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Review form: Reviewer 1 (Alfredo Sánchez-Tójar)

Recommendation
Major revision is needed (please make suggestions in comments)

Scientific importance: Is the manuscript an original and important contribution to its field?
Excellent

General interest: Is the paper of sufficient general interest?
Good

Quality of the paper: Is the overall quality of the paper suitable?
Marginal

Is the length of the paper justified?
Yes

Should the paper be seen by a specialist statistical reviewer?
No
Do you have any concerns about statistical analyses in this paper? If so, please specify them explicitly in your report.

Yes

It is a condition of publication that authors make their supporting data, code and materials available - either as supplementary material or hosted in an external repository. Please rate, if applicable, the supporting data on the following criteria.

Is it accessible?
Yes

Is it clear?
Yes

Is it adequate?
Yes

Do you have any ethical concerns with this paper?
No

Comments to the Author

In this study, the authors used a meta-analytic approach to test multiple hypotheses about inbreeding avoidance, including under which circumstances inbreeding avoidance is expected to preferentially evolve. To do so, they compiled a dataset containing 48 effect sizes (47 animal species). The manuscript is well written and the hypotheses are very interesting, however I have some major methodological concerns about the literature search, the data extraction and the statistical analyses. My main concerns and suggestions are described below followed by additional line-to-line comments. I apologize for the length of my review, but I hope my comments will be helpful in revising this contribution.

Literature search: my main concerns about the literature search are: (1) the lack of reporting essential information to understand what was done and to allow reproducibility; and (2) the potential incompleteness and, hopefully to a lesser extent, bias of the search strategy used. (1) It is unclear what specific search string was used and which databases within Web of Science (WoS) were searched. Presumably the authors searched WoS Core Collection and did a topic (TS) search (title, abstract, keywords), which depending on the authors' subscription would cover more or less databases (see “Citation Indexes” in tab “Advanced Search”). Regarding the search string, I would assume the authors searched for 

"("inbreeding avoidance" OR "incest avoidance")"

rather than 

"("inbreeding avoidance' AND "incest avoidance")'”. However, the reported “N ~ 1,400” in Figure S1 would indicate that the authors indeed searched for studies containing both keywords "inbreeding avoidance" AND "incest avoidance" - my own searching of studies containing "inbreeding avoidance" OR "incest avoidance" led to 1381 hits from WoS Core Collection and 13,200 hits from Google Scholar. Additionally, Figure S1 would require some corrections. I don’t think it is good practice to provide approximate values because the purpose of the PRISMA diagram is to increase the reproducibility of the literature search, and it’s unclear how approximated values would help with that. Therefore, I would lean towards stating that those values are unknown, if that is the case. Furthermore, numbers do not seem to add up for the fulltext screening and included steps (e.g. number of papers screened and excluded is the same). Last, did the authors screened ~27000 titles and abstracts manually or used automatic procedures such as machine learning? Overall, although not always reported in evidence synthesis in ecology and evolution, all these details are important to increase reproducibility in evidence synthesis (e.g. Sánchez-Tójar et al. 2020b; Haddaway et al. 2020), so I would suggest to provide as many as possible and acknowledge those that cannot be provided as limitations. (2) Assuming the authors searched for 

"("inbreeding avoidance" OR "incest avoidance")", this strategy would seemingly miss presumably important alternative keywords such as 

"("avoid* inbreeding" OR "avoid* incest")” (and potentially more combinations). Indeed, simply adding
“("avoid* inbreeding" OR "avoid* incest")” to the search string leads to a 15% increase in hits in WoS Core Collection (200+ references) and potentially hundreds more hits from Google Scholar. In addition, using “("inbreeding avoidance" AND "incest avoidance")” could be biased towards finding only papers that found evidence for avoidance but not for preference (or no association). My suggestion would therefore be to also include “preference” in the search string, e.g. “("inbreeding preference" OR "incest preference")”, which will find a few extra hits that could be important (e.g. Thunken et al. 2011, Lange et al. 2017). The two potential problems highlighted in point (2) might have been mitigated thanks to the forward and backward searches performed by the authors, however, whether that was the case would require confirmation in order to evaluate the quality of the search strategy.

Data extraction: my main concerns about data extraction are whether: (1) average relatedness between potential mates is comparable across studies; and (2) the effect size chosen in the correct one. I do not have a definite answer about these two points, but would like to hear the authors’ thoughts. Also, I’m not an expert on inbreeding avoidance, so I apologize in advance for any misunderstanding.

(1) I don’t understand very well what the “average relatedness between potential mates in the population" represents across studies. I tried to understand it better by looking at three included studies but there seem to be some conceptual differences in how that average relatedness was calculated across them, and I wonder whether those differences should be taken into account in the analyses. For example, the values extracted from Barati et al. (2018) seem to correspond to genetic relatedness for breeding pairs (ca. 0.05) and for breeding females and their helpers (ca. 0.18; Figure 1), whereas the values extracted from Cayuela et al. (2017) seem to correspond to genetic relatedness for males and females from the same (0.21) and different breeding patches (0.04); and the values extracted from Griffin et al. (2003) seem to correspond to genetic relatedness for breeding pairs (ca. 0.05) and all pairs in the population (0.23; Figure 5). A priori, I was expecting that the average relatedness between potential mates in the population would be always calculated as in the latter example (Griffin et al. 2003), and I wonder whether the other strategies are indeed comparable. Perhaps the author could explain this further.

(2) Can estimates of relatedness really be considered correlation coefficients rather than mean proportions/percentages of similarity across pairs? I have doubts whether it is conceptually valid to treat those means as correlation coefficients, so perhaps the authors could explain this further. I wonder whether for the main purposes of this meta-analysis, calculating a mean ratio/difference (e.g. InRR or SMDH) between mean relatedness between pairs and average relatedness would be a more appropriate effect size. This would also allow the authors to accommodate the differences in uncertainty (e.g. SE) between estimates of ZrParis and ZrAverage, and to take into account the sampling variance of ZrAverage, which so far it is only approximately taken into account by using log(n)? (see comment about log(n) below). If the authors decide to treat them as correlations, they should be aware that, due to the [0,1] bounding, Fisher’s z-transformations will not help much with normalizing the distribution of the data, and so, it might be a good idea to run sensitivity analyses using beta regressions (as done in Dochtermann et al. 2019).

Statistical analyses: my main concerns about the statistical analyses are: (1) the calculation of I2 for meta-regressions instead of R2marginal; and (2) the validity of the publication bias tests performed.

(1) It is not very intuitive to calculate – or better said, to call it, “heterogeneity I2” in meta-regressions. I2 is a relative measure of heterogeneity that is normally calculated for meta-analytic (i.e. intercept-only) models to show whether heterogeneity is present (and how much and from where it comes from), and thus, to inform us whether meta-regressions should be implemented to try and explain heterogeneity, if any found (Senior et al. 2016). Therefore, it is uncommon to estimate I2 from meta-regressions, but R2marginal instead (Nakagawa and Schielzeth 2013), because the latter gives us an approximation of the percentage of heterogeneity observed in the meta-analytic (intercept-only) model explained by the moderator(s) included in the subsequent meta-regression. Estimating I2 from a meta-regression would be equivalent to estimating adjusted repeatability (Nakagawa and Schielzeth 2010), and as such, we should consider whether the variance explained by the moderators (R2marginal) needs to be added to the denominator
when estimating $I^2$, which depends on what we want $I^2$ to reflect (Nakagawa and Schielzeth 2010). Overall, my preference would be to calculate and discuss $R^2_{marginal}$ for all meta-regressions (see code from Sánchez-Tójar et al. 2018), and to simply report the non-standardized variance components from the meta-regressions; although the authors could consider providing $H^2$ (i.e. $I^2_{phylogeny}$; sensu Nakagawa and Santos 2012) and discuss the biological importance of those results.

(2) Regarding the publication biases tests, I don’t understand well what was done, particularly since the code for these analyses was seemingly not provided. From the description and the plots presented (Figures S8-S10), I suspect the publication bias analyses might not have been conducted appropriately. As far as I know, regtest() and trimfill() are not yet implemented for multilevel models. Also, I don’t understand why the x-axis of Figures S8-S10 says log odds ratio and not $Z_r$ (i.e. Fisher’s $Z$), and I don’t seem to find the trim and fill numeric results anywhere. To properly test for publication bias in multilevel models, the random effects variance should to be taken into account either by extracting meta-analytic residuals (more in Nakagawa and Santos 2012; see code from Sánchez-Tójar et al. 2018 – depending on the version of MCMCglmm used) or perhaps easier making use of multilevel meta-regressions that include precision (i.e. the inverse of the sampling variance) as a moderator. That would correspond with an adjusted Egger’s test that would show whether effect sizes approximate zero with an increase in precision (see example in section 5.6 from supplementary material in Sánchez-Tójar et al. 2020b). I would also recommend the authors to test for time-lag bias by including “year of publication” as moderator (e.g. Sánchez-Tójar et al. 2018; reviewed in Koricheva and Kulinskaya 2019). Last, as for the trim and fill method, I would actually suggest not running it as this method does not seem to work very well when heterogeneity is present, and overall its results can be misleading since it is not possible to know if and how many effect sizes remained unpublished.

PS: Please, consider citing all the references of the included studies in the main text so that primary researchers get the credit they deserve. If the limitation is how many references Proceedings B allows to be cited, I would like to take advantage and ask Proceedings B to allow the authors to cite all references included in their analyses. Other journals allow so (e.g. Biological Reviews, Nature Ecology and Evolution) and there is no clear reason why Proceedings B should not adopt this when publishing evidence synthesis.

Line-to-line comments:
Line 60-61: I wonder whether MHC-dependent mate selection would be a specific type of inbreeding avoidance/preference worth integrating (meta-analysis by Winternitz et al. 2016).
Line 74: probably also highly variable across populations of the same species?
Line 84: I would use “phylogenetic meta-analysis” here and throughout (e.g. the abstract) to use consistent terminology and make it easier for the reader.
Line 93-94: something that was not explicitly estimated was that variation in the strength. I think that before running the meta-regressions and testing all these hypotheses, the authors could run a Bayesian phylogenetic multilevel meta-analysis (i.e. intercept-only model) to show what is the overall effect size for $Z_r$Pairs (although see effect size suggestion), it’s 95% Credible Intervals, it’s 95% Prediction intervals (more in Nakagawa et al. 2020; Sánchez-Tójar et al. 2020b), and the absolute ($Q$ test) and relative ($I^2$) heterogeneity. Then, the meta-regressions would aim at explaining the heterogeneity found in the intercept-only model. Just a suggestion that depends also on the final effect size of choice.
Line 104-105: if possible, please, provide the full list of studies found by the searches to increase reproducibility.
Line 105-106: does “all” refer to the 287 studies included in fulltext screening? Could you please provide in the supplements the list of studies for which forward and backward searches were performed? Was this process done manually or automatically? Also, do I understand correctly that only studies on wild populations were included in this meta-analysis? If so, I would expect to see that criterion appear in the list of exclusion reasons provided in Table S5.
Line 113-134: since different approaches to estimate relatedness (pedigree vs. markers vs. genome-wide) can lead to more or less precise estimates, I would consider testing if estimates differ depending on the method used (assuming there were more than one method use across
studies). Additionally, estimates of relatedness can also be more or less precise depending on the quality of, for example, the pedigree, so I would consider exploring whether those potential methodological differences might explain some of the variance in results across studies. That is, effect sizes here likely vary depending on both sampling variance (i.e. number of individuals) and genetic information to reconstruct relatedness.

Line 122-124: as far as I can see in the data, sample sizes of both populations are the same (N=270; is that correct?) meaning that a weighted and non-weighted mean would be in principle the same?

Line 141-142: did the authors perform additional searches to find more information about these mechanisms from other studies, just to make sure there is agreement across the literature for each species? Does this include only papers included in the final analysis (n = 48) or all the others (n=287; Table S5)? I guess there could be important information for these classifications in all papers listed in Table S5.

Line 148: doesn’t this assume that extra-pair copulations’ are a strategy of inbreeding avoidance even when this might not be necessarily true across species?

Like 149-150: this doesn’t sound optimal; shouldn’t they instead be classified as “NA” or perhaps “unclear” to still be able to use the data?

Line 154: when discussing these results, it might be interesting to compare them with that of previous meta-analyses on this topic: Crnokrak and Roff 1999 (wild organisms), Leroy 2014 (livestock), and Clark et al. 2019 (humans)

Line 155-158: please, report which statistics where encountered (F-tests, Spearman rank correlations...) and which equations (or where they came from) were used to calculate r? What did the authors do if they found more than one type of statistic for the same analysis? Did the authors used an a priority list to choose among them? Last, did the authors extract data from plots (e.g. using the R package metaDigitise; Pick et al. 2019), it seems so, but I did not find this information in the methods.

Line 169-172: how more likely? I would expect this topic to particularly suffer from publication bias, particularly depending on the method used to estimate inbreeding (see comment above). Did the authors test so? (see recommendations below).

Line 185-186: I recommend calling the analyses “Bayesian phylogenetic multilevel meta-regressions” to make it clear when effect sizes where weighted by the inverse of the sampling variance. I personally had to look at the code to understand this.

Line 187: please, provide the version of all R packages for reproducibility purposes (Pasquier et al. 2017).

Line 191-192: “1/(n-3)” instead?

Line 194-196: as far as I can see from the code, rather than the number of individuals in the population, what is used is the number of paired individuals. Wouldn’t this number generally be different to the number of individuals used to estimate ZrAverage?

Line 205-206: shouldn’t the wording rather be something like: “if evidence for inbreeding avoidance differ between species with and without inbreeding depression”? Also, “statistically significantly” (and throughout). Line 215: Figure 3 indicates 39 data points rather than 38. Is that correct?

Line 243-244: from the code it seems that the authors randomly chose one model of the three, so I would state that here.

Line 298-299: I’m really not sure how appropriate this number is since it is a mean of means, and therefore uncertainty of the original means is neglected. It might be better to provide meta-analytic means here.

Line 311: what is “PM”? Apologies if I missed it.

Line 336-339: but the effect is not that far from statistical significance, so I would interpret these results with caution (as done for some other results shown below; more on this right below).

Line 373-376: I personally prefer this interpretation (i.e. prefer to avoid hard dichotomies), but the authors would need to adjust their interpretations of small but not statistically significant p-values throughout to be consistent - in this example CI’s overlap with 0 and p-value is not < 0.05.

Line 380: please report the estimates or refer to the table that contains them.

Line 393-395: I would suggest to interpret these results more cautiously since only 7 data points were available for that specific regression, and despite non-statistical significance, the regression
tends to be less steep than 1:1
Line 395-396: see my comments about considering this scenario when searching for studies (i.e. adding “preference” to the search string). Is Figure S2 correct here?
Line 408: I would suggest “might not be effective on its own”. As suggested in the next sentence, I don’t think we can be sure that if a mechanism is not reported for a species, that means it does not happen.
Line 429: the following reference seems relevant here (and throughout): Avilés and Purcell 2012
Line 451: I miss a paragraph discussing the potential limitations of the study (e.g. relatively few effect sizes, etc), what heterogeneity means for the interpretation, etc.
Line 461: “The data and code in this study” Figure 1: I would recommend to add uncertainty for both axis to each dot (e.g. Figure 3 from Winney et al. 2018) so that the interpretation (e.g. line 325 and 335-336) is easier and more precise. Figure 3: is the y-axis wording correct?
Table 2: consider showing residual variance for non meta-analytic models too.

Supplementary material
Minor: Olson et al. 2012 reference misses the last author, I believe.
Table S5: there seem to be duplicated rows.

Data
Please add the metadata provided in the supplementary material to the code and/or to an extra tab (or readme) in the excel file. Furthermore, please provide more bibliographic information (e.g. doi) in the dataset for the references included (and the excluded ones from Table S5) so that a reader can easily find them without having to match the supplementary material pdf with the dataset. All that would increase data reusability.
Overall, I would recommend a little bit of more data cleaning even if that will not change any results but just to increase standardization as much as possible. For example, remove unnecessary spaces in some levels (e.g. “cincta”, “reticulata”, see also variables “inbreeding_avoidance” and “Reported_in_study”), use the same format throughout (e.g. references, capital first letter for common name), etc.
Cayuela et al., 2017: shouldn’t the sample size be 50 rather than 60? Did the authors perform a data extraction double-check? If not, I would recommend to perform a double-check of a percentage of the data to confirm that data is generally correct (e.g. 25% as in Moran et al. 2020).

Code
The format of the dataset provided is .xlsx, whereas the code tries to import a .csv file. Please, confirm that the data provided is the correct one. I assumed so for my review, however, I got the following error for lines 47-49: “Error in `[.data.frame`(data, rh.idx, ids.var, drop = FALSE) : undefined columns selected”, which seems to contradict my assumption since the column “obs_or_expt” is missing.
As a general comment, I would recommend adding more inline comments to the code to make it easier to understand it. For example, I cannot easily follow the “weighted average” performed from line 41 on.
Code line 86-88: I believe this check shows that the ott_id for “simochromis pleurospilus” should be 474353 instead of 710012?
Code line 301: “Method_of_IA2” does not seem to be defined beforehand in the code, and as such, “graph_1.b” cannot be recreated. Please, revise accordingly.
Model M5 does not seem to converge nor run well, particularly the random effect part of the model, but also a little bit the fixed effect part. Plus, the effective sampling is very low, actually 0 for “units”. Did the authors had similar issues?
Overall, I would recommend the authors to save and provide the models they ran (e.g. save them as .rda) to increase reproducibility, and also to make it easier for researchers that want to run the code without having to wait for all the models.
Last, I feel a bit odd saying this and I might as well be totally wrong, if so, I wholeheartedly apologize, but I seem to recognize chunks of code as code I wrote for Sánchez-Tojar et al. 2020a (code: https://github.com/ASanchez-Tojar/meta-analysis_of_variance) and seemingly also
Sánchez-Tójar et al. 2018 (code: https://github.com/ASanchez-Tojar/meta-analysis_sparrows_ssh)? If so, and since incentives are important in academia, I would appreciate if the authors would cite the original studies (Sánchez-Tójar et al. 2018, 2020a), the same way as we would normally do when reusing data or ideas from previous publications. If not, again, I apologize.

Sincerely, Alfredo Sánchez-Tójar. Note that I sign all my reviews since March 2018. I am more than happy to discuss any of the suggestions I have made with the authors and/or editors (my email is alfredo.tojar@gmail.com)
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Review form: Reviewer 2 (Per Smiseth)

Recommendation
Major revision is needed (please make suggestions in comments)

Scientific importance: Is the manuscript an original and important contribution to its field?
Good

General interest: Is the paper of sufficient general interest?
Excellent

Quality of the paper: Is the overall quality of the paper suitable?
Good

Is the length of the paper justified?
No
Should the paper be seen by a specialist statistical reviewer?
No

Do you have any concerns about statistical analyses in this paper? If so, please specify them explicitly in your report.
No

It is a condition of publication that authors make their supporting data, code and materials available - either as supplementary material or hosted in an external repository. Please rate, if applicable, the supporting data on the following criteria.

  Is it accessible?
  N/A

  Is it clear?
  N/A

  Is it adequate?
  N/A

Do you have any ethical concerns with this paper?
No

Comments to the Author
This paper addresses a topic of great general interest to biologists; that is, the evolution of inbreeding avoidance mechanisms such as mating preferences for unrelated partners. My main concern is that the paper presents a simple linear causal relationship between inbreeding depression and inbreeding avoidance, where the former selects for the latter. I completely agree that the severity of inbreeding depression is likely to be a strong selective force on inbreeding avoidance. However, the causal relationship between the two is likely to be more complex as patterns of inbreeding in the past also will determine the severity of inbreeding depression. For example, in species that have experienced frequent inbreeding in the past, there may have been purging of the rare, recessive and deleterious alleles that cause inbreeding depression. Thus, the association between inbreeding avoidance and inbreeding depression is likely to reflect a more complex causal relationship. I don't think this makes the results any less interesting, but I suggest that the authors revise some of their predictions (see specific comment #5) and some of the interpretation of their results (see specific comment #7).

Specific comments:
(1) Lines 47–48: Please clarify what you mean by inbreeding? Inbreeding may refer to the process of mating in parental generation and/or it may refer to the production of inbred individuals in the offspring's generation. Selection for inbreeding avoidance would obviously happen at the parents’ generation, whilst the fitness consequences are felt at the offspring’s generation. There are also several definitions of inbreeding in the literature. For example, it may refer to mating between related individuals or non-random mating where related individuals are more likely to mate than expected by chance. For clarity, it might be useful if you state how you define inbreeding. Just to take an example where these definitions would matter: assume a small population consisting of a single male and a single female who were brother and sister. This is inbreeding according to a pedigree-based definition but not according to a definition based on random mating.
(2) Line 69: Is kin recognition here the same as inbreeding avoidance by mate choice? Please clarify.
(3) Lines 155–158: Is this your own metric for severity of inbreeding depression? If so, make this clear to the reader. If not, provide a reference for how it has been used in the past.
(4) Lines 158–160: Please clarify whether the focal individual that is inbred or outbred corresponds with the individual whose traits you refer to here. For example, it is unclear here
whether offspring mortality and offspring mass refers to the mass of inbred offspring or the offspring of inbred parents?

(5) Lines 201–205: I’m not convinced by this argument. This relationship may also be less than one if the absence of inbreeding avoidance has led to frequent inbreeding in the past and thereby purging of rare, deleterious and recessive alleles. See also major comment.

(6) Lines 299–301: Please check this statement. It is unclear to me how relatedness can be negative it is bounded between 0 and 1 (see lines 130–133)?

(7) 339–343: An alternative explanation here is that the lack of inbreeding avoidance has been associated inbreeding in the past, which has purged the population of the rare, deleterious and recessive alleles that cause inbreeding depression. See also major comment.

(8) Line 372: Please check this subheading and similar statements throughout. I appreciate that this is not your intention, but this might be read as a 'good for the species' argument.

(9) Lines 380–382: I’m not sure if I get this argument. Even if a given species has evolved inbreeding avoidance mechanisms, it seems unlikely that such mechanisms would be perfect. If not, there should be some risk of inbreeding and if this is the case, should we not expect inbreeding depression to be more severe when parents are more related? Is this finding robust or does it reflect low statistical power due to few instances of inbreeding between closely related parents?

(10) Lines 395–396: Consider rewording this statement. I would argue that there is always some transmission benefit (or inclusive fitness benefit) of inbreeding as it increases the probability that a given gene is transmitted. However, this benefit is often outweighed by the cost due to the reduction in fitness of inbred offspring. Presumably, this statement refers to the net benefit of inbreeding?

(11) Line 399: Individuals avoid inbreeding (not species).

(12) Lines 439–440: Please add a reference to support this claim.

Per Smiseth (I always sign my reviews)

**Decision letter (RSPB-2020-2372.R0)**

06-Nov-2020

Dear Miss Pike:

I am writing to inform you that your manuscript RSPB-2020-2372 entitled "Why don’t all animals avoid inbreeding?” has, in its current form, been rejected for publication in Proceedings B.

This action has been taken on the advice of referees, who have recommended that substantial revisions are necessary. With this in mind we would be happy to consider a resubmission, provided the comments of the referees are fully addressed. However please note that this is not a provisional acceptance.

The resubmission will be treated as a new manuscript. However, we will approach the same reviewers if they are available and it is deemed appropriate to do so by the Editor. Please note that resubmissions must be submitted within six months of the date of this email. In exceptional circumstances, extensions may be possible if agreed with the Editorial Office. Manuscripts submitted after this date will be automatically rejected.

Please find below the comments made by the referees, not including confidential reports to the Editor, which I hope you will find useful. If you do choose to resubmit your manuscript, please upload the following:
1) A ‘response to referees’ document including details of how you have responded to the comments, and the adjustments you have made.
2) A clean copy of the manuscript and one with 'tracked changes' indicating your 'response to referees' comments document.
3) Line numbers in your main document.
4) Data - please see our policies on data sharing to ensure that you are complying (https://royalsociety.org/journals/authors/author-guidelines/#data).

To upload a resubmitted manuscript, log into http://mc.manuscriptcentral.com/prsb and enter your Author Centre, where you will find your manuscript title listed under "Manuscripts with Decisions." Under "Actions," click on "Create a Resubmission." Please be sure to indicate in your cover letter that it is a resubmission, and supply the previous reference number.

Sincerely,
Dr Sasha Dall
mailto: proceedingsb@royalsociety.org

Associate Editor
Board Member: 1

Comments to Author:
The authors performed a meta analysis and investigated inbreeding avoidance across the animal kingdom. The topic is very interesting and I enjoyed reading the manuscript.

At the same time I feel that the methodology part is missing some cubical information, i.e. how was the literature used in the meta analysis found, i.e. exact search string as pointed out by one of the referees.

Reviewer(s)' Comments to Author:
Referee: 1

Comments to the Author(s)
In this study, the authors used a meta-analytic approach to test multiple hypotheses about inbreeding avoidance, including under which circumstances inbreeding avoidance is expected to preferentially evolve. To do so, they compiled a dataset containing 48 effect sizes (47 animal species). The manuscript is well written and the hypotheses are very interesting, however I have some major methodological concerns about the literature search, the data extraction and the statistical analyses. My main concerns and suggestions are described below followed by additional line-to-line comments. I apologize for the length of my review, but I hope my comments will be helpful in revising this contribution.

Literature search: my main concerns about the literature search are: (1) the lack of reporting essential information to understand what was done and to allow reproducibility; and (2) the potential incompleteness and, hopefully to a lesser extent, bias of the search strategy used. (1) It is unclear what specific search string was used and which databases within Web of Science (WoS) were searched. Presumably the authors searched WoS Core Collection and did a topic (TS) search (title, abstract, keywords), which depending on the authors' subscription would cover more or less databases (see “Citation Indexes” in tab “Advanced Search”). Regarding the search string, I would assume the authors searched for “("inbreeding avoidance" OR "incest avoidance")” rather than “("inbreeding avoidance" AND "incest avoidance")”. However, the reported “N ~ 1,400” in Figure S1 would indicate that the authors indeed searched for studies containing both keywords "inbreeding avoidance" AND "incest avoidance" - my own searching of studies containing "inbreeding avoidance" OR "incest avoidance" led to 1381 hits from WoS Core Collection and 13,200 hits from Google Scholar. Additionally, Figure S1 would require some corrections. I don’t think it is good practice to provide approximate values because the purpose of the PRISMA diagram is to increase the reproducibility of the literature search, and it’s unclear how approximated values would help with that. Therefore, I would lean towards stating that those values are unknown, if that is the case. Furthermore, numbers do not seem to add up for
the fulltext screening and included steps (e.g. number of papers screened and excluded is the same). Last, did the authors screened ~27000 titles and abstracts manually or used automatic procedures such as machine learning? Overall, although not always reported in evidence synthesis in ecology and evolution, all these details are important to increase reproducibility in evidence synthesis (e.g. Sánchez-Tójar et al. 2020b; Haddaway et al. 2020), so I would suggest to provide as many as possible and acknowledge those that cannot be provided as limitations.

(2) Assuming the authors searched for "("inbreeding avoidance" OR "incest avoidance")", this strategy would seemingly miss presumably important alternative keywords such as "("avoid* inbreeding" OR "avoid* incest")" (and potentially more combinations). Indeed, simply adding "("avoid* inbreeding" OR "avoid* incest")" to the search string leads to 15% increase in hits in WoS Core Collection (200+ references) and potentially hundreds more hits from Google Scholar. In addition, using "("inbreeding avoidance" AND "incest avoidance")" could be biased towards finding only papers that found evidence for avoidance but not for preference (or no association). My suggestion would therefore be to also include “preference” in the search string, e.g. "("inbreeding preference" OR "incest preference")", which will find a few extra hits that could be important (e.g. Thunken et al. 2011, Lange et al. 2017). The two potential problems highlighted in point (2) might have been mitigated thanks to the forward and backward searches performed by the authors, however, whether that was the case would require confirmation in order to evaluate the quality of the search strategy.

Data extraction: my main concerns about data extraction are whether: (1) average relatedness between potential mates is comparable across studies; and (2) the effect size chosen in the correct one. I do not have a definite answer about these two points, but would like to hear the authors’ thoughts. Also, I’m not an expert on inbreeding avoidance, so I apologize in advance for any misunderstanding.

(1) I don’t understand very well what the “average relatedness between potential mates in the population” represents across studies. I tried to understand it better by looking at three included studies but there seem to be some conceptual differences in how that average relatedness was calculated across them, and I wonder whether those differences should be taken into account in the analyses. For example, the values extracted from Barati et al. (2018) seem to correspond to genetic relatedness for breeding pairs (ca. 0.05) and for breeding females and their helpers (ca. 0.18; Figure 1), whereas the values extracted from Cayuela et al. (2017) seem to correspond to genetic relatedness for males and females from the same (0.21) and different breeding patches (0.04); and the values extracted from Griffin et al. (2003) seem to correspond to genetic relatedness for breeding pairs (ca. 0.05) and all pairs in the population (0.23; Figure 5). A priori, I was expecting that the average relatedness between potential mates in the population would be always calculated as in the latter example (Griffin et al. 2003), and I wonder whether the other strategies are indeed comparable. Perhaps the author could explain this further.

(2) Can estimates of relatedness really be considered correlation coefficients rather than mean proportions/percentages of similarity across pairs? I have doubts whether it is conceptually valid to treat those means as correlation coefficients, so perhaps the authors could explain this further. I wonder whether for the main purposes of this meta-analysis, calculating a mean ratio/difference (e.g. lnRR or SMDH) between mean relatedness between pairs and average relatedness would be a more appropriate effect size. This would also allow the authors to accommodate the differences in uncertainty (e.g. SE) between estimates of ZrParis and ZrAverage, and to take into account the sampling variance of ZrAverage, which so far it is only approximately taken into account by using log(n)? (see comment about log(n) below). If the authors decide to treat them as correlations, they should be aware that, due to the [0,1] bounding, Fisher’s z-transformations will not help much with normalizing the distribution of the data, and so, it might be a good idea to run sensitivity analyses using beta regressions (as done in Dochtermann et al. 2019).

Statistical analyses: my main concerns about the statistical analyses are: (1) the calculation of I2 for meta-regressions instead of R2marginal; and (2) the validity of the publication bias tests performed.

(1) It is not very intuitive to calculate – or better said, to call it, “heterogeneity I2” in meta-regressions. I2 is a relative measure of heterogeneity that is normally calculated for meta-analytic
(i.e. intercept-only) models to show whether heterogeneity is present (and how much and from where it comes from), and thus, to inform us whether meta-regressions should be implemented to try and explain heterogeneity, if any found (Senior et al. 2016). Therefore, it is uncommon to estimate I^2 from meta-regressions, but R^2marginal instead (Nakagawa and Schielzeth 2013), because the latter gives us an approximation of the percentage of heterogeneity observed in the meta-analytic (intercept-only) model explained by the moderator(s) included in the subsequent meta-regression. Estimating I^2 from a meta-regression would be equivalent to estimating adjusted repeatability (Nakagawa and Schielzeth 2010), and as such, we should consider whether the variance explained by the moderators (R^2marginal) needs to be added to the denominator when estimating I^2, which depends on what we want I^2 to reflect (Nakagawa and Schielzeth 2010). Overall, my preference would be to calculate and discuss R^2marginal for all meta-regressions (see code from Sánchez-Tójar et al. 2018), and to simply report the non-standardized variance components from the meta-regressions; although the authors could consider providing H^2 (i.e. I^2phylogeny; sensu Nakagawa and Santos 2012) and discuss the biological importance of those results.

(2) Regarding the publication biases tests, I don’t understand well what was done, particularly since the code for these analyses was seemingly not provided. From the description and the plots presented (Figures S8-S10), I suspect the publication bias analyses might not have been conducted appropriately. As far as I know, regtest() and trimfill() are not yet implemented for multilevel models. Also, I don’t understand why the x-axis of Figures S8-S10 says log odds ratio and not Zr (i.e. Fisher’s Z), and I don’t seem to find the trim and fill numeric results anywhere. To properly test for publication bias in multilevel models, the random effects variance should to be taken into account either by extracting meta-analytic residuals (more in Nakagawa and Santos 2012; see code from Sánchez-Tójar et al. 2018 – depending on the version of MCMCglm used) or perhaps easier making use of multilevel meta-regressions that include precision (i.e. the inverse of the sampling variance) as a moderator. That would correspond with an adjusted Egger’s test that would show whether effect sizes approximate zero with an increase in precision (see example in section 5.6 from supplementary material in Sánchez-Tójar et al. 2020b). I would also recommend the authors to test for time-lag bias by including “year of publication” as moderator (e.g. Sánchez-Tójar et al. 2018; reviewed in Koricheva and Kulinskaya 2019). Last, as for the trim and fill method, I would actually suggest not running it as this method does not seem to work very well when heterogeneity is present, and overall its results can be misleading since it is not possible to know if and how many effect sizes remained unpublished.

PS: Please, consider citing all the references of the included studies in the main text so that primary researchers get the credit they deserve. If the limitation is how many references Proceedings B allows to be cited, I would like to take advantage and ask Proceedings B to allow the authors to cite all references included in their analyses. Other journals allow so (e.g. Biological Reviews, Nature Ecology and Evolution) and there is no clear reason why Proceedings B should not adopt this when publishing evidence synthesis.

Line-to-line comments:
Line 60-61: I wonder whether MHC-dependent mate selection would be a specific type of inbreeding avoidance/preference worth integrating (meta-analysis by Wintemitz et al. 2016).
Line 74: probably also highly variable across populations of the same species?
Line 84: I would use “phylogenetic meta-analysis” here and throughout (e.g. the abstract) to use consistent terminology and make it easier for the reader.
Line 93-94: something that was not explicitly estimated was that variation in the strength. I think that before running the meta-regressions and testing all these hypotheses, the authors could run a Bayesian phylogenetic multilevel meta-analysis (i.e. intercept-only model) to show what is the overall effect size for ZrPairs (although see effect size suggestion), it’s 95% Credible Intervals, it’s 95% Prediction intervals (more in Nakagawa et al. 2020; Sánchez-Tójar et al. 2020b), and the absolute (Q test) and relative (I^2) heterogeneity. Then, the meta-regressions would aim at explaining the heterogeneity found in the intercept-only model. Just a suggestion that depends also on the final effect size of choice.
Line 104-105: if possible, please, provide the full list of studies found by the searches to increase reproducibility.

Line 105-106: does “all” refer to the 287 studies included in fulltext screening? Could you please provide in the supplements the list of studies for which forward and backward searches were performed? Was this process done manually or automatically? Also, do I understand correctly that only studies on wild populations were included in this meta-analysis? If so, I would expect to see that criterion appear in the list of exclusion reasons provided in Table S5.

Line 113-134: since different approaches to estimate relatedness (pedigree vs. markers vs. genome-wide) can lead to more or less precise estimates, I would consider testing if estimates differ depending on the method used (assuming there were more than one method use across studies). Additionally, estimates of relatedness can also be more or less precise depending on the quality of, for example, the pedigree, so I would consider exploring whether those potential methodological differences might explain some of the variance in results across studies. That is, effect sizes here likely vary depending on both sampling variance (i.e. number of individuals) and genetic information to reconstruct relatedness.

Line 122-124: as far as I can see in the data, sample sizes of both populations are the same (N=270; is that correct?) meaning that a weighted and non-weighted mean would be in principle the same?

Line 141-142: did the authors perform additional searches to find more information about these mechanisms from other studies, just to make sure there is agreement across the literature for each species? Does this include only papers included in the final analysis (n = 48) or all the others (n=287; Table S5)? I guess there could be important information for these classifications in all papers listed in Table S5.

Line 148: doesn’t this assume that extra-pair copulations’ are a strategy of inbreeding avoidance even when this might not be necessarily true across species?

Like 149-150: this doesn’t sound optimal; shouldn’t they instead be classified as “NA” or perhaps “unclear” to still be able to use the data?

Line 154: when discussing these results, it might be interesting to compare them with that of previous meta-analyses on this topic: Crnokrak and Roff 1999 (wild organisms), Leroy 2014 (livestock), and Clark et al. 2019 (humans)

Line 155-158: please, report which statistics where encountered (F-tests, Spearman rank correlations...) and which equations (or where they came from) were used to calculate r? What did the authors do if they found more than one type of statistic for the same analysis? Did the authors use an a priority list to choose among them? Last, did the authors extract data from plots (e.g. using the R package metaDigitise; Pick et al. 2019), it seems so, but I did not find this information in the methods.

Line 169-172: how more likely? I would expect this topic to particularly suffer from publication bias, particularly depending on the method used to estimate inbreeding (see comment above). Did the authors test so? (see recommendations below).

Line 185-186: I recommend calling the analyses “Bayesian phylogenetic multilevel meta-regressions” to make it clear when effect sizes where weighted by the inverse of the sampling variance. I personally had to look at the code to understand this.

Line 187: please, provide the version of all R packages for reproducibility purposes (Pasquier et al. 2017).

Line 191-192: “1/(n-3)” instead?

Line 194-196: as far as I can see from the code, rather than the number of individuals in the population, what is used is the number of paired individuals. Wouldn’t this number generally be different to the number of individuals used to estimate ZrAverage?

Line 205-206: shouldn’t the wording rather be something like: “if evidence for inbreeding avoidance differ between species with and without inbreeding depression”? Also, “statistically significantly” (and throughout).

Line 215: Figure 3 indicates 39 data points rather than 38. Is that correct?

Line 243-244: from the code it seems that the authors randomly chose one model of the three, so I would state that here.
Line 298-299: I’m really not sure how appropriate this number is since it is a mean of means, and therefore uncertainty of the original means is neglected. It might be better to provide meta-analytic means here.

Line 311: what is “PM”? Apologies if I missed it.

Line 333-339: but the effect is not that far from statistical significance, so I would interpret these results with caution (as done for some other results shown below; more on this right below).

Line 373-376: I personally prefer this interpretation (i.e. prefer to avoid hard dichotomies), but the authors would need to adjust their interpretations of small but not statistically significant p-values throughout to be consistent - in this example CI’s overlap with 0 and p-value is not < 0.05.

Line 380: please report the estimates or refer to the table that contains them.

Line 393-397: I would suggest to interpret these results more cautiously since only 7 data points were available for that specific regression, and despite non-statistical significance, the regression tends to be less steep than 1:1

Line 395-396: see my comments about considering this scenario when searching for studies (i.e. adding “preference” to the search string). Is Figure S2 correct here?

Line 408: I would suggest “might not be effective on its own”. As suggested in the next sentence, I don’t think we can be sure that if a mechanism is not reported for a species, that means it does not happen.

Line 429: the following reference seems relevant here (and throughout): Avilés and Purcell 2012

Line 451: I miss a paragraph discussing the potential limitations of the study (e.g. relatively few effect sizes, etc), what heterogeneity means for the interpretation, etc.

Line 461: “The data and code in this study”

Figure 1: I would recommend to add uncertainty for both axis to each dot (e.g. Figure 3 from Winney et al. 2018) so that the interpretation (e.g. line 325 and 335-336) is easier and more precise.

Figure 3: is the y-axis wording correct?

Table 2: consider showing residual variance for non meta-analytic models too.

Supplementary material

Minor: Olson et al. 2012 reference misses the last author, I believe.

Table S5: there seem to be duplicated rows.

Data

Please add the metadata provided in the supplementary material to the code and/or to an extra tab (or readme) in the excel file. Furthermore, please provide more bibliographic information (e.g. doi) in the dataset for the references included (and the excluded ones from Table S5) so that a reader can easily find them without having to match the supplementary material pdf with the dataset. All that would increase data reusability.

Overall, I would recommend a little bit of more data cleaning even if that will not change any results but just to increase standardization as much as possible. For example, remove unnecessary spaces in some levels (e.g. “cincta”, “reticulata”, see also variables “inbreeding_avoidance” and “Reported_in_study”), use the same format throughout (e.g. references, capital first letter for common_name), etc.

Cayuela et al., 2017: shouldn’t the sample size be 50 rather than 60? Did the authors perform a data extraction double-check? If not, I would recommend to perform a double-check of a percentage of the data to confirm that data is generally correct (e.g. 25% as in Moran et al. 2020).

Code

The format of the dataset provided is .xlsx, whereas the code tries to import a .csv file. Please, confirm that the data provided is the correct one. I assumed so for my review, however, I got the following error for lines 47-49: “Error in `[.data.frame`(data, rh.idx, ids.var, drop = FALSE) : undefined columns selected”, which seems to contradict my assumption since the column “obs_or_expt” is missing.

As a general comment, I would recommend adding more inline comments to the code to make it easier to understand it. For example, I cannot easily follow the “weighted average” performed from line 41 on.
Code line 86-88: I believe this check shows that the `ott_id` for “simochromis pleurospilus” should be 474353 instead of 710012?
Code line 301: “Method_of_IA2” does not seem to be defined beforehand in the code, and as such, “graph_1.b” cannot be recreated. Please, revise accordingly.
Model M5 does not seem to converge nor run well, particularly the random effect part of the model, but also a little bit the fixed effect part. Plus, the effective sampling is very low, actually 0 for “units”. Did the authors had similar issues?
Overall, I would recommend the authors to save and provide the models they ran (e.g. save them as .rda) to increase reproducibility, and also to make it easier for researchers that want to run the code without having to wait for all the models.
Last, I feel a bit odd saying this and I might as well be totally wrong, if so, I wholeheartedly apologize, but I seem to recognize chunks of code as code I wrote for Sánchez-Tójar et al. 2020a (code: https://github.com/ASanchez-Tojar/meta-analysis_of_variance) and seemingly also Sánchez-Tójar et al. 2018 (code: https://github.com/ASanchez-Tojar/meta-analysis_sparrows_ssh)? If so, and since incentives are important in academia, I would appreciate if the authors would cite the original studies (Sánchez-Tójar et al. 2018, 2020a), the same way as we would normally do when reusing data or ideas from previous publications. If not, again, I apologize.

Sincerely, Alfredo Sánchez-Tójar. Note that I sign all my reviews since March 2018. I am more than happy to discuss any of the suggestions I have made with the authors and/or editors (my email is alfredo.tojar@gmail.com)
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Referee: 2
Comments to the Author(s)
This paper addresses a topic of great general interest to biologists; that is, the evolution of inbreeding avoidance mechanisms such as mating preferences for unrelated partners. My main concern is that the paper presents a simple linear causal relationship between inbreeding depression and inbreeding avoidance, where the former selects for the latter. I completely agree
that the severity of inbreeding depression is likely to be a strong selective force on inbreeding avoidance. However, the causal relationship between the two is likely to be more complex as patterns of inbreeding in the past also will determine the severity of inbreeding depression. For example, in species that have experienced frequent inbreeding in the past, there may have been purging of the rare, recessive and deleterious alleles that cause inbreeding depression. Thus, the association between inbreeding avoidance and inbreeding depression is likely to reflect a more complex causal relationship. I don't think this makes the results any less interesting, but I suggest that the authors revise some of their predictions (see specific comment #5) and some of the interpretation of their results (see specific comment #7).

Specific comments:
(1) Lines 47–48: Please clarify what you mean by inbreeding? Inbreeding may refer to the process of mating in parental generation and/or it may refer to the production of inbred individuals in the offspring’s generation. Selection for inbreeding avoidance would obviously happen at the parents’ generation, whilst the fitness consequences are felt at the offspring’s generation. There are also several definitions of inbreeding in the literature. For example, it may refer to mating between related individuals or non-random mating where related individuals are more likely to mate than expected by chance. For clarity, it might be useful if you state how you define inbreeding. Just to take an example where these definitions would matter: assume a small population consisting of a single male and a single female who were brother and sister. This is inbreeding according to a pedigree-based definition but not according to a definition based on random mating.
(2) Line 69: Is kin recognition here the same as inbreeding avoidance by mate choice? Please clarify.
(3) Lines 155–158: Is this your own metric for severity of inbreeding depression? If so, make this clear to the reader. If not, provide a reference for how it has been used in the past.
(4) Lines 158–160: Please clarify whether the focal individual that is inbred or outbred corresponds with the individual whose traits you refer to here. For example, it is unclear here whether offspring mortality and offspring mass refers to the mass of inbred offspring or the offspring of inbred parents?
(5) Lines 201–205: I’m not convinced by this argument. This relationship may also be less than one if the absence of inbreeding avoidance has led to frequent inbreeding in the past and thereby purging of rare, deleterious and recessive alleles. See also major comment.
(6) Lines 299–301: Please check this statement. It is unclear to me how relatedness can be negative it is bounded between 0 and 1 (see lines 130–133)?
(7) 339–343: An alternative explanation here is that the lack of inbreeding avoidance has been associated inbreeding in the past, which has purged the population of the rare, deleterious and recessive alleles that cause inbreeding depression. See also major comment.
(8) Line 372: Please check this subheading and similar statements throughout. I appreciate that this is not your intention, but this might be read as a 'good for the species' argument.
(9) Lines 380–382: I’m not sure if I get this argument. Even if a given species has evolved inbreeding avoidance mechanisms, it seems unlikely that such mechanisms would be perfect. If not, there should be some risk of inbreeding and if this is the case, should we not expect inbreeding depression to be more severe when parents are more related? Is this finding robust or does it reflect low statistical power due to few instances of inbreeding between closely related parents?
(10) Lines 395–396: Consider rewording this statement. I would argue that there is always some transmission benefit (or inclusive fitness benefit) of inbreeding as it increases the probability that a given gene is transmitted. However, this benefit is often outweighed by the cost due to the reduction in fitness of inbred offspring. Presumably, this statement refers to the net benefit of inbreeding?
(11) Line 399: Individuals avoid inbreeding (not species).
(12) Lines 439–440: Please add a reference to support this claim.
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Review form: Reviewer 1 (Alfredo Sánchez-Tójar)

**Recommendation**

Major revision is needed (please make suggestions in comments)

**Scientific importance: Is the manuscript an original and important contribution to its field?**

Good

**General interest: Is the paper of sufficient general interest?**

Good

**Quality of the paper: Is the overall quality of the paper suitable?**

Acceptable

**Is the length of the paper justified?**

Yes

**Should the paper be seen by a specialist statistical reviewer?**

No

**Do you have any concerns about statistical analyses in this paper? If so, please specify them explicitly in your report.**

Yes

It is a condition of publication that authors make their supporting data, code and materials available - either as supplementary material or hosted in an external repository. Please rate, if applicable, the supporting data on the following criteria.

- **Is it accessible?**
  - No

- **Is it clear?**
  - Yes

- **Is it adequate?**
  - N/A

**Do you have any ethical concerns with this paper?**

No

**Comments to the Author**

I have now carefully read the authors’ responses to the reviewers, and the new version of the manuscript. I am very satisfied with the changes implemented. The authors have made an excellent and thorough job dealing with the concerns of the reviewers. Thank you very much. I’m convinced that the study has consequently improved. I have only a few more comments and suggestions left, mostly minor, but two potentially major ones, that I recommend dealing with.
Some models seem to be over-fitted, so I would suggest either to not present them or to explicitly and very clearly warn the reader that their results are unlikely to be reliable. The most extreme case seems to be model 5 (line 197), which, if I understood correctly, estimates 18 fixed effect estimates plus 1-2 random effect estimates. That is, it estimates about 20 estimates, but it only includes 34 data points (is this interpretation correct?). Other models that seem to be in high risk of being over-fitted are models 3, 6, 7, and 8. As a rule of thumb, I normally aim at 10 data points per model estimate. The minimum I have seen recommended is 4 data points per model estimate, which I personally consider extremely low. Related to this, I would recommend to remind the reader in the discussion section that unfortunately only very few studies (41 max) were available, and that we need many more studies on this topic to obtain a clearer and more precise picture about the hypotheses tested.

An I² of 21% (line 220) is an unusually low level of heterogeneity. I would recommend the authors to discuss what this means for their results in the discussion section (see Rutkowski et al. 2014 as example). In short, that I² suggest that most (79%) of the differences observed in results across studies are simply explained by differences in sampling variance (i.e. sample size) between studies and only 21% are potentially due to methodological and/or biological effects. For meta-analyses in ecology and evolution, normally only ~5% of the differences in results observed across studies are explained by differences in sampling variance (Senior et al. 2016), making this result, in my opinion, remarkable and worth interpreting and discussing in detail.

Minor:
- Line 207-210: I’m unsure about adding a predictor’s SE to the model. As far as I can see, it simply tests whether the uncertainty of the predictor is related to the response variable, which I don’t think is what the authors intended to do when adding this predictor? Could the authors expand on this?
- Line 237-242: I did not know it was possible to run a binary meta-analysis in MCMCglmm. For the weights, I wonder whether it might make sense to weight by 1/(n-3) just to keep consistency with before, even though the response is not a Zr.
- Line 286: where effect sizes weighted by the inverse of the sampling variance in the Egger’s tests too? They should, in principle, be. Same for the time-lag bias test.
- Line 303-304: I would suggest adding something like “although the effect was small and uncertain” here, and to show here the heterogeneity estimates.
- Line 315: I would recommend adding how many out of how many species to be more explicit here; e.g. “In most species where inbreeding depression has been reported (X out of X),...”. Same in line 326.
- Line 450-451: I find it a bit confusing that all of the sudden female fig wasps are introduced here. I had to re-read the paragraph a couple of times.
- Line 466: I tried to access the data using this doi, but could not. I’m guessing the link will be active after acceptance.

Figure 3: the authors could present the 95% CrI rather than SE to keep consistency and make it more easily interpretable.

Table 2: is the pMCMC of model 2 difference from 1 correct? I recommend reporting the random effect and residual variance estimates for each model either here or in the supplements.

Supplementary material: if possible, I would include the tables in the file “Supplementary Info.pdf”, it was a bit cumbersome to navigate the tabs and adjust column size in the excel file.

SM Line 77: “no statistically significant interaction”?
SM Line 143-144: in this case it could also be driven by the very small number of effect sizes available for the pedigree estimate (n=6), so I would highlight this potential cause as done in some of the analyses above.
Edits/typos:
Line 67: “sex-biased” (line 366)
Line 242: I guess Nspecies = 34 could be deleted since that information is also provided in the following sentence.
Line 358: “was”?

Sincerely, Alfredo Sánchez-Tójar. Note that I sign all my reviews
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Review form: Reviewer 2

Recommendation
Accept as is

Scientific importance: Is the manuscript an original and important contribution to its field?
Good

General interest: Is the paper of sufficient general interest?
Excellent

Quality of the paper: Is the overall quality of the paper suitable?
Excellent

Is the length of the paper justified?
Yes

Should the paper be seen by a specialist statistical reviewer?
No

Do you have any concerns about statistical analyses in this paper? If so, please specify them explicitly in your report.
No

It is a condition of publication that authors make their supporting data, code and materials available - either as supplementary material or hosted in an external repository. Please rate, if applicable, the supporting data on the following criteria.

   Is it accessible?
       N/A

   Is it clear?
       N/A

   Is it adequate?
       N/A

Do you have any ethical concerns with this paper?
No
Comments to the Author
The authors have address all my comments on the previous version of the manuscript and they an excellent job in revising this manuscript. This manuscript would in my opinion make a valuable contribution to the field.
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To submit your revision please log into http://mc.manuscriptcentral.com/prsb and enter your Author Centre, where you will find your manuscript title listed under "Manuscripts with Decisions." Under "Actions", click on "Create a Revision". Your manuscript number has been appended to denote a revision.
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Associate Editor

Comments to Author:
The authors should discuss potential problems that might occur with overfitting the models.
Reviewer(s)' Comments to Author:
Referee: 2
Comments to the Author(s).
The authors have address all my comments on the previous version of the manuscript and they
an excellent job in revising this manuscript. This manuscript would in my opinion make a
valuable contribution to the field.

Per Smiseth (I sign all my reviews)

Referee: 1
Comments to the Author(s).
I have now carefully read the authors' responses to the reviewers, and the new version of the
manuscript. I am very satisfied with the changes implemented. The authors have made an
excellent and thorough job dealing with the concerns of the reviewers. Thank you very much. I'm
convinced that the study has consequently improved. I have only a few more comments and
suggestions left, mostly minor, but two potentially major ones, that I recommend dealing with.

Some models seem to be over-fitted, so I would suggest either to not present them or to explicitly
and very clearly warn the reader that their results are unlikely to be reliable. The most extreme
case seems to be model 5 (line 197), which, if I understood correctly, estimates 18 fixed effect
estimates plus 1-2 random effect estimates. That is, it estimates about 20 estimates, but it only
includes 34 data points (is this interpretation correct?). Other models that seem to be in high risk
of being over-fitted are models 3, 6, 7, and 8. As a rule of thumb, I normally aim at 10 data points
per model estimate. The minimum I have seen recommended is 4 data points per model estimate,
which I personally consider extremely low. Related to this, I would recommend to remind the
reader in the discussion section that unfortunately only very few studies (41 max) were available,
and that we need many more studies on this topic to obtain a clearer and more precise picture
about the hypotheses tested.

An I2 of 21% (line 220) is an unusually low level of heterogeneity. I would recommend the
authors to discuss what this means for their results in the discussion section (see Rutkowska et al.
2014 as example). In short, that I2 suggest that most (79%) of the differences observed in results
across studies are simply explained by differences in sampling variance (i.e. sample size) between
studies and only 21% are potentially due to methodological and/or biological effects. For meta-
analyses in ecology and evolution, normally only ~5% of the differences in results observed
across studies are explained by differences in sampling variance (Senior et al. 2016), making this
result, in my opinion, remarkable and worth interpreting and discussing in detail.

Minor:
Line 207-210: I’m unsure about adding a predictor’s SE to the model. As far as I can see, it simply
tests whether the uncertainty of the predictor is related to the response variable, which I don’t
think is what the authors intended to do when adding this predictor? Could the authors expand
on this?
Line 237-242: I did not know it was possible to run a binary meta-analysis in MCMCglmm. For
the weights, I wonder whether it might make sense to weight by 1/(n-3) just to keep consistency
with before, even though the response is not a Zr.
Line 286: where effect sizes weighted by the inverse of the sampling variance in the Egger’s tests
too? They should, in principle, be. Same for the time-lag bias test.
Line 303-304: I would suggest adding something like “although the effect was small and
uncertain” here, and to show here the heterogeneity estimates.
Line 315: I would recommend adding how many out of how many species to be more explicit
here; e.g. “In most species where inbreeding depression has been reported (X out of X),...”.
Same in line 326.
Line 450-451: I find it a bit confusing that all of the sudden female fig wasps are introduced here. I
had to re-read the paragraph a couple of times.
Line 66: I tried to access the data using this doi, but could not. I’m guessing the link will be active after acceptance.

Figure 3: the authors could present the 95% CrI rather than SE to keep consistency and make it more easily interpretable.

Table 2: is the pMCMC of model 2 difference from 1 correct? I recommend reporting the random effect and residual variance estimates for each model either here or in the supplements.

Supplementary material: if possible, I would include the tables in the file “Supplementary Info.pdf”, it was a bit cumbersome to navigate the tabs and adjust column size in the excel file. SM Line 77: “no statistically significant interaction”?
SM Line 143-144: in this case it could also be driven by the very small number of effect sizes available for the pedigree estimate (n=6), so I would highlight this potential cause as done in some of the analyses above.

Edits/typos:
Line 67: “sex-biased” (line 366)
Line 242: I guess Nspecies = 34 could be deleted since that information is also provided in the following sentence.
Line 358: “was”?

Sincerely, Alfredo Sánchez-Tójar. Note that I sign all my reviews

References:
Nakagawa et al. 2021: https://doi.org/10.32942/osf.io/k7pmz
Senior et al. 2016: https://www.jstor.org/stable/44082191
Rutkowska et al. 2014: https://doi.org/10.1111/jeb.12282
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See Appendix B.
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Dear Miss Pike

I am pleased to inform you that your manuscript entitled "Why don’t all animals avoid inbreeding?" has been accepted for publication in Proceedings B.

You can expect to receive a proof of your article from our Production office in due course, please check your spam filter if you do not receive it. PLEASE NOTE: you will be given the exact page length of your paper which may be different from the estimation from Editorial and you may be asked to reduce your paper if it goes over the 10 page limit.

If you are likely to be away from e-mail contact please let us know. Due to rapid publication and an extremely tight schedule, if comments are not received, we may publish the paper as it stands.
If you have any queries regarding the production of your final article or the publication date please contact procb_proofs@royalsociety.org

Data Accessibility section
Please remember to make any data sets live prior to publication, and update any links as needed when you receive a proof to check. It is good practice to also add data sets to your reference list.

Open Access
You are invited to opt for Open Access, making your freely available to all as soon as it is ready for publication under a CCBY licence. Our article processing charge for Open Access is £1700. Corresponding authors from member institutions (http://royalsocietypublishing.org/site/librarians/allmembers.xhtml) receive a 25% discount to these charges. For more information please visit http://royalsocietypublishing.org/open-access.

Your article has been estimated as being 10 pages long. Our Production Office will be able to confirm the exact length at proof stage.

Paper charges
An e-mail request for payment of any related charges will be sent out after proof stage (within approximately 2-6 weeks). The preferred payment method is by credit card; however, other payment options are available

Electronic supplementary material:
All supplementary materials accompanying an accepted article will be treated as in their final form. They will be published alongside the paper on the journal website and posted on the online figshare repository. Files on figshare will be made available approximately one week before the accompanying article so that the supplementary material can be attributed a unique DOI.

Thank you for your fine contribution. On behalf of the Editors of the Proceedings B, we look forward to your continued contributions to the Journal.

Sincerely,
Dr Sasha Dall
Editor, Proceedings B
mailto: proceedingsb@royalsociety.org

Associate Editor:
Board Member
Comments to Author:
The authors made a great job in dealing with the referees comments.
Dear Dr Dall and Professor Barrett,

Please find attached the resubmission of our manuscript RSPB-2020-2372 entitled “Why don’t all animals avoid inbreeding?”.

We thank the reviewers for the time and effort they invested to provide us with extremely useful and constructive comments. This has allowed us to greatly improve our manuscript and clarify crucial details. An altogether positive review experience – thank you!

We have now addressed the key requests to include more detail in the manuscript by re-writing the methods and incorporated new analyses. We have performed additional literature searches prompted by the referee’s comments and applied more stringent exclusion criteria. All analyses have been re-run with the updated datasets and the conclusions of our paper remain unchanged.

Please find below a point-by-point response to the reviewers’ comments.

Yours sincerely,

Victoria Pike
Response to Reviewer 1 (reviewers comments bolded, our responses normal text, line numbers refer to the manuscript without tracked changes)

The authors performed a meta analysis and investigated inbreeding avoidance across the animal kingdom. The topic is very interesting and I enjoyed reading the manuscript.

At the same time I feel that the methodology part is missing some cubical information, i.e. how was the literature used in the meta analysis found, i.e. exact search string as pointed out by one of the referees.

We have supplemented our methods with the additional information requested (see below).

In this study, the authors used a meta-analytic approach to test multiple hypotheses about inbreeding avoidance, including under which circumstances inbreeding avoidance is expected to preferentially evolve. To do so, they compiled a dataset containing 48 effect sizes (47 animal species). The manuscript is well written and the hypotheses are very interesting, however I have some major methodological concerns about the literature search, the data extraction and the statistical analyses. My main concerns and suggestions are described below followed by additional line-to-line comments. I apologize for the length of my review, but I hope my comments will be helpful in revising this contribution.

No need to apologise – thank you! We are grateful for the time invested by the reviewers to provide us with detailed, constructive feedback.

Literature search

My main concerns about the literature search are: (1) the lack of reporting essential information to understand what was done and to allow reproducibility; and (2) the potential incompleteness and, hopefully to a lesser extent, bias of the search strategy used.

We have improved the reporting of our search protocols and indicate steps taken to avoid missing and biased data – details provided in response to specific points below.

(1) It is unclear what specific search string was used and which databases within Web of Science (WoS) were searched. Presumably the authors searched WoS Core Collection and did a topic (TS) search (title, abstract, keywords), which depending on the authors’ subscription would cover more or less databases (see “Citation Indexes” in tab “Advanced Search”).

Regarding the search string, I would assume the authors searched for “("inbreeding avoidance" OR "incest avoidance")” rather than “("inbreeding avoidance" AND "incest avoidance")”. However, the reported “N ~ 1,400” in Figure S1 would indicate that the authors indeed searched for studies containing both keywords "inbreeding avoidance" AND "incest avoidance" - my own searching of studies containing "inbreeding avoidance"
OR "incest avoidance" led to 1381 hits from WoS Core Collection and 13,200 hits from Google Scholar.

The searches we ran did include separate searches on both “inbreeding avoidance” and “incest avoidance”. We have now clarified the string searches we used in our analysis in the methods (lines 106 to 109):

i) ‘inbreeding avoidance’ (n = 1266)
ii) ‘incest avoidance’ (n = 228)
iii) ‘inbreeding preference’ (n = 12)
iv) ‘incest preference’ (n = 0)

In addition, we have now included a table (Table S25) including all the search results for each of these searches.

Additionally, Figure S1 would require some corrections. I don’t think it is good practice to provide approximate values because the purpose of the PRISMA diagram is to increase the reproducibility of the literature search, and it’s unclear how approximated values would help with that. Therefore, I would lean towards stating that those values are unknown, if that is the case. Furthermore, numbers do not seem to add up for the fulltext screening and included steps (e.g. number of papers screened and excluded is the same).

We have now removed the approximate values and replaced them with exact values (see Figure S1). In addition, we have included a supplementary data with the search results to increase reproducibility (see Table S25 & S26).

Last, did the authors screened ~27000 titles and abstracts manually or used automatic procedures such as machine learning? Overall, although not always reported in evidence synthesis in ecology and evolution, all these details are important to increase reproducibility in evidence synthesis (e.g. Sánchez-Tójar et al. 2020b; Haddaway et al. 2020), so I would suggest to provide as many as possible and acknowledge those that cannot be provided as limitations.

We have clarified in our methods that we used a manual approach to screen the studies (see line 109-110) and have included a supplementary table (Table S25) with details of the references we screened.

(2) Assuming the authors searched for “("inbreeding avoidance" OR "incest avoidance")”, this strategy would seemingly miss presumably important alternative keywords such as “("avoid* inbreeding" OR "avoid* incest")” (and potentially more combinations). Indeed, simply adding “("avoid* inbreeding" OR "avoid* incest")” to the search string leads to 15% increase in hits in WoS Core Collection (200+ references) and potentially hundreds more hits from Google Scholar. In addition, using “("inbreeding avoidance" AND "incest avoidance")” could be biased towards finding only papers that found evidence for avoidance but not for preference (or no association). My suggestion would therefore be to also include “preference” in the search string, e.g. “("inbreeding preference" OR "incest preference")”, which will find a few extra hits that could be important (e.g. Thunken et al.)
2011, Lange et al. 2017). The two potential problems highlighted in point (2) might have been mitigated thanks to the forward and backward searches performed by the authors, however, whether that was the case would require confirmation in order to evaluate the quality of the search strategy.

Thank you for this suggestion, as the reviewer highlights above, we did mitigate these problems by conducting forward and backward searches on the studies in our analysis. However, we conducted some additional searches in response to this suggestion (see lines 106 to 109):

i) “inbreeding preference”
ii) “incest preference”

We did not find any papers that were not already included in the analysis, which fully met our inclusion criteria. We came across the two papers mentioned above but they did not meet our inclusion criteria:

iii) Thünken et al 2011 – This study did not directly examine mate choice in relation to relatedness, but investigated inbreeding preference based on olfactory cues in cichlids (*Pelvicachromis taeniatus*) (see table S24).

iv) Lange et al 2017 – This study was about the effects of inbreeding on various female traits in the West African cichlid (*Pelvicachromis taeniatus*) and thus it did not investigate the relatedness between mating pairs. In addition, some of the study was conducted on a captive population (not included in table S24 as this study was excluded prior to the full text search).

We did find one study that met our inclusion criteria which was published after our original searches were carried out. This study was on the coppery titi monkey (*Plecturocebus cupreus*, (Dolotovskaya et al. 2020)) and we have included this in our analysis. In addition, there were other examples of species with inbreeding preferences, such as the social lizard, *Liopholis whitii* (Bordogna et al. 2016), retrieved by our new searches. This particular study was not included in our meta-analysis as it did not meet our inclusion criteria, but we reference it in the introduction, and it is listed in table S24.

**Data extraction**

My main concerns about data extraction are whether: (1) average relatedness between potential mates is comparable across studies; and (2) the effect size chosen in the correct one. I do not have a definite answer about these two points but would like to hear the authors’ thoughts. Also, I’m not an expert on inbreeding avoidance, so I apologize in advance for any misunderstanding.

Our aim is to make our paper easy to follow for interested readers whether they have expertise in inbreeding avoidance or not, so we thank the reviewer here for pointing out where there are ambiguities (see our responses below).
(1) I don’t understand very well what the “average relatedness between potential mates in the population” represents across studies. I tried to understand it better by looking at three included studies but there seem to be some conceptual differences in how that average relatedness was calculated across them, and I wonder whether those differences should be taken into account in the analyses. For example, the values extracted from Barati et al. (2018) seem to correspond to genetic relatedness for breeding pairs (ca. 0.05) and for breeding females and their helpers (ca. 0.18; Figure 1), whereas the values extracted from Cayuela et al. (2017) seem to correspond to genetic relatedness for males and females from the same (0.21) and different breeding patches (0.04); and the values extracted from Griffin et al. (2003) seem to correspond to genetic relatedness for breeding pairs (ca. 0.05) and all pairs in the population (0.23; Figure 5). A priori, I was expecting that the average relatedness between potential mates in the population would be always calculated as in the latter example (Griffin et al. 2003), and I wonder whether the other strategies are indeed comparable. Perhaps the author could explain this further.

To clarify, the average relatedness in the population refers to the average relatedness between males and females in the study population (see lines 125-128). Our intention is to use a metric that captures average relatedness between pairs across a range of studies and species. While this has the advantage of allowing us to include a wider range of species, it does lead to difficult cases such as the noisy miner (Manorina melanocephala) that has a complex social structure where related and unrelated birds help to care for broods (Barati et al. 2018).

Consequently, and in light of these comments, we have now made our inclusion criteria for estimating average relatedness in populations more stringent. We have now checked all studies included in the analyses against these new criteria and removed any cases where relatedness between males and females in the study population may be affected by other factors e.g. increased relatedness due to including helpers at the nest. With this stricter inclusion criteria, we have removed the following seven studies (listed in table S24 along with the reasons for their exclusion):

1) (Barati et al. 2018) – the noisy miner (Manorina melanocephala)
2) (Brekke et al. 2012) – the hihi (Notiomystis cincta)
3) (Cayuela et al. 2017) – the yellow-bellied toad (Bombina variegata)
4) (Van Dijk et al. 2015) – the sociable weaver (Philetairus socius)
5) (Varian-Ramos and Webster 2012) – the red-backed fairy-wren (Malurus melanocephalus)
6) (Leedale et al. 2018) – the long tailed tit (Aegithalos caudatus)
7) (Billing et al. 2012) – the house sparrow (Passer domesticus)

(2) Can estimates of relatedness really be considered correlation coefficients rather than mean proportions/percentages of similarity across pairs? I have doubts whether it is conceptually valid to treat those means as correlation coefficients, so perhaps the authors could explain this further. I wonder whether for the main purposes of this meta-analysis, calculating a mean ratio/difference (e.g. lnRR or SMDH) between mean relatedness
between pairs and average relatedness would be a more appropriate effect size. This would also allow the authors to accommodate the differences in uncertainty (e.g. SE) between estimates of ZrParis and ZrAverage, and to take into account the sampling variance of ZrAverage, which so far it is only approximately taken into account by using log(n)? (see comment about log(n) below). If the authors decide to treat them as correlations, they should be aware that, due to the [0,1] bounding, Fisher’s z-transformations will not help much with normalizing the distribution of the data, and so, it might be a good idea to run sensitivity analyses using beta regressions (as done in Dochtermann et al. 2019).

Relatedness in this context is a correlation coefficient of genetic similarity between pairs of individuals relative to the reference population (Grafen 1985; Wright 1992; Wang 2017). Theoretically, it can range from 1 (clones) to -1 (minus values occur when two individuals are less related than the population average).

Using estimates of relatedness, rather than calculating an effect size such as lnRR or SMDH, is crucial to testing the main prediction of our paper: inbreeding avoidance only evolves when relatives interact. If related males and females never encounter each other then selection for inbreeding avoidance will not occur. Therefore, it is only when relatedness in the population (rAverage) is relatively high that we expect inbreeding avoidance (relatively low values of rPairs) to occur. When rAverage is low even random mating will result in low rPairs.

If we use rPairs and rAverage to calculate an effect size then we cannot test this main prediction. An effect size would examine if there is inbreeding avoidance or not, irrespective of the frequency with which relatives interact. This can be illustrated using two hypothetical examples, one where rPairs = 0.1 and rAverage = 0.1 and another where rPairs = 0.5 and rAverage = 0.5. The effect size will be the same for both examples, but in the first scenarios relatives rarely interact so selection for inbreeding avoidance will always be weak, whereas in the second scenario relatives frequently interact and there is the potential for selection for inbreeding avoidance.

It is the effect of the frequency with which related individuals interact within populations that is missing from many studies of inbreeding, which motivated our work. We therefore believe the approach we use is robust and makes the effect of average relatedness in populations explicit.

Regarding data transformation, given that relatedness is a correlation coefficient that can range from -1 to 1 we believe Fisher’s z-transformation is in principle appropriate. The values for relatedness in our actual data ranged from -0.07 to 0.23 for pairs and -0.12 to 0.30 for populations and were approximately normal. As values are negative, beta regressions cannot be used.

Statistical analyses
My main concerns about the statistical analyses are: (1) the calculation of $I^2$ for meta-regressions instead of $R^2_{\text{marginal}}$; and (2) the validity of the publication bias tests performed.

Thank you very much for the suggestions and pushing us to clarify our methodological approaches. Please find our detailed responses below.

(1) It is not very intuitive to calculate – or better said, to call it, “heterogeneity $I^2$” in meta-regressions. $I^2$ is a relative measure of heterogeneity that is normally calculated for meta-analytic (i.e. intercept-only) models to show whether heterogeneity is present (and how much and from where it comes from), and thus, to inform us whether meta-regressions should be implemented to try and explain heterogeneity, if any found (Senior et al. 2016). Therefore, it is uncommon to estimate $I^2$ from meta-regressions, but $R^2_{\text{marginal}}$ instead (Nakagawa and Schielzeth 2013), because the latter gives us an approximation of the percentage of heterogeneity observed in the meta-analytic (intercept-only) model explained by the moderator(s) included in the subsequent meta-regression. Estimating $I^2$ from a meta-regression would be equivalent to estimating adjusted repeatability (Nakagawa and Schielzeth 2010), and as such, we should consider whether the variance explained by the moderators ($R^2_{\text{marginal}}$) needs to be added to the denominator when estimating $I^2$, which depends on what we want $I^2$ to reflect (Nakagawa and Schielzeth 2010). Overall, my preference would be to calculate and discuss $R^2_{\text{marginal}}$ for all meta-regressions (see code from Sánchez-Tójar et al. 2018), and to simply report the non-standardized variance components from the meta-regressions; although the authors could consider providing $H^2$ (i.e. $I^2_{\text{phylogeny}}$; sensu Nakagawa and Santos 2012) and discuss the biological importance of those results.

We are grateful to the referee for pointing out that this was confusing. Our intention was to give a breakdown of the variance explained by our different random effects.

As suggested by the referee we now provide an intercept only model (M1 in the R script, Table S2, lines 213-220) where we estimate total heterogeneity (phylogenetic variance + residual variance + sampling variance) and phylogenetic heritability (phylogenetic variance / sum(phylogenetic & residual variance). This shows there is a large amount of unexplained variance, paving the way for our subsequent analyses. For all other meta-regression models, we provide $R^2$ marginal values (see Tables 2 and S2-S20. We have now clarified our approach in the methods section.

(2) Regarding the publication biases tests, I don’t understand well what was done, particularly since the code for these analyses was seemingly not provided. From the description and the plots presented (Figures S8-S10), I suspect the publication bias analyses might not have been conducted appropriately. As far as I know, regtest() and trimfill() are not yet implemented for multilevel models. Also, I don’t understand why the x-axis of Figures S8-S10 says log odds ratio and not $Z_r$ (i.e. Fisher’s $Z$), and I don’t seem to find the trim and fill numeric results anywhere. To properly test for publication bias in multilevel models, the random effects variance should to be taken into account either by extracting meta-analytic residuals (more in Nakagawa and Santos 2012; see code from Sánchez-Tójar et al. 2018 – depending on the version of MCMCgllmm used) or perhaps
easier making use of multilevel meta-regressions that include precision (i.e. the inverse of the sampling variance) as a moderator. That would correspond with an adjusted Egger’s test that would show whether effect sizes approximate zero with an increase in precision (see example in section 5.6 from supplementary material in Sánchez-Tójar et al. 2020b). I would also recommend the authors to test for time-lag bias by including “year of publication” as moderator (e.g. Sánchez-Tójar et al. 2018; reviewed in Koricheva and Kulinskaya 2019). Last, as for the trim and fill method, I would actually suggest not running it as this method does not seem to work very well when heterogeneity is present, and overall its results can be misleading since it is not possible to know if and how many effect sizes remained unpublished.

Thank you for the suggestions and we agree with all the above points. In the revised version we have now provided the following:

1) Modified Egger’s test using a multilevel meta-regression model including the sampling variance as an explanatory variable following the referees advice that is also outlined in (Sánchez-Tójar et al. 2020). We also included ZrAverage in this analysis as we expect publication bias to influence the residuals of the relationship between ZrPairs and ZrAverage (lines 283-295 and PB1 in the R script).
2) Tested for time lag effects using a meta-regression with year as an explanatory variable (see lines 292-295 PB2 in the R script).
3) Revised our funnel plots using meta-analytic residual from our intercept only model (see Figures S2&3).
4) Removed the trim and fill analyses
5) Added tests of publication bias and time lag effects in ZrDepression following the same approach as in 1 & 2 (PB3 & PB4 in the R script).

All the code mentioned above is included in the supplementary code file (uploaded to dryad: https://datadryad.org/stash/share/MQCP6J9rPsdlxeUDJfStB-t6jn2aft2s8G2SkvEVEr0, doi:10.5061/dryad.6hdr7sr0t).

PS: Please, consider citing all the references of the included studies in the main text so that primary researchers get the credit they deserve. If the limitation is how many references Proceedings B allows to be cited, I would like to take advantage and ask Proceedings B to allow the authors to cite all references included in their analyses. Other journals allow so (e.g. Biological Reviews, Nature Ecology and Evolution) and there is no clear reason why Proceedings B should not adopt this when publishing evidence synthesis.

We tried to cite all the studies included in the analysis, but this caused the page limit to be exceeded at resubmission. We would be happy to include these references if our page limit was increased. We have included the full references in Table S1 and included a full list of references in the supplementary materials (see page 27 of Supplementary Materials).

Line-to-line comments

Line 60-61: I wonder whether MHC-dependent mate selection would be a specific type of
inbreeding avoidance/preference worth integrating (meta-analysis by Winternitz et al. 2016).

This is an interesting point. Unfortunately, in most studies the mechanism by which species distinguish between relatives and non-relatives was not investigated pushing this beyond the scope of our study.

Line 74: probably also highly variable across populations of the same species?

Yes. We have now noted that ‘inbreeding depression can be highly variable both within and across species’ (see line 80-82).

Line 84: I would use “phylogenetic meta-analysis” here and throughout (e.g. the abstract) to use consistent terminology and make it easier for the reader.

We have now edited the manuscript and used ‘phylogenetic meta-analysis’ throughout the main text and abstract (see lines 33 & 89-90).

Line 93-94: something that was not explicitly estimated was that variation in the strength. I think that before running the meta-regressions and testing all these hypotheses, the authors could run a Bayesian phylogenetic multilevel meta-analysis (i.e. intercept-only model) to show what is the overall effect size for ZrPairs (although see effect size suggestion), it’s 95% Credible Intervals, it’s 95% Prediction intervals (more in Nakagawa et al. 2020; Sánchez-Tójar et al. 2020b), and the absolute (Q test) and relative (I2) heterogeneity. Then, the meta-regressions would aim at explaining the heterogeneity found in the intercept-only model. Just a suggestion that depends also on the final effect size of choice.

We have now added a model (M2 in the R script, lines 220-222) that examines the overall effect size and added estimates from this model to the main text (line 306). In addition, we have added an orchid plot of ZrPairs for species with and without inbreeding depression so that 95% confidence intervals, 95% prediction intervals and the precision of estimates can be visualised (see Figure S5).

Line 104-105: if possible, please, provide the full list of studies found by the searches to increase reproducibility.

We have provided a supplementary table with the full list of studies found by the searches (Table S25). In addition, an updated list of studies has been provided where we screened the full text (290 studies listed in the supplementary material (Tables S24 & 26)) and our PRISMA flow chart has been updated (see Figure S1) with the details of our searches for reproducibility.

Line 105-106: does “all” refer to the 287 studies included in fulltext screening? Could you please provide in the supplements the list of studies for which forward and backward searches were performed? Was this process done manually or automatically? Also, do I understand correctly that only studies on wild populations were included in this meta-
analysis? If so, I would expect to see that criterion appear in the list of exclusion reasons provided in Table S5.

Yes, the forward and backward searched were performed on all of the studies included in the full text screening, we have clarified this in the main text (see lines 112-114). Studies on captive populations were excluded from our analysis, which we have rephrased in the methods for clarity (see lines 110-112). This reason for exclusion does not frequently appear in Table S24 (although it does appear for (Bolton et al. 2012; Mishra et al. 2020; Rabier et al. 2020; Carleial et al. 2020)) as studies on captive populations were often excluded at an earlier stage as it was clear from reading the titles and/or abstract that the study was conducted on a captive species.

Line 113-134: since different approaches to estimate relatedness (pedigree vs. markers vs. genome-wide) can lead to more or less precise estimates, I would consider testing if estimates differ depending on the method used (assuming there were more than one method use across studies). Additionally, estimates of relatedness can also be more or less precise depending on the quality of, for example, the pedigree, so I would consider exploring whether those potential methodological differences might explain some of the variance in results across studies. That is, effect sizes here likely vary depending on both sampling variance (i.e. number of individuals) and genetic information to reconstruct relatedness.

We have now carried out this recommended analysis, (Model S7) examining if estimates of inbreeding avoidance depend on how relatedness was measured. We found that for the two different types of relatedness measurements (pedigree vs genetic markers) there was no difference in the estimates of inbreeding avoidance (see lines 56-59 and 137-145 of supplementary material and Table S20 & S22).

Line 122-124: as far as I can see in the data, sample sizes of both populations are the same (N=270; is that correct?) meaning that a weighted and non-weighted mean would be in principle the same?

Yes, this is correct we have edited the text to ‘average’ rather than ‘weighted average’ (see line 132-134).

Line 141-142: did the authors perform additional searches to find more information about these mechanisms from other studies, just to make sure there is agreement across the literature for each species? Does this include only papers included in the final analysis (n = 48) or all the others (n=287; Table S5)? I guess there could be important information for these classifications in all papers listed in Table S5.

All of the mechanisms listed were based on the authors definition in each of the studies. We have clarified this in lines 152 to 165. In any cases where we used data from additional studies this was noted in Table S1, and only occurred when investigating inbreeding depression in the supplementary analysis (see column ‘Measurement of ID used to calculate r’). Only in three cases, was data used that were not from the original inbreeding study, but
were from a study referenced as evidence of inbreeding depression or a lack of inbreeding depression in that species:

1) (Dunn et al. 2012) who cite their previous study as evidence of inbreeding depression in pronghorns (Dunn et al. 2011)
2) (Robinson et al. 2012) who cite their previous study as evidence of inbreeding depression in fruit flies (Robinson et al. 2009)
3) (Collet et al. 2020) who cites (Vayssade et al. 2014) as evidence of inbreeding depression in the parasitoid wasp

We have added this detail into the methods (see line 166-179) and cited the papers above in the main text.

Line 148: doesn’t this assume that extra-pair copulations’ are a strategy of inbreeding avoidance even when this might not be necessarily true across species?

We edited this sentence to acknowledge that extra-pair copulations are not always a mechanism of avoiding inbreeding and cite (Duthie et al. 2016) (see line 160-161). However, in the context of the studies we included in the analysis extra-pair copulations were treated as a mechanism of inbreeding avoidance when the authors stated this.

Like 149-150: this doesn’t sound optimal; shouldn’t they instead be classified as “NA” or perhaps “unclear” to still be able to use the data?

We have now edited this sentence for clarification (see lines 162-163 and Table 1).

Line 154: when discussing these results, it might be interesting to compare them with that of previous meta-analyses on this topic: Crnokrak and Roff 1999 (wild organisms), Leroy 2014 (livestock), and Clark et al. 2019 (humans)

Thank you for highlighting these studies, we have now cited two of these papers in the manuscript (Crnokrak and Roff 1999; Leroy 2014) (see lines 51, 176 and 181). However, we did not cite the study on humans by Clark et al, 2019, as we excluded human studies from our analysis (see lines 110-112).

Line 155-158: please, report which statistics where encountered (F-tests, Spearman rank correlations…) and which equations (or where they came from) were used to calculate r? What did the authors do if they found more than one type of statistic for the same analysis? Did the authors used an a priority list to choose among them? Last, did the authors extract data from plots (e.g. using the R package metaDigitise; Pick et al. 2019), it seems so, but I did not find this information in the methods.

All studies presented estimates of relatedness rather that statistical tests. We extracted information on the mean and standard deviation of r as well as the sample size. Where these were not available in the text, we extracted data using Webplotdigitizer (Rohatgi, 2020). We have now included this step in the methods (see line 167-179) and updated our
data table (Table S1) to include all extracted summary statistics for \( rPairs \), \( rAverage \) and \( rDepression \).

**Line 169-172**: how more likely? I would expect this topic to particularly suffer from publication bias, particularly depending on the method used to estimate inbreeding (see comment above). Did the authors test so? (see recommendations below).

In general, inbreeding is likely to result in deleterious consequences as a result of offspring having a higher risk of being homozygous for deleterious alleles (e.g. (Charlesworth and Charlesworth 1987; Charlesworth and Willis 2009; Hedrick and Garcia-Dorado 2016)). Thus, in species where inbreeding depression had not been investigated we assumed they would suffer the deleterious consequences of mating with relatives, although we acknowledge that this is not always the case (Kokko and Ots 2006; Szulkin et al. 2013) (plus see lines 83 and 395). In addition, we examined the sensitivity of our results to this assumption by examining estimates of \( ZrPairs \) in species where inbreeding was ‘unclear’ (which in this version of the manuscript we have changed to ‘not mentioned’ to avoid confusion) versus those where inbreeding depression had been examined (Model S6, see Figure S9, Tables S20 and S22). This analysis showed that estimates of \( ZrPairs \) were similar in species where inbreeding depressions was ‘not mentioned’ and where it has been confirmed suggesting this assumption generally holds. We have now added clarified this in the supplementary information (lines 50-56 plus lines 124-135 of supplementary information).

**Line 185-186**: I recommend calling the analyses “Bayesian phylogenetic multilevel meta-regressions” to make it clear when effect sizes where weighted by the inverse of the sampling variance. I personally had to look at the code to understand this.

Thanks for this suggestion, we now refer to the analysis as ‘Bayesian phylogenetic multilevel meta-regressions’ in the manuscript (see line 199-200).

**Line 187**: please, provide the version of all R packages for reproducibility purposes (Pasquier et al. 2017).

We have now added a file of all our scripts and an RData file with the data files and model objects from our analyses. Saved within this RData file is the session information so that readers have full information about the loaded packages. We have referenced the RData file on line 297 (uploaded to dryad (temporary link for review process: (uploaded to dryad: https://datadryad.org/stash/share/MQCP6J9rPsdlxeUDJfStB-t6jn2aft2s8G25kEvEEr0, doi:10.5061/dryad.6hdr7sr0t).

**Line 191-192**: “1/(n-3)” instead?

Corrected (see line 206).

**Line 194-196**: as far as I can see from the code, rather than the number of individuals in the population, what is used is the number of paired individuals. Wouldn’t this number generally be different to the number of individuals used to estimate \( ZrAverage \)?
We use the number of individuals in the population \( (n \_\text{individuals}) \) rather than the number of pairs in our analysis. We have now added extra annotation to our code to aid clarity.

**Line 205-206:** shouldn’t the wording rather be something like: “if evidence for inbreeding avoidance differ between species with and without inbreeding depression”? Also, “statistically significantly” (and throughout).

We have changed the wording of this paragraph in light of these suggestions (see lines 222-229). In addition, we have added in ‘statistically’ (see line 227) and throughout the rest of the manuscript (see lines 275, 329, 365, 372 and 376).

**Line 215:** Figure 3 indicates 39 data points rather than 38. Is that correct?

We have now updated all our figures with the updated analysis. We have checked and this figure now has the correct number of data points (34 data points as species which do not have inbreeding depression were excluded from this part of the analysis, see Figures 1-3).

**Line 243-244:** from the code it seems that the authors randomly chose one model of the three, so I would state that here.

Yes, this is correct. We have now stated in the manuscript that we randomly chose one model out of the three (see line 274).

**Line 298-299:** I’m really not sure how appropriate this number is since it is a mean of means, and therefore uncertainty of the original means is neglected. It might be better to provide meta-analytic means here.

We chose to give the untransformed values of both the mean relatedness between breeding pairs and the mean relatedness between pairs in the population. We made this decision to give untransformed values, instead of giving the transformed meta-analytic means, as we thought it would be easier to interpret and facilitate biological interpretation for the reader. In this opening paragraph of the results (lines 302-312), we are trying to give a general picture of the data distribution in our analyses and so we think that the untransformed relatedness values may be of use. For the reader interested in meta-analytical means we have provided full details of all analyses in table 2 and tables S2-S20.

**Line 311:** what is “PM”? Apologies if I missed it.

PM stands for posterior mean; we have now added this in (see line 304).

**Line 336-339:** but the effect is not that far from statistical significance, so I would interpret these results with caution (as done for some other results shown below; more on this right below).

We have edited the language in this paragraph to interpret the results with more caution (see lines 326-338).
Line 373-376: I personally prefer this interpretation (i.e. prefer to avoid hard dichotomies), but the authors would need to adjust their interpretations of small but not statistically significant p-values throughout to be consistent - in this example CI’s overlap with 0 and p-value is not < 0.05.

This paragraph has now been removed from the manuscript.

Line 380: please report the estimates or refer to the table that contains them.

We have now added the estimates into the manuscript (line 355-368) and referred to the table that contains them (Table 2 & S6).

Line 393-395: I would suggest to interpret these results more cautiously since only 7 data points were available for that specific regression, and despite non-statistical significance, the regression tends to be less steep than 1:1

We have edited this statement to make our interpretation more cautious and changed our phrasing on the earlier interpretation of this results and note that this is based on 7 data points (see line 333-334).

Line 395-396: see my comments about considering this scenario when searching for studies (i.e. adding “preference” to the search string). Is Figure S2 correct here?

Done. We have also removed the reference to Figure S2.

Line 408: I would suggest “might not be effective on its own”. As suggested in the next sentence, I don’t think we can be sure that if a mechanism is not reported for a species, that means it does not happen.

We have now rephrased this sentence (see line 411-412) to read (edits in bold):

‘Multiple mechanisms of inbreeding avoidance were not reported in the same species, suggesting that each mechanism might be effective on its own.’

Line 429: the following reference seems relevant here (and throughout): Avilés and Purcell 2012

Reference added (see line 431).

Line 451: I miss a paragraph discussing the potential limitations of the study (e.g. relatively few effect sizes, etc), what heterogeneity means for the interpretation, etc.

In lines 411 to 427 we discuss some potential limitations of the study in light of the fact that few studies look for multiple mechanisms of inbreeding avoidance. In addition, we have extended part of our discussion in response to Reviewer 2’s comments (see comment 7 lines 403 to 409).
Line 461: “The data and code in this study”
Corrected (see line 465, Supplementary R file and Table S1).

Figure 1: I would recommend to add uncertainty for both axis to each dot (e.g. Figure 3 from Winney et al. 2018) so that the interpretation (e.g. line 325 and 335-336) is easier and more precise.

We made figure 1 with uncertainty added for each dot, but this made the figure very difficult to interpret. Instead, we have modified figure 2, removing regression lines and adding x and y uncertainty where data are spread across two panels and therefore not so cluttered. In figure 1 we have also added regression lines with 95% confidence intervals to give some general indication of variation in the data (See figures 1&2).

Figure 3: is the y-axis wording correct?
We have now changed this to “Probability of random mating” (see Figure 3).

Table 2: consider showing residual variance for non meta-analytic models too.
We have now remade Table 2.

Supplementary material

Minor: Olson et al. 2012 reference misses the last author, I believe.
Corrected (see line 148 of Supplementary Material).

Table S5: there seem to be duplicated rows.
Thank you for pointing this error out, some of the studies are duplicated as there are multiple species within the same study, we have now highlighted these cases in green for clarity (see Table S24). Any other duplications have now been removed.

Data

Please add the metadata provided in the supplementary material to the code and/or to an extra tab (or readme) in the excel file. Furthermore, please provide more bibliographic information (e.g. doi) in the dataset for the references included (and the excluded ones from Table S5) so that a reader can easily find them without having to match the supplementary material pdf with the dataset. All that would increase data reusability.

We have changed the format of the readme to an excel sheet which we have uploaded to dryad (uploaded to dryad: https://datadryad.org/stash/share/MQCP6J9rPsd1xeUDf5tB-t6jn2aft2s8G25kvEVEr0, doi:10.5061/dryad.6hdr7sr0t) along with the supplementary code.
(Table S1). We have also added in the full references to the dataset to increase reproducibility (see Table S1).

Overall, I would recommend a little bit of more data cleaning even if that will not change any results but just to increase standardization as much as possible. For example, remove unnecessary spaces in some levels (e.g. “cincta”, “reticulata”, see also variables “inbreeding_avoidance” and “Reported_in_study”), use the same format throughout (e.g. references, capital first letter for common_name), etc.

We have reformatted and cleaned the dataset (see Table S1) with a readme incorporated in the excel sheet for added clarity.

Cayuela et al., 2017: shouldn’t the sample size be 50 rather than 60? Did the authors perform a data extraction double-check? If not, I would recommend to perform a double-check of a percentage of the data to confirm that data is generally correct (e.g. 25% as in Moran et al. 2020).

We manually checked the data from each of the papers when clarifying where in the manuscripts we extracted the data from. In light of the comments above, we have now removed the Cayuela et al 2017 study from the analysis as it does fit within our stricter inclusion criteria.

Code

The format of the dataset provided is .xlsx, whereas the code tries to import a .csv file. Please, confirm that the data provided is the correct one. I assumed so for my review, however, I got the following error for lines 47-49: “Error in `\.[data.frame` (data, rh.idx, ids.var, drop = FALSE) : undefined columns selected”, which seems to contradict my assumption since the column “obs_or_expt” is missing.

We have now completely re-written the code to increase reproducibility and clarity. All code and data files are now uploaded to Dryad (https://datadryad.org/stash/share/MQCP6J9rPsdlxeUDJf5tB-t6jn2aft2s8G2SkvEVEr0, doi:10.5061/dryad.6hdr7sr0t). The scripts should run via an Rproj file that now imports the data sheet from the .xlsx file. The line of code that produced the error has been removed. The exact runs from all models are now saved in the RData object.

As a general comment, I would recommend adding more inline comments to the code to make it easier to understand it. For example, I cannot easily follow the “weighted average” performed from line 41 on.

We have now completely re-written the code and added extra annotations (available at (https://datadryad.org/stash/share/MQCP6J9rPsdlxeUDJf5tB-t6jn2aft2s8G2SkvEVEr0, doi:10.5061/dryad.6hdr7sr0t). We have also added Rstudio contents indexing so the script can be more easily navigated.
Code line 86-88: I believe this check shows that the ott_id for “simochromis pleurospilus” should be 474353 instead of 710012?

Simochromis pleurospilus is a synonym for Pseudosimochromis babaulti which has ott_id 710012.

Code line 301: “Method_of_IA2” does not seem to be defined beforehand in the code, and as such, “graph_1.b” cannot be recreated. Please, revise accordingly.

Done.

Model M5 does not seem to converge nor run well, particularly the random effect part of the model, but also a little bit the fixed effect part. Plus, the effective sampling is very low, actually 0 for “units”. Did the authors had similar issues?

We have now increased the run lengths, burn-ins and thinning intervals on these models. Binary models often have convergence problems, but the convergence diagnostics are now ok (potential scale reductions factors <1.1, effective sample size > 500). As these are binary models the residual variance is fixed and so the effective sampling should be 0.

Overall, I would recommend the authors to save and provide the models they ran (e.g. save them as .rda) to increase reproducibility, and also to make it easier for researchers that want to run the code without having to wait for all the models.

All models are now saved within the code file as an RData object.

Last, I feel a bit odd saying this and I might as well be totally wrong, if so, I wholeheartedly apologize, but I seem to recognize chunks of code as code I wrote for Sánchez-Tójar et al. 2020a (code: https://github.com/ASanchez-Tojar/meta-analysis_of_variance) and seemingly also Sánchez-Tójar et al. 2018 (code: https://github.com/ASanchez-Tojar/meta-analysis_sparrows_ssh)? If so, and since incentives are important in academia, I would appreciate if the authors would cite the original studies (Sánchez-Tójar et al. 2018, 2020a), the same way as we would normally do when reusing data or ideas from previous publications. If not, again, I apologize.

Our normal practice is, of course, to cite any code that is taken from other authors within the code and in the associated manuscripts and so we’re grateful to the reviewer for checking with us about this. For some reason during the code development this got lost and we can only apologise. We have now annotated the code highlighting any parts where it has been modified from other sources and cite Sánchez-Tójar et al. 2018 & 2020) (lines 219 & 294) in the main text.

Sincerely, Alfredo Sánchez-Tójar. Note that I sign all my reviews since March 2018. I am more than happy to discuss any of the suggestions I have made with the authors and/or editors (my email is alfredo.tojar@gmail.com)
Thank you, Alfredo, for all of your detailed comments, advice and providing references. We really appreciate the suggestions and hope that their inclusion has improved the manuscript.
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Response to Reviewer 2

This paper addresses a topic of great general interest to biologists; that is, the evolution of inbreeding avoidance mechanisms such as mating preferences for unrelated partners. My main concern is that the paper presents a simple linear causal relationship between inbreeding depression and inbreeding avoidance, where the former selects for the latter. I completely agree that the severity of inbreeding depression is likely to be a strong selective force on inbreeding avoidance. However, the causal relationship between the two is likely to be more complex as patterns of inbreeding in the past also will determine the severity of inbreeding depression. For example, in species that have experienced frequent inbreeding in the past, there may have been purging of the rare, recessive and deleterious alleles that cause inbreeding depression. Thus, the association between inbreeding avoidance and inbreeding depression is likely to reflect a more complex causal
relationship. I don’t think this makes the results any less interesting, but I suggest that the authors revise some of their predictions (see specific comment #5) and some of the interpretation of their results (see specific comment #7).

We agree that there is unlikely to be a simple causal relationship between inbreeding avoidance and depression and we have tried to add some nuance to our arguments to make sure that we don’t over-simplify the interpretation as the reviewer suggests.

In response to this point, we have also worked to clarify that the main point of our analyses isn’t to show an effect of inbreeding depression on avoidance but rather to show that an inbreeding avoidance isn’t an inevitable consequence of depression. Selection for avoidance also depends on the risk of inbred matings occurring from random mating. It is primarily confusion on this point in the existing literature that motivated us to undertake these analyses in the first place.

We have rewritten the summary of our results in the discussion section (lines 389-393) to emphasise this point:

“Animals choose mates on the basis of relatedness when two conditions are fulfilled: when there is a risk related mates encounter each other and when there is inbreeding depression (Figure 2). If these conditions are not met, selection for mate choice based on kinship will be weak, even when inbreeding depression is extremely costly.”

Comments

(1) Lines 47–48: Please clarify what you mean by inbreeding? Inbreeding may refer to the process of mating in parental generation and/or it may refer to the production of inbred individuals in the offspring’s generation. Selection for inbreeding avoidance would obviously happen at the parents’ generation, whilst the fitness consequences are felt at the offspring’s generation. There are also several definitions of inbreeding in the literature. For example, it may refer to mating between related individuals or non-random mating where related individuals are more likely to mate than expected by chance. For clarity, it might be useful if you state how you define inbreeding. Just to take an example where these definitions would matter: assume a small population consisting of a single male and a single female who were brother and sister. This is inbreeding according to a pedigree-based definition but not according to a definition based on random mating.

For the purposes of our analyses, we use a general definition of inbreeding to ensure that relevant studies were not excluded. We have now noted this definition in the manuscript as ‘mating with relatives’ (see line 49).

(2) Line 69: Is kin recognition here the same as inbreeding avoidance by mate choice? Please clarify.
Yes, here kin recognition refers to active mate choice on the basis of recognising and discriminating between related and unrelated individuals when choosing a mate was the same as inbreeding avoidance by mate choice. We have re-written this point for clarity and (see line 71-73) cited an additional study (Leedale et al. 2020).

(3) Lines 155–158: Is this your own metric for severity of inbreeding depression? If so, make this clear to the reader. If not, provide a reference for how it has been used in the past.

We have now clarified this section with an additional description of data collection (lines 167-195) and we have referenced studies using a similar metrics to estimate inbreeding depression (Crnokrak and Roff 1999; Fox and Reed 2011; Leroy 2014).

(4) Lines 158–160: Please clarify whether the focal individual that is inbred or outbred corresponds with the individual whose traits you refer to here. For example, it is unclear here whether offspring mortality and offspring mass refers to the mass of inbred offspring or the offspring of inbred parents?

The focal individual of two of the categories were the inbred individual (reproductive success and mortality) and the focal individual of the other two categories was the offspring that resulted from relatives mating so inbred offspring (offspring mortality and mass). We have clarified this in the main text (line 175-178).

(5) Lines 201–205: I’m not convinced by this argument. This relationship may also be less than one if the absence of inbreeding avoidance has led to frequent inbreeding in the past and thereby purging of rare, deleterious and recessive alleles. See also major comment.

We believe this point arises because of confusion over what we are actually testing. We think the referee has interpreted this as testing if inbreeding avoidance increases with inbreeding depression. However, these sentences only refer to how we quantified inbreeding avoidance and have nothing to do with inbreeding depression.

Specifically, we are quantifying whether mates are less related than on average for the population. This importantly allows us to test if the avoidance of related mates only occurs when relatives frequently encounter each other (average relatedness in the population is high), which is indicated by a slope less than 1. We have now tried to clarify this point in lines 227-234, but happy to look at it again if we have misunderstood the point.

(6) Lines 299–301: Please check this statement. It is unclear to me how relatedness can be negative it is bounded between 0 and 1 (see lines 130–133)?

The statement on lines 139-140 was an error that has now been corrected. It should have read that relatedness values can vary between -1 and 1. Where negative relatedness values represent individuals that are less related than average (Wang 2017). See also above comment 2 on the ‘Data extraction’ section of Reviewer 1’s comments (p 5-6 of this document).
(7) 339–343: An alternative explanation here is that the lack of inbreeding avoidance has been associated with inbreeding in the past, which has purged the population of the rare, deleterious and recessive alleles that cause inbreeding depression. See also major comment.

We have now pointed out this alternative explanation in the manuscript (see line 337-338). In addition, we have highlighted that a lack of inbreeding avoidance could be associated with past inbreeding in our discussion (see lines 405-409).

(8) Line 372: Please check this subheading and similar statements throughout. I appreciate that this is not your intention, but this might be read as a 'good for the species' argument.

This has now been removed.

(9) Lines 380–382: I’m not sure if I get this argument. Even if a given species has evolved inbreeding avoidance mechanisms, it seems unlikely that such mechanisms would be perfect. If not, there should be some risk of inbreeding and if this is the case, should we not expect inbreeding depression to be more severe when parents are more related? Is this finding robust or does it reflect low statistical power due to few instances of inbreeding between closely related parents?

This paragraph has now been removed.

(10) Lines 395–396: Consider rewording this statement. I would argue that there is always some transmission benefit (or inclusive fitness benefit) of inbreeding as it increases the probability that a given gene is transmitted. However, this benefit is often outweighed by the cost due to the reduction in fitness of inbred offspring. Presumably, this statement refers to the net benefit of inbreeding?

We have now rephrased this statement to refer to the ‘net benefit of mating with relatives’ (see line 395).

(11) Line 399: Individuals avoid inbreeding (not species).

Thank you for pointing out this error, ‘species’ has now been changed to ‘individuals’ (see line 339).

(12) Lines 439–440: Please add a reference to support this claim.

We have now supported this claim with references (see line 442-444).
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Dear Dr Dall and Professor Barrett,

Please find attached the resubmission of our manuscript RSPB-2021-1045 entitled “Why don’t all animals avoid inbreeding?”.

We are very grateful to the reviewers for their positive and constructive comments: over the revision process, they have made suggestions that have led to substantial improvements to our manuscript.

We have now clarified the comments that Reviewer 1 raised in reference to potentially overfitting our models and addressed all the minor comments. All our changes in response to the reviewer comments are discussed below. We have also added a new reference to a recent paper in *Nature Ecology and Evolution* (de Boer et al., 2021) which highlights the need for a general explanation as to why many species do not avoid inbreeding - this is exactly what our paper sets out to provide.

Yours sincerely,

Victoria Pike
Reviewers comments bolded, our responses normal text, line numbers refer to the manuscript without tracked changes.

Associate Editor

Comments to Author:

The authors should discuss potential problems that might occur with overfitting the models.

Thank you for this comment, please see our responses to Referee 1’s comments below.

Reviewer(s)’ Comments to Author:

Referee: 2

Comments to the Author(s).
The authors have address all my comments on the previous version of the manuscript and they an excellent job in revising this manuscript. This manuscript would in my opinion make a valuable contribution to the field.

Per Smiseth (I sign all my reviews)

We thank Per for his thoughtful review which helped us greatly in improving the clarity of our manuscript.

Referee: 1

Comments to the Author(s).

I have now carefully read the authors’ responses to the reviewers, and the new version of the manuscript. I am very satisfied with the changes implemented. The authors have made an excellent and thorough job dealing with the concerns of the reviewers. Thank you very much. I’m convinced that the study has consequently improved. I have only a few more comments and suggestions left, mostly minor, but two potentially major ones, that I recommend dealing with.

Many thanks your continued support in helping us improve our manuscript. Please find our detailed responses to your additional comments below.

1. Some models seem to be over-fitted, so I would suggest either to not present them or to explicitly and very clearly warn the reader that their results are unlikely to be reliable. The most extreme case seems to be model 5 (line 197), which, if I understood correctly, estimates 18 fixed effect estimates plus 1-2 random effect estimates. That is, it estimates about 20 estimates, but it only includes 34 data points (is this interpretation correct?). Other models that seem to be in high risk of being over-fitted are models 3, 6, 7, and 8. As
a rule of thumb, I normally aim at 10 data points per model estimate. The minimum I have seen recommended is 4 data points per model estimate, which I personally consider extremely low. Related to this, I would recommend to remind the reader in the discussion section that unfortunately only very few studies (41 max) were available, and that we need many more studies on this topic to obtain a clearer and more precise picture about the hypotheses tested.

We are grateful to the referee for raising this issue, which is important for both interpreting our results and guiding further work. Consequently, we have edited the main text to indicate where results should be interpreted with caution due to low sample sizes, and highlighted where further data collection is needed in the discussion (see lines: 341-342, 372, 377-380, 408-424).

With respect to the number of parameters estimated in our models, there appears to be some confusion here. The number of parameters estimated in model 5 is not 18, but a single random effect and eight fixed effects (4 intercepts for each of the methods of inbreeding avoidance + 4 slopes to estimate the relationship with average relatedness). This is the equivalent of conducting a regression of \( Z_{rP} \) vs \( Z_{rA} \) for each method of inbreeding avoidance with the following samples size (active mate choice = 9, no avoidance = 11, sex-biased dispersal = 9, post-copulatory avoidance = 5). In models 3, 6, 7 and 8 four fixed effects are estimated.

The number of data points required to estimate parameters is a debated issue and recommendations vary. To take a few examples, Forstmeier & Schielzeth 2011 and Crawley 2013 suggests 3 data points per parameter is required, while Austin and Steyerberg 2015 use stimulations to show that an average of two data points is enough to estimate regression coefficients and their standard errors.

We do agree with the referee that less than 10 data point per parameter is low. However, given the sample sizes above and that they exceed some recommendations we believe it is better to present the analyses along with caution in the main text over interpretation.

2. An I² of 21% (line 220) is an unusually low level of heterogeneity. I would recommend the authors to discuss what this means for their results in the discussion section (see Rutkowska et al. 2014 as example). In short, that I² suggest that most (79%) of the differences observed in results across studies are simply explained by differences in sampling variance (i.e. sample size) between studies and only 21% are potentially due to methodological and/or biological effects. For meta-analyses in ecology and evolution, normally only ~5% of the differences in results observed across studies are explained by differences in sampling variance (Senior et al. 2016), making this result, in my opinion, remarkable and worth interpreting and discussing in detail.

This is a very good and potentially biologically interesting point. In contrast, to relatedness between pairs (\( Z_{rP} \)), tests of heterogeneity for average relatedness in populations (\( Z_{rA} \)) and inbreeding depression (\( Z_{rD} \)) show high and significant heterogeneity. This suggests that the lack of heterogeneity in \( Z_{rP} \) is not due data structure or some methodological issue. Instead, it appears there is a lack of variation in
ZrPairs, which is expected if inbreeding avoidance eliminates high values of relatedness between pairs.

We have now added additional analyses (Models 1.4 to 1.9 in R script ‘Data analyses’) to estimate heterogeneity in ZrAverage and ZrDepression to contrast them with ZrPairs (lines 206-213). We have re-written the first paragraph of the results presenting these results to highlighting that inbreeding avoidance may reduce heterogeneity in relatedness between pairs (lines 293-301).

Minor:

Line 207-210: I’m unsure about adding a predictor’s SE to the model. As far as I can see, it simply tests whether the uncertainty of the predictor is related to the response variable, which I don’t think is what the authors intended to do when adding this predictor? Could the authors expand on this?

Our intention was to account for differences in the accuracy with which predictors were measured. However, as the referee points out it tests whether uncertainty in the predictor relates to the response variable. The sampling variance in predictors (ZrAverage & ZrDepression) is also largely correspondent to the sampling variance in ZrPairs due to estimates coming from the same studies and therefore similar sample sizes. As a result, we have removed predictor SEs from the models and removed the lines 207-210 from the main text. All affected analyses we re-run and our results are unchanged.

Line 237-242: I did not know it was possible to run a binary meta-analysis in MCMCglmm. For the weights, I wonder whether it might make sense to weight by 1/(n-3) just to keep consistency with before, even though the response is not a Zr.

The response variable is not a correlation coefficient and therefore the sampling variance is not equal to 1/(n-3). We therefore choose to weight by the inverse sample size. However, a more elegant way to account for variation in sample sizes across studies is to convert the binary outcome (0,1) and the number of pairs examined for each species into a binomial response with “number of successes” and “number of failures”, or in our case number of pairs that exhibited inbreeding avoidance vs those that did not. Using this approach variation in sample sizes is taken into account across studies. We also now use this approach for examining patterns of random mating (lines 246-250).

Line 286: where effect sizes weighted by the inverse of the sampling variance in the Egger’s tests too? They should, in principle, be. Same for the time-lag bias test.

Effect sizes were weighted by inverse sampling variances in the time-lag bias tests, but not in the Egger’s regression. We have now re-run these analyses with weightings included and found very similar results to before – no evidence of publication bias. We have now clarified our approach in the main text (lines 272-285).
Line 303-304: I would suggest adding something like “although the effect was small and uncertain” here, and to show here the heterogeneity estimates.

We have revised the entire first paragraph of the results in response to the comment about heterogeneity above (lines 293-301). We decided not to add “the effect size was small and uncertain” as a small effect size is predicted under inbreeding avoidance and so highlighting this may potentially cause confusion.

Line 315: I would recommend adding how many out of how many species to be more explicit here; e.g. “In most species where inbreeding depression has been reported (X out of X),...”. Same in line 326.

We have now changed this to include the number of species (see lines 305 and 316).

Line 450-451: I find it a bit confusing that all of the sudden female fig wasps are introduced here. I had to re-read the paragraph a couple of times.

In our study, we highlight that inbreeding avoidance isn’t an inevitable consequence of inbreeding depression but selection for avoidance also depends on the probability that related males and females encounter each other. In our final paragraph we put our findings into a broader biological context where kin selection does not disfavour other deleterious behaviours because relatives rarely meet. We highlight three specific behaviours: kin discrimination, paternal care and sex-ratio adjustment. Fig wasps are introduced as an example whereby the optimal sex-ratio depends upon the number of foundresses, which determines relatedness between competing offspring. Here the production of a non-optimal sex ratios as the number of foundresses varies is explained by the frequency with which females experience these conditions in nature (line 460) (Herre, 1987). To help clarify our point, we have changed wording from the original text to the following:

“Evidence for the importance of risk on the strength of selection for optimising behaviour also comes from: 1) kin discrimination, where helping kin has a fitness advantage but actively recognising kin only occurs when related and unrelated individuals are frequently encountered (Cornwallis et al., 2009); 2) paternal care, where caring for unrelated offspring is costly, but adjustment of care by males is not always needed because cuckoldry is rare (Griffin et al., 2013), and 3) sex ratio adjustment, where producing more female offspring is beneficial for single foundresses, but this does not occur in species where multiple females typically lay together (Herre, 1987).” (See lines 439-451).

Line 466: I tried to access the data using this doi, but could not. I’m guessing the link will be active after acceptance.

The link provided in the MS will be active after acceptance.

Figure 3: the authors could present the 95% CrI rather than SE to keep consistency and make it more easily interpretable.

This has now been changed (see Figure 3 and Figure legend).
Table 2: is the pMCMC of model 2 difference from 1 correct? I recommend reporting the random effect and residual variance estimates for each model either here or in the supplements.

We have now removed Table 2 as we are very close to the page limit and all our model outputs are available in the supplementary tables. To make this clearer we have now changed this to <0.0001 in Table S3. Phylogenetic, residual and total variances for intercept only models of ZrPairs, ZrAverage and ZrDepression are now presented in Table S2.

Supplementary material: if possible, I would include the tables in the file “Supplementary Info.pdf”, it was a bit cumbersome to navigate the tabs and adjust column size in the excel file.

We understand that these tables may be cumbersome to navigate, but we feel this is the best format for them. We have now combined all the tables into a single excel file (rather than three files) and saved the column width so that they are easier to navigate than the previous version. Combining them into a PDF would make an extremely large document due to the number of tables (26 supplementary tables), some of which are extremely long (e.g. Table S25 has 1509 rows and 46 columns). We felt it was easier to access the supplementary data tables if they were all presented in the same format and documents rather than some as part of the supplementary info pdf and others as an excel file.

SM Line 77: “no statistically significant interaction”? 

Added, see line 77 of supplementary material.

SM Line 143-144: in this case it could also be driven by the very small number of effect sizes available for the pedigree estimate (n=6), so I would highlight this potential cause as done in some of the analyses above.

We have now included a sentence pointing out the small number of effect sizes (see line 142-144 of supplementary material).

Edits/typos:

Line 67: “sex-biased” (line 366)
Corrected (see lines 67 and 359).

Line 242: I guess Nspecies = 34 could be deleted since that information is also provided in the following sentence.

This has now been removed.

Line 358: “was”? 

Corrected (see line 348).
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