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Abstract
Therapeutic outcomes in patients with metastatic colorectal cancer (mCRC) receiving bevacizumab treatment are highly variable, and a reliable predictive factor is not available. Progression-free survival (PFS) and overall survival (OS) were recorded from an observational, prospective study after 5 years of follow-up, including 46 patients with mCRC receiving bevacizumab treatment. Three vascular endothelial growth factor (VEGF)-A and two intercellular adhesion molecule-1 genes polymorphisms, age, gender, weight, dosing scheme, and co-treatments were collected. Given the relatively small number of events (37 [80%] for the PFS and 26 [57%] for the OS), to study the effect of these covariates on PFS and OS, a covariate analysis was performed using statistical and supervised machine learning techniques, including Cox regression, penalized Cox regression techniques (least absolute shrinkage and selection operator [LASSO], ridge regression, and elastic net), survival trees, and survival forest. The predictive performance of each method was evaluated in bootstrapped samples, using prediction error curves and the area under the curve of the receiver operating characteristic. The LASSO penalized Cox-regression model showed the best overall performance. Nonlinear mixed effects (NLME) models were developed, and a conventional stepwise covariate search was performed. Then, covariates identified as important by the LASSO model were included in the base NLME models developed for PFS and OS, resulting in improved models as compared to those obtained with the stepwise covariate search. It was shown that having gene polymorphisms in VEGFA (rs699947 and rs1570360) and ICAM1 (rs1799969) are associated with a favorable clinical outcome in patients with mCRC receiving bevacizumab treatment.
INTRODUCTION

Bevacizumab is a fully humanized monoclonal antibody that selectively inhibits the vascular endothelial growth factor (VEGF) binding to its receptors, reducing the microvascular growth of tumor blood vessels. The process of angiogenesis is primarily mediated by the VEGF-A and secondarily by the intercellular adhesion molecule 1 (ICAM-1). Bevacizumab is currently an essential therapeutic agent for treating metastatic colorectal cancer (mCRC). However, large variability in the progression-free survival (PFS) and overall survival (OS) of patients receiving bevacizumab has been reported, attributed to various factors, including genetics, demographic characteristics, disease status, and co-medications.

The effect of these factors on PFS and OS has been studied using standard methods to analyze time-to-event (TTE) data, such as Kaplan–Meier estimator, log-rank tests, Cox regression, and nonlinear mixed effects (NLME) modeling. Kaplan–Meier estimator and log-rank tests are nonparametric methods that do not require assumptions. They can qualitatively indicate the statistically significant factors affecting the survival probability. However, these methods can handle only categorical covariates, and they cannot quantify the magnitude of the effect or provide a predictive model. Cox regression is a semiparametric technique that does not require any assumptions for the hazard distribution. This technique uses a regression model that quantifies the effects of the covariates on the hazard ratio. As a result, it assumes that the hazards are proportional at any timepoint. It has been shown that a large number of patients are required to get accurate results with this technique as it tends to overfit the data when the ratio of events per covariates explored is low. As a rule of thumb, 10 events per covariate have been proposed as an adequate sample size; however, some studies indicate that 10–20 events per covariate are necessary to obtain a Cox regression model with precise estimates of the effects of the key covariates. Last, the development of parametric TTE models using NLME modeling can offer a fully specified hazard function. It can handle any type of covariate. Still, it is sensitive to misspecifications with small sample sizes as a specific distribution of the hazard for the population from which the data was retrieved is assumed. When evaluating covariate effects using NLME models and the well-established stepwise forward addition and backward elimination, some disadvantages are that adequate data and a reliable model are needed to accurately estimate the random effects and low shrinkage of Empirical Bayes (EB) predictions toward the population values.

Due to some of the disadvantages of the commonly used methods when applied to small sample sizes, supervised machine learning (ML) algorithms have been proposed, such as the survival forest algorithm or penalized Cox regression methods. Thanks to its bagging feature (bootstrap aggregation), the survival forest algorithm can help identify trends in the data, even in relatively small datasets. Then, semiparametric penalized Cox regression methods, such as the least absolute shrinkage and selection operator (LASSO), ridge regression, or elastic net, can be helpful to identify the covariates with the strongest effects, thanks to the penalty that these methods apply during the estimation of the coefficients.
In this study, we sought to compare the standard step-wise covariate search and some ML models that can handle small sample sizes for covariate identification when developing TTE models with a limited dataset. We also aimed to identify significant predictors of bevacizumab's therapeutic outcome.

**METHODS**

**Data**

The data used were obtained from a previously published study. Briefly, the study was an observational, prospective study with a 5-year follow-up that included 46 patients with mCRC. The study’s primary end points were PFS and OS. The patients were treated as per standard clinical practice at the Department of Oncology, University Hospital of Patras, Greece. The study was conducted according to the Declaration of Helsinki and the International Conference on Harmonization (ICH) Good Clinical Practice Guideline. Approval was obtained from the Hospital’s Ethics Committee. Prior to study enrollment, all patients provided signed informed consent.

Patients were receiving either 5 mg/kg bevacizumab (Avastin; Genentech/Roche) every 2 weeks co-administered with 5-fluorouracil/leucovorin and irinotecan (CPT-11) or oxaliplatin (OHP) or 7.5 mg/kg bevacizumab every 3 weeks co-administered with capecitabine and irinotecan (CPT-11) or OHP. Genotyping data for the following three VEGF single nucleotide polymorphisms (SNPs) were available: V2578 (VEGFA, rs699947), V1154 (VEGFA, rs1570360), and V634 (VEGFA, rs2010963) and for the following two ICAM-1 SNPs: ICAM469 (ICAM1, rs5498) and ICAM241 (ICAM1, rs1799969). The deviation from the Hardy–Weinberg equilibrium (HWE) was tested using the R package "HardyWeinberg" (Table S5).

Other potential covariates collected were demographic data, including age, sex, and weight, and the patient's treatment (Table S1). Independence between two dichotomous covariates was tested using a chi-squared test and a Fisher’s exact test. A lack of correlation between two continuous covariates was tested using a Pearson correlation test. A lack of correlation between a dichotomous and a continuous covariate was tested using a Mann Whitney U test in R.

The effect of 10 covariates (weight, age, sex, co-treatment, dosing scheme, 3 polymorphisms in VEGFA, and 2 polymorphisms in ICAM1) was explored in 46 patients. For the PFS, 37 events were recorded (events per covariate ratio: 3.7), and for the OS, a total of 26 events were recorded (events per covariate ratio: 2.6). The median survival time for PFS was 285 days, and for OS, it was 1016 days (Figure S1). In view of the small sample size, each SNP was evaluated separately as a dichotomous categorical variable, with one category being homozygous wild type (W) and the other carrying the variant allele (V) either as heterozygous or as homozygous. Thus, a dominant model was assumed in all cases (WV +VV vs. WW) for grouping, in line with previous studies.

**Machine learning models**

ML algorithms (survival trees, survival forest, Cox-regression, LASSO, ridge-regression, and elastic net) were applied to explore the impact of the available covariates on PFS and OS. The ML models obtained were evaluated using bootstrapping. All the development and evaluation of the ML models were performed in R version 4.1.0. The development of the ML models is described in the Supplementary Material. The R code used for the final models and dummy data are also provided.

**Machine learning models comparison**

Given the small sample size, it was not possible to split the dataset into “training” and “test” datasets. Therefore, resampling and cross-validation techniques were applied to compare the predictive performance of the models.

In this study, the models were initially evaluated for the ability to describe the observed data and based on statistical goodness of fit criteria, such as the Harrell’s concordance index (C-index). The cross-validation prediction error using the R package “pec” was estimated for 1000 bootstrapped samples, and prediction error curves were obtained. Then, using the package “risksetROC” the area under the receiver operator characteristic curve (AUC of the ROC) to time was evaluated in a bootstrapped sample that included 1000 patients.

**Parametric TTE modeling and stepwise covariate selection**

A parametric TTE model for the PFS was developed using Monolix2019R2 (Lixoft). The exponential, Gompertz, log-logistic, uniform, Weibull, and gamma distribution were explored to describe the hazard function. The algorithm used to estimate the parameters was the stochastic approximation estimation method, whereas the objective
function value (OFV) was computed using the Importance Sampling Monte Carlo method with the final population parameter estimates. Parameters of the TTE model were assumed to follow a lognormal distribution, and an exponential model was used to describe interindividual variability, with the random effect (\( \eta \)) of each parameter following a normal distribution with a mean of zero and an estimated variance of \( \omega \).

Initially, a one-way analysis of variance (ANOVA) for categorical covariates or a Pearson test for continuous covariates was performed with the random effects (\( \eta \)) to assess if a covariate should be included. Then, the impact of covariates on model parameters was evaluated using a stepwise forward addition and backward elimination. Continuous covariates (age and weight) were tested normalized to the sample median and using a power model. In contrast, the rest of the available categorical covariates were tested using a linear model. A likelihood ratio test (LRT) to test if the addition of the covariates results in a statistically significant change in the OFV and a Wald test to test if the coefficient is significantly different from zero were performed. A significance level of 5% was considered for both forward and backward steps.

Correlations between model parameters were also investigated. The models were evaluated based on the precision of the estimates and goodness-of-fit statistical criteria (\(-2 \log\text{-likelihood}, \text{Akaike information criterion, and Bayesian information criteria})). The predictive performance and robustness of the models was assessed by visual predictive checks (VPCs). The VPCs were generated using Monte Carlo simulations of 1000 datasets and 90% prediction intervals.

**Machine learning guided covariate selection**

The LASSO was the ML model with the best predictive performance (higher C-index, lower prediction error, and higher AUC of the ROC). The covariates identified as significant for the outcome (coefficient \( \neq 0 \)) were used in the parametric models developed. Then, the covariate model obtained using the stepwise approach and the model obtained using the ML algorithm were compared in terms of stability (condition number), precision of the estimates (relative standard error), and interindividual variability terms.

**ETHICS STATEMENT**

The data have been previously published. No new subject enrollment took place as part of this study. Approval was obtained by the University Hospital of Patras Ethics Committee (3221/7, 12.02.2013).

**RESULTS**

**Machine learning models**

A total of six different ML algorithms were explored in this study to evaluate the impact of the 10 available covariates on the PFS and OS. A summary of the models obtained with each technique is provided in Table 1. The tuning hyperparameters used for the final survival trees and survival forest models are presented in Tables S2 and S3.

Based on the survival tree analysis, none of the available covariates led to a statistically significant split for the PFS. Only ICAM241 affected the OS significantly (Figure S2). As no model was obtained for the PFS, this method was not included in the following steps of the analysis for comparative purposes.

For the PFS, all the tested algorithms showed that V2578 significantly affects the outcome. In terms of the C-index, the LASSO resulted in the best predictive performance, including the lowest number of parameters (Table 1). All the ML models developed described the data similarly well except for the Cox regression model, which was outperformed by the others (Figure 1a). Likewise, all the models gave a similar performance based on the prediction error curves, with the LASSO showing the lowest prediction error (Figure 2a). For the AUC of the ROC, the LASSO model had a slightly better predictive performance as compared to the other models (Figure 3a).

Similar results were also observed for the OS. All algorithms tested showed that V1154 and ICAM241 significantly affect the outcome. The LASSO resulted in the best performance based on the C-index, including the lowest number of parameters (i.e., the lowest predictive performance; Table 1). All the ML models developed described the data similarly except for the Cox regression model, which was outperformed by the others (Figure 1b). The models gave a similar performance based on the prediction error curves, with the LASSO and the elastic net showing the lowest prediction error (Figure 2b). After visual examination of the changes in the AUC of the ROC over time, the predictive performance of the LASSO and elastic net (overlapping curves) improved over time, outperforming the other models by the end of the observation period (Figure 3b). The similar predictive performance of the LASSO and the elastic net is probably because these two models had the same significant terms with very similar coefficients (Table 1).

Taken altogether, the models developed using the LASSO algorithm presented the best predictive performance. According to the LASSO model, individuals with a variant
### TABLE 1  Significant covariates obtained with each machine learning method tested

|                  | Progression-free survival | Overall survival |
|------------------|---------------------------|------------------|
|                  | Tree | Random forest | Cox | LASSO | Ridge | Elastic net | Tree | Random forest | Cox | LASSO | Ridge | Elastic net |
|                  | Split | Imp. | Coeff. | Coeff | Coeff | Coeff | Split | Imp | Coeff | Coeff | Coeff | Coeff | Coeff |
| Age              | −     | −     | −     | −0.009 | −     | −     | −     | −0.000 | −     | −     | −     | −     |
| Weight           | −     | −     | −     | −0.011 | −     | −     | −     | −0.000 | −     | −     | −     | −     |
| Sex              | −     | −     | −     | −0.004 | −     | −     | −     | −0.000 | −     | −     | −     | −     |
| V2578            | −     | 0.0148 | −0.991 | −0.139 | −0.047 | −0.080 | −     | 0.006  | −     | −     | −0.001 | −     |
| V1154            | −     | −     | −     | −0.021 | −     | −     | −     | 0.036  | −0.845 | −0.065 | −0.002 | −0.053 |
| V634             | −     | −     | −0.731 | −0.010 | −     | −     | −     | 0.000  | −     | −     | −0.002 | −     |
| ICAM469          | −     | −     | −     | −0.009 | −     | −     | −     | 0.008  | −     | −0.129 | −0.03 | −0.12 |
| ICAM241          | −     | 0.0034 | −0.711 | −0.054 | −0.035 | −     | Yes   | 0.028  | −1.279 | −0.159 | −0.003 | −0.12 |
| Cotreatment      | −     | −     | −     | −0.007 | −     | −     | −     | −0.001 | −     | −     | −0.001 | −     |
| Dosing scheme    | −     | 0.0111 | 0.672  | 0.042  | −     | −     | −     | 0.001  | −     | −0.001 | −     | −     |
| C-index          | 0.566 | 0.629  | 0.632  | 0.579  | 0.611 | 0.473 | 0.606  | 0.699  | 0.665  | 0.665  |        |        |

**Note:** A dash (−) was used for covariates that did not produce a statistically significant split (tree), had negative relative importance (random forest), were excluded from the model as nonsignificant (Cox regression) or were excluded by the algorithm based on the lambda value used (LASSO, ridge, and elastic net). Split: whether in the survival tree the covariate resulted in a statistically significant split; Imp.: the relative importance of the covariate estimated by the random forest algorithm; Coeff.: The value of the coefficient obtained for each covariate; C-index: the concordance or Harrell’s C-index, which is a measure of performance for survival models and ranges from 0 to 1, and where 1 indicates full accordance between observations and predictions. Dosing scheme: 5 mg/kg bevacizumab every 2 weeks + 5-fluorouracil/leucovorin or 7.5 mg/kg bevacizumab every 3 weeks+capcitabine, Cotreatment: irinotecan (CPT-11) or oxaliplatin (OHP). Genetic polymorphisms were evaluated as presence or absence of the variant allele for the single nucleotide polymorphisms (SNPs) V2578 (*VEGFA*, rs699947), V1154 (*VEGFA*, rs1570360), V634 (*VEGFA*, rs2010963), ICAM469 (*ICAM1*, rs5498), and ICAM241 (*ICAM1*, rs1799969). Abbreviation: LASSO, least absolute shrinkage and selection operator.
allele V2578 have about a 13% reduced risk of disease progression than those with only wild type alleles. The most significant predictors for OS were V1154 and ICAM241. According to the LASSO model, individuals with a variant ICAM241 allele have about a 15% reduced risk of death. Those with only the wild type allele and individuals with a variant V1154 allele have a 6% reduced risk of death compared to those with only the wild type allele.

**Parametric TTE models and stepwise covariate search**

The hazard for PFS was best described using a Weibull distribution, whereas for OS, it was best described using a uniform distribution (Table S4 and Figure S3). After the base model development, a stepwise covariate search was performed on the scale parameters of the two
The results of the covariate search are presented in Table 2. It should be noted that the addition of any covariate did not promote any notable change in the VPC. The covariates that seemed to affect the scale parameter of the hazard distribution significantly differed depending on the test performed. However, the final models were selected according to the results of the LRT, and given that the LRT is the most common way to select covariates in TTE parametric models. Thus, in the final models, weight and ICAM241 were included in the PFS model, and V1154, V2578, and ICAM241 were included in the OS model.

Covariate model based on LRT versus LASSO guided

The final covariate model obtained with the stepwise covariate search was compared to a model that included only the covariates shown to significantly affect the PFS or OS using the LASSO model. A comparison of the models obtained in each case is provided in Table 3.

In this analysis, where the number of events was relatively small compared to the covariates assessed, the covariate models suggested by the LRT were overparameterized. On the contrary, using the covariates suggested by the LASSO led to more stable models with a lower condition number and with improved precision of the estimates. Most importantly, the interindividual variability term of the scale parameter was significantly lower in the LASSO-guided covariate models, indicating that these covariates explained better the sources of interindividual variability. The final parametric TTE model suggests that patients with mCRC receiving bevacizumab treatment that have a variant V2578 allele have reduced the hazard of disease progression. In contrast, patients with the variant ICAM241 and/or V1154 alleles have reduced hazard of death.

DISCUSSION

In the past few years, ML techniques have been increasingly applied along with pharmacometrics in oncology to identify underlying trends and relationships in the setting of big data (omics, imaging, or electronic health records) and, most importantly, to identify prognostic and predictive factors associated with long-term OS and tumor growth dynamics in large clinical trials. In the present analysis, the ability of ML techniques to identify predictive factors associated with improved OS and PFS was explored in a dataset including 46 patients. The effect of 10 covariates/predictors was investigated using six ML survival models developed, and their predictive performance was compared. The ML models were compared in terms of prediction error, AUC of the ROC, and C-index. The values of C-index obtained from the models were rather
### TABLE 2  Results obtained with stepwise covariate selection

| Progression-free survival | Overall survival |
|---------------------------|------------------|
|                           | OFV  | ΔOFV | ΔωTe | LRT | Wald | Pearson or ANOVA | OFV  | ΔOFV | ΔωTe | LRT | Wald | Pearson or ANOVA |
| Base model                | 524.58 | − | | − | − | − | 424.49 | − | | − | − | − | |
| Age                       | 524.11 | 0.47 | −0.004 | 0.493 | 0.734 | 0.772 | Age | 424.28 | 0.21 | 0.010 | 0.647 | 0.447 | 0.525 |
| Weight                    | 520.03 | 4.55 | −0.024 | 0.033 | 0.154 | 0.180 | Weight | 424.37 | 0.12 | 0.009 | 0.729 | 0.698 | 0.478 |
| Sex                       | 524.44 | 0.14 | 0.007 | 0.708 | 0.868 | 0.734 | Sex | 424.37 | 0.12 | 0.014 | 0.729 | 0.554 | 0.923 |
| V2578                     | 521.67 | 2.91 | 0.233 | 0.088 | 0.035 | 0.068 | V2578 | 420.48 | 4.01 | 0.241 | 0.045 | 0.063 | 0.070 |
| V1154                     | 523.49 | 1.09 | −0.005 | 0.296 | 0.386 | 0.354 | V1154 | 418.68 | 5.81 | 0.101 | 0.016 | 0.060 | 0.017 |
| V634                      | 524.69 | −0.11 | 0.014 | 1.000 | 0.698 | 0.669 | V634 | 424.19 | 0.30 | 0.007 | 0.584 | 0.744 | 0.600 |
| ICAM469                   | 523.59 | 0.99 | −0.057 | 0.320 | 0.808 | 0.734 | ICAM469 | 420.80 | 3.69 | 0.135 | 0.055 | 0.123 | 0.217 |
| ICAM241                   | 520.27 | 4.31 | 0.070 | 0.038 | 0.069 | 0.145 | ICAM241 | 417.96 | 6.53 | 0.174 | 0.011 | 0.042 | 0.029 |
| Cotreatment               | 523.99 | 0.59 | −0.033 | 0.442 | 0.671 | 0.120 | Cotreatment | 423.64 | 0.85 | 0.028 | 0.357 | 0.273 | 0.430 |
| Dosing scheme             | 523.24 | 1.34 | 0.062 | 0.247 | 0.192 | 0.831 | Dosing scheme | 422.46 | 2.03 | 0.157 | 0.154 | 0.222 | 0.118 |
| Weight + ICAM241          | 516.41 | 5.18 | −0.004 | 0.027 | − | − | V2578 + V1154 | 417.14 | 7.35 | 0.220 | 0.025 | − | − |
| V2578 + ICAM241           | 516.41 | 5.18 | −0.004 | 0.027 | − | − | V2578 + ICAM241 | 415.49 | 9.00 | 0.341 | 0.011 | − | − |
| V1154 + ICAM241           | 516.41 | 5.18 | −0.004 | 0.027 | − | − | V1154 + ICAM241 | 414.65 | 9.84 | 0.160 | 0.007 | − | − |
| V2578 + V1154 + ICAM241   | 414.50 | 9.99 | 0.341 | 0.019 | − | − | V2578 + V1154 + ICAM241 | 414.50 | 9.99 | 0.341 | 0.019 | − | − |

Note: ΔOFV, OFV of the base model minus OFV of the model with the covariate; ΔωTe, interindividual variability term for the scale parameter Te in the base model minus the interindividual variability term for the scale parameter Te after including the covariate in the model; LRT, $p$ value of a likelihood ratio test; Wald, $p$ value of a Wald test; Pearson or ANOVA: $p$ value of a Pearson test for continuous or a one-way ANOVA test for categorical covariates. Dosing scheme: 5 mg/kg bevacizumab every 2 weeks + 5-fluorouracil/leucovorin or 7.5 mg/kg bevacizumab every 3 weeks + capecitabine. Cotreatment: irinotecan (CPT-11) or oxaliplatin (OHP). Genetic polymorphisms were evaluated as presence or absence of the variant allele for the SNPs V2578 (VEGFA, rs699947), V1154 (VEGFA, rs1570360), V634 (VEGFA, rs2010963), ICAM469 (ICAM1, rs5498) and ICAM241 (ICAM1, rs1799989). The endash (−) means not available as either no covariate or multiple covariates were included in the respective model.

Abbreviations: ANOVA, analysis of variance; ICAM, intercellular adhesion molecule; OFV, objective function value.
low with the highest being 0.699. This magnitude of C-index is rather common in the highly variable space of oncology, as shown in a study including 136,719 patients. The results showed no marked differences among the algorithms tested except for the survival tree analysis. All the other models achieved adequate performance as determined by their prediction error (Brier scores). This finding is in line with a study that showed that penalized regression methods have a similar performance in small sample sizes. In this prior study, a prospective cohort of patients with coronary artery disease was used to perform simulations and study the predictive accuracy, calibration, and discrimination of various Cox regression models by varying the events per variable ratio (i.e., the observations vs. covariates to evaluate). However, this study did not explore survival trees and survival forests, whereas the analyses were performed in simulated data. In our analysis, the survival tree identified only ICAM241 as a predictor of OS, whereas none of the available covariates had an effect strong enough to be identified as a predictor of PFS, indicating that probably a larger sample would be needed for this method.

Despite the above, the LASSO method, which applies a penalty to shrink toward zero the coefficients of the covariates with minor contribution, showed the best predictive performance compared to the other ML models tested. This feature can be helpful when it is known that many of the covariates explored do not significantly impact the hazard ratio, helping to reduce the complexity of the model. This finding is in line with previous studies comparing the performance of ML algorithms in various settings. Other penalized regression models were tested, namely the ridge regression and the elastic net. The ridge-regression penalty forces the covariates with a minor contribution to have their coefficients close to zero but never precisely zero, which can be helpful in cases where many of the covariates tested exert a significant effect on the outcome. The elastic net combines both types of penalty, a particularly useful feature in cases where some covariates explored are known to be correlated. In this study, using the survival tree, it was not possible to obtain a model for PFS, and therefore for comparative purposes, it was not included in the subsequent comparisons. Despite being a very powerful and popular tool, the survival forest algorithm showed a modest performance, which might be due to the small sample size of the dataset or the shape of our survival curves.

Population parametric TTE models were developed for the two end points explored, and a stepwise covariate search was performed. Three different tests were compared:

### TABLE 3 Comparison of the covariate models obtained with likelihood ratio test and machine learning-guided covariate selection

| Covariate model based on LRT | Covariate model LASSO guided |
|-----------------------------|------------------------------|
| OFV                        | C-index 0.972                | OFV                        | C-index 0.979                |
| Condition number 1200       | RSE (%) 13.9 IIV (CV%) 66.4 | Condition number 6.5       | RSE (%) 2.33 IIV (CV%) 29.3 |
| Te (days)                  | 139 67.2 246.97             | Te (days)                  | 321 18.1 52.70               |
| ICAM241 on Te              | 0.492 77.4                  | V2578 on Te                | 0.561 44.9                   |
| Weight on Te               | 0.0115 66.4                 |                             | 7.4 44.9 63.1               |

Note: CV%, coefficient of variation expressed as a percentage; IIV, interindividual variability term; LASSO, least absolute shrinkage and selection operator; LRT, likelihood ratio test; OFV, objective function value; p, shape parameter of a Weibull distribution; RSE, relative standard error expressed as a percentage; Te, scale parameter or characteristic time of a Weibull distribution for the progression-free survival models and scale parameter (time at which the survival probability is 0) or characteristic time of a Uniform distribution for the overall survival models.
performed to assess the influence of SNPs, demographics, and treatment on the scale factors of the hazard models developed (i.e., LRT, Wald test, and an ANOVA or a Pearson test between survival effects and covariates). A similar approach has been previously suggested by Bertrand et al.\textsuperscript{39} for detecting the influence of genetic polymorphisms on pharmacokinetic parameters, with the only difference that, in that study, the ANOVA was performed on the EB estimates of the parameters. It was interesting to note that depending on the statistical test applied, different covariates were identified as significant, which suggests a need for more data to inform better the distribution of the parameters.\textsuperscript{16} As the LRT is considered the most reliable test for including covariates in population TTE models,\textsuperscript{16,40} the final covariate model was based on its results, which resulted in overparametrized models (Table 3). This finding was in line with the survival analysis literature, suggesting that in the setting of small sample sizes, parametric models can be sensitive to misspecifications as it is challenging to have an adequate characterization of the hazard function.\textsuperscript{9,41}

Using the covariates suggested as significant by the LASSO, the model improved significantly (Table 3). This indicates that despite combining the inference from two differently conditioned models, it was more effective to identify the factors significantly affecting the interindividual variability on the outcome in the setting of small sample sizes. This is due primarily to the fact that the penalty shrinks nonimportant covariates to zero, helping to avoid overparameterization. In addition, it is a semiparametric technique, like Cox regression, which means that no distribution for the hazard is assumed, making it more robust to misspecifications due to the limited data.\textsuperscript{9,12,17,20}

In terms of C-index (Tables 1 and 3), the NLME models were superior to the ML models, indicating that despite the limited data this technique can still offer a model with more accurate predictions. Comparing the results obtained with the LASSO with the tests performed during the stepwise covariate selection (Table 2), it was noted that the interindividual variability term after inclusion of the covariate ($\Delta \omega T_e$) and the Wald test were in line with the LASSO for PFS. In contrast, for the OS, the ANOVA test and the Wald test were in line with the LASSO. This indicates that for small sample sizes it would be helpful to perform additional tests in addition to LRT.

This study is not without limitations. We could not use training and test datasets to further evaluate the ML algorithms because of the small dataset. However, it should be noted that it has been suggested, especially for smaller datasets, that splitting the original data into training and test datasets is not the most appropriate approach for validation as it reduces sample sizes of both training and testing datasets, and the results can be different by different splitting processes.\textsuperscript{42} In addition, due to the limited data available, we could not perform an external evaluation of population TTE models developed with the stepwise approach and with the LASSO guidance. Moreover, many more ML algorithms could have been tested.\textsuperscript{43,44} However, the present analysis included the methods known for their ability to work well in small sample sizes. In addition, many other covariates have been described in the literature to affect the outcome of patients with mCRC receiving bevacizumab treatment that was not evaluated in this study and could have a larger effect, such as other VEGF-A SNPs, primary tumor site, tumor histology, number of metastasis sites, albumin, disease control rate, and the baseline value of some angiogenic biomarkers.\textsuperscript{3,5,8,45,46}

The LASSO penalty has been applied previously, to maximum likelihood and proposed as a solution for predictive covariate model building in NLME models in cases of small sample sizes. This covariate search method has been implemented in PsN to help covariate search using NONMEM.\textsuperscript{47} If NONMEM had been used for this analysis, it would have been interesting to see if the covariates identified as significant using the penalized maximum likelihood are comparable to those obtained using the penalized Cox regression model or to those obtained with the stepwise covariate method.

The data used in this analysis have been previously analyzed by Papachristos et al.\textsuperscript{22} The effect of the SNPs on PFS and OS was studied using Kaplan–Meier estimate and log-rank test, whereas the effect of sex and age were studied using Cox regression. Each SNP was considered a categorical variable in this prior study with three categories, one for each possible genotype. Each SNP was treated as a dichotomous variable (variant or wild type) in the present study. V2578 was associated with increased PFS and ICAM241 with prolonged OS in both analyses. Bevacizumab and VEGF concentrations were also recorded in the same population and analyzed using NLME modeling. The study showed that patients with a variant ICAM241 allele have lower bevacizumab clearance, and patients with variant V2578 have lower free VEGF baseline levels,\textsuperscript{2} possibly providing an explanation for the improved clinical outcome in these patients.

Even though deviations from the HWE were identified in this study (Table S5), indicating that one or more of the Hardy–Weinberg conditions are being violated or that there is a genotyping error, other studies have also shown the importance of these SNPs in patients under bevacizumab treatment. Interestingly, improved clinical outcomes in patients with a variant V2578 allele have also been reported in patients with glioblastoma,\textsuperscript{4} non-squamous non-small cell lung cancer,\textsuperscript{46} and metastatic breast cancer.\textsuperscript{49} Similarly, patients with metastatic breast cancer with a variant V1154 allele were shown to have
significantly longer OS,\textsuperscript{49} whereas in another study including patients with mCRC, a variant V1154 allele was associated with reduced OS.\textsuperscript{50}

In conclusion, the present study showed that the LASSO Cox regression model performed the best when analyzing data collected from a small sample of real-world patients receiving bevacizumab treatment. The LASSO method provided reliable results while avoiding model overparameterization. Interestingly, in the setting of small sample sizes, it might help guide covariate selection of parametric TTE models due to its ability to discern the significant effect without making assumptions on the underlying distribution. Finally, variant SNPs in V1154, V2578, and ICAM241 were associated with favorable clinical outcomes in patients with mCRC under bevacizumab treatment. As this methodology was applied only in the present study, further research is needed to evaluate the usefulness of ML models to guide covariate selection of population models in the setting of small sample sizes.
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