A model independent comparison of supernova and strong lensing cosmography: implications for the Hubble constant tension
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We use supernovae measurements, calibrated by the local determination of the Hubble constant $H_0$ by SH0ES, to interpolate the distance-redshift relation using Gaussian process regression. We then predict, independent of the cosmological model, the distances that are measured with strong lensing time delays. We find excellent agreement between these predictions and the measurements. The agreement holds when we consider only the redshift dependence of the distance-redshift relation, independent of the value of $H_0$. Our results disfavor the possibility that lens mass modeling contributes a 10% bias or uncertainty in the strong lensing analysis, as suggested recently in the literature. In general our analysis strengthens the case that residual systematic errors in both measurements are below the level of the current discrepancy with the CMB determination of $H_0$, and supports the possibility of new physical phenomena on cosmological scales. With additional data our methodology can provide more stringent tests of unaccounted for systematics in the determinations of the distance-redshift relation in the late universe.

Direct measurements of the Hubble constant, $H_0$, and its inference from the Cosmic Microwave Background (CMB) are showing a discrepancy of increasing statistical significance within the ΛCDM cosmological model (see [1] for a recent review).

Measurements of $H_0$ based on supernovae, calibrated with cepheid variables [2], and the results of CMB observations from the Planck satellite [3] differ at a confidence level equivalent to 4.4 standard deviations, ruling out the possibility that this discrepancy is due to a statistical fluctuation.

The challenging aspect of this tension is to understand if it is related to residual unaccounted systematic effects in the data or to a breakdown of the standard cosmological model that could result in the discovery of new physical phenomena on cosmological scales.

In this context, distance measurements from strong lensing time delays, as reported recently in [4], are crucial as they do not share any source of systematic uncertainty with the other two probes. These use the variability of quasars lensed into multiple images by elliptical galaxies to estimate the time delay along the different lines of sight. By fitting for a model for the lens mass distribution, they constrain a combination of lens and source distances as detailed below. Sources and lenses are separated by cosmological distances so that the measured combination depends on both the amplitude and shape of the distance-redshift relation.

In this letter we carry out a consistency test of the distance-redshift relation measured by the supernovae in the Pantheon compilation (SN) [5] and the available time delay and lens distance measurements from H0LiCOW [4, 6]. Our tests span all redshifts that are probed and is independent of the underlying cosmological model. We carry out tests with the SN distances calibrated with local measurements of the Hubble constant by SH0ES [2] as well as tests that are free of the $H_0$ calibration. We leverage the large number of measured SN distances to reliably interpolate between them, using Gaussian Process (GP) regression, and then predict the time delay and lens distances that should be observed. Since the two data sets that we consider do not share the same sources of systematic uncertainties this provides an end to end test that is sensitive to residual problems with either dataset. In addition to testing for a bias in the distance-redshift relation, we also test for under-estimated uncertainties by comparing the scatter in the predicted and measured distances.

Our tests compare SN and strong lensing measurements and are thus not sensitive to the possibility that both experiments have residual systematic bias affecting both of them in the same way. Although we cannot exclude this possibility, systematic biases that preserve the agreement, across redshift, of both probes seem unlikely. We also test the consistency of both, SN and H0LiCOW with Baryon Acoustic Oscillation (BAO) measurements in a model independent way.

These tests are complementary to other consistency tests between SN and H0LiCOW that have recently been discussed in literature [7–9] and to studies probing the sources of systematic effects in the data sets considered here [10–18].

DATA AND METHODOLOGY

We start by considering the six strong lensing time delay measurements, of which five were analyzed blindly, from the H0LiCOW collaboration in [4, 19–24]. The difference of excess time delays between two lensed images (and angular positions $\theta_i$ and $\theta_j$) of a source (at angular position $\beta$) is given by:

$$\Delta t_{ij} = \frac{D_{\Delta t}}{c} \left[ \frac{(\theta_i - \beta)^2}{2} - \psi(\theta_i) - \frac{(\theta_j - \beta)^2}{2} + \psi(\theta_j) \right],$$

where $\psi(\theta)$ is the lens potential. By measuring time delays and modelling the gravitational potential of the
source and the lens one can infer the time delay distance:

$$D_{\Delta t} \equiv (1 + z_t) \frac{D_l D_s}{D_{ls}},$$

(2)

where, hereafter, subscripts \(l\) and \(s\) indicates quantities referring to the lens and source respectively and \(D\) is the angular diameter distance of different objects. As we can see, the measured time delay distance is sensitive to the expansion history of the universe through its dependence on the angular diameter distance at two different redshifts. For the measured systems the spread in redshift is large, with the lens redshift ranging in \(z \in [0.3, 0.7]\) and the source redshifts ranging in \(z \in [0.6, 1.7]\) thus making the time delay distance measurements sensitive to the shape of the distance-redshift relation.

In addition to the time delay distance measurements, lens kinematic data can be used to estimate the angular diameter distance of the lens, \(D_l\), by comparing the dynamical mass with the lensing mass (which depends on distances) [24–28].

The measurements of \(D_{\Delta t}\) and \(D_l\) are in general correlated since they use different aspects of the same data [22, 27]. Since the H0LiCOW collaboration has not yet publicly released the full posterior of the two distance measurements for all but one of its observations, we separately consider the marginalized constraints on \(D_{\Delta t}\) and \(D_l\).

We observe that, if we consider logarithmic distances, \(\log_{10} D_{\Delta t}\) and \(\log_{10} D_l\), then the posterior distribution of the H0LiCOW measurements becomes practically indistinguishable from Gaussian. The reason why logarithmic distances are likely to be Gaussian distributed, or very close to that, is that they are computed as the difference of well measured quantities rather than their ratios. We discuss further details on the treatment of the strong lensing measurements in Appendix B.

This allows us to convert the constraints on \(D_{\Delta t}\) and \(D_l\) from [4] into constraints on \(\log_{10} D_{\Delta t}\) and \(\log_{10} D_l\), properly accounting for the Jacobian of the transformation, and to consider the latter to be Gaussian distributed. We check that cosmological results obtained by fitting the logarithmic measurements reproduce the ones reported in [4], as detailed in Appendix B.

We then consider the Pantheon SN compilation [5] that provides accurate measurements of relative distances across the redshift range \(z \in [0.01, 2.26]\) with 1048 SN measurements. We use the measurement of the Hubble constant of \(H_0 = 74.03 \pm 1.42\) from the SH0ES project [2]. Cepheid variables are used to calibrate the absolute magnitude of the SN so that the measured distance modulus can be used to directly estimate luminosity distances. Further details on the calibration of the SN distance modulus can be found in Appendix A. While the SH0ES analysis is the most mature and precise of the local measurements of \(H_0\), analyses with alternative approaches are underway. A recent analysis using the Tip of the Red Giant Branch method by the Carnegie-Chicago Hubble Program [29] yields a lower value of \(H_0\) with somewhat larger uncertainty than SH0ES (but there is some debate about their analysis, see [30]). We test this alternative result also in Appendix D. Note that the SN sample cannot be calibrated using the \(H_0\) determination from CMB measurements in a model independent way. Not surprisingly, when using the standard cosmological model determination of the sound horizon scale, [31–33] find \(H_0\) consistent with the CMB value. Finally we note that bias corrections of SN luminosities assume the \(\Lambda\)CDM model and in principle this breaks model independence, but as discussed in [34] it is a very small effect.

Given that the redshift range spanned by SN observations is populated by a large number of measurements we can interpolate between them to obtain an estimate of distances as a function of redshift. This is achieved

---

**FIG. 1.** Comparison of the H0LiCOW measured time delay distance \(D_{\Delta t}\) (a) and lens distance \(D_l\) (b) with the calibrated Pantheon SN predicted values \(D_{SN}^{\Delta t}\) and \(D_{SN}^l\). The points with error bars show the strong lensing estimates while shaded regions indicate the uncertainty in the SN predictions. The time delay distances in Panel (a) agree at the 85.7% confidence level. The lens distances in Panel (b) agree at the 63.6% confidence level. An important implication of this test is that the scatter in the H0LiCOW distances is consistent with the reported errors in the SN and time delay distances.
by Gaussian process regression of the measured distance modulus. The Gaussian process kernel and kernel parameters are chosen so that the Gaussian process inference is as close as possible to the binned Pantheon SN sample. We find that this procedure is flexible enough to fully capture all the features that are present in the binned SN sample, starting from the full sample, thus effectively obtaining a version of the binned SN sample that is continuous in redshift. We also test the GP covariance matrix, and compare it to the result from polynomial interpolation which tends to significantly underestimate the error bars at intermediate redshifts. Further details on the implementation of the Gaussian process regression are discussed in Appendix C.

With the Gaussian process for the SN we can now predict, with Eq. (2), the time delay and lens distances that H0LiCOW should have observed, independently of the cosmological model. We note that the predicted distances from SN are correlated; we take this into account when computing the statistical significance of the reported results.

RESULTS

In Fig. 1 we show the results of the SN prediction for the time delay and lens distance measurements. In Panel a) we can see that the time delay distance measurement predicted by SN agrees with the direct measurements from H0LiCOW. The uncertainties in the two methods are comparable. In Panel b) the lens distance as directly measured by H0LiCOW and predicted by SN are compared. As in the previous case these are largely in agreement. The error bars of the SN predicted distances are significantly smaller than the H0LiCOW ones because this quantity is directly measured by a large number of SN at intermediate redshifts.

To precisely quantify the agreement between the H0LiCOW measurements and the SN ones, we exploit the fact that both logarithmic distances are close to Gaussian distributed. The difference between the two, weighted by the inverse sum of the two covariances is then chi squared distributed with number of degrees of freedom equal to the number of data points. This results in a probability of agreement of 85.7% for the time delay distances and 63.6% for the lens distance. Both results indicate very good agreement.

Further, in Fig. 1, there are no outlier measurements. Since the two distributions are very close, possible non-Gaussianities in the tails of the distributions are not expected to change the results significantly. This also rules out the possibility of a systematic uncertainty in the strong lensing sample at a level larger than the reported error bars.

Beyond the above tests, it is crucial to test whether the SN and strong lensing measurements agree on the amplitude and “shape” (the redshift dependence) of the distance-redshift relation. The amplitude test relates to possible discrepancies in the determination of the Hubble constant, while being fully independent of the expansion history. The shape test would tell us if there is agreement between the two measurements regardless of the overall calibration that measures the Hubble constant.

The amplitude of the distance-redshift relation can be tested by looking at the average residual logarithmic distance. The H0LiCOW data measure the average amplitude to be \( \langle \log_{10} D_{\Delta t} \rangle = 3.514 \pm 0.012 \) while the SN predict the average amplitude to be \( \langle \log_{10} D_{\Delta t}^{SN} \rangle = 3.517 \pm 0.017 \). These two determinations are in full agreement at 89% confidence level and provide a test at about 5% precision. For lens distances we similarly have \( \langle \log_{10} D_{\Delta t} \rangle = 3.026 \pm 0.044 \) and \( \langle \log_{10} D_{\Delta t}^{SN} \rangle = 3.016 \pm 0.0088 \) which are again in full agreement at about 10% precision.

To test the redshift dependence of the measurements we can consider distance ratios, or differences in logarithmic distances. Since the Hubble constant enters as an overall distance multiplier, its value cancels in the ratio. We then take both data sets and consider the ratio with respect to the system with the lowest lens redshift. Although arbitrary, this choice does not influence the outcome of the test. All possible choices would just be different linear combinations of the same data thus leaving the statistical significance unchanged.

We show in Fig. 2 the comparison of distance ratios, as predicted by SN measurements and as estimated by H0LiCOW. As in Fig. 1, the ratios also show agreement between the two measurements. And since logarithmic distance differences are also close to Gaussian distributed, we can easily compute the statistical significance of their agreement. The time delay distance ratios are in agreement at the 78.2% level and the lens distance ratios are in agreement at the 54.5% confidence level. We note that the H0LiCOW measurements are incompatible with no redshift dependence and hence detect the shape of the distance-redshift relation at 3.4σ in Panel a) and 2.6σ in Panel b).

We can further compare these distance ratios with predictions from the BAO measurements. The BAO measurements are sensitive to the ratio of angular diameter distance of the galaxies and the photo-baryon sound horizon scale at the epoch of decoupling. Therefore, we can take the ratio of BAO measurements at two different redshifts and remove any sensitivity to the overall calibration with the sound horizon. In this analysis we consider three BAO measurements from BOSS DR12 data [32] and one measurement from the eBOSS DR14 LRG data [35]. We use the lowest redshift DR12 measurement as our reference BAO measurement in the distance ratio test. The comparison between the BAO and SN predicted distance ratios can be performed as before and results are in agreement at the 95.4% confidence level. To qualitatively compare the results to the H0LiCOW measurements we shift the overall amplitude to match the H0LiCOW reference redshift. We compare the distance ratios of all three probes in Fig. 2. All measurements show remarkable consistency in this test, which is independent of \( H_0 \) and of the cosmological
Moreover, if we use the SN Gaussian process to calibrate the BAO angular diameter distances, as discussed in [36], we can directly measure the sound horizon scale independently of the cosmological model. Individually the four calibrated BAO measurements that we consider are in good agreement on the sound horizon determination, giving: $137.39 \pm 3.91$ Mpc, $136.05 \pm 3.83$ Mpc and $137.48 \pm 3.92$ Mpc for the three SDSS DR12 observations in increasing order of their effective redshift; $133.77 \pm 6.24$ Mpc for the SDSS DR14 LRG observation. Jointly the four measurements result in a sound horizon measurement of $135.92 \pm 3.26$ Mpc, which is in $3.3\sigma$ tension with the Planck results of $147.09 \pm 0.26$ Mpc [3]. This effectively accounts for a large portion of the $4.7\sigma$ Hubble constant tension. Since the sound horizon is constant after recombination, this part of the Hubble constant tension cannot be resolved by introducing new physics between the redshift of the BAO measurements and recombination.

**SUMMARY AND DISCUSSION**

We have presented a new way of testing the consistency of distance measurements from supernovae and strong lensing time delays that is independent of the cosmological model. Our method exploits the power of SN observations across a large range of redshifts to directly predict the outcome of strong lensing measurements. We use Gaussian process regression to interpolate across redshift and show that these provide robust results. Tests of the covariance matrix show that it is more reliable than polynomial interpolation which tends to underestimate the error bars at intermediate redshifts.

We devise three types of tests sensitive to the distance-redshift relation: one directly tests distances (and therefore biases in $H_0$), one tests their calibration and another tests distance ratios. While the first test is sensitive to both calibration and redshift dependent systematic effects, the other two single out and test these two aspects independently.

We find that all tests report excellent agreement between the Pantheon supernovae, calibrated with the SH0ES distance ladder, and H0LiCOW time delay measurements. Given the model independence of our tests we conclude that, at present sensitivity, there is no indication for the presence of unaccounted systematic effects in either data set. In particular, if the distance-redshift relation inferred from SN is correct, there is no evidence of a residual bias due to mass modeling uncertainties in the strong lensing data. It is possible that both measurements have a bias of the same sign, magnitude and redshift dependence – this unlikely scenario would evade our tests.

The possibility that uncertainties in mass modeling, in particular the mass sheet degeneracy, have biased the strong lensing determination of $H_0$ has been discussed in the literature [13–17]. Recently [17] has suggested that this leads to at least a 10% level of uncertainty on $H_0$ in present and near future measurements. We explicitly check the impact an unknown residual systematic would have on both $D_{\Delta l}$ and $D_l$. We create fake strong lensing observations and test for several types of unaccounted errors:

- Biases in the distance-redshift relation that directly impact $H_0$ or the amplitude of the distance-redshift relation. An 8% bias that would fully reconcile the tension with Planck is disfavored at nearly $3\sigma$.
- Redshift dependent biases. We test the ratio of distances as well as a bias that scales as $(1 + z)$, motivated by uncertainties in lens mass modeling.
These are also disfavored at over 2σ.

- Underestimated errors. We artificially increase the covariance in the lensing measurements to obtain 10% uncertainty on \(H_0\). We then find that the probability of disagreement with SN inferred distances drops to 0.05%, i.e. over 3σ evidence against inflated errors.

Unknown measurement systematic effects and/or incorrect lens modelling are likely to affect different systems differently, so they would show up as an unexpected redshift dependence of the measurements. On the other hand if they affected all lenses the same way, they would affect the amplitude. These problems are not guaranteed to show up as a discrepancy in the determination of some cosmological parameter, so our tests provide an independent check. We discuss the detailed results of these tests in Appendix D.

Strong lensing and SN determination of distances almost certainly do not share the same systematic uncertainties. The consistency we have found between the two sets of measurements implies that the discrepancy with the CMB is more likely due to new physical phenomena, or a potential systematic error in the CMB analysis (which is considered unlikely as it has been tested extensively \([37–41]\)). With reduced uncertainties, as expected by increases in the number of SN \([42–45]\) and new lens systems \([46, 47]\), we expect our methodology to provide more stringent tests for systematic uncertainties. In the near term joint analysis of the full \(D_{\Delta l}\) and \(D_l\) posterior will also strengthen our tests. With a factor of two reduction in statistical uncertainties, we could rule out a 5 percent bias at the 3σ level, independent of the cosmological model — this would certainly strengthen the case for new physics.

We find that measurements of BAO distances are also in agreement with predictions from SN. Once calibrated with SN, the BAO measurements are in tension with the CMB over the determination of the sound horizon. We find that this accounts for a large part of the statistical significance of the Hubble constant tension. Since the sound horizon is constant after recombination, this tension is largely independent of the expansion history between the redshift of the measured BAOs, of about \(z \sim 0.7\), and recombination. The structure of the CMB peaks measures the angular size of the sound horizon very precisely. Thus an explanation of the Hubble constant tension that would significantly change the inference of the CMB parameters must rely on new physical phenomena before recombination (see \([48]\) and references therein).

We implicitly assumed in our analysis that the universe is spatially flat. It is possible to perform the same tests assuming a curved universe. Since this will introduce an extra free parameter our tests would show stronger consistency. We defer an analysis of time delay distances and their implications for curvature to a future study (see \([8, 49]\) for related analyses).
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Appendix A: The Supernovae calibration with the Hubble constant

In this appendix we discuss the details of the SN distance modulus calibration with measurements of the Hubble constant. In doing so we mostly follow \([50]\). The only difference with \([50]\) is that, in this work, we add directly the calibration to the SN data points and add its contribution to the SN covariance instead of using an additional parameter to describe the calibration. We have verified explicitly that these two approaches are equivalent.

The Pantheon collaboration provides measurements of the SN magnitude relative to a fiducial and arbitrary absolute magnitude, \(m - M_{\text{fid}}\) with its covariance. The Pantheon likelihood is then usually marginalized over the value of the fiducial magnitude so that the SN catalog is only using relative SN distances to constrain cosmological parameters.

The SN distance modulus, \(m - M\) is related to luminosity distances, \(D_L\), by

\[
m - M = 5 \log_{10} \frac{D_L(z)}{10 \text{ pc}}. \tag{A1}
\]

To use this distance modulus to measure distances we then clearly need to fix the difference between the fiducial and absolute SN magnitude.

Calibrating the absolute magnitude of the very low redshift SN is precisely the way in which the Hubble constant in \([2]\) is measured. We can then use that determination of the Hubble constant to fix the Pantheon absolute magnitude.

The Pantheon fiducial absolute magnitude, \(M_{\text{fid}}\), is chosen to correspond to \(H_0 = 70\) \([51]\), quoted here and throughout in units of \(\text{km s}^{-1} \text{Mpc}^{-1}\).

The difference between the fiducial and measured absolute magnitude is then given by:

\[
M - M_{\text{fid}} = 5 \log_{10} \frac{H_0}{H_{\text{fid}}}. \tag{A2}
\]

The covariance of the calibrated distance modulus has to take into account the uncertainty of the determination.
of the SN absolute magnitude so that:

$$\text{cov}(m - M)_{ij} = \text{cov}(m - M_{\text{fid}})_{ij} + \left( \frac{5}{\ln 10} \frac{\sigma_{H_0}}{H_0} \right)^2,$$

(A3)

where the indexes $i, j$ run over all the SN in the catalog.

The fully calibrated SN compilation is then sensitive to both the amplitude and the shape of the distance-redshift relation.

We check our implementation by fitting the resulting measurements with the flat $\Lambda$CDM model in which the luminosity distance, as a function of redshift, is given by:

$$D_L(z) = \frac{1+z}{H_0} \int_0^z \frac{dz'}{\sqrt{\Omega_m (1+z')^3 + 1 - \Omega_m}},$$

(A4)

where $\Omega_m$ denotes the total matter density in units of critical density today.

In Fig. 3 we show the joint posterior of $H_0$ and $\Omega_m$ as obtained by fitting both the full and binned calibrated Pantheon SN catalog. The figure also shows the results reported in [2] and [5] for the two flat $\Lambda$CDM parameters respectively, showing that our procedure is fully consistent.

We further notice that, in order to directly infer distances from the SN distance modulus, we have to apply a correction that takes into account the difference between redshifts in the heliocentric, $z_h$, and CMB, $z_{\text{CMB}}$, reference frames. The luminosity distance at a given redshift in the CMB frame is then given by:

$$5 \log_{10} \frac{D_L(z_{\text{CMB}})}{10 \text{ pc}} = m - M - 5 \log_{10} \frac{(1+z_h)}{(1+z_{\text{CMB}})}.$$  

(A5)

We observe that this correction is overall very small.

**Appendix B: Distribution of measured time delay distances**

In this appendix we discuss the Gaussianity of the measured time delay and lens distance measurements, detailing the analysis of the public posterior distribution of the SDSS 1206+433 system by the H0LiCOW collaboration. The estimated distances are obtained as ratios of well measured quantities that are close to Gaussian distributed, but their ratios are not Gaussian distributed. Logarithmic distances, on the other hand, are sums and differences of well measured quantities and should have a distribution that is closer to Gaussian. In Fig. 4 we show the posterior of logarithmic time delay and lens distances as obtained from the publicly available posterior samples of the SDSS 1206+433 system, together with its Gaussian approximation. The full posterior is very close to the Gaussian approximation. The 95% C.L. region shows slight deviations from Gaussianity that are hard to tell apart from sampling noise.

We can then proceed and derive the Gaussian approximation for the two separate distance measurements.
under the logarithmic distribution assumption. The H0LiCOW collaboration reports the mean distance together with the 84% and 16% confidence level constraints, in Table 2 of [4]. Given two constraints, \(v_1\) and \(v_2\), at two different confidence levels, \(p_1\) and \(p_2\), for a random variable \(X\), assuming that \(\log X\) is Gaussian distributed, we can compute the mean, \(\langle \log X \rangle\) and variance, \(\text{var}(\log X)\), of \(\log X\) as:

\[
\langle \log X \rangle = \frac{-\text{Erf}^{-1}(2p_2 - 1)|\log v_1 - \log v_2|}{|\text{Erf}^{-1}(2p_2 - 1) - \text{Erf}^{-1}(2p_1 - 1)|}
\]

\[
\text{var}(\log X) = \frac{\sqrt{2}|\text{Erf}^{-1}(2p_1 - 1) - \text{Erf}^{-1}(2p_2 - 1)|}{|\log v_1 - \log v_2|},
\]

where \(\text{Erf}^{-1}\) denotes the inverse error function. This transformation takes into account the Jacobian transformation of the two variables.

We report in Table I the results of computing the logarithmic time delay distances from the measurements in [4]. We observe that these results are in good agreement with the log-normal likelihoods reported for three of the lenses in [19–21]. Moreover, we show the logarithmic distance posterior derived from the results in Table I for the SDSS 1206+4332 strong lensing system. This is indistinguishable, for all practical purposes, from the Gaussian approximation and the full posterior. As a further check we fit to the measurements (both individually and jointly) the flat \(\Lambda\)CDM model finding good agreement with the results in [4]. Since we do not have access to the joint time delay and lens distance posterior we cannot combine the two measurements. We therefore show in Fig. 5 the joint posterior on \(\Omega_m\) and \(H_0\) for the time delay and lens distance measurements. The time delay result measures \(H_0 = 73.1 \pm 1.8\), in good agreement with [4]. As a reference we show the results from the fully calibrated Pantheon sample, highlighting their agreement with H0LiCOW within the \(\Lambda\)CDM model, and the results from Planck CMB measurements.

**Appendix C: Gaussian process regression on the Supernova data**

In this appendix we describe the details of the SN Gaussian process (GP) regression [52] that allows for the computation of the predicted time delay distances.

The goal of our GP construction is to build, starting from the full SN catalog, a continuous version of the SN sample that is in quantitative agreement with the binned data that the Pantheon collaboration provides.

The first step in the construction of the GP is to define the time scale that is used. The binned SN data points are not equally spaced in redshift [5, 53]. In order to ensure that the GP recovers the relative weights of the binned data points as solely determined by the data covariance, and that it does not introduce artefacts that depend on the relative distance between the points, we find a unique mapping between a uniform redshift spacing and the redshift values of the binned Pantheon data. This effectively defines a new time coordinate in which the binned SN sample is equispaced and this coordinate is then used to define the GP.

In order to reliably compare the estimated time delay distances, we need to make sure that the GP has enough freedom to describe all variations in the measured distance modulus from the Pantheon data.

The fluctuations in the SN binned data points are small compared to overall variations of the distance-redshift relation. To help the GP in recovering them we subtract from the data the best fit \(\Lambda\)CDM distance modulus that is added back to the GP predictions. Notice that this is just a convenient choice to work with data points that are scattered around zero.

The degree of flexibility of the Gaussian process depends on the choice of the kernel function describing relative correlation between different points with different time coordinates. We consider three different kernels to interpolate the full SN catalog: the exponential squared kernel; the Matern kernels of order \(\nu = 9/2\); the rational quadratic kernel. The first two kernels have two free parameters describing the strength and the characteristic time scale of the correlation. The last kernel, in addition to these two parameters, has a parameter, the decay exponent, that describes the relative weighting of the large and small scale variations.

To all these kernels we add a constant offset that we need to accurately reproduce the correlation between the SN measurements induced by the shared amplitude calibration, as in Eq. (A3).

![Figure 5](image_url)  
**FIG. 5.** The joint marginalized posterior distribution of the two flat \(\Lambda\)CDM parameters, \(\Omega_m\) and \(H_0\), as obtained from the calibrated Pantheon SN sample, H0LiCOW time delays, and Planck CMB observations. The filled contour corresponds to the 68% C.L. region while the lines shows the 95% C.L. region.
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TABLE I. The measured time delay and lens distances and uncertainties, along with their predicted values from SN data (indicated by the superscript). The third and sixth columns are from [4], the fourth and seventh are computed with Eq. (B1), while the fifth and eighth are computed with the SN Gaussian process described in Appendix C.

The kernel parameters are usually selected by maximizing the marginal likelihood (i.e. the evidence) of the observed data predicted using the GP. This method is, however, not guaranteed to converge to a unique working solution. We find that, in our case, this does not provide a good solution for the GP.

To select the best kernel parameters we then minimize the Kullback-Leibler (KL) divergence [54] between the GP prediction and the binned Pantheon data.

The KL divergence represents the information difference in going from the GP to the full binned data and, in this case, serves as a measure of how much the two distributions differ. The KL divergence, \( D(P_d||P_{gp}) \), for the two Gaussian distributions, \( P_{gp} \) and \( P_d \), is given by:

\[
D(P_d||P_{gp}) = \frac{1}{2} \ln 2 \left\{ (y_d - y_{gp})^T \Sigma_d^{-1} (y_d - y_{gp}) - \ln \left| \frac{\Sigma_{gp}}{\Sigma_d} \right| - d + \text{tr}(\Sigma_{gp} \Sigma_d^{-1}) \right\},
\]

where \( y_d \) and \( y_{gp} \) are the distance modulus residuals from the binned SN data and predictions from the GP at a particular set of kernel parameters, \( \Sigma_d \) is the covariance of the binned data, \( \Sigma_{gp} \) is the Gaussian process predicted covariance conditioned on the full Pantheon data and \( d \) is the number of the binned data points.

We find that this optimization problem, for all the kernels that we consider, has always a unique and well defined solution.

This also allows us to compare the performances of different kernels in matching the binned SN data. We find that using the rational quadratic kernel leads to the lowest KL divergence value, by a marginal amount, and hence we use this as our fiducial choice of kernel to produce the main results of this paper.

In Fig. 6 we compare the results obtained from the GP regression of the full SN sample that we discussed, for the best matching kernel, to the binned Pantheon measurements. As we can see this results in excellent agreement between the two on the reconstructed distance modulus, and its variance, that preserves all the features of the binned data points. We highlight that our goal is to preserve all features in the distance measurements that are present in the binned sample rather than smoothing it further.

We also test that the Gaussian process is recovering the correlation between different data points as in the binned SN sample. These correlations are induced by the common shared calibration of the SN and joint correction of systematic effects, as discussed in [50]. In Fig. 7 we compare the binned Pantheon correlation matrix with the GP predicted correlation. As we can see these correlations are not negligible, as discussed in [50], and are faithfully reproduced by the GP regression of the full SN sample.

To further test the fidelity of the GP regression we want to ensure that the kernel smoothing is not intro-
In Fig. 8 we show the excellent agreement between the full Pantheon posterior and the posterior obtained fitting the GP predictions. Furthermore we have checked that, if we were to take more data points, the results will still perfectly agree with the full data set, meaning that the GP is not introducing spurious data constraining power.

To further ensure the stability of our results to the specific choice of the GP kernel we run the end to end analysis for all the three kernels that we consider. In Fig. 9 we report the results, as in Fig. 1 and Fig. 2, clearly showing quantitative agreement between different kernels.

Finally we can compare our predictions to the case of fitting the binned distance modulus with a polynomial in log-redshift. We consider a 5-degree and 15-degree polynomial and show the results of the fit in Fig. 10. Qualitatively the mean behavior reproduces the results of the GP for the two different degrees, with the higher order polynomial preserving more details of the data. The covariance of the polynomial fit is, however, largely misestimating the covariance of the true data points. In particular the low degree polynomial case is underestimating the covariance so that using this technique would clearly give overly constrained results. On the other hand the high order polynomial is overestimating the covariance at the end points while underestimating it toward the center of the redshift distribution. This is because, outside of the radius of convergence of the polynomial expansion, polynomials grow unbounded. This is then responsible for over constrained results inside the convergence radius and under constrained results outside of it. We have also compared our results with some of the polynomial models considered in [8], by changing the interpolation time scales and we reach similar conclusions.

All these issues are not present in our GP construction that overall gives a more faithful representation of the data.

Appendix D: Tests with biased fake H0LiCOW Data

In this section we detail the tests on fake H0LiCOW data created by biasing the measured $D_{\Delta t}$ and $D_t$ by a specified percentage. We change both the mean and covariance of the measurements to keep the signal to noise ratio of the measurements constant. We then analyze the consistency of these fake data sets with SN and Planck data in both a model independent way and within the ΛCDM model. We show the comparison of these shifted data with the original data and SN predictions in Fig. 11. We find that a $+8\%$ shift in $D_{\Delta t}$ and $+15\%$ shift in $D_t$ predictions would resolve the $H_0$ tension between Planck and H0LiCOW, but would result in a $2.85\sigma$ tension between SN and H0LiCOW on the determination of $H_0$ (the tension increases to over $3\sigma$ for a $10\%$ shift in $D_{\Delta t}$.) We can also do this comparison in a model independent way by comparing the amplitude of the shifted H0LiCOW data points with the SN pre-
dictions. This comparison results in a tension of $1.45\sigma$ over the amplitude of $\log_{10} D_{\Delta t}$ and $0.6\sigma$ in $\log_{10} D_l$ with respect to SN measurements.

A negative bias of $-8\%$ for time delay distances and $-15\%$ for lens distances would decrease the agreement of H0LiCOW with both Planck and SN. In particular, considering time delay distances, the $H_0$ determination would be in $5.8\sigma$ tension with Planck and $2.2\sigma$ tension with SN. The model independent amplitude test would report a $1.8\sigma$ tension between SN and H0LiCOW on both time delay and lens distance measurements.

Notice that these tests would leave the model independent shape test invariant since we are considering a multiplicative bias that is the same for all H0LiCOW measurements.

We also test a redshift dependent bias parameterized by $0.5(z_{lens} - z_{\text{mean}})$ where $z_{\text{mean}}$ is the mean redshift of the lenses. This results in a mean bias amplitude of $8\%$ in $D_{\Delta t}$ and $15\%$ bias in $D_l$, consistent with the constant bias case. Unknown measurement systematics or incorrect lens modelling are likely to affect different systems differently, so they could show up as an unexpected redshift dependence. These problems are not guaranteed to show up as a discrepancy in the determination of cosmological parameters, so our tests provide an independent check. We get a $2.7\sigma$ tension between these fake measurements and SN predictions for the time delay distance test and a $2.5\sigma$ tension for time delay distance ratio test. The values for the lens distance tests are given in Table II.

Finally, we test the possibility that the random error is underestimated by inflating the covariance of the measurements to give a $10\%$ uncertainty on the resulting $H_0$. This could represent a scenario where lens mass modeling adds to the scatter. We inflate the error bar on $D_{\Delta t}$ measurements by a factor four (we do not consider $D_l$ since these already result in a $10\%$ determination of $H_0$). In this case, comparing SN predictions to the fake data gives a probability of disagreement of $0.05\%$ for the full test and $0.2\%$ for the shape test. Both these results therefore signal a statistically significant excess confirmation.

We have also checked the alternative value of $H_0$ obtained using the TRGB [29] calibration of local SN. Since their value of $H_0$ is lower, we get slightly higher tension with strong lensing though not at high significance given the larger error bars in the determination of $H_0$. The global test of time delay and lens distance is in agreement at the $58.8\%$ and $45.7\%$ confidence level respectively. The amplitude test gives slightly higher tension with a probability of agreement of $25.1\%$ and $37.7\%$ respectively for time delay and lens distances. All of these results are summarized in the Table II.
FIG. 10. Comparison of the binned Pantheon data and the polynomial fit of degree 5 and 15. The continuous line represents the mean of the polynomial fit while the color band represents the predicted uncertainty. Comparing this to Fig. 6 we see that using polynomial fit results in wrong error predictions across redshift. This highlights the need for a more sophisticated GP regression technique to recover unbiased estimate of covariance between the points. In this figure the best fit ΛCDM model has been subtracted to highlight the features in the binned SN sample.

| Data Vector                | $H_0$ test (σ) | full $D_\Delta t$ test (σ) | $D_\Lambda t$ Amplitude test (σ) | $D_\Delta t$ Shape test (σ) | full $D_l$ test (σ) | $D_l$ Amplitude test (σ) | $D_l$ Shape test (σ) |
|----------------------------|----------------|-----------------------------|----------------------------------|-----------------------------|---------------------|--------------------------|-----------------------|
| Original                   | 0.4            | 0.2                         | 0.1                              | 0.3                         | 0.5                 | 0.3                      | 0.6                   |
| TRGB Calibration           | 1.0            | 0.5                         | 1.1                              | 0.3                         | 0.7                 | 0.8                      | 0.6                   |
| Constant Bias              | 2.9            | 0.6                         | 1.5                              | 0.3                         | 0.5                 | 1.0                      | 0.6                   |
| Redshift-dependent Bias    | 0.3            | 2.6                         | 0.2                              | 2.5                         | 1.1                 | 0.4                      | 1.3                   |
| Increased Uncertainty      | 0.1            | 0.0006                       | 0.2                              | 0.002                       | –                   | –                        | –                     |

TABLE II. Results of our tests on the variations of the original comparison of SN and H0LiCOW data, as described in the first column. We quote the recovered tension (in terms of effective numbers of σ, given by $n_{\sigma}^{\text{eff}} \equiv \sqrt{2} \text{Erf}^{-1}(P)$, where $P$ is the probability of disagreement and Erf is the error function) in various tests with respect to the inferences from GP regression on SN data. Note that the small values in the last row, which corresponds to increasing the $H_0$ uncertainty to 10%, indicate a statistically significant excess confirmation. The data vectors corresponding to the TRGB Calibration, constant bias and redshift-dependent bias result in a mean bias of 8% in $D_\Delta t$ and 15% in $D_l$ compared to the original measurements (chosen to resolve the tension with Planck). The data vectors corresponding to the original, constant bias and redshift dependent bias cases are also shown in Figure 11.
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