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Abstract

This work demonstrates the use of the Digital Twin methodology to predict the water concentration and temperature of chicken meat. It marks a milestone on the path to autonomous cooking devices that do not only control device temperatures but culinary food quality markers as well. A custom water transport equation is coupled to the energy equation. The transport equations are implemented in ANSYS Fluent 2019R2 via User Defined Function (UDF) code written in C. The model is in good agreement with experiments provided by project partners. Thermal fluid-structure interaction simulations of pan-frying are performed to obtain realistic heat transfer coefficients. They indicate that the coupling of food transport equations to the surrounding heat transfer mechanisms, such as radiation and natural convection, seems promising for future research.

Co-simulation of the process is not feasible during operation in the field, so reduced-order models (ROM) are introduced. An evaluation of ROM toolkits on the ANSYS platform reveals that linear time-invariant (LTI) models are unsuitable for cooking applications. In contrast, the recently launched Dynamic ROM Builder predicts the core temperatures with significantly low errors (factor ten below the model and discretization errors of the full-order model). Two examples demonstrate the usage of a Digital Twin controlling the core temperature of chicken fillets. The PI closed-loop control system remains insensitive to errors induced by the Dynamic ROM evaluation.
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1 The Digital Twin for cooking applications

For decades product development has profited from simulated data that cannot easily or at all be obtained by measurements. Recent developments in Digital Twin methodology enable us to leverage this information during the operational phase. This proof-of-concept focuses on a cooking process, specifically the roasting and pan-frying of chicken meat. The presented method can be interpreted as a virtual chef of an intelligent
cooking device. It can make decisions based on temperature measurements in the device to control the pre-defined final culinary quality of the food. The primary state variables of the cooking process of chicken meat are the mass-weighted water concentration and temperature. Two coupled transport equations are implemented in ANSYS Fluent and validated with experimental data.

2 Modelling of a cooking process

The general conservation equation for the water concentration $C$ reads

$$\frac{d}{dt} \int_\Omega C \, d\Omega = \int_\Gamma J \, d\Gamma + \int_\Omega S \, d\Omega \quad (1)$$

with fluxes $J$ over the domain boundaries $\Gamma$ and sources $S$ in the domain $\Omega$. We apply Reynold’s transport theorem [17] on the left side. This introduces the convective flux term, where $u_i$ denotes water velocity. For $J$ we follow the convention that inward-facing fluxes $j_k$ are positive over a boundary with outward-facing normal vectors $n_k$:

$$\int_\Omega \left[ \frac{\partial C}{\partial t} \right. + \left. \frac{\partial}{\partial x_i} (C u_i) \right] \, d\Omega = \int_\Gamma -j_k n_k \, d\Gamma + \int_\Omega S \, d\Omega . \quad (2)$$

Fick’s law of diffusion

$$j_i = -D_{ik} \frac{\partial C}{\partial x_k} \quad (3)$$

describes particle flow in the opposite direction of the steepest ascent of the field quantity with a diffusion coefficient $D_{ik}$ [3], which is a second-order tensor usually containing positive values in a diffusion scenario. After using Gauss’s divergence theorem on the first term of the right-hand side of Eq. (2), we can switch to a differential representation of the transport equation:

$$\frac{\partial C}{\partial t} \bigg|_{\Omega} = \frac{\partial}{\partial x_i} \left( D_{ik} \frac{\partial C}{\partial x_k} \right) - \frac{\partial}{\partial x_i} (C u_i) + S . \quad (4)$$

Darcy’s law is used to relate the velocity $u_i$ to a pressure gradient $\nabla p$:

$$u_i = -\frac{\kappa}{\mu_w} \frac{\partial p}{\partial x_i} . \quad (5)$$

$\mu_w$ denotes the dynamic viscosity of water. The permeability $\kappa$ of chicken meat is rarely found within the literature. It was experimentally obtained by Datta [6] to be $\kappa \in [1e^{-17}, 1e^{-19}] \text{ m}^2$. Feyissa evaluated values of $\kappa \in [1e^{-16}, 1e^{-17}] \text{ m}^2$ and suggests $\kappa = 1e^{-17} \text{ m}^2$ to match experimental data of raw meat. Too high values can lead to an over-prediction of water concentration rise in the center of the probe [9]. We follow the parameter settings $\kappa = 3e^{-17} \text{ m}^2$ of Rabeler [15] to enable comparison in Section 4.

Protein denaturation induces shrinkage during a roasting process, which results in water exudation at the surface. Meat science researchers related this phenomenon to an adaption of the Flory-Rehner theory [10], which describes the swelling pressure in polymer gels [13]. For cooking applications, $p$ can be related to the water concentration in meat [7, 9, 15, 19, 20] as

$$p = G'(C - C_{eq}(T)) . \quad (6)$$

The induced pressure can be modeled to be proportional to the difference between the local water concentration $C$ and the equilibrium water concentration $C_{eq}(T)$, also known as water holding capacity. $G'(T)$
models a storage modulus of the food to be dependent on the temperature. Both quantities have been fitted as sigmoidal functions to match experimental data \[14, 20\]. The water holding capacity \(C_{eq}\) reads:

\[C_{eq} = y_{w,0} - \frac{0.31}{1 + 30.0 \exp \left(-0.17 \left(T - T_\sigma\right)\right)}, \quad (7)\]

\[y_{w,0} = 0.77, \quad (8)\]

\[T_\sigma = 315 \text{ K}. \quad (9)\]

The storage modulus \(G'(T)\) is modeled as:

\[G' = G'_{\text{max}} + \frac{G'_0 - G'_{\text{max}}}{1 + \exp \left(\frac{T - \overline{T}}{\Delta T}\right)}, \quad (10)\]

\[G'_{\text{max}} = 92 \, 000 \text{ Pa}, \quad (11)\]

\[G'_0 = 13 \, 500 \text{ Pa}, \quad (12)\]

\[\overline{T} = 342.15 \text{ K}, \quad (13)\]

\[\Delta T = 4 \text{ K}. \quad (14)\]

Inserting Eq. (6) in Eq. (5) and ignoring the contribution of \(\frac{\partial G'}{\partial x_i}\), we can relate \(u_i\) to \(C\) as

\[u_i = -\frac{\kappa G'}{\mu_w} \frac{\partial}{\partial x_i} \left[C - C_{eq}(T)\right]. \quad (15)\]

Analogous to the mass balance of \(C\), we can derive energy conservation and reformulate it to a transport equation:

\[c_p \rho \frac{\partial T}{\partial t} = \frac{\partial}{\partial x_i} \left(\lambda_{ik} \frac{\partial T}{\partial x_k}\right) - \rho c_p u_k \frac{\partial T}{\partial x_k}, \quad (16)\]

where \(c_p\) denotes the specific heat capacity of chicken meat and \(\rho\) is the density of water.

### 2.1 Implementation via User Defined Functions

The User Defined Scalar (UDS) capability of ANSYS Fluent enables the implementation of custom transport equations which will be solved in a segregated manner. Each term in the transport equation is coded separately with User Defined Functions (UDF). The unsteady term is split into a discrete finite difference \[1\] as

\[-\int \frac{\partial}{\partial t} C \, dV \approx - \left[\frac{C^n - C^{n-1}}{\Delta t}\right] \Delta V = -\frac{\Delta V}{\Delta t_{\text{apu}}} C^n + \frac{\Delta V C^{n-1}}{\Delta t_{\text{su}}}, \quad (17)\]

and is handed over to Fluent via Algorithm 1.

**Algorithm 1: UDF for unsteady term in \(C\) transport equation.**

```
DEFINE_UDS_UNSTEADY(c_unsteady_nomass,c,t,i,apu,su)
{
    real physical_dt, vol, rho, phi_old;
    physical_dt = RP_Get_Real("physical-time-step");
    vol = C_VOLUME(c,t);
    // rho = C_R_H1(c,t); /*density of previous time step*/
    /*...
```
\begin{align*}
* \text{apu} = & -\text{vol} / \text{physical\_dt}; & \text{/* implicit part without rho*/} \\
\text{phi\_old} = & \text{C\_STORAGE\_R(c,t,SV\_UDSI\_M1(i))}; & \text{/* previous uds value*/} \\
* \text{su} = & \text{vol} * \text{phi\_old} / \text{physical\_dt}; & \text{/* explicit part without rho*/}
\end{align*}

The term \( C - C_{eq}(T) \) is written to a separately defined UDS with a \texttt{DEFINE\_ADJUST()} routine including respective cell loops \texttt{thread\_loop\_c}, compare Algorithm 2. The UDS acts as variable storage, and it is not solved actively. Hence, the needed gradient calculation of the term can be realized by calling Fluent’s proper gradient calls, e.g., \texttt{C\_UDSI\_G(c,t,i)}.

Algorithm 2: Manipulation of UDS-1 cell and boundary face values.

\begin{verbatim}
DEFINE\_ADJUST(adjust\_ceq\_face, domain) {
    Thread *t;
    cell_t c;
    face_t f;
    domain = Get\_Domain(domain\_ID);

    /* Fill cells of UDS 1 with the c\_old - c\_eq. */
    thread_loop_c (t,domain) {
        begin_c_loop (c,t)
        {
            C\_UDSI(c,t,1) = C\_UDSI(c,t,0) - 0.77 + 0.31/(1.0+30.0*exp(-0.17*(C\_UDSI(c,t,2) -315.0))));
        }
        end_c_loop (c,t)

    /* Fill boundary faces of UDS 1 with the c\_old - c\_eq. */
    thread_loop_f (t,domain) {
        if(BOUNDARY\_FACE\_THREAD\_P(t))
        {
            if (THREAD\_STORAGE(t,SV\_UDS\_I(1))!=NULL) // only boundaries where uds 1 exists
            {
                begin_f_loop (f,t)
                {
                    F\_UDSI(f,t,1) = F\_UDSI(f,t,0) - 0.77 + 0.31/(1.0+30.0*exp(-0.17*(F\_UDSI(f,t,2) -315.0))));
                }
                end_f_loop (f,t)
            }}
    }
}
\end{verbatim}

Special attention has to be paid to domain surfaces. Supplementary boundary face loops \texttt{thread\_loop\_f} in the aforementioned \texttt{DEFINE\_ADJUST()} routine are necessary to ensure proper gradient calculation of \( C - C_{eq}(T) \).

The convective flux term is computed with Algorithm 3. On boundary faces, it is directly evaluated as all necessary variables are allocated here. For faces inside the domain, we average adjacent cell values for simplicity. The expected numerical error will be insignificant on the orthogonal meshes used in this study. For unstructured meshes, correction factors would have to be calculated for deformed cells [17].

Algorithm 3: \( C - C_{eq}(T) \) gradient evaluation for convective flux call.

\begin{verbatim}
DEFINE\_UDS\_FLUX(c\_flux\_uw,f,t,i) {
}
\end{verbatim}
The implementation of Eq. (16) is accomplished with equivalent UDF routines.

3 Simulation setup

The global model constants are chosen to match data by Rabeler [15] enabling comparison with simulation data (implemented in COMSOL Multiphysics 5.2a) and corresponding experimental data in validation case I. We assume a positive\(^1\), isotropic diffusion coefficient \(D = 3 \times 10^{-10} \text{ m}^2 \text{ s}^{-1}\). The effective material properties for this multiphase scenario are the weighted properties of water and chicken meat (predominantly protein). The volume fraction of each component weights the orthotropic components of the thermal conductivity \(\lambda\)

\[
\lambda_{\text{parallel}} = \lambda_w \phi_w + \lambda_p \phi_p, \\
\frac{1}{\lambda_{\text{orth.}}} = \frac{\phi_w}{\lambda_w} + \frac{\phi_p}{\lambda_p},
\]

where \(\phi_i\) is defined with the respective volumes \(V_j\) as

\[
\phi_i = \frac{V_i}{\sum_j V_j}.
\]

\(^1\)Rabeler implies a negative value in [15], but this may be rooted in an infelicitous formulation of Eq. (2). Aggregational effects of a negative diffusion coefficient are not to be expected in the considered physics of diffusive water transport.
We assume the fibers of chicken meat to be parallel to the long axis of the cuboid. The resulting specific heat capacity \( c_p \) of chicken meat is weighted with the local concentration

\[
    c_p = c_{p,w}C + c_{p,p}(1 - C).
\]  

(21)

Choi and Okos derived analytical temperature-dependent formulae for transport properties of water and protein [5]:

\[
    \lambda_w = 0.57109 + 1.7625e^{-3} \times (T - 273.15) - 6.7036e^{-6} \times (T - 273.15)^2, \quad (22)
\]

\[
    \lambda_p = 0.17881 + 1.958e^{-3} \times (T - 273.15) - 2.7178e^{-6} \times (T - 273.15)^2, \quad (23)
\]

\[
    c_{p,p} = 2008.2 + 1.2089 \times (T - 273.15) - 1.3129e^{-3} \times (T - 273.15)^2, \quad (24)
\]

\[
    c_{p,w} = 4128.9 - 9.0864e^{-2} \times (T - 273.15) + 5.4731e^{-3} \times (T - 273.15)^2. \quad (25)
\]

The global settings for all simulations presented hereafter are denoted in Tab. 1. The simulations are initialized with constant variable values

\[
    T_0 = 279.15 \text{ K}, \quad (26)
\]

\[
    C_0 = 0.76. \quad (27)
\]

A grid study with three different mesh sizes has been performed to exclude bias of insufficiently refined grids from the simulation results. The grid convergence index (GCI) is calculated as suggested by ASME Journal of Fluids Engineering Editorial Policy. The method is based on Richardson’s fundamental error series expansion and has been refined by Roache [16] and Celik [4] to be applicable for non-constant refinement factors. The measurements of \( T_{\text{surface}} \) after \( t = 200 \text{ s} \) are chosen for the grid study. Too coarse meshes near the domain surface are expected to produce significant errors. For a mesh with a grid spacing of \( h = 1.25e^{-4} \text{ m} \), the GCI is calculated to be 0.55 %. The value can be interpreted as a more conservative relative error estimation than it can be provided by traditional Richardson extrapolation. It includes a security factor of \( S = 1.25 \), as recommended for the calculation of the effective convergence order (here \( p = 0.82 \)) based on three grid sizes [4]. The corresponding absolute error estimation window \( E = \pm 1.82 \text{ K} \) is added to Fig. 1. Course meshes tend to produce simulation results that over-predict the temperatures. An additional simulation with \( h = 6.25e^{-5} \text{ m} \) confirms this assumption. Hence, the error window can be narrowed to \( E = -1.82 \text{ K} \). As steep gradients are expected, particularly below the surfaces of the cuboid, mesh inflation with a sufficiently small initial grid spacing \( h_1 \) is applied.
4 Case I: Chicken cuboid in a convection oven

The coupled C-T model is validated with the benchmark case of a chicken cuboid on a baking plate inside a convection oven. A quarter sector model of the cuboid is set up (compare Fig. 2). Position A marks the center of the cuboid where the temperature $T_{\text{core}}$ is measured. Position B lies above position A and one millimeter below the surface. Here, $T_{\text{surface}}$ is probed.

The Neumann-type boundary conditions for case I are denoted in Tab. 2. Due to the direct contact of the chicken meat with the baking plate, we see higher heat transfer coefficients at the bottom of the cuboid. The ambient temperature in the convection oven is set to $T_{\text{oven}} = 443.15$ K and the concentration of water in hot air is five per cent. While cooking chicken meat, its fiber structure contracts and water is expelled. The convection term $u_i$ transports water from the inside towards the surface of the chicken.

Table 2: Boundary conditions for case I: cuboid in a convection oven.

| position   | C boundary condition | T boundary condition |
|------------|----------------------|----------------------|
| bottom     | $D_{ik} \frac{\partial C}{\partial x_k} - C u_i n_i = -\beta_{\text{bot}} (C - 0.05)$, $\beta_{\text{bot}} = 1e^{-6} \text{m}^{-1}$ | $\lambda \frac{\partial T}{\partial x_i} n_i = -\alpha_{\text{bot}} (T - T_{\text{oven}})$, $\alpha_{\text{bot}} = 59 \text{W m}^{-2} \text{K}^{-1}$ |
| surface    | $D_{ik} \frac{\partial C}{\partial x_k} - C u_i n_i = -\beta_{\text{surf}} (C - 0.05)$, $\beta_{\text{surf}} = 1e^{-6} \text{m}^{-1}$ | $\lambda \frac{\partial T}{\partial x_i} n_i = -\alpha_{\text{surf}} (T - T_{\text{oven}})$, $\alpha_{\text{surf}} = 44 \text{W m}^{-2} \text{K}^{-1}$ |
| symmetry   | $D_{ik} \frac{\partial C}{\partial x_k} - C u_i n_i = 0 \text{m}^{-1}$ | $\lambda \frac{\partial T}{\partial x_i} n_i = 0 / \text{W m}^{-2}$ |
The contribution of the term $\rho c_p u_i$ in Eq. (16) affects a supplementary cooling of the surface region. Temperatures of the surface and in the core would be up to ten Kelvin higher without the simulation of this coupled transport effect (see Fig. 5b). Besides the predominantly outward-facing flow of water, we can distinguish a transport of low magnitude $u_i \approx 1 \times 10^{-8} \text{ m s}^{-1}$ towards the core of the cuboid. Van der Sman has observed this behavior as well [20]. Its low magnitude coincides with statements by Feyissa, who only noticed a weak inward-facing effect in his simulations [9]. Both reference simulation

![Figure 3: Influence of the water convection $u_i$ in the surface region – view on the long-sided symmetry plane.](image)

and the implementation of the C-T-model in ANSYS Fluent show a good agreement with experimental data. A water loss to an average water concentration of 62 % after 1200 seconds is reproduced. A closer comparison of the temperature trends at core and surface position reveals that both implementations operate in a similar error range compared to the experimental data, see Fig. 4. However, the implemented Fluent model reduces the root-mean-square and maximum error, partly by factor two (see Tab. 3), although simple Neumann boundary conditions for $C$ have been applied, compare Tab. 2. The overshoot of $T_{\text{surface}}$ during the first 200 seconds of the reference simulation could presumably be related to insufficiently refined meshes in the boundary layer.

| position  | $E_{\text{RMS}}$ Fluent | $E_{\text{RMS}}$ reference | $E_{\text{max}}$ Fluent | $E_{\text{max}}$ reference |
|-----------|-------------------------|----------------------------|-------------------------|---------------------------|
| $T_{\text{surface}}$ | 1.87 K                  | 3.19 K                     | 4.27 K                  | 12.03 K                   |
| $T_{\text{core}}$      | 1.43 K                  | 2.78 K                     | 2.61 K                  | 5.47 K                    |

Water’s evaporation at the cube’s surface hinders temperatures from rising considerably beyond the boiling point. Feyissa proposes a smooth reduction of energy input [9]. Based on estimations of the residual latent heating of the probe, he suggests a throttling to approximately 10 % of the original heat flux. These modified Neumann boundary conditions introduce nonlinearity in the model. The reduced heat throughput beyond boiling temperatures must be learned during the reduced-order model’s training.
Figure 4: Validation of temperatures with experimental data and reference simulation by Rabeler et al. [15].

phase, see Section 5. The absence of an evaporation model implies steadily rising temperatures of the chicken, which do not agree with experimental data (see Fig. 5a).

Figure 5: Effects of model changes to the core and surface temperature trends.

4.1 Case II: Pan-frying chicken meat

This validation case verifies the applicability of the implemented C-T-model to pan-frying of chicken meat. A thermal fluid-structure interaction simulation is set up to estimate the heat transfer coefficient to ambient air. Nine realistically shaped chicken fillets in a mid-sized industry-scale pan-frying device are modeled in ANSYS SpaceClaim 2019R2 and implemented in ANSYS CFX 2019R2, see Fig. 6. The material properties of steel (grade 304) and air are modeled temperature dependent with data of VDI Wärmeatlas [21]. The chicken material properties match Eq. (22) to Eq. (25) with a protein content of
Recent thermodynamic studies of industry-grade cooking devices [18] show that radiation effects cannot be neglected at temperature ranges of pan-frying. The grey discrete transfer radiation model with participating media effects (interaction with air) is chosen. Based on the experimental emissivity measurements by Ibarra et al. [12], we choose an average emissivity of $\epsilon = 0.8$ for chicken meat. The realization of natural convection in CFX needs special attention. The full buoyancy source term reads

$$S_k = \left( \rho - \rho_{\text{ref}} \right) g_k.$$  \hfill (28)

The local density of air can be calculated with the ideal gas law

$$\rho = \frac{M p_{\text{abs}}}{RT} = \frac{M}{RT} \left[ p_{\text{ref}} + p_{\text{stat}} + \rho_{\text{ref}} g_i (r_i(x_k) - r_{i,\text{ref}}) \right],$$ \hfill (29)

where the absolute pressure compromises a reference pressure $p_{\text{ref}}$ at a reference position $r_{i,\text{ref}}$, the static pressure $p_{\text{stat}}$ and a hydrostatic pressure component. For domains with “Opening” boundaries present, compare Fig. 6, the hydrostatic pressure gradient would induce buoyancy forces. Consequently, the flow would self-accelerate until the forces are in equilibrium with the viscous forces. As magnitudes of up to $u_{\text{buoy}} \approx 0.16 \text{ m s}^{-1}$ can be reached for the presented case, the resulting error of 40% is prevented with a custom ideal gas law, which neglects the hydrostatic pressure term. Consequently, the streamlines in Fig. 6b enter the fluid domain horizontally, and fluid flow only rises vertically due to buoyancy induced by temperature gradients. For each chicken, the total heat flux $q_{\text{total}}$ is averaged at the boundaries facing ambient air. The average external heat transfer coefficient is found to be

$$\alpha_{\text{air}} = \frac{q_{\text{total}}}{|T - T_{\text{ambient}}|} \approx 15 \text{ W m}^{-2} \text{ K}^{-1}.$$ \hfill (30)

### 4.1.1 Comparison with experimental results

Several conventional chicken breast fillets with an initial temperature of $T_0 = 280.0 \pm 2 \text{ K}$ have been pan-fried by an industrial project partner. The temperature of the contact heating device is set to $T = 443.15 \text{ K}$. Additional thermocouples confirm that the pan temperatures are $T = 443.15 \pm 3 \text{ K}$ throughout the experiments. Core temperatures are recorded with a pointed tube probe containing multiple thermocouples (see Fig. 7a). The probe is inserted mid-height into the chicken at approximately 15 mm above the bottom level. As there is an inevitable spread in the correct positioning of the sensor and each fillet has a natural
deviation, we only use the data $S_4$ and $S_5$ for comparison. The virtual probe points $C$ and $D$ are positioned 15 mm above the bottom level and inside the cuboid’s long symmetry plane (see Fig 2). Considering the spread of initial temperatures, positioning of the sensor and the geometric deviations of chicken fillet samples, we see a good agreement of simulations and experiments in Fig. 7b. The simulation data shows a maximum deviation of $E_{\text{pan-fry, max}} = +5.42$ K after 900 seconds. During the first ten minutes, the errors remain in the bounds of $E_{\text{pan-fry, max}} = \pm 2$ K.

5 Setup of a Digital Twin

The core framework of a Digital Twin is usually a closed-loop control algorithm. It receives live measurement data of the considered process. In this case, it could be the ambient temperature, the de-facto pan temperature or natural convection conditions, e.g., the state of a ventilation system. The Digital Twin then predicts the future trend of the process quantities ($T_{\text{core}}$ or the residual water content at the end of the cooking process). The feedback system reacts to the newly obtained information on the process and adjusts the input quantities accordingly (such as the pan temperature $T_{\text{input}}$). The discrete refresh times of the control loop should be in the order of seconds to assure fast dynamic behavior. CFD co-simulations become unfeasible due to several reasons. The calculation of one hour of real time in the presented C-T model requires more than one hour of computational time on a 16-core Intel Xeon CPU with a 3.2 GHz base clock. Hence, a real-time prediction of the end-state is impossible during the control phase. Besides, even state-of-the-art cooking devices would not be equipped with a professional multicore CPU.

Reduced-order models (ROM) are derived to circumvent the downsides of co-simulation. The evaluation of a small-sized ODE system [11] can be accomplished in milliseconds on the machine mentioned above. We can differentiate ROMs that are intrusive or non-intrusive. The latter are stand-alone mathematical methods that only rely on transient solution data of input and output [2], and they do not access the physics of the full-order model like their intrusive counterparts. Furthermore, we can introduce a classification of linear or non-linear systems. We will investigate the capabilities of ANSYS Twin Builder’s non-intrusive toolkits for reduced-order modeling that are offered in the ANSYS Release 2019R2.

5.1 LTI and dynamic reduced-order modeling

The training phase of ROMs needs appropriate training data of the considered model. Following the system dynamics theory, a system’s behavior can be fully characterized by its step response. The step
response of the C-T model is recorded. The pan temperature is set to $T_{\text{in}} = 443.15 \, \text{K}$ while the core temperature $T_C$ is recorded over time.

![Graphs](image)

(a) Constant $T = 443.15 \, \text{K}$.

(b) Constant $T = 473.15 \, \text{K}$.

(c) Rectangular Pulse

$T = 443.15 \, \text{K}$.

Figure 8: Comparison of LTI ROM, Dynamic ROM and Fluent data.

State-space models provide a representation of dynamic systems that are linear and time-invariant (LTI). Twin Builder offers the “thermal model identification” toolkit to generate LTI ROMs. The underlying vector fitting algorithm performs the curve fit of a low-dimensional ODE system to the transient input and output signal in the frequency domain [11]. A relative error of 0.5 % is set during the fitting procedure. The LTI ROM can reproduce the trained step response without significant error, see Fig. 8a. In Section 4, we discussed the inherent non-linearity of evaporation effects at boiling temperatures. As expected, the linear ROM fails to predict the simulation data of a step response to $T_{\text{in}} = 473.15 \, \text{K}$, compare Fig. 8b. It consequently over-predicts the core temperature by an error of $3.6 \, \text{K}$. As this error may still be tolerable for some applications, we conclude the investigation of LTI ROMs with a rectangular impulse input with a magnitude of $T_{\text{in}} = 443.15 \, \text{K}$ for 60 s. The LTI ROM fails to predict the cooling phase of the chicken fillet, see Fig. 8c. Hence, LTI ROMs are not suitable for cooking use cases.

Since the release of 2019R1, ANSYS Twin Builder has offered the Dynamic ROM Builder toolkit for ROM creation. It allows non-linear physics and multiple transient training data. Traditionally, ANSYS remains predominantly silent on the theory and algorithms of the tools besides a small comment that it can be considered an “adaptation of the classical linear approach to cope with a quadratic structure of equations [...][]”. Non-linear system behavior is “learned from the data thanks to machine learning approaches” [2]. We provide four histories of learning data, see Tab. 4. We cover the typical range of pan temperatures for frying and use smooth (sine) and non-smooth (sawtooth etc.) signals for excitation. After the learning phase, we evaluate the quality of the ROM with evaluation signals that have not been used during learning. The absolute error values are less than 0.2 K for trained excitations and less than 0.45 K for untrained signals (see Tab. 4). The time data for the worst-case scenarios of the learning and evaluation phase is depicted in Fig. 9. The predominant error source is high-frequency oscillations at the onset of a signal change. However, the sawtooth learning case demonstrates that the error is hardly noticeable at higher operational temperatures. All in all, the temperature error is less than the model error or the discretization error of the full-order model by factor ten and is therefore uncritical.
Table 4: Learning and evaluation phase excitation signals for $T_{in}$.

| case description | $E_{max}$ |
|------------------|-----------|
| learning phase   |           |
| $T = 443.15$ K   | Constant input with $t_{up} = 10$ s ramp up | 0.16 K |
| $T = 473.15$ K   | Constant input with $t_{up} = 10$ s ramp up | 0.12 K |
| $T = 403.15$ K   | Trapezoidal pulse, $t_{up} = 200$ s, $t_{const} = 300$ s, $t_{down} = 100$ s | 0.13 K |
| $T = 443.15$ K   | Sawtooth, $t_{period} = 500$ s | 0.19 K |
| $T = 498.15$ K   | Half-sine pulse, $t_{period} = 500$ s | 0.15 K |
| evaluation phase |           |
| $T = 443.15$ K   | Rectangular pulse, $t_{pulse} = 60$ s | 0.32 K |
| $T = 443.15$ K   | Half-sine pulse, $t_{pulse} = 200$ s | 0.22 K |
| $T = 443.15$ K   | Constant input, no ramp up | 0.12 K |
| $T = 473.15$ K   | Three Half-sine pulses, $t_{pulse} = 50$ s, $t_{dead} = 450$ s | 0.44 K |

(a) Response to sawtooth signal input (trained).  
(b) Response to three half-sine pulses (untrained).

Figure 9: Comparison of Dynamic ROM modeling and Fluent data.
5.2 Closed-loop control

The performance of the presented Dynamic ROM in a closed-loop framework is evaluated. It will demonstrate that a controller design with moderate gain levels remains insensitive to the ROM model errors. The Dynamic ROM is included in a simple PI control loop with conservative model gains $K_P = 10$ and $K_I = 0.01$ to avoid overshoots in this test. The setup is implemented in ANSYS Twin Builder 2019R2 (compare Fig. 10) for the schematic signal flow. A limiter is added to avoid unphysical control signals, as the pan temperature is often limited to values of 500 K maximum due to security reasons. Reference data

![Figure 10: Concept of a control loop.](image)

is generated by including the full-order Fluent model in the control loop and controlling the model parameter $T_{in}$ via co-simulation. The desired set-point $T_{set} = 330$ K is reached by both ROM and co-simulation, compare Fig. 11a. The error between co-simulation and Dynamic ROM remains below 0.3 K. The small overshoot at $t = 400$ s seems to be mitigated by the proportional controller part, as the prescribed input variable $T_{in}$ drops 2.5 K below the expected value. Considering the low error margin and the self-adjusting effect of the control loop, the Dynamic ROM is suitable for closed-loop control.

![Figure 11: PI control of co-simulation and Dynamic ROM.](image)

5.3 Reaction to a dynamic process environment

The core concept of the Digital Twin methodology is real-time communication of simulation and process to positively influence the process under changing environmental conditions. As there is no direct communication interface to a cooking control software on the market yet, consider a simple academic scenario: In addition to the pan temperature, the ROM could be trained to adapt to changing convection conditions. One could assume that the central cooking control system knows the current fan speed of an industry-
scale ventilation system. The additional forced convection would cool the chicken fillets and thus delay the desired cooking progress. The Digital Twin ROM can consequently predict the resulting implications on the core temperatures and adjust the pan temperature set-point accordingly.

![Fluent simulation](T_{C}) with convection trained
![Fluent simulation](T_{C}) no convection trained

(a) Core temperature of chicken fillet with and without convection control.

![Fluent simulation](T_{in}) with convection trained

(b) Prescribed pan temperature by controller.

Figure 12: PI controller’s reaction to increased convection.

Fig. 12 depicts the reaction of the PI controller to an increased heat transfer to the ambient air. The onset of the forced convection is $t = 400$ s, and its duration is 500 s. ROMs that are not trained to convection would follow a core temperature path with a delay of approximately two minutes, compare Fig. 12a. On the contrary, a convective ROMs set-point is increased by up to $\Delta T = 6$ K, see Fig. 12b. The control algorithm successfully mitigates the external influence and returns to the desired cooking path.

6 Conclusion

This proof-of-concept study demonstrates the successful use of Digital Twin methodology to control cooking processes. Coupled transport equations for water concentration and temperature (denoted as C-T-model) are implemented to simulate the cooking of chicken meat. The results for the roasting process of chicken meat in a convection oven agree with experimental data ($E_{RMS,\text{max}} = 1.87$ K). For pan-frying, the simulated temperatures match the average of nine frying experiments with an error band of $\pm 2$ K during the first ten minutes. Non-intrusive reduced-order models are introduced to reduce the computational time to milliseconds. LTI models fail to predict cooling phases and heating effects beyond boiling temperature due to their non-linear nature. On the contrary, ANSYS Dynamic ROM can reproduce temperature responses to sophisticated excitation signals (such as sawtooth, rectangular or half-sine pulses) with significantly low error ($E_{\text{max}} = 0.44$ K). Two examples demonstrate the usage of a Digital Twin to control the core temperature of the chicken. The PI closed-loop control system remains insensitive to errors induced by the Dynamic ROM evaluation.

This work marks the first steps of our research initiative to couple the heat transfer mechanisms of a cooking device to the culinary quality markers such as texture, gumminess, hardness and lightness [9, 14]
of food. In meat science, there is a long quest to describe the primary transport phenomena of $C$ and $T$ with the conservation of mass and energy. The correct water concentration and temperature representation are fundamental to successfully predicting culinary quality markers. However, sophisticated modelling of “the other side of the food” – the cooking device and respective environment – is under-represented in literature [7–9, 15, 19, 20]. Studies of heat transfer mechanisms in industry-scale cooking devices have revealed that already at temperatures of 170 to 250 °C radiation effects cannot be ignored. They can account for up to 50 % of the total heat flux [18]. Studies by Ibarra et al. [12] found the chicken meat emissivity to be variable over time. Natural convection is a second, variable effect of heat loss. Due to the unsteady, turbulent flow over the food’s topology, local changes in heat transfer coefficients are obvious (compare Fig 13). However, most studies in the meat science community rely on averaged heat transfer coefficients. Herby, the chance to investigate heat transfer’s unsteady and locally varying effects on the food’s quality is missed. Future efforts will endeavor to close this gap on the path to intelligent and autonomous cooking devices.
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