Spin-filtering in a $p$-orbital helical atomic chain
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We theoretically analyze spin filtering in two-terminal systems, induced by the spin-orbit interaction (SOI), as a possible origin of the “chirality-induced spin selectivity” (CISS) effect observed experimentally in chiral molecules, such as DNA. Due to Bardarson’s theorem, spin filtering cannot be realized in a molecule containing one orbital-channel. However, when two orbitals are involved, SOI can induce spin filtering in a molecule coupled to two terminals without breaking time-reversal symmetry. In particular, we provide an example of a $4 \times 4$ reflection matrix for a spinful electron passing through a molecule containing two orbital-channels, which complies with Bardarson’s theorem and produces a finite spin conductance. As a microscopic toy model realizing a single strand of DNA, we consider a $p$-orbital helical atomic chain with intra-atomic SOI’s and a strong crystalline field along the helix. This model exhibits two-orbital spin filtering: For various parameters preserving the helical symmetry, the model hosts spin asymmetric states carrying pairs of up and down spins propagating in opposite directions. The typical energy scale of the helical states is the product of the intra-atomic SOI and the curvature. The large value of this energy identifies our model as a likely candidate to explain the CISS in organic molecules.

Introduction

Electrons injected into chiral molecules like DNA become spin polarized after being transmitted through the molecule. [1] Such a spin-filtering effect has been termed “chirality-induced spin selectivity” (CISS).[6–8] This is a remarkable effect, since organic molecules do not contain magnetic atoms, which would be apparent candidates for spin-dependent phenomena.

Although CISS is established experimentally, its theoretical understanding is still debated.[9] In many theories, the spin-orbit interaction (SOI) is considered to be the origin of the spin asymmetry.[10–20]. However, since the SOI does not break time-reversal symmetry, the appearance of SOI-induced spin-filtering is a non-trivial effect: Bardarson’s theorem[21] imposes a constraint stating that in time-reversal-symmetric systems with half integer spins, the transmission eigenvalues of the scattering matrix come in degenerate pairs. Assuming that this Kramers-type degeneracy carries up and down spins in the same direction, the theorem prohibits spin filtering in systems coupled to two terminals. However, the theorem forbids spin selectivity through two-terminal time-reversal symmetric systems only when there is only one orbital-channel. Therefore, several previous theories broke time-reversal symmetry by introducing spin dissipation,[10,12,13], which effectively introduces many terminals.

Another option to overcome Bardarson’s theorem, recently formulated explicitly,[16], is to introduce two-orbital conducting channels. Bardarson’s theorem does not specify which spin states are associated with the doubly-degenerate transmission eigenvalues. Therefore, spin-filtering is possible if there exist two pairs of doubly-degenerate transmission eigenvalues, in which one pair carries two up spins in one direction and the other pair carries two down spins in the opposite direction. The origin of this idea is spin filtering brought about by the Rashba SOI in two-terminal quantum point contacts,[22], in tubular two-dimensional gases,[23], and in quasi-one-dimensional quantum wires.[24]. In the context of CISS, the idea appeared implicitly in the models of a particle traveling on[14,15] or along[11] the surface of a helical tube, and in the double-helix model with two orbitals residing on different helices.[17]

In a previous paper,[16], we demonstrated that a $p$-orbital helical atomic chain, a toy model of a single strand of the DNA molecule, can be reduced to an effective two-orbital tight-binding model realizing a two-terminal spin filter for specific parameters, without breaking time-reversal symmetry. In that paper we mainly focused on an ideal configuration: two pairs of up and down spins propagating in opposite directions. In the present paper we extend our previous work to a broader range of parameters. Especially, we analyze the helical symmetry of our model for all $p$-orbital states. The consequences of including the orbital degrees of freedom has been discussed before: (i) Orbital polarization emerges in the $p$-orbital helical atomic chain[25]; (ii) The sign of the hopping matrix elements in a neighboring $p$-$p$ block is related to the chirality and to the direction of spin-polarization[26]. In particular we discuss the consequences of the helical symmetry of the hopping matrix elements connecting neighboring $p$-orbitals. Since the DNA molecule is complex and it is difficult to derive systematically its effective $p$-orbital tight-binding model, we only account for the constraint imposed by the helical symmetry. In the following, we use $\hbar = 1$.

Spin filtering in a two-terminal two-orbital time-reversal symmetric conductor

We begin by briefly explaining the reason why the SOI, which does not break time-reversal symmetry, cannot realize two-terminal spin filtering in a single-orbital conducting channel. In such a system, there are 2 channels when the spin degree of freedom is accounted for [Fig. 1 (a)]: For
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each spin \( \sigma \), there are right- and left-going modes, \(|k;\sigma\rangle \) and \(|-k;\sigma\rangle \). Spin filtering occurs if, e.g., the right-going \( \downarrow \)-spin and left-going \( \uparrow \)-spin states, \(|k;\downarrow\rangle \) and \(|-k;\uparrow\rangle \), dominate the transport. For this purpose, the other two states, \(|k;\uparrow\rangle \) and \(|-k;\downarrow\rangle \), have to be gapped away. Note that they are time-reversed of one another, \( \Theta |k;\sigma\rangle = |\sigma; -k\rangle \), where \( \Theta = -i\hat{\sigma}_y \hat{K} \) is the time-reversal operator (\( \hat{\sigma}_y \) is the Pauli matrix and \( \hat{K} \) is the complex conjugate operator) \([27]\). Here \( \sigma = \uparrow (\downarrow) \) for \( \sigma = \uparrow (\downarrow) \) and the coefficient \( \sigma \) has the values \( \sigma = +1(-1) \) for \( \sigma = \uparrow (\downarrow) \). The Hamiltonian which hybridizes time-reversed states is given by,

\[
\hat{V} = a \hat{c}_{k,\uparrow}^\dagger \hat{c}_{-k,\downarrow} + a^* \hat{c}_{-k,\downarrow}^\dagger \hat{c}_{k,\uparrow},
\]

where \( a \) is a complex number. Since the annihilation operator transforms as \( \hat{\Theta} \hat{c}_{k,\sigma} \hat{\Theta}^{-1} = \sigma \hat{c}_{-k,\sigma} \) \([28]\), the mixing Hamiltonian is odd under the time reversal operation as \( \hat{\Theta} \hat{V} \hat{\Theta}^{-1} = -\hat{V} \). Consequently, it is not possible to realize spin filtering without breaking time-reversal symmetry in a single-orbital conducting channel.

The situation is different when there are two-orbital channels, which we denote as orbital 1 and orbital 2 [Fig. 1 (b)]. In this case one may consider hybridizing the right-going \( \uparrow \)-spin and the left-going \( \downarrow \)-spin residing on different orbitals. Such a Hamiltonian,

\[
\hat{V}' = a \hat{c}_{k,\uparrow}^\dagger \hat{c}_{-k,\downarrow} + a^* \hat{c}_{-k,\downarrow}^\dagger \hat{c}_{k,\uparrow} + a \hat{c}_{-k,\downarrow}^\dagger \hat{c}_{k,\uparrow} + a^* \hat{c}_{k,\uparrow}^\dagger \hat{c}_{-k,\downarrow},
\]

where \( a \) is a complex number, is even under the time-reversal operation, \( \hat{\Theta} \hat{V}' \hat{\Theta}^{-1} = \hat{V}' \). Therefore, the SOI can in principle lead to spin filtering when there are two-orbital channels.

In the next section we provide a different argument, based on the scattering matrix of the molecule, and demonstrate that spin filtering by a two-terminal two-orbital setup does not contradict Bardarson’s theorem \([21]\).
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**Figure 1.** (a) Single-orbital case. For each spin, there are left- and right-going states. Time-reversed states (TRSs) are indicated by dashed arrows. The Hamiltonian, which mixes up and down spins propagating in the opposite directions is odd under the time-reversal operation. (b) Two-orbital case. The Hamiltonian, which mixes states connected by solid arrows can be even under the time-reversal operation.

### Scattering matrix

Let us consider a chiral molecule attached to left and right leads. The scattering states in the left (\( s = L \)) and right (\( s = R \)) leads are,

\[
|\psi\rangle_s = |k\rangle_c^{in} + |\bar{k}\rangle_c^{out}.
\]

The scattering matrix \( S \), which connects the amplitude of right-going \( |k\rangle \) and left-going \( |\bar{k}\rangle \) states,

\[
c^{out} = Sc^{in}, \quad c^{out} = \begin{bmatrix} c_{11}^{out} \\ c_{12}^{out} \\ \vdots \\ c_{N}^{out} \end{bmatrix}, \quad c^{in} = \begin{bmatrix} c_{11}^{in} \\ c_{12}^{in} \\ \vdots \\ c_{N}^{in} \end{bmatrix},
\]

reads

\[
S = \begin{bmatrix} r & t' \\ t & r' \end{bmatrix}.
\]

When there are \( N_s \) orbital channels in terminal \( s \), the amplitudes \( c_s^{in} \) and \( c_s^{out} \) form \( 2N_s \)-component vectors,

\[
c_s^{in} = \begin{bmatrix} c_{11}^{in} \\ c_{12}^{in} \\ \vdots \\ c_{N_s}^{in} \end{bmatrix}, \quad c_s^{out} = \begin{bmatrix} c_{11}^{out} \\ c_{12}^{out} \\ \vdots \\ c_{N_s}^{out} \end{bmatrix}.
\]

For a time-reversal symmetric system, the scattering matrix is self-dual \([21]\),

\[
S = (1_{2N_s} \otimes \sigma_y) S^T (1_{2N_s} \otimes \sigma_y),
\]

where \( S^T \) is the transposed scattering matrix (\( 1_{n \times n} \) is the \( n \times n \) unit matrix). The block-diagonal component of the scattering matrix is the reflection matrix, \( r = (1_{N_s} \otimes \sigma_y) r^T (1_{N_s} \otimes \sigma_y) \). Hence, the reflection amplitude from the state with orbital \( \alpha' \) and spin \( \sigma' \) into the state with orbital \( \alpha \) and spin \( \sigma \), \( r_{\alpha'\sigma'\alpha\sigma} \), satisfies,

\[
r_{\alpha'\sigma'\alpha\sigma} = \sigma' \alpha' \alpha \sigma.
\]

The transmission eigenvalues mentioned above are the eigenvalues of the matrix of transmission probabilities,

\[
l^T t = 1_{2N_s} - r^T r.
\]

For the single-orbital channel, \( N_s = 1 \), the reflection matrix is a 2 \( \times \) 2 matrix. It is diagonal \([21]\), as by Eq. (8)

\[
r_{\uparrow,\uparrow} = r_{\downarrow,\downarrow} = r_0, \quad r_{\uparrow,\downarrow} = -r_{\downarrow,\uparrow} = 0.
\]

The matrix of transmission probabilities is also diagonal, \( l^T t = (1 - |r_0|^2) \sigma_0 \). Therefore, the transmission eigenvalues are degenerate. Since spin asymmetry is absent, spin filtering is forbidden.

For the two-orbital channel case, \( N_s = 2 \), the reflection matrix is a 4 \( \times \) 4 matrix. A simple example, which satisfies (8) and is capable of producing spin filtering, is \([16]\):

\[
r = \begin{bmatrix} 0 & 0 & 0 & r_{11,21}^T \\ 0 & 0 & -r_{21,1} & 0 \\ 0 & -r_{21,1}^T & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}.
\]
The matrix (12) can be rearranged in a block-diagonal form, 
\[ r = \text{diag}(r_+, r_-) \],
where
\[
\begin{bmatrix}
0 & r_{1\uparrow,2\downarrow} \\
-2r_{1\downarrow,2\uparrow} & 0
\end{bmatrix} \quad r_+ = \begin{bmatrix}
0 & r_{1\uparrow,2\downarrow} \\
r_{2\downarrow,1\uparrow} & 0
\end{bmatrix}.
\]
(13)
The two matrices \( r_+ \) and \( r_- \) are time-reversed of one another, 
\[ r_- = \sigma_0 r_+^T \sigma_0 \].
The four transmission eigenvalues are the solutions of the characteristic polynomial equation
\[
\text{det}\{(\Lambda I_4 - t^T t) = (\text{det}\{(\Lambda - 1)I_2 + r_+^T r_+\})^2 = 0. \]
(14)
They come in pairs of degenerate eigenvalues\[^{[21]}\],
\[ 1 + |r_{1\uparrow,2\downarrow}|^2, 1 + |r_{1\uparrow,2\downarrow}|^2, 1 + |r_{2\downarrow,1\uparrow}|^2, 1 + |r_{2\downarrow,1\uparrow}|^2. \]
(15)
Let us examine the spin filtering associated with the reflection matrix (12). The spin conductance at the left lead is given by\[^{[16]}\],
\[
G_{s;LL} = \text{Tr}[\sigma_j (I_4 - r_+^T)]/(2\pi),
\]
where \( \sigma_j \) is the \( j \)th Pauli matrix. Inserting Eq. (12) into Eqs. (16) yields a finite spin conductance for the \( z \) component of the spin
\[
G_{s;LL} = (|r_{2\downarrow,1\uparrow}|^2 - |r_{1\uparrow,2\downarrow}|^2)/\pi.
\]
(17)
The spin conductances for the other components vanish, 
\[ G_{s;LL} = G_{s;LL} = 0. \]
The charge conductance is obtained from Eq. (16) by replacing the Pauli matrix with the unit matrix \( \sigma_0 = I_2 \),
\[
G_{0;LL} = (2 - |r_{2\downarrow,1\uparrow}|^2 - |r_{1\uparrow,2\downarrow}|^2)/\pi,
\]
(18)
It follows that the (normalized) spin polarization is
\[
P_{s;L} = G_{s;LL}/G_{0;LL} = \frac{|r_{2\downarrow,1\uparrow}|^2 - |r_{1\uparrow,2\downarrow}|^2}{2 - |r_{2\downarrow,1\uparrow}|^2 - |r_{1\uparrow,2\downarrow}|^2}.
\]
(19)
Perfect spin-filtering \( P_{s;L} = 1 \) (or \( P_{s;L} = -1 \)) is achieved for \( |r_{2\downarrow,1\uparrow}|^2 = 1 \) (or \( |r_{1\uparrow,2\downarrow}|^2 = 1 \)). The condition \( |r_{2\downarrow,1\uparrow}|^2 = 1 \) corresponds to the Hamiltonian (2).
The specific reflection matrix in the example (12) demonstrates the possibility of spin filtering in a two-terminal molecule. However, it is still a non-trivial task to construct a microscopic model realizing the two-orbital spin-filter. In the next section, following our previous work\[^{[16]}\], we describe a \( p \)-orbital helical atomic chain realizing the spin-filtering when it is attached to two terminals.

A \( p \)-orbital helical tight-binding model

Here we summarize the construction of the tight-binding Hamiltonian describing the \( p \)-orbital helical atomic chain shown in Fig. 2 (a) (see Appendix B of Ref.\[^{[16]}\]). The vector from the origin to a point on a continuous helix of radius \( R \) and pitch \( \Delta h \) is,
\[
R(\phi) = [R \cos(\phi), R \sin(\phi), \Delta h \phi/(2\pi)],
\]
(20)
where \( p = 1 \) (or \( p = -1 \)) for a helix twisted in the right-handed (left-handed) sense. In the Frenet-Serret frame, the tangent vector is
\[
t(\phi) = [-\kappa \sin(\phi), p\kappa \cos(\phi), |\tau|],
\]
\[\text{n}(\phi) = [\cos(\phi), -p \sin(\phi), 0],
\]
\[\text{b}(\phi) = t(\phi) \times \text{n}(\phi) = [p |\tau| \sin(\phi), -|\tau| \cos(\phi), p \kappa],
\]
(21)
where the ‘normalized’ curvature and torsion, \( \kappa \) and \( \tau \), are
\[
\kappa = \frac{R}{\sqrt{R^2 + (\Delta h/(2\pi))^2}} \quad \tau = \frac{p \Delta h/(2\pi)}{\sqrt{R^2 + (\Delta h/(2\pi))^2}}.
\]
(22)
The position of the \( n \)th site in the tight-binding scheme is specified by \( R(\phi_n) \), where the increment of \( \phi \) between neighboring sites is \( \Delta \phi = 2\pi/N \), and \( \phi_n = n\Delta \phi. \)
(b) Ladders threaded by a fractional flux \( 2\pi/N \). The vertical lines represent the tunneling amplitudes \( \pm \Delta \sigma_n \text{exp}(i\phi_n) \) connecting \( \uparrow \) and \( \downarrow \) spins on different orbitals at the \( n \)th rung. The site index \( n \) increases from left to right.

The tight-binding Hamiltonian of the helical atomic chain is,
\[
\mathcal{H}_{\text{tmd}} = \left( \sum_n -\tilde{c}_n^\dagger J \otimes \sigma_0 \tilde{c}_n + \text{H.c.} \right)
\]
\[+ \sum_n \epsilon_0 \tilde{c}_n^\dagger \tilde{c}_n - 2\Delta_\phi \tilde{c}_n^\dagger \text{L} \cdot \tilde{S}_n \]
\[+ \sum_n \kappa \tilde{c}_n^\dagger \left[ (t(\phi_n) \cdot \text{L})^2 - 1 \right] \tilde{c}_n \]
\[+ \Delta \varepsilon \tilde{c}_n^\dagger \left[ (\text{n}(\phi_n) \cdot \text{L})^2 - (\text{n}(\phi_n) \cdot \text{L})^2 \right] \tilde{c}_n,
\]
(23)
where
\[
\tilde{c}_n^\dagger = \left[ \tilde{c}_{n;p_x \uparrow}^\dagger \tilde{c}_{n;p_y \downarrow}^\dagger \tilde{c}_{n;p_y \uparrow}^\dagger \tilde{c}_{n;p_x \downarrow}^\dagger \tilde{c}_{n;p_x \uparrow}^\dagger \tilde{c}_{n;p_y \downarrow}^\dagger \right],
\]
(24)
is the vector of creation operators: \( \tilde{c}_n^\dagger \text{cot} \) is a creation operator of an electron residing at site \( n \) with orbital \( o \) and
spin $\sigma$. The first term on the right-hand side of Eq. (23) describes the hopping between nearest-neighbor sites, with the hopping amplitude $J$ being a $3 \times 3$ matrix. Since the system is translation-invariant, all the components of the matrix are real

$$\hat{\Theta}J\hat{\Theta}^{-1} = \hat{K}J\hat{K}^{-1} = J,$$  

(25)

where we have used $\Theta_{\sigma,m}\Theta^{-1} = -i\mathbf{1}_3 \otimes \sigma_m$. In the second term, $\Theta_0$ is the on-site energy. The third term represents the intra-atomic spin-orbit interaction whose strength is denoted $\Delta_{so}$. Here $L = (L_x, L_y, L_z)$ is the vector of the orbital angular-momentum operators,

$$L_x = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & -i \\ i & 0 & 0 \end{bmatrix},$$  

(26)

$$L_y = \begin{bmatrix} 0 & 0 & i \\ 0 & 0 & 0 \\ -i & 0 & 0 \end{bmatrix},$$  

(27)

$$L_z = \begin{bmatrix} 0 & -i & 0 \\ i & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix},$$  

(28)

and $S = \sigma/2$ is the vector of the spin angular-momentum, with $\sigma$ being the vector of the Pauli matrices.

The other terms in the Hamiltonian describe the crystalline fields created by neighboring atoms: $K_t$ is the orbital anisotropy energy along the tangential direction $t(\phi_n)$. $\Delta_\perp$ is the difference between the orbital anisotropy energies along the normal direction $n(\phi_n)$ and the bi-normal direction $b(\phi_n)$. We assume the leading orbital anisotropy energy is the one along the tangential direction, $K_t$. This condition would effectively mimic the situation discussed in the helical tube models$^{[11,14,16]}$ in a simple manner.

**Helical symmetry**

In the following, we analyze the helical symmetry for the infinite chain. Although the system is finite in the transport experiment, for a sufficiently long molecule, the transport properties would be dominated by the bulk electric states. Then the system we consider possesses helical symmetry, i.e., the Hamiltonian is invariant under the screw operation$^{[25]}$: a translation by one site and a rotation by $p\Delta\phi = 2\pi/N$ along the $z$ axis,

$$\hat{T}_{\alpha}(p\Delta\phi)\hat{H}_{\text{rot}}\hat{T}_{\alpha}^{-1}(p\Delta\phi) = \hat{H}_{\text{rot}}.$$  

(29)

The translation operator $\hat{T}$ shifts the site index of the operators by one,

$$\hat{T}_c(\alpha,\mu,\nu)\hat{T}_{\alpha}^{-1} = \hat{c}_{n+1,\alpha,\mu,\nu}.$$  

(30)

The rotation operator around the $z$ axis is,

$$\hat{D}_z(p\Delta\phi) = e^{-i(L_z + \hat{S}_z)p\Delta\phi},$$  

(31)

where $L_z = \sum_n \hat{c}_n^\dagger (L_z \otimes \mathbf{1}_3) \hat{c}_n$ and $\hat{S}_z = \sum_n \hat{c}_n^\dagger (1_3 \otimes S_z) \hat{c}_n$. Thus, the rotation changes Eq. (24) to be

$$\hat{D}_z(p\Delta\phi)\hat{c}_n\hat{D}_z^{-1}(p\Delta\phi) = e^{iL_zp\Delta\phi} \otimes e^{iS_zp\Delta\phi}\hat{c}_n.$$  

(32)

This operation does not change the on-site energy term in the Hamiltonian. The intra-atomic SOI does not change either since $[L_z + S_z, L \cdot S] = 0$. The crystalline field terms in the third and forth lines of (23) do not change as well. This can be verified by exploiting the following relations:

$$\mathbf{t}(\phi_{n+1}) \cdot L = e^{-iL_zp\Delta\phi}[\mathbf{t}(\phi_n) \cdot L] e^{iL_zp\Delta\phi},$$  

(33)

$$\mathbf{n}(\phi_{n+1}) \cdot L = e^{-iL_zp\Delta\phi}[\mathbf{n}(\phi_n) \cdot L] e^{iL_zp\Delta\phi},$$  

(34)

$$\mathbf{b}(\phi_{n+1}) \cdot L = e^{-iL_zp\Delta\phi}[\mathbf{b}(\phi_n) \cdot L] e^{iL_zp\Delta\phi}.$$  

(35)

The first (hopping) term is transformed as,

$$\sum_n \hat{c}_n^\dagger \mathbf{J} \otimes \sigma_0 \hat{c}_n \rightarrow \sum_n \hat{c}_n^\dagger \mathbf{J} e^{-iL_zp\Delta\phi} \hat{c}_n \otimes \sigma_0 \hat{c}_{n+1}.$$  

Therefore, the hopping matrix $\mathbf{J}$ satisfies,

$$\mathbf{J} = e^{-iL_zp\Delta\phi} \mathbf{J} e^{iL_zp\Delta\phi}.$$  

(36)

Consequently, the elements of the hopping matrix are parameterized by three parameters, $J$, $\alpha$ and $\varphi$ as,

$$\mathbf{J} = \begin{bmatrix} \alpha \cos \varphi & -\alpha \sin \varphi & 0 \\ \alpha \sin \varphi & \alpha \cos \varphi & 0 \\ 0 & 0 & 1 \end{bmatrix}.$$  

(37)

The three parameters are real numbers, since the Hamiltonian is time-reversal symmetric.

In our previous work$^{[16]}$, we demonstrated the two-terminal two-orbital spin filtering for a specific condition: $K_t \rightarrow \infty$, $\varphi = -p\Delta\phi$ and $\alpha = 1$. In the next section, we analyze the filtering for other various parameters.

**1. Band structure**

Figure 3 shows the band structure in the reduced zone scheme for various parameters, obtained by imposing periodic boundary condition $\hat{c}_{M+N+n} = \hat{c}_n$ with $M \rightarrow \infty$. The color scheme indicates the $z$ component of the average spin (red for $\uparrow$ spin and blue for $\downarrow$ spin, see the color bar). In the color scheme, we fix $p = 1$, and $\epsilon_0 = \Delta = 0$. The strength of the SOI is taken as $\Delta_{so} = 0.4J$. This estimation is based on a band of width $4J \sim 120\text{meV}^{[29]}$ and the intra-atomic SOI energy in carbon nanotubes $\Delta_{so} \sim 12\text{meV}^{[30]}$. The crystalline field is taken to be sufficiently large, as $K_t = 7J$. Due to this strong crystalline field along the tangential direction of the helix, $K_t$, there are two energetically split bands. The lower band is the $\sigma$-band and the upper band is the $\pi$-band.

Panel (a) in Fig. 3 shows the band structure for $\alpha = 1$, $\varphi = -\Delta\phi$ and $\tau = 0$, parameters for which the spin filtering is almost ideal. It almost recovers our previous result in Ref.$^{[16]}$. As seen, the lower band is spin degenerate. The upper band can be effectively described by two decoupled ladders threaded by a fractional flux in each rung [Fig. 2 (b)]$^{[16]}$. The flux is induced by the intra-atomic SOI and the helical structure. The Hamiltonians of two decoupled ladders, $\hat{H}_+\hat{H}_-$, are$^{[16]}$,

$$\hat{H}_\pm = \sum_n (-J\hat{a}_{n+1,\pm}^\dagger \hat{a}_{n,\pm} + \text{H.c.}) \pm p\Delta_{so}\hat{a}_{n,\pm}^\dagger \begin{bmatrix} 0 & e^{-i\varphi_0} \\ e^{i\varphi_0} & 0 \end{bmatrix} \hat{a}_{n,\pm},$$  

(38)

where

$$\hat{a}_{n,\pm}^\dagger = \begin{bmatrix} \hat{a}_{n,\pm}^{l,\dagger} \hat{a}_{n,\pm}^{r,\dagger} \end{bmatrix}, \quad \hat{a}_{n,\pm} = \begin{bmatrix} \hat{a}_{n,\pm}^{l} \hat{a}_{n,\pm}^{r} \end{bmatrix}.$$  

(39)
and \( \hat{a}_n = e^{iL_xp\hat{\phi}a} \hat{c}_n \). The two ladders are time-reversed of one another \( \hat{\Theta} \hat{H}_+ \hat{\Theta}^{-1} = \hat{H}_- \) which is reminiscent of the quantum spin Hall system. At the boundary of the Brillouin zone, \( k = \pm \pi \), i.e., around \( E = \pm 2J \cos(\pi/N) \) (indicated by dotted lines), there are left-going \( \uparrow \) spin states and right-going \( \downarrow \) spin states. The width of the energy window in which the helical states reside is compatible with the intra-atomic SOI. These states are responsible for the spin filtering \([16]\). They are degenerate and, away from the prescribed condition, the degeneracy is lifted: Panel (b) is drawn for \( \alpha = 1.2 \), which also broadens the width of the bands. Pairs of up and down spin states propagating at opposite directions are clearly observed around \( E = \pm 2J \cos(\pi/N) \) (dotted lines). Since we take \( \tau = 0 \), the pitch is zero, \( \Delta h = 0 \), and this ideal situation is realized only hypothetically.

In panel (c), we chose the parameter \( \varphi \neq -\Delta \phi \). In this case the Hamiltonian cannot be separated into two time-reversed ones as in Eqs. (38). The deviation from \( \varphi = -\Delta \phi \) induces the mixing between \( \sigma \) and \( \pi \) orbitals. As seen in the figure, there appears spin splitting in the lower band, induced by the inter-atomic SOI. It results from the intra-atomic SOI combined with the mixing of the \( \sigma \) and \( \pi \) orbitals on neighboring atoms due to the curved geometry. The inter-atomic Rashba-like SOI induced in this way is reduced by \( \sim J\Delta_{so}/K_1 \) as compared with the bare intra-atomic SOI.

Panel (d) shows the result for parameters taken to mimic a DNA molecule. The number of sites in each turn is \( N = 10 \) corresponds to the number of base pairs. The dimensionless torsion is taken to be \( \tau = 0.48 \), as estimated for a B-form DNA: \( R = 11\text{nm} \) and \( \Delta h = 3.4\text{nm} \). The finite torsion approximately reduces the energy window of the helical states by \( \kappa \Delta_{so} \) \([16]\). In panel (d), one still finds helical states close to the top and bottom of the upper band.

Although our model realizes the spin current without breaking time-reversal symmetry, it is not sufficient to explain the experimentally observed magneto conductance \([2,3]\). Earlier papers \([33–36]\) argued that the Onsager relations forbid linear magneto-conductance in chiral molecules which connect a ferromagnet with a normal metal, and attributed the observed non-linear magneto-conductance to electron-electron \([37]\) or electron-phonon \([38,39]\) interactions. Here we showed that a linear spin conductance can be generated even when time-reversal symmetry is not broken. However, the full explanation of the experimental observations probably also need these additional interactions.

Figure 3. Band structures for various parameters: (a) \( \alpha = 1, \varphi = -\Delta \phi, \tau = 0 \) and \( N = 4 \), (b) \( \alpha = 1.2, \varphi = -\Delta \phi, \tau = 0 \) and \( N = 4 \), and (c) \( \alpha = \sqrt{2}, \varphi = \pi/4, \tau = 0.48 \) and \( N = 10 \). Other parameters are fixed as \( p = 1, \Delta_{so} = 0.4J, \epsilon_0 = \Delta \phi = 0 \) and \( K_1 = 7J \). The color scheme indicates the \( z \) component of the average spin (red for \( \uparrow \) spin and blue for \( \downarrow \) spin, see the color bar).

Conclusion

Chirality-induced spin selectivity, invoked by the spin-orbit interaction, has been discussed within the single-particle picture. The appearance of spin current in a time-reversal symmetric system when two orbital channels participate in the transport is demonstrated.

We analyze the helical symmetry of the infinite \( p \)-orbital helical atomic chain with intra-atomic spin-orbit interaction and a strong crystalline field along the helix introduced in Ref. \([16]\). The helical symmetry imposes constraints on the nearest-neighbor \( p \)-orbital hopping matrix elements: They are parameterized by 3 independent real numbers. We explore parameters away from the condition analyzed in Ref. \([16]\), in which the ideal spin-filtering is realized. We demonstrate that for a wide range of parameters, pairs of up and down spins propagating along opposite directions survive around the top and the bottom of the band. These helical states in the infinite atomic chain would be responsible for spin filtering in the two terminal transport experiments. The deviation from the ideal spin-filtering condition would not spoil our previous findings \([16]\).

As pointed out in Ref. \([11]\), the two orbitals can be on the
same helix and thus the intra-atomic SOI is sufficient for the spin-filtering. In our simple $p$-orbital helical atomic chain, the typical energy scale of the helical states is approximately the intra-atomic SOI times the curvature of the helix. The intra-atomic SOI is typically larger than the inter-atomic SOI induced by the mixing between $\pi$- and $\sigma$-bands and thus would be a likely candidate for explaining the CISS effect.
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