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We prove that the edge-reinforced random walk on the ladder $\mathbb{Z} \times \{1, 2\}$ with initial weights $a > 3/4$ is recurrent. The proof uses a known representation of the edge-reinforced random walk on a finite piece of the ladder as a random walk in a random environment. This environment is given by a marginal of a multicomponent Gibbsian process. A transfer operator technique and entropy estimates from statistical mechanics are used to analyze this Gibbsian process. Furthermore, we prove spatially exponentially fast decreasing bounds for normalized local times of the edge-reinforced random walk on a finite piece of the ladder, uniformly in the size of the finite piece.

1. Introduction. The oldest reinforced random walk is the edge-reinforced random walk introduced by Diaconis in 1987. The process can be defined on any locally finite nondirected graph as follows: Every edge is given a weight which changes in time. Initially, all edges are given weight 1, say. In each step, the reinforced random walker jumps to a nearest-neighbor vertex with probability proportional to the weight of the traversed edge. Each time an edge is traversed, its weight is increased by 1.

In the late 1980s, Diaconis asked whether the edge-reinforced random walk on $\mathbb{Z}^d$, $d \geq 1$, is recurrent or transient. This problem is still open for all dimensions $d \geq 2$. In one dimension, the edge-reinforced random walk is recurrent. To see this, one can use that on $\mathbb{Z}$, the edge-reinforced random walk has the same distribution as a random walk in an independent random environment. Pemantle [10] proved a phase transition in the recurrence/transience behavior for the edge-reinforced random walk on an infinite binary tree. He used a representation as a random walk in an i.i.d. environment. This method completely fails for graphs with cycles.
In this article, we prove that the edge-reinforced random walk on $\mathbb{Z} \times \{1, 2\}$ is recurrent. The problem is much more subtle than for acyclic graphs. We use the fact that the edge-reinforced random walk on a finite ladder has the same distribution as a random walk in an environment given by random time-independent edge weights. These edge weights are stochastically dependent in a complicated way. The representation as a random walk in a random environment follows from a de Finetti theorem for reversible Markov chains, proven in [12], which refines a result of Diaconis and Freedman [3] in the special case of reversible chains. The distribution of the environment is given by a joint density which was discovered by Coppersmith and Diaconis (see [2]). Our proof relies on a generalization of their statement, proven by Keane and Rolles [7].

It was suggested independently by Diaconis and Keane that the representation as a random walk in a random environment may be useful to prove recurrence for edge-reinforced random walks. Keane conjectured that, in addition, the use of transfer operators may help to prove recurrence on the ladder. The present article pursues such an approach for the first time successfully.

The edge-reinforced random walk studied in this article behaves very differently from the directed-edge-reinforced random walk where every undirected edge is replaced by two directed edges which both get their own weight. The directed-edge-reinforced random walk has the same distribution as a random walk in an independent environment (see [8]). This representation is used in [8] to show recurrence on $\mathbb{Z} \times G$ for any finite graph $G$.

A simpler model is the once-reinforced random walk where the weight of an edge is increased by a fixed parameter $\delta > 0$ the first time it is traversed. From the second traversal on, the weight of an edge does not change. This random walk is recurrent on $\mathbb{Z}^1$ (e.g., [1]); however, its recurrence/transience behavior on $\mathbb{Z}^d$ is not known for $d \geq 2$. Even for ladders $\mathbb{Z} \times \{1, 2, \ldots, d\}$ the problem is subtle: For $\delta \in (0, 1/(d-2))$, recurrence was proved by Sellke [14]. Vervoort [16] extended the result for very large $\delta$. For intermediate values of $\delta$ the problem seems to be open. Durrett, Kesten and Limic [6] showed that the once-reinforced random walk on regular trees is transient for all $\delta > 0$.

For the integer line, Davis [1] proved a recurrence/transience dichotomy for a general class of reinforced random walks, including the edge-reinforced and once-reinforced random walk on $\mathbb{Z}$. Very strong localization was shown for random walks with superlinear edge-reinforcement by Limic [9]. Vertex-reinforced random walk localizes as well. This was proved by Pemantle and Volkov [11, 17] and by Tarrès [15].

1.1. Results. In this article we consider an edge-reinforced random walk on the ladder $\mathbb{Z} \times \{1, 2\}$. The edges are undirected. They are assigned time-
dependent random weights, with all initial edge weights equal to some constant $a > 0$. In each step, the random walker jumps to a nearest-neighbor vertex with probability proportional to the weight of the traversed edge. Whenever the random walk crosses an edge, its weight is increased by 1.

Formally, the edge-reinforced random walk on a locally finite graph $G = (V, E)$ is defined as follows: Let $X_t : V^{\mathbb{N}_0} \to V$ denote the canonical projection on the $t$th coordinate; $X_t$ is interpreted as the random location of the random walker at time $t$. We identify an edge with the set of its endpoints. For $t \in \mathbb{N}_0$, we define $w_t(e) : V^{\mathbb{N}_0} \to \mathbb{R}^+$, the weight of edge $e$ at time $t$, recursively as follows:

(1.1) \[ w_0(e) := a \quad \text{for all } e \in E, \]

(1.2) \[ w_{t+1}(e) := \begin{cases} w_t(e) + 1, & \text{for } e = \{X_t, X_{t+1}\} \in E, \\ w_t(e), & \text{for } e \in E \setminus \{\{X_t, X_{t+1}\}\}. \end{cases} \]

Let $P^G_{v_0,a}$ denote the distribution of the edge-reinforced random walk on $G$ starting in $v_0$ with all initial edge weights equal to $a$. The distribution $P^G_{v_0,a}$ is a probability measure on $V^{\mathbb{N}_0}$, specified by the following requirements:

(1.3) \[ X_0 = v_0 \quad P^G_{v_0,a}\text{-a.s.,} \]

(1.4) \[ P^G_{v_0,a}[X_{t+1} = v | X_i, i = 0, 1, \ldots, t] \]

\[ = \begin{cases} \frac{w_t(\{X_t, v\})}{\sum_{e \in E : X_t \in e} w_t(e)}, & \text{if } \{X_t, v\} \in E, \\ 0, & \text{otherwise.} \end{cases} \]

The ladder is the graph $G = (V, E)$ with vertex set $V := \mathbb{Z} \times \{1, 2\}$ and edge set $E := \{\{u, v\} : u, v \in V \text{ with } \|u - v\|_1 = 1\}$, where $\| \cdot \|_1$ denotes the 1-norm. We say that the reinforced random walk is recurrent if almost all paths visit all vertices infinitely often. Our main result reads as follows:

**Theorem 1.1.** For all $a > 3/4$, the edge-reinforced random walk on $\mathbb{Z} \times \{1, 2\}$ with all initial weights equal to $a$ is recurrent.

The theorem includes the most interesting case $a = 1$. However, we do not expect the bound $3/4$ to be optimal.

Fix $a > 0$ and $n \in \mathbb{N}$. Let $G^{(n)} = (V^{(n)}, E^{(n)})$ with $V^{(n)} := \{0, 1, 2, \ldots, n\} \times \{1, 2\}$ denote the finite ladder of length $n$. We consider an edge-reinforced random walk on $G^{(n)}$ with all initial edge weights equal to $a$. For the vertices, we introduce the following notation (see Figure 1):

(1.5) \[ \centerdot := (i, 1) \quad \text{and} \quad \bar{\centerdot} := (i, 2) \quad \text{for } i \in \mathbb{Z}. \]

We abbreviate $P^{(n)} := P^{G^{(n)}}_{v_0,a}$. Let $k_t(e)$ denote the (random) number of times the reinforced random walker traverses the (undirected) edge $e$ up to time $t$. We prove:
Theorem 1.2. For all \( a > 3/4 \) and all \( n \in \mathbb{N} \) the following holds: If \( e \in E^{(n)} \) is an edge on level \( i \in \{1, 2, \ldots, n\} \) of the ladder, that is, \( i \in e \) or \( i \notin e \), then we have

\[
P^{(n)} \left[ \lim_{t \to \infty} \frac{k_t(e)}{k_t(\{0, n\})} \leq e^{-c_1 i} \right] \geq 1 - c_2 e^{-c_3 i}
\]

with constants \( c_1, c_2, c_3 > 0 \) depending only on \( a \).

The edge-reinforced random walk on a finite graph has the same distribution as a random walk in a \textit{time-independent} random environment. A proof can be found in \cite{12}; see also \cite{4}. For a precise formulation of the result, we refer to Theorem 2.2 below. The time-independent random environment on \( G^{(n)} \) is given by \textit{time-independent} random weights \( x = (x_e)_{e \in E^{(n)}} \in \mathbb{R}_+^{E^{(n)}} \) with respect to some probability measure \( \tilde{Q}^{(n)} \).

Let us explain how time-independent weights \( x = (x_e)_{e \in E^{(n)}} \in \mathbb{R}_+^{E^{(n)}} \) induce a random walk on \( G^{(n)} \): In each step, the random walker jumps to a neighboring vertex with probability proportional to the weight \( x_e \) of the connecting edge \( e \). This random walk is a reversible Markov chain.

The distribution of the edge weights \( x = (x_e)_{e \in E^{(n)}} \) constituting the random environment equals the distribution of the limit (\( \lim_{t \to \infty} k_t(e)/t \) for \( e \in E^{(n)} \)), which is \( P^{(n)} \)-a.s. strictly positive in all components. Therefore, Theorem 1.2 states the following: If we normalize the weights such that the edge \( \{0, n\} \) has weight 1, then the weights of the edges in \( E^{(n)} \) decay exponentially in the level of the ladder, uniformly in \( n \), with probability close to 1. We use Theorem 1.2 to estimate the escape probability for the reinforced random walker on \( G^{(n)} \).

1.2. Overview of the proofs. The representation of edge-reinforced random walks as a random walk in a random environment is essential for the whole paper. This representation is described in \cite{12}; we review it in Section 2.1. In order to see the Gibbsian structure behind the random environment \( x \), additional auxiliary variables are introduced: These are a random spanning tree \( T \) and Gaussian random variables \( y \), indexed by a basis of the first homology space of the ladder.
As our third main result, Theorem 2.3 bounds the tails of ratios between components of $x$ and components of $y$. A scaling transformation is used to get rid of the nonlocal constraint that the random environment $x$ is supported on a high-dimensional simplex. The spanning tree $T$ is described by a list of local discrete variables, subject to local matching rules. This is explained in Section 2.2.

The joint probability law of $x$, $y$ and $T$ is Gibbsian. In order to derive estimates for pieces of the corresponding Hamiltonian, we need to transform $x$, $y$ and $T$ to new local variables, described in Section 2.3. Roughly speaking, these new variables consist of logarithms of ratios between neighboring components of $x$ and $y$ and of the local description of the spanning tree $T$. The total Hamiltonian is written in these new coordinates and split into local pieces. The transformation is technically involved.

Lower bounds for the local Hamiltonians are derived in Section 3. The proof of these bounds requires, among other things, the solution of some linear optimization problems. Here, the precise choice of the splitting to local pieces is essential; a “naive” choice would not suffice.

Given the Gibbsian description of the random environment with appropriately bounded local Hamiltonians, we use a transfer operator technique to analyze the random environment. The transfer operator is introduced in Section 4.1; it turns out to be a Hilbert–Schmidt operator.

In Section 4.2 we introduce an auxiliary deformation of the original Gibbs measure which has a reflection symmetry, at least in an asymptotic sense. In the language of statistical mechanics, we apply additional “external forces” at the endpoints of the Gibbsian chain. We show that the Gibbsian chain is deformed by these forces roughly proportional to its length. At the heart of the argument lies an upper bound for the free energy of the deformed Gibbs measure, which is obtained by the variational principle for free energies. In Section 4.3 the deformed Gibbs measure serves to prove exponentially decreasing bounds for the random environment.

Finally, recurrence of the edge-reinforced random walk is proven in Section 5. The exponential bounds for the random environment and the connection between random walks and electric networks are the key ingredients to prove recurrence on the half-sided ladder $\mathbb{N}_0 \times \{1, 2\}$. Symmetry and gluing arguments imply recurrence on the two-sided ladder.

2. Edge-reinforced random walk on the finite ladder. Fix $a > 0$ and $n \in \mathbb{N}$. In this section we consider the edge-reinforced random walk on the finite ladder $G^{(n)}$ of length $n$. All initial edge weights are equal to $a$, and the random walker starts in $\vec{0}$.

We could equally well study the walk on $\{-n, \ldots, n\} \times \{1, 2\}$ started at $\vec{0}$ in the middle, rather than the walk on $\{0, \ldots, n\} \times \{1, 2\}$ started at the left boundary. However, the version presented here is simpler, since it avoids
distinguishing three cases “to the left of the starting point,” “at the starting point” and “to the right of the starting point” for inner points of the ladder in many estimates presented below.

If there is no risk of confusion, we omit sometimes the dependence on \( n \) in the notation.

2.1. A random walk in a random environment. We need some notation:

Let
\[
\Delta^{(n)} := \left\{ x = (x_e)_{e \in E^{(n)}} \in (0,1)^{E^{(n)}} : \sum_{e \in E^{(n)}} x_e = 1 \right\}
\]
denote the simplex. We define \( \alpha_t := (k(t)/t)_{e \in E^{(n)}} \). Clearly, \( \alpha_t \in \Delta^{(n)} \).

For \( v \in V \), we denote by \( x_v \) the sum of all \( x_e \) with \( e \) incident to \( v \):
\[
x_v := \sum_{e : v \in e} x_e.
\]

Furthermore, we introduce the following abbreviations:
\[
x_i := x_{\{i-1,i\}}, \quad \overline{x}_i := x_{\{\overline{i-1},\overline{i}\}}, \quad z_i := x_{\{\overline{i},\overline{i}\}}.
\]

Figure 1 illustrates this definition.

For \( 1 \leq i \leq n \), let \( c_i \) denote the oriented cycle \( i-1, i, \overline{i}, \overline{i-1}, i-1 \). Clearly, \( c_1, \ldots, c_n \) constitute a basis of the first homology space \( H_1(G^{(n)}) \) (cycle space) of \( G^{(n)} \); note that the first Betti number \( \dim H_1(G^{(n)}) \) of \( G^{(n)} \) equals \( n \). Let \( \mathbb{R}_+ := (0,\infty) \). For \( x \in \mathbb{R}_{E^{(n)}} \), we define the matrix \( A^{(n)}(x) = (A^{(n)}_{i,j}(x))_{1 \leq i,j \leq n} \) by
\[
A^{(n)}_{i,i}(x) := \frac{1}{x_i}, \quad A^{(n)}_{i,j}(x) := \sum_{e \in c_i \cap c_j} \pm \frac{1}{x_e} \quad \text{for } i \neq j,
\]
where the signs in the last sum are chosen to be +1 or −1 depending on whether the edge \( e \) has in \( c_i \) and \( c_j \) the same orientation or not. Explicitly, this means
\[
A^{(n)}_{i,i}(x) = \frac{1}{z_{i-1}} + \frac{1}{x_i} + \frac{1}{x_i} + \frac{1}{z_i},
\]
\[
A^{(n)}_{i,i+1}(x) = -\frac{1}{z_i} = A^{(n)}_{i+1,i}(x),
\]
\[
A^{(n)}_{i,j}(x) = 0 \quad \text{for } |i-j| \geq 2.
\]

Let \( T^{(n)} \) denote the set of all spanning trees of \( G^{(n)} \). Let \( y^T \) denote the transpose of a vector \( y \), and let \( E(T) \) denote the edge set of a tree \( T \). For
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Let $x = (x_e)_{e \in E^{(n)}} \in \mathbb{R}^{E^{(n)}_+}$, $y = (y_1, y_2, \ldots, y_n) \in \mathbb{R}^n$ and $T \in T^{(n)}$, we define

$$\Phi^{(n)}(x, y, T) = \prod_{i=1}^n \left( x_i^{a-3/2} x_i^{-1/2} \prod_{i=0}^{a-1} x_i^{a-3/2} \prod_{e \in E(T)} x_e \prod_{i=0}^{a+1} x_i^{a+1/2} \prod_{i=1}^n y_i^{1/2} \prod_{e \in E(T)} x_e \right)$$

$$\times \exp \left[ -\frac{1}{2} y A^{(n)}(x) y^T \right].$$

(2.6)

Let $\sigma$ denote the Lebesgue measure on $\Delta^{(n)}$, normalized so that $\sigma(\Delta^{(n)}) = 1$. We set

$$\tilde{z}^{(n)} := \int_{\Delta^{(n)}} \int_{\mathbb{R}^n} \sum_{T \in T^{(n)}} \Phi^{(n)}(x, y, T) dy \sigma(dx).$$

(2.7)

The normalizing constant $\tilde{z}^{(n)}$ is given explicitly in Theorem 1 of [7]; in particular it is finite.

**Theorem 2.1 ([7], Theorem 1).** The sequence $(\alpha_t)_{t \in \mathbb{N}}$ converges almost surely. The distribution of the limit is absolutely continuous with respect to the surface measure $\sigma$ on $\Delta^{(n)}$ with density given by

$$\phi^{(n)}(x) = \frac{1}{\tilde{z}^{(n)}} \int_{\mathbb{R}^n} \sum_{T \in T^{(n)}} \Phi^{(n)}(x, y, T) dy.$$

(2.8)

There is also a probabilistic interpretation of the arguments $y$ in (2.6) in terms of winding numbers of the reinforced random walk paths; for details see [7].

The edge-reinforced random walk on every finite graph has the same distribution as a random walk in a random environment where the environment is given by weights on the edges. We state the result only for $G^{(n)}$.

**Theorem 2.2 ([12], Theorem 3.1).** For any path $(v_0, v_1, \ldots, v_t)$ in $G^{(n)}$, the following holds:

$$P^{(n)}[X_i = v_i \text{ for } 0 \leq i \leq t] = \int_{\Delta^{(n)}} \prod_{i=1}^t \frac{x_{v_{i-1}, v_i}}{x_{v_i}} \phi^{(n)}(x) \sigma(dx);$$

(2.9)

here $x := (x_e)_{e \in E^{(n)}}$. Hence, $P^{(n)}$ equals the distribution of the random walk in a random environment on $G^{(n)}$ starting in $v$ with environment given by random edge weights chosen according to $\phi^{(n)}(x) d\sigma$.

We define

$$\tilde{\Lambda}^{(n)} := \Delta^{(n)} \times \mathbb{R}^n \times T^{(n)},$$

$$d\tilde{Q}^{(n)} := \left[ \tilde{z}^{(n)} \right]^{-1} \Phi^{(n)}(x, y, T) \sigma(dx) dy dT,$$

(2.10)
where \(dT\) denotes the counting measure on \(T^{(n)}\). The marginal of the distribution \(\tilde{Q}^{(n)}\) with respect to the components \(x\) equals the distribution of the random environment as a measure on \(\Delta^{(n)}\).

The following theorem bounds the tails of ratios between these random variables and the “winding number” random variable \(y_i^2\).

**Theorem 2.3.** Let \(a > 3/4\). With respect to \(\tilde{Q}^{(n)}\), all the random variables

\[
\ln \frac{x_i}{y_i^2}, \quad \ln \frac{x_i}{y_i^2}, \quad \ln \frac{z_i}{y_i^2}, \quad \text{and} \quad \ln \left| \frac{y_{i+1}}{y_i} \right|
\]

have exponential tails, uniformly in \(i\) and \(n\). In other words, there exist constants \(c_4(a) > 0\) and \(c_5(a) > 0\) such that for all \(n \in \mathbb{N}, i < n\) and \(M > 0\), one has

\[
\tilde{Q}^{(n)}(Y_i \geq M) \leq c_4 e^{-c_5 M},
\]

where \(Y_i\) denotes any of the four random variables in (2.11).

For \(x = (x_e)_{e \in E^{(n)}} \in \Delta^{(n)}\), all weights \((cx_e)_{e \in E^{(n)}}\) with \(c > 0\) induce the same reversible Markov chain. In Theorem 2.2, the edge weights \(x\) are normalized in such a way that \(\sum_e x_e = 1\). For our purposes, it is more convenient to set one weight, namely \(z_0\), equal to 1; recall that we used this normalization in Theorem 1.2. The change of normalization is made precise in Lemma 2.6. We set

\[
\Lambda^{(n)} := \mathbb{R}^{E^{(n)}} \times \mathbb{R}^n \times T^{(n)}.
\]

The following scaling property of \(\Phi^{(n)}\) will be important. We omit its elementary proof.

**Lemma 2.4.** Let \(x \in \mathbb{R}^{E^{(n)}} \in \Delta^{(n)}\), all weights \((cx_e)_{e \in E^{(n)}}\) with \(c > 0\) induce the same reversible Markov chain. In Theorem 2.2, the edge weights \(x\) are normalized in such a way that \(\sum_e x_e = 1\). For our purposes, it is more convenient to set one weight, namely \(z_0\), equal to 1; recall that we used this normalization in Theorem 1.2. The change of normalization is made precise in Lemma 2.6. We set

\[
\Lambda^{(n)} := \mathbb{R}^{E^{(n)}} \times \mathbb{R}^n \times T^{(n)}.
\]

The following scaling property of \(\Phi^{(n)}\) will be important. We omit its elementary proof.

**Lemma 2.4.** Let \(c > 0\) be a real number. For all \((x, y, T) \in \Lambda^{(n)}\), the following holds:

\[
\Phi^{(n)}(cx, c^{1/2}y, T) = c^{-(7/2)n - 1} \Phi^{(n)}(x, y, T).
\]

For \(x \in \mathbb{R}^{E^{(n)}}\), we set \(s(x) := \sum_e x_e\). We define

\[
S: \Lambda^{(n)} \to \tilde{\Lambda}^{(n)}, \quad (x, y, T) \mapsto (s(x)^{-1}x, s(x)^{-1/2}y, T).
\]

We write \(|A|\) for the cardinality of a set \(A\). Let \(\delta_1\) denote the Dirac measure in 1.

**Definition 2.5.** Let \(\lambda(dx) := \delta_1(dz_0) \times \prod_{i=1}^n dx_i \, d\tau_i \, dz_i\). We define

\[
d\tilde{Q}^{(n)} := \frac{(3n)!}{\tilde{z}^{(n)}} \Phi^{(n)}(x, y, T) \lambda(dx) \, dy \, dT.
\]
LEMMA 2.6. \( \mathcal{Q}^{(n)} \) is the image measure of \( \tilde{\mathcal{Q}}^{(n)} \) under \( S \); that is, for any measurable function \( f : \tilde{\Lambda}^{(n)} \to \mathbb{R}_+ \), the following holds:

\[
\int_{\tilde{\Lambda}^{(n)}} f \, d\tilde{\mathcal{Q}}^{(n)} = \int_{\tilde{\Lambda}^{(n)}} f \circ S \, d\mathcal{Q}^{(n)}. \tag{2.17}
\]

In particular, for any path \((v_0, v_1, \ldots, v_t)\) in \( G^{(n)} \), we have

\[
P^{(n)}[X_i = v_i \text{ for } 0 \leq i \leq t] = \int_{\Lambda^{(n)}} \prod_{i=1}^{t} \frac{x_{\{v_{i-1}, v_i\}}}{x_{v_{i-1}}} \, d\mathcal{Q}^{(n)}(x, y, T). \tag{2.18}
\]

**Proof.** Let \( f : \tilde{\Lambda}^{(n)} \to \mathbb{R}_+ \) be measurable. Then, introducing an auxiliary integration over \( t \) and using the definition (2.10) of \( \mathcal{Q}^{(n)} \),

\[
\int_{\tilde{\Lambda}^{(n)}} f \, d\tilde{\mathcal{Q}}^{(n)} = \int_{\tilde{\Lambda}^{(n)}} \int_0^\infty e^{-t} f(x', y', T) \, dt \, d\tilde{\mathcal{Q}}^{(n)}(x', y', T)
\]

\[
= \frac{1}{\tilde{z}^{(n)}} \int_{\Lambda^{(n)}} \int_0^\infty t^{-7n/2} e^{-t} f(x', y', T) \times \Phi^{(n)}(x', y', T) \, dt \, d\sigma(dx') \, dy' \, dT. \tag{2.19}
\]

Consider the transformation \( \Lambda^{(n)} \to (0, \infty) \times \tilde{\Lambda}^{(n)} \), defined by \((x, y, T) \mapsto (t, x', y', T) = (s(x), S(x, y, T)) \). Then, the measure \( t^{7n/2} dt \, d\sigma(dx') \, dy' \, dT \) on the right-hand side of (2.19) is the image measure of the measure \((3n)! \, dx \, dy \, dT \) under this transformation. To see this, note first that the projection to \( |E^{(n)}| - 1 = 3n \) components \((x'_e)_{e \in E^{(n)}} \setminus \{e_0\}\) suffices to parametrize any point \((x'_e)_{e \in E^{(n)}} \in \Delta^{(n)}\), due to the constraint \( \sum_{e \in E^{(n)}} x'_e = 1 \); here we abbreviate \( e_0 := \{1, \overline{1}\} \). Second, the image of the probability measure \( \sigma \) on the simplex \( \Delta^{(n)} \) under this projection \((x'_e)_{e \in E^{(n)}} \mapsto (x'_e)_{e \in E^{(n)}} \setminus \{e_0\}\) equals \((3n)!\) times the Lebesgue measure on \( \{x'_e \in \mathbb{R}^{E^{(n)} \setminus \{e_0\}} : \sum_{e \notin e_0} x_e < 1\} \); the normalizing factor \((3n)! = |E^{(n)}| - 1\) arises since the last set has the volume \(1/(|E^{(n)}| - 1)!\). Third, the inverse transformation, with the redundant component \(x'_{e_0}\) and the discrete variable \(T\) dropped, is given by \((t, (x'_e)_{e \neq e_0}, y') \mapsto ((tx'_e)_{e \neq e_0}, t(1 - \sum_{e \neq e_0} x'_e), \sqrt{t} y') = ((x_e)_{e \neq e_0}, x_{e_0}, y)\). Its Jacobi determinant is given by \(t^{7n/2} \, dt \, \sigma(dx') \, dy' \, dT\). Hence, by the transformation formula, the right-hand side of (2.19) equals

\[
\frac{(3n)!}{\tilde{z}^{(n)}} \int_{\Lambda^{(n)}} s(x)^{-7n/2} e^{-s(x)} f(S(x, y, T)) \Phi^{(n)}(S(x, y, T)) \, dx \, dy \, dT \tag{2.20}
\]

for the last equality we used Lemma 2.4 with \( c = s(x)^{-1}\). Next, we substitute \( \tilde{x} = z_0^{-1} x, \tilde{y} = z_0^{-1/2} y \). Note that the \( e_0\)-component of \( \tilde{x} \) equals 1. Consider
the transformation \((x, y, T) \mapsto (z_0, \tilde{x}, \tilde{y}, T)\). If we drop the redundant component \(\tilde{x}_{e_0} = 1\) and the discrete variable \(T\), then the resulting transformation \((x, y) \mapsto (z_0, (\tilde{x}_e)_{e \neq e_0}, \tilde{y})\) has the Jacobi determinant \(z_0^{-(|E^{(n)}| - 1)} z_0^{-n/2} = z_0^{-7n/2}\). Thus, the image measure of \(d\tilde{x} dy dT\) with respect to the transformation \((x, y, T) \mapsto (z_0, \tilde{x}, \tilde{y}, T)\) equals \(z_0^{7n/2} dz_0 \lambda(d\tilde{x}) d\tilde{y} dT\); note that the Dirac measure in \(\lambda(d\tilde{x})\) arises from \(\tilde{x}_{e_0} = 1\). Using \(S(x, y, T) = S(\tilde{x}, \tilde{y}, T)\) and once more the transformation formula, the expression (2.20) becomes

\[
\frac{(3n)!}{\tilde{z}^{(n)}} \int_{\Lambda(n)} \int_0^\infty z_0 s(\tilde{x}) e^{-z_0 s(\tilde{x})} f(S(\tilde{x}, \tilde{y}, T)) \\
\times \Phi^{(n)}(z_0 \tilde{x}, z_0^{1/2} \tilde{y}, T) z_0^{7n/2} dz_0 \lambda(d\tilde{x}) d\tilde{y} dT.
\]

(2.21)

By Lemma 2.4, \(\Phi^{(n)}(z_0 \tilde{x}, z_0^{1/2} \tilde{y}, T) z_0^{7n/2 + 1} = \Phi^{(n)}(\tilde{x}, \tilde{y}, T)\). Hence, integrating over \(z_0\) yields for the expression (2.21):

\[
\frac{(3n)!}{\tilde{z}^{(n)}} \int_{\Lambda(n)} f(S(\tilde{x}, \tilde{y}, T)) \Phi^{(n)}(\tilde{x}, \tilde{y}, T) \lambda(d\tilde{x}) d\tilde{y} dT
\]

\[
= \int_{\Lambda(n)} f \circ S dQ^{(n)}.
\]

(2.22)

This completes the proof of (2.17). The statement (2.18) follows immediately from Theorem 2.2 because the quotients \(x_{\{v_{i-1}, v_i\}}/x_{v_{i-1}}\) do not change under the transformation \(S\). □

2.2. Building spanning trees. In this section we give a local description of the spanning trees of \(G^{(n)}\). In order to describe a spanning tree \(T\), we specify for each of the \(n\) cycles one of the states \(A, B, C\) or \(D\) shown in Figure 2.

Let \(T^{(n)} := \{(T_i)_{1 \leq i \leq n} \in \{A, B, C, D\}^{n} : (T_i, T_{i+1}) \not= (A, B)\ for\ all\ i = 1, 2, \ldots, n - 1\}\), and recall that \(T^{(n)}\) denotes the set of all spanning trees of \(G^{(n)}\). We define

\[
\Psi_{\text{tree}} : T^{(n)} \to T^{(n)}, \quad \Psi_{\text{tree}}((T_i)_{1 \leq i \leq n}) := T;
\]

(2.23)

\(T_i\) describes which of the horizontal edges \(\{i - 1, i\}, \{i - 1, i\}\) is contained in the spanning tree \(T\) according to Figure 2. Let us define which rungs are
included in \( T \). The left rung \( \{0,0\} \) is included for \( T_1 \in \{A, C, D\} \). Figure 3 tells us for \( i = 1, \ldots, n-1 \) whether the rung \( \{i,i\} \) is contained in the tree \( T \). Finally, the right rung \( \{n,n\} \) is included for \( T_n \in \{B, C, D\} \).

Indeed, \( \Psi_{\text{tree}}((1 \leq i \leq n)) \) yields a spanning tree of \( G^{(n)} \).

**Lemma 2.7.** The map \( \Psi_{\text{tree}} : T^{(n)} \to \mathcal{T}^{(n)} \) is a bijection.

**Proof.** Let \( T \in \mathcal{T}^{(n)} \). For each of the cycles \( c_i \) (1 \( i \leq n \)) of \( G^{(n)} \), there is at least one edge which is not contained in \( T \). If \( \{i-1,i\} \notin E(T) \), we set \( T_i := C \). If \( \{i-1,i\} \notin E(T) \), we set \( T_i := D \). Otherwise, both edges are contained in \( T \), and \( T \) is connected by a vertical edge somewhere either on the left (and we set \( T_i := A \)) or on the right (and \( T_i := B \)). Clearly, \( (T_i,T_{i+1}) \neq (A,B) \) for all \( i \). One sees that \( \Psi_{\text{tree}} \) maps the constructed sequence \( (T_i)_{1 \leq i \leq n} \) to \( T \). Hence, \( \Psi_{\text{tree}} \) is onto, and it is not hard to see that it is one-to-one as well. \( \square \)

2.3. A Gibbsian representation of the random environment. In this section we represent \( Q^{(n)} \) as the image measure of a Gibbsian probability measure under a suitable transformation. This representation is essential for the analysis of the random environment. The transformed local variables are called \( X_i, \bar{X}_i, \sigma_i, T_i, Z_i \) and \( \Gamma_i \). In the terminology of statistical mechanics, one may view them as abstract local “spin” variables. The new variables \( X_i, \bar{X}_i, Z_i, \Gamma_i \) consist essentially of logarithms of ratios between neighboring

|      | \( T_{i+1} = A \) | \( T_{i+1} = B \) | \( T_{i+1} = C \) | \( T_{i+1} = D \) |
|------|------------------|------------------|------------------|------------------|
| \( T_i = A \) | ![Diagram](image1) | ![Diagram](image2) | ![Diagram](image3) | ![Diagram](image4) |
| \( T_i = B \) | ![Diagram](image5) | ![Diagram](image6) | ![Diagram](image7) | ![Diagram](image8) |
| \( T_i = C \) | ![Diagram](image9) | ![Diagram](image10) | ![Diagram](image11) | ![Diagram](image12) |
| \( T_i = D \) | ![Diagram](image13) | ![Diagram](image14) | ![Diagram](image15) | ![Diagram](image16) |

**Fig. 3.** Possible transitions of the tree variables.
old variables \(x_e, y_i^2\), while \(\sigma_i\) and \(T_i\) are discrete. First, we describe the space of these transformed local variables.

**Definition 2.8.** We define
\[
\Omega^{(n)} := \Omega_{\text{left}} \times \Omega_{\text{cycle}} \times \Omega_{\text{rung}} \times \Omega_{\text{right}},
\]
where
\[
\begin{align*}
\Omega_{\text{left}} &= \mathbb{R}, \\
\Omega_{\text{cycle}} &= \mathbb{R}^2 \times \{\pm 1\} \times \{A, B, C, D\}, \\
\Omega_{\text{rung}} &= \mathbb{R}^2, \\
\Omega_{\text{right}} &= \mathbb{R}.
\end{align*}
\]
We endow \(\Omega^{(n)}\) with the reference measure \(d\omega\), defined as the Lebesgue measure on \(\mathbb{R}^{4n}\) times the counting measure. We denote the canonical projections on \(\Omega^{(n)}\) by
\[
\begin{align*}
\omega_{\text{left}}, & (\omega_{\text{cycle},i})_{1 \leq i \leq n}, (\omega_{\text{rung},i})_{1 \leq i \leq n-1}, \omega_{\text{right}},
\end{align*}
\]
where \(\omega_{\text{left}} = Z_0\), \(\omega_{\text{cycle},i} = (X_i, X_i, \sigma_i, T_i)\), \(\omega_{\text{rung},i} = (Z_i, \Gamma_i)\), \(\omega_{\text{right}} = Z_n\); hence a generic element on \(\Omega^{(n)}\) is
\[
\omega = (Z_0, (X_i, X_i, \sigma_i, T_i)_{1 \leq i \leq n}, (Z_i, \Gamma_i)_{1 \leq i \leq n-1}, Z_n).
\]
Furthermore, we set
\[
\bar{\Omega}^{(n)} := \{\omega \in \Omega^{(n)}: (T_i(\omega), T_{i+1}(\omega)) \neq (A, B) \text{ for all } i = 1, \ldots, n-1\}.
\]

Intuitively speaking, the components of \(\Omega^{(n)}\) are associated to parts of the ladder: \(\Omega_{\text{left}}\) and \(\Omega_{\text{right}}\) belong to the left and right rung, respectively; the \(i\)th \(\Omega_{\text{cycle}}\) component belongs to the \(i\)th cycle in the ladder, and the \(i\)th \(\Omega_{\text{rung}}\) component is associated to the step from the \(i\)th to the \((i+1)\)st cycle.

Using an intuitive statistical mechanics picture, one has a chain of “compound spins,” consisting of “inner spin variables” \(X_i, X_i, Z_i, \sigma_i\) and \(T_i\), while \(\Gamma_i\) measures the “separation” between neighboring compound spins.

This is clarified by the following definition; it describes the transformation to the new local variables. In order to simplify the notation we first define auxiliary variables \(U_i, W_i\) and \(Y_i\).

**Definition 2.9.** We introduce the abbreviations
\[
\begin{align*}
U_i &:= \frac{1}{2}[X_i + \overline{X_i}], & 1 \leq i \leq n, \\
W_i &:= \Gamma_i + U_{i+1} - U_i, & 1 \leq i \leq n-1, \\
Y_i &:= -Z_0 - \sum_{j=1}^{i-1} W_j, & 1 \leq i \leq n.
\end{align*}
\]
Recall the abbreviations (2.3). We set
\[
\Lambda_1^{(n)} := \{(x_e), (y_i, T) \in \Lambda^{(n)}: z_0 = 1, y_i \neq 0 \text{ for all } i\}.
\]
and we define $\Psi: \tilde{\Omega}(n) \to \Lambda_1^{(n)}$, $\omega \mapsto ((x_e)_{e \in E(n)}, (y_i)_{1 \leq i \leq n}, T)$, as follows:

$\begin{align*}
  x_i &= e^{\sum_j (\omega_j + Y_i(\omega))}, \quad x_i = e^{\sum_j (\omega_j + Y_i(\omega))}, \\
  y_i &= \sigma_i e^{Y_i(\omega)/2}, \quad 1 \leq i \leq n; \\
  z_0 &= 1, \quad z_i = e^{Z_i(\omega) + (Y_i(\omega) + Y_{i+1}(\omega))/2}, \\
  z_n &= e^{Z_n(\omega) + Y_n(\omega)}, \quad 1 \leq i \leq n - 1; \\
  T &= \Psi_{\text{tree}}(T_1(\omega), \ldots, T_n(\omega)).
\end{align*}$

For our analysis below, it is essential to consider as our new (capital) variables logarithms of quotients roughly of the type $x_e/x_{e'}$ or $x_e/y_i^2$, with $e$ close to $e'$ and close to level $i$, since these variables turn out to have uniformly exponential tails. There is some arbitrariness in the choice of the precise form of the change of variables. Our choice was optimized so that the estimate for the local Hamiltonians in Proposition 3.2, is valid for sufficiently small values of $a$.

Speaking very roughly and using the statistical mechanics picture again, $Y_i$ may be viewed as the center of the $i$th compound spin, while $\Sigma_i$, $\overline{X}_i$ and $Z_i$ can be considered as distances of the constituents of the $i$th compound spin to the center. The constituents are bound together by strong internal forces. In the intuitive picture, the locations $\Sigma_i + Y_i$, $\overline{X}_i + Y_i$ and $Z_i + \frac{1}{2}(Y_i + Y_{i+1})$ of the constituents are logarithms of the original edge weights $x_e$. Multiplicative scaling of these weights corresponds to shifting the whole spin chain.

We note that $\Lambda_1^{(n)}$ has full $\mathbb{Q}(n)$-measure, that is, $\mathbb{Q}(n)[\Lambda_1^{(n)}] = 1$, and that $\Psi: \tilde{\Omega}(n) \to \Lambda_1^{(n)}$ is a bijection. Its inverse $\Psi^{-1}: \Lambda_1^{(n)} \to \tilde{\Omega}(n)$ is expressed by the following equations:

$\begin{align*}
  \overline{X}_i &= \ln \frac{x_i}{y_i^2}, \quad \overline{X}_i = \ln \frac{\overline{x}_i}{y_i^2}, \quad \sigma_i = \text{sgn } y_i, \\
  T_i &= [\Psi^{-1}_{\text{tree}}(T)]_i, \quad 1 \leq i \leq n, \\
  Z_0 &= \ln \frac{z_0}{y_1}, \quad Z_i = \ln \frac{z_i}{|y_i y_{i+1}|}, \quad Z_n = \ln \frac{z_n}{y_n}, \\
  \Gamma_i &= \frac{1}{2} \left[ \ln \frac{\overline{x}_i}{\overline{x}_{i+1}} + \ln \frac{\overline{X}_i}{\overline{X}_{i+1}} \right], \quad 1 \leq i \leq n - 1.
\end{align*}$

The following relations are also useful:

$\begin{align*}
  Y_i &= 2 \ln |y_i| \\
  &= \frac{1}{2}(X_i + \overline{X}_1 - \overline{X}_i) - Z_0 - \sum_{j=1}^{i-1} \Gamma_j, \quad 1 \leq i \leq n,
\end{align*}$
\[ (2.39) \quad W_i = Y_i - Y_{i+1} = \ln \frac{y_i^2}{y_{i+1}^2}, \]
\[ (2.40) \quad \Gamma_i = [U_i + Y_i] - [U_{i+1} + Y_{i+1}], \quad 1 \leq i \leq n - 1. \]

The reason to take \( y_i \) squared is its scaling behavior in (2.14).

The image measure of \( \mathbb{Q}^{(n)} \) with respect to the transformation \( \Psi^{-1} : \Lambda_1^{(n)} \to \hat{\Omega}^{(n)} \subset \Omega^{(n)} \) turns out to be a Gibbs measure; we show this in Lemma 2.13. But first, we introduce the relevant local Hamiltonians for this Gibbs measure. Without deformation, we introduce a “deformation parameter” \( \eta \) already at this point. In the language of statistical mechanics, one may view \( \eta \) as an external force, coupling to the “separation” \( \Gamma_i \) between compound spins. Without deformation, \( \eta \) takes the value 1/4.

In analogy to (2.28) and (2.29), we use the following abbreviations:
\[ (2.41) \quad U = \frac{1}{2}(X + X'), \quad U' = \frac{1}{2}(X' + X'), \quad W = \Gamma + U' - U. \]

**Definition 2.10.** For \( \eta \in \mathbb{R} \), we define
\[ H_{\text{middle},a,\eta} : \Omega_{\text{cycle}} \times \Omega_{\text{rung}} \times \Omega_{\text{cycle}} \to \mathbb{R} \cup \{\infty\}, \]
\[ H_{\text{middle},a,\eta}(X, X', \sigma, T | \Omega_{\text{cycle}}) = H_{\text{middle},a,0} - \eta \Gamma, \]
where
\[ H_{\text{middle},a,0} := \frac{3a + 1}{2} \left\{ \ln [e^{X+X'/2} + e^{X'-X/2} + e^Z] + \ln [e^{X+X'/2} + e^{X'-X/2} + e^Z] \right\}, \]
\[ H_{\text{linear},a} := -(a + \frac{1}{2}) (U + U' + Z), \]
\[ H_{\text{tree}} := \frac{1}{2} \left[ \mathbb{1}_{\{T=C\}} X + \mathbb{1}_{\{T=D\}} X' + \mathbb{1}_{\{T' = C\}} X' + \mathbb{1}_{\{T' = D\}} X \right] \]
\[ + \left[ \mathbb{1}_{\{T' = B\}} + \mathbb{1}_{\{T = A\}} \right] Z + \frac{1}{2} \left[ \mathbb{1}_{\{T' = B\}} - \mathbb{1}_{\{T = A\}} \right] W \]
\[ - \frac{1}{2} \left[ \mathbb{1}_{\{T = A\}} - \mathbb{1}_{\{T = B\}} \right] U + \frac{1}{2} \left[ \mathbb{1}_{\{T' = A\}} - \mathbb{1}_{\{T' = B\}} \right] U', \]
\[ H_{\text{exp}I} := \frac{1}{4} [e^{-X} + e^{-X'} + e^{-X} + e^{-X'}], \]
\[ H_{\text{exp}II} := \frac{1}{2} [\sigma e^{W/4} - \sigma' e^{W/4}] e^{-Z}, \]
\[ H_{\text{constraint}} := +\infty \cdot \mathbb{1}_{\{T = A, T' = B\}}. \]

The piece \( H_{\text{constraint}} \) encodes the constraint \((T_i, T_{i+1}) \neq (A, B)\) for the tree variables; intuitively speaking, the energy required to violate this constraint is infinite.
We define the reflection \( \leftrightarrow \) by \( A \leftrightarrow = B, B \leftrightarrow = A, C \leftrightarrow = C \) and \( D \leftrightarrow = D \). For \( \omega = (X, X, \sigma, T) \in \Omega_{\text{cycle}} \), we define \( \omega' \leftrightarrow := (X, X, \sigma, T \leftrightarrow) \). We observe the following reflection symmetry property:

\[
H_{\text{middle},a,\eta}(\omega'Z, \Gamma|\omega) = H_{\text{middle},a,-\eta}(\omega'Z, -\Gamma|\omega) .
\]

The two ends of the ladder need some extra consideration:

**Definition 2.11.** We define \( H_{\text{left},a} : \Omega_{\leftarrow} \times \Omega_{\text{cycle}} \to \mathbb{R} \) by

\[
H_{\text{left},a}(Z|X, X, \sigma, T) = H_{\text{left},a} := H_{\text{left},\ln,a} + H_{\text{left},\text{tree}} + H_{\exp} + \frac{U}{4},
\]

where

\[
H_{\text{left},\ln,a} := a \ln[e^{X} + e^{Z}] + (a + \frac{1}{2}) \{ \ln[e^{X} + e^{Z}] - [U + Z] \},
\]

\[
H_{\text{left},\text{tree}} := \frac{1}{2} \{ \mathbb{1}_{T=C}X + \mathbb{1}_{T=D}X \}
+ \mathbb{1}_{T=B}Z + \frac{1}{2} \{ \mathbb{1}_{T=A} - \mathbb{1}_{T=B} \} U,
\]

\[
H_{\exp} := \frac{1}{2} \{ e^{-X} + e^{-Z} \} + \frac{1}{2} e^{-Z} .
\]

We define \( H_{\text{right},a} : \Omega_{\text{cycle}} \times \Omega_{\rightarrow} \to \mathbb{R} \) by

\[
H_{\text{right},a}(X, X, \sigma, T|Z) = H_{\text{right},a} := H_{\text{right},\ln,a} + H_{\text{right},\text{tree}} + H_{\exp} - \frac{U}{4},
\]

with

\[
H_{\text{right},\ln,a} := (a + \frac{1}{2}) \{ \ln[e^{X} + e^{Z}] + \ln[e^{X} + e^{Z}] - [U + Z] \},
\]

\[
H_{\text{right},\text{tree}} := \frac{1}{2} \{ \mathbb{1}_{T=C}X + \mathbb{1}_{T=D}X \}
+ \mathbb{1}_{T=A}Z - \frac{1}{2} \{ \mathbb{1}_{T=A} - \mathbb{1}_{T=B} \} U.
\]

The total Hamiltonian is defined to be the sum of all local pieces; here the deformation parameter \( \eta \) equals 1/4:

**Definition 2.12.** We define \( H^{(n)} : \Omega^{(n)} \to \mathbb{R} \cup \{ \infty \} \) by

\[
H^{(n)}(\omega) := H_{\text{left},a}(\omega_{\leftarrow,1})
+ \sum_{i=1}^{n-1} H_{\text{middle},a,1/4}(\omega_{\text{cycle},i} \omega_{\text{rung},i} \omega_{\text{cycle},i+1})
+ H_{\text{right}}(\omega_{\text{cycle},n} \omega_{\rightarrow}).
\]
The following lemma shows that the Gibbs measure defined by the total Hamiltonian \( H^{(n)} \) indeed describes the random environment for the reinforced random walk, transformed to the local spin variables.

Recall Definition 2.9 of the bijection \( \Psi \) and the definition of the reference measure \( d\omega \) on \( \Omega^{(n)} \) in Definition 2.8.

**Lemma 2.13.** Let \( \mathbb{P}^{(n)} \) denote the image measure of \( \mathbb{Q}^{(n)} \) (restricted to the set \( \Lambda_1^{(n)} \) of full measure) under the map \( \Psi^{-1}: \Lambda_1^{(n)} \to \Omega^{(n)} \), that is, for all measurable functions \( f: \Lambda^{(n)} \to \mathbb{R}_+ \), we have

\[
\int_{\Lambda^{(n)}} f \, d\mathbb{Q}^{(n)} = \int_{\Omega^{(n)}} f \circ \Psi \, d\mathbb{P}^{(n)}.
\]

Then \( \mathbb{P}^{(n)} \) has the following representation as a Gibbs measure:

\[
d\mathbb{P}^{(n)} = [Z^{(n)}]^{-1} e^{-H^{(n)}(\omega)} d\omega,
\]

with \( Z^{(n)} := \int_{\Omega^{(n)}} e^{-H^{(n)}(\omega)} d\omega. \)

**Proof.** The presence of \( H_{\text{constraint}} \) in the Hamiltonian guarantees that \( e^{-H^{(n)}} \) is indeed supported on range(\( \Psi^{-1} \)) = \( \tilde{\Omega}^{(n)} \subset \Omega^{(n)} \), that is, \( e^{-H^{(n)}} = 0 \) as soon as one of the constraints \( (T_i, T_{i+1}) \neq (A, B) \) is violated.

For \( f: \Lambda^{(n)} \to \mathbb{R}_+ \) as above, we get the following by the transformation formula and the definition (2.16) of \( \mathbb{Q}^{(n)} \):

\[
\int_{\tilde{\Omega}^{(n)}} f \circ \Psi \, d\mathbb{P}^{(n)} = \int_{\Lambda_1^{(n)}} f \, d\mathbb{Q}^{(n)}
\]

\[
= \frac{(3n)!}{z^{(n)}} \int_{\tilde{\Omega}^{(n)}} (f \circ \Psi)(\Phi^{(n)} \circ \Psi) J \, d\omega,
\]

with an appropriate Jacobi determinant \( J \), specified in (2.70). Recall that the components of \( \omega \), described in (2.26), consist of both continuous and discrete parts. The Jacobi determinant \( J \) is taken only with respect to the continuous variables with the constant value \( z_0 = 1 \) dropped.

Because of (2.60), it suffices to show that

\[
- \ln(\Phi^{(n)}(\Psi(\omega))J(\omega)) = H^{(n)}(\omega) + c_6
\]

holds for all \( \omega \) in the domain \( \tilde{\Omega}^{(n)} \) of \( \Psi \) with a constant \( c_6(n) \in \mathbb{R} \). We rewrite the density \( \phi^{(n)} \) given in (2.6) as follows:

\[
\phi^{(n)}(x, y, T)
\]

\[
= \exp \left[ -\frac{1}{2} y A^{(n)}(x) y^t \right] \prod_{i=1}^{n-1} \left[ \frac{[x_i x_{i+1} x_i^2]^{a/2+1/4}}{x_i^{a+1/2}} \right] \prod_{i=1}^{n} \left[ \frac{[x_n x_{n-1} x_n^2]^{a/2+1/4}}{x_n^{a+1/2}} \right]
\]

\[
\times \prod_{i=1}^{n-1} \left[ \frac{[x_i x_{i+1} x_i^2]^{a/2+1/4}}{[x_i x_j]^{(3a+1)/2}} \right] \prod_{i=1}^{n} \left[ \frac{[x_n x_{n-1} x_n^2]^{a/2+1/4}}{[x_n x_j]^{(3a+1)/2}} \right] \prod_{i=0}^{n} \frac{z_i^{-2}}{z_i} \prod_{e \in E(T)} \prod_{e \in E(T)} x_e.
\]
Using the explicit form \((2.5)\) of \(A^{(n)}\), we express the argument of the first exponential term as follows:

\[
\frac{1}{2} y A^{(n)}(x) y^t = \frac{1}{2} \left\{ \frac{y_1^2}{z_0} + \frac{y_n^2}{z_n} + \sum_{i=1}^{n-1} \left( \frac{y_i^2}{x_i} + \frac{y_i^2}{x_i} \right) + \sum_{i=1}^{n-1} \frac{(y_i - y_{i+1})^2}{z_i} \right\}
\]

\[
= \frac{1}{2} \left\{ e^{-Z_0} + e^{-Z_n} + \sum_{i=1}^{n} \left[ e^{-X_i} + e^{-X_i} \right] + \sum_{i=1}^{n-1} \left[ \sigma_i e^{W_i/4} - \sigma_{i+1} e^{-W_i/4} \right] e^{-Z_i} \right\}
\]

\[(2.63)\]

\[
= H_{\exp} (\omega_{\text{left}} | \omega_{\text{cycle},1})
\]

\[
+ \sum_{i=1}^{n-1} \left[ H_{\exp I} + H_{\exp II} \right] (\omega_{\text{cycle},i} | \omega_{\text{rung},i} | \omega_{\text{cycle},i+1})
\]

\[
+ H_{\exp} (\omega_{\text{cycle},n} | \omega_{\text{right}}).
\]

This is the exponential part of the Hamiltonian \(H^{(n)}\). Next, we analyze the part of the density \(\Phi^{(n)}\) which depends on the parameter \(a\). For \(1 \leq i \leq n - 1\), we have by Definition 2.9 and \((2.39)\)

\[
- \ln \left[ \frac{\overline{x}_i \overline{x}_{i+1} \overline{x}_{i+1} z_i^2}{x_i x_i^a} \right]^{a/2 + 1/4}
\]

\[(2.64)\]

\[
= \frac{3a + 1}{2} \ln \left[ e^{X_i + Y_i + e^{X_{i+1} + Y_{i+1} + e^{Z_{i+1}}} + Y_{i+1}} / 2 \right]
\]

\[
+ \frac{3a + 1}{2} \ln \left[ e^{X_i + Y_i + e^{X_{i+1} + Y_{i+1} + e^{Z_{i+1}}} + Y_{i+1}} / 2 \right]
\]

\[
- \left( a + \frac{1}{2} \right) \left[ U_i + U_{i+1} + Z_i + \frac{3}{2} Y_i + \frac{3}{2} Y_{i+1} \right]
\]

\[
= \frac{3a + 1}{2} \ln \left[ e^{X_i + W_i/2 + e^{X_{i+1} - W_i/2 + e^{Z_i}}} / 2 \right]
\]

\[
+ \frac{3a + 1}{2} \ln \left[ e^{X_i + W_i/2 + e^{X_{i+1} - W_i/2 + e^{Z_i}}} / 2 \right]
\]

\[
- \left( a + \frac{1}{2} \right) \left[ U_i + U_{i+1} + Z_i \right] - \frac{1}{4} [Y_i + Y_{i+1}]
\]

\[
= (H_{\text{ln},a} + H_{\text{linear},a}) (\omega_{\text{cycle},i} | \omega_{\text{rung},i} | \omega_{\text{cycle},i+1}) - \frac{1}{4} [Y_i + Y_{i+1}].
\]

Similarly, a calculation using Definition 2.9 and in particular \(Y_1 = -Z_0\) yields

\[
- \ln \left[ \frac{\overline{x}_i \overline{x}_{i+1} z_i^2}{x_i x_i^a} \right]^{a/2 + 1/4}
\]
\[
\begin{align*}
\Psi(Z_0, (X_1, X_1), \sigma, T_i)_{1 \leq i \leq n}, (Z_i, \Gamma_i)_{1 \leq i \leq n-1}, Z_n) & = ((X_i, \Gamma_i)_{1 \leq i \leq n}, (z_0)_{1 \leq i \leq n-1}, (y_i)_{1 \leq i \leq n}, T) \\
& = ((e^{X_1 + Y_1} e^{X_i + Y_i})_{1 \leq i \leq n}, 1, (e^{Z_i + (Y_i + Y_{i+1})/2})_{1 \leq i \leq n-1}, \\
& \quad e^{Z_n + Y_n}, (\sigma_i e^{Y_i/2})_{1 \leq i \leq n}, \Psi_{tree}((T_i)_{1 \leq i \leq n}))
\end{align*}
\]

with
\[
Y_i = -Z_0 + \frac{1}{2}(X_1 + X_1 - X_i - X_i) - \sum_{j=1}^{i-1} \Gamma_j
\]

by (2.38). Consider the map \( \Psi \) with the discrete arguments \( \sigma_i \) and \( T_i \) taken fixed and the discrete component \( T \) and the constant component \( z_0 = 1 \) in the image vector dropped. We write this map as a composition of three maps:
\[
(Z_0, X_1, X_1, \ldots, X_n, X_n, Z_1, \Gamma_1, \ldots, Z_{n-1}, \Gamma_{n-1}, Z_n) \rightarrow (X_1, X_1, \ldots, X_n, X_n, Z_1, \ldots, Z_n, Z_0, \Gamma_1, \ldots, \Gamma_{n-1})
\]
ERRW ON A LADDER

(2.69)
\[ \chi \mapsto (X_1, X_1, \ldots, X_n, Z_1, \ldots, Z_n, Y_1, \ldots, Y_n) \]
\[ \Xi \mapsto (x_1, x_1, \ldots, x_n, z_1, \ldots, z_n, y_1, \ldots, y_n). \]

The map \( \pi \) is just a permutation; thus, its Jacobi determinant has absolute value 1. Using (2.68), the Jacobi matrix \( D\chi \) is a lower triangular matrix having only the entries +1 and −1 on the diagonal; thus its determinant has also absolute value 1. Finally, the Jacobi matrix \( D\Xi \) is an upper triangular matrix; the values on the diagonal are given by
\[ \partial x_i / \partial X_i = e^{X_i + Y_i}, \quad \partial z_j / \partial Z_j = e^{Z_j + (Y_j + Y_{j+1})/2}, \quad \partial z_n / \partial Z_n = e^{Z_n + Y_n} \]
and \( \partial y_i / \partial Y_i = \frac{1}{2} \sigma_i e^{Y_i/2} \) with \( 1 \leq i \leq n \) and \( 1 \leq j \leq n - 1 \).

We observe that the Jacobi determinant \( J \) occurring in (2.60) equals
\[ J = | \det D(\Xi \circ \chi \circ \pi) | = | \det D\Xi | \]
\[ = e^{Z_n + Y_n} \prod_{i=1}^{n} \left( e^{X_i + Y_i} \right)^{n-1} \prod_{i=1}^{n-1} e^{Z_i + (Y_i + Y_{i+1})/2} \]
\[ = 2^{-n} \prod_{i=1}^{n} \left[ e^{Y_i/2} / x_i \right] \prod_{i=0}^{n} z_i. \]

Consequently,
\[ - \ln \left[ J \prod_{i=1}^{n} (x_i x_i)^{-1} \prod_{i=0}^{n} z_i^{-1} \right] = n \ln 2 - \frac{1}{2} n \sum_{i=1}^{n} Y_i. \]

It remains to analyze the part of the density \( \Phi^{(n)} \) which depends on the spanning tree \( T \). We note that
\[ \prod_{i=1}^{n} (x_i x_i)^{-1} \prod_{i=0}^{n} z_i^{-1} \prod_{e \in E(T)} x_e = \prod_{e \notin E(T)} x_e^{-1}. \]

Furthermore, using the definition of the tree variables \( A, B, C \) and \( D \) (see Figure 2) and the possible transitions between them (see Figure 3), we obtain
\[ - \ln \left[ \prod_{e \notin E(T)} x_e^{-1} \right] = \sum_{i=1}^{n} \left[ 1_{\{T_i = C\}} \ln x_i + 1_{\{T_i = D\}} \ln x_i \right] \]
\[ + \sum_{i=1}^{n-1} \left[ 1_{\{T_i = A\}} + 1_{\{T_i = B\}} \right] \ln z_i \]
\[ + 1_{\{T_1 = B\}} \ln z_0 + 1_{\{T_n = A\}} \ln z_n \]
\[ = \sum_{i=1}^{n} \left[ 1_{\{T_i = C\}} X_i + 1_{\{T_i = D\}} X_i \right]. \]
The remaining term $R$ is specified in (2.74); recall that $W_i = Y_i - Y_{i+1}$ by (2.39). Using the identity 
\[ [\mathbb{1}(T_i = A) + \mathbb{1}(T_i = B) + \mathbb{1}(T_i = C) + \mathbb{1}(T_i = D)] = 1, \]
we see that
\[ R = \sum_{i=1}^{n-1} \left[ [\mathbb{1}(T_i = B) - \mathbb{1}(T_i = A)] Y_i + \mathbb{1}(T_i = A) Y_{i+1} - Y_i \right] \]
\[ = \sum_{i=1}^{n-1} [1 - \mathbb{1}(T_i = A) - \mathbb{1}(T_i = B)] Y_i \]
\[ + \mathbb{1}(T_n = A) Y_n + \sum_{i=1}^{n-1} \left[ [\mathbb{1}(T_i = B) - \mathbb{1}(T_i = A)] Y_{i+1} - Y_i \right] \]
\[ = \sum_{i=1}^{n} Y_i + \mathbb{1}(T_1 = B) Z_0. \]

For the last equality, we used $Y_1 = -Z_0$ by (2.30). Combining (2.73) and (2.74) with the definitions (2.45), (2.52) and (2.56) of $H_{\text{tree}}$, $H_{\text{left,tree}}$ and $H_{\text{right,tree}}$, we get
\[ -\ln \left[ \prod_{e \notin E(T)} x_e^{-1} \right] = H_{\text{left,tree}}(\omega_{\text{left}} | \omega_{\text{cycle},1}) \]
\[ + \sum_{i=1}^{n-1} H_{\text{tree}}(\omega_{\text{cycle},i} | \omega_{\text{rung},i} | \omega_{\text{cycle},i+1}) \]
\[ + H_{\text{right,tree}}(\omega_{\text{cycle},n} | \omega_{\text{right}}) + \sum_{i=1}^{n} Y_i. \]

Note that the terms involving $U_i$ in $H_{\text{left,tree}}$, $H_{\text{tree}}$ and $H_{\text{right,tree}}$ form a telescopic sum, which vanishes. The right-hand side in (2.75) is the part of the Hamiltonian depending on the spanning tree $T$.

Next, we sum up (2.63)–(2.66), (2.71) and (2.75). Recall that in the definitions (2.50) of $H_{\text{left,a}}$ and (2.54) of $H_{\text{right,a}}$, there are additional terms.
We get the following result on the set \( \tilde{\Omega}^{(n)} \):
\[
- \ln((\Phi^{(n)} \circ \Psi)[J]) = H^{(n)} + \frac{1}{4} \sum_{i=1}^{n-1} \Gamma_i - \frac{U_1}{4} + \frac{U_n}{4}
\]

\[
= H^{(n)} + \frac{1}{4} \sum_{i=1}^{n-1} (Y_i + Y_{i+1}) - \frac{Y_1}{2} + n \ln 2 - \frac{1}{2} \sum_{i=1}^n Y_i + \sum_{i=1}^n Y_i
\]

\[
= H^{(n)} + n \ln 2 + \frac{1}{4} \sum_{i=1}^{n-1} (\Gamma_i - [U_i + Y_i] + [U_{i+1} + Y_{i+1}])
\]

where we used (2.40) in the last step. This proves the claim (2.61).

3. Bounds for the Hamiltonian. In this section we bound the local Hamiltonians from below, showing that they increase at least linearly at infinity. Unfortunately, these estimates are technically involved; but fortunately, for the remainder, it suffices to know only the statements of Propositions 3.2 and 3.5 and of Lemma 3.3.

3.1. Bounding \( H_{\text{middle}, a, \eta} \). The key to the linear bound of \( H_{\text{middle}, a, \eta} \) lies in the solution of a linear optimization problem. It seems to be more convenient to consider a dualized problem; this is why we introduce “dual variables” \( \kappa_{T, T'} \) in the following lemma.

**Lemma 3.1.** Let \( a = 1/2 \). Then there are \( \kappa_{T, T'} \geq 0 \), \( \kappa_{T, T'}' \geq 0 \), \( \kappa_{T, T'}'' \geq 0 \), \( \kappa_{T, T'}''' \geq 0 \) with

\[
\kappa_{T, T'} + \kappa_{T, T'}' = \frac{1}{4} \quad \text{and} \quad \kappa_{T, T'}'' + \kappa_{T, T'}''' = \frac{1}{4},
\]

such that one has

\[
H_{\text{lin,1/2}} + H_{\text{linear,1/2}} + H_{\text{tree}} + H_{\text{constraint}} - \frac{\Gamma}{4} \geq \kappa_{T, T'} X + \kappa_{T, T'}' X' + \kappa_{T, T'}'' X'' + \kappa_{T, T'}''' X'''.
\]

**Proof.** Due to the presence of \( H_{\text{constraint}} \) in the claim (3.2), there is nothing to show in the case \((T, T') = (A, B)\). Thus let us assume \((T, T') \in \{A, B, C, D\}^2 \setminus \{(A, B)\}\). Using \( \ln(e^x + e^y + e^z) \geq \max\{x, y, z\} \), we estimate \( H_{\text{lin,1/2}} \), defined in (2.43), from below by a convex combination: For all \( \alpha, \beta, \gamma, \alpha', \beta', \gamma' \geq 0 \) with

\[
\alpha + \beta + \gamma = 1 \quad \text{and} \quad \alpha' + \beta' + \gamma' = 1,
\]

\[
\alpha + \beta + \gamma = 1 \quad \text{and} \quad \alpha' + \beta' + \gamma' = 1,
\]

\[
\alpha + \beta + \gamma = 1 \quad \text{and} \quad \alpha' + \beta' + \gamma' = 1,
\]

\[
\alpha + \beta + \gamma = 1 \quad \text{and} \quad \alpha' + \beta' + \gamma' = 1,
\]
we get
\[
H_{\text{lin},1/2} \geq \frac{5}{4} \left[ \max \left\{ X + \frac{W}{2}, X' - \frac{W}{2}, Z \right\} + \max \left\{ X + \frac{W}{2}, X' - \frac{W}{2}, Z \right\} \right]
\]

(3.4) \[\geq \frac{5}{4} \left[ \alpha \left( X + \frac{W}{2} \right) + \beta \left( X' - \frac{W}{2} \right) \right.
\]
\[+ \gamma \left( X + \frac{W}{2} \right) + \beta \left( X' - \frac{W}{2} \right) + \gamma Z \] =: K.

It suffices to show that for all 15 possible values \((T, T') \in \{A, B, C, D\}^2 \setminus \{(A, B)\}\) of the tree variables, there exist
\[
\alpha \geq 0, \quad \beta \geq 0, \quad \gamma \geq 0, \quad \alpha' \geq 0, \quad \beta' \geq 0, \quad \gamma' \geq 0,
\]

(3.5) \[\varepsilon_{T, T'} \geq 0, \quad \varepsilon_{T, T'} \geq 0, \quad \varepsilon_{T', T'} \geq 0, \quad \varepsilon_{T', T'} \geq 0,
\]
so that (3.1), (3.3) and
\[
K + H_{\text{linear}, 1/2} + H_{\text{tree}} - \frac{\Gamma}{4} = \varepsilon_{T, T'} X + \varepsilon_{T, T'} X' + \varepsilon_{T', T'} X' + \varepsilon_{T', T'} X
\]

(3.6) hold for all real values \(X, X', X', X', Z\) and \(\Gamma\). Indeed, the claim (3.2) follows from (3.6) and the bound (3.4).

Equation (3.6) is equivalent to the system of equations for the coefficients of \(X, X', X', X', Z\) and \(\Gamma\) in (3.6). This system together with (3.1), (3.3) and the inequalities (3.5) form a system of linear equations and linear inequalities. We solved this system with a computer for all 15 possibilities for the tree variables \((T, T')\). Here is one possible solution:

\[
\alpha := \frac{1}{10} \left[ \mathbb{I}_{\{T' = A\}} - \mathbb{I}_{\{T' = B\}} + \mathbb{I}_{\{T' = C\}} \right.
\]
\[\left. - \mathbb{I}_{\{T = A, T' = D\}} + \mathbb{I}_{\{T = B, T' = D\}} + \mathbb{I}_{\{T = C, T' = D\}} \right]
\]
\[+ \frac{1}{5} \left[ 3 + \mathbb{I}_{\{T = A\}} - \mathbb{I}_{\{T = B\}} - 2 \cdot \mathbb{I}_{\{T = C\}} + \mathbb{I}_{\{T = C, T' = B\}} \right],
\]

(3.7) \[
\beta := \frac{1}{10} \left[ \mathbb{I}_{\{T' = B\}} - \mathbb{I}_{\{T = A\}} - 3 \cdot \mathbb{I}_{\{T' = C\}} + \mathbb{I}_{\{T = A, T' = D\}} \right.
\]
\[+ \frac{1}{5} \left[ 2 - \mathbb{I}_{\{T = A\}} + \mathbb{I}_{\{T = B\}} - \mathbb{I}_{\{T = B, T' = A\}} + \mathbb{I}_{\{T = C, T' = B\}} \right.
\]
\[+ \mathbb{I}_{\{T = A, T' = C\}} - \mathbb{I}_{\{T = B, T' = C\}} - \mathbb{I}_{\{T = B, T' = D\}} \left],
\]

(3.8) \[
\gamma := 1 - \alpha - \beta,
\]

(3.9) \[
\alpha' := \frac{4}{5} + \frac{1}{5} \mathbb{I}_{\{T = A\}} - \alpha,
\]

(3.10) \[
\beta' := \frac{2}{5} + \frac{4}{5} \mathbb{I}_{\{T' = B\}} - \beta,
\]

(3.11) \[
\gamma' := 1 - \alpha - \beta
\]

(3.12)
and

\begin{equation}
\mathcal{E}_{T,T'} := \frac{1}{4}[1 + \mathbb{1}_{T=C,T'=B} - \mathbb{1}_{T'=B} - \mathbb{1}_{T=A,T'=D} - \frac{1}{2}\mathbb{1}_{T=D,T'=D}]
\end{equation}

(3.13)

\begin{equation}
\mathcal{F}_{T,T'} := \frac{1}{4} - \mathcal{E}_{T,T'},
\end{equation}

(3.14)

\begin{equation}
\mathcal{E}'_{T,T'} := \frac{1}{4}[1 - \mathbb{1}_{T'=B} - \mathbb{1}_{T=A} + \mathbb{1}_{T=B,T'=B} + \mathbb{1}_{T=A,T'=C}]
\end{equation}

(3.15)

\begin{equation}
\mathcal{F}'_{T,T'} := \frac{1}{4} - \mathcal{E}'_{T,T'}.
\end{equation}

(3.16)

Indeed, an elementary but tedious calculation shows that (3.6) and the inequalities (3.5) are fulfilled for our choice. We checked all the conditions with the help of a computer algebra system, but they can also be checked by hand for the 15 combinations of the tree variables. This completes the proof. □

The following lemma bounds the local Hamiltonians “in the middle” of the ladder. We split off the exponential part \( H_{\text{expII}} \), since this refined bound is needed in a deformation argument in Section 4.2.

**Proposition 3.2.** For all \( a > 1/2 \) and for all \( \eta \in [-1/4, 1/4] \) one has

\begin{equation}
H_{\text{middle},a,\eta} \geq H_{\text{middle},a,\eta} - H_{\text{expII}} \geq c_\eta(a)[|X| + |X| + |Z| + |\Gamma| + |X'| + |X'|]
\end{equation}

(3.17)

with the constant \( c_\eta(a) = \frac{1}{10}\min\{a - \frac{1}{2}, 1\} > 0 \).

**Proof.** In the estimate (3.19), we use the elementary bound

\begin{equation}
3\ln(e^x + e^y + e^z) - x - y - z \geq 3\max\{x, y, z\} - x - y - z
\end{equation}

(3.18)

\begin{equation}
\geq \frac{3}{2}[|x-y| + |x-z| + |y-z|]
\end{equation}

twice, for \( x = X + W/2, y = X' - W/2, z = Z \) and for \( x = X + W/2, y = X' - W/2, z = Z \). Furthermore, we use an average between the two bounds \( |x_1| + |x_2| + |x_3| + |x_4| \geq |x_1 + x_2 + x_3 + x_4| \) and \( |x_1| + |x_2| + |x_3| + |x_4| \geq |x_1 - x_3| + |x_2 - x_4| \) in the third step in (3.19), and we abbreviate \( \tilde{a} = a - 1/2 \). This yields

\begin{equation}
(H_{\text{lin},a} + H_{\text{linear},a}) - (H_{\text{lin},1/2} + H_{\text{linear},1/2})
\end{equation}

\begin{equation}
= \frac{\tilde{a}}{2}[3\ln(e^{X+W/2} + e^{X'-W/2} + e^{Z})]
\end{equation}
\[ + 3 \ln(e^{X+2W} + e^{-X-W} + e^{Z}) - X - X' - X - X' - 2Z \]
\[ \geq \frac{\tilde{a}}{4} \left| X - X' + W \right| + \left| X + \frac{W}{2} - Z \right| + \left| X' - \frac{W}{2} - Z \right| \]
\[ \geq \frac{\tilde{a}}{4} \left| X - X' + W \right| + \left| X - X' + W \right| \]
\[ + \frac{\tilde{a}}{8} \left| X - X' \right| + \left| X + X' + X' - 4Z \right| \]
\[ \geq \frac{\tilde{a}}{4} \left| X + X - X' - X' + 2W \right| \]
\[ + \frac{\tilde{a}}{8} \left| X - X' \right| + \left| X + X' + X' - 4Z \right| \].

Lemma 3.1 implies that
\[ H_{\text{ln,1/2}} + H_{\text{linear,1/2}} + H_{\text{tree}} + H_{\text{constraint}} - \frac{\Gamma}{4} \]
\[ \geq \frac{1}{4} \left[ \min\{X, \bar{X}\} + \min\{X', \bar{X}'\} \right] \]
holds. We also need the following fact: For all \( \varepsilon > 0 \), we have
\[ \min\{x, y\} + e^{-x} + e^{-y} + \varepsilon|x - y| \geq \delta(|x| + |y|) \]
where \( \delta = \min\{\varepsilon, 1/2\} \). To prove this fact, we may assume \( y \geq x \) without loss of generality, using symmetry. Abbreviating \( u_- := \max\{-u, 0\} \) and using \( e^{-u} \geq 2u_- \), we get the claim (3.21):
\[ \min\{x, y\} + e^{-x} + e^{-y} + \varepsilon|x - y| \]
\[ \geq x + 2x_- + 2y_- + \delta|x - y| \]
\[ = |x| - \delta x + 2y_- + \delta y \]
\[ \geq (1 - \delta)|x| + \delta|y| \]
\[ \geq \delta(|x| + |y|). \]
Combining (3.19), (3.20) and the definition (2.46) of \( H_{\text{expl}} \), we conclude
\[ H_{\text{middle},a,1/4} - H_{\text{expl}} \]
\[ = (H_{\text{ln},a} + H_{\text{linear},a}) - (H_{\text{ln,1/2}} + H_{\text{linear,1/2}}) \]
\[ + \left( H_{\text{ln,1/2}} + H_{\text{linear,1/2}} + H_{\text{tree}} + H_{\text{constraint}} - \frac{\Gamma}{4} \right) + H_{\text{expl}} \]
(3.23)
\[ \geq \frac{\tilde{a}}{4}|X + \overline{X} - X' - \overline{X'} + 2W| \\
\quad + \frac{\tilde{a}}{8}[|X - \overline{X}| + |X' - \overline{X'}| + |X + \overline{X} + X' + \overline{X'} - 4Z|] \\
\quad + \frac{1}{4}[\min\{|X, \overline{X}| + \min\{X', \overline{X'}| + e^{-X} + e^{-X'} + e^{-\overline{X}} + e^{-\overline{X'}}].
\]

For the first summand in the last expression, we use the relation (2.41) between \( W \) and \( \Gamma \). Then, two applications of the fact (3.21) with \( \varepsilon = \tilde{a}/2 \), \( \delta = \min\{\tilde{a}/2, 1/2\} \) yield the following lower bound for the terms (3.23):

\[ (3.23) \geq \frac{\tilde{a}}{2}|\Gamma| + \frac{\tilde{a}}{8}|X + \overline{X} + X' + \overline{X'} - 4Z| \\
\quad + \frac{\delta}{4}|X| + |X'| + |\overline{X'}| \\
\geq \frac{\delta}{8}|\Gamma| + \frac{\delta}{8}|X + \overline{X} + X' + \overline{X'} - 4Z| \\
\quad + \frac{\delta}{4}|X| + |X'| + |\overline{X'}| \\
\geq \frac{\delta}{8}|X| + |\overline{X}| + |Z| + |\Gamma| + |X'| + |\overline{X'}|.
\]

In the case \( \eta = 1/4 \), this proves the second inequality in the claim (3.17). By the symmetry property (2.49), this implies the second inequality in (3.17) in the case \( \eta = -1/4 \), too. For \(-1/4 < \eta < 1/4\), \( H_{\text{middle}, a, \eta} - H_{\text{expII}} \) is a convex combination of \( H_{\text{middle}, a, 1/4} - H_{\text{expII}} \) and \( H_{\text{middle}, a, -1/4} - H_{\text{expII}} \). Thus we get the second inequality in (3.17) in the general case, too. The first inequality in (3.17) follows immediately from \( H_{\text{expII}} \geq 0 \); recall its definition (2.47). \( \square \)

**Lemma 3.3.** For all \( \omega = (X, \overline{X}, \sigma, T) \in \Omega_{\text{cycle}}, \omega' = (X', \overline{X'}, \sigma', T') \in \Omega_{\text{cycle}}, \omega_{\text{rung}} = (Z, \Gamma) \in \Omega_{\text{rung}}, \) the map

\[ (3.25) [-1,1] \ni \gamma \mapsto H_{\text{middle}, a, 0}(\omega|Z, \Gamma + \gamma 1_{\{\sigma \neq \sigma'\}}|\omega') \]

is twice differentiable with the following bounds on its derivatives:

\[ \sup_{-1 \leq \gamma \leq 1} \left| \frac{\partial^j}{\partial \gamma^j} H_{\text{middle}, a, 0}(\omega|Z, \Gamma + \gamma 1_{\{\sigma \neq \sigma'\}}|\omega') \right| \leq c_8 + H_{\text{expII}}(\omega|\omega_{\text{rung}}|\omega') \]

holds for \( j = 1, 2 \) with some constant \( c_8 = c_8(a) > 0 \).
Proof. Let \( j \in \{1, 2\} \), and let \( \Theta_\gamma \) denote the map \((\omega|_{\text{rung}}|\omega') \mapsto (\omega|_{Z}, \Gamma + 1_{\{\sigma \neq \sigma'\}} \gamma|\omega')\).

By (2.41), \( \Gamma = W + U - U' \). Hence, the terms contributing to the derivatives under consideration are those depending on \( \Gamma \) and \( W \). Consequently, using the explicit form of \( H_{\text{middle},a,0} \) from Definition 2.10, we see that

\[
\sup_{-1 \leq \gamma \leq 1} \left| \frac{\partial^j}{\partial \gamma^j} [H_{\text{middle},a,0} \circ \Theta_\gamma] \right|
\leq c_9 + \sup_{-1 \leq \gamma \leq 1} \left| \frac{\partial^j}{\partial \gamma^j} [H_{\text{ln},a} \circ \Theta_\gamma] \right| + \sup_{-1 \leq \gamma \leq 1} \left| \frac{\partial^j}{\partial \gamma^j} [H_{\text{expII}} \circ \Theta_\gamma] \right|
\]

with a constant \( c_9 > 0 \). It is not hard to see that \( \frac{\partial^j}{\partial \gamma^j} \ln[e^{X+W/2} + e^{-X'-W/2 + e^Z}] \) is bounded for \( j = 1, 2 \). Hence,

\[
\sup_{-1 \leq \gamma \leq 1} \left| \frac{\partial^j}{\partial \gamma^j} [H_{\text{ln},a} \circ \Theta_\gamma] \right| \leq c_{10}
\]

with a constant \( c_{10} > 0 \). By the definition (2.47) of \( H_{\text{expII}} \), we have

\[
H_{\text{expII}} \circ \Theta_\gamma = \frac{1}{2} [e^{(W \circ \Theta_\gamma)}/2 - 2\sigma\sigma' + e^{-(W \circ \Theta_\gamma)/2}] e^{-Z}
\]

with \( W \circ \Theta_\gamma = W + 1_{\{\sigma \neq \sigma'\}} \). Thus, the following hold:

\[
\sup_{-1 \leq \gamma \leq 1} \left| \frac{\partial}{\partial \gamma} [H_{\text{expII}} \circ \Theta_\gamma] \right|
= \sup_{-1 \leq \gamma \leq 1} \left| \frac{1}{4} [e^{(W \circ \Theta_\gamma)/2} - e^{-(W \circ \Theta_\gamma)/2}] e^{-Z} 1_{\{\sigma \neq \sigma'\}} \right|
\leq H_{\text{expII}},
\]

\[
\sup_{-1 \leq \gamma \leq 1} \left| \frac{\partial^2}{\partial \gamma^2} [H_{\text{expII}} \circ \Theta_\gamma] \right|
= \sup_{-1 \leq \gamma \leq 1} \left| \frac{1}{8} [e^{(W \circ \Theta_\gamma)/2} + e^{-(W \circ \Theta_\gamma)/2}] e^{-Z} 1_{\{\sigma \neq \sigma'\}} \right|
\leq H_{\text{expII}}.
\]

For the last inequalities in (3.30) and (3.31), we used that \( |e^{(W + \gamma)/2} \pm e^{-(W + \gamma)/2}| \leq 2(e^{W/2} / 2\sigma\sigma' + e^{-W/2}) \) for \(-1 \leq \gamma \leq 1\) on the event \( \{\sigma \neq \sigma'\}\), that is, for \(-2\sigma\sigma' = 2\). The claim follows from the bounds (3.30) and (3.31) together with (3.27) and (3.28). \( \square \)
3.2. Bounding $H_{\text{left},a}$ and $H_{\text{right},a}$. The bounds for the boundary parts in the total Hamiltonian are obtained roughly similarly to the bound of the “middle” piece.

**Lemma 3.4.** Let $a = 3/4$. The following bounds hold:

$$H_{\text{left},3/4} - H_{\text{exp}} \geq Z/4 \quad \text{and} \quad H_{\text{right},3/4} - H_{\text{exp}} \geq Z/4.$$  

**Proof.** Let $T \in \{A, B, C, D\}$. First we estimate $H_{\text{left},3/4}$. For all $\alpha, \beta \in [0, 1]$, we have

$$\left(a + \frac{1}{2}\right) \ln[e^X + e^Z] + a \ln[e^X + e^Z] \geq \frac{5}{4} \max \{X, Z\} + \frac{3}{4} \max \{\overline{X}, \overline{Z}\}.$$  

Substituting the bound (3.33) with this choice in Definition 2.11 of $H_{\text{left},3/4}$, an elementary but tedious calculation shows that the bound on the left-hand side in (3.32) is satisfied.

Similarly, we get a bound for $H_{\text{right},3/4}$: For all $\alpha, \beta \in [0, 1]$, we have

$$\left(a + \frac{1}{2}\right) \left\{\ln[e^X + e^Z] + \ln[e^\overline{X} + e^\overline{Z}]\right\} \geq \frac{5}{4} \max \{X, Z\} + \max \{\overline{X}, \overline{Z}\}.$$  

This time, we choose

$$\alpha = \frac{4}{5} \chi_{T=A} + \frac{3}{5} \chi_{T=B} + \frac{2}{5} \chi_{T=C} + \frac{2}{5} \chi_{T=D},$$  

$$\beta = \frac{4}{5} \chi_{T=C} - \frac{5}{5} \chi_{T=D}.$$

Substituting (3.36) in the definition of $H_{\text{right},3/4}$, the bound on the right-hand side in (3.32) is also satisfied. □

**Proposition 3.5.** For all $a > 3/4$, we have the following estimates:

$$H_{\text{left},a} \geq c_{11}(a)[|X| + |\overline{X}| + |Z|],$$  

$$H_{\text{right},a} \geq c_{11}(a)[|X| + |\overline{X}| + |Z|],$$

with the constant $c_{11}(a) = \frac{1}{2} \min \{a - \frac{3}{4}, \frac{1}{6}\} > 0.$
Proof. Let \( a > 3/4 \), and let \( \tilde{a} = a - 3/4 \). Using the estimate \( 2 \ln(e^x + e^y) - x - y \geq 2 \max\{x, y\} - x - y = |x - y| \), we obtain

\[
H_{\text{left}, a} - H_{\text{left}, 3/4} = \tilde{a}\{\ln[e^X + e^Z] + \ln[e^X + e^Z] - U - Z\}
\]

(3.41)

\[
\geq \frac{\tilde{a}}{2}(|X - Z| + |X - Z|). \]

Combining this with Lemma 3.4 and the bounds \( H_{\exp} \geq e^{-Z}/2 \) and \( Z + 2e^{-Z} \geq |Z| \) yields

\[
H_{\text{left}, a} \geq \frac{\tilde{a}}{2}(|X - Z| + |X - Z|) + \frac{1}{4}|Z + 2e^{-Z}|
\]

(3.42)

\[
\geq c_{11}(a)\{|X - Z| + |X - Z| + 3|Z|\}
\]

\[
\geq c_{11}(a)(|X| + |X| + |Z|).
\]

This implies the claim (3.39). The estimate (3.40) for \( H_{\text{right}, a} \) follows with the same arguments; one just replaces “left” by “right.” \( \square \)

4. Statistical mechanics of the random environment.

4.1. Transfer operators. In this section we introduce a transfer operator \( K_\eta \), and we show that it is a Hilbert–Schmidt operator. A Perron–Frobenius type argument yields all the spectral information about \( K_\eta \) that we need.

Definition 4.1. Let \( d\omega_{\text{cycle}} \) denote the Lebesgue measure times the counting measure on \( \Omega_{\text{cycle}} \). We define the following Hilbert space:

\[
\mathcal{H} := L^2(\Omega_{\text{cycle}}, \mathcal{B}(\Omega_{\text{cycle}}), d\omega_{\text{cycle}}).
\]

The scalar product in \( \mathcal{H} \) is denoted by

\[
\langle fg \rangle := \int_{\Omega_{\text{cycle}}} f(\omega_{\text{cycle}})g(\omega_{\text{cycle}}) d\omega_{\text{cycle}}.
\]

Lemma 4.2. Let \( c_7(a) \) be as in Proposition 3.2, let \( c_{11}(a) \) be as in Proposition 3.5 and let \( c_{12}(a) := \min\{c_7(a), c_{11}(a)\}/2 \). For \( \omega_{\text{cycle}} = (X, \overline{X}, \sigma, T) \in \Omega_{\text{cycle}} \) and \( \omega_{\text{rung}} = (Z, \Gamma) \in \Omega_{\text{rung}} \), we define

\[
\|\omega_{\text{cycle}}\| := c_{12}(a)(|X| + |\overline{X}|) \quad \text{and} \quad \|\omega_{\text{rung}}\| := c_{12}(a)(|Z| + |\Gamma|).
\]

Take a random variable \( \Upsilon : \Omega_{\text{cycle}} \times \Omega_{\text{rung}} \times \Omega_{\text{cycle}} \to \mathbb{R} \) satisfying

\[
|\Upsilon(\omega|\omega_{\text{rung}}|\omega')| \leq c_{13}e^{\|\omega\| + \|\omega_{\text{rung}}\| + \|\omega'\| + H_{\exp II}(\omega|\omega_{\text{rung}}|\omega')}
\]

(4.4)
for some constant $c_{13} > 0$. For $-1/4 \leq \eta \leq 1/4$, the function $k^\Upsilon_\eta : \Omega_{\text{cycle}} \times \Omega_{\text{cycle}} \to [0, \infty[$,

$$k^\Upsilon_\eta (\omega, \omega') := \int_{\Omega_{\text{rung}}} \Upsilon(\omega|\omega_{\text{rung}}|\omega') e^{-H_{\text{middle}, a, \eta}(\omega|\omega_{\text{rung}}|\omega')} d\omega_{\text{rung}}, \tag{4.5}$$

is well defined. The integral operator (acting from the right)

$$K^\Upsilon_\eta : H \to H, \quad f \mapsto f K^\Upsilon_\eta,$$

$$(f K^\Upsilon_\eta)(\omega') = \int_{\Omega_{\text{cycle}}} f(\omega)k^\Upsilon_\eta (\omega, \omega') d\omega \tag{4.6}$$
is a well-defined Hilbert–Schmidt operator. In the special case $\Upsilon = 1$, we write $k_\eta := k^1_\eta$ and $K_\eta := K^1_\eta$.

If we drop the summand $H_{\text{expII}}$ in the exponent of assumption (4.4), this assumption only gets stronger, because $H_{\text{expII}} \geq 0$ holds.

**Proof of Lemma 4.2.** By Proposition 3.2, $H_{\text{middle}, a, \eta} \geq 2(\|\omega\| + \|\omega_{\text{rung}}\| + \|\omega'| + H_{\text{expII}}$. Hence, using (4.4), the integrand in (4.5) is bounded by $c_{13} e^{-\|\omega\| - \|\omega_{\text{rung}}\| - \|\omega'|$. Integrating over $\omega_{\text{rung}}$, we get

$$|k^\Upsilon_\eta (\omega, \omega')| \leq c_{14} e^{-\|\omega\| - \|\omega'\| \tag{4.7}$$

with a positive constant $c_{14}(a)$. In particular, $k^\Upsilon_\eta$ is well defined. Consequently, the following integral is finite:

$$\int_{\Omega_{\text{cycle}}} \int_{\Omega_{\text{cycle}}} k^\Upsilon_\eta (\omega, \omega')^2 d\omega d\omega' < \infty. \tag{4.8}$$

This shows that $\tilde{K}^\Upsilon_\eta : H \to H$ is a Hilbert–Schmidt operator. \[\square\]

**Definition 4.3.** When there is no risk of confusion, we use the following notation similar to the left and right operation of matrices: We denote the adjoint $K^*_\eta : H \to H$ of $K_\eta : H \to H$ by the same symbol $K_\eta$, but acting from the left:

$$K^*_\eta : H \to H, \quad g \mapsto K_\eta g,$$

$$(K_\eta g)(\omega) = \int_{\Omega_{\text{cycle}}} k_\eta(\omega, \omega') g(\omega') d\omega' \tag{4.9}$$

In particular, $\langle f K_\eta g \rangle = \langle (f K_\eta) g \rangle = \langle f (K_\eta g) \rangle$.

**Lemma 4.4.** The spectral radius $\lambda_\eta > 0$ of $K_\eta$ is a simple eigenvalue of $K_\eta$ with unique (up to normalization) positive left and right eigenfunctions $v_\eta > 0$ and $v^*_\eta > 0$, that is, $v_\eta K_\eta = v_\eta \lambda_\eta$ and $K_\eta v^*_\eta = \lambda_\eta v^*_\eta$. Every other eigenvalue $\lambda$ of $K^*_\eta$ has modulus $|\lambda| < \lambda_\eta$. 


Proof. This follows from Jentzsch’s theorem; see, for example, Theorem 6.6 in [13] or Theorem 43.8 in [18]. We verify the hypotheses of Jentzsch’s theorem: First, \( K_\eta \) is compact by Lemma 4.2. Second, consider a subset \( S \subset \Omega_{\text{cycle}} \) with the property that \( S \) and \( \Omega_{\text{cycle}} \setminus S \) have positive reference measure. We check that \( \int_{S} \int_{\Omega_{\text{cycle}} \setminus S} k_\eta(\omega, \omega') \, d\omega \, d\omega' > 0 \). Indeed, for \( T \in \{A, B, C, D\} \), let \( \Omega_T := \mathbb{R}^2 \times \{\pm 1\} \times \{T\} \subset \Omega_{\text{cycle}} \). Recall that \( k_\eta(\omega, \omega') > 0 \) iff \( (\omega, \omega') \notin \Omega_A \times \Omega_B \). Note that \( \Omega_C \cap S \) or \( \Omega_C \setminus S \) has strictly positive reference measure, and \( k_\eta(\omega, \omega') > 0 \) for all \( (\omega, \omega') \in (\Omega_C \cap S) \times (\Omega_{\text{cycle}} \setminus S) \) and for all \( (\omega, \omega') \in S \times (\Omega_C \setminus S) \). Thus, the hypotheses of Jentzsch’s theorem are fulfilled.

The same argument applies to \( K_\eta^* \). Furthermore, it follows from the corollary to Proposition 5.1 on page 328 of [13] that \( \lambda_\eta \) is an (algebraically) simple eigenvalue. \(\square\)

We state an immediate consequence of this lemma:

Corollary 4.5. Let \( v_\eta, v_\eta^* \) be normalized such that \( \langle v_\eta v_\eta^* \rangle = 1 \). Let \( M_\eta : \mathcal{H} \to \mathcal{H}, f \mapsto \langle f v_\eta^* \rangle v_\eta \). Then as \( n \to \infty \), \( \lambda_\eta^{-n} K_\eta^n \) (acting from the right) converges to \( M_\eta \) exponentially fast with respect to the operator norm \( \| \cdot \|_{\mathcal{H} \to \mathcal{H}} \).

Definition 4.6. We define \( g_{\text{left}}, g_{\text{right}} : \Omega_{\text{cycle}} \to \mathbb{R} \) by

\[
\begin{align*}
    g_{\text{left}}(\omega_{\text{cycle}}) &= \int_{\mathbb{R}} e^{-H_{\text{left}}(Z, \omega_{\text{cycle}})} \, dZ, \\
    g_{\text{right}}(\omega_{\text{cycle}}) &= \int_{\mathbb{R}} e^{-H_{\text{right}}(\omega_{\text{cycle}}, Z)} \, dZ.
\end{align*}
\]

Lemma 4.7. One has \( g_{\text{left}} \in \mathcal{H} \) and \( g_{\text{right}} \in \mathcal{H} \).

Proof. By Proposition 3.5, \( H_{\text{right}, a} \geq \|\omega_{\text{cycle}}\| + c_{12}(a)|Z| \). Hence,

\[
\|g_{\text{right}}\|_{\mathcal{H}}^2 = \int_{\Omega_{\text{cycle}}} \left[ \int_{\mathbb{R}} e^{-H_{\text{right}}(\omega_{\text{cycle}}, Z)} \, dZ \right]^2 \, d\omega_{\text{cycle}} < \infty,
\]

and \( g_{\text{right}} \in \mathcal{H} \). Replacing in the above argument “right” by “left,” we conclude that \( g_{\text{left}} \in \mathcal{H} \). \(\square\)

4.2. A deformation of the Gibbs measure. This section contains one of the central pieces of the whole proof of recurrence: We deform the Gibbs measure by changing \( \eta = 1/4 \) to the “more symmetric” value \( \eta = 0 \). In the language of statistical physics, the “spin chain” at the “physical” value \( \eta =
1/4 is exposed to "external forces" of opposite directions at its two ends, causing the "symmetry breaking term" $\eta\Gamma_i$ in the Hamiltonian. The origin of this symmetry breaking term is the different scaling of the term $x_0$ belonging to the starting point in the density (2.6). We compensate this external force artificially by setting $\eta = 0$, that is, by applying an external "counter-force," at least for the part of the spin chain between level 0 and level $j$. We define the corresponding "artificially deformed" Gibbs measure $\nu_{n,j}$:

\begin{equation}
\Sigma_j := \frac{1}{4} \sum_{i=1}^{j} \Gamma_i,
\end{equation}

\begin{equation}
Z_{n,j} := E_{p(n)}[e^{-\Sigma_j}].
\end{equation}

Then $Z_{n,j}$ is finite; thus the following probability measure is well defined:

\begin{equation}
d\nu_{n,j} := \frac{e^{-\Sigma_j}}{Z_{n,j}} d\mathbb{P}(n).
\end{equation}

**Proof.** Using Definition 2.13, we know $Z_{n,j}Z^{(n)} = \int e^{-H^{(n)}(\omega) - \Sigma_j} d\omega$. Note that

\begin{equation}
H^{(n)}(\omega) + \Sigma_j(\omega)
= H_{\text{left},a}(\omega_{\text{left}}|\omega_{\text{cycle},1})
+ \sum_{i=1}^{j} H_{\text{middle},a,0}(\omega_{\text{cycle},i}|\omega_{\text{rung},i}|\omega_{\text{cycle},i+1})
+ \sum_{i=j+1}^{n-1} H_{\text{middle},a,1/4}(\omega_{\text{cycle},i}|\omega_{\text{rung},i}|\omega_{\text{cycle},i+1})
+ H_{\text{right},a}(\omega_{\text{cycle},n}|\omega_{\text{right}})
\end{equation}

holds; recall Definitions 2.10 and 2.12. As a consequence of the bounds (3.39), (3.40) and (3.17) for $H_{\text{left},a}$, $H_{\text{right},a}$ and $H_{\text{middle},a,n}$, the term $e^{-H^{(n)}(\omega) - \Sigma_j(\omega)}$ tends to 0 exponentially fast as at least one component of $\omega$ tends to $\pm \infty$. Thus $Z_{n,j}$ is finite, and we get

\begin{equation}
d\nu_{n,j} = \frac{e^{-H^{(n)}(\omega) - \Sigma_j(\omega)}}{Z_{n,j}Z^{(n)}} d\omega.
\end{equation}

**Lemma 4.9.** Let $\Upsilon : \Omega_{\text{cycle}} \times \Omega_{\text{rung}} \times \Omega_{\text{cycle}} \rightarrow \mathbb{R}$ be a random variable such that the bound (4.4) holds. Then the expectation of $\Upsilon(\omega_{\text{cycle},i}|\omega_{\text{rung},i}|\omega_{\text{cycle},i+1})$
with respect to \( \nu_{n,j} \) exists and is uniformly bounded for \( i,j,n \) with \( i < n \) and \( j < n \). It can be written as follows:

\[
E_{\nu_{n,j}}[\Upsilon(\omega_{\text{cycle},i}|\omega_{\text{rung},i}|\omega_{\text{cycle},i+1})] = \begin{cases}
\langle g_{\text{left}} K_i^{\frac{1}{4}} \tilde{K}_0^{\frac{1}{4}} K_i^{j-i} K_i^{n-j-1} g_{\text{right}} \rangle, & \text{for } i \leq j < n, \\
\langle g_{\text{left}} K_i^{\frac{1}{4}} K_i^{n-j-1} g_{\text{right}} \rangle, & \text{for } j < i < n.
\end{cases}
\]

(4.18)

**Proof.** We abbreviate \( \tilde{K}_n := \lambda_0^{-1} K_n \) and \( \Upsilon_i := \Upsilon(\omega_{\text{cycle},i}|\omega_{\text{rung},i}|\omega_{\text{cycle},i+1}) \). Using Fubini’s theorem, (4.16), Lemma 4.2 and Definition 4.6, we calculate for \( 1 \leq i \leq j < n \):

\[
E_{\nu_{n,j}}[\Upsilon_i] = \int_{\Omega^{(n)}} \Upsilon_i e^{-H^{(n)} - \Sigma_j} d\omega = \frac{\langle g_{\text{left}} K_i^{\frac{1}{4}} \tilde{K}_0^{\frac{1}{4}} K_i^{j-i} K_i^{n-j-1} g_{\text{right}} \rangle}{\langle g_{\text{left}} K_i^{\frac{1}{4}} K_i^{n-j-1} g_{\text{right}} \rangle}.
\]

(4.19)

Note that the denominator in the last expression does not vanish. This shows that \( E_{\nu_{n,j}}[\Upsilon_i] \) exists and is given by (4.18).

We claim that

\[
\inf_{j,m \in \mathbb{N}_0} \langle g_{\text{left}} \tilde{K}_0^j \tilde{K}_0^m g_{\text{right}} \rangle > 0.
\]

(4.20)

To prove this claim, we observe that for every fixed \( j \) and \( m \),

\[
\langle g_{\text{left}} \tilde{K}_0^j \tilde{K}_0^m g_{\text{right}} \rangle > 0
\]

(4.21)

holds, since this is a scalar product of positive functions. Furthermore, Corollary 4.5 implies

\[
\| g_{\text{left}} \tilde{K}_0^j - \langle g_{\text{left}} v_0^* \rangle v_0 \|_H \leq c_{15} e^{-c_{16} j}
\]

(4.22)

for some constants \( c_{15}, c_{16} > 0 \). As a consequence, we get for every fixed \( m \geq 0 \):

\[
\lim_{j \to \infty} \langle g_{\text{left}} \tilde{K}_0^j \tilde{K}_0^m g_{\text{right}} \rangle = \langle g_{\text{left}} v_0^* \rangle \langle v_0 \tilde{K}_0^m g_{\text{right}} \rangle > 0;
\]

(4.23)

note that we have again scalar products of positive functions. Similarly, again by Corollary 4.5, we know \( \tilde{K}_0^m g_{\text{right}} \to v_1^* \langle v_1^* g_{\text{right}} \rangle \) in \( H \) (exponentially fast) as \( m \to \infty \). Consequently, we get for every fixed \( j \geq 0 \):

\[
\lim_{m \to \infty} \langle g_{\text{left}} \tilde{K}_0^j \tilde{K}_0^m g_{\text{right}} \rangle = \langle g_{\text{left}} \tilde{K}_0^j v_1^* \rangle \langle v_1^* g_{\text{right}} \rangle > 0.
\]

(4.24)
Finally, as \( j \) and \( m \) tend to \( \infty \) simultaneously, we get
\[
\lim_{j \to \infty, m \to \infty} \langle g_{left} \hat{K}_0^j \hat{K}_1^{\frac{m}{4}} g_{right} \rangle = \langle g_{left} v_0^* \rangle \langle v_0 \rangle \langle v_{1/4} \rangle \langle v_{1/4} \rangle > 0.
\]

Combining (4.21), (4.23), (4.24) and (4.25) yields our claim (4.20).

Furthermore, we claim that \( \langle g_{left} \hat{K}_0^{i-1} \hat{K}_1^i \hat{K}_0^{j-i} \hat{K}_1^{j-1} g_{right} \rangle \) is uniformly bounded in \( i, j, n \). Indeed, the sequence \( \langle g_{left} \hat{K}_0^{i-1} \rangle \in \mathbb{N} \) is bounded in \( \mathcal{H} \); it even converges. Similarly, \( \hat{K}_0^i \) have the leading simple eigenvalue \( 1 \). Thus the numerator on the right-hand side of (4.18) in the case \( i \leq j < n \) is uniformly bounded. Similarly, the expression \( \langle g_{left} \hat{K}_0^j \hat{K}_1^j \hat{K}_0^{i-j} \hat{K}_1^{j-i} g_{right} \rangle \), that is, the numerator on the right-hand side of (4.18) in the case \( j < i < n \), is also uniformly bounded in \( i, j, n \). Finally, the denominator is uniformly bounded away from \( 0 \). This completes the proof of the lemma. \( \square \)

We apply Lemma 4.9 to the random variables \( e^{c_{17} Z_i}, e^{c_{17} \Gamma_i}, e^{c_{17} X_i} \) and \( e^{c_{17} \overline{X}_i} \), with some sufficiently small constant \( c_{17}(a) > 0 \). Then the exponential Chebyshev inequality yields immediately the following consequence:

**Corollary 4.10.** There exist positive constants \( c_{18}(a) \) and \( c_{17}(a) \), such that for all \( n \in \mathbb{N} \), \( j < n \) and \( M > 0 \), one has
\[
\nu_{n,j}([\gamma] \geq M) \leq c_{18} e^{-c_{17} M}
\]
whenever \( \gamma \) is any of the random variables \( Z_i, \Gamma_i, X_i \) or \( \overline{X}_i \) with any admissible \( i \). In particular, for \( j = 0 \) we have a bound for \( \nu_{n,0} = \mathbb{P}(n) \).

**Proof of Theorem 2.3.** We apply the transformations (2.17) and (2.58) to express probabilities with respect to \( \hat{Q}^{(n)} \) in terms of \( \mathbb{P}^{(n)} \). Using the expressions (2.35)–(2.40) for \( Z_i, \Gamma_i, X_i \) and \( \overline{X}_i \), the theorem follows from Corollary 4.10. Note that \( \ln |y_{i+1}/y_i| = -W_i/2 = -\Gamma_i/2 + X_i/4 + \overline{X}_i/4 - X_{i+1}/4 - \overline{X}_{i+1}/4 \) and \( \ln(z_i/y_{i+1}^2) = Z_i - W_i/2 \) hold for \( 1 \leq i \leq n - 1 \), and that linear combinations of random variables with exponential tails have exponential tails as well. \( \square \)

The following lemma states the basic symmetry for \( \eta = 0 \): For \( \eta = 0 \), the “separation” \( \Gamma \) between neighboring spins has expectation \( 0 \), at least “far away from the boundary of the ladder.”

Recall the definition (4.6) of the integral operator \( \hat{K}_0^{\Gamma} \).

**Lemma 4.11.** We have \( \langle v_0 \hat{K}_0^{\Gamma} v_0^* \rangle = 0 \).
Proof. Let $\eta \in [-1/4, 1/4]$. Recall Definition 2.10 of $H_{\text{middle},a,\eta}$ and its reflection symmetry property (2.49). Using the definition (4.5) of $k^\Gamma_\eta$, this reflection symmetry yields $k^1_\eta(\omega,\omega') = k^1_\eta(\omega'^+,\omega^+)$ and $k^\Gamma_\eta(\omega,\omega') = -k^\Gamma_\eta(\omega'^+,\omega^+)$. Let $f \in H$. We set $f^{++}(\omega) := f(\omega^+)$. The symmetry properties of $k^1_\eta$ and $k^\Gamma_\eta$ imply

$$(fK_\eta)^{++}(\omega') = \int f(\omega)k^1_\eta(\omega,\omega'^+) \, d\omega$$

(4.27)

and

$$(fK^\Gamma_\eta)^{++}(\omega') = -\int f(\omega)k^\Gamma_\eta(\omega,\omega') \, d\omega$$

(4.28)

We apply (4.27) for the eigenfunction $v_\eta$: $\lambda_\eta v_\eta^{++} = (v_\eta K_\eta)^{++} = K^-_\eta(v_\eta^{++})$. Hence, using the uniqueness of the eigenfunctions up to normalization (Lemma 4.4), we conclude $v_\eta^{++} = c_{19}(\eta)v_\eta^{++}$ for some constant $c_{19}(\eta) > 0$. We calculate, using (4.28),

$$(v_0^* K^\Gamma_\eta v_0^*) = \langle (v_0^*)^{++}(v_0^* K^\Gamma_\eta v_0^*)^{++} = -\langle v_0^* K^\Gamma_\eta v_0^* \rangle$$

(4.29)

This yields the claim. □

The next lemma applies this reflection symmetry to finite ladders: In the symmetric case ($\eta = 0$), the separation $\Gamma_i$ between neighboring spins does not get too large, even in the presence of boundary terms, by an "approximate" reflection symmetry.

Lemma 4.12. There are positive constants $c_{20}(a)$, $c_{16}(a)$, $c_{21}(a)$ and $c_{22}(a)$, such that for all $i,j,n \in \mathbb{N}$ with $i \leq j < n$ the following bound holds (uniformly in $n$):

$$|E_{\nu_{n,j}}[\Gamma_i]| \leq c_{20}e^{-c_{16}i} + c_{21}e^{-c_{22}(j-i)}.$$  

(4.30)

Proof. Recall that $\hat{K}_\eta = \lambda_\eta^{-1}K_\eta$. The representation (4.19) implies that

$$E_{\nu_{n,j}}[\Gamma_i] = \lambda_\eta^{-1} \langle \left( \hat{K}_0 ^{j-i} \hat{K}^{-1}_0 \hat{K}^{j-i}_0 \hat{K}^{n-j-i}_1 \hat{K}^{i}_1 \right) \tilde{g}_{\text{left}} \rangle \langle \left( \hat{K}_0 ^{j-i} \hat{K}^{i}_1 \hat{K}^{-1}_0 \hat{K}^{n-j-i}_1 \right) \tilde{g}_{\text{right}} \rangle.$$  

(4.31)
By (4.20), the denominator in the last expression is bounded away from zero. Thus it suffices to derive a bound for the numerator.

Recall that the sequence \((\hat{K}_{1/4}^m)_{m\in\mathbb{N}_0}\) is bounded. Using Corollary 4.5 once more, this implies for some constants \(c_{22}(a), c_{23}(a), c_{24}(a) > 0\), uniformly in \(m\):

\[
\|\hat{K}_{1/4}^m - v_0^* \langle v_0 \hat{K}_{1/4}^m \rangle\|_H
\]

\[
\leq \|(\hat{K}^*)_0 - M_0\|_{\mathcal{H} \rightarrow \mathcal{H}} \|\hat{K}_{1/4}^m \|_H
\]

\[
\leq c_{23} e^{-c_{22}l},
\]

(4.33) \[
\|v_0^* \langle v_0 \hat{K}_{1/4}^m \rangle\|_H \leq c_{24}.
\]

Using Lemma 4.11, we obtain

\[
|\langle g_{left} \hat{K}_{1/4}^m \Gamma^\ell_0 \hat{K}_{1/4}^m \rangle| \]

\[
= |\langle g_{left} \hat{K}_{1/4}^m \Gamma^\ell_0 \hat{K}_{1/4}^m \rangle - \langle g_{left} \hat{K}_{1/4}^m \Gamma^\ell_0 \hat{K}_{1/4}^m \rangle \langle v_0 \hat{K}_{1/4}^m \rangle|
\]

\[
+ \langle g_{left} \hat{K}_{1/4}^m \Gamma^\ell_0 \langle v_0 \hat{K}_{1/4}^m \rangle \rangle - \langle g_{left} \hat{K}_{1/4}^m \Gamma^\ell_0 \rangle \langle v_0 \hat{K}_{1/4}^m \rangle |
\]

\[
\leq \|g_{left} \hat{K}_{1/4}^m \|_H \|\hat{K}^l_0\|_{\mathcal{H} \rightarrow \mathcal{H}} \|\hat{K}_{1/4}^m \|_H - \langle v_0 \hat{K}_{1/4}^m \rangle \|_H
\]

\[
+ \|g_{left} \hat{K}_{1/4}^m \hat{K}_{1/4}^m \|_{\mathcal{H} \rightarrow \mathcal{H}} \|v_0 \hat{K}_{1/4}^m \|_H \|v_0 \hat{K}_{1/4}^m \|_H.
\]

Combining this with (4.22), (4.32), (4.33) and using the facts that \(g_{left} \hat{K}_{1/4}^m \) is bounded in \(\mathcal{H}\) and that \(\hat{K}^l_0\) is a bounded linear operator, we conclude:

\[
|\langle g_{left} \hat{K}_{1/4}^m \Gamma^\ell_0 \hat{K}_{1/4}^m \rangle| \leq c_{26} e^{-c_{22}l} + c_{25} e^{-c_{20}(l-1)},
\]

(4.35) \[
\text{uniformly in } m, \text{ with some positive constants } c_{25}(a) \text{ and } c_{26}(a). \]

Substituting the bounds (4.35) and (4.20) in (4.31) yields the claim (4.30).

Intuitively speaking, the spin chain described by \(\mathbb{P}^{(n)}\) is exposed to some external forces between level 0 and level \(j\) that are missing in \(\nu_{n,j}\). In order to estimate the effect of these external forces, we compare \(\mathbb{P}^{(n)}\) with another “artificial” deformation \(\tilde{\nu}_{n,j,\gamma}\) of \(\nu_{n,j}\). This deformation is obtained by taking the image with respect to some “deformation map” \(\Xi_{\gamma,j}\). Roughly speaking, one may view \(\tilde{\nu}_{n,j,\gamma}\) as an artificial “caricature version” of \(\mathbb{P}^{(n)}\), which is easier to compare with \(\nu_{n,j}\) than \(\mathbb{P}^{(n)}\) itself.
Definition 4.13. For $\gamma \in \mathbb{R}$ and $j < n$, we define the bijection $\Xi_{\gamma,j} : \Omega^{(n)} \to \Omega^{(n)}$,

$$\Xi_{\gamma,j}(\omega) := \left(\omega_{\text{left}}, (\omega_{\text{cycle},i})_{i=1,...,n}, (\tilde{\omega}_{\text{rung},i,j,\gamma})_{i=1,...,n-1}, \omega_{\text{right}}\right),$$

where

$$\tilde{\omega}_{\text{rung},i,j,\gamma} := (Z_i, \Gamma_i + \gamma \mathbbm{1}_{\{\sigma_i \neq \sigma_{i+1}, i \leq j\}}).$$

Thus only the components $\Gamma_i$ with $i \leq j$ get shifted by $\gamma$, but only in the case $\sigma_i \neq \sigma_{i+1}$; all other components are left unchanged. Let $\tilde{\nu}_{n,j,\gamma}$ denote the image measure of $\nu_{n,j}$ with respect to $\Xi_{\gamma,j}$.

By deforming the spin chain with $\Xi_{\gamma,j}$, a deformation of the separation $\Sigma_j$ between distant spins roughly proportional to $j$ is induced. This is shown in the following lemma.

Lemma 4.14. There are positive constants $c_{27}(a)$ and $c_{28}(a)$, such that for all $\gamma \in (0,1]$ and for all $n, j, i \in \mathbb{N}$ with $i \leq j < n$, we have the following bounds:

$$|E_{\nu_{n,j}}[\Sigma_j]| \leq c_{27},$$

$$\nu_{n,j}[\sigma_i \neq \sigma_{i+1}] \geq c_{28},$$

$$E_{\tilde{\nu}_{n,j,\gamma}}[\Sigma_j] \geq c_{28}j\gamma - c_{27}. $$

Proof. Using the definition (4.13) of $\Sigma_j$, the claim (4.38) follows immediately by summing the bound (4.30) over $i = 1, \ldots, j$. To prove (4.39), we consider the map $S_i : \Omega^{(n)} \to \Omega^{(n)}$,

$$S_i(\omega) := \left(\omega_{\text{left}}, (\tilde{\omega}_{\text{cycle},i,i})_{i=1,...,n}, (\omega_{\text{rung},i})_{i=1,...,n-1}, \omega_{\text{right}}\right),$$

with

$$\tilde{\omega}_{\text{cycle},i,i} = (X_i, X_i, (\mathbbm{1}_{i \leq i}) - \mathbbm{1}_{i > i})\sigma_i, T_i),$$

that is, just the sign components $\sigma_i$ in $\omega$ with $i > i$ get flipped; all other components are left unchanged. We calculate the Radon–Nikodym derivative of the image measure $S_i[\nu_{n,j}]$ with respect to $\nu_{n,j}$: The density of $\nu_{n,j}$ is given by (4.17). The part of the Hamiltonian depending on the signs $\sigma_i$ is $H_{\text{expII}}$; recall Definition 2.10, in particular (2.47). Thus, we have

$$\frac{dS_i[\nu_{n,j}]}{d\nu_{n,j}} = \frac{\exp[-H_{\text{expII}}(\sigma_i, W_i, Z_i, -\sigma_{i+1})]}{\exp[-H_{\text{expII}}(\sigma_i, W_i, Z_i, \sigma_{i+1})]}$$

$$= \exp[-2\sigma_i\sigma_{i+1}e^{-Z_i}].$$


We calculate:

\[
\nu_{n,j}[\sigma_i \neq \sigma_{i+1}] = (S_i[\nu_{n,j}])[\sigma_i = \sigma_{i+1}]
\]

(4.44)

\[
= E_{\nu_{n,j}}[\exp[-2\sigma_i\sigma_{i+1}e^{-Z_i]}\mathbb{1}_{\{\sigma_i = \sigma_{i+1}\}}],
\]

hence

(4.45) \[2\nu_{n,j}[\sigma_i \neq \sigma_{i+1}] = E_{\nu_{n,j}}[\exp[-2\sigma_i\sigma_{i+1}e^{-Z_i}][\{\sigma_i = \sigma_{i+1}\}].\]

By Corollary 4.10, the distributions of the random variables \(Z_i\) with respect to \(\nu_{n,j}\) are tight, uniformly in \(n, j\) and \(i\). Hence, the claim (4.39) follows from (4.45).

Finally, in order to prove (4.40), we observe for \(i \leq j\)

\[
E_{\tilde{\nu}_{n,j,\gamma}}[\Gamma_i] = E_{\nu_{n,j}}[\Gamma_i + \gamma \mathbb{1}_{\{\sigma_i \neq \sigma_{i+1}\}}] \geq E_{\nu_{n,j}}[\Gamma_i] + c_{28}\gamma
\]

by Definition 4.13 and (4.39). Hence, we get the claim (4.40) using (4.38):

(4.47) \[E_{\tilde{\nu}_{n,j,\gamma}}[\Sigma_j] \geq E_{\nu_{n,j}}[\Sigma_j] + c_{28}\gamma j \geq c_{28}\gamma j - c_{27}.\]

The following lemma considers deformations of the local Hamiltonians in the “separation variable” \(\Gamma_i\). It is an ingredient for a deformation argument, below.

Recall the definition (4.37) of \(\tilde{\omega}_{\text{rung},i,j,\gamma}\).

**Lemma 4.15.** For \(i \leq j \leq n\), the map \(f_{i,j,n} : [-1, 1] \to \mathbb{R},\)

(4.48) \[f_{i,j,n}(\gamma) := E_{\nu_{n,j}}[H_{\text{middle},a,0}(\omega_{\text{cycle},i}|\tilde{\omega}_{\text{rung},i,j,\gamma}|\omega_{\text{cycle},i+1})]\]

is twice differentiable with the following bound on its derivative:

(4.49) \[\sup_{-1 \leq \gamma \leq 1} \left| f''_{i,j,n}(\gamma) \right| \leq 2c_{29}\]

for some constant \(c_{29} = c_{29}(a) > 0\).

**Proof.** By Lemma 3.3, the map \(\gamma \mapsto H_{\text{middle},a,0}(\omega_{\text{cycle},i}|\tilde{\omega}_{\text{rung},i,j,\gamma}|\omega_{\text{cycle},i+1})\) is twice differentiable, and its derivatives satisfy

(4.50) \[\sup_{-1 \leq \gamma \leq 1} \left| \frac{\partial^k}{\partial \gamma^k} H_{\text{middle},a,0}(\omega_{\text{cycle},i}|\tilde{\omega}_{\text{rung},i,j,\gamma}|\omega_{\text{cycle},i+1}) \right| \leq c_8 + H_{\exp II}(\omega_{\text{cycle},i}|\omega_{\text{rung},i}|\omega_{\text{cycle},i+1})\]

for \(k = 1, 2\). Hence, by Lebesgue’s dominated convergence theorem, it suffices to show that

(4.51) \[E_{\nu_{n,j}}[H_{\exp II}(\omega_{\text{cycle},i}|\omega_{\text{rung},i}|\omega_{\text{cycle},i+1})]\]
is uniformly bounded. Recall that $H_{\exp II} \geq 0$ by its definition (2.47). Hence, the bound (4.4) holds for $\Upsilon = H_{\exp II}$, and consequently, Lemma 4.9 implies that (4.51) is uniformly bounded in $i, j, n$. □

Next, we derive a bound for the relative entropy between $\nu_{n,j}$ and $\tilde{\nu}_{n,j}$, quadratic in $\gamma$, and linear in the length $j$.

**Lemma 4.16.** For all $\gamma \in [-1, 1]$ and for all $j, n \in \mathbb{N}$ with $j < n$, we have

$$(4.52) \quad E_{\tilde{\nu}_{n,j,\gamma}} \left[ \ln \frac{d\tilde{\nu}_{n,j,\gamma}}{d\nu_{n,j}} \right] \leq c_{29} j \gamma^2$$

with the constant $c_{29}(a)$ taken from Lemma 4.15.

**Proof.** From Definition 4.13, we know $\tilde{\nu}_{n,j,\gamma} = \Xi_{\gamma,j}[\nu_{n,j}]$ and $\Xi_{\gamma,j}^{-1} = \Xi_{-\gamma,j}$. This implies

$$(4.53) \quad \frac{d\tilde{\nu}_{n,j,\gamma}}{d\nu_{n,j}} \circ \Xi_{\gamma,j} = \frac{d\nu_{n,j}}{d\tilde{\nu}_{n,j,-\gamma}}$$

and thus

$$(4.54) \quad E_{\tilde{\nu}_{n,j,\gamma}} \left[ \ln \frac{d\tilde{\nu}_{n,j,\gamma}}{d\nu_{n,j}} \right] = E_{\nu_{n,j}} \left[ \ln \frac{d\nu_{n,j}}{d\tilde{\nu}_{n,j,-\gamma}} \right] =: h(\gamma).$$

Let us calculate the Radon–Nikodym derivative in the last expectation: Recall the representation (4.17) of $\nu_{n,j}$. Since the reference measure $d\omega$ on $\Omega^{(n)}$ is invariant with respect to the map $\Xi_{\gamma,j}$, we conclude

$$(4.55) \quad d\tilde{\nu}_{n,j,-\gamma} = \frac{e^{-H^{(n)} \circ \Xi_{\gamma,j} - \Sigma_j \circ \Xi_{\gamma,j}}}{Z_{n,j} Z^{(n)}} d\omega.$$

Combining (4.17) and (4.55), and using Definition 4.13 and (4.16) for $H^{(n)} + \Sigma_j$, we get

$$(4.56) \quad \ln \frac{d\nu_{n,j}}{d\tilde{\nu}_{n,j,-\gamma}} = H^{(n)} \circ \Xi_{\gamma,j} + \Sigma_j \circ \Xi_{\gamma,j} - H^{(n)} - \Sigma_j$$

$$= \sum_{i=1}^{j} \left[ H_{\text{middle},a,0} (\omega_{\text{cycle},i} | \tilde{\omega}_{\text{rung},i,j,j} | \omega_{\text{cycle},i+1}) - H_{\text{middle},a,0} (\omega_{\text{cycle},i} | \omega_{\text{rung},i,j,j} | \omega_{\text{cycle},i+1}) \right].$$

Using Lemma 4.15, this implies that the relative entropy $h(\gamma)$ is twice differentiable with respect to $\gamma \in [-1, 1]$. Furthermore, $h(\gamma) \geq 0$ holds, and $h(0) = 0$ follows from $\tilde{\nu}_{n,j,0} = \nu_{n,j}$. Consequently $h(\gamma)$ reaches its minimum
value 0 at $\gamma = 0$; thus $h'(0) = 0$ is valid. Using Taylor’s formula, (4.56) and the bound (4.49), we conclude for some $\xi = \xi(\gamma) \in [0, 1]$

$$h(\gamma) = \frac{\gamma^2}{2} h''(\xi\gamma) = \frac{\gamma^2}{2} \sum_{i=1}^{j} f_{i,j,n}'(\xi\gamma) \leq c_{29} j \gamma^2. \quad (4.57)$$

Thus, the claim (4.52) follows from (4.54). $\square$

The following proposition is the key ingredient to prove recurrence of reinforced random walks: It bounds exponential moments for the “separation variables” $\Sigma_j$. Here it becomes clear what the deformed measure $\tilde{\nu}_{n,j,\gamma}$ is good for: it just serves to bound the free energy difference between the $\nu_{n,j}$ and $\mathbb{P}(n)$ via a variational principle for free energies.

**Proposition 4.17.** For some positive constants $c_{27}(a)$ and $c_1(a)$, we have the following bound for all $j, n \in \mathbb{N}$ with $j < n$:

$$E_{\mathbb{P}(n)}[e^{-\Sigma_j}] \leq e^{c_{27} - c_1 j}. \quad (4.58)$$

**Proof.** From (4.14) and (4.15), we know

$$\ln E_{\mathbb{P}(n)}[e^{-\Sigma_j}] = \ln Z_{n,j} = -\ln \frac{d\nu_{n,j}}{d\mathbb{P}(n)} - \Sigma_j. \quad (4.59)$$

We take $0 < \gamma \leq 1$ sufficiently small (to be specified below). Using that the relative entropy between $\tilde{\nu}_{n,j,\gamma}$ and $\mathbb{P}(n)$ is nonnegative, we conclude from (4.59):

$$\ln Z_{n,j} \leq E_{\tilde{\nu}_{n,j,\gamma}} \left[ \ln \frac{d\tilde{\nu}_{n,j,\gamma}}{d\mathbb{P}(n)} \right] + \ln Z_{n,j}
= E_{\tilde{\nu}_{n,j,\gamma}} \left[ \ln \frac{d\tilde{\nu}_{n,j,\gamma}}{d\mathbb{P}(n)} - \ln \frac{d\nu_{n,j}}{d\mathbb{P}(n)} - \Sigma_j \right]
= E_{\tilde{\nu}_{n,j,\gamma}} \left[ \ln \frac{d\tilde{\nu}_{n,j,\gamma}}{d\nu_{n,j}} - E_{\tilde{\nu}_{n,j,\gamma}} [\Sigma_j] \right]
\leq c_{29} j \gamma^2 - c_{28} j \gamma + c_{27}. \quad (4.60)$$

We used the bound (4.40) and Lemma 4.16 in the last step. Taking a fixed $\gamma > 0$ so small that $-c_1 := c_{29} \gamma^2 - c_{28} \gamma < 0$, the claim (4.58) follows. $\square$

### 4.3. Exponential decay of the random edge weights

In this section we prove exponential bounds for the random environment.

**Proof of Theorem 1.2.** Let $e \in E^{(n)}$ be an edge on level $i$ of the ladder, and let $c_1$ be as in Proposition 4.17. By Theorem 2.1 and the definition
\[ P^{(n)} \left[ \lim_{t \to \infty} \frac{k_t(e)}{k_t(\{U, 0\})} \leq e^{-c_1i} \right] = \hat{Q}^{(n)} \left[ \frac{x_e}{z_0} \leq e^{-c_1i} \right] = Q^{(n)} \left[ \frac{x_e}{z_0} \leq e^{-c_1i} \right]. \]

Note that
\[ Y_i = -Z_0 - \sum_{j=1}^{i-1} W_j = -Z_0 - 4\Sigma_{i-1} - U_i + U_1 \]
by (2.30), (2.38) and (4.13). Using Lemma 2.13 and the transformation of variables (2.32)/(2.33), the right-hand side of (4.61) equals
\[ (4.61) \]
\[ = P^{(n)}[e^{-4\Sigma_{i-1} + \Upsilon_i} \leq e^{-c_1i}], \]
where \( \Upsilon_i = \overline{X}_i - Z_0 - U_i + U_1 \) if \( x_e = x_i \), \( \Upsilon_i = \overline{X}_i - Z_0 - U_i + U_1 \) if \( x_e = z_i \) and \( i = n \), and \( \Upsilon_i = Z_i - W_i/2 - Z_0 - U_t + U_1 = Z_i - Z_0 + U_1 - (i + U_i + U_{i+1})/2 \) if \( x_e = z_i \) with \( i \in \{1, 2, \ldots, n-1\} \); the last case follows from (2.39) and (2.29). Recall that \( U_i = (\overline{X}_i + \overline{X}_i)/2 \) by (2.28). We use (4.58) and the exponential Chebyshev inequality to obtain
\[ (4.64) \]
\[ P^{(n)}[-4\Sigma_{i-1} \geq -2c_1i] \leq e^{c_2 - c_1(i-2)/2}. \]
Applying Corollary 4.10 with \( j = 0 \) yields
\[ (4.65) \]
\[ P^{(n)}[\Upsilon_i \geq c_1i] \leq c_{30} e^{-c_{31}i} \]
with some positive constants \( c_{30}(a), c_{31}(a) > 0 \). Combining the bounds (4.64) and (4.65) with (4.63), we obtain the claim (1.6):
\[ (4.66) \]
\[ (4.61) \geq 1 - e^{c_2 - c_1(i-2)/2} - c_{30} e^{-c_{31}i}. \]

5. Recurrence. In this section we prove Theorem 1.1. Recall that we call the reinforced random walk recurrent if almost all paths visit all vertices infinitely often.

**Lemma 5.1.** On any graph \( G \), the edge-reinforced random walk is recurrent if almost all paths return to the starting point infinitely often.

**Proof.** A Borel–Cantelli argument shows that for any \( u, v \in V \) with \( \{u, v\} \in E \) the following holds:
\[ P^{G}_{v_0, a}[u \text{ is visited infinitely often and } v \text{ is visited at most finitely often}] \]
\[ = 0. \]
(Details can be found in the proof of Corollary 3.1 in [12].) Hence, the claim follows by induction. \( \square \)
Lemma 5.2. For all \( a > 3/4 \), the edge-reinforced random walk on \( \mathbb{N}_0 \times \{1, 2\} \) starting in \( \vec{0} \) with all initial weights equal to \( a \) is recurrent.

Proof. For \( x \in \mathbb{R}^E_+ \), let \( Q_x \) denote the distribution of the nonreinforced random walk on \( \mathbb{N}_0 \times \{1, 2\} \) starting at \( \vec{0} \) which jumps from \( u \) to \( v \) with probability proportional to the weight \( x_{\{u,v\}} \) of the edge \( \{u,v\} \). Let \( A^{(n)} \) denote the event that the random walker returns \( \geq k \) times to \( \vec{0} \) before hitting the set \( \{\vec{a}, \vec{b}\} \). We set \( A^{(n)} := A_k^{(n)} \).

Our proof uses the connection between random walks and electric networks. Consider the graph \( \mathbb{N}_0 \times \{1, 2\} \) as an electric network, where edge \( e \) has the conductance \( x_e \) or equivalently the resistance \( x_e^{-1} \). Let \( R^{(n)}(x) \) denote the resistance between \( 0 \) and the set \( \{\vec{a}, \vec{b}\} \) of the finite ladder \( G^{(n)} \). Then \( C^{(n)}(x) = 1/R^{(n)}(x) \) is the effective conductance. Recall that \( x_0 = z_0 + x_1 = 1 + x_1 \geq 1 \) \( \mathbb{Q}^{(n)} \)-a.s. The escape probability \( Q_x[A^{(n)}] \) can be expressed as follows (see, e.g., Section 1.3.4 of [5]):

\[
Q_x[A^{(n)}] = \frac{C^{(n)}(x)}{x_0} \leq C^{(n)}(x) = \frac{1}{R^{(n)}(x)} \quad \mathbb{Q}^{(n)} \text{-a.s.}
\]

By Rayleigh’s monotonicity law (Section 1.4 of [5]), the effective resistance of an electric network decreases if some of the individual resistances decrease. In particular, the network obtained from the ladder \( G^{(n)} \) by shorting together each of the vertices \( \{\vec{i}, \vec{j}\} \) has an effective resistance \( \tilde{R}^{(n)}(x) \leq R^{(n)}(x) \). We calculate

\[
\tilde{R}^{(n)}(x) = \sum_{i=1}^n \frac{1}{x_i + \vec{x}_i} \geq \frac{1}{x_0 + \vec{x}_n}.
\]

Denoting by \( b \wedge c \) the minimum of \( b \) and \( c \), we conclude

\[
Q_x[A^{(n)}] \leq \frac{1}{R^{(n)}(x)} \wedge 1 \leq \frac{1}{R^{(n)}(x)} \wedge 1 \leq (x_0 + \vec{x}_n) \wedge 1 \quad \mathbb{Q}^{(n)} \text{-a.s.}
\]

By the strong Markov property, \( Q_x[A_k^{(n)}] = (Q_x[A^{(n)}])^k \). Using (2.18), we obtain

\[
P^{(n)}[A_k^{(n)}] = \int_{\Lambda^{(n)}} Q_x[A_k^{(n)}][Q^{(n)}(dx dy dT)]
\]

\[
\geq \int_{\Lambda^{(n)}} (Q_x[A^{(n)}])^k[Q^{(n)}(dx dy dT)]
\]

\[
\geq \int_{\Lambda^{(n)}} [1 - ((x_0 + \vec{x}_n) \wedge 1)^k Q^{(n)}(dx dy dT)].
\]
Let $B_n := \{ \ln \bar{\pi}_n \leq -c_1 n \text{ and } \ln \bar{\pi}_n \leq -c_1 n \}$. Theorem 2.1 and Lemma 2.6 imply that the distribution of the limiting vector $(\lim_{t \to \infty} k_t(e)/k_t(\{0, \overline{0}\}))_e$ under $P^{(n)}$ equals $Q^{(n)}$ because $z_0 = 1$ $Q^{(n)}$-a.s. Hence, we conclude from Theorem 1.2 that

$$P^{(n)}[A_k^{(n)}] \geq \int_{B_n} [1 - \left( \bar{\pi}_n - \frac{1}{\bar{\pi}_n} \right) k] Q^{(n)}(dx \, dy \, dT)$$

(5.6)

$$\geq Q^{(n)}[B_n](1 - 2e^{-c_1 n} \land 1)^k$$

$$\geq (1 - 2e_{2e^{-c_1 n}}(1 - 2e^{-c_1 n} \land 1)^k.$$  

The probability that the reinforced random walk starting in $\overline{0}$ does not return to $\overline{0}$ before hitting $\{0, \overline{r}\}$ is the same for the finite ladder $G^{(n)}$ and for $N_0 \times \{1, 2\}$. Consequently, if we denote by $P^+$ the distribution of the edge-reinforced random walk on $N_0 \times \{1, 2\}$ starting at $\overline{0}$ with all initial edge weights equal to $a$, then $P^+[A_k^{(n)}] = P^{(n)}[A_k^{(n)}]$, and we conclude

$$P^+[\text{return } \geq k \text{ times to } \overline{0}] = P^+ \left[ \bigcup_{n=1}^{\infty} A_k^{(n)} \right]$$

(5.7)

$$= \lim_{n \to \infty} P^{(n)}[A_k^{(n)}] = 1.$$  

Since $k$ is arbitrary, we conclude that the reinforced random walk on the half-ladder returns to $\overline{0}$ infinitely often with probability 1. The claim follows from Lemma 5.1. \qed

**Proof of Theorem 1.1.** Because of (5.1) and Lemma 5.1, it is enough to show that the set $\{0, \overline{0}\}$ is visited infinitely often.

For $v_0 \in V$ and $x = (x_e)_{e \in E} \in \mathbb{R}_+^E$, we denote by $P_{v_0,x}$ the distribution of the edge-reinforced random walk on $Z \times \{1, 2\}$ starting in $v_0$ with initial edge weights given by $x$. If $x_e = a$ for all $e$, we write simply $P$. The distributions of the edge-reinforced random walk on $N_0 \times \{1, 2\}$ and $-N_0 \times \{1, 2\}$ are denoted by $P^+$ and $P^-$, respectively.

Let $\tau_0 := 0$, and for $i \geq 0$, let $\tau_i$ be the $i$th return time to the set $\{0, \overline{0}\}$. We denote by $\rho_i$ the hitting time of the set $\{-1, 0, 1\}$ after time $\tau_i$. By (5.1), $\rho_i < \infty$ $P$-a.s. on the set $\{\tau_i < \infty\}$.

We prove by induction on $i \in N_0$ that $\tau_i < \infty$ holds $P$-a.s. This is clearly true for $i = 0$. For the induction step from $i$ to $i + 1$, assume that the claim holds for $i$. Then, $\rho_i < \infty$ $P$-a.s., and we obtain

$$P[\tau_{i+1} < \infty] = P[\tau_{i+1} < \rho_i]$$

$$+ P[\tau_{i+1} > \rho_i] \cdot P[\tau_{i+1} < \infty | \tau_{i+1} > \rho_i]$$

(5.8)
\[ P[\tau_{i+1} < \rho_i] \]
\[ + P[\tau_{i+1} > \rho_i] \cdot \int P_{X_{\rho_i}, w_{\rho_i}}[\text{visit } \{0, \overline{0}\}] dP. \]

Let us consider a fixed realization of \( X_{\rho_i} \) and \( w_{\rho_i} \). Since \( P_{X_{\rho_i}, w_{\rho_i}}[\text{visit } \{0, \overline{0}\}] \) depends only on the edge weights on one of the two half-ladders \( \mathbb{N}_0 \times \{1, 2\} \) or \( -\mathbb{N}_0 \times \{1, 2\} \), this probability agrees with the corresponding one for the reinforced random walk on the half-ladder. Hence, for some \( \ast \in \{-, +\} \) and some finite path \((v_0 = \overline{0}, v_1, \ldots, v_t = X_{\rho_i})\) we have

\[ P_{X_{\rho_i}, w_{\rho_i}}[\text{visit } \{0, \overline{0}\}] = P^\ast[\text{visit } \{0, \overline{0}\}] \text{ after time } t | X_s = v_s \text{ for all } s \leq t]. \tag{5.9} \]

By Lemma 5.2, the reinforced random walk on \( \mathbb{N}_0 \times \{1, 2\} \) is recurrent. By symmetry, the same is true for the reinforced random walk on \( -\mathbb{N}_0 \times \{1, 2\} \). In particular, for these two processes, almost all paths return to \( \{0, \overline{0}\} \). Hence, the conditional probability on the right-hand side of (5.9) equals 1. It follows from (5.8), that \( P[\tau_{i+1} < \infty] = 1 \), that is, the reinforced random walk on \( \mathbb{Z} \times \{1, 2\} \) returns to \( \{0, \overline{0}\} \) at least \( i + 1 \) times. By the induction principle, there are \( P\)-a.s. infinitely many visits to the set \( \{0, \overline{0}\} \), and the claim follows. \( \square \)
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