Demonstration of quantum brachistochrones between distant states of an atom
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Transforming an initial quantum state into a target state through the fastest possible route—a quantum brachistochrone—is a fundamental challenge for many technologies based on quantum mechanics. Here, we demonstrate fast coherent transport of an atomic wave packet over a distance of 15 times its size—a paradigmatic case of quantum processes where the target state cannot be reached through a local transformation. Our measurements of the transport fidelity reveal the existence of a minimum duration—a quantum speed limit—for the coherent splitting and recombination of matter waves. We obtain physical insight into this limit by relying on a geometric interpretation of quantum state dynamics. These results shed light upon a fundamental limit of quantum state dynamics and are expected to find relevant applications in quantum sensing and quantum computing.

Introduction.—How fast can a quantum process be? Previous efforts to answer this question have resulted in fundamental insights into quantum state dynamics [1–18], and shed light onto the ultimate physical limits of the rate of information processing [19–21]. Speeding up the dynamics of a quantum process is also key to advance quantum technologies [22–24], because faster processes can help us outrun detrimental decoherence mechanisms, and so boost the number of high-fidelity operations executed within the system’s coherence time [25–27].

The fact that a minimum time is required to accomplish a physical process has been known since Bernoulli’s famous brachistochrone problem [28], long before the advent of quantum physics. The origin of such a minimum can be traced back to the maximum rate at which a physical state can change in time, which is generally determined by the amount of physical resources (energy and degree of control) available to carry out the process.

For quantum processes, a precise formulation of such a speed limit was first derived by Mandelstam and Tamm [1] considering the transformation of a quantum state |ψinit⟩ into an orthogonal one |ψtarget⟩. They discovered that the duration τQB of the fastest process—the quantum brachistochrone—is bound by the inverse of the energy uncertainty [29],

\[ \tau_{QB} \geq \tau_{MT} = \frac{\hbar \pi}{2\Delta E}, \]

providing a firm basis for Heisenberg’s time-energy uncertainty principle [30]. Most significantly, the Mandelstam–Tamm bound shows that the duration of a quantum process cannot vanish, unless infinitely large energy resources can be controlled. An experimental demonstration of this limit was given in effective two-level systems using ultracold atoms [31, 32] and superconducting transmon circuits [33].

Quantum brachistochrones between distant states.—Today, it is understood [9, 34, 35] that the Mandelstam–Tamm bound in Eq. (1) can only be saturated (i.e., \( \tau_{QB} = \tau_{MT} \)) when the quantum dynamics can be reduced to that of a simple two-level system, i.e., when the target state can be reached directly by a Rabi oscillation (Fig. 1A). Recently, however, the definition of quantum speed limit as defined by \( \tau_{MT} \) has been subject to criticism [18]: When no direct local coupling between the initial to the final state exists [36], as is the case for spatially distant states (Fig. 1B), then the Mandelstam–Tamm bound does not capture the true quantum speed limit of the process (i.e., \( \tau_{QB} \gg \tau_{MT} \)).

In this work, we give the first experimental demonstration of coherent control of a physical process at its quantum speed limit beyond direct local operations. Specifically, we consider the problem of transporting a trapped massive quantum particle to a distant location, separated by about 15 times the size of the wave packet, in the minimum possible time; the initial and target states are defined by the ground state of the trap potential centered at the two different locations. Because of the wide separation between the two states, it is fundamentally impossible for a massive quantum particle to reach the target state by a Rabi oscillation. Any local operator \( \Omega_{\text{Rabi}} \) yields in fact a vanishingly small Frank-Condon factor \( \langle \psi_{\text{init}} | \Omega_{\text{Rabi}} | \psi_{\text{target}} \rangle \) (Fig. 1B).

We see that inequality (1) fails to give a meaningful bound on the shortest transport duration \( \tau_{QB} \) if we examine its scaling with respect to the transport distance \( d \). While the minimum time \( \tau_{QB} \) is naturally expected to increase with \( d \), remarkably, the time \( \tau_{MT} \) exhibits rather the opposite behavior, as it decreases with \( d \) (Supp. Mat., Sec. S12). A way out of this conundrum will be discussed below, adopting a geometric point of view on wave packet dynamics.

Fast atom transport in optical conveyor belts.—As of yet, transport experiments have been performed with trapped ions and ultracold atoms in the nearly harmonic low-energy portion of the trap potential [37–41], where fast, high-fidelity transport is enabled by effective protocols [42, 43] known as shortcuts to adiabaticity. In order to reach the quantum speed limit, however, excita-
Fig. 1. Transporting a massive quantum particle to a distant state. (A) Direct local coupling $\hat{\Omega}_{\text{local}}$ between the initial and target state can be realized when the two wave functions have nonzero spatial overlap. (B) Fundamentally, no direct local coupling between the two states can be realized for large separations, $d \gg \Delta x$, suppressing the possibility to attain the Mandelstam-Tamm bound. (C) Atom transport in an optical conveyor belt (sinusoidal potential curves), depicted at the initial, intermediate and final time of the process. The probability distribution of the transported wave packet $|\psi(t)\rangle$ is shown (shaded area), together with that of the initial and target states (dashed lines). For illustration purpose, the chosen example shows a wave packet ending up in an excited state, corresponding to a low ($F \sim 0.5$) transport fidelity. (D) Quantum brachistochrone trajectory $x_{\text{trap}}(t)$ of the optical conveyor belt (dark blue), corresponding to the diamond data point marked by an arrow in Fig. 2. The actual position of the conveyor belt (cyan), measured with 1 Å precision by optical interferometry, and the corresponding external drive (light blue), applied to steer the conveyor belt position, are also shown. For comparison, a linear transport ramp (dashed line) is displayed.

All transport experiments begin by preparing the matter wave of a $^{133}$Cs atom into the motional ground state $|\psi_{\text{init}}\rangle$ of one of the sites of the optical conveyor belt (Supp. Mat., Sec. S1), which is initially held at rest. Subsequently, we displace the conveyor belt within a given time $\tau$ to the desired target location following a chosen trajectory $x_{\text{trap}}(t)$ as a function of time $t$ (Fig. 1D). The target location is chosen to be one lattice site away ($d = \lambda/2$) from the initial location, corresponding to 15 times the initial size $\Delta x$ of the wave packet. While the atomic wave packet is highly excited during transport, it ideally ends up in the ground state of the displaced potential $|\psi_{\text{target}}\rangle$, once the optical conveyor belt is brought back to rest. We conclude the experiments by measuring (Supp. Mat., Sec. S6) the fidelity of the transport process,

$$F(\tau) = |\langle \psi_{\text{target}} | \psi(\tau) \rangle|^2,$$

quantifying the probability of occupying $|\psi_{\text{target}}\rangle$.

In the experiments, we control the position $x_{\text{trap}}(t)$ of the optical conveyor belt with high precision using a fast polarization synthesizer [45], reducing the position noise $\delta x$ to much less than the size of the wave packet $\Delta x$ ($\delta x \approx 0.1 \text{ nm} \ll \Delta x \approx 25 \text{ nm}$). We additionally suppress systematic distortions from the desired trajectory, which are caused by the finite bandwidth (≈ 1 MHz) and nonlinearities of the control setup, by suitably oversteering the applied external drive signal (Fig. 1D); the drive signal is derived by applying a combination of deconvolution and iterative compensation techniques (Supp. Mat., Sec. S5). Time-resolved measurements of $x_{\text{trap}}(t)$, carried out by on-site laser interferometry (Supp. Mat., Sec. S4), reveal a nearly perfect agreement between the actual trajectory of the conveyor belt and the targeted one (Fig. 1D), with peak-to-peak discrepancies less than 10 nm.

Optimal transport solutions.---We steer the conveyor belt along trajectories that are specially chosen to maximize the transport fidelity, thus realizing feed-forward quantum control [46]. For a fixed duration $\tau$, to obtain an optimal trajectory $x_{\text{trap}}(t)$, we take the solution for the corresponding classical problem (Supp. Mat., Sec. S7), and subsequently apply optimal quantum control methods [47–49] to maximize $F(\tau)$, relying on numerical simulations of atom transport. In the optimization problem, two constraints must be fulfilled: (1) $x_{\text{trap}}(t \leq 0) = d$ and $x_{\text{trap}}(t \geq \tau) = d$; (2) the Fourier spectrum of $x_{\text{trap}}(t)$ is limited to within the control setup bandwidth in order to ensure that $x_{\text{trap}}(t)$ is faithfully reproduced in
Our measure-

Blue points: Optimal quantum control achieves near-unit fidelity for durations above the quantum brachistochrone time $\tau_{QB}$ (diamond point marked by an arrow), in the proximity of $\tau_{HO}$. Below the quantum brachistochrone time, the fidelity drops rapidly, revealing the existence of a quantum speed limit. To our knowledge, this is the first observation of the quantum speed limit—for the transport of matter waves. To validate our experimental results, we employ nu-

The resulting optimal trajectories (Fig. 1D) exhibit a rather wiggling behavior, which is key to control excitations during transport. Disregarding the fast wiggles, the remaining behavior of $x_{\text{trap}}(t)$ is reminiscent of a constantly accelerated and decelerated trajectory for the first and second half of the transport duration. In addition, optimal trajectories notably start and finish with swift displacements, which are favorable to place the atomic wave packet where the trap potential is steep (Supp. Mat., Sec. S7).

Revealing the quantum speed limit.—Our measurements of the transport fidelity (Fig. 2) demonstrate that optimal quantum-control solutions accomplish $\mathcal{F} \approx 1$ within experimental uncertainty for all transport times greater than $\tau_{QB}$, occurring in the proximity of $\tau_{HO}$, the oscillation period in the harmonic approximation of the trap potential (Supp. Mat., Sec. S7). Crucially, for times shorter than $\tau_{HO}$, the fidelity drops rapidly, revealing the existence of a minimum duration—a quantum speed limit—for the transport of matter waves. To our knowledge, this is the first observation of the quantum speed limit for a multi-level system, where the transition from a quantum-controllable to a quantum-noncontrollable process is sharply resolved by fidelity measurements. Instead of a sharp transition from perfectly controllable to completely uncontrollable, as in the classical analog problem, we here observe a rapid, yet smooth crossover around $\tau_{QB}$ [50].

We obtain insight about $\tau_{QB}$ by exploring the fidelity landscape $\mathcal{F}(\tau)$ as a function of $\tau$, for different trap depths $U_0 \approx \{70, 150, 300\} E_{rec}$. By varying the trap depth, we change the number of effectively controlled energy levels (4, 6, 10, respectively), for which site-to-site tunneling is negligible over the transport duration $\tau$. We determine the transition to a quantum noncontrollable process as the transport time at which the measured fidelity drops to $\mathcal{F}(\tau) \approx 0.5$ (inset of Fig. 2). Our measurements demonstrate that in the range of trap depths explored here, the quantum brachistochrone time $\tau_{QB}$ follows approximately $\tau_{HO}$. Atom transport performed in a time close to $\tau_{HO}$ is notably much faster than its adiabatic counterpart, which requires on the contrary $\tau \gg \tau_{HO}$ (Supp. Mat., Sec. S10). Further insight into the scaling of $\tau_{QB}$ is provided in the final discussion, relying on geometric arguments.

To validate our experimental results, we employ nu-
numerical simulations of the transport process based on a one-dimensional model of the conveyor belt potential (Supp. Mat., Sec. S3). A direct comparison of the computed fidelity with the measured $F(\tau)$ reveals an excellent agreement with the simulations taking into account a thermal distribution in the transverse direction to the optical conveyor belt (Fig. 2). Relying on the numerical simulations, we are able to explain the rapid drop of fidelity observed when the transport duration is reduced below $\tau_{QB}$. For short durations, high-energy excitations are created above the discrete spectrum of controlled energy levels, leading to a significant probability of tunneling to the neighboring sites and thus to a drop of fidelity. The occurrence of tunneling is especially evident in the limit of very short durations, $\tau \ll \tau_{QB}$. In this limit, in fact, the optical conveyor belt is displaced so fast that the atom has a considerable probability to remain in the very same state $|\psi_{\text{init}}\rangle$ where it was initially prepared. This possibility explains the rise in fidelity for very short times observed in Fig. 2; such an event could be separately detected by resolving the individual lattice sites [51] in addition to measuring the ground state probability.

For comparison, we perform analogous transport experiments applying a simple linear transport ramp (Fig. 1D), corresponding to a bang-bang type of control (Supp. Mat., Sec. S9), as opposed to optimal quantum control. In spite of its simplicity, bang-bang control enables faster-than-adiabatic high-fidelity transport, and finds wide applications in quantum technology [40]. The measured transport fidelity reveals maxima of $F(\tau)$ when the transport duration is chosen to be a multiple of the oscillation period $\tau_{HO}$ (Fig. 2). In an ideal harmonic trap, these maxima are expected to reach unit fidelity owing to a perfect refocussing of motional excitations (Supp. Mat., Sec. S9). Our measurements show, however, that such refocussing mechanism is only partially effective, owing to the anharmonicity of the conveyor belt potential. To reach fidelity values close to unity, long transport times are required, $\tau \gg \tau_{HO}$, rendering bang-bang control in anharmonic potentials nearly as ineffective as adiabatic transport.

**Coherent splitting and recombination of matter waves.**—To demonstrate that optimal quantum control transport is fully coherent, we conduct a second, closely related experiment, realizing a single-atom Mach-Zehnder interferometer. To this purpose, we create a copy of the initial atom wave packet with opposite spin direction, realizing a superposition of $|\uparrow\rangle$ and $|\downarrow\rangle$ states, subject to two fully independent, spin-selective optical conveyor belts [45]. Keeping the initial spin-down state at rest, we transport the spin-up state to the next lattice site employing an optimal quantum-control trajectory of duration $\tau$, and bring it back with the same trajectory reversed. We conclude the interferometer experiments by retrieving the contrast $C(2\tau)$ of the interference fringe with a Ramsey interrogation scheme [52].

In analogy to our previous findings, the interferometer measurements reveal a high contrast for transport durations $\tau \gtrsim \tau_{HO}$, attesting to the fully coherent nature of the process (Fig. 3). The measured contrast is in fact directly related to the fidelity $F_2(2\tau)$ of the process transporting the atomic wave packet back and forth: $C(2\tau) = |\langle \psi_{\text{init}} | \psi(2\tau) \rangle| = \sqrt{F_2}(2\tau)$. Moreover, if we make the assumption $F_2(2\tau) \approx F(\tau)^2$, we can trace $F_2(2\tau)$ back to the single transport fidelity. The direct comparison of the measurements of the fidelity $F(\tau)$ and contrast $C(2\tau)$ reveals a striking similarity (Fig. 3). This comparison shows the importance of achieving high-fidelity transport operations for fully coherent quantum processes involving superposition of states.

**Interpretation and physical insight.**—A basic interpretation of the quantum brachistochrone time $\tau_{QB}$ observed in the experiments is provided by the analog classical problem. There, the fastest process is realized when the particle is maximally accelerated for half of the time and then decelerated for the other half, with its position being centered at the points of steepest potential. This protocol results in the classical brachistochrone time $\tau_{CB} = \tau_{HO} \sqrt{2n/\pi}$, where $n$ represents the transport distance $d$ expressed in units of the lattice constant $\lambda/2$ (Supp. Mat., Sec. S7). When transporting a quantum particle, however, extra control is necessary to prevent too large spreading of the wave packet in the anharmonic potential [50], in particular when the wave packet approaches the points of steepest potential, where the trap loses its ability to confine. This additional requirement translates in a longer time to achieve a near-unit fidelity ($\tau_{QB} > \tau_{CB}$), yielding a lower bound on the quantum brachistochrone time,

$$\tau_{QB} > \tau_{HO} \sqrt{2n/\pi},$$

(Fig. 3).
where $n = 1$ is the case chosen for the experiments in this work. Comparing this bound to the measured data, which show near-unit fidelity for durations above $\tau_{\text{HO}}$, validates the finding that the transport of atoms in our experiments attains the quantum speed limit.

Can the same bound in Eq. (3) be obtained from quantum mechanical principles? As we argued earlier, this question cannot be answered based on the Mandelstam-Tamm bound. Instead, we consider the quantum state evolution from a geometric point of view, as proposed by Anandan and Aharonov [4]. They prove that for every quantum process of duration $\tau$, the average energy uncertainty $\Delta E$ [29] is related to the geometric path length of the time-evolved state $|\psi(t)\rangle$,

$$\ell = \int_0^\tau ds_{\text{FS}} = \Delta E \tau / \hbar,$$  \hspace{1cm} (4)

measured by the Fubini-Study metric in the Hilbert space of quantum states, $ds_{\text{FS}}^2 = 1 - |\langle\psi(t + dt)|\psi(t)\rangle|^2$ [33]. Applying this relation to a quantum brachistochrone process, we directly obtain a lower bound on the quantum brachistochrone time, $\tau_{\text{QB}} > h \ell_{\text{QB}} / \Delta E_{\text{upper}}$, provided that (I) the path length $\ell_{\text{QB}}$ of the process is known, and (II) an upper bound $\Delta E_{\text{upper}}$ on the average energy uncertainty can be provided.

To produce (I) and (II), we assume that at the quantum speed limit the wave packet is steadily accelerated in the first half and steadily decelerated in the second half, with its shape maintained close to that of a coherent state. Concerning point (I), under this assumption we can estimate the path length of the quantum brachistochrone process as the product of two factors (Supp. Mat., Sec. S11),

$$\ell_{\text{QB}} \approx \frac{d}{2 \Delta x} f\left(\frac{\tau_{\text{HO}}}{\pi \tau_{\text{QB}}}\right),$$  \hspace{1cm} (5)

where $f(\xi) = \sqrt{1 + \xi^2 + \xi^2 \arccsch(\xi)}$ is a monotonically increasing function greater than 1 for positive arguments. Notably, the first factor in Eq. (5) coincides with the distance between the initial and final states as measured by the quantum geometric tensor (Supp. Mat., Sec. S11),

$$\ell_{\text{QGT}} = \frac{d}{2 \Delta x},$$  \hspace{1cm} (6)

In contrast to $\ell_{\text{QB}}$ in Eq. (5), $\ell_{\text{QGT}}$ is a purely geometric quantity independent of the dynamics of the process, since it represents the shortest path length as measured by the Fubini-Study metric in the restricted manifold of static states that are reachable via an adiabatic transformation of the control parameter $x_{\text{trap}}$ (Supp. Mat., Sec. S11). Equation (5) shows that $\ell_{\text{QB}}$ is larger than $\ell_{\text{QGT}}$. This finding is in line with the conjecture put forward in Ref. [18] that $\ell_{\text{QGT}}$ is a lower bound on the path length $\ell$ of those processes that are realizable with the control parameters available (in this work, $x_{\text{trap}}$),

$$\ell \geq \ell_{\text{QGT}}.$$  \hspace{1cm} (7)

The two factors in Eq. (5) can thus be interpreted as follows: The first factor $\ell_{\text{QGT}}$ is a measure of the change of $|\psi(t)\rangle$ when its position is moved across a distance $d$, which can be loosely understood as the number of local transformations necessary to carry out the transport process. The second factor $f$ instead carries information about the dynamics, reflecting the change of $|\psi(t)\rangle$ when the momentum is varied during transport. Numerical simulations show that Eq. (5) approximates the actual $\ell_{\text{QB}}$ to within a few percent.

Concerning point (II), the determination of an upper bound on $\Delta E$, we bound from above the potential contribution to the instantaneous energy uncertainty $\Delta E(t)$ by assuming the wave packet of size $\Delta x$ to be positioned where the trap potential is steepest, at $\pm \lambda/8$ from the center of the site (Supp. Mat., Sec. S11). By averaging over time [29], we thus find an upper bound $\Delta E_{\text{upper}}$ on $\Delta E$, which remarkably can be expressed in the form

$$\Delta E < \Delta E_{\text{upper}} = \ell_{\text{QGT}} f\left(\frac{\tau_{\text{QB}}}{2 n \tau_{\text{HO}}}\right) \frac{\hbar}{\tau_{\text{QB}}},$$  \hspace{1cm} (8)

where $\ell_{\text{QGT}}$ originates from the kinetic contribution to $\Delta E(t)$, whereas the second factor $f$ stems from the trap potential contribution. Combining Eqs. (5) and (8) in the Anandan-Aharonov relation (4), we obtain

$$\tau_{\text{QB}} = \frac{\ell_{\text{QB}} \Delta E}{\hbar} > \tau_{\text{QB}} f\left(\frac{\tau_{\text{HO}}}{\pi \Delta E}\right) / f\left(\frac{\tau_{\text{QB}}}{2 n \tau_{\text{HO}}}\right),$$  \hspace{1cm} (9)

which, because of the monotonicity of $f$, directly translates in inequality (3), thus providing a positive answer to the question raised in the beginning. This result is consistent with the recent findings that the quantum speed limit is not a purely quantum phenomenon, but a universal property of the dynamics of physical states in Hilbert space [15, 16].

The conjectured bound on the path length, Eq. (7), alone is not sufficient to yield a bound on $\tau_{\text{QB}}$, since it does not take into account the dynamical contribution, represented by $f$ in Eq. (5). Even so, this bound in Eq. (7) allows us to obtain novel insights applicable to any transport process that connects spatially distant states. In fact, using this bound, we find that $\ell$ is not just longer, but significantly longer than the geodesic—the shortest possible path as defined by the Fubini-Study metric—connecting the initial to the target state. The reason is that the geodesic coincides [2] with the path in Hilbert space traced by a Rabi oscillation ($\Omega = \pi/\tau$),

$$|\psi(t)\rangle = \cos(\Omega t) |\psi_{\text{init}}\rangle + \sin(\Omega t) |\psi_{\text{target}}\rangle,$$  \hspace{1cm} (10)

whose length is $\ell_{\text{geo}} = \arccos(|\langle\psi_{\text{target}}|\psi_{\text{init}}\rangle|)$. Importantly, $\ell_{\text{geo}}$ levels off to $\pi/2$ for orthogonal states, regardless of the distance $d$ separating the two states in real space, thus yielding $\ell \gg \ell_{\text{geo}}$ for $d \gg \Delta x$. The atom, in contrast, cannot evolve as in Eq. (10) because, as a massive particle, it cannot disappear from the initial location while reappearing at the target location [54], but must take a different much longer path.

The geometric relation just obtained, $\ell \gg \ell_{\text{geo}}$, is the fundamental reason why the Mandelstam-Tamm inequality fails short of giving a meaningful bound on the quantum brachistochrone duration, $\tau_{\text{QB}} \gg \tau_{\text{MT}}$. In fact, applying the Anandan-Aharonov relation (4) to the quantum brachistochrone process, we directly obtain $\tau_{\text{QB}} = \frac{\ell_{\text{QB}} \Delta E}{\hbar}$.
In this work, we have experimentally demonstrated high-fidelity transport of matter waves connecting spatially distant states in the shortest possible time. By splitting and recombining atomic matter waves, we showed that coherent quantum control is preserved at the quantum speed limit. By using geometric arguments, we showed how our transport experiments connecting distant states go beyond the quantum-speed-limit paradigm developed for single qubits and complex systems that can be effectively reduced to a two-level system [55], where the Mandelstam-Tamm bound is known to provide a meaningful lower bound on the shortest duration \( \tau_{QB} \). This work focused on a transport distance equal to one lattice site, which is the most relevant case for quantum walks [24]. It remains for future work to demonstrate quantum brachistochrone for long baseline interferometry, which is key to boost the sensitivity of quantum sensors in trapped atom interferometers [56, 57], to realize fundamental test of quantum superposition states [58], and to realize fault-tolerant quantum memories [59].
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S1. ATOM TRAPPING AND COOLING

We load $^{133}$Cs atoms from the background gas into a magneto-optical trap (MOT) and subsequently transfer them into a superimposed one-dimensional optical lattice with a trap depth $U_0 \approx k_B \times 400 \, \text{mK} \approx 400 \, E_{\text{rec}}$, where $k_B$ is the Boltzmann constant and $E_{\text{rec}} = (\hbar k)^2/(2m)$ is the recoil energy; here, $k = 2\pi/\lambda$ is the wavenumber associated with the wavelength $\lambda$ of the optical lattice, $m$ is the mass of cesium atoms, and $\hbar$ is the reduced Planck constant. The initial number of atoms is obtained by fluorescence imaging under near-resonant molasses illumination with an exposure time of $400 \, \text{ms}$. A typical sample consists of 30 atoms loaded sparsely over 100 lattice sites. The molasses also cools the atoms further down by polarization gradient cooling. Adiabatically lowering the lattice trap depth to $k_B \times 80 \, \text{mK} \approx 800 \, E_{\text{rec}}$ further cools the atoms down to around $10 \, \text{mK}$. This temperature corresponds to a longitudinal ground state population of around 40% as determined by microwave sideband spectroscopy.

A weak magnetic field of 3 G along the lattice axis provides a well-defined quantization axis. Relative to the quantization axis, we select two hyperfine states of the ground state for the atom transport experiments, $|\uparrow\rangle = |F = 4, m_F = 4\rangle$ and $|\downarrow\rangle = |F = 3, m_F = 3\rangle$. In interferometer transport experiments, we use a superposition of both states, while for the other transport experiments we use state $|\uparrow\rangle$.

We cool the atoms down to the vibrational ground state along the longitudinal lattice direction by resolved sideband cooling using microwave radiation at 9.2 GHz [60]. More specifically, microwave sideband cooling is achieved by driving the cooling sideband $|\uparrow, n\rangle$ to $|\downarrow, n - 1\rangle$, thereby removing one vibrational energy quantum $\hbar \omega_{\text{HO}}$, while simultaneously repumping the atoms to $|\uparrow\rangle$; here $\omega_{\text{HO}} = 2\pi$ denotes the harmonic oscillation frequency,

$$\omega_{\text{HO}} = 2\pi/\tau_{\text{HO}} = 2\pi \sqrt{2U_0/m\lambda^2}. \quad (S1)$$

Microwave sideband transitions are enabled by displacing one of the spin potentials by around 17 nm along the lattice axis, lifting the orthogonality between different vibrational states. After sideband cooling for 20 ms, an longitudinal ground state population of typically 96% is reached.

In order to reduce the transverse temperature of the atoms, during molasses cooling we superimpose to the optical lattice a blue-detuned donut-shaped beam. Thereby, we increase the confinement of the atoms in the direction transverse to the optical lattice. By subsequently ramping down the intensity of the donut beam adiabatically, we lower the transverse temperature to $T_\perp \approx 1 \, \text{mK}$.

S2. SPIN-DEPENDENT OPTICAL LATTICES

The optical lattice is operated at $\lambda = 865.9 \, \text{nm}$, a so-called “magic” wavelength allowing atoms in the state $|\uparrow\rangle$ to be trapped only by the right-handed circularly polarized (R-polarized) light, while atoms in the state $|\downarrow\rangle$ are predominantly trapped by the left-handed circularly polarized (L-polarized) light. The dipole trap potentials for the two spin states are

$$U_\uparrow = -\alpha I_R \quad (S2a)$$
$$U_\downarrow = -\alpha \left( \frac{7}{8} I_L + \frac{1}{8} I_R \right). \quad (S2b)$$

where $I_R$ and $I_L$ denote the intensity of the two circular polarization components of the lattice laser field, and the proportionality constant $\alpha$ only depends on cesium polarizability.

In order to create two fully independent optical conveyor belts transporting atoms selectively in either one of the two spin states, we employ a polarization-synthesized beam, where the phases $\phi_R$ and $\phi_L$ and the amplitudes of its left- and right-handed circularly polarized components are steered with high precision [45]. By interfering the polarization-synthesized beam with a counter-propagating reference beam of fixed linear polarization, we create two perfectly superposed standing waves. The position of each standing wave

$$x_{R,L}(t) = \frac{\lambda}{2} \phi_{R,L}(t) - \phi_0 \quad (S3)$$

is independently controlled by the phase $\phi_{R,L}(t)$ relative to the phase $\phi_0$ of the counter-propagating reference beam. The conveyor belt potential for an atom in state $|\uparrow\rangle$ is simply

$$U_\uparrow(x, t) = -U_0,\uparrow \cos^2 \left( k [x - x_\uparrow(t)] \right), \quad (S4)$$
with $x_t = x_R$ and $U_{0,t} = \alpha I_R > 0$ being the trap depth; for the sake of notation, we simply use $U_0$ to refer to $U_{0,t}$ when only state $|\uparrow\rangle$ is involved. Whereas, because both polarization components contribute to $U_i$ in Eq. (S2b), the conveyor belt potential for an atom in state $|\downarrow\rangle$ takes the form

$$U_i(x,t) = -U_{\text{offs},i} - U_{0,i} \cos^2 \{ k [x - x_i(t)] \},$$

(S5)

with

$$U_{0,i} = \alpha \frac{8}{9} \sqrt{I_L^2 + 49I_R^2} + 14I_L I_R \cos(\phi_R - \phi_L),$$

(S6a)

$$U_{\text{offs},i} = \alpha \frac{16}{9} I_L + 7I_R - \frac{1}{2} U_{0,i},$$

(S6b)

$$x_i = \frac{\lambda}{4\pi} \arctan \left( \frac{I_L \sin(\phi_L) + 7I_R \sin(\phi_R)}{I_L \cos(\phi_L) + 7I_R \cos(\phi_R)} \right).$$

(S6c)

Here, $U_{0,i} > 0$ and $U_{\text{offs},i} > 0$ are the contrast and offset of the spin-down conveyor belt potential (see Fig. S1).

The phase of each of the two polarization components $\phi_R(t)$ is controlled by two independent optical phase-locked loops (OPLLs) with respect to a common reference beam, using two acousto-optical modulators as actuators. The set-points of the OPLLs are controlled by a direct digital frequency synthesizer (AD9954 by Analog Devices), enabling fast pre-programmed arbitrary phase ramps. The control system has a bandwidth of 800 kHz and a slew rate of 0.84 rad µs$^{-1}$, equivalent to 0.13 lattice sites per µs.

During the atom interferometer sequence described in the main text, the spin-down conveyor belt is kept static in order to preserve the spin-down wave function as a reference. To that purpose, we actively compensate the effect of the moving R-polarized standing wave onto $U_i$ during the transport of the spin-up potential. We therefore suppress the position modulation with a compensation ramp $\phi_L$ (blue trajectory in the inset of Fig. 3 of the main text) that maintains $x_R$ constant,

$$\phi_L = -\arcsin \left( \frac{\phi_R}{1/f(\phi_R)} \right),$$

(S7)

where $f(\phi_R)$ is a rather involved analytical expression depending on $\phi_R$. We do not compensate the depth modulation $U_{0,i}$, Fig. S1C, because motional excitations of atoms in state $|\downarrow\rangle$ are predominantly caused by position modulation $x_L$, when this latter is not properly compensated.

**S3. SIMULATIONS OF ATOM TRANSPORT**

For the numerical simulations of atom transport, we consider a one-dimensional model of the conveyor belt potential, as introduced in Sec. S2, corresponding to the Hamiltonian

$$\hat{H}(t) = \frac{\hat{p}^2}{2m} + U_0 \cos^2 \{ k[\hat{x} - x_{\text{trap}}(t)] \},$$

(S8)

We assume that the atom occupies initially the lowest energy state of $\hat{H}(0)$. We compute the evolution of the wave packet in discrete time steps using the Strang split-step integration method [61].

In the transverse directions, a small, but nonzero temperature $T_\perp$ characterizes the initial state of the atoms, see Sec. S1. For the atom transport problem, the motion of atoms in the transverse directions can be considered as frozen. This assumption is justified by the large separation between the time scales of the longitudinal (20 µs) and transverse (1 ms) motion. However, because of the thermal distribution of transverse positions, atoms experience a different trap depth $U_0$ depending on their distance from the lattice axis (inhomogeneous broadening). Such a distribution of trap depths reduces the transport fidelity, especially for short transport durations close to the quantum speed limit, see Fig. 2 of the main text. In the numerical simulations, we take into account the thermal distribution of transverse positions by assuming a two-dimensional Boltzmann distribution in the harmonic approximation of the transverse energy potential [60]

$$\mathcal{P}(r, T_\perp) = \frac{m\omega_\perp^2}{k_B T_\perp} r \exp \left( -\frac{m\omega_\perp^2 r^2}{2k_B T_\perp} \right).$$

(S9)
where \( r \) is the transverse distance from the lattice axis and \( \omega_\perp \) is the transverse trap frequency. The effective trap depth experienced by atoms as a function of \( r \) is

\[
U_0(r) = U_0(0) \exp \left( -\frac{2r^2}{w_{\text{DT}}^2} \right), \tag{S10}
\]

where \( w_{\text{DT}} \) is the lattice beam waist and \( U_0(0) \) is the depth on the lattice axis. The average fidelity for a thermal ensemble of atoms is then given by

\[
F(\tau, T_\perp) = \int_0^\infty dr \, F(U_0(r)) \mathcal{P}(r, T_\perp), \tag{S11}
\]

where

\[
F(U_0) = \left| \langle \psi_{\text{target}} | \hat{V}(\tau, U_0) | \psi_{\text{init}} \rangle \right|^2. \tag{S12}
\]

Here, \( \hat{V}(\tau, U_0) \) denotes the operator evolving the state for a time \( \tau \) according to the Hamiltonian in Eq. (S8) with a trap depth \( U_0 \). In practice, the integral in Eq. (S11) is replaced by a trapezoidal sum over about 10 different discrete values of \( r \).

### S4. PRECISION OPTICAL MEASUREMENT OF TRANSPORT RAMPS

Measuring the actual trajectory of the conveyor belt with high precision is important to achieve high fidelity transport operations. Indeed, knowledge of the actual trajectory allows us to compensate for deviations from the target optimal trajectory \( x_{\text{trap}}(t) \); see Sec. S5.

To that purpose, we developed an interferometric technique to reconstruct in situ the trajectory \( x_R(t) \) and \( x_L(t) \) of the optical conveyor belts for the two spin states: The conveyor belt trajectories are inferred via Eqs. (S4) and (S5) from the positions \( x_R(t) \) and \( x_L(t) \) of the R- and L-polarized optical standing waves, which are in turn obtained via Eq. (S3) from a time-resolved measurement of the optical phases \( \phi_R(t) \) and \( \phi_L(t) \) of the R- and L-polarized components that form the polarization-synthesized beam of the spin-dependent optical lattice.

The two phases are measured by using an optical phase quadrature detection scheme, which consists in inserting a Glan-Laser polarizer directly into the optical path of the polarization-synthesized beam, and detecting the intensity signal produced by the two interfering R- and L-polarized components. If for example we aim to detect \( \phi_R(t) \), we then hold \( \phi_L(t) \) constant at either \( \phi_L(0) \) or \( \phi_L(0) + \pi/2 \). The recorded interference signals correspond to the in-phase and quadrature components of \( \phi_R(t) \), respectively, from which it is straightforward to obtain \( x_R(t) \); see Fig. S2.

### S5. AVOIDING DISTORTIONS CAUSED BY BANDWIDTH LIMITATION

Deviations from the target optimal trajectory, which are caused by the limited bandwidth of the control system, must be compensated in order to realize high fidelity transport operations.

### S6. PRECISION MEASUREMENT OF TRANSPORT FIDELITY

The fidelity \( F \) of a transport operation is given by the fraction of atoms occupying the motional ground state \( |\psi_{\text{target}}\rangle \) of the conveyor belt potential at the target po-
sition, as defined in Eq. (2) of the main text.

We measure the ground state fraction with a detection scheme that selectively removes atoms in higher motional states from the trap while retaining those in the ground state [60]: All atoms are first transferred from $|\psi_1\rangle$ to $|\psi_2\rangle$ with a fast microwave $\pi$-pulse on the carrier transition, $|\uparrow, n\rangle \rightarrow |\downarrow, n\rangle$. Subsequently, the relative position $x_\uparrow(t) - x_\downarrow(t)$ between the spin-up and spin-down conveyor belts is adiabatically increased from zero to around 17 nm in order to enable microwave transitions on the motional sidebands. We perform 10 repetitions of a removal cycle, where first a microwave pulse on the sideband $|\downarrow, n\rangle \rightarrow |\uparrow, n-1\rangle$ transfers all atoms, except those in the ground state, to the spin-up state, and then a push-out beam resonant to the transition $|F = 4\rangle \rightarrow |F' = 5\rangle$ removes the transferred atoms by radiation pressure. The remaining fraction of atoms indicates the motional ground state population, with a typical statistical uncertainty at the 2% level.

To compensate for the imperfect initial state preparation, the reported values of the transport fidelity $F$ are normalized by the fidelity of the initial state preparation (around 96%, see Sec. S1), which is measured by the same technique, but omitting the transport operation.

The fraction of atoms in the motional ground state, as measured with this scheme, does not discriminate whether the transported atom ends up in the ground state of the target site (true positive) or in that of an adjacent site of the optical lattice (false positive). The latter possibility has however a negligible probability to occur, unless the transport duration is significantly shorter than the quantum brachistochrone time $\tau_{\text{QB}}$, see Fig. 2 of the main text. Such false positive events could be separately detected and filtered out by resolving the individual lattice sites [51] in addition to measuring the ground state probability.
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**Fig. S3.** Reconstructed impulse response function.

The control bandwidth is mainly limited [45] by a time delay, which originates from the acousto-optical modulators employed in the optical phase-locked loop to control the phases $\phi_{R,L}(t)$, see Sec. S1.
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**Fig. S4.** Excitation-free classical trajectories. (A) The dotted curve shows the trajectory of a classical point particle being first constantly accelerated and then decelerated. The solid curve is the trajectory of the trap $x_{\text{ansatz}}(t)$, see Eq. (S14), required to drive the particle along the dotted curve. The example refers to $\tau = 1.2 \tau_{\text{HO}}$ and $d = \lambda/2$, whereas $\delta x$ is given by Eq. (S15). (B) The potential in the non-inertial comoving frame (solid curve) is equal to the static potential (dashed curve) plus a linear tilt with slope $m x_{\text{ansatz}}(t)$. The sudden shift by $\delta x$ keeps the particle at the position of the potential minimum in the comoving frame, avoiding motional excitations (e.g., slosh motion).

### S7. ANSATZ FOR OPTIMAL TRANSPORT TRAJECTORIES

For optimal control of the transport process (see Sec. S8), it is important to start with a good ansatz of the transport trajectory $x_{\text{trap}}(t)$. We obtain it considering the classical analog of the atom transport problem: A classical point particle of mass $m$, initially at rest in a sinusoidal potential with lattice constant $\lambda/2$ and depth $U_0$, is to be transported over a distance $d$ in the shortest possible time such that it is again at rest after the transport. The optimal strategy evidently is to maximally accelerate the particle during the first half of the transport and maximally decelerate it during the second half. Thus, the optimal classical transport trajectory starts with a sudden lattice displacement equal to $\delta x = \lambda/8$, which places the particle at the point of steepest potential, where it is maximally accelerated. The lattice potential is then moved together with the particle in order to maintain maximum acceleration until the particle reaches half of the transport distance. At that point, the potential gradient is suddenly reversed by displacing the lattice by $-2\delta x$, thus ensuring maximum deceleration in the second half. The particle reaches the target position at zero speed, where a final sudden displacement by $\delta x$ places the potential minimum at the particle’s final position. The duration of this process is the classical brachistochrone time,

$$\tau_{\text{CB}} = \tau_{\text{HO}} \sqrt{2n/\pi}, \quad (S13)$$

where $n = d/(\lambda/2)$ is the transport distance $d$ expressed in number of lattice sites.

This protocol can be extended to any transport duration $\tau \geq \tau_{\text{CB}}$ by reducing the constant acceleration and deceleration below the maximum value, yielding the tra-
jectory (Fig. S4A)

\[
x_{\text{ansatz}}(t) = \begin{cases} 
0 & \text{for } t \leq 0 \\
\frac{d}{2} \left( \frac{\nu t}{\tau} \right)^2 + \delta x & \text{for } 0 < t < \tau/2 \\
\frac{d}{2} \left( \frac{\nu t}{\tau} \right)^2 - \delta x & \text{for } \tau/2 < t < \tau \\
d & \text{for } t \geq \tau,
\end{cases}
\]

(S14)

with

\[
\delta x = \frac{\lambda}{4\pi} \arcsin \left( \frac{\nu CB}{\tau} \right)^2 \leq \frac{\lambda}{8}.
\]

(S15)

The effect of the sudden steps by \( \delta x \) is best understood considering the dynamics from the reference frame comoving with the trap. There, the classical particle is constantly kept at the position of the minimum of the tilted potential, thus avoiding in this reference frame motional excitations (e.g., slosh motion); see Fig. S4B.

We note that the trajectory \( x_{\text{ansatz}}(t) \) resembles the transport trajectory proposed in Ref. [62], which is obtained by minimizing the anharmonic contribution of the trap potential. This condition, in fact, can be shown to be related to minimizing the slosh motion as achieved by \( x_{\text{ansatz}}(t) \).

S8. OPTIMAL QUANTUM CONTROL OF TRANSPORT TRAJECTORIES

Optimal quantum control searches for the trajectory \( x_{\text{trap}}(t) \) that maximizes the transport fidelity \( F(\tau, T_\perp) \) as defined in Eq. (S11) for a given transport duration \( \tau \) and transverse temperature \( T_\perp \). Relying on numerical simulations of the transport problem (see Sec. S3), we search for an optimal transport trajectory in the form of a Fourier series,

\[
x_{\text{trap}}(t) = d \frac{1 - \cos(\nu_j t)}{2} + \sum_{j=1}^{\nu_{\text{max}}} b_j \sin(\nu_j t), \quad t \in [0, \tau],
\]

(S16)

where the frequencies \( \nu_j = \nu_j / \tau \) are chosen to satisfy the boundary conditions \( x_{\text{trap}}(0) = 0 \) and \( x_{\text{trap}}(\tau) = d \). We choose the maximum frequency \( \nu_{\text{max}} \) to lie within the bandwidth of our control system of around 800 kHz to ensure that \( x_{\text{trap}} \) can be faithfully reproduced in the transport experiments (see Sec. S5).

Numerical simulations comparing the maximum fidelity reached by the optimization procedure as a function of the bandwidth of the control system show that the limitation to frequencies below \( \nu_{\text{max}} \) has no significant effect in the range of parameters considered in this work. In fact, because \( \nu_{\text{max}} \) is larger than \( U_0/(2\pi\hbar) \), the control system bandwidth allows driving any relevant transition, i.e., any transition between pairs of discrete states of the trap, for which tunneling to neighboring sites is negligible.

Moreover, we conjecture that the optimal transport trajectory satisfies the point symmetry \( x_{\text{trap}}(t) = d - x_{\text{trap}}(\tau - t) \), which is equivalent to reducing the search parameter space to the even Fourier coefficients \( \{b_{2j}\} \) and thus taking \( b_{2j+1} = 0 \). This conjecture is supported by numerical studies, showing that when the search parameter space is unconstrained, the weight of the odd coefficients is negligible compared to that of the even coefficients.

For a robust convergence of the search algorithm to a global optimum of \( F(\tau, T_\perp) \), it is convenient to start the optimization procedure with good initial values of the coefficients \( \{b_{2j}\} \) defining the transport trajectory. For this purpose, based on physical intuition, we consider the trajectory defined in Eq. (S14), \( x_{\text{ansatz}}(t) \), which is designed to avoid motional excitations of a classical point particle. We project this ansatz into the form of Eq. (S16), thus obtaining the initial set of control parameters \( \{b_{2j}\} \) for the numerical optimization procedure. We note here that alternative to \( x_{\text{ansatz}}(t) \), one can choose as ansatz for the optimization procedure an optimal solution obtained for a slightly longer transport time [49].

While \( x_{\text{ansatz}}(t) \) produces no motional excitations for a classical point particle, it does cause small, but not negligible wave packet deformations because of the anharmonicity of the potential. These excitations, if not counteracted via optimal quantum control, would result in a loss of transport fidelity \( F(\tau) \), which becomes especially significant for \( \tau \) close to \( \tau_{QCB} \). Our numerical optimization of the transport process shows that optimal quantum control achieves this objective by avoiding too large motional excitations (e.g., breathing and slosh motion) in the reference frame comoving with the conveyor belt during the whole transport process.

Concerning the search algorithm, we use the interior-point method provided by MATLAB with the \texttt{fmincon} function, which allows us to include constraints. We use constraints to limit the gradient of the trajectory to the maximum slew rate of the control system (0.84 rad/μs), which is determined by how fast the OPLL is able to track the change of its set-point; see Sec. S2.

We note that for transport over many lattice sites, more frequency components \( \nu_j \) fit within the system bandwidth due to the longer transport time, resulting in a higher dimensional search parameter space. In this case, using a reduced randomized basis of functions to represent \( x_{\text{trap}}(t) \), as done by the DCRAB algorithm [63], is expected to be preferable to exhaustively searching through the whole system bandwidth at once, as done here.

S9. BANG-BANG CONTROL

A widely used transport method is the so called bang-bang type of transport. We here compare the fidelities achieved with our optimal control optimization procedure to the fidelities of two types of bang-bang transport protocols: the linear transport and the parabolic transport. For the linear transport, \( x_{\text{trap}}(t) \) follows a trajectory with constant speed from the initial to the target position. For the parabolic transport, \( x_{\text{trap}}(t) \) is constantly accelerated with \( \ddot{x}_{\text{trap}}(t) = a \) on the first half of the transport and constantly decelerated with \( \ddot{x}_{\text{trap}}(t) = -a \) on the second half.

Both protocols are better understood in the reference
frame comoving with the trap. During the linear transport, the wave packet is subject to two momentum kicks: one at the start and one at the end. During the parabolic transport, the wave packet is subject to three position kicks: one at the start by \(-a/\omega\), one at half of the transport time by \(2a/\omega\) and one at the end by \(-a/\omega\). In both cases, motional excitations are created after the initial kick. However, the transport process can be timed so that the excitations created by the first and possibly middle kicks are undone by the last kick. The simulated infidelities of the two transport types are shown in Fig. S5 and compared to the infidelity of the optimal control transport as well as the adiabatic transport discussed in Sec. S10. The “magic” transport durations for which the transport brings the wave packet back to a minimally excited state lie close to multiples of approximately the harmonic period. The small, but visible deviation from the harmonic period \(\tau\) is understood to a very good approximation as the result of the anharmonic potential, which yields an effectively lower trap frequency \(\hbar\omega_{\text{HO}}\). The harmonic approximation for the two potential, which yields an effectively lower trap frequency \(\hbar\omega_{\text{HO}}\) and, correspondingly, an effectively longer oscillation period \(\tau_{\text{HO}} \approx \hbar\omega_{\text{HO}}[1 + \hbar E_{\text{rec}}/(2\pi\hbar)]\).

The dashed lines are the envelopes (worst-case infidelities) derived in the harmonic approximation for the two bang-bang protocols:

\[
\tau_{\text{linear}}(\mathcal{F}) = \tau_{\text{HO}} \frac{1}{\pi} \frac{\ell_{\text{QGT}}}{- \log(|\mathcal{F}|)^{1/2}}, \quad (S17a)
\]

\[
\tau_{\text{parabolic}}(\mathcal{F}) = \tau_{\text{HO}} \frac{2}{\pi} \frac{\sqrt{\ell_{\text{QGT}}}}{- \log(|\mathcal{F}|)^{1/2}}. \quad (S17b)
\]

Their scaling with distance, \(\ell_{\text{QGT}} \propto d\), indicates that the linear transport protocol is faster for short transport distances, whereas the parabolic transport is faster for longer distances, since the trap can be accelerated to higher speeds. Both are, however, much slower than the transport operation obtained by optimal control, which is also shown for comparison in Fig. S5.

### S10. ADIABATIC LIMIT

Adiabatic transport minimizes excitations of the wave packet during the entire transport by using smooth transport ramps. As an example, we here consider ramps that follow a sinusoidal trajectory, which is continuous in position, velocity and acceleration,

\[
x_{\text{trap}}(t) = A \sin(2\pi t/\tau) + dt/\tau, \quad (S18)
\]

where \(A = -d/(2\pi)\) is chosen such that \(x_{\text{trap}}(0) = 0\). For a given fidelity, we find in the harmonic approximation that the required worst-case duration of the adiabatic transport is

\[
\tau_{\text{adiabatic}}(\mathcal{F}) = \tau_{\text{HO}} \sqrt{\frac{2}{3} + \left[ \frac{\ell_{\text{QGT}}^2}{\pi^2 (- \log(|\mathcal{F}|))} \right]^{1/3}}. \quad (S19)
\]

This relation is shown as the dashed green curve in Fig. S5.

---

**Fig. S5.** Transport protocols compared. Infidelity computed numerically for the same conditions of Fig. 2 and \(T_\perp = 0\) using different transport protocols. From top to bottom: a linear transport ramp (purple), parabolic control (blue), adiabatic control (green), optimal quantum control (thick red). The dashed lines represent the envelope functions according to Eqs. (S17a), (S17b), (S19).

### S11. ESTIMATION OF GEOMETRIC PATH LENGTH AND ENERGY SPREAD

A very good, analytic approximation of the geometric path length can be obtained assuming that at the quantum speed limit the wave packet is steadily accelerated in the first half and steadily decelerated in the second half, meaning that the average position of the wave packet evolves as

\[
\bar{x}_{\text{QB}}(t) \approx \begin{cases} 
2d (t/\tau)^2 & \text{for } 0 < t < \tau/2 \\
-d + 4dt/\tau - 2d(t/\tau)^2 & \text{for } \tau/2 < t < \tau 
\end{cases} \quad (S20)
\]

Numerical simulations confirm this assumption, where \(\bar{x}_{\text{QB}}(t)\) is a smooth function of time, is well fulfilled despite the much less regular shape of the optimal control transport trajectories \(x_{\text{tr}}(t)\). Moreover, we assume that quantum optimal control preserves the wave packet \(|\psi(t)\rangle\) close to a coherent state \(|\alpha(t)\rangle\), avoiding too large spreading and deformation, in particular when it approaches the points of steepest potential, where the trap loses its ability to confine. The coherent state is specified by its phase space coordinates,

\[
\alpha(t) = \frac{\bar{x}_{\text{QB}}(t)}{2\Delta x} + i \frac{m \bar{\dot{x}}_{\text{QB}}(t)}{2\Delta p}, \quad (S21)
\]

with the position and momentum width being \(\Delta x \approx \sqrt{\hbar/(2m\omega)}\) and \(\Delta p \approx \hbar/(2\Delta x)\). Thus, the geometric path length \(\ell_{\text{QB}}\), as defined in Eq. (4) of the main text, is obtained by integrating the Fubini-Study differential form

\[
d_{\text{FS}} = \langle \dot{\alpha}(t) \rangle dt, \quad (S22)
\]

over the duration \(\tau\). The integration produces

\[
\ell_{\text{QB}} \approx \frac{d}{2\Delta x} \int \left( \frac{\tau_{\text{HO}}}{\pi \ell_{\text{QB}}} \right), \quad (S23)
\]

which corresponds to Eq. (5) of the main text.
We note that the factor $d/(2\Delta x)$ can be identified with the geodesic length $\ell_{\text{QGT}}$ determined by the quantum geometric tensor [18, 64]. In the atom transport problem, the quantum geometric tensor $\chi_{\mu, \nu}$ reduces to a scalar quantity $\chi_{1,1}$ because of the single control parameter used to transport the atom, i.e., the conveyor belt position $x_{\text{trap}}$. Its value is specified by the differential form $d\ell_{\text{QGT}} = d\ell_{\text{QGT}} \chi_{1,1} = 1 - |\langle \psi_0(x_{\text{trap}}) + d\ell_{\text{QGT}}/\psi_0(x_{\text{trap}}) \rangle|^2$, where $|\psi_0(x_{\text{trap}})\rangle = \exp(-ip x_{\text{trap}}/\hbar)|\psi_{\text{init}}\rangle$ denotes the ground state of the conveyor belt displaced to the position $x_{\text{trap}}$ ($\hat{p}$ is the momentum operator). The physical meaning of the quantum geometric tensor is that of the Fubini-Study metric in the restricted manifold of states reachable by an adiabatic transformation of the control parameter $x_{\text{trap}}$. An explicit computation of its value yields $\chi_{1,1} = (\Delta p/\hbar)^2$, from which we directly obtain

$$\ell_{\text{QGT}} = \int_0^d d\ell_{\text{QGT}} = \frac{d\Delta p}{\hbar} \approx \frac{d}{2\Delta x},$$

where the last step follows from the approximately Gaussian shape of the ground state. Notably, the geodesic defined by the quantum geometric tensor, in stark contrast with the Fubini-Study geodesic, denotes a path that actual physical processes (e.g., adiabatic transformations) can follow. In contrast to $\ell_{\text{QB}}$ in Eq. (S23), $\ell_{\text{QGT}}$ is a purely geometric quantity independent of the out-of-equilibrium dynamics of the process. Its length $\ell_{\text{QGT}}$ does however scale with the transport distance $d$, and it can be loosely interpreted as the number of local transformations necessary to carry out the transport process.

For the determination of an upper bound on the energy spread $\Delta E$, we rely on the same assumptions made to estimate $\ell_{\text{QB}}$, i.e., an approximately coherent state evolving as specified in Eq. (S21). A direct calculation of the instantaneous energy spread yields

$$\Delta E(t) = \left[ \left| \langle \psi(t) | \hat{H}^2(t) | \psi(t) \rangle - \langle \psi(t) | \hat{H}(t) | \psi(t) \rangle^2 \right| \right]^{1/2} \approx \left[ \frac{\Delta^2 \ell_{\text{QB}}(t)}{\Delta p} + \left( \frac{\partial U(x,t)}{\partial x} \right)^2 \Delta x^2 \right]^{1/2} \left[ 1 + O(\eta^2) \right],$$

(S25)

where $U(x,t)$ refers to the lattice potential, as defined in Eqs. (S4) and (S5), the derivative of the potential is computed at $x = \bar{x}_{\text{QB}}(t)$, and $\eta^2 = E_{\text{rec}}/(\hbar \omega) = 1/\sqrt{4U_0/E_{\text{rec}}}$ is the Lamb-Dicke factor, which is negligible for the trap depths considered in this work. The two terms in Eq. (S25) correspond to the leading contributions to the energy uncertainty;

$$\Delta K(t) = \Delta p |\Delta \bar{x}_{\text{QB}}(t)|, \quad (S26a)$$

$$\Delta U(t) = \Delta x \left. \frac{\partial U(x,t)}{\partial x} \right|_{x=\bar{x}_{\text{QB}}(t)}, \quad (S26b)$$

originating from the kinetic ($\Delta K$) and potential ($\Delta U$) energy. The origin of the two terms can be intuitively understood if we consider the evolution of the wave packet in the reference frame comoving with $\bar{x}_{\text{QB}}(t)$. There, the wave packet is at rest and displaced from the center of the site by a distance $\bar{x}_{\text{QB}}(t) - x_{\text{trap}}(t)$, where the potential has a nonvanishing slope $\partial U/\partial x$, which explains the potential contribution $\Delta U(t)$. A Galilean transformation from the comoving to the laboratory reference frame introduces a term equal to $\bar{x}_{\text{QB}}(t) \hat{p}$ to the Hamiltonian (Heisenberg representation), explaining the kinetic contribution $\Delta K(t)$.

We bound $\Delta U$ from above by replacing the derivative of the potential (i.e., the force applied to the wave packet) by its maximum value. For the conveyor belt potentials in Eqs. (S4) and (S5), the maximum of the derivative, $2\pi U_0/\lambda$, is reached at the positions $\pm \lambda/\delta$ relative to the center of the site, yielding the inequality

$$\Delta E(t) < \left[ \frac{\Delta^2 \ell_{\text{QB}}(t)}{\Delta p} + \left( \frac{2\pi U_0/\lambda}{2\Delta x^2} \right)^{1/2} \right].$$

(S27)

Integrating this expression over time [29] gives an upper bound on the time-averaged energy uncertainty,

$$\Delta E < \Delta E_{\text{upper}} = \frac{\hbar}{\tau_{\text{QB}}} \ell_{\text{QGT}} f \left( \frac{\tau_{\text{QB}}}{2n \tau_{\text{HO}}} \right),$$

(S28)

which corresponds to Eq. (8) of the main text. We note that at the quantum speed limit, for very long transport distances, $n = d/(\lambda/2) \gg 1$, $\Delta E$ is dominated by the kinetic rather than the potential contribution,

$$\frac{\Delta K}{\Delta U} \approx \frac{\Delta p}{\Delta x 2\pi U_0/\lambda} = n \tau_{\text{HO}} / \tau \propto \sqrt{n} \gg 1,$$

(S29)

where $\Delta K$ and $\Delta U$ denote here the time average of $\Delta K(t)$ and $\Delta U(t)$, respectively; in this expression, the first inequality results from the foregoing upper bound on $\Delta U(t)$, whereas the proportionality assumption follows from the scaling $\tau \propto \tau_{\text{HO}} \sqrt{n}$ expected for a quantum brahichstochrone process. Hence, we find that in the limit of $n \gg 1$, the energy uncertainty $\Delta E$ of a transport process at the quantum speed limit reduces to the time average of $\Delta K(t)$ in Eq. (S26a),

$$\Delta E \approx \frac{\hbar}{\tau_{\text{QB}}} \ell_{\text{QGT}}.$$

(S30)

### S12. THE MANDELSTAM-TAMM BOUND IN THE LIMIT OF LONG DISTANCES

We investigate the scaling of the Mandelstam-Tamm bound, $\tau_{\text{QB}} \geq \tau_{\text{MT}}$, in the limit of long transport distances. In its most general form [30], when the initial $|\psi_{\text{init}}\rangle$ and target $|\psi_{\text{target}}\rangle$ states are not necessarily orthogonal, the Mandelstam-Tamm time reads

$$\tau_{\text{QB}} \geq \tau_{\text{MT}} = \frac{\ell_{\text{geo}}}{\Delta E/\hbar},$$

(S31)

where $\Delta E$ represents the time-averaged energy uncertainty [29], and $\ell_{\text{geo}}$ denotes the geodesic length as measured by the Fubini-Study metric [53], $\ell_{\text{geo}} = \arccos(|\langle \psi_{\text{target}} | \psi_{\text{init}} \rangle|)$. Concerning the numerator in Eq. (S31), it is evident that $\ell_{\text{geo}}$ levels off to its maximum value, $\pi/2$, since for long distances, $d \gg \Delta x$, the target state is effectively orthogonal to the initial state.
Concerning the denominator in Eq. (S31), it can be shown, see Eq. (S30), that for very long transport distances its expression is well approximated by

$$\frac{\Delta E}{\hbar} \approx \frac{d}{2\Delta x} \frac{1}{\tau_{QB}} \propto \sqrt{d},$$  \hspace{1cm} (S32)

where the last step follows from the scaling $\tau_{QB} \propto \sqrt{d}$ expected for the quantum brachistochrone time $\tau_{QB}$ as a function of the transport distance $d$, see Eq. (3) of the main text. The scaling of $\Delta E$ in Eq. (S32) results in the seemingly counter-intuitive fact that $\tau_{MT}$ is a monotonically decreasing function of the distance, in stark contrast with the monotonically increasing behavior of $\tau_{QB}$ with respect to the distance.