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Abstract In this paper, we study the asymptotics and fast computation of the one-sided oscillatory Hilbert transforms of the form

\[ H^+(f(t)e^{i\omega t})(x) = \int_0^\infty e^{i\omega t} \frac{f(t)}{t-x} dt, \quad \omega > 0, \quad x \geq 0, \]

where the bar indicates the Cauchy principal value and \( f \) is a real-valued function with analytic continuation in the first quadrant, except possibly a branch point of algebraic type at the origin. When \( x = 0 \), the integral is interpreted as a Hadamard finite-part integral, provided it is divergent. Asymptotic expansions in inverse powers of \( \omega \) are derived for each fixed \( x \geq 0 \), which clarify the large \( \omega \) behavior of this transform. We then present efficient and affordable approaches for numerical evaluation of such oscillatory transforms. Depending on the position of \( x \), we classify our discussion into three regimes, namely, \( x = O(1) \) or \( x \gg 1 \), \( 0 < x \ll 1 \) and \( x = 0 \). Numerical
experiments show that the convergence of the proposed methods greatly improve when the frequency $\omega$ increases. Some extensions to oscillatory Hilbert transforms with Bessel oscillators are briefly discussed as well.

**Mathematics Subject Classification (2010)** 34E05 · 65D32 · 44A15

## 1 Introduction

Finite Fourier integrals of the form

$$
\int_{a}^{b} f(x) e^{i\omega g(x)} \, dx
$$

(1.1)

with $\omega > 0$ and $f(x), g(x)$ being sufficiently smooth functions have long been the subject of intensive study due to their frequent occurrences in wide fields ranging from quantum chemistry, image analysis, electrodynamics and computerized tomography to fluid mechanics [16]. One difficulty in computing integrals (1.1) is that, for large frequency $\omega$, the classical integration methods like Gauss quadrature are inapplicable, since they often require many function evaluations which make them highly time consuming. To overcome this difficulty, many efficient approaches have been developed and significant progress has occurred over the past few years. For instance, based on asymptotic expansions of (1.1) as $\omega$ tends to infinity, Iserles and Nørsett [16,17] proposed the asymptotic and Filon-type methods to evaluate oscillatory integrals numerically. Other efficient approaches include Levin-type methods, numerical steepest descent methods, generalized quadrature rules, GMRES methods, modified Clenshaw–Curtis methods, etc.; we refer to [3,8,9,7,15,21,22,31,32,40,41] and references therein for more information. All these methods complement each other but share the advantageous property that their accuracy improves greatly when $\omega$ increases.

Recently, oscillatory Hilbert transforms of the form

$$
\int_{\Gamma} e^{it \omega} \frac{f(t)}{t-x} \, dt, \quad x \in \Gamma,
$$

(1.2)

have received considerable attention as well. Here, $\Gamma$ is an oriented curve in the complex plane, $f$ is a complex-valued function satisfying a Hölder condition, and the bar denotes Cauchy principal value. The interest in theoretical and numerical study of such integral transforms arises from the fact that many problems encountered in practice can be represented by an integral equation with an oscillatory kernel having a singularity of Cauchy type [5,10,19]; see also [18] for numerous applications of Hilbert transforms in applied sciences. Although the oscillatory Hilbert transforms (1.2) bear some resemblances with (1.1), nevertheless, the singularity of Cauchy type suggests special treatments. It will be especially interesting to see, as pointed out in [30], if the aforementioned methods can be extended to handle oscillatory Hilbert transforms.
For $\Gamma = [-1, 1]$, we obtain from (1.2) the finite oscillatory Hilbert transforms:

$$
\int_{-1}^{1} e^{i\omega t} \frac{f(t)}{t-x} dt = \lim_{\epsilon \to 0^+} \left( \int_{-1}^{x-\epsilon} + \int_{x+\epsilon}^{1} \right) e^{i\omega t} \frac{f(t)}{t-x} dt
$$

with $-1 < x < 1$. An asymptotic expansion of (1.3) in inverse powers of $\omega$ was established by Lyness in [23] based on analytic continuation. Meanwhile, there are several numerical schemes available to calculate (1.3), most of which are typically based on interpolatory type techniques. For example, Okecha [27] proposed to compute (1.3) by using the Lagrange interpolation polynomial of degree $n$ interpolating $f$ at the $n+1$ zeros of the Legendre polynomial. Capobianco and Criscuolo introduced a numerically stable procedure in [5], which relies on an interpolatory procedure at the zeros of Jacobi polynomials. In a recent paper [35], Wang and Xiang have presented an integration rule of interpolatory type with the aid of the Chebyshev points of the second kind. The rule is uniformly convergent with respect to the pole $x$ when $f$ is analytic in a neighborhood of the interval $[-1, 1]$, and it can be implemented by means of the fast Fourier transform (FFT). If the function $f$ is analytic in a sufficiently large region of the complex plane containing $[-1, 1]$, then the complex integration method [24] and the numerical steepest descent method [15] can be extended to compute such integrals efficiently, and the accuracy improves greatly as $\omega$ increases; see [36] for details.

In this paper, we are concerned with one-sided oscillatory Hilbert transforms on the positive real axis:

$$
H^+(f(t)e^{i\omega t})(x) := \int_{0}^{\infty} e^{i\omega t} \frac{f(t)}{t-x} dt = \lim_{\epsilon \to 0^+} \left( \int_{0}^{x-\epsilon} + \int_{x+\epsilon}^{\infty} \right) e^{i\omega t} \frac{f(t)}{t-x} dt, \quad x \geq 0,
$$

(1.4)

i.e., $\Gamma = \mathbb{R}^+$ in (1.2). Here, $f$ is a real-valued function satisfying some conditions. In particular, it has an analytic continuation in the first quadrant of the complex plane, except possibly a branch point of algebraic type at the origin. When $x = 0$, the integral is interpreted as a Hadamard finite-part integral, provided it is divergent; see Sect. 2.2 below for a definition. We point out that the integral (1.4) is also closely related to infinite oscillatory Hilbert transforms on the real axis given by

$$
H(f(t)e^{i\omega t})(x) := \int_{-\infty}^{\infty} e^{i\omega t} \frac{f(t)}{t-x} dt = \lim_{\epsilon \to 0^+} \left( \int_{-\infty}^{x-\epsilon} + \int_{x+\epsilon}^{\infty} \right) e^{i\omega t} \frac{f(t)}{t-x} dt, \quad x \in \mathbb{R}.
$$

Indeed, by assuming $x > 0$, it is easily seen that

$$
H(f(t)e^{i\omega t})(x) = \int_{0}^{\infty} -e^{-i\omega t} \frac{f(-t)}{t+x} dt + H^+(f(t)e^{i\omega t})(x).
$$

(1.5)
The first integral on the right hand side of (1.5) is the Stieltjes transform of $-e^{-i\omega t}f(-t)$, which is a regular integral for $x > 0$.

A large $x$ expansion of one-sided oscillatory Hilbert transform was already established by Wong [37]. Instead of (1.4), he considered $H^+(f(t))(x)$. However, it is assumed that $f$ is a locally integrable function on $[0, \infty)$ and has an asymptotic expansion of the form

$$f(t) \sim e^{ict} \sum_{s=0}^{\infty} a_s t^{-s-\alpha}, \quad \text{as } t \to \infty,$$

where $0 < \alpha \leq 1$ and $c$ is a real number. Thus, one may have $c = \omega$. Let $\psi_0(t) = f(t)$ and define $\psi_n(t)$ by

$$f(t) = \sum_{s=0}^{n-1} a_s e^{ict} t^{-s-\alpha} + \psi_n(t), \quad n \geq 1.$$

It was then shown that (see [37, Thm. 1])

$$H^+(f(t))(x) = E_{\alpha,c}(x) \sum_{s=0}^{n-1} \frac{a_s}{x^s} - \sum_{s=1}^{n} \frac{b_s}{x^s} + \frac{1}{x^n} \delta_n(x), \quad n \geq 1, \quad (1.6)$$

for $0 < \alpha < 1$, where

$$E_{\alpha,c}(x) = \frac{e^{icx}}{x^\alpha} [e^{-i\alpha\pi} \Gamma(1 - \alpha) \Gamma(x, icx) + i\pi],$$

$$b_s = \int_0^\infty t^{s-1} \psi_s(t) dt, \quad s \geq 1,$$

and

$$\delta_n(x) = \int_0^\infty \frac{t^n \psi_n(t)}{t-x} dt, \quad n = 0, 1, \ldots.$$
that these coefficients can be readily determined whenever the Mellin transform of $f(t)$ is known. An interesting example was given for $f(t) = J_0^2(t)$ with applications in water waves, where $J_0(t)$ is the zeroth-order Bessel function of the first kind.

For the numerical aspects of (1.4), King et al. [19] constructed a fairly robust numerical procedure by using convergence accelerator techniques. Unfortunately, this series acceleration method may suffer from difficulties when the singularity is embedded in a region of extreme oscillatory behavior.

The purpose of this paper is twofold. On the one hand, we shall derive asymptotic expansions of one-sided oscillatory Hilbert transforms (1.4) as $\omega \to \infty$. To the best of our knowledge, none of the studies are available in this direction. Such an expansion clarifies the behavior of (1.4) for large $\omega$ and also provides a powerful mean for the design of effective computational methods. On the other hand, in view of the fact that asymptotic expansions are not suitable for numerical calculation, we present efficient quadrature rules to approximate such integrals. It comes out that these rules depend on the position of $x$. This can be seen from (1.4) and (1.6), where the integral may tend to zero as $x \to \infty$ and blow up as $x \to 0$.

The rest of this paper is organized as follows. We perform asymptotic analysis of oscillatory Hilbert transforms in Sect. 2. The analyticity of $f$ is of importance in our derivation. In Sect. 3, we propose efficient and affordable approaches for numerical evaluation of such oscillatory transforms. These methods are designed for three regimes, that is, $x = O(1)$ or $x \gg 1$, $0 < x \ll 1$ and $x = 0$, which cover all the situations. Numerical experiments show that the convergence of the proposed methods greatly improves when the frequency $\omega$ increases. Some ideas in this paper can also be extended to study oscillatory Hilbert transforms with Bessel oscillators. We give a brief description of this aspect in Sect. 4. We conclude this paper with some final remarks in Sect. 5.

2 Asymptotic analysis of oscillatory Hilbert transforms

2.1 Large $\omega$ expansion with $x > 0$

We start with the derivation of asymptotic expansions of oscillatory Hilbert transforms (1.4) for large $\omega$ with $x > 0$. An important ingredient in our analysis is the following lemma which allows us to reduce the Cauchy principal integrals (1.4) to ordinary integrals under certain restrictions on $f$.

**Lemma 2.1** Let $f$ be a locally integrable function on $[0, \infty)$ and continuously differentiable over $(0, \infty)$. Suppose that $f$ has an analytic continuation in the first quadrant of the complex plane, except possibly a branch point at the origin, and there exist constants $M > 0$, $\delta < 1$ and $0 \leq d < \omega$ such that

$$|f(z)| \leq M|z|^{\delta}e^{d\Im(z)},$$

(2.1)

as $|z| \to \infty$ in the first quadrant. Then we have
Fig. 1 A quarter disc in the first quadrant with a small indentation at $x$

\[ H^+(f(t)e^{i\omega t})(x) = \int_0^\infty e^{i\omega t} \frac{f(t)}{t-x} dt = i\pi e^{i\omega x} f(x) + \int_0^\infty e^{-ip} \frac{f(ip)}{p+ix} dp \]  

(2.2)

for each $x > 0$, whenever the integral exists.

**Proof** Let us consider a quarter of the disc centered at the origin with radius $R$, which lies in the first quadrant, and denote by $\Gamma_R$ its boundary, i.e.,

\[ \Gamma_R := \{z||z| = R, \text{Re}(z) > 0, \text{Im}(z) > 0\}. \]  

(2.3)

For each fixed $x > 0$, we can find $R$ large enough such that a half disc $U_{x,\epsilon}^+ := \{z||z-x|\leq \epsilon, \text{Im}(z) > 0\}$ can be excluded from the quarter of the disc, where $\epsilon$ is a small positive number. The obtained domain is bounded by curves orientated in a counter-clockwise manner as illustrated in Fig. 1.

According to our assumptions on $f$, it is easily seen that the integrand $e^{i\omega t} \frac{f(t)}{t-x}$ of (1.4) is analytic in a quarter of the disc with a small indentation at $x$, as described above. We then obtain from Cauchy’s theorem that

\[ \left( \int_0^{x-\epsilon} + \int_{\partial U_{x,\epsilon}^+}^R + \int_{x+\epsilon}^0 + \int_{iR}^0 \right) e^{i\omega t} \frac{f(t)}{t-x} dt = 0, \]

(2.4)

where $\partial U_{x,\epsilon}^+$ stands for the boundary of $U_{x,\epsilon}^+$. This, together with (1.4), implies

\[ H^+(f(t)e^{i\omega t})(x) = \lim_{\epsilon \to 0, R \to \infty} \left( -\int_{\Gamma_R} + \int_0^{iR} - \int_{\partial U_{x,\epsilon}^+}^0 \right) e^{i\omega t} \frac{f(t)}{t-x} dt. \]

(2.5)
We next evaluate the three integrals on the right hand side of (2.5).

A simple change of variable

\[ t = Re^{i\theta}, \quad 0 \leq \theta \leq \frac{\pi}{2}, \]

yields

\[
\left| \int_{\Gamma} e^{i\omega t} \frac{f(t)}{t-x} \, dt \right| = \left| \int_{0}^{\frac{\pi}{2}} e^{i\omega Re^{i\theta}} \frac{f(Re^{i\theta})}{Re^{i\theta} - x} \Re \, i \, d\theta \right| \\
\leq R \int_{0}^{\frac{\pi}{2}} e^{-\omega R \sin \theta} \left| \frac{f(Re^{i\theta})}{Re^{i\theta} - x} \right| \, d\theta \\
\leq \frac{R}{R - x} \int_{0}^{\frac{\pi}{2}} e^{-\omega R \sin \theta} |f(Re^{i\theta})| \, d\theta \\
\leq \frac{MR^{1+\delta}}{R - x} \int_{0}^{\frac{\pi}{2}} e^{-(\omega - d)R \sin \theta} \, d\theta,
\]

(2.6)

where in the last step we have made use of (2.1). Recall the well-known inequality \( \sin \theta \geq \frac{2}{\pi} \theta \), if \( 0 \leq \theta \leq \frac{\pi}{2} \); cf. [1, p. 223]. For \( R \) large enough, we obtain

\[
\lim_{R \to \infty} \int_{\Gamma} e^{i\omega t} \frac{f(t)}{t-x} \, dt = \frac{MR^{1+\delta}}{R - x} \int_{0}^{\frac{\pi}{2}} e^{-\frac{2}{\pi} (\omega - d)R \theta} \, d\theta, \\
= \frac{\pi MR^{\delta}}{2(\omega - d)(R - x)} (1 - e^{-(\omega - d)R}) \to 0, \quad \text{as} \quad R \to \infty. \quad (2.7)
\]

It is also easily seen that

\[
\lim_{R \to \infty} \int_{0}^{R} e^{i\omega t} \frac{f(t)}{t-x} \, dt = \lim_{R \to \infty} \int_{0}^{R} e^{-\omega p} \frac{f(ip)}{ip - x} \, idp \\
= \int_{0}^{\infty} e^{-\omega p} \frac{f(ip)}{p + lx} \, dp. \quad (2.8)
\]
To evaluate the third integral over the contour $\partial U^+_{x,\epsilon}$, we appeal to [36, (2.7) and (2.9)], which gives

$$\lim_{\epsilon \to 0} \int_{\partial U^+_{x,\epsilon}} e^{i\omega t} \frac{f(t)}{t-x} dt = -i\pi e^{i\omega x} f(x).$$

(2.9)

Finally, substituting (2.7)–(2.9) into (2.5), we obtain (2.2).

Now, we are ready to prove

**Theorem 2.2** Let $f$ be a function as given in Lemma 2.1 and assume that $f$ takes an asymptotic expansion of the form

$$f(t) \sim \sum_{j=0}^{\infty} a_j t^{j-\alpha}$$

(2.10)

as $t \to 0^+$, where $0 \leq \alpha < 1$. Then the one-sided oscillatory Hilbert transforms (1.4) can be expanded in the following fashion

$$H^+(f(t)e^{i\omega t})(x) \sim i\pi e^{i\omega x} f(x) - \sum_{\ell=0}^{\infty} \frac{\Gamma(\ell + 1 - \alpha)}{\omega^{\ell+1-\alpha}} e^{\frac{\pi}{2}(\ell+1-\alpha)i} \left( \sum_{j+k=\ell} \frac{a_j}{x^{k+1}} \right)$$

(2.11)

as $\omega \to \infty$, for each fixed $x > 0$.

**Proof** By (2.10), it follows that, for each fixed $x > 0$,

$$\frac{f(ip)}{p + ix} \sim \frac{1}{i\pi} \left( \sum_{j=0}^{\infty} a_j (ip)^{j-\alpha} \right) \left( \sum_{k=0}^{\infty} \frac{(ip)^k}{x^k} \right)$$

$$= -i \sum_{\ell=0}^{\infty} e^{\pi(\ell+1-\alpha)i} \left( \sum_{j+k=\ell} \frac{a_j}{x^{k+1}} \right)$$

(2.12)

as $p \to 0^+$. In view of (2.2), an appeal to Watson’s lemma (cf. [39, p. 20]) gives us,

$$H^+(f(t)e^{i\omega t})(x) = i\pi e^{i\omega x} f(x) + \int_0^{\infty} e^{-\omega p} \frac{f(ip)}{p + ix} dp$$

\(\square\) Springer
Asymptotic expansions and fast computation of oscillatory Hilbert transforms

\[ \sim i\pi e^{i\omega x} f(x) - \sum_{\ell=0}^{\infty} e^{\frac{\pi i}{2}}(\ell+1-\alpha) \left( \sum_{j+k=\ell} \frac{a_j}{x^k} \right) \int_0^\infty p^{\ell-\alpha} e^{-\omega p} \, dp \]

\[ = i\pi e^{i\omega x} f(x) - \sum_{\ell=0}^{\infty} \frac{\Gamma(\ell + 1 - \alpha)}{\omega^{\ell+1-\alpha}} e^{\frac{\pi i}{2}}(\ell+1-\alpha) \left( \sum_{j+k=\ell} \frac{a_j}{x^k} \right), \]

as \( \omega \to \infty \), which is (2.11).

**Remark 2.3** It is worth noting that the expansion (2.11) is valid for any fixed \( x > 0 \), but it is uniformly valid only for \( x \) bounded away from 0. To clarify the behavior when \( 0 < x \ll 1 \), we make the following decomposition:

\[ \int_0^\infty \frac{f(t)}{t-x} e^{i\omega t} \, dt = \int_0^\infty \frac{f_\alpha(t)}{t^\alpha(t-x)} e^{i\omega t} \, dt \]

\[ = \int_0^\infty \frac{f_\alpha(t) - f_\alpha(x)}{t^\alpha(t-x)} e^{i\omega t} \, dt + f_\alpha(x) \int_0^\infty \frac{e^{i\omega t}}{t^\alpha(t-x)} \, dt \quad (2.13) \]

with \( f_\alpha(t) = t^\alpha f(t) \). For simplicity, we assume that \( f_\alpha \) is analytic around the origin. For the first integral on the right hand side of (2.13), in view of the expansion

\[ \frac{f_\alpha(t) - f_\alpha(x)}{t-x} \sim \left( \sum_{j=1}^{\infty} a_j x^{j-1} \right) + \left( \sum_{j=2}^{\infty} a_j x^{j-1} \right) t + O(t^2) \]

as \( t \to 0^+ \), then by [37, Thm. 1, p. 199] we find that

\[ \int_0^\infty \frac{f_\alpha(t) - f_\alpha(x)}{t^\alpha(t-x)} e^{i\omega t} \, dt \sim \left( \sum_{j=1}^{\infty} a_j x^{j-1} \right) \frac{\Gamma(1 - \alpha) e^{\frac{\pi i}{2}(1-\alpha)i}}{\omega^{1-\alpha}} + O \left( \frac{1}{\omega^{2-\alpha}} \right), \]

where the sum on the right side converges when \( 0 < x \ll 1 \), due to our assumption that \( f_\alpha \) is analytic near the origin. For the second one, we obtain from [37] and (3.6) below that

\[ \int_0^\infty \frac{e^{i\omega t}}{t^\alpha(t-x)} \, dt = \begin{cases} e^{i\omega x} \left[ e^{-i\alpha \pi} \Gamma(1 - \alpha) \Gamma(\alpha, i\omega x) + i\pi \right], & \text{if } 0 < \alpha < 1, \\ e^{i\omega x} \left[ \text{Ei}(1, i\omega x) + i\pi \right], & \text{if } \alpha = 0, \end{cases} \quad (2.14) \]

where

\[ \text{Ei}(\rho, z) := \int_1^\infty t^{-\rho} e^{-zt} \, dt, \quad \rho > 0, \quad \text{Re}(z) \geq 0, \quad (2.15) \]
is the exponential integral. Combining these results, we can see clearly that the asymptotic behaviour of the oscillatory Hilbert transforms (1.4) depends strongly on the behaviour of the product of \( \omega \) and \( x \). For example, the asymptotic behaviour of (1.4) as \( x \to 0^+ \), \( \omega \to \infty \) and \( \omega x \to 0^+ \) can be derived by taking into account the asymptotic expansions of \( \text{Ei}(1, i\omega x) \) and \( \Gamma(\alpha, i\omega x) \) respectively. We omit the details here and only give a leading term

\[
\int_0^\infty \frac{f(t)}{t-x} e^{i\omega t} dt \sim \begin{cases}
\frac{a_0}{x^{\alpha}} \left[ \frac{\pi}{\sin(\alpha \pi)} e^{-i\alpha \pi} + i\pi \right] + O(\omega^\alpha), & \text{if } 0 < \alpha < 1, \\
-a_0 \log(\omega x) + O(1), & \text{if } \alpha = 0.
\end{cases}
\] (2.16)

Remark 2.4 In Theorem 2.2, we require that \( f \) has an analytic continuation in the first quadrant and satisfies the growth condition (2.1). These conditions can be further relaxed to allow \( f \) has a simple pole in the first quadrant or \( f \) only has an analytic continuation around the real axis and satisfies (2.1). In both cases, the only contribution will be a exponentially small term in \( \omega \), thus, the expansion (2.11) still holds.

2.2 Large \( \omega \) expansion with \( x = 0 \): asymptotics of Hadamard finite-part integrals

When \( x = 0 \), the integrand of the one-sided oscillatory Hilbert transforms (1.4) has a singularity at the origin. If the integral is divergent, the transform should be understood as a finite-part integral in the Hadamard sense. Note that the definition of Hadamard finite-part integral does not change the value of a convergent integral. It is the aim of this section to find the asymptotics of (1.4) with \( x = 0 \).

Assume that \( f \) still admits an asymptotic expansion near the origin as given in (2.10), we then formally have

\[
\int_0^\infty \frac{e^{i\omega t} f(t)}{t} dt = a_0 \int_0^\infty \frac{e^{i\omega t}}{t^{\alpha+1}} dt + \int_0^\infty \frac{e^{i\omega t} f(t) - a_0 t^{-\alpha}}{t} dt.
\] (2.17)

There are two integrals on the right hand side of (2.17). The first one is divergent and should be interpreted as a Hadamard finite-part integral over the positive real axis. The integrand of the second one has an integrable singularity at the origin. Hence, it is well defined.

We next recall the definition of Hadamard finite-part integrals for the finite interval.

Definition 2.5 Let \( g(x) \) be integrable over \((\epsilon, b)\) for any \( 0 < \epsilon < b < \infty \). If there exists a monotonic increasing sequence \( \alpha_0 < \alpha_1 < \alpha_2 < \cdots \) and a nonnegative integer \( J \) such that the expansion
\[
\int_{\epsilon}^{b} g(t) dt = \sum_{i=0}^{\infty} \sum_{j=0}^{J} I_{i,j}(b) \epsilon^{\alpha_j} \log^i \epsilon, \tag{2.18}
\]

converges for \(\epsilon \in (0, h)\) for some \(h > 0\), then the corresponding Hadamard finite-part integral may be defined as follows:

\[
\int_{0}^{b} g(t) dt := \begin{cases} 
I_{i,0}(b), & \text{if } \alpha_i = 0, \\
0, & \text{if } \alpha_i \neq 0 \text{ for all } i,
\end{cases} \tag{2.19}
\]

see [26, Definition 2.1] and also [20, Sec. 1.4].

For our purpose, one needs to extend this standard definition for the finite interval (cf. [20, Sec. 1.4]) to semifinite integrals. Here, we adapt the definition from [26]:

**Definition 2.6** Let \(g(x)\) be of class \(C^{m+1}[0, \infty)\) and such that

\[
\left| \int_{0}^{\infty} g^{(k)}(t) t^{p-1} dt \right| < \infty, \quad k = 0, \ldots, m + 1, \tag{2.20}
\]

for all \(p \geq 1\). Then for any \(\eta \geq 1\), a finite-part integral of order \(\delta\) for the positive real axis is defined as

\[
\int_{0}^{b} \frac{g(t)}{t^{\eta}} dt := \int_{0}^{b} \frac{g(t)}{t^{\eta}} dt + \int_{b}^{\infty} \frac{g(t)}{t^{\eta}} dt, \tag{2.21}
\]

where \(\int_{0}^{b} \frac{g(t)}{t^{\eta}} dt\) is defined in Definition 2.5, and \(b\) is an arbitrary positive constant.

In [26], a function \(g\) satisfying (2.20) is called allowable. The Definition 2.6 defines a Hadamard finite-part integral for the infinite interval from a finite-part integral on the finite interval, and it is independent of the choice of \(b\).

With Definition 2.6, we observe that

**Lemma 2.7**

\[
\int_{0}^{\infty} \frac{e^{i\omega t}}{t^{\alpha+1}} dt = \begin{cases} 
\frac{\Gamma(1 - \alpha)}{\alpha} e^{\frac{\pi}{2}(1 - \alpha)} \Gamma(1 - \alpha), & \text{if } 0 < \alpha < 1, \\
-\gamma - \log \omega + i \frac{\pi}{2}, & \text{if } \alpha = 0,
\end{cases} \tag{2.22}
\]

where \(\gamma\) is the Euler constant.

**Proof** From (2.21), it is readily seen that

\[
\int_{0}^{\infty} \frac{e^{i\omega t}}{t^{\alpha+1}} dt := \int_{0}^{b} \frac{e^{i\omega t}}{t^{\alpha+1}} dt + \int_{b}^{\infty} \frac{e^{i\omega t}}{t^{\alpha+1}} dt, \tag{2.23}
\]
where \( b \) is an arbitrary positive constant. If \( 0 < \alpha < 1 \), an appeal to integration by parts gives us

\[
\int_{\varepsilon}^{b} \frac{e^{i\omega t}}{t^{\alpha+1}} dt = \frac{e^{i\omega \varepsilon}}{\alpha \varepsilon^\alpha} - \frac{e^{i\omega b}}{\alpha b^\alpha} + \frac{i \omega}{\alpha} \int_{\varepsilon}^{b} t^{-\alpha} e^{i\omega t} dt
\]

\[
= \frac{e^{i\omega \varepsilon}}{\alpha \varepsilon^\alpha} - \frac{e^{i\omega b}}{\alpha b^\alpha} + \frac{i \omega}{\alpha} \left( \frac{\Gamma(1-\alpha)}{(-i \omega)^{1-\alpha}} - b^{1-\alpha} \text{Ei}(\alpha, -i \omega b) - \int_{0}^{\varepsilon} t^{-\alpha} e^{i\omega t} dt \right),
\]

(2.24)

and

\[
\int_{b}^{\infty} \frac{e^{i\omega t}}{t^{\alpha+1}} dt = \frac{e^{i\omega b}}{\alpha b^\alpha} + \frac{i \omega}{\alpha} \int_{b}^{\infty} t^{-\alpha} e^{i\omega t} dt = \frac{e^{i\omega b}}{\alpha b^\alpha} + \frac{i \omega}{\alpha} b^{1-\alpha} \text{Ei}(\alpha, -i \omega b),
\]

(2.25)

where \( \varepsilon \) is a small positive number and \( \text{Ei}(\rho, z) \) is defined in (2.15). In (2.24), by neglecting the divergent term \( \frac{e^{i\omega \varepsilon}}{\alpha \varepsilon^\alpha} \) and noting that the last integral vanishes as \( \varepsilon \to 0^+ \), we obtain

\[
\int_{0}^{b} \frac{e^{i\omega t}}{t^{\alpha+1}} dt := - \frac{e^{i\omega b}}{\alpha b^\alpha} + \frac{i \omega}{\alpha} \left( \frac{\Gamma(1-\alpha)}{(-i \omega)^{1-\alpha}} - b^{1-\alpha} \text{Ei}(\alpha, -i \omega b) \right).
\]

(2.26)

Combining (2.23), (2.26) and (2.25), we get the desired result.

Similarly, if \( \alpha = 0 \), we note that

\[
\left( \int_{\varepsilon}^{b} + \int_{b}^{\infty} \right) \frac{e^{i\omega t}}{t^{\alpha+1}} dt = \text{Ei}(1, -i \omega \varepsilon) = - \gamma - \log \omega + i \frac{\pi}{2} - \log \varepsilon + O(\varepsilon),
\]

(2.27)

as \( \varepsilon \to 0 \), where \( \gamma \) is the Euler constant. Hence,

\[
\int_{0}^{\infty} \frac{e^{i\omega t}}{t} dt := - \gamma - \log \omega + i \frac{\pi}{2},
\]

(2.28)

as shown in (2.22).

\( \Box \)

A combination of Lemma 2.7 and (2.17) gives us

\[
\int_{0}^{\infty} e^{i\omega t} \frac{f(t)}{t} dt = \begin{cases} - \frac{e^{-\alpha \pi i/2} \omega^{\alpha}}{\alpha} \Gamma(1-\alpha) a_0 + \int_{0}^{\infty} e^{i\omega t} \frac{f(t)-a_0 t^{-\alpha}}{t} dt, & \text{if } 0 < \alpha < 1, \\ (-\gamma - \log \omega + i \frac{\pi}{2}) f(0) + \int_{0}^{\infty} e^{i\omega t} \frac{f(t)-f(0)}{t} dt, & \text{if } \alpha = 0. \end{cases}
\]

(2.29)
Here we have made use of the fact that \( a_0 = f(0) \) if \( \alpha = 0 \) in (2.10). To derive asymptotic expansions of Hadamard finite-part integrals (2.29), it is then sufficient to find asymptotics of Fourier-type integrals 

\[
\int_0^\infty \tilde{f}(t)e^{i\omega t} \, dt,
\]

where

\[
\tilde{f}(t) := \frac{f(t) - a_0 t^{-\alpha}}{t}, \quad 0 \leq \alpha < 1. \tag{2.30}
\]

Our result is stated below:

**Theorem 2.8** Let \( f \) be a locally integrable function on \([0, \infty)\) and \( m \) times continuously differentiable over \((0, \infty)\), \( m \) being a positive integer. Suppose that \( f \) has the asymptotic expansion (2.10), and this expansion can be differentiated \( m \) times. Moreover, each of the integrals

\[
\int_0^\infty \tilde{f}^{(s)}(t)e^{i\omega t} \, dt, \quad s = 0, 1, \ldots, m, \tag{2.31}
\]

converges uniformly for \( \omega \) sufficiently large, where \( \tilde{f} \) is given in (2.30). Then, as \( \omega \to \infty \), we have

\[
\int_0^\infty e^{i\omega t} \frac{f(t)}{t} \, dt = \left\{ \begin{array}{ll}
-\frac{e^{-\pi i/2} \omega^\alpha}{\alpha} \Gamma(1 - \alpha) a_0 + \sum_{\ell=1}^{m} a_\ell e^{\frac{\pi i}{2} (\ell-\alpha)} \frac{\Gamma(\ell-\alpha)}{\omega^{\ell-\alpha}} + o(\omega^{-m}), & \text{if } 0 < \alpha < 1, \\
(i \frac{\pi}{2} - \gamma - \log \omega) f(0) + \sum_{\ell=1}^{m} a_\ell e^{\frac{\pi i}{2} (\ell-1)!} \frac{(\ell-1)!}{\omega^{\ell}} + o(\omega^{-m}), & \text{if } \alpha = 0.
\end{array} \right. \tag{2.32}
\]

**Proof** From (2.30) and (2.10), it is readily seen that

\[
\tilde{f}(t) = \frac{f(t) - a_0 t^{-\alpha}}{t} \sim \sum_{j=0}^{\infty} a_{j+1} t^{j-\alpha} \tag{2.33}
\]

as \( t \to 0^+ \). This, together with [37, Thm. 1, p. 199], leads us to the following asymptotics of Fourier integrals:

\[
\int_0^\infty \tilde{f}(t)e^{i\omega t} \, dt = \sum_{\ell=1}^{m-1} a_\ell e^{\frac{\pi i}{2} (\ell-\alpha)} \frac{\Gamma(\ell - \alpha)}{\omega^{\ell - \alpha}} + o(\omega^{-m}). \tag{2.34}
\]

The asymptotic expansions (2.32) of Hadamard finite-part integrals then follows from a combination of (2.29) and (2.34). \( \Box \)
Remark 2.9 We do not require that $f$ has an analytic continuation to the first quadrant in Theorem 2.8. However, such requirement is essential in the proof of Theorem 2.2.

2.3 Some examples

We conclude this section with applications of Theorems 2.2 and 2.8 to some concrete examples.

Example 2.10 Consider the integral

$$\int_{0}^{\infty} e^{i\omega t} \frac{e^{-ct}}{t-x} \, dt, \quad c \geq 0.$$  \hfill (2.35)

This is the one-sided oscillatory Hilbert transform of $f(t) = e^{-ct}$. Clearly, $f$ is an entire function and satisfies all the assumptions of our theorems. Since

$$f(t) \sim \sum_{j=0}^{\infty} \frac{(-c)^j}{j!} t^j$$  \hfill (2.36)

as $t \to 0^+$, one has

$$\alpha = 0, \quad a_j = \frac{(-c)^j}{j^j}, \quad j = 0, 1, 2, \ldots,$$ \hfill (2.37)

in the notation of (2.10). Hence, from (2.11) and (2.32), it is easily seen that

$$\int_{0}^{\infty} e^{i\omega t} \frac{e^{-ct}}{t-x} \, dt \sim i\pi e^{i\omega x} e^{-cx} - \sum_{\ell=0}^{\infty} \frac{\Gamma(\ell + 1)}{\omega^{\ell+1}} e^{\frac{x}{2} (\ell+1)i} \left( \sum_{j+k=\ell} \frac{(-c)^j}{j^j!} x^k \right), \quad x > 0,$$\hfill (2.38)

and

$$\int_{0}^{\infty} e^{i\omega t} \frac{e^{-ct}}{t} \, dt \sim \frac{\pi}{2} - \gamma - \log \omega + \sum_{\ell=1}^{\infty} \frac{(-c)^\ell}{\ell} \frac{e^{\frac{\pi}{2} \ell}}{\omega^{\ell}},$$ \hfill (2.39)

as $\omega \to \infty$. In particular, if $c = 0$, i.e., $f \equiv 1$, the above two expansions can be simplified, and we have

$$\int_{0}^{\infty} e^{i\omega t} \frac{e^{-ct}}{t-x} \, dt \sim i\pi e^{i\omega x} - \sum_{\ell=0}^{\infty} \frac{\Gamma(\ell + 1)}{(\omega x)^{\ell+1}} e^{\frac{x}{2} (\ell+1)i}, \quad x > 0,$$ \hfill (2.40)
and
\[ \int_0^\infty \frac{e^{i\omega t}}{t} \; dt = i \frac{\pi}{2} - \gamma - \log \omega. \quad (2.41) \]

It is worthwhile to point out that the asymptotic expansion (2.40) is the same as the large \( x \) expansion of \( \int_0^\infty \frac{e^{i\omega t}}{t-x} \; dt \) with \( \omega > 0 \); see [34, Lem. 1].

**Example 2.11** As the second example, we consider
\[ \int_0^\infty \frac{\sqrt{t}}{(1+t)(t-x)} \; dt. \quad (2.42) \]

Thus, \( f(t) = \sqrt{t}/(1+t) \), which can be analytically extended to the complex plane with a pole at \(-1\) and a branch cut along the negative axis. As \( t \to 0^+ \), we have
\[ f(t) \sim \sqrt{t} \sum_{j=0}^\infty (-t)^j = \sum_{j=1}^\infty (-1)^{j+1} t^{j-\frac{1}{2}}. \quad (2.43) \]

Hence, in the notation of (2.10), \( \alpha = 1/2, a_0 = 0, a_j = (-1)^{j+1}, j = 1, 2, \ldots \). An appeal to (2.11) and (2.32) then gives
\[
\int_0^\infty \frac{\sqrt{t}}{(1+t)(t-x)} \; dt \sim i\pi \sqrt{x} \frac{1}{1+x} - \sum_{\ell=1}^\infty \frac{\Gamma(\ell + \frac{1}{2})}{\omega^{\ell + \frac{1}{2}}} e^{\frac{\pi}{2}(\ell + \frac{1}{2})i} \left( \sum_{j=1}^\ell \frac{(-1)^j}{x^j} \right)
\]
for \( x > 0 \), and
\[
\int_0^\infty \frac{\sqrt{t}}{t(1+t)} \; dt \sim \sum_{\ell=1}^\infty (-1)^{\ell+1} \sqrt{\frac{\pi}{2}} (\ell-\frac{1}{2})! \frac{\Gamma(\ell - \frac{1}{2})}{\omega^{\ell - \frac{1}{2}}}. \]

### 3 Computation of oscillatory Hilbert transforms

Although the asymptotic expansions derived in the previous section provide essential insights into the behaviour of the oscillatory Hilbert transforms for large \( \omega \), they are not suitable for computational purposes, since asymptotic expansions are typically divergent, one can not simply keep on adding terms of the expansion in order to improve the accuracy of the approximation. In this section we shall focus on fast numerical computation of oscillatory Hilbert transforms (1.4). According to the position of \( x \), we classify our discussion into three regimes, namely, \( x = O(1) \) or \( x \gg 1, 0 < x \ll 1 \) and \( x = 0 \). Since these regimes exhibit different asymptotic behaviour, they also require different numerical methods.
3.1 The regime $x = O(1)$ or $x \gg 1$

If $x$ is not so close to the origin, say, $x = O(1)$ or $x \gg 1$, the one-sided oscillatory Hilbert transform (1.4) can be approximated efficiently using the generalized Gauss–Laguerre quadrature rule. To see this, we observe from (2.2) that

$$H^+ (f(t)e^{i\omega t}) (x) = i \pi f(x) e^{i\omega x} + \frac{1}{\omega} \int_0^\infty e^{-q} \frac{f(\frac{iq}{\omega})}{\frac{q}{\omega} + ix} \, dq$$

$$= i \pi f(x) e^{i\omega x} + \exp \left( -\frac{\alpha \pi}{\omega} i \right) \int_0^\infty q^{-\alpha} e^{-q} \frac{f(\frac{iq}{\omega})}{\frac{q}{\omega} + ix} \, dq, \quad (3.1)$$

with $f_\alpha(t) = t^\alpha f(t)$ and where $\alpha$ is defined as in (2.10). We have made use of the change of variable $q = \omega p$ in the first equality. On account of (2.10), it is easily seen that $f_\alpha(\frac{iq}{\omega})/(\frac{q}{\omega} + ix)$ behaves like a polynomial near the origin, if $x = O(1)$ or $x \gg 1$. This is exactly the situation that can be handled by the generalized Gauss–Laguerre quadrature rule. Let $\{t_j, w_j\}_{j=1}^n$ be the nodes and weights of the generalized Gauss–Laguerre quadrature rule with respect to the weight $t^{-\alpha} e^{-t}$, with $0 \leq \alpha < 1$. Then the one-sided oscillatory Hilbert transform $H^+ (f(t)e^{i\omega t}) (x)$ is approximated by

$$Q_n(f, \omega, x) = i \pi f(x) e^{i\omega x} + \frac{\exp \left( -\frac{\alpha \pi}{\omega} i \right)}{\omega^{1-\alpha}} \sum_{k=1}^n w_k \frac{f_\alpha(\frac{ik}{\omega})}{\frac{ik}{\omega} + ix}.$$

(3.2)

Applying the error expression of the $n$-point generalized Gauss–Laguerre quadrature rule [10, p. 223], we can estimate, for each fixed $x$, the quadrature error as follows:

$$H^+ (f(t)e^{i\omega t}) (x) - Q_n(f, \omega, x) = \exp \left( -\frac{\alpha \pi}{\omega} i \right) \frac{\left( f_\alpha (\frac{i q}{\omega}) \right)}{\omega^{1-\alpha}} \left( \sum_{k=1}^n w_k \frac{f_\alpha (\frac{ik}{\omega})}{\frac{ik}{\omega} + ix} \right)$$

$$= \frac{\exp \left( -\frac{\alpha \pi}{\omega} i \right) n! \Gamma(n - \alpha + 1)}{(2n)!} \left( \frac{f_\alpha (\frac{i q}{\omega})}{\omega^{1-\alpha}} \right) \Bigg|_{q = \xi}$$

$$= O(\omega^{-2n+1-\alpha}) \quad (3.3)$$

for some constant $\xi \in \mathbb{C}$ as $\omega \to \infty$. Note that one gains the factor $\omega^{-2n}$ from taking the $(2n)$th order derivative of a function of $q$ that depends only on $q/\omega$. We observe that the accuracy of the quadrature rule (3.2) rapidly improves as $\omega$ grows. This result may come as a surprise here, since we started out with a highly oscillatory integral that typically requires a growing number of quadrature points to evaluate as the frequency increases. Yet, we like to point out that this result is entirely parallel to the case of finite Fourier integrals of the form (1.1), where an application of Gauss–Laguerre yields similar behaviour for large $\omega$. In what follows, we give several examples to
Asymptotic expansions and fast computation of oscillatory Hilbert transforms illustrate the convergence of our quadrature rule $Q_n(f, \omega, x)$. Throughout this paper, all the computations have been performed using Maple 14 with 32-digit arithmetic.\footnote{The use of increased precision is just to show the convergence rates of our methods.}

**Example 3.1** Let us consider (2.35) with $c = 1$, that is, $f(t) = e^{-t}$, and one has $\alpha = 0$ in (3.2). The exact solution of (2.35) can be obtained by using the definition of the Cauchy principal value integral and taking the series expansion of the exponential function. The result is

$$
\int_0^\infty \frac{e^{i\omega t}}{t-x} dt = e^{(-c+i\omega)x} \left[ \text{Ei}(1, (c-i\omega)x) - 2 \sum_{k=0}^\infty \frac{c^{2\ell+1}}{(2\ell+1)!} \left( \sum_{k=0}^{2\ell} \frac{\omega^k}{k!} \sin \left( \omega x + \frac{k\pi}{2} \right) \right) \right] + i \left[ 2\text{Si}(\omega x) - 2 \sum_{\ell=0}^\infty \frac{c^{2\ell+2}}{(2\ell+2)!} \left( \sum_{k=0}^{2\ell+1} \frac{\omega^k}{k!} \cos \left( \omega x + \frac{k\pi}{2} \right) \right) \right],
$$

(3.4)

where

$$
\text{Si}(x) = \int_0^x \frac{\sin t}{t} dt, \quad x \geq 0,
$$

(3.5)

is the sine integral; cf. [2]. In the case of $c = 0$, one can check that

$$
\int_0^\infty \frac{e^{i\omega t}}{t-x} dt = e^{i\omega x} (\text{Ei}(1, -i\omega x) + i2\text{Si}(\omega x)) = e^{i\omega x} (i\pi + \text{Ei}(1, i\omega x)).
$$

(3.6)

We compute the error for $x = 1$ and $x = 5$ with different frequency $\omega$ and $n$ ranging from 2 to 16. The results are illustrated in Fig. 2. The exact solution was approximated here by truncating the exact series in (3.4) after a suitable number of terms.

**Example 3.2** We next consider the function $f(t) = \frac{\cos t}{\sqrt{t}}$, which grows exponentially in the complex plane. We can check that it satisfies (2.1) with $d = 1$, and $\alpha = \frac{1}{3}$ in (3.2). The error is illustrated in Fig. 3.

**Example 3.3** We return to Example 2.11, i.e., $f(t) = \sqrt{t}/(1+t)$, which corresponds to $\alpha = 1/2$. Numerical results are displayed in Fig. 4.

All these examples show that the accuracy of quadrature rule (3.2) improves rapidly as $n$ increases. Meanwhile, the convergence is faster for larger $\omega$. 
3.2 The regime $0 < x \ll 1$

When $x$ is close the origin, i.e., $0 < x \ll 1$, the accuracy of the generalized Gauss–Laguerre rule deteriorates since the integrand on the right hand side of (3.1) is nearly singular. To this end, we make the following decomposition of oscillatory Hilbert transforms:

$$H^+(f(t)e^{i\omega t})(x) = \int_0^a \frac{f(t)}{t-x} e^{i\omega t} dt + \int_a^\infty \frac{f(t)}{t-x} e^{i\omega t} dt,$$

where $a$ is a positive number larger than $x$. Let the two integrals on the right hand side of (3.7) be denoted by $I_1(x)$ and $I_2(x)$, respectively. Note that the integral $I_2(x)$ is no
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Fig. 4 The error of the quadrature $Q_n(f, \omega, x)$ for $x = 1$ (left) and $x = 5$ (right) with $f(t) = \sqrt{t}$ and $n$ ranging from 2 to 16.

longer singular. A fast computation of oscillatory Hilbert transforms in this regime is then reduced to the numerical study of $I_1(x)$ and $I_2(x)$, which will be discussed in the next two sections.

3.2.1 Computation of $I_1(x)$

The integral $I_1(x)$ is a finite oscillatory Hilbert transform. By scaling the interval of integration to $(-1, 1)$, we have

$$I_1(x) = \int_0^a \frac{f(t)}{t-x} e^{i\omega t} \, dt$$

$$= e^{i\tilde{\omega}} \int_{-1}^1 \frac{f\left(\frac{a}{2}(y+1)\right)}{y-\tau} e^{i\tilde{\omega} y} \, dy$$

$$= \left(\frac{a}{2}\right)^{-\alpha} e^{i\tilde{\omega}} \int_{-1}^1 \frac{(y+1)^{-\alpha} h(y)}{y-\tau} e^{i\tilde{\omega} y} \, dy, \quad (3.8)$$

where $\tilde{\omega} = \frac{a\omega}{2}$, $\tau = \frac{2x}{a} - 1 \in (-1, 1)$, and

$$h(y) = f_\alpha\left(\frac{a}{2}(y+1)\right) = \left(\frac{a}{2}(y+1)\right)^\alpha f\left(\frac{a}{2}(y+1)\right). \quad (3.9)$$

The computation of (3.8) with $\alpha = 0$ has been discussed in [35]. Let $p_N(y)$ be the Lagrange polynomial which interpolates $h(y)$ at the Clenshaw–Curtis points $y_j = \cos\left(\frac{j\pi}{N}\right)$, $j = 0, \ldots, N$. Then one has (see [6])

Springer
\[ p_N(y) = \sum_{k=0}^{N} \alpha_k^N T_k(y) \] (3.10)

with

\[ \alpha_k^N = \frac{2}{N} \sum_{j=0}^{N} \, \text{h}(y_j) T_j(y_k), \quad k = 0, \ldots, N, \] (3.11)

where the double prime denotes a sum whose first and last terms are halved and \( T_j(y) \) is the Chebyshev polynomial of the first kind of degree \( j \). The coefficients \( \alpha_k^N \) can be computed efficiently by FFT \[11\]. Replacing \( \text{h}(y) \) in (3.8) by \( p_N(y) \), we have

\[
\begin{align*}
\int_{-1}^{1} \frac{f(y)}{y - \tau} e^{i\tilde{\omega} y} dy & \simeq \int_{-1}^{1} \frac{p_N(y)}{y - \tau} e^{i\tilde{\omega} y} dy \\
& = \int_{-1}^{1} \frac{p_N(y) - p_N(\tau)}{y - \tau} e^{i\tilde{\omega} y} dy + p_N(\tau) \int_{-1}^{1} \frac{1}{y - \tau} e^{i\tilde{\omega} y} dy \\
& = 2 \sum_{k=0}^{N} \, \alpha_k^N \left[ \sum_{n=0}^{k-1} T_n(\tau) M_{k-1-n} \right] + p_N(\tau) \int_{-1}^{1} \frac{1}{y - \tau} e^{i\tilde{\omega} y} dy,
\end{align*}
\] (3.12)

where

\[ M_n = \int_{-1}^{1} U_n(y) e^{i\tilde{\omega} y} dy, \quad n \geq 0, \]

and where \( U_n(y) \) is the Chebyshev polynomial of the second kind of degree \( n \). The last integral in (3.12) can be computed in closed form and the \( M_n \) can be computed by using a three-term recurrence relation. The advantage of this method is that it converges uniformly with respect to \( \tau \in (-1, 1) \) as \( N \to \infty \), provided \( \text{h}(y) \) is analytic in a small neighborhood containing \([-1, 1]\). However, this method costs \( O(N^2) \) operations which make it inefficient for large \( N \).

In the following we shall present a more efficient implementation, which costs only \( O(N \log_2 N) \) operations, to compute the finite oscillatory Hilbert transform (3.8). The key observation is that we can write \((p_N(y) - p_N(\tau))/(y - \tau)\) in terms of \( T_k(y) \) and this process can be performed in only \( O(N) \) operations.
We approximate $I_1(x)$ by

$$Q_N^{(1)}(f, \tilde{\omega}, x) = \left( \frac{a}{2} \right)^{-\alpha} e^{i\tilde{\omega}} \left( \int_{-1}^{1} (y + 1)^{-\alpha} \frac{p_N(y) - p_N(\tau)}{y - \tau} e^{i\tilde{\omega}y} dy \right)$$

$$= \left( \frac{a}{2} \right)^{-\alpha} e^{i\tilde{\omega}} \left( \int_{-1}^{1} (y + 1)^{-\alpha} \frac{p_N(y) - p_N(\tau)}{y - \tau} e^{i\tilde{\omega}y} dy \right)$$

$$+ p_N(\tau) \int_{-1}^{1} (y + 1)^{-\alpha} \frac{i\tilde{\omega}}{y - \tau} dy,$$

(3.13)

We next expand $(p_N(y) - p_N(\tau))/(y - \tau)$ in terms of $T_k(y)$ and obtain

$$\frac{p_N(y) - p_N(\tau)}{y - \tau} = \sum_{k=0}^{N-1} b_k^N T_k(y),$$

(3.14)

where the prime denotes the summation whose first term is halved. The coefficients $b_k^N$ satisfy a three-term recurrence relation

$$b_{k-1}^N = 2a_k^N + 2\tau b_k^N - b_{k+1}^N, \quad k = N - 1, \ldots, 1,$$

(3.15)

and the first two initial values are given by $b_0^N = 0$ and $b_{N-1}^N = a_N^N$; see [14]. Inserting (3.14) into (3.13) gives us

$$Q_N^{(1)}(f, \tilde{\omega}, x) = \left( \frac{a}{2} \right)^{-\alpha} e^{i\tilde{\omega}} \left( \sum_{k=0}^{N-1} b_k^N Z_k^{(\alpha)} + p_N(\tau) \int_{-1}^{1} (y + 1)^{-\alpha} \frac{e^{i\tilde{\omega}y}}{y - \tau} dy \right),$$

(3.16)

where

$$Z_k^{(\alpha)} := Z_k(\alpha, \tilde{\omega}) = \int_{-1}^{1} (y + 1)^{-\alpha} T_k(y) e^{i\tilde{\omega}y} dy, \quad k \geq 0.$$

(3.17)

Now, we only need to compute the moments $Z_k^{(\alpha)}$ and the integral on right hand side of (3.16) efficiently. It turns out that $Z_k^{(\alpha)}$ satisfy the following four-term recurrence relation (see [33]):

$$i\tilde{\omega}(n - 1) Z_n^{(\alpha)} + [2(n - \alpha + 1)(n - 1) + i\tilde{\omega}(n - 2)] Z_n^{(\alpha)}$$

$$+ [2n(n + \alpha - 2) - i\tilde{\omega}(n + 1)] Z_{n-1}^{(\alpha)} - i\tilde{\omega} n Z_{n-2}^{(\alpha)} = -2^{2-\alpha} e^{i\tilde{\omega}}$$

(3.18)
with the first three initial values given by

\[ Z_0^{(\alpha)} = e^{-i\omega} e^{\frac{1}{2} \pi i (1-\alpha)} \gamma(1 - \alpha, -2i\omega), \]
\[ Z_1^{(\alpha)} = e^{-i\omega} e^{\frac{1}{2} \pi i (2-\alpha)} \gamma(2 - \alpha, -2i\omega) - Z_0^{(\alpha)}, \]
\[ Z_2^{(\alpha)} = 2e^{-i\omega} e^{\frac{1}{2} \pi i (3-\alpha)} \gamma(3 - \alpha, -2i\omega) - 4Z_1^{(\alpha)} - 3Z_0^{(\alpha)}, \]

where

\[ \gamma(a, z) = \int_0^z t^{a-1} e^{-t} \, dt, \quad \text{Re}(a) > 0, \quad (3.19) \]

is the incomplete gamma function [2, p. 260]. The recurrence relation (3.18) can be used to calculate \( Z_k^{(\alpha)} \) stably in the forward direction provided \( N \leq 2\tilde{\omega} \). If \( N > 2\tilde{\omega} \), we can compute the additional moments \( Z_k^{(\alpha)} \), \( 2\tilde{\omega} < k \leq N \) stably by solving a boundary value problem with two starting values and one ending value [33]; see also [29] and the references in [12, Chapter 4]. To see this, let \( n_0 := \lfloor 2\tilde{\omega} \rfloor \), where \( \lfloor \cdot \rfloor \) denotes the integer part, and choose a positive integer \( N_1 \geq \max(n_0, N) \). We then define a matrix \( A = (a_{j,k})_{j,k=1}^{N_1-n_0+1} \) of size \( N_1 - n_0 + 1 \) by

\[ a_{j,k} = \begin{cases} 
  i\tilde{\omega}(n_0 + j - 2), & k = j + 1, \\
  2(n_0 - \alpha + j)(n_0 + j - 2) + i\tilde{\omega}(n_0 + j - 3), & k = j, \\
  2(n_0 + j - 1)(n_0 + \alpha + j - 3) - i\tilde{\omega}(n_0 + j), & k = j - 1, \\
  -i\tilde{\omega}(n_0 + j - 1), & k = j - 2,
\end{cases} \quad (3.20) \]

and a vector \( b = (b_1, b_2, \ldots, b_{N_1-n_0+1})^T \) by

\[ b_j = \begin{cases} 
  -2^{2-\alpha} e^{i\tilde{\omega}} - 2n_0(n_0 + \alpha - 2) - i\tilde{\omega}(n_0 + 1))Z_{n_0-1}^{(\alpha)} + i\tilde{\omega} n_0 Z_{n_0-2}^{(\alpha)}, & j = 1, \\
  -2^{2-\alpha} e^{i\tilde{\omega}} + i\tilde{\omega}(n_0 + 1)Z_{n_0-1}^{(\alpha)}, & j = 2, \\
  -2^{2-\alpha} e^{i\tilde{\omega}}, & j = 3, \ldots, N_1 - n_0, \\
  -2^{2-\alpha} e^{i\tilde{\omega}} - i\tilde{\omega}(N_1 - 1)Z_{N_1+1}^{(\alpha)}, & j = N_1 - n_0 + 1.
\] \quad (3.21)

where the superscript \( T \) stands for transpose. Here, the moments \( Z_{n_0-2}^{(\alpha)} \) and \( Z_{n_0-1}^{(\alpha)} \) can be obtained by using the forward recurrence (3.18), while the value of \( Z_{N_1+1}^{(\alpha)} \) in the last component can be set equal to zero if the selected parameter \( N_1 \) is sufficiently large [33]. We have that the vector consisting of the additional moments defined by

\[ Z = (Z_{n_0}^{(\alpha)}, Z_{n_0+1}^{(\alpha)}, \ldots, Z_{N_1}^{(\alpha)})^T, \]
is the unique solution of the linear system

\[ Ax = b. \] (3.22)

To compute the integral on right hand side of (3.16), we note that

\[
\int_{-1}^{1} (y + 1)^{-\alpha} e^{i\tilde{\omega}y} \frac{dy}{y - \tau} = \frac{e^{i\tilde{\omega}\tau}}{(1 + \tau)^\alpha} \left( i\pi + e^{-i\alpha\pi} \Gamma(1 - \alpha) \Gamma(\alpha, i\tilde{\omega}(1 + \tau)) \right)
- \frac{ie^{i\tilde{\omega}}}{\tilde{\omega}} \int_{0}^{\infty} e^{-t} \frac{1}{(2 + i\tilde{\omega})^\alpha (1 - \tau + \frac{it}{\tilde{\omega}})} dt,
\] (3.23)

where the last integral is free from singularity as \( \tau \to -1 \), and can therefore be conveniently evaluated by Gauss–Laguerre quadrature rule. For the case \( \alpha = 0 \), it can be further written in closed form (see [5]):

\[
\int_{-1}^{1} e^{i\tilde{\omega}y} \frac{dy}{y - \tau} = \cos(\tilde{\omega}\tau) \left[ \text{Ci}(u_1) - \text{Ci}(u_2) \right] - \sin(\tilde{\omega}\tau) \left[ \text{Si}(u_1) + \text{Si}(u_2) \right] + i \left[ \sin(\tilde{\omega}\tau) \left[ \text{Ci}(u_1) - \text{Ci}(u_2) \right] + \cos(\tilde{\omega}\tau) \left[ \text{Si}(u_1) + \text{Si}(u_2) \right] \right],
\] (3.24)

where

\[ \text{Ci}(x) = -\int_{x}^{\infty} \frac{\cos t}{t} dt, \quad x > 0, \] (3.25)

is the cosine integral, \( u_1 = \tilde{\omega}(1 - \tau) \) and \( u_2 = \tilde{\omega}(1 + \tau) \).

Based on the above discussion, we outline our algorithm with estimation of computational complexity as follows:

**Algorithm 1** Computation of \( I_1(x) \)

1. Choose a positive constant \( a \) larger than \( x \) and \( N_1 > \max\{n_0, N\} \).
2. Compute the coefficients \( \{a_k\}_{k=0}^{N_1} \) in (3.11) by using FFT with \( O(N \log_2 N) \) operations.
3. If \( N \leq 2\tilde{\omega} \), evaluate the moments \( \{Z_k^{(\alpha)}\}_{k=0}^{N-1} \) from the recurrence relation (3.18) in \( O(N) \) operations. If \( N > 2\tilde{\omega} \), we compute the additional moments \( \{Z_k^{(\alpha)}\}_{k=n_0}^{N-1} \) by solving (3.22), in \( O(N_1) \) operations.\(^2\)
4. Compute \( p_N(\tau) \) from its barycentric form in \( O(N) \) operations [4].
5. Calculate \( Q_1^{(\alpha)}(f, \tilde{\omega}, x) \) in \( O(N) \) operations by the Clenshaw algorithm:

\(^2\) This can be done with a minor adaptation of Oliver’s method for the LU decomposition of a tridiagonal matrix [28]. We omit the details.
\begin{align*}
S_{-1} &= 0, \quad S_0 = \frac{1}{2} Z_0^{(\alpha)}, \quad W_0 = 0, \\
W_k &= W_{k-1} + 2a_k^N S_{k-1}, \quad k = 1, 2, \ldots, N - 1, \\
S_k &= Z_k^{(\alpha)} + 2\tau S_{k-1} - S_{k-2},
\end{align*}

\[Q_N^{(1)}(f, \tilde{\omega}, x) = (\frac{a}{2})^{-\alpha} e^{i\tilde{\omega}} \left( W_{N-1} + S_{N-1} a_N^N + p_N(\tau) \frac{1}{-1} \int_{-1}^1 (y+1)^{-\alpha} e^{iy\tau} dy \right).\]

The integral \(\int_{-1}^1 (y+1)^{-\alpha} e^{iy\tau} dy\) can be evaluated efficiently from (3.23) by using a Gauss–Laguerre quadrature rule.

The total computational complexity of computing \(I_1(x)\) is \(O(N \log_2 N)\) operations if \(N \leq 2\tilde{\omega}\) and is \(O(N \log_2 N) + O(N_1)\) operations if \(N > 2\tilde{\omega}\). When \(N > 2\tilde{\omega}\), numerical experiments show that the additional moments \(\{Z_k^{(\alpha)}\}_{k=0}^{N-1}\) can be accurately computed by solving (3.22) if we choose \(N_1 = O(N)\); see Example 3.6 below. Therefore, the total computational complexity of computing \(I_1(x)\) is still \(O(N \log_2 N)\). Meanwhile, this cost is independent of \(\alpha\).

In the case \(\alpha = 0\), i.e., \(f\) is analytic in the neighborhood of the origin, the above algorithm can be further simplified. Indeed, if \(\alpha = 0\), we have

\[Z_k^{(0)} = \frac{1}{i\tilde{\omega}} \left( e^{i\tilde{\omega}} - (-1)^k e^{-i\tilde{\omega}} \right) - \frac{k}{i\tilde{\omega}} M_{k-1}, \quad k \geq 1. \quad (3.26)\]

Since \(M_k\) satisfies a three-term recurrence relation (see [9, 35])

\[M_l + \frac{2l}{i\tilde{\omega}} M_{l-1} - M_{l-2} = \frac{2}{i\tilde{\omega}} \left( e^{i\tilde{\omega}} - (-1)^l e^{-i\tilde{\omega}} \right), \quad l \geq 2, \quad (3.27)\]

with initial values \(M_0 = \frac{2 \sin \tilde{\omega}}{\tilde{\omega}}, \quad M_1 = 4i \left( \frac{\sin \tilde{\omega}}{\tilde{\omega}} - \cos \tilde{\omega} \right)\), the four-term recurrence relation (3.18) can readily be reduced to a three-term recurrence relation. In practice, one can evaluate \(M_k\) from (3.27) for \(N \leq \tilde{\omega}\). If \(N > \tilde{\omega}\), the additional moments \(M_k, \tilde{\omega} < k \leq N\) can be evaluated stably by solving a tridiagonal system [9]. Then we have the following simpler algorithm:

**Algorithm 2** Computation of \(I_1(x)\) with \(\alpha = 0\)

1. Choose a positive constant \(a\) larger than \(x\).
2. Compute the coefficients \(\{a_k^N\}_{k=0}^{N}\) by using FFT in \(O(N \log_2 N)\) operations.
3. Evaluate the moments \(\{M_k\}_{k=0}^{N-1}\) by (3.27) if \(N \leq \tilde{\omega}\). If \(N > \tilde{\omega}\), we compute the additional moments \(\{M_k\}_{k=[\tilde{\omega}]}^{N-1}\) by the second phase algorithm in [9]. Then we evaluate \(\{Z_k^{(0)}\}_{k=0}^{N-1}\) from (3.26), in \(O(N)\) operations.
4. Compute \(p_N(\tau)\) from its barycentric form in \(O(N)\) operations [4].
5. Calculate \(Q_N^{(1)}(f, \tilde{\omega}, x)\) in \(O(N)\) operations by the Clenshaw algorithm:

\[\begin{align*}
S_{-1} &= 0, \quad S_0 = \frac{1}{2} Z_0^{(0)}, \quad W_0 = 0, \\
W_k &= W_{k-1} + 2a_k^N S_{k-1}, \quad k = 1, 2, \ldots, N - 1, \\
S_k &= Z_k^{(0)} + 2\tau S_{k-1} - S_{k-2},
\end{align*}\]
Asymptotic expansions and fast computation of oscillatory Hilbert transforms

Fig. 5 The error of the quadrature $Q_n^{(2)}(f, \omega, x)$ for $a = 1$ (left), $a = 2$ (middle) and $a = 4$ (right) with $f(t) = \sqrt{t}/(1 + t)$ and $n$ ranging from 2 to 16. Here we choose $x = 0.02$.

$$Q_N^{(1)}(f, \tilde{\omega}, x) = e^{i\tilde{\omega}} \left(W_{N-1} + S_{N-1}a_N^N + p_N(\tau) \int_{-1}^1 e^{i\tilde{\omega}y} dy \right).$$

The integral $\int_{-1}^1 e^{i\tilde{\omega}y} dy$ can be evaluated from (3.24).

The computational complexity is $\mathcal{O}(N \log_2 N)$ operations.

### 3.2.2 Computation of $I_2(x)$

The computation of $I_2(x)$ is relatively easy, since the integrand does not have singularity. Under the same assumptions as in Lemma 2.1, it is readily seen that

$$I_2(x) = \int_a^\infty \frac{f(t)}{t-x} e^{i\omega t} dt = i e^{i\omega a} \int_0^\infty \frac{f(a+ip)}{a-x+ip} e^{-ip} dp. \quad (3.28)$$

As $a$ is an arbitrary real number larger than $x$, we may select it so that the integrand of the last integral in (3.28) is well behaved. Thus, this integral can be computed efficiently by Gauss–Laguerre quadrature rule:

$$I_2(x) \simeq Q_n^{(2)}(f, \omega, x) = \frac{i e^{i\omega a}}{\omega} \sum_{k=1}^n w_k \frac{f \left( a + \frac{it_k}{\omega} \right)}{a-x+it_k}.$$

(3.29)

where $\{t_k, w_k\}$ are the nodes and weights of the Gauss–Laguerre quadrature associated with the weight $e^{-t}$. 

**Example 3.4** We apply quadrature rule $Q_n^{(2)}(f, \omega, x)$ in (3.29) to calculate $I_2(x)$ with $f(t) = \sqrt{t}/(1 + t)$ and $x = 0.02$. The error is presented in Fig. 5. We can see that more accurate approximations are obtained as $a$ increases. For each fixed $a$, more accurate approximations are obtained as $\omega$ increases.
The exact solution is given in (3.4). Since $123$

Example 3.5 Let us consider the integral (2.35) with numerical methods presented in the above two sections. We present in this section some numerical experiments to illustrate the efficiency of

| $n$ | $N$ | $\delta = 1$ | $\delta = 2$ | $\delta = 3$ | $\delta = 4$ |
|-----|-----|-------------|-------------|-------------|-------------|
| 4   | 4   | $1.22 \times 10^{-5}$ | $3.80 \times 10^{-5}$ | $3.52 \times 10^{-5}$ | $3.42 \times 10^{-5}$ |
| 8   | 4   | $3.30 \times 10^{-7}$ | $1.83 \times 10^{-7}$ | $1.73 \times 10^{-7}$ | $1.72 \times 10^{-7}$ |
| 16  | 4   | $3.30 \times 10^{-7}$ | $1.83 \times 10^{-7}$ | $1.73 \times 10^{-7}$ | $1.72 \times 10^{-7}$ |
| 8   | 16  | $1.19 \times 10^{-5}$ | $3.80 \times 10^{-5}$ | $3.52 \times 10^{-5}$ | $3.41 \times 10^{-5}$ |
| 16  | 4   | $2.69 \times 10^{-10}$ | $1.09 \times 10^{-10}$ | $1.04 \times 10^{-10}$ | $1.03 \times 10^{-10}$ |
| 8   | 16  | $2.86 \times 10^{-10}$ | $1.09 \times 10^{-10}$ | $9.96 \times 10^{-11}$ | $9.87 \times 10^{-11}$ |
| 16  | 4   | $1.19 \times 10^{-5}$ | $3.80 \times 10^{-5}$ | $3.52 \times 10^{-5}$ | $3.41 \times 10^{-5}$ |
| 8   | 16  | $2.37 \times 10^{-11}$ | $2.65 \times 10^{-12}$ | $9.36 \times 10^{-12}$ | $8.00 \times 10^{-12}$ |
| 16  | 16  | $1.30 \times 10^{-14}$ | $2.97 \times 10^{-15}$ | $2.58 \times 10^{-15}$ | $2.54 \times 10^{-15}$ |

Table 2 Absolute error in computing (2.35) with $c = 1$, $a = 1$, $x = 0.02$ and several values of $\omega$

| $n$ | $N$ | $\omega = 5$ | $\omega = 20$ | $\omega = 80$ | $\omega = 320$ |
|-----|-----|-------------|-------------|-------------|-------------|
| 4   | 4   | $2.84 \times 10^{-5}$ | $2.30 \times 10^{-5}$ | $1.56 \times 10^{-5}$ | $1.73 \times 10^{-5}$ |
| 8   | 4   | $1.81 \times 10^{-5}$ | $8.92 \times 10^{-10}$ | $1.28 \times 10^{-11}$ | $1.81 \times 10^{-11}$ |
| 16  | 4   | $1.81 \times 10^{-5}$ | $8.69 \times 10^{-10}$ | $4.89 \times 10^{-15}$ | $1.92 \times 10^{-20}$ |
| 8   | 16  | $1.65 \times 10^{-5}$ | $2.30 \times 10^{-5}$ | $1.56 \times 10^{-5}$ | $1.73 \times 10^{-5}$ |
| 16  | 4   | $8.16 \times 10^{-10}$ | $3.12 \times 10^{-11}$ | $1.28 \times 10^{-11}$ | $1.81 \times 10^{-11}$ |
| 8   | 16  | $1.08 \times 10^{-10}$ | $2.00 \times 10^{-14}$ | $8.08 \times 10^{-24}$ | $3.65 \times 10^{-25}$ |
| 16  | 4   | $1.66 \times 10^{-5}$ | $2.30 \times 10^{-5}$ | $1.56 \times 10^{-5}$ | $1.73 \times 10^{-5}$ |
| 8   | 16  | $8.69 \times 10^{-11}$ | $3.12 \times 10^{-11}$ | $1.28 \times 10^{-11}$ | $1.81 \times 10^{-11}$ |
| 16  | 16  | $7.49 \times 10^{-11}$ | $5.44 \times 10^{-21}$ | $2.78 \times 10^{-25}$ | $3.65 \times 10^{-25}$ |

3.2.3 Numerical examples

We present in this section some numerical experiments to illustrate the efficiency of numerical methods presented in the above two sections.

Example 3.5 Let us consider the integral (2.35) with $c = 1$ and $x$ close to zero. The exact solution is given in (3.4). Since $\alpha = 0$ in this case, we use Algorithm II to compute $I_1(x)$, and the Gauss–Laguerre quadrature rule $Q_n^{(2)}(f, \omega, x)$ defined in (3.29) to compute $I_2(x)$. The absolute error for several values of $x$ is presented in Table 1, which indicates the proposed method is uniformly accurate as $x \to 0$. The absolute error for several values of $\omega$ with $a = 1$ and $x = 0.02$ is presented in Table 2. We can see that the convergence is quite rapid as $N$ and $n$ increase.

Example 3.6 We consider (2.42) with $x$ close to the origin. Since $\alpha = 1/2$ in this case, we use Algorithm I to compute $I_1(x)$ and the Gauss–Laguerre quadrature rule $Q_n^{(2)}(f, \omega, x)$ in (3.29) to compute $I_2(x)$. For simplicity, we choose $N_1 = 2N$ when
Table 3  Absolute error in computing (2.42) with $a = 1$, $\omega = 10$ and $x = 10^{-5}$

| $n$ | $N$ | $\delta = 1$ | $\delta = 2$ | $\delta = 3$ | $\delta = 4$ |
|-----|-----|-------------|-------------|-------------|-------------|
| 4   | 4   | $1.53 \times 10^{-3}$ | $3.56 \times 10^{-3}$ | $4.56 \times 10^{-3}$ | $4.67 \times 10^{-3}$ |
| 8   | 1.31 \times 10^{-6} | $1.63 \times 10^{-7}$ | $2.87 \times 10^{-6}$ | $3.25 \times 10^{-6}$ |
| 16  | $1.16 \times 10^{-7}$ | $4.51 \times 10^{-8}$ | $4.08 \times 10^{-8}$ | $4.03 \times 10^{-8}$ |
| 4   | $1.53 \times 10^{-3}$ | $3.56 \times 10^{-3}$ | $4.56 \times 10^{-3}$ | $4.67 \times 10^{-3}$ |
| 8   | $1.23 \times 10^{-6}$ | $1.29 \times 10^{-7}$ | $2.89 \times 10^{-6}$ | $3.27 \times 10^{-6}$ |
| 16  | $9.20 \times 10^{-11}$ | $2.22 \times 10^{-11}$ | $1.62 \times 10^{-11}$ | $1.51 \times 10^{-11}$ |
| 4   | $1.53 \times 10^{-3}$ | $3.56 \times 10^{-3}$ | $4.56 \times 10^{-3}$ | $4.67 \times 10^{-3}$ |
| 8   | $1.22 \times 10^{-6}$ | $1.29 \times 10^{-7}$ | $2.89 \times 10^{-6}$ | $3.27 \times 10^{-6}$ |
| 16  | $1.39 \times 10^{-12}$ | $2.46 \times 10^{-12}$ | $1.33 \times 10^{-12}$ | $2.38 \times 10^{-12}$ |

Table 4  Absolute error in computing (2.42) with $a = 1$, $x = 0.02$ and several values of $\omega$

| $n$ | $N$ | $\omega = 5$ | $\omega = 20$ | $\omega = 80$ | $\omega = 320$ |
|-----|-----|-------------|-------------|-------------|-------------|
| 4   | 8   | $5.50 \times 10^{-6}$ | $2.02 \times 10^{-6}$ | $2.04 \times 10^{-6}$ | $2.38 \times 10^{-6}$ |
| 16  | $5.08 \times 10^{-6}$ | $2.15 \times 10^{-10}$ | $1.23 \times 10^{-12}$ | $2.60 \times 10^{-12}$ |
| 32  | $5.08 \times 10^{-6}$ | $2.15 \times 10^{-10}$ | $1.19 \times 10^{-15}$ | $4.65 \times 10^{-21}$ |
| 8   | $2.06 \times 10^{-6}$ | $2.02 \times 10^{-6}$ | $2.04 \times 10^{-6}$ | $2.38 \times 10^{-6}$ |
| 16  | $2.41 \times 10^{-8}$ | $4.17 \times 10^{-13}$ | $1.23 \times 10^{-12}$ | $2.60 \times 10^{-12}$ |
| 32  | $2.41 \times 10^{-8}$ | $3.86 \times 10^{-15}$ | $2.59 \times 10^{-24}$ | $6.75 \times 10^{-25}$ |
| 16  | $2.08 \times 10^{-6}$ | $2.02 \times 10^{-6}$ | $2.04 \times 10^{-6}$ | $2.38 \times 10^{-6}$ |
| 32  | $1.37 \times 10^{-11}$ | $4.13 \times 10^{-13}$ | $1.23 \times 10^{-12}$ | $2.60 \times 10^{-12}$ |

$N > 2 \tilde{\omega}$ in our implementation and the last integral in (3.23) is computed by using 32-point Gauss–Laguerre quadrature. The absolute error is presented in Table 3 for $a = 1$ and $\omega = 10$, which implies that the convergence is quite rapid as $N$ and $n$ increase. In Table 4 we present the absolute error for several values of $\omega$ with fixed $a$ and $x$. As we can see, the accuracy greatly improves as $\omega$ increases. Moreover, we also try to find the smallest value of $N_1$ for each $N$ such that the absolute error of all computed additional moments $\{Z_k^{(\alpha)}\}_{k=0}^{N-1}$ by (3.22) is less than $10^{-16}$. Recall that the additional moments $\{Z_k^{(\alpha)}\}_{k=0}^{N-1}$ are required in Algorithm I when $N > 2 \tilde{\omega}$. We test the case $a = 1$, $\omega = 10$ and thus $\tilde{\omega} = 5$. The exact value of each additional moments was calculated by using Maple with 100-digits arithmetic. The numerical results are $N_1 = 28$ for $N = 16$, $N_1 = 41$ for $N = 32$ and $N_1 = 71$ for $N = 64$. We can see that it is sufficient to set $N_1$ proportional to $N$ in order to get an accurate approximation to the additional moments $\{Z_k^{(\alpha)}\}_{k=0}^{N-1}$.

Remark 3.7  When $\alpha = 0$, the uniform convergence of the quadrature rule (3.13) has been proved in [35]. When $0 < \alpha < 1$, however, we don’t currently know whether
the uniform convergence still holds. Numerical results show that the quadrature rule (3.13) remains accurate when \( x \) is small, as can be observed from Table 3.

### 3.3 The regime \( x = 0 \)

When \( x = 0 \), we need to deal with the Hadamard finite-part integral \( \int_0^\infty e^{\iota \omega t} f(t) \, dt \), which is introduced in Sect. 2.2. In view of (2.29), it suffices to find a fast method for evaluating the integral

\[
\int_0^\infty \frac{f(t) - a_0 t^{-\alpha}}{t} e^{\iota \omega t} \, dt, \tag{3.30}
\]

or equivalently,

\[
\int_0^\infty t^{-\alpha} g(t) e^{\iota \omega t} \, dt, \tag{3.31}
\]

where

\[
g(t) = t^\alpha \frac{f(t) - a_0 t^{-\alpha}}{t}. \tag{3.32}
\]

Since \( g(t) \) is holomorphic in the first quadrant, which follows from the assumptions in Lemma 2.1 and Theorem 2.2, we can apply Gaussian quadrature rules as proposed by Wong [38]:

\[
\int_0^\infty t^{-\alpha} g(t) e^{\iota \omega t} \, dt = \frac{\exp((1 - \alpha) \frac{i \pi}{2})}{\omega^{1-\alpha}} \sum_{k=1}^n w_k g \left( \frac{it_k}{\omega} \right) + E_n(g), \tag{3.33}
\]

where \( \{t_k, w_j\}_{j=1}^n \) are the nodes and weights of the generalized Gauss–Laguerre quadrature with respect to weight \( t^{-\alpha} e^{-t} \). The reminder \( E_n(g) \) is given by

\[
E_n(g) = \frac{n! \Gamma(n - \alpha + 1)}{(2n)! \omega^{2n-\alpha+1}} e^{(2n-\alpha+1) \frac{i \pi}{2}} g^{(2n)}(i \xi / \omega), \quad 0 < \xi < \infty.
\]

Therefore, we can approximate \( \int_0^\infty e^{\iota \omega t} f(t) \, dt \) by

\[
\begin{cases}
\frac{\exp(-\alpha \pi i/2) \omega^\alpha}{\alpha} \Gamma(1 - \alpha) a_0 + \frac{\exp((1 - \alpha) \frac{i \pi}{2})}{\omega^{1-\alpha}} \sum_{k=1}^n w_k g \left( \frac{it_k}{\omega} \right), & \text{if } 0 < \alpha < 1, \\
\left( i \frac{\pi}{2} - \gamma - \log \omega \right) f(0) + \sum_{k=1}^n w_k \frac{f \left( \frac{it_k}{\omega} \right) - f(0)}{t_k}, & \text{if } \alpha = 0,
\end{cases}
\tag{3.34}
\]
Example 3.8 We use quadrature rule (3.34) to approximate (2.29) with \( f(t) = e^{-t} \) and \( f(t) = \sqrt{t}/(1 + t) \), which corresponds to \( \alpha = 0 \) and \( \alpha = \frac{1}{2} \) respectively, for several values of \( \omega \). The absolute errors are shown in Fig. 6. Clearly, the convergence of the quadrature rule (3.34) is rapid and satisfactory.

4 Extensions

Oscillatory Hilbert transforms with Bessel-type oscillators are defined by

\[
H^+(f(t)J_\nu(\omega t))(x) := \int_0^\infty \frac{f(t)J_\nu(\omega t)}{t-x} dt
\]

and

\[
H^+(f(t)Y_\nu(\omega t))(x) := \int_0^\infty \frac{f(t)Y_\nu(\omega t)}{t-x} dt,
\]

where \( J_\nu(t) \) and \( Y_\nu(t) \) are the Bessel functions of the first and second kind, respectively. Such kind of transformations have applications in physics such as water-wave radiation problem [25]. It turns out that Lemma 2.1 can also be extended to oscillatory Bessel Hilbert transforms, by using similar ideas.

Lemma 4.1 Suppose that \( f \) has an analytic continuation to the right-half plane, except possibly a branch point at the origin, and there exist constants \( M > 0, \delta < \frac{3}{2} \) and \( 0 \leq d < \omega \) such that

\[
|f(z)| \leq M|z|^\delta e^{d\text{Im}(z)},
\]
as \( |z| \rightarrow \infty \) in the right-half plane. Then,

\[
H^+(f(t)J_\nu(\omega t))(x) = -\pi f(x)Y_\nu(\omega x) - \frac{1}{\pi} \int_0^\infty \frac{K_\nu(\omega y)}{y^2 + x^2} g_1(y) dy
\]

(4.2)

and

\[
H^+(f(t)Y_\nu(\omega t))(x) = \pi f(x)J_\nu(\omega x) + \frac{i}{\pi} \int_0^\infty \frac{K_\nu(\omega y)}{y^2 + x^2} g_2(y) dy,
\]

(4.3)

for each fixed \( x > 0 \), whenever the integrals exist, where \( K_\nu(t) \) is the modified Bessel function of the second kind and

\[
g_j(y) = (x + iy)e^{-\frac{\nu}{2} \pi i} f(iy) + (-1)^{j+1}(x - iy)e^{\frac{\nu}{2} \pi i} f(-iy), \quad j = 1, 2.
\]

Proof. We only give a sketched proof of (4.2), since the proof of (4.3) can be handled in a similar manner. On account of the identity (see [2, Eq. 9.6.4])

\[
i\pi J_\nu(z) = e^{-\frac{\nu}{2} \pi i} K_\nu(ze^{-\frac{\nu}{2} \pi i}) - e^{\frac{\nu}{2} \pi i} K_\nu(ze^{\frac{\nu}{2} \pi i}), \quad |\arg z| \leq \frac{\pi}{2},
\]

it follows

\[
\int_0^\infty \frac{f(t)}{t - x} J_\nu(\omega t) dt
\]

\[
= \frac{1}{i\pi} \left[ e^{-\frac{\nu}{2} \pi i} \int_0^\infty \frac{f(t)}{t - x} K_\nu(-i\omega t) dt - e^{\frac{\nu}{2} \pi i} \int_0^\infty \frac{f(t)}{t - x} K_\nu(i\omega t) dt \right].
\]

(4.4)

For the first integral on the right hand side of (4.4), by considering the same contour as shown in Fig. 1, we obtain from Cauchy’s theorem that

\[
\int_0^R \frac{f(t)}{t - x} K_\nu(-i\omega t) dt
\]

\[
= i\pi f(x)K_\nu(-i\omega x) - \int_{\Gamma_R} \frac{f(z)}{z - x} K_\nu(-i\omega z) dz + i \int_0^R \frac{f(iy)}{iy - x} K_\nu(\omega y) dy,
\]

(4.5)
where $\Gamma_R$ is defined in (2.3). Recall the asymptotic expansion of the modified Bessel function $K_\nu(z)$ [2, p. 378]

$$K_\nu(z) \sim \sqrt{\frac{\pi}{2z}} e^{-z} \left[ 1 + \frac{4\nu^2 - 1}{8z} + O(z^{-2}) \right], \quad z \to \infty, \quad |\arg z| < \frac{3\pi}{2}.$$ 

We have the following estimation of the integral over $\Gamma_R$ for large $R$

$$\left| \int_{\Gamma_R} \frac{f(z)}{z-x} K_\nu(-i\omega z) dz \right| = \left| \int_0^{\pi/2} \frac{f(Re^{i\theta})}{Re^{i\theta} - x} K_\nu(-i\omega Re^{i\theta})i Re^{i\theta} d\theta \right|$$

$$\leq \frac{MR^{1+\delta}}{R-x} \int_0^{\pi/2} e^{dR \sin \theta} |K_\nu(-i\omega Re^{i\theta})| d\theta$$

$$\leq \frac{MR^{1+\delta}}{R-x} \sqrt{\frac{\pi}{2\omega R}} \int_0^{\pi/2} e^{-(\omega-d)R \sin \theta} (1 + O(R^{-1})) d\theta$$

$$\leq \frac{MR^{1+\delta}}{R-x} \sqrt{\frac{\pi}{2\omega R}} \int_0^{\pi/2} e^{-\frac{2}{5}(\omega-d)R \theta} (1 + O(R^{-1})) d\theta$$

$$= \frac{MR^{1+\delta}}{R-x} \sqrt{\frac{\pi}{2\omega R}} \left( \pi (1 - e^{-(\omega-d)R}) \right) + O(R^{-2})$$

$$\to 0, \quad \text{as } R \to \infty,$$

which follows from the fact that $\delta < \frac{3}{2}$. Hence, letting $R \to \infty$ in (4.5), we arrive at

$$\int_0^{\infty} \frac{f(t)}{t-x} K_\nu(-i\omega t) dt = i\pi f(x) K_\nu(-i\omega x) + i \int_0^{\infty} \frac{f(iy)}{iy-x} K_\nu(\omega y) dy. \quad (4.6)$$

Similarly, we can deform the integration path to the negative imaginary axis for the second integral on the right hand side of (4.4) and get

$$\int_0^{\infty} \frac{f(t)}{t-x} K_\nu(i\omega t) dt = -i\pi f(x) K_\nu(i\omega x) + i \int_0^{\infty} \frac{f(-iy)}{iy+x} K_\nu(\omega y) dy. \quad (4.7)$$

A combination of (4.4), (4.6) and (4.7) gives us (4.2). \hfill \Box

From the above lemma, we establish several interesting identities with $\nu = 0, 1$, which have not been found in classical reference books [2,13] and which might have important applications in practice:
Corollary 4.2 We have

\[
\int_0^\infty \frac{J_\nu(\omega t)}{t-x} \, dt = (-1)^{\nu+1} \frac{\pi}{2} \left[ H_{-\nu}(\omega x) + (-1)^\nu Y_\nu(\omega x) \right], \quad \nu = 0, 1, \tag{4.8}
\]

and

\[
\int_0^\infty \frac{Y_0(\omega t)}{t-x} \, dt = \pi J_0(\omega x) - \frac{2}{\pi} S_{-1,0}(\omega x), \tag{4.9}
\]

and

\[
\int_0^\infty \frac{t Y_1(\omega t)}{t-x} \, dt = \pi x J_1(\omega x) - \frac{4x}{\pi} S_{-2,1}(\omega x), \tag{4.10}
\]

where \( H_\nu(z) \) is the Struve function and \( S_{\mu,\nu}(z) \) is the Lommel function of the second kind.

**Proof** With \( f = 1 \) and \( \nu = 0, 1 \) in (4.2), it follows that

\[
\int_0^\infty \frac{J_\nu(\omega t)}{t-x} \, dt = \begin{cases} 
-\pi Y_0(\omega x) - \frac{2x}{\pi} \int_0^\infty \frac{K_0(\omega y)}{y^2+x^2} \, dy, & \text{if } \nu = 0, \\
-\pi Y_1(\omega x) - \frac{2}{\pi} \int_0^\infty \frac{y K_1(\omega y)}{y^2+x^2} \, dy, & \text{if } \nu = 1.
\end{cases} \tag{4.11}
\]

Recall the identity (see [13, Eq. 6.566.3])

\[
\int_0^\infty \frac{y^\nu K_\nu(\omega y)}{y^2+x^2} \, dy = \frac{\pi x^{\nu-1}}{4 \cos(\nu \pi)} [H_{-\nu}(\omega x) - Y_{-\nu}(\omega x)], \quad \omega > 0, \quad \text{Re } x > 0, \quad \text{Re } \nu > -\frac{1}{2}.
\]

Formula (4.8) then follows from inserting the above identity with \( \nu = 0 \) and \( \nu = 1 \), respectively.

To show (4.9), we set \( f = 1 \) and \( \nu = 0 \) in (4.3) and obtain

\[
\int_0^\infty \frac{Y_0(\omega t)}{t-x} \, dt = \pi J_0(\omega x) - \frac{2}{\pi} \int_0^\infty \frac{y K_0(\omega y)}{y^2+x^2} \, dy. \tag{4.12}
\]
Since
\[
\int_0^\infty y^{1+v} (y^2 + x^2)^\mu K_v(\omega y) dy = 2^v \Gamma (v + 1) x^{v+\mu+1} \omega^{-1-\mu} S_{\mu-v, \mu+v+1}(\omega x)
\]
(4.13)
for Re \(x > 0\), Re \(\omega > 0\) and Re \(v > -1\) (see [13, Eq. 6.565.7]), substituting the above identity with \(v = 0\) and \(\mu = -1\) into (4.12) gives us (4.9).

Finally, the proof of (4.10) is similar to that of (4.9), and we omit the details here. \(\square\)

We expect that Lemma 4.1 might play an important role in the asymptotic and numerical study of oscillatory Hilbert transforms. Note that the modified Bessel functions \(K_v\) have a non-integrable singularity at 0 for \(v \geq 1\).

Finally, we like to recall that the numerical method proposed in [3] generalized steepest descent-based methods for Fourier-type integrals of the form (1.1) to oscillatory transforms of the form
\[
\int_0^\infty f(x) H(\omega x) dx,
\]
where \(H\) can be, e.g., a Bessel function. We expect that this method can be extended in turn to compute oscillatory Hilbert transforms with more general oscillators as well.

5 Concluding remarks

In this paper, we have considered asymptotic expansions and fast computation of the oscillatory Hilbert transforms (1.4). Unlike previous work, which focused on the behaviour of oscillatory Hilbert transforms for large \(x\), we derive asymptotic expansions of such transforms for large \(\omega\). These expansions clarify the asymptotic behaviour for large \(\omega\) and provide a powerful approach for designing efficient and accurate approximation methods.

Numerical methods for the calculation of the oscillatory Hilbert transforms are presented. We classify our discussion into three regimes, namely, \(x = O(1)\) or \(x \gg 1\), \(0 < x \ll 1\) and \(x = 0\). For each regime, we have designed efficient numerical approaches. Even for small values of \(\omega\), our proposed methods remain quite accurate. Numerical examples are provided to confirm our analysis.

In the implementation of our methods, the function \(f(x)\) is required to be analytic in the first quadrant of the complex plane. It seems that this requirement is too restrictive. If \(f(x)\) is a differentiable but not analytic function, then we may construct a suitable Filon-type method which utilizes Hermite interpolation to compute such transforms. These results will be reported in our future work.
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