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Abstract: This study examines the moderating effects of the real exchange rate and its volatility on the finance-growth nexus in the West African region. It also determines the marginal effects of financial development on economic growth at various levels of the real exchange rates and its volatility. The findings show that financial development has a long-term positive impact on economic growth, but this impact is weakened by real exchange rate and its volatility. The marginal effects of financial development on economic growth vary with the levels of the real exchange rate and its volatility. The higher the real exchange rate and its volatility, the less finance spurs growth. We also provide evidence of this scenario in individual specific countries in the region. The implication of this study is that the development of the financial sector would not provide the desirable economic benefits except it is accompanied by a reduction and stability in the real exchange rates. Based on the findings, the study makes some policy recommendations.
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1. Introduction

Some empirical studies have emphasized the fundamental role of institutional quality, level of financial development, per capita income and inflation in moderating the impact of financial development on economic growth in developed and developing countries (e.g., Arcand et al. 2015; Ehigiamusoe et al. 2018; Law et al. 2018; Law and Singh 2014). However, the role of the real exchange rate or its volatility on the finance-growth nexus has not been thoroughly explored. The economic benefits of financial development could vary with the level of the real exchange rate. This is because real exchange rate has the capacity to influence economic growth. For instance, some studies reported that real exchange rate has a positive impact on economic growth (e.g., Razmi et al. 2012; Rodrik 2008; Tarawalie 2010), whereas other studies documented a negative linkage (e.g., Bleaney and Greenaway 2001; Conrad and Jagessar 2018; Elbadawi et al. 2012) or insignificant relationship (e.g., Tang 2015). Moreover, Aghion et al. (2009) showed that real exchange rate volatility has a negative impact on productivity growth, while Vieira et al. (2013) revealed that high real exchange rate volatility has a negative impact on economic growth, albeit the impact of low volatility is positive. However, Comunale (2017) noted that exchange rate volatility does not have any robust effect on GDP growth.

Besides its direct effect on economic growth, studies have shown that real exchange rate and financial development could have a dynamic relationship. Lin and Ye (2011) posited that financial development has a significant effect on the choice of exchange rate regime, whereas Katusiime (2018) reported that exchange rate has a significant effect on the growth of private sector credit. Thus, countries with less developed financial markets are more likely to adopt a fixed exchange rate, while
countries with higher levels of financial development are more likely to adopt a flexible system, which in turn determines the exchange rate. Moreover, Fujiwara and Teranishi (2011) reported that financial market friction replicates persistent, volatile and realistic hump-shaped responses of the real exchange rates. They concluded that financial market development is a strategic component to understand real exchange rate dynamics. Specifically, Tang and Yao (2018) showed that financial structure, which reflects the proportion of direct financing and indirect financing, plays a crucial role in the relationship between exchange rates and stock prices.

Furthermore, Jayashankar and Rath (2017) argued that there is a significant relationship among the stock market, foreign exchange market and money market in emerging economies to the extent that positive or negative shocks that affect one market could be quickly transmitted to another market via contagious effect. However, they concluded that the empirical connection among these markets is insignificant at lower scales, but robust at higher scales. Moreover, it had been argued that financial development has the capacity to alleviate the adverse effects of the real exchange rate and its volatility on productivity growth. Uncertainty in the real exchange rate worsens the negative effect of domestic credit market constraints (see Aghion et al. 2009). Particularly, Elbadawi et al. (2012) showed that financial development has the capacity to alleviate the negative effects of the real exchange rate overvaluation on economic growth.

Therefore, the specific objective of this paper is to examine the effects of the real exchange rate and its volatility on the finance-growth nexus in the West Africa region. Fundamentally, it seeks to determine the marginal effects of financial development on economic growth at various levels of the real exchange rate and its volatility. In this regard, this paper differs from previous studies and makes a significant contribution to the existing literature. Unlike Levine et al. (2000) that focused mainly on the finance-growth nexus in some selected developed and developing countries, our paper focuses on the finance-growth nexus in developing economies (i.e., West African region). In addition, we augment the finance-growth nexus with real exchange rate (or its volatility) as well as the interaction term between financial development and real exchange rate (or its volatility). This enables us to determine whether the finance-growth nexus varies with the level of the real exchange rate (or its volatility), an issue that was not explored in Levine et al. (2000). To the best of our knowledge, the only paper that used an interaction term between real exchange rate and financial development is Aghion et al. (2009), but they focused on whether the effects of the real exchange rate on productivity growth vary with the level of financial development in some selected countries. However, our paper focuses on whether the impact of financial development on economic growth varies with the level of the real exchange rate (or its volatility) in the West African region. Moreover, we determine the marginal effects of financial development on economic growth at various levels of the real exchange rate (or its volatility), an issue that was not explored in Aghion et al. (2009). This is fundamental because the marginal effect enables us to determine the changes in economic growth caused by simultaneous changes in both financial development and real exchange rate (or its volatility), which is essential for policy formulation (see Brambor et al. 2006; Law et al. 2018; Ehigiamusoe et al. 2018).

Hence, the motivation of this paper is that previous studies have neglected the moderating role of the real exchange rate or its volatility on the finance-growth nexus. Although some studies have shown that financial development has a positive impact on economic growth in the West African region (see Ehigiamusoe and Lean 2018; Ratsimalahelo and Barry 2010), it remains unclear whether this impact varies with the level of the real exchange rate or its volatility. Moreover, most past studies on real exchange rate and its volatility focused mainly on their direct effects on economic growth (see Elbadawi et al. 2012; Iyke 2018; Rodrik 2008; Vieira et al. 2013), while their indirect effects via the financial sector have not been thoroughly explored. To capture the indirect effects, we employ multiplicative interaction model where we interact real exchange rate (or its volatility) with financial development. Brambor et al. (2006) recommended the use of multiplicative interaction model whenever there is a conditional hypothesis (when the relationship between two variables depends on the value of another variable).
The scope of this study is limited to the West African region because several West African countries have employed financial sectors reforms and policies to stimulate greater depth and breadth of the financial markets, create better access to financial resources, and provide efficient supervisory and regulatory frameworks. In recent decades, there have been privatization of commercial banks, liberalization of interest rates, recapitalization of financial institutions and technological innovations aimed at repositioning the sector with a view to enhancing economic growth. The recent reforms notwithstanding, the financial system in the West African region is still largely bank-based, small and undiversified compared to the financial systems in advanced and emerging economies. For instance, during the 1980–2014 period, the average level of financial development (measured by credit to the private sector relative to GDP) in the region was 15.43% compared to 29.85%, 36.32%, 86.06% and 124.28% in South Asia, Middle East and North African region, European Union and high income countries, respectively.

Secondly, in the past three decades, many West African countries have attained significant improvements in their economic growth compared to the 1960s and 1970s. The region has experienced average annual GDP growth of 5 percent, which is higher than the average GDP growth rate in several advanced and emerging economies (see IMF 2014). Therefore, the financial sector could probably be one of the sectors that contribute to this impressive growth.

Moreover, this paper is further motivated by the high and volatile real exchange rate in the West African region. For instance, the real exchange rate has plummeted significantly in the past three decades averaging 1639.9 in 2015 compared to 41.3 in 1980. On a country-by-county basis, the real exchange rate deteriorated from 9.7 to 99.3 in Cape Verde; from 83.5 to 597.8 in Benin; from 124.5 to 600 in Mali; and from 78.7 to 7834 in Sierra Leone in 1980 and 2015, respectively. In addition, most of these countries experienced substantial volatility in their real exchange rates during the period. Hence, this study seeks to provide insights into the influence of the real exchange rate on the finance-growth nexus in the West African region, an issue that has not received adequate attention in the extant literature.

Finally, since West Africa is the largest region in Sub-Saharan Africa in terms of population, it is fundamental to study this region since anything that adversely affects it could have negative effects on the African continent or the larger international community. Hence, the findings on West African countries could be invaluable to other developing or emerging economies that want to accelerate economic growth via financial sector development and the real exchange rate.

Besides this introduction, the remaining parts of the paper are divided into four sections. The methodology is contained in Section 2, while the empirical results are presented in Section 3. The discussion and policy implications of the findings are presented in Section 4, while Section 5 concludes the study with some policy recommendations.

2. Data and Methodology

2.1. Data Description

The study uses annual data\(^1\) of West African countries for the 1980–2014 period. The countries include Benin, Burkina Faso, Cape Verde, Cote D’ Ivoire, Gambia, Ghana, Liberia, Guinea, Guinea Bissau, Mali, Mauritania, Niger, Nigeria, Sierra Leone, Senegal and Togo. The estimation period is limited because of the unavailability of data for some West African countries prior to this period. The data on economic growth, credit to the private sector, government consumption expenditure and trade openness were sourced from the World Development Indicators (2016) of the World Bank, while the data for the inflation rate were obtained from the World Economic Outlook (2015) of the International Monetary Fund. In addition, the data for the liquid liabilities were sourced from

\(^1\) We attempt to use different frequency data such as quarterly or monthly data to check the robustness of our annual data; unfortunately, the quarterly or monthly data for all variables in our model are unavailable for the sample period. When the quarterly or monthly data become readily available in the future, further research could utilize them for comparison.
the Economic Data (2016) of the Federal Reserve Bank of St Louis, USA, while the data on human capital were taken from the Human Development Reports (2015) of the United Nations Development Programme. Data on the real exchange rate were computed from an official nominal exchange rate and consumer price index drawn from World Development Indicators (2016), while real exchange rate volatility was computed as the standard deviation of the 5-year moving average of the logarithm of the real exchange rate.

Figure 1 shows the trend analysis of average GDP per capita, financial development indicators and the real exchange rate of the West African region during the 1980–2014 period. It is obvious that financial development indicators were low and experienced no remarkable increase during the period. Although the level of GDP was high relative to the levels of both financial development and real exchange rate, but there was only a marginal increase in the level of GDP during the period. Conversely, the graph shows a significant increase in the real exchange rate in the West African region during the period. These remarkable changes in the real exchange rate could have both direct and indirect effects on economic growth via the financial sector.

![Figure 1. Trends analysis of GDP, financial development and real exchange rate in the West African region.](image)

2.2. Model Specification

This study employs the finance-growth model in extant literature (e.g., Levine et al. 2000; Beck et al. 2000) as the baseline model to examine the impact of financial development on economic growth in the West African region given as follows:

\[
Y_{it} = \alpha_1 FD_{it} + \delta' Z_{it} + \eta_i + \mu_t + \epsilon_{it} \tag{1}
\]

where \( Y \) = real GDP per capita, \( FD \) = financial development (proxy by credit to the private sector relative to GDP, and alternatively by liquid liabilities relative to GDP), \( Z \) = a set of control variables (namely government consumption expenditure relative to GDP, trade openness relative to GDP, human capital, and inflation rate), \( \eta_i \) = unobserved country-specific effect; \( \mu_t \) = time specific-effect, and \( \epsilon_{it} \) = independent and identically distributed error term. All the variables except inflation are transformed into natural logarithm before analysis.

Moreover, we augment the finance-growth model with real exchange rate (or its volatility) as well as the interaction term between financial development and real exchange rate or its volatility (see Aghion et al. 2009) given as follows:

\[
Y_{it} = \alpha_1 FD_{it} + \alpha_2 RER_{it} + \alpha_3(FD_{it} \times RER_{it}) + \delta' Z_{it} + \eta_i + \mu_t + \epsilon_{it} \tag{2}
\]
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where RER = real exchange rate\(^2\) (alternatively as real exchange rate volatility), and \(FD \ast RER\) = interaction term between financial development and real exchange rate (alternatively as real exchange rate volatility).

The interaction term enables us to ascertain whether the growth effect of financial development varies with the levels of the real exchange rate or its volatility. Hence, the study seeks to test the hypothesis that financial development has a larger impact on economic growth in the environment of lower real exchange rate or its volatility compared to the environment of high real exchange rate or its volatility. The interaction term between the two variables captures the marginal effects via the partial derivatives of the economic growth equation (Equation (2)) with respect to financial development given as follows:

\[
\frac{\partial Y_{it}}{\partial FD_{it}} = \alpha_1 + \alpha_3 RER_{it} \tag{3}
\]

Our conditional hypothesis focuses on the sign of the coefficients of \(\alpha_1\) and \(\alpha_3\). If \(\alpha_1 > 0\) and \(\alpha_3 > 0\), it implies that financial development has a positive impact on economic growth, and real exchange rate favourably influences that positive impact. If \(\alpha_1 > 0\) and \(\alpha_3 < 0\), it suggests that financial development has a positive impact on economic growth, and real exchange rate adversely influences that positive impact. If \(\alpha_1 < 0\) and \(\alpha_3 > 0\), it denotes that financial development has a negative impact on economic growth, and real exchange rate mitigates that negative impact. If \(\alpha_1 < 0\) and \(\alpha_3 < 0\), it implies that financial development has a negative impact on economic growth, and real exchange rate aggravates that negative impact. However, if the entire marginal effect (\(\alpha_1 + \alpha_3 RER\)) is positive, it implies that more financial development and real exchange rate or its volatility enhance economic growth, but the opposite holds if the marginal effect is negative. To determine the statistical significance of the marginal effects, Brambor et al. (2006) suggested that the corresponding standard errors and t-statistics should be computed for inferences.

To compute the corresponding t-statistics of the marginal effects, we first employ the following formula to compute the variance from the coefficient covariance matrix:

\[
\sigma^2_{\partial Y/\partial FD} = \text{var}(\hat{\alpha}_1) + RER^2\text{var}(\hat{\alpha}_3) + 2RER\text{cov}(\hat{\alpha}_1\hat{\alpha}_3) \tag{4}
\]

The square root of the variance gives the standard error, and the marginal effect divided by the standard error gives the t-statistics. A large t-statistic suggests that the marginal effect is statistically significant.

### 2.3. Justification of the Variables in the Model

The model follows the finance-growth nexus but augmented with real exchange rate or its volatility. The dependent variable is economic growth (proxy by real GDP per capita) following some previous studies (e.g., Demetriades and Law 2006; Ehigiamusoe et al. 2018; Gries et al. 2009; Kar et al. 2011; Law et al. 2018). This study uses the preferred and commonly used proxy of financial development in the finance literature, namely domestic credit to the private sector as a ratio of GDP\(^3\)

\(^2\) The real exchange rate between West Africa currencies and the United States dollar is the product of the nominal exchange rate (the units of West Africa currencies given up for one United States dollar) and the ratio of consumer price index between West Africa and United States. The core equation is \(RER = eP*/P\), where \(e\) = the nominal West Africa currencies – US dollar exchange rate, \(P^*\) = the consumer price index in West Africa, and \(P\) = the consumer price index in the United States.

\(^3\) We thank the anonymous reviewer for this comment. We are aware that, at a low level of financial development (proxy by credit to the private sector relative to GDP), an increase in credit to the private sector could suggest a higher financial development and probably greater economic growth. However, at a high level of financial development, an increase in credit to the private sector (e.g., from 150% to 200% of GDP) may not indicate a positive development in the financial sector; rather it might probably suggest that the financial sector could undermine economic growth (see Arcand et al. 2015; Law and Singh 2014; Samargandi et al. 2015; Law et al. 2018). Specifically, Arcand et al. (2015) showed that the impact of financial development on economic growth turns negative when financial development (proxy by credit to the private sector) reaches 100% of GDP. However, our study focuses on developing economies of the West African region with a
(see Arcand et al. 2015; Beck et al. 2000; Demetriades and Law 2006; Ehigiamusoe and Lean 2018; Ehigiamusoe et al. 2018; King and Levine 1993; Law and Singh 2014; Law et al. 2018; Levine et al. 2000; Rioja and Valev 2004; Samargandi et al. 2015). It measures the credits issued by the banking institutions to the private sector and excludes credits issued to governments, its agencies, public enterprises as well as credits issued by the central bank (Beck et al. 2000; Levine et al. 2000). In order to check the robustness of the results, liquid liabilities relative to GDP is used as alternative proxy of financial development (see Hassan et al. 2011; Loayza and Ranciere 2006). Liquid liabilities are commonly referred to as M3/GDP. It is a measure of financial depth and the overall size of the financial intermediary sector. It is the addition of currency, demand and interest-bearing liabilities of both banks and non-bank financial institutions. It consists of broad money supply (M2) plus commercial paper, travelers’ checks, foreign currency time deposits and shares of mutual funds or market funds held by residents as a ratio of GDP (see World Development Indicators 2016). It is a better measure of financial depth because M2 may be a poor proxy of financial development in countries with underdeveloped financial system. M3/GDP is more concerned with the capacity of the financial system to provide transaction services rather than the capacity to channel funds from savers to borrowers (see Khan and Senhadji 2003).

First, theoretical literature on the finance-growth nexus posited that financial development accelerates economic growth by enhancing the sources of growth such as capital accumulation and productivity growth (see King and Levine 1993; Levine and Zervos 1998; Beck et al. 2000; Rioja and Valev 2004). Specifically, Levine and Zervos (1998) noted that a financial system is considered as developed when it can efficiently and effectively perform the resource mobilization and allocation functions aimed at promoting capital accumulation, productivity improvement and, ultimately, economic growth. Beck et al. (2000) reported that financial development has a positive impact on productivity growth and physical capital growth, which feeds through to economic growth (albeit the impact of the latter is tenuous). Rioja and Valev (2004) also revealed that financial development has a positive impact on economic growth; and the channel is primarily through capital accumulation in developing countries but mainly through productivity growth in more developed countries. The capital accumulation channel suggests that an efficient financial system mobilizes savings and allocates resources to domestic and foreign capital investments thereby boosting capital accumulation. Through saving mobilization, the financial sector overcomes the indivisibilities’ problems. Conversely, the productivity channel stresses the importance of innovative financial technologies, which decrease the problem of information asymmetry that hinders efficient allocation of financial resources and investment project monitoring (see King and Levine 1993). This channel suggests that a well-developed financial system provides efficient credit facilities and other financial services that promote the adoption of modern technology to boost knowledge- and technology-intensive industries.

Second, theoretical literature has also underscored the influence of the real exchange rate on economic growth. Accordingly, an increase in the real exchange rate could have a negative effect on economic growth, while a decrease in the real exchange rate could have a positive effect (Habib et al. 2017). This present study employs the level of the real exchange rate in line with extant literature (e.g., Gala 2008; Habib et al. 2017; Rautava 2004; Tang 2015), and real exchange rate volatility that is consistent with previous studies (e.g., Aghion et al. 2009; Bleaney and Greenaway 2001; Rapetti et al. 2012; Vieira et al. 2013). The level of the real exchange rate has the capacity to reduce both capital accumulation and productivity growth, thereby weakening the channels through which financial development enhances economic growth. It also affects saving, investment, private...
consumption and trade balance. For instance, a high and volatile real exchange rate has the potential to diminish international trade, weaken macroeconomic stability, distort price transparency and inhibit international financial integration (see Bleaney and Greenaway 2001; Razmi et al. 2012; Rodriguez 2017). Thus, real shocks and financial shocks are related, since the latter are significantly amplified in countries with high exchange rate fluctuations. In turn, exchange rate fluctuation is the outcome of both real and financial aggregate shocks. It affects the growth performance of credit-constrained firms.

Third, extant literature has posited that financial development and real exchange rate have a dynamic relationship. For instance, Aghion et al. (2009) posited that the growth interaction between financial development and real exchange rate stems from the fact that an increase in exchange rate causes a reduction in the firms’ current earnings, their ability to borrow in order to survive liquidity shocks, and long-term investments in innovation. They argued that although a decline in the real exchange rate has the opposite effect, but the existence of credit constraint suggests that the positive effects which a decline in the real exchange rate have on innovation may not be adequately compensated for by the negative effect of an increase in the real exchange rate. In other words, a greater anticipation of exchange rate fluctuation has the capacity to discourage investments in R&D, which ultimately decreases the level of financial development and economic growth. Hence, a high exchange rate fluctuation could dampen the positive impact of financial development on economic growth, especially in countries with a low level of financial development. From the foregoing discussion, therefore, this study seeks to test the hypothesis that financial development has a larger impact on economic growth in an environment of a lower real exchange rate (or its volatility) compared to an environment of a high real exchange rate (or its volatility).

The set of control variables included in the models is government consumption expenditure relative to GDP (used as an indicator of government policy), trade openness relative to GDP (captures the degree of a country’s openness), human capital (proxy by average years of schooling), which accounts for the effect of human capital accumulation on growth, and inflation rate (captures macroeconomic instability). These control variables are generally used in finance literature (see Beck et al. 2000; Levine et al. 2000). They are expected to be positively related to economic growth except inflation rate.

2.4. Estimation Techniques

The estimation techniques employed in this study are the Mean Group (MG) proposed by Pesaran and Smith (1995), and the Pooled Mean Group (PMG) proposed by Pesaran et al. (1999). The latter estimator assumes homogeneous long-term coefficients across countries but allows for variations in the short-term coefficients, speed of adjustment and error variances. However, the MG estimator allows the long-term and short-term coefficients, the speed of adjustment and the error variances to differ across countries. After estimation, the study conducts the Hausman test of homogeneity of long-term coefficients to determine the appropriate model between MG and PMG estimators. The MG and PMG estimators are chosen for this study for three reasons: (i) the MG and PMG estimators can be applied irrespective of the order of integration of the variables in the model because they are based on Autoregressive Distributed Lag (ARDL) models. In this study, some of the variables in the model are integrated in order zero [I (0)], while some variables are integrated in order one [I (1)]. (ii) The MG and PMG estimators provide both short-term and long-term estimation results. By distinguishing between short-term and long-term impacts, these estimators provide viable options for policy making. (iii) While the PMG estimator accounts for heterogeneity in short-term coefficients, the MG estimator accounts for heterogeneity in both short-term and long-term coefficients.

To complement the MG and PMG estimators, this study also employs an Instrumental Variable (IV) approach based on Two Stage Least Squares (TSLS), which is capable of controlling for possible endogeneity. The instruments used are the legal origin of the countries as well as the initial values of financial development, inflation rate, government expenditure, trade openness and human capital
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(see Asongu 2014; La Porta et al. 1997; Levine et al. 2000; Rousseau and Wachtel 2002). To ensure that the IV approach satisfies the order condition for identification, we perform the tests for endogeneity and over-identifying restrictions. The former shows whether the dependent variable is endogenous in the original model, whereas the latter indicates whether the instruments are uncorrelated with the error process.

Additionally, this study also utilizes the Seemingly Unrelated Regression (SUR) estimator proposed by Zellner (1962) on the disaggregated data to examine the influence of the real exchange rate or its volatility on the finance-growth nexus for individual country. SUR estimator enables us to account for possible cross-sectional dependence. Pesaran (2006) revealed that parameters estimates could be substantially biased, and their sizes could be distorted if cross-sectional dependence is ignored. The SUR estimator is a generalization of a linear regression model, which comprises many regression equations with each having its own dependent and independent variables. Each of the regression equations is a valid linear regression that could be estimated separately, but the regression equations are assumed to be correlated with respect to the error terms (see Bittencourt 2011; Ehigiamusoe et al. 2018).

After estimating the equations, the study examines the statistical significance of the Lagrange Multiplier (LM) test in order to determine the presence of cross-sectional dependence among the countries in the panel and the suitability of the SUR estimator.

3. Empirical Results

3.1. Preliminary Data Analysis

3.1.1. Summary of Descriptive Statistics and Correlations

Table 1 presents a summary of the descriptive statistics and correlations of West African region for the 1980–2014 period. It is shown that average real GDP per capita, credit to the private sector relative to GDP and liquid liabilities relative to GDP were USD566.73, 15.43% and 25.64%, respectively. It also indicates that the respective average real exchange rate and its volatility were 1144.3 and 61.67 during the period. There are wide variations among the variables as indicated by the standard deviations, which are highest in the real exchange rate, its volatility and GDP. The lower panel in Table 1 shows the correlation analysis, as financial development indicators and the control variables are positively correlated with GDP per capita, while real exchange rate, its volatility and inflation rate are negatively related to GDP per capita. Moreover, real exchange rate and its volatility are negatively related to financial development.

| Variables | Y   | CPS | LLY | GOV | TOP | HCA | INF | RER | RERV |
|-----------|-----|-----|-----|-----|-----|-----|-----|-----|------|
| Minimum   | 64.810 | 0.802 | 0.416 | 3.542 | 6.320 | 0.400 | −35.525 | 0.001 | 0.535 |
| Mean      | 566.729 | 15.432 | 25.642 | 14.807 | 68.979 | 2.602 | 11.858 | 1144.32 | 61.667 |
| Maximum   | 3766.11 | 65.278 | 83.026 | 54.515 | 321.63 | 7.004 | 178.70 | 88103.8 | 3939.1 |
| Standard Dev. | 527.875 | 10.774 | 12.759 | 5.926 | 34.172 | 1.481 | 19.030 | 5281.9 | 412.87 |

Notes: *** and ** indicates statistically significant at 1% and 5%, respectively. Y = real GDP per capita, CPS = credit to the private sector relative to GDP, LLY = liquid liabilities relative to GDP, GOV = government consumption expenditure relative to GDP, TOP = trade openness relative to GDP, HCA = human capital, INF = inflation rate, RER = real exchange rate, RERV = real exchange rate volatility.
3.1.2. Panel Unit Root Tests

We conduct unit root tests using the traditional panel data unit root tests (that assume homogeneity or account for heterogeneity) developed by Im et al. (2003); Levin et al. (2002) and Maddala and Wu (1999) as well as the Pesaran (2007) panel data unit root test that accounts for cross-sectional dependence. The results reported in Table 2 show that all the variables in the model are I(0) except GDP per capita, credit to the private sector, liquid liabilities and human capital, which are I(1). This implies that the variables in the model are a mixture of I(0) and I(1) processes, and the appropriate technique would be the ARDL approach.

Table 2. Panel unit root tests.

| Variables  | ADF–Fisher | PP–Fisher | LLC  | IPS  | Pesaran |
|------------|------------|-----------|------|------|---------|
| Y          | 12.068     | 9.606     | 2.203| 3.183| −1.457* |
| CPS        | 27.357     | 27.059    | −1.109| −0.059| −0.541  |
| LLY        | 33.193     | 31.748    | 0.317| 0.215| −2.662** |
| RER        | 48.882**   | 92.522*** | −4.376***| −2.224**| −2.549** |
| RERV       | 55.457***  | 44.719*   | −2.788***| −3.102***| −0.793  |
| GOV        | 78.280***  | 84.061*** | −2.533***| −1.361*| −3.235*** |
| TOP        | 54.206***  | 55.684*** | −1.511*| −2.265**| −1.496* |
| HCA        | 9.365      | 11.915    | −0.593| 5.817 | 4.443   |
| INF        | 122.431*** | 174.348***| −7.999***| −7.612***| −6.267*** |
| ΔY         | 179.439*** | 276.720***| −9.496***| −11.005***| −7.612*** |
| ΔCPS       | 180.387*** | 363.000***| −10.724***| −10.873***| −9.191*** |
| ΔLLY       | 184.236*** | 286.182***| −11.242***| −11.267***| −9.709*** |
| ΔRER       | 169.106*** | 257.976***| −8.619***| −10.494***| −8.912*** |
| ΔRERV      | 122.797*** | 250.541***| −8.368***| −7.903***| −8.647*** |
| ΔGOV       | 228.511*** | 403.824***| −12.234***| −13.619***| −10.520*** |
| ΔTOP       | 213.345*** | 366.959***| −10.752***| −12.801***| −9.818*** |
| ΔHCA       | 149.526*** | 306.169***| −3.248***| −8.169***| −2.831*** |
| ΔINF       | 350.181*** | 507.739***| −16.868***| −19.922***| −16.381*** |

Notes: ***, ** and * indicates statistically significant at 1%, 5% and 10%, respectively, and a rejection of null hypothesis of unit root. Δ = first differenced notation, ADF-Fisher = Augmented Dickey Fuller-Fisher test, LLC = Levin et al. (2002), IPS = Im et al. (2003), Pesaran = Pesaran (2007) test. Y = real GDP per capita, CPS = credit to the private sector relative to GDP, LLY = liquid liabilities relative to GDP, RER = real exchange rate, RERV = real exchange rate volatility, GOV = government consumption expenditure relative to GDP, TOP = trade openness relative to GDP, HCA = human capital, INF = inflation rate.

3.2. Estimation Results

3.2.1. Panel Estimation Results

The results of the impact of financial development, real exchange rate and their interaction term on economic growth are reported in Table 3. Column 1 is the baseline model without interaction term, and it shows that financial development has a positive and significant long-term impact on economic growth, suggesting that variations in financial development can explain variations in economic growth in the West African region. In the short term, however, the impact of financial development on economic growth is not statistically significant at conventional level. In Column 2, the interaction term between financial development and real exchange rate is included in the model, and we find that the interaction term enters with a negative coefficient, in both the long term and short term, while the coefficient of financial development remains positive. This suggests that real exchange rate has an adverse effect on economic growth through the financial sector. In essence, the positive sign of the coefficient of financial development and the negative sign of the coefficient of interaction term suggest that the positive impact of financial development on economic growth is adversely influenced by real exchange rate. In Column 3, the linear real exchange rate is included in the model, and the results reveal that both the linear real exchange rate and the interaction term enter with negative coefficients in both the short term and long term, while the coefficient of financial development remains positive (albeit statistically insignificant at conventional level). Thus, the inclusion of both the linear
real exchange rate and the interaction term in the model weakens the positive impact of financial development on economic growth.

Table 3. Pooled Mean Group (PMG) estimation results.

| Variables          | (1)  | (2)  | (3)  | (4)  | (5)  |
|--------------------|------|------|------|------|------|
| Long-term coefficients |     |      |      |      |      |
| CPS                | 0.213 *** | 0.615 *** | 0.189 | 0.423 *** | 0.570 *** |
|                   | (0.047) | (0.183) | (0.436) | (0.049) | (0.055) |
| RER                | −0.026 |      |      |      |      |
|                   | (0.261) |      |      |      |      |
| CPS*RER            | −0.049 |      |      |      |      |
|                   | (0.035) |      |      |      |      |
| RERV               | 0.079 |      |      |      |      |
|                   | (0.022) |      |      |      |      |
| CPS*RREV           | −0.001 |      |      |      |      |
|                   | (0.001) |      |      |      |      |
| GOV                | 0.296 *** | −0.099 | −0.131 | 0.244 ** | 0.212 ** |
|                   | (0.107) | (0.144) | (0.191) | (0.123) | (0.116) |
| TOP                | 0.447 *** | 0.653 *** | 0.538 *** | 0.829 *** | 0.671 *** |
|                   | (0.118) | (0.155) | (0.206) | (0.131) | (0.116) |
| HCA                | 0.586 *** | −0.164 | −0.267 | 0.357 ** | 0.664 *** |
|                   | (0.195) | (0.279) | (0.393) | (0.192) | (0.219) |
| INF                | −0.003 | 0.009 *** | 0.144 *** | 0.003 | −0.002 |
|                   | (0.002) | (0.018) | (0.039) | (0.003) | (0.003) |
| Convergence coefficient | −0.224 *** | −0.090 *** | −0.062 *** | −0.228 *** | −0.227 *** |
|                   | (0.035) | (0.019) | (0.013) | (0.043) | (0.056) |
| Short-term coefficients |   |      |      |      |      |
| ΔCPS               | −0.086 | 0.644 *** | 0.694 | −0.061 | −0.094 ** |
|                   | (0.048) | (0.234) | (0.482) | (0.048) | (0.049) |
| ΔRER               | −0.082 |      |      |      |      |
|                   | (0.189) |      |      |      |      |
| ΔCPS*RER           | −0.154 *** | −0.161 ** |      |      |      |
|                   | (0.030) | (0.069) |      |      |      |
| RERV               |      |      |      |      |      |
|                   |      |      |      |      |      |
| ΔCPS*RREV          |      |      |      |      |      |
|                   |      |      |      |      |      |
| AGOV               | 0.037 | 0.017 | 0.018 | 0.055 | 0.088 |
|                   | (0.049) | (0.049) | (0.044) | (0.076) | (0.073) |
| ΔTOP               | −0.301 *** | −0.184 *** | −0.139 ** | −0.304 *** | −0.283 *** |
|                   | (0.073) | (0.063) | (0.067) | (0.083) | (0.087) |
| ΔHCA               | −0.283 *** | −0.237 *** | −0.265 *** | −0.344 ** | −0.439 *** |
|                   | (0.108) | (0.079) | (0.098) | (0.147) | (0.122) |
| ΔINF               | −0.001 | −0.001 | −0.002 | −0.002 | −0.002 |
|                   | (0.001) | (0.001) | (0.001) | (0.001) | (0.002) |
| Time trend         | 0.005 *** | 0.006 *** | 0.004 *** | 0.003 *** | 0.002 |
|                   | (0.001) | (0.001) | (0.001) | (0.002) | (0.002) |
| Constant           | −0.829 | −1.854 *** | −1.506 *** | −0.905 | −0.339 |
|                   | (0.573) | (0.529) | (0.376) | (0.656) | (0.740) |
| Hausman test       | 3.47  | 5.90  | 10.41 | 5.20  | 2.07  |
| Log Likelihood     | 473.64 | 625.73 | 648.89 | 467.007 | 498.619 |

Marginal effects

| Minimum | Mean | Maximum |
|---------|------|---------|
| 1.332   | 0.397 *** | 0.057   |
| 0.642   | 0.051  | −0.164  |
| 0.422   | 0.361  | −3.516  |
| 0.558   | −0.787 | −86.089 |

Notes: ***, ** and * indicate statistically significant at 1%, 5% and 10%, respectively. Standard errors are in parenthesis. Dependent variable = economic growth; CPS = credit to the private sector relative to GDP, RER = real exchange rate, CPS*RER = interaction term between credit to the private sector and real exchange rate, RERV = real exchange rate volatility, CPS*RREV = interaction term between credit to the private sector and real exchange rate volatility, GOV = government consumption expenditure relative to GDP, TOP = trade openness relative to GDP, HCA = human capital, INF = inflation rate.
In Columns 4 and 5, we replace real exchange rate with real exchange rate volatility. This is necessary because volatility in the real exchange rate could have effect on various dimensions of the economy, one of which is the finance-growth nexus. Hence, we measure real exchange rate volatility as the standard deviation of the 5-year moving average of the logarithm of the real exchange rate (see Aghion et al. 2009; Serenis and Tsounis 2013; Sharifi-Renani and Mirfatah 2012). The results presented in Columns 4 and 5 indicate that the coefficient of the real exchange rate volatility is negative implying that volatility in the real exchange rate is repugnant to economic growth through the financial sector. This suggests that the impact of financial development on economic growth varies with the level of the real exchange rate volatility, the higher the level of volatility, the lower the impact of finance on growth.

In all the models, the convergence coefficients are negative and statistically significant, which suggest the presence of cointegration relationship between economic growth and the independent variables. It shows the speed of adjustment from short-term disequilibrium to long-term equilibrium. The Hausman tests of homogeneity indicate that the PMG models are the appropriate models. In selecting the lag orders for the models, the study uses the unrestricted models based on Schwarz Information Criteria (SIC) subject to a maximum lag of 2.

The lower panel of Table 3 shows the computed marginal effects of financial development on economic growth at various levels of the real exchange rate and its volatility using Equation (2) and the estimated long-term coefficients. We find that the marginal effects diminish with higher real exchange rate and higher volatility. We also compute the corresponding standard errors and t-statistics to determine the statistical significance of the marginal effects. Thus, real exchange rate and its volatility have diminishing effects on the impact of financial development on economic growth in the West African region.

As for the control variables, there is evidence of positive growth-effect from government consumption expenditure, trade openness and human capital, which are consistent with economic theory. The endogenous growth model posited that access to global markets via international trade makes an open economy more likely to grow rapidly and efficiently than a closed economy. It also stressed the importance of human capital accumulation in the process of economic growth. Finally, the effect of inflation rate on economic growth is mixed. Theoretical and empirical literature contended that inflation rate begins to have a negative impact on economic growth when it exceeds a certain threshold level (see Rousseau and Wachtel 2002).

3.2.2. Robustness Checks

This study conducts some checks to ascertain the robustness of the regression results. First, we use alternative estimation techniques, namely an Instrumental Variable (IV) approach based on Two Stage Least Squares (TSLS) to control for possible endogeneity. The results reported in Table 4 are consistent with the PMG results, with financial development positively related to economic growth, whereas the interaction term is negatively related. It also shows that the marginal effects of financial development on economic growth diminish as real exchange rate and its volatility increase.

---

5 Hence, the results of the MG model are not presented to conserve space but available upon request.
Robustness checks using Instrumental Variables (IV) regressions.

| Variables          | (1)     | (2)     | (3)     | (4)     | (5)     |
|--------------------|---------|---------|---------|---------|---------|
| CPS                | 0.339 *** | 0.289 *** | 0.311 ** | 0.502 *** | 0.481 *** |
|                    | (0.058)  | (0.067)  | (0.133) | (0.077) | (0.077) |
| RER                | 0.033    |          |         |         |         |
|                    | (0.032)  |          |         |         |         |
| CPS*RER            | −0.006   | −0.002   |         |         |         |
|                    | (0.005)  | (0.018)  |         |         |         |
| RERV               |          | −0.002   |         |         |         |
|                    |          | (0.003)  |         |         |         |
| CPS*RERV           | −0.001   | −0.001   |         |         |         |
|                    | (0.001)  | (0.001)  |         |         |         |
| GOV                | −0.148 * | −0.119   | −0.087  | −0.232 * | −0.258 * |
|                    | (0.089)  | (0.092)  | (0.093) | (0.126) | (0.139) |
| TOP                | −0.078   | −0.072   | −0.105  | −0.085  | −0.168  |
|                    | (0.072)  | (0.072)  | (0.094) | (0.115) | (0.102) |
| HCA                | 0.453 ***| 0.476 ***| 0.518 ***| 0.359 ***| 0.422 ***|
|                    | (0.035)  | (0.036)  | (0.037) | (0.067) | (0.056) |
| INFF               | −0.006 ***| −0.005 ***| −0.005 **| −0.005 **| −0.006 **|
|                    | (0.002)  | (0.001)  | (0.001) | (0.002) | (0.003) |
| Time Trend         | −0.001 ***| −0.001 ***| −0.001 ***| −0.001 ***| −0.001 ***|
|                    | (0.001)  | (0.001)  | (0.001) | (0.001) | (0.001) |
| Constant           | 5.963 ***| 5.899 ***| 5.834 ***| 5.941 ***| 6.341 ***|
|                    | (0.300)  | (0.306)  | (0.188) | (0.511) | (0.528) |
| F-test             | 1.02     | 7.08 *** | 1.87 *  | 6.502 ***| 5.536 ***|
| Eigenvalue stat.   | 51.62 ***| 52.28 ***| 64.69 ***| 50.647 ***| 49.332 ***|

Marginal effects

| Minimum | 0.377 *** | 0.340  | 0.501 *** | 0.480 *** |
|---------|-----------|-------|-----------|-----------|
| Mean    | 0.262 *** | 0.302 *** | 0.440 *** | 0.419 *** |
| Maximum | 0.221 *** | 0.288 | −3.437 *** | −3.458 *** |

Notes: ***, ** and * indicates statistically significant at 1%, 5% and 10%, respectively. Heteroscedasticity–corrected standard errors are in parenthesis. The instruments used are the legal origins of the countries as well as the initial values of financial development, government expenditure, trade openness, human capita and inflation rate. Dependent variable = economic growth; CPS = credit to the private sector relative to GDP, RER = real exchange rate, CPS*RER = interaction term between credit to the private sector and real exchange rate, RERV = real exchange rate volatility, LLY*RERV = interaction term between liquid liabilities and real exchange rate volatility, GOV = government consumption expenditure relative to GDP, TOP = trade openness relative to GDP, HCA = human capital, INF = inflation rate.

Second, we use an alternative proxy of financial development (namely, liquid liabilities relative to GDP) and redo the analysis. The results presented in Table 5 also provided evidence that real exchange rate volatility is deleterious to the finance-growth nexus in the West African region. It also shows that the inclusion of the real exchange rate and the interaction term in the model diminishes the positive impact of financial development on economic growth.
Table 5. Robustness checks using alternative proxy of financial development (liquid liabilities relative to GDP).

| Variables          | (1)       | (2)       | (3)       | (4)       | (5)       |
|--------------------|-----------|-----------|-----------|-----------|-----------|
| **Long-term coefficients** |           |           |           |           |           |
| LLY                | 0.566 *** | 0.236     | −1.735 ***| 0.631 *** | 0.564 *** |
|                    | (0.087)   | (0.259)   | (0.567)   | (0.081)   | (0.082)   |
| RER                |           |           | −1.090 ***|           |           |
|                    |           |           | (0.271)   |           |           |
| LLY*RER            | 0.071     | 0.395     |           |           |           |
|                    | (0.060)   | (0.102)   |           |           |           |
| RERV               | −0.009    | −0.001 *  | 0.003     |           |           |
|                    |           |           | (0.001)   |           |           |
| LLY*RERV           |           |           |           |           |           |
|                    |           |           |           |           |           |
| GOV                | 0.144     | −0.273    | −0.356 ** | 0.286 **  | 0.229 **  |
|                    | (0.106)   | (0.184)   | (0.149)   | (0.135)   | (0.137)   |
| TOP                | 0.464 *** | 0.427 *** | 0.470 *** | 0.658 *** | 0.789 *** |
|                    | (0.117)   | (0.194)   | (0.155)   | (0.146)   | (0.159)   |
| HCA                | 0.688 *** | 0.319     | 0.460     | 0.627 **  | 0.606 **  |
|                    | (0.209)   | (0.384)   | (0.307)   | (0.257)   | (0.248)   |
| INF                | −0.004    | 0.115 **  | 0.081 *** | 0.003     | −0.006 ** |
|                    | (0.002)   | (0.026)   | (0.017)   | (0.003)   | (0.003)   |
| **Convergence coefficient** | −0.199 ***| −0.068 ***| −0.095 ***| −0.205 ***| −0.197 ***|
|                    | (0.037)   | (0.016)   | (0.019)   | (0.039)   | (0.040)   |
| **Short-term coefficients** |           |           |           |           |           |
| ∆LLY               | −0.288 ***| 0.431 **  | −0.237    | −0.241 ***| −0.236 ***|
|                    | (0.037)   | (0.227)   | (0.780)   | (0.076)   | (0.086)   |
| ∆RER               | −0.312    |           |           |           |           |
|                    |           |           | (0.428)   |           |           |
| ∆LLY*RER           | −0.135 ***| −0.034    |           |           |           |
|                    | (0.028)   | (0.132)   |           |           |           |
| ∆RE RV             | −0.126    |           |           |           |           |
|                    |           |           | (0.107)   |           |           |
| ∆LLY*RE RV         | −0.002    | 0.038     |           |           |           |
|                    |           |           | (0.001)   |           |           |
| ∆GOV               | 0.085     | 0.043     | 0.051     | 0.025     | 0.042     |
|                    | (0.057)   | (0.049)   | (0.049)   | (0.076)   | (0.078)   |
| ∆TOP               | −0.331 ***| −0.183 ***| −0.199 ***| −0.229 ** | −0.251 ***|
|                    | (0.075)   | (0.071)   | (0.088)   | (0.091)   | (0.090)   |
| ∆HCA               | −0.288 ***| −0.305 ***| −0.295 ** | −0.358 ** | −0.327 ***|
|                    | (0.084)   | (0.088)   | (0.072)   | (0.145)   | (0.116)   |
| ∆INF               | −0.002    | −0.001    | −0.001    | −0.002    | −0.002    |
|                    | (0.002)   | (0.001)   | (0.001)   | (0.002)   | (0.002)   |
| Time trend         | 0.003     | 0.003 *** | 0.003 *** | 0.002     | 0.002     |
|                    | (0.002)   | (0.001)   | (0.001)   | (0.002)   | (0.002)   |
| Constant           | −0.686    | −0.865    | −0.164    | −0.817    | −0.491    |
|                    | (0.723)   | (0.445)   | (0.449)   | (0.859)   | (0.823)   |
| Hausman test       | 4.80      | 5.47      | 3.70      | 5.30      | 3.83      |
| Log Likelihood     | 491.06    | 631.62    | 653.93    | 472.231   | 493.481   |

Notes: ***, ** and * indicate statistically significant at 1%, 5% and 10%, respectively. Standard errors in parenthesis. Dependent variable = economic growth; LLY = liquid liabilities relative to GDP, RER = real exchange rate, LLY*RER = interaction term between liquid liabilities and real exchange rate, LLY*RE RV = interaction term between liquid liabilities and real exchange rate volatility, GOV = government consumption expenditure relative to GDP, TOP = trade openness relative to GDP, HCA = human capital, INF = inflation rate.

Thirdly, in order to account for structural breaks in the series, we conduct a structural break test using the test developed by Bai and Perron (2003), and found significant structural breaks in some countries. To account for the breaks, we include dummy variables that take the value of 1 from the years of the breaks and 0 otherwise in the model (see Wallack 2003), and redo the analysis.
The estimation results\textsuperscript{6} are similar to the earlier results in terms of the sign and significant of the coefficients (albeit the magnitude somewhat differ).

3.2.3. SUR Estimation Results for Individual Country

Tables 6 and 7 show the SUR estimation results of the influence of the real exchange rate and its volatility on the finance-growth nexus in West African countries using disaggregated data. This is necessary to control for cross sectional dependence among the countries in the panel. In essence, the LM test statistic confirms the existence of cross-sectional dependence among the countries in the panel and the suitability of SUR estimator. In Table 6, the interaction term between financial development and real exchange rate enters with a negative coefficient in 12 countries suggesting that the impact of financial development on economic growth is adversely influenced by real exchange rate in these countries\textsuperscript{7} (Benin, Burkina Faso, Cape Verde, Cote D’Ivoire, Gambia, Guinea, Mali, Mauritania, Niger, Senegal, Sierra Leone and Togo). The computed marginal effects diminish as real exchange rates increase in these countries. However, there is evidence that the real exchange rate is harmful to the finance-growth nexus in four countries (Ghana, Guinea Bissau, Liberia and Nigeria).

Similarly, Table 7 reveals that the interaction term between financial development and real exchange rate volatility enters with a negative coefficient in 13 countries (Benin, Burkina Faso, Cape Verde, Cote D’Ivoire, Ghana, Guinea, Liberia, Mauritania, Niger, Nigeria, Senegal, Sierra Leone and Togo), implying that real exchange rate volatility reduces the impact of financial development on economic growth. The computed marginal effects are lower at higher levels of volatility relative to lower levels in these West African countries.

\textsuperscript{6} The results are not reported to conserve space, but available upon request.

\textsuperscript{7} The results of the SUR model with the linear real exchange rate are not reported to conserve space, but available upon request. The results are similar to the ones presented in Table 6, as the interaction term enters with a negative coefficient in 12 countries.
Table 6. Seemingly Unrelated Regression (SUR) estimation results of interaction term between financial development and real exchange rate.

| Country        | CPS  | CPS*RER | GOV  | TOP  | HCA  | INF  | Constant | R²       | Minimum | Mean  | Maximum |
|----------------|------|---------|------|------|------|------|----------|----------|---------|-------|---------|
| Benin          | 0.346** | −0.017 | −0.166 | 0.233* | 0.585*** | −0.004 | 4.629*** | 0.809 | 0.259 | 0.242 | 0.234 |
| Burkina Faso   | 0.771*** | −0.001 | 0.505*** | 0.525*** | −1.475 | 0.001 | 0.747 | 0.790 | 0.766 | 0.765 | 0.764 |
| Cape Verde     | 1.791*** | −0.296*** | 0.515 | 0.319 | 0.246 | −0.022*** | 2.774 | 0.905 | 0.718 | 0.520 | 0.364 |
| Cote d’Ivoire  | 0.588*** | −0.088*** | −0.018 | 0.463*** | 0.403*** | −0.002 | 4.281*** | 0.659 | 0.152 | 0.067 | 0.010 |
| Gambia         | −0.245*** | −0.046*** | 0.029 | −0.583*** | 0.262** | −0.009*** | 9.342*** | 0.871 | −0.191 | −0.332 | −0.422 |
| Guinea         | 0.122(0.139) | 0.051*** | 0.454*** | −0.554** | 1.128** | −0.002 | 5.534*** | 0.751 | −0.624 | −0.101 | 0.173 |
| Guinea-Bissau  | 0.306*** | −0.023*** | 0.089 | −0.129 | 0.558*** | −0.003*** | 5.954*** | 0.187 | 0.238 | 0.154 | 0.092 |
| Liberia        | 0.088 | 0.178*** | −0.262* | 0.197** | −2.811*** | −0.018 | 7.065*** | 0.657 | 0.010 | 0.451 | 0.917 |
| Mali           | 0.637*** | −0.096*** | −0.065 | −0.339*** | 0.701*** | −0.002 | 7.255*** | 0.913 | 0.124 | 0.052 | 0.004 |
| Mauritania     | −0.766*** | −0.012 | −0.196*** | 0.081 | 0.806*** | −0.001 | 8.653*** | 0.825 | −0.806 | −0.820 | −0.835 |
| Niger          | 0.842*** | −0.101*** | 0.008 | 0.487*** | 0.150*** | −0.003 | 3.187*** | 0.789 | 0.312 | 0.228 | 0.175 |
| Nigeria        | −0.018 | 0.026** | 0.342 | −0.501 | 8.809*** | −0.012 | −6.583*** | 0.591 | −0.151 | 0.013 | 0.121 |
| Senegal        | 1.333*** | −0.099*** | −1.394*** | −0.341** | 0.585*** | 0.001 | 8.739*** | 0.663 | 0.822 | 0.732 | 0.676 |
| Sierra Leone   | 0.626*** | −0.025** | 0.146 | −0.301** | 0.712*** | −0.001 | 5.492*** | 0.676 | 0.625 | 0.431 | 0.341 |
| Togo           | 0.697*** | −0.067*** | −0.179 | 0.140 | 0.421*** | −0.001 | 4.304*** | 0.634 | 0.360 | 0.300 | 0.258 |
| LM Test        | 466.287*** |        |        |        |        |        |         |         |        |        |        |

Notes: ***, ** and * indicate statistically significant at 1%, 5% and 10%, respectively. Standard errors in parenthesis. Dependent variable = economic growth; CPS = credit to the private sector relative to GDP; CPS*RER = interaction term between credit to the private sector and real exchange rate; GOV = government consumption expenditure relative to GDP; TOP = trade openness relative to GDP; HCA = human capital; INF = inflation rate.
Table 7. SUR estimation results of interaction term between financial development and real exchange rate volatility.

| Country       | CPS   | CPS*RERV | RERV | GOV  | TOP  | HCA   | INF   | Constant | R²     | Minimum | Mean   | Maximum |
|---------------|-------|----------|------|------|------|-------|-------|----------|--------|---------|--------|---------|
| Benin         | 0.426 | −0.072   | 0.164| 0.049| 0.134| 0.678 | −0.008| 3.919    | 0.922  | 0.362   | 0.179  | −0.432  |
| Burkina Faso  | 1.145 | −0.152   | 0.327| −0.145| 0.336| −3.656| 0.001 | 3.151    | 0.885  | 1.025   | 0.736  | −0.077  |
| Cape Verde    | 0.529 | −0.101   | 0.208| −0.212| 0.455| 0.655 | −0.002| 3.666    | 0.746  | 0.424   | 0.333  | 0.144   |
| Côte d’Ivoire | 0.481 | −0.025   | 0.079| −0.042| 0.583| 0.457 | −0.008| 2.552    | 0.772  | 0.462   | 0.418  | 0.278   |
| Gambia        | −0.132| 0.001    | −0.001| 0.269| −0.222| −0.142| −0.017| 7.087    | 0.900  | −0.131  | 0.548  | 3.807   |
| Ghana         | 0.586 | −0.009   | 0.029| 0.659| −1.254| 1.904 | −0.002| 5.747    | 0.896  | 0.573   | 0.378  | −0.463  |
| Guinea        | 0.216 | −0.039   | 0.054| 0.131| −0.309| 0.383 | 0.002 | 6.536    | 0.219  | 0.172   | −0.100| −0.597  |
| Guinea-Bissau | 0.059 | 0.003    | −0.016| 0.695| −0.016| 3.449 | 0.001 | 1.171    | 0.484  | 0.060   | 0.085  | 0.165   |
| Liberia       | −0.184| −0.002   | 0.003| 0.247| −0.001| 0.492 | −0.059| 5.137    | 0.241  | −0.165  | −0.447| −1.669  |
| Mali          | 0.249 | 0.002    | 0.007| −0.007| −0.803| 0.568 | −0.002| 8.372    | 0.852  | 0.250   | 0.254  | 0.264   |
| Mauritania    | −0.906| −0.069   | 0.144| −0.398| 0.384| 0.272 | −0.006| 8.918    | 0.871  | −0.942  | −1.067| −1.241  |
| Niger         | 0.427 | −0.021   | 0.049| 0.219| 0.221| 0.242 | −0.007| 3.225    | 0.863  | 0.410   | 0.368  | 0.236   |
| Nigeria       | −0.079| −0.004   | 0.007| 0.607| −0.092| 14.96 | −0.006| −18.35   | 0.606  | −0.081  | −0.429| −1.931  |
| Senegal       | 0.726 | −0.025   | 0.081| 0.409*| 0.689| 0.392 | −0.007| −0.135   | 0.823  | 0.711   | 0.660  | 0.516   |
| Sierra Leone  | 0.468 | −0.016   | 0.011| −0.132| −0.069| 0.753 | −0.001| 5.216    | 0.767  | 0.404   | 0.223  | −0.281  |
| Togo          | 0.601 | −0.139   | 0.393| −0.018| 0.195| 0.202 | −0.002| 3.112    | 0.707  | 0.476   | 0.211  | −0.679  |
| LM Test       | 358   | 386      | 366  | **   | **   | **   | **   | **       | **     | **      | **     | **      |

Notes: ***, ** and * indicate statistically significant at 1%, 5% and 10%, respectively. Standard errors in parenthesis. Dependent variable = economic growth; CPS = credit to the private sector relative to GDP; CPS*RERV = interaction term between credit to the private sector and real exchange rate volatility; RERV = real exchange rate volatility; GOV = government consumption expenditure relative to GDP; TOP = trade openness relative to GDP; HCA = human capital; INF = inflation rate.
4. Discussion and Policy Implications

The findings of this study are summarized as follows: first, financial development enhances economic growth in the West African region. This implies that variations in financial development can explain variations in economic growth in the region. This is consistent with empirical literature, which opined that financial development enhances economic growth in developing countries by accelerating the sources of growth such as capital accumulation and productivity growth (see Ehigiamusoe and Lean 2018; Ehigiamusoe et al. 2018; Karimo and Ogbonna 2017; Ratsimalahelo and Barry 2010; Rioja and Valev 2004; Sanogo and Moussa 2017). This suggests that the financial system in the West African region is capable of mobilizing savings and allocating resources to domestic and foreign capital investments, which boost capital accumulation. In recent times, the financial system in many West African countries have embarked on innovative financial technologies which decrease the problem of information asymmetry (which hinders efficient allocation of financial resources and investment project monitoring), thereby facilitating economic growth.

Second, the findings on the link between real exchange rate and economic growth are consistent with Aghion et al. (2009), Elbadawi et al. (2012) and Vieira et al. (2013) who reported a negative impact of the real exchange rate on economic growth. Specifically, Aghion et al. (2009) reported that real exchange rate volatility has deleterious effects on economic variables such as productivity growth, investment and private consumption. They argued that uncertainty in the real exchange rate worsens the negative effect of domestic credit market constraints on investments. Jayashankar and Rath (2017) also posited that the relationship between the foreign exchange market and money market in emerging economies could make positive or negative shocks that affect one market to be quickly transmitted to another market via the contagious effect.

Apart from its direct adverse effect on economic growth, this study also reveals that real exchange rate weakens the impact of financial development on economic growth in the West African region. The level of the real exchange rate has the capacity to reduce both capital accumulation and productivity growth, thereby weakening the channels through which financial development enhances economic growth. It also affects saving, investment, private consumption and trade balance (see Razmi et al. 2012; Rodriguez 2017).

Similarly, this study shows that real exchange rate volatility has a deleterious effect on the impact of financial development on economic growth in the West African region. This is consistent with the theoretical literature which contended that high and volatile real exchange rate has the potential to diminish international trade, weaken macroeconomic stability, distort price transparency and inhibit international financial integration (see Bleaney and Greenaway 2001; Katusiime 2019; Razmi et al. 2012). Thus, real shocks and financial shocks are related, since the latter are significantly amplified in countries with high exchange rate fluctuations. In turn, exchange rate fluctuation is the outcome of both real and financial aggregate shocks. It affects the growth performance of credit-constrained firms.

Unlike previous studies, this present study shows that the impact of financial development on economic growth varies with the level of the real exchange rate and its volatility. In other words, besides their direct effects, real exchange rate and its volatility have indirect effects on economic growth through the financial sector. This study represents a novel idea by showing the marginal effects of financial development on economic growth at various levels of the real exchange rate (or its volatility), an issue that was not explored in previous literature. This is fundamental because the marginal effect enables us to determine the changes in economic growth caused by simultaneous changes in both financial development and real exchange rate (or its volatility), which is essential for policy formulation.

The implication of this study is that high real exchange rate and high volatility adversely affect the finance-growth nexus in the West African region. Hence, a reduction or stability in the real exchange rate is fundamental for financial development to enhance economic growth in West African countries. This suggests that the existing policies on real exchange rate have not been able to reduce the variable
to the level that it would have beneficial effects on the finance-growth nexus. Hence, West African
countries need to re-evaluate the policies as well as formulate the necessary fiscal and monetary
policies that would ensure reduction in the real exchange rate.

5. Conclusions

This paper focuses on the influence of the real exchange rate and its volatility on the
finance-growth nexus using both panel and disaggregated data of West African countries. It employs
different econometric techniques such as MG, PMG, IV and SUR estimators. The study reveals that
financial development has a positive impact on economic growth, but the impact is weakened by the
real exchange rate and its volatility. Thus, the marginal effects of financial development on economic
growth computed at lower levels of the real exchange rate or its volatility are larger than the marginal
effects computed at higher levels. The higher the real exchange rate and its volatility, the less that
finance spurs growth.

The implication of this study is that high real exchange rate and high volatility adversely affect the
finance-growth nexus in the West African region. Hence, a reduction or stability in the real exchange
rate is fundamental for financial development to enhance economic growth in West African countries.
This study has succeeded in revealing the impact of the real exchange rate and its volatility on the
finance-growth nexus within panel and disaggregated data framework. Therefore, future study may
complement this study by examining the threshold levels of the real exchange rate and its volatility
beyond which the marginal effects of financial development on economic growth turn negative. Apart
from the level and volatility of the real exchange rate, future research could also investigate the
influence of the real exchange rate misalignment, currency overvaluation (undervaluation) or real
exchange rate regimes on the finance-growth nexus.
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