The bifurcation locus for numbers of bounded type
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Abstract. We define a family \(B(t)\) of compact subsets of the unit interval which provides a filtration of the set of numbers whose continued fraction expansion has bounded digits. We study how the set \(B(t)\) changes as the parameter \(t\) ranges in \([0, 1]\), and see that the family undergoes period-doubling bifurcations and displays the same transition pattern from periodic to chaotic behaviour as the family of real quadratic polynomials. The set \(E\) of bifurcation parameters is a fractal set of measure zero and Hausdorff dimension 1. The Hausdorff dimension of \(B(t)\) varies continuously with the parameter, and we show that the dimension of each individual set equals the dimension of the corresponding section of the bifurcation set \(E\).
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1. Introduction

Every \(x \in [0, 1] \setminus \mathbb{Q}\) can be encoded in a unique way by its continued fraction expansion

\[
x = \frac{1}{a_1 + \frac{1}{a_2 + \frac{1}{a_3 + \cdots}}} = [0; a_1, a_2, a_3, \ldots].
\]
where the \( a_i \in \mathbb{N}_+ \) are called the partial quotients of \( x \). We say that \( x \) is a number of bounded type if its partial quotients are bounded.

More precisely, given \( N \in \mathbb{N} \), one can consider the set of numbers whose partial quotients are bounded by \( N \):

\[
B_N := \{ x = [0; a_1, \ldots, a_k, \ldots] : 1 \leq a_k \leq N \text{ for all } k \geq 1 \}. \tag{1}
\]

The sets \( B_N \) have been studied by several authors (see [He2] and the references therein for an account) and their Hausdorff dimensions have been computed very precisely [JP1, JP2]. Moreover, numbers of bounded type play a key role not only in number theory, but also in various contexts in dynamics, for instance in the theory of linearization of analytic maps, and Kolmogorov–Arnold–Moser theory.

Let us recall that the Gauss map, defined as \( G(x) := \{1/x\} \) for \( x > 0 \) and \( G(0) := 0 \), acts as a shift operator on the continued fraction expansion, hence notice that \( B_N \) can be described in terms of the orbit for the Gauss map as

\[
B_N = \{ x \in [0, 1] : G^k(x) \geq \frac{1}{N+1} \text{ for all } k \in \mathbb{N} \},
\]

where in this paper \( \mathbb{N} = \{0, 1, 2, \ldots\} \). The sets \( B_N \) give a filtration of the set of numbers of bounded type \( B := \bigcup_{N \geq 1} B_N \). More generally, if we consider sets of points whose orbit stays above a certain fixed threshold \( t \), we obtain a filtration of \( B \) with a continuous parameter which refines \( B_N \).

**Definition 1.1.** Given \( t \in [0, 1] \), we define the set \( B(t) \) of numbers of type bounded by \( t \) as

\[
B(t) := \{ x \in [0, 1] : G^k(x) \geq t \text{ for all } k \in \mathbb{N} \}. \tag{2}
\]

Clearly, \( B_N = B(1/(N + 1)) \), and \( B(t) \subseteq B(t') \) if \( t \geq t' \). The union of all \( B(t) \) is the set of all numbers of bounded type \( B := \bigcup_{t>0} B(t) \). Every \( B(t) \) is a compact subset of the unit interval, and it is nowhere dense of measure zero whenever \( t > 0 \). Here are some examples.

1. Let \( g := [0; \overline{1}] = (\sqrt{5} - 1)/2 \). It is easy to see that \( B(g) = \{g\} \), in fact \( B(t) = \{g\} \) for all \( t \) between \([0; \overline{1}]\) and \( g \), while \( B(t) = \emptyset \) for all \( t > g \).

2. For \( \alpha = [0; 2, \overline{1}] \), \( B(\alpha) = B_2 = B(1/3) \) is the set of numbers whose continued fraction contains only the digits 1 and 2.

3. For \( t = g^2 = [0; 2, \overline{1}] \) we get that \( B(g^2) \) is the set of numbers whose continued fraction contains only the digits 1 and 2 and such that between any two 2s there is an even number of 1s. In formulas, \( B(g^2) = A_0 \cup \phi A_0 \) with \( A_0 := \{ x = [0; X] : X \in \{ (2), (1, 1) \}^\mathbb{N} \} \) and \( \phi(x) := 1/(1 + x) \).

We will study how the set \( B(t) \) changes as the parameter \( t \) varies. We will see that our family of sets undergoes period-doubling bifurcations, and it displays the same transition pattern from periodic to chaotic behaviour as the family of real quadratic polynomials.

### 1.1. Topological bifurcations.

Let us define the bifurcation locus of a function of the unit interval as the complement of the set of points where the function is locally constant. The first result (§2.2) is the following proposition.
PROPOSITION 1.2. The bifurcation locus for the set-valued function $t \mapsto B(t)$ is exactly the set

$$E := \{ x \in [0, 1] : G^k(x) \geq x \text{ for all } k \in \mathbb{N} \}. \quad (3)$$

The bifurcation set $E$ appears in several seemingly unrelated contexts: it was introduced in [CT1] to describe the set of phase transitions of the entropy of $\alpha$-continued fraction transformations, and it is essentially the same object as the spectrum of recurrence quotients for cutting sequences of geodesics on the torus studied by Cassaigne ([Ca, Theorem 1.1]; see also §6.3).

The set $E$ is also related to kneading sequences of unimodal maps: indeed, in [BCIT] the authors observe that the set $E$ can be also expressed using the Farey map $F$,

$$E = \{ x \in [0, 1] : F^k(x) \geq x \text{ for all } k \in \mathbb{N} \} \quad (4)$$

and they show that, by means of the conjugation of the Farey map with the tent map, one can build an explicit dictionary between $E$ and the set of external rays landing on the real section of the boundary of the Mandelbrot set $M$. In this sense, this paper complements the one just mentioned, since our sets $B(t)$ are the formal analogue to the family of Julia sets for real quadratic polynomials $p_c(z) = z^2 + c$.

The sets $B_N = B(1/(N+1))$ are Cantor sets for all $N \geq 2$, but this is not always the case in the family $B(t)$, and indeed the topology changes wildly with the parameter.

However, we are able to describe each $B(t)$ by determining the connected components of its complement. In order to do so, let $t \in (0, g]$, and define $\ell(t) := \min(E \cap [t, 1])$. We say that a rational $r$ is a $t$-label if there exists $m \geq 1$ with $G^m(r) = 0$ and $G^k(r) > \ell(t)$ for all $0 \leq k \leq m - 1$. We shall denote by $Q_t$ the set of all $t$-labels and by $S \cdot x$ the number whose continued fraction expansion is the concatenation of $S$ and the expansion of $x$ (see §2.1).

PROPOSITION 1.3. For any $t \in [0, g]$, the connected components of the complement of $B(t)$ are in bijection with $t$-labels; indeed, we have

$$B(t) = [0, 1] \setminus \bigcup_{r \in Q_t} V_r$$

where $V_r := (S_1 \cdot \ell(t), S_0 \cdot \ell(t))$ and $r$ has continued fraction expansions $r = [0; S_0] = [0; S_1]$, in which $S_0$ and $S_1$ have, respectively, even and odd length. Note that different $V_r$ for different $r \in Q_t$ are disjoint.

Special care is needed for $r = 0, 1$ (for details, see §3). For example, for $t \leq \sqrt{2} - 1$ the rational $r = 1/2$ is a $t$-label, $S_0 = (1, 1)$, $S_1 = (2)$ and the endpoints of $V_{1/2}$ are

$$\frac{1}{2 + \ell(t)} \quad \text{and} \quad \frac{1}{1 + (1/(1 + \ell(t)))}.$$ 

As a consequence of Proposition 1.3, we will characterize the set of values such that $B(t)$ contains isolated points.
COROLLARY 1.4. The set $B(t)$ contains isolated points if and only if $\ell(t)$ is isolated in $\mathcal{E}$.

In fact, isolated points of $\mathcal{E}$ can be completely characterized, and are the union of countably many period-doubling cascades (see Proposition 3.5).

For instance, the first (largest) period-doubling cascade $(\alpha_n)_{n \geq 0}$ is given by

$$
\alpha_0 = [0; 1, 1], \quad \alpha_1 = [0; 2], \quad \alpha_2 = [0; 2, 1, 1], \quad \alpha_3 = [0; 2, 1, 1, 2, 2], \ldots
$$

and their accumulation point is $c_F = [0; 2, 1, 1, 2, 2, 1, 1, 2, 1, 1, \ldots]$, whose continued fraction expansion is the unique fixed point of the substitution

$$
\begin{cases}
1 \mapsto 2, \\
2 \mapsto 211.
\end{cases}
$$

Finally, we prove that isolated points of $\mathcal{E}$ are exactly the points of discontinuity for the function $t \mapsto B(t)$, where we consider the Hausdorff topology on compact sets.

COROLLARY 1.5. The points of discontinuity of the set-valued function

$$
t \mapsto B(t)
$$

in the Hausdorff topology are precisely the isolated points of $\mathcal{E}$.

1.2. Hausdorff dimension. Another interesting way to study the variation in structure of the family $B(t)$ involves considering the Hausdorff dimension $\eta(t) := \text{H.dim } B(t)$ as a function of the parameter $t$ (see Figure 1 for a picture). Such function is locally constant almost everywhere, and displays a devil’s staircase behaviour: it is a singular (but continuous) function.

Pushing further the comparison with Julia sets, let us recall that in the quadratic polynomial case one can also consider the dependence of Hausdorff dimension of Julia sets on the parameter, or the dependence of topological entropy of unimodal maps on the kneading parameter. In the latter case, which turns out to be much more similar to ours, entropy varies continuously, and its plateaux have been characterized in [Do2].
Moreover, we will relate the Hausdorff dimension of each $B(t)$ to the dimension of a section of parameter space. To state the theorem, we define a rational number $r \in \mathbb{Q} \cap (0, 1]$ to be extremal if there exists $n \geq 1$ such that $G^n(r) = 0$ and $G^k(r) > r$ for any $1 \leq k \leq n - 1$. Given the two continued fraction expansions $r = [0; S_0] = [0; S_1]$, we define the tuning window (see §4) associated to $r$ as the interval

$$W_r := [\omega, \alpha]$$

whose endpoints are the quadratic irrationals $\omega := [0; S_1 S_0]$ and $\alpha := [0; S_0]$. For instance, if $r = \frac{1}{3} = [0; 3] = [0; 2, 1]$, then $\omega = [0; 3, \overline{2}, 1] = (5 - \sqrt{3})/11$, $\alpha = [0; \overline{2}, 1] = (\sqrt{3} - 1)/2$.

**Theorem 1.6.** Let $\eta(t) := \text{H.dim } B(t)$. Then the following assertions hold.

(i) The function $\eta(t)$ is continuous.

(ii) Denote $\mathcal{E}(t) := \mathcal{E} \cap [t, 1]$. Then for any $t \in [0, 1]$ we have

$$\text{H.dim } B(t) = \text{H.dim } \mathcal{E}(t).$$

(iii) The function $\eta(t)$ is constant on any tuning window $W_r$ with $r \in \mathbb{Q} \cap (0, c_F)$ extremal.

As a corollary of (iii), together with Proposition 1.2, it follows that the bifurcation locus for the set-valued function $t \mapsto B(t)$ is strictly larger than the bifurcation locus for the dimension function $\eta(t)$. Indeed, the intersection of any tuning window $W_r$ with $\mathcal{E}$ is an uncountable set.

We conjecture that the statement of Theorem 1.6(iii) is sharp, in the sense that every interval where the dimension function $\eta(t)$ is constant is contained in the closure $\overline{W_r}$ of a tuning window with $r < c_F$.

Theorem 1.6 is formally similar to a widely known result of Urbański [Ur] for expanding circle maps. Our methods, however, are completely different: we do not use any thermodynamic formalism, but a renormalization scheme.

Note, moreover, that the geometry and combinatorics of the bifurcation locus are different, since in Urbański’s case (in which the map is orientation preserving) the bifurcation locus for the set-valued function is a Cantor set and coincides with the bifurcation locus for the dimension (see [CT3]), while neither statement is true in our case because of isolated points and tuning windows.

More generally, both of these cases are examples of open dynamical systems: we refer to [PU] for several more recent developments in the field.

1.3. **Tuning operators.** The first claim of Theorem 1.6 follows quite easily from a general result of Raith [Ra2], while the proof of the other two claims relies on renormalization techniques which were introduced in [CT2] and are illustrated in §4.

Namely, given a rational number $r$, we will define a tuning map $\tau_r$ which maps the parameter space into a copy of itself; this tuning is a natural translation, via the dictionary of [BCIT], of the classical Douady–Hubbard tuning for quadratic polynomials [Do1, DH]. Each tuning map $\tau_r$ maps the unit interval into the tuning window $W_r$; the set $\mathcal{U}T$ of
untuned parameters is the complement of the union of all tuning windows†. The proof consists of three steps.

(i) Since the functions \( x \mapsto B(x) \) and \( x \mapsto E(x) \) are both locally constant on the complement on \( E \), it is enough to prove
\[
\text{H.dim } B(x) = \text{H.dim } E(x) \quad \text{for all } x \in E.
\]

(ii) We first consider the case (§5) where \( x \) is an untuned parameter: in that case, one proves that there is almost an embedding of \( B(x) \) in \( E(x) \), or, more precisely, the following Proposition 1.7. Equality of dimensions then follows from continuity (Theorem 1.6).

**Proposition 1.7.** Given any point \( x \in UT \) and any \( y > x \), then \( E(x) \) contains a Lipschitz image of \( B(y) \).

(iii) We proceed by induction, using renormalization. Indeed, we prove formulas which relate the dimensions of \( E(x) \) and \( B(x) \) to the dimensions of their tuned copies, and, using the untuned case as the base step, we prove equality of dimensions for all parameters which are finitely renormalizable. Such parameters are dense in \( E \), hence the general claim again follows from continuity.

Let us remark that the strategy outlined above can be applied in several related settings; in particular, it has been applied, in continued fractions, to identify plateaux for the entropy of \( \alpha \)-continued fractions [CT2], while, in real quadratic polynomials, to prove an analogue of Theorem 1.6 (ii) about the real sections of the Mandelbrot set [Ti2].

The renormalization approach is also useful to study the modulus of continuity of \( \eta(t) \), which turns out not to be Hölder continuous at the fixed point \( c_F \) of the tuning operator \( \tau_{1/2} \), which is also the least zero value of \( \eta(t) \) (see §4.1). Indeed, we have the following precise scaling law.

**Theorem 1.8.** There exist constants \( c_1, c_2 > 0 \) such that, for any \( t < c_F \),
\[
\frac{c_1}{- \log |r - c_F|} \leq \text{H.dim } B(t) \leq \frac{c_2}{- \log |r - c_F|}.
\]
As a consequence, the function \( \eta(t) \) is not locally Hölder continuous in a neighbourhood of \( c_F \).

Moreover, if \( \alpha_n := \tau_{1/2}^n(\alpha) \) with \( \alpha = [0; \frac{2}{2}, 1] \), then
\[
\lim_{n \to +\infty} \text{H.dim } B(\alpha_n) \log \left( \frac{1}{|c_F - \alpha_n|} \right) = 5 \log \frac{\sqrt{5} + 1}{2}.
\]

We also show (§4.1) that one cannot do better than (5), since the quantity \( \text{H.dim } B(t) \log(1/|c_F - t|) \) does not admit a limit for \( t \to c_F^- \).

Note that an analogous estimate for the modulus of continuity holds for the topological entropy of real quadratic polynomials; in that case, the entropy function is also not Hölder continuous at the Feigenbaum point, even if it is Hölder continuous everywhere else (see

† Since tuning is the inverse of renormalization, untuned parameters can also be called non-renormalizable.
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1.4. The recurrence spectrum and other relations. Finally, as we mentioned, the combinatorial structure of our sets is related to Sturmian sequences. In particular, as a consequence of Theorem 1.6 we also provide an answer to a question raised in [Ca] (see §6.3).

Theorem 1.9. Let $\mathcal{R}$ be the recurrence spectrum for Sturmian sequences. Then, for each positive integer $N$, the Hausdorff dimension of $\mathcal{R} \cap [N+2, N+3]$ equals the Hausdorff dimension of $B_N$.

The computation of Hausdorff dimension for the sections of the recurrence spectrum is thus reduced to estimating the dimension of $B_N$. Since the latter is a regular Cantor set, there are very efficient algorithms to compute its dimension [JP1, He1], and an asymptotic estimate is available as well [He3, DFSU].

Our definition of $E$ is somewhat reminiscent of the definitions of the Markov and Lagrange spectra, whose local Hausdorff dimension has been studied in [Mo]. Indeed, all these objects are defined by taking an infimum over orbits of the Gauss map (see [Mo]; §1); however, it turns out these sets are in fact different both topologically and metrically and a characterization as explicit as ours does not seem easily achievable for the Markov and Lagrange spectra.

Let us finally recall that the set $E$ is also connected to the set $U$ of univoque numbers introduced in [EHJ], namely the values $q \in (1, 2)$ for which 1 admits a unique expansion in base $q$. More precisely, there is an explicit order-reversing homeomorphism between $U$ and the points of $E$ which are not periodic for $G$ (see [BCIT, §5.2]); thus the value $c_F$, which is the largest non-isolated point of $E$, corresponds to the Komornik–Loreti constant $q_{KL}$ (see [KL]), which is the smallest value in $U$. Moreover, given a fixed base $q \in (1, 2)$, one can consider the set $U_q$ of numbers with a unique $q$-expansion, and this family of sets corresponds under the dictionary of [BCIT] to the family $B(t)$; in fact, since the first draft of the present paper appeared, many combinatorial, topological or metric issues we have examined for $B(t)$ have been independently studied for $U_q$ as well.

For instance, the continuity of the map $q \mapsto \text{H.dim } U_q$ has been addressed in the recent paper [AK1]. Moreover, entropy plateaus for $q$-expansions are described in [ABD] and renormalization operators are used in [AK2, A]. Further, an analogue to Theorem 1.6(ii) is proven for univoque numbers in [KKLL].

Sets with the same features as $E$ also occur in bifurcation problems for piecewise affine maps; we just mention the recent work [DK], but also [BCMP], where one can observe the very same structure of $E$ in every tuning window (see [BCMP, Remark 4.29]).

2. Preliminaries

2.1. String action, cylinders, and regular Cantor sets. The continued fraction expansion of a number $x$ will be denoted by $x = [0; a_1, a_2, \ldots]$, or by $x = [0; S]$ where
$S = (a_1, a_2, \ldots)$ is a (finite or infinite) string of positive integers. Let us note that irrational numbers have infinite continued fraction expansions, and every rational number $r \in \mathbb{Q} \cap (0, 1)$ has exactly two finite expansions, one of even length and one of odd length; we will usually denote by $S_0$ the string of even length, and by $S_1$ the string of odd length ($r = [0; S_0] = [0; S_1]$). Moreover, the expression $x = [0; \overline{S}]$ will denote the quadratic irrational whose continued fraction expansion is periodic, given by $S$ repeated infinitely many times. The length of the string $S$ will be denoted by $|S|$.

If $S$ is a finite string of positive integers we will denote by $q(S)$ the denominator of the rational number given whose continued fraction expansion is $S$, that is, $(p(S)/q(S)) = [0; S]$ with $(p(S), q(S)) = 1, q(S) > 0$.

Let us also recall the well-known estimate

$$q(S)q(T) \leq q(ST) \leq 2q(S)q(T). \quad (7)$$

Moreover, we can define an action of the semigroup of finite strings (with the operation of concatenation) on the unit interval. Indeed, for each $S$, $S \cdot x$ is the number obtained by appending the string $S$ at the beginning of the continued fraction expansion of $x$. We shall also use the notation $f_S(x) := S \cdot x$. If $S = (a_1, \ldots, a_n)$ we can also write, by identifying matrices with Möbius transformations,

$$S \cdot x := \left( \begin{array}{cc} 0 & 1 \\ 1 & a_1 \end{array} \right) \left( \begin{array}{cc} 0 & 1 \\ 1 & a_2 \end{array} \right) \cdots \left( \begin{array}{cc} 0 & 1 \\ 1 & a_n \end{array} \right) \cdot x.$$  

It is easy to check that concatenation of strings corresponds to composition $(ST) \cdot x = S \cdot (T \cdot x)$; moreover, the map $f_S$ is increasing if $|S|$ is even, decreasing if it is odd. The image of $f_S$ is a cylinder set

$$I(S) := \{x = S \cdot y, \; y \in [0, 1]\},$$

which is a closed interval with endpoints $[0; a_1, \ldots, a_n]$ and $[0; a_1, \ldots, a_n + 1]$. The map $f_S$ is a contraction of the unit interval, and it is easy to see that

$$\frac{1}{2q(S)^2} \leq |f_S'(x)| \leq \frac{1}{q(S)^2} \quad \text{for all } x \in [0, 1], \quad (8)$$

hence the length of $I(S)$ is bounded by

$$\frac{1}{2q(S)^2} \leq |I(S)| \leq \frac{1}{q(S)^2}. \quad (9)$$

Given two strings of positive integers $S = (a_1, \ldots, a_n)$ and $T = (b_1, \ldots, b_n)$ of equal length, let us define the alternate lexicographic order as

$S < T$ if there exists $k \leq n$ s.t. $a_i = b_i$ for all $1 \leq i \leq k - 1$ and $a_n < b_n$ if $n$ even, $a_n > b_n$ if $n$ odd.

For equal-length strings we shall also write $S \leq T$ if either $S < T$ or $S = T$. The importance of such order lies in the fact that (given two strings of equal length) $S < T$ if and only if $[0; S] < [0; T]$. Moreover, in order to compare quadratic irrationals with periodic expansion, we shall repeatedly use the so-called string lemma.
Lemma 2.1. [CT1, Lemma 2.12] For any pair of strings $S, T$ of positive integers,
\[ ST < TS \iff [0; S] < [0; T]. \quad (10) \]

The order $<$ is a total order on the strings of positive integers of fixed given length; to be able to compare strings of different lengths we will define the partial order
\[ S <\!\!\!\!\!\!\!\!< T \quad \text{if there exists } i \leq \min(|S|, |T|) \text{ s.t. } (S)_i < (T)_i \]
where $(S)_i = (a_1, \ldots, a_i)$ denotes the truncation of $S$ to the first $i$ characters. Let us note that:
(i) if $|S| = |T|$, then $S < T$ if and only if $S <\!\!\!\!\!\!\!\!< T$;
(ii) if $S, T, U$ are any strings, $S <\!\!\!\!\!\!\!\!< T \Rightarrow SU <\!\!\!\!\!\!\!\!< TU$, $S <\!\!\!\!\!\!\!\!< TU$;
(iii) if $S <\!\!\!\!\!\!\!\!< T$, then $S \cdot z < T \cdot w$ for any $z, w \in (0, 1)$.

In general, the computation of the Hausdorff dimension of a compact subset of the interval is a non-trivial task: however, there is a family of sets whose dimension we can estimate easily, namely, sets of numbers whose continued fraction expansion is given by concatenations of words of some finite alphabet.

Definition 2.2. Given a finite set of strings $A$, the regular Cantor set defined by $A$ is the set
\[ K(A) := \{x = [0; W_1 W_2 \ldots] : W_i \in A \text{ for all } i \geq 1\}. \]

A regular Cantor set is a particular case of an iterated function system and its Hausdorff dimension can be estimated in a standard way. Let us assume that the alphabet $A$ is not redundant, in the sense that for each $W_i$ and $W_j$ distinct elements of $A$ we have $W_i \cdot K(A) \cap W_j \cdot K(A) = \emptyset$. Now, let $m_j := \inf_{x \in [0, 1]} |f_{W_j}^n(x)|$ and $M_j := \sup_{x \in [0, 1]} |f_{W_j}^n(x)|$ be respectively the smallest and largest contraction factors of the maps $f_{W_j}$. Then we have the estimates [Fa, Propositions 9.6 and 9.7]
\[ s_1 \leq \operatorname{H.dim} K(A) \leq s_2 \quad (11) \]
where $s_1$ is the root of $\sum_j m_j^x = 1$ and $s_2$ is the root of $\sum_j M_j^x = 1$. Note that the upper bound also holds without the disjointness assumption.

2.2. Generalized bounded type numbers and their bifurcation locus. Let us start by proving some elementary facts, which will yield Proposition 1.2 stated in the introduction, namely that the bifurcation locus of the family $B(t)$ is the exceptional set
\[ E := \{x \in [0, 1] : G^k(x) \geq x \text{ for all } k \in \mathbb{N}\}. \]

Lemma 2.3. The sets $B(t)$ have the following properties:
(i) $B(0) = [0, 1]$; $B(t) = \emptyset$ if $t > g = (\sqrt{5} - 1)/2$, in fact $t \mapsto B(t)$ is monotone decreasing;
(ii) $B(t)$ is forward-invariant for the Gauss map $G$;
(iii) $B(t)$ is closed and, if $t > 0$, with no interior and of zero Lebesgue measure;
(iv) the union $\bigcup_{t>0} B(t)$ is the set of bounded type numbers;
Proof. Points (i), (ii), (iv), (v), (vi) are immediate by definition.

Turning to (iii), let us consider the Farey map \( F : [0, 1] \to [0, 1] \), defined by

\[
F(x) := \begin{cases}
\frac{x}{1-x} & \text{if } 0 \leq x \leq \frac{1}{2}, \\
\frac{1-x}{x} & \text{if } \frac{1}{2} < x \leq 1.
\end{cases}
\]

One can easily check that if \( x := [0; a_1, a_2, a_3, \ldots] \) then \( F(x) = [0; a_1 - 1, a_2, a_3, \ldots] \) if \( a_1 > 1 \) (while \( F(x) = [0; a_2, a_3, \ldots] \) in the case \( x := [0; 1, a_2, a_3, \ldots] \)) and so it is clear that, for each \( x \in [0, 1] \),

\[
\inf_{k \geq 1} G^k(x) = \inf_{k \geq 1} F^k(x).
\]

Therefore one can write

\[
B(t) = \{ x \in [0, 1] : F^k(x) \geq t \text{ for all } k \in \mathbb{N} \}, \tag{12}
\]

which is closed by continuity of \( F \). For \( t > 0 \), \( B(t) \) has no interior because it does not contain any rational number, and it has measure zero by ergodicity of the Gauss map.

Since \( B(t) \) is a non-empty compact set for \( 0 \leq t \leq g \), for such values of \( t \) one can define the function

\[
\ell(t) := \min B(t).
\]

We shall list some elementary properties of \( \ell \).

**Lemma 2.4.** The function \( t \mapsto \ell(t) \) is monotone increasing. In addition:

(i) \( \text{for any } 0 \leq t \leq g, \ell(t) \in \mathcal{E} \);

(ii) \( t \leq \ell(t) \) for all \( t \in [0, g] \);

(iii) \( t = \ell(t) \iff t \in \mathcal{E} \);

(iv) \( \ell \) is left-continuous, \( \ell(t) = \sup_{t' < t} \ell(t') = \lim_{t' \to t^-} \ell(t') \);

(v) if \( (\alpha, \beta) \) is a connected component of \( [0, g] \setminus \mathcal{E} \) then

\[
\ell(t) = \beta, \quad B(t) = B(\beta) \quad \text{for all } t \in (\alpha, \beta].
\]

**Proof.** (i) Since \( \ell(t) \in B(t) \), \( G^n(\ell(t)) \geq \ell(t) \), hence \( \ell(t) \in \mathcal{E} \).

(ii) \( x \in B(t) \Rightarrow x \geq t \), hence \( \ell(t) \geq t \).

(iii) is a consequence of Lemma 2.3(vi):

\[
t = \ell(t) \iff t \in B(t) \iff t \in \mathcal{E}.
\]

(iv) follows from Lemma 2.3-(v).

(v) Let us pick \( t \) such that \( \alpha < t < \beta \). Since \( (\alpha, \beta) \) is a connected component of \( [0, g] \setminus \mathcal{E} \) we have \( \beta \in \mathcal{E} \) and so \( \beta \in B(\beta) \subset B(t) \), and

\[
\beta \geq \min B(t) = \ell(t).
\]
On the other hand, since \((\alpha, \beta) \cap \mathcal{E} = \emptyset\) and \(\ell(t) \in \mathcal{E} \cap [t, 1]\) it follows that

\[ \ell(t) \geq \beta. \]

We have thus proved that \(\ell(t) = \beta\). Now, from (ii) and monotonicity, \(B(\ell(t)) \subseteq B(t)\). Moreover, if \(x \in B(t)\), by \(G\)-invariance \(G^n(x) \in B(t)\), hence \(G^n(x) \geq \ell(t)\) and \(x \in B(\ell(t))\), hence \(B(t) = B(\ell(t)) = B(\beta)\).

From Lemma 2.4 it also follows that

\[ \ell(t) = \min(\mathcal{E} \cap [t, 1]). \]

**Proof of Proposition 1.2.** By Lemma 2.4(v), the function \(t \mapsto B(t)\) is locally constant outside \(\mathcal{E}\). On the other hand, if \(t \in \mathcal{E}\), then \(t \in B(t)\) by definition, but \(t \not\in B(t')\) for any \(t' > t\), so \(t\) must belong to the bifurcation set.

3. **A complementary point of view**

If one wants to figure out the structure of a closed, nowhere dense set \(C \subset [0, 1]\) (even just in order to plot a picture), one usually tries to describe its complement: indeed, while \(C\) is typically uncountable and totally disconnected, its complement \(A := [0, 1] \setminus C\) is a countable union of open connected components (intervals):

\[ A = \bigcup_{j \in \mathbb{N}} I_j. \]

We recall the following simple fact [CT1], Lemma 2.1.

*If \((a, b) \subset [0, 1]\) there is a unique rational number \(p/q \in (a, b) \cap \mathbb{Q}\) with minimal denominator, that is, such that \(q \leq q'\) for all other \(p'/q' \in (a, b) \cap \mathbb{Q}\). We shall call such a ‘minimal’ rational the pseudocentre of the interval \((a, b)\).*

The above fact provides a canonical way of labelling the connected components of \([0, 1] \setminus C\). In fact if \(C\) is a closed, possibly fractal set of irrational numbers which is defined by imposing a certain condition on the continued fraction of its elements, it often happens that the pseudocentres of the connected components of \([0, 1] \setminus C\) are rational values which satisfy, at a finite stage, the same property which defines \(C\): this is known to be true for diophantine-type conditions arising in the solution of cohomological equations [MS], for the sublevels of the Brjuno function [CM] and, indeed, also for \(\mathcal{E}\) and \(B(t)\), as we shall see in a moment.

3.1. **Extremal rational numbers and the exceptional set.** The bifurcation set \(\mathcal{E}\) is a totally disconnected, nowhere dense compact set. An explicit description of the connected components of its complement was first given in [CT1]. In this section we shall describe this construction, and we refer to [BCIT, §3.1] for more details.

Let us recall that any \(r \in (0, 1) \cap \mathbb{Q}\) admits two continued fraction expansions, one of even and one of odd length (e.g. \(3/10 = [0; 3, 3] = [0; 3, 2, 1]\)). Using the string notation introduced in §2.1, we can write \(r = [0; S_0] = [0; S_1]\) with \(|S_0|\) even and \(|S_1|\) odd; the two strings \(S_0, S_1\) defining the same rational value \(r \in (0, 1)\) are called *conjugate strings*, and one has \(S_1 < S_0\).
For any rational value $0 < r < 1$ we then define the *quadratic interval* of pseudocentre $r$ as $I_r := (\alpha^-, \alpha^+)$ where $\alpha^- = [0; S_1], \alpha^+ = [0; S_0]$; we also define $I_r$ for $r = 1$, setting $I_1 := (g, 1]$. It turns out that any such quadratic interval is contained in some maximal one [CT1, Lemma 2.5], and maximal quadratic intervals are the connected components of $[0, 1) \setminus \mathcal{E}$.

Let us recall the following characterization of the pseudocentres of maximal quadratic intervals.

**Proposition 3.1.** [CT1, Proposition 4.5] Let $r \in (0, 1)$ be a rational number. Then $r = [0; S]$ is the pseudocentre of a maximal quadratic interval if and only if for every nontrivial factorization $S = XY$ either $XY < YX$ or $X = Y$ and $|X|$ is odd. Moreover, if one of the conditions above is true, then for every factorization $S = XY$ it happens that $r = [0; S] < [0; Y]$.

Let us now give a couple of definitions which can be used to provide alternative characterizations of pseudocentres.

**Definition 3.2.** A rational number $r \in \mathbb{Q} \cap (0, 1]$ is called *extremal* if there exists $n \geq 1$ such that $G^n(r) = 0$ and $G^k(r) > r$ for any $1 \leq k \leq n - 1$.

The continued fraction expansions of extremal rational numbers have a particular structure, namely, they are extremal in the following sense.

**Definition 3.3.** A finite string of positive integers $S$ is called *extremal* if $XY < YX$ for every splitting $S = XY$ where $X, Y$ are nonempty strings.

The following lemma puts together all the above results and definitions.

**Lemma 3.4.** Let $r \in \mathbb{Q} \cap (0, 1]$ be a rational number. Then the following conditions are equivalent:

(i) $r$ is extremal;
(ii) the interval $I_r$ is a maximal quadratic interval;
(iii) if $r = [0; S_1]$ is the continued fraction expansion of odd length of $r$, then $S_1$ is extremal.

Moreover, if any of these conditions holds and $r = [0; S_0]$ is the continued fraction expansion of even length of $r$, then for all splittings $S_0 = XY$ one has $XY \leq YX$.

**Proof.** If $r = 1$ there is hardly anything to prove (note that we consider $r = 1$ extremal as well, and $S = (1)$ is extremal for free). For $r \in (0, 1)$ it is immediate to check that Proposition 3.1 gives the implications (ii) $\implies$ (iii) $\implies$ (i), hence we only need to prove (i) $\implies$ (ii).

To do so, suppose that $r \in \mathbb{Q}$ is such that $G^k(r) > r$ for $1 \leq k \leq n - 1$ and $G^n(r) = 0$. Let $(\alpha^-, \alpha^+)$ be the complementary interval of $\mathcal{E}$ where $r$ lies, and suppose the
pseudocentre of such a component is $s := [0; Z_0] = [0; Z_1]$, so that $\alpha^- = [0; Z_0]$ and $\alpha^+ = [0; Z_1]$. Then either $r = Z_0 \cdot r'$ or $r = Z_1 \cdot r'$ for some $r' \geq 0$. In the first case, if $k = |Z_0|$ then $G^k(s, \alpha^+) = [0, \alpha^+]$. Hence, since $G^k$ is expanding, $r' = G^k(r) < r$. In the second case, if $k = |Z_1|$ then $G^k((\alpha -, s]) = [0, \alpha -)$ and $G^k$ is orientation reversing, hence $r' = G^k(r) < r$. In both cases, the fact that $r$ is extremal implies $r' = 0$, so $r = s$ is the pseudocentre of $(\alpha -, \alpha +)$, hence $I_r = I_s$ is maximal.

The last claim follows immediately from Proposition 3.1.

As a consequence of this discussion, there is a bijection between extremal rational numbers and maximal quadratic intervals; therefore, the set

$$\mathbb{Q}_E = \{r \in \mathbb{Q} \cap (0, 1), \ r \text{ extremal}\}$$

(13)

allows us to label all maximal quadratic intervals, which are the connected components of $[0, 1] \setminus \mathcal{E}$. Thus we have shown that the complement of $\mathcal{E}$ can be expressed as a disjoint union

$$[0, 1] \setminus \mathcal{E} := \bigcup_{r \in \mathbb{Q}_E} I_r.$$  

(14)

It is also possible to describe the topology of $\mathcal{E}$ in detail, and more precisely identify its isolated points. Indeed, if $r = [0; S_1]$ is extremal, then $r_1 = [0; S_1 S_0]$ is also extremal [CT1, Proposition 3.9], and $\mathcal{E} \cap [r_1, r]$ consists of the single, isolated point $\alpha_1 = [0; \overline{S_1}]$. All isolated points are obtained in this way, and come grouped in period-doubling cascades since we can reiterate this scheme as we explain below.

Let us denote by $Z'$ the conjugate string of $Z$ (so that $[0; Z'] = [0; Z]$).

**Proposition 3.5. [BCIT]** Let $r = [0; S_1]$ be an extremal rational number, with $S_1$ its continued fraction of odd length. Define the sequence

$$Z_1 = S_1, \quad Z_{n+1} = Z_n Z_n' \quad (n \geq 1).$$

Then all the values $\alpha_n := [0; \overline{Z_n}]$ belong to $\mathcal{E}$ and form a decreasing sequence converging to a point $\alpha_\infty \in \mathcal{E}$ which has an aperiodic continued fraction expansion. In fact, if $\alpha^+ = [0; \overline{S_0}]$, then $\mathcal{E} \cap (\alpha^- , \alpha^+)$ is precisely the discrete set $\{\alpha_n, \ n \geq 1\}$, which we call the period-doubling cascade associated to $r$.

Finally, every isolated point of $\mathcal{E}$ belongs to some period-doubling cascade.

For instance, by starting with $r = \frac{1}{2} = [0; 2] = [0; 1, 1]$, one gets the sequence

$$[0; 2], [0; 2, 1, 1], [0; 2, 1, 1, 2, 2], [0; 2, 1, 1, 2, 2, 1, 1, 2, 1, 1, 2, 1, 1, \ldots$$

which tends to the point $c_F = 0.3867499707 \ldots$. Notice that in the dictionary of [BCIT], this point corresponds to the Feigenbaum parameter for unimodal maps (hence the notation $c_F$). It is also easy to describe the sequence of strings $Z_n$ in terms of the conjugate string $S_0$ and $S_1$:

$$S_1, S_1 S_0, S_1 S_0 S_1 S_1, S_1 S_0 S_1 S_1 S_0 S_1 S_1 S_0, \ldots$$
Note that the sequence can be obtained by successive iterations of the substitution operator
\[
\begin{align*}
S_1 &\mapsto S_1 S_0, \\
S_0 &\mapsto S_1 S_1.
\end{align*}
\]
Later on we will use this pattern to find the modulus of continuity of \(\eta(t) = \text{H.dim } B(t)\) near \(c_e\); in fact in §4 we will also see how period-doubling fits in the more general framework of tuning operators (cf. Corollary 4.1).

3.2. Anatomy of generalized bounded type numbers. In this section we will provide an analogous description for the set \(B(t)\), by producing the set of pseudocentres of all connected components of its complement. We need two definitions.

**Definition 3.6.** Let \(t \in (0, g]\) be a fixed value, \(r := [0; S_0] = [0; S_1] \in \mathbb{Q} \cap (0, 1)\) and let us define
\[
V_r := (S_1 \cdot \ell(t), S_0 \cdot \ell(t)).
\]
We also define \(V_0 := [0, \ell(t))\) and \(V_1 := (1/(1 + \ell(t)), 1]\). We shall call \(V_r\) the \(t\)-gap generated by \(r \in \mathbb{Q} \cap [0, 1]\).

**Definition 3.7.** Let \(t \in (0, 1)\) and \(r \in \mathbb{Q} \cap [0, 1]\). We say that \(m \in \mathbb{N}\) is the running time of \(r\) if \(G^m(r) = 0\) but \(G^k(r) > 0\) for all \(0 \leq k \leq m - 1\). (16)

We say that \(r\) is a \(t\)-label if the \(G\)-orbit of \(r\) never enters the interval \((0, \ell(t))\); this means that if \(m\) is the running time of \(r\),
\[
G^m(r) = 0 \quad \text{but} \quad G^k(r) > \ell(t) \quad \text{for all} \quad 0 \leq k \leq m - 1.
\]
We shall denote by \(\mathbb{Q}_t\) the set of all \(t\)-labels.

We will prove that \(t\)-gaps provide a complete description of \(B(t)\) by determining the connected components of its complement.

**Proposition 3.8.** Let \(t \in (0, g]\). Then the connected components of the complement of \(B(t)\) are precisely the \(t\)-gaps generated by the \(t\)-labels, hence
\[
B(t) = [0, 1] \setminus \bigcup_{r \in \mathbb{Q}_t} V_r.
\]

**Corollary 3.9.** \(B(t)\) contains isolated points if and only if \(\beta := \ell(t)\) is isolated in \(E\).

**Proof.** Let us set \(\beta := \ell(t)\). Let us recall that \(\beta\) is isolated in \(E\) if and only if \(\beta = [0; S]\) with minimal period \(S\) of odd length [BCIT, Lemma 4.5].

Now we shall prove that if \(\beta\) is isolated in \(E\), then it is isolated in \(B(t) = B(\beta)\). Indeed, if \(\beta = [0; S]\) has odd minimal period, then \(S \cdot 0 > \beta\). Moreover, if \(x \in (\beta, S \cdot 0)\) then \(x = S \cdot y > S \cdot \beta = \beta\) for some \(y\), hence, since \(|S|\) is odd, \(G^{|S|}(x) = y < \beta\). This means that \(x\) does not belong to \(B(t) = B(\beta)\), hence \(\beta\) is isolated in \(B(\beta)\).

Conversely, if \(x\) is an isolated point of \(B(t)\) then, by Proposition 3.8, \(x\) is the common endpoint of two adjacent \(t\)-gaps; therefore, we can write \(x = S \cdot \beta = T \cdot \beta\) where \(S, T\) are
The bifurcation locus for numbers of bounded type

two strings, one of even and one of odd length. If (say) $S$ is the longest then $S = TR$ with $|R|$ odd, therefore $R \cdot \beta = \beta$, which means that $\beta$ is periodic with minimal period of odd length.

**Corollary 3.10.** The points of discontinuity of the set-valued function

$$t \mapsto B(t)$$

in the Hausdorff topology are precisely the isolated points of $\mathcal{E}$ (corresponding to period-doubling bifurcation parameters).

**Proof.** If $A$ is a set, we shall set $N_\epsilon(A) := \{x : d(x, A) < \epsilon\}$. Let us also recall that if $A, B$ are two nonempty closed sets, then the Hausdorff distance $d_H(A, B)$ is smaller than $\epsilon$ if and only if $B \subset N_\epsilon(A)$ and $A \subset N_\epsilon(B)$. Let us point out that, since the sets we are interested in are monotone, we will always have to check just one inclusion.

It is easy to prove that $t \mapsto B(t)$ is everywhere left-continuous with respect to Hausdorff distance: this amounts to checking that, if $t \in (0, 1)$ and $t_n \not\rightarrow t$, then for every fixed $\epsilon > 0$ there exists $\tilde{n}$ such that $B(t_{\tilde{n}}) \subset N_\epsilon(B(t))$. This is a straightforward consequence of $B(t) = \bigcap_{t' < t} B(t')$.

On the other hand, because of Corollary 3.9 the map cannot be right-continuous at isolated points of $\mathcal{E}$, so we just have to prove that it is right-continuous at any $\beta$ a non-isolated point of $\mathcal{E}$; such points are always accumulated on the right by points of $\mathcal{E}$, hence

there exists $(\beta_n) \subset \mathcal{E} : \beta_n \nearrow \beta$ as $n \to +\infty$.

To prove right-continuity at any such $\beta \in \mathcal{E}$ it will be enough to check that for all $\epsilon > 0$ there exists $\tilde{n}$ such that $B(\beta) \subset N_\epsilon(B(\beta_{\tilde{n}}))$. Since the set $\{S \cdot \beta : [0; S] \in \mathbb{Q}_\beta\}$ is dense in $B(\beta)$ we can find a finite subset $\mathcal{S} \subset \{S \cdot \beta : [0; S] \in \mathbb{Q}_\beta\}$ such that $B(\beta) \subset N_{\epsilon/2}(E)$ with $E := \{S \cdot \beta : \beta \in \mathcal{S}\}$. Therefore if we prove that

$$E \subset N_{\epsilon/2}(B(\beta_{\tilde{n}})) \quad (*)$$

we are done. For $S \in \mathcal{S}$ we denote by $r(S)$ the minimum positive element of the orbit $G^k(S \cdot 0)$; since $\mathcal{S} \subset \mathbb{Q}_\beta$ we have that $r(S) > \beta$, therefore $r := \min_{S \in \mathcal{S}} r(S) > \beta$ as well. Now let us choose $\tilde{n}$ such that:

(a) $\beta_{\tilde{n}} \in (\beta, r)$;

(b) $|\beta_{\tilde{n}} - \beta| < \epsilon/2$.

By (a) we have that $\mathcal{S} \subset \mathbb{Q}_{\beta_{\tilde{n}}}$ and, by Proposition 3.8, $S \cdot \beta_{\tilde{n}} \in B(\beta_{\tilde{n}})$ for all $S \in \mathcal{S}$. On the other hand, (b) implies that

$$|S \cdot \beta - S \cdot \beta_{\tilde{n}}| \leq |\beta - \beta_{\tilde{n}}| < \epsilon/2 \quad \text{for all } S \in \mathcal{S},$$

and so condition $(*)$ above holds.

In the following, we will denote $\beta := \ell(t)$. In order to prove Proposition 3.8, let us first observe some basic properties of $t$-labels (recall that $B(t) = B(\beta)$).

- If $V_r$ is a $t$-gap, then $V_r \cap B(t) = \emptyset$. 

• If \( V_r \) is the \( t \)-gap generated by \( r \) and \( G^k(r) \neq 0 \), then \( G^k(V_r) \) is the \( t \)-gap generated by \( G^k(r) \).

• \([0, 1] \setminus B(t) = \bigcup_{r \in [0,1] \cap \mathbb{Q}} V_r\).

In the formula above, in the union lots of overlappings occur; nonetheless we shall see that \( B(t) \) can be described as the disjoint union of a subfamily of \( t \)-gaps.

**Lemma 3.11.** Let \( \beta \in \mathcal{E} \) be a fixed value, \( r := [0; S] \in \mathbb{Q} \cap [0, 1) \), \( r > \beta \). Then \( S \cdot \beta \geq \beta \).

**Proof.** If \( |S| \) is even, the claim is trivial:

\[
S \cdot \beta \geq S \cdot 0 = r > \beta.
\]

If \( |S| \) is odd, set \( \alpha^- := [0; \overline{S}] \); \( \alpha^- \) is the left endpoint of the quadratic interval \( I_r \) generated by \( r \), so \( \alpha^- < r \) but also \( \beta \leq \alpha^- \) (because no point of \( \mathcal{E} \) can belong to \( I_r \)). Hence \( S \cdot \beta \geq S \cdot \alpha^- = \alpha^- \geq \beta \).

**Lemma 3.12.** Let \( t \in (0, 1) \), and \( r := [0; S_1] = [0; S_0] \in \mathbb{Q} \), be a \( t \)-label, \( \beta := \ell(t) \). Then the \( t \)-gap generated by \( r \), namely the open interval \( V_r := (S_1 \cdot \beta, S_0 \cdot \beta) \), is a connected component of \([0, 1] \setminus B(t)\).

**Proof.** If \( r = 0 \) or \( r = 1 \) there is no problem. Otherwise \( r = [0; S_1] = [0; S_0] \) and \( V_r \subset [0, 1] \setminus B(t) \). To prove our claim it is sufficient to check that \( \partial V_r \subseteq B(t) \), that is, both \( \beta^+ := S_0 \cdot \beta \) and \( \beta^- := S_1 \cdot \beta \) belong to the set \( B(\beta) \). By assumption we have that \( G^k(r) > \beta \) for \( 0 \leq k \leq m - 1 \); moreover, \( \partial V_{G^k(r)} = \{G^k(\beta^\pm)\} \) and hence \( G^k(\beta^\pm) \geq \beta \) for \( 0 \leq k \leq m - 1 \) (by Lemma 3.11). On the other hand, \( G^m(\beta^\pm) = \beta \) and hence \( \beta^\pm \in B(\beta) \).

**Lemma 3.13.** Let \( t \in (0, 1) \), let \( V := (\xi^-, \xi^+) \) be a connected component of \([0, 1] \setminus B(t)\), and let \( r \in V \cap \mathbb{Q} \). The following conditions are equivalent:

(i) \( r \) is the pseudocentre of \( V \);

(ii) \( r \) is a \( t \)-label.

**Proof.** (i) \( \Rightarrow \) (ii) We argue by contradiction. Assume that \( r \in \mathbb{Q} \) is the pseudocentre of \( V \) but there exists \( k_0 \) such that \( r_1 := G^{k_0}(r) \in (0, \ell(t)) \). In this case \( r = [0; S_0S_1] \) and \( r_1 = [0; S_1] \) for certain strings \( S_0, S_1 \); moreover, setting \( r_0 := [0; S_0] \), we see that the interval \([0, r_1] \subset [0, \ell(t)] \), hence \( S_0 \cdot [0, r_1] \subset [0, 1] \setminus B(\ell(t)) = [0, 1] \setminus B(t) \), and so \( S_0 \cdot [0, r_1] \) must also be contained in \( V \), by connectedness. This is a contradiction: if we denote by \( \text{den}(r) \) the denominator of \( r \) in reduced form, then \( r_0 = S_0 \cdot 0 \in V \) and \( \text{den}(r_0) < \text{den}(r) \) imply that \( r \) cannot be the pseudocentre of \( V \).

(ii) \( \Rightarrow \) (i) Let \( \beta := \ell(t) \in \mathcal{E} \), so that \( B(\beta) = B(\ell(t)) \). By Lemma 3.12, if \( r := [0; S_1] = [0; S_0] \in V \) satisfies (ii) then \( V = (S_1 \cdot \beta, S_0 \cdot \beta) \) and hence \( r \) is the pseudocentre of \( V \).

**Proof of Proposition 3.8.** If \( r \) is a \( t \)-label, then the \( t \)-gap \( V_r \) is a connected component of \([0, 1] \setminus B(t)\) by Lemma 3.12. On the other hand, if \( V \) is a connected component, then its pseudocentre \( r \) is a \( t \)-label by Lemma 3.13, hence \( V = V_r \) by Lemma 3.12.
Remark In order to compute \( \ell(t) \) given \( t \), one can proceed as follows. If \( t \in \mathcal{E} \) then \( t = \ell(t) \). If not, then \( t \) belongs to some maximal interval \((\alpha^-, \alpha^+)\) and we can find the smallest integer \( m \) such that \( G^m(t) < t \). Thus \( t = S \cdot y \) with \( y = G^m(t) \) and the string \( S \), which consists of the first \( m \) partial quotients of \( t \), is an expansion of the pseudocentre of \((\alpha^-, \alpha^+)\) so that \( \ell(t) = \alpha^+ = [0; \overline{S_0}] \) with \( S_0 = S \) if \( m \) is even, \( S_0 = S' \) if \( m \) is odd.

4. Tuning

The goal of this section is to define renormalization operators for numbers of bounded type, and identify their action on parameter space.

Let \( r \in \mathbb{Q} \cap (0, 1) \), and let \( r = [0; S_0] = [0; S_1] \) be respectively the even and odd continued fraction expansion of \( r \). The tuning window associated to \( r \) is the interval \( W_r := [\omega, \alpha) \) with endpoints
\[
\omega := [0; \overline{S_1 S_0}],
\]
\[
\alpha := [0; \overline{S_0}].
\]

We can define the tuning operator \( \tau_r := [0, 1] \setminus \mathbb{Q} \mapsto [0, 1] \) as
\[
[0; a_1, a_2, \ldots] \mapsto [0; S_1^{a_1-1} S_0^{a_2-1} \ldots]
\]
and \( \tau_r(0) = \omega \). It is easy to check that the map \( x \mapsto \tau_r(x) \) is strictly increasing, and its image is contained in \( W_r \) (indeed, \( \tau_r(\mathcal{E}) = \mathcal{E} \cap W_r \)). Moreover, tuning behaves well with respect to the string action,
\[
\tau(S \cdot x) = \tau(S) \cdot \tau(x),
\]
where \( S = (a_1, \ldots, a_n) \) is a finite string and \( \tau(S) := S_1^{a_1-1} \ldots S_0^{a_n-1} \).

The point \( \alpha := [0; \overline{S_0}] \) will be called the root of the tuning window. A tuning window will be called maximal if it is not contained in any other tuning window. An extremal rational number \( r \) will be called primitive if \( W_r \) is a maximal tuning window.

Let us remark that the period-doubling cascades of §3.1 are generated by iteration of the tuning map \( \tau_{1/2} \). For instance, if \( g = [0; 1] \), then \( \tau_{1/2}(g) = [0; \overline{2}] \), \( \tau_{1/2}^2(g) = [0; \overline{2, 1, 1}] \) and so on, hence \( \tau_{1/2}^n(g) \) is the cascade which tends to \( c_F \), and \( c_F \) is a fixed point of \( \tau_{1/2} \). It is then easy to check that all other period-doubling cascades are tuned images of this one.

COROLLARY 4.1. For any extremal rational number \( r \), the cascade generated by \( r \) is just the sequence \( \{\tau_r \tau_{1/2}^n(g), \ n \geq 0\} \).

In this section, we will determine the structure of the tuning windows. Let us start with a preliminary result.

LEMMA 4.2. Let \( r = [0; S_0] = [0; S_1] \in \mathbb{Q}_E \) and \( y := [0; B, S_n, \ldots] \) with \( B \) a proper suffix of either \( S_0 \) or \( S_1 \), and \( S_n \) equal to either \( S_0 \) or \( S_1 \). Then \( y > [0; S_1] \).

Proof. If \( B = (1) \) then there is hardly anything to prove (the first digit of \( S_1 \) is strictly greater than 1). If not, then one of the following is true:
(i) \( S_0 = AB \) and \( A \) is a prefix of \( S_1 \) as well;
(ii) \( S_1 = AB \) and \( A \) is a prefix of \( S_0 \) as well.
By Lemma 3.4, in case (i) we get that $BA \geq AB = S_0 > S_1$, while in case (ii) we get that $BA > AB = S_1$; so in both cases $BA > S_1$ and the claim follows.

Let us now observe that the structure of $B(\omega)$ inside the tuning window is particularly nice.

**Lemma 4.3.** Let $r \in \mathbb{Q} \cap (0, 1)$ be extremal, $W_r = [\omega, \alpha)$. Then

$$B(\omega) \cap [\omega, \alpha] = K(\Sigma)$$

where $K(\Sigma)$ is the regular Cantor set on the alphabet $\Sigma = \{S_0, S_1\}$. This means that $x$ belongs to $B(\omega) \cap [\omega, \alpha]$ if and only if its continued fraction is an infinite concatenation of the strings $S_0, S_1$.

**Proof.** If $x \in B(\omega) \cap [\omega, \alpha]$, either $x = S_0 \cdot y$ for some $y$, or $x = S_1 \cdot y$. In the first case, from $x \leq [0; S_0]$ and the fact $|S_0|$ is even it follows that $y \leq [0; S_0]$. In the second case, from $x \geq [0; S_1, S_0]$ and the fact $|S_1|$ is odd it also follows that $y \leq [0; S_0]$. Moreover, since $x \in B(\omega)$, the point $y = G_k(x)$ belongs to $B(\omega)$ and also $y \geq \omega$, hence $y \in B(\omega) \cap [\omega, \alpha]$ and the inclusion is proved by induction.

Conversely, if $x \in K(\Sigma)$, then either $G_k(x) \in K(\Sigma)$ as well, and hence $G_k(x) \geq \omega = \min K(\Sigma)$, or $G_k(x) = [0; B, S_*, \ldots]$ with $B$ a proper suffix of either $S_0$ or $S_1$, and $S_*$ equal to either $S_0$ or $S_1$: in this latter case $G_k(x) > \alpha_1 = [0; S_1] > \omega$ is a consequence of Lemma 4.2.

Note that the previous lemma suggests a possible strategy to prove Theorem 1.6(iii), by comparing the dimensions of $B(\alpha)$ and $K(\Sigma)$. However, such comparison is not completely trivial as $B(\alpha)$ is not in general a regular Cantor set. The complete proof of Theorem 1.6(iii) will be given in §6.2.

**Lemma 4.4.** Let $r \in \mathbb{Q} \cap (0, 1)$ be extremal, and $x, y \in [0, 1] \setminus \mathbb{Q}$. Then

$$G^k(x) \geq y \text{ for all } k \geq 0$$

if and only if

$$G^k(\tau_r(x)) \geq \tau_r(y) \text{ for all } k \geq 0.$$  

**Proof.** Let us set $r = [0; S_0] = [0; S_1]$ and $x = [0; a_1, a_2, a_3, \ldots]$. Since $\tau_r$ is increasing, $G^k(x) \geq y$ if and only if $\tau_r(G^k(x)) \geq \tau_r(y)$ if and only if $G^{N_k}(\tau_r(x)) \geq \tau_r(y)$ for $N_k = |S_0|(a_1 + \cdots + a_k) + (|S_1| - |S_0|)k$. On the other hand, if $h$ is not of the form $N_k$, $G^h(\tau_r(x)) = [0; B, S_*, \ldots]$ with $B$ a suffix of either $S_0$ or $S_1$, $B \neq S_1$, and $S_*$ equal to either $S_0$ or $S_1$. By Lemma 4.2 it follows immediately that

$$G^h(\tau_r(x)) \geq [0; S_1] \geq \tau_r(y).$$

The last inequality above is due to the fact that $\tau_r(y) \leq \tau_r(1) = [0; S_1]$.

Now we can be even more precise and characterize the action of tuning on $E$ and $B(t)$ in the following way.
PROPOSITION 4.5. Let \( r \in \mathbb{Q} \cap (0, 1) \) be extremal, \( W_r = [\omega, \alpha) \). Then, for each \( x \in [0, 1] \setminus \mathbb{Q} \), we have:

(i) \( \mathcal{E}(\tau_r(x)) = \mathcal{E}(\alpha) \cup \tau_r(\mathcal{E}(x)) \);
(ii) \( \mathcal{B}(\tau_r(x)) = \mathcal{B}(\alpha) \cup \bigcup_{S \in \Sigma_\alpha} S \cdot \tau_r(\mathcal{B}(x)) \), where \( \Sigma_\alpha := \{SS^n_0 : s = [0; S] \) is an \( \alpha \)-label, \( n \in \mathbb{N} \} \) is a countable set of strings.

Proof. (i) Let \( y \in \mathcal{E}(\tau_r(x)) \). Either \( y \in \mathcal{E} \cap [\alpha, 1) = \mathcal{E}(\alpha) \), or \( y \in \mathcal{E} \cap [\tau_r(x), \alpha) \), hence \( y \leq [0; S_1] \). In the second case, \( y \in \mathcal{B}(\omega) \) hence, by Lemma 4.3, the continued fraction expansion of \( y \) is a concatenation of the strings \( S_0 \) and \( S_1 \) and begins with \( S_1 \), therefore \( y = \tau_r(v) \) for some \( v \in [0, 1] \setminus \mathbb{Q} \). Since \( G^n(y) \geq y \geq \tau_r(x) \) for all \( n \), \( G^n(v) \geq v \geq x \) by Lemma 4.4, so \( v \in \mathcal{E}(x) \). Conversely, if \( v \in \mathcal{E}(x) \), then \( G^n(v) \geq v \geq x \) for all \( n \), hence, by Lemma 4.4, \( \tau_r(v) \in \mathcal{E}(\tau_r(x)) \).

(ii) Let us assume that

(a) \( y \in \mathcal{B}(\tau_r(x)) \), but
(b) \( y \notin \mathcal{B}(\alpha) \).

From (b) it follows that \( y \) is in some \( \alpha \)-gap, therefore \( y = S \cdot y' \) for some \( \alpha \)-label \( s = [0; S] \) and \( y' < \alpha \). On the other hand, by (a) it follows that \( G^{\lfloor s \rfloor}(y) = y' \in \mathcal{B}(\tau_r(x)) \cap [\omega, \alpha] \), therefore, by Lemma 4.3, \( y' = [0; Y] \) with \( Y \) an infinite concatenation of the words \( S_0, S_1 \) and hence \( y' = S^n_0 \cdot y'' \) for some \( n \in \mathbb{N} \) and \( y'' = \tau_r(v) \) for some \( v \in (0, 1) \cap (\mathbb{R} \setminus \mathbb{Q}) \cup \{0\} \). By Lemma 4.4, \( v \in \mathcal{B}(x) \), hence \( y = SS^n_0 \cdot y'' \) with \( y'' \in \tau_r\mathcal{B}(x) \).

Now suppose \( y \in SS^n_0 \cdot \tau_r\mathcal{B}(x) \) with \( s = [0; S] \) an \( \alpha \)-label, and let \( k \geq 0 \). Then for \( k < |S| \) we have that \( G^k(S \cdot y) \) lies between \( G^k(s) \) and \( G^k(S \cdot \alpha) \), which are both above \( \alpha \). For \( |S| \leq k < |S| + n|S_0| \), the continued fraction expansion of \( G^k(y) \) starts with a prefix of \( S_0 \), hence it is larger than \( \alpha \) by Lemma 4.2. Finally, for \( k \geq |S| + n|S_0| \) we have \( G^k(y) = G^h(\tau_r(z)) \) with \( h = k - |S| + n|S_0| \) and \( z \in \mathcal{B}(x) \), hence, by Lemma 4.4,

\[
G^k(y) \geq \tau_r(x).
\]

The three cases imply that \( y \in \mathcal{B}(\tau_r(x)) \).

Finally, \( \tau_r(x) \leq \alpha \) implies \( \mathcal{B}(\alpha) \subseteq \mathcal{B}(\tau_r(x)) \), completing the proof.

COROLLARY 4.6. Let \( r \in \mathbb{Q} \cap (0, 1) \) be extremal, \( W_r = [\omega, \alpha) \), and \( x \in [0, 1) \setminus \mathbb{Q} \). Then we have

\[
\text{H.dim} \mathcal{B}(\tau_r(x)) = \max\{\text{H.dim} \mathcal{B}(\alpha), \text{H.dim} \tau_r(\mathcal{B}(x))\}
\]

and

\[
\text{H.dim} \mathcal{E}(\tau_r(x)) = \max\{\text{H.dim} \mathcal{E}(\alpha), \text{H.dim} \tau_r(\mathcal{E}(x))\}.
\]

Remark. We will actually see in §6 that it is possible to determine precisely which term attains the maximum, that is,

\[
\text{H.dim} \mathcal{E}(\tau_r(x)) = \begin{cases} \text{H.dim} \tau_r \mathcal{E}(x) & \text{if } \alpha > c_F, \\ \text{H.dim} \mathcal{E}(\alpha) & \text{if } \alpha < c_F, \end{cases}
\]
and

\[ H.\dim \mathcal{B}(\tau_r(x)) = \begin{cases} H.\dim \tau_r \mathcal{B}(x) & \text{if } \alpha > c_F, \\
H.\dim \mathcal{B}(\alpha) & \text{if } \alpha < c_F, \end{cases} \]

where \( c_F \) is the fixed point of the tuning operator \( \tau_{1/2} \).

4.1. Scaling and Hölder continuity at the Feigenbaum point. The tuning operator is useful to understand the scaling law of the Hausdorff dimension at the ‘Feigenbaum point’ \( c_F \). In this section, we will use it to establish Theorem 1.8.

Let \( \alpha := [0; 2, 1] \), \( \tau := \tau_{1/2}, \alpha_n := \tau^n(\alpha) \) and \( g_n := \tau^n(g) \). Note that \( \mathcal{B}(g) = \{ g \} \) is a singleton; thus, applying Proposition 4.5 inductively shows that \( \mathcal{B}(g_n) \) is countable, hence \( H.\dim \mathcal{B}(g_n) = 0 \). Using Corollary 4.6 with \( r = \tau^n(1) \), we then get that

\[ H.\dim \mathcal{B}(\alpha_n) = \max\{H.\dim \mathcal{B}(g_n), H.\dim \tau^n(\mathcal{B}(\alpha))\} \]

\[ = H.\dim \tau^n(\mathcal{B}(\alpha)). \]

For \( \alpha = [0; 2, 1] \) we know that \( \mathcal{B}(\alpha) = K([1, (2)]) \) is a regular Cantor set, therefore all its tuned images will be regular Cantor sets as well. Indeed, let us set

\[
\begin{cases}
Z_0 := (1), \\
Z_1 := (2), \\
Z_{n+1} := Z_nZ_{n-1}Z_{n-1} \text{ if } n \geq 1.
\end{cases}
\]

Using induction, one can easily prove the following facts.

- \( Z_{n+1} = Z_nZ'_n \), where \( Z'_n \) denotes the conjugate string of \( Z_n \) (i.e. \([0; Z_n] = [0; Z'_n]\)); therefore, setting \( q_n := q(Z_n) = q(Z'_n) \), equation (7) implies that

\[ q_n^2 \leq q_{n+1} \leq 2q_n^2. \tag{20} \]

- \( \tau(Z_n) = Z_{n+1} \), hence \( \tau^n(\mathcal{B}(\alpha)) = K_n \) with \( K_n := K([Z_n, Z_{n+1}]) \).

- \( K_n \) is a disjoint union of its self similar copies: \( K_n = (Z_n \cdot K_n) \cup (Z_{n+1} \cdot K_n) \).

Using this information together with equation (8), we get

\[ \frac{1}{2q_{n+1}} \leq |f'_{Z_n}(x)| \leq \frac{1}{q_n^2}, \]

\[ \frac{1}{(2q_{n+1})^2} \leq |f'_{Z_{n+1}}(x)| \leq \frac{1}{q_n^4}, \]

and standard Hausdorff dimension estimates (equation (11)) then yield

\[ \frac{\log((\sqrt{5} + 1)/2)}{\log q_{n+1} + \log 2} \leq H.\dim K_n \leq \frac{\log((\sqrt{5} + 1)/2)}{\log q_{n+1} - \log 2}. \tag{21} \]

On the other hand, it is easy to check that

\[ r_1 := [0; Z_2Z_1] = [0; S_1S_0S_1S_0] = [0; S_1S_0S_1S_1S_1] \]

is the pseudocentre of \([\alpha_1, c_F]\), being a convergent of both endpoints of the interval. Using the tuning operator \( \tau \) (which has \( c_F \) as fixed point) we get that \( r_n = [0; Z_{n+1}Z_nZ_{n+1}Z_{n+1}] = [0; Z_{n+1}Z_nZ'_nZ'_{n+1}] \) is a common convergent of the endpoints of \([\alpha_n, c_F]\). This means that

\[ \alpha_n = (Z_{n+1}Z_nZ_{n+1}) \cdot \tilde{\alpha}_n, \quad c_F = (Z_{n+1}Z_nZ'_nZ'_{n+1}) \cdot \tilde{c}_n, \tag{22} \]
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for some \(\tilde{\alpha}_n, \tilde{c}_n \in K((1, (2)))\). Of course \(q(Z_{n+1}Z_nZ_{n+1}) = q(Z_{n+1}Z_nZ'_n)\); moreover, using equation (7) together with the estimate (20), we get that

\[
\frac{1}{2}q_{n+1}^5 \leq q(Z_{n+1}Z_nZ_{n+1})^2 \leq 16q_{n+1}^5.
\]

(23)

Since \(K((1, (2))) \subset [1/3, 1]\) and \(f_{Z_{n+1}Z_nZ_{n+1}}(r_n) = 0\), equations (8) and (22) yield the same upper and lower estimates for both \(r_n - \alpha_n\) and \(c_F - r_n\), namely,

\[
\frac{1}{96q_{n+1}^5} \leq r_n - \alpha_n \leq \frac{2}{q_{n+1}^5}, \quad \frac{1}{96q_{n+1}^5} \leq c_F - r_n \leq \frac{2}{q_{n+1}^5}.
\]

Thus, writing \(c_F - \alpha_n = (c_F - r_n) + (r_n - \alpha_n)\) we finally get

\[
\frac{1}{48q_{n+1}^5} \leq c_F - \alpha_n \leq \frac{4}{q_{n+1}^5}.
\]

(24)

Equations (21) and (24) show the following scaling law for \(\mathcal{B}(t)\) at \(c_F\):

\[
\lim_{n \to +\infty} H.\dim \mathcal{B}(\alpha_n) \log \left(\frac{1}{|c_F - \alpha_n|}\right) = 5 \log \frac{\sqrt{5} + 1}{2}.
\]

(25)

As a consequence, the map \(\eta(t) = H.\dim \mathcal{B}(t)\) is not Hölder continuous at \(c_F\).

One can use this estimate to get a result on the modulus of continuity of the dimension function \(\eta\): for \(\alpha_n \leq t \leq \alpha_{n+1}\) one has \(\eta(\alpha_{n+1}) \leq \eta(t) \leq \eta(\alpha_n)\), and we get, for \(t \to c_F\),

\[
\frac{5}{2} \log \frac{\sqrt{5} + 1}{2} + o(|c_F - t|) \leq \eta(t) \log \frac{1}{c_F - t} \leq 10 \log \frac{\sqrt{5} + 1}{2} + o(|c_F - t|),
\]

which completes the proof of Theorem 1.8.

Finally, let us note that one cannot do much better than this, as the product \(\eta(t) \log 1/(c_F - t)\) does not converge as \(t \to c_F\). Indeed, if we set \(\beta_n := \tau^n([0; \tilde{S}])\) we can use the same method as before to check that \(c_F - \beta_n\) goes to 0 at a rate of \(q_{n+1}^{-3}\) while \(\eta(\beta_n) = \eta(\alpha_n)\), so that

\[
\lim_{n \to +\infty} H.\dim \mathcal{B}(\beta_n) \log \left(\frac{1}{|c_F - \beta_n|}\right) = 3 \log \frac{\sqrt{5} + 1}{2}.
\]

which is not the same scaling law as in (25). See Figure 2.

5. Dominant points

Definition 5.1. A finite string \(S\) of positive integers and even length is called dominant if

\[
XY << Y
\]

for every splitting \(S = XY\) where \(X, Y\) are finite, nonempty strings.

Let us remark that every dominant string is extremal, but the converse does not hold. For instance, the strings \((5, 2, 4, 3)\) and \((5, 2, 4, 5)\) are both extremal, but the first is dominant while the second is not.

Definition 5.2. A point \(x \in \mathcal{E}\) is dominant if there exists a dominant word \(S\) such that \(x = [0; \tilde{S}]\).
We define the set $UT$ of untuned parameters as the complement in $E$ of all tuning windows:

$$UT := E \setminus \bigcup_{r \in \mathbb{Q}_E} W_r.$$  

The importance of dominant points lies in the fact that they approximate all untuned parameters.

**Proposition 5.3.** The set of dominant points is dense in $UT \setminus \{g\}$. More precisely, every parameter in $UT \setminus \{g\}$ is accumulated from the right by dominant parameters.

The proof of such a fact will be given in §5.1: we can now see how, by using the density of dominant points, one can prove Proposition 1.7 stated in the introduction.

**Proposition 5.4.** Given any point $x \in UT$ and any $y > x$, $E(x)$ contains a Lipschitz image of $B(y)$. More precisely, there exists a finite string $S$ such that $S \cdot B(y) \subseteq E(x)$.

**Proof.** If $x = g$, then $B(y) = \emptyset$ and the claim is trivial. Otherwise, by Proposition 5.3, $x$ is accumulated from the right by dominant points, hence one can choose $z \in (x, y)$ a dominant point $z = [0; \overline{S}]$ such that $S$ is a prefix of $x$ but not of $y$. We claim that

$$S \cdot B(y) \subseteq E(z).$$

Indeed, let $v \in B(y)$, $w := S \cdot v$, and $k \geq 0$. Since $v \geq y \geq z$ and $S$ is even, $w = S \cdot v \geq S \cdot z = z$. If $k < |S|$, then there exists a decomposition $S = S' S''$ such that $G^k(w) = S'' \cdot v > S \cdot v = w$ because $S$ is dominant. On the other hand, if $k \geq |S|$ then $G^k(w) = G^h(v) \geq y$ for $h := k - |S|$ and $y > S \cdot v = w$ because $S$ is not a prefix of $y$, hence $G^k(w) > w$.

As a consequence, the set $S \cdot B(y) \subseteq E(z) \subseteq E(x)$ is a Lipschitz image of $B(y)$ inside $E(x)$. \qed
5.1. Density of dominant points. In order to prove Proposition 5.3, we will need the following definitions: given a string $S$, the set of its prefix-suffixes is

$$PS(S) := \{ Y : Y \text{ is both a proper prefix and a suffix of } S \} = \{ Y : 0 < |Y| < |S|, \text{ there exists } X, Z \text{ s.t. } S = XY = YZ \}.$$  

Moreover, we have the set of residual suffixes

$$RS(S) := \{ Z : S = YZ, Y \in PS(S) \}.$$  

**Lemma 5.5.** Let $S$ be an extremal word and $Y \in PS(S)$. Then:

(i) $|Y| < |S| - 1$;

(ii) $Y$ is an extremal word of odd length.

**Proof.** (i) This claim is almost trivial, because if $|Y| = |S| - 1$ then $S$ is a sequence repeating one single figure, and since $S$ is extremal this cannot happen.

(ii) Suppose $S = XY = YZ$. Then by extremality $XY < YX$, hence $XYY < YXY$ and, by substituting $YZ$ for $XY$, $YZY < YYZ$. If $|Y|$ were even, it would follow that $YZ < YZ$, which contradicts the extremality of $S = YZ < ZY$. Hence $|Y|$ is odd. Suppose now $Y = AB$, with $A$ and $B$ non-empty strings. Then $S = XAB < BXA$. By considering the first $k := |Y|$ characters on both sides of this equation, $Y = AB = (S)_1^k \leq (BXA)_1^k = BA$, where in the last equality we used that $S = YZ = ABZ$. In fact the preceding inequality is strict because if $Y = AB = BA$, then $Y = P^k$ for some string $P$ and $k \geq 2$, and this would mean that $P^2 \in PS(S)$, which is impossible since $P^2$ has even length.

**Lemma 5.6.** Let $S$ be an extremal word of even length such that $\gamma = [0; \overline{S}] \in UT \setminus \{ g \}$, and let $Y \in PS(S)$, $S = YZ$. Let $\alpha(Y)$ be the root of the maximal tuning window $W_r$ which contains $[0; Y]$. Then

$$\alpha(Y) > \gamma = [0; \overline{Z}].$$  

**Proof.** Let $r = [0; S_0] = [0; S_1]$ be the expansions of $r$ in continued fractions of even and odd length, respectively. Since $[0; \overline{Y}] \in \mathcal{E} \cap W_r$ and $|Y|$ is odd, $Y$ is a concatenation of the strings $S_0$ and $S_1$; we claim

$$\beta := [0; \overline{ZY}] > \alpha(Y) = [0; \overline{S_0}].$$  

Indeed, suppose $\beta \leq \alpha(Y)$; since the continued fraction expansion of $Y \cdot \alpha(Y)$ is a concatenation of strings $S_0$ and $S_1$, we have $Y \cdot \alpha(Y) \geq [0; S_1, \overline{S_0}] = \omega(Y)$ where $\omega(Y)$ is the lower endpoint of the tuning window $W_r$. Hence, from $\beta \leq \alpha(Y)$, we have $\gamma = Y \cdot \beta \geq Y \cdot \alpha(Y) \geq \omega(Y)$. On the other hand, since $S = XY$ is extremal, we have $XY < YX$, hence also

$$SY = XYY < YXY = YS$$

so, by the string lemma (Lemma 2.1), we have $\gamma = [0; \overline{S}] < [0; \overline{Y}] < \alpha(Y)$, so that $\gamma \in W_r$, which contradicts the hypothesis that $\gamma$ is untuned. Therefore, we have proved (27).

Now, if (26) did not hold, then $[0; \overline{Z}] \leq [0; \overline{S_0}] < [0; \overline{ZY}]$, thus $Z$ should be a prefix of $\overline{S_0}$, since both $[0; \overline{Z}]$ and $[0; \overline{ZY}]$ have continued fraction starting with $Z$, and $[0; \overline{S_0}]$ lies
between them. Then we can write $Z = S^k_0 V$ with $V$ prefix of $S_0$, $V \neq \emptyset$ since $|Z|$ is odd. If $S_0 \neq (1, 1)$, then $S_0$ is extremal and we can write $S_0 = VW$ for some string $W$. Then, since $S_0$ is extremal, we have

$$VW < WV,$$

and since $V$ has odd length this implies

$$S_0 V = VWV < VVW = VS_0.$$

and, by appending $S^k_0$ (which has even length) on both sides we get

$$S^k_0 V < S^k_0 VS_0.$$

Hence, by the string lemma $[0; Z] = [0; S^k_0 V] > [0; S_0]$, which is a contradiction. On the other hand, if $S_0 = (1, 1)$ one would conclude that $Z$ is made up of 1s, which is impossible as well (since $Z \in RS(S)$, hence $Y$ would also be made up of all 1s).

**Lemma 5.7.** Let $R$ be a string and $\rho = [0; R]$ be the fixed point of the contraction $x \mapsto R \cdot x$. Then

$$R \cdot t > t \quad \text{for all} \quad 0 \leq t < \rho.$$

**Proof.** Set $\varphi(x) := R \cdot x - x$; since $x \mapsto R \cdot x$ is a contraction, $\varphi'(x) < 0$ for all $x \in (0, 1)$ and so $\varphi(t) > \varphi(\rho) = 0$ for all $t < \rho$.

**Lemma 5.8.** Let $S$ be an extremal word of even length, $S \neq (1, 1)$ and $T$ be either a dominant word or $T = (1, 1)$. Suppose, moreover, that:

(i) $S < < T$; and

(ii) $T < Z$ for all $Z \in RS(S).

Then for any $n \geq 1$ and for $m$ sufficiently large, $S^n T^m$ is a dominant word.

**Proof.** (1) From (i) we obtain

$$S^n T^m < < T^a, \quad a \geq 1,$$

$$S^n T^m < < S^b T^m, \quad b < n.$$

(2) If $S = XY$, then $XY < < YX$ by extremality, hence

$$S^n T^m < < Y S^b T^m \quad \text{for all} \quad b \geq 1.$$

(3) If $T$ is dominant, $T < < U$ whenever $T = QU$, thus

$$S^n T^m < < T < < U.$$

The same conclusion holds if $T = (1, 1)$, since the first digit of $S$ is strictly greater than 1.

(4) One is left to prove that $S^n T^m < < Y T^m$ whenever $S = XY$. If $Y \notin PS(S)$, then $XY < < Y$ and the proof is complete. Otherwise, $S = XY = YZ$, $|Y| \equiv 1 \mod 2$ by Lemma 5.5. Moreover, since $YZ < ZY$, by the string lemma (Lemma 2.1) we obtain $[0; ZS^{n-1}] > [0; Z]$, hence (ii) implies $[0; \overline{T}] < [0; ZS^{n-1}]$. So, setting $R = ZS^{n-1}$ in
Lemma 5.7, we get \([0; ZS^{n-1}T] > [0; \overline{T}]\), hence for \(m\) large enough \(ZS^{n-1}T^m >> T^m\) and then

\[ S^nT^m << YT^m. \]

**Proof of Proposition 5.3.** By density of the roots of the maximal tuning windows, it is enough to prove that every \(\alpha\) which is root of a maximal tuning window, \(\alpha \neq g\), can be approximated from the right by dominant points. Hence we can assume \(\alpha = [0; \overline{S}]\), \(S\) an extremal word of even length, and 1 is not a prefix of \(S\). If \(S\) is dominant, a sequence of approximating dominant points is given by \([0; \overline{S^nT}, 1], n \geq 1\). The rest of the proof is by induction on \(|S|\). If \(|S| = 2\), then \(S\) itself is dominant and we are in the previous case. If \(|S| > 2\), either \(S\) is dominant and we are done, or \(PS(S) \neq \emptyset\) and also \(RS(S) \neq \emptyset\). Let us choose \(Z_* \in RS(S)\) such that

\[ [0; Z_*] = \min\{[0; Z] : Z \in RS(S)\} \]

and \(Y_* \in PS(S)\) such that \(S = Y_*Z_*\). Let \(\alpha(Y_*)\) be the root of the maximal tuning window \([0; Y_*]\) belongs to. Then by Lemma 5.6, \([0; \overline{Z_*}] > \alpha(Y_*)\), and by minimality

\[ \alpha(Y_*) < [0; \overline{Z}] \quad \text{for all } Z \in RS(S). \]

If \(\alpha(Y_*) = g\) we can directly apply Lemma 5.8 with \(T = (1, 1)\) to conclude that for \(m\) large enough, \(S^nT^m\) is a dominant word, and \([0; S^nT^m]\) is arbitrarily close to \([0; \overline{S}]\) for sufficiently big \(n\).

If not, then \(g \neq \alpha(Y_*) = [0; \overline{P_0}]\) with \(|P_0|\) even. By Lemma 5.5, \(Y_*\) is an extremal word of odd length, and, since \([0; \overline{Y_*}]\) belongs to the tuning window of root \(\alpha(Y_*)\), by means of the results of \(\S\) we deduce that \(Y_*\) has the odd prefix \(P_1\) (where \(P_1\) denotes the conjugate string of \(P_0\), that is, \([0; P_1] = [0; P_0]\)); hence \(Y_* << P_0\), and a fortiori also \(S << P_0\).

Moreover,

\[ |P_0| \leq |Y_*| + 1 \leq |S| \]

and actually \(|Y_*| + 1 < |S|\) because otherwise the first digit of \(Y_*\) would appear twice at the beginning of \(S\), contradicting the fact that \(S\) is extremal. Since \(|P_0| < |S|\), we can use the inductive hypothesis to claim that there is \(\gamma = [0; \overline{T}]\) which is dominant and

\[ \alpha(Y_*) < [0; \overline{T}] < [0; \overline{Z}] \quad \text{for all } Z \in RS(S) \]

and \(\gamma\) can also be chosen close enough to \(\alpha(Y_*)\) so that \(P_0\) is the prefix of \(T\), which implies

\[ S << T. \]

Again, by Lemma 5.8, \(S^nT^m\) is a dominant word for \(m\) large enough, of even length if \(m\) is even, and arbitrarily close to \([0; \overline{S}]\) as \(n\) tends to infinity.

6. **Fractal dimension**

6.1. **Continuity of Hausdorff dimension.** Let us now prove Theorem 1.6(i), namely the continuity of the Hausdorff dimension of \(B(t)\).
The continuity of the monotone map \( t \mapsto \dim H B(t) \) at \( t = 0 \) follows immediately from equation (37). On the other hand, the continuity at any point \( t_0 > 0 \) can be obtained using a result of Raith. Recall that a piecewise monotonic, piecewise \( C^1 \) map \( T : [0, 1] \to [0, 1] \) is expanding if there exists \( n \geq 1 \) such that \( \inf |(T^n)'(x)| > 1 \), where the inf is taken over all points \( x \) where the derivative is defined.

[Ra2, Theorem 2] in the simplest case (i.e. setting \( K = 1 \); see also [Ra1]) states the following.

**Theorem 6.1.** Let \( T : [0, 1] \to [0, 1] \) be an expanding piecewise monotonic map, and \( Q \) be an open interval. Then for every \( \epsilon > 0 \) there exists \( \delta > 0 \) such that if \( \tilde{Q} \) is another interval \( \delta \)-close to \( Q \) then

\[
|\dim H R(\tilde{Q}) - \dim H R(Q)| < \epsilon
\]

where \( R(Q) := \{ x : T^k(x) \notin Q \text{ for all } k \geq 0 \} \).

So, in order to prove that the map \( t \mapsto \dim H B(t) \) is continuous at a point \( t_0 \in (0, 1/2) \) we proceed as follows.

(i) Note that equation (12) allows us to write \( B(t) \) in terms of the Farey map as

\[
B(t) = \{ x \in [0, 1] : F^k(x) \geq t \text{ for all } k \in \mathbb{N} \}.
\]

(ii) Let us call \( T \) the even map obtained by ‘rectifying’ the graph of \( F \) near the endpoints 0 and 1: namely, fix \( \delta = t_0/2/(1 + t_0/2) \) and let \( T \) be defined as

\[
T(x) := \begin{cases} 
\frac{x}{1 - \delta} & \text{if } 0 \leq x \leq \delta, \\
F(x) & \text{if } \delta < x \leq 1 - \delta, \\
1 - \frac{x}{1 - \delta} & \text{if } 1 - \delta < x \leq 1.
\end{cases}
\]

The map \( T \) is continuous and expanding (even if \( F \) is not). Moreover, for all \( t \in (t_0/2, 1/2) \) we have that

\[
\hat{B}(t) := \{ x \in [0, 1] : T^k(x) \geq t \text{ for all } k \in \mathbb{N} \}
= \{ x \in [0, 1] : F^k(x) \geq t \text{ for all } k \in \mathbb{N} \} = B(t); \tag{28}
\]

this is so because for \( t \in (t_0/2, 1/2) \) the set \( B(t) \) (and hence also \( \hat{B}(t) \)) is contained in the interval \( [t, 1/(1 + t)] \subset [\delta, 1 - \delta] \), where the maps \( F \) and \( T \) coincide.

(iii) We can now apply Theorem 6.1 to the map \( T \) defined above using \( Q = (0, t_0) \) and \( \tilde{Q} = (0, t) \) and we get that for all \( \epsilon > 0 \) there is \( \delta > 0 \) such that if \( |t - t_0| < \delta \) then

\[
|\dim H \hat{B}(t) - \dim H \hat{B}(t_0)| < \epsilon.
\]

This concludes the proof of Theorem 1.6(i).

### 6.2. The local dimension of \( E \)

We are now ready to prove Theorem 1.6(ii), namely that, for each \( t \in [0, 1] \),

\[
\dim H B(t) = \dim H E(t)
\]
where $\mathcal{E}(t) := \mathcal{E} \cap [t, 1]$. Let us recall that by definition $\mathcal{E}(x) \subseteq B(x)$, hence one inequality is trivial. Moreover, since both functions $x \mapsto B(x)$ and $x \mapsto \mathcal{E}(x)$ are locally constant around any $x$ which does not belong to $\mathcal{E}$, it is enough to prove that

$$H.\dim B(x) = H.\dim \mathcal{E}(x) \quad \text{for all } x \in \mathcal{E}.$$  \hfill (29)

We use the following lemma.

**Lemma 6.2.** For each $n \geq 0$, $t > 0$ and $r \in \mathbb{Q} \cap (0, 1)$ extremal, the map $\tau^n \tau_r t^{-(n+1)} : \tau^{n+1} B(t) \rightarrow \tau^n \tau B(t)$ is Lipschitz continuous.

**Proof.** Let us define the partial order $\leq_*$ on the set of finite strings of positive integers: given two strings $A = (a_1, \ldots, a_n)$ and $B = (b_1, \ldots, b_m)$, $A \leq_* B$ if there exists a strictly increasing function $K : \{1, \ldots, n\} \rightarrow \{1, \ldots, m\}$ such that for all $1 \leq i \leq n$, $a_i \leq b_{K(i)}$. Notice that $\leq_*$ behaves well under concatenation ($A \leq_* B, C \leq_* D \Rightarrow AC \leq_* BD$) and tuning (i.e. $A \leq_* B \Rightarrow \tau_r(A) \leq_* \tau_r(B)$ for any $r$). Moreover, if $A \leq_* B$, then $g(A) \leq g(B)$. Let us now consider $x, y \in B(t)$. There exists a string $S$ such that $x = S \cdot x', y = S \cdot y'$ with $x', y'$ without any common digit at the beginning of their continued fraction expansion. Notice that since $x', y' \in B(t)$, there exists $C > 0$ (which depends on $t$ and $n$) such that $d(\tau^{n+1}(x'), \tau^{n+1}(y')) \geq C$. Let us denote by $\Sigma_1$ and $\Sigma_2$ the two finite strings $\Sigma_1 := \tau^n \tau_r(S)$, $\Sigma_2 := \tau^{n+1}(S)$, and let $S_1, S_0$ be the even and odd string representing $r$. We notice that by equation (8)

$$d(\tau^n \tau_r(x), \tau^n \tau_r(y)) \leq \sup_{\Sigma_1} |f'_{\Sigma_1}|d(\tau^n \tau_r(x'), \tau^n \tau_r(y')) \leq \frac{1}{q(\Sigma_1)^2},$$

$$d(\tau^{n+1}(x), \tau^{n+1}(y)) \geq \inf_{\Sigma_2} |f'_{\Sigma_2}|d(\tau^{n+1}(x'), \tau^{n+1}(y')) \geq \frac{C}{4q(\Sigma_2)^2},$$

hence

$$d(\tau^n \tau_r(x), \tau^n \tau_r(y)) \leq \frac{4q(\Sigma_2)^2}{q(\Sigma_1)^2C}d(\tau^{n+1}(x), \tau^{n+1}(y)).$$

Now, since $(1, 1) \leq_* S_0$ and $(2) \leq_* S_1$, we have that by concatenation $\tau(S) \leq_* \tau_r(S)$, and by tuning $\Sigma_2 = \tau^{n+1}(S) \leq_* \tau^n \tau_r(S) = \Sigma_1$, hence $q(\Sigma_2) \leq q(\Sigma_1)$ and the claim follows. \hfill $\square$

Now let $\tau = \tau_{1/2}$ be the tuning operator corresponding to $\frac{1}{2}$. Note that $W_{1/2} = (g^2, g)$ where $g$ is the golden mean, and $\tau$ has a unique fixed point $c_F \in (g^2, g)$. By the estimates of §4.1, $H.\dim B(c_F) = 0$, and (29) holds for $x \geq c_F$.

Given any $x \in \mathcal{E} \cap (0, c_F)$, then exists $n \geq 0$ and $y \in \mathcal{E} \setminus (g^2, g)$ such that $x = \tau^n(y)$. Now, by Corollary 4.6 and the fact $\mathcal{E}(g) = B(g) = \{g\}$ is a single point,

$$H.\dim B(\tau^n(y)) = H.\dim \tau^n B(y), \hfill (30)$$

$$H.\dim \mathcal{E}(\tau^n(y)) = H.\dim \tau^n \mathcal{E}(y). \hfill (31)$$

We have two cases.
(i) If \( y \in UT \), then by Proposition 1.7 for each \( z > y \) there exists a finite string \( S \) such that \( S \cdot B(z) \subseteq E(y) \), hence, by applying \( \tau^n \) to both sides,
\[
\tau^n(S) \cdot \tau^n(B(z)) = \tau^n(S) \cdot B(z) \subseteq \tau^n(E(y)),
\]

hence \( \tau^n(E(y)) \) contains a Lipschitz image of \( \tau^n(B(z)) \) and
\[
\sup_{z>y} H.\dim B(\tau^n(z)) = \sup_{z>y} H.\dim \tau^n B(z) \leq H.\dim \tau^n E(y) = H.\dim E(\tau^n(y)).
\]
Moreover, by continuity of Hausdorff dimension and of \( \tau \),
\[
\sup_{z>y} H.\dim B(\tau^n(z)) = H.\dim B(\tau^n(y))
\]
hence \( H.\dim B(x) \leq H.\dim E(x) \) and (29) follows.

(ii) If \( y \notin UT \), then \( y = \tau_r(z) \) for some extremal rational \( r < g^2 \) and some \( z \in [0, 1] \setminus \mathbb{Q} \).

Now, applying the tuning operator to both sides of formula (i) from Proposition 4.5,
\[
H.\dim \tau^n E(\tau_r(z)) = \max[H.\dim \tau^n \tau_r E(z), H.\dim \tau^n E(\alpha_r)],
\]
where \( \alpha_r \) is the root of the tuning window \( W_r \) relative to \( \tau_r \), and the same formula with \( E \) replaced by \( B \) holds by formula (ii) of Proposition 4.5. Now, since \( \alpha_r < g^2 \),
\[
\tau^n E(\alpha_r) \supseteq \tau^n E(g^2) = \tau^n E(\tau(0)) \supseteq \tau^{n+1} E,
\]
while
\[
\tau^n \tau_r E(z) \subseteq \tau^n \tau_r E,
\]
and since the map \( \tau^n \tau_r \tau^{-(n+1)} \) restricted to numbers of bounded type is Lipschitz (Lemma 6.2), we have \( H.\dim \tau^n \tau_r E \leq H.\dim \tau^{n+1} E \). Therefore
\[
H.\dim \tau^n \tau_r E(z) \leq H.\dim \tau^n \tau_r E \leq H.\dim \tau^{n+1} E \leq H.\dim \tau^n E(\alpha_r),
\]
hence \( H.\dim \tau^n E(\tau_r(z)) = H.\dim \tau^n E(\alpha_r) \), and similarly,
\[
H.\dim \tau^n B(\tau_r(z)) = H.\dim \tau^n B(\alpha_r).
\]
Since \( \alpha_r \in UT \), by case (i) we obtain \( H.\dim E(\tau^n(\alpha_r)) = H.\dim B(\tau^n(\alpha_r)) \), hence
\[
H.\dim E(\tau^n \tau_r(z)) = H.\dim \tau^n E(\tau_r(z)) = H.\dim \tau^n E(\alpha_r)
\]
\[
= H.\dim E(\tau^n(\alpha_r)) = H.\dim B(\tau^n(\alpha_r))
\]
\[
= H.\dim \tau^n B(\alpha_r) = H.\dim \tau^n B(\tau_r(z))
\]
\[
= H.\dim B(\tau^n \tau_r(z)),
\]
which completes the proof of Theorem 1.6(ii).

Now let us turn to the proof of Theorem 1.6(iii). Let \( r \in Q_E \cap (0, c_F) \). Then there exists \( n \geq 0 \) such that \( r = \tau^n(s) \) with \( s < g^2 \) extremal. Hence, by equations (30) and (33), for any \( z \in E \) one has
\[
H.\dim B(\tau^n \tau_s(z)) = H.\dim \tau^n B(\tau_s(z)) = H.\dim \tau^n B(\alpha_s) = H.\dim B(\tau^n(\alpha_s)).
\]
Since \( \tau^n \tau_s(z) = \tau_r(z) \) and \( \tau^n(\alpha_s) = \alpha_r \), the above equation implies
\[
H.\dim B(\tau_r(z)) = H.\dim B(\alpha_r)
for any \( z \in \mathcal{E} \), hence the Hausdorff dimension of \( B(t) \) is constant as \( t \in W_r \). This concludes the proof of Theorem 1.6.

6.3. A problem about Sturmian sequences. Let \( \alpha \in (0, 1) \setminus \mathbb{Q} \). Then a Sturmian sequence of slope \( \alpha \) is a binary sequence of the type

\[
S_{\alpha, \beta} = \{ [\alpha(n + 1) + \beta] - [\alpha n + \beta] : n \in \mathbb{N} \}
\]

or

\[
S_{\alpha, \beta} = \{ [\alpha(n + 1) + \beta] - [\alpha n + \beta] : n \in \mathbb{N} \}
\]

where \( \beta \) is some real value. Sturmian sequences also have a geometrical interpretation: they can be viewed as cutting sequences of half-lines on the plane with respect to the integral lattice \( \mathbb{Z}^2 \).

Given a sequence \( X \) (finite or infinite) and a positive integer \( m \), the set of \( m \) -factors of \( X \) is the set of substrings of \( X \) of length \( m \):

\[
\mathcal{F}_m(X) := \{ S = (x_{n+1}, \ldots, x_{n+m}) : 0 \leq n < |X| - m + 1 \}.
\]

The recurrence function of a binary sequence \( X \in \{0, 1\}^\mathbb{N} \) is the function \( R_X : \mathbb{N} \rightarrow \mathbb{N} \cup \{+\infty\} \) defined by\(^\dagger\)

\[
R_X(n) := \inf\{m \in \mathbb{N} : \text{for all } S \in \mathcal{F}_m(X), \mathcal{F}_n(S) = \mathcal{F}_n(X)\},
\]

while the recurrence quotient of \( X \) is the maximal linear growth rate of \( R_X(n) \),

\[
R_X := \limsup_{n \to +\infty} \frac{R_X(n)}{n}.
\]

It is well known that the recurrence quotient of a Sturmian sequence \( S_{\alpha, \beta} \) depends only on the continued fraction expansion of its slope \( \alpha = [a_0; a_1, a_2, \ldots] \). In fact, the following formula holds [Ca, Corollary 1]:

\[
R_{S_{\alpha, \beta}} = \rho(\alpha) := 2 + \limsup_{k \to +\infty} \{a_k; a_{k-1}, a_{k-2}, \ldots, a_1\}.
\]

So, if \( \limsup a_k = N \), then \( \rho(\alpha) \in (N + 2, N + 3) \); if otherwise \( \alpha \) has unbounded partial quotients, then \( \rho(\alpha) = +\infty \). The recurrence spectrum of Sturmian sequences is defined by

\[
\mathcal{R} := \{ \rho(\alpha), \alpha \in \mathbb{R} \setminus \mathbb{Q} \};
\]

the main result of Cassaigne is a characterization of \( \mathcal{R} \) that, in terms of \( \mathcal{E} \), can be written as follows (cf. [Ca, Theorem 1]):

\[
\mathcal{R} = \left\{ 2 + \frac{1}{x} : x \in \mathcal{E} \right\}.
\]

Cassaigne [Ca] posed the question of determining the Hausdorff dimension of the sections \( \mathcal{R} \cap [N + 2, N + 3] \) for each positive integer \( N \). The answer to this question is in

\(^\dagger\) We follow the usual convention \( \inf \emptyset = +\infty \).
fact a corollary of Theorem 1.6:
\[
\text{H.dim } \mathcal{R} \cap [N + 2, N + 3] = \text{H.dim } \mathcal{E} \cap \left[\frac{1}{N+1}, \frac{1}{N}\right] = \text{H.dim } \mathcal{E} \left(\frac{1}{N+1}\right) = \text{H.dim } \mathcal{B}_N.
\]
Let us recall that a precise asymptotic estimate [He3] is also available for H.dim \( \mathcal{B}_N \) (and hence for H.dim \( \mathcal{R} \cap [N + 2, N + 3] \)), namely
\[
\text{H.dim } \mathcal{B}_N = 1 - \frac{6}{\pi^2 N} - \frac{72 \log N}{\pi^4 N^2} + O\left(\frac{1}{N^2}\right)
\]
as \( N \to +\infty \). Higher-order terms in the asymptotic expansion have recently been obtained in [DFSU].

Acknowledgements. We thank the anonymous referee for their detailed comments which improved the exposition. G.T. is partially supported by NSERC and the Alfred P. Sloan Foundation. C.C. is partially supported by the research project PRIN 2017S35EHN_004 ‘Regular and stochastic behaviour in dynamical systems’ of the Italian Ministry of Education and Research and by the GNAMPA group of the Istituto Nazionale di Alta Matematica (INdAM).

REFERENCES

[A] P. Allaart. An algebraic approach to entropy plateaus in non-integer base expansions. *Discrete Contin. Dyn. Syst. A* 39 (2019), 6507–6522.

[ABD] R. Alcaraz Barrera, S. Baker and D. Kong. Entropy, topological transitivity, and dimensional properties of unique \( q \)-expansions. *Trans. Amer. Math. Soc.* 371 (2019), 3209–3258.

[AK1] P. Allaart and D. Kong. On the continuity of the Hausdorff dimension of the univoque set. *Adv. Math.* 354 (2019), 106729.

[AK2] P. Allaart and D. Kong. Relative bifurcation sets and the local dimension of univoque bases. *Ergod. Th. & Dynam. Sys.* doi:10.1017/etds.2020.38. Published online 26 May 2020.

[BCIT] C. Bonanno, C. Carminati, S. Isola and G. Tiozzo. Dynamics of continued fractions and kneading sequences of unimodal maps. *Discrete Contin. Dyn. Syst.* 33 (2013), 1313–1332.

[BCMP] H. Bruin, C. Carminati, S. Marmi and A. Profeti. Matching in a family of piecewise affine maps. *Nonlinearity* 32 (2019), 172–208.

[Ca] J. Cassaigne. Limit values of the recurrence quotient of Sturmian sequences. *Theoret. Comput. Sci.* 218(1) (1999), 3–12.

[CM] C. Carminati and S. Marmi. Linearization of germs: regular dependence on the multiplier. *Bull. Soc. Math. France* 136(4) (2008), 533–564.

[CT1] C. Carminati and G. Tiozzo. A canonical thickening of \( \mathbb{Q} \) and the entropy of \( \alpha \)-continued fractions. *Ergod. Th. & Dynam. Sys.* 32(4) (2012), 1249–1269.

[CT2] C. Carminati and G. Tiozzo. Tuning and plateaux for the entropy of \( \alpha \)-continued fractions. *Nonlinearity* 26 (2013), 1049–1070.

[CT3] C. Carminati and G. Tiozzo. The local Hölder exponent for the dimension of invariant subsets of the circle. *Ergod. Th. & Dynam. Sys.* 37 (2017), 1825–1840.

[DFSU] T. Das, L. Fishman, D. Simmons and M. Urbański. Hausdorff dimensions of perturbations of a conformal iterated function system via thermodynamic formalism. *Preprint*, arXiv:2007.10554.

[DH] A. Douady and J. H. Hubbard. On the dynamics of polynomial-like mappings. *Ann. Sci. Éc. Norm. Supér. (4)* 18(2) (1985), 287–343.
The bifurcation locus for numbers of bounded type

[DK] K. Dajani and C. Kalle. Invariant measures, matching and the frequency of 0 for signed binary expansions. *Publ. Res. Inst. Math. Sci.* **56**(4) (2020), 701–742.

[Do1] A. Douady. Systèmes dynamiques holomorphes. *Bourbaki Seminar*. Vol. 1982/83 (Astérisque, 105). Société Mathématique de France, Paris, 1983, pp. 39–63.

[Do2] A. Douady. Topological entropy of unimodal maps: monotonicity for quadratic polynomials. *Real and Complex Dynamical Systems* (Hillerød, 1993) (NATO Advanced Science Institutes Series C: Mathematical and Physical Sciences, 464). Kluwer, Dordrecht, 1995, pp. 65–87.

[EHJ] P. Erdős, M. Horváth and I. Joó. On the uniqueness of the expansions \(1 = \sum q^{-n_i}\). *Acta Math. Hungar.* **58** (1991), 333–342.

[Fa] K. Falconer. *Fractal Geometry: Mathematical Foundations and Applications*. Wiley, Chichester, 1990.

[He1] D. Hensley. A polynomial time algorithm for the Hausdorff dimension of continued fraction Cantor sets. *J. Number Theory* **58**(1) (1996), 9–45.

[He2] D. Hensley. *Continued Fractions*. World Scientific, Hackensack, NJ, 2006.

[He3] D. Hensley. Continued fraction Cantor sets, Hausdorff dimension, and functional analysis. *J. Number Theory* **40**(3) (1992), 336–358.

[JP1] O. Jenkinson and M. Pollicott. Computing the dimension of dynamically defined sets: \(E_2\) and bounded continued fractions. *Ergod. Th. & Dynam. Sys.* **21** (2001), 1429–1445.

[JP2] O. Jenkinson and M. Pollicott. Rigorous effective bounds on the Hausdorff dimension of continued fraction Cantor sets: a hundred decimal digits for the dimension of \(E_2\). *Adv. Math.* **325** (2018), 87–115.

[KKLL] C. Kalle, D. Kong, W. Li and F. Lü. On the bifurcation set of unique expansions. *Acta Arith.* **188** (2019), 367–399.

[KL] V. Komornik and P. Loreti. Unique developments in non-integer bases. *Amer. Math. Monthly* **105** (1998), 636–639.

[Mo] C. G. Moreira. Geometric properties of the Markov and Lagrange spectra. *Ann. of Math.* **188**(1) (2018), 145–170.

[MS] S. Marmi and D. Sauzin. Quasianalytic monogenic solutions of a cohomological equation. *Mem. Amer. Math. Soc.* **164**(780) (2003), vi+83.

[PU] M. Pollicott and M. Urbański. *Open Conformal Systems and Perturbations of Transfer Operators* (Lecture Notes in Mathematics, 2206). Springer, Cham, 2017.

[Ra1] P. Raith. Continuity of the Hausdorff dimension for piecewise monotonic maps. *Israel J. Math.* **80** (1992), 97–133.

[Ra2] P. Raith. Continuity of the Hausdorff dimension for invariant subsets of interval maps. *Acta Math Univ. Comenian. LXIII* (1994), 39–53.

[Ti1] G. Tiozzo. Entropy, dimension and combinatorial moduli for one-dimensional dynamical systems. *PhD Thesis*, Harvard University, 2013.

[Ti2] G. Tiozzo. Topological entropy of quadratic polynomials and dimension of sections of the Mandelbrot set. *Adv. Math.* **273** (2015), 651–715.

[Ti3] G. Tiozzo. The local Hölder exponent for the entropy of real unimodal maps. *Sci. China Math.* **61**(12) (2018), 2299–2310.

[Ur] M. Urbański. On Hausdorff dimension of invariant sets for expanding maps of a circle. *Ergod. Th. & Dynam. Sys.* **6**(2) (1986), 295–309.