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Abstract: The goal of foreground segmentation is to extract the desired foreground object from input videos and matting problem means the problem of extracting the foreground object accurately. Over the years, there have been significant amount of efforts on how to extract objects from live videos. The support vector machine (SVM) classification is an active research area which solves classification by finding the best hyperplane that separates all data points of one class from those of the other. In many problems of classification, the performances of SVM are often evaluated by the rate of error depends on the optimization method adopted to label the unknown pixels along the boundary. Here, among the methods of different optimization methods, selected the method of PSO (Particle Swarm Optimization) which makes it possible to optimize the performance of classifier and it will enhance the accuracy of the foreground object segmentation of live videos. PSO is a population based stochastic search process, shaped after the social behavior of a bird flock. It is similar to flock of birds migrating towards some destination, where the intelligence and quality lies in the co-operation of an entire flock. So over the iteration, a group of variables have their values adjusted closer to member whose value is closest to the target at any given moment. Foreground segmentation is addressed in the application of new background substitution and shown to create convincingly high quality composite video.
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1. Introduction

Video segmentation, studies how to extract objects of interest from input videos in visual signal processing research. The goal of foreground segmentation is to simplify and change the representation of the video into something that is more purposeful and easier to analyze. Video segmentation is typically used to locate objects and boundaries in videos. It is a fundamental problem in real-time applications and often performs as a pre-analyzing step for other video analysis tasks such as background substitution, teleconferencing, action recognition and retrieval. Over the years a significant amount of related techniques have been proposed in both computer vision and graphics communities. However, some of them are restricted to sequences captured by stationary cameras, and others require significant amount of training examples or cumbersome user interactions. As a result, there still lacks an efficient and competent algorithm capable of processing demanding live video scenes with minimum user interactions. Motivated by the above finding here present a novel method for foreground segmentation and boundary matting. The key insight of the approach is to maintain support vector machines at every pixel location which capture the local foreground and background color densities separately and jointly label pixel either as a background or foreground [1].

In many issues of classification, the performances of SVM are often evaluated by the rate of error depends on the optimization method adopted. To address this issue, among the methods of optimization methods chose particle swarm optimization and it will enhance the accuracy of the foreground object segmentation for live video. Accuracy of segmentation is derived in terms of sensitivity and specificity. The ability to correctly detect pixel with true foreground and background is refers to sensitivity. Otherwise it is refers to specificity. PSO is a population based stochastic search process, shaped after the social behavior of a bird flock. It is similar in spirit to flock of birds migrating towards some destination, where the intelligence and quality lies in the co-operation of an entire flock. PSO is used to find optimal feature subsets by discovering the best feature combinations within the problem space by following the particles with the best solutions so far. So over the iteration, a group of variables have their values adjusted closer to member whose value is closest to the target at any given moment [2]. Foreground segmentation is addressed in the application of new background substitution and shown to generate convincingly high quality composite video.

2. Proposed System

The proposed system aimed on real-time foreground segmentation and boundary matting for live videos with SVM technique using PSO. Support vector machine is the supervised learning models with associated learning algorithms that analyze data and recognize patterns, used for classification of pixels. PSO is used to find optimal feature subsets by discovering the best feature combinations within the problem space by following the particles with the best solutions so far. Like any evolutionary algorithm, the algorithm of optimization is influenced by factors such as the criterion of stop, the objective function. Iteration count attached to the precondition can be considered as the criterion of stop. The purpose of the objective function will be to reduce the error of generalization to the minimum.
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Figure 1 shows the architecture of foreground segmentation for video.

![Architecture of foreground segmentation of video](image)

**Figure 1**: Architecture of foreground segmentation of video

### 2.1 Support Vector Machine

A simple representation of SVM is shown in Figure 2. The linear classifier is termed the optimal separating hyperplane. The support vector machine (SVM) classification is an active research area which solves classification by finding the best hyperplane that separates all data pixels of one class from those of the other. The linear hyperplane is used to create a classifier with a maximum margin. That is one for foreground and the other for background. The SVM is trained locally for each pixel using known foreground and background colors. Once trained, it is used to jointly label pixel either as foreground, background, or unknown. The best hyperplane for an SVM means the one with largest margin between the two classes (background and foreground). Margin means the maximal width of the slab parallel to the hyperplane that has no interior data points. The support vectors are the data points that are closest to the separating hyperplane between the two pixel classes.

![Optimal separating hyperplane](image)

**Figure 2**: Optimal separating hyperplane

### 2.2 Particle Swarm Optimization

There may be pixels in the frame with colors that are not recognized by SVM. These pixels are labeled as unknown at the end of the process. Our next task is to label these unknown pixels along the boundary by optimization so that a clean binary segmentation can be generated.

![Flow diagram illustrating the particle swarm optimization algorithm](image)

**Figure 3**: Flow diagram illustrating the particle swarm optimization algorithm.

Figure 3 shows the flow diagram of PSO. Inspired by the flocking and schooling patterns of birds and fish, particle swarm optimization was invented by Russell Eberhart and James Kennedy. Initially, these two started out developing computer software simulations of birds flocking around food sources, and then later realized how well their algorithms worked on optimization problems. PSO might sound complicated, but it's really a very simple algorithm. PSO is a population based stochastic search process, shaped after the social behavior of a bird flock. It is similar to flock of birds migrating towards some destination, where the intelligence and quality lies in the co-operation of an entire flock. So over the iteration, a group of variables have their values adjusted closer to member whose value is closest to the target at any given moment. It's an algorithm that's simple and easy to implement. The velocity is calculated according to how far a particle's data is from the target.

The individuals furthest from the target would make an effort to keep up with the others by flying faster toward the global best particle. The velocity would mark out how different the pattern is from the target, and thus, how much it needs to be adapted to match the target. Each individual's personal best
(pbest) value only designates the closest the data has ever come to the target since the algorithm started. The global best (gbest) value only modifies when any particle’s pbest value comes closer to the target than gbest. As iterations progresses, gbest gradually moves closer and closer to the target until one of the particles reaches the target [2].

Through each iteration, the algorithm keeps track of three global variables: target value or condition, global best and the stopping value. Global best value tracing which particle’s data is currently closest to the target and the stopping value marking when the algorithm should stop if the target isn't found. Each particle consists of a data depicting a feasible solution, a velocity value indicating how much the data can be changed, and a pbest value indicating the near the particle’s data has ever come to the target.

The velocity and position update step is decision making for the optimization ability of the PSO algorithm. The velocity of each individual in the swarm is updated using the following equation:

\[
v_i(t+1) = wv_i(t) + c_1r_1\left(x_i(t) - x_i(t)\right) + c_2r_2\left(g(t) - x_i(t)\right)
\]

The particle’s index is represented by \( i \). Thus, velocity of particle (say \( i \)) is \( v_i(t) \) at time \( t \) and the position of particle is represented by \( x_i(t) \) at time \( t \). The parameters \( w, c_1, \) and \( c_2 \) are user-supplied coefficients. The values \( r_1 \) and \( r_2 \) are random values regeneraged for each velocity update. The individual best candidate solution for particle \( i \) is represented by \( x_i(t) \), and the swarm’s global best candidate solution at time \( t \) is represented by \( g(t) \). \( r_1 \) in the cognitive component and \( r_2 \) in the social component are the random values cause these components to have a stochastic influence on the velocity update. This stochastic optimization nature causes each individual to move in a semi-random manner heavily influenced in the directions of the individual best solution of the particle and global best solution of the swarm. The first, second and third term are known as inertia component, cognitive component and social component respectively [3].

Once the velocity for each particle is computed, each particle’s position is updated by applying the new velocity to the particle’s previous position:

\[
x_i(t+1) = x_i(t) + v_i(t+1)
\]

This process is repeated until some stopping condition is reached. Some common stopping conditions include: a number of iterations since the ultimate update of the gbest candidate solution, a preset number of iterations of the algorithm, or a predefined target fitness value. In order to keep the particles from moving too far beyond the search space we used a method called velocity clamping to limit the maximum velocity of each particle.

### 3. Simulation Results

Matlab R2013a is used as the platform to perform this task.

![Figure 4: Input Video](image1)

![Figure 5: Draw a mask](image2)

![Figure 6: Segmented Video](image3)

![Figure 7: Composed Video](image4)

Figure 4 shows the input video to be processed for the foreground segmentation. Firstly read all the video frames and get the number of frames. Then create a user defined mask on the video as shown in Figure 5. As time goes the mask will grow outwards. When it reaches the boundary of the foreground object, SVM sets outside of the mask (background) as zero and inside of the mask (foreground) as such. The foreground object segmented for live video is shown in Figure 6. Finally the composite video is shown in Figure 7. Set \( w = 1.2, c_1 = c_2 = 0.8 \), number of iteration = 150 and PSO population = 150.

Table 1 shows the performance of the segmentation in terms of accuracy, sensitivity and specificity. Sensitivity, specificity and accuracy are described in terms of true positive (TP), true negative (TN), false negative (FN) and false positive (FP). A good binary classification test always results with high values for all the three factors [4].

| Table 1: Performance measures |
|-----------------------------|
| Accuracy | Specificity | Sensitivity |
| 98.741   | 97.044      | 99.00       |

### 4. Conclusion

A system and method imposed as a software tool for foreground segmentation of video sequences in real-time and SVM used as a classifier which separates pixels into two categories (foreground and background). In many problems of classification, the performances of SVM are often evaluated by the rate of error depends on the optimization method adopted. To address this issue, PSO is used to resolved unknown or boundary conditions in order to achieve accurate segmentation. PSO is used to find optimal feature
subsets by discovering the best feature combinations as they fly within the problem space by following the particles with the best solutions so far. Accuracy of segmentation is derived from sensitivity and specificity. As a conclusion, the results showed the accuracy has increased, as well as sensitivity and specificity of the segmentation.
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