Towards novel probes for valence charges via x-ray optical wave mixing
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We present a combined theoretical and experimental study of x-ray optical wave mixing. This class of nonlinear phenomena combines the strengths of spectroscopic techniques from the optical domain, with the high-resolution capabilities of x-rays. In particular, the spectroscopic sensitivity of these phenomena can be exploited to selectively probe valence dynamics. Specifically, we focus on the effect of x-ray parametric down-conversion. We present a theoretical description of the process, from which we deduce the observable nonlinear response of valence charges. Subsequently, we simulate scattering patterns for realistic conditions and identify characteristic signatures of the nonlinear conversion. For the observation of this signature, we present a dedicated experimental setup and results of a detailed investigation. However, we do not find evidence of the nonlinear effect. This finding stands in strong contradiction to previous claims of proof-of-principle demonstrations. Nevertheless, we are optimistic to employ related x-ray optical wave mixing processes on the basis of the methods presented here for probing valence dynamics in the future.

1 Introduction

The functionality of materials is encoded in their electronic structure. More specifically, it is the structure of the valence electrons and their response behaviour that determine the properties of a material. In order to investigate these, a plethora of methods has been developed, many of which can be counted to the domain of optical spectroscopy in the visible and ultraviolet spectral domain. Starting from linear spectroscopic techniques, which probe electronic transitions and associated energies, nonlinear spectroscopic techniques have been developed, which probe more complex response functions and yield a wealth of multidimensional information\textsuperscript{1,2}. All of these allow for valuable information on the electronic structure of a sample, yet—in a spatial sense—this structure still remains unresolved by optical techniques. Involving probes of x-ray wavelengths provides a clear path to solve this problem. As highly brilliant x-ray sources become operational alongside sophisticated optical lasers, techniques are developed that combine their respective strengths, i.e., using the valence specificity of optical excitations and the spatial resolving power of x-rays. A prominent example of such a combination is fs time-resolved x-ray diffraction, following laser-induced redistribution of the electron density: By populating an excited electronic state through laser excitation, x-ray diffraction with fs pulses probes the adiabatic electronic redistribution due to nuclear motion on the excited nuclear potential manifolds. The extension of these methods to follow electronic wave packets on the attosecond time scale is not straightforward, both for conceptual and technical reasons\textsuperscript{3–5}. In these concepts an optical pump pulse is envisioned to prepare a valence-electron wave packet and a subsequent x-ray pulse probes its dynamics by time-resolved x-ray scattering. In addition to these optical pump x-ray probe methods, there have been proposals to transfer higher order wave mixing concepts from nonlinear optics to the x-ray domain (cf. Ref\textsuperscript{6} and references therein). Such methods could be used to probe complex dynamical processes with spatial resolution of the corresponding nonlinear response functions.
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In the present work, we want to focus on a comparatively simple process from the broad range of potential nonlinear probes. Specifically, we will discuss x-ray-optical three-wave mixing in the form of (spontaneous) x-ray parametric down-conversion (XPDC). This process has attracted some attention recently, as down-conversion of a hard x-ray photon ("pump") into a pair of x-ray ("signal") and optical ("idler") photon was claimed for the first time.\textsuperscript{12} Subsequent publications report on the spectral sensitivity of XPDC both for single particle and collective valence excitations in crystalline solids.\textsuperscript{13,14} If confirmed, these would mark highly desirable features of a nonlinear probe and thus warrant in-depth analysis. At the same time, however, our first independent investigation of XPDC has raised serious concerns with the aforementioned reports.\textsuperscript{13}

Now, we put our discussion of XPDC on a broader basis—providing both a theoretical description of the process and novel experimental results. Within our theoretical framework, we, first of all, identify the nonlinear response function that is accessible via XPDC. In order to visualize the probed transitions, we present a spatially resolved example for the case of a diamond sample (Sec. 2.1). Moreover, to visualize the probed transitions, we present a spatially resolved example for the case of a diamond sample (Sec. 2.1). Complementing the theoretical approach, we discuss the construction and characterization of an experimental setup dedicated to the search for XPDC (Sec. 3.1). While we can report on significant improvements in resolving power compared to all previous investigations, we do not observe XPDC (Sec. 3.2). The upper bound, which we deduce for the nonlinear conversion efficiency, is compatible with our theoretical predictions, yet both obviously disagree with the aforementioned claims on XPDC (Sec. 4). Finally, we discuss ways to combat the low count rates of x-ray-optical wave mixing and use our improved crystal optics to map out other forms of three-wave mixing. Thereby, we conclude that nonlinear x-ray probes of valence dynamics are nevertheless within reach—albeit not in terms of XPDC (Sec. 5).

## 2 Theoretical description of XPDC

In order to advance our understanding of XPDC, we have developed a first-principles description of the process. This serves as a guide to the expectable scattering signal and also provides a basis for interpreting the nonlinear response. Conversely, our experimental study will provide the theory's validity. Our approach to XPDC is based on a more general description of parametric x-ray optical wave mixing processes\textsuperscript{12} that we have formulated within the framework of non-relativistic QED.\textsuperscript{12} In the following, we present our central observable, which we derived by assuming a scattering perspective for non-resonant x-ray interactions. It is adapted to the case of XPDC and reads\textsuperscript{12}

\[
\frac{dP_{\text{conv}}(k_s)}{d\Omega_s \, d\omega_s} = \frac{\alpha^2 \, \lambda_s \, (\epsilon_s)(\epsilon_s^*)}{(2\pi)^2} \int d\omega_1 \, d\omega_p \, d\omega_p' \int d^3 k_1 \, d^3 k_p \, d^3 k_p' \, \delta(\omega_s + \omega_i - \omega_p) \, \delta(\omega_s + \omega_i' - \omega_p') \\
\times \left[ Z_{\text{conv}}^{(1)}(k_p', \omega_p', k_p, \omega_p) \right]_{\rho \sigma} \left[ \tilde{C}_{\text{vac}}^{(1)}(-k_p', -\omega_p', -k_p, -\omega_p) \right]_{\rho \mu} \left[ K(k_s, k_s - k_p, -\omega_i) \right]_{\mu \nu} \left[ K(k_s', k_s' - k_p', -\omega_i') \right]_{\nu}.
\] (1)

This gives the double-differential probability to find a down-converted x-ray photon with polarization \(\epsilon_s\) scattered into an element of solid angle \(d\Omega_s\) and energy range \(d\omega_s\) around the wave vector \(k_s\). The signal photon is converted from the x-ray pump pulse—characterized by its first order correlation function \(Z_{\text{conv}}^{(1)}\)—while simultaneously an optical idler photon is created from the vacuum. The vacuum fluctuations governing this creation process are described by a similar correlator, viz., \(\tilde{C}_{\text{vac}}^{(1)}\). The overall conversion efficiency and spatial dependence of XPDC is determined by the nonlinear response function of the material \(K\). This captures the electronic excitation dynamics during the wave mixing process and will enable the visualization of involved transitions, if (experimentally) resolved (see discussion in the following section). Finally, it is noteworthy about Eq. (1) that the parametric nature of the conversion process manifests itself in terms of the two energy conserving \(\delta\)-functions. For further details on the derivation of Eq. (1), see Ref.\textsuperscript{12}

### 2.1 Probing nonlinear response

The central component of Eq. (1) is the nonlinear response function \(K(k_1, k_2, \omega)\), which embodies the electronic dynamics during the wave mixing process. It is our ultimate aim to obtain access to this quantity from measurements of XPDC. This would—ideally—yield spatio-temporal information on the involved valence transitions via the inverse Fourier transforms

\[
P(y, t_2, x, t_1) = \frac{1}{(2\pi)^2} \int d^3 k_1 \, d^3 k_2 \int d\omega \, e^{i (k_1 \cdot y + k_2 \cdot x)} \, e^{-i \omega (t_1 - t_2)} \, K(k_1, k_2, \omega).
\] (2)

In the following, we will discuss the nature of this real-space correlator \(P(y, t_2, x, t_1)\) and simplify it to a point, where we can visualize its spatial dependence. The explicit form of this response function reads

\[
P(y, t_2, x, t_1) = \langle I | \hat{T} [\hat{p}(y, t_2) \, \hat{n}(x, t_1)] | I \rangle,
\] (3)

\textsuperscript{†}Note that throughout the theoretical discussion, the system of atomic units will be used—unless otherwise indicated. This entails the simplifying prescription \(\hbar = m_e = |e| = 1\), where we set the reduced Planck constant, the mass and the charge of an electron, respectively, equal to unity. Furthermore, the speed of light in vacuo is referenced to \(c = 1/\alpha\), with \(\alpha\) denoting the fine structure constant. In addition, we adopt the summation convention that doubly occurring greek indices are summed over—spanning the range of 1, 2, 3 for three-component vectors.
In order to relate the simplified response function \( \hat{G}(k, \omega) \) of general form. Both operators connect the ground state on either side of the expression to an intermediate manifold of excited states. In doing so, the momentum density is associated with the (long-wavelength) optical interaction of the XPDC process, while the density operator \( \hat{n}(x, t_1) \) corresponds to the x-ray interactions. Ultimately, this density operator yields spatial information about the sample. Notably, however, it does not yield a direct image of the electronic density, but probes a “transition-density” instead. This observable displays features of the electronic ground state as well as the valence-excited states that partake in the wave mixing process.

It is illustrative to visualize the observable part of \( P(y, t_2, x, t_1) \) for a simple system such as diamond (see Fig. 1). To this end, we first simplify the overall expression by averaging over the coordinate associated with the optical coupling (i.e., \( y \)). Thus, the essential structure of the nonlinear response is captured by

\[
R_\omega(x, \omega) = \int dt e^{i \omega t} \int d^3y P_\omega(y, t_2, x, t_1) = \frac{1}{V_0} \sum_{G} e^{i G \cdot x} K_\omega(0, G, \omega). \tag{4}
\]

In writing Eq. (4), we have implemented two further operations. First, we have imposed periodic boundary conditions on the remaining coordinate \( (x) \) within a large, fictitious crystal volume \( V_0 \). Under these conditions, the reciprocal representation of the nonlinear response function \( K(k_1, k_2, \omega) \) reduces to the simpler \( K_\omega(0, G, \omega) \), which is discretized to the reciprocal lattice of the crystal. Second, we have Fourier transformed the time-dependence \( \tau = t_1 - t_2 \) to obtain a spectral representation of the nonlinear response. The resulting \( R_\omega(x, \omega) \) gives a spatially resolved view of electronic transitions that contribute to the nonlinear response at (transition-) energy \( \omega \). Tuning \( \omega \) across the manifold of excited states, we can use the spectral selectivity to focus on different contributions to the overall valence dynamics.

For our illustrating example, we remain at a single energy \( \omega = 0.184 \) eV. (~ 5.0 eV), which is below the band gap of diamond. Thus, we are mostly probing the lowest optical transitions of the system. We model the electronic structure using Density Functional Theory and evaluate the nonlinear response function \( K_\omega(0, G, \omega) \) from Kohn-Sham orbitals. Plotting the corresponding \( |R_\omega(x, \omega)|^2 \) in the

![Fig. 1](image-url)

**Fig. 1** (a) The nonlinear response of diamond is localized in two maxima along each bond. This reflects the transition from the bonding ground state into excited states of dominantly anti-bonding character. The 2D cut of \( |R_\omega(x, \omega)|^2 \) is taken in the (110)-plane of the conventional (cubic) unit cell at an excitation energy of \( \omega = 0.184 \) eV. (~ 5.0 eV). (b) For reference, a cut through the unperturbed valence electron density \( \rho_{val}(x) \) is plotted in the same plane.
(110)-plane of the conventional (cubic) unit cell of diamond, we can clearly observe that the nonlinear response is localized in two maxima along each bond (cf. Fig. 1(a)). This pattern partially coincides with the localization of valence electrons in the ground state, which is shown in Fig. 1(b) in terms of the respective electron density $\rho_{\text{val}}(x)$. Comparing the two distributions, it is nevertheless obvious that the character of $\mathbf{R}_s(x, \omega)$ is decidedly more antibonding. This reflects the contributions of excited states to the nonlinear response. Effectively, $\mathbf{R}_s(x, \omega)$ monitors the transition from ground to excited states and thus factors in features of the bonding and anti-bonding characters of either. Remarkably, such transition patterns are implicitly involved in symmetric (all-optical) polarization propagators as well. However, they only become experimentally resolvable in nonlinear combination with an x-ray probe.

2.2 Scattering simulations

In our next step, we aim to predict the outcome of such experiments based on our DFT-model. To this end, we do not only require knowledge of $\mathbf{K}$ though, but also of $Z_{\text{VAC}}^{(1)}$ and $C_{\text{VAC}}^{(1)}$—these would complete Eq. (11). The optical vacuum fluctuations characterized by $C_{\text{VAC}}^{(1)}$ are of particular importance. They couple to the material's nonlinearity and enable the creation of optical idler photons. As such, the role of these fluctuations can be seen in direct analogy to usual spontaneous emission, e.g., fluorescence of atoms or molecules. Just as the fluctuations enable spontaneous (linear) emission, they likewise enable the spontaneous nonlinear conversion (i.e., XPDC).

Evaluating the strength of these fluctuations would be straightforward, if the process occurred truly in vacuo. Instead, we are of course interested in XPDC inside a sample, where the dielectric properties of the material influence electromagnetic fields. This holds for external fields, which would be re-shaped by the dielectric response within the sample, as well as for internal field fluctuations. In fact, both aspects can be linked via the fluctuation-dissipation theorem\textsuperscript{22}—as has been shown by Landau for instance\textsuperscript{23}.

$$\langle (\hat{A}(x', t'))_\nu (\hat{A}(x, t))_\mu \rangle_{\text{VAC}} = -\frac{1}{\pi} \int d\omega \ e^{i\omega(t'-t)} \ \text{Im}[D_{\nu\mu}^R(\omega; x', x)].$$

(5)

Using Landau’s notation, $D_{\nu\mu}^R$ signifies the retarded electromagnetic Green’s function inside the medium\textsuperscript{11}. For our case of interest, this takes on a particularly simple form given that diamond is practically isotropic at optical wavelength. The full Fourier transform of Eq. (5) yields the desired correlation function

$$[C_{\text{VAC}}^{(1)}(k_1, \omega'_1, k_1, \omega_1)]_{\nu\mu} = (2\pi)^3 \delta^3(k'_1 - k_1) \delta(\omega'_1 - \omega_1) \left( \delta_{\nu\mu} - (k_1)_\nu (k_1)_\mu / |k_1|^2 \right) (-4) \ \text{Im} \left[ \frac{1}{\omega_i^2 \alpha^2 \varepsilon(|\omega_i|) - |k_1|^2} \right].$$

(6)

Here, $\varepsilon(|\omega|)$ denotes the dielectric function of the sample.

Notably, $[C_{\text{VAC}}^{(1)}]_{\nu\mu}$ is diagonal both in frequency and wavevector\textsuperscript{11} which allows for further simplification of Eq. (11). We can write much more compactly now

$$\frac{dP_{\text{PUMP}}(k_s)}{d\Omega_{\text{D}} d\omega_s} = 2 \alpha^6 \int d\omega_s \int d^3 k_i \int d^3 k_i' \frac{1}{\omega_s + \omega_i} \Phi_{\sigma\rho}(k_i + k_s - G, \omega_s + \omega_i) \times \text{Im} \left[ \frac{-4}{\omega_s^2 \alpha^2 \varepsilon(|\omega_s|) - |k_i|^2} \right] \frac{1}{V_G^2} \left[ (|\mathbf{K}_s(0, G, -\omega_i)|^2 - |k_i| \mathbf{K}_s(0, G, -\omega_i)|^2 / |k_i|^2 \right],$$

(7)

where all dependence on the incident x-rays could be collected into the diagonal quantity

$$\Phi_{\sigma\rho}(k, \omega) = \frac{1}{(2\pi)^3} \frac{\alpha^2}{2 |\omega|} \int d^3 k p_{\mu} \tilde{W}(k - k_p) (\tilde{W}(k - k'_p))^* \left[ Z^{(1)}_{\text{PUMP}}(k'_p, \omega, k_p, \omega) \right]_{\sigma\rho}.$$ \textsuperscript{11}

(8)

It is normalized such that for an x-ray pulse, which has both well-defined polarization and beam-like propagation behavior, it gives the distribution of its total number of photons $N_{\nu\rho}$ across its spectrum ($d\omega$) and wave-vector spread ($d^3 k$). For (quasi)-continuous sources, the photon number may be exchanged for a rate. This renders $\Phi_{\sigma\rho}(k, \omega)$ a differentially resolved flux, while the observable becomes a scattering rate, rather than a yield. Based on this notion, we adopt a simple model for $\Phi_{\sigma\rho}(k, \omega)$ featuring a Gaussian spectrum of width $\Omega_{\nu\rho}$ centered around the photon energy $\omega_{\nu\rho}$. Representing a well-collimated x-ray beam, we restrict the divergence to a narrow cone that is defined by a Gaussian spread of transverse momentum components of width $1/\delta_{\nu\rho}$

$$\Phi_{\sigma\rho}(k, \omega) = \frac{N_{\nu\rho} \delta_{\nu\rho}}{(2\pi)^{3/2} \Omega_{\nu\rho}} \epsilon(\omega_{\nu\rho}) \epsilon(\omega) \ e^{-(\omega - \omega_{\nu\rho})^2 / 2 \delta_{\nu\rho}^2} \ e^{-(k_\perp)^2 / 2 \delta_{\nu\rho}^2} \ \delta(\omega - c |k|).$$

(9)

\textsuperscript{11} The presented treatment of field fluctuations by means of the fluctuation-dissipation theorem has seen several applications. For the case of spontaneous (linear) emission in a dielectric medium, it was used by Barnett et al.\textsuperscript{22} for example, while Klyshko established this technique for various long-wavelength regimes of parametric conversion\textsuperscript{23}.

\textsuperscript{**} Being diagonal in frequency and wavevector implies that $[C_{\text{VAC}}^{(1)}]_{\nu\mu}$ is translationally invariant in time and space. The first invariance is a typical property of equilibrium correlation functions. The fluctuations are not bound to any specific (absolute) reference time; instead, only their relative timing is relevant. Similarly—if the medium is considered to be homogeneous—the spatial dependence is not fixed to an absolute reference point, either.
Here, the Dirac-$\delta$ is used to encode the x-rays' dispersion relation, while the prefactor ensures overall normalization to $N_{ph}$. Despite its simplicity, the model gives a good representation of synchrotron and FEL sources used to drive nonlinear conversion \[^{13,23}\]. If necessary, more detailed descriptions of the incident field can be obtained from measured distributions \[^{24,25}\] or start-to-end simulations \[^{26,27}\]. Using Eq. (9), we can evaluate our XPDC-observable. This becomes particularly straightforward for cases, when the idler photon's energy $\omega_i$ remains below the band gap. Without significant optical absorption, the dielectric function then becomes real $\epsilon \rightarrow n^2$, such that the optical dispersion relation reduces to another $\delta$-function $\propto \delta(n(\omega_i) - n \mid k_{i0} \mid)$ involving the real-valued refractive index. Performing all integrations with the ensuing constraints, we arrive at

\[
\frac{dP_{\text{XPDC}}(k_s)}{d\Omega_s d\omega_s} = (\frac{d\sigma}{d\Omega_s})_{\text{TPM}} \alpha \sqrt{\frac{8\pi}{\Omega_{ph}} \omega_{s} \omega_{i}} e^{-(\omega_s + \frac{c}{\omega} |k_{i0}| - \omega_{\text{ph}})^2/2n_{i0}^2} \frac{1}{|k_{i0} - n| |k_{i0}|} 
\times \frac{1}{V^2} \left( |K_0(0, G, -c |k_{i0}|/n)|^2 - |k_{i0} \cdot K_0(0, G, -c |k_{i0}|/n)|^2 / |k_{i0}|^2 \right). \tag{10}
\]

First of all, we note that our result is proportional to the Thomson cross section $(d\sigma/d\Omega_s)_{\text{TPM}}$. This is a characteristic trait of non-resonant scattering phenomena, of which XPDC is a nonlinear variant. Beyond this, our result scales with the length of the interacting sample $l_i$ and—quintessentially—with the nonlinear response function discussed above. It's twofold structure of the form $|K_0|^2 - |k_{i0} \cdot K_0|^2$ results from the transverse vectorial coupling to the idler photon. This transversality constraint was formally apparent in Eq. (6) and can be seen as an imprint on the nonlinear scattering pattern (cf. Fig. 2). Finally, the refractive index was effectively fixed at the central idler energy $n = n(\omega_{i0} - \omega_s)$, while the idler photon's momentum followed from the given constraints to be

\[
k_{i0}^+ = G^+ - k_s^+ \tag{11}
\]

\[
k_{i0}^- = \frac{1}{n^2 - 1} \left( n^2(\omega_i - c(k_s^+ - G^+)) - \sqrt{|k_s^+|^2(n^2 - 1) + n^2 \alpha^2(\omega_s - c(k_s^+ - G^+))^2} \right). \tag{12}
\]

These relations correspond to the conservation of the average momenta. Using the terminology of nonlinear optics, this corresponds to the so called “phase-matching condition” for XPDC.

Using Eq. (10), we can achieve our stated goal to simulate nonlinear scattering patterns. In doing so, we will focus on the parameter range covered within our subsequent discussion of experimental results. We take the incident spectrum to be centered around $\omega_{\text{ph}} = 412.2$ a.u. $(\sim 11216$ eV) with a width of 1 eV (FWHM). The detection is set to an energy $\omega_s$ that is detuned downwards by 5 eV. For the time-being, we set the number of incident photons equal to unity—thus, all results can be thought of as conversion efficiencies. The diamond sample is taken to be 500 $\mu$m thick and oriented for the (400) Bragg reflection at the fundamental photon energy $\omega_{\text{ph}}$. The corresponding Bragg angle is $\theta_B = 38.304$ deg. For different rocking angles, i.e., rotations of the sample inside the scattering plane, we obtain the nonlinear scattering patterns shown in Fig. 2.

In two dimensions, we map the in-plane scattering angle $2\theta$ and out-of-plane scattering angle $\chi$ for down-converted photons of energy $\omega_s$. As scattering plane, we define the vertical plane containing the central incident wave vector ($k_{i0}$). The surface normal

---

\[^{††}\] It should be noted that the model's (Gaussian) emphasis on the center of the distribution is sufficient to compute the bulk of nonlinear conversion. However, it should not be applied to assess concurrent linear background effects. As their conversion efficiencies are orders of magnitude larger, they will produce significant scattering even from the comparatively weak tails of the incident distribution. More realistic descriptions for linear processes should thus account for Lorentzian-type spectra (see also below XXX).

\[^{‡‡}\] As a side remark, we want to point out that the transverse coupling to the idler field should imply insensitivity to longitudinally coupling phenomena. In particular, we expect XPDC not to couple to bulk plasmons, which are inherently longitudinal excitations. This observation stands in marked contrast to recent experimental claims \[^{29}\].

---

**Fig. 2** XPDC scattering pattern simulated for different rocking angles of the sample, i.e., $\Omega - \Omega_B = -50, 0, 50, 100$ mdeg for plots (a) to (d), respectively. The (400) Bragg condition for the fundamental pump energy of $\hbar \omega_{\text{ph}} = 11216$ eV is taken as a reference with $\Omega_B = \theta_B$ and the center of each plot set to $2\theta = 2\theta_B$. Each pixel is color coded to show the nonlinear conversion efficiency for its corresponding solid angle (1 mdeg $\times$ 1 mdeg).

---
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of this plane is given by the horizontal polarization vector of the undulator source. The views are centered around the fundamental’s Bragg position at $2\theta = 2\theta_B$ and $\chi = 0$ deg. Each pixel gives the nonlinear conversion efficiency for the solid angle that it covers (1 mdeg × 1 mdeg).

We find that the XPDC signal is distributed in a circular pattern for most of the rocking region. This is in agreement with simple considerations based purely on momentum algebra. In addition, our calculations predict a superimposed intensity modulation that appears as a direct consequence of the transverse coupling inherent in Eq. (10), viz. $|K_\odot|^2 - |\hat{k}_0 \cdot K_\odot|^2$. For illustration of its effect, consider the extremal case when $K_\odot$ is parallel to the unit vector $\hat{k}_0$. Then, the whole expression vanishes exactly and XPDC is fully suppressed. More intermediate configurations account for the gradual modulation around the circle (see Figs. 2 b and c). To our knowledge, this characteristic signature has not been pointed out previously for XPDC and could potentially be used to unambiguously identify the effect.

Approaching the edges of the rocking range at $\Omega - \Omega_B = -50$ and $+100$ mdeg (cf. Figs. 2 a and d, respectively), the circular scattering pattern collapses into a single, point-like feature. These loci of concentration allow for particularly efficient collection of signal photons, as Kleinman and later Freund and Levine point out using the term “edge enhancement”.

In order to render our results more directly comparable to the experimental study of Sec. 3, we should further convolute the 2D patterns across the spectral and angular resolution of the employed analyzer setup. Assuming again a passwidth of 1 eV (FWHM), vertical resolution of 1 mdeg (2\theta) and indiscriminate integration across the central 57 mdeg horizontally ($\chi$), we arrive at conversion efficiencies as “seen” by the apparatus. Stacking the convoluted results with respect to scattering angle 2\theta and rocking angle $\Omega$, we obtain a new 2D map in angular space, which we plot in Fig. 3. The map exhibits a distinct elliptical signature, along which the XPDC signal appears.

![Angular space map of XPDC conversion efficiency as measurable under experimental conditions (angular acceptance: 57 mdeg × 1 mdeg—hor. × ver., spectral acceptance 1 eV (FWHM)). The signal exhibits a distinct elliptical signature, which results directly from momentum conservation. A simplified trace corresponding to the central pump, signal and idler energies is superimposed in white.](image)

Once again, we can reproduce this behavior from simple momentum algebra, using

$$ k_p + G = k_s + k_i $$

as well as their respective dispersion relations. The resulting phase-matching condition is drawn as a white line in Fig. 3. We want to emphasize that this signature is a fundamental characteristic of XPDC and is therefore ideally suited to identify the effect.

Finally, we observe that the effect of “edge enhancement” is less pronounced in the present configuration—though still perceptible. Overall, the resulting conversion efficiencies in the range of $10^{-14}$ are remarkably low, which poses significant challenges for the experimental observation of XPDC. Claims to the contrary—as seen in some recent publications—should accordingly be met with caution.

* Besides integrating over an element of solid angle, we also integrate over an energy interval $\Delta \omega_s$ corresponding to $\sim 0.05$ eV.
3 Experiment

For the conversion of hard x-rays into visible photons the theoretical model predicts conversion rates systematically below $10^{-12}$. For these photon-hungry effects highly intense x-ray sources such as 3rd generation synchrotrons are indispensable. But even with sufficiently high flux available, the resolution of the predicted scattering pattern of the nonlinear processes requires high angular precision in addition to energy discrimination.

Phase-matching in this regime is achieved for sample angles $\Omega$ close to the Bragg angle of the pump field $\theta_B$. The scattering angle of the converted radiation $\theta_s$ alike differs only by a narrow margin from the scattering angle of the elastically scattered radiation $\theta_B$. In order to observe the characteristic scattering signature (see Figure 3) and to obtain the required angular resolution, a $\Omega - 2\theta$ (2-circle) diffractometer is used. To map the sample angle specific scattering features (cf. Figure 2) a rotation of the detector arm out of the scattering plane ($\chi$) is needed. In addition to precise angular movement, a constraint of the detected solid angle is required.

Furthermore, the experimental setup for investigation of XPDC requires an energy discrimination for the scattered radiation. The energy difference between fundamental radiation and converted signal is small with regard to the pump energy. It yields the idler energy in the regime of $\hbar\omega_i = 5$ eV. Because of this minor energy difference, the incident and scattered radiation need to be spectrally as pure as possible.

In general, when referring to monochromatized x-radiation at modern synchrotron sources, the usage of a conventional Si 111 double crystal monochromator (DCM) is implied. Due to the relatively broad emission spectrum ($\sim 30$ eV (FWHM)) and the finite width of Darwin curves, the transmitted spectrum by the DCM is extended and includes spectral components, which are equivalent to the converted signal. These spectral tails equally spread to both sides of the spectrum and behave in a Lorentzian manner, extending over a long spectral range with flanks decreasing only be $1/(E - E_0)^n$, where $n$ indicates the number of reflections. This special spectral behaviour of x-ray sources exposes the inherent difference between the x-ray and optical regime. The latter provides sources with distinctly narrower bandwidth, such that down-converted energies are not present in the incident pump field to a substantial degree.

To be able to observe the weak effect of parametric conversion of x-rays into signal photons, which are detuned by only a few eV, the contribution of the same spectral tails stemming from the incident beam need to be reduced as much as possible. For this reason we designed a high-spectral-suppression setup, which is based on additional crystal optics.

In addition to the two-bounce monochromator (DCM) of conventional setups, the undulator spectrum is filtered by a four-bounce monochromator in Bartels geometry (cf. Figure 5). This geometry with four crystal reflections effectively reduces the intensity of the spectral tails by several orders of magnitude, while keeping the throughput bandwidth constant at 1 eV (FWHM). At the same time it constraints the divergence of the incident radiation.

Likewise, we employ a four-bounce analyzer behind the sample to discriminate the down-converted signal from the elastically scattered radiation (Figure 5). The choice of crystals is motivated by the aim to achieve a strong suppression of the spectral tails on the one hand, while providing a relatively broad bandwidth throughput on the other hand. This is enabled by silicon channel-cut crystals, which have a 111 surface cut. This orientation yields the broadest bandwidth with $1.3$ eV (FWHM) for hard x-rays in the regime of 11 keV. Both, the additional monochromator and the analyzer stage, are assembled by two consecutive channel-cut crystals. In contrast to four independent crystals, the use of two channel-cut crystals reduces the degrees of freedom for optimization, but eases the general alignment procedure (which is an advantage for non-permanent setups).

The conventional (2-bounce) and extended (2+4-bounce) monochromator geometries were simulated by the ray tracing code OASYS (Figure 4) to obtain an estimate on the expected improvement.

3.1 Setup and Calibration

A synchrotron beamline, which provides sufficient flux in combination with a diffractometer providing the required degrees of freedom is the P09 beamline at Petra III, at which the experimental campaign was conducted. The complete experimental setup is shown in Figure 5. The 11.216 keV beam is monochromatized by the DCM and the additional monochromator stage. It impinges onto the sample at an angle $\Omega$. The diamond crystal, which is chosen for its high crystallographic quality, acts as the nonlinear medium for down-conversion. A 500 $\mu$m thick substrate is used with a 100-surface cut in vertical reflection geometry. The scattered radiation is analyzed by a four-bounce crystal configuration, similar to the additional monochromator stage. The diffracted photons are acquired with a pixel detector (lamdbda detector, 55 $\mu$m pixel size). Apertures are located in front and after the additional monochromator and before the analyzer stage.

During the alignment procedure, each crystal was set to fulfill the Bragg condition of the fundamental radiation and subsequently rocked to obtain the individual rocking curves. Thereby a width (FWHM) of 1.9 $\pm$ 0.03 mdeg for the Si 111 reflexes of the additional monochromator and analyzer crystals are measured. These values are close to the theoretically Darwin widths for a double-crystal of silicon 111 $\omega^{Si\text{111}} = 31.818$ $\mu$rad (1.823 mdeg) These results underline the accuracy, which was achieved with the presented configuration.

Before using the diffraction setup to investigate the nonlinear processes the whole apparatus is carefully characterized. First, the spectral
Fig. 4 OASYS simulations of the spectral intensity distribution after a conventional Si 111 two-bounce monochromator in comparison with an additional Si 111 four-bounce monochromator. The spectral tails of the incident undulator radiation are suppressed by several orders of magnitude by the additional Bartels monochromator, while the bandwidth of 1 eV remains almost constant.

Fig. 5 Experimental setup for observing the characteristic scattering pattern of XPDC to VIS. After the beamline monochromator, an additional monochromator stage is used to further suppress elastic tails of the incident spectrum. The diamond sample crystal scatters in the vertical plane (perpendicular to the plane spanned by incident beam and polarization). The detection of the scattered photons is performed by a 4-bounce analyzer and the photon counting detector.

The intensity distribution of the DCM and the additional four-bounce monochromator is characterized†(Figure 6). The simulated bandwidth of 1 eV (FWHM) is reproduced by the measurement for the DCM and the additional monochromator stage. Yet, the suppression of the spectral tails was only improved by three orders of magnitude for an energy offset of 5 eV. This discrepancy between simulation and experiment is mainly caused by the neglect of experimental uncertainties in the underlying simplified simulation. Thermal effects, for example, are completely ignored, as well as diffuse scattering from the crystal surfaces, which can not entirely be avoided. Nevertheless, the improvements over the standalone DCM are significant and provide improved conditions for observing XPDC.

In a next step, the instrumental function of the complete experimental setup is measured. For that purpose, the DCM, the additional monochromator and analyzer stage‡ are optimized for the fundamental energy of 11.216 keV and the sample angle of the diamond crystal§ is set to the corresponding Bragg angle $\theta_B^{400}$.

Detailed information on the instrumental function is obtained by $\Omega - 2\theta$-scans, i.e., scans of the sample and detector angle in a narrow regime around Bragg condition. The DCM, the monochromator and analyzer crystals remain unchanged at their optimized position. The detection setup covers a solid angle of 57 mdeg in horizontal and 1 mdeg in vertical dimension around the scattering vector. These dimensions are determined by the aperture (3rd slit) and the angular acceptance of the analyzer crystals.

The results of the $\Omega - 2\theta$ scan are shown in Figure 7a for angular coordinates and in Figure 7b for reciprocal coordinates. The latter

† The spectrum of the DCM is measured by the successive four-bounce monochromator, while the spectrum of the additional monochromator is measured by the analyzer configuration.
‡ The monochromator and analyzer are calibrated, such that a direct correlation between rotation angle and selected energy is available.
§ The rocking curve of the diamond in 400 orientation yielded 0.5 mdeg. For a single reflection of diamond 400 the Darwin width is $\omega_C^{400}(11 \text{ keV}) = 1.2363 \mu\text{rad (0.071 mdeg)}$
Measurements of the spectral intensity distribution after a conventional Si 111 two-bounce monochromator in comparison with an additional Si 111 four-bounce monochromator. For an energy offset of 5 eV an additional suppression by 3 orders of magnitude is achieved.

Instrumental function in angular and reciprocal coordinates. The sample angle $\Omega$ for 400 orientation and the detector angle $2\theta$ are scanned in a range of $\pm$10 mdeg. The scattering features of the instrumental function have small extension in angular and reciprocal space. Previous experiments, performed with only a two-bounce monochromator (Si 111) and analyzer (Si 440), yielded additional features, which extended beyond $\pm$100 mdeg along $\Omega$ and $\pm$50 mdeg along the scattering dimension $2\theta$. The setup was dominated by monochromator and analyzer streaks. The latter being oriented parallel to the $2\theta$-axis, whereas the monochromator streak can be identified by the angle it sets with the analyzer streak, namely the Bragg angle of the sample $\theta_B$.

Notable is also the high transmission the refined experimental setup provides. With an initial flux of $4 \cdot 10^{12}$ ph/s and an integrated detected count rate of $1.6 \cdot 10^{10}$ (Figure 7) corrected by the attenuation factor $7 \cdot 10^3$, the overall attenuation after the sample and analyzer reflections amounts only to a factor of 3. The setup is further optimized with regard to shielding. Beamline components are carefully shielded to reduce scattering contributions on the detector. For the reduction of air scattering an additional helium filled flight tube was introduced between analyzer and detector.

representation is used to facilitate the identification of features, which originate from the optical elements of the setup and are well known in high-resolution diffractometry.

Only a low extension of instrumental function features in angular and reciprocal space is observed. The remaining feature is a combination of different effects. In particular, the wavelength and analyzer streak contribute to the remaining scattering pattern. The expansion of the remaining streaks is limited to $\pm$5 mdeg along $\Omega$ and to $\pm$10 mdeg along $2\theta$. The characterization (Figure 7a and b) clearly shows that the aimed for improvement of the instrumental function is achieved.

Previous experiments, performed with only a two-bounce monochromator (Si 111) and analyzer (Si 440), yielded additional features, which extended beyond $\pm$100 mdeg along $\Omega$ and $\pm$50 mdeg along the scattering dimension $2\theta$. The setup was dominated by monochromator and analyzer streaks. The latter being oriented parallel to the $2\theta$-axis, whereas the monochromator streak can be identified by the angle it sets with the analyzer streak, namely the Bragg angle of the sample $\theta_B$.

Notable is also the high transmission the refined experimental setup provides. With an initial flux of $4 \cdot 10^{12}$ ph/s and an integrated detected count rate of $1.6 \cdot 10^{10}$ (Figure 7) corrected by the attenuation factor $7 \cdot 10^3$, the overall attenuation after the sample and analyzer reflections amounts only to a factor of 3. The setup is further optimized with regard to shielding. Beamline components are carefully shielded to reduce scattering contributions on the detector. For the reduction of air scattering an additional helium filled flight tube was introduced between analyzer and detector.

---

*after monochromatization by DCM and additional 4-bounce monochromator*
3.2 Experimental results and discussion

With the calibrated and characterized setup we start the search for the nonlinear parametric conversion process into idler photons of energy \( \hbar \omega_i = 5 \text{ eV} \). This energy is selected, because it is below the bandgap energy of diamond at \( E_{\text{gap}} = 5.4 \text{ eV} \). Above this energy, absorption sets in and the characteristic elliptical signature becomes blurred, making it harder to detect. Given this constraint, the energy offset of 5 eV provides the optimum suppression of spectral tails (Figure 6). For a systematic measurement for the predicted characteristic scattering signature (Figure 3), the angular space is mapped out. Therefore, the sample (\( \Omega \)) and detector angles (2\( \theta \)) are scanned systematically, in a range of \( \pm 100 \text{ mdeg} \) around the nominal Bragg angle \( \theta_B \), with steps of 20 mdeg for each dimension. Figure 8 shows the resulting angular space map, including the predicted characteristic scattering signature (white) of the nonlinear effect according to Figure 3. Each tile, presents the integration of count rates within the covered solid angle of the detection setup, whereby its lower left corner indicates the corresponding sample and detector positions. The acquisition time for each position was 100 s with an incident flux at sample position of \( 4 \times 10^{12} \text{ ph/s} \).**

The angular space map for down-conversion of hard x-rays into 5 eV idler photons (Figure 8) does not exhibit evidence of the expected characteristic elliptical scattering signature (white line), despite the extended integration time of 100 s accounting for the expected low conversion rate. Only the central spot at Bragg condition (\( \Omega = \theta_B \)) shows an increased count rate of 150 cnts/s. This signal is the remainder of elastic scattering, which originates from the spectral tails transmitted by monochromators, sample and analyzer (i.e., the instrumental function). In contrast to the elastic contributions, which were determined earlier (Figure 7a) for the undetuned analyzer, this elastic remainder is much weaker, since the analyzer is detuned by 5 eV from the fundamental (pump) wavelength. For sample and detector angles detuned from Bragg condition, the integrated count rate quickly decreases to the background level of below 50 cnt/s. Especially for angular configurations, where phase-matching (white line) is expected, no increase in the count rate is observed. In particular, no elevated signal is recorded for positions, where the signal should be strongest according to theoretical predictions (Figure 3), for example at \( \Delta \Omega = 60 \text{ mdeg} \) and \( \Delta 2\theta = 0 \text{ mdeg} \). At this point we are able to directly compare the experimental results with the theoretically predicted count rates. Multiplying the values given in Figure 3 by the available flux of \( 4 \times 10^{12} \text{ per second} \), we determine an expected count rate of up to 0.16 ph/s. Such a low signal strength is not resolvable with the presented experimental setup, because of the background level of 50 ph/s.

Despite the absence of the characteristic scattering signature, we are able to give an upper bound for the effect’s conversion efficiency based on the resolution of the setup. With the presented experimental configuration we would be able to distinguish a count rate of 50 cnts/s above background (for the given acquisition time of 100 s). Considering the available flux of \( 4 \times 10^{12} \text{ ph/s} \) at the sample position, a signal count rate of 50 ph/s (potential minor losses along beam path neglected) yields a conversion efficiency of \( 1.25 \times 10^{-11} \), which is the determined upper bound. This experimentally deduced upper bound is thereby directly in agreement with the theoretically predicted conversion efficiency, which is with \( 10^{-14} \) even three orders of magnitude lower.

The final proof for x-ray parametric down-conversion into visible photons remains yet outstanding. It requires the detection of the

** For a selected region of interest on the detector. A flatfield correction is applied to the images in addition to corrections accounting for fluctuations of the incident flux.

*** This flux was measured after the DCM and additional 4-bounce monochromator directly at the sample position with a calibrated diode.
effect’s characteristic scattering signature as well as the experimental determination of the conversion efficiency. An additional goal would be the imaging of the characteristic scattering signature that shows prominent, specific features for a set sample angle (Figure 2). From our experiments, which are in accordance with our presented theoretical framework, we deduce, that further investigation of the effect at synchrotron sources seems not promising due to the following reasons. With the available (fixed) fluxes only the acquisition times could be increased to achieve higher signal count rates. However, the integration time would need to be increased by a factor of 300 in order to produce detectable signal count rates; yielding acquisition times of 8.3 hours. Second, the reduction of measured background radiation becomes increasingly difficult, such that despite increased acquisition times the signal cannot be distinguished. Ultimately, the fundamental difficulty remains, that for the given effect no background free measurements technique is available (to date).

4 Controversy
The experimental observation of x-ray parametric conversion into visible photons with a diamond sample has been claimed in a previous publication[7]. Moreover, a similar study reports the observation of x-ray conversion into UV photons by a standard, lab-based source[8]. Furthermore, several related publications in high-impact journals have successively suggested and shown ‘implementations’ of applications[9,10] already. However, we find that the underlying claim of these studies does not withstand scientific scrutiny. In our opinion, the conversion of hard x-ray photons into visible photons was not observed so far. As solid unequivocal evidence for XPDC, its characteristic scattering signature needs to be observed. As this signature follows directly from the effect’s phase-matching condition (i.e., fundamental momentum conservation) and is thus expected to be present whenever XPDC is measurable. Moreover, we demonstrated in detail, that concepts form the optical regime (where PDC is frequently applied) cannot straightforwardly be transferred to the x-ray regime. Due to the extended spectrum of the x-ray illumination function - and its successive transmittance through the setup - a background free measurement of the effect is not possible. The differentiation between signal and background can only be established on the basis of angular scans, which map out the characteristic scattering signature. However, this signature has not been provided in the aforementioned references[7,10]. Furthermore, the conversion rates reported[11] for XPDC range between $8 \cdot 10^{-10}$ of up to $\sim 5 \cdot 10^{-5}$. Especially the latest reports[11] for XPDC in LiNbO3 mention conversion rates, which deviate by 6 orders of magnitude from our here presented results. A detailed revision[12] of the proof-of-principle study[7] allowed for an identification of the alleged signal as elastic scattering contribution from the experimental apparatus itself (i.e., the instrumental function).

The result of our study, namely the absence of the characteristic scattering signature thereby leads us to reject the claim of the previous report[7] on XPDC in diamond and challenges several other publications that have claimed observation and application of XPDC in other samples[7,9]. In addition, our experimental results are corroborated by ab-initio calculations based on non-relativistic Quantum-Electrodynamics, which are in perfect agreement with the experimentally obtained upper bound of the effect’s conversion efficiency.

5 Summary and Outlook
Striving to provide a clear identification of parametric down-conversion of x-rays into visible photons we aim to detect the effect’s characteristic scattering signature. For this purpose, we have refined our experimental methodology towards a high-spectral-suppression diffraction setup, with which we systematically map the angular space. The spectral components of the incident spectrum are more strongly suppressed and the instrumental function is substantially improved. Yet, the resolution of the experimental apparatus was not sufficient to resolve the characteristic signature, despite of up to 3 orders better tail suppression and 2 orders of magnitude longer integration times. Ultimately the weak effect could not be resolved from the remaining background signal. Yet, we find the experimentally determined upper bound of the conversion efficiency to be in full agreement with rates predicted by a QED-based ab-initio framework, presented in this work.

Despite our null result on parametric down-conversion, the pursuit of x-ray optical wave mixing techniques remains promising. In particular, much higher count rates can be expected, if conversion processes are externally driven, i.e., stimulated. For our case of XPDC, the intrinsically spontaneous conversion into idler photons relied on the presence of weak vacuum fluctuations in the respective photonic modes. Yet, if these were already populated by externally provided photons, this would stimulate the conversion significantly. While this stimulated effect—which amounts to difference-frequency generation (DFG)—has not been demonstrated yet, its corresponding up-conversion variant—namely x-ray optical sum-frequency generation (SFG)—has already been shown to be experimentally feasible[13]. Moreover, recent theoretical results by Popova et al. also indicate the visibility of conversion-sidebands in wave mixing-type diffraction[14]. Notably, such externally driven effects require an additional field, which implies increased experimental complexity. At the same time, this yields potential advantages in terms of extended control, e.g., the nonlinear signals can be manipulated through the optical field’s polarization, intensity, or temporal delay. We envision to employ the methodology of this work to study such dependencies—both from a theoretical and experimental point of view. Ultimately, we are optimistic to apply x-ray optical wave mixing (SFG and DFG) as a probe of valence dynamics in future experimental campaigns.
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