not-so-BigGAN: Generating High-Fidelity Images on a Small Compute Budget

Seungwook Han∗
MIT-IBM Watson AI Lab
IBM Research
seungwook.han@ibm.com

Akash Srivastava∗
MIT-IBM Watson AI Lab
IBM Research
akash.srivastava@ibm.com

Cole Hurwitz∗
MIT-IBM Watson AI Lab
University of Edinburgh
cole.hurwitz@ed.ac.uk

Prasanna Sattigeri
IBM Research
psattig@us.ibm.com

David D. Cox
MIT-IBM Watson AI Lab
IBM Research
david.d.cox@ibm.com

Abstract

BigGAN is the state-of-the-art in high-resolution image generation, successfully leveraging advancements in scalable computing and theoretical understanding of generative adversarial methods to set new records in conditional image generation. A major part of BigGAN’s success is due to its use of large mini-batch sizes during training in high dimensions. While effective, this technique requires an incredible amount of compute resources and/or time (256 TPU-v3 Cores), putting the model out of reach for the larger research community. In this paper, we present NOT-SO-BigGAN, a simple and scalable framework for training deep generative models on high-dimensional natural images. Instead of modelling the image in pixel space like in BigGAN, NOT-SO-BigGAN uses wavelet transformations to bypass the curse of dimensionality, reducing the overall compute requirement significantly. Through extensive empirical evaluation, we demonstrate that for a fixed compute budget, NOT-SO-BigGAN converges several times faster than BigGAN, reaching competitive image quality with an order of magnitude lower compute budget (4 Tesla-V100 GPUs).

1 Introduction

Generative modelling of natural images has achieved great success in recent years [15, 9, 3, 18, 33]. With advancements in scalable computing and theoretical understanding of generative models [21, 33, 10, 19, 20, 27, 22, 30, 31], state-of-the-art techniques are able to not only generate photo-realistic images but also scale to higher dimensions than ever before [5, 24].

At the forefront of high-resolution image generation is BigGAN [5], a generative adversarial network (GAN) [9] that meets the curse of dimensionality (CoD) head-on using the latest in scalable GPU-computing. This allows for training BigGAN with large mini-batch sizes (e.g., 2048) that greatly helps to model high-dimensional, complex datasets such as Imagenet. As such, BigGAN’s ability to scale to high-dimensional data, comes at the cost of a hefty compute budget. A standard BigGAN model can require a few weeks of training time on as many as eight Tesla V100 graphics processing units (GPUs). This compute requirement raises the barrier to entry for using and improving upon these technologies as the wider research community may not have access to any specialized hardware (e.g., Tensor processing units (TPUs) [14]). The environmental impact of training large-scale models can also be substantial as training BigGAN on 512x512 pixel images for just two days reportedly...
used as much electricity as the average American household does in about six months (when using 512 TPUs) [29].

Motivated by these concerns, we present NOT-SO-BIGGAN, a small compute alternative to BigGAN for class-conditional modelling of high-resolution images. NOT-SO-BIGGAN completely bypasses the CoD by applying wavelet transformation to the data, decomposing the high-dimensional images into several sets of low-dimensional images [11][7][2]. When applied to a 2D image, WT slices the image into four equally-sized image-like patches along different frequency bands. This process can be recursively applied multiple times in order to slice a large image into multiple smaller images, each one representing the entire image in different bandwidths. This is diagrammatically shown in Figure[1]. Here, the top-left patch (TL) lies in the lowest frequency band and contains most of the structure of the original image. The highly sparse top-right (TR), bottom-left (BL) and bottom-right (BL) patches lie in higher bands of frequency.

NOT-SO-BIGGAN uses a deterministic encoder that recursively applies WT to the input image, retaining only the low frequency TL patch as a lossy, compressed representation of input. This technique is conceptually similar to image compression methods, such as JPEG2000 [2], which is in fact based on WT. NOT-SO-BIGGAN’s decoder then uses this TL patch to learn how to reconstruct the missing TR, BL and BR patches. Once all the patches are reconstructed, the input image can be recovered using IWT. Since NOT-SO-BIGGAN’s deterministic encoder leads to an image-like latent space that is made up of low-dimensional TL patches, it is easy to sample from this space by training a smaller generative model. This is referred to as learning the prior [24]. For this step, we train a BigGAN-based sampler on the low-dimensional latent space. Since this BigGAN-based sampler only has to learn to generate low-dimensional TL patches rather than the full resolution image, it has significantly lower compute requirements and training time. Please refer to Figure[2] for a visual summary of NOT-SO-BIGGAN.

Figure 1: Wavelet transformation consists of a low-pass and a high-pass filter, followed by a down-sampling step that splits the image into two equal-sized patches. Each of these two patches undergo the same operation again resulting in four equal-sized patches, TL, TR, BL and BR.

2 Background

Given a set $X = \{x_i|\forall i \in \{1, \ldots, N\}, x_i \in \mathbb{R}^D\}$ of samples from the true data distribution $p(x)$, the task of deep generative modelling is to approximate this distribution using deep neural-networks. All generative models of natural images assume that $p(x)$ is supported on a $K$-dimensional, smaller manifold of $\mathbb{R}^D$. As such, they model the data using a conditional distribution $p_{\theta}(x|z)$, where $\theta$ represents the model parameters and $Z \in \mathbb{R}^K$ is the latent variable with the prior $p(z)$. $Z$ is marginalized to obtain the log-likelihood (LLH) $\log p_{\theta}(x) = \log \int p(z)p_{\theta}(x|z)dz$ of $X$ under the model. Generative model are trained by either maximising this LLH or its lower-bound.

There are two types of deep generative models, explicit models like variational autoencoders (VAE) [15] that have an explicit form for the LLH and implicit models such as GANs [9] that do not have such a form. VAEs use a decoder network $D_{\theta}$ to parameterize the model distribution $p_{\theta}(x|z)$ and an encoder network $E_{\phi}$ to parameterize a variational distribution $q_{\phi}(z|x)$ as an approximation to the true posterior under the model. They can then be trained using the evidence lower-bound (ELBO),

$$ \log p_{\theta}(x) \geq -KL[q_{\phi}(z|x)||p(z)] + \int q_{\phi}(z|x) \log p_{\theta}(x|z)dz. \quad (1) $$

KL here refers to the Kullback–Leibler divergence between $q_{\phi}(z|x)$ and $p(z)$. Unlike VAEs, GANs do not make any assumptions about the functional form of the conditional distribution $p_{\theta}(x|z)$ and,
therefore, do not have a tractable likelihood function. Instead, they directly attempt to minimize either a variational lowerbound to a chosen $f$-divergence \[22, 30\] or integral probability metric (IPM) \[3, 17, 31\] between the model distribution $p_\theta(x)$ and $p(x)$. This is achieved by pitching the decoder network $D_\theta$ against a neural network-based binary classifier $C_\omega$. $C_\omega$ is trained to distinguish between samples from $p(x)$ and samples from $D_\theta$ while $D_\theta$ is trained to fool $C_\omega$. The solution of this saddle-point problem leads $D_\theta$ to produce samples that are indistinguishable from the true data. In practice, saddle point optimisation is a challenging problem that suffers with increasing data dimensionality.

Wavelet Transform. Wavelet transformation of an image (illustrated in Figure 1) is a two-step recursive process that splits the original image into four equal-sized patches, each a representation of the entire image in different frequency bands. In the first step, a low-pass filter (LPF) and a high pass-filter (HPF) are applied to the original image. This produces two patches of the same size as the original image. Since the application of LPF and HPF leads to redundancy, we can apply Shannon-Nyquist theorem to downsample these patches by half without losing any information. In step two, the same process is repeated on the output of step one, splitting the original image into four equally-sized patches (TL, TR, BL and BR). TR, BL and BR contain increasingly higher frequencies of the input image, preserving horizontal, vertical and diagonal edge information, respectively (contributing to the sharpness of the image).

3 Related Work

While not directly targeted at lowering the compute requirements for BigGAN, there has been a considerable amount of work in improving likelihood-based generative models for high-resolution image generation. VQVAE-2 [24] is the state-of-the-art, achieving the highest image quality for an autoregressive model with an explicit likelihood function. VQVAE-2 is a hierarchical version of the VQVAE model [23]. It uses the same vector quantization technique from VQVAE to learn a hierarchical discrete representation of image. Unlike other variational autoencoding-based models, VQVAE-2 does not impose a KL-based regularisation on the latent space and instead uses vector quantization as a strong functional prior. As such, sampling from the latent space is not straightforward. In fact, a large part of VQVAE-2 training budget is spent on training several auto-regressive PixelSNAIL [6] models to estimate the density on the latent space of the model. The training of these autoregressive samplers is slow and cannot be parallelized, resulting in a fairly high overall train time.

Our method is closely related to the Subscale Pixel Network (SPN) [18] and multi-scale model of [28, 18] shows that it is easier to generate high resolution images by splitting the process into two steps. In step one, they slice the image into small patches and then learn to generate these patches using a patch-level autoregressive model. This step allows for capturing the general structure of the image but misses the finer details. Therefore, in step two, they train another network that learns to fill in the missing details. The SPN model has a significant shortcoming, however, as its patch-level autoregressive approach fails to capture long term dependencies (e.g. eyes on a face looking in different directions). Similar to SPN’s multi-scale approach, NOT-SO-BiGGAN decouples structure learning from adding details. Unlike SPN, however, it does not suffer from the long-term dependency problem. This is because NOT-SO-BiGGAN uses wavelet transformation to slice the image, which naturally decouples the structure (TL) from the details (TR, BL, BR) in the image. We demonstrate this difference diagrammatically in the Appendix A. More importantly, wavelet transform alleviates the need for autoregressive modelling of the patches as each patch represents the entire image in different frequency bands. The fact that we can learn to construct these patches altogether – not sequentially – drastically speeds up the overall training.

Another line of work that closely relates to NOT-SO-BiGGAN is super-resolution (SR), where a deep network is trained to up-sample a low-resolution input image so as to restore the loss in sharpness and details. Compared to NOT-SO-BiGGAN, the state-of-art SR models [16, 32], operate in the full dimensionality of the target image and therefore, have higher compute requirements and similar training instability issues as BigGAN. As we will show, using wavelet based up-sampling of our method is not only efficient, it also leads to better sample quality compared to a pixel-based SR method.
Figure 2: NOT-SO-BIGGAN schematic for (a) training, (b) reconstruction and (c) sampling.

4 Method

NOT-SO-BIGGAN is best described as an autoencoder that operates in the frequency domain instead of the usual pixel space. It is comprised of a deterministic encoder, a partly-learned decoder, and learned prior network. These three components form a full generative model that can produce high-quality, high-resolution samples with under a week of training on commodity hardware.

4.1 Deterministic Encoder

The NOT-SO-BIGGAN encoder is a deterministic function that recursively applies a wavelet transform to the input image, retaining only the TL patches at each level. Each TL patch is a quarter of the size of the previous TL patch, resulting in a pyramid-like stack of 2D patches after multiple transformations. Since TL contains the lowest frequencies and, therefore, the most structural information about the image, we use it as a compressed, lossy representation of the input image in our encoding step.

For a \( N^2 \)-dimensional image \( X \), let us denote the matrix obtained after wavelet transform as \( W(X) \), which is a \( N \times N \) block matrix with the following structure,

\[
W(X) = \begin{bmatrix}
W_{1,1}(X) & W_{1,2}(X) \\
W_{2,1}(X) & W_{2,2}(X)
\end{bmatrix}.
\]

Here, with a slight abuse of notation, \( W_{1,1}(X) \) represents the \( \left( \frac{N}{2} \times \frac{N}{2} \right) \)-dimensional TL patch of image \( X \). NOT-SO-BIGGAN’s encoder \( \mathcal{E} \) can then be defined recursively as follows,

\[
\begin{align*}
\mathcal{E}_0(X) &= X \\
\mathcal{E}_l(X) &= W_{1,1} (\mathcal{E}_{l-1}(X)), \quad 1 \leq l \leq L
\end{align*}
\]

where \( l \) is the number of wavelet transforms applied to the input image. As can be seen, the size of the retained TL patch decreases exponentially with \( l \).

4.2 Decoder

After a wavelet transform, the original image can be deterministically recovered from the TL, TR, BL, and BR patches using IWT. NOT-SO-BIGGAN, however, discards the high-frequency patches during its encoding step, rendering a fully deterministic decoding impossible. To resolve this, the NOT-SO-BIGGAN decoder is realized as a combination of a learned and a deterministic function that first learns to recover the missing high-frequency patches (using a neural network) and then deterministically combine them using IWT to reconstruct the original input.

Since NOT-SO-BIGGAN’s encoding operation recursively applies wavelet transforms and discards the high-frequency components at each of the \( L \) encoding levels, we train \( L \) decoder networks to reconstruct the missing high frequencies at each corresponding level of decoding. To parallelize the training of these decoder networks, we perform multiple wavelet transforms to the original high-resolution dataset, generating \( L \) training sets of TL, TR, BL and BR patches. This allows us to independently train each of the decoder networks (in a supervised manner) to reconstruct the missing high-frequency patches conditioned on the corresponding TL. This parallelisation boosts the convergence rate of NOT-SO-BIGGAN, allowing for a fully trained decoder in under 48 hours.

Again with a slight abuse of notation, let \( W_{1,1} \) be the TL patch at level \( l \) and IWT = WT\(^{-1} \). We can write the decoder for level \( l \) as
While we do not place any distributional prior on the latent space, the functional prior, in the form of a deep neural network that is trained to reconstruct one of the TR, BL, or BR patches at level \( l \), conditioned on the TL patch (\( W_{1,1}^l \)).

The main challenge in high-resolution image generation lies in overcoming the curse of dimensionality. But by leveraging IWT, the original dimensionality of the image is completely bypassed in the NOT-SO-BigGAN decoder. Therefore, in practice, at each level, we further divide the TR, BL and BR patches by applying WT until we reach the patch dimensionality of 32x32. This can be done irrespective of the original dimensionality of the image. We then reconstruct these patches in parallel and recover the patches and the original image by recursively applying IWT. This ability of NOT-SO-BigGAN to bypass the original dimensionality of the input separates it from all other SR methods that operate in the pixel space.

Architecture: We realize each of the \( L \) decoder neural networks \( f_{\theta_l} \), with a slightly modified version of the UNet architecture [26] rather than the commonly used transposed-convolution based architecture. UNet is typically used for image segmentation and object detection tasks. As shown in Figure 6 in the Appendix, UNet is an autoencoder architecture that has skip-connections from each encoding layer to its corresponding decoding layer. These skip connections copy and paste the encoding layer’s output into the decoding layer, allowing the decoder to exclusively focus on reconstructing only the missing, residual information. This architectural design makes it a compelling fit for decoding in NOT-SO-BigGAN. We modify the UNet architecture by appending three shallow networks to its output with each one reconstructing one of the three high-frequency patches. This setup allows us to capture the dependencies between the high-frequency patches while also allowing sufficient capacity to capture to their individual differences.

4.3 Learned Prior Network

While we do not place any distributional prior on the latent space, the functional prior, in the form of a deterministic WT, leads to a highly structured representation space made up of low frequency TL patches of images. In order to generate from NOT-SO-BigGAN, one must be able to draw samples from this space. We posit that, compared to sampling from equivalently-sized representation spaces for AE and VAEs, it is easier to sample from a low-dimensional, image-like latent space using generative methods such as GANs, as they repeatedly have been shown to excel in learning to samples from image distributions. Therefore, we train a BigGAN sampler on this representation space. The low-dimensionality of the TL patches allows us to train the BigGAN sampler without using large mini-batch sizes. Thereby, we are able train it using only two GPUs and with a single week of compute.

4.4 Training

As before, let \( X \) be the dataset of high-dimensional natural images. The NOT-SO-BigGAN encoder can be defined as a deterministic function \( E : \mathbb{R}^D \rightarrow \mathbb{R}^K \) that uses the WT to produce \( Z = \{ z_j \}_{j \in \{1, \ldots, N\}} \) with \( z_j \in \mathbb{R}^K \). Using this paired dataset \( \{ X, Z \} \), we treat NOT-SO-BigGAN as a fully observable model and train the decoder function \( D_{\theta} : \mathbb{R}^K \rightarrow \mathbb{R}^D \) to reconstruct \( X \) from \( Z \) by minimising the negative log-likelihood (NLL) \(-\mathbb{E}_{p(x,z)}[\log p_{\theta}(x|z)]\) of the conditional probability distribution that it parameterizes.

Learning of the generator function \( G_{\phi} : \mathbb{R}^K \rightarrow \mathbb{R}^K \) which is referred to as learning the prior in previous literature [24, 8], is essentially fitting a generative model to the marginal distribution of \( Z \), i.e. \( p(z) \). While we could use a similar approach as above and fit \( G_{\phi} \) that parameterizes the model distribution \( p_{\phi}(z) \) by minimising \(-\mathbb{E}_{p(z)}[\log p_{\phi}(z)]\), we chose to instead use a BigGAN model to directly minimize the (variational lower-bound to the) \( f \)-divergence \( D_f[p(z)\|p_{\phi}(z)] \) [22] between the true marginal distribution \( p(z) \) and the model distribution as it provides a better fit for natural-image like distributions compared to other approaches.
All together, **NOT-SO-BiGGAN** simply specifies a generative model over \( X \) and \( Z \) jointly and is, therefore, trained by minimising the NLL,

\[
-\mathbb{E}_{p(x,z)}[\log p_{\theta,\phi}(x,z)] = -\mathbb{E}_{p(x,z)}[\log p_{\theta}(x|z)] - \mathbb{E}_{p(z)}[\log p_{\phi}(z)].
\]

### 4.5 **NOT-SO-BiGGAN-Pixel**

The **NOT-SO-BiGGAN** encoder works in the wavelet space, deterministically removing high-frequency components to generate a low-resolution, image-like latent representation. It is also possible, however, to encode a low-resolution, image-like representation by *directly sub-sampling the original image in pixel space* using an interpolation-based image-scaling method. This leads us to **NOT-SO-BiGGAN-Pixel**, a pixel-space realisation of our method. As mentioned already, the encoding process for **NOT-SO-BiGGAN-Pixel** consists of applying an interpolation-based down-sampling method to the original image. In this case, the latent space of **NOT-SO-BiGGAN-Pixel** is a low-resolution version of the original image. While the encoding process in both **NOT-SO-BiGGAN** and **NOT-SO-BiGGAN-Pixel** closely resemble each other, their decoding processes are distinct.

The **NOT-SO-BiGGAN-Pixel** decoder is also a partly-learned function that uses a modified UNet-based architecture. First, the encoded image is deterministically upsampled using an interpolation-based method. As shown in Figure 7 in the Appendix, this leads to a low-quality, blurry image of the same size as the original image. We then train a UNet to fill in the missing details in a similar approach to image super-resolution methods [13]. Unlike the **NOT-SO-BiGGAN** decoder that circumvents the CoD by avoiding reconstructions in the original data dimensionality, the **NOT-SO-BiGGAN-Pixel** decoder still has to operate on the full image size, resulting in a larger decoder.

## 5 Experiments

In this section, we quantitatively and qualitatively evaluate our proposed models, benchmarking them against BigGAN on both image quality and training efficiency. While quantifying image quality remains an unsolved problem [4], we report the Frechet Inception Distance (FID) [12] and Inception Score (IS) [28] as proxy measures to allow for straightforward comparison with BigGAN.

**Compute Budget.** We train all the models for a total of 168 hours (7 full days). Our training is performed on a single machine with four V100 Tesla cards that have 16GB of VRAM each. We chose this hardware configuration for our experiments as it is a low-budget setup that is commonly used in deep learning research. Both of our models utilize a BigGAN-based sampler which comes in two different architectures, BigGAN-deep and BigGAN. Since the training of these BigGAN-based samplers are highly unstable [34], we train 5 instances in total (3 BigGAN-deep and 2 BigGAN samplers) and report results using the instance with the best FID/IS score.

**Hyperparameters and Setup.** For the deterministic encoder using wavelet transformation, we instantiate it with biorthogonal 2.2 wavelet. We use three sets of hyperparameters for training the three components of **NOT-SO-BiGGAN**. One set of hyperparameters is used for the sampler of **NOT-SO-BiGGAN**, another for the first-level decoder of **NOT-SO-BiGGAN**, and another for the second-level decoder of **NOT-SO-BiGGAN**. For the **NOT-SO-BiGGAN** sampler, we use a batch size of 512 and learning rates of \( 10^{-4} \) and \( 4 \times 10^{4} \) for the generator and discriminator, respectively. For the first-level decoder, we use a batch size of 128 and a learning rate of \( 10^{-4} \). For the second-level decoder, we use the same learning rate as the first-level decoder, but a smaller batch size of 64. We allocate two GPUs to the **NOT-SO-BiGGAN** sampler, one GPU to the first-level decoder, and one GPU to the second-level decoder during training. Each component is trained in parallel and independently from each other. To train the BigGAN baseline model at the native resolution of \( 256 \times 256 \), we use the same learning rates as for the **NOT-SO-BiGGAN** sampler and a recommended batch size of 2048 [5]. The baseline model trains with eight GPUs, instead of four like with **NOT-SO-BiGGAN**, to meet its large memory requirement, given the batch size and resolution of the image. We provide training and evaluation code for **NOT-SO-BiGGAN** sampler and the other models, respectively here: [https://anonymous.4open.science/r/ca7a3f2e-5c27-48bd-a3bc-2dceadc138c1/](https://anonymous.4open.science/r/ca7a3f2e-5c27-48bd-a3bc-2dceadc138c1/)

**Truncation Trick** The BigGAN model can trade off sample diversity for image fidelity using the “truncation trick” [5]. This trick consists of reducing the variance of the sampling noise distribution (truncation level) which improves IS and worsens FID. For this reason, we evaluate each model with
Fréchet Inception Distance (FID)

As shown in Figure 3(a), NOT-SO-BIGGAN attains the highest FID score of ~46 without truncation by the end of day 7 (as compared to NOT-SO-BIGGAN-PIXEL and the BIGGAN model baseline). For reference, a fully-trained VQVAE-2 model achieves an FID of ~41 without truncation but at an order of magnitude higher compute budget of 128 TPU-v3 cores running for 140 hours. We also find that for both NOT-SO-BIGGAN and NOT-SO-BIGGAN-PIXEL, the FID decreases and IS increases with higher truncation levels, as expected. NOT-SO-BIGGAN is able to achieve a much better FID score of ~35 for a truncation level of 0.6, as shown in Figure 3(b).

Figure 3: NOT-SO-BIGGAN FID/IS score.

To further explore the effect of the truncation trick on the NOT-SO-BIGGAN model, we evaluate NOT-SO-BIGGAN with finer-grained truncation levels: [1.0, 0.8, 0.6, 0.5, 0.4, 0.2, 0.1, 0.01].

5.1 Results

As shown in Figure 3(a), NOT-SO-BIGGAN attains the highest FID score of ~46 without truncation by the end of day 7 (as compared to NOT-SO-BIGGAN-PIXEL and the BIGGAN model baseline). For reference, a fully-trained VQVAE-2 model achieves an FID of ~41 without truncation but at an order of magnitude higher compute budget of 128 TPU-v3 cores running for 140 hours. We also find that for both NOT-SO-BIGGAN and NOT-SO-BIGGAN-PIXEL, the FID decreases and IS increases with higher truncation levels, as expected. NOT-SO-BIGGAN is able to achieve a much better FID score of ~35 for a truncation level of 0.6, as shown in Figure 3(b).

5.1.1 Convergence. The decoders for both of our models quickly converge within 24-48 hours of training. It is highly likely, however, that our BIGGAN-based samplers require more than 7 days of training before fully converging. To approximate the performance of our model with a fully converged sampler, we use the official pre-trained BIGGAN at 256 × 256. This is possible because we can transform samples/reconstructions from the BIGGAN model into NOT-SO-BIGGAN’s latent space using NOT-SO-BIGGAN’s deterministic encoder. The green and red curves in Figure 3 suggest that our models could potentially achieve much higher FIDs if the samplers are trained for longer. We would like to acknowledge, however, that this is an imperfect approximation of NOT-SO-BIGGAN’s best possible performance and that actually training our samplers in the latent space directly for longer may lead to better or worse results.

5.1.2 Decoder Generalisation. The NOT-SO-BIGGAN decoder is not only memory efficient and fast to train but also generalizes well to the validation dataset, as demonstrated by the small difference
### Table 1: MSE on training and validation set for NOT-SO-BIGGAN, VQVAE-2 and NOT-SO-BIGGAN-PIXEL models. Small difference between the training and validation error suggests that both the models generalize well.

| Model                  | Train MSE | Validation MSE |
|------------------------|-----------|----------------|
| NOT-SO-BIGGAN          | 0.0045    | 0.0049         |
| VQVAE-2                | 0.0047    | 0.0050         |
| NOT-SO-BIGGAN-PIXEL    | 0.0061    | 0.0074         |

Qualitative Results. For reference, we have included the FID/IS scores for a pretrained BigGAN model in Figure 3. BigGAN model records the lowest on FID and highest on IS compared to all the other models but requires an astonishing amount of compute. It takes as many as 256 TPU-v3 cores for up to 48 hours to train BigGAN on the ImageNet dataset. This is an order of magnitude larger compute than used for NOT-SO-BIGGAN that uses only 4 Tesla-V100 GPUs. Nonetheless, NOT-SO-BIGGAN is able to generate high-fidelity images across different ImageNet classes. We show some of these samples from the NOT-SO-BIGGAN model in Figure 4a. To allow for visual comparison with BigGAN, we also generate BigGAN-samples from the same subset of classes in Figure 4b. We defer the NOT-SO-BIGGAN-PIXEL samples to the Appendix E.

### 6 Conclusions and Future Work

In this paper, we present a new genre of scalable generative model that utilizes WT to operate in the frequency domain with a semantically meaningful low-frequency latent space. With this approach, NOT-SO-BIGGAN is not only able to generate high-fidelity class-conditional samples comparable to that of state-of-the-art, but can do so at a fraction of the compute (in both terms of resources and time). In the current version of NOT-SO-BIGGAN, we train the UNet-based decoders using MSE. However, training UNets using perceptual (or adversarial) loss could lead to further improvement in fidelity [13]. In future work, we plan to evaluate the effect of changing to this loss and to explore applications of our approach to other modalities of data, such as audio or video.

### 7 Broader Impact

Generative modelling of high-resolution images typically requires a high compute budget and specialized hardware, which has traditionally restricted participation of the larger research community in this field. In addition, as pointed out in [29], training large-scale neural network models, such as BigGAN, consumes enormous amounts of electricity and can result in significant environmental repercussions. As NOT-SO-BIGGAN has significantly lower compute requirements and power consumption, we hope that it can promote wider participation from the research community without significantly impacting the environment. As with any good generative model of image data, there is risk that work that builds on NOT-SO-BIGGAN could potentially be used for the creation of deliberately deceptive imagery, though we note that numerous methods for the generation of realistic fake imagery already exist and are widely available, and our method does not add anything new in terms of the quality of the synthetic imagery. We hope that our work in democratizing access to high-resolution generative models will allow us to better understand and counter potential malicious use cases that already exist.
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A Slicing

Figure 5b shows the difference between the slicing operations of SPN and NOT-SO-BIGGAN. SPN slices the images across the spatial dimensions thus introducing long-term dependencies. In contrast, NOT-SO-BIGGAN decomposes the image along different frequency bands that preserves the global structure of the image in each of the patches.

Figure 5: Unlike SPN, NOT-SO-BIGGAN slices the images in the frequency domain. As a result each patch contains the entire global structure of the input image. This helps alleviate any long-term dependency issues.

B Architecture and Hyperparameters

B.1 Sampler

|                         | NOT-SO-BIGGAN | NOT-SO-BIGGAN-PIXEL |
|-------------------------|---------------|---------------------|
| Best model type         | BigGAN-deep   | BigGAN              |
| Batch size              | 512           | 512                 |
| Learning rate of generator | 1e-4        | 1e-4               |
| Learning rate of discriminator | 4e-4   | 4e-4                |
| Attention resolution    | 128           | 120                 |
| Dimension of random noise (z dim) | 32     | 32                  |
| Number of resblocks per stage in generator/discriminator | 2      | 1                   |
| Adam optimizer $\beta_1$ | 0             | 0                   |
| Adam optimizer $\beta_2$ | 0.999        | 0.999               |
| Adam optimizer $\epsilon$ | 1e-8        | 1e-8                |
| Training iterations     | 250000        | 250000              |

Table 2: Hyperparameters of NOT-SO-BIGGAN samplers (wavelet and pixel)

B.2 NOT-SO-BIGGAN Decoders

Refer to Figure 6a and Table 3 for architecture details and hyperparameters of NOT-SO-BIGGAN decoders.

B.3 NOT-SO-BIGGAN-PIXEL Decoders

Refer to Figure 6b and Table 4 for architecture details and hyperparameters of NOT-SO-BIGGAN-PIXEL decoders.
### C NOT-SO-BIGGAN vs NOT-SO-BIGGAN-PIXEL Information Content

As we show in Figure 7, the information content in the latent embedding of NOT-SO-BIGGAN and NOT-SO-BIGGAN-PIXEL are drastically different. The TL patches from NOT-SO-BIGGAN preserve more information about the encoded image than the downsampled image from NOT-SO-BIGGAN-PIXEL, therefore leading to better deterministic reconstructions. Also, unlike NOT-SO-BIGGAN decoder that circumvents the CoD by avoiding any reconstructions in the original dimensionality, the NOT-SO-BIGGAN-PIXEL decoder still has to operate on the full image size, resulting in a larger model.

### D Additional NOT-SO-BIGGAN Samples

Refer to Figure 8 for additional samples from NOT-SO-BIGGAN.

### E NOT-SO-BIGGAN-PIXEL Samples

Refer to Figure 9a for class-conditional random samples from NOT-SO-BIGGAN-PIXEL. Samples from BigGAN are also included in 9b for comparison.
Figure 6: U-Net-based decoding architecture for NOT-SO-BigGAN and NOT-SO-BigGAN-Pixel models.

Figure 7: (a) and (b) are downsampled versions of the same image using bilinear interpolation and wavelet transformation, respectively.

F Full Resolution Samples from NOT-SO-BigGAN

Refer to Figures 10, 11, 12, and 13 for full resolution samples from NOT-SO-BigGAN.

G Full Resolution Samples from NOT-SO-BigGAN-Pixel

Refer to Figures 14, 15, 16, and 17 for full resolution samples from NOT-SO-BigGAN-Pixel.

H Power Usage

Our NOT-SO-BigGAN model takes 70.56 kWh to train. In comparison, the BigGAN model has several orders of magnitude higher energy requirement.
Figure 8: Additional class-conditional random samples from NOT-SO-BiGGAN. Classes from the top row: 7 cock, 17 jay, 130 flamingo, 142 dowitcher, 228 komondor, 308 fly, 351 hartebeest, 510 container ship, 698 palace, 701 parachute, and 959 carbonara.
Figure 9: Class-conditional random samples. Classes from the top row: 0 Tinca tinca, 1 goldfish, 139 ruddy turnstone, 143 oyster catcher, 323 monarch butterfly, 386 African elephant, 493 chiffonier, 780 schooner, 946 cardoon, and 992 agaric.
Figure 10: Full resolution sample from NOT-so-BiGGAN.

Figure 11: Full resolution sample from NOT-so-BiGGAN.
Figure 12: Full resolution sample from NOT-so-BIGGAN.

Figure 13: Full resolution sample from NOT-so-BIGGAN.
Figure 14: Full resolution sample from `NOT-SO-BIGGAN-PIXEL`.

Figure 15: Full resolution sample from `NOT-SO-BIGGAN-PIXEL`.
Figure 16: Full resolution sample from NOT-SO-BIGGAN-PIXEL.

Figure 17: Full resolution sample from NOT-SO-BIGGAN-PIXEL.