Complete population inversion by a phase jump: an exactly soluble model
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Abstract. An exact analytic solution to the time-dependent Schrödinger equation is presented for a two-state quantum system coherently driven by a nonresonant pulsed external field. The pulse has a hyperbolic-secant shape, with a sign jump (i.e. a phase step of $\pi$) at its maximum, which nullifies the overall pulse area. It is shown that off resonance, for detunings larger than the pulse bandwidth, the transition probability approaches unity as the field intensity increases. The population inversion is robust against small-to-moderate variations in the detuning and the intensity, a feature reminiscent of adiabatic passage. The population inversion, however, is not of adiabatic nature; it is induced by $\delta$-function-shaped nonadiabatic coupling with an area of nearly $\pi$. An estimate of the required experimental resources shows that implementation with shaped femtosecond pulses is feasible.
1. Introduction

The two-state system is a fundamental ingredient in quantum mechanics, which can be found in every area of quantum physics, from nuclear magnetic resonance, coherent atomic excitation and atomic collisions to chemical, solid-state and nuclear physics, neutrino oscillations, and quantum information. Moreover, the two-state problem is a basic tool for treating quantum dynamics of systems with multiple states and complicated linkage patterns, single-particle as well as many-particle, which can often be understood only by reduction to effective two-state problems.

Two-state quantum dynamics has been extensively studied. On exact resonance, when the frequency of the driving field is equal to the Bohr transition frequency, the Schrödinger equation is solved exactly, for any time dependence of the coupling $\Omega(t)$ (the Rabi frequency), and the transition probability depends on the pulse area $A = \int_{-\infty}^{\infty} \Omega(t) \, dt$ only, $P = \sin^2 \left( A / 2 \right)$. Resonant pulses of precise area have been used for a long time in a variety of fields, most notably in nuclear magnetic resonance [1] and coherent atomic excitation [2]. Such pulses are now a common tool in quantum information processing [3]. Of particular use are the $\pi$ pulses, which produce complete population inversion (CPI) between the two states, and half-$\pi$ pulses that create an equal coherent superposition of the two states.

There are several exactly soluble non-resonant two-state models, usually in terms of some special function, including the Rabi [4], Landau–Zener [5], Rosen–Zener [6], Allen–Eberly [7, 8], Bambini–Berman [9], Demkov–Kunike [10], Demkov [11], Nikitin [12], and Carroll–Hioe [13] models. Methods for approximate solutions are also available, such as the perturbation theory, the adiabatic approximation, the Magnus approximation, and the Dykhne–Davis–Pechukas [14] approximation. The latter, in particular, is a very useful tool for deriving very accurate approximations for various cases of interest, e.g. transform-limited and chirped Gaussian pulses [15] or nonlinear level crossing [16].

Adiabatic evolution is of particular interest, because, when accompanied by energy level crossing, it leads to CPI—usually referred to as rapid adiabatic passage [7, 17]. Noncrossing
energies produce no excitation at the end of adiabatic evolution—complete population return, which is, for instance, the key to the explanation of the observed absence of power broadening in coherent pulsed excitation [18].

Despite its apparent simplicity, the two-state problem conceals a variety of surprising features, textbook examples being Rabi oscillations [4], Autler–Townes splitting [19], and the Bloch–Siegert shift [20]. Further unexpected features emerge when the pulse shape is asymmetric [21], when the field is a train of pulses [22], when the field is modulated in amplitude [23] or frequency [24], and when it is bichromatic [25] or polychromatic [26].

In this paper, I shall present an analytically exactly soluble two-state model, in which the detuning is constant and the coupling is pulse-shaped, with a sign jump at the time of its maximum. This pulse has a zero area, and hence on resonance it produces no excitation in the end of the interaction. Surprisingly, off resonance this field produces CPI for a sufficiently large pulse area. Moreover, this CPI is robust against variations in the experimental parameters, which is reminiscent of adiabatic passage. The CPI mechanism, however, is not adiabatic passage, but it is induced by a $\delta$-function-shaped interaction (nonadiabatic coupling) in the adiabatic basis.

This amazing novel feature of two-state systems has been deduced in [27] on the basis of numerical simulations for several pulse shapes, supplemented by approximate analytic results in the adiabatic limit. The present exactly soluble analytic model has the advantage of being, of course, applicable to any values of the interaction parameters. It therefore allows one to derive accurate prescriptions of the resources required to achieve CPI. Another motivation is the conceptual significance of the two-state problem, for which exact analytical solutions are highly valuable. Finally, this model is experimentally feasible by using femtosecond pulse-shaping technology [28].

2. The step-sech model

2.1. The model

The time evolution of a coherently driven two-state quantum system is described by two coupled ordinary differential equations for the probability amplitudes $c_1(t)$ and $c_2(t)$ of states $\psi_1$ and $\psi_2$,

$$i \frac{d}{dt} c_1(t) = \frac{i}{2} \Omega(t) e^{-iD(t)} c_2(t), \quad (1a)$$

$$i \frac{d}{dt} c_2(t) = \frac{i}{2} \Omega(t) e^{iD(t)} c_1(t), \quad (1b)$$

where $D = \int_0^t \Delta(t') \, dt'$. Equations (1) are derived from the Schrödinger equation within the conventional rotating-wave approximation (RWA) [2]. For laser-driven atomic or molecular transitions, $\Delta = \omega_0 - \omega$ is the frequency detuning between the laser carrier frequency $\omega$ and the Bohr transition frequency $\omega_0$, and $\Omega(t) = -\mathbf{d} \cdot \mathbf{E}(t)/\hbar$ is the Rabi frequency, where $\mathbf{d}$ is the transition dipole moment and $\mathbf{E}(t)$ is the laser electric-field envelope.
I shall derive the solution to equation (1) for a step-sech model, with the coupling and the detuning given by

$$\Omega(t) = \begin{cases} \Omega_0 \sech(t/T) & (t < 0) \\ -\Omega_0 \sech(t/T) & (t \geq 0) \end{cases} \quad \text{(2a)}$$

$$\Delta(t) = \text{const.} \quad \text{(2b)}$$

Without loss of generality the constant frequencies $\Omega_0$ and $\Delta$ and the pulse width $T$ will be assumed to be positive.

The coupling $\Omega(t)$ is displayed in figure 1. Its temporal area is $A = \int_{-\infty}^{+\infty} \Omega(t) \, dt = 0$ (zero-area pulse); hence the transition probability on resonance is zero,

$$P = \sin^2(A/2) = 0 \quad \text{(for } \Delta = 0).$$

Off resonance, $P$ is nonzero and its exact value is derived below.

### 2.2. Exact analytic solution

The step-sech model (2) resembles the well-known Rosen–Zener model [6], where the coupling $\Omega(t)$ is a bell-shaped sech function at all times, without the step at $t = 0$. I shall therefore follow the derivation of [6] up to time $t = 0$, where the sign step will be dealt with.

The first step is to decouple equation (1) by differentiating the equation for $\dot{c}_1$ (with the overdot denoting a time derivative) and replacing $c_2$ and $\dot{c}_2$, found from equation (1); this gives

$$\ddot{c}_1 - \left( \frac{\Omega}{\Omega_0} - i\Delta \right) \dot{\dot{c}}_1 + \frac{1}{4} \Omega^2 c_1 = 0.$$

**Figure 1.** The step-sech pulse shape.
The next step is to change the independent variable from $t$ to $z(t) = [1 + \tanh(t/T)]/2$. Note that $z(-\infty) = 0$, $z(0) = \frac{1}{2}$, and $z(+\infty) = 1$. Using $d/dt = \dot{z}(d/dz)$, $d^2/dt^2 = \ddot{z}(d^2/dz^2)$, $\dot{z} = 2z(1 - z)/T$, $\ddot{z} = 4z(1 - z)(1 - 2z)/T^2$, $\Omega^2 = 4\Omega_0^2 z(1 - z)$, $\Omega/\Omega = (1 - 2z)/T$, equation (4) is transformed into

$$z(1 - z)\frac{d^2C_1}{dz^2} + \left(\frac{1}{2} + \frac{1}{2}i\Delta T - z\right)\frac{dC_1}{dz} + \frac{1}{4}\Omega_0^2 T^2 C_1 = 0,$$

where $C_n(z) = c_n(t(z))$. This equation has the same form as the Gauss hypergeometric equation and its solution can be expressed in terms of the Gauss hypergeometric function $F(\alpha, \beta; \gamma; z)$ [29] as

$$C_1(z) = AF(\alpha, -\alpha; \gamma; z) + Bz^{1-\gamma}F(1 + \alpha - \gamma, 1 - \alpha - \gamma; 2 - \gamma; z),$$

where $A$ and $B$ are integration constants and

$$\alpha = \frac{1}{2}\Omega_0 T, \quad \gamma = \frac{1}{2} + i\delta, \quad \delta = \frac{1}{2}\Delta T.$$

By using equations (A.2a), (A.2b) and the relation $e^{i\Delta t} = z^{\gamma - 1/2}(1 - z)^{1/2 - \gamma}$, one obtains

$$C_2(z) = i(1 - z)^{1-\gamma}\left[-\alpha\frac{\alpha}{\gamma} z^\gamma F(1 + \alpha, 1 - \alpha; 1 + \gamma; z)\right.$$

$$+ B\frac{1 - \gamma}{\alpha} F(1 + \alpha - \gamma, 1 - \alpha - \gamma; 1 - \gamma; z)\bigg].$$

The constants $A$ and $B$ are determined from the initial conditions $C_1(0)$ and $C_2(0)$. By using equation (A.2d) one finds $A = C_1(0)$ and $B = -i\alpha C_2(0)/(1 - \gamma)$. Hence for $t < 0$ ($0 \leq z \leq \frac{1}{2}$) the elements of the propagator $U(z, 0)$, defined by $C(z) = U(z, 0)C(0)$ with $C(z) = [C_1(z), C_2(z)]^T$, are given by

$$U_{11}(z, 0) = U_{22}(z, 0)^* = F(\alpha, -\alpha; \gamma; z),$$

$$U_{21}(z, 0) = -U_{12}(z, 0)^* = -i\frac{\alpha}{\gamma} (1 - z)^{1-\gamma} F(1 + \alpha, 1 - \alpha; 1 + \gamma; z).$$

By using equations (A.2f) and (A.2g), the propagator from $t \to -\infty$ ($z = 0$) to time $t = 0$ ($z = \frac{1}{2}$) is expressed as

$$U(\frac{1}{2}, 0) = \begin{bmatrix} a & -b^* \\ b & a^* \end{bmatrix},$$

where the Cayley–Klein parameters are

$$a = F(\alpha, -\alpha; \gamma; \frac{1}{2}) = \pi^{1/2}2^{-\gamma} \Gamma(\gamma) (\xi + \eta),$$

$$N = \pi^{1/2}2^{-\gamma} \Gamma(\gamma) (\xi - \eta) = \frac{\omega}{\Omega},$$

$$\xi = \frac{\omega}{\Omega} + \frac{\omega}{\Omega} = \pi^{1/2}2^{-\gamma} \Gamma(\gamma) \left(\frac{\omega}{\Omega} + \frac{\omega}{\Omega}\right),$$

$$\eta = \frac{\omega}{\Omega} - \frac{\omega}{\Omega} = \pi^{1/2}2^{-\gamma} \Gamma(\gamma) \left(\frac{\omega}{\Omega} - \frac{\omega}{\Omega}\right).$$
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\[ b = -i \frac{\alpha}{2y} F(1 + \alpha, 1 - \alpha; 1 + \gamma; \frac{1}{2}) = -i \pi^{1/2} 2^{-\gamma} \Gamma(\gamma) (\xi - \eta), \quad (11b) \]

with

\[ \xi = \left[ \Gamma\left(\frac{3}{4}, \frac{1}{2} \alpha + \frac{i}{2} \delta\right) \Gamma\left(\frac{3}{4} - \frac{1}{2} \alpha + \frac{1}{2} i \delta\right) \right]^{-1}, \quad (12a) \]

\[ \eta = \left[ \Gamma\left(\frac{3}{4}, \frac{1}{2} \alpha + \frac{i}{2} \delta\right) \Gamma\left(\frac{1}{4} - \frac{1}{2} \alpha + \frac{1}{2} i \delta\right) \right]^{-1}. \quad (12b) \]

Using the symmetry of equation (1) and taking into account that the only change for \( t > 0 \) is the sign of \( \Omega(t) \), see equation (2), it is a simple matter to show that the propagator for \( 0 \leq t < \infty \) (\( \frac{1}{2} \leq z \leq 1 \)) reads

\[ U(1, \frac{1}{2}) = \begin{bmatrix} a & -b \\ b^* & a^* \end{bmatrix}. \quad (13) \]

The full propagator is \( U(1, 0) = U(1, \frac{1}{2}) U(\frac{1}{2}, 0) \), or

\[ U(1, 0) = \begin{bmatrix} a^2 - b^2 & -2\text{Re}(ab^*) \\ 2\text{Re}(ab^*) & (a^2 - b^2)^* \end{bmatrix}. \quad (14) \]

### 2.3. Transition probability

The transition probability is

\[ P = [2\text{Re}(ab^*)]^2 = [2\pi^2 \text{sech}(\pi \delta) \text{Im}(\xi \eta^*)]^2, \]

where equation (11a), (11b), and (A.3b) have been used. Using equation (A.3a) one finds after simple algebra

\[ P = \{ \text{sech} \pi \delta \text{Im}[e^{i\phi} \cos(\pi(\alpha + i \delta))] \}^2, \quad (15) \]

where

\[ \phi = 2 \arg \left[ \Gamma\left(\frac{1}{4} - \frac{1}{2} \alpha - \frac{1}{2} i \delta\right) \Gamma\left(\frac{1}{4} + \frac{1}{2} \alpha + \frac{1}{2} i \delta\right) \right]. \quad (16) \]

Recalling equation (7) one finally obtains

\[ P = \left[ \text{tanh} \left(\frac{1}{2} \pi \Delta T \right) \sin \left(\frac{1}{2} \pi \Omega_0 T \right) \cos \phi - \cos \left(\frac{1}{2} \pi \Omega_0 T \right) \sin \phi \right]^2. \quad (17) \]

It is readily verified that on resonance (\( \Delta = 0 \)), \( \phi = 0 \) and hence equation (17) gives the correct limit (3), \( P = 0 \).
3. CPI

3.1. Conditions for CPI

When $|\alpha + i\delta|$ is large one can use equation (A.3a), (A.4b) and $\tanh x \sim 1 - e^{-2x}$ to obtain

$$\phi = 2 \arg \left\{ \sin \left[ \pi \left( \frac{1}{4} - \frac{1}{2} \alpha + \frac{1}{2} i \delta \right) \right] \frac{\Gamma \left( \frac{1}{2} + \frac{1}{2} \alpha + \frac{1}{2} i \delta \right)}{\Gamma \left( \frac{1}{2} + \frac{1}{2} \alpha + \frac{1}{2} i \delta \right)} \right\}$$

$$\sim \frac{\pi}{2} + \pi \alpha - \arctan \frac{\delta}{\alpha} - 2e^{-\pi \delta} \cos \pi \alpha + O(e^{-2\pi \delta}, |\alpha + i\delta|^{-2}), \quad (18)$$

and hence

$$P \sim \frac{\Omega_0^2}{\Omega_0^2 + \Delta^2} \left[ 1 - \frac{2\Delta}{\Omega_0} e^{-\pi \Delta / T} \cos \left( \frac{1}{2} \pi \Omega_0 T \right) + O(e^{-2\pi \delta}, |\alpha + i\delta|^{-2}) \right]^2. \quad (19)$$

The transition probability (19) can be represented as a sum of two terms, smooth $P$ and oscillatory $\tilde{P}$,

$$P = \mathcal{P} + \tilde{P}, \quad (20a)$$

$$\mathcal{P} = \frac{\Omega_0^2}{\Omega_0^2 + \Delta^2}, \quad (20b)$$

$$\tilde{P} = -\frac{4\Omega_0 \Delta}{\Omega_0^2 + \Delta^2} e^{-\pi \Delta / T} \cos \left( \frac{1}{2} \pi \Omega_0 T \right). \quad (20c)$$

In the limit of large coupling ($\Omega_0 \gg \Delta$) one finds $\mathcal{P} \to 1$, $\tilde{P} \to 0$, and hence complete inversion, $P \to 1$.

There are two conditions for CPI. **Firstly**, the detuning should be sufficiently large compared to the pulse bandwidth $1/T$, to fulfil the condition $e^{-\pi \delta} = e^{-\pi \Delta / T} \lesssim \varepsilon$, where $\varepsilon$ is a small positive number. **Secondly**, the peak Rabi frequency should be sufficiently larger than the detuning, to fulfil the condition $\mathcal{P} \gtrsim 1 - \varepsilon$. The two CPI conditions read

$$\Delta \gtrsim \frac{2 \ln(1/\varepsilon)}{\pi T}, \quad (21a)$$

$$\Omega_0 \gtrsim \Delta \sqrt{\frac{1}{\varepsilon} - 1}. \quad (21b)$$
Figure 2. The transition probability versus the peak Rabi frequency $\Omega_0$ for detuning $\Delta = 2/T$. The solid curve shows the exact probability (17), the dots the approximation (19), and the dashed curve the average probability (20b).

For $\varepsilon = 0.5, 0.2$ or 0.1 (implying respectively $P \gtrsim 0.5, 0.8$ or 0.9) the CPI conditions are

$$0.44/T \lesssim \Delta \lesssim \Omega_0 \quad (P \gtrsim 0.5), \quad (22a)$$

$$1.02/T \lesssim \Delta \lesssim \frac{1}{2}\Omega_0 \quad (P \gtrsim 0.8), \quad (22b)$$

$$1.47/T \lesssim \Delta \lesssim \frac{1}{3}\Omega_0 \quad (P \gtrsim 0.9). \quad (22c)$$

3.2. Examples

Figure 2 shows the transition probability as a function of the peak Rabi frequency $\Omega_0$ for detuning $\Delta = 2/T$, which satisfies the high-inversion condition (21a). As predicted by equations (22), the average probability $P$ reaches the value of 0.5 when $\Omega_0 \approx \Delta$, and 0.9 when $\Omega_0 \approx 3\Delta$. As $\Omega_0$ increases further, the transition probability approaches unity.

Figure 3 shows the transition probability as a function of the detuning $\Delta$ for a sufficiently large peak Rabi frequency, $\Omega_0 = 30/T$, to allow for a region of high population inversion. As predicted by equations (22), the average probability $P$ increases above 0.9 when $\Delta \gtrsim 1/T$, and then, as the detuning increases, $P$ decreases to 0.9 when $\Delta \approx \frac{1}{3}\Omega_0 = 10/T$, and to 0.5 when $\Delta \approx \Omega_0 = 30/T$.

Figure 4 shows the transition probability in a contour plot as a function of the detuning $\Delta$ and the peak Rabi frequency $\Omega_0$. Two symmetric linearly expanding regions of high population
Figure 3. The transition probability versus the detuning $\Delta$ for a peak Rabi frequency $\Omega_0 = 30/T$. The solid curve shows the exact probability (17), and the dashed curve the average probability (20b).

Figure 4. Contour plot of the transition probability (17) versus the detuning $\Delta$ and the peak Rabi frequency $\Omega_0$.

inversion are identified, one for $\Delta < 0$ and another for $\Delta > 0$. The symmetry stems from the invariance of the Schrödinger equation with respect to the sign of $\Delta$. As predicted by equation (22), the transition probability $P$ is small around resonance ($\Delta \lesssim 1/T$), being exactly zero on exact resonance, equation (3), due to the zero pulse area. The outer borders of the high-inversion regions change linearly, as predicted by conditions (22).

3.3. Discussion

Figures 2, 3, and particularly 4 are reminiscent of adiabatic passage, with broad regions of high transition probability. However, the underlying physical mechanism is not adiabatic passage. As has been discussed in [27], the CPI mechanism is a transition in the adiabatic basis induced by the $\delta$-function behaviour of the nonadiabatic coupling, which derives from the discontinuity of
the Rabi frequency $\Omega(t)$ at the sign jump at $t = 0$. Because the area of the nonadiabatic coupling around this discontinuity is $\arctan(\Omega_0/\Delta)$, and because for a $\delta$-function coupling the energy splitting is irrelevant, the ensuing transition probability is

$$P \approx \sin^2 \arctan \frac{\Omega_0}{\Delta} = \frac{\Omega_0^2}{\Omega_0^2 + \Delta^2},$$

(23)

in complete agreement with the behaviour of the average probability (20b), derived from the exact probability (17). It follows that the average probability (23) should apply universally to any antisymmetric pulse shape, with a sign jump at its maximum. The oscillatory component (20c) derives from interfering transitions in the symmetric tails in the nonadiabatic coupling; it is therefore expected to be shape-specific.

Pulse shapes that change sign smoothly, of the types considered in [27], should typically deliver lower transition probability than shapes with abrupt sign jump, because then the nonadiabatic coupling only approximates $\delta$-function behaviour. The implication is that larger peak Rabi frequencies are needed to simulate this behaviour and make the transition probability approach unity [27].

4. Conclusions

In this paper, an exactly soluble two-state model has been presented. The coupling is a pulse-shaped function, with a sign jump at its maximum. The exact analytic solution is expressible in terms of elementary functions and the phase of a product of $\Gamma$-functions. When the detuning is larger than the pulse bandwidth, and the peak Rabi frequency is sufficiently larger than the detuning, a nearly complete population inversion occurs. The CPI profile has the robustness of adiabatic passage. The underlying physical mechanism, however, is not adiabatic passage, but a $\delta$-function interaction in the adiabatic basis.

The sign jump in the zero-area pulse (2a) can be realized most easily with pulse-shaping femtosecond technology [28]. The latter also allows a virtually perfect sech time dependence to be produced. As follows from equation (22c) the required pulse area for 90% population inversion can be as low as $5\pi$, which is feasible experimentally [30].
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Appendix A. Relevant properties of the Gauss hypergeometric function and the Euler $\Gamma$-function

The Gauss hypergeometric equation is [29],

$$z(1 - z)w'' + [\gamma - (\alpha + \beta + 1)z]w' - \alpha\beta w = 0.$$  

(A.1)
Two independent solutions are \( F(\alpha, \beta; \gamma; z) \) and \( z^{1-\gamma} F(\alpha + 1 - \gamma, \beta + 1 - \gamma; 2 - \gamma; z) \). The Gauss function has the following properties [29]:

\[
\frac{d}{dz} F(\alpha, \beta; \gamma; z) = \frac{\alpha \beta}{\gamma} F(\alpha + 1, \beta + 1; \gamma + 1; z), \quad (A.2a)
\]

\[
\frac{d}{dz} \left[ z^{1-\gamma} F(\alpha, \beta; \gamma; z) \right] = (\gamma - 1) z^{\gamma-2} F(\alpha, \beta; \gamma - 1; z), \quad (A.2b)
\]

\[
F(\alpha, \beta; \gamma; z) = (1 - z)^{\gamma-a-\beta} F(\gamma - \alpha, \gamma - \beta; \gamma; z), \quad (A.2c)
\]

\[
F(\alpha, \beta; \gamma; 0) = 1, \quad (A.2d)
\]

\[
F(\alpha, \beta; \gamma; 1) = \frac{\Gamma(\gamma) \Gamma(\gamma - \alpha - \beta)}{\Gamma(\gamma - \alpha) \Gamma(\gamma - \beta)} \quad [\text{Re}(\gamma - \alpha - \beta) > 0], \quad (A.2e)
\]

\[
F(\alpha, -\alpha; \beta; \frac{1}{2}) = \pi^{1/2} 2^{-\gamma} \Gamma(\gamma) \left[ \frac{1}{\Gamma((\alpha + \gamma)/2) \Gamma((\gamma - \alpha + 1)/2)} \right.
\]

\[
+ \frac{1}{\Gamma((\alpha + \gamma + 1)/2) \Gamma((\gamma - \alpha)/2)}, \quad (A.2f)
\]

\[
F(1 + \alpha, 1 - \alpha; 1 + \gamma; \frac{1}{2}) = \frac{\pi^{1/2} 2^{1-\gamma}}{\alpha} \Gamma(\gamma + 1) \left[ \frac{1}{\Gamma((\alpha + \gamma)/2) \Gamma((\gamma - \alpha + 1)/2)} \right.
\]

\[
- \frac{1}{\Gamma((\alpha + \gamma + 1)/2) \Gamma((\gamma - \alpha)/2} \right]. \quad (A.2g)
\]

The \( \Gamma \)-function obeys the reflection formulae [29]

\[
\Gamma(z) \Gamma(1 - z) = \frac{\pi}{\sin \pi z}, \quad (A.3a)
\]

\[
\Gamma \left( \frac{1}{2} + i \delta \right) \Gamma \left( \frac{1}{2} - i \delta \right) = \frac{\pi}{\cosh \pi \delta}, \quad (A.3b)
\]

and has the asymptotics expansions [29]

\[
\ln \Gamma(z) \sim \frac{1}{2} \ln 2 \pi + \left( z - \frac{1}{2} \right) \ln z - z + \frac{1}{12z} + O(|z|^{-3}) \quad (|\arg z| < \pi), \quad (A.4a)
\]

\[
\frac{\Gamma(z + a)}{\Gamma(z + b)} \sim z^{a-b} \left[ 1 + \frac{(a + b - 1)(a - b)}{2z} + O(|z|^{-2}) \right] \quad [|\arg(a + z)| < \pi]. \quad (A.4b)
\]
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