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ABSTRACT
We determine the distance to the Sculptor Dwarf Spheroidal via three Population II stellar distance indicators: (a) the Tip of the Red Giant Branch (TRGB), (b) RR Lyrae variables (RRLs), and (c) the ridgeline of the blue horizontal branch (HB). High signal-to-noise, wide-field VI imaging that covers an area 48′ × 48′ and reaches a photometric depth approximately 2 mag fainter than the HB was acquired with the Magellan-Baade 6.5m telescope. The true modulus derived from Sculptor’s TRGB is found to be $\mu_{\text{TRGB}}^o = 19.59 \pm 0.07_{\text{stat}} \pm 0.05_{\text{sys}}$ mag. Along with periods adopted from the literature, newly acquired RRL phase points are fit with template light curves to determine $\mu_{W_I,V-I}^\text{RRL} = 19.60 \pm 0.01_{\text{stat}} \pm 0.05_{\text{sys}}$ mag. Finally, the HB distance is found to be $\mu_{\text{HB}}^o = 19.54 \pm 0.03_{\text{stat}} \pm 0.09_{\text{sys}}$ mag. Absolute calibrations of each method are anchored by independent geometric zero-points, utilizes a different class of stars, and are determined from the same photometric calibration.

Keywords: distance scale — galaxies: individual (Sculptor) — stars: Population II — stars: variables: RR Lyrae

1. INTRODUCTION
Dwarf spheroidal galaxies (dSph) in the Local Group are excellent laboratories within which Population II methods of distance measurement can be tested. Due to their proximity to the Milky Way, many of them are excellent targets for both ground- and space-based distance determinations. Furthermore, dwarf galaxies in the Local Group are well populated by older stellar components (Tolstoy et al. 2009). We leverage these advantages to derive precise distances to two nearby Local Group dwarf galaxies, the Sculptor dSph in this paper and the Fornax dSph in a companion paper (Oakes et al. 2022).

As the first Milky Way dwarf spheroidal satellite ever discovered (Shapley 1938), the Sculptor Dwarf spheroidal is a well-characterized galaxy in the Local Group. Sculptor has been observed to have multiple stellar components and a spread in metallicity (de Boer et al. 2011). Tolstoy et al. (2004) were able to identify two stellar components of stars, a “metal-poor” component ([Fe/H] < -1.7 dex) and a “metal-rich” component ([Fe/H] > -1.7 dex). Similarly, Clementini et al. (2005), using low resolution spectra of 107 RR Lyrae (RRLs), found a mean metallicity of $-1.83 \pm 0.03$ dex
for Sculptor, with a full range of $-2.4 < \text{[Fe/H]} < 0.8$ dex reflecting this split in populations.

Most prior distances calculated for Sculptor have used RRLs (e.g., Pietrzyński et al. 2008; Martínez-Vázquez et al. 2015; Garofalo et al. 2018). In this work, we present new determinations of the distance to the Sculptor dSph using the TRGB, $V-I$ period-luminosity relations of RRLs, and the horizontal branch (HB), allowing us to assess and confirm consistency amongst the three methods of Population II distance measurement.

The structure of this paper is as follows. Section 2 describes the observations and data used in this study. We present our distance measurement from the TRGB in Section 3, from RRLs in Section 4 and from the HB in Section 5. Comparisons with previous distance measurements are made in Section 6. Finally, Section 7 summarizes our results.

2. DATA

Observations, image processing, and photometry procedures follow the methods detailed in Hatt et al. (2017). The data analyzed in this work come from both space- and ground-based imaging, as specified in Section 2.1. Each image was reduced, with sources identified, photometered, and calibrated as explained in Section 2.2.

2.1. IMACS and HST Data

As stars in the final stages of the Red Giant Branch (RGB) are short-lived, a precise measurement of the TRGB requires sampling a region of a galaxy large enough to contain a sufficient number of these particular stars, which will be adequate to fully populate the luminosity function (LF) at the discontinuity. Sculptor is sufficiently low-mass and extended on the sky ($\sim 1$ deg$^2$) that a wide-field survey instrument is a requirement to accumulate a large enough sample of RGB stars. Over the course of two nights, 24 July, 2014 and 19 September, 2014, 17 overlapping pointings of Sculptor were taken with the Inamori-Magellan Areal Camera & Spectrograph (IMACS) on the Magellan-Baade 6.5-meter telescope at Las Campanas Observatory (LCO) (Dressler et al. 2011). The IMACS instrument was used at $f/4$, providing a $15.46'' \times 15.46''$ field of view with a 0.2$''$ pixel$^{-1}$ plate scale. At each pointing, a series of short (10–30s) and long (300s) exposures were taken to ensure a dynamic range that captured both RR Lyrae stars and the TRGB, in both of the Johnson-Cousins $V$ and $I$ filters. The IMACS camera has 8 different chips for each exposure; they were individually debiased and flat-field-corrected. The calibrated individual chip exposures were then stitched together into a single eight-chip mosaic (See Figure 1). WCS coordinates were added to each mosaic image using the Astrometry.net$^2$ open source code (Lang et al. 2010).

In the Appendix C, we establish a direct tie-in between ground- and space-based photometric systems, using two 30s HST epochs with the ACS/WFC instrument in the F814W filter that were taken on 21 June, 2015 (PID: GO-13691, PI: Freedman) (Freedman 2014). The ACS/WFC instrument has a 202$''$ x 202$''$ field of view with a scale 0.05$''$ pixel$^{-1}$. The $I$ images used were flat-field and CTE corrected by the automated STScI processing pipeline. Figure 1 is an example of the IMACS coverage and the overlapping HST ACS/WFC footprint.

2.2. Photometry

All photometry performed on the IMACS images used the DAOPHOT and ALLFRAME photometry software package (Stetson 1987, 1994) following the methodology outlined in the DAOPHOT-II User Manual (Stetson 2000). For every epoch, we obtained both short and long exposures. The longer exposures are deeper to maximize completeness at and below the HB. Short exposures were taken to guard against saturation effects at the TRGB. The final instrumental source catalog was created by replacing photometric measurements flagged as saturated in the long exposures with short exposure photometry. Saturation limits were identified in the distributions of $\text{Chi}$ (PSF goodness-of-fit) vs. magnitude, then confirmed visually in the images. A data quality cut was applied to each image based on the prescription from Beaton et al. (2019), which eliminated sources based on the DAOPHOT photometric error, $\text{Chi}$, and sharpness parameters.

$\text{HST}$ images were reduced using TinyTim PSF models (Krist et al. 2011) with an automated reduction pipeline developed by the Chicago-Carnegie Hubble Program (CCHP; Beaton et al. 2019).

We next calibrated the IMACS instrumental magnitudes to the Stetson-Landolt standards$^3$. Overlapping sources between the IMACS photometry and Stetson standard stars were matched using their WCS coordinates, with a 0.015$''$ radius threshold. These overlapping sources were visually inspected to remove stars hit by cosmic rays, affected by saturation, near the edge of the CCD, or likely false matches. Matched sources in each frame were combined into a single catalog of calibration stars for the $V$- and $I$-bands.

$^2$ http://nova.astrometry.net/

$^3$ http://www.cadc-ccda.hia-iha.nrc-cnrc.gc.ca/en/community/STETSON/standards/
Figure 1. Representative mosaic (comprised of eight chips) image of the Sculptor Dwarf Spheroidal galaxy taken with the Magellan IMACS instrument in the $V$-band. Nine fields of this size (15’.46 $\times$ 15’.46) cover the inner 45’ of Sculptor and, with at least two visits to each field, make up the imaging used in this study. HST ACS/WFC F814W footprint is outlined in orange. Stetson standard stars are circled in red (see Section 2.2); RRLs are circled in blue (see Section 4.3).

The top of Figure 2 displays the calibration from IMACS $VI$ to Stetson-Landolt $V$ magnitudes for a representative image. Each composite mosaic offset was calculated from the mean of that frame’s calibration and all stars that were $2\sigma$ from the median (dotted line) have been excluded (shown as gray points). The average photometric zero-point calibrations for all filters and exposures are further detailed in Table 1. We also investigate if there is a zero-point dependence on $(V-I)$ color and confirm that there is no presence of a color term in any of the images. The bottom of Figure 2 shows the $VI$-band calibrations as a function of IMACS $(V-I)$ color for a representative image.

It has historically been assumed that internal reddening is negligible for Sculptor (e.g., Pietrzyński et al. 2008; Martínez-Vázquez et al. 2015; Garofalo et al. 2018), and that has been shown to be an accurate assumption (Putman et al. 2021). We deredden the photometric catalogs with a foreground reddening $E(B-V) = 0.016$ mag (Schlegel et al. 1998; Schlafly & Finkbeiner

| Filter | Exp. (s) | IMACS – Stetson (mag) | $N_{\text{star}}$ | $N_{\text{frame}}$ |
|--------|---------|------------------------|------------------|------------------|
| $V$    | 300     | $-8.16 \pm 0.05$       | 131              | 17               |
| $I$    | 300     | $-7.98 \pm 0.05$       | 119              | 17               |
| $V$    | 60      | $-6.44 \pm 0.02$       | 132              | 3                |
| $I$    | 60      | $-6.27 \pm 0.03$       | 136              | 3                |
| $V$    | 30      | $-5.64 \pm 0.04$       | 111              | 10               |
| $I$    | 30      | $-5.45 \pm 0.03$       | 92               | 11               |
| $V$    | 10      | $-4.530 \pm 0.003$     | 122              | 3                |
| $I$    | 10      | $-4.315 \pm 0.003$     | 106              | 2                |
Figure 2. A calibration sample for IMACS $V$- (top, blue circles) and $I$-band (bottom, orange squares) to Stetson standards for a single, representative field. The final average magnitude offsets adopted are detailed in Table 1. Magnitude offsets are the instrumental magnitudes minus the corresponding Stetson photometry. The gray points are sources 2σ from the median and are excluded from the final offset mean value. A Gaussian kernel density estimate (KDE) of the sample is shown on the right. The photometric difference is plotted against IMACS ($V - I$) color on the bottom. A linear fit is applied to the data and the 68% confidence intervals are plotted. There is no evidence for a color term as the slopes of the fits are consistent with zero.

Lastly, sources confirmed to be foreground from their Gaia (Gaia Collaboration et al. 2016) EDR3 (Gaia Collaboration et al. 2021) proper motions (Lindegren et al. 2021; Fabricius et al. 2021; Torra et al. 2021) have been removed from the catalog (see Appendix A for details). The calibrated, reddened-corrected, and foreground-cleaned composite CMD for the Sculptor dwarf spheroidal galaxy is presented in Figure 3.

3. TRGB DISTANCE DETERMINATION

Low-mass stars evolving from the main-sequence onto the RGB have an isothermal helium core supported by electron degeneracy. Over time, this core increases in mass until the temperature rises high enough for helium to ignite in a brief thermonuclear runaway event. The tremendous energy output from this event lifts the electron degeneracy and the star rapidly evolves off the RGB onto the HB or Red Clump. This transition causes a sharp discontinuity in the LF for the RGB. This discontinuity is observationally identified as the TRGB (Lee et al. 1993; Salaris & Cassisi 2005).

3.1. TRGB Edge Detection and Measurement

The TRGB edge detection follows the procedure described by Hatt et al. (2017), who measured the TRGB for IC 1613. First, the Sculptor $I$-band LF was binned at 0.01 mag intervals. Then, using the GLOESS smoothing filter (Gaussian-windowed, Locally Weighted Scat-
Figure 3. Sculptor Dwarf Spheroidal '*I* extinction- and reddening-corrected CMD using photometry from Magellan-Baade IMACS imaging. Foreground sources are removed using proper motions from Gaia EDR3 with its depth plotted as a black dashed line (see Appendix A for details). IMACS instrumental magnitudes are calibrated to the Stetson-Landolt '*I* system as described in Section 2.2.

GLOESS smoothing is a non-parametric, model-independent method, which uses all available data points (suitably weighted) to estimate the values of a discrete, non-parametric, array smoothly describing those data. GLOESS is robust in measuring the TRGB due to the non-localized treatment of bins in the LF. Finally, a {-1,0,+1} Sobel edge-detection kernel, weighted by the Poisson signal-to-noise in each bin, was convolved with the smoothed LF, approximating a measurement of the first derivative. The place of greatest change, identified by the filter response, corresponds to the position of the TRGB (Lee et al. 1993).

In contrast to Hatt et al. (2017), our TRGB detection does not require injection-recovery tests of artificial star LFs. Firstly, the potential for systematics in the photometry is negligible. At the TRGB magnitude, the photometric errors are on the order of 0.01 mag. Additionally, the photometric depth typically reaches *V* = 22.
mag and $I = 23$ mag, which is several magnitudes below/fainter than the TRGB magnitude, ensuring that the photometry is complete at the TRGB.

Furthermore, the possibility for astrophysical systematic errors is minimal. The muted star formation history of the Sculptor dwarf spheroidal (de Boer et al. 2011; Bettinelli et al. 2019) indicates that the contribution from young and intermediate-age stellar populations to the color-magnitude diagram, and thus our TRGB measurement, will be negligible. This is confirmed by inspection of Figure 3, where the HB and RGB features are the most densely-populated features above the main sequence. We further note that there is an observable scatter in Sculptor’s RGB. This dispersion along the RGB is an expected result of Sculptor’s star formation history, astrophysical in nature, and not a result of photometric scatter, as has been noted in previous studies (Bettinelli et al. 2019).

Figure 4 shows the reddening-corrected measurement of the TRGB using the GLOESS smoothing filter and Sobel edge-response function. The CMD is shown in the left panel, with the shaded blue regions representing the adopted boundaries of the RGB LF. This region was manually selected to exclude the few non-RGB stars in this region of the CMD, since a small number of contaminating sources could, in principle, influence the measured tip magnitude. An empirical slope of $m_{\text{TRGB}} = -4.7$ mag color$^{-1}$ is estimated, and used to define the bounds of the region selected to reject a very small number of non-RGB stars (open black circles in Figure 4). In panel (c), the output edge detection response function is displayed. The TRGB magnitude was found to monotonically decrease with increasing smoothing kernel width, suggesting an over-smoothing bias for large ($\sigma > 0.08$ mag) kernel widths. Thus, we adopt the appropriately smoothed TRGB locus determined with a kernel width $\sigma = 0.05$ mag, $I^\text{TRGB}_0 = 15.54$ mag. The entirety of this dependence on adopted kernel width is folded into the error budget.

We perform a number of tests to estimate the full statistical uncertainty budget for our adopted detection associated with our TRGB measurement methodology. These tests include varying our color-magnitude selection, cuts on galactocentric radius, the edge measurement with or without the Poisson weighting scheme, and smoothing kernel width. The full range of TRGB magnitudes from the tests was 0.06 mag. We jack-knife the TRGB stars within 0.4 mag of the adopted TRGB magnitude. The full range of jack-knifed realizations of the TRGB magnitude is 0.03 mag. Combined with the edge detection tests, we adopt a 0.07 statistical uncertainty on our TRGB magnitude determination.

The systematic uncertainty on the TRGB magnitude determination is adopted as half of the foreground extinction in the $I$–band, rounded up (0.02 mag). Combined, we adopt a final $I^\text{TRGB}_0 = 15.54$ mag $\pm 0.07_{\text{stat}} \pm 0.02_{\text{sys}}$ mag.

We estimate the distance to Sculptor by adopting a TRGB zero-point calibration equal to $M^\text{TRGB}_I = -4.047 \pm 0.022_{\text{stat}} \pm 0.039_{\text{sys}}$ mag (Freedman et al. 2020). This distance is consistent with values of the TRGB zero-point from other independent studies. Lee et al. (1993) adopted $M^\text{TRGB}_I \approx -4$ mag. Bellazzini et al. (2001) calculated an $M^\text{TRGB}_I \approx -4.04 \pm 0.12$ mag for an $[\text{Fe/H}] \sim -1.7$ dex. Similarly, Rizzi et al. (2007) found $M^\text{TRGB}_I = -4.050$ mag for Sculptor using an adopted $[\text{Fe/H}] = -1.74$.

Freedman et al. (2020) include a term to consider contributions caused by differing photometric zero-points. We similarly adopt an additional 0.02 mag systematic effect for potential differences between the Stetson-Landolt and the OGLE calibrators. We further adopt a 0.01 mag uncertainty for any potential extinction law variations in our adopted zero-point calibration. We find a true TRGB distance modulus to Sculptor of $\mu^\text{TRGB} = 19.59 \pm 0.07_{\text{stat}} \pm 0.05_{\text{sys}}$ mag. We summarize the contributions to the statistical and systematic error budget in Section 6.1.

### 3.2. Metallicity Effects

TRGB measurements have traditionally been made in the $I$–band for bluer ($V-I < 2$ mag) TRGB stars, where the TRGB dependence on metal content is, in practice, flat (Da Costa & Armandroff 1990). For in-depth explorations of the $I$–band TRGB’s color dependence, see Rizzi et al. (2007), Madore et al. (2009), Jang & Lee (2017), and Görski et al. (2018). We note that Sculptor is metal-poor. Clementini et al. (2005) found an average metallicity of $[\text{Fe/H}] = -1.83$ dex based on their sample of RRL stars using the calibration equations from Zinn & West (1984). Kirby et al. (2009) found an average metallicity of $[\text{Fe/H}] = -1.58$ dex from abundance measurements of nearly 400 medium-resolution spectra of RGB stars. Recently, high-resolution abundances of 99 RGB stars from Hill et al. (2019) indicate a mean metallicity of $[\text{Fe/H}] = -1.57$ dex. The luminosities of metal-rich TRGB stars are strongly coupled to metallicity, but this dependence is weakened in metal-poor populations, specifically in the $I$–band (Serenelli et al. 2017). Thus, any residual metallicity dependence that could bias the $I$–band result is minimized.

To test this, we consider a quadratic color-based correction to the TRGB magnitude using ground-based $V$ and $I$ magnitudes (Jang & Lee 2017). Hoyt (2021)
Figure 4. The detection of the TRGB in Sculptor. **Left:** The reddening-corrected CMD of Upper-RGB stars ($I_0 < 18.0$ mag) in our IMACS catalog. The cyan lines define the color-magnitude selection used to isolate RGB stars for the TRGB detection. Red dots are foreground sources removed with Gaia EDR3 proper motions. Open black points are member sources excluded by the color cut. **Center:** The GLOESS-smoothed LF (red, solid) with a smoothing parameter of $\sigma_s = 0.1$ and 0.01 mag binned LF (grey). **Right:** Edge response function. The measured TRGB is $I_0 = 15.54 \pm 0.07$ stat $\pm 0.02$ sys mag.

showed that this quadratic TRGB color calibration provides the best fit to the TRGB magnitude-color relation as observed in Local Group dwarfs from the ground. Based on the $\Delta(V-I) = 0.3$ mag between the mean color of the TRGB stars that define the adopted Freedman et al. (2020) zero-point and the mean TRGB color measured in Sculptor, the color-correction as predicted by the Jang & Lee (2017) calibration amounts to $\delta M_I = 0.010$ mag. This effect is well below the uncertainties of our TRGB measurement, thus confirming that a color correction is not required.

4. RR Lyrae

4.1. Light Curves and Mean Magnitudes

4.1.1. Sample Selection

RRLs are identified in our IMACS catalog by referencing to the RA/DEC coordinates of RRLs in the extensive and high-quality sample presented in Martínez-Vázquez et al. (2015, hereafter MV15). MV15 created a photometric database on the $BVI$ Johnson/Cousins photometry system from images spanning $\sim 24$ years. In their analysis, they identified 536 RRLs, divided into 289 RRab, 197 RRc, and 50 RRd variables. Their penultimate sample size is 520 RRLs, having rejected 16 outliers which fall more than 2.5$\sigma$ from the $V$ magnitude average of the total population (20.13 mag). For their analysis, MV15 adopt a “clean” sample, which removes all RRL that have noisy light curves and/or low-quality phase coverage. This further reduces their sample to 167 RRab and 123 RRc for a total of 276 RRLs.

In this work, we begin by cross-matching the 276 RRab and RRc from the “clean” MV15 sample. 261 RRLs, 155 RRab and 106 RRc are found in the IMACS field of view. RRLs more than 2.5$\sigma$ from the population mean Wesenheit $W_{I,I-V}$ magnitude (18.89 mag) are also removed. This produces a sample size of 260 RRLs, split between 154 RRab and 106 RRc stars. A final selection cut is applied to our sample, informed by our template fitting procedure (Section 4.1.3 and Figure 6). This leaves a final sample of 118 RRab stars to use for a distance determination.

RRc PLRs have intrinsically higher scatter than that exhibited by the RRab PLRs. For this reason, many previous studies have typically only reported final estimates based on a fundamentalized (FU+FO; RRc+RRab) population, where the periods of first overtone (FO,
RRc) pulsators are shifted to fundamental (FU, RRab) RRL periods (e.g., Braga et al. 2015). However, this added dispersion from the RRc variables is undesirable, and RRab PLRs with a sufficient population, as in this study, work equally well for distance measurements so we choose to use only the RRab stars in subsequent analysis.

4.1.2. Light-Curve Fitting

For our sample, the typical number of phase points observed as part of the IMACS program was $N_{\text{epoch}} = 3 \pm 1$, where contiguous observations, e.g., typically back-to-back exposures taken within 10 min of each other are binned into a single phase point. Owing to our sparse sampling rate, we adopt periods and $V$–band amplitudes from MV15, which were determined from well sampled $BV$ photometry (83 and 52 average phase points, respectively).

With the light curve parameters from MV15 in hand, we then proceed to fit template light curves to our IMACS phase-points to determine template mean magnitudes. These templates are based on a formalism described in Freedman (1988) and Freedman & Madore (2010). As part of the Three-hundred MilliMeter Telescope project (TMMT; Beaton et al. 2016; Monson et al. 2017), high-cadence, high-precision optical (covering $BVRJHK$ and Spitzer 3.6 $\mu$m and 4.5 $\mu$m) light curves of 55 RR Lyrae were acquired and combined with extensive literature observations (Monson et al. 2017). These light curves were combined and the GLOESS technique was used to produce smooth light curves with small-scale features intact (Monson et al. 2017). Beaton et al. (2016) demonstrated how the template technique formalism can generate predictive templates for non-Blasliko RRab and RRc type variables in ten photometric bands. These templates can be used to derive mean optical intensities from sparsely sampled light curves.

Next, we transformed the templates from normalized units to match the observed photometric data. $V$–band amplitudes, $a_V$, were adopted from the well-sampled MV15 light curves. To then compute the $I$–band amplitudes, $a_I$, for each RRL, an amplitude ratio $a_I/a_V = 0.65 \pm 0.01$ was adopted (Beaton et al., in prep). The normalized templates were multiplied by the corresponding $a_V$ and $a_I$ amplitudes, respectively, to begin the minimization process.

The templates were then calibrated to the observed light curve by fitting for a magnitude offset. A template value for each phase point in the observed light curve was calculated by interpolating between the closest two template points. The total magnitude offset is the average of the difference between interpolated template and observed light curve at each phase point.

We shifted the template onto the observed magnitude scale using this offset and calculated a flux-weighted average magnitude for each RRL from the best-fit template light curve.

4.1.3. Comparison with MV15 Magnitudes

In the Appendix B, we redetermined mean magnitudes from MV15 light curves with the TMMT templates and compare to the mean magnitudes originally quoted in MV15. Very good agreement is established with $\Delta V = 0.002 \pm 0.019$ and $\Delta I = 0.002 \pm 0.031$ mag, where the “uncertainties” quoted are the standard deviations and not the standard errors. There is also no trend observed in the residuals (Figure B1).

With consistency established in the template-fitting process, we then fit the IMACS light curves and determined their mean magnitudes determined with the TMMT templates. This produced an entirely independent set of mean magnitudes based on MV15’s determined periods, on the same photometric system as the other distances presented here. This is critical to do—as opposed to directly adopting the MV15 magnitudes or light curves—because differences in photometric zero-points can exceed $0.02 - 0.03$ mag across various definitions of the J-C photometric system deployed at different sites, telescopes, and instruments. Thus, our approach of using only IMACS phase points will reduce systematic uncertainties incurred by mixing heterogeneous photometry, with the trade-off being a concomitantly larger scatter than the MV15 PL relations, which are based on better sampled light curves.

In Figure 6, a comparison between the mean magnitudes of the MV15 light curves and the mean magnitudes of the IMACS light curves, both found using the
Figure 6. Comparison of mean magnitudes determined from literature MV15 to new IMACS light curves in the $V$-band (blue circles, left) and $I$-band (orange squares, right). Sources that were observed for only one epoch with IMACS were removed and a further 3σ clip is applied. Clipped RRls are denoted with an open grey circle. Residuals are shown in the bottom panel and the average and standard deviation of the offsets are $\Delta V = 0.003 \pm 0.053$ and $\Delta I = 0.03 \pm 0.04$ mag.

TMMT templates, is shown. Here we found a small systematic offset and applied another selection cut prior to the final PL/PW and PLZ/PWZ fits. All RRab stars with only one epoch were removed. 3σ outliers from this comparison are clipped, leaving a final, optimal sample of 118 RRab stars to determine a distance.

4.2. RRL I-band and Wesenheit Period Metallicity Relations

Wesenheit magnitudes were calculated for each RRL using the original, reddened magnitudes ($V$ and $I$). Wesenheit magnitudes are defined to be reddening free—under the assumption of a universal reddening law—nominally reducing reddening uncertainties to zero (Madore 1982; Braga et al. 2015; Marconi et al. 2015). The Wesenheit magnitude is defined in Madore (1982) as:

$$W_{M_x,M_y} = M_x + \xi(M_x - M_y)$$

where $\xi$ is a coefficient that describes the color absorption and excess ratio between $M_x$ and $M_y$. For $W_{I,V-I}$, the color coefficient from Neeley et al. (2019)’s Table 3, 1.467, is adopted.

We also adopted from Neeley et al. (2019) a PLZ/PWZ relation of the form

$$m = a + b(\log P + 0.3) + c([\text{Fe/H}] + 1.36)$$

and fit for the $a$ while adopting $b$ and $c$ directly from Neeley et al. (2019)’s Table 3. The PL/PW relations are of the same form without the metallicity term. For the PLZ/PWZ relations, we adopt a mean metallicity of $[\text{Fe/H}] = -1.83$ dex, taken from Clementini et al. (2005), which is on the Zinn & West (1984) scale. The relations from Neeley et al. (2019) are also on the same scale.

The adopted mean metallicity is broadly consistent with expectations from the literature. Clementini et al. (2005) found an RMS scatter of $\sigma = 0.26$ dex, for a metallicity range of $-2.09$ to $-1.57$ dex in their RRL sample. We conservatively adopt this range as potential metallicities to be considered. The upper limit on this range is consistent with the theoretical upper limit expected from RGB stars. Hill et al. (2019), using high resolution spectra of a sample of 99 RGB stars, calculates a mean of $[\text{Fe/H}] = -1.57$. We consider this metallicity range (shown in Figure 7) as a potential source of systematic uncertainty in our PLZ fits. Changing the adopted metallicity from $[\text{Fe/H}] = -2.09$ to $-1.57$ dex changes the distance modulus of the PLZ relation by 0.12 mag and of the PWZ relation by 0.07 mag. We adopt half of these total shifts as the metallicity contribution to the systematic error for each fit.

Finally, we apply a foreground reddening correction (Section 2.2) to the $I$-band mean magnitudes for our PL/PLZ relations and adopt half of this value, rounded up, as systematic uncertainty (0.02 mag). Furthermore, we adopt a 0.01 mag uncertainty to account for potential deviations from the adopted mean Galactic extinction law ($R_V = 3.1$) and an additional 0.01 mag uncertainty for extinction law variations in our adopted zero-point calibrations. The PL relations are shown in Figure 7 with the best-fit parameters tabulated in Table 2.

The left panel of Figure 7 shows the fit to both the PL/PW and PLZ/PWZ relations for our final RRab sample, using periods and amplitudes from MV15.
RRab $I_0$–band magnitudes are plotted as red circles and Wesenheit $W_{I,V-I}$ magnitudes as blue squares. The best-fit PL/PW and PLZ/PWZ relations are shown in solid black and dashed black lines, respectively. The right panel of Figure 7 is the same, except that in this case the mean magnitudes were derived from the MV15 light curves. These fits are shown as a comparison to our IMACS-only analysis. As previously noted, an increase in the scatter of the relations is seen due to the decrease in light curve sampling. The best-fit zero-points for the PL and PLZ relations between the IMACS and MV15 light curves each differ by $<0.03$ mag. The best-fit zero-points for PW and PWZ relations both differ by $<0.06$ mag, but this is well within the uncertainty of our final distance moduli measurement. Furthermore, the RMS of our best fit of the IMACS light curves to the PL/PW and PLZ/PWZ relations are 0.06/0.09 and 0.06/0.09, respectively. The RMS values for the PL/PW and PLZ/PWZ relation using the MV15 LCs are comparable at 0.06/0.06 and 0.06/0.07, respectively. Our larger Wesenheit scatter is due to the better sampling of the MV15 $V$–band light curves.

In fitting to the Neeley et al. (2019) relations, we adopt two additional sources of systematic uncertainty. We adopt in quadrature the reported errors for the Neeley et al. (2019) zero-point parameters, 0.03 mag for the PL/PLZ and 0.02 mag for the PW/PWZ relations, as additional systematics. We also adopt an uncertainty of 0.01 mag to account for potential zero-point differences between the IMACS photometry and the Neeley et al. (2019) photometry. Notably, this small value is still likely conservative because the TMMT photometry that defines the Neeley et al. (2019) calibration was calibrated to Stetson’s Landolt standards, and the IMACS photometry presented here was also calibrated onto the same Stetson-Landolt system.

| Band       |  $a$   |  $b^a$ |  $c^a$ |  [Fe/H]$^b$ |
|------------|-------|-------|-------|-----------|
|            |       |       |       |           |
| **PL/PW Relations** |       |       |       |           |
| $I$        | $19.77$ ± $0.01$ | $-1.92$ ± $0.41$ | | |
| $W_{I,V-I}$ | $19.16$ ± $0.01$ | $-2.92$ ± $0.30$ | | |
| **PLZ/PWZ Relations** |       |       |       |           |
| $I$        | $19.84$ ± $0.01$ | $-1.40$ ± $0.30$ | $0.23$ ± $0.04$ | $-1.83$ |
| $W_{I,V-I}$ | $19.19$ ± $0.01$ | $-2.60$ ± $0.25$ | $0.13$ ± $0.03$ | $-1.83$ |

$^a$Neeley et al. (2019) 
$^b$Clementini et al. (2005)

4.3. RRL Distance Moduli

In this section, we report calculated distance moduli to Sculptor. From our PL and PW relation fits, we find distance moduli of $19.60$ ± $0.01_{\text{stat}}$ ± $0.07_{\text{sys}}$ and $19.58$ ± $0.01_{\text{stat}}$ ± $0.05_{\text{sys}}$ mag, respectively. Similarly, we find distance moduli of $19.67$ ± $0.01_{\text{stat}}$ ± $0.07_{\text{sys}}$ and $19.60$ ± $0.01_{\text{stat}}$ ± $0.05_{\text{sys}}$ mag for our PLZ and PWZ relations, respectively. Here, the statistical errors are the uncertainties on $a$, the zero-point parameter from the least-squares fit, as reported in Table 2. These statistical uncertainties were verified with bootstrap simulations. Systematic errors are the quadrature sum of every contribution as described above. For a summary of these sources, see Table 3 in Section 6.1. For our final RRL distance determination, we prefer to explicitly account for metallicity effects so we do not adopt the PL/PW distances, which are nevertheless presented for completeness. Of the metallicity-dependent relations, we find effects of metallicity on the PWZ distance is 66% that of the effect in the $I$–band PLZ, so we adopt the PWZ distance as our nominal RRL distance to find $\mu_{\text{RRL}}^{W_{I,V-I}} = 19.60$ ± $0.01_{\text{stat}}$ ± $0.05_{\text{sys}}$ mag.

5. THE HORIZONTAL BRANCH

The HB distance to the Sculptor dSph is determined from a direct comparison of its blue HB with HBs observed in globular clusters to which trigonometric distances have been determined. This method relies on the fact each cluster defines an “empirical isochrone” in color–magnitude space that can be calibrated observationally (e.g., Clem et al. 2008). We select the clusters M55 and ω Cen (NGC 5139), as both clusters are metal-poor ([Fe/H] = −1.94 dex and [Fe/H] = −1.53 dex, respectively; Harris 1996), and have geometric detached eclipsing binary (DEB) distances available from the literature (Kaluzny et al. 2014; Thompson et al. 2001). While the former cluster more closely approximates that of Sculptor’s most ancient, metal-poor population, the latter cluster exhibits a greater dispersion in metallicity, and may better approximate the stellar population(s) observed in dSphs including Sculptor. Using these two clusters helps in quantifying the extent to which our HB distance could be biased due to metallicity effects on the HB’s location in absolute color–magnitude space. We note that this method provides an update to that cited in Freedman (2021); the resulting distance modulus is 0.02 mag closer (1% in distance).

We begin by selecting member stars in each of these clusters using proper motions from Gaia EDR3 following the method described in Cerny et al. (2020). Then, we cross-matched this member-star catalog to the high-precision, homogeneous cluster photometry provided by
The residuals were found to be marginally smaller for the bluest half of the HB, \( \langle V - I \rangle_0 < 0.1 \) mag (indicated by the blue dashed line in Figure 8), we find the best-fit distance modulus to be \( \mu_0 = 19.55 \) mag. Reversing the color selection to \( \langle V - I \rangle_0 > 0.1 \) results in \( \mu_0 = 19.60 \). All of these results are consistent with the distances derived via the TRGB and RR Lyrae. However, we argue that the bluest result (\( \mu_0 = 19.55 \) mag) is likely more accurate for two main reasons. Firstly, the residuals (after normalizing by the number of datapoints) are smallest suggesting a better match of HB populations. Secondly, it is theoretically expected that the HB is least sensitive to the metallicity and age dependent effects at bluer colors (e.g., Ferraro et al. 1999) and thus the bluer selection (where the morphology is most similar) is more consistent with this prediction. Therefore, we adopt the \( \mu_0 = 19.55 \) mag for the M55 distance.

For \( \omega \) Cen, we repeat a similar analysis and find \( \mu_0 = 19.51 \) mag when using the full color range of the HB and \( \mu_0 = 19.49 \) mag when the blue color restriction of \( \langle V - I \rangle_0 < 0.1 \) is again applied (right panel of Figure 8). The residuals were found to be marginally smaller for the latter case, and thus, we adopt it as our HB distance based on \( \omega \) Cen. The difference between the two color selections amounts to 0.05 mag for both cluster-Sculptor distances, and we adopt that as a systematic error.
Figure 8. Fiducial ridgeline of the BHB for Sculptor compared to that of M55 (left) and ω Cen (right). All fiducials are created on the BHB using the same process (see Section 5). The lines are the fiducials for the globular clusters (red) and for Sculptor (orange). The dashed blue line represents the upper limit of the color selection $(V-I)_0 < 0.1$ mag, over which each cluster BHB is differenced with Sculptor’s to determine a distance. Final distances are derived over this blue selection because the residuals are smaller when compared to a minimization to the full BHB, which is expected given the blue BHB’s predicted weaker sensitivity to metallicity and age effects. The distance modulus to Sculptor derived from M55 is $\mu_0 = 19.55$ mag and $\mu_0 = 19.49$ mag for ω Cen.

A combined HB distance of $\mu_0 = 19.54$ mag is computed from the weighted average of the (color-restricted) individual HB distances (with weights set according to the DEB distance uncertainties). For the statistical uncertainty on this two-cluster determination, we take half the difference between our two preferred distance modulus values, $(19.55 - 19.49)/2 = 0.03$ mag. We expect this to account for any metallicity dependence of the HB location, which is consistent with prior findings over this metallicity range (Dotter et al. 2010; Federici et al. 2012).

We discuss additional contributions to our error budget here. We first adopt a systematic zero-point uncertainty of 0.05 mag, equivalent to the total uncertainty in the more precise of the two cluster distances. Assuming systematics are shared between the two, the cumulative M55 uncertainty places an upper limit on the systematic floor of the DEB distances, thereby providing a conservative estimate of the total systematic uncertainty. We further add (in quadrature) a 0.01 mag uncertainty to account for any residual variation in the definition of this photometric system, noting again that this difference is a conservative estimate as both the cluster and Sculptor photometric catalogs are are calibrated to the same Stetson-Landolt system. We also adopt a $0.05/\sqrt{2} = 0.04$ mag uncertainty as an estimate of the intrinsic HB alignment dependence on metallicity based on the scatter of the HB-metallicity relation (Dotter et al. 2010; Federici et al. 2012). In order to account for potential deviations from the adopted mean Galactic extinction law ($R_V = 3.1$) in our measurements, we adopt a 0.01 mag uncertainty. Additionally, we further adopt a 0.01 mag uncertainty for potential extinction law variations in our adopted calibration. Finally, we adopt 15% of the foreground reddening (Schlegel et al. 1998; Schlafly & Finkbeiner 2011) as the systematic uncertainty (0.02 mag) for the reddening to the calibrating clusters and an additional 0.02 mag uncertainty associated with foreground extinction for Sculptor. Table 3 details these sources of error.

In summary, we find $\mu_{0,\text{HB}} = 19.54 \pm 0.03_{\text{stat}} \pm 0.09_{\text{sys}}$ mag. This value is in good agreement with the values derived from the TRGB and RRL PWZ relation. That these independent distance determinations are consistent suggests that the systematic uncertainties in any of the three determinations are most probably less than 0.10 mag. In the future, more accurate parallax measurements from Gaia will improve our understanding of systematics in HB distance determination.
6. DISCUSSION

In this section, we provide a summary of our statistical and systematic error budgets for each distance determination and their source. The final distances and their errors are shown in Figure 9. We also compare our calculated distance moduli with values in the literature (Table 4).

6.1. Statistical and Systematic Error Budget

Table 3 summarizes the different sources of statistical and systematic uncertainties and reports the final error budget for each distance determination method.

6.2. Comparison of TRGB Distances

In recent years, there have been two other studies that have calculated the distance to Sculptor using the TRGB method. Rizzi et al. (2007) reports $\mu_{\text{TRGB}} = 19.60 \pm 0.03$ mag in the $I$–band. Górski et al. (2011) measured a TRGB distance modulus of $\mu_{\text{TRGB}} = 19.72 \pm 0.19$ mag and $\mu_{\text{TRGB}} = 19.70 \pm 0.25$ mag in the $J$ and $K$ bands, respectively. Our measured, reddening-corrected TRGB distance modulus, $\mu_{\text{TRGB}} = 19.59 \pm 0.07_{\text{stat}} \pm 0.05_{\text{sys}}$ mag, is consistent with these literature values to within the quoted uncertainties.

6.3. Comparison of RRL Distances

There have been several works in recent years that have calculated distances to Sculptor using RRL variables. Pietrzyński et al. (2008) used near-infrared light curves in the $J$ and $K$ bandpasses and reported a distance modulus of $\mu_{\text{RRL}} = 19.67 \pm 0.02_{\text{stat}} \pm 0.12_{\text{sys}}$ mag. MV15, where the RRL periods and amplitudes in this study come from, adopted $\mu_{\text{RRL}} = 19.62 \pm 0.04$ mag. More recently, Garofalo et al. (2018) found $\mu_{\text{RRL}} = 19.60 \pm 0.02_{\text{stat}} \pm 0.09_{\text{sys}}$ (\sigma_{\text{photo}} = 0.04) and $\mu_{\text{RRL}} = 19.57 \pm 0.02_{\text{stat}} \pm 0.11_{\text{sys}}$ (\sigma_{\text{photo}} = 0.04) mag (where \sigma_{\text{photo}} is the standard deviation of their light curve residuals) using infrared light curves with two different zero-point calibrations. Our adopted RRL distance modulus, $\mu_{\text{RRL}}^{\text{MV15}} = 19.60 \pm 0.01_{\text{stat}} \pm 0.05_{\text{sys}}$ mag agrees with all of these literature measurements to within their reported uncertainties.

6.4. Comparison of HB Distances

There is one other work that has calculated the distance to the Sculptor dSph using an HB-centric method. Rizzi et al. (2007) used $V$–band ground-based photometry and selected for stars within $\sim 1$ mag of the HB with color $0.2 < (V-I) < 0.6$ mag and took the average magnitude. Adopting the absolute calibration from Carretta et al. (2000), they found a distance modulus of $19.66 \pm 0.15$ mag. Our calculated HB distance,
Table 3. Summary of Distance Determination Uncertainties

| Distance Determination Method       | Uncertainty (mag) | Type  | Source                                                                 |
|------------------------------------|-------------------|-------|------------------------------------------------------------------------|
| Tip of the Red Giant Branch        | 0.06              | Statistical | Edge detection$^b$                                                      |
|                                    | 0.03              | Statistical | Jack-knife resampling                                                  |
|                                    | 0.022             | Statistical | Freedman et al. (2020)$^c$                                             |
|                                    | 0.02              | Systematic | Photometric ZP differences between OGLE and Stetson-Landolt            |
|                                    | 0.01              | Systematic | Extinction law uncertainty in internal Sculptor reddening              |
|                                    | 0.01              | Systematic | Extinction law uncertainty in zero-point calibration                    |
|                                    | 0.02              | Systematic | Sculptor Line-of-sight Extinction                                      |
|                                    | 0.039             | Systematic | Freedman et al. (2020)$^c$                                             |
| **Total Adopted TRGB ($\mu^\text{TRGB}_0$)** | **0.07 and 0.05** |       |                                                                       |
| RRL                               | 0.01              | Statistical | Bootstrap simulations                                                  |
|                                    | 0.01              | Systematic | Photometric ZP differences between Neeley et al. (2019) and IMACS$^d$  |
|                                    | 0.01              | Systematic | Extinction law uncertainty in internal Sculptor reddening              |
|                                    | 0.01              | Systematic | Extinction law uncertainty in zero-point calibration                    |
|                                    | (0.02)$^e$        | Systematic (PL/PLZ only) | Sculptor Line-of-sight Extinction                                      |
|                                    | (0.06)            | Systematic (PLZ only) | Metallicity effects                                                    |
|                                    | 0.04              | Systematic (PWZ only) | Metallicity effects                                                    |
|                                    | (0.03)            | Systematic (PL/PLZ only) | Gaia Calibration (Neeley et al. 2019)                                |
|                                    | 0.02              | Systematic (PW/PWZ only) | Gaia Calibration (Neeley et al. 2019)                                |
| **Total Adopted RRL ($\mu^\text{RRL}_{I-V,I}$)** | **0.01 and 0.05** |       |                                                                       |
| HB                                | 0.03              | Statistical | Metallicity range of GC Calibrators                                    |
|                                    | 0.01              | Systematic | Photometric ZP differences between Stetson et al. (2019) and IMACS$^d$ |
|                                    | 0.02              | Systematic | GC reddening                                                           |
|                                    | 0.01              | Systematic | Extinction law uncertainty in internal Sculptor reddening              |
|                                    | 0.01              | Systematic | Extinction law uncertainty in zero-point calibration                    |
|                                    | 0.02              | Systematic | Sculptor line-of-sight Reddening                                       |
|                                    | 0.05              | Systematic | HB fit color range                                                     |
|                                    | 0.04              | Systematic | Intrinsic Scatter (Dotter et al. 2010)                                |
|                                    | 0.05              | Systematic | DEB Distance Uncertainty                                              |
| **Total Adopted HB ($\mu^\text{HB}_0$)** | **0.03 and 0.09** |       |                                                                       |

$^a$Statistical (Stat.) or Systematic (Syst.) uncertainties.

$^b$Tests to assess effects on measured TRGB due to changes in color-magnitude region selection, cuts on galactocentric radius, and edge measurement algorithm parameters.

$^c$Uncertainties to account for photometric, geometric, metallicity, and reddening effects in absolute TRGB measurement, taken from Table 2 of Freedman et al. (2019).

$^d$Note that photometric differences are minimized as both measurements are calibrated to the Stetson-Landolt system.

$^e$We adopt the PWZ distance modulus as the final RRL determination due to the reduced metallicity effect and minimal reddening uncertainty. All values in parentheses are accounted in the PL/PLZ only and not used in the total adopted RRL distance uncertainty determination.
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## Table 4. Comparison with Independent Studies

| Method       | Filter      | $\mu$ (mag)   | Adopted $\mu$ (mag) | Zero–Point              | Reference                  |
|--------------|-------------|---------------|---------------------|-------------------------|----------------------------|
| RRab PWZ     | $W_{I,V-I}$ | 19.60 ± 0.01 ± 0.05 |                    |                         | Neeley et al. (2019)       |
| HB           | $I$         | 19.54 ± 0.03 ± 0.09 |                    |                         | Thompson et al. (2001); Kaluzny et al. (2014) |
| TRGB         | $I$         | 19.59 ± 0.07 ± 0.05 |                    |                         | this study                 |
| RRab PW      | $W_{V,B-V}$ | 19.59 ± 0.05    |                    |                         | Martinez-Vázquez et al. (2015) |
| RRc PW       | $W_{V,B-V}$ | 19.67 ± 0.1     |                    |                         | Martinéz-Vázquez et al. (2015) |
| RRab+RRc PL  | $W_{V,B-V}$ | 19.61 ± 0.05    | 19.62 ± 0.04       |                         | Martinez-Vázquez et al. (2015) |
| RRab+RRc PL  | $K$         | 19.64 ± 0.02 ± 0.15 |                  |                         | Sollima et al. (2006)      |
| RRab+RRc PL  | $K$         | 19.72 ± 0.02 ± 0.13 |                  |                         | Bono et al. (2003)         |
| RRab+RRc PL  | $K$         | 19.68 ± 0.02 ± 0.12 |                  |                         | Pietrzyński et al. (2008)  |
| RRab+RRc PL  | $J$         | 19.66 ± 0.02 ± 0.12 | 19.67 ± 0.02 ± 0.12 |                | Catelan et al. (2004)      |
| RRab PLZ     | 3.6µm       | 19.60 ± 0.02 ± 0.09 | 19.60 ± 0.02 ± 0.09 |               | Neeley et al. (2017)       |
| RRab+RRc PLZ | 3.6µm       | 19.68 ± 0.02 ± 0.11 |                   |                         | Muraveva et al. (2018) (HST) |
| RRab+RRc PLZ | 3.6µm       | 19.57 ± 0.02 ± 0.11 | 19.57 ± 0.02 ± 0.11 |                | Garofalo et al. (2018)     |
| HB           | $V$         | 19.66 ± 0.15    | 19.66 ± 0.15       |                         | Rizzi et al. (2007)        |
| TRGB         | $I$         | 19.61 ± 0.04    | 19.61 ± 0.04       |                         | Rizzi et al. (2007)        |
| TRGB         | $J$         | 19.72 ± 0.08 ± 0.11 | 19.72 ± 0.08 ± 0.11 |                | Valenti et al. (2004)      |
| TRGB         | $K$         | 19.70 ± 0.08 ± 0.17 | 19.70 ± 0.08 ± 0.17 |                | Górski et al. (2011)       |

**Note:** Measured distance moduli for Sculptor using RRL variables and the TRGB. Since distance moduli depend heavily on the calibration used, all calibration references have been listed. MV15 values use their averaged, semi-empirical measurements, which does not report a systematic error.
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APPENDIX

A. GAIA EDR3 PROPER-MOTION CLEANING

We selected all Gaia EDR3 sources within 1 deg of the Sculptor dSph centroid. The SQL query was,

```
SELECT * FROM gaiaedr3.gaia_source as edr3
WHERE
1=CONTAINS(
  POINT('ICRS',edr3.ra,edr3.dec),
  CIRCLE('ICRS',
    COORD1(EPOCH_PROP_POS(15.039166,-33.708888,
      0,.4760,-.3600,55.3000,2000,2016.0)),
    COORD2(EPOCH_PROP_POS(15.039166,-33.708888,
      0,.4760,-.3600,55.3000,2000,2016.0)),
    1.0)
)
```

which returned 18060 sources.

We then made a cut for sources with parallaxes $1 < \pi < 1$ mas and that lie within 10' of Sculptor’s optical center (01h00m09.4s, −33d42m32s; Lauberts 1982). In Figure A1a, the distribution of sources that pass (blue) and don’t (red) pass the selection criteria are plotted. These stars were then used to define an elliptical profile (simply fit “by eye”). Also plotted is a determination of the Sculptor proper motion from HST imaging (black cross, Piatek et al. 2006). The parallax and radial cut reveals a tight cluster of sources in PM space centered near zero (emphasized in the inset). These sources were used to define an elliptical profile (green curve) that represents the 2D distribution of proper motions. The elliptical distance for each source was then computed, where a value of unity is equivalent to a coordinate $(\mu_\alpha, \mu_\delta)$ located on the boundary of the adopted profile.

The PM elliptical distance was inspected as a function of magnitude (Figure A1b). It can be seen that fainter sources exhibit a larger scatter in PM space, within expectations. An exponential function was then adopted to describe the outer envelope of the elliptical deviation vs. $I$ distribution. 802 sources lie outside of the adopted envelope boundary and are conclusively identified as non-members of the Sculptor dwarf. The CMD and spatial distribution of sources (Figure A1 c, d) confirm the accuracy of the proper-motion-cleaning procedure.

We briefly consider the possibility of a bias in the proper motions due to photometric color, for which Salomon et al. (2020) found a sizable offset in the context of M31 (an order of magnitude more distant than Sculptor). Since the bright Sculptor CMD is dominated by red sources, while the faint Sculptor CMD by blue sources, it makes sense to check for this effect. We found for the blue sources (dominated by non-variable HB stars) $(\mu_\alpha, \mu_\delta) = (0.128 \pm 0.013, -0.144 \pm 0.011)$ mas, and for the red sources $(\mu_\alpha, \mu_\delta) = (0.100 \pm 0.006, -0.153 \pm 0.004)$ mas, with only the formal standard errors (no systematic errors) quoted for both measurements. We see slight offsets between blue and red sources in both RA and DEC components of the proper motions, but the small difference has no effect on the foreground cleaning. While the subtle spatially covariant systematics of EDR3 astrometry ensure that our formal uncertainties are underestimated (see, e.g. Maíz Apellániz et al. 2021; Vasiliev & Baumgardt 2021), the consistency of Gaia EDR3 proper motions with an independent, dedicated HST program at a distance of 80 kpc is still quite remarkable.

B. COMPARISON OF TEMPLATE FITS

To test the template-fitting procedure used in this work and confirm consistency with the MV15 template fits, the TMMT templates (described in Section 4.1.2) were fit to the MV15 light curves.

To fit their light curves, MV15 used light curve templates partly based on the set used by Layden (1998), adopting the technique used in Bernard et al. (2009). The Layden (1998) templates for RRab stars were created by averaging and normalizing three to four well-sampled light curves taken from Nikolov et al. (1984).

The mean magnitudes from the TMMT fits to the MV15 light curves were then compared to MV15’s own mean magnitudes. The results are shown in Figure B1. The differences between the TMMT-template mean magnitudes and the MV15 mean magnitudes are $\Delta V = 0.002 \pm 0.019$ and $\Delta I = 0.002 \pm 0.031$ mag, where the “uncertainty” quoted here is the standard deviation, not the standard error.

C. GROUND-TO-HST TRANSFORMATION

In this section we present a calibration between the space-based ACS/WFC VEGAMAG system to Stetson’s Landolt system in the $I$–band. We used our ACS/WFC F814W images and repeated the procedure described in Section 2.2 to match the calibrated Stetson $I$–band photometry with our $HST$ F814W photometry. Figure C1 displays the calibration of Stetson $I$–band to the $HST$ F814W bandpass for 73 and 61 comparison stars from the two available different $HST$ pointings. The adopted mean Stetson $I$–F814W calibrations
Figure A1. Gaia EDR3 foreground cleaning procedure. a. Proper motions of queried sources that satisfy the initial parallax and radial cut (blue) and those that do not (red). The Sculptor dSph proper motion determined by Piatek et al. (2006) is plotted (black plus sign). b. Elliptical distance from the center of the adopted PM profile (green curve in panel a.) as a function of magnitude. Points are color coded according to their $\pi/\sigma_\pi$, to highlight the distribution of likely foreground sources (which will have large values of $\pi/\sigma_\pi$). The blue curve represents the envelope outside of which a source is classified as foreground. c. $I$ vs. $(V - I)$ CMD displaying the removed sources (red dots) and retained sources (blue dots) with a zoomed view of the TRGB shown in the inset. d. Spatial distribution of sources identified as foreground (red dots) and members of Sculptor (blue dots).

are plotted as dashed black lines and the $1\sigma$ standard deviations as dotted black lines. Stars brighter than 18.8 mag in HST imaging were removed due to concerns of non-linearity, while stars fainter than 22.5 mag in the IMACS imaging were removed to avoid potential false matches. For IMACS frames with overlapping HST pointings, the average $I$–band and F814W offset is $< 0.001 \pm 0.066$ mag and $-0.001 \pm 0.043$ mag while the average $I$–F814W offset is $< 0.001 \pm 0.01$ mag. We find no evidence for a significant offset between the Stetson-Landolt $I$–band and ACS/F814W.
Figure B1. Comparison between TMMT template fits and MV15 templates (Layden 1998) for the $V$–band (blue circles, left) and $I$–band (orange squares, right) light curves from MV15. Residuals are shown in the bottom panel and the average and standard deviation of the offsets are $\Delta V = 0.002 \pm 0.019$ and $\Delta I = 0.002 \pm 0.031$ mag. The modern TMMT templates are shown to produce results in excellent agreement with those adopted by MV15, and with no functionality in the residuals.

Figure C1. Comparison between Stetson $I$ and HST F814W for the two IMACS pointings that overlap with the HST/ACS/F814W imaging. The top panel contains 73 comparison stars and the bottom 61 stars. The black dashed lines correspond to the mean offset and the black dotted lines are the 1σ standard deviation. The top plot has a difference of $< 0.001 \pm 0.066$ mag and the bottom plot has a difference of $-0.001 \pm 0.043$ mag between Stetson ground-based $I$–band and HST F814W magnitudes.