Approximate Controllability of Impulsive System Involving State-Dependent Delay and Variable Delay in Control via Fundamental Solution

Syed Mohammad Abdal, Surendra Kumar

Abstract. This article is concerned with the approximate controllability for a new class of impulsive semilinear control systems involving state-dependent delay and variable delay in control in Hilbert spaces. We formulate new sufficient conditions which guarantee the existence of solution to the considered system. We use the theory of fundamental solution, Krasnoselskii’s and Schauder’s fixed point theorems to establish our major results. Finally, two examples are constructed which demonstrate the effectiveness of obtained results.

1. Introduction

Let \( H \) and \( \mathcal{D} \) be Hilbert spaces, and \( L(\mathcal{D}; H) \) the space of all bounded linear operators from \( \mathcal{D} \) into \( H \). Consider the following semilinear functional differential equation involving state-dependent delay and variable delay in control given by

\[
\begin{align*}
\frac{d\xi(t)}{dt} & = A\xi(t) + L(\xi_t) + B_1(t)z(t) + B_2(t)z(h(t)) + F(t, \xi_{\rho(t)}), \quad t \in [0, M], \ t \neq t_i, \\
\xi_0 & = \psi \in \mathcal{D}, \\
\Delta \xi(t_k) & = I_k(\xi_{t_k}), \quad k = 1, \ldots, m,
\end{align*}
\]

(1)

where \( 0 = t_0 < t_1 < t_2 < \cdots < t_m < M \) are fixed, the state variable \( \xi(t) \in H, z(\cdot) \in L^2([0, M]; \mathcal{D}) \) is the control variable, and \( B_1, B_2 \in L(\mathcal{D}; H) \). Define \( h(t) = t - h_1(t) \) (\( h_1(t) \) is positive) is strictly increasing and continuously differentiable on \([0, M]\). Let \( \mathcal{D} \) be an abstract phase space, which is defined later. We assume that \( L \in L(\mathcal{D}; H) \) and \( A \) is a closed linear operator (not necessarily bounded) from \( H \) into itself that generates a \( C_0 \)–semigroup \( \{S(t)\}_{t \geq 0} \). The function \( F : [0, M] \times \mathcal{D} \to H \) is specified later, and \( \rho : [0, M] \times \mathcal{D} \to [0, \infty) \) is a continuous function.

In various fields of engineering input or output delays emerge naturally in different modeling and dynamical control systems. However, it is important to achieve the satisfactory control systems for the
modeling of framework involving variable delays because variable delays represent more positive and powerful characteristics and behavior as compared to fixed time delays. At different point of applications, the existence of delay in variable in a flexible spacecraft is very common because of actuators physical design and energy consumptions. Therefore, to make the prediction regarding valuable system dynamics, it is required that system must involve these variable delays. Significant worsening of performance and instability of the system generally leads to the presence and requirement of variable delays in dynamical systems. In a delayed system both the present and past states directly or indirectly effects the future state of the system. We generally deal with dynamical control systems involving variable delay in control whenever there is any delay in input function. It is remarkable that several mathematical models which showcase dynamical systems involving delay in control are of special significance in control theory. Thus, it is important to discuss controllability for delayed semilinear systems involving variable delay in control. In particular, we can easily found different equations involving state-dependent delay in different practical control models. Indeed, it is natural to involve state-dependent delay in system dynamics as apparent large number of models representing real world problem may need the past states of the system for effective output. Delayed differential equations emerge in various biological and physical applications, because of this authors generally attract towards the consideration of variable or state-dependent delay. Moreover, it comes out that in various problems system dependency on time delay is only an additional assumption for making the study easier.

Controllability played a pivotal role in every part of the history of modern control theory. Systematically the study of controllability was initiated at the starting of 60’s last century. After that, several controllability results were accomplished extensively in finite and infinite dimensional spaces using various approaches. Some basic concepts of control theory are introduced by Barnett and Curtain et al. Mokkedem et al. discussed the approximate controllability of dynamical control systems by using the technique of fundamental solution. Controllability of various systems involving delay in control has broadly discussed by few authors. Klamka discussed controllability of linear system involving delays in control. Sikora and Klamka developed some interesting results by assuming constrained controls (that is the control functions are restricted to take their values in a prescribed admissible set) for linear and semilinear fractional systems with multiple delays in control in finite dimensional spaces. Balachandran concerned with relative controllability of dynamical control system involving delay in control. Shen and Sun studied relative controllability of nonlinear system involving variable delays in control. Kumar and Sukavanam discussed controllability of semilinear systems involving fixed delay in control. Shen proved relative approximate controllability of semilinear functional systems involving infinite delay and variable delay in control. Arora and Sukavanam established approximate controllability for a semilinear differential equation of second order involving variable delay in control.

On the other hand, the theory of impulsive differential equations attracted many researchers because of its presence in several fields such as, in pharmacokinetics, population dynamics, mathematical in epidemiology, fed-batch culture in fermentative production, among others. However, if we compare the development of control theory for ordinary differential equation and impulsive differential equation, then the second one is not yet adequately studied in relation with the first one. Theory of impulsive differential equations involving state-dependent delay has discussed by several authors. Muthukumar and Rajivganthi determined the approximate controllability of stochastic neutral semilinear system involving state-dependent delay and impulse. Sathivel and Anandhi established sufficient conditions for the approximate controllability to a semilinear differential equation involving state-dependent delay for the impulsive process. Selvarasu et al. obtained a set of sufficient conditions for the approximate controllability of impulsive fractional semilinear system involving state-dependent delay and poisson jump. Zhang et al. investigated the approximate controllability of fractional stochastic semilinear system involving state-dependent delay and impulse.

Motivated by the above cited work and discussion, the foremost purpose of this article is to construct new sufficient conditions for the approximate controllability to the system. For this we formulate an appropriate control function associated to the system. By using this control function, fundamental solution, Krasnoselskii’s and Schauder’s fixed point theorems, we show that the system has a mild solution. Finally, approximate controllability is reported for the system under the assumption that the
linear system \( (F \equiv 0 \text{ in } (1)) \) is approximately controllable. Nevertheless, we would point out here, that to the best of our knowledge the approximate controllability of semilinear systems involving state-dependent delay and variable delay in control for the impulsive case is not considered in the literature yet. In this article, we try to fill this gap which is the novelty of our work.

The set up of the remaining paper is as follows: We introduce the abstract phase space \( \mathcal{D} \), basic notations, definitions and results in Sect. 2. We establish the existence of a mild solution to the system (1) by using the resolvent operator and fixed point technique in Sect. 3. We also show approximate controllability result for impulsive semilinear differential equation having state-dependent delay and variable delay in control. In Sect. 4, the obtained results are demonstrated with the help of two examples.

2. Preliminaries

Initially, we introduce the phase space \( \mathcal{D} \). Next, we evolve the concept of fundamental solution and provide some results associated with it. The section is closed by raising an expression for a mild solution to the system (1) followed by resolvent operators. Let \( \mathcal{H} \) be the collection of all mapping from \( (-\infty, 0] \) into \( \mathcal{H} \) with the seminorm \( \| \cdot \|_{\mathcal{D}} \) (see [11]), and the following axioms holds in \( \mathcal{D} \):

(A) If \( \xi : (-\infty, \omega + d] \rightarrow \mathcal{H} \) \((\omega \geq 0 \text{ and } d > 0)\) is such that \( \xi_\omega \in \mathcal{D} \) and \( \xi_{[\omega, \omega + d]} \in PC([\omega, \omega + d]; \mathcal{H}) \), then for any \( t \in [\omega, \omega + d] \), we have

(i) \( \xi_t \in \mathcal{D} \)

(ii) \( \|\xi(t)\| \leq \overline{\omega}\|\xi_\omega\|_{\mathcal{D}} \) where \( \overline{\omega} \geq 0 \) is a constant which is independent of \( \xi(\)\)

(iii) \( \|\xi(t)\|_{\mathcal{D}} \leq K(t - \omega) \sup_{s \in [\omega, \omega + d]} \|\xi(s)\| \) for \( t \leq s \leq t + R(t - \omega)\|\xi_\omega\|_{\mathcal{D}} \), where \( K, R \) maps \([0, \infty) \) into itself. Also \( K(\)\)\) is continuous and \( R(\)\)\) is locally bounded, and both \( K(\)\)\) and \( R(\)\)\) are independent of \( \xi(\)\).

(B) The phase space \( \mathcal{D} \) is complete.

To setup an expression for fundamental solution, we require following assumptions:

(a) Define the function \( \psi_\eta^0 \) by

\[
\psi_\eta^0(\kappa) = \begin{cases} \eta, & \kappa = 0, \\ 0, & \kappa < 0, \end{cases}
\]

which belongs to \( \mathcal{D} \) for any \( \eta \in \mathcal{H}, \) and \( \|\psi_\eta^0\|_{\mathcal{D}} \leq \|\eta\| \).

(b) The maps \( K \) and \( R \) appeared in axiom (A) are bounded on \([0, \infty) \). Let \( K_M \) and \( R_M \) be constants such that

\[
K_M = \max_{s \in [0, M]} K(s) \text{ and } R_M = \sup_{s \in [0, M]} R(s).
\]

Consider the system

\[
\begin{aligned}
\frac{d\xi(t)}{dt} &= A\xi(t) + L(\xi_t), \quad t > 0 \\
\xi_0 &= \psi \in \mathcal{D},
\end{aligned}
\]

(3)
then
\[
\xi(t, \psi) = \begin{cases} 
S(t)\psi(0) + \int_0^t S(t-s)L(\xi_s, \psi))ds, & t \geq 0, \\
\psi(t), & t \leq 0,
\end{cases}
\]
is the mild solution of (3). 

The fundamental solution \(Q(t) \in \mathcal{L}(\mathcal{H})\) of equation (3) is an operator valued function defined by
\[
Q(t) = \begin{cases} 
S(t) + \int_0^t S(t-s)L(Q_s)ds, & t \geq 0, \\
0, & t < 0,
\end{cases}
\]
where \(Q_t := Q(t + \kappa), \kappa \leq 0\) (see [18]). Clearly, \(Q(t)\) is the unique solution of (3). For any \(\eta \in \mathcal{H}\), we have
\[
Q(t)\eta = \begin{cases} 
\xi(t, \psi_0^{(t)}), & t \geq 0, \\
0, & t < 0,
\end{cases}
\]
where \(\psi_0^{(t)}\) is defined by (2) and belongs to \(\mathcal{D}\) due to assumption (a).

**Definition 2.1.** For given \(z(\cdot) \in L^2(\{0, \mathcal{M}\}; \mathcal{D})\), \(\xi(\cdot, \psi, z) : (-\infty, \mathcal{M}] \to \mathcal{H}\) is referred to as a mild solution to the system (1) with initial data \(\psi \in \mathcal{D}\), if it is in \(\text{PC}\) and the following integral equation holds:
\[
\xi(t) = \begin{cases} 
Q(t)\psi(0) + \int_0^t Q(t-s)[L(\tilde{\psi}_s) + B_1(s)z(s) + B_2(s)z(h(s))]ds & + \sum_{0 \leq t_k \leq t} Q(t-t_k)I_k(\tilde{\xi}_k), \quad t \in [0, \mathcal{M}]
\end{cases},
\]
where
\[
\tilde{\psi}(s) = \begin{cases} 
\psi(s), & s \leq 0, \\
0, & s > 0.
\end{cases}
\]

**Remark 2.2.** Throughout the remaining paper we assume that \(h(\mathcal{M}) > 0\), as the system (1) has no delay in control whenever \(h(\mathcal{M})\) is negative. Also \(z(s) = 0, s \in [h(0), 0]\).

By keeping in mind that there is a delay in control, we redefine the mild solution as follows:

**Definition 2.3.** For given \(z(\cdot) \in L^2(\{0, \mathcal{M}\}; \mathcal{D})\), \(\xi(\cdot, \psi, z) : (-\infty, \mathcal{M}] \to \mathcal{H}\) is referred to as a mild solution to the system (1) with initial data \(\psi \in \mathcal{D}\), if it is in \(\text{PC}\) and the following integral equation is satisfied:
\[
\xi(t) = \begin{cases} 
Q(t)\psi(0) + \int_0^t Q(t-s)[L(\tilde{\psi}_s) + F(s, \xi_{\rho(s,z)})]ds & + \sum_{0 \leq t_k \leq t} Q(t-t_k)I_k(\tilde{\xi}_k), \quad t \in [0, \mathcal{M}]
\end{cases},
\]
where
\[
\tilde{\psi}(s) = \begin{cases} 
\psi(s), & s \leq 0, \\
0, & s > 0.
\end{cases}
\]

**Definition 2.4.** We say that the system (1) is approximately controllable on \([0, \mathcal{M}]\), if for any initial data \(\psi \in \mathcal{D}\), \(\mathcal{R}(\mathcal{M}, \psi)\) is dense in the Hilbert space \(\mathcal{H}\). That is,
\[
\mathcal{R}(\mathcal{M}, \psi) = \mathcal{H},
\]
where \(\mathcal{R}(\mathcal{M}, \psi) = \{\xi(\mathcal{M}, \psi, z) : z(\cdot) \in L^2(\{0, \mathcal{M}\}; \mathcal{D})\}\).
Let $Q'$, $B_1'$ and $B_2'$ be the adjoint of $Q$, $B_1$ and $B_2$, respectively. Then introduce the following operators: The controllability linear map $L_M : L^2([0, M], \mathcal{F}) \rightarrow \mathcal{H}$ of the system (1) is defined by

$$L_M z = \int_0^M (Q(M - \tau)B_1(\tau) + Q(M - r(\tau))B_2(r(\tau))r'(\tau))z(\tau)d\tau + \int_{h(M)}^M Q(M - \tau)B_1(\tau)z(\tau)d\tau,$$

and

$$(L_M^* \eta)(\tau) = \begin{cases} (B_1'(\tau)Q'(M - \tau) + B_2'(r(\tau))Q'(M - r(\tau))r'(\tau))\eta, & \tau \in [0, h(M)], \\ B_1'(\tau)Q'(M - \tau)\eta, & \tau \in (h(M), M]. \end{cases}$$

The controllability Gramian map on the interval $[s, M]$ to the system (1) is defined by

$$\Gamma_s^M = L_M L_M^* = \begin{cases} \int_0^M (r'(\tau)Q(M - \tau)B_2(r(\tau))B_1'(\tau)Q'(M - \tau)\eta, & \tau \in [0, h(M)], \\ + \int_{h(M)}^M Q(M - \tau)B_1(\tau)B_1'(\tau)Q'(M - \tau)d\tau, & s \in [0, h(M)]; \\ \int_s^M Q(M - \tau)B_1(\tau)B_1'(\tau)Q'(M - \tau)d\tau, & s \in (h(M), M]. \end{cases}$$

For $\alpha > 0$ and $s \in [0, M]$, the resolvent map $R(\alpha, \Gamma_s^M)$ is defined by $R(\alpha, \Gamma_s^M) = (\alpha I + \Gamma_s^M)^{-1}$.

### 3. Approximate Controllability

This section is devoted to the approximate controllability of the impulsive system (1) containing state-dependent delay and delay in control. In what follows, we assume that $0 \leq \rho(t, \psi) \leq 1$ for all $\psi \in \mathcal{D}$. To show the solvability and the approximate controllability for the system (1), the following hypotheses are required:

**(G1)** There exist constants $\theta \in \mathbb{R}$ and $P_0 \geq 1$ such that for all $s \geq 0$, $\|S(s)\| \leq P_0 e^{\theta s}$. Particularly, for every $0 \leq s \leq M$,

$$\|S(s)\| \leq P, \quad \text{for some } P \geq 1.$$

**(G2)** There exists $l > 0$ such that $\|L\| = l$.

**(G3)** For each $t \in [0, M]$, the function $F(t, \cdot) : \mathcal{D} \rightarrow \mathcal{H}$ is continuous and for each $\psi \in \mathcal{D}$, the function $F(\cdot, \psi) : [0, M] \rightarrow \mathcal{H}$ is strongly measurable, and satisfies the following conditions:

(a) There exist positive constants $L_F$ and $L_{\mathcal{F}}$ such that

$$\|F(t, \xi) - F(t, \eta)\| \leq L_F \|\xi - \eta\|_{\mathcal{D}}, \quad \|F(t, \xi)\| \leq L_{\mathcal{F}}(1 + \|\xi\|_{\mathcal{D}}).$$

(b) There exists $L > 0$ such that for $t_1, t_2 \in [0, M]$ we have

$$\|F(t_1, \xi_{t_1}) - F(t_2, \xi_{t_2})\| \leq L|t_1 - t_2|.$$  

(c) The function $\rho : [0, M] \times \mathcal{D} \rightarrow [0, \infty)$ is such that the function $t \rightarrow \rho(t, \xi)$ is continuous for every $\xi \in \mathcal{D}$, and there exists a constant $L_{\rho} > 0$ such that

$$|\rho(t, \xi) - \rho(t, \eta)| \leq L_\rho \|\xi - \eta\|_{\mathcal{D}}, \quad \xi, \eta \in \mathcal{D} \quad \text{and for all } t \in [0, M].$$
(G4) The functions $l_k : \mathcal{D} \to \mathcal{H}$ are continuous, and there exist constants $q_k$ and $q_k$ for $k = 1, 2, \ldots, m$, such that
\[
\|l_k(\xi) - l_k(\eta)\| \leq q_k \|\xi - \eta\|_{\mathcal{D}}, \quad \|l_k(\xi)\| \leq q_k(1 + \|\xi\|_{\mathcal{D}}).
\]

(G5) The operator $\alpha R(\alpha, \Gamma_0^\alpha)$ tends to 0 as $\alpha \to 0^+$ in the strong operator topology.

Remark 3.1. \cite[Theorem 3.2]{18}. For $Q(t)$, $t \in \mathbb{R}$, we have the following

(i) The family of bounded linear operators $Q(t)$ is strongly continuous which is defined on $\mathcal{H}$ and there exist constants $\gamma \in \mathbb{R}$ and $c_1 > 0$ such that
\[
\|Q(s)\| \leq c_1 e^{\gamma s}, \quad s \geq 0.
\]
Particularly, for every $0 \leq s \leq \mathcal{M}$, we have
\[
\|Q(s)\| \leq \tilde{P}, \quad \text{for some } \tilde{P} \geq 1.
\]

(ii) If $[S(s)]_{s>0}$ is compact, then $[Q(s)]_{s>0}$ is compact.

(iii) For each $0 < s \leq \mathcal{M}$, $Q(s)$ is uniformly continuous.

Lemma 3.2. The following are equivalent:

(a) $\Gamma_0^\mathcal{M} > 0$.

(b) Assumption (G5) holds.

(c) The System

\[
\begin{aligned}
\frac{dx(t)}{dt} &= A\xi(t) + L(\psi_t) + B_1(t)z(t) + B_2(t)z(h(t)), \quad t \in [0, \mathcal{M}]
\end{aligned}
\]
\[
\begin{aligned}
\xi(0) &= \psi(0),
\end{aligned}
\]

is approximately controllable.

Proof. The proof is straightforward, for more details see \cite[Lemma 2.1]{27}. \qed

For further development, we construct an expression for the control function. That is, for any $\xi_\mathcal{M} \in \mathcal{H}$ and $\alpha > 0$, the control function is defined by

\[
\begin{aligned}
z^{\alpha}(t) &= \begin{cases} 
[r'(t)B_2(r(t))Q'(M - r(t)) + B_1'(t)Q'(M - t)]R(\alpha, \Gamma_0^\mathcal{M})[\xi_\mathcal{M} - Q(M)\psi(0)] \\
- [r'(t)B_2(r(t))Q'(M - r(t)) + B_1'(t)Q'(M - t)]\left\{ \int_0^t R(\alpha, \Gamma_0^\mathcal{M})Q(M - s)[L(\psi_s)] + F(s, \xi_{\rho(\xi_s)}) \right\}ds \\
+ R(\alpha, \Gamma_0^\mathcal{M}) \sum_{k=1}^m Q(M - t_k)l_k(\xi_{t_k}) \right\}, \quad t \in [0, h(\mathcal{M})], \\
B_1'(t)Q'(M - t)R(\alpha, \Gamma_0^\mathcal{M})(\xi_\mathcal{M} - Q(M)\psi(0)) - B_1'(t)Q'(M - t)\left\{ \int_0^t R(\alpha, \Gamma_0^\mathcal{M})Q(M - s)[L(\psi_s)] + F(s, \xi_{\rho(\xi_s)}) \right\}ds \\
+ R(\alpha, \Gamma_0^\mathcal{M}) \sum_{k=1}^m Q(M - t_k)l_k(\xi_{t_k}) \right\}, \quad t \in [h(\mathcal{M}), \mathcal{M}].
\end{cases}
\]

Also introduce the operator

\[
(\Phi^\alpha(\psi))(t) = \begin{cases} 
Q(t)\psi(0) + \int_0^t [Q(t - s)B_1(s) + Q(t - r(s))B_2(r(s))(r'(s))]z^{\alpha}(s)ds \\
+ \int_0^t Q(t - s)B_1(s)z^{\alpha}(s)ds + \int_0^t Q(t - r(s))[L(\psi_s) + F(s, \xi_{\rho(\xi_s)})]ds \\
+ \sum_{0 < t_k < t} Q(t - t_k)l_k(\xi_{t_k}), \quad t \in [0, \mathcal{M}],
\end{cases}
\]
Theorem 3.3. Suppose that $\psi \in \mathcal{D}$. If $(G1) - (G4)$ hold, then for $\alpha > 0$, there is a mild solution to the system (1) on $(-\infty, M)$ provided that

$$\frac{1}{\alpha} m\{PN + PNR\}^2 \left\{ M \tilde{P} F K_M + M \tilde{P} L \mu K_M + \sum_{k=1}^{m} \tilde{p}_k K_M \right\} + M \tilde{P} L F K_M + \sum_{k=1}^{m} \tilde{p}_k K_M \leq 1. \quad (7)$$

Proof. Define the map $\eta(\cdot) : (-\infty, M] \to \mathcal{H}$ by

$$\eta(t) = \begin{cases} Q(t) \psi(0), & t \geq 0, \\ \psi(t), & -\infty < t \leq 0. \end{cases}$$

Clearly for any $0 \leq t \leq M$, $\eta_t = \psi$ and $t \to \eta$ is a continuous map on $[0, M]$, which leads to the continuity of the map $t \to \eta_t$ in $\| \cdot \|_{\mathcal{D}}$.

Consider the set $C^0_M = \{ u \in PC : u_0 = 0 \}$ with the norm

$$\| u \|_M = \sup_{0 \leq s \leq M} \| u(s) \| : 0 \leq s \leq M.$$ 

For $\delta > 0$, set $B[0; \delta] = \{ u \in C^0_M : \| u \|_M \leq \delta \}$. Clearly, $B[0; \delta]$ is a non-empty, bounded, closed and convex subset of $PC$. For each $u \in B[0; \delta]$, define

$$\tilde{u}(\tau) = \begin{cases} u(\tau), & 0 \leq \tau \leq M, \\ u_0, & -\infty < \tau < 0. \end{cases}$$

If $\xi(\cdot)$ satisfies (1), then split it as $\xi(t) = u(t) + \eta(t)$, $t \in [0, M]$, which yields that $\tilde{\xi}_t = \tilde{u}_t + \tilde{\eta}_t$ for $t \in [0, M]$, and for each $z^\alpha \in L^1([0, M]; \mathcal{H})$ the function $u(\cdot)$ has the form

$$u(t) = \int_{0}^{t} \left[ Q(t - s) B_1(s) + Q(t - r(s)) B_2(r(s)) r'(s) s^\alpha(s) ds + \int_{t_0}^{t} Q(t - s) B_1(s) z^\alpha(s) ds \right] + \int_{0}^{t} Q(t - s) L(\tilde{\psi}_s) + F(s, \tilde{u}_{\rho(s, \tilde{u}_s + \eta_s)} + \eta_{\rho(s, \tilde{u}_s + \eta_s)}) ds + \sum_{0 < \tau < t} \int_{0}^{\tau} Q(t - s) I_k(\tilde{u}_s + \eta_s), \quad t \in [0, M].$$

Define $\Phi$ on $B[0; \delta]$ by

$$(\Phi u)(t) = \int_{0}^{t} \left[ Q(t - s) B_1(s) + Q(t - r(s)) B_2(r(s)) r'(s) s^\alpha(s) ds + \int_{t_0}^{t} Q(t - s) B_1(s) z^\alpha(s) ds \right] + \int_{0}^{t} Q(t - s) L(\tilde{\psi}_s) + F(s, \tilde{u}_{\rho(s, \tilde{u}_s + \eta_s)} + \eta_{\rho(s, \tilde{u}_s + \eta_s)}) ds + \sum_{0 < \tau < t} \int_{0}^{\tau} Q(t - s) I_k(\tilde{u}_s + \eta_s).$$

Then clearly $\Phi$ is well-defined on $B[0; \delta]$ for each $\delta > 0$. Also the operator $\Phi^\tau$ has a fixed point if and only if $\Phi$ has a fixed point. Let $\Phi = \Phi_1 + \Phi_2$ and, $\Phi_1$ and $\Phi_2$ are defined by

$$(\Phi_1 u)(t) = \int_{0}^{t} \left[ Q(t - s) B_1(s) + Q(t - r(s)) B_2(r(s)) r'(s) s^\alpha(s) ds + \int_{t_0}^{t} Q(t - s) B_1(s) z^\alpha(s) ds \right] + \int_{0}^{t} Q(t - s) L(\tilde{\psi}_s) + F(s, \tilde{u}_{\rho(s, \tilde{u}_s + \eta_s)} + \eta_{\rho(s, \tilde{u}_s + \eta_s)}) ds + \sum_{0 < \tau < t} \int_{0}^{\tau} Q(t - s) I_k(\tilde{u}_s + \eta_s).$$

Now, in order to understand the proof easily we break it into several parts.
Step (i): We claim that $\Phi B[0; \delta] \subseteq B[0; \delta]$. Suppose it does not hold, then for any $\delta > 0$, there is $u^0 \in B[0; \delta]$ and $t^0 \in [0, M]$ such that $\delta < \|\Phi u^0(t^0)\|$. For $t \in [0, h(M)]$, it follows that

$$
\|e^u(t)\| = \left\| [r(t)B_2(r(t))Q'(M) - t(t)) + B_1(t)Q'(M) - t(t)]R(a, \Gamma^{\alpha})[\xi_M - Q(M)\psi(0)]
- [r(t)B_2(r(t))Q'(M) - t(t)) + B_1(t)Q'(M) - t(t)] \times \left\{ \int_0^t R(a, \Gamma^{\alpha})Q(M - s)[L(\tilde{\psi})]
+ F(s, \tilde{a}(s, \tilde{u}, \tilde{\eta}) + \eta(\tilde{u}, \tilde{\eta}))ds + R(a, \Gamma^{\alpha}) \sum_{k=1}^M Q(M - t_k)I_k(\tilde{u}_k + \tilde{\eta}_k) \right\}
\right\|
$$

By axiom (A), we have

$$
\|u(t)\| \leq K_M \delta, \text{ for any } u \in B[0; \delta],
$$

and hence

$$
\|\xi(t)\|_{\mathcal{F}} = \|\xi(t)\|_{\mathcal{F}} \leq \|\xi(t)\|_{\mathcal{F}} + \|\xi(t)\|_{\mathcal{F}} \\
\leq K_M \delta + R_M \|\psi\|_{\mathcal{F}} + K_M \|\psi(0)\| = \delta_1,
$$

and

$$
\|\tilde{a}_0 + \tilde{\eta}_0\| \leq K_M \delta + R_M \|\psi\|_{\mathcal{F}} + K_M \|\psi(0)\| = \delta_1.
$$

Thus

$$
\|e^u(t)\| \leq \frac{1}{\alpha} [rN\bar{p} + N\bar{P}]\|\xi_M\| + \bar{P}\|\psi(0)\| + \frac{1}{\alpha} [rN\bar{P} + N\bar{P}]M\bar{P}\|\psi\|_{\mathcal{F}} + \frac{1}{\alpha} [rN\bar{P} + N\bar{P}]M\bar{P}L
\times (1 + \|\tilde{a}(t, \tilde{u}, \tilde{\eta}) + \eta(t, \tilde{u}, \tilde{\eta})\|_{\mathcal{F}}) + \frac{1}{\alpha} [rN\bar{P} + N\bar{P}] \sum_{k=1}^M \tilde{\eta}_k(1 + \|\tilde{a}_k + \tilde{\eta}_k\|_{\mathcal{F}})
\leq \frac{1}{\alpha} [rN\bar{P} + N\bar{P}]\|\xi_M\| + \bar{P}\|\psi(0)\|
+ \frac{1}{\alpha} [rN\bar{P} + N\bar{P}]M\bar{P}\|\psi\|_{\mathcal{F}} + \frac{1}{\alpha} [rN\bar{P} + N\bar{P}]M\bar{P}L(1 + \delta_1)
+ \frac{1}{\alpha} [rN\bar{P} + N\bar{P}] \sum_{k=1}^M \tilde{\eta}_k(1 + \delta_1).
$$

Now, if $t \in [h(M), M]$, then

$$
\|e^u(t)\| = \left\| B_1(t)Q'(M) - t(t))R(a, \Gamma^{\alpha})[\xi_M - Q(M)\psi(0)] - B_1(t)Q'(M) - t(t)] \times \left\{ \int_0^t R(a, \Gamma^{\alpha})Q(M - s)
\times [L(\tilde{\psi})] + F(s, \tilde{a}(s, \tilde{u}, \tilde{\eta}) + \eta(s, \tilde{u}, \tilde{\eta}))ds + R(a, \Gamma^{\alpha}) \sum_{k=1}^M Q(M - t_k)I_k(\tilde{u}_k + \tilde{\eta}_k) \right\}
\right\|
$$

$$
\leq \frac{1}{\alpha} N\bar{P}\|\xi_M\| + \bar{P}\|\psi(0)\| + \frac{1}{\alpha} N\bar{P}^2M\bar{P}\|\psi\|_{\mathcal{F}} + \frac{1}{\alpha} N\bar{P}^2M\bar{P}(1 + \delta_1) + \frac{1}{\alpha} N\bar{P}^2 \sum_{k=1}^M \tilde{\eta}_k(1 + \delta_1)
$$
Therefore,

\[
\delta < \| \Phi u^\alpha(t) \| = \left\| \int_0^\delta \left[ Q(t-s)B_1(s) + Q(t-r(s))B_2(r(s))r'(s) \right]z^\alpha(s) ds + \int_0^\delta Q(t-s) L(\bar{\psi}_s) + F(s, \tilde{u}_\rho(s, a_\eta)) ds + \sum_{0 < t_k < \delta} Q(t - t_k) I(x(a_{t_k} + \eta_{t_k})) \right\|_{\mathcal{G}^\alpha} \\
\leq \int_0^\delta [\tilde{P}N + \tilde{P}N_r] \left\{ \frac{1}{\alpha} [r\tilde{N}P + \tilde{N}P] [\| \xi_{M(t)} \| + \tilde{P}\| \psi(0) \|] \\
+ \frac{1}{\alpha} [r\tilde{N}P + \tilde{N}P] \mathcal{M}\tilde{P}\mathcal{L}_F(1 + \delta_1) \\
+ \frac{1}{\alpha} [r\tilde{N}P + \tilde{N}P] \sum_{k=1}^m \tilde{q}_k(1 + \delta_1) \right\} ds \\
+ \int_0^\delta \tilde{P}N \left( \frac{1}{\alpha} [r\tilde{N}P + \tilde{N}P] [\| \xi_{M(t)} \| + \tilde{P}\| \psi(0) \|] \\
+ \frac{1}{\alpha} [r\tilde{N}P + \tilde{N}P] \mathcal{M}\tilde{P}\mathcal{L}_F(1 + \delta_1) \\
+ \frac{1}{\alpha} [r\tilde{N}P + \tilde{N}P] \sum_{k=1}^m \tilde{q}_k(1 + \delta_1) \right\} ds \\
+ \mathcal{M}\tilde{P}\mathcal{L}_M [\| \psi \|_{\mathcal{G}^\alpha} + \tilde{L}_F (1 + \delta_1)] + \sum_{k=1}^m \tilde{P}\tilde{q}_k (1 + \delta_1). \\
\]

Dividing both sides by \( \delta \) and taking the limit as \( \delta \to \infty \) we get

\[
1 < \frac{1}{\alpha} \mathcal{M}[\tilde{P}N + \tilde{P}N_r]^2 \left\{ \mathcal{M}\tilde{P}\mathcal{L}_FK_M + \tilde{P} \sum_{k=1}^m \tilde{q}_k K_M \right\} + \mathcal{M} \tilde{P}\mathcal{L}_FK_M + \sum_{k=1}^m \tilde{P}\tilde{q}_k K_M,
\]

which is a contradiction to \((\text{7})\). Hence, we conclude that for each \( \alpha > 0 \), there is a \( \delta > 0 \) such that \( \Phi \) maps \( B[0,\delta] \) into itself.
Step (ii): $\Phi_1$ is a contraction map. By substituting the value of $z^a$ in $\Phi_1$, we have

$$
\begin{align*}
(\Phi_1 u)(t) &= \int_0^{\xi(t)} \left[ Q(t - s)B_1(s) + Q(t - r(s))B_2(r(s))r'(s) \right] \\
&\times \left[ \xi_M - Q(\mathcal{M})\psi(0) \right] ds \\
&- \int_0^{\rho(t)} \left[ Q(t - s)B_1(s) + Q(t - r(s))B_2(r(s))r'(s) \right] \\
&\times \left[ \xi_M - Q(\mathcal{M})\psi(0) \right] ds \\
&\times \left\{ \int_0^t R(\alpha, \Gamma^a_0)Q(\mathcal{M} - r)[L(\tilde{\psi}_r) + F(r, \theta_\rho(\rho, \gamma, \eta) + \eta_{\rho(\rho, \gamma, \eta)})]dr \\
&+ R(\alpha, \Gamma^a_0) \sum_{k=1}^m Q(\mathcal{M} - t_k)I_k(\tilde{u}_n + \eta_n) \right\} ds \\
&+ \int_0^t \left[ Q(t - s)B_1(s)B_1'(s)Q'(\mathcal{M} - s)R(\alpha, \Gamma^a_0)(\xi_M - Q(\mathcal{M})\psi(0)) \right] ds \\
&- \int_0^t \left[ Q(t - s)B_1(s)B_1'(s)Q'(\mathcal{M} - s) \left\{ \int_0^t R(\alpha, \Gamma^a_0)Q(\mathcal{M} - r)[L(\tilde{\psi}_r) \\
&+ F(r, \theta_\rho(\rho, \gamma, \eta) + \eta_{\rho(\rho, \gamma, \eta)})]dr + R(\alpha, \Gamma^a_0) \sum_{k=1}^m Q(\mathcal{M} - t_k)I_k(\tilde{u}_n + \eta_n) \right\} ds.
\end{align*}
$$

For $u, v \in \mathcal{H}$, we have

$$
\begin{align*}
\|(\Phi_1 u)(t) - (\Phi_1 v)(t)\| &\leq \int_0^{\xi(t)} \|Q(t - s)B_1(s) + Q(t - r(s))B_2(r(s))r'(s)\| \\
&\times \|r'(s)B_2'(r(s))Q'(\mathcal{M} - r(s)) + B_1'(s)Q'(\mathcal{M} - s)\| \left\{ \int_0^t \|R(\alpha, \Gamma^a_0)Q(\mathcal{M} - r)\| dr \\
&+ \|R(\alpha, \Gamma^a_0)\| \sum_{k=1}^m \|Q(\mathcal{M} - t_k)(I_k(\tilde{u}_n + \eta_n) - I_k(\tilde{v}_n + \eta_n))\| ds \\
&+ \int_0^{\rho(t)} \|Q(t - s)B_1(s)B_1'(s)Q'(\mathcal{M} - s)\| \left\{ \int_0^t \|R(\alpha, \Gamma^a_0)Q(\mathcal{M} - r)\| dr \\
&+ \|R(\alpha, \Gamma^a_0)\| \sum_{k=1}^m \|Q(\mathcal{M} - t_k)(I_k(\tilde{u}_n + \eta_n) - I_k(\tilde{v}_n + \eta_n))\| ds \\
&\leq \int_0^{\xi(t)} \|Q(t - s)B_1(s) + Q(t - r(s))B_2(r(s))r'(s)\| \\
&\times \|r'(s)B_2'(r(s))Q'(\mathcal{M} - r(s)) + B_1'(s)Q'(\mathcal{M} - s)\| \left\{ \int_0^t \|R(\alpha, \Gamma^a_0)Q(\mathcal{M} - r)\| dr \\
&+ \|R(\alpha, \Gamma^a_0)\| \sum_{k=1}^m \|Q(\mathcal{M} - t_k)(I_k(\tilde{u}_n + \eta_n) - I_k(\tilde{v}_n + \eta_n))\| ds \\
&+ \|F(r, \theta_\rho(\rho, \gamma, \eta) + \eta_{\rho(\rho, \gamma, \eta)}) - F(r, \theta_\rho(\rho, \gamma, \eta) + \eta_{\rho(\rho, \gamma, \eta)})\| dr \\
&+ \|F(r, \theta_\rho(\rho, \gamma, \eta) + \eta_{\rho(\rho, \gamma, \eta)}) - F(r, \theta_\rho(\rho, \gamma, \eta) + \eta_{\rho(\rho, \gamma, \eta)})\| ds.
\end{align*}
$$
Thus by the Lebesgue dominated convergence theorem

\begin{equation}
\int_0^t \left( q(t-s) B_1(s) B_1'(s) Q(M-s) \right) \left( \int_0^t \left( R(\alpha, \Gamma_0) Q(M-r) \right) \right) ds
\end{equation}

\begin{align}
& \leq \int_0^t \frac{1}{\alpha} [\overline{P} \overline{N} + \overline{PN}]^2 \left\{ \int_0^\infty \overline{P}[L_f K_M]\| u - v \| \| L_L K_M \| u - v \| \| M \| dr + \overline{P} \sum_{k=1}^m q_k K_M \| u - v \| \right\} ds \\
& + \int_0^t \frac{1}{\alpha} [\overline{P} \overline{N}]^2 \left\{ \int_0^\infty \overline{P}[L_f K_M]\| u - v \| \| L_L K_M \| u - v \| \| M \| dr + \overline{P} \sum_{k=1}^m q_k K_M \| u - v \| \right\} ds \\
& \leq \frac{1}{\alpha} M^2 [\overline{P} \overline{N}]^2 \left\{ M \overline{P}[L_f K_M]\| u - v \| \| L_L K_M \| u - v \| \| M \| + \overline{P} \sum_{k=1}^m q_k K_M \| u - v \| \right\} \\
& = \frac{1}{\alpha} M^2 [\overline{P} + \overline{PN}]^2 \left\{ M \overline{P}[L_f K_M]\| u - v \| \| L_L K_M \| u - v \| \| M \| + \overline{P} \sum_{k=1}^m q_k K_M \| u - v \| \right\}
\end{align}

where \( \frac{1}{\alpha} M^2 [\overline{P} \overline{N} + \overline{PN}]^2 \left\{ M \overline{P}[L_f K_M]\| u - v \| \| L_L K_M \| u - v \| \| M \| + \overline{P} \sum_{k=1}^m q_k K_M \| u - v \| \right\} < 1 \) (by assumption \( \mathcal{J} \)), which yield that \( \Phi_1 \) is the contraction map.

Step (iii): \( \Phi_2 \) is continuous on \( B[0; \delta] \).

Let \( \{u^n\}_{n \in \mathbb{N}} \subseteq B[0; \delta] \) be a sequence such that \( u^n \rightarrow u \) as \( n \rightarrow \infty \). Then for any \( s \in [0, M] \), \( u^n_{\rho(s, u^n)} \rightarrow u_{\rho(s, u)} \) as \( n \rightarrow \infty \). Hence

\begin{align}
& \| F(s, a^n_{\rho(s, u^n)} + \eta_{\rho(s, u^n)} + \eta_{\rho(s, u^n)}) - F(s, a_{\rho(s, u)} + \eta_{\rho(s, u)} + \eta_{\rho(s, u^n)}) \| \\
& \leq \| F(s, a^n_{\rho(s, u^n)} + \eta_{\rho(s, u^n)} + \eta_{\rho(s, u^n)}) - F(s, a_{\rho(s, u^n)} + \eta_{\rho(s, u^n)} + \eta_{\rho(s, u^n)}) \| \\
& + \| F(s, a_{\rho(s, u^n)} + \eta_{\rho(s, u^n)} + \eta_{\rho(s, u^n)}) - F(s, a_{\rho(s, u^n)} + \eta_{\rho(s, u^n)} + \eta_{\rho(s, u^n)}) \| \\
& \rightarrow 0 \quad \text{as} \quad n \rightarrow \infty.
\end{align}

Further notice that for \( s \in [0, M] \)

\begin{equation}
\| F(s, a^n_{\rho(s, u^n)} + \eta_{\rho(s, u^n)} + \eta_{\rho(s, u^n)}) - F(s, a_{\rho(s, u^n)} + \eta_{\rho(s, u^n)} + \eta_{\rho(s, u^n)}) \| \leq 2 f_0(s).
\end{equation}

Thus by the Lebesgue dominated convergence theorem

\begin{equation}
\int_0^t \| (\Phi_2 u^n)(t) - (\Phi_2 u)(t) \| \leq \int_0^t \| Q(t-s) [F(s, a^n_{\rho(s, u^n)} + \eta_{\rho(s, u^n)} + \eta_{\rho(s, u^n)}) - F(s, a_{\rho(s, u^n)} + \eta_{\rho(s, u^n)} + \eta_{\rho(s, u^n)})] ds \|
\end{equation}

\begin{equation}
+ \sum_{0 \leq k \leq t} \| Q(t-s) [I_k(a^n_{\rho(s, u^n)} + \eta_{\rho(s, u^n)}) - I_k(a_{\rho(s, u^n)} + \eta_{\rho(s, u^n)})] ds \|
\end{equation}

\begin{equation}
\leq \overline{P} \int_0^t \| F(s, a^n_{\rho(s, u^n)} + \eta_{\rho(s, u^n)} + \eta_{\rho(s, u^n)}) - F(s, a_{\rho(s, u^n)} + \eta_{\rho(s, u^n)} + \eta_{\rho(s, u^n)}) \| ds
\end{equation}
Using Lemma 3.1 in [20], one can easily show that
\[ Z \text{ is precompact in } \mathcal{H}. \]

Therefore, \( \Phi_2 \) is continuous on \( B[0; \delta] \) for \( t \in B[0; \delta] \).

Step (iv): \( \Phi_2 \) is equicontinuous. First we check the equicontinuity of the family
\[ Z(t) = [(\Phi_2 u)(t) : u \in B[0; \delta]] \]
on \( (0, M] \). Let \( \varepsilon > 0 \) be given and \( 0 < t_1 < t_2 < M \), then
\[
\| (\Phi_2 u)(t_2) - (\Phi_2 u)(t_1) \|
\leq \int_{t_1}^{t_2} \| Q(t_2 - s) - Q(t_1 - s) \| \| L(\tilde{u}_s) + F(s, a_{\rho(s,a,\eta)}, \eta) \| ds
+ \sum_{0 < s < t_2 - t_1} \| Q(t_2 - t_k) - Q(t_1 - t_k) \| \| \tilde{u}_k \| \| \eta \|
+ \int_{t_1}^{t_2} \| Q(t_2 - s) - Q(t_1 - s) \| \| F(s, a_{\rho(s,a,\eta)}, \eta) \| ds
+ \sum_{1 < k < t_2 - t_1} \| Q(t_2 - t_k) - Q(t_1 - t_k) \| \| \tilde{u}_k \| \| \eta \|
+ \int_{t_1}^{t_2} \| Q(t_2 - s) \| \| L(\tilde{u}_s) + F(s, a_{\rho(s,a,\eta)}, \eta) \| ds + \sum_{1 < l < t_2 - t_1} \| Q(t_2 - t_l) \| \| \tilde{u}_k \| \| \eta \|.
\]

Thus we see that for each \( u \in B[0; \delta] \), \( \| (\Phi_2 u)(t_2) - (\Phi_2 u)(t_1) \| \to 0 \) as \( t_2 - t_1 \to 0 \) for sufficiently small \( \varepsilon > 0 \) as for each \( t \in (0, M] \), \( Q(t) \) is uniformly continuous. At \( t = 0 \) the equicontinuity of \( Z(t) \) is trivial. Hence \( Z(t) \) is the equicontinuous family.

Step (v): We now explain that \( \Phi_2 \) maps the ball \( B[0; \delta] \) into a precompact subset of \( \mathcal{H} \). Clearly \( Z(0) \) is precompact in \( \mathcal{H} \). Now, we break \( \Phi_2 \) that is \( \Phi_2 = \Psi_1 + \Psi_2 \) as
\[
(\Psi_1 u)(t) = \int_{0}^{t} Q(t - s)[L(\tilde{u}_s) + F(s, a_{\rho(s,a,\eta)}, \eta)] ds, \quad t \in (0, M],
(\Psi_2 u)(t) = \sum_{0 < t_i < t < t_{i+1}} Q(t - t_i) I_k(\tilde{u}_k + \eta_k), \quad t \in (0, M].
\]

Using Lemma 3.1 in [20], one can easily show that
\[ \Psi_1(B[0; \delta])(t) = [(\Psi_1 u)(t) : u \in B[0; \delta]] \]
is precompact in \( \mathcal{H} \) for all \( t \in [0, M] \). We can also easily prove that \( \Psi_1(B[0; \delta]) \) is uniformly bounded. Hence using the Arzela–Ascoli theorem, we deduce that \( \Psi_1 \) is the compact operator as \( \Phi_2 \) is equicontinuous. Next, it remains to prove that \( \Psi_2(B[0; \delta]) \) is precompact for each \( t \in [0, M] \). It is trivial whenever \( t \in (0, t_1] \). Now it is required to determine that \( U = \left\{ \sum_{0 < t_i < t \leq t_{i+1}} Q(t - t_i) I_k(\tilde{u}_k + \eta_k) : t \in (t_i, t_{i+1}], u \in B[0; \delta] \right\} \) is precompact in \( \mathcal{H} \) for \( t \in (t_i, t_{i+1}], \, i = 1, 2, \ldots, m \) and \( u \in B[0; \delta] \). By using the compactness of \( \{Q(t)\}_{t \geq 0} \) and assumption on \( I_k \), it yields that the set \( U \) is precompact in \( \mathcal{H} \). Obviously, the elements of \( U \) are equicontinuous. Therefore, compactness of \( \Psi_2 \) is implied by the Arzela–Ascoli theorem. Thus, \( \Phi_2 = \Psi_1 + \Psi_2 \) is a compact operator. Hence, \( Z(t) \) is precompact in \( \mathcal{H} \) for every \( t \in [0, M] \). By the Arzela–Ascoli theorem, \( \Phi_2 \) is completely continuous.

Hence, we conclude that the operator \( \Phi \) has a fixed point as all hypotheses of Krasnoselskii’s fixed point theorem are satisfied, consequently \( \Phi^p \) has a fixed point, say \( \xi^a \), which is a mild solution of the system (1). \( \Box \)
**Theorem 3.4.** Suppose that the system (4) is approximately controllable and all conditions in Theorem 3.3 hold. Further, assume that the function \( F \) is uniformly bounded. Then the system (1) is approximately controllable on \([0, M]\).

**Proof.** By Theorem 3.3, it follows that \( \xi^a(\cdot) \) is a mild solution of the system (1) on \((-\infty, M]\) corresponding to the control \( z^a(\cdot) \) and satisfying

\[
\xi^a(M) = Q(M)\psi(0) + \int_0^{M} \left( Q(M-s)B_1(s) + Q(M-r(s))B_2(r(s))r'(s) \right) ds + \int_0^{M} \sum_{k=1}^{m} Q(M-t_k)I_k(\xi^a_{t_k}) ds
\]

Then clearly

\[
\xi^a(M) = Q(M)\psi(0) + \Gamma^a_0 R(\alpha, \Gamma^a_1) [Q(M-t_k)I_k(\xi^a_{t_k})] + \int_0^{M} \left( Q(M-s)B_1(s) + Q(M-r(s))B_2(r(s))r'(s) \right) ds + \int_0^{M} \sum_{k=1}^{m} Q(M-t_k)I_k(\xi^a_{t_k}) ds
\]
and that comes to the conclusion.

\[ \text{By the hypothesis, } F(s, \xi^a) \text{ is uniformly bounded, for } \alpha > 0 \text{ a weakly convergent subsequence, represented by, } F(s, \xi^a) \text{ exists such that for every } s \in [0, M], F(s, \xi^a) \rightarrow f(s) \text{ say, weakly in } H. \text{ Now, since the family } \{Q(t)\}_{t>0} \text{ is compact, we assert that for every } s \in [0, M], Q(M-s)F(s, \xi^a) \rightarrow Q(M-s)f(s) \text{ in } H. \text{ Therefore, we deduce that} \]

\[ \left\| \int_0^M Q(M-s)[L(\tilde{\psi}_s) + F(s, \xi^a)]ds \right\| \rightarrow 0, \]

as \( \alpha \rightarrow 0^+ \). Finally, by the assumption that linear system \( S.M. \) is approximately controllable, the operator \( aR(\alpha; \Gamma^M) \rightarrow 0 \) strongly as \( \alpha \rightarrow 0^+, \|aR(\alpha; \Gamma^M)\| \leq 1 \) and using the Lebesgue dominated convergence theorem, we obtain

\[
\|\xi^a(M) - \xi_M\| \leq \|aR(\alpha; \Gamma^M)[\xi_M - Q(M)\psi(0) - \sum_{k=1}^{m} Q(M-t_k)I_k(\xi^a_k)]\|
\]

\[ + \int_0^M ||aR(\alpha; \Gamma^M)Q(M-s)[L(\tilde{\psi}_s) + f(s)]||ds + \int_0^M ||aR(\alpha; \Gamma^M)Q(M-s)[F(s, \xi^a) - f(s)]||ds \rightarrow 0, \text{ as } \alpha \rightarrow 0^+, \]

and that comes to the conclusion. \( \Box \)
We are now obtained the approximate controllability of the system (1) by Schauder’s fixed point theorem under different hypotheses. In order to establish the approximate controllability results, we need the following hypothesis:

\[(G6)\] The function \(F : [0, M] \times \mathcal{D} \to \mathcal{H}\) satisfies the following condition:

\[\text{(a) For each } r > 0, \text{ there exists a continuous function } f_r : [0, M] \to (0, \infty) \text{ such that for any } 0 \leq t \leq M \text{ and } \psi \in \mathcal{D}\]

\[\sup_{\|\psi\|_\mathcal{D} \leq r} \|F(t, \psi)\| \leq f_r(t),\]

and there is a constant \(\delta_2 > 0\) such that \(\lim_{\delta \to 0} \int_0^M f_\delta(t) dt = \delta_2 < \infty\), where

\[\delta_1 = K_M \delta + R_M \|\psi\|_\mathcal{D} + K_M \|\psi(0)\|\].

**Theorem 3.5.** Suppose that hypotheses \((G1), (G2), (G4)\) and \((G6)\) are hold. Then the control system (1) has at least one mild solution on \((-\infty, M]\), provided that

\[\frac{1}{\alpha} M(\overline{P}N + \overline{P}Nr)^2 \overline{P}\delta_2 + \frac{1}{\alpha} M(\overline{P}N + \overline{P}Nr)^2 \overline{P} \sum_{k=1}^m \tilde{\eta}_k K_M + \overline{P}\delta_2 + \overline{P} \sum_{k=1}^m \tilde{\eta}_k K_M \leq 1.\]

**Proof.** Consider \(B[0; \delta] = \{u \in C^1_{M} : \|u\|_M \leq \delta\}\) as given in Theorem 3.3. Define \(\Phi\) on \(B[0; \delta]\) by

\[(\Phi u)(t) = \int_0^{\delta(t)} [Q(t - s)B_1(s) + Q(t - r(s))B_2(r(s))r(s)]z^u(s) ds + \int_0^{\delta(t)} Q(t - s)B_1(s)z^u(s) ds + \int_0^{\delta(t)} Q(t - s)\xi(s) ds + \sum_{\eta_{\delta(h(s))}} Q(t - s)I_k(\bar{a}_{t_k} + \eta_{\delta(h(s))}) ds + \sum_{\eta_{\delta(h(s))}} Q(t - s)I_k(\bar{a}_{t_k} + \eta_{\delta(h(s))}) ds\]

Next we prove that \(\Phi\) satisfies all conditions of Schauder’s fixed point theorem. For \(t \in [0, h(M)]\),

\[\|z^u(t)\| \leq \frac{1}{\alpha} [rNP + \overline{P}] [\|\xi_M\| + \overline{P}\|\psi(0)\|] + \frac{1}{\alpha} [rNP + \overline{P}] M\overline{P}R_M\|\psi\|_\mathcal{D} + \frac{1}{\alpha} [rNP + \overline{P}] \int_0^M f_\delta(t) dt + \frac{1}{\alpha} [rNP + \overline{P}] \sum_{k=1}^m \tilde{\eta}_k (1 + \delta_1).\]

For \(t \in [h(M), M]\), then

\[\|z^u(t)\| \leq \frac{1}{\alpha} [N\overline{P}[\|\xi_M\| + \overline{P}\|\psi(0)\|] + \frac{1}{\alpha} N\overline{P}^2 M\overline{P}R_M\|\psi\|_\mathcal{D} + \frac{1}{\alpha} N\overline{P}^2 \int_0^M f_\delta(t) dt + \frac{1}{\alpha} N\overline{P}^2 \sum_{k=1}^m \tilde{\eta}_k (1 + \delta_1).\]

We claim that \(\Phi B[0; \delta] \subseteq B[0; \delta]\). Suppose it does not hold, then for any \(\delta > 0\), there is \(u^\delta \in B[0; \delta]\) and
Proof. The proof is similar to Theorem 3.4. \(\square\)
4. Applications

Example 4.1 Consider the following system

\[
\begin{cases}
\frac{d}{dt} u(t, \xi) = \frac{\partial}{\partial \xi} u(t, \xi) + \int_{-\infty}^{t} \int_{0}^{\xi} \omega(s-t, \xi, \eta) u(s, \eta) d\eta ds + B_1 z(t, \xi) + B_2 z(t/2, \xi) \\
+ \int_{-\infty}^{0} b(s-t) u(s - \rho_1(t) \omega_2(||u(t)||), \xi) ds,
\end{cases}
\]

where \(0 \leq t \leq 2\), \(0 \leq \xi \leq \pi\), \(i \neq i\), \(i = 1, 2, \cdots, m\),

\(u(t, 0) = u(t, \pi) = 0\), \(0 \leq t \leq 2\),

\(u(\kappa, \xi) = \psi(\kappa, \xi), \kappa \leq 0\), \(0 \leq \xi \leq \pi\),

\(\Delta u(t, \xi) = \int_{-\infty}^{t} \psi(s-t) u(s, \xi) ds\), \(j = 1, 2, \cdots, m\),

Then clearly \(\mu(t)\) is continuous at 0. It is known that \(\mu(t)\) is continuous at 0.

Now we have the following

(i) For \(\mu \in D(A)\), we obtain

\[A\mu = -\sum_{n=1}^{\infty} n^2 \langle \mu, s_n \rangle s_n.\]

(ii) If \(\mu \in \mathcal{H}\), then

\[S(t)\mu = \sum_{n=1}^{\infty} e^{-nt} \langle \mu, s_n \rangle s_n,\]

and \(\|S(t)\| \leq e^{-t}\).

For more details one can see [18].

Consider the phase space \(\mathcal{D} = PC_0 \times L^2(h, \mathcal{H})\) (where \(h : (-\infty, 0) \to \mathbb{R}\) is a positive function) (see [11]), with the norm

\[\|\psi\|_{\mathcal{D}} = \|\psi(0)\| + \left( \int_{-\infty}^{0} h(\zeta) \|\psi(\zeta)\|^2 d\zeta \right)^{1/2},\]

where \(h\) and \(h\|\psi(\cdot)\|^2\) are real valued Lebesgue integrable functions on \((\infty, 0)\) and \(\psi\) is continuous at 0. It is well known that, \(PC_0 \times L^2(h, \mathcal{H})\) satisfy the axioms \((A)\) and \((B)\) by choosing a proper function \(h\). Clearly, assumptions \((a)\) and \((b)\) also hold (see [11]). Furthermore, for a proper choice of \(h\), due to Hino et al. [11], we have \(\tilde{R}(t) \leq 1\). Thus it follows that \(\max\{R_{s1}, K_s\} \leq 1\).

Suppose that for the system \((8)\), the following conditions hold:
Evidently, for any \( \kappa \leq 0, \omega(\kappa, 0, \cdot) = \omega(\kappa, \pi, \cdot) \equiv 0 \) where \( \omega(\kappa, \cdot, \cdot) \in \mathcal{C}^1([0, \pi] \times [0, \pi]) \) and

\[
l = \int_0^\pi \left( \int_{-\infty}^{\infty} \frac{1}{h(\kappa)} \int_0^\pi |\omega(\kappa, \xi, \eta)|^2 d\eta d\kappa \right) d\xi < \infty.
\]

(ii) The function \( b : \mathbb{R} \to \mathbb{R} \) is continuous and bounded such that

\[
L_1 = \left( \int_{-\infty}^{\infty} \frac{b^2(s)}{h(s)} ds \right)^{1/2} < \infty.
\]

(iii) The functions \( \gamma_k : \mathbb{R} \to \mathbb{R} \) are continuous such that

\[
L_k = \left( \int_{-\infty}^{\infty} \frac{\gamma_k^2(s)}{h(s)} ds \right)^{1/2} < \infty,
\]

for every \( k = 1, 2, \ldots, m \).

Define \( L : \mathcal{D} \to \mathcal{H}, F(\cdot, \cdot) : [0, 2] \times \mathcal{D} \to \mathcal{H}, \rho(\cdot, \cdot) : [0, 2] \times \mathcal{D} \to [0, \infty) \) and \( I_k : \mathcal{D} \to \mathcal{H} \) respectively, as

\[
L(\psi)(u) = \int_{-\infty}^{\pi} \int_0^\pi \omega(\kappa, u, \eta)\psi(\kappa)\eta d\eta d\kappa,
\]

\[
F(t, \psi)(u) = \int_{-\infty}^{\infty} b(s)\psi(s, u)ds,
\]

\[
\rho(t, \psi)(u) = t - \rho_1(t)\rho_2(\|\psi(0, u)\|),
\]

\[
I_i(\psi)(u) = \int_{-\infty}^{\infty} \gamma_i(s)\psi(s, u)ds, \quad i = 1, 2, \ldots, m,
\]

for \( t \in [0, 2], \psi \in \mathcal{D} \). Thus the system (8) can be written in the abstract form given by the system (1).

Evidently, \( F \) verifies (G3) which is guaranteed well by the assumption (ii). Furthermore, assumption (i) satisfies the hypothesis (G2). Moreover, for any \( \psi \in \mathcal{D} \),

\[
\langle L(\psi), s_n \rangle = \frac{1}{n} \left( \int_{-\infty}^{\pi} \int_0^\pi \frac{\partial}{\partial \xi}(\omega(\kappa, \xi, \eta)\psi(\kappa)\eta) d\eta d\kappa, s_n(\xi) \right),
\]

where \( s_n(\xi) = \sqrt{\frac{2}{\pi}} \cos(n\xi), n = 1, 2, \ldots \). In fact, for any \( \psi \in \mathcal{D} \), we obtain

\[
\|L(\psi)\|^2 \leq \int_0^\pi \left( \int_{-\infty}^{\pi} \int_0^\pi |\omega(\kappa, \xi, \eta)|^2 d\eta d\kappa \right)^2 d\xi \]

\[
\leq \int_0^\pi \left( \int_{-\infty}^{\pi} \int_0^\pi |\omega(\kappa, \xi, \eta)|\psi(\kappa)\eta d\eta d\kappa \right)^2 d\xi.
\]

By Hölder’s inequality, it follows that

\[
\|L(\psi)\|^2 \leq \int_0^\pi \left[ \left( \int_{-\infty}^{\pi} \left( \int_0^\pi |\omega(\kappa, \xi, \eta)|^2 d\eta \right)^{1/2} \right)^2 \right] d\xi \]

\[
\leq \int_0^\pi \left( \int_{-\infty}^{\pi} \frac{1}{h(\kappa)} \int_0^\pi |\omega(\kappa, \xi, \eta)|^2 d\eta d\kappa \right) \left( \int_{-\infty}^{\pi} h(\kappa) \left( \int_0^\pi |\psi(\kappa, \eta)|^2 d\eta \right) d\kappa \right) d\xi \]

\[
\leq \int_0^\pi \left( \int_{-\infty}^{\pi} \frac{1}{h(\kappa)} \int_0^\pi |\omega(\kappa, \xi, \eta)|^2 d\eta d\kappa \right) d\xi \|\psi\|^2.
\]
Hence, \((G2)\) holds with \(l\) given by \([10]\).

Consider
\[
\mathcal{Z} = \left\{ z = \sum_{n=2}^{\infty} z_n s_n : \sum_{n=2}^{\infty} z_n^2 = +\infty \right\},
\]
and
\[
\|z\| = \left( \sum_{n=2}^{\infty} z_n^2 \right)^{1/2}.
\]
Then \(\mathcal{Z}\) is a Hilbert space. If \(B_1 = B_2 \equiv B\) and
\[
Bz = 2z_2 s_1(\xi) + \sum_{n=2}^{\infty} z_n s_n(\xi), \text{ for } z = \sum_{n=2}^{\infty} z_n s_n \in \mathcal{Z},
\]
then, \(B \in \mathcal{L}(\mathcal{Z}, \mathcal{H})\) and the adjoint \(B^*\) is given by
\[
B^* v = (2v_1 + v_2)s_2(\xi) + \sum_{n=3}^{\infty} v_n s_n(\xi), \quad (11)
\]
with \(v = \sum_{n=1}^{\infty} v_n s_n(\xi) \in \mathcal{H}.

It remains to verify condition \((G5)\). Observe that, for the associated linear system corresponding to \([8]\), the explicit expression for the fundamental solution \(Q(t)\) is quiet difficult to write. On the other hand, for any \(t \in [0, 1]\), the expression for \(Q(t)\) can be written easily, which guarantee that the condition \((G5)\) holds. Indeed, the solution of the system
\[
\begin{align*}
\frac{d}{dt} W(t) &= -AW(t) + L(W_t) + f(t), \quad t \in [0, 2], \\
W_0 &= 0
\end{align*}
\]
on the interval \([0, 1]\) is
\[
W(t) = \int_{0}^{t} S(t-s)f(s)ds, \quad t \in [0, 1].
\]
Thus for any \(t \in [0, 1]\), \(Q(t) = S(t)\) and hence
\[
Q'(t) = Q(t) = S(t).
\]
It is proved in \([17]\) that
\[
dx(t, \xi) = (x_\xi(t, \xi) + B_1 z(t, \xi))dt
\]
is approximately controllable on \([0, 2]\). That is,
\[
\int_{0}^{2} Q(2-t)B_1 B_1^* Q'(2-t)dt > 0,
\]
and meanwhile
\[
\int_{0}^{\theta(2)=1} r'(t)Q(2-2t)B_2 B_2^* Q'(2-2t)r'(t)dt > 0,
\]
from which and Lemma 3.2, one can deduce, the linear system corresponding to \([8]\) is approximately controllable, therefore \((G5)\) is satisfied. Moreover, \(\|F\| \leq L_1\). Further we can impose suitable conditions on the above defined functions to verify the assumptions of Theorem 3.4. Hence the approximate controllability of the system \([8]\) on \([0, 2]\) follows from Theorem 3.4.
Example 4.2 In Example 4.1 set
\[ F(t, \psi)(\xi) = e^{\xi} e^{-\sqrt{\|\psi\|}}. \]  
(12)

Clearly \( F(t, \psi)(\xi) \) does not satisfy the Lipschitz condition \((G3)\), however it satisfies the hypothesis \((G6)\). Thus Theorem 3.4 can not be applied to the system \((8)\) if \( F \) is given by \((12)\). On the other hand, since all hypotheses in Theorem 3.6 are fulfilled, for the function \( F \) defined by \((12)\), the system \((8)\) is approximately controllable on \([0, 2]\). Hence, we conclude that Theorem 3.4 provides only sufficient conditions for the approximate controllability of the system \((1)\).

5. Conclusion

In this paper, we discussed approximate controllability of impulsive semilinear differential equation having both state-dependent delay and variable delay in control. It is significant to find the approximate controllability for such systems as they are important from the theoretical and real life application aspect. In this work, we use a new control function, and theory of fundamental solution to get our results. We also use the resolvent operator, Krasnoselskii’s and Schauder’s fixed point theorems. Finally, the developed theory is validated with the help of two examples. This problem can be extended for the stochastic case, which is our future work. It is also interesting to develop theory for constrained controllability of an abstract system involving delays in control and state-dependent delay.
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