Six-center Assessment of CNN-Transformer with Belief Matching Loss for Patient-independent Seizure Detection in EEG
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Neurologists typically identify epileptic seizures from electroencephalograms (EEGs) by visual inspection. This process is often time-consuming, especially for EEG recordings that last hours or days. To expedite the process, a reliable, automated, and patient-independent seizure detector is essential. However, developing a patient-independent seizure detector is challenging as seizures exhibit diverse characteristics across patients and recording devices. In this study, we propose a patient-independent seizure detector to automatically detect seizures in both scalp EEG and intracranial EEG (iEEG). First, we deploy a convolutional neural network with transformers and belief matching loss to detect seizures in single-channel EEG segments. Next, we extract regional features from the channel-level outputs to detect seizures in multi-channel EEG segments. At last, we apply postprocessing filters to the segment-level outputs to determine seizures’ start and end points in multi-channel EEGs. Finally, we introduce the minimum overlap evaluation scoring as an evaluation metric that accounts for minimum overlap between the detection and seizure, improving upon existing assessment metrics. We trained the seizure detector on the Temple University Hospital Seizure (TUH-SZ) dataset and evaluated it on five independent EEG datasets. We evaluate the systems with the following metrics: sensitivity (SEN), precision (PRE), and average and median false positive rate per hour (aFPR/h and mFPR/h). Across four adult scalp EEG and iEEG datasets, we obtained SEN of 0.617-1.00, PRE of 0.534-1.00, aFPR/h of 0.425-2.002, and mFPR/h of 0-1.003. The proposed seizure detector can detect seizures in adult EEGs and takes less than 15s for a 30 minutes EEG. Hence, this system could aid clinicians in reliably identifying seizures expeditiously, allocating more time for devising proper treatment.
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1. Introduction

Epilepsy is a brain disorder characterized by the manifestations of sudden unprovoked seizures. Seizures are diverse and vary significantly across patients in etiology, severity, and symptoms. Most electrographic seizures last from 30 seconds to two minutes, where a seizure lasting longer than five minutes is a medical emergency. Epilepsy is diagnosed when a patient experiences two or more recurring seizures. Around 1% of the world population is diagnosed with epilepsy. Moreover, approximately 10% of the population will experience a seizure within their lifetime. Overall, provoked and unprovoked seizures occur in about 3.5 and 4.2 per 10000 individuals annually, respectively. After a seizure episode, the likelihood of encountering another seizure event
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increases to about 50%, bringing the individual to a much greater risk of relapsing.\(^2\)

To detect seizures, an electroencephalogram (EEG) can be utilized to measure the electrical activity in the brain.\(^5\) Scalp EEG records the brain activity with surface electrodes, while intracranial EEG (iEEG) measures the signals directly via implanted electrodes.\(^6\) However, visual inspection of EEGs can be time-consuming.\(^9\) There is a need for automated detectors that can detect seizures reliably and quickly. Most progress has been made toward patient-specific detectors, as seizure morphologies vary across patients. Consequently, designing a seizure detector that can detect seizures in any patient can be challenging but tremendously helpful for clinicians.

In recent studies on automated seizure detection from EEG, the detectors are validated mainly on two public seizure datasets: the Temple University Hospital seizure (TUH-SZ) dataset\(^10,12\) and the Children’s Hospital Boston Massachusetts Institute of Technology (CHB-MIT) dataset\(^13,15,15\). In many studies, different models are proposed, including wavelet analysis,\(^16,18\) machine learning models,\(^19\) convolutional neural networks (CNNs),\(^10,12,13,15,20\) recurrent neural networks (RNNs),\(^10\) long short-term memory (LSTM),\(^21\) transformers,\(^22\) transfer learning,\(^23,26\) quickest detection,\(^26\) and temporal graph convolutional networks (TGCNs).\(^25\)

The seizure detectors proposed in these studies are similar in architecture and/or implementation. The detectors first divide the EEGs into short multi-channel segments (segment-level), before classifying each segment as normal against seizure. Then, using the segment-level outputs, they determine the start and end points of the seizures in full EEGs. The main innovation in these studies lies in the design of the segment-level detector, where most studies propose increasingly deep and complex neural networks with millions of parameters.\(^22,25\)

Unfortunately, computationally intensive models may not necessarily improve patient-independent seizure detection due to the associated increased risk of overfitting.\(^29,29\) To resolve the bottleneck, we require a fresh perspective on this problem. As we will explain in the following, we address certain drawbacks of existing seizure detectors and resolve some of their weaknesses in this study.

First, most modern seizure detectors identify seizures at the segment-level directly. Since these detectors are trained on multi-channel EEG segments, they can only handle a fixed number of EEG electrodes (e.g., 21). To apply those models to EEGs with a different number of electrodes (e.g., 32), the models need to be retrained. In practice, the number of electrodes may vary, and this limitation is a severe impediment to clinical applications.

To overcome this, we proposed a seizure detector that starts by detecting seizures in single-channel segments (channel-level detection). We evaluate three variations of CNN for the channel-level detector: CNN with softmax loss (CNN-SM), CNN with belief matching (BM) loss (CNN-BM), and a CNN cascaded with a transformer and BM loss (CNN-TRF-BM). The BM loss is used to improve confidence performance, making the distribution of the probability predicted similar to the actual distribution of probability observed in training data. Meanwhile, the transformer is deployed to extract long-range patterns across the signals via self-attention, which the CNNs cannot. Several existing studies have proposed detectors that detect seizures at the channel-level.\(^30,32\) However, some of these also analyzed single-channel EEGs instead of multi-channel EEGs.\(^29\) Consequently, there is no segment-level detection, making them unsuitable for detecting seizures in multi-channels EEGs.

To resolve the restriction on the fixed number of channels, we aggregate the channel-level outputs and group them into five distinct brain regions. Then, we compute statistical features from each region, which can be done for an arbitrary number of electrodes. This approach allows us to apply the detectors to EEGs with any number of electrodes and both scalp EEG and iEEGs. In this study, we trained the proposed seizure detector on a large scalp EEG dataset (TUH-SZ dataset) and evaluated it on five independent scalp EEG and iEEG datasets. In comparison, existing seizure detectors for scalp EEGs and iEEGs are often trained and analyzed separately.\(^29\)

Finally, a good evaluation metric to measure the effectiveness of seizure detectors is necessary. Such metrics score a detection from the automated system based on how much it overlaps with a manually annotated seizure(s). Unfortunately, most studies use different evaluation approaches to assess the detectors, making comparison studies challenging. Several evaluation metrics have been proposed, including epoch-
based sampling (EBS), any-overlap (OVLP), time-aligned event scoring (TAES), and increased margin scoring (IMS). However, these metrics do not reflect real-world clinical requirements. For instance, Reus et al. and Koren et al. only reported IMS, which consider a detection correct as long as the detection is within 30s and 120s before the start or after the end of the seizure, respectively. Allowing this significant error margin could lead to huge uncertainty and low precision during detection. Meanwhile, Fürbass determine that a seizure is detected as long as a detection appears within a seizure event. These approaches ignored the amount of overlap required, making their measurement approach extremely lenient. Either way, it is inappropriate in clinical practice.

Therefore, we introduce the minimum overlap evaluation scoring (MOES), which requires the detection from the automated system to have a minimum overlap duration of 10s and a minimum overlap of 30% with a ground truth seizure for it to be considered correct. In contrast, OVLP and TAES require a non-zero (e.g., 0.1%) and perfect (100%) overlap, respectively, which tends to under- or over-penalize the detector. By requiring a non-trivial overlap, albeit not necessarily a perfect overlap, the MOES metric has an adequate tolerance for clinical practice.

In summary, this paper performs the following:

(1) We developed a patient-independent seizure detector that can be applied to scalp EEG and iEEG, regardless of the number of electrodes.

(2) We utilize a BM loss to improve the calibration performance, which is critical for decision-making. However, such approaches are rarely applied in EEG analysis, as most studies favour softmax (SM) loss. Unfortunately, many existing classification algorithms are not optimized for obtaining accurate probabilities, and their predictions may be miscalibrated.

(3) We apply CNN with transformers as a transformer can extract long-range patterns, which a CNN cannot. Transformers had been explored for seizure detection (see) but have yet to apply at the channel-level.

(4) We train the proposed detector on one scalp EEG dataset and test it on five independent scalp EEG and iEEG datasets. Seizure detectors are usually not assessed simultaneously on multiple datasets and not on scalp EEGs and iEEGs.

(5) We introduce the minimum overlap evaluation scoring (MOES) to assess the performance of seizure detectors. In contrast to existing metrics, the MOES metric requires a non-trivial but not necessarily perfect overlap between the detection and ground truth seizure(s) for the detection to be considered correct. Existing metrics are too lenient or strict on the overlap criteria, resulting in inaccurate results.

2. Materials and Methods

2.1. Dataset

We analyze six public EEG datasets in this study:

(1) Temple University Hospital Seizure (TUH-SZ) dataset

(2) Children’s Hospital Boston Massachusetts Institute of Technology (CHB-MIT) dataset

(3) Helsinki University Hospital (HUH) dataset

(4) Sleep Wake Epilepsy Center at ETH Zurich (SWEC-ETHZ) dataset

(5) International Epilepsy Electrophysiology Portal (EEGP) dataset

(6) Epilepsy iEEG Multicenter (EIM) dataset

Information about the six datasets is summarized in Table 1. The TUH-SZ dataset is the largest among those six datasets, with the most annotated seizure events. Hence, we utilized the TUH-SZ dataset as the primary source to train the entire seizure detector pipeline.

Firstly, the seizure detector is trained and evaluated with the TUH-SZ dataset via 4-fold cross-validation (CV). We assign approximately the same number of patients and seizures to each fold. Next, using the trained detector, we further assess it on five other independent EEG datasets. In this way, we examine the generalizability of the detector on different EEG datasets with different EEG types and patient age groups.

For all the EEGs, a 4th order Butterworth notch filter at 60Hz (USA) and 50Hz (EU) is applied to remove electrical interference. Next, a 1Hz high-pass filter (4th order) is implemented to reject DC shifts and baseline fluctuations. Finally, all the EEGs are downsampled to a sampling frequency $F_s$ of 128Hz. At last, we convert all scalp EEGs to bipolar montage, as the TUH-SZ dataset is annotated in the
bipolar montage. As the montage for the iEEGs is incompatible with the bipolar montage, we keep the montage of the iEEGs at monopolar.

2.2. Seizure Detector Pipeline

We perform seizure detection first at individual channels (channel-level detection), followed by multi-channel segments (segment-level detection). At last, we detect the start and end points of the seizures in the entire multi-channel EEG (EEG-level detection) (see Figure 1). The proposed seizure detector is displayed in Figure 2. The pipeline consists of a channel-level deep learning classifier, a segment-level machine learning classifier, and multiple EEG-level post-processing modules. The seizure detectors are implemented on NVIDIA GeForce GTX1080 GPUs in Keras 2.2.0 and TensorFlow 2.6.

2.3. Channel-level Seizure Detector

The channel-level seizure detector computes the seizure probability for single-channel EEG segments. The window length $W$ adopted in the literature ranges between 1s to 30s. However, $W = 1s$ is too short to capture long-range seizure morphology, while $W = 30s$ is too long to capture short seizures. Therefore, we tested window lengths $W \in \{3, 5, 10, 20\}$ seconds. In this study, we deploy three channel-level seizure detectors based on convolutional neural networks (CNN):

1. CNN with softmax (SM) loss: CNN-SM
2. CNN with belief matching (BM) loss: CNN-BM
3. CNN-transformer with BM loss: CNN-TRF-BM.

2.3.1. CNN-SM Model

The CNN-SM model is a CNN with a SM loss function. The input is the raw single-channel signal of length $W \times F_s$. The architecture contains five convolutional layers with 8, 16, 32, 64, and 128 filters, respectively, with two fully connected layers. To minimize the loss, we applied the Adam optimizer with an initial learning rate equal to $10^{-4}$. The batch size during training is set to 1000. Also, we implemented class weights that are inversely proportional to the class frequency in the training data during training. This allows us to optimize the loss function on an imbalanced dataset without overfitting. Finally, we optimized parameters within the CNN via nested CV on the training data, with an 80:20% split for training and validation.
The proposed seizure detector pipeline consists of multiple stages of seizure detection at three EEG scales. The EEG is divided into overlapping epochs where we performed channel- and segment-level detection to get a series of segment-level outputs. Next, we applied four postprocessing steps for EEG-level detection. First, we apply smoothening to the segment-level output. Second, we implement thresholds to the segment-level output. Third, we locate chains of consecutive 1s and replace them with 0s if the chain is less than 3 epochs. Finally, suppose any two chains of consecutive 1s are within proximity in length. In that case, we combine them into a single detection to prevent many fractured detection windows.

2.3.2. CNN-BM Model

The CNN-BM model has the same architecture as the CNN-SM model, except that the BM loss replaces the SM loss. The BM loss is shown to yield better uncertainty estimates and generalization performance than the SM loss, an important property required for seizure detection. The BM framework is formulated from a Bayesian perspective that views binary classification as distribution matching. The BM loss is defined as:

$$\mathcal{L}(W) \approx - \frac{1}{m} \sum_{i=1}^{m} \ell_{\text{EB}}\left(y^{(i)}|x^{(i)}\right), \quad (1)$$

where $x^{(i)}$ and $y^{(i)}$ is the $i$-th training data and its label, respectively, $m$ is the total number of samples, and $\alpha^W = \exp(W)$, where $W$ are the weights of the neural network classifier. $\ell_{\text{EB}}(y, \alpha^W(x))$ is the evidence lower bound (ELBO) and is defined as $\ell_{\text{EB}}(y, \alpha^W(x)) = E_{q_{\alpha^W}(x)}[\log p(y|x, z)] - \text{KL}(q_{z|x}[W] \parallel p_{z|x}[$. where $z$ is the categorical probability about the label, $p_{z|x}$ is the target distribution, $q_{z|x}$ is the approximate distribution, and KL is the KL-divergence. We refer to square brackets for more information on the BM loss.

2.3.3. CNN-TRF-BM Model

The CNN-TRF-BM model contains the CNN and the transformer. The architecture is the same as in the CNN-BM model, but we insert an additional transformer encoder between the final convolutional layer and the flattening layer (see 25). We implemented a transformer in tandem with the CNN, as the CNN alone cannot model correlations between distant data points, such as seizure morphologies (see Figure 3(a) and (b)). The transformer can compensate for this limitation by extracting long-range information from the CNN features. The transformer encoder contains eight heads, and the number of hidden layer neurons in the forward feed network (FFN) is 1024. As input to the transformer, we extract 1s segments with 25% overlap from the W-second single-channel segment.

2.4. Segment-level Seizure Detector

Next, we rely on the outputs of the channel-level detectors to detect seizures in multi-channel segments.
The channel-level detectors yield seizure probabilities for each EEG channel, which we arrange into regions according to the scalp topology: frontal, central, occipital, and parietal. Besides these four local regions, we also define a "global" region containing all channels. From each region, we extract seven statistical features: mean, median, standard deviation, maximum value, minimum value, and value at 25% and 75% percentile. As there are five regions, we extract $5 \times 7 = 35$ features. From all channel-level outputs, we compute the normalized histogram features (5 bins, range $[0,1]$) and include them into the feature set, bringing the total features to 40.

In the iEEGs, the channel locations are unavailable; hence we cannot group the iEEG channels into local regions. Instead, we replace the four local regions with the global region. In this scenario, only 12 features are unique, and the remaining ones are duplicates. In any case, the number of segment-level features is 40, regardless of the number of channels or the availability of the channel locations. This approach ensures that the number of features is consistent during the training and evaluation of any dataset. The features will be the inputs to an XGBoost for training and validation, and we determined the hyperparameters via grid search CV.

### 2.5. Channel- and Segment-level Evaluation Metric

We assess the channel- and segment-level seizure classifiers through the following metrics: accuracy (ACC), balanced accuracy (BAC), sensitivity (SEN), specificity (SPE), F1 score (F1), and expected calibration error (ECE). As the seizure and non-seizure classes are imbalanced, we evaluate the results mainly in BAC.

### 2.6. EEG-level Seizure Detector

Finally, we perform seizure detection on full EEGs by determining the start and end time of the seizures, if any. First, we apply a sliding window of length $W$ with an overlap duration $T_o$ to the multi-channel EEG, extracting $n$ multi-channel segments. The overlap duration $T_o$ is set to 1s. Next, we perform segment-level detection on each segment, resulting in $n$ seizure probabilities $P = [p_1, \cdots, p_n]$. Finally, we conduct three post-processing steps to the seizure probability sequence $P$:

1. We apply 1D smoothing filters with an overlap of 1 sample. We tested various filter lengths $K_f$ (3, 5, or 7s) and filter types (mean, median, or max).

The smoothing filter removes isolated seizure de-
tectations (usually false positives (FPs) such as artifacts) and smoothens regions with significant confidence variations to stabilize the detections.

(2) Next, we perform thresholding to the seizure probabilities to round them to zeros (seizure-free) or ones (seizure). We tested threshold values $\theta \in \{0.1, 0.2, \cdots, 0.8, 0.9\}$.

(3) Then, we identify consecutive ones of length smaller than $N_c$, and replace the 1s with 0s. Selecting a large $N_c$ removes many short detections, leading to fewer FPs and more FNs, as the system may miss short seizures. We tested $N_c \in \{1, 2, \cdots, 19, 20\}$.

Finally, we identify the remaining sequences of consecutive 1s, and determine their start and end time. The final output of the EEG-level seizure detector is the start and end times of the detected seizures.

### 2.7. EEG-level Seizure Detection Evaluation Metric

We assess the accuracy of the detections via EEG-level seizure detection evaluation metric. There are several well-established evaluation metrics, such as epoch-based sampling (EBS)$^{33}$ any-overlap (OVLP)$^{33}$ time-aligned event scoring (TAES)$^{33}$ and increased margin scoring (IMS)$^{33}$ However, these metrics do not accurately reflect the clinical requirement of a seizure detector. Hence, we define a new metric, the minimum overlap evaluation scoring (MOES). In this metric, there needs to be a non-trivial overlap between the detection and the seizure, while it does not need to be perfect.

We elaborate on the limitations of the existing seizure evaluation metrics in the supplementary methods section. In short, OVLP metric considers a detection correct as long as it has a non-zero overlap with the annotation, which is too lenient and leads to overly optimistic results. On the other hand, TAES metric is too strict as it requires a perfect overlap between the detection and annotation, leading to overly pessimistic results.

### 2.8. Minimum Overlap Evaluation Scoring (MOES)

The minimum overlap evaluation scoring (MOES) determines the overlap duration $T_{\text{overlap}}$ between the detection ($T_{\text{detection}} = [d_{\text{start}}, d_{\text{end}}]$) and seizure ($T_{\text{seizure}} = [s_{\text{start}}, s_{\text{end}}]$) window, and vice versa, before deciding if the detection is correct or the seizure is captured. Based on existing literature, only seizures of at least 10s are annotated typically.$^{22}$ Therefore, the minimum overlap duration of the detection(s) with the seizure should be 10s. However, these criteria do not account for the duration of the seizure or the detection. Therefore, even if the detection correctly detected over 10s of a seizure, the system should be penalised if the majority of the detection did not capture any seizure. To resolve this, we compute the detection overlap (DOL) and the seizure overlap (SOL), which measures the fraction of the detection that overlaps with any seizures, and vice versa, as:

$$\text{DOL}_i = \frac{\sum d T_{\text{overlap}, s, i}}{d_{\text{end}, i} - d_{\text{start}, i}},$$  \hspace{1cm} (2)$$

$$\text{SOL}_j = \frac{\sum s T_{\text{overlap}, d, j}}{s_{\text{end}, j} - s_{\text{start}, j}},$$  \hspace{1cm} (3)$$

where $i$ and $j$ is the index of a detection and a seizure, respectively, $\sum T_{\text{overlap}, s, i}$ is the sum of all the overlaps with any seizures with detection $i$, and $\sum T_{\text{overlap}, d, j}$ is the sum of all the overlaps with any seizures with seizure $j$.

In this study, we set a minimum DOL and SOL of 0.3 (30\%) to ensure that a significant portion of the detection overlaps with the seizures and vice versa. In OVLP metric, the DOL is set to be 0\%, while in TAES it is 100\%. The first option is too lenient in practice, while the latter is too strict.

A high DOL implies that the detection overlaps well with the seizure(s). Meanwhile, a high SOL indicates that the seizure is well captured by the detection(s). If the DOL is low, the detection should be discarded and treated as a false positive (FP). Similarly, if the SOL is low, the seizure should be treated as a false negative (FN). More details on how MOES approaches different detection cases are elaborated in the extended version of the paper.

This approach allows us to consider different cases (see Figure 4):

- Case 1: The detection window encapsulates the seizure window almost perfectly. Therefore, the SOL$_j = 1$, while DOL$_i > 0.3$ (close to 1). In this case, the seizure$_j$ is a TP as the detection$_i$ is correct.


• Case 2: The detection window is encapsulated by the seizure window almost perfectly. Therefore, the DOL$_i$ = 1, while SOL$_j$ > 0.3 (close to 1). In this case, the seizure$_j$ is a TP as the detection$_i$ is correct.

• Case 3: The detection window overlaps with the seizure window, however, the detection window protrudes the seizure window by a significant margin. In this case, while the SOL$_j$ can be greater than 0.3, the DOL$_i$ is low (less than 0.3). As DOL$_i$ < 0.3, we consider the detection$_i$ as a false alarm (FP). As a result, the seizure$_j$ is considered as a FN.

• Case 4: The seizure window overlaps the detection window, however, the seizure window protrudes the detection window by a significant margin. In this case, while the DOL$_i$ can be greater than 0.3, the SOL$_j$ is low (less than 0.3). As SOL$_j$ < 0.3, we consider the seizure$_j$ as missed (FN). As a result, the detection$_i$ is considered as a FP.

• Case 5: Multiple detection windows (1, 2, 3) overlap with the annotated seizure. The majority of the seizure$_j$ is detected, hence the SOL$_j$ is high (greater than 0.3). However, the DOL$_i$ vary for each detection, though all of them clipped the seizure to a certain extent.

(1) Detection$_{1}$ would have DOL$_1$ ≈ 0.5, hence it is a correct detection.
(2) Detection$_{2}$ would have DOL$_2$ = 1, hence it is a correct detection.
(3) Detection$_{3}$ would have DOL$_3$ < 0.3, hence it is a false detection.

As SOL$_j$ > 0.3, we consider the seizure$_j$ as captured, hence a true positive. Meanwhile, the detection$_1$ and detection$_2$ are correct (TP) and detection$_3$ is considered as a FP.

• Case 6: Multiple seizure windows (1, 2, 3) overlap with a detection window. The majority of the detection$_i$ had capture seizures, hence the DOL$_i$ is high (greater than 0.3). However, the SOL$_j$ vary for each seizure, though all of them clipped the detection to a certain extent.

(1) Seizure$_1$ would have SOL$_1$ ≈ 0.5, hence the seizure is detected well.
(2) Seizure$_2$ would have SOL$_2$ = 1, hence the seizure is detected well.
(3) Seizure$_3$ would have SOL$_3$ < 0.3, hence the seizure is not detected.

As DOL$_i$ > 0.3, we consider the detection$_j$ as correct, hence it is not a FP. Meanwhile, the seizure$_1$ and seizure$_2$ are one TP each and detection$_3$ is missed and is considered as a false negative.

In other words, the detections and seizures are analyzed separately. By investigating the seizures, we can compute the TP. Firstly, we check what detections overlap with the seizure$_j$. For the seizure to be considered a TP, the following two conditions must be met simultaneously:

(1) SOL$_j$ ≥ 0.3.
(2) DOL$_i$ ≥ 0.3 for all detections overlapping with seizure$_j$.

The first condition implies that seizure$_j$ is sufficiently captured by one or more detections. The second condition makes sure that each of those detections sufficiently covers a seizure (seizure$_j$ and potentially also other seizures). If both conditions are met simultaneously, the seizure is accurately detected and is a TP. Otherwise, the seizure is missed, and it is a FN. Indeed, imagine that 2 detections on the left and right of the seizure last very long and cover together almost the entire EEG. Then the entire EEG is covered by detections, and the seizure would not be properly detected. The two detections could have very low DOL. Consequently, the seizure in that EEG will be considered a FN instead of a TP.

Next, by investigating the detections, we compute the FPs. We first determine what seizures overlap with detection$_i$. The detection is considered a FP, as long as any of the following two conditions are met:

(1) DOL$_i$ < 0.3
(2) SOL$_j$ < 0.3 for all seizures overlapping with detection$_i$.

Note that it is important to compute TPs from the perspective of the seizure. Indeed, multiple detections may overlap with the same seizure (see Figure 4, case 6). However, as there is only one seizure event, we only can have one TP or one FN associated with a seizure event. Therefore, we need to compute the TPs from the perspective of the seizures. Computing TP from the perspective of the detection windows may result in multiple TPs for a single seizure event, which is undesirable.

Finally, the detection may start earlier or later
than the annotated seizure. We compute the detection offset as:

$$T_{\text{offset}} = d_{\text{start}} - s_{\text{start}} + W,$$

where $W$ are the duration of the window length, $d_{\text{start}}$ is the start time of the detection, $s_{\text{start}}$ is the start time of the annotated seizure. We added $W$ in the offset as we require a minimum window of length $W$ to detect seizures. To more accurately detect the onset of a seizure, one may slide the window in smaller steps around the onset of a detection. However, this goes beyond the scope of this work, as we are mainly interested in detecting seizures, irrespective of their onset times.

2.9. EEG-level Seizure Detection

Performance Metrics

We measure the performance of EEG-level seizure detection with sensitivity (SEN), precision (PRE), and false positive per hour (FPR/h). We report both the average FPR/h (aFPR/h) and median FPR/h (mFPR/h). We mainly focus on the mFPR/h in this study as they are more robust to outliers compared to the average.

3. Results

3.1. Channel-level Seizure Detection

We performed channel-level seizure detection with three channel-level detectors: CNN-SM, CNN-BM, and CNN-TRF-BM. We summarized the results in Table 2. In addition, all the precision-recall (PR) curves can be found in Figure 5.

On the TUH-SZ dataset, the proposed channel-level detectors achieve high BAC, SEN, and SPE across all window lengths. Moreover, the ECE improved for all window lengths (except for 3s) when the SM loss is replaced with the BM loss (CNN-SM against CNN-BM). However, the ECE is slightly larger for the CNN-TRF-BM model. The performance peaks at a $W = 20s$ for all three models. Overall, the CNN-TRF-BM model attained the best results, followed by the CNN-BM and the CNN-SM model. As the channel-level detector attains good results on the TUH-SZ dataset, using it as the primary training dataset seems promising.

Next, we assessed the channel-level detector, trained on the TUH-SZ dataset, on the five EEG datasets. The detectors achieve high BACs on the CHB-MIT, SWEC-ETHZ, and EIM datasets, but yield poor BACs on the HUH and IEEGP datasets. For those datasets, seizures have only been annotated on the level of segments instead of channels; therefore, it is impossible to assess the channel detector reliably. Without channel-level annotations, we must assume that all channels within a multi-channel segment contain seizures. However, this is unlikely as seizures sometimes only occur in certain regions. In particular, focal seizures occur only in one hemisphere or at a few electrodes. Consequently, channels that do not exhibit seizures may be mislabelled as “seizures”, leading to errors during training and testing. However, segment-level and EEG-level detection results are reliable for those datasets.

3.2. Segment-level Seizure Detection

Next, we performed segment-level seizure detection using the outputs from the three channel-level detectors. The segment-level detection results on the six EEG datasets are displayed in Table 3.

On the TUH-SZ dataset, the proposed segment-level detectors achieve high BAC, SEN, and SPE across all window lengths, similarly to the channel-level results. However, the ECE reported at the segment-level is much greater than the channel-level...
Figure 5. The precision-recall (PR) curves of the channel-, segment-, and EEG-level seizure detection computed with the CNN-TRF-BM-based seizure detector across different datasets. The EEG-level PR curves are generated by varying the threshold $\theta$ in the EEG-level postprocessing step and computing the precision (PRE) and recall (REC) at each threshold with MOES.

counterparts, as the segment-level detector model does not minimize ECE. Similarly, the performance peaks at a $W = 20s$. Again, the CNN-TRF-BM model outshines the other two models.

Next, we evaluated the segment-level seizure detector on the other five datasets. We obtained excellent performance on all the datasets at various window lengths, except for the HUH dataset. The segment-level detectors obtain high BACs on the IEEGP dataset, even when the channel-level results on this dataset are not satisfactory.

Overall, the performance peaks at different window lengths across the six datasets. This might be due to the discrepancy in seizure types, patient types, and patient age groups across the different datasets. For instance, for datasets with many short seizures, one should deploy a window length of 3s as it can capture shorter seizures, while a window length of 20s would be suboptimal.

3.3. EEG-level Seizure Detection

Next, we performed EEG-level seizure detection based on the outputs of the segment-level detector. We summarized the results for the six datasets in Table 4. The EEG-level performance is computed according to MOES, as it is more suitable for clinical practice than existing metrics. We also considered other existing evaluation metrics for comparison in Table 5.

On the TUH-SZ dataset, the CNN-TRF-BM model leads to the most promising results, followed by the CNN-BM and the CNN-SM model. The CNN-TRF-BM EEG-level seizure detector attained a respectable SEN, PRE, aFPR/h, mFPR/h, and median offset of 0.772, 0.429, 0.425, 0, and -2.125s, respectively. While the aFPR/h is high, the mFPR/h is extremely low. This implies that the aFPR/h is skewed by a small number of EEGs containing an exceptionally huge amount of false detection. While the SEN is similar across all three models, the CNN-TRF-BM model reported the best PRE, which is critical for clinical deployment.

Similarly, we evaluated the EEG-level seizure detectors on the five scalp EEG and iEEG datasets. The CNN models yield high SEN, decent PRE, and low aFPR/h and mFPR/h on the CHB-MIT, SWEC-ETHZ, and EIM datasets. Meanwhile, on the HUH and IEEGP datasets, the model achieves low SEN (0.254 and 0.450, respectively), high PRE (0.841 and 0.917, respectively), and low mFPR/h (0.347 and 0, respectively). The poorer results on the HUH dataset align with our expectations since it is a neonatal dataset. The morphology of neonatal seizures differs vastly from adult seizures. Since the model has been trained on adult scalp EEG, it struggles to detect seizures in neonatal scalp EEGs. Meanwhile, the IEEGP dataset contains some dog iEEGs, which could have different seizure patterns from adult humans. However, we observed that the detection performance is comparable for human and dog EEGs. Hence, the proposed detector can detect some neonate and dog seizures with high PRE, which can be tremendously valuable.

We also determined the detection offset, defined
as the average duration between the start time of the seizure and the start time of its corresponding detection (see Table 4), which can be negative. A negative offset does not imply forecasting, as the EEG data is analyzed offline. Therefore, data from future time intervals are being considered to decide whether an EEG segment is ictal.

In Table 5, we compare results for the CNN-TRF-BM model for different evaluation metrics (IMS, OVP, TAES, and MOES). IMS always leads to the best results, followed by OVP, MOES, and TAES. The results for MOES are similar to OVP and IMS, despite MOES having a more stringent condition. This implies that the proposed seizure detector detects most seizures with at least 10s overlap and with 30% overlap between the seizure and detection. The results for the TAES metric are the lowest: a slight drop in SEN, much lower PRE, and significantly lower aFPR/h and mFPR/h. While there are significant differences across the different performance metrics, the results obtained by MOES are the most appropriate, as it does not lead to overly optimistic or pessimistic results.

Finally, to determine the effect of the CNN-TRF-BM-based EEG-level seizure detector (Figure 7), we plot the normalized histograms of the

### Table 2. Channel-level seizure detection results for different CNN models across six EEG datasets.

| Dataset          | W   | CNN-SM | CNN-BM | CNN-TRF-BM |
|------------------|-----|--------|--------|------------|
| TUH-SZ            | 3   | 0.045 | 0.821 | 0.882 |
| Scalp EEG Adult   | 5   | 0.044 | 0.843 | 0.867 |
| 10               | 0.044 | 0.838 | 0.883 | 0.883 |
| 20               | 0.044 | 0.838 | 0.883 | 0.883 |
| HUH              | 3   | 0.259 | 0.506 | 0.521 |
| Scalp EEG Neonatal| 5   | 0.282 | 0.532 | 0.552 |
| 10               | 0.282 | 0.532 | 0.552 | 0.552 |
| 20               | 0.282 | 0.532 | 0.552 | 0.552 |
| CHB-MIT          | 3   | 0.239 | 0.617 | 0.569 |
| Scalp EEG Pediatric| 5   | 0.216 | 0.776 | 0.743 |
| 10               | 0.216 | 0.776 | 0.743 | 0.743 |
| 20               | 0.216 | 0.776 | 0.743 | 0.743 |
| SWEC-ETHZ        | 3   | 0.069 | 0.808 | 0.874 |
| EEG Adult        | 5   | 0.066 | 0.828 | 0.782 |
| 10               | 0.066 | 0.828 | 0.782 | 0.782 |
| 20               | 0.066 | 0.828 | 0.782 | 0.782 |
| UEEG             | 3   | 0.355 | 0.536 | 0.524 |
| EEG Adult        | 5   | 0.417 | 0.512 | 0.493 |
| 10               | 0.417 | 0.512 | 0.493 | 0.493 |
| 20               | 0.417 | 0.512 | 0.493 | 0.493 |
| EIM              | 3   | 0.051 | 0.818 | 0.883 |
| EEG Adult        | 5   | 0.153 | 0.574 | 0.508 |
| 10               | 0.153 | 0.574 | 0.508 | 0.508 |
| 20               | 0.153 | 0.574 | 0.508 | 0.508 |
| Seizure Detection | 11  | 0.105 | 0.814 | 0.782 |
| 20               | 0.105 | 0.814 | 0.782 | 0.782 |
| 20               | 0.105 | 0.814 | 0.782 | 0.782 |

### Table 3. Segment-level seizure detection results for different CNN models across six EEG datasets.

| Dataset          | W   | CNN-SM | CNN-BM | CNN-TRF-BM |
|------------------|-----|--------|--------|------------|
| TUH-SZ            | 3   | 0.051 | 0.818 | 0.883 |
| Scalp EEG Adult   | 5   | 0.036 | 0.840 | 0.856 |
| 10               | 0.036 | 0.840 | 0.856 | 0.856 |
| 20               | 0.036 | 0.840 | 0.856 | 0.856 |
| HUH              | 3   | 0.193 | 0.514 | 0.514 |
| Scalp EEG Neonatal| 5   | 0.193 | 0.514 | 0.514 |
| 10               | 0.193 | 0.514 | 0.514 | 0.514 |
| 20               | 0.193 | 0.514 | 0.514 | 0.514 |
| CHB-MIT          | 3   | 0.203 | 0.644 | 0.584 |
| Scalp EEG Pediatric| 5   | 0.203 | 0.644 | 0.584 |
| 10               | 0.203 | 0.644 | 0.584 | 0.584 |
| 20               | 0.203 | 0.644 | 0.584 | 0.584 |
| SWEC-ETHZ        | 3   | 0.118 | 0.841 | 0.745 |
| EEG Adult        | 5   | 0.105 | 0.814 | 0.782 |
| 10               | 0.105 | 0.814 | 0.782 | 0.782 |
| 20               | 0.105 | 0.814 | 0.782 | 0.782 |
| EIM              | 3   | 0.048 | 0.807 | 0.854 |
| EEG Adult        | 5   | 0.048 | 0.807 | 0.854 |
| 10               | 0.048 | 0.807 | 0.854 | 0.854 |
| 20               | 0.048 | 0.807 | 0.854 | 0.854 |
TP and FN of seizures detected sorted by event duration, together with the normalized histogram of SEN, PRE, and FPR/h computed from individual EEGs across the datasets. From Figure 7(a), it can be seen that it is easier to detect a long seizure than a short event. Figure 7(b) and 7(c) reveal that the SEN and PRE are high for most EEGs, with only a minority of the files having a poor detection rate. Lastly, Figure 7(d) confirms that the system does not make false detections in most EEGs, as mFPR/h is 0. Taken together, these figures suggest that the proposed detector performs well across most EEGs.

In Table 6, we computed the SEN of short (<10s) and long (>10s) seizures detected by the CNN-TRF-BM-based model across the six datasets according to MOES metric. As the CHB-MIT and IEEGP datasets do not contain annotated short seizures, we could not compute the SEN for those datasets. We observe that \( W = 20s \) leads to drastic drops in SEN for shorter seizures. On the other hand, a shorter window (3s and 5s) can more reliably capture shorter seizures, at the cost of potentially higher FPR/h.

The proposed seizure detectors, specifically the CNN-TRF-BM-based model, can detect patient-independent seizures at the channel-, segment-, and EEG-level across various scalp EEG and iEEG datasets without retraining. It takes less than 15s computation time to detect seizures in a 30 minutes EEG. Hence, the proposed detector can help automate EEG annotations clinically. However, while the results are appealing for adult human EEG, there is room for improvement for neonatal EEG. One may need to perform additional tuning or retraining to achieve better performance for such cases.

4. Discussion

4.1. Comparison with Existing Patient-independent Detectors

To compare the proposed seizure detector to the state-of-the-art is challenging, as there is a lack of standardized evaluation metrics, datasets, or training and testing procedures for the problem of seizure detection. In addition, the datasets considered in the literature vary in terms of patients (age, type, diversity), clinical settings, EEG type, data quantity and quality, and use case (patient-specific vs patient-independent).

It is especially critical to specify the use case, as patient-specific detectors may yield much better performance than a patient-independent detector, but cannot be readily deployed. Therefore, comparing these two types of detectors is meaningless. Consequently, we consider studies that report patient-independent seizure detection results on the six datasets analyzed in this paper.
4.1. Detection on the TUH-SZ Dataset

Numerous patient-independent seizure detectors have been evaluated on the TUH-SZ dataset. Roy et al. utilized different machine learning models and reported a SEN and FPR/h of 0.916 and 137.311. Meanwhile, Shah et al. applied an LSTM to detect seizures at the segment-level and obtained SEN between 0.33-0.37 and FPR/h between 1.24-20.8. Ayodele et al. trained a VGGNet and evaluated it on 24 EEGs, attaining a SEN, FPR/h, and offset of 0.7835, 0.9, and 2.32, respectively.

Most results reported are not suitable for clinical application; extremely low SEN or high FPR/h. Additionally, most studies did not report the seizure evaluation metrics. When they do, they utilize EBS and OVLP metrics, which fail to represent the requirements of a seizure detector appropriately.

4.1.2. Detection on the CHB-MIT Dataset

In the following, we review the results of the CHB-MIT dataset reported in the literature. Furbas et al. deployed epileptiform wave sequence (EWS) to classify seizures and obtained a SEN and FPR/h of 0.67 and 0.32, respectively. Gómez et al. applied a CNN and achieved a SEN, SPE, and FPR/h of 0.531, 0.931, and 7.8, respectively.
employed the CHB-MIT and TUH-SZ dataset and reported a SEN, FPR/h, and offset of 0.7145, 0.76, and 2.32s, respectively.\textsuperscript{11} Mansouri et al. trained their detector on the CHB-MIT (19 patients) and the TUH-SZ (24 patients) dataset and evaluated the detector on the CHB-MIT dataset.\textsuperscript{14} They attained a SEN, SPE, and FPR/h of 0.83, 0.96, and 8, respectively.

The proposed CNN-TRF-BM model achieves better results on the CHB-MIT dataset, with SEN, PRE, aFPR/h, mFPR/h, and offset of 0.678, 0.377, 0.421, 0.118, and 4.684s, respectively. However, we trained our detector with the TUH-SZ dataset instead of the CHB-MIT dataset.\textsuperscript{13} They attained a SEN, SPE, and FPR/h of 0.83, 0.96, and 8, respectively.

The proposed CNN-TRF-BM model achieves better results on the CHB-MIT dataset, with SEN, PRE, aFPR/h, mFPR/h, and offset of 0.678, 0.377, 0.421, 0.118, and 4.684s, respectively. However, we trained our detector with the TUH-SZ dataset instead of the CHB-MIT dataset.\textsuperscript{13} They attained a SEN, SPE, and FPR/h of 0.83, 0.96, and 8, respectively.

4.1.3. Detection on the SWEC-ETHZ Dataset

No existing seizure detectors had been evaluated on the SWEC-ETHZ dataset in a patient-independent manner. Existing studies only performed patient-specific detection on this dataset.\textsuperscript{38} The current study can be the baseline for patient-independent seizure detection on the SWEC-ETHZ dataset.

4.1.4. Detection on the HUH Dataset

No seizure detectors have so far been evaluated on the HUH dataset in a patient-independent manner. Existing studies only evaluated patient-specific seizure detection.\textsuperscript{49} The current study is the first to perform patient-independent seizure detection at EEG-level on the HUH dataset. Moreover, we applied a detector trained on adult EEGs to detect seizures in neonatal EEGs and attained promising results. This shows that a detector trained on adult seizures may capture neonatal seizures with a high PRE, despite the substantial age gap. As the model has been trained on adult scalp EEG, it struggles to detect all seizures in neonatal EEGs.

4.1.5. Detection on the IEEGP Dataset

Few studies investigated seizure detection on the IEEGP dataset. All studies are on patient-specific
seizure detections. Similarly, accuracy is a poor metric for an imbalanced dataset. Therefore, the current study can be the baseline for patient-independent seizure detection on the IEEGP dataset.

4.1.6. Detection on the EIM Dataset

No earlier studies on seizure detection have been conducted on the EIM dataset. The existing studies aim to predict surgical outcomes. The current study is the first to analyze the EIM dataset for patient-independent seizure detection.

4.2. Commercial Detectors

Several commercial seizure detectors are available in the market, such as Persyst, Encevis, and BESA. Earlier studies by Reus et al. and Koren et al. have compared the performance of Persyst, Encevis, and BESA. We summarized their findings against the performance of the proposed detector in Table 7. Both studies evaluated the commercial detectors on adult scalp EEG datasets; hence, we focus on the TUH-SZ dataset in this section.

The proposed model outperforms the three commercial detectors in the study conducted by Reus et al. by a significant margin. Meanwhile, the proposed system outperforms Persyst and BESA in the study by Koren et al., with Encevis reporting similar results to the current study. However, we report MOES, TAES, OVLP, and IMS metric results. In contrast, Reus et al. and Koren et al. only reported IMS, which is more lenient as they consider a detection correct as long as the detection is within 30s before the start or after the end of the seizure. Koren et al. implemented an altered version of IMS, where the margin is increased to 120s. These metrics introduced a significant margin of error, which is inappropriate in clinical practice.

4.3. Transformer for Seizure Detection

We identified two studies that apply transformers for seizure detection. However, these systems did not implement a channel-level detector but headed directly to the segment-level. Thus, the current study is the first to implement a channel-level seizure detector through transformers.

Bhattacharya et al. utilized a transformer for patient-specific seizure detection on the CHB-MIT and IEEGP dataset. For the CHB-MIT and IEEGP datasets, they attained an average SEN of 0.985 and 0.948, and FPR/h of 0.124 and 0, respectively. While they used transformers, there were significant differences in the study performed by Bhattacharya et al. as compared to the current study. Firstly, we followed a patient-independent approach while they designed a patient-specific detector. Secondly, The proposed system can detect seizures at the channel-level. In contrast, their systems can only detect seizures at the segment-level. Thirdly, we implemented BM loss while they utilized the SM loss.

4.4. Training the Detector on the TUH-SZ Dataset Only

Patient-independent seizure detectors that can be readily deployed without retraining are convenient for clinical practice. To replicate this scenario, we only trained the seizure detectors on the TUH-SZ dataset. Earlier, we showed that the proposed seizure detectors yield good performance on six EEG datasets. However, when testing on an independent dataset, we do not know whether the model trained on the TUH-SZ dataset would yield better performance than a model trained on the test dataset.

To address this, we train and test the seizure detectors on the CHB-MIT dataset as the total length of EEG in that dataset is comparable to those in the TUH-SZ dataset. We report the channel-, segment-, and EEG-level results on the CHB-MIT dataset in Table 8. The CNN-TRF-BM model yields a SEN, PRE, aFPR/h and mFPR/h of 0.613, 0.088, 0.408, and 0, respectively. In comparison, the model trained on the TUH-SZ dataset yields a SEN, PRE, aFPR/h, and mFPR/h of 0.678, 0.377, 0.421, and 0.118 (see Table 4). While the model trained on the CHB-MIT dataset obtained lower FPR, the model trained on the TUH-SZ dataset attained vastly superior SEN and PRE.

Table 7. Performance of commercial seizure detectors against the proposed CNN-TRF-BM detector.

| Author     | No. of Patients | No. of Seizures | Duration (in hours) | Metrics | Seizure Detector | SEN | aFPR/h |
|------------|-----------------|-----------------|---------------------|---------|------------------|-----|-------|
| Reus et al. | 283             | 249             | 8771               | IMS     | Similar          | 0.57| 0.22  |
| Koren et al. | 81              | 790             | 6060               | IMS     | Similar          | 0.58| 0.24  |
| Current study | 637             | 3055            | 912                | IMS     | Similar          | 0.77| 0.21  |

Table 8. Performance of commercial seizure detectors against the proposed CNN-TRF-BM detector on the CHB-MIT dataset.

| Author     | No. of Patients | No. of Seizures | Duration (in hours) | Metrics | Seizure Detector | SEN | aFPR/h |
|------------|-----------------|-----------------|---------------------|---------|------------------|-----|-------|
| Reus et al. | 283             | 249             | 8771               | IMS     | Similar          | 0.57| 0.22  |
| Koren et al. | 81              | 790             | 6060               | IMS     | Similar          | 0.58| 0.24  |
| Current study | 637             | 3055            | 912                | IMS     | Similar          | 0.77| 0.21  |
This experiment suggests that training and evaluating a model with the same dataset might not necessarily generate the best results. Here, when tested on the CHB-MIT dataset, the detector trained on the TUH-SZ dataset performed better than the model trained on the CHB-MIT dataset. This is because the TUH-SZ dataset contains more seizures (3,055 events) than the CHB-MIT dataset (185 events), allowing the detector to learn from a more diverse dataset. This experiment also suggests that designing neural network-based patient-independent seizure detectors that generalize well across different datasets is possible.

Using a pretrained seizure detector to perform seizure detection on another dataset is not a new concept. Saab et al. trained their detector on the TUH-SZ dataset and evaluated it on their private Stanford dataset, and vice versa. However, they did not achieve better results with this approach. In contrast, we showed that obtaining better results on one dataset with the same approach is possible. Furthermore, training detectors on a large variety of seizures from a large number of patients may boost the robustness of the detectors, allowing them to be deployed effectively in clinical practice.

As we will explain in the next section, the models proposed in this paper contain a small number of parameters compared to the models proposed in Saab et al., therefore, they are less prone to overfitting and are better able to generalize across datasets.

### 4.5. Complexity of Seizure Detectors

Most seizure detectors proposed in the literature do not perform channel-level detection and proceed to segment-level detection directly. The main innovation in those studies lies in improving the deep neural networks used for segment-level classification. These deep neural networks typically contain numerous layers (often 10+) and millions of parameters, which require substantial computational power for training. Moreover, such networks tend to overfit specific datasets, leading to poor generalization. We explore whether deeper models lead to better seizure detection performance.

In Table 9, we list different deep learning systems and provide information about their design and seizure detection performance. These neural networks for seizure detectors contain many layers, ranging between 2 and 709, and contain 7,600 to 138 million parameters. The inputs to those models also vary significantly, ranging from 5,888 to 228,000 input data points. In contrast, the three proposed seizure detectors only require between 384 to 2,560 input data points for window lengths varying from 5s to 20s. Moreover, the models contain 7 to 15 layers, with 0.16 to 3.5 million parameters for the CNN and CNN-TRF models. The input size, number of layers, and parameters for the proposed models are much smaller than for most of the existing models listed in Table 9.

Next, we examined the correlation between model size and performance. The proposed seizure detector models reported higher SEN and lower FPR/h than most models with more parameters and layers. The AUC, ACC, BAC, and F1 were comparable, while the SPE was poorer in our model. However, SPE is only computed in segment-level classification, which is not an EEG-level detection metric. Moreover, the proposed models obtained better AUPRC, SEN, and FPR/h than most existing models with fewer parameters and layers.

Overall, the proposed models outshine models with vastly more parameters, which suggests that designing ever-bigger neural networks for seizure detection may not be a fruitful avenue for research. Instead, alternative pipelines with substantially fewer parameters may perform comparably to the state-of-the-art or even better. In this study, we demonstrated that by first detecting seizures at individual channels, one could vastly reduce the number of parameters while achieving the same or increased level of performance.

### 4.6. Benefits of Channel-level Detection

In this study, we proposed to detect seizures starting at channel-level. However, many seizure detectors in the literature detect seizures directly from segment-level. This approach usually requires a fixed number of channels, an important limiting factor for clinical practice as the number of channels may vary. Moreover, this approach may be strongly overfitted to a particular EEG electrode configuration and dataset. Here, we refer to seizure detector pipelines that detect seizures starting from channel-level as 1D models, while detectors that detect seizures starting from segment-level as 2D models.

To further evaluate the benefits of the three
Table 8. Channel-, segment-, and EEG-level results trained and tested on the CHB-MIT dataset.

| Dataset          | Model       | W  | Channel-level | Segment-level | EEG-level |
|------------------|-------------|----|---------------|---------------|-----------|
| 1D               | ECE ACC BAC SEN SPE F1 | 0.25 | 0.617 | 0.756 | 0.569 | 0.942 | 0.649 | 0.122 | 0.760 | 0.802 | 0.984 | 0.798 | 0.759 | 0.555 | 0.642 | 0.322 | 0.825 | -0.1875 |
| Paediatric scalp EEG | CNN-SM     | 5  | 0.447 | 0.698 | 0.748 | 0.618 | 0.844 | 0.745 | 0.506 | 0.867 | 0.808 | 0.709 | 0.860 | 0.569 | 0.917 | 2.588 | 0.875 | -0.1750 |
| 1D               | CNN-BM     | 10 | 0.122 | 0.777 | 0.783 | 0.592 | 0.869 | 0.975 | 0.732 | 0.921 | 0.838 | 0.699 | 0.798 | 0.569 | 0.940 | 2.433 | 0.875 | -0.2175 |
| Paediatric scalp EEG | 1DCNN-SM   | 3  | 0.259 | 0.617 | 0.756 | 0.569 | 0.942 | 0.649 | 0.122 | 0.760 | 0.802 | 0.984 | 0.798 | 0.759 | 0.555 | 0.642 | 0.322 | 0.825 | -0.1875 |
| 1D               | 1DCNN-BM   | 5  | 0.205 | 0.62  | 0.739 | 0.494 | 0.894 | 0.614 | 0.126 | 0.811 | 0.816 | 0.700 | 0.932 | 0.509 | 0.044 | 2.221 | 0.736 | -2.2050 |
| Paediatric scalp EEG | 1DCNN-TRF-BM | 10 | 0.137 | 0.724 | 0.783 | 0.635 | 0.921 | 0.838 | 0.762 | 0.976 | 0.910 | 0.515 | 0.037 | 2.588 | 0.875 | -15.750 |
| 1D               | CNN-TRF-BM | 1  | 0.095 | 0.742 | 0.808 | 0.666 | 0.887 | 0.808 | 0.105 | 0.874 | 0.816 | 0.700 | 0.932 | 0.509 | 0.044 | 2.221 | 0.736 | -2.2050 |
| Paediatric scalp EEG | 1DCNN-SM   | 3  | 0.269 | 0.568 | 0.74  | 0.51  | 0.97  | 0.601 | 0.122 | 0.811 | 0.816 | 0.700 | 0.932 | 0.509 | 0.044 | 2.221 | 0.736 | -2.2050 |
| 1D               | 1DCNN-BM   | 5  | 0.205 | 0.62  | 0.739 | 0.494 | 0.894 | 0.614 | 0.126 | 0.811 | 0.816 | 0.700 | 0.932 | 0.509 | 0.044 | 2.221 | 0.736 | -2.2050 |
| Paediatric scalp EEG | 1DCNN-TRF-BM | 10 | 0.137 | 0.724 | 0.783 | 0.635 | 0.921 | 0.838 | 0.762 | 0.976 | 0.910 | 0.515 | 0.037 | 2.588 | 0.875 | -15.750 |
| 1D               | CNN-TRF-BM | 1  | 0.095 | 0.742 | 0.808 | 0.666 | 0.887 | 0.808 | 0.105 | 0.874 | 0.816 | 0.700 | 0.932 | 0.509 | 0.044 | 2.221 | 0.736 | -2.2050 |

Table 9. Deep learning models in the literature in terms of complexity and performance.

| Author          | Model       | Layers | Parameters (in millions) | Input Size | AUC | AUPRC | ACC | BAC | SEN | SPE | PRE | F1 | FPR/h |
|-----------------|-------------|--------|--------------------------|------------|-----|------|-----|-----|-----|-----|-----|----|-------|
| Asif et al.     | SeizureNet  | 54     | 45.94                    | 150,528    | -   | -    | -   | -   | -   | -   | -   | 0.896 | -     |
| Raghu et al.    | AlexNet     | 25     | 62                       | 51,529     | -   | -    | -   | -   | -   | -   | -   | -   | -     |
|                 | VGG16       | 41     | 138                      | 50,176     | -   | -    | -   | -   | -   | -   | -   | -   | -     |
|                 | VGG19       | 47     | 138                      | 50,176     | -   | -    | -   | -   | -   | -   | -   | -   | -     |
| Covert et al.   | TGCN        | 30     | 5.5                      | 415,107    | 0.926 | 0.899 | 0.769 | 0.488 | 0.790 | -   | -   | -     |
| Yuan et al.     | CNN         | 4      | 0.04                     | 17,664     | 0.957 | 0.906 | 0.944 | -   | -   | -   | 0.853 | -     |
| Wang et al.     | CNN         | 5      | 0.06                     | 5,888      | -   | -    | - | -   | -   | -   | -   | -   | -     |
| Saad et al.     | ChronoNet   | 10     | 12.7                     | 45,600     | 0.930 | -   | -   | - | -   | -   | -   | 0.700 | 0.100  |
| Emami et al.    | VGG16       | 44     | 138                      | 50,176     | -   | -    | -   | -   | -   | -   | -   | -   | -     |
| Ansari et al.   | CNN         | 23     | 0.16                     | 14,600     | 0.821 | -   | -   | - | -   | -   | -   | -   | -   | -     |
| Gomez et al.    | CNN         | 12     | 0.24                     | 21,504     | 0.844 | 0.905 | 0.734 | 0.514 | 0.313 | 0.514 | 0.313 | 7.400 | -     |
| Current study   | CNN         | 7      | 0.16                     | 384        | -   | -    | -   | -   | -   | -   | -   | 0.490 | 0.541  |
|                 | CNN         | 7      | 0.20                     | 640        | -   | -    | -   | -   | -   | -   | -   | 0.491 | 0.578  |
|                 | CNN         | 7      | 0.52                     | 1,280      | -   | -    | -   | -   | -   | -   | -   | 0.512 | 0.592  |
|                 | CNN         | 7      | 1                        | 2,560      | -   | -    | -   | -   | -   | -   | -   | 0.490 | 0.579  |
| Current study   | CNN         | 15     | 2.5                      | 640        | -   | -    | - | -   | -   | -   | -   | -   | -     |
|                 | CNN         | 15     | 2.8                      | 1,280      | -   | -    | - | -   | -   | -   | -   | -   | -     |
|                 | CNN         | 15     | 3.5                      | 2,560      | -   | -    | - | -   | -   | -   | -   | -   | -     |

(a) Performance vs. number of parameters. (b) Performance vs. number of layers.

Figure 8. Performance of various seizure detectors as a function of (a) parameters (in millions) and (b) layers in the deep learning model. Each red indicates a model (any of the three models) deployed in the current study on the TUH-SZ dataset. At the same time, each black dot denotes a model in the literature. The x-axis in all plots is in the logarithmic scale of base 2.
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convolutional filters are replaced with 2D filters. We optimized the 2D CNNs on the TUH SZ dataset with the SM and BM loss, leading to the two different 2D seizure detectors. As all the scalp EEGs in the TUH-SZ dataset contain 20 common channels, we fixed the number of channels to 20. Hence, the input of the 2D segment-level CNN models has dimension \((W \times 128 \times 20)\), where \(W \in \{3, 5, 10, 20\}\) is the window length. Finally, we combined the 2D segment-level detectors with the same EEG-level pipeline to compute the EEG-level detections.

We trained and evaluated the 2D models on the TUH-SZ dataset for the segment- and EEG-level seizure detection. Next, we deployed the 2D models trained on the TUH-SZ dataset to detect seizures in the CHB-MIT dataset; in this way, we evaluate the model’s generalizability. We only consider the CHB-MIT dataset for the assessment, as it is the only dataset with EEGs with the same 20 common channels. Finally, we trained and evaluated the 2D models on the CHB-MIT dataset, and compared them to the models trained on the TUH-SZ dataset.

We display the segment- and EEG-level results for the TUH-SZ and CHB-MIT datasets in Table 10, where the EEG-level results are computed by the MOES metric. When trained and evaluated on the TUH-SZ dataset, the 2D models attain much weaker results for both segment- and EEG-level classification than the 1D models (see Table 4 for comparison). Those models also perform poorly on the CHB-MIT dataset, leading to substantially lower SEN and PRE scores than the 1D models. Moreover, when the 2D models were trained and evaluated on the CHB-MIT dataset, we obtained the worst results thus far, with PRE lower than 5% for all cases. These numerical results are in line with many 2D models reported in the literature. Overall, 2D models underperform compared to the 1D models by a considerable margin. In conclusion, the channel-level detector appears vital for superior generalization performance.

5. Conclusions and Future work

This study proposed patient-independent seizure detectors that identify seizures on three EEG scales: channel-, segment- and EEG-level. Firstly, the channel-level detectors detect seizures in single-channel segments through a CNN-based deep learning model. Next, we perform segment-level detection based on statistical features extracted from the channel-level outputs based on different scalp regions. At last, we apply post-processing filters to the segment-level outputs to determine any detected seizures’ start and end times.

We trained and tested the proposed detectors on the TUH-SZ scalp EEG dataset before evaluating the pretrained detectors on five independent scalp EEG and iEEG datasets. Also, we introduced MOES to address some shortcomings of the existing EEG-level seizure detection metrics. To the author’s knowledge, this study is one of the first to incorporate a channel-level detector within the seizure detection system. Moreover, we implemented a pipeline that can detect EEG seizures with any number of electrodes. Furthermore, we demonstrated that a channel-level detector is essential for reliable seizure detection and boosting the generalization performance. Finally, the proposed seizure detector is computationally efficient, with a computation time of less than 15s for a 30 minutes EEG. Hence, the detector may help accelerate and improve EEG annotation in clinical practice.

However, as the seizure detector is based on deep learning, it is nearly impossible to identify the exact features or motifs that contribute significantly to the discrimination process. In future work, we can perform feature extraction before deploying the deep learning models. For instance, we can decompose the time series into different frequency bands. This way, we may understand the contribution and significance of each frequency component of the EEG signals.

Additionally, we will address the problem of detecting artifacts before seizure detection. The artifact detector will be designed to reduce FPR/h and improve the PRE of the seizure detector. Consequently, it can reject artifacts without eliminating important cerebral signals, such as slow waves, sharp waves, and seizures in EEGs. Lastly, we will look into newer and more powerful supervised classification algorithms such as finite element machine and dynamic ensemble algorithm.
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