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The E12-14-012 experiment, performed in Jefferson Lab Hall A, has measured the \((e,e'p)\) cross section in parallel kinematics using a natural argon target. Here, we report the full results of the analysis of the data set corresponding to beam energy 2.222 GeV, and spanning the missing momentum and missing energy range \(15 \lesssim p_m \lesssim 300\) MeV/c and \(12 \lesssim E_m \lesssim 80\) MeV. The reduced cross section, determined as a function of \(p_m\) and \(E_m\) with \(\approx 4\%\) accuracy, has been fitted using the results of Monte Carlo simulations involving a model spectral function and including the effects of final state interactions. The overall
agreement between data and simulations turns out to be quite satisfactory ($\chi^2$/d.o.f. = 1.9). The resulting spectral function will provide valuable new information, needed for the interpretation of neutrino interactions in liquid argon detectors.

DOI: 10.1103/PhysRevD.105.112002

I. INTRODUCTION

Nucleon knockout reactions have long been recognized as a very powerful tool to investigate the properties of protons and neutrons bound in atomic nuclei; for a concise review see Ref. [1]. In the kinematical conditions in which factorization of the nuclear transition amplitude is applicable, the knockout cross section provides direct access to the nucleon momentum and removal energy distribution, described by the target spectral function.

Over the years, it has become also apparent that, in addition to being valuable in its own right, a quantitative understanding of nuclear spectral functions is required to interpret the data collected by experiments in which nuclear interactions are exploited to study the underlying processes involving nucleons. A notable example is accelerator-based searches of neutrino oscillations, in which an accurate description of neutrino-nucleus scattering is needed to determine the largely unknown properties of the beam particles [2].

The potential of knockout reactions was first established by pioneering studies of the $(p, 2p)$ reaction carried out in the 1950s, although the interpretation of the measured cross sections was hindered by the occurrence of strong interactions involving both the incoming and outgoing protons. This problem severely limits access to the properties of deeply bound nucleons in medium and heavy nuclei, because the dominant contributions to the $(p, 2p)$ reaction originate from interactions taking place on the nuclear surface.

The $(e, e'p)$ process offers a clear advantage, because the projectile particle interacts weakly with the target, and probes the whole target volume. Therefore, the measured $(e, e'p)$ cross sections have the potential to provide information on the proton spectral function up to the large values of removal energies corresponding to deeply bound states.

The conceptual framework underlying the determination of the spectral function from data is based on the assumptions that: (i) the beam-target interaction involves a single nucleon, and (ii) final state interactions (FSI) between the knocked out particle and the recoiling nucleus can be described in terms of an optical potential within the distorted wave impulse approximations (DWIA). Under these premises, the measured $(e, e'p)$ cross section can be written in factorized form, see Eq. (1) below, and provides access to the nuclear spectral function.

The validity of the above picture has been extensively discussed in the literature [3]. The results of Ref. [4] indicate that the contribution of processes involving two-nucleon meson-exchange currents (MEC), which are known to primarily affect the transverse components of the nuclear response, become negligibly small in parallel kinematics.

Parallel kinematics has been also shown to preserve factorization of the $(e, e'p)$ cross section in the presence of sizable FSI effects [5].

Early measurements of the $(e, e'p)$ reaction were aimed at testing the accuracy to which the data could be explained by the nuclear shell model, according to which the missing energy spectrum consists of a collection of spectroscopic lines, corresponding to proton knockout from the single-nucleon states belonging to Fermi sea of the target nucleus. Dynamical effects beyond the mean field approximation underlying the shell model are primarily associated with nucleon-nucleon correlations. The occurrence of correlations leads to a broadening of the spectroscopic lines and to a significant quenching of the corresponding strengths—referred to as spectroscopic factors—which provide a measure of the occupation probability of shell model states.

The pattern described above has been clearly observed in $p$-shell nuclei, such as carbon and oxygen [6–9]. The achieved experimental energy resolution allowed to unambiguously identify both position and width of the spectroscopic lines, and obtain the associated spectroscopic factors. The spin-orbit splitting between the $p_{1/2}$ and $p_{3/2}$ levels was also determined with remarkable accuracy.

The carbon spectral function has been also studied performing a measurement of the $(e, e'p)$ cross section in the region of large missing momentum and large missing energy, where correlation effects play a critical role [10,11]. The integrated strength obtained from the experimental analysis, reported in Ref. [10], turns out to be in remarkably good agreement with the results of theoretical calculations, based on realistic microscopic models of nuclear dynamics. Moreover, the amount of correlation strength is consistent with the quenching of spectroscopic factors resulting from the analysis of $^{12}$C $(e, e'p)$ data at low missing energy and missing momentum.

Systematic studies of the $(e, e'p)$ reaction in heavier nuclei, ranging from $^{40}$Ca to $^{208}$Pb, have been also performed, mainly at Saclay and NIKHEF-K [3,12,13]. However, owing to the more complex level scheme and to the large widths of the spectroscopic lines corresponding to deeply bound states, the individual contributions to the missing energy spectra significantly overlap with one another, and their identification requires a careful analysis,
based on a detailed theoretical model of the spectral function.

The primary goal of experiment E12-14-012 [14–17] is obtaining an accurate representation of the proton spectral functions of $^{40}$Ar and $^{48}$Ti from the corresponding $(e,e'p)$ cross sections, measured in Jefferson Lab Hall A [18]. The results of this study will provide the input needed to reconstruct the momentum and removal energy of the target nucleons, thus allowing for a reliable reconstruction of neutrino interactions in liquid-argon detectors.

The spectral function employed for the analysis described in this article, while being based on an admittedly simplified model, proved to be suitable to reproduce the argon data, and allows a smooth extrapolation to the region of low momenta, less than $\sim 15$ MeV/$c$, not covered by our experiment. In addition, the results of the analysis appear to be consistent with the information obtained from previous studies of the $(p,2p)$ and $(d,^3\text{He})$ reactions.

A more detailed description of the spectral function—including a precise determination of the energy and momentum distributions of the individual shell model states and the corresponding spectroscopic factors—will require the use of a more advanced theoretical model. Of great importance, in this context, will be the availability of the results of $ab$ initio calculations, discussed in Ref. [19]. A comparison between the data collected using the $^{40}$Ar and $^{48}$Ti targets will also allow to pin down effects arising from the isospin dependence of nuclear interactions. The nuclear physics issues discussed in this article, while being based on an admittedly simplified model, proved to be suitable to reproduce the argon data, and allows a smooth extrapolation to the region of low momenta, less than $\sim 15$ MeV/$c$, not covered by our experiment. In addition, the results of the analysis appear to be consistent with the information obtained from previous studies of the $(p,2p)$ and $(d,^3\text{He})$ reactions.

The rest of this article is organized as follows. The kinematic setup, the detectors and their resolutions, and our definitions of signal and backgrounds are briefly discussed in Sec. II. In Sec. III, we describe the procedure employed to obtain the reduced cross section, introduce the definitions of missing energy and missing momentum—which are the fundamental variables in our analysis—and describe the spectral function employed to model the data. Section IV is devoted to the uncertainties associated with our results, while in Sec. V we compare our results with the Monte Carlo predictions. In Sec. VI, we describe the fitting procedure and results and in Sec. VII we compare our and previous experimental results. In Sec. VIII we present a summary and our conclusions.

### II. EXPERIMENTAL SETUP

Experiment E12-14-012 was approved by the Jefferson Lab PAC in 2014, and took data in Hall A in the Spring 2017. The measurements included the inclusive, $(e,e')$ [15–17], and exclusive $(e,e'p)$ [18] electron scattering cross sections on several targets, including a natural gas argon target [18].

The experiment was performed using an electron beam of energy 2.222 GeV provided by the Jefferson Lab Continuous Electron Beam Accelerator Facility (CEBAF), with an average beam current of 15 µA. The scattered electrons and protons were detected in coincidence in the Hall A high-resolution spectrometers (HRSs), using both the electron and proton spectrometers. Each spectrometer is equipped with vertical drift chambers (VDCs) providing tracking information [20], scintillator planes (two) for timing measurements and triggering, double-layered lead-glass calorimeter and a gas Čerenkov counter used for particle identification [21]. The electron arm is also equipped with pion rejectors [21] while the proton arm contains a preshower and shower detectors [21]. The experimental configurations of the HRSs in angle and momentum are summarized in Table I. The beam current and position were monitored by resonant radio-frequency cavities (BCMs [21]) and cavities with four antennae (BPMs [21]), respectively. We used harp scanners (thin wire which moves through the beam) to measure the beam size. The beam was spread on a $2 \times 2$ mm$^2$ area using a raster to avoid target overheating.

In addition to Ar and Ti, the experiment used C and Al targets to evaluate backgrounds and estimate the alignment and response of the spectrometer optics. We deployed two identical foils of the Al-7075 alloy (with thickness of $0.889 \pm 0.002$ g/cm$^2$) positioned to match the entrance and exit windows of the argon gas target cell. The analysis discussed in this article used data collected at five different kinematics, summarized in Table I. In Table I, $E_e$, $\theta_e$, $Q^2$, $|p'|$, $T_{p'}$, $\theta_{p'}$, $|q|$, $p_m$, and $E_m$ denote the electron outgoing energy and the electron scattering angle, $p'$, $T_{p'}$, and $\theta_{p'}$ the momentum, kinetic energy, and angle of the outgoing proton, $p_m$ the missing momentum and energy, $q$ the momentum transfer and $Q^2$ the four-momentum transfer squared. All of our data were taken in parallel kinematics, with $q$ parallel to $p'$.

| $E_e$ (GeV) | $\theta_e$ (deg) | $Q^2$ (GeV$^2$/c$^2$) | $|p'|$ (MeV/$c$) | $T_{p'}$ (MeV) | $\theta_{p'}$ (deg) | $|q|$ (MeV/$c$) | $p_m$ (MeV/$c$) | $E_m$ (MeV) |
|-------------|----------------|---------------------|----------------|----------------|----------------|----------------|----------------|-------------|
| kin1        | 1.777          | 21.5                | 0.549           | 915            | 372            | $-50.0$        | 865            | 50           | 73          |
| kin2        | 1.716          | 20.0                | 0.460           | 1030           | 455            | $-44.0$        | 846            | 184          | 50          |
| kin3        | 1.799          | 17.5                | 0.370           | 915            | 372            | $-47.0$        | 741            | 174          | 50          |
| kin4        | 1.799          | 15.5                | 0.291           | 915            | 372            | $-44.5$        | 685            | 230          | 50          |
| kin5        | 1.716          | 15.5                | 0.277           | 1030           | 455            | $-39.0$        | 730            | 300          | 50          |
The interaction vertex, momentum and reconstructed direction (in-plane and out-of-plane angles) of the scattered electron and proton, were determined using the VDCs’ tracking information. An optical matrix was built using carbon multi-foil data, and used to transform quantities between the focal plane and target [15–18]. We have included variations of the optics and magnetic field in both HRSs in the analysis as systematic uncertainties.

The triggers were formed using the scintillator planes on both the electron and proton spectrometers, along with signals from the gas Čerenkov (GC) detector, the pion rejector (PR), the pre-shower and the shower detector (PS). A detailed description of the trigger can be found in Ref. [18]. We required that the events originated within the central ±10 cm of the gas target cell in order to avoid events coming from electron interactions in the target entry or exit windows. We verified that this contamination was negligible using also data from the tritium experiment at Jefferson Lab, which uses the Al cell [22]. We calibrated the spectrometer optics using sieve slit measurements. The angle and positions of the spectrometers were surveyed at each kinematic settings.

We studied in details the efficiencies of the elements in the detector stack by comparing rates in various combinations of secondary triggers as in Ref. [15–18]. We found an overall efficiency between 39.6% and 48.9% across all kinematic regions; for details, see Ref. [18].

The live-time of the electronics was estimated using scalers’ rates. The acceptance cuts efficiencies were computed using simulated events [23]. The data was corrected for both nuclear transparency [23,24] and final state interactions (FSI) [18].

The energy resolution (typically 6–7 MeV) is affected by the uncertainty in the vertex resolution, Coulomb corrections, energy loss due to use of an extended argon gas target, and boiling effect from using a closed cell target. It is lower than what has been achieved by previous Hall A experiments but we would like to point out that, in the presence of large overlaps between proton orbital shells, the identification of different shell contributions to the missing energy spectrum relies mainly on the availability of a reliable model of the spectral function [25].

III. DATA ANALYSIS

A. The \((e,e'p)\) reduced cross section

The factorization ansatz—whose validity is discussed in detail in Refs. [5,26,27]—provides the basis for the extraction of the target spectral function from \((e,e'p)\) data. Within the factorized DWIA, the measured cross section can be written in the form

\[
\frac{d^6\sigma}{d\omega d\Omega_{e'} dT_{p'} d\Omega_{p_m}} = K \sigma_{ep} P^D(\mathbf{p}', \mathbf{-p}_m, E_m),
\]

where the solid angles \(\Omega_{e'}\) and \(\Omega_{p_m}\) specify the directions of the outgoing particles, while \(\omega\) and \(T_{p'}\) denote the energy transfer and the kinetic energy of the knocked out proton, respectively. In the right-hand side of the above equation, \(K = |\mathbf{p}'| E_{e'}\) with \(E_{e'} = T_{p'} + M\), \(M\) being the proton mass, and \(\sigma_{ep}\) is the differential cross section describing electron scattering off a bound moving proton.

Within this scheme the nucleon spectral function can be obtained by removing from \(P^D(\mathbf{p}', \mathbf{-p}_m, E_m)\) the distortions arising from FSI effects. The missing momentum and missing energy are defined as

\[
p_m = q - p' = p_R,
\]

and

\[
E_m = \omega - T_{p'} - T_R,
\]

with \(p_R\) and \(T_R\) being the momentum and kinetic energy of the recoiling residual nucleus.

The six-fold differential cross section as a function of \(p_m\) and \(E_m\) was extracted from the data using the \((e,e'p)\) event yield \(Y\) for each \(p_m\) and \(E_m\) bin,

\[
\frac{d^6\sigma}{d\omega d\Omega_{e'} dT_{p'} d\Omega_{p_m}} = \frac{Y(p_m, E_m)}{B \times \rho \times BH \times V_B \times C_{rad}}.
\]

Here, \(B\) is the total accumulated beam charge; \(\rho\) is the live-time of the detector (fraction of time that the detector was able to collect and write data to disk); \(BH\) is the target density (for argon, corrected for the nominal density of gas in the target cell); \(V_B\) is the local density change due to the beam heating the gas cell times the gas expansion due to boiling effects; \(V_B\) is the effect of the acceptance and kinematical cuts; finally, \(C_{rad}\) is the effect of the radiative corrections and bin center migration.

The reduced cross section, identified with the distorted spectral function of Eq. (1), has been obtained from the measured cross section as a function of \(p_m = |\mathbf{p}_m|\) and \(E_m\), by dividing out the kinematic factor \(K\) and the electron-proton cross section \(\sigma_{ep}\). The off-shell extrapolation of de Forest [28,29] has been adopted to describe the off-shell proton cross section.

The SIMC spectrometer package [30] was used to simulate \((e,e'p)\) events corresponding to our kinematic settings, including geometric details of the target cell, radiation correction, and Coulomb effects. SIMC also provides the \(V_B\) and \(C_{rad}\) appearing in Eq. (4). We used an approximate spectral function (SF) [18] as input to SIMC to simulate events. Unlike the test SF described in Sec. III B, this SF model does not account for correlations between nucleons and assumes that the shell-model states are fully occupied, as prescribed by the independent-particle shell model.
Monte Carlo (MC) events are generated over a broad phase-space, and propagate through a detailed model of the electron and proton spectrometers, accounting for acceptances and resolution effects. The events are weighted by the $\sigma_{\text{el}}$ cross section of de Forest [28] and the SF. The final weighted events are then background subtracted. We estimated the background performing analysis for each bin of $E_m$ (1 MeV) and $p_m$ (1 MeV/c). We use events selected in anticoincidence between the electron and proton arms. This region corresponds to 100 times the nominal coincidence time window width that was set to $\approx 2$ ns [18]. The events are then rescaled based on the width of the coincidence peak. The background-event distributions were then generated and subtracted bin by bin from the $E_m$ and $p_m$ distributions.

**B. Test spectral function**

In general, the spectral function could be decomposed into mean-field and correlation components,

$$P(p_m, E_m) = P_{\text{MF}}(p_m, E_m) + P_{\text{cor}}(p_m, E_m).$$

(5)

In constructing the test spectral function, we express its mean field part as a sum of the contributions of the states expected to be occupied in the independent-particle shell model

$$P_{\text{MF}}(p_m, E_m) = \sum_\alpha S_\alpha |\phi_\alpha(p_m)|^2 f_\alpha(E_m).$$

(6)

Here, $S_\alpha$ denotes the spectroscopic factor of the state $\alpha$, whose unit-normalized momentum-space wave function is $\phi_\alpha(p_m)$, while $f_\alpha(E_m)$ is the corresponding missing energy distribution.

In order to approximately account for the depletion of the shell-model states arising from short-range nucleon-nucleon correlations, the values of the spectroscopic factors are set to $S_\alpha = 0.8N_\alpha$, $N_\alpha$ being the occupation number of the state $\alpha$ in the independent-particle shell model. For fully occupied shells, $N_\alpha = 2j + 1$, with $j$ being the corresponding total angular momentum.

We employ the wave functions of Ref. [31]. The resulting momentum distribution is presented in Fig. 1, which shows that states of different orbital momentum tend to peak at different values of missing momentum.

The missing energy of the shell-model states is assumed to follow the Gaussian distribution,

$$f_\alpha(E_m) = \frac{1}{\sqrt{2\pi}\sigma_\alpha} \exp\left[-\frac{(E_m - E_\alpha)^2}{2\sigma_\alpha^2}\right],$$

(7)

peaked at the value $E_\alpha$ and with the width governed by $\sigma_\alpha$. All the parameters of the mean-field spectral function are provided in Table II. The resulting missing energy distribution is presented in Fig. 2.

![FIG. 1. Missing momentum distribution of protons in argon in the test spectral function, presented with the geometric factor of $4\pi p_m^2$.](image)

![FIG. 2. Missing energy distribution of protons in argon in the test spectral function.](image)

To estimate the correlated spectral function we follow the approach of Ref. [32]. We express it as a convolution integral involving the momentum distributions of the relative and center-of-mass motion of a correlated proton-neutron ($pn$) pair.

| $\alpha$   | $N_\alpha$ | $S_\alpha$ | $E_\alpha$ (MeV) | $\sigma_\alpha$ (MeV) |
|-----------|------------|------------|-----------------|----------------------|
| $1d_{5/2}$| 2          | 1.6        | 12.53           | 2                    |
| $2s_{1/2}$| 2          | 1.6        | 12.93           | 2                    |
| $1d_{3/2}$| 6          | 4.8        | 18.23           | 4                    |
| $1p_{1/2}$| 2          | 1.6        | 28.0            | 6                    |
| $1p_{3/2}$| 4          | 3.2        | 33.0            | 6                    |
| $1s_{1/2}$| 2          | 1.6        | 52.0            | 10                   |
| Corr.     | ...        | 3.6        | ...             | ...                  |

TABLE II. Parametrization of the test spectral function of protons in argon. For each shell-model state $\alpha$, we compare the occupation number in the independent particle shell-model $N_\alpha$ with the assumed spectroscopic factor $S_\alpha$. The peak of the missing energy distribution $E_\alpha$ of the width $\sigma_\alpha$ is also provided. For the correlated part, we give its total normalization and the threshold for two-nucleon knockout $E_{\text{thr}}$. 

...
\[ P_{\text{corr}}(p_m, E_m) = \int d^3p_{A-2} \delta(E_m - E_{\text{corr}} - T_{A-1}) \times n_{\text{cm}}^{\text{rel}}(\{p_{A-2}\}) n_{\text{rel}}^{\text{rel}} \left( \left| p_m + \frac{p_{A-2}}{2} \right| \right), \]  

where \( E_{\text{corr}} \) is set to the value of the \( pn \) knockout threshold, \( E_{\text{thr}} = 20.60 \text{ MeV} \), estimated using the masses of the \(^{35}\text{Cl} \) and \(^{40}\text{Ar} \) nuclei [33], and \( T_{A-1} \) is the energy of the relative motion of the correlated neutron and the \((A - 2)\)-nucleon system,

\[ T_{A-1} = \frac{A - 2}{2M(A - 1)} \left[ p_m + \frac{(A - 1)p_{A-2}}{A - 2} \right]^2. \]

The center-of-mass momentum distribution of the \( pn \) pair is expressed as

\[ n_{\text{cm}}^{\text{rel}}(p) = Z \left( \frac{\alpha_{\text{cm}}}{\pi} \right)^{3/2} \exp(-\alpha_{\text{cm}} p^2), \]

with \( Z \) being the charge number. For the argon nucleus we employ \( \alpha_{\text{cm}} = 0.98 \text{ fm}^2 \), given in Ref. [32] for \(^{40}\text{Ca} \).

The relative momentum distribution of the \( pn \) pair is assumed to be the sum of two Gaussians,

\[ n_{\text{rel}}^{\text{rel}}(p) = \frac{C^A}{4\pi} \left[ A_1 \exp(-\alpha_1 p^2) + A_2 \exp(-\alpha_2 p^2) \right], \]

with the scaling factor \( C^A = 4.4 \) [32]. We determine their parameter values to be \( A_1 = 0.23444 \text{ fm}^3 \), \( \alpha_1 = 3.2272 \text{ fm}^2 \), \( A_2 = 0.006989 \text{ fm}^3 \), \( \alpha_2 = 0.23308 \text{ fm}^2 \), by requiring the correlated momentum distribution to match the corresponding distribution of \(^{40}\text{Ca} \) reported in Ref. [32].

By construction, the correlated part accounts for 20\% of the total strength of the test spectral function, see Table II. Of these 0.22\% are protons, 1.99 (1.71) [1.35] come from the area defined by \( p_m \leq 400 \text{ (300) [230]} \text{ MeV} \) and \( E_m \leq 100 \text{ MeV} \). For comparison, the mean-field part predicts 14.40 (14.22) [12.30] protons in the same area.

Figure 3 displays the test spectral function as a function of missing momentum and missing energy. For comparison, we show both \( P(p_m, E_m) \) and \( 4\pi p_{mz}^2 P(p_m, E_m) \). In the region \( E_m \geq 45 \text{ MeV} \) of panel (a), the result is tripled to highlight the broad peak of the \( 1s_{1/2} \) shell of the spectral function multiplied by the phase-space factor. Conversely, a multiplicative factor 0.1 is applied in the region of \( p_m \leq 100 \text{ MeV} \) and \( E_m \leq 20 \text{ MeV} \) of panel (b), so that the narrow peak of the \( 2s_{1/2} \) shell does not dominate the landscape of the bare spectral function.

The kinematic setup of this experiment [14] was designed to allow the separation of individual contributions to the spectral function, and for cross-checking the accuracy of the employed description of FSI. This feature is schematically illustrated in Fig. 4, which depicts the fractional contributions to the missing momentum distribution.

For the state \( \alpha \) of the mean-field component, such contribution can be expressed as

\[ \frac{n_{\alpha}(p_m)}{n(p_m)} = \frac{S_{\alpha} |\psi_{\alpha}(p_m)|^2}{\int_0^\infty P(p_m, E_m) dE_m}. \]

Because this experiment covers a broad range of missing energies, extending from 0 to 90 MeV, this simple expression is a good approximation of the actual contributions of the shell-model states. One needs to bear in mind, however, that the correlated contribution obtained in this manner is overestimated at high missing momenta, where the strength for \( E_m > 90 \text{ MeV} \) plays non-negligible role.

The actual kinematic coverage in the \((p_m, E_m)\) space is presented in Fig. 5. Table III details our estimates of the
spectroscopic strengths for every kinematic setting calculated using the test spectral function.

IV. UNCERTAINTY ANALYSIS

The total systematic uncertainty in this analysis was estimated for each of the kinematics by summing in quadrature the individual uncertainties as listed in Table IV. For kin4 and kin5, the systematic uncertainties were evaluated for the signal and background separately and then summed in quadrature. Kinematic and acceptance cuts are uncorrelated bin to bin and they do not depend on the theoretical input model. All the kinematic and acceptance cuts were varied by the resolution of the variable.

![Image](image-url)

**FIG. 5.** Kinematic coverage of this experiment overlaid on the test spectral function. The window representing kin3 (kin4) is shifted vertically by ±1 (+2) MeV for clearer presentation. The coverage accounts for detector effects.

**TABLE III.** Estimate of the spectroscopic strengths probed at each kinematics using the test spectral function. For clarity, only nonvanishing entries are shown. The total strength accessible in the experiment is 14.96.

| $|p_m|$ range (MeV/c) | $E_m$ range (MeV) | $1d_{3/2}$ | $2s_{1/2}$ | $1d_{5/2}$ | $1p_{1/2}$ | $1p_{3/2}$ | $1s_{1/2}$ | Corr | Sum |
|-----------------|-----------------|--------------|----------|----------|----------|----------|----------|------|-----|
| kin1 15–110     | 0–30            | 0.11         | 0.48     | 0.26     | 0.18     | 0.18     | 0.01     | 0.11 | 1.34|
|                 | 30–54           |              |          |          |          |          |          |      |     |
|                 | 54–90           |              |          |          |          |          |          |      |     |
| kin2 140–210    | 0–30            | 0.79         | 0.51     | 2.37     | 0.46     | 0.46     | 0.01     | 0.18 | 4.77|
|                 | 30–54           | 0.27         | 1.03     | 0.23     | 0.31     | 1.85     |          |      |     |
|                 | 54–90           |              |          |          |          |          |          |      |     |
| kin3 120–220    | 0–30            | 1.04         | 0.62     | 3.11     | 0.64     | 0.64     | 0.01     | 0.26 | 6.33|
|                 | 30–54           | 0.38         | 1.44     | 0.37     | 0.44     | 2.64     |          |      |     |
|                 | 54–90           |              |          |          |          |          |          |      |     |
| kin4 190–250    | 0–30            | 0.52         | 0.56     | 1.68     | 0.21     | 0.21     | 0.12     | 0.12 | 3.30|
|                 | 30–54           | 0.12         | 0.47     | 0.05     | 0.21     | 0.86     |          |      |     |
|                 | 54–90           |              |          |          |          |          |          |      |     |
| kin5 260–320    | 0–30            | 0.12         | 0.15     | 0.39     | 0.03     | 0.02     | 0.05     | 0.05 | 0.76|
|                 | 30–54           | 0.02         | 0.05     |          |          |          |          |      |     |
|                 | 54–90           |              |          |          |          |          |          |      |     |

**TABLE IV.** Contributions to systematical uncertainties for argon average over all the $E_m$ and $p_m$ bins for each kinematic. All numbers are in %. kin4 and kin5 systematic is the sum in quadrature of the systematic uncertainties on the signal and the background.

|                         | kin1   | kin2   | kin3   | kin4   | kin5   |
|-------------------------|--------|--------|--------|--------|--------|
| 1. Total statistical uncertainty | 0.53   | 0.57   | 0.64   | 0.54   | 1.65   |
| 2. Total systematic uncertainty | 3.14   | 3.24   | 3.32   | 10.23  | 9.01   |
| a. Beam x & y offset     | 0.63   | 0.85   | 0.69   | 0.91   | 1.68   |
| b. Beam energy           | 0.10   | 0.10   | 0.10   | 0.10   | 0.10   |
| c. Beam charge           | 0.30   | 0.30   | 0.30   | 0.30   | 0.30   |
| d. HRS x & y offset      | 0.83   | 1.17   | 0.78   | 1.44   | 1.71   |
| e. Optics (q1, q2, q3)   | 0.94   | 0.77   | 0.55   | 0.90   | 1.72   |
| f. Acceptance cut ($\theta, \phi, z$) | 1.16   | 1.33   | 1.75   | 2.19   | 7.72   |
| g. Target thickness/density/length | 0.20   | 0.20   | 0.20   | 0.20   | 0.20   |
| h. Calorimeter & Čerenkov cut | 0.02   | 0.02   | 0.02   | 0.02   | 0.02   |
| i. Radiative and Coulomb corr. | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   |
| j. $\beta$ cut          | 0.47   | 0.55   | 0.39   | 7.74   | 5.87   |
| k. Boiling effect        | 0.70   | 0.70   | 0.70   | 0.70   | 0.70   |
| l. Cross section model   | 1.00   | 1.00   | 1.00   | 1.00   | 1.00   |
| m. Trigger and coincidence time cut | 0.92   | 0.52   | 0.98   | 5.55   | 2.58   |
| n. FSI                   | 2.00   | 2.00   | 2.00   | 2.00   | 2.00   |
under consideration. The MC employed to evaluate those uncertainties did not contain FSI effects other than the transparency corrections. The MC simulation could depend \textit{a priori} on the underlying theoretical model. However, we repeated the analysis of systematic uncertainties varying its ingredients, and did not observe any substantial variations of the obtained results. To determine the uncertainties related to the target position, we performed the simulation with the inputs for the beam’s and spectrometer’s $x$ and $y$ offsets varied within uncertainties, and we recomputed the optical transport matrix varying the three quadrupole magnetic fields, one at the time. Each of these runs was compared to the reference run, and the corresponding differences were summed in quadrature to give the total systematic uncertainty due to the Monte Carlo simulation as described in Ref. [18].

The calorimeter and Čerenkov detector uncertainties were determined by changing the corresponding cut by a small amount and calculating the difference with respect to the nominal yield value. We computed the uncertainty due to the acceptance cuts on the angles in the same way. We included a fixed uncertainty for the beam charge and beam energy, as well as for the boiling effect, radiative and Coulomb corrections. The FSI uncertainty is estimated to be in the range 1\%–3\% depending on the kinematics [18]. The systematic uncertainties related to the trigger efficiency were determined across multiple runs, and by applying different acceptance cuts. A fixed uncertainty was assigned to take care of those variations. The time-coincidence cut efficiency was evaluated by changing the cut by $\pm \sigma$.

SIMC generates events including the effects from radiative processes: vacuum polarization, vertex corrections, and internal bremsstrahlung. In SIMC, radiative correction are determined following Dasu [34], who uses Whitlow’s approach [35,36]. We considered a fixed 1\% uncertainty due to the theoretical model for the radiative corrections over the full kinematic range as in our previous work [18]. A target thickness uncertainty is also considered together with an uncertainty due to the boiling effect correction [22].

\section{V. Reduced Cross Section Comparison}

Figure 6 shows the reduced cross section for both data and MC—obtained using the cc1 prescription of Ref. [28]—as a function of $p_m$ and $E_m$ for all the kinematics. The simulation is corrected for final-state interactions.

\subsection{A. Final-state interactions}

In the distorted-wave impulse approximation (DWIA), FSI between the outgoing proton and the spectator nucleons are described by a complex, energy-dependent, phenomenological optical potential. We evaluate FSI by performing relativistic DWIA calculations following Ref. [37].

To correct our MC events we have used a “democratic” (DEM) relativistic optical potential [38], obtained from a local fit to over 200 sets of elastic proton-nucleus scattering data, comprising a broad range of targets from helium to lead, at kinetic energies up to 1040 MeV.

The quenching of the calculated cross section resulting from FSI was computed using the DWIA/PWIA ratio, that is, the ratio of the integral over $p_m$ of the DWIA and PWIA (plane wave impulse approximation) reduced cross sections. Both the shift and the DWIA/PWIA ratios are computed separately for the positive and negative $p_m$ regions, corresponding to $|q| < |p'|$ and $|q| > |p'|$, respectively. The theoretical uncertainty of the shift and the reduction produced by FSI has been evaluated and is described in details in Ref. [18].

In our analysis, for each kinematic setting and for each event, the FSI corrections have been applied in both the missing energy and missing momentum distributions.

For each event, we determine the orbital involved using the reconstructed energy and momentum of both electron and proton, and apply the corresponding FSI correction. For overlapping orbitals, we use a simple prescription to determine the most probable orbital from which the electron was emitted, as described in Ref. [18].
Determination of the argon spectral function from \( ^{40}\text{Ar} \) ep cross section, as a function of missing energy and missing momentum. Data events have been background subtracted following the methods described in our previous paper [18], while MC events have been corrected for FSI.

As shown in Fig. 6(b), the MC simulation exhibits a discontinuity at \( E_m \sim 20 \) MeV. Its origin can be traced back to the simple treatment of the FSI correction [18], which shifts the cross section in the \( p_m \) direction by a constant depending on the dominant shell. When the dominant shell changes, a discontinuity occurs. The dominant shells are identified according to the preliminary estimates of the peak positions and widths. The differences between the preliminary values and those extracted from the analysis are treated as systematic uncertainties in the DWIA correction of our MC. We have studied these effects by varying the DWIA correction in the MC and repeating the spectroscopic analysis described in Sec. VI, and we did not see any appreciable variations of the fit results.

**VI. SPECTROSCOPIC ANALYSIS**

As it is apparent in Fig. 2, the missing-energy spectrum of \(^{40}\text{Ar} \) is expected to exhibit three main peaks. In our data analysis, the \( E_m \) ranges of 0 to 30 MeV, 30 to 54 MeV, and 54 to 90 MeV are treated separately. To increase the sensitivity, the fit of the missing momentum distribution is broken down into three contributions associated with the three missing energy regions.

The expected missing momentum distribution integrated over the full spectrum of missing energy is displayed in Fig. 4, together with reference points identifying our five different kinematic settings.

We have performed a fit to the experimental missing energy and missing momentum distributions to extract spectroscopic factors, mean value and width of each of the \(^{40}\text{Ar} \) orbitals.

For each bin in the spectra of missing energy (100 bins between 1 and 100 MeV) and missing momentum (40 bins with momentum range changing between kinematics), we determined the product of the reduced MC cross section [23] and the ratio of the data to simulation yield,

\[
\frac{d^2\sigma_{\text{red}}}{d\Omega dE_f} = \left( \frac{d^2\sigma_{\text{red}}}{d\Omega dE_f} \right)_{MC} \times \frac{Y(E',\theta)}{Y_{MC}(E',\theta)},
\]

where the \( Y(E',\theta) \) is the yield for a given bin and the reduced MC cross section is a fit to the existing data [30]. The reduced cross section includes (i) the \( \sigma_{cc1} \) cross section of de Forest [28], (ii) the predictions of the SF model, (iii) radiative corrections [35], (iv) Coulomb corrections [39], (v) changes in radiation length of the target due to the target-boiling effect [15,22] and (vi) DWIA corrections.

The fit performs a \( \chi^2 \) minimization using the MINUIT [40] package available in ROOT [41]. The missing energy distributions of the shell-model states are assumed to follow the Maxwell-Boltzmann distribution

\[
F_{\alpha}(E_m) = \frac{4}{\sqrt{\pi}\sigma_{\alpha}} \left( \frac{E_m - E_\alpha + \sigma_{\alpha}}{\sigma_{\alpha}} \right)^2 \times \exp \left[ -\left( \frac{E_m - E_\alpha + \sigma_{\alpha}}{\sigma_{\alpha}} \right)^2 \right],
\]

where \( E_\alpha \) denotes the position of the peak, the width of which is determined by \( \sigma_{\alpha} \). The full width at half maximum (FWHM), is given by \( \Gamma_\alpha = 1.1549\sigma_{\alpha} \). We require that \( E_m \geq E_\alpha - \sigma_{\alpha} \).

We have employed the \( \chi^2 \) function:

\[
\chi^2 = \sum_i \chi_i^2 = \sum_i \left( \frac{x_i - \sum_{\alpha} S_{\alpha,i}^{\text{pred}}}{\sigma_{\alpha,i}^{\text{red,obs}}} \right)^2,
\]

where the index \( i \) labels the missing momentum bin, \( \alpha \) is the orbital index, \( x^{\text{pred}}(i) \) is the parametrized prediction evaluated at bin \( i \) in the missing momentum spectra for orbital \( \alpha \), \( S_{\alpha,i} \) is the spectroscopic factor.

The missing momentum distribution does not show dependence on the mean energies and widths of the orbitals. Uncertainties in the fit parameters have been increased during the fit minimization to make the final \( \chi^2 \)/d.o.f. equal to 1.

We used data from our five kinematic settings and for each kinematics we integrated three different missing energy regions, as discussed above.

The performed fits cover the \( p_m \) range specified in Table III and the \( E_m \) values between 10 and 70 MeV, covering \( \sim 90\% \) and \( \sim 41\% \) of the mean-field and correlated parts of the spectral function, respectively.

In the case of the minimization in missing momentum, the results are summarized in Table V, where we report all the results including degrees of freedom and the value of the \( \chi^2 \). We also repeated the fit excluding the correlated SF contribution.

The spectroscopic factors reported in Tables V and VII are normalized to 0.8 \times 18 for the total strength of the orbitals and to 0.2 \times 18 for the correlated part, including the corrections on phase space coverage.

We then minimized the \( \chi^2 \) function using the missing energy spectra,

\[
\chi^2 = \sum_i \chi_i^2 + \sum_n \left( \frac{\chi_n^{\text{fit}} - \chi_n^{\text{obs}}}{\sigma_n^{\text{fit}}} \right)^2,
\]

including constraints on the position of the topmost energy levels from previous experimental results [33,42–44], summarized in Table VI.
TABLE V. Comparison of the results of the $\chi^2$ minimization using the missing momentum distributions, obtained with and without the correlated spectral function. For every state $\alpha$, we present the extracted spectroscopic factor $S_{\alpha}$, and its occupation number in the independent-particle shell model, $N_{\alpha}$. Additionally, we provide the total spectroscopic strength, the number of degrees of freedom (d.o.f.), and the $\chi^2$ per d.o.f.

| $\alpha$ | $N_{\alpha}$ | $S_{\alpha}$ | w/ cor. | w/o cor. |
|----------|--------------|--------------|---------|----------|
| 1d$_{3/2}$ | 2 | 0.78 ± 0.05 | 0.78 ± 0.09 |
| 2s$_{1/2}$ | 2 | 2.07 ± 0.07 | 2.10 ± 0.10 |
| 1d$_{5/2}$ | 6 | 2.27 ± 0.04 | 2.27 ± 0.08 |
| 1p$_{1/2}$ | 2 | 2.72 ± 1.23 | 2.72 ± 0.34 |
| 1p$_{3/2}$ | 4 | 3.36 ± 0.04 | 3.53 ± 0.06 |
| 1s$_{1/2}$ | 2 | 2.54 ± 0.04 | 2.65 ± 0.02 |
| Corr. | 0 | 0.48 ± 0.01 | Excluded |
| $\chi^2$/d.o.f. | 1.9 | 3.2 |

The spin-orbit splitting has been computed using the phenomenological prescription of Refs. [43,44],

$$E(n, l, l - 1/2) - E(n, l, l + 1/2) = \frac{2l + 1}{2n} k A^{-c} ,$$  \hspace{1cm} (16)

with angular momentum $l$, main quantum number $n$, and mass number $A$. The empirically determined constants $k = 23.27$ MeV and $C = 0.583$ [43] are included in the fit as penalty function to the $\chi^2$. The uncertainty value has been calculated comparing the predictions of Eq. (16) with the available experimental data from NIKHEF-K [9,25,45]. We apply this constraint only to the 1p shells.

The missing energy spectra minimization returns 20 parameters: 3 parameters for each orbital (the spectroscopic factor, the position of the maximum, and the width of the distribution) and 2 parameters for the correlated SF (the strength and the threshold energy). We present our results in Table VII. We repeated the fit excluding the results coming from the $p_m$ minimization and without the correlated SF part.

TABLE VI. Constraints on the fits to the missing-energy spectra obtained from past measurements [33,42-44]. For the clarity of presentation, we denote $E_{\alpha}$ as $E(\alpha)$.

| Parameter | Value (MeV) | Uncertainty (MeV) |
|-----------|-------------|-------------------|
| $E(1d_{3/2})$ | 12.529 | 0.002 |
| $E(2s_{1/2})$ | 12.925 | 0.002 |
| $E(1d_{5/2})$ | 18.229 | 0.015 |
| $E(1p_{3/2}) - E(1p_{1/2})$ | 4.1 | 1.5 |

TABLE VII. Comparison of the results of the $\chi^2$ minimization using the missing energy distributions, obtained with all priors, without priors from the missing-momentum fits, and without the correlated spectral function. For every state $\alpha$, we present the extracted spectroscopic factor $S_{\alpha}$, and its occupation number in the independent-particle shell model, $N_{\alpha}$. Additionally, we provide the total spectroscopic strength, the number of degrees of freedom (d.o.f.), and the $\chi^2$ per d.o.f.

| $\alpha$ | $N_{\alpha}$ | $S_{\alpha}$ | w/ cor. | w/o cor. |
|----------|--------------|--------------|---------|----------|
| 1d$_{3/2}$ | 2 | 0.89 ± 0.11 | 1.42 ± 0.20 | 0.95 ± 0.11 |
| 2s$_{1/2}$ | 2 | 1.72 ± 0.15 | 1.22 ± 0.12 | 1.80 ± 0.16 |
| 1d$_{5/2}$ | 6 | 3.52 ± 0.26 | 3.83 ± 0.30 | 3.89 ± 0.30 |
| 1p$_{1/2}$ | 2 | 1.53 ± 0.21 | 2.01 ± 0.22 | 1.83 ± 0.21 |
| 1p$_{3/2}$ | 4 | 3.07 ± 0.05 | 2.23 ± 0.12 | 3.12 ± 0.05 |
| 1s$_{1/2}$ | 2 | 2.51 ± 0.05 | 2.05 ± 0.23 | 2.52 ± 0.05 |
| Corr. | 0 | 3.77 ± 0.28 | 3.85 ± 0.25 | Excluded |
| $\chi^2$/d.o.f. | 1.9 | 1.4 |

TABLE VIII. The peak positions $E_{\alpha}$, their widths $\sigma_{\alpha}$, and the parameter $E_{corr}$ of the correlated spectral function obtained from the $\chi^2$ minimization of missing energy distributions. The results with and without priors from the missing momentum fit are compared.

| $\alpha$ | $E_{\alpha}$ (MeV) | $\sigma_{\alpha}$ (MeV) | w/ priors | w/o priors | w/ priors | w/o priors |
|----------|-------------------|-----------------|-----------|-----------|-----------|-----------|
| 1d$_{3/2}$ | 12.53 ± 0.02 | 10.90 ± 0.12 | 1.9 ± 0.4 | 1.6 ± 0.4 |
| 2s$_{1/2}$ | 12.92 ± 0.02 | 12.57 ± 0.38 | 3.8 ± 0.8 | 3.0 ± 1.8 |
| 1d$_{5/2}$ | 18.23 ± 0.02 | 17.77 ± 0.80 | 9.2 ± 0.9 | 9.6 ± 1.3 |
| 1p$_{1/2}$ | 28.8 ± 0.7 | 28.7 ± 0.7 | 12.1 ± 1 | 12.0 ± 3.6 |
| 1p$_{3/2}$ | 33.0 ± 0.3 | 33.0 ± 0.3 | 9.3 ± 0.5 | 9.3 ± 0.5 |
| 1s$_{1/2}$ | 53.4 ± 1.1 | 53.4 ± 1.0 | 28.3 ± 2.2 | 28.1 ± 2.3 |
| Corr. | 24.1 ± 2.7 | 24.1 ± 1.7 | ... | ... |

All the results are compatible within errors, which indicates no large bias in the determination of the spectroscopic factors using different set of priors.

We do not see a large bias introduced by the set of priors or the theory model that we use, but clearly the fit with the correlated SF is a better representation of our data.

We have also repeated the minimizations using different sets of priors for the orbital parametrizations: the Maxwell-Boltzmann or Gaussian distributions, with the width governed by a constant or linearly dependent on the distance from the Fermi energy, $E_m - E_F$. The results obtained are all compatible within errors, which indicates that the fit is relatively independent of the parametrization used.

The results of Figs. 7 and 8 show that the test spectral function model, rescaled using the parameters obtained...
from the fit, listed in Tables VII and VIII, is capable to reproduce our data quite accurately. Figure 9 reports the missing momentum distributions obtained integrating the data and the model over three different ranges of missing energies: 0–30 MeV, 30–54 MeV and 54–90 MeV. In Figs. 7–9, the SF model obtained from the fit is represented by the blue band, which accounts for the full error budget, including correlations and FSI correction uncertainties. The experimental coverage in the missing momentum is not complete due to experimental conditions and beam time limitation, and the fact that in kinematics 4 and 5 we were not able to collect all the desired data. In kinematics 4 and 5, the data that we have in this \( p_m \) region is statistically limited.

In the case of the missing momentum distributions, it is apparent that our experimental data cover the relevant kinematic range with just a few exceptions, most notably
at vanishing $p_m$. A remarkable feature of Fig. 9 is the agreement, within admittedly sizable uncertainties, of the reduced cross sections corresponding to kinematics 2 and 3, see Table I. These kinematics, while spanning similar $p_m$ and $E_m$ ranges, correspond to different electron scattering angles and energy transfers, and to different energies and emission angles of the outgoing proton. Therefore, the observed agreement appears to suggest the reliability of DWIA treatment of FSI—the effects of which are different in the two kinematic settings—and, more generally, the validity of the factorization scheme underlying our analysis.

For the sake of completeness, in Fig. 10, we also provide a three-dimensional representation of the data, displayed as a function of missing energy and missing momentum.

VII. COMPARISON TO PREVIOUS MEASUREMENTS FOR $^{40}$Ar AND $^{40}$Ca

In Table IX, we compare the proton spectrum of $^{40}$Ar resulting from our analysis with that of $^{40}$Ca, as reported by Volkov et al. [46]. The calcium results were obtained performing a coincidence $(p,2p)$ experiment with the 1-GeV proton beam delivered by the Gatchina synchrocyclotron. The observed missing-energy spectra were decomposed as a sum of Gaussian distributions and a uniform background.

It has to be pointed out that, unlike $^{40}$Ar, $^{40}$Ca is a symmetric and closed-shell nucleus. These features, and the different number of protons, introduce significant differences between the valence shells. However, as shown in Table IX, for the deeply bound states the peak positions turn out to agree to $\sim 2$ MeV or better. Therefore, it is interesting to investigate the extent to which these two nuclei are similar in the context of spectroscopic factors.

As stated in the Introduction, electron-induced proton knockout allows to probe the whole nuclear volume, which is essential for an accurate determination of spectroscopic factors. On the other hand, knockout by hadronic probes—scattering mostly on the nuclear surface—has the advantage of higher cross sections.

In the previous sections, we have discussed the first measurement of the proton spectrum in argon carried out using coincidence electron scattering. Here we compare these findings with previous measurements performed using both argon and calcium targets and different beams. We discuss the spectroscopic factors extracted by Kramer et al. [25,45] and Yasuda et al. [49,50] for $^{40}$Ca, as well as those by Mairle et al. [43] and Doll et al. [51,52] for $^{40}$Ar.

Kramer et al. [25,45] performed a coincidence electron-scattering experiment on $^{40}$Ca at NIKHEF-K and extracted the spectral function for missing momenta $0–280$ MeV/c and excitation energies $E_x$ below 22 MeV, employing beam energies $\sim 340–440$ MeV.

Yasuda et al. [49,50] measured coincidence scattering of a polarized 392-MeV proton beam off $^{40}$Ca at RCNP, covering missing momenta $0–200$ MeV/c and excitation energies up to $\sim 80$ MeV. In the final version of the analysis [50], the 1$d_{3/2}$ spectroscopic factor was fixed to the value

\begin{equation}
\frac{1}{18}\sqrt{2}\left(\frac{20}{20}\right)^2 S_{1d_{3/2}}(\frac{20}{20}Ca) = 8.51 \text{ and } 9.73 \text{ MeV} \text{ [33,42,43] (8.33 and 10.85 MeV [33,47,48]), respectively.}
\end{equation}
extracted by Kramer et al. [45], and other spectroscopic factors were determined with respect to it. Mairle et al. [43] used a polarized 52-MeV deuteron beam from the Karlsruhe cyclotron to probe the $^{40}\text{Ar}$ nucleus through a $(d,^3\text{He})$ proton pickup reaction, varying the scattering angle. From the extracted differential cross sections and analyzing powers, spins, parities, and spectroscopic factors were assigned to individual levels observed for $E_x < 6$ MeV and to the broad $1d_{3/2}$ level, measured up to the excitation energy of 9 MeV.

An earlier experiment at Karlsruhe by Doll et al. [51], repeating and reanalyzing that of Wagner et al. [52], used an unpolarized 52-MeV deuteron beam to measure the differential cross sections for proton pickup from $^{40}\text{Ar}$, which were used to obtain the spectroscopic factors for excitation energies up to 7 MeV.

In Ref. [53], Kramer et al. analyzed the differences between electron- and deuteron-scattering measurements in great detail. They pointed out that the $(d,^3\text{He})$ process, unlike $(e,e'p)$, does not probe the whole radial regions of the wave functions, but only their exponential tails, which are very sensitive to the exact shape of the assumed nuclear potential. As a consequence, the spectroscopic factors determined in past deuteron experiments suffered from inaccuracy of the employed wave functions, and from not accounting for nonlocality of the optical potential and for finite range of interaction. The global analysis of Kramer et al., performed for targets ranging from $^{12}\text{C}$ to $^{208}\text{Pb}$, showed that the spectroscopic factors of valence states determined by $(d,^3\text{He})$ experiments were overestimated on average by 50%. Additionally, the authors of Ref. [53] assigned uncertainties—not reported in the original works—to the rescaled spectroscopic factors, estimating them to be $\sim$30%. Here, we apply the findings of Kramer et al. [53] to the results of Refs. [43,51,52].

In Table X, we show the occupation probabilities—the spectroscopic factors normalized by the occupation numbers predicted by the independent-particle shell model, $n(\alpha) = S_\alpha/N_\alpha$—comparing our results with those of Refs. [25,43,45,49–52]. Except for the study by Yasuda et al. [49,50], only the valence shells were probed in these experiments. The results are presented as occupation probabilities, to allow for a straightforward comparisons between targets with different proton numbers.

As our analysis cannot clearly discriminate the contributions of the $1d_{3/2}$ and $2s_{1/2}$ states—the peaks of which are separated by 0.4 MeV—in addition to the individual occupation probabilities we include the results for their sum. This representation shows that the measurements performed using electron, proton, and deuteron beams at different kinematic regimes exhibit a remarkable agreement.

The individual occupation probabilities for the $1d_{3/2}$ and $2s_{1/2}$ shells agree within uncertainties between all the past results. However, the results of our analysis differ from them. Interestingly, all the hadron-beam experiments suggest that the $1d_{3/2}$ shell is more occupied than the $2s_{1/2}$ one, our analysis finds the opposite, and the past $(e,e'p)$ data show the same occupation probabilities.

---

**TABLE IX.** Comparison of the peak positions $E_x$ of the shell-model states of protons in the argon and calcium nuclei. All values are given in MeV.

| $\alpha$ | Ar($\alpha,\alpha'$) | Ca($p,2p$) |
|----------|---------------------|------------|
|          | This analysis       | Ref. [46]  |
| $1d_{3/2}$ | 12.53 ± 0.02        | 8.5 ± 0.1  |
| $2s_{1/2}$ | 12.92 ± 0.02        | 11.0 ± 0.1 |
| $1d_{5/2}$ | 18.23 ± 0.02        | 15.7 ± 0.1 |
| $1p_{1/2}$ | 28.8 ± 0.7          | 29.8 ± 0.7 |
| $1p_{3/2}$ | 33.0 ± 0.3          | 34.7 ± 0.3 |
| $1s_{1/2}$ | 53.3 ± 1.1          | 53.6 ± 0.6 |

---

**FIG. 10.** Reduced cross section as function of missing energy and missing momentum.
TABLE X. Comparison of the occupation probabilities, \( n(\alpha) = S_{\alpha}/N_{\alpha} \), extracted by single-proton knockout experiments with different probes for the argon and calcium targets. The results for deuteron scattering [43,51,52] are rescaled to correct for inaccuracies of the wave functions, nonlocality of the optical potential, and finite range of interaction according to Ref. [53]. The measurements [43] covered excitation energies up to 9 MeV, compared to 7 MeV in Refs. [51,52].

| \( \alpha \) | \( \text{Ar}(e,e')p \) | \( \text{Ca}(e,e')p \) | \( \text{Ca}(p_{\text{pol}},2p) \) | \( \text{Ar}(d,^3\text{He}) \) | \( \text{Ar}(d,^3\text{He}) \) |
|--------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| \( 1d_{5/2} + 2s_{1/2} \) | 0.65 ± 0.05 | 0.64 ± 0.05 | 0.61 ± 0.04 \(^a\) | 0.62 ± 0.13 | 0.66 ± 0.14 |
| \( 1d_{3/2} \) | 0.45 ± 0.06 | 0.65 ± 0.07 | 0.65 ± 0.05 | 0.72 ± 0.22 | 0.77 ± 0.23 |
| \( 2s_{1/2} \) | 0.86 ± 0.07 | 0.64 ± 0.06 | 0.53 ± 0.04 \(^a\) | 0.51 ± 0.15 | 0.56 ± 0.17 |
| \( 1d_{5/2} \) | 0.59 ± 0.04 | 0.83 ± 0.05 | 0.85 ± 0.09 | 0.78 ± 0.23 | 0.54 ± 0.16 |
| \( 1p_{3/2} + 1p_{1/2} \) | 0.77 ± 0.04 | 0.49 ± 0.07 | \( 2^\text{s}_{1/2} \) | 0.89 ± 0.09 | \( 1^\text{s}_{1/2} \) |

\(^a\)Should the \( 1f_{7/2} \) contribution not be separated, \( n(2s_{1/2}) \) would be 0.83 ± 0.05, and \( n(1d_{3/2}) + n(2s_{1/2}) \) would increase to 0.71 ± 0.04.

For the \( 1d_{5/2} \) shell, it is important to note that while the earlier deuteron-scattering experiments [51,52] covered excitation energies up to 7 MeV, Mairle et al. [43] found a significant strength of this heavily fragmented state up to (at least) 9 MeV. As a consequence, the occupation probability reported by Refs. [51,52] can only be treated as a lower bound.

The results of other past experiments for the \( 1d_{5/2} \) shell are in good agreement within uncertainties, especially having in mind that they are integrated over different ranges of missing energy. They point toward an occupation probability larger than that of the \( 1d_{3/2} \) and \( 2s_{1/2} \) shells, as reported when the distance from the Fermi energy increases [54]. On the other hand, the value obtained from our analysis is significantly smaller, albeit consistent with all the deuteron-scattering results within their large uncertainties. Intriguingly, the \( n(1d_{5/2})/n(1d_{3/2}) \) ratio is 1.3 ± 0.2 for all but the deuteron-scattering experiments, and 1.1 ± 0.6 for the results of Mairle et al. [43]. The source of this deviation from the independent-particle shell-model expectation of 1 remains to be investigated in the future analyses with reduced uncertainties.

Because Yasuda et al. [49,50] did not resolve the \( 1/2 \) and \( 3/2 \) states of the \( 1p \) shell, we also combine them in Table X. As expected for a deeply bound state [54], our result does not show a large depletion. It is, therefore, quite surprising to find that the proton-scattering experiment reports a significantly lower occupation probability.

The spectroscopic factor of the \( 1s_{1/2} \) orbital obtained from the analysis presented here exceeds the prediction of the independent-particle shell model, as well as the value reported by Yasuda et al. [49,50]. This finding likely indicates that our fit assigns to the \( 1s_{1/2} \) state some strength belonging to other components of the SF.

Overall, the results of previous studies listed in Table X suggest that argon and calcium are similar, although not all findings of our study corroborate this suggestion. A firm assessment of the sources of the discrepancies is likely to require a more detailed analysis, based on an improved theoretical model, which is currently being developed.

VIII. SUMMARY AND CONCLUSIONS

The \( ^{36}\text{Ar}(e,e')p \) data collected by experiment E12-14-012 at Jefferson Lab have been analysed to obtain the target spectral function, describing the energy and momentum distribution of protons bound in the argon ground state.

The model dependence involved in the determination of the spectral function—based on factorization of the measured cross section—arises mainly from the treatment of FSI. The uncertainty associated with the choice of the proton optical potential, discussed in a previous article [18], is included in the overall systematic uncertainty.

The results of our analysis provide important novel information, critical to the interpretation of events observed in liquid argon detectors.

A quantitative understanding of the spectral function will allow to greatly improve the accuracy of neutrino energy reconstruction in long-baseline searches of neutrino oscillations. In addition, it should be kept in mind that, being an intrinsic property of the target nucleus, the spectral function is relevant to the description of all reaction channels, including quasielastic scattering, resonance production, and deep-inelastic scattering [55].

The reduced differential cross sections—obtained from the data dividing out the elementary electron-nucleon cross section and a trivial kinematic factor—turn out to be a function of missing energy and missing momentum only, that has been fitted using a model spectral function. The effects of FSI, which are known to be significant in \( (e,e')p \) reactions, have been taken into account within the well-established framework based on DWIA.

The comparison between data and results of the MC simulations has been performed in a broad range of missing energies, extending from proton knockout threshold to \( E_m \sim 80 \) MeV. The emerging picture, showing a good overall agreement, supports the validity of the theoretical basis of our analysis.
We have been able to determine position and width of the peaks corresponding to shell model states, and to estimate the corresponding spectroscopic strengths. The comparison between the results of our analysis and those of past experiments aimed at extracting occupation probabilities in argon and calcium is very encouraging, although some unresolved issues remain to be addressed.

A more accurate determination of the argon spectral function—allowing a clear cut identification of contributions associated with both single-particle states and the correlation continuum—will require a more advanced theoretical model of the energy and momentum distributions, as well as a refined implementation of the DWIA, in which the large overlaps between the momentum distributions of different shell model states are properly accounted for.

The extraction of the spectral function reported in this article—providing a satisfactory description of the proton energy and momentum distribution needed for the description of (anti)neutrino interactions in argon—should be seen as the achievement of first goal of the experiment E12-14-012. However, the cross section of the process $^{48}\text{Ti}(e,e'p)$ has also been measured. Owing to the correspondence between the proton spectrum of titanium and the neutron spectrum of argon, the determination of the proton spectral function of titanium will contribute the complementary information needed to describe neutrino interactions. The analysis of titanium data is under way, and will be discussed in a forthcoming publication.
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