Fermionic Isometric Tensor Network States in Two Dimensions
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We generalize isometric tensor network states to fermionic systems, paving the way for efficient adaptations of 1D tensor network algorithms to 2D fermionic systems. As the first application of this formalism, we developed and benchmarked a time-evolution block-decimation (TEBD) algorithm for real-time and imaginary-time evolution. The imaginary-time evolution produces ground-state energies for gapped systems, systems with a Dirac point, and systems with gapless edge modes to good accuracy. The real-time TEBD captures the scattering of two fermions and the chiral edge dynamics on the boundary of a Chern insulator.

Efficiently simulating quantum many-body systems is a central problem in computational physics. Well-established numerical methods, including exact diagonalization (ED) and quantum Monte Carlo (MC), achieve great success in many problems, while still suffering from the accessible system size and the sign problem respectively. For one-dimensional (1D) systems, density-matrix renormalization group (DMRG) [1, 2] gives practically exact ground states for all gapped systems and good approximations for gapless systems. The output of DMRG is a wavefunction written as a multiplication of matrices, hence the name matrix product states (MPS) [3, 4]. Two-dimensional (2D) tensor network states (TNS) are generalizations of MPS; they (also known as PEPS) provide efficient representations for a large class of (if not all) ground states of local Hamiltonians [5, 6]. However, the complexity of an exact computation of any physical expectation value for a given 2D TNS scales exponentially with the system size. Impressive achievements on approximate tensor contraction methods have been made with different balances of accuracy and cost [7–10], for both finite and infinite 2D TNS. Another compromise between the 2D structure and the contraction efficiency are the tree tensor networks [11]. Recently, Zaletel and Pollman sought a different path and proposed a restricted subclass of 2D TNS whose contraction is efficient by construction, the isometric TNS (isoTNS) [12]. The key ingredient is the enforcement of the isometric condition in 2D, generalizing the canonical form of MPS. In addition to the reduced complexity due to the efficient contraction of the TNS overlap, this ansatz has the benefit of only needing to solve variational problems with condition number 1. This avoids the numerical instability in the optimization of the conventional TNS due to high condition numbers, which becomes more severe with higher bond dimension [13]. The improved stability opens up many possibilities, such as a DMRG algorithm in 2D [14] and real-time dynamics (local quench dynamics [15]) to long time.

In this work, we find that in a 2D TNS, the fermion sign structure is compatible with the isometric structure, which allows the notion of fermionic isoTNS (fisoTNS). To accommodate the fermion statistics, the main challenge in 2D TNS is to account for any local operator \( c^\dagger_l c^r_r \) as a local TNS operation without a long Jordan-Wigner string [16]. People have introduced several equivalent [17] formulations of 2D fermionic tensor network states (fTNS), including the virtual fermion ansatz [18–20], the swap gate ansatz [21, 22], and the Grassmann TNS [23]. We adopt the swap gate formalism in the main text, and provide a detailed derivation using virtual fermions in the Supplementary Materials (SM) [24].

We demonstrate a time-evolution block-decimation (TEBD) algorithm within the fisoTNS formalism. As an example, we solve the ground states, via imaginary-time evolution, of various prototypical fermion systems. For real-time dynamics, we see that fisoTNS has an advantage over traditional methods. We demonstrate two examples, including the dynamics of two fermions scattering in vacuum and low-energy edge excitations in a Chern insulator, up to a time scale comparable to the system size divided by the electron hopping rate, which we show to be very challenging for MPS algorithms [25, 26]. The system size we consider is also way beyond what ED can handle even after using the most advanced Krylov subspace techniques [27, 28]. On the other hand, MC relies on analytic continuation to handle complex coefficients in real-time dynamics, which smear out any sharp feature in frequency [29–31]. The results we present are among the very few results [32] that simulate 2D fermion systems.

Isometric condition. We review the isometric condition for bosonic TNS. Consider an isometric MPS: 

\[
\psi_{k_1,...,k_N} = \sum_{\{n_c\}} A[1]^{k_1} A[2]^{k_2} \cdots \Lambda[n_c]^{k_{n_c}} \cdots B[1]^{k_N} \Lambda[n_{n_c}]^{k_{n_{n_c}}}
\]

for some site \( n_c \) (Fig. 1a). The isometric condition for tensors left (right) to \( n_c \) is

\[
\sum_{i,k} A^\dagger_{i^r} A^{k_r} = \delta_{i^r} \quad (\sum_{i,k} B^k_{i^r} B^k_{i^r} = \delta_{i^r})
\]

(Fig. 1b). Under this condition, the expectation value of any physical operator \( O_{k,k'} \) at \( n_c \) takes a simple form

\[
\sum_{i,r,k,k'} A^k_{i^r} O_{k,k'} A^{k_r}_{i^r}
\]

(Fig. 1c). In 1D, any MPS can be put into the isometric form without increasing the bond dimension [1].
2D TNS wavefunction is constructed in a similar manner (Fig. 1d). The generalized isometric constraint is the following [12]. First, we assign arrows on each tensor leg. The arrows on the physical legs always point into the tensors. On the virtual legs, all horizontal (vertical) arrows point toward a chosen column (row). The chosen column and row together form the orthogonality hypersurface (OH) (Fig. 1d red shaded), crossing at the orthogonality center (red dot in Fig. 1d). Then we require each tensor, viewed as a map from the outgoing legs to the incoming legs, to be an isometry. For example, for tensors in the lower-left quadrant: \( \sum_{l,r,d,u,k} \Lambda_{lrdu}^{kl} \Lambda_{lrdu'}^{kl} = \delta_{rr'} \delta_{uu'} \) (Fig. 1e). With this isometric condition, computing correlation functions on the OH reduces to 1D tensor contractions [12]. In particular, expectation values of physical operators on the orthogonality center only depend on a single tensor (Fig. 1f). Unlike in 1D, 2D isoTNS is a strict subclass of general TNS; nonetheless, it still includes all bosonic topological orders with gappable boundaries [33].

**Fermionic isometric tensor network states**—To account for the fermion sign structure, it is necessary to keep track of the fermion parity of each site explicitly. We require every tensor to be \( \mathbb{Z}_2 \) symmetric, and, therefore, both physical and virtual legs to be labeled with a \( \mathbb{Z}_2 \) parity charge [34]. In the swap gate convention, the physical legs are drawn to extend outside the system and the endpoints are ordered as \( k_1, k_2, \ldots, k_n \) counterclockwise, as in Fig. 2(a). Then the fermion wavefunction in the basis of \( c_1 \ldots c_n | \text{vac} \rangle \) is defined as the contraction of tensors on each site and additional ‘swap gates’ at each crossing of physical legs and virtual legs (Fig. 2(a)). The swap gates are simply a sign \( (-1)^{P_l P_d} \), where \( P_l, P_d = 0, 1 \) are parity of the two crossing legs, e.g., \( (-1)^{P_l P_d} \) when a physical leg crosses a left leg [21, 22]. The virtual indices can take any integer value up to any chosen bond dimension. (See SM [24] for a self-contained review.)

Similar to the bosonic case, we define fisoTNS by requiring that the double-layer tensor network representing \( \langle \psi | \psi \rangle \) trivially contracts to the center.

**Definition 1.** (fisoTNS) Given a 2D fTNS with isometric arrows on its tensor legs, it is a fermionic isoTNS if I) \( (-1)^{P_l P_d} \Lambda \) is isometric for any tensor \( A \) to the upper-right of the orthogonality center; and II) all other tensors are isometric as in the bosonic case.

The isometric rule for a tensor is the same as the fermionic case when the outgoing legs of the tensor are next to each other. This condition is true in every quadrant except the upper-right quadrant, where we need to exchange the order of the physical and the down leg to make it happen, hence the extra sign. With this definition, we can state a key theorem of fisoTNS [24].

**Theorem 1.** For any two fisoTNS \( | \psi \rangle \) and \( | \psi' \rangle \) that have the same tensors everywhere except at the orthogonality center, with \( \Lambda_{(x_0, y_0)} \) and \( \Lambda_{(x_0, y_0)}' \) for each respectively, \( \langle \psi | \psi' \rangle = \sum_{l,r,d,u,k} \Lambda_{l,r,d,u,k}^{+} \Lambda_{l,r,d,u,k}^{'} \).
Here all the swap gates in $|\psi\rangle$ and $|\psi'\rangle$ delicately cancel, which guarantees the contraction of fisoTNS to be efficient.

**Representability.** As shown in Fig. 2c, a local two-site unitary gate affects only two tensors. If a brick wall circuit acts on an fisoTNS, we can always find an fisoTNS representation of the resulting state by first grouping the tensors connected by gates, absorbing the unitary gates, and splitting the tensor back to isometric tensors on each site (See SM for details.). This argument shows that if a state admits an fisoTNS representation, any other state in the same phase also has an fisoTNS representation. Thus, all topologically trivial insulators, interacting or not, have an accurate fisoTNS representation.

**Algorithms.** As a first application, we develop a TEBD algorithm [35, 36] for 2D lattice fermion systems (Fig. 3). We will only speak of the orthogonality column (OC), with the orthogonality row always on the top. For an fisoTNS with OC column $i$, we first contract column $i$ and $i + 1$ into one column with two physical sites on each tensor and apply $O_{i,i+1}$ to it using MPS methods. Then we split the combined column back into column $i$ and $i + 1$, but with column $i + 1$ now as the OC. The splitting aims to variationally maximize the overlap before and after the split while preserving the isometric constraints. This is solvable with Riemannian optimization techniques [37, 38]. Here we initialize the variational problem with the Mose’s Move (MM) algorithm, introduced in [12] and generalized to symmetric tensors in [24]. The MM and the Riemannian optimization is the computational bottleneck of the algorithm, whose computational complexity is $O(\chi^7 f^5)$, where the bond dimension is $f X$ on the OH and $\chi$ elsewhere. Repeating these steps, one can perform real or imaginary time evolution of a 2D fermion Hamiltonian following the Trotter-Suzuki decomposition [39]. The fermion signs necessary for TEBD are all shown in Fig. 3 as swap gates.

**Ground state results.** To benchmark the TEBD algorithm, we study four prototypical fermionic systems on a square lattice: a sublattice band insulator (Insulator), a Dirac semimetal (Dirac), a $\phi = 2\pi/3$ Hofstadter model with total Chern number $= 1$ (Chern), and a mean-field $p + ip$ superconductor ($p + ip$ SC),

$$
H = \sum_{ij} t_{ij} c_i^\dagger c_j + \eta_{ij} c_i^\dagger c_j^\dagger + \text{h.c.} + U n_i \tilde{n}_j - \sum_i \mu_i c_i^\dagger c_i.
$$

In all systems, $|t_{ij}| = 1$, and in $p + ip$ SC, $|\eta_{ij}| = 2$. The phases of $t_{ij}$ ($\eta_{ij}$) set the flux (pairing symmetry) of the Hofstadter model ($p + ip$ SC). All systems are non-interacting with $U = 0$, except for the Chern band where $U = 0.5$ is also explored. We set $\mu_i = \pm 1$ for the two sublattices for the insulator, and $\mu_i = -2$ in the $p + ip$ SC. For the Chern band (Dirac), we set a uniform $\mu_i$ such that the system is 2/3 filled (half-filled).

We perform 2nd-order imaginary-time TEBD to find the ground state energies, compared with the exact values [40]. In Fig. 4, we show the error in ground state energy density at various bond dimensions $\chi$ and Trotter time $d\tau$. This error consists of accumulated MM error and second order trotter error: $\Delta E = a \epsilon_{\text{MM}}/d\tau + b d\tau^4$ [12], where the MM error $\epsilon_{\text{MM}}$ decreases as $\chi$ increases. For a fixed $\chi$, there is a system-dependent optimal $d\tau$, which gives the lowest ground-state energy (Fig. 4b) [41]. These results provide information on the representibility of tensor networks with isometric constraints, in particular the ability of sequential quantum circuits to represent fermionic ground states [42]. We also note that these results can be improved with a 2D fermion DMRG algorithm [14] free of Trotter error in the future.

**Real-time dynamics.** fisoTNS reveals its true advantage for real-time dynamics. We start by benchmarking a two-fermion scattering problem with nearest neighbor hopping $t_{ij} = 1$ and interaction $U$. We restrict ourselves to two particles so that the result can be benchmarked with exact diagonalization (ED). As shown in Fig. 5, fisoTNS reproduces the number density on each site during the scattering. MPS methods, including the time-dependent variational principle (TDVP) [26] and the $W_{11}$
FIG. 5. Real-time evolution of two fermions scattering with nearest neighbor hopping on a $12 \times 12$ square lattice without (a) and with (b) interaction. The two fermions are initialized at the top-left and bottom-left corner. We show the ED, fisoTNS, and 1D TDVP results from top to bottom. From left to right, we show three time slices, before, during and after the collision. We show the error of various methods in (c-d), including fTNS with different configurations and 1D $W_{II}$ and TDVP methods. The solid lines show the excitation error and the dashed lines show the background error (see main text for definition).

FIG. 6. Real-time evolution of the $\phi = 2\pi/3$ Hofstadter model starting with a single-site excitation at the top-left corner of a $9 \times 18$ system. (a-c, e) Number density relative to the ground state. (d) Errors of the excitation sites when $U = 0$.

method [25], fail to capture even the beginning of the dynamics. The main reason is that the snake-winding nature of the MPS prevents the number density to move across the winding [43]. As for PEPS, fermion dynamics is considered a very challenging task, as evidenced by the few number of published studies in the literature, which evolve the dynamics to relatively short times [32][44].

To quantify the error in the real-time dynamics, we define the excitation error to be the total error on the sites that support the first 60% of the added particle number, and the background error to be the error per site on the rest of the sites [45]. This way, for local excitations, the error does not scale with the system size despite random background noise. With $\chi = 12, f = 10$, the error is within 5% towards the end of the simulation.

We now consider a truly challenging problem, the chiral propagation of a fermion on the edge of a Chern insulator, which has not yet been demonstrated in an interacting system [46]. We start with a ground state $|GS\rangle$ of a Hofstadter model described in the previous section, add an electron at the corner, $|\text{ext}\rangle = c^\dagger |GS\rangle$, and then evolve the excited state for time $t$, $|t\rangle = e^{-iHt} |\text{ext}\rangle$. We show the number density of each site relative to the ground state $n_i = \langle t | \hat{n}_i | t \rangle - \langle GS | \hat{n}_i | GS \rangle$ in Fig. 6. For both the free and interacting cases, the excitation propagates along the edge without leaking into the bulk even on the time scale of system size divided by hopping rate. MPS based methods fail to capture the beginning of dynamics. Comparing Fig. 6(a) and (b), fisoTNS reproduces not only the velocity of the edge mode but also subtle features of the density profile (e.g. at $t = 4$). The error is shown in Fig. 6(d), within 10% toward the end of the simulation. This simulation demonstrates the ability of 2D TNS to qualitatively capture the edge properties of a finite chiral system, in complementary to the recent studies of the TNS’s ability to approximately capture the bulk properties of infinite chiral systems [47, 48].

Open problems. The fisoTNS formalism opens many interesting questions. First, it would be interesting to
explore its representability of fermionic topological order [49–51]. Given that bosonic isoTNS can exactly represent all string-net fixed-point states [33], it would be very interesting to show that fisoTNS similarly can represent all gappable fermionic topological states in 2D. Along the same line, it would be interesting to find the entanglement criterion [52] for a state representable by fisoTNS. Because of the 2D nature and the fact that the OH partition the systems into four disjoint parts, the entanglement criterion will likely be a multipartite one [53]. In fact, from a numerical perspective, the fisoTNS is also a good tool to compute the 4-party properties of a fermion system, as all information of the 4-party entanglement is contained in the tensors on the OH, a much easier object for computation than the full 2D wavefunction. Another direction around the representability question is to develop a Gaussian formalism [18, 54, 55] for fisoTNS so that understanding can be gained for the relatively simple free fermion systems. From the algorithmic perspective, for example, it should be possible to develop a genuinely 2D DMRG algorithm for fisoTNS, which would remove the $d \tau$ dependence in the imaginary-time algorithm. Another possibility lies in simulating finite temperature many-body fermion systems by generalizing the METTS [56, 57] algorithm to 2D. This is especially suited for isoTNS, because, unlike a generic 2D TNS, sampling of an isoTNS is efficient [58].

**Conclusion.** We generalized isoTNS to fermionic systems, which allows for efficient adaptations of 1D MPS algorithms to 2D fermionic systems. The 2D TEBD algorithm we developed as the first application produces ground states and real-time dynamics of low-lying states with good accuracy. The potential in simulating local-quench dynamics for a long time is particularly interesting. This task is generally believed to be very challenging. Our study shows that fisoTNS has a clear advantage over existing methods. With fisoTNS, it is straightforward to measure any time-dependent correlation functions of local operators, directly compare our results with experiments like ARPES, STM, neutron scattering, and transport, and even measure excitations that experiments can hardly detect.
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Virtual fermion ansatz

We now introduce an fTNS ansatz that explicitly attaches auxiliary fermions to virtual bonds (a variation of the ansatz in Ref.[18]).

\[ |\psi\rangle = \prod_{(x,y)} \hat{A}(x,y) \prod_{(x,y)} \hat{V}(x,y) |\text{vac}\rangle, \]

(2)

\[ \hat{A}(x,y) = A_{lrdu}^k c^{(x,y)}_l \beta_d^R \gamma(x,y)^U \alpha(x,y)^L, \]

(3)

\[ \hat{V}(x,y) = (1 + \beta(x,y) \alpha(x+1,y))(1 + \delta(x,y+1) \gamma(x,y)), \]

(4)

where we assume a physical Hilbert space of one complex fermion per site, \( c_{(x,y)} \), and we omit indices of \( \hat{A}(x,y) \) for simplicity. Each tensor \( A_{lrdu}^k, k \in \{0,1\} \), \( l, r, d, u \in \{0,\ldots,\chi-1\} \), is required to be \( \mathbb{Z}_2 \)-graded, where the \( \mathbb{Z}_2 \) symmetry corresponds to the fermion parity conservation. Namely, for each virtual index \( l, r, d, u \), we assign a parity label \( P_l, P_r, P_d, P_u = 0, 1 \). For simplicity, we write these parity labels simply as capital letters \( L, R, D, U \) correspondingly. And we require \( A^i_{lrdu} = 0 \) whenever \( k + L + R + D + U \) is odd. On each site, we assign 4 auxiliary complex fermions \( \alpha, \beta, \gamma, \delta \), on the left, right, up, and down virtual bonds respectively (Fig. 7(a)). The tensors are promoted to fermionic operators according to the rule that whenever the corresponding index has a parity label 1, an auxiliary (physical) fermion annihilation (creation) operator is attached (Eq. 3). Auxiliary fermion operators on each site are ordered counterclockwise. As for usual TNS, whenever two sites are connected, the corresponding two virtual indices are contracted. Furthermore, the two auxiliary fermion annihilation operators attached to the bond are contracted with the bond operator \( (1 + \delta_l(x,y) \gamma_l(x+1,y)) \) for the horizontal and \( (1 + \delta_l(x,y+1) \gamma_l(x,y)) \) for the vertical bond. The action of the bond-operators and the site-operators on the vacuum of the physical fermions, followed by the contraction of all virtual fermion operators in their vacuum gives the desired physical state. For example, the fTNS with bond dimension one, where \( \hat{A}(x,y) = c_l(x,y) \beta_d(x,y) \) for even \( x \) and \( \hat{A}(x,y) = c_l(x,y) \alpha_d(x,y) \) for odd \( x \), gives the fully filled state of one fermion per site. We may allow more than one pair of entangled fermions for each virtual bond in the definition of fTNS, but the resulting ansatz can always be rewritten in the form of Eq. 2 [24].

FIG. 7. (a) Fermionic isometric tensor network states in the virtual-fermion formalism. The arrows point to the orthogonality center as in the case of bosonic isoTNS. The 4 blue squares on each site represent 4 virtual complex fermions. Orange squares represent physical fermions. Each tensor is promoted into an operator by attaching the physical creation operator and the physical annihilation operator. The tensors act on the virtual-fermion state of one bell pair per bond to create the physical state. (b) To contract two fermionic tensors and order the fermion operators counterclockwise starting from \( k_1 \), we need to do the tensor contraction with an additional swap gate \( (-1)^{k_2 d_1} \) (the small square). (c) In the swap-gate convention, the wavefunction is given by the contraction of all tensors and swap gates at the crossings. (d) Fermion-attachment of the tensor \( A \) and \( A^* \). (e) Isometric condition for fisoTNS in the upper-right quadrant.

This ansatz avoids the problem of the nonlocal string discussed before. Since each site-operator \( \hat{A}(x,y) \) is parity-even, the fermion annihilation (creation) operator \( c_{(x,y)} \left( c_{(x,y)}^\dagger \right) \) commutes with all site-operators on sites other than \( (x,y) \). Thus the action of nearest-neighbor hopping affects only the two tensors on the corresponding sites.
The ansatz in Eq. 2 may seem complicated, but it does not increase the complexity of any tensor network algorithm. The $Z_2$ symmetric tensors are routinely used for $Z_2$ symmetric boson models; the only thing the auxiliary fermions do is to give extra minus signs when contracting tensors. For example, if we want to replace the two tensors in Fig. 7(b) by a single tensor $\hat{\Theta} = \sum_{i_1i_2d_1d_2u_1u_2} c_{i_1i_2}^{d_1d_2} \delta_{D1} \delta_{R2} \delta_{U2} \gamma_1 \alpha_1 \theta_1 \theta_2$ without changing the many-body state, we need $\hat{\Theta} = \sum_{i_1i_2} (\hat{A}[1] \hat{A}[2] (1 + \beta_1^I \alpha_2^I)) \delta_{I2} \delta_{I2}$, where we contract the auxiliary fermion $\beta_1$ and $\alpha_2$ in their vacuum. By direct calculation, (indices omitted unless necessary)
\[
\Theta = A[1] A[2] (-1)^{k_2 D_1}. \tag{5}
\]

In fact, extra factors like $(-1)^{k_2 D_1}$ can be deduced pictorially without auxiliary fermions (Fig. 7(b)): The rule is whenever two fermion legs with parity labels $I$ and $J$ cross each other, an extra swap gate, $(-1)^{IJ}$ is applied [22]. Using swap gates, the fermion wavefunction can be written in the Fock space basis as the regular contraction of the tensors $A(x,y)$ with additional swap gates applied at the crossings as we extend the physical legs outside (Fig. 7(c)). In extending the physical legs, we can freely deform them [22] without changing the wavefunction as long as the order of endpoints is fixed. The latter corresponds to the order of fermions of the Fock space basis. The general equivalence between the swap-gate method and auxiliary-fermion ansatz is discussed in [17]. A self-contained proof for our proposal is given in supplemental materials (SM) [24]. In practice, we only need to keep track of fermion signs that arise from local tensor operations instead of actually computing the wavefunction.

Isometric condition for fermions As in bosonic isoTNS, the isometric condition for fermions should make trivial the contraction between a state and its conjugate. One may guess that this is just the isometric condition at the tensor level. This is almost correct. In fact, the isometric condition we define below is equivalent to that $A$ is an isometry in the upper-left, lower-left, and lower-right quadrants, but $(-1)^{k_2 D_1} A$ be an isometry in the upper-right quadrant. The asymmetry among the 4 quadrants is related to how we order fermion operators in Eq. 3.

More precisely, we define a set of conjugate tensor operators $A^*_v(x,y) = A_v^{x,y} \delta_{I2} \delta_{I2} \delta_{I2} \delta_{I2}$, where $\hat{\alpha}(x,y)$, $\hat{\beta}(x,y)$, $\hat{\gamma}(x,y)$, $\hat{\delta}(x,y)$ form a set of auxiliary fermions independent from $\alpha(x,y), \ldots, \delta(x,y)$ (Fig. 7(d)). We define the isometric condition to be that the contraction of $A^* \hat{A}$, and the creation operators on the incoming legs give the identity tensor with auxiliary fermions attached to it. For example, in the upper-right quadrant (Fig. 7(e)), the isometric condition is
\[
\langle \hat{A}^* \hat{A} \hat{\alpha}^*(x,y) \hat{\beta}^*(x,y) \rangle = \delta_{I2} \delta_{I2} \delta_{I2} \delta_{I2} \delta_{I2} \delta_{I2} \delta_{I2} \delta_{I2} \delta_{I2},
\]
where $\langle \cdot \rangle$ denotes contraction over $\gamma, \gamma, \beta, \beta$, and $c$. See an alternative explanation based on swap gates in SM [24].

Proof: the tensor network representations of $|\psi\rangle$ and $|\psi'\rangle$ are
\[
|\psi\rangle = \prod_{(x,y) \neq (x_0,y_0)} \hat{A}(x,y) \prod_{(x,y)} \hat{V}(x,y) |\text{vac}\rangle,
\]
\[
|\psi'\rangle = \prod_{(x,y) \neq (x_0,y_0)} \hat{A}(x,y) \prod_{(x,y)} \hat{V}^*(x,y) |\text{aux}\rangle,
\]
\[
\hat{V}^*_v(x,y) = (1 + \hat{\alpha}^*(x,y+1) \hat{\beta}^*(x,y+1)) (1 + \hat{\gamma}^*(x,y) \hat{\delta}^*(x,y+1)).
\]
To get Eq. 7 we took the conjugate of Eq. 2 and made a particle-hole transformation of the auxiliary fermions. Consider contracting the fermionic tensors and the bond operators in the expression of $|\psi'\rangle$ from the lower-left corner toward the orthogonality center. The tensor at the lower-left corner has trivial left and down legs, $l = L = 0, d = D = 0$; the definition of the isometric condition guarantees that contracting the tensor with its conjugate (summing over the physical index) gives $\delta_{uu} \delta_{dd} \delta_{rr} \delta_{rr} \delta_{rr} \delta_{rr}$. Then contracting $\delta_{rr} \delta_{rr} \delta_{rr}$ with the bond operator on its right gives $\delta_{rr} \delta_{rr} \delta_{rr} (1 + \beta_1^I \alpha_2^I) (1 + \delta_1^I \delta_1^I) \beta_1 \beta_1 = \delta_{II} \delta_{II} \delta_{II} \delta_{II} \delta_{II} \delta_{II} \delta_{II} \delta_{II} \delta_{II}$, which contracts with the second tensor on the bottom row and its conjugate. We get the desired result by continuing this process iteratively from the 4 corners to the center. □

For the computation of correlation functions on the OC, the same argument shows that tensors outside can be trivially contracted and the computation reduces to a contraction along the OC, as in the bosonic case.

Replacing multiple entangled fermion pairs by a single pair

Consider the following ansatz where Site 1 and Site 2 share $n$ bonds $i_1 \ldots i_n$, with parity label $I_1 \ldots I_n$ (Fig. 8).
\[ |\psi\rangle = \langle \hat{A}[1] \hat{A}[2] \cdots (1 + \beta_{1,1}^I \alpha_{2,1}^I) \cdots (1 + \beta_{1,n}^I \alpha_{2,n}^I) \rangle_{\text{vac}} \]  

\[ \hat{A}[1] = A[1]_{k_1 i_1 \ldots i_n d_1 u_1} c_{k_1}^I \delta_{1,1}^I \gamma_{1}^I \beta_{1,n}^I, \]  

\[ \hat{A}[2] = A[2]_{k_2 i_1 \ldots i_n d_2 u_2} c_{k_2}^2 \delta_{2,2}^I \beta_{2,n}^I. \]  

FIG. 8. LHS: Site 1 (left) and Site 2 (right) connected by 2 fermionic bonds with indices \( i_1 \) (top) and \( i_2 \) (bottom). RHS: Site 1 and Site 2 share a single bond with the index \( i \).

We claim that replacing the \( n \) bonds with a single bond labeled by \( i \) (the collection of indices \( i_1 \ldots i_n \)) and a parity label \( I = I_1 + \cdots + I_n \) gives the same physical state:

\[ |\psi\rangle = \langle \hat{A}'[1] \hat{A}'[2] \cdots (1 + \beta_{1}^I \alpha_{2}^I) \rangle_{\text{aux}} |\text{vac}\rangle \]  

The new tensors are simply defined as \( \hat{A}'[1] = A[1]_{i_1 \ldots i_n d_1 u_1} c_{k_1}^I \delta_{1}^I \gamma_{1}^I \beta_{1,n}^I, \) \( \hat{A}'[2] = A[2]_{i_2 \ldots i_n d_2 u_2} c_{k_2}^2 \delta_{2}^I \beta_{2,n}^I. \) This equivalence follows from the fact that \( \beta_1^I \) (\( \alpha_2^I \)) has the same fermion parity as \( \beta_{1,n}^I \) (\( \alpha_{2,n}^I \)) and they give the same result after contracting with the corresponding creation operators

\[ \langle \alpha_{2,1}^I \cdots \alpha_{2,n}^I(1 + \beta_{1,1}^I \alpha_{2,1}^I) \cdots (1 + \beta_{1,n}^I \alpha_{2,n}^I) \rangle_{\beta_1, \alpha_2} = 1, \forall I \]  

Note that this result relies on the counterclockwise ordering convention of fermion operators.

**Equivalence of the swap gate ansatz and the virtual fermion ansatz**

We provide a self-contained introduction to the swap-gate ansatz and show the equivalence to the virtual-fermion ansatz by explicitly contracting the virtual fermions.

\[ \langle \psi \rangle = \langle \hat{A}'[1] \hat{A}'[2] \cdots (1 + \beta_{1}^I \alpha_{2}^I) \rangle_{\text{aux}} |\text{vac}\rangle \]  

FIG. 9. (a) Representation of the wavefunction in the swap gate convention. The wavefunction is given by the contraction of all tensors and swap gates. (b) Deforming the physical legs give does not affect the wavefunction. (c) The contraction of two tensors. (d) The result of contracting the three tensors in each column.

The swap-gate ansatz is defined by 2 rules. First, each tensor is \( \mathbb{Z}_2 \)-graded and has zero total parity: each virtual index has a parity label 0 or 1, and the tensor element is zero unless the corresponding labels on all legs add to an even number. Second, whenever two lines with parity \( I \) and \( J \) cross each other, a swap gate \((-1)^{IJ}\) is added. The wavefunction \( \psi_{k_1 \ldots k_n} \) in the basis of \( c_{k_1}^1 c_{k_2}^2 \cdots c_{k_n}^N |\text{vac}\rangle \) is defined as the contraction of all tensors and swap gates as shown in Fig. 9(a). In Fig. 9(a), the order of the endpoints of physical lines from left to right corresponds to the
fermion order of the Fock-space basis. If we were to swap the endpoints of two physical fermion lines, for example, \( k_2 \) and \( k_3 \), we would add a swap-gate \((-1)^{k_2 k_3}\). It is easy to see the resulting wavefunction is the wavefunction of the same state written in a different basis \( c_1^{k_1} c_2^{k_2} \cdots c_N^{k_N} |\psi\rangle \). On the other hand, Deforming the physical lines without changing the order of endpoints does not change the wavefunction. For example, in Fig. 9(b), the physical line \( k_1 \) may pass through the tensor \( A^1_{rdu} \) (parity label \( k, l, R, D, U \)) in two ways (the solid line and the dashed line). For the solid line, there are 2 swap gates giving \((-1)^{k_1(L+U)}\); for the dashed line, there are 3 swap gates giving \((-1)^{k_1(k+D+R)}\). Since the tensor has even parity, the physical tensor elements are zero unless \( L + U = k + D + R \) (mod 2). Thus, the two choices of swap gates produce the same wavefunction.

Now we show the virtual-fermion ansatz we discussed in the main text produces the same wavefunction by explicitly contracting all virtual fermions. We first contract all tensors in each column, and then contract the resulting tensors of different columns. As shown in Fig. 9(c), we can replace the top tensor \((A[1])\) and the bottom tensor \((A[2])\) with a single tensor \((\Theta, \text{fermion operators ordered counterclockwise starting from physical legs})\). Using the virtual-fermion ansatz, we have

\[
\hat{\Theta} = \sum_{r=1}^{2} \langle A[2] |_{l_1 r_{2d_{2a_2}}} t_{1}^{k_2} t_{2}^{D_{2}^{} \beta R_{I_2}^{} \gamma_{2}^{} \alpha_{2}^{L_2}} \hat{A}[1] |_{r_{1} l_{1} i_{1} u_{1}^{\gamma_{1}} \alpha_{1}^{L_{1}} \beta_{1}^{R_{1}} \gamma_{1}^{} \delta_{1}^{U_{1}} \delta_{1}^{L_{1}}} (1 + \delta_{1}^{I_{1} \gamma_{2}^{\gamma_{1}}}) \rangle_{\delta_{1}, \gamma_{2}}
\]

\[
\hat{\Theta} = \Theta_{l_1 r_{2d_{2a_2}}} t_{1}^{k_2} t_{2}^{D_{2}^{} \beta R_{I_2}^{} \gamma_{2}^{} \alpha_{2}^{L_2}} \hat{A}[1] |_{r_{1} l_{1} i_{1} u_{1}^{\gamma_{1}} \alpha_{1}^{L_{1}} \beta_{1}^{R_{1}} \gamma_{1}^{} \delta_{1}^{U_{1}} \delta_{1}^{L_{1}}} (1 + \delta_{1}^{I_{1} \gamma_{2}^{\gamma_{1}}}) \rangle_{\delta_{1}, \gamma_{2}}
\]

We bring the RHS of Eq. 16 to the form of 17 in 3 steps: bringing \( c_1^{k_1} \) to the left, moving \( \alpha_2^{L_2} \) to the right, and contracting \( \gamma_{2}^{} \delta_{1}^{I_{1}} \) with the creation operator. In the second step, \( \alpha_2^{L_2} \) is swapped with the underlined operators, with total parity \( k_1 \), hence the sign \((-1)^{k_1 L_2}\) in Fig. 9. We contract tensors in a column from the top to the bottom. Each physical leg needs to pass through all horizontal legs on the left of the column below it, hence the minus signs indicated by the swap gates in Fig. 9(a). After the vertical contractions, we get a tensor for each column (Fig. 9(d)). It is easy to see that contracting them does not give any extra sign.

The argument above shows the equivalence of the virtual-fermion ansatz and the swap-gate ansatz in the case that the physical legs are extended outside as in Fig. 9(a). Using the consistency relations discussed earlier in this section, this equivalence stands no matter how we extend the physical legs outside.

**Alternative interpretation of the isometric condition in the swap-gate convention**

In the swap-gate convention, let’s important to fix an order of the legs for tensors representing the state \(|\psi\rangle\). We choose to order in Fig. 2(a). Counting counterclockwise from the physical leg, the order is ‘physical, down, right, up, left’, the same as the order of fermion operators in the virtual-fermion ansatz. The order of legs for tensors representing the conjugate \(|\psi^\dagger\rangle\) must be the opposite as the order for tensors representing \(|\psi\rangle\) (Fig. 2(b)). This is in analogy of the reverse of orders when taking the conjugate of products of operators.

![FIG. 10.](image)

With this convention, we can give a pictorial definition of the isometric condition for fermionic tensor networks. The isometric condition is shown in Fig. 10(c) for tensors in the lower-left quadrant and in Fig. 10(d) for tensors in the upper-right quadrant. In the lower-left quadrant, if contracting the left, physical, and down legs gives delta functions in the right and up legs, the network can be contracted trivially from the lower-left corner to the central...
cross. Since there is no cross of the legs, the isometric condition is simply \( \sum_{k,l,d} A_{l'd'u}^k A_{l'd'u}^{k'} = \delta_{uu'} \delta_{rr'} \), namely \( A \) is an isometry.

On the other hand, in the upper-right quadrant, we need to contract tensors from the upper-right to the lower-left. The contraction of the up and right legs leads to 4 swap gates, hence the isometric condition \( \sum_{k,r,u} (-1)^{u(L+L')+(D+D')} A_{l'd'u}^k A_{l'd'u}^{k'} = \delta_{uu'} \delta_{rr'} \). This condition is equivalent to that \((-1)^{U L + R D} A \) is an isometry. We can equivalently write this condition as \((-1)^{U L + R D} A \) is an isometry, by changing \( L \) into \( D + U + k + R \) (total parity even) and using the fact that \((-1)^{U (k+U+R)} \) is a unitary transformation on the incoming legs (diagonal matrix with \( \pm 1 \) diagonal elements). Finally, we can simplify the isometric condition to that \((-1)^{k D} A \) is an isometry by changing \( U + R \) to \( k + D + L \) and using the fact that \((-1)^{D(D+L)} \) is a unitary on the outgoing legs.

A similar argument shows that the isometric condition in the lower-right and upper-left quadrants is also that \( A \) is an isometry from outgoing legs to incoming legs.

**Finite-depth-local-unitary circuits preserve fisoTNS**

We prove that if a fermionic state has a finite-bond-dimension fisoTNS representation in the thermodynamic limit, it can still be represented to any accuracy by a finite-bond-dimension fisoTNS after the action of a finite-depth-local-unitary (FDLU) circuit.
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**FIG. 11.** (a) One layer of local 2-site unitary gates. (b) The process of getting the fisoTNS representation of the final state in the lower-left quadrant

Since any FDLU can be deformed into finite-depth 2-site unitary gates to any desired accuracy, it suffices to derive an fisoTNS representation after a single layer of 2-site unitaries (Fig. 11). We demonstrate it in the lower-left quadrant.

To do so, we combine the 2 tensors on the neighboring sites and act it by the corresponding unitary gate.

\[
\hat{\Theta} = \langle A[1]_1^{k_1} l_1^{D_1} \beta_1^l \gamma_1^u \alpha_1^l \rangle_1^{k_2} l_2^{D_2} \beta_2^l \gamma_2^u \alpha_2^l (1 + \beta_1^l \alpha_2^l) \beta_1 \alpha_2 \\
\hat{\Theta} = \Theta_1^{k_2} l_2^{D_2} \beta_2^l \gamma_2^u \alpha_2^l \rangle_1^{k_1} l_1^{D_1} \beta_1^l \gamma_1^u \alpha_1^l (1 + \beta_1^l \alpha_2^l) \beta_1 \alpha_2
\]  

(18)

(19)

To derive an expression for tensor \( \Theta \), we place the underlined operators between \( \delta_1 \) and \( \beta_1 \), contract \( \alpha_2^l \beta_1^l \) with the creation operator, and then swap \( \delta_1^{D_1} \) and \( c_2^{k_2} \). Since the underlined operators have even total parity, moving it does not give a minus sign; the only step that may produce a minus sign is the swap. Thus we have \( \Theta = A[1] A[2] (-1)^{k_2 D_1} \).

Note that if \( A[1] \) and \( A[2] \) are isometries with respect to the arrows in Fig. 11, The contraction \( A[1] A[2] \) is the composition of two isometries, which is still an isometry. \( \Theta \) is also an isometry since the extra factor \((-1)^{k_2 D_1} \) is a unitary transformation on the incoming legs. For the same reason, the physical gate acting on the leg \( k_1 \) and \( k_2 \), \( \Theta' = U \Theta \), also preserves the isometric structure.

Then we split the tensor into two isometric tensors as illustrated in Fig. 11(b). The internal bond is just the combination of \( k_1' \) and \( l_1 \). The left tensor is the identity matrix from the outgoing leg to the incoming legs, with trivial up and down legs. The right tensor is \( \Theta' \).

With minor changes regarding the corresponding definition of isometric form, the same procedure applies to other quadrants and the central cross.

**Moses Move for symmetric TNS**

The MM algorithm for isoTNS without symmetry is described in [12]. We repeat it here. The MM algorithm performs the following decomposition of the orthogonality column (OC) into a left-canonical isometric column and a
where the physical legs of the isoTNS are grouped either with the left or the right virtual index. The MM algorithm effectively “unzips” the original OC by iteratively splitting the (red) 5-leg tensor at the orthogonality center into 3 smaller tensors.

Because of the isometric form, each splitting step in the MM can be reduced to the following local tripartite decomposition:

\[ \approx \]

where we view the five-leg red tensor in (iii) of Eq. 20 as a tripartite tensor by grouping its lower left and lower right index respectively with its left and right index. Typically, one needs to place a limit on the maximum internal bond dimension of the decomposition, which generally disallows an exact equality in Eq. 21. This decomposition can be done as follows.

1. One first groups index \( d \) and \( e \) and then performs an SVD decomposition on the grouped matrix \( \Psi_{fde} = UsV^\dagger \). The index between \( U \) and \( sV^\dagger \), arising from the SVD decomposition, is split into indices \( b \) and \( c \). The permutational freedom in splitting the indices will be fixed by the disentangler \( u \) in step 2. The bond dimensions of \( b \) and \( c \) are truncated when necessary.

2. Note that the SVD in step 1 has a unitary freedom, \( u \), acting on the indices \( b \) and \( c \): \( UsV^\dagger = Uuu^\dagger sV^\dagger \). To make use of this freedom, the tensor \( uu^\dagger sV^\dagger \) is reshaped into a matrix \( \Theta \) with its \( b \) and \( e \) indices grouped as the column index and the \( c \) and \( d \) grouped as the row index. \( u \) is chosen so that the Renyi-\( \alpha \) entropy of the matrix \( \Theta \) is minimized, for a certain Renyi index \( \alpha \). We choose \( \alpha = 1/2 \). The disentangler, \( u \), is optimized in order to minimize the error of the SVD truncation in step 3. The black tensor is then equal to the reshaped \( Uu \).

3. Perform an SVD on \( \Theta: \Theta = U'sV'^\dagger \). The blue tensor is then equal to the reshaped \( V'^\dagger \) after truncation, and the red tensor is equal to the truncated \( U's' \).

In the presence of \( \mathbb{Z}_2 \) symmetry, all operations described above respect the charge structure naturally, except that in step 1, when the index between \( U \) and \( sV^\dagger \) is split into indices \( b \) and \( c \), a charge structure on \( b \) and \( c \) has to be prescribed. Let \( n_0 \) and \( n_1 \) respectively be the size of the charge-0 and charge-1 block on the bond between \( U \) and \( sV^\dagger \) before the splitting. Then we have to prescribe the size of the charge-0 and charge-1 block on both bond \( b \) and \( c \). We denote them as \( n_0^b, n_1^b, n_0^c, \) and \( n_1^c \). They have to satisfy the constraint

\[
\begin{align*}
n_0^b n_0^c + n_1^b n_1^c &\leq n_0 \\
n_0^b n_1^c + n_1^b n_0^c &\leq n_1
\end{align*}
\]

The charge block of size \( n_0 n_1 - (n_0^b + n_1^b)(n_0^c + n_1^c) \) will need to be truncated. We choose the \( ns \) such that the size of the truncated block is the smallest. When multiple sets of \( ns \) tie, we choose the set for which the standard deviation of the list \( [n_0^b, n_1^b, n_0^c, n_1^c] \) is the least, i.e. we choose the evenset charge block sizes. In the code, \( [n_0^b, n_1^b, n_0^c, n_1^c] \) is chosen via explicit enumeration and comparison. The computational cost for this is negligible.