Quantum phase transition between the superconducting and insulating phases is observed in a variety of experimental systems, notably high-$T_c$ materials [1–5], dirty superconducting films [6–11], and Josephson junction arrays [12–14]. One concept of the insulating phase is that of a system with a finite local superconducting order, but without the long-range phase coherence [15–20]. It presumes that Cooper pairs are dominant charge carriers for the electric transport not only in the superconducting but also in the insulating or metallic phases. Remarkably, the high-temperature behavior of many of these systems is characterized as a strange metal with the linear in temperature resistivity.

Here we investigate a rather simple model, where the non-Fermi liquid strange metal state undergoes the superconducting instability upon lowering the temperature. The origin of the superconductivity is in a certain pairing mechanism [21–23], which we do not discuss in details and introduce phenomenologically as a negative Hubbard $U$ [24].

We present a model of a strongly correlated system with a non-Fermi liquid high temperature phase. Its ground state undergoes an insulator to superconductor quantum phase transition (QPT) as a function of a pairing interaction strength. Both the insulator and the superconductor are originating from the same interaction mechanism. The resistivity in the insulating phase exhibits the activation behavior with the activation energy, which goes to zero at the QPT. This leads to a wide quantum critical regime with an algebraic temperature dependence of the resistivity. Upon raising the temperature in the superconducting phase, the model exhibits a finite temperature phase transition to a Bose metal phase, which separates the superconductor from the non-Fermi liquid metal.

We introduce a local attractive interactions between electrons with opposite spins. The corresponding Hamiltonian is written as

$$H = \sum_r H_{\text{SYK}+U}^{(r)} + \sum_{(r,r')} H_{1}^{(r,r')}.$$

Here the first term describes the set of isolated SYK+U grains labeled by $r$,

$$H_{\text{SYK}+U}^{(r)} = \sum_{i,j,k,l} N J_{ijkl}^{(r)} c_{r,i}^\dagger c_{r,j} c_{r,k}^\dagger c_{r,l} - U \sum_{i,j} c_{r,i}^\dagger c_{r,j} c_{r,j} c_{r,i},$$

where $J_{ijkl}^{(r)}$ is a real tensor with the following symmetry properties: $J_{ijkl}^{(r)} = -J_{jikl}^{(r)} = -J_{ijlk}^{(r)} = J_{iklj}^{(r)}$. The non-zero elements must have all four indexes $i, j, k, l$ distinct. Up to these symmetries, the matrix elements $J_{ijkl}^{(r)}$ are assumed to be real independent random variables (uncorrelated between different grains), drawn from the Gaussian distribution with the zero mean, $\langle J_{ijkl}^{(r)} \rangle = 0$, and the variance $\langle J_{ijkl}^{(r)} J_{ijkl}^{(r')} \rangle = J^2/(4N)^3$. The last term in Eq. (2) is the attractive Hubbard interaction, facilitating local on-orbital electron pairing.

The spin conserving inter-grain tunneling is governed by
the Hamiltonian
\[ H_{1}^{(r,r')} = \sum_{ij, \sigma} t_{ij}^{(r,r')} c_{i \sigma}^r c_{i \sigma}^{r'}, \tag{3} \]
where \( t_{ij}^{(r,r')} \) are real Gaussian variables with zero mean and \( \langle (t_{ij}^{(r,r')})^2 \rangle = \frac{\Delta_0}{N}. \) Here \( r, r' \) denotes nearest neighbor positions of SYK+U grains within the array and \( i, j = 1, \ldots, N \) denote orbital labels within each grain.

Before tackling the array geometry, let us briefly remind the physics of a single SYK+U grain, as described by Eq. (2), [21, 24]. Its large-N mean-field analysis results in the set of equations for the normal, \( G, \) and anomalous, \( F, \) Green functions, the corresponding self-energies, \( \Sigma, \Xi, \) and the self-consistent equation for the local (on-orbital) order parameter, \( \Delta: \)

\[
G(\omega_n) = \frac{-i\omega_n + \Sigma(\omega_n)}{(\omega_n + i\Sigma(\omega_n))^2 + (\Xi(\omega_n) + \Delta)(\Xi(\omega_n) + \Delta)}, \tag{4}
\]
\[
F(\omega_n) = \frac{-\Delta + \Xi(\omega_n)}{(\omega_n + i\Sigma(\omega_n))^2 + (\Xi(\omega_n) + \Delta)(\Xi(\omega_n) + \Delta)}, \tag{5}
\]
\[
\Sigma_{rr'} = \frac{J^2_0}{32} G_{rr'}, \quad \Xi_{rr'} = -\frac{J^2}{32} F_{rr'} G_{rr'}, \tag{6}
\]
\[
\Delta = -U T \sum_{\omega_n} F(\omega_n) = -UF_{\text{rr}}. \tag{7}
\]

Solution of Eqs. (4) - (7) shows that at \( T = 0 \) there is a finite local pairing amplitude \( \Delta(\Omega) \) for any however small Hubbard \( U > 0. \) In particular, in the weak-coupling BCS limit, \( U \ll J, \) it is given by \( \Delta \sim J \exp(-\sqrt{\pi J/(8 \sqrt{2}U)}). \) Solution of equations (4) - (7) also implies the hard energy gap, \( \sim \Delta^2/J, \) in the single-particle density of states.

The mean-field treatment fails to account for fluctuations of the low-energy degrees of freedom represented by phases of local pairing amplitudes, \( \langle c_{ij} c_{ji} \rangle = \Delta e^{i\phi_j}, \) with \( j = 1, \ldots, N. \) Dynamics of these phases is governed by an effective Hamiltonian

\[
H_K = -E_1 \sum_{i}^{N} \frac{\partial^2}{\partial \phi_i^2} - \frac{U}{N} \sum_{i<j}^{N} \cos(\phi_i - \phi_j), \tag{8}
\]
which represents the quantum version of the classical Kuramoto model of oscillator’s synchronization [33–43]. Here \( E_1 \approx 0.52J [44] \) and \( g(U) \approx 16\Delta^2(U)/J [24]. \) The quantum Kuramoto model (8) exhibits a second order transition [24] between the non-synchronized and synchronized ground states at the critical coupling \( g_c = E_1/2. \) The corresponding global (within the grain) order parameter is given by the ground state expectation value of the phase exponents \( \langle \sum_{j}^{N} e^{i\phi_j} \rangle. \) For \( g > g_c, \) it acquires a finite value, and the ground state of the Hamiltonian (8) possesses the off-diagonal long-range order. Hence the grain is superconducting. For \( g < g_c, \) the orbital-specific superconducting phases are nonsynchronized. Therefore, despite having a finite on-orbital order parameter \( \Delta, \) the ground state of the grain does not exhibit the long-range order and the superconductivity. Given that the single-particle DoS is gapped, this leads to an insulating ground state.

This physics may be read off the correlation function of the order parameter \( D_0(\tau - \tau') = \frac{1}{N} \sum_{j=1}^{N} e^{i\phi_j(\tau) e^{-i\phi_j(\tau')}}. \) Its calculation in the non-synchronized (insulating) phase, detailed in the Supplemental material [45], results in

\[
D_0(\omega_m) = \frac{2E_1}{\omega_m^2 + \epsilon_1^2}, \tag{9}
\]
where

\[
\epsilon_1(U) = \sqrt{E_1 \left[ E_1 - 2g(U) \right]}, \tag{10}
\]
and \( \omega_m = 2\pi t \) is bosonic Matsubara frequency. The correlation function Eq. (9) coincides with the Green function of a bosonic mode with the energy \( \epsilon_1(U). \) The critical pairing strength \( g_c = g(U_c) \) is found from the condition \( \epsilon_1(U) = 0, \) as it indicates an instability of the non-synchronized phase towards a state with a non-zero global order parameter.

The fact that the fluctuations of the order parameter exhibit a single resonant mode is a peculiarity of the Kuramoto model (8) with its all-to-all identical interactions. In more generic models there is a continuum of excitations. For example, substituting \( g \to g_{ij} \) in Eq. (8) and thinking of \( g_{ij} \) as a connectivity matrix on some lattice or a graph, one finds a band of Josephson plasmons [18, 46, 47]. The important invariant feature, however, is that such a band is gapped from the ground state in the non-synchronized phase, while the gap closing marks QPT to the globally ordered (superconducting) phase.

![FIG. 2. a) One-particle normal conductivity; b) pair conductivity; c) Dyson equation for the order parameter propagator. Thin and bold wavy lines denote the bare, Eq. (9), and dressed in-grain order parameter propagator; solid and dashed lines denote the one particle Green functions in different SYK-grains; vertexes are given by tunneling amplitudes, and solid dots denote the superconducting amplitude. A. Notice that the local self-energy, c), involves tunneling of the pair out and back in the selected grain.](image-url)
gapped with the gap $\Delta^2 / J$, this contribution to the conductivity is exponentially suppressed with a factor $\exp[-\Delta^2 / J T]$. Because the orbital pairing amplitude $\Delta$ is finite in the vicinity of the QPT, the single particle transport is strongly suppressed.

This is not the case vis-a-vis transport of the pairs. The latter appears in the fourth order in the tunneling amplitude and is given by the diagram Fig. 2(b), which is close in spirit to the Aslamazov-Larkin paraconductivity [48–51]. The bold wavy lines there are propagators of the order parameter. Its bare form, given by Eq. (9), is dressed by a bosonic self-energy, as shown in Fig. 2(c). Its imaginary part, \( \gamma \), accounts for a finite lifetime of a pair inside a grain due to tunneling to neighboring grains (the real part leads to a shift of the resonant energy \( \epsilon_1 \), which is of lesser interest). Within our model \( \gamma \) is found from the self-consistent solution as \( \gamma \sim \sqrt{Z E J E_1 / \epsilon_1} \) for \( \epsilon_1 > Z^{1/4} \sqrt{E J E_1} \), and \( \gamma \sim Z^{1/4} \sqrt{E J E_1} \) for \( \epsilon_1 < Z^{1/4} \sqrt{E J E_1} \) (for details see Supplemental Material [45]). Here \( Z \) is the coordination number of the array and the pair tunneling amplitude, \( E J \sim t_0^2 / J \), given by the box in Figs. 2(b,c), represents the Josephson energy of the array (see Supplemental material for detailed calculations [45]). We note in passing, that \( \gamma \) may include other mechanisms of the bosonic mode broadening, such as circuit noise or phonons. The intermediate formulas below account for those effects.

The dressed retarded (advanced) propagators, are given by \( D^{\text{R(A)}}(\omega) = D_0(i \omega \mp \gamma) \). Calculation of the diagram (b) in Fig. 2 [45] results in the pair conductivity of the form

\[
\sigma = \frac{(2e)^2}{\hbar} E J^3 \int_{-\infty}^{\infty} \frac{d\omega}{8 T \sinh^2(\frac{\omega}{2T})} (D^R(\omega) - D^A(\omega))^2. \tag{11}
\]

In the limit \( T, \gamma < \epsilon_1 \), one finds with the help of Eq. (9)

\[
\sigma = \frac{(2e)^2}{\hbar} \frac{8 \pi E J^2}{\epsilon_1 T \gamma} e^{-\epsilon_1 / T} \sim \frac{(2e)^2}{\hbar} \frac{t_0^2}{\epsilon_1 T} e^{-\epsilon_1 / T}. \tag{12}
\]

Therefore the pair transport in the insulating state of the array exhibits the activation dependence on the temperature. The corresponding activation exponent, \( \epsilon_1(U) \), Eq. (10), is given by the gap in the fluctuation spectrum of the global order parameter. This gap goes to zero at the insulator to superconductor QPT, and therefore so does the activation energy of the pair conductivity. This behavior should be contrasted with the single particle conductivity, Fig. 2(a). The latter is also activational, but its activation energy remains finite across the QPT. As a result, the pair tunneling is the dominant transport mechanism close to the QPT. (Notice that, if the pair tunneling is the dominant mechanism of the mode broadening, \( \gamma \), both the single-particle and the pair conductivity are proportional to \( t_0^2 \).

Equation (12) is not applicable in the quantum critical regime where \( T > \epsilon_1 \). In this case Eq. (11) yields conductivity which is a power-law in temperature

\[
\sigma \propto \frac{e^2}{\hbar} \frac{E J^2 E_1^2 T}{\gamma^6} \times \begin{cases} T & \text{for } T < \gamma, \\ \gamma & \text{for } T > \gamma. \end{cases} \tag{13}
\]

These power laws represent Gaussian exponents of the QPT. We do not attempt here to discuss if fluctuation corrections affect the critical exponents. The quantum critical regime extends above the \( T = 0 \) QPT point, Fig. 1, flanked by the lines \( T = \epsilon_1(U, T) \) on the left and \( \epsilon_1(U, T) = 0 \) on the right. The insulating phase crosses over into the SYK strange metal phase with the linear in \( T \) resistivity, at a temperature where the mean-field local pairing amplitude disappears \( \Delta(T) = 0 \). This temperature marks closing the gap in the single-particle spectrum due to the meltdown of the preformed Cooper pairs.

The insulating phase with a gap in the single-particle spectrum along with the preformed pairs and strong phase fluctuations between the pairs on different orbitals may be considered as a model of the pseudogap state. The SYK physics stems from the fact that the interaction energy between these orbitals is larger than their kinetic energy dispersion. In the array geometry it naturally leads to the linear in temperature resistivity at high enough temperature [27]. This is a particular case of the recently developed theory of the Plankian metal, which emerges as the high-temperature phase of a conducting system without coherent quasiparticles [27–32, 52, 53]. At the same time, the strange metal theory is infra-red incomplete. That is, there are many possible scenarios of the low-temperature phases that have a strange metal as their high-temperature limit [54–57]. The local orbital pairing phenomenology leads to the quantum Kuramoto model as its low-energy effective theory. The latter yields the insulating pseudogap phase with the activation resistivity and activation energy vanishing at the insulator to superconductor QPT.

We turn now to the superconducting side of the QPC. Here the ground state of each isolated grain is superconducting. The grains thus form the Josephson junction array with the inter-grain Josephson energy \( E J \sim t_0^2 / J \). Since the individual phases of \( N \) orbitals within each grain are locked \( \phi^{(r)} = \phi^{(r)} \), the grain’s charging energy is \( E_C = E_1 / N \ll E_J \). In other words, the effective electric capacitance of the whole grain is \( N \) times larger than the quantum capacitance of the single orbital.

By raising the temperature, the array undergoes the classical phase transition to the incoherent state at the critical temperature of the order of the Josephson energy \( E_J \). At temperatures higher than the Josephson energy but still below the superconducting energy gap, the phase coherence between the grains in the array is lost, while each grain in the array remains superconducting. Therefore the single particle transport is suppressed and the normal current is carried by incoherent Cooper pairs. It is thus denoted as Bose metal in Fig. 1.

In Bose metal regime the conductivity of the array can be calculated from the conductivity of a single junction with simple circuit theory rules. We thus evaluate the conductivity of one junction, considering the rest of the array as an effective dissipative medium. Within this approach an escape of a Cooper pair from a grain through \( (Z - 1) \) other junctions provides a mechanism for the loss of the phase coherence across the junction of interest. The single Josephson junction is governed by the action

\[
S_{JJ} = \int dt \left\{ \frac{\dot{\phi}^2}{2E_C} + E_J \cos(\phi) \right\}. \tag{14}
\]

The resulting equation of motion \( \ddot{\phi} = E_C E_J \sin(\phi) \) describes
dynamics of the superconducting phase of an isolated junction. For a junction embedded in the incoherent array, the equation of motion above is amended with the relaxation term and the corresponding Langevin noise

\[
\frac{(2e)^2}{E_C} \dot{\phi} + \sigma \dot{\phi} = (2e)^2 E_J \sin(\phi) + \xi(t).
\]  

(15)

The dissipation coefficient \(\sigma\) and the Langevin noise \(\xi\) are tied by the fluctuation-dissipation relation

\[
\langle \xi(t)\xi(t') \rangle = 2\sigma T \delta(t-t').
\]  

(16)

Consequently \(\sigma\) is identified with the Ohmic conductivity of the junction, which is in turn related to the circuit RC relaxation rate \(\gamma\) as \(\sigma = (2e)^2 \gamma / E_C\). The RC relaxation rate is given by a pair escape into the rest of the array evaluated in the Supplemental material [45] as \(\gamma = \sqrt{E_J} \). With this we obtain for the conductivity of the Bose metal

\[
\sigma \propto E_J / E_C \sim N \frac{t_0^2}{J^2}.
\]  

(17)

Parametrically it is the same as conductivity in the low temperature, \(T < t_0^2 / J\), Fermi liquid regime of the normal SYK array [27]. The physics, however, is very different and the Bose metal appears at higher temperature \(T \gtrsim E_J \approx t_0^2 / J\) and extends up to the in-grain critical temperature. The latter is determined by the condition \(g(T) = 16\Delta^2(U,T)/J = E_J / 2\), where the Kuramoto synchronization within the grain is lost. At higher temperature the array enters the quantum critical region described above, see Eq. (13) and Fig. 1.

In conclusion, we proposed an array of SYK+U grains as a microscopic model that reproduces some crucial parts of the high-\(T_c\) phase diagram. Despite simplicity of its Hamiltonian, the model exhibits a rather rich phenomenology. At zero temperature it features QPT between the insulating and the superconducting states, both induced by the Hubbard \(U\). The insulating phase reminds the pseudogap physics of preformed incoherent Cooper pairs, described by the quantum Kuramoto picture. The low-temperature resistivity here obeys the Arrhenius law with the activation energy, which smoothly goes to zero approaching the transition. At yet a higher temperature the Cooper pairs melt giving way to a non Fermi liquid metal with the linear in temperature resistivity. This feature qualitatively agree with a non-monotonous temperature dependence of resistance in the pseudogap phase observed in several experiments [4, 58, 59]. On the superconducting side of the transition, upon elevating temperature, the system goes into the Bose metal and eventually again to the non Fermi liquid metal. The latter phenomenology is relevant for Josephson arrays [14] and for other systems featuring superconductor – insulator transition, such as disordered superconducting films, where the transport of Cooper pairs provides the dominant charge transport channel [7, 9, 60, 61].
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SUPPLEMENTAL MATERIAL

A. Generating functional for exponential correlation functions

Here we provide detailed derivation of the phase correlation functions Eq. (8) of the main text. The imaginary time action for the Hamiltonian Eq. (7) reads

\[ S[\phi_i(\tau)] = \int_0^\beta d\tau \left[ \frac{1}{4E_1} \sum_{i=1}^N \phi_i^2 - \frac{g}{N} \sum_{i,j} \cos(\phi_i - \phi_j) \right]. \]

(18)

This is the action for \( N \) particles on the ring interacting by the cosine potential. We employ Hubbard-Stratonovich decoupling, introducing the order parameter field for the phase synchronization transition

\[ \rho = \frac{1}{N} \sum_{i=1}^N \langle e^{i\phi_i} \rangle, \]

(19)

which results in the following partition function

\[ Z = \int [D\tilde{\rho}^+, \rho^+] \exp [-NS[\tilde{\rho}^+, \rho^+]], \]

(20)

where

\[ S[\tilde{\rho}^+, \rho^+] = \frac{1}{g} \int d\tau \tilde{\rho}^+ \rho^+ - \ln Z_0[\tilde{\rho}^+, \rho^+], \]

(21)

\[ Z_0[\tilde{\rho}^+, \rho^+] = \int [D\phi^+] \exp \left[ -\int d\tau \left\{ \frac{\dot{\phi}^2}{4E_1} - (\tilde{\rho}^+ + \eta_i^\pm) \rho^{\pm\pm} - (\rho^+ + \eta_i^\pm) e^{i\phi} \right\} \right]. \]

(22)

To obtain the correlation function of the phase exponents at different sites, we introduce site-local source fields \( \tilde{\eta}_i^+, \eta_i^\pm \), thus obtaining the generating functional

\[ Z_\eta = \int [D\tilde{\rho}^+, \rho^+] \exp \left[ -\frac{N}{g} \int d\tau \tilde{\rho}^+ \rho^+ + \sum_{i=1}^N \ln Z_0[\rho, \eta_i] \right], \]

(23)

where

\[ Z_\phi[\rho, \eta_i] = \int [D\phi] \exp \left[ -\int d\tau \left\{ \frac{\dot{\phi}^2}{4E_1} - (\tilde{\rho}^+ + \eta_i^\pm) e^{i\phi} - (\rho^+ + \eta_i^\pm) e^{-i\phi} \right\} \right]. \]

(24)

Further we expand \( \ln Z_\phi \) up to quadratic order in \( \rho \) in the non-synchronized phase (\( \langle e^{i\phi} \rangle = 0 \)) to get

\[ \ln Z_\phi[\rho, \eta_i] \approx \ln Z_0 + \int d\tau d\tau' \left( e^{i\phi} e^{-i\phi'} \right) (\tilde{\rho}^+ + \eta_i^\pm)(\rho^{\pm\pm} + \eta_i^\pm), \]

(25)

where

\[ Z_0 = \int [D\phi] \exp \left[ -\int d\tau \frac{\dot{\phi}^2}{4E_1} \right]. \]

(26)

Note that \( Z_0 \) is the partition function of a free quantum rotor, hence it can be calculated exactly using the energy spectrum \( E_\ell = E_1 \ell^2 \), where \( \ell \) denotes \( z \)-projection of the angular momentum.

Going over to Matsubara frequency space, the total generating function can be written as

\[ Z_\eta = \int [D\tilde{\rho}, \rho] \exp \left[ -\sum_{\omega_n} \left\{ \tilde{\rho}(\omega_n) \left[ \frac{N}{g} - ND_0(\omega_n) \right] \rho(\omega_n) - D_0(\omega_n) \sum_{i=1}^N \tilde{\eta}_i(\omega_n) \eta_i(\omega_n) \right\} \right], \]

(27)
where \( D_0(\omega_n) \) denotes the on-site correlation function of phase exponents in the absence of Kuramoto interaction,

\[
D_0(\omega_n) = \left\langle T_\tau \left( e^{i\phi_i} e^{-i\phi_j} \right) \right\rangle_{\omega_n} = \frac{1}{N} \sum_{\ell=0}^{\infty} D_\ell(\omega) \left[ e^{-\frac{E_1}{\tau} \ell^2} - e^{-\frac{E_1}{\tau} (\ell+1)^2} \right].
\] (28)

where \( T_\tau \) denotes the time-ordering in the imaginary time \( \tau \),

\[
D_\ell(\omega) = \frac{2E_1 (2\ell + 1)}{\omega_n^2 + E_1^2 (2\ell + 1)^2}, \quad N = \sum_{\ell=-\infty}^{\infty} e^{-\frac{E_1}{\tau} \ell^2}.
\] (29)

The normalization factor \( N \) ensures the condition \( \left\langle e^{i\phi_i} e^{-i\phi_j} \right\rangle = 1 \).

At low temperatures, \( T \ll E_1 \), \( D_0(\omega_n) \) can be approximated by the term with \( \ell = 0 \),

\[
D_0(\omega_n) \approx \frac{2E_1}{\omega_n^2 + E_1^2}.
\] (30)

This approximation is used in the main text of the paper.

Integrating out the fields \( \bar{\rho}, \rho \), we obtain

\[
Z_\eta = \exp \left[ \sum_{\omega_n} \sum_{i,j} N \bar{\eta}(\omega_n) D_{ij}(\omega_n) \eta_j(\omega_n) \right],
\] (31)

where

\[
D_{ij}(\omega_n) = D_0(\omega_n) \delta_{ij} + \frac{1}{N} \frac{D_0^2(\omega_n)}{\omega_n^2 + E_1^2} - D_0(\omega_n).
\] (32)

Explicitly

\[
D_{ij}(\omega_n) = \frac{2E_1}{\omega_n^2 + E_1^2} \delta_{ij} + \frac{4E_1^2 g / N}{(\omega_n^2 + E_1^2)(\omega_n^2 + E_1^2)}.
\] (33)

Eq. (33) gives the correlation functions of phase exponents, according to

\[
\left\langle e^{i\phi_i} e^{-i\phi_j} \right\rangle_{\omega_n} = \frac{\partial^2 \ln Z[\bar{\eta}, \eta]}{\partial \bar{\eta}_i(\omega_n) \partial \eta_j(\omega_n)} = D_{ij}(\omega_n).
\] (34)

The second term in Eqs. (32), (33) diverges for \( \omega_n = 0 \) at the critical point \( g = E_1/2 \), although the critical fluctuations enter the correlation function on two different sites as a \( 1/N \) correction only. However, the following correlation function retains the critical behavior in the limit \( N \to \infty \)

\[
D(i\omega_n) = \frac{1}{N} \sum_{i,j} \left\langle e^{i\phi_i} e^{-i\phi_j} \right\rangle_{\omega_n} = \frac{2 E_1}{\omega_n^2 + E_1^2}.
\] (35)

This is exactly the correlation function of phase exponents in Eq. (9) of the main text of the paper with \( \epsilon_1 = \sqrt{E_1(E_1 - 2g)} \) given by Eq. (10) in the main text.

B. One particle Green function

The one particle Green function of the SYK+U model has been determined analytically in the limiting cases of low and high temperature in Ref. [24]. At high temperature, the Green function retains the form of the pure SYK model without the additional Hubbard interaction. At low temperature, the presence of Cooper pairs leads to the gap in the one particle excitation spectrum, which has been evaluated in Ref. [24] as

\[
\Delta_1 \approx 4 \sqrt{\eta_0} \frac{\Lambda^2}{\bar{J}}.
\] (36)
where $\Delta$ denotes the absolute value of the local Cooper pair amplitude given by the solution of the mean field equation. In contrast to the conventional BCS superconductor, the one-particle energy gap is strongly reduced due to the non-Fermi-liquid ground state of the underlying SYK model. The presence of the gap leads to the exponential decay of the one-particle Green function with the decay time $\tau_\Delta = 1/\Delta_1$

$$G(\tau) \approx -\left(\frac{8}{\pi}\right)^{1/4} \frac{e^{-|\tau|/\tau_\Delta}}{\sqrt{J|\tau|}} \text{sgn}(\tau). \quad (37)$$

For further calculations we adopt simplified form of the one-particle Green functions, replacing the decay on the time-scale $\tau_\Delta$ by a hard cutoff. With that approximation, the imaginary time one particle Green function at zero temperature reads

$$G(\tau) = -\left(\frac{8}{\pi}\right)^{1/4} \frac{\text{sgn}(\tau)}{\sqrt{J|\tau|}} \theta(\tau_\Delta - |\tau|), \quad (38)$$

where $\theta(\tau_\Delta - |\tau|)$ denotes the Heaviside step function.

### C. Inter-grain Josephson coupling

In this subsection we present the approximate evaluation of the Josephson coupling between two SYK+U grains. The diagram for the interaction between the superconducting order parameters in the two grains is shown in Fig. 3. The corresponding analytic expression in imaginary time action is given by

$$S_{\Delta\Delta} = \int \! d\tau d\tau' \frac{t_0^2}{N} \sum_{i,j} \Delta_{ri}(\tau) \Delta_{r'j}(\tau') \int \! dt_1 d\tau_2 G(\tau - \tau_1)G(\tau_1 - \tau')G(\tau - \tau_2)G(\tau_2 - \tau') + c.c. $$

$$= \frac{1}{N} \sum_{i,j} \int \! d\tau d\tau' \bar{\Delta}_{ri}(\tau) \Delta_{r'j}(\tau') (P(\tau, \tau'))^2 + c.c., \quad (39)$$

where we defined

$$P(\tau, \tau') = t_0 \int \! d\tau_1 G(\tau - \tau_1)G(\tau_1 - \tau'). \quad (40)$$

Evaluation of the integral in Eq. (40) using the approximate Green functions Eq. (38) results in

$$P(\tau, \tau') = \left(\frac{8}{\pi}\right)^{1/2} \frac{t_0}{J} \left[ \pi - 4\text{arsinh} \left( \sqrt{\frac{\tau_\Delta - |\tau - \tau'|}{|\tau - \tau'|}} \right) \theta(\tau_\Delta - |\tau - \tau'|) - 2 \left[ \text{arcsin} \left( \sqrt{\frac{\tau_\Delta}{|\tau - \tau'|}} \right) - \arctan \left( \frac{|\tau - \tau'\prime| - \tau_\Delta}{\tau_\Delta \tau} \right) \theta(|\tau - \tau'\prime| - \tau_\Delta) \theta(2\tau_\Delta - |\tau - \tau'|) \right] \right]. \quad (41)$$

Taking into account that the integration kernel depends only logarithmically on the difference $\tau - \tau'$ with maximum at small time-differences, we can write the action Eq. (39) for $\Delta(\tau)$ varying at the time-scale much larger than $\tau_\Delta$ in the approximately local form. Substituting Eq. (41) into Eq. (39), performing the integration over the time-difference $\tau - \tau'$, and using the definition $\tau_\Delta = 1/\Delta_1 = \frac{\tau_0}{\sqrt{v sanit}}$, we obtain

$$S_{\Delta\Delta} \approx 3.7 \frac{t_0^2}{NJ\Delta^2} \int \! d\tau \sum_{i,j} \bar{\Delta}_{ri}(\tau) \Delta_{r'j}(\tau) + c.c. \quad (42)$$

![Fig. 3. Vertex diagram for the Josephson coupling between the grains $r$ and $r'$. Solid lines denote one-particle Green functions in the grain $r$, dashed lines denote the one-particle Green functions in the grain $r'$. The circles denote the superconducting amplitudes $\Delta$.](image-url)
Finally, separating the superconducting order parameter at each site of each SYK+U grain into the constant mean field amplitude and fluctuating phase, $\Delta n = \Delta e^{i \phi_n(\tau)}$, we can represent Eq. (42) in the form of the action for the Josephson junction

$$S_{JJ} = \frac{E_J}{N} \int d\tau \sum_{i,j} \cos(\phi_{ri} - \phi_{r'i})$$

where the Josephson energy is obtained as

$$E_J \approx 3.7 \frac{n}{J}$$

(D. Resonant Cooper pair tunneling)

In this section we calculate tunneling contribution to the broadening of the Cooper pair resonant state (the Cooperon) at the energy $\epsilon_1$. The broadening of the Cooper pair resonance is calculated using the Dyson equation for the propagator of the phase correlations, which is represented by diagrams in Fig. 4.

![Diagram](image)

FIG. 4. Diagrammatic Dyson equation for Cooperon. Thin wavy lines denote the naked correlation functions of the phase exponents $D_0(\omega)$, thick wavy lines denote the dressed correlations functions $D(\omega)$.

The boxes in Fig. 4 correspond to the Josephson couplings given by Eq. (44). The thin wavy lines denote the correlation function of phase exponents in the isolated grain without the broadening, which are obtained by the analytic continuation of Eq. (35) to real frequencies $i\omega_n \rightarrow \omega + i\gamma$

$$D^R(\omega) = -\frac{2E_1}{\omega^2 - \epsilon_1^2 + i\gamma}$$

where $\epsilon_1 = \sqrt{E_1(E_1 - 2g)}$. The thick wavy lines in Fig. 4 denote the correlator of the phase exponents with the self-consistently determined broadening due to the escape of the Cooper pair from the grain. The analytic expression corresponding to Fig. 4 reads

$$D^R(\omega) = D^R_0(\omega) + ZE^2 J D^R_0(\omega) \big(D^R(\omega)\big)^2$$

where $Z$ denotes the coordination number of the array.

The formal solution of Eq. (46) can be written as

$$D^R(\omega) = \frac{1 - \sqrt{1 - 4ZE^2 J D^R_0(\omega)^2}}{2ZE^2 J D^R_0(\omega)}$$

Substituting the explicit form Eq. (45) in Eq. (47), we obtain

$$D^R(\omega) = -\frac{4E_1}{\omega^2 - \epsilon_1^2 + i\sqrt{16ZE^2 J E_1^2 - (\omega^2 - \epsilon_1^2)^2}}$$

for $|\omega^2 - \epsilon_1^2| < 4\sqrt{ZE} E_1$. Therefore, due to the escape of Cooper pairs, the resonant state at the energy $\epsilon_1$ broadens into the semi-circular band. For $|\omega - \epsilon_1| \ll \epsilon_1$ we approximate

$$D^R(\omega) \approx -\frac{2E_1/\epsilon_1}{\omega - \epsilon_1 + i\left(2\sqrt{ZE} E_1/\epsilon_1\right)}$$

For the calculation of conductivity represented in the next Section, we use the simplified expression

$$D^R(\omega) = -\frac{4E_1}{(\omega + i\gamma)^2 - \epsilon_1^2}.$$
Comparison of Eqs. (49) and (50) for $\gamma \ll \epsilon_1$ and $\omega \approx \epsilon_1$ allows identification

$$\gamma \approx \frac{2 \sqrt{ZE_j E_1}}{\epsilon_1}. \tag{51}$$

The solution Eq. (51) is valid for $\epsilon_1 \gg Z^{1/4} \sqrt{E_j E_1}$. This condition is realized at small $E_j$ in the insulating regime with thermally activated conductivity (see the main text of the paper).

To evaluate the broadening $\gamma$ close to the critical point for $\epsilon_1 \ll Z^{1/4} \sqrt{E_j E_1}$, we consider the equality between Eqs. (48) and (50) at $\epsilon_1 = 0$, which results in

$$\omega^2 + i \sqrt{16ZE_j^2 E_1^2} - \omega^4 = 2(\omega^2 + 2i\omega - \gamma^2). \tag{52}$$

To estimate a typical value of $\gamma$ at low frequencies $\omega < 2Z^{1/4} \sqrt{E_j E_1}$, we choose $\omega$ such that the solution for $\gamma$ is real. Then we obtain from Eq. (52)

$$\gamma = Z^{1/4} \sqrt{2E_1 E_j / 3} \tag{53}$$

at $\omega = \sqrt{2}\gamma$. At different values of $\omega$, $\gamma$ acquires an imaginary part, which corresponds to the real part of the self-energy. However, due to the continuity of $\gamma$ as a function of frequency, we accept Eq. (53) as an estimation of the level broadening at all frequencies for low values of $\epsilon_1$, in particular, in the quantum critical regime.

E. Pair conductivity in the Kuramoto-Josephson array model

Here we calculate the conductance between the two Kuramoto grains coupled by the Josephson coupling $E_j$. Assuming that the quantum coherence is lost after a single act of the inter-grain tunneling, the conductivity of the array is obtained form the conductivity of the single junction using the electric circuit theory. The action for two Kuramoto grains reads

$$S[A, \phi] = \int_0^\beta d\tau \sum_{r=1,2} \left[ E_1 \sum_{i=1}^N \delta^2 \phi_{ri}^2 - \frac{g}{N} \sum_{i,j} \cos(\phi_{ri} - \phi_{rj}) \right] - \frac{E_j}{N} \sum_{i,j} \int_0^\beta d\tau \cos(\phi_{ri} - \phi_{rj} - 2eA(\tau)).$$

Here the source vector potential $A(\tau)$ is introduced in such a way that is creates the voltage difference between the two grains ($A = \nu \tau$ corresponds to a constant voltage $\nu$ between the grains). The partition function is given by

$$Z[A] = \int D[\phi_{ri}] e^{-S[A, \phi]} \tag{54}$$

The conductivity is calculated as the response to the source vector potential

$$\sigma = -\lim_{\omega \to 0} \text{Im} Q(\omega) / \omega. \tag{55}$$

Here $Q(\omega)$ is the retarded response function, which is obtained by analytic continuation to real frequencies of the derivative with respect to the source vector potential

$$Q(i\omega_n) = \frac{\delta^2 \ln Z[A]}{\delta A(i\omega_n) \delta A(-i\omega_n)} \bigg|_{A=0} = \int d\tau \frac{\delta^2 \ln Z[A]}{\delta A(\tau) \delta A(0)} \bigg|_{A=0} e^{-i\omega_n \tau} \bigg|_{A=0} \tag{56}$$

The derivatives with respect to the source vector potential generate correlation functions of phase exponents, which are given by the following expressions

$$\sum_j e^{i\phi_{ri}(\tau)} = 0, \tag{57}$$

$$\sum_{j,r} e^{i\phi_{jr}(\tau)} e^{-i\phi_{r'j}(0)} = N\mathcal{D}(\tau)\delta_{r,r'}. \tag{58}$$

where the Fourier-transform of $\mathcal{D}(\tau)$ is given by Eq. (35). After taking the derivatives and performing the Fourier transform to Matsubara frequencies, we obtain the analytic expression for the response function $Q(i\omega_n)$ in the form

$$Q(i\omega_n) = (2e)^2 E_j^2 \sum_{\Omega_n} \mathcal{D}(i\Omega_n + i\omega_n) \mathcal{D}(i\Omega_n) = \frac{(2e)^2 E_j^2}{2\pi i} \int_{-\infty}^{\infty} \frac{dx}{e^x - 1} \left[ \mathcal{D}(x - \mathcal{D}(x)) \left[ \mathcal{D}(x + i\omega_n) + \mathcal{D}(x - i\omega_n) \right] \right], \tag{59}$$
where, according to Eq. (50)

$$D^R(x) = \frac{-4E_1}{(x - \epsilon_1 + iy)(x + \epsilon_1 + iy)}.$$  \hspace{1cm} (60)

FIG. 5. Integration contour in the complex plane \(i\Omega_n \rightarrow z\) for calculation of the AL response \(Q(i\omega_n)\) in Eq. (59). Dashed lines denote the branch cuts.

The response function \(Q(i\omega_n)\) is calculated by the analytic continuation of the Matsubara frequency \(i\Omega_n\) to the complex plane as shown in Fig. 5. Expanding up to the linear term in \(i\omega_n\), we obtain

$$Q(i\omega_n) \approx (2e)^2 E_j^2 i\omega_n \int_{-\infty}^{\infty} \frac{dx}{e^x - 1} \left(D^R(x) - D^A(x)\right) \partial_x \left(D^R(x) - D^A(x)\right) = (2e)^2 E_j^2 i\omega_n \int_{-\infty}^{\infty} \frac{dx}{8T \text{ sinh}^2 \left(\frac{x}{2T}\right)} \left(D^R(x) - D^A(x)\right)^2,$$

Finally, performing the analytic continuation to real frequency \(i\omega_n \rightarrow \omega + i\omega\) and using Eq. (55), we obtain the expression for the conductivity (here we restore \(h = \hbar/(2\pi)\))

$$\sigma = -(2e)^2 E_j^2 \int_{-\infty}^{\infty} \frac{dx}{8T \text{ sinh}^2 \left(\frac{x}{2T}\right)} \left(D^R(x) - D^A(x)\right)^2 = \frac{(2e)^2 E_j^2 \gamma E_1^2}{h} \frac{\gamma}{T^5} \int_{-\infty}^{\infty} \frac{dy}{\text{ sinh}^2 y} \frac{y^2}{\left[\left(y^2 - \frac{\epsilon_1^2}{4T^2} - \frac{y^2}{2T^2}\right)^2 + \frac{\gamma^2}{2T^2}\right]^2}.$$  \hspace{1cm} (62)

In the insulating phase at low temperatures, \(\gamma \ll \epsilon_1\), Eq. (62) can be approximated by taking the most singular part of the residue

of the second order poles, which results in Eq. (11) in the main text of the paper (here we restore \(h = \hbar/(2\pi)\))

$$\sigma_{AL} \approx \frac{(2e)^2}{h} \frac{8\pi E_j^2 E_1^2}{\gamma (\epsilon_1^2 + \gamma^2) T} e^{-\epsilon_1/T}. \hspace{1cm} (63)$$

Close to the quantum phase transition, for \(\epsilon_1 \ll \gamma\) the dissipation-induced broadening cuts off the divergence in Eq. (63) for \(\epsilon_1 \rightarrow 0\). Evaluation of the integral in Eq. (62) in the quantum critical regime \(\epsilon_1/T \ll 1\) gives

$$\int_{-\infty}^{\infty} \frac{dy}{\text{ sinh}^2 y} \frac{y^2}{\left[\left(y^2 - \frac{\epsilon_1^2}{4T^2} - \frac{y^2}{2T^2}\right)^2 + \frac{\gamma^2}{2T^2}\right]^2} \approx 2 \int_{0}^{1} \frac{dy}{\left[\left(y^2 - \frac{\epsilon_1^2}{4T^2} - \frac{y^2}{2T^2}\right)^2 + \frac{\gamma^2}{2T^2}\right]^2} \approx \frac{2(2T/\gamma)^8}{15(2T/\gamma)^7}, \text{ for } T/\gamma \ll 1,$$

which results in the approximate temperature dependence of the conductivity provided in the main text of the paper

$$\sigma_{AL} \propto \frac{e^2 E_j^2 E_1^2 T}{h \gamma^5} \begin{cases} T \text{ for } T/\gamma \ll 1, \\ \gamma \text{ for } T/\gamma \gg 1. \end{cases} \hspace{1cm} (64)$$
F. Escape rate of a Cooper pair in the incoherent JJ-array

The array of Josephson junctions is determined by the conventional Hamiltonian

$$H_{JJ} = \frac{E_C}{2} \sum_r \delta^2_{\phi_r} - E_J \sum_{r,r'} \cos(\phi_r - \phi_{r'}),$$  \hspace{1cm} (65)

where the sum runs over the nearest neighbor grains. The regime of the incoherent Josephson array is characterized by the relation $T \gg E_J \gg E_C$, where $T$ denotes the temperature, $E_J$ is the Josephson energy, and $E_C$ is the charging energy of a single superconducting grain. In that regime, each grain has a well defined local superconducting order, although the phases of different grains are uncorrelated due to large temperature fluctuations. It is then reasonable to adopt a set of isolated grains at finite temperature as a zero approximation and treat the Josephson coupling as a perturbation. The eigenstates of the isolated single superconducting grain. In that regime, each grain has a well defined local superconducting order, although the phases of different grains are uncorrelated due to large temperature fluctuations. It is then reasonable to adopt a set of isolated grains at finite temperature as a zero approximation and treat the Josephson coupling as a perturbation. The eigenstates of the isolated grain are quantized according to the angular momentum $\ell$ canonically conjugated to the superconducting phase $\phi$ (physically those states correspond to a fixed number of Cooper pairs in the grain). At high temperature, each grain is in the mixed state that is characterized by the diagonal density matrix determined by the thermodynamic Boltzmann distribution

$$P_T = \frac{\exp[-E_C\ell^2/(2T)]}{N},$$  \hspace{1cm} (66)

where the normalization

$$N = \sum_{E=-\infty}^{\infty} e^{-E^2/(2T)} \approx \sqrt{\frac{2\pi T}{E_C}}.$$  \hspace{1cm} (67)

The Josephson coupling acts as a hopping amplitude for Cooper pairs between neighbor grains. Because the superconducting phases of different grains are uncorrelated, the escape of a Cooper pair from the grain results in the relaxation of the superconducting phase.

In this section we estimate the escape rate of a Cooper pair from a grain as the broadening of the angular momentum energy levels. The latter can be evaluated self-consistently, using the Dyson equation (see Fig. 4). For the retarded Green function of the angular momentum $\ell$, the Dyson equation reads

$$D^R_\ell(\omega) = D^R_\ell(\omega) + D^R_\ell(\omega)E^2_JZ \sum_{\ell'} P_{\ell'} D^R_{\ell'}(\omega) D^R_\ell(\omega)$$  \hspace{1cm} (68)

Here $D^R_\ell(\omega) = (\omega - \delta_\ell + i\omega)^{-1}$ denotes the retarded Green function of the single superconducting grain in the excited state with the angular momentum $\ell$, $\delta_\ell = E_C(\ell + 1/2)$, and $Z$ denotes the coordination number. The function $D^R_\ell(\omega)$ is easily obtained from Eq. (29) by the replacement $E_1 \rightarrow E_C/2$. $P_{\ell}$ denotes the probability of a grain to be thermally activated in the state with the angular momentum $\ell'$ as given by Eq. (66). Assuming for the exact Green function in the form

$$D^R_\ell(\omega) = \frac{1}{\omega - \delta_\ell + i\gamma}$$  \hspace{1cm} (69)

one obtains from Eq. (68) the self-consistency condition for $\gamma$, which reads

$$1 = E^2_JZ \sum_{\ell} \frac{P_{\ell}}{\delta_\ell^2 + \gamma^2}.$$  \hspace{1cm} (70)

Substituting explicit expressions $P_{\ell} = \sqrt{\frac{E_C}{2\pi T}} \exp[-E_C\ell^2/(2T)]$, $\delta_\ell = E_C(\ell + 1/2)$, we estimate the sum in Eq. (70) in the high-temperature regime $E_C/T \ll 1$ replacing it by the integral, thus obtaining

$$1 \approx \frac{ZE_J^2}{\sqrt{2\pi E_C T}} \int dx \frac{\exp[-x^2/(2E_CT)]}{x^2 + \gamma^2} = \frac{\sqrt{\pi}ZE_J^2}{\sqrt{2E_C T} \gamma} \exp \left( \frac{\gamma^2}{2E_C T} \right) \text{erfc} \left( \frac{\gamma}{\sqrt{2E_C T}} \right),$$  \hspace{1cm} (71)

where erfc($x$) denotes the complementary error function. Finally, we represent the self-consistent equation for the level broadening in the form

$$\gamma = \frac{\sqrt{\pi}ZE_J^2}{\sqrt{2E_C T}} \exp \left( \frac{\gamma^2}{2E_C T} \right) \text{erfc} \left( \frac{\gamma}{\sqrt{2E_C T}} \right).$$  \hspace{1cm} (72)
Eq. (72) can be solved explicitly in the two limit cases using the asymptotic behavior
\[
\exp\left(x^2\right) \text{erfc}(x) \approx \begin{cases} 
\frac{1}{\sqrt{\pi x}}, & \text{for } x \gg 1, \\
1, & \text{for } x \ll 1.
\end{cases}
\] (73)

We obtain
\[
\gamma \approx \frac{\sqrt{\pi} E_j^2}{\sqrt{2E_C T}}, \quad \text{for } E_j^2 \ll E_C T,
\] (74)
\[
\gamma \approx \sqrt{\pi} E_j, \quad \text{for } E_j^2 \gg E_C T.
\] (75)

G. Conductivity in the incoherent Josephson array

In this section we evaluate the temperature dependence of conductivity for the incoherent Josephson array at temperatures much exceeding the superconducting transition temperature \(T \gg E_J\). We adopt the picture of the array as an electric circuit of Josephson junctions, for which the total conductivity can be calculated from the conductivity of a single junction using circuit theory rules. Therefore, the temperature dependence of the total conductivity is determined by that of the single Josephson junction. The dynamics of the relative superconducting phase of the Josephson junction is governed by the action
\[
S_{JJ} = \int dt \left\{ \frac{C \dot{\phi}^2}{2(2e)^2} + E_J \cos(\phi) \right\},
\] (76)
where \(C\) denotes the capacitance of the junction related to the charging energy in Eq. (65) by \(E_C = (2e^2)/C\). For a Josephson junction embedded in the incoherent Josephson array, the equation of motion for the superconducting phase should be supplemented by terms describing the dissipation and thermal noise, so that the phase dynamics is governed by the Langevin equation
\[
C \ddot{\phi} + \sigma \dot{\phi} = (2e)^2 E_J \sin(\phi) + \xi(t).
\] (77)
Here \(\sigma\) introduces the phase relaxation and \(\xi(t)\) is the Langevin source related to the relaxation by the fluctuation-dissipation relation
\[
\langle \xi(t)\xi(t') \rangle = 2\sigma T \delta(t - t').
\] (78)
Taking into account the relations between the phase \(\phi\), the voltage \(v\), and the total charge of the grain \(Q\), \(\phi = 2ev, Q = Cv\), Eq. (77) can be rewritten in form of the prominent resistively and capacitively shunted junction (RCSJ)
\[
I_C + I_R + I_S = \xi(t)/(2e),
\] (79)
where \(I_C = C\ddot{\phi} = \frac{C}{2e^2} \dot{\phi}\), \(I_R = v/R = \frac{e}{2e} \dot{\phi}\), and \(I_S = -2eE_J \sin(\phi)\). Here we assume that the phase coherence of a Cooper pair is lost along any indirect path connecting the two grains of the junction. Therefore, the escape of a Cooper pair into the rest of the array acts as the source of the resistive current \(I_R\). For the current-biased RCSJ, rhs of Eq. (79) should be amended with the external current
\[
I_C + I_R + I_S = \xi(t)/(2e) + I,
\] (80)
In turn, the external dc current can be eliminated from RCSI equation Eq. (80) by stepping back to the representation in terms of phase variables and performing the gauge transformation \(\phi \rightarrow \phi + 2evt\), where \(v = I/\sigma\). This transformation reveals \(\sigma\) as the conductivity of the RCSI junction. After the gauge transformation the equation of the current biased RCSI junction becomes
\[
I_C + I_R + \tilde{I}_S = \xi(t)/(2e),
\] (81)
where \(\tilde{I}_S = -2eE_J \sin(\phi + 2evt)\). The relation of the parameter \(\sigma\) to the escape rate of a Cooper pair out of the junction into the rest of the array can be clarified by considering the time derivative of Eq. (81). Using the relations \(I_R = \frac{e}{2e} \dot{\phi} = \frac{e}{2e} I_C\), one represents the equation for the time-derivative of the current in the form
\[
\dot{I_C} + \dot{\tilde{I}_S} = -\frac{\sigma}{C} I_C + \frac{1}{2e} \dot{\xi}(t).
\] (82)
After averaging over the thermal fluctuations for temperatures much larger than the superconducting transition temperature in the array, \(T \gg E_J\), one can neglect the contribution of the superconducting current, and obtain the equation for the dynamics of the \(RC\) junction
\[
\dot{I_c} = -\frac{\sigma}{C} I_c.
\] (83)
Therefore, the parameter $C/\sigma$ constitutes the time constant of the $RC$ junction, which in our case should be associated with the escape rate $\gamma$ of a Cooper pair out of the grain into the rest of the array, $\gamma = \sigma/C$. The parameter $\gamma$ is determined by Eq. (72). Finally, using the relation between the capacitance and the charging energy, $E_C = (2e)^2/C$, we obtain

$$\sigma \sim \frac{ZE_j^2}{E_C^{3/2} \sqrt{T}}, \text{ for } E_j^2 \ll E_C T,$$

$$\sigma \sim \sqrt{ZE}/E_C, \text{ for } E_j^2 \gg E_C T.$$