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Abstract—Learning the similarity between images constitutes the foundation for numerous vision tasks. The common paradigm is discriminative metric learning, which seeks an embedding that separates different training classes. However, the main challenge is to learn a metric that not only generalizes from training to novel, but related, test samples. It should also transfer to different object classes. So what complementary information is missed by the discriminative paradigm? Besides finding characteristics that separate between classes, we also need them to likely occur in novel categories, which is indicated if they are shared across training classes. This work investigates how to learn such characteristics without the need for extra annotations or training data. By formulating our approach as a novel triplet sampling strategy, it can be easily applied on top of recent ranking loss frameworks. Experiments show that, independent of the underlying network architecture and the specific ranking loss, our approach significantly improves performance in deep metric learning, leading to new the state-of-the-art results on various standard benchmark datasets.
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1 INTRODUCTION

Learning visual similarities is essential for a wide variety of applications in computer vision, e.g., image retrieval [1, 2, 3], zero-shot learning [4, 5], human pose estimation [6, 7, 8, 9] or face verification [10, 11]. Deep metric learning (DML) [8, 10, 11] is currently the main paradigm for learning similarities between images. A deep neural network learns an embedding space which maps related images onto nearby encoding vectors and unrelated ones far apart. The main challenge is then not just maximizing generalization performance from a training to an independent and identically distributed test set. Rather, DML typically aims at transfer learning, i.e., discovering an embedding that is also applicable for differently distributed test data. A typical example is training and test data that exhibits entirely different classes. This degree of generalization is significantly more demanding. It requires to learn visual characteristics that generalize well and likely transfer to unknown object classes. Current DML approaches are mostly trained using variants of triplet losses [3, 10, 11]. Two samples of a triplet, the anchor and positive, are pulled together in the embedding space, while pushing away a third one, which acts as a negative. The task is then typically framed as learning only the characteristics which separate the classes while being invariant to all those shared across classes. The underlying assumption is that features that discriminate between training classes will also help to separate between arbitrary other test classes. However, as these features accurately circumscribe each training class, it is unlikely that they will generalize to novel classes, cf. Fig. 1. Therefore, to learn a metric that generalizes, we need to find a complementary source of features in our data.

Additionally to the class-specific discriminative features, we propose to explicitly learn those so far neglected characteristics that are shared across samples of various training classes. Since such features are of more general nature, they are more likely to generalize to unseen test classes. Therefore we develop a strategy to learn such shared features without the need for extra supervision or additional training data. Our approach is formulated as a novel triplet sampling strategy which explicitly leverages triplets connecting images from mutually different classes. Consequently, it can be easily employed by any ranking loss framework.

Our main contributions which extend the idea of our earlier work [12] are summarized as follows: (i) We introduce the concept of shared characteristics into DML on a more general level and analyze its importance for successful DML generalization. To this end, (ii) we examine how standard discriminative approaches suffer from impaired generalization capabilities and show how shared features help to alleviate these issues while providing a complementary training signal; (iii) we propose a novel and simple method to effectively learn shared characteristics without the need for extra data or annotations and, further, overcome the

* Indicates equal contribution.
shortcomings of our previous heuristic-based approach; (iv) we present an effective strategy for incorporating the learning of shared characteristics into classic discriminative ranking loss frameworks, thereby strongly boosting generalization performance. Experiments using different ranking losses and architectures on standard DML benchmarks show consistent improvements over the state-of-the-art. We further investigate our model and its generalization ability using ablation studies.

2 Related Work

Ranking losses: Triplet loss \[10\] has become the standard for deep metric learning in recent years. Several works have proposed methods that go beyond triplets, searching for a more global structure \[1, 4, 5, 11, 15, 16, 17\]. For example, Song et al. \[4\] proposed a loss to exploit all negatives in the batch. ProxyNCA \[1\] optimizes with reference to class proxies, thus reducing the complexity problem. Most of the research in the field, however, focuses on optimizing the efficiency of triplets sampling, e.g. by selecting informative negatives \[3, 10, 18, 19\] or generating them \[2, 20, 21\]. Most effectively, Wu et al. \[3\] propose to sample negatives uniformly from the whole range of possible distances to the anchor. Zheng et al. \[21\] uses linear interpolation to produce negatives closer to the anchor.

Ensemble methods: Another line of research is searching for an effective way to combine multiple encodings in ensembles \[22, 23, 24\]. Opitz et al. \[22\] trains many encoding spaces using the same discriminative task while reducing their mutual information. DREMIL \[25\] partitions the label space into subsets by means of whole classes and learns independent encoders optimizing the same standard label-based DML task. In contrast, our approach does not represent an ensemble method, as we optimize dedicated encoders for inherently different tasks: standard discriminative DML and learning complementary shared characteristics. A novel line of research has been introduced by Lin et al. \[2\] which proposes to explicitly learn the intra-class variance by training a generative model in parallel to the embedding space. Differently from \[2\], we directly learn characteristics shared across classes and not only the distribution over the classes. Further, we do not have to revert to a costly generative model, but use standard triplet formulations which can be naturally integrated into standard ranking loss frameworks.

Multi-task learning: The general topic of multi-task learning \[26, 27\] aims at simultaneously learning multiple classifiers on different semantic concepts and/or datasets, thus sharing a similar motivation with our approach. However, compared to Battarai et al. \[26\] we require no additional training data and costly extra annotations as we learn shared features solely from the training data already used for the discriminative task. Pu et al. \[27\] train individual classifiers for groups of whole categories. Our concept of shared features operates on individual samples. Hence, we are able to learn features which are only shared between some samples of different classes which is much more flexible.

3 Approach

In this section, we propose a method to extend the generalization ability of existing metric learning frameworks by incorporating features that are shared across classes. After defining classical discriminative metric learning, we discuss the rationale behind shared features and how to learn them. Finally, we present how to best incorporate discriminative and shared features in one model.

3.1 Discriminative metric learning

Let \(f_1 := f(x_i, \theta) \in \mathbb{R}^N\) be a \(N\)-dimensional feature representation of a datapoint \(x_i \in \mathcal{X}\) parametrized by \(\theta\). The objective is to find a monotonically increasing loss function \(d = d(\phi_i, \phi_j)\) and far from each other if they are dissimilar. Typically \(d\) is the euclidean distance and we define \(d_{ij} := \|\phi_i - \phi_j\|_2\). Moreover, \(f(x_i, \theta)\) is represented as the output of a feature extractor network and \(\phi\) is realized as an encoder network (typically a subsequent fully connected layer) with its output normalized to a unit hypersphere \(S^D\) (i.e. \(\|\phi\|_2 = 1\)) for regularization purposes \[10\].

The most widely adopted class of training objectives for learning \(\phi\) are ranking losses \[3, 10, 17, 25\] with the triplet loss \[10\] being its most prominent representative. It is formulated on triplets of datapoints \(t = \{x_i, x_j, x_k\}\) as

\[
\mathcal{L}(t; \phi) = \mathcal{L}(x_i, x_j, x_k; \phi) = \max(0, d_{ij}^2 - d_{ik}^2 + \alpha)
\]

where \(x_i\) is called the anchor, \(x_j\) the positive and \(x_k\) the negative sample. In supervised metric learning, \(x_i\) and \(x_j\) are sampled from the same class (i.e. \(y_{ij} = 1\)) and \(x_k\) from another class (i.e. \(y_{ik} = 0\)). Thus, by optimization on the set of triplets \(T_X := \{x_i, x_j, x_k\} \in \mathcal{X}^3 : y_{ij} = 1 \land y_{ik} = 0\}\), metric learning is framed as a discriminative task. Intuitively \(\mathcal{L}(t; \phi)\) imposes a relative ordering on the distances \(d_{ij}, d_{ik}\) within \(t\), pushing \(x_i\) closer to \(x_j\) than \(x_k\) by at least a fixed margin \(\alpha\). While variants \[1, 3, 11\] of the triplet loss have been successfully combined with different triplet sampling strategies \[3, 10, 20, 21\], the underlying paradigm of strictly following the user provided class labels imposed on the training data remains unchanged.

3.2 Shared characteristics for improved generalization of DML

In DML, ranking losses, such as Eq. \[1\] enforce mutual similarity of samples from the same training class and dissimilarity to others. Provided a large number of training classes, each class will be accurately separated from all others. This contracts training categories in the embedding space and separates them from one another, as can be seen in Fig. \[1\] While such accurate models are beneficial for generalizing from training to i.i.d. test data, transfer to entirely novel classes is significantly more challenging and asks for additional information. Now, which complementary, so far unused information can we exploit without reverting to additional training data or extra annotations? The class-discriminative task ideally seeks commonalities shared by all samples in a class that separate them from the other classes.
A representation that generalizes to different, unknown classes calls for features that are not just discriminative. They should also be shared by different training classes so they are likely to transfer to and reoccur in unknown classes. However, simply merging classes and subsequently learning to separate these super-classes would not be complementary to the existing representation from the class-discriminative task. Moreover, individual classes already have a large intra-class variability. Learning a common representation for even more heterogeneous super-classes would, therefore, be only more difficult and prone to noise. In contrast, we could learn complementary features that are shared across subsets of different classes while still separating from other subsets. Such a representation would be (i) complementary to the class-discriminative one, since discrimination is between subsets of the original classes and (ii) more likely to transfer, since its features are already shared across classes. However, this directly raises the question of finding such subsets without supervision on what is shared between which subsets. We will now first discuss a grouping-based approach for learning shared features between the training samples in \( \mathcal{X} \) before presenting a more direct and simple solution.

**Learning shared features by grouping** The prevailing learning strategy in absence of supervision is that of clustering-based methods \([6, 30, 31]\). Given a feature representation \( f \), the training data \( \mathcal{X} \) is partitioned into \( L \) groups \( \mathcal{G}_l \), \( l \in 1, \ldots, L \). Mutual closeness of group members due to similar feature representations indicates that these members share certain characteristics. Consequently, discriminating groups \( \mathcal{G}_l \) from another encourages the model to learn about these shared group characteristics and the corresponding features that distinguishes different groups. Thus, we can formulate the learning objective as minimization of a standard discriminative ranking loss, such as Eq. [1] on triplets defined based on the assignment of samples \( x_i \) to groups \( \mathcal{G}_l \) \([12]\), i.e. triplets \( t^{G_l} \in \mathcal{T}_{X}^{G_l} := \{ (x_i, x_j, x_k) \in \mathcal{X}^3 : y_{ij}^{G_l} = 1 \land y_{ik}^{G_l} = 0 \} \). Here \( y_{ij}^{G_l} = 1 \) denotes samples \( x_i, x_j \) belonging to the same group \( \mathcal{G}_l \) and \( y_{ij}^{G_l} = 0 \) indicates \( x_i, x_j \) to come from different groups \( \mathcal{G}_l; \mathcal{G}_m; l \neq m \).

Unfortunately, clustering-based models are typically strongly biased to learn class-specific structures \([30]\), since images from the same class share many common (class-)properties and thus are likely to be assigned to similar groups. Consequently, in order to learn features which are complementary to the class-discriminative task, we first have to reduce the influence of class characteristics. For this purpose, we perform a per-class feature standardization before grouping our data \( \mathcal{X} \): For each ground-truth class \( c \in \mathcal{C} \) we compute the mean \( \mu_c \) and the diagonal of the covariance matrix \( \sigma_c \) based on the features \( f_i \) of samples \( x_i \in \mathcal{X} \) belonging to class \( c \). To obtain a grouping \( \mathcal{G}_l \), we next apply a clustering algorithm like K-Means \([32]\) on the standardized features \( f_i = \frac{f_i - \mu_c}{\sigma_c} \), thus reducing the impact of class-specific information on the feature representations before grouping as presented in our earlier work \([12]\).

**Explicit inter-class triplet constraints.** The just described procedure enables learning of characteristics shared within a group \( \mathcal{G}_l \). However, even though applying feature standardization the impact of class-specific information on these characteristics is still significant as Fig. [4] reveals. During training, each group \( \mathcal{G}_l \) is gradually dominated by only few classes. Consequently, by sampling anchors \( x_i \) and positives \( x_j \) of triplets \( t^{G_l} \) from the same group \( (y_{ij}^{G_l} = 1) \), \( x_i, x_j \) are increasingly likely to also have the same class label \( (y_{ij} = 1) \). As a result, due to a growing intersection between \( \mathcal{T}_X^{G_l} \) and \( \mathcal{T}_X^{G_m} \), lots of class-discriminative, thus redundant features are learned. Concluding, only those triplets \( t^{G_l} \in \mathcal{T}_X^{G_l} \) will actually provide for new, complementary features, where each constituent comes from a different ground-truth class so that \( x_i \) and \( x_j \) are unlikely to share class-specific properties. Following this intuition, we hypothesize that for almost any arbitrarily formed triplet \( t^* \) of \( x_i, x_j, x_k \) from mutually different classes, the anchor \( x_i \) and positive \( x_j \) share some common pattern when compared to a third, negative image \( x_k \).

Let \( t^* \) be such a triplet of images from the set \( \mathcal{T}_X^*: \{ (x_i, x_j, x_k) \in \mathcal{X}^3 : y_{ij} = y_{ik} = y_{jk} = 0 \} \). For each \( t^* \), the commonality between \( x_i \) and \( x_j \) either represents (i) actual shared characteristics across classes which are repetitively supported by many other triplets \( t^* \) or (ii) some unique or rarely occurring pattern which is
typically referred to as noise. Learning such informative characteristics while discarding noisy patterns on $T_X^*$ constitutes the classical task of DML. Due to the nature of stochastic gradient decent training, deep neural networks only learn by being repetitively exposed to similar training signals. Thus, only the most frequently occurring patterns, i.e. shared characteristics, corroborate their signals and are captured during training, e.g. when learning on imbalanced training classes [33]. Moreover, the learned features are guaranteed to be complementary and also discriminate between different shared characteristics since $x_i, x_j, x_k$ are forced to come from different classes. Fig. 2 verifies this by comparing the learned embedding spaces by DML trained on $T_X$ and $T_X^*$.

Online sampling of inter-class triplets $t^*$. Shared features can basically be learned between any given training classes from corresponding triplets $t^*$. However, due to the common regularization of $\phi$ to a unit hypersphere with large dimensionality $D$ (cf. Sec. 3.1), distances in $\Phi$ are strongly biased towards the analytical mean distance $[34]$. Thus, to learn shared features between classes from the whole range of distances in $\phi$ and, in turn, increase their diversity, we employ distance-based sampling [3]:

For each anchor $x_i$ in a mini-batch, we sample the triplet constituents from the remaining mini-batch inversely to the analytical distance $d$. Specifically, we sample triplets from corresponding triplets $(a)$ to $t^* \in T_X^*$ using the same encoder $\phi$. The combined loss is then formulated as $L^c = L(t; \phi) + L(t^*; \phi)$. However, as similarity learned from $t$ and $t^*$ is based on different semantic concepts (class label vs. inter-class characteristics), simultaneous optimization of a joint encoder $\phi$ may diminish the individual training signals of both tasks. Hence, to fully exploit the overall training signal, we optimize a dedicated $d^*$ dimensional embedding space $\Phi^*$ on $t^*$ to capture the shared characteristics. This requires a second encoder $\phi^* : \mathbb{R}^N \rightarrow \Phi^* \subseteq \mathbb{R}^{D^*}$ with $\phi^* := \phi^*(f_i)$. Note that both encoders $\phi(f_i)$ and $\phi^*(f_i)$ act on the same feature representation $f_i$. Thus, the training signals from $L(t; \phi)$ and $L(t^*; \phi^*)$ are merged into the same feature extractor network by backpropagation. Consequently, even though $\phi$ and $\phi^*$ optimize different embedding spaces, both benefit from learning to represent shared and discriminative characteristics.

The complementary features learned in the previous section represent a complementary source of information to the discriminative features from Sec. 3.1. Thus, to maximize generalization performance both should be combined. The following discusses strategies for integrating both characteristics, which are compared in the experiments of Sec. 4.3.

3.3 Deep metric learning by combining shared and discriminative characteristics

The complementary features learned in the previous section represent a complementary source of information to the discriminative features from Sec. 3.1. Thus, to maximize generalization performance both should be combined. The following discusses strategies for integrating both characteristics, which are compared in the experiments of Sec. 4.3.

As we formulated learning shared features as a novel triplet sampling strategy, it can easily be incorporated into any standard ranking loss framework (in the following we use $L^c$). The most natural way to combine both kinds of features is to alternately optimize $L$ on $t \in T_X$ and $t^* \in T_X^*$ using the same encoder $\phi$. The combined loss is then formulated as $L^c = L(t; \phi) + L(t^*; \phi)$. However, as similarity learned from $t$ and $t^*$ is based on different semantic concepts (class label vs. inter-class characteristics), simultaneous optimization of a joint encoder $\phi$ may diminish the individual training signals of both tasks. Hence, to fully exploit the overall training signal, we optimize a dedicated $d^*$ dimensional embedding space $\Phi^*$ on $t^*$ to capture the shared characteristics. This requires a second encoder $\phi^* : \mathbb{R}^N \rightarrow \Phi^* \subseteq \mathbb{R}^{D^*}$ with $\phi^* := \phi^*(f_i)$. Note that both encoders $\phi(f_i)$ and $\phi^*(f_i)$ act on the same feature representation $f_i$. Thus, the training signals from $L(t; \phi)$ and $L(t^*; \phi^*)$ are merged into the same feature extractor network by backpropagation. Consequently, even though $\phi$ and $\phi^*$ optimize different embedding spaces, both benefit from learning to represent shared and discriminative characteristics.

While either learning task contributes complimentary information to the joint feature extractor $f_i$, there may still be redundant overlap in the their training signals. In order to maximize the diversity and information of the overall training signal, we will subsequently decorrelate the embeddings $\phi$ and $\phi^*$. In a first step, we need to make them comparable by learning a projection $p : \mathbb{R}^{D^*} \rightarrow \mathbb{R}^D$ from $\phi^*$ to $\phi$. This is a regressor network that is trained by maximizing the similarity.

![Fig. 3: Nearest neighbour retrieval using $\phi$ and $\phi^*$. Based on the class- ($\phi$) and shared ($\phi^*$) embedding, we show nearest neighbor retrievals limited to images with different class label than the query image. The neighbors obtained based on the embedding $\phi^*$ trained for shared characteristics exhibit common visual properties. Most prominent: (a) red color, (b) and (c) pose and car type, (d) roundish shape, (e) back view and color. The embedding $\phi$ trained for class discrimination fails to consistently retrieve meaningful neighbours outside of the query’s class.](image)

![Fig. 4: Unique classes per group. The average number of unique classes per group decreases during training on CARS196 [14] and CUB200-2011 [29] dataset.](chart)

![Online sampling of inter-class triplets $t^*$. Shared features can basically be learned between any given training classes from corresponding triplets $t^*$. However, due to the common regularization of $\Phi$ to a unit hypersphere with large dimensionality $D$ (cf. Sec. 3.1), distances in $\Phi$ are strongly biased towards the analytical mean distance $[34]$. Thus, to learn shared features between classes from the whole range of distances in $\phi$ and, in turn, increase their diversity, we employ distance-based sampling [3]: For each anchor $x_i$ in a mini-batch, we sample the triplet constituents from the remaining mini-batch inversely to the analytical distance distribution $q(d) \propto d^{D-2} \left[1 - \frac{1}{4}d^2\right]^{\frac{D-3}{2}}$ (for large $D \geq 128$ [34]) of distances $d$ on $S^D$.](algorithm)
correlation $r$ between the projection $p(\phi^*_i)$ and $\phi_i$,

$$r(\phi_i, \phi^*_i) = \frac{1}{D} \sum_{s=1}^{D} (\phi_{i,s} \cdot p(\phi^*_i)_s)^2$$  \hspace{1cm} \text{(2)}$$

Here $\phi_{i,s}, p(\phi^*_i)_s$ denotes the $s$-th dimension of the respective encoding. While the regressor seeks to maximize the correlation $r$, we invert its gradients (and thus the corresponding training signal) to the embedding representations during backpropagation using a gradient reversal $R(.)$ which flips the gradient sign. As a result, we actually learn to minimize the correlation $r$ and, hence, de-correlate $\phi$ and $\phi^*$. This procedure is inspired by [22], which optimizes an ensemble of learners on the same discriminative DML task so each learner is active on different training classes. In contrast, we aim at learning separate embedding spaces using different training tasks to capture shared and discriminative characteristics with minimum overlap. This yields our final training objective

$$\mathcal{L}^{\text{dec}} = \mathcal{L}(t; \phi) + \mathcal{L}(t^*; \phi^*) - \gamma \cdot r(R(\phi), R(\phi^*))$$  \hspace{1cm} \text{(3)}$$

where $r(R(\phi), R(\phi^*))$ denotes the de-correlation between $\phi, \phi^*$ by applying Eq. (2) on the individual embedded triplet constituents and the subsequent gradient inversion $R(.)$. The parameter $\gamma$ balances the metric learning tasks with the de-correlation. Fig. 5 visualizes gradient flow and training signal of each embedding $\phi, \phi^*$ and Algorithm 1 summarizes the training procedure.

After training, we can now combine the information captured in both encodings by concatenating $\phi_i$ and $\phi^*_i$ and obtain distances $d((\phi_i, \phi^*_i)^T, (\phi_j, \phi^*_j)^T)$. However, the experimental analysis in Sec. 4.2 shows that both encoders individually already improve over standard DML. By effectively exploiting the shared and discriminative information captured by the feature extractor $f$ and reducing the bias towards the training classes, they exhibit increased generalization onto the test distribution.

### 4 Experiments and Analysis

This section presents technical details of our implementation followed by an evaluation of our model on standard metric learning benchmarks. Furthermore, we analyze generalization in standard deep metric learning compared to our approach and additionally present ablation studies of our proposed model.

**Implementation details.** We follow the training protocol of [8] for ResNet50 and [11] for GoogLeNet utilizing the original images without object crops. During training, each image is resized to $256 \times 256$, followed by a random crop to $224 \times 224$ for ResNet50 and $227 \times 227$ for GoogLeNet, as well as random horizontal flipping. For all experiments, learning rates are set to $10^{-5}$ for ResNet50 and $10^{-4}$ for GoogLeNet. We choose the triplet parameters according to [3], with $\alpha = 0.2$. For margin and triplet loss with semihard sampling [10], $m = 4$ images are sampled per class until the batch size is reached [9]. For ProxyNCA [1] $m = 1$, and for n-pair loss [11] $m = 2$. The regressor network $p$ (Sec. 3.3) is implemented as a two-layer fully-connected network with ReLU-linearity inbetween. We obtain the

![Algorithm 1: Joint training of $\phi$ and $\phi^*$](image)

**Algorithm 1:** Joint training of $\phi$ and $\phi^*$

**Input:**
- Images $\mathcal{X}$, Feature extractor network $f$
- Embedding network $\phi$
- Embedding network $\phi^*$
- Ranking loss $\mathcal{L}$
- Batchsize $b$
- Decorrelation weight $\gamma$

**repeat**

- $\text{epoch} \leftarrow 0$
- while Not Converged do
  - repeat
    - $\text{Get batches of batchsize } b$
    - $B \leftarrow \text{GetBatch}(\mathcal{X}, b)$
    - $B^* \leftarrow \text{GetBatch}(\mathcal{X}, b)$
    - Sample discriminative triplet for each anchor $x_i$ in $B$ (cf. Sec. 3.1) based on $q^{-1}(d)$
      - $T^*_X \leftarrow \{ x_i, x_j, x_k \sim B | y_{ij} = 1 \land y_{ik} = 0 \}$
    - Sample explicit inter-class triplet for each anchor $x_i$ in $B^*$ (cf. Sec. 3.2) based on $q^{-1}(d)$
      - $T^*_X \leftarrow \{ x_i, x_j, x_k \sim B^* | y_{ij} = y_{ik} = y_{jk} = 0 \}$
    - Alternate optimization (cf. Sec. 3.3)
      - $\ell_{\text{discr}} \leftarrow \mathcal{L}(T^*_X, \phi) - \gamma \cdot r(R(\phi), R(\phi^*))$
      - $\phi, \phi^*, f \leftarrow \text{Backward}(\ell_{\text{discr}})$
      - $\ell_{\text{inter}} \leftarrow \mathcal{L}(T^*_X, \phi^*) - \gamma \cdot r(R(\phi), R(\phi^*))$
      - $\phi, \phi^*, f \leftarrow \text{Backward}(\ell_{\text{inter}})$
  - until end of epoch;
  - $\text{epoch} \leftarrow \text{epoch} + 1$
- until Converged

**end**
weighting parameter $\gamma$ for decorrelation by cross-validation within a range of $[500, 2000]$, depending on the dataset. For implementation we use the PyTorch framework [5]. All experiments are performed on a single NVIDIA Titan X. While training, we use the same ranking loss for optimizing $\phi^*$ and $\phi$, except for ProxyNCA [1]. In this case we train $\phi^*$ using triplet loss with semi-hard negative mining [10], as $T^\phi_X$ operates on individual triplets and thus the concept of proxies is not applicable. For n-pair loss [11] we utilize our described method extended to multiple random negatives.

**Benchmark datasets.** We evaluated on three standard benchmarks for DML reporting image retrieval performances using Recall@K [36] and the normalized mutual information score (NMI) [37]. Our evaluation protocol follows [3]. For each dataset, we use the first half of the classes for training and the second half for testing. CARS196 [14]: 16,185 car images divided in 196 classes. Stanford Online Products (SOP) [4]: 120,053 images in 22,634 classes from 12 product categories. CUB200-2011 [29]: 200 classes of bird species for a total of 11,788 images.

### 4.1 Results and comparison with previous works

In Tab.1 and 2, we compare our approach to state-of-the-art DML methods based on the standard image retrieval task (Recall@K). For our methods, we report the results of the concatenated embedding with a dimensionality of 256. If not stated otherwise, we optimize both the discriminative and shared DML tasks using Margin loss [3]. Thus we also provide its baseline results using 256 dimensions based on our re-implementation for fair comparison. Further, we evaluate our approach for both options to learn shared features, i.e. leveraging $T^\phi_X$ or $T^\phi$, respectively. While both options clearly improve over purely discriminative DML methods, using $T^\phi$ leads to stronger results in general. We conclude that by using triplet constraints which explicitly link different classes, we learn shared features more effectively due to less class-specific information affecting the optimization of the complementary shared feature task. Consequently, in the remainder of the experimental section, we focus on $T^\phi$.

**TABLE 1: Evaluation on CARS196 [14].**

| Approach     | [Dim] | [R@01 R@02 R@04] | NMI |
|--------------|-------|------------------|-----|
| Rank [17]    | 512   | 74.0 83.6 90.1   | 65.4|
| HTG [19]     | -     | 76.5 84.7 90.4   | -   |
| DML [21]     | 512   | 79.1 87.1 92.1   | 69.7|
| Margin [5]   | 128   | 79.6 86.5 90.1   | 69.1|
| DVM [14]     | 512   | 81.4 88.0 90.9   | 67.6|
| MIC [12]     | 512   | 82.0 88.4 93.3   | 67.6|
| D&C [24]     | 128   | 82.6 89.1 93.2   | 68.4|
| A-BIER [22]  | 512   | 82.0 89.0 93.2   | -   |
| Rank [17]    | 1536  | 82.1 89.3 93.7   | 71.8|
| DREML [25]   | 512   | 83.5 88.1 92.8   | 69.7|
| Margin(ReImp)| 256   | 85.8 91.3 95.1   | 70.3|
| Ours ($T^\phi_X$) [12] | 256   | 87.0 92.1 95.4   | 69.8|

We outperform other approaches with comparable embedding space capacities by at least 2.5% on CUB200 [29] and 1.0% on SOP [4]. Moreover, our model outperforms DREML [25], a large ensemble method, by $\sim 5\%$ on CUB200-2011 (Tab.2) and $\sim 1\%$ on CARS196 (Tab.1). Similar behavior is observed for the clustering task (NMI). The results reported by Ranked list [17] are computed using the InceptionV2 [40] architecture and a concatenation of three features layers, totaling 1536 dimensions. Similarly to DREML [25], this significantly increases the capacity of the underlying model, making it not directly comparable. In Tab.3 we evaluate our approach based on different ranking losses for optimization: triplet loss with semi-hard negative sampling [10], n-pair loss [11], ProxyNCA [1] and margin loss with distance sampling [3]. We compare the re-implemented baselines with and without learning complementary shared features. For completeness we present for our approach results based on the individual embeddings $\phi, \phi^*$ and their concatenation after training our model as described in Sec.3.3. We show the results using ResNet50 [39] and present additional results using GoogleLeNet [41] in our ablation studies. Our method consistently improves upon the state-of-the-art across all datasets, irrespective of architecture and ranking loss. This clearly indicates the universal benefit of shared feature learning.

### 4.2 Generalization and Analysis of the Embeddings

This section analyzes the performance of our embeddings $\phi$ and $\phi^*$. It further compares the generalization capabilities of (i) classic deep metric learning that is trained only discriminatively (only a single embedding $\phi$ trained on triplets $T^\phi_X$) using margin loss [3] with that of (ii) also exploiting shared characteristics (by leveraging $T^\phi_X$) as suggested in Sec.3.2 and 3.3. For the analysis we evaluate
TABLE 4: Evaluation using different ranking losses using ResNet50 [39] backbone architecture. Original: results reported in the original paper. Baseline <dim>: our implementation with ResNet50 and <dim> embedding dimensions. φ, φ*: class and shared embedding with 128 dimensions each. φ+φ*: embedding concatenation resulting in 256 dimensions. bold: best result for the given loss. underlined: best result on the dataset. We report 5-run average and standard deviation.

| Approach | | Original | Baseline128 | Baseline256 | φ (Ours) | φ* (Ours) | φ+φ* (Ours) |
|----------|----------|-----------|-------------|------------|-----------|-------------|
|          |          |           |             |            |           |             |
|          | Dataset: CARS196 [14] |              |             |            |           |             |
|           | Semihard [10] | RFS1 | 51.5 ± 0.3 | 72.7 ± 0.3 | 72.7 ± 0.6 | 70.5 ± 0.4 | 79.4 ± 0.3 |
|           |          | NMI | 53.4 | 61.5 ± 0.4 | 64.1 ± 0.1 | 63.8 ± 0.2 | 66.0 ± 0.2 |
|           | N-pairs [11] | RFS1 | 71.1 ± 0.3 | 70.6 ± 0.2 | 70.0 ± 0.5 | 74.8 ± 0.5 | 77.2 ± 0.4 |
|           |          | NMI | 64.0 | 62.5 ± 0.3 | 62.3 ± 0.2 | 62.7 ± 0.1 | 64.3 ± 0.1 |
|           | PNCA [1] | RFS1 | 73.2 ± 0.1 | 80.9 ± 0.3 | 80.2 ± 0.1 | 81.6 ± 0.1 | 82.7 ± 0.1 |
|           |          | NMI | 64.9 | 65.9 ± 0.2 | 66.9 ± 0.3 | 66.1 ± 0.1 | 64.5 ± 0.3 | 66.3 ± 0.3 |
|           | Margin [3] | RFS1 | 79.6 | 80.1 ± 0.2 | 81.5 ± 0.3 | 82.1 ± 0.2 | 86.2 ± 0.2 | 87.0 ± 0.1 |
|           |          | NMI | 69.1 | 66.6 ± 0.3 | 67.4 ± 0.1 | 68.3 ± 0.3 | 67.3 ± 0.2 | 69.8 ± 0.1 |
|          | Dataset: CUB200-2011 [29] |              |             |            |           |             |
|           | Semihard [10] | RFS1 | 42.6 | 60.6 ± 0.2 | 61.7 ± 0.3 | 60.2 ± 0.1 | 62.5 ± 0.2 | 64.0 ± 0.1 |
|           |          | NMI | 55.4 | 65.5 ± 0.3 | 66.1 ± 0.2 | 65.8 ± 0.3 | 67.5 ± 0.2 | 68.5 ± 0.1 |
|           | N-pairs [11] | RFS1 | 51.0 | 60.4 ± 0.4 | 60.7 ± 0.3 | 58.8 ± 0.3 | 61.1 ± 0.3 | 62.9 ± 0.2 |
|           |          | NMI | 60.4 | 66.1 ± 0.4 | 65.0 ± 0.2 | 65.1 ± 0.4 | 66.0 ± 0.2 | 67.8 ± 0.2 |
|           | PNCA [1] | RFS1 | 61.9 | 64.0 ± 0.1 | 64.0 ± 0.2 | 63.6 ± 0.2 | 65.7 ± 0.2 | 66.4 ± 0.2 |
|           |          | NMI | 59.5 | 68.1 ± 0.2 | 68.0 ± 0.2 | 67.5 ± 0.2 | 67.5 ± 0.3 | 68.1 ± 0.2 |
|           | Margin [3] | RFS1 | 63.6 | 63.6 ± 0.3 | 65.2 ± 0.3 | 66.2 ± 0.3 | 67.4 ± 0.4 | 68.0 ± 0.2 |
|           |          | NMI | 69.0 | 68.5 ± 0.3 | 68.1 ± 0.3 | 69.2 ± 0.5 | 69.7 ± 0.6 | 71.0 ± 0.6 |
|          | Dataset: SOP [1] |              |             |            |           |             |
|           | Semihard [10] | RFS1 | - | 73.5 ± 0.2 | 74.7 ± 0.3 | 75.3 ± 0.2 | 65.8 ± 0.3 | 75.5 ± 0.2 |
|           |          | NMI | - | 89.2 ± 0.2 | 89.4 ± 0.2 | 89.7 ± 0.1 | 86.9 ± 0.2 | 89.8 ± 0.1 |
|           | N-Pairs [11] | RFS1 | 67.7 | 71.3 ± 0.3 | 72.8 ± 0.2 | 74.1 ± 0.2 | 67.8 ± 0.2 | 74.6 ± 0.1 |
|           |          | NMI | 88.1 | 89.2 ± 0.2 | 89.2 ± 0.3 | 89.8 ± 0.2 | 87.3 ± 0.1 | 89.9 ± 0.1 |
|           | Margin [3] | RFS1 | 72.7 | 74.4 ± 0.2 | 76.1 ± 0.3 | 77.7 ± 0.2 | 72.2 ± 0.2 | 78.2 ± 0.1 |
|           |          | NMI | 90.7 | 89.6 ± 0.2 | 89.5 ± 0.2 | 90.1 ± 0.2 | 88.8 ± 0.2 | 90.3 ± 0.1 |

Different encodings on both train- and testset in Tab. 5.

Performance of embedding spaces. Tab. 5 summarizes the performance of the discriminatively trained embedding φ, the embedding φ* trained for shared characteristics (only for our approach), φ with random weight re-initialization after training (φ(N)) and the feature extractor f on the train and test set of CARS196 [14] dataset. Comparing the test set results of φ and f (for both (i) and (iii)) shows that the embedding φ performs worse than the feature encoding f. Consequently, φ is not able to effectively use the information captured in the features f. Comparing φ to φ(N) confirms this, since the randomly re-initialized embedding actually performs better in testing. Moreover, learning shared characteristics improves the features f, which clearly demonstrates them being complementary to the standard discriminative training signal. Note that in our approach, both embeddings (φ and φ*) have equal access to the discriminative and shared features captured in f. However, we observe that φ+φ* performs 4.0% better than φ on the test set. This indicates that φ is overfitting to the train classes while φ* is able to successfully use both, the strong discriminative features and the more general shared features. Thus, φ* generalizes more effectively to unseen test classes. The next paragraph now further analyzes this observation.

Generalization analysis. Additionally to the performance of the individual embeddings on train and test set, Tab. 5 further shows their difference, the generalization gap. For (i) (Tab. 5 top) we observe a large gap of −10.8% compared to −5.8% of φ in our approach, thus indicating strong overfitting. Indeed, simply randomly re-initializing the weights of the encoder φ before testing already improves the gap to −6.1% and increases test performance by 1.5%. Computing distances based on f further reduces the generalization gap. For (ii), Tab. 5 bottom not only shows a significant increase in test performance as discussed above but also an improvement in generalization compared to (i) due to the additional shared characteristics. The generalization gap is significantly smaller for each encoding. Thus, the benefit of learning shared characteristics for improved generalization in the transfer learning problem addressed by DML seems to be twofold: it not only adds complementary information to the features f but also regularizes training to reduce overfitting to the training classes. Note, that overfitting in transfer learning is of different nature and significantly more challenging to counteract than in standard learning settings with i.i.d. training and testing data. In the latter case this issue can be addressed by training on more data from the underlying training distribution or regularizing the adaptation of a model to the available training samples. However, such techniques can only have small impact in the presence of train-test distribution shifts, as even an ideal representation of the training data may not transfer equally well to a unknown testing distribution. Further, as we are measuring the test performance on unknown test classes, we do not know if the overfitting effect would also be as severe when evaluating on an i.i.d. test set (as class-discriminative training is actually the standard way to learn on such data). Therefore, to support our hypothesis, we apply standard regularization techniques to a discriminative DML baseline model.

1. Note that the weights of f remain trained and are not re-initialized.
Table 5: Generalization gap study. The generalization gap is measured as the difference of performances on the train and test set of CARS196 [14] dataset. Performance measured in Recall@1. \( N(\cdot) \) indicates random weight reset of the embedding layer connected to the feature extractor \( f \). Dim. denotes the dimensionality of a representation.

| Model          | Representation | Dim. | Trainset | Testset | Generalization gap |
|----------------|----------------|------|----------|---------|--------------------|
| Margin [3]     | \( \phi \)     | 128  | 90.7     | 79.9    | -10.8              |
|                | \( \phi^* \)    | 128  | 87.5     | 81.4    | -6.1               |
|                | \( \phi_N \)    | 2048 | 87.0     | 82.8    | -4.2               |
| Ours \( (T_X^\gamma) \) | \( \phi \)     | 128  | 87.9     | 82.1    | -5.8               |
|                | \( \phi^* \)    | 128  | 84.8     | 86.2    | 1.4                |
|                | \( \phi_N \)    | 128  | 84.2     | 82.9    | -1.3               |
|                | \( f \)         | 2048 | 83.7     | 83.5    | -0.2               |

Table 6: Comparison of our approach against standard generalization techniques. ResNet50 [39] is trained on CARS196 [14] and Recall@1 [36] is reported. Embedding dimensionality is 128 for all cases.

| Noise          | | Margin [3] | + dropout | + noise output | + noise input | Ours           |
|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| Rec@1          | 79.9 | 80.5 | 79.8 | 80.4 | 83.2 |

Comparison with standard generalization techniques. In Tab. 6, we compare our approach with techniques typically used to improve generalization in deep neural networks such as dropout [42] and noise injection [43], which proved to be effective for classification and representation learning. As baseline we use margin loss [3] on ResNet50 [39]. For fair comparison, we use for our approach the same encoder for both the discriminative and shared task (as also discussed in Tab. 7(a) denoted as 'both') and thus the same architecture as for the analyzed techniques. The evaluation is performed on CARS196 [14] reporting Recall@1 on the test set. In particular, we apply dropout between the features \( f \) and the embedding \( \phi \), which gives a little boost of 0.6% over the baseline, which is, however, minor respect to the 3.3% gain obtained by our approach. Applying Gaussian noise to the input provides little improvement, while Gaussian noise on the network output reduces performance. Concluding, our approach adds actual complementary information to the discriminative training signal in form of complementary features, and does not only act as a regularization by inducing noise.

Analysis of training progress. Fig. 6 analyzes the learning behavior of the encoder \( \phi \) and \( \phi^* \) in our model based on training loss and Recall@1 on the test set during training. Evidently, learning shared characteristics across classes that still separate from others is initially a harder task than only discriminating between classes. Thus, we would expect a weaker performance in earlier training epochs. Further, since shared characteristics are less specialized to the training classes, they yield higher overall performance (cf. Tab. 5). And indeed, while \( \phi^* \) is initially weaker than \( \phi \), it continues to increase when \( \phi \) is already saturated.

Table 7: Architecture study for our approach by computing Recall@1 on CARS196 [14] dataset. We compare the purely discriminative baseline leveraging only \( T_X \) (discr. only), a model trained only on shared characteristics, i.e. using only \( T_X^\gamma \) (shared only), as well as learning both tasks simultaneously using the same encoder (both), separate encoders (both+sep) and separate encoders with decorrelation (both+sep+decor).

We further examine the impact of de-correlation weight \( \gamma \).

(a) Architectural Setups

| Arch. | discr. only [3] | shared only | both | both+sep | both+sep+decor |
|-------|----------------|-------------|------|---------|---------------|
| Rec@1 | 81.5 | 36.1 | 83.2 | 84.1 | 87.0 |

(b) Controlling the influence of decorrelation by varying the weighting \( \gamma \) in the both+sep+decor setup.

| \( \gamma \) | 0 | 5 | 50 | 200 | 500 | 1000 | 2500 |
|--------------|---|---|----|-----|-----|------|------|
| Rec@1        | 84.1 | 84.3 | 85.2 | 86.0 | 87.0 | 85.5 | 82.1 |

4.3 Ablation studies

Subsequently, we conduct ablation studies for different aspects of our approach. We first analyze our proposed architecture and then examine different triplet assembling and sampling strategies for learning shared characteristics. Further ablations are shown in the supplementary.

Architecture. Sec. 3.3 proposes two options for jointly learning discriminative and shared characteristics during training: Alternately optimizing the same single encoding space and learning dedicated embedding spaces for \( \phi \) and \( \phi^* \) with and without decorrelation. Tab. 7(a) compares these options against baselines trained only on either \( T_X \) or \( T_X^\gamma \). Firstly, we observe that only learning the shared task (shared only) results in a huge drop in performance to 36.1% compared to 81.5% of the discriminative baseline (discr. only). This result is to be expected and easily explained: By neglecting the strong discriminative learning signal obtained from optimizing on \( T_X \), no class concept is learned, which stands in contrast to the class-based evaluation protocol of nearest neighbor retrieval accuracy. This highlights the importance of the discriminative task for learning a reasonable distance metric. However, adding the shared task to the discriminative baseline consistently improves performance independent of our proposed options for joint optimization. Even the simplest option, i.e. using a single encoder for learning from both \( T_X \) and \( T_X^\gamma \) (both) improves over the baseline by 1.7%. Further, we see an additional gain of 0.9% when optimizing separate encoders, i.e. \( \phi \) for \( T_X \) and \( \phi^* \) for \( T_X^\gamma \) (both+sep) which is explained by the reduced interference between both tasks during training. Finally, using separate encoders allows for explicit de-correlation (both+sep+decor) to minimize the overlap in the captured characteristics between \( \phi \) and \( \phi^* \), yielding another significant gain of 3%.

Strategies for assembling shared triplets. Tab. 8(a) evaluates different strategies to assemble triplets for learning shared characteristics: \( T_X^\gamma \)-std.: Sampling from \( T_X^\gamma \) without using feature standardization before grouping. This strategy adds 0.8% to the purely discriminative baseline. However, since these surrogate classes tend to resemble
We reason that the performance drop of we constrain sampling the positive by always choosing the proposed strategy of sampling each constituent of a triplet 3.

TABLE 8: Inference of de-correlation on generalization. To evaluate generalization of deep metric learning.

| Setup                | Base | $T_X^{G_1}$ - std. | $T_X^{G_1} + std.$ | min $d(a,p)$ | NoConstr | $T_X^*$ |
|----------------------|------|---------------------|---------------------|--------------|----------|---------|
| Rec@1                | 81.5 | 82.3                | 85.8                | 82.1         | 86.0     | 87.0    |

(b) Relevance of sampling methods for shared triplets. $T_X^*$ uses distance-based sampling 3 by default. $\phi$ is trained with 3 for each test. Only sampling for $\phi^*$ changes.

| Sampling             | $T_X^*$ + random | $T_X^*$ + semihard | $T_X^*$ (distance 3) |
|----------------------|-------------------|---------------------|----------------------|
| Rec@1                | 82.0              | 85.3                | 87.0                 |

the ground-truth classes in the train set, the performance is significantly worse than our best strategy. Thus, redundant and mostly discriminative signals are added. $T_X^{G_1} + std.$: Sampling from $T_X^{G_1}$ with feature standardization as proposed in 12. Even though the effect of class-specific information is strongly reduced and thus performance is boosted by 3.5%, this strategy is still inferior to sampling triplets from $T_X^*$: min $d(a,p)$. Sampling from $T_X^*$ but for a given anchor, we constrain sampling the positive by always choosing the closest sample in a batch based on distances defined by $\phi^*$. This follows the intuition that mutually close samples are more likely to share some characteristic. Applying this strategy loses 5% compared to our best result. We conclude that shared characteristics can be learned from almost all image pairs. Thus, restricting the sample range, neglects very important information. No constraint: we report numbers for unconstrained assembling of shared triplets as a proxy for $T_X^*$, i.e. anchors, positives and negatives are randomly sampled. With 86.0% this simplest strategy works very well. We reason that the performance drop of 1.0% is explained by direct disagreement between some of the triplets sampled from $T_X^*$ and $T_X^*$, distorting the feature extractor $f$. $T_X^*$: Our proposed strategy of sampling each constituent of a triplet from a different class, i.e. sampling triplets from $T_X^*$. Note that all proposed strategies show improvement over the baseline (margin loss 3), clearly proving that learning complementary features is crucial for improved generalization of deep metric learning.

Influence of de-correlation on generalization. To evaluate the relevance of de-correlation between our embeddings $\phi$ and $\phi^*$, Tab. 7(b) examines generalization performance for different values of $\gamma$. As we see, increasing the de-correlation boosts performance over the non-decorrelated baseline (with $\gamma = 0$) for a robust interval. However, if $\gamma$ becomes to large, performance drops below the baseline as enforcing de-correlation strongly dominates the actual DML training signal.

Strategies for sampling shared triplets. In Tab. 8(b) we investigate different procedures for online sampling of shared triplets $T_X^*$. We fix the training procedure for $\phi$ (Margin 3) and vary the shared triplet sampling procedure. We see that sampling triplets $t^*$ from a broad range of distances and thus diverse classes (cf. Sec. 3.2) is essential for effectively learning inter-class features. This holds especially for distance-based sampling, 3 which encourages triplets with anchor-negative pairs sampled uniformly over distances.

Evaluations using GoogLeNet architecture. Similar to Tab 3 we now present evaluations using the GoogLeNet architecture in Tab. 9. We provide the results of our re-implementations of the baseline models 1, 3, 10, 11 without and in combination with our proposed approach. The experiment shows that, similar to our ResNet50 39 results, our approach consistently boosts the baseline models in both image retrieval (Recall@1) and clustering (NMI). In particular, we outperform the best baseline recall by 7% on CARS196, 3% on CUB200-2011 and 3.5% on SOP.

tSNE projection of embedding spaces Fig. 7 and 8 show 1000 images sampled randomly from the CARS196 14 training set and projected in 2D by applying tSNE 13 on the image encodings. For Fig. 7 the underlying model is trained solely on the discriminative task, while in Fig 8 the model is trained solely on the shared feature tasks. In Fig. 7 the model learns to group classes very compactly and far from each other, which indicates strong adaptation to the training classes. In Fig. 8 images which share visual properties are grouped closer together, independently from their ground-truth labels. This results in complementary features which generalize better to new data.

5 Conclusion

This work has addressed and analyzed the generalization issues of standard deep metric learning approaches arising
from their purely discriminative nature. As a remedy, we propose to additionally learn characteristics shared across different classes, which are more likely to transfer to unseen test data. To this end, we additionally train a dedicated encoder on a novel ranking task, explicitly linking samples across classes. Moreover, we show how to combine both discriminative and shared feature learning during training. Evaluations on standard metric learning datasets show that our simple method provides a strong, loss- and architecture independent boost, achieving new state-of-the-art results.
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