CRYSTALLINE HODGE CYCLES AND SHIMURA CURVES IN POSITIVE CHARACTERISTICS

JIE XIA

ABSTRACT. In this paper, we seek an appropriate definition for a Shimura curve of Hodge type in positive characteristics, i.e. a characterization of curves in positive characteristics which are reduction of Shimura curve over \( \mathbb{C} \). Specifically, we study the liftability of a curve in moduli space \( \mathcal{A}_{1,1,k} \) of principally polarized abelian varieties over \( k, \text{char } k = p \). We show that some conditions on the crystalline Hodge cycles over such a curve imply that this curve can be lifted to a Shimura curve.

1. INTRODUCTION

1.1. Motivations and the main results. Classical Shimura varieties are defined over number fields. As far as I know, there is no definition of Shimura varieties in positive characteristics. The theory of integral models of Shimura varieties has been developed and it is the main tool to study Shimura varieties in positive characteristic. In this paper, we seek an intrinsic definition of Shimura varieties in characteristic \( p \) which guarantees that they are reductions of classical Shimura varieties.

Let us recall the definition of Shimura varieties. Let \( S \) be the Weil restriction of scalar \( \text{Res}_{\mathbb{C}/\mathbb{R}} \mathbb{G}_m \). A Shimura datum \((G, X)\) consists of a reductive group \( G \) defined over \( \mathbb{Q} \) and a \( G(\mathbb{R}) \)-conjugate class \( X \) of a cocharacter \( h : S \to G_{\mathbb{R}} \) such that

1. For any \( h \) in \( X \), the Lie algebra \( g \) of \( G_{\mathbb{R}} \), viewed as conjugation representation of \( S \) via \( h \), has the type \( (1, -1), (0, 0) \) and \( (-1, 1) \).
2. The adjoint action of \( h(i) \) induces a Cartan involution on the adjoint group of \( G_{\mathbb{R}} \).
3. The adjoint group of \( G_{\mathbb{R}} \) does not have a factor \( H \) defined over \( \mathbb{Q} \) such that the projection of \( h \) on \( H_{\mathbb{R}} \) is trivial.

For any sufficiently small compact open subgroup \( K \) of \( G(\mathbb{A}_f) \),

\[
Sh_K(G, X) = G(\mathbb{Q}) \backslash X \times G(\mathbb{A}_f) / K
\]

is a complex algebraic variety. Take the inverse limit over \( K \) and the resulting inverse system is called a Shimura variety.

A large class of Shimura varieties admits an interpretation in terms of moduli of certain polarized abelian varieties. For instance, Shimura varieties of PEL type parametrize polarized abelian varieties with a prescribed endomorphism ring. In such a class, we can take the moduli description as an equivalent definition of Shimura varieties in positive characteristics.

In [12], Mumford defines a class of Shimura varieties, containing PEL type, as the moduli scheme of polarized abelian varieties (up to isogeny) whose Hodge groups are contained in a prescribed Mumford-Tate group. We call this class Shimura varieties of Hodge type. In this paper, we focus on an important example of Shimura varieties of Hodge type.
In the paper [11], Mumford constructs smooth proper Shimura curves. With appropriate level structures, such curves parameterize complex abelian fourfolds with certain Hodge cycles. In particular, the generic points on any such curve correspond to abelian varieties with endomorphism ring isomorphic to \( \mathbb{Z} \). Therefore the Shimura curves are not of PEL type. We call such Shimura curves (with the family of abelian fourfolds) the Mumford curves.

Moonen and Zarhin ([10]) study the Hodge cycles on complex simple abelian fourfolds and give a thorough classification.

**Definition 1.2.** A Hodge class is exceptional if it is not generated by divisor classes.

From the Table I of the paper [10], we know that for a simple complex abelian fourfold \( X \), the following are equivalent:

1. \( X \) is of Mumford type,
2. \( X \) has no exceptional Hodge class yet has exceptional Hodge classes in \( H^4(X^2) \).

In particular, the second condition implies \( \dim_C H^{2,2}(X) = 1 \). This elegant result motivates us to study whether this criterion is still true globally in positive characteristics. Instead of a single abelian variety, we consider a family of polarized abelian varieties over a proper curve. We wonder whether the existence of some special crystalline Hodge cycles over the curve can imply that it is a reduction of a Shimura curve.

In the paper [5, 4.1.2], Ogus defines the crystalline Hodge cycles of a proper smooth scheme \( Z \) over the Witt ring \( W \) to be the Frobenius invariant of \( H^{\text{cris}}(Z/W) \) (with weight 0). In our case, for any abelian scheme over a proper curve of positive characteristic, crystalline Hodge cycles are defined to be the Frobenius eigen-elements of the global sections of Dieudonné crystal associated to the abelian scheme.

Our basic notations and main theorem are as follows.

Let \( k \) be an algebraic closure of \( \mathbb{F}_p \), \( C \) be a proper smooth curve over \( k \) with absolute Frobenius \( \sigma \) and \( \pi : X \to C \) be a family of four dimensional principally polarized abelian varieties. Since \( \pi \) is of finite type, it can be defined over a finite field \( \mathbb{F}_{p^f_0} \subset k \).

Let \( E \) be the Dieudonné crystal \( R_1^{\pi_{\text{cris},*}}(O_X) \) with Frobenius \( F \) and Verschiebung \( V \). These notations are fixed till the end of the paper. We have defined weak Mumford curves in [15].

**Theorem 1.3.** Notation as above. Assume \( p > 2 \) and there exists an integer \( f \) such that \( f \) is a multiple of \( f_0 \) and

1. \( X_c \) is ordinary for some closed point \( c \in C \),
2. \( \dim_{\mathbb{Q}_p^f} \Gamma((C/W(k))_{\text{cris}}, \wedge^4 E)_{F^f-p^{2f}} \otimes_{\mathbb{Q}_p^f} = 1 \),
3. \( \Gamma((C/W(k))_{\text{cris}}, \wedge^2 E)_{F^f} \otimes_{\mathbb{Q}_p^f} \cong \mathbb{Q}_p^{x 4} \) as algebras.

Then \( X \to C \) is a weak Mumford curve over \( k \).

If we further assume the Higgs field of \( E \) is maximal, then there exists a family of abelian fourfolds \( Y \to C' \) such that

(a) \( C' \to C \) is a finite étale covering,
(b) \( Y \to X' \) is an isogeny over \( C' \), between \( Y \) and the pullback family of \( X \),
(c) \( Y \to C' \) is a good reduction of a Mumford curve.
1.4. Overview of the proof. In view of the main theorem in our previous paper [15], it is enough to prove the following result.

**Proposition 1.5.** Notations as 1.3. Under the conditions (2) and (3) of Theorem 1.3, there exists a finite étale covering $C'$ of $C$, such that the pull-back $E'$ of $E$ has a tensor decomposition:

$$E' \cong V_1 \otimes V_2 \otimes V_3$$

as $F^f$-isocrystals where $V_i$ are rank 2 isocrystals over $C'$.

To prove 1.5, note under the Tannakian formalism, the $F^f$-crystal $E$ gives rise to a linear algebraic group $G_E$ acting on an 8-dimensional vector space $E$. The group $G_E$ is reductive, which follows from a general result (see 5.4).

Conditions (2) and (3) translate to

$$\dim_{B(k_0)}(\wedge^4 E)^{G_E} = 1, \text{End}(\wedge^2 E)^{G_E} \cong \mathbb{Q}^{\times 4}_{p^f}.$$

Using the classification of representations of simple Lie algebras, we can show $G_E$ geometrically has the shape of $SL(2)^{\times 3}$ and $E$ geometrically corresponds to a tensor product of three copies of standard representations of $SL(2)$.

The obstruction to descend the result to the base field is a certain cohomology class (see 6.1, 6.3 and 6.4). It is where we have to make a finite étale cover of $C'$.

1.6. Structure of the paper. In Section 3 we demonstrate the theory of this paper is non-empty by showing examples satisfy all the conditions in 1.3.

Section 4 contains some preliminary results and basic notations.

In Section 5, we mainly prove 5.4 that over a proper smooth curve, a simple family of abelian varieties corresponds to a reductive group and an irreducible representation in the Tannakian formalism.

Section 6 and 7 are mainly devoted to show how to choose the finite étale covering to kill the obstruction and obtain the tensor decomposition. We finish the proof of 1.3 in Section 8.

In Section 9, we prove a variation of 1.3 in which we drop the action of Frobenius.

**Acknowledgements:** I thank my advisor Johan de Jong for suggesting this project. Without his generous help and guidance, this paper would not exist.

2. The crystals associated to a Barsotti-Tate group

We explain the concepts involved in Theorem 1.3 and state some results on crystals and Barsotti-Tate groups which we will use later.

2.1. The curve $C/k$ in 1.3 has a natural crystalline site $\text{cris}(C/W(k))$. The higher direct image $\mathcal{E} = R^i\pi_{\text{cris}}^\ast(O_X)$ of the abelian scheme $\pi : X \longrightarrow C$ is a crystal in locally free sheaves.

**Definition 2.2.** A Dieudonné crystal $\mathcal{F}$ in $\text{cris}(C/W(k))$ satisfies

(1) it is a crystal in locally free sheaves,

(2) there exist $F : \mathcal{F}^\sigma \longrightarrow \mathcal{F}$ and $V : \mathcal{F} \longrightarrow \mathcal{F}^\sigma$ such that $F \circ V = p.\text{Id}$, $V \circ F = p.\text{Id}$.
The crystal $E$ is further a Dieudonné crystal.

Choose an arbitrary lifting $\tilde{C}$ of $C$ to $W(k)$. The category of crystals in locally free sheaves in $\text{cris}(C/W(k))$ is equivalent to the category of vector bundles with an integrable connection on $\tilde{C}$. In particular, choosing an open affine subset $U \subset C$ and a lifting $\tilde{U}$ of $U$, we have a lifting of Frobenius $\tilde{\sigma}$ over $\tilde{U}$.

In the rest of the paper, by crystal, we mean a crystal in locally free sheaves. Therefore an $F$-isocrystal on $\text{cris}(U/W(k))$ corresponds to a triple $(M, \nabla, F)$, a sheaf of module on $\tilde{U}$ with an integrable connection and Frobenius $F: M^p \to M$.

2.3. A Barsotti-Tate (BT) group $G$ over $C$ is a $p$-divisible, $p$-torsion and the $p$-kernel is a finite locally free group scheme. Each $p^i$-kernel $G[p^i]$ is a truncated BT group. By [1], the crystalline Dieudonné functor $D(G) = \mathcal{E}xt^1(G, O_C)$ associates a Dieudonné crystal over $\text{cris}(C/W(k))$ to a BT group. And $D(G[p]) \cong D(G)$ admits a filtration

$0 \to \omega_G \to D(G)_C \to \alpha \to 0$.

In the context of the Theorem 1.3, $E = D(X[p^\infty])$ and the filtration on $E_C$ is just the Hodge filtration of $X/C$: $\omega = \pi_*\Omega_X$, $\alpha = R^1\pi_*(O_X)$. In particular, $E_C$ has the Gauss-Manin connection and it induces a $O_C$-linear map, called Higgs field:

$\theta: \omega \to \alpha \otimes \Omega^1_C$,

which is related to Kodaira-Spencer map. The Higgs field can be defined alternatively:

$$\begin{array}{ccc}
\omega & \to & E_C \\
\downarrow & & \downarrow \varphi \\
E_C \otimes \Omega^1_C & \to & \alpha \otimes \Omega^1_C.
\end{array}$$

The other is from the long exact sequence of

$0 \to \pi^*\Omega_C \to \Omega_X \to \Omega_{X/C} \to 0$

and the boundary map $\cdots \to \pi_*\Omega_{X/C} \xrightarrow{\partial} R^1\pi_*O_X \otimes \Omega^1_C \to \cdots$ gives the Higgs field. Condition (3) in [1.3] just means the map $\theta$ is isomorphic.

**Theorem 2.4.** ([2, Main Theorem 1]) The category of Dieudonné crystals over $\text{cris}(C/W(k))$ is anti-equivalent to the category of BT groups over $C$.

3. **Example**

To justify that we are not proving a vacuous theorem, in this section, we show some reductions of a Mumford curve satisfy all the conditions in Theorem 1.3.

First we quote a theorem from [14]: let $k$ be an algebraically closed field of characteristic $p$.

**Theorem 3.1.** ([14, Theorem 1.2]) For infinitely many prime $p$, there exists a family of principally polarized abelian fourfolds over a smooth proper curve $\tilde{f}: \tilde{X} \to \tilde{C}$ over $W(k)$ such that

1. $(\tilde{X} \to \tilde{C}) \otimes C$ is a Mumford curve,
2. the reduction $X \to C$ of $\tilde{X} \to \tilde{C}$ at $k$ is generically ordinary,
(3) the Dieudonné crystal $E \cong \mathcal{V} \otimes \mathcal{T}$ where $\mathcal{V}$ is a Dieudonné crystal of rank 2 with maximal Higgs field and $\mathcal{T}$ is a unit root crystal of rank 4.

We use $\tilde{X} \rightarrow \tilde{C}$ to denote the Mumford curve defined over the Witt ring $W(k)$ (see [14, Section 2.5]). Then $E$ corresponds to $R^1\bar{f} _*(\Omega_{\tilde{X}/\tilde{C}})$.

**Proposition 3.2.** ([14]) The unit root crystal $(\mathcal{T}, F_\mathcal{T})$ has the tensor decomposition as crystals: $\mathcal{T} \cong \mathcal{V}_2 \otimes \mathcal{V}_3$ and either of the following two cases is true

1. $\mathcal{V}_2, \mathcal{V}_3$ are $F$-crystals and the isomorphism respects the Frobenius.
2. $F_\mathcal{T} = F_2 \otimes F_3$ where $F_2 : \mathcal{V}_2^\sigma \rightarrow \mathcal{V}_3$ and $F_3 : \mathcal{V}_3^\sigma \rightarrow \mathcal{V}_2$.

Therefore $\mathcal{T} \cong \mathcal{V}_2 \otimes \mathcal{V}_3$ as $F^2$-isocrystals.

For Condition (3) in [1.3], the self product of the polarization gives

$$\dim_{B(k_0)} \Gamma(\tilde{C}, R^1\bar{f} _*(\Omega_{\tilde{X}/\tilde{C}})(2f))^{F^f} \otimes B(k_0) \geq 1$$

for any integer $f$.

Base change to algebraically closed field $\bar{B}(k_0)$ and $E$ becomes a local system, with algebraic monodromy $G = SL(2)^x$ ([14, proposition 2.4]). Hence $\Gamma(\tilde{C}, \wedge^4R^1\bar{f} _*(\Omega_{\tilde{X}/\tilde{C}})) \otimes \bar{B}(k_0) = 1$. We have

$$\dim_{B(k_0)} \Gamma(\tilde{C}, R^4\bar{f} _*(\Omega_{\tilde{X}/\tilde{C}}))^{F^f-q^{2f}} \otimes B(k_0) \leq 1.$$ 

Therefore (3) in [1.3] is satisfied.

For the maximal Higgs field, since $E \cong \mathcal{V} \otimes \mathcal{V}_2 \otimes \mathcal{V}_3$ as $F^{2f}$-isocrystals for any natural number $f$ and $\mathcal{V}_1, \mathcal{V}_2, \mathcal{V}_3$ are irreducible as isocrystals,

$$\wedge^2 E = S^2\mathcal{V}_2 \otimes S^2\mathcal{V}_3 \otimes S^2\mathcal{V} \otimes S^2\mathcal{V}_2 \oplus S^2\mathcal{V} \otimes S^2\mathcal{V}_3 \oplus \mathcal{O}_C$$

as direct sum of simple isocrystals. Thereby the algebra $\End(\wedge^2 E)^{F^f}$ is isomorphic to $\mathbb{Q}_p^{x^4}$ for some $f$.

For Condition (1) in [1.3], it follows from (2) in Theorem 3.1

For Condition (2), since the universal family over the Shimura curve $\tilde{C}$ has maximal Higgs field (see [9, Theorem 0.9]), the Higgs field of the special fiber $X/C$ is also maximal.

Therefore the special reduction of Mumford curve at $k$ satisfies all the conditions of Theorem [1.3].

**4. PREREQUISITE AND NOTATIONS**

4.1. We recall some general facts on Tannakian categories and then we focus on the Tannakian category of $F^f$-isocrystals, denoted as $F^f$-isoc($C$).

**Definition 4.2.** Let $L$ be a field of characteristic 0. A Tannakian category $T$ (over $L$) is a $L$-linear neutral rigid tensor abelian category with an exact fiber functor $\omega : T \rightarrow \Vect_L$.

**Theorem 4.3.** ([4, Theorem 2.11]) For any Tannakian category $T$, there exists an $L$-algebraic group $G$ such that $T$ is equivalent to $\Rep_L(G)$ as tensor categories.

**Remark 4.4.** Recall that $\pi$ is defined over finite field $\mathbb{F}_{p/0}$ and then for any $f$, a multiple of $f_0$, $\sigma^f$ fixes $\mathbb{F}_{p/0}$. Thereby in the category of $F^f$-isocrystals over $C$, $\End(1) = \mathbb{F}_{p/0}$. So the $F^f$-isocrystals over $C$ form a neutral Tannakian category over $\mathbb{Q}_{pf}$ which is equivalent to $\Rep_{\mathbb{Q}_{pf}}(G_{\text{univ}})$ for some group scheme $G_{\text{univ}}$. 
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For any finite étale covering \( C' \) of \( C \), \( F^f \)-isocrystals over \( C' \) also form a neutral Tannakian category, equivalent to \( \text{Rep}_{\mathbb{Q}_p^f}(G'_{\text{univ}}) \). Let \( \mathcal{C} \) (resp. \( \mathcal{C}' \)) denote the category of \( F^f \)-isocrystals over \( C \) (resp. \( C' \)). Then the pullback induces \( \mathcal{C} \to \mathcal{C}' \).

Let
\[
\Gamma = \text{Aut}(C'/C)
\]
be the finite automorphism group. Then the action of \( \Gamma \) on \( C' \) induces
\[
\Gamma \to \text{Aut}^{\otimes}(C'), \gamma \mapsto \gamma^*.
\]

Obviously \( 1 \in \Gamma \) induces the identity on \( C' \).

The covering \( C' \to C \) satisfies the descent for \( F^f \)-isocrystals. In other words,

**Lemma 4.5.** \( C \) can be identified as the category of
\[
\left\{ (X', \{ \varphi_\gamma \}_{\gamma \in \Gamma}) \mid X' \in \text{ob} \, C', \varphi_\gamma : \gamma^* X' \to X', \varphi_{\gamma \gamma'} = \varphi_{\gamma} \circ \varphi_{\gamma'} \right\}.
\]

**Proof.** The proof is an easy corollary of a more general theorem ([13, Theorem 4.5]). Or we can directly compute as follows: it suffices to show any such object \( (X', \{ \varphi_\gamma \}_{\gamma \in \Gamma}) \) can descend to \( C \). \( F^f \)-isocrystal corresponds to \( (W, \nabla_W) \) on \( C \) with a local Frobenius on \( W_{B(k_0)} \). Obviously \( \varphi_\gamma \) gives a descent datum for vector bundles on \( C_{B(k_0)} \). Note a flat connection is equivalent to the descent data on the deRham space. Thus the étale covering \( C' \to C \) also satisfies the descent for connections. Thereby we have a bundle with connection \((V', \nabla_{V'})\) on \( C_{B(k_0)} \). Similarly, locally the Frobenius can be descent to \( V' \). Taking the intersection \( V' \cap W \) gives a coherent sheaf over \( C \) with connection. And taking a double dual gives a locally free sheaf.

Then \( \mathcal{C} \to \mathcal{C}' \) is just the forgetful functor \( \{(X', \{ \varphi_\gamma \}_{\gamma \in \Gamma}) \} \mapsto X' \).

**Proposition 4.6.** Notations as above, \( 1 \to G_{\text{univ}}' \to G_{\text{univ}} \to \Gamma \) is an exact sequence.

**Proof.** For any object \( \mathcal{E}' \in \mathcal{C}' \), \( \oplus_{\gamma \in \Gamma} \gamma^* \mathcal{E}' \) is invariant under \( \Gamma \) and thus can be descent to \( C \). So any object in \( F^f\text{-isoc}(C') \) is a subquotient of some object in \( F^f\text{-isoc}(C) \). By ([4, 2.21 (b)]), \( G_{\text{univ}}' \) is a subgroup of \( G_{\text{univ}} \).

For the other side \( G_{\text{univ}} \to \Gamma \), consider the kernel of \( \mathcal{C} \to \mathcal{C}' \), i.e. the full subcategory \( \mathcal{K} \) in \( \mathcal{C} \) consisted of objects with trivial image in \( \mathcal{C}' \). Then \( \mathcal{K} \) is also Tannakian and by [4, 5] it consists of objects \( (\mathcal{O}_{C'}^{\text{triv}}, \{ \varphi_\gamma \}_{\gamma \in \Gamma}) \) where \( \mathcal{O}_{C'}^{\text{triv}} \) denotes the trivial isocrystal over \( C' \). For any such object, \( \varphi \) induces a representation of \( \Gamma \) on \( k^n \). Therefore \( \mathcal{K} \) is equivalent to \( \text{Rep}(\Gamma) \). The inclusion \( \mathcal{K} \to \mathcal{C} \) gives a morphism between groups \( G_{\text{univ}}' \to \Gamma \).

Now it suffices to show the exactness of \( 1 \to G_{\text{univ}}' \to G_{\text{univ}} \to \Gamma \) in the middle. Let \( K \) be the kernel of \( G_{\text{univ}} \to \Gamma \). Since under \( G_{\text{univ}} \to \Gamma, G_{\text{univ}}' \) has trivial image, \( G_{\text{univ}}' \subset K \), i.e. we have
\[
\text{Rep}(K) \to \text{Rep}(G_{\text{univ}}').
\]
For any \( g \in G_{\text{univ}} \) such that \( g \) is in the kernel \( K \), consider the object \( (\oplus_{\gamma \in \Gamma} \gamma^* \mathcal{E}', \{ \varphi_\gamma \}) \) in \( \mathcal{C} \) and \( \mathcal{E}' \in \mathcal{C}' \). The element \( g \) fixes each direct summand \( \gamma^* \mathcal{E} \). In particular, let \( \gamma = \text{id} \) and \( g \) acts on \( \mathcal{E}' \). Thus every \( \mathcal{E}' \in \text{Rep}(G_{\text{univ}}') \) is a natural representation of \( K \). So \( K = G_{\text{univ}}' \).

**Corollary 4.7.** \( \dim G_{\text{univ}}' = \dim G_{\text{univ}} \).

For the specific crystal \( \mathcal{E} \) in [1, 3] viewed as \( F^f \)-crystal, \( \mathcal{E} \) has weight \( f \). Let \( E \) be the representation corresponding to \( \mathcal{E} \) and \( G_E = \text{im} (G_{\text{univ}} \to \text{Aut}(E)) \).
Remark 4.8. For $E$, we have

$$G'_\text{univ} \xrightarrow{\gamma} \text{Aut}(E)$$

which induces $G'_E \hookrightarrow G_E$. Since $\dim G'_\text{univ} = \dim G_{\text{univ}}$, we have $\dim G'_E = \dim G_E$.

Lemma 4.9. Notation as above, we have $\dim_{\mathbb{Q}_p}(\wedge^4 E)^G = 1$ and $\mathbb{Q}_p \otimes \text{End}(\wedge^2 E)^G \cong \mathbb{Q}_p^{\times 4}$ as algebras.

Proof. Condition (2) is equivalent to $\dim_{\mathbb{Q}_p} \Gamma((C/W)_{\text{cris}}, \wedge^4 \mathcal{E}(2f))^F \otimes \mathbb{Q}_p = 1$. The space

$$\Gamma((C/W)_{\text{cris}}, (\wedge^4 \mathcal{E})(2f))^F$$

consists of invariant elements in $(\wedge^4 \mathcal{E})(2f)$. The representation associated to $\wedge^4 \mathcal{E}(2f)$ is $E \otimes \chi^{2f}$ where $\chi$ is the character of $G_{\text{univ}}$ corresponding to Tate twist. Then $\dim_{\mathbb{Q}_p}(E \otimes \chi^{2f})^G = 1$. Note Tate twist only affects the weight, $\dim_{\mathbb{Q}_p}(E)^G = \dim_{\mathbb{Q}_p}(E)^{G_{\text{univ}}} = \dim_{\mathbb{Q}_p}(E \otimes \chi)^{G_{\text{univ}}} = 1$.

The isomorphism $\mathbb{Q}_p \otimes \text{End}(\wedge^2 E)^G \cong \mathbb{Q}_p^{\times 4}$ follows directly. \qed

4.10. Notations. We summarize the notations here.

$\tilde{C}$:
- Any lifting of $C$ to $W(k_0)$.

$\eta$:
- The generic point of $C$.

$C', \eta'$:
- $C'$ an étale covering of $C$, $\eta'$ generic point of $C'$. Any symbol with a prime $'$ denotes its pullback from $\tilde{C}$ to $C'$, see 6.5.

$\mathcal{E}$:
- The crystalline higher direct image of $\pi: R^1\pi_{\text{cris},*}(\mathcal{O}_X^\flat)$, also the bundle with an integrable connection and Frobenius.

$G_{\text{univ}}$:
- The affine group scheme such that $F^f$-isoc$(C)$ is equivalent to $\text{Rep}(G_{\text{univ}})$.

$E$:
- The Tannakian duality of $\mathcal{E}$ in $\text{Rep}(G_{\text{univ}})$.

$G_E$:
- $\text{im}(G_{\text{univ}} \longrightarrow \text{Aut}(E))$.

$\mathfrak{g}_E$:
- The Lie algebra of $G_E$.

$\mathcal{G}, \gamma$:
- A morphism $\gamma: \mathcal{E} \longrightarrow \mathcal{G}$ which is surjective after inverting $p$.

$G$:
- The BT group corresponding to $\mathcal{G}$. 
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The morphism between BT groups \( \rho : G \rightarrow X[p^\infty] \) corresponding to \( \gamma : \mathcal{E} \rightarrow \mathcal{G} \).

The \( p^n \)-torsion flat group scheme \( \rho_\eta(G_\eta)[p^n] \) on \( C \).

A filtration \( \{ \cdots \mathcal{T}_{n-1} \supset \mathcal{T}_n \cdots \} \) with \( \mathcal{T}_n = \mathbb{D}(X/K_n) \).

A filtration \( \{ \cdots \mathcal{I}_{n-1} \supset \mathcal{I}_n \cdots \} \) with \( \mathcal{I}_n = \gamma^{-1}(p^n\mathcal{G}) \).

\( K_n/\mathcal{K}_{n-1} \).

A section which lifts Spec \( k_0 \rightarrow \mathcal{C} \):

\( i^* \mathcal{E} \):

the Dieudonné module over \( W(k_0) \) which corresponds to \( X[p^\infty] \).

\( G_\eta \):

the Dieudonné module over \( k_0 \).

\( \mathcal{V}_i \):

the rank 2 Dieudonné \( F \)-iso)crystals appearing in the tensor decomposition of \( \mathcal{E} \).

5. THE STRUCTURE OF \( G_E \)

5.1. Simplicity of \( X/C \).

**Proposition 5.2.** There is no proper abelian subvariety \( Y \hookrightarrow X \) over \( C \).

**Proof.** If there exists a proper abelian subvariety \( Y \subset X \), then by Poincare irreducibility theorem, we have \( Z \subset X \) and an isogeny \( g : X \rightarrow Y \times Z \). The isogeny induces a morphism \( g^* : H^4_{\text{cris}}(Y \times Z, \mathcal{O}) \rightarrow H^4_{\text{cris}}(X, \mathcal{O}) \).

By Kunneth formula for crystalline cohomology,

\[
H^4_{\text{cris}}(Y \times Z, \mathcal{O}) = H^4_{\text{cris}}(Y) \oplus H^4_{\text{cris}}(Z) \oplus H^2_{\text{cris}}(Y) \otimes H^2_{\text{cris}}(Z) \oplus \cdots.
\]

The self product of polarizations on \( Y \) and \( Z \) gives the nontrivial elements in the second cohomology groups which are all Frobenius eigen-elements. If \( \dim Y \geq 2 \), then \( H^4_{\text{cris}}(Y)^{F-p^2} \) contains the self product of the polarization. Thereby \( H^4_{\text{cris}}(Y \times Z, \mathcal{O})^{F-p^2} \) contains at least two linearly independent idempotents.

The Leray spectral sequence \( H^4_{\text{cris}}(Y \times Z, \mathcal{O}) \rightarrow H^0((C/W)_{\text{cris}}, R^4\pi_*\mathcal{O}_{Y \times Z}) \) induces diagram

\[
\begin{array}{ccc}
H^4_{\text{cris}}(Y \times Z, \mathcal{O})^{F^f} & \xrightarrow{g^*} & H^4_{\text{cris}}(X, \mathcal{O})^{F^f} \\
\downarrow \text{pr} & & \downarrow \\
H^0((C/W)_{\text{cris}}, R^4\pi_*\mathcal{O}_{Y \times Z})^{F^f} & \rightarrow & H^0((C/W)_{\text{cris}}, R^4\pi_*\mathcal{O}_X)^{F^f}.
\end{array}
\]

The idempotents in \( H^4_{\text{cris}}(Y \times Z, \mathcal{O}) \) gives two linearly independent elements in \( \Gamma((C/W)_{\text{cris}}, R^4\pi_*\mathcal{O}_X)^{F^f} \). Then \( \dim_{\eta^p} \Gamma((C/W)_{\text{cris}}, R^4\pi_*\mathcal{O}_X)^{F^f} \geq 2 \) for any \( f \), contradicting to condition (3) in 1.3.

\( \square \)
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5.3. \( G_E \) reductive. We will show that \( G_E \) is reductive. The idea is to show \( E \) is a faithful irreducible representation of \( G_E \). Firstly we show the following general fact.

**Theorem 5.4.** The abelian scheme \( X/C \) is simple if and only if \( \mathbb{D}(X/C) \) is an irreducible \( F \)-isocrystal over \( C \).

5.5. **The proof of 5.4.** If \( E \) is not irreducible, then there exists a \( F \)-isocrystal \( G \) such that \( E \rightarrow G \) is surjective. The slopes of \( G \) are between 0 and 1. Hence \( G \) has a model of \( F \)-crystal over \( C/W(k) \) (see Appendix B), which we still denote as \( G \). It is easy to show the Verschiebung \( V \) also descends to \( W(k) \) and hence \( G \) is a Dieudonne crystal.

However, the morphism between Dieudonne crystals

\[
\gamma : E \rightarrow G
\]

may not be surjective. We only know that \( \text{im } \gamma \supset p^k G \) for some integer \( k \).

By 2.4 \( \gamma \) corresponds to a morphism between BT groups:

\[
\rho : G \rightarrow X[p^\infty].
\]

Since \( p^k G \subset \text{im } \gamma \), the kernel of \( \rho \) is a subgroup scheme of \( G[p^k] \). In particular, \( \text{ker } \rho \) is finite. Let \( \eta \in C \) be the generic point. Though \( \text{im } \rho \) is merely an fppf abelian sheaf, its generic fiber \( \text{im } \rho_\eta \subset X[p^\infty]_\eta \) is a BT group. Further, due to the following lemma, we can further assume \( \rho_\eta \) is injective.

**Lemma 5.6.** The morphism \( \rho \) factors through a BT group \( G' \) such that \( G' \rightarrow X[p^\infty] \) is generically injective.

**Proof.** Let \( K = (\ker \rho_\eta)^- \) be the closure of \( \ker \rho_\eta \) in \( G \). Then \( K \) is a finite flat group scheme over \( C \). Further, \( \rho(K) = 0 \) since \( \rho(K)_\eta = 0 \) and \( K \) is flat. Therefore \( K \subset \ker \rho \). Let \( G' = G/K \). Then \( G' \) is a BT group and \( \rho \) factors through \( G' \). 

Since \( \rho_\eta \) is injective, \( \rho_\eta(G[p^n]^-) = \rho_\eta(G)p^n^- \). We denote it as \( K_n \). Then \( K_n \) is a finite flat group scheme over \( C \). Therefore \( X[p^\infty]/K_n \) is a BT group and applying the crystalline Dieudonne functor yields that \( \mathcal{T}_n := \mathbb{D}(X/K_n) \) is a finite locally free subsheaf of \( \mathcal{E} \). And they form a filtration \( \mathcal{T}_0 = \mathcal{E} \supset \cdots \supset \mathcal{T}_{n-1} \supset \mathcal{T}_n \supset \mathcal{T}_{n+1} \cdot \cdot \cdot \) with quotient \( \mathcal{T}_{n-1}/\mathcal{T}_n = \mathbb{D}(K_n/K_{n-1}) \). Another filtration on \( \mathcal{E} \) is that \( \{ \mathcal{I}_n = \gamma^{-1}(p^n G) \} \).

**Lemma 5.7.** \( \mathcal{T}_n \subset \mathcal{I}_n \).

**Proof.** On the side of BT groups, we have the following diagram:

\[
\begin{array}{ccc}
G[p^n] & \rightarrow & K_n \\
\downarrow & & \downarrow \\
G[p^\infty] & \rightarrow & X[p^\infty]/K_n.
\end{array}
\]
Dually, on the side of Dieudonné crystals,

\[ \begin{array}{cccc}
D(G[p^n]) & \rightarrow & D(K_n) \\
\downarrow \gamma & & \downarrow \\
G[p^n] & \rightarrow & E
\end{array} \]

The above diagram gives that the image of \( T_n \) in \( D(G) \), composing the upper and right arrows, is contained in \( p^nG \). Therefore \( T_n \subset I_n \).

On one hand, we restrict the two diagrams above at the generic point \( \eta \). Note \( \gamma_\eta \) is surjective.

\[ \begin{array}{cccc}
D(G_\eta[p^n]) & \rightarrow & D(K_n,\eta) \\
\downarrow \gamma_\eta & & \downarrow \\
G_\eta[p^n] & \rightarrow & E_\eta
\end{array} \]

Since \( G_\eta[p^n] \cong K_{n,\eta} \), we have \( E_\eta/T_{n,\eta} \cong D(G_\eta[p^n]) \cong \mathcal{G}_\eta/p^n\mathcal{G}_\eta \cong \mathcal{E}_\eta/I_{n,\eta} \). We already have \( T_n \subset I_n \). Hence \( T_{n,\eta} = I_{n,\eta} \).

On the other hand, since \( D(K_n) \) is \( p^n \)-torsion, \( p^nE \subset T_n \). Therefore \( T_n \otimes \mathcal{O}_{\tilde{C}}[\frac{1}{p}] \cong E \otimes \mathcal{O}_{\tilde{C}}[\frac{1}{p}] \). In particular, \( T_n \otimes \mathcal{O}_{\tilde{C}}[\frac{1}{p}] \cong I_n \otimes \mathcal{O}_{\tilde{C}}[\frac{1}{p}] \).

Therefore, \( T_n \subset I_n \) induces isomorphisms over generical fiber of \( \tilde{C} \) and generic point of \( C \). In particular, it is isomorphic on every height 1 points in \( \tilde{C} \).

**Lemma 5.8.** Let \((D, m)\) be a regular local domain of dimension 2 and

\[
0 \rightarrow M \rightarrow N \rightarrow Q \rightarrow 0
\]

be a short exact sequence of \( D \)-modules with \( M \) finite free, \( N \) torsion free and \( \text{supp}(Q) \subset \{m\} \), then \( Q = 0 \).

**Proof.** Since \( D \) is regular of dimension 2, we have the reflexive module \( N^\vee \vee \) of \( N \) is free([6, Chapter 2, Proposition 25]). The new short exact sequence \( 0 \rightarrow M \stackrel{T}{\rightarrow} N^\vee \rightarrow Q' \rightarrow 0 \) still satisfies that \( \text{supp}(Q') \subset \{m\} \). Since \( N \) is torsion free, still by ([6, Chapter 2, Corollary 21]), we have \( N \subset N^\vee \). Thereby \( \text{supp}(Q) \subset \text{supp}(Q') \). Note both of \( M \) and \( N^\vee \) are free of the same rank and hence \( T \) can be represented as a square matrix with entries in \( D \). So the support of \( Q' \) is the zero set of \( \det T \). But if \( \det T \) is a nonunit, then the dimension of the zero set \( Z(\det T) \) is of dimension 1. Hence \( Q = 0 \).

**Corollary 5.9.** \( T_n = I_n \).

**Proof.** Localize the injection \( T_n \hookrightarrow I_n \) at each closed point of \( \tilde{C} \) and apply lemma [5.8]

**Proposition 5.10.** \( H_n \cong H_{n+1} \) if \( n \) large enough.
Proof. By \[5.9\] we have $\gamma(T_n) = p^n \mathbb{D}(G) \cap \gamma(E)$. By Artin-Rees lemma, there exists an integer $k$ such that $\gamma(T_n) = p^{n-k}\gamma(T_k)$ for any integer $n > k$. Since via \[5.9\] $\ker \gamma \subset T_n$ for each $n$, $T_{n-1}/T_n \cong \gamma(T_{n-1})/\gamma(T_n) \cong \gamma(T_k) \otimes \mathcal{O}_C[p]$ is always commutative: $\gamma(T_{n-1})/\gamma(T_n) \cong \gamma(T_{n-2})/\gamma(T_{n-1})$. So $H_n \cong H_{n+1}$ for $n > k$.

Fix the integer $k$ in the proof of \[5.10\]. Let $\rho_\eta(G_\eta)^-\gamma$ denote the union $\bigcup_n K_n = \bigcup_n \rho_\eta(G_\eta[p^n])$ and $H$ denote $\rho_\eta(G_\eta)^-\gamma / K_k$. Then we have

Proposition 5.11. $H$ is a BT group over $C$.

Proof. Obviously $\rho_\eta(G_\eta)^-\gamma / K_k$ is $p$-torsion. And we have $\rho_\eta(G_\eta)^-\gamma / K_k[p] = H_{k+1}$ is a finite locally free group scheme. It remains to show that $H$ is $p$-divisible. From Proposition \[5.10\], $H[p^n]$ is surjective. Now we proceed by induction. Suppose $H[p^n] \rightarrow H[p^{n-1}]$ is surjective. The following diagram is always commutative:

$$
\begin{array}{ccc}
H[p^n] & \rightarrow & H[p^{n-1}] \\
\downarrow & & \downarrow \\
H[p^{n+1}] & \rightarrow & H[p^n].
\end{array}
$$

Again by \[5.10\], the induced morphism on cokernels $H[p^{n+1}]/H[p^n] \rightarrow H[p^n]/H[p^{n-1}]$ is isomorphic. Hence $H[p^{n+1}] \rightarrow H[p^n]$ is surjective. Therefore $H$ is $p$-divisible.

Note $H$ is a subquotient BT group of $X[p^\infty]$. The following standard trick follows from the proof of Theorem 2.6 in \[3\].

Let $Z_k = X/K_k$. Then $Z_k$ is an abelian scheme over $C$ and $H$ is a sub BT group of $Z_k[p^\infty]$. Put $Z'_n = Z_k/H[p^n]$. We have an exact sequence of truncated BT group schemes of level 1 over $C$ as follows

$$0 \rightarrow H[p] \rightarrow Z_k[p] \rightarrow Z'_n[p] \rightarrow H[p] \rightarrow 0.$$

And hence an exact sequence

$$0 \rightarrow \omega_H \rightarrow \omega_{Z'_n} \rightarrow \omega_Z_k \rightarrow \omega_H \rightarrow 0.$$

We conclude that $\det(\omega_{Z'_n}) \cong \det(\omega_Z_k)$ independent of $n$. It is known (\[16\]) that this implies there are only a finite number of isomorphism classes of abelian schemes among $Z'_n$. So we can find an abelian scheme $Z'_1$ such that there exists infinitely many $f_n \in \text{Hom}(Z_k, Z'_1)$ such that $\ker f_n = H[p^n]$. Fix a $f_n$. And let $g_n \in \text{End}(Z_k)$ be $(f_n)^{-1} \circ f_n$. Then $\ker g_n[p^\infty]$ is an extension of a fixed finite group scheme and $H[p^n]$. Let $g$ be the limit of $g_n$ in $\text{End}(Z_k)$ and hence $\ker g[p^\infty]$ is an extension of a finite group scheme and $H$. Therefore $\ker g \subset Z_k$ is a proper subvariety. Since $Z_k$ and $X$ are isogenous, $g$ induces a morphism in $\text{End}(X/C)$ which is not surjective. It contradicts to the assumption $X/C$ is simple.

This is the end of the proof of \[5.4\].

Note by \[4.9\] we have

$$(1) \qquad \dim_{B(K_0)}(\wedge^4 E)^{G_E} = 1, \text{End}(\wedge^2 E)^{G_E} \cong \mathbb{Q}_{p^f}^4.$$

Proposition 5.12. The representation $E$ is irreducible.
Proof. If \( E \) is not an irreducible \( G_E \)-representation, then \( E \) has a proper sub-representation. Let \( V \) be an irreducible sub-representation of \( E \) with the smallest dimension. Then \( V \) gives a proper sub object \( V \subset \mathcal{E} \) with minimal rank. Since \( F: \mathcal{E}^\sigma \rightarrow \mathcal{E} \) is an isomorphism between isocrystals, \( F(V^\sigma) \) is also irreducible of the smallest rank and hence \( F(V^\sigma) \cap V = 0 \). Consider \( \sum_n F^n(V^\sigma^n) \). It is a proper sub-isocrystal of \( \mathcal{E} \) and invariant under \( F \). By \( \text{[5.4]} \sum_n F^n(V^\sigma^n) = \mathcal{E} \). As a quotient of the sum of irreducible elements, \( \mathcal{E} \cong \oplus_{i \in I} V^\sigma_i \) for some index set \( I \).

Therefore \( E \cong \oplus_i V_i \). Since each \( V_i \) has the same rank, the number of direct summands is either 1, 2, 4 or 8. This number is not greater than 2 otherwise it violates \( \text{End}(\wedge^2 E)^{G_E} \cong \mathbb{Q}_{p^f}^4 \). If there are two direct summands, let \( E \cong V_1 \oplus V_2 \).

Note \( E \) admits a symplectic form \( \lambda \) and \( (\wedge^4 E)^{G_E} \) is generated by the self-product of \( \lambda \).

If \( \lambda \) preserves the direct summands \( V_1 \) and \( V_2 \), then in the decomposition \( \wedge^4 E \cong \wedge^4 V_1 \oplus \wedge^4 V_2 \oplus \cdots \), the self product \( \lambda^2 \) has nontrivial components in \( \wedge^4 V_1 \) and \( \wedge^4 V_2 \). Let \( \lambda^2_1 \) and \( \lambda^2_2 \) be the two components. Then both of them are invariant under \( G_E \), contradicting to \( \dim_{B(k_0)}(\wedge^4 E)^{G_E} = 1 \).

If the polarization does not preserve the direct summands, then \( \lambda \) induces isomorphisms \( V_1 \rightarrow V_2^\vee \) and \( V_2 \rightarrow V_1^\vee \). Note \( \wedge^2 E \cong \wedge^2 V_1 \oplus \wedge^2 V_2 \oplus V_1 \otimes V_2 \) and there is a surjection \( S^2(\wedge^2 E) \rightarrow \wedge^4 E, w_1.w_2 \mapsto w_1 \wedge w_2 \).

And then \( \lambda^2 \) lies in \( S^2(V_1 \otimes V_2) \cong S^2 V_1 \otimes S^2 V_2 \oplus \wedge^2 V_1 \otimes \wedge^2 V_2 \).

Let the \( \lambda^2_1 \) and \( \lambda^2_2 \) be the image \( \lambda \) in the two components in \( S^2(V_1 \otimes V_2) \). Then they are invariant under \( G_E \), again contradicting to \( \dim_{B(k_0)}(\wedge^4 E)^{G_E} = 1 \). \( \square \)

**Corollary 5.13.** The group \( G_E \) is reductive.

**Proof.** Note \( G_E \) is reductive if \( G_E \) admits a faithful and completely reducible representation. \( \square \)

5.14. \( G_E \) nonsimple. Since \( X/C \) is principally polarized, the \( F \)-isocrystal \( \mathcal{E} \) admits a non-degenerate alternating form (\( \square \) Section 5.1]). So \( E \) also admits an alternating form which is preserved by \( G_E \). Therefore the action of \( G_E \) factors through \( Sp(8, \mathbb{Q}_{p^f}) \). Then the reductive Lie algebra \( g_E \) factors through \( sp(8) \).

**Proposition 5.15.** \( G_E \) is not simple and the semisimple part \( (g_E)^{ss} \cong sl(2)^{x3} \).

**Proof.** If \( G_E \) is simple, then the Lie algebra \( g_E \) is a simple subalgebra of \( sp(8, \mathbb{Q}_{p^f}) \). Then condition (I) can be stated in terms of Lie algebra:

\[
\dim_{\mathbb{Q}_{p^f}}(\wedge^4 E)^{g_E} = 1, \ End(\wedge^2 E)^{g_E} \cong \mathbb{Q}_{p^f}^4.
\]

Base change to \( \mathbb{C} \). By Appendix (A) there is no simple complex Lie algebras satisfying the conditions above. Therefore \( G_{EC} \) is not simple. Then the semisimple part \( g_C^{ss} = sl(2) \times \)
$\mathfrak{sl}(2) \times \mathfrak{sl}(2)$ and $E_C = E_1 \otimes E_2 \otimes E_3$ where $E_i$ is the standard representation of $\mathfrak{sl}(2)$. Therefore
\begin{equation}
(2) \quad \wedge^2 E_C \cong (S^2 E_1 \otimes S^2 E_2 \otimes \wedge^2 E_3) \oplus (\wedge^2 E_1 \otimes S^2 E_2 \otimes S^2 E_3) \oplus \\
(S^2 E_1 \otimes \wedge^2 E_2 \otimes S^2 E_3) \oplus (\wedge^2 E_1 \otimes \wedge^2 E_2 \otimes \wedge^2 E_3)
\end{equation}
as direct sum of irreducible representations. Therefore $\text{End}_{G_E}(\wedge^2 E) \cong \mathbb{C}^{\oplus 4}$ and $\wedge^2 E_1 \otimes \wedge^2 E_2 \otimes \wedge^2 E_3$ is the polarization.

For $\mathfrak{g}_E$, $\text{End}_g(\wedge^2 E) \cong \mathbb{Q}_{p_f}^{\times 4}$. Therefore each of the 4 components of $\wedge^2 E_C$ is defined over $\mathbb{Q}_{p_f}$. Note they are all nonfaithful nontrivial representations of $\mathfrak{g}$. Thereby $\mathfrak{g}$ and then $G_E$ is not simple.

So the Lie algebra $\mathfrak{g}_E^m = \mathfrak{g}_1 \times \cdots \times \mathfrak{g}_n$. Then $E = E_1 \otimes \cdots \otimes E_n$, where $n \geq 2$, the $\mathfrak{g}_i$ are simple Lie algebras and $E_i$ is a faithful representation of $\mathfrak{g}_i$. Clearly at least one of the $E_i$ say $E_1$, has dimension 2, and this implies that $\mathfrak{g}_1 = \mathfrak{sl}(2)$. Then $E_2 \otimes \cdots \otimes E_n$ is a 4-dimensional representation of $\mathfrak{g}_2 \times \cdots \times \mathfrak{g}_n$. Since $E_1$ is already symplectic, $E_2 \otimes \cdots \otimes E_n$ must be orthogonal. For simplicity, let $\mathfrak{h} = \mathfrak{g}_2 \times \cdots \times \mathfrak{g}_n$ which acts orthogonally on $E_2 \otimes \cdots \otimes E_n$. Let us denote it as $W$.

**Corollary 5.16.**
\begin{equation}
(3) \quad \wedge^2 E \cong \mathbb{Q}_{p_f} \oplus W_1 \otimes W_2 \oplus W_1 \otimes W_3 \oplus W_2 \otimes W_3
\end{equation}
over $\mathbb{Q}_{p_f}$ where each $W_i$ is a dimension 3 representation of $G_E$. Further $W_i$ admits a symmetric product.

**Proof.** Since $E = E_1 \otimes \mathbb{Q}_{p_f} W$, $\wedge^2 E \cong S^2 W \oplus S^2 E_1 \otimes \wedge^2 W$. Let $W_1$ be $S^2 E_1$. Since the four idemponents in $\text{End}_{G_E}(\wedge^2 E) \otimes \mathbb{C}$ are defined over $\mathbb{Q}_{p_f}$, comparing with the decomposition over $\mathbb{C}$, $\wedge^2 W$ is the direct sum of two rank 3 representations, say $W_2, W_3$ and then
\begin{equation}
\wedge^2 E = S^2 W \oplus W_1 \otimes W_2 \oplus W_2 \otimes W_3.
\end{equation}

As a subrepresentation of $\wedge^2 E$, $W_1 \otimes W_2$ admits a symmetric product. Therefore $S^2(W_1 \otimes W_2)$ has a one-dimensional trivial direct summand. Note
\begin{equation}
S^2(W_1 \otimes W_2) = S^2 W_1 \otimes S^2 W_2 \oplus \wedge^3 W_1 \otimes \wedge^2 W_2 = (\mathbb{Q}_{p_f} \oplus W'_1) \otimes S^2 W_2 \oplus \wedge^2 W_1 \otimes \wedge^2 W_2
\end{equation}
where $W'_1$ is irreducible. The 1-dimensional direct summand can only come from $\mathbb{Q}_{p_f} \otimes S^2 W_2$. Therefore $S^2 W_2$ has a one-dimensional trivial direct summand and hence $W_2$, as well as $W_3$, also admits a symmetric product. \hfill \Box

However, we don’t know whether $E_i$ are defined over $\mathbb{Q}_{p_f}$ yet. So we can not write $W_i$ as $S^2 V_i$ for some rank 2 representation $V_i$. To remedy this situation, we take an étale covering of $C$ and increase the power $f$ if necessary.

### 6. The Choice of the Étale Covering

In this section, we show how to choose the étale covering of $C$ for the existence of $V_i$. We consider a more general setting: if we have a rank 3 $F'$-isocrystal $\mathcal{V}$ with symmetric product, when can we write $\mathcal{V}$ as $S^2 \mathcal{V}$ for some rank 2 $F'$-isocrystal $\mathcal{V}$ which corresponds to a $SL(2)$-representation? If not in general, we compute the obstruction.
Firstly as crystals, \( \mathcal{W} \) corresponds to a bundle with an integrable connection over \( \tilde{C} \).

**Proposition 6.1.** The obstruction \( o_1 \) to the existence of a rank 2 bundle \( \mathcal{V} \) over \( \tilde{C} \) such that \( \mathcal{W} = S^2 \mathcal{V}^{[\frac{1}{p}]} \) is in \( H_2^a(\tilde{C}, \mu_2) \).

**Proof.** Note the symmetric form \((,\) gives an element in \( \mathcal{O}_{\mathbb{P}(W)}(2) \). So it defines a conic bundle over \( \tilde{C} \). If this conic bundle is isomorphic to \( \mathbb{P}(\mathcal{V}) \) for some bundle \( \mathcal{V} \) on \( \tilde{C} \), then \( \mathcal{W} \cong S^2 \mathcal{V} \) and the symmetric product \((,\) on \( \mathcal{W} \) is a scalar multiple of \( S^2 <,> \) where \(<,> \) is an alternating form on \( \mathcal{V} \). So the obstruction is just the special Brauer class in \( H_2^a(\tilde{C}, \mu_2) \). \( \square \)

From the proof, if \( \mathcal{W} = S^2 \mathcal{V} \), we have \((,) = aS^2 <,> \) for some \( a \in \mathbb{Q}_p^* \). In particular, \((x^2, x^2) = 0 \) for any local section \( x \) of \( \mathcal{V} \).

**Remark 6.2.** For the dimension 3 \( PGL(2) \)-representation \( W \) and standard representation \( V \) of \( SL(2) \), \( W = S^2 V \) and there exists a 2-uple embedding \( \mathbb{P}(V) \cong \mathbb{P}^1 \hookrightarrow \mathbb{P}(W) \).

**Proposition 6.3.** If \( o_1 = 0 \), then there exists a rank 2 bundle with connection \((\mathcal{V}, \nabla_\mathcal{V})\) on \( \tilde{C} \) such that \( S^2 \mathcal{V} \cong \mathcal{W} \) as modules with connection.

**Proof.** If \( o_1 = 0 \), the let \( \mathcal{V} \) be the rank 2 bundle on \( \tilde{C} \) such that \( S^2 \mathcal{V} \cong \mathcal{W} \) over \( \tilde{C}^{[\frac{1}{p}]} \). For any affine open subset \( U \subset \tilde{C} \) such that \( \mathcal{V}(U) \) and \( \Omega^1_{\tilde{C}}(U) \) are free, suppose \( T_{\tilde{C}}(U) \) is generated by \( \tau \). Let \( N = V(U) \) and \( M = W(U) \). For any section \( x \in N, x^2 \in M \). Since \( \nabla_\mathcal{V} \) is compatible with the symmetric product and \((x^2, x^2) = 0 \), \(((\nabla_\mathcal{V})_\tau(x^2), x^2) = 0 \). Then \( (\nabla_\mathcal{V})_\tau(x^2) = x.v \) for some local section \( v \) of \( \mathcal{N}^{[\frac{1}{p}]} \). Define a map \( \nabla_\mathcal{V} \) locally as \( (\nabla_\mathcal{V})_\tau(x) = v \).

It is easy to check \( \nabla_\mathcal{V} \) is a well-defined connection and it can be defined globally over \( \tilde{C}^{[\frac{1}{p}]} \). Further it is easy to show \( S^2 \nabla_\mathcal{V} = \nabla_\mathcal{W} \).

From \( S^2 \mathcal{N}^{[\frac{1}{p}]} \cong M^{[\frac{1}{p}]} \), there is an injective morphism \( S^2 \mathcal{N} \longrightarrow M \). Now locally over \( U \), let \( N' = \sum_n (\nabla_\mathcal{V})^{(n)}(\mathcal{N}) \) and \( (S^2 \mathcal{N})' = \sum_n (\nabla_\mathcal{V})^{(n)}(S^2 \mathcal{N}) \). Then \( N \subset N' \subset N^{[\frac{1}{p}]} \). Since \( (S^2 \mathcal{N})' \subset (S^2 \mathcal{N})^{[\frac{1}{p}]} \cap M, (S^2 \mathcal{N})' \) is noetherian and hence there exists \( k_0 \) such that \( (S^2 \mathcal{N})' \subset \frac{1}{p^{k_0}} S^2 \mathcal{N} \).

Next we prove \( N' \) is also finitely generated. Choose generators \( \{x, y\} \) of \( N \). For simplicity, we use \( \nabla \) to denote \((\nabla_\mathcal{V})_\tau \). Then

\[
\begin{pmatrix}
\nabla x \\
\nabla y
\end{pmatrix} = A
\begin{pmatrix}
x \\
y
\end{pmatrix}
\]

where \( A \) is a \( 2 \times 2 \) matrix with entries in \( \mathcal{O}_U^{[\frac{1}{p}]} \). Then roughly

\[
\begin{pmatrix}
\nabla^n x \\
\nabla^n y
\end{pmatrix} = (\nabla^n A + \cdots + A^n)
\begin{pmatrix}
x \\
y
\end{pmatrix}.
\]

For any \( z \in N' \) (resp. \( S^2 \mathcal{N}' \)), let the order \( \text{ord}(z) \) of \( z \) be the minimal integer \( -k \) such that \( z \in p^{-k}N \) (resp. \( p^{-k}S^2 \mathcal{N} \)). Similarly, the order \( \text{ord}(A) \) of a matrix \( A \) is the minimal integer among the orders of its entries. Let \( A = p^{\text{ord}(A)}
\begin{pmatrix}
a & b \\
c & d
\end{pmatrix} \).

We explore some identities of the order. Obviously \( \text{ord}(zz') = \text{ord}(z) + \text{ord}(z') \), \( \text{ord}(AB) \leq \text{ord}(A) + \text{ord}(B) \). Since \( \nabla \) commutes with \( p \), \( \text{ord}(\nabla^n A) = \text{ord}(A) \) for any \( n \) and \( \text{ord}(A \nabla A) = \text{ord}(A^2) \).
If the sequence \( \{ \text{ord}(A^n) \} \) is bounded below, then by the identities above, \( \text{ord}(\nabla^n_{x^n} y^n) \) is also bounded below. Thus \( N' \) is finitely generated.

Now we assume \( \{ \text{ord}(A^n) \} \) is not bounded below. By direct computation, it is easy to show the sequence \( \{ \text{ord}(A^n) \} \) is strictly decreasing. Without loss of generality, we can assume \( \text{ord}(\nabla x) = \text{ord}(A) \). Then \( \text{ord}(1, 0) A^n = \text{ord}(A^n) \). Since

\[
\nabla^n(x) = (1, 0)(\nabla^n A + nA\nabla^n A + \cdots + A^n)(x, y),
\]

\( \text{ord}(\nabla^n x) = \text{ord}(A^n) \). Consider \( \nabla^n(x^2) = 2 \sum_{k=0}^n \nabla^k(x)\nabla^{n-k}(x) \). The order of the product \( \nabla^k(x)\nabla^{n-k}(x) \) is given by \( (1, 0) A^k(x, y)(1, 0) A^{n-k}(x, y) \).

Let \( A^k = p^{\text{ord}(A^n)} \left( \begin{array}{cc} a_k & b_k \\ c_k & d_k \end{array} \right) \). Then

\[
\nabla^n(x^2) = [(\sum a_k a_{n-k})x^2 + 2(\sum a_k b_{n-k})xy + (\sum b_k b_{n-k})y^2]p^{\text{ord}(A^n)} + \text{lower order terms}.
\]

Note \( \nabla^n(x^2) \in (S^2N)' \subset p^{k_0} S^2 N \). For \( n \) large, the coefficient of \( p^{\text{ord}(A^n)} \) has to be zero. Since \( x^2, xy, y^2 \) are basis of \( S^2 N \), we have

\[
\sum a_k a_{n-k} = \sum a_k b_{n-k} = \sum b_k b_{n-k} = 0.
\]

Repeat the analysis for \( \nabla^n(xy) \) and \( \nabla^n(y^2) \). We have for \( n \) large, the following terms

\[
\sum a_k c_{n-k}, \sum b_k d_{n-k}, \sum c_k c_{n-k}, \sum d_k d_{n-k}, \sum c_k d_{n-k}, \sum (a_k d_{n-k} + b_k c_{n-k})
\]

are all zero. Note \( A^n = p^{\text{ord}(A^n)} \left( \begin{array}{cc} a_k a_{n-k} + b_k c_{n-k} & \sum a_k b_{n-k} + b_k d_{n-k} \\ \sum b_k a_{n-k} + d_k c_{n-k} & \sum c_k b_{n-k} + d_k d_{n-k} \end{array} \right) \) for any \( k \leq n \).

Thus

\[
(4) \quad n A^n = p^{\text{ord}(A^n)} \left( \begin{array}{cc} \sum a_k a_{n-k} + b_k c_{n-k} & \sum a_k b_{n-k} + b_k d_{n-k} \\ \sum b_k a_{n-k} + d_k c_{n-k} & \sum c_k b_{n-k} + d_k d_{n-k} \end{array} \right) = p^{\text{ord}(A^n)} \left( \begin{array}{cc} \sum b_k c_{n-k} & 0 \\ \sum c_k b_{n-k} & \sum d_k d_{n-k} \end{array} \right).
\]

In particular, for \( n \) large, \( A^n \) is always diagonal which implies \( A \) has to be diagonal, i.e. \( b_k = c_k = 0 \). Then \( A^n \) is further the zero matrix, contradiction to the assumption \( \{ \text{ord}(A^n) \} \) not bounded below.

Hence \( N' \) is finitely generated.

Since \( \tilde{C} \) is a regular dimension 2 scheme, similar to the proof of 5.8, the double dual \( N'^{\vee \vee} \) is locally free which also admits a connection.

Since all the arguments above are canonical, the existence holds globally. \( \square \)

Therefore there is no obstruction to the connection. Now since the étale cohomology group \( H^2_{et}(\tilde{C}, \mu_2) \) is killed by any 2:1 étale covering of \( C \). So over any 2:1 étale covering \( C' \) of \( C \), there exists a rank 2 crystal \( \mathcal{V} \) such that \( S^2 \mathcal{V} \cong \mathcal{W}_{C'} \). Next we consider the Frobenius.

**Proposition 6.4.** There exists an étale covering \( C' \longrightarrow C \) such that over \( C' \), there is a rank 2 \( F^! \)-isocrystal \( \mathcal{V} \) with \( S^2 \mathcal{V} = \mathcal{W}_{C'} \).
Proof. By [6.1, 6.3] we can choose any 2:1 covering killing the obstruction to the existence of a crystal. So we assume there exists crystal $V$ such that $S^2V = W$ over $\tilde{C}$.

Notations as in the proof of 6.3, we choose an open affine subset $U = \text{Spec } A \subset \tilde{C}$ and $N = \mathcal{V}(U), M = \mathcal{W}(U)$. So $S^2N = M$. Let $\tilde{\sigma}$ be the lifting of $\sigma$ to $U$. Note $\mathcal{W}$ is an $F^1$-isocrystal. Without loss of generality, we can assume $f = 1$ and then $F_M : M^{\tilde{\sigma}} \rightarrow M$ and it is compatible with the symmetric forms $(, )$ and $(, )^{\tilde{\sigma}}$.

Shrinking $U$ if necessary, assume further $N$ is free and generated by $(x, y)$. Then correspondingly, $M$ is generated by $(x^2, xy, y^2)$. Since $(x^2, x^2) = 0$, $(F_M(x^2), F_M(x^2)) = 0$. Thereby $F_M(x^2)$ is contained in the conic bundle. Because the obstruction $o_1$ is trivial, $F_M(x^2)$ comes from a square of some element in $N$. Thus $F_M(x^2)$ is also a square up to a scalar: $F_M(x^2) = \lambda x^2$. Similarly, $F_M(y^2) = \mu y^2$. Here $x', y'$ are elements in $N$ and $\lambda, \mu \in A[p]^*$. Since $(x, y, x^2) = (x, y, y^2) = 0$, $F_M(xy) = \nu x'y'$.

Note $x^2 + sxy + y^2$ is also a square in $M$ and thus

$$F_M(x^2 + sxy + y^2) = \lambda x^2 + 2\nu x'y' + \mu y^2$$

is also a square up to scalar. We can rewrite it as

$$F_M(x^2) = \omega x''^2$$
$$F_M(xy) = \omega x'' y''$$
$$F_M(y^2) = \omega y''^2$$

for some $\omega \in A[p]^*$. Therefore we choose $F_N$ such that $F_N(x) = x''$ and $F_N(y) = y''$ and

$$F_M = \omega S^2F_N.$$  

We also need the $F_N$ to be horizontal. Note

$$\nabla_W(F_M(x^2)) = \nabla_W(\omega x^2) = d\omega \otimes x^2 + \omega(2x')\nabla_V x'$$

and

$$\nabla_W(F_M(x^2)) = F_M(\nabla_V(x^2)) = F_M(2x \nabla_V x) = 2\omega F_N(x) F_N(\nabla_V x).$$

Similarly, we can compute for $F_M(y^2)$. So $F_N$ commutes with $\nabla$ if $d\omega = 0$.

Write $\omega = p^v \cdot u$ where $u \in A^*$. If $v$ is not even, then consider $F^2_M$ instead of $F_M$ in which case $\omega$ is replaced by $\tilde{\sigma}(\omega) = p^{2v} u'$. So we can assume $v$ is even.

For the unit $u$, there exists 2:1 étale covering $U' \xrightarrow{\tau} U$ (note $p > 2$), such that $f^*(u)$ is a square in $A'^*$. Then $f^*(\omega) = p^v f^*(u)$ is a square $\omega'^2$. Adjust $F_N$ such that $F_N(x) = \omega' x'', F_N(y) = \omega' y''$. Then

$$F_M = S^2 F_N$$

and $F_N$ is compatible with the connection $\nabla_V$ and alternating form $<, >$.

Now we consider the global case. For any affine covering $\tilde{C} = \cup_i U_i'$, there exist 2:1 covering $U_i' \rightarrow U_i$ such that we can find $F_{N,i}$ with $F_M = S^2F_{N,i}$. Over $U_i' \times_C U_j'$, $S^2F_{N,i} = S^2F_{N,j}$ and thus $F_{N,i} = \tau F_{N,j}$ with $\tau^2 = 1$, i.e.

$$\tau \in \mu_2(A[1/p]) = \mu_2(A) = \mu_2(A/p).$$

Therefore the obstruction of the existence of $F_V$ is in $H^1_{et}(C, \mu_2)$. This étale cohomology group can be killed by some 2:1 étale covering of $C$. $\square$
Each $W_i$ in (3) corresponds to a rank 3 isocrystal $\mathcal{W}_i$ over $C$ with a symmetric form. Hence we can choose a finite étale covering $C' \to C$. The base change of $\mathcal{W}_i$ to $C'$ are the second power symmetric product of some rank 2 isocrystals $S^2\mathcal{V}_i$.

**Remark 6.5.** In the rest of the paper, we consider all the datum base change to $C'$ and use $\mathcal{E}', E', G'_E$ to denote the pullback of $\mathcal{E}, E, G_E$ to $C'$.

### 7. The Structure of $\mathcal{E}'$ as an $F$-Isocrystal

In this section, we will show that as $F'$-isocrystal over the étale covering $C'$ of $C$, $\mathcal{E}$ has a tensor decomposition $\mathcal{V}_1 \otimes \mathcal{V}_2 \otimes \mathcal{V}_3$.

In the Tannakian formalism, the representation $V_i$ corresponding to $\mathcal{V}_i$ is dimension 2 with an alternating form and $S^2V_i = W_i$. Therefore $G'_\text{univ}$ acting on $V_i$ factors through $SL(2)$ and then the Tannakian group of $\mathcal{V}_1 \otimes \mathcal{V}_2 \otimes \mathcal{V}_3$ is im $(G'_\text{univ} \to SL(2)^{\times 3})$. Now (3) transforms to

(5) $\wedge^2 E' \cong \wedge^2 V_1 \otimes \wedge^2 V_2 \otimes \wedge^2 V_3 \oplus S^2 V_1 \otimes S^2 V_2 \otimes \wedge^2 V_3 \oplus S^2 V_2 \otimes S^2 V_3 \oplus \wedge^2 V_1 \otimes S^2 V_2 \otimes S^2 V_3$.

Thus we have the commutative diagram:

\[ \begin{array}{ccc}
G'_E & \to & PGL(2)^{\times 3} \\
\downarrow & & \downarrow \\
SL(2)^{\times 3} & \to & SL(2)^{\times 3}
\end{array} \]

**Lemma 7.1.** The map $G'_E \to PGL(2)^{\times 3}$ is surjective.

**Proof.** From (3), we know that $\ker(G'_E \to PGL(2)^{\times 3}) = \ker(G'_E \to \text{Aut}(\wedge^2 E'))$. Since $E'$ is a faithful representation of $G'_E$, the kernel is just $\pm I$.

By (4.8), since $\dim q^{ss} = 9$, $\dim G'^{\text{der}} = \dim G^{'\text{der}} = 9$. Hence im $(G'_E \to PGL(2)^{\times 3})$ has dimension 9. Since $PGL(2)$ is simple, it must be surjective. \[\Box\]

Since $SL(2)$ is simply connected as an algebraic group and both of $SL(2)^{\times 3}$ and $G'^{\text{der}}$ are finite covering of $PGL(2)^{\times 3}$, there is a natural surjection $SL(2)^{\times 3} \to G'^{\text{der}}$ with kernel isomorphic to $\mu_2 \times \mu_2$. Then

$\text{im } (SL(2)^{\times 3} \to \text{Aut}(V_1 \otimes V_2 \otimes V_3)) \cong G'_E$.

Since the action of $G'^{\text{der}}$ on $E'$ is absolutely irreducible, the center $Z(G'_E)$ acts as scalars on $E'$. So the action of $G'_E$ on $E'$ is the same as $SL(2)^{\times 3}$ up to some power of determinant. Let $\chi$ be the character.

Now we have two morphisms from $G'_\text{univ}$ to $G'_E$, one induced by $\mathcal{V}_1 \otimes \mathcal{V}_2 \otimes \mathcal{V}_3$ and the other induced by $\mathcal{E}'$. Denote them by $f_1, f_2$ respectively:

\[ G'_\text{univ} \xrightarrow{f_1} G'_E \xrightarrow{f_2} G'_E. \]
For any \( g \in G'_{\text{univ}} \), \( f_1(g) = \chi(g)f_2(g) \), i.e. the image of

\[
G'_{\text{univ}} \xrightarrow{f_1 \times f_2} G'_E \times G'_E
\]

is contained in \( \Delta \cup \Delta' \) where \( \Delta' = \{(g, \chi(g)g) | g \in G'_E\} \). The image is isomorphic to a subgroup of \( G'_E \times \mathbb{G}_m \).

**Proposition 7.2.** There exists an \( F^f \)-isocrystal \( L \) such that

\[
V_1 \otimes V_2 \otimes V_3 \cong E' \otimes L
\]

as \( F^f \)-isocrystals.

**Proof.** Consider the sub Tannakian category generated by \( \{V_1 \otimes V_2 \otimes V_3, E'\} \). The group corresponds to this sub category is given by

\[
\text{im } (G'_{\text{univ}} \to \text{Aut}(V_1 \otimes V_2 \otimes V_3) \times G'_E) \hookrightarrow G'_E \times \mathbb{G}_m.
\]

Hence we have

\[
G'_{\text{univ}} \to G'_E \times \mathbb{G}_m \to G'_E
\]

where \( \text{pr} \) is the first factor projection while \( m \) is the multiplication. Through \( m \), \( V_1 \otimes V_2 \otimes V_3 \cong E' \otimes L \) where \( L \) is a rank 1 \( F^f \)-isocrystal. \( \square \)

Replace \( V_3 \) by \( V_3 \otimes L \) and we still denote it as \( V_3 \). Summarize the results and we have the following theorem.

**Theorem 7.3.** There exists a finite étale covering \( C' \) of \( C \) such that after base change to \( \text{cris}(C'/W(k)) \), we have an isomorphism of \( F^f \)-isocrystals:

\[
V_1 \otimes V_2 \otimes V_3 \cong E'
\]

where \( \text{rank } V_i = 2 \).

8. THE END OF THE PROOF OF 1.3

Because of maximal Higgs field, \( X' \to C' \) is not isotrivial. Since \( V_i \) are \( SL(2) \)-representations in \( \text{Rep}(G'_{\text{univ}}) \), in particular, \( V_i \) are all irreducible \( F^f \)-isocrystals, we can apply the following general theorem to our \( X' \to C' \).

**Theorem 8.1.** ([15]) Let \( X \to C \) be a principally polarized abelian varieties of dimension \( 2^m \) over a smooth proper curve \( C \) over an algebraically closed field \( k \) of characteristic \( p \). Assume \( p > 2 \) and

1. \( X_c \) is ordinary for some closed point \( c \in C' \),
2. \( E \cong V_1 \otimes V_2 \otimes \cdots \otimes V_{m+1} \) as isocrystals where all \( V_i \) are irreducible of rank 2,

then \( X \to C \) is a weak Mumford curve.

If we further assume the Higgs field associated to \( X \to C \) is maximal, then there exists another family of fourfolds \( Y' \to C' \) such that
(a) $Y' \rightarrow X'$ is an isogeny over $C'$,
(b) $Y' \rightarrow C'$ is a good reduction of a Mumford curve.

In our case, though all $V_i$ are only irreducible as $F^f$-isocrystal, according to Remark 5.5 in [15], $E'$ is also isogenous to a tensor product $V \otimes T$ where $V$ is a rank 2 Dieudonné crystal with maximal Higgs field and $T$ is a rank 4 unit root crystal. By [2,4] there exists an isogeny $Y \rightarrow X'$. The rest arguments follow identically as those in Section 6 of [15].

9. A VARIATION OF 1.3

We have a variation of 1.3. Assumption and notation as 1.3 except that $k$ can be any algebraically closed field of characteristic $p$. Let $B(k)$ be the fractional field of the Witt ring $W(k)$.

**Theorem 9.1.** Assume $p > 2$ and

1. $X_c$ is ordinary for some closed point $c \in C$,
2. $\Gamma((C/W(k))_{\text{cris}}, \wedge^4 E) \otimes B(k)$ has dimension 1,
3. $\Gamma((C/W(k))_{\text{cris}}, \text{End}(\wedge^2 E)) \otimes B(k) \cong B(k)^{\times 4}$,

then $X \rightarrow C$ is a weak Mumford curve. If the Higgs field of $E$ is maximal, then there exists a family of abelian fourfolds $Y \rightarrow C'$ such that

(a) $C' \rightarrow C$ is a finite étale covering,
(b) $Y \rightarrow X'$ is an isogeny over $C'$, between $Y$ and the pullback family of $X$,
(c) $Y \rightarrow C'$ is a good reduction of a Mumford curve.

Note in Section 5 $E \cong V_1 \otimes V_2 \otimes V_3$ as isocrystals over $\text{cris}(C/\mathbb{Z}_p)$. Each $V_i$ corresponds to a $SL(2)$-representation. Thereby the computations in Section 5 shows that specific good reductions of Mumford curves also serve as examples of 9.1. The proof adopts exactly the same method as the proof of 1.3 except that instead of $F^f$-isocrystals we consider the neutral Tannakian category of isocrystals over $C$. Then $E$ corresponds to a $B(k)$-representation $E$. Similarly, Conditions (2) and (3) in 9.1 imply

$$\dim_{B(k)}(\wedge^4 E)^{G_E} = 1, \text{End}(\wedge^2 E)^{G_E} \cong \mathbb{Q}_{p^f}^{\times 4}.$$ 

Note in the proof of 5.12 we only use (1). So the same result holds for $E$ and the Tannakian group corresponding to $E$ is still reductive.

The rest arguments through Section 5, 6 and 7 work with only change of the base field from $\mathbb{Q}_{p^f}$ to $B(k)$. So we have the tensor decomposition as isocrystals

$$E' \cong V_1 \otimes V_2 \otimes V_3.$$ 

Then directly apply 8.1 and we have 9.1

APPENDIX A.

We classify all complex simple Lie algebra $g$ with an irreducible symplectic 8 dimensional representation. In other words, we look for an embedding of $g \rightarrow \mathfrak{sp}(8)$ such that the standard representation of $\mathfrak{sp}(8)$ is $g$-irreducible.

Since $g$ is simple, $\dim g \geq 2$. Note $\text{rank}(g) \leq \text{rank}(\mathfrak{sp}(8)) = 4$.

If $\text{rank}(g) = 4$, the adjusting by a conjugation, we can assume the embedding $g \rightarrow \mathfrak{sp}(8)$ maps the Cartan subalgebra of $g$ into Cartan subalgebra of $\mathfrak{sp}(8)$, the direct sum of
positive roots $\mathfrak{g}^\perp$ to $\mathfrak{sp}(8)^\perp$, $\mathfrak{g}^- \to \mathfrak{sp}(8)^-$. Hence each root space of $\mathfrak{g}$ maps to a root space of $\mathfrak{sp}(8)$ which induces a map between Dynkin diagrams. Comparing the Dynkin diagrams of $A_4$, $B_4$, $D_4$ with $\mathfrak{sp}(8)$ yields that none of them can be embedded into $\mathfrak{sp}(8)$.

Therefore the only possible Lie algebras are $A_1$, $A_2$, $A_3$, $B_2$, $B_3$, $C_3$, $C_4$ (note $\mathfrak{sl}(4) \cong \mathfrak{so}(6)$, $\mathfrak{sp}(4) \cong \mathfrak{so}(5)$).

In each of the following cases, let $V$ always denote the standard representation of corresponding Lie algebras.

1. $A_1 = \mathfrak{sl}(2)$

   The unique 8 dimension irreducible representation of $\mathfrak{sl}(2)$ is the symmetric power $S^7V$. Since $\mathfrak{sl}(2) \cong \mathfrak{sp}(1)$, $S^7V$ is symplectic.

   Now consider $\wedge^4(S^7V)^{\mathfrak{sl}(2)}$. By ([Z] 11.35)), $\wedge^4(S^7V) \cong S^4(V^4)$. Counting the dimension of each weight spaces yields the decomposition

   $$S^4(V^4) \cong V_{16} \oplus V_{12} \oplus V_{10} \oplus V_8 \oplus V_6 \oplus V_4^\oplus 2 \oplus V_0^\oplus 3.$$  

   Therefore $\dim \wedge^4(S^7V)^{\mathfrak{sl}(2)} = 3$ which is too big.

2. $A_2 = \mathfrak{sl}(3)$

   By ([Z] 15.17), for any irreducible representation $\Gamma_{a,b}$ with highest weight $aL_1 - bL_3$, the dimension $\dim \mathbb{C} \Gamma_{a,b} = (a+b+2)(a+1)(b+1)/2$. Then $\Gamma_{a,b}$ is 8-dimensional if and only if $a = b = 1$. Note $\Gamma_{1,1}$ is nothing but the adjoint representation of $\mathfrak{sl}(3)$ which is the traceless subrepresentation of $\text{End}(V)$. So it has a nondegenerate symmetric, not alternating form. Therefore $\mathfrak{sl}(3)$ does not have a symplectic irreducible representation.

3. $A_3 = \mathfrak{sl}(4)$

   Still by ([Z] 15.17), $\dim \Gamma_{a_1,a_2,a_3} = (a_1 + 1)(a_2 + 1)(a_3 + 1)(a_1 + a_2 + 2)(a_2 + a_3 + 2)(a_1 + a_2 + a_3 + 3)/12$ where each $a_i$ is a nonnegative integer. No such $a_i$ makes $\dim \Gamma_{a_1,a_2,a_3} = 8$. Hence $\mathfrak{sl}(4)$ has no 8-dimensional irreducible representation.

4. $B_2 = \mathfrak{so}(5)$

   By ([Z] 24.30)), $\dim \Gamma_{a_1,a_2} = (a_1 + 1)(a_1 + a_2 + 2)(a_1 + a_2 + 3)(a_2 + 1)/6$. No $a_i$ makes it dimension 8. So $B_2$ has no irreducible representation of dimension 8.

5. $B_3 = \mathfrak{so}(7)$

   Again by ([Z] 24.30]), $\dim \Gamma_{a_1,a_2,a_3} = (a_1 + 1)(a_2 + 1)(a_3 + 1)^2(a_1 + a_2 + 2)(a_1 + 2a_2 + a_3 + 3)(a_2 + a_3 + 2)(2a_1 + 2a_2 + 2a_3 + 5)(2a_2 + a_3 + 3)/720$. Still no $a_i$ make it 8. Therefore $B_3$ has no 8-dimensional irreducible representation.

6. $C_3 = \mathfrak{sp}(6)$

   By ([Z] 24.20]), $\dim \Gamma_{a_1,a_2,a_3} = (a_3 + 1)(a_2 + a_3 + 2)(a_1 + a_2 + a_3 + 3)(a_1 + 1)(a_2 + 1)(a_1 + a_2 + 2)(a_1 + 2a_2 + 2a_3 + 5)(a_1 + a_2 + 2a_3 + 4)(a_2 + 2a_3 + 3)/720$. No $a_i$ make it 8. Hence $\mathfrak{sp}(6)$ has no irreducible 8-dimensional representation.

7. $C_4 = \mathfrak{sp}(8)$

   Then the second exterior product of standard representation $\wedge^2 V$ decomposes to $\wedge^2 V \cong \mathbb{C} \oplus W$ with $W$ irreducible $\mathfrak{sp}(8)$-representation. So $\text{End}_{\mathfrak{sp}(8)}(\wedge^2 V) = 2 < 3$.

**APPENDIX B. CRYSTAL MODEL**

Assume we have a $F$-isocrystal $V$ over $C$. Then it is in prior a crystal over $C$. Locally, it corresponds to a module with connection $(M, \nabla)$ over $C$ such that $M \otimes B(k)$ admits a $\sigma$-linear morphism $F$. The point is to descend the Frobenius $F$. 

20
Though $F$ may not descend to $M$, we can consider $M' = \sum_n F^{(n)}(M)$. Then $M \subset M' \subset M \otimes B(k_0)$. One can mimic the the proof of ( [8 Theorem 2.6.1]) to show $M'$ is finitely generated provided that all slopes are nonnegative.

Since $\tilde{C}$ is regular of dimension 2, taking the double dual $M'^{\vee\vee}$ gives a locally free sheaf over $\tilde{C}$.

If $\mathcal{V}$ is an isocrystal with slopes between 0 and 1, then we can further choose a morphism $V : \mathcal{V} \rightarrow \mathcal{V}^{\sigma}$ such that $V \circ F = F \circ V = p$. Hence such isocrystal has a model of Dieudonne crystal.
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