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Modeling machining processes, especially turning, is the subject of a large number of studies today. The objective is to optimize cutting conditions and improve tool lifetime as well as the quality of the pieces produced. However, studying various phenomena such as tool wear requires simulating very long machining times in order to reach the stabilized state, among other things. These stationary simulations require a very good calibration of the limit conditions representing the experimental reality. In particular, the thermal contact resistance of the insert/tool-holder body contact plays a very significant part in removing the heat generated. The aim of this article is to propose an experiment/simulation procedure to calibrate this resistance. Based on laser heating and temperature measurement, a numerical sensitivity study has made it possible to estimate the value of this resistance in the case of a non-coated insert and a carbide body.

1. Introduction

Turning is the most common material removal machining process. The tools are made of tool holders and inserts cutting the material. During the cutting operation, three shearing areas appear. A primary shearing area extends from the tool cutting edge to the chip root. A secondary shearing area corresponds to the friction of the chip on the cutting face and a tertiary shearing area appears on the flank surface where the insert “rubs” the machined surface on account of spring-back essentially. Those areas are the object of severe heating due to the material plastic dissipation [1]. It is commonly admitted that most of the heat generated is removed by the chip, but the fraction of the remaining heat (approximately 8–10%) is dissipated by the tool and the piece [2]. Despite the low proportion of heat evacuated by the tool and the piece, the temperatures may rise above 1000 °C as they are applied on very concentrated areas. As a matter of fact, although the powers are a few tens of Watts, the flux densities reach several hundreds of Watts per squared millimeter [3]. The temperature levels reached create three major problems that impact adversely tool productivity and the quality of the pieces manufactured: tool wear [4], deterioration of the pieces surface integrity as well as their geometrical tolerances [5]. It can be seen that a good understanding and control of the heat generation processes during cutting are at the forefront of current research activities aimed at improving both productivity and the quality of the pieces manufactured. Those activities are often addressed both from the experimental and numerical modeling points of view.

With regard to experiments, various techniques have been described in the literature to measure temperatures. They are essentially based on infrared thermography and thermocouples. In
1961, Boothroyd used infrared films to map temperature fields under stationary conditions [6]. On the other hand, Chao et al. used photosensitive Pbs cells to measure temperatures on cutting tool flank surfaces [7]. Prins used a pyrometer to measure temperatures on the cutting surface [8]. Using thermocouples inserted into the tool, Basti [9] measures temperatures on the cutting surface during turning (unmoving tool). Le Coz et al. [10] have developed an acquisition system to measure temperature of rotating cutting tools (drilling or milling). Besides, various studies used the thermal imaging camera to shoot the cutting scenes and extract representative temperature fields during longitudinal turning [11] or orthogonal cutting process [12] for example. It can be seen that all these experimental techniques are operational but do not make it possible to access the very heart of heat generation and transfer phenomena. However the interest of these approaches lies in the fact that they provide the data needed to validate simulations that make it possible to gain access to physical quantities difficult to measure in the cutting area. For example, based on these experimental data, inverse methods may be used to estimate the moving heat source in machining process [13].

With regard to numerical modeling, turning simulations fall into two categories: the Lagrangian approach [14] and the Arbitrary Lagrangian Eulerian (ALE) approach. The Lagrangian approach consists in imposing the movement to the material and the mesh [15]. This makes it possible to simulate chip and shearing zone forming and predict cutting stresses in the early moments of machining [16].

ALE approaches are based on the use of a mesh partially independent from the material movement [17]. This type of simulation makes it possible to reproduce a more realistic flow around the nose radius [18] and thus obtain realistic heat sources [19].

Generally speaking, machining thermo-mechanical simulations are aimed at simulating the whole cutting operation, i.e. the material separation around the nose radius, the shearing areas as well as heat generation and propagation within the piece, the chip and the tool. Unfortunately these simulations are very demanding and with current computation methods it is difficult to simulate more than a few machining milliseconds. Under these conditions, it is impossible to reach the mechanical, let alone thermal, stationary condition. There is not enough time for heat transfer phenomena to reach the shim and tool-holder. However there is a solution consisting in extracting thermal loadings to make a thermal simulation only under a stationary condition. In this way it is possible to obtain thermal results representative of a continuous machining operation [20]. In this configuration, temperatures rise in the shim and tool-holder. It is therefore necessary to have a very good knowledge of the thermal contact resistances (RTC) on the interfaces and particularly the insert/shim contact resistance which is the subject of this study.

The thermal contact resistance (RTC) between two static flat surfaces is sometimes difficult to accept. At a microscopic point of view (roughness scale), Grzeszik [21] especially considered that contact could be partially heterogeneous, leading to the formation of a RTC. This idea is also developed by Courbon et al. [22] for the tool-chip interface. Courbon et al. [22] explains that the real contact area can be limited at a certain scale by the imperfections of the surfaces in contact. This leads to consider a RTC at a macroscopic point of view.

Regarding the calibration of the RTC, different experimental devices have been developed. On one hand, some authors estimate the RTC recreating the process itself. B. Bourouga et al. [23] and Abdulhay et al. [24] fine-tunes the RTC value measuring the temperature and the heat flux during the stamping of an aluminum cylindrical part on a waspalloy tool. Results vary from 1 to 50,000 mm² K/W depending on the real contact area (at a microscopic scale). Using thermocouples, Abdul Hay et al. [25] estimate the heat flux between tool and blank. Then, knowing the two surface temperatures on the blank and the tool sides as well as the heat flux density at the contact interface, they estimate the RTC value (varying from 200 to 2000 mm² K/W during stamping of boron-alloyed steel at 930 °C under high pressure). On the other hand, experimental devices dedicated to RTC calibration are developed. For example Rugeon et al. [26] and Rosochowska et al. [27] use cylindrical samplings identical to the considered interface materials. Heat flux through the sampling stack is created using heating devices and thermocouples that allow controlling boundary conditions. RTC is easily estimated by comparing the temperature on each side of the samplings. These devices could be mounted on compression test machine to reproduce process condition of pressure [26].

Very few studies have been conducted so far on tool-holder/shim/insert interface thermal modeling. In Abukhshim et al. [28]’s study the tool-holder/shim/insert interfaces are assumed to be perfect whereas Carvalho et al. [29] evaluate the contact resistances from the properties of an air blade present inside the interfaces. It is important to note that Carvalho et al. [29] admits that his approach is not validated and may cause errors in the simulations. Within this framework, the aim of this article is to propose an experiment/simulation procedure to calibrate the contact resistance between the insert and tool-holder body via laser heating of the insert. The interest of this approach lies in the fact that it makes it possible to gain access to the data required to perform simulations under the stationary condition of a machining operation.

This approach can be developed as follows: with the assumption that we have knowledge of the material thermal properties, the laser beam diameter and the coefficient of convection exchange with the air, the laser heating power actually absorbed is calibrated first. To do so, the insert alone (without shim or tool holder) is heated by a laser beam. Thus the actual heating power is calibrated by comparing experimental and simulated temperatures. From the laser flux thus calibrated, the next step evaluates the thermal contact resistance at the tool-holder insert/shim interface by laser heating of the tool-holder/shim/insert set and comparison with the simulations performed. Finally the last step is the validation of the resistance value obtained under thermal conditions different from those used for the calibration process. This is done by comparing the temperatures simulated and measured based on pulsed laser heating or long term cycles.

In the present article, the whole procedure is described into three parts. The first one is the presentation of the whole experimental set-up (in its various configurations) as well as the numerical tool used to calibrate those data. The second one presents successively the laser flux and contact resistance calibration. Finally the last part validates the results obtained by applying laser heating cycles different from those used for calibration.

2. Experimental devices

Heating trials have been done using a continued Laser Nd-YAG Trump LF2006D (λ = 1064 μm). The laser is power-controlled to obtain 70 W at the exit of the focusing lens (Fig. 1a).

Non-coated carbide inserts (6% Co-94%WC) have been used. The insert geometry is TCMW1608: triangle form; clearance angle = 7°; cutting edge length = 16 mm; nose radius = 0.8 mm; without a chip-breaker (plane faces).

The tool-holder designation is STFC L2020K16. It is composed of a steel body and a carbide shim. In order to focus the study on the thermal resistance between the insert and the rest of the tool-holder, the carbide shim has been stuck on the tool-holder steel.
body using heat conductive metallic glue. These different parts of the turning device are presented Fig. 1.

The temperatures were measured on accessible locations of the insert, the shim and the tool-holder by using a type K thermocouple and a Frontacq data acquisition system with a PC-controlled voltmeter. The acquisition frequency is fixed at 100 Hz. Fig. 1b presents the locations of thermocouples (TC). Using the described acquisition device, the uncertainty of temperature

Fig. 1. Turning device and locations of thermocouples.

Fig. 2. Experimental device and heating configuration for the two calibration steps.
measurement, could be estimated at 0.3% of the measured temperature. In the range of 200–400 °C, the uncertainty is then about 0.6–1.2 °C.

The laser beam has been focused to obtain a beam radius of 0.8 mm (so equal to the nose radius). The rake face of the insert has been placed below the laser, perpendicularly to the beam. The focal point is positioned at the nose center of the insert (Fig. 2b). This nearly corresponds to the tool-chip contact zone.

To calibrate the actual penetrating laser flux and the thermal contact resistances, two configurations are used. Firstly, the insert alone is heated. It is placed on three ceramic picks in order to avoid thermal conduction (Fig. 2c). The only thermal exchange considered is convection with the air. Thermo-couples 1, 2 and 3 are used.

Secondly, the insert is fixed on the tool-holder. So, heat exchanges occur by conduction between the insert, the shim and the tool-holder body (Fig. 2d). All thermocouples are considered.

3. Numerical model used for the calibration step

To calibrate the actual laser flux power and the thermal contact resistance between the insert and the tool-holder, a numerical model of the laser heating experiments is used. The 3D Finite Element model is composed of linear tetrahedron elements.

The insert consists of 137,955 elements, the shim of 122,103 elements and the tool-holder of 622,150 elements. The other parts (two concentric fixing screws) represent 105,772 elements (Fig. 3a). The grid size has been adapted in order to limit the influence of the mesh size on the results. Thus, in the area with the highest temperature gradient (insert nose), the average size of the elements is 0.05 mm. Then this value gradually increases up to 2 mm at the extremity of the tool-holder.

For time integration, the model uses an implicit backward Euler algorithm [30] and the time step is constant and equal to 0.02 s. The convergence criterion is set at $10^{-5}$ W.

The laser flux is modeled by surface heat flux density. The applied heat flux has a constant value on disk with a radius of 0.8 mm (comparable to the laser beam). The thermal contact resistance is modeled by the Equation (1):

$$\varphi = \frac{\Delta \theta}{R}$$

where $\varphi$ is the heat flux density in W/mm², $\Delta \theta$ is the temperature difference in °C and $R$ the thermal contact resistance in mm²/°C/W.

Given that the shim is stuck on the tool-holder using conductive metallic glue, the shim/tool-holder contact will be assumed to be perfect in the simulations (null contact resistance). The same applies to minor screw/shim and screw/tool-holder contacts. The whole set-up has therefore perfect thermal contacts.

The resistance we are calibrating is applied to all the boundaries of the insert in contact with the shim (essentially) but also with the tool-holder and the screw (Fig. 3b).

The convection heat transfer coefficient with the air is fixed at $h = 40 \times 10^{-6}$ W/mm²/°C for external boundaries of the different parts. The heat exchange with the external medium is governed at each node by the Equation (2):

$$\varphi_{\text{conv}} = h \cdot \Delta \theta$$

where $\varphi_{\text{conv}}$ is the heat flux density in W/mm², $\Delta \theta$ is the temperature difference between the modeled parts and the external medium in °C and $h$ is the convection heat transfer coefficient W/mm²/°C.

The ambient temperature is considered to be equal to 23.5 °C in the numerical model (according to the value observed during the

| Table 1 | Properties of the WC carbide (H13A). |
|---------|-----------------------------|
| Temperature [°C] | Density [kg m⁻³] | Heat capacity [J °C⁻¹] | Thermal conductivity [W m⁻¹ °C⁻¹] |
| 20      | 14,830          | 220            | 110             |
| 100     | 14,830          | 244            | 105             |
| 300     | 14,830          | 290            | 98              |
| 500     | 14,830          | 320            | 90              |
| 700     | 14,830          | 328            | 82              |
| 900     | 14,830          | 337            | 75              |
The following material thermal properties are considered (Table 1 [31,32] and Table 2 [33,34]):

| Temperature [°C] | Density [kg m⁻³] | Heat capacity [J °C⁻¹] | Thermal conductivity [W m⁻¹ °C⁻¹] |
|------------------|------------------|------------------------|----------------------------------|
| 20               | 7820             | 500                    | 50                               |
| 100              | 7820             | 533                    | 45                               |
| 300              | 7820             | 613                    | 40                               |
| 500              | 7820             | 700                    | 36                               |
| 700              | 7820             | 714                    | 31                               |
| 900              | 7820             | 720                    | 23                               |

In order to compare numerical and experimental temperature results, the locations of thermocouples have been accurately measured on the experimental device (Fig. 4) using welding marks. Then, corresponding nodes on the numerical model have been located. So, each thermocouple temperature measurement is compared with the average temperature value of a set of matching nodes.

4. Calibration procedure

4.1. Laser heating test

The heating cycle chosen for laser flux and thermal resistance calibration is presented in Fig. 5. The heating phase is three seconds long, and then the cooling phase is free.

Fig. 6 presents temperature measurements of thermocouples 1, 2 and 3 for the two configurations:

- Fig. 6a: heating of insert alone
- Fig. 6b: heating of insert fixed on the tool-holder

When comparing the temperature curves in the two experimental configurations, the differences are significant. Firstly, the maximum temperature reached is 285 °C for the insert alone and only 245 °C for the set. The cooling phase is also dissimilar. The cooling rate is clearly higher for the assembly. Of course all these differences are directly attributable to the presence (or absence) of heat transfer between the insert and tool-holder body. Then, it is already possible to note that the thermal behavior of an insert alone is totally different from the ‘insert + tool-holder’ set (even if the heating phase only lasts three seconds).

4.2. Calibration of the actual laser flux power

In this first calibration step, the aim is to know the actual laser flux power. Even if it is possible to globally control the laser power (fixed at 70 W in our study), it is very difficult to know the flux power which really penetrates the carbide insert and contributes to the heating of the material. Indeed, there are power losses in the optical system and by reflection at the surface of the insert. So, the effective laser flux power has been calibrated using a simple (3-s) laser heating cycle of the insert alone (Fig. 2c) and the matching numerical calculation. The aim is to adjust numerically the value of the heating flux in order to fit temperature measurements of thermocouples 1, 2 and 3 with corresponding computed results.

In this configuration, only the convection heat transfer with the air is considered (the insert is set on three ceramic picks, Fig. 2c). To justify this assumption, it is possible to estimate an order of magnitude of the power transferred by radiation. The Equation (3) is considered:

\[ P_{\text{rad}} = \varepsilon \cdot \sigma \cdot A \cdot T^4 \]  

where \( P_{\text{rad}} \) is the power transferred by radiation in W, \( \varepsilon \) is the emissivity factor (considered as equal to 1 for this estimate), \( \sigma \) is the Stefan–Boltzmann constant \( (\sigma = 5.670 \times 10^{-8} \text{ W m}^{-2} \text{ K}^{-4}) \), \( A \) is the surface area and \( T \) is the absolute temperature.
The power transferred by radiation in the laser heating zone \( (A = 2 \times 10^{-6} \text{ m}^2 \text{ and } T_{\text{average}} = 673 \text{ K}) \) could be estimated at \( P_{\text{rad}} = 0.02 \text{ W} \) and the thermal radiation power for the entire insert surface \( (A = 3.5 \times 10^{-4} \text{ m}^2 \text{ and } T_{\text{average}} = 423 \text{ K}) \) could be estimated at \( P_{\text{rad}} = 0.6 \text{ W} \). Due to these small values, the radiation transfer contribution has been neglected in this study. So the convection is the only considered mode of heat transfer. Consequently, the influence of the heat transfer coefficient value \( h \) used in the simulation on temperature predictions (and thus indirectly on calibrated values) should be investigated. Fig. 7 presents numerical temperature predictions and comparison with experimental measurement considering the thermocouple 1 during a 3-s laser heating cycle of the insert alone. The sensitivity of the model to the convective heat transfer coefficient value has been tested varying its value of \( \pm 20\% \). Results show that a variation of \( \pm 20\% \) of \( h \) value has a negligible impact on predicted temperatures during the heating phase (less than \( 1 \text{ C} \)) or during the beginning of the cooling phase. So, the influence of \( h \) value on laser flux power calibration (which is mainly based on the heating phase) is low. Then, the reference \( h \) value \( (h = 4010^{-6} \text{ W/mm}^2/\text{C}) \) has been chosen (Fig. 7) in order to match the experimental temperature measurement to numerical prediction during the end of the cooling phase.

Finally, the best agreement between experimental and numerical results is obtained when applying a heating flux of 48 W (Fig. 8). The difference between the measured and computed temperatures does not exceed 8 °C. So, compared with the nominal laser power of 70 W, only 68.5% of the power is actually used for the heating of the insert.

The sensitivity of the model to the heat flux value has been tested varying its value of \( \pm 10\% \). A variation of \( \pm 10\% \) of the heating power leads to a difference of more than 50 °C between numerical and experimental results after only three seconds of heating (Fig. 8).

4.3. Calibration of the thermal contact resistance between the insert and the tool-holder

During this calibration second step, the aim is to estimate the value of the thermal contact resistance between the insert and the rest of the turning device (shim and tool-holder). As has been previously explained, the shim is stuck on the tool-holder steel body using heat conductive metallic glue. So a perfect thermal contact resistance is assumed between these two parts. The study only focuses on the thermal contact resistance around the insert.
The laser heating configuration is exactly the same as in the first calibration step (previously described). The only difference is that the insert is mounted on the tool-holder. So the calibrated value of the heat flux power (48 W) is still suitable.

In the numerical model, the conduction heat transfer is considered between the insert and the rest of the tool-holder. The convection heat transfer with the air is still modeled.

Firstly, Fig. 9 shows the comparison between experimental temperature measurements of thermocouples 1, 2 and 3 (fixed on the insert) and numerical calculations for two configurations:

- a perfect thermal contact around the insert \( RTC = 0 \text{ mm}^2/\text{C/W} \)
- the insert is nearly thermally insulated \( RTC = 10^6 \text{ mm}^2/\text{C/W} \)

The two configurations presented in Figs. 9 and 10 are totally different from experimental results. The temperature difference after only three seconds of heating is more than 50 °C. It clearly shows that, for a stationary machining simulation, the tool cannot be represented by an infinite volume (the heat conduction would be overvalued), nor by the insert alone (the heat conduction would be undervalued). The thermal contact resistance around the insert should be correctly estimated and considered.

Thus, secondly, the value of the thermal contact resistance around the insert has been calibrated to fit experimental and numerical temperature results.

In order to optimize the calibrated RTC value, the deviations between numerical results and experimental temperatures have been studied. Results of the thermocouple 1 during the heating phase (three seconds) and the beginning of the cooling phase (three seconds during which the influence of the RTC prevails) have been considered using the following Equation (4):

\[
\text{Dev} = \frac{1}{6s} \int_{t=0}^{6s} \sqrt{(T_{\text{exp}} - T_{\text{num}})^2} \, dt
\]

where Dev is the optimization parameter (deviation between experimental and numerical results), \( T_{\text{exp}} \) is the measured experimental temperature at sample time \( t \), \( T_{\text{num}} \) is the predicted numerical temperature at time \( t \). Fig. 11 shows that the Dev parameter clearly reaches a minimum value (representing the best agreement between experimental and numerical results). The thermocouple 1
has been considered since it is the closest to the heating zone. The optimization results are identical regardless of the thermocouple considered.

The retained value is \( \text{RTC} = 630 \text{ mm}^2 \cdot \degree \text{C}/\text{W} \) (Fig. 11). Fig. 12 presents temperature curves computed with \( \text{RTC} = 630 \text{ mm}^2 \cdot \degree \text{C}/\text{W} \); \( \text{RTC} = 440 \text{ mm}^2 \cdot \degree \text{C}/\text{W} \) (630 – 30%); \( \text{RTC} = 820 \text{ mm}^2 \cdot \degree \text{C}/\text{W} \) (630 + 30%) and a comparison with experimental measurements.

Fig. 13 presented the comparison of numerical and experimental temperature curves for thermocouples fixed on the shim and on the tool-holder (thermocouples 4, 5 and 6). The measured temperatures are clearly below the temperature reached by the insert. Numerical results are obtained with a thermal contact resistance of 630 mm\(^2\) C/W around the insert and are well matched with experiments. The maximal temperature difference is about 1 °C.

**5. Application to other heating cycles**

The second calibration step has permitted to approximate the value of the thermal contact resistance around the insert (\( \text{RTC} = 630 \text{ mm}^2 \cdot \degree \text{C}/\text{W} \)). To validate this estimated value, it is important to test this result with other thermal conditions of temperature and heating rate. So, using the same laser heating configuration (the effective heat flux is fixed at 48 W), two other thermal cycles have been applied experimentally and reproduced numerically. The first one (Fig. 14a) represents a heating phase over a long period of time. The heating phase is forty seconds long, and then the cooling is free. The temperature reached by the insert (thermocouple 1) is high: 425 °C.

The second thermal cycle represents a pulsated heating cycle (Fig. 14b). The heating cycle is composed of three heating phases of two seconds divided by two seconds of free cooling. The importance of the cooling phases is highlighted.

Fig. 15 shows that the results calibrated in the first part of the article can be transferred under different thermal conditions (in terms of temperature range and cycle type). It is to be noted that the experimental results are well matched by the simulation thermal results. The differences are below ten degrees or so.
6. Discussion/conclusion

In order to calibrate the thermal aspect of machining simulations, this study has made it possible to provide a bounded value of the thermal contact resistance to apply between the tool and the body. The resistance calibration has been performed in two steps: defining the laser flux power involved in the heating of the insert then defining the thermal resistance value. The value of 630 mm²°C/W has been calibrated. Among other things, it is to be noted that, through the study of sensitivity to this resistance value, simulations over long periods of time (or even one second long) taking into consideration a null contact resistance (the tool being represented by an infinite volume) or an infinite one (the tool being represented by the insert alone) would lead to very significant temperature errors. The RTC value determined makes it possible to remove the heat generated by machining under conditions consistent with the reality whatever the thermal cycle applied (pulsed or over a long period of time). Thus this result can be used to simulate a machining operation over a significant period of time (several minutes) and therefore a stabilized thermal state.
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