Quantum-optimal detection of one-versus-two incoherent optical sources with arbitrary separation
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We analyze the fundamental quantum limit of the resolution of an optical imaging system from the perspective of the detection problem of deciding whether the optical field in the image plane is generated by one incoherent on-axis source with brightness ϵ or by two ϵ/2-brightness incoherent sources that are symmetrically disposed about the optical axis. Using the exact thermal-state model of the field, we derive the quantum Chernoff bound for the detection problem, which specifies the optimum rate of decay of the error probability with increasing number of collected photons that is allowed by quantum mechanics. We then show that recently proposed linear-optic schemes approach the quantum Chernoff bound—the method of binary spatial-mode demultiplexing (B-SPADE) is quantum-optimal for all values of separation, while a method using image-inversion interferometry (SLIVER) is near-optimal for sub-Rayleigh separations. We then simplify our model using a low-brightness approximation that is very accurate for optical microscopy and astronomy, derive quantum Chernoff bounds conditional on the number of photons detected, and show the optimality of our schemes in this conditional detection paradigm. For comparison, we analytically demonstrate the superior scaling of the Chernoff bound for our schemes with source separation relative to that of spatially-resolved direct imaging. Our schemes have the advantages over the quantum-optimal (Helstrom) measurement in that they do not involve joint measurements over multiple modes, and that they do not require the angular separation for the two-source hypothesis to be given a priori and can offer that information as a bonus in the event of a successful detection.

The influential Rayleigh criterion for imaging resolution [1], which specifies a minimum separation for two incoherent light sources to be distinguishable by a given imaging system, is based on heuristic notions. As pointed out by Feynman [2, Sec. 30-4]: “Rayleigh’s criterion is a rough idea in the first place ...” and a better resolution can be achieved “... if sufficiently careful measurements of the exact intensity distribution over the diffracted image spot can be made ...” The fundamental measurement noise is the quantum noise necessarily accompanying any measurement. A more rigorous approach to the resolution measure that accounts for the quantum noise in ideal spatially-resolved image-plane photon counting can be formulated using the classical Cramér-Rao bound on the minimum estimation error for locating the sources [3, 4]. Very recently, using methods of quantum estimation theory [5, 6], it was found that the estimation of the separation between two incoherent sources below the Rayleigh criterion can be drastically improved by measurements employing pre-detection linear optic processing of the collected light, followed by photon counting [7–20].

Besides the minimum error of estimating the separation of two point sources, the resolving power of an imaging system can also be studied via the paradigmatic detection problem of deciding whether the optical field in the image plane is generated by one source or two sources [21–25]. This detection perspective is especially relevant to the detection of binary stars and exoplanets [23, 26] and the detection of protein multimers with fluorescent microscopes [27]. In a pioneering work [22], Helstrom obtained the mathematical description of the quantum-optimal measurement that minimizes the error probability for detecting one or two point sources emitting quasi-monochromatic thermal light. Unfortunately, in addition to having no known physical realization, his method requires the separation between the two hypothetical sources to be given, though this separation is usually unknown in practice.

Here we investigate the performance of two practical quantum measurements for the detection of weak incoherent quasi-monochromatic point light sources. We assess the performance of these measurements vis-a-vis direct imaging and the optimum quantum measurement using the asymptotic error exponent (or Chernoff exponent), which specifies the rate at which the error probability decreases exponentially as the observation time or number of received photons increases. We show that a binary spatial-mode demultiplexing (B-SPADE) scheme [7] is quantum-optimal for all values of separations in the following two senses: (1) the asymptotic error exponent attains the maximum allowed by quantum mechanics, and (2) the error probability of a simple decision rule based on the observations of the B-SPADE is close to the quantum limit. We also show that the scheme of superlocalization by image inversion interferometry (SLIVER) [8, 10] is near-optimal for
sub-Rayleigh separations. The Chernoff exponents of both schemes are shown to be superior to that of ideal shot-noise-limited continuum direct imaging in the sub-Rayleigh regime. In addition to their superiority over direct imaging, our methods do not require the two-source separation to be known over direct imaging, our methods do not require the sub-Rayleigh regime. In addition to their superiority shot-noise-limited continuum direct imaging in the both schemes are shown to be superior to that of ideal
ages of two point sources of equal brightness (blue) spaced midway between them.

FIG. 1. Schematic of the imaging of incoherent point light sources by a spatially-invariant imaging system. The images of two point sources of equal brightness (blue) spaced closer than the width of the point-spread function (PSF) of the imaging system are difficult to distinguish from that of one point source of the same total brightness (red) located midway between them.

Results

One source versus two sources. The set-up considered in this work is illustrated in Fig. 1. Under hypothesis $H_1$, we have a single thermal source of brightness (average photon number per temporal mode) $\epsilon$ imaged at the origin of the image plane. Under hypothesis $H_2$, we have two thermal sources, each of strength $\epsilon/2$, located a distance $d$ apart and imaged at the points $\pm d/2 = (\pm d/2, 0)$ in the image plane. To focus on the resolution power of an optical imaging system, the total brightness is assumed to be identical under the two hypotheses so that simple photon counting is ineffective as a decision strategy. Similarly, the sources are presumed to have identical frequency spectra so that spectroscopy cannot help to distinguish the hypotheses. A strategy for accepting one or the other hypothesis, known as a decision rule, is given by partitioning the space of observations $Z$ (which is determined by the choice of measurement) into two disjoint regions $Z_1$ and $Z_2$; the one-source hypothesis $H_1$ is accepted if the observation belongs to $Z_1$, and $H_2$ is accepted otherwise. The performed quantum measurement can be described by a positive-operator-valued measure (POVM) \( \{E(z)\}_{z \in Z} \), where $z$ denotes the outcome, and the $E(z)$‘s are nonnegative operators resolving the identity operator as $\int_{z \in Z} d\mu(z)E(z) = 1$ with $\mu(z)$ being an appropriate measure on $Z$ [5, 6, 28]. Define $E_1 = \int_{z \in Z_1} d\mu(z)E(z)$ and $E_2 = \int_{z \in Z_2} d\mu(z)E(z)$. Let $\rho_1$ and $\rho_2$ be the density operators for the fields arriving at the image plane per temporal mode under $H_1$ and $H_2$, respectively. Assuming a flat emission spectrum over the bandwidth $W$, the probabilities of the false-alarm (accepting $H_2$ when $H_1$ is true) and miss (accepting $H_1$ when $H_2$ is true) errors for one-source-versus-two-testing are given by $\alpha \equiv \text{Tr}(E_2 \rho_1^{\otimes M})$ and $\beta \equiv \text{Tr}(E_1 \rho_2^{\otimes M})$ respectively, where $M \simeq WT$ with $T$ being the observation time is the number of available temporal modes (also called the sample size). Assuming prior probabilities $p_1$ and $p_2$ for the respective hypotheses, the average probability of error is

\[
P_e \equiv p_1 \alpha + p_2 \beta,
\]

which is widely used to assess the performance of a quantum decision strategy constituted by a quantum measurement and a classical decision rule [5]. The minimum error probability optimized over all quantum decision strategies is given by the Helstrom formula [5]

\[
P_{e,\text{min}} = \frac{1}{2} \left(1 - \|p_2 \rho_2^{\otimes M} - p_1 \rho_1^{\otimes M}\|_1\),
\]

where $\|A\|_1 \equiv \text{Tr} \sqrt{A^\dagger A}$ is the trace norm. The minimum error probability can be achieved by the Helstrom-Holevo test in which $E_2$ is taken to be the projector onto the eigen subspace of $p_2 \rho_2^{\otimes M} - p_1 \rho_1^{\otimes M}$ with positive eigenvalues [5, 29]. We refer to this optimal measurement as the Helstrom measurement henceforth.

While the Helstrom formula Eq. (2) allows exact computation of the optimum error probability in principle, it is difficult to physically implement the Helstrom measurement for several reasons. Firstly, the optimal measurement is a joint one over multiple samples [28]. Secondly, this measurement depends on the separation between the two hypothetic point sources, which is often unknown in the first place. Lastly, the optimal measurement in general depends on the ratio of the prior probabilities of the two hypotheses, whose determination is often subjective. To circumvent these difficulties, we study the performance of two realizable measurements: B-SPADE [7] and SLIVER [8], originally introduced in the context of estimating the separation between two closely-spaced incoherent point sources.

B-SPADE. Spatial-mode demultiplexing refers to spatially separating the image-plane optical field into its components in any chosen set of orthogonal spatial modes [7]. The binary version of spatial-mode demultiplexing, B-SPADE, uses a device that separates a specific spatial mode from all other modes orthogonal to it, and on-off detectors (that can only distinguish between zero and one or more photons) are placed at the two output ports. In our set-up, the selected spatial...
mode is chosen to be that generated by the point source at the origin of the object plane. Such a separation of modes is always possible in principle for any given point-spread function (PSF), and various linear-optics schemes can be envisaged to realize it [30–32].

SLIVER. The second practical measurement we consider is SLIVER, which separates the optical field at the image plane into its symmetric and antisymmetric components with respect to inversion at the origin, followed by on-off photon detection in the respective ports [8]. Here, we assume that the PSF is reflection-symmetric in the $y$-axis, i.e., $\psi(-x, y) = \psi(x, y)$, and consider a modified SLIVER for which the inversion operation is replaced by the reflection operation about the $y$-axis—this modification corresponds to the Pix-SLIVER scheme of [10] with single-pixel (bucket) on-off detectors at the two outputs. For simplicity, we refer to this modified version as SLIVER henceforth. All photo-detectors in both B-SPADE and SLIVER are assumed free from dark counts, or at least that the dark-count rate is so far below the signal-count rate as to be negligible.

Asymptotic error (Chernoff) exponents. In realistic imaging situations, we usually deal with a large sample size $M \gg 1$, which motivates using the asymptotic error exponent as a useful metric for comparing the performance of different measurement schemes against the Helstrom measurement. For any specific quantum measurement performed on each sample, it is known that the minimum error probability $P_{e,\text{min}}(\text{meas})$ over all decision rules decreases exponentially in $M$ as $P_{e,\text{min}}(\text{meas}) \sim \exp(-M \xi(\text{meas}))$. The asymptotic error exponent $\xi(\text{meas}) = -\lim_{M \to \infty} \frac{1}{M} \log P_{e,\text{min}}(\text{meas})$ can be given by the Chernoff exponent (also known as Chernoff information or Chernoff distance) [33–35], namely,

$$\xi(\text{meas}) = -\log \min_{0 \leq s \leq 1} \int d\mu(z) \Lambda_1(z)^s \Lambda_2(z)^{1-s},$$

where $\Lambda_j(z) = \text{Tr}[E(z) \rho_j]$ is the probability of obtaining the outcome $z$ under the hypothesis $H_j$, and $\{E(z)\}$ is the POVM for the measurement. On the other hand, the error probability $P_{e,\text{min}}$ of the optimum quantum measurement (which is in general a joint measurement on the $M$ samples) scales with the exponent $\xi$ known as the quantum Chernoff exponent, which is given by [36–40]:

$$\xi \equiv -\log \min_{0 \leq s \leq 1} \text{Tr}(\rho_1^s \rho_2^{1-s}).$$

Note that $\xi$ is independent of the measurement and $\xi \geq \xi(\text{meas})$ holds for any measurement.

To calculate the Chernoff exponent, we need to know the characteristics of the imaging system. Without essential loss of generality, we suppose that the imaging system is spatially-invariant and of unit magnification [41] and is described by its 2-D amplitude PSF $\psi(r)$, where $r = (x, y)$ is the transverse coordinate in the image plane $\mathcal{I}$. Moreover, we take the PSF to be normalized, i.e., $\int \int dx dy \psi^2(x, y) = 1$. For thermal sources, we show that the exact Chernoff exponents $\xi(\text{B-SPADE})$ and $\xi(\text{SLIVER})$ for B-SPADE and SLIVER respectively and the quantum Chernoff exponent $\xi$ are given by (see the Methods)

$$\xi(\text{B-SPADE}) = \xi = \log[(1 + \epsilon_+)(1 + \epsilon_+ - \mu^2 \epsilon_+)],$$

$$\xi(\text{SLIVER}) = \log(1 + \epsilon_-) \leq \xi,$$

where the $d$-dependent quantities

$$\epsilon_\pm = \frac{1 \pm d}{2} \epsilon \quad \text{and} \quad \mu = \frac{d}{2} \sqrt{\frac{2}{1 + \delta(d)}}$$

are defined in terms of the overlap function of the PSF for displacements along the $x$ axis:

$$\delta(d) := \int \mathcal{I} dx dy \psi^*(x, y) \psi(x - d, y).$$

Moreover, we here assume that the overlap function (and hence $\epsilon_\pm$ and $\mu$) is real-valued. This assumption is satisfied for inversion-symmetric PSFs, i.e., $\psi(x, y) = \psi(-x, -y)$, and $y$-axis reflection-symmetric PSFs, i.e., $\psi(x, y) = \psi(-x, y)$ [10, 11].

It can be seen from equation (5) that the Chernoff exponent of the B-SPADE is always equal to the quantum Chernoff exponent, meaning that B-SPADE is asymptotically optimal. For SLIVER, the Chernoff exponent is in general not quantum-optimal but is close to quantum-optimal in the sub-Rayleigh regime of small $d$, where $\mu$ is close to unity.

We consider three typical kinds of PSFs, corresponding to Gaussian apertures, rectangular hard apertures, and circular hard apertures. The PSFs can be respectively written as

$$\psi_{\text{gauss}}(x, y) = \frac{1}{\sqrt{2\pi\sigma}} \exp\left(-\frac{x^2 + y^2}{4\sigma^2}\right),$$

$$\psi_{\text{rect}}(x, y) = \frac{1}{\sqrt{\sigma_x\sigma_y}} \text{sinc}(x/\sigma_x) \text{sinc}(y/\sigma_y),$$

$$\psi_{\text{circ}}(x, y) = \frac{1}{2\sqrt{\pi\sigma_c}} \text{jinc}(\sqrt{x^2 + y^2}/\sigma_c),$$

where $\text{sinc}(x) \equiv \sin(x)/x$, $\text{jinc}(x) \equiv 2J_1(x)/x$, and $J_1(x)$ is the Bessel function of the first kind. The “characteristic lengths” $\sigma_x$, $\sigma_y$, and $\sigma_c$ are related to the features of apertures as follows. For a Gaussian aperture, which is commonly assumed in fluorescence microscopy [4], we have $\sigma = \lambda/2\pi N\lambda$ with $\lambda$ being the free-space center wavelength and $N\lambda$ the effective numerical aperture of the system. For a $D_x \times D_y$ rectangular aperture, the characteristic length along the $x$ and $y$ directions are given by $\sigma_x = \lambda F/\pi D_x$ and $\sigma_y = \lambda F/\pi D_y$, respectively, where $F$ is the distance between the aperture plane and the image plane in a unit-magnification system. For a $D$-diameter circular hard aperture, we have $\sigma_c = \lambda F/\pi D$. After some
algebra, the overlap functions can be shown to be
\[
\begin{align*}
\delta_{\text{gaus}}(d) &= \exp[-d^2/(8\sigma^2)], \\
\delta_{\text{rect}}(d) &= \text{sinc}(d/\sigma_x), \quad \text{and} \\
\delta_{\text{circ}}(d) &= \text{jinc}(d/\sigma_c),
\end{align*}
\]
(10)

using which the Chernoff exponents can be readily obtained.

We plot in Fig. 2 the Chernoff exponents of B-SPADE and SLIVER for the above three PSFs in equation (9). We can see that in the sub-Rayleigh regime the Chernoff exponents are insensitive to which PSF is used.

**Weak-source model.** To compare the performance of B-SPADE and SLIVER with that of direct imaging, we introduce the weak-source model. In most applications in optical microscopy and astronomy, the source brightness is so low that the on-off detectors’ recovery time is short compared to the average interarrival time of the photons. Either the conditional error probability of equation (14) or the unconditional one of equation (13) can be used as a figure of merit, depending on whether or not the number of the photons arriving at the image plane is measured. Helstrom in Ref. [22] took the latter approach, and the performance was studied with respect to the average total number of photons \( N = \mu \) detected over the observation interval. On the other hand, in fluorescence microscopy it is common practice to compare the performance of imaging schemes for the same number of detected photons \( L \) [3, 4].

We can define a conditional Chernoff exponent \( \xi_{(\text{meas})} \) satisfying \( P_{e,\text{min}L}^{(\text{meas})} \sim -\log(1 - P_{e,\text{min}L}^{(\text{meas})}) \), which is given by equation (3) with \( \Lambda_i(\xi) \) replaced by the probability of measurement outcomes conditioned on a photon being detected, i.e., \( \Lambda_i(\xi) = \text{Tr}(E(\xi)\eta_i) \). Similarly, the optimum conditional error probability \( P_{e,\text{min}L}^{(\text{meas})} \) decays exponentially with \( L \) multiplied by the conditional quantum Chernoff exponent given by \( \xi_c \equiv -\log_{\xi < 1} \text{Tr}(\eta_1^{\xi} \eta_2^{1-\xi}) \). It follows from equation (13) that the (conditional) Chernoff exponents can be obtained via the relation \( e^{-\xi} = 1 - \epsilon + \epsilon e^{-\xi} \) and \( e^{-\xi^{(\text{meas})}} = 1 - \epsilon + \epsilon e^{-\xi^{(\text{meas})}} \). This implies that the (conditional) Chernoff exponent is monotonically increasing with the conditional one. Particularly, we have \( \xi^{\text{meas}} \approx \epsilon \xi^{\text{meas}} \) when \( \xi^{\text{meas}} \ll 1 \). Therefore, we can use either \( \xi^{\text{meas}} \) or \( \xi_c^{\text{meas}} \) to compare the performance of quantum measurements.

The conditional Chernoff exponents are readily calculated in the weak-source model using equations (12):
\[
\begin{align*}
\xi^{(\text{B-SPADE})}_c &= -2 \log(\delta(d/2)), \\
\xi^{(\text{SLIVER})}_c &= -\log \frac{1 + \delta(d)}{2}.
\end{align*}
\]
(15)
(16)


Note that as \( d \) decreases, the SLIVER result converges to the B-SPADE result, which can also be seen in Fig. 2.

**Direct Imaging.** Direct imaging (DI) using a charge-coupled device (CCD) camera is a standard detection technique in microscopy and telescopy [4]. To compare our schemes to direct imaging, we make the conservative assumption of an ideal noiseless photodetector with infinite spatial resolution and unity quantum efficiency placed in the image plane. In the weak-source model, and conditional on a photon being detected in a given temporal mode, the observation consists of its position of arrival \((x, y) \in \mathcal{I}\). Using equations (12), the resulting probability densities for the observation are \( \Lambda_1(x, y) = \Upsilon(x, y; 0) \) and \( \Lambda_2(x, y) = \Upsilon(x, y; d) \) under \( H_1 \) and \( H_2 \), respectively, where

\[
\Upsilon(x, y; d) \equiv \frac{|\psi(x - d/2, y)|^2}{2} + \frac{|\psi(x + d/2, y)|^2}{2}.
\]

We show in the Methods that the conditional Chernoff exponent for ideal DI in the weak source model scales as \( d^4 \) in the interesting regime of small \( d \):

\[
\xi^{(\text{DI})}_c \approx \frac{d^4}{32} \int_{\mathcal{T}'} dx dy \frac{1}{\Upsilon(x, y; 0)} \left[ \Upsilon^{(2)}(x, y; 0) \right]^2,
\]

where \( \Upsilon^{(n)}(x, y; d) \) denotes the \( n \)-th order partial derivative of \( \Upsilon(x, y; d) \) with respect to \( d \), and \( \mathcal{T}' = \{(x, y) \mid \Upsilon(x, y; 0) > 0\} \). In contrast, the conditional Chernoff exponents of B-SPADE and SLIVER in the weak-source model are of order \( d^2 \), which can be seen by using equation (15)–(16) and \( \partial \delta(d)/\partial d|_{d=0} = 0 \).

The conditional Chernoff exponents for different measurements in the case of the Gaussian PSF are given in Table I. Here, we have used a Taylor series expansion of equation (16) in \( d \) for SLIVER, and used equation (18) for estimating the Chernoff exponent for direct imaging. The characteristic scalings with respect to \( d \) of the conditional quantum Chernoff exponent and that of the three measurement schemes are shown in Fig. 3. We see that the Chernoff exponent of SLIVER agrees with the quantum limit for all practical purposes in the sub-Rayleigh regime \( d \leq 1 \).

**Decision rule.** In order to choose a hypothesis based on a sequence of B-SPADE/SLIVER observations, we need to fix a decision rule. If the separation \( d \) is known, the optimal decision rule is given by the likelihood-ratio test [34]: For a given observation record \((z_1, z_2, \ldots, z_M)\), we choose \( H_2 \) if \( \prod_{j=1}^M \Lambda_2(z_j)/\Lambda_1(z_j) > p_1/p_2 \), where \( p_1 \) and \( p_2 \) are the prior probabilities of \( H_1 \) and \( H_2 \) respectively, and choose \( H_1 \) otherwise.

Here, we propose a simplified decision rule that does not require the separation to be known or estimated. Observe that if the detector corresponding to the modes orthogonal to the first mode in the three-mode basis (see equation (23–25) in Methods) clicked for any sample, we can infer with certainty (in either source model) that two point sources are present, i.e., \( H_2 \) is true. The simplified decision rule is then given by accepting \( H_1 \) only if this detector does not click during the entire observation period.

From Table II in the Methods, under the simplified decision rule, the false-alarm probability for \( M \) samples is clearly \( \alpha = 0 \) for both the B-SPADE and SLIVER measurement. The miss error probability is the probability that the detector corresponding to \( H_2 \) does not click, i.e.,

\[
\beta = \left[ \Lambda_2(\text{off, off}) + \Lambda_2(\text{on, off}) \right]^M,
\]

where \( \Lambda_2(\cdot, \cdot) \) is the probability of the measurement outcome under \( H_2 \). It then can shown that \( \beta(\text{meas}) = \exp(-M \xi(\text{meas})) \) for both the B-SPADE and SLIVER measurement.

| Scheme          | Chernoff exponent         |
|-----------------|---------------------------|
| B-SPADE/Quantum limit | \( d^2/16 \)              |
| SLIVER          | \( d^2/16 - d^4/512 + O(d^6) \) |
| Direct imaging  | \( d^2/256 + O(d^6) \)    |

**FIG. 3.** Conditional Chernoff exponents in the weak-source model as functions of the normalized two-source separation \( d \) for the Gaussian PSF of equation (9). The Chernoff exponent for B-SPADE (solid) achieves the quantum limit for all values of \( d \), while the Chernoff exponent for SLIVER (dashed) is near-quantum-optimal for sub-Rayleigh separations. In this regime, both schemes outperform direct imaging — whose Chernoff exponent is calculated numerically (dash-dotted) as well as by using the small-separation approximation (dotted) given by equation (18) — by more than an order of magnitude.
Discussion. We have examined the problem of discriminating one thermal source from two closely separated ones for a given diffraction-limited imaging system. Using the exact thermal state of the image-plane field, we have derived the quantum Chernoff exponent for the detection problem. We also have used the weak-source model of the image-plane field, which is very accurate in the optical regime due to the low brightness of a thermal source in each temporal mode, to obtain simple expressions for the Chernoff exponent. The per-sample B-SPADE measurement that separates light in the PSF mode from the rest of the field was shown to attain the quantum-optimal Chernoff exponent for all values of two-source separation. Remarkably, it does so without the need for prior knowledge of the value of \(d\), joint measurement over multiple modes, or photon-number resolution in each mode. These properties are not shared by the quantum-optimal measurement elucidated by Helstrom [22], which is not a structured receiver. These advantages also adhere to the SLIVER scheme, proposed in the context of distinguishing between optical coherent states [46, 47]. These issues will be addressed in subsequent work.

Although sophisticated optical microscopy techniques can help resolve multiple sources better than direct imaging [48], the manipulation of the source emission that they require is impossible in astronomical imaging for which the dominant detection technique is direct imaging. Our proof that the linear-optics schemes proposed here can yield Chernoff exponents that are orders of magnitude larger than that of direct imaging, coupled with the rapid recent experimental progress on similar schemes [17–20], holds out great promise for applications in astronomy and molecular imaging analysis in the near future.

Methods

Density operators. To calculate the Chernoff exponent and error probabilities, we need to express the density operators \(\rho_1\) and \(\rho_2\) in an appropriate basis. We focus on a single temporal mode \(\chi(t)\) of the image-plane field satisfying \(\int_0^T |\chi(t)|^2 \, dt = 1\) on the observation interval \([0, T]\). The two mutually incoherent sources at \(\pm d/2\) under \(H_2\) are described by statistically independent zero-mean circular Gaussian amplitudes \(A_1\) and \(A_2\) with the probability density

\[
\Pr(A_1, A_2) = \prod_{j=1}^2 \frac{1}{\pi \epsilon_j} \exp \left(-\frac{|A_j|^2}{\epsilon_j}\right),
\]

where \(\epsilon_1\) and \(\epsilon_2\) are the brightnesses of the two point sources. The image-plane field conditioned on \((A_1, A_2)\) is described quantum-mechanically as a coherent-state, i.e., an eigenstate \(|\phi_{A_1, A_2}\rangle\) of the positive-frequency field operator \(\hat{E}(+)(r,t)\) in the image plane: \(\hat{E}(+)(r,t) |\phi_{A_1, A_2}\rangle = \mathcal{E}_{A_1, A_2}(r) \chi(t) |\phi_{A_1, A_2}\rangle\), where \(\mathcal{E}_{A_1, A_2}(r)\) is given by

\[
\mathcal{E}_{A_1, A_2}(r) = A_1 \psi(r - d/2) + A_2 \psi(r + d/2)
\]

and \(\psi(r)\) is the normalized PSF. The density operator under \(H_2\) is formally given by

\[
\rho_2 = \int_{C^2} d^2A_1 d^2A_2 \Pr(A_1, A_2) |\phi_{A_1, A_2}\rangle \langle \phi_{A_1, A_2}|.
\]

Note that \(\rho_2\) depends on the separation \(d\) and is reduced to \(\rho_1\) when setting \(d = 0\). Moreover, it can be seen from equation (21) that under \(H_1\) we have \(\mathcal{E}_{A_1, A_2}(r) = (A_1 + A_2)\psi(r)\). Thus, it is evident that, while the relevant coherent states are defined on a complete set of transverse-spatial modes on \(\mathcal{T}\), only three orthonormal modes are in excited (non-vacuum) states. These may
be chosen as
\[ \phi_1(r) = \psi(r), \]
\[ \phi_2(r) = \frac{1}{\sqrt{1-\mu^2}} \left[ \frac{\psi(r-d/2) + \psi(r+d/2)}{2\sqrt{\lambda_+}} - \mu \psi(r) \right], \]
\[ \phi_3(r) = \frac{\psi(r-d/2) - \psi(r+d/2)}{2\sqrt{\lambda_-}}, \]
where \( \lambda_{\pm} \equiv (1 \pm \delta(d))/2 \) and \( \mu \) is given by equation (7). Using \( \{\phi_1(r), \phi_2(r), \phi_3(r)\} \) as a spatial-mode basis, we have
\[ \mathcal{E}_{A_1,A_2}(r) = A_+ \left[ \mu \phi_1(r) + \sqrt{1-\mu^2} \phi_2(r) \right] + A_- \phi_3(r), \]
where \( A_+ = \sqrt{\lambda_+} (A_1 + A_2) \) and \( A_- = \sqrt{\lambda_-} (A_1 - A_2) \) are two circular complex Gaussian amplitudes random variables. When \( \epsilon_1 = \epsilon_2 = \epsilon/2 \), the random variables \( A_+ \) and \( A_- \) are statistically independent [8]. In such a case, we get
\[ \rho_1 = \rho_{th}(\epsilon) \otimes |0\rangle \langle 0|, \]
\[ \rho_2 = U \left[ \rho_{th}(\epsilon_+) \otimes |0\rangle \langle 0| \right] \rho_{th}(\epsilon_-), \]
where \( \rho_{th}(\epsilon) = \sum_n [\epsilon^n/(\epsilon + 1)^{n+1}] |n\rangle \langle n| \) is the single-mode thermal state with \( \epsilon \) average photons [49, 50]. \( U \) is a unitary beamsplitter transformation with transmissivity \( \mu \) acting on the first two modes. The \( d \)-dependent quantities \( \epsilon_{\pm} \) and \( \mu \) are given by equation (7). The transmissivity \( \mu \) takes values in the range \([-1,1]\) and equals unit when \( d = 0 \). The beamsplitter implements the transformation
\[ U |\alpha\rangle \otimes |\beta\rangle = |\mu \alpha - \sqrt{1-\mu^2} \beta\rangle \otimes |\mu \beta + \sqrt{1-\mu^2} \alpha\rangle \]
for input coherent states \( |\alpha\rangle \) and \( |\beta\rangle \), while for a number state-vacuum input \( |n\rangle \otimes |0\rangle \), we have
\[ U |n\rangle \otimes |0\rangle = \sum_{k=0}^{n} \sqrt{n \choose k} \mu^k (1-\mu^2)^{n-k} |k,n-k\rangle. \]

Quantum Chernoff exponent. The quantum Chernoff exponent is given by \( \xi = -\log \min_{0 \leq s \leq 1} Q_s \) with \( Q_s \equiv \text{Tr}(\rho_s \rho_1^{-1+s}) \). Using equations (27), (28), and (30), we get after some algebra:
\[ Q_s = \frac{1}{ap^s(1-bq^s)}, \]
where the coefficients are
\[ a = (1 + \epsilon_+)(1 + \epsilon_-), \quad b = \frac{\epsilon_+}{1 + \epsilon_+} \mu^2, \]
\[ p = \frac{1 + \epsilon}{(1 + \epsilon_+)(1 + \epsilon_-)}, \quad q = \frac{\epsilon_+}{\epsilon_+(1 + \epsilon_+)} \]
from which we obtain the quantum Chernoff exponent in equation (5).

B-SPADE and SLIVER. To calculate the Chernoff exponents as well as the error probabilities for B-SPADE and SLIVER, it will be convenient to only focus on the effective action of the measurement on the relevant Hilbert subspace. Figure 4 illustrates the effective actions of B-SPADE and SLIVER on the mode subspace spanned by \( \phi_1(r), \phi_2(r) \) and \( \phi_3(r) \). The B-SPADE measurement discriminates the first mode from the other two, while the SLIVER measurement discriminates the first two modes from the third, which is the sole excited antisymmetric mode. We emphasize that our schemes are very different from a detector that resolves each of the modes \( \phi_1(r), \phi_2(r) \) and \( \phi_3(r) \), since implementing such a detector would require knowledge of \( d \). Our schemes, on the other hand, work for any \( d \). Using equations (27) and (28) and the effective action of the measurements shown in Fig. 4, the probability distribution of measurement outcomes can be easily obtained as given in Table II, on which the calculation of the Chernoff exponents is based. For B-SPADE, we get
\[ Q_s^{(B-\text{SPADE})} = \frac{1 + \tilde{b} \tilde{q}^s}{ap^s}, \]
where \( a \) and \( p \) are given in equation (32), \( \tilde{b} = \mu^2 \epsilon_+/(1 + \epsilon_+ - \mu^2 \epsilon_+) \), and \( \tilde{q} = (1 + \epsilon_+ - \mu^2 \epsilon_+)/\mu^2 \epsilon_+ \geq 1 \). It follows that \( Q_s \) is minimized over \([0,1]\) by taking \( s = 0 \), leading to the result of \( \xi_{\text{c}}^{(B-\text{SPADE})} \) in equation (5).

In the weak-source model, the probability distribution of a detected photon being at the two output ports is \( \{1,0\} \) under \( H_1 \) and \( \{\delta(d/2)^2, 1 - \delta(d/2)^2\} \) under \( H_2 \). Thus, one can easily obtain the result of \( \xi_{\text{c}}^{(B-\text{SPADE})} \) as shown in equation (15).

For SLIVER, the structure of \( \rho_1 \) and \( \rho_2 \) implies that the two detectors fire independently under both hypotheses. From these equations, the Chernoff exponent
of SLIVER can be calculated (and corresponds to $s = 0$ as for B-SPADE) with the result of equation (6). In the weak source model, the probability distribution of a detected photon being at the two output ports is $\{1, 0\}$ under $H_1$ and $\{\delta(d) + 1/2, 1 - \delta(d)/2\}$ under $H_2$. Thus, one can easily obtain the result of $\xi_c^{(\text{SLIVER})}$ as shown in equation (16).

**Leading term of Chernoff exponent.** For a given measurement scheme, let $\Upsilon(z; d)$ be the resulting probability density of a measurement outcome $z$, where $d$ is the distance between the two hypothetic point sources. The Chernoff exponent of equation (3) for testing $H_0$ ($d > 0$) against $H_1$ ($d = 0$) can be written as $\xi(d) = -\log \min_{0 \leq s \leq 1} Q_s(d)$ with $Q_s(d) \equiv \int \mathcal{D} \mu(z) \Upsilon(z; d)^{1-s} \Upsilon(z; d)^s$. Let us now focus on the leading term of $\xi(d)$ for small separations $d \approx 0$, where the optimal measurement performs much better than direct imaging. We expand $Q_s(d)$ in a Taylor series as

$$Q_s(d) = 1 + \sum_{k=1}^{\infty} \frac{d^k}{k!} Q_{s,k}, \quad (35)$$

$$Q_{s,k} \equiv \int_{\Omega} d\mu(z) \Upsilon(z; 0)^{1-s} \left( \frac{\partial^2 \Upsilon(z; d)^s}{\partial d^k} \right)_{d=0}, \quad (36)$$

where $\Omega \equiv \{ z \mid \Upsilon(z; 0) > 0 \}$. These coefficients $Q_{s,k}$ are independent of $d$. Although in our model the separation $d$ is nonnegative, the PSFs in equation (9) can be easily extended to real numbers and meanwhile assured to be smooth at $d = 0$. It then follows from equation (12) that $\Upsilon(z; d) = \Upsilon(z; -d)$ and thus all odd derivatives of $\Upsilon(z; d)$ with respect to $d$ at $d = 0$ vanish for an arbitrary $z$. As a result, we have

$$Q_{s,1} = Q_{s,3} = 0, \quad Q_{s,2} = s g^{(2)}(0), \quad Q_{s,4} = 3s(s-1)K + s g^{(4)}(0), \quad (37)$$

where $g^{(k)}$ denotes the $k$-th derivatives of $g(d) \equiv \int_{\Omega} d\mu(z) \Upsilon(z; d)$ and

$$K \equiv \int_{\Omega} d\mu(z) \frac{1}{\Upsilon(z; 0)} \left( \frac{\partial^2 \Upsilon(z; d)}{\partial d^k} \right)_{d=0}. \quad (38)$$

For the ideal direct imaging scenario in the weak-source model, the measurement outcome $z$ is the coordinates of a detected photon in the image plane, i.e., $z = (x, y) \in \mathcal{I}$. Suppose that the two point sources are aligned along the $x$-axis, $\Upsilon(z; d)$ is then given by equation (17) with $z = (x, y)$. For all three typical kinds of PSFs considered in this work, we have $g(d) = 1$ for direct imaging. In such a case, the leading $d$-dependent term in the Taylor series of $Q_s(d)$ is of fourth order. It then follows that $\xi_c^{(\text{DD})} \approx K$, which is equation (18). On the other hand, for B-SPADE and SLIVER, it can be seen from Table II that $g(d) = A_2(\text{off, off}) + A_2(\text{on, off})$, so that $g^{(2)}(0)$ is nonzero and the leading term in $Q_s(d)$ is second-order in $d$.
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