Effects of model calibration on hydrological and water resources management simulations under climate change in a semi-arid watershed
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Abstract

Semi-arid regions are known for erratic precipitation patterns with significant effects on the hydrological cycle and water resources availability. High temporal and spatial variation in precipitation causes large variability in runoff over short durations. Due to low soil water storage capacity, base flow is often missing and rivers fall dry for long periods. Because of its climatic characteristics, the semi-arid north-eastern region of Brazil is prone to droughts. To counter these, reservoirs were built to ensure water supply during dry months. This paper describes problems and solutions when calibrating and validating the eco-hydrological model SWIM for semi-arid regions on the example of the Pajeú watershed in north-eastern Brazil. The model was calibrated to river discharge data before the year 1983, with no or little effects of water management, applying a simple and an enhanced approach. Uncertainties result mainly from the meteorological data and observed river discharges. After model calibration water management was included in the simulations. Observed and simulated reservoir volumes and river discharges are compared. The calibrated and validated models were used to simulate the impacts of climate change on hydrological processes and water resources management using data of two representative concentration pathways (RCP) and five earth system models (ESM). The differences in changes in natural and managed mean discharges are negligible (< 5%) under RCP8.5 but notable (> 5%) under RCP2.6 for the ESM ensemble mean. In semi-
arid catchments, the enhanced approach should be preferred, because in addition to discharge, a second variable, here evapotranspiration, is considered for model validation.
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1 Introduction

Semi-arid regions are known for extremely high spatial and temporal variability in rainfall and rivers are often intermittent (Wheater 2002; Balme et al. 2006; Yakir and Morin 2011). The variability in rainfall causes high fluctuations in runoff over short durations, accelerated erosion, and high sediment transport. Rainfall events occur infrequently, but with high intensity. As a result of shallow soils, low soil water storage capacity and a lack of connection to aquifers baseflow is low or missing and river channels remain dry for most of the year. Runoff depends almost exclusively on rainfall and is often related to intense rainfall, leading to flash floods (Camarasa and Tilford 2002; Bracken et al. 2008).

Due to the hydro-climatological conditions, the calibration of hydrological models for semi-arid regions is very challenging. Furthermore, data scarcity can limit the application of classical calibration-validation approaches and therefore, beside observed river discharge, other data, or variables should be used for calibrating and validating hydrological models (e.g., Rödiger et al. 2014). The effects of water resources management (reservoir operation, water withdrawals and discharges) on river discharges can be so strong that it is very difficult to use these observational data to calibrate and validate hydrological models (see Koch et al. 2018).

Because of its climatic characteristics, the semi-arid north-eastern region of Brazil is prone to droughts. To counter these, reservoirs have been built to store water and to ensure supply during dry periods (Araújo and Bronstert 2016). Although these reservoirs and other water storage measures are intended to increase the reliability of water supply, they were often constructed without an integrated plan, which has resulted in a dense network of reservoirs (Malveira et al. 2012). Small dams affect streamflow to a lesser extent than their larger counterparts, but cumulative effects on connectivity and streamflow can be significant (Nathan et al. 2005; Callow and Smettem 2009; Malveira et al. 2012).

In studies analyzing climate change impacts on the hydrological cycle, it has become common to use multi-model assessments to provide more robust projections that also account for uncertainties stemming from different sources, i.e., hydrological models, RCP (representative concentration pathway), and climate models (e.g., Gädeke et al. 2014; Vetter et al. 2015). Vetter et al. (2017) showed that the largest uncertainty is generally attributed to climate models for most river basins studied. Liersch et al. (2018) found that hydrological simulations in the Upper Blue Nile River basin using different forcing climate model ensembles and bias correction approaches come to different conclusions with regard to future changes of river discharge.

The aim of this study is to analyze the effects of two calibration and validation approaches, a simple and an enhanced, in climate change impact simulations. The effects of climate change on hydrological processes and water management are simulated applying the semi-distributed eco-hydrological model SWIM. For the reference period observed meteorological data, gridded global data sets and results of five earth system models (ESM) are used. To assess the effects of climate change on hydrological processes and water management, the RCPs 2.6 and 8.5 are applied. SWIM with parameter sets depending on the calibration approach is used.
to simulate the natural rainfall-runoff processes, i.e., natural river discharge. In the last step, water management, i.e., reservoir operation and water allocation, is included to simulate reservoir volumes and managed river discharge.

2 Data and methods

2.1 Study area

The study area is the Pajeú watershed in the Pernambuco state in north-eastern Brazil, with an area of 16,814 km². The watershed is part of the São Francisco river basin (Fig. 1) and drains into the Itaparica reservoir located at the main river. The rivers in the watershed are intermittent, having very low or often no flow at all during the dry season. Overall, 32 reservoirs with a cumulative storage capacity of 595.5 million cubic meters, as well as thousands of smaller ponds for collecting water with a cumulative estimated storage capacity of 127.0 million cubic meters, have been constructed across the watershed (Governo do Estado de Pernambuco 1998).

2.2 Calibration and validation approaches

For the calibration and validation of the eco-hydrological model different approaches are applied. In the first (simple) approach (A), only the observed river discharge at the most downstream gauge is used, applying split-sample test. The second (enhanced) approach (B) applied is according to Krysanova et al. (2018), with an enhanced 5-steps model evaluation:

i) Checking quality of observed data (river discharge) and reanalysis data/climate data used as climate input

Fig. 1 Overview on the Pajeú watershed with centers of WATCH cells (numbers) and meteorological observation stations (names); upper left corner, location of the Pajeú watershed within the São Francisco river basin
ii) Calibration/validation to river discharges at multiple gauges (outlet and intermediate gauges) using a split-sample test
iii) Validation for a second variable, e.g., evapotranspiration
iv) Validation for the indicator(s) of interest
v) Validation for the observed trends or lack of trends

2.3 Set up of the SWIM model to the Pajeú watershed

The Soil and Water Integrated Model (SWIM, Krysanova et al. 2015) is a continuous-time spatially semi-distributed eco-hydrological model. It is process-based, combining physics-based processes and empirical approaches. It was developed from SWAT version ‘93 (Arnold et al. 1993) and MATSALU models (Krysanova et al. 1989). SWIM simulates hydrological processes, vegetation growth, erosion, and nutrient dynamics at the river basin scale. Hydrological response units (HRUs) considered units with same properties regarding bio-physical processes generated by overlaying GIS-maps of land use/cover, soil, and sub-basins are the core elements of the model. There is no lateral interaction between HRUs, but the area-weighted HRU fluxes are added at each sub-basin outlet and routed through the river network to the basin outlet. All processes at the HRUs level are calculated at the daily time step. Beside spatial data, SWIM requires temporal input data, e.g., daily climate data including precipitation, air temperature (minimum, maximum, mean), radiation, and humidity.

SWIM has been developed for (central) European climate conditions. For the application in the southern hemisphere, a number of adaptations were necessary (see Koch et al. 2018). For instance, vegetation dynamics are temperature driven in (central) Europe, while they are precipitation driven in Brazil. Also the crop rotation schemes were adjusted to two to four harvests per year. Data on cultivated crops on municipality level from IBGE (2013) were applied to derive crop rotations. The TURC-IVANOV approach (Wendling and Schellin 1986) was used to calculate potential evapotranspiration in the simulations.

The reservoir module of SWIM, described in Koch et al. (2013), was applied. The reservoir module is a conceptual representation of storage-release processes based on three management options, to which the reservoirs are assigned: (i) objective is the minimum discharge downstream considering minimum and maximum reservoir volumes for each month; (ii) daily release based on hydropower generation demand considering the minimum and maximum reservoir volumes for each month, other restrictions can be included, e.g., daily minimum or maximum discharges; and (iii) daily release based on the water level of the reservoir. In this study, the operation of reservoirs is simulated applying simplistic yet realistic rules. Only minimum and maximum reservoir volumes are considered and there is no minimum discharge from the reservoirs. This corresponds to observational data at gauges downstream of the reservoirs, where only during or after strong rainfall events and with reservoirs reaching maximum volumes discharge (reservoir spill) is observed. Water is withdrawn from the reservoirs as long as sufficient water is in the respective reservoir.

SWIM was set up to the Pajeú watershed using soil data from De Araújo Filho et al. (2000) and land-use data for the year 1985 from Mapbiomas (2018). The river network and 120 sub-basins (Fig. 2) were delineated using the location of gauges and the SRTM-Digital Elevation Model (NASA 2011). Thereafter, HRUs were derived using sub-basins, land-use, and soil data. The nine largest reservoirs (Fig. 2 and Table 1), adding up to a storage capacity of 531.4 million cubic meters, were included in the model. Technical specifications for these reservoirs,
e.g., water level-volume-surface area relations, were taken from APAC (2016). Observed daily river discharge time series for six gauges from ANA (2019a) were available (Table 2). These time series start in the 1960s or early 1970s but contain many gaps or years without any data. Only few data on water demand/use are available. In this study, we use data from ANA (2019b) for the reservoirs Rosário, Cachoeira II, and Serrinha II. For the other reservoirs, data from Governo do Estado de Pernambuco (1998) are used. In all simulations including water management, reservoir operation and water demand were held constant.

2.4 Calibration and validation: data and methods

In semi-arid regions high-rainfall intensities in combination with shallow soils and sparse vegetation lead to a dominance of surface runoff processes in the generation of flow (Al-

Table 1  Main characteristics of largest reservoirs in the Pajeú river watershed

| Name            | Maximum capacity [million m³] | Dead storage [million m³] | Start operation | Sum capacity [million m³] | Catchment [km²] |
|-----------------|------------------------------|---------------------------|-----------------|---------------------------|-----------------|
| Saco I          | 36.0                         | 0.0                       | 1936            | 36.0                      | 126             |
| Arrodeio        | 14.5                         | 4.95                      | 1956            | 50.5                      | 396             |
| Cachoeira II    | 21.0                         | 0.03                      | 1965            | 71.6                      | 395             |
| Brotas          | 19.6                         | 0.02                      | 1978            | 91.2                      | 1695            |
| São José II     | 7.15                         | 0.11                      | 1981            | 98.3                      | 177             |
| Barra do Juá    | 71.5                         | 1.48                      | 1982            | 169.8                     | 1870            |
| Jazigo          | 15.5                         | 1.35                      | 1983            | 185.4                     | 6170            |
| Rosário         | 35.0                         | 1.56                      | 1985            | 220.4                     | 1044            |
| Serrinha II     | 311.0                        | 46.7                      | 1996            | 531.4                     | 9948            |
Due to the dominance of surface runoff processes sampling errors in rainfall data, e.g., due to a low density rainfall gauge network, can have significant effects in rainfall-runoff simulations (Pilgrim et al. 1988; Michaud and Sorooshian 1994). Small deviations in rainfall data can lead to strong differences between observed and simulated flows and the usefulness of using performance indicators like Nash-Sutcliffe efficiency (NSE—Nash and Sutcliffe 1970) in semi-arid regions has been questioned, e.g., by Costelloe et al. (2005). For instance, Love et al. (2011) achieved a NSE value higher 0.3 for only one out of 13 catchments in the Limpopo river basin. According to Moriasi et al. (2007), NSE values lower than 0.5 should be rated as “unsatisfactory”, a rating that may be appropriate for perennial rivers. For intermittent rivers, it seems more appropriate to use graphical analysis and long-term daily mean river discharge (cf. Figs. 3 and 4), because then single under- or overestimations in rainfall are leveled out to a certain degree while capturing the annual cycle.

The calibration and validation was done manually using mainly graphical analysis as proposed by Legates and McCabe (1999). This manual calibration also helped in understanding the hydro-meteorological characteristics and processes of the region. To determine the parameter sets also annual mean river discharges (cf. Fig. S9 in the Supplementary Material) and the goodness of fit using the NSE were applied. An NSE equal to 1 represents a perfect fit. Furthermore, bias, percent bias (PBIAS), and root mean squared error (RMSE) were applied as criteria.

The data in Table 1 indicate that over time the storage volume in reservoirs has increased significantly. To exclude the effects of water management on river discharge, it is advisable to

| Gauge                | Catchment [km²] | Altitude [masl] | Start operation |
|----------------------|----------------|----------------|-----------------|
| Afogados da Ingazeira| 3539           | 540            | 1964            |
| Flores               | 4965           | 464            | 1967            |
| Serra Talhada        | 5912           | 424            | 1972            |
| Serrinha             | 9639           | 376            | 1964            |
| Floresta             | 12,266         | 318            | 1972            |
| Ilha Grande          | 2273           | 379            | 1964            |

Fig. 3 Comparison of long-term mean daily discharge at gauge Floresta (1973–1982) observed and simulated with SWIM_A after calibration using the simple approach
use observed discharges from the 1960s or 1970s for the calibration and validation. Table 2 shows that the observational time series for some gauges only start in the 1970s. This, and many gaps in the observational time series, restricts the use of the same time period for the calibration and validation at different gauges. Therefore, for different gauges, different time periods for the calibration and validation were used. Two gridded global climate data sets were analyzed, WATCH Forcing Data (Weedon et al. 2011) based on ERA-40 reanalysis and meteorological observations (Uppala et al. 2005) for the years 1960 to 2001, in the following “WATCH-ERA40”, and WATCH Forcing Data based on ERA-Interim reanalysis and meteorological observations (Weedon et al. 2014) for the years 1979 to 2010, in the following “WATCH-INTERIM”. As daily climate data from the 1960s and 1970s are needed to calibrate the SWIM model to observed river discharges with low water management impact the WATCH-ERA40 data set is used.

Beside observed river discharge data for the gauges in Table 2 further data were used to validate the model in the second approach following Krysanova et al. (2018). Monthly actual evapotranspiration sums of SWIM for the years 1980 to 2001 are compared to results of GLEAM (Martens et al. 2017). For the calibration of SWIM, time periods in the 1960s and 1970s were used. Therefore, this comparison was not used for the calibration but for validating the model. Beside the simulated time series averaged over the watershed also the long-term annual spatial distributions are compared.

In the Federal Water Resources Plan of Pernambuco (Governo do Estado de Pernambuco 1998), simulation results for the Pajeú watershed from the model GRH (Grupo de Recursos Hídricos, developed at the Federal University of Pernambuco, based on the model SMAP—Lopes et al. 1982) with monthly time step are available for the time period 1964 to 1985. These results are also used to validate the model.

### 2.5 Checking of global gridded climate data

Before starting the calibration of SWIM the climate input was analyzed. Observed meteorological data from INPE (Instituto Nacional de Pesquisas Espaciais) for the years 1964 to 2015 and two

---

**Fig. 4** Comparison of long-term mean daily discharge at gauge Floresta (1973–1982) observed and simulated with SWIM_B after calibration using the enhanced approach
gridded global data sets (WATCH-ERA40 and WATCH-INTERIM) were applied. Figure S1 (Supplementary Material) shows that WATCH-INTERIM data, starting in 1979, have significantly higher annual precipitation sums than the data of INPE and WATCH-ERA40. From Fig. S1 can also be derived that until 1987 annual precipitation sums of INPE and WATCH-ERA40 are very similar but after 1987 start to deviate, with WATCH-ERA40 showing visibly higher values. On the monthly time-scale, differences between INPE and WATCH-ERA40 data can be found also before 1988. For instance, annual precipitation sums are very similar in the years 1970 and 1971 but can reach differences up to 40 mm/month (Fig. S2). Also, the intensity of precipitation events in both data sets differs (Fig. S3). The data of INPE contain more days per year with low to medium intensity precipitation events (defined as days with precipitation of 2–20 mm/day), the WATCH-ERA40 data contain a higher number of days per year with high intensity precipitation events (precipitation > 20 mm/day). Due to its hydro-climatic characteristics the watershed has a very fast response to precipitation. To illustrate this, results using SWIM calibrated according to the enhanced approach driven by data of INPE and WATCH-ERA40 are shown in Fig. S4.

Because of the overestimation of high intensity precipitation events in the WATCH-ERA40 data set, a bias correction based on quantile mapping was carried out. For the 30-year period 1972 to 2001, quantile values of WATCH-ERA40 were adjusted to corresponding quantile values of observations. Percentiles of daily precipitation were calculated for different regions, selected according to the gauges, e.g., region upstream of Flores, region between Flores and Serra Talhada. The transfer functions for the different regions were derived from daily observed and WATCH-ERA40 precipitation values, see Fig. S5. The strongest correction was necessary in the north-eastern part of the watershed, i.e., the region upstream of gauge Flores. Due to the low density of meteorological stations no correction was carried out in the south-eastern part of the watershed (gauge Ilha Grande, see Fig. 1).

Because the aim of the study was to analyze the effects of two different calibration approaches, the corrected precipitation data were used in approaches A and B.

3 Results

3.1 Calibration and validation approach A

Results are given on daily or monthly time steps, trying to keep the most important features of simulated river discharges and reservoir volumes.

In the first approach, the model (SWIM_A) is calibrated, applying the WATCH-ERA40 data set, to the most downstream gauge (Floresta), covering an area of 12,266 km² of the overall 16,814 km². Gauge Ilha Grande (see Fig. 1) is located at the tributary Riacho Do Návio which flows into the Pajeú main river downstream of gauge Floresta. During the calibration and validation, graphical comparison of daily (Fig. S6) and the long-term mean daily flows at gauge Floresta (Fig. 3) was applied. In Table 3 annual flows and criteria for the calibration and validation periods are given. The most sensitive parameters in the calibration were ecal (correction factor for potential evaporation), roc parameters (routing coefficients to calculate the storage time constant), scorr (correction factor for saturated conductivity), bff (baseflow factor), delay (groundwater delay), and abf (groundwater recession). The parameters determined are given in Table S1.
### Table 3: Results for calibration (1973–1977) and validation (1978–1982) at gauge Floresta, SWIM_A and SWIM_B

| Year | 1973 | 1974 | 1975 | 1976 | 1977 | 1978 | 1979 | 1980 | 1981 | 1982 | Mean | Mean |
|------|------|------|------|------|------|------|------|------|------|------|------|------|
| Q obs. [m³/s] | 8.27 | 53.7 | 33.8 | 4.97 | 14.2 | 16.8 | 7.45 | 8.08 | 28.2 | 5.18 | 23.0 | 13.2 |
| Q sim. [m³/s] | 5.26 | 106.8 | 45.5 | 3.49 | 21.5 | 19.1 | 15.2 | 16.5 | 34.5 | 0.56 | 36.5 | 17.2 |
| BIAS [m³/s] | -2.26 | 37.2 | 17.8 | -1.09 | 7.67 | 2.24 | 8.75 | 15.0 | 13.6 | -4.37 | 11.9 | 7.04 |
| PBIAS [%] | -27.3 | 69.2 | 52.7 | -22.0 | 54.1 | 54.1 | 117 | 185 | 48.2 | -84.4 | 25.3 | 64.1 |
| RMSE [m³/s] | 22.8 | 214.2 | 103.6 | 20.6 | 56.0 | 59.9 | 55.9 | 79.0 | 93.2 | 12.6 | 83.4 | 60.1 |
| NSE (daily) | 0.29 | -2.18 | -0.62 | -0.04 | -1.40 | -0.36 | -10.4 | -9.97 | 0.29 | -0.01 | -0.79 | -4.10 |
| NSE (mon) | 0.73 | 0.03 | 0.65 | 0.62 | -1.74 | 0.12 | -6.10 | -12.0 | 0.52 | -0.22 | 0.06 | -3.54 |

SWIM_A

| Q obs. [m³/s] | 8.27 | 53.7 | 33.8 | 4.97 | 14.2 | 16.8 | 7.45 | 8.08 | 28.2 | 5.18 | 23.0 | 13.2 |
| Q sim. [m³/s] | 4.29 | 79.7 | 29.6 | 2.89 | 15.5 | 12.7 | 9.90 | 8.74 | 23.0 | 0.63 | 26.4 | 11.0 |
| BIAS [m³/s] | -3.40 | 12.4 | 1.37 | -1.06 | 1.54 | -4.16 | 3.12 | 4.03 | -0.28 | -4.30 | 2.16 | -0.32 |
| PBIAS [%] | -41.1 | 23.0 | 4.05 | -21.2 | 10.9 | 10.9 | 41.8 | 49.9 | -0.98 | -82.9 | -4.87 | 3.74 |
| RMSE [m³/s] | 21.1 | 185 | 69.4 | 18.9 | 40.9 | 50.4 | 37.2 | 41.8 | 79.5 | 12.4 | 67.1 | 44.3 |
| NSE (daily) | 0.39 | -1.37 | 0.27 | 0.13 | -0.28 | 0.04 | -4.07 | -2.08 | 0.49 | 0.02 | -0.17 | -1.12 |
| NSE (mon) | 0.81 | 0.65 | 0.99 | 0.55 | -0.04 | 0.29 | -1.52 | -0.93 | 0.98 | -0.19 | 0.59 | -0.27 |

Calibration Validation Calibr. Valid.
Although the general characteristics of the runoff regime can be reproduced, high flows are often overestimated (Fig. S6 and Fig. 3) and therefore the mean annual flows are also overestimated (Table 3). Any attempt to reduce simulated high flows, e.g., in 1974 or 1975, would lead to an even stronger underestimation of river discharges in rather dry years, e.g., 1973 or 1976.

### 3.2 Calibration and validation approach B

In this approach, the model is calibrated to six gauges (Table 2) from upstream to downstream. For calibration and validation, four sub-catchments (conglomerates of SWIM sub-basins, see Fig. 2) were defined and for each sub-catchment a specific parameter set was derived. The application of different parameter settings for each sub-catchment enabled a better adjustment of the model to local conditions, e.g., soil and land-use properties or topography. For instance, the northern and northeastern part of the catchment is characterized by mountains, while the south is characterized by lowlands. When creating the four sub-catchments not only the location of gauges but also other factors, e.g., topographic gradient, were taken into consideration and therefore borders of sub-catchments do not necessarily coincide with locations of gauges.

Results for gauge Flores as an example for an intermediate gauge are displayed in Fig. S7. Figure S8 and Fig. 4 show results for gauge Floresta and Table 3 gives criteria for the calibration and validation periods. The parameter settings determined for the four sub-catchments are given in Table S1.

In Fig. S9, the annual mean flows at gauge Floresta observed and simulated applying SWIM_A and SWIM_B are displayed. In general, except for very dry years, the river discharges simulated by SWIM_A are higher than simulations of SWIM_B and observations. Overall, SWIM_B shows a better performance than SWIM_A.

As a second variable (step 3) for the validation of SWIM_B actual evapotranspiration (years 1980 to 2001) is compared to results of the model GLEAM (Martens et al. 2017). Monthly actual evapotranspiration sums (Fig. 5) give somewhat higher values for SWIM_B in the rainy season. As actual evapotranspiration depends on potential evaporation but also on water availability and hence on precipitation, the different sources for precipitation data can explain these differences. In Fig. S10

![Fig. 5 Comparison of monthly actual evapotranspiration sums from models GLEAM and SWIM_B after calibration using the enhanced approach](image-url)
monthly and annual actual evapotranspiration sums are displayed. The spatial distributions of actual evapotranspiration are shown in Fig. S11. Overall, the results of GLEAM and SWIM_B show comparable annual cycles, monthly and annual sums, and spatial distributions.

Simulated river discharge data for the outlet of the Pajeù river, i.e., the inflow into the São Francisco river, from Governo do Estado de Pernambuco (1998), here named PERH-PE, are utilized for further validation of SWIM. Time series of mean monthly data for the time period 1964 to 1985 are compared in Fig. 6. The results of SWIM_B are much closer to the data of PERH-PE than those of SWIM_A.

Step 5, i.e., validation for observed trends or lack of trends, of the approach presented by Krysanova et al. (2018) is not carried out, because the number and the storage capacity of reservoirs have increased significantly over the last decades (see Table 1) and any trend caused by hydro-climatological changes in the observed river discharge time series is obscured by human activities.

### 3.3 Water management simulations

In the next step, water resources management is included in the simulations. Irregular daily measurements of water levels and volumes for a number of reservoirs are available (APAC 2017). Most of these data cover only the last few years and for the time period until 2001 only data for two reservoirs included in SWIM are available.

The reservoirs in the Pajeù watershed are operated in a very simplistic way: water is stored up to full volume, further volumes are spilled uncontrolled. Minimum/ecological discharge requirements are not considered, but the entire stored water is used for water supply, mainly potable and irrigation water. This is shown in Fig. S13, where observed and simulated discharges at gauge Serrinha II downstream of reservoir Serrinha II are displayed (years 1998 to 2001 without discharge). In all simulations including water management reservoir operation is not changed in order to only assess the effects and uncertainties resulting from the two different calibration approaches and the climate scenarios.

---

**Fig. 6** Time series of simulated monthly discharge at the outlet of the Pajeù river according to PERH-PE (Governo do Estado de Pernambuco 1998), with SWIM_A (simple approach) and with SWIM_B (enhanced approach); inlet, simulated long-term mean monthly discharges
In Fig. S12 observed and simulated volumes for the reservoirs Rosario and Brotas are displayed. For reservoir Rosario, in normal to wet years from 1994 to 1997, the differences between the results of SWIM_A and SWIM_B are low, but volumes are much higher than observed ones. The very dry year 1998 is visible in the simulated and the observed volumes. The reliability of observed volumes cannot be assessed, but some values seem to be unreliable, e.g., certain values in the year 2000. For reservoir Brotas in the normal to wet years from 1994 to 1997 volumes simulated by SWIM_A, SWIM_B, and observed volumes are similar. The very dry year 1998 is visible in the simulated and the observed volumes. From 1999 onward, there are differences between observed and simulated volumes, but also differences between simulations are larger than before 1998.

The operation of reservoir Serrinha II started in 1996. Only in wet years, with the reservoir reaching its maximum volume, discharge is observed (Fig. S13). In the simulations, spill is occurring more often, especially in simulations by SWIM_A.

### 3.4 Earth system model data and simulations for the reference period

Applying a trend-preserving method, WATCH-ERA40 data were used by Hempel et al. (2013) to regionalize and bias-correct the five ESMs HadGEM2-ES, IPSL-CM5A-LR,
MIROC-ESM-CHEM, GFDL-ESM 2M, and NorESM1-M in the framework of ISIMIP (Warszawski et al. 2014). The SWIM model with two different parameter sets (SWIM_A and SWIM_B) was applied to simulate reference and future periods forced by the ESMs. A detailed analysis of SWIM simulations using ESM data for the reference period is given in the Supplementary Material (the section “Earth system model data and simulations for the reference period”), where Figs. S14 to S20 show results for natural discharges and simulations including water management.

3.5 Climate change impact simulations for natural river discharge

For analyzing simulated climate change impacts, with parameter settings according to the simple (SWIM_A) and enhanced approach (SWIM_B), results for the near future, i.e., period from 2021 to 2050, are used.

Figures 7a and b illustrate the change in natural maximum mean monthly river discharges at gauge Floresta for all five ESM for RCP2.6 and RCP8.5, respectively. For IPSL a clear increase of maximum discharges in the main rainy season (here defined as February to May) is simulated for both RCPs and the SWIM model with both parameter sets, except for April under RCP8.5 (Table S3). Simulations using GFDL, MIROC, and HadGEM do not show a clear signal, i.e., there are months with increase and months with decrease in maximum discharges. In simulations using Nor, a decrease in maximum discharges is found, except for March under RCP8.5 using SWIM_A with a small increase of 3.2%. The differences in changes between SWIM_A and SWIM_B averaged over all ESMs are below 5% for the months March and April.

Figures 7c and d show the change in long-term mean monthly discharges at gauge Floresta for RCP2.6 and RCP8.5, respectively. For RCP2.6 using IPSL and HadGEM, a clear increase in mean discharge is simulated, while simulations based on the other three ESMs show a clear decline. Under RCP8.5, all ESM simulations, except IPSL, lead to a decrease in mean discharges. Differences between long-term mean monthly discharges based on SWIM_A and SWIM_B averaged over all ESMs for the same RCP are low in general. Larger differences are found when comparing RCP2.6 and RCP8.5. The differences in changes between SWIM_A and SWIM_B averaged over all ESMs are 8% under RCP2.6 and 2% under RCP8.5 (Table S4).

Figures 7e and f show the averaged change simulated for maximum and long-term mean monthly discharges for all ESMs. Overall, under RCP2.6 an increase of mean discharge is simulated for the first part of the rainy season and a small decrease at the end of the rainy season, while under RCP8.5 the trend is negative. For maximum discharges there is no clear trend, i.e., there are months with a strong decrease while other months show a clear increase. The strong decline in maximum discharge for the month of July under RCP8.5 is caused by simulations using HadGEM that show a peak in July in the reference period (see Figs. S15 and S17). This peak in July is also found under RCP2.6 using HadGEM in the future period 2021 to 2050.

Changes in minimum mean monthly discharges are not shown as they are zero in almost all months.

3.6 Climate change impact simulations including water management

Results for the simulations including water management are presented for reservoir Serrinha II because it is the largest reservoir and includes the effects of all other reservoirs except reservoir Barra do Juá. Only results using HadGEM, GFDL, and Nor are presented to reduce the complexity of the graphs. HadGEM represents a wet simulation, GFDL a medium, and Nor a
dry simulation. Results for minimum, long-term, and maximum mean monthly volumes of reservoir Serrinha II under RCP2.6 are shown in Fig. 8. Minimum volumes are zero in all simulations, while mean volumes are highest using HadGEM and lowest using Nor. The simulated mean volumes using GFDL and Nor are higher when applying SWIM_A, on average higher by 41.8 million cubic meters or 74% (GFDL) and 19.4 million cubic meters or 39% (Nor). Such differences are not found for HadGEM. Maximum volumes are highest using HadGEM, while the results using GFDL and Nor are comparable.

Minimum mean monthly volumes for reservoir Serrinha II are zero in all simulations under RCP8.5 (Fig. S21). Simulated mean volumes are highest using HadGEM and lowest using Nor. The highest mean volumes using Nor and GFDL are simulated with SWIM_A. This differentiation between SWIM_A and SWIM_B is much less pronounced for HadGEM. Maximum volumes are highest using HadGEM and somewhat lower using GFDL. Nor gives the lowest maximum volumes.

Simulated maximum and long-term mean monthly discharges of reservoir Serrinha II for RCP2.6 are shown in Fig. 9a and b, respectively. Water is only discharged when the reservoir reaches its maximum capacity. Discharges are highest using HadGEM and lowest using Nor. Higher discharges are simulated using SWIM_A and generally lower using SWIM_B. In the month of April, the simulated discharges using GFDL and Nor are higher applying SWIM_A. Maximum and long-term mean monthly discharges are 20% and 69% higher using GFDL, 24% and 69% higher using Nor, respectively. Comparable results are found for RCP8.5 (Fig. S22).

The differences between changes in maximum mean monthly volume of reservoir Serrinha II with SWIM_A and SWIM_B (Table S5) can reach 10% under RCP2.6 (GFDL in March) and 29% under RCP8.5 (GFDL in February). Averaged over all ESMs differences between SWIM_A and SWIM_B are up to 9.2% under RCP2.6 (April) and 10.2% under RCP8.6 (December).

The differences between changes in long-term mean monthly volume of reservoir Serrinha II with SWIM_A and SWIM_B (Table S6) can reach 20% under RCP2.6 (GFDL in March) and 21% under RCP8.5 (IPSL in February). Averaged over all ESMs differences between SWIM_A and SWIM_B are below 5% under both RCP.

The change in maximum mean monthly reservoir inflow averaged over all ESMs using SWIM_A is −23% (March) and −13% (April) under RCP2.6 and using SWIM_B −21% (March) and −18%
The change in maximum mean monthly reservoir discharge averaged over all ESMs using SWIM_A is $-22\%$ (March) and $-13\%$ (April) under RCP2.6 and using SWIM_B $-21\%$ (March) and $-20\%$ (April); under RCP8.5 using SWIM_A the change is $-5.5\%$ (March) and $+0.9\%$ (April) and using SWIM_B $-2.7\%$ (March) and $-1.0\%$ (April) (Table S7). Averaged over all ESMs notable differences in changes ($6.5\%$) between SWIM_A and SWIM_B are found under RCP2.6 in April.

The differences in changes in long-term mean reservoir inflow between SWIM_A and SWIM_B averaged over all ESMs are $7.5\%$ under RCP2.6 and $2\%$ under RCP8.5 (Table S8). The differences in changes in long-term mean reservoir discharge between SWIM_A and SWIM_B averaged over all ESMs are $10\%$ under RCP2.6 and $2\%$ under RCP8.5 (Table S8).

### 4 Discussion and conclusions

Two approaches to calibrate and validate an eco-hydrological model were applied. In the simple approach (SWIM_A), only the lowermost gauge was used. In the enhanced approach (SWIM_B), the model was calibrated also to river discharge at intermediate gauges and furthermore validated...
using actual evapotranspiration. The enhanced approach is much more time consuming but increases the reliability of the simulations, e.g., by using a second, spatial variable for validation (here evapotranspiration). The concept described by Krysanova et al. (2018) is a step forward, e.g., checking quality of used weather and discharge data, calibration not only at outlet and using a second variable. But the approach is rather inflexible and difficult to apply in river basins where water management has a strong effect on river discharge and should be further developed accordingly. Maybe some lesson learned from this study could be that when selecting intermediate gauges, the location of large lakes and reservoirs/water infrastructure should be taken into account, i.e., gauges should be located upstream of these. Overall, an analysis of effects of water management/reservoir operation on river discharges should be made before using discharges for calibrating hydrological models or before carrying out a trend analysis.

The differences in changes in natural mean discharge for the time period 2021 to 2050 compared to the reference period (1976 to 2005) between SWIM_A and SWIM_B averaged over all five ESM are notable (8%) under RCP2.6 but negligible (2%) under RCP8.5. The different calibration approaches show the highest differences in simulated maximum mean monthly discharges and the changes can even show different directions. The reason for these differences can be explained by the two different parameter sets. While the correction factor for evapotranspiration may not affect simulations of maximum discharges distinctly, the groundwater parameter values have a strong effect on simulated mean and maximum discharges. To reduce high river discharges in SWIM_A parameter values are set to slow down the system reaction to precipitation input. The time until precipitation becomes runoff is prolonged. This also can be seen when comparing Figs. 3 and 4, where the falling limb after high flows is longer in simulations with SWIM_A. Applying parameter values that simulate a faster response of the system would increase simulated river discharges that are already much higher than observed ones in normal and wet years (see Figs. S6 and S9). Overall, the model calibrated applying the enhanced approach (SWIM_B) better represents the hydrological processes in the different parts of the watershed and therefore is considered more robust.

Furthermore, it is important to mention that the hydrological processes are calibrated in both approaches to observed river discharges before 1983, with low effects of water management, and applying bias-corrected WATCH-ERA40 precipitation data. Under the assumption that the simple approach does not consider quality checking of observational data, e.g., river discharge or climate input, and other information, e.g., reservoirs upstream of a gauge, data from 1983 onward with huge impacts of reservoirs on observed river discharge could have been used for the calibration. With the number and capacity of reservoirs increasing, lower river discharge is observed downstream of reservoirs. Directly downstream of reservoirs discharge is only observed during or after high intensity precipitation events. Model calibration based on observed river discharges after 1983 with strong water management impacts would have resulted in a different parametrization applying the simple approach.

Especially in data scarce or semi-arid regions where precipitation input for hydrological simulations contains huge uncertainties, the use of more than one variable, e.g., evapotranspiration in addition to observed river discharge, is recommended for further validation of hydrological models.

Because of the very fast reaction of the hydrological system in semi-arid regions differences in the precipitation input can cause huge differences in simulated river discharges and the use of performance indicators like Nash-Sutcliffe efficiency (NSE) has been questioned. For rivers with high contribution of baseflow, i.e., buffering of precipitation input and slow decline of discharge after precipitation events, the differences of NSE for daily and monthly time steps are usually low. In regions with high fluctuations in runoff, using NSE with daily or monthly simulation time step as performance indicator is questionable. Applying SWIM_B at daily or monthly time step can give
contradictory results, e.g., NSE is below 0.5 (unsatisfactory) for the years 1975 and 1981 with daily time step, and NSE of 0.99 and 0.98 (perfect) for the same years with monthly time step.

For the reference period, simulations using data of one ESM (HadGEM) give much higher maximum and long-term mean monthly river discharges compared to observations and other simulations. In the simulations for the future, period one ESM (IPSL) gives higher maximum and long-term mean monthly discharges for almost all months in the main rainy season compared to simulations under reference conditions under both RCPs. Using data of Nor lower maximum and long-term mean, monthly discharges are simulated under both RCPs compared to simulations under reference conditions. For the other three ESMs (HadGEM, MIROC, GFDL) there is no clear overall trend, while the change signal in some months is very clear. In general the model calibrated applying the simple approach (SWIM_A) simulates stronger change signals than the model calibrated applying the enhanced approach (SWIM_B).

The higher river discharges simulated by SWIM_A translate to higher reservoir volumes and uncontrolled discharges (spill) in simulations including water management. The differences in changes in mean discharge from reservoir Serrinha II for the future period compared to the reference period between SWIM_A and SWIM_B averaged over all ESMs are notable (10%) under RCP2.6 but negligible (2%) under RCP8.5.

Overall, differences in changes in natural and managed mean discharges are negligible under RCP8.5 but notable under RCP2.6 for the ESM ensemble mean, i.e., the differences in changes depend on the model calibration and validation approach but also on the RCP.

The differences between changes in maximum mean monthly volumes of reservoir Serrinha II averaged over all ESMs are notable in some months under both RCPs, while difference are negligible for long-term mean monthly volumes. Differences between changes in maximum mean monthly reservoir inflows and reservoir discharges averaged over all ESMs are notable under RCP2.6 in April.

In this study, a simplistic reservoir operation, focusing on local water supply, is applied. In another paper of Koch et al. (2018), where SWIM is applied to the entire São Francisco river basin with huge reservoirs operated for hydropower generation, water supply, flood control, and maintaining minimum discharges downstream of reservoirs, a much more elaborated reservoir operation is simulated. Due to low data availability for observed reservoir volumes and water demand/use, the results in the present study including water management should be considered a first approximation. The water management simulations mainly serve the purpose to demonstrate the differences between natural and managed river discharges. Furthermore, the objective was to analyze the impacts of applying two different parameter sets in the eco-hydrological model and data of different ESMs and RCPs in the water management simulations.

This study also shows the necessity to include a number of different ESMs and RCPs in climate impact studies on hydrological processes and water management.
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