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Abstract: The main goal of this work is to give new and precise generalizations to various classes of plurisubharmonic functions of the classical minimum modulus principle for holomorphic functions of one complex variable, in the spirit of the famous lemma of Cartan-Boutroux. As an application we obtain precise estimates on the size of "plurisubharmonic lemniscates" in terms of appropriate Hausdorff contents.
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1 Introduction

In Complex Analysis of one variable, besides the classical maximum principle, there is another principle that is less well known, but just as important and somewhat more subtle. It consists in giving a precise lower bound for the modulus of a holomorphic function (normalized in a suitable way) on a given open disc at all points of a smaller disc, except those which belong to an exceptional subset containing its zeros, in terms of its maximum on the given disc; the size of the exceptional set should be precisely estimated in terms of capacity or one dimensional Hausdorff content. This is called the minimum modulus principle for holomorphic functions (see [26], [35]).

This principle plays an important role in many problems involving rational or meromorphic functions which may have many poles in a given domain and then it’s desirable to find an upper bound of such function, which remains to control precisely the subset where the denominator of the function is small.

Classically in one complex variable, this can be done using the well known Cartan-Boutroux’ lemma, which gives a precise uniform estimate of the size of (monic) polynomial lemniscates in terms of one dimensional Hausdorff content.

This kind of estimates can be applied in Nevalinna theory for the study of the growth of holomorphic functions (see [10], [28]) as well as in Padé approximation when studying the convergence of rational Padé approximants.
of meromorphic functions (see [13], [18]) and also in Harmonic Analysis and PDE’s (see [16], [9]).

Uniform estimates on the size of sublevel sets of some classes of plurisubharmonic functions, called plurisubharmonic lemniscates, have been obtained in our earlier papers (see [39],[40], [8]).

The main purpose of the present paper is to give precise and new various generalizations of the Cartan-Boutroux’ lemma to logarithmic potentials in \( \mathbb{C}^n \) as well as a general version of the minimum principle for arbitrary plurisubharmonic functions on euclidean balls in \( \mathbb{C}^n \).

From the version of the minimum principle for logarithmic potentials in \( \mathbb{C}^n \), we deduce a new comparison inequality between appropriate Hausdorff contents and the classical logarithmic capacity in \( \mathbb{C}^n \).

The method used here, known as the method of ”excluding balls” (“boules d’exclusion” in french), seems to be quite classical in real potential theory when estimating integral potentials but surprisingly, it has never been used in our context although it has been used in a different context by Avanissian ([4]).

It turns out that the same method allows us to obtain a quite general lower estimate for plurisubharmonic functions on the unit ball, which implies a sort of ”three-circle minimum principle” for plurisubharmonic functions, which can be seen as the dual counterpart of Hadamard three-circle inequalities.

Actually, the same method can be also applied on a compact Kähler manifold to give a minimum principle for quasip plurisubharmonic functions on the manifold.

2 The Cartan-Boutroux lemma and the minimum principle

Let us first recall the famous classical lemma of Cartan-Boutroux (see [10]). Let \( P(z) \) be a monic polynomial of one complex variable of degree \( d \geq 1 \). For any given \( \varepsilon > 0 \), consider the polynomial \( \varepsilon \)-lemniscate of \( P \) defined by

\[
E(P; \varepsilon) := \{ z \in \mathbb{C} : |P(z)| \leq \varepsilon^d \}.
\]

Then there exists a finite covering of \( E(P; \varepsilon) \) by \( d \) open discs with radii \( (r_j)_{1 \leq j \leq d} \) satisfying the estimate

\[
\sum_{1 \leq j \leq d} r_j \leq 2\varepsilon.
\] (2.1)

In other words \( \log |P(z)| \geq -d \log(1/\varepsilon) \) for all \( z \in \mathbb{C} \) outside the union of \( d \) open discs with radii \( (r_j)_{1 \leq j \leq d} \) satisfying the estimate \( \sum_{1 \leq j \leq d} r_j \leq 2\varepsilon \).

From this estimate it is possible to derive the following minimum principle for holomorphic functions (see [26], [35]). If \( f \) is a holomorphic function
on the disc \( \{ z \in \mathbb{C}; |z| \leq 2eR \} \) such that \( f(0) = 1 \). Then for any real number \( 0 < \eta < 1 \), the following lower bound
\[
\log |f(z)| > -H(\eta) \log M_f(2eR), \quad \text{where } H(\eta) := \log\left(\frac{3e^3}{2\eta}\right),
\]
holds for \( |z| \leq R \) outside the union of a finite number discs of radii \( (r_j) \) with \( \sum_j r_j \leq 2\eta R \).

There is a more general version of Cartan-Boutroux’ lemma which can be stated as follows (see [26]). For any \( 0 < \alpha \leq 2 \) there exists a finite covering of \( E(P; \varepsilon) \) by \( d \) open discs with radii \( (r_j) \) satisfying the estimate
\[
(2.2) \quad \sum_{j=1}^{d} r_j^\alpha \leq e(2\varepsilon)^\alpha.
\]
In other words this means that for any \( \varepsilon \in ]0, 1[ \) the lower bound \( |P(z)| \geq \varepsilon^d \) holds for all \( z \) outside the union of \( d \) exceptional discs with radii \( (r_j) \) satisfying the estimate \( \sum_j r_j^\alpha \leq e(2\varepsilon)^\alpha \).

This is equivalent to the following estimate in terms of the Hausdorff content of dimension \( \alpha \)
\[
h^\alpha(E(P; \varepsilon)) \leq e(2\varepsilon)^\alpha, \forall \varepsilon \in ]0, 1[.
\]

Let us end this section by recalling the definition of the Hausdorff contents in a more general setting, since it will be used later.

Let \((X, d)\) be a metric space and \( p > 0 \) a real number. Then for a given real number \( \delta > 0 \), by definition, the \( \delta \)-Hausdorff content of dimension \( p \) of a subset \( E \subset X \) is defined as follows
\[
h^p_\delta(E) := \inf \left\{ \sum_{j \in \mathbb{N}} r(B_j)^p; E \subset \bigcup_{j \in \mathbb{N}} B_j, (B_j)_{j \in \mathbb{N}} \in B_\delta(X, d) \right\},
\]
where \( B_\delta(X, d) \) is the class of all countable coverings \( (B_j)_{j \in \mathbb{N}} \) of the set \( E \) by balls of the metric space \((X, d)\) of radii at most \( \delta \) and \( r(B_j) \) is the radius of the ball \( B_j \) for each \( j \in \mathbb{N} \).

Usually as in the Cartan-Boutroux lemma, we could just take \( \delta = +\infty \) to be infinite, which means that in the above definition, we don’t ask for an priori bound on the radii \( (r_j) \) of the balls \( (B_j) \) which cover \( E \). The corresponding number is denoted by \( h^p(E) = h^p_\infty(E) \) and called the Hausdorff content of dimension \( p \) of the set \( E \).

Observe that the \( p \)-dimensional Hausdorff measure of the set \( E \) is defined by \( H^p(E) := \sup_{\delta > 0} h^p_\delta(E) = \lim_{\delta \uparrow 0} h^p_\delta(E) \).

3 Projective masses and Lelong numbers

Let us recall some well known definitions and properties concerning Lelong numbers ([25], [15], [19]).

3
Let Ω be a domain in \(\mathbb{C}^n\) and \(PSH(\Omega)\) be the cone of plurisubharmonic functions \(u\) on \(\Omega\) such that \(u \neq -\infty\). Then \(PSH(\Omega) \subset L^1_{loc}(\Omega)\) is a closed subset for the \(L^1_{loc}\)-topology and then it is a complete metric space (see [19]).

Let us consider the usual differential operators on \(\mathbb{C}^n\) defined by \(d = \partial + \overline{\partial}\) and define \(d^c := (1/2\pi i)(\partial - \overline{\partial})\) so that \(dd^c = (i/\pi)\partial^2\).

This normalization is chosen so that the following Monge-Ampère equation holds

\[
(dd^c \log |z|)^n = \delta(z)
\]
in the sense of currents on \(\mathbb{C}^n\), where \(\delta(z)\) is the Dirac point-mass at the origin.

Now recall that if \(V \in PSH(\Omega)\) then \(dd^c V\) is a closed positive current of bidegree \((1,1)\) on \(\Omega\) (see [25]).

For any fixed \(a \in \Omega\) and \(0 < r << 1\) such that \(B(a, r) := \{z \in \mathbb{C}^n ; |z - a| \leq r\} \Subset \Omega\), define the projective mass of the current \(dd^c V\) on the ball \(B(a, r)\) as follows

\[
\vartheta_V(a, r) := \int_{B(a, r)} dd^c V \wedge (dd^c \log |z - a|)^{n-1}.
\]

Then by a well know result of Lelong ([25]), the following formula

\[
\vartheta_V(a, r) = \frac{(n-1)!}{\pi^{n-1} 2^{2n-2}} \int_{B(a, r)} dd^c V \wedge \beta_{n-1} = \frac{\mu_V(B(a, r))}{\tau_{2n-2}^{2^{n-2}}}
\]

holds, where \(\tau_{2n-2}\) is the \((2n-2)\)-dimensional volume of the euclidean unit ball in \(\mathbb{C}^{n-1}\), \(\beta := (i/2)\partial\overline{\partial} |z|^2\), \(\beta_{n-1} := \beta^{n-1}/(n-1)!\) and \(\mu_V := (1/2\pi)\Delta V\) is the Riesz measure associated to \(V\).

Then the projective mass of the current \(dd^c V\) at the point \(a\) is defined by the following formula

\[
\vartheta_V(a) := \lim_{r \to 0^+} \vartheta_V(a, r) = \lim_{r \to 0} \frac{\mu_V(B(a, r))}{\tau_{2n-2}^{2^{n-2}}}.
\]

The positive number \(\vartheta_V(a)\) is also called the Lelong number of the current \(dd^c V\) or the Lelong number of the function \(V\) at the point \(a\).

By a classical result of V. Avanissian (see [3], [20]), the Lelong number can be also expressed by the following formulas

\[
\vartheta_V(a) = \lim_{r \to 0^+} \frac{1}{\log r} \int_{|\xi| = r} V(a + r \xi) d\sigma_{2n-1}(\xi),
\]

\[
\vartheta_V(a) = \lim_{r \to 0^+} \frac{\max_{|z - a| = r} V(z)}{\log r},
\]

where \(d\sigma_{2n-1}\) is the normalized area measure on the unit sphere \(\partial \mathbb{B}\).
Observe that when \( f \) is a holomorphic function near the point \( a \) such that \( f \not\equiv 0 \) then \( \theta_{\log |f|}(a) \) is the order of vanishing of \( f \) at the point \( a \). From the formula (3.5), it follows immediately that \( \theta_V(a) = 0 \) if \( V(a) > -\infty \). This formula shows that the Lelong number \( \theta_V(a) \) can be viewed as the weight of the logarithmic singularity of \( V \) at the point \( a \).

4 The minimum principle for logarithmic potentials

Recall that the Lelong class on \( \mathbb{C}^n \) is defined as follows
\[
\mathcal{L}(\mathbb{C}^n) := \{ v \in PSH(\mathbb{C}^n); v(z) \leq \log^+ |z| + O(1), \forall z \in \mathbb{C}^n \}.
\]
To a function \( V \in \mathcal{L}(\mathbb{C}^n) \) there is associated a Robin function as follows (see [27], [37], [6]). For \( z \in \mathbb{C}^n \setminus \{0\} \), set
\[
\rho_V(\zeta) := \limsup_{\lambda \in \mathbb{C}, \lambda \to \infty} (V(\lambda z) - \log |\lambda z|).
\]
Since this function is constant on any complex line of \( \mathbb{C}^n \) passing through the origin, it follows that \( \rho_V \) is a well defined function on projective space \( \mathbb{P}^{n-1} \) which can be viewed as the hyperplane at infinity in \( \mathbb{C}^n \). Then following Bedford and Taylor ([6]), we introduce the following class.
\[
\mathcal{L}_*(\mathbb{C}^n) := \{ V \in \mathcal{L}(\mathbb{C}^n); \rho_V \not\equiv -\infty \}.
\]
Let \( \omega_0 \) be the Fubini-Study form on \( \mathbb{P}^{n-1} \) normalized by the condition
\[
\int_{\mathbb{P}^{n-1}} \omega_0^{n-1} = 1.
\]
Then if \( V \in \mathcal{L}_*(\mathbb{C}^n) \), the Robin function \( \rho_V \) is an \( \omega_0 \)-plurisubharmonic on \( \mathbb{P}^{n-1} \), in the sense that it is upper semi-continuous on \( \mathbb{P}^{n-1} \) and satisfies the condition \( dd^c \rho_V + \omega_0 \geq 0 \) in the sense of currents on \( \mathbb{P}^{n-1} \).

An interesting fact concerning the class \( \mathcal{L}_*(\mathbb{C}^n) \) is the following kind of Riesz representation formula which is well known in one variable but seems not to be known in \( \mathbb{C}^n \). This formula was obtained earlier with my student Fatima Amghad but never published (see [2]). We will give a proof below since we will use it later.

Lemma 4.1 Any function \( V \in \mathcal{L}_*(\mathbb{C}^n) \) admits the following representation formula
\[
(4.1) \quad V(z) = \int_{\mathbb{C}^n} \log |\zeta - z| dd^c V \wedge (dd^c \log |\zeta - z|)^{n-1} + \int_{\mathbb{P}^{n-1}} \rho_V \omega_0^{n-1},
\]
for all \( z \in \mathbb{C}^n \).

Proof: By translation we may assume that \( z = 0 \) is the origin in \( \mathbb{C}^n \). By the classical Poisson-Jensen formula, for \( 0 < r < R \), we have
\[
\int_{|\zeta| = 1} V(R\zeta) d\sigma_{2n-1} - \int_{|\zeta| = 1} V(r\zeta) d\sigma_{2n-1} = \int_{r}^{R} \theta_V(t) \frac{dt}{t},
\]
where \( \vartheta_V(t) := \vartheta_V(0, t) \) is the projective mass of the current \( dd^c V \) on the ball \( \mathbb{B}(0, t) \). From this formula it follows that \( V(0) > -\infty \) iff \( \int_0^R \vartheta_V(t) \frac{dt}{t} < +\infty \), which implies that \( \lim_{t \to 0} \vartheta(t) \log t = 0 \).

Assume first that \( V(0) > -\infty \). Then integration by part gives the following formula

\[
\int_{|\zeta|=1} V(R\zeta)d\sigma_{2n-1} - \int_{|\zeta|=1} V(r\zeta)d\sigma_{2n-1}(\zeta) = \vartheta_V(R) \log R - \vartheta_V(r) \log r \quad \text{and then letting} \quad r \downarrow 0, \quad \text{we get the following formula}
\]

\[
(4.2) \quad \int_{|\zeta|=1} V(R\zeta)d\sigma_{2n-1} - V(0) = \vartheta_V(R) \log R - \int_r^R \log t \, d\vartheta_V(t),
\]

and then setting \( r \downarrow 0 \), we get the following formula

\[
\int_{|\zeta|=1} V(R\zeta)d\sigma_{2n-1} - \vartheta_V(R) \log R - \int_r^R \log t \, d\vartheta_V(t).
\]

Now observe that by approximating \( V \) by bounded functions \( V_j := \sup \{ V, -j \} \) we see from the above formula that \( V(0) = -\infty \) iff \( \int_0^R \log t \, d\vartheta_V(t) = -\infty \) and then the formula \( (4.1) \) holds also in this case.

Therefore it is enough to prove the formula \( (4.1) \) when \( V(0) > -\infty \).

In that case, the formula \( (4.2) \) yields the following one

\[
\int_{|\zeta|=1} V(R\zeta)d\sigma_{2n-1} - \vartheta_V(R) \log R - V(0) - \int_{|\zeta|<R} \log |\zeta| dd^c V \wedge (dd^c \log |\zeta|)^{n-1}.
\]

Now since \( V \in \mathcal{L}_*(\mathbb{C}^n) \), it follows that

\[
\lim_{R \to +\infty} \left( \int_{|\zeta|=1} V(R\zeta)d\sigma_{2n-1} - \log R \right) = \int_{|\zeta|=1} \rho_V(\zeta)d\sigma_{2n-1},
\]

and then

\[
\lim_{R \to +\infty} (\log R)^{-1} \int_{|\zeta|=1} V(R\zeta)d\sigma_{2n-1} = 1.
\]

Therefore from Poisson-Jensen’s formula it follows immediately that \( \lim_{R \to +\infty} \vartheta_V(R) = 1 \), \( \lim_{R \to +\infty} \int_{|\zeta|<R} \log |\zeta| dd^c V \wedge (dd^c \log |\zeta|)^{n-1} \) is finite and then \( \lim_{R \to +\infty} (1 - \vartheta_V(R)) \log R = 0 \).

Therefore we deduce the following formula

\[
\int_{|\zeta|=1} \rho_V(\zeta)d\sigma_{2n-1} = V(0) - \int_{\mathbb{P}^{n-1}} \log |\zeta| dd^c V \wedge (dd^c \log |\zeta|)^{n-1}.
\]

On the other hand, using Fubini’s theorem for the projection \( \pi : \mathbb{S}_{2n-1} \to \mathbb{P}^{n-1} \), we deduce that

\[
\int_{|\zeta|=1} \rho_V(\zeta)d^c \log |\zeta| \wedge (d^c \log |\zeta|)^{n-1} = \int_{\mathbb{P}^{n-1}} \rho_V \omega_0^n.
\]
Now observe that the normalized area measure $\sigma_{2n-1}$ on the unit sphere $S_{2n-1}$ coincides with the restriction to $S_{2n-1}$ of the form $d^c \log |\zeta|^n (dd^c \log |\zeta|)^{n-1}$, which implies the required formula. ▶

It follows from this formula that the following class of plurisubharmonic functions

$$L_{og}(\mathbb{C}^n) := \{ V \in L^* (\mathbb{C}^n); \int_{\mathbb{P}^{n-1}} \rho V \omega^{n-1}_0 = 0 \}$$

is a natural generalization of the class of classical logarithmic potentials. For this reason we will call this class the class of logarithmic potentials in $\mathbb{C}^n$.

Connected with this class there is a natural capacity on $\mathbb{C}^n$ which is a generalization of the classical logarithmic capacity. For any subset $E \subset \mathbb{C}^n$, recall that the Siciak-Zahariuta’s extremal function associated to $E$ is defined by the following formula (see [32], [33], [36]).

$$V_E(z) := \sup \{ V(z); V \in L(\mathbb{C}^n); \sup_E V \leq 0 \}.$$  

Then the logarithmic capacity of the set $E$ will be defined by the following formula

$$C_{log}(E) := \exp(-\int_{\mathbb{P}^{n-1}} \rho V^*_E \omega^{n-1}_0).$$

Observe that if $E$ is pluripolar then $V^*_E \equiv +\infty$ and then $C_{log}(E) = 0$. On the other hand if $E \subset \mathbb{C}^n$ is non-pluripolar then $V^*_E \in L(\mathbb{C}^n)$ and $\rho V^*_E$ is bounded on $\mathbb{P}^{n-1}$, which proves that $C_{log}(E) > 0$.

Moreover using a result concerning the convergence of Robin’s functions from [6], it’s possible to prove that this logarithmic capacity is a Choquet capacity on $\mathbb{C}^n$.

Observe that this capacity is related to the class of logarithmic potentials by the following formula

$$(4.3) \quad \log C_{log}(E) = \inf \{ \sup_E^* V; V \in L_{og}(\mathbb{C}^n) \},$$

where $\sup_E^* V := \inf \{ \sup_{E \setminus A} V; A \subset E \text{ is pluripolar} \}$ is the quasi-essential upper bound of $V$ on the set $E$. Indeed, it is easy to see from the definition of $V^*_E$ and results of [5] that $\sup_E V^*_E = 0$ and then

$$V^*_E(z) = \sup \{ V(z); V \in L(\mathbb{C}^n); \sup_E^* V = 0 \}, \quad z \in \mathbb{C}^n.$$  

Therefore we easily get the following formula

$$(4.4) \quad - \log C_{log}(E) = \sup \{ \int_{\mathbb{P}^{n-1}} \rho V \omega^{n-1}_0; V \in L(\mathbb{C}^n), \sup_E^* V = 0 \} = \sup \{ \int_{\mathbb{P}^{n-1}} \rho V \omega^{n-1}_0 - \sup_E^* V; V \in L(\mathbb{C}^n)\}.$$
where the supremum is attained for \( V = V^*_E \).

Now from the formula (4.4), it follows that
\[
\log C_{\log}(E) = \inf \{ \sup_{E}^* V - \int_{\mathbb{P}^{n-1}} \rho_V \omega_{n-1}^n; V \in \mathcal{L}(\mathbb{C}^n) \},
\]
which proves the formula (4.3).

Recall that there is another constant which was classically called the logarithmic capacity and defined for a compact subset \( K \subset \mathbb{C}^n \) by the following formula ([33], [27], [22], [37])
\[
\tau(K) := \exp(-\limsup_{|z| \to +\infty} (V^*_K(z) - \log |z|)) = \exp(-\sup_{|z|=1} \rho_{V^*_K}).
\]
From a well known inequality (see [1], [14], [33]), it follows easily that there exists a constant \( \kappa_n > 0 \) such that
\[
\tau(K) \leq C_{\log}(K) \leq \kappa_n \cdot \tau(K)
\]
for any compact subset \( K \subset \mathbb{C}^n \).

We want to prove the following generalization of the Cartan-Boutroux lemma for the class \( L_{\log}(\mathbb{C}^n) \) of logarithmic potentials.

**Theorem 4.2** For any real number \( 0 < \eta < 5 \) and any function \( V \in L_{\log}(\mathbb{C}^n) \), the following lower bound

\[
V(z) \geq -\log(5e/\eta),
\]
holds for all \( z \in \mathbb{C}^n \), outside the union of a countable family of euclidean balls \( (B(z_j, r_j)) \) of radii \( (r_j) \) less than \( \eta \), satisfying the following condition
\[
\sum_{B(z_j, r_j) \cap B_R \neq \emptyset} r_j^{2n-2+\alpha} < 5^{2n-2}(R + \eta)^{2n-2} \eta^\alpha/\alpha, \forall R > 0.
\]
In particular, the exceptional set \( E_\eta \subset \mathbb{C}^n \) where the lower estimate (4.3) is not satisfied is a Borel set for which the following estimate
\[
h_\eta^{2n-2+\alpha}(E_\eta \cap B_R) < 5^{2n-2}(R + \eta)^{2n-2} \eta^\alpha/\alpha, \forall R > 0,
\]
holds.

Proof: Let \( V \in L_{\log}(\mathbb{C}^n) \). First observe that considering the Stieltjes' integral with respect to the increasing function \( g : t \mapsto \vartheta_V(z, t) \), we can write
\[
V(z) = \int_0^{+\infty} \log t \, dg(t) \geq \int_0^{1} \log t \, dg(t), \forall z \in \mathbb{C}^n.
\]
Now fix the real numbers \( 0 < \alpha \leq 2 \) and \( 0 < \varepsilon < 1/5 \) and let \( A > 0 \) be a real number to be specified later in terms of \( \varepsilon \) and \( \alpha \). Then denote by \( G = G_{\varepsilon,\alpha} \).
the subset of "good" points \( z \in \mathbb{C}^n \) for which we have the following bound on the projective mass

\[
\vartheta_V(z, t) \leq A t^\alpha, \; \forall 0 < t \leq \varepsilon.
\]

Observe that this implies in particular that \( \lim_{t \to 0} \vartheta_V(z, t) \log t = 0 \) for \( z \in G \), which implies that \( V(z) > -\infty \) for \( z \in G \) and thus the set \( G \) doesn’t meet the polar set of \( V \).

Now fix a point \( z \in G \). Then \( V(z) > -\infty \) and integration by parts in the Stieltjes’ integral implies immediately that

\[
V(z) \geq - \int_0^1 \vartheta_V(z, t) \frac{dt}{t} \geq - \int_0^{1/\varepsilon} \vartheta_V(z, t) \frac{dt}{t} - \int_{1/\varepsilon}^1 \vartheta_V(z, t) \frac{dt}{t} \geq - \frac{A}{\alpha} e^{\alpha} - \int_{1/\varepsilon}^1 \vartheta_V(z, t) \frac{dt}{t}.
\]

Since \( V \in \mathcal{L}(\mathbb{C}^n) \) and due to our normalisation of the complex Monge-Ampère operator, we know that

\[
\vartheta_V(z, t) \leq \int_{\mathbb{C}^n} dd^c V \wedge (dd^c \log |z - \zeta|)^{n-1} \leq 1, \; \forall z \in \mathbb{C}^n, \forall t > 0.
\]

Therefore we derive the following estimate

\[
V(z) \geq - \frac{A}{\alpha} e^{\alpha} - \log(1/\varepsilon), \forall z \in G.
\]

Choosing \( A := \alpha e^{-\alpha} \), we obtain the following lower bound

\[
V(z) \geq - \log(e/\varepsilon), \; \forall z \in G.
\]

Therefore we obtain the required inequality if we can estimate properly the size of the exceptionnel set \( E := \mathbb{C}^n \setminus G \).

From the definition of the set \( E \), it follows that for any \( z \in E \) there exists a real number \( 0 < t_z < \varepsilon \) such that

\[
\vartheta_V(z, t_z) > A t_z^\alpha.
\]

On the other hand, an easy computation shows that

\[
(4.9) \quad r^{2-2n} \mu_V(\mathbb{B}(z, r)) = \vartheta_V(z, r) \leq 1, \forall z \in \mathbb{C}^n, \forall r > 0.
\]

Therefore we get

\[
\mu_V(\mathbb{B}(z, t_z)) \geq t_z^{2n-2} \vartheta_V(z, t_z) > A t_z^{2n-2+\alpha}, \forall z \in E.
\]
We want to exclude such balls. Since \((B(z, t_j))_{z \in E}\) is a covering of the exceptional set \(E\) by open euclidean balls, by a Vitalli type 5-covering lemma (see [29]), there exists a countable subfamily of mutually disjoint balls \((B(z_j, t_j))_{j \in \mathbb{N}}\) such that the corresponding 5-family of balls \((B(z_j, 5t_j))_{j \in \mathbb{N}}\) covers \(E\).

Now fix \(R > 0\) and consider the family \((B(z_j, 5t_j))_{j \in J_R}\) of those balls which intersect the ball \(B_R\). Then we obtain the following estimate

\[
A \sum_{j \in J_R} (5t_j)^{2n-2+\alpha} < 5^{2n-2+\alpha} \sum_{j \in J_R} t_j^{2n-2} \vartheta_V(z_j, t_j) \leq 5^{2n-2+\alpha} \sum_{j \in J_R} \mu_V(B(z_j, t_j)).
\]

Observing that

\[
\sum_{j \in J_R} \mu_V(B(z_j, t_j)) = \mu_V(\bigcup_{j \in J_R} B(z_j, t_j) \leq \mu_V(B(0, R + \varepsilon)) \leq (R + \varepsilon)^{2n-2},
\]

we conclude that

\[
\sum_{j \in J_R} (5t_j)^{2n-2+\alpha} < (5R + 1)^{2n-2} \frac{\alpha}{A} = (5R + 1)^{2n-2} (5\varepsilon)^{\alpha} / \alpha.
\]

Taking \(r_j := 5t_j\) and \(\varepsilon := \eta / 5\), we obtain the theorem since the family of balls \((B(z_j, r_j))_{j \in J_R}\) covers \(E \cap B_R\).

Observe that the above result yields immediately a precise estimate on the \(2n - 2 + \alpha\)-Hausdorff contents of the plurisubharmonic lemniscates associated to functions in the class \(L^\alpha(C^n)\).

**Corollary 4.3** Let \(V \in L^\alpha(C^n)\) and \(0 < \varepsilon < 1/e\). Then for any \(\alpha \in (0, 2]\), the \(2n - 2 + \alpha\)-Hausdorff content of the associated plurisubharmonic lemniscate \(E(V, \varepsilon) := \{z \in C^n; V(z) \leq \log \varepsilon\}\) satisfies the following estimates

\[
h_\eta^{2n-2+\alpha}(E_\varepsilon \cap B_R) < 5^{2n-2}(R + 5)^{2n-2} (5\varepsilon)^{\alpha} / \alpha, \ \forall R > 0,
\]

holds.

From the theorem it’s also possible to deduce the following comparison inequality between certain relative Hausdorff contents and the logarithmic capacity defined above.

**Corollary 4.4** For any real number \(0 < \alpha \leq 2\) and any subset \(K \subset B\), we have

\[
h^{2n-2+\alpha}(K) \leq \frac{c_n}{\alpha} (5\varepsilon C_{\log}(K))^\alpha,
\]

where \(c_n = 5^{2n-2}(1 + 1/e)^{2n-2}\).

Proof: Recall from the formula (4.3) that

\[
\log C_{\log}(K) = \inf \{\sup_K V; V \in L^\alpha(C^n); \int_{p_{n-1}}^* \rho_V \omega_0^{n-1} = 0\},
\]

\end{quote}

\[
\frac{1}{\alpha} (5\varepsilon C_{\log}(K))^\alpha
\]

\end{quote}

\]

\[
\frac{1}{\alpha} (5\varepsilon C_{\log}(K))^\alpha
\]

\end{quote}

\]
Assume first that $K \subset B_r$ with $r := 1/e$ so that $C_{\log}(K) < 1/e$. Then let $c$ be an arbitrary real number such that $C_{\log}(K) < c < 1/e$. Then there exists a function $V \in \mathcal{L}_{\log}(\mathbb{C}^n)$ and a pluripolar subset $A \subset E$ such that $\sup_{K \setminus A} V < c$ so that $K \setminus A \subset K_c := \{z \in \mathbb{B}_r; V(z) < \log c\}$. By the minimum principle for the class $\mathcal{L}_{\log}(\mathbb{C}^n)$, with $\eta = 5ec < 5$, we have $V(z) \geq -\log(5ec/\eta) = \log c$ for $z \in \mathbb{B} \setminus E$, where $E \subset \mathbb{B}$ is a Borel set satisfying $h^{2n-2+\alpha}(E) \leq 5^{2n-2}(r + \eta/5)^{2n-2}\eta^\alpha/\alpha = 5^{2n-2}(r + 1)^{2n-2}(5ec)^\alpha/\alpha$. Since by definition $K \setminus A \subset K_c \subset E$, we deduce that $h^{2n-2+\alpha}(K \setminus A) \leq (5r + 1)^{2n-2}(5ec)^\alpha/\alpha$.

Since $c > C_{\log}(K)$ is arbitrary, we obtain the inequality

$$h^{2n-2+\alpha}(K \setminus A) \leq (5r + 1)^{2n-2}(5ecC_{\log}(K))^\alpha/\alpha.$$  

Since $A \in \mathbb{C}^n$ is pluripolar, it is polar in $\mathbb{R}^{2n}$ and then from a well known result in classical potential theory (see [23]), it follows that $h^{2n-2+\alpha}(A) = 0$ and then $h^{2n-2+\alpha}(K) = h^{2n-2+\alpha}(K \setminus A)$, which proves the required estimate in the case when $K \subset B_r$.

Now if $K \subset \mathbb{B}$ is any subset, it is enough to apply the last inequality to the set $r \cdot K \subset r\mathbb{B}$ to obtain the required inequality. ►

Remarks: 1) Observe that if $n = 1$ and $\alpha = 1$, our estimate [17] reduces precisely to that given in [26]. This extends the Cartan-Boutroux lemma except that the constant in our estimate is $5e$ instead of $2e$.

2) When $n \geq 2$ our estimate shows how the relative Hausdorff content of the exceptionnal set with respect to the ball $B_R$ is asymptotically small when $R \to +\infty$.

3) Observe that for $\alpha = 2$ similar estimates in terms of the relative logarithmic capacity was obtained in [8].

5 A lower bound for plurisubharmonic functions

Let $\mathbb{B}$ be the euclidean unit open ball in $\mathbb{C}^n$. For each $z \in \mathbb{B}$, we denote by $\Phi_z$ the involutive automorphism of the unit ball $\mathbb{B}$ which takes the point $z \in \mathbb{B}$ to the origin. Then the pluricomplex Green function $G_z(\zeta) := G(\zeta, z)$ of the unit ball $\mathbb{B}$ with a logarithmic pole at the point $z \in \mathbb{B}$ is given by the formula

$$G_z(\zeta) := \log |\Phi_z(\zeta)|, \ (z, \zeta) \in \mathbb{B} \times \mathbb{B}.$$  

It is easy to see that the following fundamental Monge-Ampère equation

$$(dd^c G_z)^n = \delta_z$$

holds in the sense of currents on $\mathbb{B}$, where $\delta_z$ is the unit Dirac mass at the point $z$. 
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It is well known that the formula \( d_B(z, \zeta) := |\Phi_z(\zeta)| \) defines a distance on the unit ball \( B \) which is related to the Bergman distance \( \rho_B \) by the following formula
\[
d_B(z, \zeta) = \tanh \frac{\rho_B(z, \zeta)}{\sqrt{n+1}}.
\]
Now consider the corresponding ball of center \( z \in B \) and radius \( r \in [0, 1[ \) defined by
\[
\omega_z(r) := \{ \zeta \in B : |\Phi_z(\zeta)| < r \},
\]
and define the following "invariant projective mass" function
\[
(5.3) \quad \theta_V(z, r) := \int_{\omega_z(r)} ddV \wedge (ddG_z)^{n-1},
\]
for \( z \in B \) and \( 0 < r < 1 \) and observe that
\[
(5.4) \quad \theta_V(z, r) = \int_{\mathbb{B}_r} ddV \circ \Phi_z \wedge (dd\log |\zeta|)^{n-1} = \vartheta_{V \Phi_z}(0, r),
\]
and then \( \lim_{r \to 0} \theta_V(z, r) = \vartheta_{V \Phi_z}(0) = \vartheta_V(z) \) for any \( z \in B \) since \( \Phi_z \) is an automorphism taking the origin to the point \( z \) (see [15], [19]).

First we prove the following lemma which is similar to a result of H. Milloux concerning a lower estimate for monic polynomials with all zeros in the unit disc, the exceptional set being estimated in terms of non euclidean distance on the unit disc (see [30]).

**Lemma 5.1** Let \( V \) be a plurisubharmonic function on the euclidean open unit ball \( \mathbb{B} \subset \mathbb{C}^n \) with bounded Riesz mass \( \mu_V(\mathbb{B}) := (1/2\pi) \int_{\mathbb{B}} \Delta V < +\infty \). Let us define the following pluricomplex Green potential
\[
(5.5) \quad G_V(z) := \int_{\mathbb{B}} G_z ddV \wedge (ddG_z)^{n-1}, \quad z \in \mathbb{B}.
\]
Then there exists a constant \( c_n > 0 \) such that for any real numbers \( 0 < s < 1 \) and \( 0 < \eta < \min\{3s, 1\} \), the following lower bound
\[
(5.6) \quad G_V(z) \geq -\theta_V(z, s) \log(3/\eta) - c_n \mu_V(\mathbb{B}) \log(e/\eta),
\]
holds for all \( z \in \mathbb{B} \), outside the union of a countable family of pseudo-balls \( (\omega_{z_j}(r_j)) \) of radii \( (r_j) \) less than \( \eta \) and satisfying the condition \( \sum_j r_j^{2n-2+\alpha} < 9^{n-1} \eta^{\alpha}/\alpha \).

In particular, the exceptional set \( E \subset \mathbb{B} \) where the lower bound \( (5.3) \) does not hold is a Borel set whose invariant \( \eta-\text{Hausdorff} \) content of dimension \( 2n-2+\alpha \) satisfies the estimate \( \tilde{h}_\eta^{2n-2+\alpha}(E) < 9^{n-1} \eta^{\alpha}/\alpha \).
Proof: To estimate the function $G_V$ given by the formula (5.5), observe that by considering the Stieltjes’ integral with respect to the increasing function $g : t \mapsto \theta_V(z, t)$, we can write the formula (5.5) as follows

$$G_V(z) = \int_{0}^{1} \log t \, dg(t), \forall z \in \mathbb{B}.$$  \hspace{1cm} (5.7)

Now fix the real numbers $0 < \alpha \leq 2$ and $0 < \varepsilon < \min\{s, 1/3\}$ and let $A > 0$ be a real number to be specified later in terms of $\varepsilon$ and $\alpha$. Then denote by $U = U_{\varepsilon, \alpha}$ the subset of "good" points $z \in \mathbb{B}$ for which we have the following bound on the invariant projective mass

$$\theta_V(z, t) \leq At^\alpha, \forall 0 < t \leq \varepsilon.$$

Observe that this implies in particular that $\vartheta_V(z) = 0$ for $z \in U$, which shows that the set $U$ doesn’t contain the logarithmic singularities of $V$.

Now fix a point $z \in U$. Then integration by parts in the Stieltjes’ integral implies immediately that

$$G_V(z) = - \int_{0}^{1} \theta_V(z, t) \frac{dt}{t} = - \int_{0}^{\varepsilon} \theta_V(z, t) \frac{dt}{t} - \int_{\varepsilon}^{1} \theta_V(z, t) \frac{dt}{t} \geq - \frac{A}{\alpha} \varepsilon^\alpha - \int_{\varepsilon}^{1} \theta_V(z, t) \frac{dt}{t}.$$

On the other hand, we can write

$$\int_{\varepsilon}^{1} \theta_V(z, t) \frac{dt}{t} = \int_{\varepsilon}^{s} \theta_V(z, t) \frac{dt}{t} + \int_{s}^{1} \theta_V(z, t) \frac{dt}{t}.$$

Now observe that

$$\int_{\varepsilon}^{s} \theta_V(z, t) \frac{dt}{t} \leq \theta_V(z, s) \log(s/\varepsilon),$$

and

$$\int_{s}^{1} \theta_V(z, t) \frac{dt}{t} \leq \theta_V(z, 1) \log(1/s).$$

Therefore we conclude that

$$G_V(z) \geq - \frac{A}{\alpha} \varepsilon^\alpha - \theta_V(z, s) \log(s/\varepsilon) - \theta_V(z, 1) \log(1/s), \forall z \in U.$$

Choosing $A := \alpha c_n \mu_V(\mathbb{B}) \varepsilon^{-\alpha}$, we obtain the following lower bound

$$G_V(z) \geq - c_n \mu_V(\mathbb{B}) - \theta_V(z, s) \log(s/\varepsilon) - c_n \mu_V(\mathbb{B}) \log(1/s), \forall z \in U.$$
Therefore we obtain the required inequality if we can estimate properly the size of the exceptional set \( E := \mathbb{B} \setminus U \).

From the definition of the set \( E \), it follows that for any \( z \in E \) there exists a real number \( 0 < t_z < \varepsilon \) such that
\[
\theta_V(z, t_z) > A t_z^\alpha.
\]

On the other hand, an easy computation shows that there exists a constant \( c_n > 0 \) such that
\[
(5.8) \quad \theta_V(z, r) \leq c_n r^{2n-2} \mu_V(\omega_z(r)), \forall z \in \mathbb{B}, \forall r \in [0, 1/3[.
\]
Therefore we get
\[
c_n \mu_V(\omega_z(t_z)) \geq t_z^{2n-2} \theta_V(z, r_z) > A t_z^{2n-2+\alpha}, \forall z \in E.
\]

Since \( (\omega_z(t_z))_{z \in E} \) is a covering of the exceptional set \( E \) by invariant pseudo-balls, by an elementary Vitali type 3-covering lemma for the ball with the hyperbolic distance (see [31], [34]), there exists a countable subfamily of mutually disjoint pseudo-balls \( (\omega_z(3t_j)) \) such that the corresponding 3-family of pseudo-balls \( (\omega_z(3t_j)) \) covers \( E \). Moreover we obtain the following estimate
\[
A \sum_j (3t_j)^{2n-2+\alpha} < 3^{2n-2+\alpha} \sum_j t_j^{2n-2} \theta_V(z_j, t_j)) \leq 3^{2n-2+\alpha} c_n \sum_j \mu_V(\omega_z(t_j)).
\]

Observing that \( \sum_j \mu_V(\omega_z(t_j)) = \mu_V(\bigcup \omega_z(t_j)) \leq \mu_V(\mathbb{B}) \), we conclude that
\[
\sum_j (3t_j)^{2n-2+\alpha} < 9^{n-1} 3^\alpha c_n \mu_V(\mathbb{B}) / A = 9^{n-1} (3\varepsilon)^\alpha / \alpha.
\]

Taking \( r_j := 3t_j \) and \( \varepsilon := \eta/3 \), we obtain the theorem since the family of pseudo-balls \( (\omega_z(r_j)) \) covers \( E \).

As a consequence of the last lemma we obtain a minimum principle for the Cegrell’s class \( \mathcal{F}(\mathbb{B}) \) ([12]) on the unit ball in terms of the pseudo-distance on the unit ball.

**Proposition 5.2** Let Then there exists a constant \( c_n > 0 \) such that for any real numbers \( 0 < \eta < 1 \) and any function \( \varphi \in \mathcal{F}(\mathbb{B}) \) with \( \int_{\mathbb{B}} (dd^c \varphi)^n \leq 1 \), the following lower bound
\[
(5.9) \quad \varphi(z) \geq - \log(c_n / \eta)
\]
holds for all \( z \in \mathbb{B} \), outside the union of a countable family of pseudo-balls \( (\omega_z(r_j)) \) of radii \( r_j \) less than \( \eta \) and satisfying the condition
\[
\sum_j r_j^{2n-2+\alpha} < 9^{n-1} \eta^\alpha / \alpha.
\]
In particular, the exceptional set $E \subset \mathbb{B}$ where the lower bound (5.4) does not hold is a Borel set whose invariant $\eta$-Hausdorff content of dimension $2n - 2 + \alpha$ satisfies the estimate

$$\tilde{h}_{\eta}^{2n-2+\alpha}(E) < 9^{n-1}\eta^{\alpha}/\alpha.$$ 

Proof: From the definition of the class $\mathcal{F}(\mathbb{B})$ (see [12]), it follows that there exists a decreasing sequence of plurisubharmonic functions on $\mathbb{B}$ with boundary values 0 which converges to $\varphi$ and satisfies the condition $\sup_j \int_{\mathbb{B}} (dd^c \varphi_j)^n < +\infty$. Applying the Poisson-Jensen formula to every $\varphi_j$ and taking the limit we obtain the formula $\varphi(z) = G_{\varphi}(z)$ for $z \in \mathbb{B}$.

It’s well known that functions from the class $\mathcal{F}(\mathbb{B})$ have bounded Riesz mass (see [12]) and then we can apply the last lemma to conclude that the estimate (5.9) holds for $V = \varphi$ and $s = 1$. Now observe that $\mu_{\varphi}(\mathbb{B}) \leq 1$ and $\theta_{\varphi}(1,1) \leq 1$ if $\varphi \in \mathcal{F}(\mathbb{B})$ and $\int_{\mathbb{B}} (dd^c \varphi)^n \leq 1$ (see [Ce]), which implies the required estimates. \hfill \Box

Now let us state the main result of this section. For a fixed $0 < \rho < 1$, define the following constant

$$\kappa_n(\rho) := \frac{(1 + \rho)^n}{(1 - \rho)^n}.$$ 

**Theorem 5.3** Let $0 < \rho < 1$ be a real number. Then there exists a positive constant $c_n(\rho) > 1$ such that for any real numbers $0 < s < 1$, $0 < \eta < \min\{s, 1/3\}$ and any function $V$ plurisubharmonic on a neighbourhood of the closed euclidean unit ball $\overline{\mathbb{B}} \subset \mathbb{C}^n$ such that $V \leq 0$ on $\mathbb{B}$, the following lower bound

$$V(z) \geq \kappa_n(\rho) \int_{\partial \mathbb{B}} V \, d\sigma_{2n-1} - \theta_V(z, s) \log(3/\eta) - c_n(\rho) \mu_V(\mathbb{B}) \log(e/s),$$

holds for all $z \in \mathbb{B}_\rho$, outside the union of a countable family of pseudo-balls $(\omega_{z_j}(r_j))$ of radii $(r_j)$ not exceeding $\eta$ and satisfying the condition $\sum_j r_j^{2n-2+\alpha} < 9^{n-1}\eta^{\alpha}/\alpha$.

In particular, the exceptional set $E \subset \mathbb{B}_\rho$ where the lower bound (5.10) does not hold is a Borel set whose Hausdorff content satisfies the estimate $h_{\eta}^{2n-2+\alpha}(E) < 9^{n-1}\eta^{\alpha}/\alpha$.

Proof: By the Jensen-Poisson-Szegö formula, we get the following representation formula

$$V(z) = \int_{\mathbb{B}} V \, d^c G_z \wedge (dd^c G_z)^{n-1} + \int_{\mathbb{B}} G_z \, dd^c V \wedge (dd^c G_z)^{n-1},$$

for $z \in \mathbb{B}$ (see [31], [34]). Recall that this formula follows easily from the fundamental equation (5.2) and the fact that $G_z$ has boundary values 0.
Now let us write \( V = \mathcal{P}_V + \mathcal{G}_V \) on \( B \), where

\[
(5.12) \quad \mathcal{P}_V(z) := \int_{\partial B} V \partial^c G_z \wedge (\partial^c G_z)^{n-1}, \ z \in \mathbb{B},
\]
and

\[
(5.13) \quad \mathcal{G}_V(z) := \int_{B} G_z \partial^c V \wedge (\partial^c G_z)^{n-1}, \ z \in \mathbb{B}.
\]

It is well known that

\[
d\partial^c G_z \wedge (\partial^c G_z)^{n-1} = \mathcal{P}(z, \cdot) \ d\sigma_{2n-1},
\]
where

\[
\mathcal{P}(z, \zeta) := \frac{(1 - |z|^2)^n}{|1 - z \cdot \zeta|^{2n}}, \ (z, \zeta) \in \mathbb{B} \times \partial \mathbb{B},
\]
is the Poisson-Szegö kernel of the open unit ball \( \mathbb{B} \) and \( d\sigma_{2n-1} \) is the normalized area measure on the unit sphere \( S_{2n-1} = \partial \mathbb{B} \).

Therefore, since \( V \leq 0 \) on \( B \), it follows that the function \( \mathcal{P}_V \) satisfies the following lower estimate

\[
(5.14) \quad \mathcal{P}_V(z) \geq \kappa_n(\rho) \int_{\partial B} V(\zeta) d\sigma_{2n-1}(\zeta), \ \text{for } |z| \leq \rho.
\]

Then the estimate of the theorem follows from the lemma.

\[\triangleright\]

6 A minimum principle for plurisubharmonic functions

Here we will give a general version of the minimum principle for compact classes of plurisubharmonic functions and derive a kind of three-circle minimum principle for arbitrary plurisubharmonic functions.

**Theorem 6.1** Let \( \Omega \subset \mathbb{C}^n \) be an open set, \( K \subset \Omega \) a compact set and let \( \mathcal{U} \subset \text{PSH}(\Omega) \) be a compact class. Then \( \vartheta := \sup \{ \vartheta_u(z); u \in \mathcal{U}, z \in K \} < +\infty \) and for any \( \nu > \vartheta \) there exists constants \( C = C(K, \nu) \geq 0 \) and \( 0 < \eta_0 < 1 \) such that for any real number \( 0 < \eta \leq \eta_0 \), any real number \( 0 < \alpha \leq 2 \) and any function \( u \in \mathcal{U} \) the following lower bound

\[
u u(z) \geq -\nu \log(C / \eta),
\]
holds for any \( z \in K \) outside the union of a countable family of balls of radii \( (r_j) \) less than \( \eta \) which satisfy the following condition

\[
\sum_j r_j^{2n-2+\alpha} < N 9^{n-1} \eta^\alpha / \alpha,
\]
where \( N \) is an integer depending only on \( (K, \Omega) \).
Proof: By upper semi-continuity of Lelong numbers, there exits a real number $0 < s < 1$ small enough and an open neighbourhood $\omega \Subset \Omega$ of $K$ such that $\theta_u(z, s) < \nu$ for any $z \in \omega$ and any $u \in \mathcal{U}$ (see [39]). Now take a finite number of concentric euclidean balls $B'_i \Subset B_i \Subset \omega (1 \leq i \leq N)$ such that the balls $(B'_i)_{1 \leq i \leq N}$ cover $K$. By Theorem 5.2, for each $i$ there exits constants $\kappa_i > 0$ and $c_i > 0$ such that the following lower bound

$$V(z) \geq \kappa_i \int_{\partial B_i} Vd\sigma_{2n-1} - \theta_V(z, s) \log(3/\eta) - c_i \mu_V(B_i) \log(e/s),$$

holds for all $z \in \mathbb{B}' \setminus E_i$, where $E_i \subset \mathbb{B}'$ is a Borel set with $h_{\eta}^{2n-2+\alpha}(E_i) < 9^{n-1}\eta^{\alpha}/\alpha$. By compactness of $\mathcal{U}$ it follows that $\int_{\partial B_i} Vd\sigma_{2n-1}$ and $\mu_V(B_i)$ are uniformly bounded for $V \in \mathcal{U}$. Therefore taking $E = \bigcup_{1 \leq i \leq N} E_i$, we obtain for a suitable constant $C > 0$ the following lower bound

$$V(z) \geq -\theta_V(z, s) \log(3/\eta) - C \geq \nu \log(3/\eta) - C,$$

for any $z \in K \setminus E$. Since $h_{\eta}^{2n-2+\alpha}(E) \leq \sum_i h_{\eta}^{2n-2+\alpha}(E_i) < N9^{n-1}\eta^{\alpha}/\alpha$, we obtain the estimate of the theorem with an appropriate constant. $\blacksquare$

Recall that the class $\mathcal{U}_B := \{v \in \mathcal{L}(\mathbb{C}^n); \sup_{B} v = 0\}$ is a compact class of plurisubharmonic functions. Applying the same proof as in the last theorem we obtain the following result which will be called the minimum principle for the Lelong class.

**Theorem 6.2** For any $\nu > 1$ there exists constants $C > 0$ and $0 < \eta_0 < 1$ such that for any real number $0 < \eta \leq \eta_0$, any real number $0 < \alpha \leq 2$, any real number $R \geq 1$ and any $V \in \mathcal{L}(\mathbb{C}^n)$, the following lower bound

$$V(z) \geq \max_{B_R} V - \nu \log(C/\eta),$$

holds for any $z \in \mathbb{B}_R$ outside the union of a countable family of euclidean balls of radii $(r_j)$ less than $\eta R$ which satisfy the following condition

$$\sum_j r_j^{2n-2+\alpha} < 9^{n-1}R^{2n-2+\alpha}\eta^{\alpha}/\alpha.$$

Proof: It is enough to prove the estimate for $R = 1$. Then applying the same method as in the proof of the previous theorem to the compact class $\mathcal{U}_B$ and observing that for any $v \in \mathcal{L}(\mathbb{C}^n)$, $u := v - \sup_{\mathbb{B}} v \in \mathcal{U}_B$ we obtain the required lower bounds since in this case $N = 1$. $\blacksquare$

We want to apply the minimum principle for compact classes to prove the following general result which extends the classical minimum principle stated in section 2.
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To motivate our result, let us recall that the maximum principle for plurisubharmonic functions can be used to prove the classical Hadamard three-circle inequality which can be stated as follows. Let $V$ be a plurisubharmonic function on the Euclidean ball $\mathbb{B}_R$ of radius $R > 0$ and let $\sigma, \tau \in ]0, 1[$ be real numbers with $0 < \sigma \leq \tau < 1$. Then the following upper bound holds for any $z \in \mathbb{B}_\tau R$, where

$$V(z) \leq \sup_{\mathbb{B}_R} V + \rho(\sigma, \tau) \left( \sup_{\mathbb{B}_R} V - \sup_{\mathbb{B}_\sigma R} V \right),$$

holds for any $z \in \mathbb{B}_\tau R$, where

$$\rho(\sigma, \tau) := \frac{\log(\tau/\sigma)}{\log(1/\sigma)}.$$ 

This can be viewed as a “three-circle maximum principle”.

Here we want to establish a kind of “three-circle minimum principle” which is dual in some sense to the previous one.

Define for $\sigma, \tau \in ]0, 1[$ the following constant

$$\nu(\sigma, \tau) := \frac{1}{\log \left( \frac{1+\sigma \tau}{\sigma + \tau} \right)}.$$ 

**Theorem 6.3** Let $\sigma, \tau \in ]0, 1[$ be given real numbers. Then for any real number $\nu > \nu(\sigma, \tau)$ there exists constants $C = C(\sigma, \tau, \nu) > 0$ and $0 < \eta_0 < 1$ such that for any $R > 0$, for any plurisubharmonic function $V$ on the Euclidean ball $\mathbb{B}_R$ and for any $\alpha \in ]0, 2]$ and any $\eta \in ]0, \eta_0[$, the following lower bound holds for all $z \in \mathbb{B}_{\tau R}$ outside the union of a countable family of Euclidean balls of radii $(r_j)$ not exceeding $\eta R$ and satisfying the estimate

$$\sum_j r_j^{2n-2+\alpha} < 9^{n-1}(Re)^{2n-2+\alpha}\eta^\alpha/\alpha.$$ 

Observe that the theorem gives a precise uniform bound of the relative Hausdorff content of dimension $(2n - 2 + \alpha)$ of the exceptional set where the lower estimate (6.1) does not hold. Proof: Since the inequality (6.1) and the condition (6.2) are invariant under any homothetic map, we can assume that $R = 1$. Denote by $\mathcal{U}$ the class of plurisubharmonic functions on $\mathbb{B}$ such that $u \leq 1$ and $\max_{\mathbb{B}_R} u \geq 0$. Then $\mathcal{U}$ is a compact class of plurisubharmonic functions. To apply Theorem 6.1, we need to estimate
the Lelong numbers of the class $\mathcal{U}$ on the compact ball $\overline{B}_\tau$. Indeed, if $u \in \mathcal{U}$ and $z \in \overline{B}_\tau$, then if $0 < r < 1$, we have
\[
\vartheta_u(z) = \vartheta_{u \circ \Phi_z}(0) \leq \frac{\sup_B u \circ \Phi_z - \sup_{B_r} u \circ \Phi_z}{\log(1/r)} \leq \frac{1 - \max_{B_r} u_r}{\log(1/r)}.
\]
Now it follows from a simple computation (see [30]) that for $z \in \mathbb{C}^n$ with $|z| \leq \tau$, the set $\Phi_z(\mathbb{B}_r)$ contains the ball $\mathbb{B}_\sigma$ precisely when $r = (\sigma + \tau)/(1 + \sigma \tau)$, which implies that $\max_{\Phi_z(\mathbb{B}_r)} u \geq 0$.

Then for any $u \in \mathcal{U}$ and any $z \in \overline{B}_\tau$ we have
\[
\vartheta_u(z) \leq \nu(\sigma, \tau).
\]
This inequality was first obtained in [7].

Therefore from Theorem 6.1, it follows that for any $\nu > \nu(\sigma, \tau)$, there exists a constant $C > 0$ and a real number $\eta_0 \in (0, 1]$ small enough, for any $0 < \eta < \eta_0$, for any $\alpha \in (0, 2]$ and for any $u \in \mathcal{U}$, we get the following uniform lower bound
\[
(6.3) \quad u(z) \geq - \log(C/\eta),
\]
for any $z \in \mathbb{B}_\tau$ outside the union of a countable family of balls with radius $(r_j)$ less that $\eta$ and satisfying the estimate $\sum_j r_j^{2n-2+\alpha} < 9^{n-1} \eta^n/\alpha$.

Now let $V$ be an arbitrary non constant plurisubharmonic function on $\mathbb{B}$ so that $\sup_\mathbb{B} V > \sup_{\mathbb{B}_\sigma} V$. Then the following function
\[
u := \frac{V - \sup_{\mathbb{B}_\sigma} V}{\sup_\mathbb{B} V - \sup_{\mathbb{B}_\sigma} V}
\]
belongs to the class $\mathcal{U}$. Therefore this function satisfies the lower bound $(6.3)$ which yields the required lower bound for $V$. ▶

As a consequence we give the following generalisation of the one variable minimum principle stated in section 2.

**Corollary 6.4** There exists a constant $C > 1$ and a real number $0 < \eta_0 < 1$ such that for any real number $0 < \eta \leq \eta_0$ and any plurisubharmonic function $V$ is on any euclidean ball $\mathbb{B}_R \subset \mathbb{C}^n$, where $R := 2eR$ and $R > 0$ satisfying the condition $V(0) = 0$, the following lower bound
\[
(6.4) \quad V(z) \geq - \log(C/\eta) \max_{\mathbb{B}_R} V
\]
holds for any $z \in \mathbb{B}_R$ outside the union of a countable family of balls of radii $(r_j)$ less than $\eta R$ which satisfy the following condition
\[
(6.5) \quad \sum_j r_j^{2n-2+\alpha} < 9^{n-1} (Re)^{2n-2+\alpha} \eta^n/\alpha.
\]
Proof: It is enough to apply the last result with $\tilde{R}$ instead of $R$, $\tau = 1/(2e)$ and $\sigma > 0$ small enough so that $\nu(\sigma, \tau) < 1$, which is possible since $\nu(0, \tau) = 1/(\log(2e)) < 1$. ▶

Let us give an asymptotic formulation of the last result whic h explains how the above three-circle minimum principle is dual to the three-circle maximum principle.

Let us define for $\varepsilon > 0$ the $(h_p, \varepsilon)$—essentiel lower bound of a plurisubharmonic function $u$ on the ball $B_{\tau R}$ as follows

$$I_{p,\varepsilon}(u, B_{\tau R}) := \sup \{ \inf_{B_{\tau R}\setminus E} u; E \subset B_{\tau R}, h^p(E) \leq \varepsilon \},$$

where $h^p$ is the exterior Hausdorff content or order $p$. Since $u$ may have poles, the real numbers $I_{p,\varepsilon}(u, B_{\tau R})$ may decrease to $-\infty$ when $\varepsilon \downarrow 0$. The minimum principle above gives the rate of convergence to $-\infty$ of this minimum uniformly when the function $u$ is suitably normalized. More precisely, we deduce the following result.

**Corollary 6.5** Let $U$ the class of plurisubharmonic function on the ball $B_R$ such that $u \leq 1$ on $B_R$ and $\max_{\sigma B} u = 0$. Then for any $\alpha \in [0, 2]$, the following uniform asymptotic estimate

$$\limsup_{\varepsilon \downarrow 0} \left( \sup_{u \in U} \frac{I_{p,\varepsilon}(u, B_{\tau R})}{\log \varepsilon} \right) \leq \frac{\nu(\sigma, \tau)}{\alpha},$$

holds with $p = 2n - 2 + \alpha$.

7 A minimum principle for quasi-plurisubharmonic functions

Let $X$ a be compact Kähler manifold of dimension $n$ and $\omega$ a closed positive current on $X$ with bounded local potentials such that the volume $Vol_\omega(X) := \int_X \omega^n > 0$.

Let us fix a denote by $d$ the geodesic metric on $X$ et denote by $h^p$ the Hausdorff content of dimension $p$ on the metric space $(X, d)$.

Recall that a function $\varphi : X \rightarrow \mathbb{R} \cup \{-\infty\}$ is called an $\omega$—plurisubharmonic function on $X$ if $\varphi$ is upper semi-continuous on $X$ and satisfies the condition $dd^c\varphi + \omega \geq 0$ in the sense of currents on $X$. Therefore each point of $X$ has a small neighbourhood $U \subset X$ which is biholomorphic to a an euclidean ball in $\mathbb{C}^n$ so that $v_U := \varphi + p_U$ is a plurisubharmonic function on a neighbourhood of $\overline{U}$, where $p_U$ is a local bounded potential for $\omega$ on a neighbourhood of $\overline{U}$ i.e. $dd^c p_U = \omega$ on a neighbourhood of $\overline{U}$. By compactness, $X$ can be covered by a finite number of such domains. Let us denote by $N = N(X)$ the minimum number of such domains necessary to cover $X$.

Observe that the Lelong numbers of an $\omega$—plurisubharmonic function $\varphi$ are well defined by the formula $\nu_\varphi(x) = \nu_v(x)$, where $v := \varphi + p$ is
plurisubharmonic on a neighbourhood of $x$ and $p$ is a bounded local potential of $\omega$ in a neighbourhood of $x$.

Let us define the maximal Lelong number of $(X, \omega)$ by the formula

$$\vartheta(X, \omega) := \sup \{ \vartheta_{\varphi}(x) ; \varphi \in PSH(X, \omega), x \in X \}.$$ 

It is clear that $\vartheta(X, \omega) = \sup \{ \vartheta_{\varphi}(x) ; \varphi \in P_0, x \in X \}$, where $P_0 := \{ \varphi \in PSH(X, \omega) ; \sup_X \varphi = 0 \}$. Since $P_0$ is compact for the $L^1$ topology (see [17]), a standard compactness argument shows that $\vartheta(X, \omega) < +\infty$ (see [39]).

It’s well known that if $X$ is a projective manifold and $\omega = \omega_{FS}$ is the Fubini-Study Kähler form on $X$ then $\vartheta(X, \omega) = \int_X \omega^n$, which is equal to the degree of algebraicity of $X$ (see [38]). We do not know whether this formula is true in the general case.

To state an analogue of Bernstein-Walsh inequalities which is the counterpart of the classical Hadamard-three circle maximum principle for the Lelong class $L(C^n)$, let us recall the definition of the global capacity of Borel sets in $(X, \omega)$ (see [17]).

For any Borel subset $K \subset X$, we define the $\omega$-capacity of $K$ in $X$ by

$$T_{\omega}(K) := \exp(-\sup_X V_{K,\omega}),$$

where $V_{K,\omega}$ is the extremal $\omega$-plurisubharmonic function associated to $K$ and defined as follows:

$$V_{K,\omega}(x) := \sup \{ \varphi(x) ; \varphi \in PSH(X, \omega) \}, x \in X.$$ 

Then by [17], for any non pluripolar subset $K \subset X$, $T_{\omega}(K) > 0$ is the best constant such that

$$\varphi(x) \leq \sup_K \varphi - \log T_{\omega}(K), \forall \varphi \in PSH(X, \omega), \forall x \in X.$$ 

Now we can state the minimum principle for $\omega$-plurisubharmonic functions analogous to the minimum principle for plurisubharmonic functions. Namely we obtain the following result.

**Theorem 7.1** For any $\nu > \vartheta(X, \omega)$ there exists a constant $C = C(X, \omega, \nu) > 0$ and a real number $\eta_0 > 0$ small enough such that for any real number $0 < \alpha \leq 2$, any real number $0 < \eta \leq \eta_0$ and any $\omega$-plurisubharmonic function $\varphi$ on $X$ the following lower bound

$$(7.1) \quad \varphi(x) \geq \sup_X \varphi - \nu \log(C/\eta)$$

holds for any $z \in X$ outside the union of a countable family of balls of radii $(r_j)$ satisfying the following condition

$$(7.2) \quad \sum r_j^{2n-2+\alpha} < N 9^{n-1}\eta^n / \alpha.$$ 
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Proof: Take a covering of $X$ by $N = N(X)$ domains $(U_i)$ for which there are domains $(U^i)$ biholomorphic to the unit ball of $\mathbb{C}^n$ with $U_i \subset U^i \subset X$ for $1 \leq i \leq N$ and write $v_i := \varphi_i + p_i$ where $p_i$ is a bounded local potential for $\omega$ on $U^i$.

We can apply the same method as in the proof of Theorem 6.1. Then from the fact that $p_i$ is a bounded plurisubharmonic function on $U^i$, we obtain for each $i$ constants $a_i > 0, b_i, c_i > 0$ such that the following lower bound

$$\varphi(z) \geq a_i \int_{\partial U^i} \varphi d\sigma_{2n-1} - \theta \varphi(z, s) \log(3/\eta) - b_i \mu_\varphi(U^i) \log(e/s) - c_i,$$

holds for all $z \in U \setminus E_i$, where $E_i \subset U_i$ is a Borel set with $h^i_{2n-2+\alpha}(E_i) < 9^{n-1}\eta^n/\alpha$. By compactness of the $P_0 := \{\varphi \in PSH(X, \omega); \max_X \varphi\} = 0$ (see [17]), it follows that $\int_{\partial U^i} \varphi d\sigma_j$ and $\mu_\varphi(U_i)$ are uniformly bounded for $\varphi \in P_0$. Therefore taking $E := \bigcup_{1 \leq i \leq N} E_i$, we obtain for a suitable constant $C > 0$ the following lower bound

$$\varphi(z) \geq -\theta \varphi(z, s) \log(3/\eta) - C \geq -\nu \log(3/\eta) - C,$$

for any $z \in X \setminus E$ and any $\varphi \in P_0$. Since $h^i_{2n-2+\alpha}(E) \leq \sum h^i_{2n-2+\alpha}(E_i) < N9^{n-1}\eta^n/\alpha$ and $\varphi - \max_X \varphi \in P_0$ for any $\varphi \in PSH(X, \omega)$, we obtain the estimate of the theorem with an appropriate constant. \hfill \triangleright \\

Now we want to prove the following comparison inequality.

**Theorem 7.2** For any $0 < \theta < \theta(X, \omega)$, there exists constant $C > 0$ such that for any $0 < \alpha \leq 2$ the following comparison inequality

$$h^{2n-2+\alpha}(K) \leq \frac{C}{\alpha T_\omega(K)^{\alpha \theta}},$$

holds for any Borel subset $K \subset X$.

**Problem:** Is the theorem still true with $\theta = \theta(X, \omega)$?
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