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Abstract
The early diagnosis and the accurate separation of COVID-19 from non-COVID-19 cases based on pulmonary diffuse airspace opacities is one of the challenges facing researchers. Recently, researchers try to exploit the Deep Learning (DL) method’s capability to assist clinicians and radiologists in diagnosing positive COVID-19 cases from chest X-ray images. In this approach, DL models, especially Deep Convolutional Neural Networks (DCNN), propose real-time, automated effective models to detect COVID-19 cases. However, conventional DCNNs usually use Gradient Descent-based approaches for training fully connected layers. Although GD-based Training (GBT) methods are easy to implement and fast in the process, they demand numerous manual parameter tuning to make them optimal. Besides, the GBT’s procedure is inherently sequential, thereby parallelizing them with Graphics Processing Units is very difficult. Therefore, for the sake of having a real-time COVID-19 detector with parallel implementation capability, this paper proposes the use of the Whale Optimization Algorithm for training fully connected layers. The designed detector is then benchmarked on a verified dataset called COVID-Xray-5k, and the results are verified by a comparative study with classic DCNN, DUCM, and Matched Subspace classifier with Adaptive Dictionaries. The results show that the proposed model with an average accuracy of 99.06% provides 1.87% better performance than the best comparison model. The paper also considers the concept of Class Activation Map to detect the regions potentially infected by the virus. This was found to correlate with clinical results, as confirmed by experts. Although results are auspicious, further investigation is needed on a larger dataset of COVID-19 images to have a more comprehensive evaluation of accuracy rates.
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1 Introduction

Due to the lack of access to treatment and vaccines for coronavirus, its early detection has become a challenge for scientists [1–3]. The polymerase Chain Reaction (PCR) test has been introduced as one of the primary methods for detecting COVID-19 [4–6]. However, PCR test is a laborious [7], very time-consuming, and complicated process with kits currently in short supply [8, 9]. On the other hand, X-ray images are extensively accessible [10, 11], and scans are comparatively low cost [12–14].

The necessity of designing an accurate [15, 16], real-time detector has become more prominent [17–20]. Considering DL’s outstanding capability in these cases [21–24], we propose to employ DCNN as a COVID-19 detector. A few research studies have been carried out since the beginning of the year 2020 that attempt to develop methods to identify patients affected by the epidemic by DCNN [25–27]. Although DL’s salient features enable it to solve various learning tasks [28–31], training is difficult [32–34]. Some examples of successful methods for training DL are GD [35, 36], Conjugate Gradient (CG) [37, 38], Arbitrary Lagrangian–Eulerian [39, 40], Hessian-Free Optimization (HFO) algorithm [41, 42], and Krylov Subspace Descent (KSD) [42].

Although GD-based Training (GBT) methods are easy to implement and fast in the process [43, 44], they demand numerous manual parameter tuning to make them optimal [45, 46]. Besides, the GBT’s procedure is inherently sequential, thereby parallelizing them with Graphics Processing Units (GPU) is very difficult [47, 48]. On the other hand, although GBT is stable for training, it is almost slow [49]; thereby, it needs multiple CPUs and a vast number of RAMs resource [50, 51].

The Deep auto-encoders have used HFO to train the weights [41], which is more efficient in pre-training and fine-tuning deep auto-encoders than the model proposed by Hinton and Salakhutdinov [52]. On the other side, KSD is simpler and more robust than HFO; besides, it is proven that KSD presents better classification performance and optimization speed than HFO. However, KSD requires more memory than HFO [53].

Heuristic or metaheuristic methods have recently been considered to optimize various parameters and problems [54–56]. Nevertheless, the research study on metaheuristics to optimize DL approaches is rarely carried out [57, 58]. The fusion of the Genetic Algorithm (GA) and DCNN, proposed in [59], was the first study that initiates this optimization model using metaheuristic algorithms. Their approach chooses the DCNN characteristic by the process of recombination and mutation on GA, in which the model of DCNN is considered as a chromosome in GA. In addition, in the recombination phase, just the threshold and weight values of $C_1$ (first convolution layer) and $C_3$ (third convolution layer) are modified in the DCNN model. Tuning a DCNN using GA and bezier curve for robot path optimization in dynamic environments is another research work, which suffers from high computational complexity [60].

Fine-tuning DCNN parameters using harmony search (HS) and some of its modifications in handwritten digit and fingerprint recognition was proposed by Rosa et al. [61].

Reference [62] proposed a Progressive Unsupervised Learning (PUL) approach to transfer pre-trained deep DCNN. This method is easy to implement and can be viewed as an effective baseline for unsupervised feature learning. Since the clustering results can be very noisy, this method adds a selection operation between the clustering and fine-tuning phases.

An automatic DCNN architecture design method using genetic algorithms is proposed in [63] to optimize the image classification problems. The proposed algorithm’s main
feature is related to its automatic characteristic: users do not need any knowledge about DCNN’s structure. However, this method’s main drawback is that the GA’s chromosomes become too large in large DCNNs, which slows down the algorithm.

The Social-spider optimization algorithm has optimized a deep ANFIS network to predict the biochar yield; however, this combination confronts the ill-conditioning problem [64].

It is worth mentioning that there are other algorithms and techniques tried to improve the performance of deep networks in different fields of study, including the multi-objective transportation [65], Improved feature selection technique [66], a firefly-based algorithm with Levy distribution [67], discrete transforms with selective coefficients [68], signcryption technique [69], equivalent transfer function [70], the enhanced whale optimization algorithm [71]. However, all mentioned methods suffer from high computational complexity and unreliability dealing with image processing problems with high-dimension search space.

Considering the aforementioned limitations and shortcomings, our proposed approach includes training a DCNN network from a draft on the COVIDetectioNet dataset [72] to learn to classify infected and normal X-ray images. Subsequently, the last fully-connected layer of the pre-trained DCNN will be replaced by a new fully-connected layer, which is fine-tuned with WOA [73]. In this regard, a particular network representation will be introduced by searching agents. However, in the residual layers of the pre-trained DCNN, the other weights are preserved, which causes training a linear model with the features produced in the prior layer. The proposed scheme is as follows:

- Exert the COVIDetectioNet dataset to the convolutional DCNN and load its pre-trained weights.
- Substitute the final fully-connected layer of the pre-trained DCNN with the WOA-trained fully-connected layer.
- Preserve the remaining layers’ weights.
- Finally, retrain the whole model using WOA

For the rest of this research paper, the organization is as follows. In Sect. 2, we review some background materials. Section 3 introduces the proposed scheme. Section 4 presents the simulation and discussion results, and finally, conclusions are presented in Sect. 5.

## 2 Background and Materials

The background knowledge, including the WOA algorithm, the DCCN, and the COVID-X-ray dataset, will be represented in this section.

### 2.1 Whale Optimization Algorithm

Generally, WOA is a novel Swarm Intelligence (SI) optimization algorithm that mathematically formulates humpback whales’ hunting manner [73]. The distinct difference between WOA and other benchmark optimization algorithms is the updating model to improve the candidate solutions. This mathematical model contains searching and attacking prey called bubble-net feeding. The bubble-net feeding behavior is shown in Fig. 1.
This figure shows that intelligent hunting is carried out by generating a trap by moving in a spiral “9-shape” way around the prey and generating bubbles along the spiral path. The *encircling* is another hunting mechanism of humpback whales. Firstly, WOA initiates the hunting process by encircling the prey using the *bubble-net feeding* mechanism. The mathematical model of WOA is as follows \[73\]:

\[
X(t + 1) = \begin{cases} 
X^*(t) - AD & r < 0.5 \\
D'M \cos(2\pi t) + X^*(t) & r > 0.5 
\end{cases}
\]  

(1)

\[
D = |CX^*(t) - X(t)|
\]  

(2)

\[
D' = |X^*(t) - X(t)|
\]  

(3)

\[
A = 2QR - Q
\]  

(4)

\[
C = 2R
\]  

(5)

\[
M = e^{kl}
\]  

(6)

where \( X \) is a vector presenting the positions of whales during iterations and \( X^* \) is a vector indicating locations of the prey, \( r \) represents a random number inside \([0, 1]\), indicating the distance of the \( i \)th searching agent and the prey, \( k \) is a constant number determining the bubble-net spiral shape, \( l \) is a random number inside \([-1, 1]\), \( t \) indicating the current iteration, \( Q \) is a vector which linearly decreases from two to zero during iterations, and \( R \) is a random vector inside \([0, 1]\). While \( r < 0.5 \), Eq. (1) simulates the encircling behavior; otherwise, the equation intends to model the *bubble-net feeding* mechanism. Therefore, \( r \) randomly exchanges the model behavior between these two main phases.
2.2 Convolution Neural Network

Generally, DCNN is a conventional Multi-Layer Perceptron (MLP) based on three concepts: connection weights sharing, local receive fields, and temporal/spatial sub-sampling. These concepts can be arranged into two classes of layers, including subsampling layers and convolution layers. As shown in Fig. 2, the processing layers include three convolution layers C1, C3, and C5, which are located one between layers S2 and S4, and final output layer F6. These sub-sampling and convolution layers are organized as feature maps.

Neurons in the convolution layer are linked to a local receptive field in the prior layer. Consequently, neurons with identical feature maps (FM) receive data from various input regions until the input is completely skimmed. However, the same weights are shared.

In the sub-sampling layer, the FMs are spatially down-sampled by a factor of 2. As an illustration, in layer C3, the FM of size 10×10 is sub-sampled to conforming FM of size 5×5 in the next layer, S4. The classification process is the final layer (F6).

Each FMs are the outcome of a convolution from the previous layer’s maps by their corresponding kernel and a linear filter in this structure. The weights $w^k$ and adding bias $b_k$ generate the $k_{th}$ (FM) $FM^k_{ij}$ using the tanh function as Eq. (7).

$$FM^k_{ij} = \tanh((W^k \times x)_{ij} + b_k)$$  (7)

By reducing the resolution of FMs, the sub-sampling layer lead to spatial invariance, in which each pooled FM refers to one FM of the prior layer. The sub-sampling function is defined as Eq. (8).

$$a_j = \tanh(\beta \sum_{N \times N} \alpha_{i}^{n \times n} + b)$$  (8)

where $\alpha_{i}^{n \times n}$ are the inputs, $\beta$ and $b$ are trainable scalar and bias, respectively. After a diverse convolution and sub-sampling layer, the last layer is a fully connected structure that carries out the classification task. There is one neuron for each output class. Thereby, in the case of the Covid-19 dataset, this layer contains two neurons for their classes.

Fig. 2 The architecture of LeNet-5 DCNN
2.3 COVID-X-Ray Dataset

In this paper, a dataset named COVID X-ray-5 k dataset, including 2084 training and 3100 test images, was utilized [74]. In this dataset, considering radiologist advice, only anterior–posterior Covid-19 X-ray images are utilized because the lateral images are not applicable for detection purposes. Expert radiologists evaluated those images, and those that did not have clear signs of COVID-19 were removed. In this way, 19 images out of the 203 images were removed, and 184 images remained, indicating clear signs of COVID-19. With this method, the community a more clearly labeled dataset was introduced. Of these 184 photos, 100 images are considered for the test set, and 84 images are intended for the training set. For the sake of increasing the number of COVID-19 samples to 420, data augmentation is applied. Since the number of non-COVID images was minimal in the covid-chestxray-dataset [75], the supplementary ChexPert dataset [76] was employed. This dataset includes 224,316 chest X-ray images of 65,240 patients. In this dataset, 2000 and 3000 non-COVID images were chosen for the training set and test set, respectively. The final number of images related to various classes is reported in Table 1. Figure 3 indicates six stochastic sample images from the COVID-X-ray-5 k dataset, including two COVID-19 and four standard samples.
3 Methodology

3.1 Presentation of Searching Agent

Generally, there are two main issues in tuning a deep network using a meta-heuristic optimization algorithm. First, the structure’s parameters must be represented by the meta-heuristic algorithm’s searching agents (candid solution). Next, the fitness function must be defined based on the interest of the considered problem [77].

The presentation of network parameters is a distinct phase in tuning a DCNN using the WOA algorithm. Thereby, important parameters of the DCNN, i.e., weights and biases of the fully connected layer, should be determined to provide the best detection accuracy [78].

To sum up, the WOA algorithm optimizes the last layer’s values of weights and bias used to calculate the loss function as a fitness function. The weight and bias values in the last layer are used as searching agents in the WOA algorithm.

Generally speaking, three schemes are used to present weights and biases of a DCNN as candid solutions of the meta-heuristic algorithm: vector-based, matrix-based, and binary state. Considering the fact that the WOA needs the parameters in a vector-based model, in this paper, the candid solution is shown as Eq. 9 and Fig. 4.

\[
\text{Candid solutions} = [W_{11}, W_{12}, \ldots, W_{nh}, b_1, \ldots, b_h, M_{11}, \ldots, M_{hm}]
\]  

(9)

where \( n \) is the number of the input nodes, \( W_{ij} \) indicates the connection weight between the \( i_{th} \) input node and the \( j_{th} \) hidden neuron, \( b_j \) is the \( j_{th} \) hidden neuron’s bias, and \( M_{jo} \) shows the connection weight from the \( j_{th} \) hidden neuron to the \( o_{lo} \) output neuron. As previously stated, the proposed architecture is a simple LeNet-5 structure. In this section, two

![Fig. 4 Assigning the DCNN’s parameters as the candid solution (searching agents) of WOA](image)
structures, namely i-6c-2 s-12c-2 s and i-8c-2 s-16c-2 s, are used where C and S are convolution and sub-sampling layers, respectively [79, 80]. The kernel size of all convolution layers is 5 × 5, and the scale of sub-sampling is down-sampled by a factor of 2.

3.2 Loss Function

The WOA algorithm trains DCNN (DCNN-WOA) to obtain the best accuracy and minimize evaluated classification error and network complexity in the proposed meta-heuristic method. This objective can be computed by the loss function of the meta-heuristic searching agent or the Mean Square Error (MSE) classification procedure. However, the loss function used in this method is as follows:

\[ y = \frac{1}{2} \sqrt{\frac{\sum_{i=0}^{N} (o - u)^2}{N}} \]  

(10)

where \( o \) shows the supposed output, \( u \) indicates the desired output, and \( N \) shows the number of training samples. Two termination criteria: reaching maximum iteration or predefined loss function, are utilized by the proposed WOA algorithm. Consequently, the pseudo-code of DCNN-WOA is shown in Fig. 5.

4 Simulation Results and Discussion

As stated before, the principal goal is to improve the classification accuracy of classic DCNN by using the WOA algorithm. According to references [25, 73] and also in order to have a fair comparison, the population is set to 10, and the maximum iteration is set to 10. The parameter of DCNN, i.e., the learning rate \( \alpha \) and the batch size, are equal to 1 and 100, respectively. Also, the number of epochs is considered between 1 and 10 for every evaluation. The evaluation was carried out in MATLAB-R2019a, on a PC with processor Intel Core i7-4500u, 16 GB RAM running memory, in Windows 10, with five separate runtimes.

As proven in the literature [81, 82], the accuracy rate does not represent enough information about the detector’s performance. Thereby, Receiver Operating Characteristic (ROC) curves were used to exploit the classifier on all the samples in the test datasets, devoting an evaluated probability of images \( P_T \) for each sample. Next, a threshold value \( T \in [0, 1] \) was introduced, and for each threshold value, the detection rate was calculated. Thereby, the computed values were plotted as a ROC curve. Generally speaking, the area under the ROC curve (AUC) shows the probability of correct detection.

Figure 6 indicates the calculated ROC curves for the detection of COVID-19 samples using DCNN-WOA and conventional DCNN. This comparison was carried out because the test dataset, the initial conditions, and the primary convolutional network (LeNet-5 DCNN) are entirely identical. Therefore, the effectiveness of the WOA algorithm on classic LeNet-5 DCNN can be fairly compared. The ROC curves show that DCNN-WOA significantly outperforms LeNet-5 DCNN on the test dataset.

The training was carried out ten times so that the training times varied between 5 and 10 min, and the designed DCNN-WOA had the detection accuracy of between 98.11% and 99.38% on the COVID-19 validation set.

Because of the extensive range of different results, the ten trained DCNN-WOA are ensemble by weighted averaging, using the validation accuracy as the weights. The
combined ensemble DCNN-WOA achieves a validation accuracy of 98.74%, while LeNet-5 DCNN acquires the detection accuracy of between 84.58% and 93.31%, and the resulting ensemble obtained the detection accuracy of 88.94% on the COVID-19 validation dataset.

To further evaluate the performance of DCNN-WOA in the detection of COVID-19 samples from uninfected ones, newly proposed benchmark models include conventional DCNN [83], DUICM [84], and matched subspace classifier with adaptive dictionaries [85] are utilized. Figures 7 and 8 show the outcome ROC and precision-recall curve for i-6c-2s-12c-2s and i-8c-2s-16c-2s structures, respectively.

As can be seen from these figures, the DCNN-WOA detector indicates outstanding COVID-19 detection results compared with other benchmark models. For the sake of comparison, the proposed DCNN-WOA provides over 98.25% correct COVID-19

**Fig. 5** The Pseudo-code for DCNN-WOA model

| Pseudo-Code DCNN-WOA |
|----------------------|
| **Result:** accuracy, time |
| Initialization of the DCNN structure |
| Calculation process: weights (\( w \)), biases (\( b \)), loss function \( f(x) \): |
| **Initialize** the whales population \( X_i \) (i = 1, 2, ..., n) |
| Calculate the loss function of each candid solution |
| \( X^* = \) the best candid solution (The combination of weights (\( w \)), biases (\( b \))) |
| **While** (\( t < \) max. iterations) |
| for each candid solution |
| Update a, A, C, l, and r |
| if \( r < 0.5 \) |
| if \( |A| < 1 \) |
| Update the position of the current candid solution by the Eq.(1a) |
| else if \( |A| \geq 1 \) |
| Choose a random candid solution |
| Update the position of the current candid solution by the Eq. (6) |
| end if |
| elseif \( r \geq 0.5 \) |
| Update the position of the current candid solution by the Eq. (1b) |
| end |
| for |
| Check the candid solutions move beyond the boundary and modify them |
| Calculate the loss function of each candid solution |
| Update \( X^* \) |
| if there is a better solution |
| \( t = t + 1 \) |
| end |
| **end while** |
| return \( X^* \) |
sample detection for less than a 1.75% false alarm detection rate, which shows the WOA algorithm’s capability to increase the performance of the DCNN model.

Generally, the precision-recall plot shows the tradeoff between recall and precision for various threshold levels [86]. A high area under the precision-recall curve represents both high precision and recall, where high precision indicates a low false-positive rate, and high recall indicates a low false-negative rate [86, 87]. As can be observed from the curves in Figs. 7 and 8, DCNN-WOA has a higher area under the precision-recall curves. Therefore, it indicates a lower false positive and false negative rate than other benchmark detectors.
The obtain accuracy and computational time results for the i-6c-2s-12c-2s structure are summarized in Tables 2 and 3 in order. Also, the obtain accuracy and computational time results for the i-8c-2s-16c-2s network are summarized in Tables 4 and 5, in order. The original DCNN is evaluated only once for each epoch because the accuracy is not changed if the evaluation is repeated with the same experimental condition. In general, the tests conducted showed that the higher the epoch value, the better is the accuracy. For example, in the first epoch, compared to DCNN (84.11), the accuracy increased to 4.01 for MSAD (88.12), 5.18 to DCNN-WOA (89.29), and 2.04 for DUICM (86.15). While in the fifth epoch, compared to DCNN (93.47), the increase of accuracy is 1.94 for MSAD (95.41), 4.09 for DCNN-WOA (97.56), and 0.50 for DUICM (93.97). In the case of 10 epochs, as reported in Table 2, the increase in accuracy compared to DCNN (97.18) is only 0.04 for MSAD (97.22), 2.67 for DCNN-WOA (99.85), and 0.28 for DUICM (97.46).

The simulation results indicate that DCNN-WOA represents the best accuracy for all epochs. Accuracy improvement of DCNN-WOA, compared to the original DCNN, varies for each epoch, with a range of values between 2.67 (the tenth epoch) up to 5.88 (the first epoch). Considering the stochastic nature of WOA and stochastically choosing

### Table 2 Accuracy and STD for i-2s-6c-2s-12c structure

| Epoch | DCNNWOA | MSAD | DUICM | DCNN |
|-------|---------|------|-------|------|
|       | Accuracy (%) | STD | Accuracy (%) | STD | Accuracy (%) | STD | Accuracy (%) | STD |
| 1     | 89.99    | N/A | 88.12 | 0.41 | 86.15 | 0.33 | 84.11 | 0.75 |
| 2     | 93.14    | N/A | 92.11 | 0.37 | 90.22 | 0.21 | 89.22 | 0.31 |
| 3     | 96.22    | N/A | 93.12 | 0.31 | 92.01 | 0.32 | 91.11 | 0.38 |
| 4     | 97.45    | N/A | 94.62 | 0.24 | 92.99 | 0.38 | 92.47 | 0.11 |
| 5     | 97.56    | N/A | 95.41 | 0.18 | 93.97 | 0.14 | 93.47 | 0.29 |
| 6     | 98.88    | N/A | 95.92 | 0.17 | 95.11 | 0.22 | 94.02 | 0.39 |
| 7     | 98.95    | N/A | 96.11 | 0.16 | 96.01 | 0.21 | 95.17 | 0.19 |
| 8     | 98.97    | N/A | 96.77 | 0.12 | 97.11 | 0.13 | 96.58 | 0.21 |
| 9     | 99.37    | N/A | 96.99 | 0.09 | 97.44 | 0.14 | 96.76 | 0.09 |
| 10    | 99.85    | N/A | 97.22 | 0.15 | 97.46 | 0.11 | 97.18 | 0.11 |

![ROC and Precision-recall curves for i-8c-2s-16c-2s models](image.png)
the connection weight of the fully connected layer, the computation time for the DCNN-WOA, compared to the classic DCNN, is in the range of 0.9706 times (for the first epoch: 99.11/102.11) up to 0.8245 times (for the tenth epoch: 934.54/1133.44). It is evident that as the number of epochs increases, the time efficiency of the WOA is more prominent because the stochastic nature of the WOA algorithm leads to decreasing the complexity of the search space. It should be pointed out that the results of the i-8c-2s-16c-2s structure indicated in Tables 4 and 5 approve the prior conclusion for the i-8c-2s-16c-2s network. Consequently, WOA can improve the performance of DCNN with the i-8c-2s-16c-2s structure as well as the i-6c-2s-12c-2s structure.

From the viewpoint of data science experts, the best result could be indicated in terms of the confusion matrix, overall accuracy, precision, recall, ROC curve, etc. However, these optimal results might not be sufficient for medical specialists and radiologists if the results cannot be interpreted. Identifying the Region of Interest (ROI) leading to the network’s decision-making will enhance medical experts’ understanding [88].

| Table 3 | Computation time and STD for i-2s-6c-2s-12c structure |
|---------|-------------------------------------------------------|
| Epoch   | DCNNWOA | MSAD | DUICM | DCNN |
|         | Time (s) | STD  | Time (s) | STD  | Time (s) | STD  | Time (s) | STD  |
| 1       | 99.11    | N/A  | 102.23 | 1.01  | 112.08  | 0.89  | 102.11   | 0.77  |
| 2       | 202.14   | N/A  | 236.03 | 8.54  | 267.11  | 1.54  | 268.47   | 4.33  |
| 3       | 307.68   | N/A  | 347.41 | 2.32  | 399.96  | 2.25  | 299.17   | 0.53  |
| 4       | 362.22   | N/A  | 421.45 | 2.01  | 547.27  | 2.16  | 443.49   | 0.65  |
| 5       | 461.11   | N/A  | 582.47 | 3.96  | 521.27  | 1.37  | 601.77   | 3.09  |
| 6       | 586.31   | N/A  | 692.75 | 1.23  | 636.75  | 5.96  | 721.22   | 2.01  |
| 7       | 657.42   | N/A  | 797.02 | 1.02  | 739.67  | 4.01  | 836.75   | 2.25  |
| 8       | 754.11   | N/A  | 854.43 | 1.74  | 828.73  | 4.36  | 1007.9   | 1.53  |
| 9       | 849.57   | N/A  | 964.12 | 2.01  | 998.89  | 6.02  | 1125.57  | 5.07  |
| 10      | 934.54   | N/A  | 1112.36| 1.97  | 1223.35 | 1.47  | 1133.44  | 4.25  |

| Table 4 | Accuracy and STD for i-2s-8c-2s-16c structure |
|---------|-----------------------------------------------|
| Epoch   | DCNNWOA | MSAD | DUICM | DCNN |
|         | Accuracy (%) | STD | Accuracy (%) | STD | Accuracy (%) | STD | Accuracy (%) | STD |
| 1       | 89.32     | N/A  | 88.17  | 0.32 | 87.25  | 0.31 | 86.22     | 0.65 |
| 2       | 92.56     | N/A  | 91.99  | 0.33 | 87.99  | 0.14 | 87.12     | 0.32 |
| 3       | 93.22     | N/A  | 94.12  | 0.15 | 90.22  | 0.22 | 90.56     | 0.39 |
| 4       | 95.11     | N/A  | 94.52  | 0.25 | 92.25  | 0.41 | 92.72     | 0.11 |
| 5       | 95.75     | N/A  | 95.33  | 0.21 | 94.11  | 0.14 | 93.59     | 0.29 |
| 6       | 95.73     | N/A  | 96.01  | 0.11 | 95.05  | 0.22 | 94.18     | 0.39 |
| 7       | 96.50     | N/A  | 96.57  | 0.11 | 96.32  | 0.21 | 95.15     | 0.19 |
| 8       | 96.86     | N/A  | 96.89  | 0.12 | 96.48  | 0.12 | 95.78     | 0.22 |
| 9       | 97.86     | N/A  | 97.01  | 0.05 | 96.78  | 0.16 | 96.53     | 0.09 |
| 10      | 98.27     | N/A  | 97.27  | 0.12 | 96.92  | 0.11 | 96.89     | 0.05 |
In this section, the results provided by designed networks for the COVID X-ray-5k dataset were investigated. The Class Activation Mapping (CAM) results were displayed for the COVID X-ray-5k dataset to localize the areas suspicious of the Covid-19 virus.

To emphasize the discriminative regions, the probability predicted by the DCNN model for each image class gets mapped back to the last convolutional layer of the corresponding model that is particular to each class. The CAM for a determined image class is the outcome of the activation map of the Rectified Linear Unit (ReLU) layer following the last convolutional layer. It is identified by how much each activation mapping contributes to the final grade of that particular class. The novelty of CAM is the total average pooling layer applied after the last convolutional layer based on the spatial location to produce the connection weights. Thereby, it permits identifying the desired regions within an X-ray image that differentiates the class specificity preceding the Softmax layer, which leads to better predictions.

Demonstration using CAM for DCNN models allows the medical specialists and radiology experts to localize the areas suspicious of the Covid-19 virus indicating in Figs. 9 and 10.

Figures 9 and 10 indicate the results for Covid-19 detection in X-ray images. Figure 9 shows the outcomes for the case marked as ‘Covid-19’ by the radiologist, and the DCNN-WOA model predicts the same and indicates the discriminative area for its decision.

Figure 10 shows the outcomes for a ‘normal’ case in X-ray images, and different regions are emphasized by both comparing models for their prediction of the ‘normal’ subset.

![ROI for positive Covid-19 cases using ACM](image)

**Fig. 9** ROI for positive Covid-19 cases using ACM

| Epoch | DCNN-WOA | MSAD | DUICM | DCNN |
|-------|----------|------|-------|------|
|       | Time (s) | STD  | Time (s) | STD  | Time (s) | STD  | Time (s) | STD  |
| 1     | 95.33    | N/A  | 99.48  | 1.17  | 122.28   | 0.89  | 171.54   | 0.78  |
| 2     | 247.14   | N/A  | 187.41 | 9.78  | 262.18   | 1.47  | 362.15   | 6.01  |
| 3     | 300.04   | N/A  | 342.19 | 2.01  | 399.63   | 2.22  | 399.10   | 0.54  |
| 4     | 352.04   | N/A  | 425.81 | 2.00  | 524.35   | 2.14  | 532.12   | 0.62  |
| 5     | 422.33   | N/A  | 523.15 | 3.98  | 517.23   | 1.36  | 701.91   | 3.01  |
| 6     | 545.87   | N/A  | 699.41 | 1.33  | 680.31   | 5.86  | 811.56   | 2.01  |
| 7     | 625.07   | N/A  | 795.15 | 1.12  | 764.19   | 4.01  | 968.18   | 2.02  |
| 8     | 687.01   | N/A  | 900.61 | 1.67  | 874.74   | 4.48  | 1105.2   | 1.22  |
| 9     | 799.12   | N/A  | 1002.11| 2.34  | 972.87   | 5.78  | 1245.54  | 5.02  |
| 10    | 932.35   | N/A  | 1112.56| 1.97  | 1223.44  | 1.47  | 1473.99  | 4.74  |
Now, medical specialists and radiology experts can choose the network architecture based on these decisions. This kind of CAD visualization would provide a useful second opinion to the medical specialists and radiology experts and also improve their understanding of deep learning models.

5 Conclusion

In this paper, the WOA was proposed to design an accurate DCNN model for positive Covid-19 X-ray detection. The designed detector was benchmarked on the COVID-Xray-5k dataset, and the results were evaluated by a comparative study with classic DCNN, DUICM, and MSAD. The results indicated that the designed detector could present very competitive results compared to these benchmark models. The concept of Class Activation Map (CAM) was also applied to detect the virus’s regions potentially infected. It was found to correlate with clinical results, as confirmed by experts. A few research directions can be proposed for future work with the DCNN-WOA, such as underwater sonar target detection and classification. Also, changing WOA to tackle multi-objective optimization problems can be recommended as a potential contribution. The investigation of the chaotic maps’ effectiveness to improve the performance of the DCNN-WOA can be another research direction. Although the results were promising, further investigation is needed on a larger dataset of COVID-19 images to have a more comprehensive evaluation of accuracy rates.
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