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Abstract: We investigate ergodic properties of Markov semigroups in von Neumann algebras with the help of the notion of constrictor, which expresses the idea of closeness of the orbits of the semigroup to some set, as well as the notion of ‘generalised averages’, which generalises to arbitrary abelian semigroups the classical notions of Cesàro, Borel, or Abel means. In particular, mean ergodicity, asymptotic stability, and structure properties of the fixed-point space are analysed in some detail.
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Introduction

The aim of this paper is to investigate ergodic properties of Markov semigroups acting on the predual of a von Neumann algebra. Our analysis has three main parts. In the first part, we consider the notion of mean ergodicity, show that our definition is equivalent to customary definitions known in some concrete cases, and give a number of criteria for a Markov semigroup to be mean ergodic. In the second part, we make use of the notion of constrictor introduced to ergodic theory in [21] and [22], and then considered in several papers. This notion expresses the idea of closeness of the orbits of the semigroup to some set. We show that the existence of a compact constrictor sufficiently close to the orbits leads to mean ergodicity of the semigroup as well as to interesting structure properties of the fixed-point space of the (dual) semigroup. Moreover, if this constrictor is ‘sufficiently small’, then the semigroup is asymptotically stable – a property which is also known as ‘approach to equilibrium’, and which was studied in many papers. In the third part, we consider generalised averages which are counterparts for arbitrary abelian semigroups of the classical Cesàro, Borel, or Abel means. We show that the mean ergodicity of the semigroup, the structure of the fixed-point space, or asymptotic stability follow from some natural properties of these averages.
In our approach, we avoid the common assumption of complete positivity of the dual semigroup. Instead, we separate out further implications of strong positivity in our conclusions. Also, the continuity of the action of the semigroup turns out to be immaterial in most cases (with the exception of Theorem 19) which allows us to consider an arbitrary abelian semigroup with discrete topology, thereby generalising the customary approach in which the semigroup is indexed either by nonnegative integers or by nonnegative real numbers.

An extensive overview of positive semigroups on the predual of a von Neumann algebra is contained in [5, Section 3.3].

1. Preliminaries and notation

Let $\mathcal{M}$ be an arbitrary von Neumann algebra with predual $\mathcal{M}_*$, acting on a Hilbert space $\mathcal{H}$. The selfadjoint part of $\mathcal{M}$ will be denoted by $\mathcal{M}^h$, and $\mathcal{M}^+$ will stand for the positive part of $\mathcal{M}$. The same notational convention applies to subspaces of $\mathcal{M}$, as well as to $\mathcal{M}_*$ and its subspaces. For any Banach space $X$, we will denote by $X^1$ the unit ball of $X$.

A state on $\mathcal{M}$ is a positive linear functional $\rho: \mathcal{M} \to \mathbb{C}$ of norm one. For a normal (i.e. belonging to $\mathcal{M}_*$) state $\rho$, its support, denoted by $s(\rho)$, is defined as the smallest projection $p$ in $\mathcal{M}$ such that $\rho(p) = \rho(1)$.

There is a decomposition

$$\mathcal{M}^* = \mathcal{M}_* \oplus \mathcal{M}_s^\perp,$$

yielding that each bounded linear functional $\varphi$ on $\mathcal{M}$ is uniquely decomposed as

$$\varphi = \varphi_n + \varphi_s, \quad \varphi_n \in \mathcal{M}_*, \varphi_s \in \mathcal{M}_s^\perp$$

into its normal and singular parts. Accordingly, there are projections $R$ and $R^\perp$ of norm one from $\mathcal{M}^*$ onto $\mathcal{M}_*$ and $\mathcal{M}_s^\perp$ respectively, so that

$$R\varphi = \varphi_n, \quad R^\perp \varphi = \varphi_s.$$

Moreover, $R$ and $R^\perp$ send the positive functionals to positive ones.

Let $(G, +)$ be an abelian semigroup. By a Markov semigroup $(T_t : t \in G)$ we shall mean a semigroup of positive linear maps on $\mathcal{M}_*$ sending states to states. In particular, we have $T_{s+t} = T_sT_t$ for all $s, t \in G$. Considering the adjoint maps $T_t^*: \mathcal{M} \to \mathcal{M}$, we see that $(T_t^*: t \in G)$ is a semigroup of normal positive linear unital operators on $\mathcal{M}$, i.e. a quantum dynamical semigroup. We want to investigate various ergodic properties of $(T_t)$. The investigations of this type have been made almost exclusively for the semigroups $G = \mathbb{R}_+ = [0, \infty)$ or $G = \mathbb{Z}_+ = \mathbb{N} \cup \{0\}$, in the first case with the additional assumption of the continuity of the action $\mathbb{R}_+ \ni t \mapsto T_t$, and in both cases with the additional assumption of complete, or at least strong, positivity of the $T_t^*$. By strong positivity
Ergodic Properties of Markov Semigroups

(also called 1½-positivity or the Schwarz property) for a bounded unital operator \( S \) on \( M \) is meant that \( S(x^*x) \geq S(x)^*S(x) \) for all \( x \in M \) (see e.g. [9, 14]). Our approach unifies the two cases, and includes also the case of multiparameter semigroups. Moreover, it turns out that the continuity assumption is very often redundant, as well as the assumption of stronger positivity of the \( T_t^* \).

For a Markov semigroup \((T_t : t \in G)\), we denote by \( \text{Fix} T \) its fixed-point space, i.e.

\[
\text{Fix} T = \{ \varphi \in M_* : T_t \varphi = \varphi \text{ for all } t \in G \},
\]

and in line with our notational convention

\[
(\text{Fix} T)^h = \{ \varphi \in M_*^h : T_t \varphi = \varphi \text{ for all } t \in G \}.
\]

Accordingly, by \( \text{Fix} T^* \) we denote the fixed-point space of the semigroup \((T_t^* : t \in G)\), i.e.

\[
\text{Fix} T^* = \{ x \in M : T_t^* x = x \text{ for all } t \in G \},
\]

and

\[
(\text{Fix} T^*)^h = \{ x \in M^h : T_t^* x = x \text{ for all } t \in G \}.
\]

Observe that always 0, 1 \( \in \text{Fix} T^* \), while it may happen that \( \text{Fix} T = \{0\} \).

\[2. \text{ Semigroups: limits and means. Generalised averages}\]

Much of what will be said below belongs to the folklore of semigroup theory. However, for the convenience of the reader and since it will be referred to repeatedly in the sequel, we present all the needed material here.

Since an important role in many considerations for the semigroups \( \mathbb{R}_+ \) or \( \mathbb{Z}_+ \) is played by limits at infinity such as \( \lim_{t \to \infty} T_t \) or \( \lim_{n \to \infty} T^n \), our first step consists in generalising the notion of limit to an arbitrary abelian semigroup \( G \). To this end, suppose that the following relation ‘\( \leq \)’ between elements of \( G \) is given making \((G, \leq)\) a directed set:

\[
(1) \quad s \leq t \text{ if } s = t \text{ or there is } u \in G \text{ such that } t = s + u.
\]

It is obvious that the natural orders on \( \mathbb{Z}_+, \mathbb{R}_+ \), or the multiparameter semigroup \( \mathbb{R}^d_+ = \{(t_1, \ldots, t_d) : t_i \geq 0, i = 1, \ldots, d\} \) are defined by (1). The relation ‘\( \leq \)’ defined by condition (1) was considered in [5, Section 1.3.9], and without the requirement \( s = t \) in [19, p. 75]. The notion ‘\( \lim_{t \in G} \)’, which shall be crucial in our further considerations, was (in the language of filters) exploited in [7] for an abelian semigroup of operators acting on a Banach space. Quite recently, this notion has also been exploited in the same setup in [11].
Let \( \{a_t : t \in G\} \) be a (bounded) net of real numbers. We define \( \limsup_{t \in G} a_t \) by the formula
\[
\limsup_{t \in G} a_t = \inf_{s \in G} \sup_{t \in G} \{a_t : t \geq s\}.
\]
(As usual, we write \( t \geq s \) if \( s \leq t \).) It is seen that for a real number \( \alpha \) we have \( \limsup_{t \in G} a_t \leq \alpha \) if and only if for any \( \varepsilon > 0 \) there is \( t_0 \in G \) such that for all \( t \geq t_0 \) the inequality \( a_t \leq \alpha + \varepsilon \) holds.

Let \( \ell^\infty(G) \) be the Banach space of all bounded functions on \( G \). A functional \( m \in \ell^\infty(G)^* \) is called a mean if it satisfies
\begin{enumerate}
  \item \( m(f) = \overline{m(f)} \) for all \( f \in \ell^\infty(G) \),
  \item \( \inf_{t \in G} f(t) \leq m(f) \leq \sup_{t \in G} f(t) \) for all real-valued \( f \in \ell^\infty(G) \).
\end{enumerate}

Equivalently, \( m \) is a positive functional of norm one, i.e. a state on \( \ell^\infty(G) \). Denote by \( \delta_t \) a functional on \( \ell^\infty(G) \) defined as \( \delta_t(f) = f(t) \). Then it is known that \( m \) lies in the weak*-closure of the convex hull of all \( \delta_t \) with \( t \in G \). Consequently, there is a net \( \{g_\gamma : \gamma \in \Gamma\} \) of elements from this convex hull such that
\[
m = \text{weak}^*-\lim_{\gamma \in \Gamma} g_\gamma
\]
(cf. e.g. [13]). Since each \( g_\gamma \) has the form \( g_\gamma = \sum_{i=1}^{n_\gamma} \lambda_\gamma^i \delta_{t_\gamma^i} \), with \( n_\gamma \) positive integers, \( \lambda_\gamma^i \), for \( i = 1, \ldots, n_\gamma \), positive numbers satisfying \( \sum_{i=1}^{n_\gamma} \lambda_\gamma^i = 1 \), and \( t_\gamma^i \), for \( i = 1, \ldots, n_\gamma \), elements from \( G \), we obtain
\[
m = \text{weak}^*-\lim_{\gamma \in \Gamma} \sum_{i=1}^{n_\gamma} \lambda_\gamma^i \delta_{t_\gamma^i},
\]
with the nets \( \{n_\gamma : \gamma \in \Gamma\} \), \( \{\lambda_\gamma^i : \gamma \in \Gamma\} \), and \( \{t_\gamma^i : \gamma \in \Gamma\} \) as above.

For \( s \in G \) and \( f \in \ell^\infty(G) \), define the function \( f_s \in \ell^\infty(G) \) by the formula
\[
f_s(t) = f(t + s), \quad t \in G.
\]
If the mean \( m \) satisfies
\[
m(f_s) = m(f) \quad \text{for all } f \in \ell^\infty(G) \text{ and all } s \in G,
\]
then it is called an invariant mean. It is known that such means exist on \( \ell^\infty(G) \) for any abelian semigroup \( G \) (see e.g. [2] or [13]).
Note that, if for \( f, g \in \ell^\infty(G) \) we have \( f(t) = g(t) \) for all \( t \geq t_0 \), then \( m(f) = m(g) \) for each invariant mean \( m \) (it follows from the invariance of \( m \) and the equality \( f_{t_0} = g_{t_0} \)). For such a mean we also have

\[
m(f) = 0
\]

if \( \lim_{t \in G} f(t) = 0 \). Indeed, for any \( \varepsilon > 0 \) there is \( t_0 \) such that \( |f_{t_0}| < \varepsilon \), hence

\[
|m(f)| = |m(f_{t_0})| \leq \varepsilon.
\]

It follows that if there exists \( \lim_{t \in G} f(t) = c \), then

\[
m(f) = c = \lim_{t \in G} f(t).
\]

A generalised average on \( G \) is a net \( \{A_\gamma : \gamma \in \Gamma\} \) of states on \( \ell^\infty(G) \) such that, for any \( f \in \ell^\infty(G) \) and any \( t \in G \),

\[
\lim_{\gamma \in \Gamma} |A_\gamma(f_t) - A_\gamma(f)| = 0.
\]

Fundamental examples of such averages are the following Cesàro means:

- \( G = \mathbb{Z}_+, \Gamma = \{1, 2, \ldots\} \),

\[
A_n(f) = \frac{1}{n} \sum_{k=0}^{n-1} f(k), \quad f = (f(k))_{k \in \mathbb{Z}_+},
\]

- \( G = \mathbb{R}_+, \Gamma = (0, \infty) \). Here the means \( A_t \) are defined on the space \( C_b(G) \) of bounded continuous functions on \( G \), where \( G \) is endowed with the natural topology,

\[
A_t(f) = \frac{1}{t} \int_0^t f(s) \, ds,
\]

the following Borel means:

- \( G = \mathbb{Z}_+, \Gamma = [0, \infty) \),

\[
A_\gamma(f) = e^{-\gamma} \sum_{k=0}^{\infty} \frac{\gamma^k}{k!} f(k), \quad f = (f(k))_{k \in \mathbb{Z}_+},
\]

and the following Abel means:

- \( G = \mathbb{Z}_+, \Gamma = (1, \infty) \),

\[
A_\gamma(f) = (\gamma - 1) \sum_{k=0}^{\infty} \frac{f(k)}{\gamma^{k+1}}, \quad f = (f(k))_{k \in \mathbb{Z}_+},
\]

where in the net \( \{A_\gamma : \gamma \in (1, \infty)\} \) the set \( (1, \infty) \) is directed according to the order reversed to the natural one.
An interesting example of generalised averages for arbitrary abelian semigroups is given by the following notion due to Hugenholtz (see [16]). A net \( \{h_\gamma : \gamma \in \Gamma\} \) in \( \ell^\infty(G) \) is called an \( M \)-net (not to be confused with \( M \)-nets considered in [6]) if

(i) for each \( \gamma \in \Gamma \), we have \( h_\gamma \geq 0 \),

(ii) for each \( \gamma \in \Gamma \), we have \( \sum_{t \in G} h_\gamma(t) = 1 \),

(iii) for each \( s \in G \), we have

\[
\lim_{\gamma \in \Gamma} \sum_{t \in G} |h_\gamma(t + s) - h_\gamma(t)| = 0.
\]

The lemma below shows how \( M \)-nets can be employed for the construction of generalised averages.

**Lemma 1.** Assume that the order \( \leq \) on \( G \) enjoys the property

\[
s \leq t \text{ if and only if there is } u \in G \text{ such that } t = s + u,
\]

and put

\[
A_\gamma(f) = \sum_{t \in G} h_\gamma(t)f(t), \quad f \in \ell^\infty(G),
\]

where \( \{h_\gamma : \gamma \in \Gamma\} \) is an \( M \)-net. Then \( \{A_\gamma : \gamma \in \Gamma\} \) is a generalised average on \( G \).

**Proof:** We have

\[
\sum_{t \not\leq s} h_\gamma(t) = \sum_{t \in G} h_\gamma(t) - \sum_{t \not\geq s} h_\gamma(t) = \sum_{t \in G} h_\gamma(t) - \sum_{t \in G} h_\gamma(t + s),
\]

which yields

\[
\sum_{t \not\geq s} h_\gamma(t) \leq \sum_{t \in G} |h_\gamma(t) - h_\gamma(t + s)|.
\]

Thus, on account of condition (iii), we get

\[
\lim_{\gamma \in \Gamma} \sum_{t \not\geq s} h_\gamma(t) = 0.
\]

From this we obtain for each \( f \in \ell^\infty(G) \),

\[
\lim_{\gamma \in \Gamma} \sum_{t \not\geq s} h_\gamma(t)f(t) = 0.
\]
Now, we have for each $s \in G$,
\[
\sum_{t \geq s} h_\gamma(t)f(t) = \sum_{t \in G} h_\gamma(t+s)f(t+s),
\]
and thus
\[
|A_\gamma(f_s) - A_\gamma(f)| = \left| \sum_{t \in G} h_\gamma(t)f_s(t) - \sum_{t \in G} h_\gamma(t)f(t) \right|
\]
\[
= \left| \sum_{t \in G} h_\gamma(t)(f(t+s) - f(t)) \right|
\]
\[
\leq \left| \sum_{t \in G} h_\gamma(t)f(t+s) - \sum_{t \in G} h_\gamma(t)f(t) \right| + \left| \sum_{t \geq s} h_\gamma(t)f(t) \right|
\]
\[
= \left| \sum_{t \in G} h_\gamma(t)f(t+s) - \sum_{t \in G} h_\gamma(t+s)f(t+s) \right| + \left| \sum_{t \geq s} h_\gamma(t)f(t) \right|
\]
\[
\leq \sum_{t \in G} |h_\gamma(t) - h_\gamma(t+s)||f(t+s)| + \left| \sum_{t \geq s} h_\gamma(t)f(t) \right|.
\]

The first sum on the right hand side tends to 0 by virtue of the definition of an M-net, and so does the second by virtue of formula (6). This shows that $\{A_\gamma : \gamma \in \Gamma\}$ is a generalised average on $G$. \hfill \Box

It is clear that for an invariant mean $m$ we can define a generalised average taking e.g. $A_\gamma = m$ for all $\gamma$, or
\[
A_\gamma = \sum_{i=1}^{n_\gamma} \lambda_i^\gamma \delta_{t^\gamma},
\]
where the sum on the right hand side is as in condition (2), i.e. these sums converge to $m$. An important fact about generalised averages is that the converse also holds true, i.e. they define invariant means on $\ell^\infty(G)$. Namely, let $\{A_\gamma : \gamma \in \Gamma\}$ be a generalised average on $G$. Put
\[
K = \{f \in \ell^\infty(G) : \lim_{\gamma \in \Gamma} A_\gamma(f) \text{ exists}\}.
\]
$K$ is a closed subspace of $\ell^\infty(G)$. Define $m_0 : K \to \mathbb{C}$ by
\[
m_0(f) = \lim_{\gamma \in \Gamma} A_\gamma(f), \quad f \in K.
\]
$m_0$ is a linear functional of norm one on $K$. By the Hahn–Banach Theorem, $m_0$ is extended to a linear functional $m$ of norm one on $\ell^\infty(G)$.
such that $m(1) = 1$. It follows that $m$ is a state. For any $s \in G$, we have from the definition of generalised averages the relation

$$\lim_{\gamma \in \Gamma} A_\gamma(f_s - f) = 0,$$

and thus $f_s - f \in \mathbb{K}$. Consequently,

$$0 = \lim_{\gamma \in \Gamma} A_\gamma(f_s - f) = m_0(f_s - f) = m(f_s - f),$$

showing that $m$ is an invariant mean. Each such mean is said to be associated with the generalised average $\{A_\gamma : \gamma \in \Gamma\}$.

**Remark 1.** For the semigroup $\mathbb{Z}_+$ and M-nets $\{h_n^{(1)} : n = 0, 1, \ldots\}$, $\{h_\gamma^{(2)} : \gamma > 0\}$, and $\{h_\gamma^{(3)} : \gamma > 1\}$ defined as

$$h_n^{(1)}(k) = \begin{cases} \frac{1}{n} & \text{for } 0 \leq k \leq n - 1, \\ 0 & \text{for } k \geq n, \end{cases}$$

$$h_\gamma^{(2)}(k) = e^{-\gamma \frac{k}{k!}}, \quad k = 0, 1, \ldots,$$

and

$$h_\gamma^{(3)}(k) = \frac{\gamma - 1}{\gamma^{k+1}}, \quad k = 0, 1, \ldots,$$

the generalised averages have the form

$$A_n^{(1)}(f) = \frac{1}{n} \sum_{k=0}^{n-1} f(k),$$

$$A_\gamma^{(2)}(f) = e^{-\gamma} \sum_{k=0}^{\infty} \frac{\gamma^k}{k!} f(k),$$

and

$$A_\gamma^{(3)}(f) = (\gamma - 1) \sum_{k=0}^{\infty} \frac{f(k)}{\gamma^{k+1}},$$

for $f \in \ell^\infty(\mathbb{Z}_+)$. Thus, we obtain the Cesàro means $A_n^{(1)}$, the Borel means $A_\gamma^{(2)}$, and the Abel means $A_\gamma^{(3)}$. (See also [26] where M-nets were used in deriving some ergodic theorems on von Neumann algebras.)

A central role in our considerations will be played by the following construction. Let $M$ be a bounded linear functional on $\ell^\infty(G)$. Let $\widehat{\varphi} = \ldots$
(ϕₜ)ₜ∈G ∈ ℓ∞(G, M*) – the bounded functions on G with values in M*.
For such a map ̂ϕ, we define a functional ̂M̂ϕ ∈ M* by

\[ ̂M̂ϕ(x) = M(ε_x( ̂ϕ)), \quad x ∈ M, \]

where \( ε_x( ̂ϕ) \) ∈ ℓ∞(G) is defined by

\[ ε_x( ̂ϕ)(t) = ϕ_t(x), \quad t ∈ G. \]

It is easily seen that if M is a state and all \( ϕ_t \) are states, then ̂M̂ϕ is a state too. In what follows, we shall usually employ the notation ̂M[ϕ₁] instead of ̂M{ϕ} in such cases.

If \((T_t : t ∈ G)\) is a Markov semigroup, then \((T_t^{**} : t ∈ G)\) is clearly a semigroup of positive linear maps on M*. We define a map \( M_T : M* → M* \) by the formula

\[ M_T(φ) = ̂M_{[T_t^{**}φ]}, \quad φ ∈ M*, \]

where \([T_t^{**}φ]\) is shorthand for the map \( t ↦ T_t^{**}φ \) from \( ℓ∞(G, M*) \).

The above construction will be employed in the following two situations.

1. \( M \) is an invariant mean \( m \).

Then from formula (2) we obtain

\[ ̂m_{[ϕ₁]}(x) = m([t ↦ ϕ_t(x)]) = \lim_{γ} \sum_{i=1}^{n_γ} λ^γ_i ϕ_{t_i^γ}(x), \]

which means that

\[ ̂m_{[ϕ₁]} = \text{weak}^*\lim_γ φ_γ, \]

where

\[ φ_γ = \sum_{i=1}^{n_γ} λ^γ_i ϕ_{t_i^γ}. \]

As before, we see that if \( ϕ_t = ψ_t \) for all \( t ≥ t_0 \), then ̂m_{[ϕ₁]} = ̂m_{[ψ₁]}.

For a Markov semigroup \((T_t : t ∈ G), \ φ ∈ M*, \) and arbitrary \( x ∈ M, \)

define \( f^x ∈ ℓ∞(G) \) by

\[ f^x(t) = (T_t^{**}φ)(x), \quad t ∈ G. \]

Then for any \( s ∈ G, \) we have

\[ f^{T_s^x}(t) = (T_t^{**}φ)(T_s^*x) = (T_{t+s}^{**}φ)(x) = (f^x)_s(t), \]

and thus

\[ (T_s^{**}m_T(φ))(x) = m_T(φ)(T_s^*x) = m(f^{T_s^x}), \]

\[ = m((f^x)_h) = m(f^x) = m_T(φ)(x), \]
which means that $m_T(\varphi)$ is $(T_t^{**})$-invariant. Moreover, $m_T$ is a positive projection of norm one onto the space of all $(T_t^{**})$-fixed points of $M^*$ sending states to states (the map $m_T$ was employed in [25]).

2. $M = A_\gamma$ — one single term of a generalised average. Then

$$\left(A_\gamma\right)_T(\varphi) = (\tilde{A}_\gamma)[T_t^{*}\varphi], \quad \varphi \in M^*.$$ 

In particular, if $\varphi \in \text{Fix} T$, then $T_t\varphi = \varphi$, hence

$$\left(A_\gamma\right)_T(\varphi) = \varphi.$$

Let now $\tilde{\varphi}$ be an arbitrary weak*-limit point of the net $\{(A_\gamma)_T(\varphi)\}$, where $\varphi \in M^*$. Then there is a subnet $\{\gamma'\}$ such that for each $x \in M$

$$\lim_{\gamma'}(A_{\gamma'})_T(\varphi)(x) = \tilde{\varphi}(x).$$

Let $m$ be an invariant mean associated with the net $\{A_{\gamma'}\}$. Then for each fixed $x \in M$, we have

$$(A_{\gamma'})_T(\varphi)(x) = (\tilde{A}_{\gamma'})[T_t^{*}\varphi](x) = A_{\gamma'}([t \mapsto (T_t^{**}\varphi)(x)]),$$

and passing to the limit, we obtain

$$\tilde{\varphi}(x) = \lim_{\gamma'}(A_{\gamma'})_T(\varphi)(x) = \lim_{\gamma'} A_{\gamma'}([t \mapsto (T_t^{**}\varphi)(x)])$$

$$= m([t \mapsto (T_t^{**}\varphi)(x)]) = \tilde{m}[T_t^{*}\varphi](x) = m_T(\varphi)(x),$$

showing that $\tilde{\varphi}$ is $(T_t^{**})$-invariant.

It is interesting to compare a generalised average $\{(A_\gamma)_T : \gamma \in \Gamma\}$ with the notion of a weak $(T_t^{**})$-ergodic net considered e.g. in [19, Chapter 2]. Such a net $\{\hat{A}_\gamma : \gamma \in \Gamma\}$ is defined in our setting by the following conditions:

$(E1)$ each $\hat{A}_\gamma$ is a linear operator on $M^*$,

$(E2)$ for each $\varphi \in M^*$ and all $\gamma \in \Gamma$, we have $\hat{A}_\gamma \varphi \in \text{conv}\{T_t^{**}\varphi : t \in G\}$, where the closure is in the weak (equivalently, norm) topology,

$(E3)$ the $\hat{A}_\gamma$ are equicontinuous,

$(E4)$ for every $\varphi \in M^*$ and every $s \in G$,

$$\text{weak- lim}_{\gamma}(\hat{A}_\gamma T_t^{**}\varphi - \hat{A}_\gamma \varphi) = 0.$$
As for condition (E4), we have for arbitrary \( x \in \mathcal{M} \), every \( \varphi \in \mathcal{M}^* \), and every \( s \in G \),
\[
(A_\gamma)_T(T_s^{**}\varphi)(x) = A_\gamma([t \mapsto (T_{t+s}\varphi)(x)]) = A_\gamma(f_s^x),
\]
and
\[
(A_\gamma)_T(\varphi)(x) = A_\gamma([t \mapsto (T_t\varphi)(x)]) = A_\gamma(f^x),
\]
and thus on account of condition (5) for generalised averages we get
\[
|(A_\gamma)_T(T_s^{**}\varphi) - (A_\gamma)_T(\varphi))(x)| = |A_\gamma(f_s^x) - A_\gamma(f^x)| \rightarrow 0,
\]
so condition (E4) is satisfied if instead of a weak limit we take a weak* limit. A similar situation occurs with condition (E2). Since \( A_\gamma \) are states on \( \ell^\infty(G) \), they belong to the weak* closure of \( \text{conv}\{\delta_t : t \in G\} \) which yields that \( (A_\gamma)_T(\varphi) \) belong to the weak* closure of \( \text{conv}\{T_t^{**}\varphi : t \in G\} \) instead of the weak closure. Consequently, the generalised average \( \{(A_\gamma)_T : \gamma \in \Gamma\} \) could be named a weak* \( (T_t^{**}) \)-ergodic net. However, it is an open problem if for such nets results analogous to e.g. Theorem II.1.5 or Theorem II.1.9 in [19] hold.

**Remark 2.** Let \( \{A_\gamma : \gamma \in \Gamma\} \) be an arbitrary generalised average on \( G \). Since the \( A_\gamma \) are, in principle, arbitrary states on \( \ell^\infty(G) \) (the crucial property (5) refers to the limiting behaviour of \( A_\gamma(f) \)), we cannot expect that \( (A_\gamma)_T(\varphi) \in \mathcal{M}_* \) for \( \varphi \in \mathcal{M}_* \). However, if the \( A_\gamma \) are defined by means of M-nets as in Lemma 1, then this condition is satisfied. Indeed, in this case we have
\[
(A_\gamma)_T(\varphi) = \sum_{t \in G} h_\gamma(t)T_t\varphi,
\]
and the series on the right hand side converges in norm since
\[
\sum_{t \in G} \|h_\gamma(t)T_t\varphi\| = \sum_{t \in G} h_\gamma(t)\|T_t\varphi\| \leq \sum_{t \in G} h_\gamma(t)\|\varphi\| = \|\varphi\|
\]
by properties (i) and (ii) of M-nets. Consequently, if \( \varphi \in \mathcal{M}_* \), then \( h_\gamma(t)T_t\varphi \in \mathcal{M}_* \), and the norm convergence implies \( (A_\gamma)_T(\varphi) \in \mathcal{M}_* \). Observe that in this case the generalised average \( \{(A_\gamma)_T : \gamma \in \Gamma\} \) is exactly a weak \( (T_t) \)-ergodic net as in [19, Chapter 2].

Let \( (T_t : t \in G) \) be a Markov semigroup, and let \( \varphi \in \mathcal{M}_* \). We are interested in the behaviour of the orbit \( (T_t\varphi : t \in G) \). In particular, when this orbit is close to some set. Thus, let \( \mathcal{A} \subset \mathcal{M}_* \) and let \( \alpha \geq 0 \). Following the idea in [21] and [22], \( \mathcal{A} \) is said to be an \( \alpha \)-constrictor for the semigroup \( (T_t) \) if for each normal state \( \varphi \) we have
\[
\limsup_{t \in G} \text{dist}(T_t\varphi, \mathcal{A}) \leq \alpha,
\]
where \( \text{dist}(\varphi, A) \) denotes the distance of the element \( \varphi \) from the set \( A \), i.e.

\[
\text{dist}(\varphi, A) = \inf\{\|\varphi - \psi\| : \psi \in A\}.
\]

(Note that this definition of an \( \alpha \)-constrictor is slightly different, and less demanding, than that in [9] where condition (8) is assumed to hold for any hermitian \( \varphi \) in the unit ball.) It is easily seen that \( A \) is an \( \alpha \)-constrictor for \((T_t)\) if and only if for every normal state \( \varphi \) there is \( \psi_t \in A \) such that

\[
\limsup_{t \in G} \|T_t\varphi - \psi_t\| \leq \alpha,
\]

i.e. for every \( \varphi \in M^+_* \), there are \( \psi_t \in A \) such that

\[
\limsup_{t \in G} \|T_t\varphi - (\|\varphi\|\psi_t)\| \leq \alpha \|\varphi\|,
\]

which in turn is equivalent to the condition: for any \( \varphi \in M^+_* \) and any \( \beta > \alpha \), there are \( \psi_t \in A \) and \( t_0 \in G \) such that for all \( t \geq t_0 \)

\[
\|T_t\varphi - (\|\varphi\|\psi_t)\| \leq \beta \|\varphi\|.
\]

In particular, for \( \alpha = 0 \), we simply have for every normal state \( \varphi \)

\[
\lim_{t \in G} \|T_t\varphi - \psi_t\| = 0,
\]

i.e. for every \( \varphi \in M^*_* \),

\[
\lim_{t \in G} \|T_t\varphi - (\|\varphi\|\psi_t)\| = 0.
\]

The last condition leads in a natural way to the following definition. \( A \) is said to be a weak 0-constrictor (i.e. \( \sigma(M_*, M) \) 0-constrictor) for the semigroup \((T_t)\) if for every \( \varphi \in M^+_* \), there are \( \psi_t \in A \) such that

\[
\text{weak-}\lim_{t \in G}(T_t\varphi - \|\varphi\|\psi_t) = 0.
\]

Remark 3. The notion of constrictor, also called attractor, was considered in a number of papers. In particular, in [7] quasi-constrictivity of a semigroup of operators acting on a Banach space was introduced, while in [18] constrictive operators on \( L^1 \) were studied. This type of investigation together with constrictive operators on \( C(X) \) was performed also in [31].
3. Mean ergodicity

Consider now the notion of mean ergodicity. For the semigroups \((T_t : t \in \mathbb{R}_+)\) or \((T^n : n \in \mathbb{Z}_+)\), it is usually defined as the existence of norm limits of the Cesàro means. Namely, for each \(\varphi \in \mathcal{M}_+\), the limits
\[
\lim_{t \to \infty} \frac{1}{t} \int_0^t T_s \varphi \, ds = m_T(\varphi) \quad \text{or} \quad \lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} T^k \varphi = m_T(\varphi)
\]
extist. Since the \(m_T\) are examples of invariant means, a natural definition of ergodicity for the semigroup \((T_t : t \in G)\) could be as follows. \((T_t)\) is said to be mean ergodic if for every \(\varphi \in \mathcal{M}_+\) we have \(m_T(\varphi) \in \mathcal{M}_+\), where \(m\) is an invariant mean on \(\ell^\infty(G)\). Below, we show that this property does not depend on the choice of mean \(m\). Notice that the seemingly abstract definition above gives, in the cases of concrete semigroups \(\mathbb{R}_+\) or \(\mathbb{Z}_+\) exactly the customary notion of mean ergodicity. Namely, on account of formula (7), we have for every \(\varphi \in \mathcal{M}_+\)
\[
(10) \quad m_T(\varphi) = \text{weak-} \lim_{\gamma} \sum_{i=1}^{n_\gamma} \lambda^\gamma_i T_{t^\gamma_i} \varphi,
\]
and the condition \(m_T(\varphi) \in \mathcal{M}_+\) means that \(m_T(\varphi) \in \overline{\text{conv}}\{T_t \varphi : t \in G\}\), where the closure is in the \(\sigma(\mathcal{M}_+, \mathcal{M})\)- (i.e. weak) topology. From Mazur’s Theorem, it follows that \(m_T(\varphi)\) belongs to the closure of \(\overline{\text{conv}}\{T_t \varphi : t \in G\}\) in the norm topology. Since \(m_T(\varphi)\) is obviously \((T_t)\)-invariant, the mean ergodic theorem ([19, Theorem II.1.1]) yields that \(m_T(\varphi)\) is a limit of the Cesàro means.

It is interesting to compare the definition of mean ergodicity given above with the one formulated for a general semigroup of mappings in [30]. We shall do this after Remark 4 when we have some additional notions at our disposal.

**Lemma 2.** Let \(\varphi \in \mathcal{M}_+\). If \(m'_T(\varphi) \in \mathcal{M}_+\) for some invariant mean \(m'\), then for every invariant mean \(m\) we have \(m_T(\varphi) = m'_T(\varphi)\).

**Proof:** As seen before, \(m'_T(\varphi)\) belongs to the closure of \(\overline{\text{conv}}\{T_t \varphi : t \in G\}\) in the norm topology, so there is a net \(\{\varphi_\gamma\} \subset \overline{\text{conv}}\{T_t \varphi : t \in G\}\) such that
\[
m'_T(\varphi) = \text{norm-} \lim_{\gamma} \varphi_\gamma.
\]
Take an arbitrary \(\varepsilon > 0\), and let \(\gamma_0\) be such that
\[
\|m'_T(\varphi) - \varphi_{\gamma_0}\| < \varepsilon.
\]
Since
\[ \varphi_{\gamma_0} = \sum_{i=1}^{r} \lambda_i T_i \varphi \]
for some \( \lambda_i \geq 0, \sum_{i=1}^{r} \lambda_i = 1, \) and \( t_i \in G, \) we have
\[ m_T(\varphi_{\gamma_0}) = \sum_{i=1}^{r} \lambda_i m_T(T_i \varphi) = m_T(\varphi), \]
and
\[ m_T(m'_T(\varphi)) = m'_T(\varphi), \]
because \( m'_T(\varphi) \in \text{Fix } T. \) Consequently,
\[ \varepsilon > \| m_T(m'_T(\varphi) - \varphi_{\gamma_0}) \| = \| m'_T(\varphi) - m_T(\varphi) \|, \]
showing the claim. \( \square \)

In [24], under the assumption \( \text{Fix } T \neq \{0\}, \) a positive normal norm-one projection \( E : M \to \text{Fix } T^* \) was defined by the formula
\[ (11) \quad E = (R \circ m_T|M_*)^*, \]
(observe that \( R \circ m_T|M_* \) is a map from \( M_* \) into \( M_* \), so its adjoint maps \( M \) into \( M \)). It was shown there that the following assertions hold:

(i) \( \text{Fix } T = \{ \varphi \circ E : \varphi \in M_* \}, \)
(ii) \( T^*_t E = E T^*_t = E \) for each \( t \in G; \) in particular, \( \text{Range } E \subset \text{Fix } T^* \),
(cf. [24, Theorem 11]). However, even without the assumption \( \text{Fix } T \neq \{0\} \) a map \( E \) may still be defined by formula (11), and it is seen that also in this case assertions (i) and (ii) hold. Indeed, observe first that for every \( \varphi \in M^* \) and every \( t \in G, \) we have, by the definition of \( m_T, \)
\[ m_T(\varphi) \circ T^*_t = m_T(\varphi), \]
and, on account of [24, Proposition 2], the following implication holds:
\[ \varphi \circ T^*_t = \varphi \quad \text{implies } \quad (R \varphi) \circ T^*_t = R \varphi. \]
These two facts yield
\[ (R \circ m_T)(\varphi) \circ T^*_t = (R \circ m_T)(\varphi). \]
Consequently, for each \( \varphi \in \mathcal{M}_* \) we have
\[
\varphi(T_t^*(Ex)) = \varphi(T_t^*((R \circ m_T|\mathcal{M}_*)^*(x))) = (T_t\varphi)((R \circ m_T|\mathcal{M}_*)^*(x))
= (R \circ m_T|\mathcal{M}_*)(T_t\varphi)(x) = (R \circ m_T|\mathcal{M}_*)(\varphi)(x)
= \varphi((R \circ m_T|\mathcal{M}_*)^*(x)) = \varphi(Ex),
\]
showing that
\[
T_t^*E = E,
\]
and
\[
\varphi(\mathbb{E}(T_t^*x)) = \varphi((R \circ m_T|\mathcal{M}_*)^*(T_t^*x)) = (R \circ m_T|\mathcal{M}_*)(\varphi)(T_t^*x)
= (R \circ m_T|\mathcal{M}_*)(\varphi)(x) = \varphi((R \circ m_T|\mathcal{M}_*)^*x) = \varphi(Ex),
\]
showing that
\[
\mathbb{E}T_t^* = \mathbb{E}.
\]
Now, since \( \mathbb{E}T_t^* = \mathbb{E} \), we clearly have \( \{ \varphi \circ \mathbb{E} : \varphi \in \mathcal{M}_* \} \subset \text{Fix } T \). On the other hand, for \( \varphi \in \text{Fix } T \) we have \( m_T(\varphi) = \varphi \), and thus \( (R \circ m_T)(\varphi) = \varphi \), which yields for each \( x \in \mathcal{M} \),
\[
\varphi(\mathbb{E}x) = \varphi((R \circ m_T|\mathcal{M}_*)^*x) = (R \circ m_T)(\varphi)(x) = \varphi(x),
\]
showing that \( \varphi = \varphi \circ \mathbb{E} \). Hence \( \text{Fix } T \subset \{ \varphi \circ \mathbb{E} : \varphi \in \mathcal{M}_* \} \). Now it is easily seen that the following equivalence holds:
\[
\text{Fix } T = \{0\} \quad \text{if and only if} \quad \mathbb{E} = 0.
\]

In general, a (normal) projection \( \mathbb{E} : \mathcal{M} \to \text{Fix } T^* \) satisfying conditions (i) and (ii) is said to be a \textit{quasi-ergodic projection}, while if \( \mathbb{E} \) is defined by formula (11), then it is called the \textit{quasi-ergodic projection associated with } \( m \). We have the following characterisation of mean ergodicity in terms of the quasi-ergodic projection.

**Proposition 3.** Let \( \mathbb{E} \) be the quasi-ergodic projection associated with an invariant mean \( m \). The following conditions are equivalent:

(i) \( (T_t) \) is mean ergodic,

(ii) \( \mathbb{E} \mathcal{M} = \text{Fix } T^* \),

(iii) \( \mathbb{E} \) is unital.

Proof: (i) \( \implies \) (ii) The condition \( m_T(\mathcal{M}_*) \subset \mathcal{M}_* \) yields \( \mathbb{E} = (m_T|\mathcal{M}_*)^* \). For every \( \varphi \in \mathcal{M}_* \), every \( x \in \text{Fix } T^* \), and every \( t \in G \), we have
\[
\varphi(x) = \varphi(T_t^*x) = (T_t\varphi)(x),
\]

hence
\[
\varphi(x) = \tilde{m}_{[T_t\varphi]}(x) = m_T(\varphi)(x) = \varphi(\mathbb{E}x).
\]

Consequently,
\[
\mathbb{E}x = x \quad \text{for } x \in \text{Fix } T^*,
\]
showing that \( E \) is surjective.
(ii) \( \implies \) (iii) Obvious, because \( \mathbb{1} \in \text{Fix } T^* \).

(iii) \( \implies \) (i) Take an arbitrary normal state \( \varphi \). Then, from the definition of \( E \) we have

\[
\varphi \circ E = (R \circ m_T)(\varphi) = m_T(\varphi)_{n} \quad \text{the normal part of } m_T(\varphi).
\]

Hence

\[
m_T(\varphi)_{n}(\mathbb{1}) = \varphi(E(\mathbb{1})) = \varphi(\mathbb{1}) = 1,
\]

so for the singular part we obtain

\[
m_T(\varphi)_{s}(\mathbb{1}) = 0,
\]

which means that \( m_T(\varphi)_{s} = 0 \), i.e. \( m_T(\varphi) \) is normal. Since the normal states linearly span \( M_* \), it follows that \( (T_t) \) is mean ergodic. \( \square \)

In [24, Corollary 13], it was shown that there is at most one positive normal norm-one projection \( E \) such that

(i) \( \{ \varphi \circ E : \varphi \in M_* \} = \text{Fix } T \),

(ii) \( E(M) = \text{Fix } T^* \).

Consequently, if the quasi-ergodic projection \( E \) associated with invariant mean \( m \) satisfies the conditions of Proposition 3, then \( E \) is unique; in other words it is independent of \( m \). In this case \( E \) will be called the \textit{ergodic projection for } \( (T_t) \), and will be denoted by \( E^T \). From formula (10), we obtain, by virtue of the relation \( E^T = (m_T|M_*)^* \),

\[
\varphi(E^T x) = \lim_{\gamma} \varphi \left( \sum_{i=1}^{n_{\gamma}} \lambda_{i}^{\gamma} T_{i_{\gamma}}^{*} x \right), \quad x \in M, \; \varphi \in M_*,
\]

which means that \( E^T \) is a point-\( \sigma \)-weak limit of convex combinations of some \( T_{i_{\gamma}}^{*} \), i.e.

\[
E^T \in \overline{\text{conv}} \{ T_{i_{\gamma}}^{*} : t \in G \},
\]

where the closure is in the point-\( \sigma \)-weak topology.

\textit{Remark 4.} In general, given a quantum dynamical semigroup \( (S_t : t \in G) \), by an ergodic projection for this semigroup is meant a bounded linear map \( E : M \to M \) such that

(i) \( S_t E = E S_t = E \) for each \( t \in G \),

(ii) \( E \in \overline{\text{conv}} \{ S_t : t \in G \} \), where the closure is in the point-\( \sigma \)-weak topology.

It follows that \( E \) is a projection onto the fixed-point space of \( (S_t) \). However, it need not be normal. Ergodic projections in this general setting were investigated in [25] and [27].
In [30, Definition III.7.1], a general definition of mean ergodicity is given which, in our setting, reads as follows. The semigroup \((T_t : t \in G)\) is said to be mean ergodic if there is an element \(P \in \text{conv}\{T_t : t \in G\}\), the closure being in the point-norm (or, equivalently, point-weak topology), such that we have

\[(14) \quad PT_t = T_t P = P \quad \text{for each } t \in G.\]

**Proposition 4.** The two definitions of mean ergodicity (that of [30, Definition III.7.1] and ours) are equivalent.

**Proof:** Suppose first that \((T_t)\) is mean ergodic in our sense, and let \(m\) be an arbitrary invariant mean on \(\ell^\infty(G)\). Then \(m_{|M_* : M_* \to M_*}\),

\[T_t m_T = m_T T_t = m_T \quad \text{for each } t \in G,\]

and on account of equation (10), \(m_T \in \text{conv}\{T_t : t \in G\}\) which shows that \((T_t)\) is mean ergodic in the sense of [30, Definition III.7.1].

Now let \((T_t)\) be mean ergodic in the sense of [30, Definition III.7.1], and let \(P \in \text{conv}\{T_t : t \in G\}\) satisfy equation (14). For the adjoint operator \(P^*\) we have: \(P^* : M \to M, P^*\) is normal,

\[T_t^* P^* = P^* T_t^* = P^* \quad \text{for each } t \in G,\]

and \(P^* \in \text{conv}\{T_t^* : t \in G\}\), where the closure is in the point-\(\sigma\)-weak topology. Thus, in line with the terminology of Remark 4, \(P^*\) is an ergodic projection for the quantum dynamical semigroup \((T_t^* : t \in G)\).

Let \(m\) be an arbitrary invariant mean on \(\ell^\infty(G)\). In [17, p. 828], a bounded projection \(\widetilde{E}\) of norm one from \(M\) onto \(\text{Fix} T^*\) was constructed such that

\[T_t^* \widetilde{E} = \widetilde{E} T_t^* = \widetilde{E} \quad \text{for each } t \in G,\]

and \(\widetilde{E} \in \text{conv}\{T_t^* : t \in G\}\), the closure being in the point-\(\sigma\)-weak topology, so \(\widetilde{E}\) is also an ergodic projection for the quantum dynamical semigroup \((T_t^* : t \in G)\). (Actually, the ergodic projection \(\widetilde{E}\) was constructed in [17] in a more general case of a semigroup of contractions on \(M\).) Let

\[\widetilde{E} = \widetilde{E}_n + \widetilde{E}_s\]

be the decomposition of \(\widetilde{E}\) into the normal and singular parts. By virtue of [27, Theorem 2], we have

\[\widetilde{E}_n = P^*.\]

Hence

\[1 = \widetilde{E}(1) = \widetilde{E}_n(1) + \widetilde{E}_s(1) = P^*(1) + \widetilde{E}_s(1) = 1 + \widetilde{E}_s(1),\]
which yields $\tilde{E}_s(1) = 0$, so $\tilde{E}_n(1) = 1$. Let $E$ be the quasi-ergodic projection associated with the mean $m$. In [17, p. 828], it was shown that

$$E = \tilde{E}_n.$$ 

Thus $E(1) = \tilde{E}_n(1) = 1$, and on account of Proposition 3, $(T_t)$ is mean ergodic in our sense.

The following lemma shows a connection between mean ergodicity and generalised averages.

**Lemma 5.** Let $(T_t)$ be a mean ergodic Markov semigroup, and let $\{A_\gamma : \gamma \in \Gamma\}$ be a generalised average on $G$. Then, for each $\varphi \in M_*$, the net $\{(A_\gamma)_T(\varphi) : \gamma \in \Gamma\}$ converges weakly to $m_T(\varphi) = \varphi \circ E_T \in \text{Fix } T$.

**Proof:** It is enough to prove the statement for $\|\varphi\| \leq 1$. The net $\{(A_\gamma)_T(\varphi) : \gamma \in \Gamma\} \subset M^*$ is norm-bounded, and thus relatively weak$^*$-compact. Let $\tilde{\varphi} \in M^*$ be a limit point of this net. Then there is a subnet $\{(A_{\gamma'})_T(\varphi)\}$ convergent to $\tilde{\varphi}$ weakly$^*$. Let $m'$ be an invariant mean associated with the net $\{A_{\gamma'}\}$. Then for the ergodic projection $E_T$ we have

$$m'(\varphi \circ E_T) = \lim_{\gamma' \to \varphi}(A_{\gamma'})_T(\varphi)(x) = m'_T(\varphi)(x) = (\varphi \circ E_T)(x),$$

which means that all the weak$^*$-limit points of $\{(A_\gamma)_T(\varphi) : \gamma \in \Gamma\}$ coincide with $\varphi \circ E_T$. It follows that the net $\{(A_\gamma)_T(\varphi) : \gamma \in \Gamma\}$ itself converges weakly to $\varphi \circ E_T \in \text{Fix } T$. $\square$

In general, we have the following result which shows the uniqueness of a limit of generalised averages.

**Lemma 6.** Let $\{A_\gamma : \gamma \in \Gamma\}$ and $\{A'_\theta : \theta \in \Theta\}$ be generalised averages on $G$, and let $\varphi \in M_*$ be such that $\lim_{\gamma \in \Gamma}(A_\gamma)_T(\varphi)$ and $\lim_{\theta \in \Theta}(A'_\theta)_T(\varphi)$ exist. Then

$$\lim_{\gamma \in \Gamma}(A_\gamma)_T(\varphi) = \lim_{\theta \in \Theta}(A'_\theta)_T(\varphi).$$

**Proof:** Let $m$ be an invariant mean associated with $\{A_\gamma : \gamma \in \Gamma\}$, and let $m'$ be an invariant mean associated with $\{A'_\theta : \theta \in \Theta\}$. Then on account of Lemma 2 we have

$$\lim_{\gamma \in \Gamma}(A_\gamma)_T(\varphi) = m(T_\gamma(\varphi) = m'_T(\varphi) = \lim_{\theta \in \Theta}(A'_\theta)_T(\varphi).$$  $\square$
It is interesting to observe that in some cases the converse to Lemma 5
is also true. Namely, suppose that \( \{ A_\gamma : \gamma \in \Gamma \} \) is a
generalised average such that there is a subnet in the form of a sequence
\( \{ A_{\gamma_1}, A_{\gamma_2}, \ldots \} \), and that for each \( \varphi \in \mathcal{M}_* \) we have
\( (A_\gamma)_T(\varphi) \in \mathcal{M}_* \) (note that the nets of Cesàro means, Borel means, and
Abel means have these two properties). If for each \( \varphi \in \mathcal{M}_* \) the net
\( \{(A_\gamma)_T(\varphi) : \gamma \in \Gamma \} \) converges weakly, then
\( (T_t) \) is mean ergodic. Indeed, let \( m \) be an invariant mean associated with
\( \{ A_\gamma : \gamma \in \Gamma \} \). Then, for each \( \varphi \in \mathcal{M}_* \), we have
\[
m_T(\varphi) = \lim_{\gamma}(A_\gamma)_T(\varphi) = \lim_{n \to \infty}(A_{\gamma_n})_T(\varphi),
\]
and since \( (A_{\gamma_n})_T(\varphi) \in \mathcal{M}_* \), we infer on account of [32, Theorem III.5.1]
that \( m_T(\varphi) \) as a weak limit of a sequence of elements in \( \mathcal{M}_* \) is also in \( \mathcal{M}_* \).
Thus \( (T_t) \) is mean ergodic.

To obtain an equivalent condition for the ergodicity of \( (T_t) \) in terms
of generalised averages, we need one more notion. Put
\[
p_r = \sup\{ s(\varphi) : \varphi \in (\text{Fix } T)^+ \}.
\]
\( p_r \) is called the \textit{recurrent projection}. Let \( E \) be a quasi-ergodic projection
(associated with some \( m \)). For each \( \varphi \in (\text{Fix } T)^+ \), we have on account
of property (i) of a quasi-ergodic projection
\[
\varphi \circ E = \varphi.
\]
Thus [33, Lemma 1] yields the inequality
\[
E s(\varphi) \geq s(\varphi) \quad \text{for each } \varphi \in (\text{Fix } T)^+,
\]
so
\[
E p_r \geq p_r.
\]
We have the following generalisation of Proposition IV.3.3 in [14] which,
at the same time, shows the usefulness of the notions of recurrent pro-
jection and the limit along a semigroup.

\textbf{Theorem 7.} Let \( (T_t) \) be a Markov semigroup. The following conditions
are equivalent:

(i) \( (T_t) \) is mean ergodic,

(ii) for every generalised average \( \{ A_\gamma : \gamma \in \Gamma \} \) on \( G \), we have
\[
\lim_{\gamma}(A_\gamma)_T(\varphi)(p_r) = \varphi(1), \quad \varphi \in \mathcal{M}_*,
\]

(iii) for some generalised average \( \{ A_\gamma : \gamma \in \Gamma \} \) on \( G \), we have
\[
(15) \quad \lim_{\gamma}(A_\gamma)_T(\varphi)(p_r) = \varphi(1), \quad \varphi \in \mathcal{M}_*,
\]

(iv) 
\[
\text{strong operator-lim}_{t \in G} T^*_t p_r = 1.
\]
Proof: (i) \implies (ii) Let \( \{A_\gamma : \gamma \in \Gamma\} \) be a generalised average on \( G \), and let \( m \) be an invariant mean associated with it. Since \((T_t)\) is mean ergodic we have, for the ergodic projection \( E^T \) and each \( \varphi \in M^*_+ \),

\[
m_T(\varphi)(1) = \varphi(E^T(1)) = \varphi(1).
\]

From Lemma 5, it follows that there exists

\[
\lim_\gamma (A_\gamma T(\varphi)) = m_T(\varphi).
\]

Since \( m_T(\varphi) \in \text{Fix} T \), we have \( s(m_T(\varphi)) \leq p_r \). Hence

\[
\lim_\gamma (A_\gamma T(\varphi))(p_r) = m_T(\varphi)(p_r) = m_T(\varphi)(1) = \varphi(1).
\]

Since every element in \( M^*_+ \) is a linear combination of four positive functionals, we obtain (ii).

(ii) \implies (iii) Obvious.

(iii) \implies (i) Let \( \{A_\gamma : \gamma \in \Gamma\} \) be a generalised average on \( G \) satisfying (15), and let \( m \) be an invariant mean associated with it. Take an arbitrary \( \varphi \in M^*_+ \) and let \( f^{p_r} \in \ell^\infty(G) \) be as before, i.e.

\[
f^{p_r}(t) = (T_t \varphi)(p_r), \quad t \in G.
\]

Then

\[
A_\gamma(f^{p_r}) = (A_\gamma T(\varphi))(p_r) \longrightarrow_\gamma \varphi(1).
\]

Thus according to the definition of the associated mean we obtain

\[
m(f^{p_r}) = \varphi(1).
\]

On the other hand, we have

\[
m(f^{p_r}) = m_T(\varphi)(p_r),
\]

so

\[
m_T(\varphi)(p_r) = \varphi(1).
\]

Let \( E \) be the quasi-ergodic projection associated with \( m \). On account of formula (12), for the decomposition of \( m_T(\varphi) \) into the normal and singular parts we have

\[
m_T(\varphi) = \varphi \circ E + m_T(\varphi)_s.
\]

For \( x \in \text{Fix} T^* \), we have

\[
m_T(\varphi)(x) = \varphi(x),
\]
and thus for arbitrary \( x \in \mathcal{M} \) we obtain, taking into account that \( \mathbb{E}x \in \text{Fix } T^* \),
\[
\varphi(\mathbb{E}x) = m_T(\varphi)(x) = (\varphi \circ \mathbb{E})(\mathbb{E}x) + m_T(\varphi)_s(\mathbb{E}x) = \varphi(\mathbb{E}x) + m_T(\varphi)_s(\mathbb{E}x),
\]
which yields
\[
m_T(\varphi)_s(\mathbb{E}x) = 0,
\]
i.e.
\[
m_T(\varphi)_s \circ \mathbb{E} = 0.
\]
Since \( \mathbb{E}p_r \geq p_r \), we get
\[
0 = m_T(\varphi)_s(\mathbb{E}p_r) \geq m_T(\varphi)_s(p_r),
\]
so
\[
(18) \quad m_T(\varphi)_s(p_r) = 0.
\]
Equalities (16), (17), and (18) yield
\[
\varphi(1) = m_T(\varphi)(p_r) = (\varphi \circ \mathbb{E})(p_r) + m_T(\varphi)_s(p_r) = \varphi(\mathbb{E}p_r),
\]
and since \( \varphi \in \mathcal{M}^+_+ \) was arbitrary, this implies
\[
\mathbb{E}p_r = 1.
\]
\( \mathbb{E} \) is a projection, hence we obtain
\[
\mathbb{E}(1) = \mathbb{E}(\mathbb{E}p_r) = \mathbb{E}p_r = 1,
\]
which by virtue of Proposition 3, shows that \( (T_t) \) is mean ergodic.

Before proving the equivalence of condition (iv) with the remaining ones, we make the following simple but crucial observation (in fact, of the same nature as that before this theorem). For each \( \varphi \in (\text{Fix } T)^+ \) and each \( t \in G \), we have
\[
\varphi \circ T_t^* = \varphi.
\]
Thus [33, Lemma 1] yields the inequality
\[
T_t^* s(\varphi) \geq s(\varphi) \quad \text{for each } \varphi \in (\text{Fix } T)^+,
\]
so
\[
T_t^* p_r \geq p_r.
\]
Consequently, for arbitrary \( s, t \in G \), we have
\[
T_{s+t}^* p_r = T_t^* (T_s^* p_r) \geq T_t^* p_r,
\]
which means that the net \( \{T_t^* p_r : t \in G\} \) is increasing. Thus there exists a strong operator limit (\( = \) the supremum of the net)
\[
\lim_{t \in G} T_t^* p_r = z.
\]
In particular, for arbitrary \( \varphi \in \mathcal{M}_* \), we have
\[
\lim_{t \in G} (T_t \varphi)(p_r) = \lim_{t \in G} \varphi(T^*_t p_r) = \varphi(z).
\]

Let \( m \) be an arbitrary invariant mean. For the function \( f^{p_r} \), we have
\[
\lim_{t \in G} f^{p_r}(t) = \lim_{t \in G} (T_t \varphi)(p_r) = \varphi(z),
\]
and thus, on account of relation (4), we obtain the equality
\begin{equation}
(19) \quad m_T(\varphi)(p_r) = m(f^{p_r}) = \lim_{t \in G} f^{p_r}(t) = \varphi(z).
\end{equation}

(ii) \( \Rightarrow \) (iv) Let \( \Gamma \) be an arbitrary directed set and let \( m \) be an arbitrary invariant mean. For each \( \gamma \in \Gamma \), put
\[
A_\gamma(f) = m(f), \quad f \in \ell^\infty(G).
\]

Then \( \{A_\gamma : \gamma \in \Gamma\} \) is a (constant) generalised average, and for every \( \varphi \in \mathcal{M}_* \), we have
\[
\varphi(\mathbb{1}) = \lim_{\gamma \in \Gamma} (A_\gamma T)(\varphi)(p_r) = m_T(\varphi)(p_r) = \varphi(z),
\]
which yields
\[
\mathbb{1} = z = \lim_{t \in G} T^*_t p_r.
\]

(iv) \( \Rightarrow \) (iii) We take the same particular generalised average as in the previous implication and obtain, on account of equality (19) and the equality \( z = \mathbb{1} \),
\[
\lim_{\gamma \in \Gamma} (A_\gamma T)(\varphi)(p_r) = m_T(\varphi)(p_r) = \lim_{t \in G} f^{p_r}(t) = \varphi(z) = \varphi(\mathbb{1})
\]
for each \( \varphi \in \mathcal{M}_* \), so the conclusion follows. \( \square \)

As an immediate corollary we obtain

**Corollary 8.** Let \( (\text{Fix} T)^+ \) be a faithful family. Then \( (T_t) \) is mean ergodic.

Indeed, for \( (\text{Fix} T)^+ \) faithful, we have \( p_r = \mathbb{1} \) and thus \( T^*_t p_r = \mathbb{1} \).

A subsemigroup \( H \) of \( G \) is said to be cofinal with \( G \) if for every \( t \in G \) there is \( s \in H \) such that \( t \leq s \).

**Theorem 9.** Let \( H \) be a cofinal subsemigroup of \( G \). If \( (T_t : t \in G) \) is mean ergodic, then \( (T_t : t \in H) \) is also mean ergodic.

**Proof:** Let \( p_r \) be the recurrent projection for \( (T_t : t \in G) \), and let \( q_r \) be the recurrent projection for \( (T_t : t \in H) \). Since every \( (T_t : t \in G) \)-invariant state is also \( (T_t : t \in H) \)-invariant, we have
\[
p_r \leq q_r.
\]
From the assumption that $H$ is cofinal with $G$, it follows that the net $\{T^*_t : t \in H\}$ is a subnet of $\{T^*_t : t \in G\}$, so from Theorem 7(iv) we get

$$1 = \lim_{t \in G} T^*_t p_r = \lim_{t \in H} T^*_t p_r \leq \lim_{t \in H} T^*_t q_r \leq 1.$$ 

Thus

$$\lim_{t \in H} T^*_t q_r = 1,$$

and Theorem 7(iv) gives the claim.

As a corollary we obtain the following generalisation of Theorem 12 in [9].

**Corollary 10.** Let $(T_t : t \in G)$ be mean ergodic, where $G = \mathbb{Z}_+$ or $G = [0, \infty)$. Then, for each $t \in G$, the semigroup $(T^*_n : n = 0, 1, \ldots)$ is mean ergodic.

Assume that $(T_t)$ is mean ergodic, and let $\mathbb{E}^T$ be the ergodic projection. We define a product $\bullet'$ on $(\text{Fix } T^*)^h$ by

$$x \bullet' y = \mathbb{E}^T (x \circ y),$$

where $\circ$ stands for the Jordan product on $B(\mathcal{H})$, i.e. $x \circ y = 1/2(xy + yx)$. Then, since $(\text{Fix } T^*)^h = \mathbb{E}^T (\mathcal{M}^h)$, it follows from [4, Corollary 1.5] that $((\text{Fix } T^*)^h, \bullet')$ is a JW-algebra, by which is meant that it has an isometric Jordan representation as a weakly closed Jordan algebra of bounded selfadjoint operators on some Hilbert space. In particular, $((\text{Fix } T^*)^h, \bullet')$ has plenty of projections and for each such projection $e$ we have

$$e = e \bullet' e = \mathbb{E}^T e^2.$$ 

Moreover, from the formula

(20) \quad $\mathbb{E}^T (x \circ \mathbb{E}^T y) = \mathbb{E}^T (x \circ y), \quad x \in (\text{Fix } T^*)^h, y \in \mathcal{M}^h,$

proven in [4, Lemma 1.1], we infer that

$$e = e \bullet (e \bullet e) = \mathbb{E}^T (e \circ (e \bullet e)) = \mathbb{E}^T (e \circ \mathbb{E}^T e^2) = \mathbb{E}^T (e \circ e^2) = \mathbb{E}^T e^3,$$

and by induction

(21) \quad $e = \mathbb{E}^T e^n$

for each positive integer $n$. (Note that our notation concerning powers refers to the customary product of operators in $B(\mathcal{H})$.)

Let $\pi$ be an isometric Jordan representation of $(\text{Fix } T^*)^h$ on some Hilbert space. Since

$$\text{Fix } T^* = (\text{Fix } T^*)^h \oplus i(\text{Fix } T^*)^h,$$
we can define an isometric Jordan representation \( \hat{\pi} \) of \( \text{Fix} T^* \) by the formula
\[
(22) \quad \hat{\pi}(x + iy) = \pi(x) + i\pi(y), \quad x, y \in (\text{Fix} T^*)^h.
\]
Then \( \hat{\pi}(\text{Fix} T^*) \) is a weakly closed \(*\)-algebra of bounded operators on a Hilbert space, closed with respect to the Jordan product, i.e. \( \hat{\pi}(\text{Fix} T^*) \) is a JW\(^*\)-algebra.

Now we want to obtain a similar result for strongly positive maps. Our first observation is the following:

**Lemma 11.** A convex combination of strongly positive unital maps between unital C\(^*\)-algebras is strongly positive.

**Proof:** First, we shall show that for any \( x, y \in \mathcal{B}(\mathcal{H}) \) and any \( \lambda \in [0,1] \), we have
\[
|\lambda x + (1 - \lambda)y|^2 \leq \lambda|x|^2 + (1 - \lambda)|y|^2.
\]
(This property could be called the operator convexity of the function \( x \mapsto |x|^2 \). However, this name is employed usually for functions defined on subsets of the real line and applied to selfadjoint operators.)

From the inequality
\[
(x - y)^*(x - y) \geq 0,
\]
it follows that
\[
|x|^2 + |y|^2 \geq x^*y + y^*x.
\]
We have
\[
|\lambda x + (1 - \lambda)y|^2 = \lambda^2|x|^2 + (1 - \lambda)^2|y|^2 + \lambda(1 - \lambda)(x^*y + y^*x),
\]
hence
\[
\lambda|x|^2 + (1 - \lambda)|y|^2 - |\lambda x + (1 - \lambda)y|^2 = \lambda(1 - \lambda)(|x|^2 + |y|^2 - (x^*y + y^*x)) \geq 0,
\]
showing the claim.

Now let \( \Phi \) and \( \Psi \) be strongly positive unital maps. For arbitrary \( 0 \leq \lambda \leq 1 \), we obtain
\[
(\lambda\Phi + (1 - \lambda)\Psi)(x^*)(\lambda\Phi + (1 - \lambda)\Psi)(x)
= |(\lambda\Phi(x) + (1 - \lambda)\Psi(x)|^2 \leq \lambda|\Phi(x)|^2 + (1 - \lambda)|\Psi(x)|^2
\leq \lambda\Phi(x^*x) + (1 - \lambda)\Psi(x^*x) = (\lambda\Phi + (1 - \lambda)\Psi)(x^*x),
\]
finishing the proof.

Let now \( (T_t) \) be a mean ergodic Markov semigroup on \( \mathcal{M} \), with the adjoint semigroup being strongly positive. On account of relation (13), the ergodic projection \( E^T \) is strongly positive.
We need a result which is a slight generalisation of one in [1]. Namely, it was proven there that if $\mathcal{M}$ is a von Neumann algebra and $E$ is a completely positive norm-one projection defined on $\mathcal{M}$, then $E(\mathcal{M})$ is a $W^*$-algebra under the product \( ' \cdot ' \) defined by
\[
x \cdot y = E(xy), \quad x, y \in E(\mathcal{M})
\]
(cf. [1, Theorem 3.1 and Corollary 3.2]). However, it can be shown that the same is true if complete positivity is weakened to strong positivity (cf. [28]). Consequently, if the semigroup \( (T_t : t \in G) \) is mean ergodic with strongly positive adjoint semigroup, then \( \text{Fix} T^* \) is a $W^*$-algebra under the above product. In other words, a $C^*$-algebra which is a dual Banach space [32, Section III.3].

The isometrical isomorphism between \( (\text{Fix} T)^* \) and \( E(\mathcal{M}) \) was proven in [17, Theorem 3] in a more general setup assuming only the contractivity of \( (T_t) \). For the sake of completeness we give a proof below.

**Lemma 12.** Let $E$ be a quasi-ergodic projection for a Markov semigroup \( (T_t) \) on $\mathcal{M}_*$. Then
\[
E(\mathcal{M}) \simeq (\text{Fix} T)^* \quad \text{and} \quad E(\mathcal{M}^h) \simeq ((\text{Fix} T)^h)^*.
\]

**Proof:** It is enough to prove only the first relation in (23), the proof of the second being analogous.

Each $x \in E(\mathcal{M})$ can be considered as a bounded linear functional on $\mathcal{M}^*$. Define a linear map $\Phi: E(\mathcal{M}) \to (\text{Fix} T)^*$ by the formula
\[
\Phi x = x \mid \text{Fix} T.
\]
Clearly,
\[
\|\Phi x\| = \|x\| \mid \text{Fix} T\| \leq \|x\|.
\]
On the other hand, since $x = Ex$, $\varphi \circ E \in \mathcal{M}_*$ for any $\varphi \in \mathcal{M}_*$, and $\|\varphi \circ E\| \leq \|\varphi\|$, we obtain
\[
\|x\| = \|Ex\| = \sup\{|\varphi(Ex)| : \|\varphi\| \leq 1, \varphi \in \mathcal{M}_*\}
= \sup\{|(\varphi \circ E)(x)| : \|\varphi\| \leq 1, \varphi \in \mathcal{M}_*\}
\leq \sup\{|\psi(x)| : \|\psi\| \leq 1, \psi \in \text{Fix} T\} = \|x\| \mid \text{Fix} T\| = \|\Phi x\|,
\]
showing that $\Phi$ is an isometry. For any $h \in (\text{Fix} T)^*$, let $\hat{h}$ be a Hahn–Banach extension of $h$ to $M_*)^* = \mathcal{M}$. Hence $\hat{h} = x$ for some $x \in M$, and clearly $x \mid \text{Fix} T = h$, i.e. $\langle h, \varphi \rangle = \varphi(x)$ for each $\varphi \in \text{Fix} T$. For $Ex \in E(\mathcal{M})$, we have
\[
(Ex \mid \text{Fix} T)(\varphi) = \varphi(Ex) = \varphi(x) = \langle h, \varphi \rangle, \quad \varphi \in \text{Fix} T,
\]
so
\[
h = Ex \mid \text{Fix} T = \Phi(Ex),
\]
which proves that $\Phi$ is surjective. \( \square \)
Let $E_T$ be the ergodic projection for a mean ergodic Markov semi-group. Then $E_T(M) = \text{Fix } T^*$, and $E_T(M^h) = (\text{Fix } T^*)^h$, so we get on account of the above lemma

$$\text{Fix } T^* = E_T(M) \simeq (\text{Fix } T)^*,$$

$$\text{Fix } T^* h = E_T(M^h) \simeq ((\text{Fix } T)^h)^*.$$ 

In particular, $(\text{Fix } T)^h$ is the predual of the JW-algebra $((\text{Fix } T^*)^h, \bullet)$, and if the adjoint semigroup is strongly positive, then $\text{Fix } T$ is the predual of the $W^*$-algebra $\text{Fix } T^*$.

4. Ergodic theorems and asymptotic stability

We start with some basic facts from the theory of Jordan algebras (see [15] for a detailed account of this theory).

**Proposition 13.** Let $\mathfrak{A}$ be a JW-algebra such that every resolution of identity in $\mathfrak{A}$ is finite. Then $\mathfrak{A}$ is a finite direct sum of JW-factors of type $I_{n_i}$ with all the $n_i$ finite.

**Proof:** Since every resolution of identity in $\mathfrak{A}$ is finite, we may assume that

$$\sum_{i=1}^n e_i = 1$$

is such a resolution into minimal projections; moreover, we may also assume that $\mathfrak{A}$ is represented as a weak-operator closed algebra of bounded selfadjoint operators on a Hilbert space, closed with respect to the Jordan product $\circ$. For every element $a$ of $\mathfrak{A}$, we define on $\mathfrak{A}$ the operator $T_a$ by the formula

$$T_a b = a \circ b, \quad b \in \mathfrak{A}.$$ 

Two elements $a, b \in \mathfrak{A}$ are said to operator commute if $T_a T_b = T_b T_a$. It is easily seen that $ab = ba$ implies the operator commuting of $a$ and $b$. The centre $Z(\mathfrak{A})$ of $\mathfrak{A}$ is defined as the set of these elements in $\mathfrak{A}$ which operator commute with each element in $\mathfrak{A}$. An operator $s \in \mathfrak{A}$ is called a symmetry if $s^2 = 1$. On account of [15, Lemma 4.3.2], we have

$$Z(\mathfrak{A}) = \{a \in \mathfrak{A} : as = sa \text{ for every symmetry } s \in \mathfrak{A}\}.$$ 

Since each projection $p$ in $\mathfrak{A}$ has the form

$$p = \frac{s + 1}{2},$$

where $s$ is a symmetry, we infer that $Z(\mathfrak{A})$ is the set of operators in $\mathfrak{A}$ which commute with all projections in $\mathfrak{A}$, and since $\mathfrak{A}$ is a JW-algebra, $Z(\mathfrak{A})$ is the set of operators in $\mathfrak{A}$ which commute with all operators in $\mathfrak{A}$. 
Since every resolution of identity in $\mathcal{A}$ is finite, we obtain that its centre has a finite family of pairwise orthogonal minimal projections $z_k$, for $k = 1, \ldots, m$, such that $\sum_{k=1}^{m} z_k = 1$. For the minimal projections $e_i$ and each $z_k$, $e_i z_k$ is a projection too, so the minimality of $e_i$ yields $e_i z_k = e_i$ or $0$. Consequently, each $z_k$ is a finite sum of some $e_i$. For a central projection $z$ of $\mathcal{A}$, put

$$\mathcal{A}_z = \{za|z(\mathcal{H}) : a \in \mathcal{A}\}.$$  

We have

$$\mathcal{A} = \mathcal{A}_{z_1} \oplus \cdots \oplus \mathcal{A}_{z_m},$$

and since the projections $z_k$ are minimal central, each $\mathcal{A}_{z_k}$ is a factor of type $I_n$. Since $z_k$ is a finite sum of minimal projections, it follows that every such $n$ is finite.

The theorem below is a far reaching generalisation of Corollary 7 in [9] (and actually also Theorem 1 therein). It also shows that the existence of a relatively weakly compact $\alpha$-constrictor for a Markov semigroup leads to an interesting structure property of the fixed-point space of the dual semigroup.

**Theorem 14.** Assume that there exists a relatively weakly compact $\alpha$-constrictor $\mathcal{A} \subset \mathcal{M}_\ast$ for the Markov semigroup $(T_t : t \in G)$, where $0 \leq \alpha < 1$, or that $\mathcal{A}$ is a relatively weakly compact weak 0-constrictor. Then

(i) $(T_t)$ is mean ergodic,

(ii) the fixed-point space $(\text{Fix } T^* )^h$ is a JW-algebra being a finite direct sum of JW-factors of type $I_{n_i}$ with all the $n_i$ finite.

Moreover, if the $T_t^*$ are strongly positive, then the fixed-point spaces $\text{Fix } T^*$ and $\text{Fix } T$ are finite dimensional.

**Proof:** Let us begin with the following simple observation. Put

$$\mathcal{A}^\pm = \mathcal{A} \cup (-\mathcal{A}).$$

Then $\mathcal{A}^\pm$ is clearly relatively weakly compact. Let $(p_n)$ be an arbitrary sequence of projections in $\mathcal{M}$ decreasing to 0. Since $\mathcal{A}^\pm$ is relatively weakly compact, [32, Theorem III.5.4] yields that for any $\varepsilon > 0$ there is $n_0$ such that for all $n \geq n_0$ and all $\psi \in \mathcal{A}^\pm$ we have

$$|\psi(p_n)| < \varepsilon.$$
It follows that for any convex combination \(\sum_{i=1}^{m} \lambda_i \psi_i \in \text{conv} \mathcal{A}^\pm\), the inequality
\[
\left| \sum_{i=1}^{m} \lambda_i \psi_i(p_n) \right| < \varepsilon
\]
holds for \(n \geq n_0\). Consequently, the theorem quoted above yields that \(\text{conv} \mathcal{A}^\pm\) is relatively weakly compact. Thus \(\text{conv} \mathcal{A}^\pm\) is weakly compact. Moreover, it is immediately seen that
\[
\left( \text{conv} \mathcal{A}^\pm\right)^\pm = \text{conv} \mathcal{A}^\pm.
\]
Since \(\text{conv} \mathcal{A}^\pm\) contains \(\mathcal{A}\), it is also an \(\alpha\)-constrictor, so we may assume, taking \(\text{conv} \mathcal{A}^\pm\) in place of \(\mathcal{A}\), that \(\mathcal{A}\) is a convex weakly compact \(\alpha\)-constrictor such that for any \(\psi \in \mathcal{A}\) we have \(-\psi \in \mathcal{A}\).

Assume first that \(\mathcal{A}\) is an \(\alpha\)-constrictor.

We shall prove (i). Let \(\varphi\) be an arbitrary normal state. Since \(\mathcal{A}\) is an \(\alpha\)-constrictor, there are \(\psi_t \in \mathcal{A}\) such that
\[
\limsup_{t \in G} \|T_t \varphi - \psi_t\| \leq \alpha.
\]
Take arbitrary \(\beta\) such that \(\alpha < \beta < 1\). Then there is \(t_0 \in G\) such that for all \(t \geq t_0\) we have
\[
\|T_t \varphi - \psi_t\| \leq \beta.
\]
Denoting
\[
\varphi_t = \begin{cases} T_t \varphi & \text{if } t \geq t_0, \\ 0 & \text{otherwise}, \end{cases}
\]
and
\[
\psi'_t = \begin{cases} \psi_t & \text{if } t \geq t_0, \\ 0 & \text{otherwise}, \end{cases}
\]
we obtain
\[
\|\varphi_t - \psi'_t\| \leq \beta \quad \text{for all } t \in G.
\]
Let \(m\) be an invariant mean on \(\ell^\infty(G)\). Then
\[
\|\tilde{m}_{\varphi_t} - \tilde{m}_{\psi'_t}\| \leq \beta.
\]
We have
\[
\tilde{m}_{\varphi_t} = \tilde{m}_{[T_t \varphi]} = m_T(\varphi),
\]
and
\[
\tilde{m}_{\psi'_t} = \tilde{m}_{[\psi_t]}.
\]
Thus, putting \(\tilde{\psi} = \tilde{m}_{[\psi_t]}\), we obtain
\[
(25) \quad \|m_T(\varphi) - \tilde{\psi}\| \leq \beta.
\]
Moreover, formula (7) yields
\[
\tilde{\psi} = \tilde{m}_{[\psi_t]} = \lim_{\gamma} \sum_{i=1}^{n_\gamma} \lambda_i \psi_{t, i},
\]
and from the assumption of the convexity and weak compactness of \( A \) we obtain
\[
\tilde{\psi} = \tilde{m}_{[\psi_t]} \in A.
\]

For arbitrary \( \varphi \in M^+_* \), formula (25) yields
\[
\|m_T(\varphi) - (\|\varphi\|\tilde{\psi})\| \leq \beta\|\varphi\|
\]
for some \( \tilde{\psi} \in A \). For arbitrary \( \varphi \in M^h_* \), we have the Jordan decomposition \( \varphi = \varphi^+ - \varphi^- \). Consequently, there are \( \tilde{\psi}^+, \tilde{\psi}^- \in A \) such that
\[
\|m_T(\varphi^+) - (\|\varphi^+\|\tilde{\psi}^+)\| \leq \beta\|\varphi^+\|
\]
and
\[
\|m_T(\varphi^-) - (\|\varphi^-\|\tilde{\psi}^-)\| \leq \beta\|\varphi^-\|,
\]
which leads to the inequality
\[
(26) \quad \|m_T(\varphi) - (\|\varphi^+\|\tilde{\psi}^+ - \|\varphi^-\|\tilde{\psi}^-)\| \leq \beta(\|\varphi^+\| + \|\varphi^-\|) = \beta\|\varphi\|. \]

Denote
\[
(27) \quad \psi = \|\varphi^+\|\tilde{\psi}^+ - \|\varphi^-\|\tilde{\psi}^-.
\]

Then \( \psi \in M_* \). We have, for all \( \varphi \in M^h_* \), and the decomposition \( m_T(\varphi) = m_T(\varphi)_n + m_T(\varphi)_s \),
\[
\beta\|\varphi\| \geq \|m_T(\varphi) - \psi\| \geq \|R^+(m_T(\varphi) - \psi)\| = \|m_T(\varphi)_s\|.
\]

Let \( \varphi \in M_* \). For arbitrary \( x \in \text{Fix} T^* \), we have
\[
m_T(\varphi)(x) = \tilde{m}_{[T_\varphi]}(x) = m([t \mapsto (T_t \varphi)(x)])
= m([t \mapsto \varphi(T^*_t x)]) = m([t \mapsto \varphi(x)]) = \varphi(x).
\]

Now we shall show that \( \text{Fix} T \) separates the points of \( \text{Fix} T^* \). To this end, it is enough to show that for any \( x = x^* \in \text{Fix} T^* \) with \( \|x\| = 1 \) there is \( \varphi \in \text{Fix} T \) such that \( \varphi(x) \neq 0 \). Choose \( \varepsilon > 0 \) such that \( \beta + \varepsilon < 1 \). There is \( \varphi \in M^h_* \) such that \( \|\varphi\| = 1 \) and
\[
|\varphi(x)| > 1 - \varepsilon.
\]
Let $E$ be the quasi-ergodic projection associated with $m$. Taking into account the decomposition (17), we get

$$1 - \varepsilon < |\varphi(x)| = |m_T(\varphi)(x)| \leq |(\varphi \circ E)(x)| + |m_T(\varphi)_s(x)|$$

$$\leq |(\varphi \circ E)(x)| + \beta,$$

which yields

$$|(\varphi \circ E)(x)| > 1 - (\beta + \varepsilon) > 0.$$  

Since $\varphi \circ E \in \text{Fix } T$, we have the desired separation property. From [24, Lemma 14], it follows that $E(M) = \text{Fix } T^*$. Thus, by virtue of Proposition 3 we obtain (i).

Now we prove (ii). Let $E^T$ be the ergodic projection. For its preadjoint $E^T_*: M_* \to M_*$ defined as

$$E^T_*\varphi = \varphi \circ E^T, \quad \varphi \in M_*,$$

we have that $E^T_*$ is $\sigma$-weakly continuous. Thus $E^T_*(A)$ is $\sigma$-weakly compact. Clearly, $E^T_*(A) = E^T_*(A)^\perp$. First we shall show that for the unit ball $(\text{Fix } T)_1^h$ we have the inclusion

$$(\text{Fix } T)_1^h \subset \frac{1}{1 - \alpha} E^T_*(A).$$

Take an arbitrary $\varphi \in (\text{Fix } T)^h$, $\|\varphi\| \leq 1$, and let $\psi$ be defined by formula (27). Then $\psi \in A$ and, according to formula (26), we get for each $1 > \beta > \alpha$

$$\|\varphi - (\|\varphi\|\psi)\| \leq \beta\|\varphi\|.$$

Since $E^T_*\varphi = \varphi$, this gives

$$\|\varphi - (\|\varphi\|E^T_*\psi)\| \leq \beta\|\varphi\|.$$

Denoting

$$\rho = E^T_*\psi,$$

we get the following condition: for any $\varphi \in (\text{Fix } T)^h$, $\|\varphi\| \leq 1$, there is $\rho \in E^T_*(A)$ such that

$$\|\varphi - (\|\varphi\|\rho)\| \leq \beta\|\varphi\|. $$

(28)

$$\|\varphi - (\|\varphi\|\rho)\| \leq \beta\|\varphi\|.$$

Put

$$\rho_1 = \|\varphi\|\rho.$$

Then $\rho_1 \in E^T_*(A)$, $\varphi - \rho_1 \in (\text{Fix } T)^h$, and $\|\varphi - \rho_1\| \leq \beta\|\varphi\| \leq \beta$. For the functional $\varphi - \rho_1 \in (\text{Fix } T)^h$, we obtain on account of condition (28) that there is $\rho'_2 \in E^T_*(A)$ such that

$$\|((\varphi - \rho_1) - (\|\varphi - \rho_1\|\rho'_2))\| \leq \beta\|\varphi - \rho_1\| \leq \beta^2.$$
Denoting
\[ \rho_2 = \| \varphi - \rho_1 \| \rho'_2, \]
we obtain \( \rho_2 \in \beta \mathbb{E}^T_\ast(A) \) and
\[ \| \varphi - (\rho_1 + \rho_2) \| \leq \beta^2. \]
We proceed further by induction. Having chosen the elements \( \rho_1, \ldots, \rho_n \) such that \( \rho_k \in \beta^{k-1} \mathbb{E}^T_\ast(A), \ k = 1, \ldots, n, \) and
\[ \| \varphi - (\rho_1 + \cdots + \rho_n) \| \leq \beta^n, \]
we find \( \rho'_{n+1} \in \mathbb{E}^T_\ast(A) \) such that
\[ \| (\varphi - (\rho_1 + \cdots + \rho_n)) - (\| \varphi - (\rho_1 + \cdots + \rho_n) \| \rho'_{n+1}) \| \leq \beta^n \| \varphi - (\rho_1 + \cdots + \rho_n) \| \leq \beta^{n+1}, \]
and putting
\[ \rho_{n+1} = \| \varphi - (\rho_1 + \cdots + \rho_n) \| \rho'_{n+1}, \]
we get \( \rho_{n+1} \in \beta^n \mathbb{E}^T_\ast(A) \) and
\[ \| \varphi - (\rho_1 + \cdots + \rho_{n+1}) \| \leq \beta^{n+1}. \]
It follows that
\[ \lim_{n \to \infty} (\rho_1 + \cdots + \rho_n) = \varphi, \]
and since \( \rho_k \in \beta^{k-1} \mathbb{E}^T_\ast(A), \) we have
\[ \rho_1 + \cdots + \rho_n \in (1 + \cdots + \beta^{n-1}) \mathbb{E}^T_\ast(A) \subset \frac{1}{1 - \beta} \mathbb{E}^T_\ast(A). \]
From the weak compactness of the set \( \frac{1}{1 - \beta} \mathbb{E}^T_\ast(A), \) we obtain \( \varphi \in \frac{1}{1 - \beta} \mathbb{E}^T_\ast(A), \)
which means that
\[ (\text{Fix } T)^h_1 \subset \frac{1}{1 - \beta} \mathbb{E}^T_\ast(A). \]
Consequently,
\[ (\text{Fix } T)^h_1 \subset \bigcap_{\beta > \alpha} \frac{1}{1 - \beta} \mathbb{E}^T_\ast(A) = \frac{1}{1 - \alpha} \mathbb{E}^T_\ast(A), \]
proving the claim. As a consequence of the inclusion above and the fact that \( (\text{Fix } T)^h_1 \) is weakly closed, it follows that \( (\text{Fix } T)^h_1 \) is weakly compact, hence \( (\text{Fix } T)_1 \) is weakly compact. On account of [29, Exercise 4.1], we infer that \( \text{Fix } T \) is reflexive. It follows that \( (\text{Fix } T)^* \) is reflexive too, and since by Lemma 12 \( (\text{Fix } T)^* \) is isometrically isomorphic to \( \mathbb{E}^T(M) = \text{Fix } T^* \), we infer that \( \text{Fix } T^* \) is reflexive.

Let \( \{ e_i : i \in I \} \) be an arbitrary resolution of identity in \( \text{Fix } T^* \), i.e. \( e_i \) are projections which sum up to \( \mathbb{1} \), and let \( \pi \) be an isometric Jordan
representation of \((\text{Fix } T^*h, \bullet)\). Then, letting \(\hat{\pi}\) denote the induced Jordan representation of \((\text{Fix } T^*\bullet, \bullet)\), we have that \(\hat{\pi}(e_i)\) is a resolution of identity in \(\hat{\pi}(\text{Fix } T^*)\). Put

\[ \mathfrak{R} = \overline{\text{Lin}\{\hat{\pi}(e_i) : i \in I\}}, \]

where the closure is in the norm topology. \(\mathfrak{R}\) is a C*-algebra, and since \(\hat{\pi}(\text{Fix } T^*)\) is reflexive, \(\mathfrak{R}\) as a Banach subspace of \(\hat{\pi}(\text{Fix } T^*)\) is reflexive too. But a C*-algebra is reflexive if and only if it is finite dimensional, which implies that \(I\) is a finite set. Consequently, each resolution of identity in \(\text{Fix } T^*\) is finite. Now the assertion follows from Proposition 13.

Assume now that the \(T_t^*\) are strongly positive. From part (ii) we know that \(\text{Fix } T^*\) is reflexive. Since for the maps \(T_t^*\) being strongly positive, \(\text{Fix } T^* = E^T(M)\) is a W*-algebra, its reflexivity yields the finiteness of its dimension. Since \(\text{Fix } T^* = (\text{Fix } T)^*\), we have \(\dim \text{Fix } T = \dim \text{Fix } T^*\), and the conclusion follows.

Let now \(A\) be a weak 0-constrictor. Then for each normal state \(\varphi\), there are \(\psi_t \in A\) such that for each \(x \in M\)

\[ \lim_{t \in G}(T_t \varphi - \psi_t)(x) = 0. \]

Let \(m\) be an invariant mean on \(\ell^\infty(G)\). Then, for the function \(t \mapsto (T_t \varphi - \psi_t)(x)\), we have on account of relation (3)

\[ 0 = m([t \mapsto (T_t \varphi)(x)]) - m([t \mapsto \psi_t(x)]) = m_T(\varphi)(x) - \tilde{m}_{[\psi_t]}(x). \]

Since \(A\) is weakly compact and convex, we have \(\tilde{m}_{[\psi_t]} \in A\), and thus \(m_T(\varphi) = \tilde{m}_{[\psi_t]} \in A\) which means that \(m_T(\varphi)\) is a normal state. Since normal states span the whole of \(M_*\), we obtain that \(m_T\) sends normal functionals to normal ones, i.e. the semigroup \((T_t)\) is mean ergodic.

Assume now that \(\varphi\) is an invariant state. Then

\[ \varphi - \psi_t = T_t \varphi - \psi_t \xrightarrow{t \in G} 0 \text{ weakly}, \]

which means that \(\varphi \in A\). For arbitrary \(\varphi \in M_*^+\) with \(\|\varphi\| \leq 1\), we have \(\varphi \in \|\varphi\|A \subset A\). Let \(\varphi \in (\text{Fix } T)^h\). For the Jordan decomposition \(\varphi = \varphi^+ - \varphi^-\), we have

\[ \varphi = \varphi^+ - \varphi^- = T_t \varphi = T_t \varphi^+ - T_t \varphi^- , \]

\[ \|T_t \varphi^+\| = (T_t \varphi^+)(1) = \varphi^+(1) = \|\varphi^+\|, \quad \text{and} \]

\[ \|T_t \varphi^-\| = (T_t \varphi^-)(1) = \varphi^-(1) = \|\varphi^-\|. \]

Thus, from the uniqueness of the decomposition, we obtain

\[ T_t \varphi^+ = \varphi^+, \quad T_t \varphi^- = \varphi^-, \]
i.e. $\varphi^+, \varphi^- \in \text{Fix } T$. For any $\varphi \in (\text{Fix } T)^h$ with $\|\varphi\| \leq 1$, we have from the above that $\varphi^+, \varphi^- \in \text{Fix } T$, and thus $\varphi^+, \varphi^- \in \mathcal{A}$. In particular, from the properties of $\mathcal{A}$ we obtain $-\varphi^- \in \mathcal{A}$. Consequently,

$$\frac{1}{2} \varphi = \frac{1}{2} \varphi^+ + \frac{1}{2} (-\varphi^-) \in \mathcal{A},$$

which means that $(\text{Fix } T)^h \subset 2 \mathcal{A}$, i.e. $(\text{Fix } T)^h$ is weakly compact. The rest of the proof follows as in the first part.

Remark 5. The theorem above shows the advantage of using the abstract approach based on invariant means. Namely, if $\mathcal{A}$ is an $\alpha$-constrictor for the semigroup $(T_t)$, then there are $\psi_t \in \mathcal{A}$ and $\beta$ such that $\alpha < \beta < 1$ and

$$\|T_t \varphi - \psi_t\| \leq \beta$$

for all sufficiently large $t$. However, to obtain a relation of this type for the Cesàro means

$$A_t(\varphi) = \frac{1}{t} \int_0^t T_s \varphi \, ds,$$

which is crucial in [9, Corollary 7], where the inequality

$$\|A_t(\varphi) - \rho_t\| \leq \beta$$

is needed, requires some construction. First, the measurability of the function $t \mapsto \psi_t$ should be taken care of. This can be achieved by taking this function as a step function in such a way that relation (29) holds (possibly with some $\beta' < 1$). Then, defining

$$\rho_t = \frac{1}{t} \int_0^t \psi_s \, ds,$$

one obtains the result.

If the constrictor is ‘sufficiently small’, then we get more. Recall that the semigroup $(T_t : t \in G)$ is said to be asymptotically stable if there exists a normal state $\psi$ such that for every normal state $\varphi$ we have

$$\lim_{t \in G} \|T_t \varphi - \psi\| = 0.$$ 

When it exists, such a state $\psi$ is clearly $(T_t)$-invariant and unique. The result that follows shows asymptotic stability of the semigroup under an assumption on the diameter of the constrictor, and seems to be new even in the classical case. Let $\text{diam } \mathcal{A}$ be the diameter of $\mathcal{A}$ defined as

$$\text{diam } \mathcal{A} = \sup \{\|\varphi - \psi\| : \varphi, \psi \in \mathcal{A}\}.$$
Theorem 15. Assume that there exists a relatively weakly compact \( \alpha \)-constrictor \( A \subset M_* \) for the Markov semigroup \( (T_t : t \in G) \), where \( 0 \leq \alpha < 1 \) and \( \text{diam} A \leq 2(1 - \alpha) \). Then \( (T_t) \) is asymptotically stable.

**Proof:** Take \( \alpha < \beta < 1 \) such that \( \text{diam} A < 2(1 - \beta) \). Thus, denoting \( \gamma = \text{diam} A \), we have

\[
\beta + \frac{\gamma}{2} < 1.
\]

Theorem 14 implies that \( (T_t) \) is mean ergodic, hence there is an invariant normal state \( \rho \) (we can simply take \( \rho = \varphi \circ E^T \) where \( \varphi \) is a normal state and \( E^T \) is the ergodic projection). For any normal state \( \varphi \), we have \( \|T_t \varphi - \rho\| = \|T_t (\varphi - \rho)\| \), and since \( (\varphi - \rho)(1) = 0 \), in order to prove that \( \|T_t \varphi - \rho\| \to 0 \) it is enough to show that for any \( \omega \in M^b_* \) such that \( \omega(1) = 0 \), we have \( \|T_t \omega\| \to 0 \). The net \( \{\|T_t \omega\| : t \in G\} \) is non-increasing, so assume that \( \|T_t \omega\| \to \eta \) for some \( \eta > 0 \). Take an arbitrary \( \varepsilon > 0 \) and choose \( t_0 \) such that

\[
\|T_{t_0} \omega\| < \eta + \varepsilon.
\]

Denoting \( \omega_0 = T_{t_0} \omega \), we have \( \|\omega_0\| < \eta + \varepsilon \), \( \|T_t \omega_0\| \to \eta \), and

\[
\omega_0(1) = (T_{t_0} \omega)(1) = \omega(T_{t_0}^* \omega) = \omega(1) = 0.
\]

For the Jordan decomposition \( \omega_0 = \omega_0^+ - \omega_0^- \), we obtain

\[
0 = \omega_0(1) = \omega_0^+(1) - \omega_0^-(1) = \|\omega_0^+\| - \|\omega_0^-\|,
\]

and since \( \|\omega_0\| = \|\omega_0^+\| + \|\omega_0^-\| \), we get \( \|\omega_0^+\| = \|\omega_0^-\| = \frac{1}{2} \|\omega_0\| \). Since \( A \) is an \( \alpha \)-constrictor, condition (9) yields that there are \( \varphi_t, \psi_t \in A \) such that

\[
\|T_t \omega_0^+ - (\|\omega_0^+\| \varphi_t)\| < \beta \|\omega_0^+\| = \frac{1}{2} \beta \|\omega_0\| \quad \text{and} \quad \|T_t \omega_0^- - (\|\omega_0^-\| \psi_t)\| < \beta \|\omega_0^-\| = \frac{1}{2} \beta \|\omega_0\|,
\]

for sufficiently large \( t \). Thus we obtain

\[
\|T_t \omega_0\| \leq \|T_t \omega_0^+ - (\|\omega_0^+\| \varphi_t)\| + \|T_t \omega_0^- - (\|\omega_0^-\| \psi_t)\| \leq \frac{1}{2} \beta \|\omega_0\| + \frac{1}{2} \|\omega_0\| \|\varphi_t - \psi_t\| + \frac{1}{2} \beta \|\omega_0\| \\
\leq \left( \beta + \frac{\gamma}{2} \right) \|\omega_0\| < \left( \beta + \frac{\gamma}{2} \right) (\eta + \varepsilon).
\]
Since \(\|T_t\omega_0\| \to \eta\) we obtain, passing to the limit in the inequality above, that \(\eta \leq (\beta + \gamma/2)(\eta + \varepsilon)\), and since \(\varepsilon\) was arbitrary, we get \(\eta \leq (\beta + \gamma/2)\eta\), i.e. \(1 \leq \beta + \gamma/2\) - a contradiction. \hfill \Box

Observe that, as a simple corollary to the theorem above we obtain the noncommutative counterpart of a known classical fact – point (i) below in Corollary 16 (a much deeper result, however, only for a strongly continuous semigroup \((T_t : t \geq 0)\) or the semigroup \((T^n : n = 0, 1, \ldots)\) will be shown later in Theorem 19), and a general version of [9, Theorem 2] and [6, Theorem 6] – point (ii) below in Corollary 16. It is worth observing that in [9, Theorem 2] a strongly continuous semigroup \((T_t : t \geq 0)\) acting on the predual of a von Neumann algebra is considered, while [6, Theorem 6] deals with an abelian semigroup \((T_t : t \in G)\) acting on an \(L^1\)-space, and it is shown that a condition like the one in point (ii) below yields that the net \(\{T_t : t \in G\}\) is a so-called Lotz–Räbiger net which means that for arbitrary \(\varphi \in M_*\) and \(s \in G\), we have

\[
\lim_{t \in G} (T_{t+s} - T_t)\varphi = 0.
\]

Then the conclusion follows from a corresponding result for Lotz–Räbiger nets.

**Corollary 16.** Assume that there is a normal positive linear functional \(\psi\) on \(M\) such that

(i) \(\|\psi\| < 2\), and for each normal state \(\varphi\) on \(M\)

\[
\lim_{t \in G} \|(T_t\varphi - \psi)^+\| = 0,
\]

or

(ii) for each normal state \(\varphi\) on \(M\)

\[
\lim_{t \in G} \|(T_t\varphi - \psi)^-\| = 0.
\]

Then \((T_t)\) is asymptotically stable.

**Proof:** Indeed, for any \(\omega \in M_*^h\) and its Jordan decomposition \(\omega = \omega^+ - \omega^-\), we have

\[
\|\omega\| = \|\omega^+\| + \|\omega^-\| \quad \text{and} \quad \omega(1) = \|\omega^+\| - \|\omega^-\|,
\]

so the formula

\[
\|\omega\| = 2\|\omega^+\| - \omega(1) = 2\|\omega^-\| + \omega(1)
\]

holds. Thus

\[
\|T_t\varphi - \psi\| = 2\|(T_t\varphi - \psi)^+\| - (T_t\varphi - \psi)(1)
\]

\[
= 2\|(T_t\varphi - \psi)^+\| + \|\psi\| - 1
\]

\[
= 2\|(T_t\varphi - \psi)^-\| + 1 - \|\psi\|.
\]
Passing to the limit we obtain, for $\alpha = \|\psi\| - 1 < 1$ in case (i) or $\alpha = 1 - \|\psi\| < 1$ in case (ii),

$$\lim_{t \in G} \|T_t \varphi - \psi\| = \alpha.$$ 

Thus Theorem 15 gives the claim upon taking $\{\psi\}$ as the constrictor. \(\square\)

Remark 6. Condition (ii) in the above corollary was described in [9] as the existence of a lower-bound for the semigroup $(T_t)$. Analogously, condition (i) could be named as the existence of an upper-bound for $(T_t)$ (as a matter of fact, this kind of definition is used in [18, Section 1, p. 37] for a Markov operator on $L^1$). As is seen, the existence of a lower-bound implies much more than the existence of an upper-bound. In particular, the fixed-point space for an arbitrary semigroup with a lower-bound is one-dimensional while the fixed-point space for the strongly continuous semigroup $(T_t : t \geq 0)$ (or $(T^n : n = 0, 1, \ldots)$) with an upper-bound, described in Theorem 19, need not be so simple. It is interesting that a similar situation holds for mean boundedness which is shown in Theorems 20 and 22.

In general, the corollary above as well as Theorems 19, 20, and 22 that follow deal, at least partly, with asymptotic properties of the semigroup $(T_t : t \in G)$, being at the same time examples of lower bound (or upper bound) theorems. Investigations of this type were performed, for example, in a more general setting of ordered Banach spaces with generating cone in [12], where almost periodicity and mean ergodicity are related with asymptotic domination. In a similar setting of base norm spaces, uniform asymptotic stability, and mean ergodicity, where the appropriate limits are taken in the operator norm, were investigated in [10].

Lemma 17. Let $\tilde{\varphi}$ be a state on $\mathcal{M}$ majorized by a normal positive linear functional $\psi$. Then $\tilde{\varphi}$ is normal.

Proof: From the inequality

$$0 \leq \tilde{\varphi} \leq \psi,$$

we get for the projection $R^\perp$

$$0 \leq R^\perp \tilde{\varphi} \leq R^\perp \psi = 0,$$

which yields $R^\perp \tilde{\varphi} = 0$. Thus $\tilde{\varphi} = R\tilde{\varphi}$, showing the claim. \(\square\)

The next result is well-known in the theory of von Neumann algebras. For the sake of completeness, we present its proof here.
Lemma 18. Let $\mathcal{M}$ be a von Neumann algebra, and let $e_1, \ldots, e_n$ be minimal projections in $\mathcal{M}$ such that $\sum_{i=1}^{n} e_i = \mathbb{1}$. Then $\dim \mathcal{M} \leq n^2$.

Proof: If $\mathcal{M}$ is a factor, then its type is $I_n$, so $\mathcal{M}$ is *-isomorphic to $\mathbb{B}(\mathbb{C}^n)$ whose dimension equals $n^2$. Let now $\mathcal{M}$ be arbitrary. For each central projection $z$ of $\mathcal{M}$ and each $e_i$, the minimality of $e_i$ yields $e_i z = e_i$ or 0. Consequently, $z$ is a sum of some $e_i$. Taking all possible products of (finitely many) central projections we get minimal central projections $z_1, \ldots, z_m$ with sum $\mathbb{1}$, each being a sum of some $e_i$:

$$z_k = \sum_{r=1}^{n_k} e_{i_r(k)}.$$

Moreover,

$$n_1 + \cdots + n_m = n.$$

We have

$$\mathcal{M} = \mathcal{M}_{z_1} \oplus \cdots \oplus \mathcal{M}_{z_m},$$

and since $z_k$ are minimal in the centre of $\mathcal{M}$, all $\mathcal{M}_{z_k}$ are factors of type $I_{n_k}$. Hence

$$\dim \mathcal{M}_{z_k} = n_k^2,$$

and

$$\dim \mathcal{M} = \dim \mathcal{M}_{z_1} + \cdots + \dim \mathcal{M}_{z_m} = n_1^2 + \cdots + n_m^2 \leq n^2. \quad \Box$$

Before proceeding further, let us explain the situation which occurs in the next theorem. The existence of an upper-bound for a semigroup $(T_t : t \in G)$ implies some regularity of the limit points ‘at infinity’ of $(T_t \varphi : t \in G)$. However, in general, nothing can be said about other limit points. This is why we restrict attention to more specific semigroups such as $[0, +\infty)$ or $\mathbb{Z}_+$ together with the natural assumption of strong continuity, which means that for every $\varphi \in \mathcal{M}_*$ the map $t \mapsto T_t \varphi$ is (norm- or weakly-) continuous. This assumption allows us to obtain the property of ultraweak almost periodicity for the semigroup $\{T_t^* : t \in G\}$ which is basic for the conclusions. It should be mentioned that this is the only place where we deal with the concrete strongly continuous semigroups $(T_t : t \geq 0)$ or $(T^n : n = 0, 1, \ldots)$. 
Theorem 19. Let $G = [0, +\infty)$ or $G = \mathbb{Z}_+$, and for the case $G = [0, +\infty)$, let $(T_t : t \geq 0)$ be strongly continuous. Assume that there is a normal positive linear functional $\psi$ such that for each normal state $\varphi$ we have

$$\lim_{t \to \infty} \| (T_t \varphi - \psi)^+ \| = 0.$$ 

Then $(T_t)$ is mean ergodic, and the JW-algebra $(\text{Fix } T)^h$ is a finite direct sum of JW-factors of type $I_{n_i}$ with all the $n_i$ finite. Moreover, if the $T_t^*$ are strongly positive, then $\dim \text{Fix } T \leq \lceil \| \psi \| \rceil^2$, where $\lceil \| \psi \| \rceil$ stands for the integer part of $\| \psi \|$.

Proof: It is enough to consider only the case $G = [0, +\infty)$ since the proof for the discrete case is similar.

Recall that a semigroup $\mathcal{G}$ of positive normal linear contractions on $\mathcal{M}$ is called ultraweakly almost periodic if it satisfies any of the following equivalent conditions:

(i) for each $\omega \in \mathcal{M}_*$, $\{\omega \circ S : S \in \mathcal{G}\}$ is relatively weakly compact,

(ii) the point-$\sigma$-weak closure of $\mathcal{G}$ consists of normal operators,

(iii) $\mathcal{G}$ is equicontinuous in the Mackey topology $\tau(\mathcal{M}, \mathcal{M}_*)$.

(See [20, 23, 33].) Consider the semigroup $\{T_t^* : t \geq 0\}$ of positive normal linear contractions on $\mathcal{M}$. Since this semigroup is strongly continuous, it follows that its point-$\sigma$-weak closure consists of all $T_t^*$’s and all possible limits at infinity of the $T_t^*$’s. In other words, $S$ belongs to the closure if either $S = T_{t_0}^*$ for some $t_0$ or there is a net $\{t_\gamma\}$ of non-negative real numbers tending to infinity such that, for any $x \in \mathcal{M}$ and any $\varphi \in \mathcal{M}_*$,

$$\varphi(Sx) = \lim_{\gamma} \varphi(T_{t_\gamma}^* x) = \lim_{\gamma} (T_{t_\gamma} \varphi)(x),$$

i.e.

$$\text{weak}^* - \lim_{\gamma} T_{t_\gamma} \varphi = \varphi \circ S.$$

(We consider the functionals $T_{t_\gamma} \varphi$ and $\varphi \circ S$ as elements of $\mathcal{M}^*$.) For each normal state $\varphi$, the following inequality holds

$$T_{t_\gamma} \varphi \leq \psi + (T_{t_\gamma} \varphi - \psi)^+.$$

Thus, passing to the weak$^*$-limit, we obtain

$$\varphi \circ S \leq \psi.$$


On account of Lemma 17, \( \varphi \circ S \) is a normal state. Since each \( \varphi \in \mathcal{M}_* \) is a linear combination of normal states, we get that for every \( \varphi \in \mathcal{M}_* \) we have \( \varphi \circ S \in \mathcal{M}_* \), which means that \( S \) is a normal map. This shows that the point-\( \sigma \)-weak closure of \( \{ T_t^* : t \geq 0 \} \) consists of normal operators. Thus the semigroup \( \{ T_t^* : t \geq 0 \} \) is ultraweakly almost periodic. By virtue of [3, Chapter V.6.4], the convex hull of \( \{ T_t^* : t \geq 0 \} \) is also ultraweakly almost periodic (alternatively, one may use [32, Theorem III.5.4]). Let \( m \) be an invariant mean on \( \ell^\infty([0, +\infty)) \) and consider the map \( m_T|\mathcal{M}_*: \mathcal{M}_* \to \mathcal{M}^* \). On account of (10), we have

\[
m_T(\varphi)(x) = \lim_{\gamma} \sum_{i=1}^{n_\gamma} \lambda_\gamma^i T_{t_\gamma}^* \varphi(x) = \lim_{\gamma} \varphi \left( \sum_{i=1}^{n_\gamma} \lambda_\gamma^i T_{t_\gamma}^* x \right), \quad x \in \mathcal{M}.
\]

Thus, for \( (m_T|\mathcal{M}_*)^*|\mathcal{M}: \mathcal{M} \to \mathcal{M} \), we get

\[
\varphi((m_T|\mathcal{M}_*)^*(x)) = m_T(\varphi)(x) = \lim_{\gamma} \varphi \left( \sum_{i=1}^{n_\gamma} \lambda_\gamma^i T_{t_\gamma}^* x \right),
\]

which means that \( (m_T|\mathcal{M}_*)^*|\mathcal{M} \) is a limit in the point-\( \sigma \)-weak topology of convex combinations of elements from \( \{ T_t^* : t \geq 0 \} \). The ultraweak almost periodicity of this set implies that \( (m_T|\mathcal{M}_*)^*|\mathcal{M} \) is a normal map. Consequently, for each \( \varphi \in \mathcal{M}_* \), we have

\[
\varphi \circ (m_T|\mathcal{M}_*)^*|\mathcal{M} \in \mathcal{M}_*.
\]

But clearly,

\[
\varphi \circ (m_T|\mathcal{M}_*)^*|\mathcal{M} = m_T(\varphi).
\]

Thus \( m_T \) sends the normal functionals to normal ones, i.e. \( (T_t) \) is mean ergodic.

Observe that from the assumption we immediately obtain the relation

\[
(31) \quad \varphi \leq \psi
\]

for each invariant normal state \( \varphi \).

Suppose that \( \varphi \) is a normal invariant state and let \( e \) be a projection in the JW-algebra \( ((\text{Fix} T^*)^h, \bullet) \). We aim at showing that the functional \( e \varphi e \) is invariant. As before, let \( E^T \) stand for the ergodic projection. For arbitrary \( a, b \in \mathcal{M} \) we have

\[
aba = 2a \circ (a \circ b) - a^2 \circ b,
\]
and thus for any \( x \in \mathcal{M} \) we get, by virtue of equality (20) and relation (21),

\[
(e \varphi e)(E^T x) = \varphi(e(E^T x)e) = 2\varphi(e \circ (e \circ E^T x)) - \varphi(e^2 \circ E^T x)
\]

\[
= 2\varphi(E^T(e \circ (e \circ E^T x))) - \varphi(E^T(e^2 \circ E^T x))
\]

\[
= 2\varphi(E^T(e \circ E^T(e \circ E^T x))) - \varphi(E^T(E^T e^2 \circ E^T x))
\]

\[
= 2\varphi(E^T(e \circ (e \circ x))) - \varphi(E^T(e \circ x))
\]

\[
= 2\varphi(e \circ (e \circ x)) - \varphi(e \circ x).
\]

(32)

Take an arbitrary positive linear functional \( \psi \) on \( \mathcal{M} \) and define a sesquilinear form \([\cdot, \cdot]_\psi\) on \( \mathcal{M} \times \mathcal{M} \) by the formula

\[
[x, y]_\psi = 2\psi(E^T(x^* \circ y)) - \psi(E^T(x^* \circ E^T y)) - \psi(E^T(E^T x^* \circ y)).
\]

We have

\[
x^* x - x^* \circ E^T x = E^T x^* \circ x \circ E^T x = (x - E^T x)^* \circ (x - E^T x) \geq 0.
\]

Thus

\[
0 \leq E^T(x^* \circ x) - E^T(x^* \circ E^T x) - E^T(E^T x^* \circ x) \leq 2E^T(x^* \circ x) - E^T(x^* \circ E^T x) - E^T(E^T x^* \circ x),
\]

so \([\cdot, \cdot]_\psi\) is positive. For an arbitrary projection \( e \) in \(((\text{Fix} T^*)^h, \bullet)\) (i.e. \( e = e \bullet e \)) and \( x \in \mathcal{M} \), we have

\[
[x^*, e^2]_\psi = 2\psi(E^T(x \circ e^2)) - \psi(E^T(x \circ E^T e^2)) - \psi(E^T(E^T x \circ e^2))
\]

\[
= 2\psi(E^T(x \circ e^2)) - \psi(E^T(x \circ e)) - \psi(E^T(E^T x \circ e^2))
\]

\[
= 2\psi(E^T(x \circ e^2)) - \psi(E^T(x \circ e)) - \psi(E^T(E^T x \circ e))
\]

\[
= 2\psi(E^T(x \circ e^2)) - 2\psi(E^T(x \circ e)).
\]

In particular,

\[
[e^2, e^2]_\psi = 2\psi(E^T(e^2 \circ e^2)) - 2\psi(E^T(e^2 \circ e)) = 2\psi(E^T e^4) - 2\psi(E^T e^3)
\]

\[
= 2\psi(e) - 2\psi(e) = 0,
\]

which, by virtue of the Schwarz inequality for the form \([\cdot, \cdot]_\psi\), yields

\[
0 = [x^*, e^2]_\psi = 2\psi(E^T(x \circ e^2)) - 2\psi(E^T(x \circ e)).
\]
Since $\psi$ was arbitrary, we obtain

$$E^T(x \circ e) = E^T(x \circ e^2)$$

for each $x \in M$. Consequently, equality (32) takes the form

$$(e\varphi e)(E^T x) = 2\varphi(e \circ (e \circ x)) - \varphi(e \circ x)$$

$$= 2\varphi(E^T(e \circ (e \circ x))) - \varphi(E^T(e \circ x))$$

$$= 2\varphi(E^T(e \circ (e \circ x))) - \varphi(E^T(e^2 \circ x))$$

$$= \varphi(E^T(2e \circ (e \circ x) - e^2 \circ x)) = \varphi(E^T(ex))$$

$$= \varphi(ex) = (e\varphi e)(x),$$

showing that $e\varphi e = (e\varphi e) \circ E^T$, i.e. $e\varphi e$ is invariant.

Let now $\{e_i : i \in I\}$ be an arbitrary resolution of identity in $((\text{Fix } T^*)^h, \cdot)$. Since $E^T(M) = \text{Fix } T^*$, it follows from [24, Lemma 14] that $\text{Fix } T$ separates the points of $\text{Fix } T^*$, and thus $(\text{Fix } T)^h$ separates the points of $(\text{Fix } T^*)^h$. Consequently, there are $\varphi'_i \in (\text{Fix } T)^h$ such that $\varphi'_i(e_i) \neq 0$ and considering, if necessary, the positive and negative parts in the Jordan decomposition of $\varphi'_i$, we may assume that the $\varphi'_i$ are positive. Put

$$\varphi_i = \frac{e_i \varphi'_i e_i}{\varphi'_i(e_i)},$$

Then the $\varphi_i$ are invariant normal states such that $s(\varphi_i) \leq e_i$. From relation (31), it follows that

$$\|\psi\| = \sum_{i \in I} \psi(e_i) \geq \sum_{i \in I} \varphi_i(e_i) = \sum_{i \in I} 1 = \text{card } I.$$

Thus we can have at most $\|\psi\|$ pairwise orthogonal projections in $\text{Fix } T^*$. Now the conclusion follows from Proposition 13.

If the $T^*_t$ are strongly positive, then $\text{Fix } T^*$ is a $W^*$-algebra, and since there are at most $\|\psi\|$ minimal projections in $\text{Fix } T^*$, we get on account of Lemma 18 that

$$\dim \text{Fix } T = \dim(\text{Fix } T)^* = \dim \text{Fix } T^* \leq \|\psi\|^2.$$

Remark 7. It is worth noting that the second part of the thesis of this theorem, concerning the structure of the space $(\text{Fix } T)^h$, follows from the assumption

$$\lim_{t \in G} \|T_t \varphi - \psi\|^+ = 0$$

for an arbitrary abelian semigroup $G$ since it is a consequence of relation (31) for each invariant normal state $\varphi$. 
Observe that the mean ergodicity of the semigroup \((T^n)\) in the above theorem follows from \([9, \text{Theorem 13}]\) and the fact that condition \((30)\) implies that \(T\) is asymptotically dominated by the constant operator on \(\mathcal{M}_\ast\) which assigns \(\psi\) to each element of \(\mathcal{M}_\ast\). The same result concerning the connection between asymptotic domination and mean ergodicity in the more general setup of ideally ordered Banach spaces was proved in \([8, \text{Theorem 14}]\).

5. Ergodic theorems for generalised averages

The following definitions are essentially taken from \([9]\). Let \(\{A_\gamma : \gamma \in \Gamma\}\) be a generalised average on \(G\). The Markov semigroup \((T_t)\) is said to be mean bounded from above (with respect to this average) if there is a nonzero \(\psi \in \mathcal{M}_\ast^+\) such that for each normal state \(\varphi\) we have

\[
\lim_{\gamma \in \Gamma} \|((A_\gamma)_T(\varphi) - \psi)^+\| = 0.
\]

The semigroup is said to be mean bounded from below if there is a nonzero \(\psi \in \mathcal{M}_\ast^+\) such that for each normal state \(\varphi\) we have

\[
\lim_{\gamma \in \Gamma} \|((A_\gamma)_T(\varphi) - \psi)^-\| = 0.
\]

In what follows, we assume that \(\{A_\gamma : \gamma \in \Gamma\}\) is a fixed generalised average on \(G\) and that \((T_t)\) is a fixed Markov semigroup on \(\mathcal{M}_\ast\).

**Theorem 20.** Let \((T_t : t \in G)\) be mean bounded from above. Then \((T_t)\) is mean ergodic and the fixed-point space \((\text{Fix} T^*_t)\) is a JW-algebra which is a finite direct sum of JW-factors of type \(I_{n_i}\) with all the \(n_i\) finite. Moreover, if the \(T_t^*\) are strongly positive, then \(\text{Fix} T^*_t\) is a finite dimensional \(W^*-\)algebra.

**Proof:** From the assumption, it follows that there is a normal positive linear functional \(\psi\) such that for each normal state \(\varphi\) we have

\[
\lim_{\gamma \in \Gamma} \|((A_\gamma)_T(\varphi) - \psi)^+\| = 0.
\]

Take an arbitrary normal state \(\varphi\). We have

\[
(A_\gamma)_T(\varphi) \leq \psi + ((A_\gamma)_T(\varphi) - \psi)^+.
\]

The \((A_\gamma)_T(\varphi)\) are states in the unit ball of \(\mathcal{M}^*\), so from the weak*-compactness of this ball there is a subnet \(\{A_{\gamma'}\}\) of \(\{A_\gamma\}\) and some state \(\bar{\varphi} \in \mathcal{M}^*\) such that

\[
(A_{\gamma'})_T(\varphi) \xrightarrow[\gamma']{\gamma} \bar{\varphi} \quad \text{weakly}^*.
\]
Let $m'$ be an invariant mean corresponding to the net $\{A_{\gamma'}\}$. Then

$$m'_T(\varphi) = \lim_{\gamma' \to T}(A_{\gamma'})(\varphi) = \tilde{\varphi}. $$

The relation (33) yields

$$m'_T(\varphi) \leq \psi,$n

and from Lemma 17 it follows that $m'_T(\varphi) \in M_*$. Hence, on account of Lemma 2, $(T_t)$ is mean ergodic.

Let now $\varphi$ be an arbitrary state in $\text{Fix} \, T$. We have

$$\varphi = (A_{\gamma})_T(\varphi) \leq \psi + (\varphi - \psi)^+ = \psi. $$

Let $m$ be an invariant mean. Then

$$\varphi = m_T(\varphi) \leq m_T(\psi),$$

and $m_T(\psi) \in M_*$ since $(T_t)$ is mean ergodic. Thus we obtain that there is a normal invariant positive linear functional $\tilde{\psi} = m_T(\psi)$ such that $\tilde{\psi} \geq \varphi$ for every state $\varphi$ in $\text{Fix} \, T$.

The rest of the proof is the same as the final part of the proof of Theorem 14. Let $\{e_i\}$ be an arbitrary resolution of identity in $\text{Fix} \, T^*$. We have

$$\|\tilde{\psi}\| = \tilde{\psi}(1) = \sum_i \tilde{\psi}(e_i).$$

For each $i$ take a state $\varphi_i \in \text{Fix} \, T$ such that $s(\varphi_i) \leq e_i$ — the existence of such a state was shown in Theorem 19. We have

$$1 \leq \varphi_i(e_i) \leq \tilde{\psi}(e_i).$$

Thus

$$\|\tilde{\psi}\| = \sum_i \tilde{\psi}(e_i) \geq \sum_i 1 = \text{card}\{e_i\}. $$

This means that every resolution of identity in $\text{Fix} \, T^*$ is finite. Consequently, the conclusion follows from Proposition 13.

\textbf{Lemma 21.} Let $\rho \in M^*$ be singular and let $\omega \in M_*^h$. If $\rho \geq \omega$, then $\omega \leq 0$.

\textbf{Proof:} We have, using the projection $R$,

$$\omega = R\omega \leq R\rho = 0. $$

The following theorem was obtained in [9, Theorem 3] for a strongly continuous semigroup $(T_t : t \geq 0)$ of completely positive operators on $M_*$ and the Cesàro means. The assumption of complete positivity was later shown to be not necessary in [12, Corollary 4.5.5.], where also a more general case of ordered Banach spaces with generating cone was considered.
Theorem 22. Let \((T_t : t \in G)\) be mean bounded from below. Then

(i) \((T_t)\) is mean ergodic,
(ii) \(\dim \text{Fix } T = 1\),
(iii) there is a state \(\rho \in \text{Fix } T\) such that for each state \(\varphi \in \mathcal{M}_*\)

\[
\text{weak-} \lim_{\gamma \in \Gamma}(A_{\gamma})_T(\varphi) = \rho.
\]

Proof: (i) From the assumption, it follows that there is a normal positive linear functional \(\psi\) such that for each normal state \(\varphi\) we have

\[
\lim_{\gamma \in \Gamma} \|((A_{\gamma})_T(\varphi) - \psi)^-\| = 0.
\]

We are going to show that \(\text{Fix } T\) separates the points of \(\text{Fix } T^*\). To this end, it is enough to show that for arbitrary \(x \in (\text{Fix } T^*)^h\) with \(\|x\| = 1\) there is \(\rho \in (\text{Fix } T)^h\) for which \(\rho(x) \neq 0\). Choose \(\varepsilon > 0\) such that \(\|\psi\| = \psi(1) > \varepsilon\) and take \(\varphi \in \mathcal{M}_*\) with \(\|\varphi\| = 1\) satisfying

\[
|\varphi(x)| > 1 - \varepsilon.
\]

Let \(\varphi = \varphi^+ - \varphi^-\) be the Jordan decomposition and assume for the moment that \(\varphi^+ \neq 0 \neq \varphi^-\). We have

\[
(A_{\gamma})_T\left(\frac{\varphi^+}{\|\varphi^+\|}\right) \geq \psi - \left((A_{\gamma})_T\left(\frac{\varphi^+}{\|\varphi^+\|}\right) - \psi\right)^-.
\]

The \((A_{\gamma})_T\left(\varphi^+\right)\) are states in the unit ball of \(\mathcal{M}^*\), so from the weak*-compactness of this ball there is a subnet \(\{\gamma'\}\) and some state \(\tilde{\rho} \in \mathcal{M}^*\) such that

\[
(A_{\gamma'})_T\left(\frac{\varphi^+}{\|\varphi^+\|}\right) \xrightarrow{\gamma'} \tilde{\rho} \text{ weakly}^*.
\]

Furthermore, we have

\[
(A_{\gamma'})_T\left(\frac{\varphi^-}{\|\varphi^-\|}\right) \geq \psi - \left((A_{\gamma'})_T\left(\frac{\varphi^-}{\|\varphi^-\|}\right) - \psi\right)^-.
\]

The \((A_{\gamma'})_T\left(\varphi^-\right)\) are states in the unit ball of \(\mathcal{M}^*\), so again from the weak*-compactness of this ball there is a subnet \(\{\gamma''\}\) of \(\{\gamma'\}\) and some state \(\tilde{\omega} \in \mathcal{M}^*\) such that

\[
(A_{\gamma''})_T\left(\frac{\varphi^+}{\|\varphi^+\|}\right) \xrightarrow{\gamma''} \tilde{\omega} \text{ weakly}^*.
\]
Let $m$ be an invariant mean corresponding to the net $\{A_{\gamma''}\}$. Then
\[
m_T \left( \frac{\varphi^+}{\|\varphi^+\|} \right) = \lim_{\gamma''} (A_{\gamma''}) T \left( \frac{\varphi^+}{\|\varphi^+\|} \right) = \tilde{\rho}
\]
and
\[
m_T \left( \frac{\varphi^-}{\|\varphi^-\|} \right) = \lim_{\gamma''} (A_{\gamma''}) T \left( \frac{\varphi^-}{\|\varphi^-\|} \right) = \tilde{\omega}.
\]
Relations (34) and (35) yield
\[
\tilde{\rho} = m_T \left( \frac{\varphi^+}{\|\varphi^+\|} \right) \geq \psi
\]
and
\[
\tilde{\omega} = m_T \left( \frac{\varphi^-}{\|\varphi^-\|} \right) \geq \psi.
\]
Let
\[
\tilde{\rho} = \tilde{\rho}_n + \tilde{\rho}_s \quad \text{and} \quad \tilde{\omega} = \tilde{\omega}_n + \tilde{\omega}_s
\]
be decompositions of $\tilde{\rho}$ and $\tilde{\omega}$ into the normal and singular parts, respectively. Lemma 21 yields the inequalities $\tilde{\rho}_n \geq \psi$ and $\tilde{\omega}_n \geq \psi$, and thus
\[
\|\tilde{\rho}_s\| = \tilde{\rho}_s(1) = 1 - \tilde{\rho}_n(1) \leq 1 - \psi(1) = 1 - \|\psi\|,
\]
and the same holds for $\|\tilde{\omega}_s\|$. Since $x \in \text{Fix} T^*$, it follows that $\varphi(x) = m_T(\varphi)(x)$, and we have
\[
1 - \varepsilon < |\varphi(x)| = |m_T(\varphi)(x)|
\]
\[
= \|\varphi^+\| m_T \left( \frac{\varphi^+}{\|\varphi^+\|} \right) (x) + \|\varphi^-\| m_T \left( \frac{\varphi^-}{\|\varphi^-\|} \right) (x)
\]
\[
\leq \|\varphi^+\| m_T \left( \frac{\varphi^+}{\|\varphi^+\|} \right) (x) + \|\varphi^-\| m_T \left( \frac{\varphi^-}{\|\varphi^-\|} \right) (x)
\]
\[
\leq \|\varphi^+\| (|\tilde{\rho}_n(x)| + |\tilde{\rho}_s(x)|) + \|\varphi^-\| (|\tilde{\omega}_n(x)| + |\tilde{\omega}_s(x)|)
\]
\[
\leq \|\varphi^+\| (|\tilde{\rho}_n(x)| + \|\tilde{\rho}_s\|) + \|\varphi^-\| (|\tilde{\omega}_n(x)| + \|\tilde{\omega}_s\|)
\]
\[
\leq \|\varphi^+\| (|\tilde{\rho}_n(x)| + 1 - \|\psi\|) + \|\varphi^-\| (|\tilde{\omega}_n(x)| + 1 - \|\psi\|)
\]
\[
= \|\varphi^+\| |\tilde{\rho}_n(x)| + \|\varphi^-\| |\tilde{\omega}_n(x)| + (\|\varphi^+\| + \|\varphi^-\|)(1 - \|\psi\|)
\]
\[
= \|\varphi^+\| |\tilde{\rho}_n(x)| + \|\varphi^-\| |\tilde{\omega}_n(x)| + \|\varphi^-\| |\tilde{\omega}_n(x)| + 1 - \|\psi\|,
\]
which yields
\[
\|\varphi^+\| |\tilde{\rho}_n(x)| + \|\varphi^-\| |\tilde{\omega}_n(x)| > \|\psi\| - \varepsilon > 0.
\]
Now, it is clear that if, for example, $\varphi^+ = 0$, then we obtain the estimation as above in the form

$$|\tilde{\omega}_n(x)| > \|\psi\| - \varepsilon > 0,$$

and similarly if $\varphi^- = 0$. Consequently, we get that $\tilde{\rho}_n(x) \neq 0$, $\tilde{\omega}_n \in \text{Fix} T$, the separation property follows. On account of [24, Lemma 14], we obtain that for a quasi-ergodic projection $E$, the equality $E(M) = \text{Fix} T^*$ holds, which by virtue of Proposition 3 yields the mean ergodicity of $(T_t)$.

(ii) Let $\varphi$ be an arbitrary state in $\text{Fix} T$. Then

$$(\varphi - \psi)^- = ((A_\gamma)T(\varphi) - \psi)^- \rightarrow 0 \quad \text{in norm},$$

which means that $\varphi \geq \psi$. Let $\varphi_1, \varphi_2$ be arbitrary states in $\text{Fix} T$. Then $\omega = \varphi_1 - \varphi_2 \in \text{Fix} T$ and, for the Jordan decomposition $\omega = \omega^+ - \omega^-$ we have $\omega^+, \omega^- \in (\text{Fix} T)^+$. If $\omega^+ \neq 0$ and $\omega^- \neq 0$, then we would have

$$\frac{\omega^+}{\|\omega^+\|} \geq \psi \quad \text{and} \quad \frac{\omega^-}{\|\omega^-\|} \geq \psi,$$

which is impossible since $\omega^+$ and $\omega^-$ have orthogonal supports. Consequently, $\omega^+ = 0$ or $\omega^- = 0$ which means that $\varphi_1 \leq \varphi_2$ or $\varphi_1 \geq \varphi_2$. However, since $\varphi_1$ and $\varphi_2$ are states, either possibility yields $\varphi_1 = \varphi_2$, showing that there is only one state in $\text{Fix} T$, i.e. $\dim \text{Fix} T = 1$.

(iii) Take an arbitrary state $\varphi \in M_*$, and let $\rho \in M^*$ be an arbitrary weak* limit point of the net $\{(A_\gamma)T(\varphi) : \gamma \in \Gamma\}$. Then

$$\rho = \lim_{\gamma \to \gamma'} (A_\gamma^*)T(\varphi)$$

for some subnet $\{A_{\gamma'}\}$ of the net $\{A_\gamma\}$. Let $m'$ be an invariant mean associated with the net $\{A_{\gamma'}\}$. We have

$$m'_T(\varphi) = \rho,$$

and since $(T_t)$ is mean ergodic, $\rho = m'_T(\varphi) \in M_*$. Consequently, $\rho \in \text{Fix} T$ which means that the limit in (36) is actually a weak limit. Moreover, $\rho$ is a state, and since there is only one state in $\text{Fix} T$, we obtain that

$$\lim_{\gamma \in \Gamma} (A_\gamma)T(\varphi) = \rho$$

for each state $\varphi$, which proves the claim. \qed
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