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Abstract—Common deployment models for Edge Computing are based on (composable) microservices that are offloaded to cloudlets. Runtime adaptations—in response to varying load, QoS fulfillment, mobility, etc.—are typically based on coarse-grained and costly management operations such as resource re-allocation or migration. The services themselves, however, remain non-adaptive, worsening the already limited elasticity of Edge Computing compared to Cloud Computing. Edge Computing applications often have stringent requirements on the execution time but are flexible regarding the quality of a computation. The potential benefits of exploiting this trade-off remain untapped.

This paper introduces the concept of adaptable microservices that provide alternative variants of specific functionalities. We define service variants that differ w.r.t. the internal functioning of the service, manifested in different algorithms, parameters, and auxiliary data they use. Such variants allow fine-grained trade-offs between the QoS (e.g., a maximum tolerable execution time) and the quality of the computation. We integrate adaptable microservices into an Edge Computing framework, show the practical impact of service variants, and present a strategy for switching variants at runtime.

Index Terms—edge computing, microservices, computation offloading, approximate computing, service adaptation

I. INTRODUCTION

Edge Computing [1]–[3] is transforming our computing landscape towards enabling low-latency computations at locations proximate to users. Consequently, many platforms and frameworks exist that propose Edge Computing runtimes, e.g., built on lightweight container deployments [4]–[7]. In addition, many Edge Computing deployments follow the paradigm of microservices [8], [9]. This abstraction has many advantages, such as higher agility and flexibility in the development of individual services. At runtime, multiple microservices can be combined to form processing chains and, according to demands, individual services can be scaled in and out.

While existing works are able to adapt the management of the services, e.g., through the placement [10], [11], or migration [12], [13] of services, the services themselves and their internal functioning remain non-adaptable. More specifically, edge services are implemented to deliver functionality in one particular way and cannot vary how the functionality is provided, e.g., by providing different variants of a service. Those variants may, for instance, differ in the algorithms they use to perform a task. As another example, some services need additional auxiliary data, which can also be varied (e.g., by using different pre-trained models for machine learning applications).

Different variants of a microservice potentially have an impact on two metrics: (i) the computational complexity, reflected in the execution time and resource demand of a request, and (ii) the quality of result (QoR). The latter can be defined and measured in different ways, e.g., by the accuracy of the result, i.e., its deviation from a numeric optimum, or by the (subjective) perception of a user. Overall, these two metrics form a trade-off, in the sense that more accurate results typically require more computational effort, which leads to higher execution times and/or increased resource demands. On the other hand, if we are willing to sacrifice computational quality, we can perform the same tasks with fewer resources.

This observation is especially remarkable in the context of Edge Computing if we recall some of its characteristics. On the one hand, computing resources available in Edge Computing are less powerful compared to their cloud counterparts, making efficient computing an important requirement to cope with scarce resources. Similarly, achieving resource elasticity is more challenging in Edge Computing, since the total available resources at a given location are much more limited. On the other hand, many edge applications have stringent requirements on the overall latency. At the same time, such mission-critical applications can be flexible regarding the quality of the computation result. Examples can be found in the domain of image or video processing, and for recognition tasks. To illustrate the practical impact of inaccurate computations, Chippa et al. [14] surveyed different kinds of applications and found that, on average, applications spent 83% of their execution time on computations that are error-tolerant. Users of AR/VR headsets, for instance, might be willing to accept a lower rendering quality if in turn swift rendering helps in minimizing motion sickness. Current Edge Computing frameworks, however, do not consider this trade-off between computation effort and the quality of the computation result, and hence, miss out on this optimization opportunity.

In this paper, we present the novel concept of adaptable microservices for Edge Computing. We re-define microservices as blueprints for the delivery of a particular functionality that can be adapted w.r.t. (i) the algorithms they use to perform a task, (ii) parameters, and (iii) auxiliary data required for the computation. The possible variants are implemented within the program code of a microservice and can be selected upon its instantiation. Additionally, through a dedicated control
channel, the current variant of a service instance can be changed at runtime. The selection of the specific variant can be made according to certain requirements, e.g., a maximum tolerable execution time or a minimum quality of result. Furthermore, by having service variants with varying resource requirements, service variants are a way to bring the much-valued resource elasticity of Cloud Computing to the domain of Edge Computing.

We argue that adapting service instances can be a way to avoid cold start latencies, as changes are applied to running services, instead of potentially re-starting a service or replacing it, e.g., to more powerful hardware that can speed up its execution. Service variations are applied to an individual microservice, but they also have to be considered in the context of a microservice chain. For example, changing a variant of one microservice might have a disproportionate impact on the overall quality or execution time of the entire service chain.

We propose including this concept of adaptable microservices in an Edge Computing framework. In such a system, clients submit an abstract definition of the desired microservice or service chain with their individual requirements regarding execution time and QoR to a controller, which in turn has to make the following decisions: (i) which service variant to choose for instantiation in each step of the chain, and (ii) the assignment of user requests to service instances (since multiple services in different variants might be available). Furthermore, the controller might choose to change the variant of a particular microservice at runtime, e.g., by switching the algorithm with which the service performs its task. Especially in cases where microservice instances are shared between multiple microservice chains, this becomes a non-trivial optimization problem, because users that share (parts of) a chain might have conflicting optimization goals.

In summary, the contributions of this paper are threefold:

- We propose the concept of adaptable microservices in an Edge Computing environment. We define the adaptability of microservices in three dimensions (algorithms, parameters, and auxiliary data).
- We present a concept for the integration of adaptable microservices into an Edge Computing execution framework, detailing several components required for the orchestration of those service variants across edge cloudlets and users.
- We demonstrate the practical impact of orchestrating adaptable microservices w.r.t. (i) profiling their execution time, (ii) the effects of different variables on the service, and (iii) how switching variants can adapt to changes in the request patterns.

The remainder of this paper is structured as follows. We review related work in Section II. Our approach for dynamic microservice adaptation is presented in Section III. Section IV details how we realize this concept in an Edge Computing framework. In Section V, we demonstrate the practical impact of microservice variants and their switching at runtime. Section VI gives an outlook on future work before we conclude in Section VII.

Our contribution explores microservice adaptations in the context of Edge Computing. This section provides background information and reviews related work about Edge Computing frameworks in general (Section II-A), the concept of microservices and their adaptations (Section II-B), and approximate computing (Section II-C).

A. Edge Computing Frameworks

Since the emergence of Edge Computing and the related concept of cloudlets [15], different implementations of this computing paradigm have been proposed [16]. For example, Carrega et al. [17] present a general middleware for Mobile Edge Computing, that considers resources in the network of telecom operators. The framework of Ferrer et al. [18] focuses more on ad-hoc resources in the vicinity of users.

Much of the research has been centered around management issues, such as the placement [10], [11], [19] of Edge Computing services. Furthermore, in dynamic Edge Computing environments, migrations of users and services need to be handled accordingly [12], [13], [20]. Some works like NOMAD [21] integrate both caching and service migration strategies in an Edge Computing platform.

Similar to our implementation (see Section IV-A), some other works [7], [22], [23] also employ a repository for offloadable parts that are then transferred to surrogates. Paradrop [7] is an Edge Computing platform that enables deploying third-party applications on WiFi access points. CloudPath [22] is restricted to stateless functions. Both Paradrop and CloudPath do not allow the chaining of services. Bhardwaj et al. [23] present AirBox, a platform based on backend-driven onloading of functions to cloudlets. Compared to our approach, none of these works allow adaptations to the internal functioning of the provided services. Wang et al. [24] propose workload reduction as one method to increase scalability and elasticity for wearable cognitive assistance applications. In comparison, our three dimensions of adaptation can be applied to a wider range of applications.

B. Microservices, Service Adaptations, and Service Variants

Microservices are a contrasting paradigm to monolithic software. Following the microservice paradigm, parts of an application are developed and deployed independently [25]. The benefits of microservices, e.g., regarding DevOps [26], [27] or scalability [28], [29] have been widely recognized. However, developing applications as microservices also brings new challenges and concerns [30], [31], e.g., with regards to an increased operational complexity and testing efforts. Dragnoni et al. [32] provide a more in-depth introductory survey about the general concept of microservices. Although the granularity of a microservice is not clearly defined [33], microservices are typically characterized as small parts of an application with limited responsibilities, often restricted to performing a single task.
Adaptation of services has been explored in the broader context of service-oriented architectures (SOA) and Web Services (WS) [35]. Chang et al. [36] present a survey of common adaptation methods in service-oriented computing. Hirschfeld and Kawamura [37] define adaptability in three dimensions: what (e.g., computation/behavior or communication), when (e.g., at compile time or run time), and how (e.g., composition or transformation).

From a software engineering point of view, variants of services can be realized using Software Product Lines (SPL). SPLs are a development approach for re-usable and interchangeable software [38]. SPLs are characterized by their variability [39] and this variability can for instance be represented with feature models [40]. Based on such feature models, Sanchez et al. [41] present a heuristic-based method for the selection of an optimal configuration. Dynamic software product lines are capable to adapt, e.g., to user requirements or resource constraints [42]. As an example, Weckesser et al. [43] examine the reconfiguration of dynamic software product lines. Reconfiguration is done based on consistency properties and learned performance-influence models. The authors however do not consider service chains, and hence, cannot capture the interdependencies of adapting multiple services in a service chain.

More recent works have proposed adaptations for microservices in the context of the IoT. Gholami et al. [44] propose the usage of different versions of a microservice (lightweight or heavyweight), primarily for the purpose of scaling the application. Kannan et al. [45] present GrandSLAM, a microservice execution framework aimed to maximize throughput and reduce SLA violations. They do not modify the microservices themselves but instead change the request distributions. It is worth noting that these techniques can be used in conjunction with our proposed approach. Mendonça et al. [46] discuss the trade-off between generality and reusability in self-adaptive microservices. Bhattacharya and De [47] survey adaptation techniques in computation offloading, considering only the degree of concurrency and workload heterogeneity as variations in the applications. Some works present adaptation models for specific applications, e.g., streaming analytics [48], or to realize fault tolerance [49]. Others adapt the granularity of the services and not the underlying functionalities [34]. In contrast, we present a general concept for the adaptation of the internal functioning of microservices.

C. Approximate Computing

Approximate computing trades computation quality with the required effort to perform that computation [50]. The motivation to use approximate computing stems from the fact that in many problem domains of science and engineering, exact results are not required, but only results that are good enough. Examples can be found in the domain of digital signal processing, multimedia, and data analytics. Besides algorithmic resilience, users are also tolerant of inaccurate results. Examples are search results in information retrieval or the quality of images and video streams. In addition, the usage context might also influence the required computation quality [51].

At the top level, we can distinguish between hardware and software approaches for approximate computing [52]. Hardware approaches work by introducing imprecise logic components [53], [54] or using techniques like voltage overscaling [55]. In Edge Computing, we cannot implement approximate computing on a hardware level, given that we opportunistically leverage existing, heterogeneous devices over which we have no direct control.

One example of application-level approximate computing is FoggyCache [56]. The authors propose to reuse computation results across devices, based on the observation that similar contextual properties map to the same or similar outcome. Perez et al. [57] have examined the latency-accuracy trade-off in MapReduce jobs when applying approximate computing. Chippa et al. [14] conduct a study in which they analyze the resilience of different applications to result inaccuracies. As demonstrated in [58], different combinations of approximate computing techniques can be combined. Their results suggest that up to 50% in execution time can be saved while producing acceptable results. Other works have demonstrated the potential impact of approximate computing in different application domains, e.g., iterative methods [59], image compression [60], artificial neural networks [61], and deep learning [62].

Few previous works exist that apply approximate computing to domains that are related to Edge Computing. Zamari et al. [63] combine approximate computing with Edge Computing in an IoT scenario where sensor data is to be sent to the cloud for analytics. In-transit edge nodes contribute to the analytics by carrying out intermediate computations. This is coupled with approximate computing techniques on a software level, such as reducing the number of iterations or skipping certain parameter values. Wen et al. [64] employ a similar approach. They present ApproxIoT, combining approximate computing (by using only samples of a raw data stream) with hierarchical processing. Schäfer et al. [65] introduce several metrics for the quality of computation (QoC), for example, speed, precision, reliability, costs, and energy. They extend their Tasklet system [66] — an offloading middleware for distributed computing — to provide execution guarantees w.r.t. these QoC metrics. Compared to our adaptations, they do so not by modifying the internal functioning of the computation unit but by controlling their distribution.

In a broader context, Pejovic et al. [67] outline the challenges for approximate computing on mobile devices with a focus on the users’ needs. Similarly, Machidon et al. [51] have noted that the field of approximate computing for mobile devices still lags behind its counterparts in the desktop and server environment. Using the example of mobile video decoding, the authors demonstrate how the acceptable quality degradation can vary according to the user’s current context.

III. THE CONCEPT OF ADAPTABLE MICROSERVICES

Our approach is based on the concept of microservices, i.e., software components that execute a specific task. Applications
are typically composed of multiple such services. As a special case, services can form service chains, in which the output of one microservice is the input for a subsequent microservice. In the context of Edge Computing, this development method is especially useful, as it allows for fine-grained offloading decisions.

We propose the dynamic adaptation of microservices at runtime. We use the term service adaptation to refer to the internal functioning of the microservices. This definition stems from the observation that a particular functionality can be implemented in different ways, leading to many possible service variants between which we can switch at runtime. Triggering a switch can be done via an interface that the service exposes, e.g., to a controller that is responsible for orchestrating the services. This adaptation is orthogonal to other runtime optimizations that can be made in order to provide certain guarantees, e.g., the scaling or migration of microservices to meet execution time guarantees in view of an increased system load. Migration strategies, however, introduce a considerable overhead, as program code (and possibly execution environments and state) have to be transferred. Compared to costly migration strategies, we argue that our approach is a suitable alternative because it allows for quick reconfiguration of instance variants and, therefore, service instances can be kept active for a longer period of time.

Contrary to previous approaches, e.g., in the domain of approximate computing (see Section II-C), our concept of adaptable microservices combines the following three characteristics: (i) we adapt the internal functioning of a microservice, i.e., we operate on the application level and adaptations are implemented in the program code of the microservices, (ii) we propose adaptations in three general dimensions, and (iii) we envision a control entity that automatically selects and changes the service variants at runtime.

We make microservices adaptable in the following three dimensions:

1) Algorithms: A task can typically be performed by a variety of algorithms. Those not only differ in their runtime complexity, and hence, result in varying execution time, hardware requirements, and energy consumption, but also in their suitability for different applications. Taking the example of compressing an image, some compression algorithms are better suited for photographs while others perform better on vector graphics.

2) Parameters: Parameters are variable inputs to the microservice that influence its execution behavior. We model parameters as key-value pairs. Parameters can, for example, customize the algorithm that is used. Taking the same example of image compression, the desired image quality would be a parameter for such a microservice. Parameters can also be used to explicitly limit the execution time of a microservice, e.g., via loop perforation\(^1\) [68].

3) Auxiliary Data: Some algorithms require auxiliary data to function. This data is often retrieved from external sources. An example in the domain of machine learning are pre-trained models. This auxiliary data can also influence the execution time and the computation result. For example, in recognition tasks performed by neural networks, more complex models produce more accurate results, but require more computing resources or take longer to complete the task.

Figure 1 visualizes the concept of adaptable microservices. A given service might be variable in one or more of the aforementioned dimensions. We define the possible combinations of all three adaptation dimensions as service variants. As an example, the service in Figure 1 has two different variants.

**Definition 1.** Given a set of implemented algorithms \(A\), parameters \(P\), and auxiliary data \(D\) for a microservice, a service variant \(Var_M\) of a microservice \(M\) is defined as \(Var_M \subseteq A \times P \times D\) with \(p_i = v_i, i = 1 \ldots n\) as values for the parameters. Note that \(A\) and \(D\) are finite sets, whereas \(P\) typically is an uncountable set, e.g., in case the parameters contain real numbers.

We assume that there are no variants across a service chain that are mutually exclusive. Should one want to consider this case, constraint solvers can be used for selecting valid variants [69]. We further assume that each of the variants is implemented in the microservice. For example, if a microservice can be implemented using different algorithms, all those algorithms are included in the source code of the service. At any given time, a service maps its current variant to an internal state that determines how it is executed when requests are processed.

The different service variants impact the result of the computation in two ways. First, the execution time varies, e.g., when less complex algorithms are invoked or loop iterations are skipped. Naturally, this leads to a reduction in energy consumption of the cloudlet which executes the microservice. Second, service variants impact the quality of result (QoR). Depending on the application, QoR needs to be defined differently.

\(\text{1) user-centered and (ii) numeric. For user-centered metrics,}

![Figure 1. Switching between variants of an adaptable microservice](image-url)
techniques like questionnaires or focus groups can be used to assess the perceived quality of result. Note that this might not only vary from one user to another but also might depend on the usage context (as noted in [51]). As a numeric metric, we can for example quantify the error in the computation, i.e., the deviation from a numeric optimum or the accuracy of the result.

IV. REALIZATION OF THE CONCEPT AT THE EDGE

A. Integration into an Edge Computing Framework

To realize our concept, we implement the required mechanisms for adaptable microservices into our previously developed Edge Computing framework [70]. Figure 2 depicts an overview of this design. Components that are specifically related to the adaptable microservices are marked with a red star in Figure 2. Parts of the implementation that we leave open for future work are marked with a yellow star.

We structure the design of our system into three layers: (i) a resource and planning layer that provides the adaptable microservices and profiling of the services, (ii) the runtime control layer that manages the variants of the services, and (iii) the execution layer, where the service variants run on the edge agents. In our implementation, microservices are encapsulated as Docker containers that run on edge cloudlets. The microservices are made available through a repository. Users address requests for service execution to a controller that is responsible for orchestrating the services. Communication with the microservices is done via asynchronous message queues. Our implementation uses RabbitMQ as a message broker.

Profiling and monitoring of adaptive services: Variants of a microservice are included in its implementation. For each variant, an offline profiler creates a model to estimate the execution time, given different input sizes and underlying hardware on which the service is executed. Section V-A will demonstrate the accuracy of such a profiling. This information serves as a basis for the controller for choosing suitable variants at the start of a microservice or changing the variants of running services. Given the heterogeneity of execution environments, not all possible hardware configurations can be considered. Hence, this information should be gradually updated with collected runtime statistics from the agents.

Control flow: Users can submit their requests for the execution of a service with a constraint on the execution time or the quality of result (shown as ① in Figure 2). Based on these constraints and the information from the profiler, a suitable service variant is selected ②, instantiated ③, and can then serve user requests ④. Note that for simplicity reasons, the figure only depicts a single microservice. For service chains, the decision-making process is made across all services in the chain. The question of how to place and spread the placement of individual microservices belonging to a service chain is beyond the scope of our paper. Previous works (e.g., [71]) have investigated this problem to great length.

Changing service variants: During the execution of a microservice, its variant can be changed. This is done by issuing requests to a dedicated control queue for each microservice instance. As an example, in Figure 2, the service variant is changed from V1 to V2 ⑤. Microservices implement a listener for incoming requests on the control queue and change their variant accordingly. This adaptation at runtime can be done for a number of reasons, e.g., when a constraint on the execution time cannot be met, a service might be instructed by the controller to switch to a variant that produces less accurate but faster results. Section V-C will explore the practical impact of variant switching.

B. Demo Microservices

We demonstrate our approach by using six individual microservices and two service chains.

1) Individual microservices: We implement the following adaptable microservices, summarized with their different variants in Table I:

Face detection: This microservice detects faces in a given picture. Its variants differ in algorithms and parameters. For the algorithms, we use two different types of cascade classifiers available in OpenCV: (i) LBP and (ii) Haar. In general, LBP is faster but produces less accurate results. The microservice furthermore expects two parameters: (i) scale-factor and (ii) min-neighbors. The first parameter determines the scaling between two levels of upscaling or downsampling (because both algorithms work only on predefined model dimensions).
The second parameter \( \text{min-neighbors} \) specifies the minimum number of neighbors for candidate rectangles for those to be retained. Higher values for this parameter lead to fewer faces being detected but at the same time, this also decreases the number of false positives.

**Object detection:** This microservice uses TensorFlow to detect objects in a given image. The microservice uses different auxiliary data with pre-trained models\(^2\). The models differ in their execution speed and mean average precision.

**Image compression:** Using the image encoding function of OpenCV, this microservice compresses a given input image using JPEG. As the only variation, the compression quality can be specified as a parameter.

**Image blurring:** Given an input image and an array of rectangular regions, this microservice blurs the given regions of the image. To perform the operation, we use OpenCV’s blur function. The blurring can be performed by two different algorithms: (i) Gaussian blur and (ii) median blur. The Gaussian blur is a linear filter that is faster but does not preserve edges in the original image. In contrast, the median blur is a non-linear filter that is able to preserve edges. For both algorithms, a \( \text{kernel size} \) is used as a parameter to determine the size of the convolution matrix.

**Image upscaling:** This microservice produces an upscaled image of the input image. It also aims at enhancing the quality of the upscaled image by using Residual Dense Networks (RDN). We use an existing Keras\(^3\)-based implementation\(^4\) as a basis for our microservice. We use four different pre-trained models that are variants of auxiliary data: \( \text{psnr-large}, \text{psnr-small}, \text{noise-cancel}, \text{gans} \). Except for the \( \text{gans} \) model (which quadruples the resolution), these models double the original image resolution.

**3D mesh reconstruction:** This microservice aims at reconstructing a 3D mesh representation of an object in a (2D) picture. We use the published code\(^5\) of Gkioxari et al. [72] as the basis for our microservice. Four different models are used as auxiliary data. Some reconstruct only the shape of the object while others use voxels to achieve a more realistic representation of the object.

2) **Microservices chains:** From the individual microservices we construct two service chains.

**Face anonymization:** Given an image as input, this chain anonymizes faces by blurring them. First, the original image is compressed. Afterward, a face detection is performed, outputting detected faces as rectangular coordinates to the next service. As a final step, the image blurring microservice blurs the regions returned by the face detection microservice. An illustrative example of this service chain is shown in Figure 3(a).

**3D mesh reconstruction of upscaled images:** This microservice chain first performs an upscaling of an input image and then reconstructs a 3D mesh from the upscaled image. Figure 3(b) illustrates an example execution of this chain.

### V. Orchestrating microservice variants

In this section, we study the practical impact of microservice variants. First, we study how accurately we can model the execution time of the microservices and which features are relevant for creating a model of the execution time that is as accurate as possible (Section V-A). We then study how different variables of service variants correlate and what their impact on the execution time and quality of result is (Section V-B). Lastly, we demonstrate how switching of service variants at runtime can help adapt to varying workloads in view of execution time constraints (Section V-C).

\(^2\)https://github.com/tensorflow/models/blob/master/research/object\ detection/g3doc/detection\_model\_zoo.md (accessed: 2020-04-22)

\(^3\)https://keras.io/ (accessed: 2020-04-21)

\(^4\)https://github.com/idealo/image-super-resolution (accessed: 2020-04-16)

\(^5\)https://github.com/facebookresearch/meshrcnn (accessed: 2020-04-16)
A. Execution Time Estimation

Table II
AWS Instance Types Used for Benchmarking

| Type     | vCPUs | Clock rate | Memory |
|----------|-------|------------|--------|
| t2.micro | 1     | 2.5 GHz\textsuperscript{a} | 1 GB   |
| t2.small | 1     | 2.5 GHz\textsuperscript{a} | 2 GB   |
| t2.medium| 2     | 2.3 GHz\textsuperscript{b} | 4 GB   |
| t2.large | 2     | 2.3 GHz\textsuperscript{b} | 8 GB   |
| t2.xlarge| 4     | 2.3 GHz\textsuperscript{b} | 16 GB  |
| t2.2xlarge| 8    | 2.3 GHz\textsuperscript{b} | 32 GB  |
| c5.large | 2     | 3.4 GHz\textsuperscript{c} | 4 GB   |
| c5.xlarge| 4     | 3.4 GHz\textsuperscript{c} | 8 GB   |
| c5.4xlarge| 16   | 3.4 GHz\textsuperscript{c} | 32 GB  |
| r5d.large| 2     | 3.1 GHz\textsuperscript{d} | 16 GB  |
| r5d.2xlarge| 8    | 3.1 GHz\textsuperscript{d} | 64 GB  |

\textsuperscript{a}Intel Xeon Family
\textsuperscript{b}Intel Broadwell E5-2695v4
\textsuperscript{c}Intel Xeon Platinum 8124M
\textsuperscript{d}Intel Xeon Platinum 8175

Methodology and experimental setup: To estimate the execution time of microservices, we build regression models using supervised learning methods. We use three variants of estimators implemented in \textit{scikit-learn}\textsuperscript{6}, a machine learning library for Python: (i) decision trees regressor, (ii) random forest regressor, and (iii) extra tree regressor. For each estimated model, the $R^2$-score is computed to assess its quality. This metric gives an indication of how accurate the model is. To analyze the impact of different underlying hardware configurations, we run this evaluation on different AWS EC2 instance types as summarized in Table II. They differ in CPU and memory configuration and are optimized for either general-purpose (t-type instances), computing (c-type instances), or memory-intensive (r-type instances) applications. For each instance type, we run benchmarks of the face detection and object detection microservice. During the execution of the microservices, we also record statistics on available hardware resources and system load. Those will serve as possible features to build a model of the execution time (for instance, to be able to predict the execution time given different load levels on the system). For face detection, we use the two different face detection algorithms, \textit{LBP} and \textit{Haar} \cite{73}. The \textit{scale-factor} parameter is varied from 1.0 to 1.9 in 0.1 increments and values for \textit{min-neighbors} are varied from 1 to 10. We use 46,160 different images from the \textit{WIDER FACE}\textsuperscript{7} dataset. For the object detection, we use two different models (\textit{ssd\_mobilenet\_v1\_coco} and \textit{faster\_rcnn\_inception\_v2\_coco}) on the \textit{val2017} dataset included in the \textit{Coco Dataset}\textsuperscript{8}. For each instance type, we list the combination of features and regression methods that lead to the highest $R^2$-score. Features can be properties related to the variant of the microservice (e.g., a parameter) or attributes of the machine where it is executed. Table III shows the results for the face detection and Table IV the results for the object detection. In the tables, the features are ordered in decreasing order of importance, i.e., to what extent they contribute to the prediction of the execution time.

Impact of the machine types: From the results, we can observe that especially with the more powerful machines, we can achieve high $R^2$-scores and, hence, a high accuracy of the model. For less powerful types of machines, e.g., \textit{t2.micro} and \textit{t2.small}, we get much lower scores. This is likely due to a greater variance in execution times that happens because \textit{t2}-type instances are so-called \textit{burstable instances}, i.e., if the system is overloaded, the CPU performance of the virtual machine is temporarily increased. Since this is likely to happen with the least powerful types we used, the high variance of execution times is due to the constant on-off switching of the performance boost.

Differences in estimators and features: As a second observation, in all but one case (face detection on a \textit{c5.4xlarge}\textsuperscript{7}), we get much lower scores. This is likely due to a greater variance in execution times that happens because \textit{t2}-type instances are so-called \textit{burstable instances}, i.e., if the system is overloaded, the CPU performance of the virtual machine is temporarily increased. Since this is likely to happen with the least powerful types we used, the high variance of execution times is due to the constant on-off switching of the performance boost.

\begin{itemize}
  \item \textit{ssd\_mobilenet\_v1\_coco} and \textit{faster\_rcnn\_inception\_v2\_coco}
  \item \textit{http://shuoyang1213.me/WIDERFACE/} (accessed: 2020-04-25)
  \item \textit{http://cocodataset.org/} (accessed: 2020-04-25)
\end{itemize}
instance), the extra tree regressor led to the highest $R^2$-score. We can also observe great differences in the most relevant features depending on the instance type. While for t2-type instances, the available memory is always a highly ranked feature (except for the t2.small instance), this changes in favor of the CPU utilization for c-type and r-type machines. Another difference is that the t2-type instances lead to significantly lower accuracies of the model, as shown by the $R^2$-score.

Summary: In summary, this analysis of execution time estimators has shown that we are able to accurately profile the different variants of microservice. In an Edge Computing framework where adaptable microservices are integrated (see Section IV-A), this step would be performed offline and serve as base knowledge for runtime decisions. However, we could also observe that this estimation has to be tuned to the individual microservice w.r.t. the selection of the hardware and features that are used for the estimation.

B. Impact of Service Variants

Methodology: We measure the correlation between different variables that relate to the service variants and the outcomes of the computations. Most importantly, we want to assess the change in execution time. In addition, for the face detection algorithm and, consequently, for the face anonymization service chain, we also analyze the impact on the quality of the result.

To measure the pairwise correlation between variables, we use the Kendall rank correlation coefficient throughout this section. Contrary to other metrics for correlation, such as the Pearson correlation coefficient, it has the advantage that it does not assume a linear relationship between variables.

![Figure 4. Face blurring chain: correlation matrix of variants](image_url)

**Face anonymization service chain:** For the first chain, we vary the image compression quality from 1–99 (in steps of 1). We use the two face detection algorithms as described before. The scale-factor parameter is set to a constant 1.2, and min-neighbors are varied from 0–9 (step size 1). For the final step, the blurring microservice, we use gaussian blur and median blur algorithms with a fixed kernel size of (23, 23). We select 21 images and manually label the correct positions of the faces. Hence, with a small degree of tolerance, besides the absolute number of detected faces, we can also compute a correctness value that serves as a metric for the QoR. For
each image and combination, we executed the chain five times and averaged the results.

Figure 4 shows the correlation matrix of the entire chain. We can observe that the highest correlation value is attained among the face detection algorithm and the execution time. To map this correlation to concrete numbers, on average, the execution time using the Haar classifier was 0.13 s, while for the LBP classifier it averaged to 0.08 s. This means that by changing the variant of the algorithm, we could achieve a reduction in the execution time of 38.46%. However, this reduction in execution time comes at the cost of a reduced correctness value, which drops from 0.67 to 0.57 on average (-14.92%). This provides a good example of the trade-off between the computation complexity (represented by the execution time) and the quality of result (represented by the correct recognition of faces).

Compared to the face detection algorithm, other variables related to the variants, i.e., min-neighbors, compression quality, and blurring algorithm correlate with the execution time with values of -0.08, 0.05, and 0.05, respectively. It is worth noticing that min-neighbors has a much more significant impact on the correctness (with a correlation value of -0.26) than on the execution time.

Figure 5 demonstrates the difference in correlation of a single microservice versus when this microservice is integrated into a chain. As an example, when executed alone, the blurring algorithm has a correlation value of 0.22 with the execution time but in the entire chain, this value drops to 0.05. A similar change in the correlation score can be observed for the face detection algorithm (-0.68 to -0.71).

3D mesh reconstruction of upscaled images: For both the image upsampling and 3D mesh reconstruction microservice, we use the four different variants of auxiliary data as previously described. As input data, we use 5 images from a dataset depicting furniture\(^9\). Because the mesh reconstruction microservice offers GPU support, we execute this service chain on an AWS EC2 p2.xlarge instance (Xeon E5-2686 v4, 61 GB RAM, Nvidia K80 GPU).

Figure 6 shows the correlation matrix for the entire chain and Figure 7 the matrices for the individual microservices. Note that for this microservice chain, we leave the exploration of suitable QoR-metrics for future work and focus on the execution times.

---

\(^9\)https://www.kaggle.com/akkithetechie/furniture-detector/data (accessed: 2021-01-07)
execution time of 11.55 s while the psnr-large model averages to 58.94 s. The mean values for the noise-cancel and gans models are 63.93 s and 36.36 s, respectively. This means that by selecting another variant of an image upscaling model, we can reduce the execution time by up to 81.93 %. In comparison, the differences for the average execution times of the mesh construction models are smaller (41.26 s for meshrcnn, 42.01 s for pixel2mesh, 43.12 s for sphereint, and 44.38 s for voxelrcnn). Hence, here the maximum difference in execution time only amounts to 7.03 %. Naturally, there is also a strong correlation (0.41 and 0.26) of the execution time with the input and output resolution of the upsampled images.

C. Switching of Service Variants

Queue model and variant switching strategy: We model the processing of requests by a microservice as an $M/D/1$ queue. With this model, we are able to estimate the number of queued messages at which a switch to a faster microservice variant should happen, given a time constraint $C$ that should not be violated. We assume that requests arrive according to a Poisson process with an arrival rate $\lambda$. Consequently, the inter-arrival times of requests follow an exponential distribution. We assume a deterministic service time $D$ in our model, which is the average execution time of a microservice variant on a given hardware setup. Accordingly, the service rate $\mu$ can be calculated with the formula $\mu = \frac{1}{D}$.

Our strategy for variant switching tries to select the microservice with the highest execution time, so that a given time constraint $C$ is not violated. This is based on the assumption that more complex microservices deliver better results. Furthermore, we assume that the length $L$ of the request queue is known at any given time. The waiting time $\omega$ of a request is the sum of the time it has to wait in the queue $\omega_Q$ and the service time $D$ of the microservice $\omega = \omega_Q + D$, where $\omega$ and $C$ are the basis for the estimation of a threshold at which a microservice will switch to a less computing-intensive, and therefore, faster variant. To avoid a violation of $C$, the queue length $L$ should not exceed a certain threshold $T$, so that the condition $\omega < C$ holds. $T$ is calculated with $C$ and $D$ as $T = \lceil \frac{C}{D} \rceil - 1$. To allow for fine adjustments of $T$, we introduce a dampening factor $T_{\text{dampened}} = \alpha T$, $\alpha \in (0, 1]$. A variant switch will be performed if $L > T_{\text{dampened}}$. $T_{\text{dampened}}$ is chosen in such a way that violations of $C$ are minimized. Our variant switching strategy tries to avoid the request queue becoming unstable. The queue utilization $\rho$ is used to determine the stability of a queue and is given as $\rho = \frac{L}{\mu}$. If $\rho > 1$, i.e., if $\lambda > \mu$, then the queue becomes unstable because more requests arrive than the microservice can handle and the request queue will fill up. This will lead to violations of the execution time constraint as more requests in the queue lead to longer waiting times. To avoid this, our variant switching strategy tries to select a variant with a sufficiently high $\mu$ so that $\lambda < \mu$. Furthermore, the selected variant should not lead to violations of $C$, i.e., for the average wait time of requests $\omega_{\text{avg}}$ for the selected variant the condition $\omega_{\text{avg}} < C$ should hold. $\omega_{\text{avg}}$ can be calculated as follows:

$$\omega_{\text{avg}} = \frac{1}{\mu} + \frac{1}{2\mu(1-\rho)} = D + \frac{D\rho}{2(1-\rho)}$$

Methodology and experimental setup: For our experiments, we send a number of requests via a request generator to the request queue of a running microservice. The times between requests are drawn from an exponential distribution with parameter $\lambda$. We use two of our microservices described in Section IV-B for our experiments, namely face detection and image upscaling. We evaluate our variant switching strategy with different $\lambda$ and measure the execution time of each request and the length of the request queue over the course of the experiments. We compare our results with the baseline queue lengths and execution times of microservice executions where the variant switching is disabled. The microservices are executed on a Lenovo ThinkCentre M920X Tiny (Intel Core i7-8700, 16 GB RAM, Ubuntu 18.04). Such small scale, energy-efficient, yet powerful devices are representative examples of possible edge resources, e.g., when publicly deployed in urban environments [74].

Experimental results: Figures 8(a), 8(b), 8(e) and 8(f) show the results of our variant switching experiments with the face detection microservice. In our experiments, the face detection microservice changes its algorithm if a variant switch is performed. The microservice starts with the Haar-Classifier and eventually switches to the LBP-Classifier as an algorithm for the face detection. We conduct two variants of the experiment for the face detection microservice. In each, we send 500 requests, define an execution time constraint of 500 ms, and set the dampening parameter to $\alpha = 1$. This results in a variant switching threshold of 6 requests in the queue. For the first experiment, we set the arrival rate to $\lambda = 15$, while for the second experiment, we increase the rate to $\lambda = 17$, so that the inter-arrival times of requests are shorter than in the first experiment. As a baseline for comparison, we also report on the results when there is no switching of microservice variants. In the experiment with $\lambda = 17$, the stability check in our switching strategy is disabled. Otherwise, the variant that uses the Haar-Classifier would not be chosen at all and a variant switch would not be performed.

Figures 8(a) and 8(e) show that as the execution time reaches the constraint and the queue length reaches the threshold, a variant switch to the LBP-Classifier is initiated at request number 77. The continued execution with the faster variant avoids a violation of the user-given execution time constraint of 500 ms. Without variant switching, the constraint is violated repeatedly. Similar results can be observed in Figures 8(b) and 8(f). Because of a greater $\lambda$ compared to the first experiment, the execution time and queue length grow faster. This leads to a variant switch at request number 82. Without variant switching, the microservice will be overwhelmed with requests, which leads to a steady increase in both the execution time and queue length. As a consequence, the execution time
constraint is violated for most of the requests after the first violation.

Figures 8(c), 8(d), 8(g) and 8(h) show the results of our variant switching experiments with the image upscaling microservice. In these experiments, the microservice switches its variant by changing the pre-trained model that it uses. For our experiments, we used the models `psnr-small`, `psnr-large`, and `gans`. Of these three models, `psnr-small` leads to the shortest execution time while `gans` leads to the longest. We conducted our experiments with the image upscaling microservice two times. In each, we send 50 requests, define an execution time constraint of 16000 ms, and set the dampering parameter to \( \alpha = 1 \). For the models `gans` and `psnr-large`, this leads to a threshold for the variant switching of 3. We use values of \( \lambda = 17 \) for both experiments. Again, we also include a baseline where no switch is performed for comparison.

Figures 8(c) and 8(g) show the experimental results of the first experiment with the image upscaling microservice. Because of the request arrival rate \( \lambda = 17 \), the execution starts with the model `psnr-large` instead of `gans` and later switches to the model `psnr-small`. This decision is made because of the queue stability condition, so that the unstable request queue, where requests accumulate, is avoided. Without the variant switch, the constraint would be violated for several requests. Figures 8(d) and 8(h) show the results of our second experiment with the image upscaling microservice and \( \lambda = 17 \). For this experiment, we disable the aforementioned queue stability condition, so that we can enforce the execution of the microservice variant with the `gans` model, leading to an unstable request queue. At request number 29 a variant switch is performed to the variant with the `psnr-small` model. This model has been chosen according to our condition, that the average waiting time (Equation (1)) for requests has to be lower than the execution time constraint. After the switch, constraint violations are avoided. Without the switch, the request queue would fill up which leads to constant violations of the execution time constraint.

Additionally, we compare our variant switching approach to an alternative approach, where a service would be restarted in the variant it is supposed to switch to. The process of restarting takes about 1.8 s for the face detection service and 4 s for the image upscaling service. The variant switch approach we use in our experiments takes about 17 ms for both the face detection and image upscaling microservices.

**Summary:** We have shown that switching microservice variants at runtime can help ensuring execution time constraints. We demonstrated this with two microservices and a threshold-based switching strategy. It automatically decides when to switch the microservice variant and also decides which variant to switch to. This approach avoids expensive restarts of services in Edge Computing environments. Note that we plan to extend our switching strategy, so that switches to slower variants that deliver better results are performed when the queue has been stable enough for a sufficient amount of time. This way, execution time constraints can be met while also maximizing the QoR.
VI. DISCUSSION & FUTURE WORK

To demonstrate the benefits of adaptable microservices and present our switching strategy (see the previous Section V), we implemented a subset of the overall design shown in Figure 2. However, a number of practical issues remain for the global orchestration of service variants. Our work opens up the following questions for future work:

Hierarchical monitoring and control. To ensure that application-specific constraints w.r.t. the execution time and result quality are met, the execution of service chains needs to be monitored. Given the highly distributed nature of edge cloudslets, having only one centralized controller does not meet the scalability requirements of Edge Computing. Hence, we envision hierarchical monitoring and control mechanisms.

Network control layer. In a distributed Edge Computing system, not only the resources on the edge nodes and the microservices’ complexity influence the execution time but also the network conditions and types of connections between the nodes (e.g., when the microservices of one service chain run on different nodes). Future work should take this into consideration in two aspects: First, fine-grained monitoring of network conditions can help in making runtime decisions for the placement and assignment of microservices. Second, we can extend the control itself to the network layer, e.g., by reserving bandwidth on links or using SDN to control the data flow between edge nodes.

Defining and weighting multiple QoR metrics. As we have noted, the quality of a computation can be defined in different ways. However, the interplay between user-perceived QoR and mathematical metrics for QoR is not well understood yet. It also remains unclear how both types of QoR should be weighted if they are part of one service chain. Furthermore, if a microservice instance is part of multiple service chains, this could lead to conflicts w.r.t. the individual optimization targets.

Defining service variants through SPLs. Software product lines allow for a more general modeling of application variants. Using this technique would also make it possible to model more complex dependencies between variants (e.g., when certain combinations of variants are mutually exclusive).

VII. CONCLUSION

Based on three properties of Edge Computing and its applications—constrained resources, tight constraints on the execution time, and flexibility regarding the quality of the computations—this paper proposed the general concept of adaptable microservices. Specifically, we defined microservices to be adaptable in three aspects, related to the internal functioning of the microservices. We designed the concept for the integration of adaptable microservices into an Edge Computing framework.

After having shown that we can accurately profile their execution times, we demonstrated the practical impact of adaptable microservice variants in relevant application domains of computer vision and image processing. Adaptable microservices allow trading the quality of computations for lower resource utilization (manifested for example in a reduced execution time). We furthermore demonstrated how switching service variants at runtime can help adapting to changing request patterns. The proposed concept of microservice variants can help in mitigating the limited elasticity of Edge Computing by adapting the services to the limitations of the execution infrastructure and not vice versa.
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