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Abstract

In this paper, we develop a knowledge-assisted deep reinforcement learning (DRL) algorithm to design wireless schedulers in the fifth-generation (5G) cellular networks with time-sensitive traffic. Since the scheduling policy is a deterministic mapping from channel and queue states to scheduling actions, it can be optimized by using deep deterministic policy gradient (DDPG). We show that a straightforward implementation of DDPG converges slowly, has a poor quality-of-service (QoS) performance, and cannot be implemented in real-world 5G systems, which are non-stationary in general. To address these issues, we propose a theoretical DRL framework, where theoretical models from wireless communications are used to formulate a Markov decision process in DRL. To reduce the convergence time and improve the QoS of each user, we design a knowledge-assisted DDPG (K-DDPG) that exploits expert knowledge of the scheduler design problem, such as the knowledge of the QoS, the target scheduling policy, and the importance of each training sample, determined by the approximation error of the value function and the number of packet losses. Furthermore, we develop an architecture for online training and inference, where K-DDPG initializes the scheduler off-line and then fine-tunes the scheduler online to handle the mismatch between off-line simulations and non-stationary real-world systems. Simulation results show that our approach reduces the convergence time of DDPG significantly and achieves better QoS than existing schedulers (reducing 30% \sim 50% packet losses). Experimental results show that with off-line initialization, our approach achieves better initial QoS than random initialization and the online fine-tuning converges in few minutes.
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I. INTRODUCTION
The 5th generation (5G) cellular networks are expected to support emerging applications with time-sensitive traffic, such as autonomous vehicles, factory automation, tactile internet, and virtual/augmented reality [1], [2]. Time-sensitive traffic has stringent quality-of-service (QoS) requirements, including delay, reliability, and jitter [3], which are different from the design goal of the previous generations of cellular networks, i.e., pursuing higher data rates. Existing schedulers like proportional fair [4], earliest-deadline-first [5] and maximum throughput [6] were not developed for time-sensitive traffic. Thus, wireless schedulers should be re-designed to meet the QoS requirements of time-sensitive traffic in 5G.

A wireless scheduler is a multi-dimensional function that takes the queue state information (QSI) and the channel state information (CSI) as its input and outputs the amount of resources allocated to users. Such a problem can be formulated as an optimal control problem of a Markov decision process (MDP), which can be solved by reinforcement learning [7]. Classic reinforcement learning algorithms and dynamic programming suffer from the curse of dimensionality, and are only applicable to problems with small state-action spaces. To overcome this difficulty, one can apply deep Q-learning, where the state-action value function is approximated by a neural network (NN) [8]. With deep Q-learning, the scheduler needs to find the optimal action that maximizes the value function in each transmission time interval (TTI) in 5G New Radio (NR). Since the action space could be very large, the scheduler can hardly solve the optimization problem in one TTI. More recently, actor-critic deep reinforcement learning (DRL) algorithms have been developed to handle the above issue, where the policy and the long-term reward are approximated by two NNs, respectively [9]. If the optimal policy is deterministic, which is the usual case in most optimal control problems [9], the actor-critic DRL algorithms become the deep deterministic policy gradient (DDPG) algorithm [10].

Since DDPG is a model-free algorithm that does not require the transition probabilities of the MDP, it usually converges very slowly. However, communication environments in real-world networks are non-stationary. Once communication environments change, the pre-trained scheduling policy cannot achieve good QoS. Therefore, to apply DDPG in scheduler design, we
need to fine-tune the policy online and reduce its convergence time in the real-world networks. On the other hand, the feed-forward inference of the scheduler, i.e., computing the output of the NN for a given input, at the BS must be completed within each TTI (0.125 ~ 1 ms). This poses a new challenge to implement learning-based schedulers in real-world 5G systems [4].

A. Related Works

1) Schedulers for Time-sensitive Traffic: How to develop scheduler for time-sensitive traffic in wired networks has been discussed in time-sensitive networking standardization [11], [12]. For example, the authors of [12] developed an urgent-based scheduler and analyzed the worst-case latency. To serve time-sensitive traffic with deterministic packet arrival processes in wireless communications, wireless schedulers were investigated in [13], [14]. Specifically, the semi-persistent scheduling has been adopted in 5G NR for periodic transmissions of control signals [13]. A system-level simulator for evaluating the end-to-end (E2E) performance of schedulers when supporting deterministic traffic was carried out in [14]. In the above publications, either the channels (wired networks in [11], [12]) or the arrival processes (control signaling and data packets in [13], [14]) are assumed to be deterministic. However, both wireless channels and arrival processes are stochastic in various 5G applications, such as machine-type communications, vehicle safety applications, and ultra-reliable and low-latency communications [15], [16], [17]. For these applications, how to achieve low latency and low jitter with high reliability remains an open challenge.

2) DDPG in Wireless Networks: DDPG has been widely applied to solve optimal control problems in wireless networks. The authors of [18] used DDPG to select a radio resource scheduling policy from existing schedulers and resource allocation policies. Considering that network slicing will be adopted in 5G to serve different kinds of services, DDPG was used to allocate resources among different slices in [19] and among different users in [20]. To further implement DDPG in wireless networks, an online architecture was implemented in virtual radio access networks for jointly controlling computing resources and the modulation and coding scheme, where a controller sends actions to virtual base stations (BSs) every 20 seconds [21]. Another online DDPG architecture for network slicing was implemented in the 4G radio access networks in [22], where the controller allocates resources among different slices every 20 ~ 100 ms. None of existing architectures can be used for 5G scheduler design, where the scheduler
takes actions in every TTI at a time resolution of $\sim 0.1$ ms. Thus, an online architecture that enables DDPG in 5G scheduler design is much needed.

3) Knowledge-Assisted Learning in Communications: How to improve the training efficiency with the assistance of expert knowledge in vertical industries remains an important issue [23]. Based on the expert knowledge of physical layer communications, the authors in [24], [25] designed the structures of NNs to improve the training efficiency. Since the experts in wireless communications have developed a lot of optimization algorithms and heuristic solutions, the existing policies can be used to generate training samples for DRL algorithms [26]. Nevertheless, how to establish a DRL framework for scheduler design, and how to improve the training efficiency and the QoS of each user by exploiting expert knowledge in wireless communications require further research.

B. Our Contributions

In this paper, we first investigate a straightforward implementation of DDPG in 5G scheduler design for time-sensitive traffic, where no communication model or expert knowledge of the wireless scheduler design problem is exploited. The straightforward implementation suffers from several issues related to problem formulation, training, and online implementation, which are listed along with our solutions to them in Table I. The main contributions of this paper are summarized as follows.

- We establish a theoretical DRL (T-DRL) framework for wireless scheduler design with time-sensitive traffic in 5G systems, where existing theoretical models and results in wireless communications are used to formulate the optimal control problem. Based on the models and formulations, we prove that the problem is Markovian, and hence we can apply DRL algorithms to solve it [9]. Different from the existing model-based dynamic programming, where the “model” is described by the transition probabilities of the MDP [9], T-DRL does not need the transition probabilities, but uses well-known channel and queueing models.
- To improve the QoS of users and to reduce the convergence time, we design a knowledge-assisted DDPG (K-DDPG) algorithm that integrates DDPG with expert knowledge such as the knowledge of the QoS of each user, the target scheduling policy, and the importance of training samples (determined by the approximation error of the critic and the number of packet losses). To achieve this, multi-head critic, reward shaping and importance sampling are used in K-DDPG.
| Issues                                             | Our Solutions                                      |
|---------------------------------------------------|---------------------------------------------------|
| Section IV-A Issues in Problem Formulation        | Section VI Theoretical DRL Framework              |
| 1) Large action space                              | 1) Action space reduction                         |
| 2) Low flexibility of states                       | 2) Generalization of states                        |
| 3) Poor reliability evaluation                     | 3) Theoretical formulation for reliability evaluation |
| Section IV-B Issues in Training Algorithm          | Section VII Knowledge-assisted DDPG               |
| 1) Unaware of individual QoS                       | 1) Multi-head critic for individual QoS evaluation |
| 2) Delayed reward                                  | 2) Reward shaping for instantaneous feedback       |
| 3) Inaccurate critic at rarely visited state-action pairs | 3) Importance sampling                           |
| Section IV-C Issues in Online Implementation       | Section VII Online Architecture                    |
| 1) Poor initial QoS                                | 1) off-line initialization & online fine-tuning    |
| 2) Long processing time in each TTI                | 2) Parallel processing in the BS                  |

- To fine-tune the scheduler in real-world networks, we develop an architecture that enables online training and inference of K-DDPG. An edge server in the architecture first initializes the scheduler off-line in a simulation platform built upon the T-DRL framework. Then, it keeps fine-tuning the scheduler according to feedback from real-world networks. Meanwhile, the BS executes the scheduling policy at every TTI and shares the feedback from real-world networks to the edge server.

- We build a prototype of the proposed architecture based on a standard-compliant cellular network software suite that is able to communicate with commercial devices [27]. In the prototype, the online training converges in few minutes and the online inference can be executed in each TTI. Thus, our approach can be applied to scheduler design in 5G NR.

II. SCHEDULER FOR TIME-SENSITIVE TRAFFIC IN 5G

A. Wireless Scheduler in 5G NR

We consider a downlink scheduler in 5G NR, where $K$ users are served by one BS, as shown in Fig. 1. Packets of the $k$-th user are waiting in the $k$-th queue in the buffer of the BS, and each queue is served according to the first-in-first-out (FIFO) order. The duration of one slot is equal to the duration of one TTI in 5G NR, and is denoted by $\Delta^t$. 
We leverage indicators $x_k(t), k = 1, ..., K$, to represent whether users are scheduled in the $t$-th slot. If the $k$-th user is not scheduled in the $t$-th slot, $x_k(t) = 0$. Otherwise, $x_k(t) = 1$ and one packet will be transmitted to the user. The packet size of the $k$-th user and the number of resource blocks (RBs) allocated to it in the $t$-th slot are denoted by $L_k$ (bits) and $n_k(t)$, respectively. Since orthogonal frequency division multiplexing is adopted in 5G NR systems, $n_k(t)$ can be adjusted in each slot by subcarrier allocation. As illustrated in Fig. 1, a scheduler determines $x_k(t)$ and $n_k(t)$ according to QSI and CSI of all users, such as head-of-line (HoL) delays and downlink signal-to-noise ratios (SNRs) of users at the $t$-th slot, denoted by $d_k(t)$ and $\phi_k(t)$, respectively, $k = 1, \ldots, K$.

B. QoS Requirements of Time-Sensitive Traffic

The time-sensitive traffic has stringent QoS requirements, including delay, jitter, and reliability [3], [11], [28]. To satisfy the delay requirement, the delay experienced by packets should be larger than a minimum delay bound and smaller than a maximum delay bound, which are denoted by $D_{\text{min}}$ and $D_{\text{max}}$, respectively [3], [28]. Such a constraint also guarantees that the jitter does not exceed $D_{\text{max}} - D_{\text{min}}$. The reliability of a user is defined as the packet loss probability. A packet is lost if $d_k(t) \notin [D_{\text{min}}, D_{\text{max}}]$ or the decoding at the receiver fails. For typical time-sensitive traffics, as shown in 3GPP standards [3], the maximum delay bound is around 1 to 10 ms, the jitter needs to be less than two TTIs and the target reliability varies from 99.9% to 99.999%.

III. STRAIGHTFORWARD IMPLEMENTATION OF DDPG FOR SCHEDULER DESIGN

In this section, we introduce a straightforward implementation of DDPG for scheduler design.
A. Preliminaries of DDPG

1) Training of DDPG: As shown in Fig. 2, DDPG is an actor-critic reinforcement learning algorithm [10], where the actor and the critic are two NNs that determine the action in a given state and evaluate the long-term reward of the state-action pair (taking an action in a state), respectively. Given a system state, the action to be executed is obtained from the actor,

$$a(t) = \mu(s(t)|\theta^\mu),$$

where $s(t)$ and $a(t)$ are the state and action in the $t$-th slot, and $\mu(\cdot|\theta^\mu)$ represents the actor and $\theta^\mu$ represents the parameters of the actor, i.e., weights and biases.

Given $s(t)$ and $a(t)$, the long-term reward is estimated by a state-action value function,

$$Q(s(t), a(t)) = \mathbb{E}\left[\sum_{i=0}^{\infty} \gamma^i r(t+i) \mid s(t), a(t), a(t') = \mu(s(t')|\theta^\mu), \forall t' > t\right],$$

where $r(t+i)$ is the instantaneous reward in the $(t+i)$-th slot and $\gamma$ is the discount factor that measures the importance of the future rewards. The state-action value function in (2) is approximated by the critic, $Q(\cdot|\theta^Q)$, where $\theta^Q$ represents the parameters of the critic.

DDPG initializes the parameters of the NNs, $\theta^\mu$ and $\theta^Q$, as random values. In each time slot, the system observes the current state and generates an action according to $a(t) = \mu(s(t)|\theta^\mu) + \mathcal{N}(t)$, where $\mathcal{N}(t)$ is a exploration noise. After taking a certain action at the $t$-th slot, the system observes the instantaneous reward and the state in the $(t+1)$-th slot. The transition between the two slots, i.e., $T(t) \triangleq (s(t), a(t), r(t), s(t+1))$, is stored in a replay memory with the size of $|\mathcal{I}|$, where $\mathcal{I}$ is the set of time indices of transitions saved in the replay memory. After that, a batch of transitions are selected from the memory and used as the training samples to optimize the parameters of the NNs. The $i$-th transition in the selected batch is $T(t_i) = (s(t_i), a(t_i), r(t_i), s(t_i+1))$, $t_i \in \mathcal{N}_{tr}$, where $\mathcal{N}_{tr} = \{t_1, \ldots, t_N\}$ is the set of indices of transitions in the batch and $N_{tr}$ is the batch size.
To optimize the parameters of the critic, we use Bellman equation \[9\],
\[
Q(s(t_i), a(t_i)) = \mathbb{E} \left[ r(t_i) + \gamma Q(s(t_i+1), \mu(s(t_i+1)|\theta^\mu)) | s(t_i), a(t_i) \right].
\tag{3}
\]
The realization of the right-hand side of (3) in the \(t_i\)-th slot is defined as \(y(t_i) \triangleq r(t_i) + \gamma Q(s(t_i+1), \mu(s(t_i+1)|\theta^\mu))\). To obtain an accurate approximation of the long-term reward, the DDPG algorithm minimizes the difference between \(y(t_i)\) and \(Q(s(t_i), a(t_i)|\theta^Q)\). Thus, the parameters of the critic are optimized by minimizing the following loss function
\[
L(\theta^Q) = \frac{1}{N_{tr}} \sum_{i=1}^{N_{tr}} \left[ y(t_i) - Q(s(t_i), a(t_i)|\theta^Q) \right]^2. \tag{4}
\]
Since the optimal policy maximizes the state-action value function, the loss function of the actor is defined as
\[
L(\theta^\mu) = -\frac{1}{N_{tr}} \sum_{i=1}^{N_{tr}} Q(s(t_i), \mu(s(t_i)|\theta^\mu)|\theta^Q), \tag{5}
\]
which is minimized during training.

2) DDPG with discrete actions: The original DDPG requires the actions to be continuous variables, which can be directly obtained from the continuous output of the actor. If the action space, \(\mathcal{A}\), is discrete, we need to map the continuous output of the actor to a discrete action. With the method in [19], we can find the closest valid action by \(\arg\min_{a(t) \in \mathcal{A}} ||a(t) - \mu(s(t)|\theta^\mu)||_2\), where \(||x||_2\) is the \(\ell_2\) norm of a vector \(x\).

B. Problem Formulation

In the straightforward implementation, we define the state, action, and reward by using the control signaling or observations that are directly available from 5G NR systems.

1) Action of the scheduler: The scheduler determines the numbers of RBs that will be allocated to different users. Thus, the action of the scheduler in the \(t\)-th slot is given by
\[
a(t) \triangleq [n_1(t), \ldots, n_K(t)]^T,
\tag{6}
\]
where \(n_k(t)\) is the nearest integer to the \(k\)th element of \(\mu(s(t)|\theta^\mu)\). If \(n_k(t) = 0\), the \(k\)-th user will not be scheduled in the \(t\)-th slot.

2) State of the network: Since HoL delays and downlink SNRs are available at 5G BSs, we define the normalized state in the \(t\)-th slot as
\[
s(t) \triangleq \left[ \frac{d_1(t)}{D_{\text{max}}}, \ldots, \frac{d_K(t)}{D_{\text{max}}}, \frac{\log \phi_1(t)}{\log \phi_{\text{max}}}, \ldots, \frac{\log \phi_K(t)}{\log \phi_{\text{max}}} \right]^T,
\tag{7}
\]
where \(\phi_{\text{max}}\) is the maximum SNR represented by the maximum channel quality indicator [29].
3) Reward of the scheduler: According to the QoS requirements in Section II-B, the total instantaneous reward in the \( t \)-th slot of the system is defined as the total number of packets successfully received by users in this slot,

\[
r(t) \triangleq \sum_{k=1}^{K} r_k(t),
\]

where \( r_k(t) \) is the number of packets received by the \( k \)-th user in the \( t \)-th slot, i.e.,

\[
r_k(t) = \begin{cases} 
1_{D_{\text{min}} \leq d_k(t) \leq D_{\text{max}}} \cdot 1_{k}^{\text{dec}}(t), & \text{if } x_k(t) = 1, \\
0, & \text{if } x_k(t) = 0,
\end{cases}
\]

where \( 1_{D_{\text{min}} \leq d_k(t) \leq D_{\text{max}}} \) and \( 1_{k}^{\text{dec}}(t) \) are two indicators. Specifically, if the packet is scheduled when \( d_k(t) \in [D_{\text{min}}, D_{\text{max}}] \), then \( 1_{D_{\text{min}} \leq d_k(t) \leq D_{\text{max}}} = 1 \), otherwise, \( 1_{D_{\text{min}} \leq d_k(t) \leq D_{\text{max}}} = 0 \). In the case that the packet is successfully decoded, \( 1_{k}^{\text{dec}}(t) = 1 \), otherwise, \( 1_{k}^{\text{dec}}(t) = 0 \).

Finally, the optimal control problem that maximizes the long-term reward of a scheduler can be formulated as follows,

\[
\max_{\mu(\cdot|\theta_{\mu})} \quad \mathbb{E} \left[ \sum_{i=0}^{\infty} \gamma^i r(t+i) \right].
\]

IV. ISSUES IN THE STRAIGHTFORWARD IMPLEMENTATION OF DDPG

It seems that DDPG can be directly applied in scheduler design. However, as to be shown in this section, there are some issues to be addressed in the straightforward implementation.

A. Issues in Problem Formulation

1) Large action space: Denote the total number of RBs assigned to time-sensitive traffic by \( N \). Thus, the possible number of RBs allocated to a user varies from 0 to \( N \). With \( K \) users, the total number of possible actions is \( (N+1)^K \). In a 5G NR system, the value of \( N \) can be higher than 100 depending on the total bandwidth and the bandwidth of each RB. Thus, the action space could be extremely large. A reinforcement learning algorithm converges as the number of visits to each state-action pair approaches infinite \([9]\). When the action space is large, finding the optimal scheduler is nearly impossible in practice.
2) Low flexibility of states: Furthermore, the actor in the straightforward approach is a mapping from HoL delays and SNRs in (7) to the numbers of RBs in (6). The total number of RBs assigned to time-sensitive traffic, $N$, the bandwidth of each RB, $W$, and the duration of each TTI, $\Delta_t$, are hidden variables that are not included in the input of DDPG, and hence are assumed to be constant. According to the standard of 3GPP, these hidden variables are flexible in 5G NR [29]. When $W$, $\Delta_t$ and $N$ become different, we need to train a new scheduler by using DDPG, which is inflexible and inefficient.

3) Poor reliability evaluation: In addition, for time-sensitive traffic, the required reliability can be up to 99.999%. The long-term reward in (10) is linear with the reliability. Thus, by increasing the reliability of all users from 99.99% to 99.999%, the long-term reward only increases 0.01%. As a result, the gradient of $J$ will be very small. Since the gradient descent method is used to update the parameters of the actor, the convergence time of the actor will be very long.

B. Issues in Training Algorithm

1) Unaware of individual QoS: The output of the critic is a single scalar value estimating the long-term reward of all users. Thus, it is not aware of the QoS of each user, and some users may suffer from poor QoS.

2) Delayed reward: Due to the requirement on jitter, the scheduler receives positive rewards if packets are scheduled with HoL delays in $[D_{\text{min}}, D_{\text{max}}]$. When $d_k(t) < D_{\text{min}}$, the instantaneous reward is 0 no matter the packet is scheduled or not. In other words, the scheduler needs to take a series of actions to get a delayed non-zero reward. For example, only by taking the following actions, $n_k(t) = 0$ when $d_k(t) < D_{\text{min}}$, and $n_k(t) > 0$ when $d_k(t) \in [D_{\text{min}}, D_{\text{max}}]$, the scheduler can receive a positive reward. Since the scheduler is not told which actions to take in order to get the delayed reward, it is difficult for DDPG to learn the correct actions.

3) Inaccurate critic at rarely visited state-action pairs: To train the parameters of the critic, DDPG selects a batch of transitions from the replay memory with equal probabilities. For the state-action pairs that are visited with high frequency, they are more likely to be selected than the state-action pairs that are rarely visited. When the packet loss probability is small, the state-action pairs with packet losses are rarely visited and the critic is inaccurate at these state-action pairs. As a result, it is difficult for DDPG to achieve high reliability.
C. Issues in Online Implementation

1) Poor initial QoS performance: Since the parameters of the actor and critic are randomly initialized in DDPG, the QoS performance is poor during the first a few slots, which leads to high packet loss probability. Since the algorithm interacts with real-world networks, random initialization will cause severe QoS violations.

2) Processing delay violation in each TTI: The BS needs to perform scheduling and the baseband signal processing (i.e., decoding uplink packets and encoding downlink packets) within each TTI. As shown in Fig. 3, if the processing of the feed-forward inference and the baseband signal processing is not finished in one TTI, radio signals cannot be transmitted in the assigned time slots, leading to radio link failures. We refer to this issue as processing delay violation.

V. THEORETICAL DRL FRAMEWORK

To address the issues in problem formulation, we propose a T-DRL framework to simplify the optimal control problem, where we exploit theoretical models and results to 1) reduce the action space, 2) generalize the state, and 3) evaluate the reliability.

A. Theoretical Models and Results

The number of packets arrived at the queue of the $k$-th user in the $t$-th slot is denoted by $b_k(t)$. For typical time-sensitive traffic, such as mission-critical IoTs and vehicle networks, the packet arrival processes follow Bernoulli processes, i.e., $b_k(t) \in \{0, 1\}$ [15], [16], [17] and the packet size is small, e.g., 20 or 32 bytes [17]. We assume that with probability $p_k$, one packet arrives in the slot, $b_k(t) = 1$. With probability $1 - p_k$, no packet arrives in the slot, $b_k(t) = 0$. 

![Diagram](image-url)
When transmitting a small packet, the required bandwidth is assumed to be smaller than the coherence bandwidth. We assume that the duration of each TTI is smaller than the channel coherence time. Thus, the wireless channel is flat fading and quasi-static and the blocklength of channel codes is short. To transmit $L_k$ bits of data to the $k$-th user, the decoding error probability in the short blocklength regime can be accurately approximated by [30]

$$\epsilon_k(t) \approx f_Q\left(-L_k \ln 2 + \frac{\Delta t W n_k(t) \ln [1 + \phi_k(t)]}{\sqrt{\Delta t W n_k(t)V_k(t)}}\right),$$  

(11)

where $f_Q$ is Q-function, $W$ is the bandwidth of each RB, $V_k(t)$ in (11) is the channel dispersion defined as $V_k(t) = 1 - 1/[1 + \phi_k(t)]^2$ [30].

To avoid long transmission delays and large jitters, retransmission cannot be used to improve reliability. In this case, if a packet is not successfully decoded by the user, it is lost. To achieve high reliability, the target decoding error probability of the $k$-th user should not exceed a threshold, i.e.,

$$\epsilon_k(t) \leq \epsilon_{\text{max}}.$$  

(12)

Since the decoding error probability in (11) decreases with the number of RBs, $n_k(t)$, the minimum number of RBs required to satisfy the constraint in (12), denoted by $n_k^*(t)$, can be obtained via binary search [31].

**B. Action Space Reduction**

If the $k$-th user is scheduled, the number of RBs required to guarantee the reliability in (12), $n_k^*(t)$, can be obtained by substituting (11) into (12). Thus, the scheduler only needs to determine which users to be scheduled. We define the action of the scheduler as

$$\hat{a}(t) = [x_1(t), ..., x_K(t)]^T,$$  

(13)

where $x_k(t), k = 1, \ldots, K$, are binary variables that are obtained from the output of the actor according to Section III-A2. Thus, the number of possible actions is $2^K$, which is much smaller than that of the straightforward implementation, i.e., $(N + 1)^K$, according to the definition of actions in (6). Given $\hat{a}(t)$ in (13), the number of RBs allocated to the $k$-th user can be obtained from the following expression,

$$n_k(t) = \begin{cases} 
  x_k(t)n_k^*(t), & \text{if } \sum_{k=1}^K x_k(t)n_k^*(t) \leq N, \\
  \frac{x_k(t)n_k^*(t)}{\sum_{k=1}^K x_k(t)n_k^*(t)}N, & \text{if } \sum_{k=1}^K x_k(t)n_k^*(t) > N.
\end{cases}$$  

(14)
C. Generalization of State

To enable DRL in 5G NR with flexible configurations, we replace $\frac{\log \phi_k(t)}{\log \phi_{\text{max}}(t)}$ in (7) with $\frac{n_k^*(t)}{N}$, which is obtained from the theoretical formulas in (11) and (12) and depends on $\phi_k$, $N$, $W$ and $\Delta^t$. Based on the theoretical models and results, the generalized state of the system in the $t$-th slot is given by

$$\hat{s}(t) \triangleq \left[ \frac{d_1(t)}{D_{\text{max}}}, \ldots, \frac{d_K(t)}{D_{\text{max}}}, \frac{n_1^*(t)}{N}, \ldots, \frac{n_K^*(t)}{N} \right]^T. \quad (15)$$

D. Reliability Evaluation

From the definition of the decoding error probability in (11), we have $E[1_{\text{dec}}^k(t)] = 1 - \epsilon_k(t)$. By replacing $1_{\text{dec}}^k(t)$ in (9) with $1 - \epsilon_k(t)$, the reward of the $k$-th user can be expressed as follows,

$$\tilde{r}_k(t) = \begin{cases} 
1_{D_{\text{min}} \leq d_k(t) \leq D_{\text{max}}} (1 - \epsilon_k(t)), & \text{if } x_k(t) = 1, \\
0, & \text{if } x_k(t) = 0.
\end{cases} \quad (16)$$

As mentioned in Section IV-A, when $\tilde{r}_k(t)$ is close to 1, the training efficiency of DDPG is low. To handle this issue, we define the reward of the $k$-th user in the $t$-th slot as follows,

$$\hat{r}_k(t) = -\log \left[ 1 - \tilde{r}_k(t) \right]. \quad (17)$$

It is worth noting that the reward function in (17) is not well defined in the straightforward implementation. This is because the reward in (9), $r_k(t)$, a binary number that may be equal to 1. With the definition in (17), the expectation of $\tilde{r}_k(t)$ is more sensitive to the scheduling policy than the expectation of $\tilde{r}_k(t)$. For example, by increasing the reliability from 99% to 99.99%, $\mathbb{E}[\tilde{r}_k(t)]$ increases by 1%, but $\mathbb{E}[\hat{r}_k(t)]$ is doubled.

The total reward is defined as the summation of the rewards of all users, i.e.,

$$\hat{r}(t) = \sum_{k=1}^{K} \hat{r}_k(t). \quad (18)$$

E. Markov Property

To apply DRL, we need to prove that transitions of the system follow an MDP. Otherwise, DRL algorithms may not converge [9]. By assuming that the wireless channel fading is Markovian [32], the Markov property holds for the scheduler design problem (See proof in Appendix).
VI. KNOWLEDGE-ASSISTED DDPG

To address the issues in the training phase of the straightforward implementation, we propose K-DDPG by exploiting expert knowledge of the scheduler design problem, such as knowledge of 1) the rewards of multiple users, 2) the target scheduling policy and 3) the importance of transitions. In this way, K-DDPG can improve the QoS of each user and reduce the convergence time.

A. Multi-head Critic for Individual QoS Evaluation

The single-head critic in Fig. 4 is not aware of the reward of each component in the system, e.g., the QoS of each user, $\hat{r}_k(t)$, $k = 1, \ldots, K$. Since there are multiple users, the total long-term reward is the summation of the long-term reward of each user, according to (18). Based on the knowledge of the reward structure, we decompose the reward into $K$ components for $K$ users.

We denote the rewards of all users at the $t$-th slot as

$$\hat{r}_k(t) \triangleq [\hat{r}_1(t), \ldots, \hat{r}_K(t)].$$

(19)

The decomposed long-term rewards are approximated by the state-action value function denoted by $Q_1(s, a), \ldots, Q_K(s, a)$, where $Q_k(s, a)$ is the state-action value function of the $k$-th user, defined as follows,

$$Q_k(\hat{s}(t), \hat{a}(t)) = \mathbb{E} \left[ \sum_{i=0}^{\infty} \gamma^i \hat{r}_k(t + i) \left| \hat{s}(t), \hat{a}(t), \hat{a}(t') = \mu(\hat{s}(t')|\theta^\mu) \text{ for } t' > t \right. \right].$$

(20)

B. Reward Shaping for Instantaneous Feedback

Exploring the optimal policy with a delayed reward is time consuming. To handle this issue, we apply reward shaping \cite{23} to generate non-zero instantaneous feedback in each slot. According to the requirement on jitter, a target scheduling policy should only schedule users with
For users with $d_k(t) < D_{\text{min}}$, they should not be scheduled. Based on the knowledge of the target scheduling policy, we define a potential function, $\Psi(d_k(t))$, which generates non-zero instantaneous reward according to

$$\hat{r}_k(t) = \hat{r}_k(t) - \Psi(d_k(t)) + \gamma \Psi(d_k(t + 1)),$$

which is the shaped reward of the $k$-th user. To illustrate the relation between the instantaneous feedback and the potential function, we considered an example in Fig. 5 where the potential function increases linearly with $d_k(t)$ when $d_k(t) < D_{\text{min}}$. When $d_k(t) < D_{\text{min}}$, $\hat{r}_k(t) = 0$ no matter whether the user is scheduled or not. If the user is not scheduled, $d_k(t + 1) = d_k(t) + 1$, then $-\Psi(d_k(t)) + \gamma \Psi(d_k(t + 1)) > 0$ since $\gamma$ is closed to 1. In other words, the scheduler will receive a positive instantaneous reward. On the other hand, if the user is scheduled, then $d_k(t + 1) < d_k(t)$ and $-\Psi(d_k(t)) + \gamma \Psi(d_k(t + 1)) < 0$. In this case, the scheduler will receive a negative instantaneous reward.

When reward shaping is used in reinforcement learning, the state-action value function, denoted by $\hat{Q}_k(\hat{s}(t), \hat{a}(t))$, will be different from the original $Q_k(\hat{s}(t), \hat{a}(t))$. The Bellman equation can be re-expressed as follows,

$$\hat{Q}_k(\hat{s}(t), \hat{a}(t)) = \mathbb{E} \left[ \hat{r}(t) + \gamma \hat{Q}_k(\hat{s}(t + 1), \mu(\hat{s}(t + 1)|\theta^\mu)) \bigg| \hat{s}(t), \hat{a}(t) \right], \quad k = 1, \ldots, K. \tag{22}$$

By substituting (21) into (22), we can derive that (See the details in [23].)

$$\hat{Q}_k(\hat{s}(t), \hat{a}(t)) = Q_k(\hat{s}(t), \hat{a}(t)) - \Psi(d_k(t)). \tag{23}$$

Since $\Psi(d_k(t))$ does not depend on the action to be taken, the actor that maximizes $\hat{Q}_k(\hat{s}(t), \hat{a}(t))$ is the same as the actor that maximizes $Q_k(\hat{s}(t), \hat{a}(t))$, i.e.,

$$\arg \max_{\mu(\cdot|\theta^\mu)} \hat{Q}_k(\hat{s}(t), \mu(\hat{s}(t)|\theta^\mu)) = \arg \max_{\mu(\cdot|\theta^\mu)} Q_k(\hat{s}(t), \mu(\hat{s}(t)|\theta^\mu)) - \Psi(d_k(t))$$

$$= \arg \max_{\mu(\cdot|\theta^\mu)} Q_k(\hat{s}(t), \mu(\hat{s}(t)|\theta^\mu)). \tag{24}$$

Therefore, the optimal actor does not change with the potential function [23].

After reward shaping, the multi-dimensional state-action value function of the $K$ users is defined as $Q(\hat{s}(t), \hat{a}(t)) \triangleq [\hat{Q}_1(\hat{s}(t), \hat{a}(t)), \ldots, \hat{Q}_K(\hat{s}(t), \hat{a}(t))]^T$ [33]. As illustrated in Fig. 4b, $Q(\hat{s}(t), \hat{a}(t))$ is approximated by a multi-head critic,

$$Q(\hat{s}(t), \hat{a}(t)|\Theta^q) \triangleq [\hat{Q}_1(\hat{s}(t), \hat{a}(t)|\Theta^q), \ldots, \hat{Q}_K(\hat{s}(t), \hat{a}(t)|\Theta^q)]^T, \tag{25}$$

which is a NN with parameters $\Theta^q$. 
C. Importance Sampling

To train the critic, the original DDPG selects a batch of training samples from $|\mathcal{I}|$ transitions in the replay memory. All transitions will be selected with the same probability, $1/|\mathcal{I}|$. However, transitions are not with the same importance. In scheduler design, transitions with higher approximation errors of the state-action value function or with more packet losses are more important than the other transitions. Specifically, we define a weight, $w(t)$, of transition $\hat{T}(t)$, $t \in \mathcal{I}$. The probability that transition $\hat{T}(t)$ will be selected is given by

$$p_{tx}(t) = \frac{w(t)}{\sum_{i \in \mathcal{I}} w(i)}.$$  \hspace{1cm} (26)

We set the initial weight of the transition generated in the $t$-th time slot, $\hat{T}(t)$, as maximum weight of all transitions that have been stored in the replay memory during the previous $(t-1)$ slots, $w(t) = \max_{i \in \mathcal{I}} w(i)$. For the transition generated in the first slot, the weight is set as a small positive number in order to avoid zero weight.

Based on the selected batch, we first update the weights of transitions in the batch based on the approximation error of the critic and the number of packet losses, i.e.,

$$w(t_i) \leftarrow \sum_{k=1}^{K} \left\{ \left[ \hat{y}_k(t_i) - \hat{Q}_k(\hat{s}(t_i), \hat{a}(t_i)|\Theta^q) \right]^2 \cdot \left[ 1 + (1 - x_k)1_{d_k(t)=D_{\text{max}}} + x_k1_{d_k(t)\notin[D_{\text{min}},D_{\text{max}}]} \right] \right\},$$  \hspace{1cm} (27)

where $\hat{y}_k(t_i) = \hat{r}_k(t_i) + \gamma \hat{Q}_k(\hat{s}(t_i + 1), \mu(\hat{s}(t_i + 1)|\theta^\mu)|\Theta^q)$ is the realization of the right-hand side of (22) in the $t_i$-th slot. The first part in (27) is the approximation error of the critic. The second part in (27) depends on the number of packet losses. Specifically, if the $k$-th user is not scheduled when $d_k(t) = D_{\text{max}}$ or is scheduled when $d_k(t) \notin [D_{\text{min}}, D_{\text{max}}]$, there is a packet loss. If there is a packet loss, the second part equals to 2. Otherwise, it equals to 1.
To optimize the parameters of the multi-head critic, we minimize the following loss function,

$$L(q) = \frac{1}{N_{tr}} \sum_{i=1}^{N_{tr}} u(t_i) \sum_{k=1}^{K} [\dot{y}_k(t_i) - \hat{Q}_k(\hat{s}(t_i), \hat{a}(t_i)|\Theta^q)]^2,$$  \hspace{1cm} (28)

where the co-efficient $u(t_i)$ is defined as follows,

$$u(t_i) = \frac{1}{p_{tr}(t_i)|I|},$$  \hspace{1cm} (29)

which corrects the bias caused by importance sampling.

To find the optimal actor that maximizes the total state-action value, $\sum_{k=1}^{K} \dot{Q}_k(\hat{s}(t), \hat{a}(t))$, we optimize the parameters of the actor to minimize the following loss function,

$$L(\theta^\mu) = \mathbb{E} \left[ - \sum_{k=1}^{K} \hat{Q}_k(\hat{s}(t), \hat{a}(t)) \right] = -\frac{1}{N_{tr}} \sum_{i=1}^{N_{tr}} u(t_i) \sum_{k=1}^{K} \hat{Q}_k(\hat{s}(t_i), \mu(\hat{s}(t_i)|\theta^\mu)|\Theta^q).$$  \hspace{1cm} (30)

The temporal copies of the $\Theta^q$ and $\theta^\mu$ are denoted by $\hat{\Theta}^q$ and $\hat{\theta}^\mu$, respectively. We first optimize $\hat{\Theta}^q$ and $\hat{\theta}^\mu$ and then update $\Theta^q$ and $\theta^\mu$ “softly”. From (28) and (30), we can derive the gradients of $L(\hat{\Theta}^q)$ and $L(\hat{\theta}^\mu)$, respectively, i.e.,

$$\nabla_{\hat{\Theta}^q} L(\hat{\Theta}^q) = \frac{1}{N_{tr}} \sum_{i=1}^{N_{tr}} u(t_i) \sum_{k=1}^{K} \left\{ 2 [\dot{y}_k(t) - \hat{Q}_k(\hat{s}(t_i), \hat{a}(t_i)|\hat{\Theta}^q)] \times \nabla_{\hat{\Theta}^q} \hat{Q}_k(\hat{s}(t_i), \hat{a}(t_i)|\hat{\Theta}^q) \right\},$$

$$\nabla_{\hat{\theta}^\mu} L(\hat{\theta}^\mu) = -\frac{1}{N_{tr}} \sum_{i=1}^{N_{tr}} u(t_i) \sum_{k=1}^{K} \left[ \nabla_a \hat{Q}_k(\hat{s}(t_i), a|\hat{\Theta}^q)|_{a=\mu(\hat{s}(t_i)|\hat{\theta}^\mu)} \times \nabla_{\hat{\theta}^\mu} \mu(\hat{s}(t_i)|\hat{\theta}^\mu) \right].$$  \hspace{1cm} (31)

The pseudo-code of K-DDPG is provided in Algorithm 1.

VII. ONLINE DDPG ARCHITECTURE

In this section, we address the issues in the real-world implementation of DDPG by proposing an architecture for online training and inference. As shown in Fig. 6, the online DDPG architecture includes the scheduler at the BS and an edge server.

\hspace{1cm}1Since transitions are not selected with the same probability, $\frac{1}{N_{tr}} \sum_{i=1}^{N_{tr}} \sum_{k=1}^{K} [\dot{y}(t_i) - \hat{Q}_k(\hat{s}(t_i), \hat{a}(t_i)|\Theta^q)]^2$ is no longer the average of the approximation error of the state-action value function.
Algorithm 1 Knowledge-assisted DDPG.

1: Initialize the parameters of the NNs, $\Theta^q$ and $\theta^\mu$.
2: Initialize temporal copies of the parameters: $\hat{\Theta}^q \leftarrow \Theta^q$ and $\hat{\theta}^\mu \leftarrow \theta^\mu$.
3: Initialize a replay memory with a size of $I$.
4: for episode $m = 1, \ldots, M$ do
5: Set the system to an initial state, e.g., set queues of users as empty.
6: for $t = (m-1)T + 1, \ldots, mT$ do
7: Observe state $\hat{s}(t)$.
8: Generate action from $\hat{a}(t) = \mu(\hat{s}(t)|\hat{\theta}^\mu) + \mathcal{N}(t)$, and execute the action.
9: Evaluate reward $\hat{r}(t)$ from (11), (16) and (17), and observe the next state $\hat{s}(t+1)$.
10: Save transition $\hat{T}(t) = (\hat{s}(t), \hat{a}(t), \hat{r}(t), \hat{s}(t+1))$ and its weight $w(t) = \max_{i \in I} w(i)$.
11: Select $N_{tr}$ transitions as a batch of training samples based on (26).
12: Update weights of selected transitions according to (27).
13: Compute $\nabla_{\hat{\Theta}^q} L(\hat{\Theta}^q)$ and $\nabla_{\hat{\theta}^\mu} L(\hat{\theta}^\mu)$ from (31) and (32), respectively.
14: Optimize $\hat{\Theta}^Q$ and $\hat{\theta}^\mu$ with the SGD algorithm.
15: Update $\Theta^q$ and $\theta^\mu$ based on $\hat{\Theta}^q$ and $\hat{\theta}^\mu$:
    $\Theta^q \leftarrow (1 - \tau) \Theta^q + \tau \hat{\Theta}^q$ ; $\theta^\mu \leftarrow (1 - \tau) \theta^\mu + \tau \hat{\theta}^\mu$.
16: end for
17: end for
18: Return $\Theta^q$ and $\theta^\mu$ for online fine-tuning.

A. Off-line Initialization

Before executing DDPG in the online architecture, we need to initialize the actor and the critic off-line in a simulation platform, which is built upon the configurations of the real-world network and the theoretical models. The basic idea is to generate transitions from the simulation platform and train the actor and the critic by using Algorithm 1. Considering that the simulation is not exactly the same as the real-world network, the actor and the critic are fine-tuned in the online architecture, which is introduced in the sequel.
B. Scheduler at the BS

After off-line initialization, the BS fetches the parameters of the actor, $\theta^\mu$. In the $t$-th TTI, the BS observes the state, $\hat{s}(t)$, and generates an action according to the actor, $\hat{a}(t) = \mu(\hat{s}(t)|\theta^\mu)$. To avoid processing delay violation mentioned in Section IV-C, tasks for the action generation and the baseband signal processing are executed in parallel, as shown in Fig. 7. The generated action is saved in a local memory before it is executed in scheduling. The numbers of RBs allocated to the scheduled users are given by (14). After the action is executed, the BS computes the reward from (17) and observes the state in the next TTI, $\hat{s}(t + 1)$. Finally, the transition, $\hat{T}(t) = \langle \hat{s}(t), \hat{a}(t), \hat{r}(t), \hat{s}(t + 1) \rangle$, is uploaded to the edge server and saved in the replay memory.
C. Online Training in the Edge Server

In the edge server, the actor and the critic are initialized with the method in Section VII-A. Then, the server fine-tunes the actor and the critic by using transitions from the real-world scheduler at the BS. Specifically, this is achieved by executing lines 11-15 of Algorithm 1 iteratively. Once the actor and the critic are updated in each iteration, the parameters of the actor are sent to the scheduler. In order to enable the exploration in the real-world network, the server can add a noise in the parameter space of the actor according to \( \theta^\mu \leftarrow \theta^\mu \cdot (1 + N(0, v^2) \cdot e^{-\lambda t}) \), where \( N(0, v^2) \cdot e^{-\lambda t} \) are Gaussian noises that attenuates over time, \( v \) is the variance of the noise and \( \lambda \) is the attenuation rate \([35]\).

VIII. Simulation Results

A. Simulation Platform

In the simulation platform, users randomly move with the velocity 5 meters/second in a cell with radius of 100 meters. The channel models are the same as that in Section V-A. The path loss model is \( 45 + 30 \log(l) \) dB, where \( l \) is the distance between a user and the BS in meter. At the beginning of each episode, we set each user at a random position in the cell. We assume that BS is in a factory and the small-scale channel gain follows a Rician distribution \([32]\). The ratio of the average power in the Line-of-Sight path to that in the Non-Line-of-Sight paths is set as 0.6. We consider a discrete-time channel model in the simulation. Given the small-scale channel gain in the current slot, with probability 80\%, it remains the same in the next slot; with probability 20\%, it varies according to the Rician fading.

For hyper-parameters in DRL (i.e., exploration rates, learning rates, and soft-updating rate in Table II), we tried different values and choose the best ones in this section. Both the actor and the critic have one input layer, one output layer, and two hidden layers. The number of neurons in each layer depends on the number of users. Specifically, the dimensions of the four layers of the actor are \( 2K, 20K, 20K \) and \( K \), respectively. The activation functions of the two hidden layers are RELU function. To ensure the output of the actor lies in \([0, 1]\), the activation function of the output layer is \( \frac{1}{2}\text{TANH}(\cdot) + \frac{1}{2} \). For the critic, the dimensions of the four layers are \( 3K, 30K, 30K \), and \( K \), respectively. RELU function is used as the activation functions of the two hidden layers, and no activation function is used in the output layer. In the simulation, the exploration noise, \( \mathcal{N}(t) \triangleq [\mathcal{N}_1(t), \ldots, \mathcal{N}_K(t)]^T \), is added to the output of the actor, where
TABLE II: Simulation Setup

| System setup [17], [36] | Learning setup |
|------------------------|----------------|
| BS transmit power spectrum density $P_{\text{max}}$ | 20 dBm/Hz | Exploration parameters $\sigma$, $\delta$ | 1, 0.4 |
| Noise power spectrum density $N_0$ | $-90$ dBm/Hz | Actor learning rate | $10^{-3}$ |
| Time slot duration (one TTI) $\Delta t$ | 125 us | Critic learning rate | $10^{-3}$ |
| Bandwidth of a RB $W$ | 180 kHz | Soft-updating rate $\tau$ | $10^{-3}$ |
| Packet size $L_k$ | 32 bytes | Replay memory size $|\mathcal{I}|$ | 10000 |
| Packet arrival probability $p_k$ | 10% | Batch size $N_{\text{tr}}$ | 20 |
| Required decoding error probability $\epsilon_{\text{max}}$ | $10^{-5}$ | Time slots per episode $T$ | 200 |
| Timeliness requirement $[D_{\text{min}}, D_{\text{max}}]$ | $[5, 7]$ | Potential function $\Psi_{\text{min}}, \Psi_{\text{max}}$ | 0, 1 |
| Maximum SNR $\log \phi_{\text{max}}$ | 3.8 | Discount factor $\gamma$ | 0.9 |

$N_k(t) = N_k(t-1) + \delta \cdot N(0, \sigma^2)$. $N(0, \sigma^2)$ is a Gaussian variable with zero mean and variance $\sigma^2$. The parameter $\delta$ is an adjustable exploration rate. The simulation setup is summarized in Table II unless mentioned otherwise.

B. Performance of the T-DRL Framework and the K-DDPG Algorithm

To illustrate the benefits of the T-DRL framework and the K-DDPG algorithms, Figs. 8 and 9 show the packet loss probabilities during off-line training in the simulation. The packet loss probabilities are measured every 5 episodes. When the number of users is small ($K = 5$ in Fig. 8), DDPG converges after 25 minutes in the T-DRL framework, while the straightforward implementation of DDPG does not converge to a policy with low packet loss probabilities. With different types of expert knowledge of the scheduler design problem, K-DDPG can further reduce 50% of convergence time compared with DDPG (in the T-DRL framework). When the number of users is large ($K = 15$ in Fig. 9), DDPG can hardly obtain a satisfactory scheduler without the assistance of knowledge. The results in Figs. 8 and 9 indicate that by applying K-DDPG in T-DRL framework, the scheduler learns faster than the cases without the knowledge or theoretical models.

We then compare the reward of different DDPG algorithms in the T-DRL framework, including the original DDPG (with legend “DDPG”), an extension of DDPG in [26] (with legend “[26]”), and our K-DDPG (with legend “KA”). Fig. 10a shows the average reward of users achieved by these three schemes in a 40-minute training phase. The results show that the algorithm in [26]...
Fig. 8: Packet loss probabilities, where $K = 5$ and $N = 50$. (a) Straightforward implementation of DDPG, (b) DDPG in T-DRL framework, (c) K-DDPG in T-DRL framework.

Fig. 9: Packet loss probabilities, where $K = 15$ and $N = 50$. (a) Straightforward implementation of DDPG, (b) DDPG in the T-DRL framework, (c) K-DDPG in T-DRL framework.

Fig. 10: Rewards of different DDPG in the T-DRL framework, where $K = 15$ and $N = 50$. Achieves a higher reward at the beginning of the training phase. This is because a human-written scheduler is used in exploration, which has a better performance than the randomly initialized actor in our scheme. However, our K-DDPG learns faster and achieves better performance than the other two algorithms by the end of the training phase. The reward of the worse-case user is shown in Fig. 10. The result indicates that K-DDPG is much better than two other schemes.

To better illustrate the benefits of different kinds of knowledge, we illustrate the reward
Fig. 11: Rewards of DDPG with the assistance of different kinds of knowledge in the T-DRL framework, where $K = 15$ and $N = 50$.

Fig. 12: Reliability of scheduler for different total numbers of RBs, where $K = 15$. (a) Average packet loss probability of all users; (b) Packet loss probability of the worst-case user.

achieved by different algorithms: 1) original DDPG; 2) DDPG that exploits knowledge of the reward structure by using multi-head critic (with legend “MH”); 3) DDPG that exploits knowledge of the target scheduling policy by using reward shaping (with legend “RS”); 4) DDPG with both multi-head critic and reward shaping (with legend “MH+RS”). The result in Fig. 11 indicates that multi-head critic helps improve the average reward and the reward of the worse-case user significantly. For example, the average reward of “MH” in Fig. 11a is 3 times higher than the average reward of DDPG. From the results in Fig. 11b we can see that if reward shaping is further applied, the convergence time can be reduced by 80% from 140 minutes to
30 minutes. Note that the reward of “MH+RS” starts to decrease after 150 minutes of training. This is due to the overfitting of NNs. In practice, we only need to train the actor for 30 minutes with “MH+RS”.

The reliability achieved by different schedulers is shown in Fig. 12. The packet loss probabilities are evaluated over 2000 episodes. To show the benefit of importance sampling, we evaluate the reliability of K-DDPG with/without importance sampling (with legends “KA” and “KA-No-IS”, respectively). In addition, we also evaluate the reliability of two existing schedulers: the earliest-deadline-first scheduler (with legend “EDF”) and the maximum throughput scheduler (with legend “MT”). The average packet loss probabilities of all users and the packet loss probabilities of the worst-case user are provided in Fig. 12a and Fig. 12b, respectively. The results indicate that without importance sampling, the scheduler can hardly achieve high reliability, while by using importance sampling, K-DDPG can reduce the packet loss probability by 30% ∼ 50% compared with two existing schedulers.

IX. PROTOTYPE OF PROPOSED ONLINE ARCHITECTURE AND EXPERIMENTAL RESULTS

In this section, we show how to implement the proposed online DDPG architecture in a real-world network. Since 5G NR testbed [37] is still under development and is not available, we use an open-source Long Term Evolution (LTE) software suite [27] to build the prototype, in which we measure the processing time in both inference and training as well as the E2E latency and rewards experienced by users.

A. Prototype

1) Proposed architecture: The prototype is shown in Fig. 13. We built K-DDPG based on the T-DRL framework by using Pytorch in Python [38]. The algorithms run on a Dell 7820 workstation equipped with an RTX2080Ti graphics processing unit (GPU) and two Intel Xeon Gold 6134 central processing units (CPUs) with 8 cores each. The action generation process is developed based on libtorch in C++ [38]. We constructed the standard-compliant cellular network based on the open-source LTE software suite developed by Software Radio System (srsLTE) [27], which consists of eNodeB (srsENB, the BS), evolved packet core (srsEPC, the core network) and user equipment (srsUE, the user). We embedded the action generation process in the scheduler of srsENB. srsENB and srsEPC run on a Dell 7060 computer that has an Intel
i7-8700 CPU with 6 cores and srsUE run on Dell 7050 computers equipped with an Intel i7-6700 CPU with 4 cores. The radio transceivers for the BS and users are universal software radio peripheral (USRP) B210. We developed the communication protocol between the server and the BS in Google Protocol Buffers that can automatically compile the protocol into Python and C++. We set the number of RBs, \( N \), as 15. The duration of each slot, \( \Delta t \), is 1 ms and the bandwidth of each RB, including 12 subcarriers in LTE, is \( W = 180 \) KHz.

2) Measurement platform: We developed a measurement platform to carry out experiments and measurements. In the platform, the packet source sends user datagram protocol (UDP) packets to the packet destinations. The packet size is 150 bytes and the arrival rate is 0.1 packet/ms. The E2E latency of a packet is measured at the packet destination by comparing the time it is sent by the source and the time it is received by the destination. This requires the clocks of the computers are highly synchronized. To achieve this goal, we implemented a clock synchronization system based on precision time protocol, which synchronizes the clocks of the computers at a sub-microsecond level and allows accurate E2E latency measurements. Note that the clock synchronization system is not required to deploy T-DRL framework and K-DDPG in a commercial cellular network.

B. Mismatch between Simulation and Real-world Network

In the simulation, the time is discretized into slots (i.e., TTIs). Thus, the HoL delays are integers. In the real-world BS, the measured HoL delays are with nanosecond precision, denoted by \( \hat{d}_k \), for \( k = 1, \ldots, K \). We convert it to the number of slots from \( d_k = \text{round}(\hat{d}_k / \Delta t) \), where \( \text{round}(x) \) is the closest integer to \( x \). Furthermore, the CSI in the real-world BS is reported by

---

**Fig. 13:** A diagram of the experiment setup.
users, i.e., a four-bit binary number referred to as the channel quality indicator. We can map this channel quality indicator to SNR based on the method in [36], [39]. E2E latency in the real-world network includes the delay from the packet source to srsENB, $D_{\text{src}}$, the queueing delay at the srsENB, $d_k(t)$, the transmission delay, $D_{\text{tx}}$, and the delay from srsUE to the packet destination, $D_{\text{dest}}$. We denote the total delays excluding the queueing delay as $D_{\text{other}} \triangleq D_{\text{src}} + D_{\text{tx}} + D_{\text{dest}}$. To meet the QoS requirements of time-sensitive traffic, the E2E latency should lie in $[D_{\text{min}} + D_{\text{other}}, D_{\text{max}} + D_{\text{other}}]$. We assume that $D_{\text{src}} \ll D_{\text{tx}}$ and $D_{\text{dest}} \ll D_{\text{tx}}$. Then, $D_{\text{other}} \approx D_{\text{tx}} = 4$ ms in the LTE system [40].

C. Tests in a Real-world Network

Fig. 14a compares the cumulative distribution function (CDF) of the E2E latency experienced by two users, which is measured in the prototype for 2 minutes. The results show that with a high probability, the latency achieved by NNs initialized with random parameters (with legend “Random”) does not lie in $[D_{\text{min}} + D_{\text{other}}, D_{\text{max}} + D_{\text{other}}]$. For the actor trained off-line in the simulation platform and directly applied in the real-world network without fine-tuning (with legend “Off-line training”), with high probability $d_2(t) \in [D_{\text{min}} + D_{\text{other}}, D_{\text{max}} + D_{\text{other}}]$, but only around half of the packets are delivered to the first user with $d_1(t) \in [D_{\text{min}} + D_{\text{other}}, D_{\text{max}} + D_{\text{other}}]$. This is because the simulation platform is not exactly the same as the prototype. To handle this issue, the online DDPG architecture is applied to fine-tune the pre-trained actor and critic in the
prototype with a 15-minute online training phase, where we tried different configurations of the parameter space noise for online exploration, \( \theta^\mu \leftarrow \theta^\mu \cdot (1 + N(0, v^2) \cdot e^{-\lambda \Delta t}) \), that is described in Section VII-C. We set the parameters as \( v = 0.1 \) and \( \lambda = 5 \times 10^4 \), because these values can achieve the best performance according to our experience. With the fine-tuned actor (with legend “Fine-tuned”), the probability that \( d_1(t) \in [D_{\text{min}} + D_{\text{other}}, D_{\text{max}} + D_{\text{other}}] \) is improved remarkably and performance the second user is also improved slightly. The average rewards of two users during online training are shown in Fig. 14b. The parameters of the actor and the critic are either initialized off-line in our simulation platform (with legend “Off-line Init”) or initialized with random variables (with legend “Random Init”). It shows that off-line initialization not only significantly improves the initial performance but also reduces the convergence time of users by at least 40%.

We measured the processing time of the feed-forward inference of the actor that runs on the Intel i7-8700 CPU at the BS. The average processing time of the inference is 0.036 ms and the maximum processing time is 0.067 ms, which is less than the duration of the shortest TTI in 5G NR, e.g., 0.125 ms. This result indicates that our scheduler can be operated at every TTI in real-world 5G systems. We also observed that the processing time grows as the sizes of the NNs increase. When the sizes of the NNs are large, we may need GPUs, field-programmable gate arrays or application-specific integrated circuits at the BS in order to avoid processing delay violation. Furthermore, we measured the average processing time of each training iteration in the edge server, i.e., around 5 ms. Thus, the online DDPG architecture can update the actor according to real-world networks every few milliseconds.

X. Conclusion

In this paper, we implement K-DDPG in wireless scheduler design for time-sensitive traffic in 5G NR. We found that the straightforward implementation of DDPG converges slowly, has a poor QoS performance, and can hardly be implemented in real-world 5G NR systems. To address these issues, we first proposed a T-DRL framework based on the theoretical models and results. Then, different kinds of expert knowledge of the scheduler design problem were exploited to reduce the convergence time and to improve the individual QoS of each user. Furthermore, we developed an online DDPG architecture that enables off-line initialization and online fine-tuning. Our simulation and experimental results indicated that by using K-DDPG in the T-DRL framework, the convergence time and the individual QoS of each user can be
improved significantly. In addition, with our online architecture, the scheduling policy can be updated according to real-world feedback every few milliseconds, and can be executed in each TTI in 5G NR.

**APPENDIX: PROOF OF THE MARKOV PROPERTY**

To apply DRL, we prove the Markov property in this subsection. We first derive the transition probability of HoL delay.

If the $k$-th user is scheduled in the $t$-th slot, the transition probability is denoted by $p_{i,j}^{k,+} = \Pr\{d_k(t+1) = j \mid d_k(t) = i, x_k(t) = 1\}$, where $i$ is the HoL delay in the $t$-th slot and $j$ is the HoL delay in the $t+1$-th slot. Since users with empty buffers will not be scheduled, we have $i > 0$. To derive the transition probability, we consider the following three cases: 1) $0 < i < j$, 2) $0 < j \leq i$ and 3) $0 = j < i$. As shown in Fig. 15, the queueing delays of the first and the second packets in the $t$-th slot are $i$ and $j-1$, respectively. The inter-arrival time between the first and the second packet is $i-(j-1)$. Since the inter-arrival time is strictly positive, we have $i-(j-1) > 0$ and $j \leq i$. This means that for all $0 < i < j$, $p_{i,j}^{k,+} = 0$. For the case $0 < j \leq i$, $p_{i,j}^{k,+}$ equals to the probability that the second packet arrived at the buffer $i-(j-1)$ slots later than the first packet. For the Bernoulli arrival process, $p_{i,j}^{k,+} = p_k(1-p_k)^{i-j}$. For the case $j = 0$, the buffer becomes empty in the $(t+1)$-th slot. It means that no packet arrived at the buffer during the past $i$ slots. Thus, $p_{i,j}^{k,+} = (1-p_k)^i$.

If the $k$-th user is not scheduled in the $t$-th slot, the transition probability is denoted by $p_{i,j}^{k,-} = \Pr\{d_k(t+1) = j \mid d_k(t) = i, x_k(t) = 0\}$. To derive $p_{i,j}^{k,-}$, we consider three cases: 1) the buffer is empty, $i = 0$, 2) $0 < i < D_{\text{max}}$ and 3) $i = D_{\text{max}}$. When the buffer is empty in the $t$-th slot, $i = 0$. With probability $p_k$, a packet arrives at the buffer in the $t$-th slot and $j = 1$. Otherwise, $j = 0$. When the HoL delay is smaller than the maximum delay bound, $0 < i < D_{\text{max}}$, the HoL delay will increase by one slot. When the HoL delay equals the maximum delay bound, $i = D_{\text{max}}$, the first packet will be discarded. The HoL delay in the next slot depending on the
queueing delay of the second packet. If the second packet arrived within the previous $D_{\text{max}}$ slots, $p_{k, i, j} = p_k(1 - p_k)^{D_{\text{max}} - j}$. Otherwise, $p_{k, i, j} = (1 - p_k)^{D_{\text{max}}}$.

Since the above transition probabilities only depend on the states and actions in the $t$-th slot, the HoL delay is Markovian. By assuming that the wireless channel fading is Markovian, the problem is an optimal control problem of a Markov decision process. This completes the proof.
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