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Abstract

In this document we present the construction of a radial functions that have the objective of emulating the behavior of the radial basis function thin plate spline (TPS), which we will name as function TPS, we propose a way to partially and totally apply the fractional derivative to these functions to be used in interpolation problems, a proposal is presented to precondition the matrices generated in the interpolation problem using the QR decomposition and finally is proposed the form of a radial interpolant to be used when solving differential equations using the asymmetric collocation method.

Key words: Radial Basis Functions, Fractional Calculus, Fractional Derivative of Riemann-Liouville.

1. Construction of Functions

1.1. Polynomials similar to the function TPS

The main idea in this section is to try to emulate the behavior of the radial basis function thin plate spline (TPS), also known as polyharmonic spline [1]:

$$\Phi(r) = r^n \log(r), \quad n \in 2\mathbb{N},$$  (1)

in a domain $\Omega$ of the form

$$\Omega = [0,1] \times [0,1],$$

and towards a domain of the form

$$\Omega_b = [0,b] \times [0,b],$$  (2)

to do this it must be taken into account that [1] satisfy

$$\Phi(0) = 0, \quad \Phi'(0) = 0,$$
$$\Phi(1) = 0, \quad \Phi'(1) = 1,$$

then for our purpose we look for a radial function $\Phi(r)$ such that

$$\Phi(0) = 0, \quad \Phi'(0) = 0,$$  (3)
$$\Phi(b) = 0, \quad \Phi'(b) = 1,$$  (4)

to satisfy the conditions given in (3) is taken a polynomial of the form

$$\Phi(r) = a_1 r^N + a_0 r^N,$$

where the coefficients $a_0$ and $a_1$ are determined by [4], and the value of $N$ will be given later, then

$$\Phi(b) = a_1 b^N + a_0 b^N = 0,$$
$$\Phi'(b) = a_1 (N+1) b^{N-1} + a_0 N b^{N-1} = 1,$$

in matrix form the previous system takes the form

$$\begin{pmatrix} b^{N+1} & b^N \\ (N+1)b^N & N b^{N-1} \end{pmatrix} \begin{pmatrix} a_1 \\ a_0 \end{pmatrix} = \begin{pmatrix} 0 \\ 1 \end{pmatrix}.$$  (5)

denoting by $det(B)$ to the determinant of the matrix $B$ from the previous system and doing a bit of algebra we obtain that

$$det(B) = -b^{2N} \neq 0 \iff b \neq 0,$$
then the system \[ (5) \] It always has a solution, denoting now by \( adj(B) \) the adjoint matrix of \( B \) and using that
\[
B^{-1} = \frac{1}{\text{det}(B)} \text{adj}(B),
\] (6)
we obtain that
\[
B^{-1} = \begin{pmatrix} -N b^{-1-N} & b^{-N} \\ (N + 1)b^{-N} & -b^{-1-N} \end{pmatrix},
\]
and it is obtained as a solution to the system \[ (5) \]
\[
\begin{pmatrix} a_1 \\ a_0 \end{pmatrix} = \begin{pmatrix} b^{-N} \\ -b^{-1-N} \end{pmatrix},
\]
with which we obtain the polynomial
\[
\Phi(N, r) = b^{-N} r^{N+1} - b^{-1-N} r^N,
\] (7)
by construction \[ (7) \] in the domain \( \Omega_1 \) fulfills that
\[
\Phi(N, r) = r^{N+1} - r^N \approx r^N \log(r),
\]
then we look for a radial function \( \Phi(r) \) such that
\[
\Phi(0) = 0, \quad \Phi'(0) = 0, \quad \Phi''(0) = 0, \quad \Phi(b) = 0, \quad \Phi'(b) = 1, \quad \Phi''(b) = 2N - 1,
\] (8)
to satisfy \[ (8) \] we take the polynomial
\[
\Phi(r) = a_2 r^{N+2} + a_1 r^{N+1} + a_0 r^N,
\]
on the other hand, to satisfy \[ (9) \] we arrived to the matrix system
\[
\begin{pmatrix} b_{N+2} \\ (N + 2)b_{N+1} \\ (N + 1)b_{N} \end{pmatrix} = \begin{pmatrix} (N + 1)b_{N} \\ (N + 1)Nb_{N-1} \\ N(N - 1)b_{N-2} \end{pmatrix},
\]
where to do a bit of algebra we get that
\[
\text{det}(B) = -2b^{3N} 
\]
and using \[ (6) \] we have to
\[
B^{-1} = \begin{pmatrix} \frac{1}{2} (2N - 1)b^{-N} - N b^{-1-N} & \frac{1}{2} b^{-N} \\ -N b^{-1-N} & \frac{1}{2} (N^2 + 3N + 2)b^{-N} - (N + 1)b^{1-N} \end{pmatrix},
\]
then the system \[ (10) \] has as a solution
\[
\begin{pmatrix} a_2 \\ a_1 \\ a_0 \end{pmatrix} = \begin{pmatrix} \frac{1}{2} (2N - 1)b^{-N} - N b^{-1-N} \\ \frac{1}{2} (N^2 + 3N + 2)b^{-N} - (N + 1)b^{1-N} \\ \frac{1}{2} (2N - 1)b^{2-N} - (N + 1)b^{1-N} \end{pmatrix},
\]
with which we get the polynomial
\[
\Phi(N, r) = \left[ \frac{1}{2} (2N - 1)b^{-N} - N b^{-1-N} \right] r^{N+2} + \left[ (N + 1)b^{-N} - (2N - 1)b^{1-N} \right] r^{N+1} + \left[ \frac{1}{2} (2N - 1)b^{2-N} - (N + 1)b^{1-N} \right] r^N,
\] (11)
by construction \[ (11) \] in the domain \( \Omega_1 \) satisfy that
\[
\Phi(N, r) = -\frac{1}{2} r^{N+2} + 2 r^{N+1} - \frac{3}{2} r^N \approx r^N \log(r),
\]
Figure 1: They are presented with black and red the functions \( r^N \log(r) \) and \( r^N - r^{N+1} \) respectively.

In the previous construction only two coefficients are used to perform the approximation of the function TPS , to add one more coefficient we use the fact that \[ (10) \] in the domain \( \Omega_1 \) fulfills that
\[
\Phi(0) = 0, \quad \Phi'(0) = 0, \quad \Phi''(0) = 0,
\]
\[
\Phi(1) = 0, \quad \Phi'(1) = 1, \quad \Phi''(1) = 2n - 1,
\]
With the idea of later using the fractional derivative with the above mentioned conditions it leads to the function TPS in the domain $\Omega$ that the solution has a convex behavior analogous to the system (10) with a vector $c$ trivial solution., we used the polynomial involved in respect to the derivative, as the solution of the system polynomial that becomes zero in the “extremes” with $\Omega$ of the function TPS, which is zero at the extremes of polynomials [2] and keep retaining the behavior a approximation to the function TPS where the coefficients $a_i$’s they are maintained in a simple way.

1.1.1 Function false TPS

With the idea of later using the fractional derivative of polynomials [3] and keep retaining the behavior of the function TPS, which is zero at the extremes of the domain $\Omega_1$, we start with the idea of looking for a polynomial that becomes zero in the “extremes” with respect to the derivative, as the solution of the system [5] with the above mentioned conditions it leads to the trivial solution., we used the polynomial involved in the system [10] with a vector $c$ of the form

$$\begin{bmatrix} a_2 \\ a_1 \\ a_0 \end{bmatrix} = \begin{bmatrix} -\frac{1}{2}c_0b^{-N} \\ c_0b^{1-N} \\ -\frac{1}{2}c_0b^{2-N} \end{bmatrix},$$

which has as solution

$$\Phi(N,r) = -\frac{c_0}{2}b^{-N}r^{N+2} + c_0b^{1-N}r^{N+1} - \frac{c_0}{2}b^{2-N}r^N,$$

although in principle $c_0$ can be arbitrary, later we propose a way to select it so that the coefficients of polynomial [13] are maintain in a simple way, for the particular case $c_0 = 4$ we get the polynomial

$$\Phi(N,r) = -2b^{-N}r^{N+2} + 4b^{1-N}r^{N+1} - 2b^{2-N}r^N, \quad (14)$$

the election of $c_0$ and the construction of (14) guarantees that in the domain $\Omega_1$ fulfills that

$$\Phi(N,r) = -2r^{N+2} + 4r^{N+1} - 2r^N \approx r^N\log(r).$$

Figure 3: They are presented with black and red the functions $r^N\log(r)$ and $-2r^{N+2} + 4r^{N+1} - 2r^N$ respectively.

To improve the approximation we taken a small perturbation $-\alpha$, with $\alpha \in [0,1)$, in the exponent of...
the term of greater power associated with a negative coefficient, modifying in turn the exponent of said coefficient with a value $+\alpha$, then we can define the function

$$
\Phi(\alpha,N,r) = -2b^{-N+\alpha}r^{N+2} + 4b^{-N}r^{N+1} - 2b^{-N}r^{N},
$$

which in the domain $\Omega_1$ fulfills that

$$
\Phi(\alpha,N,r) = -2r^{N-a+2} + 4r^{N+1} - 2r^{N} \approx r^{N}\log(r). \quad (16)
$$

The equation (16) receives the name of false TPS while the equation (15) receives the name of false TPS generalized.

\begin{figure}[h]
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\caption{They are presented with black and red the functions $r^{N}\log(r)$ and $-2r^{N-a+2} + 4r^{N+1} - 2r^{N}$, using different values of $\alpha$, respectively.}
\end{figure}

### 1.1.2 Generalizing the previous construction

To generalize the idea used in the construction of the function false TPS, it seeks to generate a polynomial of the form

$$
\Phi(r) = a_3r^{N+3} + a_2r^{N+2} + a_1r^{N+1} + a_0r^{N},
$$

that satisfies the conditions

$$
\Phi(b) = 0, \quad \Phi'(b) = 0, \quad \Phi''(b) = 0, \quad \Phi'''(b) = c_0,
$$

this generates a matrix system of the form.

$$
Ba = c,
$$

where

$$
c = \begin{pmatrix} 0 \\ 0 \\ 0 \\ c_0 \end{pmatrix},
$$

and

$$
det(B) = 12b^{4N} \neq 0 \iff b \neq 0,
$$
on the other hand using (6) we have to

$$
B^{-1} = \left( B_{3}^{-1} \quad B_{2}^{-1} \quad B_{1}^{-1} \quad B_{0}^{-1} \right),
$$

where $\left\{ B_{i}^{-1} \right\}_{i=0}$ are the column vectors of the inverse matrix of $B$, with

$$
B_{0}^{-1} = \begin{pmatrix} \frac{1}{6}b^{-N} \\ -\frac{1}{3}b^{-1-N} \\ \frac{1}{2}b^{-2-N} \\ -\frac{1}{6}b^{-3-N} \end{pmatrix},
$$

then the matrix system has like solution

$$
a = \begin{pmatrix} c_0b^{-N} \\ -\frac{1}{3}c_0b^{-1-N} \\ \frac{1}{2}c_0b^{-2-N} \\ -\frac{1}{6}c_0b^{-3-N} \end{pmatrix},
$$

with which we get the polynomial

$$
\Phi(N,r) = \frac{c_0b^{-N}r^{N+3} - \frac{1}{6}c_0b^{-1-N}r^{N+2} + \frac{1}{2}c_0b^{-2-N}r^{N+1} - \frac{1}{6}c_0b^{-3-N}r^{N}},
$$

deleting by $M = \text{mcm}(2,6)$, the lowest common multiple of the denominators present in the coefficients of (17), it defines

$$
c_0 = pM, \quad p \in \mathbb{Z} \setminus \{0\},
$$

where

$$
p = \begin{cases} > 0, & \text{if } \Phi(2,r) \text{ is convex in } \Omega_1 \\ < 0, & \text{if } \Phi(2,r) \text{ is concave in } \Omega_1 \end{cases},
$$
to (17) we can take $c_0 = 18$, obtaining the polynomial

$$
\Phi(N, r) = 3b^{-N}r^{N+3} - 9b^{1-N}r^{N+2} + 9b^{2-N}r^{N+1} - 3b^{3-N}r^N, \quad (18)
$$

due to the choice of $c_0$ and the way it is built (18) we have to in the domain $\Omega_1$ fulfills that

$$
\Phi(N, r) = 3r^{N+3} - 9r^{N+2} + 9r^{N+1} - 3r^N \approx r^N \log(r), \quad (19)
$$

Figure 5: They are presented with black and red the functions $r^N \log(r)$ and $3r^{N+3} - 9r^{N+2} + 9r^{N+1} - 3r^N$, respectively.

To improve the approximation take a small perturbation $-\alpha$, with $\alpha \in [0, 1)$, in the exponent of the term of greater power associated with a negative coefficient, modifying in turn the exponent of said coefficient with a value $+\alpha$, then we can define the function

$$
\Phi(a, N, r) = \frac{3b^{-N}r^{N+3} - 9b^{1-N}r^{N+2} + 9b^{2-N}r^{N+1} - 3b^{3-N}r^N}{c_0 b^{-N}r^{N+3} - c_0 b^{1-N}r^{N+2}}, \quad (19)
$$

which in the domain $\Omega_1$ fulfills that

$$
\Phi(a, N, r) = 3r^{N+3} - 9r^{N+2} + 9r^{N+1} - 3r^N \approx r^N \log(r), \quad (20)
$$

Figure 6: They are presented with black and red the functions $r^N \log(r)$ and $3r^{N+3} - 9r^{N+2} + 9r^{N+1} - 3r^N$, using different values of $\alpha$, respectively.

Of the way in which is constructed the polynomial (7) it can be generalized by changing the vector $c$ by the vector

$$
c' = \begin{pmatrix} 0 \\ c_0 \end{pmatrix},
$$

getting

$$
\Phi(a, N, r) = c_0 b^{-N}r^{N+1} - c_0 b^{1-N}r^N, \quad (21)
$$

taking the particular case $c_0 = 1$ and to improve the approximation take a small perturbation $-\alpha$, with $\alpha \in [0, 1)$, in the exponent of the term of greater power associated with a negative coefficient, modifying in turn the exponent of said coefficient with a value $+\alpha$, then we can define the function

$$
\Phi(a, N, r) = b^{-N}r^{N+1} - b^{1-N}r^N - a, \quad (22)
$$

which in the domain $\Omega_{a_1}$ fulfills that

$$
\Phi(a, N, r) = r^{N+1} - r^{N-a} \approx r^N \log(r), \quad (23)
$$
1.2. Radial functions similar to the function TPS

The functions (22), (15) and (19) behave similarly to the TPS function in the domain $\Omega_1$, but our purpose is to obtain radial functions [1, 3] that satisfied the previously mentioned, to solve this we impose the restrictions

$$N < N_y (N - \alpha) < N,$$  \hspace{1cm} (24)

where $r > 0$ and $\alpha \in [0, 1)$.

From now on we will take that all the functions used will have implicitly the restrictions given in (24) unless otherwise mentioned.

Imposing the restrictions (24) to the polynomials (22), (15) and (19) it is guaranteed that we have radial functions that behave similarly to the function TPS, to visualize this we choose the false function TPS and allow (1) take rational values obtaining the following graphs

Figure 7: They are presented with black and red the functions $r^N \log(r)$ and $r^{N+1} - r^{N-\alpha}$, using different values of $\alpha$, respectively.

1.2.1 Conditionally positive definite functions

We start the next section giving a definition and a theorem [3] that will be very useful later

**Definition 1.1** A function $\phi : [0, \infty) \rightarrow \mathbb{R}$ which belongs to $C[0, \infty) \cap C^\infty(0, \infty)$ and it satisfies

$$(-1)^l \phi^{(l)}(r) \geq 0, \hspace{1cm} \forall l \in \mathbb{N},$$  \hspace{1cm} (25)

where $r > 0$, it is called a completely monotone functions in $[0, \infty)$.

**Theorem 1.2** (Michelli) Suppose that $\phi \in C[0, \infty) \cap C^\infty(0, \infty)$ is given. Then the function $\Phi = \phi(\| \cdot \|^2)$ is radial and conditionally positive defined order $m$ in $\mathbb{R}^d$ for all $d$ if and only if $(-1)^m \phi^{(m)}$ is completely monotone in $[0, \infty)$.

We now consider the following example

**Example 1.3** Suppose that $\phi$ is given by

$$\phi(r) = (-1)^{[\beta/2]} r^{\beta/2}, \hspace{1cm} 0 < \beta \notin \mathbb{N},$$

where $r > 0$, then

$$\phi^{(l)}(r) = (-1)^{[\beta/2]} \frac{\beta}{2} \left( \frac{\beta}{2} - 1 \right)^{l} r^{(\beta/2)-l},$$

for all $l \in \mathbb{N}$.
rewriting the last expression

\[ \phi^{(l)}(r) = (-1)^{[\beta/2]} \prod_{k=1}^{l} \left( \frac{\beta}{2} - k + 1 \right)^{r(\beta/2)-l}, \]

then

\[ (-1)^{[\beta/2]} \phi^{([\beta/2])}(r) = \prod_{k=1}^{[\beta/2]} \left( \frac{\beta}{2} - k + 1 \right)^{r(\beta/2)-[\beta/2]}, \]

which implies that

\[ (-1)^{[\beta/2]} \phi^{([\beta/2])}(r) \geq 0 \iff -1 \leq \frac{\beta}{2} - k, \forall k \]

\[ \iff -1 \leq \frac{\beta}{2} - \left\lfloor \frac{\beta}{2} \right\rfloor \]

\[ \iff \left\lfloor \frac{\beta}{2} \right\rfloor \leq \frac{\beta}{2} + 1, \]

with which \((-1)^{[\beta/2]} \phi^{([\beta/2])}\) is completely monotone, it should be noted that \(m = \lceil \beta/2 \rceil\) is the smallest number for which this is fulfilled. Since \(\beta\) is not a natural number, \(\phi\) it is not a polynomial, and therefore the powers

\[ \Phi(x) = (-1)^{[\beta/2]}|x|^\beta, \quad 0 < \beta \notin \mathbb{N}, \]

they are strictly conditionally positive definite of order \([\beta/2]\) and radials in \(\mathbb{R}^d\) for all \(d\).

A conditionally positive definite function of order \(m\) is also conditionally positive definite function of order \(l \geq m\). It is also true that if a function is conditionally positive definite of order \(m\) in \(\mathbb{R}^d\), then it is conditionally positive definite function of order \(m\) in \(\mathbb{R}^k\), for \(k \leq d\) [1].

With the previous example we have the false function TPS

\[ \Phi(\alpha, N, r) = -2r^{N-\alpha+2} + 4r^{N+1} - 2r^N, \]

is conditionally positive definite of order

\[ \left\lfloor \frac{N-\alpha+2}{2} \right\rfloor. \]

2. Interpolation with Radial Functions

A function \(\Phi : \mathbb{R}^d \to \mathbb{R}\) is called radial, if there is a function \(\phi : [0, \infty) \to \mathbb{R}\) such that

\[ \Phi(x) = \phi(||x||), \]

where \(||\cdot||\) is the Euclidean norm in \(\mathbb{R}^d\).

Given a set of values \(\{(x_j, u_j)\}_{j=1}^{N_p}\) where \((x_j, u_j) \in \Omega \times \mathbb{R}^d\) with \(\Omega \subseteq \mathbb{R}^d\), an interpolant is a function \(\sigma : \Omega \to \mathbb{R}\) such that

\[ \sigma(x_j) = u_j, \quad j \in \{1, \ldots, N_p\}. \]

When is used a radial function \(\Phi\) conditionally positive definite, an interpolant of the form is proposed [1, 3]

\[ \sigma(x) = \sum_{j=1}^{N_p} \lambda_j \Phi(x - x_j) + \sum_{k=1}^{Q} \beta_k p_k(x), \]

where \(Q = \dim \left( \mathbb{P}_{m-1}(\mathbb{R}^d) \right)\) and \(\{p_k\}_{k=1}^{Q}\) it is a base for \(\mathbb{P}_{m-1}(\mathbb{R}^d)\). The Interpolation conditions (27) are completed with the moment conditions

\[ \sum_{j=1}^{N_p} \lambda_j p_k(x_j) = 0, \quad k \in \{1, \ldots, Q\}. \]

Solve the problem of interpolation (27) using the interpolant (28) together with the moment conditions (29) is equivalent to solving the linear system

\[ \begin{pmatrix} A & P \\ PT & 0 \end{pmatrix} \begin{pmatrix} \lambda \\ 0 \end{pmatrix} = \begin{pmatrix} u \\ 0 \end{pmatrix}, \]

where \(A\) and \(P\) are matrices of \((N_p \times N_p)\) and \((N_p \times Q)\) respectively, whose components are

\[ A_{jk} = \Phi(x_j - x_k), \quad P_{jk} = p_k(x_j). \]

The one that a function \(\Phi\) be conditionally positive definite of order \(m\), it can be interpreted as the matrix \(A\) of components \(A_{jk} = \Phi(x_j - x_k)\) is positive definite in the space of vectors \(c \in \mathbb{R}^{N_p}\) such that

\[ \sum_{j=1}^{N_p} c_j p_k(x_j) = 0, \quad k \in \{1, \ldots, Q\}. \]

In this sense, \(A\) is positive definite in the vector space \(c\) that are “perpendiculars” to the polynomials. So, if in (28) the function \(\Phi\) is conditionally positive definite of order \(m\) and the set of centers \(\{x_j\}_{j=1}^{N_p}\) contains a unisolvent subset, then the interpolation problem will have a solution (the condition of unisolvency is to ensure the uniqueness) [1].
2.1. Examples with Radial Functions

Defining a domain

\[ \Omega_{a,b} := [a, b] \times [a, b], \]

and using the function

\[ u(x, y) = \frac{\sin(8(x + y)) + \cos(8(x - y)) + 4}{35}, \] \hspace{1cm} (33)

with the following distribution of Halton type inner nodes over the domain \( \Omega_{0.28,1.48} \)

![Figure 9: Nodes used for the interpolation problem, where NB and NI are the boundary and interior nodes respectively.](image)

we get that the graph of (33) is given by

![Figure 10: Graph of the equation (33).](image)

Then to carry out the interpolation problem a set of values is generated \( \{u(x_i, y_i)\}_{i=1}^{N_p} \) and it is taken \( \alpha \in [0,1] \), here the option of using \( \alpha \) for fixed values is presented, although it can also be used by looking for a value that minimizes the error.

Denoting by \( \sigma_i = \sigma(x_i, y_i) \) and \( u_i = u(x_i, y_i) \), then the error that we will use will be the root of the mean square error given by

\[ \text{RMSE} := \sqrt{\frac{1}{N_p} \sum_{i=1}^{N_p} (u_i - \sigma_i)^2}, \] \hspace{1cm} (34)

denoting by \( \text{cond}(G) \) the condition number of the matrix \( G \) given in (30), the following examples are presented

- Using the false function TPS generalized

\[ \Phi(\alpha, N, r) = -2b^{-N+\alpha}r^{N-\alpha+2} + 4b^{-N+1}r^{N+1} - 2b^{2-N}r^N, \]

taking \( N = 3.22 \), then to use the interpolant (28) it defines

\[ m = \max \left( \left\lceil \frac{N - \alpha + 2}{2} \right\rceil, \left\lfloor \frac{N - 1 - \alpha}{2} \right\rfloor \right) = 3, \]

obtaining the following results

| \( \alpha \) | \( \text{RMSE} \) | \( \text{cond}(G) \) |
|---|---|---|
| 0.0 | 1.0914474968256567e-11 | 1.2378900238537703e7 |
| 0.1 | 3.5419628199123701e-11 | 1.2735544365202659e7 |
| 0.2 | 1.8435287132871697e-11 | 1.3129133959282347e7 |
| 0.3 | 1.61496046810241e-11 | 1.3526189437639347e7 |
| 0.4 | 7.3342258102925800e-12 | 1.4037225973800657e7 |
| 0.5 | 1.0865604380572615e-11 | 1.4556447836564187e7 |
| 0.6 | 7.9374223725322362e-12 | 1.5121867664253054e7 |
| 0.7 | 4.2596214388606749e-12 | 1.5733707496013103e7 |
| 0.8 | 1.739913854255595e-10 | 1.6390320782187937e7 |
| 0.9 | 7.7515629759964334e-11 | 1.7086025186180107e7 |

- Using the radial function

\[ \Phi(\alpha, N, r) = 3b^{-N+3}r^{3} - 9b^{-N+1}r^{N-\alpha+2} + 9b^{2-N}r^{N+1} - 3b^{2-N}r^N, \]

taking \( N = 2.55 \), then to use the interpolant (28) it defines

\[ m = \left\lceil \frac{N + 3}{2} \right\rceil = 3, \]

obtaining the following results

| \( \alpha \) | \( \text{RMSE} \) | \( \text{cond}(G) \) |
|---|---|---|
| 0.0 | 4.7298423751436141e-12 | 7.7628112197229778e5 |
| 0.1 | 6.0250798793616565e-10 | 9.9014734724361505e5 |
| 0.2 | 1.246498645636324e-11 | 1.256893288810737e6 |
| 0.3 | 4.68590519610791e-11 | 1.3146550821565916e7 |
| 0.4 | 1.002795193749939e-11 | 1.3908520592077226e7 |
| 0.5 | 0.02274476443438357e-12 | 1.252235371709852e6 |
| 0.6 | 1.428416002323938e-12 | 2.6389644941461366e6 |
| 0.7 | 5.23563421824705e-12 | 3.016192367063778e6 |
| 0.8 | 7.34746141574206e-12 | 3.3928653142875575e6 |
| 0.9 | 1.8963726382781025e-11 | 3.7524027369971084e6 |
3. Fractional Derivative

The perturbations $\alpha$ previously used have a structure similar to the fractional derivative of Riemann-Liouville [2,4], which in its unified form with the fractional integral of Riemann-Liouville [5] is given by

$$aD_x^n f(x) = \begin{cases} 
\frac{1}{\Gamma(-a)} \int_a^x (x-t)^{-a-1} f(t) dt, & \text{Re}(\alpha) < 0 \\
\frac{1}{\Gamma(n-a)} \frac{d^n}{dx^n} \int_a^x (x-t)^{n-a-1} f(t) dt, & \text{Re}(\alpha) > 0 
\end{cases},$$

(35)

where $n = \lceil \text{Re}(\alpha) \rceil + 1$.

For a monomial given by $f(x) = x^s$, the fractional derivative of Riemann-Liouville takes the form

$$0D_x^n x^s = \frac{\Gamma(s+1)}{\Gamma(s-a+1)} x^{s-a},$$

(36)

then to implement the fractional derivative to the radial functions (15) and (19) is taken

$$r^{N-a+2} \rightarrow 0D_x^n r^{N+2},$$

going to the functions

$$\Phi(a,N,r) = \begin{cases} 
-2b^{-N+a} 0D_x^n r^{N+2} + 4b^{1-N} r^{N+1} n \\
\end{cases},$$

(37)

$$\Phi(a,N,r) = 3b^{-N} r^{N+3} - 9b^{1-N+a} 0D_x^n r^{N+2} + 9b^{2-N} r^{N+1} - 3b^{3-N} r^{N},$$

(38)

3.1. Preconditioning of system

Before continuing we must note that in the previous examples the condition number of the matrices obtained is too high, also that the linear system (30) generated to carry out the interpolation can be written compactly as

$$GA = U,$$

where $G$ is a matrix of $(N_p + Q) \times (N_p + Q)$, similarly $\Lambda$ and $U$ they are column vectors of $(N_p + Q)$ entries, then to try to solve the problem of having a condition number too high we propose to use the decomposition $QR$ of the matrix $G$

$$G = QR,$$

and change the linear system (30) by the equivalent linear system

$$G_M \Lambda = [(H_R)^{-1} G] \Lambda = (H_R)^{-1} U,$$

(39)

where

$$H_{ij} = Q_{ij} + \frac{1}{2n}, \quad n \in \mathbb{N},$$

taking the value of $n$ in such a way that it is satisfied

$$\text{cond}(G_M) \leq M, \quad M < \text{cond}(G).$$

In the following examples will be used the linear system (39) using $M = 10$.

3.2. Examples with Fractional Derivative implemented partially

Using again the equation (33), the distribution of nodes of the Figure 9 and the set of values $\{u_i\}_{i=1}^{N_p}$, also how it is used the definition of fractional derivative given in (35) is taken $\alpha \in (-1,1)$, here is presented the option to use $\alpha$ for fixed values although it can also be used looking for a value that minimizes the error. The following examples are presented

- Using the radial function

$$\Phi(a,N,r) = \begin{cases} 
-2b^{-N+a} 0D_x^n r^{N+2} + 4b^{1-N} r^{N+1} n \\
\end{cases},$$

(37)

taking $N = 3.22$, then to use the interpolant (28) it defines

$$m = \max \left\{ \left\lfloor \frac{N-(1+2)}{2} \right\rfloor, \left\lfloor \frac{N-1+2}{2} \right\rfloor \right\} = 4,$$

obtaining the following results
problem to carry out the problem of interpolation, is proceeded to implement the fractional derivative in its entirety. To implement the fractional derivative to the radial functions (15) and (19) is taken

\[ b^{r} \rightarrow b^{r + \alpha} D_{r}^{\alpha}, \]

getting the functions

\[ \Phi(a, N, r) = \frac{-2b^{N - 1 + a} D_{r}^{\alpha} r^{N + 2} + 4b^{1 - N + a} D_{r}^{\alpha} r^{N + 1}}{-2b^{N - 2 + a} D_{r}^{\alpha} r^{N}}, \tag{40} \]

\[ \Phi(a, N, r) = \frac{3b^{N - 1 + a} D_{r}^{\alpha} r^{N + 3} - 9b^{1 - N + a} D_{r}^{\alpha} r^{N + 2} + 9b^{2 - N + a} D_{r}^{\alpha} r^{N + 1} - 3b^{3 - N + a} D_{r}^{\alpha} r^{N}}{2b^{N - 2 + a} D_{r}^{\alpha} r^{N}}, \tag{41} \]

Using again the equation (33), the distribution of nodes of the Figure 1(b) and the set of values \( \{ t_{i}, j=1 \} \), also how it is used the definition of fractional derivative given in (35) is taken \( \alpha \in (-1,1) \), here is presented the option to use alpha for fixed values although it can also be used looking for a value that minimizes the error. The following examples are presented

- Using the radial function

\[ \Phi(a, N, r) = \frac{-2b^{N - a} D_{r}^{\alpha} r^{N + 2} + 4b^{1 - N + a} D_{r}^{\alpha} r^{N + 1}}{-2b^{N - 2 + a} D_{r}^{\alpha} r^{N}}, \]

taking \( N = 3.22 \), then to use the interpolant (28) it defines

\[ m = \max \left\{ \frac{N - (1 + 2)}{2}, \frac{N - 1 + 2}{2} \right\} = 4, \]

obtaining the following results

### 3.3. Examples with Fractional Derivative

Because the previous examples where partial fractional derivative was implemented did not present any
• Using the radial function

\[ \Phi(a,N,r) = 3b^{N-N+a}D^a r^{N+3} - 9b^{1-N+a}D^a r^{N+2} + 9b^{2-N+a}D^a r^{N+1} - 3b^{3-N+a}D^a r^N, \]

taking \( N = 2.55 \), then to use the interpolant \(^{28}\) it defines

\[ m = \left\lfloor \frac{N + 3}{2} \right\rfloor = 3, \]

obtaining the following results

| \( \alpha \) | \( \text{RMSE} \) | \( \text{cond}(G_{M}) \) |
|---|---|---|
| −0.9 | 1.3021967648637492e−10 | 8.3206817644804421 |
| −0.8 | 1.3155969510279490e−10 | 4.883530263483159 |
| −0.7 | 2.3228970398179848e−11 | 9.724628177357774 |
| −0.6 | 2.2909415676738737e−11 | 4.946326369225471 |
| −0.5 | 1.1222370660857856e−11 | 9.878558056367120 |
| −0.4 | 4.1011829661131651e−12 | 3.8074930989810314 |
| −0.3 | 1.6013463509442655e−12 | 9.4611712552245724 |
| −0.2 | 3.890690221598685e−12 | 7.702987309312255 |
| −0.1 | 5.6908853021169752e−12 | 4.9472748604993955 |
| 0.0 | 1.3702328833012031e−12 | 4.34327204226706 |
| 0.1 | 3.043957307602263e−12 | 4.845520491034828 |
| 0.2 | 2.768340209556080e−12 | 9.543630857671525 |
| 0.3 | 7.0712507905215194e−12 | 3.980674018268281 |
| 0.4 | 8.7277730326344969e−8 | 9.282495482898651 |
| 0.5 | 1.623963331835556e−12 | 4.923108056571375 |
| 0.6 | 1.3205804213762410e−13 | 7.4458485925621094 |
| 0.7 | 7.092374166998860e−14 | 8.3836103435077299 |
| 0.8 | 3.1225485178923595e−14 | 8.2851951713076373 |
| 0.9 | 7.97113169582163791e−15 | 8.3415405059857033 |

### 3.3.1 A change in the interpolant

In the previous sections we use the interpolator given by \(^{28}\) where \( Q = \dim(\mathbb{P}_{p-1}(\mathbb{R}^d)) \), this causes the value of \( Q \) to grow considerably, take for example a \( 11 \), \( p = 3 \), then to use the interpolant \(^{28}\) it defines

\[ m = \max\left\{ \frac{N}{2} - 1 + \frac{N}{2}, \frac{N - 1}{2} \right\} = 4, \]

following examples are presented with the interpolant mentioned above

• Using the radial function

\[ \Phi(a,N,r) = -2b^{N-N+a}D^a r^{N+2} + 4b^{1-N+a}D^a r^{N+1} - 2b^{2-N+a}D^a r^N, \]

taking \( N = 3.22 \), then to use the interpolant \(^{28}\) it defines

\[ m = \left\lfloor \frac{N + 3}{2} \right\rfloor = 3, \]

obtaining the following results

| \( \alpha \) | \( \text{RMSE} \) | \( \text{cond}(G_{M}) \) |
|---|---|---|
| −0.9 | 1.588955125394140e−5 | 9.484500693092888 |
| −0.8 | 6.3987623024658784e−7 | 6.92668775098889 |
| −0.7 | 5.512241502730115e−8 | 4.558199131304654 |
| −0.6 | 4.9609699309771730e−9 | 3.902271299605416 |
| −0.5 | 2.8606758000057324e−10 | 9.757500973381535 |
| −0.4 | 8.537810419285573e−10 | 4.116209074998113 |
| −0.3 | 1.6402796319766756e−10 | 4.985468943880550 |
| −0.2 | 3.2385258469302527e−10 | 7.136965836082733 |
| −0.1 | 3.011296271918445e−11 | 8.078794755010687 |
| 0.0 | 2.395926689019608e−11 | 3.8057013377543933 |
| 0.1 | 7.9731842066765081e−12 | 4.263333610861530 |
| 0.2 | 5.2174185837825498e−12 | 4.058788298676072 |
| 0.3 | 4.777310897483313e−12 | 4.4769421226468147 |
| 0.4 | 2.1669594332556964e−12 | 9.419702762752775 |
| 0.5 | 3.0119577908314182e−12 | 7.856416029950737 |
| 0.6 | 3.259316988301638e−13 | 6.923910054526525 |
| 0.7 | 9.3968318133542630e−11 | 5.5165116996767359 |
| 0.8 | 1.7046483976602967e−11 | 4.295902223965544 |
| 0.9 | 5.3198946711854349e−11 | 9.8919840455960859 |

\[ \Phi(a,N,r) = 3b^{N-N+a}D^a r^{N+3} - 9b^{1-N+a}D^a r^{N+2} + 9b^{2-N+a}D^a r^{N+1} - 3b^{3-N+a}D^a r^N, \]
Assuming we have a domain \( \Omega \subseteq \mathbb{R}^d \) and the problem

\[
\begin{align*}
\mathcal{L} u &= f, \quad \Omega, \\
\mathcal{B} u &= g, \quad \partial \Omega,
\end{align*}
\]

where \( f \) and \( g \) are functions given, \( \mathcal{L} \) and \( \mathcal{B} \) linear differential operators, and \( u \) is the solution to find.

Before continuing we will make a change in the interpolant \((42)\) that will help us avoid discontinuities due to the application of the operators \( \mathcal{L} \) and \( \mathcal{B} \). Denoting by \( \text{ord}(\mathcal{L}) \) the order of the differential operator \( \mathcal{L} \), we define

\[
q = \max \{ \text{ord}(\mathcal{L}), \text{ord}(\mathcal{B}) \},
\]

defining now

\[
\sigma = \begin{cases} 
q - 1, & \text{if } q > 0 \\
0, & \text{if } q \leq 0
\end{cases}
\]

then the interpolant \((42)\) it can be rewritten as

\[
\sigma(x) = \sum_{j=1}^{N_p} \lambda_j \Phi(x - x_j) + \rho_0 + \sum_{k=1}^{Q} \beta_k x^{k+\sigma}(x),
\]

where \( Q = \text{dim}(\mathcal{P}_{m-1}(\mathbb{R})) \), then the moment conditions take the form

\[
\sum_{j=1}^{N_p} \lambda_j p_1 = \sum_{j=1}^{N_p} \lambda_j = 0, \\
\sum_{j=1}^{N_p} \lambda_j p_{k+1} = \sum_{j=1}^{N_p} \lambda_j r^{k+\sigma} = 0, \quad k \in \{1, \ldots, Q\},
\]

finally to the restrictions given in \((24)\) we must add a more restriction given by

\[
\begin{cases} 
N > q + \alpha, & \text{if } q > 0, \\
N > \alpha, & \text{if } q \leq 0.
\end{cases}
\]

When replacing the interpolant \((45)\) in the system \((44)\) is obtained

\[
\begin{pmatrix} \mathcal{L}A & \mathcal{L}P \\ \mathcal{B}A & \mathcal{B}P \end{pmatrix} \begin{pmatrix} \Lambda \\ \beta \end{pmatrix} = \begin{pmatrix} f \\ g \end{pmatrix},
\]

with which the linear system is obtained

\[
\begin{pmatrix} \mathcal{L}A & \mathcal{L}P \\ \mathcal{B}A & \mathcal{B}P \end{pmatrix} \begin{pmatrix} \Lambda \\ \beta \end{pmatrix} = \begin{pmatrix} f \\ g \end{pmatrix},
\]

where \( \mathcal{L}A, \mathcal{B}A, \mathcal{L}P, \mathcal{B}P \) and \( P \) are matrices of \( (N_p \times N_p) \), \( ((N_p - N_I) \times N_p) \), \( (N_I \times Q) \), \( ((N_p - N_I) \times Q) \) and \( (N_p \times Q) \) respectively, whose components are

\[
\mathcal{L}A_{jk} = \mathcal{L}\Phi(x_j - x_k), \quad \mathcal{L}P_{jk} = \mathcal{L}p_k(x_j),
\]

\[
\mathcal{B}A_{jk} = \mathcal{B}\Phi(x_j - x_k), \quad \mathcal{B}P_{jk} = \mathcal{B}p_k(x_j),
\]

\[
P_{jk} = p_k(x_j),
\]

4.1. Examples with Fractional Derivative

The form of the interpolant \((45)\) it will be very useful to solve differential equations in radial form. Taking the definition of fractional derivative of Caputo \((2)\)

\[
\frac{\mathrm{D}^a}{\mathrm{D}t^a} f(x) = \frac{1}{\Gamma(1-a)} \int_0^x (x-t)^{a-1} \frac{d^n}{dt^n} f(t) dt, \quad Re(a) > 0,
\]

we can build the next differential operator

\[
\mathcal{L} = \left( \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} + \beta r \right),
\]

taking identity as the differential operator \( \mathcal{B} \) we can build the differential equation
\[
\begin{aligned}
\left\{ \begin{array}{ll}
\mathcal{L} u = f, & \text{d} \mathcal{O}, \\
B u = g, & \partial \mathcal{O},
\end{array} \right. \\
\text{where } \mathcal{O} \subset \mathbb{R}^d, \text{ in such a way that when } \beta \rightarrow 0 \text{ and } d = 2 \text{ the equation (51) takes the form of a Poisson's equation}
\end{aligned}
\]
\[
\left\{ \begin{array}{ll}
\nabla^2 u = f, & \text{d} \mathcal{O}, \\
 u = g, & \partial \mathcal{O},
\end{array} \right. 
\]
then taking \( d = 2 \) we get the following differential equation
\[
\left\{ \begin{array}{ll}
\mathcal{L} u(x,y) = f(x,y), & \mathcal{O}, \\
 u(x,y) = g(x,y), & \partial \mathcal{O},
\end{array} \right. 
\]
using the following distribution of interior nodes type Halton together cartesian nodes near the boundary on the domain \( \Omega_{0,1} \)

Figure 11: Nodes used for the interpolation problem, where \( NB \) and \( NI \) are the boundary and interior nodes respectively

Then to carry out the asymmetric collocation method is taken \( \alpha \in (-2,2) \), here is presented the option to use \( \alpha \) for fixed values although you can also use it looking for a value that minimizes the error.

Denoting by \( \mathcal{L}_i = \mathcal{L}_\sigma(x_i, y_i) \) and \( f_i = f(x_i, y_i) \), then the error that we will use will be the root of the mean square error given by

\[
\text{RMSE} := \sqrt{\frac{1}{N_p} \sum_{i=1}^{N_p} (f_i - \mathcal{L}_i)^2}. \tag{53}
\]

Taking \( \beta = -0.5 \) and the functions

\[
f(x,y) = \frac{2(10(8x - 3)^2(\cos(5.4y) + 1.25)) - 108(\cos(5.4y) + 135)}{(6(3x - 1)^2 + 6)^3},
\]
\[
g(x,y) = \frac{\cos(5.4y) + 1.25}{6(3x - 1)^2 + 6},
\]
the asymmetrical collocation method is carried out

- Using the radial function

\[
\Phi(\alpha, N, r) = -2b^{N+\alpha}a\int D_{\nu}^{\alpha} r^{N+\nu} + 2b^{1-N+\alpha}aD_{\nu}^{\alpha} r^{N+\nu},
\]
to use the interpolant (45) is taken

\[
q = \max\{\text{ord}(L), \text{ord}(B)\} = \max\{2 + \beta, 0\} = 1.5,
\]
as \( \alpha \in (-2, 2) \) is chosen

\[
q + \alpha = 3.5 < N = 3.55,
\]
and it is defined

\[
m = \max\left\{\left\lfloor \frac{N - (-2) + 2}{2} \right\rfloor, \left\lfloor \frac{N - 2 + 2}{2} \right\rfloor \right\} = 4,
\]

obtaining the following results

\[
\begin{array}{|c|c|c|}
\hline
\alpha & \text{RMSE} & \text{cond}(GM) \\
\hline
-1.9 & 9.4338346619063748e-2 & 7.6307799272592067 \\
-1.8 & 8.2732749317907797e-2 & 5.3519676849454063 \\
-1.7 & 8.396716685719204e-2 & 8.5115507679137714 \\
-1.6 & 8.1677337534535599e-2 & 4.06386967604070082 \\
-1.5 & 8.7250610786736724e-2 & 6.0086096794810118 \\
-1.4 & 1.8542238945053083e-1 & 3.9308669746402285 \\
-1.3 & 3.7466868706221845e-1 & 6.1885465337305714 \\
-1.0 & 4.2234223781422853e-1 & 7.501756080341334 \\
-0.7 & 6.0026543548922384e-1 & 5.13211943785537 \\
-0.6 & 8.8815582039528251e-1 & 8.175451352817731 \\
-0.5 & 6.7896737435841853e-1 & 4.8990998040766469 \\
-0.4 & 2.096574638465434e-1 & 7.1321578167466966 \\
-0.3 & 2.57559154596906e-1 & 4.3454335303033739 \\
-0.2 & 3.18945208777642e-1 & 8.001275201773548 \\
-0.1 & 3.672502071011690e-1 & 5.976047595459683 \\
-0.0 & 4.2098721133896294e-1 & 6.186271607759341 \\
0.5 & 5.2079098187520356e-1 & 8.3771880377128802 \\
0.7 & 6.7349862164498941e-1 & 3.7639598037087736 \\
\hline
\end{array}
\]
Taking $\beta = 0.15$ and the functions
\[
f(x,y) = -\frac{128}{35} \sin(8(x+y)) + \cos(8(x-y)),
g(x,y) = \frac{1}{35} \sin(8(x+y)) + \cos(8(x-y)) + 4,
\]
the asymmetrical collocation method is carried out

• Using the radial function
\[
\Phi(\alpha, N, r) = -2b^{-N+\alpha} D_0^2 r^{N+2} + 4b^{1-N+\alpha} D_0^2 r^{N+1} -2b^{2-N+\alpha} D_0^2 r^N,
\]
to use the interpolant (45) is taken
\[
q = \max \{ \text{ord}(L), \text{ord}(B) \} = \max \{ 2 + \beta, 0 \} = 2.15,
\]
as $\alpha \in (-2, 2)$ is chosen
\[
q + \alpha = 4.15 < N = 4.255,
\]
and it is defined
\[
m = \max \left\{ \left\lfloor \frac{N - (-2) + 2}{2} \right\rfloor, \left\lfloor \frac{N - 2 + 2}{2} \right\rfloor \right\} = 5,
\]

obtaining the following results

| $\alpha$ | RMSE | $\text{cond}(G_M)$ |
|---------|------|-----------------|
| $-1.6$  | $6.5170655092245167 \times 10^{-1}$ | $4.7495389131006629$ |
| $-1.5$  | $1.7571501485532373 \times 10^{-1}$ | $4.0874067249340458$ |
| $-1.4$  | $1.2048058149601308 \times 10^{-1}$ | $7.157745733005473$ |
| $-1.3$  | $1.2074660635701032 \times 10^{-1}$ | $9.142539171544426$ |
| $-1.2$  | $1.2303027510252981 \times 10^{-1}$ | $7.7348875980860550$ |
| $-1.1$  | $1.4446893147166571 \times 10^{-1}$ | $7.618384413772387$ |
| $-1.0$  | $1.870796971430979 \times 10^{-1}$ | $4.7282991685218461$ |
| $-0.9$  | $2.89096151485006 \times 10^{-1}$ | $6.5644036204148888$ |
| $-0.8$  | $6.5312833189177971 \times 10^{-1}$ | $5.436032067446311$ |
| $-0.7$  | $8.33091479223960 \times 10^{-1}$ | $7.942314559403101$ |
| $-0.6$  | $3.684119793984679 \times 10^{-1}$ | $8.324798780765333$ |
| $-0.5$  | $3.43739307092206 \times 10^{-1}$ | $4.59373219563149$ |
| $-0.4$  | $3.017291319298644 \times 10^{-1}$ | $9.67497397704021$ |
| $-0.3$  | $3.439425235516812 \times 10^{-1}$ | $4.519570973161465$ |
| $-0.2$  | $2.098293384818576 \times 10^{-1}$ | $9.654715805684121$ |
| $-0.1$  | $2.438128129197639 \times 10^{-1}$ | $5.189990269309533$ |
| $0.0$   | $2.8971359130471058 \times 10^{-1}$ | $3.8030916671631547$ |
| $0.1$   | $3.484711467957161 \times 10^{-1}$ | $8.291934966597989$ |
| $0.2$   | $4.232067567439861 \times 10^{-1}$ | $7.757469554779200$ |
| $0.3$   | $5.191285370692976 \times 10^{-1}$ | $5.984023276988694$ |
| $0.4$   | $6.466059040953308 \times 10^{-1}$ | $3.759416530661788$ |

We can construct the next differential operator using
the fractional derivative of Riemann-Liouville
\[
\mathcal{L} = \left( D_r^{2+\beta} + \frac{1}{r} D_r^{1+\beta} + \beta r \right),
\]
defined on a domain $\Omega \subset \mathbb{R}^d \setminus \{0\}$, taking identity
as the differential operator $B$ and $d = 2$ we get the following differential equation
\[
\left\{ \begin{array}{l}
\mathcal{L} u(x,y) = f(x,y), & \Omega, \\
u(x,y) = g(x,y), & \partial \Omega,
\end{array} \right.
\]
using the following distribution of interior nodes type Halton together cartesian nodes near the boundary on the domain $\Omega_{0.28,1.48}$

Figure 14: Nodes used for the interpolation problem, where $NB$ and $NI$ are the boundary and interior nodes respectively

then taking $\beta = -2.5$ and the functions

\[
\begin{align*}
    f(x,y) &= \frac{128}{35} \left( \sin(8(x+y)) + \cos(8(x-y)) \right), \\
    g(x,y) &= \frac{1}{35} \left( \sin(8(x+y)) + \cos(8(x-y)) + 4 \right),
\end{align*}
\]

the asymmetrical collocation method is carried out

- Using the radial function

\[
\Phi(\alpha,N,r) = -2b^{-N+\alpha}r^{N+2} + 4b^{1-N+\alpha}r^{N+1} - 2b^{2-N+\alpha}r^{N},
\]

to use the interpolant (45) is taken

\[
q = \max\{\text{ord}(L), \text{ord}(B)\} = \max\{2+\beta,0\} = 0,
\]

as $\alpha \in (-2,2)$ is chosen

\[
\alpha = 2 < N = 2.25,
\]

and it is defined

\[
m = \max\left\{\left\lfloor \frac{N-(-2)}{2} \right\rfloor, \left\lfloor \frac{N-2+2}{2} \right\rfloor \right\} = 4,
\]

obtaining the following results

| $\alpha$ | $\text{RMSE}$ | $\text{cond}(GM)$ |
|----------|--------------|------------------|
| -1.5     | 8.1624992274252071e-1 | 4.8877234553360776 |
| -1.2     | 8.7150356044664181e-1 | 7.8879861055833984 |
| -1.0     | 2.394762568123822e-1  | 4.6563142060453906 |
| -0.9     | 6.381394253541832e-1  | 6.7415094852343044 |
| -0.8     | 2.424556388973755e-1  | 9.0095676221854022 |
| -0.7     | 7.827341676785406e-2   | 4.6153771286769230 |
| -0.6     | 6.852064929436761e-2   | 2.8689277904557322 |
| -0.5     | 1.280056313386850e-1   | 4.0912301014848360 |
| -0.4     | 4.381792975625288e-1   | 7.9578628279899844 |
| -0.3     | 4.70655139147242e-1    | 6.3858782441760700 |
| -0.2     | 5.145863500498475e-1   | 6.0577940905942782 |
| -0.1     | 7.781808153358667e-1   | 3.8807135999757874 |
| 0.0      | 6.407186461338986e-1   | 5.2586169156509017 |
| 0.1      | 4.559714688261115e-1   | 4.3704175064455998 |
| 0.2      | 2.830567927104683e-1   | 6.1044635603216588 |
| 0.3      | 6.096612397595907e-1   | 8.8043587420730951 |
| 0.4      | 1.878681549266320e-1   | 3.9477763898785811 |
| 0.5      | 4.05523404664012e-1    | 6.7368767950432696 |
| 0.6      | 2.170604621867336e-1   | 7.0190727296408132 |
| 0.7      | 4.772545440234963e-1   | 8.4827425196035233 |
| 0.8      | 8.037604823088470e-1   | 4.2109594173989944 |

Figure 15: Graph of the numerical solution (with minimal error) to the problem raised.

Although examples are presented in $\mathbb{R}^2$ the radial functions presented in this document are valid for $\mathbb{R}^d$, to implement them we can assume that have a domain $\Omega \subset \Omega_d \subset \mathbb{R}^d$, where

\[
\Omega_d = [a_1,b_1] \times [a_2,b_2] \times \cdots \times [a_d,b_d],
\]

then it is enough to define

\[
b = \max\{b_{i1}^{d}\},
\]
Although the definition of fractional derivative of Riemann-Liouville was used for the functions constructed in the previous sections, in general, any other definition of fractional derivative can be used as long as this definition is used at par with the fractional integral of Riemann-Liouville.
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