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ABSTRACT
This cluster randomized controlled trial (RCT) examined the impact of the Good Behavior Game (GBG) on children’s developmental trajectories of disruptive behavior, concentration problems, and prosocial behavior from middle childhood (ages 6–7 years) to early adolescence (ages 10–11 years). Seventy-seven schools in England were randomly assigned to intervention and control groups. Allocation was balanced by school size and the proportion of children eligible for free school meals. Children (N = 3084) ages 6–7 years at baseline were the target cohort. Outcome measures, assessed via the Teacher Observation of Child Adaptation Checklist, were taken prior to randomization (baseline – Time 1) and annually for the next 4 years (Time 2 to Time 5). During the 2-year main trial period (Time 1 to Time 3), teachers of this cohort in intervention schools implemented the GBG, whereas their counterparts in the control group continued their usual practice. A multivariate multilevel non-linear growth curve model indicated that the GBG reduced concentration problems over time. In addition, the model also revealed that the intervention improved prosocial behavior among at-risk children (e.g., those with elevated symptoms of conduct problems at Time 1, n = 485). No intervention effects were unequivocally found in relation to disruptive behavior. These findings are discussed in relation to the extant literature, strengths and limitations are noted, and practical and methodological implications are highlighted.

1. Introduction
The Good Behavior Game (GBG) is a school-based, universal behavior management intervention implemented by classroom teachers. The core components of the GBG consist of classroom rules, team membership, monitoring behavior, and the use of positive reinforcement. Children work in teams to win the GBG to access agreed-upon rewards. The GBG is played during a normal classroom activity for a specified time period during which the class teacher monitors contraventions to four rules: (a) we will work quietly, or at a noise level appropriate to a given activity; (b) we will be polite to others; (c) we will get out of our seats with permission; and (d) we will follow instructions. Teams with four or fewer rule breaks at the end of the game are deemed the winners and are rewarded. Over...
time, the game develops in terms of the frequency and duration of gameplay as well as the nature and timing of rewards (Donaldson & Wiskow, 2017). The theoretical bases of the GBG include behaviorism (i.e., contingency management and the replication of rewarded behavior), social learning theory (i.e., learning of appropriate behavior modeled by other team members) and life course/social field theory (i.e., promotion of adaptive processes to enable children to meet social task demands in the classroom; Kellam et al., 2011).

In the decades since its original development (Barrish et al., 1969), 14 randomized controlled trials (RCTs) of the GBG have been conducted of the program being implemented universally during a normal school day. Six of these were conducted in the United States (Dolan et al., 1993; Hansen et al., 2010; Ialongo et al., 2019, 1999; Reid et al., 1999; Tolan et al., 2020); two each in the Netherlands (van Lier et al., 2004; Witvliet et al., 2009) and Canada (Dion et al., 2011; Jiang et al., 2018); and one each in Belgium (Lebl et al., 2010), Northern Ireland (O’Keefe, 2019), Estonia (Streimann et al., 2020), and England (for a review, see Humphrey et al., 2021). The current paper reports on the findings from the RCT conducted in England. A fifteenth RCT based in the United States reports on the impact of the GBG in the context of an afterschool program (Smith et al., 2018). Collectively, these trials have provided robust evidence that the intervention leads to statistically significant changes in a range of salient outcomes, including conduct problems and peer relations, with intent-to-treat (ITT) effect sizes typically in the g = 0.10–0.20 range (Smith et al., 2021). This evidence is broadly consistent with intervention effect sizes reported in meta-analyses of a range of universal behavior management approaches (Korpershoek et al., 2016) and school-based preventive interventions more generally (Tanner-Smith, Durlak, & Marx, 2018). Furthermore, this evidence aligns with the view that the behavior of most children is typically not a cause for significant concern (Department for Education, 2012).

In this article we report findings from the first RCT of the GBG in England. The main project report (Humphrey et al., 2018) for this RCT documents the main ITT and subgroup moderator analysis findings in relation to reading scores and behavioral outcomes using point-in-time estimates focusing on the end of the intervention period (noted as Time 3 in Design below). In brief, Humphrey et al.’s ITT analysis found no evidence that the GBG improves children’s reading or behavior. Furthermore, the subgroup moderator analysis revealed no significant differential gains for children eligible for free school meals or for boys at risk of developing conduct problems.

We build and extend on the above findings in several ways. First, we used growth curve models, as opposed to point-in-time estimates. Second, we examined long-term, as opposed to short-term, intervention effects. Third, these intervention effects were considered at both main and subgroup levels; in terms of the latter, we examined sex and conduct problems risk status, with effects examined separately and in combination, as opposed to solely the latter. In doing so, our intended contribution was to extend the knowledge base regarding the scope, specificity, and timing of intervention effects. Put another way, we go beyond what works by asking for which outcomes? For whom? and When?

Disruptive behaviors (e.g., talking out, getting out of seat, touching others, being disobedient or aggressive) were our primary focus because these behaviors are key proximal outcomes of the GBG (Chan et al., 2012) and are developmentally significant as they are predictive of adult anti-social behavior and related outcomes (e.g., arrest for a violent offence; Hubbard et al., 2006). However, the nature of the intervention also means that reductions in concentration problems (e.g., difficulties in paying attention, staying on task, resisting distractions) and improvements in prosocial behavior (e.g., compliance with rules, demonstrating empathy, social problem-solving) following exposure to the GBG are feasible, and indeed these too are developmentally important. For example, children with early attention difficulties are 40% less likely to graduate from high school (Rabiner et al., 2016).

We focused on intervention effects over the long-term rather than immediately following the conclusion of implementation because, from a theoretical perspective, preventive effects are hypothesized to take time to emerge, especially when a relatively small proportion of the population have, or are at risk of, developing problems in the first place (Hill et al., 2016). Thus, as Greenberg and Abenavoli (2017) noted, complete evaluation of universal interventions requires data collection over extended periods in order for changes among intervention recipients to consolidate, for small but key changes to snowball, and for the members of the control group to exhibit difficulties of the kind that are the focus of prevention efforts. Despite this, long-term follow-up is far from the norm. For example, in Durlak et al. (2011) seminal meta-analysis of universal social and emotional learning interventions, only 15% of studies collected follow-up data at least 6 months after a given intervention ended. Even in cases where long-term follow-up is implemented, studies are limited by a reliance on point-in-time estimates that do not analyze the developmental process of growth, although there are a couple of notable exceptions (e.g., Nix et al., 2016). Because a key purpose of universal interventions is to alter developmental trajectories, it is important that this is reflected in the analytical techniques adopted by researchers (Greenberg & Abenavoli, 2017).

In addition to examining growth over time, it is also important to recognize that the effects of universal interventions may vary across specific strata of the population. In the case of the GBG, there are theoretical and empirical reasons why we might expect effects to vary by sex and/or conduct problems risk status. Regarding sex, the intervention procedures are likely to appeal particularly to boys given the gendered socialization of competitiveness (Gneezy et al., 2009). In relation to conduct problems risk status, it stands to reason that those whose behavior is already a significant cause for concern would stand to gain the most benefit from the GBG, especially given its emphasis on adaptive socialization processes (e.g., alerting children to, and rewarding them for, meeting social task demands in the classroom; Kellam et al., 2011). Finally, on the basis of these two strands of inquiry, we might also reasonably expect to observe amplified intervention effects at their intersection (e.g., boys exhibiting elevated symptoms of conduct problems; Kellam et al., 1994). However, the nature and magnitude of such effects could feasibly vary by outcome domain, supporting the adoption of a multivariate approach reported herein.

1.1. Using growth curve models to analyze the impact of universal preventive interventions on developmental trajectories

Growth curve models (GCMs) have a long tradition in educational research (e.g., Bryk & Raudenbush, 1987; Goldstein, 1987, 1989; Plewis, 1996, 2005, 2010; Van der Leeden, 1998) and yield great promise for researching the long-term effects of universal, preventive
interventions (Greenberg & Abenavoli, 2017). GCMs allow us to determine the overall trajectories of a group of individuals measured repeatedly, while decomposing the total variance into within and between individuals, as well as further aggregated levels, such as schools. GCMs are especially adept in the analysis of developmental scores because they allow us to measure the systematic and variable individual trajectories of a given developmental measure (or a set of them), typically over a relatively long period and/or at more than two occasions. A relatively large number of data points is advantageous as it allows us to give a more nuanced perspective on the individual trajectories. Put simply, two data points over a number of individuals only allow us to fit a series of straight lines,
whereas three or more data points potentially allow for curves to be fitted.

In our specific case, we assumed that children's 4-year trajectories of disruptive behavior, concentration problems, and prosocial behavior are systematic since they follow a pattern over the time period (specified as a reasonably complex function of time), and they are variable because children have varying rates of change across time (growth). These trajectories are also group-specific and outcome-specific since they estimate differences between groups defined by individual characteristics (e.g., sex) or school characteristics (e.g., trial arm), in each of the three developmental outcome measures. Considering all of the above, the research question we sought to address was: What are the effects of the Good Behavior Game on the long-term trajectories of disruptive behavior, concentration problems, and prosocial behavior?

2. Method

2.1. Design

A cluster-RCT design was used and is described in more detail elsewhere (Humphrey et al., 2018; trial registration: ISRCTN64152096). Seventy-seven schools were randomly allocated by an independent trial unit to deliver the GBG (intervention) or continue usual practice (control) for a period of two years. A minimization algorithm was used to ensure balance across trial arms with respect to school size and the proportion of children eligible for free school meals. Outcome data were collected at baseline (pre-randomization, Time 1 [T1]) and then annually on four further occasions (Time 2 [T2], Time 3 [T3], Time 4 [T4], Time 5 [T5]). T1 to T3 (Humphrey et al., 2018) represents the period of GBG implementation in the intervention arm of the trial and T3 to T5 represents a clean follow-up phase (Humphrey et al., 2021; i.e., none of the trial sample were exposed to the GBG during this period). Fig. 1 depicts the flow of participants through the study.

Ethical approval was granted by the authors' host institution (The University of Manchester, Ref: 15126). All schools signed a Memorandum of Agreement confirming their willingness to participate. Opt-out consent was sought from parents/caregivers, of whom 68 (2.2%) exercised their right to opt their children out of the trial. Finally, children were provided with information about the study (including their guarantee of anonymity and right to withdraw) and were asked to give their assent to participate; none declined assent or exercised their right to withdraw from the study.

2.2. Participants

2.2.1. Schools

Trial schools’ composition mirrored that of primary schools in England in respect to size and the proportion of children speaking English as an additional language; however, trial schools contained significantly larger proportions of children with special educational needs and disabilities and children eligible for free school meals, which was used as a proxy to indicate lower income or socioeconomic disadvantage (Department for Work and Pensions, 2013), in addition to lower rates of absence and attainment. Intervention and control schools did not differ substantively on any of these characteristics (e.g., intervention schools had an average of 27.56% of children eligible for free school meals, whereas control schools had an average of 24.46%; Humphrey et al., 2018, p. 34).

Within intervention and control schools, 279 classroom teachers of children in the trial cohort participated during the main trial period (T1 to T3), of whom 139 were in control schools and 140 were in GBG treatment schools. Specific to different phases of the trial, 135 classroom teachers taught the trial cohort from T1 to T2 and 144 classroom teachers taught the trial cohort from T2 to T3. Teachers in GBG schools received 2 days of initial training and an additional single day of follow-up training midway through their first year of implementation (approximately 21 h total). This pattern was repeated in the second year of the trial as children moved up into new classes. On-going support for implementation was provided by trained GBG coaches employed by Mentor UK, who in turn were supported by staff at the American Institutes for Research.

2.2.2. Children

At baseline, 3084 children ages 6–7 years from participating schools comprised the trial cohort. No new joiners were allowed to enroll after T1. Those attending intervention and control schools did not differ significantly with respect to sex, free school meals eligibility (FSM), English as an additional language (EAL), or special educational needs and disabilities (SEND; Humphrey et al., 2018). Lost to follow-up numbers are reported in Fig. 1. Lost to follow-up refers to data on outcomes that were not possible to collect. These data are independent of whether a given school has continued or ceased implementation. For example, a school may have discontinued implementation but continued to provide outcome data. Furthermore, some schools may have not returned all surveys in all waves and some may have dropped out of one wave and returned in a subsequent one.

The at-risk subsample was comprised of 485 (15.7%) children scoring in the borderline or abnormal range (i.e., a score of 3 or more out of 10) on the teacher informant-report version of the Strength and Difficulties Questionnaire (SDQ; Goodman, 1997) at baseline. Two hundred seventy-two students attended intervention schools and 213 students attended control schools; 143 students were female and 342 students were male.

2.3. Measures

2.3.1. Disruptive behavior, concentration problems, and prosocial behavior

The Teacher Observation of Classroom Adaptation–Checklist (TOCA-C; Koth, Bradshaw, & Leaf, 2009) is a 21-item instrument that
provides indices of children's disruptive behavior (nine items), concentration problems (seven items), and prosocial behavior (five items). Teachers read statements about a child (e.g., “pays attention”) and endorse items on a 6-point scale (from never to always). Evidence has suggested that data derived from the TOCA-C are internally consistent (i.e., all subscales \( \alpha > 0.86 \) and have a factor structure that is invariant across gender, race, and age (Koth et al., 2009). Furthermore, Bradshaw, Waasdorp, and Leaf (2012) demonstrated that the data derived from the TOCA-C are sensitive to change in universal preventive interventions. Kourkounasiou and Skordilis (2014) provided further evidence of divergent validity, concurrent validity, and test-retest reliability. We also provide evidence of strict longitudinal measurement invariance in the current study.

2.3.2. Co-variates
Outcome data were supplemented by socio-economic and demographic information obtained from the National Pupil Database and a conduct problems risk status indicator derived from the teacher informant-report version of the SDQ (Goodman, 1997) that was administered at baseline (see Children above). School level data were drawn from the Department for Education website. Table 1 provides a summary description of the variables used in the current study.

2.3.3. GBG implementation and the counterfactual
Data derived from an online GBG scoreboard developed by the research team for use by participating teachers indicated that children in the intervention arm were exposed to the GBG for an average of 1066 min between T1 and T3 (SD = 719.5). In terms of frequency and duration, teachers played the game approximately twice a week between T1 and T2 and between once and twice a week between T2 and T3; the average game session length in both years was approximately 15 min. Nine GBG schools formally ceased implementation prior to T3, although their dosage data are included in the above estimates. Likewise, their data on outcomes, when provided, were also included in our analyses, hence they were not always “lost to follow-up”.

Other dimensions of implementation were assessed via a structured observation schedule administered annually by a member of the research team. In relation to fidelity, a list of required steps outlined in the GBG manual (Ford et al., 2014) were scored on a binary yes/no scale. Fidelity was high (70%) in both years, indicating that teachers followed most of the prescribed procedures associated with the GBG. Quality was rated on a 5-item scale (each scored 0–2) and was also high (70%) in both years, indicating enthusiastic and engaging delivery. Almost all children in a given class were present when the game was played throughout the main trial period (>95% reach from attendance count). Participant responsiveness was rated on an 8-item scale (each scored 0–2) and indicated that children responded favorably (e.g., correcting their behavior following an infraction) when the game was being played (75% from T1 to T2; 69% from T2 to T3; Humphrey et al., 2018).

In terms of the counterfactual, surveys of usual practice in behavior management (derived from Reupert & Woodcock, 2010) among teachers in control schools revealed that 95% reported that they established and maintained a set of classroom rules, 90% reported communicating clear expectations about rules and children's responsibilities (e.g. through posters), 100% reported that they observed and monitored children's behavior in the classroom, 60% used prizes as rewards for good behavior daily or weekly, and 67% used group rewards daily or weekly (Humphrey et al., 2018). These data appear to indicate relatively low program differentiation; however, as a counterpoint we note that the idea of an untreated control group in the context of school-based preventive interventions has long been regarded as a fantasy (Durlak, 2015).

2.4. Analytical strategy

2.4.1. Multivariate multilevel growth curve modeling
Growth curve models are a type of statistical model for repeated measures in which occasions (or time points) are nested within individuals. Under a multilevel modeling framework, the total variance of the outcome of interest is split into variance between occasions (within individuals) and variance between individuals. Time is modeled explicitly in the model as a lower-level (occasions)

| Table 1 | Variables used in the current study. |
|---------|-------------------------------------|
| Variable | Description |
| Disruptive behavior (standardized) | TOCA-C subscale score for disruptive behavior. Time varying continuous outcome. Original scores range 1–6, with higher scores indicating greater disruptive behavior. |
| Concentration problems (standardized) | TOCA-C subscale score for concentration problems. Time varying continuous outcome. Original scores range 1–6, with higher scores indicating greater concentration problems. |
| Prosocial behavior (standardized) | TOCA-C subscale score for prosocial behavior. Time varying continuous outcome. Original scores range 1–6, with higher scores indicating greater pro-social behavior. |
| Trial arm | Nominal time-invariant school-level covariate. Coded 0 = control; 1 = GBG |
| FSM | Nominal time-invariant pupil-level covariate. Free-school meal eligibility at T1. Coded 0 = Non-FSM; 1 = FSM |
| Conduct problems risk status | Nominal time-invariant pupil-level variable. “At risk” is defined as scoring 3 or more in the SDQ conduct problems subscale (slightly raised) at T1. Coded 0 = not at risk; 1 = at risk |
| Sex | Nominal time-invariant pupil-level covariate. Sex as registered at birth and recorded in the National Pupil Database. Coded 0 = female; 1 = male |
| School FSM | Continuous (standardized) time-invariant school-level covariate. Percentage of pupils eligible for free-school meals at T1. Coded 0 = female; 1 = male |
| School size | Continuous (standardized) time-invariant school-level covariate. Number of pupils on roll at T1. |

Note. FSM = eligible for free school meals.
covariate and its slope is allowed to vary randomly across the higher-level units (individuals); in other words, a growth curve model is a random slopes model. Time can also be treated flexibly to allow for non-linear effects. The multilevel specification of a growth curve model also has the advantage of allowing for further higher levels and multivariate outcomes. The approach presented here is largely equivalent to a latent growth curve modeling approach, with the notable exception that the multilevel specification fits a single (invariant) within-individual variance, which is a reasonable assumption when time is treated flexibly (Goldstein, 2011). This model also assumes uncorrelated within-individual residuals, which is reasonable when the repeated observations are not very close together in time (Goldstein, 2011; Hox et al., 2017).

The model we fit in this paper was a multivariate non-linear growth curve model, the algebraic form of which is provided in Appendix A. The intercept was allowed to vary randomly across children and schools, which allowed us to examine the split of the total variance across time, children, and schools. This model treats time as a cubic polynomial term and allows the slope of the linear term for time (i.e., growth rate) to vary randomly across children. The model was estimated by using the Markov Chain Monte Carlo (MCMC) algorithm as implemented in MLwiN (Rasbash et al., 2020), which we called from within R (R Core Team, 2019) using the package “R2MLwiN” (Zhang et al., 2016). The MCMC chains use the coefficient estimates from the Iterative Generalized Least Squares (IGLS) algorithm as starting values. Overall model fit was evaluated by using the Deviance Information Criterion (DIC; Spiegelhalter et al., 2002). Details of the code can be found in Appendix B.

The multivariate multilevel specification allowed us to measure the effect of the GBG simultaneously on our three outcomes while controlling for the correlation between them (which helps to avoid confounding) and a set of socio-economic, demographic, behavioral, and school-level baseline characteristics. As noted by Troncoso (2019), this specification also allowed us to test cross-outcome hypotheses (e.g., whether the effects of a particular covariate differ across outcomes). A further advantage is that the variance-covariance matrix is efficiently estimated even in the presence of missing data (Goldstein, 2011), rendering it equivalent to full information maximum likelihood (FIML) because it uses all the available information and results are therefore unbiased under the assumption of data Missing at Random (MAR). Our full model preserved 2938 children (95.27%) in 77 schools (100%); time-specific missing values for the outcomes by trial arm are reported in Fig. 1. We fitted a multilevel model for missingness in the full model, which failed to find enough evidence that our main covariates predicted missingness. Details of this procedure are provided in Appendix C.

Even though this is a trial, effect sizes cannot be reported as there is no exact equivalent in the Bayesian framework. Instead, we report standardized coefficients, as well as the Bayes Factor (BF) and Posterior Model Probabilities (PMP) for the GBG effect estimate over time, following Moerbeek’s (2019) “informative hypothesis evaluation” approach.

### 2.4.2. Longitudinal measurement invariance

Item-level TOCA-C analyses were performed to determine the longitudinal invariance of the three subscales, following Grimm et al. (2017) approach. We used the R package “lavaan” (Rosseel, 2012) to run confirmatory factor analyses. Details of the procedure, code, and outputs are available on request. Concisely, the procedure involved replicating the factor structure over the five time points for each subscale of the TOCA-C and fitting increasingly constrained models to determine whether the fit of the measurement model significantly worsened. The first fitted model, termed “configural”, was an unconstrained model with factor loadings, observed variables means, variances, and covariances estimated freely. The configural model (Measurement Model 1) was used as the baseline comparison for three other models. The weak invariance model (Measurement Model 2) constrained the factor loadings across time points to equality and the strong invariance model (Measurement Model 3) constrained the means of the observed variables to equality across time while keeping the constraints of Measurement Model 2. Finally, the strict invariance model (Measurement Model 4) placed additional constraints by setting residual variances to be equal across time. A comparison of the model fit of these models for all outcomes can be seen in Table 2.

Given the oversensitivity of the Chi-squared test for large samples, we judged the goodness of fit by using the Comparative Fit Index (CFI), Tucker Lewis Index (TLI), Root Mean Square Error Approximation (RMSEA), and Standardized Root Mean Square Residual (SRMR) measures. The freely estimated measurement models (i.e., configural) displayed better goodness of fit measures than the constrained models (i.e., weak, strong, and strict) for all outcomes. Nevertheless, strict invariance models for all outcomes

### Table 2

| Outcome          | Model       | CFI   | TLI   | RMSEA | AIC        | BIC        | Chi-squared | df | SRMR   |
|------------------|-------------|-------|-------|-------|------------|------------|-------------|-----|--------|
| Concentration problems | Configural  | 0.974 | 0.967 | 0.045 | 194,240.1  | 195,352.3  | 3376.9      | 480 | 0.034  |
|                  | Weak        | 0.973 | 0.968 | 0.044 | 194,281.9  | 195,249.9  | 3466.8      | 504 | 0.037  |
|                  | Strong      | 0.970 | 0.967 | 0.045 | 194,559.0  | 195,356.8  | 3799.8      | 532 | 0.039  |
| Disruptive behavior | Configural  | 0.939 | 0.929 | 0.048 | 237,696.2  | 239,109.0  | 6619.0      | 845 | 0.031  |
|                  | Weak        | 0.935 | 0.927 | 0.048 | 238,042.1  | 239,262.5  | 7028.9      | 877 | 0.044  |
|                  | Strong      | 0.928 | 0.922 | 0.050 | 238,709.4  | 239,713.4  | 7768.2      | 913 | 0.046  |
| Prosocial behavior | Configural  | 0.947 | 0.926 | 0.059 | 157,867.5  | 158,633.3  | 2435.6      | 231 | 0.045  |
|                  | Weak        | 0.945 | 0.929 | 0.057 | 157,917.9  | 158,633.3  | 2516.8      | 231 | 0.048  |
|                  | Strong      | 0.940 | 0.929 | 0.057 | 158,112.2  | 158,707.4  | 2751.1      | 251 | 0.050  |

Note. CFI = Comparative Fit Index; TLI = Tucker Lewis Index; RMSEA = Root Mean Square Error of Approximation; AIC = Akaike Information Criterion; BIC = Bayesian Information Criterion; df = degrees of freedom; SRMR = Standardized Root Mean Square Residual.
demonstrated acceptable goodness of fit, with CFI and TLI values close to 0.95 (Hu & Bentler, 1999). The largest departure from this was the disruptive behavior subscale, which yielded the lowest CFI and TLI values (0.922 and 0.919, respectively); however, RMSEA and SRMR values were still below conventional thresholds (i.e., < 0.06 and < 0.08, respectively; Hu & Bentler, 1999), as was also the case for concentration problems and prosocial behavior. In conclusion, the assumption of strict invariance was justifiable since the models for all three outcomes showed adequate fit. This allowed us to use the TOCA-C composite scores because strict invariance avoids confounding change in scores over time with changes in reliability of the items (Newsom, 2015).

3. Results

3.1. Observed trajectories over time

Table 3 displays the means and standard deviations over time by trial arm. The means for concentration problems and prosocial behavior tended to decrease each year, with standard deviations remaining relatively stable. The opposite occurred with disruptive behavior as observed means tended to increase with time.

Table 3 provides indications of small differences by trial arm. Children in GBG schools tended to have lower mean concentration problems (2.352) and disruptive behavior (1.732) than those in control schools (2.392 and 1.74, respectively) by the end of the period of study, having started off at marginally higher means (2.602 and 1.709 in GBG, as opposed to 2.548 and 1.612 in control). The opposite trend occurred for prosocial behavior where children in GBG schools began with slightly lower means (4.893) than the control group (4.946) but tended to surpass them by T5 (4.916 in GBG and 4.842 in control). However, these time trends are only descriptive and they most likely obscure underlying patterns of variation that we unveil in the following sections.

3.2. Variation across outcomes and levels

We fitted an unconditional means model (i.e., empty multivariate multilevel model) to assess the weight of the contribution of each level to the total variation in concentration problems, disruptive behavior, and prosocial behavior. This is a model in which no explanatory variables are added as it is only used to decompose the total variance into variance within children (Level 1), between children (Level 2), and between schools (Level 3). Although no explanatory variables are included, the model does control for the correlation between outcomes; hence, the means and variances presented in Table 4 are more accurate than the observed mean trajectories presented in Table 3.

The correlations between outcomes display notable differences across levels. Concentration problems and disruptive behavior were strongly and positively associated at the level of children and schools; however, they were more weakly associated at the within-child level. This may indicate that time-invariant factors (i.e., invariant child characteristics) played a more important role in the relationship between these outcomes, especially in concentration problems and disruptive behavior. This is further supported by the variance composition presented in Table 5.

It is worth noting that the variation in prosocial behavior was greater within children than between children (55.12% and 38.05%, respectively), as opposed to the variation in concentration problems (39.88% and 56.23%, respectively) and disruptive behavior (38.81% and 55.72%, respectively). Even though differences between children comprised a large proportion of the total variation in prosocial behavior, it appears as if this developmental process was more markedly driven by the wider school context than concentration problems (3.88%) and disruptive behavior (5.47%).

3.3. A conditional growth model for the effect of the GBG on children’s trajectories of disruptive behavior, concentration problems, and prosocial behavior

Fig. 2 shows quite distinct average temporal trajectories for all three outcomes by trial arm. Fig. 2A indicates that concentration problems tended to decrease over time, but they did so more rapidly for children in GBG schools. Fig. 2B highlights that disruptive behavior increased over time with those in the intervention group apparently making shallower increases and a lower expected average by the end of the study period. Fig. 2C reveals a downward trajectory in prosocial behavior; however, those in GBG schools
Table 4
Unconditional means multivariate multilevel model for concentration problems, disruptive behavior, and prosocial behavior (standardized).

| Fixed part          | Post. mean | SD     |
|---------------------|------------|--------|
| Intercept concentration | 0.026      | 0.028  |
| Intercept disruptive  | 0.038      | 0.032  |
| Intercept prosocial  | -0.017     | 0.033  |

| Level               | Random part                   | Post. mean | SD | Correlation |
|---------------------|-------------------------------|------------|----|-------------|
| Between schools     | Variance (intercept concentration) | 0.040      | 0.010 | –  |
|                     | Covariance (concentration, disruptive) | 0.039      | 0.010 | 0.817       |
|                     | Variance (intercept disruptive)  | 0.056      | 0.013 | –  |
|                     | Covariance (concentration, prosocial) | -0.045     | 0.011 | -0.860      |
|                     | Covariance (disruptive, prosocial) | -0.047     | 0.012 | -0.755      |
|                     | Variance (Intercept prosocial)  | 0.069      | 0.014 | –  |
| Between children    | Variance (Intercept concentration) | 0.572      | 0.018 | –  |
|                     | Covariance (concentration, disruptive) | 0.430      | 0.015 | 0.750       |
|                     | Variance (Intercept disruptive)  | 0.574      | 0.018 | –  |
|                     | Covariance (concentration, prosocial) | -0.389     | 0.014 | -0.826      |
|                     | Covariance (disruptive, prosocial) | -0.397     | 0.014 | -0.842      |
|                     | Variance (Intercept prosocial)  | 0.387      | 0.014 | –  |
| Within children     | Variance (Intercept concentration) | 0.406      | 0.006 | –  |
|                     | Covariance (concentration, disruptive) | 0.148      | 0.004 | 0.367       |
|                     | Variance (Intercept disruptive)  | 0.400      | 0.006 | –  |
|                     | Covariance (concentration, prosocial) | -0.264     | 0.005 | -0.553      |
|                     | Covariance (disruptive, prosocial) | -0.239     | 0.005 | -0.505      |
|                     | Variance (Intercept prosocial)  | 0.560      | 0.008 | –  |

Note. Deviance information criterion = 97,603.35.

Table 5
Variance partitioning of the unconditional means model for concentration problems, disruptive behavior, and prosocial behavior.

| Outcome                | Within children | Between children | Between schools |
|------------------------|-----------------|------------------|----------------|
| Concentration problems | 39.88%          | 56.23%           | 3.88%          |
| Disruptive behavior    | 38.81%          | 55.72%           | 5.47%          |
| Prosocial behavior     | 55.12%          | 38.05%           | 6.82%          |

Fig. 2. Predicted standardized scores for concentration problems, disruptive behavior and prosocial behavior by trial arm.
remained roughly at the same average they started at and were apparently higher than their counterparts in usual practice schools. To assess these trends more robustly, we began by fitting an intermediate unconditional model and found that time was a relevant factor in all three processes before controlling for covariates, although some differences were noted. Concentration problems and prosocial behavior exhibited strong evidence of non-linear (cubic) trends; however, the former increased over time and the latter decreased over time. Disruptive behavior also displayed an increase over time; however, there was not enough evidence to assert it was a non-linear trend. We kept these non-linear terms for all outcomes in the subsequent models as they do display better overall fit (assessed via deviance information criterion comparison) than other intermediate models without them. Full details of these intermediate models are available on request. In Table 6, the fixed part of the full, final model is displayed (the random part of this model is available in Appendix D). Children in GBG schools demonstrated a notable decrease in concentration problems over time (posterior mean = −0.151; SD = 0.061; 95% credible intervals = −0.270, –0.033); each year, those in the intervention arm of the trial displayed a mean linear decrease of 0.15 SD with respect to the previous year, as compared to their counterparts in control schools, although this effect changed across the study period. This trend is more easily interpreted by inspecting Fig. 2A.

In Table 7, we present the Bayes Factor (BF) estimates and their corresponding posterior model probabilities (PMP). For all outcomes, the informative hypotheses are split into two options: (a) outcomes for GBG participants were better than the outcomes of the control group (H1) and (b) outcomes for GBG participants were equal to or worse than the outcomes of the control group (H2). In the case of concentration problems and disruptive behavior, if the GBG produces better outcomes (H1), then we would expect the difference between the mean of the control group and the trial arm to be positive (H1: Control – GBG > 0), which would indicate that GBG participants had less concentration problems and disruptive behavior than the control group. Conversely, for prosocial behavior, our informative hypothesis was that if GBG produces better outcomes, then the difference between the mean of the control group and the trial arm was expected to be negative (H1: Control – GBG < 0). The Bayes Factor estimates for informative hypothesis H1 is BF1 and consequently the Bayes Factors estimates for informative hypothesis H2 (the complement of H1) is BF2. Their corresponding posterior model probabilities (PMP1 and PMP2) indicate the estimated probability of the hypothesis being true, given the observed data. An additional indication of the strength of the evidence is provided by the Bayes Factor estimate of H1 over H2 (BF1,2), which provides a measure of how likely H1 is in comparison with H2. If BF1,2 is over 1, then H1 is more likely than H2; if it is less than 1, then H1 is less likely than H2 and if it is 1, both hypotheses are equally likely. Following van Doorn et al. (2020), BF1,2 estimates between 1 and 3 would be considered “weak” evidence in favor of H1 over H2; values between 3 and 10 would be considered “moderate” evidence; and “strong” evidence would be backed up by estimates over 10. Nevertheless, Moerbeek (2019) cautioned against the stringent use of interpretative rules for Bayes Factor estimates and so these are used only as broad guides here.

Table 7 shows higher posterior model probabilities supporting the informative hypothesis that GBG children had less concentration problems (H1) from T2 onwards, with moderate evidence (BF1,2 > 5) of better GBG outcomes at T2 and T5. We did not find reliable evidence of an intervention effect on trajectories of disruptive behavior or prosocial behavior, with 95% credible intervals of the

Table 6

| Parameter | Concentration problems | Disruptive behavior | Prosocial behavior |
|-----------|------------------------|---------------------|-------------------|
|           | Post. mean SD 95% CI   | Post. mean SD 95% CI | Post. mean SD 95% CI |
| Intercept | −0.368 0.043 −0.451 | −0.284 −0.496 0.043 | −0.579 −0.412 0.043 |
| time      | 0.174 0.043 0.090 | 0.258 0.016 0.042 | 0.066 0.098 0.098 |
| time squared | −0.128 0.028 −0.182 | −0.073 0.013 0.027 | −0.040 0.066 0.066 |
| time cubed | 0.020 0.005 0.111 | 0.029 0.001 0.004 | 0.010 0.000 0.008 |
| GBG       | 0.011 0.061 0.108 | 0.131 0.072 0.061 | 0.019 0.049 0.192 |
| time*GBG  | −0.151 0.061 −0.270 | −0.033 0.109 0.059 | −0.007 0.224 0.007 |
| time squared*GBG | 0.096 0.039 0.019 | 0.173 0.073 0.038 | −0.148 0.001 0.001 |
| time cubed*GBG | −0.016 0.007 −0.029 | −0.003 0.010 0.006 | 0.003 0.022 0.022 |
| At risk   | 1.108 0.104 0.904 | 1.310 1.517 0.886 | 1.349 1.686 1.686 |
| FSM       | 0.262 0.046 0.173 | 0.351 0.190 0.037 | 0.117 0.263 0.117 |
| School size | −0.041 0.033 −0.105 | 0.024 −0.062 0.037 | −0.134 0.011 0.011 |
| School FSM  | 0.029 0.033 0.036 | 0.092 −0.002 0.035 | −0.071 0.067 0.067 |
| GBG and FSM | −0.022 0.062 −0.143 | 0.099 −0.059 0.050 | −0.159 0.039 0.039 |
| GBG and at risk | −0.164 0.130 −0.419 | 0.091 −0.205 0.108 | −0.416 0.007 0.007 |
| Male      | 0.390 0.039 0.313 | 0.467 0.232 0.032 | 0.169 0.295 0.184 |
| GBG and male | 0.002 0.056 −0.107 | 0.112 0.013 0.046 | −0.077 0.103 0.036 |
| Male and at risk | −0.085 0.119 −0.319 | 0.150 0.176 0.098 | −0.017 0.369 0.247 |
| GBG, male and at risk | 0.114 0.155 −0.190 | 0.417 0.072 0.128 | −0.179 0.322 −0.203 |
| GBG*school size | 0.096 0.054 −0.009 | 0.203 0.032 0.061 | −0.088 0.153 0.057 |
| GBG*school FSM | −0.004 0.046 −0.094 | 0.086 0.046 0.050 | −0.052 0.143 0.016 |

Note. GBG = Good Behavior Game; FSM = eligible for free school meals.

a Parameters were obtained via Markov Chain Monte Carlo (MCMC) estimation with Gibbs sampling using 3 parallel chains of length 100,000 and a burn-in period of 1000 (storing all iterations). All fixed-effects parameters have an effective sample size (ESS) of at least 4000. Deviance information criterion = 73,211.344. The model uses diffuse prior distributions as described in Browne (2019). Trajectories mix well with approximately normally-distributed posteriors; however, they are not presented here as they exceed the scope of this paper. Full details are available on request.
Table 7
Bayes factors and posterior model probabilities for the difference in outcomes between children in the trial and the control group over time.

| Outcome                  | Time | Control | GBG | Difference | BF1 | BF2 | BF1,2 | PMP1 | PMP2 |
|--------------------------|------|---------|-----|------------|-----|-----|-------|------|------|
| Concentration problems   | 1    | −0.367  | −0.357 | −0.011     | 0.863 | 1.137 | 0.759 | 0.432 | 0.568 |
|                          | 2    | −0.301  | −0.362 | 0.061      | 1.681 | 0.319 | 5.264 | 0.84  | 0.16  |
|                          | 3    | −0.372  | −0.407 | 0.035      | 1.441 | 0.559 | 2.58  | 0.721 | 0.279 |
|                          | 4    | −0.461  | −0.470 | 0.009      | 1.117 | 0.883 | 1.264 | 0.558 | 0.442 |
|                          | 5    | −0.451  | −0.528 | 0.077      | 1.772 | 0.228 | 7.789 | 0.886 | 0.114 |
| Disruptive behavior      | 1    | −0.495  | −0.425 | −0.07      | 0.255 | 1.745 | 0.146 | 0.127 | 0.873 |
|                          | 2    | −0.468  | −0.352 | −0.115     | 0.064 | 1.936 | 0.033 | 0.032 | 0.968 |
|                          | 3    | −0.421  | −0.348 | −0.072     | 0.247 | 1.753 | 0.141 | 0.123 | 0.877 |
|                          | 4    | −0.359  | −0.360 | 0.001      | 1.004 | 0.996 | 1.007 | 0.502 | 0.498 |
|                          | 5    | −0.289  | −0.333 | 0.044      | 1.469 | 0.531 | 2.77  | 0.735 | 0.265 |
| Prosocial behavior       | 1    | 0.353   | 0.334 | 0.019      | 0.791 | 1.209 | 0.655 | 0.396 | 0.604 |
|                          | 2    | 0.317   | 0.243 | 0.074      | 0.300 | 1.700 | 0.177 | 0.150 | 0.850 |
|                          | 3    | 0.318   | 0.266 | 0.053      | 0.459 | 1.541 | 0.298 | 0.230 | 0.770 |
|                          | 4    | 0.298   | 0.318 | −0.019     | 1.204 | 0.796 | 1.512 | 0.602 | 0.398 |
|                          | 5    | 0.198   | 0.312 | −0.114     | 1.862 | 0.138 | 13.524 | 0.931 | 0.069 |

Notes. Informative Hypothesis 1: Control > GBG (for concentration problems and disruptive behavior); Control < GBG (for prosocial behavior). Informative Hypothesis 2: Control < GBG (for concentration problems and disruptive behavior); Control > GBG (for disruptive behavior). BF1 = Bayes Factor for Informative Hypothesis 1. BF2 = Bayes Factor for Informative Hypothesis 2. BF1,2 = Bayes Factor for Informative Hypothesis 1 over Informative Hypothesis 2. PMP1 = Posterior Model Probability for Informative Hypothesis 1. PMP2 = Posterior Model Probability for Informative Hypothesis 2.

The posterior mean crossing zero for both outcomes (Table 6) and only weak evidence in favor of H1 over H2 arising from the BF estimates (BF1,2 < 3) in Table 7. Nevertheless, Table 7 also shows strong evidence (BF1,2 = 13.52) supporting the hypotheses of better outcomes for GBG pupils in prosocial behavior at T5, with a notably higher posterior model probability (PMP1 = 0.931) than the alternative (PMP2 = 0.069).

Subgroup effects were modeled as main effects rather than in interaction with time in the interests of parsimony (e.g., doing so would require seven additional interaction terms to be introduced to an already complex model) and interpretation of other findings (e. g., doing so would affect the meaning of the main time * GBG interaction such that it would refer to females not at risk in the intervention arm, which was not our intention). At-risk children (e.g., those with elevated symptoms of conduct problems at T1) in the intervention arm (n = 272) of the trial recorded a noteworthy higher posterior mean for prosocial behavior when compared to their counterparts in the control group (n = 213) with a posterior mean estimate of 0.377 (SD = 0.115; 95% credible intervals = 0.152, 0.602), which implies that they are expected to have a prosocial score nearly two fifths of a standard deviation higher than those in the control group across all time points. This finding provides robust evidence that the GBG contributed to improved prosocial behavior outcomes among at-risk children. However, we did not find equivalent effects for disruptive behavior or concentration problems, with credible intervals of the posterior mean crossing zero for both outcomes. Finally, we found no reliable evidence of differential intervention effects for males (control n = 837; GBG n = 786) or indeed at-risk males (control n = 162; GBG n = 180) for any of our three outcomes.

4. Discussion

In our main report on the first trial of the GBG in England (Humphrey et al., 2018), we examined its effects on reading and behavioral outcomes in the short-term using point-in-time estimates, finding no evidence of its efficacy. The current study built upon and extended this work by using growth curve models as opposed to point-in-time estimates to examine long-term, as opposed to short-term, main and subgroup (sex and conduct problems risk status, with effects examined separately and in combination, as opposed to solely the latter) effects of the intervention on children’s behavioral outcomes. We fitted a multivariate multilevel growth curve model that examined trajectories that spanned two years of implementation and two additional years of follow-up. Our analyses revealed that the intervention altered trajectories of concentration problems, with those exposed to the GBG experiencing a mean linear decrease of 0.151 SD with respect to the previous year (and strong support for better outcomes at T5), relative to their counterparts in control schools (although this effect changes through time, as evidenced by the polynomial terms for time). However, we did not find reliable evidence of an intervention effect on trajectories of disruptive behavior or prosocial behavior, with the notable exception of higher posterior probabilities supporting better outcomes for GBG at T5. In terms of subgroup moderator effects, we found robust evidence that the intervention benefited those children with elevated symptoms of conduct problems at baseline, with a 0.377 SD difference between children in GBG and control schools across time. However, we did not find equivalent effects for disruptive behavior or concentration problems. Finally, we found no reliable evidence of differential intervention effects for males, or indeed at-risk males, for any of our three outcomes.

Our model provided robust evidence that the GBG influences the trajectory of children’s concentration problems over time. The direction of this effect is consistent with both the theorized effects of the intervention (Chan et al., 2012) and developmental trends in children’s capacity to pay attention, stay on task, and resist distractions during the elementary school years (e.g., Best et al., 2009). Thus, although we observed a general trend indicative of reductions in concentration problems over four years, a notably sharper
decrease was evident among children in the intervention arm of the trial who were exposed to the GBG for the first two years of this period (see Fig. 2A). These results align with those of Leflot et al. (2010) who identified a positive effect of the GBG on children's on-task behavior and also align with van Lier et al. (2004) who demonstrated that the intervention impacted developmental trajectories of attentional difficulties. Our findings extend the work of these authors in important ways. In the case of the former, we show the impact on developmental trajectories as opposed to point-in-time estimates. In the case of the latter, although these authors did focus on developmental trajectories, their data points only covered the period of GBG implementation, as opposed to the longer-term follow-up period included here.

The other notable intervention effect identified in our model related to improvements in prosocial behavior among at-risk children. This finding mirrors that of Jiang et al. (2018) who identified a subgroup moderator effect on high-risk students' prosocial behavior in their GBG trial, albeit with similar distinctions to those noted above (e.g., point-in-time estimation and time period), alongside different criteria for at-risk status (which was defined using the borderline/abnormal range scores for prosocial behavior as opposed to conduct problems). This effect is particularly noteworthy given the general downward trend in prosocial behavior observed in the sample over the course of the study (see Fig. 2C). It is also interesting to consider in the context of the other (null) outcomes for this subgroup; it might suggest, for example, that prosocial behavior is more malleable and amenable to a relatively low intensity intervention than disruptive behavior.

Our analyses revealed no unequivocal trial effects in relation to disruptive behavior. One possible explanation is that teachers implementing the GBG were much more sensitized to the types of behaviors (e.g., talking out, getting out of seat, touching others, being disobedient or aggressive) being assessed in this particular subscale of the TOCA-C given their central focus in the initial training and subsequent delivery (e.g., infractions associated with the four classroom rules related to acts of disruption; by contrast, there is much less direct focus on concentration and prosocial behavior). In tentative support of this proposition, Fig. 2B illustrates that at T1, which is when all teachers who completed ratings were naïve to the GBG, differences between intervention and control arms were negligible. However, ratings at T2 and T3, which is when teachers in the intervention arm were trained and implementing the GBG, their ratings indicated higher rates of disruptive behavior. In the follow-up period (i.e., T4 and T5), teachers providing ratings of children's behaviors were again naïve to the GBG, and it is in this period that we see the disruptive behavior trajectories of the two trial groups cross over, with relative stability in the GBG arm contrasted with increased disruptive behavior among children in the control arm. Future research could address this issue using independent observational data rather than teacher ratings.

4.1. Strengths and limitations

The current study benefits from several strengths that contribute to the security of the findings reported herein. We used a cluster-randomized design and adopted an analytical technique that took account of the hierarchical and clustered nature of the dataset, thus allowing us to model the long-term developmental trajectories of our three outcome variables. This multivariate multilevel non-linear growth curve model is particularly well-suited to researching the effects of universal preventive interventions, whose effects may take time to emerge (Greenberg & Abenavoli, 2017). The trial was large and well powered. Attrition was within acceptable limits and missing data were handled using all available information (see Method section). Balance on observables in the analysis was good, with negligible differences between trial arms for children's outcomes at baseline. The use of cluster randomization minimized the possibility of contamination and the allocation procedure itself was conducted independently of the evaluation team by a trial unit. The outcome measure used (i.e., TOCA-C) is psychometrically robust (Koth et al., 2009) and has been demonstrated to be sensitive to change in previous trials of universal preventive interventions (e.g., Bradshaw et al., 2012).

However, there are also several limitations that should be acknowledged. First, out of necessity, teachers providing ratings via the TOCA-C were not blinded to trial allocation status. This introduces the possibility the effects identified are the result of biased ratings. However, this seems quite unlikely given the relative preponderance of null findings (e.g., for disruptive behavior). Furthermore, it should be noted that ratings on only two of the five data points (i.e., T2, T3) were provided by teachers directly involved in implementation of the GBG. Second, we did not assess compliance effects. In the context of this GBG trial, we understand compliance as surpassing a given threshold of dosage due to the low variability in fidelity (e.g., the median or the 75th percentile). As noted earlier, nine of the 38 schools in the trial arm ceased implementation prior to the end of the main trial period (T3). Thus, although our study conforms to the ‘analyze as you randomize’ principle that is designed to provide an unbiased estimate (Gupta, 2011), we cannot rule out the possibility that the presence and magnitude of intervention effects reported here is attenuated by lack of intervention compliance (e.g., dosage variability) among some schools. In other words, we may have observed more and larger intervention effects had the game been played with greater frequency and/or had several schools not discontinued implementation prior to T3. Nevertheless, given that dosage is only observed in the intervention arm, the statistical approach to address this in combination with longitudinal outcome trajectories requires substantial work exceeding the scope of this study. Finally, although the overall trial sample size was very large, the same cannot not be said for our subsample of at-risk boys (11% of overall sample; n = 342). Thus, it may well be that the impact of the GBG was too small to be ascertained in this subgroup for this specific sample due to loss of statistical power. In other words, assuming constant sample size, a larger difference or smaller within-group variation would have had to be recorded.

4.2. Implications

This study provides robust evidence that the GBG can be used as an efficacious means through which to alter developmental trajectories of children's concentration problems. The ability to pay attention, stay on task, and resist distractions are key social task demands in the classroom context that yield powerful concurrent and prospective benefits in learning and attainment throughout
childhood and adolescence (Breslau et al., 2010). Hence, even the relatively small gains (as judged by conventional effect size standards, although we note the growing resistance to reflexive reference to these; e.g., Tanner-Smith et al., 2018) over time evidenced here can be considered practically significant. This is particularly the case given the relatively low input required to bring about these gains; recall that teachers spent an average of only 30 min per week playing the GBG, and this was further reduced in the second year of implementation. It should also be noted that because the game itself is designed to be played during a normal classroom activity, it produces relatively little displacement of academic curriculum time (Ford et al., 2014).

The observed improvements in prosocial behavior among children in GBG schools considered to be at risk by virtue of their emergent conduct problems is also significant from a practical perspective. Life-course research indicates that childhood conduct problems, particularly among boys, are associated with a two-to-threefold increase in early adulthood public sector costs (mainly via the criminal justice system) and significantly higher rates of unemployment (D’Amico et al., 2014; Knapp et al., 2011). Middle childhood is a particularly critical window for intervention in this regard. Notwithstanding the lack of impact on disruptive behavior for this subgroup, which may be more resistant to low intensity intervention and are likely driven by factors beyond the reach of schools when deeply entrenched (Moffitt & Scott, 2008), the moderate observed improvements in behavioral indicators of empathy, compassion, and other facets of prosocial behavior yield great promise given their primacy in terms of children’s social adaptational status.

From a methodological standpoint, the current study demonstrates the value and utility of applying growth curve modeling to research the effects of universal preventive interventions. Furthermore, our findings align directly with Greenberg and Abenavoli’s (2017) argument that trials of such interventions should always be designed with longer-term follow-up built in from the outset. Given the inevitable variability in implementation, however, an interesting avenue for future research in this space is to develop and make use of fused approaches in which the relationship between intervention compliance and outcome trajectories are modeled. Accordingly, at the time of writing, we are working on ways to implement a statistical approach that combines complier average causal effect estimation and growth curve modeling.

5. Conclusion

This study has demonstrated the impact of the Good Behavior Game on children’s developmental trajectories of concentration problems, in addition to resulting in notable improvements in prosocial behavior among those with elevated conduct problems. In doing so, it has also highlighted the value and utility of growth curve modeling of intervention effects and including data points that extend well beyond the conclusion of a given period of implementation. Thus, in several ways we have shown that playing the “long game” may come with benefits.
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Appendix A. Algebraic form of the model

Equation A.1 follows the general multilevel notation as described in Goldstein (2011).

\[
y_{ijk} = \beta_{01}z_{ijk} + \beta_{12}z_{ijk} + \beta_{13}z_{ijk} + \beta_{14}z_{ijk}t_{ijk} + \beta_{15}z_{ijk}t_{ijk} + \beta_{16}z_{ijk}t_{ijk} + \beta_{17}z_{ijk}t_{ijk} + \beta_{18}z_{ijk}t_{ijk} \\
+ \beta_{22}z_{ijk}t_{ijk} + \beta_{23}z_{ijk}t_{ijk} + \beta_{24}z_{ijk}t_{ijk} + \beta_{25}z_{ijk}t_{ijk} + \beta_{26}z_{ijk}t_{ijk} + \beta_{27}z_{ijk}t_{ijk} + \beta_{28}z_{ijk}t_{ijk} \\
+ \beta_{32}z_{ijk}t_{ijk} + \beta_{33}z_{ijk}t_{ijk} + \beta_{34}z_{ijk}t_{ijk} + \beta_{35}z_{ijk}t_{ijk} + \beta_{36}z_{ijk}t_{ijk} + \beta_{37}z_{ijk}t_{ijk} + \beta_{38}z_{ijk}t_{ijk} \\
+ \beta_{42}z_{ijk}t_{ijk} + \beta_{43}z_{ijk}t_{ijk} + \beta_{44}z_{ijk}t_{ijk} + \beta_{45}z_{ijk}t_{ijk} + \beta_{46}z_{ijk}t_{ijk} + \beta_{47}z_{ijk}t_{ijk} + \beta_{48}z_{ijk}t_{ijk} \\
+ \beta_{52}z_{ijk}t_{ijk} + \beta_{53}z_{ijk}t_{ijk} + \beta_{54}z_{ijk}t_{ijk} + \beta_{55}z_{ijk}t_{ijk} + \beta_{56}z_{ijk}t_{ijk} + \beta_{57}z_{ijk}t_{ijk} + \beta_{58}z_{ijk}t_{ijk} \\
+ \beta_{62}z_{ijk}t_{ijk} + \beta_{63}z_{ijk}t_{ijk} + \beta_{64}z_{ijk}t_{ijk} + \beta_{65}z_{ijk}t_{ijk} + \beta_{66}z_{ijk}t_{ijk} + \beta_{67}z_{ijk}t_{ijk} + \beta_{68}z_{ijk}t_{ijk} \\
+ \beta_{72}z_{ijk}t_{ijk} + \beta_{73}z_{ijk}t_{ijk} + \beta_{74}z_{ijk}t_{ijk} + \beta_{75}z_{ijk}t_{ijk} + \beta_{76}z_{ijk}t_{ijk} + \beta_{77}z_{ijk}t_{ijk} + \beta_{78}z_{ijk}t_{ijk} \\
+ \beta_{82}z_{ijk}t_{ijk} + \beta_{83}z_{ijk}t_{ijk} + \beta_{84}z_{ijk}t_{ijk} + \beta_{85}z_{ijk}t_{ijk} + \beta_{86}z_{ijk}t_{ijk} + \beta_{87}z_{ijk}t_{ijk} + \beta_{88}z_{ijk}t_{ijk} \\
\]
\[\begin{align*}
    \beta_{0ijk} &= \beta_{01} + v_{01k} + u_{01k} + e_{0ijk} \\
    \beta_{12jk} &= \beta_{12} + u_{12j} + e_{2ijk} \\
    \beta_{0ijk} &= \beta_{03} + v_{01k} + u_{03k} + e_{3ijk} \\
    \beta_{1ij} &= \beta_{11} + u_{11j} \\
    \beta_{1ij} &= \beta_{12} + u_{11j} \\
    \beta_{1ij} &= \beta_{13} + u_{11j}
\end{align*}\]

where

\[
z_{1ijk} = \begin{cases} 
1 & \text{if concentration} \\
0 & \text{otherwise}
\end{cases}, \quad z_{2ijk} = \begin{cases} 
1 & \text{if prosocial} \\
0 & \text{otherwise}
\end{cases}, \quad z_{3ijk} = \begin{cases} 
1 & \text{if disruptive} \\
0 & \text{otherwise}
\end{cases}
\]

\[
\begin{bmatrix}
    v_{01i} \\
    v_{02i} \\
    v_{03i}
\end{bmatrix} \sim MVN(0, \Omega_{v}) = 
\begin{bmatrix}
    \sigma^2_{v01} & \sigma_{v01,02} & \sigma_{v01,03} \\
    \sigma_{v01,02} & \sigma^2_{v02} & \sigma_{v02,03} \\
    \sigma_{v01,03} & \sigma_{v02,03} & \sigma^2_{v03}
\end{bmatrix}
\]

\[
\begin{bmatrix}
    u_{01i} \\
    u_{02i} \\
    u_{03i} \\
    u_{11j} \\
    u_{12j} \\
    u_{13j}
\end{bmatrix} \sim MVN(0, \Omega_{u}) = 
\begin{bmatrix}
    \sigma^2_{u01} & \sigma_{u01,02} & \sigma_{u01,03} & \sigma_{u01,11} & \sigma_{u01,12} & \sigma_{u01,13} \\
    \sigma_{u01,02} & \sigma^2_{u02} & \sigma_{u02,03} & \sigma_{u02,11} & \sigma_{u02,12} & \sigma_{u02,13} \\
    \sigma_{u01,03} & \sigma_{u02,03} & \sigma^2_{u03} & \sigma_{u03,11} & \sigma_{u03,12} & \sigma_{u03,13} \\
    \sigma_{u01,11} & \sigma_{u02,11} & \sigma_{u03,11} & \sigma^2_{u11} & \sigma_{u12,11} & \sigma_{u13,11} \\
    \sigma_{u01,12} & \sigma_{u02,12} & \sigma_{u03,12} & \sigma_{u12,11} & \sigma^2_{u12} & \sigma_{u12,13} \\
    \sigma_{u01,13} & \sigma_{u02,13} & \sigma_{u03,13} & \sigma_{u13,11} & \sigma_{u13,12} & \sigma^2_{u13}
\end{bmatrix}
\]

\[
\begin{bmatrix}
    e_{01ijk} \\
    e_{02ijk} \\
    e_{03ijk}
\end{bmatrix} \sim MVN(0, \Omega_{e}) : \Omega_{e} = 
\begin{bmatrix}
    \sigma^2_{e01} & \sigma_{e01,02} & \sigma_{e01,03} \\
    \sigma_{e01,02} & \sigma^2_{e02} & \sigma_{e02,03} \\
    \sigma_{e01,03} & \sigma_{e02,03} & \sigma^2_{e03}
\end{bmatrix}
\]

\(y_{ijk}\) is a threefold set of outcome variables defined by the dummy variables \(z_{1ijk}\) (concentration problems), \(z_{2ijk}\) (prosocial behavior) and \(z_{3ijk}\) (disruptive behavior). The data set has a long format with three observations per case, which adds an artificial level to fit three equations simultaneously. The subscripts “I”, “j” and “k” denote the levels of occasions (time), children and schools, respectively. \(\beta_{01}, \beta_{02},\) and \(\beta_{03}\) correspond to the intercepts of each measure, which are allowed to vary randomly at the levels of children and schools. \(\beta_{11}, \beta_{12}\) and \(\beta_{13}\) are the growth rates for each of the outcome measures, which are allowed to vary randomly across children. The growth rates have the associated errors denoted by \(u_{11j}, u_{12j}\) and \(u_{13j}\). Time is treated flexibly via the addition of fixed squared and cubic terms for time, whose effects are denoted by the set of coefficients \(\beta_{21}, \beta_{22}, \beta_{23}, \beta_{31}, \beta_{32}\) and \(\beta_{33}\). The fixed part of the model also includes a set of coefficients \(\beta_{41}, \beta_{42}\) and \(\beta_{43}\), which correspond to the main effect of the GBG trial on each of the outcomes. The growth rates for each outcome are also allowed to differ between the arms of the trial, by specifying a cross-level interaction effect between GBG and time (and its polynomials), whose coefficients are denoted by \(\beta_{51}, \beta_{52}\) and \(\beta_{53}\) (polynomials: \(\beta_{51}, \beta_{52}, \beta_{53}, \beta_{71}, \beta_{72}\) and \(\beta_{73}\)). A further set of covariates (see Table 1) are specified in the full model but are omitted here for simplicity. The random part of the model is split into three variance-covariance matrices \(\Omega_{v}, \Omega_{u}\) and \(\Omega_{e}\), which correspond to the levels of schools, children and occasions, respectively. Each diagonal element of matrices \(\Omega_{v}\) and \(\Omega_{u}\) correspond to the variances of the intercepts of the three outcomes at the school and occasion level, while the off-diagonal elements are the covariances between them. In matrix \(\Omega_{u}\), the first three diagonal elements are the intercepts for the outcomes and the last three are the variances of the slopes of the linear terms for time (growth rates), while its off-diagonal elements correspond to the covariances between the intercepts and the slopes.

**Appendix B. Exemplar code to fit the models**

This is an example of how the models presented here can be fitted in the R package “R2MLwiN”. The model in Appendix A would be fitted as follows:
Model_A <- runMLwiN(c(concentration, disruptive, prosocial) ~ 1 +
                   time + I(time^2) + I(time^3) +
                   gbg + gbg*time + I(time^2)*gbg + I(time^3)*gbg +
                   (1 | sid) +
                   (1 + time | pid) +
                   (1 | waveid),
                D=c("Multivariate Normal"), data = data,
estoptions = list(EstM = 1))

"Model_A" is a multivariate multilevel unconditional linear growth curve model fitted via the default settings of the MCMC algorithm as implemented in MLwiN. As mentioned before, the model in Appendix A has been kept deliberately simpler than the actual full model to improve readability. The full model presented in this article is fitted as follows:

full <- runMLwiN(c(concentration, disruptive, prosocial) ~ 1 +
                  time + I(time^2) + I(time^3) +
                  gbg + male + risk + fsm +
                  time*gbg + I(time^2)*gbg + I(time^3)*gbg +
                  gbg*male +
                  gbg*risk +
                  gbg*fsm +
                  male*risk + gbg*male*risk +
                  school_size + school_fsm +
                  gbg*school_size + gbg*school_fsm +
                  (1 | sid) +
                  (1 + time | pid) +
                  (1 | waveid),
               D = c("Multivariate Normal"),
               data = data,
estoptions = list(EstM = 1,
mcmcMeth = list(burnin = 1000, nchains = 3,
iterations = 100000, seed = 1:3)))

This code presupposes the installation of R, MLwiN and the R package "R2MLwiN". Indentation is not required. Categorical variables ("fsm", "gbg", "male" and "risk") are coded as binary.

Appendix C. Multilevel model for missingness in the full model

We fitted a model to explore the factors associated with missingness in the full model. The outcome variable is a binary variable to indicate whether the observation (child) is missing from the full fitted model (Table 6). The covariates of the full model were used only as main effects. Table C.1 shows there is not enough evidence to support the hypothesis that any covariate is associated with missingness in the final model (confidence intervals overlap with zero). A caveat to these results is that the at-risk indicator is missing for 114 out of 147 children who were missing from the final model. A full information maximum likelihood (FIML) specification for the missingness model was attempted, but led to estimation issues, hence the model presented in Table C.1 is for complete cases of the at-risk indicator. All other observations are included ($N = 2970$; 96.3% of the full sample). Given the above, the data are unlikely to be missing completely at random (MCAR) and hence we assume them to be missing at random (MAR).
Table C.1
Binary logistic multilevel model of children nested within schools for missingness in the full model (Table 6).

| Fixed part          | Coef.  | S.E.  | 95% Conf. Int. |
|---------------------|--------|-------|----------------|
| Intercept           | −4.701 | 0.418 | −5.520 −3.882  |
| Male                | 0.187  | 0.363 | −0.524 0.899   |
| FSM                 | 0.890  | 0.687 | −0.456 2.235   |
| At risk             | −0.179 | 0.510 | −1.178 0.821   |
| Trial (if GBG)      | −0.755 | 0.610 | −1.950 0.441   |
| School size         | 0.145  | 0.194 | −0.236 0.525   |
| School FSM          | 0.065  | 0.211 | −0.349 0.479   |

Random part

| Variance (Intercept) | 0.276 |
| VPC                 | 0.077 |

Note. Bayesian Information Criterion (BIC) = 3844.33. GBG = Good Behavior Game; FSM = eligible for free school meals; VPC = Variance Partitioning Coefficient. Parameters were obtained via Maximum Likelihood using Mplus version 8 (Muthén & Muthén, 2017) called from the R package “MplusAutomation” (Hallquist & Wiley, 2018).

Appendix D. Additional full model information

Table D.1.
Random part of the full multivariate multilevel non-linear growth curve model for concentration problems, prosocial behavior and disruptive behavior.

| Level                | Parameter                        | Post. mean | S.D.  | 95% Cred. Int. | ESS  |
|----------------------|----------------------------------|------------|-------|----------------|------|
| Between schools      | Variance (Intercept concentration)| 0.028      | 0.007 | 0.017 0.044    | 24,749|
|                      | Covariance (Concentration, Disruptive) | 0.026      | 0.007 | 0.015 0.041    | 31,158|
|                      | Variance (Intercept disruptive)  | 0.040      | 0.008 | 0.026 0.059    | 40,698|
|                      | Covariance (Concentration, Prosocial) | −0.034     | 0.008 | −0.052 −0.021  | 35,511|
|                      | Covariance (Disruptive, Prosocial) | −0.033     | 0.008 | −0.052 −0.019  | 46,303|
|                      | Variance (Intercept prosocial)   | 0.058      | 0.012 | 0.039 0.085    | 54,959|
|                      | Variance (Intercept concentration) | 0.363      | 0.017 | 0.332 0.397    | 11,807|
|                      | Covariance (Concentration, Disruptive) | 0.115      | 0.010 | 0.097 0.135    | 5919  |
|                      | Variance (Intercept disruptive)  | 0.129      | 0.009 | 0.112 0.148    | 4066  |
|                      | Covariance (Concentration, Prosocial) | −0.178     | 0.012 | −0.203 −0.155  | 6002  |
|                      | Covariance (Disruptive, Prosocial) | −0.100     | 0.009 | −0.118 −0.083  | 3754  |
|                      | Variance (Intercept prosocial)   | 0.148      | 0.012 | 0.125 0.172    | 3180  |
|                      | Covariance (Intercept concentration, time concentration) | −0.002     | 0.004 | −0.010 0.005   | 3970  |
|                      | Covariance (Intercept disruptive, time concentration) | 0.016      | 0.003 | 0.011 0.021    | 2668  |
|                      | Covariance (Intercept prosocial, time concentration) | −0.003     | 0.003 | −0.008 0.004   | 2455  |
|                      | Variance (time concentration)    | 0.008      | 0.001 | 0.006 0.011    | 2216  |
|                      | Covariance (Intercept concentration, time disruptive) | 0.016      | 0.004 | 0.009 0.023    | 5166  |
|                      | Covariance (Intercept disruptive, time disruptive) | 0.027      | 0.003 | 0.021 0.031    | 1928  |
|                      | Covariance (Intercept prosocial, time disruptive) | −0.014     | 0.003 | −0.019 −0.007  | 2576  |
|                      | Covariance (time concentration, time disruptive) | 0.006      | 0.001 | 0.004 0.008    | 2834  |
|                      | Variance (time disruptive)       | 0.014      | 0.001 | 0.012 0.017    | 3267  |
|                      | Covariance (time concentration, time prosocial) | −0.014     | 0.004 | −0.021 −0.006  | 3923  |
|                      | Covariance (time disruptive, time prosocial) | −0.020     | 0.003 | −0.025 −0.014  | 2276  |
|                      | Covariance (time concentration, time prosocial) | 0.017      | 0.003 | 0.010 0.022    | 1596  |
|                      | Covariance (time disruptive, time prosocial) | −0.005     | 0.001 | −0.008 −0.003  | 2042  |
|                      | Covariance (time disruptive, time prosocial) | −0.009     | 0.001 | −0.012 −0.007  | 2943  |
|                      | Variance (time prosocial)        | 0.011      | 0.002 | 0.008 0.014    | 2222  |
| Within children      | Variance (Intercept concentration) | 0.382      | 0.006 | 0.370 0.394    | 12,395|
|                      | Covariance (Concentration, Disruptive) | 0.136      | 0.004 | 0.128 0.145    | 14,135|
|                      | Variance (Intercept disruptive)  | 0.361      | 0.006 | 0.350 0.372    | 14,503|
|                      | Covariance (Concentration, Prosocial) | −0.251     | 0.006 | −0.262 −0.240  | 13,504|
|                      | Covariance (Disruptive, Prosocial) | −0.213     | 0.005 | −0.223 −0.202  | 14,738|
|                      | Variance (Intercept prosocial)   | 0.531      | 0.008 | 0.516 0.547    | 16,761|
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