A Novel Motion Recognition Method Based on Force Myography of Dynamic Muscle Contraction
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Surface electromyogram-based pattern recognition (sEMG-PR) has been considered as the most promising method to control multifunctional prostheses for decades. However, the commercial applications of sEMG-PR in prosthetic control is still limited due to the ambient noise and impedance variation between electrodes and skin surface. In order to reduce these issues, a force-myography-based pattern recognition method was proposed. In this method, a type of polymer-based flexible film sensors, the piezoelectrets, were used to record the rate of stress change (RSC) signals on the muscle surface of eight able-bodied subjects for six hand motions. Thirteen time domain features and four classification algorithms of linear discriminant analysis (LDA), K-nearest neighbor (KNN), artificial neural network (ANN), and support vector machine (SVM) were adopted to decode the RSC signals of different motion classes. In addition, the optimal feature set, classifier, and analysis window length were investigated systematically. Results showed that the average classification accuracy was 95.5 ± 2.2% by using the feature combination of root mean square (RMS) and waveform length (WL) for the classifier of KNN, and the analysis window length of 300 ms was found to obtain the best classification performance. Moreover, the robustness of the proposed method was investigated, and the classification accuracies were observed above 90% even when the white noise ratio increased to 50%. The work of this study demonstrated the effectiveness of RSC-based pattern recognition method for motion classification, and it would provide an alternative approach for the control of multifunctional prostheses.
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INTRODUCTION

Many people have been suffering from physical disabilities due to diseases, accidents, and natural disasters. For the people who have upper limb amputations, the loss of hand function causes a lot of inconvenience to the daily life. Therefore, a dexterous prosthesis is urgently needed to restore the functions of lost limbs for upper limb amputees. In a dexterous upper limb prosthesis, a reliable motion recognition system (MRS) that can accurately and quickly predict human's
motion intention is critical, since the actuator of a prosthesis performs according to commands outputted by the MRS.

Surface electromyogram (sEMG) is an electrophysiological signal generated by the contraction of muscles and can be non-invasively recorded with electrodes placed on the skin surface. Since sEMG contains rich human motion information, user’s motion intention would be recognized by decoding the sEMG patterns of different motion classes. Through this sEMG-based pattern recognition (sEMG-PR) approach, users can control the prostheses intuitively. Recently, the sEMG-PR method has been investigated in many laboratories all over the world (Castellini et al., 2014; Farina et al., 2014; Hahne et al., 2018; Guoying et al., 2021), and lots of research showed that the sEMG-PR method could achieve good classification performance for user’s motion intention (Zheng et al., 2014; Zheng and Wang, 2016; Zhuang et al., 2019). However, sEMG-PR-based motion recognition systems still has not yet realized clinical application because it encounters many problems in practical application. First, as a kind of electrophysiological signal, sEMG is weak and easily affected by movement artifacts and electromagnetic interferences of the surrounding environment (Fang et al., 2018). Second, sEMG electrodes are required to be well-contacted to the skin surface over the targeted muscles; however, issues of sweating skin (Zheng et al., 2014), failure of electrical conductive adhesive (Isakov et al., 1996; Dirks et al., 2018), and shifting of electrodes (Young et al., 2012; Fouad et al., 2015; Pan et al., 2015) will lead to impedance changes between electrodes and the skin surface, which make the sEMG signal acquisition unstable. These problems could seriously affect the stability and reliability of the sEMG-PR method. Therefore, to find a new control signal source and develop a more reliable and stable motion recognition method are of great importance to improve the application performance of the intelligent prosthesis.

Force myography (FMG) that is generated by the muscle contractions when performing a movement can be recorded by placing a pressure sensor on the skin surface. Compared with sEMG, FMG is a kind of mechanical signal that is able to represent the pressure distribution in the radial direction of the skin surface over the target muscle, which is not affected by the change in impedance between the pressure sensor and the skin surface and is also robust to electromagnetic interferences. Considering the advantages of FMG signal, some researchers proposed to use FMG signals for motion recognition. Curcie et al. (2001) used eight myo-pneumatic sensors to capture pressure signals on the surface of the residual forelimb and develop a linear filter that can decode three specific finger flexion commands. Radmand et al. (2016) proposed a technique of high-density FMG to distinguish the pressure patterns. In this technique, 126 force-sensitive resistors were used, and the classification accuracy of eight hand and wrist movements is over 99%. Ahmadizadeh et al. (2017) compared the performance of FMG and EMG in hand gesture classification and showed that the FMG signals achieved the higher classification accuracy of 96.7% (Jiang et al., 2017). Belyea et al. (2019) examined the usability of FMG for real-time prosthesis control and demonstrated that the FMG-based scheme outperformed the EMG-based scheme in both sequential classification and simultaneous regression control. These results showed the feasibility of FMG to be an alternative or synergist to EMG for motion recognition. However, the FMG signals in most of these studies were acquired by using the force-sensing resistors (FSRs) that converts the pressure distributions at skin surface to the impedance of the resistors. The main drawbacks of FSR are the low resolution and slow response speed to muscle contractions, which would delay the response time of prosthesis in clinical application.

In our previous study (Fang et al., 2018), a type of novel force-sensitive sensor with high sensitivity to muscle deformation was developed. This sensor is made of space-charge piezoelectret films that can generate voltage in response to the rate of stress change (RSC); therefore, we can use the sensors to detect dynamic pressure distributions on the skin surface. On the basis of the primary results in Fang et al. (2018), a novel motion recognition method based on RSC signals was proposed in this study. The RSC signals of six hand and wrist motion classes were recorded by using eight piezoelectret sensor sensors placed on the forearm of subjects, and then, 13 time domain (TD) features were extracted from the RSC signals and four algorithms of linear discriminant analysis (LDA), K-nearest neighbor (KNN), artificial neural network (ANN), and support vector machine (SVM) were adopted to decode the RSC signals of different motion classes. By comparing the classification performances, the optimal feature set, classifier, and analysis window length were selected. Additionally, the robustness of the proposed RSC-based method against white noise was also investigated. The work of this study may provide a promising alternative approach for motion pattern recognition.

MATERIALS AND METHODS

Subjects

Eight able-bodied (AB) subjects (three female and five male) were recruited for the experiments conducted in this study. The subjects were all right-hand dominated and aged from 21 to 24 years old. The arm circumferences of eight subjects were ranged from 22.8 to 28.6 cm, with the average value of 25.2 ± 2.2 cm. The experimental protocol was approved by the Institutional Review Board of Shenzhen Institute of Advanced Technology, Chinese Academy of Sciences. All subjects have given written informed consent and provided permission for the publication of photographs for scientific and educational purpose.

Force Myography Sensors

In this work, force-sensitive sensors were prepared from piezoelectret films that can generate voltage in response to rate of stress change (RSC) on its normal direction. The piezoelectrets have properties of small thickness, light weight, flexibility, stretchability, and high sensitivity, making them very suitable for stress change measurement in wearable devices (Ma et al., 2017; Chen et al., 2019; Fang et al., 2021), as shown in Figures 1A,B. Each packaged sensor unit was 1.2 × 1.2 cm² in area and 0.24 mm in thickness, as shown in Figure 1C. An example of RSC signal acquire by the piezoelectret sensor was presented in Figure 1D.
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FIGURE 1 | (A,B) A flexible space-charge piezoelectret film sample, (C) a packaged piezoelectret sensor for pressure measurement, and (D) an example of multichannel RSC signals measurement by the piezoelectret sensors.

in which the piezoelectret sensor showed a good response to the dynamic stages of a movement. Eight piezoelectret sensors were used to record the RSC signals produced by muscle contractions. For each subject, the eight sensors were placed on the forearm of user's dominant hand: sensors 1–6 were placed over the radial aspect of the main extensor bundle, while sensors 7 and 8 were placed on the ulnar aspect flexor bundle, determined by the palpation. All of the sensors were fastened with a bandage, as shown in Figure 2.

Signal Acquisition
Six motion classes of hand close (HC), hand open (HO), wrist pronation (WP), wrist supination (WS), wrist extension (WE), and wrist flexion (WF) were tested, as shown in Figure 2B. Prior to the FMG recordings, each subject had a 10-min practice time to get familiar with the motions and the experimental procedures. During the experiment, each subject sat on a chair in a comfortable manner and was asked to follow demonstrations of each motion class displayed on the computer screen in front of them. Since piezoelectret sensors detect the pressure variation produced by muscle contraction, the RSC signal is zero when muscle contractions hold at a consistent effort level. Therefore, each subject was requested to perform a motion when the picture appeared on the computer screen and finish the motion within 2 s without holding muscle contraction for a while. Each motion was repeated 30 times, and there was a short rest of 2 s between each two repetitions and a long rest of 2 min after every 10 repeats to avoid muscle fatigue. The RSC signals were collected by a data-acquisition card (USB-0816) with a sampling rate of 100 Hz and then transmitted to a computer for further processing.

The Rate of Stress Change Based Pattern Recognition Method

Data Preprocessing
The RSC-based motion pattern recognition (RSC-MPR) procedure is shown in Figure 3. The acquired RSC signals were processed offline by using Matlab@2010b. A 50-Hz notch filter was applied to remove the power-line interference prior to further preprocessing of the RSC signals. Then, the filtered RSC signals from 30 replications were concatenated to form an analysis set for each class of motions. The concatenated RSC signal sets were segmented using a sliding analysis window with a length of 300 ms and an increment of 100 ms, since it was demonstrated to achieve the better classification performance in our preliminary experiment. From each analysis window, signal features were extracted to train and test a classifier.

Feature Extraction
An appropriate feature representation is important for motion pattern recognition. In order to select the optimal RSC features,
13 frequently used time domain (TD) features with high computational efficiency for motion recognition were evaluated in this study (Tkach et al., 2010; Phinyomark et al., 2013; Vidovic et al., 2016).

(1) Mean absolute value

Mean absolute value (MAV) is an average of absolute value of the RSC signal $x$ in an analysis window with $N$ samples, as calculated in Eq. (1).

$$\text{MAV} = \frac{1}{N} \sum_{i=1}^{N} |x_i|$$

(2) Waveform length

Waveform length (WL) is the cumulative length of the RSC signal in the analysis window and is calculated in Eq. (2).

$$\text{WL} = \sum_{i=1}^{N-1} |x_{i+1} - x_i|$$

(3) Average amplitude change

Average amplitude change (AAC) is the mean value of WL, which is a measure to evaluate the complexity of RSC signal $x$, and formulated as

$$\text{AAC} = \frac{1}{N} \sum_{i=1}^{N-1} |x_{i+1} - x_i|$$

(4) Simple square integral

Simple square integral (SSI) is a summation of square value of the RSC signal amplitude. It is usually used as an energy index for a signal and defined as Eq. (4).

$$\text{SSI} = \sum_{i=1}^{N} x_i^2$$

(5) Root mean square

Root mean square (RMS) is the measure of power for the RSC signal $x$. The computation is in Eq. (5), in which $N$ is the length of an analysis window, and $x_i$ is the $i$th sample in the analysis window.

$$\text{RMS} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} x_i^2}$$

(6) Variance

Variance (VAR) of RSC is defined as an average of square value of the deviation of RSC signal $x$ in an analysis window with $N$ samples.

$$\text{VAR} = \frac{1}{N-1} \sum_{i=1}^{N} (x_i - \frac{1}{N} \sum_{i=1}^{N} x_i)^2$$

(7) Standard deviation

Standard deviation (STD) is the square root of VAR. It is an index of dispersion between individuals within the RSC signal $x$ in an analysis window with $N$ samples.

$$\text{STD} = \sqrt{\frac{1}{N-1} \sum_{i=1}^{N} (x_i - \frac{1}{N} \sum_{i=1}^{N} x_i)^2}$$
(8) Difference absolute standard deviation value

Difference absolute standard deviation value (DASDV) is a standard deviation value of the wavelength, and it is defined by:

\[ DASDV = \sqrt{\frac{1}{N-1} \sum_{i=1}^{N-1} (x_{i+1} - x_i)^2} \]  

(9–11) Absolute value of the third, fourth, and fifth temporal moment

Temporal moment is a statistical analysis that was used to reduce the within class separation for the odd moment case, the third, fourth, and fifth temporal moment (TM3, TM4, and TM5) are defined as:

\[ TM3 = \frac{1}{N} \sum_{i=1}^{N} x_i^3 \] \hspace{1cm} (9)
\[ TM4 = \frac{1}{N} \sum_{i=1}^{N} x_i^4 \] \hspace{1cm} (10)
\[ TM5 = \frac{1}{N} \sum_{i=1}^{N} x_i^5 \] \hspace{1cm} (11)

(12) Kurtosis

Kurtosis (KURT) is the normalized fourth-order central moment, which is a measure of the varying speed of the RSC signals and calculated as:

\[ KURT = \frac{1}{N} \sum_{i=1}^{N} (|x_i| - \frac{1}{N} \sum_{i=1}^{N} x_i)^2 \left(\frac{\frac{1}{N} \sum_{i=1}^{N} x_i^2}{\left(\frac{1}{N} \sum_{i=1}^{N} x_i^2\right)^2}\right) \] \hspace{1cm} (12)

(13) Log detector

The same as in EMG application, log detector (LOGD) also can be considered as an estimate of the muscle contraction force for RSC signals, and it is defined as Eq. (13).

\[ LOGD = e^{\frac{1}{N} \sum_{i=1}^{N} \log|x_i|} \] \hspace{1cm} (13)

Motion Classification

After feature extraction, four classification algorithms of LDA, KNN, ANN, and SVM were applied for classifying RSC patterns of different motions. These four algorithms were proposed in many previous researches and widely used for limb motion intent decoding. In this study, the parameter K was set as 3 for the algorithm of KNN. The classifier of ANN has two hidden layers with 16 and 6 neurons, respectively. In the classifier of SVM, the kernel function was radial basis function, and the one-against-one (1-v-1) strategy was used to extend the two-class SVM to a multiclass SVM. In the 1-v-1 strategy, a SVM classifier was trained for each two motion classes and a total of \( N \times (N - 1)/2 \) classifiers were trained for \( N \) classes. Thus, there are \( N \times (N - 1)/2 \) classification outputs for each feature sample, and the output with the greatest number of occurrences is chosen as the final classification result.

Performance Evaluation

In order to evaluate the performance of the 13 TD features and four classifiers, the metric of classification accuracy (CA) was adopted in this study, as expressed in Eq. (14). The average CAs of the six motion classes were obtained by using the method of fourfold cross-validation for each subject.

\[ CA = \frac{\text{Number of correctly classified samples}}{\text{Total number of testing samples}} \times 100\% \] \hspace{1cm} (14)

Additionally, the sequence forward search (SFS) algorithm, which was referenced in Tkach et al. (2010), was used to investigate the effect of number of features on the classification performance to select an optimal time domain feature (OTDF) combination.

Furthermore, in order to investigate feature stability with respect to white noise that is unavoidably caused by electronic circuit, we added white Gaussian noise into the raw RSC signals with signal-to-noise ratio (SNR) of 20, 40, 60, 80, and 100%. Then, the TD features were extracted from the contaminated RSC signals and used for classification of the six motion classes.

RESULTS

Rate of Stress Change Signals

An example of the eight-channel RSC signals for six hand motions is illustrated in Figure 4. From the figure, it can be observed that shapes of RSC signals were distinguishable between the six motion classes with respect to amplitudes, shape, and directions.

Feature Set and Classifier Selection

The average classification accuracies and standard deviations obtained for the 13 TD features across subjects were ranked in decreasing order based on the LDA classification results, as shown in Table 1. It can be seen that the feature of RMS achieved the best classification accuracies of 83.5 ± 3.4%, 91.7 ± 2.5%, 90.5 ± 3.2%, and 92.1 ± 2.1% for LDA, KNN, ANN, and SVM, respectively. The feature of MAV ranked second with classification accuracies about 1% lower than those of RMS. Additionally, compared with the classification algorithms of KNN, ANN, and SVM, LDA achieved the lowest average classification accuracy of 58.7% and the highest standard deviation of 6.2% across the 13 TDFs.

Figure 5 depicts the classification performance of the six motion classes achieved by the top 3 optimal TDFs, which are marked in gray color in Table 1 for the four different classifiers. It could be observed from Figure 5 that the feature of RMS obtained the highest classification accuracy for all the six motion classes no matter what classification algorithms was used. Especially, the classification accuracies of the six motion classes were all above 90% when using RMS in SVM. It was found that the motion class of HC had the highest classification accuracy above 92% among the six motion classes in KNN, ANN, and SVM; however, it had the lowest classification accuracy of 81.6% in LDA. Similarly, the motion of WE that had the lowest classification accuracy when...
using KNN, ANN, and SVM obtained the highest classification accuracy in LDA.

Figure 6 demonstrates the classification accuracies achieved by using different numbers of TD features. It can be seen that the classification performance improved slightly when using more TDFs. For classifiers of LDA and ANN, the classification accuracies increased about 5% when the number of features increased from 1 to 4 and did not further improve when the number increased more. Even when the number of features increased more than nine, the classification accuracy was greatly decreased, e.g., from 90.6 to 40% for LDA.

Table 2 shows the optimal TD feature set with the number of features ranged from 1 to 4. For LDA, the optimal feature set consisted of RMS, STD, VAR, and WL, achieving the classification accuracy of 90.0 ± 2.6%. For KNN, the optimal feature set consisted of RMS and WL, which had the fewer number of features but obtained the higher classification accuracy of 95.5 ± 2.2%. For ANN, the optimal feature combination included RMS, ACC, VAR, and SSI, with the classification accuracy of 95.0 ± 1.9%. For SVM, the highest classification accuracy was 94.4 ± 2.3% and achieved by the optimal feature set of RMS and STD.

**Effect of Analysis Window Length**

Figure 7 shows the effect of analysis window length on motion classification performance. It can be seen that the better classification performance was obtained by using the larger window length. Especially, the classification accuracies increased rapidly when the window length increased from 100 to 300 ms. For the classifiers of KNN and SVM, the classification accuracies were increased to about 95% when the window length was 300 ms. Considering that the larger window length will yield larger computational load and longer response time, 300 ms was selected as the optimal analysis window length.

**Overall Recognition Performance of Rate of Stress Change-Based Motion Pattern Recognition Method**

Based on the parameters determined aforesaid (optimal feature set and 300-ms window length), the confusion matrix of classification accuracies of the six motion classes obtained by different classifiers is shown in Figure 8. It was observed that LDA achieved the worst classification performance for each motion class compared with other classifiers. The classification accuracies of the six motion classes achieved by KNN were slightly higher than those of others. Additionally, it was found that the motion classes of HO, WE, and WF had the lower accuracies, and HC, WP, and WS had the higher accuracies above 95% for of the classifiers of KNN, ANN, and SVM classifiers.

**Robustness Performance of Rate of Stress Change-Based Motion Pattern Recognition Method for White Noise**

In order to investigate the robustness of RSC in motion recognition, whiten Gaussian noise with different noise ratios of 0, 20, 40, 60, 80, and 100% was added into the raw RSC signals, and the contaminated RSC signals are shown in Figure 9. It was observed that distortions of RSC signals were caused by whiten noise with the higher noise ratio of 80 and 100%. Figure 10 shows the classification accuracies achieved by using the optimal feature set of the four classifiers when RSC signals were contaminated.
FIGURE 5 | Classification performance of the six motion classes achieved by the top 3 individual optimal TDFs for classifiers of (A) LDA, (B) KNN, (C) ANN, and (D) SVM.

FIGURE 6 | Classification accuracies achieved by using different number of features for classifiers of LDA, KNN, ANN, and SVM, respectively.
TABLE 2 | Classification performance (averaged CA ± SD %) for the optimal time domain feature (OTDF) combinations with the number of features from 1 to 4.

| OTDF_1     | OTDF_2     | OTDF_3     | OTDF_4     |
|------------|------------|------------|------------|
| LDA (RMS)  | (RMS STD)  | (RMS STD VAR) | (RMS STD VAR WL) |
| 83.5 ± 3.4 | 86.4 ± 3.3 | 88.1 ± 3.1 | 90.0 ± 2.6 |
| KNN (RMS)  | (RMS WL)   | (RMS WL STD) | (RMS WL STD KURT) |
| 91.7 ± 2.8 | 95.5 ± 2.2 | 95.8 ± 2.4 | 96.1 ± 2.2 |
| ANN (RMS)  | (RMS AAC)  | (RMS AAC VAR) | (RMS AAC VAR SSI) |
| 90.2 ± 3.3 | 93.9 ± 3.1 | 94.5 ± 3.5 | 95.0 ± 1.9 |
| SVM (RMS)  | (RMS STD)  | (RMS STD KURT) | (RMS STD KURT DASDV) |
| 92.5 ± 2.4 | 94.4 ± 2.3 | 92.8 ± 2.7 | 92.1 ± 1.5 |

The feature combination with the classification accuracies showed in bold values was the optimal feature combination for each classifier.

with white noise. It can be seen that there was almost no effect on the classification performance when the noise ratio increased to 50%, with the classification accuracies above 95% for both of KNN and SVM. When the noise ratio increased to 100%, the classification accuracies were still above 85% for all of the four classifiers.

DISCUSSION

A sensitive and accurate motion recognition method is crucial for multifunctional prostheses. Even though the sEMG-based motion recognition has been researched in many laboratories over the world and obtained lots of achievements (Castellini et al., 2014; Farina et al., 2014; Vidovic et al., 2016; Li et al., 2017), a large-scale commercial application in multifunctional prostheses is still not realized. One of the important issues is the poor robustness against external electromagnetic interferences, skin sweating, and electrodes shifts (Biddiss and Chau, 2007). In this study, a novel RSC-based motion recognition method that is capable of detecting dynamic pressure distributions on the skin surface was proposed.

Muscle contraction is a dynamic process, consisting of the movement start, movement duration, and movement end. However, in most motion recognition methods, the sEMG signals or FMG signals were acquired from the stage of movement duration, i.e., during muscle contractions, which is a static contraction and would lead to high classification error rates.
in the dynamic stages of movement start and end (Scheme et al., 2013; Simon et al., 2011). From another point of view, a sensor that is able to capture signals precisely in dynamic stages is very critical to extract dynamic information for muscle contractions. Different from some other types of pressure sensors like resistive or capacitive sensors, the piezoelectret (PET) sensors used in this study can generate output in response to only pressure change, and there is no output by a static pressure. This characteristic makes piezoelectret sensors very suitable for dynamic measurement, i.e., they have a good dynamic response in pressure sensing. What is more, the material properties of piezoelectrets such as film-like, flexible, and highly sensitive make them competitive in wearable applications like human body signal acquisition. The results of this study have confirmed the promising performances of piezoelectret sensors in detecting RSC that is in the normal direction of the sensor/skin interface, and the faster is the muscle deformation, the greater is the RSC amplitude. Furthermore, it can be observed from Figure 4 that the shapes of RSC signals are distinguishable with respect to directions and amplitudes for different motion classes and electrodes. Therefore, it can be demonstrated that the proposed RSC-based method is able to recognize the dynamic movement patterns without subjects holding contractions for a while. It is promising for amputees to control the RSC-based prosthetic systems in a natural manner like the way humans engage in the activities of daily living.

Appropriate features and effective classification algorithms are two crucial factors for motion recognition (Simon et al., 2011). To select the optimal RSC features and classification algorithms, 13 TD features and four algorithms of LDA, KNN, ANN, and SVM were investigated in this study. It can be seen from Table 1 that no matter what classification algorithm was used, the feature of RMS obtained the best classification performance among the 13 TD features. This result confirms the conclusion that an appropriate feature representation is more important than the choice of classification algorithms for motion recognition (Phinyomark et al., 2008; Adewuyi et al., 2016; Kamavuako et al., 2016).

It is known to all that using a feature set with two or more combined features is an effective approach to improve pattern classification performance (Ma et al., 2017). However, it was shown that the classification performance was not always improved as the number of feature increased (Figure 6).
Especially for the classifiers of LDA, KNN, and SVM, the classification accuracies were dramatically reduced when the number of feature was increased more than nine. This demonstrated that there was much redundant information between these features, which had negative effects on the classification performance. Therefore, the optimal number of features should be determined first in the motion intention recognition. As presented in Table 2, it can be seen that the optimal number and combination of the features were different when applied in different classification algorithms. It is noted that for the classifier of KNN, the classification accuracy achieved by the feature combination of (RMS and WL) was 95.5 ± 2.2%, and the classification accuracy achieved by the feature combination consisted of four features (RMS, WL, STD, and KURT) was 96.1 ± 2.2%, which was only 0.6% increased. Considering that using more number of features will increase the computational complexity, RMS and WL were selected as the optimal feature combination for KNN. Therefore, the optimal classification performances were achieved by the feature combinations of (RMS and WL) and (RMS, ACC, VAR, and SSI) for the classifiers of KNN and ANN, respectively, with the classification accuracies were above 95%.

Rapid response is an important issue in real-time prosthesis control. In Figure 7, the classification accuracy was observed to be improved about 15% when the analysis window length increased from 100 to 1,000 ms. This is because the larger window contains more RSC information of user’s movements. However, the larger analysis window length also means heavier computational load, which will lead to a longer response time for prosthesis control. Note that using a 300-ms analysis window achieved the classification accuracies about 95% for KNN and SVM (Figure 7) and could save huge computation loads compared to using a 1,000-ms analysis window. As the conclusion conducted in previous studies, a response delay more than 300 ms will be perceived by prosthesis users (Englehart and Hudgins, 2003). Thus, 300 ms was selected as the optimal analysis window length in this study. With the optimal parameters, the classification accuracies of the six motion classes were all above 92.0% for KNN, ANN, and SVM as shown in Figure 8, which is comparable to the motion recognition performance of sEMG-based method (Biddiss and Chau, 2007; Simon et al., 2011; Scheme et al., 2013).

Furthermore, the robustness of RSC-based motion recognition method to white noise was investigated. Unlike some human physiological signals, e.g., electroencephalogram (EEG), that were susceptible to external noise interference, RSC signals showed a strong robustness against white noise, and the RSC-based motion recognition method achieved good classification performance when the white noise ratio increased to 50% (Figure 10). Even when the noise ratio increased to 100%, the classification accuracies achieved by the four classifiers were still above 80%. Interestingly, it was found that even though the classifier of KNN achieved the best classification performance among all the four classifiers, its robustness against white noise was the poorest. Contrarily, the classifier of LDA, which obtained the lowest classification accuracy, had the strongest robustness.

Although the proposed RSC-based method achieved the satisfactory results in motion intention recognition, its classification performance was not compared to that of the sEMG-based method, which should be conducted in future works. Moreover, the study of a multisensor confusion method that combined sensors of PET and FSR together would be conducted in future work to record the signals of static and dynamic muscle contractions simultaneously, which would
contain more muscle information and might further improve the motion recognition performance. Additionally, amputees will be recruited, and the real-time performance of RSC-based method should be investigated in the multifunctional prosthesis control.

CONCLUSION

This study proposed a novel RSC-based motion recognition method. In this method, a novel piezoelectret force-sensitive sensor was used to record the RSC signals that were produced by dynamic pressure distributions on the skin surface. By comparing the performance of 13 time domain features and four classification algorithms, the optimal classification performances were $95.5 \pm 2.2\%$ and $95.0 \pm 1.9\%$ achieved by the feature combinations of (RMS and WL) and (RMS, ACC, VAR, and SSI) for the classifiers of KNN and ANN, respectively, with a 300-ms analysis window length. Additionally, by investigating the effect of white noise on the classification performance, the RSC-based motion recognition method showed a strong robustness to white noise. Therefore, the work of this study would provide help to improve the robustness of motion pattern recognition, and the proposed RSC-based method may be a promising alternative approach for multifunctional prosthesis control.

DATA AVAILABILITY STATEMENT

The raw data supporting the conclusions of this article will be made available by the authors, without undue reservation.

ETHICS STATEMENT

The studies involving human participants were reviewed and approved by the Institutional Review Board of Shenzhen Institute of Advanced Technology, Chinese Academy of Sciences. The patients/participants provided their written informed consent to participate in this study.

AUTHOR CONTRIBUTIONS

XL, PF, and GL designed the research. XL and YZ performed the research. YL, LT, and JC contributed to the data acquisition.
software and the piezoelectret sensors. XL wrote the manuscript. PF and GL contributed to the funding acquisition and writing—review and editing. All authors contributed to the article and approved the submitted version.

FUNDING
This work was supported in part by the National Key Research & Development Program of China (2020YFC2007905 and 2017YFA0701103), the National Natural Science Foundation of China (#61803361, #61773364, and #81927804), the CAS Youth Innovation Promotion Association (2018395), the Shenzhen Basic Research Program (JCY2020010914805984 and JCY20170818163724754), and the National Science Foundation of Guangdong Province of China (202A1515011279).

REFERENCES
Adewuyi, A. A., Hargrove, L. J., and Kuiken, T. A. (2016). Evaluating EMG feature and classifier selection for application to partial-hand prosthetic control. Front. Neurorobot. 10:15. doi: 10.3389/fnbot.2016.00015

Ahmadizadeh, C., Merhi, L. K., Poussett, B., Sangha, S., and Menon, C. (2017). Toward intuitive prosthetic control: solving common issues using force myography, surface electromyography, and pattern recognition in a pilot case study. IEEE Robot. Autom. Mag. 24, 102–111.

Belyea, A., Englehart, K., and Scheme, E. (2019). FMG vs EMG: a comparison of usability for real-time pattern recognition based control. IEEE Trans. Biomed. Eng. 66, 3098–3104. doi: 10.1109/TBME.2019.2900415

Biddiss, E., and Chau, T. (2007). Upper-limb prosthetics: critical factors in device abandonment. Am. J. Phys. Med. Rehabil. 86, 977–987. doi: 10.1097/PHM.0b013e31815876fc

Castellini, C., Artemiadis, P., Winingier, M., Ajoudian, A., Alimisui, M., Bicchi, A., et al. (2014). Proceedings of the first workshop on Peripheral Machine Interfaces: going beyond traditional surface electromyography. Front. Neurorobot. 8:22. doi: 10.3389/fnbot.2014.00022

Chen, L., Cao, J. L., Li, G. L., Fang, P., Gong, X. S., and Zhang, X. Q. (2019). Property assessment and application exploration for layered polytetrafluoroethylene piezoelectrets. IEEE Sens. J. 19, 11126–11271.

Curcie, D. J., Flint, J. A., and Craelius, W. (2001). Biomimetic finger control by filtering of distributed forelimb pressures. IEEE Trans. Neural. Syst. Rehabil. Eng. 9, 69–75. doi: 10.1109/7333.918278

Dirks, M. L., Wall, B. T., and Loom, L. J. C. V. (2018). Interventional strategies to combat muscle disuse atrophy in humans: focus on neuromuscular electrical stimulation and dietary protein. J. Appl. Phys. 125, 850–861. doi: 10.1152/japphysiol.00985.2016

Englehart, K., and Hudgins, B. (2003). A robust, real-time control scheme for multifunction myoelectric control. IEEE Trans. Biomed. Eng. 50, 848–854. doi: 10.1109/TBME.2003.813559

Farina, D., Ning, J., Rehbaum, H., Holobar, A., Graimann, B., Dietl, H., et al. (2014). The extraction of neural information from the surface EMG for the control of upper-limb prostheses: emerging avenues and challenges. IEEE Trans. Neural. Syst. Rehabil. Eng. 22, 797–809. doi: 10.1109/TNSRE.2014.230511

Hahne, J. M., Schweisfurth, M. A., Koppe, M., and Farina, D. (2018). Simultaneous control of multiple functions of bionic hand prostheses: performance and robustness in end users. Sci. Robot. 3:eaat3630. doi: 10.1126/scirobotics.aat3630

Isakov, L., Burger, H. M., Gregoritz, M., and Martinček, Č. (1996). Stump length as related to atrophy and strength of the thigh muscles in trans-tibial amputees. Prosthet. Orthot. Int. 20, 96–100. doi: 10.3109/03093469609164425

Jiang, X., Merhi, L. K., Xiao, Z. G., and Menon, C. (2017). Exploration of Force Myography and surface Electromyography in hand gesture classification. Med. Eng. Phys. 41, 63–73. doi: 10.1016/j.medengphy.2017.01.015

Kamavukho, E. N., Scheme, E. J., and Englehart, K. B. (2016). Determination of optimum threshold values for EMG time domain features; a multi-dataset investigation. J. Neural Eng. 13:046011. doi: 10.1088/1741-2560/13/4/046011

Li, X., Samuel, O. W., Zhang, X., Wang, H., Fang, P., and Li, G. (2017). A motion classification strategy based on sEMG-EEG signal combination for upper limb amputees. J. Neuroeng. Rehabil. 14, doi: 10.1186/s12984-016-0212-z

Ma, X., Zhang, X., and Fang, P. (2017). Flexible film-transducers based on polypropylene piezoelectrets: fabrication, properties, and applications in wearable devices. Sens. Actuat. A Phys. 256, 35–42.

Pan, L., Zhang, D., Ning, J., Sheng, X., and Zhu, X. (2015). Improving robustness against electrode shift of high density EMG for myoelectric control through common spatial patterns. J. Neuroeng. Rehabil. 12, 1–16. doi: 10.1186/s12984-013-0102-9

Phinyomark, A., Limtrakul, C., Phukpattaranont, P., and Limtrakul, C. (2008). “EMG feature extraction for tolerance of white Gaussian noise,” in Proceedings of the 2008 International Workshop and Symposium Science Technology (I-SEEC 2008), Nong Khai.

Phinyomark, A., Quaine, F., Charbonnier, S., Serviere, C., Bernard, F. T., and Laurillau, Y. (2013). EMG feature evaluation for improving myoelectric pattern recognition robustness. Expert Syst. Appl. 40, 4832–4840.

Radmand, A., Scheme, E., and Englehart, K. (2016). High-density force myography: a possible alternative for upper-limb prosthetic control. J. Rehabil. Res. Dev. 53, 443–456. doi: 10.1682/IRRJD.2015.03.0041

Scheme, E. J., Hudgins, B. S., and Englehart, K. B. (2013). Confidence-Based Rejection for Improved Pattern Recognition Myoelectric Control. IEEE Trans. Biomed. Eng. 60, 1563–1570. doi: 10.1109/TBME.2013.2288939

Simón, A. M., Hargrove, L. J., Lock, B. A., and Kuiken, T. A. (2011). A decision-based velocity ramp for minimizing the effect of misclassifications during real-time pattern recognition control. IEEE Trans. Biomed. Eng. 58, 2360–2368. doi: 10.1109/TBME.2011.2155063

Tkach, D., Huang, H., and Kuiken, T. A. (2010). Study of stability of time-domain features for electromyographic pattern recognition. J. Neuroeng. Rehabil. 7:21. doi: 10.1186/1743-0003-7-21

Vidovic, M. M. C., Hwang, H. J., Amsüss, S., Hahne, J. M., Farina, D., and Müller, K. R. (2016). Improving the robustness of myoelectric pattern recognition for upper limb prostheses by covariate shift adaptation. IEEE Trans. Neural. Syst. Rehabil. Eng. 24, 961–970. doi: 10.1109/TNSRE.2015.2492619

Young, A. J., Hargrove, L. J., and Kuiken, T. A. (2012). Improving myoelectric pattern recognition robustness to electrode shift by changing interelectrode distance and electrode configuration. IEEE Trans. Biomed. Eng. 69, 645–652. doi: 10.1109/TBME.2011.2177662

ACKNOWLEDGMENTS
We acknowledge the support of Shenzhen Institute of Artificial Intelligence and Robotics for Society and the Shenzhen Engineering Laboratory of Neural Rehabilitation Technology for this study.

Hahne, J. M., Schweisfurth, M. A., Koppe, M., and Farina, D. (2018). Multichannel surface EMG signal processing for monitoring and control of trans-tibial amputee myoelectric prostheses. IEEE Trans. Biomed. Eng. 65, 1362–1373. doi: 10.1109/TBME.2017.2799183
Zheng, H., and Wang, N. (2016). Noncontact capacitive sensing based locomotion transition recognition for amputees with robotic transtibial prostheses. *IEEE Trans. Neural. Syst. Rehabil. Eng.* 25, 161–170. doi: 10.1109/TNSRE.2016.2529581

Zhuang, K. Z., Sommer, N., Mendez, V., Aryan, S., Formento, E., D’Anna, E., et al. (2019). Shared human-robot proportional control of a dexterous myoelectric prosthesis. *Nat. Mach. Intell.* 1, 400–411.

**Conflict of Interest:** The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

**Publisher’s Note:** All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

Copyright © 2022 Li, Zheng, Liu, Tian, Fang, Cao and Li. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.