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Abstract

We explore the notion of the quantum auxiliary linear problem and the associated problem of quantum Bäcklund transformations (BT). In this context we systematically construct the analogue of the classical formula that provides the whole hierarchy of the time components of Lax pairs at the quantum level for both closed and open integrable lattice models. The generic time evolution operator formula is particularly interesting and novel at the quantum level when dealing with systems with open boundary conditions. In the same frame we show that the reflection $K$-matrix can also be viewed as a particular type of BT, fixed at the boundaries of the system. The $q$-oscillator ($q$-boson) model, a variant of the Ablowitz-Ladik model, is then employed as a paradigm to illustrate the method. Particular emphasis is given to the time part of the quantum BT as possible connections and applications to the problem of quantum quenches as well as the time evolution of local quantum impurities are evident. A discussion on the use of Bethe states as well as coherent states for the study of the time evolution is also presented.
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1 Introduction

One of the main purposes of the present investigation is the derivation of the quantum analogue of the Semenov-Tian-Shansky formula [1] for both periodic and open boundary conditions. More precisely, the quantum hierarchy of the time components of the Lax pairs is extracted via the underlying quantum algebra. Based on the frame of the quantum auxiliary problem we then introduce the notion of quantum Darboux-Bäcklund transformations (BT). This is the first time, to our knowledge, that the issue of quantum Darboux-Bäcklund transformations is treated in the context of continuum time. To date, quantum BTs have been derived using the $Q$-operator setting [2, 3] and are basically associated to integrable quantum systems with discrete time. Here we present the general setting and employ the system of $N$ $q$-oscillators as a paradigm to illustrate our formulation. It is worth noting that previous similar findings on the time independent part of the quantum BT [3], obtained via the $Q$-operator approach for an analogous model, the quantum Ablowitz-Ladik lattice, are essentially recovered.

The proposed setting is closely related to the theme of quantum quenches [4], given that the time evolution of the quantum observables for $N$-body systems is the question at hand (see
also relevant recent results at the classical level [5]). Especially relevant in this context is the information one obtains from the time part of the quantum BT. Also, in view of recent results on the relation of the time part of the BT with the time evolution of local integrable defects [6, 7] it is clear that the time evolution is a particularly relevant issue in this setting as well. In this spirit the space-time duality established in [8] can be further explored, specifically at the quantum level and in relation to systems with discrete space and time. Another associated problem of significance is the derivation of the quantum Gelfand-Levitan-Marchenko (GLM) equation (see e.g. [9, 10]). The GLM equation arises naturally via the Zakharov-Shabat dressing formulation [11, 12] as part of a Darboux-type transformation [13], where the involved quantities are now integral operators.

The outline of this article is as follows: In section 2 we introduce the concept of the quantum auxiliary linear problem for semi-discrete integrable systems with periodic boundary conditions. Employing the notions of quantum $R$-matrix and the underlying quantum algebra we rigorously derive the universal expression that provides the whole hierarchy of the quantum time components of the Lax pairs for the various time flows. Note that a similar formula is presented in [14] for closed spin chains. Then, the periodic $q$-oscillator spin chain is considered as a paradigm, and the quantum time components of the Lax pairs associated to first integrals of motion are explicitly constructed. In section 3 we extend our analysis to the case where integrable boundary conditions are also incorporated. The universal expression for the time components of the Lax pairs is also constructed, and it turns out to have a distinctly different form compared to the classical analogue derived in [15]. The corresponding open $q$-oscillator chain is then considered and explicit computations of boundary time components of the Lax pairs are performed. In section 5 the quantum Bäcklund transformation is discussed. We start our analysis from a generic Darboux matrix satisfying a certain algebraic structure and we then explicitly derive the quantum BT relations. We find both the time independent part, which is similar to the corresponding result in [3], as well as the time dependent part of the BT relations. The time dependent expressions are particularly relevant, especially regarding the problem of integrable discontinuities on the real line. A brief discussion on the suitable quantum state picture, i.e. Bethe ansatz methodology as well as coherent state path integral formulation associated to the problem at hand is presented in section 6. In the final section a discussion on the main findings of this article as well as on possible future directions is given.

2 Time evolution: the closed quantum spin chain

Before we proceed to our main aim, which is the derivation of the time components of quantum Lax pairs ($L_n$, $A_n$) let us recall the semi-discrete auxiliary linear problem [9]:

$$\begin{align*}
\Psi_{n+1}(\lambda) &= L_n(\lambda) \, \Psi_n(\lambda), \\
\frac{\partial}{\partial t} \Psi_n(\lambda) &= A_n(\lambda) \, \Psi_n(\lambda).
\end{align*}$$

(2.1)
A similar discussion is provided in [14] and the final expression formally resembles our findings. Here we are mostly interested in models with open boundary conditions, which will be discussed in detail in the subsequent section.

In order to derive a quantum analogue of the classical formula for the hierarchy of the time components of Lax pairs, the $A_n$ matrices, we start from the underlying quantum algebra, given by the familiar RLL relation, which we rewrite in a manner which is convenient for our purposes, so that the commutator between the $L$ operators is evident. This can be achieved by introducing $\mathcal{R} = I - R$:

$$\left[L_{an}(\lambda), L_{bn}(\mu)\right] = \mathcal{R}_{ab}(\lambda - \mu)L_{an}(\lambda)L_{bn}(\mu) - L_{bn}(\mu)L_{an}(\lambda)\mathcal{R}_{ab}(\lambda - \mu). \quad (2.2)$$

Now that we have this expression, we can follow in parallel with the derivation of the classical formula. Our starting point is the Heisenberg equation:

$$\dot{L}_n(\mu) = [t, L_n(\mu)], \quad (2.3)$$

where $t = \text{tr}_a \{T_a(\lambda)\}$ is the generating function of the integrals of motion, and $T_a(\lambda)$ is the quantum monodromy matrix, expressed as $T_a(\lambda) = L_{aN}(\lambda)\ldots L_{a1}(\lambda)$. Also the “dot” in (2.3) denotes derivation with respect to the “universal time” $T = \sum \lambda^nt_n$, that contains all the times of the integrable hierarchy. Then the time evolution of the $L$ operator becomes:

$$\dot{L}_{bn} = \text{tr}_a \left\{L_{aN}\ldots L_{a,n+1}[L_{an}, L_{bn}]L_{a,n-1}\ldots L_{a1}\right\}.$$  

By recalling (2.2) we can replace the commutator with expressions containing $\mathcal{R}$ matrices (and for brevity’s sake, we will introduce the partial monodromy matrix $T(n, m; \lambda) = T_{n}(\lambda)\ldots T_{m}(\lambda)$ where $n > m$). As the $L_n$ matrices commute unless they share an index, we can pull the $L_{bn}$ in the first term out to the right, and the $L_{bn}$ in the second term out to the left, so that (after absorbing the $L_{an}$ matrices into the partial monodromy matrices) we have:

$$\dot{L}_{bn}(\lambda, \mu) = \text{tr}_a \{T_a(N, n + 1; \lambda)\mathcal{R}_{ab}(\lambda - \mu)T_a(n, 1; \lambda)\} L_{bn}(\mu) - L_{bn}(\mu)\text{tr}_a \{T_a(N, n; \lambda)\mathcal{R}_{ab}(\lambda - \mu)T_a(n - 1, 1; \lambda)\}.$$  

Comparing this to the zero curvature condition for a semi-discrete Lax pair ($\dot{L}_n = \mathbb{H}_{n+1}L_n - L_n\mathbb{H}_n$), it immediately follows that we can define the generator $\mathbb{H}_n$ for the time component $\mathbb{H}_n^{(k)}$ of the Lax pair for this system as:

$$\mathbb{H}_n(\lambda, \mu) = t(\lambda) - \text{tr}_a \{T_a(N, n; \lambda)R_{ab}(\lambda - \mu)T_a(n - 1, 1; \lambda)\}. \quad (2.4)$$

Note that we choose to express $\mathbb{H}_n$ as in (2.4) because we wish to make direct contact with the corresponding classical expression [1] as will be clear at the end of this subsection. Notice that the first term in (2.4) is just the generator of the Hamiltonians, so we can see that the $k$th matrix
\( A_n^{(k)} \) depends directly on the corresponding Hamiltonian \( H^{(k)} \), plus some extra term, which we shall label \( B_n^{(k)} \). I.e.:

\[
A_n^{(k)} = H^{(k)} - B_n^{(k)}.
\]

Inserting this into the zero curvature condition, we get:

\[
\dot{L}_n = (H^{(k)} - B_n^{(k+1)}) L_n - L_n (H^{(k)} - B_n^{(k)})
\]

\[
= [H^{(k)}, L_n] - (B_n^{(k+1)} L_n - L_n B_n^{(k)})
\]

where we can note that the first term is just the Heisenberg equation (2.3), so we get that, by the definition of \( A_n^{(k)} \):

\[
B_n^{(k+1)} L_n = L_n B_n^{(k)},
\]

(2.5)

which can also be shown to follow for the generator \( B_n \) of these \( B_n^{(k)} \) matrices directly from (2.2).

This formulation has so far been based on the assumption that the Hamiltonians of interest are generated by the expansion of \( t(\lambda) = \text{tr} \{ T(\lambda) \} \) about powers of \( \lambda \), which suffices for our purposes here. We wish however this construction to be generally applicable to account for the case when the Hamiltonians of interest are generated by the expansion of the logarithm of this transfer matrix, i.e. \( G(\lambda) = \ln (\text{tr} \{ T(\lambda) \}) \). To do this, we first notice that we can use (2.5) with any power of \( B_n \), that is:

\[
B_m^{(k+1)} L_n = L_n B_m^{(k)}
\]

With this in mind, we can trivially rewrite the commutator of \( t^m \) with \( L_n \) as:

\[
[t^m, L_n] = (t^m - B_n^{m+1}) L_n - L_n (t^m - B_n^m).
\]

Now that we have redefined this commutator, let us consider the Heisenberg equation using the generator \( G \):

\[
\dot{L}_n = [\ln(t), L_n],
\]

and as the matrix logarithm is defined in terms of the expansion of its argument, we can write this as a power series with some coefficients \( l_k \):

\[
\dot{L}_n = l_1 [t, L_n] + l_2 [t^2, L_n] + l_3 [t^3, L_n] + ...
\]

\[
= ((l_1 t + l_2 t^2 + ...) - (l_1 B_n^{m+1} + l_2 B_n^{m+2} + ...)) L_n
\]

\[
- L_n ((l_1 t + l_2 t^2 + ...) - (l_1 B_n + l_2 B_n^2 + ...)),
\]

from which it is easy to define the generator \( A_n \) of the \( A_n^{(k)} \) matrices as:

\[
A_n = \ln(t) - \ln(B_n),
\]

(2.6)

The astute reader may notice that this choice of inserting factors of \( B_n^m \) is entirely arbitrary. We could in fact rewrite the commutator in such a form with any matrix that obeys (2.5)! The reason we choose to use \( B_n^m \) is because it turns out to be the choice which is most in analogy with the classical procedure, as will be elucidated at the end.
where \( B_n = \text{tr}_a \{ T_a(N, n; \lambda) R_{ab}(\lambda - \mu) T_a(n - 1, 1; \lambda) \} \), as earlier.

Before we proceed further, we should address the unusual choice in introducing the factors of \( B_m \) into the commutators. Our reason for this becomes apparent if we consider the classical limit (where \( R_{ab} \to I + \hbar r_{ab} + ... \)) of this expression:

\[
A_n \to \ln (t) - \ln (\text{tr}_a \{ T_a(N, n)(I + \hbar r_{ab} + ...) T_a(n - 1, 1) \})
\]

\[
\to \ln (t) - \ln (t + \hbar \text{tr}_a \{ T_a(N, n)r_{ab}T_a(n - 1, 1) \} + ...)
\]

and after expanding the second term, we get (with \( T^+ = T(N, n) \) and \( T^- = T(n - 1, 1) \)):

\[
A_n \to \ln (t) - \left( \left( \frac{1}{2} \left( t - 1 \right) + \hbar \text{tr}_a \{ T_a^+ r_{ab} T_a^- \} \right) \right)^2 + \ldots
\]

\[
\to \ln (t) - \left( \ln (t) + \hbar \text{tr}_a \{ T_a^+ r_{ab} T_a^- \} t^{-1} + \ldots \right)
\]

\[
\to -\hbar t^{-1} \text{tr}_a \{ T_a^+ r_{ab} T_a^- \} + \ldots,
\]

so that in the classical limit of (2.6), up to some overall sign (coming from our choice of sign in the time signature), the familiar expression for the classical generator \( A_n \) is recovered.

### 2.1 Application: the \( q \)-harmonic oscillator

To illustrate the setting described in the previous subsection in practice, we choose to consider as an example the \( q \)-harmonic oscillator, which provides a variation of the quantum Ablowitz-Ladik model, as well as a lattice version of the quantum NLS model, and is also related to the Liouville model. The associated Lax operator is given by:

\[
L_n(\lambda) = \begin{pmatrix}
u_n & a_n^\dagger \\ a_n & -u^{-1}v_n \end{pmatrix}
\]

where \( u = e^\lambda \). It is convenient in what follows to introduce the fields \( b_n = v_n^{-1}a_n \) and \( b_n^\dagger = v_n^{-1}a_n^\dagger \).

We then use this in the RLL relation, with the familiar XXZ \( R \)-matrix [16]:

\[
R(\lambda) = \alpha \sum_{i=1}^{2} e_{ii} \otimes e_{ii} + \beta \sum_{i \neq j=1}^{2} e_{ii} \otimes e_{jj} + \gamma \sum_{i \neq j=1}^{2} e_{ij} \otimes e_{ji},
\]

\[
\alpha = qu - q^{-1}u^{-1}, \quad \beta = u - u^{-1}, \quad \gamma = q - q^{-1},
\]

where we define the generic \( N \times N \) matrix \( e_{ij} \) (2 \times 2 in our case) with elements \( (e_{ij})_{kl} = \delta_{ik} \delta_{jl} \).
Hence, we obtain the following commutation relations:

\[
\begin{align*}
[b_n, b_m^\dagger] &= (q - q^{-1})v_n^{-2}\delta_{nm}, \\
[b_n, v_m] &= (1 - q) b_n v_n \delta_{nm}, \\
[b_n^\dagger, v_m] &= (1 - q^{-1}) b_n^\dagger v_n \delta_{nm}, \\
[b_n, b_m] &= [b_n^\dagger, b_m^\dagger] = [v_n, v_m] = 0.
\end{align*}
\] (2.8)

Indeed, by expanding the trace of the monodromy matrix about powers of \(u\), we can find the Hamiltonians for the system. Due to the symmetry in the \(L_n\) matrix, we have a choice of sending \(\lambda\) to either plus or minus infinity, corresponding to the limits \(u \to \infty\) and \(u \to 0\) respectively. In each of these cases, we will get a slightly different tower of Hamiltonians (labelled \(H^{(+,k)}\) and \(H^{(-,k)}\) respectively), and the physical Hamiltonian can be seen to be constructed from the sum \(H = qH^+ + q^{-1}H^-\), where \(H^+ = (H^{(+,0)})^{-1}H^{(+,2)}\) and \(H^- = (H^{(-,0)})^{-1}H^{(-,2)}\). Evaluating this, we get that the Hamiltonians \(H^\pm\) are:

\[
H^+ = \sum_{j=1}^{N} b_{n+1}^\dagger b_n, \quad H^- = \sum_{j=1}^{N} b_{n+1}^\dagger b_n.
\] (2.9)

It is clear that any linear combination of \(H^\pm\) will also provide an integral of motion. We can now derive the associated \(A\)-operator (details on the computations, and in particular the expressions for the \(B\)-operator are provided in Appendix A). The associated \(A^\pm\) matrices read as:

\[
\begin{align*}
\hat{A}_n^+ &= \begin{pmatrix}
\zeta u^2 + \mathcal{A} b_{n+1} b_{n-1} & u\mathcal{B} b_n^\dagger \\
u \mathcal{C} b_{n-1} & \mathcal{D} b_n b_{n-1}
\end{pmatrix}, \\
\hat{A}_n^- &= \begin{pmatrix}
\mathcal{D} b_{n-1}^\dagger b_n & u^{-1} \mathcal{B} b_{n-1}^\dagger \\
u^{-1} \mathcal{C} b_n & \zeta u^{-2} + \mathcal{D} b_n b_{n-1}
\end{pmatrix},
\end{align*}
\] (2.10)

where:

\[
\zeta = \mathcal{B} = q^{-2} - 1, \quad \zeta = \tilde{\mathcal{B}} = q^{-1} - 1, \quad \mathcal{A} = \tilde{\mathcal{D}} = 1 - q^{-1}, \\
\mathcal{C} = \tilde{\mathcal{B}} = q^{-1} - q, \quad \mathcal{D} = \tilde{\mathcal{A}} = 1 - q.
\] (2.11)

Now that we have both the Hamiltonian (2.9), and the complete Lax pair, we can find the time evolution of the fields \(v_n\), \(b_n\), and \(b_n^\dagger\) associated to the sum \(H = qH^+ + q^{-1}H^-\). This choice is convenient as will become transparent when studying the open spin chain in the subsequent section. Only one of the two approaches is necessary (either through Hamilton’s equations \(\dot{L}_n = [H, L_n]\) or the zero curvature condition \(\dot{L}_n = A_{n+1} L_n - L_n A_n\)) as they both yield the same time evolution, namely:

\[
\begin{align*}
\dot{v}_n &= (1 - q) v_n b_n^\dagger (q^{-1} b_{n+1} + q b_{n-1}) - (1 - q) v_n b_n (q b_{n+1}^\dagger + q^{-1} b_{n-1}^\dagger), \\
\dot{b}_n &= (q^{-1} - q) v_n^2 (q^{-1} b_{n+1} + q b_{n-1}), \\
\dot{b}_n^\dagger &= (q - q^{-1}) v_n^2 (q b_{n+1}^\dagger + q^{-1} b_{n-1}^\dagger).
\end{align*}
\] (2.12)
3 Time evolution: the open quantum spin chain

We are particularly interested in the case when integrable boundary conditions are also incorporated. The expressions for the hierarchy of the time components of the Lax pairs is novel at the quantum level, and has a non-trivial form compared to the classical case derived in [15]. Similar reasoning can be applied to the open spin chain, where now one takes also into account the left and right reflection matrices, $K^+$ and $K^-$, where $K^-$ satisfies the reflection algebra [17] [18]:

$$R_{12}(\lambda - \mu)K_1^-(\lambda)R_{21}(\lambda + \mu)K_2^-(\mu) = K_2^-(\mu)R_{12}(\lambda + \mu)K_1^-(\lambda)R_{21}(\lambda - \mu), \quad (3.1)$$

and $K^+(\lambda) = M(K^-(\lambda - ip))^T$ for some matrix $M$ that satisfies $[R_{12}, M_1M_2] = 0$. In our case here, $M = I$.

With these extra matrices, a modified monodromy matrix is derived [18], which also satisfies the reflection algebra above:

$$T(\lambda) = T(\lambda)K^-(\lambda)\hat{T}(-\lambda)K^+(\lambda), \quad (3.2)$$

where now $\hat{T}_0(\lambda) = V_0 T_0^\lambda(-\lambda - i\mu) V_0$, with $V = \text{antidiag}(1,1)$, and which can be constructed essentially out of matrices $\hat{L}_0n(\lambda) = V_0 L_0^n(-\lambda - i\mu) V_0$.

Indeed, we shall use the equivalent of (2.2) for the $T$ and $\hat{T}$ matrices. As (2.2) will introduce factors of $\mathcal{R}_{ab}(\lambda - \mu)$ into the monodromy matrices, we will introduce the notation that $T_a^+ = T_a(N, n+1; \lambda)$ and $T_a^- = T_a(n-1, 1; \lambda)$. With these, we can evaluate the commutator of $t$ with $L_{bn}$ to get the time evolution of $L_{bn}$, where for brevity, we shall refer to $\mathcal{R}_{ab}(\lambda - \mu)$ as $\mathcal{R}^-_{ab}$ and $\mathcal{R}_{ab}(\lambda + \mu)$ as $\mathcal{R}^+_{ab}$:

$$\dot{L}_{bn} = \text{tr}_a \left\{ T_a^+ \mathcal{R}_{ab}^- L_an T_a^- L_{bn} K_a^- \hat{T}_a K_a^+ \right\} - \text{tr}_a \left\{ L_{bn} T_a^+ L_an \mathcal{R}_{ab}^- T_a^- K_a^- \hat{T}_a K_a^+ \right\}
+ \text{tr}_a \left\{ T_a K_a^- \hat{T}_a^- L_an \mathcal{R}_{ab}^+ T_a^- L_{bn} K_a^- \right\} - \text{tr}_a \left\{ T_a K_a^- \hat{T}_a^- L_{bn} \alpha_{ab} \hat{L}_a \hat{T}_a^- \alpha_{ab} K_a^- \right\}.
$$

In order to compare the latter expression with the discrete zero curvature condition, we need to commute the $L_{bn}$ in the first and fourth through the $\hat{T}_a$ and $T_a$ respectively. Using the suitable commutators we find that the terms with the $L_{bn}$ still in between the monodromy matrices cancel out, leaving:

$$\dot{L}_{bn} = \text{tr}_a \left\{ T_a^+ \mathcal{R}_{ab}^- L_an T_a^- K_a^- \hat{T}_a K_a^+ \right\} L_{bn} - \text{tr}_a \left\{ T_a^+ L_{bn} \mathcal{R}_{ab}^- T_a^- K_a^- \hat{T}_a K_a^+ \right\}
- \text{tr}_a \left\{ T_a K_a^- \hat{T}_a^- \mathcal{R}_{ab}^+ \hat{L}_a T_a^+ K_a^- \right\} + \text{tr}_a \left\{ T_a K_a^- \hat{T}_a^- \hat{L}_a \mathcal{R}_{ab}^+ \hat{T}_a^+ K_a^- \right\} L_{bn}
- \text{tr}_a \left\{ T_a^+ \mathcal{R}_{ab}^- L_an T_a^- K_a^- \hat{T}_a \alpha_{ab} K_a^+ \right\} L_{bn}
+ \text{tr}_a \left\{ T_a^+ L_{bn} \mathcal{R}_{ab}^- T_a^- K_a^- \hat{T}_a \alpha_{ab} \hat{L}_a \hat{T}_a^- K_a^- \right\}.
$$
If we compare this to the discrete zero curvature condition \( \dot{L} = A_{n+1}L_n - L_nA_n \), we can read off the expression for the \( \hat{A} \)-operator, and if we split the \( I - R_{ab} \) terms, this simplifies to:

\[
\hat{A}_n = \text{tr}_a \left\{ T_a K_a - \hat{T}_a K_a^+ \right\} - \text{tr}_a \left\{ T_a^+ L_{an} R_{ab} T_a^+ T_a^- K_a T_a^- R_{ab}^+ \hat{L}_{an} \hat{T}_a^+ K_a^+ \right\}.
\] (3.3)

Similarly to the case of the periodic chain, this consists of two terms, the first of which is just the generator of the Hamiltonians. Again, this means that each of the individual \( \hat{A}_n \) matrices can be written as the combination \( \hat{A}_n^{(k)} = H^{(k)} - B_n^{(k)} \), where the \( B_n^{(k)} \) must satisfy (2.5). Notice however the non-trivial structure of the second term of (3.3), which is quadratic in \( R \) as opposed to the periodic case studied earlier in the text. This is not surprising given that it reflects the structure of the underlying quantum algebra provided by the reflection equation, which is also quadratic in \( R \). In the periodic case both classical and quantum expressions have the same structure due to the linearity of the underlying algebras in \( R \). Although the open quantum case is distinctly different to the classical one, the classical limit of (3.3) naturally leads to the linear expression derived in [15].

In studying the open spin chain, we have to work with both the \( L_n \) matrices and \( \hat{L}_n \) matrices. It is clear the \( \hat{L}_n \) are part of their own Lax pair \((\hat{L}_n, \hat{A}_n)\) satisfying the auxiliary linear problem:

\[
\Psi_n = \hat{L}_n \Psi_{n+1},
\]

\[
\frac{\partial}{\partial t} \Psi_n = \hat{A}_n \Psi_n,
\] (3.4)

the compatibility condition of which gives the corresponding zero curvature condition. Consequently, we may be interested in finding the generator \( \hat{A}_n \) for a closed chain of such \( \hat{L}_n \), much as we did for the normal \( L_n \). This is a particularly relevant issue as will become clear below when deriving the \( K \) matrices as fixed BTs at the boundaries of the system.

To derive the \( \hat{A}_n \) we follow much the same procedure, except starting from the equation:

\[
\hat{L}_n = \left[ i, \hat{L}_n \right].
\]

After repeating all of the previous steps, we find that the generator is given by:

\[
\hat{A}_n(\lambda, \mu) = i(\lambda) - \text{tr}_a \left\{ \hat{T}_a(1, n - 1; \lambda) \hat{R}_{ba}(\lambda - \mu) \hat{T}_a(n, N; \lambda) \right\},
\] (3.5)

and we find that \( \hat{A}_n = \hat{A}_n \), as the trace is invariant under both transposition and conjugation.

The transfer matrix \( t \) should naturally be constant with respect to time. In the open spin chain case, we can therefore use this to find relations between the reflection matrices \( K^\pm \) and the Lax pairs, \((L_n, \hat{A}_n)\) and \((\hat{L}_n, \hat{A}_n)\). We take first the derivative of the transfer matrix, and also find from the zero curvature condition that \( \dot{T} = \hat{A}_{N+1}T\hat{A}_1 \), and \( \dot{\hat{T}} = \hat{A}_1\dot{T} - \hat{A}_{N+1}\dot{\hat{T}} \).

Inserting these results into our time derivative of the transfer matrix, and after grouping the terms in a suggestive manner, we get that:

\[
i = \text{tr} \left\{ (K^- - \hat{A}_1 K^- + K^- \hat{A}_1)\dot{T}K^+T + (K^+ + K^+ \hat{A}_{N+1} - \hat{A}_{N+1}K^+)TK^-\dot{T} \right\}.
\]
We shall consider the semi-infinite chain \( N \to \infty \), so we are mostly interested in the boundary attached to the first site of the chain. Indeed, demanding that the time derivative of the transfer matrix is zero, we conclude that:

\[
\dot{K}^- = A_1 K^- - K^- \hat{A}_1. \tag{3.6}
\]

The latter has the appearance of the time part of a BT, with \( K^- \) being a Darboux-type matrix. Note that in this case the quantities \( A_n \) and \( \hat{A}_n \) are somehow related via reflection, given the underlying algebraic construction of the modified monodromy matrix.

### 3.1 The open \( q \)-oscillator model

Once again, we shall use the open \( q \)-oscillator chain to test out this novel formulation. The \( L_n \) matrix and \( R \)-matrix are the same as they were for the closed spin chain (2.7) and (2.8) respectively, though we now also need to choose appropriate \( K^\pm \) matrices. We will only look at the simplest choice, \( K^\pm = I \). It is worth pointing out that \( \hat{L}_n(\lambda) = L_n^{-1}(-\lambda) \), which can easily be shown by recalling the Casimir \( a_n^\dagger a_n + q v_n^2 = 1 \).

Using the Casimir we can also see that \( H^- = q^2 H^+ \) (see Appendix B), so the Hamiltonians in these two limits are equivalent. The benefit of this is that now when trying to find the corresponding \( A_n \) matrix, we only need to look in one of the two limits (choosing \( H = q H^+ = q^{-1} H^- \)):

\[
H = \sum_{n=1}^{N-1} (q b_{n+1}^\dagger b_n + q^{-1} b_n b_{n+1}^\dagger) + (q b_1^\dagger b_1 + q^{-1} b_N b_N^\dagger). \tag{3.7}
\]

As expected, this Hamiltonian is almost identical to the Hamiltonian (2.9) of the closed chain, up to boundary terms. Therefore the bulk \( A_n \) matrices should also be the same; explicit computation confirms this. Let us present the \( A_n \) matrix at the boundary i.e. \( A_1 = H - B_1 \) (see Appendix B for detailed computations).

Seeing as the Hamiltonian (3.7) was found by considering \( q H^+ \), the corresponding \( A_n \) matrix will be found by considering \( A_n = q H^+ - q B^+ \). For the boundary case \( n = 1 \), the \( A_1 \) matrix is then given by:

\[
A_1 = (u^2 + u^{-2}) \begin{pmatrix} q^{-1} & 0 \\ 0 & q \end{pmatrix} + \begin{pmatrix} (q - q^{-1}) b_1^\dagger b_1 & (u + u^{-1})(q^{-1} - q) b_1^\dagger \\ (u + u^{-1})(q^{-1} - q) b_1 & (q^{-1} - q) b_1 b_1^\dagger \end{pmatrix} \tag{3.8}
\]

As we did in the case of the closed spin chain, we can use the boundary \( A \)-operators to find the equations of motion at the boundaries. We shall look at the boundary, \( n = 1 \) (recall that we are considering here the semi-infinite chain \( N \to \infty \)). Then the equations of motion at the
boundary read as:

\[\begin{align*}
\dot{v}_1 &= (1 - q)v_1 b_1^\dagger b_1 + (1 - q^{-1})v_1 b_2 b_1^\dagger, \\
\dot{b}_1 &= (q^{-2} - 1)(b_1 + b_2)v_1^{-2}, \\
\dot{b}_1^\dagger &= (q^2 - 1)(b_1^\dagger + b_2^\dagger)v_1^{-2}.
\end{align*}\] (3.9)

The results above agree with those found using the Heisenberg equation. Note also that the choice of \( K^{-\infty}I \) automatically satisfies the BT like relations for the \( K \)-matrix. A full classification of the \( K \)-matrices that satisfy (3.1), and comparison with known (non) dynamical reflection matrices from the reflection equation is an appropriate issue, which however will be discussed in detail elsewhere (see also [6] for a relevant discussion).

4 Quantum Bäcklund Transformations

We are now in a position to compute the quantum Bäcklund transformation for the \( q \)-oscillator model. Recall first the Darboux transformation that connects two different auxiliary functions (see [13]):

\[\tilde{\Psi}_n = M_n(\lambda) \Psi_n.\] (4.1)

Provided that the transformed auxiliary function \( \tilde{\Psi}_n \) satisfies the auxiliary linear problem (with transformed \( \tilde{L}_n, \tilde{A}_n \)), the following fundamental equations that lead to the associated Bäcklund transformation are obtained:

\[\begin{align*}
M_{n+1}(\lambda) L_n(\lambda) &= \tilde{L}_n(\lambda) M_n(\lambda), \\
\frac{\partial}{\partial t} M_n(\lambda) &= \tilde{A}_n(\lambda) M_n(\lambda) - M_n(\lambda)\tilde{A}_n(\lambda).
\end{align*}\] (4.2)

Consider the following Darboux matrix (see also [3, 20, 19]):

\[M_n = \begin{pmatrix}
e^{-\lambda-\Theta} A_n - e^{-\lambda+\Theta} A_n^{-1} & X_n \\
Y_n & -e^{-\lambda+\Theta} A_n
\end{pmatrix}.\] (4.3)

It is important to note that in our construction here both \( L_n \) and \( \tilde{L}_n \) satisfy the same RLL algebra [2,2]. In fact, we choose to consider here the \( q \)-harmonic oscillator \( L_n \) [2,7], whereas \( \tilde{L}_n \) is essentially the same operator, but with \( a_n \rightarrow \tilde{a}_n, \ a_n^\dagger \rightarrow \tilde{a}_n^\dagger \). Notice that the Darboux matrix chosen above has essentially a similar algebraic structure as \( L_n \). This is not particularly surprising given that the first of equations (4.2) leads to the following formal expression for the Darboux matrix \( M_n \):

\[M_{n+1}(\lambda, \{\Theta_i\}) = \tilde{T}(\lambda, \{\Theta_i\}) M(\lambda) T^{-1}(\lambda, \{\Theta_i\})\] (4.4)
where we define:

\[ T(\lambda) = \bar{L}_n(\lambda, \Theta_n) \bar{L}_{n-1}(\lambda, \Theta_{n-1}) \ldots \bar{L}_1(\lambda, \Theta_1) \]

\[ T^{-1}(\lambda) = L_1^{-1}(\lambda, \Theta_1) L_2^{-1}(\lambda, \Theta_2) \ldots L_n^{-1}(\lambda, \Theta_n) \]

and formally one can define \( \mathcal{M} \) as a \( c \)-number matrix, \( \mathcal{M} = \bar{L}_0 M_0 L_0^{-1} \). Of course the analytic structure of the \( \bar{T}_n \) and \( T^{-1}_n \) matrices must be also taken into account when identifying the quantum BT (see also [13]). In order to explicitly identify the algebraic relations obeyed by the Darboux matrix \( M_n \) a set of algebraic relations between \( L_n \) and \( \bar{L}_n \) is required, as is the case for instance in reflection algebras [17, 18] and generic quadratic algebras [21], or in the context of integrable defects [7, 15].

Let us now consider the \( \tau \)-independent part of the BT relations. The basic relations arising from the time independent part of (4.2) are given by

\[ A_{n+1} v_n = \bar{v}_n A_n, \]

\[ X_n = e^{\Theta} A_n b_n^\dagger, \quad X_{n+1} = e^{-\Theta} (A_n^{-1} b_n^\dagger - \bar{b}_n^\dagger A_n), \]

\[ Y_{n+1} = e^{\Theta} \bar{b}_n A_{n+1}, \quad Y_n = e^{-\Theta} (A_n b_n - \bar{b}_n A_n^{-1}). \]

Note also the Casimir operator (quantum determinant) associated to the Darboux matrix \( M_n \):

\[ q A_n^2 + X_n Y_n = q^{-1} A_n^{-1} Y_n X_n = 1, \]

which gives:

\[ A_n^{-2} = q + e^{2\Theta} \bar{b}_n^\dagger b_n b_n^{-1}. \]

Suitably comparing equations (4.6) and taking into account (4.7) we obtain the time independent part of the BT relations:

\[ q b_n^\dagger - A_{n+1}^{-1} \bar{b}_n^\dagger A_n = e^{2\Theta} b_{n+1}^\dagger \left( 1 - \bar{b}_n b_n \right), \]

\[ q \bar{b}_n - q^{-1} A_n b_n A_n^{-1} = -e^{2\Theta} \left( 1 + \bar{b}_n b_n \right) \bar{b}_{n-1}. \]

The latter relations are similar to the ones found in [3] based on the \( Q \)-operator approach [2]. From this point of view the system under study is a discrete time system, and the \( Q \)-operator is the generating function of the quantum BT [2]. Our perspective here is rather different given that we are interested in continuum time systems, so time evolution in the Heisenberg picture is the problem at hand. Note also a technical observation; here the element \( A_n \) of the Darboux matrix – although expressed in terms of \( b_n^\dagger, \bar{b}_{n-1} \) – is still apparent in the final expressions of the Bäcklund transformation as opposed to the case considered in [3]. This is essentially due to the fact that a different \( R \)-matrix is considered here, and the co-product structure of the underlying algebra is thus modified. In any case, the similarity between the expressions is apparent.
As already noted we are mostly interested in the continuum time picture of the problem. So in addition to the time independent relations (1.8) we shall derive below the time dependent part of the BT, in analogy to the classical case. To achieve this we focus on the second equation of the BT relations. We derived previously the time components of the Lax pairs for the part of the BT. In analogy to the classical case. To achieve this we focus on the second equation of the Lax pairs for the part of the BT. In particular, the set of equations associated to $\mathbb{A}^+_n$ via the time part of the BT. In particular, the set of equations associated to $\mathbb{A}^+_n$:

$$\dot{X}_n = \mathcal{A} \tilde{b}_n^+ b_{n-1} X_n - \mathcal{D} X_n b_n^+ b_{n-1} + B e^{-\Theta} \left( A_n^{-1} b_n^- - \tilde{b}_n A_n \right),$$

$$\dot{Y}_n = \mathcal{D} \tilde{b}_n^+ b_{n-1} Y_n - \mathcal{A} Y_n b_n^+ b_{n-1} + C e^{-\Theta} \left( A_n b_n^- - \tilde{b}_n^{-1} A_n^{-1} \right),$$

$$\dot{A}_n = \mathcal{D} \left( \tilde{b}_n^+ b_{n-1} A_n - A_n b_n^+ b_{n-1} \right), -A_n^{-2} \dot{A}_n = \mathcal{A} \left( \tilde{b}_n^+ b_{n-1} A_n^{-1} - A_n^{-1} b_n^+ b_{n-1} \right).$$

The second and third equations of the time independent part of the BT (4.6) are also recovered. Similarly, the relations associated to $\mathbb{A}^-_n$ are given as

$$\dot{X}_n = \mathcal{D} \tilde{b}_n^+ b_{n-1} X_n - \mathcal{A} X_n b_n^+ b_{n-1} - B e^{\Theta} A_n b_n^+,$$

$$\dot{Y}_n = \mathcal{A} \tilde{b}_n^+ b_{n-1} Y_n - \mathcal{D} Y_n b_n^+ b_{n-1} + C e^{\Theta} b_n A_n,$$

$$\dot{A}_n = \mathcal{D} \left( b_n b_{n-1} A_n - A_n b_n b_{n-1} \right), -A_n^{-2} \dot{A}_n = \mathcal{A} \left( \tilde{b}_n b_{n-1} A_n^{-1} - A_n^{-1} b_n b_{n-1} \right).$$

The third and fourth equations in (4.6) are now recovered. It is thus clear that via the time part of the BT for both $\mathbb{A}^\pm_n$ all the time independent relations are reproduced, which suggests that in this particular study the time part provides all the required information.

The set of equations above give rise to more explicit time equations. For instance, focusing on (4.8) and (4.9), the following expressions are obtained

$$\dot{b}_n^+ = (q - q^{-1}) A_n^{-1} \tilde{b}_n b_{n-1} A_n b_n^+ + (q^{-2} - 1) e^{-2\Theta} (A_n^{-2} b_n^+ - A_n^{-1} \tilde{b}_n A_n),$$

$$\dot{b}_{n-1} = (q^{-1} - q) \tilde{b}_{n-1} A_n b_n b_{n-1} + (q^{-1} - q) e^{-2\Theta} (A_n b_n A_n^{-1} - b_n^+ A_n^{-2}),$$

(4.11)

where the “dot” denotes derivative with respect to time. Similar expressions, compatible to ones above, arise from the set (4.8) and (4.10). Detailed discussion on the behaviour of these equations will be presented in a forthcoming work.

5 Quantum states

The main aim now is to compute the time evolution of local operators using the time evolution operator $e^{-it\hat{H}}$, where $\hat{H}$ in our case would be the Hamiltonian of the $q$-harmonic oscillator derived previously. It is clear that for any integrable system a more general description can be considered regarding the “universal” time evolution including all the time flows of the integrable hierarchy; in this case the object under consideration is $e^{-i\mathcal{T}(\lambda)}$, where $t$ is the generating function of all integrals of motion and $\mathcal{T}$ the universal time.
5.1 Bethe states

The object under interest in this context would be the expectation value of local operators $O_j \in \{b_j, b_j^\dagger\}$:

$$E(t) = \langle Q_f | O_j(t) | Q_i \rangle,$$

where $O_j(t) = e^{-itH} O_j e^{itH}$. (5.1)

Expansion over the complete set of the energy eigenstates (Bethe states) then gives:

$$E(t) = \sum_{n,m} \langle Q_f | \Psi_n \rangle e^{-i(E_n - E_m)t} \langle \Psi_n | O_j | \Psi_m \rangle \langle \Psi_m | Q_i \rangle = \sum_{n,m} e^{-i(E_n - E_m)t} \Psi_n(\bar{Q}_f) O_{nm} \bar{\Psi}_m(Q_i).$$ (5.2)

The use of coherent states, which is briefly discussed in the subsequent section, leads to a semi-classical description of the time evolution problem. This issue however will be discussed in more detail in a forthcoming work.

The Bethe ansatz formulation is used for the derivation of the energy eigenvalues and eigenstates. In fact, the algebraic Bethe ansatz can be applied given that highest weight states exist, indeed locally one observes the existence of such states (recall also that $qv^2 + a^\dagger a = q^{-1}v^2 + aa^\dagger = 1$):

$$a_j |0\rangle_j = 0, \quad v_j |0\rangle_j = q^{-\frac{1}{2}} |0\rangle_j.$$ (5.3)

Then the global reference state is

$$|\Omega\rangle = \bigotimes_{j=1}^N |0\rangle_j.$$ (5.4)

The monodromy matrix and the generic Bethe state are expressed as:

$$T(\lambda) = \begin{pmatrix} A & B \\ C & D \end{pmatrix}, \quad |\Psi_M(\{\lambda_k\})\rangle = \prod_{k=1}^M B(\lambda_k)|\Omega\rangle.$$ (5.5)

The Bethe roots satisfy the Bethe ansatz equations (BAE). The BAEs are obtained as analyticity conditions imposed on the spectrum, and read as:

$$(-q^{-1})^N e^{2\lambda_i N} = \prod_{i \neq j} \frac{\sinh(\lambda_i - \lambda_j + i\mu)}{\sinh(\lambda_i - \lambda_j - i\mu)}.$$ (5.6)

The algebraic Bethe ansatz method is used for the derivations of the spectrum and BAE for the model under consideration. The spectrum of the transfer matrix in the periodic case reads as:

$$\Lambda(\lambda) = a_+^N(\lambda) \prod_{k=1}^M \frac{\sinh(\lambda - \lambda_k - i\mu)}{\sinh(\lambda - \lambda_k)} + (-1)^N a_-^N(\lambda) \prod_{k=1}^M \frac{\sinh(\lambda - \lambda_k + i\mu)}{\sinh(\lambda - \lambda_k)},$$ (5.7)

where $a_{\pm}(\lambda) = e^{\pm\lambda}$. 
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Similarly, in the case of the open model with diagonal boundary conditions (we have considered here for simplicity both $K^\pm \propto \mathbb{I}$) the algebraic Bethe ansatz applies for the modified monodromy matrix and the generic Bethe states are expressed as:

$$ T(\lambda) = \begin{pmatrix} A & B \\ C & D \end{pmatrix}, \quad |\Psi_M(\{\lambda_k\})\rangle = \prod_{k=1}^{M} B(\lambda_k) |\Omega\rangle. \quad (5.7) $$

Use of the algebraic Bethe ansatz for the open model leads to the spectrum:

$$ \Lambda(\lambda) = q^N a_+^{2N}(\lambda) \prod_{k=1}^{M} \frac{\sinh (\lambda - \lambda_k - i\mu)}{\sinh (\lambda - \lambda_k)} \frac{\sinh (\lambda + \lambda_k)}{\sinh (\lambda - \lambda_k)} $$

$$ + q^{-N} a_-^{2N}(\lambda) \prod_{k=1}^{M} \frac{\sinh (\lambda - \lambda_k + i\mu)}{\sinh (\lambda - \lambda_k)} \frac{\sinh (\lambda + \lambda_k + 2i\mu)}{\sinh (\lambda - \lambda_k)}, \quad (5.8) $$

and the corresponding BAEs read as:

$$ e^{4\lambda_i N} = \prod_{i \neq j} \frac{\sinh (\lambda_i - \lambda_j + i\mu)}{\sinh (\lambda_i - \lambda_j - i\mu)} \frac{\sinh (\lambda_i + \lambda_j + i\mu)}{\sinh (\lambda_i + \lambda_j - i\mu)}. \quad (5.9) $$

Having at our disposal the spectrum and the corresponding Bethe ansatz equations for both periodic and open spin chains we can proceed with the computation of time expectation values. It is clear that the study of the Bethe ansatz equations in the thermodynamic limit will be most relevant in this setting (see e.g. [4]).

5.2 Coherent states & path integrals

An efficient way to deal with the time evolution of a quantum system is the use of coherent states. These have been extensively used in the context of integrable models, with significant applications for instance in condensed matter and string theory. Here we shall use the $q$-coherent states associated also to $q$-Hermite polynomials (see e.g. [22] and references therein). The quantum algebra (2.8) can be re-expressed as follows, after a suitable rescaling of the $b, b^\dagger$ operators:

$$ b b^\dagger - q^2 b^\dagger b = 1. \quad (5.10) $$

The local vacuum and the general eigenstate of the local operator $b^\dagger b$ are then given as:

$$ b |0\rangle = 0, \quad b^\dagger |0\rangle = |1\rangle, $$

$$ |n\rangle = \frac{b^{\dagger n}}{\sqrt{[n]!}} |0\rangle, \quad \langle n| = \langle 0| \frac{b^{n}}{\sqrt{[n]!}}, \quad (5.11) $$
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where we define the $q$-factorial $|n|!$ in terms of $|n| = \frac{q^{n-1}}{q-1}$ and $|n|! = \prod_{j=1}^{n} |j|$. The coherent state is then defined as:

$$|z\rangle = \sum_{n} \frac{(|zb\rangle n)^n}{|n|!} |0\rangle, \quad \langle z| = \langle 0| \sum_{n} \frac{(|zb\rangle n)^n}{|n|!} = \langle 0| \exp_q(zb).$$

These states have the advantage of providing a natural semi-classical description of the system under study as will become clear below. Indeed, coherent states are endowed with the following practical properties:

$$b|z\rangle = z|z\rangle, \quad \langle z|b^\dagger = \langle z|z^\ast,$$

and:

$$\langle z|z'\rangle = \exp_q(z^\ast z'), \quad \int dzdz^\ast \frac{W(|z|^2)}{2\pi i} |z\rangle \langle z| = \mathbb{I}.$$

The weight $W$ is derived in terms of $\exp_q$ functions (see [22]).

We are dealing here with an $N$-body quantum mechanical system, therefore we shall need a “global” space coherent state $|Z\rangle = \bigotimes_{j=1}^{N} |z_j\rangle$, then the resolution of the unit becomes:

$$\int DZ \, DZ^* \, W(|Z|^2) \, |Z\rangle \langle Z| = \mathbb{I},$$

$$W(|Z|^2) = \prod_{j=1}^{N} W(|z_j|^2), \quad DZ \, DZ^* = \prod_{j=1}^{N} \frac{dz_jdz_j^*}{2\pi i}. \quad (5.15)$$

Indeed, let us now consider the object of interest:

$$G = \langle \Psi_f | e^{-itH} | \Psi_i \rangle.$$

Inserting the complete set of coherent states we then obtain in the typical path integral formulation:

$$G = \int DZ \, DZ^* \, \Psi_f^\ast(Z_f) \Psi_i(Z_i) \, W(|Z|^2) \, \prod_{j=1}^{N} \prod_{\alpha=0}^{M+1} \exp_q(z_j^\ast z_{j+1}) \, e^{-i\delta \sum_{\alpha} \langle H_{\alpha} \rangle},$$

$$DZ \, DZ^* = \prod_{j=1}^{N} \prod_{\alpha=0}^{M+1} \frac{dz_j \, dz_j^*}{2\pi i}, \quad W(|Z|^2) = \prod_{j=1}^{N} \prod_{\alpha=0}^{M+1} W(|z_j|^2), \quad (5.17)$$

with the time boundary conditions $Z_{M+1} = Z_f$, $Z_0 = Z_i$, where now the index $\alpha$ is a discrete time index. In our case here the associated Hamiltonian is given as $qH^+ + q^{-1}H^-$ and hence:

$$\langle H_{\alpha} \rangle = q \sum_{j=1}^{N} z_j^\ast z_{j+1} + q^{-1} \sum_{j=1}^{N} z_j^\ast z_{j+1}.$$

$$\quad (5.18)$$
The isotropic analogue of the latter expression (e.g. for the discrete NLS model) becomes, given that \( \exp_q \rightarrow \exp \), and \( W(|z|^2) = \exp(-zz^*) \), and after considering the continuum time limit:

\[
\mathcal{G} = \int DZ \; DZ^* \; \Psi^*(Z_f) \Psi(Z_i) \; e^{i \int_{t_i}^{t_f} dt \sum_j \left( -\frac{i}{2} \partial_t z_j^* z_j + \frac{i}{4} \partial_t z_j z_j^* - (h_j^{(n)}) \right)} \; e^{-\frac{1}{2} \sum_j (|z_j(t)|^2)},
\]

(5.19)

where in general \( H^{(n)} = \sum_j h_j^{(n)} \) is one of the conserved quantities of the hierarchy associated to the time flow \( t_n \).

The latter computation of course can be generalized for the “universal” time flow, where in the expression above \( H^{(n)} \rightarrow t(\lambda) \). In the case of imaginary time the latter provides the partition function of the 2D statistical system:

\[
\mathcal{Z} = \text{tr} \left\{ e^{-\beta H} \right\} = \int D\zeta \; \langle \zeta | e^{-\beta H} | \zeta \rangle.
\]

(5.20)

The next natural step is explicit computations via the appropriate differential/difference operator, whose determinant will be used for the computation of the partition function of the system under study. Detailed derivations on discrete and continuum NLS model, associated to all time flows, in particular in the presence of time-like and space-like defects and boundaries will be presented elsewhere.

6 Discussion

We have considered the quantisation of the auxiliary linear problem and the associated Darboux-Bäcklund transformation. In this setting we derived the quantum hierarchy of the time components of the Lax pairs in the case of both periodic and open integrable boundary conditions. Moreover, having identified via our generic construction the quantum Lax pair for the \( q \)-oscillator model, we were able to derive the quantum Darboux transformation and hence the quantum BT. We worked out explicitly both the time independent and the time dependant part of the BT. The time part of the BT provides further information regarding the time evolution of the degrees of freedom of the corresponding Darboux matrix, and in fact by simply considering the \( t \) part of the BT we recover the information provided by the time independent part as well. We should emphasize once more that our description is a typical Heisenberg time evolution picture, however possible links to matrix models (random matrices) \([23, 24, 25]\) via the discrete space time expression \(5.17\) can be explored. In any case, keeping the “time slicing” picture reflected in expression \(5.17\) direct analogies to discrete time integrable models at the level of the completely discrete Lax pair can be made. Indeed, recall the fully discrete auxiliary linear problem described as:

\[
\Psi(\alpha, n + 1) = L(\alpha, n) \; \Psi(\alpha, n),
\]

\[
\Psi(\alpha + 1, n) = \Lambda(\alpha, n) \; \Psi(\alpha, n),
\]

(6.1)
where $\alpha$ is the discrete time index and $n$ the discrete space index, and in the continuum limit $a \to t$, $n \to x$. In the usual setting of vertex models (2D lattices) $L = \Lambda$, and the global coherent state will be expressed as $|Z\rangle = \bigotimes_{j=1}^{N} \bigotimes_{\alpha=1}^{M} |z_{an}\rangle$, which shows direct analogy to (5.17), where both the space and time discretisations are kept. In the continuum time limit of course one recovers the semi-discrete case considered here.

The pertinent question is the interpretation of the quantum Darboux-Bäcklund transformation. In [2, 3] the quantum BT is seen as a quantum canonical transformation and the $Q$-operator is indeed the generating function of this transformation. However, it is also known that quantum canonical transformations can be treated by means of suitable squeezed states (see e.g. [26] and references therein), and this is an interesting direction to pursue within the present frame. Let us also recall the classical picture associated to the BT, which is rather closer to our perspective and is also most relevant to the context of super-symmetric quantum mechanics (see e.g. [27] and references therein). Indeed, at the classical level the BT can be seen as a canonical transformation that relates two distinct solutions of the same PDE (or different PDEs, hetero-BT). Let us now ask the same question at the level of Hamiltonian evolution. Let $D$ be the Darboux matrix that relates two Hamiltonians with two different potentials; in the integrable PDEs frame these potentials can be two distinct solutions of the same PDE. We focus on the time evolution of the two distinct Hamiltonians and consequently the Darboux transformation:

$$
i \partial_t \Psi = H \Psi, \quad i \partial_t \tilde{\Psi} = \tilde{H} \tilde{\Psi},$$

$$H = -\partial_x^2 + V(x), \quad \tilde{H} = -\partial_x^2 + \tilde{V}(x), \quad \tilde{\Psi} = D \Psi.$$  \hspace{1cm} (6.2)

The equations above lead to the time evolution equation for $D$:

$$i \partial_t D = \tilde{H} D - H D.$$ \hspace{1cm} (6.3)

The significant issue for us is the understanding of the Darboux-matrix as described above for $N$-body Hamiltonians. In general, even in the case of the one particle Hamiltonian, the transformation $D$ can be a differential or an integral operator whose form can be identified after solving (6.3) for known $H$ and $\tilde{H}$.

In general, the path integral quantisation scheme in the context of $N$-body integrable models can be utilised to provide significant connections with results already obtained for instance via the Bethe ansatz formulation, or facilitate certain computations regarding for example the derivation of expectation values. Immediate links with conformal field theories, diffusion reaction models [28] as well matrix models and random matrices (see e.g. [23, 24, 25]) can also be further pursued in this context, in particular in the presence of non-trivial boundary conditions. Finally, a natural question to address is the identification of the quantum hetero-BT in the quantum Liouville theory [29]. Quantization of the classical Darboux hetero-BT between the Liouville theory and the free massless theory found in [20] is a work in progress. We hope to address the aforementioned significant matters soon in forthcoming investigations.
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A The $B$-operators: closed spin chain

Knowing the Hamiltonian, we only need to derive the corresponding $B_n$ matrix, which will similarly be constructed as:

$$B_n = (B_n^{(+,0)})^{-1} B_n^{(+,2)} + (B_n^{(-,0)})^{-1} B_n^{(-,2)}.$$ 

After an appropriate rescaling of the $R$-matrix, we can calculate these $B_n^{(\pm,k)}$ matrices. Looking first at the results from the $u \rightarrow \infty$ limit, we get that:

$$B_n^{(+,0)} = u^{-1} v_{N \ldots v_1} \begin{pmatrix} q & 0 \\ 0 & 1 \end{pmatrix}, \quad B_n^{(+,1)} = 0,$$

$$B_n^{(+,2)} = v_{N \ldots v_1} \begin{pmatrix} u^{-1}(q \sum_{j \neq n-1} b_j^+ b_j + b_n b_{n-1}) - u q^{-1} \\ (q - q^{-1}) b_{n-1} \\ u^{-1}(\sum_{j \neq n-1} b_j^+ b_j + q b_n b_{n-1}) - u \end{pmatrix}.$$ 

The factor we are actually interested in calculating is $(B_n^{(+,0)})^{-1} B_n^{(+,2)}$, which is:

$$B_n^+ = \begin{pmatrix} \sum_{j \neq n-1} b_j^+ b_j + q^{-1} b_n b_{n-1} - u^2 q^{-2} \\ u(q - q^{-1}) b_{n-1} \\ u(1 - q^{-2}) b_n^+ \sum_{j \neq n-1} b_j^+ b_j + q b_n b_{n-1} - u^2 \end{pmatrix}.$$ 

Next, we need to calculate the $B_n^{(-,k)}$ matrices, found by looking in the limit as $u \rightarrow 0$. These are:

$$B_n^{(-,0)} = u v_{N \ldots v_1} \begin{pmatrix} 1 & 0 \\ 0 & q^{-1} \end{pmatrix}, \quad B_n^{(-,1)} = 0,$$

$$B_n^{(-,2)} = v_{N \ldots v_1} \begin{pmatrix} u(\sum_{j \neq n-1} b_j^+ b_j + q^{-1} b_n b_{n-1}) - u^{-1} \\ (q - q^{-1}) b_n \\ u^{-1}(\sum_{j \neq n-1} b_j^+ b_j + q b_n b_{n-1}) - u^{-1} q \end{pmatrix}.$$ 

Looking at the combination $(B_n^{(-,0)})^{-1} B_n^{(-,2)}$, we get that:

$$B_n^- = \begin{pmatrix} \sum_{j \neq n-1} b_j^+ b_j + q^{-1} b_n b_{n-1} - u^{-2} q^{-2} \\ u^{-1}(q^2 - 1) b_n \\ \sum_{j \neq n-1} b_j^+ b_j + q b_n b_{n-1} - u^{-2} q^2 \end{pmatrix}. $$
The Hamiltonians & \( B \) operators: open spin chain

The Hamiltonians can be found by expanding the generator \( t \) about powers of \( u \). Again, we can look at the two cases where \( \lambda \to \pm \infty \). First, doing so for the \( u \to \infty \) limit, the three lowest order terms are:

\[
H^{(+,0)} = q^{-N} v_N^2 \ldots v_1^2, \quad H^{(+,1)} = 0,
\]

\[
H^{(+,2)} = q^{-N} v_N^2 \ldots v_1^2 \left( \sum_{n=1}^{N-1} (b_{n+1}^\dagger b_n + q^{-2} b_{n+1} b_n^\dagger) + b_1^\dagger b_1 + q^{-2} b_N b_N^\dagger \right),
\]

while the three lowest order terms from the \( u \to 0 \) limit are:

\[
H^{(-,0)} = q^N v_N^2 \ldots v_1^2, \quad H^{(-,1)} = 0,
\]

\[
H^{(-,2)} = q^N v_N^2 \ldots v_1^2 \left( \sum_{n=1}^{N-1} (b_{n+1} b_n^\dagger + q^2 b_{n+1}^\dagger b_n) + b_1 b_1^\dagger + q^2 b_N^\dagger b_N \right).
\]

Considering the combination \( H^\pm = (H^{(+,0)})^{-1} H^{(+,2)} \), we get the physical Hamiltonians for each of the two limits:

\[
H^+ = \sum_{n=1}^{N-1} (b_{n+1}^\dagger b_n + q^{-2} b_{n+1} b_n^\dagger) + (b_1^\dagger b_1 + q^{-2} b_N b_N^\dagger),
\]

\[
H^- = \sum_{n=1}^{N-1} (b_{n+1} b_n^\dagger + q^2 b_{n+1}^\dagger b_n) + (b_1 b_1^\dagger + q^2 b_N^\dagger b_N).
\]

In the limit as \( u \to \infty \), we can find the first few matrices in the expansion of this generator:

\[
B_1^{(+,0)} = q^{-N} v_N^2 \ldots v_1^2 \left( \begin{array}{cc} q^2 & 0 \\ 0 & 1 \end{array} \right), \quad B_1^{(+,1)} = 0,
\]

\[
B_1^{(+,2)} = q^N v_N^2 \ldots v_1^2 \left( \begin{array}{cc} b_1^\dagger b_1 + b_N b_N^\dagger - u^2 - u^{-2} & (u + u^{-1})(q^2 - 1)b_1^\dagger \\ (u + u^{-1})(1 - q^{-2})b_1 & q^2 b_1 b_1^\dagger + q^2 b_N b_N^\dagger + (q - q^{-1})^2 - u^2 - u^{-2} \end{array} \right)
\]

\[
+ q^N v_N^2 \ldots v_1^2 \sum_{j=1}^{N-1} (b_{j+1}^\dagger b_j + q^{-2} b_{j+1} b_j^\dagger) \left( \begin{array}{cc} q^2 & 0 \\ 0 & 1 \end{array} \right).
\]

From these, we are primarily interested in the combination \( B_1^+ = (B_1^{(+,0)})^{-1} B_1^{(+,2)} \), which is:

\[
B_1^+ = -(u^2 + u^{-2}) \left( \begin{array}{cc} q^{-2} & 0 \\ 0 & 1 \end{array} \right) + \left( \begin{array}{cc} q^{-2} b_1^\dagger b_1 & (u + u^{-1})(q^2 - 1)b_1^\dagger \\ (u + u^{-1})(1 - q^{-2})b_1 & q^2 b_1 b_1^\dagger + (q - q^{-1})^2 \end{array} \right)
\]

\[
+ \sum_{j=1}^{N-1} (b_{j+1}^\dagger b_j + q^{-2} b_{j+1} b_j^\dagger) + q^{-2} b_N b_N^\dagger \right) \left( \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right).
\]
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