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Figure 1: Our research compares two common perspectives used to deliver VR gaming content: using the player's view as a first-person perspective (left) versus a third-person mixed-reality view blending the player into the virtual world (right).

ABSTRACT
The spectatorship experience for virtual reality (VR) games differs strongly from its non-VR precursor. When watching non-VR games on platforms such as Twitch, spectators just see what the player sees, as the physical interaction is mostly unimportant for the overall impression. In VR, the immersive full-body interaction is a crucial part of the player experience. Hence, content creators, such as streamers, often rely on green screens or similar solutions to offer a mixed-reality third-person view to disclose their full-body actions. Our work compares the most popular realizations of the first-person and the third-person perspective in an online survey (N = 217) with three different VR games. Contrary to the current trend to stream in third-person, our key result is that most viewers prefer the first-person version, which they attribute mostly to the better focus on in-game actions and higher involvement. Based on the study insights, we provide design recommendations for both perspectives.

CCS CONCEPTS
• Human-centered computing → Virtual reality; • Software and its engineering → Interactive games; Virtual worlds software; • General and reference → Empirical studies.
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1 INTRODUCTION

Ever since the establishment of live streaming platforms such as Twitch [1], watching other play became a popular spare-time activity across all ages. The digital audience tunes in for various reasons, be it to follow an esports tournament or to check out a newly released, trending game. This curiosity also applies to recent virtual reality (VR) titles (cf. Half-Life: Alyx [46]), forcing streamers to adapt their content creation and delivery pipeline to the specifics of VR.

The main difference is that VR games heavily rely on the high degree of immersion provided by such stereoscopic setups. The player experiences a feeling of being in the virtual world, which is usually achieved by the head-orientation-dependent view in combination with realistic full-body interactions. Clearly, that impression cannot be easily transferred to the audience, because most spectators utilize 2D displays, e.g., mobile devices or PC/TV screens. Hence, streamers seek for viable non-VR workarounds to deliver the immersive VR gaming content.

One prominent way to transport the experienced presence to the audience is to provide a mixed-reality view of the player/streamer. By switching to a third-person perspective, the player blends into the surrounding virtual environment. The spectators can see the player’s full-body movements and interactions in context, enabling a better understanding of the actual gameplay experience (see Figure 1).

On the other hand, the traditional first-person perspective offers a unique advantage: seeing the game from the player’s perspective brings the spectators as close to the in-game action as possible. Due to the same point of view, the spectators obtain identical visual information. This similar visual perception of the virtual world can potentially evoke the viewers’ feeling of playing on their own.

So, which perspective is best for the streaming of VR games? Given the aforementioned conceptual differences and the fact that both perspectives are widely used and accepted, we do not expect a definite answer to this question. The right choice of perspective seems to depend on different contextual factors, such as the type of the game or the purpose of watching. Hence, there is a need to study spectators’ preferences and motives in different contexts to support the creation of compelling audience experiences.

With our work, we lay the foundations for the research of spectator experiences and perspectives in VR settings. The choice of perspective significantly frames the viewing experience. While researchers agree that immersion is an important part of interactive VR experiences, it remains unclear how important immersion is for spectators of VR players compared to other factors such as contextual understanding and player centricity.

Aiming towards a comprehensive VR streaming guideline, our work is the first to contribute relevant insights into spectators’ opinions. We present an online survey (N = 217), which covered three different VR games: Beat Saber [2], Superhot VR [42], and Stand Out: VR Battle Royale [31]. For each game, the spectators watched a first-person and a third-person video and finally shared their impressions. The so obtained results allow us to discuss each perspective’s particular strengths and weaknesses and formulate preliminary design considerations, which are meant to provide a starting point for VR content creators.

We have to understand how different perspectives (such as first-person and third-person) contribute to different demands of spectators to be able to make informed design choices. This research is not only relevant in the context of game streaming. It also applies to related VR setups including some kind of spectator. In particular, the choice of perspective is important in multi-user scenarios that combine VR and non-VR users. Example scenarios include VR training applications (surgical training, rehabilitation games) where the perspective choice is crucial for supervisors to be able to adequately monitor and evaluate the trainee’s performance. Hence, apart from giving practical advice to VR streamers and content providers, our work creates the basis for more sophisticated choices of perspective and paves the way for future research on audience experiences in VR.

2 RELATED WORK

Today, online video and streaming platforms such as YouTube [54] and Twitch [1] enable a globally distributed audience to watch their favorite players and games at any time. Former consumers can now easily produce user-generated content (UGC) and are challenging the traditional media [5]. So-called Let’s Play videos have become increasingly popular [14] and game live streaming has become a cultural phenomenon comparable to sports events [18, 29, 41]. Apart from casual gaming videos, competitive gaming events, commonly referred to as esports [17, 30], are taking a growing share of the overall streaming landscape [8].

Considering the overall popularity of game streaming, the motives and experiences of spectators have been of ongoing interest to the games user research community [21, 43, 50]. Instead of just focusing on the experience of the active player, a variety of work has broadened the research scope by explicitly investigating the spectator experience [4, 11, 13, 28, 44] and the motivations for viewers to spend their free time watching others play [10, 18, 24]. The spectator’s experience is influenced by the game content, but also by the spectator interface [32], that is the available information and the perspective from which they view both the game and the player. Moreover, spectators—no matter if co-located or mediated—are part of the social play setting and often engage in some form of interaction with the player, which further shapes their experience [12, 18, 44, 48].

This social interaction is also a strong motivator for watching game streams [18]. Other vital factors are enjoyment, information seeking, and distraction [6, 18, 24]. For esports, research has revealed two additional motivators: the general competitive atmosphere and the opportunity to share emotional connections [17, 26, 38, 51, 52]. Hence, the reasons why spectators watch Let’s Play videos and game live streams seem manifold. A commonly used framework to assess the motivation behind media usage is the uses and gratification (UG) model [22, 23, 33, 34]. UG is based on the assumption that users actively choose certain media with the motivation to achieve a particular gratification. The available media has to compete constantly with other sources of gratification, and personal reasoning is considered individually for every user. UG typically classifies the user needs into the categories cognitive, affective, personal integrative, social integrative, and tension release. In an empirical study, Sjöblom et al. [39] revealed that all five classes...
of gratification are associated with the motivations of twitch users watching game live streams.

The previous research on game videos and streams is mainly based on the footage of common, non-VR games. VR games have just recently gained a foothold in the consumer market. New hardware and the release of sophisticated AAA-games, such as *Half-Life: Alyx* [46] and *Asgard’s Wrath* [37], have led to regular media coverage and an increased interest of the broad gamer community. In contrast to non-VR games, the special setup of VR games including head-mounted displays (HMDs) and movement tracking makes it more challenging to convey the entire immersive experience to spectators. In particular, the player’s body movements used to control the game become an integral part of gameplay. Research dealing with the audience of VR games remains sparse and is mainly focused on local spectatorship [16, 19, 20, 25, 53]. Hence, the question remains how the game experience can best be delivered in videos and streams to a broad online audience.

One possibility is to use the same approach as with non-VR games: players directly broadcast the game view that is displayed on the HMD, so that the audience sees the same as the player. This first-person perspective ensures that the spectator’s focus always matches the player’s current focus and that the spectators see the game world as if they were playing themselves. Research on different player perspectives indicates that a first-person view makes it easier for players to focus on the action and provides advantages to immersion [9, 49]. These effects might also apply to the spectator’s perspective.

On the other hand, a first-person streaming perspective does not show the player’s bodily interaction with the VR game. This might impede a full understanding of what is happening, as the manipulations conducted by the player are partly hidden from the spectator and only the effects in the game are revealed [32]. Tekin and Reeves [44] point out that seeing the game on screen and at the same time seeing the player’s bodily actions—resulting in a “dual vision”—are important parts of spectating. Therefore, many VR game streamers follow a different approach by providing a third-person perspective: they use a green screen and external cameras to blend themselves into the virtual world (similar to the original trailer of the HTC Vive [45]). This mixed-reality perspective enables spectators to see the game world and the player at the same time, and might thus enhance their experience. At the same time, this approach creates a mismatch between the spectator’s view and the player’s view. Consequently, the third-person perspective underlines the difference between player and spectator and shifts the focus of spectating from events in the game world to the player.

As both perspectives seem to have advantages and shortcomings, the question arises how spectators experience and evaluate the different views and which perspective is superior in certain contexts. To the current date, there is no other work investigating this open research question. While there are some related studies on the use of different user perspectives in VR environments [7, 15, 36, 40], these are not directly applicable to the experience of spectators.

## 3 ONLINE SURVEY

We conducted an online survey to assess spectators’ preferences and opinions on the different perspectives in VR game videos. More specifically, we compared the first-person perspective, which directly displays the in-game view of the player, with a mixed-reality third-person perspective, in which the player is captured and directly cut into the game world (see Figure 1). The goal of the study was to gain insights about the advantages and disadvantages of both approaches regarding different aspects of the viewing experience such as comprehensibility, entertainment, and involvement. Hence, our main research question is how spectators experience the two perspectives, which differences can be found, and which perspective is preferable in certain settings.

### 3.1 Selection of Three Exemplary VR Games

We decided to compare the two perspectives using different commercial VR games, as viewers’ preferences and experiences may also depend on certain characteristics of the game. Our game selection process was based on several criteria. First, the games should be popular and positively rated, to ensure that they provide an interesting experience and successfully make use of VR headsets. Second, the games had to support the software tool LIV [27], which enabled us to create the mixed reality third-person perspective. Finally, the games should represent different game genres, which feature different core mechanics and controls. Following these criteria, we reviewed the rankings of current VR games on the online gaming platform Steam [47] and analyzed viewer numbers on Twitch to
identify popular games. We chose three games that match all criteria: Beat Saber [2], Superhot VR [42], and Stand Out: VR Battle Royale [31] (hereafter abbreviated as Stand Out). All games had more than 25,000 peak viewers on Twitch and more than 1,000 mainly positive reviews on Steam, indicating their popularity.

Beat Saber is a music-based VR game. The player chooses a song and then swings two colored lightsabers to cut blocks of the same color, which represent the beats of the music and quickly approach the player (see Figure 2). Hence, the main focus of the game is on the quick gestural reaction of the player to the fast-paced blocks. There is a direct mapping between the player’s hand movement and the movement of the lightsabers in the game. Apart from single steps to the side to avoid an obstacle wall, there is no locomotion needed. As the blocks always approach on fixed paths in front of the player, the view orientation in Beat Saber is rather fixed. We chose this game due to its remarkably high popularity, and because in current Beat Saber streams, both perspectives we want to compare (first person and third person mixed reality) are commonly used.

In Superhot VR, the player has to complete short levels by destroying all enemies and dodging their attacks (see Figure 3). For this purpose, the player can use various objects lying around, such as pistols and bottles. The unique twist of this game is that time progresses only at the speed in which the player moves. That means, if the player moves slowly, the enemies also move slowly, and vice versa. This way, the player has to consider every movement, resulting in rather slow-paced gameplay. Though the player can move in room-scale, the enemies are then approaching quickly. So in most levels, there is not much locomotion happening, and the focus is on the opponents. However, enemies are approaching from different sides, so that the perspective is not fixed in contrast to Beat Saber.

Stand Out is a first-person shooter in which the player plays online against a large group of other players (see Figure 4). Following the battle royale principle, the goal is to be the last survivor on the island where the game takes place. To win, the player has to collect weapons and ammunition, shoot other players, and move across the island. The player can travel larger distances using the control stick. Hence, in contrast to the other two games, locomotion is very prevalent in Stand Out. Like in other first-person shooters, the gameplay is rather fast-paced in general. The focus of attention is very dynamic since the player has to react quickly in case of an attack.

All in all, the three games differ mainly concerning pace, focus, and locomotion. We assume that these characteristics can potentially influence the spectators’ experience in the two perspectives under investigation, as these provide different main focal points. For instance, quick game events might be more comprehensible for spectators if they see both the player and the game world in the third-person mixed-reality perspective. On the other hand, the first-person perspective might be more suitable for games with a dynamic focus and much locomotion. Therefore, we included all three games in both perspectives in our study to investigate potential differences.

### 3.2 Implementation of the Different Perspectives

Overall, there are several possibilities to compile a stream of a VR gaming session. We decided to compare two basic approaches which are commonly used by streamers and at the same time differ significantly regarding their main focal point: the first-person view and a mixed-reality third-person perspective. While some streamers also use a combination of different views by compiling picture-in-picture modes, we focus on the two main approaches, as we are particularly interested in how spectators evaluate the possibility to see the player integrated in the game world in the third-person view and the lack thereof in the first-person view.

As stated above, we recorded two gameplay videos for each of the three games: one with the first-person perspective and one with the third-person perspective. In all cases, the same player (male, 26 years old) played the game and all videos are about three minutes long.

The first-person view was simply a screen-recording of the game from the player’s point of view. To create the third-person mixed-reality views, we used the software LIV [27], which allows integrating a green screen recording of the player into the game world. We used an additional, static game camera to capture the game scene from behind the player (cf. Figures 2, 3, and 4). We also considered rotating the mixed-reality camera dynamically based on the player’s actions. While this approach is technically possible using LIV, it requires a far more sophisticated setup. Since a dynamic camera was not required to address our main research question and...
since we wanted to stick to the most commonly used techniques in the gaming community, we discarded this option. Instead, we tested different positions while implementing the third-person views to find an appropriate static camera position for each game.

LIV also enables to replace the real player by an avatar model, a feature used by some streamers, as well. However, such a third-party avatar is not visually matched to the game and, thus, introduces an additional source of interference. While the real player’s appearance also mismatches with the game world, a mixed-reality view best reveals the manipulations conducted by the player in the direct context of the game. For these reasons, we decided to not use a virtual avatar.

3.3 Study Plan and Survey Structure

We conducted a mixed design online study with the game shown in the videos as a between-subjects variable and the video perspective as a within-subjects variable. That means, each participant was randomly assigned to one game and watched both videos of that game. The order of the two perspectives was counterbalanced, as well, to avoid bias due to potential sequence effects.

The survey started with a short introduction, informing participants about the goal, procedure, and anonymity of the study. Then we asked for basic demographic data, including age, gender, and nationality. Additionally, we requested some information about participants’ familiarity with VR headsets and VR games, as well as their digital gaming and streaming habits.

As we were also interested in viewers’ general motivations to watch videos or streams of VR games, we compiled a list of possible motives based on the uses and gratification theory. More precisely, we derived our items from the work of Sjöblom et al. [39], who investigated the motivation of Twitch users. Although this motivational model does not explicitly refer to VR streaming content, we believe that the general types of motives of viewers are largely independent from the platform used by the streamer (including VR setups). Hence, we think the model includes all high-level motivations that are relevant in the context of our study. The question and the final list of answers can be found in Table 1. Participants were asked to select all reasons that apply (multiple answers were possible). We also included the option “None (I would not watch a video of a VR game)”, to be able to identify participants having no interest in the study’s topic.

Following this first, general part of the questionnaire, we asked participants to ensure that their speakers or headphones are active to be able to hear the sound of the videos and then showed them the first video. To control that the video was not forwarded or skipped, we measured the time participants spent with the video. This way, we were able to identify participants who skipped (parts of) the videos and label their data as invalid.

After the video, we administered the enjoyment subscale of the Intrinsic Motivation Inventory (IMI) [35] to assess how much participants enjoyed watching the video. To further investigate the viewing experience, we asked additional custom questions about the view and the comprehensibility of the video, as well as the perceived involvement. The full list of questions can be found in Table 2. Then the second video was shown, and again IMI and the custom questions were administered after that. Then, we asked whether participants knew or have played the game shown in the videos before, how much they like the game and how much they like the genre it belongs to in general. Finally, participants were asked which of the two perspectives they preferred. There was also the option to indicate that they did not have a preference. In a free-text form, we asked participants to give reasons for their decision. Moreover, participants could provide any additional notes.

Considering that we cannot completely control the setting and conditions under which participants take part in an online study, we increased the validity of the data by including sanity check questions. For this purpose, we asked the same question twice with reversed scales, to ensure that participants have read the question text and did not select random answers.

3.4 Recruitment and Sample

We were interested in the opinion of potential spectators of VR game videos and aimed at improving their viewing experience. Thus, we defined all persons who have at least some interest in VR technology and digital games as our target group, with no further restrictions regarding demographic data or prior experience with VR. We promoted the survey on different online channels, both in English and in German. That included several Reddit communities and Facebook groups related to the topics game streaming or VR
games. Moreover, we also used more general groups that are aimed at the recruitment of online survey participants.

In total, 316 participants completed the survey. Sixty-nine of these cases had to be excluded from the analysis because participants failed the sanity check questions or did not watch the videos completely. Moreover, we excluded 30 additional participants, who stated that they had no interest in VR games and would never view videos of such games voluntarily. Those participants do not match our target group. Hence, our final sample contains 217 participants.

The sample includes a wide variety of nationalities (27 different countries), with 63 German and 77 American participants being the majority. The mean age of participants was 28 (SD = 8.69), with a range from 16 to 64. Regarding gender, the sample included 125 male and 92 female participants. About three-quarters of all participants (N = 172) reported that they regularly played digital games. Many participants also had prior experience with VR games, with only 58 persons stating that they have not yet used a VR headset. Regarding the question how often they watched gaming videos/streams on average, most participants (N = 189) reported that they watched game streams at least once a month.

Concerning our three game subgroups, the distribution is a bit uneven: 89 participants viewed the videos of Superhot VR, 67 participants viewed Beat Saber, and 61 Stand Out. However, the distribution of age, gender, and nationality is comparable among the three groups. About two thirds of the participants in the Beat Saber group knew the game before (N = 44) and nearly half of the group had played the game themselves (N = 29). Superhot VR was known by half of the participants (N = 40) and 33 participants had played the game. Stand Out was less known by our participants, with only 13 persons being familiar with the game, of whom 8 had played it. Asked about how much they liked the game, participants in all three game groups rated the games slightly positive on average on a scale from 0 to 6 (Beat Saber: M = 4.19, SD = 1.79; Superhot VR: M = 3.53, SD = 2.07; Stand Out: M = 3.15, SD = 1.99). Similarly, participants stated to rather like the genre of the game they watched in general (Beat Saber: M = 4.39, SD = 1.65; Superhot VR: M = 3.73, SD = 2.17; Stand Out: M = 3.30, SD = 2.13).

4 RESULTS
In the first step of our data analysis, we have a look at participants’ general motivation to watch videos of VR games. After that, we address our main research question by comparing participants’ evaluations of both video perspectives and their preferences.

4.1 Motivation to Watch VR Game Videos
To examine participants’ general motivation to watch VR game videos, we analyzed their answers to the uses and gratifications question. Table 1 shows how often participants selected each reason to watch a VR game video. Whereas all different motivations received some votes, the distribution of votes indicates that affective and cognitive gratifications were most prevalent among our participants. The majority of participants would watch videos of VR games, if they seek information about the game (N = 113) or because they enjoy watching them and feel entertained (N = 119). Learning about game strategies was also mentioned often (N = 84). On the other hand, fewer participants see tension release, both in terms of distraction (N = 62) and relaxation (N = 46), as a motivation to watch videos of VR games. Finally, personal and social integrative motives were least prevalent (N = 24 and N = 26).

| Class of Gratification (based on Sjöblom et al. [39]) | Which of the following reasons could motivate you to watch a video where a player is playing a VR game? | Votes (N=217) |
|-----------------------------------------------------|--------------------------------------------------------------------------------------------------------|----------------|
| cognitive                                           | to inform me about the game or to get an impression of it (information seeking)                        | 113            |
| affective                                           | to learn new game strategies or how to master the game (learning game strategies)                       | 84             |
| personal integrative                                | because it is entertaining and/or exciting (enjoyment)                                                 | 119            |
| social integrative                                  | to be able to comment and have a say (recognition)                                                    | 24             |
| tension release                                     | in order not to feel alone (companionship)                                                            | 26             |
| tension release                                     | to distract me and pass the time (distraction)                                                        | 62             |
| tension release                                     | in order to relax (relaxation)                                                                        | 46             |

4.2 Evaluation of First- and Third-Person Perspectives
With regard to our main research question, we analyze how participants perceived both perspectives and which one they preferred.

Overall, the voting shows a recognizable preference for the first-person perspective: 134 of all 217 participants preferred the first-person perspective, whereas only 60 voted for the third-person perspective. Twenty-three participants stated that they have no favorite view. We performed Pearson chi-square tests to investigate if there are significant relations between the preferred perspective and certain characteristics of participants that might influence their vote, namely their gender, whether or not they were familiar with the game that was shown, and their general motivations to watch VR game videos. Regarding gender, vote distribution is very similar between male and female participants, and there is no significant correlation, χ²(2) = 2.31, p = .316. Participants’ familiarity with the game seems to have no effect on their voting, either, χ²(2) = 0.35, p = .839. To test the influence of different general motivational
aspects, we performed chi-square tests for each of the statements shown in Table 1. The results indicate that whether or not participants selected a particular motivation is not related to their preferred perspective, as no significant correlations could be found (all \( p > .348 \)).

As there might be differences with regard to the three games we tested, we further investigate participants’ preferences in the three subgroups for Beat Saber, Superhot VR, and Stand Out. Therefore, we split our data for the following analysis and report results for each game individually. Figure 5 shows participants’ preferred perspective in the three study conditions. In line with the overall result, the first-person perspective received most votes in all cases. However, there is a noticeable difference regarding the distribution of votes: whereas there is a clear preference for the first-person perspective in the Stand Out group (48 out of 61 participants) and the Superhot VR group (55 out of 89 participants), the votes in the Beat Saber group are almost evenly distributed with 31 participants preferring the first-person perspective and 27 participants preferring the third-person perspective. A chi-square test underlines that the game that was shown had a significant influence on the vote of the preferred perspective, \( \chi^2(4) = 14.48, p = .006 \), Cramer’s \( V = 0.183 \) (no expected cell frequencies were below 5). Though the effect size is only small (\( V < 0.3 \)), the result indicates that the two video perspectives were perceived differently in Beat Saber than in the other games.

To investigate the reasons why participants prefer one view to the other, we compared the viewing experiences between both perspectives and tested for significant differences. Table 2 shows all mean values for both perspectives in the three game conditions. For each game and each dimension of the viewing experience, we performed repeated measures analysis of variance (ANOVA) with perspective as a within-subjects variable and order of game views as a between-subjects factor to test for potential sequence effects. In the following, we report the results of these analyzes for each game. In the interest of better legibility, we only report on sequence effects if they are significant. If not mentioned, the analysis did not show a significant interaction effect between the experience dimension and the order of the two perspectives.

4.2.1 Beat Saber. In the Beat Saber group, most differences are not significant. Neither enjoyment nor any ratings of focus and clear view and comprehensibility were rated significantly different between the two perspectives (all \( p > .05 \)). In contrast, the two questions regarding the perceived involvement of the viewers show significant differences: in the first-person view, participants felt more like being part of the game \( (I_1), F(1, 65) = 6.06, p = .016 \), and like being in the virtual world \( (I_2), F(1, 65) = 9.04, p = .004 \).

4.2.2 Superhot VR. In the Superhot VR condition, the repeated measures ANOVA revealed more significant differences. In the first-person perspective, the ratings regarding having a good view of the game world \( (F_3) \) were higher than in the third-person perspective, \( F(1, 87) = 5.64, p = .020 \). Additionally, the feeling of missing important things \( (F_2) \) was significantly higher in the third-person perspective, \( F(1, 87) = 6.93, p = .010 \). In terms of comprehensibility, participants had the feeling of significantly better understanding what happened in the game \( (C_1), F(1, 87) = 7.47, p = .008 \), and how successful the player was \( (C_3), F(1, 87) = 7.93, p = .006 \), in the first-person perspective. Similar to the results in the Beat Saber group, both items regarding involvement \( (I_1 \text{ and } I_2) \) were rated significantly higher in the first-person perspective, \( F(1, 87) = 17.19, p = .001 \) \((I_1)\), and \( F(1, 87) = 15.91, p = .001 \) \((I_2)\). However, in the Superhot VR condition, there was also a significant interaction effect between the ratings for involvement and the order in which the two videos were watched, indicating sequence effects. The rating for being part of the game \( (I_1) \) was particularly high for the first-person perspective if participants had viewed the third-person perspective video beforehand \( (M = 3.64 \text{ compared to } M = 2.88), F(1, 87) = 6.27, p = .014 \). The same pattern becomes apparent for the item "I saw the virtual world as if I was there myself" \( (M = 3.98 \text{ compared to } M = 2.64), F(1, 87) = 13.40, p < .001 \). All other differences \( (IM_1, F_1, \text{ and } C_2) \) were not significant (all \( p > .05 \)).

4.2.3 Stand Out. In the Stand Out group, enjoyment \( (IM_1) \) was significantly higher in the first-person video, \( F(1, 59) = 13.68, p < .001 \). Moreover, participants gave significantly better ratings regarding focus and clear view in the first-person perspective; they better saw how the player interacted with game objects \( (F_1), F(1, 59) = 12.47, p = .001 \), and had a better view of the game world \( (F_3), F(1, 59) = 15.53, p < .001 \). At the same time, the feeling of missing important things was lower \( (F_2), F(1, 59) = 14.43, p < .001 \). The three items regarding comprehensibility were also rated significantly higher in the first-person perspective: participants better understood what happened in the game \( (C_1), F(1, 59) = 4.10, p = .047 \), what the player was doing \( (C_2), F(1, 59) = 6.98, p = .011 \), and how successful the player was \( (C_3), F(1, 59) = 16.60, p < .001 \). In line with the other two groups, involvement \( (I_1 \text{ and } I_2) \) was significantly higher in the first-person perspective: \( F(1, 59) = 16.39, p < .001 \) \((I_1)\), and \( F(1, 59) = 26.23, p < .001 \) \((I_2)\).
Table 2: Mean values and standard deviations ($M(\text{SD})$) of different aspects of the viewing experience in the three study conditions (games) Beat Saber, Superhot VR, and Stand Out, comparing the first-person and the third-person perspectives. Each item was rated on a 7-point scale ranging from 0 to 6. Significant differences between two perspectives are indicated in bold print.

|               | Beat Saber ($N=67$) | Superhot VR ($N=89$) | Stand Out ($N=61$) |
|---------------|---------------------|----------------------|-------------------|
|               | 1st person          | 3rd person           | 1st person        | 3rd person       | 1st person        | 3rd person       |
| **IMI**       |                     |                      |                   |
| Enjoyment     | 3.18 (1.47)         | 3.26 (1.44)          | 3.03 (1.70)       | 3.10 (1.64)      | 3.21 (1.52)       | 2.43 (1.73)      |
| **Focus and Clear View** |             |                      |                   |
| F1) I saw well how the player interacted with objects in the game world. | 4.24 (1.61) | 4.57 (1.46) | 4.28 (1.60) | 4.10 (1.62) | 4.54 (1.21) | 3.74 (1.70) |
| F2) While watching, I had the feeling of missing important things in the game because I couldn’t see them. | 2.58 (1.83) | 2.19 (1.78) | 2.31 (1.97) | 3.03 (2.07) | 2.70 (1.80) | 3.93 (1.89) |
| F3) I had a good view of the game world. | 4.15 (1.49) | 4.24 (1.46) | 4.18 (1.47) | 3.65 (1.72) | 4.14 (1.38) | 3.13 (1.94) |
| **Comprehensibility** |             |                      |                   |
| C1) I always understood what happened in the game. | 4.52 (1.58) | 4.75 (1.47) | 4.33 (1.43) | 3.80 (1.63) | 4.23 (1.33) | 3.64 (1.89) |
| C2) At any time I could comprehend what the player was doing in the VR world. | 3.93 (1.64) | 4.42 (1.63) | 4.17 (1.51) | 4.06 (1.74) | 4.44 (1.35) | 3.78 (1.75) |
| C3) I was able to understand how successful the player was in the game. | 4.33 (1.66) | 4.61 (1.59) | 4.37 (1.58) | 3.85 (1.70) | 4.10 (1.47) | 3.16 (1.91) |
| **Involvement** |             |                      |                   |
| I1) I felt like being part of the game. | 3.06 (1.88) | 2.46 (1.97) | 3.28 (1.85) | 2.35 (1.95) | 3.67 (1.88) | 2.54 (2.28) |
| I2) I saw the virtual world as if I was there myself. | 3.54 (1.99) | 2.70 (1.92) | 3.35 (1.85) | 2.44 (1.89) | 3.93 (1.83) | 2.59 (2.03) |

$p < .001$ (I2). Summarized, all aspects of the viewing experience differ significantly between the first- and the third-person perspective in the Stand Out group, with the first-person perspective being rated better in all cases.

4.3 Thematic Analysis: Reasons for Preferred Perspective

To gain further insight into the positive and negative qualities of the two perspectives, we performed a thematic analysis of the free text answers to the question of why participants prefer one perspective to the other. For this purpose, two researchers looked at all answers independently and sorted them by recurring topics. We followed a deductive approach based on the reflexive thematic analysis described by Braun and Clarke [3], with an additional check of inter-rater agreement. After the first round of clustering, both researchers compared their lists and discussed all differences. Based on the discussion, a final clustering was agreed upon.

We identified six clusters that describe reasons why participants preferred the first-person perspective, as shown in Table 3. Many participants ($N = 38$) highlighted a higher involvement perceived in the first-person perspective. They reported that this perspective made them feel like being part of the game or even being the player themselves. Besides, some participants ($N = 12$) pointed out that the focus was better in the first-person perspective because they were able to see the important things (such as enemies approaching). Participants also reported that the comprehensibility was higher, as they were better able to follow the game events ($N = 10$). In the third-person perspective, the player was perceived as an obstacle by some participants ($N = 10$), covering parts of the game and interfering with immersion. Apart from the higher involvement, some participants ($N = 8$) also emphasized that they prefer the first-person perspective because it is the “original game perspective”. This way, they experience how the game looks to the player and can better imagine how it would feel to play the game. Finally, some participants ($N = 7$) pointed out that the experienced realism was higher in the first-person perspective.
Table 3: Results of the thematic analysis with regard to reasons why participants preferred the first-person perspective. The middle column contains exemplary quotes of participants which were assigned to the topics. The right column shows the number of mentions, i.e. how many single answers of participants were assigned to the respective topic.

| Reasons to Prefer the First-Person Perspective | Examples | Mentions |
|-----------------------------------------------|----------|----------|
| Involvement                                   | I like the first-person perspective because it makes me feel like I’m playing the game, not someone else. It is more entertaining when I feel like I’m part of the game. | 38 |
| Focus                                         | It gives me the ability to see the important parts of the game as they happen, rather than being stuck facing one direction, missing details that are behind my point of view. | 12 |
| Comprehensibility                             | First person (in this game at least) lets viewers understand what the player is doing. | 10 |
| Obstructive Player in Third Person            | First person allows for better visibility without obstruction by the player. | 10 |
| Original Game Perspective                     | I don’t like the mixed reality view. I want to see exactly what the player sees. | 8 |
| Realism                                       | Because it looks more real to me. | 7 |

For the third-person perspective, we identified four categories of reasons to prefer it to the first-person perspective, as shown in Table 4. The most frequently mentioned reason was that participants (N = 19) liked to see the player and his movements. They reported that it was more interesting and entertaining to focus the player and to be able to observe the direct interaction between the player and the game’s environment. Related to seeing the player’s movement, some participants (N = 10) also highlighted that they gained a better understanding of how the game is played and how the interaction works. Hence, they stated that the comprehensibility was better in the third-person perspective. Besides, some participants (N = 6) preferred the third-person view, because they experienced some form of motion sickness in the first-person perspective. They reported that it was more comfortable to watch the game in third person. Finally, some participants (N = 4) preferred the third-person perspective, because they think that it enabled them to see more of the game world.

Part of the identified reasons to prefer one perspective to the other were mentioned comparably often in all three game groups. More precisely, participants in each group addressed the topics higher involvement, realism, and the original game perspective of the first-person perspective, as well as less motion sickness and a better view on the game world in the third-person perspective. In contrast, some topics were more prevalent for specific games. The better focus and the better comprehensibility of the first-person perspective were predominantly mentioned by participants who had watched the videos of Superhot VR: we counted focus eight times and comprehensibility six times in the Superhot VR condition, while both topics appeared only two times in each of the other two conditions. However, at this point we want to remind that the Superhot VR group was also bigger than the other two groups (N = 89 vs. 67 and 61), which might account for such differences.

In the Stand Out condition, participants complained more about the obstructive player in the third-person perspective (N = 8) than participants in the other two groups. Moreover, two reasons to prefer the third-person perspective—seeing the player’s movements and comprehensibility—were mentioned for both Beat Saber and Superhot VR, but not for the game Stand Out. Even though the Stand Out group was a bit smaller than the other two study groups, the difference is still noticeable.

5 DISCUSSION
We observed an overall preference for the first-person perspective in our study. However, we found significant differences between the three games. This result confirms our assumption that the choice of an appropriate perspective is dependent on the particular game. Moreover, the perceived benefits and shortcomings of both
Table 4: Results of the thematic analysis with regard to reasons why participants preferred the third-person perspective. The middle column contains exemplary quotes of participants which were assigned to the topics. The right column shows the number of mentions, i.e. how many single answers of participants were assigned to the respective topic.

| Reasons to Prefer the Third-Person Perspective | Examples                                                                 | Mentions |
|-----------------------------------------------|--------------------------------------------------------------------------|----------|
| **Player’s Movements**                        | *It was more interesting to see how the person was actually moving around and how it looked like he was actually in the game world.* | 19       |
| **Comprehensibility**                         | *It was easier to see what the player was doing in the game world.*      | 11       |
| **Motion Sickness in First Person**           | *Watching first person made me kind of dizzy so the third-person perspective was more interesting and more comfortable to watch.* | 6        |
| **View on Game World**                        | *The third-person perspective gave me a wider view of the world in which the game was taking place.* | 4        |

perspectives as reported by our participants indicate that personal preferences and the motivation of the viewer also play an important role.

5.1 Influence of Game Characteristics on Perspective Preferences

We received the most homogeneous feedback for the game *Stand Out*. Very few participants preferred the third-person perspective, and it also performed significantly worse regarding all measured aspects of the viewing experience, including overall enjoyment. Many participants mentioned a feeling of confusion and the impression of missing essential parts of the gameplay. Whereas viewers of the other two games rather appreciated seeing the player in action according to our thematic analysis, viewers of *Stand Out* experienced the player as obstructive in the third-person view. We assume that this issue is caused by a mismatch between the focus of the viewer in the third-person perspective, which lies on the player, and the location of the important game events: in *Stand Out*, the main actions—such as approaching enemies, the search for coverage or gun fights—are not centered around the player’s position, but evolve further away in the surrounding. A first-person perspective better matches this game characteristic and, thus, seems to be more appropriate for this kind of games.

For the game *Superhot VR*, the participants were able to perceive the player’s actions and interactions with objects in both views equally and preferences are less clearly distributed. In contrast to *Stand Out*, there is no significant difference in the IMI enjoyment subscale: both perspectives induced similar levels of enjoyment. Since entertainment was the most commonly mentioned motivator to watch VR game videos, we can assume that at least some participants preferred the third-person view in *Superhot VR* for enjoyment reasons. Nevertheless, many participants still disliked the third-person perspective due to the feeling of having a limited view and missing important game events. Comments of some participants point towards a possible explanation: these viewers explicitly stated problems with situations where the player reacted to opponents that were not visible on the screen. This issue seems similar to the problems reported for the third-person perspective in *Stand Out*. Yet, the problem is less prominent in *Superhot VR* and only applies to certain situations. In contrast to *Stand Out*, *Superhot VR* also contains important game events that are directly centered around the player, such as dodging attacks in slow-motion. Such events might account for the fact that still 27% of participants preferred the third-person perspective, which offers a good view on the player. We assume that a more dynamic third-person camera could reduce the issue of the limited view and increase approval of the third-person view to a certain extent.

The most inconclusive results are the ones for the game *Beat Saber*. In this case, our sample shows no clear preference for one perspective. Regarding the spectator experience, only involvement—measuring the feeling of being part of the game—was rated higher for the first-person view. All other subscales, namely enjoyment, comprehensibility, and seeing everything that is important, do not indicate any difference between the two perspectives. These results indicate that the third-person view seems to have advantages to this particular game and that the first-person alternative is not preferable in every case. *Beat Saber* seems to be more appropriate for the third-person perspective than both other games.

Considering the identical study conditions and similar audiences, the reasons for the measured differences between all three games have to reside within the particular game characteristics. Our results indicate that the focus on the player’s bodily interaction in the third-person perspective is more compelling for spectators of *Beat Saber* than for viewers of the other two games. In contrast
to Stand Out and Superhot VR, Beat Saber requires very fast and coordinated movements of the players. All relevant game events (approaching blocks and hits of the player) are tightly coupled to these movements both temporally and visually. Watching this type of experience is likely more interesting if the viewers can see the players and their movements, as they have an immediate effect on the gameplay. Spectators of the other two games might prefer the first-person perspective, because the player's bodily interaction looks less intriguing and, hence, a clear focus on the in-game events is more interesting.

In addition, the overall high pace of the players' movements in Beat Saber makes it hard for new viewers to understand and follow the gameplay. In this case, the third-person perspective could help the audience gain a better understanding of the game and its goals. For the other two games, it is more important to see the players' view and their interactions with the weaponry to understand the overall gameplay and the players' strategies.

Moreover, we assume that the fixed viewing direction of Beat Saber contributes to the success of the third-person view. During the game, the player's view is mostly fixed in one direction, which makes it easy to align the third-person camera with the main course of action. As a result, the viewers' impression of missing essential aspects is reduced. For comparison, Superhot VR features a more dynamic environment where enemies approach the player from multiple directions. Stand Out provides the most dynamic locomotion system that combines virtual motion and rotation with real movements. Additionally, it relies heavily on long travel distances.

In summary, we assume that the key difference between the three games is the visual coupling of the main game actions and the player's position and movement. In games like Beat Saber all relevant game events are centered directly around the player and, thus, emphasized by the third-person perspective. In games like Stand Out most events dynamically evolve in the wider surroundings. In the latter case, the first-person perspective is more appropriate, as it better guides the focus of the spectator towards the important game events.

Despite the discussed reasons that explain the usefulness of the third-person perspective for games like Beat Saber, a considerable number of our participants still favored the first-person view for this game. This preference hints towards certain desires of the spectators—such as experiencing the game from the player's view—that require a first-person perspective and are less linked to characteristics of the game. This finding is especially interesting considering that using a mixed-reality third-person view is a widespread approach in current Beat Saber videos and streams.

Whereas we could not identify significant correlations between participants' general motives and the perspective they preferred, our thematic analysis of participants' reasons to prefer a certain perspective further helps to understand the perceived strengths and weaknesses of both views. The first-person view is preferred by spectators who want to feel like they are playing the game themselves and who want to see "through the player's eyes". Some participants explicitly mentioned a "preference for the original perspective". An increased involvement was the most prevalent reason of our participants to prefer the first-person perspective. This finding of the thematic analysis is underlined by our questions concerning the feeling of "being part of the game". For all three games, participants felt significantly more as a part of the game in the first-person view. Hence, the first-person perspective better fosters immersive experiences of spectators than the third-person view.

On the downside, some participants indicated that "seeing through the player's eyes" made them dizzy and motion sick. In these cases, participants preferred the third-person view, which seems to be less prone to motion sickness.

Interestingly, a better "comprehensibility" is mentioned as an perceived advantage for both views. Participants disagreed which perspective provides a better understanding. This feedback might be the result of the different foci of both perspectives: In the first-person perspective, viewers experience the game exactly how it would look like playing it. Hence, some participants might have the feeling that this view provides a better overall impression of the game. In the third-person view, the spectators see the player's movements and the resulting actions in the virtual environment. They might feel that this matching between manipulations and effects provides a better understanding. In this case, the focus does not lie on the original perspective and game events, but on the player and their interaction with the game.

We can summarize the feedback of our participants into three main perceived advantages of the third-person perspective: (1) providing an entertaining experience by showing the player in action, (2) giving a good impression of the VR experience by revealing the player's full-body movements and the relation between the player's manipulations and effects in the game world, and (3) avoiding motion sickness. Consequently, the mixed-reality third-person approach is particularly promising for games in which the player performs interesting, distinctive movements in real life.

However, the overall preference for the first-person view and the aforementioned concerns demonstrate that the third-person perspective introduces challenges that need to be taken into account. It is essential that the spectator's view is not noticeably limited: spectators must not feel that they miss important events due to a static third-person view or that the player's body might cover significant parts of the environment. Besides the higher immersive experience, these were the most prevalent reasons speaking in favor of the first-person alternative. Hence, the chosen point of view in the third-person perspective must be considered carefully. Especially in the case of dynamic viewing directions, content creators should consider integrating more dynamic solutions, such as aligning the third-person camera with the player's head rotations.

5.2 Subliming the Perceived Strengths and Weaknesses of Both Perspectives

Our analysis of the three VR games has shown that certain game characteristics seem to influence the suitability of the two different streaming perspectives. However, we also consider spectators' personal preferences and motives to be a relevant factor. The UG results revealed two primary motivators of our participants for watching VR game videos: entertainment and information seeking. This finding fits the most frequently mentioned reasons for choosing one perspective over the other: involvement and comprehensibility.
5.3 Limitations and Future Work

Our work presents the first step towards a better understanding of the preferences and experiences of VR game spectators with regard to the streaming perspective. While the study provides valuable insights, there are also some limitations leading to the need for further research.

First of all, we point out that our choice of games does not represent the full VR gaming landscape. Hence, our results are limited to comparable game content. We will consider other genres (e.g., RPGs like *Asgard’s Wrath* [37]) in the future to see which features of the two perspectives become particularly prevalent in other scenarios. Furthermore, our study does not take into account other common streaming approaches that integrate the player into the stream in other ways, such as picture-in-picture modes. While this is a limitation of our current work and should be considered in the future, our focus on the comparison of the first-person and the third-person perspectives promotes our understanding of spectator’s basic preferences and desires.

Another limitation concerns the concrete implementation of the third-person perspective used in our study, in particular regarding the game *Superhot* VR. As already explained in Section 3.2, the static mixed-reality approach is just one possibility to create a third-person view. Other possibilities include the use of a dynamic camera and the replacement of the real player footage by a virtually created avatar. Some of the perceived shortcomings of the third-person view might trail off when using a different method, in particular a dynamic camera. For instance, the missing focus on current game events or the occlusion of relevant game objects can be reduced by automatically adapting the camera to the player’s viewing direction or by enabling spectators to control the viewing angle. While we are convinced that our choice of a static mixed-reality view is appropriate to investigate basic differences between a focus on the game (first-person) and a focus on the player (third-person), future studies with alternative implementations such as using a dynamic camera or a virtual avatar should complement and refine the findings.

Our design decisions regarding the concrete positions of the static third-person viewpoint in the three games (i.e., the position of the spectator’s camera) might have influenced the viewing experience, as well. During the design process, we experienced that some positions are better suited than others, though no position seems to be optimal in every game situation, because a static view does not adapt during the course of the game. Hence, we informally tested different positions while implementing the third-person views to find an appropriate position for each game.

Another important constituent of the third-person perspective is the player’s persona. We used the same player in all our videos to preserve comparability. Nevertheless, the specific choice introduces possible effects arising from participants’ personal preferences regarding gender or appearance of the player. Hence, future studies should include other types of players to investigate potential impacts. Furthermore, preferences may change if the viewers have some kind of relationship with the content producer, for instance, if the player is their favorite streamer. One participant explicitly stated: “If it’s my usual go-to streamer on Twitch, then I would probably like the third-person perspective better because it’d be funnier.”

In such cases, the focus of interest is more on the player and less on the game, which is much better supported by a mixed-reality perspective.

Previous research also indicates that the social interaction between the player and the audience can be an important motivator for spectators to follow game streamers [18, 39]. Particularly in a live streaming context, viewers’ social motives become more prevalent, as they have the possibility to interact with the streamer or other viewers while the action takes place. In our study, we presented prerecorded videos and decided to not include social features (i.e., the player did not speak to the audience) to reduce the potential interference effects caused by our specific player. This approach increased the controllability of the study procedure, but limits the direct transferability of our results to live streaming. We assume that the pros and cons of the different perspectives found in our study also apply to live streaming contexts and that our results can also inform live streaming design choices. For instance, streamers using a first-person perspective can further increase comprehensibility by verbally describing which movements they are performing (because these are not visible to the audience).

However, our study does not provide direct indications on how the different perspectives support or interfere with the viewers’ need for social interaction. It might become more important to see the player, as visual cues are a central aspect in human communication. On the other hand, a first-person view might provide a closer connection to the player, because this perspective fosters a shared focus and attentional allocation. Future research is needed to test such assumptions. Hence, as a complement to our current work, we recommend the conduct of in-the-wild studies on streaming platforms with actual streamers and their audiences to capture this important social aspect with regard to the preferences of different perspectives. This would also enable a more sophisticated investigation of the correlations between spectators’ motives to watch a certain VR game stream and their preferred view.

Another interesting direction for future research in the area of VR spectatorship would be to investigate the experience of spectating VR game streams using HMDs. If the viewer is equipped with an immersive HMD, there are different possibilities to present VR content and the viewing experience will probably differ from 2D displays.

6 CONCLUSION

Delivering the highly immersive experience of VR games to a broad audience via common 2D video streams is a challenge for VR content providers, such as streamers, advertisers, and game developers. This work offers support by giving advice on the choice of an appropriate spectator perspective to foster a positive viewing experience.

Based on our study results, we identified two key factors that need to be considered when deciding between a first-person and a mixed-reality third-person perspective: first, the characteristics of the game, in particular the location of game events in relation to the player’s position; and second, the motives and expectations of the audience. While the first-person perspective puts the focus on the game and resembles the player’s view, the mixed-reality third-person perspective shifts the focus to the player and the player-game interaction. For games in which most game events
evolve directly around the player, the third-person perspective provides viewers with unique insights by revealing the player’s real movements and their effects in the game world. This positive effect of the third-person perspective particularly applies to games that require the player to perform interesting, distinctive movements. In contrast, if the main game action is distributed over the game environment and not centered around the player, a first-person perspective is more appropriate due to its immersive quality and a clear focus on relevant game events.

Apart from the game characteristics, content providers also should consider their audience. If spectators are supposed to be mainly interested in gaining an impression of the game and less in the player’s persona, the first-person view provides the desired information better than the third-person perspective. On the other hand, if spectators have a keen interest in a specific streamer, their preference might be biased towards a third-person view, which highlights this person.

This work presents the first step towards a comprehensive VR streaming guideline. As discussed above, there are some limitations and follow-up studies with more VR games and different settings are needed to extend our current knowledge. In particular, other implementations of the third-person perspective, for instance with a dynamic camera, need to be investigated to test our hypothesis about the importance of player centrality and visual coupling.

Our work paves the way for further research on the spectators’ experiences and expectations in the context of VR content. In the long term, understanding how different perspectives contribute to different demands of VR spectators will foster informed design decisions in diverse application areas such as game streaming, VR training and mixed-reality multi-user scenarios.
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