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Abstract

Many large scale problems in computational fluid dynamics such as uncertainty quantification, Bayesian inversion, data assimilation and PDE constrained optimization are considered very challenging computationally as they require a large number of expensive (forward) numerical solutions of the corresponding PDEs. We propose a machine learning algorithm, based on deep artificial neural networks, that learns the underlying input parameters to observable map from a few training samples (computed realizations of this map). By a judicious combination of theoretical arguments and empirical observations, we find suitable network architectures and training hyperparameters that result in robust and efficient neural network approximations of the parameters to observable map. Numerical experiments for realistic high dimensional test problems, demonstrate that even with approximately 100 training samples, the resulting neural networks have a prediction error of less than one to two percent, at a computational cost which is several orders of magnitude lower than the cost of the underlying PDE solver.

Moreover, we combine the proposed deep learning algorithm with Monte Carlo (MC) and Quasi-Monte Carlo (QMC) methods to efficiently compute uncertainty propagation for nonlinear PDEs. Under the assumption that the underlying neural networks generalize well, we prove that the deep learning MC and QMC algorithms are guaranteed to be faster than the baseline (quasi-) Monte Carlo methods. Numerical experiments demonstrating one to two orders of magnitude speed up over baseline QMC and MC algorithms, for the intricate problem of computing probability distributions of the observable, are also presented.

1 Introduction

Many interesting fluid flows are modeled by so-called convection-diffusion equations [27] i.e, nonlinear partial differential equations (PDEs) of the generic form,

$$\frac{\partial U}{\partial t} + \text{div}_x(F(U)) = \nu \text{div}_x(D(U)\nabla_x U), \quad (x,t) \in D \subset \mathbb{R}^d_x \times \mathbb{R}^+_t,$$

(1.1)

with $U \in \mathbb{R}^m$ denoting the vector of unknowns, $F = (F_i)_{1 \leq i \leq d_s}$ the flux vector, $D = (D_{ij})_{1 \leq i,j \leq d_s}$ the diffusion matrix and $\nu$ a small scale parameter representing kinematic viscosity.

Prototypical examples for (1.1) include the compressible Euler equations of gas dynamics, shallow water equations of oceanography and the magnetohydrodynamics (MHD) equations of plasma physics. These PDEs are hyperbolic systems of conservation laws i.e, special cases of (1.1) with $\nu = 0$ and with the flux Jacobian $\partial_t(F \cdot n)$ having real eigenvalues for all normal vectors $n$. Another important example for (1.1) is provided by the incompressible Navier-Stokes equations, where $0 < \nu << 1$ and the flux function is non-local on account of the divergence-free constraint on the velocity field.

It is well known that solutions to convection-diffusion equations (1.1) can be very complicated. These solutions might include singularities such as shock waves and contact discontinuities in the case of hyperbolic systems of conservation laws. For small values of $\nu$, these solutions can be generically unstable, even turbulent, and contain structures with a large range of spatio-temporal scales [27].
Numerical schemes play a key role in the study of fluid flows and a large variety of robust and efficient numerical methods have been designed to approximate them. These include (conservative) finite difference [29], finite volume [19, 22], discontinuous Galerkin (DG) finite element [22] and spectral (viscosity) methods [47]. These methods have been extremely successful in practice and are widely used in science and engineering today.

The exponential increase in computational power in the last decades provides us with the opportunity to solve very challenging large scale problems in computational fluid dynamics, such as uncertainty quantification (UQ) [4, 17], (Bayesian) inverse problems [45] and real-time optimal control, design and PDE constrained (shape) optimization [6, 48]. In such problems, one is not always interested in computing the whole solution field $U$ of (1.1). Rather and in analogy with experimental measurements, one is interested in computing the so-called observables (functionals or quantities of interest) for the solution $U$ of (1.1). These can be expressed in the generic form,

$$L(U) = \int_{D \times \mathbb{R}_+} \psi(x,t) g(U(x,t)) dx dt.$$  \hspace{1cm} (1.2)

Here $\psi : D \times \mathbb{R}_+ \rightarrow \mathbb{R}$ and $g : \mathbb{R}^m \rightarrow \mathbb{R}$ are suitable test functions. Prototypical examples of such observables (functionals) are provided by body forces, such as the lift and drag in aerodynamic simulations, and by the runup height (at certain probe points) in simulations of tsunamis.

Moreover in practice, one is interested not just in a single value, but rather in the statistics of such observables. Typical statistical quantities of interest are the mean, variance, higher-moments and probability density functions (pdfs) of the observable (1.2). Such statistical quantities quantify uncertainty in the solution, propagated from possible uncertainty in the underlying inputs i.e. fluxes, diffusion coefficients, initial and boundary data. They might also stem from the presence of a statistical spread in design parameters such as those describing the geometry of the computational domain. It is customary to represent the resulting solution field as $U = U(y)$, with $y \in Y \subset \mathbb{R}^d$, a possibly very high dimensional parameter space. Thus, the goal of many CFD simulations is to compute (statistics of) the so-called parameters to observable map $y \mapsto L(U(y))$.

Calculating a single realization of this parameters to observable map might require a very expensive forward solve of (1.1) with a CFD solver and a quadrature to calculate (1.2). However, in UQ, Bayesian inversion or optimal design and control, one needs to evaluate a large number of instances of this map, necessitating a very high computational cost, even on state of the art HPC systems. As a concrete example, we consider a rather simple yet prototypical situation. We are interested in computing statistics of body forces such as lift and drag for a model two-dimensional RAE2822 airfoil [23] (see figure 17). A single forward solve of the underlying compressible Euler equations on this airfoil geometry on a mesh of high resolution (see figure 18), with a state of the art high-resolution finite volume solver [40], takes approximately 7 wall-clock hours on a HPC cluster (see table 13). This cost scales up in three space dimensions proportionately. However, a typical UQ problem such as Bayesian inversion with a state of the art MCMC algorithm, for instance the Random walk Metropolis-Hastings algorithm [45], might need up to $10^5 \sim 10^6$ such realizations, rendering even a two-dimensional Bayesian inversion infeasible! This examples illustrates the fact that the high-computational cost of the parameters to observable map makes problems such as forward UQ, Bayesian inversion, and optimal control and design very challenging.

Although approaches such as model order reduction [49] have been developed to provide faster surrogates for the parameters to observable map, it is well known that such surrogates or reduced models are not stable or efficient enough for complex problems with shocks and/or turbulence, to be much practical utility. Hence, we clearly need alternative methods which allow ultrafast (several order of magnitude faster than state of the art) computations of the underlying parameters to observable map.

Machine learning, in the form of artificial neural networks (ANNs), has become extremely popular in computer science in recent years. This term is applied to methods that aim to approximate functions with layers of units (neurons), connected by (affine) linear operations between units and nonlinear activations within units, [18] and references therein. Deep learning, i.e an artificial neural network with a large number of intermediate (hidden) layers has proven extremely successful at diverse tasks, for instance in image processing, computer vision, text and speech recognition, game intelligence and more recently in protein folding [14], see [28] and references therein for more applications of deep learning. A key element in deep learning is the training of tunable parameters in the underlying neural network by
(approximately) minimizing suitable loss functions. The resulting (non-convex) optimization problem, on a very high dimensional underlying space, is customarily solved with variants of the stochastic gradient descent method [42].

Deep learning is being increasingly used in the context of numerical solution of partial differential equations. Given that neural networks are very powerful universal function approximators [9, 24, 3, 33, 51], it is natural to consider the space of neural networks as an ansatz space for approximating solutions of PDEs. First proposed in [26] on an underlying collocation approach, it has been successfully used recently in different contexts in [37, 38, 32, 11, 12, 21] and references therein. Given spatial and temporal locations as inputs, the (deep) neural networks, proposed by these authors, approximate the solution of the underlying PDE, by outputting function values. This approach appears to work quite well for problems with high regularity (smoothness) of the underlying solutions (see [43, 21]) and/or if the solution of the underlying PDE possesses a representation formula in terms of integrals [12, 21]. However, solutions of PDEs modeling fluid flows such as (1.1) are not quite regular, due to the presence of shocks or sharp gradients, nor can they be represented in terms of integral solution formulas. Hence it is unclear if complicated solutions of (1.1), realized as functions of space and time, can be efficiently learned by deep neural networks [46].

Several papers applying deep learning techniques in the context of CFD advocate embedding deep learning modules within existing CFD codes to increase their efficiency. As examples, one can consider solving the elliptic equations in a divergence projection step in incompressible flows [46] or learning troubled cell indicators within an RKDG code for applying limiters [39] or recasting finite difference (volume) schemes as neural networks and training the underlying parameters to improve accuracy on coarse grids [31].

In this paper, we adopt a different approach and propose to use deep neural networks to learn the input parameters to observable map. Our algorithm will be based on fully connected networks (multi-layer perceptrons) which output values of the observable (1.2) for different input parameters \( y \in Y \subset \mathbb{R}^d \) with \( d >> 1 \). The network will be trained on data, generated from a few, say \( O(100) \), samples i.e., realizations of (1.2) with expensive CFD solvers. Suitable loss functions need to be defined and minimized with a stochastic gradient descent method.

However, the task of designing deep neural networks that will approximate the parameters to observable map with reasonable accuracy is far from straightforward on account of the following issues,

- All available approximation results for deep neural networks stipulate that approximating a function to an error of size \( \varepsilon \) in any \( L^p \) norm, requires a network of size (number of free parameters) \( O\left(\varepsilon^{-\frac{1}{s}}\right) \), with \( s \) denoting the Sobolev regularity of the underlying map. In other words, these estimates require bounds on the \( s \)-th derivative of the underlying function, see [51, 5, 36] and references therein. However, such bounds are too prohibitive for typical parameters to observable maps encountered in CFD. As explained in section 2.3, it is unreasonable to expect bounds on derivatives of this map beyond the first derivative, on account of the presence of shocks and/or turbulence. Even first derivative bounds are not necessarily available. Thus in this context, approximation theory suggests networks of unrealistically large sizes even for problems with moderate dimensional input parameter spaces.

- One can rightly argue that approximation theory bounds for neural networks are not relevant for us as we train our networks, with the stochastic gradient method, on available data. Rather, the relevant quantitative measure is the so-called generalization error (see section 2.3), that measures the error with trained networks on unseen data. The best available bounds on generalization error scale as \( O\left(\sqrt{\frac{L}{M}}\right) \), with \( M \) being the number of training samples. The numerator \( U \) is usually bounded above by the so-called Vapnik-Chervonenkis (VC) dimension or Rademacher complexity [44]. Unfortunately, these bounds are rather pessimistic in practice and grossly overestimate the generalization error, [2] and references therein. In fact, the number of tunable parameters in the neural network is considered to be a more tight upper bound for \( U \) than these measures [2]. Even if we assume that \( U \sim O(1) \), to achieve an accuracy of one percent relative error, requires \( O\left(10^6\right) \) samples. This is way more than the \( O(100) \) high resolution samples that we can compute in practice,
at least for three space dimensions. Thus, we are in a relatively data poor regime in CFD, which is
in stark contrast to the big data applications that machine learning excels in.

Hence, it is quite challenging to find deep neural networks that can accurately approximate maps of low
Sobolev regularity in a data poor regime. Moreover, there are several hyperparameters that need to be
specified in this framework, for instance size of the networks (number of layers, width of each layer),
choice of which variant of the stochastic gradient algorithm that one uses, choice of loss functions and
regularizations thereof, which data points to sample from, etc. A priori, results with neural networks
can be sensitive to these choices. We propose an ensemble training procedure to search the hyperpara-
meter space systematically and identify network architectures that are efficient in our context. By a
combination of theoretical considerations and rigorous empirical experimentation, we provide a recipe
for finding appropriate deep neural networks to compute the parameters to observable map i.e., those
network architectures which ensure a low generalization error, even for relatively few training samples.

A second aim of this paper is to apply these trained deep neural networks in context of uncertainty
propagation (forward UQ). We will combine the proposed deep neural networks together with Monte Carlo
and Quasi-Monte Carlo statistical sampling procedures to compute statistical quantities of interest for
observables in CFD. In particular, we will be interested in computing probability distributions (measures)
of the observable and demonstrate that combining deep learning with (quasi)-Monte Carlo is significantly
more efficient than baseline algorithms.

The rest of the paper is organized as follows: the deep learning algorithm is presented in section 2. The
deep learning (Quasi-)Monte Carlo algorithm for forward UQ is presented in section 3 and some details
for the implementation of both sets of algorithms are provided in section 4. In section 5, we present
numerical experiments illustrating the proposed algorithms and the results of the paper are summarized
and discussed in section 6.

2 Deep learning algorithm

2.1 The problem

We consider the following very general form of a parameterized convection-diffusion equation,

\[ \partial_t U(t, x, y) + \text{div}_x (F(y, U)) = \nu \text{div}_x (D(y, U) \nabla_x U), \quad \forall \,(t, x, y) \in [0, T] \times D(y) \times Y, \]
\[ U(0, x, y) = \bar{U}(x, y), \quad \forall \,(x, y) \in D(y) \times Y, \]
\[ L_b U(t, x, y) = b(t, x, y), \quad \forall \,(t, x, y) \in [0, T] \times D(y) \times Y \]

(2.1)

Here, \( Y \) is the parameter space and without loss of generality, we assume it to be \( Y = [0, 1]^d \), for some
\( d \in \mathbb{N} \).

The spatial domain is labeled as \( y \rightarrow D(y) \subset \mathbb{R}^d \) and \( U : [0, T] \times D \times Y \rightarrow \mathbb{R}^m \) is the vector of
unknowns. The flux vector is denoted as \( F = (F_i)_{1 \leq i \leq d} : \mathbb{R}^m \times Y \rightarrow \mathbb{R}^m \) and \( D = (D_{ij})_{1 \leq i, j \leq d} : \mathbb{R}^m \rightarrow \mathbb{R}^m \)
is the diffusion matrix.

The operator \( L_b \) is a boundary operator that imposes boundary conditions for the PDE, for instance
the no-slip boundary condition for incompressible Navier-Stokes equations or characteristic boundary
conditions for hyperbolic systems of conservation laws. Additional conditions such as hyperbolicity for
the flux function \( F \) and positive-definiteness of the diffusion matrix \( D \) might also be imposed, depending
on the specific problem that is being considered.

We remark that the parameterized PDE (2.1) will arise in the context of (both forward and inverse)
UQ, when the underlying convection-diffusion equation (1.1) contains uncertainties in the domain, the
flux and diffusion coefficients and in the initial and boundary data. This input uncertainty propagates
into the solution. Following [4] and references therein, it is customary to model such random inputs and
the resulting solution uncertainties by random fields. Consequently, one can parameterize the probability
space on which the random field is defined in terms of a parameter space \( Y \subset \mathbb{R}^d \), for instance by expressing
random fields in terms of (truncated) Karhunen-Loeve expansions. By normalizing the resulting random
variables, one may assume \( Y = [0, 1]^d \), with possibly a large value of the parameter dimension \( d \). Moreover,
there exists a measure, \( \mu \in \text{Prob}(Y) \), with respect to which the data from the underlying parameter space
is drawn.
We point out that the above framework is also relevant in problems of optimal control, design and PDE constrained optimization. In these problems, the parameter space $Y$ represents the set of design or control parameters.

For the parameterized PDE (2.1), we aim to compute observables of the following general form,

$$L_g(y, U) := \int_0^T \int_{D_y} \psi(x, t) g(U(t, x, y)) dx dt, \quad \text{for } \mu \text{ a.e } y \in Y. \quad (2.2)$$

Here, $\psi \in L^1_{\text{loc}}(D_y \times (0, T))$ is a test function and $g \in C^s(\mathbb{R}^m)$, for $s \geq 1$. Most interesting observables encountered in experiments, such as the lift and the drag, can be cast in this general form.

For fixed functions $\psi, g$, we also define the parameters to observable map:

$$L : y \in Y \rightarrow L_g(y, U), \quad (2.3)$$

with $L_g$ being defined by (2.2).

We also assume that there exist suitable numerical schemes for approximating the convection-diffusion equation (2.1) for every parameter vector $y \in Y$. These schemes could be of the finite difference, finite volume, DG or spectral type, depending on the problem and on the baseline CFD code. Hence for any mesh parameter (grid size, time step) $\Delta$, we are assuming that for any parameter vector $y \in Y$, a high-resolution approximate solution $U^\Delta(y) \approx U(y)$ is available. Hence, there exists an approximation to the input to observable map $L$ of the form,

$$L : y \in Y \rightarrow L^\Delta(y) = L_g(y, U^\Delta), \quad (2.4)$$

with the integrals in (2.2) being approximated to high accuracy by quadratures. Therefore, the original input parameters to observable map $L$ is approximated by $L^\Delta$ to very high accuracy i.e, for every value of a tolerance $\varepsilon > 0$, there exists a $\Delta << 1$, such that

$$\|L(y) - L^\Delta(y)\|_{L^p(\mu)} < \varepsilon, \quad (2.5)$$

for some $1 \leq p \leq \infty$ and weighted norm,

$$\|f\|_{L^p(\mu)} := \left( \int_Y |f(y)|^p d\mu(y) \right)^{\frac{1}{p}},$$

for $1 \leq p < \infty$. The $L^\infty_\mu$ norm is analogously defined.

### 2.2 Deep learning the parameters to observable map

As stated earlier, it can be very expensive to compute the map $L^\Delta(y)$ for each single realization, $y \in Y$, as a high-resolution CFD solver, possibly entailing a very large number of degrees of freedom, needs to be used. We propose instead, to learn this map by deep neural networks. This process entails the following steps,

#### 2.2.1 Training set.

As is customary in supervised learning [18] and references therein, we need to generate or obtain data to train the network. To this end, we select a set of parameters $S = \{y_i\}_{1 \leq i \leq N}$, with each $y_i \in Y$. The points in $S$ can be chosen as,

(i.) randomly from $Y$, independently and identically distributed with the underlying probability distribution $\mu$.

(ii.) from a suitable set of quadrature points in $Y$, for instance the so-called low discrepancy sequences that arise in Quasi-Monte Carlo (QMC) quadrature algorithms [8]. Examples of such sequences include Sobol or Halton QMC quadrature points [8].
We emphasize that the generation of QMC points is very cheap, particularly for Sobol or Halton sequences. Moreover, these points are better spread out over the parameter space than a random selection of points and might provide more detailed information about it [8]. Hence, a priori QMC points might be a better choice for sampling the data. One can also replace QMC points with other hierarchical algorithms such as nodes of sparse grids (Smolyak quadrature points) [7] to form the set $\delta$.

Once the training parameter set $\delta$ is chosen, we perform a set of high-resolution CFD simulations to obtain $L^\delta(y)$, for all $y \in \delta$. As each high-resolution CFD simulation could be very expensive, we will require that $N = \#(\delta)$ will not be very large. It will typically be of at most $O(100)$.

![Figure 1: An illustration of a (fully connected) deep neural network. The red neurons represent the inputs to the network and the blue neurons denote the output layer. They are connected by hidden layers with yellow neurons. Each hidden unit (neuron) is connected by affine linear maps between units in different layers and then with nonlinear (scalar) activation functions within units.](image)

### 2.2.2 Neural network.

Given an input vector, a feedforward neural network (also termed as a multi-layer perceptron), shown in figure 1, consists of layer of units (neurons) which compose of either affine-linear maps between units (in successive layers) or scalar non-linear activation functions within units, culminating in an output [18]. In our framework, for any input vector $z \in Y$, we represent an artificial neural network as,

$$L_\theta(z) = C_K \circ \sigma \circ C_{K-1} \cdots \cdots \circ \sigma \circ C_2 \circ \sigma \circ C_1(z).$$

(2.6)

Here, $\circ$ refers to the composition of functions and $\sigma$ is a scalar (non-linear) activation function. A large variety of activation functions have been considered in the machine learning literature [18]. A very popular choice is the ReLU function,

$$\sigma(z) = \max(z, 0).$$

(2.7)

When, $z \in R^p$ for some $p > 1$, then the output of the ReLU function in (2.7) is evaluated componentwise. Moreover, for any $1 \leq k \leq K$, we define

$$C_k z_k = W_k z_k + b_k, \text{ for } W_k \in R^{d_k \times d_{k-1}}, z_k \in R^{d_k}, b_k \in R^{d_{k-1}}.$$ 

(2.8)

For consistency of notation, we set $d_1 = d$ and $d_K = 1$.

Thus in the terminology of machine learning (see also figure 1), our neural network (2.6) consists of an input layer, an output layer and $(K - 1)$ hidden layers for some $1 < K \in \mathbb{N}$. The $k$-th hidden layer (with $d_k$ neurons) is given an input vector $z_k \in R^{d_k}$ and transforms it first by an affine linear map $C_k$ (2.8) and then by a ReLU (or another) nonlinear (component wise) activation $\sigma$ (2.7). Although the neural network consists of composition of very elementary functions, its complexity and ability to learn very general functions arises from the interactions between large number of hidden layers [18].

A straightforward addition shows that our network contains $d + 1 + \sum_{k=2}^{K-1} d_k$ neurons. We denote,

$$\theta = \{W_k, b_k\}, \theta_W = \{W_k\} \quad \forall \ 1 \leq k \leq K,$$

(2.9)
to be the concatenated set of (tunable) weights for our network. It is straightforward to check that \( \theta \in \Theta \subset \mathbb{R}^M \) with
\[
M = \sum_{k=1}^{K-1} (d_k + 1)d_{k+1}.
\]
(2.10)

Thus, depending on the dimensions of the input parameter vector and the number (depth) and size (width) of the hidden layers, our proposed neural network can contain a large number of weights. Moreover, the neural network explicitly depends on the choice of the weight vector \( \theta \), justifying the notation in (2.6).

Although a variety of network architectures, such as convolutional neural networks or recurrent neural networks, have been proposed in the machine learning literature, [18] and references therein, we will restrict ourselves to fully connected architectures i.e, we do not a priori assume any sparsity structure for our set \( \Theta \).

### 2.2.3 Loss functions and optimization.

For any \( y \in S \), we have already evaluated \( L^A(y) \) from the high-resolution CFD simulation. One can readily compute the output of the neural network \( L^\theta(y) \) for any weight vector \( \theta \in \Theta \). We define the so-called loss function or mismatch function, as
\[
J(\theta) := \sum_{y \in S} |L^A(y) - L^\theta(y)|^p,
\]
for some \( 1 \leq p < \infty \).

The goal of the training process in machine learning is to find the weight vector \( \theta \in \Theta \), for which the loss function (2.11) is minimized. The resulting optimization (minimization) problem might lead to searching a minimum of a non-convex loss function. So, it is not uncommon in machine learning [18] to regularize the minimization problem i.e we seek to find,
\[
\theta^* = \arg \min_{\theta \in \Theta} (J(\theta) + \lambda \mathcal{R}(\theta)).
\]
(2.12)

Here, \( \mathcal{R} : \Theta \mapsto \mathbb{R} \) is a regularization (penalization) term. A popular choice is to set \( \mathcal{R}(\theta) = \|\theta_W\|^q_q \) for either \( q = 1 \) (to induce sparsity) or \( q = 2 \). The parameter \( 0 < \lambda << 1 \) balances the regularization term with actual loss \( J \).

The above minimization problem amounts to finding a minimum of a possibly non-convex function over a subset of \( \mathbb{R}^M \) for very large \( M \). We can approximate the solutions to this minimization problem iteratively, either by a full batch gradient descent algorithm or by a mini-batch stochastic gradient descent (SGD) algorithm. A variety of SGD algorithms have been proposed in the literature and are heavily used in machine learning, see [42] for a survey. A generic step in a (stochastic) gradient method is of the form:
\[
\theta_{r+1} = \theta_r - \eta_r \nabla_\theta (J(\theta_k) + \lambda \mathcal{R}(\theta_k)),
\]
(2.13)

with \( \eta_r \) being the learning rate. The stochasticity arises in approximating the gradient in (2.13) by,
\[
\nabla_\theta J(\theta_k) \approx \nabla_\theta \left( \sum_{y \in \hat{S}_q} |L^A(y) - L^\theta(y)|^p \right),
\]
(2.14)

and analogously for the gradient of the regularization term in (2.13). Here \( \hat{S}_q \subset S \) refers to the \( q \)-th batch, with the batches being shuffled randomly. Moreover, the SGD methods are initialized with a starting value \( \theta_0 = \theta \in \Theta \). A widely used variant of the SGD method is the so-called ADAM algorithm [25].

For notational simplicity, we denote the (approximate, local) minimum weight vector in (2.12) as \( \theta^* \) and the underlying deep neural network \( L^\theta\) will be our neural network surrogate for the parameters to observable map \( L \) (2.4). The algorithm for computing this neural network is summarized below,

**Algorithm 2.1. Deep learning of parameters to observable map.**
Figure 2: Results with neural networks, with architecture tabulated in table 3 and hyperparameters specified in table 5, approximating the (scaled) sum of sines (2.29) in six dimensions. Top row: Training (Validation) loss with respect to number of training epochs. Bottom Row: Scatter plot with ground truth (x-axis) vs predicted values of trained neural networks (y-axis). Errors are proportional to the spread away from the diagonal.

Inputs: Parameterized PDE (2.1), Observable (2.2), high-resolution numerical method for solving (2.1) and calculating (2.2).

Goal: Find neural network $\mathcal{L}_\theta^*$ for approximating the parameters to observable map $\mathcal{L}$ (2.4).

Step 1: Choose the training set $S$ and evaluate $\mathcal{L}^A(y)$ for all $y \in S$ by high-resolution CFD simulations.

Step 2: For an initial value of the weight vector $\theta \in \Theta$, evaluate the neural network $\mathcal{L}_{\theta}(2.6)$, the loss function (2.12) and its gradients to initialize the (stochastic) gradient descent algorithm.

Step 3: Run a stochastic gradient descent algorithm of form (2.13) till an approximate local minimum $\theta^*$ of (2.12) is reached. The map $\mathcal{L}^* = \mathcal{L}_{\theta^*}$ is the desired neural network approximating the parameters to observable map $\mathcal{L}$. 
2.3 Theory

2.3.1 Approximation with deep neural networks.

It is well known that neural networks can approximate very general functions. Some of the early universal approximation theorems for neural networks [3, 24, 9] showed that a shallow two-layer network suffices to approximate any continuous (in fact any measurable) function. However, no explicit quantitative estimates are provided on the number of units in the hidden layer. Spurred by the tremendous success achieved by neural networks in computer science, a large number of much sharper approximation results are now available. We state one of the benchmark approximation results below.

**Theorem 2.2.** Let \( f \in W^{s,p}([0,1]^d, \mathbb{R}) \) for some \( 1 \leq p \leq \infty \), such that \( \|f\|_{W^{s,p}} \leq 1 \), then for every \( \varepsilon > 0 \), there exists a neural network \( NN(f) \) of the form (2.6) with \( O(1 + \log(\frac{1}{\varepsilon})) \) layers and of size (number of weights) \( O \left( \varepsilon^{-\frac{d}{2}} (1 + \log(\frac{1}{\varepsilon})) \right) \) such that

\[
\|f - NN(f)\|_{L^p} \leq \varepsilon, \quad 1 \leq p \leq \infty.
\] (2.15)

This theorem is essentially a restatement of Theorem 3.2 of [51]. However, in [51], only the \( p = \infty \) case was considered. The general \( p \) case was considered in a recent paper [36]. It should be mentioned that one can replace the \( W^{s,p} \) assumption by a piecewise-\( C^s \) assumption as in corollary 3.7 of [36]. The proof of both results relies on the efficient approximation of multiplication of two scalars by neural networks of small size and using the approximability of smooth functions by polynomials. Moreover, certain lower bounds have been derived in [51, 36] and references therein, which show that the above estimate on the network size (number of weights) is essentially optimal if one considers general (piecewise) smooth functions.

We remark that theorem 2.2 claims such an optimal neural network exists but does not provide any constructive algorithm to find this network. However, the estimates on network size might provide an useful basis for deciding the size and architecture of the network (2.6), that will approximate the parameters to observable map.

2.3.2 Regularity of the parameters to observable map (2.3)

In order to apply an approximation theorem such as theorem 2.2 in our setting, we need to determine the regularity of the underlying parameters to observable map \( \mathcal{L} \) (2.3) or equivalently its numerical approximation \( \mathcal{L}^N \) (2.4).

For simplicity, we assume that the underlying domain \( D_\psi = D \subset B_R \) for a.e. \( y \in Y \) and \( B_R \) is a ball of radius \( R \). Moreover, we assume that \( \psi, g^k \in L^\infty \), with \( g^k \) denoting the \( k \)-th derivative of the map \( g \) in (2.2), for some \( k \geq 1 \). Then, it is straightforward to obtain the following upper bound,

\[
\|\mathcal{L}\|_{W^{s,p}(Y)} \leq C\|U\|_{W^{s,p}(D \times (0,T) \times Y)},
\] (2.16)

with the constant \( C \) depending only on the initial data, \( \Psi \) and \( g \). Thus, regularity in the parameters to observable map is predicated on the space-time and parametric regularity of the underlying solution field \( U \).

Do solutions of the convection-diffusion PDE (1.1) possess such Sobolev regularity? It is instructive to start with a very simple example – that of the one-dimensional parameterized Burgers’ equation:

\[
\begin{align*}
\partial_t u(t, x, y) + \partial_x \left( \frac{u(t, x, y)^2}{2} \right) &= 0, \quad x \in D, \quad t \in (0, T), \quad \forall y \in Y \\
u_0(x, y) &= u_0(x, y), \quad x \in D, \quad \forall y \in Y.
\end{align*}
\] (2.17)

Here, \( u = u(t, x, y) : (0, T) \times D \times Y \mapsto \mathbb{R} \) is the sought after solution field. For the purpose of illustration, we assume that \( D = \mathbb{R} \) and \( Y = [0, 1] \).

In this simple case, the regularity of the map \( \mathcal{L} \) (2.3) is readily estimated in terms of the integrability of \( u_x, u_{xy} \) and higher parametric derivatives of \( u \). Can we estimate these parametric derivatives? The following straightforward formal calculation illustrates this process for the first parametric derivative \( u_y \).
We start by setting $w = u_y$ and (formally) differentiating (2.17) with respect to the parameter $y$ resulting in,

$$w_t + uw_x + u_x w = 0, \quad \forall y \in Y.$$  \hfill (2.18)

Now multiplying the above equation (2.18) with $p \text{sign}(w)|w|^{p-1}$ (for $1 < p < \infty$) yields,

$$(|w|^p)_t + u(|w|^p)_x + p|w|^pu_x = 0.$$  

Integrating the above over space (assuming that the function $u$ decays at infinity) and integrating by parts results in,

$$\frac{d}{dt} \int_D |w|^p \, dx = -(p-1) \int_D u_x |w|^p \, dx.$$  \hfill (2.19)

The above equation indicates the difficulty of estimating the parametric derivative $w = u_y$ in $L^p(Y)$ for $1 < p < \infty$. As long as $u \in W^{1,\infty}(D \times (0,T) \times Y)$, we can use Grönwall inequality on the above equation to conclude that

$$\|u_t\|_{L^\infty(0,T) \times Y; L^p(D)} \leq C.$$  \hfill (2.20)

However such Lipschitz regularity does not necessarily hold for solutions of the Burgers’ equation. As is well-known, solutions to the Burgers’ equation develop shocks and the derivative $u_y$ blows up. Similar considerations also apply for higher derivatives of $u$ in $y$. Hence, a bound like (2.20) does not hold in general for our underlying parameters to observable map. In other words, singularities in physical space propagate as singularities in parametric space.

On the other hand, if $p = 1$ in the above calculation, we see that the right hand side of (2.19) is zero and we integrate over space to obtain a bound on the total variation norm of $u$. This is not unexpected as solutions to Burgers’ equation are total variation diminishing in space and this regularity is retained in the parametric space. In fact, one can make the above argument rigorous (by standard vanishing viscosity approximations) and extend to general scalar convection-diffusion equations. We can prove the following theorem,

**Theorem 2.3.** Consider the scalar conservation law, i.e parameterized convection-diffusion PDE (2.1) with $m = 1$ and $\nu = 0$, in domain $D = \mathbb{R}^d$ and assume that the initial data $u_0 \in L^\infty(D \times Y) \cap BV(D \times Y)$ and support of $u_0$ is compact. Assume, furthermore that $\psi \in L^\infty(D \times (0,T))$ and $g \in C^1(\mathbb{R})$. Then, the parameters to observable map $L$, defined in (2.3) satisfies,

$$\|L\|_{BV(Y)} \leq C,$$  \hfill (2.21)

for some constant $C$, depending on the initial data $u_0$, $\psi$ and $g$. Moreover, if the numerical solution $u^\Delta$ is generated by a monotone or TVD numerical method, then the approximate parameters to observable map $L^\Delta$ (2.4) satisfies

$$\|L^\Delta\|_{BV(Y)} \leq C.$$  \hfill (2.22)

It is unclear if bounds such as (2.21), (2.22) hold for systems of conservation laws or more general convection-diffusion equations such as the Navier-Stokes equations. Such bounds might be a reasonable assumption in many cases. However, the presence of instabilities/turbulence might lead to a blow up of the Total variation bound [15, 16]. In these cases, one can only prove a bound on the numerical approximation $L^\Delta$ of the form,

$$\|L^\Delta\|_{BV(Y)} \leq C \Delta^{-r}, \quad 0 \leq r < 1.$$  \hfill (2.23)

It is unclear if theorem 2.2 holds for BV functions with $s = 1$. Although it has not been rigorously shown, perusing the steps of the proofs of [36] strongly indicate that a theorem such as theorem 2.2 might indeed hold for BV functions.

It could be argued that estimates such as (2.21) are rather pessimistic as they seek to bound the observable $L$ in terms of the underlying solution field $U$, see (2.16), and might overestimate possible cancellations. This is indeed the case, at least for scalar conservation laws with random initial data i.e, (2.1) with $m = 1, \nu = 0$ and $F(y, U) = F(U)$. In this case, we have the following theorem,
Theorem 2.4. Consider the scalar conservation law, i.e parameterized convection-diffusion PDE (2.1) with \( m = 1 \) and \( \nu = 0 \), in domain \( D = \mathbb{R}^d \) and time period \([0,T]\) and assume that the initial data \( u_0 \in W^{1,\infty}(Y; L^1(D)) \) and support of \( u_0 \) is compact. Assume, furthermore that \( \psi \in L^\infty(D \times (0,T)) \) and \( g \in W^{1,\infty}(\mathbb{R}) \). Then, the parameters to observable map \( \mathcal{L} \), defined in (2.3) satisfies,

\[
\| \mathcal{L} \|_{W^{1,\infty}(Y)} \leq C, \tag{2.24}
\]

for some constant \( C \), depending on the initial data \( u_0, \psi \) and \( g \). Moreover, if the numerical solution \( u^h \) is generated by a monotone numerical method, then the approximate parameters to observable map \( \mathcal{L}^\Delta \) (2.4) satisfies

\[
\| \mathcal{L}^\Delta \|_{W^{1,\infty}(Y)} \leq C, \tag{2.25}
\]

The proof of this theorem is a consequence of the \( L^1 \) stability (contractivity) of the solution operator for scalar conservation laws [10]. In fact, for any \( y, y^\ast \in Y \), a straightforward calculation using the definition (2.3) and the Lipschitz regularity of \( g \) yields,

\[
|\mathcal{L}(y) - \mathcal{L}(y^\ast)| \leq \|\psi\|_{\infty}\|g\|_{L^p} \int_0^T \|u(t,.,y) - u(t,.,y^\ast)\|_1 dt, \\
\leq \|\psi\|_{\infty}\|g\|_{L^p} \int_0^T \|u_0(.,y) - u_0(.,y^\ast)\|_1 dt, \quad \text{by } L^1 \text{ - contractivity} \\
\leq \|\psi\|_{\infty}\|g\|_{L^p} T \|u_0\|_{W^{1,\infty}(Y; L^1(D))} \leq C
\]

The above proof also makes it clear that bounds such as (2.24) and (2.25) will hold for systems of conservation laws and the incompressible Navier-Stokes equations as long as there is some stability of the field with respect to the input parameter vector. On the other hand, we cannot expect any such bounds on the higher parametric derivatives of \( \mathcal{L} \), due to the lack of differentiability of the underlying solution field. The above theorem also demonstrates that there is a possible gain in regularity (in terms of integrability) by considering an observable rather than the whole field.

Given a bound such as (2.24) or (2.25), we can illustrate the difficulty of approximating the map \( \mathcal{L} \) by considering a prototypical problem, namely that of learning the lift and the drag of the RAE2822 airfoil (see section 5.2). For this problem, the underlying parameter space is six-dimensional. Assuming that \( s = 1 \) in theorem 2.2 and requiring that the approximation error is at most one percent relative error i.e \( \varepsilon = 10^{-2} \) in (2.15), yields a neural network of size \( O(10^{12}) \) tunable parameters and at least 6 layers. Such a large network is clearly unreasonable as it will be very difficult to train and expensive to evaluate.

The above argument illustrates the difficulties of learning PDEs that arise in fluid dynamics. This is in contrast to elliptic and parabolic PDEs as solutions of these PDEs are much more regular and one can harness approximation theoretic arguments like theorem 2.2 to provide reasonable estimates on network sizes, see [43] for examples. On the other hand, approximation theory only serves to highlight that approximating our parameters to observable map \( \mathcal{L} \) with neural networks is a priori, very difficult.

### 2.3.3 Trained networks and generalization error

We can argue that the bounds implied by approximation theory are not completely relevant in our context. After all, our aim is not to estimate the optimal approximation error of our map \( \mathcal{L} \) with respect to neural networks, but rather to estimate the error that one makes while approximating \( \mathcal{L}^\Delta \) with a trained network i.e, a network trained to minimize loss functions such as (2.12) with a stochastic gradient descent method. Thus, the relevant measure of appropriateness of a neural network in our context, is provided by the so-called generalization error i.e, once a (local) minimum \( \theta^* \) of (2.12) has been computed, we are interested in the following error,

\[
\mathcal{E}_G(\theta^*) := \left( \int_Y |\mathcal{L}^\Delta(y) - \mathcal{L}_{\theta^*}(y)|^p d\mu(y) \right)^{\frac{1}{p}}, \quad 1 \leq p \leq \infty, \tag{2.26}
\]
In practice, one estimates the generalization error on a so-called test set i.e, $\mathcal{T} \subset Y$, with $\#(\mathcal{T}) > N = \#(\mathcal{S})$. For instance, $\mathcal{T}$ could consist of i.i.d random points in $Y$, drawn from the underlying distribution $\mu$. In this case, the generalization error $(2.26)$ can be estimated by the prediction error,

$$
E_{P}(\theta^*) := \left( \frac{1}{\#(\mathcal{T})} \sum_{y \in \mathcal{T}} |\mathcal{L}^{A}(y) - \mathcal{L}_{\theta^*}(y)| \right)^{\frac{1}{p}} \tag{2.27}
$$

It turns out that one can estimate the generalization error $(2.26)$ by using tools from machine learning theory [44] as,

$$
\mathcal{E}_{G}(\theta^*) \leq \sqrt{\frac{U}{N}}, \tag{2.28}
$$

with $N = \#(\mathcal{S})$ being the number of training samples. The numerator $U$ is typically estimated in terms of the Rademacher complexity or the Vapnik-Chervonenkis (VC) dimension of the network, see [44] and references therein for definitions and estimates.

Unfortunately, such bounds on $U$ are very pessimistic in practice and over estimate the generalization error by several (tens of) orders of magnitude [2]. Consequently, obtaining sharp bounds on $U$ in $(2.28)$ is widely considered to be a major challenge in theoretical machine learning, [52, 2, 35] and references therein. A heuristic rule of thumb for the upper bound of $U$ is simply the size (number of tunable parameters) in the network [2]. Much sharper bounds have been obtained recently, in the context of classification, by [2]. Their bound is based on subtle but computable noise stability properties of ReLU networks, that lead to compression i.e a reduction in the effective number of tunable parameters in the network. Consequently, this compression needs to be checked a posteriori on each network and is difficult to estimate a priori. Sharp bounds are available for networks with a single hidden layer, for instance in [35] and more recently in [13].

For our purposes, we will assume that $U \sim c_{1} + c_{2}M$, with $M$ being the number of tunable parameters in our network (network size). Here, $c_{1}$ is a threshold parameter that prevents us from considering networks of very small size, and $c_{2}$ is a compression parameter that measures the effective number of network parameters, as in [2].

Even if we make a rather stringent assumption of $U \sim O(1)$, we see that achieving a relative generalization error of one percent requires us to set $N = 10^{4}$. This is an unrealistically high number of samples in our context. We recall that each training sample is evaluated by (possibly expensive) CFD forward solve of $(2.1)$. Hence, we can generate around $10^{2} - 10^{3}$ samples in reasonable computational time. However, these choices may lead to unacceptably large generalization (or prediction) errors of 30 to 100%. This illustrates the fundamental practical challenge that we face i.e, we are in a data poor regime and a priori, it is completely unclear as to whether approximating the map $\mathcal{L}$ by deep neural networks will be effective or not. This should be contrasted with the prototypical situation in computer science where the triumphs of deep learning have been in the context of problems with big data.

Summarizing, theoretical considerations outlined above indicate the challenges of finding deep neural networks to accurately learn maps of low regularity in a data poor regime. We illustrate these difficulties with a simple numerical example.

2.3.4 An illustrative numerical experiment.

In this experiment we consider the parameter space $Y = [0,1]^{6}$ and train neural networks to approximate the following two maps,

$$
\mathcal{L}^{1}(y) = \sum_{i=1}^{6} \sin(4\pi y_{i}), \quad \mathcal{L}^{2}(y) = \sum_{i=1}^{6} \frac{1}{p_{i}} \sin(4\pi y_{i}). \tag{2.29}
$$

Clearly both maps are linear combinations of sine functions and are infinitely differentiable. However, the amplitude of derivatives of each map can be rather high. On the other hand, the derivatives of the scaled sine $\mathcal{L}^{2}$ are smaller in amplitude for most of the dimensions. Hence, the scaled sine has some sparsity (with respect to dimensions).

We define a neural network of the form $(2.6)$ and with the architecture specified in table 3. In order to generate the training set, we select the first 128 Sobol points in $[0,1]^{6}$ and sample the functions $(2.29)$
Table 1: Relative percentage Prediction errors (2.27) with $p = 2$, for the trained neural networks in the sum of sines experiment (2.29).

| Map          | Error (Mean) in % | Error (Std.) in % |
|--------------|-------------------|-------------------|
| $\sum_{i=1}^{p} \sin(4\pi x_i)$ | 133.95            | 417.83            |
| $\sum_{i=1}^{6} \sin(4\pi y_1^2)$ | 43.66             | 41.26             |

at these points. The training is performed with ADAM algorithm and hyperparameters defined in table 5.

The result of the training is shown in figure 2 (Top row) and indicates that the loss function is reduced during training by two-three orders of magnitude for both functions. The performance of the neural network is ascertained by choosing the first 8192 Sobol points in $[0,1]^6$ as the test set $\mathcal{T}$. The results of evaluating the trained networks on the test set is shown are figure 2, in terms of a scatter plot with the $x$-axis representing the ground truth (function values) and the $y$-axis representing the values predicted by the trained neural networks. As seen in the figure, results with the trained networks are very bad, with a large scatter, indicating that the networks generalize poorly. This is further quantified in table 1 where we present the relative prediction error (2.27) as a percentage and also present the standard deviation (on the test set) of the prediction error. Clearly, the errors are unacceptably high, particularly for the unscaled sum of sines $L^1$ in (2.29). The errors reduce by an order of magnitude for the scaled sum of sines $L^2$, but are still very high. This example illustrates the difficulty to approximating (even very regular) functions, in moderate to high dimensions, by neural networks when the training set is relatively small.

### 2.3.5 Pragmatic choice of network size

Given the above discussion, the size of the network (and its architecture) is crucial. We cannot use approximation theory estimates to choose the network size as it leads to unreasonably large networks. Instead, we estimate network size based on the following very deep but easy to prove fact about training neural networks,

**Lemma 2.5.** For the map $L^{\Delta}$ and for the training set $\mathcal{S}$, with $\#(\mathcal{S}) = N$, there exists a weight vector $\hat{\theta} \in \Theta$, and a resulting neural network of the form $L_{\theta}$, with $\Theta \subset \mathbb{R}^M$ and $M = O(d + 1 + N)$, such that the following holds,

$$L^{\Delta}(z) = L_{\hat{\theta}}(z), \quad \forall \, z \in \mathcal{S}. \quad (2.30)$$

The proof is presented in [52]. The above lemma implies that there exists a neural network with weight vector $\hat{\theta}$ of size $O(d + N)$ such that the training error defined by,

$$E_T(\hat{\theta}) := \frac{1}{\#(\mathcal{S})} \sum_{y \in \mathcal{S}} |L^{\Delta}(y) - L_{\hat{\theta}}(y)|^p = 0. \quad (2.31)$$

Thus, it is reasonable to expect that a network of size $O(d + N)$ can be trained by a gradient descent method to achieve a very low training error. This allows us to estimate the generalization error (2.26) by a crude upper bound on $U \sim O(d + N)$ in (2.26). Thus, we are clearly in the overparametrized regime with more parameters than samples and overfitting can be a serious issue [44].

It is customary to monitor the generalization capacity of a trained neural network by computing a so-called validation set $\mathcal{V} \subset Y$ with $\mathcal{V} \cap \mathcal{S} = \emptyset$, and evaluating the so-called validation loss,

$$J_{\mathcal{V}}(\theta) := \frac{1}{\#(\mathcal{V})} \sum_{y \in \mathcal{V}} \|L^{\Delta}(y) - L_{\theta}(y)\|^p. \quad (2.32)$$

A low validation loss is observed to correlate with low generalization errors. In order to generate the validation set, one can set aside a small proportion, say $10-20\%$ of the training set as the validation set.
1. Number of hidden layers \((K - 1)\)
2. Number of units in \(k\)-th layer \((d_k)\)
3. Exponent \(p\) in the loss function (2.11).
4. Exponent \(q\) in the regularization term in (2.12)
5. Value of regularization parameter \(\lambda\) in (2.12)
6. Choice of optimization algorithm (optimizer) – either standard SGD or ADAM.
7. Initial guess \(\bar{\theta}\) in the SGD method (2.13).

Table 2: Hyperparameters in the training algorithm

### 2.4 Hyperparameters and Ensemble training.

The theoretical considerations in the last subsection clearly bring out the challenges in approximating the parameters to observable map \(L\) i.e low regularity and availability of relatively few training samples. However, these considerations might well be pessimistic due to the following factors,

- It must be remembered that bounds such as (2.21), (2.22) are upper bounds. The parameters to observable map \(L\) or \(L^\Delta\) may be far better behaved than a generic BV or Lipschitz function, on account of the averaging in defining \(L\) in (2.2). Moreover, the map might possess some hitherto unknown compression properties that will certainly reduce the upper bound \(U\) in (2.26). Hence, the generalization error might be significantly lower than what we have estimated.

- There are several hyperparameters involved in the training process. These include network size, specifics of the loss function and of the optimization algorithm. Although determining the hyperparameters could be delicate as the performance of the network might rely on them sensitively, it also provides an impetus for finding the best hyperparameter configurations for our problem.

We address the second issue raised above, by devising a simple yet effective ensemble training algorithm. To this end, we consider the set of hyperparameters, listed in table 2. A few comments regarding the listed hyperparameters are in order. We need to chose the number of layers and width of each layer such that the overall network size, given by (2.10) is \(O(N + d)\). The exponents \(p, q\) in the loss function and regularization terms (2.12) usually take the values of 1 or 2 and the regularization parameter \(\lambda\) is required to be small. The starting value \(\bar{\theta}\) is chosen randomly.

For each choice of the hyperparameters, we realize a single sample in the hyperparameter space. Then, the machine learning algorithm 2.1 is run with this sample and the resulting loss function minimized.

Each sample in the hyperparameter space can be trained in parallel. Once the training for all the samples in this hyperparameter ensemble is complete, we can evaluate the prediction error (2.27) and calculate the best performing configuration, namely the one that minimizes the prediction error, in the hyperparameter space as well as the distribution of the prediction error with respect to the choice of hyperparameters. Further details of this procedure are provided in section 4.2. We remark that this procedure has many similarities to the active learning procedure proposed recently in [53].

### 3 Uncertainty quantification in CFD with deep learning.

We will apply the trained deep neural networks that approximate the parameters to observable map \(L^\Delta\), to efficiently quantify uncertainty in the underlying map. In particular, we are interested in estimating statistical moments of the parameters to observable map \(L\) of the form,

\[
\mathbb{E}_\mu(h(L(y))) = \int_Y h(L(y)) \, d\mu(y),
\]

for any \(h \in \text{Lip}(\mathbb{R}, \mathbb{R})\). Different functions \(h\) yield different statistical moments for \(L\).

As the map \(L\) is not directly accessible, we will approximate the statistical quantity of interest (3.1) with

\[
\mathbb{E}_\mu(h(L^\Delta(y))) = \int_Y h(L^\Delta(y)) \, d\mu(y).
\]
Here, $\mathcal{L}^\Delta$ (2.4) is the numerical surrogate that approximates $\mathcal{L}$ to a given tolerance $\varepsilon$. Using (2.5), it is straightforward to verify that the deterministic bias,

$$|\bar{h} - \bar{h}^\Delta| \sim \varepsilon. \quad (3.3)$$

For notational simplicity, we assume that the underlying distribution on $Y$ is uniform. Henceforth, $d\mu(y) = dy$.

The (stochastic) integral (3.2) needs to be approximated by a suitable (high-dimensional) quadrature rules such as,

### 3.1 Monte Carlo (MC) methods.

#### 3.1.1 Baseline Monte Carlo (MC).

The Monte Carlo algorithm ([8] and references therein) consists of selecting $J$ samples i.e points $\{y_j\}$ with each $y_j \in Y$ and $1 \leq j \leq J$, that are independent and identically distributed (iid). Then, the Monte Carlo approximation of the integral (3.2) is

$$\bar{h}_{mc} = \frac{1}{J} \sum_{j=1}^{J} h(\mathcal{L}^\Delta(y_j)). \quad (3.4)$$

Note that we suppress the dependence of the right hand side of (3.4) on the probability space for notational simplicity. It is well known that the root mean square error in approximating the integral (3.2), defined as

$$E_{\text{rms}}\left( |\bar{h}^\Delta - \bar{h}_{mc}| \right) := \mathbb{E} \left( |\bar{h}^\Delta - \bar{h}_{mc}|^2 \right)^{\frac{1}{2}}, \quad (3.5)$$

is estimated by [8],

$$E_{\text{rms}}\left( |\bar{h}^\Delta - \bar{h}_{mc}| \right) \leq \sqrt{\frac{\mathbb{V}(h^\Delta)}{J}}. \quad (3.6)$$

Here, we denote the variance as,

$$\mathbb{V}(h^\Delta) = \mathbb{E} \left( (h^\Delta - \bar{h}^\Delta)^2 \right), \quad h^\Delta(y) = h(\mathcal{L}^\Delta(y)), \quad \forall y \in Y, \quad (3.7)$$

and the mean $\bar{h}^\Delta$ is defined in (3.2).

To obtain a root mean square (rms) error of size $\varepsilon$, we observe from (3.6) that one has to set,

$$J \sim \frac{\sqrt{\mathbb{V}(h^\Delta)}}{\varepsilon^2}.$$  

We denote the cost of computing a single realization of $h(\mathcal{L}^\Delta(y_j))$, for any $1 \leq j \leq J$, by $\mathcal{C}$. This cost comprises of the cost of performing a high-resolution (at mesh size $\Delta$) CFD simulation and the cost of computing quadratures to evaluate (2.2) and is typically of size $O\left(\Delta^{-\frac{1}{2}+\tau}\right)$.

Consequently, the total cost of the standard Monte Carlo algorithm to obtain an rms error of size $\varepsilon$ is

$$\mathcal{C}_{mc} = J\mathcal{C} \sim \frac{\mathcal{C}\sqrt{\mathbb{V}(h^\Delta)}}{\varepsilon^2}. \quad (3.8)$$

We observe from (3.8) that if the variance is $O(1)$, then the cost of computing Monte Carlo simulations for UQ is prohibitively expensive as a large number of very expensive high-resolution CFD simulations need to be performed in order to achieve a tolerable error. Hence, it is imperative to seek more efficient alternatives to the baseline MC algorithm.
3.1.2 Deep learning Monte Carlo (DLMC)

Deep neural networks (2.6), even of large size, are very cheap to compute. This cost is expected to be significantly smaller than the underlying CFD solver and we wish to exploit this cost differential in order to accelerate Monte Carlo. We propose the following algorithm,

**Algorithm 3.1. Deep learning Monte Carlo (DLMC).**

**Inputs:** Parameterized PDE (2.1), Observables (2.2), high-resolution numerical method for solving (2.1) and calculating (2.2), function $h$ in (3.1).

**Goal:** Compute statistical quantity of interest (3.2).

**Step 1:** Choose $N$ iid random samples $S = \{y_i\}$ with $y_i \in Y$ and $1 \leq i \leq N$. With $S$ as training set, compute an optimal neural network $L^*$ for the parameters to observable map $L^\Delta$, by using algorithm 2.1.

**Step 2:** Choose $J_L$ iid random samples $\{y_j\}$ with $y_j \in Y \backslash S$ and $1 \leq j \leq J_L$.

**Step 3:** For each $y_j$, evaluate $L^*(y_j)$ by computing the neural network $L^*$.

**Step 4:** Approximate the statistical quantity of interest (3.2) by

$$h_{mc}^* = \frac{1}{J_L} \sum_{j=1}^{J_L} h(L^*(y_j)).$$

(3.9)

Thus, we replace high resolution CFD simulations with (much cheaper) neural networks in evaluating the Monte Carlo samples, while still using the (much lower number of) high resolution simulations to train the neural network.

In order to perform the error and complexity analysis of the DLMC algorithm 3.1, we need to define,

$$\overline{h} := \mathbb{E}(h(L^*(y))) = \int_Y h(L^*(y)) dy.$$  

(3.10)

It is straightforward to calculate that the training bias, $|\overline{h}^\Delta - \overline{h}^*|$, can be estimated by

$$|\overline{h}^\Delta - \overline{h}^*| \sim \mathcal{E}_G,$$ 

(3.11)

with $\mathcal{E}_G$ denoting the generalization error (2.26). Note the dependence of the generalization error on the local optimum $\theta^*$, that we suppress for notational simplicity.

We have the following theorem for complexity of the DLMC method,

**Theorem 3.2.** Let $\overline{h}^\Delta$ be as defined in (3.2). For any given tolerance $\varepsilon > 0$, assume that a neural network $L^*$ can be found with algorithm 2.1 such that the generalization error $\mathcal{E}_G$ (2.26) satisfies

$$\mathcal{E}_G \sim \varepsilon.$$ 

(3.12)

Then, the speed up $\Sigma_{dmc}$, defined as the ratio of the cost of baseline MC algorithm of the previous subsection and the cost of the DLMC algorithm 3.1 for computing the statistical quantity of interest $\overline{h}^\Delta$ to an error of size $O(\varepsilon)$ is given by,

$$\frac{1}{\Sigma_{dmc}} = \frac{\varepsilon^2 N}{\mathcal{V}(h^\Delta)} + \frac{C}{C^*},$$

(3.13)

with $C, C^*$ being the computational cost of computing $L^\Delta(y)$ (high resolution CFD simulation) and $L^*(y)$ (deep neural network) for any $y \in Y$, $N$ being the number of training samples i.e $\#(S)$ in algorithm 3.1 and $\mathcal{V}$ denoting the variance defined in (3.7).
Proof. Let \( h,(y) = h(\xi,(y)) \) for all \( y \in Y \). We observe from (3.11) and assumption (3.12) that the training bias satisfies \( |\hat{h} - \overline{h}| \sim \varepsilon \). Hence, it is enough to consider the following root mean square (stochastic) error,

\[
E_{\text{rms}}^*(|\hat{h} - \overline{h}_{mc}|) := \mathbb{E} \left( |\hat{h} - \overline{h}_{mc}|^2 \right)^{\frac{1}{2}}.
\]  

(3.14)

Following [8], this error can be estimated as

\[
E_{\text{rms}}^*(|\hat{h} - \overline{h}_{mc}|) \leq \sqrt{\frac{\mathbb{V}(h^*)}{J_L}}.
\]  

(3.15)

Here, we denote the variance with respect to the neural network as,

\[
\mathbb{V}(h^*) = \mathbb{E} \left( (h^* - \overline{h})^2 \right),
\]  

(3.16)

and the mean \( \overline{h} \) is defined in (3.10).

In order to obtain a root mean square (rms) error of size \( \varepsilon \), we observe from (3.15) that one has to set,

\[
J_L \sim \frac{\mathbb{V}(h^*)}{\varepsilon^2}.
\]

Under the assumptions that the actual cost of training by (stochastic) gradient descent in algorithm 2.1 is significantly smaller than the cost of generating the training data by high-resolution CFD simulations, the total cost of the DLMC algorithm for computing (3.2) to an error of size \( O(\varepsilon) \) is given by

\[
\mathcal{C}_{dlmc} = \mathcal{C} \mathcal{N} + \mathcal{C}^* J_L,
\]

(3.17)

By dividing the above expression with the cost of the baseline Monte Carlo algorithm (3.8) yields,

\[
\frac{1}{\Sigma_{dlmc}} = \frac{\mathcal{C}_{dlmc}}{\mathcal{C}_{mc}} \sim \frac{\varepsilon^2 N}{\mathbb{V}(h^*)} + \frac{\varepsilon^2 N}{\mathbb{V}(h^*)} \overline{\mathbb{V}(h^*)},
\]

thus, yielding the claimed speedup (3.13). Note that in the last line of the above calculation, we have used a straightforward estimate of the form \( |\mathbb{V}(h^*) - \mathbb{V}(\hat{h})| \sim \varepsilon \), derived by applying the assumption on generalization error (3.12).

Remark 3.3. In particular, we know that the cost \( \mathcal{C} = O \left( \Delta^{-\frac{1}{d}} \right) \) is very high for a small mesh size \( \Delta \). On the other hand the cost \( \mathcal{C}^* = O(M) \) with \( M \) being the number of neurons (2.10) in the network. This cost is expected to be much lower than \( \mathcal{C} \). As long as we can guarantee that \( N << J \) in (3.18), it follows that the speedup \( \Sigma_{dlmc} \), which measures the gain of using the deep learning based DLMC algorithm 3.1 over the baseline Monte Carlo method, can be quite significant.
Remark 3.4. Using the estimate (2.28) on the generalization error and the assumption (3.12), we can rewrite the speedup with respect to the DLMC algorithm as,

$$\frac{1}{\Sigma_{dlmc}} \sim \frac{U}{\mathcal{V}(h^\Delta)} + \frac{C^*}{C^*},$$

(3.19)

Thus, a speed up is guaranteed if $U < \mathcal{V}(h^\Delta)$. Hence, the compression properties of the underlying maps and the resulting trained networks are crucial in ensuring a speedup with the DLMC method over the baseline MC algorithm.

3.2 Quasi-Monte Carlo (QMC) methods

3.2.1 Baseline QMC algorithm.

Quasi-Monte Carlo (QMC) methods are deterministic quadrature rules for computing integrals, [8] and references therein. The key idea underlying QMC is to choose a (deterministic) set of points on the domain of integration, designed to achieve some measure of equidistribution. Thus, the QMC algorithm is expected to approximate integrals with higher accuracy than MC methods, whose nodes are randomly chosen [8].

For any statistical quantity of interest $h$ (3.1) and any tolerance $\varepsilon > 0$, we can choose a mesh size $\Delta$ small enough in order to ensure that the deterministic bias (3.3) is of size $O(\varepsilon)$. Thus, we will approximate the integral (3.2) on the integration domain $Y$. To this end, we choose a set of points $J_q = \{y_j\} \subset Y$ with $1 \leq j \leq J_q = \#(J_q)$. Then, the integral (3.2) is approximated by the sum,

$$h_{qmc} := \frac{1}{J_q} \sum_{j=1}^{J_q} h(L^\Delta(y_j)), \quad \forall \ y_j \in J_q$$

(3.20)

Following [8], one can estimate the error in integrating (3.2) by the sum (3.20) in terms of the so-called Koksma-Hlawka inequality,

$$|\bar{h}^\Delta - h_{qmc}| \sim \mathcal{V}_r(h^\Delta)D(J_q).$$

(3.21)

Here, $\mathcal{V}_r(h^\Delta)$ is some measure of variation of the integrand $h(L^\Delta)$ in (3.2). It can be bounded above as

$$\mathcal{V}_r(h^\Delta) \leq C \int_Y \left| \frac{\partial^d}{\partial y_1 y_2 \cdots y_d} h(L^\Delta(y)) dy \right|,$$

(3.22)

by the Hardy-Krause variation of the function $L^\Delta$. This upper bound requires some regularity for the underlying map in terms of mixed partial derivatives. However, it is well-known that the bound (3.22) is a gross overestimate of the integration error [8]. Hence, it serves only as a sufficient condition in the Koksma-Hlawka inequality (3.21).

The $D(J_q)$ in (3.21) is the so-called discrepancy of the point sequence $J_q$, defined formally in [8] and references therein. It measures how equally is the point sequence $J_q$ spread out in $Y$. The whole objective in the development of quasi-Monte Carlo (QMC) methods is to design low discrepancy sequences. In particular, there exists many popular QMC sequences such as Sobol, Halton or Niederreiter [8] that satisfy the following bound on discrepancy,

$$D(J_q) \sim \frac{(\log(J_q))^d}{J_q}.$$  

(3.23)

Thus, the integration error with QMC quadrature based on these rules behaves log-linearly with respect to the number of quadrature points. Ignoring the logarithmic terms by assuming that the dimension $d$ is not too high, we observe that the number of quadrature points needed within a QMC method to achieve an error of size $O(\varepsilon)$ for integrating (3.2), is

$$J_q \sim \frac{\mathcal{V}_r(h^\Delta)}{\varepsilon}.$$  

(3.24)
Consequently, the total cost of a QMC approximation of (3.2), to achieve integration error of size $O(\epsilon)$ is given by,

$$C_{qmc} \sim V_r(h^3) \epsilon,$$

with $\epsilon$ representing the computational cost of evaluating (3.2) for any $y \in Y$ by a high-resolution CFD simulation of (2.1).

Comparing this cost with the cost of the corresponding MC method (3.8), we notice that there can considerable speed up with the QMC method as long as $V_r(h^3) \sim V_r(h^2)$. This assumption implies a certain amount of regularity in the underlying parameters to observable map $L$. Moreover, the deterministic pointwise integration error (3.21) can be very different from the probabilistic root mean square (rms) error (3.6). However, as a rule of thumb, it is reasonable to expect that the QMC method significantly outperforms the MC method as long as there is some regularity in the underlying integrand and if the dimension $d$ of the domain of integration, is not very high. Hence, QMC is an widely used alternative to MC methods in the context of UQ, see [20] and references therein and more recently to a forthcoming paper [30] in the context of UQ for CFD.

### 3.2.2 Deep learning quasi-Monte Carlo (DLQMC)

Even if QMC is more efficient than the MC method, it is clear from (3.25) that a large number of expensive CFD forward solves have to be performed to achieve reasonably low error. Next, we describe an algorithm that combines the QMC method with a deep neural network approximation of the underlying parameters to observable map.

**Algorithm 3.5. Deep learning Quasi-Monte Carlo (DLQMC).**

**Inputs:** Parameterized PDE (2.1), Observables (2.2), high-resolution numerical method for solving (2.1) and calculating (2.2), function $h$ in (3.1).

**Goal:** Compute statistical quantity of interest (3.2).

**Step 1:** For $J_L \in \mathbb{N}$, select $J_L = \{y_j\} \subset Y$, with $1 \leq j \leq J_L$, as the first $J_L$ points from a Quasi-Monte Carlo low-discrepancy sequence such as Sobol, Halton etc.

**Step 2:** For some $N < J_L$, denote $S = \{y_j\} \subset J_L$, with $1 \leq j \leq N$ i.e., first $N$ points in $J_L$, and evaluate the map $h(L^\Delta(y_j))$, for all $y_j \in J_L$ with the high-resolution CFD simulation. As a matter of fact, any consecutive set of $N$ QMC points can serve as the training set.

**Step 3:** With $S$ as the training set, compute an optimal neural network $L^*$ for the parameters to observable map $L^\Delta$, by using algorithm 2.1.

**Step 4:** Approximate the statistical quantity of interest (3.2) by

$$\tilde{h}_{qmc} = \frac{1}{J_L} \left( \sum_{j=1}^{N} h(L^\Delta(y_j)) + \sum_{j=N+1}^{J_L} h(L^*(y_j)) \right)$$

(3.26)

We remark that the main difference in the structure of the DLQMC algorithm and the DLMC algorithm 3.1 lies in the fact that the training samples can be reused in the QMC estimator, unlike in the Monte Carlo method. The complexity of this algorithm is described in the following theorem.

**Theorem 3.6.** Let $\tilde{h}^\Delta$ be as defined in (3.2). For any given tolerance $\epsilon > 0$ and under the assumption that the neural network $L^* = L_\theta^*$ has a generalization error (2.26) of size $O(\epsilon)$, the speed up $\Sigma_{dlqmc}$, defined as the ratio of the cost of baseline QMC algorithm and the cost of the DLQMC algorithm 3.5 for computing the statistical quantity of interest $\tilde{h}^\Delta$ to an error size of $O(\epsilon)$ is given by,

$$\frac{1}{\Sigma_{dlqmc}} = \left(1 - \frac{\epsilon}{\epsilon^N} \right) \frac{V_r(h^3)}{V_r(h^2)} + \frac{\epsilon}{\epsilon} \frac{V_r(h^3)}{\epsilon} \frac{V_r(h^3)}{V_r(h^2)}$$

(3.27)
with \( C, C_* \) being the computational cost of computing \( \mathcal{L}^\Delta(y) \) (high resolution CFD simulation) and \( \mathcal{L}^*(y) \) (deep neural network) for any \( y \in Y \), \( h^* \) defined in (3.10) and \( \mathcal{V}_r(f) \) is the variation of any integrand \( f \), that appears in the Koksma-Hlawka inequality (3.21).

**Remark 3.7.** Using (2.28), we can rewrite the speedup estimate as

\[
T_1 \leq \| h \|_{\text{Lip}} C G \sim \epsilon.
\]

Similarly,

\[
T_2 \leq \frac{\tilde{C}_T}{J_L} \sim \epsilon.
\]

The above estimate follows as the training error (2.31) is certainly of size \( O(\epsilon) \). Finally, by the Koksma-Hlawka inequality (and ignoring the logarithmic terms for simplicity of the exposition), we have

\[
T_3 \sim \frac{\mathcal{V}_r(h^*)}{J_L}.
\]

Thus, in order to obtain an overall error of \( O(\epsilon) \), we require \( J_L \sim \frac{\mathcal{V}_r(h^*)}{\epsilon} \). Hence, after assuming that the training costs are negligible compared to the cost of generating the training set, the total cost for the DLQMC algorithm 3.5 in achieving an error of size \( \epsilon \) is given by,

\[
\tilde{C}_{dlqmc} \sim C N + C_* (J_L - N) \sim (C - C_*) N + C_* \frac{\mathcal{V}_r(h^*)}{\epsilon}.
\]  

(3.28)

Dividing the above with the cost of the baseline QMC algorithm (3.25) yields (3.27).

**Remark 3.8.** One can use (3.24) and rewrite the speed up as

\[
\frac{1}{\sum_{dlqmc}} \sim \left( 1 - \frac{C_*}{C} \right) \frac{N}{J_q} + \frac{C_*}{C} \frac{\mathcal{V}_r(h^*)}{\mathcal{V}_r(h^\Delta)}.
\]  

(3.29)

Given that \( C_* << C \) and \( \mathcal{V}_r(h^*) \sim \mathcal{V}_r(h^\Delta) \), we expect a significant speed up with the DLQMC algorithm over the baseline QMC algorithm, as long as \( N << J_q \).  

**Remark 3.8.** Using (2.28), we can rewrite the speedup estimate as

\[
\frac{1}{\sum_{dlqmc}} \sim \left( 1 - \frac{C_*}{C} \right) \frac{U}{\epsilon \mathcal{V}_r(h^\Delta)} + \frac{C_*}{C} \frac{\mathcal{V}_r(h^*)}{\mathcal{V}_r(h^\Delta)}.
\]  

(3.30)

Hence, a speed up is guaranteed as long as \( U \ll \epsilon \mathcal{V}_r(h^\Delta) \). This puts a constraint on the compression properties of the trained networks. Comparing with the DLMC speedup estimate (3.19), we see that as long as \( \mathcal{V}_r(h^\Delta) \sim \mathcal{V}(h^\Delta) \), it is harder to obtain a speedup with the DLQMC method over the baseline QMC method than it is with the DLMC method over the baseline MC method. This is not surprising as QMC converges faster than MC. On the other hand, it could happen for maps of low regularity (as in our case) that \( \mathcal{V}_r(h^\Delta) >> \mathcal{V}(h^\Delta) \). This would result in a better speedup with the DLQMC algorithm than with the DLMC algorithm. 

\[\text{□}\]
Remark 3.9. The estimator (3.26) can be modified to
\[ \hat{K}_{\text{qmc}} = \frac{1}{J_L} \sum_{j=1}^{J_L} h(\mathcal{L}^\delta(y_j)) \]  
(3.31)
In this case, we do not use the training samples in the estimator and the proof of theorem 3.6 is readily modified to obtain a speedup estimate,
\[ \frac{1}{\Sigma_{\text{dqmc}}} \sim \frac{N}{J_q} \sum_{j=1}^{J_q} \mathcal{C}_\nu \mathcal{V}_r(h^*) \]  
(3.32)
Comparing with the speedup estimate (3.29), we observe a minor difference of the factor \( 1 - \frac{C_q}{C} \). As \( \mathcal{C}_\nu < \mathcal{C} \), we see that estimator (3.31) can also be used with the same effect as the estimator (3.26). □

3.3 Computation of probability distributions
In the context of UQ, we have to define appropriate statistical quantities of interest in (3.2) by specifying \( h \). By letting \( h(w) = w \), we compute the mean of the observable \( \mathcal{L} \). Higher moments can be defined analogously. Moreover, we are also interested in the entire measure (probability distribution) of the observable. To this end, we assume that the underlying probability distribution on the input parameters to the problem (2.1) is given by \( \mu \in \text{Prob}(\Omega) \). In the context of forward UQ, we are interested in how this initial measure is changed by the parameters to observable map \( \mathcal{L} \) (or its high-resolution numerical surrogate \( \mathcal{L}^\delta \)). Hence, we are interested in the push forward measure \( \hat{\mu}^\delta \in \text{Prob}(\mathbb{R}) \) given by
\[ \hat{\mu}^\delta := \mathcal{L}^\delta \# \mu, \quad \Rightarrow \quad \int f(z) d\hat{\mu}^\delta(z) = \int_Y f(\mathcal{L}^\delta(y)) d\mu(y). \]  
(3.33)
for any \( \mu \)-measurable function \( f : \mathbb{R} \mapsto \mathbb{R} \).

Note that the measure \( \hat{\mu}^\delta \) contains all the statistical information on the observable \( \mathcal{L}^\delta \). Any moment can be computed by integrating an appropriate test function with respect to this measure. However, this measure is not available analytically and needs to approximated. The task of efficiently computing this probability distribution is significantly harder than just estimating the mean and variance of the underlying map.

We can adapt the baseline MC or QMC algorithm to approximate this measure. For definiteness, we consider the case of the baseline QMC algorithm here. In this context, the measure \( \hat{\mu}^\delta \) can be approximated by,
\[ \hat{\mu}_{\text{qmc}} = \frac{1}{J_q} \sum_{j=1}^{J_q} \delta_{\mathcal{L}^\delta(y_j)} \quad \Rightarrow \quad \int f(z) d\hat{\mu}_{\text{qmc}}(z) = \frac{1}{J_q} \sum_{j=1}^{J_q} f(\mathcal{L}^\delta(y_j)). \]  
(3.34)
Here \( y_j \) are the first \( J_q \) QMC quadrature points described in the previous section. We want to estimate the difference between the measures \( \hat{\mu}^\delta \) and \( \hat{\mu}_{\text{qmc}} \) and need some metric on the space of probability measures, to do so. One such metric is the so-called Wasserstein metric [50]. To define this metric, we need the following,

Definition 3.10. Given two measures, \( \nu, \sigma \in \text{Prob}(\mathbb{R}) \), a transport plan \( \pi \in \text{Prob}(\mathbb{R}^2) \) is a probability measure on the product space such that the following holds for all measurable functions \( F,G \),
\[ \int_{\mathbb{R} \times \mathbb{R}} (F(u) + G(v)) d\pi(u,v) = \int_{\mathbb{R}} F(u) d\nu(u) + \int_{\mathbb{R}} G(v) d\sigma(v). \]  
(3.35)
The set of transport plans is denoted by \( \Pi(\nu, \sigma) \)

Then for \( 1 \leq p < \infty \), the \( p \)-Wasserstein distance [50] between \( \hat{\mu}^\delta \) and \( \hat{\mu}_{\text{qmc}} \) is defined as,
\[ W_p \left( \hat{\mu}^\delta, \hat{\mu}_{\text{qmc}} \right) := \left( \inf_{\pi \in \Pi(\hat{\mu}^\delta, \hat{\mu}_{\text{qmc}})} \int_{\mathbb{R} \times \mathbb{R}} |u - v|^p d\pi(u,v) \right)^{\frac{1}{p}}. \]  
(3.36)
Although it is very difficult to prove (due to technical reasons), it is fair to surmise on the basis of numerical evidence (see section 5) that the error in the Wasserstein metric behaves as,

\[ W_p\left( \hat{\mu}^L, \hat{\mu}_{qmc}\right) \sim \left( \frac{V^*}{J_q} \right)^\alpha , \tag{3.37} \]

for some \( 0 < \alpha \leq 1 \) and \( V^* = V(L^*) \) is some measure of the variation of the underlying integrand.

Requiring that the Wasserstein distance is of size \( O(\varepsilon) \) for some tolerance \( \varepsilon > 0 \), entails choosing \( J_q \sim \frac{V^*}{\varepsilon^\alpha} \) and leads to a cost of

\[ \hat{C}_{qmc} \sim \varepsilon \frac{V^*}{\varepsilon^\alpha} . \tag{3.38} \]

with \( \varepsilon \) being the computational cost of a single CFD forward solve.

We can readily adapt the DLQMC algorithm 3.5 to approximate the measure \( \hat{\mu}^L \) by changing the estimator in Step 4 of this algorithm to,

\[ \hat{\mu}_{qmc}^* = \frac{1}{J_L} \sum_{j=1}^{J_L} \delta_{L^*(y)} . \tag{3.39} \]

The consequent gain in efficiency is quantified in the following theorem,

**Theorem 3.11.** Under the assumption that the generalization error (2.26) is of size \( O(\varepsilon) \) and the baseline QMC estimator (3.34) follows the error estimate (3.37) and with the notation of Theorem 3.6, the speedup with the DLQMC algorithm 3.5 in approximating the measure \( \hat{\mu}^L \) to \( O(\varepsilon) \) satisfies,

\[ \frac{1}{\hat{C}_{dlqmc}} \sim \frac{N}{J_q} + \frac{\varepsilon\cdot V^*}{\varepsilon^\alpha} . \tag{3.40} \]

Here, \( V^* = V(L^*) \) is an estimate on the variation that arises in a QMC estimate such as (3.37).

**Proof.** We define the measure \( \hat{\mu}^L = L^* \# \mu \in \text{Prob}(\mathbb{R}) \) and estimate,

\[ W_p\left( \hat{\mu}^L, \hat{\mu}_{qmc}^* \right) \leq W_p\left( \hat{\mu}^L, \hat{\mu} \right) + W_p\left( \hat{\mu}, \hat{\mu}_{qmc}^* \right) . \]

We claim that assuming that the generalization error \( \mathcal{E}_G \sim \varepsilon \) implies that \( W_p\left( \hat{\mu}^L, \hat{\mu} \right) \sim \varepsilon \). To see this, we define a transport plan \( \pi^* \in \text{Prob}(\mathbb{R}^2) \) by \( \pi^* = \hat{\mu}^L \otimes \hat{\mu}^* \). Then,

\[ \int_{\mathbb{R}^2} |u - v|^p d\pi^*(u, v) = \int_{\mathbb{R}^2} |u - v|^p d(L^L \# \mu) \times L^* \# \mu(u, v), \]

\[ = \int_Y |L^L(y) - L^*(y)|^p d\mu(y) := \mathcal{E}_G^p , \]

\[ \sim \varepsilon^p . \]

This provides an upper bound on the Wasserstein distance (3.36) and proves the claim. Similarly, we use an estimate of the type (3.37) to obtain \( W_p\left( \hat{\mu}^L, \hat{\mu}_{qmc}^* \right) \sim \left( \frac{V^*}{\varepsilon^\alpha} \right)^\alpha \). Requiring this error to be \( O(\varepsilon) \) yields \( J_L \sim \frac{V^*}{\varepsilon^\alpha} \) and leads to the following estimate on the total cost of the DLQMC algorithm,

\[ \hat{C}_{dlqmc} \sim \varepsilon N + \frac{\varepsilon \cdot V^*}{\varepsilon^\alpha} . \tag{3.41} \]

with \( \varepsilon, \hat{\varepsilon} \), being the computational cost of a single CFD forward solve and evaluation of the deep neural network \( L^* \), respectively.

Dividing (3.41) with (3.38) and using \( J_q \sim \frac{V^*}{\varepsilon^\alpha} \) leads to the speedup estimate (3.40).

\[ \square \]

Thus, we are guaranteed a speedup in computing the probability distribution of the parameters to observable map as long as \( V^* \sim V^L \). Hence, we can employ the DLQMC algorithm to approximate the full probability distribution of the parameters to observable map efficiently. Moreover, the DLMC algorithm can also be similarly adapted to compute the probability distribution, more efficiently than the baseline MC algorithm.
4 Implementation

In this section, we provide some details on the concrete implementation of our deep learning algorithm. 2.1 and the UQ algorithms 3.1 and 3.5.

4.1 Finite Volume method

In this paper, all our numerical experiments are performed for the compressible Euler equations. In two dimensions, these equations are

\[ \mathbf{U}_t + \mathbf{F}^x(\mathbf{U})_x + \mathbf{F}^y(\mathbf{U})_y = 0, \quad \mathbf{U} = \begin{pmatrix} \rho \\ \rho u \\ \rho v \\ E \end{pmatrix}, \quad \mathbf{F}^x(\mathbf{U}) = \begin{pmatrix} \rho u \\ \rho u^2 + p \\ \rho uv \\ (E + p)v \end{pmatrix}, \quad \mathbf{F}^y(\mathbf{U}) = \begin{pmatrix} \rho v \\ \rho uv \\ \rho v^2 + p \\ (E + p)v \end{pmatrix} \]  

(4.1)

where \( \rho, u, v \) and \( p \) denote the fluid density, velocity and pressure, respectively. The quantity \( E \) represents the total energy per unit volume

\[ E = \frac{1}{2} \rho |\mathbf{u}|^2 + \frac{p}{\gamma - 1}, \]

where \( \gamma = c_p/c_v \) is the ratio of specific heats, chosen as \( \gamma = 1.4 \) for our simulations. Additional important variables associated with the flow include the speed of sound \( a = \sqrt{\gamma p/\rho} \), the Mach number \( M = |\mathbf{u}|/a \) and the fluid temperature \( T \) evaluated using the ideal gas law \( p = \rho RT \), where \( R \) is the ideal gas constant.

The solutions (4.1) are approximated by finite volume schemes [22], which are formulated by discretizing the computational domain \( D \subset \mathbb{R}^2 \) into a the union of non-overlapping control volumes \( \Omega_i \). Integrating the system (4.1) over the control volume \( \Omega_i \) and approximating the cell-boundary integrals of the flux using an N-point quadrature rule, leads to the following semi-discrete finite volume scheme

\[ \frac{d}{dt} \Delta \mathbf{U}_i = -\frac{1}{|\Omega_i|} \sum_{j=1}^{N} w_{ij} \mathbf{F}^\Delta_{ij} \]

(4.2)

where \( \Delta \mathbf{U}_i(t) \) approximates the cell average in the cell \( \Omega_i \), \( \mathbf{F}^\Delta_{ij} = \mathbf{F}^\Delta((\mathbf{u}_{ij}^-), (\mathbf{u}_{ij}^+), \mathbf{n}_{ij}) \), is the numerical flux at the cell-boundary quadrature point \( x_{ij} \) with outward normal \( \mathbf{n}_{ij} \), that needs to satisfy,

- consistency, i.e, \( \mathbf{F}^\Delta(\mathbf{U}, \mathbf{n}) = \mathbf{F}^\Delta(\mathbf{U}_{ij}^-) + \mathbf{F}^\Delta(\mathbf{U}_{ij}^+) \),
- conservation, i.e, \( \mathbf{F}^\Delta(\mathbf{U}_1, \mathbf{U}_2, \mathbf{n}) = -\mathbf{F}^\Delta(\mathbf{U}_1, \mathbf{U}_2, -\mathbf{n}) \),

while \( w_{ij} \) is the quadrature weight. The numerical flux is evaluated using the interface values \( \mathbf{U}_{ij}^- \) and \( \mathbf{U}_{ij}^+ \), which are obtained by suitably reconstructing the solution in the cell \( \Omega_i \) and the neighbouring cell sharing the quadrature point \( x_{ij} \), respectively, with piecewise linear polynomials. Details of the reconstruction and the scheme can be checked from [40].

The system of ODEs (4.2) is integrated in time using a time-marching strategy, such as a Runge-Kutta scheme.

4.2 Implementation of ensemble training

All the following numerical experiments will use fully connected neural networks with ReLU activation functions. Essential hyperparameters are listed in table 2. For each experiment, we use a reference network architecture i.e number of hidden layers and width per layer, such that the total network size is \( O(d + N) \). This ensures consistency with the prescriptions of lemma 2.5. The reference network architecture and its perturbations are described in each numerical experiment below.

We use two choices of the exponent \( p \) in the loss function (2.11) i.e either \( p = 1 \) or \( p = 2 \), denoted as mean absolute error (MAE) or mean square error (MSE), respectively. Similarly the exponent \( q \) in the regularization term (2.12) is either \( q = 1 \) or \( q = 2 \). In order to keep the ensemble size tractable, we chose four different values of the regularization parameter \( \lambda \) in (2.12) i.e., \( \lambda = 7.8 \times 10^{-5}, 7.8 \times 10^{-6}, 7.8 \times 10^{-7}, 0, \)
corresponding to different orders of magnitude for the regularization parameter. For the optimizer of the loss function, we use either a standard SGD algorithm or ADAM. Both algorithms are used in the full batch mode. This is reasonable as the number of training samples are rather low in our case.

A key hyperparameter is the starting value \( \bar{\theta} \) in the SGD or ADAM algorithm (2.13). We remark that the loss function (2.12) is non-convex and we can only ensure that the gradient descent algorithms converge to a local minimum. Therefore, the choice of the initial guess is quite essential as different initial starting values might lead to convergence to local minima with very different loss profiles and generalization properties. Hence, it is customary in machine learning to retrain i.e., start with not one, but several starting values and run the SGD or ADAM algorithm in parallel. Then, one has to select one of the resulting trained networks. The ideal choice would be to select the network with the best generalization error. However, this quantity is not accessible with the data at hand. Hence, we rely on the following surrogates for predicting the best generalization error,

1. **Best trained network.** \((\text{train})\): We choose the network that leads to the lowest training error (2.31), once training has been terminated.

2. **Best validated network.** \((\text{val})\): We choose the network that leads to the lowest validation loss (2.32), once training has been terminated. One disadvantage of this approach is to sacrifice some training data for the validation set.

3. **Best trained network wrt mean.** \((\text{mean-train})\): We choose the network that has minimized the error in the mean of the training set i.e,

\[
\mathcal{E}_{\text{mean}} := \left| \frac{1}{N} \sum_{j=1}^{N} \mathcal{L}^A(y_j) - \frac{1}{N} \sum_{j=1}^{N} \mathcal{L}^*(y_j) \right| , \quad \forall y_j \in \mathcal{S}.
\]  

(4.3)

4. **Best trained network wrt Wasserstein.** \((\text{wass-train})\): We choose the network that has minimized the error in the Wasserstein metric with respect to the training set \(\mathcal{S}\):

\[
\mathcal{E}_{\text{wass}} := W_1 \left( \frac{1}{N} \sum_{j=1}^{N} \delta_{\mathcal{L}^A(y_j)} - \frac{1}{N} \sum_{j=1}^{N} \delta_{\mathcal{L}^*(y_j)} \right) , \quad \forall y_j \in \mathcal{S}.
\]  

(4.4)

We note that Wasserstein metric for measures on \(\mathbb{R}\) can be very efficiently computed with the Hungarian algorithm [34].

All the above criteria can be computed with the available training (and validation) data. There are subtle differences between them and we hope to identify which one of them can pick out the network with smallest generalization (prediction) error.

Another hyperparameter (property) is whether we choose randomly distributed points (Monte Carlo) or more uniformly distributed points, such as quasi-Monte Carlo (QMC) quadrature points, to select the training set \(\mathcal{S}\). We use both sets of points in the numerical experiments below in order to ascertain which choice is to be preferred in practice.

There are other hyperparameters in the machine learning algorithm, which in principle, could be varied within the ensemble training procedure. However, we have decided to keep them fixed for all runs, in order to keep the ensemble training procedure tractable. These include the learning rate in (2.13). We keep it fixed for all runs by setting \(\eta_r = 0.01, \forall r\), for both the SGD and ADAM algorithms. Moreover, we also set the total number of epochs in both optimizers to 500000.

### 4.3 Code

All the numerical results presented below are based on the following codes,

- The training and test set for the one-dimensional Euler equations are generated using an efficient implementation of a finite-volume solver in MATLAB. A semi-discrete formulation is used, with a second-order reconstruction of the solution at the cell-interfaces using an ENO algorithm. Time marching is performed using a suitable Runge-Kutta method.
• The training and test set for the two-dimensional Euler equations are generated using TEnSUM, which is a vertex-centered finite-volume solver for compressible flows on unstructured triangular grids. The code has been implemented in C++, and parallelized using MPI standards. The unstructured meshes are generated using Gmsh, and partitioned using METIS. Further details can be found in [40] and Chapter 10 of [41].

• The machine learning and ensemble training runs are performed by a collection of Python scripts and Jupyter notebooks, utilizing Keras [54] and Tensorflow [55] for machine learning and deep neural networks. The ensemble runs over hyperparameters are parallelized as standalone processes, where each process trains the network for one choice of hyperparameters.

The training and test data are generated with the finite volume codes and are fed to the TensorFlow/KERAS machine learning package. Jupyter notebooks for all the numerical experiments can be downloaded from https://github.com/kjetil-lye/learning_airfoils, under the MIT license. A lot of care is taken to ensure reproducibility of the numerical results. All plots are labelled with the git commit SHA code, that produced the plot, in the upper left corner of the plot.

5 Numerical results

5.1 A stochastic shock tube problem

As a first numerical example, we consider a shock tube problem with the one-dimensional version of the compressible Euler equations (4.1).

5.1.1 Problem description

The initial conditions are prescribed by perturbing the initial profile for the shock tube test proposed by Sod [19], given by a left state \((\rho_L, u_L, p_L)\) and a right state \((\rho_R, u_R, p_R)\) at the initial discontinuity \(x_0\). More specifically, we set

\[
\begin{align*}
    x_0(y) &= \epsilon G_1(y), \\
    \rho_L(y) &= 1 + \epsilon G_2(y), \\
    \rho_R(y) &= 0.125(1 + \epsilon G_3(y)), \\
    u_L(y) &= u_R(y) = \epsilon^2 G_4(y), \\
    p_L(y) &= 1 + \epsilon G_5(y), \\
    p_R(y) &= 0.1(1 + \epsilon G_6(y)),
\end{align*}
\]

where \(\epsilon = 0.1, y \in Y = [0,1]^6\) is a parameter and \(G_k(y) = 2y_k - 1\) for \(k = 1, \ldots, 6\).

The solution for each sample, at the final time \(T_f = 1.5\) on the computational domain \([-5,5]\) consists of a rarefaction wave, a contact discontinuity and a shock (see Figure 3(a)). The observables for this problem are chosen as the average integral of the density over fixed intervals

\[
\mathcal{L}_j(y) = \frac{1}{|I_j|} \int_{I_j} \rho(x,T_f;y)dx, \quad j = 1, 2, 3,
\]

where \(I_1 = [-1.5, -0.5]\) marks the solution region inside the rarefaction fan, while \(I_2 = [0.8, 1.8]\) and \(I_3 = [2, 3]\) encompass the contact and shock discontinuities, respectively.

5.1.2 Generation of training data.

In order to generate the training, validation and test sets, we denote \(Q^{sob}\) as the first 2000 Sobol points on the domain \([0,1]^6\). For each point \(y_j \in Q^{sob}\), the maps or (rather their numerical surrogate) \(\mathcal{L}_{1,2,3}^N(y_j)\) is generated from high-resolution numerical approximations \(U^N(y)\) obtained using a second-order finite volume scheme. The domain is discretized into a uniform mesh of \(K = 1000\) disjoint intervals of uniform mesh size \(\Delta = 10/K\). We choose the Lax-Friedrichs numerical flux, with the left and right cell-interface values obtained using a second-order ENO reconstruction. Time marching is performed using the fourth-order Runge-Kutta method with a CFL number of 0.5. Once the finite volume solution is computed, the corresponding observables (5.2) at each \(y\) are approximated as

\[
\mathcal{L}_j^N(y) = \frac{\sum_{i \in \Lambda_j} \rho_i(y)}{\#(\Lambda_j)}, \quad \Lambda_j = \{i \ | \ x_i \in I_j\}, \quad j = 1, 2, 3,
\]

\[25]
Figure 3: Solution (density) for the 1D Sod shock tube problem. a) Exact solution with \( \varepsilon = 0 \). The blue shaded zones mark the x-intervals over which observables are evaluated; b) Numerical solutions approximated with three different realizations of the parameter \( y \).

| Layer          | Width (Number of Neurons) | Number of parameters |
|----------------|---------------------------|---------------------|
| Hidden Layer 1 | 10                        | 70                  |
| Hidden Layer 2 | 10                        | 110                 |
| Hidden Layer 3 | 10                        | 110                 |
| Hidden Layer 4 | 10                        | 110                 |
| Hidden Layer 5 | 10                        | 110                 |
| Output Layer   | 1                         | 11                  |

Table 3: Reference network architecture for all three networks approximating \( L_{1,2,3} \) in the Sod shock tube problem.

where \( x_i \) is the barycenter of the cell \( \Omega_i \). The numerical solutions for the three different realizations of the parameter \( y \), are shown in Figure 3(b).

5.1.3 Results of the Ensemble training procedure.

As described in section 4.2, we set up an ensemble of neural networks by choosing different hyperparameters, listed in Table 2. We fix a reference network architecture for this problem as a fully connected network with the number of hidden layers (and neurons per layer) listed in Table 3. Our first objective would be to train networks with this structure, with a training set \( S \subset Q^{\text{rob}} \) with \( S = \{ y_j \}, 1 \leq j \leq N \). We set \( N = 128 \). Thus, our network size is clearly consistent with the requirements of Lemma 2.5. Moreover, we set \( \mathcal{V} = \{ y_j \}, N \leq j \leq 2N \) as the validation set. In the first instance, we vary all the hyperparameters as described in section 4.2 on this particular network structure. This generates an ensemble of 113 configurations (samples). Each sample is retrained 5 times by starting with different starting values for the optimization algorithm. Thus, we train a total of 565 networks for each observable, corresponding to different hyperparameter configurations, in parallel.

For each configuration, we select the retraining that minimizes the set selection criteria for the configuration i.e., one of \texttt{train}, \texttt{val}, \texttt{mean-train} or \texttt{wass-train}. Once the network with best retraining is selected, the resulting network is evaluated on the whole test set \( \mathcal{T} = Q^{\text{rob}} \) and the prediction error (2.27) is evaluated. We set \( p = 2 \) in (2.27) to calculate the root mean square prediction error. Moreover, we normalize to calculate the \textit{percentage relative root mean square error}. The histogram, describing the probability
distribution over all hyperparameter samples, of the percentage relative mean square prediction error for $L^*$ is shown in Figure 4. From this ensemble, we choose the hyperparameter configuration that leads to the smallest prediction error and list them in Table 4. As seen from Table 4, the best hyperparameter combination varies for the three different observables, at least in some respects. The same optimizer (ADAM) is used in all three cases and we only penalize (regularize) the $L^2$ norm of the weights. The choice of loss function differs for at least one of them, as does the selection criteria for the best retraining. Moreover, we also highlight a hyperparameter configuration that was nearly optimal in all three cases. This network is termed as an effective network and its hyperparameters are listed in Table 5. This effective network architecture was also found to perform very well for the flow past airfoils test case, considered in Section 5.2.

We plot the training (and validation) loss, with respect to number of iterations (epochs) of ADAM, for all three best performing networks and for the effective network, for the three different observables in Figure 5. As seen from this figure, the training process reduces the loss function by four to five orders of magnitude over 500000 epochs of the ADAM minimization algorithm. Moreover, the validation error also reduces by a similar amount during the training process.

The prediction errors with the best performing and effective networks, are depicted in Figure 6, in the form of a scatter plot for $L^\Delta_i(y)$ (X-axis) vs $L^*_i(y)$ (Y-axis) for all $y \in \mathcal{T}$ and $i = 1, 2, 3$. The spread away from the diagonal visualizes the error in predictions. As shown in this figure, the errors for all three observables (with both the best performing and effective networks) are very low. This is further verified from Table 4, from which we observe that the mean prediction errors with best performing (and effective) networks are always less than 0.3%. Moreover, the standard deviation in the error is several orders of magnitude lower than the mean error. The attainment of such a low prediction error is really impressive given that our training set had only $N = 128$ samples. Theoretical considerations in Section 2.3.3 estimated the generalization error by $\sqrt{M/N}$, with $M, N$ being the number of parameters in the network and number of training samples respectively. Setting these numbers for the problem here, yields a relative error of approximately 200%. However, our prediction errors are around 1000 times (three orders of magnitude) less, indicating the very high degree of compression that the trained neural network is able to achieve. This is really impressive when compared to the simple sum of sines example (see Table 1) as we obtain errors that are at least two to three orders of magnitude lower.

The computational costs of generating a single sample of training data, the average cost of training each network (over hyperparameter configurations) and the cost of evaluating the trained networks are shown in Table 6. As seen from the table, the cost of evaluating a single neural network in this case is five orders of magnitude smaller than the cost of generating a single training sample. On the other hand, the training cost per network configuration is relatively high, but still comparable to the total cost of generating all the 128 training samples. Furthermore, it should be emphasized that attaining a relative error of less than 0.3% in predicting the observables, costs five orders of magnitude less (see Table 6) when compared to computing the observables with a high-resolution finite volume method. This illustrates the potential of neural networks - a well-trained network can solve the problem to almost the
Table 4: The hyperparameter configurations that correspond to the best performing network (one with least mean prediction error) for the three observables of the Sod Shock tube problem. The mean and standard deviation of the relative percentage $L^2$-prediction error for the best performing networks are compared with the corresponding errors (denoted by Ref. Err) of the Effective network, with hyperparameters listed in table 5

| Obs | Opt | Loss | $L^1$-reg | $L^2$-reg | Selection | BP. Err mean (std) | Ref. Err mean (std) |
|-----|-----|------|-----------|-----------|-----------|-------------------|-------------------|
| $L_1$ | ADAM | MSE | 0.0 | $7.8 \times 10^{-6}$ | wass-train | 0.211 (1.3 $\times 10^{-3}$) | 0.223 (1.7 $\times 10^{-3}$) |
| $L_2$ | ADAM | MSE | 0.0 | $7.8 \times 10^{-7}$ | mean-train | 0.234 (9.2 $\times 10^{-8}$) | 0.234 (5.4 $\times 10^{-8}$) |
| $L_3$ | ADAM | MAE | 0.0 | $7.8 \times 10^{-7}$ | val | 0.273 (3.2 $\times 10^{-4}$) | 0.285 (6.6 $\times 10^{-4}$) |

Table 5: Hyperparameters of the effective network. Opt refers to optimizer. Loss function to (2.11), $L^{1,2}$-reg to the parameter $\lambda$ in (2.12) and selection to the criteria, among the four listed in section 4.2, by which we select the best retraining.

**same accuracy as a high-resolution numerical method, essentially at zero cost (when compared to the cost of the underlying numerical method).**

### 5.1.4 Network sensitivity to hyperparameters.

The ensemble training procedure allows to determine how sensitive the performance (measured in terms of prediction error) of the network is to the choice of relevant hyperparameters. We summarize the results of this sensitivity study below,

- **Overall sensitivity.** The overall sensitivity to hyperparameters is best depicted in the form of histograms, representing the distribution, over samples (hyperparameter configurations), shown in figure 4. As seen from the figure, the prediction errors with different hyperparameters are spread over a range for each observable. There are a few outliers which perform very poorly, particularly for the observables $L_2, L_3$, for which this range is more than an order of magnitude in terms of the prediction error. On the other hand, a large proportion of the 113 hyperparameter configurations (samples) concentrate around the best performing network. Our aim is to identify these configurations below.

- **Choice of optimizer.** The difference between ADAM and the standard SGD algorithm is shown in figure 7. As seen from this figure, ADAM clearly outperforms the standard SGD algorithm consistently in terms of the best performing networks. On the other hand, there are a few outliers

| Sample generation | Time (in secs) |
|-------------------|----------------|
| Training ($L_1$)  | 570            |
| Evaluation ($L_1$)| $6 \times 10^{-6}$ |
| Training ($L_2$)  | 640            |
| Evaluation ($L_2$)| $9 \times 10^{-6}$ |
| Training ($L_3$)  | 700            |
| Evaluation ($L_3$)| $10^{-5}$      |

Table 6: Computational times (cost) of (single) sample generation, network training and (single) network evaluation, for the Sod shock tube problem. The samples were generated on an Intel(R) Core(TM) i5 @ 3.1GHz machine. The training and evaluation of the neural networks were all performed on a Intel(R) Core(TM) i7-8700K CPU @ 3.70GHz machine. The training and evaluation times are approximations of the average runtimes over all hyperparameter configurations.
Figure 5: The evolution over epochs of the training and validation loss functions for all the three functionals (5.2) of the Sod shock tube problem with the best performing (see Table 4) and effective (see Table 5) neural networks.

Figure 6: Scatter plots depicting prediction errors for all the three functionals of the Sod shock tube problem. X-axis (Test data), Y-axis: Predictions by best performing or effective neural networks.
within ADAM that seem to perform poorly. We call these outliers as the bad set of ADAM and they correspond to the configurations with MSE loss function and \( L^1 \) regularization, or \( L^2 \) regularization, with a regularization parameter \( \lambda > 10^{-5} \), or MAE loss function without any regularization. The difference between the bad set of ADAM and its complement i.e., the good set of ADAM is depicted in figure 8. We see that the outliers (in prediction error) for observables \( L_2 \) and \( L_3 \) clearly correspond to the bad set of ADAM.

- **Choice of loss function.** The difference between \( L^1 \) mean absolute error (MAE) and \( L^2 \) root mean square error (MSE) i.e., exponent \( p = 1 \) or \( p = 2 \) in the loss function (2.11) is plotted in the form of a histogram over the error distributions in figure 9. We only focus on the difference between MAE and MSE for the good set of ADAM and observe that the differences are rather minor. All tested configurations yield an error of less than one percent. Hence, the network performance is not that sensitive to the choice of loss function.

- **Choice of type of regularization.** This refers to whether we choose \( q = 1 \) or \( q = 2 \) in the regularization term in (2.12). We plot the corresponding histograms for prediction error distributions in figure 10. Again, we focus only on the good set of ADAM and observe from this figure that the choice of type of regularization leads to small differences in the overall prediction error. It appears that using an \( L^2 \) regularization is slightly better but all the tested configurations provide an error of less than one percent.

- **Value of regularization parameter.** The variation of network performance with respect to the value of the regularization parameter \( \lambda \) in (2.12) is shown in figure 11. In this figure, we vary the regularization parameter over four values namely \( \lambda = 0, 7.8 \times 10^{-7}, 7.8 \times 10^{-6}, 7.8 \times 10^{-5} \) and plot the minimum and average (over all Good ADAM configurations) of relative percentage prediction error (Y-axis) with respect to \( \lambda \) (X-axis). We see from this figure that a small amount of regularization always outperforms no regularization. However, the differences are rather minor between different values of the regularization parameter.

- **Choice of selection criteria.** The difference in network performance with respect to the four possible selection criteria, listed in section 4.2, is presented in figure 12. As seen from this figure, there is virtually no difference in performance between \textit{wass-train} and \textit{mean-train} and although the differences are minor, these two selection criteria perform slightly better than the standard selection criteria of \textit{train} and \textit{val}.

- **Sensitivity to retrainings.** This information is provided in table 7. In this table, we list the minimum, maximum, mean and standard deviation of the relative prediction error, over 5 retrainings, for the best performing networks and the effective network for each observable. As seen from this table, while there is some sensitivity to retrainings, the standard deviation is rather low in all cases, except for the best performing network approximating \( L_3 \), where the standard deviation is comparable to the mean over the retrainings. However, for the effective network, the sensitivity to retrainings seems to be very low in all cases. Hence, one can expect that starting the optimization algorithm from a random starting value for this network will generically lead to very low prediction error (less than 0.5%) for all observables of the Sod shock tube problem.

- **Variation of Network size.** In order to ascertain the dependence of network performance on the size of the network, we only consider the hyperparameter configuration that corresponds to the effective network (table 5). For this configuration, we consider a matrix of network sizes by varying the depth (number of hidden layers) for three values of 4, 8, 16 and the width (number of neurons per layer) for three values of 6, 12, 24. Note that even the smallest network (width of 6 and depth of 4) has 174 tunable parameters and satisfies the requirements of lemma 2.5. Each network is retrained 5 times and the best performing one is chosen based on the \textit{wass-train} criteria. The percentage relative mean prediction error for the best network for each value of this \( 3 \times 3 \) matrix of all three observables is shown in table 8. We observe from the table that the error was very similar for most values in the matrix. In fact, there was no advantage in increasing the depth or the width. On the other hand, the training procedure failed for some very deep and very wide networks. This failure
| Obs (Network)       | Err (min) | Err (max) | Err (mean) | Err (std) |
|--------------------|-----------|-----------|------------|-----------|
| $\mathcal{L}_1$ (Best Performing) | 0.211     | 0.471     | 0.311      | 0.112     |
| $\mathcal{L}_1$ (Effective)        | 0.223     | 0.263     | 0.235      | 0.015     |
| $\mathcal{L}_2$ (Best Performing) | 0.234     | 0.422     | 0.308      | 0.076     |
| $\mathcal{L}_2$ (Effective)        | 0.234     | 0.422     | 0.308      | 0.076     |
| $\mathcal{L}_3$ (Best Performing) | 0.273     | 0.912     | 0.552      | 0.264     |
| $\mathcal{L}_3$ (Effective)        | 0.285     | 0.521     | 0.364      | 0.089     |

Table 7: Sensitivity of the best performing networks (listed in table 4) and the effective network (listed in table 5) to retrainings i.e starting values for ADAM, for the three observables in the Sod Shock tube. All errors are relative mean $L^2$ prediction error (2.27) in percentage and we list the minimum, maximum, mean and standard deviation of the error over 5 retrainings.

Figure 7: Histograms for the prediction error, comparing ADAM with SGD, for the Sod shock tube problem.

was manifested in the output of NaNs, when evaluating the trained networks. We attribute this failure to the lack of sufficient number of samples for training these large networks.

5.1.5 Network performance with respect to number of training samples.

A very important hyperparameter in deep learning is the size of the training set i.e, $N = #(S)$. All the above results were obtained with $N = 128$. We have repeated the entire ensemble training with different samples sizes i.e $N = 32, 64, 256$ also and present a summary of the results in figure 13. In this figure, we plot the mean, minimum and maximum (over a subset of hyperparameter configurations) of the percentage relative $L^2$ prediction error, with respect to the number of samples. This subset consists of only ADAM as the optimizer, while varying the type of loss function, type of regularization, the value of regularization parameter and the selection criteria. Moreover, we only consider errors with selected

Figure 8: Histograms for the prediction error, comparing the good ADAM with bad ADAM for the Sod shock tube problem.
Figure 9: Histograms for the prediction error, comparing the mean absolute error (MAE) and mean square error (MSE) as loss functions, for the Sod shock tube problem.

Figure 10: Histograms for the prediction error, comparing ADAM with $L^1$ and $L^2$ regularization, for the Sod Shock tube problem.

Figure 11: Variation of prediction error (Y-axis) with respect to the size of the regularization parameter $\lambda$ in (2.12) (X-axis). The minimum and mean of prediction error (over all hyperparameter configurations) is shown.
Figure 12: Network performance with respect to selection criteria for retrainings (see section 4.2 i.e, train, val, mean-train, wass-train) for the Sod shock tube problem. We compare wass-train with each of the other three criteria. Histograms for prediction error (X-axis) with number of configurations (Y-axis) are shown.

(optimal) retrainings in each case. As seen from the figure, the prediction error decreases with sample size $N$ as predicted by the theory. The rate of decay is estimated to be 0.48, 0.61 and 0.37 for $L_{1,2,3}$, respectively. This decay is very close to the theoretical predicted value, see (2.28). It is instructive to consider the observable $L_1$ as in this case, the prediction error scales very close to the theoretical value of 0.5 in (2.28). The constant in (2.28) is calculated from the best fit in figure 13 as $U = 0.036$. This is four orders of magnitude lower than the pessimistic upper bound provided by the number of tunable parameters in the network. This indicates very high compressibility in this problem [2] and allows us to obtain very low prediction errors with few training samples.

5.1.6 UQ with deep learning

In this section, we will approximate the underlying probability distributions (measures) (3.33), with respect to each of the observables $L_{1,2,3}$ for the stochastic Sod shock tube problem. A reference measure is computed from the whole test set of 2000 samples and the corresponding histograms are shown in figure 14 to visualize the probability distributions. We approximate these distributions with the DLQMC algorithm 3.5. The corresponding histograms, computed with the best performing networks for each observable (listed in table 4) and the effective network (see table 5) are also shown in figure 14. The
Table 8: Performance of trained neural networks with respect to the variation of network size for Sod shock tube problem. The rows represent variation with respect to Width (number of neurons per hidden layer) and the columns represent variation with respect to Depth (number of hidden layers). For each entry of the Width-Depth matrix, we tabulate the vector of relative percentage mean prediction error for the effective network (see table 5). The components of each vector represents the error in approximating $[\mathcal{L}_1, \mathcal{L}_2, \mathcal{L}_3]$ and $\sim$ is used to indicate that the training procedure failed for this particular configuration.

| Width/Depth | 6          | 12         | 24         |
|-------------|------------|------------|------------|
| 4           | [0.23, 0.23, 0.26] | [0.24, 0.25, 0.30] | [0.24, 0.29, 0.25] |
| 8           | [0.27, 0.24, 0.28] | [0.21, 0.20, 0.27] | [0.25, 0.29, 0.31] |
| 16          | [0.49, 0.28, 0.60] | $\sim$, $\sim$, 0.34 | $\sim$, 0.20, 0.88 |

Table 9: Real speedups (5.5), for each observable of the Sod shock tube problem, comparing DLQMC with baseline QMC algorithm. Speedups for both best performing (table 4) and effective (table 5) networks are shown.

| Observable | Network       | Speedup |
|------------|---------------|---------|
| $\mathcal{L}_1$ | Best Performing | 16.81   |
| $\mathcal{L}_1$ | Effective       | 16.69   |
| $\mathcal{L}_2$ | Best Performing | 20.80   |
| $\mathcal{L}_2$ | Effective       | 20.40   |
| $\mathcal{L}_3$ | Best Performing | 7.39    |
| $\mathcal{L}_3$ | Effective       | 6.75    |

Figure 13: Relative percentage mean square prediction error (2.27) (Y-axis) for the neural networks approximating the Sod shock tube problem, with respect to number of training samples (X-axis). For each number of training samples, we plot the mean, minimum and maximum (over hyperparameter configurations) of the prediction error. Only the selected (optimal) retraining is shown.

In order to quantify the gain in computational efficiency with the DLQMC algorithm over the baseline QMC algorithm in approximating probability distributions, we will compute the speedup. To this end, we observe from figure 15 that the baseline QMC algorithm converges to the reference probability measure with respect to the Wasserstein distance (3.37), at a rate of $\alpha_i = 0.78, 0.73, 0.7$ in the number of QMC points, for the observables $\mathcal{L}_i$, with $i = 1, 2, 3$. Next, from table 6, we see that once the training samples have been generated, the cost of performing evaluations with the trained network is essentially free. Here, we are neglecting the training cost, which is non-trivial with respect to the sample generation costs for this particular problem. Consequently, if the number of training samples is $N$, we compute a raw speed-up (for each observable) given by,

$$
\sigma_{i,\text{dlqmc}}^{\text{raw}} := \frac{W_1\left(\tilde{\mu}_{i,\text{qmc},N}, \tilde{\mu}_i^\Delta\right)}{W_1\left(\tilde{\mu}_{i,\text{qmc},*}, \tilde{\mu}_i^\Delta\right)}, \quad i = 1, 2, 3.
$$

(5.4)
Figure 14: Empirical histograms representing the probability distribution (measure) for each observable of the Sod shock tube problem. We compare the reference histograms (computed with the test set $\mathcal{T}$) and the histograms computed with the DLQMC algorithm.

The observables $\mathcal{L}_{1,3}$ are indexed by $i$. $\hat{\mu}_i^A$ is the reference measure (probability distribution) computed from the test set $\mathcal{T}$, $\hat{\mu}_{\text{qmc}, N}$ is the measure (3.34) with the baseline QMC algorithm and $N$ QMC points, and $\hat{\mu}_{\text{dlqmc}}^*$ is the measure computed with the DLQMC algorithm (3.39) and $J_L = \#(\mathcal{T}) = 2000$ points in this case. The real speed up is then given by,

$$\sigma_{\text{real}, \text{dlqmc}}^i = \left( \sigma_{\text{raw}, \text{dlqmc}}^i \right)^{\frac{1}{\alpha_i}}, \quad i = 1, 2, 3,$$

in order to compensate for the rate of convergence of the baseline QMC algorithm. In other words, our real speed up compares the costs of computing errors in the Wasserstein metric, that are of the same magnitude, with the DLQMC algorithm vis a vis the baseline QMC algorithm. Henceforth, we denote $\sigma_{\text{real}, \text{dlqmc}}^i$ as the speedup and list the speedups (for each observable) with the DLQMC algorithm for $N = 128$ training samples in table 9. This table shows impressive speedups with the DLQMC algorithm for computing the underlying probability distributions, with both the best performing networks (table 4) and the effective network (table 5) ranging from approximately 7 (for the observable $\mathcal{L}_3$) to approximately 20 for the other two observables. This difference cannot just be explained by the prediction error for each observable (see table 4). It is indeed true that the prediction errors are slightly larger for $\mathcal{L}_3$ compared to the other two observables. However, this difference is too small to explain a factor of 3 difference in speedup. Rather, appealing to the estimate (3.40), we think that the variation associated with this particular functional is possibly smaller than the other two. Hence, the baseline QMC method performs well even with 128 samples. Consequently, the speedup is smaller but still very significant.

Finally, in figure 16, we plot the speedup of the DLQMC algorithm (over the baseline QMC algorithm) as a function of the number of training samples in the deep learning algorithm 2.1. As observed from this figure, the highest speedups are obtained when the number of training samples is 32 for observables $\mathcal{L}_{1,3}$ and 64 for the observable $\mathcal{L}_2$. Moreover, the speed up reduces when the number of samples is 256. This nonlinear variation can be explained in terms of the subtle competition between reducing the mean prediction error (which decays with increasing number of training samples, see figure 13) and how well is
Figure 15: Convergence of the Wasserstein distance \( W_1(\hat{\mu}_{qmc}, \hat{\mu}_i^{\Delta}) \) (Y-axis) for each observable \( \mathcal{L}_i \) of the Sod shock tube problem, with respect to number of QMC points (X-axis).

Figure 16: Real speedups (5.5) for the DLQMC algorithm over the baseline QMC algorithm (Y-axis) with respect to number of training samples (X-axis). The maximum and mean speed up (over all hyper-parameter configurations) are shown.

Remark 5.1. All the theoretical results for speedup of the DLQMC algorithm over the baseline QMC algorithm, presented in section 3, assumed that the computational cost of training the deep neural networks is negligible when compared to the cost of generating the training data. The real speedups presented in table 9 reflect this assumption. However for the Sod shock tube problem, this assumption is not valid. As seen from table 6, the cost of generating \( N = 128 \) training samples is approximately 6 minutes and the cost of training the network is approximately 10 – 11 minutes. Hence, we have to account for this training cost in our calculation of the speedup. To this end, we define a compensated speed up as follows: we compute the total cost of the DLQMC algorithm by adding the training and sample generation costs (the sample evaluation costs are infinitesimally small as seen from table 6). Consequently, the number of QMC samples which can be computed with this cost are calculated and the resulting error in Wasserstein distance \( W_1(\hat{\mu}_{qmc}, \hat{\mu}_i^{\Delta}) \) with respect to the reference measure (computed with all the QMC samples in the test set) are estimated from the rate of convergence, calculated from figure 15. Then, the resulting error is divided by the error with the DLQMC algorithm and a compensated speedup is calculated by raising this ratio to the power \( \frac{1}{\alpha} \) as in (5.5), with \( \alpha \) being the rate of convergence i.e, \( \alpha = (0.78, 0.73, 0.7) \) for \( \mathcal{L}_{1,2,3} \), respectively. The compensated speedups with both the best performing and effective networks are shown in table 10. As seen from the table, the speedup drops when compared to the real speedups from table 9. However, they are still around an order of magnitude for \( \mathcal{L}_{1,2} \) while being a factor or 2.5 for \( \mathcal{L}_3 \).
Figure 17: The shape of the RAE 2822 airfoil.

| Observable | Network          | Compensated Speedup |
|------------|------------------|---------------------|
| $L_1$      | Best Performing  | 6.81                |
| $L_1$      | Effective        | 6.73                |
| $L_2$      | Best Performing  | 7.78                |
| $L_2$      | Effective        | 7.65                |
| $L_3$      | Best Performing  | 2.62                |
| $L_3$      | Effective        | 2.39                |

Table 10: Compensated speedups, calculated as described in Remark 5.1, that take into account training costs, for each observable of the Sod shock tube problem, comparing DLQMC with baseline QMC algorithm. Speedups for both best performing (table 4) and effective (table 5) networks are shown.
5.2 Flow past an airfoil

As a second example, we consider a more realistic problem involving the compressible Euler equations in two space dimensions (4.1).

5.2.1 Problem description.

We consider flow past an RAE 2822 airfoil, whose shape is shown in Figure 17. The flow past this airfoil is a benchmark problem for UQ in aerodynamics [23]. The upper and lower surface of the airfoil are denoted at \((x, S^U(x))\) and \((x, S^L(x))\), with \(x \in [0, 1]\). We consider the following parametrized (free-stream) initial conditions and perturbed airfoil shapes

\[
\begin{align*}
T^\infty(y) &= 1 + \epsilon_1 G_1(y), \\
M^\infty(y) &= 0.729(1 + \epsilon_1 G_2(y)), \\
\alpha(y) &= [2.31(1 + G_3(y))]^\circ, \\
p^\infty(y) &= 1 + \epsilon_1 G_4(y), \\
\hat{S}^U(x; y) &= S^U(x)(1 + \epsilon_2 G_5(y)), \\
\hat{S}^L(x; y) &= S^L(x)(1 + \epsilon_2 G_6(y)),
\end{align*}
\] (5.6)

where \(\alpha\) is the angle of attack, the gas constant \(R = 1\), \(\epsilon_1 = 0.1\), \(\epsilon_2 = 0.2\), while \(y, G_k\) are the same as those used in (5.1).

The total drag and lift experienced on the airfoil surface \(\hat{S}(y) = \hat{S}^L(y) \cup \hat{S}^U(y)\) are chosen as the observables for this experiment. These are expressed as

\[
\begin{align*}
\text{Lift} = \mathcal{L}_1(y) &= \frac{1}{\mathcal{K}(y)} \int_{\hat{S}(y)} p(y) (n(y) \cdot \psi_l(y)) ds, \\
\text{Drag} = \mathcal{L}_2(y) &= \frac{1}{\mathcal{K}(y)} \int_{\hat{S}(y)} p(y) (n(y) \cdot \psi_d(y)) ds,
\end{align*}
\] (5.7)

where \(\mathcal{K}(y) = \rho^\infty(y) |u^\infty(y)|^2 / 2\) is the free-stream kinetic energy, while \(\psi_l(y) = [-\sin(\alpha(y)), \cos(\alpha(y))]\) and \(\psi_d(y) = [\cos(\alpha(y)), \sin(\alpha(y))]\).

The domain is discretized using triangles to form the primary mesh, while the control volumes are the voronoi dual cells formed by joining the circumcenters of the triangles to the face mid-points. A zoomed view of the primary and dual meshes are shown in Figure 18. The solutions are approximated using a second-order finite volume scheme, with the mid-point rule used as the quadrature to approximate the cell-boundary integrals. The numerical flux is chosen as the kinetic energy preserving entropy stable scheme [40], with the solutions reconstructed at the cell-interfaces using a linear reconstruction with the minmod limiter. For details on flux expression and the reconstruction procedure, we refer interested readers to [40]. The scheme is integrated using the SSP-RK3 time integrator. The contour plots for the Mach number with two different realizations of the parameter \(y \in [0, 1]^6\) are shown in Figure 19.
5.2.2 Generation of training data.

In order to generate the training, validation and test sets, we denote \( Q^{sob} \) as the first 1001 Sobol points on the domain \([0, 1]^d\). For each point \( y_j \in Q^{sob} \), the maps or (rather their numerical surrogate) \( L_1, 2(y_j) \) is then generated from high-resolution numerical approximations \( U^\Delta(y) \) and the corresponding lift and drag are calculated by a numerical quadrature. For this numerical experiment, we take the first 128 Sobol points to generate the training set \( S \) and the next 128 points to generate the validation set \( V \). \( Q^{sob} \) forms the full test set \( T \).

5.2.3 Results of the Ensemble training procedure.

To set up the ensemble training procedure of section 4.2, we select a fully connected network, with number of layers and size of each layer listed in table 11. Our network has 1149 tunable parameters and this choice is clearly consistent with the prescriptions of Lemma 2.5. On this reference network architecture, we vary all the hyperparameters as described in section 4.2. This leads to 114 configurations (samples) over the hyperparameter space. Each sample is retrained 5 times by starting with different initial starting values for the optimization algorithm. Thus, we train a total of 570 networks for each observable, corresponding to different hyperparameter configurations, in parallel.

For each configuration, we select the retraining that minimizes the set selection criteria for the configuration. Once the network with best retraining is selected, it is evaluated on the whole test set \( T = Q^{sob} \) and the percentage relative \( L^2 \) prediction error (2.27) computed. Histograms, describing the probability distribution over all hyperparameter samples for the lift and the drag are shown in figure 20. From this ensemble, we choose the hyperparameter configuration that led to the smallest prediction error and list them in table 12. As seen from this table, there is a difference in the best performing network corresponding to lift and to drag. However, both networks use ADAM as the optimizer and regularize with the \( L^2 \)-norm of the weights in the loss function (2.12), even if the leading component of the loss function is MAE. Moreover, there are slight differences with the best performing networks for the Sod Shock tube problem (table 4).

We plot the training (and validation) loss, with respect to number of iterations (epochs) of ADAM, for the best performing networks and for the effective network (see table 5 for the underlying hyperparameters) in figure 21. As observed from the figure, the loss functions reduce by almost four orders of magnitude.
| Layer            | Width (Number of Neurons) | Number of parameters |
|------------------|---------------------------|----------------------|
| Hidden Layer 1   | 12                        | 84                   |
| Hidden Layer 2   | 12                        | 156                  |
| Hidden Layer 3   | 10                        | 130                  |
| Hidden Layer 4   | 12                        | 132                  |
| Hidden Layer 5   | 10                        | 130                  |
| Hidden Layer 6   | 12                        | 156                  |
| Hidden Layer 7   | 10                        | 130                  |
| Hidden Layer 8   | 10                        | 130                  |
| Hidden Layer 9   | 12                        | 132                  |
| Output Layer     | 1                         | 13                   |

|                  |                           | 1149                 |

Table 11: Reference neural network architecture for the flow past airfoil problem.

Figure 20: Histograms depicting distribution of the percentage relative mean $L^2$ prediction error (2.27) (X-axis) over number of hyperparameter configurations (samples, Y-axis) for the lift and the drag in the flow past airfoil problem. Note that the range of X-axis is different in the plots.
Table 12: The hyperparameter configurations that correspond to the best performing network (one with least mean prediction error) for the two observables of the flow past airfoils. The mean and standard deviation of the relative percentage $L^2$-prediction error for the best performing networks are compared with the corresponding errors (denoted by Ref. Err) of the Effective network, with hyperparameters listed in table 5.

| Obs  | Opt   | Loss | $L^1$-reg | $L^2$-reg | Selection | BP. Err mean (std) | Ref. Err mean (std) |
|------|-------|------|-----------|-----------|-----------|-------------------|--------------------|
| Lift | ADAM  | MSE  | $7.8 \times 10^{-6}$ | wass-train | 0.786 (0.010) | 0.931 (0.018) |
| Drag | ADAM  | MAE  | $7.8 \times 10^{-6}$ | mean-train | 1.847 (0.022) | 2.233 (0.010) |

Table 13: Computational times (cost) of (single) sample generation, network training and (single) network evaluation, for the flow past airfoils problem. Each sample was generated using a parallelized finite-volume solver on 16 Intel(R) Xeon(R) Gold 5118 @ 2.30GHz processor cores. The entire run took 1500 secs on the cluster and translates into a total wall clock time of $1500 \times 16 = 24000$ secs. The training and evaluation of the neural networks were all performed on an Intel(R) Core(TM) i7-8700K CPU @ 3.70GHz machine. The training and evaluation times are approximations of the average runtimes over all hyperparameter configurations.

| Time (in secs) | Sample generation | 24000 |
|----------------|-------------------|-------|
|                 | Training (Lift)   | 700   |
|                 | Evaluation ($\mathcal{L}_1$) | $9 \times 10^{-6}$ |
|                 | Training (Drag)   | 840   |
|                 | Evaluation ($\mathcal{L}_2$) | $10^{-5}$ |

The prediction errors with the best performing and effective networks, are depicted in figure 22, in the form of a scatter plot for $\mathcal{L}_{1,2}(y)$ (X-axis) vs $\mathcal{L}_{1,2}^*(y)$ (Y-axis) for all $y \in \mathcal{T}$. As shown in this figure, the errors for lift and drag (with both the best performing and effective networks) are very low. This is further verified from table 12, from which we observe that the prediction errors with best performing (and effective) networks are less than one percent for the lift and approximately two percent for the drag. The attainment of such low predictions errors, even in this realistic problem, with a training set of merely $N = 128$ samples, is both unexpected and impressive, particularly when compared to the sum of sines experiment (see table 1). Theoretical considerations in section 2.3.3 estimated the generalization error by $\sqrt{\frac{M}{N}}$, with $M, N$ being the number of parameters in the network and number of training samples respectively. Setting these numbers for this problem yields a relative error of approximately 300%. However, our prediction errors are 100 − 200 times (two orders of magnitude) less, demonstrating the strength of trained neural network to generalize to unseen data. These results are further contextualized, when considered with reference to the computational costs, shown in table 13. In this table, we present the costs of generating a single sample, the average training time (over a subset of hyperparameter configurations) and the time to evaluate a trained network. Each sample is generated on the EULER high-performance cluster of ETH-Zurich. In this case, the training time is a very small fraction of the time to generate a single sample, let alone the whole training set whereas the computational cost of evaluating the neural networks is almost negligible. Summarizing, we demonstrate that deep neural networks can approximate observables of interest in this realistic problem, to a high accuracy, at a cost which is nine orders of magnitude less than a high-resolution CFD solver.

The power of deep neural networks in this case is further highlighted when one compares them to a competing algorithm. One possible competitor is the classical linear least squares algorithm i.e, $\mathcal{L}_{j}^\text{lsq} : \mathbb{R}^6 \to \mathbb{R}$ be affine map defined by

$$
\mathcal{L}_{j}^\text{lsq} = \arg \min \left\{ \sum_{y \in \mathcal{S}} (f(y) - \mathcal{L}_{j}(y))^2 \mid f : \mathbb{R}^6 \to \mathbb{R} \text{ is affine} \right\}, \quad j = 1, 2. \tag{5.8}
$$
The resulting convex optimization problem is solved by the standard gradient descent. The errors with the linear least squares algorithm are shown in figure 20. From this figure we can see that the prediction error with the linear least squares is approximately 4% for lift and 36% for drag. Hence, the best performing neural networks are approximately 5 times more efficient for lift and 20 times more efficient for drag, than the linear least squares algorithm. The gain over linear least squares implicitly measures how non-linear the underlying map is. Clearly in this example, the drag is more nonlinear than the lift and thus more difficult to approximate. Nevertheless, the trained neural network approximates it to high accuracy.

5.2.4 Network sensitivity to hyperparameters.

We summarize the results of the sensitivity of network performance to hyperparameters below,

- Overall sensitivity. The overall sensitivity to hyperparameters is depicted as histograms, representing the distribution, over samples (hyperparameter configurations), shown in figure 20. As seen from the figure, the prediction errors with different hyperparameters are spread over a significant range for each observable. There are a few outliers which perform very poorly, particularly for the drag. On the other hand, quite a few hyperparameter configurations (samples) concentrate around the best performing network. Moreover all (most) of the hyperparameter choices led to better prediction errors for the lift (drag), than the linear least squares algorithm.

- Choice of optimizer. The difference between ADAM and the standard SGD algorithm is shown in figure 23. As in the Sod shock tube problem, ADAM is clearly superior to the standard SGD
algorithm. Moreover, there are a few outliers with the ADAM algorithm that perform very poorly for the drag. As in the Sod shock tube problem and shown in figure 24, these outliers correspond to the bad set of ADAM, defined in section 5.1.4.

- **Choice of loss function.** The difference between $L^1$ mean absolute error (MAE) and $L^2$ root mean square error (MSE) i.e, exponent $p = 1$ or $p = 2$ in the loss function (2.11) is plotted in the form of a histogram over the error distributions in figure 25. The difference in performance, with respect to choice of loss function is minor. However, there is an outlier, based on MSE, for the drag.

- **Choice of type of regularization.** The difference between choosing an $L^1$ or $L^2$ regularization term in (2.12) is shown in figure 26. Again, the differences are minor but the $L^2$ regularization seems to be slightly better, particularly for the drag.

- **Value of regularization parameter.** The variation of network performance with respect to the value of the regularization parameter $\lambda$ is shown in figure 27. We observe from this figure that a little amount of regularization works better than no regularization. However, the variation in prediction errors with respect to the non-zero values of $\lambda$ is minor.

- **Choice of selection criteria.** The distribution of prediction errors with respect to the choice of selection criteria for retraining, namely train, val, mean-train, wass-train is shown in figure 28. As in the case of the Sod shock tube problem, there are very minor differences between mean-train and wass-train. On the other hand, wass-train is clearly superior to the other two selection criteria.

- **Sensitivity to retrainings.** The variation of performance with respect to retrainings i.e, different random initial starting values for ADAM, is provided in table 14. In this table, we list the minimum, maximum, mean and standard deviation of the relative prediction error, over 5 retrainings, for the best performing networks and the effective network for each observable. As seen from this table, the sensitivity to retraining is rather low for the lift. On the other hand, it is more significant for the drag, particularly for the best performing network. However, for the effective network for the drag, the standard deviation (in retrainings) of the error is still about 40% of the mean.

- **Variation of Network size.** We consider the dependence of performance with respect to variation of network size by focussing on the effective network (table 5) and varying the width and depth for this network configuration. The resulting prediction errors are shown in table 15 where a $3 \times 3$ matrix for the errors (rows represent width and columns depth) is tabulated. All the network sizes are consistent with the requirements of lemma 2.5. As observed from the table, the sensitivity to network size is greater for the drag than for the lift or for the Sod shock tube problem (table 8). It appears that increasing the width for constant depth results in lower errors for the drag. On the other hand and as in the case for the Sod Shock tube problem, training clearly failed for some of the larger networks.

5.2.5 Network performance with respect to number of training samples.

All the above results were obtained with $N = 128$ training samples. We have repeated the entire ensemble training with different samples sizes i.e $N = 32, 64, 256$ also and present a summary of the results in figure...
Figure 22: Scatter plots depicting prediction errors for the lift and the drag of the flow past airfoils problem. X-axis (Test data), Y-axis: Predictions by best performing or effective neural networks.

Figure 23: Histograms for the relative prediction errors comparing the ADAM and SGD algorithms on the flow past airfoils.
Figure 24: Histograms of the relative prediction errors, comparing *Good* ADAM and *bad* ADAM, for the flow past airfoils.

Figure 25: Histograms for the relative prediction errors, comparing the mean absolute error and mean square error loss functions, for the flow past airfoils

| Width/Depth | 6 | 12 | 24 |
|-------------|---|----|----|
| 4           | [1.21, 4.37] | [0.83, 1.74] | [1.09, 2.48] |
| 8           | [0.84, 3.66] | [0.86, 2.02] | [0.81, 1.69] |
| 16          | [0.80, ¬]    | [¬, 74.72]   | [¬, 5.11]    |

Table 15: Performance of trained neural networks with respect to the variation of network size for the flow past airfoils problem. The rows represent variation with respect to Width (number of neurons per hidden layer) and the columns represent variation with respect to Depth (number of hidden layers). For each entry of the Width-Depth matrix, we tabulate the vector of relative percentage mean prediction error for the effective network (see table 5). The components of each vector represent error in [Lift, Drag] and ¬ is used to indicate that the training procedure failed for this particular configuration.
Figure 26: Histograms for the relative prediction error, comparing $L^1$ and $L^2$ regularizations of the loss function, for the flow past airfoils

Figure 27: Variation of prediction error (Y-axis) with respect to the size of the regularization parameter $\lambda$ in (2.12) (X-axis) for the flow past airfoils problems. The minimum and mean of prediction error (over all hyperparameter configurations) is shown
Figure 28: Network performance with respect to selection criteria for retrainings (see section 4.2 i.e, train, val, mean-train, wass-train for the flow past airfoils problem. We compare wass-train with each of the other three criteria. Histograms for prediction error (X-axis) with number of configurations (Y-axis) are shown.

In this figure, we plot the mean (percentage relative) $L^2$ prediction error with respect to the number of samples. For each sample size, three different errors are predicted, namely the minimum (maximum) prediction errors and the mean prediction over a subset of the hyperparameter space. This subset consists of the good set of ADAM as the optimizer, while varying the type of loss function, type of regularization, the value of regularization parameter and the selection criteria. Moreover, we only consider errors with selected (optimal) retrainings in each case. As seen from the figure, the prediction error decreases with sample size $N$ as predicted by the theory. The decay seems of the form $(\frac{U_i}{N})^{\alpha_i}$ with $\alpha_1 = 0.81$ and $U_1 = 0.77$ for the lift and $\alpha_2 = 0.92$ and $U_2 = 3.42$ for the drag. In both cases, the decay of error with respect to samples, is at a higher rate than that predicted by the theory in (2.28). Moreover, the constants are much lower than the number of parameters in the network. Both facts indicate a very high degree of compressibility (at least in this possible pre-asymptotic regime) for the trained networks and explains the unexpectedly low prediction errors.

5.2.6 UQ with deep learning

In this section, we will approximate the underlying probability distributions (measures) (3.33), with respect to the lift and the drag in the flow past airfoils problem. A reference measure is computed from the whole test set of 1001 samples and the corresponding histograms are shown in figure 30 to visualize the probability distributions. We approximate these distributions with the DLQMC algorithm 3.5. The corresponding histograms, computed with the best performing networks for each observable (listed in table 12) and the effective network (see table 5) are also shown in figure 30. The figures show that the histograms computed with the neural networks match the reference histograms to very high accuracy. Hence for both lift and drag, there is a very good qualitative agreement between the outputs of the DLQMC algorithm and the reference measure.

In order to quantify the gain in computational efficiency with the DLQMC algorithm over the baseline QMC algorithm in approximating probability distributions, we follow the procedure outlined for the Sod shock tube problem in section 5.1.6. To this end, we see from figure 31 that the baseline QMC algorithm
Figure 29: Relative percentage mean square prediction error (2.27) (Y-axis) for the neural networks approximating the flow past airfoils problem, with respect to number of training samples (X-axis). For each number of training samples, we plot the mean, minimum and maximum (over hyperparameter configurations) of the prediction error. Only the selected (optimal) retraining is shown.

Figure 30: Empirical histograms representing the probability distribution (measure) for the lift and the drag in the flow past airfoils problem. We compare the reference histograms (computed with the test set $T$) and the histograms computed with the DLQMC algorithm.
Table 16: Real speedups (5.5), for the lift and the drag in the flow past airfoils problem, comparing DLQMC with baseline QMC algorithm. Speedups for both best performing (table 12) and effective (table 5) networks are shown.

| Observable | Network        | Speedup |
|------------|----------------|---------|
| Lift       | Best Performing| 6.64    |
| Lift       | Effective      | 5.21    |
| Drag       | Best Performing| 8.56    |
| Drag       | Effective      | 6.91    |

Figure 31: Convergence of the Wasserstein distance $W_1(\hat{\mu}_{\text{QMC}}, \hat{\mu}^A)$ (Y-axis) for the lift and the drag for the flow past airfoils, with respect to number of QMC points (X-axis)

has a rate of convergence of 0.81 for both lift and drag. We use these in formulas (5.4) and (5.5) to compute the real speed up that we obtain by using the DLQMC algorithm, over the baseline QMC algorithm, in approximating probability distributions. The speedups are shown in table 16. We observe from this table that we obtain speedups ranging between half an order to an order of magnitude for the lift and the drag. The speedups for drag are slightly better than that for lift. We would like to point out that in this case, the assumption of ignoring the computational cost of training while estimating the error is completely justified. As seen from table 13, the training time is approximately 30 times less than the cost of generating a single sample. Hence, the training costs are negligible when compared to the total cost of generating 128 samples.

In figure 32, we plot the speedup of the DLQMC algorithm (over the baseline QMC algorithm) as a function of the number of training samples in the deep learning algorithm 2.1. As seen from the figure, the best speed ups are obtained in case of 64 training samples for the lift and 128 training samples for the drag. This is due to a complex interaction between the prediction error which decreases (rather fast) with the number of samples and the fact that the errors with the baseline QMC algorithm also decay with an increase in the number of samples.

5.2.7 Comparison with Monte Carlo algorithms

We have computed a Monte Carlo approximation of the probability distributions of the lift and the drag by randomly selecting $N = 128$ points from the parameter domain $Y = [0, 1]^6$ and computing the probability measure $\mu_{\text{MC}} = \frac{1}{N} \sum_{j=1}^{N} \delta_{L^A(y_j)}$. We compute the Wasserstein error $W_1(\mu_{\text{MC}}, \hat{\mu}^A)$, with respect to the reference measure $\hat{\mu}^A$ and divide it with the error obtained with the DLQMC algorithm to obtain a raw speedup of the DLQMC algorithm over MC. As MC errors converge as a square root of the number
Table 17: Real speedups, for the lift and the drag in the flow past airfoils problem, comparing DLQMC with the baseline MC algorithm. Speedups for both best performing (table 12) and effective (table 5) networks are shown.

| Observable | Network       | Speedup over MC |
|------------|---------------|-----------------|
| Lift       | Best Performing | 246.02          |
| Lift       | Effective     | 166.09          |
| Drag       | Best Performing | 179.54          |
| Drag       | Effective     | 126.91          |

Figure 32: Real speedups (5.5) for the DLQMC algorithm over the baseline QMC algorithm (Y-axis) with respect to number of training samples (X-axis) for the flows past airfoils problem. The maximum and mean speed up (over all hyperparameter configurations) are shown.

of samples, the real speedup of DLQMC over MC is calculated by squaring the raw speedup. We present this real speedup over MC, with respect to both best performing and effective networks in table 17. We observe from this table that the speedups of the DLQMC algorithm over the baseline MC algorithm are very high and amount to at least two orders of magnitude. This is not surprising as the baseline QMC algorithm significantly outperforms the MC algorithm for this problem, see forthcoming paper [30] for further comparisons. Given that the DLQMC algorithm was an order of magnitude faster than the baseline QMC algorithm, the cumulative effect leads to a two orders of magnitude gain over the baseline MC algorithm.

5.2.8 Choice of training set.

As mentioned in sections 2 and 3, the training set $S$ can be chosen to be either randomly chosen (Monte Carlo) points in the parameter space $Y$ or they can be low-discrepancy sequences (Quasi-Monte Carlo points). All the results presented thus far are based on choosing QMC (Sobol) points as the training set. For the flow past airfoils problem, we chose $N = 128$ random points in $Y$ as the training set. With this training set, we repeated the ensemble training procedure for deep neural networks to approximate the lift and the drag and found the best performing networks. The relative percentage mean $L^2$-prediction error (2.27) (with respect to a test set of 320 random points) was computed and is presented in table 18. As seen from this table, the prediction errors with respect to the best performing networks are considerably (an order of magnitude) higher than the corresponding errors obtained for the QMC training points (compare with table 12). Hence, at least for this problem, Sobol points are a much better choice for the training set than random points. An intuitive reason for this could lie in the fact that the Sobol points are better distributed in the parameter domain than random points. So on an average, a network trained on them will generalize better to unseen data, than it would if trained on random points.
Table 18: The hyperparameter configurations that correspond the best performing network (one with least mean prediction error) for the two observables of the flow past airfoils, trained on random (Monte Carlo) training set. The mean of the relative percentage $L^2$-prediction error for the best performing networks are compared with the corresponding mean error (denoted by Ref. Err) of the Effective network, with hyperparameters listed in table 5.

6 Discussion

The goal in many CFD simulations is the computation of observables (functionals or quantities of interest) for the solutions of nonlinear PDEs that govern fluid flows. Many interesting problems in CFD such as uncertainty quantification (UQ), Bayesian inversion, optimal control and shape optimization require a large number of forward solves of the underlying PDE in order to compute (statistics of) the observable. However, each high-resolution CFD solve can be expensive, even on state of the art HPC systems. Hence, the afore mentioned problems are considered to be prohibitively computationally expensive.

Instead of computing every realization of the underlying input parameters to observable map (2.4), we propose in this paper, to harness the power of machine learning and learn or approximate this map by a deep artificial neural network of the form (2.6). However and as explained in section 2.3, the task of finding the correct network architecture and training a network that generalizes well is very challenging in this context, on account of the following hurdles,

- The underlying parameters to observable map (2.3) is not very regular (smooth) for most problems of interest in fluid dynamics. A priori, one expects that the underlying map is at most Lipschitz continuous (see theorem 2.4). Consequently, applying results on approximation of functions by neural networks (see theorem 2.2) leads to unrealistically large sizes for the approximating networks. Such networks are hard to train and very expensive to compute.

- The generalization error (2.28) scales as a fractional negative power of the number of training samples. Even with reasonable upper bounds in (2.28), one would need a large number, around $O(10^4)$, of training samples in order to obtain errors of acceptable magnitude i.e, approximately one percent relative error. Computing such large number of training samples is very expensive and hence, unrealistic in practice.

Thus, we are confronted with the challenge of finding deep neural networks that can accurately approximate maps of low regularity in a relatively data poor regime. This is in stark contrast to many common big data applications of deep learning. An illustration of some of these difficulties is provided with the sum of sines example (see table 1 and figure 2) where trained neural networks approximated a high-dimensional sinusoidal function with unacceptably large errors.

We attempt to overcome this challenge by a combination of the following novel ideas,

- We focus on learning observables of the form $\mathcal{L}$ (2.3), rather than learning fields, $U(t,x,y)$ that solve the underlying parameterized convection-diffusion PDEs (2.1). A key reason for this choice is the fact that map $y \mapsto \mathcal{L}(y)$ can be more regular than the mapping $(t,x,y) \mapsto U(t,x,y)$. This is already indicated by recognizing that the observable $\mathcal{L}$ in Theorem 2.4, for a scalar conservation law is Lipschitz continuous whereas the field $U$ is only $BV$. One can expect that observables, defined by averaging, may possess better compression properties than fields. This focus on observables distinguishes our work from many recent papers on the application of deep learning to PDEs, see [37, 38, 11, 12] and references therein, where the objective was to approximate solution fields.

- We propose that the training data in the deep learning algorithm 2.1 be chosen as low-discrepancy sequences, such as Sobol or Halton sequences, that are heavily used in Quasi-Monte Carlo methods. Our choice can be contrasted to the standard practice in machine learning where random points are selected for generating training data [44]. We expect that the equi-distribution properties of
low-discrepancy sequences will lead to the networks, trained on them, to generalize better than those trained on random points. This intuition is indeed justified in numerical experiments (see Table 18), in which we obtain an order of magnitude smaller errors with networks trained on QMC points than on MC points. Moreover, such low-discrepancy sequences are very easy to generate and do not suffer from the curse of dimensionality, at least for moderate to high dimensional parameter spaces.

- There are quite a few hyperparameters in training deep neural networks and some of them are listed in Table 2. Given the challenge of finding networks that generalize well in the data poor regime that we are working in, we have proposed an ensemble training procedure in section 4.2, wherein a whole ensemble of hyperparameter configurations are trained in parallel. We use this procedure for finding the best performing networks as well as for studying the sensitivity of network performance to hyperparameter choice. This systematic screening of hyperparameters is essential in our context as theory provides very little guidance on which network architectures and hyperparameter configurations, to use.

- We demonstrate the utility of our deep learning algorithm 2.1 in a very challenging UQ setting, namely that of computing probability distributions (3.33) of the observables. The efficient computation of probability distributions is considered to be significantly harder than computing statistical moments. Under the assumption that the underlying network generalizes well, we prove in Theorem 3.11 that the resulting DLQMC algorithm 3.5 will be more efficient (provide a speed up) with respect to the baseline Quasi-Monte Carlo (QMC) algorithm.

The proposed algorithms and theoretical predictions are tested on two representative numerical experiments. Both of them consider the compressible Euler equations (4.1). One of them, the stochastic Sod shock tube, is a one-dimensional academic problem whereas the second one deals with flows past a RAE2822 airfoil and is a benchmark realistic problem [23]. From the numerical experiments, we find that,

- Our deep learning algorithm resulted in very low prediction errors, of less than 2% relative error for all the observables that we tested. This is in stark contrast to the baseline established by the sum of sines example and is far better than what the theory predicts. In fact, a posteriori, we could calculate that the trained networks have a very high degree of compressibility (in the sense of [2]) and resulted in prediction errors that are two to three orders of magnitude better than expected. Moreover, we were able to approximate lift and drag, to high accuracy, but at a cost that is nine orders of magnitude less than a high-resolution CFD simulation.

- Our ensemble training algorithm revealed that network performance was only sensitive to a few hyperparameters, In particular, ADAM was clearly preferred as an optimizer over standard SGD whereas the exact form of the loss function and regularization terms did not matter much. Similarly, it was better to add a small amount of regularization in the loss function (2.12) whereas the exact amplitude of this term was not very pertinent to network performance. A crucial aspect was the use of retrainings i.e, multiple (random) starting points for the ADAM (SGD) algorithm. Network performance depended on these retrainings and a good criteria for selecting the best retraining from the data at hand, was important. We proposed statistical criteria such as wass-train or mean-train that led (on an average) to better generalization. Similarly, network size did not seem to matter much as long as the trained network had enough width and depth to be consistent with the number of parameters prescribed in lemma 2.5.

Based on the results of the ensemble training procedure, we suggest the following hyperparameter configuration i.e any network with ADAM optimizer, either $L^1$ or $L^2$ loss functions and regularization terms and a very small amount of regularization and with a network size (width and depth) of $O(d + N)$ generalized well, provided that there are enough retrainings and the optimal network is selected according to mean-train or wass-train. All these criteria are met by the so-called effective network, listed in Table 5, and this could be a network architecture of choice in many problems.

- The DLQMC algorithm 3.5 that combined deep learning and Quasi-Monte Carlo was found to be very efficient at uncertainty propagation, particularly for the intricate problem of computing
probability distributions. It provided around an order of magnitude speedup over the baseline QMC algorithm and at least two orders of magnitude speedup over the baseline Monte Carlo (MC) algorithm.

- We also observed that specifying the number of training samples (size of training set $S$) can be tricky. The prediction error decreases with the number of training samples (check from figures 13 and 29). On the other hand, the error of baseline QMC method also reduces by increasing the number of samples (figures 15 and 31). Thus, balancing these two factors is critical in determining the optimal number of training samples in the context of UQ. From figure 32, we see that $N = 64$ or $N = 128$ are good choices at least for the flows past airfoil problem. This nicely coincides with the practical consideration of only being able to generate about $O(100)$ training samples within a realistic computational cost.

Summarizing, we propose a recipe for choosing neural network architectures and hyperparameters that can provide very low prediction errors for approximating maps of low regularity, while being trained on a relatively few training samples. The training data should be sampled from consecutive QMC points and network hyperparameters correspond to those listed in table 5. The network size (depth and width) should comply with the requirements of lemma 2.5. Once the network architecture and hyperparameter configuration is set, the network should be retrained a few times and the optimal retraining chosen, based on some statistical criteria such as $\text{wass-train}$. Based on the evidence gleaned from our numerical experiments, we expect that this recipe will be very efficient in the context to finding neural networks for problems that involve approximating observables of solutions to nonlinear PDEs.

The main limitation of the current paper is the lack of rigorous theoretical guarantees on the generalization error (2.26). Obtaining such bounds are considered to be a major open question in theoretical machine learning, [2] and references therein. On the other hand, we present numerical evidence to suggest that there is a very high degree of compressibility in the problems that we consider. Proving such bounds is a subject of current investigation.

The algorithms of this paper can be extended in the following directions,

- Our training data is generated from high-resolution CFD simulations. However, the approach readily fits with the availability of observational (measurement) data as a substitute or as augmentation of data generated by simulations. If such data is available, then it can be added to the training set in the deep learning algorithm 2.1. Presumably, the data needs to be denoised first, for instance by another neural network. The addition of such data will only increase the accuracy of our algorithm.

- Our proposed approach can be thought of as an example of model order reduction (MOR) [49]. The neural network $L^*$ is the reduced order model (ROM). Generation of training data and training the neural network is the offline step and evaluation of the neural network is the online step. We would like to emphasize that at least for hyperbolic PDEs, our neural network seems to significantly outperform available reduced order models (see [1] and references therein). The accuracy of the neural network is at least comparable, if not higher, whereas the cost when compared to standard ROMs is several orders of magnitude lower. More careful comparison between these two approaches is certainly warranted.

- The proposed approach can readily be extended to approximating solution fields $U(t, x, y)$ of (2.1), but with the caveat that the field might be less regular (or less compressible) than observables.

- In the current paper, our numerical examples focused on the compressible Euler equations. However, no special feature of this particular PDE is used. In fact, the deep learning algorithm 2.1 and the DLQMC algorithm 3.5 are stated for any general PDE (2.1) with a very general form of the observable (2.3). As such, they should be readily extendable to other PDEs in CFD, such as the incompressible Navier-Stokes equations and also to turbulence models (where the observables may also be time and ensemble averages).

The extension to other classes of PDEs such as elliptic and parabolic PDEs is also straightforward. In fact, given that the solutions of such PDEs are more regular, the task of finding appropriate neural networks should be easier, see [43] and references therein.
In the current paper, we only applied the deep learning algorithm 2.1 in the context of forward UQ. The fact that the trained neural networks approximate the underlying observables to high accuracy, but at very low computational cost paves the way for using this algorithm in a variety of contexts. In particular, the neural network can serve as an accurate surrogate for MCMC algorithms within Bayesian inversion and data assimilation (filtering). Moreover, it can be very useful in the context of surrogate based optimization methods. In particular, the gradient descent step in any optimization algorithm will be computed very efficiently, aided by the fact that the derivatives of the output of the trained neural network with respect to input parameters, can be computed by backpropagation. Applications of our algorithms to these problems is the subject of future work.
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