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Abstract
Connected and Automated Vehicle (CAV) is a transformative technology that has great potential to improve urban traffic and driving safety. Electric Vehicle (EV) is becoming the key subject of next-generation CAVs by virtue of its advantages in energy saving. Due to the limited endurance and computing capacity of EVs, it is challenging to meet the surging demand for computing-intensive and delay-sensitive in-vehicle intelligent applications. Therefore, computation offloading has been employed to extend a single vehicle’s computing capacity. Although various offloading strategies have been proposed to achieve good computing performance in the Vehicular Edge Computing (VEC) environment, it remains challenging to jointly optimize the offloading failure rate and the total energy consumption of the offloading process. To address this challenge, in this paper, we establish a computation offloading model based on Markov Decision Process (MDP), taking into consideration task dependencies, vehicle mobility, and different computing resources for task offloading. We then design a computation offloading strategy based on deep reinforcement learning, and leverage the Deep Q-Network based on Simulated Annealing (SA-DQN) algorithm to optimize the joint objectives. Experimental results show that the proposed strategy effectively reduces the offloading failure rate and the total energy consumption for application offloading.
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Introduction
With the development of artificial intelligence technology, mobile communication technology and sensor technology, the design requirements of vehicles are no longer limited to the driving function. Vehicles are gradually transformed into an intelligent, interconnected and autonomous driving system, namely, Connected and Autonomous Vehicle (CAV) [1]. The rapid increase of vehicles on the road makes traffic accidents, traffic congestion and automobile exhaust pollution become increasingly prominent. A report of the World Health Organization (WHO) pointed out that more than 1.35 million people die in traffic accidents per year [2]. By sharing information with the infrastructure and neighboring vehicles, CAVs can perceive the surrounding environment more comprehensively [3], effectively reducing traffic accidents caused by human error and alleviating traffic congestion. Electric Vehicle (EV) [4], with its advantages in energy saving, is becoming the key subject in the next generation of CAVs. Its electricity can be generated from various renewable energy sources, such as solar energy, wind energy, and geothermal energy,
etc [5]. This will greatly reduce the environmental pollution caused by automobile exhaust emissions.

The development of CAV technology has given birth to a series of computing-intensive and delay-sensitive in-vehicle intelligent applications [6], e.g., autonomous driving [7], augmented reality [8], etc. They typically require large amounts of computing resources. But it is challenging for vehicles to meet the surging demand for such emerging applications, due to the limited endurance and computing capacity of vehicles. In recent years, computation offloading has been employed to extend a single vehicle's computing capacity. The computation offloading methods, based on traditional cloud computing platforms [9], offload computing tasks to cloud computing centers with powerful computing capabilities, effectively alleviating the computing burden on vehicles. However, due to the long transmission distance between vehicles and cloud computing centers, it will not only cause serious service delays, but also lead to huge energy consumption, which cannot meet the needs of in-vehicle intelligent applications [10].

To address the above challenges, a new networking paradigm, Vehicular Edge Computing (VEC), has been proposed. VEC deploys Mobile Edge Computing (MEC) servers with computing and storage capabilities in Roadside Units (RSU). This enables CAV applications to either be processed in the vehicles locally, or offloaded to other cooperative vehicles or RSUs within the communication range for processing. This paradigm opens up new challenges on how to manage offloading to keep the offloading failure rate and overall energy consumption low. (1) Offloading failure rate could be impacted by the application execution time and the communication link established between the vehicle and the offloading targets. If the offloaded tasks cannot complete within the application's tolerance time, the offloading fails; if the communication link is broken during the offloading process, the offloading fails. This requires that the offloading strategy should minimize the overall application execution time, and minimize the communication interruption by taking into consideration the vehicle's continuous movements. (2) Energy consumption also plays an important role in offloading [11, 12]. Both communication and task execution consumes vehicle's energy. An offloading strategy that can minimize the energy consumption would benefit vehicle's endurance. Therefore, different offloading strategies can impact both objectives simultaneously, potentially in opposite directions. This necessitates the joint optimization of the two objectives.

Researchers have done a considerable amount of work on CAV computation offloading strategy in the VEC environment. Table 1 lists a group of existing research works, where we mark the objectives, conditions and offloading schemes that are considered for each approach. As we can see, they have the following limitations.

1. The optimization objective mainly focused on either execution delay [13, 14] or energy consumption [15, 16], instead of the joint optimization of offloading failure rate and energy consumption [17, 18].
2. Most work only considered computation offloading strategy in the static environment [19–21], instead of dynamic offloading strategy with the change of vehicle positions in different time slots.

| Techniques | Objectives | Conditions | Schemes |
|------------|------------|------------|---------|
|            | Latency    | Energy     | Time Slot | Task Dependency | Local | V2I | V2V |
| Wu [13]    | ✓          | ✓          | ✓         | ✓              | ✓     | ✓   | ✓   |
| Zhang [14] | ✓          |            | ✓         | ✓              | ✓     | ✓   | ✓   |
| Jang [15]  | ✓          | ✓          | ✓         | ✓              | ✓     | ✓   | ✓   |
| Pu [16]    | ✓          | ✓          | ✓         | ✓              | ✓     | ✓   | ✓   |
| Wang [17]  | ✓ (joint)  | ✓          | ✓         | ✓              | ✓     | ✓   | ✓   |
| Khayyat [18]| ✓ (joint)  | ✓          | ✓         | ✓              | ✓     | ✓   | ✓   |
| Dai [22]   | ✓          |            | ✓         | ✓              | ✓     | ✓   | ✓   |
| Ke [23]    | ✓ (joint)  | ✓          | ✓         | ✓              | ✓     | ✓   | ✓   |
| Zhan [24]  | ✓ (joint)  | ✓          | ✓         | ✓              | ✓     | ✓   | ✓   |
| Dai [25]   | ✓          | ✓          | ✓         | ✓              | ✓     | ✓   | ✓   |
| Xu [19]    | ✓          |            | ✓         | ✓              | ✓     | ✓   | ✓   |
| Liu [20]   | ✓          | ✓          | ✓         | ✓              | ✓     | ✓   | ✓   |
| Guo [21]   | ✓          |            | ✓         | ✓              | ✓     | ✓   | ✓   |
| **Our work** | ✓ (joint) | ✓          | ✓         | ✓              | ✓     | ✓   | ✓   |
3 They mostly aimed at computation offloading of independent tasks [22, 23], i.e., no data dependency among tasks of an application.

4 Most work only considered offloading tasks to RSUs or processing tasks directly on On-Board Unit (OBU) [24, 25], without utilizing the idle computing resources of cooperative vehicles.

To address the above limitations, our work establishes a new computation offloading model, which takes into consideration task dependencies, vehicle mobility, and different computing resources to offload tasks to. Our goal is to jointly optimize the objectives offloading failure rate and energy consumption. To this end, our work employs Deep Reinforcement Learning (DRL), which excels at resolving the dimension disaster problem existed in the traditional reinforcement learning methods [26, 27]. More specifically, our work designs an efficient computation offloading strategy based on Deep Q-Network Based on Simulated Annealing (SA-DQN) algorithm in the VEC environment.

The main contributions of this paper are as follows.

- A new computation offloading model for CAV applications in the VEC environment is established based on Markov Decision Process (MDP). Since the computation tasks from application decomposition can be processed locally, offloaded to RSUs or cooperative vehicles, the model introduces task queues in vehicles and RSUs to model the task transmission and processing. Moreover, vehicle mobility and temporal dependency among tasks are also considered in the model.

- The work designs a computation offloading strategy based on deep reinforcement learning, and leverages the SA-DQN algorithm to optimize the joint objectives.

- The proposed computation offloading strategy is evaluated using real vehicle trajectories. The simulation results show that the proposed strategy can effectively reduce the offloading failure rate and the total energy consumption.

The rest of this paper is organized as follows. Section II introduces the related work of computation offloading in VEC. Section III formally defines the computation offloading problem of CAV applications and the optimization goal, and analyzes the computation offloading process using an example. Section IV proposes the computation offloading strategy based on DRL, and designs the SA-DQN algorithm for the computation offloading strategy. Section V presents and analyzes the experimental results, as well as the performance differences between SA-DQN algorithm and traditional reinforcement learning algorithms. Section VI summarizes this work and looks into future work.

Related work
As shown in Table 1, there have been a wide range of research work on CAV application offloading strategy with different objectives, conditions and offloading schemes. Most existing studies focused on the optimization of either execution delay or energy consumption, but rarely consider joint optimization of execution delay and energy consumption. Wu et al. [13] proposed an optimal task offloading approach using 802.11p as the transmission protocol of inter vehicle communication, in which transmission delay and computation delay are considered to maximize the long-term return of the system. Although a large number of experimental results show that the proposed optimization approach has good performance, the optimization of energy consumption is not considered in this study. Zhang et al. [14] proposed an effective combined prediction mode degradation approach considering the computation task execution time and vehicle mobility. Although the simulation results show that the approach greatly reduces the cost and improves the task transmission efficiency, it does not consider the energy consumption of communication and processing. Jang et al. [15] considered the change of communication environment, jointly optimized the offloading ratio of multiple vehicles, and optimized the total energy consumption of vehicles under the delay constraint. Although the proposed energy-saving offloading strategy significantly reduces the total vehicle energy consumption, it does not consider the processing energy consumption of the computing node. Pu et al. [16] designed an online task scheduling algorithm to minimize the energy consumption of vehicles in the network for multi-vehicle and multi-task offloading problem. Simulation results show that the proposed framework has excellent performance. Wang et al. [17] proposed a dynamic reinforcement learning scheduling algorithm to solve the offloading decision problem. Although the experimental results show that the performance of the proposed algorithm is better than other benchmark algorithms, the offloading of dependent tasks is not considered. Khayyat et al. [18] proposed a distributed deep learning algorithm to optimize the delay and energy consumption. The simulation results show that the algorithm has faster convergence speed.

Some research work only focused on independent task offloading in the VEC environment. Dai et al. [22] proposed a method based on utility table learning, which verified the effectiveness and scalability of the method in various scenarios. The work considers both cloud computing and edge computing platform to offload tasks. Ke et al. [23] proposed a computation offloading method
based on deep reinforcement learning in the dynamic environment.

Some studies only considered offloading tasks to RSU or processing tasks locally. Han et al. [24] established a MDP model for the problem, and optimized the offloading strategy with deep reinforcement learning. Although the study considers the change of vehicle’s position in different time slots, it does not make full use of cooperative vehicle resources. Dai et al. [25] transformed the load balancing and offloading problem into an integer non-linear programming problem to maximize the system utility. Experiments show that the strategy is significantly better than the benchmark strategy in terms of system utility. Although the mobility of vehicles is considered in this study, the offloading mode does not consider offloading tasks to cooperative vehicles.

Some studies did not consider the change of vehicle positions in different time slots. Xu et al. [19] proposed an adaptive computation offloading method to optimize the delay of task offloading and resource utilization. Experimental results show the effectiveness of this method. Liu et al. [20] offloaded multiple vehicle applications to RSU, divided each application into multiple tasks with task dependencies, and proposed an efficient task scheduling algorithm to minimize the average completion time of multiple applications. This work divides the application into several tasks to effectively reduce the completion time of application. Guo et al. [21] introduced Fiber-Wireless (Fi-WI) integration to enhance the coexistence of VEC network and remote cloud, and proposed two task offloading approaches. The experimental results show that the proposed approaches have advantages in reducing the task processing delay.

Problem definition and analysis
In this section, we first define the problem by modeling the network, application, communication and computation, then analyze an example of the proposed model.

Problem definition

Network model
The VEC network model is shown in Fig. 1. The vehicles are categorized into Task Vehicle (TaV) and Service Vehicle (SeV) [28]. Both are equipped with OBU, and hence they have certain computing capability. TaV is the user of applications, which can be offloaded to SeVs after application decomposition to utilize the computing resources of cooperative vehicles in the neighborhood. There are fixed RSUs deployed on the roadside. Each RSU is equipped with an MEC server, which is integrated with wired connection [29]. They also have certain computing capability. SeVs and RSUs are referred to as Service Nodes (SNs) [30].

In the VEC network model, there are $m$ RSUs $\{\alpha_1, \alpha_2, ..., \alpha_m\}$, one TaV $\beta_1$, and $n$ SeVs $\{\gamma_1, \gamma_2, ..., \gamma_n\}$. The coverage radiuses of RSUs are $\{r_1, r_2, ..., r_m\}$, respectively, and the communication radius of a vehicle is $r^c$. TaV can not only offload computation tasks to RSUs by Vehicle to Infrastructure (V2I) communication, but also to SeVs by Vehicle to Vehicle (V2V) communication. The two offloading schemes are referred to as remote offloading.

![Fig. 1 VEC network model](image-url)
To better describe the generation, transmission and processing process of CAV applications, we divide the vehicle travel time into \( t \) time slots, with each slot of length \( \varepsilon \). In each time slot, the VEC system is quasi-static; that is, the relative position of the vehicle and the wireless channel state are stable, while they may change across different time slots [31].

**Application model**

Most CAV applications use algorithms based on computer vision or deep learning to process a large amount of data collected by on-board sensors (cameras, radars, etc). CAV local applications and various third-party applications are usually computation-intensive or delay-sensitive applications. They typically need to use a lot of computing resources to process real-time data to meet the requirements of low execution delay [32].

The OBU on CAVs with limited computing resources cannot meet the requirements of applications. Therefore, to fully utilize the computing resources of RSUs and SeVs within CAV’s communication range, CAV applications are decomposed into multiple smaller tasks, potentially with dependencies among them. Let’s assume there are \( z \) different CAV applications, and each of them can be generated with probability \( \frac{1}{z} \) in each time slot. As shown in Fig. 2, each CAV application can be decomposed to multiple tasks, denoted as \( A_i \triangleq \{G_i, l_i\} (i \in \{1, 2, ..., z\}) \), where \( G_i \) is the temporal dependency of decomposed tasks and \( l_i \) is the tolerance time for the \( i \)-th application. Specifically, the temporal dependency of tasks is represented by a directed acyclic graph (DAG) \( G_i = \langle N_i, E_i \rangle \), where \( N_i = \{T_{1i}, T_{2i}, ..., T_{|N_i|}\} \) is the set of decomposed tasks, and \( E_i = \{e_{uv}^i | f(e_{uv}^i) = 1, 1 \leq u, v \leq |N_i|, u \neq v \} \) is the set of direct edges representing temporal dependency of tasks. \( f(e_{uv}^i) = 1 \) indicates there is a directed edge \( T_u^i \rightarrow T_v^i \), while \( f(e_{uv}^i) = 0 \) indicates there is no edge. \( T_u^i \) is called the direct predecessor task of \( T_v^i \). The direct predecessor task \( T_u^i \) must be completed before \( T_v^i \) can be processed. The set of direct predecessors of a task can be denoted as \( R_u^i = \{T_v^i | f(e_{uv}^i) = 1, 1 \leq u, v \leq |N_i|, u \neq v \} \).

Tasks without any direct predecessor are called entry task, while tasks without any direct successor are called exit task. Moreover, each decomposed task can be represented as \( T_u^i \triangleq \{u, Deep(T_u^i), d_u^i\} (u \in \{1, 2, ..., |N_i|\}, \) where \( u \) is the decomposed task index, \( Deep(T_u^i) \) is the task depth defined by Eq. (1), and \( d_u^i \) is the task data size.

\[
Deep(T_u^i) = \begin{cases} 0, & R_u^i = \emptyset \\ 1 + \text{MAX}(Deep(R_u^i)), & \text{otherwise} \end{cases}
\]

**Task queue model**

The task queue model is illustrated in Fig. 3. Considering the transmission and processing of task data, we denote a task queue on TaV/SeV as \( Q^i \) / \( Q^s \), while a task queue on RSUs as \( Q^r \). Each task queue holds the tasks from the decomposition of CAV applications. Tasks in the task queue are sorted by task depth first and then by task number in the ascending order.

![Fig. 2 Decomposition model of CAV’s application](image-url)
For the task queue $Q'$, we have the following definitions:

i) $Q'$ holds the tasks decomposed from TaV applications;

ii) TaV can only transmit or process task data at the head of $Q'$.

For the task queues $Q'$ and $Q''$, we have the following definitions:

i) $Q'$ and $Q''$ hold the tasks transmitted by TaV;

ii) SeVs can only process task data at the head of $Q'$ and RSUs can only process task data at the head of $Q''$.

**Communication model**

TaV can communicate with SNs to transmit task data at the head of $Q'$. We define channel bandwidth as $B$, transmission power of TaV as $p_{tr}$, channel fading coefficient as $h$, Gaussian white noise power as $\chi$ and path loss exponent as $\sigma$.

In the $i$-th time slot, the transmission rate from TaV to SN $j$ is expressed as

$$
\tau_{ij}^{SN} = B \log_2 \left( 1 + \frac{|h|^2 p_{tr}}{\chi \left( \Phi_{ij}^{SN} \right)^{-\sigma}} \right)
$$

where $\Phi_{ij}^{SN}$ is the distance between TaV and SN $j$, defined by

$$
\Phi_{ij}^{SN} = \sqrt{(x_{iav} - x_{SNj})^2 + (y_{iav} - y_{SNj})^2}
$$

(3)

where $x_{iav}$ and $y_{iav}$ are the two-dimensional coordinates of TaV in the $i$-th time slot, $x_{SNj}^{SN}$ and $y_{SNj}^{SN}$ is the two-dimensional coordinates of SN $j$ in the $i$-th time slot.

In the $i$-th time slot, only when the distance between TaV and the SN $j$ is within the coverage radius of SN, the task data can be transmitted. If TaV transmits task data to the SN $j$, the amount of task data transmitted can be expressed as

$$
\eta_{ij}^{SN} = \begin{cases} 
\varepsilon \tau_{ij}^{SN}, & \Phi_{ij}^{SN} \leq r_{SNj} \\
0, & \Phi_{ij}^{SN} > r_{SNj} 
\end{cases}
$$

(4)

the data transmission between TaV and SN $j$ will cause energy consumption, which can be expressed as

$$
\delta_{ij}^{SN} = \begin{cases} 
\varepsilon p_{tr}, & \Phi_{ij}^{SN} \leq r_{SNj} \\
0, & \Phi_{ij}^{SN} > r_{SNj} 
\end{cases}
$$

(5)

**Computation model**

TaV can either transmit the task at the head of $Q'$ to SNs, or process the task locally. SNs only process the task at the head of task queue locally.
The computation model includes two parts: tasks processed by TaV and tasks processed by SNs.

a) **Tasks processed by TaV.** The power consumption of TaV processing tasks locally is expressed as

\[ p_{tav} = \kappa_{tav}(f_{tav})^3 \]

where \( \kappa_{tav} \) is the effective switched capacitance coefficient related to the chip architecture in vehicle [33], and \( f_{tav} \) is the local computing capacity of the TaV (i.e., the CPU frequency in cycles/sec). TaV processing tasks will consume a certain amount of energy, expressed as

\[ \delta_{tav}^{\text{process}} = p_{tav} = \kappa_{tav}(f_{tav})^3 \]

The data size that TaV can process in a time slot is given by

\[ d_{tav} = \frac{f_{tav} \epsilon}{c} \]

where \( c \) is the processing density of task data (in CPU cycles/bit).

b) **Tasks processed by SNs.** The power consumption of SN \( i \) processing locally is expressed as

\[ p_{i}^{SN} = \kappa_{i}(f_{i}^{SN})^3 \]

where \( \kappa_{i} \) is the effective switched capacitance coefficient related to the chip architecture in SN \( i \). \( f_{i}^{SN} \) is the processing capability of SN \( i \). SNs processing tasks will consume a certain amount of energy, expressed as

\[ \delta_{i}^{SN} = p_{i}^{SN} \epsilon = \kappa_{i}(f_{i}^{SN})^3 \]

The data size that SN \( i \) can process in a time slot is given by

\[ d_{i}^{SN} = \frac{f_{i}^{SN} \epsilon}{c} \]

In a time slot, TaV can process the task data locally or offload the task to the SNs within the communication range. The offloading decision adopted by TaV can be represented by the 0-1 decision variable as shown in Eq. (12). \( \nu_{i} \) indicates whether TaV processes task data locally in the \( i \)-th time slot, and \( \delta_{i,j}^{t} \) indicates whether TaV offloads task to SN \( j \) in the \( i \)-th time slot. SNs process a task only when it is at the head of task queue. \( \beta \) and \( \zeta \) are the weight coefficients of execution delay and energy consumption respectively, where \( \beta + \zeta = 1 \).

**Minimize** \( \text{Loss} = \sum_{i=1}^{t} \text{loss}_{i} = \sum_{i=1}^{t} \left[ \beta \text{fail}_{i} + \zeta (\delta_{tav}^{i} + \delta_{SN}^{i} + \delta_{com}^{i}) \right] \)

subject to \( \nu_{i} \delta_{i,j}^{t} = 0 \)

where \( \text{fail}_{i} \) is offloading failure penalty in the \( i \)-th time slot, expressed as

\[ \text{fail}_{i} = \sum_{j=1}^{D_{i}^{loss}} a_{i,j}^{loss} \]

where \( D_{i}^{loss} \) is the data size set of the offloading failed tasks (unprocessed tasks belonged to offloading failed applications in task queues), \( a_{i,j}^{loss} \) is data size of \( j \)-th offloading failed task in \( i \)-th time slot.

There are two cases that can lead to application offloading failure:

1. While the SNs are receiving task data, distance between TaV and SNs is out of the communication range during data transmission.
2. The completion time of application is greater than its tolerance time.

In Eq. (12), \( \delta_{tav}^{i} \) is the energy consumption caused by TaV processing tasks, given by

\[ \delta_{tav}^{i} = \nu_{i} \delta_{tav}^{\text{process}} \]

\( \delta_{SN}^{i} \) is the energy consumption caused by SNs processing tasks, given by

\[ \delta_{SN}^{i} = \sum_{1 \leq j \leq m+n} \delta_{j}^{i} \delta_{SN}^{j} \]

and \( \delta_{com}^{i} \) is the energy consumption of communication, given by

\[ \delta_{com}^{i} = \sum_{1 \leq j \leq m+n} \delta_{j}^{i} \delta_{com}^{j} \]

the constraint indicates that tasks can only be processed locally or offloaded to SNs within a time slot.

**Example analysis**

Figure 4 illustrates an example of the computation offloading process in the VEC environment.

1. In the first time slot, TaV generates the first application \( A_1 \) with the tolerance time of 4 time slots. It is decomposed into three tasks, which are kept in \( Q^1 \). At this time slot, TaV processes task data locally. \( loss_1 \) is energy consumption caused by TaV processing task \( T_1^1 \) locally, multiplied by the weight coefficient of energy consumption optimization.
2. In the second time slot, TaV transmits task data to \( \gamma_1 \). \( loss_2 \) is energy consumption caused by TaV transmitting task \( T_1^2 \).
3. In the third time slot, TaV generates the second application \( A_2 \) with the tolerance time of 4 time slots. At this time slot, TaV transmits task data to \( \gamma_2 \). \( loss_3 \) is the weight sum of energy consumption caused by
γ₁ processing task data and TaV transmitting $T^4_2$ to γ₂.

4) In the fourth time slot, TaV processes task data locally. At this time slot, the task $T^5_2$ is completed, and the task $T^3_2$ belonged to $A_1$ has not been processed. So application $A_1$ offloading failed due to that the completion time of $A_1$ is greater than its tolerance time. SoV γ₂ processes task data locally, the task $T^4_2$ is completed, then all the tasks of $A_2$ have been processed, so $A_2$ are executed successfully. Loss $4$ is the weight sum of total data size of unprocessed task $d^4_{loss}$ and the energy consumption caused by TaV processing locally as well as the energy consumption caused by γ₂ processing task.

**Computational offloading strategy based on deep reinforcement learning**

Reinforcement Learning (RL) algorithms have four key elements in model building: agent, environment, action and reward. It is usually modeled as Markov Decision Process (MDP) model.

In the algorithm learning process, the agent observes the current environment and chooses actions according to strategy. After executing the action, the agent observes the reward and transfers to the next environment. RL algorithms imitate the way of human learning. The purpose of RL algorithms is to maximize the total reward by adjusting the strategy appropriately when the agent interacts with the unknown environment.

In this section, we first describe the computation offloading problem by an MDP model to determine the four key elements. Secondly, we introduce Q-learning algorithm. Finally, due to the large dimension of state space in VEC environment, the traditional reinforcement learning optimization method is almost impossible to solve complex computation offloading problem in VEC. Therefore, we adopt SA-DQN to optimize the computation offloading strategy, and describe the computation offloading strategy based on SA-DQN.

**MDP model**

In order to design the computation offloading strategy based on SA-DQN, we first establish an MDP model. It can fully describe the offloading scheduling model.

MDP model is the basic model of RL algorithms. Since the probability of state transition in real environment is often related to historical state, it is difficult to establish the model. Therefore, the model can be simplified according to Markov property (i.e. the next state in the environment is only related to the current state information, but not to the historical state), so that the next state is only related to the current state and the action taken [34]. Next, we will introduce each key element of MDP.
We define the state space as $S_k = \{x_{k}^{\text{av}}, y_{k}^{\text{av}}\}$ in $k$-th time slot, where $\Omega_k = \{x_{k}^{\text{av}}, y_{k}^{\text{av}}\}$ is the two-dimensional coordinates of TaV. $O_k$ represents the distance between TaV and SNs which can be expressed as $O_k = \{f(\Phi_{1}^{SN}), f(\Phi_{2}^{SN}), ..., f(\Phi_{m+1}^{SN})\}$. If SN is out of communication range, then $f(\Phi_{k}^{SN}) = -1$, else $f(\Phi_{k}^{SN}) = \Phi_{k}^{SN}$. The action space can be described as $A_k = \{o_{k}l_{i}, O_{k}^{1}, O_{k}^{2}\}$ in $k$-th time slot, where $o_{k}l_{i}$ indicates whether tasks are processed locally by TaV, $O_{k}^{1} = \{o_{1}^{2}_{k}, o_{2}^{2}_{k}, ..., o_{m}^{2}_{k}\}$ indicates whether tasks are offloaded to SeV $i$ and $O_{k}^{2} = \{o_{1}^{2}_{k}, o_{2}^{2}_{k}, ..., o_{m}^{2}_{k}\}$ indicates whether tasks are offloaded to RSU $i$. The reward can be described as $r_k = 1/\text{loss}_{k}$ in $k$-th time slot. The problem of computation offloading for CAV in VEC environment can be described as the following MDP model:

- **Agent:** TaV
- **State:** $S_k$
- **Action:** $A_k$
- **Reward:** $r_k$

### Q-Learning algorithm

In this section, we introduce the traditional RL algorithm called Q-learning. Q-learning is a temporal difference (TD) algorithm based on stochastic process and model-free, and has no state transition probability matrix. The algorithm will select the maximum value for updating the value function, while the action selection does not necessarily follow the action corresponding to the maximum value. It will lead to an optimistic estimation of the value function. Due to this feature, Q-learning belongs to the off-line policy learning method [35].

Q-learning optimizes the value function by four tuple information $(S_k, A_k, R_k, S_{k+1})$, where $S_k$ represents the environmental state in $k$-th time slot, $A_k$ represents the current action chose, $R_k$ represents the immediate reward, and $S_{k+1}$ represents the environmental state of the next time slot after the state transition.

The Q-learning value function is updated as follows:

$$Q(S_k, A_k) = Q(S_k, A_k) + \alpha[r_k + \gamma \max_{A_{k+1}} Q(S_{k+1}, A_{k+1}) - Q(S_k, A_k)]$$  \hspace{1cm} (17)

where $\alpha$ is the learning efficiency, representing the degree of value function updating; $r$ is the immediate reward, representing the reward obtained by transferring to the next state; $\gamma$ is the discount factor, representing the impact of the subsequent state's value on the current state; and $\max_{A_{k+1}} Q(S_{k+1}, A_{k+1})$ is the maximum value of next state.

The Equation (17) can be further expressed as

$$Q(S_k, A_k) = Q(S_k, A_k) + \alpha(Q_{\text{target}} - Q_{\text{eval}})$$  \hspace{1cm} (18)

where

$$Q_{\text{target}} = r + \gamma \max_{A_{k+1}} Q(S_{k+1}, A_{k+1})$$  \hspace{1cm} (19)

$$Q_{\text{eval}} = Q(S_k, A_k)$$  \hspace{1cm} (20)

In other words, the updating of Q-learning value function can be expressed as the value function's value plus the product of the difference between target Q-value and estimated Q-value and the learning efficiency. It is also known as TD target.

### SA-DQN algorithm

The value function in Q-learning algorithm can be designed simply by a table. But in practice, the state space of computation offloading problem in VEC is large. If we want to establish a value function table, it will lead to serious memory usage and time cost. To solve this problem, known as dimensional disaster, we describe the computation offloading problem as a DRL process, using the function approximation to combine Q-learning with Deep Neural Network (DNN), transform the value function table into Q-network, and adjust the network weight coefficient by algorithm training to fit the value function [36].

Compared with Q-learning, DQN has three main advantages:

i) The Q-network can be expressed as $Q(S_k, A_k; \theta)$. $\theta$ represents the weights of the neural network, and the Q-network fit value function by updating the parameter $\theta$ in each iteration.

ii) In order to improve the learning efficiency and remove the correlation in the subsequent training samples, DQN adopts experience replay technique in the learning process. The sample observed in $k$-th time slot $e_k = (S_k, A_k, R_k, S_{k+1})$ is stored into the reply memory $D$ first, and then a sample is randomly chosen from $D$ to train the network. It breaks the correlation among samples and makes them independent.

iii) Two neural networks with the same structure but different weights are used in DQN. One is called the target Q-network, and the other is the estimated Q-network. The estimated Q-network has the latest weights, while the weights of the target Q-network are relatively fixed. The weights of the target Q-network is only updated with the estimated Q-network every $t$ time slots.

The network used to calculate TD target is called TD-network. If the network parameters used in the value function are the same as those of TD network, it is easy to cause the correlation among samples and make the
training unstable. In order to solve this problem, two neural networks are introduced. The weights of the target Q-network can be expressed as $\theta^\tau$ and that of estimated Q-network can be expressed as $\theta_k$, where $\theta^\tau_k=\theta_{k-\epsilon}$, it means that $\theta^\tau_k$ is updated with $\theta_k$ every $\epsilon$ time slots. In DQN algorithm, Equation (17) is transformed into:

\[
\bar{y}_k = r_k + \gamma \max_{A_{k+1}} Q(S_{k+1}, A_{k+1}; \bar{\theta}_k) \tag{21}
\]

In order to minimize the difference between the estimated value and the target value, we define the loss function as follows:

\[
L(\theta_k) = \left[ (\bar{y}_k - Q(S_k, A_k; \theta_k))^2 \right] \tag{22}
\]

By deriving $L(\theta_k)$ over $\theta_k$, we obtain the gradient:

\[
\nabla_{\theta_k} L(\theta_k) = \left[ 2 (Q(S_k, A_k; \theta_k) - \bar{y}_k) \nabla_{\theta_k} Q(S_k, A_k; \theta_k) \right] \tag{23}
\]

Therefore, the updating of value function in DQN is transformed to use gradient descent method to minimize the loss function:

\[
\theta_k \leftarrow \theta_k - \nabla_{\theta_k} L(\theta_k) \tag{24}
\]

In order to balance the exploration and exploitation of DQN, the Metropolis criterion [37] is used to choose the action, and cooling strategy is described as follows:

\[
T_k = \theta^k T_0 \tag{25}
\]

where $T_0$ is the initial temperature, $k$ is the amount of current episode, and $\theta$ is the cooling coefficient.

The computation offloading strategy based on SA-DQN algorithm is shown in Algorithm 1. In every episode, VEC network needs to be initialized, as shown in Algorithm 2. Then it needs to determine if there is communication interruption and handle it in every time slot, as shown in Algorithm 3. After TaV chooses the offloading decision, the VEC network needs to be updated, as shown in Algorithm 4. If TaV chooses to process tasks locally, the task queue of TaV needs to be updated, as shown in Algorithm 5. If TaV choose to transmit tasks to SNs, the task queue of TaV and SNs also needs to be updated, as shown in Algorithm 6. It needs to determine whether there are applications that offloading failed as it cannot complete within its tolerance time in every time slot, as shown in Algorithm 7. The interaction among algorithms is shown in Fig. 5.

### Algorithm 1: Computation offloading strategy based on SA-DQN.

**Input:** VEC network, target Q-network and estimated Q-network

**Output:** computation offloading strategy

1. **Initialization:** target Q-network $\theta_1$, estimated Q-network $\bar{\theta}_1 = \theta_1$, initial temperature $T_1$, the action chose in previous time slot $pre_action \rightarrow 0$;

2. for $\epsilon\rightarrow 1$ to $\epsilon_{\text{max}}$

   - $\epsilon \leftarrow 1$ to $\epsilon_{\text{max}}$

   - TaV generates different applications, and then stored in $Q^*$;

   - Calculate exit tasks of applications and $R_f$ of all tasks;

   - Obtain the two-dimensional coordinates of TaV $\Omega_k$ and that of SNs $O_k$ are calculated by Equation (3), $S_k = \Omega_k \cup O_k$;

   - $A_k = \text{Algorithm 3}$;

   - $\text{loss}_k = \text{Algorithm 4}$, $R_k = 1/\text{loss}_k$;

3. for $k \leftarrow 1$ to $\epsilon$

   - Calculate $\phi_{i,k+1}^j$ to obtain $S_{k+1}$;

   - Store $< S_k, A_k, R_k, S_{k+1} >$ to replay memory $D$;

   - Random sampling minibatch of experience $< S_i, A_i, R_i, S_{i+1} >$ from $D$;

   - if $i + 1$ is $\epsilon$-th time slot then

     - $\bar{y}_i = R_i$

   - else

     - $\bar{y}_i = R_i + \gamma \max_{A_{i+1}} Q(S_{i+1}, A_{i+1}; \bar{\theta}_k)$;

   - end

   - Perform gradient descent step on $[(\bar{y}_i - Q(S_i, A_i; \theta_k))^2]$ with respect to $\theta_k$ and update $\theta_k$;

   - Every $\epsilon$ time-slots, update $\bar{\theta}_k$ with $\theta_k$;

   - $pre_action = A_k$;

4. Cooling the current temperature $T_{\epsilon_i}$ according to Equation (25);

### Algorithm 2: Initialize VEC network.

1. Initialize the task queues: $Q^* \rightarrow \emptyset$, $Q^{SN} \rightarrow \emptyset$;

2. Initialize the direct precursor node set $R_f \rightarrow \emptyset$, exit tasks of applications $\text{exit_task}(i) \rightarrow \emptyset$, the remaining life cycle of applications $\text{life_cycle}(i) \rightarrow \text{tolerance_time}(i)$, list of tasks completed $\text{comp_list} \rightarrow \emptyset$, and list of applications completed $\text{app_comp} \rightarrow \emptyset$.

---

**Experimental results and analysis**

**Parameter settings**

All the simulation experiments were conducted on a Win10 64-bit operating system with an Intel(R) Core(TM) i7-4720HQ CPU @ 2.60GHz processor and 8GB RAM. We use TensorFlow 1.15.0 with Python 3.6 to implement SA-DQN algorithm. In the experiment, we consider the real vehicle trajectory data set of two hours in the...
morning (7.00-9.00) on a circular road in cretey, France [38]. The communication radius of the vehicle is 130 meters. The road conditions include a roundabout with 6 entrances and exits, multiple two lane or three lane roads, one bus road, four lane change points, and 15 traffic lights. In the data set, the trajectory of vehicle with vehicle ID “BusFlowWestEast0.0” is considered as the trajectory of TaV. The trajectory of vehicle with vehicle ID “VehicleFlowWestToEast0.0” is considered as the trajectory of the first SeV, and the trajectory of vehicle with vehicle ID “VehicleFlowWestToEast_0.0” is considered as the trajectory of the second SeV. In the center of the TaV’s trajectory, i.e. the two-dimensional coordinate (1250,600), we place an RSU with a coverage radius of 300 meters. β is set to 0.4 and ζ is set to 0.6. There are six CAV’s applications, each application can be divided into three tasks. The length of the time slot is set to 10 ms. The range of data size is distributed uniformly from 1 to 2, and the range of tolerance time is distributed uniformly from 50 to 100 time slots. Table 2 is the detailed setting of simulation parameters. After a number of experiments on parameter adjustment of the RL algorithms to achieve good convergence, parameters setting of RL algorithms is shown in Table 3.

### Comparative offloading strategies

In order to verify the effectiveness of our proposed computation offloading strategy, we designed comparative

---

**Algorithm 3: Handling communication interruption.**

**Input:** $Q^t$, life_cycle, pre_action  
**Output:** $A_k$

1. if $Q^t(0)(2) \neq 0$ then
2. $A_k = pre_action$;
3. if the distance between TaV and SN where $Q^t(0)$ offloaded exceeds its coverage range then
4. Find the application index according to $Q^t(0)$;  
5. life_cycle(index) $\rightarrow$ 0;
6. else
7. According to simulated annealing strategy to select $A_k$;
8. end
9. end

**Algorithm 4: Updating VEC network.**

**Input:** $Q^SN$, pre_node, comp_list, $O_k$  
**Output:** $\text{loss}_k$

1. Initialization: processing energy consumption of TaV $tav_process \leftarrow 0$, energy consumption of SNs $SN_process \leftarrow 0$, communication energy consumption $com \leftarrow 0$, penalty of application offloading failure $fail_penal \leftarrow 0$;
2. $SN_process = \text{Algorithm 5} (Q^SN, n + m, dSN_i, SN)$;
3. if TaV processes task locally then
4. $tav_process = \text{Algorithm 5} (Q^t, 1, d_{tav}, d_{tav})$;
5. else if TaV transmit task to SN j and distance between them $\leq r_j$ then
6. Calculate data size transmitted  
7. $trans_amount = \eta^SN_k$;
8. $com = \text{Algorithm 6} (Q^t, Q^SN, trans_amount)$;
9. end
10. end
11. $\text{loss}_k = \beta fail_penal + \xi (SN_process + tav_process + com)$

**Algorithm 5: Updating task queue while offloading tasks locally.**

**Input:** $Q^t$, $Q_{io}$, pre_node, comp_list, trans_amount  
**Output:** $trans_energy$

1. Initialization: $trans_energy \rightarrow 0$;
2. if $Q^t \neq \emptyset$ and $pre_node (Q(0)(0)) \subseteq \text{comp_list} then$
3. $trans_energy = \varepsilon_{po}$;
4. if $trans_amount \geq Q^t(0)(2)$ then
5. $Q_{io}.append(Q^t(0))$;
6. sort tasks in $Q_{io}$;
7. $Q^t.remove(0)$;
8. else
9. $Q(0)(2) = trans_amount$
10. end
11. end

**Algorithm 6: Updating task queue while offloading tasks remotely.**

**Input:** $Q^t$, $Q_{io}$, pre_node, comp_list, trans_amount  
**Output:** $trans_energy$

1. Initialization: $trans_energy \rightarrow 0$;
2. if $Q^t \neq \emptyset$ and $pre_node (Q(0)(0)) \subseteq \text{comp_list} then$
3. $trans_energy = \varepsilon_{po}$;
4. if $trans_amount \geq Q^t(0)(2)$ then
5. $Q_{io}.append(Q^t(0))$;
6. sort tasks in $Q_{io}$;
7. $Q^t.remove(0)$;
8. else
9. $Q(0)(2) = trans_amount$
10. end
Algorithm 7: Handling application offloading failure.

Input: life_cycle, Q', Q\textsuperscript{SN}
Output: fail_penal

 Initialization: fail_penal → 0;
 for i ← 1 to len(life_cycle) do
  if life_cycle(i) = 0 and i \notin app_comp then
    app_comp.append(i);
  if exit_task(i) \notin comp_list then
    fail_penal += sum of data size of all tasks belonging to application i in Q', Q\textsuperscript{SN};
    delete all tasks belonged to application i in Q', Q\textsuperscript{SN};
 end
 end

Offloading strategies from two perspectives: different RL algorithms and different offloading schemes.

In the first part, we select TD(0) algorithm combined with simulated annealing: Q-learning [39], Sarsa [40] and TD(\lambda) algorithm [41] with that: Sarsa(\lambda), Q-learning(\lambda) as comparative algorithms.

In the second part, we select four schemes for comparison. It is described as follows: Scheme 1 is our proposed strategy; Scheme 2 only considers tasks processed by TaV; Scheme 3 only considers tasks processed by TaV or offloaded to RSU; Scheme 4 only considers tasks processed by TaV or offloaded to cooperative vehicle.

Experimental results

Offloading strategies with different algorithms

Figure 6 shows the average reward of computation offloading strategy based on SA-DQN and comparative algorithms in every 20 episodes. It can be seen that, in the process of optimizing the offloading strategy, SA-DQN continuously interacts with the environment in every episode, updates the weights of neural network, and approaches the optimal value function. With the amount of episodes increasing, the reward increased. Around the 80th episode, the average reward obtained by SA-DQN tends to be optimal and stable, and remained at about 978. Compared with the comparative algorithms, SA-DQN has faster convergence speed. TD(\lambda) algorithms converged around the 100th round, while TD(0) algorithm converged around the 120th round. It indicates that TD(\lambda) algorithm converges faster than TD(0) algorithms. The possible reason is that TD(\lambda) algorithms introduces eligibility trace and adopts multi-step updating strategy. Therefore, it can accelerate the convergence speed. In the experiment, SA-DQN does not encounter the problems of divergence and oscillation, which proves the feasibility computation offloading strategy based on SA-DQN proposed in this paper.

Figure 7 shows the average total offloading energy consumption of strategy optimized by SA-DQN and comparative algorithms in every 20 episodes. It can be seen that
Table 2 Parameters setting about simulation

| Description                | Parameter | Value  |
|----------------------------|-----------|--------|
| Maximum episodes           | $e_{\text{max}}$ | 200    |
| Length of time slot        | $\varepsilon$ | 100 ms |
| Maximum time slots         | $t$       | 186    |
| Number of RSUs             | $m$       | 1      |
| Number of SeV              | $n$       | 2      |
| Coverage radius of RSU     | $r_i$     | 300 m  |
| Communication radius of vehicle |   | 130 m  |
| Number of applications     | $z$       | 6      |
| Tolerance time of applications | $t_i$ | [50,100] slots |
| Data size of tasks         | $d_i$     | [1.2] Mb |
| Channel bandwidth          | $b$       | 1 MHz  |
| Transmission power of vehicles | $p_r$ | 30 dBm |
| Channel fading coefficient | $h$       | 1      |
| White Gaussian noise power | $\gamma$ | -100 dBm |
| Path loss exponent         | $\rho$    | 2      |
| Switched capacitance        | $\kappa_{\text{cov}}$ | $10^{-24}$ |
| coefficient of vehicle     | $\kappa_i$ | $10^{-29}$ |
| Processing capability of vehicle | $f_i$ | 1.4 G cycles/s |
| Processing capability of RSU | $f_i'$ | 10 G cycles/s |
| Processing density of data | $c$       | 100 cycles/bit |

The average offloading total energy consumption of SA-DQN and comparative algorithms is decreasing. Around the 160th episode, the average total offloading energy consumption of each algorithm tends to be optimal and stable. Compared with the comparative algorithms, the average total offloading energy consumption of SA-DQN can be maintained at about 30, reaching a lowest energy consumption level. In the comparative algorithms, the average total offloading energy consumption of Sarsa and Sarsa($\lambda$) algorithms maintained at about 35, while that of Q-learning and Q-learning($\lambda$) algorithms maintained at about 40. This shows that the online learning method can converge to a lower level than the offline learning method in optimizing the average total offloading energy consumption. This is because the online learning method updates the value function by the samples generated by the current strategy. Therefore it can converge faster, but the disadvantage is that it is easy to fall into the local optimal solution.

Figure 8 shows the average offloading failure rate of applications optimized by SA-DQN and comparative algorithms in every 20 episodes. It can be seen that with the increase of episodes, the average offloading failure rate of every algorithm decreased. In the 160th episode, except for Q-learning, the average offloading failure rate obtained by other algorithms tends to converge, and the average failure rate of SA-DQN can reach a lower level faster than other algorithms. Compared with the offline learning method, the average offloading failure rate of online learning method was lower than that of offline learning method. This shows that the online learning method can converge to a lower level than the offline learning method in optimizing the average offloading failure rate. This is because the online learning method is a conservative strategy, and it can converge to a lower level faster by following the current strategy.

Table 3 Parameters setting about RL algorithms

| Description                  | Parameter | Value  |
|------------------------------|-----------|--------|
| Learning rate                | $\alpha$  | 0.01   |
| Discount factor              | $\gamma$  | 0.9    |
| Trace decay rate             | $\lambda$ | 0.5    |
| Initial temperature          | $\theta$  | 0.9    |
| Number of hidden layers      |           | 2      |
| Number of nodes for the first hidden layer |   | 20     |
| Number of nodes for the second hidden layer | | 20   |
| Activation function of hidden layers | ReLU | |
| Maximum replay memory size   | $|D|$      | 500    |
| Minibatch size               |           | 300    |
| Parameter updating frequency for target DQN | $\iota$ | 10     |

Offloading strategies with different offloading schemes

Figure 9 shows the average application offloading failure rate of offloading strategies based on different schemes varying from data size. It can be seen that with the increase of data size, the average application offloading failure rate of all strategies increased continuously. The average application offloading failure rate obtained by our proposed strategy reached lower level compared with other strategies when data size is 32. It is because Scheme 1 has various offloading methods, and high offloading flexibility. The average offloading failure rate of Scheme 3 is the closest to that of Scheme 1, because the computing capacity of RSU is higher than that of vehicle. Although it requires certain communication energy consumption to offload to RSU, the completion time of tasks can be greatly reduced, and hence the completion time of application is not easy to exceed its tolerance time, so the penalty
Fig. 6 Average reward in every 20 episodes

Fig. 7 Average total offloading energy consumption in every 20 episodes

Fig. 8 Average offloading failure rate in every 20 episodes
of offloading failure decreased. The average application offloading failure rate of Scheme 4 is the highest, because its offloading targets include not only local processing, but also cooperative vehicles, which requires a certain transmission time, and the processing capacity of vehicles is limited, which is not enough to process large amount of data. With the increase of data size, the completion time of application is more likely to exceed its tolerance time, and the penalty for application offloading failure will increase significantly. Therefore, it is obvious that the average application offloading failure rate is rising.

Figure 10 shows the average application offloading failure rate of offloading strategies with varying from tolerance time. It can be seen that with the increase of tolerance time, the average application offloading failure rate of all strategies decreased. Compared with other strategies, the proposed strategy reached lower level when tolerance time is 90. This is because when the application tolerance time increases, the application can have more time to offload, and the application completion time is less likely to exceed its tolerance time, and hence the application offloading failure rate decreased. The average offloading failure rate of Scheme 3 is the closest to that of Scheme 1. This is because RSU has strong computing capacity, which can greatly reduce the task completion time. With the increase of the application tolerance time, Scheme 3 can make full use of the computing power of RSU. Therefore, it can be seen that the average application offloading failure rate of Scheme 3 is significantly reduced. Compared with other strategies, the average offloading failure rate of Scheme 2 and Scheme 4 stay at a high level. One possible reason is that both Scheme 2 and Scheme 4 offload tasks to the vehicles with the limited processing capacity, with the increase of application tolerance time, the task offloading with large amount of data size may fail. Thus, the application offloading failure rate is high. On the contrary, both Scheme 1 and Scheme 3 can offload tasks to RSU with stronger computing capacity. Therefore, the number of successful offloading applications increases, and the failure rate of application offloading is lower.

**Conclusion**

In order to solve the problem of computation offloading for CAV’s applications in VEC environment, this paper proposed an computation offloading strategy based on SA-DQN algorithm. In the simulation experiment, the proposed strategy was evaluated based on the real vehicle trajectory. The experimental results show that our proposed computation offloading strategy based on SA-DQN algorithm has good performance, and further indicates that the strategy proposed can effectively reduce the total offloading energy consumption and offloading failure rate of CAV.
In the future work, we will further consider to design collaborative computation offloading strategy in End-Edge-Cloud orchestrated architecture, which can transfer complicated computation tasks to remote cloud for further processing, and it can prompt the flexibility of computation offloading. We will consider more dynamic factors in the VEC environment to make it more suitable for the real world model. In addition, we will take on-board applications in real world into account.
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