COMPARISON PRINCIPLES FOR NONLOCAL HAMILTON-JACOBI EQUATIONS
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Abstract. We prove the comparison principle for viscosity sub and super solutions of degenerate nonlocal operators with general nonlocal gradient nonlinearities. The proofs apply to purely Hamilton-Jacobi equations of order $0 < s < 1$.

1. Introduction

Let us recall the classic first order Hamilton-Jacobi equation

\begin{equation}
\begin{cases}
    u_t + H(x, u, Du) = 0 & \text{in } \mathbb{R}^N \times (0, T) \\
    u(x, 0) = u_0(x) & \text{in } \mathbb{R}^N,
\end{cases}
\end{equation}

where $H$ and $u_0$ are some continuous functions. These nonlinear first order equations were first introduced in classical mechanics, but find application in many other fields of mathematics. They also arise naturally in optimal control theory, due to the Dynamic Programming Principle. We refer to the book of Bardi and Capuzzo Dolcetta, [6], for a thorough review on the subject.

Equation (1.1) has been studied extensively in the past decades (see for example [7–9, 11, 21, 24]), where comparison, existence, uniqueness, large time asymptotics and qualitative properties have been researched.

One particular important example of Hamilton-Jacobi equations is the so called eikonal equation. There are several equivalent ways to state the equation, one of its most common form is

\begin{equation}
|Du| = f(x), \quad x \in \Omega,
\end{equation}

for some open set $\Omega \subseteq \mathbb{R}^N$. This equation is related to many classical problems, for example geometrical optics and wave propagation, see for example [1].

The aim of this paper is to generalize Hamilton-Jacobi equations and in particular (1.2) to the fractional setting. More precisely, we want to study Hamilton-Jacobi equations where the dependence of the gradient is replaced by a nonlocal operator playing the same role. Next we motivate the definition of a nonlocal gradient.

Let $0 < s < 1$ and denote $(-\Delta)^s$ the fractional laplacian, that is

\[ (-\Delta)^s u = \text{P.V.} \int_{\mathbb{R}^N} \frac{u(x) - u(y)}{|x - y|^{N+2s}} dy, \]
where \( c_{N,s} \) is a normalization constant taken so that \((-\Delta)^s u \to -\Delta u \) for smooth functions \( u \). Define also the operator \( \mathcal{B} \) is defined by

\[
\mathcal{B}(u, u) = c_{N,s} \int_{\mathbb{R}^n} \frac{|u(x) - u(y)|^2}{|x - y|^{N+2s}} dy.
\]  

(1.3)

Geometrically, \( \mathcal{B} \) comes from a formulation of the heat flow of harmonic maps with free boundary written in nonlocal form, namely

\[
\partial_t u + (-\Delta)^s u \perp T_{u(x)} S^{m-1}.
\]

As described in \cite{17,19,19,23}, harmonic maps with free boundary can be reformulated in a very natural way as harmonic maps with respect to an \( H^{1/2} \)-energy, hence leading to a nonlocal system of elliptic equations, namely

\[
u_t + (-\Delta)^s \nu = \nu \mathcal{B}(u, u), \quad \text{in} \quad \mathbb{R}^N \times (-1, 1).
\]

This type of operator also appears naturally in other areas of mathematics. For example, in probability this operator is known as the carré du champ, see the classic work by Bakry and Émery \cite{4} and also \cite{5}. See also \cite{27} for a connection of the Bakry-Émery theory of curvature dimension inequalities and the fractional laplacian. It also appears naturally when studying Dirichlet forms, see for example \cite{22}.

Moreover since the operator \( \mathcal{B} \) is the carré du champ operator associated to the fractional laplacian, it appears in routine computations, for example

\[
\Delta^s(uv) = u\Delta^s v + v\Delta^s u + 2\mathcal{B}(u, v).
\]

(1.4)

where we have set \(-(-\Delta)^s = \Delta^s \) and also appears in standard integration by parts

\[
\int_{\mathbb{R}^N} v\Delta^s u dx = -\int_{\mathbb{R}^N} \mathcal{B}(u, v)(x) dx.
\]

(1.5)

Since \( \mathcal{B} \) appears in the product rule \eqref{1.4} and integration by parts formula \eqref{1.5}, it comes up in many applications, for example in the fractional Pohozaev identity \cite{26}, boundary behaviour \cite{25}, Harnack inequalities \cite{15} and so on.

Let us go back to Hamilton-Jacobi equations. First note that the operator \( \mathcal{B} \) given by \eqref{1.3} satisfies

\[
\mathcal{B}(u, v) \to D u \cdot D v, \quad s \to 1
\]

and in particular

\[
D_s u := \sqrt{\mathcal{B}(u, u)} \to |Du| \quad s \to 1.
\]

Therefore, a natural extension of \eqref{1.2} would be the fractional eikonal equation given by

\[
D_s u = f(x), \quad x \in \Omega.
\]

(1.6)

More generally, we are interested in studying Hamilton-Jacobi equations of the form

\[
H(x, u, D_s u) = 0 \quad x \in \Omega
\]

(1.7)

or a time dependent version of this equation.
The standard framework to study equation (1.7) in the local case is the notion of viscosity solutions. In the local case a smooth classical solution is trivially a viscosity solution and vice-versa, although in the nonlocal case this is not obvious.

In a recent paper by Barrios and Medina (see [12]) they studied the equivalence of weak and viscosity solutions of

\[ (-\Delta)^p_s u - H(x, u, D^p_s u) = 0, \quad x \in \Omega, \]

where \((-\Delta)^p_s\) is the fractional \(p\)-laplacian, \(\Omega\) is a bounded subset of \(\mathbb{R}^N\) and

\[ D^p_s u := \int_{\mathbb{R}^N} \frac{|u(x) - u(y)|^p}{|x - y|^{N+2s}} dy. \]

They proved that if

\[ H(x, t, \eta) \leq \gamma(|t|)\eta^{\frac{p}{p-1}} + \phi(x), \]

for \(\eta \geq 0\) and \(\phi \in L^\infty_{\text{loc}}(\Omega)\) then any viscosity super solution is a weak solution.

Their result also holds for the equation

\[ \sigma(-\Delta)^s u + H(x, u, D^s u) = 0, \quad x \in \Omega \]

for any \(\sigma > 0\). In the particular case \(p = 2\), their result implies that whenever the Hamiltonian grows at most linearly on the nonlocal gradient then viscosity solutions are weak. This implies that smooth viscosity solutions are classical, which gives us a way of studying these equations under the viscosity framework by adding a diffusion term.

More precisely, we can study equation (1.6) by adding \(\sigma(-\Delta)^s\) and considering the limit as \(\sigma \to 0\), which is the original vanishing viscosity method. The same idea applies to equation (1.7) if the Hamiltonian has a power like growth, since we can study the equation

\[ \sigma(-\Delta)^s u + \tilde{H}(x, u, D_s u) = 0. \]

where \(\tilde{H} = H^{1/p}\) and \(\tilde{p}\) is a sufficiently large odd power.

The aim of this paper is to prove the comparison principle for fractional Hamilton-Jacobi equations. Our result applies to a wider class of Hamilton-Jacobi equations, namely it applies to

\[ \sigma(-\Delta)^s u + H(x, D_s u) = 0, \quad x \in \Omega, \]

and

\[ \sigma(-\Delta)^s u + H(x, \mathcal{B}(u), h) = 0, \quad x \in \Omega. \]

for \(\sigma \geq 0\). We note that in the linear case

\[ (-\Delta)^s u + \mathcal{B}(u, h) = 0, \quad x \in \Omega. \]

there is a recent result by Topp and the author where the comparison principle is proven for weak solutions under the additional hypothesis

\[ \text{osc}_{\mathbb{R}^N} h < 1. \]

This condition seems natural, since otherwise the full operator \((-\Delta)^s(\cdot) + \mathcal{B}(\cdot, h)\) fails to satisfy the maximum principle. See the discussion after Corollary [3.3].
Next we state the main results of this article.

**Theorem 1.1.** Let $\Omega \subset \mathbb{R}^N$ be a bounded domain and $\sigma \geq 0$. Let $u_1, u_2 \in C(\bar{\Omega}) \cap B(\mathbb{R}^N)$ be respectively sub and super solutions of (1.9) in $\Omega$ with $u_1 \leq u_2$ in $\Omega^c$. Suppose $H$ satisfies hypotheses $H1$, $H2$ and furthermore assume that the function $\bar{u} \to H(x, \bar{u})$ is convex for each $x \in \Omega$.

Then $u_1 \leq u_2$ in $\Omega$.

The same result applies if $u_1, u_2$ are sub and super solutions of (1.10) and if $H$ satisfies (H1h) and (H2h) instead of (H1) and (H2).

We point out that Theorem 1.1 holds in the case $\sigma = 0$. To the best of the authors knowledge this is the first result regarding comparison principles for purely nonlocal Hamilton-Jacobi equations and its new even in the case $\sigma > 0$, since we are treating general nonlinearities.

It is possible to remove hypothesis (H2) ((H2h) resp.) and the convex hypothesis on $H$ in Theorem 1.1 whenever we are in presence of a proper term.

**Theorem 1.2.** Let $\Omega \subset \mathbb{R}^N$ be a bounded domain. Fix $\mu > 0$ and let $u_1, u_2 \in C(\bar{\Omega}) \cap B(\mathbb{R}^N)$ be respectively sub and super solutions of

$$\mu u + H(x, D_s u) = 0$$  (1.12)

or

$$\mu u + H(x, \mathcal{B}(u, h)) = 0$$  (1.13)

with $u_1 \leq u_2$ in $\Omega^c$. Furthermore assume that hypothesis (H1) holds in case of (1.12) and hypothesis (H1h) holds in case of (1.13).

Then $u_1 \leq u_2$ in $\Omega$.

The last result we present is the comparison principle for sub and super solutions of the parabolic equations

$$u_t + \sigma(-\Delta)^s u + H(x, t, D_s u) = 0, \quad x \in \Omega \times (0, T),$$  (1.14)

and

$$u_t + \sigma(-\Delta)^s u + H(x, t, \mathcal{B}(u, h)) = 0, \quad x \in \Omega \times (0, T).$$  (1.15)

for $\sigma \geq 0$. As in the local case the term $u_t$ acts as a proper term and therefore the hypotheses on $H$ are in the spirit of Theorem 1.2.

**Theorem 1.3.** Let $\sigma \geq 0$ and $u_1, u_2 \in C(\tilde{\Omega}[0, T]) \cap B(\mathbb{R}^N)$ be respectively sub and super solution of (1.14) ((1.13) resp.) with $u_1 \leq u_2$ in $\Omega^c \times (0, T) \cup \mathbb{R}^N \times \{0\}$. Assume that $H$ satisfies (H3) ((H3h) resp.).

Then $u_1 \leq u_2$ in $\Omega \times (0, T)$.

We point out that most of the results presented in this work can be extended to more general operators of the form

$$L_K u(x) = \text{P.V.} \int_{\mathbb{R}^N} (u(y) - u(x))K_1(x-y)dy.$$  

$$\mathcal{B}_K(u, v)(x) = \frac{1}{2} \int_{\mathbb{R}^N} (u(y) - u(x))(v(y) - v(x))K_2(x-y)dy.$$
and the associated nonlocal gradient $D^K_s u = \sqrt{B_K}(u,u)$ under the hypothesis that
\[
\frac{\lambda_{CN,s}}{|z|^{N+2s_i}} \leq K_i(z) \leq \frac{\lambda_{CN,s}}{|z|^{N+2s_i}}.
\]
for $i = 1, 2$ and $0 < s_i < 1$. Note we do not need to require that $s_1 \geq s_2$, since the proof is solely based on the Hamiltonian part of the operator.

The paper is organized as follows. In Section 2 we give the precise definition of viscosity solution and the hypotheses on $H$. In Section 3 we prove Theorem 1.1 and Theorem 1.2 in the absence of diffusion ($\sigma = 0$), as the diffusion is an innocuous term that respects the comparison property. Finally in Section 4 we prove Theorem 1.3 again in the particular case $\sigma = 0$.

2. Preliminaries

In this section we state the main hypotheses on the Hamiltonian $H$ as well as giving the precise definition of viscosity sub and super solution.

We define the weight
\[
w(x) = \frac{1}{1 + |x|^{N+2s}},
\]
and the space $L^1_w(\mathbb{R}^N)$ to be set of functions such that $\|uw\|_{L^1(\mathbb{R}^n)} < \infty$.

From now on $h : \mathbb{R} \to \mathbb{R}$ denotes a smooth function in $L^1_w(\mathbb{R}^N)$ and for the rest of the section we consider a continuous Hamiltonian $H : \mathbb{R}^3 \to \mathbb{R}$. Given $\Omega \subseteq \mathbb{R}^N$ we denote $B(\Omega)$ the set of bounded functions in $\Omega$.

We begin with the definition of viscosity sub and super solutions when we have a diffusion term.

Definition 2.1. A function $u : \mathbb{R}^n \to \mathbb{R}$ upper (lower) semicontinuous in $\bar{\Omega}$ is a viscosity sub solution (super solution) of (1.9) if for any $\varphi \in C^2(\Omega) \cap L^1_w(\mathbb{R}^N)$ such that $u - \varphi$ has a global maximum at $x_0$ then
\[
\sigma(-\Delta)^s \varphi(x_0) + H(x_0, \varphi(x_0), D_s \varphi(x_0)) \leq 0, \ (\geq 0)
\]

As observed in [12] in the absence of the operator $B$ the definition can be stated for a larger class of sub and super solutions, by testing the the maximum (minimum) only locally. Furthermore these definitions coincide for general nonlocal diffusion operators, see for example [3].

The definition of sub and super solutions of equation (1.10). Meanwhile the definition of sub and super solution for $s$-order Hamilton-Jacobi equations (1.7) and
\[
H(x, B(u,h)) = 0, \quad \text{in} \ \Omega.
\]
are the same with the minor difference that we require the test function to be only $C^1(\Omega) \cap L^1_w(\mathbb{R}^N)$.

We point out that the definition in the parabolic case is analogous and will be used in Section 4. We state it next for completeness.
Definition 2.2. A function \( u : \mathbb{R}^n \to \mathbb{R} \) upper (lower) semicontinuous in \( \tilde{\Omega} \) is a viscosity sub solution of \( (1.14) \) if for any \( \varphi \in C^{2,1}(\Omega \times (0, T)) \cap L^1_w(\mathbb{R}^N) \) such that \( u - \varphi \) has a global maximum at \((x_0, t_0)\) then

\[
\varphi(x_0, t_0) + \sigma(-\Delta)^s \varphi(x_0, t_0) + H(x_0, t_0, \varphi(x_0, t_0), D_\nu \varphi(x_0, t_0)) \leq 0,
\]

The definition of sub and super solutions of equation \((1.15)\) is analogous.

Again, the definition of sub and super solution for 1-order Hamilton-Jacobi equations \((4.1)\) and \((4.2)\) are the same with the minor difference that we require the test function to be only \(C^{1,1}(\Omega \times (0, T)) \cap L^1_w(\mathbb{R}^N)\).

Next we state the hypotheses on the Hamiltonian \( H \). The first hypothesis is a modulus of continuity for \( H \).

(H1) We say that the Hamiltonian \( H : \mathbb{R}^2 \to \mathbb{R} \) satisfies hypothesis \((H1)\) if there exists a modulus of continuity \( \omega_1 \) such that

\[
|H(x, D_\nu \varphi(x)) - H(y, D_\nu \varphi(y))| \leq \omega_1(|x - y| + \mathcal{B}(\nu)(x)),
\]

for all \( x, y \in \Omega \) and \( \nu \in C^1(\Omega) \cap L^1_w(\mathbb{R}^N) \).

(H1h) We say that the Hamiltonian \( H : \mathbb{R}^2 \to \mathbb{R} \) satisfies hypothesis \((H1h)\) if there exists a modulus of continuity \( \omega_1 \) such that

\[
|H(x, \mathcal{B}(\nu, h_1)(x)) - H(y, \mathcal{B}(\nu, h_2)(y))| \leq \omega_1(|x - y| + |\mathcal{B}(\nu, h_1)(x) - \mathcal{B}(\nu, h_2)(y)|),
\]

for all \( x, y \in \Omega \) and \( \nu \in C^1(\Omega) \cap L^1_w(\mathbb{R}^N) \).

The next hypothesis is crucial for the comparison principle in the context of convex Hamiltonians, as it guarantees the existence of a strict sub solution. We state it as its needed for Theorem 1.1.

(H2) We say that the Hamiltonian \( H : \mathbb{R}^2 \to \mathbb{R} \) satisfies hypothesis \((H2)\) if, there exists \( \rho_1 \in C(\tilde{\Omega}) \cap C^2(\Omega) \cap B(\mathbb{R}^N) \) such that \( \rho_1 \leq u_1 \) in \( \mathbb{R}^N \) and

\[
\sup_{x \in \Omega'} \sigma(-\Delta)^s \rho_1 + H(x, D_\nu \rho_1(x)) < 0, \forall \Omega' \subset \subset \Omega.
\]

(H2h) We say that the Hamiltonian \( H : \mathbb{R}^2 \to \mathbb{R} \) satisfies hypothesis \((H2h)\) if, there exists \( \rho_2 \in C(\tilde{\Omega}) \cap C^2(\Omega) \cap B(\mathbb{R}^N) \) such that \( \rho_2 \leq u_1 \) in \( \mathbb{R}^N \) and

\[
\sup_{x \in \Omega'} \sigma(-\Delta)^s \rho_2 + H(x, \mathcal{B}(\rho_2, h)(x)) < 0, \forall \Omega' \subset \subset \Omega.
\]

Remark 2.3. Hypothesis \((H2)\) (resp. \((H2h)\)) will be used in the particular case \( \sigma = 0 \), see Theorem 3.1 for more details. In this case one can lower the smoothness hypothesis on \( \rho_1 \) and \( \rho_2 \) and just require \( \rho_1 \in C(\tilde{\Omega}) \cap C^1(\Omega) \cap B(\mathbb{R}^N) \).

We will need a particular type of modulus of continuity in the parabolic case in order to prove the comparison theorem.

(H3) We say that that the Hamiltonian \( H : \mathbb{R}^2 \to \mathbb{R} \) satisfies hypothesis \((H3)\) if there exists a modulus of continuity \( \omega_1 \) such that

\[
|H(x, t, D_\nu \varphi(x)) - H(y, s, D_\nu \varphi(x))| \leq \omega_1(|t - s|, |x - y| + \mathcal{B}(\nu)(x)),
\]

for all \( x, y \in \Omega \), \( t, s \in [0, T] \) and \( \nu \in C^1(\Omega \times [0, T]) \cap L^1_w(\mathbb{R}^N) \).
The proof is based on the comparison principle for viscosity solutions of first order equations, see for example [10].

Let \( t \in (0, 1) \) and consider the auxiliary function
\[
u'(x) = tu_1(x) + (1 - t)\rho_1(x).
\]
Note that any test function of \( \varphi \) of \( u' \) at \( x_0 \) can be rewritten as
\[
\varphi = t\tilde{\varphi} + (1 - t)\rho_1
\]
where \( \tilde{\varphi} \) is a test function of \( u_1 \) at the same point \( x_0 \). Now, thanks to the convexity hypothesis we have
\[
H(x_0, D_s\varphi(x_0)) = H(x_0, D_s(t\tilde{\varphi} + (1 - t)\rho_1)(x_0))
\]
\[
\leq tH(x_0, D_s\tilde{\varphi}(x_0)) + (1 - t)H(x_0, D_s\rho_1(x_0)),
\]
and since \( u_1 \) is a sub solution and \( \tilde{\varphi} \) is a test function for \( u_1 \) we deduce
\[
H(x_0, D_s\varphi(x_0)) \leq (1 - t)H(x_0, D_s\rho_1(x_0)).
\]
This implies \( u' \) is a sub solution
\[
H(x, D_su') = f^t(x),
\]
where \( f^t(x) = (1 - t)H(x, D_s\rho_1(x)) \) is a continuous function, since \( \rho_1 \in C(\bar{\Omega}) \cap C^1(\Omega) \cap B(\mathbb{R}^N) \). We also have that \( u' \leq u_2 \) in \( \Omega^c \).

Next we prove that \( u' \leq u_2 \) in \( \mathbb{R}^N \) for all \( t \in (0, 1) \). We proceed by contradiction and assume that for some \( \bar{t} \) fixed there exists \( \delta > 0 \) such that
\[
\sup_{\Omega} (u' - u_2) = \delta.
\]
We now proceed we standard method of doubling variables. Consider the function
\[ \Phi_\varepsilon(x, y) = \bar{u}'(x) - u_2(y) - \eta \left( \frac{|x - y|}{\varepsilon^{1/2}} \right) \]
where \( \eta \) is a smooth positive function given by
\[ \eta(r) = \begin{cases} r^2 & \text{if } |r| \leq (3\|u_2\|_{L^\infty(\mathbb{R}^N)})^{1/2} \\ \bar{\eta} & \text{if } |r| > 1 \end{cases} \tag{3.2} \]
and \( \bar{\eta} \) is a smooth symmetric increasing function growing like \( r^\alpha \) when \( r \to \infty \) with \( \alpha < s \).
Define
\[ \Omega' = \{ x \in \Omega \text{ s.t. } (\bar{u}' - u_2) > \delta / 2 \} \]
and \( \Omega' \times \Omega' \) it is clear that \( \Omega' \subset \Omega \).
Let \((x_\varepsilon, y_\varepsilon)\) be a maximum point of \( \Phi_\varepsilon \) on \( \Omega' \times \Omega' \).
Note that since \( \eta \geq 0 \) we have
\[ \Phi_\varepsilon(x_\varepsilon, y_\varepsilon) \leq \Phi_\varepsilon(x_\varepsilon, x_\varepsilon) \]
which implies
\[ \eta \left( \frac{|x - y|}{\varepsilon^{1/2}} \right) \leq u_2(x_\varepsilon) - u_2(y_\varepsilon) \]
Using the definition of \( \eta \) we deduce
\[ |x - y|^2 \leq 2\|u_2\|_{L^\infty(\mathbb{R}^N)} \varepsilon. \]
We deduce then that \( |x_\varepsilon - y_\varepsilon| \to 0 \) as \( \varepsilon \to 0^+ \).
This combined with the continuity of \( u_2 \) implies
\[ \frac{|x_\varepsilon - y_\varepsilon|^2}{\varepsilon} \to 0, \quad \text{as } \varepsilon \to 0^+. \tag{3.3} \]
Observe also that by the contradiction hypothesis and the definition of \( \Omega' \)
\[ \Phi_\varepsilon(x_\varepsilon, y_\varepsilon) \geq \sup_{x \in \Omega'} \Phi_\varepsilon(x, x) = \delta. \]
We claim that \((x_\varepsilon, y_\varepsilon) \in \Omega' \times \Omega' \) for \( \varepsilon \) small. If not, then either \( x_\varepsilon \) or \( y_\varepsilon \) belongs to \( \partial \Omega' \), therefore
\[ \frac{\delta}{2} u_\varepsilon'(x_\varepsilon) - u_2(\varepsilon) \geq \Phi_\varepsilon(x_\varepsilon, y_\varepsilon) + u_2(y_\varepsilon) - u_2(x_\varepsilon) \]
\[ \geq \delta - \omega(|x_\varepsilon - y_\varepsilon|), \tag{3.5} \]
where \( \omega \) is a modulus of continuity of \( u_2 \), which leads to a contradiction for \( \varepsilon \) small enough since \( x_\varepsilon \to y_\varepsilon \) as \( \varepsilon \to 0^+ \).
Let
\[ \varphi_1(x) = u_2(y_\varepsilon) + \eta \left( \frac{|x - y_\varepsilon|}{\varepsilon^{1/2}} \right) \]
Observe that since \( x_\varepsilon \) is a maximum of \( \Phi(x, y_\varepsilon) \), we have that \( x_\varepsilon \) is a maximum of \( u_\varepsilon'(x) - \varphi_1(x) \). Moreover by taking small enough we can guarantee that the maximum is global.
Since \( u_\varepsilon' \) is a viscosity sub solution of (3.1) we obtain
\[ H(x_\varepsilon, D \varphi_1(x_\varepsilon)) - f_\varepsilon(x_\varepsilon) \leq 0. \]
Define now
\[ \varphi_2(y) = u^\varepsilon(x_0) - \eta \left( \frac{|x_0 - y|}{\varepsilon^{1/2}} \right), \]
and reasoning as before we have that \( y_\varepsilon \) is a minimum of \( u_2(y) - \varphi_2(y) \) for \( \varepsilon \) small.
Since \( u_2 \) is a viscosity super solution of (1.7) we obtain
\[ H(y_\varepsilon, D_s \varphi_2(y_\varepsilon)) \geq 0. \]
Furthermore we have
\[
(D_s \varphi_1)^2(x_\varepsilon) = \frac{c_{N,s}}{2} \int_{\mathbb{R}^N} \frac{(\varphi_1(x_\varepsilon) - \varphi_1(y))^2}{|x_\varepsilon - y|^{N+2s}} dy \\
= \frac{c_{N,s}}{2} \int_{\mathbb{R}^N} \frac{(\varphi_1(x_\varepsilon) - \varphi_1(y))^2}{|y - x_\varepsilon|^{N+2s}} dy \\
= \frac{c_{N,s}}{2} \int_{\mathbb{R}^N} \frac{(\varphi_1(x_\varepsilon) - \varphi_1(z + x_\varepsilon))^2}{|z|^{N+2s}} dy \\
= \frac{c_{N,s}}{2} \int_{\mathbb{R}^N} \frac{(\eta(|x_\varepsilon - y_\varepsilon|\varepsilon^{-1/2}) - \eta(|z + x_\varepsilon - y_\varepsilon|\varepsilon^{-1/2}))^2}{|z|^{N+2s}} dy,
\]
and on the other hand
\[
(D_s \varphi_2)^2(y_\varepsilon) = \frac{c_{N,s}}{2} \int_{\mathbb{R}^N} \frac{(\varphi_2(y_\varepsilon) - \varphi_2(y))^2}{|y_\varepsilon - y|^{N+2s}} dy \\
= \frac{c_{N,s}}{2} \int_{\mathbb{R}^N} \frac{(\varphi_2(y_\varepsilon) - \varphi_2(y))^2}{|y - y_\varepsilon|^{N+2s}} dy \\
= \frac{c_{N,s}}{2} \int_{\mathbb{R}^N} \frac{(\varphi_2(y_\varepsilon) - \varphi_1(z + y_\varepsilon))^2}{|z|^{N+2s}} dy \\
= \frac{c_{N,s}}{2} \int_{\mathbb{R}^N} \frac{(\eta(|x_\varepsilon - y_\varepsilon|\varepsilon^{-1/2}) - \eta(|z + x_\varepsilon - y_\varepsilon|\varepsilon^{-1/2}))^2}{|z|^{N+2s}} dy,
\]
and therefore we deduce \( D_s \varphi_1(x_\varepsilon) = D_s \varphi_2(y_\varepsilon) \).
Thanks to hypothesis (H2), there is \( \alpha > 0 \) such that
\[ H(x, D_s \rho_1) \leq -\alpha, \]
and since \( 1 > \bar{t} > 0 \) this implies
\[ f^\bar{t}(x) = (1 - t)H(x, D_s \rho_1) \leq \bar{\alpha} < 0. \]
Combining the previous inequalities we get and using hypothesis \( i. - \)
\[
\bar{\alpha} \leq H(y_\varepsilon, D_s \varphi_2(y_\varepsilon)) - H(x_\varepsilon, D_s \varphi_1(x_\varepsilon)) \\
= H(y_\varepsilon, D_s \varphi_1(x_\varepsilon)) - H(x_\varepsilon, D_s \varphi_1(x_\varepsilon)) \\
\leq \omega_1(|x_\varepsilon - y_\varepsilon| (1 + D_s \varphi_1(x_\varepsilon))).
\]
In order to arrive to a contradiction we need to prove that \(|x_\varepsilon - y_\varepsilon|D_s\varepsilon_1(x_\varepsilon)\) converges to 0 as \(\varepsilon \to 0^+\). Denote \(w = x_\varepsilon - y_\varepsilon\), we have

\[
(D_s\varepsilon_1)^2(x_\varepsilon) = \frac{CN_s}{2} \int_{B_2^c} \left( \eta \left( \frac{|w|}{\varepsilon^{1/2}} \right) - \eta \left( \frac{|z + w|}{\varepsilon^{1/2}} \right) \right)^2 \frac{1}{|z|^{N+2s}} \, dz
\]

where

\[
I_1 = \frac{CN_s}{2} \int_{B_2^c} \eta \left( \frac{|w|}{\varepsilon^{1/2}} \right) - \eta \left( \frac{|z + w|}{\varepsilon^{1/2}} \right) \frac{1}{|z|^{N+2s}} \, dz
\]

\[
I_2 = \frac{CN_s}{2} \int_{B_2^c} \eta \left( \frac{|z + w|}{\varepsilon^{1/2}} \right) - \eta \left( \frac{|z + w|}{\varepsilon^{1/2}} \right) \frac{1}{|z|^{N+2s}} \, dz
\]

Let us analyze \(I_1\). We have \(\eta(|w + z|) \geq \eta(|w|) \geq 0\) for all \(|z| > 2\), therefore

\[
I_1 = \frac{CN_s}{2} \int_{B_2^c} \eta \left( \frac{|w|}{\varepsilon^{1/2}} \right) - \eta \left( \frac{|z + w|}{\varepsilon^{1/2}} \right) \frac{1}{|z|^{N+2s}} \, dz
\]

\[
\leq \frac{CN_s}{2} \int_{B_2^c} \eta^2 \left( \frac{|z + w|}{\varepsilon^{1/2}} \right) \frac{1}{|z|^{N+2s}} \, dz
\]

\[
\leq C \frac{CN_s}{\varepsilon^\alpha} \int_{B_2^c} \eta^2 \left( \frac{|z + w|}{\varepsilon^{1/2}} \right) \, dz
\]

where \(C\) is a universal constant.

For \(I_2\) we proceed with a Taylor expansion for \(\eta\) to deduce

\[
I_2 = \frac{CN_s}{2} \int_{B_2^c} \eta \left( \frac{|w|}{\varepsilon^{1/2}} \right) - \eta \left( \frac{|z + w|}{\varepsilon^{1/2}} \right) \frac{1}{|z|^{N+2s}} \, dz
\]

\[
= \frac{CN_s}{2} \int_{B_2^c} \eta \left( \frac{|w|}{\varepsilon^{1/2}} \right) - \eta \left( \frac{|z + w|}{\varepsilon^{1/2}} \right) \frac{1}{|z|^{N+2s}} \, dz
\]

\[
= \frac{CN_s}{2} \int_{B_2^c} (D\eta(we^{-1/2}) \cdot z + \mathcal{O}(|z|^3))^2 \frac{1}{|z|^{N+2s}} \, dz
\]

\[
\leq C \frac{CN_s}{\varepsilon^\alpha} \int_{B_2^c} (D\eta(we^{-1/2})^2|z|^2 + |D\eta(we^{-1/2})|\mathcal{O}(|z|^3) + \mathcal{O}(|z|^4)) \, dz.
\]

for \(C\) some universal constant. Since \(D\eta(we^{-1/2}) = 2we^{-1/2}\) we deduce

\[
I_2 \leq C \frac{CN_s}{2\varepsilon^s} \left( \frac{|w|^2}{\varepsilon} + \frac{|w|}{e^{-1/2}} + 1 \right).
\]

Recall that \(|w|^2/\varepsilon \to 0\) as \(\varepsilon \to 0\) (see (3.3)) we get

\[
I_2 \leq C \frac{CN_s}{2\varepsilon^s} \mathcal{O}(1),
\]
and since \( \alpha < s \) we get that \( D_s \varphi_1(x_\varepsilon) \) is dominated by the bounds of \( I_2 \) that is
\[
D_s \varphi_1(x_\varepsilon) \leq \tilde{c} \frac{1}{\varepsilon^{s/2}} o(1),
\]
where \( \tilde{c} = C c_{N,s}^{1/2} \). Finally, thanks to (3.3) we have \( |w|/\varepsilon \to 0 \) and so we get
\[
|w|D_s \varphi_1(x_\varepsilon) \leq \tilde{c} \frac{|w|}{\varepsilon^{s/2}} = \tilde{c} \frac{|w|^s}{\varepsilon^{s/2}} |w|^{1-s} \to 0 \quad \text{as} \quad \varepsilon \to 0,
\]
since \( s \in (0, 1) \). This contradicts (3.6) and finishes the proof. \( \Box \)

**Remark 3.2.** Observe that hypothesis (H2) is trivially satisfied for Hamiltonians of the form
\[
H(x, D_s u) = |D_s u|^\rho - f(x),
\]
where \( f(x) > 0 \). In particular there exists, for each \( \sigma \geq 0 \) at most one viscosity solution of
\[
\sigma(-\Delta)^{\sigma} u + |D_s u| - f(x) = 0.
\]

We now prove the comparison principle for equations depending on the transport term \( \mathcal{B}(\cdot, h) \). The proof utilizes the same ideas as in Theorem 3.1, although we need to take special care in order to bound the error in the modulus of continuity.

**Corollary 3.3.** Let \( \Omega \subset \mathbb{R}^N \) be a bounded domain. Let \( u_1, u_2 \in C(\hat{\Omega}) \cap B(\mathbb{R}^N) \) be respectively sub and super solutions of (2.1) in \( \Omega \) with \( u_1 \leq u_2 \) in \( \Omega^c \). Suppose \( H \) satisfies hypotheses (H1h), (H2h) and furthermore assume that the function \( \tilde{u} \to H(x, \tilde{u}) \) is convex for each \( x \in \Omega \).

Then \( u_1 \leq u_2 \) in \( \Omega \).

**Proof.** We only provide the proof in the case \( \sigma = 0 \), that is for equation (2.1). The proof is the same as in Theorem 3.1 up to the point of the definition of \( \varphi_1, \varphi_2 \), where we have
\[
H(x_\varepsilon, \mathcal{B}(\varphi_1, h)(x_\varepsilon)) - f^\varepsilon(x_\varepsilon) \leq 0, \quad \text{and} \quad H(y_\varepsilon, \mathcal{B}(\varphi_2, h)(y_\varepsilon)) \geq 0,
\]
and
\[
f^\varepsilon(x) = (1 - \varepsilon) H(x, \mathcal{B}(\rho_2, h)).
\]
Now,
\[
\mathcal{B}(\varphi_1, h)(x_\varepsilon) = \frac{c_{N,s}}{2} \int_{\mathbb{R}^N} \frac{(\varphi_1(x_\varepsilon) - \varphi_1(y))(h(x_\varepsilon) - h(y))}{|x_\varepsilon - y|^{N+2s}} dy
\]
\[
= \frac{c_{N,s}}{2} \int_{\mathbb{R}^N} \frac{(\varphi_1(x_\varepsilon) - \varphi_1(z + x_\varepsilon))(h(x_\varepsilon) - h(z + x_\varepsilon))}{|z|^{N+2s}} dz
\]
\[
= \frac{c_{N,s}}{2} \int_{\mathbb{R}^N} \frac{(\eta(|x_\varepsilon - y_\varepsilon|^{-1/2}) - \eta(|z + x_\varepsilon - y_\varepsilon|^{-1/2}))(h(x_\varepsilon) - h(z + x_\varepsilon))}{|z|^{N+2s}} dz,
\]
and on the other hand
\[
\mathcal{B}(\varphi_2, h)(y_e) = \frac{c_{N,s}}{2} \int_{\mathbb{R}^N} \frac{(\varphi_2(y_e) - \varphi_2(y))(h(y_e) - h(y))}{|y_e - y|^{N+2s}} \, dy
\]
\[
= \frac{c_{N,s}}{2} \int_{\mathbb{R}^N} \frac{(\varphi_2(y_e) - \varphi_2(z + y_e))(h(y_e) - h(z + y_e))}{|z|^{N+2s}} \, dz
\]
\[
= -\frac{c_{N,s}}{2} \int_{\mathbb{R}^N} \frac{(\eta|z - y_e| \varepsilon^{-1/2}) - \eta(|z + x_e - y_e| \varepsilon^{-1/2})(h(y_e) - h(z + y_e))}{|z|^{N+2s}} \, dz
\]
Thanks to hypothesis \(iii\)., there is \(\alpha > 0\) such that
\[
H(x, \mathcal{B}(\rho_2, h)) \leq -\alpha,
\]
and since \(1 > \bar{r} > 0\) this implies
\[
f^\bar{r}(x) = (1 - t)H(x, \mathcal{B}(\rho_2, h)) \leq -\bar{\alpha} < 0.
\]
Combining the previous inequalities we get and using hypothesis \(i\).
\[
\bar{\alpha} \leq H(y_e, \mathcal{B}(\varphi_2, h)(y_e)) - H(x_e, \mathcal{B}(\varphi_1, h)(x_e))
\]
\[
\leq \tilde{\omega}_1(|x_e - y_e| + |\mathcal{B}(\varphi_2, h)(y_e) - \mathcal{B}(\varphi_1, h)(x_e)|).
\]
Now the Hölder inequality implies,
\[
\mathcal{B}(\varphi_2, h)(y_e) - \mathcal{B}(\varphi_1, h)(x_e)
\]
\[
= \frac{c_{N,s}}{2} \int_{\mathbb{R}^N} \frac{(\eta|z - y_e| \varepsilon^{-1/2}) - \eta(|z + x_e - y_e| \varepsilon^{-1/2})(h(x_e) - h(z + x_e) - h(y_e) + h(z + y_e))}{|z|^{N+2s}} \, dz
\]
\[
\leq CD_s \varphi_1(x_e) H^{1/2}
\]
where
\[
H = \int_{\mathbb{R}^N} \frac{(h(x_e) - h(z + x_e) - h(y_e) + h(z + y_e))^2}{|z|^{N+2s}}.
\]
Rewrite \(H = H_1 + H_2\), where
\[
H_1 = \int_{B_1} \frac{(h(x_e) - h(z + x_e) - h(y_e) + h(z + y_e))^2}{|z|^{N+2s}}
\]
\[
H_2 = \int_{B'_1} \frac{(h(x_e) - h(z + x_e) - h(y_e) + h(z + y_e))^2}{|z|^{N+2s}},
\]
and let us analyze the behavior of \(H_1\) and \(H_2\) as \(\varepsilon \to 0\). We have
\[
H_1 = \int_{B_1} \frac{(h(x_e) - h(z + x_e) - h(y_e) + h(z + y_e))^2}{|z|^{N+2s}}
\]
\[
= \int_{B_1} \frac{1}{|z|^{N+2s}} \left( \int_0^1 (1 - t)(Dh(x_e + tz) - Dh(y_e + tx) \cdot z) \, dt \right)^2 \, dz
\]
\[
\leq C_1 |x_e - y_e|^2 \int_{B_1} \frac{|z|^2}{|z|^{N+2s}} \, dz
\]
\[
\leq C_1 |x_e - y_e|^2,
\]
where $C$ is a constant depends on $\|h\|_{L^2}$. On the other hand

$$ H_2 = \int_{B_1^1} (h(x_e) - h(z + x_e) - h(y_e) + h(z + y_e))^2 \frac{dz}{|z|^{N+2s}} $$

$$ \leq C_2|x_e - y_e|^2 \int_{B_1^1} \frac{dz}{|z|^{N+2s}} $$

$$ \leq C_2|x_e - y_e|^2, $$

where $C_2$ depends on $\|h\|_{L^\infty}$. We conclude then

$$ H \leq C|x_e - y_e|^2, $$

and so we get

$$ |B(\varphi_2, h)(y_e) - B(\varphi_1, h)(x_e)| \leq CD\varphi_1(x_e)|x_e - y_e|. $$

We use the estimate (3.7) to conclude

$$ |B(\varphi_2, h)(y_e) - B(\varphi_1, h)(x_e)| \leq C \frac{1}{\varepsilon^{s/2}} o(1)|x_e - y_e| \to 0 \quad \text{as } \varepsilon \to 0. $$

At this point we finish the proof as in the previous case. 

\[ \square \]

**Remark 3.4.** Theorem 3.1 and Corollary 3.3 since we observe that

$$ (-\Delta)^s \varphi_1(x_e) = (-\Delta)^s \varphi_2(y_e). $$

This holds thanks to the special structure of the function $\eta$.

We now come back to the fact that the notion of viscosity solution and weak solutions may not coincide for general Hamiltonians. We borrow the example from [16] and include the computation for completeness.

In [20] the author computes the fractional laplacian explicitly for the function $u(x) = (1 - x^2)^{1+s}$, $x \in \mathbb{R}$, where he gets the identity

$$ (-\Delta)^s u(x) = c(1 - (1 + 2x)x^2)_+, \quad x \in (-1, 1). $$

Now, let us consider a transport term $h : \mathbb{R} \to \mathbb{R}_+$ smooth and bounded such that $h = 0$ in $(-1, 1)$, then

$$ B(h, u)(x) = \int_{\mathbb{R}} (h(y) - u(x))(h(y) - h(x))|x - y|^{-(1+2s)}dy $$

$$ = -u(x) \int_{[-1,1]^c} h(y)|x - y|^{-(1+2s)}dy $$

$$ \leq 0. $$

Therefore we get

$$ (-\Delta)^s u(x) + B(h, u)(x) \leq 0. $$

in the region $1 - (1 + 2x)x^2 \leq 0$. On the other hand, if $1 > (1 + 2x)x^2$, then $u$ is uniformly bounded by below by some constant $a_x > 0$, that is $u(x) \geq a_x$. Hence for $x$ such that $1 > (1 + 2x)x^2$ we have

$$ Lu := (-\Delta)^s u(x) + B(h, u)(x) \leq c - a_x \int_{[-1,1]^c} h(y)|x - y|^{-(1+2s)}dy. $$
We can take $h$ large enough outside $(-1, 1)$ in order to get
\[(\Delta)u(x) + B(h, u)(x) \leq 0 \quad \text{en} (-1, 1),\]
with $u = 0$ in $(-1, 1)^c$. But $u(0) > 0$ and maximum principle fails.

This example gives us a classical solution that does not satisfy the maximum principle and in view of Theorem 3.1 fails to be a viscosity solution. This appears to be natural given that in the previous example $\text{osc}_{E^N} h > 1$ and therefore we lose ellipticity of the operator $L$.

In the special case where the Hamiltonian is proper the comparison principle holds without assuming convexity nor the existence of a strict sub solution, that is without assuming (H2) or (H2h).

**Theorem 3.5.** Let $\Omega \subset \mathbb{R}^N$ be a bounded domain. Fix $\mu > 0$ and let $u_1, u_2 \in C(\bar{\Omega}) \cap B(\mathbb{R}^N)$ be respectively sub and super solutions of
\[\mu u + H(x, D_s u) = 0 \quad \text{(3.8)}\]
or
\[\mu u + H(x, B(u, h)) = 0 \quad \text{(3.9)}\]
with $u_1 \leq u_2$ in $\Omega^c$. Furthermore assume that hypothesis (H1) holds in case of (1.12) and hypothesis (H1h) holds in case of (1.13).

Then $u_1 \leq u_2$ in $\Omega$.

**Proof.** The proof follows the same ideas as the proof of Theorem 3.1. Let
\[\Phi_\varepsilon(x, y) = u_1(x) - u_2(y) - \eta \left( \frac{|x - y|}{\varepsilon^{1/2}} \right),\]
where $\eta$ is defined in (3.2) and let $(x_\varepsilon, y_\varepsilon)$ be a maximum point of $\Phi_\varepsilon$. Since both $u_1$ and $u_2$ are bounded we can assume, as in the proof of Theorem 3.1, that this is a global maximum.

From this point we proceed in the exact same manner to conclude that
\[\liminf_{\varepsilon \to 0} \Phi_\varepsilon(x_\varepsilon, y_\varepsilon) \leq 0. \quad \text{as } \varepsilon \to 0^+. \quad \text{(3.11)}\]
This rate of convergence guarantees that
\[\liminf_{\varepsilon \to 0} \Phi_\varepsilon(x_\varepsilon, y_\varepsilon) \leq 0. \quad \text{as } \varepsilon \to 0^+. \quad \text{(3.11)}\]
Indeed, suppose first that the maximum point $(x_{e_n}, y_{e_n})$ is achieved at the boundary for some sequence $e_n \to 0$. If $x_{e_n} \in \partial \Omega$ then
\[u_1(x_{e_n}) - u_2(y_{e_n}) \leq u_2(x_{e_n}) - u_2(y_{e_n}),\]
since $u_1 \leq u_2$ in $\Omega^c$. Since (3.10) holds and $u_2$ is uniformly continuous then the right hand side of the previous equation goes to zero as $e_n \to 0$. Observe now that
\[\Phi_{e_n}(x_{e_n}, y_{e_n}) \leq u_1(x_{e_n}) - u_2(y_{e_n}),\]
and therefore (3.11) holds. An analogous statement can be made when $y_n \in \partial \Omega$. 

Let us verify (3.11) in the case $(x, y) \in \Omega$ for all $\epsilon$ small. Define
\[
\varphi_1(x) = u_2(y) + \eta \frac{|x - y|}{\epsilon^{1/2}},
\]
and
\[
\varphi_2(y) = u_1(x) - \eta \frac{|x - y|}{\epsilon^{1/2}}.
\]
As in the proof of Theorem 3.1 it is direct to verify that $\varphi_i$ is a test function for $u_i$ for $i = 1, 2$, and therefore
\[
\mu u_1(x) + H(x, D_x \varphi_1(x)) \leq 0 \leq \mu u_2(y) + H(y, D_y \varphi_2(y))
\]
Furthermore we also have
\[
D_x \varphi_1(x) = D_y \varphi_2(y),
\]
and therefore hypothesis $i$ implies
\[
\mu (u_1(x) - u_2(y)) \leq \omega_1 (|x - y| (1 + D_x \varphi_1(x))),
\]
which implies
\[
\Phi_{\epsilon_0}(x, y) \leq \frac{1}{\mu} \omega_1 (|x - y| (1 + D_x \varphi_1(x))).
\]
The right hand side of the previous equation goes to zero as $\epsilon$ as seen in the proof of Theorem 3.1 and therefore (3.11) holds.

Finally note that
\[
\max_{x \in \Omega} (u_1 - u_2) \leq \Phi_{\epsilon_0}(x, y),
\]
which together with (3.11) implies the desired result. In the case $u_1$ and $u_2$ are sub and super solutions of (3.8) and (3.9) the proof follows the same ideas and uses the fact that
\[
\tilde{\omega}_1 (|x - y| + B(\varphi_2, h)(y) - B(\varphi_1, h)(x))
\]
can be bounded as in Theorem 3.1. □

Observe, as in the case of Theorem 1.1, that Theorem 1.2 is a direct consequence of Theorem 3.5 and Remark 3.4.

4. Comparison Principle in the parabolic case

This last section is devoted to the proof of the comparison principle in the parabolic case. The proof does not require the Hamiltonian to be convex, since in the parabolic case $u_t$ plays the role of a proper term. As in the previous section we will only present the proof in the case $\sigma = 0$ since the proof does not differ in the presence of diffusion.

**Theorem 4.1.** Let $\Omega \subset \mathbb{R}^N$ be a bounded domain and $u_1, u_2 \in C(\bar{\Omega} \times [0, T]) \cap B(\mathbb{R}^N \times [0, T])$ be respectively sub and super solutions of
\[
(4.1) \quad u_t + H(x, t, D_x u(x)) = 0, \quad \text{in} \ \Omega \times (0, T),
\]
or
\[(4.2) \quad u_t + H(x, t, B(u, h)(x)) = 0, \quad \text{in } \Omega \times (0, T),\]

with \(u_1 \leq u_2\) in \(\Omega^c \times (0, T) \cup \mathbb{R}^N \times [0, T]\). Assume that \(H\) satisfies (H3) in case of \((4.1)\) or (H3h) in case of \((4.2)\).

Then \(u_1 \leq u_2\) in \(\Omega \times (0, T)\).

Before the proof of the theorem we state a classic result of stability of viscosity solutions.

**Lemma 4.2.** Let \(u_1\) and \(u_2\) be respectively sub and super solutions of \((4.1)\) or \((4.2)\). Then they are sub and super solutions in \(\Omega \times (0, T]\). More precisely the viscosity inequalities hold if the maximum or minimum points are on \(\Omega \times \{T\}\).

The proof of the previous lemma is identical to Lemma 5.1 in [10].

**Proof.** The proof follows the same ideas as the proof of Theorem 3.5, the main difference being that we need to include the time variable in the penalization scheme. Denote \(\Omega_T = \Omega \times (0, T)\) and let

\[ M = \max_{\Omega_T}(u_1 - u_2) \]

Assume that the result does not hold, that is \(M > 0\) and also assume without loss of generality that \(u_1\) is a strict sub solution of the problem. This can easily be achieved by taking \(u_1' = u_1 - \rho t\) for \(\rho > 0\) and observing that

\[ u_1' + H(x, t, D_x u_1') \leq -\rho < 0. \]

From now on we just assume \(u_1\) is a strict sub solution and drop the dependence on \(\rho\).

Let

\[ \Phi(x, t, y, \tau) = u_1(x, t) - u_2(y, \tau) - \eta \left( \frac{|x-y|}{\varepsilon_1^{1/2}} \right) - \frac{(t-\tau)^2}{\varepsilon_2} \]

where \(\eta\) is given by a slight variation of \((3.2)\), more precisely is given by

\[ \eta(r) = \begin{cases} t^2 & \text{if } |r| \leq (2 \max (\|u_1\|_{L^\infty(\Omega_T)}, \|u_2\|_{L^\infty(\Omega_T)}))^{1/2} \\ \bar{\eta} & \text{if } |r| > 1 \end{cases} \]

and \(\bar{\eta}\) is a smooth symmetric increasing function growing like \(r^\alpha\) when \(r \to \infty\) with \(\alpha < s\).

Since \(u_1\) and \(u_2\) are bounded is easy to see that \(\Phi\) achieves its global maximum at a point \((\tilde{x}, \tilde{t}, \tilde{y}, \tilde{\tau})\) in \(\Omega_T^2\). Denote \(\tilde{M} = \Phi(\tilde{x}, \tilde{t}, \tilde{y}, \tilde{\tau})\).

We need to extract some information on the rate of convergence of the penalization. For this observe that the inequality

\[ \tilde{M} = \Phi(\tilde{x}, \tilde{t}, \tilde{y}, \tilde{\tau}) \geq u_1(x, t) - u_2(x, t), \]

and we conclude, by taking the supremum, \(M \leq \tilde{M}\). From here we get

\[ M \leq u_1(\tilde{x}, \tilde{t}) - u_2(\tilde{y}, \tilde{\tau}) - \eta \left( \frac{|\tilde{x} - \tilde{y}|}{\varepsilon_1^{1/2}} \right) - \frac{(\tilde{t} - \tilde{\tau})^2}{\varepsilon_2}, \]
and since $M > 0$ we get
\[
\eta \left( \frac{|\vec{x} - \vec{y}|}{e_1^{1/2}} \right) + \frac{(\vec{t} - \vec{\tau})^2}{e_2} \leq 2 \max\left( \|u_1\|_{L^\infty(\Omega_T)}, \|u_2\|_{L^\infty(\Omega_T)} \right)
\]
which implies as in Theorem $[\text{5.1]}$ $|\vec{x} - \vec{y}|, |\vec{t} - \vec{\tau}| \to 0$ as $e_1, e_2 \to 0$. Now thanks to the continuity of $u_1$ and $u_2$ we deduce that $\bar{M} \to M$ as $e_1, e_2 \to 0$. This can be seen from
\[
\bar{M} \leq u_1(\bar{x}, \bar{t}) - u_2(\bar{y}, \bar{\tau}) - \eta \left( \frac{|\vec{x} - \vec{y}|}{e_1^{1/2}} \right) - \frac{(\vec{t} - \vec{\tau})^2}{e_2}
\]
Finally, taking into consideration the special structure of $\eta$ and the fact that $u_1(\bar{x}, \bar{t}) - u_2(\bar{y}, \bar{\tau}) \to M$ we deduce the rates
\[
|\vec{t} - \vec{\tau}| \to 0 \text{ as } e_2 \to 0.
\]
and
\[
\frac{|x_\epsilon - y_\epsilon|^2}{\epsilon} \to 0, \quad \text{as } \epsilon \to 0^+.
\]
Note also that $(\bar{x}, \bar{t})$ and $(\bar{y}, \bar{\tau})$ belong to $\Omega \times (0, T]$ for $e_1, e_2$ sufficiently small. If not, then there is a converging subsequence of $(\bar{x}, \bar{t}), (\bar{y}, \bar{\tau})$ so that $(\bar{x}, \bar{t}) \to (x, t) \in \Omega^\epsilon \times (0, T) \cup \mathbb{R}^N \times \{0\}$ and $\bar{y}, \bar{\tau} \to (x, t) \in \Omega^\epsilon \times (0, T) \cup \mathbb{R}^N \times \{0\}$. Since $\bar{M} \to M$ then the continuity of $u_1, u_2$ and the hypotheses of the theorem implies $M = u_1(x, t) - u_2(x, t) \leq 0$, which contradicts the fact $M > 0$.

Let
\[
\varphi_1(x, t) = u_2(\bar{y}, \bar{\tau}) + \eta \left( \frac{|x - \bar{y}|^2}{e_1^{1/2}} \right) + \frac{(t - \bar{\tau})^2}{e_2}
\]
and
\[
\varphi_2(y, \tau) = u_1(\bar{x}, \bar{t}) - \eta \left( \frac{|\bar{x} - y|^2}{e_1^{1/2}} \right) - \frac{(t - \tau)^2}{e_2} + \delta \rho(\bar{x}, y)
\]
Assume now that $0 < \bar{t}, \bar{\tau} \leq T$, $\bar{x}, \bar{y} \in \Omega$ for all $e_1, e_2$ sufficiently small, then it is easy to see that $\varphi_1$ is a test function for $u_1$ at $(\bar{x}, \bar{t})$ and analogously $\varphi_2$ is a test function for $u_2$ at $(\bar{y}, \bar{\tau})$. Since $u_1$ and $u_2$ are viscosity sub and super solutions we get
\[
2 \frac{(\bar{t} - \bar{\tau})}{e_2} + H\left( \bar{x}, \bar{t}, D_{s}\left( \eta \left( \frac{|\bar{x} - y|^2}{e_1^{1/2}} \right) \right) \right) < -\rho
\]
and
\[
2 \frac{(\bar{t} - \bar{\tau})}{e_2} + H\left( \bar{y}, \bar{\tau}, D_{s}\left( \eta \left( \frac{|\bar{x} - y|^2}{e_1^{1/2}} \right) \right) \right) \geq 0
\]
Recall from the proof of Theorem $[\text{5.1]}$ that
\[
D_{s}\left( \eta \left( \frac{|\bar{x} - y|^2}{e_1^{1/2}} \right) \right) = D_{s}\left( \eta \left( \frac{|\bar{x} - y|^2}{e_1^{1/2}} \right) \right)\left( \bar{x} \right)
\]
Subtracting the previous inequality and utilizing hypothesis (4.1) we deduce
\[
\tau \leq H(\bar{y}, \bar{t}, D_s \left( \eta \left( \frac{|y - y|^2}{\varepsilon_1^{1/2}} \right) \right)(\bar{y})) - H(\bar{y}, \bar{t}, D_s \left( \eta \left( \frac{|x - y|^2}{\varepsilon_1^{1/2}} \right) \right)(\bar{x}))
\]
\[
\leq H(\bar{y}, \bar{t}, D_s \left( \eta \left( \frac{|x - y|^2}{\varepsilon_1^{1/2}} \right) \right)(\bar{y})) - H(\bar{x}, \bar{t}, D_s \left( \eta \left( \frac{|x - y|^2}{\varepsilon_1^{1/2}} \right) \right)(\bar{y}))
\]
\[
\leq \omega_1 \left( |ar{t} - \bar{\tau}| + |\bar{x} - \bar{y}| \left( 1 + D_s \left( \eta \left( \frac{|x - y|^2}{\varepsilon_1^{1/2}} \right) \right)(\bar{y}) \right) \right).
\]

From here we arrive at a contradiction by noting that, as in the proof of Theorem 3.1
\[
|\bar{x} - \bar{y}| \left( 1 + D_s \left( \eta \left( \frac{|x - y|^2}{\varepsilon_1^{1/2}} \right) \right)(\bar{y}) \right) \rightarrow 0 \text{ as } \varepsilon_1 \rightarrow 0.
\]
and that $|ar{t} - \bar{\tau}| \rightarrow 0$ as $\varepsilon_2 \rightarrow 0$. \qed

Remark 4.3. The proof of Theorem 7.1 in the case $\Omega = \mathbb{R}^N$ is more delicate. In the local case the lack of compactness is overcome by adding a cut-off function in the function $\Phi$. The main issue with this argument in the nonlocal case is that the associated test function $\varphi_1, \varphi_2$ will not have the same nonlocal gradient and therefore we can’t compare the associated equations.
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