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Abstract

We present preliminary work on automatically scoring constructed responses elicited as part of a certification test designed to measure the effectiveness of the test-taker as a K-12 music teacher. This content scoring differs from most previous work in that the responses are relatively long and are written by an adult population of generally proficient English writers. We obtain reasonably good scoring performance for all the test questions using simple features. We carry out some initial error analysis and show that there is still room for improvement.

1 Introduction

In this paper, we examine the feasibility of automatically scoring content-based questions from a teacher certification test which measures the test-taker’s effectiveness as a K-12 music teacher. The test was designed by experts with extensive experience in music education, who consult regularly with music teachers and music education professors throughout the USA to ensure the appropriateness and validity of individual test questions.

Specifically, this test measures indicators of the beginning educator’s professional readiness to teach K-12 music in each of the three major music education specialties: general, instrumental, and vocal music education. The typical test population consists of undergraduates who have completed, or nearly completed, a music education program. Materials appearing on the test reflect instrumental, vocal, jazz, and general music instruction specialties across the K-12 grade range. Note that the test contains a combination of multiple-choice as well as constructed response (essay-style) questions. A final score for the test is computed by combining the scores for all questions and only that score is reported to the test-takers, not individual question scores. In this paper, we focus on building automated scoring models for the essay-style questions.

2 Data

We obtained test-taker responses written between 2013 and 2015 to multiple administrations of the test. Each student wrote answers to three essay-style questions. We look at a total of six different essay-style questions across all test forms. Although we cannot disclose the actual questions for reasons of test security, Figure 1 shows a sample question from the test. It asks the prospective teacher to examine a given vocal music sample and answer questions relevant to teaching the sample to a hypothetical class of students. Overall scores are assigned on a 0–3 scale, based on the degree to which the test-taker accurately responds to the three subparts of the question. Figure 3a shows the total number of scored responses available (N) for each of the six questions.

The responses to all six questions on the test are scored by two human experts on a 0–3 scale. Figure 2 shows the distributions of the response lengths and the scores assigned to the responses by the first human expert (hereafter referred to as the H1 score).

3 Related Work

The test we examine here has been designed primarily to elicit content knowledge from prospective teachers in the context of instruction. Our work can be consid-

\footnote{For each response, the two experts are chosen randomly from a pool of 9 experts.}
Figure 1: A sample question from the music teaching proficiency test. Note that only a part of the entire music sample included with the question is shown here.

The work that could be considered most similar to ours is that of Alfonseca and Pérez (2004) (further described by Pérez-Marín and Pascual-Nieto (2011)) which focuses on scoring responses to computer science questions (50-130 words long, on average) written by undergraduate students. However:

1. Their responses were written to tests that lacked the instructional context — tests that assessed content comprehension but not how that content can best be taught to a class of K-12 students. Although both types of responses might require understanding the same concepts, they are likely to be expressed differently. For example, the following is an excerpt from a sample response to the question in Figure 1.

“This example is best suited for a high school mixed chorus. One performance challenge that would be likely for a HS chorus performing this work would be the octave leap in the alto part in measure 3. (This is also found in measure 11.) This passage needs to maintain the legato phrasing marked throughout and needs to crescendo smoothly without a loss of tone and without accenting the top E-flat. Students may tend to restrict their throats in order to...”

Vocal Music (Suggested time—10 minutes)

- Examine the music example shown. Based on the technical demands of the example, choose the ensemble for which the example is most appropriate:
  (a) Middle school mixed chorus
  (b) High school mixed chorus

  Indicate your skill-level choice at the beginning of your response.

- Identify and describe a significant performance challenge in the example. Specify the location of the challenge using measure numbers.

- Describe an appropriate rehearsal technique to assist students in meeting the challenge.
reach the high note. With insufficient breath support, the crescendo and legato phrasing will not be musical . . . ."

2. Their responses were scored by comparing to human-authored reference answers whereas our scoring approach does not require any reference answers.

To the best of our knowledge, there has not been any work that uses a machine-learned model to automatically score questions that measure content-based teaching ability.

4 Content Scoring Model

We split the data available for each of the questions into training and test sets with 70% for training and 30% for test. We then build an automated scoring model for each question separately using the H1 score as our target. Each scoring model uses support vector regression (Smola and Schölkopf, 2004) to estimate a function that predicts human scores from vectors of binary linguistic features. We use the implementation from the scikit-learn package (Pedregosa et al., 2011), with default parameters except for the complexity parameter, which is tuned using cross-validation on the data provided for training.

As features in the model, we start with the set of features that have generally been used for scoring content-based short answers in the literature:

- lowercased word \( n \)-grams \((n=1,2)\), including punctuation
- lowercased character \( n \)-grams \((n=2,3,4,5)\)
- syntactic dependency triples computed using the ZPar parser (Zhang and Clark, 2011)
- length bins (specifically, whether the log of 1 plus the number of characters in the response, rounded down to the nearest integer, equals \(x\), for all possible \(x\) from the training set)

A salient characteristic of this test and its constituent questions, as described by its designers, is that they measure content knowledge from prospective teachers, but not writing proficiency. There is a separate test that measures the writing proficiency of prospective teachers, that is required for all test-takers taking the music test.

In order to empirically confirm the minimal impact of writing proficiency, we build a second automated scoring model for writing proficiency using features inspired by Attali and Burstein (2006) and train it on the responses written by the same population of test-takers for the general writing proficiency test (not the music teaching proficiency test). Note that this model is generic, i.e., not question specific. We then use this trained model to assign scores to the responses from the music teaching proficiency test. A low agreement of these proficiency scores with the H1 scores assigned to the music questions should be sufficient evidence to indicate that the writing proficiency of the test-takers is not an important factor. There will obviously be some agreement because good writers
are also likely to be better students.

5 Results

Figure 3a shows the performance of our content scoring model on the test set for all six questions (the H1-CS columns). We present three different metrics that measure the agreement of our model’s predictions with the H1 scores. Although quadratic weighted kappa (QWK) is generally the standard metric of performance for short-answer scoring, we also compute the exact as well as adjacent agreement of the predictions with the H1 scores. The exact agreement shows the rate at which our model and H1 awarded the same score to a response. The adjacent agreement shows the rate at which scores given by our model and H1 were no more than one score point apart (e.g., the model assigned a score of 2 and the human rater assigned a score of 1 or 3). All three metrics were computed after rounding the raw predictions obtained from the SVR.

As an upper bound on automatic scoring performance, we also present the same agreement metrics between the H1 scores and the scores assigned by the second human expert (H2).

The table also includes the same agreement metrics for the predictions made by the generic writing proficiency model.
ficiency model (the H1-WP columns). As expected, its performance is significantly worse than our content scoring model. This empirically confirms that the writing proficiency of the test-taker is not a factor in the human expert’s assessment of their music teaching proficiency.

6 Discussion

Our model’s predictions have high adjacent agreement with H1 scores. In fact, many adjacent agreement values are higher than the corresponding H1-H2 values. However, the exact agreement and QWK values are quite a bit lower than their H1-H2 counterparts. These observations tell us that although our content scoring model often predicts scores within 1 score point of the H1 score, it also either over-predicts or under-predicts the H1 score by more than 1 score point more often than H2 does.

Further spot-checking of sample responses in the training data indicated that sometimes it was possible that there was more than one correct answer to a question. For example, in the sample question from Section 2, it could be possible that there is more than one challenging aspect of the piece. As long as the test-taker articulates a valid challenge, along with an appropriate rehearsal technique, it is possible to obtain a score of 3. In situations where there is limited training data available, and not all valid challenging aspects have been sufficiently represented, for example, this may cause problems for automated scoring models. We cannot say with any certainty whether that caused the human-machine QWK scores to be lower than the corresponding human-human scores in our experiments, but it is an avenue of research that we intend to explore in future work.

We also wanted to examine how much each of the individual feature types contributes to the model’s performance. To do so, we ablated each of the four feature types one at a time and re-ran the scoring model on the test set. Figure 3b shows the percentage loss in overall QWK for each of the six questions as we ablate each feature type. A value above zero indicates that removing a feature family led to a loss in performance and a value below zero indicates that removing a feature family actually led to an increase in performance.

We observe that including the syntax feature type almost always hurts the overall performance. At first, we hypothesized that this could be due to poor parser performance on these texts since they contain a lot of specialized musical terms (e.g., glissando, embouchure etc.) To confirm this hypothesis, we selected a few responses at random from the training data and looked at their dependency parses. Although we noticed some inaccuracies (e.g., dotted being interpreted as a verb in the phrase rhythm dotted quarter note), we did not find any evidence of significantly poor parsing performance. This means that the parsing feature representation itself seems to be deficient. We plan to experiment with other types of syntactic features in the future.

7 Conclusion

In this paper, we examined the feasibility of automatically scoring a unique content-based assessment - a test to measure the proficiency of teaching musical concepts to K-12 students. We first presented the characteristics that make the responses for this assessment different from almost all other previous work and then presented our approach to building an automated content scoring model. Our model performs moderately well on all six essay-style questions from the test but is prone to over- or under-predicting the true score by more than 1 point. As part of future work, we hope to explore the following in order to improve the model’s performance:

- Increase the size of the training data to account for the relatively open-ended nature of the questions.
- Improve the representation of the syntactic features.
- Experiment with a hybrid approach (Sakaguchi et al., 2015) that combines our response-based approach with another approach that uses overlap with reference answers to assign scores.
- Experiment with some music- and instruction-specific features, including discourse/argumentation features.
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