LightSolver - A New Quantum-inspired Solver Cracks the 3-Regular 3-XORSAT Challenge
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The increasing complexity of required computational tasks alongside the inherent limitations in conventional computing calls for disruptive innovation. LightSolver devised a new quantum-inspired computing paradigm, which utilizes an all-optical platform for solving hard optimization problems. In this work, LightSolver introduces its digital simulator and joins the 3-Regular 3-XORSAT (3R3X) challenge, which aims to map the best available state-of-the-art classical and quantum solvers. So far, the challenge has resulted in a clear exponential barrier in terms of time-to-solution (TTS), preventing the inspected platforms from solving problems larger than a few hundred variables. LightSolver’s simulator is the first to break the exponential barrier, outperforming both classical and quantum platforms by several orders-of-magnitude and extending the maximal problem size to more than 16,000 variables.

INTRODUCTION

Solving optimization problems holds the potential for numerous advancements in a myriad of applications in both research and industry, from autonomous transportation to resource management [1]. In recent years, this challenge inspired an increasing number of research groups and companies to develop dedicated techniques, by designing innovative heuristics [2–4], utilizing sophisticated architectures [5] or realizing novel, cutting-edge hardware [6–9]. These solutions offer simplicity and availability, flexible connectivity or short convergence times. However, they often depend on cooling to low temperatures, suffer from limited connectivity or dynamic range, or require vast amounts of energy when applied to real-life problems.

One year ago, two research groups at the University of Southern California launched a computing challenge to compare the actual performances of the best available state-of-the-art solvers [10]. This work revealed the differences, as well as certain similarities, between their respective performances. These results were presented, together with other problems of simpler configurations, in a recent review article [11].

In this work, we introduce LightSolver, a novel platform that implements a new concept for solving hard optimization problems, based on a spatially coupled laser array. We provide a first glance into the performance of this platform by testing a digital simulation of the optical platform on similar 3R3X instances, and compare its results to the solving platforms detailed in the challenge [10] while also extending the maximal problem size from 640 variables to 16,384 variables.

In the next sections, we will introduce our optical platform, the 3R3X problem, and examine the performance of the LightSolver digital simulator on 3R3X instances in the absence and in the presence of noise. We conclude by discussing these results and their implications for the optical platform.

LIGHTSOLVER’S ANALOG PLATFORM

Similar to many other solving platforms, LightSolver utilizes the flexible nature of the Ising model to formulate optimization problems into a Hamiltonian form, consisting of linear and quadratic terms [12]. This process allows a single solving method to address a wide variety of problems, instead of separately tailoring a different process for each problem category. The Ising Hamiltonian takes the following structure:

\[
H = \sum_{i=1}^{n} h_i s_i + \sum_{i,j=1}^{n} J_{ij} s_i s_j
\]

where \(s_i \in \{-1, 1\}\), \(h_i\) defines the external field, \(J_{ij}\) defines the interactions and \(n\) stands for the number of variables.

In the physical (optical) layer, the spin state is encoded in the lasers’ relative phases, thus promoting a representation of a binary Ising Hamiltonian via a continuous problem. The spins interact by diffracting light from each laser to all other lasers in a controllable manner, using a unique optical coupler composed of programmable diffractive elements and additional optical components. The coupler controls the interaction between all laser pairs, with a dynamical range of up to 8 bits. This design allows for a full connectivity between all lasers, facilitating pairwise all-to-all high-resolution spin interactions on a desktop-size device, operating at room temperature, while requiring only a modest amount of energy (< 1 kW).
Unlike other experimental realizations, LightSolver’s platform implements an expanded version of the XY model, due to continuity in both phase and amplitude. This, on the one hand, requires constructing a novel formulation and algorithm to tackle binary optimization problems, such as Ising. On the other hand, the continuous nature allows modifying the formulations to accommodate different requirements according to problem type (e.g. SAT, Max Cut, Max Clique, etc.), objective attributes (e.g. size, connectivity, dynamic range, internal structure) or solution preferences (speed, quality, diversity). The algorithm and formulations remain beyond the scope of this work.

METHOD

The 3R3X problem [13, 14] serves as a test problem for optimization solvers, allowing the generation of a rough energy topography while knowing in advance the problem’s optimal solution. These problems consist of \( n/2 \) exclusive-OR clauses, each of which includes three binary literals, so that satisfying a clause requires one or three literals to be True. Each literal appears exactly in three clauses, resulting in a symmetric connectivity, forming a ‘golf-course’ shaped energy landscape. The \( n \)-variable Ising Hamiltonians used for this work correspond to \( n/2 \) 3R3X randomly generated problem instances, ranging from \( n = 32 \) to \( n = 16,384 \). For more details on the nature of the problem, the reader is referred to Ref. [15].

Since a variety of state-of-the-art solving platforms and algorithms already addressed this problem, it is a solid candidate for comparison. Existing solvers include application-specific integrated circuit (ASIC) Digital Annealer Unit by Fujitsu (DAU) [16], superconducting qubits based annealer by D-Wave (Advantage model) [17], tailor-made SAT solver running on GPU (SAT on GPU) [18], Virtual MemComputing Machine (MEM) [19], and two classical algorithms - Simulated Bifurcation Machine by Toshiba (SBM) [20] and Parallel Tempering (PT) [21, 22], implemented on single GPU and CPU cores, correspondingly.

To add confidence to the veracity of the results, the performance of the Lightsolve simulator was tested and analyzed by an external party (namely, one of the co-authors of Ref. [10]), asking them to perform the simulation on our simulator’s alpha version. The following sections portray the obtained results.

RESULTS

The LightSolver simulator ran on a single g4dn.4xlarge (64GB RAM) machine through an Amazon cloud service. To reliably predict the asymptotic behavior of the algorithm, only one initial state evolved in each run, although the simulator supports running many initial states in parallel using the GPU. Each of the 23 problem sizes examined in this work comprises 25 randomly generated instances. For each instance, the simulation ran until it reached the ground-state or the maximal number of steps defined (100,000 for noise-free simulations and 500,000 for noise-injected simulations), and the TTS was calculated.

The TTS of a single initial state depends on the simulation time \( (t_f) \) and the probability to reach the ground state \( (p_i) \), and is calculated in the following way [23]:

\[
TTS = \min_{t_f} \left( t_f \frac{\ln(1 - 0.99)}{\ln[1 - p_i(t_f)]} \right). \tag{2}
\]

A. Noise-free simulations

Figure [1] depicts the LightSolver digital simulator’s performance, and is the main result of this paper. The figure presents the TTS for the 3R3X problem as a function of problem size, from \( n = 32 \) to \( n = 16,384 \) variables, on a log-log scale. The red stars correspond to LightSolver’s simulator, comparing its performance to other state of the art platforms benchmarked in [10], as well as known heuristics, namely Tabu Search and Simulated Annealing.

LightSolver’s simulator demonstrates a power-law scaling of the form \( TTS \sim n^k \), where the power \( k = 2.31 \pm 0.03 \). For reference, all of the other solving platforms demonstrated exponential scaling of the form \( TTS \sim 10^{\alpha n} \), with the pre-factor \( \alpha \) varying from 0.0171 (SAT on GPU) to 0.08 (D-Wave advantage), resulting in time-to-solution \( TTS > 10^4 \) seconds for a 640 variable problem for the best performing solver. Thus, despite falling short when facing smaller instances, LightSolver’s simulator proves superior and exhibits 1-5 orders of magnitude speed-up for every tested problem larger than \( n > 64 \) variables, while evolving only a single initial state.

B. Noise-injected simulations

Due to its analog nature, the optical platform may suffer from substantial noise sources, such as thermal fluctuations, and optical and electrical instabilities. These
Figure 1. Optimal TTS of different solving platforms for 3-XOR-SAT problem as measured in [10], including LightSolver simulator (red stars), as well as tabu search and simulated annealing (dark and light purple triangles, respectively), for up to \( n = 16,384 \) variables. The LightSolver simulator displays a power-law scaling of the form \( TTS \sim n^k \), where the power \( k = 2.31 \pm 0.03 \) is solving a 16,384 variable problem in less than 100 seconds. Tabu search shows similar behavior to the Fujitsu DAU solver, while simulated annealing performs slightly better than PT.

would interfere with the 'natural' evolution of the laser phases and amplitudes of the coupled lasers, impeding the system's ability to effectively solve the problem. Thus, to better predict the optical platform's performance, we introduced noise to the simulation in the following way: at each step (which corresponds to a round trip in the optical platform) the simulation samples a vector out of a normal distribution around the chosen noise amplitude, and adds it to the current vector. The noise distorts the phases and amplitudes of each laser and thus changes the effective interactions between the Ising spins.

Fig. 2 outlines the LightSolver simulator’s TTS as a function of problem size in the presence of noise, for noise amplitudes up to 7% of the saturated amplitude (an intrinsic property in the simulation limiting the lasers' amplitude according to gain dynamics), for evolutions of up to 500,000 steps.

The simulation is robust in the presence of noise, demonstrating an almost complete resilience for noise levels of up to 3% for all problem sizes, and suffering order-of-magnitude increases in TTS only when confronting large noise levels of above 5.5%. Moreover, the TTS scaling remains constant regardless of the noise levels inspected here, taking the form of a similar power law with the power \( k = 2.3 \pm 0.2 \). The 'jump' in TTS between noiseless evolution and the rest of the curves at the beginning of the figure stems from noise generation overhead in the simulation code.

DISCUSSION & CONCLUSIONS

The 3R3X problem challenges many state-of-the-art heuristics and physical Ising solvers. Although Gaussian elimination solves this problem with a cubic scaling, so far every Ising solver benchmarked against this problem presented an exponential scaling, with coefficients ranging between 0.0171 to 0.08 [10], resulting in \( TTS > 10^4 \) seconds for problems larger than a few hundred variables.

The LightSolver simulator testing indicates a speed-up of several orders of magnitude compared to the benchmarked solvers, revealing a power law scaling, thus allowing solving problems of more than 16,000 spins in less than 100 seconds. Furthermore, we did not exploit all of the parallel capabilities of the simulator (e.g., running many initial states at the same time) to evaluate the asymptotic scaling of the TTS as a function
The increase in computation time originates mostly in the emulation of the diffractive elements of the physical hardware on the computing platform (scaling as $n^2$). This implies that although the problems increase in size, their hardness increases very slowly in the eyes of the algorithm. Additionally, the algorithm demonstrates its ability to reach the global minima in the presence of noise, for amplitudes up to 7%, while keeping a similar scaling.

The hardware implementation of the solver consists of a coupled laser array, with an all-to-all connectivity. Thus, the time required to solve a problem on the optical platform depends solely on the number of round trips required, independent of the problem size. The fact that for each noise level the required number of round trips remains almost constant, suggests that the optical solver would scale even better than the simulation, resulting in a speed-up of more than three orders of magnitude compared to the simulation results (provided that the optical solver includes enough spins to contain the entire problem).

Lastly, an important aspect to consider when discussing performance of any solver, concerns the energy consumption required by the proposed solving platform. The suggested analog hardware, simulated in this work, would perform the ‘heavy’ matrix-vector multiplication using an optical setup, regardless of problem size or connectivity (up to ~1000 variables for the first generation), while working at room temperature. Thus, the optical platform will potentially consume a few hundred Watts, comparable to an average desktop.
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