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Abstract

We present a simulation-based classification approach for large deployed structures with localized operational excitations. The method extends the two-level Port-Reduced Reduced-Basis Component (PR-RBC) technique to provide faster solution estimation to the hyperbolic partial differential equation of time-domain elastodynamics with a moving load. Time-domain correlation function-based features are built in order to train classifiers such as artificial neural networks and perform damage detection. The method is tested on a bridge example with a moving vehicle (playing the role of a digital twin) in order to detect cracks’ existence. Such problem has 45 parameters and shows the merits of the two-level PR-RBC approach and of the correlation function-based features in the context of operational excitations, other nuisance parameters and added noise. The quality of the classification task is enhanced by the sufficiently large synthetic training dataset and the accuracy of the numerical solutions, reaching test classification errors below 0.1% for disjoint training set of size $7 \times 10^3$ and test set of size $3 \times 10^3$.
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1. Introduction

Structural Health Monitoring (SHM) has received a great deal of attention in the civil engineering and machine learning communities. The ultimate goal of SHM is to automatically identify damage before failure occurs for a given system. One alternative to solve this task is the model-based approach [1], in which an inverse problem is solved to determine all parameters of a model from which the state of damage is inferred. The data-based approach is another predominant method in current research and consists of two stages. First, in an offline stage of a classification task, and before the structure is put into service, a set of training data is collected from a rich representation of possible healthy and unhealthy states of interest. This training dataset can be constructed (i) by performing physical experiments [2], or (ii) by performing synthetic experiments using a mathematical best-knowledge model [3, 4, 5]. Machine learning algorithms are then applied to the training dataset to obtain a classifier which assigns data to the relevant diagnostic class label. Second, in the online stage of the classification task, and during the normal operation of the structure, the classifier is used to monitor the structure, and to map measured data in the field to a best prediction of the corresponding state of damage. Simulation-Based Classification (SBC) refers to the particular choices of a data-based approach and use of synthetic experiments.

SBC for SHM of large deployed mechanical structures, such as offshore platforms and bridges, is still an active research field for several challenges associated with such task. First, such systems are subject to operational excitations...
such as convolutional networks [25, 26] and encoder-decoder networks [27]. The SBC approach presented in this paper cracks have been developed [21, 22, 23, 24]. Most of these techniques rely on deep architectures of neural networks machine learning algorithms for damage detection. Recently, distributed excitations. One of the alternatives or improvement to OMA techniques is an effective incorporation of machine learning techniques into SHM for large mechanical structures under localized operational excitations [28].

The SHM literature proposes a variety of output-only methods for passive systems. In particular, Operational Modal Analysis (OMA) identifies modal properties of structures from ambient vibration data [9, 7, 10, 11]. Numerous modal-based damage detection techniques have been developed. These approaches can rely on: structure’s natural frequencies; modal damping; modal shape of displacement or its curvature; modal strain energy or modal flexibility. Representative examples of OMA techniques include peak-picking [12], Frequency Domain Decomposition [13, 14, 15], and time-domain Decomposition [16]. All OMA techniques have been shown to be considerably sensitive to noise contamination [17, 18, 19]. Moreover, the assumption of stationary random signals for excitations (typically white noise) made by most frequency domain techniques may not always be suited to real world applications. For instance, vehicle-induced excitations on damaged bridges can be highly non-stationary. Furthermore, the mode shapes cannot be identified precisely for complex structures. Although techniques based on modal shape of displacement or its curvature showed superior damage sensitivity compared to other OMA methods, such techniques require many sensors to recover higher modes and their performance heavily depends on the number of modes considered [2]. In addition, computing curvatures from vibration data inherently introduces additional errors due to the application of the finite difference approximation method, which is further amplified for high-frequency noise. Existing frequency domain-based classification approaches consider synthetic datasets with size that goes up to the order of 10^4 sample points [20] but as stated earlier, frequency analyses fail to capture the structure’s response to operational and localized excitations. One of the alternatives or improvement to OMA techniques is an efficient utilization of machine learning algorithms for damage detection. Recently, different vision-based methods for detecting concrete cracks have been developed [21, 22, 23, 24]. Most of these techniques rely on deep architectures of neural networks such as convolutional networks [25, 26] and encoder-decoder networks [27]. The SBC approach presented in this work is an alternative to efficiently incorporate machine learning techniques into SHM for large mechanical structures under localized operational excitations [28].

Appropriate choice of features is absolutely crucial for classification. Features which are sensitive to the anticipated damage but relatively insensitive to nuisance variables and measurement noise greatly simplify the classification task and ultimately improve the robustness and hence performance of the deployed classifier. Within those considerations, structural damage detection methods using two-point time-domain correlation functions of vibration response under stochastic excitation have been developed [29, 30, 31]. The integrand of the correlation function clearly depends on the wave speed since it counts for two displacements with a shift in time. Therefore, it is expected to be sensitive to anticipated damage such as loss of stiffness or crack existence, since these instances of damage considerably affect the wave speed. Multiple damage detection methods have been developed based on the correlation functions such as the correlation function amplitude method (CCFA) [31] — also named correlation function amplitude vector method (CorV) [32] — and the inner product vector method (IPV) one [30]. The effectiveness of these methods has been

[6, 7] and the most difficult loads to simulate are those with the shortest time span. By consequence, harmonic analyses fail to faithfully capture the response of these mechanical structures and time-domain characterization is needed. Indeed, modal analyses are typically not very good for local inhomogeneities since eigenfunctions do not well represent local forces whose frequency spectra are broadly spread over certain intervals. Second, numerical simulations of large structures are often challenging due to the considerable amount of memory and computation capacity needed, which is more hampering for systems with localized excitations. Such problems involve different scales, and thus numerical methods need to be accurate enough to well approximate the source terms, but also not be computationally prohibitive, which is challenging due to the large geometric domain of the structure. In this context, these forces are applied on regions which are relatively small compared to the size of the global domain. Finally, the response of the structure is inherently affected by probabilistic nuisance parameters that should be considered in the training task. Nuisance parameter refers to any parameter that affects the behavior of the structure but does not influence its state of damage. As a consequence, numerical models should consider the inherent uncertainty in the value of the parameters representing material properties, geometric domains and input forces. These deviations may be introduced in the manufacturing process or caused subsequently by operational and environmental conditions. The list of possible variations — present perhaps in both undamaged and damaged states — is thus relatively long. Moreover, ambient operational excitation will certainly deviate from ideal in terms of spatial structure and temporal signature. Therefore, it is of interest to consider not just active systems with probabilistic nuisance parameters in which one can provide forced and controlled input excitations, but also passive systems which rely on ambient loading as naturally arises in operation of the deployed system [2, 8]. The goal of this work is to develop a SBC approach for such problems.

The SHM literature proposes a variety of output-only methods for passive systems. In particular, Operational Modal Analysis (OMA) identifies modal properties of structures from ambient vibration data [9, 7, 10, 11]. Numerous modal-based damage detection techniques have been developed. These approaches can rely on: structure’s natural frequencies; modal damping; modal shape of displacement or its curvature; modal strain energy or modal flexibility. Representative examples of OMA techniques include peak-picking [12], Frequency Domain Decomposition [13, 14, 15], and time-domain Decomposition [16]. All OMA techniques have been shown to be considerably sensitive to noise contamination [17, 18, 19]. Moreover, the assumption of stationary random signals for excitations (typically white noise) made by most frequency domain techniques may not always be suited to real world applications. For instance, vehicle-induced excitations on damaged bridges can be highly non-stationary. Furthermore, the mode shapes cannot be identified precisely for complex structures. Although techniques based on modal shape of displacement or its curvature showed superior damage sensitivity compared to other OMA methods, such techniques require many sensors to recover higher modes and their performance heavily depends on the number of modes considered [2]. In addition, computing curvatures from vibration data inherently introduces additional errors due to the application of the finite difference approximation method, which is further amplified for high-frequency noise. Existing frequency domain-based classification approaches consider synthetic datasets with size that goes up to the order of 10^4 sample points [20] but as stated earlier, frequency analyses fail to capture the structure’s response to operational and localized excitations. One of the alternatives or improvement to OMA techniques is an efficient utilization of machine learning algorithms for damage detection. Recently, different vision-based methods for detecting concrete cracks have been developed [21, 22, 23, 24]. Most of these techniques rely on deep architectures of neural networks such as convolutional networks [25, 26] and encoder-decoder networks [27]. The SBC approach presented in this work is an alternative to efficiently incorporate machine learning techniques into SHM for large mechanical structures under localized operational excitations [28].

Appropriate choice of features is absolutely crucial for classification. Features which are sensitive to the anticipated damage but relatively insensitive to nuisance variables and measurement noise greatly simplify the classification task and ultimately improve the robustness and hence performance of the deployed classifier. Within those considerations, structural damage detection methods using two-point time-domain correlation functions of vibration response under stochastic excitation have been developed [29, 30, 31]. The integrand of the correlation function clearly depends on the wave speed since it counts for two displacements with a shift in time. Therefore, it is expected to be sensitive to anticipated damage such as loss of stiffness or crack existence, since these instances of damage considerably affect the wave speed. Multiple damage detection methods have been developed based on the correlation functions such as the correlation function amplitude method (CCFA) [31] — also named correlation function amplitude vector method (CorV) [32] — and the inner product vector method (IPV) one [30]. The effectiveness of these methods has been
shown for white noise and steady random excitations with specific frequency spectrum by visual inspection of the damage index. The latter is defined as the difference between the considered vector (CCFA or IPV) of the intact and damaged structures. Moreover, these methods were tested on relatively simple structures: the CCFA method \[31\] was applied to a structure with 12 degrees of freedom, while the IPV one was applied to a clamped beam with 8 degrees of freedom \[32\] and to a cantilever beam with 25 eight-node quadrilateral shell elements \[30\]. These resolutions were justified by the necessity of obtaining rapid calculation of the vibration responses. In addition, these techniques were only tested on structures with loss of stiffness as an instance of damage. No topological changes, such as the existence of crack, were considered to further investigate their efficiency. Finally, these methods rely on the choice of a reference sensor so as to define the corresponding correlation-based vector to monitor in order to detect the damage. Similar damage detection approaches based on correlation functions have been built. The AMV and CZV methods \[29\] were developed as an attempt to solve the reference sensor problem. However, similarly to the CCFA and IPV methods, these techniques were only tested on relatively simple problems (for instance a structure with only 8 degrees of freedom), did not account for nuisance parameters and also rely on visual inspection of the damage index without generalization to a SBC task.

One of the main challenges associated with the application of SBC is the construction of a sufficiently large dataset required to train the classifier. Indeed, a prerequisite for good classifier performance is a sufficiently rich description of undamaged and damaged states. Absent such a complete description (a) a classifier will certainly not be able to discriminate between different states of damage (not represented in the training dataset) and (b) the method may not be able to identify features which can discriminate between undamaged and damaged states. In particular, relying on a classical Finite Element (FE) approach to construct the dataset will be prohibitively costly. Parametric Model Order reduction (pMOR) is a mathematical and computational field of study which aims to reduce the computational cost associated with the estimation of the solution to a parameterized mathematical model. Within our context, the latter consists in the time-domain elastodynamics partial differential equation (PDE). pMOR approaches intrinsically account for the probabilistic behavior of the parameters governing the system. Therefore, the corresponding numerical model considers the inherent uncertainty in the value of the parameters. Existing pMOR techniques for time-dependent problems include Proper Orthogonal Decomposition (POD) approaches \[33\] \[34\] \[35\], Greedy methods \[36\] \[37\], hybrid approaches combining POD (in time) and Greedy procedures (in parameter space) \[38\], and space-time approaches \[39\].

The dimensionality of the parameter domain which describes any sufficiently rich set of possible systems — note that the parametrization characterizes material properties, geometry, boundary conditions, and also topology — precludes application of the classical pMOR approaches due to the well-known curse of dimensionality. Within the context of time-domain elastodynamics of large geometric domains with localized excitations, the recently developed two-level PR-RBC method \[40\] is of great interest. The latter takes advantage of domain decomposition techniques \[41\] \[42\] \[43\] \[44\] \[45\] and the frequency-time duality \[46\] \[47\] to construct the reduced bases. Using domain decomposition techniques define components which correspond to subdomains that form the global domain when they are assembled. Hence, the two-level PR-RBC method solves the curse of dimensionality issue by reducing the effective dimensionality of the parameter spaces considered in the variational problems to approximate. Therefore, it provides sufficiently accurate approximations with relatively low dimensional approximation spaces, which considerably reduces the computational cost of constructing the training dataset in the context of SBC. Moreover, the two-level PR-RBC approach addresses not a particular global system but a family of systems that can be built using a predefined library of archetype components. Such global systems are formed by connecting compatible replica of the archetype components. Hence, it offers great flexibility in topology and geometry. As a consequence, the method is particularly well-suited to SBC in which the dimension of the model parametrization is perforce very large, and where topological damages need to be modeled.

Our goal here is to develop an efficient simulation-based classification approach for large deployed structures with localized operational excitations by considering a numerical example of a bridge with a moving vehicle. For such example, the parameters are all chosen based on literature review of actual deployed bridges. In order to overcome the previously listed challenges associated with such task, we extend the two-level PR-RBC method \[40\] to account for moving loads. Moreover, using the two-point correlation functions, we build time-domain-based features which are not only sensitive to the damage — already guaranteed by the definition of the correlation function — but also relatively insensitive to nuisance parameters and measurement noise. These properties are obtained by using normalization and exploring different strategies for the choice of the time shift; the sensors; and the direction of the displacement.
Our specific contributions can be summarized in the following points:

1. The PR-RBC-based classification permits the removal of reference sensor choice dilemma since one can actually consider all the possible combinations of correlation functions that can be built from a network of sensors and imbed them into the feature that will be used for the classification. Classifiers take care of learning from these features even if they are high dimensional.

2. Instead of visual inspection of the damage index, the PR-RBC-based method appeals to classifiers to discriminate between the different damage cases and thus provides an automated method for damage detection without human inspection. Moreover, most of the existing damage identification methods based on correlation function rely on the difference between the damage index of the undamaged and damaged state of the structure, which makes their deployment on real word systems a hard task. Supervised classification solves this issue since for any state of the structure, a feature that only depends on its current state is considered, and no reference state is needed.

3. The PR-RBC-based classification relies on the model order reduction technique to construct a sufficiently large dataset with a reasonable computational cost and a rich description of undamaged and damaged states by reducing the degrees of freedom from the order of $10^3 - 10^4$ to the order of $10 - 10^2$. This allows good classification performance since a classifier will be able to discriminate between different states of damage (represented in the rich training dataset) and to identify features which can discriminate between undamaged and damaged states.

4. The PR-RBC-based approach addresses full elasticity, which is carried out sufficiently fast thanks to the use of model order reduction, and in particular the two-level PR-RBC method. The method can be applied for 2-d and 3-d elasticity problems. For the current work, only the 2-d case is considered. As a consequence, the system is modeled as a continuum and the elastodynamics PDE governing its behavior is solved. This provides a more faithful characterization of the structure than modeling it as an assembly of rigid beams as it is the case for most of SHM systems detailed in the literature. The rigid beam model fails to capture effects related to cracks and other important “health” issues such as local parameters variation but was chosen in most of the previous works due to the cheap computational cost related to solving the corresponding mathematical model with few degrees of freedom. Such local topological damages and other local parameters’ variation can be considered in the elasticity model considered in this work, and the two-level PR-RBC approach inherently permits to account for this probabilistic nature.

5. The PR-RBC-based classification enables including nuisance parameters which are inherently present in actual deployed systems such as the temporal and spatial signature of loads, damping coefficients and materials properties which are all stochastic quantities and only determined within a certain interval of confidence. The references cited above do not consider nuisance parameters since they rely on visual inspection of the damage index and not on SBC approach. The model order reduction technique and the classification task inherently permit to account for the probabilistic nature of the nuisance parameters.

6. Due to its great flexibility in topology and geometry, the PR-RBC method can accommodate for more realistic damage instances such as crack existence and is thus particularly well-suited to SHM. In such context, the computational framework should be able to switch in/out damage instances efficiently, including topological changes like cracks, and should be able to treat local variations including local excitations with support very small compared to the size of the structure dimension which is the case for bridges in instance with moving vehicles. The PR-RBC approach also offers flexibility with respect to re-use of components either for variations on a given structure or even for new but similar structures built from the same library of archetype components considered for the two-level PR-RBC method.
7. Finally, relying on the correlation function-based features, the bridge example considered in this work shows that only a sparse configuration of sensors can be required to reach sufficiently small classification errors for damage existence identification.

This paper is organized as follows. In Section 2 we present an overview of the recently developed two-level PR-RBC method and how to extend it in order to apply it for elastodynamics PDE with moving loads. In Section 3 we define the Simulation-Based Classification task and the correlation function-based features considered in this work. In order to demonstrate the capability and assess the performance of the proposed technique, a numerical example is presented in Section 4. Finally, in section 5 we summarize our key results, discuss the limitations of the proposed approach, and carve out potential directions for future investigation.

2. Two-Level PR-RBC Method

In this section we present a summary of the two-level PR-RBC method and its extension to systems with moving loads. The two-level PR-RBC method can be applied to any linear time-domain PDE which admits an affine representation of the parameter. The latter can be recovered by means of empirical quadrature procedure (EQP) [48] or empirical interpolation method EIM [49, 36] if needed. Within our context of SBC, we restrict ourselves to the PDE of linear elastodynamics in this work.

2.1. Time-Domain Equation

Let $\Omega \subset \mathbb{R}^d$, $d = 2$ be a bounded domain, with boundary $\partial \Omega$. The proposed method can be naturally applied to the 3D-elastodynamics case, but for purposes of presentation we limit ourselves to the 2D case in this work. The boundary $\partial \Omega$ is assumed to be partitioned into $\Gamma^D$ and $\Gamma^N$, such that Dirichlet boundary conditions are imposed on $\Gamma^D$, while natural boundary conditions are satisfied on $\Gamma^N$. Without loss of generality, the Dirichlet boundary conditions are assumed to be homogeneous, and the non-essential boundary conditions are assumed to be of Neumann type; more details on treating non-homogeneous Dirichlet boundary conditions can be found in [50]. The simulation time interval is noted $[0, T_{\text{final}}]$, $T_{\text{final}} > 0$. Let $X = \{v \in [H^1(\Omega)]^d | v|_{\Gamma^D} = 0\}$ be the Hilbert space of admissible real-valued functions; $X$ is imbued with inner product $(w, v)_X \equiv \int_\Omega \nabla w \cdot \nabla v + w v \, dV$ and induced norm $||w||_X \equiv \sqrt{(w, w)_X}$. The problem parameterization is denoted $\mu \in \mathcal{P}$, where $\mathcal{P} \subset \mathbb{R}^p$ is a suitable compact set.

Let $m(\cdot, \cdot); c(\cdot, \cdot); a(\cdot, \cdot) : (H^1(\Omega))^d \times (H^1(\Omega))^d \times \mathcal{P} \to \mathbb{R}$ be the bilinear forms corresponding to the mass, damping and stiffness terms of the 2D-elastodynamics equation respectively. These bilinear forms are defined as follows:

$$
m(w, v; \mu) \equiv \rho \int_\Omega w \cdot v \, dx,
$$

$$
a(w, v; \mu) \equiv \frac{\nu E}{(1 + \nu)(1 - 2\nu)} \int_\Omega \frac{\partial w_i}{\partial x_j} \frac{\partial v_j}{\partial x_i} \, dx + \frac{E}{2(1 + \nu)} \int_\Omega \frac{\partial w_j}{\partial x_k} (\delta_{i\beta} \delta_{\beta j} + \delta_{i\delta} \delta_{\delta j}) \, dx,
$$

$$
c(w, v; \mu) \equiv \alpha_{\text{Ray}} m(w, v; \mu) + \beta_{\text{Ray}} a(w, v; \mu),
$$

where in equation (2) we use the convention of summation over repeated indices, $\nu$ denotes the Poisson ratio, $\rho > 0$ is the material density, $\alpha_{\text{Ray}} > 0$ and $\beta_{\text{Ray}} > 0$ are the Rayleigh damping coefficients, and $E > 0$ is the Young’s modulus. Here $f(\cdot, \cdot) : (H^1(\Omega))^d \times [0, T_{\text{final}}] \times \mathcal{P} \to \mathbb{R}$ refers to linear form corresponding to the Neumann boundary conditions imposed on $\Gamma^N$. In order to realize an efficient offline-online decomposition, the bilinear and linear forms are assumed to have an affine dependence on the parameter $\mu$. In this work, we are interested in moving loads with time-independent shapes. Hence, we recover the affine dependence of the linear form $f(\cdot, \cdot; \mu_f)$ on the parameters $\mu_f$ by means of EIM [49, 36], where $\mu_f$ denote the parameters within $\mu$ that govern $f(\cdot, \cdot; \mu)$. For the EIM training, we consider the location of the load as a parameter instead of its speed. Such parameter spans the whole domain of possible locations of the moving load. As a consequence, the speed of the moving load, noted $V$, is simply replaced by the location of the load, noted $l$, within the parameters $\mu_f$ to form the parameters $\tilde{\mu}_f$ that we consider when performing the EIM.
The variational formulation of the elastodynamics equation then reads as follows: Find \( u(t \in [0, T_{\text{final}}]; \mu) \) such that \( \forall t \in [0, T_{\text{final}}] \),

\[
m\left( \frac{\partial^2 u(t; \mu)}{\partial t^2}, v; \mu \right) + c \left( \frac{\partial u(t; \mu)}{\partial t}, v; \mu \right) + a \left( u(t; \mu), v; \mu \right) = f(v, t; \mu), \forall v \in X, \forall t \in [0, T_{\text{final}}],
\]

(4)

\[
u(t; \mu) = 0, \text{ on } \Gamma^0, \forall t \in [0, T_{\text{final}}],
\]

(5)

and

\[
u(t = 0; \mu) = 0; \frac{\partial u}{\partial t} (t = 0; \mu) = 0.
\]

(6)

Extension to non-zero initial conditions can also be considered.

2.2. Frequency-Domain Equation

Let \( \hat{X} \equiv \{ \nu \mid v = w + iy, w, y \in X \} \) be the Hilbert space of admissible complex-valued functions; \( \hat{X} \) is imbued with inner product \( \langle w, v \rangle \hat{X} = \int_{\Omega} \nabla w \cdot \nabla \overline{v} + \nu w \overline{v} dV \) and induced norm \( \| w \|_\hat{X} \equiv \sqrt{\langle w, w \rangle \hat{X}} \), where \( \tau \) refers to the complex conjugate operator. The complex problem parameterization is denoted \( \hat{\mu} = (\mu, \omega) \in \hat{P} \), which corresponds to the real-valued problem parameter concatenated with the angular frequency \( \omega \) as an additional parameter; here \( \hat{P} \in \mathbb{R}^{n+1} \) refers to the augmented compact parameter set.

We assume that we have non-zero damping such that \( \int_{0}^{\infty} \| u(t; \mu) \| dt < \infty \), and write \( u(t; \mu) = \mathcal{R} \{ \hat{u}(\hat{\mu} = (\mu, \omega)) \}_{\text{final}} \}, \)

where \( \mathcal{R} \) refers to real part. It follows that \( \hat{u}(\hat{\mu}) \) satisfies the variational formulation of the Helmholtz equation: Find \( \hat{u}(\hat{\mu}) \in \hat{X} \) such that:

\[
\hat{a}(\hat{u}(\hat{\mu}), v; \hat{\mu}) = \hat{f}(v; \hat{\mu}), \forall v \in \hat{X},
\]

(7)

where \( \hat{a}(\cdot, \cdot; \cdot) : \hat{X} \times \hat{X} \times \hat{\mathcal{P}} \rightarrow \mathbb{C} \) is a sesquilinear form given by

\[
\hat{a}(\cdot, \cdot; \cdot) = -\omega^2 \hat{m}(\cdot, \cdot) + i\omega \hat{c}(\cdot, \cdot) + \hat{k}(\cdot, \cdot).
\]

(8)

Here \( \hat{m}(\cdot, \cdot), \hat{c}(\cdot, \cdot), \) and \( \hat{k}(\cdot, \cdot) \) are defined as

\[
\hat{m}(w, v; \hat{\mu}) = \rho \int_{\Omega} w \cdot v \; dx,
\]

(9)

\[
\hat{k}(w, v; \hat{\mu}) = \frac{v E}{(1 + v)(1 - 2v)} \int_{\Omega} \frac{\partial w_j}{\partial x_j} \delta_{ik} \delta_{l\mu} \; dx + \frac{E}{2(1 + v)} \int_{\Omega} \frac{\partial w_i}{\partial x_j} \frac{\partial v_k}{\partial x_l} (\delta_{ik} \delta_{l\mu} + \delta_{il} \delta_{kj}) \; dx,
\]

(10)

\[
\hat{c}(w, v; \hat{\mu}) = \alpha_{\text{Ray}} \hat{m}(w, v; \hat{\mu}) + \beta_{\text{Ray}} \hat{a}(w, v; \hat{\mu}),
\]

(11)

where in equation (10) we use the convention of summation over repeated indices and \( \hat{f}(\cdot; \cdot) : \hat{X} \times \hat{P} \rightarrow \mathbb{R} \) is a continuous anti-linear form associated to the Laplace transform of the \( f(\cdot, \cdot) \) term.

Since \( \hat{m}(\cdot, \cdot), \hat{c}(\cdot, \cdot), \) and \( \hat{k}(\cdot, \cdot) \) are assumed to have an affine dependence on the parameter \( \mu \), it follows that \( \hat{a}(\cdot, \cdot; \cdot) \) and \( \hat{f}(\cdot; \cdot) \) also have an affine dependence on the parameter \( \hat{\mu} \).

2.3. Finite Element Approximation

2.3.1. Finite Element Discretization

In order to approximate equations (4) and (7), we consider a suitably refined finite element (FE) Galerkin approximation: a triangulation \( \mathcal{T}^h \) for domain \( \Omega; \) associated conforming FE approximation spaces \( X_h^0 \subset (H^1(\Omega))^d \) for real-valued functions and \( \hat{X}_h^0 \) for complex-valued functions, both of dimension \( N_h^0 \). Let \( \hat{X}_h \equiv X \cap \hat{X}_h^0 \) and \( \hat{X}_h^0 \equiv \hat{X} \cap \hat{X}_h^0 \), and let \( \{ \varphi \}_{j=1, \ldots, N_h} \) denote the associated (real) standard FE nodal basis; here \( N_h \) is the dimension of \( \hat{X}_h \) and \( \hat{X}_h^0 \).

Time-Domain equation. The FE approximation \( u_h(t \in [0, T_{\text{final}}]; \mu) \) to \( u(t \in [0, T_{\text{final}}]; \mu) \) can be obtained by projecting equation (4) on \( X_h; ) u_h(t; \mu) \in X_h, \forall t \in [0, T_{\text{final}}] \) satisfies

\[
m\left( \frac{\partial^2 u_h(t; \mu)}{\partial t^2}, v; \mu \right) + c \left( \frac{\partial u_h(t; \mu)}{\partial t}, v; \mu \right) + a \left( u_h(t; \mu), v; \mu \right) = f(v, t; \mu), \forall v \in X_h, \forall t \in [0, T_{\text{final}}],
\]

(12)

\[
u_h(t = 0; \mu) = 0; \frac{\partial u_h}{\partial t} (t = 0; \mu) = 0.
\]

(13)
Frequency-Domain equation. Similarly to the time-domain equation, the FE approximation \( \hat{u}_h(\hat{\mu}) \) to \( \hat{u}(\hat{\mu}) \) can be obtained by projecting equation (7) on \( X_h \): \( \hat{u}_h(\hat{\mu}) \in \hat{X}_h \) satisfies

\[
\hat{a}(\hat{u}_h(\hat{\mu}), v; \hat{\mu}) = \hat{f}(v; \hat{\mu}), \forall v \in \hat{X}_h.
\]

We now present the discrete equations. Let \( \hat{A}_h \in \mathbb{R}^{N_h \times N_h} \) and \( \hat{f}_h \in \mathbb{R}^{N_h} \) be the frequency-domain FE matrix and vector defined as

\[
\left( \hat{A}_h(\hat{\mu}) \right)_{qq'} \equiv \hat{a}(\varphi_{q'}, \varphi_q; \hat{\mu}), 1 \leq q, q' \leq N_h, \quad (15)
\]

\[
\left( \hat{f}_h(\hat{\mu}) \right)_{q} \equiv \hat{f}(\varphi_q; \hat{\mu}), 1 \leq q \leq N_h. \quad (16)
\]

The FE basis vector for \( \hat{u}_h(\hat{\mu}) \in \mathbb{R}^{N_h} \) is then given by

\[
\hat{A}_h(\hat{\mu}) \hat{u}_h(\hat{\mu}) = \hat{f}_h(\hat{\mu}). \quad (17)
\]

Note that \( \hat{A}_h(\hat{\mu}) \) is typically large but very sparse.

2.3.2. Finite Element – Finite Difference Discretization

In order to solve equation (12), a finite-difference discretization scheme for time marching with \( N_t \) time steps is considered. Let \( \Delta t = T_{\text{final}} / N_t \); \( t' \equiv j \Delta t, 0 \leq j \leq N_t \). Note that the proposed method can be applied to any finite-difference scheme. A particular scheme is selected in this work for sake of clarity: the unconditionally stable Newmark-\( \beta \) scheme with \( \beta = \frac{1}{4} \) and \( \gamma = \frac{1}{2} \) (such that the average constant acceleration scheme, or mid-point rule, is obtained)

\[
(18) \quad m(\hat{u}_h^0(\mu), v; \mu) = f(v, t = 0; \mu), \forall v \in X_h.
\]

The fields \( \hat{u}_{h,\Delta t}^j(\mu), \hat{u}_{h,\Delta t}^{j+1}(\mu) \) and \( u_{h,\Delta t}^j(\mu) \), \( 0 \leq j \leq N_t \), are then determined as the solutions to the following equations, respectively:

\[
\begin{align*}
&m(\hat{u}_{h,\Delta t}^j(\mu), v; \mu) + \Delta t \gamma, c(\hat{u}_{h,\Delta t}^{j+1}(\mu), v; \mu) + \Delta t^2 \beta, a(\hat{u}_{h,\Delta t}^{j+1}(\mu), v; \mu) = f(v, t'; \mu) \\
&\quad - (\hat{u}_{h,\Delta t}^{j+1}(\mu) - \Delta t(1 - \gamma) \hat{u}_{h,\Delta t}^j(\mu), v; \mu) - a(\hat{u}_{h,\Delta t}^{j+1}(\mu) + \Delta t^2(1 - \beta), \hat{u}_{h,\Delta t}^{j+1}(\mu), v; \mu), \forall v \in X_h. \quad (19)
\end{align*}
\]

\[
\begin{align*}
\hat{u}_{h,\Delta t}^{j+1}(\mu) &= \hat{u}_{h,\Delta t}^j(\mu) + \Delta t \left[ (1 - \gamma) \hat{u}_{h,\Delta t}^j(\mu) + \gamma \hat{u}_{h,\Delta t}^{j+1}(\mu) \right] \quad (20)
\end{align*}
\]

\[
\begin{align*}
&u_{h,\Delta t}^{j+1}(\mu) = u_{h,\Delta t}^j(\mu) + \Delta t \hat{u}_{h,\Delta t}^{j+1}(\mu) + \Delta t^2 \left[ \frac{1}{2} - \beta \right] \hat{u}_{h,\Delta t}^{j+1}(\mu) + \beta, \hat{u}_{h,\Delta t}^j(\mu). \quad (21)
\end{align*}
\]

We note that the scheme is implicit.

We next present the discrete equations in matrix form. Let \( M_h \in \mathbb{R}^{N_h \times N_h}, C_h \in \mathbb{R}^{N_h \times N_h} \) and \( A_h \in \mathbb{R}^{N_h \times N_h} \) be the mass, damping and stiffness FE matrices, respectively:

\[
\left( M_h(\mu) \right)_{qq'} \equiv m(\varphi_q, \varphi_{q'}; \mu), 1 \leq q, q' \leq N_h, \quad (22)
\]

\[
\left( C_h(\mu) \right)_{qq'} \equiv c(\varphi_q, \varphi_{q'}; \mu), 1 \leq q, q' \leq N_h, \quad (23)
\]

\[
\left( A_h(\mu) \right)_{qq'} \equiv a(\varphi_q, \varphi_{q'}; \mu), 1 \leq q, q' \leq N_h. \quad (24)
\]

Furthermore, let \( f_h^j \in \mathbb{R}^{N_h}, 0 \leq j \leq N_t \), be the FE vectors corresponding to the linear form of the time-domain variational formulation at time instance \( t' \), and let \( T_h \in \mathbb{R}^{N_t \times N_h} \) be the time marching matrix:

\[
\left( f_h^j(\mu) \right)_{q} \equiv f(\varphi_q, t'; \mu), 1 \leq q \leq N_h. \quad (25)
\]
Finally, if \( u^{j}_{h,\lambda}(\mu) \in \mathbb{R}^{N_{r}}, \ u^{j}_{h,\lambda}(\mu) \in \mathbb{R}^{N_{r}}, \) and \( \tilde{u}^{j}_{h,\lambda}(\mu) \in \mathbb{R}^{N_{r}}, \) denote the FE basis vectors for \( u_{h,\lambda}(\mu), \) \( \hat{u}_{h,\lambda}(\mu) \) and \( \tilde{u}_{h,\lambda}(\mu) \) respectively, we initialize \( u^{0}_{h,\lambda}(\mu) = \tilde{u}^{0}_{h,\lambda}(\mu) = \hat{u}^{0}_{h,\lambda}(\mu) = 0; \) and \( u^{j}_{h,\lambda}(\mu) \) solution of

\[
M_{h}(\mu) \hat{u}^{0}_{h,\lambda}(\mu) = \tilde{f}^{0}_{h}(\mu);
\]

we then solve for \( u^{j}_{h,\lambda}(\mu), \hat{u}^{j}_{h,\lambda}(\mu), \) and \( \tilde{u}^{j}_{h,\lambda}(\mu), \) for \( 1 \leq j \leq N_{r}, \) from

\[
T_{h}(\mu) \hat{u}^{j}_{h,\lambda}(\mu) = \left[ \int_{\Omega} f_{h}(\mu) - C_{h}(\mu) \left( u^{j-1}_{h,\lambda}(\mu) + \Delta(1-\gamma) \tilde{u}^{j-1}_{h,\lambda}(\mu) \right) - R_{h}(\mu) \left( u^{j-1}_{h,\lambda}(\mu) + \Delta \hat{u}^{j-1}_{h,\lambda}(\mu) + \Delta^{2}(1-\beta) \tilde{u}^{j-1}_{h,\lambda}(\mu) \right) \right],
\]

\[
\hat{u}^{j}_{h,\lambda}(\mu) = u^{j-1}_{h,\lambda}(\mu) + \Delta t \left[ (1-\gamma) \tilde{u}^{j-1}_{h,\lambda}(\mu) + \gamma \hat{u}^{j-1}_{h,\lambda}(\mu) \right],
\]

\[
u^{j}_{h,\lambda}(\mu) = u^{j-1}_{h,\lambda}(\mu) + \Delta t \left[ \frac{1}{2} - \beta \right] \tilde{u}^{j-1}_{h,\lambda}(\mu) + \beta \hat{u}^{j-1}_{h,\lambda}(\mu).
\]

This completes the FE “truth” discretization.

### 2.4. Two-Level PR-RBC Method: Overview

In this section, we provide a summary of the two-level PR-RBC method and its extension to systems with moving loads. The two-level PR-RBC method is a domain decomposition technique in which the global system is decomposed into smaller components, which are referred to as instantiated components. This decomposition creates an ensemble of parameterized instantiated components which can be mapped to an ensemble of parameterized archetype components; multiple instantiated components of the global system can correspond to the same archetype component. Moreover, the domain decomposition creates an ensemble of ports, defined as the intersection of the closures of each two adjacent instantiated components, with the latter forming a parameterized bi-component system. These ports can also be mapped to an ensemble of reference ports associated with archetype bi-component systems. For simplicity, the ports are presumed to be mutually disjoint, such that the reference port is associated to two local ports. In the two-level PR-RBC method, the port and component parameterizations correspond to the frequency-domain equation, and the corresponding sesquilinear and anti-linear forms are assumed to have an affine dependence on the parameters. By consequence, any global system built from the library of the archetype components will be governed by a frequency-domain PDE whose sesquilinear and anti-linear forms have an affine dependence on the system parameter. The latter is intrinsically related to the parameters considered for the different instantiated components forming the global system.

#### 2.4.1. Offline Stage

The two-level PR-RBC offline stage corresponds to the construction of reduced bases to approximate the solution to the frequency-domain equation \( \text{(14)} \) within the parameterized archetype components and over reference ports. Hence, it is informed by the library of archetype components and reference ports, and is independent of any subsequent (feasible) system assembly. For every reference port, a reduced port space is built in order to approximate the solution on the reference port joining each compatible pair of archetype components \( \text{(34-40)} \).

The PR-RBC offline stage also includes the construction of reduced bubble spaces for port mode liftings, and a reduced bubble space for each archetype component with non-zero linear form \( \text{(33)} \). These reduced bases approximate the solution inside the archetype components domains (zero on the ports). Within our context, the archetype component bubble spaces reduce to the bubble spaces for inhomogeneity associated with non-zero source terms. In this work, all reduced bubble spaces (for port mode liftings and for inhomogeneity) are constructed by Proper Orthogonal Decomposition (POD). Finally, in the context of an offline-online decomposition, all parameter-independent sesquilinear and anti-linear forms needed for the PR-RBC online stage (detailed in Section \( 2.4.2 \)) are computed and stored once in an offline stage.

We emphasize the important role of components. In general, the components distribute the parameter domain; we reduce a large problem with many global parameters to many small problems each with just a few (local) parameters. Components also permit consideration of very large systems: even in the PR-RBC offline stage, we are required to
solve FE problems over at most pairs of components — never the full system. Also, components provide geometry and topology parametric variation. And finally, components permit us to more easily justify the PR-RBC Offline investment: we may amortize the offline effort not only over many queries for any particular global system, but over all possible global systems in our family.

As detailed in the development of the two-level PR-RBC method [40], the frequency-domain equation will be used in order to build the PR-RBC reduced spaces. Since \( f(t; \mu) \rightarrow u(t; \mu) \) is a linear time invariant system, we can simply consider the frequency-domain representation of the load to be independent of the frequency \( \omega \) when forming the PR-RBC reduced spaces in the offline stage. The exact time-dependency of the load \( f(t; \mu) \) will be used within the online stage when solving the time-domain equation after projecting it on the final reduced space. In this work, we are interested in moving loads with time-independent shapes. By consequence, in the offline stage, the anti-linear form \( \hat{f}(\cdot; \hat{\mu}) \) introduced in [41] is actually taken as the linear form corresponding to the actual load, but at one given location within its domain of existence. Hence, the parameters governing \( \hat{f}(\cdot; \cdot) \) are taken as the parameters \( \hat{\mu}_f \) introduced in Section 2.1. The parameters \( \hat{\mu}_f \) correspond to the parameters \( \mu_f \), with the load location \( l \) replacing the load speed \( V \). For instance, if we consider a moving load with a Gaussian shape, then the load amplitude and its spatial width can be taken as the parameters forming \( \mu_f \), along with the load speed. In the offline stage, the load amplitude and its spatial width are kept as parameters governing \( \hat{f}(\cdot; \cdot) \), along with the load location instead of its speed such that \( \hat{\mu}_f \) correspond to the load amplitude, its spatial width and its spatial location.

### 2.4.2. Online Stage

For the online stage, we consider a global system characterized by a global parameter \( \mu \) and defined as an assembly of instantiated archetype components. The online stage has two levels.

#### Level 1

The first-level reduction consists of evaluating the PR-RBC solutions to the frequency-domain PDE for the global system at well-selected frequencies using the reduced bases constructed at the offline stage. To this end, we consider a sufficiently rich angular frequency \( \omega \) set \( \Xi_{\omega} \), of size \( n_{\omega} \). We also consider a set \( \Xi_l \) of random locations of the load within the domain of existence of the moving load, as we did for the EIM training to approximate \( f(\cdot; \cdot; \cdot) \) (see Section 2.1) and for the offline stage training (see Section 2.4.1). \( \Xi_{\omega} \) has of the same size \( n_{\omega} \) as \( \Xi_{\omega} \). We then define the online-train (o-t) dataset \( \Xi_{\omega-t} = \{ \bar{\mu} \equiv (\mu, l, \omega); \omega \in \Xi_{\omega}, l \in \Xi_l \} \). Hence \( \Xi_{\omega-t} \) can be expressed as: \( \Xi_{\omega-t} = \{ \bar{\mu}_j, 1 \leq j \leq n_{\omega} \} \), where \( \bar{\mu}_j = (\mu, l_j, \omega_j) \) for \( \omega_j \in \Xi_{\omega} \) and \( l_j \in \Xi_l \). Let \( \sigma_{t}^\text{ref} \) refer to a characteristic time of \( f(\cdot; \cdot; \cdot) \); then \( \Xi_{\omega} \) is chosen as

\[
\Xi_{\omega} = \{0, d\omega, \ldots, \omega_{\text{max}}\}, \quad d\omega = \frac{1}{c_{\omega} \sigma_{t}^\text{ref}}, \quad \omega_{\text{max}} = \frac{c_{\omega} \sigma_{t}^\text{ref}},
\]

so that \( n_{\omega} = \frac{c_{\omega}}{d\omega} + 1 \). Note that for the PR-RBC offline stage described in Section 2.4.1 the training is performed over a frequency set that at least contains \( \Xi_{\omega} \). Nonetheless, the PR-RBC approach is still general in the sense that we can consider any assembly of components forming a feasible global system. For the numerical example considered in this work, the PR-RBC offline stage is performed over a frequency set that exactly matches \( \Xi_{\omega} \).

Hence, for each \( \bar{\mu}_j \in \Xi_{\omega-t} \), using the pre-computed and stored sesquilinear and anti-linear form evaluations, the reduced bubble functions for port mode liftings and for inhomogeneity can be computed at very small computational cost compared to a full FE evaluation. Invoking again the pre-computed and stored sesquilinear and anti-linear forms evaluations, the sparse system Schur complement can be formed and solved. We opt for a Petrov-Galerkin projection to construct the reduced system Schur complement, such that our test space is spanned by the lifted port modes, and not by the “harmonic” functions which form the (statically condensed) trial space. These solutions define the PR-RBC approximations. A first crucial point related to efficiency is the relatively low dimension of the PR-RBC space. A second crucial point related to efficiency is the sparsity of the PR-RBC basis: the support of a given basis function does not exceed two instantiated components for lifted port modes, and is further restricted to just one instantiated component for reduced bubble spaces. The level 1 reduction gives \( n_{\omega} \) PR-RBC approximations, noted \( \hat{\mathbf{U}}_{\text{RB}}(\hat{\mu}_j) \) for \( \hat{\mu}_j \in \Xi_{\omega-t} \), to \( n_{\omega} \) FE solutions \( \mathbf{u}_h(\hat{\mu}_j) \) for \( \hat{\mu}_j \in \Xi_{\omega-t} \).

#### Level 2

The second-level reduction consists of building a “final” reduced basis from the PR-RBC approximations \( \{ \hat{\mathbf{u}}_{\text{RB}}(\hat{\mu}_j), \hat{\mu}_j \in \Xi_{\omega-t} \} \) computed in Level 1 by performing a Strong Greedy procedure to identify a reduced space \( X_{\text{RB}} \) of size \( N_{\text{RB}} \). These inexpensive PR-RBC approximations are considered as “truth” solutions. Let \( X_{\text{RB}_i} \) denote the reduced space of size \( i \), constructed prior to the \( i \)-th iteration of the Strong Greedy algorithm; let \( \hat{\mathbf{U}}_{\text{RB},i}(\hat{\mu}_j) \in X_{\text{RB}_i} \)
denote the RB approximation to $\hat{U}_{h,D}(\tilde{\mu})$ obtained using the reduced space $X_{RB}$. Since the PR-RBC approximations are considered as high-fidelity solutions within the greedy algorithm, the next snapshot we add to the reduced space $X_{RB}$ among the PR-RBC solutions $[\hat{U}_{h,D}(\tilde{\mu}) : \tilde{\mu} \in \Xi_{n-1}]$ is selected based on the norm of the error: $\|\hat{U}_{h,D}(\tilde{\mu}) - \hat{U}_{h,D}(\tilde{\mu})\|_{H^1(\Omega)}$, for $\tilde{\mu} \in \Xi_{n-1}$. An efficient computation of the errors $\|\hat{U}_{h,D}(\tilde{\mu}) - \hat{U}_{h,D}(\tilde{\mu})\|_{H^1(\Omega)}$ for $\tilde{\mu} \in \Xi_{n-1}$, such that only the updated quantities depending on the new snapshot are evaluated at every iteration of the Strong Greedy, is detailed in \[40\]. The Strong Greedy algorithm is stopped at the $i$-th iteration if the relative error:

$$\max_{\tilde{\mu} \in \Xi_{n-1}} \frac{\|\hat{U}_{h,D}(\tilde{\mu}) - \hat{U}_{h,D}(\tilde{\mu})\|_{H^1(\Omega)}}{\max_{\tilde{\mu} \in \Xi_{n-1}} \|\hat{U}_{h,D}(\tilde{\mu}) - \hat{U}_{h,D}(\tilde{\mu})\|_{H^1(\Omega)}}$$

is below a certain threshold $\epsilon$ or if $i = \min(n_s, M)$, where $M$ is a prefixed maximum size allowed for $X_{RB}$ \[40\].

The time-domain elastodynamics PDE is then projected and solved within the “final” reduced space $X_{RB}$ in standard fashion. The exact time signature of the linear form is only used in the time marching performed using the reduced space $X_{RB}$. Note that the PR-RBC offline stage is conducted prior to execution of the two-level procedure. Then, in the online stage, for the given parameter value $\mu$, both levels of reduction are invoked, and hence both levels must be computationally fast. In contrast, the PR-RBC offline stage is run only once independently of the number of parameter values considered in the evaluation of the time-domain solution, hence, we do not give as much importance to the computational cost of the offline stage.

Similarly to the FE approximation $u_0(\cdot, \mu)$, the two-level reduced basis approximation, denoted $U_{h,D,N}(t \in [0,T_{\text{final}}]; \mu)$, is obtained by projecting equation \[34\] on $X_{RB}$: $U_{h,D,N}(t; \mu) \in X_{RB}, \forall t \in [0,T_{\text{final}}]$, such that

$$m(t \frac{\partial^2 U_{h,D,N}(t; \mu)}{\partial t^2} + c(t \frac{\partial U_{h,D,N}(t; \mu)}{\partial t}, v; \mu) + a(t U_{h,D,N}(t; \mu), v; \mu) = f(t; \mu), \forall v \in X_{RB}, \forall t \in [0,T_{\text{final}}],$$

$$U_{h,D,N}(t = 0; \mu) = 0; \frac{\partial U_{h,D,N}}{\partial t}(t = 0; \mu) = 0.$$  

We now incorporate a finite-difference scheme with the same time-discretization notations introduced in Section 2.3.2. Let $U_{h,D,N}(\mu)$ for $0 \leq j \leq N$, denote the two-level reduced basis finite-difference solution at time step $t^j$, and $U_{h,D,N}^j(t)$ and $U_{h,D,N}^{fj}(t)$ the corresponding first and second derivatives in time respectively. We initialize $U_{h,D,N}^0(\mu) = 0$, $U_{h,D,N}^0(\mu)$, and $U_{h,D,N}^f(\mu)$ solution of

$$m(t \frac{\partial^2 U_{h,D,N}(t; \mu)}{\partial t^2} + c(t \frac{\partial U_{h,D,N}(t; \mu)}{\partial t}, v; \mu) + a(t U_{h,D,N}(t; \mu), v; \mu) = f(t; \mu), \forall v \in X_{RB};$$

we then solve for $U_{h,D,N}^j(\mu)$, $U_{h,D,N}^j(\mu)$, and $U_{h,D,N}^f(\mu)$, for $1 \leq j \leq N$, from

$$m(U_{h,D,N}^j(\mu), v; \mu) + \Delta t \gamma_j c(U_{h,D,N}^{j-1}(\mu), v; \mu) + \Delta t^2 \beta_j a(U_{h,D,N}^{j-1}(\mu), v; \mu) = f(t^j; \mu),$$

$$c(U_{h,D,N}^{j-1}(\mu), t^j(1-\gamma_j) U_{h,D,N}^{j-1}(\mu), v; \mu) - a(U_{h,D,N}^{j-1}(\mu), t^j U_{h,D,N}^{j-1}(\mu), v; \mu) = 0, \forall v \in X_{RB},$$

$$U_{h,D,N}^j(\mu) = U_{h,D,N}^{j-1}(\mu) + \Delta t \left[(1-\gamma_j) U_{h,D,N}^{j-1}(\mu) + \gamma_j U_{h,D,N}^j(\mu) \right],$$

$$U_{h,D,N}^j(\mu) = U_{h,D,N}^{j-1}(\mu) + \Delta t U_{h,D,N}^{j-1}(\mu) + \Delta t^2 \left[\frac{1}{2} - \beta_j\right] U_{h,D,N}^{j-1}(\mu) + \beta_j U_{h,D,N}^j(\mu),$$

respectively.

We now provide the matrix equations. Let $M_{RB} \in \mathbb{R}^{N_{RB} \times N_{RB}}$, $C_{RB} \in \mathbb{R}^{N_{RB} \times N_{RB}}$ and $A_{RB} \in \mathbb{R}^{N_{RB} \times N_{RB}}$ be the mass, damping and stiffness two-level reduced basis matrices, respectively,

$$M_{RB}(\mu) = Z_{RB}(\mu)^T M_0(\mu) Z_{RB}(\mu),$$

$$C_{RB}(\mu) = Z_{RB}(\mu)^T C_0(\mu) Z_{RB}(\mu),$$

$$A_{RB}(\mu) = Z_{RB}(\mu)^T A_0(\mu) Z_{RB}(\mu),$$

$$G_{RB}(\mu) = Z_{RB}(\mu)^T G_0(\mu) Z_{RB}(\mu),$$

$$H_{RB}(\mu) = Z_{RB}(\mu)^T H_0(\mu) Z_{RB}(\mu).$$
\[ \mathcal{A}_{RB}(\mu) = Z_{RB}(\mu)^H \mathcal{A}_R(\mu) Z_{RB}(\mu), \]  

where \(^H\) denotes the Hermitian transpose operator and \(Z_{RB} \in \mathbb{R}^{N_{rb} \times N_{rb}}\) is the FE representation of \(X_{rb}\). The column \(j\) of \(Z_{RB}\) corresponds to the coefficients of the RB basis function \(j\) from \(X_{rb}\) as represented by the FE nodal basis \(\{\varphi_i\}_{i=1}^{N_r}\). Similarly, let \(f_{j}^{f} \in \mathbb{R}^{N_{rb}}\), \(0 \leq j \leq N_r\), be the two-level reduced basis vectors corresponding to the linear form of the time-domain variational formulation at time instance \(t\), and \(T_{RB} \in \mathbb{R}^{N_{rb} \times N_{rb}}\) is the time marching matrix,

\[ f_{RB}^{j}(\mu) = Z_{RB}(\mu)^H f_{j}^{f}(\mu) \]  

\[ T_{RB}(\mu) = M_{RB}(\mu) + \Delta t \gamma_{C_{RB}}(\mu) + \Delta t^2 \beta_{c_{RB}(\mu)}, \]  

respectively.

Let \(U_{h,D,N,L}^j(\mu) \in \mathbb{R}^{N_{rb}}\), \(\bar{U}_{h,D,N,L}^j(\mu) \in \mathbb{R}^{N_{rb}}\) and \(\bar{\bar{U}}_{h,D,N,L}^j(\mu) \in \mathbb{R}^{N_{rb}}\), \(0 \leq j \leq N_r\), denote the two-level reduced basis vectors of \(U_{h,D,N,L}^j(\mu)\), \(\bar{U}_{h,D,N,L}^j(\mu)\) and \(\bar{\bar{U}}_{h,D,N,L}^j(\mu)\) respectively. We initialize \(U_{h,D,N,L}^0(\mu) = 0\), \(\bar{U}_{h,D,N,L}^0(\mu) = 0\), and \(\bar{\bar{U}}_{h,D,N,L}^0(\mu)\) solution of

\[ M_{RB}(\mu) \bar{U}_{h,D,N,L}^0(\mu) = f_{RB}^0(\mu); \]

we then proceed to time-march as

\[ T_{RB}(\mu) \bar{U}_{h,D,N,L}^j(\mu) = \left[ f_{RB}^j(\mu) - C_{RB}(\mu) \left( \bar{U}_{h,D,N,L}^j(\mu) + \Delta t \gamma_{\bar{U}_{h,D,N,L}^j(\mu)} + \Delta t \gamma_{\bar{\bar{U}}_{h,D,N,L}^j(\mu)} \right) - A_{RB}(\mu) \left( \bar{U}_{h,D,N,L}^j(\mu) + \Delta t \bar{\bar{U}}_{h,D,N,L}^j(\mu) \right) + \Delta t^2 \left( 1 - \beta_c \right) \bar{\bar{U}}_{h,D,N,L}^j(\mu) \right], \]

\[ \bar{U}_{h,D,N,L}^j(\mu) = \bar{U}_{h,D,N,L}^{j-1}(\mu) + \Delta t \left( 1 - \gamma_c \right) \bar{U}_{h,D,N,L}^{j-1}(\mu) + \gamma_c \bar{\bar{U}}_{h,D,N,L}^{j-1}(\mu), \]

\[ \bar{\bar{U}}_{h,D,N,L}^j(\mu) = \bar{\bar{U}}_{h,D,N,L}^{j-1}(\mu) + \Delta t \bar{\bar{U}}_{h,D,N,L}^{j-1}(\mu) + \Delta t \gamma_r \left[ \left( \frac{1}{2} - \beta_r \right) \bar{U}_{h,D,N,L}^{j-1}(\mu) + \beta_r \bar{\bar{U}}_{h,D,N,L}^{j-1}(\mu) \right], \]

for \(1 \leq j \leq N_r\).

Since \(X_{rb}\) is a complex-valued reduced basis, the actual two-step reduced basis approximation of the finite element - finite difference solution \(u_{h,D,N,L}^j(\mu)\) is given by:

\[ U_{h,D,N,L}^j(\mu) = \sum_{k=1}^{N_r} \left( \mathbb{R} \left[ Z_{RB}(\mu) U_{h,D,N,L}^j(\mu) \right] \right) \varphi_k, 1 \leq j \leq N_r. \]

If a quantity of interest \(q \in \mathbb{R}^{N_q}\) is considered, then the corresponding FE output matrix \(Q_{h} \in \mathbb{R}^{N_q \times N_r}\) is multiplied by \(Z_{RB}(\mu)\) once (offline) to obtain

\[ Q_{RB}(\mu) = Q_{h} Z_{RB}(\mu), \]

and the two-level reduced basis approximation of \(q\) at time step \(t\) is simply given by:

\[ q_{RB}^j = \mathbb{R} \left[ Q_{RB}(\mu) U_{h,D,N,L}^j(\mu) \right]; 1 \leq j \leq N_r. \]

3. Simulation-Based Classification

In this section, a SBC approach is presented. The method takes advantage of features that are built based on the time-domain correlation functions. The two-level PR-RBC method detailed in section 2 is used to obtain the temporal response of the system needed to compute the two-point correlation functions and by consequence to inexpensively form quasi-exhaustive synthetic training datasets of the features for the classification task. In order to obtain good
classification results, a sufficiently large dataset should be constructed, which will be computed with reasonable computation time thanks the two-level PR-RBC method.

First, the global parameter, defined for a given system, can be regarded as follows:

\[
\mu = (\mu_{\text{damage}}, \mu_{\text{nuisance}}, \mu_{\text{control}}) \in \mathcal{P}, \mathcal{P} = \mathcal{P}_{\text{damage}} \times \mathcal{P}_{\text{nuisance}} \times \mathcal{P}_{\text{control}}
\]

and \( \mu \) follows the probability density function \( \rho_{\mu} \equiv (\rho_{\mu_{\text{damage}}}, \rho_{\mu_{\text{nuisance}}}, \rho_{\mu_{\text{control}}}) \). \( \mu_{\text{damage}} \) refers to the parameters that determine the damage status of the structure. This could be the existence of a crack, or the Young modulus for a subdomain to \( \Omega \) to model the loss of stiffness as a damage instance. Note that due to its great flexibility in topology and geometry, the two-level PR-RBC method can naturally accommodate for crack existence and is thus particularly well-suited to SHM, \( \mu_{\text{control}} \) refers to the parameters that the operator can control like the location of the sensors used to monitor the structure or any parameter relative to the operation conditions that can be chosen (e.g. load parameters, engine parameters . . . ) and \( \mu_{\text{nuisance}} \) englobes any other parameter that is neither controlled by the operator nor does it define the damage status. This includes for instance material properties that are determined with uncertainty — such as damping coefficients for elastodynamic problems for example — or deviations relative to the parameters used in the model — like the excitation characteristics for instance.

Let \( C^d \) denote the set containing the indices of the components that can present a damage. For \( c \in C^d \), the locations of \( n_{\text{sensor}}(c) \) sensors (noted as \( x_{\text{sensor}}^i(c) \), \( 1 \leq i \leq n_{\text{sensor}}(c) \)) are specified and the PR-RBC-based approximation of the outputs for a parameter \( \mu \) is defined as:

\[
q_{\text{RB}}^{c,i}(\mu) \equiv \begin{bmatrix}
U_{h,D,N;1}(x_{\text{sensor}}^i(c), j t', \mu) \\
U_{h,D,N;1}(x_{\text{sensor}}^i(c), j t', \mu) \\
\vdots \\
U_{h,D,N;2}(x_{\text{sensor}}^i(c), j t', \mu)
\end{bmatrix}, 1 \leq j \leq N_t, \Delta t = \frac{T_{\text{final}}}{N_t}, c \in C^d.
\]

where \( U_{h,D,N}(\cdot, \cdot, \cdot) \) refers to the two-level PR-RBC approximation of the displacement for a parameter \( \mu \), and in this case \( n_{\text{output}}(c) = 2 \times n_{\text{sensor}}(c) \).

### 3.1. Correlation Functions-Based Features

Appropriate choice of features is absolutely crucial for classification. Features which are sensitive to the anticipated damage but relatively insensitive to nuisance parameters and measurement noise greatly simplify the classification task and ultimately improve the robustness and hence performance of the deployed classifier. Within those considerations, structural damage detection methods using correlation functions of vibration response under stochastic excitation have been developed [25, 26, 31]. The normalized two-point correlation function \( C_{i,j,k+l}(\tau, \mu) \) is defined as:

\[
C_{i,j,k+l}(\tau, \mu, c) \equiv \max_{1 \leq p \leq n_{\text{sensor}}(c)} \frac{1}{T_{\text{final}}} \int_{0}^{T_{\text{final}}-\tau} u_k(x_{\text{sensor}}^p(c), t, \mu) \max_{1 \leq l \leq n_{\text{sensor}}(c)} \int_{0}^{T_{\text{final}}} u_l(x_{\text{sensor}}^p(c), t, \mu) u_l(x_{\text{sensor}}^j(c), t+\tau, \mu) dt
\]

where \( T_{\text{final}} \) denotes the simulation time and \( u_k(x, \cdot, \cdot) \) refers to the displacement in the \( k \)-th direction at the point \( x \) and \( x_{\text{sensor}}^j(c) \) gives the location of the \( i \)-th sensor belonging to the component \( c \). Based on the choice of its integrand, the two-point correlation function clearly depends on the wave speed since it counts for two displacements with a shift in time. Therefore, it is expected to be sensitive to anticipated damage such as loss of stiffness or crack existence, since these instances of damage considerably affect the wave speed. Using normalization and exploring different strategies for the choice of the time shift; the sensors; and the direction of the displacement considered for the correlation function, the goal is to build features which are not only sensitive to the damage — already guaranteed by the definition of the correlation function — but also relatively insensitive to nuisance variables and measurement
noise. Features based on the correlation function amplitude (CCFA) method \cite{31}, on the inner product vector (IPV) method \cite{30} and on the AMV method \cite{29} were considered. The best results were obtained using the CCFA and the IPV-based features. Hence, in this work, a particular attention is given to the IPV-based features for sake of clarity and conciseness. For \(c \in C^d\) and a global parameter \(\mu\), we define the IPV-based feature \(F \nu_c^\text{IPV}(\mu)\) as:

\[
(\mu \in \mathcal{P}, c \in C^d) \rightarrow F \nu_c^\text{IPV}(\mu) \equiv \left[\left(\mathcal{C}_{1,l,k,l}(\tau = 0, \mu, c)\right)_{1 \leq l \leq n_{\text{sensors}(c)}}\right],
\]

but for which no reference sensor needs to be chosen as done in the work of \cite{30}. Therefore, for the IPV feature, \(n_{\text{features}}(c) = d \times n_{\text{sensors}(c)^2}\). Features containing the two-point correlation function only for one direction can also be considered by defining for instance the following IPV \(c\) feature, noted \(F \nu_c^\text{IPV}_k(\mu)\) for which \(k = 1\):

\[
(\mu \in \mathcal{P}, c \in C^d) \rightarrow F \nu_c^\text{IPV}_k(\mu) \equiv \left[\left(\mathcal{C}_{1,l,k,l}(\tau = 0, \mu, c)\right)_{1 \leq l \leq n_{\text{sensors}(c)}}\right],
\]

such that for the IPV \(c\) feature, \(n_{\text{features}}(c) = n_{\text{sensors}(c)^2}\).

3.2. Classification Task

In order to perform the classification task, binary damage classes are defined for every component in \(c \in C^d\) by considering the mapping \(D_c\) defined as:

\[
\mu_{\text{damage}} \in \mathcal{P}_{\text{damage}} \xrightarrow{D_c} l \in \{1, 2\} , c \in C^d ,
\]

where by convention, \(l = 1\) corresponds to no damage case for component \(c\) and \(l = 2\) to the damaged case. Let \(F_c\) denote the mapping of the outputs \(\{q^{c,i}_\text{RB}(\mu)\}_{1 \leq j \leq n_i}\) to the feature \(F \nu_c(\mu)\) for a given system parameter \(\mu\) as follows:

\[
\{q^{c,i}_\text{RB}(\mu)\}_{1 \leq j \leq n_i} \xrightarrow{F_c} F \nu_c(\mu) \in \mathbb{R}^{n_{\text{features}(c)}}, c \in C^d ,
\]

where in our case the feature \(F \nu_c(\mu)\) will either be \(F \nu_c^\text{IPV}(\mu)\) or \(F \nu_c^\text{IPV}_k(\mu)\).

Finally, for \(c \in C^d\), let \(Q^\text{RB}_c\) denote the two-level PR-RBC-based computation process of the outputs \(\{q^{c,i}_\text{RB}(\mu)\}_{1 \leq j \leq n_i}\) for a given system parameter \(\mu\) such that :

\[
\mu \xrightarrow{Q^\text{RB}_c} \{q^{c,i}_\text{RB}(\mu)\}_{1 \leq j \leq n_i} \in \mathbb{R}^{n_{\text{features}(c)}}, c \in C^d .
\]

Then, the considered classifier \(C_c\) is applied:

\[
F \nu_c(\mu) \in \mathbb{R}^{n_{\text{features}(c)}} \xrightarrow{C_c} l \in \{1, 2\} ,
\]

and the classifier that minimizes the expected misclassification is selected:

\[
C_c^* \equiv \arg \min_{C_c} \mathbb{E}_\mu\left[L(D_c(\mu_{\text{damage}}), C_c(F_c(\mathcal{Q}^\text{RB}_c(\mu))))\right] ,
\]

where

\[
L(k, k') = \begin{cases} 0 & k = k' \\ 1 & k \neq k' \end{cases} , k, k' \in \mathbb{N}^q , \text{ for some } q \in \mathbb{N} .
\]

As for the classifiers, Artificial Neural Network (ANN) \cite{54} and Support Vector Machine (SVM) \cite{55, 56} are considered. Off-the-shelf Matlab implementations of One-vs-all SVM and ANN are considered. More precisely, \texttt{fitcsvm} Matlab function (using Sequential Minimal Optimization to solve the dual problem) is used for binary Soft-SVM with 10-fold cross validation and the maximum of the score (likelihood that a label comes from a particular class) is considered as the classification criteria. Matlab \texttt{train} function is called for the ANN with 1 hidden layer containing 10 nodes and tan-sigmoid activation function. The output layer has a softmax function and the loss function considered is cross-entropy. A scaled cross-conjugate gradient back-propagation method is used with 80\% of the dataset for training and 20\% for validation. The training stops if validation error does not decrease after 6 iterations. Finally, the maximum number of epochs is fixed at 1000.
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Once a deployed structure is monitored, the classifiers would be tested on features computed from experimental data and which can be expressed as:

\[ \mathcal{F}_c^{\text{exp}} = \mathcal{F}_c(q_c) + \eta + \epsilon_b \]  

(62)

where \( \eta \) is the measurement noise and \( \epsilon_b \) the bias introduced by relying on the mathematical model to represent the deployed structure dynamics. Hence deviations from the numerical feature in the test dataset should be considered such that for some system parameter \( \mu \in \mathcal{P} \), \( \mathcal{F}_c^{\text{exp}} \) is close to \( \mathcal{F}_c(Q^{RB}(\mu)) \). Therefore, classifiers are trained on features computed using noiseless data, and tested on features based on data perturbed with noise \( \eta \), such that for every sensor located at \( x_{\text{sensor}}(c), c \in C^d \), 1 \( \leq i \leq n_{\text{sensors}}(c) \), the displacement \( U_{h,D,N,k}(x_{\text{sensor}}(c), t_j, \mu) \) for \( 1 \leq k \leq d \), 1 \( \leq j \leq N_t \) is replaced by:

\[ U_{h,D,N,k}(x_{\text{sensor}}(c), t_j, \mu) + \eta, \]

where \( \eta \) is randomly sampled following the Gaussian probability density function

\[ \mathcal{N}(0, \sigma \times \max_{1 \leq j \leq N_t} \{U_{h,D,N,k}(x_{\text{sensor}}(c), t_j, \mu)\}), \]

where \( \sigma \) is a predefined noise factor.

Then, a feature train-test dataset \( \Xi_{1-\phi}^t \) of size \( n^{1-\phi} \) is considered, such that the classifier is trained on the noiseless subset \( \Xi_{\phi}^t \) of size \( \phi \times n^t \) and tested on the set \( \Xi_{1-\phi}^t \) containing the remaining points of \( \Xi^t \) which are not picked in \( \Xi_{\phi}^t \). (Hence, \( \Xi_{1-\phi}^t \) is of size \( (1 - \phi) \times n^t \)). Moreover, the data within the set \( \Xi_{1-\phi}^t \) is perturbed with noise \( \eta \) using the noise factor \( \sigma \) as explained above. Finally, \( n_{\text{part}} \) different random partitions for each \( \Xi^t \) are considered and the misclassification error averaged over the different random partitions is reported.

The classification approach described above is conduct for every component in \( C^d \) and is summarized in the Train-Test Synthetic Supervised Learning algorithm (Algorithm 1). In steps [10] and [11] the noise is added to the test dataset as explained above.
Algorithm 1 T-T-Learning algorithm

1: Create (train)-(test) parameter sample:
   \( \Xi^{1:t} \equiv [\mu_{1:t}^1,...,\mu_{1:t}^{1:t}] \) i.i.d. \( \sim \rho_\mu \)
2: for \( p \) := 1 to \( n_{\text{part}} \) do
3:   Consider train-test partition of \( \Xi^{1:t} \equiv \Xi^{1:t} \cup \Xi_{t-1}^{1:t} \)
4:   for \( c \) in \( C^d \) do
5:     Train Classifier \( C_c \) on \( \Xi_{t-1}^{1:t} \) without noise
6:     for \( \mu \in \Xi_{t-1}^{1:t} \) do
7:       for \( i := 1 \) to \( n_{\text{sensors}}(c) \) do
8:         for \( k := 1 \) to \( d \) do
9:           for \( j := 1 \) to \( N_i \) do
10:          \( \eta \sim N(0,\sigma \times \max_{1 \leq j \leq N_i} [U_{h,D,N,k}(x_i^{\text{sensors}}(c),t^i,\mu)]) \)
11:         \( U_{h,D,N,k}(x_i^{\text{sensors}}(c),t^i,\mu) \leftarrow U_{h,D,N,k}(x_i^{\text{sensors}}(c),t^i,\mu) + \eta \)
12:       end for
13:     end for
14:   end for
15:   Test Classifier \( C_c \) on \( \Xi_{t-1}^{1:t} \) perturbed by noise \( \eta \)
16:   \( \text{Err}_{\eta,c}(p) \leftarrow \frac{1}{(1-\phi)^{d \cdot c}} \sum_{\mu \in \Xi_{t-1}^{1:t}} \mathbb{L}(D_c(\mu), C_c(\mathbb{F}_c(Q^{RB}_{\mu}(\mu)))) \)
17: end for
18: \( \text{Err}_{\eta,c} \leftarrow \frac{1}{n_{\text{part}}} \sum_{p=1}^{n_{\text{part}}} \text{Err}_{\eta,c}(p) \)
19: end for
20: return \( \{\text{Err}_{\eta,c}\}_{c \in C^d} \)

Afterwards, the classification task to estimate the binary state of the whole structure is conducted, such that the structure is considered as damaged if there is at least one damaged component. The corresponding binary damage classes are defined by considering the mapping \( D_b \) defined as:

\[
\mu_{\text{damage}} \in \mathcal{P}_{\text{damage}} \xrightarrow{D_b} \{1,2\},
\]

such that:

\[
D_b(\mu_{\text{damage}}) = \begin{cases} 2 & \text{if there is any } c \in C^d \text{ s.t. } D_c(\mu_{\text{damage}}) = 2, \\ 1 & \text{if for any } c \in C^d, \ D_c(\mu_{\text{damage}}) = 1. \end{cases}
\]

No additional classification training is required for this task since the binary structure state, noted \( C_b(\mu) \), can be inferred using the classifiers \( C_c \) for \( c \in C^d \) as follows:

\[
C_b(\mu) = \begin{cases} 2 & \text{if there is any } c \in C^d \text{ s.t. } C_c(Q_{RB}(\mu)) = 2, \\ 1 & \text{if for any } c \in C^d, \ C_c(Q_{RB}(\mu)) = 1. \end{cases}
\]

Then, the expected misclassification for the binary structure state defined as:

\[
\text{Err}_{\eta,b} \equiv \mathbb{E}_\mu \mathbb{L}(D_b(\mu_{\text{damage}}), C_b(\mu)),
\]

can be estimated. Finally, the classification task to precisely determine the state of all the components that can be damaged is considered. Thus, the goal is to discriminate between the \( 2^{\text{card}(C^d)} \) possible values that the vector \( [D_c(\mu_{\text{damage}})]_{c \in C^d} \) can take, where \( \text{card}(C^d) \) refers to the size of the set \( C^d \). Hence this classification task tends to
precisely determine the exact state of the whole structure based on its possible local damages. The classes for such task can be defined by considering the mapping \( D \) defined as:

\[
\mu_{\text{damage}} \in \mathcal{P}_{\text{damage}} \xrightarrow{D} \{ D_c(\mu_{\text{damage}}) \}_{c \in \mathcal{C}}. \tag{67}
\]

No additional classification training is required for this task since the states of all the components \( c \in \mathcal{C} \), noted \( C(\mu) \), can be inferred using the classifiers \( C_c \) for \( c \in \mathcal{C} \) as follows:

\[
C(\mu) = [C_c(\{ \mathcal{F}_c(Q_{RB}^c(\mu)) \})]_{c \in \mathcal{C}}. \tag{68}
\]

Then, the expected misclassification for the structure state defined as:

\[
\text{Err}_{\text{ra}} \equiv \mathbb{E}[L(\mu_{\text{damage}}, C(\mu))], \tag{69}
\]

can be estimated.

To obtain a classifier of sufficient quality, features should be sufficiently discriminating between damage instances and sufficiently insensitive to small perturbations induced by nuisance parameters. The train-test sample size \( n^4 \) should also be sufficiently large such that damage cases can be distinguished in the many-query context. Finally, the numerical approximation, corresponding to the two-level PR-RBC solution \( U_{h,\text{RB}}(\cdot, \cdot) \) in this work, should be sufficiently accurate and close to the high-fidelity approximation, corresponding to the finite element solution \( u_h(\cdot, \cdot) \) in this work, and thus features do not also significantly deviate from those obtained using the high-fidelity approximation. All these criteria will be verified in the next numerical example.

4. Bridge Example

In this section, the two-level PR-RBC-based SBC approach is applied to a bridge with a moving 2-axle vehicle problem. In the model, the vehicle-bridge interaction is considered to be the most significant at the connection between the bridge’s decks, since this region generally presents gaps and metallic connectors and thus the vehicle’s passing in such region induces vibrations that propagate through the bridge. Therefore, the vehicle-bridge interaction is neglected at other regions than the bridge’s decks connection.

4.1. Problem Definition

4.1.1. Archetype Components and Bi-component Systems

To simulate the bridge model described above, the archetype components defined in figure 1 are considered and the associated reference ports are shown in figure 2. The archetype component 1 has a rectangular geometry of dimension \( \frac{1}{2} L \times H \) and contains a homogeneous Dirichlet boundary and homogeneous Neumann boundaries. The archetype component number 2 has a T shape with thickness equal to \( H \) as detailed in figure 1 and also contains a homogenous Dirichlet boundary and homogeneous Neumann boundaries. The archetype components 3 and 4 have a rectangular geometry of dimension \( L \times H \) and do not contain any Dirichlet boundary. Component 3 has only homogeneous Neumann boundary conditions, while component 4 will model the connection between the decks and thus has a non-homogeneous Neumann term corresponding to traction,

\[
\sigma(u) \cdot n = \begin{cases} F e^\frac{-|y_2-\frac{L}{2}+V t|^2}{\sigma_t^2} & \text{if } y_2=H, -d_1-4 \sigma_t \leq -L/2+V t \leq d_2+4 \sigma_t, \\ -c_{\text{friction}} F e^\frac{-|y_2-\frac{L}{2}+V t|^2}{\sigma_t^2} & \text{if } y_2=H, -d_1-4 \sigma_t \leq -L/2+V t \leq d_2+4 \sigma_t, \\ \end{cases}, \quad \forall x_1 \in [-\frac{L}{2}, \frac{L}{2}], \quad x_2 \in [0, H], \tag{70}
\]

applied around the midpoint of its upper boundary. Here \( \sigma(u) \) denotes the stress tensor, \( F \) the load amplitude, \( V \) the vehicle speed, \( d_1 \) and \( d_2 \) the limits of the vehicle-bridge interaction, \( \sigma_t \) the load spatial width, \( c_{\text{friction}} \) the fraction coefficient, \( \mathcal{C} \) the 2D-function equal to 1 if the condition \( C \) is satisfied and 0 otherwise, and \( n \) the outer normal of the geometric domain. This particular spatial dependence of vehicle-bridge interaction is chosen based on the results obtained in the works of [57, 58], which show profiles close to moving Gaussians.

Finally, the archetype component number 5 has a rectangular geometry of dimension \( L \times H \) with non-homogeneous Neumann boundary condition similar to the one applied for the archetype component number 4 [70], but archetype...
component 6 also contains a crack whose dimensions are detailed in figure 1. This archetype component 6 will be used along with the archetype component 4 to model the existence or not of damage.

Figure 1: Library of archetype components (considered for construction of elastodynamic bridges with moving vehicle)

Each of archetype components number 1, 2 and 3 has 3 parameters which consist of the Young’s modulus and the
two Rayleigh damping coefficients as introduced in equations (2) and (3). Hence, the corresponding frequency-domain variational problem has 4 parameters — including the angular frequency. Each of archetype components number 4 and 5 has 6 additional parameters defining the non-homogeneous Neumann boundary condition detailed in equation (70): the load amplitude $F$, the load center defined by the vehicle speed $V$, the load spatial width $\sigma_x$, the friction coefficient $c_{\text{fric}}$, and the two parameters $d_1$ and $d_2$ defining the interval length around the midpoint of the upper boundary such that the vehicle-bridge interaction is nonzero if the load center is within the spatial interval $[-d_1 - 4 \sigma_x, d_2 + 4 \sigma_x]$. The frequency-domain variational problem for archetype components 4 and 5 has 10 parameters in total. The reference ports parameters and the boundary conditions defined for the archetype components. The variational problem for archetype component-pairwise training has either 7 parameters, for reference ports not involving the archetype component 4 or 5, or 13 parameters for the reference ports involving the archetype component 4 or 5. These local parameters associated with the frequency-domain variational problems define the parameters spaces considered in building the PR-RBC reduced bases that are used at Level 1 reduction.

$L$ and $H$ are taken equal to 5 m and 1 m respectively. The bridge’s material is chosen as reinforced concrete since it is one of the most used materials in building bridges. Thus, the Rayleigh damping coefficients $\alpha_{\text{Ray}}$ and $\beta_{\text{Ray}}$ follow the uniform distributions over the intervals

$$[0.566 \, \text{s}^{-1}, 4.311 \, \text{s}^{-1}] \quad \text{and} \quad [0.009 \, \text{s}, 0.021 \, \text{s}]$$

respectively, as established in the work of [59] for highway bridges in concrete. The Young’s modulus also follows a uniform distribution over

$$[29 \, \text{GPa}, 37 \, \text{GPa}]$$

as determined in the work of [60] for reinforced concrete. The spatial width of the vehicle-bridge interaction $\sigma_x$ and its amplitude $F$ also follow uniform distributions over the intervals

$$[2 \, \text{cm}, 4 \, \text{cm}] \quad \text{and} \quad [10^6 \, \text{Pa}, 2 \times 10^6 \, \text{Pa}]$$

respectively, based on the results obtained in the works of [57][58]. Given the work of [57] (and also using https://www.engineeringtoolbox.com), the friction coefficient between a typical car tire and asphalt can be considered following a uniform distribution over

$$[0.5, 0.7] .$$

The distance along which the load is applied, and thus the span of the region defining the connection between the bridge’s decks, is determined by the two parameters $d_1$ and $d_2$. Based on the work of [61] that gives the details of the possible connection options for prefabricated bridge elements in reinforced concrete, $d_1$ and $d_2$ follow a uniform distribution over

$$[d_{\text{min}} = 10 \, \text{cm}, d_{\text{max}} = 15 \, \text{cm}] .$$

Moreover, the geometry of the crack for component 6 was fixed such that it has the maximum allowable dimensions fixed by Federal Highway Administration of the U.S. Department of Transportation [62, 63]. Finally, for reinforced concrete, $\rho = 2400 \, \text{kg} \cdot \text{m}^{-3}$ and $\nu = 0.15$ [64] (using https://www.engineeringtoolbox.com and https://www.concrete.org/).

Since the system’s excitation is a moving vehicle, to determine the characteristic time of the load $\sigma_{\text{ref}}^\text{ext}$ (see equation (31)) and thus the angular frequency set $\omega_{\text{ref}}$, the vehicle speed needs to be specified. Vehicles with speed following a uniform distribution between $V_{\text{min}} = 15 \, \text{km} \cdot \text{h}^{-1}$ and $V_{\text{max}} = 50 \, \text{km} \cdot \text{h}^{-1}$ are considered. We choose $\sigma_{\text{ref}}^\text{ext} = \frac{d_{\text{min}}}{d_{\text{max}}}$ and take

$$\omega_{\text{ref}} = \frac{V_{\text{min}}}{2 d_{\text{max}}} , \quad \omega_{\text{max}} = 10 \frac{V_{\text{max}}}{2 d_{\text{min}}} ,$$

such that $c_{\text{ref}} = 10$, $\tilde{c}_{\text{ref}} = 5$ and $n_{\text{ref}} = 51$ (see equation (31)).

The sizes of the different reduced bases formed at Level 1 reduction are chosen based on the decrease of the eigenvalues of the transfer eigenvalue problem and the decrease of the POD modes for the reduced bubble space for inhomogeneity, the reduced port space, and the reduced space for port mode lifting. Table 1 gathers the sizes of the different reduced bases and the computation time to run the offline stage needed by Level 1 reduction. All simulations considered in this work were run on a 4-core laptop (with a 3.5 GHz Intel CPU and 16 GB RAM). We also provide the PR-RBC offline cost, though this cost is amortized over the many online Level 1 - Level 2 queries.
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Table 1: PR-RBC reduced bases sizes for elastodynamics bridge

### 4.1.2. Global System

We consider the global system consisting of \( n_{\text{comp}} = 23 \) instantiated components presented in figure 3. The mapping of each instantiated component of the global system to the corresponding archetype component is given in table 2. Since each of components number 8 and 16 can have a crack, each of them is either mapped to the archetype component 4 or 5.

![Figure 3: Note-to-scale representation of the global system for the bridge: the Gaussian curves on the top boundary indicate the vehicle’s load applied on the bridge](image)

| Instantiated component number in global system | Archetype component number |
|-----------------------------------------------|-----------------------------|
| 1, 23                                         | 1                           |
| 3, 5, 7, 9, 11, 13, 15, 17, 19, 21             | 3                           |
| 2, 6, 10, 14, 18, 22                          | 2                           |
| 4, 12, 20                                     | 4                           |
| 8, 16                                         | 4 or 5                      |

Note that in addition to the parameters defined for every component, two more parameters for the global system have to be considered: the vehicle speed \( V \) and the distance between the two axles noted \( d_a \) as illustrated in figure 3. \( d_a \) follows a Gaussian distribution with mean equal to \( d_a = 3 \text{ m} \) and a standard deviation equal to \( \sigma_{d_a} = 0.5 \text{ m} \) based on generic dimensions of 2-axle vehicles, while \( V \) is sampled from a uniform probability density function defined over \([V_{\text{min}}, V_{\text{max}}]\). The time-domain variational problem for the global system has a total of 45 parameters: the bridge’s two Rayleigh damping coefficients; the Young’s modulus for each component; the vehicle-bridge’s interaction width, the load amplitude and the friction coefficient for each axle (6 parameters); the vehicle speed \( V \); the distance between the two axles \( d_a \); the parameters \( d_1 \) and \( d_2 \) defining the spatial region along which the load is applied (6 parameters); and the two parameters defining the possible existence of crack within components 8 and 16. As mentioned above, the frequency-domain variational problem has either 4 or 10 parameters for the archetype components, and 7 or 13 parameters for the archetype bi-components defining the reference ports. Those sizes are lower than the size of the parameter space of the global domain (equal to 45) and thus it shows how the two-level PR-RBC method reduces the effective dimensionality of the parameter spaces considered in the variational problems. This reduction of the...
size of the parameter spaces is even more enhanced as larger global domains with more instantiated components are considered.

For the time-domain problem approximation, the simulation time $T_{\text{final}}$ is fixed based on the vehicle speed $V$ such that it travels across the entire bridge during $T_{\text{final}}$. The size of the reduced space $X_{\text{RB}}$ constructed by Strong Greedy approach (see Paragraph Level 2 of Section 2.4.2) is fixed by imposing $\epsilon = 10^{-5}$ as a threshold for the relative error (32). As expected for the second order Newmark-$\beta$ scheme ($\beta_i = \frac{i}{2}$, $\gamma_i = \frac{1}{2}$), the order of convergence in time-discretization is equal to $p = 2$. The number of time steps $N_i$, and equivalently the step-size $\Delta t$, are fixed based on the second order convergence of the normalized Richardson’s extrapolation-based error indicator given by:

$$
\epsilon_M \equiv \max_{1 \leq j \leq N_i/2} \frac{1}{\| U^j_{h,D,N}\Delta t(\mu) - U^j_{h,D,N,2\Delta t}(\mu) \|_{H^1(\Omega)}}.
$$

(72)

The number of time steps $N_i$ is fixed such that we impose $\epsilon_M \leq 10^{-4}$.

For purposes of presentation, we consider four global parameters $\mu_{\text{example},i}$, $i = 1, \ldots, 4$ corresponding to the following cases:

1. Case 1: $\mu_{\text{example},1}$ is such that all parameters are equal to their average value (average of their probability density functions) and we don’t have any crack (components 8 and 16 are both mapped to archetype component 4).
2. Case 2: $\mu_{\text{example},2}$ is such that all parameters are equal to their average value and component 8 has a crack (component 8 is thus mapped to the archetype component 5, while component 16 is mapped to the archetype component 4).
3. Case 3: $\mu_{\text{example},3}$ is such that all parameters, except $d_a$, are equal to their minimum allowable values which consist in the lower bound of the intervals used for the uniform probability density functions and $d_a = \bar{d}_a - 4 \times \sigma_{d_a}$. Component 16 has a crack (component 8 is thus mapped to the archetype component 4, while component 16 is mapped to the archetype component 5).
4. Case 4: $\mu_{\text{example},4}$ is such that all parameters, except $d_a$, are equal to their maximum allowable values which consist in the upper bound of the intervals used for the uniform probability density functions and $d_a = \bar{d}_a + 4 \times \sigma_{d_a}$. We also consider 2 cracks (component 8 and 16 are both mapped to the archetype component 5).

We also consider 10 randomly sampled global parameters $\mu_{\text{rand},i}$, $i = 1, \ldots, 10$ and note

$$
\Xi_0 = \{ \mu_{\text{example},i}, i = 1, \ldots, 10 \} \cup \{ \mu_{\text{rand},j}, j = 1, \ldots, 10 \}.
$$

(73)

The size of $X_{\text{RB}}$ obtained by imposing $\epsilon = 10^{-5}$ is on average equal to $N = 30$ for the parameters $\Xi_0$, while imposing $\epsilon_M \leq 10^{-4}$ requires $N_i = 10^4$ based on the convergence of $\epsilon_M$ with $N_i$. Table 3 gathers the computation time to estimate $U^j_{h,D,N}\Delta t(\mu)$, $1 \leq j \leq N_i$, averaged over the parameters $\Xi_0$. The size of the full $P_2$ FE approximation space is $\mathcal{N}^h = 17532 \pm 36$ and computing one full FE simulation with $N_i = 10^4$ takes 215 s on average (without performing the Richardson extrapolation). For confirmation purposes, we consider the time-domain relative error between the two-level PR-RBC solution and the FE approximation for a global parameter $\mu$,

$$
\epsilon_M \equiv \max_{1 \leq j \leq N_i} \frac{\| U^j_{h,D,N}\Delta t(\mu) - U^j_{h,D,N}(\mu) \|_{H^1(\Omega)}}. \quad 1 \leq j \leq N_i.
$$

Figure 4 gives the evolution of the relative error for the global parameters $\mu_{\text{example},i}$, $i = 1, \ldots, 4$ and we can verify that it is well below 1%, confirming the sufficiently refined time discretization thanks to the criterion $\epsilon_M < 10^{-4}$, and the sufficiently rich reduced space $X_{\text{RB}}$ thanks to the strong greedy criterion imposed with $\epsilon = 10^{-5}$.
PR-RBC online stage called \( n_\omega = 51 \) times \( 2.92 \) s
Strong greedy \( 0.56 \) s
Time marching \( 0.25 \) s
Total computation time to estimate \( U_{j,D,N,\Delta}(\mu) \), \( 1 \leq j \leq N_t \) \( 3.73 \) s

| Table 3: Computation time of the two-level reduced basis method for elastodynamics bridge |
|----------------------------------|
| Case 1                           |
| \( \frac{||U_{j,D,N,\Delta}(\mu)-u_{j,D,\Delta}(\mu)||_{H^1(\Omega)}}{\max_{1 \leq j \leq N_t} ||u_{j,D,\Delta}(\mu)||_{H^1(\Omega)}} \) |
| Case 2                           |
| \( t^j \) (s)                    |
| 0  | 2  | 4  | 6  | 8  | 10 |
| 10^{-12} | 10^{-8} | 10^{-4} | 10^{-2} | 10^2 |
| 0  | 2  | 4  | 6  | 8  | 10 |
| 10^{-12} | 10^{-8} | 10^{-4} | 10^{-2} | 10^2 |
| 0  | 5  | 10 | 15 | 20 |
| 10^{-12} | 10^{-8} | 10^{-4} | 10^{-2} | 10^2 |
| 0  | 2  | 4  | 6  | 8  |

**Figure 4: Time-domain relative error for the elastodynamics bridge and the global parameters \( \mu_{\text{example,}i} \), \( i = 1, \ldots, 4 \)**

In conclusion, the two-level reduction approach has a computation cost 58 times lower than the FE simulation for this bridge example. In the next section, we show the usefulness of such computational speedup in the context of Simulation Based Classification for Structural Health Monitoring.
4.2. Classification Task

A synthetic train-test dataset is constructed using the two-level PR-RBC method for the SBC task of the global system given in figure 3. To do so, the parameters are sampled following their governing distributions introduced in the previous subsection, and the corresponding two-level PR-RBC time-domain solutions are computed. Moreover, for this classification task, components 8 and 16 can be damaged based on the existence or not of a crack, such that $C^d = \{8, 16\}$. For every component $c \in C^d$, $n_{\text{sensors}}(c) = 4$ sensors are chosen and located as shown in figure 5.

Note that the potential cracks are located at $(8 \times L, H)$ and $(16 \times L, H)$. The damage is defined as the existence of crack, thus $\mu_{\text{damage}} \equiv (\theta_8, \theta_{16})$, where $\theta_i$ follows a uniform distribution over the set $\{1, 2\}$ and component $i$ has a crack if $\theta_i = 1$.

The T-T-Learning algorithm (Algorithm 1) is run for each component $c \in C^d$ and for different features and classifiers. A particular focus will be given to the effect of the size $n^{\text{tt}}$ of the train-test $\Xi^{\text{tt}}$ on the accuracy of the classification. For the different results given this section, $\phi$ is taken equal to 0.7, which means that for every train-test set $\Xi^{\text{tt}}$ considered, 70% of $\Xi^{\text{tt}}$ are used to train the classifier, while the remaining 30% are used to test it, and $n_{\text{part}} = 100$ random partitions are considered.

Figure 5 shows the decrease of the expected misclassification for the different components $c \in C^d$, the expected misclassification for the binary structure state and the expected misclassification for the structure state (4-class classification task in this example), with the increase of the train-test dataset size $n^{\text{tt}}$ and obtained using the IPV and IPV$_x$ features and ANN. The figure contains the results obtained for noiseless test dataset and for test dataset perturbed with noise with a factor equal to $\sigma = 0.02$. This value was chosen based on error estimates carried out for bridge displacement computed from measured acceleration records [65]. Computer vision-based techniques for bridge displacement measurements generally present higher noise levels [66]. As $n^{\text{tt}}$ gets close to $10^4$, the IPV$_x$ feature gives misclassification errors of orders around or below $10^{-4}$. Such observation is still valid even for the structure state classification which is a 4-class classification task and even with a test dataset perturbed by noise. Figure 5 also contains the misclassification error corresponding to only one misclassified point out of the whole test dataset, which is plotted in black dashed line. The misclassification errors obtained correspond to less than one misclassified point as $n^{\text{tt}}$ gets close to $10^4$ for all cases considered except for the IPV feature with $\sigma = 0.02$.

As mentioned above, the computation time for one simulation using the two-level PR-RBC approach is equal to 3.73s, while computing the features takes 0.05s (for the 2 different noise levels considered). All simulations considered in this work were run on a 4-core laptop (with a 3.5 GHz Intel CPU and 16 GB RAM). To obtain the results presented above, a train-test dataset $\Xi^{\text{tt}}$ of size $n^{\text{tt}} = 10^4$ needs to be constructed. Conducting such a task using the two-level PR-RBC approach has a total computation time of 10.52 hours (taking into account the computational cost of the offline stage, which is run only once), as opposed to an estimated 24.88 days using the full FE approximation.
Sensors located further away from the potential cracks (centered at \((8 \times L, H)\) and \((16 \times L, H)\)) are considered and the new sensors’ positions are shown in figure 7 where the sensors belonging to the lower boundary of the decks have the same location as in the previous example, while the sensors located at the upper boundary are now 0.5 m away from the potential cracks instead of the 0.2 m chosen before.

Figure 8 shows the expected misclassifications obtained with the IPV, IPV\(_x\) features and ANN with \(\sigma = 0\) and \(\sigma = 0.02\) for the two different choices of sensors’ locations. As expected, the misclassification error is higher for the new sensors’ positions since they are located further away from the potential cracks. Nonetheless, for noiseless test dataset, the change in expected misclassification is not as significant as for test dataset with noise. Indeed, for \(\sigma = 0\) and as
$n^{14}$ gets close to $10^4$, the expected misclassification obtained for the new sensors’ positions is on the same order as the one obtained for the sensors located closer to the cracks’ locations. However, for test dataset altered with noise, the expected misclassification obtained for for sensors located further from the cracks is higher; and even for $n^{14}$ close to $10^4$, the expected misclassifications are one order higher than those obtained for sensors located closer to the cracks. For instance, the expected misclassification obtained with the closest sensors located at 0.5 m from the cracks is not less than one misclassified point out of the test dataset as $n^{14}$ gets close to $10^4$, while it is the case when the closest sensors are located at 0.2 m from the cracks. Nevertheless, the expected misclassifications always presents an almost monotonous decrease with the increase of the train-test dataset size $n^{14}$. Hence, a longer distance between the sensors and the cracks along with a reasonable noise level requires larger train-test dataset, which emphasizes more the importance of pMOR and more specifically of the two-level PR-RBC approach in the context of large structure with localized excitations such that the sufficiently large dataset can be built in a reasonable computation time. The same conclusions can be drawn regarding the effect of the sensors’ locations when considering the IPV features as shown in figure 9.

Figure 8: Misclassification errors variation with $n^{14}$ for different sensors locations using IPV$_x$ features, ANN and with $\phi = 0.7$: $d_{\min}^{i-k}$ refers to the minimum distance between the potential crack location and the closest sensor.
Finally, in order to show its importance on the classification results, the accuracy of the two-level PR-RBC-based solution is intentionally reduced by, for instance, reducing the size $N_{RB}$ of the final reduced space $X_{RB}$ obtained at Level 2 reduction. The size needed to have a relative error in time of order of magnitude equal to $10^{-3}$ is around 30 as shown in figure 4. If $N_{RB}$ is limited to 15, the relative error in time has an order of magnitude equal to $10^{-2}$. Figure 10 gives the misclassification results obtained with the IPV$_x$ features and ANN, for $\sigma = 0$ and $\sigma = 0.02$, using the new sensors’ locations (i.e. the closest sensor to any crack is 0.5 m away from it) and with the size of the final reduced space $N_{RB}$ equal to 30 and 15. For any noise level considered, the misclassification accuracy suffers significantly when the two-level PR-RBC-based solution was intentionally made not accurate enough. The same conclusions can be drawn for the IPV features and ANN as shown in figure 11.
Figure 10: Effect of numerical solution accuracy on misclassification errors using IPVx features, ANN and with $\phi = 0.7$
The accuracy of the numerical solution is crucial for any feature, any noise level and any classifier considered. Indeed, figure 12 gives the misclassification results obtained with the IPV features and SVM, for $\sigma = 0$ and $\sigma = 0.02$, using the new sensors’ locations (i.e. the closest sensor to the crack is 0.5 m away from it) and with $N_{RB}$ equal to 30 and 15. Again, for any noise level considered, the misclassification accuracy suffers significantly when the two-level PR-RBC-based solution was made not accurate enough on purpose. Therefore, sufficiently accurate numerical solutions that can be computed within reasonable computation time to be able to build sufficiently large train-test synthetic dataset are required to have satisfactory classification results in the context of SHM for large structures with localized excitation, and the two-level PR-RBC method fulfills all these requirements.
5. Conclusions

5.1. Summary

This work presents the development of a SBC approach for SHM of large deployed mechanical structures. The method takes advantage of the two-level PR-RBC method as a pMOR approach to approximate the hyperbolic PDE of time-domain elastodynamics for large domains with localized source terms and/or local parameters variation. The usefulness of such approach was demonstrated by considering a system with localized operational excitations and nuisance parameters. For such systems, frequency analyses fail to capture the structure response to such forces and hence the two-level PR-RBC approach developed for PDE of time-domain elastodynamics is of great usefulness.

For the simulation task, features based on the two-point correlation function were built and state-of-the-art machine learning algorithms were considered to perform a damage detection on the structure. The features considered are based on damage indices defined in previous works but which were never used within a context of SBC. Thus, the damage indices were already shown to be sensitive to the damage — thanks to the definition of the two-point correlation function — but the generalization of their former definition showed that the features used for the classification task in this work are relatively insensitive to nuisance parameters and measurement noise. Within the generalization, the reference sensor choice dilemma was solved since all possible combinations of the two-point correlation functions are considered and imbedded in the feature that will be sued for the classification. Moreover, instead of visual inspection of the damage indices, classifiers are exploited to automatically discriminate between the different damage cases. The two-level PR-RBC approach was used to construct a sufficiently large dataset with rich description of undamaged and damaged states. The system was modeled as a continuum governed by the elastodynamics PDE, providing a more faithful characterization than modeling the mechanical structure as an assembly of rigid beams. The two-level PR-RBC approach lets us considerably reduce the degrees of freedom of the numerical system and thus the computational
cost related to the construction of the dataset. In addition, the model order reduction technique and the classification task inherently permit to account for the probabilistic nature of the nuisance parameters. Finally, thanks to the great flexibility in topology, the two-level PR-RBC approach can accommodate for more realistic damage instances such as crack existence and is thus particularly well-suited to SHM. Test classification errors below 0.1% were reached for disjoint training set of size $7 \times 10^3$ and test set of size $3 \times 10^3$, thus showing the strong potential of the proposed approach in view of the application to real-life systems.

For the SBC task, a bridge example was considered in which the goal is to detect the existence of two potential cracks and such problem shows:

- the characterization of localized operational excitation in terms of nuisance parameters,
- the merits of time-domain-based correlation function features in the context of localized operational excitation, other nuisance variables and added noise, and
- the importance of the two-level PR-RBC approach which considerably reduces the computational burden associated with the construction of synthetic training dataset. Thus, it allows the generation of such sufficiently large dataset with reasonable computation time, while guaranteeing the accuracy of the numerical solution. These two conditions need to be satisfied in order to obtain good classification results as shown by the significant decrease of the misclassification errors with the increase of the size of the training dataset.

5.2. Future Work

As a future work, it would be interesting to develop computational techniques for automatic, or at least semi-automatic, feature identification which would include sensor placement and two-point correlation functions selection [67]. These methods promise not only more effective classifiers but also more effective deployment. For instance, they can reduce the number of sensors needed. To this end, recent advances in Robust Optimization [68, 69] and Mixed Integer Optimization [70] can be useful.

It would also be interesting to consider experimental data to use as a test for the classifiers that are built using synthetic dataset. Impact hammers represent an interesting option for SHM actuation in particular as regards installation and operation. Experimental enrichment of the training procedure could also be considered if some experimental data might be available at the offline stage of the classification task.

Finally, in many applications it may not be feasible to provide an exhaustive experimental description of all possible states of damage. In other applications, a detailed characterization of damage may not in fact be interesting — but rather only a determination of “undamaged” or “damaged” (or, in the case of quality control, “different”) is required. From the learning or statistical perspective, this two-way classification corresponds to the problem of anomaly, or outlier, detection [71]. For the examples considered in this work, the classification results obtained for such binary task were presented. Within these two contexts, investigating unsupervised learning techniques would be of great interest.
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