Abstract: Along with the rapid development of advanced driving assistance systems for intelligent vehicles, essential functions such as forward collision warning and collaborative cruise control need to detect the relative positions of surrounding vehicles. This paper proposes a relative planar localization system based on the ultra-wideband (UWB) ranging technology. Three UWB modules are installed on the top of each vehicle. Because of the limited space on the vehicle roof compared with the ranging error, the traditional triangulation method leads to significant positioning errors. Therefore, an optimal localization algorithm combining homotopy and the Levenberg–Marquardt method is first proposed to enhance the precision. The triangular side lengths and directed area are introduced as constraints. Secondly, a UWB sensor error self-correction method is presented to further improve the ranging accuracy. Finally, we carry out simulations and experiments to show that the presented algorithm in this paper significantly improves the relative position and orientation precision of both the pure UWB localization system and the fusion system integrated with dead reckoning.
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1. Introduction

The intelligent vehicle has become one of the most concerning social hot spots and academic research directions. The demand for autonomous vehicles is expected to grow in the coming decades, and the development of autonomous driving technology is followed by the prevalence of the advanced driving assistance system (ADAS). Many vital functions in ADAS, such as blind-spot detection, forward collision avoidance, collaborative cruise control, and collaborative merge assist, require estimation of the relative position among vehicles [1–3]. At present, the relative positioning technology is mainly divided into two types of techniques: (1) Calculating the relative position by the absolute position of each vehicle; and (2) detecting the relative position of the target by radar, camera, and other sensors.

In the first type of technique, relative positioning relies on absolute positioning. There have already been a variety of absolute positioning technologies, however, they are all flawed. Global Navigation Satellite Systems (GNSS) is the most common choice for absolute positioning. However, the accuracy of consumer GNSS is around 10 m [4]. Besides, satellite signals are usually disrupted or blocked in urban canyons, rural tree canopies, and tunnels, leading to degradation or interruption in the positioning information [5]. Many solutions have been proposed on this issue. Integrating the inertial navigation system (INS) with GNSS is a common workaround, which was costly in the past [6]. Only low-cost inertial measurement units (IMU) based on micro-electro-mechanical systems (MEMS) technology are affordable for large-scale promotion [7]. However, due to the low quality of MEMS IMU, positioning errors explode when the GPS signal is unreachable [8], which is also the
inevitable problem for INS. In order to fundamentally solve the problem of positioning in GPS blind areas, the wireless sensor network (WSN) can be applied in positioning [9], which relies on wireless technologies such as Bluetooth, WiFi, radio frequency identification (RFID), and Zigbee, etc. [10]. Sensors with known locations are used to locate the sensors with unknown locations. However, the WSN positioning systems are limited by the coverage of base stations; it costs too much to construct base stations widely.

Since all the absolute localization technologies mentioned above are difficult to cover all zones, sensor-based relative positioning is a better choice under certain scenarios. Sensor-based systems use laser, radar, or camera to acquire the relative positions of surrounding vehicles [11–14]. Under favorable road and weather conditions, these systems can facilitate many critical ADAS functions well. However, the relative positioning technologies based on radar and laser are still affected by factors such as weather. Similarly, most vision-based systems work well under adequate lighting and road conditions, but it is not the same case when the environment is dark or lane markings are worn out [15–20]. Although advanced image processing algorithms have been proposed to improve performance at night or under poor lighting and road conditions, it is still very challenging to implement these techniques in real scenarios [21,22].

Moreover, in certain scenarios, such as collision prevention and intelligent fleet following, the two vehicles need to communicate, which means combining traditional positioning technologies with vehicle-to-vehicle (V2V) communication. Shen et al. [23] proposed a tightly-coupled relative positioning method, which used a low-cost IMU and dedicated short-range communications (DSRC) to improve the system’s accuracy and robustness. Ponte et al. [24] presented a collaborative positioning method combining radar for the relative positioning of road vehicles. Pinto Neto et al. [25] developed a cooperative GNSS positioning system (CooPS), which used V2V communications to cooperatively determine the absolute and relative position of the ego-vehicle with enough precision. However, localization and communication are accomplished separately in the existing positioning systems, which will affect the real-time performance.

To deal with this problem, a relative positioning system using UWB can accomplish positioning and communication simultaneously without delay. UWB-based relative positioning technology is more adaptable to the environment and has all the advantages of cooperative positioning systems compared to the traditional positioning technologies mentioned above. UWB is a wireless carrier communication technology that uses nanosecond to microsecond non-sine wave narrow pulses to achieve data transmission and high-precision ranging [26]. It also belongs to WSN positioning technologies but provides much higher positioning accuracy than other wireless sensors because of its high temporal resolution. In recent years, UWB technology has been increasingly used in the transportation field, but in most cases, UWB anchors need to be installed on the roadside to locate the absolute position of the vehicle [27,28]. However, the problem is installing UWB anchors on a massive scale costs too much, and the deployment of anchors is quite complicated.

There are also some related studies that used onboard UWB modules for relative positioning between vehicles. Monica et al. [29] used UWB modules installed on the automated guided vehicle and the target node to perform real-time ranging to avoid collisions in the warehouse. In the proposed system, positioning still relied on roadside-based stations. Pittokopiti et al. [30] proposed a UWB based collision avoidance system for miners, which used the distance measured by UWB as the relative position between the worker and the mining vehicle. In other words, it is just a line localization system instead of a planar localization system. Zhang et al. [31] used two UWB tags on the car to calculate the coordinates of the front tag but did not calculate the relative orientation, and the horizontal error was as large as 1 m. Ernst-Johann Theussl et al. [32] proposed a measurement method of the relative position and orientation (RPO) using UWB. They weighted the distances ranged by UWB in different directions to minimize the dilution of precision and to get more accurate results. However, their application scenario was confined to the mobile machinery that did not move fast in a large range because the weights in different
directions are hard to be calibrated entirely. Ehab Ghanem et al. [33] proposed a method to estimate vehicular RPO based on multiple UWB ranges and improved the precision using an extended Kalman filter (EKF). Their work was simply an application of UWB in relative positioning for vehicles but did not make improvements in the algorithm. Their experiments were only conducted at a constant vehicle speed and a short vehicle distance.

Generally, current studies on UWB based relative localization for vehicles are relatively less and not thorough enough. One of the essential reasons that limit UWB in the application of relative planar localization for vehicles is the horizontal dilution of precision (HDOP) [34]. Because of the limited space on a vehicle, UWB modules have to be installed closely. Without improvements to the algorithm, the positioning accuracy will decrease drastically with the increase of vehicle distance. However, most of the existing research on UWB relative vehicular localization stays in basic applications without in-depth study of the algorithm. In this paper, a UWB based relative planar localization system is designed with three UWB modules on each vehicle. An improved homotopy-Levenberg–Marquardt (HOMO-LM) algorithm with triangular side length and directed area constraints is proposed, which significantly improves the RPO accuracy.

This paper is organized as follows: In Section 2, the UWB based relative localization system is established, including an improved HOMO-LM positioning algorithm, a timing error self-correction method, and a simple fusion model with DR. Section 3 validates the superiority of the HOMO-LM algorithm by simulation. In Section 4, experiments are conducted to compare the RPO accuracy with and without sensor correction in two conditions, pure UWB mode and fusion mode integrating UWB with dead reckoning (DR).

2. UWB Based Relative Planar Localization System

To design a high precision relative localization system, we should first identify the factors that affect the UWB positioning accuracy. Figure 1 shows multiple sources of the UWB positioning error.

As shown in Figure 1, the UWB positioning error is determined by seven factors.

1. The positioning algorithm has profound implications for positioning precision.
2. The multipath effect error can be easily identified due to the high temporal resolution of UWB signals.
3. The signal propagation velocity in the air is almost constant.
4. Metallic elements will affect the UWB systems that range using received signal strength indicators (RSSI) [35]. The proposed system, which range using time of flight (TOF), will not encounter this problem.

5. The clock error is one of the most critical factors to the ranging accuracy. In the UWB system, the distance is calculated by multiplying the time of flight (TOF) of a UWB signal from a module to another by the speed of light, which means one nanosecond clock error will lead to a 30 cm ranging error.

6. The transceiver delay, including sending and receiving delay, is also reflected as a timing error and has a similar effect as the clock error.

7. The anchor layout cannot be significantly adjusted in the proposed system, limited by the space on top of the vehicle.

8. The distance between two vehicles depends on the particular driving scenarios and is not determined by the system.

Therefore, the factors that need to be considered while designing the system consist of positioning algorithm and timing error, including clock error and antenna delays. In this section, an improved HOMO-LM positioning algorithm is proposed, and a timing error self-correction method is presented. Vehicle positioning is usually not completed in only one way but through multi-sensor integration. For extending the application value of the proposed UWB system, we establish a simple UWB/DR fusion system to validate its contribution to the fusion accuracy.

2.1. UWB Relative Planar Localization Algorithm

2.1.1. The Classic Triangulation Algorithm

The positioning and directing model is shown in Figure 2. Three UWB modules are installed on the roof of each vehicle. A, B, and C represent the UWB modules on vehicle 1, while E, F, and G represent those on vehicle 2. O₁ and O₂ represent the centroids of the two vehicles. We define $X^{(g)}_K = \begin{bmatrix} x^{(g)}_K, y^{(g)}_K \end{bmatrix}^T$ as the position of point $K$ under the global coordinates system, where $K = (A, B, C, E, F, G, O_1, O_2)$. $\varphi^{(g)}_i$ denotes the heading angle of vehicle $i$ under the global coordinates system, where $i = (1, 2)$. Similarly, $X^{(1)}_K = \begin{bmatrix} x^{(1)}_K, y^{(1)}_K \end{bmatrix}^T$ and $\varphi^{(1)}_i$ denote the position and orientation under the coordinate system of vehicle 1. $X^{(2)}_K = \begin{bmatrix} x^{(2)}_K, y^{(2)}_K \end{bmatrix}^T$ and $\varphi^{(2)}_i$ denote the position and orientation under the coordinate system of vehicle 2.
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Figure 2. The relative positioning and directing model.
After the UWB modules were installed, $X_A^{(1)}$, $X_B^{(1)}$, $X_C^{(1)}$, $X_D^{(1)}$, $X_E^{(1)}$, $X_F^{(1)}$ and $X_O^{(1)}$ were confirmed. UWB measures distances between modules on vehicle 1 and those on vehicle 2. $D_{j,k}$ denotes the distance between module $j$ and module $k$, where $j = (A, B, C)$ and $k = (E, F, G)$. In the proposed system, what we want to know is the relative position $X_O^{(1)}$ and the relative orientation $\phi_2^{(1)}$. Equation (1) can be established using the known parameters:

$$D_{j,k} = \| X_j^{(1)} - X_k^{(1)} \|, \ (j = A, B, C; \ k = E, F, G)$$

(1)

$X_E^{(1)}$, $X_F^{(1)}$, $X_G^{(1)}$ can be solved from (1), as shown in (2).

$$X_k^{(1)} = P^{-1} N_k, (k = E, F, G)$$

(2)

where

$$P = 2 \left[ X_B^{(1)} - X_A^{(1)} , X_C^{(1)} - X_B^{(1)} \right]^T,$$

$$N_k = \left[ \begin{array}{c} D_{A,k}^2 - D_{B,k}^2 - \| X_A^{(1)} \|^2 + \| X_B^{(1)} \|^2 \\ D_{B,k}^2 - D_{C,k}^2 - \| X_B^{(1)} \|^2 + \| X_C^{(1)} \|^2 \end{array} \right].$$

Then $\phi_2^{(1)}$ can be derived by (3).

$$\phi_2^{(1)} = \frac{1}{3} \sum_{j,k} \left[ \begin{array}{c} \text{atan2} \left( y_j^{(1)} - y_k^{(1)}, x_j^{(1)} - x_k^{(1)} \right) - \text{atan2} \left( y_k^{(2)} - y_k^{(2)}, x_k^{(2)} - x_k^{(2)} \right) \end{array} \right], \ (j, k = E, F; F, G; E, G)$$

(3)

where,

$$\text{atan2}(y, x) = \text{sgn}(x)^2 \text{atan} \left( \frac{y}{x} \right) + \frac{1 - \text{sgn}(x)}{2} \left( 1 + \text{sgn}(y) - \text{sgn}(y)^2 \right) \pi,$$

$$\text{sgn}(x) = \left\{ \begin{array}{ll} 1 & x > 0 \\ 0 & x = 0 \\ -1 & x < 0 \end{array} \right..$$

$X_O^{(1)}$ can be derived by (4);

$$X_O^{(1)} = X_{EFG}^{(1)} - RX_{EFG}^{(2)}$$

(4)

where

$$R = \left[ \begin{array}{cc} \cos \left( \phi_2^{(1)} \right) & - \sin \left( \phi_2^{(1)} \right) \\ \sin \left( \phi_2^{(1)} \right) & \cos \left( \phi_2^{(1)} \right) \end{array} \right].$$

The overlines represent the mean values of the coordinates of the three modules, such that:

$$\overline{X_{EFG}}^{(1)} = \frac{1}{3} \sum_k X_k^{(1)} \ (k = E, F, G), \ \overline{X_{EFG}}^{(2)} = \frac{1}{3} \sum_k X_k^{(2)} \ (k = E, F, G).$$

2.1.2. An Improved HOMO-LM Localization Algorithm

According to the error distribution of triangulation, the positioning and directing error of the classic triangulation method will be extensive when two vehicles are far away. Therefore, an improved HOMO-LM method is proposed for better solutions.

With $X_E^{(1)}$, $X_F^{(1)}$, $X_G^{(1)}$ derived from (2), the side lengths of triangle $\triangle_{EFG}$, i.e., $D_{E,F}$, $D_{F,G}$, and $D_{G,E}$ can be calculated by

$$D_{i,j} = \| X_i^{(1)} - X_j^{(1)} \|, \ (i, j, k = E, F; F, G; E, G)$$

(5)
However, the real side lengths, $D_{E,F}$, $D_{F,G}$, and $D_{E,G}$ are determined by $X_E^{(2)}$, $X_F^{(2)}$, $X_G^{(2)}$, as shown in (6).

$$D_{ij}^{\text{real}} = \| X_i^{(2)} - X_j^{(2)} \| \quad (j, k = E, F; F, G; E, G)$$

Since ranging error always exists, $D_{E,F}^{\text{real}} \neq D_{E,F}$, $D_{F,G}^{\text{real}} \neq D_{F,G}$, and $D_{E,G}^{\text{real}} \neq D_{E,G}$.

For more accurate solutions, (5) and (6) can be combined as a constraint, i.e., triangular side length constraint, as shown in (7).

$$\begin{align*}
\| X_E^{(2)} - X_F^{(2)} \| &- \| X_F^{(2)} - X_G^{(2)} \| - \| X_G^{(2)} - X_E^{(2)} \| = 0 \\
\| X_F^{(2)} - X_G^{(2)} \| &- \| X_G^{(2)} - X_E^{(2)} \| - \| X_E^{(2)} - X_F^{(2)} \| = 0 \\
\| X_E^{(2)} - X_G^{(2)} \| &- \| X_G^{(2)} - X_E^{(2)} \| - \| X_E^{(2)} - X_F^{(2)} \| = 0 \\
\end{align*}$$

Combining (1) and (7), function $p$ can be established:

$$p(x) = \begin{bmatrix}
D_{AE} - \| X_A^{(1)} - X_E^{(1)} \| \\
D_{BE} - \| X_B^{(1)} - X_E^{(1)} \| \\
D_{CE} - \| X_C^{(1)} - X_E^{(1)} \| \\
D_{AF} - \| X_A^{(1)} - X_F^{(1)} \| \\
D_{BF} - \| X_B^{(1)} - X_F^{(1)} \| \\
D_{CF} - \| X_C^{(1)} - X_F^{(1)} \| \\
D_{AG} - \| X_A^{(1)} - X_G^{(1)} \| \\
D_{BG} - \| X_B^{(1)} - X_G^{(1)} \| \\
D_{CG} - \| X_C^{(1)} - X_G^{(1)} \| \\
\| X_E^{(2)} - X_F^{(2)} \| &- \| X_F^{(2)} - X_G^{(2)} \| - \| X_G^{(2)} - X_E^{(2)} \| \\
\| X_F^{(2)} - X_G^{(2)} \| &- \| X_G^{(2)} - X_E^{(2)} \| - \| X_E^{(2)} - X_F^{(2)} \| \\
\| X_E^{(2)} - X_G^{(2)} \| &- \| X_G^{(2)} - X_E^{(2)} \| - \| X_E^{(2)} - X_F^{(2)} \| \\
\end{bmatrix} = 0$$

The least-square (LS) solution of (8) will be more accurate than the solution of (2). However, as the positioning error grows extensive, the triangle composed of E, F, and G may flip. The LS solution of (8) will also encounter significant directing errors, as shown in Figure 3. $\triangle_{EFG}$ represents the real triangle determined by the real relative positions of module E, F, and G. $\triangle_{E,F,G_0}$ represents the triangle determined by the relative positions of module E, F, and G calculated by (2). $\triangle_{E,E'_F,G'_F}$ represents the triangle determined by the relative positions of module E, F, and G derived from (8). $\triangle_{E_F,E'_G,G'_F}$ represents the triangle determined by the relative positions of module E, F, and G derived from (11). $\varphi$ denotes the real relative orientation. $\varphi_0$, $\varphi_1^*$, and $\varphi_2^*$ denote the relative orientations determined by $\triangle_{E,F,G_0}$, $\triangle_{E,F,G'_1}$, and $\triangle_{E,F,G'_2}$, respectively.

As shown in Figure 3a, because of the large positioning error of the classic triangulation method, the triangle $\triangle_{E,F,G_0}$, which is constructed by the calculated module coordinates, is seriously deformed. E, F, and G were originally arranged clockwise, but become counterclockwise under the influence of positioning errors. Therefore, the corresponding relative orientation is apparently inaccurate. The shape of the triangle $\triangle_{E,E'_F,G'_F}$, which is constructed by the LS solutions of (8) with the side length constraint, is similar to the real triangle $\triangle_{EFG}$. However, the rotation direction of the three points was still opposite to the real situation, which means that the triangle flipped, as shown in Figure 3b. The error of relative orientation was still large.

The side length constraint cannot deal with this issue. To suppress the triangle flipping, another constraint, i.e., directed area constraint, is necessary. As shown in Figure 3c, with the introduction of the directed area constraint, both the shape and the direction of $\triangle_{E_F,E'_G,G'_F}$
are approximate to the real triangle $\Delta_{EFG}$. Therefore, the relative orientation is much more accurate. Equation (9) is established to express the directed area constraint.

$$S\left(\Delta^{(2)}_{EFG}\right) - S\left(\Delta^{(1)}_{EFG}\right) = 0$$

(9)

where $S$ represents the directed area of the triangle, as shown in (10).

$$S\left(\Delta^{(2)}_{EFG}\right) = \frac{1}{2} \begin{vmatrix} x_E^{(2)} & y_E^{(2)} & 1 \\ x_F^{(2)} & y_F^{(2)} & 1 \\ x_G^{(2)} & y_G^{(2)} & 1 \end{vmatrix}, \quad s\left(\Delta^{(1)}_{EFG}\right) = \frac{1}{2} \begin{vmatrix} x_E^{(1)} & y_E^{(1)} & 1 \\ x_F^{(1)} & y_F^{(1)} & 1 \\ x_G^{(1)} & y_G^{(1)} & 1 \end{vmatrix}. \quad (10)$$

![Figure 3. The real triangle and the calculated triangles using different methods: (a) the classic triangulation method; (b) the LS method with side length constraint; (c) the LS method with side length and directed area constraint.](image)

The directed area is a signed area, which can also be described as half the cross products of triangular edge-vectors. According to the basic properties of the cross product, its sign indicates the rotation direction of the triangle vertices. It should be noted that (9) not only limits the triangle flip but also further constrains the triangle shape. Combining (1), (7), and (9), function $l$ is established:

$$L = l(x) = \begin{bmatrix} D_{AE} - \| X_A^{(1)} - X_E^{(1)} \| \\ D_{BE} - \| X_B^{(1)} - X_E^{(1)} \| \\ D_{CF} - \| X_C^{(1)} - X_E^{(1)} \| \\ D_{AF} - \| X_A^{(1)} - X_F^{(1)} \| \\ D_{BF} - \| X_B^{(1)} - X_F^{(1)} \| \\ D_{CF} - \| X_C^{(1)} - X_F^{(1)} \| \\ D_{AG} - \| X_A^{(1)} - X_G^{(1)} \| \\ D_{BG} - \| X_B^{(1)} - X_G^{(1)} \| \\ D_{CG} - \| X_C^{(1)} - X_G^{(1)} \| \\ \| X_E^{(2)} - X_F^{(2)} \| - \| X_E^{(1)} - X_F^{(1)} \| \\ \| X_F^{(2)} - X_G^{(2)} \| - \| X_F^{(1)} - X_G^{(1)} \| \\ \| X_E^{(2)} - X_G^{(2)} \| - \| X_E^{(1)} - X_G^{(1)} \| \\ \det(\Delta^{(2)}_{EFG}) - \det(\Delta^{(1)}_{EFG}) \end{bmatrix} = 0$$

(11)

where $x = \begin{bmatrix} x_E^{(1)}, y_E^{(1)}, x_F^{(1)}, y_F^{(1)}, x_G^{(1)}, y_G^{(1)} \end{bmatrix}^T$. 

Define \( x^* = \left[ x_E^{(1)*}, y_E^{(1)*}, x_F^{(1)*}, y_F^{(1)*}, x_G^{(1)*}, y_G^{(1)*} \right]^T \) as the LS solution of (11). Then \( x^* \) satisfy
\[
\begin{align*}
\mathcal{F} & = \arg\min(\|J \|). \tag{12}
\end{align*}
\]

The localization problem can be transformed into a nonlinear least square (NLLS) optimization problem. To address this problem, a HOMO-LM algorithm is proposed in this section. The LM method is an improved Gauss-Newton (GN) and gradient descent (GD) method. LM method has a faster convergence rate than the GD method and can solve the problem with a singular Jacobian matrix, whereas the GN method cannot. To further improve the convergence rate, we integrated the LM method with the Armijo search \cite{36}. The optimized objective function is \( I \), which has been defined in (11). The initial value \( x_0 \) is solved by (2). Define \( J_L \) as the Jacobian matrix of function \( I \), which can be expressed as shown in (13).
\[
J_L = \frac{\partial I}{\partial x} = \begin{bmatrix} J_E & 0 & 0 \\ 0 & J_F & 0 \\ J_{EFG_1} & J_{EFG_2} & J_{EFG_3} \end{bmatrix} \tag{13}
\]

where
\[
J_i = \begin{bmatrix} x_E^{(1)} - x_E^{(1)} \\ \frac{\|x_E^{(1)} - x_E^{(1)}\|}{\|x_E^{(1)} - x_E^{(1)}\|} \\ \frac{\|x_E^{(1)} - x_E^{(1)}\|}{\|x_E^{(1)} - x_E^{(1)}\|} \\ 0 \\ \frac{\|x_E^{(1)} - x_E^{(1)}\|}{\|x_E^{(1)} - x_E^{(1)}\|} \\ \frac{\|x_E^{(1)} - x_E^{(1)}\|}{\|x_E^{(1)} - x_E^{(1)}\|} \\ \frac{\|x_E^{(1)} - x_E^{(1)}\|}{\|x_E^{(1)} - x_E^{(1)}\|} \end{bmatrix}, \quad J_{EFG_1} = \begin{bmatrix} x_F^{(1)} - x_F^{(1)} \\ \frac{\|x_F^{(1)} - x_F^{(1)}\|}{\|x_F^{(1)} - x_F^{(1)}\|} \\ \frac{\|x_F^{(1)} - x_F^{(1)}\|}{\|x_F^{(1)} - x_F^{(1)}\|} \\ 0 \\ \frac{\|x_F^{(1)} - x_F^{(1)}\|}{\|x_F^{(1)} - x_F^{(1)}\|} \\ \frac{\|x_F^{(1)} - x_F^{(1)}\|}{\|x_F^{(1)} - x_F^{(1)}\|} \end{bmatrix}, \quad J_{EFG_2} = \begin{bmatrix} x_G^{(1)} - x_G^{(1)} \\ \frac{\|x_G^{(1)} - x_G^{(1)}\|}{\|x_G^{(1)} - x_G^{(1)}\|} \\ \frac{\|x_G^{(1)} - x_G^{(1)}\|}{\|x_G^{(1)} - x_G^{(1)}\|} \\ 0 \\ \frac{\|x_G^{(1)} - x_G^{(1)}\|}{\|x_G^{(1)} - x_G^{(1)}\|} \\ \frac{\|x_G^{(1)} - x_G^{(1)}\|}{\|x_G^{(1)} - x_G^{(1)}\|} \end{bmatrix}, \quad J_{EFG_3} = \begin{bmatrix} x_F^{(1)} - x_F^{(1)} \\ \frac{\|x_F^{(1)} - x_F^{(1)}\|}{\|x_F^{(1)} - x_F^{(1)}\|} \\ \frac{\|x_F^{(1)} - x_F^{(1)}\|}{\|x_F^{(1)} - x_F^{(1)}\|} \\ 0 \\ \frac{\|x_F^{(1)} - x_F^{(1)}\|}{\|x_F^{(1)} - x_F^{(1)}\|} \\ \frac{\|x_F^{(1)} - x_F^{(1)}\|}{\|x_F^{(1)} - x_F^{(1)}\|} \end{bmatrix}.
\]

Let \( \epsilon \) denotes the iteration termination threshold of the optimization algorithm. Define \( \rho, \sigma \in (0, 1) \) as the regulatory factors of the Armijo search, \( \mu \) as the regulatory factor of the LM method. Assume \( k_{\text{max}} \) and \( m_{\text{max}} \) as the maximum iterations of the LM method and the Armijo search, respectively. Table 1 shows the pseudocode of the LM method with the Armijo search.

Like many other fitting algorithms, the optimization result of the LM method relies on the initial value. LM may only find a local minimum instead of the global minimum or even diverge without the proper initial value. The positioning error increases with the increase of the distance between two vehicles, which also means the error of the initial value \( x_0 \) increases. Therefore, the homotopy method is introduced for searching for an optimal initial value in a broader range. Assume \( f(x) = 0 \) is the equation we want to solve, and \( f_0 \) is a known function with an available zero solution \( x^* \), i.e., \( f_0(x^*) = 0 \). We conduct a depending parameter function
\[
h(x,s) = sf(x) + (1-s)f_0(x) \quad s \in [0,1]. \tag{14}
\]

\( h(x,0) = 0 \) is the problem with a known solution \( x^* \), and \( H(x,1) = 0 \) is the original problem \( f(x) = 0 \).

In the proposed system, we define \( f(x) = l(x), f_0(x) = l(x) - l(x^*) \). This gives the homotopy function
\[
H = h(x,s) = l(x) + (s-1)l(x^*) \quad s \in [0,1]. \tag{15}
\]
Table 1. The pseudocode of the LM algorithm with the Armijo search.

| Step | Pseudocode |
|------|------------|
| Step 1 | Define $L = l(x)$ as (11) and $J_L = \frac{\partial l}{\partial x}$ as (13); |
| Step 2 | Set $\varepsilon = 10^{-4}$, $k_{\text{max}} = 200$, $\rho = 0.5$, $\sigma = 0.5$, $m_{\text{max}} = 20$; |
| Step 3 | Compute the initial value $x_0 = \left[ X^{(1)}_E, X^{(1)}_F, X^{(1)}_G \right]^T$ by (2); Set $x_0 = x_0; \mu_0 = \| x_0 \|$; |
| Step 4 | $k = 0$; |
| Step 5 | while ($k < k_{\text{max}}$) do |
| Step 6 | Compute $L_k = l(x_k), J_L_k$; |
| Step 7 | $g_k = J_L_k^T J_L_k; d_k = \left( -J_L_k^T J_L_k + \mu_k I \right)^{-1} g_k$; |
| Step 8 | if $\| g_k \| < \varepsilon$ do break; end if |
| Step 9 | $m = 0$; while ($m < m_{\text{max}}$) do |
| Step 10 | if $\| l(x_k + \rho^m d_k) \| < \| l(x_k) \| + \sigma \| p^m g_k \| d_k \| d_k \|$ do $m = m + 1$; end if |
| Step 11 | $\alpha = \rho^m$; |
| Step 12 | $x_{k+1} = x_k + \alpha d_k$; |
| Step 13 | $k = k + 1$; |
| Step 14 | $\mu_k = \| x_k \|$; |
| Step 15 | end while |
| Step 16 | Output $x^*$ as the optimal solution of equation $l(x) = 0$ |

As the solution of $h(x,s) = 0$ depends on $s$, we denote it by $x^*(s)$. $s$ can be discretized into $0 = s_0 < s_1 < s_2 < \cdots < s_n = 1$. Then the optimization of (11) can be transformed into solving a sequence of nonlinear equations with the LM method such that

$$h(x,s_i) = 0.$$  \hfill (16)

Each iteration is started with the solution $x^*(s_{i-1})$. Table 2 shows the pseudocode of the proposed HOMO-LM algorithm.

After the LS solution of $x^*$ of (2) being calculated, positions of E, F, G are confirmed. Define

$$X^{(1)*}_{EFG} = \left[ X^{(1)*}_E, X^{(1)*}_F, X^{(1)*}_G \right]$$
$$X^{(2)}_{EFG} = \left[ X^{(2)}_E, X^{(2)}_F, X^{(1)}_G \right]$$
$$\bar{X}^{(1)*}_{EFG} = \frac{1}{3} \sum_k X^{(1)*}_k, \ (k = E,F,G)$$
$$\bar{X}^{(2)}_{EFG} = \frac{1}{3} \sum_k X^{(2)}_k, \ (k = E,F,G)$$  \hfill (17)
Table 2. The pseudocode of the HOMO-LM algorithm.

| Step | Pseudocode |
|------|------------|
| Step 1 | Define $L = l(x)$ as (11) and derive $f_L = \frac{dl}{dx}$ as (13); Define $H = h(x, s, x^*) = l(x) + (s - 1)(x^*)$ and $f_H = f_L$; |
| Step 2 | Set $\epsilon = 10^{-4}$, $k_{\text{max}} = 200$, $s_0 = 0$, $s_{\text{end}} = 1$, $\rho = 0.5$, $\sigma = 0.5$, $m_{\text{max}} = 20$; |
| Step 3 | Compute the initial value $x_0 = \left[ X^{(1)}_E^T, X^{(1)}_F^T, X^{(1)}_G^T \right]^T$ by (2); Set $x_0^* = x_0$; $\mu_0 = \|x_0\|$; |
| Step 4 | for $n = 1$ : $(s_{\text{end}} - s_0 + \Delta s)/\Delta s$ do |
| Step 5 | $s_n = s_0 + (n - 1)\Delta s$; |
| Step 6 | $k = 0$; |
| Step 7 | while $(k < k_{\text{max}})$ do |
| Step 8 | Compute $H_k = h(x_k, s_n, x^*_{n-1})$, $f_H_k$; |
| Step 9 | $g_k = f_H_k^T H_k^k d_k = \left(-f_H_k^T H_k + \mu_k I\right)^{-1} g_k$; |
| Step 10 | if $\|g_k\| < \epsilon$ do break; end if |
| Step 11 | $m = 0$; while $(m < m_{\text{max}})$ do if $(\|f(x_k + \rho^m d_k)\| < \|f(x_k)\| + \sigma \rho^m g_k^T d_k)$ do |
| | $m = m + 1$; end if end while |
| | $\alpha = \rho^m$; |
| | $x_{k+1} = x_k + \alpha d_k$; |
| | $k = k + 1$; |
| | $\mu_k = \|x_k\|$; |
| | end while |
| Step 16 | $x_n^* = x_n$; |
| Step 17 | end for |
| Step 18 | Output $x^* = x_n^*$ as the optimal solution of equation $f(x) = 0$ |

Then the LS solutions of the relative position $X^{(1)*}_{O_2}$ and orientation $\phi^{(1)*}_{2}$ can be derived using singular value decomposition (SVD) [37]. Define $M$ as

$$M = \left[ X^{(2)}_{\text{EFG}} - X^{(2)}_{\text{EFG}}[1, 1, 1] \right]^T \left[ X^{(1)*}_{\text{EFG}} - X^{(1)*}_{\text{EFG}}[1, 1, 1] \right]$$ (18)

Take SVD of $M$:

$$M = U\Sigma V^T$$ (19)

where $U$, $\Sigma$, and $V$ represent the three decomposed matrixes of $M$. Then we have

$$R = VU^T$$ (20)

$$\begin{cases} X^{(1)*}_{O_2} = X^{(1)*}_{\text{EFG}} - RX^{(2)}_{\text{EFG}} \vspace{0.5cm} \phi^{(1)*}_{2} = \text{atan2}(R_{2,1}, R_{1,1}) \end{cases}$$ (21)
2.2. A UWB Timing Error Self-Correction Method

Figure 4 shows the typical two-way ranging (TWR) system. Assume $d_{ij}$ is the original measurement of the distance between module $i$ and $j$ without correction, $\hat{d}_{ij}$ is the corrected measurement and $d_{ij}^{real}$ is the real distance. Other adopted symbols are illustrated in Table 3. Then we have

$$d_{ij}^{real} = ct_{ij}^f,$$

$$d_{ij} = \frac{c(\Delta t_{ij} - t_{ij}^p)}{2},$$

$$\hat{d}_{ij} = \frac{c(k_i\Delta t_{ij} - k_j t_{ij}^p - t_i^s - t_j^s - t_i^r - t_j^r)}{2}.$$  

$d_{ij}$ ignores several important parameters including $t_i^s, t_j^s, t_i^r, t_j^r, k_i$ and $k_j$.

![Two-way ranging model](image)

Figure 4. Two-way ranging model. Module $i$ sends a signal to module $j$ firstly. Then module $j$ receives the signal and sends a signal back to module $i$ immediately. In the ranging process, the sending and receiving delays and the clock errors of the two modules will affect the ranging accuracy.

| Symbols | Title 2 |
|---------|---------|
| $k_i$ ($i = A, B, C$) | The clock correction coefficient, which is unknown. |
| $t_i^s$ ($i = A, B, C$) | The sending delay of module $i$, which is unknown. |
| $t_i^r$ ($i = A, B, C$) | The receiving delay of module $i$, which is unknown. |
| $t_i^d$ ($i = A, B, C$) | The antenna delay. $t_i^d = t_i^s + t_i^r$. |
| $t_i^{pj}$ ($i = A, B, C; j = 1, 2, 3, 4$) | The time spent by module $i$ from receiving to sending a signal, which is measured by the crystal oscillator inside module $i$. As $t_i^{pj}$ is not a constant, number $j$ is added to distinguish the measurements at different times. |
| $t_{ij}^f$ ($ij = AB, BC, AC$) | The signal propagation time from module $i$ to $j$. It is a particular value after modules being installed. That is $t_{ij}^f = \frac{||X_i^{(1)} - X_j^{(1)}||}{c}$, where $c$ is the speed of light. |
| $\Delta t_{ij}^p$ ($i = A, B, C$) | The interval time from module $i$ sending a signal to receiving a signal, measured by the crystal oscillator inside module $i$. |
| $\Delta t_{ij}^s$ ($i = A, B, C$) | The interval time for module $i$ from receiving a signal to another, measured by the crystal oscillator inside module $i$. Number $j$ is added to distinguish the measurements at different times. |
| $k_i$ ($i = A, B, C$) | The clock correction coefficient. |
UWB modules A, B, and C on vehicle 1 are taken as an example to show the correction process. The symbols used in the correction method are interpreted in Table 3.

Since $t_i^{0}$, $\Delta t_i^{p}$, and $\Delta t_i^{r}$ are measured by the crystal oscillator inside UWB module $i$, which do not equal the real interval time, because of the crystal oscillation frequency error. The real values are

$$t_i^{0} = k_i t_i^{0}, \Delta t_i^{p} = k_i \Delta t_i^{p}, \Delta t_i^{r} = k_i \Delta t_i^{r}. \quad (23)$$

Two calibration modes are designed to implement the correction algorithm, as described as follows.

1. Circulation Mode: UWB signals transmit among the modules in turn. All the correction parameters are encountered in this mode, as shown in Figure 5.

2. Differential Mode: UWB signals transmit from a module to another in two paths. The sending delay of the sending module and the receiving delay of the receiving module are eliminated, as shown in Figure 6.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5.png}
\caption{The circulation calibration mode: (a) Module A firstly send a signal, and BC send signals in turn after receiving signals from the former module; (b) Module B firstly sends a signal and CA sends signals in turn after receiving signals from the former module; (c) Module A firstly send a signal, and BC send signals in turn after receiving signals from the former module.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure6.png}
\caption{The differential calibration mode: (a) signals transmit from A to C in two paths; (b) signals transmit from B to A in two paths; (c) signals transmit from C to B in two paths.}
\end{figure}

$k_i$ and $t_i^{0}$ are the parameters needed to correct the ranging error. Equation (24) is established according to the circulation mode:

$$\begin{align*}
k_A \Delta t_A^{p} &= t_A^{f} + t_A^{s} + t_B + k_B t_B^{p} + t_B^{s} + t_C^{p} + t_A^{s} + k_C t_C^{p} + t_C^{s} + t_A^{t} + t_A^{r} \\
k_B \Delta t_B^{p} &= t_B^{f} + t_B^{s} + t_C + k_C t_C^{p} + t_C^{s} + t_A^{p} + t_A^{s} + k_A t_A^{p} + t_A^{s} + t_A^{s} + t_A^{t} + t_B^{s} + t_B^{r} \\
k_C \Delta t_C^{p} &= t_C^{f} + t_C^{s} + t_A + k_A t_A^{p} + t_A^{s} + t_A^{s} + t_A^{s} + t_B + k_B t_B^{p} + t_B^{s} + t_B^{r} + t_C^{s}
\end{align*} \quad (24)$$
Equation (25) is established according to the differential mode.

\[
\begin{align*}
    k_C \Delta t^ru_i &= \left( t_{ruA}^f + t_{ruB}^f + t_{ruB}^p + t_{ruBC}^p + t_{ruC}^p + t_{ruAC}^p \right) - \left( t_{ruA}^f + t_{ruAC}^f + t_{ruC}^f \right) \\
    k_A \Delta t^ru_i &= \left( t_{ruA}^f + t_{ruBC}^f + t_{ruC}^f \right) - \left( t_{ruB}^f + t_{ruAB}^f + t_{ruA}^f \right) \\
    k_B \Delta t^ru_i &= \left( t_{ruC}^f + t_{ruAC}^f + t_{ruA}^f + k_A t_{ruA}^p + t_{ruAB}^f + t_{ruB}^f \right) - \left( t_{ruC}^f + t_{ruBC}^f + t_{ruB}^f \right)
\end{align*}
\]

(25)

Define \( t = [k_A, k_B, k_C, t_{ruA}^f, t_{ruB}^f, t_{ruC}^f]^T \). Equation (26) can be established combining (24) and (25). Equation (26) can be expressed as

\[
Q_{tu} = \begin{bmatrix}
    \Delta t^{ruA} & -t_{ruB}^{p1} & -t_{ruB}^{p1} & -1 & -1 & -1 \\
    -t_{ruA}^{p1} & \Delta t^{ruB} & -t_{ruB}^{p2} & -1 & -1 & -1 \\
    -t_{ruA}^{p2} & t_{ruB}^{p2} & \Delta t^{ruC} & 0 & -1 & 0 \\
    0 & -t_{ruB}^{p3} & \Delta t^{ruC} & 0 & 0 & -1 \\
    \Delta t^{ruC} & 0 & -t_{ruB}^{p3} & 0 & 0 & -1 \\
    -t_{ruA}^{p3} & \Delta t^{ruC} & 0 & -1 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
    k_A \\
    k_B \\
    k_C \\
    t_{ruA}^f \\
    t_{ruB}^f \\
    t_{ruC}^f
\end{bmatrix} = \begin{bmatrix}
    t_{ruAB}^f + t_{ruBC}^f + t_{ruC}^f \\
    t_{ruAB}^f + t_{ruBC}^f + t_{ruAC}^f \\
    t_{ruAB}^f + t_{ruBC}^f + t_{ruAC}^f \\
    t_{ruAB}^f + t_{ruBC}^f - t_{ruAC}^f \\
    t_{ruAB}^f - t_{ruBC}^f + t_{ruAC}^f \\
    -t_{ruAB}^f + t_{ruBC}^f + t_{ruAC}^f
\end{bmatrix} = b_1
\]

(26)

The correction process needs repeating for a while to decrease the influence of random noise. That means

\[
Q_t = \begin{bmatrix} Q_{1T}, Q_{2T}, \ldots, Q_{nT} \end{bmatrix}^T t = \begin{bmatrix} h_1^T, h_2^T, \ldots, h_n^T \end{bmatrix}^T = b
\]

(27)

Then the LS solution \( t^* = [k_A^*, k_B^*, k_C^*, t_{ruA}^{*f}, t_{ruB}^{*f}, t_{ruC}^{*f}, t_{ruAB}^{*f}, t_{ruBC}^{*f}, t_{ruAC}^{*f}]^T \) of (27) can be expressed as

\[
t^* = \left( Q^T Q \right)^{-1} Q^T b.
\]

(28)

Besides, we also preprocess the range measurements before positioning to further improve the positioning accuracy. Figure 4 shows a typical two-way ranging system. In fact, the UWB system can range in high frequency up to thousands of times per second. The positioning system does not always need that high data refresh rate. Therefore, we can average multiple measurements, which reduces the interference of random errors without introducing too much latency.

2.3. An Integrating Model of UWB and DR

The DR system consists of wheel-speed sensors. Each vehicle is equipped with four-wheel-speed sensors. According to the Ackerman steering principle, the instantaneous centers of four wheels coincide at point P, as shown in Figure 7. In the DR model, \( v_{fr}, v_{fl}, v_{rr}, \) and \( v_{rl} \) are the speeds of the wheels measured by wheel-speed sensors. To obtain the longitudinal velocity \( v_x \), lateral velocity \( v_y \), and yaw rate \( \omega \), (29) can be established.

\[
\begin{align*}
    v_{fr} &= \| v_x + \omega W_{fr}, v_y + \omega L_{fr} \|^T \\
    v_{fl} &= \| v_x - \omega W_{fl}, v_y + \omega L_{fl} \|^T \\
    v_{rr} &= \| v_x + \omega W_{rr}, v_y - \omega L_{rr} \|^T \\
    v_{rl} &= \| v_x - \omega W_{rr}, v_y - \omega L_{rr} \|^T
\end{align*}
\]

(29)

Equation (29) has a similar form as (11), so the proposed HOMO-LM algorithm in Section 2.1.2 is also suitable here.

After \( v_x, v_y, \) and \( \omega \) solved, the UWB/DR fusion model can be established based on the relative kinematic model shown in Figure 8.
Figure 7. The DR model based on four wheel-speed sensors and IMU.

Figure 8. The relative kinematic model.

Let $X_k$ denotes the state vector, which contains the relative position and orientation of vehicle 2 in the coordinate system of vehicle 1 $\begin{bmatrix} x_k^{(1)}, y_k^{(1)}, \phi_k^{(1)} \end{bmatrix}^T$, yaw rates $[\omega_{1k}, \omega_{2k}]$, and velocities $[v_{x1k}, v_{y1k}, v_{x2k}, v_{y2k}]^T$ of two vehicles. That is

$$X_k = \begin{bmatrix} x_k^{(1)}, y_k^{(1)}, \phi_k^{(1)}, \omega_{1k}, \omega_{2k}, v_{x1k}, v_{y1k}, v_{x2k}, v_{y2k} \end{bmatrix}^T.$$  \hfill (30)

The state at time $k$ can be predicted by function $f$ with reference to the state at time $k-1$. $\Delta t$ denotes the update interval. The state prediction equation can be expressed as

$$X_k = \begin{bmatrix} X' \cos(\omega_{1k-1}) + Y' \sin(\omega_{1k-1}) \\ -X' \sin(\omega_{1k-1}) + Y' \cos(\omega_{1k-1}) \\ \phi_k^{(1)} - \omega_{1k-1}\Delta t + \omega_{2k-1}\Delta t \\ \omega_{1k-1} + W_{\omega_1}\Delta t \\ \omega_{2k-1} + W_{\omega_2}\Delta t \\ v_{x1k-1} + W_{v_{x1}}\Delta t \\ v_{y1k-1} + W_{v_{y1}}\Delta t \\ v_{y2k-1} + W_{v_{y2}}\Delta t \\ v_{x2k-1} + W_{v_{x2}}\Delta t \end{bmatrix}.$$  \hfill (31)
where
\[
X' = x_{k-1} + v_{x_k} \cos \varphi_{k-1} \Delta t - v_{y_k} \sin \varphi_{k-1} \Delta t - v_{x_{k-1}} \Delta t, \\
Y' = y_{k-1} + v_{y_k} \sin \varphi_{k-1} \Delta t + v_{x_k} \cos \varphi_{k-1} \Delta t - v_{y_{k-1}} \Delta t, \\
\]
\[
W_{\omega_1}, W_{\omega_2}, W_{\omega_3}, W_{\omega_4}, \text{ and } W_{\omega_5} \text{ denote the noise in the prediction process.}
\]

Because all the state values can be measured directly or being calculated, the observation vector is
\[
Z_k = \begin{bmatrix}
Z_x^{(1)}, Z_y^{(1)}, Z_{\varphi}^{(1)}, Z_{\omega_1}, Z_{\omega_2}, Z_{\omega_3}, Z_{v_x}, Z_{v_y}, Z_{x_0}, Z_{y_0}, Z_{\theta_0}
\end{bmatrix}^T.
\] (32)

The observation equation can be expressed as
\[
z_k = IX_k
\] (33)

where \( I \) is an identity matrix.

Since the fusion system is nonlinear and the Jacobian matrix of the state prediction equation is complex, the unscented Kalman filter (UKF) [38,39] method has advantages in dealing with this kind of problem. The UKF model is not difficult to build based on (31) and (33), so the process will not be elaborated in this paper.

3. Simulations

As timing errors cannot be eliminated entirely, we create a virtual environment to validate the feasibility and necessity of the proposed HOMO-LM localization algorithm by simulation, regardless of the influence of clock errors and antenna delays. The driving scenario is established in the Driving Scenario Designer of MATLAB, as shown in Figure 9. The parameter setups of the two vehicles are shown in Tables 4 and 5, respectively. In the Driving Scenario Designer, the coordinates of the waypoints are selected randomly. The velocities of the vehicles can be updated only at the waypoints. The values of velocities are adjusted to avoid vehicle collisions during the simulation. The wait time means the duration that a vehicle stays at a waypoint. The sample interval of the system is set to 0.01 s.

![Figure 9](image_url) The virtual scenario in the Driving Scenario Designer. The blue cube represents vehicle 1. The red cube represents vehicle 2. The blue/red dots indicate the waypoints of the two vehicles defined in the Driving Scenario Designer.

The simulation results are shown in Figure 10. The proposed method significantly improves the longitudinal positioning accuracy, whether with or without the directed area constraint. As for the lateral positioning accuracy, it cannot be improved by the side length constraint alone. Besides, the directing accuracy is improved by the side length constraint in most cases, although some jumping points still exist. All abnormal orientation data is eliminated with the introduction of the directed area constrain.
We also conduct a simulation of the UWB/DR fusion system, with results shown in Figure 11. HOMO-LM represents the algorithm with both triangular side length and directed area constraint hereafter.

In comparison to Figure 10, the positioning accuracy is further improved by integrating DR. However, the accuracy improvement was limited after fusion using the traditional triangulation method, especially for longitudinal positioning accuracy. The RPO calculated by the HOMO-LM algorithm lead to apparent better fusion accuracy, especially for longitudi-
dinal positioning accuracy. Table 6 shows the quantitative comparison results. The root mean square error (RMSE) is recommended to indicate the positioning error. \( \rho \) represents the Euclidean distance from the measurement to the real position. \( \text{RMSE}_\rho \) represents the absolute positioning error, which is

\[
\text{RMSE}_\rho = \sqrt{\frac{\sum_{i=1}^{n} \left( (x_{\text{measure}} - x_{\text{real}})^2 + (y_{\text{measure}} - y_{\text{real}})^2 \right)}{n}}
\]

Figure 10. Simulation results for the proposed HOMO-LM method: (a) the relative longitudinal position; (b) the relative lateral position; (c) the relative orientation.

Figure 11. Simulation results of UWB and DR fusion: (a) Relative longitude position; (b) Relative lateral position; (c) Relative orientation.

Table 6. RMSE of position and orientation in simulation.

| Algorithm                        | \( \text{RMSE}_x \) (m) | \( \text{RMSE}_y \) (m) | \( \text{RMSE}_\rho \) (m) | \( \text{RMSE}_\rho \) (°) |
|----------------------------------|-------------------------|-------------------------|---------------------------|-----------------------------|
| UWB (Triangulation)             | 0.48                    | 0.50                    | 0.69                      | 32.83                       |
| UWB (HOMO-LM)                   | 0.08                    | 0.28                    | 0.29                      | 1.85                        |
| UWB (Triangulation) and DR      | 0.42                    | 0.21                    | 0.47                      | 2.97                        |
| UWB (HOMO-LM) and DR            | 0.02                    | 0.12                    | 0.12                      | 0.38                        |

Table 6 shows the same conclusion as Figure 11. The HOMO-LM algorithm provides noticeable better results and contributes to better fusion accuracy as well. The enhanced rate of the RPO accuracy can be computed as

\[
\text{Enhanced Rate} = \frac{\text{RMSE}_{\text{Classic Algorithm}} - \text{RMSE}_{\text{Proposed Algorithm}}}{\text{RMSE}_{\text{Classic Algorithm}}}
\]
In the pure UWB mode, the proposed HOMO-LM algorithm improved RPO accuracy by 83, 44, 58, and 94%, respectively, in the longitudinal position, lateral position, absolute position, and orientation. In the UWB/DR fusion mode, the proposed algorithm improved the fusion accuracy by 95, 43, 74, and 87%, respectively, in the longitudinal position, lateral position, absolute position, and orientation. The simulation results provided vital support to the proposed algorithm. Therefore, the improvement we made in the localization algorithm was necessary and feasible.

4. Experiments

According to the sources of UWB positioning error we discussed in Section 2, vehicle distance is the only factor that we did not consider in this paper because it is determined by real driving scenarios. Therefore, in this section, the experiments are designed under different vehicle distances. Simulations in Section 3 proved the immense superiority of the proposed HOMO-LM positioning algorithm to the traditional triangulation method. In the experiments, the traditional algorithm was abandoned and would not be verified repeatedly. Nevertheless, the actual timing error cannot be precisely simulated, so the effectiveness of the timing error self-correction method was validated in the experiments.

4.1. Experiment Environment and Equipment

The experimental area and driving routes are shown in Figure 12. Vehicles were driven through a similar route in different experiments but in different vehicle distances. The equipment installed on the vehicles is shown in Figure 13. Two vehicles were necessary, and three UWB modules were installed on top of each vehicle. A high-precision real-time kinematic (RTK)-GPS/INS, which has the positioning accuracy of 1–2 cm, was recognized as the actual reference. Experimental results are compared to the RTK-GPS/INS. A long-range radio (LoRa) antenna was used to receive differential signals from the RTK base station, which was installed in the testing ground.

4.2. Experiment Results

Limited by the size of the testing ground, the two vehicles needed to be closer when turning at corners to keep UWB modules in line of sight. The distance between the two vehicles could not be kept to a constant, so we only guaranteed the maximum vehicle distances during different experiments. The online data of UWB, DR, and RTK-GPS were recorded into the computer and processed in MATLAB/Simulink offline. Figures 14–19 show
the comparison results of the experiments at maximum vehicle distances of 17 m, 37 m, and 70 m. The quantified positioning deviation from the high precision RTK-GPS/INS is shown in Tables 7–9. Similar to simulations, the results of the experiments were also compared in two conditions, the pure UWB mode and UWB/DR fusion mode.

![Experimental equipment](image)

**Figure 13.** Experimental equipment.

![UWB localization data](image)

**Figure 14.** Comparison of UWB localization data with and without correction in the experiment with maximum vehicle distance of 17 m: (a) the relative longitudinal position; (b) the relative lateral position; (c) the relative orientation.

![Fusion localization](image)

**Figure 15.** Comparison of fusion localization with and without correction in the experiment with maximum vehicle distance of 17 m: (a) the relative longitudinal position; (b) the relative lateral position; (c) The relative orientation.
Figure 16. Comparison of UWB localization data with and without correction in the experiment with maximum vehicle distance of 37 m: (a) the relative longitudinal position; (b) the relative lateral position; (c) the relative orientation.

Figure 17. Comparison of fusion localization with and without correction in the experiment with maximum vehicle distance of 37 m: (a) the relative longitudinal position; (b) the relative lateral position; (c) the relative orientation.

Figure 18. Comparison of UWB localization data with and without correction in the experiment with maximum vehicle distance of 70 m: (a) the relative longitudinal position; (b) the relative lateral position; (c) the relative orientation.

4.3. Results Analysis

Figures 14, 16 and 18 show the comparison results in pure UWB mode. Significant migration exists compared to the real values. As for the orientation, the data was always jumping. For comparison, the results in the UWB/DR fusion mode, shown in Figures 15, 17 and 19, display that the data curves with and without correction are smoother than those in the pure UWB mode, but apparent migration still exists without correction. According to Tables 7–9, the effectiveness of the timing error self-correction method is very noticeable.
The accuracy of the corrected UWB is even better than that of the uncorrected UWB/DR fusion. In pure UWB mode, the RPO accuracy enhanced rates in the three experiments are computed and shown in Table 10, and that in UWB/DR fusion mode is shown Table 11. The RPO accuracy increased substantially either in the pure UWB mode or in the UWB/DR fusion mode. The RPO accuracy improvement with timing error correction was more noticeable in the fusion mode because the UKF eliminates part of the random errors but cannot dispose of system errors, i.e., timing errors, so the influence of timing errors appears more visible.

Figure 19. Comparison of fusion localization with and without correction in the experiment with maximum vehicle distance of 70 m: (a) the relative longitudinal position; (b) the relative lateral position; (c) the relative orientation.

### Table 7. RMSE of the experiment with the maximum distance of 17 m.

| Algorithm                  | RMSE$_x$ (m) | RMSE$_y$ (m) | RMSE$_\rho$ (m) | RMSE$_\phi$ ($^\circ$) |
|----------------------------|--------------|--------------|-----------------|-----------------------|
| UWB (Uncorrected)          | 0.17         | 0.40         | 0.43            | 4.80                  |
| UWB (Uncorrected) + DR     | 0.15         | 0.30         | 0.34            | 2.50                  |
| UWB (Corrected)            | 0.04         | 0.17         | 0.17            | 1.84                  |
| UWB (Corrected) + DR       | 0.04         | 0.13         | 0.14            | 0.66                  |

### Table 8. RMSE of RPO in the second experiment with the maximum distance of 37 m.

| Algorithm                  | RMSE$_x$ (m) | RMSE$_y$ (m) | RMSE$_\rho$ (m) | RMSE$_\phi$ ($^\circ$) |
|----------------------------|--------------|--------------|-----------------|-----------------------|
| UWB (Uncorrected)          | 0.25         | 0.63         | 0.68            | 11.64                 |
| UWB (Uncorrected) + DR     | 0.18         | 0.30         | 0.35            | 2.36                  |
| UWB (Corrected)            | 0.10         | 0.32         | 0.34            | 1.83                  |
| UWB (Corrected) + DR       | 0.05         | 0.16         | 0.17            | 0.49                  |

### Table 9. RMSE of RPO in the third experiment with the maximum distance of 70 m.

| Algorithm                  | RMSE$_x$ (m) | RMSE$_y$ (m) | RMSE$_\rho$ (m) | RMSE$_\phi$ ($^\circ$) |
|----------------------------|--------------|--------------|-----------------|-----------------------|
| UWB (Uncorrected)          | 0.38         | 1.11         | 1.17            | 10.26                 |
| UWB (Uncorrected) + DR     | 0.27         | 0.72         | 0.77            | 2.11                  |
| UWB (Corrected)            | 0.16         | 0.48         | 0.51            | 1.83                  |
| UWB (Corrected) + DR       | 0.08         | 0.22         | 0.23            | 0.45                  |

### Table 10. RPO accuracy enhanced rate in pure UWB mode in different experiments.

| Maximum Vehicle Distance   | $x$  | $y$  | $\rho$ | $\phi$ |
|----------------------------|------|------|--------|--------|
| 17 m                       | 76%  | 58%  | 60%    | 62%    |
| 37 m                       | 60%  | 49%  | 50%    | 84%    |
| 70 m                       | 58%  | 57%  | 56%    | 82%    |
Table 11. RPO accuracy enhanced rate in UWB/DR fusion mode in different experiments.

| Maximum Vehicle Distance | ρ   | ϕ   |
|--------------------------|-----|-----|
| 17 m                     | 59% | 74% |
| 37 m                     | 51% | 79% |
| 70 m                     | 70% | 79% |

As shown in Tables 7–9, the positioning accuracy decreases with the increase of vehicle distance. However, even in the third experiment with the maximum vehicle distance of 70 m, the calibrated system using the proposed algorithm provided a positioning error of 0.48 m RMSE in the lateral position and 0.2 m RMSE in the longitudinal position. Besides, the relative orientation error was always within 1.85° in all three experiments. It is a significant improvement under the condition that UWB anchors were installed in such a limited space, and the positioning target was so far away. In addition, with the integration of DR, the RPO error decreased to 0.08 m RMSE, 0.22 m RMSE, and 0.45° RMSE, respectively.

5. Conclusions

In this paper, a relative planar localization system with enhanced precision is proposed. We firstly analyze the UWB positioning error sources and confirm that the influencing factors consist of the positioning algorithm, timing errors, and the vehicle distance. Then, a HOMO-LM optimal positioning algorithm is proposed with the triangular side length and directed area constraints, and a UWB timing error calibration method is presented to correct the clock error and antenna delay. Furthermore, a UWB/DR fusion model is established to extend the application scope of the proposed system and evaluate the contribution of the proposed system to integrated positioning accuracy. Finally, simulations and experiments are conducted to validate our work. The main conclusions are as follows:

1. The proposed HOMO-LM method significantly improves the localization precision comparing to the traditional triangulation method. As expected, the side length constraint ensures the positioning accuracy, and the directed area constraint guarantees the stability of the relative orientation. According to the simulation results, in the pure UWB mode, the proposed HOMO-LM algorithm improves RPO accuracy by 87, 44, 58, and 94%, respectively, in the longitudinal position, lateral position, absolute position, and orientation. As for the UWB/DR fusion mode, the proposed algorithm improves the fusion accuracy by 95, 43, 74, and 87%, respectively, in the longitudinal position, lateral position, absolute position, and orientation.

2. The proposed timing error calibration method improves the positioning accuracy significantly. Experimental results show that in the pure UWB mode, the RPO accuracy with timing error correction improves by at least 58, 49, 50, and 62%, respectively, in the longitudinal position, lateral position, absolute position, and orientation. In the UWB/DR fusion mode, the enhanced rate is 70, 47, 50, and 74%, respectively.

3. With the improved algorithm and corrected sensors, even in the third experiment under the maximum vehicle distance at 70 m, our system provided the RPO error within 0.16 m RMSE, 0.48 m RMSE, 0.51 m RMSE, and 1.85° RMSE in the longitudinal position, lateral position, absolute position, and orientation, respectively. Integrated with DR, the RPO error even decreased to 0.08 m RMSE, 0.22 m RMSE, 0.23 m RMSE, and 0.45° RMSE.
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