Visualizing Collective Idea Generation and Innovation Processes in Social Networks
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Abstract—Collective idea generation and innovation processes are complex and dynamic, involving a large amount of qualitative narrative information that is difficult to monitor, analyze, and visualize using traditional methods. In this study, we developed three new visualization methods for collective idea generation and innovation processes and applied them to data from online social network experiments. The first visualization is the Idea Cloud, which helps monitor collective idea posting activity and intuitively tracks idea clustering and transition. The second visualization is the Idea Geography, which helps understand how the idea space and its utility landscape are structured and how collaboration was performed in that space. The third visualization is the Idea Network, which connects idea dynamics with the social structure of the people who generated them, displaying how social influence among neighbors may have affected collaborative activities and where innovative ideas arose and spread in the social network.

Index Terms—Collaboration, collective idea generation and innovation, collective performance, exploration and exploitation, idea cloud, idea embedding, idea generation, idea geography, idea network, social networks.

I. INTRODUCTION

ORGANIZATIONS are increasingly relying on collectives: groups of individuals which share expertise and take collaborative actions [1]–[4]. In such collectives, multiple people work together interdependently to achieve a greater goal than would be possible for individuals to accomplish alone [5]–[8]. Sharing of expertise among collective members with diverse backgrounds and behaviors is recognized as an important factor in collective effectiveness [9]–[12]. Accordingly, there is an increasing need for researchers to better understand the role that collaboration plays in collective design outcomes [13]–[15]. However, it is difficult to investigate the collective collaboration process in depth for several reasons [16], [17]. First, a collective is a higher level entity that can be composed of groups of groups, teams of teams, departments, or even organizations [18]; larger size and more complicated connections make investigation of a collective much harder than regular groups or teams [19]. Second, collective collaboration is generally a large-scale search and design processes typically involving heterogeneous individuals with diverse knowledge, expertise, and behaviors: a large number of variables could conceivably influence design outcomes [20]. Third, such collaborative tasks are usually knotty and open-ended with no simple solutions immediately available to anyone in the collective [19]. Consequently, the ideas produced by individuals in the collective are diverse and changing over time, making the collaboration process difficult to monitor. Furthermore, collective collaboration is a dynamic process that can take place over several days, weeks, months, or even years [22]–[24].

Another difficulty in examining how collaboration impacts collective outcomes is in how to acquire measurements with which to evaluate performance at multiple levels. Earlier human-subject studies typically evaluated performance only at one level using straightforward metrics such as the number of ideas generated [25], speaking time [26], performance scores [27], and win rates [28]. However, in most real-world scenarios, performance needs to be evaluated using multilevel measurements which examine the performance at both the individual and collective levels [29]–[31]. For example, when evaluating group work, people are not only concerned with what the whole group achieves but also with which group members made (or did not make) significant contributions [32].

When individuals of a collective come together to collaborate for problem solving, they often begin with a process of idea diversification, coming up with as many potential solutions as possible [33]. After that, the collective needs to narrow down the ideas to achieve convergence and obtain the best or most innovative solution [34], [35]. This process can be called collective idea generation and innovation. Many existing studies on collective idea generation and innovation attempt to detect idea divergence and convergence as a way of better understanding critical collective collaboration processes [36]; other studies focus on capturing the emergence of innovations [37]. Innovation is increasingly recognized as the leading goal of collective collaborative design, yet it is usually difficult to detect and track [38]. Furthermore, innovation is typically treated as a final achievement in a collective collaboration process, but it actually can occur at any time during the process [39]. Thus, it is essential to develop a way to detect
novel ideas or solutions at any time during a collaboration and to identify which individual produced the innovative idea [37]. Finally, all of the divergence, convergence, and innovation processes include generating and selecting ideas. One of the most difficult problems in studying collective idea generation and innovation is that the ideas acquired from the records of an experiment are mostly written in a natural language which is difficult for a computer to understand and analyze using traditional quantitative analysis methods [40], [41]. In sum, collective collaboration processes are complex and dynamic, involving a large amount of qualitative narrative information that is difficult to monitor and analyze using traditional methods.

Visualization has been adopted as an effective way to obtain insights from complex, dynamic, and narrative data [42]–[44]. To learn about people’s behaviors from social data, one needs to have a proper way to identify and analyze the dynamic information diffusion process. Efforts have been made to visualize social media data from multiple perspectives. For example, Marcus et al. [45] designed a timeline-based plot to display the dynamic behavior and interactions among Twitter users. Similarly, Dörk et al. [46] presented a timeline visualization to visualize a continuously updating information stream using Twitter online discussions.

Another aspect of research relates to social data visualization involving textual data and sentiment analysis using visual analytics [47], [48]. Zhang et al. [49] examined and extended a sentiment visualization method to visualize the opinion distributions of different Twitter groups. Liu et al. [50] designed a sedimentation-based visualization to enable the interactive analysis of streaming text data and their corresponding topical evolution. To sum up, visualization presents data and analysis results intuitively and consequently supports data interpretation and results validation. Moreover, successful visualizations enable users to obtain meaningful and high-level information from an overview as well as to ascertain the details of each data point.

In this study, we present three new visualization methods along with an online social network experiment as an example to demonstrate the functionality of these methods. The experiment provided a concrete scenario in which the key issues and challenges involved in collective activity and performance visualization can be considered and demonstrated. With the help of proposed visualization methods, users can monitor the collective idea generation activity and track idea clustering, transition, and innovation intuitively. The methods can also visualize narrative ideas with how the idea space is structured and how the collective collaboration performed in that space. Moreover, with the visualizations that connects idea dynamics with social structure of people who generated them, users can observe how social influence among neighbors may have affected collaborative activities and detect where innovative ideas arose and spread in the social network.

The potential users of these methods can be class instructors, project investigators, group managers, and organization consultants who employ the visualizations to accurately and efficiently evaluate individual/group performance and outcomes on a collaboration project. These methods can also help group managers or project designers to better understand the collective dynamics and thus appropriately adjust various collaboration parameters to further improve idea generation and innovation.

II. ONLINE SOCIAL EXPERIMENT

We demonstrated how the proposed visualization methods can be applied to collective idea generation and innovation processes using the data obtained from an online social network experiment we conducted. In this experiment, participants were requested to develop a timeline of any product following the format of the examples given in the task description (Table I). All the communication and collaboration among the participants took place on a custom-built online social media-like platform we built in-house using Python and Flask and hosted in our laboratory’s web server [21]. In this task, all the ideas generated by the participants were open-ended free-form narratives. The participants in this experiment were undergraduate/graduate students at a mid-size U.S. public university who were majoring in various disciplines, including Management (e.g., Accounting, Management Information Systems, Marketing), Engineering (e.g., Industrial and Systems Engineering, Systems Science), and other disciplines (e.g., Psychology, Actuarial Science, and Mathematical Sciences). They were assigned to collectives with 25–26 members each, connected in a predetermined topology of a ring-shaped regular network in which each node had four neighbors [51]. These network connections did not change during each experiment. Each collective had diverse individuals with multiple academic backgrounds.

One online experimental session was two weeks long, during which participants were requested to log in to the experimental platform using anonymized usernames. Participants were requested to spend at least 15 min each weekday working on the assigned collective design task through collaboration with their anonymous social neighbors on the online platform: posting novel or modified ideas to the platform and discussing by reading, liking, and commenting on ideas posted by their neighbors. By utilizing their neighbors’ ideas and

| Design Task: Presented below are two examples of the developmental timeline of products: |
| --- |
| Example 1: Personal communication device
Telegraph → landline → mobile phone → smartphone → ?? |
| Example 2: Calculator
Abacus → mechanical calculator → electronic calculator → ?? |

In a similar way, you are to predict/design a future state for another product. Please describe which product will undergo what kind of technological transition (include only one transition in your idea).

This is a group activity, so you should collaborate with others by liking and commenting on other ideas shown below.
responses/comments received from them, participants were expected to continuously elaborate and improve their idea quality over time. After the two-week session was over, participants received a final reminder email which asked them to complete an end-of-session survey form within one week. This survey asked participants to provide three final ideas they thought were the best among the posted ideas available on the platform. These final ideas were later evaluated by third-party experts who had expertise in product design and did not participate in the experiment or know any information about our experimental design or protocol. These evaluation results were used to quantitatively assess the quality of the final ideas developed by each collective.

The experimental settings simulated, to a limited extent, a real-world collective idea generation and innovation process. A collective in our experiment was large and involved people with diverse knowledge, expertise, backgrounds, and behaviors. Like a typical real-world collective collaboration process, the duration of this experiment was relatively long. Additionally, the design task used in this experiment was open-ended and challenging for participants, stimulating them to display exploration and exploitation behaviors, and making the collaboration process more complex. Participants’ ideas changed over time, and the discussion record contained a large amount of qualitative narrative information which would be difficult to analyze using traditional methods.

The three new visualization methods proposed in this article are developed to address the difficulties mentioned above. These methods also allow for evaluating performance of the whole collective as well as that of each individual member.

III. DATA PREPROCESSING

Using the data obtained from the experiment described in Section II, here we describe how the three visualizations are developed, and also identify issues that need to be considered when users develop visualizations using their own data.

For our three visualization methods, some data preprocessing is needed. As mentioned earlier, the idea data acquired from the experiment were mostly in free-form text format. Therefore, we preprocess the text data using a semantic embedding algorithm to convert them into numerical representations. We call this step idea embedding. There are many semantic embedding algorithms, such as bag of words (BOWs) [52], Latent Dirichlet Allocation (LDA) [53], word2vec [54], and doc2vec [55]; we used doc2vec in this study. Doc2vec, an adaptation of word2vec, is an unsupervised machine learning algorithm that can generate numerical vectors as a representation of sentences, paragraphs, or documents. Compared to other algorithms, doc2vec can provide a better text representation with a lower prediction error rate because it can recognize the word ordering and semantics which are not addressed by other algorithms [56].

In our experiment, all daily ideas posted on the experimental platform and all final ideas submitted in the end-of-session form were converted to numerical vectors using a single doc2vec model. We set the dimension of output vectors to 400 to allow the numerical vectors to represent as much information from the original idea as possible. However, many of the 400 dimensions in the vectors obtained with doc2vec were undoubtedly correlated with each other, making the dataset highly redundant. Therefore, we applied principal component analysis (PCA) to the set of idea vectors for each experimental session to reduce dimensionality [57]. We captured 58.52% and 30.21% of the data variance, respectively, with the first and the second principal components (PCs). Thus, the first two PCs, PC1 and PC2, were used to represent the idea vectors for the visualizations proposed in this article.

The data variance of the first two PCs is very important in deciding whether visualizations using those two dimensions are meaningful and useful. As mentioned earlier, PC1 and PC2 captured 58.52% and 30.21% of the total data variances in our example, respectively. This means nearly 90% of the total data variance was explained by the first two PCs. When people use our visualization methods, they should also check how much data variance is captured in PC1 and PC2 and if these values are reasonably high according to their data quality and other requirements of their own. Moreover, there are many other dimensionality reduction algorithms, such as multidimensional scaling (MDS) [58] and t-distributed stochastic neighbor embedding (t-SNE) [59], which might be more effective (and our proposed visualization methods work with any of them). People can try multiple dimensionality reduction algorithms to obtain the best visualization outcome which can convey more information about the idea features and their relationships.

IV. VISUALIZATION METHODS AND EXAMPLES

Fig. 1 shows the workflow of how the proposed visualizations are developed. First, the collection of ideas generated from the whole duration of the experiment was used to build a doc2vec model that converted the ideas to 400-D numerical vectors. Like in any other unsupervised machine learning algorithms, one should ensure that the data size is large enough to build a reliable doc2vec model. In our example, we had about 350 ideas (free-form narratives) as the input to build the doc2vec model.

After the numeric idea vectors were obtained using the doc2vec model, PCA was performed on these vectors to obtain PC1 and PC2 values, which were used to plot an Idea Cloud. The 2-D problem space of an Idea Cloud provided the basis to construct an Idea Geography. Meanwhile, with the social network structure, the PC1 values were also used to build an Idea Network.

A. Idea Cloud

The first visualization method, which we call an “Idea Cloud,” is a straightforward scatter plot of idea distributions as a point cloud in a 2-D space made of the first two PCs (PC1 and PC2). A scatter plot is a widely used visualization method for multiple purposes because of their relative simplicity, familiarity with users, and high visual clarity [60]–[62]. For example, the Idea Cloud in Fig. 2(a) was made using PCA. The 2-D PC space offers an efficient, intuitive way to monitor the locations of ideas and thereby check which ideas are relatively similar to or different from each other.
To check the validity of the dimensionality reduction method used in our visualization methods, we randomly selected ten ideas (three about audio devices, three about transportation, two about music players, and two about cameras) and obtained their locations in Fig. 2 (Table II). We find that similar ideas in the same category (highlighted in the same color) are also located closely in the PCA-based space and unsimilar ideas are generally distant from each other. This implies that PCA had a good performance in representing semantic distances in the 2-D visualization space in our example. We will therefore use PCA for dimensionality reduction and visualization in the rest of the article. Meanwhile, other dimensionality reduction methods may be used instead, such as t-SNE [shown in Fig. 2(b)] that recovers local semantic distances well.

Like some previous research that analyze social media data using a 2-D map [63], [64], the Idea Cloud can be used as a basic spatial map of ideas as shown in Fig. 3(a). Like a geographic map showing object locations, the Idea Cloud can display the idea point location in the idea space in a simple and visual way. For example, we can identify ideas which are located near, or far away from, the center of the idea cluster in the Idea Cloud, which may represent mainstream or unique ideas, respectively.

The Idea Cloud visualization method can also help us monitor how many key topics exist in the collective discussion. In the example shown in Fig. 3(b), a $k$-mean clustering algorithm was performed to the first two PCs, and the

| No. | Idea Feature | Coordinates in (a) | Coordinates in (b) |
|-----|--------------|--------------------|--------------------|
| 1   | Wired earbuds | 0.7284, 0.3546     | 0.2009, 0.3534     |
| 2   | Wireless earbuds | 0.3546, 0.2009   | 0.3534, 0.2009     |
| 3   | Headphones with wires | 0.2009, 0.3534  | 0.3534, 0.2009     |
| 4   | Horse and Buggy | 0.3546, 0.2009    | 0.3534, 0.2009     |
| 5   | Horse and Buggy | 0.3546, 0.2009    | 0.3534, 0.2009     |
| 6   | Horse and Buggy | 0.3546, 0.2009    | 0.3534, 0.2009     |
| 7   | Horse and Buggy | 0.3546, 0.2009    | 0.3534, 0.2009     |
| 8   | Horse and Buggy | 0.3546, 0.2009    | 0.3534, 0.2009     |
| 9   | Horse and Buggy | 0.3546, 0.2009    | 0.3534, 0.2009     |
| 10  | Horse and Buggy | 0.3546, 0.2009    | 0.3534, 0.2009     |

*Fig. 1. Overview of the workflow of proposed visualization methods. See text for details.*

*Fig. 2. Idea cloud examples. (a) Using PCA and (b) using t-SNE. Note: sample ideas in Table II were labeled in this figure.*

*TABLE II SAMPLE IDEAS AND IDEA LOCATIONS SHOWN IN FIG. 2*
optimal number of clusters \((k)\) was determined using the elbow method [65]. The idea points that belong to different clusters in Idea Cloud are visualized using different colors so one can see which ideas belong to which topic. We listed two randomly selected ideas for each cluster in Table III to show characteristic idea features in each cluster.

The Idea Cloud can be used to visually detect unique, potentially innovative ideas. For example, Fig. 4 compares the Idea Clouds of the same collective for two consecutive days, in which one can notice a new idea appeared on Day 2 [highlighted in red in Fig. 4(b)] in the area that was not explored on Day 1. This allows users to further inspect the original idea represented by this red dot to evaluate the innovativeness of this idea.

Idea Clouds are also useful for comparison of collective performance across multiple collectives. For example, Fig. 5 shows Idea Clouds of final designs submitted by two collectives under different experimental conditions. We see that Collective 1 [Fig. 5(a)] generated a broader idea distribution than Collective 2 [Fig. 5(b)], which implies that Collective 1 may have produced more diverse ideas than Collective 2. Meanwhile, the average Euclidean distance between ideas (Avg_dis) for each Collective is presented in each plot that provides quantitative evidence for the idea diversity. Such a collective-level observation can help us better understand the relationships between conditions of collectives and their collective performance.

Idea Cloud can also be used to track an individual’s idea generation process over time, like GPS-based “run tracker” apps that are popular among runners who want to keep track of their running activities. Idea Cloud can track and visualize the sequence of ideas generated by one participant from the beginning to the end of an experimental session, with which one can evaluate the participant’s exploration activities. For example, Fig. 6 shows such idea tracking results for two individual participants, where we can see that Participant #3 [Fig. 6(a)] had a longer “running” distance than Participant #13 [Fig. 6(b)], indicating that Participant #3 was more likely to have had a greater ability to explore new ideas and produce diverse ideas. The total distance recorded for each of them is also shown in the figure.

Moreover, by adding a third dimension for time, Idea Clouds can visualize temporal dynamics of collective idea generation. By combining multiple Idea Cloud plots along a time axis, we can intuitively trace how the idea distribution transitioned over time. Fig. 7 shows an example in which the Idea Clouds from. In this example, we can see that the idea distribution in
Fig. 7. Time-series of idea clouds.

Day 1 had a broader distribution, which means on the first day, participants produced more diverse ideas at the beginning of the session. On Day 2, the idea distribution became a little concentrated, meaning that the participants began to show some idea convergence due to the one-day information sharing and learning. Day 3 and Day 4 showed similar divergence and convergence patterns, and after Day 4, the idea distribution kept concentrated near the center until the end of the session. This kind of temporal visualization of idea distributions helps the experiment designer or group manager to better understand collective dynamics and thus determine various collaboration parameters, such as the appropriate length of a session.

B. Idea Geography

The second visualization method is what we call “Idea Geography.” In an Idea Geography plot, the utility score which is represented by the mean value of evaluation score is used as elevation to construct utility terrains on the base of a 2-D Idea Cloud. Fig. 8 shows an example of Idea Geography, in which one can see mountains and valleys. The mountain areas represent regions populated by ideas with high evaluation scores, and on the contrary, the valley areas are populated by ideas with low evaluation scores.

Idea Geography can be useful to visualize and identify the location(s) of ideas which have the highest quality. For example, in Fig. 8, the region with points “a” and “b” are easily identifiable as the “best idea” area. These two ideas described production timelines of headphones and earbuds, which were evaluated as the best final ideas of this collective.

Fig. 8. Idea geography. Note: a and b represent two peaks in the idea geography.

Idea Geography can be used to compare the performance between multiple collectives. From the Idea Geography plots shown in Fig. 9, we can see that in Collective 2 [Fig. 9(b)] there is a clearly identifiable utility mountain area (to the left in the plot) where most of the submitted high quality final designs were concentrated. In contrast, Collective 1 [Fig. 9(a)] has a very small mountain area (to the right in the plot). This observation suggests that Collective 2 may have had greater ability to find the high utility area through the two-week idea exploration and exploitation period than Collective 1.

Like Idea Cloud, Idea Geography can be used to evaluate not only the whole collective’s performance but also an individual’s performance as well. For example, in our experiment, participants were asked to submit three final designs. The idea points of final designs submitted by each participant can be marked in their collective’s Idea Geography space with PC1, PC2, and utility value of these ideas. For example, in Fig. 10, we can see that Participant #4 made one final design which had the highest score, but the scores of the other two ideas were low. In comparison, Participant #21 may have had a better idea selection ability because, even though he/she did not make the best idea, Participant #21’s idea scores were consistently high. Thus, Idea Geography can help us evaluate an individual participant’s overall performance in the idea space.

Fig. 9. Idea geography of collectives. (a) Idea geography of Collective 1. (b) Idea geography of Collective 2.

Fig. 10. Idea geography: individual participants evaluation.

The previous examples of Idea Geography used the evaluation scores of ideas for terrain elevation. We can also use elevation to represent other measurements according to what we need to examine. For example, Fig. 11 used the length of an idea as the elevation to estimate which ideas described a greater number of steps of future states of technological products. Comparing this Idea Geography with previous one in Fig. 8, we can find that the idea utility mountain area locates extremely close to the length of idea mountain area,
which suggests that the longer, more elaborated ideas tended to receive higher evaluation scores.

C. Idea Network

The third visualization method we propose is the “Idea Network.” The Idea Network is a 3-D visualization constructed on a network based on traditional network layout which was made of human nodes and social connection links among them [66], [67]. In our experiment, the underlying social network was a spatially clustered regular network with node degree 4. More specifically, the participants were arranged in a shape of a ring, and each of them was connected to four nearest neighbors (two to the right and two to the left). Fig. 12 shows an example of an Idea Network. If a participant (a human node) submits an idea, an idea node appears above the human node. The height of the placement of the newly generated idea node is determined by the value of its first PC (PC1). The idea nodes are also connected to other idea nodes in the social neighborhood, following the topology of the social network. The shade of an idea node becomes less saturated as it becomes older to visualize the recency of ideas generated.

An Idea Network can be animated over time, connecting idea dynamics with the social structure of people who generated them and thus helping to observe how social influence among neighbors may have affected collaborative activities (an animation video can be found from link: http://shorturl.at/lBJ36). Users can easily rotate and zoomed-in view/out this interactive visualization to inspect details according to their specific needs. Such dynamic animations can offer an intuitive visualization of the idea spreading process in a social network.

Like the Idea Cloud that can detect the emergence of innovative ideas, the Idea Network can further show us where the innovative ideas arise. Fig. 13 shows an example. The yellow point which represents an idea submitted by Participant #26 had its PC1 value very different from that of the other ideas, indicating that Participant #26 produced a highly unique, potentially innovative idea. This helps capture the location of the innovation and detect which people are more innovative during collective collaboration.

The Idea Network can also evaluate an individual’s idea exploration. We previously showed that the “run tracker” function of the Idea Cloud (Fig. 6) captured that Participant #3 had a high ability to produce diverse ideas. The Idea Network can provide the same answer in a social context. Fig. 14 shows that the ideas submitted by Participant #3 ranged widely in terms of the ideas’ PC1 values, in stark contrast to the behaviors of her neighbors. This indicates that Participant #3’s diverse ideas were not borrowed from his/her social neighborhood but were truly generated by Participant #3 as unique contributions to the collective collaboration. Besides, previous literatures indicated that people who speak a lot during the collective discussion...
may emerge as a leader [26], [68]. Therefore, this visualization may also help for detecting the emergence of leaders.

The last example of the use of Idea Network is evaluating collective-level efficiency. Fig. 15 presents an example. If we simply count the total number of ideas generated, we can see that Collective 2 generated more ideas than Collective 1. However, Fig. 15 also shows that, in Collective 2, there were several participants who made little to no contribution to idea generation (marked in red squares): most ideas were produced by a certain subset of people. Meanwhile, in Collective 1, almost every participant made contributions to the design and innovation process. This gives us an indication that Collective 2 might not be an efficient collective and it may be desirable to reorganize it or replace those noncontributing participants.

V. Conclusion

In this article, we proposed three methods for visualizing collective idea generation and innovation processes: Idea Cloud, Idea Geography, and Idea Network. The applications using our online experimental data represent a use case that exemplifies the benefits of these methods. In this use case, these visualizations provide easy, clear, and efficient ways to monitor and analyze collective activities and performance in the idea generation and innovation process. We expect these methods to be useful for studying complex collective collaboration processes which involve large-size collectives, open-ended tasks, and long durations.

The possible benefits of each of the proposed methods can be summarized as follows. The Idea Cloud can help an organization manager, or a collective member monitor collective activity and performance by tracking idea locations and the dynamic transitions of idea distributions over time during the whole collaboration process. Idea Clouds can also help detect clusters of key topics, detect the appearance of innovative ideas during discussion, and evaluate each individual participant’s idea exploration ability. Idea Geography helps understand how the whole idea space is structured with regard to the ideas’ utility values (or any other metrics of interest) and how the collective collaboration performed in the idea space; it can show the location(s) of the best ideas and help evaluate collective and individual participants’ performance. Idea Networks are useful in visualizing idea dynamics in a social context, showing how social influence affects collaboration activity, and revealing where innovative ideas arise and how they spread in the network. Additionally, Idea Networks can provide information about each individual participant’s contributions. These visualization methods offer many possible applications to researchers or human factors engineers in assessing collective performance over time, training interventions, and design features.

The three visualization methods excel at processing larger amount of ideas: in our case, hundreds to thousands of ideas generated by a collective in one experimental session. However, for a smaller number of ideas or small group idea generation analyses, limitations exist due to smaller sample size. To maintain the accuracy of idea vector prediction, the doc2vec algorithm typically needs a considerable amount of data. Additionally, all three visualization methods require enough data points to present a pattern of idea distribution or transition. A visualization method that can work well with both small and large datasets would be an important future development. Another limitation of the proposed visualization methods is that only when an experimental session is completed can we apply the methods to acquire the idea generation and innovation conditions for that session. Thus, it is very difficult for conducting periodic assessment during collaboration process, which is essential for incremental and adaptive adjustment for better collective configuration and performance. One worthy future work is to develop advanced Idea Cloud, Idea Geography, and Idea Network which can provide intermediate visualizations in the middle of a session, with which one can periodically check the collective collaboration progress and make appropriate adjustments as needed.
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