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Abstract
On modern supercomputers, asynchronous many task systems are emerging to address the new architecture of computational nodes. Through this shift of increasing cores per node, a new programming model with focus on handling of the fine-grain parallelism with increasing amount of cores per computational node is needed. Asynchronous Many Task (AMT) run time systems represent a paradigm for addressing the fine-grain parallelism. They handle the increasing amount of threads per node and concurrency. HPX, a open source C++ standard library for parallelism and concurrency, is one AMT which is conforming to the C++ standard. Motivated by the impressive performance of asynchronous task-based parallelism through HPX to N-body problem and astrophysics simulation, in this work, we consider its application to the Peridynamics theory. Peridynamics is a non-local generalization of continuum mechanics tailored to address discontinuous displacement fields arising in fracture mechanics. Peridynamics requires considerable computing resources, owing to its non-local nature of formulation, offering a scope for improved computing performance via asynchronous task-based parallelism. Our results show that HPX-based peridynamic computation is scalable, and the scalability is in agreement with the theory. In addition to the scalability, we also show the validation results and the mesh convergence results. For the validation, we consider implicit time integration and compare the result with the classical continuum mechanics (CCM) (peridynamics under small deformation should give similar results as CCM). For the mesh convergence, we consider explicit time integration and show that the results are in agreement with theoretical claims in previous works.
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1 Introduction
Modern supercomputers’ many core architectures, like field-programmable gate arrays (FPGAs) and Intel Knights Landing, provide more threads per computational node as before [45, 53]. Through this shift of increasing cores per node, a new programming model with the focus on handling of the fine-grain parallelism with increasing amount of cores per computational node is needed.

Asynchronous Many Task (AMT) [56] run time systems represent an emerging paradigm for addressing the fine-grain parallelism since they handle the increasing amount of threads per node and concurrency [43]. Existing task-based programming models can be classified into three classes: (1) Library solutions, e.g., StarPU [1], Intel TBB [42], Argobots [48], Qthreads [59], Kokkos [13], and HPX [25] (2) language extensions, e.g., Intel Cilk Plus [3] and OpenMP
Most of the task-based libraries are based on C or C++ programming language. The C++ 11 programming language standard laid the foundation for concurrency by introducing futures, that have shown to support the concept of futurization to enable a task-based parallelism [54]. In addition, the support for parallel execution with the so-called parallel algorithms were introduced in the C++ 17 standard [55].

HPX is an open source asynchronous many task runtime system that focuses on high performance computing [25]. HPX provides wait-free asynchronous execution and futurization for synchronization. It also features parallel execution policies utilizing a task scheduler, which enables a fine-grained load balancing parallelization and synchronization due to work stealing. HPX's application programming interface (API) is in strict adherence to the C++ 11 [54] and C++ 17 standard API definitions [55]. For example for the concept of futurization the `std::future` can be replaced by `hpx:future` without breaking the API.

The HPX library was recently utilized to parallelize a N-Body code using the asynchronous task-based implementation and was compared against non-AMT implementations [16, 28]. In many cases, the HPX implementation outperformed the MPI/OpenMP implementation. The HPX library has been utilized in an astrophysics application describing the time evolution of a rotating star. Test run on a Xeon Phi resulted in a speedup by factor of two with respect to a 24-core Skylake SP platform [40]. On the NERSC’s Cori supercomputer, the simulation of the Merger of two stars could achieve 96.8% parallel efficiency on 648,280 Intel Knight’s landing cores [17] and 68.1% parallel efficiency on 2048 cores [7] of Swiss National Supercomputing Centre’s Piz Daint supercomputer. In addition, a speedup up to 2.8x was shown on full system run on Piz Daint by replacing the Message Passing Interface (MPI) with libfabric [15] for communication. Motivated by the acceleration seen for these problems, we consider the application of HPX to peridynamics theory.

Peridynamics is a non-local generalization of continuum mechanics, tailored to address discontinuous displacement fields that arise in fracture mechanics [12, 20]. Several peridynamics implementations utilizing the EMU nodal discretization [39] are available. Peridigm [38] and PDLammps [39] rely on the widely used MPI for the inter-node parallelization. Other approaches rely on acceleration cards, like OpenCL [36] and CUDA [9], for parallelization. These single device GPU approaches, however, cannot deal with large node clouds due to current hardware memory limitations on GPUs.

In peridynamics, each point in domain interacts with neighboring points within specified non-local length scale \( \delta \) referred to as horizon. In numerical discretization, the mesh size is typically much smaller than the horizon, meaning that the mesh nodes, in addition to depending on the adjacent nodes of common finite element, depends on the mesh nodes within distance \( \delta \) (horizon). This non-local nature of calculation makes the peridynamics-based simulation slow as compared to the local formulation such as linear elastodynamics. To reduce the computational burden, several versions of local to non-local coupling methods, in which the non-local calculations are restricted to smaller portions of domain and elsewhere local calculations arising from elastodynamics formulation, have been proposed [8]. While these methods reduce the cost considerably, the problem of efficient compute resource utilization for non-local calculations remains.

This work presents two peridynamics models discretized with the EMU nodal discretization making use of the features of AMT within HPX. We show in this work how to take advantage of the fine-grain parallelism arising on modern supercomputers. In addition, the speed-up \( S \) and the parallel efficiency \( E \) are shown in Figs. 17 and 18. The implementation is validated against results from classical continuum mechanics and numerical analysis to show that the novel task-based implementation is correct.

The paper is structured as follows. Section 2 briefly introduces HPX and associated key concepts utilized in the asynchronous task-based implementation. Section 3 reviews peridynamics models, and the EMU-ND discretization. Section 4 describes the proposed modular design and the implementation using HPX. Section 5 presents the validation and the mesh convergence results. The actual computational time for the HPX peridynamics implementation is benchmarked against the theoretical computation time in Sect. 6. Section 7 concludes this work.

2 HPX—an open source C++ standard library for parallelism and concurrency

The HPX library [25] is a C++ standard compliant Asynchronous Many Task (AMT) run time system tailored for high performance computing (HPC) applications. Figure 1 shows the three components provided by HPX. First is the thread manager [26], which provides a high-level API for the task-based programming and deals with the light-weight user level threads. Second is the Active Global Address Space (AGAS) [26], which provides the global identifiers to hide the explicit message passing. So the access of a remote or local object is unified. Third is the parcel...
For communication between computational nodes in the cluster, which provides calls to remote computational nodes in a C++ fashion. The communication between the nodes is realized either by the transmission control protocol (tcp) or the message passing interface (MPI). For more implementation details about these components, we refer to [25] and for a general overview we refer to [56].

HPX provides well-known concepts such as data flow, futurization, and Continuation Passing Style (CPS), as well as new and unique overarching concepts. The combination of these concepts results in a unique model. The concept of futurization and parallel for loops, which are used to synchronize and parallelize, is recalled here.

### 2.1 Futurization

An important concept for synchronization provided by HPX is futurization. The API provides an asynchronous return type \texttt{hpx::lcos::future<T)}. This return type, a so-called future, is based on templates and hides the function call return type. The difference here is that the called function immediately returns, even if the return value is not computed. The return value of a future is accessible through the \texttt{get()} Operator that is an synchronous call and waits until the return type is computed. The standard-conforming API functions \texttt{hpx::wait_all}, \texttt{hpx::wait_any}, and \texttt{hpx::lcos::future<T>::then} are available for combining futures and generate parallel executions graphs [27].

A typical example dependency graph is shown in Fig. 2. On the figure, \( H \) depends asynchronously on \( P \) and \( X \). Listing 1 provides these dependencies resolutions within HPX. First, a \texttt{std::vector} is utilized to collect the dependencies. Second, the computations futures are added to this vector. Note, that the \texttt{compute} function returns a future in both cases, immediately, and the computations are executed asynchronously. Third, a barrier with \texttt{hpx::wait_all} for the dependencies has to be defined before \( H \) can be computed. HPX internally ensures that the function in line 6 is only called when the previous two futures computations are finished.

### 2.2 Parallelization

Consider the addition of \( n \) elements for the two vectors \( p \) and \( x \), where the sum is stored piece-wise in vector \( h \). Listing 2 shows the sequential approach for this computation, while Listing 3 shows the same computational task but the sum is executed in parallel. The \texttt{for} loop is replaced with \texttt{hpx::parallel::for_loop} which is conforming with the C++17 standard [55]. In other words, \texttt{hpx::parallel::for_loop} can be replaced by \texttt{std::for_each} which is currently an experimental feature in the GNU compiler collection 9 and Microsoft VS 2017 15.5. The first argument defines the execution policy while the second and third define the loop range. The last argument is the lambda function, executed in parallel for all \( i \) ranging from 0 to \( z \). Note that only two lines of codes are required to execute the code in parallel. The parallel
for loop can be combined with futurization for synchronization. Therefore, the parallel execution policy is changed to `hpx::parallel::execution::par(hpx::parallel::execution::task).

```cpp
// Sequential loop
for (size_t i = 0; i < z; i++)
{
    h[i] = p[i] + x[i];
}
```

Listing 2: C++ code for storing the sum of two vectors sequentially in third vector.

```cpp
// Synchronizing parallel for loop
hpx::parallel::for_loop(  
    hpx::parallel::execution::par,  
    0, z, [h, p, x](boost::uint64_t i)  
    {
        h[i] = p[i] + x[i];
    });
```

Listing 3: HPX equivalent code for storing the sum of two vectors parallel in a third vector.

The future can now be synchronized with other futures. Listing 4 shows an example for synchronization. Vectors `p` and `x` are independently manipulated before the pairwise sum is computed. Therefore, the execution policy is changed and the futures of the manipulations are synchronized with the third future in line 26. Here, the `hpx::wait_all` ensures that the manipulations are finished and `then` describes the sum's dependencies.

```cpp
std::vector<hpx::lcos::future<void>> dep;

dep.push_back(hpx::parallel::for_loop(  
    hpx::parallel::execution::par(  
        hpx::parallel::execution::task),  
    0, z, [p](boost::uint64_t i)  
    {
        p[i] = p[i] + 1;
    }));

dep.push_back(hpx::parallel::for_loop(  
    hpx::parallel::execution::par(  
        hpx::parallel::execution::task),  
    0, z, [x](boost::uint64_t i)  
    {
        x[i] = x[i] - 1;
    }));

hpx::lcos::future f = hpx::parallel::for_loop(  
    hpx::parallel::execution::par(  
        hpx::parallel::execution::task),  
    0, z, [h, p, x](boost::uint64_t i)  
    {
        h[i] = p[i] + x[i];
    }));

hpx::wait_all(dep).then(f);
```

Listing 4: Example for the synchronization of three parallel for loops within HPX by using the concept of futurization.
3 Peridynamics theory

In this section, we briefly introduce the key feature of peridynamics theory essential for the implementation. For more details about PD, we refer to [20] and for the utilized material models to [32, 33, 49].

Let a material domain be \( \Omega_0 \subset \mathbb{R}^d \), for \( d = 1, 2, \text{ and } 3 \). Peridynamics (PD) [49, 51] assumes that every material point \( X \in \Omega_0 \) interacts non-locally with all other material points inside a horizon of length \( \delta > 0 \), as illustrated in Fig. 3. Let \( B_\delta(X) \) be the sphere of radius \( \delta \) centered at \( X \). When \( \Omega_0 \) is subjected to mechanical loads, the material point \( X \) assumes position \( x(t, X) = X + u(t, X) \), where \( u(t, X) \) is the displacement of material point \( X \) at time \( t \).

Let \( f(t, u(t, X'), X' - X) \) denote the peridynamics force as a function of time \( t \), bond-deformation vector \( u(t, X) - u(t, X') \), and reference bond vector \( X - X' \). The peridynamics equation of motion is given by

\[
\phi(X)\ddot{u}(t, X) = \int_{B_\delta(X)} f(t, u(t, X'), X' - X) \, dX' - X \, b(t, X),
\]

where \( b \) is the external force density, and \( \phi(X) \) is the material's mass density. Equation (3.1) is complemented by initial conditions \( u(0, X) = u_0(X) \) and \( \dot{u}(0, X) = v_0(X) \). In contrast to local problems, boundary conditions in peridynamics are defined over layer or collar \( \Omega_t \) surrounding the domain \( \Omega_0 \). Boundary conditions will be described in later sections when describing the numerical experiments.

The model in (3.1) depends on two-point interactions and is referred to as a bond-based peridynamics model. Bond-based model can only model the material with Poisson’s ratio 0.25 [30, 31]. On the other hand, state-based peridynamics models [51] allow for multi-point non-local interactions and overcomes the restriction on the Poisson’s ratio. It is conveniently formulated in terms of displacement dependent tensor valued functions. Let \( T[t, X] \) be the peridynamic state at time \( t \) and material point \( X \). The peridynamics equation of motion for a state-based model is given by

\[
\phi(X)\ddot{u}(t, X) = \int_{B_\delta(X)} \left( T[t, X](X' - X) - T[t, X'](X - X') \right) \, dX' + b(t, X).
\]

Equation (3.2) is complemented by initial conditions \( u(0, X) = u_0(X) \) and \( \dot{u}(0, X) = v_0(X) \).

3.1 Discretization of peridynamics equations

Continuous and discontinuous Galerkin finite element methods [6], Gauss quadrature [58] and spatial discretization [14, 39] are different discretization approaches for PD. Owing to its efficient load distribution scheme, the method of Silling and Askari [39, 50], the so-called EMU nodal discretization (EMU ND) is chosen for this implementation.

In the EMU ND scheme, the reference configuration is discretized and the discrete set of material points \( X := \{ X_i \in \mathbb{R}^d : i = 1, \ldots, n \} \) are considered to represent the material domain, see Fig. 4. The discrete neighborhood \( B_\delta(X_i) \) of the node \( X_i \) yields \( B_\delta(X_i) := \{ X_j | \| X_j - X_i \| \leq \delta \} \). Each node \( X_i \) represents \( V_i \) volume such that \( \sum_i V_i = V_{\Omega_0} \), where \( V_{\Omega_0} \) is volume of whole domain. We denote nodal volume vector as \( V \).

The discrete bond-based equation of motion yields, for all \( X_i \in \Omega_0 \),

\[
\phi(X_i)\ddot{u_i}(t, X_i) = \sum_{X_j} f(t, u(t, X_j)) - u(t, X_i)(X_j - X_i)V_j + b(t, X_j).
\]
and the discrete state-based equation of motion yields, for all $\mathbf{X}_i \in \Omega_o$,

$$
\rho(\mathbf{X}_i)\ddot{\mathbf{u}}(t, \mathbf{X}_i) = \sum_{j \in \mathcal{B}_e(\mathbf{X}_i)} (T[\mathbf{X}_j, t] \langle \mathbf{X}_j - \mathbf{X}_i \rangle - T[\mathbf{X}_j, t] \langle \mathbf{X}_i - \mathbf{X}_j \rangle) V_j + b(t, \mathbf{X}_i).
$$

\(3.4\)

**Remark** There could be nodes $\mathbf{X}_j$ in $\mathcal{B}_e(\mathbf{X}_i)$ such that $V_j$ is partially inside the ball $\mathcal{B}_e(\mathbf{X}_i)$. For these nodes, we compute the correction in volume, $V_{ij}$, along the lines suggested in [Section 2, [47]]. In both Eqs. (3.3) and (3.4), we replace $V_j$ by $V_j V_{ij}$ to correctly account for the volume.

### 4 Implementation of NLMech\(^1\)

We introduce a modern C++ library, referred to as NLMech, that utilizes HPX for parallelism. The design is modular and template based making it easy to extend the code with new material models. We present the design of the code and describe the use of parallelism and concurrency based on HPX.

#### 4.1 Design with respect to modular expandability

Figure 5 shows the modular design class. NLMech contains three modules that are affected by the discretization extensions and material models. First, the **Deck** module handles the loading of the discretization and the configuration in the YAML\(^2\) file format. Each new Deck class `newDeck : public AbstractDeck` inherits the common functions from the `AbstractDeck` and is extended with the new problem/material specific attributes.

Second, the abstractions for bond-based class `AbstractBond` and state-based class `AbstractState` materials are provided in the **Material** module. The nonlinear bond-based elastic material class `Elastic : public AbstractBond` in Sect. 4.2.1 and the linear state-based elastic material class `Elastic : public AbstractState` of Sect. 4.2.2 were implemented. The abstract material must be inherited and the methods, e.g., force and strain, are implemented if a new material model is to be implemented. Note that we tried to use as less as possible virtual functions to avoid some overhead which virtual function calls have.

The different time integration schemes and the discretizations are considered third. All new **Problem** classes inherit their common and abstract functions from `AbstractProblem`. The class `template< class T >` class `Quasistatic : public AbstractProblem` implements the implicit time integration in Sect. 4.2.3 and class `template< class T >` class `Explicit : public abstract Problem` implements the explicit time integration in Sect. 4.2.4. Note that a problem is a template class with the material definition as the template class. Thus, the specific implementation can therefore be used for state-based and bond-based materials.

The design aims to hide most of the HPX-specific features and making the code easy for adding new material models by implementing the abstract classes. Listing 5 shows how to run the implicit time integration and the explicit time integration using a elastic state-based material models. Note that we hide the inclusion of header files and parsing the command line arguments. For new problem classes, the user have to deal with the parallel for loops instead of using the C++ standard for loop. Thus, the code is accessible to users that do not have advanced programming experience in parallel computing, but still yields acceptable scalability without optimization.

---

\(1\) https://github.com/nonlocalmodels/NLMech.

\(2\) http://yaml.org/.
Fig. 5  Class diagram of NLMech which is designed to easily extend the code with new materials or discretizations. The functionality of the code is defined in three packages: Problem containing the different classes for discretizations, Deck which handles the input and output, and Material providing the different kind of material models. All packages provide an abstract class which needs to be inherited by all sub classes for extending the code.
4.2 Parallelization with HPX

The implementation of bond-based material and the explicit time integration is adapted from earlier one-dimensional code developed by the second author [22]. The implementation of the state-based material and the implicit time integration is adapted from [35]. These sequential algorithms are analyzed to make use of HPX parallelism. The use of HPX tools to achieve parallelism is discussed in the sequel.

4.2.1 Bond-based material

Algorithm 1 shows the use of HPX for computing the internal force and strain energy. For demonstration, we consider nonlinear bond-based peridynamic (NP) model introduced in [32, 33]. The same algorithm will work with commonly used bond-based PMB (prototype micro-elastic brittle) model. In Algorithm 1, $S$ is the bond-strain, $\psi$ is the pairwise potential function, and $J^\phi(r)$ is the influence function. In Sect. 5.2, we show specific form of $\psi$ and $J^\phi$. We read input file and initialize the material class with specified form of function $\psi$ and $J^\phi$. We compute and store the list of neighbors for each node in the reference configuration (initial configuration). HPX parallel for loop is used to compute the force and energy of each node in parallel, see Algorithm 1.
4.2.2 Linearly elastic state-based material

The internal force density and strain energy are computed for a state-based elastic peridynamic solid material, as described in [51]. Algorithm 2 shows the adapted algorithm [35] parallelized and synchronized with HPX. First, the weighted volume $m$ is computed for each node using a HPX parallel for loop. Second, the dilation $\theta$ is computed for each node a HPX parallel for loop. Note that the dilation $\theta$ depends on the weighted volume $m$, and therefore, we cannot use asynchronous code execution here. The internal force density and the strain energy can be computed independently of each other. Therefore, the execution policy $\text{hpx::parallel::execution::task}$ is utilized to obtain futures $f_1$ and $f_2$ back of these two loops to compute the loops asynchronously, see Line 17 and Line 30. Note that the strain energy is optional and is only computed if requested, e.g., for output. A synchronization for these two futures is needed before the force and strain energy are computed in future steps, see Line 42.

Algorithm 1 Computation of internal force for bond-based material. Here, $S$ is the bond-strain, $\psi$ is the nonlinear potential and $f^\theta (|X|)$ is the influence function considered in [32, 33].

```plaintext
1: for $i < n$ do ▶ Compute force at mesh nodes
2:    for $j \in \Omega_i(X_i)$ do
3:      $\xi = X_j - X_i$
4:      $S = \frac{u(X_j) - u(X_i)}{|\xi|}$
5:    ▶ Compute force at $X_i$ as in [32, 33]
6:    $f(X_i) = \frac{4}{3\pi^2} \int_{|X|} f^\theta (|\xi|) \psi(|\xi|S^2)|S| S_i V_j$
7:    ▶ Compute strain energy at $X_i$ as in [32, 33]
8:    $U(X_i) = \frac{1}{3\pi^2} \int_{|X|} f^\theta (|\xi|) \psi(|\xi|S^2)V_j / \delta$
9:  end for
10: end
```
4.2.3 Implicit time integration

Figure 6 shows the implicit integration implementation flowchart. The external force \( \mathbf{b} \) is updated for each load step \( s \). Next, the displacement

\[
\mathbf{r} = \sum_{t \in \Omega_o} f(t, x_i) + \mathbf{b}(t, x_i)
\]

and its \( l_2 \) norm are computed and compared against the tolerance \( r \). If the residual is too large, the tangent stiffness matrix

\[
\mathbf{K}_{ij} \approx \frac{f(x_{ij}, u_i + \epsilon) - f(x_{ij}, u_i - \epsilon)}{2\epsilon}
\]

is assembled as described in [35], (see Algorithm 3). The displacement of the previous load step was used to assemble the first matrix \( \mathbf{K}(u) \). Line 6 perturbs the displacement by \( \pm \epsilon \), where \( \epsilon \) is infinitesimally small. Line 9 computes the internal forces \( f(\pm \epsilon) \) and Line 13 evaluates the central difference to construct the stiffness matrix \( \mathbf{K}(u) \). Note that the node's neighborhood \( \Omega(x) \) is represented and has several zero entries where nodes do not have neighbors. Next, the guessed displacement is updated with the solution from solving \( \mathbf{K} \mathbf{u} = -\mathbf{r} \). The residual is evaluated once and the Newton method is iterated until \( |r| \leq r \). Note that a dynamic relaxation method (DR) [29], a conjugate gradient method (CG), or a Galerkin method [57] could be used as well.
The high-performance open-source C++ library Blaze\textsuperscript{[18, 19]} was used for matrix and vector operations. Blaze supports HPX for parallel execution and can be easily integrated. The library Blazeliteral\textsuperscript{3} was used for solving $Ku = -r$. The biconjugate gradient stabilized method (BiCGSTAB) or the conjugate gradient (CG) solver was used for solving.

Algorithm 3 Assembly of the tangent stiffness matrix by central finite difference. Adapted from [35]

1: $K^{\text{tang}} = 0$ \texttt{Set matrix to zero}
2: \texttt{parallel_for} $i < n$ do
3: \texttt{for} $i \in (B_k(X_i))$ do
4: \texttt{Evaluate force state under perturbations of displacement}
5: \texttt{for each} displacement degree of freedom $r$ at node $j$ do
6: $\sum |X_r|(u + v')$
7: $\sum |X_r|(u - v')$
8: for $k \in B_k(X_i)$ do
9: $f^+ = \sum^*(X_k - X_i)V_j$
10: $f^- = \sum^*(X_k - X_i)V_j$
11: \texttt{end for}
12: \texttt{end for}
13: $K_{ux} = \text{fun./zu}$
14: \texttt{end for}
15: \texttt{end for}
16: \texttt{end for}
17: \texttt{end for}
18: \texttt{end for}

4.2.4 Explicit time integration

Figure 7 shows the flowchart for the explicit time integration. Algorithm 4 outlines the steps to implement the velocity-verlet scheme

$$v(t^{k+1/2}, X_i) = v(t^{k}, X_i) + \frac{(\Delta t/2)}{\partial X_i} \left[ b(t^k, X_i) + \sum_{B_k(X_i)} f(t^k, \eta, \xi) \right], \quad (4.3)$$

$$u(t^{k+1}, X_i) = u(t^{k}, X_i) + \Delta tv(t^{k+1/2}, X_i), \quad (4.4)$$

$$v(t^{k+1}, X_i) = v(t^{k+1/2}, X_i) + \frac{(\Delta t/2)}{\partial X_i} \left[ b(t^{k+1}, X_i) + \sum_{B_k(X_i)} f(t^{k+1}, \eta, \xi) \right], \quad (4.5)$$

...to obtain the displacement $u^{k+1}$ for the time step $k + 1$. Line 4 calls a function of either bond-based Material or state-based Material class to compute the forces and energies corresponding to displacement $u^k$. The velocity-verlet algorithm is used to compute the velocity at $k + 1/2$ and displacement $u^{k+1}$. Line 12 invokes the material class again to compute the forces at new displacements $u^{k+1}$. The velocity at $k + 1$s is computed with the updated forces. The central difference scheme is given by

$$u(t^{k+1}, X_i) = 2u(t^k, X_i) - u(t^{k-1}, X_i) + \frac{\Delta t^2}{\partial X_i} \left[ b(t^k, X_i) + \sum_{B_k(X_i)} f(t^k, \eta, \xi) \right]. \quad (4.6)$$

\textsuperscript{3} https://github.com/tjolsen/Blazeliteral.
5 Validation of NLMech

In this section, we demonstrate the convergence of HPX implementations for both implicit and explicit schemes.

5.1 Implicit

5.1.1 One-dimensional tensile test

Consider the simple geometry of Fig. 8 for comparing the one dimensional implicit time integration against a classical continuum mechanics (CCM) solution. The node on the left-hand side is clamped and displacement is set to zero. A force $F$ is applied to the node at the right-hand side. The strain, stress, and strain energy for this configuration are compared with the values obtained from classical continuum mechanics (CCM) where $\sigma = E \cdot \varepsilon$, where $\sigma$ is the stress, $E$ is the Young's modulus and $\varepsilon$ is the strain. The stress $\sigma = F/A$ is then defined by the force $F$ per cross section $A$. Thus, the strain is obtained by $\varepsilon = \sigma/E = F/(AE)$. For a force $F$ of 40 N, a cross section of 1 m² and a Young's modulus of 4 GPa, the resulting strain reads $\varepsilon_{\text{CCM}} = 1 \times 10^{-8}$ and the stress is of $\sigma_{\text{CCM}} = 40$ Pa. The strain energy density is given by $U_{\text{CCM}} = \sigma^2/(2E) = 2 \times 10^{-7}$ Pa.

The bar was discretized with 33 nodes with a nodal spacing $h$ of 500 mm. The horizon was $\delta = 1000$ mm. The tolerance $\tau$ for the Biconjugate gradient stabilized method (BiCGSTAB) was $1 \times 10^{-9}$. Figure 9 shows that stresses, strains and strain energy match perfectly the theoretical values inside the bar, but all these quantities diverge at the boundaries. These effects are the well-known surface effects within the EMU nodal discretization.

5.1.2 Two-dimensional tensile test

Figure 10 shows the two-dimensional tensile benchmark. The line of nodes of the right-hand side of the plate are clamped in $x$-direction and $y$-direction. On each of the nodes of the line at the left-hand side, a force $F = -50$ kN in $x$-direction was applied. The displacement of a node $u_i$ for a tensile behavior can be derived using the Airy stress function $[46]$ as follows

$$u_i^{x+y/2} = u_i^x + \Delta u_i^x/2\{F \cdot W - 1/2\},$$

where $F$ is the applied force and $W$ and $T$ are, respectively, the plate’s width and height and thickness. Note that we assume a thickness $T = 1$, mm. $X_i$ denotes the $x$ and $y$ coordinate of node $X_i$. A Young’s modulus of $E = 4000$ MPa and a Poisson’s ratio of $\rho = 0.3$ was used.

$H$ and $W$ were set to 375 mm and $h = 25$ mm. The tolerance for the BiCGSTAB solver was $\tau = 1 \times 10^{-9}$. The $m_g$ value was 4, which means that $2m_g + 1$ nodes are within $[X_i - \delta, X_i + \delta]$ and $[X_j - \delta, X_j + \delta]$. Table 1 lists the actual position at the node in the center of the plate $x_{\text{mid}}$ and its comparison with the one from CCM (5.1). The relative error for the actual position in $x$-direction is sufficiently small. With the applied boundary conditions, the displacement at the point in the center of the plate in $y$-direction is zero.
Fig. 6 Flowchart of the implicit time integration scheme adapted from [35]. For each time step \( s \), the external force \( b \) is updated and the residual \( r \) is evaluated. When the norm of the residual is larger than the tolerance \( \tau \), the displacement \( u^{s+1} \) is obtained via a Newton step.

### 5.2 Explicit

For the explicit scheme, we present numerical verification of convergence of the approximation. We study the rate at which numerical approximation converge with respect to the mesh size. Similar to [Section 6.1.2, [23]], we derive the formula to compute the rate of convergence numerically. We denote the \( L^2 \) norm of function \( f : \Omega_0 \to \mathbb{R}^d \) as

\[
||f|| := \sqrt{\int_{\Omega_0} |f(x)|^2 \, dx},
\]

where \( dX \) is the infinitesimal length (1-d), area (2-d), or volume (3-d) element for given dimension \( d \).

Let \( u_1, u_2, u_3 \) are three approximate displacement fields corresponding to the meshes of size \( h_1, h_2, h_3 \). Let \( u \) be the exact solution. We assume that for \( h' < h \), \( C h^\alpha \leq ||u_h - u_{h'}|| = C h \) with \( \alpha \leq 1 \), \( C \) is fixed number.

We fix the ratio of mesh sizes as \( \frac{h_1}{h_2} = \frac{h_2}{h_3} = \rho \), where \( \rho \) is a fixed number.

We can show then

\[
\alpha \leq \log(||u_1 - u_2||) - \log(||u_2 - u_3||) + \log(C) - \log(C) / \log(\rho).
\]

(5.2)

So an upper bound on the convergence rate is at least as big as

\[
\tilde{\alpha} = \log(||u_1 - u_2||) - \log(||u_2 - u_3||) / \log(\rho).
\]

(5.3)

\( \tilde{\alpha} \) provides an estimate for rate of convergence.

We now present the convergence results for explicit scheme.

#### 5.2.1 One dimensional

In 1-d the strain between material point \( X, X' \) is given by \( S(X', X) = \frac{u(X') - u(X)}{|X' - X|} \). We consider a nonlinear peridynamic force between material point \( X, X' \) of the form, see [Section 2.1, [22]],

\[
f(t, u(t, X') - u(t, X), X' - X)) = \frac{2}{\delta^2} \int_{X - \delta}^{X + \delta} j^\beta(|X' - X|)
\]

\[
\psi'(|X' - X|S(X', X^2)S(X', X)dx).
\]

(5.4)

\( \psi : \mathbb{R}^+ \to \mathbb{R} \) is the nonlinear potential which is smooth, positive, and concave. We set function \( \psi \) as

\[
\psi(r) = C(1 - \exp[-\beta r]), \quad C = \beta = 1.
\]

(5.5)

With this choice of potential, we effectively model a bond which is elastic for small strains and softens for large strains. As \( S \to \infty \), \( \psi'(r) = C \beta \exp[-\beta r] \to 0 \), and therefore, the pairwise force \( f \) between two points \( X, X' \) go to zero as the bond-strain \( S(X', X) \) gets larger and larger. The cumulative effect is that the material behaves like a elastic material under small deformation and cracks develop in regions where the deformation is large, see [34]. The influence function \( j^\beta \) is of the form: \( j^\beta(r) = J(r / \delta) \), where \( J(\delta) = c_1 \delta \exp(-\delta^2 / c_2) \), \( c_1 = 1 \), and \( c_2 = 0.4 \).

The linear peridynamic force is given by, see [Section 2.1, [22]],
From (5.5), we have \( \psi'(0) = C\beta \.

Let \( \Omega = [0, 1] \) be the material domain with an horizon \( \delta = 0.01 \). The time domain is \([0, 2]\) with a time step \( \Delta t = 10^{-5} \). Consider four mesh sizes \( h_1 = \delta/2, h_2 = \delta/4, h_3 = \delta/8, \) and \( h_4 = \delta/16 \), and compute Eq. (5.3) for two sets \( \{h_1, h_2, h_3\} \) and \( \{h_2, h_3, h_4\} \) of mesh sizes. The boundary conditions are those described in Fig. 11. Apply either one of the initial conditions:
Initial condition 1 (IC 1): Let the initial condition on the displacement $u_0$ and the velocity $v_0$ be given by

$$u_0(X) = \exp[-|X - x_c|^2/\alpha]a, \quad v_0(X) = 0,$$  \hfill (5.7)

with $x_c = 0.5, \alpha = 0.001, \beta = 0.003. u_0$ is the Gaussian function centered at $x_c$.

Initial condition 2 (IC 2): The initial condition $u_0$ and $v_0$ are described as

$$u_0(X) = \exp[-|X - x_{c1}|^2/\alpha]a + \exp[-|X - x_{c2}|^2/\alpha]a, \quad v_0(X) = 0,$$  \hfill (5.8)

with $x_{c1} = 0.25, x_{c2} = 0.75, \alpha = 0.001, \beta = 0.003. u_0$ is the sum of two Gaussian functions centered at $x_{c1}$ and $x_{c2}$.

Figure 11 shows the rate of convergence $\bar{\alpha}$ as a function of time for solutions having the initial conditions 1 and 2. The convergence rate for $\{h_1, h_2, h_3\}$ and $\{h_2, h_3, h_4\}$ follows the same trend. The bump in Fig. 11 near $t = 1.1$ for both the initial conditions is due to the merging of two waves traveling toward each other. We show the displacement profile near $t = 1.1$ in Fig. 12 for IC 1 and Fig. 13 for IC 2. This behavior is particularly difficult to capture and requires much finer mesh. For the rapidly varying (spatially) displacement field, the length scale at which the displacement varies is small and requires very fine mesh size. This is the reason we see a better rate for Set 2 $\{h_2, h_3, h_4\}$ compared to Set 1 $\{h_1, h_2, h_3\}$ in Fig. 11. This behavior is true for both the initial conditions. Similar results, not shown here, were obtained for the nonlinear model of Eq. (3.1).

The convergence results presented in Fig. 11 agree with the theoretical convergence rate, which suggests that the implementation is robust.

5.2.2 Two dimensional

In higher dimension, the strain is given by

$$\varepsilon(X, X') = \frac{\text{dist}(X, X') - \text{dist}(X, X')}{|X - X'|^2}.$$

The nonlinear peridynamic force in 2-d is given by, see [33],

Figure 9 Comparison of strain $\varepsilon$, stress $\sigma$, and strain energy $U$ with classical continuum mechanics. Close to the boundary the surface effect influences the accuracy.

Fig. 10 Sketch of the two-dimensional tensile test. All nodes on the line of the right-hand side of the plate are clamped in $x$-direction and $y$-direction. A force of $-50$ kN is applied in $x$-direction to each node of the line on the left-hand side. Adapted from [10].

Table 1 Comparison of the actual position in meters of the node in the center of the plate obtained in the simulation with those from classical continuum mechanics (5.1)

| Actual position | CCM | PD       | Relative error     |
|-----------------|-----|---------|--------------------|
| $x$-direction   | 0.187 49 m | 0.187 44 mm | $4.9 \times 10^{-5}$ |
| $y$-direction   | 0.1875 m  | 0.1875 m  | 0                 |

Table 1 Comparison of the actual position in meters of the node in the center of the plate obtained in the simulation with those from classical continuum mechanics (5.1)
\[ f(t, u(t, X) - u(t, X), X - X)) = \frac{4}{\delta |B_k(0)|} \int_{B_k(X)} \frac{J^4(|X' - X|)w'(|X' - X|S(X', X)^2)S(X', X)}{|X' - X|} \, dX'. \]  

(5.9)

\( w(r) \) is given by (5.5). We set \( J^4(r) = 1 \) if \( r < 1 \) and 0 otherwise. Similar to the 1-d case, if we substitute \( w'(0) \) in place of \( w'(|X' - X|S(X', X)^2) \) we will get the expression of linear peridynamic force \( f \).

Let \( \Omega = [0, 1]^2 \) be the material domain with a horizon \( \delta = 0.1 \). The 2-d vector \( X \) is written \( X = (X_1, X_2) \) where \( X_1 \) and \( X_2 \) are the components along the \( x \) and \( y \) axes. The time domain is taken to be \( [0, 2] \) and \( \Delta t = 10^{-5} \) is the time step. The influence function is \( J^4(r) = 1 \) for \( r < \delta \) and 0 otherwise. The rate \( \bar{a} \) is computed for three mesh sizes \( \delta = \delta/2, \delta/4, \delta/8 \).

We fix \( u = (0, 0) \) on the collar \( \Omega_e \) around domain \( \Omega_e \), see Fig. 14. Let the initial condition on displacement vector \( u_0 = (u_{0,1}, u_{0,2}) \) and velocity vector \( v_0 = (v_{0,1}, v_{0,2}) \) be

\[ u_{0,1}(X_1, X_2) = \exp[-((X_1 - x_{c,1})^2 + |X_2 - x_{c,2}|^2)/\beta]a_1, \]

\[ u_{0,2}(X_1, X_2) = \exp[-((X_1 - x_{c,1})^2 + |X_2 - x_{c,2}|^2)/\beta]a_2, \]

\[ v_{0,1}(X_1, X_2) = 0, v_{0,2}(X_1, X_2) = 0, \]

(5.10)

where \( \alpha = (a_1, a_2) \) and \( x_c = (x_{c,1}, x_{c,2}) \) are 2-d vectors and \( \beta \) is a scalar parameter. Two different types of initial conditions are considered:

**Initial condition 1(IC 1):**

\( a = (0.001, 0), x_c = (0.5, 0.5), \) and \( \beta = 0.003. \)  

(5.11)

**Initial condition 2(IC 2):**

\( a = (0.0002, 0.0007), x_c = (0.25, 0.25), \) and \( \beta = 0.01. \)

(5.12)

Figure 15 shows \( \bar{a} \) with respect to time for the nonlinear (NP) and linear (LP) peridynamics solutions. Solutions appear to converge at a rate above theoretically predicted rate of 1 for the nonlinear model with boundary conditions considered in this problem, see [21, 22].

### 6 Benchmark for NLMeCH

#### 6.1 Implicit

The test case of Sect. 5.1.2 served as benchmark for the two-dimensional implicit time integration. Figure 16 shows the 20436 nonzero entries of the tangent stiffness matrix \( K^{360 \times 360} \) with the condition number \( \kappa(K) = 90.688. \) The solver required 28 iterations. The benchmark was run on Fedora 25 with kernel 4.8.10 on Intel(R) Xeon(R) CPU E5-1650 v4 @ 3.60GHz with up to 6 physical cores. HPX (version bd2f240 b1565b4) and NLMech were compiled with gcc 6.2.1, boost 1.61 and blaze 3.2 libraries were used.

The speed-up \( S(p) = T_p/T_1 \) [44] with respect to the computational time on one node \( T_1 \) is shown in Fig. 17a for \( p = [1, 2, 3, \ldots, 6] \) where \( p \) is the number of CPUs. The straight line shows the optimal speed-up, meaning that we assume if we go from one CPU to two CPUs the code gets two time faster and so. The lines with the circle markers shows the speed-up with respect to one single CPU. Here, up to three CPUs, we are close to the optimal speed-up. Later we divergence from the optimal speed-up probably due to the strong scaling and the fixed problem size. In addition, the parallel efficiency \( E(p) = S(p)/p \) [44] is shown in Fig. 17b for \( p = [1, 2, 3, \ldots, 6] \) where \( p \) is the number of CPUs. The parallel efficiency is some indication for the fraction of time for which the CPU is doing some computation. The parallel efficiency is above 0.9 for up to three CPUs. For four to five CPUs, the parallel efficiency decays to 0.8 and for six CPUs the efficiency is around 0.75. More sophisticated execution policies (e.g., dynamic or adaptive chunk size) could be applied, to decrease the computational time. Note that only parallel for loops, synchronization, and futurization were utilized for parallelization.

#### 6.2 Explicit

The setup presented in Sect. 5.2.2 was discretized with 196249 nodes and an horizon of 0.05 m and \( m_g = 20 \) as chosen. The benchmark was run on CentOS 7 with kernel 3.10.0 on Intel(R) Xeon(R) CPU E5-2690 @ 2.90GHz. HPX (version 82f7b281) and NLMech were compiled with gcc 7.2, boost 1.61 and blaze 3.2 libraries.

![Fig. 11 Time vs rate of convergence with respect to mesh size.](image-url)
The speed-up\( S(p) = \frac{\tau_1}{\tau_p} \) [44] with respect to the computational time on one node \( \tau_1 \) is shown in Fig. 17a for \( p = \{1, 2, 3, \ldots, 8\} \) where \( p \) is the number of CPUs. The straight line shows the optimal speed-up, meaning that we assume if we go from one CPU to two CPUs the code gets two time faster and so. The lines with the circle markers show the speed-up with respect to one single CPU. Here, up to three CPUs, we are close to the optimal speed-up. Later we divergence from the optimal speed-up probably due to the strong scaling and the fixed problem size. In addition, the parallel efficiency \( E(p) = \frac{S(p)}{p} \) [44] is shown in Fig. 18a for \( p = \{1, 2, 3, \ldots, 8\} \) where \( p \) is the number of CPUs. The parallel efficiency is some indication for the fraction of time for which the CPU is doing some computation. The parallel efficiency is above 0.9 for up to three CPUs. For four to five CPUs, the parallel efficiency decays to 0.85 and for six CPUs the efficiency is around 0.82. For seven CPUs, the efficiency increases again to 0.84. For eight CPUs, the efficiency decays again to 0.81. The behavior of the efficiency rate might be related to the fix problem six of the strong scaling. More sophisticated execution policies (e.g., dynamic or adaptive chunk size) could be applied and larger problem sizes, to decrease the computational time. Note that only parallel for loops, synchronization, and futurization were utilized for parallelization.

7 Conclusion

Bond-based and state-based elastic peridynamic material models and implicit and explicit time integration schemes were implemented within a asynchronous many task run time system. These run time systems, like HPX, are essential for utilizing the full performance of the cluster with many cores on a single node.

One important part of the design was the modular expandability for the extensions. New material models can be integrated into the code by inheriting the functions of an abstract class. Consequently, only the material-specific functionality, like forces or strain, is provided by the user and implementation details for the parallelism and concurrency are hidden from the user as much as possible.
Fig. 13 Displacement profile for mesh size $h = \delta/8$. Results are for IC 2 and for linear peridynamic (LP). In (a) the two waves in left side ($X=0.25$) and right side ($X=0.75$) approach toward each other. (b), (c) correspond to intermediate time before the wave divides into two smaller waves moving in opposite direction in (d).

Fig. 14 Square domain (gray area) $\Omega = [0, 1]^2$ and a nonlocal boundary $\Omega_c = [-\delta, 1+\delta]^2 - [0, 1]^2$. The area outside $\Omega$ and within the outer boundary is $\Omega_c$. Dashed lines show the division of $\Omega_c$ into left, right, bottom, and top parts.

Fig. 15 Time vs rate of convergence with respect to mesh size. The boundary condition is $u = (0,0)$ on the non-local boundary $\Omega_c = [-\delta, 1+\delta]^2 - [0, 1]^2$. IC 1 and IC 2 refer to the two initial conditions described in Eqs. (5.11) and (5.12). The rate of convergence is similar for linear (LP) and nonlinear (NP) peridynamics.
Additional HPX-related functionality needs to be considered for the extension to other integration schemes.

Materials models and the different time integration schemes were validated against theoretical solutions and classical continuum mechanics. All are in good agreement with reference solutions. The convergence rate was shown to be closer to theoretical value, which suggests that the code behaves as expected. The solutions converge to the exact solution at a rate of 1.

The code scaling with respect to computational resource is important and our benchmark results show that the scaling achieved is very close to the theoretical estimates. In addition, the speed-up $S$ and the parallel efficiency $E$ are reasonable for a non-optimized code using default execution policies. Both integration schemes were compared against theoretical estimations. The trend of the theoretical estimates fits with measured computational time and both integration schemes scale with increasing amounts of CPUs. These results were obtained by the default execution policies without any optimization.

**Fig. 16** Nonzero matrix elements (20436) of the tangent stiffness matrix $K$ with the condition number $\kappa(K) = \|K_{ij}\|_{\infty}/\|K\|_2 = 90.688$ as defined in [52]

(a) Speed-up $S(p) = \tau_1/\tau_p$ with respect to the computational time on one node $\tau_1$ for $p \in \{1, 2, 3, \ldots, 6\}$ where $p$ is the number of CPUs. Note that strong scaling was used.

(b) Parallel efficiency $E(p) = S(p)/p$ for $p \in \{1, 2, 3, \ldots, 6\}$ where $p$ is the number of CPUs. The parallel efficiency is some indication for the fraction of time for which the CPU is doing some computation.

**Fig. 17** The speed-up $S$ and parallel efficiency $E$ for the test case in Sect. 5.1.2 using the implicit scheme. Note that all presented results are for strong scaling.
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