Climate Change Impacts on Coastal Wave Dynamics at Vougot Beach, France
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Abstract: Wave dynamics contribute significantly to coastal hazards and were thus investigated at Vougot Beach by simulating both historical and projected future waves considering climate change impacts. The historical period included a major storm event. This period was projected to the future using three globally averaged sea level rise (SLR) scenarios for 2100, and combined SLR and wave climate scenarios for A1B, A2, and B1 emissions paths of the IPCC. The B1 wave climate predicts an increase in the occurrence of storm events. The simulated waves in all scenarios showed larger relative changes at the beach than in the nearshore area. The maximum increase of wave energy for the combined SLR and wave scenarios was 95%, while only 50% for the SLR-only scenarios. The effective bed shear stress from waves and currents showed different spatial variability than that of the wave height, emphasizing the importance of interactions between nearshore waves and currents. Increases in the effective bed shear stress (combined scenarios: up to 190%, and SLR-only scenarios: 35%) indicate that the changes in waves and currents will likely have significant impacts on the nearshore sediment transport. This work emphasizes that combined SLR and future wave climate scenarios need to be used to evaluate future changes in local hydrodynamics and their impacts. These results provide preliminary insights into potential future wave dynamics at Vougot Beach under different climate change scenarios. Further studies are necessary to generalize the results by investigating the wave dynamics during storm events with different hydrodynamical conditions and to evaluate potential changes in sediment transport and morphological evolution due to climate change.
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1. Introduction

Waves are one of the dominant forcing factors in coastal systems, regulating hydrodynamics and inundation risks and driving sediment transport and morphological changes [1–5]. Waves can cause significant episodic morphological changes during extreme events, and the resultant changes may be partially recoverable or may lead to long-lasting changes of coastal systems [6–11]. Future climate change scenarios are expected to intensify wave impacts with increases in sea levels and increases in the frequency and intensity of extreme events [1,12–16]. Wave impacts may therefore cause significant coastal hazards affecting local morphology, infrastructure, and industries such as tourism.

Coastal systems are important socio-economic and environmental zones. About 10% of the world’s population live in coastal zones [17], which contain many of the world’s megacities and important infrastructure [14], while also hosting diverse flora and fauna [18].
Ample recreation opportunities in coastal zones attract tourists, generating millions of euros annually for local communities (e.g., around the Wadden Sea [19]). In Europe (http://www.eurosion.org/reports-online/eurosionspecial.pdf, accessed on 15 April 2021), between 500 and 1000 billion euros are invested annually in the 500 m coastal band, and 16% of the European population (70 million people) lives in a coastal community. The existence of sustainable coastal systems depends on management policies, which need to be developed based on comprehensive understanding of the system’s response to present and future forcing scenarios [14]. Numerous approaches are used to enhance the understanding of coastal systems under different climate change scenarios, supporting efforts to conserve these unique areas [15].

In the past, most studies of future coastal hazards have focused on the impacts of sea level rise (SLR) on coastal erosion (e.g., using the Bruun Rule [20]) or on flooding risks (e.g., “bathtub” approach of passive flooding [21]). In general, SLR is expected to increase the impacts of waves on beaches, since larger waves will reach the original shoreline and propagate farther inland [22]. However, the impacts of SLR on beaches depend strongly on the nearshore and beach characteristics, and it is widely accepted that the hydrodynamic and morphological response depends strongly on the local environment [23]. SLR is not the only physical process impacting coastal hazards, and more recent work highlights the importance of simulating the interactions between changes in water levels and waves, specifically in evaluating extreme water levels during coastal flooding events [15,24,25].

Projections of future hydrodynamic forcing in coastal systems have high uncertainties that must be evaluated using probabilistic approaches [12,26,27]. The IPCC (Intergovernmental Panel of Climate Change) Fifth Assessment Report [12] estimated global mean sea level rise in 2100 for four different emissions scenarios, called Representative Concentration Pathways (RCPs). For each RCP, the median and likely range of global mean sea level rise was calculated based on simulations from 21 process-based models. Projected future wave climates indicate the occurrence of more intense storm events and changes in the average and mean wave conditions in some areas, with high regional variability [13,24,27]. Downscaling of global general circulation models (GCMs) may be used to generate nearshore wave conditions, but these approaches are intensive [15,24] and may be difficult to put in place in many coastal environments. Where reliable projections of wave conditions are not yet available, Banno and Kuriyama [26] projected historical wave time series to the future using statistics calculated from different climate change scenarios. In the present study, this method was used to make projections of future wave climates at a local study site, while adopting the global mean and range of SLR estimates from the IPCC [12].

Numerical models are widely used to simulate wave dynamics and the subsequent impacts of water levels and currents in coastal systems at various spatiotemporal scales [3,28,29]. For example, the impacts of climate variability on waves and alongshore sediment transport patterns in the Anapa bay-bar coastline in the Black Sea were simulated over the period 1979–2017 using MIKE SW [29]. The results showed that swell waves increased from the SSE direction and decreased from the WSW direction. This caused spatially variable changes in the swell contribution to sediment dynamics, leading to different erosion and sedimentation patterns along the coastline. Using SWASH, Medellín et al. [30] simulated wave runup on the Yucatan coast of Mexico with present and future (2030–2054) forcing scenarios, including the influence of both SLR (global mean change) and changes in the wave climate (using a statistical approach based on the RCP8.5 scenario). The simulation results showed spatial variability in changes in the wave dynamics, with no significant increases in the storm impact regime between the present and future conditions unless SLR was also considered. To estimate accurately the impacts of SLR, the authors concluded that it should be incorporated in the mean sea level prior to performing numerical wave runup simulations, rather than simply adding it to the resulting wave-induced water levels. Furthermore, when studying large-scale wave climate trends, Dodet et al. [31] used Wavewatch3 (WW3) to simulate decadal-scale wave climate variability in the north-east Atlantic Ocean over 57 years (1953–2009). They observed that wave heights decreased from
high ($55^\circ$) to low ($35^\circ$) latitudes, with a significant increase in $H_{s0}$ at northern latitudes ($55^\circ$), reaching up to 1.2 m (0.02 m/year) during the study period.

These studies demonstrate the capacity of numerical models to investigate wave dynamics in different environments and forcing conditions. However, simulations of wave conditions are sensitive to the wind forcing and the parameterization of wave dissipation. In addition, climate change impacts on wave dynamics depend strongly on the geographical location of interest, due to both the regional variability in climate changes (e.g., SLR, wind forcing, and wave conditions) and the particularities of each site (e.g., nearshore bathymetry, tidal regime, and morphological changes). In the long run, coastal-scale and site-specific studies are necessary for developing local-scale management policies. In this study, historical and future wave dynamics were simulated at Vougot Beach, France, at high spatiotemporal scales, using the SWAN model [32] coupled with the Delft3D model [33].

Vougot Beach is a macrotidal environment, located in north Brittany (France). Nearshore hydrodynamic observations (wave heights and water levels) were recorded during several field campaigns [9] and wave heights simulated with the WW3 model are available offshore of the study area with a spatial resolution of up to 600 m [34]. Previously, the in situ measurements were compared with the offshore simulated waves from WW3 to investigate the wave hydrodynamics at this coast [9]. In the current study, a local-scale model propagating waves to the nearshore zone and beach, including the highly variable nearshore bathymetry, was developed. With a validated model, potential future changes in wave dynamics can be investigated at high spatiotemporal resolution by forcing the model with the projected waves and water levels based on climate change scenarios. Existing studies along this coast have not addressed these aspects, which are of utmost importance for policy makers to identify the suitable management strategies to mitigate coastal hazards. In addition, few studies of the combined impacts of future SLR and wave climate changes exist on macrotidal beaches [35].

The main objective of this study was to compare historical and future local wave dynamics at Vougot Beach with high spatiotemporal resolution and to evaluate potential changes caused by climate change impacts. The novelty of the approach is in simulating wave dynamics for an observed wave time series and the future projection of the same wave time series by considering the effects of both SLR and the impacts of future emissions scenarios on the local wave climate. It was hypothesized that future climate change scenarios will increase wave dynamics at this coast, thus increasing the vulnerability to coastal hazards and the risks of erosion and flooding.

To achieve this, Section 2 describes the study area and field data, and Section 3 details the applied approach. The results are presented in Section 4, with a discussion of the limitations of the current study and suggestions for future work in Section 5. Finally, the conclusions of the study are presented in Section 6, including the general applicability of this work.

2. Study Site

2.1. Location

Vougot Beach is located in the community of Guissény, France (Figure 1a,b). This coastal zone is one of the elements composing a vast landscape unit identified as the “coastal bench of the northern coast of Plateau of Leon” [36], creating complex local bathymetry and hydrodynamics at the study site (Figure 1d). The coastal bench is a string of low coastal regions (altitudes < 15 m, all elevation and depth values are referred to the French datum: NGF (nivelleme général de la France). A submarine scarp between 10 m and 40 to 60 m depth delimits the outer edge of a large platform with reefs and islets (3 to 6 km wide), on which Holocene sandy accumulations form the current beach/dune systems, such as Vougot Beach [37–39]. These reefs and inlets determine the complex morphology of the foreshore and offshore zones of Vougot Beach, causing complex nearshore hydrodynamics (i.e., wave and currents) [10]. In recent decades, the dune at the eastern part of the beach (Figure 1d, corresponding to the study site here) has experienced chronic retreat reaching
0.7 m/year [40]. The study area (Figure 1d) is relatively protected from waves originating in the west to the northwest by the platform scattered with islets and reefs that emerge at low tide, such as Karreg Hir, Golhédoc or Enez Du (Figure 1c).

Figure 1. Location of Vougot beach on the north coast of Finistere in Brittany, France (a) in the municipality of Guisseny (b), showing the Brignogan wind measuring station from Météo France (BR: 48.68° N 4.33° W), and the offshore corner points (A1 and B1) of the coarse-grid model domain (G1 in Figure 4). Topo-bathymertry of the northern coast of Finistère (c), including the study site (digital elevation model Litto3D–Finistère 2014, produced by IGN and SHOM, https://diffusion.shom.fr/pro/risques/litto3dr-finistere-2014.html, accessed on 22 January 2015) W1 (48.67° N 4.53° W, 44 m depth) and W2 (48.65° N 4.39° W, 23 m depth) are the locations of waves. Satellite image of Vougot Beach (d) indicating the study area (dashed white rectangle) and the location of the pressure sensors (S1, S2 and S3). Red rectangles show the spatial extent of each subsequent inset.

The macrotidal range, reaching 8.4 m for astronomical tides, is responsible for the large intertidal beach surface, which can expose more than 400 m in the cross-shore at low tide. The most energetic waves come from the west to north sector with an average significant wave height (Hs) between 1 and 1.5 m, and an average peak period (Tp) between 9 and 10 s. The largest storm wave heights and periods (respectively ≥10 m and 8 s) occur between December and February [10]. During spring, the waves are less energetic (35% of waves with Hs = 2–4 m and Tp = 8–12 s), before an increase in fall with Hs reaching up to 10 m approximately 20% of the time. Wind data recorded at the Brignogan Météo France station (BR, Figure 1b) show that the most frequent annual winds are from the south to west sector, with a moderate north–east component. The strongest wind velocities (>8 m/s more than 30% of the time) blowing from north–west to south–west occur generally during winter (December to February, generating mainly west–northwest waves (96%) [10]. During the summer (June to August), winds are much weaker (generally ≤ 4.5 m/s), before increasing again in the fall.
2.2. Data

In this study, observations of water levels, wave characteristics, wind data, and bathymetry were retrieved from existing databases and field studies covering a period from 7 January to 18 February 2013, during which major storms impacted Vougot Beach [9].

Three pressure sensors S1, S2, and S3 (OSSI-010-003C, Ocean Sensor Systems Inc., accuracy ± 1.5 cm) were deployed to measure water levels and wave characteristics in the nearshore region of Vougot Beach (Figure 1d). Each sensor was set to a recording frequency of 5 Hz to measure water level variations with high temporal resolution. S1 and S2 were deployed at 0.7 m and 2.5 m depth, representing the mid and lower zones of the intertidal beach, respectively. Therefore, S1 and S2 emerged out of the water twice a day during low tide. S3 measured water levels farther offshore in 12.0 m depth, and thus remained permanently submerged.

The OSSI pressure data were corrected for the (1) atmospheric mean sea level pressure recorded at the Brignogan Météo France station (BR in Figure 1b) and (2) non-hydrostatic pressure following linear wave theory [41,42]. The mean surface elevation was extracted using a 10 min moving average. The wave spectrum and wave-averaged parameters were calculated from the Fourier transform (1024 data points over the incident gravity wave band, between 0.04–0.4 Hz). A Hamming window was applied to the signal (with zero values at the end) and 15 min [43] averages were calculated for several contiguous spectra with 50% overlap to avoid leakage issues related to a signal that was not perfectly periodic. The mean spectral wave parameters, i.e., significant wave height ($H_s$) and the equivalent spectral mean period, were computed in each frequency band [44].

The predicted astronomical tides at $A_{G1}$ and $B_{G1}$ (see Figure 1b) were obtained from the tidal database of European Shelf 2008 (ES2008) using the online tool Delft Dashboard, (https://publicwiki.deltares.nl/display/DDB/Delft+Dashboard, accessed on 15 December 2020). During the analysis period, the average phase difference between locations $A_{G1}$ and $B_{G1}$ was about 10 min, and the spring and neap tidal ranges were approximately 7.5 m and 2.4, respectively (Figure 2a). The maximum tidal anomaly (TA: total water level—astronomical tide) reached up to 1.1 m during the storm event that occurred around 6 February 2013, caused primarily by storm surge at this water depth.

Hindcast wave time series were obtained from the HOMERE wave database, generated with the spectral wave model WW3 (see Boudière et al. [34] for more details). Wave characteristics were extracted at locations W1 (48.67° N 4.53° W) and W2 (48.65° N 4.39° W), in 44 m and 23 m depth, respectively (Figure 1c). During the six-week analysis period from 7 January–18 February 2013, more than 4 storm events showed $H_s$ exceeding 4 m at the deeper water location (W1, Figure 2b), including one event with $H_s$ exceeding 6 m, with large waves arriving primarily from the northwest.

Wind measurements used in this study were provided by Météo France at the Brignogan station (BR, Figure 1b). Strong winds during the study period primarily originated from the northwest (Figure 2c), and the wind velocities often exceeded 8 m/s, occasionally reaching 15 to 20 m/s during the most extreme events (i.e., 6 February 2013).

The bathymetry data were collected from two sources. The first set was a high-resolution (1 m × 1 m) bathymetry from the digital elevation model Litto3D® (https://diffusion.shom.fr/pro/risques/litto3dr-finistere-2014.html, accessed on 22 January 2015), produced by the IGN and SHOM using measurements from 2013. These data spanned about 6 km in the cross-shore direction, extending to about 40 m depth (Figure 1c). The second dataset was obtained from the GEBCO 08 (General Bathymetric Chart of the Oceans) bathymetry database through Delft Dashboard. These data had a very coarse spatial resolution (~600 m) around the study area, and were therefore only used for water depths greater than 35 m to span the region between the Litto3D bathymetry and the offshore limit of the model domain.
3. Approach

To study the impacts of climate change on the nearshore hydrodynamics at Vougot Beach, a series of numerical simulations were carried out using past observations and hindcast simulations of water levels, waves, and winds. The same time series was projected into the future using SLR projections to adapt the water level and a statistical approach to project the wave time series to the future.

3.1. Future Scenarios

3.1.1. Sea Level Rise

Existing global and regional sea level rise scenarios were assessed to select the water level scenarios to be used in this study. The 5th Assessment Report of IPCC estimated the median global mean sea level rise to be 0.74 m (ranging from 0.53–0.98 m) in 2100 following the RCP8.5 [12]. The RCP8.5 was selected since it is the most pessimistic concentration pathway scenario (‘business as usual’). The median and range of expected values in 2100 were calculated from the results of the process-based projections from 21 Coupled Model Intercomparison Project phase 5 (CMIP5) Atmosphere–Ocean General Circulation Models (AOGCMs). At the regional scale, the Integrated Climate Data Center (ICDC) provides predictions of local sea level rise rates, and offshore of the study site, the closest projection location estimates approximately 0.67 m of sea level rise in 2100 (also following the RCP8.5). This value falls within the range of global SLR estimates, and thus, the three values of global SLR estimates provided in the IPCC report were retained for the analyses here: SLRmin = 0.53 m, SLRavg = 0.74 m, and SLRmax = 0.98 m. The recent 6th Assessment Report updated global mean SLR estimates by 2100 (e.g., intermediate, SSP2-4.5: 0.44–0.77 m and very high, SSP5-8.5: 0.63–1.01 m emissions scenarios), and the values retained in this study are consistent with the updated predictions.
3.1.2. Wave Climate

To estimate the impacts of climate change on the wave field, a statistical approach was adopted following Banno and Kuriyama [26]. They suggested that projected changes in the wave field can be estimated by adjusting past wave time series with the predicted changes in the wave statistics (i.e., mean, standard deviation, log-normal distribution). Their approach was applied to project a six-week time period during the 2012–2013 winter to the future by adjusting the significant wave height ($H_s$), peak wave period ($T_p$), wave direction ($\theta$), and directional spreading ($\sigma_\theta$). Given the limitations of the time period and spatial coverage of existing wave databases, this analysis was carried out in two steps using two different wave databases to estimate projected changes in offshore wave conditions and the appropriate transfer function to transform offshore waves to nearshore waves (at $W_1$: 48.67° N 4.53° W, Figure 1c).

The projected changes in the offshore wave conditions (at $W_0$: 48.69° N 4.52° W, Figure 1b) were estimated using the database created by Laugel [45], who simulated wave conditions in the North Atlantic using a dynamical downscaling approach. A hindcast period from 1961–2000 and a forecast period from 2061–2100 were simulated using the spectral wave model TOMAWAC [46], which was run with the same model configuration for both time periods (see Laugel [45] for more details). Concerning the wind forcing conditions, two different scenarios were considered: for the hindcast period, the results of ARPEGE-CLIMAT global climate model simulations [47] and for the forecast period, projected scenarios following the emissions scenarios A1B, A2, and B1 [48]. In this study, two relatively pessimistic emissions scenarios were selected to generate the wave projections to investigate the scenarios causing the largest potential changes.

The difference between the hindcast and forecast periods was estimated by calculating: the log-normal distribution of $H_s$ during the two time periods (considering changes in the mean and extreme values), and the mean and standard deviation of $T_p$, $\theta$, and $\sigma_\theta$. The hindcast wave time series were transformed by adjusting each value of $H_s$, $T_p$, $\theta$, and $\sigma_\theta$ to correspond to forecast values using the updated distributions, producing a 6-week long future time series at the offshore point $W_0$ (Figure 1b).

In the second step, linear transformation functions (for $H_s$, $T_p$, $\theta$, and $\sigma_\theta$) were calculated using the past observations at $W_0$ and $W_1$ to estimate the transformed wave time series at $W_1$ (Figures 1c and 3). Using this approach, $H_s$ exceeded 6 m during one event in the hindcast time series, while it exceeded this threshold during three events in the B1 forecast time series. A1B and B1 had larger wave heights than A2, with B1 showing the largest wave heights overall. Dominant wave directions were fairly similar in all forecasts compared with the past waves (Figure 3b–e).

3.2. Numerical Modelling

The Delft3D model was used to simulate the local hydrodynamics at Vougot Beach with high spatiotemporal resolution. After calibrating the model with past observations, changes in the local hydrodynamics were evaluated for different scenarios of the projected SLR and wave climate changes.

3.2.1. Delft3D

Delft3D is an open-source model that has shown skill in simulating wave dynamics for a wide range of case studies [3,11,49]. Delft3D is a three-dimensional model based on a finite difference approach [33,50,51]. In this analysis, a depth-averaged approach (2DH) was used. The wave dynamics were simulated by online wave coupling with the wave model, SWAN [32], which allows simulating wave–current interactions at a specified time interval. A 1 h interval was used to capture the tidal variation, even though the temporal resolution of the wind and wave data was 3 h. At a complex study site such as Vougot Beach, with high bathymetric variability and a macrotidal regime, it is important to include wave–current interactions to simulate accurately wave dynamics.
3.2.2. Model Domains and Boundary Forcing

A nested modelling approach was used to initiate the model offshore in deep-water conditions (G1 domain) and to refine progressively the model grids to simulate high spatial resolution wave dynamics in the nearshore region (G3 domain in Figure 4a and Table 1). The large-scale, coarse-grid G1 domain was used to simulate only the astronomical tide to provide the appropriate boundary conditions for the G2 domain, including the tidal phase difference between $A_{G2}$ and $B_{G2}$ (Figure 4b). Wave–current interactions were then simulated in the G2 and G3 domains with progressively finer grids.

Figure 3. Comparison of (a) wave height and wave roses during the (b) historical period from 7 January–18 February 2013, and (c) A1B, (d) A2, and (e) B1 future wave projections at W1.

Figure 4. Model setup: (a) nested model grids, G1, G2, and G3; (b) bathymetry of the large-scale G1 grid, astronomical tides were obtained at $A_{G1}$ and $B_{G1}$ from the ES2008 tidal database, BR is the Brignogan wind station, the dashed blue line indicates the extent of the G2 grid, and $A_{G2}$ and $B_{G2}$ are the locations where the simulated water levels were extracted for G2. (c) Bathymetry of the G2 grid, where W1 and W2 indicate the wave data points from WW3 (HOMERE database), S3 is the offshore pressure sensor, and the black square indicates the extent of the G3 grid. (d) Bathymetry of the study area (G3), where S1 and S2 are nearshore pressure sensors and P1 to P4 are the selected locations to analyze the wave dynamics.
Table 1. Characteristics of the G1, G2, and G3 model domains (Figure 4).

| Model Domain | Spatial Extent (Alongshore × Cross Shore in km) | Grid Type       | Grid Resolution (Alongshore × Cross Shore in m) |
|--------------|-----------------------------------------------|-----------------|-----------------------------------------------|
| G1           | 20 × 10                                       | rectilinear     | 200 × 200                                     |
| G2           | 8 × 6                                         | curvilinear     | 40–50 × 20–60                                 |
| G3           | 0.5 × 0.7                                     | curvilinear     | 9 × 4–5                                       |

The model bathymetries were created using the two sources of data. The G1 bathymetry (200 m × 200 m, the same scale as the model grid) was based on the GEBCO 08 (https://publicwiki.deltares.nl/display/DDB/Delft+Dashboard, accessed on 15 December 2020) dataset and did not represent the strong bathymetric variations in the nearshore region (Figure 4b). The G2 and G3 bathymetries were constructed by interpolating the high-resolution (1 m × 1 m) digital elevation model Litto3D® (https://diffusion.shom.fr/pro/risques/litto3dr-finistere-2014.html, accessed on 22 January 2015) (Figure 4c,d) onto the 2 models’ grids to capture the finer details of the bathymetric variations. However, the offshore area of G2 was not entirely covered by this dataset, and the data gaps were filled by triangular interpolation using neighboring available depth values (Figure 4c). The highest resolution grid, G3, represented the finer details of the bathymetry well, with a resolution of less than 10 m in the cross-shore and alongshore directions representing the jetty of Curnic and the reef at the eastern and western ends of the domain, respectively (see Figures 1d and 4d).

The G1 domain was forced with the astronomical tide level defined at $A_{G1}$ and $B_{G1}$ from the ES2008 (https://publicwiki.deltares.nl/display/DDB/Delft+Dashboard, accessed on 15 December 2020) tidal database (Figure 4b). In Delft3D, the water level was specified at the offshore boundary, while the water level gradients were specified for the lateral boundaries. This combination of boundary conditions generates tidal currents perpendicular to the lateral boundaries, following the direction of tidal propagation (see details in Roelvink and Walstra [52]). The nested grid G2 was forced with both the total water levels (using the same approach as for G1) and the waves. The total water levels at the offshore corner points $A_{G2}$ and $B_{G2}$ were calculated as the sum of the simulated astronomical tide from G1 and TA at the pressure sensor at S3 (Figure 2a). For the wave boundary of G2, spatially uniform wave conditions were applied along the offshore boundary based on the wave characteristics estimated at W1. A JONSWAP spectrum (Joint North Sea Wave Project [53–55]) was used to specify the wave conditions at the boundary. G3 was nested in the G2 wave model, and thus the G3 boundary conditions were input directly from the G2 wave and water level simulations. The high-resolution G3 domain was, therefore, simulated including the effects of wave–current interactions with the tidal variations.

3.2.3. Model Simulations

The local hydrodynamics at Vougot Beach were investigated with observations from the 2012–2013 winter and with 7 different scenarios of potential changes in sea level and wave climate (Table 2).

The future SLR and wave climate scenarios were described in Section 3.1. The three SLR scenarios were simulated using the historical wave time series to investigate the relative impacts of only SLR on the wave dynamics along this coast. However, climate change will likely impact sea levels and wave climates simultaneously, so combined scenarios (SLR and waves) were developed considering four different combinations of SLR (min and max) and wave climate (A1B and B1) scenarios. Each simulation thus spanned the six-week analysis period from 7 January–18 February 2013, or the equivalent six-week period projected into the future.
Table 2. Summary of the water level and wave conditions used in each model simulation: (1) reference time period from 7 January–18 February 2013 and projected simulations considering (2, 3, 4) SLR-only and (5, 6, 7, 8) four different combinations of SLR and projected wave conditions.

| Simulation | Scenario                        | Description                                                                                                                                 |
|------------|---------------------------------|-------------------------------------------------------------------------------------------------------------------------------------------|
| 1          | Reference                       | Water levels = astronomical tides at AG1 and BG2 + TA at S3 (Figure 1)                                                                 |
|            |                                 | Wave characteristics at W1 from WW3 (Figure 1)                                                                                             |
|            |                                 | Wind data at BR, Brignogan (Figure 1)                                                                                                     |
| 2          | SLRmin                          | Only water level increased by 0.53 m: minimum of global range by IPCC [16]                                                                 |
| 3          | SLRavg                          | Only water level increased by 0.74 m: average of global range by IPCC [16]                                                                |
| 4          | SLRmax                          | Only water level increased by 0.98 m: maximum of global range by IPCC [16]                                                                 |
| 5          | SLRmin + A1B                    | Water level SLRmin Waves based on A1B of IPCC [16]                                                                                         |
| 6          | SLRmax + A1B                    | Water level SLRmax Waves based on A1B of IPCC [16]                                                                                         |
| 7          | SLRmin + B1                     | Water level SLRmin Waves based on B1 of IPCC [16]                                                                                          |
| 8          | SLRmax + B1                     | Water level SLRmax Waves based on B1 of IPCC [16]                                                                                          |

3.3. Analysis

After simulating the reference period and the seven future scenarios, changes in the nearshore hydrodynamics (water levels, waves, and currents) were investigated at Vougot Beach. The results of the future simulations were compared to those of the reference simulation using the following analytical parameters: significant wave height as defined from the wave spectrum, wave spectral density, and effective bed shear stress.

(a) Wave spectral density

The wave spectral density (SD) represents the distribution of wave energy as a function of frequency and its shape depends on the processes of wave growth and decay, as well as interactions between different frequency bands. In this analysis, wave spectral density was estimated based on the JONSWAP spectrum [53, 54].

\[
SD(f) = \frac{\alpha g^2}{(2\pi)^4 f^5} \exp \left[ \frac{-5}{4} \left( \frac{f}{f_p} \right)^{-4} \right] \gamma^r
\]  \hspace{1cm} (1)

where, \( r = \exp \left[ \frac{-(f-f_p)^2}{2\sigma^2 f_p^2} \right] \), \( \sigma \) = \( \begin{cases} 0.07, & f < f_p \\ 0.09, & f \geq f_p \end{cases} \), \( \alpha \): Phillips constant (-), \( g \): acceleration of gravity (m²/s), \( f \): wave frequency (Hz), \( \gamma \): peak enhancement factor (3.3), \( \sigma \): spectral width parameter (-), and \( t \): time (s).

To evaluate changes in the wave spectral density, the average wave spectral density \( SD_{avg} \) (J/m²/Hz) was calculated for each analysis period of length \( T \) (s) as:

\[
SD_{avg} = \frac{1}{T} \int_0^T SD(f) \, dt
\]  \hspace{1cm} (2)
The relative change of the averaged wave spectral density with respect to the reference scenario $SD_{rel,i}$ was calculated for each future scenario, $i$ as:

$$SD_{rel,i} = \left( \frac{SD_{avg,i} - SD_{avg,past}}{SD_{avg,past}} \right) \times 100\%$$  \hspace{1cm} (3)

(b) Effective bed shear stress

The effective bed shear stress ($\tau_b$) is an important parameter in an investigation the effects of wave dynamics in areas where both currents and waves strongly impact the hydrodynamics. This provides overall shear stress on the sea floor from both waves and currents, and their interactions, and determines local sediment transport, which will be investigated in the next phase of this study. The depth-averaged effective bed shear stress was calculated following the approach of Soulsby [56], using one standard function that can be adapted for different wave–current boundary layer models using different fitting coefficients (https://content.oss.deltares.nl/delft3d/manuals/Delft3D-FLOW_User_Manual.pdf, accessed on 19 May 2021). Of the several models available, the Fredsøe [57], boundary layer model was used in this study following the common approach [58]:

$$\tau_b = \frac{|\tau_m|}{|u|} \left( \bar{u} + u_s \right)$$  \hspace{1cm} (4)

$$|\tau_m| = Y \left( |\tau_c| + |\tau_w| \right)$$  \hspace{1cm} (5)

$$\tau_w = \frac{1}{2} \rho f_w u_w^2$$  \hspace{1cm} (6)

$$\tau_c = \rho C_D u^2$$  \hspace{1cm} (7)

where $\tau_m$: bed shear stress of combined waves and currents (N/m²), $u$: depth-averaged velocity (m/s), $u_s$: depth-averaged Stokes drift, $Y$: a fitting function for the wave–current boundary layer [59], $\tau_c$: bed shear stress from currents alone (N/m²), $\tau_w$: bed shear stress from waves alone (N/m²), $\rho$: water density (kg/m³), $f_w$: friction factor (-), $u_w$: wave orbital velocity (m/s), and $C_D$: drag coefficient (-).

The average effective bed shear stress over the analysis period ($\tau_{b,avg}$) was calculated as,

$$\tau_{b,avg} = \frac{1}{T} \int_0^T \tau_b dt$$  \hspace{1cm} (8)

(c) Statistical parameters

The model’s skill in predicting water levels and wave heights was compared to the observations during the reference period, and then changes in the wave dynamics were estimated by comparing the future scenarios to the reference simulation using four statistical parameters (Equations (9)–(12)).

The coefficient of determination ($R^2$) was calculated to quantify the fraction of variance in each simulation corresponding to either the measurements or the reference simulation. This is defined as the squared value of the coefficient of correlation [59]:

$$R^2 = \left[ \frac{\sum_{j=1}^n (x_j - \bar{x})(y_j - \bar{y})}{\sqrt{(x_j - \bar{x})(y_j - \bar{y})}} \right]^2$$  \hspace{1cm} (9)

where, $x$ values represent the parameter time series (e.g., $Hs$) from either the measured data or the reference simulation and $y$ values represent the simulated hindcast or forecast...
values, $\bar{x}$ and $\bar{y}$ indicate the mean values, and $n$ is the number of time steps during the analysis period.

The root mean square difference (RMSD) quantifies the standard deviation of the differences between the simulations and either the measurements or the reference simulation:

$$RMSD = \sqrt{\frac{1}{n} \sum_{j=1}^{n} (x_j - y_j)^2} \quad (10)$$

Smaller RMSDs imply better agreement between the observations and the model simulations (thus referred to as the RMSE: root mean square error), or smaller changes in future scenarios compared with the reference scenario.

The relative standard deviation ($\sigma_{rel}$) estimates the deviation between the reference and the future scenarios with respect to the averaged value ($\bar{\mu}$) of the normalised difference ($\mu_j$).

$$\sigma_{rel} = \sqrt{\frac{1}{n} \sum_{j=1}^{n} (\mu_j - \bar{\mu})^2} \quad (11)$$

$$\bar{\mu} = \frac{1}{n} \sum_{j=1}^{n} \mu_j \quad (12)$$

where, $\mu_j = \frac{(y_j - x_j)}{x_j}$.

These statistics can be used to compare variations in wave dynamics (e.g., $H_s$, $\tau_b$) among the scenarios and at different locations at Vougot Beach.

4. Results

4.1. Model Validation

The model’s performance was validated by comparing the simulated water levels and wave heights with the measurements during the study period. Simulated water levels were compared with the water levels derived from the pressure sensor measurements at S1, S2, and S3 (Figure 5a–c). The water level variations varied significantly between each sensor as a function of the water depth.

To analyze the simulated hydrodynamics during characteristic periods of the tidal cycle at Vougot Beach, four dates throughout the analysis period were selected, representing spring-low ($t_{SL}$), neap-high ($t_{NH}$), neap-low ($t_{NL}$), and spring-high ($t_{SH}$) tidal conditions (columns in Figure 5a–c). The date of the peak storm wave height observed during this time period ($t_{Hs,max}$) was also selected for comparison. Around $t_{SL}$, the measured and simulated water levels agreed qualitatively well, except at S3, where the minima at spring-low water were slightly higher in the model than in the measurements (i.e., maximum difference $\approx 0.3$ m). Around $t_{NH}$, small differences in the measured and simulated water levels were observed at S1 during ebb tide. The largest differences in water levels at all locations were found around $t_{NL}$ (S1~0.6 m, S2~0.5 m and S3~0.4 m) during the storm with the large wave heights. These differences may have been caused by modelling errors or by increases in errors in the sensor measurements in the surf and swash zones. The simulated water levels agreed better with the measurements during the flood phase of the tide because of the phase shift between the simulated and measured water level peak at high tide. Both of these phenomena may have an important role during storm events, particularly at S1. Around $t_{SH}$, the water level variations were similar to those around $t_{SL}$, with a slight overestimation of the maxima at S1 and the minima at S3.

The simulated water levels agreed well with the measurements with $R^2 > 0.97$ and $RMSE < 0.37$ m at S1, S2, and S3 (Figure 5d–f). The model was able to reproduce well the amplitude and phase of the measured water levels, with better agreement in deeper water (S3) than in shallow water (S1).
Figure 5. Comparison of the measured (blue) and the simulated (red) water levels at the pressure sensor locations: (a) S1, (b) S2, and (c) S3 (see Figure 4). For clarity, the comparisons were made around four time points (columns of a,b,c), \( t_{\text{SL}}: 2013-01-13 12:00 \) (spring-low water), \( t_{\text{NH}}: 2013-01-21 12:00 \) (neap-high), \( t_{\text{NL}}: 2013-02-05 18:00 \) (neap-low), \( t_{\text{SH}}: 2013-02-11: 18:00 \) (spring-high), where the time of occurrence of the peak storm wave height is also indicated \( t_{\text{Hs,max}}: 2013-02-05 22:00 \) (just after \( t_{\text{NL}} \)). Scatter plots of measured and simulated water levels during the analysis period for (d) S1, (e) S2, and (f) S3, showing the calculated linear regression (solid line), perfect agreement (dashed line), and density of data points by percentage (color).

The wave height and directional distribution were analyzed qualitatively at the selected time points for the G2 (a) and G3 (b) domains (Figure 6). At all of the selected times, waves approached from the northwest. The largest wave heights (7.5 m) in the G2 domain were observed during the storm peak on 5 February 2013, in the middle of the flood phase of a neap tidal cycle (0.6 m at \( t_{\text{Hs,max}} \)). However, the largest waves propagating to the beach (G3 domain) occurred at spring-high tide (\( t_{\text{SH}} \)), when the offshore water level and wave height were about 3.5 m and 4.5 m, respectively. Given the high water level, the waves propagated farther shoreward before being dissipated, impacting higher elevations on the beach. On the contrary, during spring-low tide (\( t_{\text{SL}} \)), a large part of the study area became dry, limiting wave propagation to deeper water depths (>3.5 m). The tide level and its impact on wave propagation to the beach thus has an important role in controlling nearshore wave dynamics.

As noted previously, both simulated and measured wave heights at S1, S2, and S3 were modulated by the tide level. At the pressure sensor locations, the simulated wave heights were consistently larger than the measured wave heights (Figure 7a–c). The absolute differences ranged between 0.1–0.9 m (average = 0.4 m) at S1, 0.1–1.6 m (average = 0.6 m) at S2, and 0.8–1.4 m (average = 0.5 m) at S3, with slightly better agreement during some time periods (e.g., around \( t_{\text{NH}} \)). However, the simulated wave heights showed the same pattern of oscillations as in the data, indicating that the model correctly captured the phase of wave height changes relative to the tide level. The simulated wave heights at S1 agreed better with the data (\( \text{RMSE} = 0.43 \) m) than at S2 (0.66 m), S3 (0.57 m), and W2 (0.57 m). This could be due to the fact that the vertical position of the S1 pressure sensor was more stable than the other two pressure sensors. At W2, the WW3 model predicted stronger tidal modulation than the present simulation with Delft3D, particularly during spring tide, thus the agreement between the two models improved during neap tide (Figure 7d).
differences may have also been caused by forcing the SWAN model with uniform offshore wave conditions.
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**Figure 6.** Wave height (color) and direction (vectors) in the G2 (a) and G3 (b) model domains at the selected five dates, $t_{SL}$: spring-low water, $t_{NH}$: neap-high, $t_{NL}$: neap-low, $t_{Hs,max}$: peak storm wave height, $t_{SH}$: spring-high. S1, S2, and S3 indicate the locations of the pressure sensors, and W2 indicates the location of the wave time series obtained from WW3. The red rectangles in (a) show the location of the G3 domain.
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**Figure 7.** Comparison of the measured (blue) and the simulated (red) wave heights at the pressure sensor locations: (a) S1, (b) S2, and (c) S3 (see Figure 6). (d) Comparison of wave heights at W2 from WW3 (black line) and the present Delft3D model (red line). The gray line indicates the simulated water levels and the vertical dashed lines indicate the selected dates: $t_{SL}$: spring-low, $t_{NH}$: neap-high, $t_{NL}$: neap-low, $t_{Hs,max}$: peak storm wave height, and $t_{SH}$: spring-high water.

The model validation showed that the measured and simulated water levels agreed well, and that the tide level had a strong impact on nearshore wave heights (as expected on a macrotidal beach). The comparison of the simulated and measured wave height time
series at the selected locations showed fair agreement (with RMSE ranging from 0.43–0.66). Overall, the reference simulation predicted large wave heights, which could be expected due to a number of reasons that are discussed in Section 5. For the remainder of this study, the simulated results presented in this section are used as the reference case, and all simulations of the future scenarios will be compared to these results to evaluate changes in nearshore hydrodynamics caused by SLR and wave climate changes.

4.2. Sea Level Rise

The first simulations of future scenarios considered SLR-only impacts (scenarios 2–4 in Table 2), and the historical wave time series was used as the input wave conditions. The simulated wave height distributions were qualitatively compared to the reference scenario at spring-low (t\textsubscript{SL}) and spring-high (t\textsubscript{SH}) tidal levels (Figure 8), representing the extreme tidal excursions and, thus, potential extremes in wave dynamics. The peak storm wave height at t\textsubscript{Hs,max} occurred in the middle of the flood phase of a neap tidal cycle and, thus, even though it corresponded to the largest offshore wave height (7.5 m at W1), it produced smaller waves in the nearshore region (e.g., at S1–S3: water depth up to 12 m) than at t\textsubscript{SH} (4.5 m at W1, see Figure 6). The reference scenario showed the smallest wave height distributions at t\textsubscript{SL} (Figure 8a) and t\textsubscript{SH} (Figure 8b), and the maximum nearshore wave heights at t\textsubscript{SL} increased as the sea level increases (Figure 8a, from left to right). However, at t\textsubscript{SH}, the maximum nearshore wave heights increased up to SLR\textsubscript{avg} and then decreased for SLR\textsubscript{max} (Figure 8b), indicating larger wave energy dissipation in the G2 domain in the SLR\textsubscript{max} simulation. Smaller wave heights propagated into the G3 domain (maximum depth ~6 m), causing the smallest wave heights at t\textsubscript{SH} for the SLR\textsubscript{max} scenario. The wave direction distributions were very similar for all four scenarios, indicating that the different SLR scenarios do not appear to have significant impacts on the observed nearshore wave refraction patterns for the selected incident wave directions, assuming no bathymetric changes. A large difference in wave refraction patterns was observed between two tidal levels (t\textsubscript{SL} and t\textsubscript{SH}) due to different incident wave conditions.
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The average wave energy density spectrum ($SD_{avg}$) was calculated for the reference analysis period from 7 January–18 February 2013 and for the future SLR scenarios at four selected locations along a cross-shore profile (P1–P4, see Figure 8). As the water depth increased from P1–P4, $SD_{avg}$ increased, the spectral shape tended to be more skewed, and the spectral peak shifted toward lower frequencies from 0.04 Hz at P1 to 0.03 Hz at P4 for all scenarios (Figure 9). At the four selected points, the SLR simulations showed greater $SD_{avg}$ relative to the reference simulation. In addition, $SD_{avg}$ also increased with increasing SLR, which is coherent with increases in the spectral energy for increasing water depths. Overall, the differences in SLR scenarios appear to have marginal effects on the average spectral shape.

![Figure 9. Average wave energy density spectrum ($SD_{avg}$: Equation (2)) during the analysis period from 7 January–18 February 2013 for the reference (gray line), SLR$_{min}$ (red), SLR$_{avg}$ (blue), and SLR$_{max}$ (black) scenarios at P1: 0 m depth (a), P2: 2 m depth (b), P3: 4 m depth (c), and P4: 6.5 m depth (d) in the G3 domain (see Figure 8). (e) Relative increases in the wave energy density spectra with respect to the reference scenario ($SD_{rel}$: Equation (3)).](image)

At each location, the relative change in the average spectral density (Figure 9e) increased with increased sea level (e.g., smallest and largest increases correspond to SLR$_{min}$ and SLR$_{max}$, respectively). The shallowest location, P1, showed the largest increases (28% for SLR$_{min}$, 38% for SLR$_{avg}$ and 52% for SLR$_{max}$) and was, thus, most strongly impacted by SLR. The impacts decreased with increasing water depth, showing a significant drop between P1 to P2, and even smaller impacts at P3 and P4, with increases of only 5–15%. As may be expected, SLR had the strongest effects on wave dynamics in shallow water.

4.3. Sea Level Rise and Future Wave Climates

Similar to the previous analysis, the combined effects of SLR and changes in the wave climate on the wave dynamics are shown at spring-low ($t_{SSL}$) and spring-high ($t_{SH}$) tide (Figure 10) for the four combined scenarios (5–8, Table 2).

The simulation results showed increases in wave height for all four scenarios at both tide levels (Figure 10), with noticeable impacts of the effects of SLR. At $t_{SSL}$, the wave heights increased with increased SLR. However, at $t_{SH}$, the changes due to SLR depended on the wave projection scenario. For A1B (offshore conditions: $H_s = 4.3$ m and Dir. $= 303^\circ$), the
largest nearshore wave heights were observed for the SLR$\text{max}$ simulation. The wave heights in the B1 scenarios were smaller than those of the A1B scenario. For B1 (offshore conditions: $H_s = 4.7$ m and $\text{Dir.} = 303^\circ$), the nearshore wave heights were fairly similar for SLR$\text{min}$ and SLR$\text{max}$. Therefore, changes in both wave height and direction resulted in different wave propagation processes (shoaling, refraction, and dissipation) as a function of SLR, with complex impacts on the overall wave dynamics.

The SD$\text{avg}$ of the combined A1B wave climate and SLR scenarios showed increases relative to the reference scenario (Figure 11), and these differences were larger than those observed for the SLR-only scenarios (Section 4.2, Figure 9). The largest increases in wave height occurred in shallow water (P1) and then decreased moving offshore into deeper water (P4). The SD$\text{avg}$ values for both A1B scenarios were significantly larger than that of the reference simulation, but the mean peak frequency remained similar. In contrast, the SD$\text{avg}$ for both B1 scenarios decreased relative to the reference simulation and showed an increase in the average peak frequency (up to 0.09 Hz, relative to 0.03 Hz, Figure 11a–d). Here, the nearshore wave conditions were impacted both by changes in wave propagation and transformation due to changes in the water level (and resultant currents) and by differences in the wave boundary conditions.

In contrast to the SLR scenarios (Section 4.2), SD$\text{rel}$ did not decrease monotonically with increasing water depth (Figure 11e). For example, for the SLR$\text{min}$ + A1B scenario, P1 experienced the largest increase (62%) and P3 experienced the smallest increase (35%). The largest overall increases in SD$\text{rel}$ occurred for the SLR$\text{max}$ + A1B scenario at all locations (maximum 95% at P1 and minimum 41% at P3). In contrast, SD$\text{rel}$ decreased for the SLR$\text{min}$ + B1 scenario (maximum 29% at P3 and minimum 14% at P2). These results indicate that the larger offshore waves in the B1 wave climate dissipated more than those of the A1B wave climate, for both SLR scenarios. These results indicate that the combined SLR and the future wave climate scenarios caused complex changes in the nearshore wave dynamics that may be more strongly dominated by the wave climate than by SLR.
To investigate the impacts that the changes in wave and current dynamics may have on sediment transport processes, the average effective bed shear stress ($\tau_{b,avg}$) was evaluated (Figure 12). This term depends on the hydrodynamic forcing (waves and currents) and the local morphology. At P1, the reference scenario had the lowest bed shear stress (Figure 12a), which increased with increasing the sea level rise (SLR-only scenarios). A similar trend was observed at P2. In the reference scenario, P1 and P2 were submerged during only part of the tidal cycle. The length of the submerged periods increased with increasing SLR, resulting in higher $\tau_{b,avg}$ than the reference scenario. P3 and P4 were permanently submerged, and thus increases in sea level caused decreases in $\tau_{b,avg}$ relative to the reference. P3 experienced the highest $\tau_{b,avg}$ in all scenarios, as well as the largest variability during the analysis period (error bars, Figure 12). P3 is located in the nearshore zone, which is surrounded by shallower areas to the east and west (see bathymetry in Figure 4d), causing higher velocities and larger $\tau_{b,avg}$ than at the other three locations. The variability in changes in $\tau_{b,avg}$ as a function of SLR and wave climate scenarios makes it difficult to identify the causes of the changes. However, the combined A1B scenarios resulted in large increases in $\tau_{b,avg}$ at all locations. The large wave heights in the nearshore zone of the A1B scenarios caused higher velocities than in the B1 scenarios. The relative increase in $\tau_{b,avg}$ showed that P1 was most sensitive to changes in the water level and wave climate, and this effect decreased with increasing water depth (Figure 12b). At P3, both the SLR-only and combined scenarios caused small changes in $\tau_{b,avg}$ relative to the reference scenario. Therefore, the shallowest water depths at Vougot Beach showed the largest changes in waves in all future scenarios and may be the most vulnerable to wave impacts.

The statistical analyses of changes in wave height are summarized in Table 3. The effects of SLR on wave heights ($H_s$) increased in shallow water, as seen by the increases in the averaged normalized difference ($\bar{n}$) and the relative standard deviation ($\sigma_{rel}$). This trend increased with increases in sea level rise. The combined scenarios had stronger impacts on the wave height and, thus, showed lower correlation coefficients ($R^2$) and higher root mean square difference (RMSD) values than the SLR-only scenarios. Furthermore, the A1B scenarios had larger impacts on the nearshore wave heights than the B1 scenarios, and in both cases, the effect on wave heights increased with increasing SLR.
Figure 12. Average effective bed shear stress ($\bar{\tau}_{b,\text{avg}}$) during the analysis period from 7 January–18 February 2013 (a) for the reference (gray bar), SLR$_{\text{min}}$ (red), SLR$_{\text{avg}}$ (blue), SLR$_{\text{max}}$ (black), SLR$_{\text{min}}$ + A1B (yellow red-enclosed), SLR$_{\text{max}}$ + A1B (yellow black-enclosed), SLR$_{\text{min}}$ + B1 (green red-enclosed), and SLR$_{\text{max}}$ + B1 (green black-enclosed) at P1 (0 m depth), P2 (2 m), P3 (4 m), and P4 (6.5 m) on the G3 domain (see Figure 10). Standard error (standard deviation/√number of time steps) is shown by error bars. Relative increase of $\bar{\tau}_{b,\text{avg}}$ (b) is shown with the corresponding color bars.

Table 3. Statistical parameters comparing the difference between the reference and the future scenarios in wave height ($H_s$) at P1 (0 m depth), P2 (2 m), P3 (4 m), and P4 (6.5 m) (see location in Figure 10). $R^2$: correlation coefficient, RMSD: root mean square difference, $\bar{\pi}$: averaged normalised difference, $\sigma_{\text{rel}}$: relative standard deviation.

| Scenario                  | Parameter     | Wave Height ($H_s$) | Location |
|---------------------------|---------------|---------------------|----------|
|                           | $R^2$         | P1                  | P2    | P3 | P4 |
| SLR$_{\text{min}}$        | 0.19         | 0.17                | 0.20 | 0.19 |
|                           | $\bar{\pi}$  | 0.31                | 0.21 | 0.06 | 0.04 |
|                           | $\sigma_{\text{rel}}$ | 0.67 | 0.43 | 0.13 | 0.09 |
| SLR$_{\text{avg}}$        | 0.88         | 0.92                | 0.90 | 0.92 |
|                           | RMSD (m)     | 0.25                | 0.22 | 0.24 | 0.22 |
|                           | $\bar{\pi}$  | 0.43                | 0.30 | 0.08 | 0.05 |
|                           | $\sigma_{\text{rel}}$ | 0.90 | 0.59 | 0.15 | 0.11 |
| SLR$_{\text{max}}$        | 0.85         | 0.91                | 0.88 | 0.93 |
|                           | RMSD (m)     | 0.31                | 0.26 | 0.27 | 0.23 |
|                           | $\bar{\pi}$  | 0.53                | 0.38 | 0.10 | 0.07 |
|                           | $\sigma_{\text{rel}}$ | 1.10 | 0.73 | 0.17 | 0.11 |
| SLR$_{\text{min}}$ + A1B  | 0.90         | 0.89                | 0.87 | 0.87 |
|                           | RMSD (m)     | 0.26                | 0.29 | 0.21 | 0.39 |
|                           | $\bar{\pi}$  | 0.40                | 0.42 | 0.18 | 0.21 |
|                           | $\sigma_{\text{rel}}$ | 0.59 | 0.64 | 0.21 | 0.20 |
| SLR$_{\text{max}}$ + A1B  | 0.84         | 0.86                | 0.84 | 0.84 |
|                           | RMSD (m)     | 0.38                | 0.40 | 0.36 | 0.43 |
|                           | $\bar{\pi}$  | 0.62                | 0.63 | 0.22 | 0.24 |
|                           | $\sigma_{\text{rel}}$ | 0.97 | 1.00 | 0.26 | 0.23 |
| SLR$_{\text{min}}$ + B1   | 0.87         | 0.85                | 0.80 | 0.76 |
|                           | RMSD (m)     | 0.38                | 0.40 | 0.36 | 0.43 |
|                           | $\bar{\pi}$  | 0.24                | 0.34 | 0.13 | 0.21 |
|                           | $\sigma_{\text{rel}}$ | 0.46 | 0.58 | 0.29 | 0.32 |
| SLR$_{\text{max}}$ + B1   | 0.81         | 0.82                | 0.77 | 0.75 |
|                           | RMSD (m)     | 0.31                | 0.36 | 0.38 | 0.50 |
|                           | $\bar{\pi}$  | 0.46                | 0.54 | 0.20 | 0.27 |
|                           | $\sigma_{\text{rel}}$ | 0.81 | 0.89 | 0.31 | 0.33 |
5. Discussion

The objective of this study was to evaluate the impacts of climate change on the coastal wave dynamics at Vougot Beach, including not only SLR, but also combined scenarios of SLR and wave climate changes to respond to the increasing need to investigate the interactions between these two factors [60]. Simulations were carried out for a 6-week period during the 2012–2013 winter (validation and reference period) and for the same 6-week period projected into the future using the selected SLR and wave climate scenarios (Table 2) to quantify the projected changes in the significant wave height $H_s$, the average wave energy density spectra $SD_{avg}$, and the effective bed shear stress $\tau_b$. The simulation results showed the importance of both SLR and wave climate changes, and, in particular, interactions between the complex nearshore bathymetry and the macrotidal regime of the beach.

5.1. Macrotidal Beach Dynamics

The impacts of SLR and wave climate changes on the nearshore wave dynamics were most significant at high tide. This is particularly important for beach morphodynamics since changes in the hydrodynamic conditions at high tide have stronger impacts on beach and dune morphological changes [61–63]. Recent modelling studies of the predicted impacts of past and future storms on the morphology of a macrotidal beach also emphasized the importance of the water level on the impact of storm events [6,35]. However, Bennett et al. [35], stated that there is high variability between different sites, and while the SLR-only simulations in the current study were in agreement with their conclusion, the combined SLR and wave scenarios emphasized the importance of interactions between water levels and waves. Thus, although high spatial and temporal resolution modelling efforts are computationally expensive, they may provide evidence of the complexities of beach hydrodynamics, which have important impacts on beach and dune morphological changes.

5.2. Uncertainties in the Modelling Approach

The results presented here should not be interpreted as deterministic predictions of future beach hydrodynamics, but rather as a preliminary estimation of potential changes in nearshore hydrodynamics and their dependency on SLR and wave climate changes. This modelling approach depends on the accuracy of the model calibration and the forcing data, including, in particular, the predictions of future SLR and wave climate scenarios.

5.2.1. Model Calibration Uncertainties

The validation of the model simulations showed good agreement between the simulated and measured water levels (Figure 5), with high correlations ($R^2 > 0.97$) and low errors ($RMSE < 0.37$ m) between the two time series at the locations of the three pressure sensors. However, errors between the simulated and measured $H_s$ were larger, with $RMSE$ ranging from 0.43–0.66 m (average difference in $H_s \sim 0.5$ m) at the three pressure sensors, and comparisons between Delft3D and WW3 estimated wave heights at the point W2 showed a $RMSD$ of 0.57 m. These differences may have been caused by errors in the numerical model or in the wave heights estimated from the pressure sensor measurements.

Errors in the numerical model may have been caused by a number of different factors including the model inputs, calibration, boundary conditions, bathymetric grid, and simulated physical processes. The input wave conditions were obtained from WW3 simulations at a grid point located in 44 m water depth, and errors between the in situ and WW3-simulated wave heights were not able to be estimated at this location. At a wave buoy located nearby in 60 m depth (Pierres Noires, buoy 62069), the estimated $RMSE$ and bias were 0.13 and 0.05 m, respectively [34].

In the model, the wave conditions were assumed to be constant along the offshore boundary, with a constant 40 m water depth, which likely caused the model to overestimate the wave height at the eastern end, which is shallower than the western end. The submarine scarp between 10 m and 40–60 m depth that delimits the outer edge of the
large platform with reefs and islets was not well reproduced in the bathymetry data. The nearshore bathymetry was represented well with a high-resolution grid, but the offshore bathymetry may not have been represented accurately given the high spatial variability in the offshore zone at this site. The bathymetry remained constant in time, and the impacts of morphological changes on wave propagation were not considered. Finally, the SWAN model likely overestimates wave heights [28], and does not simulate accurately diffraction processes [64], which were therefore not included in the simulations. At Vougot Beach, diffraction may be important, and refraction and depth-induced processes may have also not been represented accurately enough.

The model was calibrated using bed friction and wave breaking parameters. Water level and currents in Delft3D are sensitive to the bed friction [65]. A Chézy coefficient of 60 m$^{1/2}$/s was selected following a sensitivity analysis of the water levels. Simulated wave heights in SWAN depend on the parameterization of the wave energy dissipation [28]. A friction coefficient of 0.06 m$^2$/s$^3$ and a wave breaking parameter of 0.65 were selected for the SWAN model by qualitatively comparing the simulated and measured wave heights. However, an extensive calibration and validation were not undertaken, and the simulated and observed wave heights showed fair agreement (Section 4.1). These values remained constant in all simulations, and only the relative changes between the reference and future scenarios were analyzed.

In addition to errors related to the numerical modelling, some of the differences between the simulated and measured wave heights may have been caused by errors in the wave height time series calculated from the pressure sensor measurements. The pressure sensors were located in 0.7 m (S1), 2.5 m (S2), and 12 m (S3) water depths, and S3 was the only sensor that remained permanently submerged. Sensors S1 and S2 were, thus, located in the surf zone, where waves may be highly nonlinear and even breaking. Linear reconstruction of wave heights from pressure sensors underestimates $H_s$ in shallow water [66], leading to up to a 30% underestimation of individual wave heights near the breaking point [67,68]. Due to pressure attenuation at S3, only wave periods larger than around 3 s could be measured. This served as a high-frequency cutoff for the wave spectrum and may have shifted the computed significant wave height. Thus, the reconstruction method used to calculate the wave height at the pressure sensor locations, in addition to intrinsic instrument measurement errors, may have also contributed to the observed differences between the simulated and measured wave heights.

5.2.2. Projected SLR and Future Wave Time Series

It has been assumed that the primary driver of climate change impacts to the wave field comes from the meteorological forcing, and changes in the local bathymetry have not been considered. This study thus relied on accurate projections of sea level and local wave climate changes. The SLR predictions were global averages extracted from the 5th IPCC report [12], spanning the range of changes expected by 2100. Although global values were used in this study, regional-scale predictions fall within the global range (Section 3.1.1), and therefore the SLR predictions were assumed to be representative of expected future changes.

Future estimates of the wave climate are more difficult to obtain, in particular at local scales. At global scales, large differences exist in different wave forecasting models, as highlighted by the COWCLIP (Coordinated Ocean Wave Climate Project) project [29] and by the IPCC 5th Assessment Report [12], which assigned low confidence to wave projections. Thus, more recently, a series of ten new global wind-wave projection studies were completed using atmospheric forcing from the CMIP5 GCM simulations, highlighting that the uncertainties in wave predictions are dominated by climate model-driven uncertainties [69] leading to uncertainties of up to ~50% in single-method modelling studies. One must be careful in interpreting single, deterministic simulations of wave climate changes, thinking of these predictions as estimates of the possible changes in the local wave field.
The availability of ensemble averages of predicted wave fields at the global scale is useful for global-scale studies, but additional methods must be used to transform these wave conditions to local wave conditions. In this study, the statistics of the hindcast and forecast waves time series (using the dynamical downscaling approach of Laugel [45]) were used to estimate transfer functions to project the historical reference time series to the equivalent time series in 2100 (following Banno and Kuriyama [26]). A second set of linear transfer functions was used to transform these offshore wave conditions (W0) to the nearshore zone (W1) to use as input wave conditions in the Delft3D model. The estimates of future wave conditions could be improved by using ensemble averages of hindcast and future wave projections instead of the results from a single wave model. However, ensemble averages of future wave simulations are not yet readily available at worldwide scales, in particular in the nearshore zone. If ensemble averages of offshore waves exist, they must be propagated to the coastline, which requires setting up computationally intensive intermediate- to local-scale models or developing site-specific downscaling approaches.

5.3. Extension of the Modelling Approach

The availability of data for setting up, forcing, and calibrating numerical models (e.g., bathymetric and hydrodynamic measurements) is crucial to assess model performance and to obtain accurate results. The present modelling approach could be improved using extended offshore bathymetry data and measured offshore waves. This study was particularly focused on a six-week period during the 2012–2013 winter, but the study could be extended to investigate storm events with different hydrodynamic conditions (e.g., the energetic storms of the 2008 or 2013/2014 winter [70,71], events with different combinations of water levels and wave heights [6]) to generalize the conclusions presented here. Future work includes extending this work to evaluate the impacts on the beach and dune morphodynamics, including interactions between the hydrodynamics and changes in the nearshore bathymetry. This could facilitate improving the model predictions by considering temporal variations in the bathymetry, which were not considered here, as well as evaluating potential coastal erosion risks, dune breaching, and hinterland flooding. Lastly, the approach developed here can be applied to a wide variety of sites with sufficient bathymetric, wave, and water level observations to calibrate and validate the modelling approach before simulating future events using projections of future waves and water levels.

6. Conclusions

Wave dynamics at Vougot Beach were investigated using Delft3D to simulate a 6-week period in 2013 and seven projected scenarios in 2100, including three SLR-only scenarios and four combined SLR and wave climate change scenarios. The SLR-only scenarios showed that increased water levels allowed larger waves to propagate farther onshore, and the differences in wave heights were most significant in shallow water. The simulations of the combined SLR and wave scenarios showed the importance of evaluating the two effects simultaneously because the scenario showing the largest increases in nearshore wave heights did not correspond to the scenario with the largest offshore waves. Given the complex nearshore bathymetry and macrotidal regime of the beach, it is necessary to simulate the local-scale hydrodynamics with a high-resolution model to represent accurately the interactions between waves and water levels.

Future studies are required using improved wave projections, in particular in the nearshore environment, to gain a more comprehensive understanding of the potential changes in currents and waves, as well as their impacts. The approach presented here, as well as its extension to evaluate climate change impacts on nearshore sediment transport and morphological evolution, can thus be applied to other coastal systems to study local-scale changes in hydrodynamics and, ultimately, morphodynamics, providing useful information for beach management and policy makers.
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