Abstract—Independent component analysis (ICA) is a statistical tool that decomposes an observed random vector into components that are as statistically independent as possible. ICA over finite fields is a special case of ICA, in which both the observations and the decomposed components take values over a finite alphabet. This problem is also known as minimal redundancy representation or factorial coding. In this paper, we focus on linear methods for ICA over finite fields. We introduce a basic lower bound that provides a fundamental limit on the ability of any linear solution to solve this problem. Based on this bound, we present a greedy algorithm that outperforms all currently known methods. Importantly, we show that the overhead of our suggested algorithm (compared with the lower bound) typically decreases as the scale of the problem grows. In addition, we provide a sub-optimal variant of our suggested method that significantly reduces the computational complexity at a relatively small cost in performance. Finally, we discuss the universal abilities of linear transformations in decomposing random vectors, compared with existing non-linear solutions.
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I. INTRODUCTION

INDEPENDENT Component Analysis (ICA) addresses the recovery of unknown statistically independent source signals from their observed mixtures, without full prior knowledge of the mixing model or the statistics of the source signals. The classical Independent Components Analysis framework usually assumes linear combinations of the independent sources over the field of real valued numbers. A special variant of the ICA problem is when the sources, the mixing model and the observed signals are over a finite field, such as Galois Field of order \( q, \text{GF}(q) \).

Several types of generative mixing models may be assumed when working over \( \text{GF}(q) \). This includes modulo additive operations, OR operations (over a binary field) and others. Existing solutions to ICA mainly differ in their assumptions of the generative model, the prior distribution of the mixing matrix (if such exists) and the noise model. Nevertheless, the common assumption to all of these approaches is that there exists a set of fully statistically independent source signals to be decomposed. However, these assumptions do not usually hold, and a more robust approach is required. In other words, we would like to decompose any given observed mixture into “as independent as possible” components, with no prior assumption on the way it was generated. This problem was first introduced by Barlow [1] as minimal redundancy representation and was later referred to as factorial representation [2] or generalized ICA over finite alphabets [3].

A factorial representation has several advantages. The probability of occurrence of any realization can be simply computed as the product of the probabilities of the individual components that represent it (assuming such decomposition exists). In addition, any method of finding factorial codes can be viewed as implementing the Occam’s razor principle, which prefers simpler models over more complex ones, where simplicity may be defined as the number of parameters necessary to represent the joint distribution of the data. In the context of supervised learning, independent features can also make later learning easier; if the input units to a supervised learning networks are uncorrelated, then the Hessian of its error function is diagonal, allowing accelerated learning abilities [4]. There exists a large body of work which demonstrates the use of factorial codes in learning problems. This mainly manifests in artificial neural networks [5], [6] with application to facial recognition [7]–[9] and deep learning [10], [11]. Recently, factorial codes were also shown to attain favorable compression rates in large alphabet source coding [12]–[14].

In this work we focus on linear solutions to the factorial representation problem; we seek for a linear transformation (over \( \text{GF}(q) \)), that decomposes the observed mixture into “as statistically independent as possible” components. Linear solutions have several advantages. They are easy to implement in linear time-invariant (LTI) systems, they are robust to noisy measurements and they are storage space efficient. Importantly, they are usually simpler to derive and analyze than in the non-linear case.
For these reasons, linear ICA has received most of the attention over the years [15]–[21].

This paper is an extended version of our initial results, presented in [22]. In [22] we introduced a lower bound to the linear binary ICA problem, followed by a simple practical algorithm. Here we significantly extend the scope of this study. This includes the following contributions:

- A comprehensive derivation of the computational and statistical properties of the methods presented in [22].
- A novel computationally efficient algorithm which reduces the complexity of our previously suggested schemes.
- Generalization of our framework to finite fields of any order.
- A rigorous study of the flexibility of linear ICA methods, including both analytical and empirical results.
- Comparative study of linear and non-linear ICA methods.
- A data compression application, which demonstrates the use of our suggested approach in large alphabet source coding.

II. PREVIOUS WORK

The problem considered in this paper has a long history. In his pioneering work from 1989, Barlow [1] presented a minimally redundant representation scheme for binary data. He claimed that a good representation should capture and remove the redundancy of the data. This leads to a factorial representation/encoding in which the components are as mutually independent of each other as possible. Barlow suggested that such representation may be achieved through minimum entropy encoding: an invertible transformation (i.e., with no information loss) which minimizes the sum of marginal entropies (as later presented in (1)). Unfortunately, Barlow did not propose any direct method for finding factorial codes. Attuck and Redlich [23] proposed a cost function for Barlow’s principle for linear systems, which minimize the redundancy of the data subject to a minimal information loss constraint. This is closely related to Plumby’s [24] objective function, which minimizes the information loss subject to a fixed redundancy constraint. Schmidhuber [2] then proposed several ways of approximating Barlow’s minimum redundancy principle in the non-linear case. This naturally implies much stronger results of statistical independence. However, Schmidhuber’s scheme is rather complex, and subjects to local minima [5]. Recently, we introduced a novel approach for finding factorial codes over non-linear transformation [3]. In that work, Barlow’s objective is tightly approximated with a series of linear problems. Despite its favorable computational properties, the approach suggested in [3] is quite analytically involved. Later, we introduced a simpler sub-optimal solution, which applies an order permutation according to the probability mass function of the observed mixture [14]. This method is shown to minimize the desired objective function up to a small constant, for increasing alphabets sizes, on the average.

In a second line of work, the factorial coding problem is studied under the assumption that a fully independent decomposition exists, and that the mixture is linear. In his first contribution to this problem, Yeredor [15] considered a linear mixture of statistically independent sources over GF(2) (namely, binary ICA) and proposed a method for source separation based on entropy minimization. Yeredor assumed that the mixing model is a d-by-d invertible matrix and proved that the XOR model is invertible and that there exists a unique transformation matrix to recover the independent components. Yeredor further suggested several algorithms for the linear binary ICA (BICA) problem, including the AMERICA and the enhanced MEXICO algorithms. Further, Yeredor generalized his work [16] to address the ICA problem over Galois fields of any prime number. His ideas were analyzed and improved by Gutch et al. [25]. In [20], Attux et al. extended Yeredor’s formulation for a more robust setup, in which the sources are not necessarily independent and presented a heuristic immune-inspired algorithm [20], which was later improved and generalized to any GF(p) [26].

In addition to generative XOR model, there exist several alternative mixture assumptions. In [17] and [21] the authors considered a noise-OR model, where the probabilistic dependency between observable vectors and latent vectors is modeled via the noise-OR conditional distribution. Streith et al. [18] studied the binary ICA problem, where the observations are either drawn from a signal following OR mixtures or from a noise component. The key assumption made in this work is that the observations are conditionally independent given the model parameters (as opposed to the latent variables). This greatly reduces the computational complexity and makes the scheme amenable to an objective descent-based optimization solution. In [19], Nguyen and Zheng considered OR mixtures and proposed a deterministic iterative algorithm to determine the distribution of the latent variables and the mixing matrix.

III. LINEAR BINARY INDEPENDENT COMPONENT ANALYSIS

We begin our presentation by discussing the simpler binary case. Throughout this manuscript we use the following standard notation: underlines denote vector quantities, while their respective components are written without underlines but with an index. The probability function of the vector \( \mathbf{X} \) is denoted as \( P_X(x) \equiv P(X_1 = x_1, \ldots, X_d = x_d) \), while \( H(X) \) is the entropy of \( \mathbf{X} \). This means \( H(X) = -\sum_x P_X(x) \log P_X(x) \) where the \( \log \) function denotes a logarithm of base 2, unless stated otherwise. Further, we denote the binary entropy of the parameter \( p \) as \( h(p) = -p \log p - (1 - p) \log (1 - p) \).

A. Problem Formulation

Let \( \mathbf{X} \sim P_X(x) \) be a given random vector of dimension \( d \). We are interested in an invertible transformation, \( Y = g(X) \), such that the components of \( Y \) are “as statistically independent as possible”. Notice that the common notion of ICA is not limited to invertible transformations (hence \( Y \) and \( X \) may be of different dimensions). However, in our work we focus on this setup as we would like \( Y = g(X) \) to be “lossless” in the sense that we do not lose any information. Further motivation to this setup is discussed in [1], [2].

We distinguish between linear and non-linear invertible transformations. In the linear case, \( g(\cdot) \) is a \( d \)-by-\( d \) invertible matrix over the XOR field. This means we seek \( Y = W \cdot X \) where \( W \in \{ 0, 1 \}^{(d \times d)} \) and \( \text{rank}(W) = d \). In the non-linear case, we notice that an invertible transformation of a vector \( \mathbf{X} \) is a one-to-
one mapping (i.e., permutation) of its $2^d$ words. This means there exist $2^d!$ invertible transformations from which only $O(2^d)$ are linear [16].

To quantify the statistical independence among the components of $Y$, we use the well-known total correlation criterion, which was first introduced by Watanabe [27] as a multivariate generalization of the mutual information,

$$ C(Y) = \sum_{j=1}^{d} H(Y_j) - H(Y). $$

(1)

This measure can also be viewed as the cost of coding the vector $Y$ component-wise, as if its components were statistically independent, compared to its true entropy. Notice that the total correlation is non-negative and equals zero iff the components of $Y$ are mutually independent. Therefore, “as statistically independent as possible” may be quantified by minimizing $C(Y)$. The total correlation measure was first considered as an objective for factorial representation by Barlow [1].

Since we define $Y$ to be an invertible transformation of $X$ we have $H(Y) = H(X)$ and so our minimization objective, in the binary case, is

$$ \sum_{j=1}^{d} H(Y_j) = \sum_{j=1}^{d} h(P(Y_j = 0)) \rightarrow \min, $$

(2)

where $P(Y_j = 0)$ is the sum of probabilities of all words whose $j$th bit equals 0. This means that the transformations are not unique. For example, we can invert the $j$th bit of all words to achieve the same objective, or even shuffle the bits.

Notice that the probability mass function of $X$ is defined over $2^d$ values. Therefore, any approach which exploits the full statistical description of $X$ would require going over all $2^d$ possible words at least once. On the other hand, there exist at most $2^d!$ possible invertible transformations. The complexity of currently known binary ICA methods (and factorial codes) fall within this range. In the linear case (and under a complete independence assumption), the AMERICA algorithm [16], which assumes a XOR mixture, has a complexity of $O\left(d^22^d\right)$. The MEXICO algorithm, which is an enhanced version of AMERICA, achieves a complexity of $O\left(2^d\right)$ under some restrictive assumptions on the mixing matrix. In the non-linear case, an approximation of the optimal solution may be achieved in a computational complexity of $O\left(d^22^d\right)$ operations. Therefore, the total computation complexity of our suggested bound is $O\left(d^22^d\right)$. In other words, we attain a lower bound to any linear solution of (2), in a computational complexity that is asymptotically competitive to all currently known methods (for both linear and non-linear methods).

C. A Greedy Algorithm for Linear Binary ICA

We now present our suggested algorithmic approach for the linear BICA problem, based on the same methodology presented in the previous section. Again, we begin by evaluating all possible XOR operations $U_i = A_{i1}X_1 \oplus A_{i2}X_2 \oplus \cdots \oplus A_{id}X_d$ for all $i = 1, \ldots, 2^d$. Further, we evaluate the binary entropy of each $U_i$. We then sort the rows of $A$ according to the binary entropy values of their corresponding $U_i$. Denote the sorted list of rows as $\hat{A}$. Our remaining challenge is to choose $d$ rows from $\hat{A}$ such that the rank of these rows is $d$. Clearly, our objective suggests that we choose rows which are located at the top of the matrix $\hat{A}$, as they result in lower entropy values. Our suggested greedy algorithm begins with an empty matrix $W$. It then goes over the rows in $\hat{A}$ in an ascending order. If the current row in $\hat{A}$ is linearly independent of the current rows in $W$ it is added to $W$. Otherwise, it is skipped and the algorithm proceeds to the next row in $\hat{A}$. The algorithm terminates once $W$ is of full rank. The rank of $W$ is evaluated by a simple Gauss elimination procedure (implemented on a Matlab platform as $gfrank$, for example) or by more efficient parallel computation techniques [29]. We denote our suggested algorithm as Greedy Linear ICA (GLICA).

Although GLICA looks for $d$ linearly independent rows from $\hat{A}$ in a no-regret manner, we may still consider its statistical properties and evaluate how much it deviates from the lower bound. Let us analyze the case where the order of the rows is considered random. This means that although the rows of $\hat{A}$ are
sorted according to the value of their corresponding entropy, $H(U_i)$, we still consider the rows as randomly ordered, in the sense that the position of each row in $\tilde{A}$ is random and independent of the other rows. This assumption is typically difficult to justify. However, we later demonstrate in a series of experiments that the derived properties may explain the favorable performance of GLICA. This suggests that although there is typically dependence among the row, it is practically low.

Let us examine GLICA at an iteration where it already found $k < d$ linearly independent rows (rank($W$) = $k$), and it is now seeking an additional independent row. Notice that there exist at most $2^k$ rows which are linearly dependent on the current rows in $W$ (all possible linear combinations of these rows). Assume we uniformly draw (with replacement) an additional row from a list of all possible rows (of size $2^d$). The probability of a drawn row to be independent of the $k$ rows in $W$ is simply $1 - \frac{2^k}{2^d}$. Therefore, the number of draws needed in order to find another linearly independent row follows a geometric distribution with a parameter $1 - \frac{2^k}{2^d}$ (as the draws are i.i.d.). This means that the average number of draws needed to find an additional row is $\frac{1}{1 - \frac{2^k}{2^d}} = \frac{2^d}{2^d - 2^k}$, while its variance is $\frac{2^d - 1}{(2^d - 2^k)^2}$.

Denote the number of rows that GLICA examines before termination by $L$. We have that $E(L) = \sum_{k=0}^{d-1} \frac{2^d}{2^d - 2^k}$ and $\text{var}(L) \leq 2^d \sum_{k=0}^{d-1} \frac{2^{2k}}{(2^d - 2^k)^2}$. It can be shown [30] that $E(L) - d \leq 2$ and $\lim_{d \to \infty} E(L) - d = 1.606$. Further, $\text{var}(L) \leq 2.744$. We may now apply Chebyshev’s inequality to conclude that for every $a > 0$ we have that

$$P(L \geq d + 2 + a) = P(L - E(L) + E(L) - (d + 2) \geq a) \leq \frac{\text{var}(L)}{a^2} \leq \frac{2.744}{a^2}. \quad (3)$$

This result implies that if we choose rows from $\tilde{A}$, even with replacement, our suggested algorithm skips up to 2 rows on the average, before terminating with a full rank matrix $W$, under the assumptions mentioned above. Further, the probability that our algorithm skips $2 + a$ rows ($a > 0$) is bounded from above by $\frac{2.744}{a^2}$. Notice that this bound is independent of $d$. Therefore, the overhead from our suggested lower bound becomes negligible, as $d$ increases. For example, for $d = 100$, the probability that we will examine 108 rows or more ($a = 6$) is not greater than 0.077.

### D. Block-Wise Approach for Linear Binary ICA

Despite its favorable computational and statistical properties, our suggested greedy algorithm (GLICA) still requires the computation of all possible $2^d$ XOR operations. This becomes quite costly as $d$ increases (or as alphabet size grows, as we see in Section IV). Therefore, we suggest a simple modification to circumvent this computational burden.

Let us split the $d$ components of $X$ into $b$ disjoint sets, $\{B_j\}_{j=1}^b$ (blocks). For example, for $d = 7$ and $b = 3$ we may have that $X_1, X_2 \in B_1$, $X_3, X_4 \in B_2$ and $X_5, X_6, X_7 \in B_3$. Let us now apply GLICA to each block. Denote the outcome of this operation as $Y = W_0X$, where the matrix $W_0$ is block diagonal. As discussed in Section III-A, our objective (2) is invariant to shuffling of components. It means we can randomly shuffle the components of $Y$ (by multiplying it with a permutation matrix), and maintain the same objective value $\sum_{j=1}^d H(Y_j)$. In our example ($d = 7, b = 3$), the random shuffling may attain, for example, $Y_5, Y_1 \in B_1, Y_2, Y_7 \in B_2$ and $Y_3, Y_4, X_6 \in B_3$. Notice that we now have a new set of blocks, on which we may again apply the GLICA algorithm, to further reduce our objective. We repeat this process for a configurable number of times, or until (local) convergence occurs. Notice that the convergence is guaranteed since we generate a sequence of non-increasing objective values, which is bounded from below by our suggested lower bound (Section III-B). The resulting linear transformation of this entire process is simply the multiplication of all matrices that we apply along the process. We denote this iterative block-wise algorithm as Block GLICA, or simply BloGLICA. Our suggested approached is summarized in Algorithm 1.

**Algorithm 1: BloGLICA.**

**Require:** $X = \{X_j\}_{j=1}^d$, $b =$ the number of blocks, $M =$ maximal number of iterations.

1: Set $W = I_{d \times d}$, a unit matrix.
2: Set $Y = X$
3: Split $\{Y_j\}_{j=1}^d$ into $b$ disjoint blocks.
4: Apply GLICA to each block to attain $Y = W_0X$
5: Apply $Y = UY$, where $U$ is a permutation matrix
6: Set $W = W \cdot W_0 \cdot U$
7: Repeat steps 3–6 $M$ times, or until convergence occurs.
8: return $Y, W$.

**E. Illustrations**

Let us now illustrate the performance of our suggested algorithms and bounds in several experiments. In the first experiment we examine our ability to recover $d$ independent binary sources that were mixed by an unknown matrix $B$. Let $S \in \{0,1\}^d$ be a $d$-dimensional binary vector. Assume that the components of $S$ are i.i.d. with a parameter $p = 0.4$. This means that the joint entropy of $S$ is $d \cdot h(0.4)$. We draw 10,000 i.i.d. samples from $S$ and mix them with a binary matrix $B$. Then, we apply our binary ICA approach to recover the original samples and the mixing matrix $B$. Fig. 1 demonstrates the averaged results we
achieve for different number of components \( d \), where \( B \) is an arbitrary invertible matrix that is randomly drawn, prior to the experiment. We verify that matrix \( B \) is not an identity, nor a permutation matrix, to make the experiment meaningful. We compare our suggested approach with three alternative methods: AMERICA, MEXICO (described in Section II) and cobICA [26]. As previously described, the cobICA is an immune-inspired algorithm. It starts with a random “population” where each element in the population represents a valid transformation (an invertible matrix). At each step, the algorithm evaluates the objective function for each element in the population, and subsequently “clones” the elements. Then, the clones suffer a mutation process, generating a new set of individuals. This new set is evaluated again in order to select the individuals with the best objective values. The entire process is repeated until a pre-configured number of repetitions is executed. The cobICA algorithm requires a careful tuning of several parameters. Here, and in the following experiments, we follow the guidelines of the authors; we set the general parameters as appear in Table 1 of [26], while the rest of the parameters \((\text{concentration and suppression})\) are then optimized over a predefined set of values, in a preliminary independent experiment.

We first notice that for \( d \leq 12 \), both GLICA and AMERICA successfully recover the mixing matrix \( B \) (up to permutation of the sources), as they achieve an empirical sum of marginal entropies, which equals to the entropy of the samples prior to the mixture (blue curve at the bottom). Second, we notice that for the same values of \( d \), our suggested lower bound (Section III-B) seems tight, as GLICA and AMERICA attain it. This is quite surprising since our bound is not expected to be attainable. This phenomenon may be explained by the simple setting and the relatively small dimension. In fact, we notice that as the dimension increases beyond \( d = 12 \), our suggested bound drops beneath the joint entropy, \( H(Y) \), and GLICA fails to perfectly recover \( B \). The green curve corresponds to MEXICO, which demonstrates inferior performance, due to its design assumptions (see Section III-A). Finally, the red curve with the circles is cobICA, which is less competitive as the dimension increases. It is important to emphasize that while AMERICA and MEXICO are designed under the assumption that a perfect decomposition exists, cobICA and GLICA do not assume a specific generative model. Nevertheless, GLICA demonstrates competitive results, even when the dimension of the problem increases.

In our second experiment we consider a binary source vector \( \mathbf{X} \sim \mathbf{p} \) over an alphabet size \( m = 2^d \), whose joint distribution follows a Zipf’s law distribution,

\[
P(k; s, m) = \frac{k^{-s}}{\sum_{l=1}^{m} l^{-s}}
\]

where \( m \) is the alphabet size and \( s \) is the “skewness” parameter. The Zipf’s law distribution is a commonly used heavy-tailed distribution, mostly in modeling of natural (real-world) quantities. It is widely used in physical and social sciences, linguistics, economics and many other fields. In this experiment, we draw 10,000 i.i.d. random samples from a Zipf’s law distribution with \( s = 1.01 \), where each sample is represented by a \( d \)-dimensional binary vector, and the representation is chosen at random. We evaluate the lower bound of (2) under linear transformations, followed by the GLICA algorithm. In addition, we examine the block-wise approach, BioGLICA (Section III-D) with \( b = 2, 3 \). We compare our suggested bound and algorithms to cobICA [26]. Notice that in this experiment we omit the AMERICA and MEXICO algorithms, as they assume a generative mixture model, which is heavily violated in our setup. Fig. 2 demonstrates our objective (2), for an increasing number of components \( d \).

We first notice that our suggested algorithms lie between the lower bound and cobICA. Interestingly, BloGLICA preforms reasonably well, even as the number of blocks increases. On the computational side, Fig. 3 demonstrates the runtime of each of these methods, over a standard personal computer. While we do not claim that these are the optimal implementations of
the algorithms, obvious optimizations of the algorithms were implemented. The fact that they all were implemented in the same language (Matlab) is assumed to give none of the methods a significant advantage over the others. The same run-time comparison approach was taken, for example, in [25].

Here we notice the extensive runtime required by cobICA, compared to our suggested methods. In addition, we see that the dimension increases, GLICA necessitates a rapidly increasing runtime (as it requires to compute and sort $2^d$ entropy values). However, by introducing BioGLICA we avoid this problem at a relatively small overhead in the objective.

Finally, we repeat the previous experiment, where the samples are now drawn from a source distribution with a greater entropy. Specifically, we consider 10,000 i.i.d. draws from a Beta-Binomial distribution over an alphabet size $m = 2^d$, $P(k; a, b, m) = \binom{m}{k} \frac{B(k + a, m - k + b)}{B(a, b)}$ where $a$ and $b$ are the parameters of the distribution and $B(\cdot, \cdot)$ is the Beta function. We set $a = b = 3$ in our experiment. The Beta-Binomial distribution is the Binomial distribution in which the probability of success at each trial is not fixed but random and follows the Beta distribution. It is frequently used in Bayesian statistics, empirical Bayes methods and classical statistics, to capture overdispersion in Binomial type distributed data. Although the entropy of this distribution does not hold an analytical expression, it can be shown to be greater than $d - \frac{1}{2}$ for $a = b = 3$. As before, each drawn sample is represented by a $d$-dimensional binary vector, where the initial representation is chosen at random. Fig. 4 demonstrates the results we achieve, applying the same binary ICA schemes as in the previous experiment.

Here again, we notice the same qualitative behavior as with the Zipf’s law experiment, where the main difference is that the ICA algorithms attain smaller values of (2). The reason for this phenomenon lies on the observation that sources with greater entropy are typically easier to decompose into independent components. This property is further discussed in Section VI.

IV. LINEAR ICA OVER FINITE FIELDS

Let us now extend our scope to general (possibly non-binary) finite fields of higher order. Finite fields (Galois fields) with $q$ elements are commonly denoted as $\mathbb{F}(q)$. A finite field only exists if $q$ is a prime power i.e. $q = p^z$ for some prime $p$ and a positive integer $z$. When, $z = 1$ the field is called a prime field and its elements can be represented by the integers $\{0, \ldots, q - 1\}$. Addition, subtraction and multiplication are then performed by modulo-$q$ operations, while division is not completely straightforward, but can be easily implemented using Bézout’s identity [25]. The simplicity of this field structure allows an easy implementation on any mathematical software – all it requires is multiplication, addition and the modulo operation on integers. For these reasons, we focus on linear ICA over prime fields, although our results can be easily extended to any finite field of prime power. As with the binary case, we are interested in minimizing the sum of marginal entropies, where it is now defined as $\sum_{j=1}^{d} H(Y_j) = -\sum_{j=1}^{d} \sum_{a=0}^{q-1} P(Y_j = a) \log P(Y_j = a). \quad (4)$

Here, we have that $Y = WX$ where $W \in \{0, \ldots, q - 1\}^{d \times d}$ and the multiplication is modulo-$q$. As before, each $Y_j$ is a linear combination (over $\mathbb{F}(q)$) of possibly dependent variables $X_1, \ldots, X_d$. This means that naively, we need to go over all possible linear combinations of \{ $X_1, \ldots, X_d$ \} to find the linear combinations that minimize the marginal entropies. Formally, we may define a matrix $D$ of all possible $q^d$ linear combinations. We would like to compute $U_i = (D_{i1}X_1 + D_{i2}X_2 + \cdots + D_{id}X_d) \mod q$, for all $i = 1, \ldots, q^d$. Then, we evaluate the entropy of each $U_i$. As before, a necessary condition for $W$ to be invertible is that it has no two identical rows. Therefore, a lower bound on (4) may be achieved by simply choosing $d$ rows of the matrix $D$, for which $H(U_i)$ are minimal. As in the binary case, this lower bound is not tight or attainable; it defines a simple bound on (4), which may be attained if we are lucky enough to have chosen $d$ rows.
of the matrix $D$ that are linearly independent. Notice that this bound requires the computation of $q^d$ entropy values, followed by sorting them in a ascending order. This leads to a computational complexity of $O(dq^d)$, which may become quite costly as $q$ and $b$ increase.

As discussed in Section III-C, we may derive a simple algorithm from our suggested bound, that seeks for $d$ independent rows from in a greedy manner. As in the binary case, we may derive the second order statistics of our suggested scheme, under the same assumptions mentioned in Section III-C. Here, we have that the expected number of rows that our suggested algorithm examines before termination, $E(L)$, satisfies

$$E(L) - d = \sum_{k=0}^{d-1} \frac{q^d - q^k}{q^d} - d = \sum_{k=0}^{d-1} \frac{1}{q^d - q^{d-k}} - 1 = \sum_{k=1}^{d} \frac{q^k}{q^k - 1} \leq \sum_{k=1}^{d} \frac{1}{q^k - q^{k-1}} \leq \frac{q}{(q-1)^2}. \tag{5}$$

Further, the variance is bounded from above by

$$\text{var}(L) = \sum_{k=0}^{d-1} \frac{q^{d+k}}{(q^d - q^k)^2} = \sum_{k=1}^{d} \frac{1}{q^k + q^{-k} - 2} \leq \sum_{k=1}^{d} \frac{1}{q^k + q^{-k} - q^{k-1}} = \frac{1}{q + q^{-1}} - \frac{1}{q + q^{-1}} + \frac{1}{q + q^{-1}} - 2 \leq \frac{q}{(q-1)^2} + \frac{1}{(q + q^{-1})^2}. \tag{6}$$

where the last inequality is due to (5). A similar derivation is given in [30]. Notice that both the expected overhead $E(L) - d$ and the variance of $L$ converge to zero as the order of the field grows. We now apply Chebyshev’s inequality to conclude that for every $a > 0$ we have that

$$P\left(L \geq d + \frac{q}{(q-1)^2} + a\right) \leq \frac{1}{a^2} \left(\frac{q}{(q-1)^2} + \frac{1}{(q + q^{-1} - 2)^2}\right). \tag{7}$$

Again, this result implies that under the independent draws assumption, choosing rows from the sorted $D$, even with replacement, skips up to $\frac{q}{(q-1)^2}$ rows on the average, before terminating with a full rank matrix $W$. Further, the probability that our algorithm will skip more than $\frac{q}{(q-1)^2}$ rows is governed by the left term of (7). Unfortunately, despite these desired statistical properties, the computational complexity of this algorithm, $O(dq^d)$, becomes quite intractable as both $q$ and $d$ increase. Therefore, we again suggest a block-oriented algorithm, in the same manner described in Section III-D. This reduces the computation complexity to $O\left(Md_bq^{d_k}\right)$, where $M$ is the maximal number of iterations and $d_b = \left\lceil \frac{d}{b} \right\rceil$ is the maximal number of components in each of the $b$ blocks.

Fig. 5 illustrates the performance of our suggested bound and algorithms when the alphabet size increases. Let $X \in \{0, \ldots, q-1\}^{d=6}$ be a six-dimensional random vector that follows a Zipf’s law distribution with $s = 1.01$. Here, we draw $10^6$ i.i.d. random samples of $X$ for a dimension $d = 6$ and different prime numbers $q$. We evaluate our suggested lower bound, as previously discussed. We further apply the GLICA algorithm and examine BloGLICA with $b = 2$ and $3$. Fig. 5 demonstrates our objective for $q = 2, 3, 5$ and 7.

We first notice that GLICA achieves a sum of marginal entropies that is remarkably close the the lower bound. In addition, we notice that BloGLICA results in only a slight degradation in performance (for $b = 2, 3$). As we examine the runtime of each of these methods (Fig. 6), we notice a dramatic increase in GLICA’s computational complexity when $q$ grows. As mentioned above, this computational drawback may be circumvented by using the BloGLICA algorithm, at quite a mild overhead cost in the objective.

We further compare our suggested approach to AMERICA, MEXICO and cobiICA, under a generative linear mixture model assumption, as described in Section III-E. Here again, we observe that both GLICA and AMERICA successfully decompose...
the mixture model for smaller values of $d$ and $q$, while MEXICO and cobiICA are slightly inferior. The detailed results are located in the first author’s webpage,\footnote{https://sites.google.com/site/amichaipainsky/supplemental} due to space limitation.

V. APPLICATIONS

Although ICA over finite fields does not originate from a specific application, it applies to a variety of problems. In [25], Gutch et al. suggested a specific application to this framework, in the context of eavesdropping on a multi-user MIMO digital communications system. Here, we show that ICA over finite fields also applies for large alphabet source coding. For the simplicity of the presentation we focus on the binary case.

Consider $d$ independent binary sources with corresponding Bernoulli parameters $\{p_i\}_{i=1}^d$. Assume that the sources are mixed by an unknown matrix $B$ over GF(2). We draw $n$ i.i.d. samples from this mixture, which we would like to efficiently transmit to a receiver. Large alphabet source coding considers the case where the number of draws $n$ is significantly smaller than the alphabet size $m = 2^d$. This means that the empirical entropy of drawn samples is significantly smaller the entropy of the source. Therefore, even if we assume that both the transmitter and the receiver know $\{p_i\}_{i=1}^d$, coding the samples according to the true distribution is quite wasteful. Large alphabet source coding has been extensively studied over the past decade. Several key contributions include theoretical performance bounds and practical methods in different setups (see [14] for an overview).

Here, we show that under a mixed independent sources assumption, our suggested binary ICA framework demonstrates favorable properties, both in terms of code-rate and run-time. Specifically, we show that by applying our suggested GLICA scheme, we (strive) to recover the original independent sources. Then, we encode each recovered source independently, so that the sources are no longer considered over “large alphabet” (as the alphabet is now binary). Notice that the redundancy of this scheme consists of three terms: the decomposition cost (1), the (negligible) redundancy of encoding the recovered binary sources, and the cost of describing the matrix $W$ to the receiver ($d^2$ bits).

We illustrate our suggested coding scheme in the following experiment. We draw $n$ i.i.d. samples from a random mixture of $d = 20$ sources, with a corresponding set of parameters $\{p_i = \frac{i}{d}\}_{i=1}^d$. Notice that the joint entropy of this source is 14.36 bits. We compare three different compression scheme. First, we examine the “textbook” approach for this problem. Here, we construct a Huffman code for the $n$ samples, based on their empirical distribution. Since the receiver is oblivious to this code, we need to transmit it as well. This results in a total compression size of at least $n$ times the empirical entropy, plus a dictionary size of $n_0 \cdot d$, where $n_0$ is the number of unique symbols that appear in the $n$ samples. Second, we apply our suggested GLICA algorithm, followed by arithmetic coding to each of the recovered sources. Finally, we apply BloGLICA with $b = 2$, to reduce the run-time. Notice that the cost of describing the transformation is also reduced to $b \cdot \left(\frac{d}{b}\right)^2$. Fig. 7 demonstrated the compression rate we achieve for different values of $n$. The red curve with the asterisks corresponds to a Huffman compression (following [31]) with its corresponding dictionary. We first observe the notable effect of the dictionary’s redundancy when $n \ll 2^d$, leading to a compression rate which is even greater than $d = 20$ bits. However, as $n$ increases the relative portion of the dictionary decreases, since $n_0$ grows much slower. This leads to a quick decay in the compression rate. The blue curve at the bottom is GLICA, while the black curve is the empirical sum of marginal entropies of the original sources. Here we observe that GLICA successfully decomposes the sources, where the difference between the two curves is due to the cost of describing $W$ (which becomes negligible as $n$ increases). Further, we compare GLICA with marginal encoding to each of the mixed components (that is, without trying to decompose it first). This results in an compression rate of approximately 20 bits (magenta curve with rhombuses), as the mixture increased the empirical marginal entropies to almost a maximum. Finally, we apply the BloGLICA (blue dashed curve). We notice an increased compression rate compared with GLICA, due to a greater sum of marginal entropies. However, BloGLICA is a much more practical approach, as it takes only 25 seconds to apply (for $n = 10,000$), compared with 453 seconds by GLICA. Notice that we omit other alternative methods that are inadequate or impractical to apply to this high dimensional problem (cobiICA, AMERICA, MEXICO).

To conclude, we show that by applying our suggested scheme we are able to efficiently compress data in a large alphabet regime. Although our results strongly depend on the independent sources assumption, they are not limited to this model. In other words, we may apply GLICA to any set of samples and compare the resulting empirical sum of marginal entropies with the empirical joint entropy of the data; if the difference
between the two is relatively small, then there is no significant loss in encoding the data component-wise, and the binary ICA compression scheme is indeed favorable.

VI. ON THE FLEXIBILITY OF LINEAR TRANSFORMATIONS

In the previous sections we introduced fundamental bounds and efficient algorithms for the linear ICA problem over finite fields. However, it is not quite clear how “powerful” this tool is, for a given arbitrary mixture. In other words, compared to its alternatives, how well can a linear transformation minimize the sum of marginal entropies, in the general case? To answer this question, we first need to specify an alternative approach.

A. Non-Linear Binary ICA

Assume we are interested in minimizing (2) over non-linear invertible transformations. As mentioned in Section II, this problem was originally introduced by Barlow [1] as minimally redundant representations, and is considered hard. In [3], the authors introduce a piece-wise linear relaxation algorithm which tightly approximates the solution to (2) with a series of linear problems. Here we focus on a simplified greedy algorithm which strives to minimize (2) in a more computationally efficient manner with favorable theoretical properties. This approach, along with its computational and statistical characteristics, was previously introduced in [14]. Here, we briefly review these results.

1) The Order Permutation: As mentioned above, an invertible transformation \( Y = g(X) \) is a one-to-one mapping (i.e. permutation) of its \( m = 2^d \) alphabet symbols. In other words, an invertible transformation permutes the mapping of the \( m \) symbols to the \( m \) values of its probability mass function \( p = \{p_i\}_{i=1}^m \). Since our objective (1) is quite involved, we modify it by imposing an additional constraint. Specifically, we would like to sequentially minimize each term of the summation, \( H(Y_j) \), for \( j = 1, \ldots, d \), in a non-regret manner. As shown in [14], the optimal solution to this problem is the order permutation, which suggests to map the \( i \)th smallest probability to the \( i \)th word (in its binary representation). This means, for example, that the all zeros word will be assigned to the smallest probability value in \( \{p_i\}_{i=1}^m \) while the all ones word is assigned to the maximal probability value.

2) Worst-Case and Average-Case Performance: At this point, it is quite unclear how well the order permutation performs as a minimizer to (1). The following theorems present two theoretical properties which demonstrate its capabilities. These theorems (and their proofs) were first presented in [14].

We begin with the worst-case performance of the order permutation. Here, we denote our objective (1) as \( C(p, g) \), as it solely depends on the probability vector and the transformation. Further, let us denote the order permutation as \( g_{ord} \) and the optimal permutation (which minimizes (1)) as \( g_{opt} \). In the worst-case analysis, we would like to quantify the maximum of \( C(p, g_{opt}) \) over all probability mass functions \( p \) of a given alphabet size \( m = 2^d \).

**Theorem 1:** For any random vector \( X \sim p \) over an alphabet size \( m = 2^d \) we have that

\[
\max_p C(p, g_{opt}) = \Theta(d)
\]

Theorem 1 shows that even the optimal non-linear transformation achieves a sum of marginal entropies which is \( \Theta(d) \) bits greater than the joint entropy, in the worst case. This means that there exists at least one source \( X \) with a probability mass function which is impossible to encode as if its components are independent without losing at least \( \Theta(d) \) bits. This result is quite unfortunate since we have that

\[
C(p, g_{opt}) = \sum_{j=1}^d H(Y_j) - H(Y) \leq \sum_{j=1}^d H(Y_j) \leq d.
\]

Notice that this worst-case derivation obviously also applies for linear transformations. In other words, we can always find a worst-case source which no ICA algorithm (linear or non-linear) can efficiently decompose.

We now turn to an average-case analysis. Here, we show that the expected value of \( C(p, g_{ord}) \) is bounded by a small constant, when averaging uniformly over all possible \( p \) over an alphabet size \( m = 2^d \).

**Theorem 2:** Let \( X \sim p \) be a random vector of an alphabet size \( m = 2^d \) and joint probability mass function \( p \). Let \( Y = g_{ord}(X) \) be the order permutation. For \( d \geq 10 \), the expected value of \( C(p, g_{ord}) \), over a prior uniform simplex of joint probability mass functions \( p \), satisfies

\[
\mathbb{E}_p C(p, g_{ord}) < 0.0162 + O\left(\frac{1}{m}\right).
\]

This means that when the alphabet size is large enough, the order permutation achieves, on the average, a sum of marginal entropies which is only 0.0162 bits greater than the joint entropy, when all possible probability mass functions \( p \) are equally likely to appear. Notice that the uniform prior assumption may not be adequate for every setup, but it does provide a universal result for the performance of this minimizer. Proofs of these theorems are located in [14] under different notations, and in the first author’s webpage\(^2\) in the same notation that is used above.

B. Average-Case Performance of Linear ICA Transformations

As with the non-linear case, we would like to evaluate the average-case performance of linear transformations.

**Theorem 3:** Let \( X \sim p \) be a random vector of an alphabet size \( m = 2^d \) and joint probability mass function \( p \). Let \( Y^* = W^*_p(X) \) be the optimal linear transformation (notice that the optimal transformation \( W^*_p \) depends on \( p \)). Then, the expected value of \( \sum_{j=1}^d H(Y_j^*) \), over a prior uniform simplex of joint probability mass functions \( p \), satisfies

\[
\lim_{d \to \infty} \frac{1}{d} \mathbb{E}_p \sum_{j=1}^d H(Y_j^*) = 1
\]

\(^2\)https://sites.google.com/site/amichaipainsky/supplemental
A proof for this theorem is provided in the Appendix. This theorem suggests that when the number of components is large enough, even the optimal linear transformation performs very poorly on the average, as it attains the maximal possible marginal entropy value \( E(Y_j) \leq 1 \). Moreover, it is shown in the Appendix that this average-case performance is equivalent to applying no transformation at all. In other words, when the number of components is too large, linear transformations are useless in the worst-case, and on the average. The intuition behind these results is that our objective depends on the entire probability mass function of \( X \) (which is of order \( 2^d \)), while the number of free parameters, when applying linear transformations, is only \( O(d^2) \). This means that when \( d \) increases, linear transformations are simply not flexible enough to minimize the objective.

C. Illustrations

Let us now compare our suggested linear algorithms and bound with the non-linear order permutation discussed above. In the first experiment we draw \( 10^6 \) independent samples from a Zipf law distribution with \( s = 1.01 \) and a varying number of components \( d \). We evaluate the lower bound of (2) under linear transformations, as discussed in Section III-B and further apply the GLICA algorithm (Section III-C). We compare our linear results with the non-linear order permutation on one hand, and with applying no transformation at all on the other hand. Fig. 8 demonstrates the results we achieve. As we can see, the order permutation outperforms any linear solution quite remarkably, for the reasons mentioned above. Moreover, we notice that the gap increases as the number of components grows.

We now turn to illustrate the average-case performance, as discussed in previous sections. Fig. 9 shows the mean of our objective (empirically evaluated over \( 10^7 \) independent draws from a uniform simplex), for the four methods mentioned above. We first see that the non-linear order permutation converges to a small overhead constant, as indicated in

Theorem 2. On the other hand, the lower bound of the linear solution behaves asymptotically like applying no transformation at all. This can be easily derived from Theorem 3 and the fact that \( \mathbb{E}_X H(X) = \frac{1}{\log_2(2d)} \left( \Psi(2^d + 1) - \Psi(2) \right) \), where \( \Psi(\cdot) \) is a digamma function, as shown in [14].

VII. CONCLUSION

In this work we consider a framework for ICA over finite fields, in which we strive to decompose any given vector into “as statistically independent as possible” components, using only linear transformations. Over the years, several solutions have been proposed to this problem. Most of them strongly depend on the assumption that a perfect decomposition exists, while the rest suggest a variety of heuristics to the general case. In this work, we present a novel lower bound which provides a fundamental limit for the performance of any linear solution. Based on this bound, we suggest a simple greedy algorithm which shows favorable statistically properties, compared with our suggested bound. In addition, we introduced a simple modification to our suggested algorithm which significantly reduces its computational complexity at a relatively small cost in the objective.

In addition, we discuss the basic limitations of working with linear transformations. We show that this class of transformations becomes quite ineffective in the general case, when the dimension of the problem increases. Specifically, we show that when averaging over a uniform prior, applying the optimal linear transformation is equivalent to applying no transformation at all. This result should not come as a surprise, since the objective depends on the full statistical description of the problem (which is exponential in the number of components \( d \)), while linear transformations only provides \( O(d^2) \) free parameters. That being said, we do not intend to discourage the use of linear transformations for finite field ICA. Our analysis focuses on a universal setup in which no prior assumption is made. This is not always the case in real-world applications. For example, linear transformations may be quite effective in cases where we assume a generative linear model but the sources are not completely independent.
Although the focus of this paper is mostly theoretical, linear ICA is shown to have many applications in a variety of fields. We believe that the theoretical properties that we introduce, together with the practical algorithms which utilize a variety of setups, make our contribution applicable to many disciplines.

APPENDIX

This Appendix provide the proof of Theorem 3. We begin the proof by introducing the following Lemma:

Lemma 1: Let \( Y \sim p \) be a binary random vector of \( d \) components, \( Y \in \{0, 1\}^d \). Then,

\[
\mathbb{E}_p \sum_{j=1}^{d} H(Y_j) = \frac{d}{\log_2(2)} \left( \Psi(2^d - 1) - \Psi(2^{d-1}) \right)
\]

where the expectation is over a prior of uniform simplex of probability mass functions \( p \) and \( \psi(\cdot) \) is the digamma function.

Proof: The probability vector \( p \) consists of \( 2^d \) elements and follows a uniform simplex prior. This means that it follows a flat Dirichlet distribution with a parameter \( \alpha = \frac{1}{d} \). The marginal probability of each component of \( Y \) is a summation of half of the elements of \( p \). Therefore, following the Dirichlet distribution properties, we have that \( p_j \neq p(y = 0) \) again follows a Dirichlet distribution, with \( \alpha = 2^{d-1} \). This means that \( f(p_y) = \frac{1}{\Gamma(2^d)} p_y^{2^d-1} (1-p_y)^{2^d-1-1} = \text{Beta}(2^d-1, 2^d-1) \). Notice that for a symmetric Beta distributed random variable \( X \sim \text{Beta}(\alpha, \alpha) \), we have that \( \mathbb{E}(X \log_e(X)) = \frac{1}{2} (\Psi(\alpha + 1) - \Psi(2\alpha + 1)) \) where \( \psi(\cdot) \) is the digamma function. Therefore,

\[
\mathbb{E}_p \sum_{j=1}^{d} H(Y_j) = d \int (-p_y \log p_y - (1-p_y) \log(1-p_y)) f(p_y) dp_y
\]

\[
= -2d \int \frac{\mathbb{E}(X \log_e(X))}{\log_2(2)} (\Psi(2^d - 1) - \Psi(2^{d-1}))
\]

This means that

\[
\sum_{p \in R(q)} L(p) \geq \sum_{p \in R(q)} L(p) - d \left( |R(q)| - \frac{|R(q)|}{A} \right)
\]

since \( |R(q)| = |R(q)|/A \). Let us now multiply both sides by \( A \) and average over all \( q \). We get that

\[
C \int_{q \in S_*} A \sum_{q \in R(q)} L(p) dq
\]

\[
\geq A \cdot C \int_{q \in S_*} \left( \sum_{p \in R(q)} L(p) - d \left( |R(q)| - \frac{|R(q)|}{A} \right) \right) dq
\]

\[
= AE_p L(p) - A \cdot d \left( 1 - \frac{1}{A} \right) = AE_p L(p) - A \cdot d + d
\]

where the equality follows from \( C \int_{q \in S_*} |R(q)| dq = 1 \). Finally, we have that

\[
\lim_{d \to \infty} \frac{1}{d} C \int_{q \in S_*} A \sum_{p \in R(q)} L(p) dq \geq A \lim_{d \to \infty} \frac{1}{d} \mathbb{E}_p L(p) - A + 1 = 1
\]
due to Lemma 1 above. Notice that the expression on the left is exactly the expected value of the optimal linear solution, as desired.
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