A single-molecule view of transcription reveals convoys of RNA polymerases and multi-scale bursting
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Live-cell imaging has revealed unexpected features of gene expression. Here using improved single-molecule RNA microscopy, we show that synthesis of HIV-1 RNA is achieved by groups of closely spaced polymerases, termed convoys, as opposed to single isolated enzymes. Convoys arise by a Mediator-dependent reinitiation mechanism, which generates a transient but rapid succession of polymerases initiating and escaping the promoter. During elongation, polymerases are spaced by few hundred nucleotides, and physical modelling suggests that DNA torsional stress may maintain polymerase spacing. We additionally observe that the HIV-1 promoter displays stochastic fluctuations on two time scales, which we refer to as multi-scale bursting. Each time scale is regulated independently: Mediator controls minute-scale fluctuation (convoys), while TBP-TATA-box interaction controls sub-hour fluctuations (long permissive/non-permissive periods). A cellular promoter also produces polymerase convoys and displays multi-scale bursting. We propose that slow, TBP-dependent fluctuations are important for phenotypic variability of single cells.
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RNA synthesis is a fundamental step in gene expression. Transcription initiation is promoted by factors that recruit RNA polymerases at the promoter, melt DNA and load the template strand in the active site of the polymerase\(^1\). For RNA polymerase II (RNAPII), these steps require the combined action of the general transcription factors (GTF), which form the preinitiation complex (PIC). TFIIID is the first GTF recruited to DNA and it recognizes the promoter sequences. It contains the TATA-binding protein (TBP)\(^2\) and TAF1/2 that recognize the TATA box. TBP binds to the promoter DNA and it recognizes the promoter sequences. It contains the initiator element. Binding of TBP is a key step and an important target for gene regulation\(^3\). TFIIA stabilizes TBP binding at promoters, while BTA1 dissociates it. TFIIIB, TFIIE, TFIIH and TFIH are recruited following TFIIH binding\(^4\). They play direct roles in the initiation process by interacting with the polymerase and the promoter DNA. In particular, TFIH triggers promoter melting. It also phosphorylates RNAPII on the serine 5 of its CTD repeats, and this facilitates promoter clearance\(^4\). RNAPII then often makes a promoter–proximoal pause. This pause is released by the kinase CDK9 that phosphorylates negative elongation factors and RNAPII CTD on its serine 2\(^5\) (see Methods section).

Another key player is the Mediator\(^9\)\(^10\). It was initially characterized as a factor required for the stimulation of transcription by transcriptional activators, but later shown to be also required for basal transcription. It binds to RNAPII–TFIIF complexes and to several GTFs such as TBP, TFIIE and TFIIH. These interactions and the analysis of yeast mutants suggest that Mediator recruits RNAPII and PIC components to the promoter. In addition, Mediator stimulates the kinase activity of TFIIF, and in vitro experiments have shown that Mediator stimulates reinitiation by maintaining TBP, TFIIE and TFIH at the promoter following RNAPII escape\(^1\)\(^11\). A simple model of transcription activation thus involves binding of trans-activators to upstream enhancers, chromatin remodelling at promoters, and recruitment of GTFs and RNAPII through the Mediator.

Transcription initiation has been intensively studied in vitro, and more recently, directly in living cells. Within the cellular environment, promoter activity undergoes stochastic fluctuations, commonly referred to as transcriptional noise\(^13\)–\(^16\). These fluctuations occur in various organisms and translate into cell-to-cell differences in gene expression. Consequently, they contribute to phenotypic variability\(^17\)\(^18\). In particular, experiments with green fluorescent protein (GFP)-tagged HIV-1 viruses showed that viral gene expression stochastically switches between active and inactive states, with the active state being maintained over days by a Tat-dependent positive-feedback loop\(^19\)–\(^21\). Stochastic inactivation of the viral promoter is likely important for entry into latent states. Likewise, stochastic, inefficient activation of latent viruses is essential for maintaining the viral reservoir in patients\(^22\). Characterizing the factors controlling fluctuations of promoter activity is thus important for HIV-1 therapies.

Transcriptional noise has been observed using GFP-tagged proteins, single-molecule fluorescent in situ hybridization (FISH; smFISH) and direct tracking of promoter activity using MS2-tagged RNAs\(^14\)\(^16\)\(^23\). In eukaryotic cells, it is believed that a major source of noise lies in the dynamic binding of transcription factors and nucleosomes at the promoter, which may trigger random switching between active and inactive states. This model has, however, not been extensively tested, and given the complexity of the transcription initiation machinery, it is currently unclear how all the factors involved impact transcriptional noise. A persistent technical limitation is the difficulty to measure transcriptional activity in live cells with single polymerase sensitivity, high temporal resolution and long time scales. Here we overcome this limitation by improving RNA-tagging technologies. This allowed us to characterize HIV-1 transcription with high precision and to analyse the role of the basal transcription machinery in generating transcriptional noise.

In particular, we show that the HIV-1 promoter generates polymerase convos: groups of closely spaced polymerases that elongate together through the gene body. Polymerase convos arise by a Mediator-dependent reinitiation mechanism and are also observed for a cellular promoter. We further show that the HIV-1 promoter fluctuates on two time scales, minute and sub-hour, which are independently regulated by distinct factors. TBP/TATA box interaction regulates the rate of slow fluctuations, while Mediator controls the rapid fluctuations. Different promoter elements thus appear to impact noise at different time scales.

**Results**

**Improving MS2 labelling to track single RNAs in live cells.** We previously developed a widely used system to visualize single messenger RNAs (mRNAs) in live cells\(^24\)–\(^26\). It is based on the insertion of 24 MS2 binding sites in the gene of interest and on the expression of a fusion between GFP and the MS2 coat protein (MCP), which recognizes these repeats on the synthesized RNA. This approach detects single molecules, but requires a strong illumination power that leads to rapid photobleaching. Here we designed a novel MS2 tag with a higher number of binding sites. To improve folding and to prevent plasmid instability, we created 32 distinct MS2 stem loops, each predicted to bind the MCP protein with high affinity\(^27\) (Fig. 1a). This MS2x32 sequence was then duplicated to generate repeats of 64 and 128 stem loops. Due to unwanted mutations, only 120 stem loops were functional (see Methods section).

We constructed an HIV-1 reporter gene that contained the 5’ and 3’ LTRs harbouring the viral promoter and polyA sites, respectively\(^28\) (Fig. 1b). It also comprised the major HIV-1 splice donor SD1, the last splice acceptor SA7, and the packaging sequences and Rev-responsive element elements. The novel MS2x128 repeat was inserted in the resulting intron to avoid export of such a large artificial RNPs, and a single copy of the reporter was introduced in HeLa cells using the Flp-In recombination system. Expression was dependent on the viral transactivator Tat (Supplementary Fig. 1A). Northern blot analysis of RNAs extracted from an Actinomycin D time course indicated that the pre-mRNA spliced with a lifetime of 45 min (Supplementary Fig. 1B). In agreement with a slow splicing rate, reverse transcription PCR (RT–PCR) and smFISH showed that splicing was entirely post-transcriptional, also consistent with previous reports analysing HIV-1 splicing\(^28\)\(^29\) (Supplementary Fig. 1C). Live-cell observations showed a rapid appearance and disappearance of signals at the transcription site (Supplementary Movies 1 and 2). This indicated an absence of retention of unspliced RNA at the gene, which is likely due to a lack of co-transcriptional assembly of the splicesome. Thus, by measuring the intensity of the transcription sites (TS) over time, we could measure promoter activity without significant contribution of the splicing reaction.

Stable expression of MCP-GFP allowed excellent visualization of MS2x128 tagged pre-mRNA in fixed samples (> 85% of single-molecule co-detected by smFISH; Supplementary Figure 1D–1E). We then compared MS2x128 and MS2x24 in time-lapse movies, adjusting illumination conditions for each tag such that single pre-mRNA molecules had similar intensities and signal-to-noise ratios in the first image stack (Fig. 1c,d). Because of the lower difficulty to measure transcriptional activity in live cells with single polymerase sensitivity, high temporal resolution and long time scales. Here we overcome this limitation by improving RNA-tagging technologies. This allowed us to characterize HIV-1 transcription with high precision and to analyse the role of the basal transcription machinery in generating transcriptional noise. In particular, we show that the HIV-1 promoter generates polymerase convos: groups of closely spaced polymerases that elongate together through the gene body. Polymerase convos arise by a Mediator-dependent reinitiation mechanism and are also observed for a cellular promoter. We further show that the HIV-1 promoter fluctuates on two time scales, minute and sub-hour, which are independently regulated by distinct factors. TBP/TATA box interaction regulates the rate of slow fluctuations, while Mediator controls the rapid fluctuations. Different promoter elements thus appear to impact noise at different time scales.
molecule detection over 3,000 two-dimensional images for MS2x128, instead of 600 for MS2x24 (Fig. 1e,f). We concluded that the MS2x128 tag provides reliable RNA detection and allows single-molecule visualization through hundreds of time points in three-dimensions (3D).

**Tat-activated HIV-1 promoters yields polymerase convoys.** We first analysed HIV-1 transcription when the promoter was fully activated, by expressing the viral trans-activator Tat constitutively and at saturating levels (**High Tat** cells). Saturation was demonstrated by the fact that further increasing of Tat levels by >20-
folds only marginally increased pre-mRNA levels (Supplementary Fig. 2). Since Tat releases promoter-proximal pausing\(^6\), this step is thus not rate limiting in our reporter system. We imaged cells for 15 min at a rate of one 3D stack every 3 s. We refer to this acquisition condition as short movies. Intensities of TS varied greatly during these movies, indicating both active transcription initiation and transcript release (Fig. 2a,b; Supplementary Movies 1 and 2). In about 25% of the movies, TS transiently turned off. These short OFF periods were often followed by an isolated intensity peak, formed by a rapid signal increase and decrease. These intensity peaks were often substantially brighter than single molecules in the nucleoplasm. Therefore, they likely corresponded to initiation, elongation of polymerases and release of transcripts. In the following, we refer to these peaks as isolated transcription cycles.

One limitation of this analysis is that the number of engaged polymerases at the TS is not known. We thus developed an image analysis pipeline that allowed absolute quantification of the number of pre-mRNA at the TS (Fig. 2b; for details see Supplementary Notes 1 and Supplementary Fig. 2). This approach is based on the acquisition of an additional image stack—termed calibration stack—immediately at the end of the movie with higher illumination power. The increased quality of this stack allowed quantifying single-RNA-molecule intensities in the nucleoplasm. The averaged RNA intensity was then used to infer the number of full-length transcripts at the TS. The quantification pipeline was robust since in validation movies, the intensities measured for single nucleoplasmic RNA molecules was 1.1 ± 0.3 across the movie (Supplementary Fig. 2). Quantification of TS intensities with this approach indicated that isolated transcription cycles involved a large number of RNA polymerases (Fig. 2a). These polymerases thus initiated in a relatively short time, typically a minute, and elongated together through the gene. This behaviour implies a tri-phasic curve for TS intensities (Fig. 2c). First, an increasing phase when new polymerases enter the MS2 repeat (UP ramp); second, a plateau when all the polymerases have passed the MS2 tag; and finally a decreasing phase when pre-mRNAs are 3′-end processed and released from the transcription site (DOWN ramp). Note that polymerases located before the MS2 repeat are not visible. A noticeable feature of the experimental curves was that the UP and DOWN ramps were linear (Fig. 2a,d; Supplementary Fig. 3A,F). This indicates important properties for the polymerases, which do not depend on mathematical modelling and can be directly inferred from the experimental data (Supplementary Note 1). A linear DOWN ramp indicated a regular release of pre-mRNAs, which could be explained by polymerases reaching the polyA site at regular time intervals. A linear UP ramp implied a constant synthesis rate of MS2 stem loops, indicating a stable and uniform speed for the polymerases. Thus, isolated transcription cycles are produced by a set of closely spaced polymerases that move at a constant speed, which we refer to as polymerase convoy.

**Quantitative parameters of HIV-1 polymerase convoys.** We developed a mathematical model describing TS intensity as a function of the progression of the individual polymerases forming a polymerase convoy, assuming regular polymerase spacing for simplicity. This model contains four key parameters (Fig. 2c): the number of polymerases in a convoy (\(N_{pol}\)), their spacing (\(t_{\text{pace}}\), in s), their elongation rate (\(v_{el,\text{in}}\), in kb min\(^{-1}\)), and the time for 3′-end processing and release from the TS (\(t_{\text{proc}}\), in s). We implemented analysis tools to estimate these parameters from the isolated transcription cycles (Supplementary Notes 1–3).

Simulations accounting for realistic measurement errors indicated that correct parameter values could be recovered for convoys having not only the assumed regular spacing, but also a stochastic spacing (Supplementary Note 3, Supplementary Table 1). Our simplified model of convoys thus accommodates different situations for polymerase spacing. Fitting the intensity curves for a total of 90 isolated transcription cycles yielded well-constrained parameters except for the elongation rate, for which only a minimal value could be determined in 60% of the cases (Fig. 2d and Supplementary Fig. 3i). We estimated mean values of 19 polymerases per convoy, with a spacing of 4.1 s, an elongation rate of 4.1 kb min\(^{-1}\), and a 3′-end processing/release time of 103 s (Fig. 2e). These values were confirmed by a linear regression analysis of the pooled UP ramps, which yielded similar mean elongation rate and spacing time (Fig. 2f; Supplementary Fig. 3j and Supplementary Note 1). Overall, our data indicate a residency time of 169 s for the nascent RNAs, consistent with previous MCP-GFP FRAP data with a similar HIV-1 reporter\(^26\). An elongation rate of 4 kb min\(^{-1}\) is also in range with previous measurements by microscopy and corresponds to the fastest genes in genome-wide GRO-Seq measurements\(^28,30–33\).

Our measurements also predict that polymerases transcribe up to 6 kb down the polyA site, and this agrees with RNAPII ChIP-Seq measurements on mammalian genes\(^34,35\). Interestingly, analysis of the fitted parameters indicated a negative correlation for \(N_{pol}\) and \(t_{\text{pace}}\) (Fig. 2g). Convoys with more polymerases are thus more compact. This indicated that initiation rates could vary between convoys, perhaps due to specific microenvironments of the promoter.

The succession of polymerase convoys indicates that the promoter has a discontinuous activity and rapidly switches between ON and OFF states (Fig. 2h). The duration of ON periods corresponds to the time required to initiate all the polymerases of a convoy (the number of polymerases multiplied by their spacing), and OFF periods to the time separating two convoys (Supplementary Fig. 3K). We found that the time separating two convoys followed a single exponential distribution with a time constant of 100 s, indicating that convoy initiation may be driven by a single rate-limiting step (Fig. 2i). In contrast, the duration of individual convoys were not fit by an exponential distribution, suggesting more complex, multi-step kinetics to turn the promoter off.

**Mediator controls the formation of polymerase convoys.** We then sought to identify factors controlling convoy formation and focused on Mediator. Mediator contacts many PIC components in addition to RNAPII (refs 9,10; Fig. 3a), and it is therefore ideally placed to promote the rapid succession of initiation events required to produce convoys. Knockdowns of a number of Mediator subunits have been shown to affect basal and Tat-activated HIV-1 transcription without affecting cell viability\(^36–38\). In agreement, MED11 knockdown reduced nascent HIV-1 RNA levels by more than twofold (Supplementary Fig. 4A–C). Analysis of short movies showed that convoy formation was significantly affected in these knockdowns. The mean number of polymerases per convoy was reduced from 19 to 8 (Fig. 3b; note that the colour scale of Fig. 3b is narrower than Fig. 2b and Fig. 3f), and we observed an increased spacing between polymerases (from 4 to 8 s, \(P<2 \times 10^{-6}\) with a KS test; Fig. 3c). The promoter ON time was also reduced from 90 to 68 s (\(P<2 \times 10^{-4}\) with a KS test). Thus, Mediator was important for the rapid succession of initiation events occurring during convoy formation.

**The TBP/TATA box interaction controls long ON/OFF periods.** TFIIH binding is a fundamental event in PIC formation\(^26\). We thus next focused on TBP/TATA box interaction. We generated two reporters with altered TATA sequences, 1T2G and 4G (Fig. 3d), which were previously shown to decrease HIV-1
Figure 2 | Kinetic parameters of HIV-1 polymerase convoys in High Tat cells. (a,b) TS intensities over time. In (a), x axis is time in s and y axis is the intensity of TS, expressed in equivalent number of full-length RNA molecules. In (b), each lane is a cell and the TS intensity is colour coded (scale on the right). (c) Transcription by polymerase convoys. Top schematic of a polymerase convoy. $N_{pol}$: number of polymerase; $t_{space}$: RNAPII spacing (in s); $v_{el}$: elongation rate. Bottom and right: schematics describing the different phases of a transcription cycle. (d) Fits of isolated transcription cycles with the polymerase convoy model. Black dots display experimental values of TS intensities (in number of full-length pre-mRNA molecules) as a function of time (in s). Red curves show best fit to the model. $v_{el}$: estimated elongation rate; $t_{sp}$: spacing. Underlined number: only a minimum value was estimated for $v_{el}$. (e) Box-plots representing the parameter values of the best-fit models, measured for a set of 90 isolated transcription cycles. Bottom dotted line displays the first quartile, the box corresponds to the second and third quartile, the top dotted line to the last quartile, and the horizontal line to the median. Small circles are outliers (1.5 times the inter-quartile range above or below the upper and lower quartile, respectively). (f) Estimation of mean values of $t_{space}$ and $v_{el}$ from a regression analysis of pooled UP ramps. Graph displays duration of UP ramps as a function of $N_{pol}$. Each circle is an UP ramp. Red line is the linear trend. (g) Correlation between $t_{space}$ and $N_{pol}$. Each isolated transcription cycle is represented by a black circle. Red curve shows a linear fit of the data. (h) Schematic indicating how stochastic ON/OFF switching of a promoter creates polymerase convoys. (i) Histograms of the duration of individual convoys and time intervals between convoys. Data are from isolated transcription cycles. Convoy duration is estimated by multiplying $N_{pol}$ with $t_{space}$ and time between convoys is the time between the end of the UP ramp of an isolated transcription cycle and the beginning of the next UP ramp ($t_{mean}$ is the average).
Figure 3 | Effect of Mediator and TATA box on HIV-1 transcription and on short time scales. (a) Schematic of an initiating polymerase. Mediator is in blue; GTFs in violet; upstream enhancers and bound factors in green; RNAPII in orange. (b) Intensities of TS over time. Each lane is a cell and TS intensity is colour coded, and expressed in equivalent number of full-length RNA molecules. Note that the scale is different than in f and Fig. 2b. (c) Analysis of convoy parameters in control cells or in cells lacking a functional Mediator complex. Box-plots display the convoy parameter distributions obtained by fitting individual transcription cycles as in Fig. 2d, using cells treated with siRNAs targeting Med11 (siMed11) or firefly luciferase as control (siFFL). Untreated wild-type reporter cells: WT. Asterisks: P value < 0.05 (KS test, n > 36). Data are from short movies. (d) Sequences of the HIV-1 TATA box and its mutants. (e) Expression of HIV-1 pre-mRNAs in the WT and mutant reporters. Values are numbers of nucleoplasmic pre-RNAs per cell, as detected by smFISH, and are shown for two independent clones. Dark blue: the clones used for live-cell analysis. (f) Intensities of TS over time. Each lane is a cell and TS intensity is colour coded, and expressed in equivalent number of full-length RNA molecules. (g) Convoy parameters in HIV-1 WT and mutant promoters. Box-plots display the distribution of the parameters obtained by fitting isolated transcription cycles with the polymerase convoy model (N > 100 for 1T2G and 4G; N > 90 for WT). Data are from short movies.
expression by three- and fivefold, respectively. Furthermore, it has been shown that in vitro, these mutations decrease the affinity for TBP by two- and ninefold, respectively, indicating that the activity of the HIV-1 promoter correlates the affinity of TBP for the TATA box. We integrated these constructs at the same genomic location as the wild-type (WT) reporter, using the Flp-In site-specific recombination system. SmFISH experiments showed that the WT reporter expressed on average 492 molecules of pre-mRNA per cell, while 1T2G expressed 252, and 4G only 90, with little variability between independent Flp-In clones (Fig. 3e). We then recorded short movies and measured the parameters of polymerase convoys. We found no significant differences between reporters, with a similar number of polymerases per convoy, elongation rates, polymerase spacing, convoy duration and time between convoys (Fig. 3f,g). This was unexpected for 4G as it expresses nearly fivefold less pre-mRNAs than WT. We reasoned that this lower level might result from a different behaviour on longer time scales. We thus recorded movies for up to 8 h, using a lower temporal resolution of one 3D stack every 3 min (acquisition conditions referred to as long movies). While TS of WT cells remained active nearly all the times, we found that the TS of 4G cells showed frequent periods of inactivity lasting minutes to hours, which alternated with period of activity lasting tens of minutes (Fig. 4a,b, Supplementary Movies 3 and 4). Since many convoys were fired during the active periods, we refer to them as permissive, while the long inactive periods are referred to as non-permissive. Non-permissive periods were fit with a bi-exponential function with lifetimes of 9 min (77% of the events) and 34 min (23% of the events; Supplementary Fig. 5A,B). Most non-permissive periods were thus too long to be observed in the short movies that focused on actively transcribing cells. Interestingly, non-permissive periods were also observed for the WT and 1T2G reporters, albeit infrequently (Fig. 4b). In these cases, the duration of non-permissive periods showed a bi-exponential distribution very similar to that observed for the 4G reporter, but they were five times less frequent (Supplementary Fig. 5B). These experiments thus revealed that the HIV-1 promoter displays infrequent periods of prolonged inactivity, and that the 4G mutation specifically increases their probability. Since the 4G mutation weakens the interaction with TBP by about ninefold, these non-permissive periods are likely due to the dissociation of TBP from the promoter.

Quantitative modelling of rapid and slow fluctuations. A typical permissive period contained several polymerase convoys, and these convoys were separated by short OFF periods (Fig. 2a,b). Several lines of evidence indicate that the short OFF periods that separate two convoys have a different nature than that of the non-permissive periods. First, non-permissive periods were significantly longer than the time separating two convoys (9 or 34 min versus 1.5 min; compare Supplementary Fig. 5B and Fig. 2i). Second, the TATA box mutation selectively increased the frequency of non-permissive periods and did not affect the time separating convoys (Supplementary Fig. 5A, insets, and Fig. 3g). Third, knocking down Mediator selectively impacted convoys, and had no effect on the frequency or duration of non-permissive periods (Fig. 4c). The different nature of these two inactive periods indicates that the HIV-1 promoter has two distinct OFF states (see model in Fig. 5a): one that generates interruptions between convoys (OFF1, dependent on Mediator), and one that creates non-permissive periods (OFF2, dependent on the strength of the TATA-box).

Within a clone, cell-to-cell variations in gene expression are believed to be due to stochastic fluctuations of promoter activity. Indeed, when we simulated the model of Fig. 5a with parameter values in range with those estimated from our live-cell data, it could reproduce the cell-to-cell variability in RNA levels, as measured by smFISH (Fig. 5b; Supplementary Fig. 6). This indicated that the major sources of fluctuations are captured by the live-cell data and are correctly described by the model. Taken together, these data indicate that the HIV-1 promoter fluctuates on two distinct time scales, minutes to produce polymerase convoys, and sub-hour to generate permissive/non-permissive periods. We refer to this phenomenon as multi-scale bursting.

A common hypothesis is that transcriptional noise originates from the stochastic binding of transcription factors at promoters. According to this model, the duration of a binding event should determine the duration of an active period. To test this idea, we performed FRAP experiments in the nucleoplasm of cells expressing fluorescently-tagged TBP and MED11 (Fig. 5c). MED11 recovered rapidly and TBP recovered slowly. Given that Mediator affects rapid fluctuations and TBP slow ones, these FRAP data suggest that the time scale of the fluctuations are related to the exchange rates of a factor with DNA.

A cellular promoter also produces polymerase convoys. Next, we determined whether polymerase convoys are specific for HIV-1 or can also be observed for cellular genes. To this end, we analysed the promoter of the POLR2A gene, a housekeeping gene coding for the large sub-unit of RNAPII. We cloned the corresponding promoter in the MS2x128 reporter construct in place of the HIV-1 promoter and inserted it in HeLa cells in a single copy using the Flp-in system. SmFISH showed that this is a moderate promoter, with 5.5 nascent pre-mRNAs per active TS, as compared with 32 for HIV-1 (Supplementary Fig. 7A,B). Analysis of splicing pattern showed that the reporter spliced post transcriptionally, similar to the HIV-1 construct (Supplementary Fig. 7C). Remarkably, short movies showed that the POLR2A promoter produced polymerase convoys (Fig. 6a). Fits of individual transcription cycles further showed that the POLR2A convoys contain fewer polymerases as compared with the HIV-1 promoter (6.5 versus 19), and that they have a larger spacing (8.5 versus 4 s; Fig. 6b). The specific characteristics of polymerase convoys thus appear to be promoter dependent. Analysis of long movies indicated that the POLR2A promoter displayed prolonged periods of inactivity, as seen with HIV-1 (Fig. 6c,d). On average, the promoter remained active for 30 min, during which time it generated a number of convoys, and was then inactive for 20 min (Supplementary Fig. 7D). Altogether, these data indicate that the POLR2A promoter produces polymerase convoys and fluctuates on two time scales, minutes and sub-hour.

Discussion

By imaging transcription sites in live cells at high temporal resolution, we observed that the POLR2A and Tat-activated HIV-1 promoters generate polymerase convoys: group of closely spaced polymerases that elongate together through the gene body. Remarkably, the existence of polymerase convoys is supported by previously published electron microscopy images of chromatin spreads, also called Miller spreads. Such electron microscopy images reveal ‘polymerase clusters’, which correspond to sets of closely spaced RNAPII enzymes transcribing a DNA segment. In both Drosophila and rat liver cells, a gene can contain several successive polymerase clusters, and in a remarkable study made more than 30 years ago, the gaps separating these clusters were predicted to result from brief interruptions in transcription initiation. The number of polymerases in a cluster, the spacing between polymerases and the size of the gaps between clusters, as observed in electron microscopy images, are in good agreement with our live-cell measurements (Supplementary Table 2). Polymerase clusters and...
convoys thus likely correspond to the static and dynamic views of the same phenomenon: polymerases rapidly initiating and escaping the promoter one after the other, until the promoter stochastically switches into an inactive OFF state. Single, isolated polymerases are also observed on Miller spreads. In the future, it will be interesting to determine which genes are transcribed by convoys or single polymerases. Current smFISH data often report bright transcription sites, which contain many pre-mRNA molecules. This suggests that a sizeable percentage of mammalian genes might be transcribed by convoys.

Figure 4 | Effect of Mediator and TATA box on HIV-1 transcription and on long time scales. (a) Fluctuation of TS intensities over long time scales, for WT and 4G TATA mutant. Graphs display the integrated fluorescence intensity of individual TS recorded over 8 h (in a.u.), with one image stack recorded every 3 min (long movies). Time scale is in hours (x axis). Green bars: permissive periods; red bars: non-permissive periods. One panel is one cell, with the reporter name indicated in a black box. (b) Distribution of permissive and non-permissive periods of many TS, for HIV-1 WT and TATA box mutants. Graphs show the permissive and non-permissive periods in green and red, respectively, with each line being an individual cell. The x axis is time, in h. The name of the reporter is indicated on the top. (c) Distribution of permissive and non-permissive periods for control and MED11 knocked-down cells. Legend as in b.
The occurrence of polymerase convoys provides a basis to refine our views on the general phenomenon of gene bursting. In general, bursts are defined as inhomogeneous temporal distributions of initiation events, and are often modelled by stochastic ON/OFF switching of promoters. However, this notion does not specify a time scale and has been used to describe fluctuations occurring in minutes or hours (for instance, see refs 15,45). We propose to define convoys as a burst having three distinctive properties: (i) a short time scale, with polymerases initiating one after the other every few seconds for about a minute; (ii) a reinitiation mechanism, with some GTFs remaining bound to the promoter during convoy formation (see below); (iii) shared properties between polymerases belonging to the same convoy, such as common initiation and elongation rates. These rates can, however, vary between convoys.

Figure 5 | Modelling of the distribution of mature and nascent HIV-1 RNA in High Tat cells. (a) Kinetic scheme of the promoter states identified in live-cell experiments. Left: schematic of a model with three promoter states accounting for permissive and non-permissive periods. Middle: schematic describing promoter state over time (top), and corresponding polymerase initiation events (bottom). Right: TS intensity measurements (middle) and the corresponding data extracted from short movies (top), or long movies (bottom). (b) Best-fit simulated distribution of the number of released and nascent pre-mRNA per cell, for the different reporters. Experimental RNA distribution are from smFISH data with the indicated reporter (green) and best-fit distributions are from the model of a (red). See Supplementary Fig. 6 for parameter values. (c) FRAP analysis of the dynamic of GFP-TBP (green) and GFP-MED11 (red) in the nucleoplasm of HeLa cells. Numbers represent the mean fluorescent intensities of the bleached spot (1.3-μm diameter) over time, after photobleaching correction and normalization to pre-bleach values (n>12; ± s.d.).

The occurrence of polymerase convoys provides a basis to refine our views on the general phenomenon of gene bursting. In general, bursts are defined as inhomogeneous temporal distributions of initiation events, and are often modelled by stochastic ON/OFF switching of promoters. However, this notion does not specify a time scale and has been used to describe fluctuations occurring in minutes or hours (for instance, see refs 15,45). We propose to define convoys as a burst having three distinctive properties: (i) a short time scale, with polymerases initiating one after the other every few seconds for about a minute; (ii) a reinitiation mechanism, with some GTFs remaining bound to the promoter during convoy formation (see below); (iii) shared properties between polymerases belonging to the same convoy, such as common initiation and elongation rates. These rates can, however, vary between convoys.
Monitoring transcription at time scales ranging from seconds to hours showed that the POLR2A and the Tat-activated HIV-1 promoters fluctuate on two distinct time scales: at the minute scale to produce convoys, and at the sub-hour scale to generate permissive/non-permissive transcriptional periods. The notion of burst is thus not precise enough to describe this situation, and instead we propose the term of multi-scale bursting. Importantly, different promoter elements selectively impact each time scale.

**Figure 6 | Kinetic analysis of the POLR2A promoter activity and model of polymerase convoy.** (a,b) Activity of the POLR2A promoter analysed at high temporal resolution and short time scales. In a, left panels, x axis is time and y axis is the TS intensity, expressed in equivalent number of full-length RNA molecules. In a, right panel, each lane is a cell and the TS intensity is colour coded. In b, box-plots display the convoy parameter distributions obtained by fitting individual transcription cycles (legend as in Fig. 2e). Data are from short movies; time scale is in min. (c,d) Activity of the POLR2A promoter over long time scales. Graphs show the permissive and non-permissive periods displayed in green and red, respectively. (c) Graphs display the integrated fluorescence intensity of individual TS recorded over 8 h (in a.u.). (d) Each line is an individual cell. Data are from long movies; time scale is in h. (e) Physical modelling of an elongating polymerase convoy. Top: DNA screws into an elongating polymerase convoy. Bottom: a polymerase stops and generates supercoiling constraints with the preceding and succeeding polymerases. $F_i$ indicates forces encountered by the $i$th polymerase.
Weakening the TATA-box only increases the frequency of long non-permissive periods, while decreasing Mediator levels only impacts convoys. FRAP experiments indicate that MED11 interacts much more transiently with DNA than TBP. This agrees with the idea that promoter fluctuations originate in the stochastic binding of transcription factors, where proteins residing a long time generate slow fluctuations, and proteins residing a short time create rapid fluctuations.

Our FRAP data, as well as previously published ones, indicate that TBP residency time on DNA is in the range of minutes, and thus significantly longer than the few seconds separating two initiation events during convoy formation. The HIV-1 promoter thus likely uses a reinitiation mechanism, where TBP remains bound to the TATA box during the succession of initiation events that generates polymerase convoys. Reinitiation is a mechanism that was proposed early on, and previous in vitro observations indicated that this process is facilitated by a TATA box and by Mediator.

Recent measurements by GRO-Seq indicate that elongation rates vary between genes and also along the length of the same gene. Our data further indicate that different convoys have different velocities while transcribing the exact same sequence. Interestingly, single-molecule in vitro experiments have shown that even for T7 RNA polymerase, different molecules can adopt different velocities, which was proposed early on, and previous observations indicated that this process is facilitated by a TATA box and by Mediator.

One of the mechanisms that can explain these results is that the HIV-1 promoter possesses a strong TATA box and is buffered by the RNA and protein half-lives. This is consistent with our results that a TATA-box mutation removes TAR and all HIV-1 upstream activating sequences but leaves most of the HIV-1 promoter intact. The stochastic switching of mRNA degradation products in presence of MCP as recently shown in yeast. The 32 stem loops were designed to minimize their similarities, and to ensure homogeneity both between clones and between cells of a clone. Clone verification was additionally performed at every subsequent subcloning of the cell lines.
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FRAP experiments and analysis. FRAP was performed on a confocal microscope (Meta LSM510; Carl Zeiss MicroImaging, Inc.) with a ×100 ∼ numerical aperture (NA) 1.4 objective. The nuclear GFP signal was bleached at 488 nm in a circle of 1.3-μm diameter at full laser power and for 300 ms. Recoveries were measured at a high frame rate (one image every 15 ms) and for 40 s using low power with the 488-nm laser line. Images were analysed as previously described26. Background was removed, intensities at each time point were corrected for bleaching by dividing them by the total cell fluorescence, and these values were finally normalized by dividing them with the fluorescent intensity before the bleach.

RNA analyses and smFISH. Northern blots and competitive RT–PCR were performed according to standard procedure51. To assess co-transcriptional splicing, RT was primed with either oligo-dT or with an oligonucleotide-binding down-stream the poly(A) cleavage site (sequence 5’-GCTGCTAGAGTTTCTC3’). Competitive RT–PCR was performed with three primers that amplified two short PCR products sharing one oligo, and which were specific for either the spliced or uncleaved RNA (Supplementary Fig. 1B). Sequences were: 5’-AATGGGCAA GTTGGGAATTTGT-3’; 5’-GATACCTGTAAGCTGGTCA-3’; 5’-CGAACAGGACTTGAAGCGA-3’.

For smFISH cells were fixed in 4% paraformaldehyde, permeabilized in 70% ethanol and hybridized with a mix of 10 fluorescent oligos57. Fluorescent oligos were directed against 32xMS2 repeats and each oligo contained four molecules of Cy3. Each oligo hybridized 4 times across 128xMS2 repeats, allowing for binding of 40 probes to single pre-mRNA molecule, thereby providing excellent single-molecule detection and signal-to-noise ratios (Supplementary Fig. 1D,E).

Acquisition and analysis of smFISH images. To obtain the number of released, nuclease-resistant pre-mRNA per cell and their distribution in the cell population, smFISH images were recorded with an OMX Deltavision microscope in SIM mode. Acquisition was performed in 3D with a z-spacing of 0.125 μm, with a ×100 objective, and ×2 intermediate lens and an Evolve 512 × 512 EMCCD camera (Photometrics). Following reconstruction, images were analysed with FISH-quant to count the number of pre-mRNAs per nuclei52, using populations of 400–500 cells per experiment.

To obtain the number of nascent pre-mRNA per cell, the same images were used without SIM-reconstruction and were analysed using FISH-quant. Briefly, TS were first identified manually, and isolated pre-mRNA molecules located in the nucleoplasm were used to define the PSF and the total light intensity of single nucleoplasm were used to define the PSF and the total light intensity of single molecules, which finally allowed to determine the intensity of TS.

Live-cell image acquisition. Cells were plated on 25-mm diameter coverslips (0.17-mm thick) in non-fluorescent media81. Coverslips were mounted in a temperature-controlled chamber with CO2 and imaged on an inverted OMX Deltavision microscope in time-lapse mode. A ×100, NA 1.4 objective was used, with an intermediate ×2 lens and an Evolve 512 × 512 EMCCD camera (Photometrics). Stacks of 11 planes with a z-spacing of 0.6 μm were acquired. This spacing still allowed accurate PSF determination without excessive oversampling. Illuminating light and exposure time were set to the lowest values that still allowed visualization of single molecules of pre-mRNAs (laser at 1% of full power, exposure of 0.1% of 150 ms, and pixel dwell time of 0.125 ms), which minimizes bleaching and maximizes the number of frames that can be collected. Yet, it guarantees that transcription can be detected early on, when one or a few nascent chains are in the process of being transcribed. For short movies, one stack was recorded every 3 s for 15 min. Movies recorded at one stack per second yielded similar parameter values for counting, but this rapid acquisition reduced movie length, making it difficult to obtain enough data for statistical analyses. For long movies, one stack was recorded every three minutes for 8 h. Movies were analysed with dedicated software. All software tools are available upon request (MS2-quant, RampFinder, RampFitter, ON-quant; see Supplementary Notes 1-3).

Analysis of short movies and single-molecule calibration. To extract the TS signal in the movies, we manually defined the nuclear outline and the region within which the TS is visible. The stack was corrected for photobleaching by measuring the fluorescence loss of the entire nucleus and fitting this curve with a sum of three exponentials. This fitted curve was then used to renormalize each time point such that its nuclear intensity was equal to the intensity of the first time point. We then filtered each pixel with a Gaussian filter82. First, the intensity was convolved with a larger kernel to obtain a background image, which was then subtracted from the original image before the quantification is performed. Second, the background-subtracted image was smoothed with a smaller Kernel, which enhances the SNR of single particles to facilitate spot pre-detection.

We then pre-detected the position of the TS in each frame of the filtered image by determining in the user-specified region the brightest pixel above a user-defined threshold. If no pixel was above the threshold, the last known TS position was used. Pre-detected position was manually inspected and corrected. Then the TS signal was fitted with a 3D Gaussian estimating its s.d. σz,σr, and σt, amplitude, background and position. We performed two rounds of fitting in the first round all fitting parameters were unconstrained. In the second round, the allowed range was restricted for some parameters, to reduce large fluctuations in the estimates, especially for the frames with a dim or no detectable TS. More specifically, the σz, σt were restricted to the estimated median value ± s.d. from the frames where the TS could be pre-detected, and the background was restricted to the median value. The TS intensity was finally quantified by estimating the integrated intensity above background expressed in arbitrary intensity units.

With the live-cell acquisition settings, the illuminating power was low and we could reliably detect all individual nascent molecules. We therefore collected right after the end of the movie one 3D stack—termed calibration stack—with increased laser intensity (50% of max intensity, compared with 1% for the movie), which allowed reliable detection of individual RNA molecules (see for example, Fig. 1c). We also acquired slices with a smaller z-spacing for a better quantification accuracy (21 slices every 300 nm for our MS2 system). The single pre-mRNA intensities correlated with the average MCP-GFP brightness of the cell, that is, the available MCP-GFP (Supplementary Fig. 1H). This required to adjust the quantification workflow of FISH-quant as follows: (a) when calculating the averaged image of single RNA molecules, we subtracted the estimated background fluorescence of the cell to minimize the contribution of the background; (b) when quantifying the TS in a given cell, we rescaled the averaged image of single RNA molecules such that it had the same integrated intensity as the molecules detected in the analysed cell.

To calibrate the MS2 data, that is, to express the measured TS intensity as a function of nascent transcripts, we used the fact that the last movie frame was acquired at the same time as the calibration stack. We then normalized the extracted MS2 data to get the nascent counts

$$N_{\text{nascent}} (t) = I_{\text{nascent}} (t) \times \frac{N_{\text{final,final}}}{N_{\text{final,final}}} \quad \text{(1)}$$

where $N_{\text{nascent}}(t)$ stands for the estimated number of nascent transcripts in the cell averaged across the and final and final for the averaged intensity of the last four frames. Note that the approach was limited to movies where the TS was active at the movie end since otherwise its intensity cannot be quantified.

To assess the reliability of the quantification scheme, we looked at the data where we knew how many transcripts we should detect—the nuclease-resistant, released pre-mRNA data. Here we should estimate on average 1 transcript per pre-mRNA molecule. We validated the quantification in two different experiments. First, we looked at the pre-mRNA data obtained from movies where illumination was set to visualize single pre-mRNAs during all movie frames. Using our quantification scheme, we estimated values of 1.05 ± 0.3. To further validate the calibration approach, we re-examined the estimated nascent mRNA signal from smFISH data and MS2 data. For this purpose, we performed smFISH with probes against the MS2 repeat and quantified the TS signal in > 400 cells. We then analysed movies with the described MS2 calibration approach and determined the nascent counts throughout all movies. The obtained mean/median value and s.d. are very close, yielding and additional validation (Supplementary Figure 1).

The image analysis software is freely available on bitbucket https://bitbucket.org/muellerflorian/ms2_quant, together with examples of the processed data. The software for fitting the live-cell TS intensity with the model of polymerase convoy will be provided on specific request to E. Bertrand. The entire raw dataset of the live-cell experiments can also be accessed after a specific request to E. Bertrand.

Analysis of long movies. To quantify the long movies acquired at lower frames rate (one 3D stack per 3 min), we developed ON-quant, a rapid analysis tool that identified the ON and OFF periods and measured their length. However, it did not estimate absolute number of nascent pre-mRNA. For this we therefore defined a mean/median value and s.d. are very close, yielding and additional validation (Supplementary Figure 1).

Simulations of cell-to-cell variation in gene expression. Monte-Carlo simulations of promoter states, RNA synthesis and degradation were implemented in R, using models containing one, two or three ON states. Results are described for a model with two OFF states as schematized in Fig. 5a. Note that a linear model (OFF < – OFF < – OFF < – OFF > ON) is mathematically equivalent to a branched model (OFF < – OFF < ON > OFF; see Supplementary Note 6). Step-wise assembly of the PIC, however, argues that a linear model is more relevant to transcription initiation, under which a TS is considered to be silent, and above which a TS is considered to be active. Before analysis we further smoothed the data with a moving average (window size = 3). Last, TS were considered to be ON or OFF only if they were in the respective state for at least two consecutive frames.
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