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Abstract

A novel approach towards construction of absolutely continuous distributions over the unit interval is proposed. Considering two absolutely continuous random variables with positive support, this method conditions on their convolution to generate a new random variable in the unit interval. This approach is demonstrated using some popular choices of the positive random variables such as the exponential, Lindley, gamma. Some existing distributions like the uniform and the beta are formulated with this method. Several new structures of density functions having potential for future application in real life problems are also provided. One of the new distributions having one parameter is considered for parameter estimation and real life modelling application and shown to provide better fit than the popular one parameter Topp-Leone model.
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1 Introduction

Consider a departmental store where customers arrive independently of each other. Suppose the store opens at 10:00 a.m. and the second customer arrives at 11:00 a.m. Arrival time of the first customer was not observed. Then the store manager may be interested in finding the probability of the first customer arriving within half an hour from opening the store. If the customers arrive according to a Poisson process, then the probability of the first customer arriving within 10:30 a.m. is 0.5. In fact, for given arrival time of the second customer, arrival time of the first customer is conditionally uniform over the duration that is uniform over 10:00 a.m to 11:00 a.m. This follows from the assumption that the inter-arrival times of the customers are independently and identically distributed (iid) exponential random variates. However, the conditional distribution does not remain uniform when any one of the above assumptions is relaxed. Still the resulting conditional distribution has support (0, 1), the unit interval. This simple yet previously unaddressed approach clearly opens up a scope for constructing new distributions in the unit interval.
Importance of distributions with support \((0, 1)\) is well established for modelling proportions, scores, rates, indices etc. Responses in the unit interval are often focus of investigation in many fields of application including finance (Gómez-Déniz et al. 2014, Biswas et al. 2020), public health (Mazucheli et al. 2019, Biswas and Chakraborty 2019), demography (Andreopoulos et al. 2019). The first model that comes to the mind of practitioners is obviously the well known Beta distribution (Johnson et al. 1995). Besides this, the Kumaraswamy’s distribution (Kumaraswamy 1980, Jones 2009) and the Topp-Leone distribution (Topp and Leone 1955) also received attention. In recent times, a number of new models have been proposed as alternatives to the Beta and Kumaraswamy’s distributions to enhance modelling flexibility as par context (Grassia 1977, Tadikamalla and Johnson 1982, Barndorff-Nielsen and Jorgensen 1991, Lemonte et al. 2013, Pourdarvish et al. 2015, Mazucheli et al. 2018, 2019, 2020). This recent surge in the number of research papers devoted to proposing new distribution in the unit interval clearly exhibits their growing relevance.

Most of the above distributions are generated through a suitable variable transformation of a baseline distribution with positive support. For \(X\) being a positive valued random variable, the transformations \(U = X/(1 + X), U = 1/(1 + X), U = \exp(-X)\) are popularly used to derive a distribution with support \((0, 1)\). Besides this, a general approach based on the cumulative distribution function-quantile function by Smithson and Shou (2017), Rodrigues et al. (2019) and Cancho et al. (2020). The objective of this paper is to describe a general procedure for construction of distributions with support \((0, 1)\) from conditional convolution approach.

Rest of the article is organized as follows. The new method of deriving distributions on \((0, 1)\) is presented in the next section. Section 3 is devoted for illustrating the proposed methodology. Section 4 provides some detail on a new one parameter distribution along with real life application. This article is concluded with a potential generalization and further scopes.

## 2 Method

Consider a two component absolutely continuous random vector \((X, Y)\) with joint cumulative distribution function (cdf) \(F_{X,Y}\) and joint probability density function (pdf) \(f_{X,Y}\). Let \(F_X\) and \(f_X\) denote the marginal cdf and the marginal pdf of \(X\), respectively. Similarly, \(F_Y\) and \(f_Y\) denote the marginal cdf and the marginal pdf of \(Y\). The conditional cdf and pdf of \(X\) given the realization on \(Y\) are \(F_{X\mid Y}\) and \(f_{X\mid Y}\), respectively.

We assume that both \(X\) and \(Y\) have positive support, that is \(P(X > 0) = P(Y > 0) = 1\). For \(Z = X + Y\), the cdf of \(Z\) can be expressed as

\[
F_Z(z) = \int_0^z F_{X\mid Y}(z - y) f_Y(y) \, dy. \tag{2.1}
\]

The corresponding pdf is

\[
f_Z(z) = \int_0^z f_{X,Y}(z - y, y) \, dy = \int_0^z f_{X\mid Y}(z - y) f_Y(y) \, dy. \tag{2.2}
\]

In particular, when \(X\) and \(Y\) are independent, the cdf and the pdf of \(Z\) can be obtained by replacing \(F_{X\mid Y}(z - y)\) by \(F_X(z - y)\) in \((2.1)\) and \(f_{X\mid Y}(z - y)\) by \(f_X(z - y)\) in \((2.2)\), respectively.

We are interested in the conditional distribution of \(X\) given \(Z = 1\). The corresponding random variable be \(U\) with support \((0, 1)\), the unit interval. Now \(P(U \leq u) = P(X \leq u | Z = 1) = P(X \leq u, X + Y = 1)/f_Z(1). \) \(P(X \leq u, X + Y = 1)\) can be seen as \(\int_0^u f_{X,Y}(v, 1 - v) \, dv\) and hence the pdf of \(U\) is
\[ f_U(u) = \frac{f_{X,Y}(u, 1-u)}{f_Z(1)}, \quad \text{for } 0 < u < 1. \] (2.3)

If \( X \) and \( Y \) are independently distributed, then \( f_{X,Y}(u, 1-u) \) can be replaced by \( f_X(u)f_Y(1-u) \) in (2.3).

It may be noted that, bivariate distributions on \((0, \infty) \times (0, \infty)\) are seldom naturally available. The common techniques to construct bivariate distributions from given marginals involve marginal transformation method, trivariate reduction and bivariate copula (Balakrishnan and Lai 2009). To demonstrate the proposed method for constructing distributions on the unit interval, some bivariate distributions will be considered in Section 3. The bivariate density we use here is derived using Ferlie-Gumble-Morgenstern (FGM) copula (Gumble 1960) when the marginal densities \( f_X \) and \( f_Y \) are available. The joint density function of \((X, Y)\) with additional parameter \( \alpha \in [-1, 1] \) using FGM copula is

\[ f_{X,Y}(x, y) = f_X(x)f_Y(y)[1 + \alpha(2F_X(x) - 1)(2F_Y(y) - 1)]. \] (2.4)

### 3 Main results

In this section we apply the proposed method to first derive distributions in \((0, 1)\) which are known followed by some new ones which to the best of our knowledge are not yet reported in the literature.

#### 3.1 Known distributions

As outlined in Section 1, let \( X \) and \( Y \) follow exponential distribution independently with same parameter \( \theta \). Then \( f_X(x|\theta) = \theta \exp(-\theta x) \) and \( f_Y(y|\theta) = \theta \exp(-\theta y) \). Putting the the expressions of \( f_X(x|\theta) \) and \( f_Y(y|\theta) \) in (2.2), we get \( f_Z(1|\theta) = \theta^2 \exp(-\theta) \). Now, putting the expressions of \( f_X(x|\theta) \), \( f_Y(y|\theta) \) and \( f_Z(1|\theta) \) in (2.3) we get \( f_U(u) = 1 \) for \( 0 < u < 1 \) which is pdf of the uniform distribution over unit interval.

Let \( G(\alpha, \beta) \) denote the gamma distribution with density function \( \alpha^\beta x^{\beta-1} \exp(-\alpha x)/\Gamma(\beta) \) for \( \alpha, \beta > 0 \). Consider \( X \sim G(\alpha, \beta_1) \) and \( Y \sim G(\alpha, \beta_2) \) independently. Using (2.2) it is easy to see that \( Z \sim G(\alpha, \beta_1 + \beta_2) \). Now, putting \( f_X(x|\alpha, \beta_1) \), \( f_Y(y|\alpha, \beta_2) \) and \( f_Z(1) = \alpha^{\beta_1+\beta_2} \exp(-\alpha)/\Gamma(\beta_1+\beta_2) \) in (2.3) we get \( f_U(u|\beta_1, \beta_2) = \Gamma(\beta_1+\beta_2)u^{\beta_1-1}(1-u)^{\beta_2-1}/\Gamma(\beta_1)\Gamma(\beta_2) \) which is the pdf of beta distribution with parameters \( \beta_1 \) and \( \beta_2 \).

While the uniform and beta cases are easily seen, generating the other distributions in the unit interval as mentioned in Section 1 using the proposed method remain a challenge. However, we do not claim that the distributions can (or cannot) be generated using the proposed method.

#### 3.2 New distributions

Here we consider different distributions for \((X, Y)\) to construct a number of new distributions on the unit interval.

**Distribution 1:** Let \( X \) and \( Y \) follow exponential distribution independently with parameter \( \theta_1 \) and \( \theta_2 \), respectively. Putting \( f_X(x|\theta_1) = \theta_1 \exp(-\theta_1 x) \) and \( f_Y(y|\theta_2) = \theta_2 \exp(-\theta_2 y) \) in (2.2) we get

\[ f_Z(1) = \begin{cases} \frac{\theta_1 \theta_2 (e^{-\theta_1} - e^{-\theta_2})}{\theta_1 - \theta_2} & \text{for } \theta_1 \neq \theta_2 \\ \theta^2 e^{-\theta} & \text{for } \theta_1 = \theta_2 = \theta. \end{cases} \] (3.5)
Now, putting $f_X(x|\theta_1)$, $f_Y(y|\theta_2)$ and $f_Z(1)$ in (2.3) and replacing $\theta_1 - \theta_2$ by $\delta$ we obtain

$$f_U(u) = \begin{cases} \frac{\delta e^{-\delta u}}{1-e^{-\delta}} & \text{for } \delta \neq 0 \\ 1 & \text{for } \delta = 0. \end{cases}$$ (3.6)

The density function in (3.6) reduces to that of truncated exponential distribution with region of truncation $(1, \infty)$ when we restrict the parameter space to $\delta > 0$. However, the new genesis does not require the parameter $\delta$ to be positive. Thus the density in (3.6) provides more flexibility with $\delta \in \mathbb{R}$, the real line despite having the same mathematical structure as the said truncated exponential distribution. From Figure 1 it is clear that the density can be both increasing and decreasing depending on $\delta$. For $\delta < 0$, it is increasing with mode at 1 and for $\delta > 0$, it is decreasing with mode at 0.

![Figure 1: Plot of the density function of Distribution 1.](image)

**Distribution 2:** Let $X$ and $Y$ both marginally follow exponential distribution with parameters $\theta$. Putting $f_X(x|\theta) = \theta \exp(-\theta x)$, $F_X(x|\theta) = 1 - \exp(-\theta x)$, $f_Y(y|\theta) = \theta \exp(-\theta y)$ and $F_Y(y|\theta) = 1 - \exp(-\theta y)$ in (2.4) we obtain the following bivariate exponential distribution with parameters $\theta > 0$ and $-1 \leq \alpha \leq 1$.

$$f_{X,Y}(x,y|\theta,\alpha) = \theta^2 e^{-\theta(x+y)} \left[ 1 + \alpha(1 - 2e^{-\theta x})(1 - 2e^{-\theta y}) \right]$$ (3.7)

Using (3.7) in (2.2) we obtain

$$f_Z(1) = \theta^2 e^{-\theta} \left[ 1 + \alpha \left\{ 1 + 4e^{-\theta} - \frac{4}{\theta} + 4e^{-\theta} \right\} \right].$$ (3.8)

Putting (3.7) and (2.2) in (2.3) we obtain the following density function.

$$f_U(u) = \frac{1 + \alpha(1 - 2e^{-\theta u})(1 - 2e^{-\theta(1-u)})}{1 + \alpha \left\{ 1 + 4e^{-\theta} - \frac{4}{\theta} + 4e^{-\theta} \right\}}$$ (3.9)

This distribution has two parameters and may prove to be useful in modelling applications. It is clear that for $\alpha = 0$, $X$ and $Y$ are independent and consequently (3.9) reduces to uniform
distribution. From Figure 2, it can be seen that the distribution is symmetric about 0.5 and it possesses both bath-tub shaped and bell-shaped curves.

![Figure 2: Plot of the density function of Distribution 2.](image)

**Distribution 3:** Let $X$ and $Y$ follow Lindley distribution independently and identically with parameter $\theta > 0$. Putting $f_X(x|\theta) = \theta^2(1 + x)\exp(-\theta x)/(1 + \theta)$ and $f_Y(y|\theta) = \theta^2(1 + y)\exp(-\theta y)/(1 + \theta)$ in (2.2) we get

$$f_Z(1) = \frac{13}{6} e^{-\theta} \theta^4. \quad (3.10)$$

As in previous cases, using the density functions of $X$ and $Y$ along with (3.10) in (2.3) we obtain

$$f_U(u) = \frac{6}{13}(2 - u)(1 + u). \quad (3.11)$$

The resulting distribution is free from any parameter and thus not flexible as clear from Figure 3. Clearly (3.11) is symmetric about 0.5.
Distribution 4: Let $X$ and $Y$ follow Lindley distribution independently with parameters $\theta_1$ and $\theta_2$, respectively. Here $f_X(x|\theta_1) = \theta_1^2(1 + x) \exp(-\theta_1 x)/(1 + \theta_1)$ and $f_Y(y|\theta_2) = \theta_2^2(1 + y) \exp(-\theta_2 y)/(1 + \theta_2)$. The density function of $Z = X + Y$ is evaluated using (2.2) but we do not report it here due to its messy structure. However, the density function of $U$ obtained using $f_X(x|\theta_1)$, $f_Y(y|\theta_2)$ and $f_Z(1)$ in (2.3) is

$$f_U(u) = \begin{cases} \frac{\delta^3 e^{-\delta u}(u-2)(1+u)}{(2-\delta -2\delta^2 + e^{-\delta(2\delta-2-\delta)})} & \text{for } \delta \neq 0 \\ \frac{6}{15}(2-u)(1+u) & \text{for } \delta = 0 \end{cases}$$

for $\delta = \theta_1 - \theta_2 \in \mathbb{R}$. Obviously the density in (3.12) having one parameter is an extension of (3.11). From Figure 4 and Figure 1, it can be seen that the Distribution 4 and Distribution 1 behave quite similarly.
**Distribution 5:** Let $X$ follow exponential distribution with parameter $\theta$ and $Y$ follow Lindley distribution with parameter $\theta$ independently. Here $f_X(x|\theta) = \theta \exp(-\theta x)$ and $f_Y(y|\theta) = \theta^2(1 + y)\exp(-\theta y)/(1 + \theta)$. From [2, 3] we get

$$f_U(u) = \frac{2}{3}(2 - u). \quad (3.13)$$

This distribution has no parameter and thus not flexible for modelling purposes. The density in (3.13) is decreasing and it decreases from $4/3$ at $u = 0$ to $2/3$ at $u = 1$ linearly as given in Figure 5.

![Figure 5: Plot of the density function of Distribution 5.](image)

**Distribution 6:** Let $X$ follow exponential distribution with parameter $\theta_1$ and $Y$ follow Lindley distribution with parameter $\theta_2$ independently. Here $f_X(x|\theta_1) = \theta_1 \exp(-\theta_1 x)$ and $f_Y(y|\theta_2) = \theta_2^2(1 + y)\exp(-\theta_2 y)/(1 + \theta_2)$. Using the density functions first in (2.2) and then in (2.3) we get

$$f_U(u) = \begin{cases} 
\frac{\delta^2 e^{(1-u)(2-u)}}{1-\delta+2(\delta-1)e^\delta} & \text{for } \delta \neq 0 \\
\frac{2}{3}(2 - u) & \text{for } \delta = 0.
\end{cases} \quad (3.14)$$

Here $\delta = \theta_1 - \theta_2 \in \mathbb{R}$. A few representative plots of the density function are provided in Figure 6.

**Distribution 7:** Consider $X$ following exponential distribution with parameter $\theta$ and $Y$ following gamma distribution with parameters $\alpha$ and $\beta$. Putting $f_X(x|\theta) = \theta \exp(-\theta x)$ and $f_Y(y|\alpha, \beta) = \alpha^\beta \gamma^{\beta-1} \exp(-\alpha x)/\Gamma(\beta)$ in (2.2) we get

$$f_Z(1) = \begin{cases} 
\frac{\theta \alpha^\beta e^{-\theta} \Gamma(\beta) - \Gamma(\alpha - \theta)}{\Gamma(\beta + 1)} & \text{for } \alpha \neq \theta \\
\frac{\alpha^\beta \Gamma(\beta + 1) \exp(-\alpha)}{\Gamma(\beta + 1)} & \text{for } \alpha = \theta.
\end{cases} \quad (3.15)

Here $\Gamma(s, t)$ denotes the incomplete gamma function $\int_t^\infty v^{s-1} \exp(-v) \, dv$. Now using the density functions of $X$ and $Y$ along with (3.15) in [2, 3] we obtain

$$f_U(u) = \begin{cases} 
\frac{\delta^\beta e^{\delta(1-u)(2-u)}}{\Gamma(\beta + 1) \Gamma(\beta + 1)} & \text{for } \beta > 0, \delta \neq 0 \\
\frac{\beta(1-u)^{\beta-1}}{\beta(1-u)^{\beta-1}} & \text{for } \alpha > 0, \delta = 0
\end{cases} \quad (3.16)$$
where $\delta = \alpha - \theta \in \mathbb{R}$. The density in (3.16) has two parameters and may prove to be a competitor of the popular beta distribution as evident from Figure 7.

**Distribution 8:** Let $X$ be a Lindley random variable with parameter $\theta$ and $Y$ be a gamma random variable with parameters $\theta$ and $\beta$. Here $f_X(x|\theta) = \theta^2(1 + x)\exp(-\theta x)/(1 + \theta)$ and $f_Y(y|\theta, \beta) = \theta^\beta y^{\beta - 1} \exp(-\theta x)/\Gamma(\beta)$. Putting the densities of $x$ and $Y$ first in (2.2) and then using $f_Z(1)$ along with the density functions in (2.3) we obtain

$$f_U(u) = \frac{\beta(1 + \beta)}{2 + \beta} (1 + u)(1 - u)^{\beta - 1} \quad \text{for} \quad \beta > 0. \quad (3.17)$$

The parameter $\theta$ labelling the distributions of both $X$ and $Y$ surprisingly plays no role in [3, 17]. Despite being a one-parameter distribution, it is quite flexible for modelling purposes since the corresponding density function has a wide range of shapes as can be seen from Figure 8. The derived distribution can also be seen as a mixture of two beta distributions where the mixing proportions are also functions of the parameter $\beta$. 

Figure 6: Plot of the density function of Distribution 6.

Figure 7: Plot of the density function of Distribution 7.
4 LCG: A new one parameter distribution

Distribution 8 is derived from the distribution of Lindley random variable conditioned on the convolution of the same with gamma random variable. Thus a working abbreviation for the distribution with pdf in (3.17) is taken as LCG(\(\beta\)) and we write \(U \sim LCG(\beta)\). The cumulative distribution function (cdf) of LCG(\(\beta\)) is

\[
F_U(u) = 1 - \frac{(1 - u)^{\beta}(2 + \beta + u\beta)}{2 + \beta}, \quad 0 < u < 1.
\] (4.18)

Figure 9 exhibits the functional form of \(F_U\) for different choices of \(\beta\). With increasing \(\beta\), the cdf becomes more and more convex in shape.
The corresponding hazard rate is
\[ h(u) = \frac{\beta(1 + \beta)}{2 + \beta + u\beta} \frac{1 + u}{1 - u}, \quad 0 < u < 1. \] (4. 19)

The LCG family has increasing failure rate as shown in Figure 10.

Figure 10: Plot of the hazard rate of LCG distribution.

The lower order moments are very simple, the mean and the variance of LCG(\(\beta\)) is given below.

\[ E(U) = \frac{4 + \beta}{(2 + \beta)^2} \quad \text{and} \quad V(U) = \frac{\beta(16 + 9\beta + \beta^2)}{(2 + \beta)^4(3 + \beta)} \] (4. 20)

4.1 Generating random observations

To generate random observations from LCG(\(\beta\)) it is convenient to use the cdf in (4. 18). We employ cdf inversion technique as the structure is not too complex. For a random observation \(v\) from uniform distribution over (0, 1) we equate \(F_U(u) = v\) and find solution of the equation in \(u\). This \(u\) is a random observation from LCG(\(\beta\)). This technique produces the following nonlinear equation in \(u\)

\[(1 - u)^\beta(2 + \beta + u\beta) - (1 - v)(2 + \beta) = 0.\] (4. 21)

We solve (4. 21) by \texttt{uniroot} function available on basic \texttt{R}.

4.2 Estimation

Since \(E(U)\) is structurally simple, a method of moment estimator can easily be implemented. For a given dataset \(u = (u_1, u_2, ..., u_n)\), we calculate the sample mean \(\bar{u} = (1/n) \sum_{i=1}^{n} u_i\) and form the following equation.

\[ E(U) = \frac{4 + \beta}{(2 + \beta)^2} = \bar{u} \] (4. 22)

The equation in (4. 22) can be rewritten as

\[ \bar{u}\beta^2 + (4\bar{u} - 1)\beta + 4(\bar{u} - 1) = 0. \] (4. 23)
The method of moment estimator $\hat{\beta}_{MM}$ is the solution of (4. 23) in $\beta$.

The log-likelihood function of $\beta$ given the dataset $u$ is

$$l(\beta | u) = n \log \left[ \frac{\beta (1 + \beta)}{2 + \beta} \right] + \sum_{i=1}^{n} \log(1 + u_i) + (\beta - 1) \sum_{i=1}^{n} \log(1 - u_i). \quad (4. 24)$$

Differentiating $l(\beta | u)$ with respect to $\beta$ and equating it with 0 yields the following.

$$T(u) \beta^2 + (3T(u) - 1) \beta + (2T(u) - 4) = 0 \quad (4. 25)$$

Here $T(u) = -(1/n) \sum_{i=1}^{n} \log(1 - u_i)$. To solve both (4. 23) and (4. 25) in $\beta$, we use polyroot function available in basic R. The solution of (4. 25) is the maximum likelihood estimate namely $\hat{\beta}_{ML}$.

### Table 1: Bias and mean-squared error (MSE) of $\hat{\beta}_{MM}$ and $\hat{\beta}_{ML}$.

| $n$ | $\beta$ | Bias($\hat{\beta}_{MM}$) | MSE($\hat{\beta}_{MM}$) | Bias($\hat{\beta}_{ML}$) | MSE($\hat{\beta}_{ML}$) |
|-----|---------|--------------------------|-------------------------|--------------------------|-------------------------|
| 20  | 2.30    | 0.07792                  | 0.27779                 | -0.21959                 | 0.33440                 |
|     | 7.80    | 0.34196                  | 3.74806                 | 0.21788                  | 3.72484                 |
|     | 15.00   | 0.52377                  | 12.36922                | 0.46433                  | 12.36009                |
|     | 2.30    | 0.01869                  | 0.12236                 | -0.29453                 | 0.21342                 |
|     | 7.80    | 0.13403                  | 1.48331                 | -0.00307                 | 1.48377                 |
|     | 15.00   | 0.38477                  | 5.71176                 | 0.30913                  | 5.72911                 |
|     | 2.30    | 0.01719                  | 0.08165                 | -0.29909                 | 0.17421                 |
|     | 7.80    | 0.12145                  | 0.96437                 | -0.02729                 | 0.96883                 |
|     | 15.00   | 0.16190                  | 3.51346                 | 0.08157                  | 3.51912                 |
|     | 2.30    | 0.00449                  | 0.06157                 | -0.31263                 | 0.16230                 |
|     | 7.80    | 0.12302                  | 0.70574                 | -0.03383                 | 0.70355                 |
|     | 15.00   | 0.14265                  | 2.69120                 | 0.05492                  | 2.69554                 |
|     | 2.30    | 0.01120                  | 0.04923                 | -0.30954                 | 0.14639                 |
|     | 7.80    | 0.06890                  | 0.55969                 | -0.08804                 | 0.57761                 |
|     | 15.00   | 0.17952                  | 2.35752                 | 0.08494                  | 2.35630                 |

A simulation experiment is performed to study the relative performance of the estimators. We generate 1000 samples of different sizes ($n$) using the method in Section 4.1 and compute the average bias and mean squared error of the estimators. From Table 1, it is seen that the performance of both the estimators are quite similar. With increasing $\beta$, the mean squared error of both the estimators increase. As desired the mean squared error and absolute bias of both the estimators decrease with increase in sample size.

### 4.3 Application

Consider the following datasets from Caramanis et al. (1983) providing computation time of two different algorithms namely SC16 and P3.
Mazumdar and Gaver (1984) comparison of the mentioned algorithms for estimating the unit capacity factor. For a population level comparison one may refer to Genc (2013) where the authors fitted Topp-Leone model to both SC16 and P3 datasets for further analysis. It is to be noted that to improve the population level comparison, one need to select a better suited model. One parameter distributions on the unit interval is rare and the Topp-Leone distribution is a benchmark in this category. The introduced LCG distribution is a new addition to this category and hence a real life data driven comparison with Topp-Leone is sufficient to justify its utility. Topp-Leone model fits the datasets well as can be seen in Genc (2013). However, we compare fitting of the Topp-Leone model with that of the LCG in Table 2 and find that the proposed LCG model is far better as indicated by the corresponding AIC values.

| Dataset | Distribution | MLE | Log-likelihood | AIC  |
|---------|--------------|-----|----------------|------|
| SC16    | Topp-Leone   | 0.5943 | -11.3660 | 25.7837 |
|         | LCG          | 1.9876 | 2.9459  | -3.8981 |
| P3      | Topp-Leone   | 0.6778 | -10.9016 | 23.8032 |
|         | LCG          | 1.8646 | 2.3009  | -2.6098 |

5 Discussion

A number of new distributions with simple yet flexible structures are derived in the current work. Throughout the article we discussed about the distribution of \( U = X | X + Y = 1 \). It is obvious that in many situations the distribution of \( V = Y | X + Y = 1 \) is different from \( U \) and hence may be of interest from new distribution perspective. However, we refrain from detailing such density function since the same can be done by simply finding density function of \( V = 1 - U \). We envisage that the proposed method and the derived distributions will be a useful addition in the existing literature. In fact the LCG is shown to be a better one parameter model than the benchmark Topp-Leone distribution. Since the LCG model possesses simple structure of the mean, modelling unit responses with covariates using LCG is of interest. Moreover Section 4.2 hints a productive study on the stress-strength reliability of the LCG distribution. These problems are under consideration and will be reported as independent works. Detailed investigation on the other derived distributions are required and further research on this is warranted. This article is intended to motivate researchers to delve into the possibilities of exploring new distributions with different choices of the joint distributions of \((X, Y)\). The proposed method can naturally be extended. One may consider the random vector \((X_1, X_2, ..., X_n)\) with \( P(X_i > 0) = \) for \( i = 1, 2, ..., n \). For \( k < n, U = X_1 + X_2 + ... + X_k | X_1 + X_2 + ... + X_n = 1 \) is a random variable with support \((0, 1)\). In our case \( n = 2 \) and \( k = 1 \).
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**Appendix: R-codes**

**C1: Random sample generation from LCG distribution.**

```r
rGL=function(n, beta) 
{
 sample=0 
 for(i in 1:n) 
 {
 v=runif(1) 
 f=function(u)
 {
 (1-u)^beta*(2+beta+u*beta)-(1-v)*(2+beta)
 }
 proc=uniroot(f, c(0,1))
 sample[i]=proc$sroot 
 }
 return(sample)
 }
```
C2: Method of moment estimation for LCG distribution.

\[
\text{MME} = \text{function} \left( \text{data} \right) \\
\quad \left\{ \\
\quad \quad \text{ubar} = \text{mean} \left( \text{data} \right) \\
\quad \quad z = c \left( 4 \ast (\text{ubar} - 1), 4 \ast \text{ubar} - 1, \text{ubar} \right) \\
\quad \quad \text{return} \left( \text{max} \left( \text{Re} \left( \text{polyroot} \left( z \right) \right) \right) \right) \\
\right\}
\]

C2: Maximum likelihood estimation for LCG distribution.

\[
\text{MLE} = \text{function} \left( \text{data} \right) \\
\quad \left\{ \\
\quad \quad Tu = -\text{mean} \left( \text{log} \left( 1 - \text{data} \right) \right) \\
\quad \quad z = c \left( 2 \ast Tu - 4, 3 \ast Tu - 1, Tu \right) \\
\quad \quad \text{return} \left( \text{max} \left( \text{Re} \left( \text{polyroot} \left( z \right) \right) \right) \right) \\
\right\}
\]