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Abstract

In this paper, we present IRON (Invariant-based global Robust estimation and Optimization), a non-minimal and highly robust solution for point cloud registration with a great number of outliers among the correspondences. To realize this, we decouple the registration problem into the estimation of scale, rotation and translation, respectively. Our first contribution is to propose RANSIC (RANdom Samples with Invariant Compatibility), which employs the invariant compatibility to seek inliers among random samples and robustly estimates the scale between two sets of point clouds in the meantime. Once the scale is estimated, our second contribution is to relax the non-convex global registration problem into a convex Semi-Definite Program (SDP) in a certifiable way using Sum-of-Squares (SOS) Relaxation and show that the relaxation is tight. For robust estimation, we further propose RT-GNC (Rough Trimming and Graduated Non-Convexity), a global outlier rejection heuristic having better robustness and time-efficiency than traditional GNC, as our third contribution. With these contributions, we can render our registration algorithm, IRON. Through experiments over real datasets, we show that IRON is efficient, highly accurate and robust against as many as 99% outliers whether the scale is known or unknown, outperforming the existing state-of-the-art algorithms.

1. Introduction

Point cloud registration is a cornerstone in computer vision and robotics, and has been widely applied in scene reconstruction [7,11,20], object localization [13,17,29], medical imaging [3], Simultaneous Localization and Mapping (SLAM) [45], etc. It aims to estimate the transformation (scale, rotation and translation) between two point clouds.

Iterative Closest Point (ICP) [5] is a common local-minimum approach but is too dependent on the initial guess of transformation, thus prone to fail without a good initialization. Therefore, an initialization-free way to address the registration problem—to build correspondences between point clouds from 3D keypoints [36], has grown increasingly popular. Many correspondence-based algorithms [2,9,10,21,41,44,46] have been proposed to solve the registration problem in the presence of Gaussian noise. However, there exists a difficulty for all these correspondence-based methods. In real-world scenes, the input correspondences are often corrupted by outliers since the keypoint detecting and matching process [33,37] may render mismatched or spurious results. This situation makes the robust registration methods of paramount significance.

Though RANSAC [15] is a common robust heuristic [1], it has two critical disadvantages: (i) its runtime increases exponentially with the outlier ratio, and (ii) it is fragile when encountering extreme outlier ratios (e.g. 90%+). Thus, an outlier removal method GORE [10] as well as non-minimal solutions FGR [46] and TEASER/TEASER++ [41,44] have been proposed to deal with over 90% outliers when the scale is known. But when the scale varies (e.g. cross-source point clouds), none of them could tolerate more than 90% outliers, which necessitates a general solver capable of handling not only known-scale scenes but unknown-scale ones.

In this paper, we design a non-minimal correspondence-based approach, named IRON (Invariant-based global Robust estimation and Optimization), to robustly estimate the scale, rotation and translation in cascade.

Highlights. First, we invent RANSIC (RANdom Sam-
ples with Invariant Compatibility), a novel scale estimation and inlier searching method based on invariant compatibility that can tolerate very extreme outliers (e.g. 99%).

Second, we employ the Sum-of-Squares (SOS) Relaxation of Lasserre’s Hierarchy [23] to the known-scale robust global registration problem, leading to a certifiably globally optimal solver with strong optimality guarantees.

Third, we propose RT-GNC (Rough Trimming and Graduated Non-Convexity) to significantly accelerate the convergence and promote robustness simultaneously, as a highly efficient and robust heuristic for the registration problem.

Finally, we test IRON over real datasets and show that: (i) IRON is precise and robust even when 990 of 1000 correspondences are outliers in both known-scale and unknown-scale problems, outshining other methods, and (ii) IRON can be effectively applied in object localization problems.

2. Related Work

In this section, we provide reviews on: (i) some typical correspondence-based registration solvers by dividing them into two categories: the naive (outlier-free) ones and robust ones, and (ii) popular robust heuristics for outlier rejection.

**Naïve Registration Solvers.** Naïve registration problems can be solved using closed-form solutions [2, 21] by separating the estimation of rotation, scale, and translation. Besides, Branch-and-Bound (BnB) has been applied to solve the registration problem [28, 30] in a globally optimal way. And more recently, the Lagrangian Dual Relaxation is developed to produce a globally optimal generalized registration solver [9] with good optimality guarantees.

**Robust Registration Solvers.** The minimal closed-form solution [21] can be combined with RANSAC to deal with outliers. In terms of non-minimal robust solvers, FGR [46] is the first method using Graduated Non-Convexity (GNC), which solves the transformation matrix with a Gauss-Newton method. Though not globally optimal, it is efficient for known-scale registration. GORE [10] is a preprocessing outlier removal approach that guarantees that the correspondences removed must not be inliers. Currently, TEASER/TEASER++ [4], 44] are globally optimal solvers that can dispose of 99% outliers for known-scale registration. Another recent solution [25] utilizes RANSAC for scale and translation estimation. Unfortunately, all these solvers are either incapable of estimating the scale or unable to tolerate over 85% outliers for unknown-scale registration.

**Robust Heuristics.** RANSAC is a hypothesize-and-test heuristic, which usually requires minimal solvers (or very fast non-minimal solvers) to obtain the maximum consensus set. Its limitations lie in exponentially increasing runtime and relatively low robustness. When the solver is non-minimal, GNC [40] is a global heuristic operated by alternating optimization, which can typically handle 70-80% outliers in many robotic or computer vision problems.

3. Preliminaries

3.1. Problem Formulation

With two corresponding 3D point sets \( \{P_i\}_{i=1}^N \) and \( \{Q_i\}_{i=1}^N \) in the correspondence-based point cloud registration problem, we can have the following relation:

\[
sRP_i + t + \varepsilon_i = Q_i, \tag{1}
\]

where \( s > 0 \) is the scale, \( R \in SO(3) \) is the rotation matrix, \( t \in \mathbb{R}^3 \) is the translation vector, tuple \((P_i, Q_i)\) denotes the \( i_{th} \) putative point-to-point correspondence, and \( \varepsilon_i \in \mathbb{R}^3 \) represents the measurement of Gaussian noise with isotropic covariance \( \sigma^2 I_3 \) and 0-mean w.r.t. the \( i_{th} \) correspondence. We then define a registration problem below.

**Problem 1 (Point Cloud Registration Problem)** Solving the point cloud registration problem with noise is equivalent to the following global minimization problem:

\[
\min_{s > 0, R \in SO(3), t \in \mathbb{R}^3} \sum_{i=1}^N ||sRP_i + t - Q_i||^2, \tag{2}
\]

where function (2) is a Sum-of-Squares (SOS) polynomial.

3.2. SOS Relaxation of Lasserre’s Hierarchy

Lasserre [23] derived a sequence of SOS Relaxations of Lasserre’s Hierarchy for the global optimization of SOS polynomials. Based on Putinar’s Positivstellensatz [31] and Nie’s finite convergence theory [27], the SOS Relaxation with equality constraints can be summarized as follows.

**Theorem 1 (SOS Relaxation with Equality Constraints)** Assume that we have a constrained optimization problem over the variables \( x \in \mathbb{R}^n \) such that:

\[
f^* := \min_{x \in \mathcal{K}} f(x),
\]

\[
\mathcal{K} := \{h_i(x) = 0, i = 1, 2, \ldots, m\}, \tag{3}
\]

where the objective \( f(x) \in \mathbb{R}[x]^2 \) is a SOS polynomial and \( \mathcal{K} \) is the feasible set in which \( h_i(x) \in \mathbb{R}[x] \). If the 26th, truncated ideal of \( h := (h_1, h_2, \ldots, h_m) \) that is given by

\[
\langle h \rangle_{26} := \left\{ \sum_{i=1}^m \phi_i h_i \mid \phi_i \in \mathbb{R}[x], \text{ degree } (\phi_i h_i) \leq 20, \right\} \tag{4}
\]

is Archimedean (e.g. \( X - \sum_{j=1}^n x_j^2 \in \langle h \rangle_{26} \) for some \( \theta \in \mathbb{N} \) and \( X > 0 \)), then we can derive a sequence of SOS Relaxations of relaxation order \( \theta \) based on Lasserre’s Hierarchy, which can be written as

\[
f^* \theta := \max \tau, \tag{5}
\]

\[
\text{s.t. } f(x) - \tau \in \langle h \rangle_{26},
\]

and this hierarchy has finite convergence generically, meaning that \( f^* \theta = f^* \) with some \( \theta \).

\(^1\)The explicit expression of \( SO(3) \) can be found in [38].

\(^2\)Here \( \mathbb{R}[x] \) denotes the ring of real-valued polynomials w.r.t. \( x \).
3.3. Our Method

Since simultaneously estimating the scale, rotation and translation in the presence of both noise and outliers is difficult and impractical, our strategy is to decouple the registration problem into three subproblems given in the following sections: (i) estimating the scale and finding a portion of inliers from random samples using the compatibility of invariants (RANSIC), (ii) certifiably globally solving the optimal rotation with SOS Relaxation as well as recovering the translation, and (iii) combining the naive solver with a new robust heuristic to globally reject outliers (RT-GNC).

4. Scale Estimation and Inlier Searching

This section provides a novel approach. RANSIC, to estimate the scale and search for inliers at the same time. Different from most previous methods (e.g. [10, 41, 44]), we aim to seek the inliers, though not all, rather than removing outliers to diminish the correspondence set. TEASER and ROBIN [34] make use of pairwise invariants to roughly reject outliers and build the undirected graph; in this work, we explore the use of invariants in finding inliers. Our method is built upon the geometric constraints of an inlier set consisting of 3 point correspondences, partially inspired by Horn’s closed-form solution [21] and ROBIN.

4.1. First Compatibility: Scale and Translation

Following Problem 1, assume that we have 3 random non-colinear correspondences \( (P_i, Q_i), i = 1, 2, 3 \), here defined as a 3-point set. The centroids w.r.t. \( \{P_i\}_{i=1}^3 \) and \( \{Q_i\}_{i=1}^3 \) can be computed, respectively, as

\[
\bar{P} = \frac{1}{3} \sum_{i=1}^{3} P_i, \quad \bar{Q} = \frac{1}{3} \sum_{i=1}^{3} Q_i.
\]

Hence, each point’s corresponding vector directed from the centroid to its own position in 3D space can be written as

\[
P_i = P_i - \bar{P}, \quad Q_i = Q_i - \bar{Q}.
\]

Here, we introduce a translation-free technique (first appeared in [2]) based on the centroids (6) such that

\[
t = \bar{Q} - R\bar{P},
\]

where since noise \( \varepsilon_i \) is isotropic, we can omit the measurements of noise in this equation.

Proposition 1 (Scale-based Invariant) We define a set of functions \( s_i(P_i, Q_i) \) satisfying that

\[
s_i(P_i, Q_i) = \frac{||Q_i||}{||P_i||} = s + \varepsilon_i,
\]

where each \( s_i(P_i, Q_i) \) is invariant to \( R \) and \( t \) and mathematically represents the scale computed from the \( i_{th} \) correspondence, and \( \varepsilon_i \) is a scalar denoting the difference between the computed scale \( s_i \) and the ground-truth scale \( s \).

Proposition 1 indicates that by building a 3-point set, we can have 3 functions invariant to the rotation and translation, in other words, solely variant to the scale. Intuitively, each function denotes the scale obtained with its respective correspondence under the perturbation of noise. The next step is to set constraints to these functions based on noise.

According to Problem (1), it is apparent to obtain

\[
sR\bar{P}_i + \varepsilon_i = \bar{Q}_i \Rightarrow \|sR\bar{P}_i\| = ||\bar{Q}_i - \varepsilon_i||.
\]

Using the triangle inequality, we can derive that

\[
||\bar{Q}_i|| - ||\varepsilon_i|| \leq \|sR\bar{P}_i\| = s||\bar{P}_i|| \leq ||\bar{Q}_i|| + ||\varepsilon_i||,
\]

and if we let \( \alpha \) be the bound of the norm of noise \( \varepsilon_i (||\varepsilon_i|| \leq \alpha) \), then we have

\[
\frac{||\bar{Q}_i|| - \varepsilon_i}{||\bar{P}_i||} \leq s \leq \frac{||\bar{Q}_i|| + \varepsilon_i}{||\bar{P}_i||},
\]

which leads to the following compatibility condition.

Proposition 2 (Scale-based Compatibility) In the presence of noise, if the 3-point set only consists of inliers, the invariant functions \( \{s_i(P_i, Q_i)\}_{i=1}^3 \) should satisfy the compatibility condition such that

\[
\|s_i(P_i, Q_i) - s_j(P_j, Q_j)\| \leq \alpha (\frac{1}{||P_i||} + \frac{1}{||P_j||}),
\]

where \( (i, j) \in \{(1, 2), (1, 3), (2, 3)\} \).

Proposition 2 states that as long as the 3 correspondences in the 3-point set are all inliers, they must satisfy the inequalities (13) regarding the scale, which makes up the first part of our first compatibility condition. The second part is a translation-based condition. But before that, we need to roughly compute the scale and rotation from the 3-point set first. For the scale, we use the least-squares solution in [41]:

\[
\hat{s} = \frac{1}{\sum_{i=1}^{3} v_i} \sum_{i=1}^{3} v_i s_i(P_i, Q_i),
\]

where \( v_i = \frac{||P_i||^2}{n^2} \). For the rotation, we adopt the traid-based method in [21], which merely requires the dot and cross products and is rather efficient to implement. Based on a 3-point traid, the rotation\(^3\) can be linearly obtained as

\[
\hat{R} = [ n_1 \ n_2 \ n_3 ] [ m_1 \ m_2 \ m_3 ]^T,
\]

where unit vectors \( m_i, n_i \in \mathbb{R}^3 \), and \( \{m_i\}_{i=1}^3 \) and \( \{n_i\}_{i=1}^3 \) denote the coordinate systems before and after the transformation, respectively.

\(^3\)The explicit computation can be found in the supplementary material.
Proposition 3 (Translation-based Invariant) We then define another set of functions \( \{ t_i(P_i, Q_i) \}_{i=1}^6 \) satisfying that
\[
t_i(P_i, Q_i) = Q_i - \hat{s}R \bar{P}_i = t + \varepsilon_i,
\]
where each \( t_i(P_i, Q_i) \) is invariant to \( s \) and \( R \), and it represents the translation computed from the \( i \)th correspondence perturbed by noise.

Now we can impose another compatibility condition for the difference between any two \( t_i(P_i, Q_i) \).

Proposition 4 (Translation-based Compatibility) In the presence of noise, if the 3-point set only consists of inliers, functions \( \{ t_i(P_i, Q_i) \}_{i=1}^6 \) should satisfy that
\[
||t_i(P_i, Q_i) - t_j(P_j, Q_j)|| \leq 2\beta,
\]
where \( (i, j) \in \{ (1, 2), (1, 3), (2, 3) \} \) and \( ||\varepsilon_i|| \leq \beta \).

Proposition 2 and 4 jointly constitute the first compatibility condition (scale and translation compatibility) so that we can eliminate a great deal of outliers from random 3-point set samples and enable the potential inliers that pass the first condition to be further tested by the second compatibility.

4.2. Second Compatibility: Completeness

Assume that we already have \( M \) 3-point sets that pass the first compatibility condition: \( \mathcal{M} = \{ (P_i, Q_i)_k, i = 1, 2, 3 \}_{k=1}^M \), called the potential 3-point sets. We can now define a new set of rotation-based invariant functions.

Proposition 5 (Rotation-based Invariant) We define a set of functions \( \{ r_k(P_i, Q_i) \}_{k=1}^M \) satisfying that
\[
r_k(P_i, Q_i) = \bar{R}_k = R \cdot \text{Exp}(\eta_k)
\]
where, intuitively, \( r_k(P_i, Q_i) \) is the rotation \( \bar{R}_k \) computed from the \( k \)th set and invariant to \( s, R \), and \( \text{Exp} \) is the exponential map [4] used to describe the noise perturbation.

Then, we can build another invariant compatibility condition for every two potential 3-point sets.

Proposition 6 (Complete Compatibility) For any two potential 3-point sets \( \{ (P_i, Q_i)_k, i = 1, 2, 3 \}_{k=1}^2 \subset \mathcal{M} \), in the presence of noise, we have the following conditions:
(i) functions \( \{ r_k(P_i, Q_i) \}_{k=1}^2 \) should satisfy that
\[
\text{trace}(r_1(P_i, Q_i)\top r_2(P_j, Q_j)) \leq \gamma,
\]
where \( \gamma \) here denotes the bound of noise;
(ii) concatenating the two 3-point sets as a 6-point set: \( \{ (P_i, Q_i)_l, l = 1, 2, \ldots, 6 \} \), we can also have
\[
||s_a(P_a, Q_a) - s_b(P_b, Q_b)|| \leq \alpha \left( \frac{1}{||P_a||} + \frac{1}{||P_b||} \right),
\]
\[
||t_a(P_a, Q_a) - t_b(P_b, Q_b)|| \leq 2\beta,
\]
where subscript \( a, b \in \{ 1, 2, \ldots, 6 \} \) (\( a \neq b \)) and there are
\[
6 \choose 2 \cdot 2 = 30 \text{ inequalities in total for condition (ii)}.
\]

Proposition 6 (its proof can be seen in the supplementary material) constitutes the second compatibility condition (complete compatibility), as our ultimate condition to extract qualified inliers from the potential 3-point sets.

4.3. RANSIC

Algorithm. Our method RANSIC can be implemented in the following steps: (i) to obtain a random 3-point set from the correspondences, (ii) to check the first compatibility condition (Proposition 2 and 4) and preserve all potential 3-point sets, and (iii) to check the second compatibility condition (Proposition 6) between any two inlier 3-point sets to find the ultimate inliers. These steps are demonstrated by the pseudocode in Algorithm 1, where function getUniqueSer simplifies set \( \mathcal{N}^{1/6} \) of inlier 3-point sets into a set of independent correspondences and removes the repeated ones.

Novelty. Different from RANSAC, RANSIC can eliminate a large number of outliers at the beginning using the scale-based condition so that only a small part of the samples are used to compute the rotation and translation, where the computation process can be rapidly achieved with simple dot and cross products and matrix transformations. Besides, the goal of RANSIC is merely to find a part of inliers (usually fewer than 10), so building the consensus set by calculating the residual errors w.r.t all correspondences is not required, making RANSIC much more efficient than RANSAC (Section 7.1). Furthermore, RANSIC is a preconditioning algorithm for our heuristic RT-GNC since the inliers it sought can make the RT-GNC more robust (Section 6).

Advantage. Unlike other scale estimators (e.g. [25, 44]), RANSIC’s runtime is completely independent of the correspondence number and only relies on the outlier ratio, hence applicable for large problems. And when the outlier ratio is no more than 98%, RANSIC has outstanding running speed.

5. Globally Optimal Point Cloud Registration

In this section, we develop a certifiably globally optimal solver for the known-scale robust point cloud registration.

Theorem 2 (Translation-free Robust Registration)

Problem 1 with outliers is equivalent to the following translation-free weighted global optimization problem:
\[
\min_{R \in \text{SO}(3)} \sum_{i=1}^N \omega_i \left( s^2 \bar{P}_i^\top \bar{P}_i + \bar{Q}_i^\top \bar{Q}_i - 2 \hat{s} \bar{Q}_i^\top R \bar{P}_i \right),
\]
where \( \omega_i \ (i = 1, 2, \ldots, N) \) denotes the weight w.r.t the \( i \)th correspondence, \( \hat{s} \) is the scale estimated by RANSIC, and
\[
\bar{P}_i = P_i - \bar{P}_i, \quad \bar{Q}_i = Q_i - \bar{Q}_i.
\]
Algorithm 1: RANSIC

**Input**: correspondences \( \mathcal{N} = \{(P_i, Q_j)\}_{i=1}^N \); noise thresholds \( \alpha, \beta, \gamma \); minimum number of the inlier 3-point sets \( l \);

**Output**: estimated scale \( \hat{s} \); inlier set \( \mathcal{N}^{1n} \);

1. Initiate \( \mathcal{N}' = \emptyset \);
2. while true do
   3. Randomly select \( \mathcal{S} = \{(P_j, Q_j)\}_{j=1}^N \subset \mathcal{N} \);
   4. if \( \mathcal{S} \) can pass the first compatibility 2, 4 then
      5. Search for all the 3-point sets \( S_i \in N' \) \((i = 1, 2, \ldots, x)\) that are in the second compatibility 6 with \( \mathcal{S} \);
      6. if \( x \geq l \) then
         7. \( \mathcal{N}'^n = \mathcal{N}'^n \cup \{\mathcal{S} \cup \{S_i\}_{i=1}^x\} \);
         8. break
   9. end
10. end
11. end
12. \( \mathcal{N}'^n = \text{getUniqueSet}(\mathcal{N}'^n) \);
13. Compute the scale \( \hat{s} \) from inliers \( \mathcal{N}'^n \) using (14);
14. return scale \( \hat{s} \) and inlier set \( \mathcal{N}'^n \);

where \( \tilde{P} \) and \( \tilde{Q} \) are derived from the translation-free technique in (8) such that

\[
\tilde{P} = \sum_{i=1}^{N} \omega_i P_i, \quad \tilde{Q} = \sum_{i=1}^{N} \omega_i Q_i.
\]

Once the optimal rotation \( \tilde{R} \) is solved by minimizing (22), the optimal translation can be recovered by

\[
\hat{t} = \tilde{Q} - \tilde{R} \tilde{P}.
\]

The proof can be seen in the supplementary material. Since the first two terms in (22) are constant, we can further simplify the minimization problem by removing the constants and parametrize \( \tilde{R} \) with unit quaternions, leading to a Quadratically Constrained Quadratic Program (QCQP).

**Proposition 7 (QCQP for Robust Registration)** The global minimization problem (22) can be equivalently reformulated as the following quaternion-based QCQP:

\[
f^* := \min_{q \in \mathbb{R}^4} f(q) = \min_{q \in \mathbb{R}^4} \sum_{i=1}^{N} q^\top C q,
\]

\[s.t.\ h(q) = 1 - q^\top q = 0,
\]

where \( f(q) \) is a quadratic polynomial, \( h(q) \) is a quadratic constraint, \( C = -\hat{s} \sum_{i=1}^{N} \omega_i \Pi_1 (P_i^\top)^{\top} \Pi_2 (Q_i^\top) \) and \( P_i^* = \begin{bmatrix} \tilde{P}_i & 0 \end{bmatrix} \) and \( Q_i^* = \begin{bmatrix} \tilde{Q}_i & 0 \end{bmatrix} \). (The expression of \( \Pi_1 \) and \( \Pi_2 \) and the proof can be found in the supplementary material.)

Note that the objective (22) is a SOS polynomial, similar to [43], we can apply the SOS Relaxation of Lasserre’s Hierarchy [23] to reduce (26) to a moment SDP problem.

**Proposition 8 (SOS Relaxations for (22))** After applying Lasserre’s Hierarchy to the global minimization (22), based on QCQP (26), it can be equivalently formulated as

\[
f^*_s := \max_{\tau} \tau,
\]

\[s.t.\ f(q) - \tau = \zeta \cdot h(q),
\]

where \( \tau \) is the global lower bound of \( f(q) \), \( \zeta \) is a polynomial multiplier of degree 0, and the relaxation order is 1 as \( f(q) \) and \( h(q) \) are quadratic. And according to [23], problem (27) is equivalent to a convex SDP problem with moments.

The SOS program (27) can be readily modeled as a moment SDP problem in a Generalized Moment Problem (GMP) solver gloptipoly3 [19] and subsequently solved by a standard SDP solver (e.g. SeDuMi [35], Mosek [26]). By experiments (Section 7), we show that the SOS Relaxation applied here has very promising global optimality.

### 6. Better Heuristic: Robust Outlier Rejection

This section proposes a new robust heuristic RT-GNC for the registration problem, which outperforms the traditional heuristic GNC [40] in two ways: (i) the robustness against outliers is better, and (ii) the iteration number needed for convergence is greatly reduced, thus faster for practical use.

#### 6.1. GNC with the Leclerc Cost Function

We first introduce a GNC process using the Leclerc cost function [6,24] as the robust function \( \rho(\cdot) \), called GNC-LC, which underlies our heuristic RT-GNC.

**Lemma 1 (GNC-LC)** The robust registration problem (26) can be globally solved by the following iterative optimization problem with outlier process:

\[
\min_{\omega_i \in [0,1]} \sum_{i=1}^{N} \left[ \omega_i r_i^4 + \Psi(\omega_i^4, \mu^4, \bar{r}) \right]^t,
\]

where \( t \) indicates that this process is in the \( t \)-th iteration, \( \omega_i^4 \) is the weight and \( \tau_i = \text{res}_t(\tilde{q}^4) \) is the residual error w.r.t the \( i \)-th correspondence, and function \( \Psi(\omega_i^4, \mu^4, \bar{r}) \) is the outlier process satisfying that

\[
\Psi(\omega_i^4, \mu^4, \bar{r}) = \mu^4 \bar{r}^2 (\omega_i^4 - \omega_i^4 + 1),
\]

where \( \mu^4 \) is the controlling parameter that is updated in each GNC iteration (usually by \( \mu^4 = \mu^4 - 1/0.05 \) in the registration problem) and \( \bar{r} \) is the threshold of all residual errors only dependent on noise, and the Leclerc robust function \( \rho(r_i, \mu, \bar{r}) \) can be expressed as

\[
\rho(r_i, \mu^4, \bar{r}) = 1 - e^{-\frac{r_i^2}{2\bar{r}^2}}.
\]
Why the Leclerc function? Our heuristic is built upon the GNC process and we empirically find that the Leclerc function (30) is the one that fits our heuristic best.

Improving Robustness and Efficiency. Though the proposed GNC-LC can reject 90% outliers within 50 iterations, already superior to GNC-TLS/GM (85%) [40], we can further improve it by introducing a trimming technique.

6.2. RT-GNC

ADAPT [39] is an efficient approach for robust estimation, which employs minimally trimmed squares to reject outliers in an adaptive way. Now we combine the trimming technique with GNC-LC, aiming to not only boost the robustness but accelerate the convergence of the heuristic.

Proposition 9 (Rough Trimming and GNC) The Black-Rangarajan-Duality-and-GNC problem (28) can be improved by a minimally trimming strategy as

\[
\min_{i \in \mathcal{I}^t} \sum_{i=1}^{N} \left[ w_i^t r_i^t + \Psi(\omega_i^t, \mu^t, \bar{r}) \right]^t, \tag{31}
\]

where set \( \mathcal{I}^t \) is a subset of \( \mathcal{I}^{t-1} \) satisfying that

\[
\mathcal{I}^t = \arg \max_{\mathcal{I}' \subset \mathcal{I}^{t-1}} |\mathcal{I}'|,
\]

s.t. \( \sum_{i \in \mathcal{I}^t} r_i^t \leq \xi_t, \tag{32} \]

where \( \xi_t \), reduced in each iteration, is a positive bound used to differentiate outliers and inliers, and \( \mathcal{I}^t = \mathcal{N} \) meaning that in the first iteration \( \mathcal{I} \) includes all the correspondences.

For more convenient use of Proposition 9, we provide a remark on its practical implementation procedures.

Remark 1 (How to implement RT-GNC?) Proposition 9 can be equivalently solved by the following alternating optimization process: in the \( t \)th iteration, (i) we make an estimate by optimizing (26) with weights \( \omega_i = [\omega_1, \omega_2, \ldots, \omega_N] \) (\( \omega_i \) are all 1 in the first iteration) to obtain the optimal solutions \( \hat{q}^t \) and \( \hat{\theta}^t \) and compute all the residual errors \( r^t_i \); (ii) we update the weights in closed-form:

\[
\omega_i^{t+1} = \begin{cases} 0 & \text{if } r_i^{t+1} > \xi^t \text{ or } \omega_i^t = 0, \\ e^{-\frac{r_i^{t+1}^2}{\mu^{t+1}}} & \text{if } r_i^{t+1} \leq \xi^t, \end{cases} \tag{33}
\]

and (iii) we update the controlling parameter by \( \mu^{t+1} = \mu^t / \eta \) (default \( \eta = 1.05 \)) and the inlier bound by

\[
\xi^{t+1} = \min_{\mathcal{I} \in \mathcal{N}} \left( \xi^t, \max_{r_i \in \mathcal{I}} r_i^{t+1}^2 \right) \cdot \nu, \tag{34}
\]

where usually \( \nu \in [0.4, 0.7] \) and \( \xi^t = \hat{s}^2 \cdot \max(r_i^t)^2 \). In this way, we can iteratively repeat this alternating process until the global minimum of objective (26) converges or \( \mu < 1 \).

Rough Trimming can make GNC converge within 20 iterations and tolerate 2-3% outliers more. But it can be even faster and more robust by taking the advantage of RANSIC.

RANSIC (Section 4) has already found the inliers \( \mathcal{N}^{t_n} \), Now if we deliberately increase the weights of these inliers hundredfold in the first 3 iterations \( \omega_i^{(1-3)} \) while keeping the other weights unchanged \( \omega_i^t \in [0, 1] \) \( (i \notin \mathcal{N}^{t_n}) \), and subsequently update their weights in each iteration by

\[
\omega_i^{t+1} = e^{-\frac{r_i^{t+1}^2}{\mu^{t+1}}} , i \in \mathcal{N}^{t_n}, \tag{35}
\]

rather than by (33), then the resulting heuristic, which is the ultimate version of RT-GNC, will become robust against over 99% outliers and only require 10-14 iterations before the global minimum (or residual errors) converges (Section 7.1). Its pseudocode is given in Algorithm 2, in which the condition Converge means: \( |f^t - f^{t-1}| / |f^t| \leq 10^{-5} \), where \( f^t \) is the global minimum of (26) in the \( t \)th iteration.

Algorithm 2: RT-GNC

\begin{itemize}
  \item \textbf{Input :} correspondences \( \mathcal{N} = \{(P_i, Q_i): i = 1, \ldots, N \} \); \inlier set \( \mathcal{N}^{t_n} \); estimated scale \( \hat{s} \); updating parameters \( \nu, \eta \) (def: \( \nu = 0.45, \eta = 1.05 \));
  \item \textbf{Output :} optimal rotation and translation: \( \hat{R} \) and \( \hat{\theta} \);
  \item 1 Set big weights \( \omega_i^{(1-3)} = \text{big\_num} \) (def: \( \text{big\_num} = 200 \) where \( i \notin \mathcal{N}^{t_n} \) for the known inliers;
  \item 2 Set initial weights \( \omega_i^1 = 1 \) where \( i \notin \mathcal{N}^{t_n} \), and set \( \mu^1 = 10, \xi^1 = \hat{s}^2 \cdot \max(r_i^1) \), \max_{\in \mathcal{N}} \text{it} = 15, t = 1;
  \item 3 while \( t \leq \max_{\in \mathcal{N}} \text{it} \) do
  \item 4 Solve minimization (26) with moment SDP and recovery optimal \( \hat{R}^t \) and \( \hat{\theta}^t \) using (25) with \( \hat{q}^t \);
  \item 5 if Converge then
  \item 6 break
  \item 7 end
  \item 8 Compute all residual errors \( r_i^t \) where \( i \notin \mathcal{N} \);
  \item 9 Update weights \( \omega_i^{t+1} = \mu^{t+1} \) if \( i \notin \mathcal{N}^{t_n} \), then update with (33); if \( i \notin \mathcal{N}^{t_n} \), then update with (35);
  \item 10 Update parameters: \( \mu^{t+1} = \mu^t / \eta \) and (34);
  \item 11 \( t = t + 1; \)
  \item 12 end
  \item 13 return optimal \( \hat{R}^{t-1} \) and \( \hat{\theta}^{t-1} \);
\end{itemize}

7. Experiments

We evaluate IRON, as well as its solutions for the subproblems: RANSIC, SOS Relaxation and RT-GNC, against the state-of-the-art solvers in multiple registration experiments, which are all implemented in Matlab on a laptop with a Core i7-7700HQ CPU and 16GB of RAM without using any parallelism programming technique.
Relative Duality Gap

We add random Gaussian noise with \( \sigma \) if with 1000 correspondences. In each run, scale correspondences to \( N \) point RANSAC (1-pt RSC) in [25]. We downsample the Stanford ‘bunny’ point cloud [12]. We first randomly downsample the bunny to 1000 points and resize it to fit in a \([-0.5, 0.5]^3\) cube, as our first point set \( \{ P_i \}_{i=1}^{1000} \). Then we generate a random transformation: \( s, R, t \), where \( s \in [1, 5] \), \( R \in SO3 \) and \( \| t \| \leq \sqrt{3} \), to transform the first point set. We add random Gaussian noise with \( \sigma = 0.01 \) and 0-mean to the transformed point set to have our second point set \( \{ Q_i \}_{i=1}^{1000} \). To create outliers in clutter, a portion of the points in \( \{ Q_i \}_{i=1}^{1000} \) are replaced by a random vector inside a sphere of diameter \( s \sqrt{3} \) according to the outlier ratio (0%-99%), as displayed in Figure 3. All the experimental results are obtained over 50 Monte Carlo runs.

**Scale Estimation.** We first benchmark RANSIC against Adaptive Voting (AV) in TEASER/TEASER++ and one-point RANSAC (1-pt RSC) in [25]. We downsample the correspondences to \( N = 100 \) since AV will run in hours if with 1000 correspondences. In each run, scale \( s \) is randomly chosen within [1, 5]. Figure 2(a) shows the scale errors: \( | \hat{s} - s | \) and runtime w.r.t. increasing outlier ratios. We can observe that both AV and 1-pt RSC fail at 90% outliers while RANSIC is robust against 90% outliers and faster. In fact, RANSIC is precise even with 99% outliers (Figure 3).

**Naive Registration.** We then evaluate the performance of our naive solver. We test the global optimality (tightness) of the SOS Relaxation, which can be defined as the relative duality gap: \( (\hat{f} - \tau^*) / \hat{f} \) is the objective recalculated with the optimal solutions, and compare our solver (using gloptipoly3+SeDuMi) with the pairwise-invariant rotation solver in TEASER++ (using CVX [16]+SeDuMi). As shown in Figure 2(b), we test their tightness and runtime w.r.t. increasing correspondences (from 200 to 2000). We can see that our solver is tighter and is almost independent of the correspondence (since its modelling process is very fast) while the runtime of the pairwise solver increases rapidly with the correspondence number.

**Outlier Rejection.** We test our heuristic RT-GNC (Algorithm 2) and its RANSIC-free version RT-GNC* (Proposition 9) against traditional GNC solvers, including GNC-TLS and GNC-GM. Figure 2(c) shows the rotation errors and iteration numbers w.r.t. increasing outlier ratios. We find that both RT-GNC and RT-GNC* are over 3 times as fast as and more robust than the two traditional GNC heuristics; particularly, RT-GNC can even tolerate 99% outliers.

### 7.1. Testing of Subproblems

**Experimental Setup.** In our experiments, we adopt the Stanford ‘bunny’ point cloud [12]. We first randomly downsample the bunny to 1000 points and resize it to fit in a \([-0.5, 0.5]^3\) cube, as our first point set \( \{ P_i \}_{i=1}^{1000} \). Then we generate a random transformation: \( s, R, t \), where \( s \in [1, 5] \), \( R \in SO3 \) and \( \| t \| \leq \sqrt{3} \), to transform the first point set. We add random Gaussian noise with \( \sigma = 0.01 \) and 0-mean to the the transformed point set to have our second point set \( \{ Q_i \}_{i=1}^{1000} \). To create outliers in clutter, a portion of the points in \( \{ Q_i \}_{i=1}^{1000} \) are replaced by a random vector inside a sphere of diameter \( s \sqrt{3} \) according to the outlier ratio (0%-99%), as displayed in Figure 3. All the experimental results are obtained over 50 Monte Carlo runs.

**Scale Estimation.** We first benchmark RANSIC against Adaptive Voting (AV) in TEASER/TEASER++ and one-point RANSAC (1-pt RSC) in [25]. We downsample the correspondences to \( N = 100 \) since AV will run in hours if with 1000 correspondences. In each run, scale \( s \) is randomly chosen within [1, 5]. Figure 2(a) shows the scale errors: \( | \hat{s} - s | \) and runtime w.r.t. increasing outlier ratios. We can observe that both AV and 1-pt RSC fail at 90% outliers while RANSIC is robust against 90% outliers and faster. In fact, RANSIC is precise even with 99% outliers (Figure 3).

**Naive Registration.** We then evaluate the performance of our naive solver. We test the global optimality (tightness) of the SOS Relaxation, which can be defined as the relative duality gap: \( (\hat{f} - \tau^*) / \hat{f} \) is the objective recalculated with the optimal solutions, and compare our solver (using gloptipoly3+SeDuMi) with the pairwise-invariant rotation solver in TEASER++ (using CVX [16]+SeDuMi). As shown in Figure 2(b), we test their tightness and runtime w.r.t. increasing correspondences (from 200 to 2000). We can see that our solver is tighter and is almost independent of the correspondence (since its modelling process is very fast) while the runtime of the pairwise solver increases rapidly with the correspondence number.

**Outlier Rejection.** We test our heuristic RT-GNC (Algorithm 2) and its RANSIC-free version RT-GNC* (Proposition 9) against traditional GNC solvers, including GNC-TLS and GNC-GM. Figure 2(c) shows the rotation errors and iteration numbers w.r.t. increasing outlier ratios. We find that both RT-GNC and RT-GNC* are over 3 times as fast as and more robust than the two traditional GNC heuristics; particularly, RT-GNC can even tolerate 99% outliers.

### 7.2. Overall Benchmark

We provide a complete benchmark on both known-scale and unknown-scale registration over the ‘bunny’. More experiments over [12] are given in the supplementary material.

**Known-scale registration:** We adopt FGR, GORE, RANSAC, TEASER, as well as our solver IRON. As for RANSAC, we use Horn’s minimal (3-point) method [21] to solve the transformation. When RANSAC’s iteration number exceeds \( 4/(1 - \text{outlier ratio})^3 \) (where we empirically find RANSAC can converge) or 30000 (where the runtime is about 3 minutes), it will be stopped. In terms of TEASER, we adopt the GNC heuristic version of TEASER++ [44], but differently: (i) we do not use parallelism programming in order to ensure fairness for all solvers, and (ii) it is implemented in Matlab, not C++, using the maximum clique algorithm [14]. The explicit parameter setup of IRON can be found in the supplementary material. From Figure 3(a), we observe that: (i) FGR starts to yield wrong estimations with over 90% outliers while RANSAC (\( \leq 30000 \)) begins to break at 96%, and (ii) though GORE, TEASER and IRON are all robust against 99% outliers, IRON is more precise than GORE and faster than TEASER with 0-98% outliers.

**Unknown-scale registration:** We only compare IRON with RANSIC because: (i) FGR and GORE are not designed for scale estimation, and (ii) scale estimator AV in TEASER cannot handle 1000 correspondence within an hour and is also unable to tolerate over 90% outliers (Figure 2(a)), thus no need for comparison. Figure 3(b) shows that: (i) IRON is accurate and robust even with 99% outliers while RANSAC (\( \leq 30000 \)) fails at 96%, and (ii) RANSIC is slower than IRON when the outlier ratio is over 60%.
Recall of Inliers: We evaluate IRON’s recall ratio of inliers in the unknown-scale registration problem under two recall conditions, as shown in Figure 3(c). For condition 1, we test the ratio of inliers that have weights 1 to the total inlier number. For condition 2, we test the ratio of outliers that have weights 0 to the total outlier number. We find that IRON can always reject all the outliers and recall 90% of inliers even when the outlier ratio is as high as 99%.

7.3. Application: 3D Object Localization

We evaluate IRON over the RGB-D scenes datasets [22] for 3D object localization. We extract the 3D point cloud of the targeted object (cereal box in this case) from the scene according to the labels provided and impose a random rigid transformation on the object. We then adopt the FPFH feature descriptor [32] to build correspondences between the scene and the transformed object. The correspondences and estimation results by IRON of an unknown-scale registration problem are demonstrated in Figure 3(d). Experiments over more scenes are shown in the supplementary material.

8. Conclusion

We present a highly robust solver for correspondence-based point cloud registration. We propose RANSIC for scale estimation and inlier finding, apply SOS Relaxation for globally optimal robust registration, and design RT-GNC for global outlier rejection. The resulting algorithm, IRON, has the highest robustness (robust against 99% outliers) and very promising time-efficiency for both known-scale and unknown-scale registration problems.
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Supplementary Material

9. Proof and Derivations

Proof 1 (Proof of Closed-form Rotation Computation) As discussed in [21], 3 point-to-point correspondences are sufficient to compute the rotation by creating a triad, based on which the rotation can be obtained linearly. We first obtain two pairs of unit vectors with 3 point correspondences such that

\[
\begin{align*}
\mathbf{u}_1 &= \frac{\mathbf{P}_2 - \mathbf{P}_1}{||\mathbf{P}_2 - \mathbf{P}_1||}, \\
\mathbf{v}_1 &= \frac{\mathbf{P}_3 - \mathbf{P}_1}{||\mathbf{P}_3 - \mathbf{P}_1||}, \\
\mathbf{n}_1 &= \frac{\mathbf{Q}_2 - \mathbf{Q}_1}{||\mathbf{Q}_2 - \mathbf{Q}_1||}, \\
\mathbf{n}_2 &= \frac{\mathbf{Q}_3 - \mathbf{Q}_1}{||\mathbf{Q}_3 - \mathbf{Q}_1||}.
\end{align*}
\]

(36)

then we compute the normals of the planes defined by \(\mathbf{u}_1\) and \(\mathbf{v}_1\), and \(\mathbf{n}_1\) and \(\mathbf{v}_1\), respectively, such that

\[
\begin{align*}
\mathbf{m}_1 &= \mathbf{m}_2 = \mathbf{n}_1 \times \mathbf{u}_1, \\
\mathbf{m}_2 &= \mathbf{n}_1 \times \mathbf{v}_1, \\
\mathbf{n}_3 &= \mathbf{n}_1 \times \mathbf{n}_2.
\end{align*}
\]

(37) (38)

so that the rotation can be minimally achieved as

\[
\begin{bmatrix}
\mathbf{n}_1 & \mathbf{n}_2 & \mathbf{n}_3
\end{bmatrix}
\begin{bmatrix}
\mathbf{m}_1 & \mathbf{m}_2 & \mathbf{m}_3
\end{bmatrix}^\top.
\]

(39)

Proof 2 (Proof of Theorem 1) First, it is easy to observe that the minimization problem: \(\min_{x \in \mathcal{K}} f(x)\) is equivalent to the maximization problem: \(\max_{x \in \mathcal{K}} \tau, \text{s.t. } f(x) - \tau \geq 0\).

Based on Putinar’s Positivstellensatz [31] and as stated in [43], if \(f(x) - \tau \geq 0\) over the feasible set \(\mathcal{K}\) and \(\langle h \rangle\) is Archimedean, then \(f(x) - \tau \in \langle h \rangle\). And according to Lasserre’s Hierarchy [23], the SOS Relaxations in Theorem 1 can be derived.

In addition, Nie [27] has proved that this hierarchy should have finite convergence under Archimedeanness for some finite order \(\theta\), which usually depends on the degrees of \(f(x)\) and the equality constraints \(h_i(x)\) in set \(\mathcal{K}\).

Proof 3 (Proof of Proposition 6) The proof is similar to that in [34]. Following Proposition 6, given the two rotation-based invariant functions \(\{r_k(P_i, Q_i)\}_{k=1}^2\), we can have

\[
\begin{align*}
r_1(P_i, Q_i)^\top r_2(P_i, Q_i) &= \text{Exp}(\eta_2)^\top R \text{Exp}(\eta_1) \\
&= \text{Exp}(\eta_2)^\top \text{Exp}(\eta_1).
\end{align*}
\]

(40)
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Then we introduce the geodesic error [18] that can describe the geometric distance between two rotation matrices (e.g. \( R_1 \) and \( R_2 \)) as

\[
E_{\text{SO3}}(R_1, R_2) = \arccos \left( \frac{\text{trace}(R_1^\top R_2) - 1}{2} \right). \tag{41}
\]

Thus, if we set an upper-bound to the geodesic error between \( \text{Exp}(\eta_1) \) and \( \text{Exp}(\eta_2) \) such that

\[
E_{\text{SO3}}(\text{Exp}(\eta_1), \text{Exp}(\eta_2)) \leq \gamma^*, \tag{42}
\]

then it is apparent to have a corresponding compatibility condition w.r.t. \( \{r_k(P_i, Q_i)\}_{i=1}^N \) such that

\[
\text{trace}(r_1(P_i, Q_i)^\top r_2(P_i, Q_i)) = \text{trace}(\text{Exp}(\eta_1)^\top \text{Exp}(\eta_2)) \leq \gamma. \tag{43}
\]

The proof of the second part of Proposition 6 is omitted here, as it is easy to derive based on Proposition 2 and 4.

**Proof 4 (Proof of Theorem 2)** Following Problem 1, if we endow each correspondence, say the \( i \)th correspondence, with a certain weight \( \omega_i \) that should be within \((0,1] \) (typically 1) if it is an integer and equal to 0 if it is an outlier, we can rewrite objective (2) as a weighted formulation:

\[
\omega_i||sR^\top P_i + t - Q_i||^2 = \omega_i \left( s^2 P_i^\top P_i + Q_i^\top Q_i - 2s \tilde{Q}_i^\top P_i \right), \tag{44}
\]

and accordingly, by analogy, the centroids should be computed using the weights as

\[
\bar{P} = \frac{\sum_{i=1}^N \omega_i P_i}{\sum_{i=1}^N \omega_i}, \quad \bar{Q} = \frac{\sum_{i=1}^N \omega_i Q_i}{\sum_{i=1}^N \omega_i}. \tag{45}
\]

**Proof 5 (Proof of Proposition 7)** Following the optimization problem in Proposition 7, similar to the derivation in [42], on the basis of the properties of unit quaternions [8], we can derive that

\[
\begin{pmatrix}
R \bar{P}_i \\
0
\end{pmatrix} = \Pi_2(q)^\top \Pi_1(q) \bar{P}_i^*, \tag{46}
\]

where \( \bar{P}_i^* = [P_i^\top, 0]^\top, q = [q_1, q_2, q_3, q_4]^\top \), and

\[
\Pi_1(q) = \begin{bmatrix}
q_4 & -q_3 & q_2 & q_1 \\
q_3 & q_4 & -q_1 & q_2 \\
-q_2 & q_1 & q_4 & q_3 \\
-q_1 & -q_2 & -q_3 & q_4
\end{bmatrix}, \tag{47}
\]

\[
\Pi_2(q) = \begin{bmatrix}
q_4 & -q_3 & q_2 & q_1 \\
q_3 & q_4 & -q_1 & q_2 \\
-q_2 & q_1 & q_4 & q_3 \\
-q_1 & -q_2 & -q_3 & q_4
\end{bmatrix}.
\]

Thus, letting \( \bar{Q}_i^* = [\bar{Q}_i, 0]^\top \), we can have

\[
\bar{Q}_i^\top R^\top P_i = \bar{Q}_i^\top \bar{P}_i^* \begin{pmatrix}
R P_i \\
0
\end{pmatrix}. \tag{48}
\]

\[
= \bar{Q}_i^\top \Pi_2(q)^\top \Pi_1(q) \bar{P}_i^*. \tag{48}
\]

Since the first two terms in (44) are constants, minimizing objective (44) is equivalent to minimizing

\[
-\bar{s} \sum_{i=1}^N \omega_i q^\top C_i q = q^\top C q, \tag{49}
\]

where \( C = -\bar{s} \sum_{i=1}^N \omega_i \Pi_1(P_i^\top)^\top \Pi_2(\bar{Q}_i^*) \).

Therefore, Proposition 7 can be proved.

**Proof 6 (Proof of Proposition 8)** In the point cloud registration problem, due to the existence of noise, the SOS objective (22) should be in practice. And apparently, \((h)_{29} \) is Archimedean with \( \theta = 1 \), since \( 1 - (q_1^2 + q_2^2 + q_3^2 + q_4^2) = h(q) \), where \( h(q) = 1 - q^\top q \).

According to Putinar’s Positivstellensatz [31], we can derive the following conditions: \( (f(q) + D - (\tau + D)) \in (h)_{29} \), where \( D \) denotes the sum of all the constant terms in objective (22), so \( f(q) - \tau \in (h)_{29} \) is always satisfied. Since the registration problem is essentially equivalent to solving the QCQP (26), the relaxation order \( \theta \) should be 1. Therefore, the registration problem can be equivalently converted into the SOS program as written in Proposition 8.

**Proof 7 (Proof of Lemma 1)** The general outlier process of the Leclerc cost function has been given in [6, 24] such that

\[
\Psi(z) = z \ln(z) - z + 1. \tag{50}
\]

Now let us design a new function based on (50) by replacing \( z \) with the weight \( \omega_i \) in the \( t \)th iteration and adopting the controlling parameter \( \mu \) and the threshold \( \tau \) as variables, leading to a new outlier process for GNC:

\[
\Psi(\omega_i, \mu, \tau) = \mu^2 \bar{r}^2 \left( \omega_i^4 \ln(\omega_i) - \omega_i^4 + 1 \right). \tag{51}
\]

Then we define an objective function written as

\[
H(r_i^4, \omega_i^4, \mu, \tau) = \frac{\omega_i^4 r_i^4 + \Psi(\omega_i^4, \mu, \tau)}{\mu^2 \bar{r}^2}, \tag{52}
\]

and after its first order derivation w.r.t. \( \omega_i^4 \) we can have

\[
\frac{\partial}{\partial \omega_i^4} H(r_i^4, \omega_i^4, \mu, \tau) = \frac{r_i^4 + \mu^2 \bar{r}^2 \ln(\omega_i^4)}{\mu^2 \bar{r}^2} = 0, \tag{53}
\]
so that the weight in the next iteration can be updated in closed-form as
\[
\omega_{t+1}^i = e^{-\frac{r_i^2}{\mu t^2 r_i^2}},
\] (54)
where according to [6], the cost function of (52) can be derived as
\[
\rho(r_t^i, \mu_t, \bar{r}) = 1 - e^{-\frac{r_i^2}{\mu t^2 r_i^2}}.
\] (55)
Apparently, \( \min_{\omega_t^i \in [0,1]} \sum_{i=1}^{N} H(r_t^i, \omega_t^i, \mu_t, \bar{r}) \) is equivalent to the minimization problem in Lemma 1 so that Lemma 1 can be derived.

10. Setup for IRON

In Algorithm 1, we can set \( \alpha = 4.7\sigma - 5.2\sigma, \beta = 5.9\sigma - 6.0\sigma, \) and \( \gamma = 296\sigma - 298\sigma \) (usually we just use the median values). When the outlier ratio is lower than 99\%, we can set \( l = 2 \); when the outlier ratio is over 99\%, we can set \( l = 2 \) or \( l = 3 \) (usually \( l = 2 \) is already enough for a majority of cases at 99\% outliers).

In Algorithm 2, we can set \( \nu = 0.4 - 0.7 \) (the smaller the faster, usually we just use \( \nu = 0.45 \)), \( \eta = 1.05 \) and \( \text{big num} = 150 - 300 \) (usually we use \( \text{big num} = 200 \)).

11. Supplementary Experiments

We provide some supplementary experiments in addition to that in the main article. We benchmark the solvers included in the main article over 'Armadillo' and 'Lucy' in [12], as shown in Figure 4. We also validate IRON in object localization over more scenes of [22], as shown in Figures 5 and 6.
Figure 4. Benchmark on standard registration problems ('Armadillo' (a-b) and 'Lucy' (c-d) in [12]). (a) Estimation accuracy and runtime of FGR, GORE, RANSAC, TEASER and IRON with $s = 1$. The top-row images demonstrate a known-scale registration problem with 90% outliers and an unknown-scale registration problem with 95% outliers. (b) Estimation accuracy and runtime of RANSAC and IRON. (c) Estimation accuracy and runtime of FGR, GORE, RANSAC, TEASER and IRON with $s = 1$. The top-row images demonstrate a known-scale registration problem with 90% outliers and an unknown-scale registration problem with 95% outliers. (d) Estimation accuracy and runtime of RANSAC and IRON.
Figure 5. 3D object localization of cereal box over dataset [22]. In each scene from left to right, the images show: correspondences for known-scale registration, qualitative reprojection result of known-scale registration, correspondences for unknown-scale registration, and qualitative reprojection result of unknown-scale registration, and the data below denote: correspondence number, outlier ratio, (scale error), rotation error, and translation error.
(a) Scene-01, Known Scale: (417, 92.09%, 9.19 × 10^{-6}, 8.46 × 10^{-8}m), Unknown Scale: (579, 96.55%, 4.61 × 10^{-7}, 1.55 × 10^{-5}, 8.39 × 10^{-7}m)

(b) Scene-03, Known Scale: (260, 91.54%, 0.1950°, 0.0026m), Unknown Scale: (249, 91.97%, 6.23 × 10^{-8}, 1.42 × 10^{-5}, 3.74 × 10^{-7}m)

(c) Scene-10, Known Scale: (582, 91.58%, 0.1894°, 0.0013m), Unknown Scale: (521, 91.94%, 2.88 × 10^{-7}, 0.0171°, 6.79 × 10^{-4}m)

(d) Scene-12, Known Scale: (843, 85.85%, 0.0835°, 0.0014m), Unknown Scale: (721, 90.01%, 3.87 × 10^{-8}, 0.0506°, 0.0022m)

Figure 6. 3D object localization of cap over dataset [22]. In each scene from left to right, the images show: correspondences for known-scale registration, qualitative reprojection result of known-scale registration, correspondences for unknown-scale registration, and qualitative reprojection result of unknown-scale registration, and the data below denote: correspondence number, outlier ratio, (scale error), rotation error, and translation error.