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ABSTRACT Recent technology has modeled VANET (vehicular adhoc network) communication well in terms of privileges to derive vehicular communication technologically to save time, energy, and money. Due to the increase in powerful technology in modern times, VANETs play a vital role in uplifting daily concerns across vehicles and vehicular identities. Hence, to tune VANETs to become compatible with traditional technologies and increase demand, VANETs require upgrading. The severity and frequency of unwanted occurrences have become a considerable concern for our day-to-day lives relating to vehicular position. Thus, verily updated methodologies or working procedures are needed for the future VANET interplay to eradicate such problems occurring through vehicular identities. This article outlines in technology related to VANETS, future developments, and coping issues by deriving comprehensive frameworks, workflow patterns, upgrading procedures including big data, fog computing, SDN (software defined networking), and SIoT (social Internet of Things). This article provides a high-level overview of a complete VANET upgrade solution to address future problem management issues under a range of acceptable scientific themes, indicators, and combinations.

INDEX TERMS Vehicular ad hoc network, social Internet of Things, Internet of Vehicle, big data, fog computing.

I. INTRODUCTION VANETs (vehicular ad hoc networks) are one of the foundation technologies for the current transportation system that is efficient, safe, instructive, and entertaining [1]. People currently spend a considerable amount in automobiles. Smart automobiles based on VANETs have evolved to make that time more secure, efficient, pleasurable, pollution-free, and cost-effective. Today’s bustling environment in cities and urban areas may be alleviated by reducing traffic bottlenecks, carbon emissions, and predictable travel times while proving VANET’s efficiency in evolving smart cities. VANETs may also have a significant effect in developing recent ITS (intelligent transport system) architecture [2] while connecting to the WAN (wide area networks) across RSUs (road side units) to provide authorized access and data downloads in social media applications [3]. VANETs are becoming increasingly popular. VANETs initially offered by ITSs (intelligent transportation system) to build a safer road transportation systems, are designed to improve traffic safety and management while providing comfort and enjoyment to drivers and passengers on public highways. Recently, vehicular communication has been modeled through VANET architecture employing V2V (vehicle-to-vehicle) [4], V2I (vehicle-to-infrastructure), M2M (machine-to-machine), and V2X (vehicle-to-everything) platforms that must be updated in a timely manner [5]. OBU’s (On-board units) in VANET enables connected vehicles to
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TABLE 1. List of abbreviations used in this paper.

| Abbreviation | Definition                                      |
|--------------|-------------------------------------------------|
| AHS          | Automated Highway Systems                        |
| API          | Application Programming Interface                |
| CC           | Cloud Computing                                  |
| CRL          | Customer Revocation List                         |
| CaaS         | Communications as a Service                      |
| DMN          | Detection of Malicious Nodes                    |
| DSRRC        | Dedicated Short Range Communication              |
| EBS          | Electronic Break Lock System                    |
| EC           | Edge Computing                                   |
| FeRAN        | Fog-Edge Resource Allocation Network             |
| GPS          | Global Positioning Systems                       |
| HAP          | High Altitude Platform                           |
| HOV          | High Occupancy Vehicle                           |
| IoV          | Internet of Vehicles                             |
| IaaS         | Infrastructure as a Service                      |
| ITS          | Intelligent Transportation Systems               |
| LRPN         | Long-reach Passive Optical Network               |
| LiDAR        | Light Detection and Ranging                     |
| MAC          | Media Access Control                             |
| NaaS         | Networks as a Service                            |
| OBU          | On Board Unit                                    |
| PIL          | Packet Inter Loss                                |
| P2P          | Peer to Peer                                     |
| PLC          | Programmable Logic Controller                    |
| PaaS         | Platform as a Service                            |
| QoS          | Quality of service                               |
| RSUC         | Roadside Unit Centric                            |
| SUMO         | Simulation of Urban Satisfactory                 |
| SaaS         | Software as a Service                            |
| SIoT         | Social Internet of Things                        |
| V2V          | Vehicle to Vehicle                               |
| VRSU         | Vehicle to Road Side Unit                        |
| VCC          | Vehicular Cloud Computing                        |
| VANET        | Vehicular Ad Hoc Network                         |
| AR           | Augmented Reality                                |
| BTS          | Base Transceiver Station                         |
| C2C          | Container-to-Container                           |
| CDN          | Content Delivery Network                         |
| CA           | Certificate Authority                            |
| DoS          | Disk Operating System                            |
| DDoS         | Distributed Denial of Service                    |
| ECC          | Edge cloud Computing                             |
| FC           | Fog Computing                                    |
| GPS          | Global Positioning System                        |
| HAP          | High Altitude Platform                           |
| HCI          | Human Computer Interaction                      |
| IoT          | Internet of Things                               |
| ITS          | Intelligent Transport System                     |
| IP           | Internal Protocol                                |
| INaaS        | Infotainment as a Service                        |
| LTE          | Long Term Evolution                              |
| MANET        | Mobile Ad Hoc Networks                           |
| MCC          | Mobile Cloud Computing                           |
| NLoS         | Non Line of Sight                                |
| ONF          | Open Networking Foundation                      |
| PIR          | Packet Inter Reception                           |
| PCF          | Packet Centric Forwarding                        |
| PDR          | Packet Delivery Ratio                            |
| PKI          | Public Key Infrastructure                        |
| RAN          | Rainforest Action Network                        |
| RSU          | Road Side Unit                                   |
| SDN          | Software Defined Networks                        |
| S/TaaS       | Storage as a Service                             |
| SIoV         | Social Internet of Vehicles                      |
| V2I          | Vehicle to Interface                             |
| VPKI         | Vehicular Public Key Infrastructure              |
| V2RC         | Vehicle to Roadside Communication                |
| V2X          | Vehicles-to-Everything                           |

A cloud-based VANET [8] can have macro control over all automobile’s geographic locations, gathering real-time traffic flows while specifying the targeted region and receiver of safety alerts [9], [10], [11].

VANET’s within the IoV (internet of vehicles) [12] face varied demands of QoS (quality of service), a difficult issue to address. Future connected vehicles are expected to play a crucial role in the day-to-day replacement of human existence as mobile data collection and data center processing increase. In such cases, the IoV may be able to handle a variety of QoS requests for specific services. In recent times, SDN [13] over VANETs has proved its superiority. As the name implies, SDN is the integration of software devices in VANET. SDN is a technology that focuses on both business and academia because of having a high potentiality of being utilized almost everywhere in the future. SDN is a novel technology that separates control and data within a network design. SDN has centralized control, which allows the network to be dynamic and the network resources to easily be structured efficiently and cost-effectively. In SDN, the control plane and data plane in the VANET are separated so that network intelligence can be centralized and the network’s primary infrastructure is separated from the applications.

Communicate with one another within the RSU infrastructure while forming MANETs (mobile ad hoc networks) to deliver data towards intended users and empower scattered wireless communication. This article discusses some of the recently emerging technologies that VANETs need for satisfactory user experience [6]. This study also identifies opportunities for future VANET research improvement, such as routing problems, device management and acquisition, fault tolerance assurance, latency control, security validation, and privacy concerns. The list of abbreviations is shown in Table 1.

In a VANET, the user can process, rent, store and share network resources to execute essential applications across a system-based software deployment [7]. RSUs act as an intermediary activity layer to handle typical VANET user loads. In VANETs, RSUs serve as gateways, offering a virtualization layer that enables users to connect to cloud services while on the road. The intermittent clouds in VANET computation include services such as Elastic Clouds, Hybrid Clouds, and Micro Clouds. Moreover, the vehicular nodes employ cloud services to acquire traffic and multimedia data. The design is two-tiered, with vehicles at the network’s periphery and the centralized cloud.
Given the immense potential, the VANET system may increasingly benefit from using an SDN controller [14]. In terms of developments in V2I communication, systems that can accelerate traffic movement at intersections depending on traffic demand and alleviate traffic congestion problems are needed. SDN administration and control via VANET are currently alleviating such problems while integrating V2I as a potential infrastructure based on shared data handlers or device interpretations. We present our research organogram in Fig. 1.

Edge computing (EC) [15] seeks to solve the problems counterfeiting with V2I approaches of SDN within VANET RSU communications. EC uses many Internet-connected IoT devices, storage, and processing capabilities to offer an intermediary layer between end devices and the cloud. ‘Edge’ devices [16] decrease the computational load on data centers by handling a portion of cloud requests locally, without the requirement of a cloud involvement. Consequently, the time required to resolve request is shorter, and a subset may be processed in real time because of the widespread availability and geographical distribution of edge devices. The edge layer connects end devices to the cloud through separate devices and acts as intermediary edge nodes delivering communication protocols, network data exchange, and shared services across the layer. The three types of widely used edge layer implementations are MEC (mobile edge computing), FC (fog computing), and CC (cloudlet computing) [17]. FC uses M2M gateways, wireless routers, and access repeaters. Fog computing nodes (FCNs) compute and store data from end devices locally before transmitting data to the cloud. On the other hand, MEC [18], [19] integrates storage and processing intermediate nodes over the base stations of cellular networks, allowing cloud computing to be deployed within the radio area network (RAN).

The Internet of Things (IoT) refers to the connection between things and the Internet as a network substrate, specifically with functions such as information exchange and relationships that are not reliant on human involvement. IoT is a recently coined term that refers to the connection between objects and the Internet as network infrastructure, coming from merging SNs (Social Networks) with IoT [20]. Furthermore, objects may initiate social interactions on their own, and communication between them can be as essential as utilizing smartphone apps such as waze to find the fastest
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**FIGURE 1.** Paper organization chart.
route or as complex as a smart city’s communication medium. SIoT [21] created a social network based on common interests and the ambition to provide services to end-users by linking all networked devices worldwide. This SIoT [22] could play a vital role in VANET frameworks while ensuring smooth social interactions between humans and IoT-enabled smart vehicles. To send or receive data from a certain platform or user application, devices must be connected to the Internet or a gateway, either directly or indirectly. As a middleware, global connections link items to each other and serve as a communication layer between platforms and devices while employing communication standards, gateways, and protocols (MQTT, HTTP, and HTTPS) to read and send data over Internet objects.

VANETs employ a vehicle, RSU, a base station (BS), traffic infrastructure (traffic lights, CCTV camera), GPS data, and other sources of information to establish a feasible ITS environment [23]. The aforementioned sources use many sensors and CPUs to generate massive amounts of data. Data come from various sources, including mobile devices connected to the VANET. The quantity of data generated [24] is essential information that can be used for several reasons, and those data offer several advantages, in terms of both business and developing environmentally friendly data management systems. The VANET data can also assist in making more informed decisions about our ITS portfolio. In the ITS era, the volume data is expected to expand at an astounding rate. This vast quantity of data greatly exceeds the processing power of standard database systems. For usage in VANET applications, the term “big data” refers to enormous, diverse, and complicated datasets obtained from various data sources. It includes sensors, GPS, and other publicly available information in vehicular networks. These unprocessed data sets are frequently associated with varying levels of proficiency. The emphasis focuses on GPS data and other sensors installed in automobiles, providing reasonably simple figures. Collecting, processing, and analyzing this data, on the other hand, poses considerable technological problems, necessitating the creation of novel vehicular network solutions [25].

This paper presents the latest trace-driven possibilities that focus on VANET management and provides substantial new research direction. The central insight of this work is to provide possible hints to future VANET researchers and developers, illuminating possibilities by delving into vehicular intelligence options. Moreover, the paper provides an insight to conduct and show good research directions over vehicular intelligence options. Furthermore, the paper provides and developers, illuminating possibilities by delving into global connections link items to each other and serve as a communication layer between platforms and devices while employing communication standards, gateways, and protocols (MQTT, HTTP, and HTTPS) to read and send data over Internet objects.

We investigate VANET approaches and possibilities in recent emerging technologies perspective such as SDN, SIoT, fog computing, and Big data.

- We focus on different VANET services and architecture, orchestrating the fog computing taxonomy.
- We review VANET-based systems and highlight the particular developments that can help security and cost management purposes.
- We compare different VANET services in terms of reliability and computational power integrating cloud, LTE, and IoV.
- We outline the recent technology-based VANET overall challenges and open issues for VANETs future development.

The rest of this paper is organized as follows. Section 2 provides an overview of the SDN architecture. Section 3 investigates the VANET interaction with fog computing. Section 4 focuses on the impact of the SIoT in terms of VANET architecture. Section 5 summarizes the significance of the IoV. Section 6 summarizes the impact of big data reliability management with trace-driven models. Section 7 identifies the technology-based VANET challenges. Section 8 discusses the open issues that hinder the future development of VANET technologies. Last, we provide the conclusion in section 9.

II. SOFTWARE DEFINED NETWORKS (SDN) FOR VANET

The SDN is a novel technology used in conjunction with edge Cloud computing, notably Fog computing, to allow centralized network management, flexibility, and programmability. OpenFlow is the most widely used protocol for communication between SDN control planes and their operations. As a consequence, by allowing the OpenFlow user manufacturer to supply new services and administrative tasks, the management of resources and vehicles can be improved [27].

The fundamental SDN-edge control architecture in terms of services is depicted in Fig. 2. Using the control plane’s programmability characteristics, users may build, configure, and program network capabilities such as topological management, network orchestration and abstraction, different types of service mapping, and intrusion detection and prevention systems. The three layers that make up the system are the software layer, the manage layer, and the community layer. The SDN controller communicates with the application layer via northward interfaces, and the northbound interface allows programmers to use the software to influence the community. At the community layer, the southbound interface talks with the SDN controller and community devices [28], to create an east-west bridge mechanism for intradomain communication within the Associate in Nursing SDN. The community units based solely on Open-Flow accept SDN controller rules without implementing various network protocol standards, resulting in indirect asset management, programming, and management. Open-Flow, which also defines a route from supply to destination, is used to control SWIFT program allocation (Software Defined Wi-Fi Flow Management). This approach improves the network speed and decreases router
packet overhead while shaping the trail. It also lowers the cost of network administration.

A. SDN: CHALLENGES

We investigate the requirements of SDN infrastructure for the SDN paradigm [29] to be implemented efficiently in Table 2. SDN-IoT uses network resource virtualization to offer services to heterogeneous devices. The trend away from hardware-based solutions and software has resulted in low-cost IoT applications. In this way, the SDN-IoT paradigm’s needs must be effectively envisioned prior to any practical deployment. By using SDN’s centralized management approaches, resource restrictions in IoT devices may be successfully managed by bringing resources closer to the edge devices. In the next sections, we address the most important needs, issues, and solutions.

- **SDN Management:** Network scalability, manageability, and efficiency requirements may all be met thanks to the centralized management capabilities of SDN-oriented systems. SDN-based solutions must be developed to offer effective administration, such as load balancing, efficient traffic management, and concise bandwidth usage. Additionally, the A-CPI (Comprehensive Packet Inspection in Assembly language) and C-DPI (Deep Packet Inspection in C programming) standards will solve IoT-Edge management issues such as traffic forwarding, network latency, load balancing, and heterogeneity [14], [29].
- **Authentication:** Different communication technologies in SDN-IoT utilize a variety of security protocols, which inevitably result in the formation of local trust domains. In this instance, the challenge of credential distribution across several sites occurs, preventing an efficient global trust paradigm. The creation of global authentication policies for a wide range of networks and infrastructures is one solution to these issues. Existing systems employ a certification authority that distributes session keys to authenticate devices in their own trust domain [13].
- **Heterogeneous Infrastructure:** Large-scale IoT manufacturing, where market vendors produce nonstandardized IoT items to make more money, causes interoperability issues. Although it lowers infrastructure costs, most of the products developed are vendor-specific and have interoperability issues [13]. A vendor-independent environment is required to address the issues of diverse manufacturers. SDN has the ability to break away from vendor reliance thanks to continuing standardization efforts by the open networking foundation (ONF). Consequently, numerous wireless sensor networks (WSNs) and body area networks with different underlying technology can work together seamlessly [29].
### TABLE 2. A comparative study of main challenges of SDN infrastructure among available technologies and their solution approaches.

| Challenges                      | Research Dimensions                                      | Solution Approach                                                                 |
|---------------------------------|----------------------------------------------------------|-----------------------------------------------------------------------------------|
| SDN-IoT Management             | – Traffic issues objects                                 | Implementation of A-CPI (Comprehensive Packet Inspection in Assembly language) and C-DPI (Deep Packet Inspection in C programming) |
|                                 | – Network delays                                         |                                                                                   |
| Authentication                  | – Authentication of multiple devices                     | Implementation of Global authentication policies                                   |
|                                 | – Credential distribution issues                         |                                                                                   |
| Heterogeneous Infrastructure    | – Vendor-dependent products                              | Virtualization standards for SDN-IoT                                              |
|                                 | – Multi-infrastructure interoperability protocols         |                                                                                   |
| Traffic Management              | – Diverse orchestration requirements                     | Efficient application development                                                  |
|                                 | – Traffic congestion issues                              |                                                                                   |
| Lower-Latency                   | – Real-time applications need lower latency solutions     | Customized offloading solutions                                                    |
|                                 | – Lack of effective offloading solutions                 |                                                                                   |
| Mobility                        | – Lack of mobility-aware VM migration                    | Mobility-aware VM migration                                                        |
|                                 | – Real-time VM handling                                  |                                                                                   |
| Fault-Tolerance                 | – Lack of backup channels                                | Data classification techniques                                                     |
|                                 | – Changes in the network connections                     |                                                                                   |
| Security and Privacy            | – Location-based privacy issues                          | Lightweight authentication solutions                                               |
|                                 | – Platform-specific security policies                    |                                                                                   |

- **Traffic Management**: IoT data may be preprocessed at the edge, decreasing the computing load on the cloud. SDN-IoT addresses the congestion problem inside the leading network and datacenters by dispersing traffic to independent edge servers. However, the orchestration requirements of application-specific request processing, which requires innovative traffic dissemination methodologies, necessitate unique traffic dissemination strategies to route traffic according to user expectations. SDN-IoT traffic distribution can be aided by customized traffic forwarding systems that utilize the SDN’s centralized management. Application requests should be routed by comparing them to requests received at intermediate nodes, which will decrease the associated cost, network load, and traffic delays [13], [29].

- **Lower Latency**: Online gaming, virtual reality, and ultrahigh-definition video streaming are examples of real-time applications requiring exceptionally high data access rates and low latency. Existing edge solutions are particularly vulnerable in such scenarios due to the massive volume of data created by the IoT. In addition, the standard authentication procedures used by IoT and edge devices increase the request delay. Traditional offloading systems introduce latency into the service orchestration process, necessitating the development of efficient offloading solutions to meet the IoT’s latency needs [14], [29].

- **Mobility**: SDN applications are highly mobile. When a user moves, the distance between the relevant servers grows, degrading the user experience. Users’ spatial preferences are relayed to edge servers through their journey in these apps, which may be leveraged to improve service orchestration efficiency. This approach is then used to find the best location for transferring the service to improve the customer experience. However, this approach is designed for the central cloud; therefore, SDN-IoT will require considerable changes. As VMs go to the edge, SDN offers the ability to monitor and control them [13].

- **Fault Tolerance**: Failure prevention in SDN-IoT may be accomplished via backup offloading lines. In addition, micro BSs or central clouds with more extensive coverage can enable fault tolerance to deliver seamless edge services. Providing appropriate QoS and energy consumption for backup connections and maintaining protective clouds for single-user and multi-user edge computing is a challenge. Finally, data collected through
intelligent inspection methods at specified intervals and feedback about services are related to defect detection. In addition, time-saving channel and mobility characterization methodologies would enable fault discovery. The fault recovery mechanisms should work to prevent interruption of the currently running services [14].

- **Security and Privacy:** Network infrastructure security is one of the most important concerns in a heterogeneous environment with multiple users, devices, and providers sharing a single platform. On the other side, IoT service orchestration requires data flow to several parties. Control of these devices should be assigned to the relevant hosts that deliver services since numerous suppliers operate the network infrastructure. IoT infrastructure creates data, which are then sent to local edge servers, limiting the scope of the data and enabling the development of security processes. Because the data originator’s identity may be disclosed depending on the location, data interaction across platforms raises location-based privacy concerns. Similarly, service providers must obey regulations when obtaining large amounts of data from encrypted sources [13], [29].

### III. FOG COMPUTING AND VANET INTERACTION

Fog computing is a technique related to data computing and storage. If an application is stored between data, cloud fog computing can be used. Fog computing is like a bridge between data and the cloud and is essential for IoT devices. We outlined fog computing via an SDN controlling architecture using the control plane’s programmable features in Fig. 3. When a vehicle senses a pile-up, it sends a broadcast IP address to a nearby RSU. RSUs then transmit the protection message to the switch, which reaches a router since it was sent with a broadcast IP address. A router must regard a broadcast security message as a special message. When the router receives security messages with a broadcast destination IP Address, it sends them to the fog server for processing. The type, substance, timeliness, and importance of the received event are all checked by the fog. Moreover, VANETs are a key technology for creating a transportation system that is effective, clean, insightful, and entertaining [1].

People spend a considerable amount of time in automobiles. Smart vehicles based on VANETs have emerged to be safer, more reliable, enjoyable, pollution-free, and cost-effective. Greater protection can be achieved by ensuring the reliable exchange of vital incidents. Reduced road traffic and noise and more predictable travel times contribute to increased productivity. VANETs can also be linked to the Internet to make trips more enjoyable by providing file downloads and links to social media [3]. Beacon and protection messages are two kinds of messages used in VANETs. Automobiles employ beacons at 100 ms intervals to communicate and advertise status changes to surrounding vehicles. The transmitter emits beacon signals to neighboring automobiles to convey its velocity, position, and pseudo-ID. On the other hand, safety warnings aid drivers on the road by providing information that allows them to take necessary actions to avoid collisions and save people from potentially fatal circumstances. When a car meets a problem on the road, it transmits a WAVE short message (WSM) to surrounding...
FIGURE 5. Generic fog computing taxonomy emphasizes identifiable issues and existing work plans.

cars. The vehicle’s direction, the time the message was sent, the vehicle’s position, and nearby road events are all part of the message payload. Each automobile in a region collects data about the cars within its contact range. The vehicles’ OBUs are equipped with IEEE 802.11p and long-term evolution (LTE) cellular technologies in heterogeneous VANETs. For data collection, processing, administration, sophisticated calculation, and global networking, VANETs rely on the traditional cloud. Software as a service (SaaS), application as a service (PaaS), and infrastructure as a service (IaaS) are three major delivery models for cloud services in the form of tiers. As a result, customers may rent computing, storage, and network resources to install and operate devices and applications they need. Customers in this situation may have nearly infinite finances that are dependent on their budget. Elastic Clouds, Hybrid Clouds, and Micro Clouds are examples of cloud computing services.

To process or route an incoming packet, OpenFlow devices use flow tables, which are composed of flow entries, as shown in Fig. 4. The switch forwards each incoming packet by examining the flow table entries and matching the header field of the incoming packets. It can then decide if it finds a match. If no match is found, the packets are sent to the SDN controller to be processed. The control layer also includes quality and route managers. The mobility manager at the management layer is in charge of putting together and monitoring the status of all SDN switches, RSUs, and vehicles. Because of their high speed, vehicles may become detached from the management plane for a brief time. Route prediction may be used to forecast the likely position once the automobiles have been separated. The GPS or navigation system in a car can be used to predict a vehicle’s future route [30]. It can also control event detection and, as a result, the policy for updating the switch status. The routing manager keeps track of the network topology with the aid of SDN switches. Furthermore, the network architecture of stationary data plane devices rarely changes, but the network structure of mobile data plane devices is dictated by the neighbor data acquired. The SDN may be utilized to satisfy the requirements of future VANET systems and improve VANET services in various contexts because of these capabilities.

IV. SOCIAL INTERNET OF THINGS (SIoT) IN VANETs

The number of vehicles is growing rapidly with millions of automobiles worldwide, leading to unforeseen trouble in the future. However, the presence of popular methods to test visitors’ domain to a site is centralized and is not understandable due to issues related to time, fees, and scalability. Trending instances known as SIoT can perform a necessary task to overcome the complexity of site visitor domain centralization analysis. The SIoT was created by combining social communication principles and the IoT.
The objective is to create a platform that allows all IoT to interact, share, and seek services of their choosing in an ever-evolving way, without requiring global knowledge of the entire network illustrated in Fig. 6. The SIoV (social Internet of vehicles) is a vehicular version of the SIoT. Each car in the neighborhood acts as a smart decentralized IoT, communicating with other cars by stopping at specific distances and forming a complicated network. A sophisticated traffic zone mapping algorithm has been built across complicated networks using social and verbal exchange approaches. The findings indicate a lucrative application of the megacity, to enhance road safety management to minimize accidents and traffic issues in the VANET combined region by monitoring social behavior and ambitions [31]. Viewer domain analysis may be environmentally friendly and meaningful when studying certain essential network elements obtained from a social network of cars.

A. SIoT: CHALLENGES

Many SIoT challenges [32] may be critical for academics to solve to develop innovative solutions. In this paper, we identify and describe the main challenges and potential solutions in Table 3.

- **Heterogeneity**: SIoT consists of millions of objects with different sources, platforms, protocols, and standards, all of which must be recoverable. These distinctions have resulted in the construction of a heterogeneous network of items, which directly impacts their interaction and compatibility with one another, thereby increasing complexity. As a result, the heterogeneity of objects creates a variety of issues, including interoperability and compatibility, that must be addressed.

- **Mobility**: In a dynamic environment, smart objects constantly change location, causing challenges such as a lack of effective object search for selecting and delivering services. Another important subject is the dynamic behavior of things and their environment, leading to object state changes.

- **Generation of communities**: To address the issue of mobility, groups of objects can be grouped into communities based on common traits such as movement, social behaviors, social similarities, and mutual interests. As an object adjusts its position, the community’s structure changes. Consequently, we may use Euclidean, adjacent matrix, or GPS algorithms to extract the current position of objects and compute their distance, which is then utilized to create location-based traces for SIoT devices.

- **Dynamic behavior of objects**: To prevent the network topology from changing, objects must have specific fundamental rules and protocols designated by their owners to manage such changes. However, because an object must respond to frequent changes, adaptation is another difficulty that arises.
### TABLE 3. A comparative study of main challenges of SIoT among available technologies and their solution approaches.

| Challenges                   | Solution Approach                                                                 |
|------------------------------|-----------------------------------------------------------------------------------|
| Heterogeneity                | • POR (Picture of Reference) object relationship and middleware (interface) for   |
|                              | non-POR (Picture of Reference) objects                                             |
|                              | • Policies for objects identification                                               |
| Mobility                     | • Objects movement (use Euclidean distance, GPS functions, SWIM model)              |
|                              | • Dynamic changes by owner rules and protocols                                     |
| Dynamic Behavior             | • Social Similarities                                                               |
| Object Tracking              | • Based on objects social behavior on Graph model                                    |
|                              | • Common Interests                                                                  |
| Security and Privacy         | • Access control system (prevent unauthorized access)                                |
| Resource-constrained System  | • Trust management framework and safe data sharing model                             |
|                              | • Effective resource management system                                             |
|                              | • Optimal solution to address this problem                                          |

- **Object tracking**: One of the greatest difficulties with SIoT and large-scale networks that has remain unaddressed is tracking objects, interactions, and activities. Some rules must be developed to define how edges between two items are built, updated, forecasted, or deleted. Any item can be considered the central node, and their relationships create their edges. Depending on the type and element of a pair of objects’ relationship, such as a common interest, providing a particular service or services, being in the exact location, and so on, their actions entail greater weight.

- **Security and privacy**: Because the SIoT includes such a huge connected ecosystem of devices, opportunistic services, and users, data security is crucial. Although different forms of research have addressed this issue, it remains a fundamental challenge that must be solved for the system to withstand several assaults while maintaining security, reliability, availability, and resiliency in interactions.

- **Resource-constrained system**: Although the SIoT is a resource-limited system, and this issue has a direct impact on the network’s life and information exchange, there remains no optimal solution to address this issue by taking energy constraints into account at all levels of design to ensure more effective interactions. Thus, further research and study are required to design an effective resource management system for the SIoT to maximize its potential.

### V. INTERNET OF VEHICLES (IoV) AERIAL EXTENSIONS FOR HETEROGENEOUS DEVICE INTERACTIONS

Because of the diversity of verbal network exchanges, big data are difficult to transmit over the IoV due to the large number of data picks and data volume, such as strict QoS. The transition requirements for unique IoV purposes are provided and represents a challenge for modern-day VANETs. The transition approaches are then categorized and summarized for one-of-a-kind applications. For cut-edge IoV, both MAC and routing protocols are investigated. A high-level design paradigm of such IoV platforms in terms of cloud computing, LTE or 5G is shown in Fig. 7.

- **Applications and Transmission Requirements**: Mobile advertising programs have picked a variety of tiny public automobiles such as taxis and buses to promote digital advertising. Each vehicle is required to periodically record its information, including position, speed, title direction, acceleration, and signal position to all nearby vehicles. These capabilities necessitate a reduced transmission rate due to the small size of security messages, which are generally 200-500 bytes (DSRC Committee, 2009). In contrast to safety warnings, such announcements or ads may be broadcast over greater distances to alert drivers of larger vehicles on the road. Through the connection between the seed motor and others in a broad area, commercial records may be continually revealed throughout the network [33].

- **Harsh Wireless Channel Conditions**: Tall structures, tunnels, overhead bridges, extended roadways, and the state of time-altered site visitors all have a substantial and dynamic influence on V2V hyperlink performance when utilizing scenery. Wi-Fi channels become unstable as a result of these barriers and multipath fading [34].

- **Spectrum Resource Shortage**: In the DSRC standard, one control channel (CCH) and many service channels (SCH) provide optionally available bandwidths of 10 MHz and 20 MHz. The FCC, on the other hand, has allotted the DSRC 75 MHz of licensed spectrum, which is insufficient to direct IoV transmission in high-density situations for media-rich applications [35].
• **High Mobility:** Wi-Fi connections between moving automobiles and limited-coverage road infrastructure would be regularly disrupted due to excessive traffic on the road. Furthermore, channel effective resource allocation, routing protocol structure, and message receipt are all influenced by speed, acceleration, road layout, visitor lights, riding behavior, and movement related to site visitor regulations [36].

• **Dynamic Vehicle Density:** Vehicle density can be relatively high in a city or highway, while it can be exceedingly low in suburban or highway regions [37]. The open and essential question is how processes can successfully respond to different vehicle densities so that channel aid is not wasted in low vehicle densities and channel congestion is minimized in high vehicle densities.

• **Absence of Global Coordination:** The installation of a central coordinator for IoV is problematic because IoV covers a wide range of community admissions and spans large geographic areas. IoV transmission techniques attempt to accommodate these constraints and operate in a dispersed manner.

### A. AIR TECHNOLOGIES IN VANET

Space and aerial platforms are not only a vital complement to large data gathering techniques for IoV, they may also increase overall network capacity [38], [39]. IoV connections offered by networks such as RSUs and cellular base stations might be unavailable in rural regions. Due to high site visitor demand and scarce Wi-Fi resources, meeting IoV requirements in dense car areas is challenging. Because of the additional conversation options provided by the aerial network, IoV connectivity can be enhanced. Satellites' capacity to fulfill communication duties has previously been demonstrated by GPS and other successful geo-location-based applications [40]. A high-altitude platform (HAP) has also been demonstrated in previous studies to be a suitable and economical solution to offer broadband network services in sparsely inhabited areas [41]. Satellites can offer comprehensive coverage for automobiles, including those in remote locations, while the HAP will provide temporary connections in response to complex IoV transmission needs. Due to drones' high flexibility, HAP and drone platforms will have extra spectrum capabilities in crowded vehicle settings, which will not only increase verbal interchange capability but also provide a diversified source that can respond to IoV spatial and temporal alterations [42].

• **Satellite:** In today’s IoV, systems such as GPS are primarily used to collect and transmit vehicle location records. To improve positioning accuracy, related studies combining IoV with satellite TV for PC systems use a variety of applied sciences [44].

• **High Altitude Platforms (HAPs):** HAPs can improve the IoV’s overall efficiency in two ways: 1) as community infrastructure for cars in distant settings and 2) as extra spectrum assets for the IoV in dense scenarios. Furthermore, broadband communications can be guided by HAPs [45]. We demonstrate the overall scenario
FIGURE 8. VANET communication throughout high altitude vehicle platforms (HAP) and other IoV sensor objects [43].

regarding the IoV with HAP in terms of air technologies in Fig. 8. The transmission requirements of various IoV applications, as well as the current VANET challenges, are reviewed. The relevant transmission strategies for diverse applications are then classified and summarized. Finally, the current IoV’s MAC and routing protocols are then examined.

B. GROUND TECHNOLOGIES IN VANETS

- LoS A2G (Line-of-Sight probabilistic Model for Air to Ground) Connections: Due to the frequent blocking of one-hop record links for vehicle-to-vehicle (V2V) and vehicle-to-roadside (V2R) communications, aerial platforms, particularly the HAP and drone, have proven to be extremely capable of providing the LoS A2G verbal exchange, thereby improving insurance and communication [46], [47].

- Dynamic Deployment: Due to space and economic constraints, traditional infrastructure renovations and developments are inefficient. Because the facilities are permanent on the site, it is difficult to adjust to the IoV’s changing knowledge visitor demands. In the IoT, the role of the house and aerial structures has been widely explored and analyzed, notably for rockets, HAPs, and flying drones [48].

VI. BIG DATA PROTOCOL INTELLIGENCE IN VANETS

This section derives, specific IoV characterization and the outcomes of the large information-assisted mensuration. However, field information collection, contact procedures for IoV may be built much more efficiently and correctly to get good results over VANET-IoV interplays [49], [50].

- Big Data-Aware Protocol Design: Data abounds Designing Conscious Protocols: As previously stated, the enormous amount of data entails persuasive recommendations for configuration modeling and channel modeling, which are both critical for developing and testing acceptable spoken communication protocols [51], [52]. Furthermore, the MAC and route protocols would be better equipped to adapt to the IoV’s spectacular and often dynamic topology with significant data support, such as giving feature information [53].

- Big Records Power-Assisted Property Enhancement: The group property in the IoV may be increased with the use of large documents. A bandwidth reservation theme with consciousness of the great predictor was previously developed to scale back the packet loss rate in the soccer play process by combining handoff time estimation (HTE) and the provided statistics calculate estimation (ABE) topic. UAVs were utilized by Abbasi et al. to collect visitor data and drive the bottom motors to efficiently guide visitors to information sites [49].

- Big Data Statistics for Autonomous Vehicles: For radical independent vehicles, massive IoV recordings are a key facultative technology. A massive quantity of data is needed to bring self-driving to life, including onboard sensors such as cameras, radar, LiDAR, and GPS, and data provided by other vehicles, such as
According to projections, a self-driving car would create roughly one petabyte of data per hour. To drive safely and effectively, vehicles must be able to observe their surroundings and make judgments based on all available data, ecologically sustainable control systems [20], [50] and massive processing and storage capacity. A parent may also be presented in autonomous mode, exhibiting the large statistics features. The capacity to comprehend location is a unique uses of IoV big data in self-driving cars. LiDAR and HD map technologies are employed to provide relevant statistics. VANET networks are combined with LTE or 5G networks to create a hybrid Cloud-VANET with minimal network overhead, high mobility management, and high coverage, as shown in Fig. 9. LiDAR is a type of sensing technology that uses spinning optical maser beams to scan a car’s immediate surroundings and create statistics called “point clouds” that contain high-resolution data. The technology and upkeep of the HD map, are time-consuming processes that need a fleet of automobiles equipped with LiDAR calculations while on the road, which may be expensive. By decoding ground and aerial pictures, Mattyus et al. [17] proposed an avenue segmentation technique that infers the linguistics of roadways.

**Big Data Roadside Management for VANET:** The IoV’s wide range of statistics may also be utilized as a mirrored image of the IoV, which is useful in IoV characterization because it has a lot of contributing factors and is difficult to describe. Floor testing has shown that portraying downtown, residential, industrial, open fields, and highways in the IoV can be made more accessible. Bai et al. investigated the influence of various components on core V2V contact characteristics using a black field structure. The packet delivery ratio (PDR), which is discussed in [54] is the most critical indicator of V2V connection efficiency. The study of correlation functions such as temporal, spatial, and isosceles correlation, is also important.

**A. BIG DATA APPLICATION-AWARE STRATEGIES IN VANETS**
Transmission approaches must be developed in automobiles to enhance the records transmission dependability in the IoV
to acquire the goal messages from the massive amount of data. There are two types of goal message delivery systems under investigation: push and pull.

- **Push-based Strategies:** Push-based methods attempt to reach as many individuals as possible with desirable signals, such as security alerts. Flooding is the most basic kind of transmission, in which each vehicle sends data packets to all of its one-hop neighbors. The message is delivered to all receiving neighbors again, and the process is repeated until all multi-hop neighbors have received the target message. However, flooding easily results in a transmitting tornado, in which multiple vehicles within the contact spectrum broadcast simultaneously, resulting in the loss of a large number of packets due to transmission collision. Furthermore, it is not uncommon for certain packets to be transmitted excessively several times, resulting in channel asset waste in the IoV [55]. Several techniques have been established to minimize packet transmission overhead and restrict the range of collisions. For example, cars are assigned an exclusive rebroadcast probability in the weighted p-persistence method which enables vehicles located farther from the transmitter to rebroadcast with a higher likelihood of success. Furthermore, cars replay packets that are received for the first time and ignore packets that have been received previously.

- **Pull-based Strategies:** Pull-based methods use the request-response mechanism to distribute target signals [56]. Pull-based techniques have less overhead than push-based methods, but they can result in greater delay due to the request-response agreement required before transmission. The transmission of IoV data between vehicles and spine-connected bodies, such as distant Internet servers or peers, is accomplished mostly via pull-based approaches. To minimize the latency [57] of pull-based methods, statistics caching is frequently implemented to increase the statistic distribution productivity by storing the necessary information in infrastructure [58] near vehicle consumers [59].
B. BIG DATA RELIABILITY MANAGEMENT AND TRACE-DRIVEN MODELS

The large statistics in IoV might also be used as a mirrored image of the IoV, which plays an essential function in IoV characterization that involves many influencing factors and places units that are difficult to model. Some experiments have already shown that the size facts will signify IoV in urban, suburban, rural, open fields and freeways. Bai et al. [60] proposed a black field framework to assess the impacts of different elements on key V2V communication characteristics. The packet delivery ratio (PDR) is examined in [54] as the most important metric of V2V communication dependability illustrated in Fig. 10. In addition, correlation functions such as temporal correlation, spatial correlation, and isosceles correlation are examined simultaneously. The authors in [34] investigate the packet inter-reception (PIR) and packet inter-loss (PIL) time distributions. The link between channel precondition and packet loss is explored using the distribution, and LoS and NLoS channel conditions are found to have significant effects on V2V communication. In [61] Karedal et al. focused on application-level responsibility, where the T-window responsibility was planned to learn about the measurement data to gauge the community functionality of successfully sending at least once during the tolerance time window T, where parameter T is utility related.

In addition to dependability, the V2V discussion in IoV considers network performance such as output, affiliation duration, and time overhead of connection establishment, among other things [62]. Cheng et al. [25] used measurement statistics to choose the offloading capabilities of a variety of different strategies to reduce the cell load. The size information can also be used to examine IoV channel properties, including route loss, Doppler spectrum, and coherence time. They employed the positioning system to enable large-scale measurement and gather vast information to emulate such silent channel qualities. The packet measurement and modulation approach impacts the re-transmission threat and communication variability, according to the explanation in [63]. Furthermore, the results of channel size show that the widely used 802.11p standard is well-suited to account for Doppler and delay spreads in transport channels.

Simulating real-world processes is an effective verification strategy in researching and designing communication protocols to prevent losing time and money. A good IoV simulation environment is needed to obtain reliable results. For IoV protocol style analysis and development, the IoV statistics are employed to provide a suitable transport excellent model and V2X channel model. For example, to reproduce the high-quality mannequin in IoV, which defines the design of transportation networks [23], GPS data representing car movement are duplicated. The authors in [64] use realistic mobility models built using trace statistics from automobiles in California, Shanghai, and San Francisco. Akhtar et al. [65] applied suggestion records to a microscopic first-rate mannequin developed by the Simulation of Urban Satisfactory (SUMO) and showed that the accuracy of the mannequin can be increased. Zhu et al. [66] employed trace data to determine the inter-contact time of any two cars to follow the tail distribution in the large model.

Celles et al. employed vehicle trajectory records to calculate route hops in trace facts, which can subsequently be entered into [64]. Channel models have been employed in IoV analysis as a prerequisite to communication protocol design, such as log-normal shadowing mannequins [65] and geometry-based stochastic models [63]. By comparing massive trace records with the theoretical output, the parameters of the channel models may be altered in various contexts, such as metropolitan regions suburban and rural areas [67]. Big data may also be utilized to determine the impact of antenna sample variations on passing vehicles. In a V2V propagation scenario, L. Cheng et al. [68] adopted a speed-separation design to estimate the coherence time and channel Doppler unfolds. They demonstrated that a continuous, and 0 Doppler spectrum could be found using large hint data in a typical visitor’s situation.

VII. EMERGING TECHNOLOGY-BASED VANET CHALLENGES

Emerging VANET technologies in terms of its services are identified and outlined in Table 4.

- **Intermittent connectivity:** It is vital to control and manage network connections between cars and networks. Due to significant vehicle mobility or substantial packet loss, intermittent connections in vehicular networks must be terminated.

- **High mobility and location awareness:** Future VANETs will need a high degree of vehicle mobility and location data. In the case of an emergency, each vehicle should be aware of the locations of other automobiles in the network.

- **Heterogeneous vehicle management:** A significant number of heterogeneous smart cars will be available in the future. Future VANETs will have to handle a wide range of vehicles with intermittent connectivity.

- **Security:** Data, information, and the locations of users are never guaranteed to be secure. Users should be able to choose what information is shared and what information is kept private while automobiles connect to inside networks. Personal data can be evaluated locally instead of being sent to the cloud for analysis, thereby safeguarding privacy. We compare different available technologies in terms of their methods, security standards, and overall running cost in Table 5 while focusing on different technology standards.

- **Network intelligence support:** VANETs in the future will confront several challenges, including the need to increase network intelligence. Cars will be outfitted with a wide range of sensors in future VANETs, and the edge cloud will store and preprocess data before sending the data to other parts of the network, such as standard cloud servers.
TABLE 4. VANET services for emerging technologies.

| Services                        | IoV | Big Data | SIoT | Fog | MEC | SDN |
|---------------------------------|-----|----------|------|-----|-----|-----|
| Application and Services        | ✓   | ✓        | ✓    | ✓   | ✓   | ✓   |
| Transmission and Strategy       | ✓   | ✓        | ✓    | ✓   | ✓   | ✓   |
| Required Information            | ✓   | ×        | ✓    | ×   | ✓   | ✓   |
| Geo-Map Information             | ✓   | ×        | ✓    | ×   | ✓   | ✓   |
| Routing Protocol                | ✓   | ×        | ✓    | ✓   | ✓   | ✓   |
| High Security Sensitivity       | ✓   | ✓        | ×    | ✓   | ×   | ✓   |
| Required High Reliability       | ✓   | ✓        | ✓    | ✓   | ✓   | ✓   |
| Lower Utilization Cost          | ×   | ×        | ×    | ✓   | ×   | ✓   |
| Reliable User Experience        | ✓   | ✓        | ✓    | ✓   | ✓   | ×   |
| Lower Computational Power       | ×   | ×        | ✓    | ×   | ×   | ✓   |

TABLE 5. A comparative study in terms of Security and cost in different available technologies.

| Reference         | Focused Method                                                                                     | Technologies | Security | Cost |
|-------------------|---------------------------------------------------------------------------------------------------|--------------|----------|------|
| [4], [73]         | Trust authentication using BAN logic; AI powered block-chain protocol                               | IoV          | High     | High |
| [74], [75]        | Data security and privacy; big-data analytics in healthcare                                         | Big Data     | High     | High |
| [22], [76]        | Security and privacy for SIoT; SIoT integrated with OAT                                             | SIoT         | High     | High |
| [2], [15]         | Comparison among Fog computing, cloudlet and mobile edge computing; Fog computing based ITS        | Cloudlets    | Low      | High |
| [2], [15]         | Comparison among Fog computing, cloudlet and mobile edge computing; Fog computing based ITS        | Fog          | Medium   | Low  |
| [2], [15]         | Comparison among Fog computing, cloudlet and mobile edge computing; Fog computing based ITS        | MEC          | High     | High |
| [1], [39]         | SDN security and network issues                                                                     | SDN          | High     | Low  |

- **Blockchain technology**: Bitcoin is based on the blockchain [69]. A blockchain is a publicly viewable database that strings the benefits, services, current works, security, and use cases for SDN-VANET into a sequence of blocks in the block headers using cryptographic hashing. These blocks include multiple-user transactions, and each new block is assigned to a different miner. The miner may be selected using the unanimity approach. Only a few designated parties are required to maintain a flawless blockchain [70].
Users may keep track of their transactions using this method.

- **5G-enabled vehicular network:** V2X communication is well-suited to cellular technology. In response to growing problems and expectations, projects and industries have incorporated 5G technology for in-vehicle networks [71], primarily to improve performance [72]. First, vehicles can swiftly join or leave a network due to their high mobility and uneven distribution, and vehicle links are often joined and detached; as a result, timely network topology updates are critical to 5G-operations. The 5G or higher VANET latency standards exacerbate these problems by requiring a more consistent connection quality. When high-density vehicles interface directly with the BS or RSU during peak hours, a substantial amount of concurrent V2I communication can occur in emerging technologies for 5G-enabled vehicular networks. 5G-enabled car network technology is currently in development. Due to extremely high signaling overhead, the chance of an outage is considerable. Because of their diversified and inflexible cellular network design, multiple access networks and vendor-specific devices have created another hurdle to 5G-VANET. 5G is projected to employ a heterogeneous network (HetNet) design because of the unavoidable network diversification caused by high data rates and the combined usage of several wireless technologies. Moreover, while 5G technology is built to achieve “high capacity, huge bandwidth, large connections, low latency, and low power consumption,” vendor-specific hardware and protocols make dynamically adjusting network operations challenging and costly for operators as future 5G networks become more sophisticated. We studied the required services that are currently being used in different emerging technologies. In addition, we present a summary in terms of methods used while implementing VANET infrastructure in Table 6.

**VIII. OPEN ISSUES FOR FUTURE VANETS**

For future VANET development, several problems and issues must be addressed as follows:

- **Low-latency and real-time application:** For real-time applications of future VANETs, reduced latency will be crucial. Future VANETs should offer real-time, low-latency applications such as security warnings.
- **High bandwidth:** High-definition video streaming, as well as other forms of entertainment and convenience, will be in high demand in the future. In addition, traffic apps like 3D maps and navigation systems require frequent automatic updates.
- **Connectivity:** Reliable synchronization between linked automobiles will be necessary to satisfy the high communication demands of future VANETs. Vehicles that are connected or self-driving should maintain a constant and efficient connection with fog devices, and they should be able to prevent communication channel propagation problems.
- **Deployment of Network Elements:** When a network has a sufficient number of nodes, its performance improves on a large scale. Because network equipment deployment is expensive, it is vital to have the correct number of network parts up and running as quickly as feasible. The greatest difficulty is choosing a suitable location that will maximize the effectiveness of vehicle networks [96]. Costs must also be kept to a minimum, and edge servers and SRSUs should be placed where available resources can be efficiently managed. More servers should be placed in congested areas because of the various traffic distribution in the urban environment. The reception time of servers sending messages to other nodes can be lowered considerably by connecting the infrastructure through fewer hops. As a result, an ideal model must be established to identify the smallest number of edge servers and SRSUs that must be installed while retaining service quality [97].
- **Forwarded Routing and Switching Technologies:** Vehicles are always moving and must make quick decisions regarding their next step. As a result, depending on traffic and public transit data, predicting which exact car would receive services from which base station or edge server is difficult. Despite several methodologies being used to address this issue, it remains an open topic. When a vehicle switches from one edge server to another, the services it previously used are transmitted to the new edge server [98].
- **Utilized Mobility Models:** In the past, sensor network models assumed that the environment remained static. Ad hoc networks, on the other hand, are designed for users with limited mobility due to laptops and mobile devices. By contrast, mobility is a given for vehicle networks. Vehicle mobility patterns are closely connected. Each automobile on the road has a constantly changing set of neighbors, some of whom it has never met before and is extremely unlikely to meet again. Because of the constantly changing nature of vehicle dynamics, reputation-based solutions may be ineffective. Rating different automobiles based on the reliability of their reports is unlikely to be advantageous; that is, any particular vehicle may not be able to gather sufficient information from another vehicle to make an educated decision about that vehicle. We could not test protocols that require sender-receiver touch since any two automobiles are in communication range for only a few seconds. To provide data on actual vehicular behavior, such as vehicle speed, reputation prediction, and dispersion in both space and time, a more complex mobility model is necessary [99].
- **Content Caching:** Content caching techniques that may be employed in VEC include prefetching and cooperative caching. The cache may also contain information the vehicles have not requested but may obtain through
TABLE 6. A comparative study of focused methods among available technologies.

| Reference | Focused Method |
|-----------|----------------|
| [8], [14] | – SDN supporting controller architecture  
|           | – Fog computing with conventional VANET and safety messages in VANETs |
| [13], [69] | – Operational SDN testbeds  
|           | – Fog computing with conventional VANET |
| [12], [77] | – DSRC and C2C-CC integrated with IoV  
|           | – BDA with bibliometric methods in different functional management domains |
| [77], [78] | – Spark and SQL style processing architecture  
|           | – Paradigm of SiOT |
| [21], [26] | – SiIoT-RIMM  
|           | – Computation-Intensive Graph Jobs Over Vehicular Clouds |
| [24], [79] | – Big Data integrated with blockchain  
|           | – IoV routing protocol |
| [80], [81] | – Anticipatory Mobility Management  
|           | – Content sharing-oriented matching algorithm |
| [82], [83] | – Geo-Located Mobile Social Media  
|           | – Architecture for SiOT |
| [84], [85] | – Big data processing in a real-time/near real-time  
|           | – IoV for real-time traffic data analysis |
| [16], [86] | – Strategies towards cloud computing  
|           | – Big Data and HCI |
| [18], [87] | – Offloading Social Media Services in Industrial Cognitive IoV  
|           | – IoV with HCI |
| [88], [89] | – Big Data-Driven TV Ecosystem  
|           | – Dynamic adaptation of SiIoV |
| [16], [90] | – WSAN in IoT  
|           | – Load balancing strategy |
| [91], [92] | – LoRa for future IoV  
|           | – Service-Oriented SiOT |

their wireless connection. It may be advantageous for automobiles to store and send nonrequested items (e.g., alarms generated in case of trouble). Furthermore, caching techniques that allow for the most efficient temporal and spatial scope of vehicle material still have gaps [100]. The cache can be maintained by caching-in and caching-out items outside their geographic scope (for example, emergency signals on the other side of the country but inside the relevant region) and old content (e.g., traffic congestion information on a highway from an hour in the past.).

- **Security Endurance**: Vehicle networks’ flexibility and lack of rigidity have generated worries about data security and privacy, with authentication security being the most challenging issue. There is a risk of compromised security and privacy since nodes act as access points to hybrid clouds, which contain both edge nodes and the central cloud. A hacker with access to any edge node can send messages and instructions that are not permitted. Furthermore, if the network is compromised, users’ privacy may be threatened since hackers may gain access to their personal information. However, because of the rapid proliferation of vehicular edge networks, various security vulnerabilities are expected. More dynamic frameworks are required to correctly encrypt data, to ensure that security and privacy are not jeopardized, thereby making edge computing safer [96].

- **Smart Vehicular Network Layer**: Smart cars require optimal connectivity as they progress toward self-driving capabilities. As a result, the most important aspect in the development of smart cities and intelligent transportation systems is the expansion of vehicle networks [101]. Automotive networks are expected to support high-end applications, including enhanced
traffic efficiency, autonomous driving, and continuous Internet access. Autonomous vehicles are gaining popularity around the world, leading to a recent revolution in the automobile industry. However, despite having developed fully autonomous automobiles, significant challenges remain, including security, dependability, and privacy. This is especially true in the case of self-driving cars, which are subject to a range of security threats; for example, a single virus attack might cause a plethora of problems [102].

- **Augmented Reality**: AR is a multimedia application in development that seamlessly blends real-world scenes into virtual scenes and superimposes virtual scenes over real-world scenes to augment standard real-image information. This technology can assist drivers in being more aware of nearby automobiles and pedestrians. In addition, the heads-up display decreases driver distractions [103], thereby improving driving safety. The usage of augmented reality (AR) content with a heads-up-display (HUD) navigation system has been examined. Similarly, the safety and convenience of a HUD-based navigation system have been explored. Recently, a walk navigation program was developed using AR technology to operate an automobile navigation system utilizing a camera and GPS. This technique is helpful since it directs the car down a virtual path. Without endangering safety, the driver can utilize real-time navigation to monitor his or her driving circumstances [104].

- **Vehicular Edge Computing** (VEC): This type of networking relies on a logically centralized network control layer. It helps in constructing a dependable resource management and traffic control system. An SDN-oriented network provides flexible

---

**TABLE 7. Comparative study of IoV, BigData, SiIoT, Fog computing, and SDN in terms of VANET key features (Part-I).**

| Ref. | Key features | IoV | Big Data | SiIoT | Fog | SDN |
|------|--------------|-----|----------|-------|-----|-----|
| [8], [14], [77], [8], [13], [69] | Proposed introduced by John Mashey, the chief scientist at Silicon Graphics in the 1990s, or Roger Mougalas | N/A | In 2005, Cisco, Princeton, Open Networking Foundation (ONF) | N/A | Cisco in Aug. 2012 | N/A |
| [8], [13], [16] | Industry organizations | N/A | N/A | N/A | Open Fog Consortium | Open Networking Foundation (ONF), Cisco |
| [12], [13], [69] | Inspiration | To support vehicular communications, (DSRC) and (C2C-CC) | Predictive analytics, User behavior analytics, or certain other advanced data analytics | To solve the extremely high complexity of the IoT environments | DIC as stepping stone towards 5G mobile networks | Server virtualization, and the advent of cloud services |
| [13], [78], [79] | Architecture framework | Distributed Layer architecture | Yes, Hadoop and Spark | Object and gateway | Yes | Yes |
| [21], [26], [78] | Geo-distributed | Yes | Yes | Yes | Yes | Yes |
| [13], [24], [79] | Network AS | Centralized, decentralized, and hybrid panels | Centralized and Decentralized | Decentralized | Decentralized | Centralized and Decentralized |
| [13], [80], [81] | Low latency or jitter | Yes | Yes | Yes | Yes | Yes |
| [6], [82], [83] | Geo-mobility support for applications on device | Yes | Yes | Yes | Yes | Yes |
| [84], [83], [93] | Near real-time interaction | Yes | Yes | Yes | Yes | Yes |
programmability. [105], and network knowledge. For services that are sensitive and require real-time analysis, edge/fog computing paired with SDN can reduce latency problems. This link can also aid in the effective administration and delivery of network services [106].

- **Fog-Edge Resource Allocation Network (FeRAN):** An edge server must have sufficient resources to transfer services from a source node to a destination node. When a substantial number of user requests occur simultaneously, an edge node’s collection of resources is insufficient, and it may become overloaded; this results in degraded performance, for example, during peak traffic. One study concentrated on management methods at each edge node (fog node) [11], to enable FeRANs to implement channel resource management. The service quality has improved, in terms of real-time vehicular services, fog resource reserves, and reallocation. Our method enhances the on-hop probability for real-time vehicular services, even when the fog resource is loaded [107].

We investigate different types of key features in terms of VANET technologies in Tables 7 and 8 while identifying the attributes that face challenges during deployment periods. Moreover, the types of obstacles and problems that need to be addressed for future development purposes are depicted.

### IX. CONCLUSION

The VANET is a needed feature for intelligent automobiles. However, significant improvements, changes, and technology developments have transferred VANET communication patterns away from traditional means. In these current challenging times to keep pace with technology trends, VANETs must facilitate evolving and emerging pattern prototypes and issues. For future VANETs and problems related to ITS (intelligent transport systems), utilizing emerging technologies is a suitable option for VANET research and legacy continuity. This path also represents a new direction for young researchers to improve VANET communication patterns, ethical accessions, high performance data delivery, and much more. In this review paper, we have introduced the most recent technologies for VANET upgrading and developments to overcome issues in future VANET research. We have introduced VANET through the perspective of SDN, fog computing, SIoT, IoV aerial extension usage, IoV aware big data intelligence, big data protocol intelligence, big data application-aware strategies, and big data reliability managements for V2V, V2X, and MEC mechanisms. These perspectives of future VANET research, upgrading, and developments represent promising outputs. This paper presents an organization chart depicting the emerging VANET platforms. Additionally, this paper considers future VANET research and developments in terms of emerging technologies, obstacles, issues alleviation,
and on-demand technology. Finally, this paper supports the combination of VANET and evolving technologies for future VANET researcher and technology entrepreneurs.
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