Abstract We evaluate how country-level entrepreneurship—measured via the national system of entrepreneurship—triggers total factor productivity (TFP) by increasing the effects of Kirznerian and Schumpeterian entrepreneurship. Using a database for 45 developed and developing countries during 2002–2013, we employ non-parametric techniques to build a world technology frontier and compute TFP estimates. The results of the common factor models reveal that the national system of entrepreneurship is a relevant conduit of TFP, and that this effect is heterogeneous across countries. Policies supporting Kirznerian entrepreneurship—e.g., increased business formation rates—may promote the creation of low value-adding businesses which is not associated with higher TFP rates. Policy interventions targeting Schumpeterian entrepreneurship objectives—e.g., innovative entrepreneurship and the development of new technologies—are conducive to technical change by promoting upward shifts in the countries’ production function and, consequently, productivity growth.

Keywords National system of entrepreneurship · Total factor productivity · Technical change · Parameter heterogeneity · Common factor model · International

1 Introduction

What explains the large disparities in productivity across economies? Furthermore, to what extent can these productivity gaps be explained by reasons other than the countries’ factor endowments? Productivity growth—for example, resulting from enhanced resource allocation policies or technological advances—has been invoked as a critical component of economic development (Acemoglu and Zilibotti 2001; Barro 1991). Echoing the seminal work by Solow (1957), economists have devoted a great deal of effort to evaluating the sources of productivity growth between and within countries over time. Prior studies have documented significant differences in total factor productivity (TFP) across economies (e.g., Caselli and Coleman II 2006; Griffith et al. 2004; Kumar and Russell 2002). Various reasons have been proposed to explain productivity discrepancies at country level, including slow diffusion of technology or
barriers to technology transfer (Barro and Sala-i-Martin 1997; Mankiw et al. 1992; Parente and Prescott 1994), differences in endogenous technical change associated with the limited access to technological knowledge and human capital (Lucas 1988; Prescott 1998; Romer 1990; Young 1998), or underdeveloped financial markets (Moll 2014).

This literature often assumes that commercialization and diffusion are more or less costless and autonomous processes. What is frequently overlooked is the empirically well-established heterogeneity in the quality and quantity of entrepreneurship across countries as well as the arguably large differences in terms of resource exploitation across economies. Both aspects can be linked to the quality of the entrepreneurial ecosystem.

Following the seminal contribution of Schumpeter (1934), in this study we evaluate the role of entrepreneurship on the economic performance of countries. This is the core of our analysis. Positioning our work in the emerging literature dealing with the connection between entrepreneurship and economic growth (Acs et al. 2014; Atkinson and Lind 2018; Baumol and Strom 2007; Lafuente et al. 2016; Prieger et al. 2016), we argue that, besides the differences in technology and the allocation of production factors (i.e., capital and labor), the national system of entrepreneurship—i.e., the institutional setting backing entrepreneurship at country level—plays a decisive role in shaping TFP across countries. More concretely, we evaluate if the national system of entrepreneurship is conducive to productivity growth by enabling and enhancing different types of entrepreneurship which we link to different sources of productivity growth.

Underlying our approach to the relationship between country-level entrepreneurship and productivity are three elements that constitute the cornerstones upon which we built the study. The first critical aspect deals with the definition of entrepreneurship at the country level. Entrepreneurship is an attractive concept that has been analyzed mostly from the perspective of the individual (Acs et al. 2016). At the national level, entrepreneurship is much more than mere business formation rates and its operationalization should incorporate the regulating effect of context-related factors on individual actions (Acs et al. 2014). Countries cover a range of different institutional settings (Acemoglu et al. 2005), which suggests that entrepreneurial entry decisions are governed by complex interactions. Thus, a systemic approach to entrepreneurship seems appropriate to obtain a more realistic picture of country-level entrepreneurship and its effects on TFP. Therefore, we adopt the concept of the “national system of entrepreneurship” developed by Acs et al. (2014). The national system of entrepreneurship provides a richer framework that contributes to better understand how entrepreneurship fuels national productivity through innovation and a more efficient allocation of resources to the economy (Acs et al. 2014; Lafuente et al. 2016).

Entrepreneurship is not only heterogeneous between countries but also in terms of its effects on TFP. Thus, the second cornerstone of our study distinguishes between the effects on TFP of Kirznerian and Schumpeterian entrepreneurship. By scrutinizing how the national system of entrepreneurship triggers different sources of TFP growth, we can assess if a healthy entrepreneurial ecosystem yields to a more efficient mobilization of resources and exploitation of available opportunities—a process that we link to Kirznerian entrepreneurship (Kirzner 1973, p. 74)—and, consequently, to higher output levels. Also, our analysis allows us to evaluate whether the national system of entrepreneurship enhances the role of the entrepreneurs responsible for the “creative destruction” (Aghion and Howitt 1992; Schumpeter 1934) on productivity by introducing “new combinations” that lead to create new products (or produce old products in new ways) and to enhance production methods (Schumpeter 1934, p. 66). These innovations shift technology curves that translate in higher rates of technical change (Kirzner 1973, p. 81).

The distinction between Kirznerian and Schumpeterian entrepreneurship pushes us to rethink the way we establish the link between entrepreneurship and TFP. The third key element of this study—closely related to the second one—therefore deals with the computation of total factor productivity and the modeling of the relationship between entrepreneurship and TFP. Building on Solow’s standard model (Solow 1957) and subsequent contributions by, among others, Barro (1991) and Mankiw et al. (1992), underlying most research is the assumption of a homogeneous set of benchmark economies common to all countries. In this tradition, research emphasizes production variations across countries (between variation) and

\[1\] The Romer (1990) and Grossman and Helpman (1991) expanding variety models are in that sense more Schumpeterian in nature. In these models, the introduction of new ideas erodes the profitability of the incumbent businesses. Also, the creative destruction process is not explicit in these models as they do not incorporate the possibility of business exit.
implicitly assumes that processes and policies driving input utilization are homogeneous in developed and underdeveloped countries, and that the latter group of economies have the potential to reach the input exploitation level of the former group to achieve similar development levels (see, e.g., Caselli and Coleman II 2006; Griffith et al. 2004). Nevertheless, development is more than benchmarking the record of other more developed peers. The production technology of countries is heterogeneous and besides the analysis of productive differences between countries, our analysis focuses on the evolutionary path of countries’ TFP over time (within variation).

To accurately model countries’ TFP and capture the effects of Kirznerian and Schumpeterian entrepreneurship on productivity, we employ non-parametric techniques to compute TFP measures based on observed input–output vectors without imposing any restriction on the functional form (Färe et al. 1994; Kumar and Russell 2002). Besides generating country-specific TFP variables, this approach allows us to separate the effect of changes in the countries’ position relative to the technology frontier from the shifts of the world frontier. We can then evaluate if the national system of entrepreneurship promotes Kirznerian entrepreneurship by helping economies to move closer to the technology frontier. Also, we can test if the national system of entrepreneurship is more conducive to technical change by increasing the effect of disruptive technologies—which we link to Schumpeterian entrepreneurship—on TFP.

By using common factor models (Kapetanios et al. 2011; Pesaran 2006), our econometric strategy allows us to generate estimators that accommodate the interplay of endogeneity arising from common factors and panel heterogeneity to provide evidence on the role of the national system of entrepreneurship in explaining TFP variations across countries and across time. Also, the proposed common factor approach is particularly suitable to analyze how country-level entrepreneurship has a differentiating effect on TFP across economies in the presence of cross-sectional correlations (Pesaran 2006), which are typical in macro panels and may arise from common shocks—such as the global crisis of 2007–2008—or more local time-varying or fixed effects (e.g., policy development or cultural differences). Results corroborate that the quality of the national system of entrepreneurship is positively associated with changes in TFP at the country level. Our findings reveal that the effect of the entrepreneurial ecosystem on TFP exclusively originates from the capacity of the former to promote Schumpeterian entrepreneurship that translates into upward shifts of the countries’ production function (technical progress). On the contrary, the entrepreneurial ecosystem does not contribute to efficiency changes that move a country closer to the global technology frontier.

The following section presents the theory that underpins this work. Section 3 describes the data and the methodological approach. Section 4 presents the results. The discussion and implications are offered in Section 5, while Section 6 concludes.

2 Background theory

2.1 Kirznerian and Schumpeterian entrepreneurship

In the economic literature, there are two dominant approaches dealing with the role of entrepreneurship on national performance, namely Kirznerian and Schumpeterian entrepreneurship. The first approach theorizing the role of entrepreneurship comes from the work of “Austrian” economists such as Von Mises, Hayek, and Kirzner. This approach underlines the relevance of market processes over economic equilibrium analysis. Kirzner (1973, 1997) emphasized the function of entrepreneurship as a market discovery process in which entrepreneurs—defined as “entrepreneurially alert” individuals—discover and exploit failures in the market pricing mechanisms by reacting to others’ competitive actions (Kirzner 1997, p. 71). All entrepreneurs—productive and unproductive—fall in the conception of entrepreneurship proposed by Kirzner, and these entrepreneurs create market profits by using available technologies in the context of the existing production function. Instead of the creation of new opportunities that may shift the country’s production function, Kirznerian entrepreneurship primarily focuses on the identification and exploitation of existing business opportunities under given technology restrictions (Kirzner 1973, p. 74). Thus, the contribution of Kirznerian entrepreneurship to national performance mostly comes from enhanced market efficiency. That is, the efficient mobilization and allocation of resources to achieve superior output levels. In this case, Kirznerian entrepreneurship helps economies to move closer to equilibrium under the best technology frontier available.

The second approach is rooted in the Schumpeterian system (Schumpeter 1934) that stresses how disruptive entrepreneurs introduce new input combinations and products into the market that may promote upward shifts
in the countries’ production function. Under this line of thought, entrepreneurship is a critical factor that sparks economic development by creating disequilibrium. Due to the close connection between the entrepreneurial function and disruptive innovations, Schumpeterian entrepreneurs should not be confused with business owners or self-employed, in general. For Schumpeter, entrepreneurs introduce radical innovations to the market that create new combinations of inputs and outputs (Schumpeter 1934, p. 66). Within the Schumpeterian system, entrepreneurship is a special economic function, not a statistical category. Entrepreneurs then primarily spark economic development by promoting innovations that result in the shift of production curves (Kirzner 1973, p. 81). Schumpeterian entrepreneurship—which constitutes the driving force of innovation—will materialize in upward shifts of the technology frontier—i.e., technical change—if the institutional mechanisms governing the selection and commercialization of knowledge by entrepreneurs promote such behavior and ensure they are and remain profitable.

Both the Kirznerian and Schumpeterian function are conducive to higher productivity levels in the aggregate (given/more output for less/given input), and confounding these functions may well obscure the true effects of entrepreneurship on TFP. For example, let us consider the case of the commercialization of semiconductors. This technological development—which is a clear act of Schumpeterian entrepreneurship—generated productivity effects rippling from Silicon Valley to the rest of the USA and throughout the world in ways one could never imagine to be traced back to the quality of the Silicon Valley’s entrepreneurial ecosystem. This technological advance is a relevant component of technical change in the USA that contributed to improve many production processes and develop a wide array of consumer goods. However, the speed at which other countries absorbed this new technology once it was made available (technology diffusion or catch-up effect) most likely depended on how the local entrepreneurial ecosystem contributed to the effective exploitation of the new market opportunities (Kirznerian entrepreneurship).

Figure 1 illustrates the effect of both types of entrepreneurship on national performance. The figure shows a standard production frontier (W) in which one output (y)—e.g., GDP per worker (y = Y/L)—is produced by two inputs: capital (K) and labor (L). The described technology in the figure represents the maximum output that can be produced for given input levels.

Following our argument line, Kirznerian entrepreneurship will contribute to national performance if entrepreneurs adopt existing technologies and/or efficiently (re)allocate resources in the economy. Countries can at any time operate below their maximum efficiency level (Griffith et al. 2004) and for a fictitious economy (C) Kirznerian entrepreneurship would translate in higher efficiency levels if, as a result of the exploitation of market opportunities, the country moves closer to the technology frontier in subsequent periods (Ct+1). The effect of Kirznerian entrepreneurship on TFP is closely related to the catch-up effect (convergence) analyzed from an economic perspective by, among others, Färe et al. (1994) and Kumar and Russell (2002). Given that efficiency cannot be pushed beyond 100%, however, this source of TFP growth runs into strong diminishing returns and eventually cannot explain GDP growth in the long run.

Alternatively, the productivity of countries may be shaped by actions linked to the development of innovations that expand the countries’ production possibilities set via technical change. Literature addressing the role of technical change on productivity includes, among others, the work by Romer (1990), Acemoglu and Zilibotti (2001), Acemoglu (2002), and Caselli and Coleman II (2006).

It should be kept in mind that Schumpeter (1934, 1947) noted that entrepreneurship is potentially conducive to technical change. For Schumpeter, the entrepreneurship function is strictly linked to the introduction of new combinations, often faced with fierce resistance from established actors (Schumpeter 1947, p. 152). The full implementation of disruptive technologies—referred to as “the carrying out of new combination” by Schumpeter (1934, p. 66)—in the economy helps to create new value-adding combinations of inputs that enhance the countries’ productive capacity. In this case, such innovative entrepreneurship will be beneficial to the economy (country “S” in Fig. 1) if we observe an upward shift in the country’s technology function between two periods (in Fig. 1—from S to S+1), that is, Schumpeterian entrepreneurship contributes to technical change. Therefore, in the long run, the ultimate source of productivity growth is Schumpeterian entrepreneurship which, for example, can be fueled by knowledge generation processes (Romer 1990). In the short run, however, Kirznerian entrepreneurship may be more beneficial and effective in improving countries’ efficiency level by reducing the countries’ distance to the technology frontier. This may be especially relevant for developing countries.
At this point, it is worth noting that the notion that entrepreneurship is good for the economy is widely accepted among economists (see, e.g., Acs and Audretsch 1988; Parker 2009); however, the debate on how to accurately measure entrepreneurship at the country level is still open. Entrepreneurship as a national phenomenon is much more than the mere rate of business formation, and it should embrace the capacity of the entrepreneurial activity to dynamically optimize the allocation of resources in the economy (Acs et al. 2014; Lafuente et al. 2018). Regardless of the level of economic development, the rate of business formation is heterogeneous across economies. This suggests that complex interactions govern the economic effects of the business formation rate, which is often considered a measure of country-level entrepreneurship. Thus, a systemic approach to country-level entrepreneurship seems appropriate to obtain a more holistic picture of entrepreneurship at the country level and its effects on total factor productivity.

From the perspective of the national system of entrepreneurship (Acs et al. 2014), the essential aspect of entrepreneurship is not the number of new businesses created in the economy, but how entrepreneurial activity contributes to channel resources to the economy. By connecting the quality of countries’ entrepreneurial ecosystem to its different sources of productivity change (operating efficiency and technical change), we can gauge the relative importance of Kirznerian and Schumpeterian entrepreneurship for TFP.

2.2 Decomposing country-level total factor productivity

A relevant question in macroeconomics is how to accurately describe the relationship between inputs and outputs—i.e., the aggregate production function—at the country level. Following the discussion in Section 2.1, in this section we present a simple decomposition of total factor productivity that is consistent with our objective of identifying two different sources of productivity growth, namely efficiency changes (that we loosely link to Kirznerian entrepreneurship) and technical change (that we loosely link to Schumpeterian entrepreneurship). Most research addresses this issue by employing the standard Solow–Swan model:

\[ Y = K^{\alpha} (AL)^{1-\alpha} \] (1)

where \( Y \) denotes gross domestic product, \( K \) is physical capital, \( L \) is labor, \( 0 < \alpha < 1 \) is the output elasticity of capital, and \( A \) is an index of labor augmenting productivity. The production function in (1) is allowed to vary across countries via the total factor productivity (TFP) term \( A^{1-\alpha} \).

Additionally, the term \( A \) can be expressed as \( A = E \times W \), where \( W \geq 0 \) is the current state of technology, often linked to longitudinal technical change (TC) (Caselli and Coleman II 2006), and \( 0 \leq E \leq 1 \) is the country’s inefficiency level with respect to the global technology frontier. The change in efficiency over time will be represented by \( EC \).

It should be highlighted that our approach to TFP implicitly assumes that productivity changes result from efficiency changes (\( EC \geq 0 \)) and from technical change (\( TC \geq 0 \)).

By allowing for the possibility that efficiency changes and technical change drive TFP over time, our model attributes productivity growth to genuine technical progress associated with innovation development (Schumpeterian entrepreneurship) and to efficiency changes that we connect to the capacity of countries to improve input utilization and exploitation for a given state of technology (Kirznerian entrepreneurship). Therefore, a model that allows for inefficiency permits the accurate analysis of the role of both Kirznerian and Schumpeterian entrepreneurship on country-specific productivity changes.

We can use the described production function to directly derive total factor productivity (TFP) as follows:

\[ Y(t) = K(t)^{\alpha} [E(t) \times W(t) \times L(t)]^{1-\alpha} \] (2)

\[ TFP = \frac{Y(t)}{K(t)^{\alpha} L(t)} = [E(t) \times W(t)]^{1-\alpha} \] (3)

Similar to prior economic work (e.g., Caselli and Coleman II 2006; Eberhardt et al. 2013; Griffith et al. 2004), note that in Eq. (3) productivity is defined as the
ratio between output (GDP) and measured inputs (in our case, capital and labor), and the production technology is assumed to exhibit constant returns to scale. These properties are included in the non-parametric model used to compute countries’ TFP (for applications with a similar TFP specification, see the work by Färe et al. 1994 and Kumar and Russell 2002). Details on the computation of the TFP variable are presented in Section 3.2.

Additionally, Eq. (3) shows that TFP is explained by efficiency level (E) and the state of the technology (W). In line with our arguments in Section 2.1, both efficiency change \( (EC = \dot{E}(t)/E(t)) \) and technical change \( (TC = \dot{W}(t)/W(t)) \) are modeled as functions of Kirznerian and Schumpeterian entrepreneurship, respectively (a dot over the variable indicates the time derivative).

This is the core innovation in our study. By decomposing TFP changes into efficiency change (EC) and technical change (TC), our contribution relies on the analysis of how entrepreneurship—measured by the national system of entrepreneurship—acts as a conduit of different sources of productivity growth that we link to Kirznerian and Schumpeterian entrepreneurship.

### 3 Data, estimation strategy, and time-series properties

#### 3.1 Data

The data used in this study come from two sources of information. First, macroeconomic data for the analyzed countries was obtained from the International Financial Statistics available from the International Monetary Fund (IMF) datasets. Second, variables related to the country’s demographic, educational, and economic conditions, as well as to the entrepreneurial activity used to estimate the Global Entrepreneurship Index (GEI), were obtained from different sources, including the Global Entrepreneurship Monitor (GEM) adult population surveys, the Global Competitiveness Index (GCI), and the Doing Business Index.

We compute TFP growth and its components on a sample of 45 economies at all stages of development over the period 2002–2013. Given our interest in evaluating productivity patterns at the world scale, we work with an unbalanced panel so that the final analyzed sample comprises 448 country–year observations. The group of analyzed countries (see Table 8 of the Appendix) includes 25 European countries (Belgium, Bosnia and Herzegovina, Croatia, Denmark, Finland, France, Germany, Greece, Hungary, Iceland, Ireland, Israel, Italy, Latvia, Macedonia, Netherlands, Norway, Romania, Russia, Slovenia, Spain, Sweden, Switzerland, Turkey, and UK), 11 American countries, including both North America and Latin America as well as the Caribbean islands (Argentina, Brazil, Chile, Colombia, Ecuador, Jamaica, Mexico, Peru, USA, Uruguay, and Venezuela), seven Asian economies (six countries—China, Iran, Japan, South Korea, Malaysia, and Singapore—and one territory (special administrative region), namely Hong Kong), one African country (South Africa), and one Oceania economy (Australia).

According to the figures made available by the IMF, for 2013 our sample of 45 countries represents 71.59% of the world’s economic output, in terms of GDP.

#### 3.2 The dependent variable: total factor productivity

The approach adopted in this study to construct the world production frontier and associated inefficiency levels of each analyzed economy is non-parametric. When dealing with multiple inputs yielding multiple outputs, the efficiency literature often makes use of data envelopment analysis (DEA) frontier methods (Cooper et al. 2011). This data-driven method approximates the true technology through linear programming without imposing any restrictions on the sample distribution (Grifell-Tatjé and Lovell 2015). DEA models yield a production possibilities set where efficient units—in our case, countries—positioned on the efficient surface shape the frontier. For the rest of the countries, the DEA computes an inefficiency score indicating the countries’ distance to the best practice frontier. The fundamental technological assumption of our DEA model is that, in a focal period \( t \), countries \( i \) use two inputs \( (\mathbf{x}) \)—capital \( (K) \) and labor \( (L) \)—to produce one output, namely gross domestic product (GDP); and that this input–output set forms the technology \( (W) \): \( W = \{ (\mathbf{x}, \text{GDP}, t) : \mathbf{x} \text{ can produce GDP at time } t \} \). Our technology design is in line with previous studies evaluating country-level productivity (see, e.g., Boussemart et al. 2003; Färe et al. 1994; Kumar and Russell 2002; Lafuente et al. 2016).

Concerning the variables used to build the technology frontier, the GDP is expressed at 2011 prices in billions of PPP international dollars. Labor is measured as the country’s number of employees (expressed in millions of workers). Similar to prior studies (Caselli
and Coleman II 2006; Kumar and Russell 2002), capital is defined as the private capital stock which is computed through the perpetual-inventory method. This variable is expressed at 2011 prices in billions of PPP international dollars. Table 1 presents the descriptive statistics for the input–output set.

The technology (W) is modeled for each country (i) in the sample (N) via an output distance function

\[
D'(x', \text{GDP}') = \min(\theta > 0 : (x', \text{GDP}'/\theta) \in W') = (\sup(\theta > 0 : (x', \theta \text{GDP}') \in W'))^{-1}.
\]

The drawn technology exhibits constant returns to scale, is homogeneous of degree + 1, and is convex in the output (GDP). The following linear program models the described technology and computes, for each country (i) and each period (t), the output distance function (\(D'(x', \text{GDP}')\)):

\[
(D'(x', \text{GDP}')^{-1} = \max_{\theta_i} \text{subject to } \sum_{i=1}^{N} \lambda_i \text{GDP}'_i \geq \theta_i \text{GDP}_i \quad i = 1, \ldots, N \quad (4)
\]

The solution value of \(\theta\) in Eq. (4) is the inefficiency score computed for the country \(i\) at time \(t\). Note that for efficient countries \(\theta = 1\), while for inefficient countries \(\theta > 1\) and \(1 - \theta\) points to the degree of inefficiency. The term \(\lambda_i\) is the intensity weight used to form the linear combinations of the sampled countries (N). It should be kept in mind that the (Shephard) output distance function (\(D'(x', y')\)) is the inverse of the Farrell’s inefficiency score (\(TE = \theta y'/y\)) (Bogetoft and Otto 2011, p. 30). Therefore, in the specific context of the output distance function used in this study, it turns out that \(D'(x', \text{GDP}')\):

\[
\text{GDP}'^{-1} = TE' = \theta y'/y' \forall TE' \geq 1 \quad (Fâre et al. 1994, equation (2) on page 69).
\]

Next, the output distance functions can be used to compute changes in total factor productivity (TFP) through the Malmquist index (\(M()\)). The Malmquist TFP index—first introduced by Malmquist (1953) and formally developed in the pioneering work by Caves et al. (1982)—measures TFP variations between two periods. In a multiple input–output setting, this index reflects changes (progress or regress) in productivity along with changes (progress or regress) of the frontier technology over time. By using output distance functions, the output-oriented Malmquist TFP index (\(M(x'^{t-1}, \text{GDP}'^{t-1}, x', \text{GDP}')\)) is computed for each country (i) on the benchmark technologies in periods \(t - 1\) and \(t\) as follows (Fâre et al. 1989):

\[
M(x'^{t-1}, \text{GDP}'^{t-1}, x', \text{GDP}') = \left[ \frac{D'(x', \text{GDP}')}{D^{t-1}(x'^{t-1}, \text{GDP}'^{t-1})} \right] \times \left[ \frac{D^{-1}(x', \text{GDP}')}{D'(x', \text{GDP}')} \right]^{0.50} \times \left[ \frac{D'^{-1}(x'^{t-1}, \text{GDP}'^{t-1})}{D'^{-1}(x'^{t-1}, \text{GDP}'^{t-1})} \right]^{0.50}
\]

\[
M(x'^{t-1}, \text{GDP}'^{t-1}, x', \text{GDP}') = EC \times TC \quad (5)
\]

In Eq. (5), productivity growth (progress) yields a TFP index greater than unity, while values lower than one point to productivity decline. Analogous interpretations hold for the components of the TFP index. The term inside the first square bracket measures the effect of efficiency changes (EC), that is, whether the efficiency level of a focal country is moving closer (catching-up) or farther from the technology frontier between

| Table 1 | Descriptive statistics for the selected input–output set (period 2002–2013) |
|---------|------------------|--------------|------------|-------------|
| Description | Mean (SD) | Q1 | Median | Q3 |
| Output | | | | |
| Gross domestic product (GDP) | GDP equals the gross value added by country producers plus product taxes and minus subsidies not included in the products’ value | 1327.28 (2708.89) | 172.67 | 372.56 | 1317.60 |
| Inputs | | | | |
| Labor force (L) | The economically active population: people aged between 16 and 65 years who supply labor for the production of goods and services | 38.96 (119.13) | 2.74 | 8.23 | 24.57 |
| Capital stock (K) | Private capital stock in the economy estimated through the perpetual-inventory method | 1823.59 (3494.06) | 190.99 | 515.63 | 1791.03 |

Data was obtained from the IMF databases. Labor is expressed in millions of workers, while monetary values (GDP and capital stock) are expressed at 2011 prices in billions of PPP international dollars.
periods \( t - 1 \) and \( t \). The geometric mean of the term inside the second square bracket captures the effect of technical change (TC), that is, the shift in the country-specific technology function between the two periods. Improvements in the technical-change component are considered to be evidence of innovation (Färe et al. 1994; Kumar and Russell 2002). In line with our theory, we link efficiency changes (EC) to Kirznerian entrepreneurship, while technical change (TC) is associated with the effect of Schumpeterian entrepreneurship.

Table 2 presents the summary statistics of the TFP measure and its components, while Fig. 2 plots the TFP index during the study period. The data reveal that, on average and per year, the analyzed economies experienced a productivity progress of 1.04% between 2003 and 2013 (Fig. 2). The reported productivity growth was mainly driven by efficiency improvements (EC) which were, on average, 0.91% per year. The average yearly rate of technical change (TC) was 0.13%; however, this result is explained by the drastic fall associated with the economic downturn that hit most economies: average technical change was 0.78% during the 2003–2007 period, while the average technical change between 2008 and 2013 was, on average, –0.27% (Table 2).

For illustrative purposes, Fig. 3 displays the empirically constructed global technology frontier for three periods (2005, 2009, and 2013) along with scatterplots of labor productivity and the capital–labor ratio. Because of the large disparities in the input–output values, there would be a poor visual resolution in the figure at low levels of the capital–labor ratio. Thus, to ease the readability of the figure, we only plotted the results for efficient countries on the frontier in each of the selected periods and for three complementary cases (Germany, Singapore, and UK). Three are the main results that can be drawn from Fig. 3. First, two developed economies consistently shape the technology frontier (Norway and USA) in the selected periods, and highly capitalized countries—i.e., high values for the capital–labor ratio—tend to show high output levels. Additionally, the downward shift in the technology reported for 2009, relative to 2005, only confirms the technological degradation that followed the economic downturn that hit most economies after 2008. Technological deterioration may have been caused by efficiency declines linked to poor resource exploitation or by technical regress associated with underutilization or antiquation of available technologies.

Second, at low values of the capital–labor ratio, a group of developing economies is positioned on the frontier (Chile, 2005; China, 2005; Iran, 2009, 2013). Although it may seem puzzling, this result is consistent with the notion that efficient resource utilization is compatible with differences in factor endowments across economies (Caselli and Coleman II 2006; Lafuente et al. 2016). In other words, the presence of developing (undercapitalized) countries on the frontier in a focal year does not necessarily imply that these economies cannot efficiently use their limited resources (Kumar and Russell 2002).

Third, the results in Fig. 3 strongly support that global technical change between 2002 and 2013 has been non-homothetic (non-neutral). Following Solow (1957, p. 312), Hicks-neutral technical change is associated with a constant marginal rate of substitution between inputs that simply increase or decrease the output level.\(^2\) The shift in the global technology is also inconsistent with the Harrod-neutral (labor-dependent) definition of technical change, which is the change in the countries’ output along a constant capital–output path. By comparing the global technology in 2009 and 2013, we note that the greater technological expansion—i.e., technical change—occurred in those areas of the hyperplane characterized by low and mid levels of the capital–labor ratio. For countries positioned in this part of the technology surface, technical change is labor-using (capital-saving). The technology choices of countries are heterogeneous over time, and this result pointing to a non-homothetic technical change is in line with Samuelson and Swamy (1974, p. 592) who argued that “the Santa Claus hypothesis of homotheticity in tastes and in technical change is quite unrealistic.”

In practical terms, various considerations may explain non-homothetic shifts in the production function. Countries will take advantage of technological innovations that optimize the use of locally abundant production factors. It follows that countries better able to introduce technologies that

\(^2\) For Solow (1957), neutral technical change occurs if the marginal rate of substitution (MRS) between two inputs \((x_1, x_2)\) is constant and only increase or decrease the output in period \(t\) and \(t + 1\): \(x_2^{t+1}/x_1^{t+1} = x_2^t/x_1^t\). Mathematically, neutrality can be written as \(d/dtMRS = d/dt(F_1/F_2) = -d/dt(dx_2/dx_1) = 0\), where \(F_1\) and \(F_2\) are the marginal products and \(x_2/x_1\) is held constant. Neutrality implies a homothetic inward shift on the unit isoquant (Binswanger 1974).
match the local conditions of factor markets should show better productivity results than countries that have put less effort in shaping technologies according to the relative availability of production factors. Also, countries have different productive and economic priorities and the successful implementation of technologies in one country might prove itself ineffective in other contexts with different local conditions of factor markets. This technology heterogeneity is a central aspect of our empirical design as we motivate below in Section 3.4.

### 3.3 Independent variables

**National system of entrepreneurship (NSE)** To achieve the core objective of this study—the analysis of the relationship between productivity and country level entrepreneurship—we need a good proxy for the quality of the entrepreneurial ecosystem at the national level. We use the Global Entrepreneurship Index (GEI), developed by Acs et al. (2014), to capture the multidimensional nature of the National System of Entrepreneurship. The GEI measures the dynamic and institutionally embedded interaction between entrepreneurial attitudes, entrepreneurial abilities, and entrepreneurial aspirations by individuals, which drive resource allocation through new business venturing (Acs et al. 2014). The GEI, which ranges between 0 and 100, is built on 14 pillars which result from 14 individual-level variables properly matched with selected institutional variables related to the country’s entrepreneurship ecosystem.

The novelty of the GEI lies on the systemic view of countries’ entrepreneurship in which the harmonization (configuration) of the analyzed pillars through the penalty for bottleneck (PFB) determines the country’s systems of entrepreneurship (Acs et al. 2014). Through the PFB method, the system performance is mainly determined by the weakest element (bottleneck) in the system. The magnitude of the country-specific penalty depends on the absolute difference between each pillar and the weakest pillar. Also, pillars cannot be fully substituted through the PFB method.

### Table 2 Productivity results (TFP) and its components (Eq. (5))

|                | Mean   | SD    | Mean   | SD    | Mean   | SD    | Observations |
|----------------|--------|-------|--------|-------|--------|-------|--------------|
| 2003           | 1.0158 | 0.0256| 1.0040 | 0.0210| 1.0117 | 0.0114| 26           |
| 2004           | 1.0302 | 0.0417| 1.0099 | 0.0352| 1.0201 | 0.0153| 28           |
| 2005           | 1.0155 | 0.0279| 1.0001 | 0.0165| 1.0154 | 0.0272| 28           |
| 2006           | 1.0179 | 0.0281| 1.0009 | 0.0170| 1.0169 | 0.0252| 31           |
| 2007           | 1.0212 | 0.0393| 1.0431 | 0.0566| 0.9791 | 0.0378| 34           |
| 2008           | 1.0024 | 0.0390| 1.0441 | 0.0466| 0.9600 | 0.0303| 35           |
| 2009           | 0.9722 | 0.0447| 0.9943 | 0.0527| 0.9778 | 0.0306| 42           |
| 2010           | 1.0001 | 0.0397| 0.9833 | 0.0424| 1.0171 | 0.0158| 45           |
| 2011           | 1.0124 | 0.0296| 1.0054 | 0.0296| 1.0070 | 0.0067| 45           |
| 2012           | 1.0183 | 0.0350| 1.0180 | 0.0399| 1.0003 | 0.0136| 44           |
| 2013           | 1.0148 | 0.0217| 1.0030 | 0.0186| 1.0118 | 0.0143| 45           |
| **Total**      | 1.0104 | 0.0373| 1.0091 | 0.0411| 1.0013 | 0.0289| 403          |

![Fig. 2](image_url) Evolution of total factor productivity between 2003 and 2013
i.e., a poorly performing pillar can only be partially compensated by a better performing pillar. More details on the methodology and data used to build the GEI can be found in Acs et al. (2014). Table 3 presents summary statistics and correlations for the variables used in our study.

**Capital-to-labor ratio** Similar to prior economic work evaluating the effect of capital accumulation on TFP (e.g., Eberhardt et al. 2013; Kumar and Russell 2002), our models include the capital-to-labor ratio, defined as the ratio of the capital stock \( \frac{K}{L} \) divided by the number of workers \( L \). Keep in mind that inputs used to compute the TFP values (capital and labor) are introduced individually. Furthermore, in DEA models, more or less of one input or output does not imply higher or lower inefficiency. In this case, the capital-to-labor variable only captures the effect on TFP of movements of this ratio along the isoquant.

**Control variables** We control for country size, access to credit, time, and country-specific time trends in all model specifications. Country size—measured as the log value of the GDP—accounts for potential aggregate scale effects that may positively impact productivity (Melitz and Ottaviano 2008). Schumpeter (1934) stressed that financial intermediaries are crucial agents for technological innovation and economic growth. Therefore, similar to King and Levine (1993), we introduce the ratio of domestic credit to the private sector divided by GDP to measure the capacity of financial systems to channel financial resources that contribute to funding the growth of new and incumbent firms. Finally, fixed-effects models include two sources of time-related heterogeneity. First, we introduce a set of \( (T - 1) \) time dummies to control for year effects linked to unobserved changes in economic and environmental conditions that are common to all countries. Second, similar to Friedberg (1998) and Raphael and Winter-Ebmer (2001), we added country-specific time trends (interaction terms between a time trend and country dummies) to rule out productivity variations caused by country-specific factors that vary over time (Wooldridge 2002, section 11.2). By allowing for country-specific time slopes, we estimate a more flexible fixed-effects model that accounts for country-specific unobserved heterogeneity, time-invariant unobserved factors, and time-varying country-specific effects.

### 3.4 Estimation strategy

In line with the arguments that underpin this study—which propose a relationship between TFP and entrepreneurship at the country level—the model used to test the study propositions empirically has the following form:
Country-level performance_{it} = \beta_0 + \beta_1 \text{GEI}_{it-1} \\
+ \beta_2 \text{Capital–to–labor}_{it-1} \\
+ \beta_3 \text{Controls}_{it-1} + \eta_i + \varepsilon_{it} \tag{6}

The proposed regression models countries’ performance—i.e., TFP, EC, and TC (Eq. (5))—as a function of the national system of entrepreneurship (GEI), the capital-to-labor ratio, and the set of control variables (country size, domestic credit divided by GDP, time, and country-specific time trends). Note that our productivity measures (TFP, EC, and TC) are based on discrete time estimations and, for each country, their values are computed for every adjacent pair of years \((t − 1 \text{ and } t)\). Also, all time-varying independent variables are lagged one period to avoid potential endogeneity related to reverse causality. In Eq. (6) \(\beta_j\) are coefficients for the \(j\)th independent variable, \(\eta\) is the time-invariant effect controlling for country-specific \((i)\) unobserved heterogeneity and that is uncorrelated with parameters, and \(\varepsilon\) is the normally distributed error that varies cross-countries and cross-time \((i)\).

To compute parameters, we follow a strategy based on the use of two estimation methods. First, we employ fixed-effects models to obtain a set of baseline results. By construction, coefficients estimated via fixed effects (and GMM estimation methods) are homogeneous for all countries in the sample (Wooldridge 2002).

Nevertheless, in models like ours—in which we study a group of (heterogeneous) developed and underdeveloped economies using longitudinal data that includes periods of growth and recession—the question often raises as to whether the distorting effect of economic cycles can affect the quality of estimations (Durlauf et al. 2005) or whether regression coefficients remain consistent if technology heterogeneity is allowed.

Thus, in the second stage, we estimate Eq. (6) using the Common Correlated Effects Mean Group (CCEMG) approach proposed by Pesaran (2006). This method accounts for heterogeneous unobserved common factors by introducing cross-section averages for the dependent and independent variables into the model (Pesaran 2006). The common factor model approach is particularly suitable to analyze the determinants of productivity across countries (Bai 2009; Eberhardt and Teal 2013). In the context of this study, the proposed CCE estimator deals with variations in the economic cycle, whether they originate from country-specific effects (e.g., adoption of different policies or local spillovers) common to a small number of economies or from changes in the economic cycle at the global scale with a heterogeneous impact on the study countries (Kapetanios et al. 2011). The CCEMG method accommodates these aspects and yields consistent estimates for the means of heterogeneous slopes that are robust to datasets with a relatively small number of cross-section units \((N)\), cross-section dependence of errors, non-stationary variables that can be co-integrated or not, and in the presence of unobserved common factors or changes in the economic cycle that affect countries’ productivity (Chudik et al. 2011; Pesaran and Tosetti 2011).

Based on Eq. (6), in this study, the CCE mean group model is generated according to the following heterogeneous panel data model:

| Table 3 | Descriptive statistics and bivariate correlations |
|---------|-------------------------------------------------|
|         | Mean | SD  | 1   | 2   | 3   | 4   | 5   | 6   |
| 1 TFP   | 1.0104 | 0.0373 | 1   |     |     |     |     |     |
| 2 Efficiency change (EC) | 1.0091 | 0.0411 | 0.6982 | 1   |     |     |     |     |
| 3 Technical change (TC) | 1.0013 | 0.0289 | 0.3880 | −0.4832 | 1   |     |     |     |
| 4 GEI   | 47.1154 | 17.4517 | 0.1622 | 0.0695 | 0.2031 | 1   |     |     |
| 5 Capital-to-labor ratio (ln capital stock/workers) | 4.1228 | 0.9132 | 0.1825 | 0.2104 | −0.0534 | 0.7327 | 1   |
| 6 Country size (ln GDP) | 5.9872 | 1.6146 | −0.0126 | 0.0261 | −0.0440 | 0.0355 | 0.0095 | 1   |
| 7 Domestic credit/GDP | 0.8284 | 0.5346 | −0.0589 | 0.1078 | −0.2029 | 0.5898 | 0.4540 | 0.2282 |

Correlations between | 0.0695 | and | 0.1077 | are significant at 10%, correlations between | 0.1078 | and | 0.2029 | are significant at 5%, and correlations higher than | 0.2029 | are significant at 1% level.
Country–level performance $\epsilon_t = \beta_i'Z_{it-1} + u_t = \alpha_i + \gamma_i'f_i + \varepsilon_{it}$ (7)

In Eq. (7), $Z_{it-1}$ is the vector of observed explanatory variables described in Eq. (6), with their parameters allowed to vary across countries ($\beta_i \neq \beta_i i$). The error term has a multifactor structure that includes country-specific intercepts ($\alpha_i$), a vector of unobserved common factors ($f_i$) with country-specific “factor loadings” ($\gamma_i'$) that account for the evolution of unobserved TFP, and a country-specific error ($\varepsilon_{it}$) that is independently distributed of ($\alpha_i, Z_{it-1}$). Also, in Eq. (7), the vector of observed factors ($Z_t$) is modeled as a function of a set of unobserved common factors connected ($f_i$) and unconnected ($g_i$) to the independent variable and noise ($\nu_{it}$) such that $Z_t = \gamma_i'f_i + \phi_i g_i + \nu_{it}$. This definition of $Z$ introduces endogeneity in Eq. (7). Pesaran (2006) shows that Eq. (7) can be consistently estimated by approximating the unobserved common factors with strictly exogenous cross-section means of the dependent and independent variables.

The CCEMG coefficients are computed as the average of the individual CCE estimators, that is, $\beta_j^{MG} = \frac{1}{N} \sum_{i=1}^{N} \beta_j$ (Pesaran 2006, p. 982). Note that the estimated coefficients are time invariant and can be heterogeneous across countries. Also, the proposed CCE estimation assumes equal weights for all countries ($N^{-1}$), which from an economic perspective suggests that the unobserved common factors affecting TFP are common to all countries.

Various properties of the CCEMG model are worth mentioning. First, canonical fixed-effects (FE) and GMM estimators work on the crucial assumption that coefficients are homogeneous across countries (i.e., $\beta_i = \beta_i i$), while the CCEMG model adopted in this study relaxes this assumption and allows parameters to vary across countries ($\beta_i \neq \beta_i i$). In the context of this study, this relevant property allows to capture the heterogeneous capacity of countries to use their inputs (capital and labor) as well as the capacity of their entrepreneurial ecosystem to generate TFP (i.e., technology heterogeneity).

Second, input endogeneity is an aspect highlighted in the economic growth literature, which implies that the inputs of our production function (i.e., capital and labor) are correlated with unobservable productivity. Existing literature often proposes to achieve efficient identification through instrumentation, that is, by employing GMM estimators (Arellano and Bond 1991; Blundell and Bond 1998). Nevertheless, GMM estimators assume common technology (homogeneous coefficients), stationary variables, as well as cross-section independence. Thus, this identification strategy is invalid if any of these assumptions are violated (Pesaran and Smith 1995). The CCEMG estimator deals with this endogeneity problem in that it employs unobserved common factors ($f_i$) which induce a correlation with observable inputs. Eberhardt et al. (2013) offer an interesting discussion on the properties of common factor models viz.-à-viz. other homogeneous parameter models (e.g., fixed-effects and GMM estimators).

In summary, the CCEMG model offers a flexible framework that is robust to endogeneity, allows technology heterogeneity across countries which translates into heterogeneous (country-specific) coefficients, and addresses concerns about data properties related to non-stationarity and cross-section correlation (Kapetanios et al. 2011; Pesaran 2006).

### 3.5 Time series properties: test of unit root, cross-section dependence, and cointegration

Before reporting the estimation results, we ran a series of tests—non-stationarity, cross-country correlation, and cointegration—to evaluate pertinent properties of the study data. For each variable used in the paper, the results of these diagnostic tests are reported in Tables 4, 5, and 6.

Table 4 shows the results for the first generation (Maddala and Wu 1999) and second generation (Pesaran 2007) panel unit root tests. For both tests, the CADF regressions include an intercept and a linear trend. Results indicate that the null hypothesis of non-stationarity (against the alternative of trend stationarity) cannot be rejected for any of the study variables. This suggests that, in our data, TFP (and its components) as
well as the key study variables are persistent and they can be represented by non-stationary processes. 3

The results of the cross-section dependence test are presented in Table 5. Based on the CD test (Pesaran 2004), the findings strongly confirm the presence of cross-section correlation within the sampled countries. 

Given that the series of the variables are non-stationary, the next step is to test for the existence of a long-run relationship between them. Thus, we perform the battery of seven panel data cointegration tests based on different statistics described in Pedroni (1999). Results for the tests based on Eq. (6) are reported in Table 6. For the three dependent variables, the seven tests reject the null of no cointegration at 1% level. Also, by analyzing the sample size properties of these tests, Pedroni (2004, p. 614–615) shows how in small panels the results for the group-rho statistics tend to have the best power because it is slightly undersized and empirically the most conservative of the tests.

4 Results

4.1 The connection between the national system of entrepreneurship and TFP

Table 7 presents the results for the proposed model emphasizing the relationship between the national system of entrepreneurship and country-level productivity. For both the fixed-effects and the common factor model specifications, the dependent variables are the changes in the TFP index and its components (Eq. (5)), namely efficiency change, which we link to the catch-up effect, and technical change more related to the effect of innovations. Also, we tested stationarity and cross-section dependence for model residuals. For each model, results for these diagnostic tests are presented in Table 7.

First, we present estimates for the control variables and the results of the diagnostic tests for the error terms. When the dependent variable is TFP and efficiency change, the size coefficients are relatively stable across the fixed-effects and common factor specifications.

3 Note that we also ran these tests for country-specific time series. Results, available on request, mostly confirm the persistence of the study variables. At the country level, the result of the Maddala and Wu test rejects the null hypothesis of non-stationarity only for six data series of the GEI variable (Argentina, Greece, Jamaica, Norway, Sweden, and the USA), for three data series of the capital/labor ratio variable (Brazil, Iran, and Romania), for two data series of the GDP variable (Greece and Sweden), and for one data series of the TFP index (Norway). In the case of the CIPS test (Pesaran 2007) results indicate that, for all analyzed countries and all variables, the null hypothesis of non-stationarity cannot be rejected at standard levels of significance.
By comparing the fixed-effects and the CCEMG models, we observe that the coefficients for the capital/labor ratio show similar effects on efficiency change (negative) and technical change (positive); however, different results are reported when the dependent variable is TFP (fixed-effects model, not significant; CCEMG, negative). Finally, for both the fixed-effects and the CCEMG model, the variable relating domestic credit to GDP is not significant across the different specifications.

Looking at the residual diagnostics, the errors generated by the fixed-effects models are non-stationary, while the results of the unit root test indicate that the CCE models generate stationary errors (Table 7). Additionally, for comparison purposes, we also computed Eq. (6) using the system GMM estimator. Results in Table 9 of the Appendix indicate that the errors produced by the system GMM models are stationary and cross-sectionally dependent. The presence of non-stationary errors creates inaccurate standard errors that translate in overrated estimations (Eberhardt and Bond 2009; Kao 1999), which in our case renders fixed-effects and GMM results inconsistent. The CD test shows that, contrary to the case of the fixed-effects and GMM residuals, errors generated by the CCEMG models are cross-section independent. These results suggest that in our case, the commonly used fixed-effects and GMM estimators produce inaccurate estimations with non-stationary, cross-section correlated errors, while the CCEMG estimations offer more convincing results.

We now discuss the results of the common factor models. It should be noted that figures in Table 7 represent the robust coefficient mean of the country-specific parameters and that, following Pesaran and Smith (1995, p. 82), $t$-statistics test if average coefficients are significantly different from zero.

Concerning the average coefficient for the control variables, the CCEMG model indicates that country size measured via GDP is negatively associated with TFP and efficiency change. However, in the case of the technical change variable, the lack of significance in the average coefficient suggests that countries can experience technical progress irrespective of their size, in terms of GDP. Technical change, which embraces different aspects related to the countries’ capacity to generate and channel value-adding innovations to the market, may well not be affected by the size of the economy.

### Table 5 Cross-section dependence test (Pesaran 2004): summary results

|                  | CD-test value | $p$ value |
|------------------|---------------|-----------|
| TFP              | 26.24         | 0.000     |
| Efficiency change (EC) | 11.01         | 0.000     |
| Technical change (TC) | 35.77         | 0.000     |
| ln GEI           | 13.89         | 0.000     |
| ln capital stock/labor | 21.19         | 0.000     |
| ln GDP           | 47.11         | 0.000     |
| Domestic credit/GDP | 24.49         | 0.000     |

For all variables, the null hypothesis of cross-section independence (against the alternative of cross-section dependence) is rejected at the 1% level.

(parameters range between $-0.48$ and $-0.29$). By comparing the fixed-effects and the CCEMG models, we observe that the coefficients for the capital/labor ratio show similar effects on efficiency change (negative) and technical change (positive); however, different results are reported when the dependent variable is TFP (fixed-effects model, not significant; CCEMG, negative). Finally, for both the fixed-effects and the CCEMG model, the variable relating domestic credit to GDP is not significant across the different specifications.

Looking at the residual diagnostics, the errors generated by the fixed-effects models are non-stationary, while the results of the unit root test indicate that the CCE models generate stationary errors (Table 7). Additionally, for comparison purposes, we also computed Eq. (6) using the system GMM estimator. Results in Table 9 of the Appendix indicate that the errors produced by the system GMM models are stationary and cross-sectionally dependent. The presence of non-stationary errors creates inaccurate standard errors that translate in overrated estimations (Eberhardt and Bond 2009; Kao 1999), which in our case renders fixed-effects and GMM results inconsistent. The CD test shows that, contrary to the case of the fixed-effects and GMM residuals, errors generated by the CCEMG models are cross-section independent. These results suggest that in our case, the commonly used fixed-effects and GMM estimators produce inaccurate estimations with non-stationary, cross-section correlated errors, while the CCEMG estimations offer more convincing results.

### Table 6 Cointegration test (Pedroni 2004): summary results

|                  | Total factor productivity (TFP) | Efficiency change (EC) | Technical change (TC) |
|------------------|---------------------------------|------------------------|-----------------------|
| Panel A: within dimension |                                |                        |                        |
| Panel v-stat      | $-4.445 (0.0000)$              | $-3.866 (0.0001)$      | $-3.259 (0.0011)$     |
| Panel rho-stat    | 6.008 (0.0000)                 | 5.872 (0.0000)         | 6.555 (0.0000)        |
| Panel PP-stat     | $-16.240 (0.0000)$             | $-15.560 (0.0000)$     | $-11.630 (0.0000)$    |
| Panel ADF-stat    | $-8.540 (0.0000)$              | $-7.087 (0.0000)$      | $-5.484 (0.0000)$     |
| Panel B: between dimension |                                |                        |                        |
| Group rho-stat    | 8.842 (0.0000)                 | 8.750 (0.0000)         | 9.496 (0.0000)        |
| Group PP-stat     | $-20.970 (0.0000)$             | $-19.780 (0.0000)$     | $-13.090 (0.0000)$    |
| Group ADF-stat    | $-9.812 (0.0000)$              | $-7.927 (0.0000)$      | $-3.728 (0.0002)$     |

Estimations based on Eq. (6) for TFP (total factor productivity), EC (efficiency change), and TC (technical change). All test statistics are distributed $N(0, 1)$. Values in brackets are $p$ values. For all models, the null hypothesis is that variables are not cointegrated (against the alternative of cointegration). A deterministic constant and a trend variable are included in all models. Lag selection is based on BIC with a maximum number of lags of 2.
Table 7 Regression results: the relationship between TFP and the national system of entrepreneurship

|                      | Fixed-effects models |                      | Common factor models (CCEMG) |                      |
|----------------------|----------------------|----------------------|------------------------------|----------------------|
|                      | Total factor productivity (TFP) | Efficiency change (EC) | Technical change (TC) | Total factor productivity (TFP) | Efficiency change (EC) | Technical change (TC) |
| ln GEI $t-1$         | 0.0535***            | 0.0522*              | 0.0573***                  | 0.1452*              | 0.0417              | 0.0954**             |
|                      | (2.28)               | (1.83)               | (2.96)                     | (1.86)               | (1.39)              | (2.28)               |
| Capital-to-labor ratio $t-1$ (ln capital stock/workers) | 0.1068               | -0.2582**            | 0.0439***                  | -0.5094**            | -0.6656***          | 0.1851**             |
|                      | (1.23)               | (2.36)               | (2.43)                     | (1.98)               | (3.98)              | (2.09)               |
| Country size $t-1$ (ln GDP PPP) | -0.4803***          | -0.4663***           | -0.1269*                   | -0.3673**            | -0.2940*            | 0.0297               |
|                      | (3.70)               | (3.18)               | (1.95)                     | (1.97)               | (1.82)              | (1.21)               |
| Domestic credit/GDP $t-1$ | -0.0007              | 0.0029               | -0.0169                    | 0.1443               | -0.0652             | 0.0183               |
|                      | (0.04)               | (0.16)               | (1.63)                     | (1.54)               | (0.41)              | (1.59)               |
| Intercept            | 3.2697***            | 2.5234***            | 1.6174***                  | 4.0536**             | 2.5948*             | 1.5302***            |
|                      | (3.03)               | (2.16)               | (5.24)                     | (2.46)               | (1.86)              | (4.62)               |
| $R^2$ (within)       | 0.5473               | 0.4971               | 0.6503                     |                      |                     |                     |
| $F$ test             | 6.53***              | 5.34***              | 10.04***                   |                     |                     |                     |
|                      | ($p=0.000$)          | ($p=0.000$)          | ($p=0.000$)                |                     |                     |                     |
| Wald test ($\chi^2$) |                      | 24.21***             | 19.61***                   | 14.55***             |                     |                     |
|                      | ($p=0.000$)          | ($p=0.000$)          | ($p=0.000$)                |                     |                     | ($p=0.000$)          |
| RMSE                 | 0.0247               | 0.0312               | 0.0179                     | 0.0037               | 0.0040              | 0.0025               |
| Residual diagnostics:|                      |                      |                             |                      |                     |                     |
| CIPS test of stationarity (Pesaran 2007) | 1 (1)               | 1 (1)                 | 1 (1)                      | 1 (0)                | 1 (0)              | 1 (0)               |
| CD test (Pesaran 2004) | -3.85***            | -2.19**              | -2.13**                    | -1.29                | -1.40              | 0.87                |
|                      | ($p=0.000$)          | ($p=0.014$)          | ($p=0.017$)                | ($p=0.196$)          | ($p=0.163$)        | ($p=0.387$)          |
| Observations         | 403                  | 403                  | 403                        | 403                  | 403                | 403                 |
| Number of countries  | 45                   | 45                   | 45                         | 45                   | 45                 | 45                  |

The dependent variables (Eq. (5)) are total factor productivity (TFP), efficiency change (EC), and technical change (TC). The fixed-effects models include ($t-1$) time dummies as well as country-specific time trends (interaction between a time trend and country dummies). Values in brackets are absolute $t$ statistics, based on robust standard errors adjusted by heteroskedasticity. For the Wald test ($\chi^2$) and residual diagnostics, $p$ values are presented in brackets. For the CCEMG models, absolute $t$-statistics are computed following Pesaran and Smith (1995) ($H_0 : N^{-1} \sum \beta_j = 0$). CIPS test of stationarity (Pesaran 2007): 1 (0) = stationarity, 1 (1) = non-stationarity. *, **, *** indicate significance at the 10%, 5%, and 1%, respectively.
The key finding of the study indicates that the GEI measuring the quality of the system of entrepreneurship at country level is positively associated with TFP changes. In terms of coefficients, results for the TFP model show that a 10% improvement in the national system of entrepreneurship would increase TFP by 1.38 percentage points \((\ln(\Delta GEI) \times \beta_{GEI} = \ln(1.1) \times 0.1452)\). This result is consistent with our argument that the national system of entrepreneurship is positively associated with changes in TFP.

The CCEMG model that uses efficiency changes (EC) as dependent variable evaluates if the national system of entrepreneurship is conducive to mostly Kirznerian entrepreneurship by moving countries closer to the global frontier. Contrary to the case of the coefficient in the fixed-effects model, the CCEMG estimator shows that the system of entrepreneurship does not impact TFP via efficiency change in a significant way (Kirznerian entrepreneurship).

Technical change is an accurate measure of the countries’ capacity to develop and introduce innovations that enhance their production function (Kumar and Russell 2002). The result for the average coefficient in Table 7 indicates that the national system of entrepreneurship enhances technical change, an effect that we link to Schumpeterian entrepreneurship. Based on the CCEMG model, the result for the average coefficient suggests that increasing the GEI score by 10% is associated with an improvement in technical change of 0.91 percentage points \((\ln(\Delta GEI) \times \beta_{GEI} = \ln(1.1) \times 0.0954)\). This result is in line with our argument that the national system of entrepreneurship may increase the positive effect of Schumpeterian entrepreneurship on TFP via higher rates of technical change.

In summary, our analysis suggests that canonical fixed-effects and system GMM models produce non-stationary, cross-sectional dependent error terms that question the validity of parameters, while the CCEMG models offer more reliable estimations of the true effect of the system of entrepreneurship on TFP. The discrepancies in the estimations indicate that a model that accounts for technology heterogeneity—which translates into country-specific parameter estimates—plays a decisive role in the analysis of TFP determinants across countries.

In the case of the effect of the Kirznerian entrepreneurship, the CCEMG estimators are not significant. This result suggests that many entrepreneurs run low-quality firms with little market value, which dilutes the effect of entrepreneurship on efficiency improvements (Atkinson and Lind 2018; Kirchhoff 1994). Concerning technical change, we find that the positive effect of the GEI variable on TFP exclusively originates from the capacity of the entrepreneurship systems to promote effective innovations that trigger upward shifts in the technology function, an effect that we link to Schumpeterian entrepreneurship. In our interpretation, this finding indicates that a healthier entrepreneurial system may facilitate the introduction and commercialization of inventions that are conducive to more efficient input–output combinations and, ultimately, to technical progress.

4.2 Robustness checks

This sub-section presents the results of a number of robustness checks evaluating the suitability of the GEI to measure country-level entrepreneurship compared to alternative variables, the role of influential (efficient) observations on our results, and the direction of causality of the analyzed relationships.

Alternative definitions of country-level entrepreneurship We first considered the possibility that our estimates based on the GEI are similar to results using other, more traditional, measures of country-level entrepreneurship. Existing studies on the relationship between entrepreneurship and performance at the country level often employ the rates of business creation or aggregate business ownership rates to operationalize country-level entrepreneurship (see, e.g., Koellinger and Thurik 2012; Parker 2009). In line with these studies, one would be tempted to question whether the capacity of the variable linked to the national system of entrepreneurship to explain differences in TFP across countries is different to that of conventional entrepreneurship metrics.

To further corroborate the appropriateness of the GEI as a measure of country-level entrepreneurship, we first estimated Eq. (7) using two variables obtained from the Global Entrepreneurship Monitor (GEM) adult population surveys that are commonly employed as proxies of country-level entrepreneurship: the rate of business creation or aggregate business ownership rates to operationalize country-level entrepreneurship (see, e.g., Koellinger and Thurik 2012; Parker 2009). In line with these studies, one would be tempted to question whether the capacity of the variable linked to the national system of entrepreneurship to explain differences in TFP across countries is different to that of conventional entrepreneurship metrics.
entrepreneurial activity (opportunity TEA) rate which identifies whether entrepreneurial activity is initiated to pursue a business opportunity (Reynolds et al. 2005; Wong et al. 2005). Also, we use a third entrepreneurship proxy variable based on the rate of self-employment relative to total employment made available by the World Bank.

Results in Table 10 of the Appendix reveal that, for all dependent variables, the coefficients linked to the three analyzed entrepreneurship proxies do not have a significantly positive impact on country-level TFP. The only significant result emerges between the rate of self-employment and technical change. The negative relationship between the rate of self-employment and technical change suggests that, in many countries, high rates of self-employment may be evidence of the presence of a large group of entrepreneurs running firms that add little value to the economy (Atkinson and Lind 2018).

The results of the CCEMG models confirm not only that firm formation rates are merely quantity figures that do not have the capacity to explain variations in TFP across economies but also that the proposed GEI—which is a proxy metric of the national system of entrepreneurship—embraces relevant properties of (multidimensional) entrepreneurship systems that contribute to explain TFP differences across countries and across time.

The role of influential (efficient) countries Second, we dealt with the possibility that the results are driven by country-specific effects not captured by the common factor model and correlated with total factor productivity. More concretely, we evaluated if the relationship between TFP and country-level entrepreneurship is primarily determined by the effects of efficient countries positioned on the global technology frontier. Equation (4) is used to compute, for each country, the distance to the efficiency frontier (see Section 3.2). In our sample, USA is consistently efficient during the whole analyzed period (2003–2013), while Norway is efficient in all time periods excepting 2007, 2008, and 2010. Also, four countries are efficient—i.e., positioned on the efficiency frontier—in at least one of the analyzed years (2003–2013): Australia (efficient in the period 2003–2005), Chile (2004 and 2005), China (period 2003–2008), and Iran (period 2009–2013). The remaining 39 countries in the sample are inefficient in all time periods. For the purposes of this robustness check, the six efficient countries were removed from the sample to ensure the validity of CCEMG estimators.

Table 11 in the Appendix presents regression results based on Eq. (7) for the sample of inefficient countries. The estimated coefficients for the GEI are robust to this exercise, thus confirming that the positive effect of the national system of entrepreneurship on TFP—and primarily on technical change—is not driven by efficient countries positioned on the global technology frontier.

Direction of causality Finally, provided that the study variables are non-stationary and that they are cointegrated, we apply a causality test to further corroborate that the results presented in Section 4.1 can be interpreted as causal evidence. The Dumitrescu and Hurlin (2012) heterogeneous panel causality test was used to evaluate the direction of the causal relationships between the analyzed variables. In line with the arguments that support our econometric strategy (Section 3), this procedure adapts the Granger causality test to unbalanced panels and different lag orders in the panel autoregressive process, accounts for cross-sectional dependence, and allows for parameter heterogeneity in the autoregressive parameter linked to the lagged dependent variable as well as in the slopes of regression coefficients. Because the dependent variables represent productivity changes, we applied the causality test on the first difference of the data series.

The key result of the heterogeneous panel causality test in Table 12 (Appendix) reveals a unidirectional causality from the national system of entrepreneurship variable (ln GEI) to the three dependent variables (TFP, efficiency change, and technical change), and that there is no reverse causality from the productivity variables to GEI in the short run. Similar results were found for the variables measuring country size and the domestic credit/GDP ratio.

Finally, a bi-directional causality is found between the three dependent variables and the capital/labor ratio. This means that the capital-to-labor ratio and TFP (and its components) stimulate each other in the short run, which is consistent with our approach to modeling TFP. Because capital and labor are the inputs used to produce GDP in our technology function, this finding only indicates that variations in the capital/labor ratio explain productivity differences, which in turn causes changes in
the capital-to-labor ratio, that is, input choices are conditioned by past productivity results.\footnote{As we indicated in Section 3, the input variables (capital stock and labor) used to compute the TFP index and its components are introduced individually. Thus, the capital-to-labor variable only captures the effect on productivity of movements of this ratio along the isoquant.}

The objective of this analysis was to show that our empirical results reasonably present a causal relationship from the analyzed variables to TFP, and not vice versa. The core findings of this exercise—unidirectional causality from most variables to TFP—further validate the interpretations in the CCEMG models presented above in Section 4.1.

4.3 Discussion and policy implications

What is the contribution of our study relative to prior research dealing with the effect of entrepreneurship on country-level productivity? Since the contribution of Schumpeter (1934), the role of innovation has been central to the analysis of economic growth and development; however, entrepreneurship has not fared as well on national performance analyses. Entrepreneurship has been shown to be important for countries’ economic performance, but what exactly is entrepreneurship other than innovation has been sidestepped. In this sense, the main contribution of this study relies on the comprehensive analysis of the relationship between country-level entrepreneurship and total factor productivity (distinguishing efficiency change from technical change). Entrepreneurship is not only heterogeneous between countries but also in terms of its effects on productivity. We argue that the entrepreneurial ecosystem is a relevant transmission channel that contributes to national TFP by promoting different types of entrepreneurship, namely Kirznerian and Schumpeterian.

By scrutinizing how the national system of entrepreneurship triggers different sources of TFP, we assess how the entrepreneurial ecosystem yields to higher output levels via a more efficient resource mobilization of available opportunities, a process that we link to Kirznerian entrepreneurship (Kirzner 1973, p. 74). Also, our analysis permits to assess if the national system of entrepreneurship is conducive to superior TFP levels by enhancing the economic role of the entrepreneurs responsible for the “creative destruction” (Aghion and Howitt 1992; Schumpeter 1934). These innovative actions shift technology curves and translate into higher rates of technical change (Kirzner 1973, p. 81).

In this paper, we have been able to put both types of entrepreneurship that have eluded scholars for a generation into a common framework to advance policy. We present novel empirical evidence on the sources of productivity at country level suggesting that the entrepreneurial ecosystem is conducive to total factor productivity. Instead of improving TFP via increased output levels resulting from a more efficient mobilization of resources (Kirznerian entrepreneurship), the results indicate that the national systems of entrepreneurship triggers productivity by promoting Schumpeterian entrepreneurship. Schumpeterian entrepreneurship—which we link to the introduction of disruptive technologies or, as defined by Schumpeter, “the carrying out of new combinations” (Schumpeter 1934, p. 66)—is a special case of economic function critical for achieving higher rates of technical change that lead to upward shifts in technology curves (Kirzner 1973, p. 81). Our findings show how countries with a solid entrepreneurial ecosystem are better able to generate outcomes linked to Schumpeterian entrepreneurship—e.g., development and commercialization of innovations—which in turn translate into technical progress and, ultimately, higher rates of total factor productivity.

In light of the contribution of this study, what policy lessons can be drawn from the proposed analysis of the relationship between country-level entrepreneurship and productivity growth? Scholars increasingly acknowledge the need to harmonize the definition and operationalization of country-level entrepreneurship (Acs et al. 2014). In this sense, the debate is still open and our study provides evidence on the value of the national system of entrepreneurship as a reliable variable to measure country-level entrepreneurship by incorporating in the analysis the complex and systemic interactions that govern entrepreneurial actions.

Policy-makers often allocate large sums of public money in policies excessively oriented toward the stimulation of employment, capital accumulation, and
knowledge generation in the economy, such as subsidies to support self-employment and human capital formation as well as investments in research and development. These policies—rooted in the endogenous growth theory—are conducive to economic performance and undoubtedly have translated into significant economic outcomes linked to increased levels of employment and education (Aghion and Howitt 1992). Nevertheless, our comprehensive analysis fuels the notion that policy should shift from a focus on capital and labor toward designs that match knowledge and capital formation programs with policy interventions aimed at enhancing the national systems of entrepreneurship.

From a policy perspective, entrepreneurship support programs would become sterile if entrepreneurs navigate in contexts that do not guarantee the effective exploitation of their knowledge. Thus, policy-makers need to turn their attention to the development of an appropriate national system of entrepreneurship; and prioritize policies that promote the ‘interconnector’ role of the national systems of entrepreneurship so that the knowledge generated is efficiently channeled to the economy, which in turn has the potential to create economic growth. Additionally, in the long run, successful productivity growth should be grounded in the creation and/or consolidation of policies that support Schumpeterian entrepreneurship, such as the development of mechanisms to finance innovations and incentives to develop new technologies (Baumol and Strom 2007; Prieger et al. 2016).

Finally, many developed and developing countries implement policies to stimulate economic growth based on the mere formation of new businesses (Atkinson and Lind 2018). However, the effects of such policies vary across countries with different levels of development. On the one hand, the strong growth effect of the entrepreneurial ecosystem on TFP through technical change suggests that for advanced countries—i.e., those responsible of most innovations—explicit policies designed to improve the entrepreneurial ecosystem may prove themselves effective in promoting productivity, even if such policies discourage entrepreneurship indirectly (Litan et al. 2009). On the other hand, countries with a limited capacity to develop innovations that try to increase efficiency might benefit more from an investment policy that seeks to accommodate their existing resources to new technologies, rather than an entrepreneurial policy focused on the improvement of their entrepreneurial ecosystem. This argument is in line with Acemoglu et al. (2005) who stress that the optimal growth strategy is country specific and it depends upon the development process.

5 Concluding remarks

This study has produced novel economic evidence on the importance of the national system of entrepreneurship for countries’ TFP. Building on economic and institutional frames (Acs et al. 2014; Baumol 1990; Bjørnskov and Foss 2016), prior work on the relationship between entrepreneurship and productivity growth (mostly using homogeneous parameter methods) offers inconclusive results (e.g., Acs et al. 2012; Bjørnskov and Foss 2013; Lafuente et al. 2018; Prieger et al. 2016; Shane 2009; Van Stel et al. 2005). In contrast, by employing a common factor model that allows for technology heterogeneity, we propose that, besides technology and the availability of production factors, the entrepreneurial ecosystem plays a decisive channeling role that contributes to spur TFP.

Overall, our results provide strong evidence for the positive effect of the national system of entrepreneurship on countries’ TFP. This effect is conditional on the type of entrepreneurship promoted by the entrepreneurial ecosystem. The findings reveal that the effect of the entrepreneurial ecosystem on TFP exclusively originates from the capacity of the former to promote upward shifts in the countries’ production function (technical progress). On the contrary, the entrepreneurial ecosystem—measured by the GEI—does not lead to movements toward the technology frontier (efficiency change). This latter result suggests that large self-employment rates—often found in underdeveloped economies (Prieger et al. 2016)—may well result from poor labor market conditions, and that the relatively high business entry rates in these countries can be detrimental to TFP due to the creation of too small and low value-adding firms.

Productivity results from technological progress, which in turn emerges from the capacity of (new
and incumbent) economic agents to generate and commercialize innovations. Innovation is the main conduit of entrepreneurship attitudes, and our results indicate that the main transmission mechanism through which the entrepreneurial ecosystem impacts countries’ TFP is technical change. This finding helps to reconcile the results in theoretical models with the conflicting empirical results. Also, the systemic approach adopted in this study to measure country-level entrepreneurship appears to provide a better measure of entrepreneurship than metrics based on individual-level or business-level data.

The findings presented in this study have a strong intuitive and conceptual appeal, and are open to future verification. In this sense, it would be valuable to extend the analysis in several directions, such as evaluating the connection between TFP and the patterns of basic and major innovations in order to determine the effect of different types of innovations on TFP as well as the role of the entrepreneurial ecosystem in these processes. Also, the proposed analysis would gain richness if future studies assess the relationship between country-level entrepreneurship and TFP using alternative production functions that, besides labor and capital, include other equally relevant inputs and outputs into the technology. The inclusion of inputs capturing the dissimilar levels of human capital among the working population (Caselli and Coleman II 2006) or countries’ absorptive capacity (Griffith et al. 2004), as well as outputs connected to other policy objectives (e.g. environmental goals, as discussed in Acemoglu et al. (2012)) constitute interesting directions for future research. Supported by our results, the scrutiny of the national system of entrepreneurship is a relevant aspect that should enter the research agenda of scholars and policy-makers, and future work should evaluate the effectiveness of different policies designed to improve weak spots in the national system of entrepreneurship.
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Appendix

Table 8 Countries included in the final sample (period 2002–2013)

| N  | Country          | Observations | N  | Country                        | Observations |
|----|------------------|--------------|----|--------------------------------|--------------|
| 1  | Argentina        | 12           | 26 | Latvia                         | 9            |
| 2  | Australia        | 6            | 27 | Macedonia, FYR                 | 6            |
| 3  | Belgium          | 12           | 28 | Malaysia                       | 6            |
| 4  | Bosnia and Herzegovina | 6     | 29 | Mexico                         | 10           |
| 5  | Brazil           | 12           | 30 | Netherlands                    | 12           |
| 6  | Chile            | 12           | 31 | Norway                         | 12           |
| 7  | China            | 12           | 32 | Peru                           | 10           |
| 8  | Colombia         | 8            | 33 | Romania                        | 7            |
| 9  | Croatia          | 12           | 34 | Russia                         | 8            |
| 10 | Denmark          | 12           | 35 | Singapore                      | 8            |
| 11 | Ecuador          | 6            | 36 | Slovenia                       | 12           |
| 12 | Finland          | 12           | 37 | South Africa                   | 12           |
| 13 | France           | 12           | 38 | Spain                          | 12           |
Table 8 (continued)

| N  | Country                | Observations | N  | Country          | Observations |
|----|------------------------|--------------|----|------------------|--------------|
| 14 | Germany                | 12           | 39 | Sweden           | 12           |
| 15 | Greece                 | 11           | 40 | Switzerland      | 12           |
| 16 | Hong Kong, SAR        | 6            | 41 | Turkey           | 8            |
| 17 | Hungary                | 12           | 42 | UK               | 12           |
| 18 | Iceland                | 9            | 43 | US               | 12           |
| 19 | Iran                   | 6            | 44 | Uruguay          | 8            |
| 20 | Ireland                | 12           | 45 | Venezuela        | 9            |
| 21 | Israel                 |              |    |                  |              |
| 22 | Italy                  | 12           |    |                  |              |
| 23 | Jamaica                | 9            |    |                  |              |
| 24 | Japan                  | 12           |    |                  |              |
| 25 | Korea, Republic of     | 9            |    |                  |              |

Table 9  GMM regression results: the relationship between total factor productivity and the national system of entrepreneurship

|                                | Total factor productivity (TFP) | Efficiency change (EC) | Technical change (TC) |
|--------------------------------|---------------------------------|------------------------|-----------------------|
| Dependent variable $t-1$      | 0.4504***                       | 0.4273***              | 0.4465***             |
| In GEI $t-1$                  | (7.61)                          | (7.81)                 | (5.70)                |
| Capital-to-labor ratio $t-1$  | 0.0013                          | -0.0189                | 0.0162***             |
| (ln capital stock/workers)   | (1.13)                          | (1.53)                 | (2.80)                |
| Country size $t-1$ (ln GDP PPP) | -0.0011                          | -0.0023*              | 0.0012***             |
|                               | (0.92)                          | (1.95)                 | (2.43)                |
| Domestic credit/GDP $t-1$     | -0.0090                          | -0.0041                | -0.0047               |
|                               | (1.07)                          | (0.87)                 | (1.15)                |
| Time dummies                  | Yes                             | Yes                    | Yes                   |
| Intercept                     | 0.5335***                       | 0.5961***              | 0.5158***             |
|                               | (9.53)                          | (10.46)                | (6.88)                |
| F test                        | 22.94***                        | 17.50***               | 37.80***              |
|                               | ($p<0.000$)                     | ($p<0.000$)            | ($p<0.000$)           |

Regression diagnostics:
- AR1 test: $-3.93***$ ($p=0.007$)
- AR2 test: $0.35$ ($p=0.035$)
- Sargan test: $168.06$ ($p=0.047$)
- CIPS test of stationarity (Pesaran 2007): $I(0)$
- CD test (Pesaran 2004): $3.52***$ ($p=0.000$)
- Observations: 324
- Number of countries: 38

Residual diagnostics:
- CIPS test of stationarity (Pesaran 2007): $I(0)$
- CD test (Pesaran 2004): $3.52***$ ($p=0.000$)
- Observations: 324
- Number of countries: 38

The dependent variables (Eq. (5)) are total factor productivity (TFP), efficiency change (EC), and technical change (TC). Values in brackets are absolute $t$ statistics based on robust standard errors. CIPS test of stationarity (Pesaran 2007): $I(0)$ = stationarity, $I(1)$ = non-stationarity. Note that, due to dimensionality problems in the data series (size of the time-series matrix), we were forced to drop seven territories from the system GMM models in order to accurately compute residual diagnostics (Australia, Bosnia, Ecuador, Hong Kong, Iran, Macedonia, and Malaysia). *, **, *** indicate significance at the 10%, 5%, and 1%, respectively.
Table 10  CCEMG regression results: the relationship between TFP and alternative entrepreneurship measures

|                          | Total factor productivity (TFP) | Efficiency change (EC) | Technical change (TC) |
|--------------------------|---------------------------------|------------------------|-----------------------|
|                          | (1) (2) (3)                     | (1) (2) (3)            | (1) (2) (3)           |
| Rate of new businesses   | 0.1522 (0.63)                   | 0.3664 (1.28)          | 0.2805 (1.25)         |
| t−1                      |                                 |                        |                       |
| Opportunity motivated    | 0.2189 (0.93)                   | 0.3724 (0.72)          | 0.4916 (1.40)         |
| TEA t−1                  |                                 |                        |                       |
| Self employment rate t−1 | 0.5684 (1.61)                   | 0.4798 (1.03)          | 0.2074** (1.99)       |
| Capital-to-labor ratio   | −0.0614* (1.77)                 | −0.4198** (2.18)       | −0.6234*** (2.92)     |
| t−1                      | −0.4040** (2.45)                | −0.2855* (1.85)        |                       |
| (ln capital stock/ workers) |                             |                        |                       |
| Country size t−1         | −0.3501*** (1.98)               | −0.3045* (1.87)        | −0.1927* (1.80)       |
| (ln GDP PPP)             | −0.3532** (2.55)                | −0.1774* (1.71)        | −0.0726 (0.61)        |
| Domestic credit/GDP t−1 | 0.0186 (0.35)                   | 0.0577 (0.92)          | 0.1082 (1.29)         |
| Intercept                | 2.7909* (1.75)                  | 3.6969* (1.78)         | 1.4030 (1.15)         |
| Wald test ($\chi^2$)     | 7.51* (p = 0.077)               | 15.51*** (p = 0.000)   | 9.77** (p = 0.044)    |
| RMSE                     | 0.0049                          | 0.0051                 | 0.0023                |
| Residual diagnostics:    |                                 |                        |                       |
| CIPS test of stationarity | I(0)                           | I(0)                   | I(0)                  |
| (Pesaran 2007)           |                                 |                        |                       |
| CD test                  | −1.47 (p = 0.140)               | −1.07 (p = 0.287)      | 6.49 (p = 0.125)      |
| (Pesaran 2004)           |                                 | 1.18 (p = 0.402)       | 10.25** (p = 0.037)   |
| Observations             | 403                             | 403                    | 403                   |
| Number of countries      | 45                              | 45                     | 45                    |

The dependent variables (Eq. (5)) are total factor productivity (TFP), efficiency change (EC), and technical change (TC). Values in brackets are absolute t statistics, based on robust standard errors adjusted by heteroskedasticity. For the Wald test ($\chi^2$) and residual diagnostics, p values are presented in brackets. For all CCEMG models, absolute t statistics are computed following Pesaran and Smith (1995) ($H_0 : N^{-1} \sum \beta_i = 0$). CIPS test of stationarity (Pesaran 2007): I(0) = stationarity, I(1) = non-stationarity. *, **, *** indicate significance at the 10%, 5%, and 1%, respectively.
Table 11  CCEMG regression results: the relationship between TFP and the national system of entrepreneurship among inefficient countries

|                        | Total factor productivity (TFP) | Efficiency change (EC) | Technical change (TC) |
|------------------------|---------------------------------|------------------------|-----------------------|
| ln GEI $t-1$           | 0.1179* (1.77)                  | 0.0825 (0.75)          | 0.1452*** (2.85)      |
| Capital-to-labor ratio $t-1$ (ln capital stock/workers) | $-0.2985*$ (1.74)              | $-0.4021*$ (1.91)      | 0.1848** (2.07)       |
| Country size $t-1$ (ln GDP PPP) | $-0.2771**$ (2.24)             | $-0.2792*$ (1.81)      | $-0.0623$ (0.59)      |
| Domestic credit/GDP $t-1$ | $-0.1397$ (1.27)               | 0.0121 (0.28)          | $-0.0011$ (0.22)      |
| Intercept              | 3.9242** (2.35)                 | 1.4678 (0.87)          | 1.1201** (2.01)       |
| Wald test ($\chi^2$)   | 9.74** ($p=0.044$)              | 8.02* ($p=0.056$)      | 12.73** ($p=0.014$)   |
| RMSE                   | 0.0035                          | 0.0044                 | 0.0026                |

Residual diagnostics:

|                        | I (0)                           | I (0)                  | I (0)                  |
|------------------------|---------------------------------|------------------------|------------------------|
| CIPS test of stationarity (Pesaran 2007) | I (0)                           | I (0)                  | I (0)                  |
| CD test (Pesaran 2004) | 0.70 ($p=0.482$)                | 1.37 ($p=0.172$)       | 0.25 ($p=0.802$)       |
| Observations           | 349                             | 349                    | 349                    |
| Number of countries    | 39                              | 39                     | 39                     |

The dependent variables (Eq. (5)) are total factor productivity (TFP), efficiency change (EC), and technical change (TC). Values in brackets are absolute $t$ statistics, based on robust standard errors adjusted by heteroskedasticity. For the Wald test ($\chi^2$) and residual diagnostics, $p$ values are presented in brackets. For all CCEMG models, absolute $t$ statistics are computed following Pesaran and Smith (1995) ($H_0: \sum \beta_i = 0$). CIPS test of stationarity (Pesaran 2007): I(0) = stationarity, I(1) = non-stationarity. *, **, *** indicate significance at the 10%, 5%, and 1%, respectively.
Table 12  Heterogeneous panel causality test: summary results

| Null hypothesis                                      | Z-value | p-value | Verdict |
|------------------------------------------------------|---------|---------|---------|
| **Panel A: Total factor productivity (TFP)**         |         |         |         |
| In GEI does not Granger-cause TFP                   | 2.3658**| 0.0180  | $x \rightarrow y$ |
| TFP does not Granger-cause In GEI                   | 1.2932  | 0.1959  | $y \not\rightarrow x$ |
| Capital-to-labor ratio does not Granger-cause TFP   | 6.8699***| 0.0000  | $x \rightarrow y$ |
| TFP does not Granger-cause the capital-to-labor ratio| 5.9574***| 0.0000  | $y \not\rightarrow x$ |
| Country size (ln GDP PPP) does not Granger-cause TFP| 24.8062***| 0.0000  | $x \rightarrow y$ |
| TFP does not Granger-cause Country size (ln GDP PPP)| 1.3758  | 0.1689  | $y \not\rightarrow x$ |
| Domestic credit / GDP does not Granger-cause TFP    | 5.6037***| 0.0000  | $x \rightarrow y$ |
| TFP does not Granger-cause Domestic credit / GDP    | 1.4061  | 0.1597  | $y \not\rightarrow x$ |
| **Panel B: Efficiency change (EC)**                 |         |         |         |
| In GEI does not Granger-cause EC                     | 2.5821***| 0.0098  | $x \rightarrow y$ |
| EC does not Granger-cause In GEI                     | 1.0238  | 0.3059  | $y \not\rightarrow x$ |
| Capital-to-labor ratio does not Granger-cause EC    | 3.1489***| 0.0016  | $x \rightarrow y$ |
| EC does not Granger-cause the capital-to-labor ratio| 4.6880***| 0.0000  | $y \not\rightarrow x$ |
| Country size (ln GDP PPP) does not Granger-cause EC | 4.4444***| 0.0000  | $x \rightarrow y$ |
| EC does not Granger-cause Country size (ln GDP PPP) | 0.9508  | 0.3417  | $y \not\rightarrow x$ |
| Domestic credit / GDP does not Granger-cause EC     | 3.0891***| 0.0020  | $x \rightarrow y$ |
| EC does not Granger-cause Domestic credit / GDP     | 0.4996  | 0.6174  | $y \not\rightarrow x$ |
| **Panel C: Technical change (TC)**                  |         |         |         |
| In GEI does not Granger-cause TC                     | 6.0899***| 0.0000  | $x \rightarrow y$ |
| TC does not Granger-cause In GEI                     | 1.6104  | 0.1073  | $y \not\rightarrow x$ |
| Capital-to-labor ratio does not Granger-cause TC    | 5.7247***| 0.0000  | $x \rightarrow y$ |
| TC does not Granger-cause the capital-to-labor ratio| 2.2302** | 0.0257  | $y \not\rightarrow x$ |
| Country size (ln GDP PPP) does not Granger-cause TC | 19.8189***| 0.0000  | $x \rightarrow y$ |
| TC does not Granger-cause Country size (ln GDP PPP) | 1.4784  | 0.1393  | $y \not\rightarrow x$ |
| Domestic credit / GDP does not Granger-cause TC     | 5.6932***| 0.0000  | $x \rightarrow y$ |
| TC does not Granger-cause Domestic credit / GDP     | 1.0009  | 0.3169  | $y \not\rightarrow x$ |

Due to the limited time-series dimension of our data, we computed the statistics of the Dumitrescu and Hurlin (2012) causality test with one lag on the first-differenced data series. The “Verdict” column summarizes the results of the test: $x \rightarrow y$ indicates that the focal independent variable “does Granger cause” the dependent variable (TFP, EC, TC), and $y \not\rightarrow x$ indicates that the focal independent variable “does not Granger cause” the dependent variable (TFP, EC, TC). *, **, *** indicate significance at the 10%, 5%, and 1%, respectively.
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