Quantitative imaging for complex-objects via a single-pixel detector
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Abstract

Quantitative phase imaging (QPI) is important in many applications such as microscopy and crystallography. To quantitatively reveal phase information, people could either employ interference to map phase distribution into intensity fringes, or analyze intensity-only diffraction patterns through phase retrieval algorithms. Traditionally, both of these two ways use pixelated detectors. In this work, a novel QPI scheme is reported inspired by single-pixel camera (SPC), which adopts the principle of SPC that retrieves images through structured illumination and corresponding single-pixel signals. Particularly for complex-valued imaging, the structured illumination is performed in the phase domain, and a point detector with restricted sensor size detects the intensity of zero-frequency area. Based on the illumination structures and point signals, a complex image is reconstructed by running a phase retrieval algorithm. This approach is universal for various wavelengths, and needs no a priori information of the targets. Both simulation and experiment show that our single-pixel QPI scheme exhibits great performance even with objects in an extremely rough phase distribution.
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1. Introduction

Phase of light carries important information but is naturally missed in normal imaging process, as photodetectors from the human retina to modern digital cameras only respond to power but not phase of the field. To extend our vision capacity to this unrevealed domain, various phase imaging technologies have been developed [1, 2, 3]. Among them, a majority category of approaches is based on interferometry. The importance of interference in the revealing phase was realized as early as Abbe [4], when he described a microscope image as the interference effect of a diffraction phenomenon. Based on this idea, Zernike designed his phase contrast microscope [5]. Subsequently, by combining the principle of interference with holography, quantitative phase imaging (QPI) is developed that enables quantitative measurement of complex objects [6, 7]. In these days, interferometric QPI technique has been wildly used as a powerful imaging or measurement method in many fields, including wavefront sensing, biomedical imaging, 3D measurement and so on [8, 9, 10]. Nevertheless, it needs to be emphasized that interferometric QPI has a high standard requirement for the illumination coherence, and meanwhile the interferometric arrangement always increases the apparatus complexity. Both of these two limitations have prevented its further applications.

When interferometry is inapplicable, to retrieve phase from diffraction intensity patterns becomes a classical phase retrieval problem. It originates in the field of X-ray crystallography, where periodic structure of crystalline media is estimated by recovering the phase information missed in coherent diffraction patterns. Related technique is therefore named as coherent diffraction imaging (CDI) [11, 12]. Due to its diffraction imaging mechanism, CDI can be easily achieved in a lensless profile and therefore appropriate for short-wavelength spectrum such as X-ray, electrons and neutrons [13, 14, 15]. Subsequently, the achievements in efficient phase retrieval algorithms enable CDI to be a powerful QPI method for general complex-amplitude objects [16, 17]. On the other hand, however, phase retrieval is a NP-hard problem, conventional algorithms
usually suffer from inherent ambiguities \[18\]. The application of CDI therefore always requires some extra constraints, e.g., a clear edge or relative small phase variance of the object \[19\]. Additionally, the extremely uneven diffraction spectrum of natural images has a very high requirement for the detector dynamics range, which in turn increases measurement difficulties \[20\]. Coherent modulation imaging \[21, 22\] tries to overcome these limitations by introducing a downstream modulator. However, the function of the modulator and the geometric setup parameters are the a priori information, which needs to be carefully calibrated or characterized. This renders the imaging process more complex and less robust. Therefore, to realize a robust and applicable phase imaging scheme for more universal applications is always of great demand.

Single-pixel imaging (SPI) is a novel imaging method inspired by both ghost imaging and compressive sensing \[23, 24, 25\]. It gets intensively studied for its minimized requirement on detector resolution and great application potential at spectral wavelength. Therefore, many researchers focus on their works on reconstructing the phase information through SPI. However, most of these works are still based on the traditional holography or phase-shifting strategies \[26, 27, 28, 29\], which still require additional reference arm for interferometry.

In this work, we develop an efficient and robust diffraction imaging (DI) scheme based on SPI. Our single-pixel DI (SPDI) scheme is configured by introducing phase modulation in a single-pixel camera with coherent illumination. An area-restricted detector is placed in the far-field to detect the 0th order intensity of the diffraction spectrum. Finally, we employ a truncated amplitude flow (TAF) algorithm for reconstruction. Besides the establishment of a theoretical framework, we have also carried out experiments to demonstrate its feasibility. These experiments show that our SPDI scheme is capable to perform high quality complex-valued reconstruction even for some rigorous objects.
2. Theory and method

Conventional SPI retrieves intensity-only images via correlation measurement between structured illumination and non-pixelated detection. Illuminations with different intensity modulations are projected onto an object. Under each modulation, the total light power after the object is collected by a single-pixel detector. The value can be written as

\[ y_i = \sum_{u=1}^{m} \sum_{v=1}^{n} P_i(u,v) \cdot T(u,v) \quad i = 1, 2, \cdots, M \]  \hspace{1cm} (1)

where \((u,v)\) are coordinates in the image plane, \(i\) denotes the \(i\)th measurement, \(M\) denotes the total number of measurements, and "\(\cdot\)" denotes the Hadamard product. \(P_i(u,v) \in \mathbb{R}^{m \times n}\) is the intensity distribution of the \(i\)th modulation, and \(T(u,v) \in \mathbb{R}^{m \times n}\) is the transmittance or reflectance function of the target, \(m \times n\) is the imaging resolution determined by the illumination. An image can be reconstructed from the correlation between \(y_i\) and \(P_i(u,v)\):

\[ \hat{T}(u,v) = \frac{1}{M} \sum_{i=1}^{M} (y_i - \langle y \rangle) P_i(u,v) \]  \hspace{1cm} (2)

where \(\langle \cdot \rangle\) stands for an ensemble average of \(M\) measurements. \(\hat{T}(u,v)\) is the estimation of target \(T(u,v)\), which gradually approaches \(T(u,v)\) as \(M\) increases.

In this work, we establish a SPDI scheme by extending SPI to the complex domain. Different from intensity SPI, structured illumination in our scheme is generated by performing phase modulation over a coherent light field. In the detection end, as is widely discussed in ghost imaging, a pinhole detector is mandatorily used to collect phase-sensitive signals in the far field. For a complex object \(T(u,v) \in \mathbb{C}^{m \times n}\), the far-field diffraction pattern in discrete coordinate can be represented as

\[ I(\xi, \eta) = \left| \sum_{u=1}^{m} \sum_{v=1}^{n} P_i(u,v) \cdot T(u,v) \cdot exp[-j2\pi(u\xi/m + v\eta/n)] \right|^2 \]  \hspace{1cm} (3)

where \(P_i \in \mathbb{C}^{m \times n}\) is the \(i\)th complex-valued modulation pattern under coherent illumination, \(\cdot |^2\) represents intensity measurement of the complex filed, and
Figure 1: Schematic diagram of the SPDI scheme. A laser beam is expanded by a beam expander (BE) and then illuminates a SLM (SLM₁) for phase modulation. Modulated light passes through a 4-f system and is incident onto the object (represented by SLM₂). L₃ is a Fourier transform lens, its front focal plane overlapping the object plane. On the back focal plane a single-pixel detector (SD) is placed for signal collection. P: Pinhole; WA: wavefront aberration.

(ξ, η) are coordinates of the far field. Here the constant coefficient is omitted in far field calculation for brief expression. In the far field, the pinhole detector measures the intensity of the 0th order spectrum as \( I(0,0) \), therefore, the detection value is

\[
y_i = \left| \sum_{u=1}^{m} \sum_{v=1}^{n} P_i(u,v) \cdot T(u,v) \right|^2
\]

(4)

To omit the integrating processes in Eq. (4), we reshape the pattern distribution \( P_i \) and object distribution \( T \) to two vectors and rewrite the detection process as

\[
y_i = |a_i^T x|^2
\]

(5)

where the vectors \( a_i \in \mathbb{C}^N \) and \( x \in \mathbb{C}^N \) are one-dimensional representations of \( P_i \) and \( T \), \( N \) represents the imaging resolution, which is equals to \( m \times n \).

Until now we have established a framework of a SPDI experiment that can be represented as Eq. (5). To solve complex unknowns from Eq. (5) is a typical phase retrieval process. It can be regarded as an iterative estimation process by minimizing an empirical loss function. Adopting the least-square criterion,
we define our loss function \( l(\hat{x}) \) as the residual between the detected and estimated amplitudes of zero-frequency point. Then the calculation process can be represented as

\[
\text{minimize} \quad l(\hat{x}) = \frac{1}{2M} \sum_{i=1}^{M} (b_i - |a_i^T \hat{x}|)^2
\]  

(6)

where \( b_i = \sqrt{y_i} \). However, as mentioned above, it is a NP-hard problem to minimize such a non-convex quadratic function from intensity-only detections. To solve this ill-posed problem, one way is to introduce additional constraints on the known, e.g., amplitude constraint or sparsity condition \([12, 30]\). Another approach is to perform redundant sampling \([31]\).

In order to make an universal approach, we apply redundant sampling strategy in our scheme. Redundant sampling means to acquire more samples than the size of imaging resolution \([32]\). It is widely used in phase retrieval problem as it can provide more independent equations to determine the unique solution of non-linear detection equations. In our SPI scheme, redundant samplings can be achieved through dynamic mask modulation, and the advances of high performance spatial light modulators (SLM) make it convenient for the experimental implementation. Finally, solving Eq. (6) from redundant data could have different approaches. For examples, semi-definite programming \([33, 34]\) and non-convex optimization \([35, 36]\) are two classical schemes. In our work, we tried out various algorithms with both simulation and Experimental data. Based on the comparison of different reconstruction results, we adopt truncated amplitude flow (TAF) algorithm for its performance both in recovering quality and calculation speed. TAF algorithm is an outstanding non-convex optimization algorithm that apply a generalized gradient decent method to minimize the loss function in a phase problem \([35]\). In our work, TAF algorithm can work out reasonable reconstructions with various generalized objects, even for those with steep phase changes. Previous work has reported that a 400% sampling ratio is the minimum requirement for determining the unique solution of a complex object \([37, 38]\). In our scheme, we will show that a 200% sampling ratio is able to generate a clearly reconstruction. If we take into account that each pixel of
the reconstruction contains two variables, this is almost a reconstruction in a full sampling condition.

3. Experimental design

3.1. Experimental arrangement

Details of our Experimental arrangement is illustrated in Fig. 1. Phase modulation is performed by illuminating a SLM (SLM\(_1\)) with a collimated quasi-monochromatic light source. Light field carrying modulation information is then projected onto an object (represented as SLM\(_2\)) through a 4-\(f\) system. Behind the object, a Fourier transform lens (L\(_3\), \(f = 100\)mm) is placed to transform the wavefront at the object plane to its frequency plane, where a point detector is placed for signal collection.

In the experiment, the quasi-monochromatic illumination source is consisted of a He-Ne laser (Thorlabs HNL150LB) at a wavelength of \(\lambda = 632.8\)nm and a beam expander. To maximize modulation efficiency, blazed grating holograms are implemented on both of the two SLMs to separate direct-reflected light away from effective modulation. To do this, an iris is used in the 4-\(f\) system to filter out all but the first-order diffraction spectrum. At the detection end, a pinhole (P) with a diameter of 25\(\mu\)m is placed in front of the amplified photodetector (Thorlabs PDA-100A). The detection area is therefore restricted to ensure that only the 0th order component within the effective diffraction spectrum of the object is detected. It should be emphasized that, besides the SLM-based objects, we also image two transmissive objects, in which case the detection part is in a transmissive layout along the 4-\(f\) system.

Before imaging any specific objects, wavefront aberration of the system should be determined. This aberration could be caused by the phase unevenness of the illumination source as well as the SLMs and imaging lenses. The wavefront measured without any objects can be seen as the systematic aberration of the proposed system. Once this systematic aberration (also illustrated in Fig. 1) is measured, a corresponding wavefront correction will be taken into
account by subtracting this aberration from each projected pattern to avoid unnecessary deflection. Finally, for SLM \(_1\) (Holoeye Pluto-VIS-016), an area of \(800 \times 800\) pixels is used for spatial modulation. By binning each \(8 \times 8\) pixels into a super-pixel, the actual reconstruction resolution is \(100 \times 100\) pixels. Unless stated otherwise, all the reconstructions are done with a sampling ratio of 600\%. That is, each image is reconstructed from \(60,000\) samplings.

### 3.2. Modulation design

In conventional SPI, illumination modulation is conducted in the amplitude space. For complex objects, however, amplitude-only modulation will cause ambiguity in distinguishing a complex value and its complex conjugate, as both of them have the same detection value as

\[
y_i = |a_i^T x|^2 = |a_i^T x^*|^2
\]

Note that \(a_i \in \mathbb{R}^N\) is an amplitude-only pattern. An immediate consequence is that Eq. 5 will lead to at least two feasible reconstructions for one object.
For this reason, we use pure phase modulation in our experiment. Phase-only modulation can be done with either binary or grayscale patterns. When we first employ the binary strategy, a crosstalk phenomenon is found between the phase and amplitude reconstructions. Fig. 2(a) shows the noise-free simulation results under different binary modulation variations. The complex object has a amplitude distribution of “House” and a phase distribution of “Peppers”. Crosstalk problem is obvious especially when the modulation variation is small. We can understand this problem as that a small phase variation can not provide sufficient constraint to determine a unique complex-valued solution. Similar phenomenon has also been found in conventional CDI [39, 40]. As we increase the modulation variation, crosstalk decreases, and eventually gets fully removed when \{0, \pi\} patterns are used (maximum phase contrast). This conclusion can also be verified by experimental data (Fig. 2(b)). The object is a lens with a pure imaginary-valued distribution function. However, when \{0, \pi\} modulation is employed, despite of the absence of crosstalk, the reconstruction suffers significantly low signal-to-noise ratio (SNR). Figure. 2(c) exhibits 500 detection values from each reconstruction shown in Fig. 2(b). Under binary modulation, as the increasing of the phase difference, the detection value trends to become smaller, and the SNR of detected signals become lower. This is because, if we regard the modulation pattern as a binary phase grating, a larger phase contrast will enhance high order diffraction and therefore lower 0th order intensity. Figure. 2(d) shows the simulation comparison of the far field spectrum distribution employed in Fig. 2(a). When \{0, \pi\} binary phase patterns are used, the pinhole detector receives its minimized signal. It results that the reconstruction SNR under this circumstance is extremely low.

The trade-off between crosstalk and SNR problems indicates that binary pattern is not the best choice. In fact, as we will see, this trade-off can be avoided by expanding the range of phase variation. To guarantee both sufficient modulation constraint and reasonable SNR, we use grayscale patterns that are in a uniform distribution between 0 and \pi. All results in the following sections are achieved with these patterns. A detailed comparison between binary and
grayscale modulation also can be found in Fig. 2(c) and Fig. 2(d). Compared with \{0, 0.2\pi\} binary phase pattern, this grayscale modulation retains about 68% detection intensity of \{0, 0.2\pi\} binary modulation, which guarantees sufficient SNR in the imaging process.

4. Results and discussions

Our first experiment is done with several SLM generated objects. We produce four different complex-wavefront distributions using a SLM (Holoeye Pluto-VIS-016). As shown in Fig. 3, the first wavefront distribution is three letters ‘SDU’ with different phase levels (S: \pi/2, D: \pi, U: 3\pi/2). Retrieved amplitude and phase distribution are shown in Fig. 3(a) and (e). It is important to note that these three letters are isolated to each other, showing that the proposed scheme is feasible for multiple independent objects. Two vortex phase front with different orbital angular momentums are also imaged. Reconstructed amplitude distributions are displayed in Fig. 3(b)-(c) and the phase distributions are shown in Figure 3(f)-(g). The results show great consensus with theoretical vortex distribution. The phase singularities of two beams can be clearly distinguished in their amplitude images. Considering a more complicated wave-

Figure 3: Experiment reconstructions of four SLM-generated complex objects. (a)-(d) The amplitude images of four objects. (e)-(h) Their phase images. The scale bar represents the length of 250\mu m.
Figure 4: Reconstructions of a plano-convex lens and a cylindrical lens. (a) The phase image of the plano-convex lens with a focal length of 500mm, (b) shows the cross-section of the retrieved phase (black dots) compared with theoretical values (red line). (c) is the 3D display of the unwrapped phase, which is also the surface shape of the lens. (c) is the phase image of the cylindrical lens with a focal length of 150mm. Again (b) and (c) are the phase cross-section and unwrapped surface. The scale bar represents a length of 250µm.

Figure 5: Reconstructions of a dragonfly wing in both amplitude and phase. (a) A camera photo of the wing. The red box indicates the reconstruction region. (b) Amplitude reconstruction. (c) Unwrapped phase reconstruction. (d) Three-dimensional surface of retrieved phase image. The scale bar represents a length of 250µm. (e) Cross-section of the phase image shows the sharp changes of phase distribution around the vein nodes.
front distribution, we generate a complicated field whose amplitude is restricted through an octangle and its phase is modulated by the open source image "Peppers". The reconstruction results are shown in Fig. 3(d) and (h). Its phase is in good conformity with original 'Peppers' image, and the phase-jump line is also clearly displayed in the amplitude image.

Our second experiment is conducted to measure to optical lenses. The first lens is a plano-convex lens with a focal length of 500mm, and the second one is a cylindrical lens with a focal length of 150mm. The original reconstructed phase distributions are shown in Fig. 4(a) and (d). A comparison between the reconstruction phase and the theoretical values are made, corresponding results are shown in Fig. 4(b) and (e). The correlation coefficients between these experimental and theoretical curves are 0.9196 and 0.9016, respectively. After phase unwrapping, we can get the detected surface distributions, which are shown in Fig. 4(c) and (f). According to the index of BK7 glass (1.5168), the focal lengths of these two lenses can also be calculated as 511.72mm and 158.72mm. All of these results show that our reconstructions are in a great precision.

In the last experiment, we challenge ourselves with a more ambitious object, a dragonfly wing. The size of the imaging region is set as 2mm × 2mm, which is marked as the red box in Fig. 5(a). The selected region of the wing can be generally divided into two parts, wing membranes and veins. The wing membranes are thin films with high transmittance, while veins are much thicker than the wing membrane and with low transmittance. From the trailing side (top left corner in the imaging region) to the leading side (bottom right corner in the imaging region), the thickness of the wing membrane and vein both gradually increases. Figure 5(b) shows its imaged amplitude distribution, both the wing membrane and vein are clearly imaged with a high contrast of brightness. The unwrapped phase distribution is displayed in Fig. 5(c), and its three-dimensional surface of phase distribution is also shown in Fig. 5(d). The phase value variation from the top left to the bottom right shows great agreement to the change of thickness distribution of the wing. The thickness contrast of the wing mem-
Figure 6: Reconstructions of a complex object with different sampling ratios. Both (a) simulation and (b) Experimental results are presented.

branes and veins can also be distinguished clearly. Even the nodes on the veins are very clearly revealed in the phase distribution (the spikes). These extreme sharp phase changes because that, compared to the other parts, the vein nodes are not only much thicker but also denser (higher refraction index), a cross-section of phase image is also plotted in Fig. 5(e) to show this sharp phase changes. The complex reconstruction of the wing shows great accordance to its biological features. Especially, the sharp changes in the phase image prove that our scheme is feasible to image complicated complex-valued objects even with large phase variance.

All reconstructions above are done with a sampling ratio of 600% to maxi-
mize imaging quality. Nevertheless, as described in the theory section, in phase retrieval problem, normally a four times sampling ratio is required to determine an unique solution of an unknown complex field. In practical, thanks for the possible correlated information between adjacent pixels, or other internal constraints such as nonnegativity of the amplitude, it is possible to obtain sufficient image information below this bound. In Fig. 6 we investigate the sampling ratio requirement in our approach in both simulation and experiment. In Fig. 6(a), we exhibit the simulation results under different sampling ratios from 100% to 600%. The object is a complex field with a amplitude distribution of “House” and a phase distribution of “Peppers”. Quantitative evaluations using structural similarity index (SSIM) are marked under each reconstruction. As shown in the results, although a perfect reconstruction happens at a sampling ratio of 400%, the reconstruction is already “nearly perfect” at a sampling ratio of 300%. Fig. 6(b) shows experimental results with noise involved. The SLM-generated object has a uniform amplitude, while its phase is in a distribution of “Peppers”. It shows that, although the reconstruction still a slight promotion visually when the sampling ratio increases from 400% to 600%, the result image is already in a reasonable quality with 400% samples, or even with the 300% samples. This is a clear proof that our scheme is sampling-efficient.

5. conclusion

To summarize, we have developed a diffraction imaging technique for complex objects via single-pixel camera. Our single-pixel diffraction imaging (SPDI) scheme retrieves complex images by performing phase-modulated illumination and far-field single-pixel detection. The structured illumination not only functions for spatial sampling for two-dimensional imaging, but also provides extra constraints in phase retrieval. Reconstruction is achieved by using TAF algorithm to minimize a non-convex quadratic loss function. By introducing sampling redundancy, our SPDI requires no a priori information of the objects. Both simulations and experiments have shown that our SPDI scheme can image
objects even with extremely rough phase distribution. Moreover, single-pixel detection has reduced the requirement for detector resolution. Therefore, it can be applied to those wavelengths that focal plane detector array technology is technically or financially expensive. On the other side, the pinhole in front of the detector actually plays a role for spatial mode selection. It indicates that this SPDI scheme could be achieved with broadband light source. Based on these advantages, we believe that our SPDI technology has universal applications from long-wavelength, e.g. microwave and terahertz light, to short-wavelength, e.g. X-rays, electrons and neutrons. At last, it should be noticed that our work is done under the assumption of thin film objects, e.g., objects are taken as two dimensional. Recently, several works have extended CDI into a tomography scheme to reconstruct 3D complex field[41,42]. In future work, effort should be devoted to extended our SPDI scheme for 3D complex field imaging.
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