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Abstract

Purpose – The purpose of this paper is to pinpoint and analyse ethical issues raised by the dual role of artificial intelligence (AI) in relation to climate change, that is, AI as a contributor to climate change and AI as a contributor to fighting climate change.

Design/methodology/approach – This paper consists of three main parts. The first part provides a short background on AI and climate change respectively, followed by a presentation of empirical findings on the contribution of AI to climate change. The second part presents proposals by various AI researchers and commentators on how AI companies may contribute to fighting climate change by reducing greenhouse gas emissions from training and use of AI and by providing AI assistance to various mitigation and adaptation measures. The final part investigates ethical issues raised by some of the options presented in the second part.

Findings – AI applications may lead to substantial emissions but may also play an important role in mitigation and adaptation. Given this dual role of AI, ethical considerations by AI companies and governments are of vital importance.

Practical implications – This paper pinpoints practical ethical issues that AI companies and governments should take into account.

Social implications – Given the potential impact of AI on society, it is vital that AI companies and governments take seriously the ethical issues raised by the dual role of AI in relation to climate change.

Originality/value – AI has been the subject of substantial ethical investigation, and even more so has climate change (Gardiner et al., 2010; Gardiner, 2011; Brooks, 2021). However, the relationship between AI and climate change has received only limited attention from an ethical perspective. This paper provides such considerations.
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Introduction

Artificial intelligence (AI) has been the topic of substantial ethical investigation (for example, Bostrom, 2011; Coeckelbergh, 2020) and even more so has climate change (Gardiner et al., 2010; Gardiner, 2011; Brooks, 2021). However, the relationship between AI and climate change has to date, received only limited attention from an ethical perspective (Coeckelbergh, 2021). The aim of this paper is to pinpoint and analyse key ethical issues on this topic. It is beyond its scope to propose how to resolve the issues.

The focus is on the dual role of AI in relation to climate change. AI may, to a varying extent, contribute to climate change due to the present dependence of electricity on fossil fuels, but AI may also, in various ways, contribute to the mitigation of climate change and to the adaptation of society to the adverse effects of climate change (Victor, 2019; Dhar, 2020).
The dual role of AI raises ethical issues about reducing greenhouse gas emissions from AI itself and about using AI for mitigation and adaptation. In addition to these climate-related ethical issues, many other ethical issues are raised by AI in general, such as privacy issues and risk for bias (Bostrom, 2011; Floridi et al., 2018; Dignum, 2019; Coeckelbergh, 2020). These general ethical issues may hold also for this kind of use of AI. However, they will not be discussed in this paper. Moreover, ethical issues raised by climate change mitigation and adaptation, in general, will be addressed only indirectly. The key focus is on ethical issues specific to AI in relation to climate change.

The paper consists of three main parts. The first part begins with a short background on AI and climate change followed by a presentation of empirical findings on the contribution of AI to climate change. The second part provides examples of how AI companies may contribute to fighting climate change by reducing greenhouse gas emissions from training and use of AI and by providing AI assistance to various mitigation and adaptation measures. The final part investigates ethical issues raised by some of the options presented in the second part. It should be noted that the proposals by AI researchers and commentators presented in the second part are selected to illustrate the multitude of options. However, the presentation is not intended to be all-encompassing. It only provides a practical and technological background to the ethical investigation, which constitutes the key part of the paper.

**Artificial intelligence as contributor to climate change**

Let me begin by giving a short background on what AI is and its potential impact on society, and on climate change, and its adverse effects. After this, we turn to empirical studies of the contribution of AI to climate change.

**Artificial intelligence**

AI is a kind of information and communication technology (ICT) that displays or simulates human intelligence. It can be software running on the internet, for example, search engines, image analysis or bots, but also software embedded in cars, robots or “the internet of things”. Many important AI applications include machine learning, that is, software that learns autonomously by finding rules or patterns that the programmer has not specified but which are based on statistics on big amounts of data. AI can be applied in several societal domains such as industry, transportation, agriculture, health care, education, finance, entertainment and social media. It may make existing processes and activities more efficient but also generate complete novelties. It has the potential for an enormous impact on society now and in the near and distant future (Coeckelbergh, 2020).

**Climate change**

Climate change is believed by most scientists to be a disastrous threat. A clear example is a recent statement by more than 11,000 scientists:

Scientists have a moral obligation to clearly warn humanity of any catastrophic threat and to “tell it like it is” [...] [W]e declare, with more than 11,000 scientist signatories from around the world, clearly and unequivocally that planet Earth is facing a climate emergency (Ripple et al., 2020).

Climate change is here described as an “emergency”, that is, as a very serious and urgent problem. It is a very serious problem because it is expected to have adverse effects such as extreme weather events, drought, wildfires, flooding and sea-level rise. It is a very urgent problem because some of these effects can already be seen at present at 1.1°C above preindustrial levels [Intergovernmental Panel on Climate Change (IPCC), 2021, pp. 5, 15–30].
These effects will become worse at 1.5°C and more so at 2.0°C – the goals of the 2015 Paris Agreement [United Nations Framework Convention on Climate Change (UNFCCC), 2015]. If climate change continues to be unmitigated or only poorly mitigated, the average global temperature is expected to reach 3°C by 2100 (Hausfather and Peters, 2020) or even higher (Schwalm et al., 2020) with even more catastrophic effects.

**Emissions from artificial intelligence applications**

AI is often presented as “clean tech”. For example, Apple and Google maintain that they are carbon neutral (due to the purchase of emission credits), and Microsoft announces that it will be carbon negative by 2030 (Crawford, 2021, p. 43). However, it is unclear how large the emissions actually are. The companies are not open to this. Transparency is lacking (Crawford, 2021, p. 41). To get some understanding, we need to look at independent studies.

Support for the projection that AI will contribute substantially to climate change can be found in studies of the actual and expected carbon footprint of ICT in general (Andrae and Edler, 2015; Hazas et al., 2016; International Energy Agency (IEA), 2017; Belkhir and Elmeligi, 2018; Jones, 2018; Unwin, 2020). It can also be found in studies of the footprint of individual AI applications (Strubell et al., 2019; Anthony et al., 2020). Let us have a closer look at two studies, one of each type.

An important study of the carbon footprint of the ICT sector, in general, was carried out by Belkhir and Elmeligi (2018). The scope of the study was computing devices (for example, desktops, laptops, smartphones, and tablets), data centres and communication networks. The study excluded, for example, TVs and printers (Belkhir and Elmeligi, 2018). This is how Belkhir and Elmeligi summarized their study:

> We have conducted in this study what we believe to be the most detailed, precise and methodical analysis of the ICT global GHGE footprint, which includes both the production and the operational energy of ICT devices, as well as the operational energy for the supporting ICT infrastructure. We have found that the ICT GHGE contribution relative to worldwide footprint will roughly double from 1 to 1.6% in 2007 to 3–3.6% by 2020. Assuming a continued annual relative growth ranging from 5.6 to 6.9%, ICT’s relative contribution would exceed 14% of the 2016-level worldwide GHGE by 2040 [. . .] The lion share of the emissions were found [. . .] to be generated by the ICT infrastructure with data centers being the largest culprit (45%) followed by communication networks (24%) (Belkhir and Elmeligi, 2018; “GHGE” means “greenhouse gas emissions”).

We see here that the emissions from ICT, in general, are projected to exceed 14% of the global emissions by 2040, with the main part generated by the ICT infrastructure, mainly data centres and communication networks. This projection gives us reason to expect that AI, as an increasingly significant part of ICT, will also become a substantial cause of emissions (Gailhofer et al., 2021).

A study focused explicitly on AI as a contributor to climate change was conducted by Strubell et al. (2019). They investigated the carbon footprint of several different AI models. They concluded that the emissions vary significantly among models. The highest emissions were found in the training of an AI model for natural language processing (NLP). This training was estimated to emit approximately 300,000 kg CO2e (Strubell et al., 2019). As Dobbe and Whittaker point out, these emissions correspond to the emissions of approximately 125 round-trip flights from New York to Beijing (Dobbe and Whittaker, 2019). Two things should be noted here. First, the study uses a USA-wide average of the energy mix. In regions and countries with more fossil-free energy, the emissions will be lower. Second, this study concerns the training of the AI models only. The use of the models in the real world (“inference”) leads to further emissions.
These studies of ICT in general and AI more specifically indicate that AI can be expected to contribute substantially to climate change. However, lacking from these studies is an assessment of emissions due to systemic effects, for example, rebound effects (Gailhofer et al., 2021). Economists talk about the “Jevons paradox”. Jevons was a 19th century British economist who argued that more efficient use of coal would not necessarily lead to less use but rather to more use (Michaels, 2012). Several types of rebound effects resulting from improved energy efficiency have been empirically established in various societal domains: direct rebounds, indirect rebounds, economy-wide rebounds and embedded rebounds (Michaels, 2012; Brockway et al., 2021). Take the example of improving the energy efficiency of cars. This may lead to increased use of cars (direct rebound), which may increase the demand for tires (indirect rebound) and to increased use of energy in restaurants and hotels visited when travelling around (economy-wide rebound). Moreover, the production of more energy-efficient cars itself also requires energy inputs to be accounted for (embedded rebound) (Michaels, 2012). Let us assume that the energy efficiency of the cars in this example is improved by means of AI. On this assumption, the example indicates that the use of AI might have a multitude of rebound effects. To put it more generally, improved energy efficiency by using AI might increase the demand of AI applications in various societal domains and thereby increase the total use of energy in society. To the extent this energy is based on fossil fuels, the climate risks are obvious.

A special comment on the embedded rebounds of AI seems warranted. These rebounds include not only factory production of hardware and other devices necessary for AI, for example, computers, data servers, cables and batteries for electric vehicles. They include also the extraction of metals such as lithium and cobalt and other materials. Moreover, they include transport of these materials to factories for the production of components, followed by transport to other factories for the production of the end-product. Finally, the devices are transported to AI developers and users. To the extent fossil fuels are used, each step in the production chain leads to greenhouse gas emissions, and all these emissions should be included among the total emissions from AI (Crawford, 2021, pp. 23–51).

In sum, due to its potential impact in various societal domains, AI can be expected to require vast amounts of energy, and at present and in the near future, this energy comes to a large extent from fossil fuels. This leads to substantial greenhouse gas emissions. It seems fair to conclude that AI might be a significant contributor to climate change.

**Options for fighting climate change**

As pointed out in the Introduction, AI has a dual role in relation to climate change. It is not only a contributor to climate change but potentially also a contributor to fighting climate change. AI applications may assist in various mitigation and adaptation measures. This means that companies providing these AI applications may play a key role in fighting climate change. However, we have seen that training and use of AI may lead to substantial emissions. Therefore, AI companies first of all need to reduce their own emissions.

With this in mind, AI companies could fight climate change in at least three ways. First, they could reduce the emissions from training and use of AI and thereby contribute to the mitigation of climate change. Second, they could provide AI assistance to mitigation measures in various societal domains. Third, they could provide AI assistance in adaptation to the adverse effects of climate change.

Let us have a look at a variety of options proposed by various AI researchers and commentators. It should be noted that while the options regarding mitigation and adaptation concern AI applications as such, the options regarding the reduction of emissions from AI mainly concern infrastructure, energy sources and various restrictions on the training and use of AI.
Reducing emissions from artificial intelligence

Greenhouse gas emissions from AI could be reduced in several different ways.

**Improved energy efficiency.** AI companies may make training and use of AI more energy-efficient, for example, by using more efficient hardware or reducing the energy needed for cooling in data centres (Lacoste et al., 2019; Walleser, 2021). Another measure could be to reduce the amount of data used in training AI models, that is, avoid using more data than necessary (Toews, 2020). Moreover, AI models could be scaled down. Bigger is not always better. Generating larger and larger models merely to achieve smaller and smaller improvements (diminishing returns) might be questionable from a climate change perspective (Toews, 2020).

**Fossil-free energy.** An important option is to see to it that the infrastructure (data centres, communication networks) uses less or no fossil fuels (Tech Workers Coalition, 2019). For example, when using cloud computing, data centres could be moved to countries or regions providing a more fossil-free energy mix (Lacoste et al., 2019).

**No artificial intelligence services to the fossil fuel industry.** At present, several partnerships exist between big tech companies, for example, Google, Amazon, Microsoft and big oil companies (Crawford, 2021, p. 44; Malliaraki, 2020). An option for reducing emissions from AI could be to reject such contracts (Tech Workers Coalition, 2019; Dobbe and Whittaker, 2019).

**Limited use of artificial intelligence.** A radical measure could be to limit the use of AI in some societal domains. This would be in line with the vision of “decent living with minimum energy” put forward by Millward-Hopkins and colleagues (Millward-Hopkins et al., 2020). For example, many uses of AI for fighting climate change or improving health care might be acceptable, but perhaps not all kinds of use for luxury or entertainment.

**Using artificial intelligence for mitigation**

Here are some options for how AI could be used for mitigation.

**More efficient use of energy.** A key option is using AI applications for more efficient use of energy in society, for example, for the construction of more energy-efficient buildings. AI may also contribute to designing better materials for solar panels, creating low-carbon materials, better monitoring of deforestation and greener transportation. Moreover, AI may assist in the allocation of fossil-free energy and make energy supply more efficient (Cho, 2018; Rolnick et al., 2019; Malliaraki, 2020).

**Improved climate models.** An obvious mitigation option is to use AI for improving climate models (Rolnick et al., 2019). More precise knowledge of climate change and its impact may motivate governments, communities, companies and individuals to make stronger efforts of mitigation.

**Steering human behaviour.** AI may also be used for steering human behaviour in a climate-friendly direction. AI may assist governments in attaining national and international climate goals by making climate nudging and regulation more efficient (Coeckelbergh, 2021).

**Using artificial intelligence for adaptation**

Some options for the use of AI in adaptation measures are listed below.

**More secure supply of energy and more efficient use of energy.** AI may make electric grids more secure. It could also improve efficiency and thereby reduce the demand for energy (Rolnick et al., 2019).
Increased resilience and prevention. AI could contribute to a more resilient design, for example, of buildings, roads, bridges and sea walls as well as better prevention of water pollution and spreading of diseases (Victor, 2019; Rolnick et al., 2019).

Improved weather forecasts. AI may provide better weather forecasts and thereby contribute to better protection from extreme weather events. AI may, for example, assist in predicting the trajectory and magnitude of storms and hurricanes as well as the start of periods of drought or flooding. AI may also provide early crop forecasting systems in agriculture. It may help adjusting seeds, planting times and cropping methods to reduce harmful impacts of adverse weather events (Cho, 2018; Rolnick et al., 2019).

Ethical issues
All these options proposed by various AI researchers and commentators concern what could be done concerning AI in relation to climate change. However, the options also raise ethical issues, that is, issues about what should be done:

- How should emissions from training and use of AI be reduced?
- How should AI be used for mitigation?
- How should AI be used for adaptation?

I limit my investigation of these three climate-related ethical issues to four key aspects: usefulness, freedom, justice and responsibility. Moreover, I only investigate ethical issues raised by some of the options presented in the previous section, not all of them.

As mentioned above, the options regarding mitigation and adaptation concern AI applications as such, whereas the options regarding the reduction of emissions from AI mainly concern infrastructure, energy sources and various restrictions on the training and use of AI. These differences in the character of the options have ethical implications. The options raise different types of ethical issues. The emphasis of the analysis is on general considerations, but special attention is given to particularly contested issues. Regarding measures for reducing emissions from the AI itself, I focus specifically on the option of limiting the use of AI in some societal domains (in the subsection on freedom) and the option of not selling AI services to the fossil fuel industry (in the subsection on responsibility). Less controversial options such as improving the energy efficiency of AI applications and turning to fossil-free energy sources will be addressed only very briefly (in the subsection on responsibility). Regarding mitigation and adaptation measures, the focus is specifically on cost/benefit balancing (in the subsection on usefulness), steering human behaviour by means of AI (in the subsection on freedom), using AI in assisting low-income countries (in the subsection on justice) and special obligations of AI companies and governments (in the subsection on responsibility).

Usefulness
The usefulness of various AI applications for mitigation or adaptation may differ. Two key ethical issues arise in this context:

- How should the various options for using AI in mitigation and adaptation be prioritized?
- How should the expected benefits and costs of using AI for mitigation and adaptation be balanced?
Rolnick and colleagues provide an ambitious assessment of the benefits of various options for machine learning, a key form of AI. They categorize the options as “high leverage”, “long term” leverage and “uncertain impact” (Rolnick et al., 2019).

The first category, high leverage options, includes options that are particularly useful. Here are some examples: predicting electricity supply and demand, providing information about mobility patterns, optimizing shipment, designing smart and resilient buildings, improving materials, developing precision agriculture, improving cooling for data centres and providing data for policymaking (Rolnick et al., 2019).

Long-term options are options with their main impact after 2040. Examples are developing fusion reactors and alternative fuels, automating large-scale afforestation, sequestering carbon dioxide, designing infrastructure and geoengineering (Rolnick et al., 2019).

The third category proposed by Rolnick and colleagues is options with uncertain impact. These options are uncertain concerning the impact on emissions (for example, due to Jevons paradox, that is, rebound effects) or uncertain concerning undesirable side effects. An example of uncertainty concerning the impact on emissions is uncertainty whether shared mobility may lead to more energy-efficient use of each car or to an increased number of people traveling by car (rather than by public transportation). Another example is uncertainty whether reduced overproduction will be energy efficient because online shopping and just-in-time manufacturing may lead to smaller and faster transport lacking the energy efficiency of aggregated transport. An example of uncertainty concerning undesirable side effects is uncertainty concerning the extent to virtual communication will truly replace physical meetings (Rolnick et al., 2019).

Given the extreme urgency of mitigation and adaptation, it might be reasonable to prioritize high leverage options. However, options that are promising in the long term might also be given some priority because mitigation and adaptation might require measures that take longer to develop and implement. Options with uncertain impact, on the other hand, might not be prioritized but rather submitted to more consequence analysis.

However, prioritizing among beneficial options is not enough. When assessing the usefulness of AI for mitigation and adaptation, we need to consider not only expected benefits but also expected costs in terms of emissions due to the use of fossil fuel energy. The expected costs are, to some extent, left out in the assessment provided by Rolnick and colleagues. They mention the potential costs of options with uncertain impact, but they do not mention the costs of high leverage options and long-term options. Some high leverage options or long-term options may have rebound effects that need to be accounted for. It is vital that the use of AI in mitigation and adaptation does not lead to more use of fossil-based energy than it saves in the various societal domains it is applied to. The risk for this varies among different AI applications for mitigation and adaptation, but it has to be taken into account. As Henderson and colleagues point out:

Deploying a large deep learning model for, say, improving the energy efficiency of a building, is not worth it if the energy costs of the model outweigh the gains (Henderson et al., 2020).

This brings us to the second key ethical issue mentioned above: how should the expected benefits and costs of using AI for mitigation and adaptation be balanced? Because options may vary in benefit as well as cost, the result of balancing may vary from case to case. However, there are different views on the likely outcome of such balancing more generally. Some may stress that AI is a “game changer” (Cho, 2018) when it comes to fighting climate change. AI can and should play a key role in mitigation and adaptation. Others may argue that AI is more of a problem or liability for climate change than a solution, at least as long as
the vast amounts of energy that are required (including rebound effects) to a substantial extent are dependent on fossil fuels. What is truly significant are global political measures, including carbon pricing. The contribution of AI can be and should be only limited. Commentators who are optimistic about green growth and the potential of technological innovation may be more positive about the usefulness of AI in fighting climate change, while those stressing the necessity of degrowth and the importance of living within planetary boundaries may be more negative.

**Freedom**

Concerning freedom, a useful distinction is between negative freedom and positive freedom (Berlin, 1969, pp. 121–122). Applied to climate change, these concepts can be understood as follows.

Negative freedom is freedom from constraints, the freedom of companies and individuals to do whatever they want. Total freedom, in this sense, does not exist in any society. Negative freedom is always more or less constrained by laws or social norms. In the context of climate change, proposals for mitigation and adaptation measures commonly include certain restrictions on negative freedom. Positive freedom, on the other hand, is the opportunity to live in a good environment with a reasonable standard of living and a reasonable range of options for choice. Mitigation and adaptation measures are means to retain positive freedom in this sense for future generations and low-income countries, not only for present generations and high-income countries (Walls, 2021).

Given these concepts, two key ethical issues arise in the context of AI and climate change:

- To what extent should the negative freedom of companies and individuals be restricted to reduce emissions from the use of AI?
- To what extent should the negative freedom of present generation companies and individuals be restricted by AI-assisted measures of mitigation and adaptation for the sake of ensuring the positive freedom of future generation companies and individuals?

Answers to these questions require a balancing of present-day negative freedom and future positive freedom. Several possible views have been put forward, and these can be illustrated in a spectrum. At the one extreme, we find absolute *laissez-faire*, at the other green authoritarianism. Liberal democracies can be expected to search for a middle way in between these extremes (Coeckelbergh, 2021).

Middle positions entail at least some restrictions on negative freedom. These may range from mere recommendations and climate nudging to strict legal regulations. The regulations may be a matter of command-and-control, for example, prohibitions of products or practices (Prahl and Hofmann, 2016a). They may also be market-based measures, including cap-and-trade schemes and carbon taxes (Prahl and Hofmann, 2016b).

Let me highlight a couple of specific ethical issues concerning freedom raised by two of the options for fighting climate change listed above. The first is the option of limiting the use of AI in some societal domains to reduce emissions from the AI itself. Such limiting of the use of AI might be problematic from the perspective of freedom. Market liberals may be against all such political steering, whereas eco-socialists may not. If the general option of limiting the use of AI in some activities is considered acceptable, the problem arises exactly which AI applications are acceptable and which are not. As mentioned, many AI applications for fighting climate change or improving health care might be considered
acceptable, but perhaps not all kinds of applications for luxury or entertainment. Where should the line be drawn, and how should the restrictions be regulated and enforced?

The second issue concerns the mitigation option of using AI for steering human behaviour in a climate-friendly direction. AI may assist governments in reaching nationally and internationally agreed-upon climate goals by making nudging and regulation more efficient. Behavioural economists define nudging as a matter of changing the behaviour of individuals subconsciously by changing the decision environment, the “choice architecture” (Thaler and Sunstein, 2009, p. 6). A classic example is placing healthy food, for example, fruit, at the beginning of the queue in a coffee house and unhealthy food at the end rather than the other way around. In mitigation of climate change, AI may be used to nudge individuals to a more climate-friendly behaviour (Coeckelbergh, 2021). For example, they can be nudged to reduce energy consumption during peak periods, make fewer trips by car, eat less meat or generate less waste. AI may also be used in climate regulation. On the basis of large amounts of data about the efficiency of specific regulations, it may suggest better regulations or better methods of enforcement (Rolnick et al., 2019). However, climate nudging and regulation raise questions about freedom in society. To what extent is it ethically justified to restrict the negative freedom of individuals and companies? Where should society draw the line?

Justice

Injustices in relation to climate change have received considerable attention. Low-income countries are expected to suffer more than high-income countries, whereas high-income countries have caused most of the greenhouse gas emissions. With this in mind, the United Nations Framework Convention on Climate Change stresses that justice requires high-income countries to assume stronger responsibilities than low-income countries in undertaking mitigation and adaptation measures [United Nations Framework Convention on Climate Change (UNFCCC), 1992]. These stronger responsibilities can be justified in different ways. One option is to refer to the polluter-pays principle. Historically, high-income countries have emitted much more than low-income countries and should therefore contribute more to mitigation and adaptation. Another option is to refer to the ability-to-pay principle. High-income countries are richer than low-income countries and should therefore pay more in fighting climate change. A third option is to refer to the principle of equal per capita shares. Individuals in high-income countries have emitted more than their fair shares of emissions than individuals in low-income countries and should, therefore, contribute more (Singer, 2010). It should be noted, however, that some commentators argue that the issue of responsibilities of high-income countries should be decoupled from the issue of justice and rather be based on a cost/benefit analysis (Posner and Weisbach, 2010).

By improving predictions, AI may make vulnerabilities such as flooding, droughts, climate migration and socio-economic tensions more visible (Coeckelbergh, 2020). However, AI may also play a role in fighting injustices (Uddin, 2020). Two key ethical issues arise in this context:

- How should low-income countries get equal access to AI for use in mitigation and adaptation?

- How should AI be used to assist low-income countries in mitigation and adaptation?

These questions about access to AI imply issues such as how much assistance, what kind of assistance and who should take responsibility. All these questions are difficult to answer. It seems clear, however, that many low-income countries find adaptation more urgent than mitigation. They need assistance in becoming more resilient to the adverse effects of climate
change rather than assistance in mitigation (Bwango et al., 2000). It is vital that AI companies are responsive to the kind of assistance low-income countries themselves ask for. What adaptation measures should be used in various societal domains? And how should AI assist in this context? In distinction to mitigation, which requires global measures, adaptation is mainly a local or regional issue (Heatley, 2017; Victor, 2019).

Responsibility

AI applications may lead to substantial greenhouse gas emissions but also play an important role in mitigation and adaptation. All three ethical aspects discussed so far – usefulness, freedom and justice – raise questions about responsibility:

- Who should take responsibility for the use of AI in relation to climate change?
- How should they do it?

As I use the term, “take responsibility” means “accept an obligation to do x and act according to this obligation”.

A possible answer to the first question is “all who take part in the production or consumption of AI services”, for example, AI developers, tech workers, AI companies and governments, but also individuals as consumers. However, many would argue that the main responsibility lies with AI companies (more precisely, high executives, board members and leading developers) and governments (more precisely, members of governments). AI companies develop and sell AI services for profit. Governments, on the other hand, regulate the activities of these companies nationally and by means of international agreements. Given the potential impact of AI on society, it is vital that AI companies and governments take responsibility for the development and use of AI.

Regarding the responsibility of AI companies, the AI researchers and commentators referred to in this paper seem to agree that these companies should reduce emissions from training and use of AI and provide AI assistance to mitigation and adaptation. However, their views differ on exactly how much should be done and by which measures. Moreover, they stress that AI companies should be transparent about emissions from training and use of AI models (for example, Dobbe and Whittaker, 2019; Malliaraki, 2020; Henderson et al., 2020; Crawford, 2021, pp. 41–46). Some also emphasize transparency about emissions due to rebound effects (for example, Dobbe and Whittaker, 2019; Crawford, 2021, pp. 41–46; Gailhofer et al., 2021).

Some options for reducing the emissions from training and use of AI appear to be rather uncontroversial, for example, improving the energy efficiency of AI applications and turning to fossil-free energy sources. Most would agree that if AI companies should contribute to the mitigation of climate change, they should begin by reducing emissions from their own activities. Much could be achieved by such measures. Other options, however, are more contested. In the subsection on the freedom I have already analysed the option of limiting the use of AI in some societal domains. Another controversial option is to abstain from selling AI services to the fossil fuel industry. What does the responsibility of AI companies imply: is it acceptable to sell or not? Different views on corporate social responsibility (CSR) may give different answers. According to a minimalist view, there is only one social responsibility for companies and this is to generate profit within the boundaries of the law (Friedman, 1970). On such a view, it might be acceptable to sell AI services to fossil fuel companies. However, there is also a broader view of CSR. This view states that in addition to generating profit and keeping within the boundaries of the law, companies should also follow social norms that are not codified in law. Beyond this, companies may also freely choose to contribute to the common good in various ways.
On this broader view, AI companies may freely adopt a policy of not selling AI services to the fossil fuel industry. Not selling such services might contribute to the common good, in this case, mitigation of climate change. Generation of profit would be of lower priority than mitigation. However, things are not as simple as these answers might suggest. First, minimalists might find it more profitable in the long term to abstain from selling AI services to fossil fuel companies and instead focus on the increasingly important fossil-free market. Thereby, the AI companies may unintentionally contribute to mitigation and adaptation. Second, those holding a broad view might argue against selling AI services to fossil fuel companies not only for reasons of contributing to the common good but also for reasons of generating profit on the growing fossil-free market.

Regarding the responsibility of governments, we saw above that the UNFCCC states that governments of high-income countries have stronger responsibilities than low-income countries in undertaking mitigation and adaptation measures (1992). In undertaking such measures, they need to take into account the dual role of AI in relation to climate change. However, political ideologies may differ on how to do this more precisely. As pointed out above in the section on freedom, liberal democracies will probably try to find positions in between the extremes of absolute laissez-faire and green authoritarianism (Coeckelbergh, 2021). But also, such middle positions may differ on concrete measures. What restrictions on the freedom of companies and individuals should be instituted? What about prohibitions and carbon pricing? And how should low-income countries be assisted in a fair way? What role should international cooperation play? The use of AI in these efforts of mitigation and adaptation is contested. To what extent should AI be used in this context? How strictly regulated should AI companies be?

Let us finish by a quick look at two recent contributions to the discussion of the responsibility of governments for AI in relation to climate change. The first example is the report “The role of Artificial Intelligence in the European Green Deal” (Gailhofer et al., 2021). This report sees the potential of AI in the mitigation of climate change but recognizes also the risk for adverse effects in terms of increased use of energy and resources. It stresses the importance of ensuring that AI systems developed by private companies adhere to sustainable development principles. To achieve this, audit and certification mechanisms are relevant options. The report also emphasizes that the EU agenda for AI to support environmental sustainability should be spread globally. The environmental potential of AI should be made available to low-income and middle-income countries (Gailhofer et al., 2021).

The second example is a study by Vinuesa et al. (2020) focusing on the relation of AI to all 17 Sustainable Development Goals and 169 targets of “The 2030 Agenda for Sustainable Development” [United Nations General Assembly (UNGA), 2015]. The study finds that AI may act as an enabler of 134 targets across all 17 goals but also inhibit 59 targets. The societal, economic and environmental outcomes of the use of AI may be positive as well as negative. Regarding climate change, the study stresses the potential of AI for climate action as well as its vast energy requirements and high emissions (Vinuesa et al., 2020). Vinuesa and colleagues conclude:

The fast development of AI needs to be supported by the necessary regulatory insight and oversight for AI-based technologies to enable sustainable development. Failure to do so could result in gaps in transparency, safety, and ethical standards (Vinuesa et al., 2020).

Both contributions illustrate how governments might use AI in a constructive way in fighting climate change. At the same time, they show awareness of the energy costs of this technology. However, the feasibility of these policies remains an open question.
Conclusion

In this paper, I have pinpointed and analysed ethical issues raised by the dual role of AI in relation to climate change, that is, AI as a contributor to climate change and AI as a contributor to fighting climate change. I have taken into account empirical findings on greenhouse gas emissions of ICT in general and AI specifically. Moreover, I have investigated proposals by AI researchers and commentators on how emissions from AI itself could be reduced and how AI could be used in mitigation and adaptation. These proposals raise ethical issues, that is, issues about what should be done: How should greenhouse gas emissions from training and use of AI be reduced? How should AI be used for mitigation? How should AI be used for adaptation? I have limited my investigation of these ethical issues to four key aspects: usefulness, freedom, justice and responsibility. I conclude that given the potential impact of AI on society, it is vital that AI companies and governments take these ethical issues seriously.
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