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Summary
The primary objective of this study is threefold: (1) to present a general higher-order shell theory to analyze large deformations of thin or thick shell structures made of general compressible hyperelastic materials; (2) to formulate an efficient shell theory using the orthonormal moving frame, and (3) to develop and apply the nonlinear weak-form Galerkin finite element model for the proposed shell theory. The displacement field of the line normal to the shell reference surface is approximated by the Taylor series/Legendre polynomials in the thickness coordinate of the shell. The use of an orthonormal moving frame makes it possible to represent kinematic quantities (e.g., the determinant of the deformation gradient) in a more efficient manner compared with the nonorthogonal covariant bases. Kinematic quantities for the shell deformation are obtained in a novel way in the surface coordinate described in the appendix of this study with the help of exterior calculus. Furthermore, the governing equation of the shell deformation has been derived in the general surface coordinates. To obtain the nonlinear solution in the quasi-static cases, we develop the weak-form finite element model in which the reference surface of the shell is modeled exactly. The general invariant based compressible hyperelastic material model is considered. The formulation presented herein can be specialized for various other nonlinear compressible hyperelastic constitutive models, for example, in biomechanics and other soft-material problems (e.g., compressible neo-Hookean material, compressible Mooney–Rivlin material, Saint Venant–Kirchhoff model, and others). A number of numerical examples are presented to verify and validate the formulation presented in this study. The scope of potential extensions are outlined in the final section of this study.
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1 | INTRODUCTION

The governing equations for curved shells and their numerical implementation have long been a challenging task in the mechanics community since the first general derivation of the theory was posited by Love.\(^1\) Earlier attempts at shell theories (see References 2 and 3 and references therein.) are based on Gauss’s theory of surfaces\(^4\) in which the kinematics of deformation is measured via metric and curvature variables (in the first and second fundamental differential forms) of the mid-surface of the shell structure in the course of deformation. Furthermore, following the works of Green and Zerna,\(^5\) the equations of motion for shells have been developed using convected coordinates.\(^2\) Most of these earlier works in the shell theory were carried out for linear elastic materials.

In recent years, shells made of nonlinear hyperelastic materials have received a great deal of attention in view of potential applications to soft and biomaterials. Basar and Ding\(^6\) developed a large strain shell model for thin shell structure on the basis of a quadratic displacement approximation in thickness coordinate by neglecting transverse shear strains for incompressible hyperelastic materials. This leads to a three-parameter theory governed by mid-surface displacements. Başar and Itskov\(^7\) presented a thin shell theory for the Ogden material model for rubber-like shells. They transformed the strain energy density, which is function of principal stretches, in terms of the invariants of right Cauchy–Green tensor and thus bypassing the need for eigenvalue calculation in their formulation. They have also presented an algorithm to deal with eigenvalue coalescence for the stretches. Campello et al.\(^8\) presented a nonlinear shell dynamics for thin shell assuming the Rodrigues rotation vector for the rotation vector field of linear material and neo-Hookean material. Kiendl et al.\(^9\) presented Kirchhoff–Love shell formulations for thin shells for general compressible and incompressible hyperelastic materials using isogeometric analysis. They have used linear thickness strain along with the Kirchhoff–Love hypothesis and statically condensed the thickness deformation to express the shell equations in terms of metric and curvature of the mid surface of the shell; they have applied the thin shell theory to dynamic simulation of a bioprosthetic heart valve. Luo et al.\(^10\) carried out a nonlinear static and dynamic analysis for hyperelastic thin shells via the absolute nodal coordinate formulation considering the Kirchhoff–Love hypothesis. Betsch et al.\(^11\) developed a shell element for large deformation based on an extensible director approach for compressible and incompressible hyperelastic material. This shell theory accounts for constant thickness stretch through the thickness via director stretch along with large rotation. Song and Dai\(^12\) have developed consistent models for thin shells via high-order expansion coefficients from the three-dimensional (3D) equations for compressible hyperelastic cylindrical and spherical shell structures. Furthermore, Li et al.\(^13\) extended this study to incompressible materials.

While much work has been done for hyperelastic thin shells, higher-order shell theories for hyperelastic materials have received much less attention. Such higher-order shell theories can model transverse normal and shear strain components via a higher-order displacement field approximation. In the case of soft material, such as rubber or biological materials, higher-order shear, and transverse deformation shell theories are of considerable importance as soft shells undergo considerable thickness deformation under loading. In addition, many biological shells are multilayered and so require nonlinear interpolations through the thickness.

Amabili and Reddy\(^14\) have developed several higher-order theories and the corresponding finite element models for large deformation in shell structure for linear material, functionally graded material, and laminated composites. Arciniega and Reddy (see References 15 and 16) formulated a tensor-based seven-parameter shell theory and its finite element model using 3D linear constitutive relation between the second Piola–Kirchhoff (PK) Stress and the Green–St. Venant strain (St. Venant–Kirchhoff nonlinear material model) with fully nonlinear geometry. Amabili and Reddy\(^17\) developed a consistent higher-order shell theory for von Kármán nonlinearity. Amabili\(^18\) developed a geometrically nonlinear shell theory which allowed third-order thickness and shear deformation using eight-parameter displacement field and concluded that such theory for linear material can predict the thickness deformation correctly. He has calculated the solution in terms of Fourier bases. Rivera and Reddy developed seven-parameter and 12-parameter shell theories (see References 19,20, and 21) for functionally graded material and laminated composite shell structures using St. Venant–Kirchhoff constitutive model. Rivera et al.\(^22\) developed a new eight-parameter shell theory for St. Venant–Kirchhoff constitutive model, which allows the use of a third-order thickness stretch kinematics, which avoids Poisson’s locking. Amabili et al.\(^23\) developed a nine-parameter shell theory for circular cylindrical shell considering incompressible neo-Hookean material. This shell theory is higher-order in both shear and thickness deformations where the four parameters describing the thickness deformation are obtained directly from the incompressibility condition.

We note that unlike the case of thin shells, the approaches for higher-order shell modeling have been based on specific geometries (cylindrical, spherical, and so forth) and/or special constitutive models. For a general hyperelastic material
model, no such higher-order shell theory is reported in the literature which can account for large deformation as well as shear and thickness deformation. This is partly because of the complexity of the formulation for a general hyperelastic material and a general shell geometry is a daunting task with extremely complex formulations due to the curvilinear coordinates and nonorthonormal base vectors.

In this study, we derive such a general higher-order shell theory which is based on a general polynomial expansion of the transverse and in-plane displacement components with a general order of approximation. Rather than obtaining the equation through asymptotic expansions or integration of the 3D equations, we derive the equations and boundary conditions for the FEM formulation directly using the principal of virtual work.

Undoubtedly, such generality in the nonlinear material model and deformation approximation of the proposed shell theory will invite enormous complexity in terms of kinematics and numerical model formulation in the general curvilinear coordinate system of the curved surface. The natural covariant bases for general curvilinear coordinates, in general, are nonorthogonal. Due to the presence of nonorthonormal basis vectors, the calculation of even the simplest kinematic quantities such as deformation gradients require extensive computations involving the nonidentity metric tensor (see Table 1\(^1\)). The complexity in the numerical model of such higher-order shell theories can be fathomed by the fact that the virtual internal energy contains approximately 20,000 terms for the seven-parameter shell theory (see chapter 9, Reddy\(^24\)) even for St. Venant–Kirchhoff constitutive model, which is considered to be the simplest nonlinear hyperelastic material model. The complexity of numerical formulation gets compounded when one considers the general invarient based hyperelastic nonlinear material model, which involves terms, such as, determinants and other invariants of right Cauchy–Green deformation tensor.

To circumvent the difficulty of the nonorthogonal bases in the curvilinear coordinate system, in this study, we adopt the orthonormal (Cartan's) moving frame and derive all the kinematic invariants such as deformation gradient, determinant of displacement gradient, subsequently, the governing equation and the numerical model. In the shell theory literature, Knowles and Reissner\(^25\) have derived the shell theory in orthonormal bases by restricting the surface coordinates lines (or coordinates) as orthogonal lines (or coordinates). For example, \((\theta, s)\) coordinate of surfaces of revolution (see Appendix A) are examples of orthogonal coordinates. However, in the best of the author's knowledge, there is no study reported in the literature, which derives the governing equations of shells and its numerical model with general nonorthogonal coordinates via the orthonormal moving frame. Appendix A of this study also presents a novel way\(^2\), in conjunction with exterior calculus, to derive the kinematics of the deformation considering the orthonormal basis. The derivation presents the kinematics for a general curved tubular surface with a varying radius which encompasses a wide variety of curved shell surfaces, spherical shell, and also for plates.

The nonorthogonal covariant coordinate bases arise very often in various cases, such as arbitrarily curved tubular shells or the computational shell theory (see References 24 and 15). In the later, we model the mid-surface of the shell element using the parent element via an isoparametric map, as shown in Figure 1, where the coordinates \((\eta_1, \eta_2)\) of the parent spectral element becomes the surface coordinate of the shell element in the physical space. In addition, we note that these coordinate lines are not always orthogonal to each other, in general. Hence, in the general case, the surface basis vectors generated by these coordinates are not orthogonal. As stated before, the computation in nonorthogonal bases is a tedious task due to the involvement of metric tensor, hence the use of the orthogonal moving frame on each shell element, separately, would reduce the complexity of the tensor operation in the formulations in the finite element model.

This theory can be specialized to specific higher-order shell theory, using specific values of order of approximation of displacement field, to different higher-order shell theory as demanded by the problem at hand.

\(^1\)Here, the repeated index implies summation over the range of the index, namely, one to three for 3D space. In addition, \(e_i\) and \(e^i\) are the covariant and contravariant basis vectors of the natural covariant frame, respectively; \(g_{ij}\) are the components of the covariant metric tensor; \(\hat{e}_i\) are the orthonormal bases of orthonormal (Cartan's) moving frame; and \(\delta^i_{jk}\) or \(\delta_{ik}\) is the permutation symbol.

\(^2\)The method is slightly different from than process involving the structure matrix proposed by Darboux and Cartan for doing calculus with an orthonormal moving frame. However, one can find the similarity, on careful observation, between the two approaches as both reach the same results.
Furthermore, in contrast to the existing computational shell theory, in this study, the geometry of the shell structure has been modeled exactly (see Appendix A for the geometries covered in this study). The components of displacement field along the orthogonal surface bases are approximated using polynomial expansion, in contrast to the existing computational shell theory where the components of displacement field along the global Euclidean bases are approximated. This further reduces the finite element model’s complexity as no transformation is needed from Euclidean to the surface coordinates for each element at each nonlinear iteration. In this study, such transformations are only required to plot the final deformed shape of the shell surface. However, the proposed approach is limited to surfaces with continuous orthogonal bases. Moreover, there exist many applications where the elemental surface interpolation is imperative (see Figure 1), and we can extend the current study for approximated elemental shell surface geometry with the approximation of displacement component in global Euclidean coordinate system.

The outline of this study is as follows. We first present a brief review of the hyperelastic material model and various stress measures for the material model along with the governing equations in Section 2. Then in Section 3 we introduce the kinematics, governing equation for General higher-order shell theory in general curvilinear surface coordinates considering the orthonormal moving frame. In the appendix of this study, the kinematics specified to any arbitrary curved tubular shell with the variable radius (which can also be specialized to the surface of revolution) along with spherical shells are developed with a novel approach. In Section 4, we present the weak form finite element model of the introduced higher-order shell theory. In Section 5, we specify the parameters needed for various nonlinear hyperelastic material model and the finite element analysis, followed by several numerical examples. In Section 6, we summarize the present work and present conclusions of this study.

2 | HYPERELASTIC OR GREEN ELASTIC MATERIAL

The hyperelastic material, also called Green elastic material, is a class of elastic material where the stress tensor at any point can be derived from the strain energy stored in the deformed body. The strain energy density functional of such material (see Reference 26) is given as follows:

$$\psi = \tilde{\psi}(I_C, II_C, III_C).$$

(1)

where $I_C, II_C, \text{ and } III_C$ are the first, second, and third principal invariants of the right Cauchy–Green deformation tensor, $C = F^T F$ defined as:

$$I_C = \text{tr}(C), \quad II_C = \frac{1}{2}(\text{tr}(C)^2 - \text{tr}(C^2)), \quad III_C = \det(C) = J^2,$$

(2)

where $J$ is the determinant of the deformation tensor $F$. The strain energy density function can also be expressed in terms of other mutually independent invariants of $C$ such as $(I_1, I_2, I_3)$, which are defined as follows:

$$I_1 = I_C = \text{tr}(C), \quad I_2 = \text{tr}(C^2), \quad I_3 = \text{tr}(C^3).$$

(3)

Let us express the strain energy density functional for hyperelastic material as follows:

$$\psi = \psi(I_1, I_2, J).$$

(4)
The derivative of the invariants of $C$ with respect to the deformation tensor $F$ are

$$\frac{dI_1}{dF} = 2F, \quad \frac{dI_2}{dF} = 4FC, \quad \frac{dJ}{dF} = JF^{-T}. \tag{5}$$

The governing equation for the compressible hyperelastic material body for the static case is given by

$$-\text{Div}(P) = \rho_0 \mathbf{b}, \tag{6}$$

where $\mathbf{b}$ is the body force vector measured per unit mass of the body and $P$ is the first PK stress tensor

$$P = J \left( \frac{\partial \psi}{\partial J} \right) F^{-T} + 2 \frac{\partial \psi}{\partial I_1} F + 4 \frac{\partial \psi}{\partial I_2} FC. \tag{7}$$

The Cauchy stress tensor, $\sigma$ is

$$\sigma = J^{-1} P F^T = \beta_1 I + \frac{1}{J} \beta_2 B + \frac{1}{J} \beta_3 B^2, \tag{8}$$

where

$$\beta_1 = 2 \frac{\partial \psi}{\partial I_1}, \quad \beta_2 = 4 \frac{\partial \psi}{\partial I_2}, \quad \beta_3 = \frac{\partial \psi}{\partial J} \tag{9}$$

and $B = FF^T$ is the left Cauchy–Green deformation tensor. To ensure zero stress in the natural configuration, we require

$$\beta_1 + \beta_2 + \beta_3 = 0. \tag{10}$$

In addition, the boundary condition is given as:

$$[P]\mathbf{N} = \mathbf{q}. \tag{11}$$

where $\mathbf{N}$ is the unit vector normal to the boundary surface in the reference configuration and $\mathbf{q}$ is the surface traction (transformed (or pulled) back to the reference configuration) acting on the boundary surface of the body.

3 | GENERAL HIGHER-ORDER SHELL THEORY

In this section, we derive the governing equation for the arbitrary shell structure in the general surface coordinates considering Cartan's moving frame.

3.1 | Curvilinear coordinate system and orthonormal moving frame

Let $(\eta_1, \eta_2, \zeta)$ constitute a curvilinear coordinate system for the shell structure in 3D space, where $(\eta_1, \eta_2)$ are the surface coordinates on the reference-surface of the shell structure, whereas $\zeta$ is the thickness coordinate measured along the normal direction to the shell reference surface. We will take $\zeta$-coordinate as zero at the reference surface of the shell structure. For any general surface coordinates $(\eta_1, \eta_2)$, the corresponding covariant basis may or may not be orthogonal. Therefore, in this study, we will consider a noncoordinate orthonormal moving frame (see Figure 2) for the ease of the derivation of the governing equation and finite element model, as it would become evident in the following sections. Now, let $\mathbf{R}$ be the position vector of any arbitrary point $\mathcal{P}$; then at that point we define the following orthonormal basis $\mathbf{\hat{e}}$, which may or may not align with the covariant bases for the surface and normal coordinates assumed:

$$\mathbf{\hat{e}} = \frac{\mathbf{R}_\zeta}{\|\mathbf{R}_\zeta\|}, \quad \mathbf{\hat{e}}_{\eta_1} = \frac{\mathbf{R}_{\eta_1}}{\|\mathbf{R}_{\eta_1}\|} \quad \text{and} \quad \mathbf{\hat{e}}_{\eta_2} = \mathbf{\hat{e}} \times \mathbf{\hat{e}}_{\eta_1}. \tag{12}$$

Generally, the mid surface of the shell structure could be considered as the reference surface of the shell structure. However, this is not necessary.

If we assume the surface coordinate $\eta_1$ as the arc length coordinate of the $\eta_1$ coordinate line, then the resulting moving frame would become the Darboux frame (see Reference 27), which is a surface analog of the Serre–Frenet frame of the space curve.
where $\mathbf{R}_\zeta$, for example, represents the derivative of $\mathbf{R}$ with respect to $\zeta$. The set $({\hat{e}}_{\eta_1}, {\hat{e}}_{\eta_2}, {\hat{e}}_\zeta)$ forms a right-handed orthonormal basis, which does not necessarily align with the covariant bases; when these orthonormal bases do not align with coordinate bases (or covariant bases) then they form a noncoordinate orthonormal moving frame, for example, in the case of general closed curved pipe surface (see Appendix A).

### 3.2 Displacement field

Now, in the orthonormal coordinate system, we approximate the displacement field of a point on the line normal to the reference surface of the shell in its full generality as

$$
\mathbf{u} = u_{\eta_1} \hat{e}_{\eta_1} + u_{\eta_2} \hat{e}_{\eta_2} + u_\zeta \hat{e}_\zeta,
$$

where

$$
\begin{align*}
    u_{\eta_1} &= [\mathbf{A}_{\eta_1}]_{1 \times n} \{\Phi_{\eta_1}\}_{n \times 1}, \\
    u_{\eta_2} &= [\mathbf{A}_{\eta_2}]_{1 \times m} \{\Phi_{\eta_2}\}_{m \times 1}, \\
    u_\zeta &= [\mathbf{A}_\zeta]_{1 \times p} \{\Phi_\zeta\}_{p \times 1}
\end{align*}
$$

and $\mathbf{A}_{\eta_1}$, $\mathbf{A}_{\eta_2}$, and $\mathbf{A}_\zeta$ are the row vectors of the basis function in the $\zeta$-coordinate for the approximation of $u_{\eta_1}$, $u_{\eta_2}$, and $u_\zeta$, respectively, whereas $\Phi_{\eta_1}$, $\Phi_{\eta_2}$, and $\Phi_\zeta$ are the column vectors of the corresponding coefficients of the basis functions defined as follows:

$$
\begin{align*}
    \mathbf{A}_{\eta_1} &= \begin{bmatrix} 1 & f_1(\zeta) & f_2(\zeta) & \ldots & f_n(\zeta) \end{bmatrix}, & \Phi_{\eta_1} &= \begin{bmatrix} \phi_{\eta_1}^{(0)} & \phi_{\eta_1}^{(1)} & \phi_{\eta_1}^{(2)} & \ldots & \phi_{\eta_1}^{(n)} \end{bmatrix}^T \\
    \mathbf{A}_{\eta_2} &= \begin{bmatrix} 1 & f_1(\zeta) & f_2(\zeta) & \ldots & f_m(\zeta) \end{bmatrix}, & \Phi_{\eta_2} &= \begin{bmatrix} \phi_{\eta_2}^{(0)} & \phi_{\eta_2}^{(1)} & \phi_{\eta_2}^{(2)} & \ldots & \phi_{\eta_2}^{(m)} \end{bmatrix}^T \\
    \mathbf{A}_\zeta &= \begin{bmatrix} 1 & f_1(\zeta) & f_2(\zeta) & \ldots & f_p(\zeta) \end{bmatrix}, & \Phi_\zeta &= \begin{bmatrix} \phi_\zeta^{(0)} & \phi_\zeta^{(1)} & \phi_\zeta^{(2)} & \ldots & \phi_\zeta^{(p)} \end{bmatrix}^T
\end{align*}
$$

where $n$, $m$, and $p$ are the order of approximation of the displacement component $u_{\eta_1}$, $u_{\eta_2}$, and $u_\zeta$, respectively. For higher-order shell theory, the basis function can be taken as a polynomial in $\zeta$ as $f_i(\zeta) = \zeta^i$; and in this case the components of the displacement field at any point can be interpreted as the Taylor series expansion about the corresponding point of the reference surface of the shell:

$$
\begin{align*}
    u_{\eta_1} &= \sum_{i=0}^{n} \zeta^i \phi_{\eta_1}^{(i)}(\eta_1, \eta_2), \\
    u_{\eta_2} &= \sum_{i=0}^{m} \zeta^i \phi_{\eta_2}^{(i)}(\eta_1, \eta_2), \\
    u_\zeta &= \sum_{i=0}^{p} \zeta^i \phi_\zeta^{(i)}(\eta_1, \eta_2).
\end{align*}
$$
where $\phi_{ni}^{(0)} = u(\eta_1, \eta_2)$, $\phi_{n_2}^{(0)} = v(\eta_1, \eta_2)$, and $\phi_{\zeta}^{(0)} = w(\eta_1, \eta_2)$ are the displacements of the reference surface of the shell structure at point $(\eta_1, \eta_2)$ along $\hat{e}_{n_1}$, $\hat{e}_{n_2}$, and $\hat{e}_{\zeta}$ directions, respectively. Then the various variables in the above displacement field can be expressed as follows:

$$
\phi_{ni}^{(i)} = \frac{1}{(i)!} \left( \frac{\partial^i u_{ni}}{\partial \zeta^i} \right)_{\zeta=0}, \quad \phi_{n_2}^{(i)} = \frac{1}{(i)!} \left( \frac{\partial^i u_{n_2}}{\partial \zeta^i} \right)_{\zeta=0}, \quad \phi_{\zeta}^{(i)} = \frac{1}{(i)!} \left( \frac{\partial^i u_{\zeta}}{\partial \zeta^i} \right)_{\zeta=0}.
$$

(17)

For the approximation orders $n = m = 1$ and $p = 2$, this higher order theory specializes to the seven-parameter shell theory (see Reference 19) and for $n = m = p = 3$, the presented theory reduces to 12-parameter shell theory (see Reference 20).

Alternatively, the basis functions $f_i(\zeta)$ can also be considered as the Legendre polynomials$^5$ in the following form:

$$
f_i(\zeta) = P_i(\zeta), \quad \bar{\zeta} = \frac{\zeta - R_1}{R_2},
$$

(18)

where $P_i(\zeta)$ is the Legendre polynomial in $\zeta$ and

$$
R_1 = \frac{\zeta_t(\eta_1, \eta_2) + \zeta_b(\eta_1, \eta_2)}{2}, \quad R_2 = \frac{\zeta_t(\eta_1, \eta_2) - \zeta_b(\eta_1, \eta_2)}{2}.
$$

(19)

Here, $\zeta_t$ and $\zeta_b$ are the $\zeta$-coordinate$^6$ of the top and bottom surface of the shell structure, respectively. Furthermore, the displacement vector at a point can be expressed as a column vector as follows:

$$
u = A\Phi, \quad \text{where} \quad A = \begin{bmatrix} A_{n_1} & 0 & 0 \\ 0 & A_{n_2} & 0 \\ 0 & 0 & A_{\zeta} \end{bmatrix}, \quad \Phi = \begin{bmatrix} \Phi_{n_1} \\ \Phi_{n_2} \\ \Phi_{\zeta} \end{bmatrix}, \quad \nu = \begin{bmatrix} u_{n_1} \\ u_{n_2} \\ u_{\zeta} \end{bmatrix}.
$$

(20)

### 3.2.1 Deformation gradient

The deformation gradient in the assumed orthonormal coordinate system can be derived with ease by using the tools of exterior calculus (see the appendix of Arbind et al.$^{28}$ and Appendix A for the detailed methodology) for a given coordinate system $(\eta_1, \eta_2, \zeta)$. The deformation gradient tensor can be written as

$$
F = F_0 \hat{e}_i \otimes \hat{e}_j, \quad \text{where} \quad i, j = n_1, n_2, \zeta.
$$

(21)

Then the components of deformation gradient can be expressed in column vector form:

$$
\{\bar{F}\} = \begin{bmatrix} F_{n_1 n_1} & F_{n_1 n_2} & F_{n_1 \zeta} & F_{n_2 n_1} & F_{n_2 n_2} & F_{n_2 \zeta} & F_{\zeta n_1} & F_{\zeta n_2} & F_{\zeta \zeta} \end{bmatrix}^T
$$

(22)

We will drop curly braces from the column vectors $\{\bar{F}\}$ for the further references in this study for brevity. Furthermore, $\bar{F}$ and its first variation can be given in terms of displacement variables, $\Phi$ as follows:

$$
\bar{F} = \bar{I} + G_1 \Phi + G_2 \Phi_{n_1} + G_3 \Phi_{n_2}, \quad \delta \bar{F} = G_1 \delta \Phi + G_2 \delta \Phi_{n_1} + G_3 \delta \Phi_{n_2},
$$

(23)

where the expressions for $\bar{I}$, $G_1$, $G_2$, and $G_3$ for different curvilinear coordinate system are given in the Appendix A. In addition, the components of displacement gradient, $(L = \nabla \nu = F - I)$ can be

$^5$In the case of the higher-order theory where the approximation order is higher than 3 or 4, the Legendre polynomials would behave better numerically due to its orthogonality property. But, we should be careful in applying the boundary conditions as the scaled Legendre polynomial is not always zero at the reference surface, which could make hinged edge type boundary condition challenging to apply.

$^6$Note here that $\zeta_t$ and $\zeta_b$ could be functions of $s$ and $\theta$. Such an assumption could help analyze shell structures having some local bulge where $\zeta_t$ and $\zeta_b$ would be a known functions of $s$ and $\theta$. 


written in the form of a column vector $\mathbf{\bar{L}}$ in a similar fashion as deformation gradient (see Equation (22)) as follows:

$$\mathbf{\bar{L}} = \mathbf{F} - \mathbf{I} = G_1 \mathbf{\Phi} + G_2 \mathbf{\Phi}_{\eta_1} + G_3 \mathbf{\Phi}_{\eta_2}, \quad \delta \mathbf{\bar{L}} = G_1 \delta \mathbf{\Phi} + G_2 \delta \mathbf{\Phi}_{\eta_1} + G_3 \delta \mathbf{\Phi}_{\eta_2}. \quad (24)$$

The determinant of the deformation gradient, $J$, can be expanded in terms of invariants of the displacement gradient as follows:

$$J = \det (\mathbf{F}) = \det (\mathbf{I} + \nabla \mathbf{u}) = 1 + I + II + III, \quad (25)$$

where $I$, $II$, and $III$ are the first, second, and third principal invariants of $\nabla \mathbf{u}$, respectively. These invariants can be given in terms of column vector $\mathbf{\bar{L}}$ (which ultimately can be written in terms of vector of displacement variables $\mathbf{\Phi}$ using Equation (24)) as:

$$I = \mathbf{1}^T \mathbf{\bar{L}}, \quad II = \frac{1}{2} \mathbf{g}_1^T \mathbf{\bar{L}}, \quad III = \frac{1}{3} \mathbf{L}_{\text{cof}}^T \mathbf{\bar{L}}, \quad (26)$$

where

$$\mathbf{g}_1 = G_0 \mathbf{\bar{L}}, \quad \mathbf{L}_{\text{cof}} = \frac{1}{2} G_{\text{cof}} \mathbf{\bar{L}} \quad (27)$$

and the expression of $G_0$ and $G_{\text{cof}}$ are given in Appendix B. Now, using Equations (25) and (26), $J$ can be rewritten as follows:

$$J = 1 + \left( \mathbf{1}^T + \frac{1}{2} \mathbf{g}_1^T + \frac{1}{3} \mathbf{L}_{\text{cof}}^T \right) \mathbf{\bar{L}}. \quad (28)$$

In addition, the derivative of $J$ with respect to $\mathbf{\bar{L}}$ is:

$$\frac{\partial J}{\partial \mathbf{\bar{L}}} = \mathbf{I} + \left( G_0 + \frac{1}{2} G_{\text{cof}} \right) \mathbf{\bar{L}} = \mathbf{I} + G_0 \mathbf{\bar{L}}, \quad \text{where} \quad G_0 = G_0 + \frac{1}{2} G_{\text{cof}}. \quad (29)$$

Furthermore, the derivative of the invariants $I_1$ and $I_2$ (see Equation (3)) with respect to $\mathbf{\bar{L}}$ are

$$\frac{\partial I_1}{\partial \mathbf{\bar{L}}} = 2 (\mathbf{1} + \mathbf{L}), \quad \frac{\partial I_2}{\partial \mathbf{\bar{L}}} = 4 \left( \mathbf{1} + \mathbf{B}_1 \mathbf{\bar{L}} + \frac{1}{2} \mathbf{B}_2 \mathbf{\bar{L}} + \frac{1}{3} \mathbf{B}_3 \mathbf{\bar{L}} \right), \quad (30)$$

where the detail derivation and definition of matrices $\mathbf{B}_1$, $\mathbf{B}_2$, and $\mathbf{B}_3$ are given in Appendix C. In addition, the volume element in the curvilinear coordinate system is given by

$$dV = g \, d\eta_1 \, d\eta_2 \, d\zeta. \quad (31)$$

Here, $g$ is the square root of the determinant of the covariant metric tensor of the curvilinear coordinates assumed.

### 3.3 Strain energy density

The strain energy density functional of the isotropic hyperelastic material is given in Equation (4). Then the first variation in strain energy density functional is

$$\delta \psi = \delta \mathbf{\bar{L}} : \left( \frac{\partial \psi}{\partial I_1} \frac{\partial I_1}{\partial \mathbf{\bar{L}}} + \frac{\partial \psi}{\partial I_2} \frac{\partial I_2}{\partial \mathbf{\bar{L}}} + \frac{\partial \psi}{\partial J} \frac{\partial J}{\partial \mathbf{\bar{L}}} \right) = \delta \mathbf{\bar{L}} : \left( \frac{\beta_1}{2} \frac{\partial I_1}{\partial \mathbf{\bar{L}}} + \frac{\beta_2}{4} \frac{\partial I_2}{\partial \mathbf{\bar{L}}} + \beta_3 \frac{\partial J}{\partial \mathbf{\bar{L}}} \right) = \delta \mathbf{\bar{L}} : \left( \beta_1 \mathbf{1} + \beta_2 \mathbf{\bar{L}} + \beta_3 \left( \mathbf{B}_1 + \frac{1}{2} \mathbf{B}_2 + \frac{1}{3} \mathbf{B}_3 \right) \mathbf{\bar{L}} + \beta_5 \mathbf{G}_0 \mathbf{\bar{L}} \right), \quad (32)$$

where $\beta_1$, $\beta_2$, and $\beta_3$ are defined in Equation (9).
3.4 Governing equation for the higher-order shell theory

To derive the governing equation for the general higher-order shell theory, let \( \mathbf{b} \) be the body force per unit mass and \( \mathbf{q} \) be the traction force (transform back to reference configuration) applied on the boundary surface of the structure. Furthermore, to obtain the governing equation, we start from the following virtual work statement (see Reference 29) for given strain energy density:

\[
0 = \int_B (\delta \psi - \rho_0 \mathbf{b} \cdot \delta \mathbf{u}) \, dV - \oint_{\partial B} \mathbf{q} \cdot \delta \mathbf{u} \, dS \\
= \int_B [\delta \mathbf{L} \cdot ((\beta_1 + \beta_2 + \beta_3) \mathbf{I}) + \beta_1 \mathbf{L} + \beta_2 \left( \mathbf{B}_1 + \frac{1}{2} \mathbf{B}_2 + \frac{1}{3} \mathbf{B}_3 \right) \mathbf{L} \\
+ \beta_3 \left( \mathbf{G}_0 + \frac{1}{2} \mathbf{G}_{col} \right)] \, dV - \oint_{\partial B} \mathbf{q} \cdot \delta \mathbf{u} \, dS
\]

\[
= \int_A [\delta \mathbf{\Phi} \cdot (\mathbf{h}_1 \mathbf{\Phi} + \mathbf{h}_2 \mathbf{\Phi}_{\eta_1} + \mathbf{h}_3 \mathbf{\Phi}_{\eta_2}) + \delta \mathbf{\Phi}_{\eta_1} \cdot (\mathbf{h}_4 \mathbf{\Phi} + \mathbf{h}_5 \mathbf{\Phi}_{\eta_1} + \mathbf{h}_6 \mathbf{\Phi}_{\eta_2}) + \\
+ \delta \mathbf{\Phi}_{\eta_2} \cdot (\mathbf{h}_7 \mathbf{\Phi} + \mathbf{h}_8 \mathbf{\Phi}_{\eta_1} + \mathbf{h}_9 \mathbf{\Phi}_{\eta_2}) + \delta \mathbf{\Phi} \cdot (\mathbf{f}_1 - \mathbf{f}_0) + \delta \mathbf{\Phi}_{\eta_1} \cdot \mathbf{f}_2 + \delta \mathbf{\Phi}_{\eta_2} \cdot \mathbf{f}_3] \, d\eta_1 \, d\eta_2 \\
- \oint_{\partial A} [\delta \mathbf{\Phi} \cdot \hat{\mathbf{f}}_i] \, dl, \quad (33)
\]

where

\[
\mathbf{h}_1 = \int_{\zeta_0}^{\zeta_1} \mathbf{G}_1^T \mathbf{B}_0 \mathbf{G}_1 g \, d\zeta, \quad \mathbf{h}_2 = \int_{\zeta_0}^{\zeta_1} \mathbf{G}_1^T \mathbf{B}_0 \mathbf{G}_2 g \, d\zeta, \quad \mathbf{h}_3 = \int_{\zeta_0}^{\zeta_1} \mathbf{G}_1^T \mathbf{B}_0 \mathbf{G}_3 g \, d\zeta \\
\mathbf{h}_4 = \int_{\zeta_0}^{\zeta_1} \mathbf{G}_2^T \mathbf{B}_0 \mathbf{G}_1 g \, d\zeta, \quad \mathbf{h}_5 = \int_{\zeta_0}^{\zeta_1} \mathbf{G}_2^T \mathbf{B}_0 \mathbf{G}_2 g \, d\zeta, \quad \mathbf{h}_6 = \int_{\zeta_0}^{\zeta_1} \mathbf{G}_2^T \mathbf{B}_0 \mathbf{G}_3 g \, d\zeta \\
\mathbf{h}_7 = \int_{\zeta_0}^{\zeta_1} \mathbf{G}_3^T \mathbf{B}_0 \mathbf{G}_1 g \, d\zeta, \quad \mathbf{h}_8 = \int_{\zeta_0}^{\zeta_1} \mathbf{G}_3^T \mathbf{B}_0 \mathbf{G}_2 g \, d\zeta, \quad \mathbf{h}_9 = \int_{\zeta_0}^{\zeta_1} \mathbf{G}_3^T \mathbf{B}_0 \mathbf{G}_3 g \, d\zeta \quad (34)
\]

and

\[
\mathbf{f}_1 = \int_{\zeta_0}^{\zeta_1} \mathbf{G}_1^T (\beta_1 + \beta_2 + \beta_3) \mathbf{I} \, g \, d\zeta, \quad \mathbf{f}_2 = \int_{\zeta_0}^{\zeta_1} \mathbf{G}_1^T (\beta_1 + \beta_2 + \beta_3) \mathbf{I} \, g \, d\zeta \\
\mathbf{f}_3 = \int_{\zeta_0}^{\zeta_1} \mathbf{G}_2^T (\beta_1 + \beta_2 + \beta_3) \mathbf{I} \, g \, d\zeta \\
\mathbf{f}_0 = \int_{\zeta_0}^{\zeta_1} \mathbf{A}^T \rho_0 \mathbf{b} \, g \, d\zeta + \sqrt{G} \mathbf{A}^T \mathbf{q}_i \quad \hat{\mathbf{f}}_i = \int_{\zeta_0}^{\zeta_1} \mathbf{A}^T \mathbf{q}_i \, d\zeta, \quad (35) \\
\mathbf{B}_0 = \left[ \rho_0 \mathbf{I} + \beta_1 \left( \mathbf{B}_1 + \frac{1}{2} \mathbf{B}_2 + \frac{1}{3} \mathbf{B}_3 \right) + \beta_3 \left( \mathbf{G}_0 + \frac{1}{2} \mathbf{G}_{col} \right) \right]. \quad (36)
\]

Moreover, \( \mathbf{q}_i \) and \( \mathbf{q}_i \) are the surface tractions applied on ith lateral surface and edge side surfaces of the shell structure, respectively, which are transformed back to the reference surface of the structure; \( G_i \) is the determinant of covariant metric tensor of the surface coordinate \((\eta_1, \eta_2)\) for the ith lateral boundary surface (see Appendix C of Reference 30 for general curved tubular shell surface). Next, the governing equation is obtained from Equation (33) as follows:

\[
\delta \mathbf{\Phi} : \mathbf{h}_1 \mathbf{\Phi} + \mathbf{h}_2 \mathbf{\Phi}_{\eta_1} + \mathbf{h}_3 \mathbf{\Phi}_{\eta_2} - \mathbf{h}_4 \mathbf{\Phi} + \mathbf{h}_5 \mathbf{\Phi}_{\eta_1} + \mathbf{h}_6 \mathbf{\Phi}_{\eta_2} \bigg|_{\eta_1} \\
- (\mathbf{h}_7 \mathbf{\Phi} + \mathbf{h}_8 \mathbf{\Phi}_{\eta_1} + \mathbf{h}_9 \mathbf{\Phi}_{\eta_2}) \bigg|_{\eta_2} = \mathbf{f}_0 - \mathbf{f}_1 - \mathbf{f}_2 + \mathbf{f}_3, \quad (37)
\]

and at the boundary line of the shell surface, the boundary conditions are:

\[
\mathbf{\Phi} = \mathbf{0} \quad \text{or} \quad \hat{\mathbf{f}}_1 + (\mathbf{h}_4 \mathbf{\Phi} + \mathbf{h}_5 \mathbf{\Phi}_{\eta_1} + \mathbf{h}_6 \mathbf{\Phi}_{\eta_2} + \mathbf{f}_2)n_{\eta_1} + (\mathbf{h}_7 \mathbf{\Phi} + \mathbf{h}_8 \mathbf{\Phi}_{\eta_1} + \mathbf{h}_9 \mathbf{\Phi}_{\eta_2} + \mathbf{f}_3)n_{\eta_2} = 0, \quad (38)
\]

where \( n_{\eta_1} \) and \( n_{\eta_2} \) are the components of normal direction to the edges of shell-reference surface in \((\eta_1, \eta_2)\) space.
4 | WEAK FORM FINITE ELEMENT MODEL

The obtained governing equation of the higher-order shell theory is the nonlinear partial differential equation in two dimensions, which can be solved numerically. In this section, we develop the weak form finite element model for isotropic compressible hyperelastic material for the higher-order shell theory. Towards this end, we consider the following Lagrangian\(^7\) for a general finite element \(\Omega^e\), \(\Gamma\):

\[
L_p = \int_{\Omega^e} \int_{\zeta_i} \left[ \psi(I_1, I_2, J) \right] g \; d\zeta \; ds - \mathcal{W}_{\Omega^e},
\]

where \(\mathcal{W}_{\Omega^e}\) is the work done by external forces on the element \(\Omega^e\) and \(\psi\) is the strain energy density function. Next, we obtain the weak form from the above Lagrangian as follows:

\[
0 = \int_{\Omega^e} \left( \frac{\partial \psi}{\partial \mathbf{L}} \right) : \delta \mathbf{L} - \rho_0 \mathbf{b} \cdot \delta \mathbf{u} \; dV - \int_{\partial \Omega^e} \mathbf{q} \cdot \delta \mathbf{u} \; dS
\]

\[
= \int_{\Omega^e} [\delta \mathbf{\Phi} \cdot (\mathbf{H}_1 \mathbf{\Phi} + \mathbf{H}_2 \mathbf{\Phi}_{n1} + \mathbf{H}_3 \mathbf{\Phi}_{n2}) + \delta \mathbf{\Phi}_{n1} \cdot (\mathbf{H}_4 \mathbf{\Phi} + \mathbf{H}_5 \mathbf{\Phi}_{n1} + \mathbf{H}_6 \mathbf{\Phi}_{n2})
\]

\[
+ \delta \mathbf{\Phi}_{n2} \cdot (\mathbf{H}_7 \mathbf{\Phi} + \mathbf{H}_8 \mathbf{\Phi}_{n1} + \mathbf{H}_9 \mathbf{\Phi}_{n2}) + \delta \mathbf{\Phi} \cdot (\mathbf{f}_1 - \mathbf{f}_0) + \delta \mathbf{\Phi}_{n1} \cdot \mathbf{f}_2 + \delta \mathbf{\Phi}_{n2} \cdot \mathbf{f}_3] \; d\eta_1 \; d\eta_2.
\]

In the above equation, \(\mathbf{I}\) is a \((9 \times 9)\) identity matrix. Now, we approximate the degrees of freedom vector as

\[
\mathbf{\Phi}(\eta_1, \eta_2) = \mathbf{\Psi}(\eta_1, \eta_2) \mathbf{U},
\]

where \(\mathbf{\Psi}(\eta_1, \eta_2)\) is the matrix of interpolation functions, which are functions of the coordinates \((\eta_1, \eta_2)\); \(\mathbf{U}\) is a vector of the nodal values of the variables corresponding to displacement components, given as follows:

\[
\mathbf{\Psi} = \begin{bmatrix}
\psi_1^{(1)} & \cdots & \psi_{n_1}^{(1)} & 0 & \cdots & 0 & 0 & \cdots & 0 \\
0 & \cdots & 0 & \psi_1^{(2)} & \cdots & \psi_{n_1}^{(2)} & 0 & \cdots & 0 \\
\vdots & \ddots & \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & 0 & \cdots & 0 & \psi_1^{(\hat{n})} & \cdots & \psi_{n_1}^{(\hat{n})}
\end{bmatrix}
\]

\[
\mathbf{U} = \begin{bmatrix}
u_{11} & \cdots & u_{1n_1} & u_2 & \cdots & u_{2n_2} & \cdots & u_{n_1} & \cdots & u_{n_1n_1}
\end{bmatrix}^T
\]

where \(n_1, n_2, \ldots, n_n\) are the number of nodal values of \(u_1, u_2, \ldots, u_{n_1}\), respectively, and \(\hat{n}(= n + m + p + 3)\) is the total number of Dofs at any node. In addition,

\[
u_1 = \phi_{\eta_1}^{(0)}, \quad u_2 = \phi_{\eta_1}^{(1)}, \ldots, u_{n+1} = \phi_{\eta_1}^{(n)}
\]

\[
u_{n+2} = \phi_{\eta_2}^{(0)}, \quad u_{n+3} = \phi_{\eta_2}^{(1)}, \ldots, u_{n+m+2} = \phi_{\eta_2}^{(m)}
\]

\[
u_{n+m+3} = \phi_{\eta_p}^{(0)}, \quad u_{n+m+4} = \phi_{\eta_p}^{(1)}, \ldots, u_{n+m+p+3} = \phi_{\eta_p}^{(p)}.
\]

We substitute the approximation of the displacement variables and \(\delta \mathbf{\Phi} = \mathbf{\Psi} \hat{\mathbf{u}}\) (where \(\hat{\mathbf{u}}\) is the column vector with all element unity and as many elements as the columns of \(\mathbf{\Psi}\)) into the weak form in Equation (38) to arrive at the following finite element equations:

\[
\mathbf{KU} - \mathbf{F} = \mathbf{0},
\]

where \(\mathbf{K}\) and \(\mathbf{F}\) are the stiffness matrix and force vector (both the stiffness matrix and force vector are nonlinear as they depend on the current solution vector \(\mathbf{U}\)), respectively, and they are defined as follows:

---

\(^7\)The load is applied very slowly such that the kinetic energy could be neglected.
\[
\mathbf{K} = \int_{\Omega_a} [\mathbf{\Psi}^T (\mathbf{H}_1 \mathbf{\Psi} + \mathbf{H}_2 \mathbf{\Psi}_{n_1} + \mathbf{H}_3 \mathbf{\Psi}_{n_1}) + \mathbf{\Psi}^T_{n_1} (\mathbf{H}_4 \mathbf{\Psi} + \mathbf{H}_5 \mathbf{\Psi}_{n_1} + \mathbf{H}_6 \mathbf{\Psi}_{n_1})] \, d\eta_1 \, d\eta_2 \\
\mathbf{F} = \int_{\Omega_a} \mathbf{\Psi}^T (\mathbf{f}_0 - \mathbf{f}_1) - \mathbf{\Psi}^T_{n_1} \mathbf{f}_2 - \mathbf{\Psi}^T_{n_2} \mathbf{f}_3 \, d\eta_1 \, d\eta_2
\]

(46)

with

\[
\mathbf{H}_1 = \int_{\zeta_b} G_1^T \hat{\mathbf{B}}_{0} \mathbf{G}_1 \, g \, d\zeta, \quad \mathbf{H}_2 = \int_{\zeta_b} G_2^T \hat{\mathbf{B}}_{0} \mathbf{G}_2 \, g \, d\zeta, \quad \mathbf{H}_3 = \int_{\zeta_b} G_3^T \hat{\mathbf{B}}_{0} \mathbf{G}_3 \, g \, d\zeta \\
\mathbf{H}_4 = \int_{\zeta_b} G_4^T \hat{\mathbf{B}}_{0} \mathbf{G}_4 \, g \, d\zeta, \quad \mathbf{H}_5 = \int_{\zeta_b} G_5^T \hat{\mathbf{B}}_{0} \mathbf{G}_5 \, g \, d\zeta, \quad \mathbf{H}_6 = \int_{\zeta_b} G_6^T \hat{\mathbf{B}}_{0} \mathbf{G}_6 \, g \, d\zeta \\
\mathbf{H}_7 = \int_{\zeta_b} G_7^T \hat{\mathbf{B}}_{0} \mathbf{G}_7 \, g \, d\zeta, \quad \mathbf{H}_8 = \int_{\zeta_b} G_8^T \hat{\mathbf{B}}_{0} \mathbf{G}_8 \, g \, d\zeta, \quad \mathbf{H}_9 = \int_{\zeta_b} G_9^T \hat{\mathbf{B}}_{0} \mathbf{G}_9 \, g \, d\zeta
\]

(47)

\[
f_1 = \int_{\zeta_b} G_1^T (\beta_1 + \beta_2 + \beta_3) \mathbf{I} \, g \, d\zeta \\
f_2 = \int_{\zeta_b} G_2^T (\beta_1 + \beta_2 + \beta_3) \mathbf{I} \, g \, d\zeta \\
f_3 = \int_{\zeta_b} G_3^T (\beta_1 + \beta_2 + \beta_3) \mathbf{I} \, g \, d\zeta
\]

(48)

and

\[
\hat{\mathbf{B}}_{0} = \beta_1 \mathbf{I} + \beta_2 \left( \mathbf{B}_1 + \frac{1}{2} \mathbf{B}_2 + \frac{1}{3} \mathbf{B}_3 \right) + \beta_3 \left( \mathbf{G}_0 + \frac{1}{2} \mathbf{G}_{\text{cot}} \right).
\]

(49)

The vectors \( \mathbf{f}_0 \) and \( \hat{\mathbf{f}}_0 \) are the same as given in Equation (35). The stiffness matrices are nonlinear and not symmetric. Again, we can apply Newton's method (see Reference 24) to solve the nonlinear FE equation. The tangent matrix \( \mathbf{T} \) in this case is given as

\[
\mathbf{T} = \int_{\Omega_a} [\mathbf{\Psi}^T (\hat{\mathbf{H}}_1 \mathbf{\Psi} + \hat{\mathbf{H}}_2 \mathbf{\Psi}_{n_1} + \hat{\mathbf{H}}_3 \mathbf{\Psi}_{n_1}) + \mathbf{\Psi}^T_{n_1} (\hat{\mathbf{H}}_4 \mathbf{\Psi} + \hat{\mathbf{H}}_5 \mathbf{\Psi}_{n_1} + \hat{\mathbf{H}}_6 \mathbf{\Psi}_{n_1})] \, d\eta_1 \, d\eta_2 - \mathbf{T}_f
\]

(50)

and \( \hat{\mathbf{H}}_i \) are defined as

\[
\hat{\mathbf{H}}_1 = \int_{\zeta_b} G_1^T \hat{\mathbf{B}}_{0} \mathbf{G}_1 \, g \, d\zeta, \quad \hat{\mathbf{H}}_2 = \int_{\zeta_b} G_2^T \hat{\mathbf{B}}_{0} \mathbf{G}_2 \, g \, d\zeta, \quad \hat{\mathbf{H}}_3 = \int_{\zeta_b} G_3^T \hat{\mathbf{B}}_{0} \mathbf{G}_3 \, g \, d\zeta \\
\hat{\mathbf{H}}_4 = \int_{\zeta_b} G_4^T \hat{\mathbf{B}}_{0} \mathbf{G}_4 \, g \, d\zeta, \quad \hat{\mathbf{H}}_5 = \int_{\zeta_b} G_5^T \hat{\mathbf{B}}_{0} \mathbf{G}_5 \, g \, d\zeta, \quad \hat{\mathbf{H}}_6 = \int_{\zeta_b} G_6^T \hat{\mathbf{B}}_{0} \mathbf{G}_6 \, g \, d\zeta \\
\hat{\mathbf{H}}_7 = \int_{\zeta_b} G_7^T \hat{\mathbf{B}}_{0} \mathbf{G}_7 \, g \, d\zeta, \quad \hat{\mathbf{H}}_8 = \int_{\zeta_b} G_8^T \hat{\mathbf{B}}_{0} \mathbf{G}_8 \, g \, d\zeta, \quad \hat{\mathbf{H}}_9 = \int_{\zeta_b} G_9^T \hat{\mathbf{B}}_{0} \mathbf{G}_9 \, g \, d\zeta
\]

(51)

where

\[
\hat{\mathbf{B}}_{0} = \beta_1 \mathbf{I} + \beta_2 (\mathbf{B}_1 + \mathbf{B}_2 + \mathbf{B}_3) + \beta_3 (\mathbf{G}_0 + \mathbf{G}_{\text{cot}}) \\
+ [\beta_{1,1} \hat{\mathbf{F}} + \beta_{2,1} \mathbf{L}_{(FC)} + \beta_{3,1} (\mathbf{I} + \mathbf{G}_0 \mathbf{L})] \mathbf{F}^T \\
+ [\beta_{1,2} \hat{\mathbf{F}} + \beta_{2,2} \mathbf{L}_{(FC)} + \beta_{3,2} (\mathbf{I} + \mathbf{G}_0 \mathbf{L})] \mathbf{L}_{(FC)}^T \\
+ [\beta_{1,3} \hat{\mathbf{F}} + \beta_{2,3} \mathbf{L}_{(FC)} + \beta_{3,3} (\mathbf{I} + \mathbf{G}_0 \mathbf{L})] (\mathbf{I} + \mathbf{G}_0 \mathbf{L})^T
\]

(52)
where $\mathbf{L}_{(FC)}$ (see Appendix B) is defined as follows:

$$
\mathbf{L}_{(FC)} = \left( \mathbf{I} + \mathbf{B}_1 \mathbf{L} + \frac{1}{2} \mathbf{B}_2 \mathbf{L} + \frac{1}{3} \mathbf{B}_3 \mathbf{L} \right)
$$

(53)

and

$$
\beta_{n1} = 2 \frac{\partial \beta_n}{\partial I_1}, \quad \beta_{n2} = 4 \frac{\partial \beta_n}{\partial I_2}, \quad \beta_{n3} = \frac{\partial \beta_n}{\partial J}, \quad \text{for} \quad n = 1, 2, 3
$$

(54)

and in Equation (50) the term $\mathbf{T}_f$ comes from the derivative of the force vector with respect to $\mathbf{U}$ (see Equation (58) in Reference 30). In addition, we note that the tangent matrix is symmetric if $\mathbf{T}_f$ is zero.

5 | SPECIALIZATION TO VARIOUS MODELS OF ISOTROPIC HYPERELASTIC MATERIAL

5.1 | Saint Venant–Kirchhoff nonlinear material model

For the Saint Venant–Kirchhoff nonlinear material model, the second PK stress tensor and the Green–Lagrange strain tensor are related linearly in the same way as in stress–strain relation for linear elasticity. This model is the simplest model of nonlinear hyperelastic material. In this case, the strain energy density per unit reference volume is given by

$$
\psi = \frac{1}{2} \mathbf{S} : \mathbf{E} = \frac{\mu}{4} (I_2 - 2I_1 + 3) + \frac{\lambda}{8} (I_1 - 3)^2,
$$

(55)

where $\mathbf{S}$ and $\mathbf{E}$ are the second PK stress tensor, and the Green–Lagrange strain tensor, respectively; $\mu$ and $\lambda$ are the Lame parameters. The $\beta$’s and its derivatives used in the finite element model, described in section 4.1, can be specialized for this material model as follows:

$$
\beta_1 = \frac{\lambda}{2} (I_1 - 3) - \mu, \quad \beta_2 = \mu, \quad \beta_{11} = \lambda
$$

$$
\beta_3 = \beta_{31} = \beta_{32} = \beta_{12} = \beta_{13} = 0, \quad \text{where} \quad i = 1, 2, 3.
$$

(56)

5.2 | Compressible neo-Hookean model

For the compressible neo-Hookean solid, the strain energy density per unit reference volume is given by

$$
\psi = \frac{\lambda}{2} \log^2(J) - \mu \log(J) + \frac{\mu}{2} (I_1 - 3),
$$

(57)

where $\lambda$ and $\mu$ are the Lame parameters. The $\beta$’s and their derivatives can be specialized for this model as follows:

$$
\beta_1 = \mu, \quad \beta_3 = \frac{1}{J} (\lambda \log(J) - \mu), \quad \beta_{33} = \frac{\lambda}{J^2} - \frac{2}{J^2} (\lambda \log(J) - \mu)
$$

$$
\beta_2 = \beta_{11} = \beta_{13} = \beta_{31} = \beta_{12} = \beta_{13} = 0, \quad \beta_{22} = \beta_{23} = \beta_{32} = 0.
$$

(58)

5.3 | Compressible Mooney–Rivlin model

Another example of compressible hyperelastic material model is Mooney–Rivlin model. The strain energy density per unit reference volume is given by:

$$
\psi = C_1 (J^{-2/3}) I_C - 3) + C_2 (J^{-2/3}) I_{C1} - 3) + \frac{K}{2} (J - 1)^2
$$

$$
= C_1 (J^{-2/3}) I_1 - 3) + C_2 \left( \frac{1}{2} J^{-2/3} (I_1^2 - I_2) - 3 \right) + \frac{K}{2} (J - 1)^2,
$$

(59)
where \( C_1 \) and \( C_2 \) are the material constants and \( K \) is the bulk modulus. The \( \beta \)'s and its derivatives can be then given as follows:

\[
\begin{align*}
\beta_1 &= 2J^{-2/3}(C_1 + C_2 I_1), \\
\beta_2 &= -2C_2 J^{-2/3}, \\
\beta_3 &= -\frac{2}{3}J^{-5/3} \left( C_1 I_1 + \frac{1}{2}C_2 (I_1^2 - I_2) \right) + K(J - 1), \\
\beta_{1,1} &= 4C_2 J^{-2/3}, \\
\beta_{1,3} &= -\frac{4}{3}J^{-5/3}(C_1 + C_2 I_1), \\
\beta_{2,3} &= \frac{4}{3}C_2 J^{-5/3}, \\
\beta_{3,1} &= -\frac{4}{3}J^{-5/3}(C_1 + C_2 I_1), \\
\beta_{3,2} &= \frac{4}{3}C_2 J^{-5/3}, \\
\beta_{3,3} &= \frac{10}{9}J^{-8/3} \left( C_1 I_1 + \frac{1}{2}C_2 (I_1^2 - I_2) \right) + K, \\
\beta_{1,2} = \beta_{2,1} = \beta_{2,2} = 0.
\end{align*}
\] (60)

6 | NUMERICAL EXAMPLES

In this section, we present a number of numerical examples illustrating the formulation of shell theory presented in this study. For all the examples, the surface coordinate \((\eta_1, \eta_2)\) are taken as \((\theta, s)\) as presented in Appendix A, and all the shell surfaces presented in the examples can be seen as a curved or straight pipe with constant or variable radius. In addition, the mesh discretization \((n_\theta \times n_s)\) means \(n_\theta\) and \(n_s\) elements along the \(\theta\)- and \(s\)-direction, respectively, for all the numerical examples.

6.1 | Semicylindrical shell subjected to point load

First, we consider an example of a very common benchmark problem of semicylindrical shell subjected to point load, as shown in Figure 3(A) for Saint Venant–Kirchhoff nonlinear material model. The geometric and material properties of the semicylinder are as follows:

\[
L = 3.048 \text{ in., } R = 1.016 \text{ in., } h = 0.03 \text{ in.,}
\]

\[
E = 20.685 \times 10^6 \text{ psi., } \nu = 0.3,
\]

where \(L\), \(R\), and \(h\) are the length, mean radius, and thickness of the semicircular cylinder; \(E\) and \(\nu\) are the modulus of elasticity and Poisson’s ratio, respectively. One end of the cylindrical panel is completely fixed, and the straight edges are constrained to have \(u_\theta\) equal to zero.

Uniform \((16 \times 6)\) cubic spectral Lagrange elements are used for the nonlinear finite element analysis. \((4 \times 4)\) Gauss points are used in an element to integrate the stiffness and tangent matrices. For solving the nonlinear finite element equation, arc-length method (see References 31 and 24) is employed to have program-controlled load increment with the error tolerance equal to \(10^{-3}\).

Figure 3(B) shows the deformed shape of the semicylinder at point load 1614.5 lb. In addition, Figure 4 shows the load versus radial displacement (at the point of load application) plot and the result has been compared with seven-parameter shell theory for linear material (see Rivera and Reddy19) and ANSYS. The solution from the present study is in good agreement with the study of the seven-parameter shell theory of Rivera and Reddy,19 whereas ANSYS solution is not accurate for large deformation.

6.2 | Hyperboloidal shell subjected to point loads

In this example, we consider the deformation of a hyperboloidal shell under point loads, as shown in Figure 5. Both the end cross-sections of the hyperboloidal shell are completely free. Two nonlinear material models, namely,
FIGURE 3  Natural configuration and the deformed geometry of the cylindrical shell panel subjected to a point load [Colour figure can be viewed at wileyonlinelibrary.com]

FIGURE 4  Comparison of radial displacement of mid surface at the point of application of load on the cylindrical panel by general higher-order shell theory to seven-parameter shell theory and ANSYS [Colour figure can be viewed at wileyonlinelibrary.com]

compressible neo-Hookean model and Saint Venant–Kirchhoff nonlinear material model have been considered for this case. The geometric and material parameters of the cylindrical panel used are:

\[ L = 40 \text{ in.}, \quad R_1 = 7.5 \text{ in.}, \quad R_2 = 15 \text{ in.}, \quad h = 0.04 \text{ in.}, \quad \mu = 1.6 \times 10^6 \text{ psi}, \quad \nu = 0.25, \]

where \( L, R_1, R_2, \) and \( h \) are the length, mean radii (minimum and maximum radii, respectively), and thickness of the shell; \( \mu \) and \( \nu \) are the shear modulus and Poisson’s ratio, respectively.

Exploiting the symmetry of the problem, only 1/8th of the full domain is considered as the computational domain for the nonlinear finite element analysis. Three different meshes with different order \( (p_s) \) of spectral Lagrange elements have been used for the computational domain; (i) \((5 \times 5)\) spectral elements, \(p_s = 8\), (ii) \((10 \times 10)\) spectral elements, \(p_s = 4\), and (iii) \((20 \times 20)\) spectral elements, \(p_s = 2\). All meshes contain \(41 \times 41\) nodes. Full Gauss quadrature is used to integrate the
Figure 5 Undeformed geometry of the hyperboloidal shell. Both the end cross-section are completely free and four point loads are applied at the mid cross-section of the shell [Colour figure can be viewed at wileyonlinelibrary.com]

![Undeformed geometry of the hyperboloidal shell](image1)

Figure 6 Deformed geometries of hyperboloidal shell subjected to point load considering neo-Hookean material model [Colour figure can be viewed at wileyonlinelibrary.com]

![Deformed geometries of hyperboloidal shell](image2)

(A) $F_0 = 124.7$ lb. (B) $F_0 = 563.0$ lb.

Figure 6(A,B) shows the deformed shape of the hyperboloidal shell for two different load cases, namely, $F_0 = 124.7$ lb and $F_0 = 563.0$ lb, respectively, for the compressible neo-Hookean material model. Figure 7 shows the magnitude of the radial displacement at the point of application of the compressive point load versus the magnitude of the applied load $F_0$ for both compressible neo-Hookean and Saint Venant–Kirchhoff nonlinear material models. The displacements for both these nonlinear material models are almost the same. The reason for this could be that the considered shell being an example of large rotation and small strain. Moreover, for the small strain experienced, both compressible neo-Hookean and Saint Venant–Kirchhoff nonlinear material models tend to linearize to the same linear stress–strain relation for given material constants. In addition, we can observe from Figure 7 that the quadratic element does not give accurate results for large deformation.
6.3 Thin circular arc shaped shell-strip subjected to point load

In this example, we analyze a circular arc-shaped thin shell strip under point load as shown in Figure 8 for two different boundary conditions; (i) Completely fixed (ii) hinged at the shorter edges of the shell stripe considering Saint Venant–Kirchhoff nonlinear material model. This loading condition shows the snap-through motion of the structure, and hence the arc-length method has been applied to solve the nonlinear finite element equation. The geometric and material properties of the semicylinder are the following:

\[ \theta_0 = 0.3\pi, \quad R_0 = 5 \text{ in}, \quad h = 0.04 \text{ in}, \quad E = 2.0685 \times 10^7 \text{ psi}, \quad \nu = 0.3, \]

where \(2\theta_0\) is the angle inscribed by the arc-length at the center of the circle of which this arc-length is part of and \(R_0\) is the radius of the same circle. \(h\) is the thickness of the shell-stripe. \(E\) and \(\nu\) are the modulus of elasticity and Poisson’s ratio, respectively.

Three different combination of meshes and different orders of the shell theory have been used considering cubic spectral finite elements; (i) \((20 \times 2)\) (20 elements along arc-length and two elements along the width of the shell-stripe) cubic spectral elements, (ii) \((30 \times 10)\) cubic spectral elements with \(n = m = 1, p = 2 \) and \(n = m = 2, p = 3\) as the order of approximation of higher-order shell theory. Full Gauss points \((4 \times 4)\) are used to integrate the stiffness and tangent matrices. Figure 9(A,B) shows the deformed shapes for three different loads along the equilibrium path for fixed and hinged boundary condition, respectively, whereas Figure 10(A,B) shows the load-displacement (at the point of load application) plot along the equilibrium path; here we note the snap-through motion for load-controlled scenario. In addition, the solutions are convergent for refined mesh sizes and orders of the shell theory.

6.4 Circular cylinder under internal pressure

In this example, a thin circular cylinder (see Figure 11(A)) subjected to internal pressure is analyzed considering compressible neo-Hookean and Saint Venant–Kirchhoff nonlinear material models. Both ends of the cylinder are completely fixed. The geometric and material parameters used are as follows:

\[ L = 6 \text{ in}, \quad R = 1 \text{ in}, \quad h = 0.01 \text{ in}, \quad \mu = 3.333 \times 10^4 \text{ psi}, \quad \nu = 0.3, \]
**Figures**

**Figure 8** Original shape of thin circular arc shaped shell-strip subjected to point load [Colour figure can be viewed at wileyonlinelibrary.com]

**Figure 9** Deformed geometries of shell-strip subjected to point load for fixed and hinged boundary conditions [Colour figure can be viewed at wileyonlinelibrary.com]

**Figure 10** Load-displacement curve (or the equilibrium path) at the point of load application for fixed and hinged boundaries, which shows the snap-through motion. We note here that the load-displacement plots are convergent for the successive refinement to reach the convergent equilibrium paths [Colour figure can be viewed at wileyonlinelibrary.com]
Figure 11 Natural and deformed geometries of cylindrical shell subjected to internal pressure [Colour figure can be viewed at wileyonelibrary.com]

Figure 12 Load versus maximum radial displacement plot for the internally pressurized cylinder. Here, we notice that the plot coincides for small displacement, that is, small strain as both neo-Hookean and Saint Venant–Kirchhoff nonlinear models linearize to the same linear constitutive relation. In addition, we note here that the load-displacement plots are convergent for the successive refinement of mesh and approximation order to reach the convergent equilibrium path [Colour figure can be viewed at wileyonelibrary.com]

where \( L \), \( R \), and \( h \) are the length, mean radius, and thickness, respectively, of the cylindrical shell. Moreover, \( \mu \) and \( \nu \) are the shear modulus and Poisson’s ratio, respectively.

As in the case of hyperboloidal shell, we exploit the symmetry and model only 1/8th of the full domain as the computational domain for the analysis. Three different grid sizes are considered using quadratic elements for two different orders of approximation of the shell theory. Full Gauss quadrature is used to integrate the stiffness and tangent matrices for elements. In this example, we have used the arc-length method to solve the nonlinear finite element equations to have a program-controlled load increment.

Figure 11(B) shows the deformed shapes for the internal pressure \( P_0 = 278.7 \) psi. Furthermore, Figure 12 shows the load versus maximum radial displacement plot for both compressible neo-Hookean and Saint Venant–Kirchhoff nonlinear material models. In addition, in this case, the solutions are convergent for different mesh sizes and orders of shell theories for quadratic elements.
6.5 | Spiral tube under internal pressure

In this numerical example, we consider a spiral tube (see Figure 13) under internal pressure with the central reference spiral curve given by following parametric equation in rectangular Cartesian coordinate system:

\[ x = \cos \left( \frac{t}{\sqrt{2}} \right), \quad y = \frac{t}{\sqrt{2}}, \quad z = \sin \left( \frac{t}{\sqrt{2}} \right), \]  

where \( t \) is an arbitrary parameter for this space curve and the arc length coordinate \( s \) is same as the parameter \( t \) for this particular case. Both the curvature \( (\kappa) \) and torsion \( (\tau) \) of the spiral curve are constant having the values 0.5 per inch and −0.5 per inch, respectively. The axis of the reference spiral curve lies along the \( y \)-axis. In this case also, two material models, namely, compressible neo-Hookean and Saint Venant–Kirchhoff models are considered for the nonlinear finite element analysis. Other geometric and the material parameters are as follows:

\[ L = 12 \text{ in.}, \quad R_{\text{mean}} = 0.3 \text{ in.}, \quad h = 0.05 \text{ in.}, \]
\[ \mu = 3.333 \times 10^4 \text{ psi}, \quad \nu = 0.3, \]

where \( L, R_{\text{mean}}, \) and \( h \) are the length, mean radius, and thickness, respectively, of the spiral tube. The curvilinear surface coordinate system are built over the underlying Frenet frame of the reference spiral curve of the tube, and hence the natural covariant basis of the surface coordinate will be nonorthogonal, but in this case we have considered the orthonormal basis for the analysis.

For the nonlinear finite element method, full domain of the shell mid-surface has been considered with spectral elements with order \( p_s = 2 \) and 4. Seven-parameter shell theory has been considered to model the tube’s thickness stretch. To solve the nonlinear finite element equation, the arc-length method has been considered; this way, we allow the program to decide the next load step while tracing the deformed tube’s equilibrium path. Figure 14(A,B) shows two different deformed configuration for neo-Hookean material model for internal pressure \( P_0 = 1776.8 \text{ psi.} \) and \( P_0 = 2026.1 \text{ psi.} \), respectively, considering \( (7 \times 8) \) spectral element with \( p_s = 4 \) for seven-parameter shell theory. Here, seven and eight elements are along the circumferential and longitudinal directions, respectively. In all cases, full Gauss points are used for integrating the stiffness, tangent matrix, and force vector. Figure 15 shows the load-displacement plot at \( (\theta, s, \zeta) = (\pi, 6, 0) \) for the deformed tube for the spectral elements of a different order, mesh refinement and order of approximation of displacement field to see the convergence of solutions for different kinds of refinement in finite element implementations for both compressible neo-Hookean and Saint Venant–Kirchhoff material models. We observe that spectral elements of order \( p_s = 4 \) give better convergent solution than the quadratic elements for a given number of nodes. Figure 16 shows a similar plot comparing the two nonlinear material models, namely, compressible neo-Hookean and Saint Venant–Kirchhoff model.
For small deformation, both the models converge to similar deformations, as observed in the previous examples. The numerical values of the pressure and the displacement at \((\theta, s, \zeta) = (\pi, 6, 0)\) are tabulated in Table 2 which is calculated using the arc-length method.

7 | SUMMARY AND CONCLUSIONS

In this study, we introduced a novel general higher-order shell theory for the general compressible hyperelastic material model using an orthonormal moving frame. The geometry of the shell surface has been represented exactly,
**Figure 16**  Load-displacement plot at $(\theta, s, \zeta) = (\pi, 6, 0)$ for the deformed spiral tube for compressible neo-Hookean and Saint Venant–Kirchhoff material models. It is noted that for small deformation both material models undergo approximately similar deformation field [Colour figure can be viewed at wileyonlinelibrary.com]

![Load-displacement plot](image)

**Table 2**  Magnitude of displacement at the point $(\theta, s, \zeta) = (\pi, 6, 0)$ or $(x, y, z) = (-0.724, 4.242, -1.427)$ at the mid surface of the tube for the given internal pressure considering $(7 \times 8)$ spectral element of order $p_s = 4$ calculated via arc-length method for seven-parameter shell theory

| Compressible neo-Hookean material model | Saint Venant–Kirchhoff material model |
|----------------------------------------|--------------------------------------|
| Pressure (ksi) | Displacement (inch) | Pressure (ksi) | Displacement (inch) |
| 0.0000 | 0.0000 | 0.0000 | 0.0000 |
| 0.3479 | 0.0346 | 0.3230 | 0.0314 |
| 0.7328 | 0.0949 | 0.6738 | 0.0785 |
| 1.1206 | 0.1910 | 1.0498 | 0.1401 |
| 1.4803 | 0.3435 | 1.4407 | 0.2148 |
| 1.7628 | 0.5688 | 1.8338 | 0.3003 |
| 1.9403 | 0.8671 | 2.2135 | 0.3928 |
| 2.0261 | 1.2488 | 2.5624 | 0.4872 |

and the governing equation and its finite element model have been derived in terms of the surface coordinates and orthonormal bases. A novel method to obtain the kinematic invariants on the curvilinear coordinates with the orthonormal moving frame is presented in the appendix of this study. In addition, the displacement field along the normal line of the shell reference surface has been approximated by general Taylor series or Legendre polynomial in normal coordinate $\zeta$, which makes the general higher-order shell theory suitable for analysis of both thin or thick shell structures by just changing the approximation orders of the displacement field. This way, we can model thickness stretch to desired order to avoid any numerical locking in the shell thickness direction. In the finite element model, we have used the higher-order spectral element to avoid membrane locking. Furthermore, we also present the specialization of various compressible hyperelastic material models such as compressible neo-Hookean, Saint Venant–Kirchhoff model, and Mooney–Rivlin model. Various numerical examples have been presented to illustrate the use of various orders of shell theories using Newton’s or arc-length methods. We have shown that the solutions converge for successively refined meshes or orders of displacement approximations. Thus, in this study, it is shown how such an approach could result in a more efficient and accurate computational shell theory compared with the existing computational shell theories.
The general higher-order shell theory presented herein has the potential for extension (due to its orthonormal basis framework) in various other complex constitutive relations of the incompressible hyperelastic material model, plasticity, stretch dependent hyperelasticity, viscoelasticity, viscoplasticity, or other implicit constitutive relation which can be carried out as future work. Applications of the present model to biological systems to gain insights into their functionalities are awaiting attention.
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APPENDIX A. GRADIENT FOR VARIOUS CURVILINEAR COORDINATE SYSTEMS

A.1 Gradient for curvilinear cylindrical coordinate system with orthonormal moving frame on the reference surface of the shell-structure

Let us consider a curved cylindrical pipe-like reference surface with arbitrary varying cross-section embedded in 3D Euclidean space, \( \mathbb{R}^3 \), as shown in Figure A1. We consider a space curve, \( C \), as the axis of the reference surface. We frame the reference curve by a general hybrid frame \((T, M_1, M_2)\) which varies along the curve according to the following rule:

\[
\frac{d}{ds} \begin{bmatrix} T \\ M_1 \\ M_2 \end{bmatrix} = \begin{bmatrix} 0 & \kappa_1 & \kappa_2 \\ -\kappa_1 & 0 & \kappa_3 \\ -\kappa_2 & -\kappa_3 & 0 \end{bmatrix} \begin{bmatrix} T \\ M_1 \\ M_2 \end{bmatrix}. \tag{A1}
\]

Here, \( \kappa_1 \), \( \kappa_2 \), and \( \kappa_3 \) are the components of the Cartan matrix of the moving frame (see Arbind et al.\(^{28}\) for details). Now we consider a curvilinear cylindrical coordinate system with surface coordinates, \( \eta_1 = \theta \) and \( \eta_2 = s \) and normal coordinate \( \zeta \); \( s \) is the arc-length coordinate measured along the reference curve \( C \), \( \theta \) is the angle measure from the \( M_1 \) towards \( M_2 \) (see Figure A1) and \( \zeta \) is the normal coordinate in the direction of the normal to the reference surface. At any cross-section, the distance of any arbitrary point \( P \) on the reference surface from the point \( C \) at the reference curve \( C \) is defined as \( R(\theta, s) \)

![Figure A1](https://wileyonlinelibrary.com)
which is given for the geometry of the reference surface. The basis vectors at any arbitrary point $Q$, whose position vector is $R$, are defined as follows:

$$
\mathbf{\hat{e}}_\zeta = \hat{n} = \frac{R_\zeta}{\|R_\zeta\|}, \quad \mathbf{\hat{e}}_\theta = \hat{e}_{\eta_1} = \frac{R_{\eta_1}}{\|R_{\eta_1}\|}, \quad \text{and} \quad \mathbf{\hat{e}}_s = \mathbf{\hat{e}}_{\eta_2} = \mathbf{\hat{e}}_\zeta \times \mathbf{\hat{e}}_{\eta_1},
$$

(A2)

where $\hat{n}$ is the unit normal to the reference surface. For any arbitrary tubular reference surface, the orthonormal bases can be given as following (see Appendix B of Reference 30 for detail derivation of $\hat{n}$ and $\hat{e}_\theta$):

$$
\mathbf{\hat{e}}_\theta = \frac{1}{\alpha_5} [\alpha_3 \mathbf{M}_1 + \alpha_2 \mathbf{M}_2],
$$

$$
\mathbf{\hat{e}}_s = \frac{1}{\alpha_5 \alpha_4} [\xi \alpha_3 \mathbf{T} - R \alpha_1 \alpha_2 \mathbf{M}_1 + R \alpha_1 \alpha_3 \mathbf{M}_2],
$$

$$
\mathbf{\hat{n}} = \frac{1}{\alpha_4} [R \alpha_1 \mathbf{T} + \xi \alpha_2 \mathbf{M}_1 - \xi \alpha_3 \mathbf{M}_2],
$$

(A3)

where

$$
\alpha_1 = \left( \kappa_3 \frac{\partial R}{\partial \theta} - \frac{\partial R}{\partial s} \right), \quad \alpha_2 = \left( \frac{\partial R}{\partial \theta} \sin \theta + R \cos \theta \right), \quad \alpha_3 = \left( \frac{\partial R}{\partial \theta} \cos \theta - R \sin \theta \right)
$$
\[ a_4 = \sqrt{R^2 + \xi^2(a_2^2 + a_3^2)}, \quad a_5 = \sqrt{a_2^2 + a_3^2} = \sqrt{\left(\frac{\partial R}{\partial \theta}\right)^2 + R^2}, \tag{A4} \]

and

\[ \xi = 1 - R\hat{k}_1, \quad \hat{k}_1 = \kappa_1 \cos \theta + \kappa_2 \sin \theta, \quad \hat{k}_2 = \kappa_1 \sin \theta - \kappa_2 \cos \theta. \tag{A5} \]

Then the curved frame \((T, M_1, M_2)\) can be given in terms of the assumed orthonormal bases as following:

\[
T = \frac{a_5}{a_4} \hat{e}_\theta + \frac{a_1}{a_4} \hat{n}, \\
M_1 = \frac{a_5}{a_4} \hat{e}_\theta - \frac{a_1}{a_4} \hat{e}_s + \frac{\xi}{a_4} \hat{n}, \\
M_2 = \frac{a_5}{a_4} \hat{e}_\theta + \frac{a_1}{a_4} \hat{e}_s - \frac{\xi}{a_4} \hat{n}. \tag{A6} \]

Next, we obtain the exterior derivative of the considered basis vectors as follows:

\[
d\hat{e}_\theta = (a_1 \, d\theta + b_1 \, ds) \hat{e}_s + (a_2 \, d\theta + b_2 \, ds) \hat{n}, \\
d\hat{e}_s = -(a_1 \, d\theta + b_1 \, ds) \hat{e}_\theta + (a_3 \, d\theta + b_3 \, ds) \hat{n}, \\
d\hat{n} = -(a_2 \, d\theta + b_2 \, ds) \hat{e}_\theta - (a_3 \, d\theta + b_3 \, ds) \hat{e}_s, \tag{A7} \]

where

\[
a_1 = \frac{Ra_1}{a_4 a_5^2} \left( R^2 + 2 \left( \frac{\partial R}{\partial \theta} \right)^2 - R \frac{\partial^2 R}{\partial \theta^2} \right), \\
a_2 = \frac{\xi}{a_4 a_5} \left( a_2 \frac{\partial a_3}{\partial \theta} - a_3 \frac{\partial a_2}{\partial \theta} \right), \\
a_3 = \frac{a_1 a_5}{a_4^2} \left( R^2 \hat{k}_2 - \frac{\partial R}{\partial \theta} \right) + \frac{\xi}{a_4} \left( a_1 \frac{\partial a_5}{\partial \theta} - a_5 \frac{\partial a_1}{\partial \theta} \right), \\
b_1 = \frac{Rk_3 a_1}{a_4} - \frac{\xi}{a_4} \left( \hat{k}_1 \frac{\partial R}{\partial \theta} - R \hat{k}_2 \right) + \frac{Ra_1}{a_4 a_5} \left( \frac{\partial R}{\partial s} \frac{\partial R}{\partial \theta} - R \frac{\partial^2 R}{\partial s \partial \theta} \right), \\
b_2 = -\frac{\xi k_3 a_5}{a_4} - \frac{R a_1}{a_4 a_5} \left( \hat{k}_1 \frac{\partial R}{\partial \theta} - R \hat{k}_2 \right) + \frac{\xi}{a_4 a_5} \left( a_2 \frac{\partial a_3}{\partial s} - a_3 \frac{\partial a_2}{\partial s} \right). \]
\[ b_3 = \frac{1}{a_5} \left( R \hat{k}_1 + \frac{\partial R}{\partial \theta} \hat{k}_2 \right) - \frac{a_1 a_5}{a_4^2} \left( \frac{\partial R}{\partial s} + R \frac{\partial R}{\partial \theta} \right) - \frac{R \hat{e}}{a_4^2} \left( a_5 \frac{\partial a_1}{\partial s} - a_1 \frac{\partial a_5}{\partial s} \right). \] (A8)

The position vector of any arbitrary point \( Q \) is

\[ \mathbf{R} = \mathbf{R}_c + \mathbf{r}_{pc} + \mathbf{r}_{qp} = \mathbf{R}_c + R \cos \theta \, \mathbf{M}_1 + R \sin \theta \, \mathbf{M}_2 + \zeta \, \hat{n}. \] (A9)

Furthermore, the length element, which is a vector valued one form, is given as

\[ d\mathbf{R} = \left[ (a_5 - a_2 \zeta) d\theta + \left( \frac{1}{a_5} \frac{\partial R}{\partial \theta} + \kappa_3 \frac{R^2}{a_5} - b_2 \zeta \right) \right] \hat{e}_\theta 
+ \left[ -a_3 \zeta \, d\theta + \left( \frac{a_4}{a_5} - b_3 \zeta \right) \right] \hat{e}_s + d\zeta \, \hat{n}. \] (A10)

Let us write the length element \( d\mathbf{R} \) as the following column vector\(^8\):

\[ \{d\mathbf{R}\} = \begin{bmatrix}
(a_5 - a_2 \zeta) d\theta + \left( \frac{1}{a_5} \frac{\partial R}{\partial \theta} + \kappa_3 \frac{R^2}{a_5} - b_2 \zeta \right) ds \\
-a_3 \zeta \, d\theta + \left( \frac{a_4}{a_5} - b_3 \zeta \right) ds \\
d\zeta
\end{bmatrix}. \] (A11)

Furthermore, the volume element \( dV \), which is scalar valued three forms, can be obtained as following:

\[ dV = \left[ (a_5 - a_2 \zeta) d\theta + \left( \frac{1}{a_5} \frac{\partial R}{\partial \theta} + \kappa_3 \frac{R^2}{a_5} - b_2 \zeta \right) \right] \wedge \left[ -a_3 \zeta \, d\theta + \left( \frac{a_4}{a_5} - b_3 \zeta \right) ds \right] \wedge d\zeta
= \left[ (a_5 - a_2 \zeta) \left( \frac{a_4}{a_5} - b_3 \zeta \right) + a_3 \zeta \left( \frac{1}{a_5} \frac{\partial R}{\partial \theta} + \kappa_3 \frac{R^2}{a_5} - b_2 \zeta \right) \right] d\theta \wedge ds \wedge d\zeta, \] (A12)

where \((d\theta \wedge ds)\) means wedge product (see Flanders\(^{12}\)) or exterior product between \(d\theta\) and \(ds\), and so forth. Dropping the wedge sign (and maintaining the order \(d\theta, ds, d\zeta\)), we can rewrite the volume element as

\[ dV = g \, d\theta \, ds \, d\zeta, \] (A13)

where

\[ g = (a_5 - a_2 \zeta) \left( \frac{a_4}{a_5} - b_3 \zeta \right) + a_3 \zeta \left( \frac{1}{a_5} \frac{\partial R}{\partial \theta} + \kappa_3 \frac{R^2}{a_5} - b_2 \zeta \right). \] (A14)

Next, from Equation (A12), we have the following:

\[ \{d\theta\} = \begin{bmatrix} c_1 & c_2 & 0 \\ c_3 & c_4 & 0 \\ 0 & 0 & 1 \end{bmatrix} \{d\mathbf{R}\}, \] (A15)

where

\[ c_1 = \frac{1}{g} \left( \frac{a_4}{a_5} - b_3 \zeta \right), \quad c_3 = \frac{1}{g} a_3 \zeta, \quad c_2 = -\frac{1}{g} \left( \frac{1}{a_5} \frac{\partial R}{\partial s} + \kappa_3 \frac{R^2}{a_5} - b_2 \zeta \right), \quad c_4 = \frac{1}{g} (a_5 - a_2 \zeta). \] (A16)

\(^8\)In the column vector, the first element is component along \(\hat{e}_s\) and the second and third elements are the components along \(\hat{e}_\theta\) and \(\hat{n}\), respectively.
Now, let us consider the displacement vector as \( u = u_0 \hat{e}_0 + u_s \hat{e}_s + u_\zeta \hat{e}_\zeta \), then we have the differential, \( du = (\nabla u) dR \), where \( \nabla u \) is the gradient of displacement vector. Furthermore, using Equation (A1), \( du \) can be given as

\[
du = du_{\text{rel}} + u_0 \, d\theta_0 + u_s \, d\theta_s + u_\zeta \, d\zeta
\]

\[
= du_{\text{rel}} + u_0 \left( (a_1 \, d\theta + b_1 \, ds) \, \hat{e}_0 + (a_2 \, d\theta + b_2 \, ds) \, \hat{e}_s + (a_3 \, d\theta + b_3 \, ds) \, \hat{e}_\zeta \right) + u_s (-(a_1 \, d\theta + b_1 \, ds) \, \hat{e}_0 + (a_3 \, d\theta + b_3 \, ds) \, \hat{e}_s) + u_\zeta (-(a_2 \, d\theta + b_2 \, ds) \, \hat{e}_0 - (a_3 \, d\theta + b_3 \, ds) \, \hat{e}_s)
\]

which can be again written as a column vector as

\[
du = du_{\text{rel}} + \begin{bmatrix}
-a_1 u_s - a_2 u_\zeta & -b_1 u_s - b_2 u_\zeta & 0 \\
-a_1 u_0 - a_3 u_\zeta & b_1 u_0 - b_3 u_\zeta & 0 \\
a_2 u_0 + a_3 u_s & b_2 u_0 + b_3 u_s & 0
\end{bmatrix} \begin{bmatrix}
d\theta \\
ds \\
d\zeta
\end{bmatrix}
\]

(A17)

and

\[
du_{\text{rel}} = \begin{bmatrix}
u_{\theta,0} & u_{\theta,s} & u_{\theta,\zeta} \\
u_{s,0} & u_{s,s} & u_{s,\zeta} \\
u_{\zeta,0} & u_{\zeta,s} & u_{\zeta,\zeta}
\end{bmatrix} \begin{bmatrix}
d\theta \\
ds \\
d\zeta
\end{bmatrix}
\]

(A19)

Hence

\[
du = \begin{bmatrix}
u_{\theta,0} - a_1 u_s - a_2 u_\zeta & u_{\theta,s} - b_1 u_s - b_2 u_\zeta & u_{\theta,\zeta} \\
u_{s,0} + a_1 u_0 - a_3 u_\zeta & u_{s,s} + b_1 u_0 - b_3 u_\zeta & u_{s,\zeta} \\
u_{\zeta,0} + a_2 u_0 + a_3 u_s & u_{\zeta,s} + b_2 u_0 + b_3 u_s & u_{\zeta,\zeta}
\end{bmatrix} \begin{bmatrix}
d\theta \\
ds \\
d\zeta
\end{bmatrix}
\]

\[
= \begin{bmatrix}
[c_1(u_{\theta,\theta} - a_1 u_s - a_2 u_\zeta)] & [c_2(u_{\theta,\theta} - a_1 u_s - a_2 u_\zeta)] & u_{\theta,\zeta} \\
[c_3(u_{s,\theta} - b_1 u_s - b_2 u_\zeta)] & [c_4(u_{s,\theta} - b_1 u_s - b_2 u_\zeta)] & u_{s,\zeta} \\
[c_3(u_{s,0} + a_1 u_0 - a_3 u_\zeta)] & [c_4(u_{s,0} + a_1 u_0 - a_3 u_\zeta)] & u_{s,\zeta} \\
[c_3(u_{\zeta,0} + a_2 u_0 + a_3 u_s)] & [c_4(u_{\zeta,0} + a_2 u_0 + a_3 u_s)] & u_{\zeta,\zeta} \\
[c_3(u_{\zeta,s} + b_2 u_0 + b_3 u_s)] & [c_4(u_{\zeta,s} + b_2 u_0 + b_3 u_s)] & u_{\zeta,\zeta}
\end{bmatrix} \begin{bmatrix}
d\theta \\
d\zeta
\end{bmatrix}
\]

(A20)

Now, comparing with \( du = (\nabla u) dR \), the gradient of the displacement vector \( u \) can be expressed as

\[
\nabla u = \begin{bmatrix}
[c_1(u_{\theta,\theta} - a_1 u_s - a_2 u_\zeta)] & [c_2(u_{\theta,\theta} - a_1 u_s - a_2 u_\zeta)] & u_{\theta,\zeta} \\
[c_3(u_{s,\theta} - b_1 u_s - b_2 u_\zeta)] & [c_4(u_{s,\theta} - b_1 u_s - b_2 u_\zeta)] & u_{s,\zeta} \\
[c_3(u_{s,0} + a_1 u_0 - a_3 u_\zeta)] & [c_4(u_{s,0} + a_1 u_0 - a_3 u_\zeta)] & u_{s,\zeta} \\
[c_3(u_{\zeta,0} + a_2 u_0 + a_3 u_s)] & [c_4(u_{\zeta,0} + a_2 u_0 + a_3 u_s)] & u_{\zeta,\zeta} \\
[c_3(u_{\zeta,s} + b_2 u_0 + b_3 u_s)] & [c_4(u_{\zeta,s} + b_2 u_0 + b_3 u_s)] & u_{\zeta,\zeta}
\end{bmatrix}
\]

(A21)
In tensor notation the gradient can be written as

\[
\mathbf{V} \mathbf{u} = (c_1 u_{\theta, \theta} - a_1 u_\theta - a_2 u_\zeta) \mathbf{e}_\theta \otimes \mathbf{e}_\theta + (c_2 u_{\theta, \theta} - a_1 u_\theta - a_2 u_\zeta) \mathbf{e}_\theta \otimes \mathbf{e}_\zeta + u_{\theta, \zeta} \mathbf{e}_\theta \otimes \mathbf{\hat{n}} + (c_1 u_{\zeta, \theta} + a_1 u_\theta - a_3 u_\zeta) \mathbf{e}_\theta \otimes \mathbf{e}_\theta + (c_2 u_{\zeta, \theta} + a_1 u_\theta - a_3 u_\zeta + c_4 u_{s, s} + b_1 u_\theta - b_3 u_\zeta) \mathbf{e}_\zeta \otimes \mathbf{e}_\theta + u_{\zeta, \zeta} \mathbf{\hat{n}} \otimes \mathbf{\hat{n}}.
\]

(A22)

The deformation gradient can be obtained as \( F = I + \mathbf{V} \mathbf{u} \). The components of the deformation gradient can be written as the column vector, \( \mathbf{F} \) as defined in Equation (22). Then the coefficients \( \mathbf{G}_1, \mathbf{G}_2, \) and \( \mathbf{G}_3 \) can be expressed as

\[
\mathbf{G}_1 = \begin{bmatrix}
  c_1 A_{\theta, \theta} + c_3 A_{\theta, s} & -(b_1 c_3 + a_1 c_1) A_s & -(b_2 c_3 + a_2 c_1) A_\zeta \\
  c_2 A_{\theta, \theta} + c_4 A_{\theta, s} & -(b_1 c_4 + a_1 c_2) A_s & -(b_2 c_4 + a_2 c_2) A_\zeta \\
  (b_1 c_3 + a_1 c_1) A_\theta & c_1 A_\theta & c_3 A_s \\
  (b_1 c_4 + a_1 c_2) A_\theta & c_2 A_\theta & c_4 A_s \\
  0 & A_{s, \zeta} & 0 \\
  0 & 0 & A_{\zeta, \zeta}
\end{bmatrix}
\]

\[
\mathbf{G}_2 = \begin{bmatrix}
  c_1 A_\theta & 0 & 0 \\
  c_2 A_\theta & 0 & 0 \\
  0 & c_1 A_s & 0 \\
  0 & c_2 A_s & 0 \\
  0 & 0 & 0 \\
  0 & 0 & c_1 A_\zeta \\
  0 & 0 & c_2 A_\zeta \\
  0 & 0 & 0
\end{bmatrix}, \quad \mathbf{G}_3 = \begin{bmatrix}
  c_3 A_\theta & 0 & 0 \\
  c_4 A_\theta & 0 & 0 \\
  0 & c_3 A_s & 0 \\
  0 & c_4 A_s & 0 \\
  0 & 0 & c_3 A_\zeta \\
  0 & 0 & c_4 A_\zeta \\
  0 & 0 & 0 \\
  0 & 0 & 0
\end{bmatrix}, \quad \mathbf{I} = \begin{bmatrix} 1 \end{bmatrix}
\]

(A23)

where \( \cdot A_{, \zeta} \) represents the partial derivative with respect to \( \zeta \), and so forth.

A.1.1 Specialization for tubular curved shell with circular cross-section

The expression for the gradient given Equation (A22) can be specialized for curved tubular shell with circular cross-section. For this case, the radius \( R \) would be a function of the coordinate \( s \) only. In this case the \( a \)'s in Equation (A4) becomes:

\[
\begin{align*}
  a_1 &= -\frac{\partial R}{\partial s}, & a_2 &= R \cos \theta, & a_3 &= -R \sin \theta \\
  a_4 &= R \sqrt{a_1^2 + \xi^2}, & a_5 &= R
\end{align*}
\]

(A24)

and \( a \)'s defined in Equation (A8) can be written as follows:

\[
\begin{align*}
  a_1 &= \frac{-R}{a_4} \frac{\partial R}{\partial s}, & a_2 &= \frac{-\xi}{\sqrt{a_1^2 + \xi^2}}, & a_3 &= \frac{a_1 R \kappa_2}{(a_1^2 + \xi^2)^{3/2}}
\end{align*}
\]
$b_1 = \frac{R\kappa_3 a_1}{a_4} + \frac{\xi R\kappa_2}{a_4}$

$\frac{a_4}{\kappa_3} - \frac{R \frac{\partial R}{\partial s}}{a_4}$

$b_3 = \dot{k}_1 + \frac{R \frac{\partial R}{\partial s}}{a_4} \frac{\partial s}{\partial s}$

(A25)

and the c's defined in Equation (A16) becomes:

$c_1 = \frac{1}{g} \left( \frac{a_4}{a_5} - b_3 \xi \right), \quad c_3 = \frac{1}{g} a_3 \xi$

$c_2 = -\frac{1}{g} (\kappa_3 R - b_2 \xi), \quad c_4 = \frac{1}{g} (R - a_2 \xi)$

(A26)

with

$g = (R - a_2 \xi) \left( \frac{a_4}{a_5} - b_3 \xi \right) + a_3 \xi (\kappa_3 R - b_2 \xi)$

(A27)

A.1.2 Specialization for curved tubular shell with constant radius

The expression for the gradient given Equation (A20) can be specialized for the curved tubular shell with a circular cross-section. For this, the radius $R$ will be a function of the coordinate $s$ only. In this case, the $a$'s in Equation (A4) become:

$a_1 = 0, \quad a_2 = R \cos \theta, \quad a_3 = -R \sin \theta$

$a_4 = R \xi, \quad a_5 = R$

(A28)

and a's defined in Equation (A8) can be given as follows:

$a_1 = 0, \quad a_2 = -1, \quad a_3 = 0$

$b_1 = \kappa_2, \quad b_2 = -\kappa_3, \quad b_3 = \dot{k}_1$

(A29)

and the c's defined in Equation (A16) become:

$c_1 = \frac{1}{R + \xi}, \quad c_3 = 0$

$c_2 = -\frac{\kappa_3}{(\xi - \dot{k}_1 \xi)}, \quad c_4 = \frac{1}{(\xi - \dot{k}_1 \xi)}$

(A30)

and

$g = (R + \xi)(\xi - \dot{k}_1 \xi)$

(A31)

A.1.3 Specialization for surface of revolution

The above gradient can be specialized for shells with surface of revolution as well. For the surface of revolution the radius of cross-section again would be function of $s$, that is, $R = R(s)$ along with the components of the Cartan matrix defined in Equation (A1) would also be equal to zero because in that case the reference curve is a straight line. Hence, in this case, we have

$\kappa_1 = \kappa_2 = \kappa_3 = \dot{k}_1 = \dot{k}_2 = 0, \quad \xi = 1.$

(A32)
In addition, the $a$'s in Equation (A4) become:

\[
\begin{align*}
\alpha_1 & = -\frac{\partial R}{\partial s}, \quad \alpha_2 = R \cos \theta, \quad \alpha_3 = -R \sin \theta \\
\alpha_4 & = R \sqrt{\alpha_1^2 + 1}, \quad \alpha_5 = R
\end{align*}
\] (A33)

and $a$'s defined in Equation (A8) can be given as follows:

\[
\begin{align*}
a_1 & = -\frac{1}{\sqrt{\alpha_1^2 + 1}} \frac{\partial R}{\partial s}, \quad a_2 = -\frac{1}{\sqrt{\alpha_1^2 + 1}}, \quad a_3 = 0 \\
b_1 & = 0, \quad b_2 = 0, \quad b_3 = R^2 \left( \frac{\partial^2 R}{\partial s^2} \right)
\end{align*}
\] (A34)

and the $c$'s defined in Equation (A16) become:

\[
\begin{align*}
c_1 & = \frac{1}{(R - a_2 \zeta)}, \quad c_3 = 0 \\
c_2 & = 0, \quad c_4 = \frac{1}{(\sqrt{\alpha_1^2 + 1} - b_3 \zeta)}
\end{align*}
\] (A35)

and

\[
g = (R - a_2 \zeta)(\sqrt{\alpha_1^2 + 1} - b_3 \zeta).
\] (A36)

**A.1.4 Specialization for cylindrical shell**

The cylindrical surface is a very special kind of surface of revolution where $R$ is constant. In this case the $a$'s in Equation (A4) become:

\[
\begin{align*}
\alpha_1 & = 0, \quad \alpha_2 = R \cos \theta, \quad \alpha_3 = -R \sin \theta \\
\alpha_4 & = R, \quad \alpha_5 = R
\end{align*}
\] (A37)

and $a$'s defined in Equation (A8) can be given as follows:

\[
\begin{align*}
a_1 & = 0, \quad a_2 = -1, \quad a_3 = 0 \\
b_1 & = 0, \quad b_2 = 0, \quad b_3 = 0
\end{align*}
\] (A38)

and the $c$'s defined in Equation (A16) become:

\[
\begin{align*}
c_1 & = \frac{1}{(R + \zeta)}, \quad c_3 = 0 \\
c_2 & = 0, \quad c_4 = 1
\end{align*}
\] (A39)

and

\[
g = (R + \zeta)
\] (A40)

**A.2 Spherical shell**

Here, we also derive the gradient of the spherical shell following similar procedure for the sake of completeness. Let us consider, a spherical shell with radius $R$ and the surface coordinates $\eta_1 = \phi$ and $\eta_2 = \theta$, where $\theta$ is the azimuthal angle in the $xy$-plane, measured from the $x$-axis and $\phi$ is the polar angle (also known as the zenith angle or colatitude) as shown in Figure A1. In addition, $\zeta$ is the coordinate along the normal direction $\hat{n}$, which is essentially the radial direction in the case of the spherical shell.

\[
\begin{align*}
\hat{\eta}_1 & = \hat{\phi} = \cos \theta \cos \phi \hat{e}_x + \sin \theta \cos \phi \hat{e}_y - \sin \phi \hat{e}_z \\
\hat{\eta}_2 & = \hat{\theta} = -\sin \theta \hat{e}_x + \cos \theta \hat{e}_y
\end{align*}
\]
\[
\hat{e}_z = \hat{n} = \cos \theta \, \sin \phi \, \hat{e}_x + \sin \theta \, \sin \phi \, \hat{e}_y + \cos \phi \, \hat{e}_z.
\] (A41)

Next, we obtain the exterior derivative of the above considered orthonormal basis vectors can be given as follows:
\[
\begin{align*}
    d\hat{e}_\phi &= \cos \phi \, d\theta \, \hat{e}_\theta - d\phi \, \hat{n} \\
    d\hat{e}_\theta &= -\cos \phi \, d\theta \, \hat{e}_\phi - \sin \phi \, d\theta \, \hat{n} \\
    d\hat{n} &= d\phi \, \hat{e}_\phi + \sin \phi \, d\theta \, \hat{e}_\theta.
\end{align*}
\] (A42)

The position vector of any arbitrary point \( Q \) can be given as follows:
\[
R = (R + \zeta) \, \hat{n}.
\] (A43)

Furthermore, the length element, which is a vector valued one form, is:
\[
dR = (R + \zeta) d\phi \, \hat{e}_\phi + (R + \zeta) \sin \phi \, d\theta \, \hat{e}_\theta + d\zeta \, \hat{n}.
\] (A44)

Let us write the length element \( dR \) as the following column vector:
\[
\{dR\} = \begin{pmatrix} (R + \zeta) d\phi \\ (R + \zeta) \sin \phi \, d\theta \\ d\zeta \end{pmatrix} = \begin{pmatrix} (R + \zeta) & 0 & 0 \\ 0 & (R + \zeta) \sin \phi & 0 \\ 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} d\phi \\ d\theta \\ d\zeta \end{pmatrix}. \] (A45)

Furthermore, the volume element \( dV \) in this case can be obtained as follows:
\[
dV = g \, d\phi \, d\theta \, d\zeta, \quad \text{where} \quad g = (R + \zeta)^2 \sin \phi.
\] (A46)

Now, let us consider the displacement vector as \( u = u_\phi \hat{e}_\phi + u_\theta \hat{e}_\theta + u_\zeta \hat{n} \), then we have the differential, \( du = (\nabla u) dR \), where \( \nabla u \) is the gradient of displacement vector. Now, \( du \) can be given as following:
\[
\begin{align*}
    du &= du_{\text{rel}} + u_\phi \, d\hat{e}_\phi + u_\theta \, d\hat{e}_\theta + u_\zeta \, d\hat{n} \\
    &= du_{\text{rel}} + (u_\phi \, d\phi - u_\theta \, \cos \phi \, d\theta) \hat{e}_\phi \\
    &\quad + (u_\phi \, \cos \phi + u_\zeta \, \sin \phi) \, d\theta \hat{e}_\theta - (u_\theta \, \sin \phi \, d\theta + u_\phi \, d\phi) \hat{n} \\
    &= u_\phi \hat{e}_\phi + u_\theta \hat{e}_\theta + u_\zeta \hat{n} \\
    &= \begin{pmatrix} u_\phi, \phi & u_\phi, \theta & u_\phi, \zeta \\ u_\theta, \phi & u_\theta, \theta & u_\theta, \zeta \\ u_\zeta, \phi & u_\zeta, \theta & u_\zeta, \zeta \end{pmatrix} \begin{pmatrix} d\phi \\ d\theta \\ d\zeta \end{pmatrix}.
\end{align*}
\] (A47)

which can be again written as a column vector as follows:
\[
\{du\} = \begin{pmatrix} u_\phi, \phi & u_\phi, \theta & u_\phi, \zeta \\ u_\theta, \phi & u_\theta, \theta & u_\theta, \zeta \\ u_\zeta, \phi & u_\zeta, \theta & u_\zeta, \zeta \end{pmatrix} + \begin{pmatrix} 0 & -u_\theta & \cos \phi \\ 0 & u_\phi & \cos \phi + u_\zeta \, \sin \phi \\ -u_\phi & -u_\theta & \sin \phi \end{pmatrix} \begin{pmatrix} d\phi \\ d\theta \\ d\zeta \end{pmatrix}.
\] (A48)

and
\[
\begin{align*}
\{du\} &= \begin{pmatrix} u_\phi, \phi + u_\zeta & u_\phi, \theta - u_\zeta \, \cos \phi & u_\phi, \zeta \\ u_\theta, \phi & u_\theta, \theta + \cos \phi \, u_\phi + u_\zeta \, \sin \phi & u_\theta, \zeta \\ u_\zeta, \phi - u_\phi & u_\zeta, \theta - u_\phi \, \sin \phi & u_\zeta, \zeta \end{pmatrix} \begin{pmatrix} d\phi \\ d\theta \\ d\zeta \end{pmatrix} \\
&= \begin{pmatrix} u_\phi, \phi + u_\zeta & u_\phi, \theta - u_\zeta \, \cos \phi & u_\phi, \zeta \\ u_\theta, \phi & u_\theta, \theta + \cos \phi \, u_\phi + u_\zeta \, \sin \phi & u_\theta, \zeta \\ u_\zeta, \phi - u_\phi & u_\zeta, \theta - u_\phi \, \sin \phi & u_\zeta, \zeta \end{pmatrix} \begin{pmatrix} \frac{1}{(R + \zeta)} & 0 & 0 \\ 0 & \frac{1}{(R + \zeta) \sin \phi} & 0 \\ 0 & 0 & 1 \end{pmatrix} \{dR\}.
\end{align*}
\] (A49)

\(^9\)Here, in the column vector, the first element is component along \( \hat{e}_\phi \) and the second and third elements are the components along \( \hat{e}_\theta \) and \( \hat{n} \), respectively.
The simplest case of the shell is the plates, which can be analyzed using rectangular Cartesian coordinates \((x, y)\) in the plane of the plate and \(z\) coordinate in the normal thickness direction. In this case, we will consider \(n_1 = x\), \(n_2 = y\), and \(n_3 = z\). The orthonormal basis vector would be simply the Cartesian basis vectors \(\hat{n}_1 = \hat{e}_x\), \(\hat{n}_2 = \hat{e}_y\), and \(\hat{n}_3 = \hat{e}_z\) and in this coordinate system the gradient can simply be given as follows:

\[
\nabla u = u_{x,x} \hat{e}_x \otimes \hat{e}_x + u_{y,y} \hat{e}_y \otimes \hat{e}_y + u_{z,z} \hat{e}_z \otimes \hat{e}_z
\]

### A.3 Specialization to plates

The coefficients \(G_1\), \(G_2\), and \(G_3\) used in Equation (23) for the gradient can be given as

\[
G_1 = \begin{bmatrix}
\frac{1}{(R + \zeta)} A_{\phi,\phi} & \frac{1}{(R + \zeta)} A_{\phi,\theta} & \frac{1}{(R + \zeta)} A_{\phi,\zeta} \\
\frac{1}{R + \zeta} \cos \phi & 0 & 0 \\
\frac{1}{(R + \zeta) \sin \phi} & 0 & 0 \\
\end{bmatrix}

G_2 = \frac{1}{(R + \zeta)}
\begin{bmatrix}
A_\phi & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
A_\theta & 0 & 0 \\
0 & 0 & A_\zeta \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
\end{bmatrix}

G_3 = \frac{1}{(R + \zeta) \sin \phi}
\begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
\end{bmatrix}

A.4 Specialization to plates

In tensor notation the gradient can be written as follows:

\[
\nabla u = \left(\begin{bmatrix}
\frac{1}{(R + \zeta)} (u_{\phi,\phi} + u_{\zeta}) \\
\frac{1}{(R + \zeta)} u_{\theta,\phi} \\
\frac{1}{(R + \zeta)} (u_{\zeta,\phi} - u_{\phi})
\end{bmatrix} \right) \hat{e}_\phi \otimes \hat{e}_\phi + \left(\begin{bmatrix}
\frac{1}{(R + \zeta)} (u_{\phi,\phi} - u_{\phi} \cos \phi) \\
\frac{1}{(R + \zeta)} u_{\theta,\phi} + \cos \phi \ u_{\phi} + u_{\zeta} \sin \phi \\
\frac{1}{(R + \zeta)} (u_{\zeta,\phi} - u_{\phi} \sin \phi)
\end{bmatrix} \right) \hat{e}_\phi \otimes \hat{e}_\theta + \frac{1}{(R + \zeta)} (u_{\phi,\phi} \hat{e}_\phi + u_{\phi,\zeta} \hat{e}_\phi + u_{\phi,\zeta} \hat{e}_\phi \otimes \hat{n})
\]

The coefficient matrices \(G_1, G_2, \text{and } G_3\) used in Equation (23) for the gradient can be given as

\[
G_1 = \begin{bmatrix}
\frac{1}{(R + \zeta)} A_{\phi,\phi} & \frac{1}{(R + \zeta)} A_{\phi,\theta} & \frac{1}{(R + \zeta)} A_{\phi,\zeta} \\
\frac{1}{(R + \zeta)} A_{\theta,\phi} & 0 & 0 \\
\frac{1}{(R + \zeta)} A_{\theta,\zeta} & 0 & 0 \\
\end{bmatrix}

G_2 = \frac{1}{(R + \zeta)}
\begin{bmatrix}
A_\phi & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & A_\theta \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
\end{bmatrix}

G_3 = \frac{1}{(R + \zeta) \sin \phi}
\begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
\end{bmatrix}

\]
The coefficients $G_1$, $G_2$, and $G_3$ used in Equation (23), for the deformation gradient, become:

$$
G_1 = \begin{bmatrix}
A_{xx} & 0 & 0 \\
A_{xy} & 0 & 0 \\
A_{xz} & 0 & 0 \\
0 & A_{yx} & 0 \\
0 & A_{yz} & 0 \\
0 & A_{xz} & 0
\end{bmatrix}, \quad G_2 = \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & A_y & 0 \\
0 & A_z & 0 \\
0 & 0 & 0
\end{bmatrix}, \quad G_3 = \begin{bmatrix}
0 & A_y & 0 \\
0 & A_z & 0 \\
0 & 0 & 0
\end{bmatrix}, \quad \ddot{I} = \begin{bmatrix} 1 \end{bmatrix}. \quad (A54)
$$

**APPENDIX B. THE DERIVATIVE OF THE INVariANTS $I_1$, $I_2$, AND $J$ WITH RESPECT TO DISPLACEMENT GRADIENT**

The matrices $G_0$ and $G_{\text{cof}}$ used in the derivative of determinant $J$ (see Equations (26)–(29)) are defined as follows:

$$
G_0 = \begin{bmatrix}
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 & 0 \\
0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0
\end{bmatrix},
$$

$$
G_{\text{cof}} = \begin{bmatrix}
0 & 0 & 0 & 0 & L_{\zeta \zeta} & -L_{\zeta \eta_2} & 0 & -L_{n_2 \zeta} & L_{n_2 \eta_2} \\
0 & 0 & 0 & -L_{\zeta \zeta} & 0 & L_{\zeta \eta_2} & L_{n_2 \zeta} & 0 & -L_{n_2 \eta_2} \\
0 & 0 & 0 & L_{\zeta \eta_2} & -L_{\zeta \eta_1} & 0 & -L_{n_1 \eta_2} & L_{n_1 \eta_2} & 0 \\
0 & -L_{\zeta \zeta} & L_{\zeta \eta_2} & 0 & 0 & 0 & 0 & L_{n_1 \zeta} & -L_{n_1 \eta_2} \\
L_{\zeta \zeta} & 0 & -L_{\zeta \eta_1} & 0 & 0 & 0 & -L_{n_2 \zeta} & L_{n_2 \eta_2} & 0 \\
-L_{\zeta \eta_2} & L_{\zeta \eta_1} & 0 & 0 & 0 & 0 & L_{n_1 \eta_2} & -L_{n_1 \eta_1} & 0 \\
0 & L_{n_2 \zeta} & -L_{n_2 \eta_2} & 0 & -L_{n_1 \zeta} & L_{n_1 \eta_2} & 0 & 0 & 0 \\
-L_{n_2 \zeta} & 0 & L_{n_2 \eta_2} & L_{n_1 \zeta} & 0 & -L_{n_1 \eta_2} & 0 & 0 & 0 \\
L_{n_1 \eta_1} & -L_{n_1 \eta_2} & 0 & -L_{n_1 \eta_1} & L_{n_1 \eta_1} & 0 & 0 & 0 & 0
\end{bmatrix}. \quad (B1)
$$

where $L_{ij}$ with $i, j = \eta_1, \eta_2, \zeta$ are the components of the displacement gradient tensor $L = \nabla \mathbf{u} = L_{ij} \hat{e}_i \otimes \hat{e}_j$. 
Furthermore, the derivative of the invariants $I_1$ and $I_2$ with respect to $L$ are:

\[
\begin{align*}
\frac{\partial I_1}{\partial L} &= 2(I + L) \\
\frac{\partial I_2}{\partial L} &= 4FC = 4(I + L)(I + L^T + L^T L)
\end{align*}
\]

\[= 4(I + 2L + L^T + L^T L + LL^T + LL^T L), \tag{B2}\]

where the components of tensors $L_1$, $L_2$, and $L_3$ can be written in the column vector form in a similar fashion as described in Equation (22) for the considered orthonormal coordinate system as

\[\begin{align*}
\bar{L}_1 &= B_1 \bar{L}, \\
\bar{L}_2 &= \frac{1}{2} B_2 \bar{L}, \\
\bar{L}_3 &= \frac{1}{3} B_3 \bar{L}, \tag{B3}
\end{align*}\]

where

\[
B_1 = \begin{bmatrix}
3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 2 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 2 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 2 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 3 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 2 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 2 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 2 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 3
\end{bmatrix}_{(9 \times 9)}
\]

and

\[
B_2 = \begin{bmatrix}
6L_{\eta_1\eta_1} + 2L_{\eta_1\eta_2} + L_{\eta_1}\zeta & 2L_{\eta_1\eta_2} + L_{\eta_1}\zeta & 2L_{\eta_1\eta_2} + L_{\eta_1}\zeta & 2L_{\eta_1\eta_2} + L_{\eta_1}\zeta & 2L_{\eta_1\eta_2} + L_{\eta_1}\zeta & 0 & 0 & 0 & 0 \\
2L_{\eta_1\eta_2} + L_{\eta_1}\zeta & 2L_{\eta_1\eta_2} + L_{\eta_1}\zeta & 2L_{\eta_1\eta_2} + L_{\eta_1}\zeta & 2L_{\eta_1\eta_2} + L_{\eta_1}\zeta & 0 & 0 & 0 & 0 & 0 \\
2L_{\eta_1\eta_2} + L_{\eta_1}\zeta & 0 & 2L_{\eta_1\eta_2} + L_{\eta_1}\zeta & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 2L_{\eta_1\eta_2} + L_{\eta_1}\zeta & 0 & 2L_{\eta_1\eta_2} + L_{\eta_1}\zeta & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 2L_{\eta_1\eta_2} + L_{\eta_1}\zeta & 0 & 2L_{\eta_1\eta_2} + L_{\eta_1}\zeta & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 2L_{\eta_1\eta_2} + L_{\eta_1}\zeta & 0 & 2L_{\eta_1\eta_2} + L_{\eta_1}\zeta & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 2L_{\eta_1\eta_2} + L_{\eta_1}\zeta & 0 & 2L_{\eta_1\eta_2} + L_{\eta_1}\zeta & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 2L_{\eta_1\eta_2} + L_{\eta_1}\zeta & 0 & 2L_{\eta_1\eta_2} + L_{\eta_1}\zeta & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 2L_{\eta_1\eta_2} + L_{\eta_1}\zeta & 0 & 2L_{\eta_1\eta_2} + L_{\eta_1}\zeta \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 2L_{\eta_1\eta_2} + L_{\eta_1}\zeta & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 2L_{\eta_1\eta_2} + L_{\eta_1}\zeta
\end{bmatrix}_{(9 \times 9)}
\]
In the definition of $B_3$, the repeated indices $n$ and $k$ imply summation. Furthermore, the derivative of the invariants $I_1$ and $I_2$ with respect to the column vector form of deformation or displacement gradient can be given as:

$$
\frac{\partial I_1}{\partial \mathbf{F}} = \frac{\partial I_1}{\partial \mathbf{L}} = 2(\mathbf{I} + \mathbf{L})
$$

$$
\frac{\partial I_2}{\partial \mathbf{F}} = \frac{\partial I_2}{\partial \mathbf{L}} = 4 \left( \mathbf{I} + \mathbf{B}_1 \mathbf{L} + \frac{1}{2} \mathbf{B}_2 \mathbf{L} + \frac{1}{3} \mathbf{B}_3 \mathbf{L} \right).
$$