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Abstract—Beamspace millimeter-wave (mmWave) and terahertz (THz) massive MIMO constitute attractive schemes for next-generation communications, given their abundant bandwidth and high throughput. However, their user and beam selection problem has not been sufficiently addressed yet. Inspired by this challenge, we develop low-complexity solutions explicitly. In contrast to the zero forcing in the prior art, we introduce the dirty paper coding (DPC) into the joint user and beam selection problem. We unveil the compelling properties of the DPC sum rate in beamspace massive MIMO, showing its monotonic evolution against the number of users and beams selected. We then exploit its beneficial properties for substantially simplifying the joint user and beam selection problem. Furthermore, we develop a set of algorithms striking unique trade-offs for solving the simplified problem, facilitating simultaneous user and beam selection. The authors of [9]–[11] investigate beamspace channels for the first time. Additionally, we derive the sum rate bound of the algorithms and analyze their complexity. Our simulation results validate the effectiveness of the proposed design and analysis, confirming their superiority over prior solutions.
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I. INTRODUCTION

Millimeter-wave (mmWave) and terahertz (THz) massive multiple-input and multiple-output (MIMO) communications are expected to become a reality in the next-generation era [1]–[3]. Hybrid antenna arrays constitute a key ingredient of mmWave/THz massive MIMO systems. Among other popular types, the analog multi-beam antenna array concept has attracted extensive attention due to its appealingly low power consumption in passive beamforming [4]–[6]. Such antenna arrays can be realized with the aid of circuit-type beamforming networks or quasi-optical lens [7]–[9]. Either way, the analog beamforming part often relies on multiple beams. The so-called beamspace massive MIMO exploits these beams, since communications take place in a space spanned by the beams [10].

To compensate for the severe propagation loss experienced in the mmWave and THz frequency bands, massive MIMO antenna arrays generally have a large dimension, leading to a large number of beams [11]–[13]. Restricted by factors such as power consumption and the form factor, the number of radio frequency (RF) chains is usually much smaller than that of the beams. Hence, how to select a subset of beams for best performance is a key problem in beamspace massive MIMO.

The seminal beam selection work [10] opts for the specific beams bearing the strongest channel power for each user. The method is appealingly simple but may suffer from inter-user interference. An interference-aware method is proposed in [14], which assigns a beam to a user, if only that user achieves the strongest channel power in the beam. We refer to it as the strongest beam of the user for convenience. For users sharing strongest beams with others, an incremental beam search is developed in [14], iteratively searching for the specific beam to maximize the sum rate in combination with previously selected beams. The zero-forcing transmit precoding (ZF-TPC) is used for deriving the sum rate [14].

By employing ZF, incremental and also decremental beam search (removing a beam in each iteration to minimize sum rate loss) methods are developed in [15]. A two-stage beam selection scheme is designed in [16]. Using ZF, a sum rate lower bound is derived and used for formulating a convex problem for the initial beam selection. Then, an iterative algorithm is designed for refining the selection results. As a further development, the dirty paper coding (DPC) is first introduced to the beam selection problem in [17], where a decremental beam selection method is developed. The complexity of the above methods is further reduced in [18] using innovative matrix manipulations.

While the contributions reviewed above mainly consider the beam selection problem, the importance of user selection for beamspace massive MIMO is highlighted in [19]. Indeed, user selection (scheduling) has become indispensable in contemporary mobile communications networks, e.g., LTE and 5G [20]. The authors of [19] first find the best matching user subset for a candidate beam subset and then search for the user subset for maximizing the ZF sum rate. However, given $M$ RF chains, $K$ users and $N$ beams, the authors assume that the optimal number of users/beams may range from one to $M$, hence the total number of combinations of user-beam subsets may become excessive, given by $\sum_{m=1}^{M} \binom{K}{m} \times \binom{N}{m}$. This may become unrealistic for real-time communications.

Hence, we are inspired to substantially reduce the complexity of user and beam selection for beamspace massive MIMO systems. To do so, we introduce DPC into the joint selection
problem, going way beyond the prior art of using ZF. We first unveil the appealing properties of the DPC-based sum rate and then exploit them for drastically simplifying the joint user and beam selection problem. Three algorithms striking different design trade-offs are developed for solving this challenging problem. Their performance vs. complexity is also analyzed. Our main contributions are summarized as follows.

1) We show the monotonic evolution of the DPC sum rate vs. the number of selected users and beams. We prove that selecting the same number of users and beams as that of the RF chains is a sufficient condition for maximizing the DPC sum rate. This substantially reduces the number of subsets of users/beams to be probed, as compared to the prior art [19]. Using the example mentioned earlier, this number is reduced from \( \sum_{m=1}^{M} \binom{K}{m} \times \binom{N}{m} \) [19] to \( \binom{K}{M} \times \binom{N}{M} \).

2) We develop three attractive algorithms striking different design trade-offs for solving the simplified user and beam selection problem. The first algorithm sequentially selects users first and then beams, while the second and third algorithms select users and beams simultaneously. An incremental greedy search is employed in the algorithms. In contrast to previous userbeam selection solutions, the null projection technique is applied, in line with DPC, for iteratively maximizing the sum-rate. For the simultaneous user and beam selection, we arrange to use partial beamspace channels for the first time, further reducing the complexity imposed.

3) We derive the sum-rate upper bound of the proposed algorithms. We also analyze their computational complexity, in comparison to previous methods. By design, the proposed user and beam selection algorithms have an even lower complexity than the sole stand-alone beam selection method (also using DPC) of [17], yet their sum rate performance is similar.

In a nutshell, we boldly and explicitly compare our novel contributions to the related prior art in Table I.

### Table I: Highlighting novel contributions in contrast to prior arts

| Features | Our work | [10], [14–16] | [17] | [18] | [19] |
|----------|----------|---------------|------|------|------|
| Beam selection | ✓ | ✓ | ✓ | ✓ | ✓ |
| User selection | ✓ | ✓ | ✓ | ✓ | ✓ |
| ZF | ✓ | ✓ | ✓ | ✓ | ✓ |
| DPC | ✓ | ✓ | ✓ | ✓ | ✓ |
| Fixed number of beams or users to be selected | ✓ | ✓ | ✓ | ✓ | ✓ |
| Sum rate monotonicity against the number of selected users or beams | ✓ | ✓ | ✓ | ✓ | ✓ |
| Sum rate upper bound for the joint user and beam selection | ✓ | ✓ | ✓ | ✓ | ✓ |
| Efficient, simultaneous user and beam selection | ✓ | ✓ | ✓ | ✓ | ✓ |

vs-complexity analysis in Section V. Our simulation results are provided in Section VI, and we conclude the paper in Section VII.

Throughout the paper, the following notations/symbols are used, unless specified otherwise. Bold upper-case letters are used for matrices; bold lower-case for vectors; calligraphic upper-case letters, e.g., \( \mathcal{I} \), for sets. \( (\cdot)^T \) denotes transpose; \( (\cdot)^H \) for conjugate transpose. \( \text{diag}\{\cdots\} \) generates a diagonal matrix with the enclosed values put on the diagonal; \( I_n \) denotes an \( n \)-dimensional identity matrix; \( \text{det}\{\} \) represents the matrix determinant; \( \mathbb{E}\{\} \) is the expectation; \( \mathbb{B} \) denotes the set of Boolean numbers; \( \mathbb{C} \) is the set of complex numbers; \( \mathbb{R} \) is the set of real numbers; \( [X]^n \) denotes the \( n \)-th entry of a vector \( x \); \( [X]_{a,b} \) is the \((a,b)\)-th entry of the matrix \( X \); \( [X]_{a,:} \) is the \( a \)-th row; \( [X]_{:,b} \) is the \( b \)-th column; \( [X]_{a,:} \) is the \( a \)-th row with the column entries indexed by elements in the set \( \mathcal{I} \); \( [X]^T_{\cdot,:} \) represents the rows indexed by elements in \( \mathcal{I} \), while \( [X]_{\cdot,b} \) represents the columns.

### II. SIGNAL MODEL AND PROBLEM FORMULATION

As illustrated in Fig. 1, we consider the beamspace mmWave/THz massive MIMO downlink relying on a multi-antenna transmitter and single-antenna users. The extension to multi-antenna users or the mix of single- and multi-antenna users can be straightforward, as will be illustrated in Remark 1. The transmitter is equipped with an analog multi-beam antenna array and multiple RF chains to support different spatial streams. The analog array performs fixed discrete Fourier transform (DFT) based beamforming [21]. It can be implemented either using quasi-optical lenses or Butler matrix-based beamforming network circuits [8], [9]. A functional depiction of the DFT based beamformer is given in Fig. 1. The \( n \)-th \((n = 0, 1, \cdots, N-1)\) beam port is associated with a so-called DFT beam that may be deemed equivalent to setting the beamforming weights of an \( N \)-antenna uniform linear array as the \( n \)-th column of the \( N \times N \) DFT matrix.

In massive MIMO communications, the number \( N \) of DFT beams can be much larger than the number \( M \) of RF chains. Moreover, we consider the typical scenario of \( K \geq M \) users. As in previous seminal beam/user selection contributions [14–19], each RF chain selects one beam at most. Thus, our task is to select \( B \leq M \) out of \( N \) beams to serve \( U \leq B \) out of \( K \) users so that the sum rate of the downlink communications described above is maximized.

Let \( \mathbf{H} \) denote the \( K \times N \) channel matrix. The \( k \)-th row, as denoted by \( \mathbf{h}_k \in \mathbb{C}^{1 \times N} \), is the channel vector of the \( k \)-th user upon employing the widely used Saleh-Valenzuela model for mmWave/THz channels [22], [23]. \( \mathbf{h}_k \) can be written as \( \mathbf{h}_k = \sum_{l=0}^{L} a_{kl} \mathbf{a}^T(\theta_{kl}) \), where \( L \) denotes the number of paths, \( a_{kl} \) is the path gain, and \( \mathbf{a}(u_{kl}) \in \mathbb{C}^{N \times 1} \) is the steering vector. The \( n \)-th entry of \( \mathbf{a}(u_{kl}) \) can be formulated as \( [\mathbf{a}(u_{kl})]^n = e^{j\pi u_{kl}} \). Here, \( u_{kl} \) is the spatial frequency of the \( l \)-th path. We have \( u_{kl} = \pi \sin \theta_{kl} \in [\frac{\pi}{2}, \frac{\pi}{2}] \) in a uniform linear array having half-wavelength antenna spacing, where \( \theta_{kl} \in [\frac{\pi}{2}, \frac{\pi}{2}] \) denotes the spatial angle.

As illustrated in Fig. 1, the DFT beamforming performed by the analog multi-beam antenna array is equivalent to
taking the DFT of signals over the $N$ beam ports. Let $F$ denote the $N$-dimensional DFT matrix. The channel matrix $H$ is then turned into $\tilde{H} = HF$, termed as the so-called beamspace channel matrix. The $(a, b)$-th entry of the matrix is $[F]^a_b = \frac{1}{\sqrt{N}} e^{-j \frac{2\pi}{N} ab}$, $(a, b = 0, 1, \cdots, N - 1)$. The coefficient $1/N$ is used for power normalization. Let $x \in \mathbb{C}^{K \times 1}$ denote the communication signal vector of all users. The signals received by the selected users can be stacked into the following vector,

$$y = \hat{U}HBPAUX + z, \text{ s.t. } \tilde{H} = HF,$$  

where $z$ is a complex white Gaussian noise vector, and the component matrices, as marked in Fig. 1, are described below.

1) $U \in \mathbb{B}^{U \times K}$ is a user selection matrix, selecting $U$ out of $K$ users. It is a sub-matrix of $I_K$, hence we have $U \subseteq I_K$;

2) $\tilde{H} \in \mathbb{C}^{K \times N}$ is known at the transmitter for beam and user selection, as in previous work [14]–[19];

3) $B \in \mathbb{B}^{N \times B}$ is a beam selection matrix, selecting $B(\leq M)$ out of $N$ DFT beams. It is a sub-matrix of $I_N$, indicating that a single beam is selected for each user and conversely each selected user is assigned a single beam;

4) $P \in \mathbb{B}^{B \times U}$ is a TPC matrix used for suppressing the inter-user interference;

5) $\Lambda = \text{diag} \{ \cdots, \sqrt{\alpha_u}, \cdots \} \in \mathbb{B}^{U \times U}$ is a diagonal matrix adjusting the transmission power for each user.

Now, the beam and user selection problem can be modeled as:

$$\max_{U,B,\tilde{H},P} \mathcal{S} \triangleq \log_2 \det \left\{ \frac{1}{\sigma_z^2} \mathbb{E} \{yy^H \} \right\} \quad \text{s.t. } \|BPAUX\|^2 \leq P,$$

$$\quad U \in \mathbb{B}^{U \times K}, \quad 1 \leq U \leq B \leq M \ll K,$$

$$\quad B \in \mathbb{B}^{N \times B}, \quad 1 \leq B \leq M \ll N,$$

where $\mathcal{S}$ denotes an $U$-dimensional identity matrix, $\tilde{H}$ is the equivalent beamspace channel (factoring in both the user and beam selection), and $R_{xx}$ is the auto-correlation matrix of the communication signals over selected users. Note that the sum rate expression above is written based on the definition of MIMO channel capacity, namely the mutual information between the transmitted and received signal vectors [24]. The inter-user interference is considered through the determinant operation.

Optimally solving the problem is difficult, not only due to its non-convex nature but also owing to the enormous size of the feasible region. Moreover, the specific expression of $\mathcal{S}$ varies with the choice of TPC methods. Based on the authoritative literature [10], [14]–[16], [18], [19], we have learned that the ZF sum rate generally has a complex non-convex expression, which is challenging to deal with in optimization. To circumvent this challenge, authors have often turned to maximizing the lower/upper bounds of the ZF sum rate. Since the tightness of the bounds cannot be guaranteed, maximizing the bounds requires iterative optimization. Each iteration tends to involve further greedy searches. These difficulties in dealing with ZF-based optimization for beam/user selection inspire us to harness and characterize a different precoding scheme.

Explicitly, DPC is selected by us, as it is known to have a simple sum rate expression [24], eliminating the need for lower/upper bounds of the sum rate to be maximized. Even better, we will prove shortly that the DPC sum rate of the beamspace massive MIMO considered has nice properties enabling us to substantially simplify the user and beam selection problem. At the time of writing, DPC has only been applied for beam selection in beamspace massive MIMO in [17], but the above compelling properties have not been unveiled before.

**Remark 1:** Multiple antennas can be available at a user. Since a single beam is selected for each user at the transmitters, it is beneficial to have a multi-antenna user receiver steer a focused beam towards the specific direction corresponding to the transmitted beam. This can be realized using low-complexity phase shifters at the user end, hence substantially reducing the power consumption. In this case, the signal model established above is still applicable. We only have to modify the path gain $\alpha_{kl}$ (for the $l$-th path of the $k$-th user) by
factoring in the receiver beamforming performed at a user.

III. SIMPLIFYING THE BEAM AND USER SELECTION

In this section, we first reveal the relationship between the sum rate achieved by DPC and the numbers of selected beams ($B$) and user ($U$). Then we exploit this relationship for substantially simplifying the beam- and user-selection problem.

DPC is performed based on the QR decomposition of the channel matrix [24]. The composite channel matrix of our system is UHB based on (1). Following the QR decomposition, we have

$$\begin{align*}
(UHB)^H = QR, \quad \text{s.t.} \quad Q^HQ = I_U,
\end{align*}$$

(3)

where $R$ is a $U \times U$ upper triangular matrix. Performing DPC is equivalent to setting $P$ as

$$\begin{align*}
P = Q(R^H)^{-1}D, \quad \text{s.t.} \quad [D]_{u,u} = |R^H|_{u,u}.
\end{align*}$$

(4)

where $D$ is a $U \times U$ diagonal matrix. In QR decomposition, $r_u \neq 0$ can be readily excluded in preceding. Hence, $r_u > 0$ is assumed by default hereafter.

Substituting (3) and (4) into (1) yields $y = DAUx$. Then, the sum rate $S$ given in (2) becomes

$$\begin{align*}
S_{DPC} = \sum_{u=0}^{U-1} \log_2 \left( 1 + \frac{r_u \sigma^2 \lambda_u}{\sigma^2} \right),
\end{align*}$$

(5)

where $\sqrt{\lambda_u}$ is the $u$-th diagonal entry of $\Lambda$, $\sigma^2$ denotes the power of the $k$-th ($\forall k \in [0, K - 1]$) entry of $x$ (information signal vector), and $\sigma^2$ is the noise variance. For simplicity, we take $\sigma^2 = 1$, as is often the case in practice, and use the power loading factor $\lambda_u$ for controlling the actual transmitted power for user $u$. We also take $\sigma^2 = 1$ hereafter (including the simulations) and adjust $P$ to set the signal-to-noise ratio (SNR).

Given any combination of feasible $U, B, U$ and $B$, maximizing $S_{DPC}$ under the power constraint given in (2) leads to the popular water-filling solution [24]

$$\begin{align*}
\lambda_u = \left[ \beta - \frac{r_u}{\sigma^2} \right]_+, \quad \text{s.t.} \quad \sum_{u=0}^{U-1} \lambda_u = P,
\end{align*}$$

(6)

where $[x]^+ = \max\{x, 0\}$. Substituting (6) into (5) yields

$$\begin{align*}
S_{DPC} = \sum_{u=0}^{U-1} \log_2 (\beta r_u)^+.
\end{align*}$$

(7)

The sum rate $S_{DPC}$ is a function of $U$ and $B$ (as implied in $r_u$). Thus, if we can ascertain the monotonicity of the function vs. these parameters, we can then exploit it for determining the optimal values of $U$ and $B$ first. This motivates the following exploration.

For simplicity, we consider the asymptotic case relying on an adequate $P$, so that the $[\cdot]^+$ in (6) and (7) can be removed. We note that this asymptotic condition may not be necessary for the results to be derived; however, without it, the analytical illustration may become tediously complicated.

Consider the general case of $U = U_1$ ($\forall U_1 < B$) and denote the corresponding DPC sum rate by $S_1$. Let furthermore $\beta = \beta_1$ be the upper limit used in the water filling; see (6). Based on (7) and given an adequate $P$, we have $S_1 = \sum_{u=0}^{U_1-1} \log_2 (\beta_1 r_u)$. Let us now include an additional user $u = U_1 + 1$. Given an adequate but fixed power budget $P$, we have to deduct power from the previous $U_1$ users and assign it to the new user. Under the water filling power allocation, the upper limit $\beta_1$ has to decrease, say by $\delta$, to cater for an extra user. Based on (6), the power taken from the previous $U_1$ users is given by $U_1 \delta$, while the power assigned to the new user is $\beta_1 - \delta - \frac{1}{\sigma^2}$. Equating the two amounts gives $\gamma_{U_1+1} = \frac{1}{\sigma^2} \left( \beta_1 - (U_1 + 1) \delta \right)$. Modifying $S_1$ given above, the sum rate including the new user can be formulated by $S_2 = \sum_{u=0}^{U_1-1} \log_2 (\beta_1 - \delta) r_u + \log_2 (\beta_1 - (U_1 + 1) \delta)$. The difference between the sum rates is

$$\begin{align*}
S_2 - S_1 = & \log_2 \left( \frac{(\beta_1 - \delta) U_1 + 1}{\beta_1 - (U_1 + 1) \delta} \right) - \log_2 (\beta_1).
\end{align*}$$

The first derivative of the difference with respect to (w.r.t.) $\delta$ is always positive. Moreover, we have $\lim_{\delta \rightarrow 0} S_2 - S_1 = 0$. Thus, $S_2 - S_1 > 0$ is ensured for any $\delta > 0$. The above discussions are summarized below.

**Lemma 1:** Given an adequate $P$, the DPC sum rate $S_{DPC}$ increases with the number $U$ of selected users.

The relationship between $S_{DPC}$ and the number of selected beams $B$ is more subtle. To reveal it, we first provide a useful result whose proof is given in Appendix A.

**Lemma 2:** The absolute product of the diagonal entries of $R$, i.e., $\Pi_{u=0}^{U-1} r_u$, is non-decreasing with $B$, where $R$ is the upper triangular matrix obtained in (3) and $B$ is the number of selected beams.

Let us denote the DPC sum rates at $B = B_1$ ($\forall B_1 < M$) and $B = B_1 + 1$ as $S_1 = \sum_{u=0}^{U-1} \log_2 (\beta_1 r_u)$ and $S_2 = \sum_{u=0}^{U-1} \log_2 (\beta_1 r_u + \delta u)$, respectively. Note that the change of $B$ leads to the changes in $\lambda_u$ and $\beta$, as reflected by $\beta_u$ and $\beta + \delta$. Based on the water filling in (6), we have $\sum_{u=0}^{U-1} \beta - \frac{1}{\sigma^2} = P$ and $\sum_{u=0}^{U-1} \beta + \delta - \frac{1}{\sigma^2} = P$, which lead to $\beta = \frac{1}{\sigma^2} P$ and $\beta + \delta = \frac{1}{\sigma^2} P + \frac{U-1}{\sigma^2} \frac{1}{\sigma^2} + \frac{U-1}{\sigma^2} \frac{1}{\sigma^2}$, respectively. Substituting them back to the sum rates and after some manipulations (with details suppressed), we arrive at

$$\begin{align*}
S_1 = \log_2 \left( \frac{P + \sum_{u=0}^{U-1} \frac{1}{\sigma^2}}{U} \right); \\
S_2 = \log_2 \left( \frac{P + \sum_{u=0}^{U-1} \frac{1}{\sigma^2}}{U} \right).
\end{align*}$$

Note that $\tilde{r}_u$ ($\forall u$) is obtained at $B_1 + 1$, which is surely larger than $B_1$ for $r_u$. Upon applying Lemma 2, we have $\Pi_{u=0}^{U-1} r_u = \Pi_{u=0}^{U-1} r_u$. In high-SNR conditions, i.e., for $r_u, \tilde{r}_u \gg 1$ ($\forall u$), we can observe that the first term within the two logarithmic
functions is approximately the same. The above observation supports the following statement.

**Lemma 3:** Given high SNRs, implying \( r_u \gg 1 \) (\( \forall u \)), the DPC sum rate \( S_{DPC} \) is a non-decreasing function of the number of selected beams, i.e., \( B \).

Ensured by Lemmas 1 and 3, the DPC sum rate is a non-decreasing function of \( U \) and \( B \); hence, a more important and interesting insight is provided below.

**Proposition 1:** For the beamspace mmWave/THz massive MIMO downlink considered, a sufficient condition for maximizing the DPC sum rate is selecting \( U = M \) users and \( B = M \) beams, where \( M \) is the number of RF chains.

The results obtained above can be used for simplifying the beam and user selection problem modeled in (2). In particular, the objective function in (2) can now be replaced with the DPC sum rate, i.e.,

\[
DPC = \frac{1}{2} \sum_{u=0}^{M-1} \log_2 (\beta r_u) + \lambda_u \sum_{u=0}^{U-1} \frac{1}{\lambda_u} + P.
\]

We develop algorithms below for solving this substantially simplified problem, as compared with the original problem modeled in (2).

**IV. Proposed Beam and User Selection**

Due to its non-convex nature, solving Problem (8) is still difficult. Basically, all previous related studies \([10],[14]–[19]\) have turned to sub-optimal greedy search. We proceed by developing such sub-optimal solutions as well. The majority of the previous contributions only consider beam selection, i.e., solely searching for \( B \) with \( K = M \) and hence \( U = 1 \). This suggests that, if we can first determine the optimal \( M \) users out of the \( K \) candidates, the remaining problem then solely involves the beam selection. This leads to the first algorithm presented in Section IV-A.

**A. Sequential User and Beam Selection**

In this algorithm, we first select the \( M \) users that maximize the DPC sum rate under the full beamspace channel (i.e., with all beams involved). We then select the \( M \) beams for maximizing the DPC sum rate for the pre-determined users, as in the sole beam selection problem. Given the beamspace channel matrix \( \tilde{H} \), the first user we select only has to have the strongest channel power, since no interference emanating from other users needs to be considered yet. Thus, the first user is simply selected via

\[
u^* : \arg \max_{u \in [0, K-1]} \left\| \tilde{H}_{u,:} \right\|_2^2, \quad U^* = \{u^*\}, \quad (9)
\]

where \( U^* \) collects the optimal users.

For the \( u \)-th \((u \geq 1)\) selected user, we have to maximize the channel power and meanwhile minimize the interference arriving from the users already selected. Such a user can be selected by maximizing the power of the projection of a channel vector (under test) onto the null space of the previously selected channel vectors \([25]\). The null space can be constructed as

\[
N_{U^*} = I_N - \tilde{H}^H (\tilde{H} \tilde{H}^H)^{-1} \tilde{H}, \quad \text{s.t.} \quad \tilde{H} = [H]_{U^*,:}, \quad (10)
\]

where \( [H]_{U^*,:} \) denotes a sub-matrix formed by the rows of \( \tilde{H} \) indexed by the elements of the set \( U^* \). Upon employing \( N_{U^*} \), the next optimal user can be identified as

\[
u^* : \arg \max_{u \in [0, K-1]\setminus U^*} \left\| [H]_{u,:} \right\|_2^2, \quad U^* = U^* \cup \{u^*\}, \quad (11)
\]

where \( (\cdot) \setminus (\cdot) \) returns the set difference. Performing the above maximization up to \((M-1)\) times, the \( M \) users that maximize the DPC sum rate under the full beamspace channel are identified. Thus, for the sequential beam selection, we take the following \( U \) in (8), i.e.,

\[
U = U^* = [I_K]_{U^*,:}. \quad (12)
\]

Finding \( B \) in (8) can be done by the popular incremental or decremental greedy search \([15]\). However, in contrast to all previous treatises \([10],[14]–[19]\), we continue using the above null space projection technique for identifying the optimal beams. Similar to (9), the first optimal beam is identified as

\[
b^* : \arg \max_{b \in [0, N-1]} \left\| \left[ U^* \tilde{H} \right]_{b,:} \right\|_2^2, \quad B^* = \{b^*\}, \quad (13)
\]

where \( B^* \) collects the optimal beams. Then the \( b \)-th \((b \geq 1)\) beam is iteratively identified as

\[
b^* : \arg \max_{b \in [0, N-1] \setminus B^*} \left\| \left[ U^* \tilde{H} \right]^H_{b,:} N_{B^*} \right\|_2^2, \quad B^* = B^* \cup \{b^*\}. \quad (14)
\]

Note that \( N_{B^*} \) is the following null space constructed before solving the above problem:

\[
N_{B^*} = I_M - \tilde{H} (\tilde{H}^H \tilde{H})^{-1} \tilde{H}^H, \quad \text{s.t.} \quad \tilde{H} = [U^* \tilde{H}]_{B^*,:}, \quad (15)
\]

where \( [U^* \tilde{H}]_{B^*,:} \) denotes a sub-matrix formed by the columns of the enclosed matrix indexed by the elements in the set \( B^* \). Upon iteratively solving (14) for up to \((M-1)\) times, the \( M \) beams that maximize the DPC sum rate with the pre-selected \( M \) users are obtained. The sequential user and beam selection procedure illustrated above is summarized in Algorithm 1.
Algorithm 1 Sequential User and Beam Selection

Input: Beamspace channel matrix $\tilde{\mathbf{H}}$; see (1); $M$ (RF chain number); $K$ (user number); $N$ (beam number) 
Output: $U^*$ and $B^*$ 

User selection
1) Solve (9) for the initial $U^*$;  
2) For $m = 1 : M - 1$, perform:  
a) Construct the null space $\mathbf{N}_{U^*}$ given in (10);  
b) For each $u \in [0, K - 1] \setminus U^*$, perform:  
i) Calculate the projection in the objective function of (11);  
c) Solve (11) to select a new user, and update $U^*$;  

Beam selection
1) Set $\mathbf{U} = U^* = [\mathbf{I}_K]_{U^*}$;  
2) Solve (13) for the initial $B^*$;  
3) For $m = 1 : M - 1$, perform:  
a) Construct the null space $\mathbf{N}_{B^*}$ given in (15);  
b) For each $b \in [0, N - 1] \setminus B^*$, perform:  
i) Calculate the projection in the objective function of (14);  
c) Solve (14) to select the next beam, and update $B^*$; 

We note that in the joint user and beam selection, the $M$ users that are optimal under the full channel with all beams involved may not be optimal under the partial channel associated with the selected beams. A key reason for this is that we only use $M$ beams, one for each user, for communications. When using all beams for user selection, we also have to deal with extra interference that may not exist in communications. However, Algorithm 1 is not without merits. It actually provides a performance upper bound for the joint user and beam selection problem, as it will be illustrated in Section V. Next, we develop another algorithm, reducing the unnecessary interference we have to deal with.

B. Simultaneous User and Beam Selection

Instead of selecting users first and then beams, we propose next to select them simultaneously. In so doing, we first provide an important result, as proved in Appendix B. For convenience, we refer to the beam corresponding to the strongest channel power of a user as its strongest beam.

Proposition 2: Let us represent the specific event that the strongest beams of the $M$ (out of $K$) users maximizing the DPC sum rate have different indexes by $\mathcal{E}$. Then, the probability of $\mathcal{E}$ tends to one, provided that

$$ M \leq \bar{M} \triangleq \left\lceil \frac{K N}{K + N} \right\rceil, $$

where $\left\lceil \cdot \right\rceil$ represents flooring, $K$ is the total number of users, and $N$ is that of the beams.

Equipped with Proposition 2, we now proceed to develop an algorithm simultaneously selecting a user and a beam under a pair of complementary cases: 1) the condition (16) is satisfied; or 2) it is not. The first step is the same in both cases, namely identifying the user and the beam having the highest channel power:

$$ \{u^*, b^*\} : \arg\max_{u \in [0, K - 1]} \arg\max_{b \in [0, N - 1]} \left\| \tilde{\mathbf{H}} \right\|_{u,b}^2 ; \quad U^* = \{u^*\}, \quad B^* = \{b^*\}, $$

where $\tilde{\mathbf{H}}$ is the beamspace channel matrix given in (1). The remaining $(M - 1)$ users and $(M - 1)$ beams are selected in the ensuing $(M - 1)$ iterations; each iteration has a user and also a beam selected.

Case 1: the condition (16) is satisfied. To select the next user and beam, we project each candidate channel vector onto a null space spanned by the selected users and beams. Unlike in Algorithm 1, the null space is no longer constructed based on the full channel information; instead, it is constructed based on the beams already selected plus the strongest beam of the user under test. The rationale is twofold: 1) the strongest beam contributes most to the received power; 2) according to Proposition 2, the strongest beam of the next user to be selected has not yet been selected almost for sure, provided that the condition (16) holds.

For the $u$-th user under test, we identify its strongest beam and generate a beam index set as follows,

$$ \mathcal{I} = \left\{ B^* , \arg\max_{b \in [0, N - 1]} \left\| \tilde{\mathbf{H}} \right\|_{u,b}^2 \right\}, $$

where $B^*$ is the set of beams selected previously. Note that $\mathcal{I}$ has a cardinality higher than $U^*$ by one. Next, we construct the null space of the selected users with the beams in $\mathcal{I}$, i.e.,

$$ \mathbf{N}_{U^*,\mathcal{I}} = \mathbf{I}_{|\mathcal{I}|} - \tilde{\mathbf{H}}^H (\tilde{\mathbf{H}}^H \tilde{\mathbf{H}})^{-1} \tilde{\mathbf{H}} \mathbf{H} = \left[ \tilde{\mathbf{H}} \right]_{U^*,\mathcal{I}}. $$

We then project the partial beamspace channel vector of the $u$-th user in $\mathcal{I}$ onto the above null space and calculate the projection power

$$ \mathcal{P}_u = \left\| \left[ \tilde{\mathbf{H}} \right]_{u,\mathcal{I}} \right\|_{ \mathbf{N}_{U^*,\mathcal{I}} }^2, \quad \forall u \in [0, K - 1] \setminus U^*. $$

The user and its strongest beam, leading to the highest projection power, will be selected next, i.e.,

$$ U^* = U^* \cup u^* \quad B^* = B^* \cup b^* ; \quad \text{s.t.} \quad \{u^*, b^*\} : \arg\max_{u \in [0, K - 1], B^*} \mathcal{P}_u, $$

where $b^*$ is the index of the strongest beam of user $u^*$. The simultaneous user and beam selection procedure is summarized in Algorithm 2.

Case 2: the condition (16) is NOT satisfied. In this case, only probing the strongest beam of each user candidate may lead to poor sum rate performance, since more than one selected users can achieve the strongest channel power in the same beam. However, according to Proposition 2, we can readily state that the first $\bar{M}$ users to be selected will not share the strongest beams almost for sure. Consequently, to select the first $\bar{M}$ users, we can continue solving (17) and (21). Then, for the remaining $(M - \bar{M})$ users, we have to test more than one beam for each user candidate. Since the second strongest
beam can only be one of the neighbors in the vicinity of the strongest beam, we propose to test the three beams\(^1\).

Based on \(\mathcal{I}\) given in (18), we construct the following three beam sets, as differentiated by the superscript,
\[
\tilde{\mathcal{I}}^i = \{B^*, (b^* + i) \pmod{N}\}, \quad i = \{0, \pm 1\},
\]

\[
\text{s.t. } b^* : \arg\max_{b \in [0, N-1]} \| \tilde{H} \|_{\mathbb{C}, b \neq b^*}^2,
\]

(22)

where \(\langle x \rangle_N\) denotes the modulo-\(N\) of \(x\). For each beam set, we can construct a null space as done in (19). Then, we can project the partial beamspace channel vector of the user under test onto the null space, and calculate the projection power. The above three steps can be jointly described by
\[
\hat{P}_u^i = \left\| \tilde{H}_{u, \tilde{\mathcal{I}}^i} \right\|_{\mathbb{C}}^2, \quad i = \{0, \pm 1\};
\]

\[
\text{s.t. } N_{\mathcal{I}^i u} \tilde{\mathcal{I}}^i \hat{P}_u^i, \quad \forall u \in [0, K-1] \setminus \mathcal{U}^*,
\]

(23)

\[
\text{s.t. } N_{\mathcal{I}^i u} \hat{P}_u^i = I_{\tilde{\mathcal{I}}^i} - \tilde{H}^H \left( \tilde{H} \tilde{H}^H \right)^{-1} \tilde{H},
\]

The user and beam, leading to the highest projection power, will be selected next, i.e.,
\[
\mathcal{U}^* = \mathcal{U}^* \cup u^*; \quad \mathcal{B}^* = \mathcal{B}^* \cup b^* + i^*,
\]

\[
\text{s.t. } \{u^*, i^*\} : \arg\max_{u \in [0, K-1] \setminus \mathcal{U}^*, i \in [0, \pm 1]} \hat{P}_u^i, \quad b^* \text{ in (22)}.
\]

(24)

Again, Algorithm 2 summarizes the two cases for the proposed simultaneous user and beam selection. The \(\tilde{\mathcal{M}}\) derived in Proposition 2 is used as a threshold, so that we can proceed up to Step 4) if \(M \leq \tilde{\mathcal{M}}\) or proceed further if the condition does not hold. Next, we provide a variant of Algorithm 2 having a lower complexity and a slight performance loss. However, the asymptotic sum rate performance of the next algorithm is the same as Algorithm 2, as it will be seen shortly.

\(^1\)Testing more beams can result in negligible performance difference, as will be validated by Fig. 8 in Section VI.

---

**Algorithm 3 Simultaneous User and Beam Selection with Lower Complexity**

While sharing most of Algorithm 2,

1. Replace \(\mathcal{P}^i_u\) in Step 3(a-ii)) with \(\gamma^i_u\) for \(i = 0\) in (25);
2. Replace \(\mathcal{P}^i_u\) in Step 5(a-i)) with \(\gamma^i_u\) for \(i = 0, \pm 1\) in (25).

---

**C. Low-Complexity Simultaneous User and Beam Selection**

Algorithms 1 and 2 employ null space projection to search for the optimal beams and/or users in each iteration. However, the construction of null spaces can be computationally heavy. The reason for using the null space projection is to look for the next user (beam) that suffers from the minimum interference inflicted by the previous users (beams). In the mmWave/THz massive MIMO system considered, the null space projection can be approximated by matrix multiplications, thanks to the following result.

**Corollary 1:** The strongest channel components of the \(M\) selected users are asymptotically orthogonal, given a sufficiently large \(K\) and \(N\).

**Proof:** Given \(K \gg M\), Proposition 2 suggests that the strongest beams of the \(M\) selected user are different with the probability approaching one. On the other hand, the channel components underlain by the strongest beams are asymptotically orthogonal as \(N\) increases [22, Lemma 1].

Corollary 1 further suggests that the rows of \(\hat{H}\) can be approximately orthogonal. Thus, we can suppress the null space projection and turn to our conventional but effective metric, namely the signal-to-interference ratio (SIR). Referring to (23), \(\left[ \hat{H} \right]_{u, \tilde{\mathcal{I}}^i} \) is the channel vector of the user under test, and \(\hat{H}\) is the channel matrix of selected users. The signal power is the power in \(\left[ \hat{H} \right]_{u, \tilde{\mathcal{I}}^i}\), while the interference power can be obtained from the inner product between \(\left[ \hat{H} \right]_{u, \tilde{\mathcal{I}}^i}\) and \(\hat{H}\). Thus, we can define the following SIR,
\[
\gamma^i_u \approx \frac{\left\| \left[ \hat{H} \right]_{u, \tilde{\mathcal{I}}^i} \right\|_{\mathbb{C}}^2}{\left\| \left[ \hat{H} \right]_{u, \tilde{\mathcal{I}}^i} \hat{H} \right\|_{\mathbb{C}}^2}.
\]

(25)

The beam and user selection procedure using (25) is summarized in Algorithm 3.

---

**V. PERFORMANCE AND COMPLEXITY ANALYSIS**

We analyze the sum rate performance first and then the computational complexity of the proposed user and beam selection algorithms.

**A. Performance Analysis**

**Corollary 2:** The upper bound of the sum rate attained by Algorithms 1-3 can be expressed as
\[
\mathcal{S} = S_{\text{DPC}} |_{\mathcal{U} = \mathcal{U}^*, \mathcal{B} = \mathcal{B}^*}
\]

where the right-hand side is obtained by substituting the variable values in the subscript into (8), and \(\mathcal{U}^*\) is given in (12).

**Proof:** Since \(\mathcal{B}\) is the beam selection matrix, taking \(\mathcal{B} = I_N\) means that all beams are used for calculating the sum rate,
i.e., without beam selection. Note that \( \mathbf{B} = \mathbf{I}_N \) is feasible for the sum rate computation in (8), but it is infeasible practically, since it requires the same number of RF chains as that of DFT beams.

Upon applying Lemma 3, we have that \( \mathbf{B} = \mathbf{I}_N \) is a sufficient condition for maximizing the DPC sum rate, given \( \mathbf{U} = \mathbf{U}^* \). As given in (12), \( \mathbf{U}^* \) is constructed based on the optimal \( \mathcal{U}^* \) obtained by the first part, up to Step 2c), of Algorithm 1. All three algorithms use the incremental user selection. Thus, we can state that \( \mathcal{U}^* \) obtained by the first part of Algorithm 1 leads to the maximum sum rate, since it is the only one employing the full channel information.

**Corollary 3:** For \( K = M \), Algorithm 2 achieves a sum rate upper bounded by Algorithm 1.

**Proof:** The condition of \( K = M \) indicates that no user selection is necessary. In other words, Algorithms 1 and 2 return the same set of selected users. Both algorithms use the incremental greedy beam selection. However, Algorithm 1 always involves all users in each iteration, while Algorithm 2 does not. Moreover, according to Lemma 1, we know that the sum rate is an increasing function of the number of users.

**Remark 2:** For \( K = M \), the sum rate of Algorithm 2 can be close to that of Algorithm 1. This is mainly due to the threshold \( M \) derived in Proposition 2. This allows us to achieve approximate optimality for the first \( M \) selected users, since their strongest channel components are nearly orthogonal, according to Corollary 1. The threshold \( M \) also allows us to probe extra beams for the remaining \( (M - M) \) users, hence substantially reducing sum rate loss.

**Remark 3:** For \( K \gg M \) and a large \( N \), the sum rate performance of Algorithm 3 approaches that of Algorithm 2. Both algorithms generally achieve a higher sum rate than Algorithm 1. The condition \( K \gg M \) implies that we can almost always find \( M \) users having different strongest beams, as dictated by Proposition 2. Then, Corollary 1 indicates that these users have nearly orthogonal strongest channel components. Thus, maximizing the SIR given in (25), as relied on by Algorithm 3, becomes approximately equivalent to maximizing the \( \ell_2 \)-norm of the null space projection given in (20), as adopted by Algorithm 2. The equivalent metrics allow these two algorithms to achieve similar sum rates. This will be further confirmed in Section VI through simulations.

**Remark 4:** We note that the choice of Algorithms 1-3 is not ideal for Problem (2). Exhaustive search is known to be optimal, but has excessive complexity [14]. The incremental search adopted substantially reduces the complexity of the exhaustive search, but it is sub-optimal. Intuitively, this is because we choose to employ some reasonable yet sub-optimal metrics, e.g., maximizing the null space projection in (21), to make it more feasible to solve Problem (2). However, remarkably, Algorithms 1-3 are asymptotically optimal in the case of \( K = M \), as \( N \) becomes sufficiently large. According to Remark 3, a sufficiently large \( N \) suggests that the beamspace channels of the \( M \) users are orthogonal. Thus, the three algorithms, striving for finding the strongest beams having the best orthogonality, are guaranteed to return the optimal set of beams.

**B. Computational Complexity**

1) **User Selection in Algorithm 1:** Step 1) has a complexity order of \( \mathcal{O}(KN) \). Step 2a) has a complexity order \( \mathcal{O}(m^2) \), which only accounts for computing \( (\mathbf{H}^H\mathbf{H})^{-1} \) in the null space. The other matrix multiplication will be jointly evaluated with Step 2b-i). Note that the direct computation of the inverse has a complexity of \( \mathcal{O}(m^3) \), but here we employ the iterative update of the matrix inverse [25]. Based on (10) and (11), the complexity of Step 2b-i) is given by \( \mathcal{O}(N + Nm + m^2 + m) \), where \( m \) is the cardinality of \( \mathcal{U}^* \) in the \( m \)-th iteration and the norm in (14) is computed via

\[
\left\| \mathbf{H}_{u_2} \mathbf{N}_{u_2} \right\|_2^2 = \left\| \mathbf{H}_{u_2} \mathbf{H}_{u_2}^H \right\|_M^H.
\]

According to Step 2b), Step 2b-i) is performed \( (K - m) \) times in the \( m \)-th \((m \in [1, M - 1])\) iteration. To sum up, the overall complexity of the user selection is

\[
\sum_{m=1}^{M-1} \mathcal{O} [((K - m)(N + Nm + m^2 + m))] + \mathcal{O}(m^2) + \mathcal{O}(KN)^{N \gg M \gg M} \approx \mathcal{O}(KM^2N). \tag{27}
\]

2) **Beam Selection in Algorithm 1:** Step 2) has a complexity of \( \mathcal{O}(MN) \). Step 3a) has a complexity of \( \mathcal{O}(m^2) \), which only accounts for computing \( (\mathbf{H}^H\mathbf{H})^{-1} \) in the null space. The other matrix multiplication will be jointly evaluated with Step 3b-i). Based on (14) and (15), the complexity of Step 3b-i) is given by \( \mathcal{O}(M + Mm + m^2 + m) \), where \( m \) is also the cardinality of \( \mathcal{B}^* \) in the \( m \)-th iteration. According to Step 2b), Step 3b-i) is performed for up to \( (N - m) \) times in the \( m \)-th \((m \in [1, M - 1])\) iteration. To sum up, the overall complexity of the beam selection is

\[
\sum_{m=1}^{M-1} \mathcal{O} [(N - m)(M + Mm + m^2 + m)] + \mathcal{O}(m^2) + \mathcal{O}(MN)^{N \gg M} \approx \mathcal{O}(M^3N). \tag{28}
\]

The complexity is unrelated to \( K \) now, since the beam selection in Algorithm 1 is based on the \( M \) selected users.

3) **Algorithm 2:** We only illustrate the case of \( K \gg M \) for brevity. In this case, the algorithm runs up to Step 4). Step 2) has a complexity of \( \mathcal{O}(KN) \). Step 3a-i) can share the intermediate results of Step 2) and hence does not incur any extra complexity. Step 3a-ii) has a complexity of \( \mathcal{O}(m^2) \), which again only accounts for computing \( (\mathbf{H}^H\mathbf{H})^{-1} \) in the null space. Step 3a-iii) has a complexity of \( \mathcal{O}[(m + 1) + (m + 1)m + m^2 + m^2] \), where \( (m + 1) \) is the size of \( \mathcal{I} \) and \( m \) is the size of \( \mathcal{U}_t^* \); see (20). As per Step 3a), Step 3a-ii) and Step 3a-iii) are performed \( (K - m) \) times for the \( m \)-th \((m \in [1, M - 1])\) iteration. In a nutshell, the overall complexity is

\[
\sum_{m=1}^{M-1} \mathcal{O} [(K - m)((m + 1) + (m + 1)m + m^2 + m^2 + m^2)] + \mathcal{O}(KN)^{K \gg M} \approx \mathcal{O}(KM^3). \tag{29}
\]
TABLE II: Simulation Parameters

| Variable | Description | Value |
|----------|-------------|-------|
| \(N\)    | antenna/beam number | 296   |
| \(K\)    | total user number   | 40    |
| \(M\)    | RF chain number     | 16    |
| \(\sigma_r^2\) | noise power, see (5) | 1 (0 dB) |
| \(P\)    | transmission power in Watt | 0.30 dB |
| \(P/\sigma_r^2\) | SNR | 0.30 dB |
|          | channel path number per user | 3 (one LoS and two NLoS paths) |
|          | channel power | 0 dB for LoS; −10 dB for NLoS |
|          | AoD of all paths | uniform in [−90°, 90°] |

4) **Algorithm 3:** Based on (25), computing \(\gamma_u^\ast\) has a complexity of \(O((m + 1) + m(m + 1) + m)\). Note that the size of \(T_u\) therein is \((m + 1)\), and the size of the matrix \(H\) is \(m \times (m + 1)\). Since the matrix inversion in Step 3a-ii) is no longer necessary, the complexity of Step 3a-ii) and Step 3a-iii) becomes just \(O((m + 1) + m(m + 1) + m)\). Similar to (29), the overall complexity is

\[
\begin{align*}
\sum_{m=1}^{M-1} O((K-m)(m+1)+m(m+1)+m) + O(KN^2) & \approx O\left(\frac{1}{3} K M^3\right) .
\end{align*}
\]

Strictly, the coefficient \(\frac{1}{3}\) should be removed under the big-O operation, but we keep it to show that Algorithm 3 can indeed further reduce the complexity of Algorithm 2.

**Though DPC has a higher complexity than ZF from the precoding perspective, the overall complexity of the communication transmitter, with the beam and user selections taken into account, can actually be reduced substantially by using DPC.** This is because the monotonic evolution of the DPC sum rate against \(U\) and \(B\), as unveiled in Section III, enables us to simply take \(U = B = M\) and hence eliminate the necessity of enumerating all possible combinations of \((U, B)\) with \(U = 1, \ldots, M\) and \(B = 1, \ldots, M\). In contrast, the state-of-the-art design based on ZF requires to enumerate all those combinations.

With \(M\) users and also \(M\) beams selected, the DPC precoder involves the QR decomposition of an \(M\)-dimensional matrix; see (4). Therefore, the complexity of the DPC precoder is on the order of \(O(M^3)\). Jointly considering the complexity orders derived in (27)-(30), we can assert that the complexity of the overall transmitting scheme proposed for the specific beamspace massive MIMO investigated in this work is proportional to \(M^3\). In contrast, for the beam selection solely, most state-of-the-art designs, which employ ZF, already have a complexity order in proportion to \(N^3\) [14]–[16], [18]. Moreover, the complexity of the state-of-the-art ZF-aided precoder developed for phase shifters-based hybrid massive MIMO arrays is also proportional to \(N^3\) [26]. Considering that \(N\) is generally on the order of hundreds while \(M\) is only on the order of dozens, our design becomes very appealing for the practical implementation of mmWave/THz massive MIMO communications.

VI. SIMULATION RESULTS

Simulation results are provided to validate the proposed designs, in comparison to both the performance bounds derived and to existing benchmark methods. Unless otherwise stated, the parameter settings of Table II will be used. The settings in the table are popularly used in previous user and/or beam selection studies [14], [17]–[19].

As reviewed in Section I, most existing contributions in beamspace massive MIMO communications only aim for beam selection. To the best of our knowledge, the work in [19] is the only one that considers joint user and beam selection, and hence its is the most closely related piece of work. However, the solution in [19] is unsuitable as a benchmark. One reason for this is that DPC is used in our work, while ZF is used in [19]. Since DPC is known to outperform ZF in terms of its sum rate [24], we cannot claim that the performance gain arises from our joint user and beam selection algorithms. Moreover, as illustrated in Proposition 1, satisfying \(U = M\) and \(B = M\) is sufficient for maximizing the DPC sum rate, where \(U \approx B\) is the number of selected users (beams). By contrast, as shown in [19], the ZF sum rate can be maximized when \(U < M\). As such, it would be unfair to compare our work to [19].

Nevertheless, when the total number of users and RF chains is the same, i.e., \(K = M\), the user selection can be skipped in Algorithm 1, i.e., only the beam selection has to be performed. Recall that a greedy search is performed in Algorithm 1 for the beam selection to maximize the DPC sum rate. This is also pursued by the designs in [17], [18]. Thus, Algorithm 1 essentially becomes indistinguishable from the designs in [17], [18] in the case of \(K = M\). Furthermore, we note that the upper bounds, as derived in Section V, provide a meaningful way of evaluating the performances of the proposed algorithms in both cases of \(K \gg M\) and \(K = M\).

Fig. 2 plots the sum rate versus SNR, where \(K = 40\) is higher than the three \(M\) values employed. We see that Algorithm 2 achieves the best performance (closest to the upper bound derived in Corollary 2), Algorithm 3 is the second, and Algorithm 1 is the third. This first consolidates our motivation of developing Algorithm 2, i.e., avoiding extra interference of using the full channel information as in Algorithm 2. This also demonstrates the success of Algorithm 2 in so doing. Observed from Fig. 2, Algorithm 3 achieves a similar performance to that of Algorithm 2. This validates the effectiveness of using the SIR to replace the null space projection, as developed in Section IV-C. Given the small performance gap and the lower complexity quantified in Section V-B, Algorithm 3 may be
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and 3 exhibit worst, second and best sum rate performances, respectively. This is consistent with the DPC sum rate trend unveiled in Section III; specifically, the sum rate increases with the number of selected users under sufficient power budget. It is interesting to observe that the sum rate gap between Algorithms 1 and 2 is much larger than that between Algorithms 2 and 3. This is attributable to the increasingly degraded channel orthogonality, as $M$ increases.

Fig. 7 illustrates the sum rate gap versus $\bar{M}$ in (16), where $P = 28$ dB; see (8), and $M = 30, 35$ and 40 for the same values of $K$. 

![Fig. 7: Sum rate gap versus $\bar{M}$](image)

Fig. 8: Sum rate versus the number of $i$ values used in Step 5a) of Algorithm 2, where $P = 28$ dB, and $M = 30, 35$ and 40 for the same values of $K$.
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VII. CONCLUSIONS

The joint user and beam selection problem of the beamspace mmWave/THz massive MIMO downlink was studied. Motivated by its appealingly simple sum rate expression, we harnessed DPC to the joint selection problem for the first time in the open literature. We unveiled that the DPC sum rate monotonically increases with the number of selected users and it is a non-decreasing function of the number of selected beams. These features allow us to substantially simplify the user and beam selection problem. We then developed three algorithms for solving the simplified problem. The first one sequentially selects users and then beams, while the second one simultaneously selects both for reducing the extra inter-user interference encountered in the first. While the null space projection is used as a performance metric, the third algorithm further reduces the complexity by replacing the null projection by the SIR. The performance-vs-complexity analysis was carried out for the three algorithms. Our simulation results validated the efficiency of the proposed designs.

Several exciting future research problems are suggested next. First, the analysis and the proposed algorithms may be extended to user grouping and beam selection, another critical problem in beamspace massive MIMO [27]. Moreover, the applicability and extension of the proposed methods to more advanced beamspace MIMO scenarios/settings, such as wideband and phase shifters-enabled beam selection [28], [29], are worth further investigating. In addition, the proposed designs may be extended by further considering the beam selection on the user side [30]. Finally, the rate-fairness of users suffering from low SNR may be improved by relying on geometric mean rate based optimization [31].

APPENDIX

A. Proof of Lemma 2

Since $R$ is an upper triangular matrix, we have $\Pi_{u=0}^{U-1} r_u = \det \{ R \}$. Multiplying $R$ by an orthogonal matrix, e.g., $Q$ in (3), does not change its determinant. Thus, we have

$$\Pi_{u=0}^{U-1} r_u = \det \{ QR \} = \Pi_{u=0}^{U-1} \sigma_u$$

$$= \sqrt{\Pi_{u=0}^{U-1} \eta_u} = \sqrt{\det \{ \Gamma \}},$$

where $\sigma_u$ is the $u$-th singular value of $(UHB)$, $\eta_u$ is the eigenvalue of $\Gamma$, and $\Gamma = (UHB)(UHB)^H$. As a Hermitian matrix, $\det \{ \Gamma \}$ is non-decreasing with $B$; so is $\Pi_{u=0}^{U-1} r_u = \sqrt{\det \{ \Gamma \}}$.

B. Proof of Proposition 2

Assume that $m(\in [1, M-1])$ users have been selected, and their strongest beams have different indexes as collected by $B$. Let us now consider the probability $P$ of the event $\mathcal{V}$: the index of the strongest beam of the next selected user is in $B$, where $P$ is the product of the probabilities of two independent events:

1) The first one is that one out of $(K-m)$ remaining users is selected next. Its probability is $P_1 = \frac{1}{K-m}$, since these users have equal chance of being selected.
The second event is that the selected user shares the strongest beam with any one of the $m$ pre-selected users. Its probability is $P_2 = \frac{m}{N}$, as the strongest beam of each user can be one of the $N$ beams with the same probability. Using the two probabilities, we obtain $P = P_1 P_2 = \frac{m^2}{K(N-m)}$. Given $K$ users and the probability $P$, $KP < 1$ implies that less than one, out of $(K-m)$ remaining users, will share the strongest beam with one of the $m$ selected users; in other words, the event $\mathcal{V}$ almost never happens. Solving the following problem leads to the upper limit of $m$:

$$M = \lfloor m^* \rfloor, \text{ s.t. } \frac{m^* K}{(K-m^*)} N = 1, \quad (31)$$

where $\lfloor \cdot \rfloor$ rounds the enclosed number towards negative infinity. Provided that $M \geq M$ (the number of RF chains), we can state almost for sure that $\mathcal{V}$ cannot happen, or otherwise the event $\mathcal{E}$ given in the statement of Proposition 2 always happens.
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