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Abstract

Full-duplex is a promising technology and great system performance enhancement can be achieved especially when we apply it to base stations. In this paper, we consider a Multi-User OFDMA network consisting of one Full-duplex base station, several uplink users, and a number of downlink users. A joint subcarrier, downlink user and uplink user mapping and power allocation optimization problem is investigated. In detail, we first decompose the 3-dimensional mapping problem into three 2-dimensional sub-problems and solve them by iteratively using classical Hungarian Method. Then, based on the dual method, we sequentially solve the power allocation and 3-dimensional mapping problem at each dual point. And the optimal solution to the dual problem is derived by using sub-gradient method. Unlike existing methods that only solve one sub-problem but with a high computation complexity, we tackle both of them and successfully reducing computation complexity from exponential to polynomial order. Numerical simulations are conducted to verify the proposed system.
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I. INTRODUCTION

Full-duplex (FD) is a promising technology as it is able to highly improve the spectrum efficiency by transmitting and receiving signals within the same frequency band. Due to the effect of Self-interference (SI), most of the previous research were restricted to Half-duplex (HD). Recently, as mentioned in [1], FD communication came to the stage since great progress had been made in developing SI cancellation schemes. In particular, FD relaying transmission technology is widely considered in the cooperative communication scenarios, such as [2-4]. However, FD technology is not only applicable for the relay node, it can also be applied to the Base Station(BS) as well. Currently, there are few research work corresponding to FD-BS. For instance, [5] investigates the extra benefits on degrees of freedom of cellular networks brought by the FD BS and [6] considers the security problem of a system with a more advanced BS.

Specifically, the FD-BS enables the system to communicate with uplink and downlink users in the same band simultaneously and an evident increase in system throughput can potentially be achieved. In order to optimize the system performance, a low-complexity and reasonable resource allocation strategy needs to be investigated in the FD-BS scenario. There exists some work related with this but failing achieving the goal, e.g. [7] and [8]. In [7], there is a cellular network consisting of one FD-BS, several users and sub-channels. A joint user scheduling, power control and channel assignment scheme is taken into account, but no closed-form solution is provided. However, a potential solution for power allocation problem is given in [8], but the authors are only considering the mapping either between downlink user and subchannel or between uplink user and subchannel.

In this letter, we revisit the scenario mentioned in [3] and [8], majoring in investigating a low complexity 3-dimensional pairing problem between Uplink User (UUE), Downlink User (DUE) and Subchannel, which is a combinatorial optimization problem. As well as the power allocation problem in a OFDMA cellular system with FD-BS. The contributions of our proposed approach are twofold: (1) providing solving method for the power allocation problem for FD-BS system (2) significant complexity reduction on 3D pairing problem by proposed assignment scheme. Specifically, we divide the problems into two sub ones. Given a possible mapping between users and subchannel, the well-known Lagrange dual method is provided for resolving the power allocation problems. Then decompose the 3D pairing problem into three 2D paring subproblems and solving it iteratively it using classical Hungarian algorithm. As shown in [9], the result will at least converge to a local optimal solution after using Hungarian method at most 5 times, which leads to a computation complexity in polynomial order. Besides, numerical simulations strongly approve the correctness of our proposed method.

The rest of the paper is organized as follows. Section II presents the system model. Sections III proposes a low complexity multi-dimensional Hungarian method for solving the binary assignment problem, and Section IV provides the joint power allocation and binary assignment solution. The numerical results are presented in Sections V. Finally Section VI draws some conclusions.
II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

As shown in Fig. 1, we consider a single cell multi-user FD-BS OFDMA system and it consists of one FD mode base-station (BS), M HD mode uplink users and N HD mode downlink users. In particular, they are all equipped with single antenna. The total bandwidth is divided into $K$ rayleigh flat fading subchannels, and each of them can only be shared by only one uplink and downlink user pair $(m, n)$, forming the 3-dimensional combination $(m, n, k)$. Due to the imperfect SI cancellation, the BS will suffer the SI from itself when it receives signal from the uplink user, and the SI power at BS receiver is generally modified as an additive white Gaussian noise (AWGN).

B. Problem Formulation

Define $m \in \{1, \ldots, M\}$, $n \in \{1, \ldots, N\}$ and $k \in \{1, \ldots, K\}$ as the index of UUE, DUE, and Subchannel. Consequently, using $P_{m,b}^k$ and $P_{b,n}^k$ to denote UUE $m$ transmit power for BS over subcarrier $k$ and BS transmit power for DUE $n$ over subcarrier $k$ respectively, while the notation $h_{m,b}^k$ and $h_{b,n}^k$ represent the corresponding channel coefficient. In this case, the received signal at BS receiver and DUE $n$ can be written as:

\[
y_{m,b}^k = \sqrt{P_{m,b}^k} h_{m,b}^k x_m + Z_D + Z_B
\]

\[
y_{b,n}^k = \sqrt{P_{b,n}^k} h_{b,n}^k x_n + \sqrt{P_{m,b}^k} h_{m,n}^k x_m + Z_B
\]

where $E\{|x_m|^2\} = E\{|x_n|^2\} = 1$, and $Z_D \sim CN(0, \sigma_D^2)$ and $Z_B \sim CN(0, \sigma_B^2)$ denote the self-interference and receiver noise, respectively. By Shannon formula, the corresponding uplink and downlink throughput over the subchannel $k$ can be expressed as:

\[
R_{m,b,k}^{up} = \log \left(1 + \frac{P_{m,b}^k |h_{m,b}^k|^2}{\sigma_D^2 + \sigma_B^2} \right)
\]

\[
R_{b,n,k}^{down} = \log \left(1 + \frac{P_{b,n}^k |h_{b,n}^k|^2}{P_{m,b}^k |h_{m,n}^k|^2 + \sigma_N^2} \right)
\]

Hence, the sum rate of transmission pair $(m, n, k)$ is:

\[
R_{m,n}^k = R_{m,b,k}^{up} + R_{b,n,k}^{down}
\]
Provided (3), (4) and (5), to maximize the system throughput, the joint 3D mapping and power allocation problem is now formulated as:

\[(P1) : \max_{P_{b,n}^b, P_{m,n}^m} \sum_{m=1}^{M} \sum_{n=1}^{N} \sum_{k=1}^{K} x_{m,n}^k R_{m,n}^k \]

s.t. \(c1 : \sum_{n=1}^{N} \sum_{k=1}^{K} p_{b,n}^k \leq P_b\)

\(c2 : \sum_{k=1}^{K} P_{m,b}^k \leq P_m, \forall m\)

\(c3 : X_{m,n}^k = \{0, 1\}\)

\(c4 : \sum_{m=1}^{M} \sum_{n=1}^{N} x_{m,n}^k = 1, \forall k;\)

\(\sum_{m=1}^{M} \sum_{k=1}^{K} x_{m,n}^k = 1, \forall n;\)

\(\sum_{n=1}^{N} \sum_{k=1}^{K} x_{m,n}^k = 1, \forall m;\)

Where \(X\) is the \(M \times N \times K\) 3-dimensional assignment matrix with \(x_{m,n}^k = 1\) if subchannel \(k\) is assigned to UUE-DUE pair \((m, n)\), and \(x_{m,n}^k = 0\), otherwise. The constraint \(c4\) follows the fact each subchannel can only be assigned to one UUE-DUE pair, and constraint \(c1, c2\) indicates the individual power constraint for UUE and BS, respectively.

### III. LOW-COMPLEXITY 3-DIMENSIONAL BINARY ASSIGNMENT SCHEME

In this section, we assume a fixed power allocation scheme, and (P1) can be simplified to the following with a fixed throughput \(R_{m,n}^k\) for each \((m, n, k)\) pair,

\[
\max_X \sum_{m=1}^{M} \sum_{n=1}^{N} \sum_{k=1}^{K} x_{m,n}^k R_{m,n}^k \tag{7}
\]

s.t. \(c3, c4\)

which is a NP-complete problem, with the optimal solution to be exhaustive searching. According to [11], the complexity of exhaustive search is in exponential order for the proposed optimization problem, which can not be solved in polynomial time. However, since it’s proved in [9], the 3-dimensional mapping problem can be solved by using 2-dimensional Hungarian method in 5 iterations with near-optimal performance. And the complexity turns to be \(O(5L^3)\) where \(L = \max(M, N, K)\), which is polynomial and much lower than the optimal scheme.

In this case, we can decompose our 3D mapping problem into following three different 2D mapping subproblems and solve them iteratively,

1. 2D mapping between the UUE-DUE pair \((m, n)\) and Subchannel \(k\), the solution is \(X_{1}^*\).
2. 2D mapping between the UUE-Subchannel pair \((m, k)\) and DUE \(n\), the solution is \(X_{2}^*\).
3. 2D mapping between the DUE-subchannel pair \((n, k)\) and UUE \(m\), the solution is \(X_{3}^*\).

To initialize the scheme, set an arbitrary mapping matrix \(X_{M,N,K}\) which satisfies constraint \(c3\) and \(c4\). Then, define a 2-dimensional index including indices of UUE \(m\) and DUE \(n\) by \(\chi_0 = \{(m, n) | x_{m,n}^k = 1, \forall m, n, k\}\). Here, for simplicity, we use \(d\) to represent the pair \((m, n)\), when \(M \leq N, d = m; \) and \(d = n\) otherwise.

With the pair \((m, n)\), the two different dimensions UUE \(m\) and DUE \(n\) could be regarded as a joint dimension with index \(d\), then we could adopt a 2-dimensional mapping matrix \(T_{\min(M,N)\times K} = [t_{d,k}^k]\) with \(t_{d,k}^k = 1\) if subchannel \(k\) is allocated to UUE-DUE pair \((m, n)\), otherwise \(t_{d,k}^k = 0\).

In this case, the mapping relationship shown in the initial mapping matrix \(X_{M,N,K}\) could be demonstrated by the set \((\chi_0, T_0)\). And the problem turns to be searching an optimal subchannel assignment matrix \(T_0^*\) for the current UUE-DUE pair set \(\chi_0\), which can be formulated by the following,

\[
\max_{T_0} \sum_{d=1}^{\min(M,N)} \sum_{k=1}^{K} T_{d,k}^k R_{d,k}^* \tag{8}
\]

s.t. \(\sum_{d=1}^{\min(M,N)} t_{d,k}^k = 1, \forall k;\)

\(R_{d,k}^* = R_{m,n}^k, \forall (m, n) \in \chi_0\)
The classic Hungarian method can be used to solve the above problem, yielding a new 3D mapping matrix $X_1^*$ which has the same mapping relationship with set $(\chi_0, T_0^*)$. And this $X_1^*$ can be set as the initial mapping matrix for subproblem 2. By applying same strategy iteratively on the three subproblems, we can derive the optimal solutions for each iteration in the sequence $X_1^* \rightarrow X_2^* \rightarrow X_3^* \rightarrow X_4^* \rightarrow X_5^*$. $X_5^*$ can be chosen as the global optimal 3D binary mapping matrix.

IV. JOINT POWER ALLOCATION AND 3D MAPPING

In this section, we further consider the power allocation problem. As the joint power allocation and binary assignment problem is a non-convex mixed combinatorial problem, which is extremely complicated to solve. We propose the following method by solving the Lagrange dual problem instead of solving the primal problem, since it has been shown in [11], for multicarrier systems, the duality gap of a non-convex resource allocation problem is negligible when the number of subcarriers becomes sufficiently large.

To combine the integer constraint with power constraint. We define the following virtual power,

$$P_{k,up}^{m,n} = P_{m,k,x_{m,n}}^k$$

$$P_{k,down}^{m,n} = P_{b,n}^k x_{m,n}^k$$

With (9) and (10), constraint c1 and c2 can be transformed to,

$$c_5 : \sum_{k=1}^K \sum_{n=1}^N P_{k,up}^{m,n} \leq P_m \quad \forall m$$

$$c_6 : \sum_{k=1}^K \sum_{n=1}^N \sum_{m=1}^M P_{k,down}^{m,n} \leq P_b$$

Consequently, (P1) can be transformed to the following optimization problem (P5),

$$(P3) : \max_{X, \mathcal{P}} \sum_{m=1}^M \sum_{n=1}^N \sum_{k=1}^K \overline{R}_{m,n}^k$$

s.t. $c_3$, $c_4$, $c_5$ and $c_6$

Where $\mathcal{P} = (P_{k,up}^{m,n}, P_{k,down}^{m,n})$, and the throughput defined by,

$$\overline{R}_{m,n}^k = \log \left( 1 + \frac{P_{k,up}^{m,n} |h_{m,b}^k|^2}{\sigma_D^2 + \sigma_B^2} \right)$$

$$\overline{R}_{b,n}^k = \log \left( 1 + \frac{P_{k,down}^{m,n} |h_{b,n}^k|^2}{P_{m,n}^{k,up} |h_{m,n}^k|^2 + \sigma_N^2} \right)$$

$$\overline{R}_{m,n}^k = \overline{R}_{m,n}^{k,up} + \overline{R}_{b,n}^{k,down}$$

In this case the dual function can be written as,

$$g(\lambda) = \max_{X, \mathcal{P}} L(\mathcal{P}, \lambda)$$

where the Lagrange function and dual vector $\lambda$ is given by ,

$$L(\mathcal{P}, \lambda) = \sum_{m=1}^M \sum_{n=1}^N \sum_{k=1}^K (\overline{R}_{m,n}^k - \lambda_m P_{m,n}^{k,up} - \lambda_b P_{m,n}^{k,down})$$

$$+ \sum_{m=1}^M \lambda_m P_m + \lambda_b P_b$$

$$\lambda = \{\lambda_1, ..., \lambda_M, \lambda_b\}$$

And (p2) can be solved by solving its dual optimization problem,

$$\min_{\lambda} g(\lambda)$$

s.t. $\lambda \geq 0$
The proposed dual optimization problem (19) can be solved by firstly solving (17) at each given dual point and updating the dual function using its subgradient. The subgradient of \( g(\lambda) \) can be obtained by using a similar method as mentioned in [11]. And the dual variables can be updated based on the expression (20)-(21), where \( \bullet^+ \) denotes \( \max(0, \bullet) \) and the step size \( \pi(l) \) follows the diminishing policy in [12], i.e., \( \pi(l) = \pi(0)/\sqrt{l} \).

\[
\lambda_b^{(l+1)} = \left[ \lambda_b^{(l)} - \pi(l) \left( P_b - \sum_{m=1}^{M} \sum_{n=1}^{N} \sum_{k=1}^{K} P_{m,n,down}^{k} \right) \right]^+ \quad (20)
\]

\[
\lambda_m^{(l+1)} = \left[ \lambda_m^{(l)} - \pi(l) \left( P_m - \sum_{n=1}^{N} \sum_{k=1}^{K} P_{m,n,up}^{k} \right) \right]^+ \quad \forall m \quad (21)
\]

To compute the dual function at each given dual point, we need to find the optimal mapping matrix \( X \) and the optimal power allocation vector \( \bar{P} \). In detail, an optimal power allocation scheme is derived given each possible mapping pair \((m, n, k)\), with the solution to power allocation we can do 3D mapping using the scheme proposed in Section III.

Fixing the pair \((m, n, k)\), and defining \( a_{m,b}^k = \frac{|h_{m,b}^k|^2}{\sigma_b^2}, a_{b,n}^k = \frac{|h_{b,n}^k|^2}{\sigma_n^2} \) and \( a_{m,n}^k = \frac{|h_{m,n}^k|^2}{\sigma_n^2} \) the power allocation problem can be formulated into,

\[
P3: \max_{\bar{P}} \log(1 + P_{m,n,up}^{k} a_{m,b}^k) + \log(1 + P_{m,n,down}^{k} a_{b,n}^k) \\
\quad - \lambda_m P_{m,n,up}^{k} - \lambda_b P_{m,n,down}^{k} + 1 \\
s.t. \quad \bar{P} = [P_{m,n,up}^{k}, P_{m,n,down}^{k}] \geq 0
\quad (22)
\]

With (22), by first applying Karush-Kuhn-Tucker (KKT) conditions then considering the different feasible regions, we can derive the optimal power allocation solution as shown in Appendix A.

V. NUMERICAL RESULTS

In this section, we present the simulation results to demonstrate the performance of the proposed algorithm. We consider a cell with radius 200 m, 8 UUE and 8 DUE are generated randomly within the same cell. To simulate practical channel propagation, the LTE typical urban channel model is employed. The spectral density of noise is \(-126\) dBm/Hz and the total bandwidth is 180 KHz shared by 64 subchannels. The self-interference is modeled as AWGN, with the power 3 dB larger than the noise power. And the peak power constraints for all the uplink users are the same and set to be 5 dB lower than the maximum BS transmit power.

![Fig. 2. Performance comparison between different binary assignment schemes](image-url)
A. Binary Assignment Scheme Comparison

With the maximum transmit power of UUE to be equal power allocation scheme, compare our proposed 3D mapping scheme with the following three benchmark schemes,

1). Exhaustive searching scheme, which is optimal.
2). Random mapping scheme, which generates a random 3D mapping solution in each iteration.
3). Greedy algorithm, each UUE $m$ select the DUE-subchannel pair $(n, k)$, which can maximize the throughput of pair $(m, n, k)$. Once the pair $(n, r)$ is selected, the other UUE can’t select it any more.

As is shown in Fig.2, with BS peak power constraint varying from 10 dBm to 30 dBm, our proposed 3D mapping scheme almost has the same performance with the optimal scheme, while the gaps between the other approaches and the optimal scheme are quite large. Besides, we can see from the figure, since we apply equal power allocation, it will lead to a growing SINR difference between different $(m, n, k)$ pairs when the total power constraint is getting larger, which means a growing gap between different mapping results.

B. Joint Scheme Comparison

By comparing our proposed joint resource allocation scheme with the 3D mapping scheme based on equal power allocation, we can see from Fig.3, our power allocation scheme significantly enhance the system performance as it allocate more power to the $(m, n, k)$ pairs with good link quality.
To show the close-to-optimal performance of our proposed scheme, we introduce a power allocation scheme which exhaustively search the optimal solution. Due to the huge complexity of exhaustive search, we reduce the total number of users to 8, which means 4 uplink users and 4 downlink users. The performance of our proposed scheme compared to the optimal scheme is further demonstrated in Fig. 4. From which, we can easily identify our scheme indeed approaches the upper bound of the system.

VI. CONCLUSIONS

In this paper, we proposed a joint power allocation and 3D mapping scheme to maximize the system throughput under FD-BS scenario. In detail, we further decompose the joint optimization problem to two sub ones, use the dual method for resolving power allocation problem given each possible pair \((m,n,k)\) then implement 3D mapping given a fixed power allocation. Finally, a low complexity 3D mapping scheme for our model and a semi-closed form solution for power allocation is derived. And the numerical results also show that, our proposed scheme indeed outperforms than the other benchmarks and approaches the performance of optimal scheme.

APPENDIX A

By applying KKT optimal conditions, the partial derivatives of (22) over \(P^k_{m,n}\) and \(P^{k,up}_{m,n}\) are set to zeros, as shown by (23) and (24).

\[
\frac{\partial L}{\partial P^k_{m,n}} = 1 + a^k_{mn} P^{k,up}_{m,n} + \frac{P^{k,down}_{m,n} a^k_{bn} - a^k_{bn} \lambda_b}{\lambda_b} = 0
\]  (23)

\[
\frac{\partial L}{\partial P^{k,up}_{m,n}} = a^k_{mb} - \frac{P^{k,down}_{m,n}}{P^{k,up}_{m,n} a^k_{mb} + 1} \left[ \frac{P^{k,down}_{m,n}}{(P^{k,up}_{m,n} a^k_{mb} + 1)^2} \right] = 0
\]  (24)

It is generally obtained the optimal variable values by solving a set of equations, i.e. (23) and (24). However, this methodology can only be used directly when the feasible regions are differentiable. For our considered problem, it is not capable of utilizing the method directly. This is because when the variable value equals to zero, their derivations are not unique. Thus, we need to discuss them case by case:

Case 1: \(P^{k,up}_{m,n}\) and \(P^{k,down}_{m,n}\) are both larger than zero:

\[
\left[ \lambda b a^k_{mb} a^k_{bn} - \lambda_m (a^k_{bn})^2 a^k_{mb} \right] (P^{k,down}_{m,n})^2 + \left[ \frac{\lambda_m (a^k_{bn})^2 a^k_{mb}}{\lambda_b a^k_{mn}} + (\lambda_m a^k_{bn} - \lambda_b a^k_{mn})(1 + \frac{a^k_{mb} a^k_{bn}}{a^k_{mb} a^k_{bn}}) - \frac{a^k_{mb} a^k_{bn}}{a^k_{mb} a^k_{bn}} \right] P^{k,down}_{m,n} + \left[ \frac{P^{k,down}_{m,n}}{P^{k,up}_{m,n} a^k_{mb} + 1} \left[ \frac{P^{k,down}_{m,n}}{(P^{k,up}_{m,n} a^k_{mb} + 1)^2} \right] \right] = 0
\]  (25)

\[
P^{k,up}_{m,n} = \frac{1}{a^k_{mn}} \left( \frac{a^k_{bn}}{\lambda_b} - a^k_{bn} \frac{P^{k,down}_{m,n}}{P^{k,up}_{m,n}} - 1 \right)
\]  (26)

If (25) and (26) both have positive roots, the problem is feasible, otherwise, infeasible.

Case 2: \(P^{k,down}_{m,n} = 0, P^{k,up}_{m,n} > 0\)

\[
P^{k,up}_{m,n} = \frac{1}{\lambda_m} - \frac{1}{a^k_{mb}}
\]  (27)

If \(P^{k,up}_{m,n} > 0\), the problem is feasible, otherwise, infeasible.

Case 3: \(P^{k,down}_{m,n} > 0, P^{k,up}_{m,n} = 0\)

\[
P^{k,down}_{m,n} = \frac{1}{\lambda_b} - \frac{1}{a^k_{bn}}
\]  (28)

If \(P^{k,down}_{m,n} > 0\), the problem is feasible, otherwise, infeasible.

Case 4: \(P^{k,down}_{m,n} = 0, P^{k,up}_{m,n} = 0\)
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