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Abstract

We propose a “small-uniform” statistic for the inference of the functional PCA estimator in a functional linear regression model. The literature has shown two extreme behaviors: on the one hand, the FPCA estimator does not converge in distribution in its norm topology; but on the other hand, the FPCA estimator does have a pointwise asymptotic normal distribution. Our statistic takes a middle ground between these two extremes: after a suitable rate normalization, our small-uniform statistic is constructed as the maximizer of a fractional programming problem of the FPCA estimator over a finite-dimensional subspace, and whose dimensions will grow with sample size. We show the rate for which our scalar statistic converges in probability to the supremum of a Gaussian process. The small-uniform statistic has applications in hypothesis testing. Simulations show our statistic has comparable to slightly better power properties for hypothesis testing than the two statistics of Cardot, Ferraty, Mas and Sarda (2003).
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The functional linear model (FLM) and its associated functional principal components estimator (FPCA estimator) are now staples in the statistics literature. However, while much is known about the FPCA’s mean squared error convergence and consistency properties, much less is known about its asymptotic distributional properties. In particular, although there are hypothesis testing procedures on the FLM, the literature has few hypothesis testing procedures of the FLM that are explicitly based on the FPCA slope estimate. This dearth of hypothesis testing procedures based on the estimator of the model is in stark contrast to its finite-dimensional counterpart; for instance, ordinary least squares is both an estimator of the slope and also the input of the \( t \)-tests, \( F \)-tests and many others in tests of the finite-dimensional linear model.

This paper has two main objectives. Firstly, we introduce a small-uniform statistic that is constructed out of a normalized fractional programming problem of the FPCA estimator. Theorem 2.1 is the main result of this paper and shows our small-uniform statistic converges in probability to a supremum of a Gaussian process. This result is the basis for a hypothesis testing procedure that explicitly depends on the FPCA estimator. Secondly, we show in numerical simulations the hypothesis testing procedure based off of our small-uniform statistic has comparable to slightly better power properties than the two statistics proposed in Cardot et al. (2003).

The key references of our paper are Cardot et al. (2007, 2003) and Chernozhukov et al. (2014). In particular, Cardot et al. (2003) and Hilgert et al. (2013) are one of the first few studies for conducting hypothesis testing on the FLM. However, as far as we understand, none of these studies base their hypothesis testing procedure on the FPCA estimator. Recently, Cuesta-Albertos et al. (2019) has proposed an interesting goodness-of-fit test of the FLM based on random projections, and a step in its testing procedure does indeed depend on the FPCA estimator. Roughly speaking, the testing procedure of Cuesta-Albertos et al. (2019) is dependent on a single randomly drawn vector (i.e. a “direction”) of the functional regressors’ underlying Hilbert space. To smooth out the uncertainty in just drawing a single direction, the authors recommend drawing multiple directions to thus conduct several hypothesis tests, and the final inference step is concluded by a multiple hypothesis testing correction (see their Algorithms 4.1 and 4.2). In contrast and intuitively, our small-uniform statistic considers finitely many (but that number increases with the sample size) of these directions, and then look for the “largest” direction. Thus our small-uniform statistic is a single scalar and does not require multiple hypothesis testing corrections. Ramsay and Silverman (2005) is the well-known seminal survey of the functional data analysis (FDA) literature. Cardot and Sarda (2011), Horváth and Kokoszka (2012), Hsing and Eubank (2015), Goia and Vieu (2016) and Wang et al. (2016) are some recent surveys on the advancements of the FDA literature.

Section 1 fixes notations for the FLM and reviews the two extreme asymptotic behavior of the FPCA estimator as documented by Cardot et al. (2007). Section 2 introduces our small-uniform statistic. Section 3 outlines the hypothesis testing procedure based off of our small-uniform statistic, and Section 4 shows some simulated numerical results. We
conclude in Section 5. The proofs are technical in nature and thus we gather them in the Supplementary Materials Leung and Tam (2021).

1 Functional linear model

Let’s begin with the standard functional linear model. Throughout this paper, we will fix a sufficiently rich probability space \((\Omega, \mathcal{F}, \mathbb{P})\) that accommodates all the random quantities in this paper. Let \(\mathcal{H}\) be an arbitrary real separable infinite dimensional Hilbert space equipped with an inner product \(\langle \cdot, \cdot \rangle\) and denote its norm as \(\| \cdot \|\).

Let,

\[
Y = \langle \rho, X \rangle + \varepsilon, \tag{1}
\]

where \(Y\) is a real valued scalar dependent variable, \(X\) is \(\mathcal{H}\)-valued random element, and \(\rho\) is an \(\mathcal{H}\)-valued coefficient vector. Moreover, \(\varepsilon\) is a scalar error term such that \(E[\varepsilon|X] = 0\) and \(E[\varepsilon^2|X] = \sigma^2\). We are interested in the estimation and subsequent inference of the coefficient vector \(\rho\).

Let’s define the usual covariance and cross-covariance operators. For any \(x_1, x_2 \in \mathcal{H}\), we denote their tensor product as \(x_1 \otimes x_2(h) := \langle x_1, h \rangle x_2\) for all \(h \in \mathcal{H}\). We denote the covariance operator of \(X\) as \(\Gamma : \mathcal{H} \to \mathcal{H}\),

\[
\Gamma h := E[X \otimes X(h)], \quad h \in \mathcal{H} \tag{2}
\]

and define the cross-covariance operator of \(X\) and \(Y\) as \(\Delta : \mathcal{H} \to \mathbb{R}\),

\[
\Delta h := E[X \otimes Y(h)], \quad h \in \mathcal{H} \tag{3}
\]

We denote \(\{\lambda_j\}_{j \in \mathbb{Z}^+}\) as the sequence of sorted non-null distinct eigenvalues of \(\Gamma\), \(\lambda_1 > \lambda_2 > \ldots > 0\), and \(\{e_j\}_{j \in \mathbb{Z}^+}\) a sequence of orthonormal eigenvectors associated with those eigenvalues. We assume the multiplicity of each \(\lambda_j\) is one. From (4) we have normal equation,

\[
\Delta = \Gamma \rho. \tag{4}
\]

For the \(\mathcal{H}\)-valued random element \(X\), there is the well-known Karhunen-Loève expansion of \(X\) and is given by,

\[
X = \sum_{l=1}^{\infty} \sqrt{\lambda_l} \xi_let, \tag{5}
\]

where \(\xi_l\)'s are centered real random variables such that \(E[\xi_l \xi_{l'}] = 1\) if \(l = l'\) and 0 otherwise.

1.1 Estimation and Assumptions

This section will revisit some of the key definitions and setup from Cardot et al. (2007). Suppose we have have \(n\) independent and identically distributed observations \(\{(Y_i, X_i)\}_{i=1}^{n}\)
of (1). We construct the empirical counterparts of $\Gamma$ and $\Delta$ as,

\[
\Gamma_n := \frac{1}{n} \sum_{i=1}^{n} X_i \otimes X_i, \quad (6a)
\]
\[
\Delta_n := \frac{1}{n} \sum_{i=1}^{n} X_i \otimes Y_i, \quad (6b)
\]
\[
U_n := \frac{1}{n} \sum_{i=1}^{n} X_i \otimes \varepsilon_i. \quad (6c)
\]

Then from (1), we get the empirical normal equation

\[
\Delta_n = \Gamma_n \rho + U_n. \quad (7)
\]

We denote the $j$th empirical eigenelement of $\Gamma_n$ as $(\hat{\lambda}_j, \hat{e}_j)$.

As is well known in the FLM literature, we will need some sort of regularization method to define an “approximate inverse” to $\Gamma_n$. We will again follow the setup of Cardot et al. (2007) and Bosq (2012) and define the sequence $\delta_j$’s, $j = 1, 2, \ldots$ of the smallest difference between distinct eigenvalues of $\Gamma$ as,

\[
\delta_1 := \lambda_1 - \lambda_2, \quad (8a)
\]
\[
\delta_j := \min\{\lambda_j - \lambda_{j+1}, \lambda_{j-1} - \lambda_j\} \quad (8b)
\]

Now take $\{c_n\}_{n \in \mathbb{N}}$ a sequence of strictly positive numbers tending to zero such that $c_n < \lambda_1$ and set,

\[
k_n := \sup\{p : \lambda_p + \delta_p / 2 \geq c_n\}. \quad (9)
\]

This $k_n$ will be our truncation parameter; note when $n \to \infty$ we have $c_n \to 0$, which then implies $k_n \uparrow \infty$.

Let’s gather the assumptions of our paper here. Unless noted otherwise, we will enforce these assumptions throughout the paper’s results and proofs.

**Assumption 1** (Identifiability).

(i) $\sum_{j=1}^{\infty} \frac{(\mathbb{E}[XY]e_i)^2}{\lambda_j^2} < \infty$; and

(ii) $\ker \Gamma = \{0\}$.

**Assumption 2** (Tail behavior).

(i) $\sum_{i=1}^{\infty} |\langle \rho, e_i \rangle| < \infty$;

(ii) There exists some finite $M$ such that $\sup_l \mathbb{E}[\xi_l^6] \leq M < \infty$; and
(iii) There exists a convex positive function \( \lambda \) such that for \( j \) sufficiently large, \( \lambda_j = \lambda(j) \).

**Assumption 3** (Approximate reciprocal).

(i) \( f_n \) is decreasing on \([c_n, \lambda_1 + \delta_1]\);
(ii) \( \lim_{n \to \infty} \sup_{x \geq c_n} |x f_n(x) - 1| = 0 \);
(iii) \( f'_n(x) \) exists for \( x \in [c_n, \infty) \); and
(iv) \( \sup_{s \geq c_n} |s f_n(s) - 1| = o\left(\frac{1}{\sqrt{n}}\right) \).

**Assumption 4** (Roughening the standard deviation). There exists a sequence of positive numbers \( \{a_n\} \) such that
\[
a_n \to 0 \quad \text{and} \quad a_n \sqrt{k_n \log k_n} \to 0, \text{ as } n \to \infty; \quad \text{and}
\]

**Assumption 5** (Empirical eigenvector approximations). Assume \( k_n \) is such that
\[
\frac{1}{\lambda_{kn} - \lambda_{kn+1}} = O(n^{1/2}).
\]

Assumption 1 is a basic identifiability condition in a functional linear model and these conditions are discussed in detail in Cardot et al. (1999) and Cardot et al. (2003). Assumption 2 corresponds to Assumption A of Cardot et al. (2003) which are basic conditions that ensure the statistical problem is correctly posed. For our purposes, however, we replace Cardot et al. (2007)’s finite fourth moment assumption on the \( \xi_i \)’s with a stronger finite sixth moment assumption. Assumption 3 corresponds to Assumption F of Cardot et al. (2003) which effectively says the sequence of functions \( \{f_n\} \) should behave like \( f_n(x) \approx 1/x \) when \( n \) is sufficiently large. Assumption 4 is new: it says \( \{a_n\} \) is a regularization that tends to zero, and more importantly, tends to zero faster than the reciprocal of the eigenvalues tending to infinity. Assumption 5 will be used to ensure the empirical eigenvectors of the empirical covariance operator uniformly converges in probability to the population eigenvectors of population covariance operator.

At this point, we will need to use the resolvent formalism to define an object \( \Gamma_n^\dagger \) which will serve as our “approximate empirical inverse” to \( \Gamma_n \). For the purpose of exposition, we delegate the definition and details of this object to the supplementary materials. To construct \( \Gamma_n^\dagger \), we will need a sequence of positive functions \( \{f_n\}_{n \in \mathbb{N}} \) with support on \([c_n, \infty)\) that satisfy Assumption 3. Intuitively, the functions \( f_n \) have the behavior of \( f_n(x) \approx 1/x \) when \( n \) is sufficiently large. By Riesz functional calculus, we can define the following quantity (see supplementary materials for details),
\[
\Gamma_n^\dagger := f_n(\Gamma_n).
\]

In particular, \( \Gamma_n^\dagger \) will serve as the approximate inverse of \( \Gamma_n \). We will also let \( \hat{\Pi}_{kn} \) denote the projection operator from \( \mathcal{H} \) onto \( \text{span}\{\hat{e}_1, \ldots, \hat{e}_{kn}\} \), which is subspace of all possible linear combinations of the first \( kn \) empirical eigenvectors (equation (29) in the supplementary materials will define \( \hat{\Pi}_{kn} \) precisely via Riesz functional calculus).
Finally, a natural estimator of $\rho$ from $n$ iid observations based on (4) and (7) is the functional principal components (FPCA) estimator,

$$\hat{\rho} := \Gamma^\dagger_n \Delta_n.$$  

Cardot et al. (1999) shows this estimator is consistent for the choice of $f_n(x) \equiv 1/x$.

### 1.2 Motivation of our paper

The motivation of our paper starts from two key insights from Cardot et al. (2007). Their first key result (also more recently (Crambes and Mas, 2013, Theorem 8)) is that the FPCA estimator (11) cannot converge in distribution to a non-degenerate random element in the norm topology of $\mathcal{H}$.

**Theorem** (Cardot et al. (2007), Theorem 1). *It is impossible for $\hat{\rho} - \rho$ to converge in distribution to a non-degenerate random element in the norm topology of $\mathcal{H}$.*

This impossibility result suggests that we may not directly use the FPCA estimator for the purpose of inference in the norm topology of $\mathcal{H}$. In contrast, uniform prediction intervals can still be constructed (see concluding remarks of Cardot et al. (2007) and (Crambes and Mas, 2013, Corollaries 10 and 11)).

Their second result (see also more recently (Crambes and Mas, 2013, Theorem 9)) shows the following pointwise weak convergence result.

**Theorem** (Cardot et al. (2007), Theorem 3). *Fix any $x \in \mathcal{H}$. Then under the same Assumptions 2 to 3 of our paper, and under additional regularity conditions (see their paper for details),

$$\sqrt{n} ||\Gamma^{1/2} \Gamma^\dagger x||_{\sigma_\varepsilon} (\langle \hat{\rho}, x \rangle - \langle \hat{\Pi}_k \rho, x \rangle) \xrightarrow{d} N(0,1).$$*

For the sake of exposition, we will defer the precise definition of $\Gamma^\dagger$ to the supplementary materials (see Leung and Tam, 2021, (23))), but we can intuitively think of this quantity as an “approximate inverse” of the population covariance operator $\Gamma$. This result is extremely useful for constructing prediction intervals when we evaluate at $x = X_{n+1}$. However, the rather arbitrary choice of $x \in \mathcal{H}$ renders this result impractical when the researcher is concerned with the statistical inference.

The main contribution of this paper can be thought of as “something in between” Theorem 1 and Theorem 3 of Cardot et al. (2007). This paper focuses on the study on a scalar “partial” supremum statistic $W_n$ to be defined in (14). For the sake of heuristics in this section, we will slightly blur the distinction between the empirical eigenelements and the population eigenelements (see Remark 2.3 for the validity of this justification). Let’s make three observations.
The first observation is that there is no need to consider points \( x \) in all of \( \mathcal{H} \) in \( \text{(Cardot et al., 2007, Theorem 3)} \). Provided \( x \neq 0 \), we can multiply and divide by \( \|e_x\| \), where \( \epsilon \in (0,1] \), and so we can rewrite as,

\[
\frac{\sqrt{n} \langle \hat{\rho} - \hat{\Pi}_{k_n} \rho, x \rangle}{\sigma_\epsilon \| \Gamma^{1/2} \Gamma^\dagger x \|} = \frac{\sqrt{n} \langle \hat{\rho} - \hat{\Pi}_{k_n} \rho, \frac{e_x}{\|e_x\|} \rangle}{\sigma_\epsilon \| \Gamma^{1/2} \Gamma^\dagger \frac{e_x}{\|e_x\|} \|} \tag{12}
\]

Of course, \( \| \frac{e_x}{\|e_x\|} \| = \epsilon \in (0,1] \). So rather than considering all points in \( \mathcal{H} \), we can immediately confine to those points in ball \( \mathcal{H} := \{ h \in \mathcal{H} : \| h \| \leq 1 \} \).

Secondly, we can say a lot more about \( \text{(Cardot et al., 2007, Theorem 3)} \) by restricting ball \( \mathcal{H} \) further. The main idea is to consider not all points in ball \( \mathcal{H} \), but consider a “small but growing” linear subspace of it. In the numerator of \( \text{(12)} \), since \( \hat{\rho} - \hat{\Pi}_{k_n} \rho \in \text{span}\{\hat{e}_1, \ldots, \hat{e}_{k_n}\} \), by the idempotent property of the projection operator, it follows for any \( x \in \text{ball } \mathcal{H} \) (or in \( \mathcal{H} \)) we have \( \langle \hat{\rho} - \hat{\Pi}_{k_n} \rho, x \rangle = \langle \hat{\Pi}_{k_n} (\hat{\rho} - \hat{\Pi}_{k_n} \rho), x \rangle = \langle \hat{\rho} - \hat{\Pi}_{k_n} \rho, \hat{\Pi}_{k_n} x \rangle \). Thus only points in \( \text{span}\{\hat{e}_1, \ldots, \hat{e}_{k_n}\} \approx \text{span}\{e_1, \ldots, e_{k_n}\} \) determine the numerator of \( \text{(12)} \). Next let’s consider the denominator of \( \text{(12)} \). By the spectral decompositions of \( \Gamma^{1/2} \) and \( \Gamma^\dagger \),

\[
\Gamma^{1/2} \Gamma^\dagger = \sum_{j=1}^{\infty} \sum_{l=1}^{k_n} \sqrt{\lambda_j f_n(\lambda_j)} P_j P_l = \sum_{j=1}^{k_n} \sqrt{\lambda_j f_n(\lambda_j)} P_j
\]

where \( P_j \) is the projection of \( \mathcal{H} \) onto the \( j \)th eigenspace \( \text{ker } (\Gamma - \lambda_j) \). More explicitly, since these orthogonal projections partition \( \mathcal{H} \), we can write any \( x \in \text{ball } \mathcal{H} \) as \( x = \sum_{j=1}^{\infty} P_j x \). And since \( \text{ker } (\Gamma - \lambda_j) \perp \text{ker } (\Gamma - \lambda_{j'}) \) for \( j \neq j' \), this implies,

\[
\Gamma^{1/2} \Gamma^\dagger x = \sum_{j=1}^{k_n} \sqrt{\lambda_j f_n(\lambda_j)} \sum_{l=1}^{\infty} P_j P_l x = \sum_{j=1}^{k_n} \sqrt{\lambda_j f_n(\lambda_j)} P_j x
\]

In other words, picking any \( x \in \text{ball } \mathcal{H} \) with \( x = \sum_{j=1}^{\infty} P_j x \) versus picking \( h \in \text{ball } \mathcal{H} \) with \( h = \sum_{j=1}^{k_n} P_j h \) results in the same value, \( \Gamma^{1/2} \Gamma^\dagger x = \Gamma^{1/2} \Gamma^\dagger h \). And since \( \mathcal{H} \) (and hence ball \( \mathcal{H} \)) is assumed to be separable, we can simply assume that such \( h \) takes the form \( h = \sum_{j=1}^{k_n} b_j e_j \) with \( \sum_{j=1}^{k_n} b_j^2 \leq 1 \). In all, we argue it suffices to evaluate \( \| \Gamma^{1/2} \Gamma^\dagger h \| \) on the finite-dimensional domain ball \( \mathcal{H} \cap \text{span } \{e_1, \ldots, e_{k_n}\} \) instead of on the infinite-dimensional domain ball \( \mathcal{H} \).

Thirdly, instead of considering \( \sigma_\epsilon \| \Gamma^{1/2} \Gamma^\dagger h \| \) as the asymptotic standard deviation of \( \langle \hat{\rho} - \hat{\Pi}_{k_n} \rho, h \rangle \), let’s use a slightly roughened version and define

\[
t_n(h) := \| \Gamma^{1/2} \Gamma^\dagger h \| + a_n = \sqrt{\sum_{j=1}^{k_n} \lambda_j [f_n(\lambda_j)]^2 \langle h, e_j \rangle^2 + a_n} \tag{13}
\]

where we let \( \{a_n\} \) be a sequence of nonnegative numbers tending to zero. Note and recall that \( t_n \) depends on \( n \) not just through \( a_n \) but also through \( \Gamma^\dagger \) which depends on \( k_n \).
Assumption 4 ensures this roughening sequence tends to zero at a rate slower than the rate for which the sequence of eigenvalues tend to zero.

2 A small-uniform statistic

Finally, let’s put our above observations together. In search for a single scalar statistic, it seems reasonable to look for the largest value of (12) over the finite-dimensional domain ball \( \mathcal{H} \cap \text{span}\{e_1, \ldots, e_{k_n}\} \). We thus have the following definition.

**Definition 2.1** (Small-uniform statistic). Let \( \hat{\rho} \) be the FPCA estimator (11) of the functional linear model (1) and let \( \{\beta_n\} \) be a sequence of positive numbers with \( \beta_n \to \infty \) as \( n \to \infty \). Define

\[
W_n := \frac{\sqrt{n}}{\sigma \beta_n t_n(h)} \sup_{h \in \mathcal{J}_n} \frac{\langle \hat{\rho} - \hat{\Pi}_{k_n}\rho, h \rangle}{t_n(h)}
\]

(14)

where \( t_n \) is defined in (13). We call \( W_n \) the small-uniform statistic of the functional linear model.

The real-valued scalar statistic \( W_n \) is “small” because we only consider a low and finite-dimensional linear subspace \( \mathcal{J}_n \) of \( \mathcal{H} \), even though as \( n \) becomes large this subspace approaches ball \( \mathcal{H} \). It is “uniform” because we look for the largest value over this linear subspace \( \mathcal{J}_n \).

Recall again (Cardot et al., 2007, Theorem 3) already shows the pointwise asymptotic normality result of the FPCA estimator. Thus under some regularity conditions and a proper rate normalization, one can expect \( W_n \) to distribute like the supremum of a Gaussian process indexed by \( \mathcal{J}_n \). Indeed our main result Theorem 2.1 shows precisely the rate of convergence under which \( W_n \) and a certain Gaussian process converge to each other in probability, and hence also in distribution. Note by linearity in \( h \) in the numerator of (14) and as the denominator \( t_n \) is strictly positive, the statistic \( W_n \) is almost surely nonnegative valued.

**Remark 2.1** (Rate normalization). The normalization \( 1/\beta_n \) in (14) might seem curious. The normalization by \( \sqrt{n} \) is standard, and is well expected by the pointwise asymptotic normality result of (Cardot et al., 2007, Theorem 3). The normalization by \( 1/\beta_n \) is necessary because we need this rate to ensure some “nuisance terms” in \( W_n \) converge fast enough to zero. See the proof outline of our main result Theorem 2.1 for further explanations.

In addition, our statistic is a fractional programming problem (see Stancu-Minasian (2012) for a survey). So while \( \sigma \|\Gamma^{1/2}\Gamma^\dagger h\| \) is indeed the pointwise asymptotic standard deviation for \( \sqrt{n}\langle \hat{\rho} - \hat{\Pi}_{k_n}\rho, h \rangle \), we clearly see this standard deviation evaluates to zero at \( h = 0 \). Using a roughened version \( t_n(h) \) of the standard deviation ensures the denominator of our statistic is strictly positive.
Remark 2.2 (Existence). The optimization problem in \( W_n \) is well-defined. The objective function is clearly continuous in \( \mathcal{H} \), especially since by construction \( t_n > 0 \). Moreover we’re optimizing over \( J_n \), which is a compact set\(^1\), and so the extreme value theorem applies.

Remark 2.3 (Empirically feasible form of \( W_n \)). As (14) is written, it is an empirically infeasible quantity for several reasons. Let’s argue why putting in empirically feasible plug-in estimates will asymptotically do no harm to our results.

(a) (Replacing the truncation parameter) The truncation parameter \( k_n \) as defined in (9) depends on the unobservable population eigenvalues \( \lambda_j \)'s. The natural substitute is the empirical truncation

\[
\hat{k}_n := \max\{p = 1, \ldots, n : \hat{\lambda}_p + \hat{\delta}_p / 2 \geq c_n \},
\]

where \( \hat{\delta}_j \) is as analogously defined to its population counterpart in (8) but with the empirical eigenvalues. Thanks to Assumption 2(ii) and (Bosq, 2012, §4.2, Theorem 4.4), we have \( \sup_{j \geq 1} |\hat{\lambda}_j - \lambda_j| \to 0 \) almost surely. Hence for sufficiently large sample sizes, using the empirical truncation \( \hat{k}_n \) or population truncation \( k_n \) are equivalent in probability.

(b) (Replacing the optimization domain) The optimization domain as defined in (14) is over the unobservable population eigenvectors \( e_j \)'s. The natural empirically feasible approach is to optimize instead over the empirical eigenvectors \( \hat{e}_j \)'s. By Assumption 5 (Bosq, 2012, §4.2, Corollary 4.3) ensures \( E [\sup_{1 \leq j \leq k_n} ||\hat{e}_j - e_j'||^2] \to 0 \) as \( n \to \infty \), and where we have denoted \( e_j' := \text{sign}(\langle \hat{e}_j, e_j \rangle) e_j \) and where \( \text{sign}(t) = 1 \) if \( t > 0 \), \( = 0 \) if \( t = 0 \), and \( = -1 \) if \( t < 0 \). This implies optimizing over \( \hat{J}_n := \text{ball } \mathcal{H} \cap \text{span}\{\hat{e}_1, \ldots, \hat{e}_{k_n}\} \) and ball \( \mathcal{H} \cap \text{span}\{e_1', \ldots, e_{k_n}'\} \) are asymptotically equivalent in probability. By fixing the “orientations” \( \text{sign}(\langle \hat{e}_j, e_j \rangle) \)'s, we can identify optimizing ball \( \mathcal{H} \cap \text{span}\{e_1', \ldots, e_{k_n}'\} \) with optimizing over \( \hat{J}_n \).

(c) (Replacing the asymptotic standard deviation) The asymptotic standard deviation \( t_n \) as defined in (13) depends on the unobservable population eigenvalues \( \lambda_j \)'s and eigenvectors \( e_j \)'s. An empirically feasible version of \( t_n \) is its natural plug-in estimator,

\[
\hat{t}_n(h) = \sqrt{\sum_{j=1}^{k_n} \lambda_j [f_n(\hat{\lambda}_j)]^2 \langle h, \hat{e}_j \rangle^2 + a_n}, \quad h \in \hat{J}_n
\]

By using the arguments in (a) and (b) above, it is not difficult to see that \( t_n \) and \( \hat{t}_n \) are asymptotically the same in probability. See also (Cardot et al., 2007, Corollary 2).

\(^1\) Clearly ball \( \mathcal{H} \) is bounded, and a finite-dimensional subspace in an infinite-dimensional Hilbert space is closed (in the relative topology). Thus the Heine-Borel theorem applies and so \( J_n \) is compact.
(d) (Consistent estimate of noise error) It is clear the standard deviation of the error term \( \sigma_\varepsilon \) can be replaced by any consistent estimator \( \hat{\sigma}_\varepsilon \overset{p}{\to} \sigma_\varepsilon \).

Except for Sections 3 and 4 where we discuss numerical simulations, the rest of this section and the proofs will use \( W_n \) as defined by (14).

2.1 Main result

This is the paper’s main result. The proof outline sketches the two key steps to proving our result. We delegate all the proof details to the supplementary materials [Leung and Tam (2021)]. For an arbitrary set \( T \), we denote \( \ell^\infty(T) \) as the space of all bounded functions from \( T \) to \( \mathbb{R} \) with the uniform norm \( \| f \|_T := \sup_{t \in T} |f(t)| \).

Theorem 2.1 (Gaussian suprema approximation of the small-uniform statistic). Assume Assumptions 1 to 4 hold and assume \( k_n/n \to 0 \) as \( n \to \infty \). Then for sufficiently large \( n \), there exists a mean-zero Gaussian process \( \{ G_{P,n}(h) \}_{h \in J_n} \) in \( \ell^\infty(J_n) \) with covariance function,

\[
\mathbb{E}[G_{P,n}(h_1)G_{P,n}(h_2)] = \langle \Gamma^{1/2}\Gamma^\dagger h_1, \Gamma^{1/2}\Gamma^\dagger h_2 \rangle / (\| \Gamma^{1/2}\Gamma^\dagger h_1 \| + a_n) (\| \Gamma^{1/2}\Gamma^\dagger h_2 \| + a_n),
\]

(17)

for all \( h_1, h_2 \in J_n \).

Moreover, if we define the random variables

\[
\tilde{Z}_n := \sup_{h \in J_n} G_{P,n} h \quad \text{and} \quad \tilde{W}_n := \tilde{Z}_n / \beta_n,
\]

then the small-uniform statistic \( W_n \) of (14) and the random variable \( \tilde{W}_n \) are close together in probability at the rate

\[
|W_n - \tilde{W}_n| = O_p \left( k_n^{1/2} / \beta_n + k_n^{3/2} (\log k_n)^{3/2} / n^{1/6} \right).
\]

(18)

In particular if \( k_n^{3/2} (\log k_n)^{9/2} (\log n) / \min\{\beta, n^{1/6}\} \to 0 \), then

\[
|W_n - \tilde{W}_n| \overset{p}{\to} 0.
\]

Proof outline. For each \( h \in J_n \) we have the important decomposition,

\[
\frac{\sqrt{n}}{\sigma_\varepsilon t_n(h)} \langle \hat{\rho} - \hat{\Pi}_n \rho, h \rangle = \frac{\sqrt{n}}{\sigma_\varepsilon t_n(h)} \langle T_n + S_n + Y_n + R_n, h \rangle.
\]

(19)
where
\[
\mathcal{T}_n := (\Gamma_n^\dagger \Gamma_n - \Pi_{k_n})\rho, \quad (20a)
\]
\[
\mathcal{S}_n := (\Gamma_n^\dagger - \Gamma^\dagger)U_n, \quad (20b)
\]
\[
\mathcal{Y}_n := (\Pi_{k_n} - \hat{\Pi}_{k_n})\rho, \quad (20c)
\]
\[
\mathcal{R}_n := \Gamma^\dagger U_n. \quad (20d)
\]

For the sake of exposition, we defer the precise functional calculus definitions of the bounded operators \(\Gamma_n^\dagger, \Gamma_n, \Gamma^\dagger\) and \(\Pi_{k_n}\) to the supplementary materials.

Then by triangle inequality, we have
\[
\left|\sup_{h \in \mathcal{J}_n} \frac{\sqrt{n}}{\sigma_{\varepsilon t_n}(h)} \langle \hat{\rho} - \hat{\Pi}_{k_n}\rho, h \rangle - \bar{Z}_n\right| \leq \sup_{h \in \mathcal{J}_n} \left|\frac{\sqrt{n}}{\sigma_{\varepsilon t_n}(h)} \langle \mathcal{T}_n + \mathcal{S}_n + \mathcal{Y}_n, h \rangle\right| + \sup_{h \in \mathcal{J}_n} \frac{\sqrt{n}}{\sigma_{\varepsilon t_n}(h)} \langle \mathcal{R}_n, h \rangle - \bar{Z}_n.
\]

The two major steps in the proof are showing the following results for sufficiently large \(n\):

**Step I:** Asymptotic bias terms
\[
\sup_{h \in \mathcal{J}_n} \left|\frac{\sqrt{n}}{\sigma_{\varepsilon t_n}(h)} \langle \mathcal{T}_n + \mathcal{S}_n + \mathcal{Y}_n, h \rangle\right| = O_p\left(k_n^{1/2}(\log k_n)^{3/2}\right). \quad (I)
\]

**Step II:** Asymptotic distribution term
\[
\left|\frac{\sqrt{n}}{\sigma_{\varepsilon t_n}(h)} \sup_{h \in \mathcal{J}_n} \langle \mathcal{R}_n, h \rangle - \bar{Z}_n\right| = O_p\left(k_n^{13/2}(\log k_n)^{9/2}(\log n)^{1/6}\right). \quad (II)
\]

Step (I) uses many proof arguments from Cardot et al. (2007) but we take extra care in keeping track of the rates of various bounds. Proposition A.7 of the supplementary materials concludes the discussions of Step (I). By our underlying real valued Hilbert space structure, we can apply Riesz’s representation theorem to uniquely identify \(\mathcal{H}\) with its dual \(\mathcal{H}^*\). Thus we can view the indexing of the supremum of \(\mathcal{R}_n\) by \(\mathcal{J}_n\) in Step (II) as equivalent to indexing by its dual \(\mathcal{J}_n^*\), which allows us to apply the tools from empirical process theory. Our desired result for Step (II) is the contents of Proposition A.10 in the supplementary materials, which is an application of Chernozhukov et al. (2014).

Once Steps (I) and (II) hold, the statistic \(W_n\) of (14) and the displayed random variable \(W_n\) are, respectively, exactly the quantities \(\sup_{h \in \mathcal{J}_n} \frac{\sqrt{n}}{\sigma_{\varepsilon t_n}(h)} \langle \hat{\rho} - \hat{\Pi}_{k_n}\rho, h \rangle\) and \(\bar{Z}_n\) both normalized by \(1/\beta_n\) to achieve the rate (18).
As discussed earlier, our result is a middle ground between the non-convergence (in norm topology) and the pointwise asymptotic normality of the FPCA estimator. The key contribution of our result is to further understand the asymptotic distributional properties of the FPCA estimator. Up to our knowledge, only a few select studies (most notably Cardot et al. (2007)) have studied this problem from the perspective of inference. There are more, but still few, studies of the asymptotic distributional properties of the FPCA estimator for the purpose of prediction; for instance, see Yao et al. (2005) and Crambes and Mas (2013), among others.

Remark 2.4 (Smoothing to eliminate asymptotic bias). Note the right hand side of Step (I) is not normalized by \( \frac{1}{\sqrt{n}} \). In other words, with just a scaling of \( \sqrt{n} \) on \( \sup_{h \in \mathcal{J}_n} \frac{\langle \hat{\rho} - \hat{\Pi}_n, \rho, h \rangle}{\sigma_h \epsilon_t^{n}(h)} \), its asymptotic bias terms do not converge to zero. In contrast to Cardot et al. (2007), here we do not benefit from the extra smoothing in a prediction problem \( \langle \hat{\rho} - \hat{\Pi}_n, \rho, X_{n+1} \rangle \), where they show normalizing by just \( \sqrt{n} \) is sufficient to ensure the asymptotic bias terms will vanish; see also Cai et al. (2006).

The sufficient condition
\[
\frac{k_n^{1/2}(\log k_n)^{9/2}(\log n)}{\min\{\beta_n, n^{1/6}\}} \rightarrow 0 \quad \text{for } W_n \text{ to converge in probability to } \tilde{W}_n \text{ effectively depends on the speed for which the truncation parameter } k_n \text{ of (9) tends to infinity. The speed of } k_n \text{ in turn depends on both the speed the eigenvalues } \lambda_j \text{'s tend to zero, and the speed the regularization } c_n \text{ tends to zero.}
\]

3 Hypothesis testing

An important application of the small-uniform statistic is hypothesis testing. Cardot et al. (2003) introduces two statistics (their \( D_n \) and \( T_n \); see Section 4.2 later) based on the norm of the cross-covariance operator \( \Delta_n \) to test the hypothesis \( H_0 : \rho = \rho_0 \) versus \( H_1 : \rho \neq \rho_0 \) (e.g. we can say take \( \rho_0 \) as the zero functional). However, while their statistics test the relationship \( \rho = \rho_0 \) versus \( \rho \neq \rho_0 \), it does not use an estimate of \( \rho \) to form this test. The procedure in Cardot et al. (2003) is, in some sense, an analysis of variance approach to testing significance.\(^2\) In contrast, our hypothesis testing approach here directly uses the FPCA estimator of \( \rho \) via the small-uniform statistic \( W_n \).

Let’s summarize and outline a practical recipe to applying our main result for the purpose of hypothesis testing.

1. Fix a statistical significance level \( \alpha \in (0, 1) \) and form the hypothesis \( H_0 : \rho = 0, H_1 : \rho \neq 0 \).

\(^2\)Loosely speaking, the procedure of Cardot et al. (2003) has the following counterpart in the finite-dimensional linear model. Let \( y_i = x_i^\top \beta + \epsilon_i \) be the usual linear model in finite dimensions. Let \( y_i = x_i^\top \beta + \epsilon_i \) be the usual linear model in finite dimensions. Suppose we have the hypothesis \( \beta = 0 \). Under this null, it necessarily implies \( E[y_i|x_i] = E[(x_i^\top \beta + \epsilon_i)x_i] = E[\epsilon_i x_i] = 0 \). Thus, a test of the hypothesis \( \beta = 0 \) is to test for zero correlation between \( y_i \) and \( x_i \)— such “correlation test” does not require an estimate of \( \beta \).

\(^3\)If the hypothesis were instead \( H_0 : \rho = \rho_0, H_1 : \rho \neq \rho_0 \) for \( \rho_0 \) is non-zero, we consider \( Y' := \)
2. Perform functional PCA on the empirical covariance operator $\Gamma_n$ and collect the empirical eigenelements $(\hat{\lambda}_j, \hat{e}_j)$'s.

3. Fix regularization parameters:
   (a) Based on $\hat{\lambda}_1$ and $\hat{\delta}_1$, pick a sequence $\{c_n\}$ of positive numbers and a sequence of functions $\{f_n\}$ that satisfy Assumption 3
   (b) Compute the empirical truncation parameter $\hat{k}_n$ of (15).
   (c) Pick a sequence of positive numbers $\{a_n\}$ that satisfy Assumption 4
   (d) Pick a sequence of positive numbers $\{\beta_n\}$ that satisfy $\frac{\hat{k}_n^{13/2} (\log \hat{k}_n)^{9/2} (\log n)^{9/2}}{\min\{\beta_n, n^{1/6}\}} \to 0$.

4. Compute the FPCA estimator $\hat{\rho}$ of (11).

5. Pick a consistent estimator of the error standard deviation $\hat{\sigma}_\varepsilon$.

6. Construct the small-uniform statistic: Numerically solve the fractional programming problem,
   \[ W_n = \frac{\sqrt{n}}{\hat{\sigma}_\varepsilon \beta_n} \sup_{h \in \hat{\mathcal{J}}_n} \left\langle \hat{\rho}, h \right\rangle = \frac{\sqrt{n}}{\hat{\sigma}_\varepsilon \beta_n} \sup_{b \in \mathbb{R}^{k_n}} \frac{\sum_{j=1}^{k_n} b_j (\hat{\rho}, \hat{e}_j)}{\sqrt{\sum_{j=1}^{k_n} \hat{\lambda}_j (f_n(\hat{\lambda}_j))^2 b_j^2 + a_n}}. \tag{21} \]

7. Simulate the asymptotic distribution:
   (a) Simulate a mean zero Gaussian process $G_{P,n}$ with covariance function (17), replacing all population quantities their empirical or estimated counterparts.
   (b) Take the maximum value of this Gaussian process’s sample path.
   (c) Repeat (a) and (b) many times to get a simulated distribution of the scalar random variable $W_n$.
   (d) Compute the quantile $q_{1-\alpha}$; that is, $\mathbb{P}(\hat{W}_n \leq q_{1-\alpha}) = 1 - \alpha$.

8. Inference: Reject $H_0$ if $W_n > q_{1-\alpha}$; otherwise, accept it.

Remark 3.1 (Gradient and Hessian). It is evident there is no closed form analytical solution to the optimization problem (21). However, some numerical optimizers can greatly benefit from inputting a known gradient and the Hessian of the objective function. In particular, for $h = \sum_{j=1}^{k_n} b_j \hat{e}_j$ with $b = (b_1, \ldots, b_{k_n})$, let
   \[ L(b) := \frac{\langle \hat{\rho} - \hat{\Pi}_{k_n} \rho, h \rangle}{t_n(h)} = \frac{\sum_{j=1}^{k_n} b_j \theta_j}{\sqrt{\sum_{j=1}^{k_n} b_j^2 \lambda_j^2 + a_n}} =: \frac{f(b)}{g(b)} =: \frac{f(b)}{\sqrt{p(b)} + a_n} \]

\[ Y - \langle X, \hat{\Pi}_{k_n} \rho_0 \rangle. \] Then the procedure is exactly as follows but we replace the cross-covariance operator $\Delta$ of $(Y,X)$ with the cross-covariance operator $\Delta'$ of $(Y', X)$.
where we let $\theta_j := \langle \hat{\rho} - \hat{\Pi}_k \rho, \hat{e}_j \rangle$ and $\psi_j := \sqrt{\lambda_j} f_n(\lambda_j)$. Direct calculations show the $l$-th element of the gradient vector is,

$$\frac{\partial L}{\partial b_l} = \frac{1}{g} \left( \theta_l - b_l \psi_l^2 \frac{f}{g\sqrt{p}} \right)$$

and the $(l', l)$-th component of the Hessian is,

$$\frac{\partial^2 L}{\partial b_{l'} \partial b_l} = \frac{1}{g^2} \left[ -b_l \psi_l^2 g(\theta_{l'} p - b_{l'} \psi_{l'}^2 f) - b_{l'} \psi_{l'}^2 f \sqrt{p} \frac{1}{g p^{3/2}} - b_{l'} \psi_{l'}^2 \frac{f}{g \sqrt{p}} \right]$$

**Remark 3.2 (Spherical coordinates).** As stated, (21) is an optimization problem with a nonlinear objective function with a norm inequality constraint. The norm inequality constraint is a nonlinear constraint. However, many local and global numerical optimizers are designed to accommodate only box constraints. By using spherical coordinates, we can replace the single norm inequality constraint with just $k_n$ number of box constraints. Specifically, pick $r \in [0, 1], \phi_1, \ldots, \phi_{k_n-2} \in [0, \pi]$ and $\phi_{k_n-1} \in [0, 2\pi)$. We can change from spherical to Euclidean coordinates via the well-known equations:

$$b_1 = r \cos(\phi_1),$$
$$b_2 = r \sin(\phi_1) \cos(\phi_2),$$
$$\vdots$$
$$b_{k_n-1} = r \sin(\phi_1) \cdots \sin(\phi_{k_n-2}) \cos(\phi_{k_n-1}),$$
$$b_{k_n} = r \sin(\phi_1) \cdots \sin(\phi_{k_n-2}) \sin(\phi_{k_n-1}).$$

### 4 Numerical simulations in hypothesis testing

Let’s illustrate the small sample properties of our hypothesis testing procedure from Section 3 with numerical simulations. We focus on the Hilbert space $H = L^2([0, 1], B, \lambda) = L^2([0, 1])$ where $B$ are the usual Borel sets in $[0, 1]$ and $\lambda$ is the Lebesgue measure in $[0, 1]$. We will focus on the case where the independent variable $X$ is a standard Brownian motion on $[0, 1]$. We will use two forms of regulations: (i) “simple” regularization where we set $f_n(x) = 1/x$ when $x \geq c_n$ and 0 otherwise; and (ii) “ridge” regularization where $f_n(x) = 1/(x + \alpha_n)$ if $x \geq c_n$ and 0 otherwise. As shown in Example 2 of Cardot et al. (2007), we require $\alpha_n \sqrt{n}/c_n \rightarrow 0$ to satisfy Assumption 3.

#### 4.1 Parameterization

It is well known (for instance, see Example 4.6.3 of Hsing and Eubank (2015)) the eigenvalues of the covariance operator of Brownian motion are,

$$\lambda_j = \frac{4}{((2j - 1)\pi)^2} \quad \text{and} \quad e_j(t) = \sqrt{2} \sin \left( \frac{(2j - 1)\pi}{2} t \right).$$
These eigenvalues satisfy Assumption 2 as \( \lambda_j = \mathcal{O}(\frac{1}{n^2 j^2}) \leq \mathcal{O}(\frac{1}{n^2 \log j}) \). In particular we have \( \delta_j = \lambda_j - \lambda_{j+1} \) for \( j \geq 2 \), and so \( \lambda_j + \frac{\delta_j}{2} = \frac{4(4j^2 + 8j + 1)}{n^2(2j + 1)^2(2j - 1)^2} \lesssim \mathcal{O}(\frac{1}{n^2}) \). Recalling \( \mathcal{O} \) and \( \{c_n\} \) is a sequence tending to zero, the above implies the upper bound \( k_n \lesssim \mathcal{O}(\frac{1}{\sqrt{c_n}}) \).

With respect to the required rate of our Theorem 2.1 and Assumption 4, we choose \( \beta_n = (\log n)^2 \). Consequently, we have the bounds

\[
\frac{k_n^{1/3}(\lambda_{j+1})^{9/2}(\log n)}{\min\{\beta_n, n^{1/6}\}} \lesssim \mathcal{O}\left(\frac{1}{\log n} \frac{1}{c_n^{1/3} \left(\log \frac{1}{\sqrt{c_n}}\right)^{9/2}}\right)
\]

and \( a_n \sqrt{k_n \log k_n} \lesssim \mathcal{O}\left(\frac{1}{\sqrt{c_n}} \log \frac{1}{\sqrt{c_n}}\right) \). For the ridge regularization, we also need a choice of \( \{\alpha_n\} \) such that \( \alpha_n \sqrt{n}/c_n \rightarrow 0 \). So in all, the \( c_n \), \( a_n \) and \( \alpha_n \), all tending to zero, must also satisfy the three requirements: (i) \( \frac{1}{\log n} \frac{1}{c_n^{1/3}} \left(\log \frac{1}{\sqrt{c_n}}\right)^{9/2} \rightarrow 0 \); (ii) \( a_n \frac{1}{\sqrt{c_n}} \log \frac{1}{\sqrt{c_n}} \rightarrow 0 \); and (iii) \( \alpha_n \sqrt{n}/c_n \rightarrow 0 \).

For our illustrations we pick \( c_n = \frac{C}{\log \log n} \), \( a_n = \frac{1}{n^2} \), and \( \alpha_n = \frac{1}{\sqrt{\log n}} \). It is easy to show these choices of \( c_n \)'s, \( a_n \)'s and \( \alpha_n \)'s will satisfy the aforementioned requirements (i) to (iii). However in finite samples the choice of the constant \( C \) in \( c_n \) has a material impact on the numerical results. We consider the choices \( C = \lambda_1^c \) (deterministic case) and \( C = \hat{\lambda}_1^c \) (data based case) for \( c = 2, 3, 5, 7 \) and 8. In the deterministic case, we assume we know perfectly the values \( \lambda_j \)'s as per the above displayed equation, and this correspondingly implies deterministic quantities \( k_n \) of (9) and \( f_n \) (through the defining condition \( x \geq c_n \)). In the data based case, we use the random truncation \( \hat{k}_n \) and the corresponding data dependent \( f_n \). The exponents \( c \) are chosen as such because they generate a good range of truncation parameter \( k_n \) and \( \hat{k}_n \) values for our numerical illustrations; higher values of \( c \) imply larger values of \( k_n \) and \( \hat{k}_n \).

We will consider three different coefficient vectors in \( L^2([0,1]) \):

- \( \rho_0(t) \equiv 0 \);
- \( \rho_1(t) = \sin\left(\frac{\pi}{2} t\right) + \frac{1}{2} \sin\left(\frac{3\pi}{2} t\right) + \frac{1}{4} \sin\left(\frac{5\pi}{2} t\right) \); and
- \( \rho_2(t) = \sin(2\pi t^3) \).

The first choice \( \rho_0 \) is used to evaluate the size of our small-uniform statistic \( W_n \), while \( \rho_1 \) and \( \rho_2 \) are used to evaluate power. The second choice is a case where the coefficient vector is exactly spanned by the first three eigenvectors of the Brownian motion covariance operator. The third choice is an example where the coefficient vector cannot be linearly spanned by those eigenvectors. We note [Cardot et al. 2003] also numerically illustrates cases 1 and 3, while [Cardot et al. 1999] illustrates case 2. We fix the noise \( \varepsilon \) distribution as a Gaussian \( \mathcal{N}(0,\sigma_\varepsilon^2) \) distribution where we pick variance \( \sigma_\varepsilon^2 = \frac{1}{\text{snr}} \text{Var}(\langle X, \rho \rangle) \), and where snr is the “signal-to-noise ratio” and we let it to be snr = 5\% and 10\%. To focus on the random observations \( X_i \)'s in our simulations.
the discussion on the properties of our small-uniform statistic and not on the estimation performance of an error estimator \( \hat{\sigma}_\varepsilon \), we assume throughout all these numerical simulations that the noise parameter \( \sigma^2_\varepsilon \) is known with certainty.

For each of the three example coefficient vectors and each of the two noise distributions, we run \( n_s = 2500 \) simulations of \( \{(Y_i, X_i)\}_{i=1}^n \) for each of the sample size choices \( n = 50, 200, 1000 \). The Brownian motion \( X_i \) and the function \( \rho \) are discretized by 100 equispaced points in \([0, 1]\), and the \( L^2([0, 1]) \) inner product is approximated by the trapezoid rule. The eigenelements of the empirical covariance operator are computed using the \texttt{fdapace} package \(^5\) of the R language.

Once the FPCA estimator \( \hat{\rho} \) is constructed as per (11), we can evaluate it pointwise on \([0, 1]\) as \( \hat{\rho}(t) = \sum_{j=1}^{\hat{k}_n \text{avg}} \langle \hat{\rho}, \hat{e}_j \rangle \hat{e}_j(t) \). At the end of each simulation round, we will also compute and record the quadratic error measure,

\[
\text{error}(\rho) = \begin{cases} 
\int_0^1 (\rho(t) - \hat{\rho}(t))^2 \, dt, & \text{if } \rho \equiv 0; \\
\int_0^1 (\rho(t) - \hat{\rho}(t))^2 \, dt \over \int_0^1 \rho(t)^2 \, dt, & \text{otherwise.}
\end{cases}
\] (22)

\(^4\) We set a relative error tolerance of \( 10^{-4} \) and a maximum of 100 runs.

\(^5\) Again, we set a relative error tolerance of \( 10^{-4} \) and a maximum of 100 runs.

\(^5\) https://cran.r-project.org/web/packages/fdapace/ version 0.5.5.

4.2 Computing \( W_n \)

For succinctness in discussing both the deterministic truncation case and the data driven truncation case, let’s denote \( K_n \in \{k_n, \lceil \hat{k}_n \text{ avg} \rceil \} \). Here \( \hat{k}_n \text{ avg} \) denotes the averaged random truncations over the \( n_s \) number of simulations for a given sample size choice \( n \), and \( \lceil \cdot \rceil \) is the ceiling function. That is to say, if we use deterministic truncation we simply set \( K_n \) to the known value \( k_n \), and if we were to use a data driven truncation, we set \( K_n \) to be the averaged truncation parameter.

The computation of \( W_n \) is as written in (21). As mentioned above, we evaluate \( W_n \) under a known standard deviation \( \sigma_\varepsilon \) of the error distribution. The optimization step in (21) is computed using a combination of a global and local search. A uniformly random point in drawn in \( \mathbb{R}^{K_n} \) and this serves as the initial point in the constrained nonlinear global optimizer \texttt{ISRES} \(^6\) of Runarsson and Yao (2005). To further refine the solution, we take the resulting solution point and set that as the initial point in the constrained nonlinear local optimizer \texttt{COBYLA} \(^7\) of Powell (1994). The end of this procedure results in our small-uniform statistic \( W_n \). Although not thoroughly experimented in this paper, but we sense the specific choices of these numerical optimization algorithms are not particularly important.

As a matter of comparison, we will also compute the \( D_n \) and \( T_n \) statistics of Cardot
These two statistics are defined as,

\[ D_n := \frac{1}{\sigma^2} ||\sqrt{n}\Delta_n \hat{A}_n||^2, \quad T_n := \frac{D_n - k_n}{\sqrt{k_n}} \]

where \( \hat{A}_n := \sum_{j=1}^{k_n} \frac{1}{\lambda_j} \hat{e}_j \otimes \hat{e}_j \). Cardot et al. (2003) show that under the null hypothesis, \( D_n \sim \chi^2(k_n) \) and \( T_n \sim \mathcal{N}(0,2) \). Let \( q_{\chi^2(k_n),1-\alpha} \) denote the quantile \( \mathbb{P}(\chi^2(k_n) \leq q_{\chi^2(k_n),1-\alpha}) = 1 - \alpha \) and \( q_{\mathcal{N}(0,1),1-\alpha/2} \) denote the quantile \( \mathbb{P}(\mathcal{N}(0,1) \leq q_{\mathcal{N}(0,1),1-\alpha/2}) = 1 - \alpha/2 \). Then we reject the null hypothesis \( H_0 : \rho = 0 \) using the \( D_n \) statistic if \( D_n > q_{\chi^2(k_n),1-\alpha} \) and reject the null hypothesis using the \( T_n \) statistic if \( |T_n| > \sqrt{2}q_{\mathcal{N}(0,1),1-\alpha/2} \). Otherwise, we accept the null hypothesis. Notice we can only make the comparison of these two statistics against our small-uniform statistic \( \hat{W}_n \) in the deterministic truncation parameter \( k_n \) case.

### 4.3 Simulating \( \hat{W}_n \)

The distribution of the supremum of our Gaussian process \( \hat{W}_n \) must be numerically simulated. Note in the data driven case, it necessarily implies a mismatch between the truncation \( \hat{k}_n \) that was used to compute each small-uniform statistic \( \hat{W}_n \) for a given simulation epoch, and the asymptotic distribution approximation \( \hat{W}_n \) that depends on \( \hat{k}_n \) avg.

Let’s describe our simulation procedure. We first uniformly draw 25 points on the boundary of a \( K_n \)-sphere, and then uniformly draw another 25 points in the interior of that \( K_n \)-sphere; that is, a total of 25\(^2\) = 625 of \( K_n \)-vectors are drawn. We evaluate the covariance function \( f_{\rho,n} \) on the Cartesian product of these 625 points, and this results in a 625\(\times\)625 dimensional covariance matrix. We draw an observation from a 625-dimensional mean zero multivariate normal distribution with this covariance matrix. This observation represents one sample path of the Gaussian process \( G_{P,n} \). We record the maximum value of this sample path.

We repeat the above procedure 1.6 million times. The end result is we will have 1.6 million maximum values and these values represent the simulated distribution of the random variable \( \hat{Z}_n \) of Theorem 2.1. Finally, we normalize \( \hat{Z}_n \) by \( \frac{1}{\hat{k}_n} = \frac{1}{(\log n)^\gamma} \) to arrive at the simulated distribution of \( \hat{W}_n \). Figure 1 plots the results of the simulations. The quantile numbers \( q_{1-\alpha} \) are accordingly numerically computed.

---

\( h_l \in \mathcal{J}_n, l = 1.2 \) we can write \( h_l = \sum_{j=1}^{K_n} b_j e_j \) where \( b = (b_1, \ldots, b_{K_n}) \) is a real Euclidean vector in the \( K_n \) unit sphere. Consequently, the covariance function \( f_{\rho,n} \) can be more explicitly written as a function on the Cartesian product of two \( K_n \) unit spheres,

\[ c_n(x, y) = \frac{\sum_{j=1}^{K_n} \lambda_j f_{\rho,n}(\lambda_j)^2 x_j y_j}{\left( \sqrt{\sum_{j=1}^{K_n} \lambda_j f_{\rho,n}(\lambda_j)^2 x_j^2 + a_n} \right) \left( \sqrt{\sum_{j=1}^{K_n} \lambda_j f_{\rho,n}(\lambda_j)^2 y_j^2 + a_n} \right)} \]

where \( \|x\|_{K_n} \leq 1 \) and \( \|y\|_{K_n} \leq 1 \).

---

\( \text{et al. (2003)} \)
Figure 1: Histograms of the distribution of $\tilde{W}_n$ for various sample sizes $n$ and various exponents $c$ when the FPCA uses ridge regularization. These plots are best seen in color. Details of the parameterization are described in Section 4.1. The procedure for simulating $\tilde{W}_n$ is described in Section 4.3. The histogram plots for when the FPCA uses simple regularization are similar; they are not shown for brevity.
Remark 4.1. In this numerical simulation exercise, it was far more time consuming to simulate and compute the statistic $W_n$ than simulating its asymptotic approximation $\tilde{W}_n$. Simply put, both the spectral decomposition of $\Gamma_n$ and the numerical optimization steps in computing $W_n$ are computationally expensive, and made even more so when we have to do this $n_s$ many times across various sample size choices $n$. Of course, in actual practice where $W_n$ is only computed once based on the given data, the computation time of a single $W_n$ is negligible.

4.4 Discussion of the numerical simulation results

Choosing the coefficient vector as $\rho_0(t) \equiv 0$ and a Gaussian noise distribution, Table 2 (snr = 5%) and Table 2 (snr = 5%) show the results when we use a data based truncation parameter $\hat{k}_n$; and Table 3 (snr = 5%) and Table 1 (snr = 5%) show the case when we use a deterministic truncation $k_n$. Thus these tables illustrate the size properties of our small-uniform statistic. Firstly, we see there is little qualitative difference of the levels between the deterministic and data driven truncation cases, which suggests random variations in the eigenelements, and hence in the determination of $\hat{k}_n$, do not substantially affect the estimated levels. Thus for the remainder of this section, we will focus on the deterministic truncation $k_n$ case, as this focus allows us to further compare our $W_n$ statistic against Cardot et al. (2003)'s $D_n$ and $T_n$ statistics.

Let’s focus on Table 1 with snr = 5%. We see the estimated size of our small-uniform statistic $W_n$ (for both the reciprocal and ridge regularization cases) matches the simulated levels of its asymptotic distribution $\tilde{W}_n$ when the truncation $k_n$ is small. However, this matching deteriorates as the truncation increases, and perhaps paradoxically, also deteriorates with larger sample sizes. This can be explained from the log errors: as the truncation and sample size increases, the quality of the estimator $\hat{\rho}$ of the true coefficient $\rho_0 \equiv 0$ decreases. Indeed, when the true coefficient $\rho_0$ is zero, the “optimal” truncation should simply be $k_n = 0$. In all, our numerical results suggest the FPCA estimator (and especially the case of simple regularization) has significant difficulty in estimating a null coefficient. And since our small-uniform statistic $W_n$ is based on the FPCA estimator, it is thus no surprise the size performance of $W_n$ is also necessarily hampered. In contrast, the $D_n$ and $T_n$ statistics of Cardot et al. (2003) do not depend on the FPCA estimator, and their nominal levels appear to be stable across truncations and sample sizes. Table 3 is the results with a higher snr = 10% and exhibit the same qualitative behavior of $W_n$, $D_n$ and $T_n$ as discussed above.

Let’s now discuss the empirical power of our statistic $W_n$. Tables 5 (snr = 5%) and 6 (snr = 10%) show the results for the power against $\rho_1$. By design, $\rho_1$ is a linear combination of the first three eigenvectors of $\Gamma$, and so the “optimal” truncation $k_n$ for $\rho_1$ is exactly 3. Hence, we should expect the best performance for all the statistics $W_n$, $D_n$ and $T_n$ at $k_n = 3$ (i.e. $c = 4$). Even with a modest sample size of $n = 200$, it appears the empirical power of $W_n$ (for both the simple and ridge regularizations) yield qualitatively almost identical
power to that of $D_n$ and $T_n$. For the other truncation cases (i.e. corresponding to $c = 3, 5, 7$ and 8), it appears $W_n$, again for both the simple and ridge regularizations, yield higher power than $D_n$ and $T_n$. However this observation is not without reservations. On the one hand, higher truncations lead to higher log quadratic errors of $\hat{\rho}$. But on the other hand, it could very well be possible that the estimated coefficient $\hat{\rho}$ doesn’t resemble the true coefficient $\rho_1$, but $\hat{\rho}$ nonetheless is still significantly different from the null vector, and that the optimizing nature of $W_n$ can advantage of this. Thus this suggests our small-uniform statistic $W_n$ is robust at rejecting the null hypothesis $H_0 : \rho = 0$ even if the underling FPCA estimator $\hat{\rho}$ has high estimation error, as is most evident when using the simple regularization, in finite samples.

Finally, Tables 7 (snr = 5%) and 8 (snr = 10%) show the results for the power against $\rho_2$. This coefficient vector $\rho_2$ is designed such that it is not a linear combination of the eigenvectors of $\Gamma$ and so higher truncations $k_n$ should yield better results. This coefficient vector $\rho_2$ example is particularly important because real world coefficient vectors of the FLM are highly unlikely to be just simple linear combinations of the eigenvectors of $\Gamma$. Here, the power of our small-uniform statistic $W_n$ outperforms that of $D_n$ and $T_n$, especially at high truncations. Although it is not the purpose of this paper to empirically evaluate the performance of various regularization regimes, it does appear that the log quadratic error of the FPCA estimator under ridge regularization is substantially lower than when the FPCA estimator uses simple regularization.
Table 1: The empirical power (in percentages) of our small-uniform $W_n$ statistic along with Cardot et al. (2003)'s $D_n$ and $T_n$ statistics when $\rho(t) = \rho_0(t) \equiv 0$ and $\varepsilon_i$ has a $N(0, \sigma^2_\varepsilon)$ distribution with $\sigma^2_\varepsilon = \frac{1}{\text{snr}} \text{Var}(\langle X, \rho \rangle)$ with snr = 5%. Here we assume the truncation parameter $k_n$ is known. The $n$ here refers to sample size, and $c$ here refers to the exponent associated with the definition of $c_n$. The “log error” here refers to the average over all the simulations of the log of the error measure as given in (22). Section 4.3 describes our procedure to obtain the simulated levels of $\tilde{W}_n$. The nominal levels of $D_n$ and $T_n$ are based on their respective asymptotic distributions as described in Section 4.2.

| $n$ | $k_n$ | $c$ | $W_n$ (simple regularization) | $W_n$ (ridge regularization) | Nominal level of $D_n$ | Nominal level of $T_n$
|---|---|---|---|---|---|---|
| | | 1 | 5 | 10 | 20 | log error | Simulated level | log error | Simulated level | Nominal level of $D_n$ | Nominal level of $T_n$
| | | 1 | 5 | 10 | 20 | 1 | 5 | 10 | 20 | 1 | 5 | 10 | 20 | 1 | 5 | 10 | 20 | 1 | 5 | 10 | 20 |
| 50 | 2 | 3 | -327.44 | 2.24 | 9.60 | 16.80 | 31.04 | -376.72 | 2.60 | 10.56 | 18.00 | 31.60 | 0.92 | 5.36 | 10.64 | 19.92 | 2.76 | 5.68 | 8.04 | 10.76 |
| 200 | 2 | 3 | -321.85 | 0.76 | 3.40 | 7.32 | 15.04 | -349.58 | 0.44 | 3.44 | 7.16 | 14.36 | 0.84 | 4.64 | 9.96 | 20.00 | 2.48 | 4.84 | 7.12 | 10.40 |
| 1000 | 2 | 3 | -450.00 | 1.20 | 5.24 | 9.52 | 18.64 | -469.85 | 1.04 | 5.04 | 9.80 | 19.92 | 1.32 | 5.64 | 10.16 | 19.92 | 3.36 | 5.84 | 7.36 | 10.48 |
| 50 | 3 | 4 | -133.88 | 2.08 | 9.44 | 15.48 | 26.28 | -229.18 | 2.12 | 8.52 | 15.36 | 25.96 | 1.24 | 5.44 | 10.84 | 19.96 | 2.72 | 5.52 | 7.36 | 11.28 |
| 200 | 3 | 4 | -206.36 | 0.44 | 3.60 | 7.04 | 13.92 | -264.24 | 0.92 | 3.20 | 6.84 | 15.48 | 0.56 | 5.12 | 9.92 | 18.60 | 2.08 | 5.16 | 6.80 | 10.48 |
| 1000 | 3 | 4 | -303.70 | 0.68 | 4.40 | 9.16 | 18.04 | -339.78 | 0.80 | 4.16 | 8.60 | 16.76 | 0.92 | 4.92 | 10.24 | 19.96 | 2.60 | 4.96 | 7.32 | 10.72 |
| 50 | 4 | 5 | 58.28 | 3.32 | 9.24 | 15.56 | 25.72 | -139.09 | 1.48 | 6.52 | 11.92 | 21.16 | 1.12 | 5.08 | 9.56 | 19.96 | 2.24 | 5.08 | 6.44 | 12.12 |
| 200 | 4 | 5 | -42.88 | 1.84 | 7.20 | 12.76 | 24.64 | -164.06 | 2.24 | 7.68 | 13.48 | 24.72 | 1.00 | 4.84 | 9.36 | 19.40 | 2.48 | 4.80 | 6.60 | 11.16 |
| 1000 | 4 | 5 | -202.19 | 2.04 | 7.48 | 14.20 | 25.56 | -259.44 | 1.80 | 7.08 | 13.64 | 24.80 | 0.68 | 4.76 | 9.32 | 19.40 | 2.12 | 4.52 | 6.52 | 13.48 |
| 50 | 9 | 7 | 356.97 | 13.52 | 25.32 | 34.68 | 45.00 | -75.02 | 2.64 | 8.04 | 14.48 | 24.76 | 1.16 | 5.12 | 10.32 | 19.60 | 2.32 | 4.52 | 8.12 | 17.60 |
| 200 | 10 | 7 | 258.27 | 12.68 | 28.32 | 40.00 | 54.48 | -74.13 | 4.28 | 11.88 | 19.04 | 30.60 | 0.88 | 5.64 | 11.40 | 21.40 | 1.60 | 5.04 | 9.08 | 17.60 |
| 1000 | 11 | 7 | 121.34 | 12.60 | 27.12 | 38.76 | 53.80 | -99.45 | 6.28 | 18.80 | 28.72 | 42.92 | 0.96 | 5.40 | 10.92 | 21.00 | 1.64 | 4.44 | 8.84 | 18.68 |
| 50 | 14 | 8 | 502.37 | 18.72 | 32.68 | 41.52 | 51.80 | -69.25 | 2.40 | 8.00 | 13.48 | 22.72 | 1.60 | 5.96 | 11.52 | 21.16 | 2.40 | 5.48 | 9.76 | 19.76 |
| 200 | 16 | 8 | 400.44 | 19.52 | 35.36 | 44.52 | 56.88 | -51.52 | 4.28 | 13.16 | 21.04 | 33.24 | 1.40 | 6.08 | 11.72 | 21.72 | 2.00 | 5.56 | 10.60 | 20.76 |
| 1000 | 17 | 8 | 267.09 | 21.60 | 38.04 | 48.84 | 62.04 | -65.88 | 6.32 | 16.24 | 24.52 | 36.32 | 2.16 | 7.56 | 13.44 | 25.36 | 2.96 | 6.40 | 11.04 | 21.40 |
Table 2: The empirical power (in percentages) of our small-uniform $W_n$ statistic when $\rho(t) = \rho_0(t) \equiv 0$ and $\varepsilon_i$ has a $\mathcal{N}(0, \sigma^2\varepsilon)$ distribution with $\sigma^2\varepsilon = \frac{1}{\text{snr}} \text{Var}(\langle X, \rho \rangle)$ with snr = 5\%. Here we use a data driven truncation parameter $\hat{k}_n$. In particular, “$\hat{k}_n$ avg” is the average truncation value over $n_s$ number of simulations, and “$\hat{k}_n$ std” is the associated standard error. The $n$ here refers to sample size, and $c$ here refers to the exponent associated with the definition of $c_n$. The “log error” here refers to the average over all the simulations of the log of the error measure as given in (22). Section 4.3 describes our procedure to obtain the simulated levels of $\tilde{W}_n$.

| $n$  | $\hat{k}_n$ avg | $\hat{k}_n$ std | Simulated level of $\tilde{W}_n$ (simple) | Simulated level of $\tilde{W}_n$ (ridge) |
|------|-----------------|-----------------|------------------------------------------|----------------------------------------|
|      | log error       | 1   | 5   | 10  | 20  | log error       | 1   | 5   | 10  | 20  |
| $c = 3$ |                 |     |     |     |     |                 |     |     |     |     |
| 50   | 1.47            | 0.60 | -313.18  | 2.24 | 9.72 | 16.80 | 31.04 | -363.41  | 2.64 | 10.56 | 18.00 | 31.56 |
| 200  | 1.57            | 0.50 | -416.98  | 0.76 | 3.36 | 7.28  | 14.80 | -436.73  | 0.44 | 3.44  | 7.20  | 14.36 |
| 1000 | 1.93            | 0.26 | -473.03  | 1.20 | 5.20 | 9.52  | 18.68 | -488.62  | 1.04 | 5.08  | 9.88  | 19.92 |
| $c = 4$ |                 |     |     |     |     |                 |     |     |     |     |
| 50   | 2.43            | 1.18 | -137.21  | 2.12 | 9.56 | 15.52 | 26.32 | -244.48  | 2.12 | 8.52  | 15.32 | 25.96 |
| 200  | 2.45            | 0.59 | -234.49  | 0.64 | 4.08 | 7.80  | 15.60 | -289.46  | 1.00 | 3.36  | 7.32  | 15.76 |
| 1000 | 2.64            | 0.48 | -355.21  | 0.72 | 4.60 | 9.48  | 18.40 | -390.93  | 0.80 | 4.16  | 8.36  | 16.60 |
| $c = 5$ |                 |     |     |     |     |                 |     |     |     |     |
| 50   | 3.91            | 2.27 | 29.62   | 3.24 | 9.20 | 15.56 | 25.68 | -168.98  | 1.52 | 6.72  | 12.16 | 21.60 |
| 200  | 3.85            | 1.07 | -70.54  | 1.84 | 7.16 | 12.72 | 24.64 | -184.19  | 2.12 | 7.56  | 13.24 | 24.44 |
| 1000 | 4.02            | 0.53 | -207.77 | 1.92 | 7.28 | 13.96 | 24.84 | -262.03  | 1.80 | 7.36  | 14.40 | 26.08 |
| $c = 7$ |                 |     |     |     |     |                 |     |     |     |     |
| 50   | 10.39           | 7.65 | 332.29  | 13.52 | 25.36 | 34.76  | 45.12 | -91.57   | 2.44 | 7.72  | 13.64 | 23.92 |
| 200  | 9.59            | 3.53 | 227.29  | 12.68 | 28.12 | 39.56  | 54.00 | -85.21   | 4.40 | 12.16 | 19.80 | 31.52 |
| 1000 | 9.71            | 1.59 | 86.75   | 13.00 | 28.24 | 39.72  | 55.20 | -112.72  | 6.56 | 19.60 | 29.96 | 44.36 |
| $c = 8$ |                 |     |     |     |     |                 |     |     |     |     |
| 50   | 16.41           | 11.60 | 473.32  | 18.96 | 33.04 | 42.32  | 52.56 | -75.49   | 2.44 | 8.32  | 14.04 | 23.24 |
| 200  | 15.09           | 6.62 | 360.73  | 19.28 | 34.92 | 44.32  | 56.44 | -59.58   | 4.32 | 13.16 | 21.04 | 33.24 |
| 1000 | 15.12           | 2.83 | 228.74  | 22.56 | 39.12 | 50.28  | 63.60 | -74.90   | 6.40 | 16.36 | 24.76 | 36.76 |
Table 3: The empirical power (in percentages) of our small-uniform $W_n$ statistic along with Cardot et al. (2003)'s $D_n$ and $T_n$ statistics when $\rho(t) = \rho_0(t) \equiv 0$ and $\varepsilon_i$ has a $N(0, \sigma^2_{\varepsilon})$ distribution with $\sigma^2_{\varepsilon} = \frac{1}{\text{snr}} \text{Var}(\langle X, \rho \rangle)$ with $\text{snr} = 10\%$. Here we assume the truncation parameter $k_n$ is known. The $n$ here refers to sample size, and $c$ here refers to the exponent associated with the definition of $c_n$. The “log error” here refers to the average over all the simulations of the log of the error measure as given in (22). Section 4.3 describes our procedure to obtain the simulated levels of $\tilde{W}_n$. The nominal levels of $D_n$ and $T_n$ are based on their respective asymptotic distributions as described in Section 4.2.

| $c$ | $n$ | $k_n$ | Simulated level $W_n$ (simple regularization) | Simulated level $W_n$ (ridge regularization) | Nominal level of $D_n$ | Nominal level of $T_n$ |
|-----|-----|------|---------------------------------|---------------------------------|------------------|------------------|
| 3   | 50  | 2    | $-330.34$ | 2.40 | 9.88 | 17.20 | 31.16 | $-366.85$ | 2.60 | 9.40 | 17.20 | 31.12 | 0.92 | 4.92 | 9.72 | 17.20 | 20.36 | 2.60 | 5.12 | 7.12 | 10.04 |
|     | 200 | 2    | $-313.85$ | 0.80 | 3.56 | 6.56 | 13.92 | $-348.63$ | 0.36 | 2.88 | 6.60 | 14.48 | 1.12 | 4.88 | 9.16 | 19.52 | 3.04 | 4.96 | 6.96 | 9.52 |
|     | 1000| 2    | $-452.11$ | 0.88 | 5.08 | 9.08 | 19.56 | $-472.10$ | 0.48 | 3.92 | 8.88 | 18.16 | 1.04 | 5.32 | 9.16 | 20.08 | 3.12 | 5.44 | 6.92 | 9.44 |
| 4   | 50  | 3    | $-124.35$ | 2.88 | 9.36 | 15.96 | 27.44 | $-224.59$ | 2.64 | 8.88 | 15.64 | 27.88 | 1.08 | 5.24 | 10.36 | 19.56 | 2.76 | 5.40 | 7.88 | 10.96 |
|     | 200 | 3    | $-201.98$ | 0.60 | 3.32 | 7.28 | 15.00 | $-266.06$ | 0.68 | 3.72 | 7.04 | 13.68 | 0.88 | 4.72 | 9.24 | 19.16 | 1.88 | 4.76 | 6.40 | 9.56 |
|     | 1000| 3    | $-302.72$ | 0.60 | 3.80 | 7.80 | 15.04 | $-341.54$ | 0.80 | 4.44 | 9.36 | 17.20 | 0.72 | 4.32 | 9.48 | 18.24 | 2.20 | 4.36 | 6.28 | 9.92 |
| 5   | 50  | 4    | $57.02$   | 2.88 | 9.12 | 15.88 | 24.76 | $-141.90$ | 1.80 | 7.00 | 12.24 | 22.32 | 0.76 | 5.12 | 10.44 | 20.16 | 2.64 | 5.04 | 7.24 | 12.80 |
|     | 200 | 4    | $-41.28$  | 1.76 | 7.80 | 14.32 | 25.24 | $-172.30$ | 1.32 | 6.96 | 13.24 | 23.04 | 0.80 | 5.04 | 10.24 | 19.76 | 2.36 | 5.00 | 7.44 | 12.20 |
|     | 1000| 4    | $-199.48$ | 2.04 | 6.84 | 13.52 | 24.56 | $-261.46$ | 2.00 | 7.60 | 14.20 | 25.00 | 1.24 | 5.12 | 9.80 | 19.12 | 2.36 | 5.00 | 6.84 | 13.64 |
| 7   | 50  | 9    | $358.46$  | 13.96 | 26.52 | 34.44 | 45.64 | $-74.80$ | 3.00 | 8.84 | 14.80 | 23.92 | 1.28 | 5.40 | 10.64 | 20.24 | 2.04 | 4.52 | 8.20 | 17.68 |
|     | 200 | 10   | $256.43$  | 11.08 | 24.84 | 36.08 | 51.00 | $-73.54$ | 4.32 | 13.88 | 21.80 | 33.72 | 1.40 | 5.60 | 11.16 | 21.24 | 2.28 | 5.04 | 8.32 | 19.04 |
|     | 1000| 11   | $122.28$  | 11.64 | 29.28 | 40.64 | 56.68 | $-100.18$ | 6.12 | 17.40 | 27.08 | 41.04 | 1.32 | 5.36 | 11.24 | 22.20 | 2.36 | 4.76 | 8.80 | 19.16 |
| 8   | 50  | 14   | $501.98$  | 19.24 | 32.88 | 42.36 | 54.24 | $-56.42$ | 2.32 | 8.04 | 14.48 | 24.16 | 1.60 | 6.60 | 12.04 | 22.36 | 2.32 | 5.72 | 10.44 | 20.84 |
|     | 200 | 16   | $401.06$  | 20.04 | 36.96 | 46.76 | 59.60 | $-59.26$ | 5.16 | 14.00 | 21.36 | 33.16 | 1.88 | 6.36 | 11.92 | 23.44 | 2.52 | 5.56 | 10.00 | 20.28 |
|     | 1000| 17   | $264.41$  | 22.44 | 40.72 | 51.48 | 64.32 | $-65.30$ | 6.88 | 16.72 | 25.92 | 39.08 | 1.88 | 7.00 | 13.20 | 23.24 | 2.48 | 6.08 | 11.68 | 21.12 |
Table 4: The empirical power (in percentages) of our small-uniform $W_n$ statistic when $\rho(t) = \rho_0(t) \equiv 0$ and $\varepsilon_i$ has a $\mathcal{N}(0, \sigma^2_{\varepsilon})$ distribution with $\sigma^2_{\varepsilon} = \frac{1 - \text{snr}}{\text{snr}} \text{Var}((X, \rho))$ with snr = 10%. Here we use a data driven truncation parameter $\hat{k}_n$. In particular, “$\hat{k}_n \text{ avg}$” is the average truncation value over $n_s$ number of simulations, and “$\hat{k}_n \text{ std}$” is the associated standard error. The $n$ here refers to sample size, and $c$ here refers to the exponent associated with the definition of $c_n$. The “log error” here refers to the average over all the simulations of the log of the error measure as given in (22). Section 4.3 describes our procedure to obtain the simulated levels of $\tilde{W}_n$.

| $n$  | $\hat{k}_n \text{ avg}$ | $\hat{k}_n \text{ std}$ | log error  | 1     | 5     | 10    | 20    | log error  | 1     | 5     | 10    | 20    |
|------|-----------------------|------------------------|------------|-------|-------|-------|-------|------------|-------|-------|-------|-------|
| $c = 3$ |                       |                        |            |       |       |       |       |            |       |       |       |       |
| 50   | 1.48                  | 0.61                   | -311.28    | 2.28  | 9.88  | 17.20 | 31.16 | -362.82    | 2.64  | 9.40  | 17.20 | 31.08 |
| 200  | 1.57                  | 0.50                   | -417.98    | 0.88  | 3.60  | 6.72  | 13.92 | -439.45    | 0.36  | 2.88  | 6.60  | 14.48 |
| 1000 | 1.93                  | 0.26                   | -469.98    | 0.88  | 5.08  | 9.00  | 19.56 | -488.47    | 0.48  | 3.92  | 8.88  | 18.16 |
| $c = 4$ |                       |                        |            |       |       |       |       |            |       |       |       |       |
| 50   | 2.40                  | 1.11                   | -130.99    | 2.88  | 9.36  | 15.88 | 27.32 | -246.59    | 2.56  | 8.80  | 15.64 | 27.76 |
| 200  | 2.45                  | 0.60                   | -229.70    | 0.60  | 3.32  | 7.36  | 15.36 | -289.38    | 0.68  | 3.60  | 6.96  | 13.56 |
| 1000 | 2.63                  | 0.48                   | -357.13    | 0.60  | 3.84  | 7.84  | 15.04 | -386.91    | 0.76  | 4.28  | 9.08  | 16.88 |
| $c = 5$ |                       |                        |            |       |       |       |       |            |       |       |       |       |
| 50   | 3.89                  | 2.25                   | 29.26      | 2.76  | 8.92  | 15.48 | 24.32 | -167.34    | 1.72  | 6.64  | 11.84 | 21.60 |
| 200  | 3.83                  | 1.04                   | -70.54     | 1.72  | 7.80  | 14.40 | 25.44 | -189.46    | 1.28  | 6.80  | 12.68 | 22.04 |
| 1000 | 4.03                  | 0.52                   | -203.37    | 2.12  | 7.00  | 13.80 | 24.84 | -264.43    | 2.00  | 7.72  | 14.32 | 25.12 |
| $c = 7$ |                       |                        |            |       |       |       |       |            |       |       |       |       |
| 50   | 10.68                 | 8.11                   | 336.74     | 13.80 | 26.40 | 34.12 | 45.28 | -92.96     | 3.00  | 8.88  | 14.92 | 24.40 |
| 200  | 9.66                  | 3.64                   | 226.90     | 11.08 | 25.12 | 36.68 | 52.12 | -85.96     | 4.32  | 14.20 | 22.48 | 35.04 |
| 1000 | 9.76                  | 1.60                   | 87.98      | 11.68 | 29.28 | 40.52 | 56.60 | -112.98    | 6.36  | 17.72 | 27.32 | 41.40 |
| $c = 8$ |                       |                        |            |       |       |       |       |            |       |       |       |       |
| 50   | 16.05                 | 11.21                  | 472.39     | 19.12 | 32.80 | 42.00 | 53.84 | -69.30     | 2.20  | 7.84  | 14.28 | 23.76 |
| 200  | 15.39                 | 6.86                   | 367.03     | 20.48 | 37.32 | 47.24 | 59.76 | -59.13     | 5.16  | 13.88 | 21.20 | 32.72 |
| 1000 | 15.15                 | 2.85                   | 225.53     | 22.56 | 40.92 | 51.60 | 64.92 | -74.06     | 6.80  | 16.64 | 25.44 | 38.60 |
Table 5: The empirical power (in percentages) of our small-uniform $W_n$ statistic along with Cardot et al. (2003)’s $D_n$ and $T_n$ statistics when $\rho(t) = \rho_1(t) = \sin(\pi t / 2) + \frac{1}{2} \sin(3\pi t / 2) + \frac{1}{4} \sin(5\pi t / 2)$ and $\varepsilon_i$ has a $\mathcal{N}(0,\sigma_\varepsilon^2)$ distribution with $\sigma_\varepsilon^2 = \frac{1}{\text{snr}} \text{Var}(\langle X, \rho \rangle)$ with snr = 5%. Here we assume the truncation parameter $k_n$ is known. The $n$ here refers to sample size, and $c$ here refers to the exponent associated with the definition of $c_n$. The “log error” here refers to the average over all the simulations of the log of the error measure as given in (22). Section 4.3 describes our procedure to obtain the simulated levels of $\tilde{W}_n$. The nominal levels of $D_n$ and $T_n$ are based on their respective asymptotic distributions as described in Section 4.2.

| $n$  | $k_n$ | log error | $c = 3$ | Simulated level | $c = 4$ | Simulated level | $c = 5$ | Simulated level | $c = 7$ | Simulated level | $c = 8$ | Simulated level |
|------|-------|-----------|---------|----------------|---------|----------------|---------|----------------|---------|----------------|---------|----------------|
| 50   | 2     | -43.30    | 20.16  | 61.92          | 55.28   | 69.20          | 54.28   | 69.00          | 55.84   | 69.00          | 55.84   | 69.00          |
| 200  | 2     | -88.55    | 62.76  | 83.32          | 89.88   | 94.92          | 89.88   | 94.84          | 95.12   | 95.12          | 95.12   | 95.12          |
| 1000 | 2     | -196.76   | 100.00 | 100.00         | 100.00  | 100.00         | 100.00  | 100.00         | 100.00  | 100.00         | 100.00  | 100.00         |
| 50   | 3     | 117.54    | 58.84  | 78.12          | 85.60   | 91.80          | 86.84   | 92.96          | 93.56   | 93.56          | 93.56   | 93.56          |
| 200  | 3     | -10.33    | 57.80  | 78.36          | 85.92   | 92.84          | 86.80   | 92.76          | 93.56   | 93.56          | 93.56   | 93.56          |
| 1000 | 3     | -117.00   | 100.00 | 100.00         | 100.00  | 100.00         | 100.00  | 100.00         | 100.00  | 100.00         | 100.00  | 100.00         |
| 50   | 4     | 238.38    | 11.04  | 28.80          | 39.52   | 53.56          | 37.20   | 51.00          | 48.92   | 48.92          | 48.92   | 48.92          |
| 200  | 4     | 117.54    | 58.84  | 78.12          | 85.60   | 91.80          | 86.84   | 92.96          | 93.56   | 93.56          | 93.56   | 93.56          |
| 1000 | 4     | -8.25     | 100.00 | 100.00         | 100.00  | 100.00         | 100.00  | 100.00         | 100.00  | 100.00         | 100.00  | 100.00         |
| 50   | 5     | 539.84    | 27.32  | 43.40          | 54.80   | 65.88          | 34.96   | 47.92          | 40.68   | 40.68          | 40.68   | 40.68          |
| 200  | 10    | 450.40    | 70.16  | 84.84          | 90.32   | 94.84          | 83.88   | 91.28          | 83.20   | 83.20          | 83.20   | 83.20          |
| 1000 | 11    | 376.49    | 100.00 | 100.00         | 100.00  | 100.00         | 100.00  | 100.00         | 100.00  | 100.00         | 100.00  | 100.00         |
| 50   | 14    | 692.65    | 38.80  | 53.52          | 61.60   | 72.08          | 32.56   | 44.20          | 43.20   | 43.20          | 43.20   | 43.20          |
| 200  | 16    | 617.61    | 81.88  | 91.04          | 94.24   | 96.76          | 85.64   | 91.20          | 84.54   | 84.54          | 84.54   | 84.54          |
| 1000 | 17    | 567.22    | 100.00 | 100.00         | 100.00  | 100.00         | 100.00  | 100.00         | 100.00  | 100.00         | 100.00  | 100.00         |
Table 6: The empirical power (in percentages) of our small-uniform $W_n$ statistic along with Cardot et al. (2003)'s $D_n$ and $T_n$ statistics when $\rho(t) = \rho_1(t) = \sin(\pi t/2) + 1/2 \sin(3\pi t/2) + 1/4 \sin(5\pi t/2)$ and $\varepsilon_i$ has a $N(0, \sigma^2_\varepsilon)$ distribution with $\sigma^2_\varepsilon = \frac{1}{1 - \text{snr}} \text{Var}(\langle X, \rho \rangle)$ with $\text{snr} = 10\%$. Here we assume the truncation parameter $k_n$ is known. The $n$ here refers to sample size, and $c$ here refers to the exponent associated with the definition of $c_n$. The “log error” here refers to the average over all the simulations of the log of the error measure as given in (22). Section 4.3 describes our procedure to obtain the simulated levels of $\tilde{W}_n$. The nominal levels of $D_n$ and $T_n$ are based on their respective asymptotic distributions as described in Section 4.2.

| $c$ | $n$ | $k_n$ | log error | Simulated level | $W_n$ (simple regularization) | Simulated level | $W_n$ (ridge regularization) | Simulated level | $T_n$ | Nominal level of $D_n$ | Nominal level of $T_n$ |
|-----|-----|------|-----------|-----------------|-----------------------------|----------------|----------------------------|----------------|------|----------------------|----------------------|
| 3   | 50  | 2    | -84.04    | 45.64          | 69.24                      | 79.76          | 88.36                     | -111.81        | 45.04 | 69.32                | 79.80                |
|     | 200 | 2    | -138.32   | 96.48         | 99.12                      | 99.48          | 99.72                     | -169.19        | 96.60 | 99.36                | 99.88                |
|     | 1000| 2    | -254.36   | 100.00        | 100.00                     | 100.00         | 100.00                    | -245.04        | 100.00| 100.00               | 100.00               |
| 4   | 50  | 3    | -8.32     | 35.12          | 59.00                      | 70.60          | 82.40                     | -89.08         | 34.04 | 58.68                | 71.08                |
|     | 200 | 3    | -70.53    | 94.84         | 98.84                      | 99.40          | 99.84                     | -134.69        | 94.68 | 98.76                | 99.32                |
|     | 1000| 3    | -175.07   | 100.00        | 100.00                     | 100.00         | 100.00                    | -209.87        | 100.00| 100.00               | 100.00               |
| 5   | 50  | 4    | 162.68    | 29.00          | 51.52                      | 64.64          | 77.20                     | -26.20         | 24.76 | 45.36                | 57.20                |
|     | 200 | 4    | 70.80     | 95.08         | 98.68                      | 99.44          | 99.80                     | -53.39         | 93.72 | 98.28                | 99.16                |
|     | 1000| 4    | -65.50    | 100.00        | 100.00                     | 100.00         | 100.00                    | -121.91        | 100.00| 100.00               | 100.00               |
| 7   | 50  | 9    | 469.73    | 43.40          | 62.52                      | 72.40          | 81.20                     | -40.43         | 23.88 | 44.60                | 55.88                |
|     | 200 | 10   | 394.15    | 96.32         | 99.12                      | 99.60          | 99.76                     | 53.64          | 93.68 | 97.86                | 98.72                |
|     | 1000| 11   | 353.78    | 100.00        | 100.00                     | 100.00         | 100.00                    | 95.27          | 95.92 | 98.68                | 99.56                |
| 8   | 50  | 14   | 624.19    | 54.16          | 68.96                      | 76.20          | 84.00                     | 55.43          | 23.52 | 42.60                | 53.24                |
|     | 200 | 16   | 568.11    | 98.12         | 99.20                      | 99.84          | 99.96                     | 79.12          | 93.20 | 97.40                | 98.64                |
|     | 1000| 17   | 533.00    | 100.00        | 100.00                     | 100.00         | 100.00                    | 154.03         | 100.00| 100.00               | 100.00               |
Table 7: The empirical power (in percentages) of our small-uniform $W_n$ statistic along with Cardot et al. (2003)’s $D_n$ and $T_n$ statistics when $\rho(t) = \rho_2(t) = \sin(2\pi t^3)^3$ and $\varepsilon_i$ has a $N(0, \sigma^2_\varepsilon)$ distribution with $\sigma^2_\varepsilon = \frac{1 - \text{snr}}{\text{snr}} \text{Var}(X, \rho)$ with $\text{snr} = 5\%$. Here we assume the truncation parameter $k_n$ is known. The $n$ here refers to sample size, and $c$ here refers to the exponent associated with the definition of $c_n$. The “log error” here refers to the average over all the simulations of the log of the error measure as given in (22). Section 4.3 describes our procedure to obtain the simulated levels of $\tilde{W}_n$. The nominal levels of $D_n$ and $T_n$ are based on their respective asymptotic distributions as described in Section 4.2.

| $c = 3$ | $c = 5$ | $c = 6$ |
|---|---|---|
| $n$ | $k_n$ | log error | Simulated level | $W_n$ (simple regularization) | Simulated level | $W_n$ (ridge regularization) | Simulated level | Nominal level of $D_n$ | Simulated level | Nominal level of $T_n$ |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 50 | 2 | 0.08 | 12.84 | 31.64 | 44.00 | 59.76 | 4.85 | 13.36 | 31.40 | 43.64 | 58.56 | 9.08 | 22.64 | 32.12 | 47.84 | 15.92 | 23.20 | 27.56 | 32.24 |
| 200 | 2 | -13.51 | 41.60 | 62.60 | 73.68 | 82.80 | -16.30 | 39.52 | 62.20 | 73.20 | 82.64 | 50.84 | 71.72 | 80.92 | 88.72 | 64.40 | 72.32 | 76.72 | 81.08 |
| 1000 | 2 | -21.50 | 99.88 | 100.00 | 100.00 | 100.00 | -21.66 | 99.92 | 100.00 | 100.00 | 100.00 | 99.92 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 |
| $c = 4$ | $c = 5$ | $c = 6$ |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 50 | 3 | 4.12 | 12.68 | 29.00 | 41.00 | 56.80 | -12.96 | 12.48 | 29.84 | 40.64 | 55.00 | 10.28 | 24.76 | 35.56 | 50.60 | 17.20 | 24.84 | 30.00 | 36.40 |
| 200 | 3 | -43.32 | 48.80 | 69.60 | 79.12 | 87.24 | -50.12 | 48.56 | 68.84 | 79.36 | 87.56 | 57.84 | 77.96 | 85.88 | 92.64 | 69.32 | 78.08 | 81.92 | 86.76 |
| 1000 | 3 | -100.84 | 100.00 | 100.00 | 100.00 | 100.00 | -102.20 | 99.92 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 |
| $c = 7$ | $c = 8$ | $c = 9$ |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 50 | 9 | 319.01 | 23.00 | 40.76 | 51.08 | 62.52 | -18.76 | 10.40 | 23.56 | 33.96 | 47.52 | 9.00 | 23.52 | 34.08 | 49.08 | 15.24 | 23.16 | 28.32 | 35.48 |
| 200 | 10 | 223.07 | 68.04 | 84.44 | 90.40 | 95.64 | -72.30 | 58.76 | 76.92 | 85.16 | 91.80 | 55.52 | 76.36 | 84.48 | 91.16 | 67.28 | 76.04 | 80.72 | 85.00 |
| 1000 | 11 | -111.44 | 99.96 | 100.00 | 100.00 | 100.00 | -118.97 | 99.96 | 100.00 | 100.00 | 100.00 | 99.96 | 100.00 | 100.00 | 100.00 | 99.96 | 100.00 | 100.00 | 100.00 |
| $c = 8$ | $c = 9$ | $c = 10$ |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 50 | 14 | 466.78 | 31.60 | 48.80 | 58.12 | 68.44 | -11.74 | 10.20 | 24.76 | 34.32 | 46.60 | 5.12 | 16.04 | 26.00 | 39.32 | 7.24 | 14.52 | 20.44 | 30.12 |
| 200 | 16 | 374.11 | 73.68 | 87.40 | 92.04 | 96.24 | -28.19 | 56.00 | 66.80 | 71.80 | 82.40 | 38.60 | 60.72 | 71.80 | 82.40 | 46.12 | 59.24 | 65.84 | 73.16 |
| 1000 | 17 | 276.11 | 100.00 | 100.00 | 100.00 | 100.00 | -35.84 | 100.00 | 100.00 | 100.00 | 100.00 | 99.72 | 100.00 | 100.00 | 100.00 | 99.84 | 100.00 | 100.00 | 100.00 |
Table 8: The empirical power (in percentages) of our small-uniform $W_n$ statistic along with Cardot et al. (2003)’s $D_n$ and $T_n$ statistics when $\rho(t) = \rho_2(t) = \sin(2\pi t^3)$ and $\varepsilon_i$ has a $\mathcal{N}(0,\sigma_\varepsilon^2)$ distribution with $\sigma_\varepsilon = \sqrt{\text{snr}} \cdot \text{Var}(X, \rho(t))$ with $\text{snr} = 10\%$. Here we assume the truncation parameter $k_n$ is known. The $n$ here refers to sample size, and $c$ here refers to the exponent associated with the definition of $c_n$. The “log error” here refers to the average over all the simulations of the log of the error measure as given in (22). Section 4.3 describes our procedure to obtain the simulated levels of $\tilde{W}_n$. The nominal levels of $D_n$ and $T_n$ are based on their respective asymptotic distributions as described in Section 4.2.

| $n$ | $k_n$ | log error | Simulated level | log error | Simulated level | Simulated level | Nominal level of $D_n$ | Nominal level of $T_n$ |
|-----|-------|------------|----------------|-----------|----------------|----------------|-----------------------|-----------------------|
|     |       |            | 1   | 5    | 10   | 20  | 1   | 5    | 10   | 20  | 1   | 5    | 10   | 20  | 1   | 5    | 10   | 20  |
| $c = 3$ | 50   | 2          | -6.12 | 28.44 | 49.00 | 61.36 | 74.48 | -8.02  | 29.52 | 53.04 | 64.12 | 76.36 | 22.36 | 42.60 | 53.56 | 67.60 | 34.28 | 42.88 | 47.08 | 54.08 |
|     | 200  | 2          | -18.25 | 80.48 | 92.08 | 95.72 | 98.40 | -1.98  | 80.20 | 92.28 | 95.44 | 97.96 | 87.72 | 96.40 | 97.68 | 99.32 | 93.96 | 96.44 | 97.24 | 97.80 |
|     | 1000 | 2          | -22.50 | 100.00 | 100.00 | 100.00 | 100.00 | -2.64  | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 |
| $c = 4$ | 50   | 3          | -12.89 | 28.44 | 49.00 | 61.36 | 74.48 | -2.09  | 29.00 | 49.08 | 61.24 | 73.96 | 25.64 | 46.32 | 59.08 | 71.52 | 36.76 | 46.44 | 52.40 | 60.04 |
|     | 200  | 3          | -59.21 | 89.80 | 96.36 | 98.08 | 99.16 | -5.81  | 88.16 | 95.92 | 97.72 | 99.04 | 94.16 | 98.36 | 99.16 | 99.72 | 97.08 | 98.36 | 98.80 | 99.20 |
|     | 1000 | 3          | -108.69 | 100.00 | 100.00 | 100.00 | 100.00 | -10.68 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 |
| $c = 5$ | 50   | 4          | 1.66   | 29.60 | 49.80 | 61.44 | 72.20 | -4.34  | 25.04 | 45.36 | 56.84 | 69.44 | 24.64 | 45.80 | 58.64 | 71.68 | 33.64 | 45.32 | 52.32 | 60.08 |
|     | 200  | 4          | -70.58 | 94.92 | 98.36 | 99.28 | 99.80 | -8.75  | 93.36 | 97.76 | 98.46 | 99.64 | 93.20 | 97.56 | 98.76 | 99.64 | 95.80 | 97.44 | 98.32 | 98.88 |
|     | 1000 | 5          | -128.01 | 100.00 | 100.00 | 100.00 | 100.00 | -13.03 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 |
| $c = 7$ | 50   | 9          | 249.77 | 40.64 | 61.48 | 71.20 | 81.08 | -40.74 | 26.52 | 46.76 | 57.16 | 70.00 | 16.52 | 34.60 | 46.44 | 61.48 | 21.84 | 32.84 | 39.40 | 48.48 |
|     | 200  | 10         | 157.24 | 94.96 | 98.36 | 99.32 | 99.68 | -7.46  | 93.76 | 98.08 | 99.00 | 99.56 | 83.00 | 94.04 | 96.64 | 98.44 | 87.64 | 93.56 | 95.12 | 96.88 |
|     | 1000 | 11         | 61.37  | 100.00 | 100.00 | 100.00 | 100.00 | -9.50  | 95.50 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 |
| $c = 8$ | 50   | 14         | 395.72 | 47.16 | 64.40 | 72.40 | 81.64 | -36.90 | 25.20 | 44.28 | 54.96 | 67.56 | 13.24 | 31.32 | 41.84 | 56.20 | 17.48 | 28.72 | 35.40 | 44.64 |
|     | 200  | 16         | 307.97 | 96.08 | 98.68 | 99.24 | 99.76 | -6.21  | 92.12 | 97.24 | 98.48 | 99.36 | 76.64 | 90.12 | 94.12 | 97.16 | 80.64 | 86.80 | 91.68 | 94.52 |
|     | 1000 | 17         | 236.78 | 100.00 | 100.00 | 100.00 | 100.00 | -6.24  | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 | 100.00 |
5 Concluding remarks

This paper introduces a small-uniform statistic $W_n$ that is constructed as a fractional programming problem out of the FPCA estimator $\hat{\rho}$ of the slope $\rho$ of the functional linear model. Our main result Theorem 2.1 shows $W_n$ converges in probability to the supremum of a Gaussian process $\tilde{W}_n$. The key arguments to showing our main result are by taking advantage of identifying the regressors’ underlying Hilbert space with its dual, and also recent advances by [Chernozhukov et al. 2014] in studying the suprema of empirical processes indexed by functionals.

We see two interesting directions in extending the small-uniform statistic. Firstly, while this paper focuses on the most commonly studied scalar-on-functional FLM, it seems feasible to extend our statistic to a functional-on-functional FLM. Secondly, the recent and growing literature on functional time series regressions \footnote{For example, see Panaretos et al. (2013) and Hörmann et al. (2015).} represent a more exciting challenge of extending our small-uniform statistic. In particular, it is clear one needs a modification of Step I in our proof of Theorem 2.1 to a functional time series context. More importantly, we conjecture the required extension of our Step II will call for new results in studying the empirical processes constructed out of dependent random variables.
Appendices

A  Proofs

Throughout the proofs, we will use the following asymptotic approximation notations. We will always use $C, c > 0$ to denote universal constants that may change between lines. For $x, y > 0$, we denote $x \asymp y$ to mean $cy \leq x \leq Cy$. For a real sequence $\{x_n\}$, we will write $x_n \lesssim O(a_n)$ to mean there exists some sequence $\{y_n\}$ such that $|x_n| \leq C|y_n|$, and $|y_n| \leq c|a_n|$. Likewise, if $\{X_n\}$ is a sequence of random variables and $\{a_n\}$ is a deterministic sequence, we will write $X_n \lesssim O_p(a_n)$ to mean there exists some sequence of random variables $\{Y_n\}$ such that $|X_n| \leq C|Y_n|$ with $Y_n = O_p(a_n)$; i.e. for all $\epsilon > 0$ there exists $C > 0$ such that $\mathbb{P}(|Y_n/a_n| \leq C) \geq 1 - \epsilon$ for all $n$. We will also use $|| \cdot ||$ to denote the operator norm; that is, for a bounded operator $A \in \mathcal{B}(\mathcal{H}, \mathcal{H}) =: \mathcal{B}(\mathcal{H})$, we denote $||A|| := \sup_{||y|| \leq 1} ||Ay||$. We will denote the space of compact operators on $\mathcal{H}$ as $\mathcal{B}_0(\mathcal{H})$.

Remark A.1 (Our proof arguments vis-à-vis that of Cardot et al. (2007)). Our proof arguments of Step I are heavily inspired by Cardot et al. (2007). Indeed, our proofs of Propositions A.5 and A.6 are heavily based on the arguments of Cardot et al. (2007) Propositions 2 and 3). But we also have two significant deviations. Firstly, a critical difference is that we neither define their set $\mathcal{E}_j(z)$ nor use their Lemma 4. In particular, we can’t understand one their key arguments (last displayed equation on their pg 351) which seemingly requires the expression “$\sup_{z \in B_j} \mathcal{E}_j(z)$”, of which measureability concerns arise. Instead of pursing this argument direction, we simply recognize that the norm $||((z - \Gamma_n)^{-1}\| is bounded above by the reciprocal of the distance from $z \in B_j \subseteq \rho(\Gamma_n)$ to its spectrum $\sigma(\Gamma_n)$. And thanks to the choice of the contours $C_n$ and the event $A_n$ from Lemma A.1, this reciprocal can be approximated by the reciprocal of the radius of $B_j$; see (53). This argument allows us to estimate $||((z - \Gamma_n)^{-1}\| without the need to deal with potential measureability issues associated with the event $\mathcal{E}_j(z)$.

Secondly, we do not work with “square-roots” of the resolvent; that is, we do not write expressions like “$(z - \Gamma)^{-1/2}$”. It is unclear to us whether this is necessarily a well-defined object. A lot of the work in our proofs goes to re-deriving the results of Cardot et al. (2007) using only the resolvent but without invoking a square-root of the resolvent. This partly explains why our convergence rates differ from theirs.

Let’s first setup some preliminary definitions and results. Let $t := \sqrt{-1}$. Denote the orientated circle of the complex plane with center $\lambda_i$ and radius $\delta_i/2$ by $B_i := \{\lambda_i + \delta_i e^{2\pi t i} :$
\( t \in [0, 1] \). We also denote the orientated circle \( \hat{B}_i \) analogously with the center at \( \hat{\lambda}_i \) and radius \( \hat{\delta}_i/2 \). Define,

\[
C_n := \bigcup_{i=1}^{k_n} B_i.
\]

With some abuse of notations, for the approximate reciprocal \( f_n \) that satisfies Assumption 3, we will denote also \( f_n \) as its analytic extension to the interior of \( C_n \). By Riesz functional calculus (see Conway (1994) and Kato (1995)), we can define

\[
\Gamma^\dagger := f_n(\Gamma) = \frac{1}{2\pi i} \int_{C_n} (z - \Gamma)^{-1} f_n(z) \, dz.
\]

Moreover, the projection of \( \mathcal{H} \) onto\( \text{span}\{e_1, \ldots, e_{k_n}\} \) can be written as,

\[
\Pi_{k_n} = \frac{1}{2\pi i} \int_{C_n} (z - \Gamma)^{-1} \, dz.
\]

Define the event,

\[
A_n := \bigcap_{j=1}^{k_n} \left\{ |\hat{\lambda}_j - \lambda_j| < \frac{\delta_j}{4} \right\}
\]

The following lemma show that, asymptotically, integrating over a collection of random circle traces centered at the empirical eigenvalues is equivalent to integrating over a collection of deterministic circle traces centered at the population eigenvalues.

**Lemma A.1.** Let \( f : \mathbb{C} \to \mathbb{C} \) be an analytic function. Define

\[
\hat{C}_n := \bigcup_{j=1}^{k_n} \hat{B}_j
\]

Then we have

\[
\frac{1}{2\pi i} \int_{\hat{C}_n} f(z)(z - \Gamma_n)^{-1} \, dz = 1_{A_n} \frac{1}{2\pi i} \int_{C_n} f(z)(z - \Gamma_n)^{-1} \, dz + r_n
\]

where \( r_n \) is a random operator with

\[
||r_n|| = O_P\left( \frac{k_n^2 \log k_n}{\sqrt{n}} \right)
\]

**Proof.** On the event \( A_n \), and by definition of the operator valued contour integral, it is immediate that

\[
1_{A_n} \frac{1}{2\pi i} \int_{\hat{C}_n} f(z)(z - \Gamma_n)^{-1} \, dz = 1_{A_n} \frac{1}{2\pi i} \int_{C_n} f(z)(z - \Gamma_n)^{-1} \, dz
\]
where in particular, the domain of integration simplifies from the random domain \( \hat{C}_n \) to the deterministic domain \( C_n \). \(^{11}\) Thus we can write,

\[
\frac{1}{2\pi i} \int_{\hat{C}_n} f(z)(z - \Gamma_n)^{-1} \, dz = 1_{A_n} \frac{1}{2\pi i} \int_{\hat{C}_n} f(z)(z - \Gamma_n)^{-1} \, dz + 1_{A_n}^c \frac{1}{2\pi i} \int_{\hat{C}_n} f(z)(z - \Gamma_n)^{-1} \, dz
\]

\[
\equiv 1_{A_n} \frac{1}{2\pi i} \int_{C_n} f(z)(z - \Gamma_n)^{-1} \, dz + r_n
\]

It remains to show the operator \( r_n \) converges to zero in probability at some appropriate rate. Fix any \( \epsilon \in (0, 1) \). Then we have

\[
\mathbb{P}(||r_n|| > \epsilon) \leq \mathbb{P}(1_{A_n^c} > \epsilon) = \mathbb{P}(A_n^c)
\]

At this point, the rest of the proof follows exactly as in \cite{Cardot2007} Lemma 5, who show

\[
\mathbb{P}(A_n^c) \leq \frac{C}{\sqrt{n}} k_n^2 \log k_n.
\]

This completes the proof. \( \square \)

**Remark A.2.** For completeness, we should check that even on the event \( A_n \) and any \( j = 1, \ldots, k_n \), the integral \( \int_{C_n} f(z)(z - \Gamma_n)^{-1} \, dz \) is well defined for all \( z \in B_j \). This is particularly since the resolvent \((- \Gamma_n)^{-1}\) has singularities exactly at the eigenvalues of \( \Gamma_n \). Of course, if we are integrating over the random empirical contours \( \hat{B}_j \) the resolvent \((- \Gamma_n)^{-1}\) is well defined by definition. The finite rank operator \( \Gamma_n \) has spectrum \( \sigma(\Gamma_n) = \{0, \hat{\lambda}_1, \ldots, \hat{\lambda}_n\} \) for which we had assumed \( \hat{\lambda}_1 > \hat{\lambda}_2 > \cdots > \hat{\lambda}_n > 0 \). So immediately by definition of the event \( A_n \), the point \( z \) is not equal to any one of \( \hat{\lambda}_1, \ldots, \hat{\lambda}_{k_n} \). However, we still need to check such \( z \) is not equal to any one of \( \hat{\lambda}_{k_n+1}, \ldots, \hat{\lambda}_n \). Because of the strictly decreasing ordering of the \( \hat{\lambda}_i \)'s, it suffices to check that \( z \) does not equal to \( \hat{\lambda}_{k_n+1} \).

For contradiction, suppose there exists some \( z \in B_{k_n} \) with \( z = \hat{\lambda}_{k_n+1} \). Then \( z = \hat{\lambda}_{k_n+1} = \lambda_{k_n} + \delta_{k_n}/2 = \lambda_{k_n} + (\lambda_{k_n} - \lambda_{k_n+1})/2 = 3\lambda_{k_n}/2 - \lambda_{k_n+1}/2 \). But on the event \( A_n \), we have \( |\hat{\lambda}_{k_n} - \lambda_{k_n}| < \delta_{k_n}/4 \). This implies \( \delta_{k_n}/4 > |3\lambda_{k_n}/2 - \lambda_{k_n+1}/2 - \lambda_{k_n}| = \delta_{k_n}/2 \), which is a contradiction.

In all, this implies on the event \( A_n \) the resolvent \((- \Gamma_n)^{-1}\) is well defined on \( B_j \) for all \( j = 1, \ldots, k_n \).

The primary uses of Lemma A.1 are with the case \( f \equiv 1 \) and setting \( f \) as \( f_n \). With only a little more work via the Borel-Cantelli lemma, \cite{Cra2013} Proposition 13) shows \( \mathbb{P}(\limsup A_n^c) = 0 \) if \( (k_n \log k_n)^2/n \to 0 \). But for our purposes we want to keep track

\(^{11}\)Actually from \cite{Conway1994} Proposition VII.4.6, we clearly don’t need the strong condition that \( f \) is analytic over all of \( \mathbb{C} \). But this strong condition is easier to state and suffices for our paper.
of the various rates of convergences and thus we do not invoke this result. Note that a look into the proof shows the result holds regardless of whether \( f \) is dependent on \( n \). Indeed, Lemma A.1 motivates the definitions

\[
\hat{\Pi}^\circ_n := \frac{1}{2\pi} \int_{\mathbb{C}_n} (z - \Gamma_n)^{-1} dz \equiv \frac{1}{2\pi} \int_{\mathbb{C}_n} (z - \Gamma_n)^{-1} dz
\]

(29)

\[
\Gamma^\dagger_n := \frac{1}{2\pi} \int_{\mathbb{C}_n} f_n(z)(z - \Gamma_n)^{-1} dz \equiv \frac{1}{2\pi} \int_{\mathbb{C}_n} f_n(z)(z - \Gamma_n)^{-1} dz
\]

Let’s observe a simple bound on the roughened standard deviation \( t_n(h) \) that we will repeatedly use.

**Lemma A.2.**  

(i) For any \( h \in J_n \),

\[
t_n(h) \geq f_n(\lambda_1)\lambda_{k_n}^{1/2}||h|| + a_n
\]

(ii) Provided Assumption 4 holds, then for \( n \) sufficiently large,

\[
\sup_{h \in J_n} \left| \frac{h}{t_n(h)} \right| \lesssim O(\sqrt{k_n \log k_n})
\]

**Proof.**  

(i): For any \( h \in J_n \), we can write \( h = \sum_{j=1}^{k_n} b_j e_j \) for some \( b_j \in \mathbb{R} \) such that \( \sum_{j=1}^{k_n} b_j^2 \leq 1 \).

\[
t_n(h) = \sqrt{||\Gamma^{1/2}\Gamma^\dagger h||^2} + a_n \geq \sqrt{\sum_{j=1}^{k_n} b_j^2 f_n(\lambda_j)^2 \lambda_j + a_n}
\]

\[
\geq \sqrt{ f_n(\lambda_1)^2 \lambda_{k_n} \sum_{j=1}^{k_n} b_j^2 + a_n}
\]

\[
= f_n(\lambda_1)\lambda_{k_n}^{1/2}||h|| + a_n
\]

(ii): It is clear the supremum is not achieved at \( h = 0 \) for any \( n \). Thus applying the calculations of part (i) for any \( h \in J_n \setminus \{0\} \),

\[
\left| \frac{h}{t_n(h)} \right| \leq \frac{||h||}{f_n(\lambda_1)\lambda_{k_n}^{1/2}||h|| + a_n} \leq \frac{1}{f_n(\lambda_1)\lambda_{k_n}^{1/2} + a_n}
\]

Since \( f_n(\lambda_1)\lambda_{k_n}^{1/2} = \left( \frac{1}{\lambda_1} O\left( \frac{1}{\sqrt{k_n}} \right) + 1 \right) O\left( \frac{1}{\sqrt{k_n \log k_n}} \right) = O\left( \frac{1}{\sqrt{k_n \log k_n}} \right) \), we have \( f_n(\lambda_1)\lambda_{k_n}^{1/2} + a_n = O\left( \max\left\{ \frac{1}{\sqrt{k_n \log k_n}}, a_n \right\} \right) = O\left( \frac{1}{\sqrt{k_n \log k_n}} \right) \), where the last equality follows from Assumption 4.

As outlined in the proof outline of this paper’s main result Theorem 2.1, there are two distinct steps to proving the result.
A.1 Step I

The $T_n$ term is directly handled by (Cardot et al., 2007, Lemma 6); we record the result here for completeness.

**Proposition A.3.** If [1] holds, 

$$||T_n|| = o_P \left( \frac{1}{\sqrt{n}} \right)$$

The next result is critical in the proofs of Propositions A.6 and A.5.

**Lemma A.4.** For any sufficiently large $j$ and $n$.

$$\mathbb{E} \left[ ||(z - \Gamma)^{-1} (\Gamma_n - \Gamma)||^2 \right] \lesssim \frac{j^3 \log j}{n}, \quad \text{for all } z \in \mathcal{B}_j$$

**Proof.** Since $\Gamma, \Gamma_n \in \mathcal{B}_0(\mathcal{H}) \subseteq \mathcal{B}(\mathcal{H})$ then it follows that the resolvent $R(z; \Gamma) := (z - \Gamma)^{-1}$ is also in $\mathcal{B}(\mathcal{H})$, and thus $(\Gamma - \Gamma_n)(z - \Gamma)^{-1} \in \mathcal{B}(\mathcal{H})$. Hence we can bound the operator norm $|| \cdot ||$ by the Hilbert-Schmidt norm $|| \cdot ||_{HS}$. \[\quad 12\]

$$||(\Gamma - \Gamma_n)(z - \Gamma)^{-1}||^2 \leq ||(\Gamma - \Gamma_n)(z - \Gamma)^{-1}||_{HS}^2$$

\[= \sum_{l=1}^{\infty} ||(\Gamma - \Gamma_n)(z - \Gamma)^{-1}(e_l)||^2\]

\[= \sum_{l,k=1}^{\infty} \frac{1}{(z - \lambda_l)^2} |\langle (\Gamma - \Gamma_n)e_l, e_k \rangle|^2 \quad (30)\]

Observe that for $z \in \mathcal{B}_j$ and $l \neq j$, by the triangle inequality we have that

$$|z - \lambda_l| \geq \frac{\lambda_l - \lambda_j}{2}. \quad (31)$$

In addition, by the KL expansion, we have for all $l, k = 1, 2, \ldots$

$$\mathbb{E}[\langle (\Gamma_n - \Gamma)e_l, e_k \rangle^2] \leq \frac{1}{n} \mathbb{E} \left[ \langle X_1, e_l \rangle^2 \langle X_1, e_k \rangle^2 \right] \leq \frac{M}{n} \lambda_l \lambda_k \quad (32)$$

Thus, applying (32) and (31) into (30)

$$\mathbb{E} \left[ ||(\Gamma - \Gamma_n)(z - \Gamma)^{-1}||^2 \right] = 4M^2 \frac{\lambda_j^2}{\delta_j^2} \frac{1}{n} \sum_{k=1}^{\infty} \lambda_k + 4M \frac{1}{n} \sum_{l \neq j} \frac{\lambda_l}{\lambda_l - \lambda_j} \sum_{k=1}^{\infty} \lambda_k, \quad (33)$$

for all $z \in \mathcal{B}_j$.

\[\text{See (Conway, 1994, Exercise IX.2.19)}\]
At this point we need to investigate the behavior of \( \sum_{l \neq j} \frac{\lambda_l}{(\lambda_l - \lambda_j)^2} \). Let’s decompose,

\[
\sum_{l \neq j} \frac{\lambda_l}{(\lambda_l - \lambda_j)^2} = \left( \sum_{l=1}^{j-1} + \sum_{l=j+1}^{2j} + \sum_{l=2j+1}^{\infty} \right) \frac{\lambda_l}{(\lambda_l - \lambda_j)^2} =: T_1 + T_2 + T_3 \tag{34}
\]

By [Cardot et al., 2007, Lemma 1] where we have \( \lambda_l - \lambda_j \geq (1 - l/j)\lambda_l \), and recalling that the eigenvalues are strictly decreasing,

\[
T_1 = \sum_{l=1}^{j-1} \frac{\lambda_l}{(\lambda_l - \lambda_j)^2} \leq \frac{1}{\lambda_{j-1}^2} \sum_{l=1}^{j-1} \frac{1}{(1 - l/j)^2} = \frac{j}{\lambda_{j-1}^2} \frac{1}{6} \pi^2 - 6\psi^{(1)}(j) \tag{35}
\]

where \( \psi^{(m)} \) is the polygamma function of order \( m \). Similarly, we have

\[
T_2 \leq \frac{\lambda_{j+1} + j}{\lambda_j^2} \frac{j^2}{6} (\pi^2 - 6\psi^{(1)}(j + 1)) \tag{36}
\]

And since for \( l \geq 2j + 1 \) we have \( \lambda_j - \lambda_l \geq \lambda_j - \lambda_{2j+1} > \lambda_j - \lambda_{2j} \geq (1 - j/(2j))\lambda_j = 2\lambda_j \), this implies,

\[
T_3 < \frac{1}{4\lambda_j^2} \sum_{l=2j+1}^{\infty} \lambda_l \leq \frac{1}{4\lambda_j^2} (2j + 1)\lambda_{2j+1} < \frac{1}{4\lambda_j^2} 2(j + 1)\lambda_j = \frac{j + 1}{2\lambda_j} \tag{37}
\]

where the second inequality follows from [Cardot et al., 2007, Lemma 1].

Now we use the following well-known bounds of the polygamma function: for \( m \geq 1 \) and \( x > 0 \),

\[
\frac{(m-1)!}{x^m} + \frac{m!}{2x^{m+1}} \leq (-1)^{m+1}\psi^{(m)}(x) \leq \frac{(m-1)!}{x^m} + \frac{m!}{x^{m+1}} \tag{38}
\]

and applying (38) to (35)–(37) we obtain the bounds,

\[
T_1 \leq C_1 \frac{j^2}{\lambda_j}, \quad T_2 \leq C_2 \frac{j^2}{\lambda_j}, \quad T_3 \leq C_3 \frac{j + 1}{\lambda_j} \tag{39}
\]

Putting (39) back into (34), we arrive at,

\[
\sum_{l \neq j} \frac{\lambda_l}{(\lambda_l - \lambda_j)^2} \leq C \frac{j^2}{\lambda_j} \tag{40}
\]

Observe that this is a different term compared to that of [Cardot et al., 2007, Lemma 2]

The polygamma function of order \( m \) is defined to be the \( (m+1) \)th derivative of the logarithm of the gamma function; or equivalently, it is the \( m \)th derivative of the digamma function.
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Now putting (40) into (33), we have
\[ E \left[ \left\| (\Gamma - \Gamma_n) (z - \Gamma)^{-1} \right\|^2 \right] \leq C \frac{1}{n} \max \left\{ \frac{\lambda_j}{\delta_j^2}, \frac{j^2}{\lambda_j} \right\}, \tag{41} \]
for all \( z \in B_j \).

Applying Condition 2 shows that for sufficiently large \( j \),
\[ \max \left\{ \frac{\lambda_j}{\delta_j^2}, \frac{j^2}{\lambda_j} \right\} \leq C \max \{ j \log j, j^3 \log j \} = C j^3 \log j \]
This completes the proof.

**Proposition A.5.** For sufficiently large \( n \),
\[ \sup_{h \in \mathcal{H}_n} \left| \left\langle Y_n, \frac{h}{t_n(h)} \right\rangle \right| \preceq \mathcal{O}_F \left( \frac{k^{9/2} (\log k_n)^{3/2}}{\sqrt{n}} \right) \]

**Proof.** Firstly using Lemma A.1, we have
\[ \tilde{\Pi}_{k_n} - \Pi_{k_n} \]
\[ = \frac{1}{2\pi i} \sum_{j=1}^{k_n} \left[ \int_{B_j} (z - \Gamma_n)^{-1} \, dz - \int_{B_j} (z - \Gamma)^{-1} \, dz \right] \]
\[ = \frac{1}{2\pi i} \sum_{j=1}^{k_n} \left[ 1_{A_n} \int_{B_j} (z - \Gamma_n)^{-1} \, dz - (1_{A_n} + 1_{A_n^c}) \int_{B_j} (z - \Gamma)^{-1} \, dz \right] + r_n \]
\[ = 1_{A_n} \frac{1}{2\pi i} \sum_{j=1}^{k_n} \int_{B_j} [(z - \Gamma_n)^{-1} - (z - \Gamma)^{-1}] \, dz - 1_{A_n} \frac{1}{2\pi i} \sum_{j=1}^{k_n} \int_{B_j} (z - \Gamma)^{-1} \, dz + r_n \]

By the resolvent identity, and this is feasible only because we are on the event \( A_n \),
\[ 1_{A_n} \frac{1}{2\pi i} \sum_{j=1}^{k_n} \int_{B_j} [(z - \Gamma_n)^{-1} - (z - \Gamma)^{-1}] \, dz \]
\[ = 1_{A_n} \frac{1}{2\pi i} \sum_{j=1}^{k_n} \int_{B_j} (z - \Gamma_n)^{-1}(\Gamma_n - \Gamma) (z - \Gamma)^{-1} \, dz \]
Using the resolvent identity again, we can decompose

\[ 1_{A_n} \frac{1}{2\pi i} \sum_{j=1}^{k_n} \int_{B_j} (z - \Gamma_n)^{-1}(\Gamma_n - \Gamma)(z - \Gamma)^{-1} \, dz =: S_n + R_n \tag{42} \]

where we define,

\[ S_n := 1_{A_n} \frac{1}{2\pi i} \sum_{j=1}^{k_n} \int_{B_j} (z - \Gamma)^{-1}(\Gamma_n - \Gamma)(z - \Gamma)^{-1} \, dz \tag{43a} \]

\[ R_n := 1_{A_n} \frac{1}{2\pi i} \sum_{j=1}^{k_n} \int_{B_j} (z - \Gamma)^{-1}(\Gamma_n - \Gamma)(z - \Gamma)^{-1}(\Gamma_n - \Gamma)(z - \Gamma_n)^{-1} \, dz \tag{43b} \]

Thus, the above equation can be rewritten as,

\[ \hat{\Pi}_{k_n} - \Pi_{k_n} = S_n + R_n - 1_{A_n} \frac{1}{2\pi i} \sum_{j=1}^{k_n} \int_{B_j} (z - \Gamma)^{-1} \, dz + r_n \tag{44} \]

By the triangle inequality and Cauchy-Schwartz inequality,

\[
\sup_{h \in \mathcal{J}_n} \left| \sum_{j=1}^{k_n} \int_{B_j} \frac{h}{t_n(h)} \langle (z - \Gamma)^{-1}, \frac{h}{t_n(h)} \rangle \right| \leq \|\rho\| \sup_{h \in \mathcal{J}_n} \left| \sum_{j=1}^{k_n} \int_{B_j} \frac{h}{t_n(h)} \langle (z - \Gamma)^{-1}, \frac{h}{t_n(h)} \rangle \right| \|
\]

The \( \|r_n\| \) term is bounded by Lemma A.1.

For the third integral expression, by Cauchy-Schwartz inequality again

\[
1_{A_n} \frac{1}{2\pi} \sum_{j=1}^{k_n} \sup_{h \in \mathcal{J}_n} \left| \sum_{j=1}^{k_n} \int_{B_j} \frac{h}{t_n(h)} \langle (z - \Gamma)^{-1}, \frac{h}{t_n(h)} \rangle \right| \, dz
\]

\[
\leq \|\rho\| \sup_{h \in \mathcal{J}_n} \left| \frac{h}{t_n(h)} \right| 1_{A_n} \frac{1}{2\pi} \sum_{j=1}^{k_n} \sup_{z \in B_j} \| (z - \Gamma)^{-1} \| \text{diam}(B_j)
\]

\[
< \|\rho\| \sup_{h \in \mathcal{J}_n} \left| \frac{h}{t_n(h)} \right| \frac{1}{\pi} 1_{A_n} k_n
\]

\[
\lesssim \sup_{h \in \mathcal{J}_n} \left| \frac{h}{t_n(h)} \right| \mathcal{O}_p \left( \frac{k_n^2 \log k_n}{\sqrt{n}} \right) k_n \tag{46}
\]
In particular, we used that for any \( z \in B_j \),
\[
|| (z - \Gamma)^{-1} || \leq \frac{1}{\text{dist}(z, \sigma(\Gamma))} = \frac{1}{\delta_j/2}
\] (47)

where \( \sigma(\Gamma) \) denotes the spectrum of \( \Gamma \). By the choice of radii \( \delta_j/2 \)'s that define the circles \( B_j \)'s, any point \( z \in B_j \) is not an eigenvalue of \( \Gamma \), which by definition implies \( z \) is in the resolvent set of \( \Gamma \). Hence the first inequality of (47) follows from standard results on the norm of a resolvent (e.g. (Conway, 1994, Proposition VII.3.9)). The equality \( \text{dist}(z, \sigma(\Gamma)) = \delta_j/2 \) in (47) follows immediately by again the definition of \( B_j \).

In addition \( \text{diam}(B_j) = \delta_j \), and that \( \mathbb{P}(A_{h_{\psi}}) \lesssim \frac{k_n^2 \log k_n}{\sqrt{n}} \) from the proof of Lemma A.1. Thus by Lemma A.2, the two remainder terms of (45) are of order,
\[
\mathbb{E}[\| S_n \|] \lesssim k_n \sum_{j=1}^{k_n} \mathbb{E}[|| (z - \Gamma)^{-1} (\Gamma_n - \Gamma)|| || (z - \Gamma)^{-1} || \text{diam}(B_j)]
\]

\[
\lesssim \sum_{j=1}^{k_n} \sqrt{\frac{j^3 \log j}{n}} \cdot \frac{2}{\delta_j} \cdot \delta_j
\]

\[
\lesssim \frac{k_n^{5/2} (\log k_n)^{1/2}}{\sqrt{n}}
\] (48)

Now we turn to bounding the \( S_n \) term in (45).

The \( S_n \) term: By triangle inequality,
\[
|| S_n || \leq \frac{1}{2\pi} \sum_{j=1}^{k_n} \int_{B_j} || (z - \Gamma)^{-1} (\Gamma_n - \Gamma)|| || (z - \Gamma)^{-1} || \text{d}z
\] (49)

Firstly, we have the bound \( \sup_{z \in B_j} || (z - \Gamma)^{-1} || < 2/\delta_j \) again by (47). Thus by Lemma A.4, we have in all

\[
\mathbb{E}[|| S_n ||] \lesssim \sum_{j=1}^{k_n} \sup_{z \in B_j} \mathbb{E}[|| (z - \Gamma)^{-1} (\Gamma_n - \Gamma)||] \sup_{z \in B_j} || (z - \Gamma)^{-1} || \text{diam}(B_j)
\]

\[
\lesssim \sum_{j=1}^{k_n} \sqrt{\frac{j^3 \log j}{n}} \cdot \frac{2}{\delta_j} \cdot \delta_j
\]

\[
\lesssim \frac{k_n^{5/2} (\log k_n)^{1/2}}{\sqrt{n}}
\] (48)

\footnote{It is worth noting our discussions of this \( S_n \) term is substantially different than that of (Cardot et al., 2007, Proposition 2). In particular, while the integral of the \( j \)th summand of \( S_n \) has an explicit form due to Dauxois et al. (1982), but for our purposes of obtaining moment bounds, knowing this explicit form is unnecessary. In contrast to our purposes, the desired computation of the predicted value \( \mathbb{E}[(S_n \rho, X_{n+1})^2] \) in (Cardot et al., 2007, Proposition 2) gives them an extra smoothing property which can take advantage of the explicit form of \( S_n \). Indeed, an earlier draft of this paper uses analogous proofs methods of this \( S_n \) term as the authors and we arrive at the same rate in (50).}
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By Markov’s and Jensen’s inequality and Lemma A.2
\[
\sup_{h \in J_n} |\langle S_n \rho, x \rangle| \lesssim \sup_{h \in J_n} \left\| \frac{h}{t_n(h)} \right\| O_T \left( \frac{k_n^{5/2} (\log k_n)^{1/2}}{\sqrt{n}} \right) = O_T \left( \frac{k_n^3 \log k_n}{\sqrt{n}} \right)
\] (50)
This completes the discussion of the $S_n$ term.

The $R_n$ term: We first define for $j = 1, \ldots, k_n$
\[
T_{j,n} := 1_{A_n} \int_{B_j} (z - \Gamma)^{-1} (\Gamma_n - \Gamma)^{-1} (\Gamma_n - \Gamma)(z - \Gamma_n)^{-1} \, dz
\] (51)
so that we can write
\[
R_n = \frac{1}{2\pi i} \sum_{j=1}^{k_n} T_{j,n}
\]
By again the Cauchy-Schwartz inequality, we have
\[
\sup_{h \in J_n} \left| \left\langle T_{j,n} \rho, \frac{h}{t_n(h)} \right\rangle \right| \\
\leq ||\rho|| \sup \left\| \frac{h}{t_n(h)} \right\| \int_{B_j} ||(z - \Gamma)^{-1} (\Gamma_n - \Gamma)^{-1} (\Gamma_n - \Gamma)(z - \Gamma_n)^{-1}|| \, 1_{A_n} \, dz
\]
\[
\leq ||\rho|| \sup \left\| \frac{h}{t_n(h)} \right\| \int_{B_j} ||(z - \Gamma)^{-1} (\Gamma_n - \Gamma)||^2 ||(z - \Gamma_n)^{-1}|| \, 1_{A_n} \, dz
\] (52)
Recall from Remark A.2 that $z \in B_j$ is also in the resolvent set of $\Gamma_n$. So we have $\text{dist}(z, \sigma(\Gamma_n)) = |z - \lambda_j| \geq |z - \lambda_j| - |\lambda_j - \lambda_j| = \delta_j/2 - \delta_j/4 = \delta_j/2$. By the same arguments for (47), we have
\[
||((z - \Gamma_n)^{-1}|| \, 1_{A_n} \leq \frac{1}{\text{dist}(z, \sigma(\Gamma_n))} \, 1_{A_n} \leq \frac{1}{\delta_j/2} \, 1_{A_n} \leq \frac{2}{\delta_j} \lesssim j \log j
\] (53)
Consider the expectation and use Lemma A.4
\[
\mathbb{E} \left[ \int_{B_j} ||(z - \Gamma)^{-1} (\Gamma_n - \Gamma)||^2 \, dz \right] = \int_{B_j} \mathbb{E} \left[ ||(z - \Gamma)^{-1} (\Gamma_n - \Gamma)||^2 \right] \, dz
\]
\[
\lesssim \frac{j^3 \log j}{n} \text{diam}(B_j)
\]
\[
= \frac{j^3 \log j}{n} \delta_j
\]
\[
\lesssim \frac{j^3 \log j}{n} \frac{1}{j \log j}
\]
\[
= \frac{j^2}{n}
\]
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By Markov's inequality, we thus have that
\[
\int_{B_j} ||(z - \Gamma)^{-1}(\Gamma_n - \Gamma)||^2 \, dz = O_P \left( \frac{j^2}{n} \right)
\] (54)

Putting (54) and (53) together we have
\[
\int_{B_j} ||(z - \Gamma)^{-1}(\Gamma_n - \Gamma)||^2 \cdot ||(z - \Gamma_n)^{-1}||_A \, dz \lesssim O_P \left( \frac{1}{n} \cdot \frac{j^2 \log j}{n} \right) = O_P \left( \frac{j^3 \log j}{n} \right)
\]

So by Lemma A.2
\[
\sup_{h \in J_n} \left| \left\langle R_n, \frac{h}{t_n(h)} \right\rangle \right| \lesssim \sup_{h \in J_n} \left| \frac{h}{t_n(h)} \right| \cdot O_P \left( \frac{1}{n} \sum_{j=1}^{k_n} j^3 \log j \right)
\]
\[
\lesssim O(\sqrt{n \log k_n}) \cdot O_P \left( \frac{k_n^4 \log k_n}{n} \right)
\]
\[
= O_P \left( \frac{k_n^{9/2} (\log k_n)^{3/2}}{n} \right)
\] (55)

This completes the proof of the $R_n$ term.

Summary: Now we can finally put everything together. Putting (50), (55) and (48) back into (45),
\[
\sup_{h \in J_n} \left| \left\langle Y_n, \frac{h}{t_n(h)} \right\rangle \right| \lesssim O_P \left( \frac{k_n \log k_n}{\sqrt{n}} \right) + O_P \left( \frac{k_n^{3/2} (\log k_n)^{3/2}}{n} \right) + O_P \left( \frac{k_n^{7/2} (\log k_n)^{3/2}}{\sqrt{n}} \right)
\]

This completes the proof.

\[ \square \]

**Proposition A.6.** For sufficiently large $n$,
\[
\sup_{h \in J_n} \left| \left\langle S_n, \frac{h}{t_n(h)} \right\rangle \right| \lesssim O_P \left( \frac{k_n^{11/2} (\log k_n)^{3/2}}{\sqrt{n}} \right)
\]

**Proof.** The proof of this result closely follows the development of the proof of Proposition A.5. By an entirely analogous arguments leading up to (42), we obtain the decompo-
sition

\[
\sup_{h \in J_n} \left| \frac{h}{t_n(h)} \right| \left( S_n, \frac{h}{t_n(h)} \right) \leq \sup_{h \in J_n} \left| \frac{h}{t_n(h)} \right| \left( 1 \mathbf{A}_n + \sum_{j=1}^{k_n} \int_{B_j} |f_n(z)| \| (z - \Gamma)^{-1} (\Gamma_n - \Gamma) \| \| (z - \Gamma)^{-1} U_n \| \, dz \right.
\]

\[
+ \left. 1 \mathbf{A}_n \frac{1}{2 \pi i} \sum_{j=1}^{k_n} \int_{B_j} |f_n(z)| \| (z - \Gamma)^{-1} (\Gamma_n - \Gamma) \|^2 \| (z - \Gamma_n)^{-1} \| \| U_n \| \, dz \right)
\]

\[
+ 1 \mathbf{A}_n \frac{1}{2 \pi i} \sum_{j=1}^{k_n} \int_{B_j} |f_n(z)| \| (z - \Gamma)^{-1} \| \| U_n \| \, dz + \| r_n \| \| U_n \| \right) \tag{56}
\]

Firstly, let’s see that \( U_n = \mathcal{O}_p(1) \). Since \( \| U_n \| \leq \frac{1}{n} \sum_{i=1}^{n} \| X_i \| \| \varepsilon_i \| \), taking expectations and applying Jensen’s inequality, we have \( E[\| U_n \|] \leq C \). By Markov’s inequality, this implies

\[
\| U_n \| = \mathcal{O}_p(1) \tag{57}
\]

Combining (57) along with the analogous arguments of the last two expressions of (48) from Proposition A.5, we have that

\[
\text{Last two expressions in parentheses of (56)} \lesssim \mathcal{O}_p \left( \frac{k^3_n \log k_n}{\sqrt{n}} \right) \mathcal{O}_p(1) + \mathcal{O}_p \left( \frac{k^2_n \log k_n}{\sqrt{n}} \right) \mathcal{O}_p(1) = \mathcal{O}_p \left( \frac{k^3_n \log k_n}{\sqrt{n}} \right) \tag{58}
\]

It thus suffices to concentrate the discussion on the first two expressions of (56). Thanks to the arguments from Proposition A.5, we have already handled the terms \( \| (z - \Gamma_n)^{-1} \| \mathbf{A}_n \) and \( \int_{B_j} \| (z - \Gamma)^{-1} (\Gamma_n - \Gamma) \| \, dz \). Thus it remains to discuss the terms: (i) \( |f_n(z)| \) and (ii) \( \| (z - \Gamma)^{-1} U_n \| \).

**Term (i):** By Condition [1] we have that

\[
\sup_{z \in B_j} |f_n(z)| \leq \frac{1}{\delta_j} \left( 1 + \frac{C}{\sqrt{n}} \right) \lesssim (j \log j) \left( 1 + \frac{1}{\sqrt{n}} \right) \tag{59}
\]

**Term (ii):** Fix any \( z \in B_j \). By definition of the adjoint of a linear operator and using the Hilbert-Schmidt norm,

\[
\| (z - \Gamma)^{-1} U_n \|^2 = \| U_n (z - \Gamma)^{-1} \|^2 \leq \| U_n (z - \Gamma)^{-1} \|_{HS}^2
\]

\[
= \sum_{l=1}^{\infty} \frac{1}{(z - \lambda_l)^2} \left[ \frac{1}{n^2} \sum_{i=1}^{n} (X_i, e_l)^2 \varepsilon_i^2 + \frac{1}{n^2} \sum_{i \neq j} (X_i, e_l) (X_j, e_l) \varepsilon_i \varepsilon_j \right]
\]
Taking expectations and using the KL expansion,

\[
\mathbb{E}[|| (z - \Gamma)^{-1} U_n ||^2] \leq \frac{\sigma^2}{n} \sum_{i=1}^{\infty} \frac{\lambda_i}{(z - \lambda_i)^2} 
\]

\[
= \frac{\sigma^2}{n} \left( \frac{\lambda_j}{(z - \lambda_j)^2} + \sum_{l \neq j}^{\infty} \frac{\lambda_l}{(z - \lambda_l)^2} \right) 
\]

\[
\leq \frac{\sigma^2}{n} \left( \frac{\lambda_j}{(\delta_j/2)^2} + C_j^2 \frac{\lambda_j}{\lambda_j} \right) 
\]

\[
\leq \frac{1}{n} \left( \frac{1}{j \log j} (j \log j)^2 + j^2 (j \log j) \right) 
\]

\[
= \frac{1}{n} (j \log j + j^3 \log j) 
\]

\[
\approx \frac{j^3 \log j}{n} 
\]

where the third line follows from (40) in the proof of Proposition A.5. Thus by Chebyshev’s inequality, it follows we have for all \( z \in B_j \),

\[
|| (z - \Gamma)^{-1} U_n || = O_P \left( \frac{j^{3/2} (\log j)^{1/2}}{\sqrt{n}} \right) 
\]

(60)

Putting (59) and (60) together along with the already discussed terms from Proposition A.5, it follows

The \( j \)th summand of the 1st expression in parentheses of (56)\[
\approx (j \log j) \left( 1 + \frac{1}{\sqrt{n}} \right) \cdot O_P \left( \frac{j^2}{n} \right) \cdot O_P \left( \frac{j^{3/2} (\log j)^{1/2}}{\sqrt{n}} \right) 
\]

\[
\approx O_P \left( \frac{j^{7/2} (\log j)^{3/2}}{n} \right) 
\]

(61)

Let’s now discuss the second expression of (56). Using (59), (54), (53) and (57), we have

The \( j \)th summand of the 2nd expression in parentheses of (56)\[
\approx (j \log j) \left( 1 + \frac{1}{\sqrt{n}} \right) \cdot O_P \left( \frac{j^2}{n} \right) \cdot O_{a.s.} \left( j \log j \right) \cdot O_P(1) 
\]

\[
\approx O_P \left( \frac{j^4 (\log j)^2}{n} \right) 
\]

(62)
Finally, summing (61) and (62), using (58) in (56) and using Lemma A.2,

\[
\sup_{h \in J_n} \left| \left\langle S_n, \frac{h}{t_n(h)} \right\rangle \right| \\
\lesssim \mathcal{O} \left( \sqrt{k_n \log k_n} \right) \mathcal{O}_p \left( \frac{k_n^{9/2} (\log k_n)^{3/2}}{n} \right) + \mathcal{O}_p \left( \frac{k_n^5 (\log k_n)^2}{n} \right) + \mathcal{O}_p \left( \frac{k_n^3 \log k_n}{\sqrt{n}} \right) \\
= \mathcal{O}_p \left( \frac{k_n^{11/2} (\log k_n)^{3/2}}{\sqrt{n}} \right)
\]

This completes the proof.

The following result summarizes the discussions of Step I.

**Proposition A.7** (Nuisance terms converge rate). For sufficiently large \( n \),

\[
\sup_{h \in J_n} \left| \left\langle T_n + Y_n + S_n, \frac{\rho(h)}{t_n(h)} \right\rangle \right| \lesssim \mathcal{O}_p \left( \frac{k_n^{11/2} (\log k_n)^{3/2}}{\sqrt{n}} \right).
\]

**Proof.** By Propositions A.3, A.5, and A.6, the displayed equation on the left hand side is bounded above by

\[
\mathcal{O}_p \left( \sqrt{k_n \log k_n} \right) \mathcal{O}_p \left( \frac{1}{\sqrt{n}} \right) + \mathcal{O}_p \left( \frac{k_n^{7/2} (\log k_n)^{3/2}}{\sqrt{n}} \right) + \mathcal{O}_p \left( \frac{k_n^{11/2} (\log k_n)^{3/2}}{\sqrt{n}} \right)
\]

\[\square\]

### A.2 Step II

We now move onto Step II. The key to showing that Step II holds is to cast the \( R_n \) term into an empirical process theory framework and apply the approximation results of Chernozhukov et al. [2014]. Let’s setup some standard notations. Let \( N(\epsilon, T, || \cdot ||) \) denote the covering number of radius \( \epsilon > 0 \) for the metric space \( (T, || \cdot ||) \). Let’s also denote the uniform entropy integral (see [van der Vaart and Wellner, 1996, Chapter 2.14]) for the set \( T \) equipped with measurable cover \( F \),

\[
J(\delta, T) := \sup_Q \int_0^\delta \sqrt{1 + \log N(\epsilon ||F||_{Q,2}, T, L_2(Q))} \, d\epsilon
\]

where the supremum is taken over all discrete probability measures \( Q \) with \( ||F||_{Q,2} > 0 \). For an arbitrary set \( T \), we will denote \( l^\infty(T) \) as the space of all bounded functions \( T \to \mathbb{R} \) with the uniform norm \( ||f||_T := \sup_{t \in T} |f(t)| \).
By the Riesz representation theorem, $J_n$ and its dual space $J_n^*$ are isometrically isomorphic (this is especially since we’re working with real valued Hilbert spaces). Thus for each $h \in J_n$, we can identify $h \in J_n$ with $h^* \in J_n^*$ such that $h^*(\cdot) = \langle h, \cdot \rangle$. With some abuse of notations, we will write

$$R_n(h) \equiv \frac{1}{n} \sum_{i=1}^{n} \langle h, \Gamma^\dagger X_i \varepsilon_i \rangle = \frac{1}{n} \sum_{i=1}^{n} h^*(\Gamma^\dagger X_i \varepsilon_i) = \frac{1}{n} \sum_{i=1}^{n} h^*(V_i) =: R_n(h^*)$$

for $V_{i,n} := \Gamma^\dagger X_i \varepsilon_i$. Note that $\Gamma^\dagger$ depends on $n$ but is otherwise entirely deterministic, and hence for each $n$, $\{V_{1,n}, \ldots, V_{n,n}\}$ is an iid sequence. Note that $\sqrt{P|h^*|^2} = t_n(h) - a_n$ and noting that $Ph^* = \mathbb{E}[h^*(V_1)] = 0$, we normalize to write

$$\sqrt{n} R_n(h) \sigma_\varepsilon t_n(h) = 1 \sqrt{n} \sum_{i=1}^{n} h^*(V_{i,n}) =: G_n g, \quad g \in G_n (63)$$

where we define the class,

$$G_n := \left\{ \frac{h^*}{\sigma_\varepsilon (\sqrt{P|h^*|^2} + a_n)} : h^* \in J_n^* \right\}$$

(64)

In other words, we have the equivalence between the expressions $\sup_{h \in J_n} \frac{\sqrt{n} R_n(h)}{\sigma_\varepsilon t_n(h)}$ and $\sup_{f \in G_n} G_n g$. Most importantly this casts the handling of the $R_n$ term into an empirical process framework.

Let’s first record some basic entropic properties about $G_n$. These entropic properties are particularly simple to derive precisely due to the structure of $J_n$.

**Lemma A.8** (Entropic properties of $G_n$). (i) The VC index of $G_n$ is $V(G_n) \leq (k_n + 2)^2$.

(ii) A measurable cover for $G_n$ is the (constant) function

$$F_n(g) \equiv \frac{1}{\sigma_\varepsilon \left( f_n(\lambda_1) \lambda_1^{1/2} + a_n \right)}, \quad \text{for all } g \in G_n.$$  

(iii) The $\varepsilon$-covering number for $G_n$ satisfies for any discrete probability measure $Q$,

$$N(\varepsilon \|F_n\|_{Q,2}, G_n, L_2(Q)) \leq \left( \frac{A_n}{\varepsilon} \right)^{\nu_n}$$

where $A_n := (KV(G_n))(16\varepsilon)^{V(G_n)} \frac{1}{\varepsilon^{(V(G_n) - 1)}}$ and $\nu_n := 2(V(G_n) - 1)$, and $\varepsilon \in (0,1)$.

(iv) Assume $\nu_n \geq 1$. Then the uniform entropy integral for $G_n$ satisfies,

$$J(\delta, G_n) \leq \delta \sqrt{\nu_n} \left( 1 + \sqrt{1 + \log(A_n/\delta)} \right)$$
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(v) If $\delta \in (0, 1]$ is a constant that is independent of $n$, then for sufficiently large $n$,

$$J(\delta, G_n) \lesssim \delta \left( \sqrt{\mathcal{O}(V(G_n))} + \sqrt{\mathcal{O}(V(G_n)) - \log \delta} \right) \lesssim \delta \mathcal{O}(k_n)$$

Proof. (i) Since $\mathcal{J}_n$ is isomorphic to $\mathbb{R}^{kn}$, and thus $\mathcal{J}_n^*$ is isomorphic to $\mathbb{R}^{kn}$. By van der Vaart and Wellner (1996) Lemma 2.6.15 and Lemma 2.6.18(vii), the VC index of $G_n$ satisfies $V(G_n) \leq (k_n + 2)^2$.

(ii) Recall Lemma A.2. Moreover, by Riesz representation theorem $||h|| = ||h^*||$ for any $h \in J_n$ and where $h^*$ is its unique dual. For any non-zero $g \in G_n$ there exists some non-zero $h^* \in J_n^*$ such that,

$$||g|| = \left| \left| \frac{h^*}{\sigma_x(\sqrt{P|h^*|^2} + a_n)} \right| \right| \leq \frac{||h^*||}{\sigma_x(f_n(\lambda_1)\lambda_k^{1/2}||h|| + a_n)} \leq \frac{1}{\sigma_x(f_n(\lambda_1)\lambda_k^{1/2} + a_n)}$$

(iii) By van der Vaart and Wellner (1996) Theorem 2.6.7,

$$N(\epsilon||F_n||, G_n, L_2(Q)) \leq KV(G_n)(16\epsilon)^{2V(G_n)} \left( \frac{1}{\epsilon} \right)^{2(V(G_n) - 1)}$$

for an universal constant $K$ and $\epsilon \in (0, 1)$. The result follows by rearranging and defining the terms $A_n$ and $\nu_n$.

(iv) By part (iii) and change of variables,

$$J(\delta, G_n) \leq \int_0^\delta \sqrt{1 + \nu_n \log(A_n/\epsilon)} \, d\epsilon \leq A_n \sqrt{\nu_n} \int_0^{A_n/\delta} \frac{\sqrt{1 + \log x}}{\epsilon^2} \, d\epsilon$$

Observe we have the indefinite integral,

$$\int \frac{\sqrt{1 + \log x}}{x^2} \, dx = -\frac{\sqrt{1 + \log x}}{x} - \frac{1}{2} \epsilon^{\Gamma} \left( \frac{1}{2}, 1 + \log x \right) + \text{const}$$

where here $\Gamma(s, z) := \int_z^\infty t^{s-1}e^{-t} \, dt$ is the upper incomplete gamma function. Since for a fixed $s$, $\lim_{z \to \infty} \Gamma(s, z) = 0$, it follows that $\lim_{x \to \infty} \Gamma\left( \frac{1}{2}, 1 + \log(x) \right) = 0$. It is clear that $\lim_{x \to \infty} \frac{\sqrt{1 + \log x}}{x} = 0$. Thus it follows,

$$\int_0^{A_n/\delta} \frac{\sqrt{1 + \log x}}{x} \, dx = \sqrt{1 + \frac{\log(A_n/\delta)}{A_n/\delta}} + \frac{1}{2} \epsilon^{\Gamma} \left( \frac{1}{2}, 1 + \log(A_n/\delta) \right)$$

$$\quad = \sqrt{1 + \frac{\log(A_n/\delta)}{A_n/\delta}} + \epsilon^{\Gamma} \frac{e \sqrt{\pi}}{2} \text{erfc} \left( \frac{\sqrt{1 + \log(A_n/\delta)}}{A_n/\delta} \right)$$

where $\text{erfc}$ is the complementary error function, $\text{erfc}(x) := 1 - \text{erf}(x) = 1 - \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} \, dt = \frac{2}{\sqrt{\pi}} \int_0^\infty e^{-t^2} \, dt \cdot \text{erf}(x) \leq e^{-x^2}$, we obtain the bound as displayed.
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(v) By (iii),
\[ \nu_n \log A_n = \log K + \log V(\mathcal{G}_n) + V(\mathcal{G}_n) \log(16e) = \mathcal{O}(V(\mathcal{G}_n)) \]
and moreover, \( \nu_n = 2(V(\mathcal{G}_n) - 1) = \mathcal{O}(V(\mathcal{G}_n)) \). And thus by (iv),
\[ J(\delta, \mathcal{G}_n) \leq \delta \left( \sqrt{\mathcal{O}(V(\mathcal{G}_n))} + \sqrt{\mathcal{O}(V(\mathcal{G}_n))} - \log \delta \right) = \delta \left( \sqrt{\mathcal{O}(V(\mathcal{G}_n))} + \mathcal{O}(\sqrt{V(\mathcal{G}_n)}) - \log \delta \right) \lesssim \delta \mathcal{O}(\sqrt{V(\mathcal{G}_n)}) \]
Apply (i) which implies \( V(\mathcal{G}_n) = \mathcal{O}(k_n^2) \) and we have the displayed result.

Next we state a slightly modified version of the key results of Chernozhukov et al. (2014) that’s applicable for our context.

**Theorem A.9** (Gaussian approximation to suprema of empirical processes index by VC type classes; Chernozhukov et al. (2014)). Fix \( n \geq 1 \). Let \( (\mathcal{G}_n, \| \cdot \|) \) be a subset of a normed separable space of real functions \( f : \mathcal{X} \to \mathbb{R} \) and is equipped with an envelope \( F_n \). Suppose:

(i) \( \mathcal{G}_n \) is pre-Gaussian. That is, there exists a tight Gaussian random variable \( G_P,n \) in \( \ell_\infty(\mathcal{G}_n) \) with mean zero and covariance function,
\[ E[G_P,n(f)G_P,n(g)] = P(fg) = E[f(Z_1)g(Z_1)], \quad \text{for all } f, g \in \mathcal{G}_n \]

(ii) The \( \epsilon \)-covering number of \( \mathcal{G}_n \) satisfies \( \sup Q N(\epsilon \| F_n \| \mathcal{G}_n, L_2(Q)) \leq (A_n \epsilon)^{\nu_n} \) for some \( \nu_n \geq 1 \) and \( A_n > 0 \), and where the supremum is taken over all discrete probability measures \( Q \) such that \( \| F_n \| \mathcal{G}_n, L_2(Q) > 0 \);

(iii) For some \( b_n \geq \sigma_n > 0 \) and \( q \in [4, \infty] \), we have \( \sup_{f \in \mathcal{G}_n} P|f|^k \leq \sigma_n^2 b_n^{k-2} \) for \( k = 2, 3 \) and \( \| F_n \| \mathcal{G}_n, L_p \leq b_n \).

Let \( Z_n := \mathcal{G}_n f \). Then for every \( \gamma \in (0,1) \), there exists a random variable \( \tilde{Z}_n := \sup_{f \in \mathcal{G}_n} G_{P,n} f \) such that
\[ \mathbb{P} \left( |Z_n - \tilde{Z}_n| > \frac{b_n K_n}{\gamma^{1/2} n^{1/2} - 1/q} + \frac{(b_n \sigma_n)^{1/2} K_n^{3/4}}{\gamma^{1/2} n^{1/4}} + \frac{(b_n \sigma_n^2 K_n^2)^{1/3}}{\gamma^{1/3} n^{1/6}} \right) \leq C \left( \gamma + \frac{\log n}{n} \right) \]
where \( K_n := c \nu_n \max \left\{ \log n, \left( 1 + \sqrt{1 + \log \frac{A_n b_n}{\sigma_n}} \right)^2 \right\} \) and \( c, C > 0 \) are constants that only depend on \( q \).
Remark A.3. This result is nothing more than Corollary 2.2 of Chernozhukov et al. (2014), which is based on their key result Theorem 2.1. We refer to their paper for the proof. But let’s remark on what small proof modifications we need to adapt their result to our Theorem A.9. The major difference between our stated result and their Corollary 2.2 is the condition on the constant $A$ in the covering number bound. Their Corollary 2.2 requires $A \geq e$ but we do not impose this requirement here. Indeed, from Lemma A.8(i), it is unnatural to require that $A_n \geq e$ for all $n$, especially since we only have an upper bound for $V(G_n)$ and not a lower bound. For their proofs, the authors only require the condition $A \geq e$ to arrive at the uniform entropy integral condition $J(\delta, F) \lesssim \delta \sqrt{\nu \log(A/\delta)}$. From Lemma A.8(iv), we have instead a slightly larger bound of $J(\delta, G_n) \leq \delta \sqrt{\nu n} (1 + \sqrt{1 + \log(A_n/\delta)})$. Consequently and by inspecting the proofs of their Corollary 2.2, it suffices to replace their definition of $K_n = c\nu (\log n \lor \log(A \sigma))$ with our slightly larger $K_n$, then the remainder of their proof goes through to our case.

This following result will conclude Step II.

Proposition A.10. Fix any $\gamma \in (0, 1)$ and assume $k_n/n \to 0$. Then there exists a mean zero Gaussian process $G_{P,n}$ in $\ell^\infty(J_n)$ with the displayed covariance function (17) such that the random variables $Z_n := \sup_{h \in J_n} \frac{\sqrt{\nu}}{\sigma_{\overline{R}_n}(h)} R_n(h)$ and $\tilde{Z}_n := \sup_{h \in J_n} G_{P,n} h$ have,

$$|Z_n - \tilde{Z}_n| \lesssim O_P \left( \frac{k_n^{13/2} (\log k_n)^{9/2} (\log n)}{\gamma^{1/2} n^{1/2}} + \frac{k_n^{15/4} (\log k_n)^{9/4} (\log n)^{3/4}}{\gamma^{1/2} n^{1/4}} + \frac{k_n^{17/6} (\log k_n)^{3/2} (\log n)^{2/3}}{\gamma^{1/3} n^{1/6}} \right)$$

Proof. We apply Theorem A.9 with the choice of $q = \infty$ and recall the notations from that theorem statement. Fix any $n \geq 1$ and any $g \in G_n$. Firstly the second moment is,

$$P|g|^2 = \frac{P|h^*|^2}{\sigma^2 (\sqrt{P|h^*|^2 + a_n})^2} \leq \frac{1}{\sigma^2}$$
For the third moment, 

\[ P |g|^3 = \frac{1}{(\sigma_\varepsilon \sqrt{P|h|^2} + a_n)^3} P|h^*|^3 \]

\[ \leq \frac{1}{(\sigma_\varepsilon \sqrt{P|h|^2} + a_n)^3} P|h^*|^3 \]

\[ \leq \frac{1}{\sigma_\varepsilon^3 \left( f_n(\lambda_1) \lambda_{k_n}^{1/2} ||h^*|| + a_n \right)^3} \sqrt{P|h^*|^6} \]

\[ \leq \frac{1}{\sigma_\varepsilon^3 \left( f_n(\lambda_1) \lambda_{k_n}^{1/2} ||h^*|| + a_n \right)^3} \sqrt{\sup_j E \left[ \xi_j^6 \right] \lambda_1^3 f_n(\lambda_{k_n})^6 ||h^*||^6} \]

\[ = C \frac{f_n(\lambda_{k_n})^3 ||h^*||^3}{\sigma_\varepsilon^3 \left( f_n(\lambda_1) \lambda_{k_n}^{1/2} + a_n \right)^3} \]

Thus it suffices to set,

\[ \sigma_n := \frac{1}{\sigma_\varepsilon}, \]

\[ b_n := \max \left\{ \frac{1}{\sigma_\varepsilon \left( f_n(\lambda_1) \lambda_{k_n}^{1/2} + a_n \right)}, C \frac{f_n(\lambda_{k_n})^3}{\sigma_\varepsilon^3 \left( f_n(\lambda_1) \lambda_{k_n}^{1/2} + a_n \right)^3} \right\} \]

\[ = \frac{1}{\sigma_\varepsilon \left( f_n(\lambda_1) \lambda_{k_n}^{1/2} + a_n \right)} \max \left\{ 1, C \frac{f_n(\lambda_{k_n})^3}{\sigma_\varepsilon^2 \left( f_n(\lambda_1) \lambda_{k_n}^{1/2} + a_n \right)^2} \right\} \]

\[ \lesssim (\sqrt{k_n \log k_n}) \max\{1, (k_n \log k_n)^4\} \]

\[ \lesssim k_n^{9/2} (\log k_n)^{9/2} \]

for which we obtain \( \sup_{g \in \mathcal{G}_n} P|g|^2 \leq \sigma_n^2 \) and \( \sup_{g \in \mathcal{G}_n} P|g|^3 \leq \sigma_n^2 b_n \) and \( F_n \leq b_n \). Note that \( \frac{b_n}{\sigma_n} \lesssim k_n^{9/2} (\log k_n)^{9/2} \).

Let’s now obtain a bound for \( K_n \). Observe that using Lemma A.8

\[ \nu_n \log \frac{A_n b_n}{\sigma_n} = \nu_n \log \frac{b_n}{\sigma_n} + \log K + \log V(\mathcal{G}_n) + V(\mathcal{G}_n) \log(16e) \]

\[ \lesssim \mathcal{O}(k_n^2) \mathcal{O}(\log k_n + \log \log k_n) + \mathcal{O}(1) + \mathcal{O}(\log k_n) + \mathcal{O}(k_n^2) \]

\[ = \mathcal{O}(k_n^2 \log k_n) \]
and so
\[
\nu_n \left( 1 + \sqrt{1 + \log \frac{A_n b_n}{\sigma_n}} \right)^2 = 2\nu_n + 2\sqrt{\nu_n} \sqrt{\nu_n + \nu_n \log \frac{A_n b_n}{\sigma_n}} + \nu_n \log \frac{A_n b_n}{\sigma_n}
\]
\[
= \mathcal{O}(k_n^2) + \sqrt{\mathcal{O}(k_n^2)} \sqrt{\mathcal{O}(k_n^2)} + \mathcal{O}(k_n^2 \log k_n) + \mathcal{O}(k_n^2 \log k_n)
\]
\[
= \mathcal{O}(k_n^2 \log k_n)
\]

This implies,
\[
K_n := c\nu_n \max \left\{ \log n, \left( 1 + \sqrt{1 + \log \frac{A_n b_n}{\sigma_n}} \right)^2 \right\}
\]
\[
\leq \max \{ \mathcal{O}(k_n)^2 \log n, \mathcal{O}(k_n^2 \log k_n) \}
\]
\[
= \mathcal{O}(k_n^2 \log k_n)
\]

where we used that \( k_n / n \to 0 \).

Thus by Theorem A.9, for the random variables \( Z_n \) there exists a random variable \( \tilde{W}_n \) with which we have a mean-zero Gaussian process \( \{ G_{P,n}(g) \}_{g \in \mathcal{G}_n} \) with covariance function
\[
\mathbb{E}[G_{P,n}(g_1)G_{P,n}(g_2)] = \frac{\langle \Gamma^{1/2} \Gamma^\dagger h_1, \Gamma^{1/2} \Gamma^\dagger h_2 \rangle}{\langle ||\Gamma^{1/2} \Gamma^\dagger h_1|| + a_n \rangle \langle ||\Gamma^{1/2} \Gamma^\dagger h_2|| + a_n \rangle}, \quad \text{for all } g_1, g_2 \in \mathcal{G}_n
\]
such that \( g_i = \frac{h_i}{\sqrt{P|h_i|^2}} \) with \( h_i^* \in \mathcal{J}_n^* \), \( i = 1, 2 \). Indeed, thanks to again to the Riesz representation theorem, we can identify this Gaussian process \( G_{P,n} \) indexed by \( \mathcal{G}_n \) with covariance function on the left hand side with a Gaussian process indexed by \( \mathcal{J}_n \) having the covariance function on the right hand side. So with some abuse of notations, we can write \( \tilde{Z}_n = \sup_{g \in \mathcal{G}_n} G_{P,n} g = \sup_{h \in \mathcal{J}_n} G_{P,n} h \). Moreover, \( \tilde{Z}_n \) and \( \tilde{Z}_n \) satisfy, for all \( \gamma \in (0, 1) \)
\[
|Z_n - \tilde{Z}_n|
\]
\[
= \mathcal{O}_\mathcal{P} \left( \frac{k_n^{13/2} (\log k_n)^{9/2} (\log n)^{3/4}}{\gamma^{1/2} n^{1/2}} + \frac{k_n^{15/4} (\log k_n)^{9/4} (\log n)^{3/4}}{\gamma^{1/2} n^{1/4}} + \frac{k_n^{17/6} (\log k_n)^{3/2} (\log n)^{2/3}}{\gamma^{1/3} n^{1/6}} \right)
\]

We can finally summarize everything and put Steps \([\text{II}]\) and \([\text{III}]\) together.

**Theorem A.11.** Define \( \tilde{Z}_n := \sup_{h \in \mathcal{J}_n} G_{P,n} h \) where \( \{ G_{P,n}(h) \}_{h \in \mathcal{J}_n} \) is a mean zero Gaussian process on \( \ell^\infty(\mathcal{J}_n) \) with covariance function \([17]\). Then for sufficiently large \( n \),
\[
\left| \sup_{h \in \mathcal{J}_n} \left\langle \sqrt{n} \sigma_{\ell_n}(h) (\hat{\rho} - \hat{\Pi}_n \rho), h \right\rangle - \tilde{Z}_n \right| \leq \mathcal{O}_\mathcal{P} \left( k_n^{11/2} (\log k_n)^{3/2} + \frac{k_n^{13/2} (\log k_n)^{9/2} (\log n)^{2/3}}{n^{1/6}} \right)
\]
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Proof. By ([19], Propositions [A.7] and [A.10] with an arbitrarily fixed \( \gamma \in (0, 1) \) and using the notations therein,

\[
\sup_{h \in J_n} \left\langle \frac{\sqrt{n}}{\sigma \tau_n(h)} (\hat{\rho} - \hat{\Pi}_n \rho), h \right\rangle - \tilde{Z}_n \leq \sup_{h \in J_n} \left| \frac{\sqrt{n}}{\sigma \tau_n(h)} (\mathcal{T}_n + S_n + Y_n, h) \right| + \sup_{h \in J_n} \frac{\sqrt{n}}{\sigma \tau_n(h)} (\mathcal{R}_n, x) - \tilde{Z}_n
\]

\[
\lesssim \sqrt{n} \mathcal{O}_n \left( \frac{k_n^{11/2}(\log k_n)^{3/2}}{n^{1/2}} \right) + \mathcal{O}_n \left( \frac{k_n^{13/2}(\log k_n)^{9/2}(\log n)}{\gamma^{1/2} n^{1/2}} + \frac{k_n^{15/4}(\log k_n)^{9/4}(\log n)^{3/4}}{\gamma^{1/2} n^{1/4}} + \frac{k_n^{17/6}(\log k_n)^{3/2}(\log n)^{2/3}}{\gamma^{1/3} n^{1/6}} \right)
\]

The result follows by taking the higher order terms. \( \square \)

The main result of Theorem 2.1 displayed in the main text is thus simply Theorem [A.11] normalized by the appropriate rate.
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