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Abstract—In this paper we introduce a realistic and challenging, multi-source and multi-room acoustic environment and an improved algorithm for the estimation of source-dominated microphone clusters in acoustic sensor networks. Our proposed clustering method is based on a single microphone per node and an unsupervised clustered federated learning which employs a light-weight autoencoder model. We present an improved clustering control strategy that takes into account the variability of the acoustic scene and allows the estimation of a dynamic range of clusters using reduced amounts of training data. The proposed approach is optimized using clustering-based measures and validated via a network-wide classification task.
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I. INTRODUCTION

Acoustic sensor networks (ASNs) are gaining increasing popularity thanks to their capacity to exploit information from various (wireless) and sometimes ad-hoc acoustic sensors. ASNs have become hosts to many applications [1], [2], e.g., source localization [3], event classification [4], speech enhancement [5], etc. These, in turn, can benefit from knowledge of source-dominated clusters formed by microphone-carrying nodes in the vicinity of distributed acoustic sources [6], [7].

To support these emerging applications we propose an improved solution for unsupervised clustering of ad-hoc sensor nodes based on clustered federated learning (CFL) [8] which is derived from federated learning (FL) [9]. The latter can be considered as privacy-preserving, decentralized collaborative machine learning [10]. In this approach, ASN nodes (clients) locally train a neural network (NN) model and solely share locally learned NN weight updates with a central node (server). In this way, it is ensured that audio data is confined to the node level. Moreover, these NN weight updates are aggregated by the server and the new master model is downloaded by the clients. Clusters are then formed on the basis of weight update similarities and the CFL cycle can be further repeated inside each cluster to yield sub-clusters.

In our approach, the (unsupervised) light-weight autoencoder at node level provides the flexibility to adapt online to varying and unseen acoustic conditions, room configurations, speakers, noise sources etc. Exploiting this advantage, we propose pre-training of the autoencoder before CFL, freezing all layers except the bottleneck layer, and only updating the latter during CFL. This allows a drastic reduction of the number of NN weight updates sent to and aggregated by the server, along with avoidance of overfitting issues that come along with small training sets.

For the evaluation of the proposed clustering method we introduce a complex acoustic environment, based on the apartment layout described in [11], with multiple rooms that have different reverberation conditions, open doors, furniture, and decorations along with multiple (≥ 2) sources of interest and without prior information about their number. In order to handle these challenging conditions, novel CFL control criteria are proposed that take into consideration the high acoustic variability of each cluster and allow the estimation of clusters using only 40 s of audio data. Moreover, the computation of cluster membership values is also updated in order to handle the variety of clusters generated. The evaluation methods consist of distance-based measures and an application in the form of a network-wide gender recognition task.

The remainder of this paper is structured as follows: we present the relation to both state-of-the-art and own prior work, after which we detail the proposed methods. This is followed by a description of the experimental results along with a discussion of results and conclusions.

II. RELATION TO PRIOR WORK

Microphone clustering in ASNs has been previously explored using e.g., coherence-based features [12], [13], eigenvectors [7], divergence of power spectral densities [14] or cepstral features [6], [15]. These clustering solutions and applications, although effective, do not explicitly incorporate privacy considerations and evaluations are confined to shoebox-type room scenarios.

CFL [16] has been mainly demonstrated in (semi-) supervised learning applications with (weak) classification labels and relatively large data sets [8], [17], [18]. Moreover, hard-clustering without the possibility of generating membership values has been used. We have recently addressed some of the aforementioned aspects and successfully explored the application of an unsupervised CFL clustering scheme in ASNs [19]. However, the latter work is also limited to a shoebox room with only two simultaneously active sources and, consequently, only two clusters. The number of sources was considered to be known and was used as a stopping
the amount of training data clients can train on, potentially leading to overfitting issues. For this reason, [19] proposes pre-training an autoencoder $h$ on more extensive data and then freezing all its layers except the bottleneck layer. The latter can be re-initialized with random values and further adapted with much smaller amounts of data by individual clients.

Table I summarizes the model, with the fifth layer being the bottleneck layer. To train the model, we use the mean squared error (MSE) loss between the input $Y$ and reconstructed $\hat{Y}$ log-mel band energy (LMBE) feature vectors.
B. Cluster membership values

As observed in fuzzy clustering approaches \cite{[15]}, determining cluster membership values (MVs) offers vital benefits to ASN-based applications. While standard CFL provides only hard clustering results, we have previously extended CFL to also compute MVs \cite{[19]}. We now refine this method in order to cope with more than two sources and two clusters.

For each cluster \(c \in C\), we first compute the mean intra- and inter-cluster similarities of each client \(i \in c\) using \(A_{c,i}\) and stack them in vectors \(q\) and \(r\), respectively, with

\[
q_i = \frac{1}{|C| - 1} \sum_{j \in \{1 \ldots |C|\} \setminus \{i\}} A_{c,j} \quad \text{and} \quad r_i = \frac{1}{M - |c|} \sum_{k \in C \setminus c} A_{c,k},
\]

where \(|\cdot|\) denotes the cardinality of a set, \(C\) is the total set of clusters, \(M\) is the total number of clients and \(C^* = \{1, \ldots, M\}\). Next, we apply min-max normalization to the intra- and inter-cluster similarities \(q\) and \(r\), and balance them in vector \(p\),

\[
p = \lambda q + (1 - \lambda) r,
\]

with elements \(p_i\). This is motivated by the observation that nodes closest to a source have not only a small inter-cluster similarity but also a small intra-cluster similarity. The node with the smallest \(p_i\) value is then selected as the cluster’s reference node, assuming this is the most representative node for the source. The min-max normalized cosine similarities between the latter and all other nodes form the cluster’s MVs vector \(\mu\). Thresholding with \(\mu_i = 0, \forall \mu_i \leq \tau\) is applied in order to disregard nodes with low MVs. The impact of \(\lambda\) and the MV thresholding are further studied in Section IV.

IV. EXPERIMENTAL SETUP AND RESULTS

A. Database and rooms

We employ a subset of the LibriSpeech corpus \cite{[20]}, namely train-clean-100, with 251 speakers (125 female, 126 male) extracted from 16 kHz audio recording files. Voice activity detection (VAD) is applied and the data is restructured into 25006 utterances of length 10 s each. The data is further split into Libri-server with 157 speakers (79 female, 78 male) for autoencoder and gender recognizer training, and Libri-clients (94 speakers) for clustering and speaker gender inference.

The apartment layout introduced in \cite{[11]} and schematically illustrated in Fig. 1 is transformed into a 3D model. Auralization using CATT-Acoustic with cone-tracing \cite{[21]} is then performed. Open doors, typical furniture, utensils, and decorations are included. The respective \(T_{60}\) reverberation times along with the rooms’ floor areas, number of randomly positioned nodes, and simultaneously active sources are presented in Table II. The random positioning of nodes is made under the constraint that for every source in the living room, a minimum of three nodes are within critical distance, thus having higher direct component energy than reverberation energy. The audio signal \(x_i(t)\) captured by each ASN node \(i\) is expressed as

\[
x_i(t) = \sum_{z=0}^{N_S} s_{z,i}(t) \ast g_{z,i}(t),
\]

where \(g_{z,i}\) is the room impulse response (RIR) from source \(s_z\) to node \(i\) and \(N_S\) is the scenario’s total number of sources.

In order to analyze the generalization of our proposed clustering method, we consider two types of ASN scenes. The first, 2SL, only involves the living room which contains two simultaneously active sources (male and female). The second, 4SA, involves the entire apartment and contains four simultaneously active sources (two male and two female). For each ASN scene, ten randomly positioned source-node constellations are created and for each constellation 20 gender-balanced speaker pairs are randomly selected from Libri-clients resulting in 200 simulation scenarios. We randomly select four utterances/speaker (10 s each) to perform CFL followed by gender recognition using the estimated clusters.

| Room         | Floor Area | \(T_{60}\) | \# Sources | \# Nodes |
|--------------|------------|------------|------------|----------|
| Living room  | 29.14 m²   | 0.37 s     | 2          | 24       |
| Bedroom      | 6.51 m²    | 0.27 s     | 1          | 5        |
| Toilet       | 1.22 m²    | 0.33 s     | 0          | 2        |
| Corridor     | 2.86 m²    | 0.42 s     | 0          | 5        |
| Bathroom     | 3.77 m²    | 0.53 s     | 1          | 5        |

Fig. 1. Floor plan of simulated SINS apartment with cluster estimations for a single scenario. Color intensity is proportional to cluster membership values and green circles indicate the aggregated critical distance.
TABLE III
Normalized cluster-to-source distance $d_{x}^{2}$ from cluster $c_{x}$ to source $x$, averaged over 200 simulation scenarios. Results include entire SINS apartment (4SA) and living room only (2SL).

| 4SA | $c_{1}$ | $c_{2}$ | $c_{3}$ | $c_{4}$ | $c_{5}$ | $c_{6}$ | $c_{7}$ | $c_{8}$ | $c_{9}$ | $c_{10}$ | $c_{11}$ |
|-----|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| $s_{1}$ | 0.20 | 0.84 | 0.81 | 0.97 | 0.44 | 0.71 | 0.77 | 0.72 | 0.72 | 0.53 | 0.69 |
| $s_{2}$ | 0.81 | 0.24 | 1.19 | 1.11 | 0.92 | 0.69 | 1.12 | 1.12 | 1.07 | 0.92 | 1.65 |
| $s_{3}$ | 0.81 | 1.04 | 0.11 | 1.01 | 0.68 | 0.75 | 0.46 | 0.46 | 0.77 | 0.82 | 0.79 |
| $s_{4}$ | 0.88 | 0.01 | 1.00 | 0.08 | 0.83 | 0.80 | 0.63 | 0.63 | 0.42 | 0.82 | 1.01 |

| 2SL | $c_{1}$ | $c_{2}$ | $c_{3}$ | $c_{4}$ | $c_{5}$ | $c_{6}$ | $c_{7}$ | $c_{8}$ | $c_{9}$ | $c_{10}$ | $c_{11}$ |
|-----|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| $s_{1}$ | 0.08 | 0.95 | 0.37 | 0.78 | 0.48 | 0.76 |
| $s_{2}$ | 0.94 | 0.09 | 0.68 | 0.28 | 0.67 | 0.30 |

**B. Autoencoder pre-training**

The autoencoder $h$ is pre-trained on the Libri-server set for 300 epochs using an SGD optimizer with a learning rate of $l_{r} = 0.1$. For each 10 s utterance, an LMBE feature vector $Y$ is extracted, as detailed in [22], using a short-time discrete Fourier transform (STFT) with window length $L_{1} = 0.064$ s and step size $R_{1} = 0.032$ s, along with $K = 128$ mel filters.

**C. Clustering**

The autoencoder $h$ described above is used for unsupervised CFL as indicated in Algorithm 1. All the $\Theta$ parameters, except for the subset $\theta$, that corresponds to the bottleneck layer, are frozen. The latter is randomly re-initialized before each clustering estimation which is now performed for four utterances (total of 40 s). This reduces the initial number of trainable parameters from $O_{1} = 5999$ to $O_{2} = 841$. The CFL control criteria are set to $\varepsilon_{2} = 0.84$ and $\varepsilon_{3} = 2$.

In order to evaluate clustering performance in relation to previous work [19] and state-of-the-art implementations [15], we extend the normalized cluster-to-source distance (CTS) $d_{x}^{2}$ of cluster $c_{x}$ to source $s_{x}$ [15] to multiple sources and clusters,

$$d_{x}^{2} = \frac{\|\rho_{s_{x}} - \bar{\rho}_{c_{x}}\|}{\bar{d}_{S}}, \quad \forall c_{x} \in C \text{ and } s_{x} \in S,$$

where $\rho_{s_{x}}$ is the position of source $s_{x}$. The centroid $\bar{\rho}_{c_{x}}$ represents the average of geometric positions of nodes $i$ assigned to cluster $c_{x}$ weighted by their respective MVs, $\bar{d}_{S}$ is the average of all unique source pair distances, $S$ is the set of all sources, and $C$ is the set of all estimated clusters.

Table III shows $d_{x}^{2}$ averaged over 200 simulation scenarios for each 4SA and 2SL scene respectively. A small value of $d_{x}^{2}$ for $x = z$ indicates that $\bar{\rho}_{c_{x}}$ is very close to $\rho_{s_{x}}$, with $d_{x}^{2} = 0$ denoting an exact superposition. This goes along with a high value of $d_{x}^{2}$ for the other sources where $d_{x}^{2} > 1$ indicates that the distance between a source and a cluster centroid is larger than the average distance of sources. For both 4SA and 2SL scenes, we can indeed observe the aforementioned effects for the first four and two columns, respectively. When compared to [15] and [19], which both use unfurnished shoebox rooms, it can be observed that the results generated by the improved version of unsupervised CFL proposed in this work show great potential, especially for the 2SL scene which clearly outperforms [19].

Moreover, given the distinct characteristics of each combination of speaker groups and ASN constellations, our approach generates a dynamic range of clusters. Since we do not limit the a priori number of clusters/sources and the acoustic environment is reverberant and diverse, CFL identifies clusters of similar weight update vectors not only in the vicinity of sources but also in areas where several sources mix, e.g., hallway ($c_{8}$) and toilette ($c_{7}$) clusters in Fig. 1. Thus the clustering results are able to reflect the scenario’s acoustic diversity which is a good basis for advanced ASN applications. The number of simulation scenarios $N_{c_{x}}$ where a cluster $c_{x}$ is estimated along with its average number of nodes $N_{clients,c_{x}}$ is presented in Table IV for both for 2SL and 4SA. This indicates good clustering reliability as at least $N_{S}$ but no more than $3 \times N_{S}$ clusters are frequently generated.

**TABLE IV**

| 4SA | $c_{1}$ | $c_{2}$ | $c_{3}$ | $c_{4}$ | $c_{5}$ | $c_{6}$ | $c_{7}$ | $c_{8}$ | $c_{9}$ | $c_{10}$ | $c_{11}$ |
|-----|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| $N_{c_{x}}$ | 200 | 200 | 192 | 188 | 182 | 163 | 125 | 89 | 52 | 10 | 1 |
| $N_{clients,c_{x}}$ | 10.4 | 5.1 | 5.2 | 5.1 | 5.2 | 5.7 | 4.8 | 4.6 | 4.1 | 3.1 | 5 |

| 2SL | $c_{1}$ | $c_{2}$ | $c_{3}$ | $c_{4}$ | $c_{5}$ | $c_{6}$ | $c_{7}$ | $c_{8}$ | $c_{9}$ | $c_{10}$ | $c_{11}$ |
|-----|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| $N_{c_{x}}$ | 200 | 200 | 79 | 32 | 8 | 4 |
| $N_{clients,c_{x}}$ | 13.8 | 6.9 | 6.2 | 3.6 | 6.5 | 2.5 |

**D. Gender recognition**

Gender recognition was proposed as an objective measure for evaluating clustering utility and, indirectly, its performance in both [15] and [19]. To allow a direct comparison, we employ the gender recognition model $e$ described in [19] which is trained on the Libri-server dataset along with RIR-based data augmentation for 13 epochs using a cross-entropy loss function and an SGD optimizer with $l_{r} = 0.01$. The input feature representation $Y$ is extracted for each 10 s utterance with $L_{1} = 0.064, R_{1} = 0.02$, and $K = 40$.

The evaluation metrics used are the Accuracy ($A_{cc}$) and F1-score ($F_{1}$) between the predicted and the ground truth gender labels of a cluster. These are averaged across all clusters in a scenario and averaged again over all 200 simulation scenarios. The predicted and ground truth gender labels of a cluster are given by the mode (majority decision) of the predicted and ground truth gender labels of its nodes. When using MVs, the predicted gender of a cluster is the MV-weighted average of its nodes. The ground truth gender of a node is given by the gender of the source with the shortest first peak delay of the RIR. The predicted gender of a node is the mode of the predicted gender across four utterances (40 s).

To gain a broader perspective on the capabilities and limitations of unsupervised CFL, we propose two meaningful prior-knowledge cases. In the first, we solely rely on the clustering results of the first $N_{S}$ clusters from Table III. While this...
TABLE V

GENDER RECOGNITION ACCURACY \( (A_c) \) AND \( F_1 \)-SCORE \( (F_1) \) OF ESTIMATED CLUSTERS, WITHOUT AND WITH MEMBERSHIP VALUE (MV) WEIGHTING USING THRESHOLD \( v \), AVERAGED OVER 200 SCENARIOS.

| CTS-based \( A_c \) (%) | Full apartment (4SA) | Living room (2SL) |
|------------------------|----------------------|-------------------|
| No MV                  | 82.4                 | 88.1              |
| \( v = 0 \)            | 82.4                 | 88.1              |
| \( v = 0.5 \)          | 91.5                 | 98.5              |
| \( v = 0.8 \)          | 93.4                 | 99.0              |
| \( v = 0.9 \)          | 93.7                 | 99.3              |
| \( v = 0.95 \)         | 93.2                 | 99.5              |

CLOSET-TO-SOURCE (CTS) CLUSTERS OR CLUSTERS WITH HIGHEST CONFIDENCE (CONFIDENCE-BASED) ARE SELECTED.

information is unlikely to be available in practice, it provides a good benchmark. In the second case, we select the \( N_S \) clusters with the highest gender classification NN output confidence. These might not necessarily be the closest to each source.

Results are presented in Table V for both 4SA and 2SL ASN scenes. As a general observation, it is clear that the proposed MV generation scheme has a great impact on improving the performance of cluster-level gender predictions. Moreover, an MV threshold of \( v = 0.8 \) appears to offer the best overall outcome as it discards some non-helpful nodes. Interestingly, much more aggressive thresholding does not offer better performance as too few nodes remain for gender decision aggregation, once more emphasizing the inherent benefits of clustering. Gender recognition achieves excellent performance for the 2SL ASN scene regardless of the prior knowledge type included. For the 4SA ASN scene, gender recognition is, unsurprisingly, more challenging, and using the \( N_S \) closest-to-each-source clusters does offer a small advantage. Nonetheless, it is interesting to see that even when including information from more reverberant clusters, the proposed clustering scheme offers significant advantages to the network-wide gender recognition task.

V. CONCLUSIONS

An improved version of unsupervised CFL was proposed in order to handle challenging acoustic environments with multiple simultaneously active sources and minimum training data requirements. The approach is robust and versatile, estimating not only the nearest source-dominated clusters but also those in the reverberant sound field. This, in turn, shows great potential for enhancing additional ASN-deployable tasks such as wake word detection or event classification in future works.
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