Modeling the marked spectrum of matter and biased tracers in real- and redshift-space
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Abstract. We present the one-loop perturbation theory for the power spectrum of the marked density field of matter and biased tracers in real- and redshift-space. The statistic has been shown to yield impressive constraints on cosmological parameters; to exploit this, we require an accurate and computationally inexpensive theoretical model. Comparison with \textit{N}-body simulations demonstrates that linear theory fails on all scales, but inclusion of one-loop Effective Field Theory terms gives a substantial improvement, with $\sim 5\%$ accuracy at $z = 1$. The expansion is less convergent in redshift-space (achieving $\sim 10\%$ accuracy), but there are significant improvements for biased tracers due to the freedom in the bias coefficients. The large-scale theory contains non-negligible contributions from all perturbative orders; we suggest a reorganization of the theory that contains all terms relevant on large-scales, discussing both its explicit form at one-loop and structure at infinite-loop. This motivates a low-$k$ correction term, leading to a model that is sub-percent accurate on large scales, albeit with the inclusion of two (three) free coefficients in real- (redshift-)space. We further consider the effects of massive neutrinos, showing that beyond-EdS corrections to the perturbative kernels are negligible in practice. It remains to see whether the purported gains in cosmological parameters remain valid for biased tracers and can be captured by the theoretical model.
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1 Introduction

The overdensity field, $\delta(x)$, is the fundamental building block of large-scale structure analyses. It is the source of many observables: galaxy densities, weak lensing, and cosmic shear, to name but a few. For galaxy surveys, the principal method of extracting information from $\delta$ is through the two-point correlator of the galaxy overdensity, $\xi_g(r) \equiv \langle \delta_g(x)\delta_g(x + r) \rangle$, or its Fourier space counterpart, $P_g(k)$. If the Universe may be considered Gaussian, such statistics encapsulate all the cosmological information, and, for the past decades, analyses have focused on measuring such quantities to high precision. In the present epoch, the assumption of Gaussianity is not valid however; structures form on a vast range of scales, and the two-point correlator is no longer all-encompassing. To proceed, there are two avenues: (1) analyze
statistics beyond the power spectrum, encompassing the non-Gaussian information; or (2) consider the two-point correlator of a different, transformed, density field.

For the first option, the lowest-order extension lies in the three-point correlator, or bispectrum, though there exists information beyond even this [1–3]. The bispectrum has been considered in a number of works [e.g., 4–8], though its use for cosmological parameter inference still presents considerable challenges, with particular difficulties arising from its estimation [9–13] and high-dimensionality [14]. It has thus been little adopted, though refs. [15–17] are notable recent exceptions. Statistics not based on \(n\)-point functions can also be used, including counts-in-cells [e.g., 18] and void-statistics [e.g., 19]. A different approach is to analyze the galaxy density field directly without use of summary statistics; whilst this field is still in its infancy it is nonetheless promising [20–23].

Regarding the second case, transformations of the density field have been shown to produce promising results by transforming higher-point information into the two-point correlators. Examples include Gaussianized fields [24–26], log-normal transformations [27, 28] and reconstructed density fields [29], with the latter having been used in many analyses [e.g., 30–32]. An example of significant recent interest is the marked density field, which, in its most basic form, is simply a weighted density field [33, 34], where the weights can represent galaxy properties [35–38] or be density-based [39, 40]. Assuming a local-overdensity weighting, it has been shown to produce strong constraints on cosmology, particularly the neutrino mass [41], and modified gravity models [40, 42–45], due to the ability to upweight low-density, unvirialized, regions and the transfer of higher-order moments into the two-point function [46].

Modeling such quantities is non-trivial. Most involve non-linear transformations of the density field (be it for matter or biased tracers), which must be expanded as a Taylor series to facilitate perturbative analyses. This poses difficulties since the density field is an inherently non-linear quantity, with series convergence only guaranteed if the field is sufficiently smoothed. The overdensity-weighted marked field satisfies this criterion however, since the weighting, and hence Taylor expansion, depends only on the smoothed density field whose variance is parametrically controlled. There exists extensive literature pertaining to modeling the unsmoothed density field, \(\delta\), most notably using the Effective Field Theory of Large Scale Structure (hereafter EFT) [47, 48], which has been applied to a variety of statistics both for matter and biased tracers, in real- and redshift-space [e.g., 49–51]. Here, we build upon the treatment of ref. [46], which derived the one-loop EFT of the marked density field, \(\delta_M\), for matter in real-space.

This primary goal of this work is to further develop the EFT of the marked power spectrum, \(M(k)\); in particular, to create a full description of the statistic valid to one-loop order in perturbations for general tracers in real- or redshift-space. Schematically, this is straightforward:

\[
M(k) \propto M_{11}(k) + M_{22}(k) + 2M_{13}(k) + M_{ct}(k) + M_{\text{shot}}(k),
\]

(1.1)

where the ‘11’ term is the linear contribution, ‘22’ and ‘13’ terms are from one-loop perturbation theory, ‘ct’ encodes the effects of small-scale physics on large scale modes, and the ‘shot’ piece encapsulates stochastic contributions. The theoretical model is not manifestly more complex when accounting for bias or redshift-space distortions (RSD); since \(\delta_M\) is a functional of the underlying density field, we need simply replace the perturbative kernels of matter arising in the above expression with those of biased tracers. Computation of these is non-trivial however, and thoroughly investigated in this work. Furthermore, we extend the statistic to include lowest-order treatment of neutrino effects following the work of ref. [52].
As noted in ref. [46], the marked power spectrum is difficult to model perturbatively, since even the contribution proportional to the linear power spectrum (which dominates on large scales), depends on all loop orders, including gravitational kernels usually found only in the low-$k$ limit of higher-point statistics. This arises since the marked field is not well modeled by the first terms in its linear density field expansion, even though the Taylor series are strictly convergent. This is particularly apparent for the mark functions found to be optimal for parameter estimation in ref. [41]. A significant section of this work is devoted to addressing this complication, and we introduce a reorganized linear theory, formally encompassing all contributions important on large scales, motivating its functional form at infinite-loop order;

\[
M(k)_{\text{large scale}} = \left[ (a_0 + a_1 W_R(k)) + (a_2 + a_3 W_R(k)) R^2 \right]^2 P_L(k) + [c_0 + c_1 W_R(k)]
\]  

(1.2)

where $a_i$ and $c_i$ are free coefficients (with $a_2 = a_3 = 0$ in real-space), $W_R$ a smoothing window and $P_L$ the linear power spectrum. Comparison of the theoretical models to $N$-body simulations demonstrates the validity of our theory, and such studies pave the way towards applications to data, which will allow one to reap the significant cosmological rewards available.

This work begins by outlining the one-loop model for the marked spectrum in section 2, before we discuss its low-$k$ limit and reorganized form in section 3. Comparison to $N$-body simulations, both for matter and biased tracers, is shown in section 4 before we summarize in section 5. Appendices A & B include supplementary material relating to sections 2 & 3, whilst appendices C & D discuss application to massive neutrino cosmologies and present the derivation of a useful integral relation.

2 Theory model for the marked spectrum

Below, we present a brief derivation of the theory model for the marked density field, first starting from its definition in section 2.1, before introducing the one-loop theory and tracer-specific behavior in sections 2.2 & 2.3. Much of these sections parallels that of ref. [46], though in greater generality.

2.1 The marked density field

We begin with the definition of the marked density field,

\[
\rho_M(x) = m(x) n_g(x) = m(x) \bar{n}_g [1 + \delta_g(x)],
\]

(2.1)

where $\bar{n}_g = \langle n_g(x) \rangle$ is the average density and $\delta_g(x)$ is the usual overdensity field. Though we denote the field by the subscript $g$, it is fully general and can apply to any quantity; biased tracers or matter, real- or redshift-space. As in refs. [40, 41, 45, 46], we define the mark, $m(x)$ via

\[
m(x) = \left( \frac{1 + \delta_s}{1 + \delta_s + \delta_{g,R}(x)} \right)^p,
\]

(2.2)

where $\delta_{g,R}$ is the overdensity field smoothed on scale $R$, and the exponent $p$, the offset $\delta_s$ and the smoothing $R$ are model hyperparameters. As for the unmarked field, it is simpler to consider the marked overdensity, given by

\[
\delta_M(x) = \frac{\rho_M(x) - \langle \rho_M \rangle}{\langle \rho_M \rangle} = \frac{1}{m} m(x) [1 + \delta_g(x)] - 1,
\]

(2.3)
where \( \bar{m} \) is the density-weighted mean mark, \( \langle n_g(x)m(x) \rangle / \bar{n}_g \), which can be measured from simulations or data.

For an analytic treatment, we proceed by expanding \( \delta_M(x) \) as a Taylor series in the non-linear fields \( \delta_g \) and \( \delta_{g,R} \), using the expansion

\[
m(x) = \sum_{n=0}^{\infty} (-1)^n \frac{p(p+1) \ldots (p+n-1)}{n!(1+\delta_s)^n} \delta^n_{g,R}(x) = \sum_{n=0}^{\infty} (-1)^n C_n \delta^n_{g,R}(x),
\]

where the coefficients \( C_n \equiv (p^{n+1} - p^{-n})/(1 + \delta_s)^n \) encode all dependence on the mark parameters \( p \) and \( \delta_s \). Note that this decomposition, and all succeeding formulae, can be applied to any mark depending only on \( \delta_{g,R} \) with suitably defined Taylor coefficients \( \{C_n\} \). In our example, the condition for a convergent Taylor expansion is given by

\[
\sigma_{g,RR}(z) < 1 + \delta_s,
\]

where \( \sigma_{g,RR} \) is the variance of \( \delta_{g,R} \). Convergence is thus guaranteed by sufficiently large \( R \) and \( \delta_s \).

For biased tracers in real-space, assuming \( R \) to be sufficiently large, we can assume \( \delta_{g,R}(z) \sim b_1(z)D(z) \) for linear bias \( b_1 \) and growth factor \( D(z) \), such that the condition becomes

\[
b_1(z)D(z)\sigma_{RR}(0) < 1 + \delta_s,
\]

where \( \sigma_{RR}(0) \) is the variance of the matter field on scale \( R \) at redshift zero. For most biased tracers, \( b_1(z) > 1 \), thus this is a stricter bound than for matter and, additionally, is not necessarily ameliorated by moving to higher redshift. Furthermore, for \( \langle \text{angle-averaged} \rangle \) biased tracers in redshift-space the condition becomes stricter still;

\[
\left( b_1^2(z) + \frac{2}{3} f(z) b_1(z) + \frac{1}{5} f_z^2(z) \right)^{1/2} D(z)\sigma_{RR}(0) < 1 + \delta_s,
\]

for growth rate \( f(z) \) (which is scale-independent for \( \Lambda \)CDM cosmologies without massive neutrinos).

### 2.2 Eulerian perturbation theory

To construct an Eulerian perturbation theory (EPT; also Standard PT) for the marked field, we proceed by expanding \( \delta_M \) in powers of the linear density field \( \delta^{(1)} \). As an intermediary step, we expand \( \delta_g \) and \( \delta_{g,R} \) perturbatively as

\[
\delta_g(x) = \sum_{n=0}^{\infty} \delta_g^{(n)}(x), \quad \delta_{g,R}(x) = \sum_{n=0}^{\infty} \delta_{g,R}^{(n)}(x),
\]

where the superscript \( (n) \) indicates that the field is \( n \)-th order in \( \delta^{(1)} \). The relation between smoothed and unsmoothed fields is simply given in Fourier space; \( \delta_{g,R}(k) = W_R(k)\delta_g(k) \) where \( W_R \) is some (isotropic) smoothing window, usually assumed to be Gaussian (but see ref. [46] for a discussion of this choice). This trivially extends to the perturbative solutions: \( \delta_{g,R}^{(n)}(k) = W_R(k)\delta_g^{(n)}(k) \). Inserting these into (2.3), coupled with the Taylor expansion

\footnote{Technically, we require \( R \) to be at least as large as the non-linear scale \( k_{NL}^{-1} \) if \( \delta_s = 0 \), with a weaker condition required by increasing \( \delta_s \).}
of (2.4), gives the following series
\[
\bar{m} [1 + \delta_M(x)] = \sum_{n=0}^{\infty} (-1)^n C_n \delta^{(n)}_{g,R}(x) [1 + \delta_g(x)] 
\]
(2.9)
\[
= \sum_{n=0}^{\infty} (-1)^n C_n \prod_{i=1}^{n} \left[ \sum_{m_i=0}^{\infty} \delta^{(m_i)}_{g,R}(x) \right] \times \left[ 1 + \sum_{j=1}^{\infty} \delta^{(j)}_g(x) \right] 
\]
\[
= \left[ 1 + \sum_{n=1}^{\infty} \delta^{(n)}_M(x) \right].
\]

In this work, we consider the one-loop theory of the two-point \(\delta_M\) correlator, thus will use only the first three terms, given by
\[
\delta^{(1)}_M(x) = \left[ C_0 \delta^{(1)}_g - C_1 \delta^{(1)}_{g,R} \right](x) 
\]
\[
\delta^{(2)}_M(x) = \left[ C_0 \delta^{(2)}_g - C_1 \delta^{(2)}_{g,R} - C_2 \delta^{(1)}_{g,R} \delta^{(1)}_g + C_2 \delta^{(2)}_{g,R} \right](x) 
\]
\[
\delta^{(3)}_M(x) = \left[ C_0 \delta^{(3)}_g - C_1 \delta^{(3)}_{g,R} - C_2 \delta^{(2)}_{g,R} \delta^{(1)}_g - C_3 \delta^{(2)}_{g,R} \delta^{(1)}_g + 2C_2 \delta^{(1)}_{g,R} \delta^{(2)}_{g,R} \right](x) + C_2 \delta^{(1)}_{g,R} \delta^{(1)}_g (x), 
\]
(2.10)

To proceed, we require expressions for \(\delta^{(n)}_g\) in terms of the linear spectrum \(\delta^{(1)}\). Assuming Einstein-de-Sitter (EdS) kernels and switching to Fourier space, these take the standard form
\[
\delta^{(n)}_g(k) \equiv \int_{k_1 \ldots k_n} Z_n(k_1, \ldots, k_n) \delta^{(1)}(k_1) \ldots \delta^{(1)}(k_n) \times (2\pi)^3 \delta_D(k_1 + \ldots + k_n - k), 
\]
(2.11)
where the \(Z_n\) kernels can be found in e.g., refs. [53, 54], and we adopt the shorthand \(\int k_1 \ldots k_n \equiv (2\pi)^{-3n} \int dk_1 \ldots dk_n\). Note that we have still assumed nothing about the form of the input field \(\delta_g\), thus the expressions in this section are relevant to any tracer with complexities such as redshift-space distortions (RSD) only appearing in the \(\{Z_n\}\) kernels.

---

\[\text{In this paper, we define the Fourier and inverse Fourier transforms as}
\]
\[X(k) = \int dx e^{-ik \cdot x} X(x), \quad X(x) = \int \frac{dk}{(2\pi)^3} e^{ik \cdot x} X(k)\]

leading to the definition of the Dirac function \(\delta_D\)
\[\int dx e^{i(k_1 - k_2) \cdot x} = (2\pi)^3 \delta_D(k_1 - k_2).\]

The correlation function and power spectrum of the density field are defined as
\[\xi(r) = \langle \delta(x) \delta(x + r) \rangle, \quad (2\pi)^3 \delta_D(k + k') P(k) = \langle \delta(k) \delta(k') \rangle\]

with the power spectrum as the Fourier transform of the correlation function.

\[\text{Note that we mark-transform the redshift-space field rather than applying RSD to the marked field. This is correct since the redshift-space field is the observable quantity.}\]
Inserting this definition into (2.10) gives analogous kernels, \( \{ H_n \} \), for the marked field, i.e.

\[
\delta^{(n)}_M(k) = \int_{k_1 \ldots k_n} H_n(k_1, \ldots, k_n) \delta^{(1)}(k_1) \ldots \delta^{(1)}(k_n) 
\times (2\pi)^3 \delta_D(k_1 + \ldots + k_n - k) \tag{2.12}
\]

\[
H_1(k) = C_{\delta_M}(k)Z_1(k)
\]

\[
H_2(k_1, k_2) = C_{\delta_M}(k)Z_2(k_1, k_2) + C_{\delta_M^2}(k_1, k_2)Z_1(k_1)Z_1(k_2)
\]

\[
H_3(k_1, k_2, k_3) = C_{\delta_M}(k)Z_3(k_1, k_2, k_3) + 2C_{\delta_M^2}(k_1, k_2, k_3)Z_1(k_1)Z_2(k_2, k_3)
\]

\[
+ C_{\delta_M^3}(k_1, k_2, k_3)Z_1(k_1)Z_1(k_2)Z_1(k_3),
\]

where \( k = \sum_i k_i, \ k_{ij} = k_i + k_j, \) and \( k = |k|, \) and the \( H_3 \) kernel should properly be symmetrized over its arguments. For convenience, we have introduced the following functions:

\[
C_{\delta_M}(k) = -C_1W_R(k) + C_0
\]

\[
C_{\delta_M^2}(k_1, k_2) = C_2W_R(k_1)W_R(k_2) - \frac{1}{2}C_1[W_R(k_1) + W_R(k_2)]
\]

\[
C_{\delta_M^3}(k_1, k_2, k_3) = -C_3W_R(k_1)W_R(k_2)W_R(k_3)
\]

\[
\frac{1}{2}C_2[W_R(k_2)W_R(k_3) + W_R(k_3)W_R(k_1) + W_R(k_1)W_R(k_2)],
\]

which are simply the coefficients of an expansion of \( \delta_M(k) \) in powers of the full \( \delta_g(k) \) field, i.e.: 

\[
\bar{m} \delta_M(k) = \sum_{n=1}^{\infty} \int_{k_1 \ldots k_n} C_{\delta_M^n}(k_1, \ldots, k_n) \delta_g(k_1) \ldots \delta_g(k_n) \times (2\pi)^3 \delta_D(k_1 + \ldots + k_n - k). \tag{2.14}
\]

From these expansions, we can easily compute summary statistics, such as the marked power spectrum, by using Wick’s theorem to evaluate products of \( \delta^{(1)} \) fields. Just as for the unmarked case, we obtain

\[
\bar{m}^2 M(k) = \bar{m}^2 |\delta_M(k)|^2 \equiv M_{11}(k) + 2M_{13}(k) + M_{22}(k) \tag{2.15}
\]

\[
M_{11}(k) = H_1^2(k)P_L(k)
\]

\[
M_{13}(k) = 3H_1(k)P_L(k) \int_p H_3(p, -p, k)P_L(p)
\]

\[
M_{22}(k) = 2 \int_p |H_2(p, k - p)|^2 P_L(p)P_L(k - p),
\]

where \( P_L(k) \) is the linear power spectrum, i.e. \( \langle \delta^{(1)}(k)\delta^{(1)}(-k) \rangle \). The linear spectrum \( M_{11} \) is simply equal to that of the unmarked field, \( P_{11} = Z_1^2(k)P_L(k) \) damped by the function \( C_{\delta_M}(k) \). Notably, this damping prefactor appears in any \( H_n \) term proportional to \( Z_n \), and sources a marked spectrum contribution proportional to \( C_{\delta_M}(k)P(k) \) for non-linear power spectrum \( P(k) \). This has important consequences for evaluation of the theory: third order contributions to \( \delta_g \) appear only in the term proportional to \( P(k) \), thus for the remaining terms we can work to second order in \( \delta_g \), i.e. consider only \( Z_1 \) and \( Z_2 \). Throughout this work, we will compute terms proportional to \( P(k) \) using the FFTLog algorithm [55], via
the publicly available CLASS-PT package [56], including the inbuilt infra-red resummation procedure [57].

In appendix A, we consider simplifications of the above expressions, given also the considerations in the following subsections. This allows the theoretical model to be straightforwardly computed, involving at most two-dimensional numerical integrals. Considering redshift-space, our expressions are somewhat more involved than those in ref. [46], however, the one-loop terms can all be written as even polynomials in $\mu$ (the angle cosine between $k$ and the line-of-sight (LoS) vector $\hat{n}$). For comparison to data, it is usually more convenient to express the function as a set of Legendre multipoles, $M_\ell(k)$, i.e.,

$$M(k, \mu) \equiv \sum_n \tilde{M}_n(k) \mu^{2n} \equiv \sum_\ell \tilde{M}_\ell(k) L_\ell(\mu),$$  

and the even Legendre moments $M_\ell$ are given in terms of $\tilde{M}_n$ by

$$M_\ell(k) = \sum_n \tilde{M}_n(k) \frac{2\ell + 1}{2} \int_{-1}^1 L_\ell(\mu) \mu^{2n} d\mu$$  

$$= \begin{cases} 
\sum_{n=\ell/2}^{\infty} \tilde{M}_n(k) \frac{(2\ell+1)!}{2^{2\ell+1} \Gamma(1+2n) \Gamma(1+n-\ell/2) \Gamma(n+\ell/2+3/2)} & \text{even } \ell \\
0 & \text{else}
\end{cases}$$ [58, Eq. 7.126],

where $\{L_\ell(\mu)\}$ are the Legendre polynomials and $\Gamma$ is the Gamma function. To compute $M_\ell(k)$, we thus only need expressions for $M(k)$ as an expansion in powers of $\mu^2$.

### 2.3 Biases, counterterms and shot-noise

To evaluate (2.15), we require the $Z_n$ kernels, and thus, for biased tracers, a bias expansion. Here we follow ref. [54] and utilize the third-order expansion

$$\delta_g(x) = b_1 \delta(x) + \frac{b_2}{2} \left[ \delta^2 \right](x) + b_{G_2} \left[ G_2 \right](x) + b_{\Gamma_3} \left[ \Gamma_3 \right](x),$$  

which contains all terms relevant to the one-loop power spectrum, with $G_2$ being the Galileon tidal operator. In the following, we set $b_{\Gamma_3}$ to zero, since it was found to be highly degenerate with $b_{G_2}$ in the BOSS analysis of ref. [54], which considered similar volumes to the simulations used in this work. This is strictly an expansion in terms of renormalized operators [59, 60], which, at second order, are related to the usual fields via

$$\left[ \delta^2 \right](x) = \delta^2(x) - \sigma^2, \quad \left[ G_2 \right](x) = G_2(x).$$  

$\sigma^2$ is the variance of the unsmoothed field $\delta(x)$, i.e.,

$$\sigma^2 = \int_p P_L(p),$$  

which strictly depends on the ultraviolet (UV) momentum cut-off of the theory. When considering only the unmarked power spectrum, the $\sigma^2$ term in $\left[ \delta^2 \right]$ can be neglected, since

---

4 https://github.com/michalychforever/CLASS-PT.

5 At one-loop order, additional terms such as $\delta^3$ and $G_2$ contain no new shapes ($k$-dependencies) and can thus be absorbed into the bias parameters of lower-order contributions.

6 We may safely ignore the third order contributions to these expressions since they renormalize only the (well-known) $P(k)$ terms and are thus already included in the standard power spectrum models.
it gives only a zero-lag contribution; here, greater caution is needed since the marked theory contains products of operators evaluated at the same location. In Fourier space, its inclusion leads to the redefinition

$$\delta_g(k) \to \delta_g(k) - \frac{b_2}{2} \sigma^2 (2\pi)^3 \delta_D(k),$$  \hspace{1cm} (2.21)

or, for the marked field

$$\delta_M^{(2)}(k) \to \delta_M^{(2)}(k) - \frac{b_2}{2} \sigma^2 C_{\delta_M}(k)(2\pi)^3 \delta_D(k)$$

$$\delta_M^{(3)}(k) \to \delta_M^{(3)}(k) - b_2 \sigma^2 C_{\delta_M^2}(k,0) \delta^{(1)}(k).$$  \hspace{1cm} (2.22)

As discussed below, properly including the $\delta_M^{(3)}(k)$ contribution is crucial for the UV-safety of the one-loop $M(k)$ theory.

Further discussion is needed regarding the effects of small-scale physics on the $M(k)$ model. As shown originally in refs. [47, 48], standard perturbative treatments are incomplete since they (a) are not manifestly UV-convergent, (b) ignore terms arising from imperfections in the cosmological fluid, and (c) rely on an ill-posed expansion of the unsmoothed density field. The Effective Field Theory of Large Scale Structure (EFT) ameliorates these concerns, by deriving the theory from the smoothed imperfect fluid equations. For unmarked matter at one-loop order, this gives only a single change to the perturbative expansion of $\delta(k)$: the introduction of a third-order counterterm $\delta^{(ct)}(k) = -c^2 s k^2 \delta^{(1)}(k)$, which both captures the UV-dependence of $P_{\ell 3}(k)$, and accounts for the backreaction of short-scale physics on long-wavelength modes. Here, the amplitude $c^2$ (known as the effective speed-of-sound) is a free parameter that should be predicted from observations, real or simulated.

Ref. [46] showed that this $c^2$ counterterm was the only one needed to capture the UV divergences of the one-loop $M(k)$ theory in real-space; equivalently, all other terms are manifestly convergent for hard loop momenta $p \gg k$ due to the presence of smoothing windows that depend on the physical scale $R$ used in the definition of the mark. Since the expansion of $\delta_M(k)$ contains at maximum one unsmoothed $\delta(k)$ field, this is a general result, true at arbitrary loop order; all possible UV divergences must arise from terms in $P(k)$, thus the marked theory requires no additional counterterms relative to the unmarked theory.\footnote{This implicitly assumes that $R^{-1}$ is small compared to the cut-off scale $\Lambda$ of the EFT.}

Note that we assume $R$ Furthermore, since the $P(k)$ terms always enter in the combination $m^2 M(k) \supset C_{\delta_M^2}(k) P(k)$, the relevant counterterm in $M(k)$ is

$$M_{\ell 3,\ell}^{\text{real}}(k) = -2c^2 s k^2 C_{\delta_M^2}(k) P_L(k)$$  \hspace{1cm} (2.23)

in real-space, where $c^2$ strictly depends on redshift.

For biased tracers in redshift-space the counterterm structure of $P(k) \equiv P(k,\mu)$ is somewhat more complex. Here, we follow refs. [49, 50, 54], and use

$$M_{\ell \ell}(k) = -2c^2 s k^2 C_{\delta_M^2}(k) P_L(k),$$  \hspace{1cm} (2.24)

for the multipole counterterms. Note that we use free coefficients for each $\ell$ to encapsulate additional effects including higher-derivative bias (affecting $\ell = 0$) and fingers-of-God (FoG), both of which inherit the $k^2$ scaling at leading order. A full treatment of the UV behavior of
the unbiased real-space loop integrals was performed in ref. [46]; for the more general case, it suffices to say that the only additional divergences are of the form:

\[ M_{13}(k) \supset 2C_{\delta M}(k)C_{\delta M}(k,0)Z_1^2(k)P_L(k) \int_0^{b_2} \frac{b_2}{2} P_L(p) \]

\[ M_{22}(k) \supset \frac{b_2^2}{2} C_{\delta M}(k) \int_0^{b_2} P_L(p)[P_L(|k-p|) - P_L^2(p)] \]

\[ + \frac{b_2^2}{2} C_{\delta M}(k) \int_0^{b_2} P_L^2(p). \]

The first of these vanishes when including the properly renormalized bias operators (2.22), and the second contains a divergent part (explicitly given in the final line) also present in \( P(k) \). Assuming the following form for the stochastic part of the power spectrum (i.e. that uncorrelated with the matter field \( \delta \)),

\[ M_{\text{stoch},f}(k) = C_{\delta M}^2(k)\delta^K_{00} \times P_{\text{shot}}, \]

for constant \( P_{\text{shot}} \) and Kronecker delta \( \delta^K \), the UV sensitive part of \( M_{22}(k) \) is fully absorbed. In practice, we find that a \( k \)-independent stochastic contribution of the form \( M_{\text{stoch},f}(k) = \delta^K_{00} P_{\text{shot}} \) (as suggested by Poisson statistics) gives a better fit to the data and can absorb the major part of the above divergence. This will be assumed henceforth. Finally, following ref. [54], we include an additional higher-order counterterm

\[ M_{ct,NLO}(k) = \bar{c}(kf\mu)^4 \times C_{\delta M}^2(k)Z_1^2(k)P_L(k), \]

where \( f \) is the growth rate; this accounts for the next order contribution of FoG.\(^8\)

One final issue of note concerns \textit{infra-red resummation}. Any Eulerian PT necessarily incurs an error by perturbatively expanding long-wavelength (IR) displacements that are not guaranteed to be small. This is contrary to the approach of Lagrangian PT and leads to insufficiently damped oscillations in the power spectrum, or, in configuration-space, an erroneous enhancement of the BAO peak [57]. For the power spectrum of matter at leading and next-to-leading order, this can be accounted for by performing the following resummation:

\[ P_{\text{IR}-\text{res}}^{\text{LO}}(k) = P_L^{\text{IR}}(k) + e^{-k^2\Sigma^2(\mu)}P_L^{\text{IR}}(k) \]

\[ P_{\text{IR}-\text{res}}^{\text{NLO}}(k) = P_L^{\text{IR}}(k) + P_{1-\text{loop}}^{\text{IR}}(k) + e^{-k^2\Sigma^2(\mu)} \left[ (1 + k^2\Sigma^2(\mu)) P_L^{\text{IR}}(k) + P_{1-\text{loop}}^{\text{IR}}(k) \right] \]

[61], where ‘w’ and ‘nw’ refer to the oscillatory and broadband parts of the power spectrum, and the velocity dispersion \( \Sigma^2(\mu) \) depends weakly on cosmology. An analogous procedure is possible for the power spectrum of biased tracers. Whilst a full treatment of IR resummation for \( M(k) \) is beyond the scope of this work, for the purpose of comparing theory to data it is useful to include the effect in an approximate manner. Our approximation is in two parts:

- firstly, for the term involving \( C_{\delta M}^2(k)P_{NL}(k) \) (see appendix A), we replace \( P_{NL} \) with its IR-resummed form \( P_{\text{IR}-\text{res}}^{\text{NL}}(k) \), and
- secondly, we replace any additional linear power spectra \( P_{L}(k) \) with \( P_{\text{LO}}^{\text{IR}-\text{res}}(k) \). Whilst this is not a full treatment, we expect the majority of the

\(^8\)Recall that any FoG kernel is a function of \( (k\mu\sigma_v)^2 \) for some velocity dispersion \( \sigma_v^2 \); our approach is to take the terms in its Taylor expansion allowing the coefficients to be free; this is more general than assuming some functional form.
oscillatory behavior to be sourced by terms directly proportional to $P_{NL}(\mathbf{k})$ and $P_L(\mathbf{k})$ which our procedure correctly treats, thus the scheme is expected to be adequate.\footnote{Empirically, this is demonstrated in section 4, as we do not notice clear residual wiggles between data and theory, though these are apparent if IR resummation is not included.}

In summary, the one-loop EFT model for the marked spectrum of biased tracers in redshift-space has the following form, expressed in multipoles,

$$\ddot{m}^2 M_\ell(k) = M_{11,\ell}(k) + 2M_{13,\ell}(k) + M_{22,\ell}(k) + M_{\text{ct}}(k) + M_{\text{stoch,}\ell}(k),$$

which, assuming $\ell_{\text{max}} = 2$, carries the following seven nuisance parameters;

$$\{b_1, b_2, b_{G_2}, c_0, c_2, P_{\text{shot}}, \ddot{c}\}.$$  \hspace{1cm} (2.30)

These should parallel those in $P_{\ell}(k)$ (indeed only $b_1, b_2, b_{G_2}$ enter into the $M(\mathbf{k})$ terms which are not proportional to $P(\mathbf{k})$ at one-loop order) though may be renormalized by higher-order contributions (as discussed below). In real-space, we do not require $c_2^2$ or $\ddot{c}$ (and can set $\mu = f = 0$), whilst for unbiased tracers, we can set $b_1 = 1$, $b_2 = b_{G_2} = P_{\text{shot}} = 0$. The one-loop components for matter in real- and redshift-space are plotted in figure 1.

3 Reorganizing the marked spectrum

The one-loop theory for $M(\mathbf{k})$ exhibits a curious property; many of the second- and third-order terms in $\delta_M(\mathbf{x})$ are not parametrically smaller than those in $\delta_M^{(1)}$ at low-$k$. More precisely, the low-$k$ limit of $M^{1-\text{loop}}(\mathbf{k})$ contains terms proportional to $P_L(\mathbf{k})$, as in the ‘13’-type contributions in figure 1. This is in contrast to $P^{1-\text{loop}}(\mathbf{k})$, where such terms are proportional to $(k/k_{NL})^2 P_L(\mathbf{k})$. Further, there exist (UV-convergent) loop terms which tend to a constant at low-$k$ in $M^{1-\text{loop}}(\mathbf{k})$, as in the ‘22’ part of figure 1. The reason for this
is straightforward; the marked density field cannot be well approximated by its first-order Taylor expansion even at large scales. This complicates the theory, since there is no longer a well-defined radius of convergence: all loops contribute non-trivially to low-\(k\) (though their amplitudes are diminishing, assuming that the convergence condition \((2.5)\) is met). In this section, we discuss this subtlety, and show how the theory can, at least formally, be reorganized into a form in which loop contributions are manifestly small on large scales.

### 3.1 Loop renormalization

The additional complexity of the marked power spectrum can be related to the existence of contact terms in the theory; products of operators evaluated at the same physical location, e.g., \(\delta_g(\mathbf{x})\delta_{g,R}(\mathbf{x})\). A similar effect is present in the usual EFT bias expansions \((2.18)\); for instance, the tracer overdensity \(\delta_g(\mathbf{x})\) contains a second-order term proportional to \(\delta^2(\mathbf{x})\). In this case, the contact terms are not UV-safe and must be corrected via some renormalization scheme \([60, 62]\), which effectively leads to rescaling of the bias operators and stochastic terms, as discussed in section 2.3. As an example, the cubic bias \(\delta^3\) term requires renormalization, via \(\delta^3 \rightarrow \delta^3 - 3\sigma^2\delta\) to avoid spurious (UV-unsafe) \(\sigma^2\) factors appearing in the density correlators. This renormalization can be realized simply through a rescaling \(b_1 \rightarrow b_1^{R} \equiv b_1 + \frac{1}{2} b_0 \sigma^2\), and thenceforth ignored \([59]\). For marked statistics, the situation is somewhat different. As previously noted, none of the new contact terms encounter UV divergences, since all are of the form \(\delta_g(\mathbf{x})\delta^n_{g,R}(\mathbf{x})\) or \(\delta^n_{g,R}(\mathbf{x})\) for integer \(n\), thus, due to the presence of smoothing windows, none strictly require renormalization, making the assumption that \(R > k_{NL}^{-1}\) for non-linear scale \(k_{NL}\).\(^{10}\) However, these UV (or equivalently low-\(k\)) limits give significant contributions to the one-loop power spectrum, and this is present at all loop order. As an example, consider the term \(\delta^3_{g,R}(\mathbf{x})\) with each density field evaluated according to linear theory. The term is of one-loop order (since it involves three linear density fields), yet in correlators we will find contributions of the form \(\langle \delta_{g,R}^{(1)}(\mathbf{x})\delta_{g,R}^{(1)}(\mathbf{x})\rangle \delta_{g,R}^{(1)}(\mathbf{x}) \equiv \sigma_{g,RR}^2 \delta_{g,R}^{(1)}(\mathbf{x})\), which is just the linear term suppressed by the variance of the biased smoothed field, \(\sigma_{g,RR}^2\). For the Taylor expansion to be valid, this is necessarily smaller than unity, yet it contributes on all scales; unlike familiar one-loop terms, it remains important down to \(k = 0\).

The above behavior is not limited to one-loop order, nor to the linear pieces of \(\delta_{g,R}\) and \(\delta_g\); all \(\delta_M^{(n)}(\mathbf{x})\) pieces with odd \(n\) contribute terms linearly proportional to \(\delta^{(1)}(\mathbf{x})\).\(^{11}\) Figure 2a gives a diagrammatic representation of the contributions to \(\delta_M(k)\) which lead to \(M(k)\) terms with low-\(k\) limits proportional to \(P_L(k)\) at zero- and one-loop order. In general, these are sourced by any diagrams with a single external \(\delta^{(1)}\) leg (visualized here by a black circle), with all other internal density fields contracted. Note that we ignore the \(\delta^{(3)}\) correlator proportional to \(\int_p Z_3(k, \mathbf{p} - \mathbf{p}) P_L(p)\); due to the low-\(k\) scalings of the kernel, this scales as \((k/k_{NL})^3 P_L(k)\) (with an additional UV-unsafe part for biased tracers being partially absorbed by \(P_{\text{shot}}\), as described above). This highlights another important property; the terms important at low-\(k\) necessarily involve zero-lag correlators between \(\delta_g\) and/or \(\delta_{g,R}\) fields. Dealing with such terms is non-trivial. One approach would be to replace the Taylor series with an expansion in terms of renormalized operators, e.g.,

\[
\tilde{m} \delta_M(\mathbf{x}) = \tilde{C}_0^M + \tilde{C}_1^M \delta_g(\mathbf{x}) + \tilde{C}_1^M \delta_{g,R}(\mathbf{x}) + \tilde{C}_2^M \delta_{g,R}(\mathbf{x}) + \tilde{C}_3^M \delta_{g,R}(\mathbf{x}) + \ldots, \tag{3.1}
\]

\(^{10}\) The presence of this window makes the UV limits more complex, and dependent on the form of \(W_R(k)\); this is elaborated upon in refs. \([45, 46]\) and becomes crucial in configuration space.

\(^{11}\) This is trivially true via Wick’s theorem: \(\delta^{(n)}_M\) contains \(n\) copies of \(\delta^{(1)}\), thus contracting \(n-1\) internal fields gives a term proportional to \(\delta^{(1)}\), provided \(n-1\) is even.
Figure 2. Diagrammatic representation of the various terms contributing to the low-k limit of the marked power spectrum and their corresponding loop integrals. In particular, we list all terms up to one-loop order in \( \delta_M(k) \) that give contributions to \( M(k) \) which, in the low-k limit, are proportional to \( P_L(k) \) (top panel) or a constant (bottom panel). As shown in the leftmost diagram, these all have (a) one external \( \delta^{(1)} \) leg (black filled circle), or (b) two external legs and some intermediary contractions, depending on the loop order. Here, red squares with \( n \) legs represent \( Z_n \), blue triangles with \( n \) legs represent \( C_{\delta^2 n} \), and dotted lines represent the linear power spectrum \( P_L(k) \). The full low-k theory for \( M(k) \) is obtained by contracting two such sets of diagrams.

where the square brackets indicate some renormalization scheme akin to that of ref. [60], i.e. \( [\delta^X] \) is equal to \( \delta^X \) but with all internal correlators up to a given order subtracted off. In principle, this means the theory can be evaluated simply by evaluating non-one particle irreducible (non-1PI) diagrams, since all 1PI diagrams (such as those of figure 2) have been removed by construction. The difficulty with this approach lies in the effective coefficients \( \bar{C}_j \). Unlike for the bias expansion, the unrenormalized coefficients \( C_n \) are fixed by the mark parameters, thus we cannot simply absorb constant pieces into them via redefinitions. Furthermore, due to the \( W_R \) smoothing window, the renormalized coefficients will inherit non-trivial \( k \) dependence. To properly evaluate such a theory, one would need to compute all possible 1PI diagrams, then compute their low-k limit, vanquishing the gains from renormalization.

An alternative scheme would be to consider some kind of propagator formalism, explicitly expanding \( \delta_M(x) \) as a series in the number of \textit{external} legs \( \delta^{(1)} \), i.e.

\[
\tilde{m} \delta_M(k) = \sum_{n=0}^{\infty} \delta_M^{[n]}(k),
\]

(3.2)

where \( \delta_M^{[n]} \) contains all diagrams with \( n \) external legs and any number of internal contractions. This is the premise of \textit{renormalized} perturbation theory [63–65], used for the evaluation of the
log-normal density field in ref. [28]. Here, $\delta_M^{[n]}$ is given as an integral over $n$ linear density fields:

$$\delta_M^{[n]}(k) = \frac{\bar{m}}{n!} \int_{k_1 \ldots k_n} \left\langle \frac{\partial^n \delta_M(k)}{\partial \delta^{(1)}(k_1) \ldots \partial \delta^{(1)}(k_n)} \right\rangle \delta^{(1)}(k_1) \ldots \delta^{(1)}(k_n)$$

$$= \int_{k_1 \ldots k_n} \Gamma^{[n]}(k_1, \ldots, k_n) (2\pi)^3 \delta_D(k_1 + \ldots + k_n - k) \delta^{(1)}(k_1) \ldots \delta^{(1)}(k_n),$$

defining the $(n+1)$-point propagator $\Gamma^{[n]}$, which can be related to the original $\delta_M$ expansion (2.12) using Wick's theorem:

$$(2\pi)^3 \delta_D(k_1 + \ldots + k_n - k) \Gamma^{[n]}(k_1, \ldots, k_n) \equiv \frac{1}{n!} \sum_{m=0}^{\infty} \frac{(-1)^{n+m+1}}{2} \left( \frac{m}{n} \right) (m-n-1)!! \int_{k_1 \ldots k_n} \left( \frac{\partial^n \delta^{(m)}_M(k)}{\partial \delta^{(1)}(k_1) \ldots \partial \delta^{(1)}(k_n)} \right)$$

$$\times \int_{p_1 \ldots p_{qmn}} H_m(k_1, \ldots, k_n, p_1, -p_1, \ldots, p_{qnm}, -p_{qnm}) P_L(p_1) \ldots P_L(p_{qnm}),$$

where $q_{nm} = (m-n)/2$, $H_n$ are the marked kernels defined in (2.12) and we have dropped zero-lag terms. In this formalism, the $M(k)$ spectrum is given by

$$\bar{m}^2 M(k) = \sum_{n=1}^{\infty} M_{[nn]}(k) = \sum_{n=1}^{\infty} n! \int_{k_1 \ldots k_n} |\Gamma^{[n]}(k_1, \ldots, k_n)|^2 P_L(k_1) \ldots P_L(k_n),$$

which is simply a reorganization of the Eulerian PT result. The principal benefit of this is the separation of terms proportional to $P_L(k)$; by construction, these appear only in $M_{[11]}$, with amplitudes given by

$$\frac{M_{[11]}(k)}{P_L(k)} = |\Gamma^{[1]}(k)|^2.$$ 

Calculation of the low-$k$ $P_L(k)$ dependence thus reduces to computing the low-$k$ limit of $\Gamma^{[1]}$. The pudding is not yet proved however, since $\Gamma^{[n]}$ technically contains terms of all loop orders; computation of this at one-loop order and its infinite-order form will be discussed in sections 3.2.1 & 3.2.2 respectively. A word of caution is needed when interpreting the above result, since the EFT counterterms have been ignored in the above definitions of $\Gamma^{[n]}$. Strictly speaking, they should be included in the definitions of the $H_n$ kernels, order-by-order, though, at one-loop, this can be ignored, since the relevant counterterms are suppressed by $(k/k_{NL})^2$.\(^\dagger\)

Whilst $M_{[11]}$ encapsulates all terms scaling as $P_L(k)$ at low-$k$, it is not the full $k \to 0$ limit; additional contributions occur which tend to a constant on the largest scales. These appear from all $M_{[nn]}$ terms with $n > 1$, for example:

$$\lim_{k \to 0} M_{[22]}(k) = \int_p \lim_{k \to 0} \left| \Gamma^{[2]}(p, k-p) \right|^2 P_L^2(p)$$

$$\lim_{k \to 0} M_{[33]}(k) = \int_{p, q} \lim_{k \to 0} \left| \Gamma^{[3]}(p, q, k-p-q) \right|^2 P_L(p) P_L(q) P_L(|p+q|),$$

\(^\dagger\)Note that $\Gamma^{[1]}$ contains also terms suppressed by powers of $(k/k_{NL})^2$, e.g., those from $M_{13}(k)$.

\(^\ddagger\)This does not hold at all loops: as an example, consider the 2-loop contribution involving $Z_1(k)Z_1(p)Z_3(q, -q, -p)$. The $q$ integral is not UV-safe (since smoothing windows only occur for $W_R(p)$ and $W_R(k)$) and thus the counterterm is needed, even though the low-$k$ limit is not parametrically suppressed.
both of which are $k$-independent at $k = 0$ though inherit $k$ dependence with characteristic scale $k \sim 1/R$ from the window functions in $C_{22}'$. For unmarked matter all diagrams vanish (as e.g., $F_2(p, -p) = G_2(p, -p) = 0$), though they are non-zero for unmarked biased tracers, (e.g. with $Z_2(p, -p) = b_2/2$), yet degenerate with the shot-noise. For marked statistics, they are in general non-zero, and cannot be exactly captured by the shot-noise (if present), since the exact low-$k$ dependence is non-trivial.

3.2 Reorganized linear theory

Consideration of these low-$k$ limits motivates an alternative expansion, hereby dubbed the reorganized theory, whereupon we collect together all terms of the same order in $(k/k_{\text{NL}})^2$;

$$m^2 M^\text{reorg}(k) = M^{r,0}(k) + M^{r,1}(k) + \ldots,$$

where $M^{r,n}$ scales as $(k/k_{\text{NL}})^{2n} P_L(k)$ in the low-$k$ limit, and $M^{r,0}$ additionally includes the term tending towards a constant as $k \to 0$. Practically, this work considers only one-loop theory explicitly, which contributes to both $M^{r,0}$ and $M^{r,1}$. In this context,

$$M^{r,0}(k)\bigg|_{1\text{-loop}} = M_{11}(k) + \left(M^{r,0}_{22}(k) + 2M^{r,0}_{13}(k)\right) + M_{\text{stoch}}(k)$$

$$M^{r,1}(k)\bigg|_{1\text{-loop}} = M^{r,1}_{22}(k) + 2M^{r,1}_{13}(k) + M_{\text{ct}}(k),$$

in terms of the EFT contributions discussed in section 2 (assuming that the stochasticity power spectrum contains only the lowest order term in an expansion in powers of $(k/k_{\text{NL}})^2$). This uses the definitions

$$M^{r,0}_{13}(k) = H_1(k) P_L(k) \lim_{k \to 0} \left[ \frac{M_{13}(k)}{H_1(k) P_L(k)} \right]$$

$$M^{r,0}_{22}(k) = \lim_{k \to 0} M_{22}(k),$$

with $M^{r,1}_{ab}(k) = M_{ab}(k) - M^{r,0}_{ab}(k)$ at one-loop order, noting that $M_{13}(k)$ ($M_{22}(k)$) contributes only to the $P_L(k)$-like (constant) low-$k$ limit. The explicit form of $M^{r,0}(k)$ will be discussed in the following subsection.

Of course, this expansion is just a reorganization of known terms with no change to the underlying theory. Its benefit however is that is allows for a well-defined ‘linear’ theory, $M^{r,0}(k)$, with higher order terms being parametrically suppressed by powers of $(k/k_{\text{NL}})^2$. Any exact calculation is limited to finite order in loops however, thus this decomposition is strictly only formal; i.e. $M^{r,0}$ calculated from one-loop EFT does not contain $P_L(k)$ contributions from higher loops. Further, the number of contributing diagrams grows quickly with loop order, with eight non-trivial $P_L(k)$-like diagrams at two-loop, all of which contain six-dimensional integrals (and up to fourth-order bias parameters). In practice however, section 4 shows the reorganized linear term at one-loop order to provide a far better match to simulations than linear theory, with the corrections from the full one-loop EFT only becoming important at higher $k$.

3.2.1 One-loop order

We now demonstrate the character of the low-$k$ limit of $M(k)$ for the one-loop theory of biased tracers in redshift-space, and thus the one-loop contributions to the reorganized linear theory, $M^{r,0}(k)$. Viz. the above discussion, two types of terms are required: (a) those
proportional to \( P_L(k) \), and (b) those that tend to a constant as \( k \to 0 \). The derivation of both parts are sketched in appendix B; in combination, we obtain the low-\( k \) limit, and hence reorganized linear theory:

\[
M^{r,0}(k)_{1}\text{-loop} = \lim_{k \to 0} M[11](k) + \lim_{k \to 0} M[22](k) + M_{\text{stoch}}(k)
\]

\[
= C_{\delta L}^2(k)(b_1 + f\mu^2)^2 P_L(k)
+ 2C_{\delta M}^2(k)(b_1 + f\mu^2)^2 P_L(k) \left( b_1^0 + \frac{2}{3} b_1 f + \frac{1}{5} f^2 \right)
\times \left[ (C_2 - 3C_3 W_R(k))^2 + 2C_2 W_R(k) \right]
+ 2C_{\delta M}^2(k)(b_1 + f\mu^2) P_L(k) \left[ A_0(k) + A_2(k)\mu^2 \right]
+ B(k) + M_{\text{stoch}}(k),
\]

where terms in the third through fifth lines give the loop corrections to the \( M_{11} \) piece, and the final line encodes the stochastic part of the spectrum and the constant terms in the \( k \to 0 \) limit. Setting \( f = \mu = 0 \) straightforwardly gives the real-space counterpart to this.\(^{14}\) The functions \( A_n(k) \) and \( B(k) \) depend on the second-order biases and have weak \( k \) dependence through \( W_R(k) \); these are given in \((B.6)\) & \((B.10)\) in appendix B. Furthermore, this uses the variance definitions

\[
\sigma_R^2 = \int_p W_R(p) P_L(p), \quad \sigma_{R R}^2 = \int_p W_R^2(p) P_L(p).
\]

For the redshift-space case, the above expression may be similarly written in terms of multipoles; in that case, we note that only \( \ell = 0, 2, 4 \) are non-zero and the low-\( k \) constant piece contributes only to the monopole. Importantly, the reorganized linear theory at one-loop order depends only on the free parameters \( \{b_1, b_2, b_3, P_{\text{shot}}\} \); if third order biases were present, they would not enter since this contribution is suppressed in the low-\( k \) limit, as for the free counterterms. We plot the components of the reorganized theory of matter in real- and redshift-space in figure 3 (which is simply a reshuffling of the terms present in figure 1). As expected, the lowest-order piece contains \textit{all} terms relevant on the largest scales, with the correction term, \( M^{r,1} \), being parametrically suppressed.

\[\text{3.2.2 Infinite-loop order}\]

Whilst the above subsection provides a useful separation of the one-loop theory into terms important at low-\( k \) and those parametrically suppressed, to obtain the full expression for the reorganized linear piece it is necessary to work to infinite-loop order, to capture all terms important on large scales. Though the contributions necessarily decay with the number of loops (since an \( \ell \)-loop diagram contains \( \ell - 1 \) powers of \( b_1^0 \sigma_{R R}^2 \), which is below unity if the Taylor expansion (2.5) is convergent), this convergence is quite slow, especially for the mark parameter regimes (low \( R \) and \( \delta_s \) ) found favorable for cosmological parameter estimation in ref. [41]. Further, the expansion is slower to converge if \( \delta_g \) is non-linear [46]. For studies

\[\text{\(^{14}\)For unmarked statistics, we can simply set } \mu = 0 \text{ to recover the real-space prediction. Here, we must additionally set } f = 0 \text{ since the angular parts are mixed up by the mark function, i.e. } \mu = 0 \text{ terms in } M(k) \text{ are not solely sourced by } \mu = 0 \text{ terms in } P(k). \text{ This occurs because the mark transformation is applied after redshift-space distortions; for a simple example consider the terms involving } (\delta_R(x)\delta_R(x)). \text{ These are integrated over angle, and thus contain } f \text{ factors but no explicit } \mu. \text{ Setting } f = 0 \text{ removes the anisotropy of the underlying unmarked field, giving the correct result.}\]
Figure 3. Components of the marked power spectrum of matter at one-loop order, following the reorganization scheme of section 3. This is analogous to figure 1 but regroups the terms such that the lowest-order (reorganized linear, $M^{r,0}$) term contains all pieces relevant in the $k \to 0$ limit and the first correction ($M^{r,1}$) is suppressed by a factor of $(k/k_{NL})^2$ on large scales, allowing for a (formally) well-defined theory. Note that the counterterm piece must be multiplied by a free parameter fitted to simulations or data.

$M^{r,0}(k) = 0$ $M^{r,2}(k) = 2$

Figure 4. Diagrammatic form of terms entering the reorganized linear theory ($M^{r,0}(k)$) for the marked power spectrum $M(k)$ at infinite order in loops. On the left side, we show the terms proportional to $P_L(k)$ (from the two-point propagator) and a constant (from all higher point propagators), whilst the right side displays the general form of contributions to the two-point propagator $\Gamma^{[1]}$, noting that the piece of $M^{r,0}(k)$ proportional to $P_L(k)$ is just $|\Gamma^{[1]}(k)|^2 P_L(k)$. As in figure 2, grey rectangles connected to $n$ black circles represent the $(n+1)$-point propagator, i.e. the sum of all diagrams with $n$ external legs. In general, $\Gamma^{[1]}$ is composed of any diagrams with a single $\delta^{(1)}$ vertex and a complete set of contractions between the other (even) number of fields, as indicated by the dashed lines. Note that this also contains terms suppressed by powers of $(k/k_{NL})^2$, which may be dropped in the low-$k$ limit.

using marked statistics to constrain modified gravity models, alternative parameters have been used [40, 45], which are more suited for the one-loop reorganization proposed above. Further, whilst it may be useful to evaluate the low-$k$ theory to a higher loop order than the other contributions, this becomes intractable beyond a few-loop calculation (and, for biased tracers, useless, due to the large number of bias coefficients). It is thus useful to understand the contributions to $M^{r,0}$ from an arbitrary loop theory, such that we can arrive at an ansatz for the functional form of the reorganized linear piece at infinite order.

As discussed above, the low-$k$ limit is the sum of two contributions:

$$M^{r,0}(k) = \lim_{k \to 0} M_{[11]}(k) + \lim_{k \to 0} \sum_{n>1} M_{[nn]}(k),$$

(3.13)
where the first term includes diagrams with one contraction between the two $\delta_M$ fields (which are proportional to $P_L(k)$) and the second those with any higher number of external contractions (giving a low-$k$ constant). These are illustrated schematically in the leftmost panel of figure 4, with the grey boxes indicating that the diagrams can contain any number of internal contractions, providing they have the required number of external $\delta^{(1)}$ legs. The right panel of the figure shows the form of the $\delta_M$ diagrams that contribute to the $P_L(k)$-like limit of $M^{(0)}$. As shown, there can be an arbitrary number of $\delta_g$ fields (red and pink squares), each of which can contain an arbitrary number of density fields (filled black and gray circles), but all bar one must be connected in some fashion. There are some limitations on these diagrams however: there can be no self-connections on the external density field (i.e. two black circles $(\delta)$ contracted from the same red square $(\delta_g)$), else the contribution is suppressed in the low-$k$ limit or removed by bias renormalization. Furthermore, a diagram containing self-connections on any galaxy density field is not UV-safe and will be affected by counterterm contributions.

We now consider the contribution of a general diagram to the large-scale limit of $M_{[11]}$ by first discussing the form of the $\Gamma^{[1]}$ propagator $\Gamma^{(3.4)}$, recalling that $M_{[11]}(k) = |\Gamma^{[1]}(k)|^2 P_L(k)$. From figure 4, we see that $k$-dependence occurs only in two places: (1) the coupling $C_{g_M}^\mu$ (blue triangle) has one argument involving $k$ (from the condition that all paths out of the coupling must sum to $k$), and (2) the $Z_m$ kernel on the output leg (dark red square) contains a single $k$ argument. Schematically, the dependence of the two-point propagator is thus

$$\lim_{k \to 0} \Gamma^{[1]}(k)_{\infty-loop} = \sum_{\text{diagrams}} \int \cdots C_{g_M}^\mu (\cdots, |k - \cdots|) Z_m(k; \cdots), \quad (3.14)$$

where ellipses indicate contributions that are $k$-independent on large scales. Since the absolute orientation of $k$ arises only in a single argument of $Z_m$, we expect the $\mu$-dependence to arise only as a first-order polynomial in $\mu^2$, just as in the one-loop case. In terms of $k$ dependence, we consider only terms in $Z_m$ which are $k$-independent in the large-scale limit; contributions arise however from window functions in the $C_{g_M}^\mu$ coupling.\textsuperscript{15} Since only one $\delta_g$ leg depends on $k$, we have at most one $W_R(k)$ function in $\Gamma^{[1]}(k)$.

The above discussion motivates the following ansatz for the two-point propagator:

$$\lim_{k \to 0} \Gamma^{[1]}(k)_{\infty-loop} = (a_0 + a_1 W_R(k)) + (a_2 + a_3 W_R(k)) \mu^2, \quad (3.15)$$

which has the correct functional form and is consistent with the structure of the one-loop result $\Gamma^{(3.11)}$. In real-space, we may simply set $a_2 = a_3 = 0$. The $M_{[11]}$ result follows trivially:

$$\lim_{k \to 0} M_{[11]}(k)_{\infty-loop} = \left[(a_0 + a_1 W_R(k)) + (a_2 + a_3 W_R(k)) \mu^2\right]^2 P_L(k), \quad (3.16)$$

noting that no additional $\mu^4$ components are needed due to symmetry. In general, the coefficients $\{a_i\}$ depend on all higher loops and nuisance parameters and are not known; however, they may be treated as free nuisance parameters. For biased tracers, this form contains fewer parameters than an explicit evaluation of the low-$k$ limit, since there is not a proliferation of bias parameters (though these have important roles at larger $k$).

\textsuperscript{15}Whilst $W_R(k) \to 1$ as $k \to 0$, taking this limit is dangerous for finite $k$, since $W_R(k)$ has characteristic scale $\sim 1/R$, which can be far less than the non-linear scale $k_{NL}$, which parametrizes when higher order terms in the reorganized expansion become important.
We further require an ansatz for the higher-point propagators. Motivated by the one-loop result, we expect these to have the functional form

$$\lim_{k \to 0} M_{[nn]}(k) \big|_{\infty-\text{loop}} = [c_0 + c_1 W_R(k)]^2$$

(3.17)

for \(n > 1\). As above, the \(W_R\) dependence appears through the \(C_{N(n)}\) functions in \(\delta_M\), with at most one contribution per field. As for the one-loop case, we do not expect this to have \(\mu\) dependence.

In summary, we make the following prediction for the reorganized marked spectrum at infinite loop:

$$M^{r,0}_{\text{infinite loop}}(k) = \left\{ (a_0 + a_1 W_R(k)) + (a_2 + a_3 W_R(k)) \mu^2 \right\}^2 P_L(k)$$

(3.18)

$$+ [c_0 + c_1 W_R(k)]^2,$$

depending on six free parameters (or four in real-space), one of which is partially degenerate with the shot-noise, \(P_{\text{shot}}\), if present.\(^{16}\) Whilst this is a fairly significant number of free parameters, it is important to note that we expect it to fully encapsulate the theory until corrections of order \((k/k_{\text{NL}})^2 P_L(k)\) become important. Additionally, this number can likely be significantly reduced in practice; an approximate form which we expect to capture most of the smoothing function dependence is given by

$$M^{r,0}_{\text{infinite loop}}(k) \approx [C_0 - C_1 W_R(k)]^2 \left\{ (\tilde{a}_0 + \tilde{a}_1 \mu^2) P_L(k) + \tilde{c}_0 \right\}.$$  

(3.19)

Furthermore, the \(\mu^2\) coefficients are unnecessary if only real-space or the redshift-space monopole is used. In this approximation, we have just three additional parameters; two for the monopole (or real-space) and one for the quadrupole, or, to good approximation, only one per multipole if the shot-noise is already free.

4 Comparison to data

4.1 Quijote simulations

To test the model for \(M(k)\) developed above, we compute the statistic on density fields from the Quijote suite [66], a collection of over 40,000 \(N\)-body simulations spanning a wide variety of cosmologies. In this work, we use 50 ‘fiducial’ simulations with cosmology \{\(\Omega_m = 0.3175, \Omega_b = 0.049, h = 0.6711, n_s = 0.9624, \sigma_8 = 0.834, M_{\nu} = 0\) eV, \(w = -1\)\} at redshift \(z = 1\) (matching the peak sensitivity of upcoming spectroscopic surveys), each of which contains \(512^3\) particles, followed from second-order Lagrangian perturbation theory (2LPT) initial conditions at \(z = 127\). To test the impact of massive neutrino approximations, we also make use of the ‘\(M_{\nu+}\)’ simulations, featuring three degenerate neutrinos with \(\sum m_\nu = 0.1\) eV, initialized using first-order Zel’dovich displacements. Analysis using the massive neutrino simulations is shown in appendix C. For each simulation snapshot, particles are optionally displaced along the \(z\)-axis by their peculiar velocities, and real- and redshift-space marked spectrum computed as in ref. [41]. We perform an analogous procedure for the biased tracer

\(^{16}\)Note that we do not simply absorb the leading order \(k^2\) correction of \(W_R(k)\) into the \(c_s^2\) counterterm; this would lead to the counterterm-like contributions being important at very low \(k\), due to the assumption that \(R^{-1} \ll k_{\text{NL}}, \Lambda\) for EFT smoothing scale \(\Lambda\).
spectra, but using instead the density field of halos identified by the friends-of-friends algorithm \[\text{e.g. 67}\] with linking length \(b = 0.2\), and at least 20 dark matter particles.\(^{17}\) We consider two sets of mark parameters; a default set of \(\{p = 1, \delta_s = 0.25, R = 15h^{-1}\text{Mpc}\}\) matching ref. \[46\], and an alternative set \(\{p = 4, \delta_s = 10, R = 15h^{-1}\text{Mpc}\}\), shown to have utility in measuring modified gravity parameters in ref. \[45\] (and similar to those of ref. \[40\]). In all cases we will compare the theory model to the mean of 50 simulations, and fit parameters using a Gaussian \(M(k)\) likelihood, by simply performing a numerical \(\chi^2\)-minimization. For the covariance matrix, we adopt a diagonal approximation measured from those same simulations, motivated by ref. \[41\], which showed this to be an excellent approximation for the marked power spectrum of matter in real-space. Furthermore, since our interest here is only in finding a best-fit theory model, rather than performing parameter inference via MCMC, the exact choice of covariance is not of great importance.

4.2 Matter spectra

We begin by presenting results for the marked power spectrum of matter in real- and redshift-space, using the one-loop EFT model defined in section 2. This is shown in figure 5 for the fiducial mark parameters. Three models are compared: linear theory (including only terms up to \(O(P_L)\)), one-loop EFT (up to \(O(P_L^2)\)), and the ‘reorganized’ linear theory of section 3.2.1, i.e. linear theory but incorporating the low-\(k\) corrections of the one-loop terms. Only the full EFT model carries free parameters (in this example, just a counterterm scaling as \(k^2P_L\) per multipole), which is set by likelihood minimization, with a fitting range of \(k \in [0, 0.2]h\text{Mpc}^{-1}\). From (2.5) & (2.7) we require \((1 + \delta_s)^{-1}\sigma_{RR}(z) < 1\) and \(\left(1 + \frac{2}{3}f(z) + \frac{1}{3}f^2(z)\right)^{1/2}(1 + \delta_s)^{-1}\sigma_{RR}(z) < 1\) for convergent Taylor series in real- and redshift-space; these evaluate to 0.13 and 0.17 respectively.

Considering first the real-space case (which matches ref. \[46\]), we see that linear theory provides a poor model for \(M(k)\) on all scales, with a \(\sim 10\%\) error extending down to low-\(k\). Whilst this is significantly different from the results familiar for the unmarked power spectrum, it is justified by the discussion of section 3, i.e. that there are non-negligible terms that contribute at low-\(k\) from higher loop orders. Indeed, the reorganized linear theory (incorporating the one-loop low-\(k\) corrections) is seen to produce a much improved fit to the data on large scales, though underestimates the simulation data at the few percent level on the largest scales. The one-loop result performs better still at mildly non-linear scales (and equal to the reorganized curve at low-\(k\) by construction), since it also accounts for non-linearities in the matter density field and the backreaction of small-scale physics onto the large-scale modes.

A similar narrative is observed in redshift-space; linear theory strongly overpredicts \(M(k)\), whilst the one-loop results are closer to the simulated data, though still an underestimate. The reorganized model is also a good approximation to the one-loop result (and significantly simpler to compute since it does not require evaluation of convolution integrals), with deviations becoming important at \(k \approx 0.08h\text{Mpc}^{-1}\). That the theory model performs worse in redshift-space is well-understood; the Taylor expansion is more slowly convergent due to the greater (angle-averaged) density field, thus the neglected higher-loop contributions are more important in the low-\(k\) limit. Furthermore, the matter quadrupole is notoriously difficult to fit in redshift-space, due to significant FoG suppression at relatively large scales that cannot be well modeled by a simple damping function \[68\]. We thus conclude that although

\(^{17}\)The below analysis was also performed on a sample restricting to halos with \(M > 3.1 \times 10^{13}h^{-1}\text{M}_\odot\), finding analogous results, but with increased shot-noise.
Figure 5. Comparison of the theory models for the marked power spectrum for matter, \( M_{mm}(k) \), with data from \( N \)-body simulations. This uses the mark parameters \( \{ p = 1, \delta_s = 0.25, R = 15 h^{-1} \text{Mpc} \} \) in the fiducial \texttt{Quijote} cosmology at \( z = 1 \) (without massive neutrinos). For the theory models, we plot linear theory (dotted red, simply the \( M_{11} \) term of section 2), the reorganized linear term of section 3.2.1 (dashed green) and the full one-loop EFT (full blue), with the free EFT counterterms fitted using data up to \( k_{\text{max}} = 0.2 h \text{Mpc}^{-1} \), indicated by the vertical dashed line. We show results in real- and redshift-space, using the first two Legendre multipoles in the latter case. The bottom panels show the residual of observations from theory (defined as \( (M_{\text{obs}} - M_{\text{theory}})/M_{\text{theory}} \)), with the grey shaded band indicating 5% deviations. In all cases, error bars are obtained from the mean of 50 simulations, and free parameters are fitted using \( \chi^2 \)-minimization, assuming a diagonal covariance.

Figure 6. As figure 5 but for the parameter set \( \{ p = 4, \delta_s = 10, R = 15 h^{-1} \text{Mpc} \} \), relevant to modified gravity studies. The one-loop fit is significantly better than for the default parameter set, as expected from the improved convergence of the underlying Taylor expansion.

the one-loop theory is a significant improvement over linear theory, it still struggles to provide a good match to the data in redshift-space. This can be ameliorated by using a broader smoothing scale \( R \) though this is likely to reduce the information content of \( M(k) \) [41].
Results obtained using the second set of marked parameters are shown in figure 6. In this case the magnitude of the Taylor series expansion parameter is significantly smaller: 0.014 (0.019) in real- (redshift-) space, thus we expect better convergence. Indeed, this is observed: whilst linear theory still provides a \( \sim 10\% \) inaccurate model for \( M(k) \), in real-space, the one-loop corrections give a model with \( \sim 1\% \) accuracy up to \( k \approx 0.1 h \text{ Mpc}^{-1} \) (for the reorganized linear theory) or close to \( k \approx 0.5 h \text{ Mpc}^{-1} \) (for the full one-loop theory).

In redshift-space, the one-loop and reorganized fits are accurate at the \( \sim 5\% \) level (due to the greater magnitude of beyond-linear terms), which is again a significant improvement to the results for the fiducial parameters. From the convergence condition one might naïvely expect the low-\( k \) modeling of the redshift-space multipoles to perform better; in reality, this is more complex, since the low-\( k \) contributions arise not only from higher order terms in the mark expansion (e.g., higher powers of \( \delta_R \)), but the non-linear contributions to the density field itself. As shown in ref. [46], these (involving higher-order gravitational kernels \( Z_n \)) have non-trivial impact on the low-\( k \) limit.

Given the above results, it is evident that our modelling can be improved by greater understanding of the low-\( k \) limits of the theory. As discussed in section 3.2.2, the low-\( k \) limit has a well-defined form, which may be used as an ansatz for the full reorganized theory. Here, we consider the model of (3.19), which gives a contribution proportional to \([C_0 - C_1 W_R(k)]^2 P_0(k)\) for each multipole, and an additional term scaling as \([C_0 - C_1 W_R(k)]^2\) for the monopole (or real-space spectrum), with two (three) free parameters in real-space (redshift-space monopole and quadrupole). To ensure that we still capture all effects present in our theory model at a given order we simply add this correction term onto the usual model rather than substituting for the reorganized linear piece, i.e. for the EFT model \( M_{\text{EFT}}(k) \) (equal to \( M^{r,0}(k)|_{1-\text{loop}} + M^{r,1}(k)|_{1-\text{loop}} \), we use

\[
M(k)|_{\text{low-}\ k+\text{EFT}} = M^{r,0}(k)|_{\infty-\text{loop}} + M_{\text{EFT}}(k). \tag{4.1}
\]

In this case, the parameters of the infinite-loop \( M^{r,0} \) piece correspond to the difference between the true theory and our explicitly calculated \( n \)-loop model. This preserves the non-trivial \( k \)-dependencies in the low-\( k \) limit of \( M_{\text{EFT}}(k) \). A similar model is possible for the combination of the low-\( k \) effects with linear theory.

The results are shown in figure 7 for the default mark parameter set, comparing results from linear theory and one-loop EFT, both supplemented with the above large-scale correction term. We fit the two (three) real-space (redshift-space) free low-\( k \) parameters via \( \chi^2 \)-minimization up to \( k_{\text{max}} = 0.1 h \text{ Mpc}^{-1} \) (linear theory) or \( 0.2 h \text{ Mpc}^{-1} \) (one-loop EFT). In all cases, we observe excellent agreement between the model and theory on large-scales, justifying our infinite-loop prediction and providing a flexible approach by which to fit the data. This is strongly dependent on the assumed \( k \)-dependence of the reorganized linear term however (i.e. \( M^{r,0} \propto [C_0 - C_1 W_R(k)]^2 \)); ignoring this and including only the \( k = 0 \) result significantly degrades the fit. We further note that the constant term \( \tilde{c}_0 \) in (3.19) is insignificant in the real-space case. In the mildly non-linear regime, we find good agreement up to \( k = 0.2 h \text{ Mpc}^{-1} \), particularly in real-space, with the inclusion of one-loop reorganized terms being vital for the quadrupole term.

Finally, we test whether this approach allows for accurate models which can fit the power spectrum and marked spectrum simultaneously; an important check for overfitting. For this, we consider the one-loop EFT model as in (4.1), but fit the counterterm parameters, \( \{\tilde{c}_0^2, \tilde{c}_2^2\} \) to the unmarked power spectrum (up to \( k_{\text{max}} = 0.2 h \text{ Mpc}^{-1} \), then the extra low-\( k \)
Figure 7. As figure 5, but adding the low-k correction term of section 3.2.2. This adds two (three) free parameters to capture the (hard to model) behavior of large scales in real- (redshift-)space, motivated by the infinite-loop form of the $k \rightarrow 0$ theory (3.19). Three models are shown, all including the correction term; linear theory (dotted red), one-loop EFT with free parameters calibrated from $M(k)$ (M; solid blue) and one-loop EFT with free parameters fixed from modeling $P(k)$ (P; dashed green). We fit up to $k_{\text{max}} = 0.2 h \text{Mpc}^{-1}$ (vertical dashed line) for the EFT model, and $k_{\text{max}} = 0.1 h \text{Mpc}^{-1}$ (vertical dotted line) when fitting only low-k parameters. Notably, we obtain good agreement at low-k for all multipoles, which extends to $\sim 0.2 h \text{Mpc}^{-1}$ in the one-loop EFT model. When fixing the counterterm parameters to $P(k)$ we obtain good agreement for the monopole, but some evidence of deviations in the quadrupole, suggesting that higher loops are influencing these parameters.

4.3 Biased tracer spectra

We now turn to the marked spectrum of halos. A priori, one may expect the corresponding model fits to be more accurate than those of matter since (a) the free bias parameters can absorb some higher-loop effects, and (b) redshift-space distortions are, in general, weaker. Considering first the approaches without the infinite-loop reorganized ansatz, a comparison between models is shown in figure 8. Each model carries a number of free parameters: \{b_1, P_{\text{shot}}\} in the linear case, \{b_1, b_2, b_{G_2}, P_{\text{shot}}\} for the linear reorganized model at one-loop order and \{b_1, b_2, b_{G_2}, c_2^2, c_2^0, \tilde{c}, P_{\text{shot}}\} for the full one-loop EFT. These are fit to $M(k)$ up to $k_{\text{max}} = 0.1 h \text{Mpc}^{-1}$ (linear and reorganized theory) or $0.2 h \text{Mpc}^{-1}$ (one-loop EFT).

In all cases, the biased tracer model outperforms that presented in the previous section for matter, even though the convergence condition (2.5) becomes more difficult to satisfy due to halo bias greater than unity. This is attributed to the linear and one-loop bias parameters absorbing higher-order corrections. As an example, we find that the linear bias, $b_1$, shifts...
from 2.11 to 1.47 when fitting the redshift-space marked spectrum $M(k)$ with EFT instead of the power spectrum. Similar shifts are seen for other bias parameters.

Whilst linear theory is aided by the free $b_1$ and $P_{\text{shot}}$ parameters and provides a modest fit to the real-space and redshift-space monopole up to $k \approx 0.1\,h\,\text{Mpc}^{-1}$, it clearly fails for the quadrupole; even though $b_1$ and $P_{\text{shot}}$ can absorb higher-order terms, the linear model does not contain sufficient freedom to capture the true ratio of monopole to quadrupole. Including the large-scale contributions from one-loop terms in the reorganized linear model gives a significantly better fit, with the low-$k$ limit now being set by four parameters. Given that we already have significant freedom in the bias parameters, it may seem somewhat unusual that the reorganized linear theory helps the fit at low-$k$ compared to the purely linear case (particularly in real-space). This is attributed to the non-trivial dependencies present in the low-$k$ limit of these terms (section 3.2.1) which cannot be captured in the linear model (whose terms scale as $[C_0 - C_1 W_R(k)]^2$). Considering the EFT model, we obtain small ($\lesssim 5\%$) residuals up to $k_{\text{max}} = 0.2\,h\,\text{Mpc}^{-1}$ for all multipoles, with a clear gain from including the full loop corrections on mildly non-linear scales.

We may also consider the fits involving the low-$k$ correction term derived from the infinite-loop reorganized linear theory, as in the previous subsection. Having such an approach is important for biased tracers, and results in a significantly more applicable model than extending the theory calculation to higher-order. This arises since the higher-loop contributions (which impact the large-scale theory) are dependent on higher-order bias parameters, the number of which quickly become very large. As an example, when explicitly computed at one-loop order, the reorganized linear theory contains three biases (plus shot-noise), all of which are important for the low-$k$ limit, in contrast to the zero-loop theory, with only $b_1$. Our ansatz thus provides a tractable model of low-$k$, without requiring a prohibitively large number of free parameters. This is shown in figure 9, fitting parameters up to $k_{\text{max}} = 0.2\,h\,\text{Mpc}^{-1}$ (EFT) or $k_{\text{max}} = 0.1\,h\,\text{Mpc}^{-1}$ (linear and low-$k$), as before. Note that several of these parameters (e.g., $b_1$ and $\tilde{a}_0$ or $P_{\text{shot}}$ and $\tilde{c}_0$) are highly degenerate. Several points are of note: firstly, we find that the correction does not improve the fit of the linear model to simulations. This is as expected, since the correction terms are almost fully degenerate with the bias and shot-noise. To improve the large-scale fit in this case we need more complex $k$ dependencies (for example, utilizing the full six-parameter large-scale ansatz of (3.18)). This is particularly evident for the quadrupole, which is poorly fit by the $M_2(k) \propto (C_0 - C_1 W_R(k))^2 P_L(k)$ model.

We find little motivation for including the low-$k$ correction when EFT is included (comparing figures 8 & 9), indicating that the higher-order effects can already be encapsulated by the free biases. Of greater interest is the fit when the free parameters ({$b_1 b_2 b_2^2 c_0^2 c_2^2 \tilde{c}$}) are fixed from fitting to $P(k)$.$^{18}$ Without the low-$k$ correction, the fit is poor (and not shown in the figure), but including it gives a good model up to $k_{\text{max}} = 0.1\,h\,\text{Mpc}^{-1}$. As above, we note that the bias parameters are different between the two models (fitting the low-$k$ correction to $M(k)$ or $P(k)$, due to the absorption of higher-loop effects and parameter degeneracies. Beyond this limit, the fit degrades, implying that higher-order effects also impact quasi-linear scales. As for the unbiased case, we conclude that inclusion of the low-$k$ correction terms allows for joint modeling of $P(k)$ and $M(k)$ (and hence bias parameters equal to their ‘physical’ values), at the expense of slightly more modest scale limitations and additional free parameters. An extension would be the joint fit of $P(k)$ and multiple $M(k)$ spectra with different mark parameters (shown to be optimal for parameter extraction in

---

$^{18}$Note that we re-fit the shot-noise of $M(k)$, since it differs significantly between $M(k)$ and $P(k)$.
Figure 8. As figure 5 but for the marked power spectrum of halos, $M_{bb}(k)$. These are generated from the Quijote halo catalogs, with halos identified via the Friends-of-Friends algorithm. In this case, free parameters are fitted up to $k = 0.1h$ Mpc$^{-1}$ (for linear and reorganized linear models) or $k = 0.2h$ Mpc$^{-1}$ (one-loop EFT). A total of two, four, and seven free parameters are needed to fully specify the three models for biased tracers in redshift-space (reducing to five for the real-space EFT). The fits are significantly better than those for unbiased matter (figure 5) indicating that the free bias parameters are absorbing higher loop effects.

Figure 9. As figure 8 but including the infinite-loop low-$k$ corrections of section 3.2.2 (analogous to figure 7). At the expense of three additional parameters, this improves convergence of the theory somewhat, allowing for the same bias parameters to be used for $P(k)$ and $M(k)$ up to $k = 0.1h$ Mpc$^{-1}$ (dashed green curve).

ref. [41]); the bias and counterterm parameters would remain the same in all cases, but the three low-$k$ parameters would take differing values dependent on the choice of mark.
5 Summary and outlook

The marked power spectrum is a promising new statistic capable of placing strong constraints on a range of cosmological parameters. In this work, we have considered its modeling in the context of the Effective Field Theory of Large Scale Structure (EFTofLSS), building upon the framework of ref. [46]. The theory has been extended by including a self-consistent description of biased tracers and redshift-space distortions, following similar work performed for unmarked statistics. At their core, such modifications are straightforward, just requiring a redefinition of the perturbative kernels for the underlying density field; in practice, significant care is needed to formulate the theory in a manner that can be accurately and swiftly computed. The theory developed herein satisfies those goals, we have discussed its ultra-violet sensitivity and free parameters, which encode large scale tracer bias, stochasticity, Fingers-of-God (FoG) effects and the backreaction of small-scale physics on large-scale modes.

As noted in previous work, modeling the marked spectrum is difficult since the theory cannot be well-described as linear on any scale, with higher order terms (both Gaussian and non-Gaussian) being important even on the largest scales. Indeed, this problem is exacerbated in redshift-space (where the relevant expansions are slower to converge), and for biased tracers, giving the undesirable quality that, to fully describe the large-scale modes, one must consider contributions from all orders in perturbation theory, each of which may carry unknown parameters. Much of this work has been devoted to understanding and ameliorating this problem. In particular, we have introduced a ‘reorganized’ formalism for the theory, which explicitly regroups terms into those that are important in the low-$k$ limit and those that are parametrically suppressed by powers of $(k/k_{NL})^2$. Whilst the first (‘reorganized linear’) contribution technically depends on all orders in perturbation theory, we have provided its form in the one-loop case, and given an ansatz for its infinite-loop structure that can be used for modeling, given a small number of additional free parameters.

Using $N$-body simulations from the Quijote suite, the theory has been rigorously tested for both biased and unbiased tracers, in real- and redshift-space. As in previous work, we find that one-loop EFT provides an accurate model, which is, by construction, equal to the reorganized linear theory (evaluated at one-loop order) on the largest scales. For matter, the agreement is worse in redshift-space, particularly for the quadrupole (which suffers from significant FoG effects), though inclusion of the infinite-loop corrections via three free parameters (two in real-space) allows for accurate predictions up to mildly non-linear scales, even when the usual free parameters are fit from external data. The fit is additionally improved using the mark parameters appropriate for modified gravity studies. For biased tracers, the fit is significantly improved, though there is evidence that the higher-loop effects are being absorbed into the free parameters of the theory. This is again reduced with the low-$k$ infinite-loop ansatz. Theory models have also been derived for massive neutrino cosmologies, obtaining a comparable fit to that of the massless case, with the impact of post-EdS corrections to the kernels found to be negligible for realistic neutrino masses.

Whilst this work represents a significant step forward in our modeling of the marked power spectrum, the story is not yet concluded. Considering the pure EFT model, there are a number of aspects that must be discussed before the theory can be applied to data: a complete infra-red resummation scheme to fully capture non-perturbative long-wavelength modes that impact the BAO wiggles; the impact of the Alcock-Paczynski effect from the conversion of redshifts and angles to Cartesian co-ordinates; consideration of the survey window function; and a proper understanding of the shot-noise. Unlike for the matter power spectrum, adding
these ingredients does not complete the recipe; as in the above discussion, the one-loop EFT is clearly incomplete, since it does not account for the renormalization of terms via the higher-loop contributions. Whilst this work provides a model for the inclusion of such effects on the large-scale theory, complications will arise on mildly non-linear scales, since those terms, normally sourced by the one-loop corrections, are again impacted by higher perturbative orders. Ideally, one would develop some form of renormalization scheme such that the loop expansion is formally convergent, akin to the ‘reorganized linear’ scheme discussed herein. It remains to be seen whether such a theory can be developed which predicts the contributions directly, rather than through free coefficients.

It is additionally uncertain whether the gains in cosmological parameters reported in ref. [41] will translate to the more realistic cases of biased tracers and redshift-space. For the unmarked power spectrum, redshift-space induces a significant change to the information content (e.g., breaking the $b_1 - \sigma_8$ degeneracy through redshift-space distortions), thus one might expect analogous changes for the marked spectrum. It is thus crucial to perform tests such as simulation-based Fisher forecasts to understand whether the marked spectrum retains utility in this context. Even if this holds true, it is not guaranteed that the theory model for $M(k)$ can capture the requisite information, due to the necessary addition of free parameters to accurately model the large-scale limit. Whilst these will generically degrade the information content on amplitude parameters, in particular $\sigma_8$ for the monopole, and the growth-rate $f(z)$ for the quadrupole (analogous to the effect of the power spectrum bias parameters), information arising from features in the marked spectra is expected to remain, since it is not fully degenerate. Furthermore, we expect this to be partially ameliorated by combining multiple spectra, both marked and unmarked, which use the same bias parameters and counterterms. Such effects are simply explored via Fisher forecasts; if it transpires that the theory model cannot recover the cosmological information encoded in the mark, it may indicate the necessity for alternative methods for information extraction, such as simulation-based inference.
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A Simplifying the one-loop integrals

Below, we consider simplifications of the one-loop integrals in the most general case: biased tracers in redshift-space. Much of this parallels ref. [46], though additional complication is added by the redshift-space dependence on the LoS. Below, we consider the $M_{11}$, $M_{13}$ and $M_{22}$ contributions in turn, and note that the real-space and unbiased cases are obtained by setting $\{f = \mu = 0\}$ and $\{b_1 = 1, b_2 = b_{02} = 0\}$ respectively.

A.1 Linear piece

Starting from (2.4), we may write

$$M_{11}(k, \mu) = C_{5M}^2(k)Z_1^2(k)P_L(k) = \left[C_0 - C_1W_R(k)\right]^2(b_1 + f\mu)^2 P_L(k), \quad (A.1)$$
where we have inserted the definitions of $C_{\delta_M}(k)$ and $Z_1(k) \equiv b_1 + f \mu^2$. Note that we assume the growth-factor $f$ to be scale-independent here; the generalization (relevant for massive neutrino cosmologies) is given in appendix C. This yields the standard Kaiser multipoles [69]:

$$M_{11,\ell}(k) = |C_0 - C_1 W_R(k)|^2 P_L(k) \times \begin{cases} b_1^2 + \frac{2}{3} b_1 f + \frac{1}{5} f^2 & \ell = 0 \\ \frac{4}{3} b_1^2 + \frac{4}{5} b_1 f & \ell = 2 \\ \frac{7}{3} f^2 & \ell = 4. \end{cases}$$

### A.2 One-loop terms: 13-piece

The $M_{13}$ integral is given by

$$M_{13}(k, \mu) = 3C_{\delta_M}(k)Z_1(k)P_L(k) \int p P_L(p) \left\{ C_{\delta_M}(k)Z_3(p, -p, k) \right\} (A.2)$$

where $P_{13}$ is the unmarked spectrum. The third is also straightforward;

$$M_{13}^C(k, \mu) = 3C_{\delta_M}(k)Z_1^2(k)P_L(k) \int p C_{\delta_M}(p, p, k)Z_1(p)Z_1(-p)P_L(p) (A.3)$$

and analogously for $S_{RR}$.

The second set of contributions to $M_{13}$ are less trivial. For unbiased tracers, $Z_2(p, -p) = 0$, but for biased tracers, $Z_2(p, -p) = b_2/2$, giving

$$M_{13}^B(k, \mu) = 2C_{\delta_M}(k)C_{\delta_M}(k, 0)Z_1^2(k)P_L(k) \int p b_2^2 P_L(p) (A.4)$$

and

$$M_{13}^C(k, \mu) = [C_0 - C_1 W_R(k)]P_L(k)(b_1 + f \mu^2)^2 \times \left( b_1^2 + \frac{2}{3} b_1 f + \frac{4}{5} f^2 \right) \int p \left[ 2C_2 W_R(k)W_R(p) + (C_2 - 3C_3 W_R(k))W_R^2(p) \right] P_L(p),$$

inserting $Z_1(k)$ and $C_{\delta_M}$ coefficients (2.13). Defining

$$S_R = \left( b_1^2 + \frac{2}{3} b_1 f + \frac{4}{5} f^2 \right) \int p W_R(p)P_L(p),$$

and analogously for $S_{RR}$.

Note that these are simply the Kaiser monopole prefactor (A.1) multiplying $\sigma_R^2$ and $\sigma_{RR}^2$. 

---
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---
The first integral is simply $b_2 \sigma^2/2$, which appears UV divergent, but is exactly cancelled by the bias renormalization contribution of (2.22). Furthermore, we can transform $\mathbf{p} \rightarrow -\mathbf{p}$ in the second integral, giving the renormalized form

$$M_{13}^{B}(k, \mu) = 4C_{\delta M}(k)Z_1(k)P_L(k) \int_{\mathbf{p}} C_{\delta_M}(p, |\mathbf{k} - \mathbf{p}|)Z_1(p)Z_2(k, -\mathbf{p})P_L(p), \quad (A.8)$$

which is simplified by noting that it is always possible to expand the $Z_n$ kernels as polynomials in $\mathbf{p} \cdot \hat{\mathbf{n}}$:

$$Z_1(p)Z_2(k, -\mathbf{p}) = \sum_n (\mathbf{p} \cdot \hat{\mathbf{n}})^n z_n(p, |\mathbf{k} - \mathbf{p}|, k, \mu). \quad (A.9)$$

Using the integral relation of appendix D, this can be simplified:

$$\frac{M_{13}^{B}(k, \mu)}{4C_{\delta M}(k)Z_1(k)P_L(k)} = \sum_n \int_{\mathbf{p}} (\mathbf{p} \cdot \hat{\mathbf{n}})^n C_{\delta_M}(p, |\mathbf{k} - \mathbf{p}|)z_n(p, |\mathbf{k} - \mathbf{p}|, k, \mu)P_L(p) \quad (A.10)$$

where $x = \mathbf{p} \cdot \mathbf{k}$ and the $n$-th order polynomials $G_{nm}$ are defined in (D.2).\footnote{Our integrand strictly breaks rotational symmetry since it depends on $\mu$ as well as $\mathbf{p} \cdot \hat{\mathbf{k}}$; since it can be expanded as a (finite) polynomial in $\mu$, eq. (D.1) still applies.} Whilst the angular integration is, in principle, analytic, the resulting expressions are prohibitively lengthy, thus we opt instead to perform it numerically, first expanding the integrand as a (closed) power series up to $\mu^8$. The full expression is lengthy, and thus omitted from this work.

### A.3 One-loop terms: 22-piece

The $M_{22}$ terms can be similarly split into three pieces:

$$\frac{1}{2}M_{22}^{A}(k, \mu) = C_{\delta_M}^2(k) \int_{\mathbf{p}} |Z_2(p, \mathbf{k} - \mathbf{p})|^2 P_L(p)P_L(|\mathbf{k} - \mathbf{p}|) \equiv \frac{1}{2}C_{\delta_M}^2(k)P_{22}(k, \mu) \quad (A.11)$$

$$\frac{1}{2}M_{22}^{B}(k, \mu) = 2C_{\delta_M}(k) \int_{\mathbf{p}} \left[C_{\delta_M}(p, |\mathbf{k} - \mathbf{p}|)Z_2(p, \mathbf{k} - \mathbf{p})Z_1(p)Z_1(\mathbf{k} - \mathbf{p})\right] P_L(p)P_L(|\mathbf{k} - \mathbf{p}|) \quad (A.12)$$

$$\frac{1}{2}M_{22}^{C}(k, \mu) = \int_{\mathbf{p}} \left[C_{\delta_M}(p, |\mathbf{k} - \mathbf{p}|)Z_1(p)Z_1(\mathbf{k} - \mathbf{p})\right]^2 P_L(p)P_L(|\mathbf{k} - \mathbf{p}|).$$

The first is just a rescaling of $P_{22}(k, \mu)$ and requires no special treatment. For the third, we notice that this is just a convolution of two $P_{11}(k) \equiv Z_1^2(k)P_L(k)$ functions, which, inserting $C_{\delta_M}$ (2.13), is given by

$$\frac{1}{2}M_{22}^{C}(k, \mu) = C_{\delta_M}^2 \ast [W_R^2P_{11}, W_R^2P_{11}](\mathbf{k}) + \frac{1}{2}C_{\delta_M}^2 \ast [W_RP_{11}, W_RP_{11}](\mathbf{k}) \quad (A.13)$$

analogously to ref. [46], where $[X,Y]$ is a convolution, simply expressed as a Fourier-transformed real-space multiplication:

$$[X,Y](\mathbf{k}) = \mathcal{F}[X(\mathbf{r})Y(\mathbf{r})](\mathbf{k}).$$
Since the convolvands have angular dependence, some care is needed for their evaluation; efficient evaluation is possible by first expressing $X,Y$ in terms of their multipoles, then computing the multipoles of $[XY](r)$ via the relation

$$[XY]_L(r) = (2L + 1) \sum_{\ell, \ell'} X_\ell(r) Y_{\ell'}(r) \left( \frac{\ell \ \ell' \ L}{0 \ 0 \ 0} \right)^2 \quad (A.14)$$

[70, Eq. 34.3.1], where parentheses represent Wigner $3j$ symbols. Relation of Fourier- and configuration-space multipoles is achieved via FFTLog transforms [71], using the formulae

$$X_\ell(k) = 4\pi i^\ell \int r^2 dr j_\ell(kr) X_\ell(r) \iff X_\ell(r) = (-i)^\ell \int \frac{k^2 dk}{2\pi^2} j_\ell(kr) X_\ell(k), \quad (A.15)$$

[e.g., 12], making direct computation of the multipoles of $M^2_{ij}$ straightforward.

The second piece can be written

$$\frac{M^2_{ij}}{4C_{BM}(k)} = C_2 *_{Z_1Z_2}[W_R P_L, W_R P_L](k) - C_1 *_{Z_1Z_2}[W_R P_L, P_L](k), \quad (A.16)$$

where $*_{Z}[X,Y]$ is the convolution of $X$ and $Y$ with kernel $Z$, and $Z_1 Z_2 = Z_1(k_1)Z_2(k_2)$. Computation thus requires integrals of the form

$$I[X,Y] = \int p Z_1(p) Z_2(k-p) Z_2(p,k-p) X(p) Y(|k-p|). \quad (A.17)$$

Whist this is technically possible with FFTLog approaches, it is difficult since the integrand is sixth order in the angle $(\hat{p} \cdot \hat{n})$. Simplification is possible through relation (D.1) however, i.e.

$$I[X,Y] = \int_{k_1 = k} Z_1(k_1) Z_2(k_2) X(k_1) Y(k_2) \quad (A.18)$$

$$= \sum_n \int (\hat{p} \cdot \hat{n})^n z_n(k,\mu,p,x) X(p) Y(\sqrt{k^2 + p^2 - 2kp})$$

$$= \sum_n \sum_{m \leq n} \mu^m \int_0^\infty \frac{p^2 dp}{2\pi^2} \int_{-1}^1 dz \frac{z_n(k,p,\mu,x)}{2} G_{nm}(x) X(p) Y(\sqrt{k^2 + p^2 - 2kp}),$$

and the resulting 2D integral can be performed numerically.

B Low-\textit{k} limits of the one-loop terms

Here, we sketch the derivations of the low-\textit{k} limits stated in section 3.2.1. To compute the low-\textit{k} limit of $M_{[1]}$, we first require the two-point propagator, $\Gamma^{[1]}$, given by (3.4);

$$\Gamma^{[1]}(k) = \sum_n \left\langle \frac{\partial \delta^{(n)}_{LM}(k)}{\partial \delta^{(1)}_{M}(k)} \right\rangle \quad (B.1)$$

$$= \sum_{\text{odd } n} n! \int_{p_1 \cdots p_m} H_n(k, p_1, -p_1, \ldots, p_m, -p_m) P_L(p_1) \cdots P_L(p_m),$$
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where \( m = (n - 1)/2 \). At one-loop, we obtain

\[
\Gamma^{[1]}(k)\bigg|_{1\text{-loop}} = C_{\delta^m}(k)Z_1(k) + 3C_{\delta^m}(k) \int \frac{Z_3(k,p,-p)}{p} P_L(p) \\
+ 4 \int_0^\infty \frac{Z_3(k,p,-p)}{p} Z_1(p) Z_2(k,-p) P_L(p) \\
+ 3Z_1(k) \int \frac{C_{\delta^m}(k,p,p)}{p} Z_1(p) Z_1(-p) P_L(p),
\]

from the \( H_n \) kernel definitions (2.12), dropping a term involving \( Z_2(p,-p) \) due to bias renormalizations (section 2.3). At low-\( k \), \( Z_3(k,p,-p) \propto k^2/p^2 \) thus this term may also be dropped.

Taking the low-\( k \) limit for a Gaussian window \( W_R \), we arrive at

\[
\lim_{k \to 0} \Gamma^{[1]}(k)\bigg|_{1\text{-loop}} = Z_1(k) \left[ C_{\delta^m}(k) + (C_2 - 3C_3 W_R(k)) S_{RR} + 2C_2 W_R(k) S_R \right] \\
+ \sum_{n \in \{0,2\}} \left[ A^{(1)}_{\mu^n} \left( 2C_2 W_R(k) \sigma_{RR}^2 - C_1 (1 + W_R(k)) \sigma_R^2 \right) \\
- A^{(2)}_{\mu^n} \left( 2C_2 \sigma_{RR}^2 - C_1 \sigma_R^2 \right) W_R(k) \right] \mu^n,
\]

where \( S_R \) and \( S_{RR} \) are defined in (A.5). The second line contains terms from the \( Z_2(k,-p) \) integral, which simplifies to a linear function of \( \mu^2 \) after angular integration.\(^{21}\) The associated \( A_{\mu^n}^{(m)} \) coefficients are

\[
A^{(1)}_{\mu^0} = \frac{b_1 f^2}{5} - \frac{8f b G_2}{15} + \frac{b_1^2 f}{3} + \frac{26b_1 f}{35} + \frac{f}{3} b_1 b G_2 + \frac{34b_1^2}{21} + b_1 b_2 + \frac{36f^2}{245}
\]

\[
A^{(2)}_{\mu^0} = \frac{2b_1 f}{15} + \frac{b_1^2}{3} + \frac{f^2}{35}
\]

\[
A^{(1)}_{\mu^2} = \frac{b_1 f^2}{5} + \frac{4f b G_2}{15} + \frac{b_1^2 f}{3} + \frac{22b_1 f}{35} + \frac{2f^3}{5} + \frac{74f^2}{245}
\]

\[
A^{(2)}_{\mu^2} = \frac{2b_1 f^2}{5} + \frac{b_1^2 f}{3} + \frac{4b_1 f}{15} + \frac{f^3}{7} + \frac{f^2}{35},
\]

and we define

\[
\sigma_R^2 = \int_p (pR)^2 W_R(p) P_L(p), \quad \sigma_{RR}^2 = \int_p (pR)^2 W_R^2(p) P_L(p).
\]

For convenience we denote

\[
A_n(k) = A^{(1)}_{\mu^n} \left( 2C_2 W_R(k) \sigma_{RR}^2 - C_1 (1 + W_R(k)) \sigma_R^2 \right) \\
- A^{(2)}_{\mu^n} \left( 2C_2 \sigma_{RR}^2 - C_1 \sigma_R^2 \right) W_R(k),
\]

such that the sum in (B.3) is just \( A_0(k) + A_2(k) \mu^2 \).

The contribution to the low-\( k \) limit of \( M_{[1]} \) is thus

\[
\lim_{k \to 0} M_{[1]}(k)\bigg|_{1\text{-loop}} = Z_1^2(k) P_L(k) C_{\delta^m}(k) \\
+ Z_1^2(k) P_L(k) \left[ C_{\delta^m}(k) + 2(C_2 - 3C_3 W_R(k)) S_{RR} + 4C_2 W_R(k) S_R \right] \\
+ 2Z_1(k) P_L(k) \left[ A_0(k) + A_2(k) \mu^2 \right], \tag{B.7}
\]

\(^{21}\)At leading order, \( Z_2(k,-p) \) is proportional to \( p/k \) at leading order, which appears divergent. This contribution vanishes after angular integration over a symmetric domain.
where we have truncated the quadratic expansion to avoid impartially including terms of order \( \sigma_R^2 \). Note that these results can be alternatively derived by taking (twice) the \( k \to 0 \) limit of \( M_{22}^B(k) \) and \( M_{22}^C(k) \) in appendix A.2.

For the low-\( k \) constant at one-loop order, we require only the low-\( k \) limit of \( M_{[22]}(k) \), which can be derived from \( \Gamma^{[2]} \) using (3.7). This sources two one-loop contributions, arising from the diagrams shown in figure 2b:

\[
\lim_{k \to 0} \Gamma^{[2]}(p, k - p) \bigg|_{1\text{-loop}} = C_{\delta M}^2 (p, |k - p|) Z_1(p) Z_1(k - p) + C_{\delta M} (k) Z_2(p, k - p)
\]

\[
\approx C_{\delta M}^2 (p, |k - p|) Z_1(p) Z_1(-p) + C_{\delta M} (k) \frac{b_2}{2},
\]

where we note that \( Z_2(p, -p) = b_2/2 + O(k^2/p^2) \) in the low-\( k \) limit (with \( b_2 = 0 \) for matter). Following some computation, this leads to the following contribution to \( M_{[22]} \), and hence the low-\( k \) constant:

\[
\lim_{k \to 0} M_{[22]}(k) \bigg|_{1\text{-loop}} = \frac{b_2^2}{2} C_{\delta M}^2 (k) \int_p P_R^2(p) + B(k)
\]

(B.8)

with

\[
B(k) = -2b_2 \left( b_1^2 + \frac{2}{3} f b_1 + \frac{1}{5} f^2 \right) C_{\delta M} (k) \int_p \left[ C_1 - C_2 W_R(p) \right] W_R(p) P_R^2(p)
\]

\[
+ 2 \left( b_1^4 + \frac{4}{3} b_1^3 f + \frac{6}{5} b_1^2 f^2 + \frac{4}{7} b_1 f^3 + \frac{1}{9} f^4 \right) \int_p \left[ C_1 - C_2 W_R(p) \right]^2 W_R^2(p) P_R^2(p),
\]

(B.9)

where, for simplicity, we have assumed \( W_R(|k - p|) \approx W_R(p) \).\(^{22}\) Note that the first term in (B.9) does not contain window functions in the loop integral, and is thus not UV controlled. This is fully captured by the shot-noise counterterm, assuming it to have a form proportional to \( C_{\delta M}^2 (k) \), and can hence be ignored. These expressions can be equivalently derived from the \( k \to 0 \) limits of the \( M_{22}^B \) and \( M_{22}^C \) terms outlined in appendix A.3.

### C Application to massive neutrino cosmologies

#### C.1 Theory model

In the presence of massive neutrinos, the perturbation theory kernels become significantly more complex than their EdS equivalents. For Lagrangian perturbation theory, these are given in ref. [52], but can be mapped to the usual Eulerian \( F_n \) and \( G_n \) kernels to construct the full redshift-space \( Z_n \) kernels. The main difficulty is that the free-streaming of neutrinos introduces an additional scale into the theory, such that linear growth factor becomes wavenumber-dependent, i.e. \( f \to f(k) \). The outcome of this is that, even in linear theory, velocity and density fields become non-locally related by \( \theta^{(1)}(k) = (f(k)/f_0)\delta^{(1)}(k) \) with \( f_0 = f(k \to 0) \) and \( \theta = -i k \cdot \upsilon / (a f_0 H) \). The linear density and velocity spectra become

\[
P_{\delta \delta}^L(k) = P_L(k), \quad P_{\delta v}^L(k) = \frac{f(k)}{f_0} P_L(k), \quad P_{v v}^L(k) = \left( \frac{f(k)}{f_0} \right)^2 P_L(k),
\]

(C.1)

and the Kaiser boost is no-longer scale independent, but takes the form

\[
Z_1(k) = b_1 + f(k) \mu^2,
\]

(C.2)

\(^{22}\)Note that there is a hidden \( \mu^2 \) contribution which appears if one keeps the full \( W_R(|k - p|) \) factor; this piece scales as \( k^2 \) at low \( k \), and is thus shifted into the reorganized loop term by construction.
such that the Kaiser power spectrum (equal to that of linear theory, ignoring infra-red re-
summation) is \( P_{11}^{(s)}(k) = Z^2_1(k)P_L(k) \). At higher-order, the effects of neutrinos become increasingly complex. In this work, one must consider both the linear and second-order kernels to obtain the reorganized linear theory of section 3.2.1; at second order in EPT, the density and velocity kernels become

\[
F_2(k_1, k_2) = \frac{1}{2} + \frac{3}{14}A + \left( \frac{1}{2} - \frac{3}{14}B \right) \frac{(k_1 \cdot k_2)^2}{k_1^2 k_2^2} + \frac{k_1 \cdot k_2}{2k_1 k_2} \left( \frac{k_2}{k_1} + \frac{k_1}{k_2} \right), \tag{C.3}
\]

\[
G_2(k_1, k_2) = \frac{3A(f_1 + f_2) + 3\dot{A}/H}{14f_0} + \frac{f_1 + f_2 - 3\dot{B}(f_1 + f_2) + 3\dot{B}/H}{14f_0} \left( \frac{k_1 \cdot k_2}{k_1^2 k_2^2} \right)^2 \tag{C.4}
\]

where \( f_1 = f(k_1) \) and \( f_2 = f(k_2) \). Functions \( A, B = A(k_1, k_2, t), B(k_1, k_2, t) \) depend on the wave-vectors of the two interacting plane waves, and are solutions to the second order differential equations given in ref. [52]. Utilizing these forms, the \( Z_2 \) kernel becomes

\[
Z_2(k_1, k_2) = b_1 F_2(k_1, k_2) + f_0 \mu_{k_1}^2 G_2(k_1, k_2) + \frac{b_2}{2} + b \bar{\nu}_2 \left[ \frac{(k_1 \cdot k_2)^2}{k_1^2 k_2^2} - 1 \right] \tag{C.5}
\]

where \( \mu_{k_1} \) is the polar angle of \( k_1 + k_2 \). Whilst a similar expression can be constructed for the \( Z_3 \) kernel, it appears only in the reorganized loop corrections (scaling as \( k^2 / k_{NL}^2 \) on large-scales) in the one-loop reorganized theory, and thus can be safely neglected here (noting also that any terms proportional to \( k^2 P_L(k) \) are absorbed by the EFT counterterms). The EdS kernels can be simply recovered by setting \( A = B = 1 \) and \( f(k) = f_0 \).

Given the above kernels, one may compute the reorganized linear theory, as in appendix B. For a general loop correction \( I(k) = \int_p K(k, p) \), this works by writing \( I(k) = \int_p \lim_{|k| \to 0} K(k, p) + \int_p (K(k, p) - \lim_{|k| \to 0} K(k, p)) \equiv I^{\tau}(k) + I^{x}(k) \), with \( I^{x}(k) \) vanishing at small scales, indeed scaling as \( k^2 P_L(k) \). Unfortunately, the exact neutrino kernels do not allow for straightforward expressions for the reorganized marked spectra, since the functions \( A \) and \( B \) are not analytic. To ameliorate this, we henceforth simplify the above kernels by setting these functions to unity, which gives only a subdominant error in the modeling of redshift-space spectra for realistic neutrino masses, since the main effects of the free-streaming scale enter through the linear power spectrum and the growth rates \( f(k) \). Following lengthy manipulations and repeated use of the identity proved in appendix D, we obtain the reorganized linear theory explicitly calculated at one-loop order, analogous to (3.10) & (3.11):

\[
M^{\tau,0}(k) \big|_{1\text{-loop}} = C_{\delta \delta}(k) \left( b_1 + f(k)\mu^2 \right)^2 P_L(k) \tag{C.5}
\]

\[
+ 2C_{\delta \delta}(k) Z_1^2(k) P_L(k) \left[ b_1^2 D_{\delta \delta} + \frac{2b_1 f_0}{3} D_{\theta \theta} + \frac{f_0^2}{3} D_{\theta \theta}(k) \right] + 2C_{\delta \delta}(k) Z_1(k) P_L(k) \left[ \tilde{A}_0(k) + \tilde{A}_2(k) \mu^2 \right] + \tilde{B}(k) + M_{\text{stoch}}(k),
\]

\[
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where the generalized functions $\tilde{A}_n(k)$ are given by

$$
\frac{1}{4} \tilde{A}_0(k) = b_1^2 \left[ \frac{17C}{21} - \frac{C}{12} \right] + b_1 f_0 \left[ \frac{b_1 C}{6} - \frac{\bar{C}_{50}}{30} + \frac{19C}{210} + \frac{59C_{50}}{210} \right] \tag{C.6}
$$

$$
+ f_0^2 \left[ \frac{b_1 \bar{C}_{50}}{10} - \frac{\bar{C}_{60}}{140} + \frac{5C_{50}}{98} + \frac{11C_{60}}{490} \right] + b_1 b_2 C - \frac{2b_1 b_2 \bar{C}}{3} + \frac{b_2 f_0 \bar{C}_{50}}{15},
$$

$$
\frac{1}{4} \tilde{A}_2(k) = b_1 f_0 \left[ b_1 \left( \frac{C}{2} - \frac{C}{12} \right) - \frac{\bar{C}_{60}}{15} + \frac{4C}{105} + \frac{29C_{60}}{245} \right]
$$

$$
+ f_0^2 \left[ b_1 \left( -\frac{\bar{C}_{50}}{10} + \frac{C}{6} + \frac{C_{50}}{3} \right) - \frac{\bar{C}_{60}}{35} + \frac{8C_{60}}{245} + \frac{29C_{60}}{245} \right] + \frac{2}{15} f_0 b_2 \bar{C}_{50},
$$

with

$$
\mathcal{C} = C_2 \sigma_{RR}^2 - C_1 \sigma_R^2, \quad \bar{\mathcal{C}} = 2C_2 \sigma_{RR}^2 - C_1 \bar{\sigma}_R^2, \tag{C.7}
$$

$$
\bar{\mathcal{C}}_{50} = C_2 \sigma_{60,RR}^2 - C_1 \sigma_{60,R}^2, \quad \bar{\mathcal{C}}_{50} = 2C_2 \sigma_{60,RR}^2 - C_1 \sigma_{60,R}^2, \quad \bar{\mathcal{C}}_{60} = 2C_2 \sigma_{60,RR}^2 - C_1 \sigma_{60,R}^2,
$$

where we have assumed $W_R(k) \approx 1$. This makes use of the zero-lag correlators

$$
\sigma_{RR,60}^2 = \int_p W_R^2(p) P_{60}^L(p), \quad \sigma_{RR,60}^2 = \int_p W_R^2(p) P_{60}^L(p), \tag{C.8}
$$

$$
\sigma_{RR,60}^2 = \int_p W_R^2(p) P_{60}^L(p), \quad \sigma_{RR,60}^2 = \int_p W_R^2(p) P_{60}^L(p),
$$

accounting for the fact that the linear power spectra, $P_{60}^L$, $P_{60}^L$ and $P_{60}^L$ are not equal in massive neutrino cosmologies but are instead related by (C.1). Strictly, the window functions $W_R(k)$ are important even at low-$k$ since $R$ is typically much larger than the non-linear scale $k_{NL}^L$. To restore them, one may simply substitute

$$
\mathcal{C} = C_2 \sigma_{RR}^2 - C_1 \sigma_R^2 \longrightarrow C_2 W_R(k) \sigma_{RR}^2 - \frac{1}{2} C_2 \sigma_R^2 (1 + W_R(k)), \tag{C.9}
$$

$$
\bar{\mathcal{C}} = 2C_2 \bar{\sigma}_{RR}^2 - C_1 \bar{\sigma}_R^2 \longrightarrow (2C_2 \bar{\sigma}_{RR}^2 - C_1 \bar{\sigma}_R^2) W_R(k),
$$

and analogously for $\mathcal{C}_{50}$, $\mathcal{C}_{60}$, $\bar{\mathcal{C}}_{50}$ $\bar{\mathcal{C}}_{60}$. Note that in the EdS limit, $\mathcal{C} = \mathcal{C}_{50} = \mathcal{C}_{60}$ and $\bar{\mathcal{C}} = \bar{\mathcal{C}}_{50} = \bar{\mathcal{C}}_{60}$. Additionally, (C.6) further defines $D$ functions; these are given by

$$
D_{65}(k) = (-3C_3 W_R(k) + C_2) \sigma_{RR}^2 + 2C_2 W_R(k) \sigma_R^2, \tag{C.10}
$$

$$
D_{50}(k) = (-3C_3 W_R(k) + C_2) \sigma_{RR,50}^2 + 2C_2 W_R(k) \sigma_R^2, \quad D_{60}(k) = (-3C_3 W_R(k) + C_2) \sigma_{RR,60}^2 + 2C_2 W_R(k) \sigma_R^2.
$$

Finally, we note that the function $\tilde{B}(k)$ in (C.5) is given by (B.10) but by replacing the growth functions with $f(p)$ and keeping them inside the integral. It is straightforward to show
that for cosmologies with a scale independent growth factor, in which \( f(k) = f_0 = f_\text{L} \), (C.5) reduces to (3.11).

The first-order correction \( M^{r,1} \) in massive neutrino cosmologies may be defined analogously to section 3;

\[
M^{r,1}(k) \bigg|_{\text{1-loop}} = M^{1\text{-loop}}(k) - \left[ M^{r,0}(k) - M_{11}(k) \right],
\]

which, at large scales, scales as \( k^2 P_L(k) \). This is more difficult to compute, since it depends also on the third-order kernels \( Z_3 \).

### C.2 Application to data

Before comparing the massive neutrino theory models for \( M(k) \) to data, we briefly consider the extent to which the scale-dependent growth factor \( f(k) \) alters the model. This is shown in figure 10 for linear and reorganized linear theory, plotting the ratio of the full theory outlined in the above subsection to that assuming \( f(k) = f_0 = f_\text{L} \) (i.e. the EdS approximation used in the rest of this work). We consider the (marked) power spectrum of CDM + baryons in all cases. The left panel shows the results for a total neutrino mass of 0.1 eV (comparable to the current observational limits); in this case, the error from assuming scale-independent \( f \) is sub-percent on all scales considered for both the redshift-space monopole and quadrupole. For linear theory, the scale-dependent streaming creates a slight suppression of power on small scales, but the ratio asymptotes to unity at large scales, which is expected since \( f_0 \) is defined as the low-\( k \) limit of \( f(k) \). Notably, for the one-loop reorganized linear theory this limit is not recovered due to the mixing of scales induced by the mark, i.e. the \( k \to 0 \) limit depends on the density field at larger \( k \) where \( f(k) \neq f_0 \). The exact low-\( k \) limit will of course depend also on higher-loop contributions but is generally expected to be small. For a total neutrino mass of 0.4 eV (currently allowed in some non-minimal cosmological models), the deviations are larger, reaching \( \sim 2\% \) by \( k = 0.1 \). However, as seen in section 4, such a deviation is not of interest in
Figure 11. Ratio of marked spectra of CDM + baryons in massive and massless neutrino cosmologies in real- and redshift-space, for $M_\nu = 0.1 \, \text{eV}$. We include spectra from the Quijote simulations (black points) in addition to linear theory (section 2.1, dotted red), one-loop reorganized linear theory (section 3.2.1, dashed green) and one-loop EFT (section 2.1, full blue). The free EFT counterterms are fitted up to $k_{\text{max}} = 0.2 \, h \, \text{Mpc}^{-1}$ (indicated by the dashed line) and there are no additional free parameters. Functionally, there is a good agreement between the ratios, though the large-scale limits of the individual spectra do not match the data exactly, as in previous figures.

In practice, since the theory model is not capable of modeling $M(k)$ to such precision without using additional large-scale free parameters, that would be expected to absorb the bulk of these deviations (especially when coupled with the counterterms on smaller scales). Thus, the EdS approximation of $f(k) = f_0 = \text{const.}$ is a valid assumption for physically reasonable scenarios.

Figure 11 compares theory and data for the marked power spectrum of CDM + baryons in real- and redshift-space, plotting the ratio of spectra with $M_\nu = 0.1 \, \text{eV}$ to those in the massless case. We assume EdS kernels in all cases, viz. the above discussion, but fully include the effect of neutrinos in the linear power spectra from CLASS. Additionally, the two sets of simulations use the same initial phases of the density field, thus we are less susceptible to noise. Notably, the principal effect of massive neutrinos is to impart a few percent suppression in power which increases towards small-scales, as well as a slight modification to the oscillatory BAO feature; the functional form of this effect is well modeled by all variants of the theory, though the amplitude ratio is underestimated by the linear theories. With suitably chosen counterterms, the EFT model provides a reasonable fit to the marked power spectrum ratio up to $k \approx 0.2 \, h \, \text{Mpc}^{-1}$ in both real- and redshift-space, indeed, it significantly outperforms the reorganized linear theory even at $k \sim 0.01 \, h \, \text{Mpc}^{-1}$. Whilst this may seem paradoxical, since the one-loop EFT and reorganized linear theories agree by construction at low-$k$, this is due to one-loop contributions which are non-negligible even at $k \approx 10^{-2} \, h \, \text{Mpc}^{-1}$, and we find good agreement between the theories by $k \sim 10^{-3} \, h \, \text{Mpc}^{-1}$. Though EFT is thus shown to be a good model for the marked spectrum ratio, we caution that this does not imply accuracy for the individual spectra; rather we find that the theory performs similarly in massive and massless neutrino cosmologies, still with a large-scale error due to higher-loop contributions. Whether our model for marked spectra in the presence of massive neutrinos allows tighter constraints to be placed on cosmological parameters is uncertain, and we defer consideration to future work.
D Rotational integrand formula

A rotational scalar function \( S(k, p) = S(k, p, x) \), with \( x = \hat{k} \cdot \hat{p} \), obeys the following relation

\[
\int_p (\hat{p} \cdot \hat{n})^n S(k, p) = \sum_{m=0}^n (\hat{k} \cdot \hat{n})^m \int_p G_{nm}(x) S(k, p, x),
\]

where

\[
G_{nm}(x) = \sum_{\ell=0}^n \left( 1 + (-1)^{\ell+n} \right) (2\ell + 1) \left( \ell + \frac{\ell-m-1}{2} \right) \left( \frac{\ell+\ell}{2} + 1 \right) L_\ell(x).
\]

To prove this, first expand \((\hat{p} \cdot \hat{n})^n\) as a Legendre series in \(\hat{p} \cdot \hat{n}\) and \(S(k, p, x)\) in terms of a Legendre series in \(x\);

\[
\int_p (\hat{p} \cdot \hat{n})^n S(k, p) = \sum_{\ell_1=0}^n Q_{\ell_1}^{(n)} \sum_{\ell_2=0}^\infty \int_p S_{\ell_2}(k, p) L_{\ell_1}(\hat{p} \cdot \hat{n}) L_{\ell_2}(\hat{k} \cdot \hat{p})
\]

where \(Q_{\ell}^{(n)}\) are the Legendre multipoles of \((\hat{p} \cdot \hat{n})^n\), given by

\[
Q_{\ell}^{(n)} = \left( 1 + (-1)^{\ell+n} \right) \frac{(2\ell + 1)\sqrt{\pi}}{2^{n+2}} \frac{\Gamma(n + 1)}{\Gamma(1 + n - \ell/2)\Gamma(n/2 + \ell + 3/2)}
\]

\[
= \left( 1 + (-1)^{\ell+n} \right) 2^{\ell+1} \left( \frac{n+\ell}{2} + 1 \right) \frac{n!}{(\frac{n-\ell}{2})!(n + \ell + 2)!}
\]

[Eq. 7.126, 58], noting that \(\ell, n\) are integers, and, via the first set of parentheses, \(\ell - n\) must be even. The angular integral in (D.3) is straightforward;

\[
\int \frac{d\hat{p}}{4\pi} L_{\ell_1}(\hat{p} \cdot \hat{n}) L_{\ell_2}(\hat{k} \cdot \hat{n}) = \frac{1}{2\ell_1 + 1} \delta_{\ell_1,\ell_2} L_{\ell_1}(\hat{k} \cdot \hat{n})
\]

[Eq. 14.17.6, 70], giving

\[
\int_p (\hat{p} \cdot \hat{n})^n S(k, p) = \sum_{\ell=0}^n Q_{\ell}^{(n)} \frac{2\ell + 1}{L_{\ell}(\hat{k} \cdot \hat{n})} \int_p S_{\ell}(k, p)
\]

\[
= \sum_{\ell=0}^n Q_{\ell}^{(n)} 2^\ell \sum_{m=0}^\ell \left( \frac{\ell + m - 1}{\ell} \right) \left( \frac{\ell + m}{2} \right)^m \int_p S(k, p) L_{\ell}(\hat{k} \cdot \hat{p}),
\]

where, in the last line we have expressed \(L_{\ell}(\hat{k} \cdot \hat{n})\) as its polynomial series and inserted the definition of \(S_{\ell}\) as an angular integral. Inserting (D.4) into this and simplifying (noting that \((\ell)_m = 0\) for \(m > \ell\)) yields (D.1), completing the proof.
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