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ABSTRACT

The reinforcement learning (RL) problem is rife with sources of non-stationarity that can destabilize or inhibit learning progress. We identify a key mechanism by which this occurs in agents using neural networks as function approximators: capacity loss, whereby networks trained to predict a sequence of target values lose their ability to quickly fit new functions over time. We demonstrate that capacity loss occurs in a broad range of RL agents and environments, and is particularly damaging to learning progress in sparse-reward tasks. We then present a simple regularizer, Initial Feature Regularization (InFeR), that mitigates this phenomenon by regressing a subspace of features towards its value at initialization, improving performance over a state-of-the-art model-free algorithm in the Atari 2600 suite. Finally, we study how this regularization affects different notions of capacity and evaluate other mechanisms by which it may improve performance.

1 INTRODUCTION

Deep reinforcement learning has achieved remarkable successes in a variety of environments (Mnih et al., 2015; Moravčík et al., 2017; Silver et al., 2017; Abreu et al., 2019), but the precise reasons for its successes largely remain mysterious. Existing algorithms are highly sensitive to hyperparameters and seemingly innocuous design choices, to the extent that even minor variations to state-of-the-art methods can fail to make learning progress on tasks originally solved with ease. These instabilities are particularly pronounced in sparse-reward environments, where even different random seeds of the same algorithm can attain dramatically different performance outcomes. In these settings, even if the agent has experienced the rewards necessary to learn a high-scoring policy, it will often fail to translate those rewards into successful policy improvements. This presents a stark contrast to supervised learning, where existing approaches are reasonably robust to small hyperparameter changes, random seeds, and GPU parallelisation libraries. Moreover, naive applications of supervised learning methods such as momentum-based optimization or data augmentation to the RL problem have produced mixed results, and often require additional modification to yield performance improvements (Bengio et al., 2020; Raileanu et al., 2020).

We hypothesize that the non-stationary prediction problems agents face in RL may be a driving force in the challenges described above. RL agents must solve a sequence of similar prediction problems as they iteratively improve their prediction accuracy and their policy (Dabney et al., 2021), and solving each subproblem in this sequence is necessary to progress to the next subproblem. As shown in work on active learning, warm-starting a network by fitting similar data to that used in the downstream task can hurt the network’s final accuracy, even if this data is drawn from the same distribution (Ash & Adams, 2020). This suggests that the slowly-shifting input and target distributions RL agents face may be particularly ill-suited to function approximation by deep neural networks. Indeed, several prior works studying the effect of re-initializing network parameters in reinforcement learning have found this enables agents to break through plateaus and improve generalization performance (Igl et al., 2021; Fedus et al., 2020).

The principal thesis of this paper is that over the course of training, deep RL agents lose their capacity to quickly fit new prediction tasks, and in extreme cases this capacity loss prevents the agent entirely from making learning progress. We present a rigorous empirical analysis of this phenomenon which considers both the ability of networks to learn new target functions via gradient-based optimization methods, and their ability to linearly disentangle states’ feature representations.
We confirm that agents’ ability to fit new target functions declines over the course of training in environments from the Atari suite (Bellemare et al., 2013) and non-stationary reward prediction tasks. We further find that the ability of representations to linearly distinguish different states, a proxy for their ability to represent certain functions, quickly diminishes in sparse-reward games, leading to representation collapse, where the feature outputs for every state in the environment inhabit a low-dimensional – or possibly even zero – subspace. Finally, we show evidence that representation collapse is a key factor in agents’ failure to make learning progress in sparse-reward environments. We then propose a simple regularization technique, Initial Feature Regularization (InFeR), to prevent representation collapse: regress a set of feature projection heads to their values at initialization. This method improves performance on a number of sparse-reward environments and also increases the measures of capacity we are interested in, preventing representation collapse in sparse-reward environments and improving target-fitting capacity in dense-reward environments.

One striking take-away from our results is that agents trained on so-called ‘hard exploration’ games such as Montezuma’s Revenge can attain significant improvements over existing competitive baselines without using smart exploration algorithms. This suggests that the poor performance of deep RL agents in sparse-reward environments is not solely due to inadequate exploration, but rather also in part due to poor representation learning. Essentially, agents which are ‘too good’ at predicting the zero value function lose their ability to fit the non-zero targets necessary for policy improvement. We believe this has significant implications for how the community views the interplay of exploration and representation learning in sparse reward environments.

2 BACKGROUND

We consider the reinforcement learning problem wherein an agent seeks to maximize expected return in an MDP $\mathcal{M} = (\mathcal{X}, \mathcal{A}, R, \mathcal{P}, \gamma)$, where $\mathcal{X}$ denotes the state space, $\mathcal{A}$ the action space, $R$ the reward function, $\mathcal{P}$ the transition probability function, and $\gamma$ the discount factor. We will be primarily interested in value-based RL, where the objective is to learn the value function $Q^\pi : \mathcal{X} \times \mathcal{A} \to \mathbb{R}$ associated with some (possibly stochastic) policy $\pi : \mathcal{X} \to \mathcal{P}(\mathcal{A})$, defined as $Q^\pi(x, a) = \mathbb{E}_{\pi, \mathcal{P}}\left[\sum_{k=0}^{\infty} \gamma^k R(x_k, a_k) | x_0 = x, a_0 = a\right]$. In particular, we are interested in learning the value function associated with the optimal policy $\pi^*$ which maximizes the expected discounted sum of rewards from any state.

In Q-Learning (Watkins & Dayan, 1992), the agent performs updates to minimize the distance between a predicted action-value function $\hat{Q}$ and the bootstrap target defined as

$$\hat{T}Q(x, a) = \mathbb{E}[R(x_0, a_0) + \gamma \max_{a' \in \mathcal{A}} Q(x_1, a') | x_0 = x, a_0 = a].$$

(1)

In most practical settings, updates are performed with respect to sampled transitions rather than on the entire state space. The target can be computed for a sampled transition $(x_t, a_t, r_t, x_{t+1})$ as $\hat{T}Q(x_t, a_t) = r_t + \gamma \max_{a'} Q(x_{t+1}, a')$.

When a deep neural network is used as a function approximator (the deep RL setting), $Q$ is defined to be the output of a neural network with parameters $\theta$, and updates are performed by gradient descent on sampled transitions $\tau = (x_t, a_t, r_t, x_{t+1})$. A number of tricks are often used to improve stability: the sample-based objective is minimized following stochastic gradient descent based on minibatches sampled from a replay buffer of stored transitions, and a separate set of parameters $\tilde{\theta}$ is used to compute the targets $Q_{\tilde{\theta}}(x_{t+1}, a_{t+1})$ which is typically updated more slowly than the network’s online parameters. This yields the following loss function (where $\tau$ denotes the sampled transition):

$$\ell_{TD}(Q_\theta, \tau) = (R_{t+1} + \gamma \max_{a'} Q_\theta(X_{t+1}, a') - Q_\theta(X_t, A_t))^2.$$  

(2)

In this work we will be interested in how additional representation-learning objectives shape agents’ learning dynamics. We will refer to the outputs of the final hidden layer of the network (i.e. the penultimate layer) as features, denoted $q_\theta(x)$. Our choice of the penultimate layer is motivated by prior literature studying representations in RL (Ghosh & Bellemare, 2020; Kumar et al., 2021), although many works studying representation learning consider the outputs of earlier layers as well. In general, the features of a neural network are defined to be the outputs of whatever layer is used to compute additional representation learning objectives.
3 Capacity Loss

In this section we show that neural networks progressively lose their ability to quickly fit new targets when trained on sequential prediction tasks (i.e. settings in which the agent must solve a regression problem that iteratively changes over the course of training) including but not limited to those found in value-based RL. We find that capacity loss is particularly pronounced in sparse prediction tasks, where many of the target values the agent seeks to predict are zero. To study the effect of extreme capacity loss on performance in greater depth, we present a special case of the target-fitting capacity measure which is efficient to compute and has the intuitive interpretation of measuring the ability of the representation to linearly disentangle states. We find evidence that agents which have greater capacity according to this metric tend to achieve better performance in challenging environments from the Atari suite where agents fail to match human performance, and that those suffering from representation collapse according to this metric fail to make any learning progress at all.

3.1 Target-fitting Capacity

Neural networks trained with temporal difference learning objectives must solve a sequence of target prediction problems. Ideally, the network should be able to fit later targets as quickly and accurately as it is able to fit early targets. However, prior work suggests that using ‘warm starts’, i.e. weights from a network trained on a different dataset or target function, can slow down training on new data points (Ash & Adams, 2020). We are therefore interested in studying whether this notion of interference may affect the ability of reinforcement learning agents to make learning progress.

We begin by formally defining a notion of capacity loss which measures whether the network can quickly fit new targets, for example after a policy improvement step increases the expected reward.

We define the target-fitting capacity as follows:

$$C(N, O, D) = \mathbb{E}_{f \sim P_f} \left[ \mathbb{E}_{x \sim P_X} \left[ (g_{\theta'}(x) - f(x))^2 \right] \right] \quad \text{where } \theta' = \mathcal{O}(\theta_0, P_X, f).$$

This definition of capacity takes into account the interaction between the optimization algorithm and the initial parameters, and can be adapted to a broad range of function classes such as the network’s TD targets on the current dataset, the reward function on the environment, or randomly generated functions. The choice of function class is crucial to the notion of capacity measured. Using bootstrap targets from the network’s current parameters can identify networks which cannot fit their current target function, but may reveal more about the complexity of the network output than the network’s capacity to fit novel targets. A network which can only output the zero function, for example, will attain very low Bellman error in a sparse-reward environment, but may not be able to fit more interesting value functions. In our evaluations, we will therefore consider a random class of functions which is independent of the current network parameters.
To evaluate target-fitting capacity in deep RL agents, we sample target functions by randomly initializing neural networks with new parameters, and use the outputs of these networks as targets for regression. We then load initial parameters from an agent checkpoint at some time \( t \), and regress on random network outputs over a fixed set of inputs sampled from the earliest available checkpoint’s replay buffer. This ensures that the same regression problem is being evaluated at every checkpoint.

We are particularly interested in understanding why capacity loss occurs. Two possible causes are immediate: the effect of bootstrapping, and the effect of sequential training. The effect of bootstrapping on capacity has been studied in other contexts (Mobahi et al., 2020; Kumar et al., 2021). We aim to isolate the effect of sequential prediction tasks on capacity loss. To minimize the potential for confounding factors to influence our results, we construct a toy prediction problem on the MNIST data set. We first consider labels computed by a randomly initialized neural network \( f_0 \); we transform input-label pairs \((x, y)\) from the canonical MNIST dataset to \((x, f_0(x))\), where \( f_0(x) \) is the network output. To generate a new task, we simply reinitialize the network; our evaluations consist of 10 such iterations. We further consider a ‘sparse-reward’ version of MNIST: for each of 10 iterations \( i \), we use the label \( \hat{y}_i = \mathbb{1}[y < i] \). This mimics sparse-reward environments where the agent initially obtains no reward in the environment, then gradually improves its policy and thus increases its prediction targets over the course of training.

In Figure 2 we see that the networks trained in these two experiments both exhibit decreased ability to fit later target functions under a fixed optimization budget. This effect is strongest in small networks with ReLU activations, suggesting that some units may be saturating, but we see a similar trend across most architectures and prediction tasks. The sparse reward setting is particularly intriguing: we do not expect to see a monotone increase in error as the later label functions correspond to ‘easier’ learning problems (i.e. predicting the majority class will already yield reasonably low prediction error), but we do see that for equal difficulty, the network obtains greater error on the later target set than the earlier one, and this effect is significantly more pronounced than in the random labels tasks. This suggests that sparse reward signals can be particularly damaging to the ability of networks to fit new target functions.

### 3.2 Representation Collapse and Performance

Having shown that networks do indeed lose some notion of target-fitting capacity, we now turn our attention to the interaction between capacity and performance. To study this phenomenon further, we will use a computationally cheaper measure of network capacity which we call the effective dimension. An approximation of the rank of a feature embedding, it is both more computationally efficient – as it does not require training a network for several thousand steps – and requires fewer hyperparameter design choices than the previous capacity metric. While this does not take into account the ability of the network to update early layers, Appendix B shows that it correlates reasonably well with target-fitting capacity while also being a cheap, low-variance estimator against which to compare an agent’s relatively noisy performance.

**Definition 2 (Effective Dimension).** Let \( \phi : \mathcal{X} \to \mathbb{R}^d \) be a feature mapping. Let \( \mathbf{X}_n \in \mathcal{X}^n \) be a tuple of \( n \) states in \( \mathcal{X} \) sampled from some fixed distribution \( P \). Fix \( \varepsilon \geq 0 \), and let \( \phi(\mathbf{X}_n) \in \mathbb{R}^{n \times d} \) denote the matrix whose rows are the feature embeddings of states \( x \in \mathbf{X}_n \). Let \( \text{SVD}(M) \) denote the multiset of singular values of a matrix \( M \). Then the effective dimension of \( \phi \) given input distribution \( P \) is defined to be

\[
\rho(\phi, P, \varepsilon) = \lim_{n \to \infty} \mathbb{E}_{\mathbf{X}_n \sim P}[[\{\sigma \in \text{SVD}\left(\frac{1}{\sqrt{n}}\phi(\mathbf{X}_n)\right) \mid \sigma > \varepsilon\}]]
\]

for which a consistent estimator can be constructed as follows

\[
\hat{\rho}_n(\phi, \mathbf{X}, \varepsilon) = |\{\sigma \in \text{SVD}\left(\frac{1}{\sqrt{n}}\phi(\mathbf{X})\right) \mid \sigma > \varepsilon\}|.
\]
Figure 3: Effective dimension (top) and performance (bottom) over the course of training. We observe that effective dimension is higher for environments and auxiliary tasks which provide denser reward signals than for sparse reward problems.

The effective dimension is equal to the dimension of the subspace spanned by \( \phi(\mathcal{X}) = \{ \phi(x) \mid x \in \mathcal{X} \} \) when \( \epsilon = 0 \) and the state space \( \mathcal{X} \) is finite. For \( \epsilon > 0 \), it throws away small components of the feature embedding. In the language of Definition 1 this has the interpretation of measuring the ability of a linear classifier with bounded weight norm to distinguish the feature embeddings of input states. We show that \( \rho \) is well-defined and that \( \hat{\rho}_n \) is a consistent estimator in Appendix A.

Our analysis in this section superficially resembles that of Kumar et al. (2021), but with two key differences: first, we consider a different definition of capacity motivated by our previous discussion; concretely, our estimator does not normalize by the maximal singular value. Second, we are interested in the capacity of agents with unlimited opportunity to interact with the environment. Online data collection allows for interaction between the representation and behaviour policy, an important feature missing from the limited-data and offline settings. Thus prior observations on implicit under-parameterization in the data-limited regime do not immediately explain our observations on capacity loss, nor do they imply that effective dimension should decline in the online RL setting.

In our empirical evaluations, we train a double DQN (DDQN) agent, a quantile regression (QR-DQN) agent, and a double DQN agent with an auxiliary random cumulant prediction task (RCDQN) (Dabney et al., 2021), on environments from the Atari suite, then evaluate \( \hat{\rho}_n \) on agent checkpoints obtained during training. We train on 4 environments: Montezuma’s Revenge (sparse reward), Pong (dense reward), a sparsified version of Pong in which the agent does not receive negative reward when its opponent scores, and Seaquest (dense reward, but more challenging than Pong). We run 3 random seeds on each environment-agent combination.

We visualize agents’ effective dimension and performance in Figure 3. Two trends are immediately clear: at the environment level, agents tend to have higher effective dimension in environments with more reward signal. At the learning objective level, incorporating auxiliary rewards prevents representations from collapsing and in most settings increases the effective dimension over the double DQN objective, but can have a detrimental effect on learning progress in complex, dense-reward games presumably due to interference between the random rewards and the true learning objective. Intriguingly, over the course of training we do not see a consistent downward trend across all games and update objectives, suggesting that while effective dimension is indeed effective at identifying representation collapse it does not perfectly correlate with network capacity.

We observe that representation collapse is most pronounced in the QR-DQN objective, which in sparse-reward environments requires all 201 quantile heads to predict the zero target function. As a result, the agent’s representation predictably collapses after training in Montezuma’s Revenge to a low-dimensional subspace, in some cases converging to an effective dimension of exactly zero. We observe a similar, but less pronounced, phenomenon in the double DQN agent.

While the many moving parts in deep RL algorithms make it difficult to isolate the causal effect of a single representation property on performance, Figure 4 reveals a correlation between learning progress and effective dimension on challenging games where agents fail to achieve human-level performance. We see this correlation in both a Rainbow (Hessel et al., 2018) agent, and an agent trained with the regularizer we will introduce in the coming section – its precise form is not relevant.
Figure 4: (a) Agent capacity vs human-normalized score in games where Rainbow does not achieve superhuman performance. While effective dimension does not appear to solely determine agent performance, there is a positive correlation between effective dimension and human-normalized score. (b) An ‘unlucky’ seed from our evaluations on the sparsified version of Pong, where learning progress occurs only after the agent recovers from representation collapse.

to the discussion of feature collapse. Further, it is clear that agents whose representations have collapsed do not make learning progress, as demonstrated by the learning curves shown in Figure 4b, which highlights a particularly unlucky random seed that did not observe a point being scored during its initial random exploration period and experienced representation collapse. Eventually, after several million training frames, its effective dimension increased dramatically, and shortly after this occurred, the agent solved the task. We conclude that in its extreme form, representation collapse can completely prevent learning progress, but that the relationship between learning progress and effective dimension in less extreme cases is complex and one of many factors influencing performance in RL.

4 INFeR: MITIGATING CAPACITY LOSS WITH FEATURE REGULARIZATION

The previous section showed that capacity loss occurs in deep RL agents trained with online data, and in some cases appears to be a bottleneck to performance. We now consider how it might be mitigated, and whether explicitly regularizing the network to preserve its initial capacity improves performance in environments where representation collapse occurs. Our approach involves a function-space perspective on regularization, encouraging networks to preserve their ability to output linear functions of their features at initialization.

4.1 FEATURE-SPACE REGULARIZATION

Our goal is to train a network which preserves its ability to quickly fit new target functions. To do this, we propose using a training objective that preserves the network’s ability to represent functions it had the capacity to output when it was initialized. Much like parameter regularization schemes which seek to keep parameters close to their initial values, we wish to regularize a set of network outputs towards their initial values. Similar perspectives have been used to prevent catastrophic forgetting in continual learning (Benjamin et al., 2019). There are many approaches that one could take to achieve this goal; the one we will present, Initial Feature Regularization (InFeR), applies an $\ell_2$ regularization penalty on the output-space level by regressing a set of auxiliary linear projection heads on top of the feature layer of the network to match their outputs at initialization.

In our approach, illustrated in Figure 5, we begin with a fixed deep Q-learning neural network with parameters $\theta$, and modify the network architecture by adding $k$ auxiliary linear prediction heads $g_i$ on top of the feature representation $\phi_\theta$. We take a snapshot of the agent’s parameters at initialization $\theta_0$, and use the outputs of the $k$ auxiliary heads under these parameters as auxiliary prediction targets. We then construct an auxiliary loss computing the mean squared error between the outputs of the heads under the current parameters $g_i(x; \theta_t)$ and their outputs at initialization $g_i(x; \theta_0)$. This approach has the interpretation of amplifying and preserving subspaces of the features that were present at initialization. In practice, we found that scaling the auxiliary head outputs by a constant $\beta$.
increased this amplification effect. This results in the following form of our regularization objective, where we let \( B \) denote the replay buffer sampling scheme used by the agent:

\[
\mathcal{L}_{\text{InFeR}}(\theta, \theta_0; B, \beta) = \mathbb{E}_{x \sim B} \left[ \frac{1}{k} \sum_{i=1}^{k} (g_i(x; \theta) - \beta g_i(x; \theta_0))^2 \right].
\]

(6)

We evaluate the effect of incorporating this loss in both DDQN (Van Hasselt et al., 2016) and Rainbow (Hessel et al., 2018) agents, and include the relative performance improvement obtained by the InFeR agents over Rainbow on 57 games from the Atari 2600 suite in Figure 5, deferring the comparison to DDQN, where the regularizer improved performance slightly on average but only yielded significant improvements on sparse-reward games, to the appendix. We observe a net improvement over the Rainbow baseline by incorporating the InFeR objective, with significant improvements in games where agents struggle to obtain human performance. Though we only show one set of hyperparameters, we found InFeR to be relatively robust to the auxiliary scale \( \alpha \), target scale \( \beta \), and number of heads \( k \) and so did not do extensive hyperparameter tuning. The evaluations in Figure 5 are for \( k = 10 \) heads with \( \beta = 100 \) and \( \alpha = 0.1 \).

We further observe in Figure 5 that in addition to improving performance, the InFeR loss reduces target-fitting error on dense-reward games and increases effective dimension in sparse-reward games, though we note some ambiguity in the target-fitting capacity results in Montezuma’s Revenge, which we attribute to the fact that the sparse-reward period of training largely concludes within the first 20 million frames, well before the first agent checkpoint we consider in our effective dimension and capacity plots is saved. To fill this gap, we provide additional results in Appendix B.4 where we show that adding InFeR to the sequential MNIST prediction task reduces target-fitting error.
The striking improvement obtained in the sparse-reward Montezuma’s Revenge environment begs the question of whether such results can be replicated in other RL agents. We follow the same experimental procedure as before, but now use the DDQN agent; see Figure 6. We find that adding InFeR to the DDQN objective produces a similar improvement as does adding it to Rainbow, leading the DDQN agent, which only follows an extremely naive $\epsilon$-greedy exploration strategy and obtains zero reward at all points in training, to exceed the performance of the noisy networks approach taken by Rainbow in the last 40 million training frames. This leads to two intriguing conclusions: first, that agents which are explicitly regularized to prevent representation collapse can make progress in sparse reward problems without the help of good exploration strategies; and second, that this form of regularization yields significantly larger performance improvements in the presence of additional algorithm design choices that are designed to speed up learning progress.

### 4.2 Understanding How InFeR Works

Having observed that our regularizer both improves performance and mitigates capacity loss, we now take a closer look into the mechanisms by which it may enable learning progress. While InFeR improves performance on average across the Atari games, it does not do so uniformly: its improvements are concentrated principally on games where the baseline rainbow agent performs significantly below the human baseline. It further clearly slows down progress in a subset of environments such as Asteroids and Jamesbond. We now take a closer look at the mechanisms by which this regularizer is shaping the agent’s representation in the hopes of explaining this differential effect. We consider two hypotheses.

**Hypothesis 1:** InFeR improves performance by preserving a random subspace of the representation that the final linear layer can use to better predict the value function. The effect of the regularizer on other aspects of the representation learning dynamics does not influence performance.

**Hypothesis 2:** The InFeR loss slows down the rate at which the learned features at every layer of the network can drift from their initialization in function space, improving the learning dynamics of the entire network to prevent feature collapse and over-fitting to past targets. The precise subspace spanned by the auxiliary weights is not directly useful to value function estimation.

To evaluate hypothesis 1, we concatenate the outputs of a randomly initialized network to the feature outputs of the network used to learn the Q-function, and train a linear layer on top of these joint learned and random features. If Hypothesis 1 were true, then we would expect this architecture to perform comparably to the InFeR agents, as the final linear layer has access to a randomly initialized feature subspace. If not, then we would expect the performance of the agents with access to the random features to be comparable to that of the vanilla Rainbow agents. Figure 7 shows that the latter occurs, confirming that the effect of InFeR on earlier layers is crucial to its success.

![Figure 6: Additional evaluations with a Double DQN agent on Montezuma’s Revenge.](image)

![Figure 7: Left: agent performance does not improve over baseline when random features are added to the representation. Right: doubling the width of the neural network narrows the performance gap in games on which InFeR under-performed relative to Rainbow.](image)
We now consider hypothesis 2. We note that we have constructed InFeR so as to limit the degrees of freedom with which a network can collapse its representation. This has the potential side effect of reducing the flexibility of the network to make the changes necessary to fit new value functions, which may slow down progress in environments where representation collapse doesn’t occur. If this is the case, then increasing the dimension of the feature vector to which we apply InFeR should give the network more degrees of freedom to fit its targets, and so reduce or eliminate the performance gap induced by the regularization. We test this hypothesis by doubling the width of the penultimate network layer and comparing the performance of InFeR and Rainbow on games where InFeR hurt performance in the original network. We see in Figure 7 that increasing the network’s size reduces, eliminates, or in some cases reverses the performance gap induced by InFeR in the smaller architecture. We therefore conclude that the principal mechanism by which InFeR affects performance is by regularizing the entire network’s learning dynamics.

5 RELATED WORK

A great deal of recent work on deep reinforcement learning has focused on developing useful auxiliary tasks to improve performance and encourage learned representations to satisfy desirable properties (Jaderberg et al., 2017; Veeriah et al., 2019; Gelada et al., 2019; Machado et al., 2018). Additional work has analyzed the geometry (Bellemare et al., 2019) and stability (Ghosh & Bellemare, 2020) of the learned features. A separate line of work considers the linear algebraic properties of agents’ learned representations (Kumar et al., 2021; Gogianu et al., 2021). A theoretical framework for the analysis of agents’ learning dynamics was proposed by Lyle et al. (2021), who used this to study the behaviour of RL agents in sparse-reward environments. In contrast to prior work, which treats the layers of the network which come before the features as a black box, we explicitly study the properties and learning dynamics of the whole network.

A separate line of work has studied the effect of interference between sub-tasks in both reinforcement learning (Schaul et al., 2019; Teh et al., 2017; Igl et al., 2021) and supervised learning settings (Sharkey & Sharkey, 1995; Ash & Adams, 2020; Beck et al., 2021). A great deal of work has focused on mitigating catastrophic forgetting, proposing novel training algorithms using regularization (Kirkpatrick et al., 2017; Bengio et al., 2014; Lopez-Paz & Ranzato, 2017) or distillation (Schwarz et al., 2018; Silver & Mercer, 2002; Li & Hoiem, 2017) approaches. Methods which involve reinitializing a new network have seen particular success at reducing interference between tasks in deep reinforcement learning (Igl et al., 2021; Teh et al., 2017; Rusu et al., 2016; Fedus et al., 2020). A closer relative of our approach is that of Benjamin et al. (2019), which also applies a function-space regularization approach, but which involves saving input-output pairs into a memory bank with the goal of mitigating catastrophic forgetting. InFeR differs from prior work in both goal and method: it seeks to maximize performance on future tasks, works without task labels, and incurs a minimal, fixed computational cost independent of the number of prediction problems seen during training.

6 CONCLUSIONS

This paper has demonstrated a fundamental challenge facing deep RL agents: loss of the capacity to distinguish states and represent new target functions over the course of training. We have shown that this phenomenon is particularly salient in sparse-reward settings, in some cases leading to complete collapse of the representation and preventing the agent from ever making learning progress. We’ve also proposed a regularizer to preserve capacity, yielding improved performance across a number of settings in which deep RL agents have historically struggled to match human performance. Further investigation into this method suggests that it is performing a form of function-space regularization on the neural network, and that settings where it appears the task reduces performance are actually instances of under-parameterization relative to the difficulty of the environment. Particularly notable is the effect of incorporating InFeR in the hard exploration game of Montezuma’s Revenge: its success here suggests that effective representation learning can allow agents to learn good policies in sparse-reward environments even under naive exploration strategies. Our findings open up a number of exciting avenues for future work in reinforcement learning and beyond to better understand how to preserve plasticity in non-stationary prediction tasks.
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A ESTIMATOR CONSISTENCY

We here show that our estimator of the agent’s effective dimension is consistent. First recall
\[
\left( \frac{1}{\sqrt{n}} \Phi_n \right)^\top \left( \frac{1}{\sqrt{n}} \Phi_n \right) = \frac{1}{n} \sum_{i=1}^{n} \phi(x_i)\phi(x_i)^\top.
\] (7)

The following property of the expected value holds
\[
\mathbb{E}_{x\sim P}[\phi(x)\phi(x)^\top] = \mathbb{E} \left[ \frac{1}{n} \sum_{i=1}^{n} \phi(x_i)\phi(x_i)^\top \right].
\] (8)

It is then straightforward to apply the strong law of large numbers. To be explicit, we consider an
element of \( M = \mathbb{E}[\phi\phi^\top], M_{ij} \).

\[
\mathbb{E}[(\phi(x)\phi(x)^\top)_{ij}] = M_{ij} = \mathbb{E}[\phi_i(x)\phi_j(x)] \implies \sum_{k=1}^{n} \frac{1}{n} \phi_i(x_k)\phi_j(x_k) a.s. \rightarrow M_{ij}.
\] (9)

Since we have convergence for any \( M_{ij} \), we get convergence of the resulting matrix to \( M \). Because
the singular values of \( \Phi \) are the eigenvalues of \( M \) and the eigenvalues are continuous functions of
that matrix, the eigenvalues of \( M_n \) converge to those of \( M \) in probability. Then for almost all values
of \( \epsilon \), the threshold estimator \( N(\lambda_1, \ldots, \lambda_k; \epsilon) = |\{ \lambda_i > \epsilon \}| \) will converge to \( N(\text{spec}(M); \epsilon) \) for
almost all values \( \epsilon \). Specifically, the estimator will be convergent for all values of \( \epsilon \) which are not
eigenvalues of \( M \) itself.

B ADDITIONAL EVALUATIONS

We now present full evaluations of many of the quantities described in the paper. We use the same
training procedure for all of the figures in this section, loading agent parameters from checkpoints
to compute the quantities shown.

- **Agent:** We train a Rainbow agent \( \text{(Hessel et al., 2018)} \) with the same architecture and hyper-
parameters as are described in the open-source implementation made available by \( \text{(Quan & Os-
 trovski, 2020)} \). We additionally add InFeR, as described in Section 4, with 10 heads, gradient
weight 0.1 and scale 100.

- **Training:** We follow the training procedure found in the Rainbow implementation mentioned
above. We train for 200 million frames, with 500K evaluation frames interspersed every 1M
training frames. We save the agent parameters and replay buffer every 10M frames to estimate
feature dimension and target-fitting capacity.

B.1 EFFECTIVE DIMENSION

Here we expand upon the illustrative examples provided in Figure [3]. We show that the decline in
dimension shown across the different agents in the selected games also occurs more generally in
Rainbow agents across most environments in the Atari benchmark. We also show that in most cases
adding InFeR mitigates this phenomenon. Our observations here do not show a uniform decrease in
effective dimension or a uniformly beneficial effect of InFeR. The waters become particularly mud-
died in settings where neither the Rainbow nor Rainbow+InFeR agent consistently make learning
progress such as in tennis, solars, and private eye. It is outside the scope of this work to identify
precisely why the agents do not make learning progress in these settings, but it does not appear to
be due to the type of representation collapse that can be effectively prevented by InFeR.

**Procedure.** We compute the effective dimension by sampling \( n = 5e^4 \) transitions from the replay
buffer and take the set of origin states as the input set. We then compute a \( n \times d \) matrix whose row
\( i \) is given by the output of the penultimate layer of the neural network given input \( S_i \). We then take
the singular value decomposition of this matrix and count the number of singular values greater than 0.01 to get an estimate of the dimension of the network’s representation layer.

In most games, we see a decline in effective dimension. Strikingly, this decline in dimension holds even in the online RL setting where the agent’s improving policy presumably leads it to observe a more diverse set of states over time, which under a fixed representation would tend to increase the effective rank of the feature matrix. This indicates that even in the face of increasing state diversity, agents’ representations face strong pressure towards degeneracy.

B.2 Target-fitting Capacity in Atari

Analogously, we also evaluate the target-fitting capacity of Rainbow and Rainbow+InFeR agents across the entire Atari suite. We again observe that in general the target-fitting error of the network-optimizer combination tends to increase slightly over the course of training. In most cases, we see a modest increase in target-fitting error which is somewhat reduced by adding InFeR, although both the overall trend over the course of training and the effect of InFeR vary between the different games.

Procedure. We measure target-fitting capacity by using the outputs of a randomly initialized network of the same architecture as the Rainbow agent as regression targets. At each saved checkpoint, we load the agent’s parameters, optimizer state, and the replay buffer from either the same checkpoint as the parameters and optimizer state or from the first checkpoint. We then randomly sample $n = 2000$ transitions and perform $\ell_2$ regression on the outputs of the randomly initialized network, using the checkpoint parameters and optimizer state as an initialization point. We train for 200 epochs using the same optimizer as was used in RL training, and compute the mean squared error from the targets at the end of training as the target-fitting error.

Intriguingly, the set of games which see decreases in effective dimension and the set of games which see increases in target-fitting error overlap but are not identical. There are a number of possible explanations for why this may be the case, which we detail below.

- **Input state similarity:** all inputs in the game of Pong are extremely similar, and therefore yield similar outputs from the randomly initialized network which pose a simpler prediction problem than those of other games where inputs are more visually diverse.

- **Training duration:** some games require longer to master than others, and so in some easy environments which plateau at the optimal policy quickly the effective training time will be much shorter than the wall-clock time, as after it has learned the optimal value function the agent receives near-zero gradients.

- **Target magnitude:** some environments have smaller target functions than others, and while the loss function appeared to plateau well before we halted training on random targets, it’s possible that some environments appeared to have inflated capacity loss because it is harder to move parameters which produce large-magnitude outputs towards the random initialization even if they’re equally capable of adapting to smaller changes in the target value.

B.3 Performance

We provide full training curves for both Rainbow and Rainbow+InFeR on all games in Figures 10 & 11 (capped human-normalized performance), and 12 & 13 (raw evaluation score). We also provide evaluation performance curves for DDQN and DDQN+InFeR agents in Figure 14.

B.4 Details: Target-fitting Capacity in Non-stationary MNIST

In addition to our evaluations in the Atari domain, we also consider a variant of the MNIST dataset in which the labels change over the course of training.

- **Inputs and Labels:** We use 2000 randomly sampled digits from the MNIST dataset and assign either binary or random Gaussian targets.

- **Distribution Shift:** We divide training into 10 stages of 50 epochs each. In the Gaussian setting, the labels are resampled every stage. In the binary setting, the labels at stage $i$ correspond to the
Figure 8: Effective dimension of agent representations over the course of training on all 57 games in the Atari benchmark. We compare Rainbow against Rainbow+InFeR. Rainbow+InFeR does not uniformly prevent decreases in effective dimension across all games, but on average it has a beneficial effect on preserving representation dimension.
Figure 9: Target-fitting capacity (MSE on random targets) measured over the course of training on all games in the Atari benchmark. In most (43 out of 57) environments, target-fitting capacity declines over the course of training in both standard Rainbow and Rainbow+InFeR, but in these settings the Rainbow+InFeR agent achieves lower error in almost all environments.
Figure 10: Full evaluation of capped human-normalized performance on Atari benchmarks for the default Rainbow architecture.
Figure 11: Full evaluation of capped human-normalized performance on Atari benchmarks in the double-width Rainbow architecture.
Figure 12: Full evaluation of raw scores on Atari benchmarks for the default Rainbow architecture.
Figure 13: Full evaluation of raw scores on Atari benchmarks for the double-width Rainbow architecture.
Figure 14: Evaluations of the effect of InFeR on performance of a Double DQN agent. Overall we do not see as pronounced an improvement as in Rainbow, but note that the average human-normalized score over the entire benchmark is nonetheless slightly higher for the InFeR agent, and that the performance improvement obtained by InFeR in Montezuma’s Revenge is still significant in this agent.
Figure 15: Effect of adding InFeR to the regression objective in a random reward prediction problem on the non-stationary MNIST environment. We see that the InFeR objective produces networks that can consistently outperform those trained with a standard regression objective, and even appears to enable forward-transfer early in training.

binary indicator $\mathbb{1}[y > i]$. This mimics the phenomenon in RL where states’ values may increase over time as the agent’s policy improves.

- **Architecture**: we use two different MLP architectures: a ‘shallow’ single hidden layer network with width 128, along with a ‘deep’ MLP with hidden unit widths 64 and 32, along with two activation units: ReLU and leaky-ReLU.

Our results from this experiment indicate that underparameterized networks and those that use ReLU activations are more prone to capacity loss than networks with abundant capacity and which do not use ReLU activations.

### B.5 Effect of InFeR on target-fitting capacity in MNIST

In addition to our study of the Atari suite, we also study the effect of InFeR on the non-stationary MNIST reward prediction task with a fully-connected architecture; see Figure 15. We find that it significantly mitigates the decline in target-fitting capacity demonstrated in Figure 2.