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The purpose is to study the interactive teaching mode of human action recognition technology in music and dance teaching under computer vision. The human action detection and recognition system based on a three-dimensional (3D) convolutional neural network (CNN) is established. Then, a human action recognition model based on the dual channel is proposed on the basis of CNN, and the visual attention mechanism using the interframe differential channel is introduced into the model. Through experiments, the performance of the system in the process of human dance image recognition based on the Kungliga Tekniska Högskolan (KTH) dataset is verified. The results show that the dual-channel 3D CNN human action recognition system can achieve high accuracy in the first few rounds of training after the frame differential channel is added, the error can be reduced quickly, and the convergence can start quickly; the recognition accuracy of the system on KTH dataset is 96.6%, which is higher than that of other methods; for $3 \times 3 \times 3$ basic convolution kernel, the best performance of the classification network can be obtained by pushing forward 0.0091 seconds in the calculation. Thereby, the dual-channel 3D CNN recognition system has good human action recognition accuracy in the dance interactive teaching mode of music teaching.

1. Introduction

Music teaching mode is a professional term in teaching theory. It is a kind of teaching activity structure, which reflects the specific logic of teaching theory and aims to achieve a relatively stable teaching task [1]. In the traditional teaching mode, teachers show students and students imitate and practice. Although this teaching method has been recognized to a great extent in the practical application of education for a long time, its limitations are increasingly obvious with the change of students' knowledge and skill structure and the increase of music teaching content and subjects [2]. Too much emphasis on the rigid quantitative trend of music and dance skills training means that even if some students can perform high-level dance, they cannot effectively use dance, such as improvisation, which requires a high degree of freedom. The music teaching method under the information technology environment can effectively integrate the method into the interaction of dance teaching through the integration of human movement recognition and traditional dance teaching concept and through the design of the educational framework of multimedia interactive dance course learning. It can help students understand the connotation of dance deeply and guide students to master the learned movements. It can also effectively improve teachers' demonstration and students' imitation of traditional teaching methods and increase the interaction between teachers and students [3].

Pham et al. (2018) [4] showed that the computer vision community is currently committed to solving the problem of action recognition in real videos, which contain thousands of challenging samples. In this process, a deep convolutional neural network (CNN) plays a crucial role in various vision-based action recognition systems. Zhang et al. (2019) [5] reviewed the latest methods of human behavior recognition, including the artificial design progress of action characteristics in $R$ (red), $G$ (green), $B$ (blue), and deep data, the current action feature representation method based on deep learning, the progress of human-computer interaction recognition method, and the outstanding research topics of
current action detection methods. Chen et al. (2016) [6] proposed a human motion recognition method based on a depth motion map. Each depth frame in the depth video sequence is projected on three orthogonal Cartesian planes. In each projection view, the absolute difference between two consecutive projections is accumulated by forming a complete video sequence in depth. At present, there are some achievements on human action recognition, but there is a lack of research on dance action recognition in music teaching. The dance action recognition model established aims to give new inspiration for the traditional music teaching.

The method of establishing a model and verifying the results in the dataset is adopted. The innovation is that the new computer vision sensing technology is introduced into the dance action teaching in music teaching, which is adopted to identify the dance action. It is verified that the model recognition accuracy is high. It breaks the traditional teaching mode of teacher demonstration and student practice, increases the interaction between teachers and students, and provides new ideas for future music teaching.

2. Research Method

2.1. The Human Action Recognition Method. Human motion recognition mainly refers to the analysis and recognition of the species and behavior patterns of the monitored organisms [7]. Human vision system can recognize and analyze human motion in one millisecond. Human motion recognition based on computer vision needs to analyze, sort, and calculate the basic information of human behavior in video by using computer vision technology, so as to extract high-level semantics, which can represent the characteristics of human motion position, work, and behavior. Their behavior can be described and inferred, so that the device has the ability to understand human behavior in the video [8]. Figure 1 displays the human body recognition process.

Previous human motion recognition mainly focused on visible image sequences. Visible images are easy to see, and the interference of lighting conditions and complex background will affect the posture of the human body in color, texture, and light output in the actual scene; so, motion modeling has great challenges. Human motion has rich visual, temporal, and spatial information, but the lack of scene depth information makes it difficult for computers to fully simulate human motion [9]. The existence of visual sensors makes the computer simulation of human motion segments become diverse, which can well express the spatio-temporal performance. The task of recognizing human actions is no longer so difficult with the accumulation of information technology and computer animation.

Figure 1 reveals that in the video for computer vision recognition, human motion is a dynamic process, and different dance movements have different rules. Luminous flux, motion path, spatiotemporal interest points, and other methods can be used to express human motion. After the features that can represent human dance movements are obtained, it is essential to determine the type of human dance movements according to the extracted features; that is, the recognition and classification of dance movements can be realized. The methods used in typical classification motion recognition include template matching, state space, and deep learning [10].

2.2. Scheme of the Human Action Recognition System. An action recognition system is designed based on the above research, which includes an action capture module, action segmentation module, action training module, and action recognition module. Figure 2 displays the overall architecture of the system. After the action capture module, it enters the action segmentation and judges whether the object starts to execute the action by changing the motion state of the human body. If it is, the action is segmented and transferred to the action recognition module. In the action recognition module, the dual-channel 3D (three-dimensional) CNN human action recognition method is adopted to calculate the dance action sequence data through the code and matrix transformation obtained from the training module, and then the action recognition is carried out. Finally, the result of the action is set and returned to the user interface to complete the whole process.

2.3. System Development Environment. The realization of an action recognition system needs a development environment, including hardware environment and software environment. The main hardware environment is ThinkPad laptop, Windows 10 operating system, CPU Inter(R) Core(TM)i5-4200 processor, 2.6GHz main frequency, 8G memory; A Kinect2_0 for Windows. Software environment is Microsoft Visual Studio 2010 development platform, C# programming language, using WPF development framework Kinect for Windows SDK v2.0, which is released by Microsoft for Kinect 2.0 driver and development kit; MatlabR2016b and some C language code.

2.4. Motion Capture and Segmentation Module. Kinect SDK 2.0 [11] is employed to obtain skeleton data. A skeleton stream needs to be initialized to get skeleton stream data; then, the skeleton frame ready event [12] or all frames ready event is recorded, and the skeleton frame is obtained by event or polling mode; besides, the Skeleton Copy Data To method is adopted to copy the data from the skeleton frame of the skeleton object to the object array.

In practical application, the device captures real-time motion and transmits it to the software application in the form of the data stream, and there is no start and end action time; so, it cannot be adopted by the action recognition frame. Moreover, the action segmentation step should be added in the working process of the recognition system. According to the characteristics of human actions, the Kinect data stream provided by actions is divided into action segments, each of which contains complete action information, so as to ensure the accuracy of recognition.

A partitioning method based on human motion state is proposed, that is, to judge whether the human body is in motion state and then to divide the motion sequence in motion state. The main principle of this method is to count the sum of combined displacements in unit time. If the total
displacement exceeds a predetermined threshold, the current object is judged to execute the action.

2.5. Human Action Recognition Module Based on Dual-Channel 3D CNN. The action recognition unit is the central unit of the whole system, which is mainly responsible for human motion feature extraction and action recognition, and then returns the final results to the user interface.

2.6. CNN. CNN is similar to the biological neural network. Compared with the general deep neural network, its complexity and weight are smaller. Using CNN can realize end-to-end training, so that the image can be directly used as network input, and the network can extract images from features, including color, texture, and shape [13]. Feature layer extraction can form a bottom-up abstract feature. Moreover, the complexity of processing in the algorithm feature extraction, and the traditional data extraction and reconstruction feature are avoided. It has good durability and running efficiency.

Figure 3 displays the overall structure of CNN. The general structure is a classifier and feature extraction. The extracted features include multiple convolutional layers and overlapping subsampling layers. Classifiers generally use a complete connected neural network, and the image data does not need much processing as the direct input of the network. The output is obtained through several steps of extracting features and connecting to the classifier.
Convolutional layer is a crucial layer to construct CNN which is composed of a series of learning convolution kernels. In CNN, with the spatial correlation between local layers, the neurons between adjacent layers will not be fully connected, but only connected to the upper neurons in similar regions, that is, local connection. As shown in Figure 4, the basic convolution is to slice the whole image through a very small sensory area in a certain step. Then, the offset of the convolution process shown in equation (1) is adopted to calculate the dot product pixel, and then the result graph is activated through the activation function.

The result of convolution process is calculated by equation (1).

\[
x_{mn} = f \left( \sum_{i=0}^{R_2-1} \sum_{j=0}^{R_1-1} y_{m+i,n+j} v_{ij} + a \right) (0 \leq m \leq M, 0 \leq n \leq N).
\]

In (1), \(y\) is the image of the input matrix, \(v\) is the deviation of the kernel weight matrix \(I \times J\), \(a\) is the deviation, \(x\) is the size of the output \(M \times N\), and \(f(\cdot)\) is the activation function.

The other crucial concept of CNN is top-down sampling [14]. The data of the original image will not lose through convolution. If the features obtained in the convolution process are classified directly, massive computation will be generated. Besides, the large-scale image contains rich detailed information, which is easy to fit when it is input into the training network. The characteristic can be restored gradually by sampling. The usual method is to add a pooling layer combined with the convolutional layer, including the internal mean, maximum pooling, and pooling pyramid [15]. The size of the convolutional layer whose original data representation characteristics gradually decrease is obtained through the aggregation process. After pooling, dimension features and computing workload are reduced, and classification becomes easier. Furthermore, it makes the pan and zoom features fixed. Figure 5 below presents the maximum pooling process:

The sampling result of each window is the maximum average value of the selected sampling window, and the feature map after sampling is 1/4 times of the original size. The process is as follows:

\[
x_{mn} = \max_{0 \leq i \leq R_2, 0 \leq j \leq R_1} \left( y_{m+i,n+j} \right),
\]

\[
x_{mn} = \frac{1}{R_1 R_2} \sum_{i=0}^{R_2-1} \sum_{j=0}^{R_1-1} y_{m+i,n+j}.
\]

\(y\) is the two-dimensional input matrix; \(x\) is the output after sampling; \(m\) and \(n\) are the target pixel positions; \(R_1\) and \(R_2\) represent the sample length in the horizontal and vertical directions, respectively, which are employed to specify the sample window size. Most of the phase samples adopt the nonoverlapping window strategy, that is, each window is connected without overlapping. Downsampling can reduce the size of data quickly, reduce the amount of network computation, and make the network translation and scaling uncertain.

**Figure 3:** CNN structure diagram.

**Figure 4:** Two-dimensional convolution process.

**Figure 5:** Maximum pooling operation.
2.7. 3D CNN. Thanks to the core of this structure, convolution in the convolutional layer can extract multiple continuous frame characteristics, features and cube, and previous layers of continuous frame feature information, so that a period of action can be recorded. 3D CNN is employed to recognize human dance actions in the video, so that the network model can learn the time-series information of human movements. It can avoid the information loss caused by the poor expression ability of time-series information or the use of traditional statistical methods.

3D CNN is a 3D cube in the grid. The advantage of each cube in feature is that it is connected with massive continuous frames in the previous layer, so as to capture information about dance in a period of time. As shown in Figure 6, in the 3D convolution process, the value of a cube is calculated by several frames pressed continuously through a position. The cube eigenvalue of the location is calculated from the local regions of several continuous frames on the convolutional layer.

The output of the neurons at the position \((i, j, k)\) of the \(n\)-feature cube in the \(l\) hidden layer is calculated as follows:

\[
x^{ijk}_{lm} = f \left( \alpha_{lm} + \sum_{p=0}^{P_l-1} \sum_{q=0}^{Q_l-1} \sum_{r=0}^{R_l-1} v^{pq}_{lmn} y_{\left(\sum_{k}^{l-1}\right)n} \right).
\]  

\(y\) is the input of hidden layer from layer \(l-1\) to layer \(l\); \(x\) is the output of layer \(l\) \((i, j, k)\); the size of \(l\)-layer convolution kernel is \(P_l \times Q_l \times R_l\); \(f\) \((\cdot)\) is the activation function; \(\alpha_{lm}\) is the common compensation of cube features; \(n\) is the pointer to the cube feature, which associates the \(l\) layer with the current feature of the cube. \(v^{pq}_{lmn}\) is the weight between neurons of \(m\) feature graphs \((p, q, r)\) in layer \(l\) and \(n\) feature graphs in layer \(l-1\).

In all frame cubes, the same 3D weight ratio and deviation kernel can extract a feature. Multikernel convolution should be employed to extract multiple features in the construction of a 3D neural network model. Moreover, the
number of feature cubes will gradually increase in the input and output direction, so that more and more types of features can be generated to further reduce the features of the cube.

When the video sequence enters 3D CNN, the longest continuous frame must be continuously collected, so as to express the complete dance action information. The data amount will increase dramatically. Besides, information has certain invariance over time. 3D space sampling can reduce the cube volume, reduce the overlap among levels, reduce the difficulty of training, and improve the accuracy of training. For example, the sampling methods often used in 3D CNN include maximum pooling, average pooling, and random pooling. The 3D maximum pooling equation is as follows.

\[
x_{i,j,k} = \max_{0 \leq p \leq R_1, 0 \leq q \leq R_2, 0 \leq r \leq R_3} \left( y_{i+p,j+q,k+r} \right) .
\]  

\( y \) is the 3D vector input of the pool layer; \( x \) is the output of the pooling layer; \( R_1, R_2, \) and \( R_3 \) are sampled in three directions continuously. After sampling, the computation time and the strong robustness in time and space are greatly reduced.

2.8. **KTH (Kungliga Tekniska Högskolan) Dataset for Human Action Recognition.** KTH behavior database [16] is a set of data provided by the KTH Royal Institute of Technology in 2004 to quantify human behavior, as shown in Figure 7. The dataset consists of six actions performed by 25 people in 4 different scenarios: walking, jogging, running, boxing, hand waving, and hand clapping. The first scene is the...
normal outdoor fixed angle of view, the second scene is to change the distance and angle outdoors, and the fourth scene is indoor. The fixed camera has a 25fps frame rate, a total of 600 videos. Each video has the same behavior 3-4 times, and a total of 2391 video samples can be obtained, including resizing, changing clothes, and lighting changes. 18 people in the dataset are selected as training samples, and 7 people are selected as test samples to test the performance of the algorithm.

2.9. Dual-Channel 3D CNN Human Action Recognition Model. A visual attention mechanism [17] is introduced into the construction of 3D CNN, which can describe the interframe differential channel in the region with obvious changes of human dance action and input into the neural network model together with the original gray video frame to help identify dance action.

The video sequence collected by the camera has the characteristics of continuity. If there is no moving target in the scene, the change of continuous frames is very weak. If there is a moving target, there will be obvious changes between continuous frames. The temporal difference draws on this idea. The target in the scene is moving; so, the image position of the target is different in different image frames. This kind of algorithm performs differential operation on two or three consecutive images in time, subtracts the pixels corresponding to different frames, and judges the absolute value of gray difference. When the absolute value exceeds a certain threshold, it can be judged as a moving target, so as to realize the detection function of moving target.

A crucial advantage of human visual cognition is not to process the whole scene at the same time, but to focus on a part of the visual space, scan the image in a specific order, move from one region to another, and obtain information about the region. The information from these areas is combined with the overall sensory judgment. In a still scene, people’s eyes are always focused on different parts of the surrounding environment, as shown in Figure 8(a). Important areas of the still image can be extracted under this principle. Figure 8(b) displays that in the case of motion, the focus of the human visual system is on the part of visual field change, while the static part is ignored, and change is more crucial in judging the current motion.

Visual attention is applied to the 3D CNN motion recognition model by constructing interframe difference channel. Frame difference is one of the common methods to detect and segment moving objects. This process includes the following steps. First, the difference between the adjacent images is obtained by subtracting the corresponding pixel value from them. Then, opening and closing, as well as the threshold binarization, are performed on the difference

![Figure 12: Comparison of accuracy, precision, recall, and F1 values of various human behavior recognition algorithms.](image-url)
When the microenvironment changes, if the corresponding pixel value change in the region is less than a certain threshold, it is considered as the background region. If the corresponding changed pixel value is greater than the specified threshold in the region, it can be considered that the region is caused by the movement of the object in the image.

The time interval between two adjacent frames is short, and the environment changes little; so, the adjacent image frames can be employed as the background of the current frame model to improve the real-time performance. An interframe differential channel based on visual attention difference is introduced into the 3D CNN of the input layer to expand the neural network model to two channels. The difference matrix is introduced as another channel to input into the neural network model together with the original gray cube video frame, as shown in Figure 9 below.

Figure 10 is a process of human motion recognition using dual channel 3D CNN. The first step is to process the human behavior video in the dataset in gray mode. 18 key images are extracted from the average sampling period as the original video input of 3D CNN. The size is $15 \times 120 \times 160$. The interframe difference channel is calculated based on the extraction of sample frame keys. The key frame is the second channel of 3D CNN, combined with gray video data as training input.

2.10. System Performance Comparison Experiment and Result Analysis. In the system established, a dual-channel 3D CNN model is constructed based on the KTH dataset for dance action recognition. Figure 11 shows the accuracy curve comparison between the constructed 3D CNN model of human action recognition with frame difference channel and only with the original gray data.

Figure 11 shows that the dotted line represents the original video frame channel without adding frame difference channel, and the solid line represents the 3D CNN model with frame difference channel. The network can achieve high accuracy in the first few rounds of training after channel difference frames are added, the error can be reduced rapidly, and the convergence can start quickly. The network can quickly capture the characteristics of human behavior under the effect of the frame difference channel. However, the network without frame difference channel must go to the original image to find usable features and gradually learn human behavior features through dozens of rounds of training. Therefore, introducing the visual attention mechanism of the frame difference channel into 3D CNN can improve the accuracy of human behavior recognition.

Figure 12 presents the working model of the proposed human recognition system, which is compared with other methods to determine human behavior, such as HOG.
With the development of modern information, as one of the most crucial trends in the field of artificial intelligence, human motion recognition technology has broad application prospects and the importance of research theory. However, traditional feature extraction methods usually need more prior knowledge, based on which features are extracted, which has large workload, low strength, weak ductility, and no extensive adaptive features. In particular, some static scenes, such as dance teaching action recognition for view invariant human action recognition, have many limitations. Therefore, this exploration aims to use deep neural network to improve the shortcomings of traditional methods, reduce physical labor, enhance durability, and improve the accuracy of dance movement recognition.

The proposed dual channel 3D CNN human motion detection system can provide better performance in the human dance motion dataset collected in the simple environment KTH dataset. For example, the model can be used for intelligent static scene monitoring and motion analysis, such as dance motion analysis. The research deficiency is that the model also needs to further study more complex behavior types, such as dancing with teachers and dancing for two people, so as to broaden the application scope of the model. In the future, it is hoped that the model proposed can be further verified in more fields.
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