COMPLEX POWERS FOR A CLASS OF INFINITE ORDER HYPOELLiptic OPERATORS

STEVAN PILIPOVIĆ AND BOJAN PRANGOSKI

Abstract. We prove the complex powers of a class of infinite order hypoelliptic pseudo-differential operators can always be represented as hypoelliptic pseudodifferential operators modulo ultrasmoothing operators. We apply this result to the study of semigroups generated by square roots of non-negative hypoelliptic infinite order operators. For this purpose, we derive precise estimates of the corresponding heat kernel.

1. Introduction

Complex powers of pseudo-differential operators were studied by many distinguished mathematicians; we mention here only some of their papers and books, [1], [31], [13], [11], [12], [10], [33], [32], [21], [19], [20], [8]. Their investigations are related to the index theory, Weyl counting function, regularity properties of solutions and to several other topics in PDE. Hörmander’s books [13] based on his papers and related to his theory of pseudodifferential and Fourier integral operators and the generalisations over manifolds, were the framework of the quoted investigations. Recently Buzano and Nicola [2] (see also [22]) studied complex powers of global hypoelliptic pseudodifferential operators over \( \mathbb{R}^d \), whose Weyl symbols belong to Hörmander’s class \( S(m, g) \) associated with a tempered weight function \( m \) and a slowly varying Riemann metric \( g \). They provide interesting applications in the classification of Schatten classes and in the semigroup theory with infinitesimal generators being fractional powers of globally defined symbols.

In this article we are analysing a new class of global Shubin type symbols (over \( \mathbb{R}^d \)) for which we have had to develop a completely new calculus; the asymptotic behaviour of the symbols is sharply estimated by constants dependent on the derivatives and power functions realised by Gevrey-type sequences, i.e. they are ultradifferential with sub-exponential growth (see [3], [4], [26]). Hypoellipticity in this setting allows for symbols to decay sub-exponentially at infinity. The prototypical example of such hypoelliptic symbols is realised by \( e^{\pm a(x, \xi) s^{1/(ms)}} \) for large enough \( s > 1 \), where \( a \) is particular globally elliptic and positive Shubin symbol of order \( m \geq 1 \) (see Remark 7.6 below; see also [4] for other non-trivial examples). Needless to say, the notion of hypoellipticity and symbols in these classes go beyond the classical Weyl-Hörmander calculus. Although we are considering problems with already determined steps of proofs, the realisation of these ideas is rather involved. In the infinite order setting, the change of quantisation and the composition formulas always result in additional (ultra)smoothing operators and these require different techniques (often of functional analytic nature) to handle them. As a matter of fact, a part of this article is devoted to proving that the resulting (ultra)smoothing operators are “well-behaved” when one applies the symbolic calculus to symbols varying in bounded sets in the symbol classes. This brings a complicated calculus, especially in the
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estimates of the complex powers as well as in recurrence formulas for the estimates of the derivatives of the heat kernels. Our new technique involves a deep analysis of topological structures related to ultradistribution type spaces and hypoelliptic operators. Even the application in the semigroup analysis involves several new general results which are of independent interest.

To motivate our investigations, we note that in [24, 25] we studied the asymptotic behaviour of the eigenvalue counting function of a class of infinite order ΨDOs. One of the main building blocks for the development of the theory are the results presented in this article; most notably the precise estimates we obtain here on the symbol of the heat parametrix. Furthermore, in [25] we gave interesting examples of infinite order hypoelliptic operators, namely perturbations of smaller order of power series of a classical elliptic Shubin differential operator \( a^w = \sum_{|\alpha|+|\beta|\leq m} a_{\alpha,\beta} x^{\alpha} D^{\beta} \) on \( \mathbb{R}^d \). More precisely, these are operators of the form

\[
P(a^w) + \text{“smaller order terms”} = \sum_{n=0}^{\infty} c_n(a^w)^n + \text{“smaller order terms”},
\]

where \( P \) is an entire function with positive Taylor coefficients \( c_n, n \in \mathbb{N} \), having suitable growth order. In [25] we proved that under suitable conditions on \( P \), these are indeed hypoelliptic operators in our setting. Of course, the most interesting case is when \( a^w = H = |x|^2 - \Delta \) is the Harmonic oscillator in which case the operator is of the form \( \sum_n c_n H^n + \text{“smaller order terms”} \). Also, we mention here our results concerning the hypoellipticity for certain classes of linear and non-linear problems in this context given in [3] and [4].

We give a brief outline of our work.

In Section 3, we recall the definition and some basic facts concerning the symbol classes, denoted here as \( \Gamma \)-type classes, and the corresponding pseudodifferential operators of infinite order involved in the sequel; we refer to [26] and [3] for the complete theory concerning the symbolic calculus that these operators enjoy. To these symbol classes we attach spaces of formal series (asymptotic expansions) which we denote as \( FS \)-type space of formal series. We introduce in Subsection 3.1 certain relations between bounded subsets of the symbol classes and their asymptotic expansions in order to prove that the ambiguity in constructing bounded sets of symbols out of bounded sets of asymptotic expansions is always given by a “well-behaved” set of ultrasmoothing operators. Section 4 is related to the Weyl calculus and the twisted product \( # \) (also referred to as the sharp product) of symbols and the composition of corresponding Weyl operators. For us, it will be particularly important that the spaces of asymptotic expansions have a ring structure with multiplication given by \( # \), which is in fact hypocontinuous with respect to the natural locally convex topology that the \( FS \)-spaces have. In Section 5 we recall from [3] the construction of the parametrix for a hypoelliptic symbol. We also prove an important result concerning the minimal and maximal realisations of hypoelliptic symbols: they coincide. This fact is well-known in the classical Weyl-Hörmander calculus, here we proved that it is also valid in our infinite order setting (for example, this result applies to the power series of the Harmonic oscillator discussed above).

After these three preparatory sections, Section 6 is devoted to the complex powers of hypoelliptic operators. We follow the approach of [6, 14] and state the main result, Theorem 6.1 for a hypoelliptic symbol \( a \) satisfying certain conditions, the complex power \( A^z \) (where \( A \) is the closure of the \( L^2(\mathbb{R}^d) \)-realisation of the Weyl operator with symbol \( a \)) is always pseudodifferential with hypoelliptic symbol \( a^z \) modulo ultrasmoothing operator.
In the first four parts of the theorem we give the existence and the properties of the asymptotic expansion of the hypoelliptic symbol $a^z$. Part (v) contains uniform estimates of $a^z$ with respect to $z$ lying in vertical strips $\{\zeta \in \mathbb{C} | 0 < \Re \zeta \leq t\}$ and with respect to the derivatives $D_w^a a^z(w)$. The last, sixth, part of the theorem shows that the domain of the unbounded operator $\bar{A}$ is in fact $\{v \in L^2(\mathbb{R}^d) | (a^z)v \in L^2(\mathbb{R}^d)\}$ and proves the analyticity of the mappings $z \mapsto (a^z)v$ and $z \mapsto S^z v$ (with values in $L^2(\mathbb{R}^d)$) on vertical strips for each $v \in D(A(|t|+1))$. The analyticity in the classical setting is obtained for free (from the general theory of complex powers of operators on Banach spaces), but here it is a difficult task because of the additional ultrasmoothing operators $S^z$. The major part of the article is devoted to the proof of this theorem: it is the content of this entire section.

In Section [7] we apply the theory of complex powers to a semigroup generated by the square root of a non-negative operator given as an $L^2(\mathbb{R}^d)$-realisation of a hypoelliptic symbol in our $\Gamma$-class. We prove that the semigroup is comprised of pseudodifferential operators with symbols in the $\Gamma$-class. As it turns out, the heat parametrix plays an essential role in our analysis. With our technique, we derive precise estimates on the heat kernel which are of independent interest because, as we mentioned before, we applied them in [24, 25] to derive asymptotic formulae for the eigenvalue counting function and the analysis of spectral properties of hypoelliptic operators of infinite order. In this context, the result on the complex powers of pseudodifferential operators of infinite order of our class also looks promising for applications in deriving such asymptotic formulae.

Furthermore, let us mention that with our semigroup related to $A$ as described in the last section, the unique bounded solution of $u_t - Au = 0$, $u(0) \in L^2(\mathbb{R}^d)$, can be given as an action of a pseudodifferential operators plus a smooth family of ultrasmoothing operators on $u(0)$ (cf. [2, 6, Theorem 6.3.2, p. 165]). This can be particularly applied when $A$ is the closure of $\sum_n c_n H^n$, the operator we mentioned above (see Theorem [7,12] and [25, Corollary 3.5]); the operator is non-negative since it is self-adjoint (cf. [24, Proposition 4.6]) and $(Au,u) \geq 0, u \in D(A)$ (see [6, Proposition 1.3.6, p. 21]).

In the end, we remark that the theory looks promising to be able to include systems of $\Psi$DOs, that is matrix valued infinite order pseudodifferential operators. We postpone this natural generalisation for future research; it ought to be straightforward (but technical) procedure.

2. Preliminaries

The sets of natural, integer, positive integer, real and complex numbers are denoted by $\mathbb{N}$, $\mathbb{Z}$, $\mathbb{Z}_+$, $\mathbb{R}$, $\mathbb{C}$. The symbol $\mathbb{R}_+$ stands for the set of positive real numbers and $\mathbb{C}_+$ for the complex numbers with positive real part, i.e. $\mathbb{C}_+ = \{z \in \mathbb{C} | \Re z > 0\}$. For $x \in \mathbb{R}^d$ and $\alpha \in \mathbb{N}^d$, we use the following notation: $\langle x \rangle = (1 + |x|^2)^{1/2}$ and $D^\alpha = D_1^{\alpha_1} \ldots D_d^{\alpha_d}$, where $D_j^{\alpha_j} = i^{-\alpha_j} \partial_j^{\alpha_j} / \partial x_j^{\alpha_j}$.

Following [15], we denote by $M_p$, $p \in \mathbb{N}$, a sequence of positive numbers such that $M_0 = M_1 = 1$ and satisfies some of the following conditions:

\begin{itemize}
  \item [(M.1)] $M_p^2 \leq M_{p-1} M_{p+1}$, $p \in \mathbb{Z}_+$;
  \item [(M.2)] $M_p \leq c_0 H^p \min_{0 \leq q \leq p} \{M_{p-q} M_q\}$, $p, q \in \mathbb{N}$, for some $c_0, H \geq 1$;
  \item [(M.3)] $\sum_{q=p}^{\infty} M_{p-1}/M_p \leq c_0 q M_q / M_{q+1}$, $q \in \mathbb{Z}_+$;
  \item [(M.3)'] $\sum_{p=1}^{\infty} M_{p-1}/M_p < \infty$;
  \item [(M.4)] $M_p^2 / p!^2 \leq (M_{p-1}/(p-1)!) \cdot (M_{p+1}/(p+1)!)$, $p \in \mathbb{Z}_+$.
\end{itemize}

Observe that (M.4) implies (M.1) and (M.3) implies (M.3)'. The sequence $M_p = p!^\sigma$, $\sigma > 1$, satisfies all conditions listed above. For a multi-index $\alpha \in \mathbb{N}^d$, $M_\alpha$ will mean $M_{|\alpha|}$.
$|\alpha| = \alpha_1 + \ldots + \alpha_d$. Recall (see [15, Section 3]) that $m_p = M_p/M_{p-1}$, $p \in \mathbb{Z}_+$, and if $M_p$ satisfies $(M.1)$ and $M_p/C^n \to \infty$, for any $C > 0$ (which obviously holds when $M_p$ satisfies $(M.3')$), its associated function is defined by $M(\rho) = \sup_{p \in \mathbb{N}} \ln \rho^p/M_p$, $\rho > 0$. It is a non-negative, continuous, monotonically increasing function, which vanishes for sufficiently small $\rho > 0$ and increases more rapidly than $\ln \rho^p$ when $\rho$ tends to infinity, for any $p \in \mathbb{N}$. When $M_p = \rho^p$, $\alpha > 0$, $M(\rho) \asymp \rho^{1/\alpha}$.

Let $U$ be an open subset of $\mathbb{R}^d$ and $K$ a regular compact subset of $U$. For $h > 0$, $\mathcal{E}^{(M_p),h}(K)$ is the Banach space (from now on abbreviated as $(B)$-space) of all $\varphi \in C^\infty(\text{int } K)$ such that all of its derivatives $D^\alpha \varphi$, $\alpha \in \mathbb{N}^d$, extend to continuous functions on $K$ and satisfy $\sup_{\alpha \in \mathbb{N}^d} \sup_{x \in K} |D^\alpha \varphi(x)|/(h^\alpha M_\alpha) < \infty$. Furthermore, $\mathcal{D}^{(M_p),h}_K$ denotes its subspace of all smooth functions supported by $K$. Following Komatsu [15], we define as locally convex spaces (from now on abbreviated as l.c.s.)

$$\mathcal{E}^{(M_p)}(U) = \lim_{K \subset \subset U} \lim_{h \to 0} \mathcal{E}^{(M_p),h}(K), \quad \mathcal{E}^{(M_p)}(U) = \lim_{K \subset \subset U} \lim_{h \to \infty} \mathcal{E}^{(M_p),h}(K),$$

$$\mathcal{D}^{(M_p)}(U) = \lim_{K \subset \subset U} \lim_{h \to 0} \mathcal{D}^{(M_p),h}_K, \quad \mathcal{D}^{(M_p)}(U) = \lim_{K \subset \subset U} \lim_{h \to \infty} \mathcal{D}^{(M_p),h}_K.$$

The spaces of ultradistributions and ultradistributions with compact support of Beurling and Roumieu type are defined as the strong duals of $\mathcal{D}^{(M_p)}(U)$ and $\mathcal{E}^{(M_p)}(U)$, resp. $\mathcal{D}^{(M_p)}(U)$ and $\mathcal{E}^{(M_p)}(U)$. For the properties of these spaces, we refer to [15, 16, 17]. The common notation for the symbols $(M_p)$ and $\{M_p\}$ will be $\ast$.

We denote by $\mathfrak{R}$ the set of all positive sequences which monotonically increase to infinity. There is a natural order on $\mathfrak{R}$ defined by $(r_p) \leq (k_p)$ if $r_p \leq k_p$, $\forall p \in \mathbb{Z}_+$, and with it $(\mathfrak{R}, \leq)$ becomes a directed set.

For $(r_p) \in \mathfrak{R}$, consider the sequence $N_0 = 1$, $N_p = M_p \prod_{j=1}^p r_j$, $p \in \mathbb{Z}_+$. It is easy to check that this sequence satisfies $(M.1)$ and $(M.3)$ when $M_p$ does so and its associated function will be denoted by $N_{r_p}(\rho)$, i.e. $N_{r_p}(\rho) = \sup_{\rho \in \mathfrak{R}} \ln \rho^p/M_p \prod_{j=1}^p r_j \rho > 0$. Note that for $(r_p) \in \mathfrak{R}$ and $h > 0$ there is $\rho_0 > 0$ such that $N_{r_p}(\rho) \leq M(k\rho)$, $\forall \rho > \rho_0$.

A measurable function $f$ on $\mathbb{R}^d$ is said to have ultrapolynomial growth of class $(M_p)$ (resp. of class $\{M_p\}$) if $\|e^{-M(h|\cdot|)}f\|_{L^\infty(\mathbb{R}^d)} < \infty$ for some $h > 0$ (resp. for every $h > 0$). By the same technique as in the proof of [9, Theorem 4.2 (2)] we have the following lemma (in fact, the same proof works fine in our case as well).

**Lemma 2.1.** Let $B \subset C(\mathbb{R}^d)$. The following conditions are equivalent.

(i) For every $h > 0$ there exists $C > 0$ such that $|f(x)| \leq Ce^{M(h|x|)}$, for all $x \in \mathbb{R}^d$, $f \in B$.

(ii) There exist $(r_p) \in \mathfrak{R}$ and $C > 0$ such that $|f(x)| \leq Ce^{N_{r_p}(|x|)}$, for all $x \in \mathbb{R}^d$, $f \in B$.

This simple result will prove useful throughout the rest of the article and we will often tacitly apply it.

We call an entire function $P(z) = \sum_{\alpha \in \mathbb{N}^d} c_\alpha z^\alpha$, $z \in \mathbb{C}^d$, an ultrapolynomial of class $(M_p)$ (resp. of class $\{M_p\}$), whenever the coefficients $c_\alpha$ satisfy the estimate $|c_\alpha| \leq C L^{|\alpha|}/M_\alpha$, $\alpha \in \mathbb{N}^d$, for some $L \geq 0$ and $C > 0$ (resp. for every $L > 0$ and some $C = C(L) > 0$). The corresponding operator $P(D) = \sum_{\alpha} c_\alpha D^\alpha$ is an ultradifferential operator of the class $(M_p)$ (resp. of class $\{M_p\}$) and, when $M_p$ satisfies $(M.2)$, it acts

\[ \prod_{j=1}^0 r_j = 1 \]
continuously on $\mathcal{E}^{(M_p)}(U)$ and $\mathcal{D}^{(M_p)}(U)$ (resp. on $\mathcal{E}^{(M_p)}(U)$ and $\mathcal{D}^{(M_p)}(U)$) and the corresponding spaces of ultradistributions.

The Fourier transform of $f \in L^1(\mathbb{R}^d)$ is given by $\mathcal{F}f(\xi) = \int_{\mathbb{R}^d} e^{-ix\xi} f(x)dx$, $\xi \in \mathbb{R}^d$.

If $M_p$ satisfies (M.1) and (M.3)', for each $m > 0$ we denote by $S^{M_p,m}_\infty(\mathbb{R}^d)$ the $(B)$-space of all $\varphi \in C^\infty(\mathbb{R}^d)$ for which the norm
\[
\sup_{\alpha \in \mathbb{N}^d} \frac{m^{\alpha} \|e^{M|\alpha|}D^\alpha \varphi\|_{L^\infty(\mathbb{R}^d)}}{M_\alpha}
\]
is finite. The spaces of sub-exponentially decreasing ultradifferentiable function of Beurling and Roumieu type are defined by
\[
S^{(M_p)}(\mathbb{R}^d) = \lim_{m \to \infty} S^{M_p,m}_\infty(\mathbb{R}^d) \quad \text{and} \quad S^{(M_p)}(\mathbb{R}^d) = \lim_{m \to 0} S^{M_p,m}_\infty(\mathbb{R}^d),
\]
respectively. Their strong duals $S^{(M_p)}(\mathbb{R}^d)$ and $S^{(M_p)}(\mathbb{R}^d)$ are the spaces of tempered ultradistributions of Beurling and Roumieu type, respectively. When $M_p = p\sigma$, $\sigma > 1$, $S^{(M_p)}(\mathbb{R}^d)$ is just the Gelfand-Shilov space $S^*_\sigma(\mathbb{R}^d)$. When $M_p$ satisfies (M.2), the ultradifferential operators of class $\ast$ act continuously on $S^*(\mathbb{R}^d)$ and $S'^*(\mathbb{R}^d)$ and the Fourier transform is a topological isomorphism on these spaces. We refer to [3, 23] for the topological properties of $S^*(\mathbb{R}^d)$ and $S'^*(\mathbb{R}^d)$. Here we recall that, when $M_p$ satisfies (M.2), the space $S^{(M_p)}(\mathbb{R}^d)$ is topologically isomorphic to $\lim_{(r_p) \in \mathbb{R}} S^{M_p,(r_p)}_\infty(\mathbb{R}^d)$, where the projective limit is taken with respect to the natural order on $\mathcal{R}$ defined above and $S^{M_p,(r_p)}_\infty(\mathbb{R}^d)$ is the $(B)$-space of all $\varphi \in C^\infty(\mathbb{R}^d)$ for which the norm
\[
\sup_{\alpha \in \mathbb{N}^d} \frac{\|e^{N_p(|\alpha|)}D^\alpha \varphi\|_{L^\infty(\mathbb{R}^d)}}{M_\alpha \prod_{j=1}^{l_m} r_j}
\]
is finite.

We end this section with a few notations from functional analysis. Given two l.c.s. $E$ and $F$, $\mathcal{L}(E, F)$ stands for the space of continuous linear mappings from $E$ to $F$. When $E = F$ we will often write $\mathcal{L}(E)$ instead of $\mathcal{L}(E, E)$. We write $\mathcal{L}_b(E, F)$ to denote the space $\mathcal{L}(E, F)$ equipped with the topology of bounded convergence and similarly $\mathcal{L}_p(E, F)$ and $\mathcal{L}_a(E, F)$ stand for $\mathcal{L}(E, F)$ equipped with the topology of precompact convergence and simple convergence respectively. If $U$ is open in $\mathbb{R}^d$, $\mathcal{C}^k(U; E)$, $0 \leq k \leq \infty$, stands for the space of $k$ times continuously differentiable $E$-valued function and $\mathcal{C}^k(\overline{U}; E)$ for its subspace consisting of those functions such that all of their derivatives up to order $k$ can be extended to continuous functions on $\overline{U}$. For $[a, b) \subseteq \mathbb{R}$, $\mathcal{C}^k([a, b); E)$, $0 \leq k \leq \infty$, is the vector space of all $k$ times continuously differentiable $E$-valued functions on $[a, b)$, where the derivatives at $a$ are to be understood as right derivatives; we use analogous notation when we consider functions over $(a, b]$ or $[a, b]$.

3. SHUBIN TYPE PSEUDODIFFERENTIAL OPERATORS OF INFINITE ORDER ON $S^*(\mathbb{R}^d), S'^*(\mathbb{R}^d)$

We recall in this section the definition and some basic facts concerning the symbol classes and the corresponding pseudodifferential operators of infinite order involved in the sequel; we refer to [26] for the complete theory concerning the symbolic calculus that these operators enjoy.

Let $A_p$ and $M_p$ be two sequences of positive numbers such that $A_0 = A_1 = M_0 = M_1 = 1$. We assume that $M_p$ satisfies (M.1), (M.2) and (M.3) and $A_p$ satisfies (M.1),
(M.2), (M.3)' and (M.4). Of course, without losing generality, we can assume that the constants $c_0$ and $H$ that appear in (M.2) are the same for both sequences $M_p$ and $A_p$. Moreover, we assume that $A_p \subseteq M_p$, i.e. there exist $c, L > 0$ such that $A_p \leq cL^p M_p$, $\forall p \in \mathbb{N}$. Let $\rho_0 = \inf \{ \rho \in \mathbb{R}_+ | A_p \subseteq M_p \}$. Clearly $0 < \rho_0 \leq 1$. From now on, $\rho$ is a fixed number such that $\rho_0 \leq \rho \leq 1$, if the infimum can be reached, or, otherwise $\rho_0 < \rho \leq 1$.

For $h, m > 0$, define $\Gamma_{A_p, \rho}^{M_p, \infty}(\mathbb{R}^{2d}; h, m)$ to be the $(B)$-space of all $a \in C^\infty(\mathbb{R}^{2d})$ for which the following norm is finite

$$\sup_{\alpha, \beta} \sup_{(x, \xi) \in \mathbb{R}^{2d}} \frac{|D_x^\alpha D_\xi^\beta a(x, \xi)| \langle (x, \xi) \rangle^{\rho_0 |\alpha| + \rho |\beta|} e^{-M(m(|\xi|)} e^{-M(m(|x|))}}}{h^{\alpha + |\beta|} A_\alpha A_\beta}.$$ 

As l.c.s., we define

$$\Gamma_{A_p, \rho}^{(M_p), \infty}(\mathbb{R}^{2d}; m) = \lim_{h \to 0} \Gamma_{A_p, \rho}^{M_p, \infty}(\mathbb{R}^{2d}; h, m),$$

$$\Gamma_{A_p, \rho}^{(M_p), \infty}(\mathbb{R}^{2d}) = \lim_{m \to \infty} \Gamma_{A_p, \rho}^{(M_p), \infty}(\mathbb{R}^{2d}; m),$$

$$\Gamma_{A_p, \rho}^{(M_p), \infty}(\mathbb{R}^{2d}; h) = \lim_{m \to 0} \Gamma_{A_p, \rho}^{(M_p), \infty}(\mathbb{R}^{2d}; h, m),$$

$$\Gamma_{A_p, \rho}^{(M_p), \infty}(\mathbb{R}^{2d}) = \lim_{h \to \infty} \Gamma_{A_p, \rho}^{(M_p), \infty}(\mathbb{R}^{2d}; h).$$

Then, $\Gamma_{A_p, \rho}^{(M_p), \infty}(\mathbb{R}^{2d}; m)$ and $\Gamma_{A_p, \rho}^{(M_p), \infty}(\mathbb{R}^{2d}; h)$ are $(F)$-spaces. The spaces $\Gamma_{A_p, \rho}^{(M_p), \infty}(\mathbb{R}^{2d})$ are barrelled and bornological. As a direct consequence of (M.2) for $A_p$, for each fixed $m > 0$, the norms

$$\|a\|_{\Gamma, h, m} = \sup_{\alpha, \beta} \sup_{(x, \xi) \in \mathbb{R}^{2d}} \frac{|D_x^\alpha D_\xi^\beta a(x, \xi)| \langle (x, \xi) \rangle^{\rho_0 |\alpha| + \rho |\beta|} e^{-M(m(|\xi|)} e^{-M(m(|x|))}}}{h^{\alpha + |\beta|} A_\alpha A_\beta},$$

when $h$ varies in $\mathbb{R}_+$, generate the topology of the $(F)$-space $\Gamma_{A_p, \rho}^{(M_p), \infty}(\mathbb{R}^{2d}; m)$.

Let $\tau \in \mathbb{R}$ and $a \in \Gamma_{A_p, \rho}^{(M_p), \infty}(\mathbb{R}^{2d})$. The $\tau$-quantisation of the symbol $a$ is the operator $\text{Op}_\tau(a) : S^\ast(\mathbb{R}^d) \to S^\ast(\mathbb{R}^d)$ defined by

$$\langle \text{Op}_\tau(a) u, v \rangle = \langle F_{\xi=-\tau y}^{-1} a((1-\tau)x + \tau y, \xi), v(x) \otimes u(y) \rangle, \quad u, v \in S^\ast(\mathbb{R}^d).$$

We will be particularly interested in the Weyl quantisation (obtained for $\tau = 1/2$) and in this case we will often write $a^w$ instead of $\text{Op}_{1/2}(a)$. The operator $\text{Op}_\tau(a)$ is continuous as an operator from $S^\ast(\mathbb{R}^d)$ into itself and $\text{Op}_\tau(a) u$ is given by the following iterated integral (see [26, Theorem 1]):

$$\text{Op}_\tau(a) u(x) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} e^{i(x-y)\xi} a((1-\tau)x + \tau y, \xi) u(y) dyd\xi.$$

As a direct consequence of [26, Theorem 2] and the discussion after it, for each $\tau \in \mathbb{R}$, the bilinear mapping $(a, \varphi) \mapsto \text{Op}_\tau(a) \varphi, \Gamma_{A_p, \rho}^{(M_p), \infty}(\mathbb{R}^{2d}) \times S^\ast(\mathbb{R}^d) \to S^\ast(\mathbb{R}^d)$, is hypocontinuous and hence, the mapping $a \mapsto \text{Op}_\tau(a), \Gamma_{A_p, \rho}^{(M_p), \infty}(\mathbb{R}^{2d}) \to \mathcal{L}_b(S^\ast(\mathbb{R}^d), S^\ast(\mathbb{R}^d))$, is continuous. Moreover, for each $a \in \Gamma_{A_p, \rho}^{(M_p), \infty}(\mathbb{R}^{2d})$, $\text{Op}_\tau(a)$ extends to a continuous mapping from $S^\ast(\mathbb{R}^d)$ to $S^\ast(\mathbb{R}^d)$ and this extension is given by

$$\langle \text{Op}_\tau(a) T, \varphi \rangle = \langle T, \text{Op}_{1-\tau}(a(x, -\xi)) \varphi \rangle, \quad T \in S^\ast(\mathbb{R}^d), \varphi \in S^\ast(\mathbb{R}^d).$$

Since $a, \varphi \mapsto \text{Op}_\tau(a) \varphi$ is hypocontinuous as a bilinear mapping

$$\Gamma_{A_p, \rho}^{(M_p), \infty}(\mathbb{R}^{2d}; m) \times S^\ast(M_p)(\mathbb{R}^d) \to S^\ast(M_p)(\mathbb{R}^d)$$

and
\[ \Gamma_{\{M_p\},\infty}^{\{M_p\}}(\mathbb{R}^d; h) \times S^{\{M_p\}}(\mathbb{R}^d) \rightarrow S^{\{M_p\}}(\mathbb{R}^d) \]

in the Beurling and Roumieu case respectively, we infer that for each \( T \in S^*_{\infty}(\mathbb{R}^d) \) and for each bounded subset \( B \) of \( \Gamma_{\{M_p\},\infty}^{\{M_p\}}(\mathbb{R}^d; m) \) in the Beurling case and of \( \Gamma_{\{M_p\},\infty}^{\{M_p\}}(\mathbb{R}^d; h) \) in the Roumieu case respectively, the set \( \{ \text{Op}_T(a)T | a \in B \} \) is bounded in \( S^*_{\infty}(\mathbb{R}^d) \). As \( \Gamma_{\{M_p\},\infty}^{\{M_p\}}(\mathbb{R}^d; m) \) and \( \Gamma_{\{M_p\},\infty}^{\{M_p\}}(\mathbb{R}^d; h) \) are \((F)\)-spaces, \( a \mapsto \text{Op}_T(a)T \) is continuous as a mapping \( \Gamma_{\{M_p\},\infty}^{\{M_p\}}(\mathbb{R}^d; m) \rightarrow \Gamma_{\{M_p\},\infty}^{\{M_p\}}(\mathbb{R}^d; h) \rightarrow S^*_{\infty}(\mathbb{R}^d) \) in the Beurling and Roumieu case respectively. Since this holds for each \( m > 0 \) and \( h > 0 \) respectively, \( a \mapsto \text{Op}_T(a)T \), \( \Gamma_{\{M_p\},\infty}^{\{M_p\}}(\mathbb{R}^d) \rightarrow S^*_{\infty}(\mathbb{R}^d) \), is continuous. We deduce that \( (a, T) \rightarrow \text{Op}_T(a)T \), \( \Gamma_{\{M_p\},\infty}^{\{M_p\}}(\mathbb{R}^d) \times S^*_{\infty}(\mathbb{R}^d) \rightarrow S^*_{\infty}(\mathbb{R}^d) \), is separately continuous. As \( \Gamma_{\{M_p\},\infty}^{\{M_p\}}(\mathbb{R}^d) \) and \( S^*_{\infty}(\mathbb{R}^d) \) are barrelled, this bilinear mapping is hypocontinuous. As a direct consequence, we conclude that \( a \mapsto \text{Op}_T(a), \Gamma_{\{M_p\},\infty}^{\{M_p\}}(\mathbb{R}^d) \rightarrow \mathcal{L}_b(S^*_{\infty}(\mathbb{R}^d), S^*_{\infty}(\mathbb{R}^d)) \) is continuous. Thus, we proved the following result.

**Proposition 3.1.** For each \( \tau \in \mathbb{R}^d \), the bilinear mapping

\[ (a, \varphi) \mapsto \text{Op}_T(a)\varphi, \quad \Gamma_{\{M_p\},\infty}^{\{M_p\}}(\mathbb{R}^d) \times S^*_{\infty}(\mathbb{R}^d) \rightarrow S^*_{\infty}(\mathbb{R}^d), \]

is hypocontinuous and it extends to the hypocontinuous bilinear mapping

\[ (a, T) \mapsto \text{Op}_T(a)T, \quad \Gamma_{\{M_p\},\infty}^{\{M_p\}}(\mathbb{R}^d) \times S^*_{\infty}(\mathbb{R}^d) \rightarrow S^*_{\infty}(\mathbb{R}^d). \]

Consequently, the mappings

\[ a \mapsto \text{Op}_T(a), \quad \Gamma_{\{M_p\},\infty}^{\{M_p\}}(\mathbb{R}^d) \rightarrow \mathcal{L}_b(S^*_{\infty}(\mathbb{R}^d), S^*_{\infty}(\mathbb{R}^d)), \quad \text{and} \]

\[ a \mapsto \text{Op}_T(a), \quad \Gamma_{\{M_p\},\infty}^{\{M_p\}}(\mathbb{R}^d) \rightarrow \mathcal{L}_b(S^*_{\infty}(\mathbb{R}^d), S^*_{\infty}(\mathbb{R}^d)), \]

are continuous.

For \( t \geq 0 \), put \( Q_t = \{(x, \xi) \in \mathbb{R}^{2d} \mid \langle x, \xi \rangle < t \} \) and \( Q^c_t = \mathbb{R}^{2d} \setminus Q_t \). If \( 0 \leq t \leq 1 \), then \( Q_t = \emptyset \) and \( Q^c_t = \mathbb{R}^{2d} \). Let \( B \geq 0 \) and \( h, m > 0 \). We denote by \( FS_{\{M_p\},\infty}^{\{M_p\}}(\mathbb{R}^d; B, h, m) \) the vector space of all formal series \( \sum_{j=0}^{\infty} a_j \) such that \( a_j \in C^\infty(\text{int} \, Q^c_{B_{M,j}}), D^2_{\xi} D^2_{\xi} a_j(x, \xi) \) can be extended to a continuous function on \( Q^c_{B_{M,j}} \) for all \( \alpha, \beta \in \mathbb{N} \) and

\[ \sup_{j \in \mathbb{N}} \sup_{\alpha, \beta} \sup_{(x, \xi) \in Q^c_{B_{M,j}}} \left| D^2_{\xi} D^2_{\xi} a_j(x, \xi) \right| \langle (x, \xi) \rangle^{\rho |\alpha| + \rho |\beta| + 2j} e^{-M(|\xi|)} e^{-M(|x|)} \frac{h^{|\alpha| + |\beta| + 2j}}{A_\alpha A_\beta A_j} < \infty. \]

In the above, we use the convention \( m_0 = 0 \) and hence \( Q^c_{B_{M,j}} = \mathbb{R}^{2d} \). With this norm, \( FS_{\{M_p\},\infty}^{\{M_p\}}(\mathbb{R}^{2d}; B, h, m) \) becomes a \((B)\)-space. As l.c.s., we define

\[ FS_{\{M_p\},\infty}^{\{M_p\}}(\mathbb{R}^{2d}; B, h, m) = \lim_{h \to 0} FS_{\{M_p\},\infty}^{\{M_p\}}(\mathbb{R}^{2d}; B, h, m), \]

\[ FS_{\{M_p\},\infty}^{\{M_p\}}(\mathbb{R}^{2d}; B) = \lim_{m \to \infty} FS_{\{M_p\},\infty}^{\{M_p\}}(\mathbb{R}^{2d}; B, m), \]

\[ FS_{\{M_p\},\infty}^{\{M_p\}}(\mathbb{R}^{2d}; B, h) = \lim_{m \to \infty} FS_{\{M_p\},\infty}^{\{M_p\}}(\mathbb{R}^{2d}; B, h, m), \]

\[ FS_{\{M_p\},\infty}^{\{M_p\}}(\mathbb{R}^{2d}; B) = \lim_{h \to \infty} FS_{\{M_p\},\infty}^{\{M_p\}}(\mathbb{R}^{2d}; B, h). \]

Then, \( FS_{\{M_p\},\infty}^{\{M_p\}}(\mathbb{R}^{2d}; B, m) \) and \( FS_{\{M_p\},\infty}^{\{M_p\}}(\mathbb{R}^{2d}; B) \) are \((F)\)-spaces and \( FS_{\{M_p\},\infty}^{\{M_p\}}(\mathbb{R}^{2d}; B, h) \) is barrelled and bornological. The inclusion \( \Gamma_{\infty}^{\infty}(\mathbb{R}^{2d}) \rightarrow FS_{\{M_p\},\infty}^{\{M_p\}}(\mathbb{R}^{2d}; B) \) defined by
\[ a \mapsto \sum_{j \in \mathbb{N}} a_j, \text{ where } a_0 = a \text{ and } a_j = 0, \ j \geq 1, \text{ is continuous. We call this inclusion the canonical one. Observe that for } B_1 \leq B_2, \text{ the mapping } \sum_j p_j \mapsto \sum_j p_j|q_{B_{2m_j}}^j, \]
\[ \mathcal{F}S_{A,p}^{\infty}(\mathbb{R}^d; B_1) \to \mathcal{F}S_{A,p}^{\infty}(\mathbb{R}^d; B_2) \] is continuous. We also call this mapping canonical.

Let \[ \mathcal{F}S_{A,p}^{\infty}(\mathbb{R}^d) = \lim_{B \to \infty} \mathcal{F}S_{A,p}^{\infty}(\mathbb{R}^d; B) \] where the inductive limit is taken in an algebraic sense and the linking mappings are the canonical ones described above. Clearly, \[ \mathcal{F}S_{A,p}^{\infty}(\mathbb{R}^d) \] is non-trivial.

If \[ \sum_j a_j \in \mathcal{F}S_{A,p}^{\infty}(\mathbb{R}^d; B) \] and \[ N \in \mathbb{Z}_+, \ \sum_j a_j \leq N \] will just mean the function \[ a_n \in C^\infty(Q_{B_{m_n}}^e). \] For \[ N \in \mathbb{Z}_+, \ \sum_j a_j \leq N \] denotes the function \[ \sum_{j=0}^{N-1} a_j \in C^\infty(Q_{B_{m_{N-1}}}^e). \] Furthermore, \[ 1 \] will denote the element \[ \sum_j a_j \in \mathcal{F}S_{A,p}^{\infty}(\mathbb{R}^d; B) \] given by \[ a_0(x, \xi) = 1 \] and \[ a_j(x, \xi) = 0, \ j \in \mathbb{Z}_+. \]

**Definition 3.2.** ([26] Definition 3) Two sums, \[ \sum_{j \in \mathbb{N}} a_j, \sum_{j \in \mathbb{N}} b_j \in \mathcal{F}S_{A,p}^{\infty}(\mathbb{R}^d), \] are said to be equivalent, in notation \[ \sum_{j \in \mathbb{N}} a_j \sim \sum_{j \in \mathbb{N}} b_j, \] if there exist \[ m > 0 \text{ and } B > 0 \] (resp. there exist \[ h > 0 \text{ and } B > 0 \]) such that for every \[ h > 0 \text{ (resp. for every } m > 0 \),
\[ \sup_{N \in \mathbb{Z}_+} \sup_{a, \beta, (x, \xi) \in Q_{B_{m_{N}}}^e} D^\alpha_x D^\beta_\xi \sum_{j < N} (a_j(x, \xi) - b_j(x, \xi)) \langle (x, \xi) \rangle^{\rho |\alpha| + |\beta| + 2N \rho} h^{2N \rho} A_\alpha A_\beta A_N e^{M(|\xi|)} e^{M(|x|)} < \infty. \]

In the sequel, we will often use the notation \[ w = (x, \xi) \in \mathbb{R}^{2d}. \]

### 3.1. Change of quantisation

In [26] we proved that the change of quantisation and the corresponding composition of operators with symbols in \( \Gamma_{A,p}^{\infty}(\mathbb{R}^d) \) always results in pseudodifferential operators with symbols in the same class plus an operator which maps \( \mathcal{S}^*(\mathbb{R}^2) \) into \( \mathcal{S}^*(\mathbb{R}^d) \), which we call \( * \)-regularising. However, we will need more precise results concerning the resulting operators when one performs these operations when the symbols vary in bounded subsets of \( \Gamma_{A,p}^{\infty}(\mathbb{R}^d, m) \), (resp. of \( \Gamma_{A,p}^{\infty}(\mathbb{R}^d, h) \)). Some of these results are trivial generalisation to the corresponding ones in [26], but some will require additional work.

We start by introducing additional terminology. Let \( \Lambda \) be an index set and \( \{ f_\lambda | \lambda \in \Lambda \} \) be a set of positive continuous functions on \( \mathbb{R}^{2d} \) each with ultraspherical growth of class \( * \). We say that a set \( U(\Lambda) = \{ \sum_j a_j^{(\lambda)} | \lambda \in \Lambda \} \subseteq \mathcal{F}S_{A,p}^{\infty}(\mathbb{R}^d; B') \) is subordinated to \( \{ f_\lambda | \lambda \in \Lambda \} \in \mathcal{F}S_{A,p}^{\infty}(\mathbb{R}^d) \), in notation \( U(\Lambda) \preceq \{ f_\lambda | \lambda \in \Lambda \} \), if the following estimate holds: there exists \( B \geq B' \) such that for every \( h > 0 \) there exists \( C > 0 \) (resp. there exist \( h, C > 0 \) such that
\[ \sup_{\lambda \in \Lambda} \sup_{j \in \mathbb{N}} \sup_{a, \beta, (w) \in \mathbb{R}^{2d}} \sup_{w \in Q_{B_{m_{N}}}^e} D^\alpha_a (a_j^{(\lambda)}(w) (w)^{\rho |\alpha| + 2j}) h^{2j} A_\alpha A_{\beta} A_N e^{M(|\xi|)} e^{M(|x|)} \leq C. \]

When we want to emphasise that this estimate holds for a particular \( B \geq B' \), we write \( U(\Lambda) \preceq \{ f_\lambda | \lambda \in \Lambda \} \in \mathcal{F}S_{A,p}^{\infty}(\mathbb{R}^d; B) \). If \( f_\lambda = f, \ \forall \lambda \in \Lambda \), by abbreviating notations, we say that \( U \) is subordinated to \( f \), in notation \( U \preceq f \). Clearly, for \( U \subseteq \mathcal{F}S_{A,p}^{\infty}(\mathbb{R}^d; B_1) \) such that \( U \preceq f \) there exists \( B \geq B_1 \) such that the image of \( U \) under the canonical mapping \( \mathcal{F}S_{A,p}^{\infty}(\mathbb{R}^d; B_1) \to \mathcal{F}S_{A,p}^{\infty}(\mathbb{R}^d; B) \) is a bounded subset of \( \mathcal{F}S_{A,p}^{\infty}(\mathbb{R}^d, m) \) for some \( m > 0 \) (resp. a bounded subset of \( \mathcal{F}S_{A,p}^{\infty}(\mathbb{R}^d; h) \) for some \( h > 0 \)).

Given \( U \subseteq \mathcal{F}S_{A,p}^{\infty}(\mathbb{R}^d; B_1) \) with \( U \preceq f \), we say that a bounded subset \( V \) of
Proof. \( \Gamma^{(M_p),∞}(\mathbb{R}^{2d}; m) \) for some \( m > 0 \) (resp. a bounded subset \( V \) of \( \Gamma^{(M_p),∞}(\mathbb{R}^{2d}; h) \) for some \( h > 0 \)) is subordinate to \( U \) under \( f \), in notations \( V \subset f U \), if there exists a surjective mapping \( \Sigma : U \rightarrow V \) such that the following estimate holds: there exists \( B \geq B_1 \) such that for every \( h > 0 \) there exists \( C > 0 \) (resp. there exist \( h, C > 0 \)) such that for all \( \sum_j a_j \in U \) and corresponding \( \Sigma(\sum_j a_j) = a \in V \)

\[
\sup_{N \in \mathbb{Z}^+} \sup_{\alpha \in \mathbb{N}^{2d}} \sup_{w \in Q^N_{Bm}} \frac{|D^\alpha_w (a(w) - \sum_{j < N} a_j(w)) \langle w \rangle^\rho(|\alpha|+2N)|}{h^{\alpha+2N}A_{\alpha+2N} f(w)} \leq C.
\]

Again, if we want to emphasise the particular \( B \) for which this holds, we write \( V \subset f U \) in \( FS^{*,∞}_{A,p}(\mathbb{R}^{2d}; B) \). If \( V \subset f U \) and if we denote by \( \tilde{V} \) the image of \( V \) under the canonical inclusion \( \Gamma^{*,∞}_{A,p}(\mathbb{R}^{2d}) \rightarrow FS^{*,∞}_{A,p}(\mathbb{R}^{2d}; 0) \), \( a \mapsto a + \sum_{j \in \mathbb{Z}^+} 0 \), then particularising the above estimate for \( N = 1 \) together with the fact that \( V \) is bounded in \( \Gamma^{(M_p),∞}(\mathbb{R}^{2d}; m) \) for some \( m > 0 \) (resp. in \( \Gamma^{(M_p),∞}(\mathbb{R}^{2d}; h) \) for some \( h > 0 \)) and that \( f \) is continuous and positive, imply that \( \tilde{V} \subset f \) in \( FS^{*,∞}_{A,p}(\mathbb{R}^{2d}; 0) \). In this case, by abbreviating notation, we write \( V \subset f \). This estimate also implies \( \Sigma(\sum_j a_j) \sim \sum_j a_j \). To see that given such \( U \subset FS^{*,∞}_{A,p}(\mathbb{R}^{2d}; B) \) there always exists \( V \subset f U \), we make the following observation. Let \( \psi \in D^{(A_p)}(\mathbb{R}^{2d}) \) in the \( \{M_p\} \) case and \( \psi \in D^{(A_p)}(\mathbb{R}^{2d}) \) in the \( \{M_p\} \) case respectively, such that \( 0 \leq \psi \leq 1 \), \( \psi(\xi) = 1 \) when \( \langle \xi \rangle \leq 2 \) and \( \psi(\xi) = 0 \) when \( \langle \xi \rangle \geq 3 \). Put \( \chi(x, \xi) = \psi(x)\psi(\xi), \chi_n, R_n(w) = \psi(w/(Rm_n)) \) for \( n \in \mathbb{Z}^+ + R > 0 \) and put \( \chi_0, R(w) = 0 \). Given \( U \subset FS^{*,∞}_{A,p}(\mathbb{R}^{2d}; B) \) as above, for \( \sum_j a_j \in U \) we denote

\[
R(\sum_j a_j)(w) = \sum_{j=0}^{\infty} (1 - \chi_j, R(w)) a_j(w).
\]

When \( R > B \), this is a well defined \( C^\infty \) function on \( \mathbb{R}^{2d} \) since the series is locally finite.

**Proposition 3.3.** Let \( U = \{ \sum_j a_j^{(\lambda)} \mid \lambda \in \Lambda \} \subset FS^{*,∞}_{A,p}(\mathbb{R}^{2d}; B') \) be subordinated to \( \{ f_\lambda \mid \lambda \in \Lambda \} \subset FS^{*,∞}_{A,p}(\mathbb{R}^{2d}; B') \) in \( FS^{*,∞}_{A,p}(\mathbb{R}^{2d}) \). There exists \( R_0 > B' \) such that for each \( R \geq R_0 \), \( U_R = \{ R(\sum_j a_j^{(\lambda)}) \mid \lambda \in \Lambda \} \subset \Gamma^{*,∞}_{A,p}(\mathbb{R}^{2d}) \) and the following estimate holds: there exists \( B = B(R) \geq B' \) such that for every \( h > 0 \) there exists \( C > 0 \) (resp. there exist \( h, C > 0 \)) such that

\[
\sup_{\lambda \in \Lambda} \sup_{N \in \mathbb{Z}^+} \sup_{\alpha \in \mathbb{N}^{2d}} \sup_{w \in Q^N_{Bm}} \frac{|D^\alpha_w \left( R(\sum_j a_j^{(\lambda)})(w) - \sum_{j < N} a_j^{(\lambda)}(w) \right) \langle w \rangle^\rho(|\alpha|+2N)|}{h^{\alpha+2N}A_{\alpha+2N} f(\lambda)} \leq C.
\]

If in addition \( f_\lambda = f, \forall \lambda \in \Lambda \), then \( U_R \) is bounded in \( \Gamma^{(M_p),∞}(\mathbb{R}^{2d}; m) \) for some \( m > 0 \) (resp. bounded in \( \Gamma^{(M_p),∞}(\mathbb{R}^{2d}; h) \) for some \( h > 0 \)) and hence \( U_R \subset f U \).

**Proof.** The first part can be proved by applying the same technique as in the proof of [26, Theorem 4]. If \( f_\lambda = f, \forall \lambda \in \Lambda \), particularising the estimate for \( N = 1 \) and using \( U \subset f \) one obtains that for every \( h > 0 \) there exists \( C > 0 \) (resp. there exist \( h, C > 0 \)) such that

\[
\sup_{\lambda \in \Lambda} \sup_{\alpha \in \mathbb{N}^{2d}} \sup_{w \in Q_{Bm}} \frac{|D^\alpha_w R(\sum_j a_j^{(\lambda)})(w) \langle w \rangle^\rho|}{h^{\alpha} A_{\alpha} f(\lambda)} \leq C.
\]
Now, observe that on $Q_{Bm_1}$ for all $\lambda \in \Lambda$ only a fixed number of terms of the series $\sum_j (1 - \chi_{j,R}(w))a_j^{(\lambda)}$ contribute and they are uniformly estimated since $U \nsubseteq f$. Thus, the above estimate is valid on $\mathbb{R}^d$ and the conclusion follows. □

We say that this $U_R$ is canonically obtained from $U$ by $\{\chi_{n,R}\}_{n \in \mathbb{N}}$. Of course, in this case, the mapping $\Sigma : U \to U_R$ is just $\sum_j a_j \mapsto R(\sum_j a_j)$. Before we prove the next result we state the following proposition whose proof is the same as the proof of [26, Theorem 3].

**Proposition 3.4.** Let $V$ be a bounded subset of $\Gamma^{(A_{p,\mathbf{p}})\infty}_{(\mathbb{R}^d; \tilde{m})}$ for some $\tilde{m} > 0$ (resp. of $\Gamma^{(M_p)\infty}_{(\mathbb{R}^d; \tilde{h})}$ for some $\tilde{h} > 0$). Assume that there exist $B, m > 0$ such that for every $h > 0$ there exists $C > 0$ (resp. there exist $B, h > 0$ such that for every $m > 0$ there exists $C > 0$) such that

$$\sup_{a \in V} \sup_{N \in \mathbb{Z}_+} \sup_{a \in \mathbb{R}^d} \sup_{w \in Q_{Bm_N}} \frac{|D^\alpha_D^\beta a(w)| |\langle w \rangle^{\rho(|\alpha|+2N)}_H|^{\rho(|\alpha|+2N)}_{A|\alpha|+2Ne^M(m)}|}{C}.$$ 

Then, for each $\tau \in \mathbb{R}$, $\{\text{Op}_\tau(a) | a \in U\}$ is equicontinuous subset of $L(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d))$.

In the sequel, we will often use the term “+ regularising set” for a subset of the space $L(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d))$.

**Proposition 3.5.** Let $U_1 \subseteq \text{FS}^{(A_{p,\mathbf{p}})}_{(\mathbb{R}^d; B)}$ be such that $U_1 \nsubseteq f$, for some continuous positive function $f$ with ultrapolynomial growth of class $*$ and let $\tau, \tau_1 \in \mathbb{R}$. For each $\sum_j a_j \in U_1$ and $j \in \mathbb{N}$, define

$$p_{j,a}(x, \xi) = \sum_{k+|\beta|=j} \frac{(\tau_1 - \tau)|\beta|}{\beta!} \partial^\beta_x D^\beta_x a_k(x, \xi), \quad (x, \xi) \in Q_{Bm_j}.$$ 

Then, $U = \left\{ \sum_j p_{j,a} | \sum_j a_j \in U_1 \right\}$ is subset of $\text{FS}^{(A_{p,\mathbf{p}})}_{(\mathbb{R}^d; B)}$ and $U \nsubseteq f$. There exists $R > 0$, which can be chosen arbitrarily large, such that

$$\left\{ \text{Op}_{\tau_1}(R(\sum_j a_j)) - \text{Op}_{\tau}(R(\sum_j p_{j,a})) \right\} \sum_j a_j \in U_1$$

is an equicontinuous subset of $L(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d))$. Moreover,

$$\left\{ R(\sum_j a_j) | \sum_j a_j \in U_1 \right\} \lesssim_f U_1$$

and

$$\left\{ R(\sum_j p_{j,a}) | \sum_j a_j \in U_1 \right\} \lesssim_f U.$$

**Proof.** The easy proof that $U \subseteq \text{FS}^{(A_{p,\mathbf{p}})}_{(\mathbb{R}^d; B)}$ and $U \nsubseteq f$ is omitted. By Proposition 3.3 there exists $\tilde{R}_1 > 2B$ such that for each $R_1 \geq \tilde{R}_1, U_1, R_1 = \left\{ R_1(\sum_j a_j) | \sum_j a_j \in U_1 \right\}$ is subordinated to $U_1$ under $f$. Such $R_1$. For each $a = R_1(\sum_j a_j)$ and $n \in \mathbb{N}$, denote

$$q_{n,a}(x, \xi) = \sum_{|\beta|=n} \frac{(\tau_1 - \tau)|\beta|}{\beta!} \partial^\beta_x D^\beta_x a(x, \xi).$$

Clearly, $\tilde{U} = \left\{ \sum_j q_{j,a} | a \in U_1, R_1 \right\} \subseteq \text{FS}^{(A_{p,\mathbf{p}})}_{(\mathbb{R}^d; B)}$ and $\tilde{U} \nsubseteq f$. Now, by the same technique as in the proof of [26, Theorem 5] (and employing Proposition 3.3, one proves that there exists $\tilde{R} > 0$, which depends on $R_1$, such that the kernels of the operators $\tilde{T}_a = \text{Op}_{\tau_1}(a) - \text{Op}_{\tau}(R(\sum_j q_{j,a}))$ for $a \in U_1, R_1$ form a bounded subset of $S^*(\mathbb{R}^d)$. In fact, by carefully examining the proof of the quoted result, it follows that $\tilde{R}$ can be

\[ \text{...} \]
chosen arbitrarily large, in particular, greater than the chosen $R_1$. Thus $\{\tilde{T}_a \mid a \in U_{1, R_1}\}$ is a bounded subset of $L_b(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d))$, hence also equicontinuous since $S^*$ is barrelled. Clearly, $W = \{\tilde{R}(\sum_j q_j, a) \mid a \in U_{1, R_1}\}$ is a bounded subset of $\Gamma^{(M_p, \infty)}(\mathbb{R}^d; \tilde{m})$ for some $\tilde{m} > 0$ (resp. of $\Gamma^{(M_p, \infty)}(\mathbb{R}^d; \tilde{h})$ for some $\tilde{h} > 0$) and $W \not\subset \tilde{U}$ ($\tilde{R}$ can be chosen arbitrarily large; $W$ is canonically obtained from $\tilde{U}$ by $\{m, \tilde{R}\}_{m \in \mathbb{N}}$). For $U$ in the proposition, take $R \geq \max\{R_1, \tilde{R}\}$ as in Proposition 3.11 and let $U_R$ be the canonically obtained set from $U$ by $\{m, \tilde{R}\}_{m \in \mathbb{N}}$. For $\sum_j a_j \in U_1$ denote $a = R_1(\sum_j a_j)$ and $\tilde{a} = R(\sum_j p_j, a)$. Observe

\begin{equation}
\text{(1)} \quad \text{Op}_\tau(a) - \text{Op}_\tau(\tilde{a}) = \tilde{T}_a + \text{Op}_\tau\left(\tilde{R}(\sum_j q_j, a) - \tilde{a}\right).
\end{equation}

Note that

\begin{equation}
\text{(2)} \quad \tilde{R}(\sum_j q_j, a) - \tilde{a} = \tilde{R}(\sum_j q_j, a) - \sum_{j=0}^N q_j, a + \sum_{j=0}^N q_j, a - \sum_{j=0}^N p_j, a + \sum_{j=0}^N p_j, a - \tilde{a}.
\end{equation}

For $\beta \in \mathbb{N}^d$ put $c_\beta = (\tau_1 - \tau)^{\beta}/\beta!$. For $N \in \mathbb{N}$, we have

$$
\sum_{j=0}^N p_j, a = \sum_{j=0}^N \sum_{k+s=j} \sum_{|\beta|=s} c_\beta \partial_\beta^j D_x^j a_k = \sum_{j=0}^N \sum_{s=0}^N \sum_{|\beta|=s} c_\beta \partial_\beta^j D_x^j a_{s-j} = \sum_{s=0}^N \sum_{j=0}^N \sum_{|\beta|=s} c_\beta \partial_\beta^j D_x^j a_{s-j}.
$$

Hence, we infer

$$
\sum_{j=0}^N q_j, a - \sum_{j=0}^N p_j, a = \sum_{j=0}^N \sum_{k=0}^{N-j} c_\beta \partial_\beta^j D_x^j \left(a - \sum_{k=0}^{N-j} a_k\right).
$$

Thus, (2) together with $U_{1, R_1} \not\subset U_1$, $W \not\subset \tilde{U}$, $U_R \not\subset \tilde{U}$ and Proposition 3.4 imply that

$$
\{\text{Op}_\tau\left(\tilde{R}(\sum_j q_j, a) - \tilde{a}\right) \mid \sum_j a_j \in U_1\}
$$

is equicontinuous in $L(S^*, S^*(\mathbb{R}^d))$. Hence, by (1), so is the set $\{\text{Op}_\tau(a) - \text{Op}_\tau(\tilde{a}) \mid \sum_j a_j \in U_1\}$. Now, observe that for $N \in \mathbb{N}$,

$$
R(\sum_j a_j) - a = R(\sum_j a_j) - \sum_{j=0}^N a_j + \sum_{j=0}^N a_j - a.
$$

Thus, $\{R(\sum_j a_j) - a \mid \sum_j a_j \in U_1\}$ satisfies the conditions in Proposition 3.7. We can conclude that

$$
\{\text{Op}_\tau(R(\sum_j a_j)) - \text{Op}_\tau(\tilde{a}) \mid \sum_j a_j \in U_1\}
$$

is an equicontinuous subset of $L(S^*, S^*(\mathbb{R}^d))$. $\square$

4. WEYL QUANTISATION. THE SHARP PRODUCT AND THE RING STRUCTURE OF $FS_{A_p, p, d}(\mathbb{R}^d; B)$

4.1. The sharp product in $FS_{A_p, p, d}(\mathbb{R}^d; B)$. For $\sum_j a_j, \sum_j b_j \in FS_{A_p, p, d}(\mathbb{R}^d; B)$ we define their sharp product, in notation $\sum_j a_j \# \sum_j b_j$, by $\sum_j c_j = \sum_j a_j \# \sum_j b_j$, where

$$
c_j(x, \xi) = \sum_{s+k+l=j} \sum_{|\alpha + \beta| = l} (-1)^{||\alpha|\beta||} a_1^{1/2} \partial_\alpha^s D_x^s a_s(x, \xi) \partial_\beta^l D_x^l b_k(x, \xi), \ (x, \xi) \in Q_{Bm_j}.
$$
One can easily verify that $\sum j c_j$ is a well defined element of $FS^{\ast,\infty}_{\text{Ap},\rho}(\mathbb{R}^d; B)$. If $a \in \Gamma^{\ast,\infty}_{\text{Ap},\rho}(\mathbb{R}^d)$, then $a \# \sum j b_j$ will denote the $\#$ product of the image of $a$ under the canonical inclusion $\Gamma^{\ast,\infty}_{\text{Ap},\rho}(\mathbb{R}^d) \to FS^{\ast,\infty}_{\text{Ap},\rho}(\mathbb{R}^d; B)$ and $\sum j b_j$. The same goes if $b \in \Gamma^{\ast,\infty}_{\text{Ap},\rho}(\mathbb{R}^d)$ or if both $a, b \in \Gamma^{\ast,\infty}_{\text{Ap},\rho}(\mathbb{R}^d)$.

**Lemma 4.1.** Let $\Lambda$ and $\Omega$ be two index sets and $U^{(\Lambda)} = \left\{ \sum_j u_j^{(\lambda)} \mid \lambda \in \Lambda \right\} \subseteq \{ f_\lambda \mid \lambda \in \Lambda \}$ in $FS^{\ast,\infty}_{\text{Ap},\rho}(\mathbb{R}^d; B)$ and $U^{(\Omega)} = \left\{ \sum_j b_j^{(\omega)} \mid \omega \in \Omega \right\} \subseteq \{ g_\omega \mid \omega \in \Omega \}$ in $FS^{\ast,\infty}_{\text{Ap},\rho}(\mathbb{R}^d; B)$. Then $U^{(\Lambda)} \# U^{(\Omega)} \subseteq \{ f_\lambda g_\omega \mid \lambda \in \Lambda, \omega \in \Omega \}$ in $FS^{\ast,\infty}_{\text{Ap},\rho}(\mathbb{R}^d; B)$.

**Proof.** The proof is straightforward and we omit it. \qed

### 4.2 Relations between Weyl symbols

Having in mind the properties of the $\#$ product defined above and the results from Subsection 3.1, we can prove the following result.

**Theorem 4.2.** Let $U_1, U_2 \subseteq FS^{\ast,\infty}_{\text{Ap},\rho}(\mathbb{R}^d; B)$ be such that $U_1 \preceq f_1$ and $U_2 \preceq f_2$ in $FS^{\ast,\infty}_{\text{Ap},\rho}(\mathbb{R}^d; B)$ for some continuous positive functions $f_1$ and $f_2$ with ultrapolynomial growth of class $\ast$. Then:

i) $U_1 \# U_2 \preceq f_1 f_2$ in $FS^{\ast,\infty}_{\text{Ap},\rho}(\mathbb{R}^d; B)$.

ii) Let $V_k \preceq f_k U_k$ with $\Sigma_k : U_k \to V_k$ the surjective mapping, $k = 1, 2$. There exists $R > 0$, which can be chosen arbitrarily large, such that

$$\left\{ \text{Op}_{1/2} \left( \Sigma_1(\sum_j a_j) \right) \text{Op}_{1/2} \left( \Sigma_2(\sum_j b_j) \right) - \text{Op}_{1/2} \left( R(\sum_j a_j \# \sum_j b_j) \right) \mid \sum_j a_j \in U_1, \sum_j b_j \in U_2 \right\} \preceq f_1 f_2 U_1 \# U_2.$$  

(3)

**Proof.** Observe that i) is a special case of Lemma 4.1. We prove ii). Denote $U = U_1 \# U_2$. For $\sum_j a_j \in U_1$, $\sum_j b_j \in U_2$ denote $a = \Sigma_1(\sum_j a_j) \in V_1$, $b = \Sigma_2(\sum_j b_j) \in V_2$. For $j \in \mathbb{N}$, define

$$p_{j,a}(x, \xi) = \sum_{|\beta|=j} \frac{1}{2^{j |\beta|}} \partial^\beta_x D^\beta_\xi a(x, \xi), \ x, \xi \in \mathbb{R}^d$$

$$q_{j,b}(x, \xi) = \sum_{|\beta|=j} \frac{(-1)^{|\beta|}}{2^{j |\beta|}} \partial^\beta_x D^\beta_\xi b(x, \xi), \ x, \xi \in \mathbb{R}^d.$$  

Since $V_k \preceq f_k$, $k = 1, 2$, by Proposition 3.3 there exists $R > 0$ such that

$$\left\{ T_a = a^w - \text{Op}_0 \left( R(\sum_j p_{j,a}) \right) \mid \sum_j a_j \in U_1 \right\}$$

and

$$\left\{ T_b = b^w - \text{Op}_1 \left( R(\sum_j q_{j,b}) \right) \mid \sum_j b_j \in U_2 \right\}$$

are equicontinuous $\ast$-regularising sets (one can make this to hold for the same $R$ by taking it to be large enough; cf. Propositions 3.3 and 3.4). For brevity in notation, for $a = \Sigma_1(\sum_j a_j) \in V_1$ and $b = \Sigma_2(\sum_j b_j) \in V_2$, denote $\tilde{a} = R(\sum_j p_{j,a})$ and $\tilde{b} = R(\sum_j q_{j,b})$. By Proposition 3.3, $\{ \tilde{a} \mid \sum_j a_j \in U_1 \} \preceq f_1$ and $\{ \tilde{b} \mid \sum_j b_j \in U_2 \} \preceq f_2$, and these are bounded subsets of some $\Gamma^{(M_1)}_{\text{Ap},\rho}(\mathbb{R}^d; m)$ (resp. of some $\Gamma^{(M_2)}_{\text{Ap},\rho}(\mathbb{R}^d; h)$). Thus, Proposition 3.3
One easily verifies that
\[ \sum_j c_j \tilde{\alpha}_j \in FS_{A_{p',p}}^\infty(\mathbb{R}^{2d}; 0) \]
and for the set
\[ \tilde{W} = \left\{ \sum_j \tilde{c}_j \tilde{\alpha}_j \big| \sum_j a_j \in U_1, \sum_j b_j \in U_2 \right\} \]
we have that \( \tilde{W} \lesssim f_1 f_2 \) in \( FS_{A_{p',p}}^\infty(\mathbb{R}^{2d}; 0) \). By the same technique as in the proof of [26, Theorem 7] (and using Proposition 3.3) one obtains that there exists \( R_1 \geq R \), which can be chosen arbitrarily large, such that the kernels of the operators
\[ \tilde{\alpha}(x, D) \text{Op}_1(\tilde{b}) - \text{Op}_0 \left( R_1 \left( \sum_j \tilde{c}_j \tilde{\alpha}_j \right) \right) \]
form a bounded subset of \( S^* (\mathbb{R}^{2d}) \). Denoting \( \tilde{\alpha}_\tilde{b} = R_1 \left( \sum_j \tilde{c}_j \tilde{\alpha}_j \right) \), we conclude that
\[ \left\{ \tilde{\alpha}(x, D) \text{Op}_1(\tilde{b}) - \tilde{\alpha}_\tilde{b}(x, D) \big| \sum_j a_j \in U_1, \sum_j b_j \in U_2 \right\} \]
is equicontinuous in \( L(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d)) \). Moreover, \( \{ \tilde{\alpha}_\tilde{b} \} \{ \sum_j a_j \in U_1, \sum_j b_j \in U_2 \} \) is a bounded subset of \( L_{A_{p',p}}^{M+\infty} (\mathbb{R}^{2d}; m') \) for some \( m' > 0 \) (resp. of \( \Gamma_{A_{p',p}}^{M+\infty} (\mathbb{R}^{2d}, h') \) for some \( h' > 0 \)) and \( \{ \tilde{\alpha}_\tilde{b} \} \{ \sum_j a_j \in U_1, \sum_j b_j \in U_2 \} \lesssim f_1 f_2 \tilde{W} \) (since we can take \( R_1 \) arbitrarily large and \( \tilde{W} \lesssim f_1 f_2 \); cf. Proposition 3.3). We apply Proposition 3.5 with \( \tilde{W} \lesssim f_1 f_2 \) and \( \tau = 1/2 \) and \( \tau_1 = 0 \) in order to obtain the existence of \( R_2 \), with \( R_2 \geq R_1 \), such that
\[ \left\{ \text{Op}_0 \left( R_2 \left( \sum_j \tilde{c}_j \tilde{\alpha}_j \right) \right) - \text{Op}_1/2 \left( R_2 \left( \sum_j c_j \tilde{\alpha}_j \right) \right) \big| \sum_j a_j \in U_1, \sum_j b_j \in U_2 \right\} \]
is an equicontinuous subset of \( L(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d)) \), where
\[ c_j \tilde{\alpha}_j(x, \xi) = \sum k+|\gamma| j (-1)^{|\gamma|} \frac{|\gamma|!2^{\gamma}}{|\alpha\beta\gamma|} \partial_x^\alpha \partial_{\xi}^\beta \partial_{\tilde{x}}^\delta \tilde{c}_k \tilde{\alpha}_k \tilde{b}(x, \xi), \ x, \xi \in \mathbb{R}^d. \]
By (4), we infer that
\[ c_j \tilde{\alpha}_j(x, \xi) = \sum k+|\gamma| j (-1)^{|\gamma|} \frac{|\gamma|!2^{\gamma}}{|\alpha\beta\gamma|} \partial_x^\alpha \partial_{\xi}^\beta \partial_{\tilde{x}}^\delta \tilde{c}_k \tilde{\alpha}_k \tilde{b}(x, \xi), \ x, \xi \in \mathbb{R}^d. \]
As
\[ \tilde{\alpha}_\tilde{b} - R_2 \left( \sum_j \tilde{c}_j \tilde{\alpha}_j \right) = \tilde{\alpha}_\tilde{b} - \sum_{j=0}^{N-1} \tilde{c}_j \tilde{\alpha}_j + \sum_{j=0}^{N-1} \tilde{c}_j \tilde{\alpha}_j - R_2 \left( \sum_j \tilde{c}_j \tilde{\alpha}_j \right), \]
we can conclude that the set \( \{ \tilde{\alpha}_\tilde{b} - R_2 \left( \sum_j \tilde{c}_j \tilde{\alpha}_j \right) \} \{ \sum_j a_j \in U_1, \sum_j b_j \in U_2 \} \) satisfies the conditions of Proposition 3.4. Hence,
\[ \left\{ \tilde{\alpha}_\tilde{b}(x, D) - \text{Op}_0 \left( R_2 \left( \sum_j \tilde{c}_j \tilde{\alpha}_j \right) \right) \big| \sum_j a_j \in U_1, \sum_j b_j \in U_2 \right\} \]}
is an equicontinuous subset of \( \mathcal{L}(\mathcal{S}^s(\mathbb{R}^d), \mathcal{S}^s(\mathbb{R}^d)) \). Thus, by denoting \( c_{a,b} = R_2(\sum_j c_{j,a,b}) \), we conclude that \( a^{\#} b^w = c_{a,b} + T_{a,b}^\eta \), where \( \{ T_{a,b}^\eta \sum_j a_j \in U_1, \sum_j b_j \in U_2 \} \) is an equicontinuous subset of \( \mathcal{L}(\mathcal{S}^s(\mathbb{R}^d), \mathcal{S}^s(\mathbb{R}^d)) \). Next we prove

\[
(5) \quad \left\{ c_{a,b} \mid \sum_j a_j \in U_1, \sum_j b_j \in U_2 \right\} \preceq_{f_1, f_2} \left\{ a^{\#} b \mid \sum_j a_j \in U_1, \sum_j b_j \in U_2 \right\},
\]
where the surjective mapping is given by \( a^{\#} b \mapsto c_{a,b} \). For \( N \in \mathbb{Z}_+ \), we have

\[
\sum_{j=0}^{N-1} \sum_{\alpha + \beta + \gamma = j} \frac{(-1)^{\gamma}}{\alpha! \beta! \gamma!} \partial_\xi a \cdot \partial_\xi D^{\alpha+\beta+\gamma} \left( \partial_\xi D^{\alpha+\beta+\gamma} \right)
\]

\[
= \sum_{j=0}^{N-1} \sum_{\alpha + \beta + \gamma = j} \frac{(-1)^{\gamma}}{\alpha! \beta! \gamma!} \partial_\xi a \cdot \partial_\xi D^{\alpha+\beta+\gamma} \left( \partial_\xi D^{\alpha+\beta+\gamma} \right)
\]

\[
+ \sum_{j=0}^{N-1} \sum_{\alpha + \beta + \gamma = j} \frac{(-1)^{\gamma}}{\alpha! \beta! \gamma!} \partial_\xi a \cdot \partial_\xi D^{\alpha+\beta+\gamma} \left( \partial_\xi D^{\alpha+\beta+\gamma} \right)
\]

\[
= S_{1,N-1} + S_{2,N-1} + S_{3,N-1}.
\]

For \( S_{3,N-1} \) we have

\[
S_{3,N-1} = \sum_{t=0}^{N-1} \sum_{j+s+k=t} \sum_{\alpha + \beta + \gamma = j} \frac{(-1)^{\gamma}}{\alpha! \beta! \gamma!} \partial_\xi a \cdot \partial_\xi D^{\alpha+\beta+\gamma} \left( \partial_\xi D^{\alpha+\beta+\gamma} \right)
\]

\[
= \sum_{t=0}^{N-1} \sum_{\alpha + \beta + \gamma + \delta + \mu = t} \frac{(-1)^{\gamma+\mu}}{\alpha! \beta! \gamma! \delta! \mu!} \partial_\xi a \cdot \partial_\xi D^{\alpha+\beta+\gamma+\delta+\mu} \left( \partial_\xi D^{\alpha+\beta+\gamma+\delta+\mu} \right)
\]

Let \( g(x, \eta, y, \xi) = a(x, \eta) b(y, \xi) \). Clearly \( g \in C^\infty(\mathbb{R}^{4d}) \). One verifies

\[
S_{3,N-1}(x, \xi) = \sum_{t=0}^{N-1} \sum_{\alpha + \beta + \gamma + \delta + \mu = t} \frac{(-1)^{\gamma+\mu}}{\alpha! \beta! \gamma! \delta! \mu!} \partial_\xi a \cdot \partial_\xi D^{\alpha+\beta+\gamma+\delta+\mu} g(x, \eta, y, \xi) \bigg|_{y=x, \eta=\xi}
\]

Considering only the operator on the right hand side, we have

\[
\sum_{t=0}^{N-1} \sum_{\alpha + \beta + \gamma + \mu = t} \frac{(-1)^{\gamma+\mu}}{\alpha! \beta! \gamma! \delta! \mu!} \left( \partial_\xi + \partial_\eta \right) D^{\alpha+\beta+\gamma+\mu} g(x, \eta, y, \xi)
\]

\[
= \sum_{t=0}^{N-1} \frac{1}{t!} \left( \partial_\eta \cdot D_y + \partial_\xi \cdot D_y - \frac{1}{2} (\partial_\xi + \partial_\eta) \cdot (D_x + D_y) + \frac{1}{2} \partial_\eta \cdot D_x - \frac{1}{2} \partial_\xi \cdot D_y \right)^t
\]

\[
= \sum_{t=0}^{N-1} \frac{1}{2^t t!} \left( \partial_\eta \cdot D_y - \partial_\xi \cdot D_x \right)^t.
\]
Hence,

\[ S_{3,N-1}(x, \xi) = \sum_{j=0}^{N-1} \sum_{|\alpha|+|\beta|=j} \frac{(-1)^{|\beta|}}{\alpha! \beta! 2^j} \partial^\alpha_x \partial^\beta_\xi D^\alpha_x a(x, \xi) \partial^\beta_\xi D^\alpha_x b(x, \xi). \]

One easily verifies that for every \( h > 0 \) there exists \( C > 0 \) (resp. there exist \( h, C > 0 \)) such that for all \( \sum_j a_j \in U_1 \) and \( \sum_j b_j \in U_2 \)

\[
\sup_{N \in \mathbb{Z}_+} \sup_{\alpha \in \mathbb{N}^{2d}} \sup_{w \in \mathcal{Q}^N_{B'm_N}} \left| D_w^\alpha S_{1,N-1}(w) \right| \leq C
\]

and

\[
\sup_{N \in \mathbb{Z}_+} \sup_{\alpha \in \mathbb{N}^{2d}} \sup_{w \in \mathcal{Q}^N_{B'm_N}} \left| D_w^\alpha S_{2,N-1}(w) \right| \leq C,
\]

for some \( B' > 0 \). We conclude that (5) holds true. We will prove that for every \( h > 0 \) there exists \( C > 0 \) (resp. there exist \( h, C > 0 \)) such that for all \( \sum_j a_j \in U_1 \) and \( \sum_j b_j \in U_2 \) and the corresponding \( a = \Sigma_1(\sum_j a_j) \) and \( b = \Sigma_2(\sum_j b_j) \),

\[
\sup_{N \in \mathbb{Z}_+} \sup_{\alpha \in \mathbb{N}^{2d}} \sup_{w \in \mathcal{Q}^N_{B'm_N}} \left| D_w^\alpha \left( (a\#b)_{<N}(w) - \left( \sum_j a_j \# \sum_j b_j \right)_{<N}(w) \right) \right| \leq C,
\]

for some \( B'' > 0 \). Note that this, together with (5), implies \( \{c_{a,b} \sum_j a_j \in U_1, \sum_j b_j \in U_2 \} \preceq f_1, f_2 U_1 \), where the surjective mapping is given by \( \sum_j a_j \# \sum_j b_j \mapsto c_{a,b} \). Thus, by employing Proposition 3.3 to \( U \preceq f_1, f_2 \) and then applying Proposition 3.4 we conclude that the set \( \{c_{a,b} - \text{Op}_{1/2}(R(\sum_j a_j \# \sum_j b_j)) \mid \sum_j a_j \in U_1, \sum_j b_j \in U_2 \} \) is equicontinuous \(*\)-regularising for arbitrarily large \( R \). To prove the desired estimate, let \( N \in \mathbb{Z}_+ \). By employing the notation \( a = \Sigma_1(\sum_j a_j) \) and \( b = \Sigma_2(\sum_j b_j) \) for \( \sum_j a_j \in U_1 \) and \( \sum_j b_j \in U_2 \), we have

\[
(a\#b)_{<N} = \sum_{j=0}^{N-1} \sum_{|\alpha|+|\beta|=j} \frac{(-1)^{|\beta|}}{\alpha! \beta! 2^j} \partial^\alpha_x \partial^\beta_\xi D^\alpha_x \left( a - \sum_{s=0}^{N-j-1} a_s \right) \cdot \partial^\beta_\xi D^\alpha_x b
\]

\[
+ \sum_{j=0}^{N-1} \sum_{s=0}^{N-j-1} \sum_{|\alpha|+|\beta|=j} \frac{(-1)^{|\beta|}}{\alpha! \beta! 2^j} \partial^\alpha_x \partial^\beta_\xi D^\alpha_x a_s \cdot \partial^\beta_\xi D^\alpha_x \left( b - \sum_{k=0}^{N-j-s-1} b_k \right)
\]

\[
+ \sum_{j=0}^{N-1} \sum_{s=0}^{N-j-1} \sum_{k=0}^{N-j-s-1} \sum_{|\alpha|+|\beta|=j} \frac{(-1)^{|\beta|}}{\alpha! \beta! 2^j} \partial^\alpha_x \partial^\beta_\xi D^\alpha_x a_s \cdot \partial^\beta_\xi D^\alpha_x b k
\]

\[
= S_{1,N-1}' + S_{2,N-1}' + S_{3,N-1}'.
\]

One easily verifies that for \( S_{1,N-1}' \) and \( S_{2,N-1}' \) the same type of estimate as for \( S_{1,N-1} \) and \( S_{2,N-1} \), hold. For \( S_{3,N-1}' \) we have

\[
S_{3,N-1}' = \sum_{t=0}^{N-1} \sum_{j+t+k=t} \sum_{|\alpha|+|\beta|=j} \frac{(-1)^{|\beta|}}{\alpha! \beta! 2^j} \partial^\alpha_x \partial^\beta_\xi D^\alpha_x a_s \cdot \partial^\beta_\xi D^\alpha_x b k = (\sum_j a_j \# \sum_j b_j)_{<N},
\]

which completes the proof. \( \square \)

As a direct consequence of Theorem 4.2 and Proposition 3.4 we have the following corollary.
Corollary 4.3. Let \( U_1, U_2 \subseteq F S_{A,p}^{s,\infty}(\mathbb{R}^d; B) \) with \( U_1 \lec f_1 \) and \( U_2 \lec f_2 \) for some continuous positive function of ultrapolynomial growth of class \(*\). For \( \sum_j a_j \in U_1 \) and \( \sum_j b_j \in U_2 \) denote \( \sum_j c_{j,a,b} = \sum_j a_j \# \sum_j b_j \in U_1 \# U_2 \). Then, there exists \( R > 0 \), which can be chosen arbitrarily large, such that
\[
\left\{ a^w b^w - e^w \big| a = R(\sum_j a_j), \ b = R(\sum_j b_j), \ c = R(\sum_j c_{j,a,b}) \right\}
\]
is an equicontinuous subset of \( \mathcal{L}(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d)) \) and \( (\mathbb{B}) \) holds.

Remark 4.4. This corollary is applicable when \( U_1 \) and \( U_2 \) are bounded subsets of \( \Gamma_{A,p}^{(M_p,)}(\mathbb{R}^d; m) \)
for some \( m > 0 \) (resp. of \( \Gamma_{A,p}^{(M_p,)}(\mathbb{R}^d; h) \) for some \( h > 0 \)). Then the corollary gives the famous Moyal’s formula for the asymptotic expansion of the composition of two Weyl quantisations. Furthermore, it states that the resulting \(*\)-regularising operators form an equicontinuous subset of \( \mathcal{L}(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d)) \).

4.3. The ring structure of \( F S_{A,p}^{s,\infty}(\mathbb{R}^d; B) \). Theorem 4.2 \( i \) implies that if \( U_1 \) and \( U_2 \) are two bounded subsets of \( F S_{A,p}^{s,\infty}(\mathbb{R}^d; B, m_1) \) and \( F S_{A,p}^{s,\infty}(\mathbb{R}^d; B, m_2) \) (resp. of \( F S_{A,p}^{s,\infty}(\mathbb{R}^d; B, h_1) \) and \( F S_{A,p}^{s,\infty}(\mathbb{R}^d; B, h_2) \)), then \( U_1 \# U_2 \) is a bounded subset of \( F S_{A,p}^{s,\infty}(\mathbb{R}^d; B, m) \) for some \( m > 0 \) (resp. of \( F S_{A,p}^{s,\infty}(\mathbb{R}^d; B, h) \) for some \( h > 0 \)). As \( F S_{A,p}^{s,\infty}(\mathbb{R}^d; B, m) \) and \( F S_{A,p}^{s,\infty}(\mathbb{R}^d; B, h) \) are \((F)\)-spaces it follows that the mappings
\[
\# : F S_{A,p}^{s,\infty}(\mathbb{R}^d; B, m_1) \times F S_{A,p}^{s,\infty}(\mathbb{R}^d; B, m_2) \to F S_{A,p}^{s,\infty}(\mathbb{R}^d; B, m) \text{ and}
\# : F S_{A,p}^{s,\infty}(\mathbb{R}^d; B, h_1) \times F S_{A,p}^{s,\infty}(\mathbb{R}^d; B, h_2) \to F S_{A,p}^{s,\infty}(\mathbb{R}^d; B, h)
\]
are continuous. Since \( F S_{A,p}^{s,\infty}(\mathbb{R}^d; B) \) is barrelled, this also proves that
\[
\# : F S_{A,p}^{s,\infty}(\mathbb{R}^d; B) \times F S_{A,p}^{s,\infty}(\mathbb{R}^d; B) \to F S_{A,p}^{s,\infty}(\mathbb{R}^d; B)
\]
is hypocontinuous.

Given \( \sum_j a_j, \sum_j b_j, \sum_j c_j \in F S_{A,p}^{s,\infty}(\mathbb{R}^d; B) \) one easily verifies that

\[
\left( \sum_j a_j \# \sum_j b_j \right) \# \sum_j c_j = \sum_j p_j,
\]
where

\[
p_j = \sum_{r=0}^j \sum_{s+k+l=r} \sum_{|\alpha+\beta+\delta|=j-r} \frac{(-1)^{|\beta+\delta|}}{\alpha!\beta!\delta!2^{j-r}} \partial_\zeta^\alpha D_x^\beta a_x \cdot \partial_\xi^\delta D_y^\beta b_y \cdot \partial_\zeta^\epsilon D_z^\delta c_z.
\]

Similarly,

\[
\sum_j a_j \# \left( \sum_j b_j \# \sum_j c_j \right) = \sum_j p_j,
\]
where

\[
p_j = \sum_{r=0}^j \sum_{s+k+l=r} \sum_{|\alpha+\beta+\delta|=j-r} \frac{(-1)^{|\beta+\delta|}}{\alpha!\beta!\delta!2^{j-r}} \partial_\xi^\alpha D_x^\beta a_x \cdot \partial_\zeta^\delta D_y^\beta b_y \cdot \partial_\zeta^\epsilon D_z^\delta c_z,
\]

Let \( f_{s,k,l}(\zeta, \xi, \eta, u, v) = a_s(\zeta, \xi) b_k(\eta, \xi) c_l(u, v) \). One verifies that

\[
p_j(x, \xi) = \sum_{r=0}^j \sum_{s+k+l=r} \frac{1}{2^{j-r}(j-r)!} \cdot (\partial_\zeta \cdot D_y - \partial_\eta \cdot D_z + (\partial_\xi + \partial_\eta) \cdot D_u - \partial_\zeta \cdot (D_z + D_y))^{j-r} f_{s,k,l}(\zeta, \xi, \eta, u, v).
\]
and similarly,
\[
\tilde{p}_j(x, \xi) = \sum_{r=0}^{j} \sum_{s+k+l=r} \frac{1}{2^{j-r}(j-r)!} \cdot (\partial_\eta \cdot D_u - \partial_v \cdot D_y + \partial_\xi \cdot (D_y + D_u) - (\partial_\eta + \partial_v) \cdot D_z)^{j-r} f_{s,k,l}(z, \zeta, y, \eta, u, v)
\]

Hence, \( p_j = \tilde{p}_j \). Thus \( \left( \sum_j a_j \# \sum_j b_j \right) \# \sum_j c_j = \sum_j a_j \# \left( \sum_j b_j \# \sum_j c_j \right) \), i.e. \( \# \) is associative. Clearly, \( \# \) is distributive over the addition and 1 is the \( \# \) identity. Thus we have the following result.

**Proposition 4.5.** For each \( B \geq 0 \), \( FS^{*, \infty}_A(\mathbb{R}^{2d}; B) \) is a ring with the pointwise addition and multiplication given by \( \# \). Moreover, the multiplication

\[
\#: FS^{*, \infty}_A(\mathbb{R}^{2d}; B) \times FS^{*, \infty}_A(\mathbb{R}^{2d}; B) \rightarrow FS^{*, \infty}_A(\mathbb{R}^{2d}; B)
\]

is hypocontinuous.

**Remark 4.6.** Given \( \sum_j a_j \in FS^{*, \infty}_A(\mathbb{R}^{2d}; B) \), \( (\sum_j a_j)^{\#} \) will mean just \( \sum_j a_j \) and, for \( k \in \mathbb{Z}_+ \), we define \( (\sum_j a_j)^{(\#)}^{k} \) as \( (\sum_j a_j)^{\# k} \# \sum_j a_j \). Since \( \# \) is associative, \( (\sum_j a_j)^{\# k} \), \( k \in \mathbb{Z}_+ \), is just the \( \# \) product of \( \sum_j a_j \) with itself \( k \) times.

5. **Hypoelliptic symbols over \( L^2(\mathbb{R}^d) \)

We recall from [3] the definition of hypoelliptic symbols in \( \Gamma^{*, \infty}_A(\mathbb{R}^{2d}) \).

**Definition 5.1.** ([3] Definition 1.1) Let \( a \in \Gamma^{*, \infty}_A(\mathbb{R}^{2d}) \). We say that \( a \) is \( \Gamma^{*, \infty}_A \)-hypoelliptic if

1) there exists \( B > 0 \) such that there exist \( c, m > 0 \) (resp. for every \( m > 0 \) there exists \( c > 0 \)) such that

\[
|a(x, \xi)| \geq c e^{-M(m|x|) - M(m|\xi|)}, \quad (x, \xi) \in Q^c_B
\]

2) there exists \( B > 0 \) such that for every \( h > 0 \) there exists \( C > 0 \) (resp. there exist \( h, C > 0 \)) such that

\[
|D_\xi^a D_x^b a(x, \xi)| \leq C \frac{h^{|\alpha|+|\beta|} |a(x, \xi)| A_{\alpha} A_{\beta}}{(\lambda(x, \xi))^{\|\alpha|+|\beta\|}}, \quad \alpha, \beta \in \mathbb{N}^d, \quad (x, \xi) \in Q^c_B.
\]

**Proposition 5.2.** Let \( a \in \Gamma^{*, \infty}_A(\mathbb{R}^{2d}) \) be hypoelliptic. Define \( q_0(w) = a(w)^{-1} \) on \( Q^c_B \) and inductively, for \( j \in \mathbb{Z}_+ \),

\[
q_j(x, \xi) = -q_0(x, \xi) \sum_{s=1}^{j} \sum_{|\alpha|+|\beta| = s} \frac{(-1)^{|\beta|}}{\alpha! \beta! 2^s} \partial_\xi^\alpha \partial_x^\beta q_j(x, \xi) \partial_\xi^\alpha \partial_x^\beta a(x, \xi), \quad (x, \xi) \in Q^c_B.
\]
Then, for every $h > 0$ there exists $C > 0$ (resp. there exist $h, C > 0$) such that

$$|D_w^{\alpha}q_j(w)| \leq C \frac{h^{\alpha + 2j} A_{\alpha + 2j}}{|a(w)|^{\rho(\alpha + 2j)}}, \quad w \in Q^*_B, \quad \alpha \in \mathbb{N}^{2d}, \quad j \in \mathbb{N}.$$  

If $B \leq 1$, then $(\sum_j q_j) \#a = 1$ in $FS^{\ast, \infty}_{A \rho}(\mathbb{R}^{2d})$. If $B > 1$, one can extend $q_0$ to an element of $\Gamma^{\ast, \infty}_{A \rho}(\mathbb{R}^{2d})$ by modifying it on $Q^*_B \setminus Q^*_B$, for $B > B$. In this case $\sum_j q_j \in FS^{\ast, \infty}_{A \rho}(\mathbb{R}^{2d}; B)$, $(\sum_j q_j) \#a_k = 0$ on $Q^*_B$, $\forall k \in \mathbb{Z}_+$, and $((\sum_j q_j) \#a)_0 - 1 = q_0a - 1$ belongs to $D(A \rho)(\mathbb{R}^{2d})$ (resp. $D(A \rho)(\mathbb{R}^{2d})$).

In particular, for $q \sim \sum_j q_j$ there exists $\ast$-regularising operator $T$ such that $q^w a^w = \text{Id} + T$.

Proof. The estimate (8) for $j = 0$ follows from [3, Lemma 3.3] and for $j \geq 1$ the proof is analogous to the proof of [3, Lemma 3.4]. The rest is easy and we omit it (see Corollary 4.3 for the very last part).

Given $a \in \Gamma^{\ast, \infty}_{A \rho}(\mathbb{R}^{2d})$, denote by $A$ the unbounded operator on $L^2(\mathbb{R}^d)$ with domain $\mathcal{S}^\ast(\mathbb{R}^d)$ defined as $A\varphi = a^w \varphi$, $\varphi \in \mathcal{S}^\ast(\mathbb{R}^d)$. The restriction of $a^w$ to the subspace

$$\{g \in L^2(\mathbb{R}^d) \mid a^w g \in L^2(\mathbb{R}^d)\}$$

defines a closed extension of $A$ which is called the maximal realisation of $A$. We denote by $\mathcal{A}$ the closure of $A$; it is also called the minimal realisation of $A$.

Lemma 5.3. Let $V \subseteq \Gamma^{\ast, \infty}_{A \rho}(\mathbb{R}^{2d})$. Assume that for every $h > 0$ there exists $C > 0$ (resp. there exist $h, C > 0$) such that

$$|D^\alpha a^w b(w)| \leq Ch^{\alpha} A_{\alpha} (w)^{-\rho(\alpha)}, \quad w \in \mathbb{R}^{2d}, \quad \alpha \in \mathbb{N}^{2d}, \quad b \in V.$$  

Then, for each $b \in V$, $b^w$ extends to a bounded operator on $L^2(\mathbb{R}^d)$ and the set $\{b^w \mid b \in V\}$ is bounded in $\mathcal{L}_b(L^2(\mathbb{R}^d), L^2(\mathbb{R}^d))$.

If $\{b_\lambda\}_{\lambda \in \Lambda} \subseteq V$ is a net which converges to $b_0 \in V$ in the topology of $\Gamma^{\ast, \infty}_{A \rho}(\mathbb{R}^{2d})$, then $b^w_\lambda \to b^w_0$ in $\mathcal{L}_p(L^2(\mathbb{R}^d), L^2(\mathbb{R}^d))$.

Proof. By Proposition 5.3 (applied with $f(w) = 1$) for each $b \in V$ there exists $c_b \in \Gamma^{\ast, \infty}_{A \rho}(\mathbb{R}^{2d})$, such that $\{b^w - c_b(x, D) \mid b \in V\}$ is an equicontinuous $\ast$-regularising set and for every $h > 0$ there exists $C > 0$ (resp. there exist $h, C > 0$) such that

$$|D^\alpha a^w c_b(w)| \leq Ch^{\alpha} A_{\alpha} (w)^{-\rho(\alpha)}, \quad w \in \mathbb{R}^{2d}, \quad \alpha \in \mathbb{N}^{2d}, \quad b \in V.$$  

Then, [22, Theorem 1.7.14] implies that $c_b(x, D)$ extends to a continuous operator on $L^2(\mathbb{R}^d)$ and the set $\{c_b(x, D) \mid b \in V\}$ is bounded in $\mathcal{L}_b(L^2(\mathbb{R}^d), L^2(\mathbb{R}^d))$. Thus, the same holds for $\{b^w \mid b \in V\}$. If $\{b_\lambda\}_{\lambda \in \Lambda} \subseteq V$ is as in the statement, Proposition 5.1 implies $b^w_\lambda \varphi \to b^w_0 \varphi$ for each $\varphi \in \mathcal{S}^\ast(\mathbb{R}^d)$, i.e. $b^w_\lambda \to b^w_0$ in the topology of simple convergence on the total subset $\mathcal{S}^\ast(\mathbb{R}^d)$ of $L^2(\mathbb{R}^d)$. Since $\{b^w \mid b \in V\}$ is equicontinuous in $\mathcal{L}(L^2(\mathbb{R}^d), L^2(\mathbb{R}^d))$, the Banach-Steinhaus theorem [28, Theorem 4.5, p. 85] implies $b^w_\lambda \to b^w_0$ in $\mathcal{L}_p(L^2(\mathbb{R}^d), L^2(\mathbb{R}^d))$.}

Now we are ready to prove that the minimal and maximal realisation of the Weyl quantisation of a hypoelliptic symbol coincide. This is classical result for the finite order operators, in the distributional setting. The following proposition proves that this remains true even for infinite order operators. This result is instrumental for the rest of the article and we will often tacitly apply it in what follows.
Proposition 5.4. Let $a$ be hypoelliptic and $A$ be the corresponding unbounded operator on $L^2(\mathbb{R}^d)$ defined above. Then the minimal realisation $\overline{A}$ coincides with the maximal realisation. Moreover, $\overline{A}$ coincides with the restriction of $a^w$ on the domain of $\overline{A}$.

Proof. Let $g \in L^2(\mathbb{R}^d)$ be such that $a^wg \in L^2(\mathbb{R}^d)$. We will construct a sequence $\{\varphi_j\}_{j \in \mathbb{Z}_+} \subseteq S^*(\mathbb{R}^d)$ such that $\varphi_j \to g$ and $a^w\varphi_j \to a^wg$ in $L^2(\mathbb{R}^d)$ which will complete the proof. Fix $\psi \in D^{(A_p)}(\mathbb{R}^{2d})$ (resp. $\psi \in D^{(A_p)}(\mathbb{R}^{2d})$) such that $0 \leq \psi(w) \leq 1$, $\psi(w) = 1$ on $|w| \leq 1$ and $\text{supp} \psi \subseteq \{w \in \mathbb{R}^{2d} | |w| \leq 2\}$. For $n \in \mathbb{Z}_+$ define $\psi_n(w) = \psi(w/n)$. One easily verifies that $\psi_n \in \Gamma^{(A_p)}(\mathbb{R}^{2d}), \forall n \in \mathbb{Z}_+$ and they satisfy the following estimate: for every $h > 0$ there exists $C > 0$ (resp. there exist $h, C > 0$) such that

$$|D_w^j \psi_j(w)| \leq Ch^{[\alpha]}A_n(\psi)^{-\rho[\alpha]}, w \in \mathbb{R}^{2d}, \alpha \in \mathbb{N}^{2d}, j \in \mathbb{N}.$$

Also, it is easy to check that $\psi_n \to 1_w$ in $\Gamma^{(M_p)}(\mathbb{R}^{2d})$. The operators $\psi_n$ are $*$-regularising. Put $\varphi_n = \psi_n^*g \in S^*(\mathbb{R}^d)$. By Lemma 5.3 $\varphi_n \to g$ in $L^2(\mathbb{R}^d)$. It remains to prove $a^w\varphi_n \to a^wg$ in $L^2(\mathbb{R}^d)$. For the given $a$, let $\sum_j q_j$ be as in Proposition 5.2. Fix $q \sim \sum_j q_j$ and $*$-regularising operator $T$ such that $q^*a^w = \text{Id} + T$. Then $a^w\varphi_n = a^w\psi_n^*q^*a^w g - a^w\psi_n^*Tg$. Since $T$ is $*$-regularising, Proposition 3.1 implies $a^w\psi_n^*Tg \to a^wTg$ in $S^*(\mathbb{R}^d)$, hence, also in $L^2(\mathbb{R}^d)$.

Since $\{a\#\psi_n\#q_n | n \in \mathbb{Z}_+\} \subseteq 1$, by Corollary 4.3 one can find $b_n = \psi_n^*q_n^* - b_n^* | n \in \mathbb{Z}_+$ which is equicontinuous $*$-regularising. Lemma 5.3 verifies that $\{b_n^* \}_{n \in \mathbb{Z}_+}$ extends to a bounded subset of $L_b(L^2(\mathbb{R}^d), L^2(\mathbb{R}^d))$. Hence the operators $V_n = a^w\psi_n^*q_n^* g, n \in \mathbb{Z}_+$, extend to $L^2(\mathbb{R}^d)$ and the set $\{V_n\}_{n \in \mathbb{Z}_+}$ is bounded in $L_b(L^2(\mathbb{R}^d), L^2(\mathbb{R}^d))$. By Corollary 4.3 there exists $v$ for which (9) holds and $a^wq^* - v^w$ is $*$-regularising operator. Lemma 5.3 yields that $v^w$ extends to a bounded operator on $L^2(\mathbb{R}^d)$ and hence, so does $a^wq^w$. Since for each $\chi \in S^*(\mathbb{R}^d), V_n\chi \to a^n q^w \chi$ (cf. Proposition 3.1), $V_n$ converges to the operator $a^wq^w \in L(L^2(\mathbb{R}^d), L^2(\mathbb{R}^d))$ on the total subset $S^*(\mathbb{R}^d)$ of $L^2(\mathbb{R}^d)$. Now, the Banach-Steinhaus theorem [28 Theorem 4.5, p. 85] implies $V_n \to a^wq^w$ in $\mathcal{L}(L^2(\mathbb{R}^d), L^2(\mathbb{R}^d))$. Hence $V_n a^w g \to a^w q^w a^w g$ in $L^2(\mathbb{R}^d)$. \hfill \square

6. COMPLEX POWERS OF INFINITE ORDER OPERATORS

Following Komatsu [13], given a $(B)$-space $X$, a closed operator $A : D(A) \subseteq X \to X$ is said to be non-negative if $(-\infty, 0)$ is contained in the resolvent set of $A$ and $\sup_{\lambda \in \mathbb{R}_+} \lambda \| (A + \lambda \text{Id})^{-1} \| \mathcal{L}(X) < \infty$.

In this case, for $z \in \mathbb{C}_+$ and $v \in D(A^{[\Re z]+1})$, the function $\lambda \mapsto \lambda^{-1} (A + \lambda \text{Id})^{-1} k v, \mathbb{R}_+ \to X,$ is Bochner integrable for all integers $k > \Re z$ and by defining

$$I^k_{A,k} v = \gamma_k(z) \int_0^\infty \lambda^{-1} (A + \lambda \text{Id})^{-1} k v d\lambda, v \in D(A^{[\Re z]+1}), k > \Re z,$$

where $\gamma_k(z) = \Gamma(k)/\Gamma(z)\Gamma(k-z))$, we have that $I^k_{A,k} v = I^k_{A,k} v$, for all integers $k > \Re z$ (see [6 Proposition 3.1.3, p. 59]). The operator

$$J^k_{A} : D(J^k_{A}) = D(A^{[\Re z]+1}) \subseteq X \to X, J^k_{A} v = I^k_{A,k} v, \text{ for any } k > \Re z,$$

is closable (cf. [6 Theorem 3.1.8, p. 64]). Balakrishnan defines the power of $A$ with exponent $z$ as the operator $J^z_{A}$. If in addition $A$ is densely defined then $A^{[\Re z]} = A^z A^\zeta, \forall z, \zeta \in \mathbb{C}_+$ (in particular, $A^k = A_{[k]} A$ and $\sigma(A^z) = \{\zeta^z | \zeta \in \sigma(A)\}$; where $\zeta^z$ is defined
by the principal branch of logarithm and we put $0^z = 0$ (cf. \cite[Corollary 5.1.12, p. 110]{6} and \cite[Theorem 5.3.1, p. 116]{6}).

6.1. Statement of the main result. Let $a \in \Gamma^\infty_{A, p, \rho}(\mathbb{R}^d)$ be hypoelliptic, where the hypoellipticity conditions (6) and (7) hold for some $B > 0$. We impose the following conditions on $a$:

(I) $\Re a(w) \geq -\tilde{B}|\Im a(w)|$ for $w \in Q_{\tilde{B}}^c$;

(II) the densely defined operator $A : \mathcal{S}'(\mathbb{R}^d) \subseteq L^2(\mathbb{R}^d) \rightarrow L^2(\mathbb{R}^d)$, $A = a^w|_{\mathcal{S}'(\mathbb{R}^d)}$, is such that $\overline{A}$ is non-negative.

Let $\tilde{\chi} \in \mathcal{D}(A) (\mathbb{R}^d)$ in the $(M_p)$ case and $\tilde{\chi} \in \mathcal{D}(A) (\mathbb{R}^d)$ in the $(M_p)$ case respectively, be such that $\tilde{\chi} \geq 0$ and $\tilde{\chi}(w) > \max\{0, -\Re a(w)\}$ when $w \in Q_{\tilde{B}}$. Denote $a_0 = a + \tilde{\chi}$. One easily verifies that, possibly for a larger $\tilde{B}$,

$$\Re a_0(w) > -\tilde{B}|\Im a_0(w)|, \quad \forall w \in \mathbb{R}^{2d}$$

and consequently

$$|a_0(w)| \leq \sqrt{1 + \tilde{B}^2}|a_0(w) + \lambda|, \quad \lambda \leq \sqrt{1 + \tilde{B}^2}|a_0(w) + \lambda|,$$

for all $w \in \mathbb{R}^{2d}$ and $\lambda \geq 0$. As a consequence of (10), $a_0$ never vanishes and for any $z \in \mathbb{C}_+$, the function $w \mapsto (a_0(w))^z$, $\mathbb{R}^{2d} \rightarrow \mathbb{C}$, is a well defined $C^\infty$ function (in $(a_0(w))^z$ we use the principal branch of the logarithm). Notice that (11) also implies the existence of $c > 0$ such that

$$|a_0(w)| + \lambda \leq c|a_0(w) + \lambda|, \quad w \in \mathbb{R}^{2d}, \quad \lambda \geq 0.$$

Thus, by using the identity

$$\int_0^\infty \frac{\lambda^{-1} e^k}{(\zeta + \lambda)^2} d\lambda = \frac{\zeta^z}{\gamma_k(z)},$$

which is valid for $z \in \mathbb{C}_+$, $k \in \mathbb{N}$ with $k > \Re z$ and $\zeta \in \mathbb{C} \setminus \{0\}$ with $|\arg \zeta| < \pi$, we deduce that

$$|(a_0(w))^z| \leq c^k|\gamma_k(z)|\int_0^\infty \lambda^{\Re z - 1}|a_0(w)|^k| |a_0(w)|^{\Re z} \gamma_k(z) | |a_0(w)|^{\Re z},$$

for all $w \in \mathbb{R}^{2d}$, $z \in \mathbb{C}_+$, $k > \Re z$, $k \in \mathbb{Z}_+$. Thus, $e^{-\Im z \arg(a_0(w))} \leq c^k|\gamma_k(z)|/\gamma_k(Re z)$. Hence,

$$|a_0(w)|^{\Re z} = |(a_0(w))^z| e^{\Im z \arg(a_0(w))} \leq c^k |(a_0(w))^z| |\gamma_k(z)|/\gamma_k(Re z),$$

for all $w \in \mathbb{R}^{2d}$, $z \in \mathbb{C}_+$, $k > \Re z$, $k \in \mathbb{Z}_+$. The main result is the following theorem.

**Theorem 6.1.** Let $a \in \Gamma^\infty_{A, p, \rho}(\mathbb{R}^d)$ be a hypoelliptic symbol that satisfies (I) and (II) and let $a_0$ and $A$ be defined as above. Then, for every $z \in \mathbb{C}_+$ there exists $a_0^{\# z} \in FS^*_{A, p, \rho}(\mathbb{R}^{2d}; 0)$ such that the following conditions hold.

(i) $a_0^{\# z} \# a_0^{\# z} = a_0^{\# (z + \zeta)} = a_0^{\# \zeta} \# a_0^{\# z}, \forall z, \zeta \in \mathbb{C}_+$.

(ii) When $z = k \in \mathbb{Z}_+$, $a_0^{\# z}$ is just $a_0^{\# } \cdots \# a_0^{\# } = a_0^{\# k}$. In particular, for $z = 1$, $a_0^{\# z}$ is just $a_0$.

(iii) The mapping $z \mapsto a_0^{\# z}$ is continuous.

(iv) $(a_0^{\# z})(w) = (a_0(w))^z$, $w \in \mathbb{R}^{2d}, z \in \mathbb{C}_+$. 


For each fixed vertical strip $C_{+t} = \{ \zeta \in \mathbb{C}_{+} | \Re \zeta \leq t \}$, $t > 0$, and $k = [t] + 1 \in \mathbb{Z}_{+}$, the following estimate holds: for every $h > 0$ there exists $C > 0$ (resp. there exist $h, C > 0$) such that

\begin{equation}
|D_{w}^{\alpha}(a_{0}^{+z})_{j}(w)| \leq C \frac{h^{|\alpha|+2j}A_{|\alpha|+2j}\gamma_{k}(z)||a_{0}(w)|^{\Re z}}{\gamma_{k}(\Re z)(w)^{\rho(|\alpha|+2j)}},
\end{equation}

for all $w \in \mathbb{R}^{2d}$, $\alpha \in \mathbb{N}^{2d}$, $j \in \mathbb{N}$, $z \in C_{+t}$. Furthermore, there exists $R_{t} > 0$ such that $a^{z} := R_{t}(a_{0}^{+z})$, $z \in C_{+t}$, are hypoelliptic symbols in $\Gamma_{A_{p},p}^{*,\infty}(\mathbb{R}^{2d})$ and the following conditions hold:

\begin{itemize}
    \item [(v)] There exists $B_{t} > 0$ such that for every $h > 0$ (resp. for some $h > 0$)
    \[
    \sup_{N \in \mathbb{Z}_{+}} \sup_{\alpha \in \mathbb{N}^{2d}} \sup_{w \in Q_{B_{t},m_{N}}} |D_{w}^{\alpha}a^{z}(w) - D_{w}^{\alpha} \sum_{j < N}(a_{0}^{+z})_{j}(w)\langle w \rangle^{\rho(|\alpha|+2N)}\gamma_{k}(\Re z)| \leq B_{t} h^{\alpha}A_{|\alpha|+2N}a_{0}(w)^{\Re z}\gamma_{k}(z),
    \]
    \[
    \sup_{z \in C_{+t}} \sup_{\alpha \in \mathbb{N}^{2d}} \sup_{w \in \mathbb{R}^{2d}} |D_{w}^{\alpha}a^{z}(w)| \langle w \rangle^{\rho(|\alpha|+2N)}\gamma_{k}(\Re z) \leq \infty.
    \]
    \item [(vi)] $D(\tilde{A}) = \{ v \in L^{2}(\mathbb{R}^{d}) | \langle a^{z}wv \rangle v \in L^{2}(\mathbb{R}^{d}) \}$ and there exist $\ast$-regularising operators $S^{\tilde{z}}$, $z \in C_{+t}$, such that $\gamma_{k}(\Re z)(\gamma_{k}(z))^{-1}S^{\tilde{z}}|z \in C_{+t}$ is an equicontinuous subset of $\mathcal{L}(S^{\tilde{z}}(\mathbb{R}^{d}), S^{\ast}(\mathbb{R}^{d}))$ and
    \[
    \tilde{A} = (a^{z}wS^{\ast}(\mathbb{R}^{d}) + S^{\tilde{z}}.
    \]
\end{itemize}

Moreover, for each $v \in L^{2}(\mathbb{R}^{d})$, $z \mapsto S^{\tilde{z}}v$, $\text{int} C_{+t} \rightarrow L^{2}(\mathbb{R}^{d})$, is analytic and for each $v \in \mathcal{D}(A^{\tilde{z}})$, $z \mapsto (a^{z}wv$, $\text{int} C_{+t} \rightarrow L^{2}(\mathbb{R}^{d})$, is analytic.

Remark 6.2. Notice that the second estimate in (v) together with (14) implies that for every $h > 0$ (resp. for some $h > 0$

\begin{equation}
\sup_{z \in C_{+t}} \sup_{\alpha \in \mathbb{N}^{2d}} \sup_{w \in \mathbb{R}^{2d}} |D_{w}^{\alpha}a^{z}(w)| \langle w \rangle^{\rho(|\alpha|+2N)}\gamma_{k}(\Re z) \leq \infty.
\end{equation}

6.2. Proof of Theorem 6.1. This subsection is devoted to the proof of the main result. From now on $a, a_{0} \in \Gamma_{A_{p},p}^{*,\infty}(\mathbb{R}^{2d})$ and the non-negative operator $\tilde{A}$ are as in Subsection 6.1. For the simplicity in notation, for $\lambda \geq 0$ we put $a_{0}(w) + \lambda$ by $a_{\lambda}(w)$.

Since the proof of Theorem 6.1 is rather lengthy, we will divide it into four parts.

6.2.1. The parametrix of $a_{\lambda}^{w}$. As $\tilde{\chi}$ has a compact support, (11) implies that there exist $c, C, m > 0$ (resp. for every $m > 0$ there exist $c, C > 0$) such that

\begin{equation}
c(1 + \lambda)e^{-M(m|x|)} - e^{-M(m|x|)} \leq |a_{\lambda}(x, \xi)| \leq C(1 + \lambda)e^{M(m|x|)}e^{M(m|x|)},
\end{equation}

for all $(x, \xi) \in \mathbb{R}^{2d}, \lambda \geq 0$. In the Roumieu case, this inequality together with Lemma 2.1 implies that there exist $(k_{p}) \in \mathfrak{K}$ and $c, C > 0$ such that

\begin{equation}
c(1 + \lambda)e^{-N_{kp}(|\xi|)} - e^{-N_{kp}(|\xi|)} \leq |a_{\lambda}(x, \xi)| \leq C(1 + \lambda)e^{N_{kp}(|\xi|)}e^{N_{kp}(|\xi|)},
\end{equation}

for all $(x, \xi) \in \mathbb{R}^{2d}, \lambda \geq 0$. Moreover, for every $h > 0$ there exists $C > 0$ (resp. there exist $h, C > 0$) such that

\begin{equation}|D_{w}^{\alpha}a_{0}(w)| \leq Ch^{|\alpha|}a_{0}(w)|A_{\alpha}(w)|^{-\rho(|\alpha|)}, \alpha \in \mathbb{N}^{2d}, w \in \mathbb{R}^{2d}.
\end{equation}
This and (11), imply that for every \( h > 0 \) there exists \( C > 0 \) (resp. there exist \( h, C > 0 \)) such that
\[
|D_w^\alpha a_\lambda(w)| \leq C h^{\alpha |\alpha|} |a_\lambda(w)| A_\alpha(w)^{-\rho|\alpha|}, \quad \alpha \in \mathbb{N}^{2d}, \ w \in \mathbb{R}^{2d}, \ \lambda \geq 0.
\]
Now, by the same technique as in [3] Lemma 3.3] one proves that for every \( h > 0 \) there exists \( C > 0 \) (resp. there exist \( h, C > 0 \)) such that
\[
|D_w^\alpha (a_\lambda(w))^{-1}| \leq C h^{\alpha |\alpha|} A_\alpha(w)^{-1} w^{-\rho|\alpha|},
\]
for all \( \alpha \in \mathbb{N}^{2d}, \ w \in \mathbb{R}^{2d}, \ \lambda \geq 0. \) For each \( \lambda \geq 0 \) define \( q_0^{(\lambda)}(w) = 1/a_\lambda(w), \ w \in \mathbb{R}^{2d}, \) and inductively
\[
q_j^{(\lambda)}(x, \xi) = -q_0^{(\lambda)}(x, \xi) \sum_{s=1}^j \sum_{\alpha+\beta=s} (-1)^{|\beta|} \alpha! \beta! 2^s \partial^\beta_x D_x^\beta q_j^{(\lambda)}(x, \xi) \partial^\beta_x D_x^\alpha a_\lambda(x, \xi), \ (x, \xi) \in \mathbb{R}^{2d}.
\]
Because of the uniform estimates in \( \lambda \) given in (21), analogously as in the proof of Proposition 5.2 (cf. the proof of [3] Lemma 3.4), we can conclude the following estimate: for every \( h > 0 \) there exists \( C > 0 \) (resp. there exist \( h, C > 0 \)) such that
\[
|D_w^\alpha q_j^{(\lambda)}(w)| \leq C h^{|\alpha|+2j} A_\alpha(w)^{|\alpha|+2j} w^{-\rho|\alpha|+2j}, \quad w \in \mathbb{R}^{2d}, \ \alpha \in \mathbb{N}^{2d}, \ j \in \mathbb{N}, \ \lambda \geq 0.
\]
This estimate together with (17) in the Beurling case and (18) in the Roumieu case respectively, implies the following:
- in the \( (M_p) \) case, there exists \( m > 0 \) such that for every \( h > 0 \) there is \( C > 0 \) such that
\[
(1 + \lambda) \left| D_w^\alpha q_j^{(\lambda)}(w) \right| \leq C h^{|\alpha|+2j} A_\alpha(w)^{|\alpha|+2j} e^{M(m|\xi|)} e^{M(m|x|)} w^{-\rho|\alpha|+2j},
\]
for all \( w \in \mathbb{R}^{2d}, \ \alpha \in \mathbb{N}^{2d}, \ j \in \mathbb{N}, \ \lambda \geq 0; \)
- in the Roumieu case, there exist \( (k_p) \in \mathfrak{R} \) and \( h, C > 0 \) such that
\[
(1 + \lambda) \left| D_w^\alpha q_j^{(\lambda)}(w) \right| \leq C h^{|\alpha|+2j} A_\alpha(w)^{|\alpha|+2j} e^{N_p(|\xi|)} e^{N_p(|x|)} w^{-\rho|\alpha|+2j},
\]
for all \( w \in \mathbb{R}^{2d}, \ \alpha \in \mathbb{N}^{2d}, \ j \in \mathbb{N}, \ \lambda \geq 0. \)
Thus, we conclude that
\[
\left\{ \sum_j (1 + \lambda) q_j^{(\lambda)} | \lambda \geq 0 \right\} \preceq e^{M(m|\xi|)} e^{M(m|x|)} \text{ in } FS^{(M_p)}_{A_p^0} (\mathbb{R}^{2d}, 0) \text{ and }
\]
\[
\left\{ \sum_j (1 + \lambda) q_j^{(\lambda)} | \lambda \geq 0 \right\} \preceq e^{N_p(|\xi|)} e^{N_p(|x|)} \text{ in } FS^{(M_p)} (\mathbb{R}^{2d}, 0)
\]
in the Beurling and the Roumieu case, respectively. Similarly, (20) and (17) imply \( \{a_\lambda/(1 + \lambda) | \lambda \geq 0 \} \preceq e^{M(m|\xi|)} e^{M(m|x|)} \) in the Beurling case and (20) and (18) imply \( \{a_\lambda/(1 + \lambda) | \lambda \geq 0 \} \preceq e^{N_p(|\xi|)} e^{N_p(|x|)} \) in the Roumieu case. By a direct computation, one verifies \( \sum_j q_j^{(\lambda)}#a_\lambda = 1 \) (cf. Proposition 5.2). Now, Corollary 4.3 implies that there exist \( R_1 > 0 \) such that
\[
\left\{ \text{Op}_{1/2} \left( R_1 (\sum_j q_j^{(\lambda)}) \right) a_\lambda w - 1 \right\} \text{ is an equicontinuous subset of } L(S^* (\mathbb{R}^d), S^* (\mathbb{R}^d)) \text{ (note that } R_1 (\sum_j (1 + \lambda) q_j^{(\lambda)}) = (1 + \lambda) R_1 (\sum_j q_j^{(\lambda)})) \text{.}
\]
Analogously, for each \( \lambda \geq 0 \) one can define \( q_0^{(\lambda)}(w) = 1/a_\lambda(w) (= q_0^{(\lambda)}(w)), \ w \in \mathbb{R}^{2d}, \)
and inductively
\[ q_j^{(\lambda)}(x, \xi) = -q_0^{(\lambda)}(x, \xi) \sum_{s=1}^j \sum_{|\alpha|+|\beta|=s} \frac{(-1)^{|\beta|}}{\alpha! \beta!} D_x^\alpha D_\xi^\beta a_\lambda(x, \xi) \partial_\xi^\beta D_x^\alpha q_j^{(\lambda)}(x, \xi), \ (x, \xi) \in \mathbb{R}^{2d}. \]

Analogously as in Proposition 5.2, \( \sum_j q_j^{(\lambda)} \in FS_{A_{p,\rho}}(\mathbb{R}^{2d}; 0) \) and one easily verifies \( a_\lambda \# \sum_j q_j^{(\lambda)} = 1 \) in \( FS_{A_{p,\rho}}(\mathbb{R}^{2d}; 0) \). Since \# is associative,
\[ \sum_j q_j^{(\lambda)} = \sum_j q_j^{(\lambda)} \# a_\lambda \# \sum_j q_j^{(\lambda)} = \sum_j q_j^{(\lambda)}. \]

By the same technique as above, one proves that there exists \( R_2 > 0 \) such that
\[ \left\{ a_\lambda^w \text{Op}_{1/2} \left( R_2(\sum_j q_j^{(\lambda)}) \right) - \text{Id} \mid \lambda \geq 0 \right\} \]
is equicontinuous in \( \mathcal{L}(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d)) \). Moreover, for \( \{ \sum_j q_j^{(\lambda)} \}_{\lambda \geq 0} \) the estimate (22) holds.

**Proposition 6.3.** There exists \( R > 0 \), which can be chosen arbitrarily large, such that
\[ \left\{ \text{Op}_{1/2} \left( R(\sum_j q_j^{(\lambda)}) \right) a_\lambda^w - \text{Id} \mid \lambda \geq 0 \right\} \]
and \( \left\{ a_\lambda^w \text{Op}_{1/2} \left( R(\sum_j q_j^{(\lambda)}) \right) - \text{Id} \mid \lambda \geq 0 \right\} \)
are equicontinuous subsets of \( \mathcal{L}(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d)) \). Moreover, for \( \{ \sum_j q_j^{(\lambda)} \}_{\lambda \geq 0} \) the estimate (22) holds and furthermore
\[ \left\{ \text{Op}_{1/2} \left( R(\sum_j q_j^{(\lambda)}) \right) a_\lambda^w - \text{Id} \mid \lambda \geq 0 \right\} \]
are equicontinuous subsets of \( \mathcal{L}(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d)) \).

**Remark 6.4.** Observe that for each \( \lambda \geq 0 \), \( a_0 \# \sum_j q_j^{(\lambda)} = 1 - \lambda \sum_j q_j^{(\lambda)} = \sum_j q_j^{(\lambda)} \# a_0 \), i.e. \( a_0 \) and \( \sum_j q_j^{(\lambda)} \) commute. We will often tacitly apply this fact throughout the rest of the article.

Observe that \( a^w + \lambda \text{Id} - a^w = (a - a_0)^w \), for all \( \lambda \geq 0 \), and the last operator is \( * \)-regularising since \( a - a_0 \) has compact support. Because of (25) and (26) we can conclude that the same also holds for \( \{ \sum_j q_j^{(\lambda)} \}_{\lambda \geq 0} \). Propositions 6.3 and 6.4 prove the existence of \( R'_0 > 0 \) such that for each \( R \geq R'_0 \) the set \( \{ \text{Op}_{1/2} \left( R(\sum_j q_j^{(\lambda)}) \right) \mid \lambda \geq 0 \} \) is equicontinuous in \( \mathcal{L}(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d)) \) and \( \mathcal{L}(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d)) \). Hence, denoting by \( \tilde{a}_\lambda \) the symbol \( a + \lambda \) for \( \lambda \geq 0 \), as an easy consequence of Proposition 6.3 we deduce the following corollary.

**Corollary 6.5.** There exists \( R > 0 \), which can be chosen arbitrarily large, for which Proposition 6.3 holds and furthermore
\[ \left\{ \text{Op}_{1/2} \left( R(\sum_j q_j^{(\lambda)}) \right) \tilde{a}_\lambda^w - \text{Id} \mid \lambda \geq 0 \right\} \]
are equicontinuous subsets of \( \mathcal{L}(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d)) \).

This corollary implies that \( \tilde{a}_\lambda^w \) is globally regular for each \( \lambda \geq 0 \), i.e. for \( u \in S^*(\mathbb{R}^d) \) if \( (a^w + \lambda \text{Id})u \in S^*(\mathbb{R}^d) \) then \( u \in S^*(\mathbb{R}^d) \). Since \( \overline{A} + \lambda \text{Id} : D(\overline{A}) \subseteq L^2(\mathbb{R}^d) \to L^2(\mathbb{R}^d) \) is injective for \( \lambda > 0 \), \( a^w + \lambda \text{Id} : S^*(\mathbb{R}^d) \to S^*(\mathbb{R}^d) \) is injective for \( \lambda > 0 \). Clearly, it is also continuous. Since the range of \( \overline{A} + \lambda \text{Id} \) is \( L^2(\mathbb{R}^d) \), for given \( \varphi \in S^*(\mathbb{R}^d) \) there exists \( v \in L^2(\mathbb{R}^d) \) such that \( (\overline{A} + \lambda \text{Id})v = \varphi \), i.e. \( (a^w + \lambda \text{Id})v = \varphi \). As \( a^w + \lambda \text{Id} \) is globally regular, \( v \in S^*(\mathbb{R}^d) \). Thus \( \tilde{a}_\lambda^w = a^w + \lambda \text{Id} \) is continuous bijection on \( S^*(\mathbb{R}^d) \). As \( S^{(M_p)}(\mathbb{R}^d) \) is an \( (F) \)-space and \( S^{(M_p)}(\mathbb{R}^d) \) is a \( (DFS) \)-space, \( S^*(\mathbb{R}^d) \) is a Ptak space (see [28, Sect. IV. 8, p. 162]). The Ptak homomorphism theorem [28, Corollary 1, p. 164] implies that \( \tilde{a}_\lambda^w \) is topological isomorphism on \( S^*(\mathbb{R}^d) \), for each \( \lambda > 0 \).
6.2.2. The analysis of the operators \((\tilde{a}^w)^{-1}\) and \((a^w(\tilde{a}^w)^{-1})^k, k \in \mathbb{Z}_+\). Fix a large enough \(R > 0\) such that the conclusions in Proposition 6.3 and Corollary 6.5 hold and let \(q_\lambda = R(\sum_j q_j^{(\lambda)})\), for \(\lambda > 0\). Because of (25) and (26), \(\{(1 + \lambda)q_\lambda \mid \lambda > 0\}\) is a bounded subset of \(\Gamma_{A_{\lambda},\rho}^{M_\rho,\infty}(\mathbb{R}^{2d}, m')\) for some \(m' > 0\) (resp. of \(\Gamma_{\lambda,\rho}^{M_\rho,\infty}(\mathbb{R}^{2d}; h')\) for some \(h' > 0\) (cf. Proposition 6.3) and consequently \(\{(1 + \lambda)q_\lambda^w \mid \lambda > 0\}\) is an equicontinuous subset of \(\mathcal{L}(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d))\) and \(\mathcal{L}(S^{*w}(\mathbb{R}^d), S^*(\mathbb{R}^d))\). As \(\tilde{a}^w a^w = a^w \tilde{a}^w\), we have
\[
a^w(\tilde{a}^w)^{-1} = a^w q_\lambda^w + a^w a^w(\Id - \tilde{a}^w q_\lambda^w) + (\Id - q_\lambda^w \tilde{a}^w) a^w(\tilde{a}^w)^{-1}(\Id - \tilde{a}^w q_\lambda^w)
\]
as operators on \(S^*(\mathbb{R}^d)\). For \(\lambda > 0\) denote \(S_\lambda = (\Id - q_\lambda^w \tilde{a}^w) a^w(\tilde{a}^w)^{-1}(\Id - \tilde{a}^w q_\lambda^w)\). Corollary 6.5 implies \(S_\lambda \in \mathcal{L}(S^{*w}(\mathbb{R}^d), S^*(\mathbb{R}^d))\). Moreover
\[
S_\lambda = (\Id - q_\lambda^w \tilde{a}^w)^{-1}\tilde{A}(\Id + \lambda Id)^{-1}(\Id - \tilde{a}^w q_\lambda^w).
\]
Since \(\tilde{A}(\tilde{A} + \lambda Id)^{-1} = \Id - \lambda(\tilde{A} + \lambda Id)^{-1}, (\tilde{A}(\tilde{A} + \lambda Id)^{-1} \mid \lambda > 0\} and \{\lambda(\tilde{A} + \lambda Id)^{-1} \mid \lambda > 0\}\) are equicontinuous subsets of \(\mathcal{L}(L^2(\mathbb{R}^d), L^2(\mathbb{R}^d))\) (\(\tilde{A}\) is non-negative, by assumption). Hence, \(\{S_\lambda \mid \lambda > 0\}\) and \(\lambda S_\lambda \mid \lambda > 0\} are equicontinuous subsets of \(\mathcal{L}(S^{*w}(\mathbb{R}^d), S^*(\mathbb{R}^d))\) and consequently, the same also holds for \(\{(1 + \lambda)S_\lambda \mid \lambda > 0\}\). As \(\{(1 + \lambda)q_\lambda^w \mid \lambda > 0\}\) is an equicontinuous subset of \(\mathcal{L}(S^{*w}(\mathbb{R}^d), S^*(\mathbb{R}^d))\), Corollary 6.5 yields the equicontinuity of the set \(\{(1 + \lambda)q_\lambda^w a^w(\Id - \tilde{a}^w q_\lambda^w) \mid \lambda > 0\}\) in \(\mathcal{L}(S^{*w}(\mathbb{R}^d), S^*(\mathbb{R}^d))\). Thus, \(a^w(\tilde{a}^w)^{-1} = a^w q_\lambda^w + S_\lambda\) as operators on \(S^*(\mathbb{R}^d)\), where \(\{(1 + \lambda)S_\lambda \mid \lambda > 0\}\) is an equicontinuous subset of \(\mathcal{L}(S^{*w}(\mathbb{R}^d), S^*(\mathbb{R}^d))\). Whence \(a^w(\tilde{a}^w)^{-1}\) can be continuously extended to an operator on \(S^{*w}(\mathbb{R}^d)\) for each \(\lambda > 0\). As \(a - a_0\) is compactly supported, (25) and (26) together with Corollary 6.3 imply the existence of \(R_1 \geq R\) such that \(b_\lambda^{(1)} = R_1(a_0 \# \sum_j q_j^{(\lambda)}) \in \Gamma_{A_{\lambda},\rho}^{M_\rho,\infty}(\mathbb{R}^{2d}, \lambda > 0), a^w(\tilde{a}^w)^{-1} = \tilde{b}_\lambda^{(1)} w + S_\lambda^{(1)}\) and \(\{(1 + \lambda)S_\lambda^{(1)} \mid \lambda > 0\}\) is equicontinuous in \(\mathcal{L}(S^{*w}(\mathbb{R}^d), S^*(\mathbb{R}^d))\). Moreover, there exists \(B_1 > 0\) such that for every \(h > 0\) there exists \(C > 0\) (resp. there exist \(h, C > 0\) such that
\[
\sup_{\alpha \in \mathbb{N}^{2d}} \sup_{w \in Q_{R_1}^{N} \cap \mathbb{N}} (1 + \lambda) \left| D_w^\alpha \left(b_\lambda^{(1)}(w) - (a_0 \# \sum_j q_j^{(\lambda)})_N(w)\right)\right| < N(w)^{\rho(|\alpha| + 2N)} \leq C,
\]
for some continuous positive function \(F_1\) on \(\mathbb{R}^{2d}\) with ultrapolynomial growth of class * and \(\{(1 + \lambda)b_\lambda^{(1)} \mid \lambda > 0\}\) is a bounded subset of \(\Gamma_{A_{\lambda},\rho}^{M_\rho,\infty}(\mathbb{R}^{2d}, m_1^{(1)})\) for some \(m_1^{(1)} > 0\) (resp. bounded subset of \(\Gamma_{A_{\lambda},\rho}^{M_\rho,\infty}(\mathbb{R}^{2d}, h_1^{(1)})\) for some \(h_1^{(1)} > 0\). This implies that \(\{(1 + \lambda)b_\lambda^{(1)}w \mid \lambda > 0\}\) is equicontinuous in \(\mathcal{L}(S^{*w}(\mathbb{R}^d), S^*(\mathbb{R}^d))\) and in \(\mathcal{L}(S^{*w}(\mathbb{R}^d), S^*(\mathbb{R}^d))\). Iterating the process, by Corollary 6.3 we can conclude that for each \(k \in \mathbb{Z}_+\) there exists \(R_k > 0\) such that \(b_\lambda^{(k)} = R_k\left((a_0 \# \sum_j q_j^{(\lambda)})^k\right) \in \Gamma_{A_{\lambda},\rho}^{M_\rho,\infty}(\mathbb{R}^{2d}, \lambda > 0), (a^w(\tilde{a}^w)^{-1})^k = (b_\lambda^{(k)}) w + S_\lambda^{(k)}\) and \(\{(1 + \lambda)kS_\lambda^{(k)} \mid \lambda > 0\}\) is equicontinuous subset of \(\mathcal{L}(S^{*w}(\mathbb{R}^d), S^*(\mathbb{R}^d))\). Moreover, there exists \(B_k > 0\) such that for every \(h > 0\) there exists \(C > 0\) (resp. there exist \(h, C > 0\) such that
\[
\sup_{\alpha \in \mathbb{N}^{2d}} \sup_{w \in Q_{R_1}^{N} \cap \mathbb{N}} (1 + \lambda)^k \left| D_w^\alpha \left(b_\lambda^{(k)}(w) - \left((a_0 \# \sum_j q_j^{(\lambda)})^k\right)_N(w)\right)\right| < N(w)^{\rho(|\alpha| + 2N)} \leq C,
\]
for some continuous positive function \(F_k\) with the ultrapolynomial growth of class * and \(\{(1 + \lambda)b_\lambda^{(k)} \mid \lambda > 0\}\) is a bounded subset of \(\Gamma_{A_{\lambda},\rho}^{M_\rho,\infty}(\mathbb{R}^{2d}, m_k^{(k)})\) for some \(m_k^{(k)} > 0\) (resp. a
bounded subset of $\Gamma^{(M_p), \infty}_{A_{p \rho}}(\mathbb{R}^d; h^{(k)})$ for some $h^{(k)} > 0$). Thus we proved the first part of the following result.

**Proposition 6.6.** For each $k \in \mathbb{Z}_+$, there exists $R_k > 0$ such that

\[
b^{(k)}_\lambda = R_k \left( (a_0 \# \sum_j q_j^{(\lambda)})^\# \right) \in \Gamma^{*, \infty}_{A_{p \rho}}(\mathbb{R}^d), \quad \lambda > 0,
\]

(27) and \{(1 + \lambda)^k \mathcal{S}_\lambda^{(k)} | \lambda > 0\} is an equicontinuous subset of $\mathcal{L}(\mathcal{S}^*(\mathbb{R}^d), \mathcal{S}^*(\mathbb{R}^d))$. Moreover for every $h > 0$ there exists $C > 0$ (resp. there exist $h, C > 0$) such that

\[
\left| D^j_w b^{(k)}_\lambda(w) \right| \leq C \frac{h^{(k)}_\lambda |a_0| |a_0(w)|^k}{\langle w \rangle^\rho |a_\lambda(w)|^k}, \quad w \in \mathbb{R}^d, \alpha \in \mathbb{N}^d, \lambda > 0.
\]

(28) Consequently, for each $k \in \mathbb{Z}_+$, \{(1 + \lambda)^k \mathcal{S}_\lambda^{(k)} | \lambda > 0\} is bounded in $\Gamma^{(M_p), \infty}_{A_{p \rho}}(\mathbb{R}^d; \tilde{m}'_k)$ for some $\tilde{m}'_k > 0$ (resp. in $\Gamma^{(M_p), \infty}_{A_{p \rho}}(\mathbb{R}^d; \tilde{h}'_k)$ for some $\tilde{h}'_k > 0$).

**Proof.** It only remains to prove the estimate (28). Keeping in mind (19) and (22), Lemma 4.4 implies that for each fixed $k \in \mathbb{Z}_+$,

\[
\left\{ a_0^{\# \#} \left( \sum_j q_j^{(\lambda)} \right)^{\# \#} | \lambda > 0 \right\} \subseteq \left\{ |a_0/a_\lambda|^k | \lambda > 0 \right\}
\]

(29) in $FS^{*, \infty}_{A_{p \rho}}(\mathbb{R}^d; 0)$. We apply Proposition 3.3 to (29). Hence, there exists $R'_k \geq R_k$ such that

\[
b^{(k)}_\lambda = R'_k \left( a_0^{\# \#} \left( \sum_j q_j^{(\lambda)} \right)^{\# \#} \right) \in \Gamma^{*, \infty}_{A_{p \rho}}(\mathbb{R}^d) \quad \text{and for } \{b^{(k)}_\lambda | \lambda > 0\} \text{ the uniform estimates (28) holds on } Q^{c}_{B'_{k} m_1} \text{ for some } B'_k > 0. \]

There exists $j_0 \in \mathbb{Z}_+$ such that $b^{(k)}_\lambda(w) = \sum_{j=0}^{j_0}(1 - \chi_{j,R'_k}(w))\left( a_0^{\# \#} \left( \sum_j q_j^{(\lambda)} \right)^{\# \#} \right)_{<N}(w)$ on $Q^{c}_{B'_{k} m_1}$ for all $\lambda \in \mathbb{R}_+$. As (28) holds in $FS^{*, \infty}_{A_{p \rho}}(\mathbb{R}^d; 0)$, we conclude that (28) holds for $\{b^{(k)}_\lambda | \lambda > 0\}$ on $Q^{c}_{B'_{k} m_1}$ too. Combining the estimates that we prove for $b^{(k)}_\lambda$ above, the fact that (28) holds for $b^{(k)}_\lambda$ and

\[
b^{(k)}_\lambda(w) - b^{(k)}_\lambda(w) = b^{(k)}_\lambda(w) - \left( a_0^{\# \#} \left( \sum_j q_j^{(\lambda)} \right)^{\# \#} \right)_{<N}(w) + \left( a_0^{\# \#} \left( \sum_j q_j^{(\lambda)} \right)^{\# \#} \right)_{<N}(w) - b^{(k)}_\lambda(w)
\]

on $Q^{c}_{B''_k m_N}$, where $B''_k = \max\{B_k, B'_k\}$, we can conclude that the set

\[
\left\{(1 + \lambda)^k b^{(k)}_\lambda - (1 + \lambda)^k b^{(k)}_\lambda | \lambda > 0\right\}
\]

satisfies the conditions of Proposition 3.3 (observe that, by (17) in the Beurling case and (13) in the Roumieu case $(1 + \lambda)^k a_0(w)/a_\lambda(w)^k \leq F_k(w), \forall w \in \mathbb{R}^d, \forall \lambda \in \mathbb{R}_+$, for some continuous positive function $F_k$ of ultrapolynomial growth of class *). Thus \{(1 + \lambda)^k b^{(k)}_\lambda - (1 + \lambda)^k b^{(k)}_\lambda | \lambda > 0\} is equicontinuous in $\mathcal{L}(\mathcal{S}^*(\mathbb{R}^d), \mathcal{S}^*(\mathbb{R}^d))$ and the conclusions of the proposition hold for $R'_k > 0$ and $\{b^{(k)}_\lambda | \lambda > 0\}$. \hfill \Box

**Remark 6.7.** From the construction of $b^{(k)}_\lambda$, we can conclude that for each fixed $k \in \mathbb{Z}_+$, the estimate in Proposition 3.3 holds for $R_k$, $\{b^{(k)}_\lambda | \lambda > 0\}, \left\{ a_0^{\# \#} \left( \sum_j q_j^{(\lambda)} \right)^{\# \#} | \lambda > 0 \right\}$ and $\left\{ |a_0/a_\lambda|^k | \lambda > 0 \right\}$. 

As operators on $S^*(\mathbb{R}^d)$, we have

$$(\tilde{a}^w)^{-1} = \lambda^{-1}((\text{Id} - a^w(\tilde{a}^w)^{-1}) = (\lambda^{-1} - \lambda^{-1}b_\lambda^{(1)})w - \lambda^{-1}S_\lambda^{(1)},$$

for each $\lambda > 0$. Thus, $(\tilde{a}^w)^{-1}$ can be extended to a continuous operator on $S^*(\mathbb{R}^d)$.

6.2.3. Construction of $a_0^{\#z}$ (parts (i) – (iv)) and the estimates in (v) of Theorem 6.7. For $\lambda, \lambda_0 \geq 0$, the following equalities hold true in $FS_{A_{p,\rho}}^{\infty}(\mathbb{R}^{2d}; 0)$:

$$\sum_j q_{j}^{(\lambda)} = \sum_j q_{j}^{(\lambda)} # 1 = \sum_j q_{j}^{(\lambda)} # a_{\lambda_0} # \sum_j q_{j}^{(\lambda_0)}$$

Thus,

$$\sum_j q_{j}^{(\lambda)} - \sum_j q_{j}^{(\lambda_0)} = - (\lambda - \lambda_0) \sum_j q_{j}^{(\lambda)} # \sum_j q_{j}^{(\lambda_0)}, \lambda, \lambda_0 \geq 0.$$

Incidentally, notice that this implies that $\sum_j q_{j}^{(\lambda)}$ and $\sum_j q_{j}^{(\lambda_0)}$ commute for every $\lambda, \lambda_0 \geq 0$. Now, by induction, one easily verifies that

$$\left( \sum_j q_{j}^{(\lambda)} \right)^{#k} - \left( \sum_j q_{j}^{(\lambda_0)} \right)^{#k} = - (\lambda - \lambda_0) \sum_{s=1}^{k} \left( \sum_j q_{j}^{(\lambda)} \right)^{#(k+1-s)} \left( \sum_j q_{j}^{(\lambda_0)} \right)^{#s}, \lambda, \lambda_0 \geq 0.$$

Lemma 6.8. Let $\sum_j p_j \in FS_{A_{p,\rho}}^{\infty}(\mathbb{R}^{2d}; 0)$. For each $n \in \mathbb{N}$, $k \in \mathbb{Z}_+$,

$$G_n^{(k)} : (\lambda, w) \mapsto \left( \sum_j p_j \# (\sum_j q_{j}^{(\lambda)})^{#k} \right)_n (w), \mathbb{R}_+ \times \mathbb{R}^d \to \mathbb{C},$$

is in $C^\infty(\mathbb{R}_+ \times \mathbb{R}^d)$ and $(\partial/\partial \lambda) G_n^{(k)}(\lambda, w) = -k G_n^{(k+1)}(\lambda, w), (\lambda, w) \in \mathbb{R}_+ \times \mathbb{R}^d$.

Proof. Denote $\bar{q}_0^{(1)}(\lambda, w) = \left( (\sum_j q_{j}^{(\lambda)})^{#k} \right)_n (w)$. By definition,

$$\bar{q}_0^{(1)}(\lambda, w) = 1/(a_0(w) + \lambda) \in C^\infty(\mathbb{R}_+ \times \mathbb{R}^d)$$

(cf. (11) and (11)) and, using induction, we deduce that $\bar{q}_0^{(1)}(\lambda, w) \in C^\infty(\mathbb{R}_+ \times \mathbb{R}^d), \forall j \in \mathbb{Z}_+$ (by the definition of $q_{j}^{(\lambda)}$). Thus, $G_n^{(1)} \in C^\infty(\mathbb{R}_+ \times \mathbb{R}^d)$, for all $n \in \mathbb{N}$, too. By induction on $k$, we also conclude that $G_n^{(k)} \in C^\infty(\mathbb{R}_+ \times \mathbb{R}^d)$ for all $k \in \mathbb{Z}_+, n \in \mathbb{N}$. Observe that (25) and (26) together with Theorem 4.2 imply that for each $k \in \mathbb{Z}_+$ there exists a positive $f_k \in C(\mathbb{R}^{2d})$ of ultrapolynomial growth of class $*$ such that \{ $\sum_j q_{j}^{(\lambda)} | \lambda \geq 0$ \} $^{#k} \lesssim f_k$ in $FS_{A_{p,\rho}}^{\infty}(\mathbb{R}^{2d}; 0)$. This together with (31) and Proposition 4.5 implies that for fixed $\sum_j c_j \in FS_{A_{p,\rho}}^{\infty}(\mathbb{R}^{2d}; 0)$ and $k \in \mathbb{Z}_+$, the function $\lambda \mapsto \sum_j c_j \# (\sum_j q_{j}^{(\lambda)})^{#k}, \mathbb{R}_+ \to FS_{A_{p,\rho}}^{\infty}(\mathbb{R}^{2d}; 0)$, is continuous. Now, (31) yields $(\partial/\partial \lambda) G_n^{(k)}(\lambda, w) = -k G_n^{(k+1)}(\lambda, w)$.

For brevity in notation, for each $n \in \mathbb{N}$, $k \in \mathbb{Z}_+$, we denote by $g_n^{(k)}$ the function $(\lambda, w) \mapsto \left( a_0^{#k} \# (\sum_j q_{j}^{(\lambda)})^{#k} \right)_n (w), \mathbb{R}_+ \times \mathbb{R}^d \to \mathbb{C}$. Lemma 6.8 implies that for each $n \in \mathbb{N}$ and $k \in \mathbb{Z}_+$, $g_n^{(k)} \in C^\infty(\mathbb{R}_+ \times \mathbb{R}^d)$. For $z \in \mathbb{C}_+$ and $k > \text{Re } z$, put

$$p_{z,n}^{(k)}(w) = \gamma_k(z) \int_0^\infty \lambda^{z-1} g_n^{(k)}(\lambda, w) d\lambda, \forall w \in \mathbb{R}^{2d}.$$
Lemma 6.10. Let \( f_k \in C(\mathbb{R}^{2d}) \) with ultrapolynomial growth of class \(*\). This shows that for each \( z \in \mathbb{C}_+, k > \text{Re} \, z \) and \( n \in \mathbb{N} \), \( p^{(k)}_{z,n} \in C^\infty(\mathbb{R}^{2d}) \) and

\[
D_w^\alpha p^{(k)}_{z,n}(w) = \gamma_k(z) \int_0^\infty \lambda^{z-1} D_w^{\alpha} g^{(k)}_n(\lambda, w) d\lambda, \quad \forall w \in \mathbb{R}^{2d}, \quad \alpha \in \mathbb{N}^{2d}
\]

and \( \sum_j p^{(k)}_{z,j}(w) \in FS^{*, \infty}_{A_p, E}(\mathbb{R}^{2d}; 0) \). Integration by parts together with Lemma 6.8 yields

\[
p^{(k)}_{z,n}(w) = \frac{\lambda^z g^{(k)}_n(\lambda, w)}{\gamma_k(z)} \bigg|_{\lambda=0} + k \int_0^\infty \lambda^z \left( a^{\#k}_0 \#(\sum_j q_j^{(\lambda)})^{\#(k+1)} \right)_n(w) d\lambda.
\]

The first term is obviously equal to 0. Observe that

\[
a^{\#(k+1)}_0 \#(\sum_j q_j^{(\lambda)})^{\#(k+1)} = a^{\#k}_0 \#(a_{\lambda} - \lambda) \#(\sum_j q_j^{(\lambda)})^{\#(k+1)} = a^{\#k}_0 \#(\sum_j q_j^{(\lambda)})^{\#k} - a^{\#k}_0 \#(\sum_j q_j^{(\lambda)})^{\#(k+1)}.
\]

Thus, the second term is equal to

\[
k \int_0^\infty \lambda^{z-1} g^{(k)}_n(\lambda, w) d\lambda = k \int_0^\infty \lambda^{z-1} g^{(k+1)}_n(\lambda, w) d\lambda = \frac{k p^{(k)}_{z,n}(w)}{z \gamma_k(z)} - \frac{k p^{(k+1)}_{z,n}(w)}{z \gamma_{k+1}(z)}.
\]

Since \( \gamma_{k+1}(z) = \gamma_k(z) k/(k - z) \), we conclude \( p^{(k+1)}_{z,n} = p^{(k)}_{z,n} \). Thus, for \( z \in \mathbb{C}_+, j \in \mathbb{N} \), we can define \( p_{z,j} = p^{(k)}_{z,n} \) for arbitrary \( k > \text{Re} \, z \) and \( \sum_j p_{z,j} \in FS^{*, \infty}_{A_p, E}(\mathbb{R}^{2d}; 0) \).

For \( \{z_n\}_{n \in \mathbb{Z}_+} \subseteq \mathbb{C}_+ \) which converges to \( z \in \mathbb{C}_+ \), (32) implies that for \( k \in \mathbb{Z}_+ \) such that \( k > [\text{Re} \, z] \) and \( k > [\text{Re} \, z_n] \), \( n \in \mathbb{Z}_+ \), the following estimate holds: for every \( h > 0 \) there exists \( C > 0 \) (resp. there exist \( h, C > 0 \) ) such that

\[
|D^\alpha p_{z,j}(w) - D^\alpha p_{z,n,j}(w)| \leq \frac{C h^{\alpha[2j]} A_{\alpha[2j]} f_k(w)}{\langle w \rangle^{\alpha[2j]}} \int_0^\infty |\gamma_k(z) \lambda^{z-1} - \gamma_k(z_n) \lambda^{z-1}| d\lambda/k
\]

Hence, Lebesgue’s theorem on dominated convergence implies that \( \sum_j p_{z,j} \to \sum_j p_{z,j} \) in \( FS^{*, \infty}_{A_p, E}(\mathbb{R}^{2d}; 0) \). We proved the following lemma.

**Lemma 6.9.** The mapping \( z \mapsto \sum_j p_{z,j}, \mathbb{C}_+ \to FS^{*, \infty}_{A_p, E}(\mathbb{R}^{2d}; 0) \), is continuous.

Before we proceed, we need a technical result. For \( f \in C^1(\mathbb{R}_+^2) \), denote

\[
\tilde{f}(\lambda, \mu) = \begin{cases} \frac{f(\lambda) - f(\mu)}{\lambda - \mu}, & \lambda \neq \mu, \\ f'(\lambda), & \lambda = \mu, \end{cases}
\]

Clearly, \( \tilde{f} \in C(\mathbb{R}_+^2) \).

**Lemma 6.10.** Let \( z, \zeta \in \mathbb{C}_+ \) be such that \( 0 < \text{Re} \, z, \text{Re} \, \zeta < 1 \). Let \( f \in C^1(\mathbb{R}_+^2) \) and \( f' \in L^1(\mathbb{R}_+, |\lambda^{z-1}| d\lambda) \), \( f' \in L^1(\mathbb{R}_+, |\lambda^{z-1}| d\lambda) \), \( f' \in L^1(\mathbb{R}_+, |\lambda^{z-1}| d\lambda) \) and \( \tilde{f} \in L^1(\mathbb{R}_+, |\lambda^{z-1}| d\lambda) \). Then

\[
\gamma_1(z) \gamma_1(\zeta) \int_{\mathbb{R}_+^2} \lambda^{z-1} \mu^{z-1} \tilde{f}(\lambda, \mu) d\lambda d\mu = \gamma_2(z + \zeta) \int_0^\infty \lambda^{z+z-1} f'(\lambda) d\lambda.
\]
Proof. For \( f \) as in the statement in the lemma, denote the left hand side of (33) by \( I_1(f) \) and the right hand side by \( I_2(f) \). Notice that for such \( f \), the mapping \( f \mapsto I_1(f) - I_2(f) \) is linear. The equality (33) holds for \( f(\lambda) = (t + \lambda)^{-1}, \ t > 0 \) fixed, by (13). We prove (33) for \( f(\lambda) = (t + \lambda)^{-n}, \ t > 0, \ n \in \mathbb{N}, \ n \geq 2. \) First, notice that

\[
\prod_{j=2}^{n}(j - z - \zeta) = \sum_{j=1}^{n} \binom{n-1}{j-1} \prod_{\ell=1}^{n-j}(l - z) \cdot \prod_{k=1}^{j-1}(k - \zeta), \ z, \zeta \in \mathbb{C}.
\]

One verifies this equality by direct inspection for \( n = 2 \) and then proves the general case by induction. Since \( f(\lambda, \mu) = -\sum_{j=1}^{n}(t + \lambda)^{-(n+1-j)}(t + \mu)^{-j} \), by employing (13), one easily verifies that

\[
I_1(f) = -t^{z+\zeta-n-1} \sum_{j=1}^{n} \frac{\gamma_1(z) \gamma_1(\zeta)}{\gamma_{n+1-j}(z) \gamma_j(\zeta)}.
\]

Since

\[
(35) \quad \Gamma(v + j) = \Gamma(v)v(v + 1) \cdot \ldots \cdot (v + j - 1), \ v \in \mathbb{C}_+, \ j \in \mathbb{Z}_+,
\]

we infer

\[
I_1(f) = -t^{z+\zeta-n-1} \sum_{j=1}^{n} \frac{(1 - z) \cdot \ldots \cdot (n - j - z) \cdot (1 - \zeta) \cdot \ldots \cdot (j - 1 - \zeta)}{(n - j)! (j - 1)!}.
\]

Similarly,

\[
I_2(f) = -nt^{z+\zeta-n-1} \gamma_2(z + \zeta) / \gamma_{n+1}(z + \zeta) = -t^{z+\zeta-n-1} \frac{n!}{(n - 1)!} \prod_{j=2}^{n}(j - z - \zeta).
\]

Now, (34) proves (33) when \( f(\lambda) = (t + \lambda)^{-n} \). Hence, (33) holds true for all elements of the algebra \( \mathcal{A}_f \) generated by the function \( \lambda \mapsto (t + \lambda)^{-1}, \ t > 0 \) fixed. Next, we prove (33) for arbitrary compactly supported \( f \in C^1(\mathbb{R}_+). \) Obviously, it is enough to prove it when \( f \) is real valued. Fix \( t > 0. \) Since \( \lambda \mapsto (t + \lambda)^2f'(\lambda) \) is real valued and in \( C_0(\mathbb{R}_+) \) (the \( (B) \)-space of functions which vanish at infinity), the Stone-Weierstrass theorem implies that for every \( \varepsilon > 0 \) there exists \( g_\varepsilon \in \mathcal{A}_f \) such that

\[
(36) \quad -\frac{\varepsilon}{(t + \lambda)^2} \leq f'(\lambda) - \frac{g_\varepsilon(\lambda)}{(t + \lambda)^2} \leq \frac{\varepsilon}{(t + \lambda)^2}, \ \forall \lambda \geq 0.
\]

Denote \( f_\varepsilon(\lambda) = -\int_\lambda^{+\infty} g_\varepsilon(s)(t + s)^{-2}ds. \) Clearly, \( f_\varepsilon, f'_\varepsilon \in \mathcal{A}_f. \) We conclude that

\[
|f'(\lambda) - f'_\varepsilon(\lambda)| \leq \varepsilon / (t + \lambda)^2, \ \lambda \geq 0
\]

and consequently \( I_2(f_\varepsilon) \rightarrow I_2(f), \) as \( \varepsilon \rightarrow 0^+. \) Write

\[
\lambda - \mu = (t + \lambda)(t + \mu)(t + \lambda)^{-1} - (t + \lambda)^{-1}
\]

and apply the Cauchy mean value theorem to obtain

\[
\tilde{f}_\varepsilon(\lambda, \mu) - \tilde{f}(\lambda, \mu) = -(t + \lambda)^2(f'(\xi) - f'_\varepsilon(\xi))(t + \lambda)^{-1}(t + \mu)^{-1}
\]

for some \( \xi \) between \( \lambda \) and \( \mu. \) Thus, (36) implies

\[
|f_\varepsilon(\lambda, \mu) - \tilde{f}(\lambda, \mu)| \leq \varepsilon(t + \lambda)^{-1}(t + \mu)^{-1}, \ \lambda, \mu \in \mathbb{R}_+.
\]

This readily implies \( \tilde{f} \in L^1(\mathbb{R}_+^2, |\lambda|^{-1} \mu^{-1}d\lambda d\mu) \) and \( I_1(f_\varepsilon) \rightarrow I_1(f), \) as \( \varepsilon \rightarrow 0^+, \) which completes the proof of (33) for \( f \in C^1(\mathbb{R}_+) \) with compact support. For general \( f \) as in the assumption in the lemma take \( \varphi \in D(\mathbb{R}) \) such that \( 0 \leq \varphi \leq 1, \ \varphi(\lambda) = 1 \) when
\( \lambda \in [-1, 1] \) and \( \varphi(\lambda) = 0 \) when \( \lambda \in \mathbb{R} \setminus [-2, 2] \). Denote \( \varphi_n(\lambda) = \varphi(\lambda/n) \), \( n \in \mathbb{Z}_+ \). Then (33) holds true for \( f_n = f \varphi_n, n \in \mathbb{Z}_+ \). Denote \( C_1 = \sup \{ (1 + |\mu|)|\varphi(\mu)||\mu \in \mathbb{R} \} \) and observe that \( |f_n(\lambda)| \leq |f'(\lambda)| + C_1 |f(\lambda)|(1 + \lambda)^{-1} \). The dominated convergence theorem implies \( I_2(f_n) \to I_2(f) \), as \( n \to \infty \). Notice that

\[
\hat{f}_n(\lambda, \mu) = \hat{f}(\lambda, \mu) \varphi_n(\mu) + \hat{\varphi}_n(\lambda, \mu) f(\lambda), \lambda, \mu \in \mathbb{R}_+,
\]

\[
\hat{f}_n(\lambda, \mu) = \hat{f}(\lambda, \mu) \varphi_n(\mu) + \hat{\varphi}_n(\lambda, \mu) f(\mu), \lambda, \mu \in \mathbb{R}_+.
\]

When \( \mu \leq \lambda \), the first equality implies \( |\hat{f}_n(\lambda, \mu)| \leq |\hat{f}(\lambda, \mu)| + C_1 |f(\lambda)|(1 + \mu)^{-1} \). When \( \lambda \leq \mu \), one uses the second equality to deduce \( |f_n(\lambda, \mu)| \leq |\hat{f}(\lambda, \mu)| + C_1 |f(\lambda)|(1 + \lambda)^{-1} \).

Hence, the dominated convergence theorem implies \( I_1(f_n) \to I_1(f) \) and the proof of the lemma is complete.

\begin{proposition}

The following properties hold for \( \sum_j p_{z,j} \).

(i) \( \sum_j p_{z,j} \sum_j p_{\zeta,j} = \sum_j p_{z,j} \sum_j p_{\zeta,j}, \forall z, \zeta \in \mathbb{C}_+ \).

(ii) When \( z = k \in \mathbb{Z}_+ \), \( \sum_j p_{k,j} = \alpha_0 \). In particular, \( \sum_j p_{1,j} \) is just \( \alpha_0 \).

(iii) \( \sum_j p_{z,j} \sum_j p_{\zeta,j} = \sum_j p_{z+\zeta,j}, \forall z, \zeta \in \mathbb{C}_+ \).

\end{proposition}

Proof. Fix \( z, \zeta \in \mathbb{C}_+ \) and denote \( \sum_j c_j = \sum_j p_{z,j} \sum_j p_{\zeta,j} \in F S^*_{A,p} (\mathbb{R}^d; 0) \). Then, for \( k > \max \{|\text{Re} z|, |\text{Re} \zeta|\}, k \in \mathbb{Z}_+ \), we have

\[
c_j(w) = \sum_{s+r+l=j, |a|+|\beta|=l} (-1)^{|\beta|} \alpha! \beta! 2^l \partial_\xi D_\beta p_{z,s}(w) D_\alpha p_{\zeta,r}(w)
\]

\[
= \gamma_k(\xi) \gamma_\zeta(\xi) \sum_{s+r+l=j, |a|+|\beta|=l} (-1)^{|\beta|} \alpha! \beta! 2^l 
\]

\[
\int_{\mathbb{R}^d_+} \lambda^{-1} \mu^{-1} \partial_\xi D_\beta (a_0 \#(\sum_j q_j(\lambda)) \#k) (w) \partial_\xi D_\alpha (a_0 \#(\sum_j q_j(\mu)) \#k) (w) d\lambda d\mu
\]

\[
(37) = \gamma_k(\xi) \gamma_\zeta(\xi) \int_{\mathbb{R}^d_+} \lambda^{-1} \mu^{-1} \partial_\xi D_\beta (a_0 \#(\sum_j q_j(\lambda)) \#k) (w) \partial_\xi D_\alpha (a_0 \#(\sum_j q_j(\mu)) \#k) (w) d\lambda d\mu
\]

and the integrals over \( \mathbb{R}^d_+ \) are absolutely convergent uniformly for \( w \) in compact subsets of \( \mathbb{R}^{2d} \) because of (25), (26) and Theorem 1.2 (i)). This readily implies that \( \sum_j p_{z,j} \) and \( \sum_j p_{\zeta,j} \) commute (\( \sum_j q_j(\lambda) \) and \( \sum_j q_j(\mu) \) commute). If \( z = k \in \mathbb{Z}_+ \), then (notice that \( \gamma_k(1) = k \))

\[
p_{k,j}(w) = k \int_0^\infty \lambda^{k-1} (a_0 \#(\sum_j q_j(\lambda)) \#(k+1)) (w) d\lambda.
\]

Repeated integration by parts together with Lemma 6.3 and the fact

\[
\lambda^{k-\tau} (a_0 \#(k+1) \#(\sum_j q_j(\lambda)) \#(k+1-\tau)) (w) \big|_{\lambda=\infty}^{\lambda=0} = 0, \ r = 1, \ldots, k - 1
\]

(cf. 25 and 26), imply

\[
p_{k,j}(w) = \int_0^\infty (a_0 \#(k+1) \#(\sum_j q_j(\lambda)) \#2) (w) d\lambda
\]

\[
= - (a_0 \#(k+1) \#(\sum_j q_j(\lambda)) (w) \big|_{\lambda=\infty}^{\lambda=0} = (a_0 \#k) (w).
\]

\]
Hence, \( \sum_j p_{k,j} = a_0^2 k \).

Let \( z = n \in \mathbb{Z}_+ \) and \( \zeta \in \mathbb{C}_+ \). Then, denoting \( \sum_j c_j = \sum_j p_{n,j} \# \sum_j p_{\zeta,j} \) and taking \( k > \text{Re} \zeta, k \in \mathbb{Z}_+ \), one obtains

\[
c_j(w) = \gamma_k(\zeta) \sum_{s+r+l=j} \sum_{|\alpha|+|\beta|=l} \frac{(-1)^{|\beta|}}{\alpha!\beta!2^l} \int_0^\infty \lambda^{s-1} D_x^a (a_0^2)^j s(w) \lambda^\beta D_x^\alpha \left((a_0^2 \# (\sum_j q_j^{(\lambda)})^{(k)})_j\right) (w) d\lambda \]

Repeated integration by parts and Lemma 6.8 yield

\[
c_j(w) = \frac{\gamma_k(\zeta) k(k+1) \cdots (k+n-1)}{(\zeta+1) \cdots (\zeta+n-1)} \int_0^\infty \lambda^{s+n-1} \left((a_0^2 \# (\sum_j q_j^{(\lambda)})^{(k+n)})_j\right) (w) d\lambda,
\]

which, in view of (35), proves \( \sum_j p_{n,j} \# \sum_j p_{\zeta,j} = \sum_j p_{n+\zeta,j} \). Assume now that \( z, \zeta \in \mathbb{C}_+ \) are such that \( 0 < \text{Re} z, \text{Re} \zeta < 1 \). Denoting \( \sum_j c_j = \sum_j p_{z,j} \# \sum_j p_{\zeta,j} \), we have (37) with \( k = 1 \). Fix \( w \in \mathbb{R}^{2d} \) and put \( f_{j,w}(\lambda) = \left((a_0^2 \# \sum_j q_j^{(\lambda)})_j\right) (w) \). In view of (25), (26), Theorem 4.2 i) and Lemma 6.8, \( f_{j,w}(\lambda, \mu) \) satisfies the assumptions of Lemma 6.10, notice that

\[
\tilde{f}_{j,w}(\lambda) = \left((-a_0^2 \# \sum_j q_j^{(\lambda)} \# \sum_j q_j^{(\mu)})_j\right) (w) \quad \text{because of (30)}.
\]

Hence, employing Lemma 6.10, we conclude \( c_j = p_{z+\zeta,j} \). If \( z, \zeta \in \mathbb{C}_+ \setminus (\mathbb{Z}_+ + i\mathbb{R}) \) are such that \( \text{Re} z, \text{Re} \zeta > 1 \), by denoting \( z' = z - \text{Re} z, \zeta' = \zeta - \text{Re} \zeta \) and using the facts we proved above, we have

\[
\sum_j p_{z,j} \# \sum_j p_{\zeta,j} = \sum_j p_{z',j} \# \sum_j p_{\zeta',j} \# \sum_j p_{\text{Re} z,j} \# \sum_j p_{\text{Re} \zeta,j} = \sum_j p_{z+\zeta,j}.
\]

In a similar fashion, one proves this equality when \( \text{Re} z < 1 \) or \( \text{Re} \zeta < 1 \). The case when one or both of \( z \) and \( \zeta \) belong to \( \mathbb{Z}_+ + i(\mathbb{R} \setminus \{0\}) \) follows from Proposition 4.5 and Lemma 6.9.

Because of this proposition, from now on we write \( a_0^2 \) instead of \( \sum_j p_{z,j}, z \in \mathbb{C}_+ \).

This proposition and Lemma 6.9 prove (i), (ii) and (iii) of Theorem 6.1.

For arbitrary \( R' > 0, R' \sum_j g_j^{(k)}(\lambda, w) \in C^\infty(\mathbb{R}_+ \times \mathbb{R}^{2d}_w) \) since the sum is locally finite. Clearly,

\[
R'(a_0^2)^j (w) = \gamma_k(z) \int_0^\infty \lambda^{s-1} R' \left((\sum_j q_j^{(k)}) (\lambda, w)\right) d\lambda, \quad k > \text{Re} z.
\]

Keeping in mind (19) and (22), Lemma 4.1 implies that for each fixed \( k \in \mathbb{Z}_+ \),

\[
\left\{ \sum_j g_j^{(k)}(\lambda, \cdot) = a_0^2 \# (\sum_j q_j^{(\lambda)})^{(k)} \mid \lambda \geq 0 \right\} \simeq \left\{ |a_0/a_0|^{\delta k} \mid \lambda \geq 0 \right\}
\]

in \( FS_{a_0^2}^{\infty}(\mathbb{R}^{2d}; 0) \). Because of (12) we have

\[
\left| D_w(a_0^2)^j (w) \right| \leq C \frac{h^{|a|+2j} A_{|a|+2j} |\gamma_k(z)|}{(w)\lambda^{|a|+2j}} \int_0^\infty \lambda^{\text{Re} z-1} \frac{|a_0(w)|^k}{(|a_0(w)| + \lambda)^k} d\lambda
\]

for each \( h > 0 \) and a corresponding \( C > 0 \) in the Beurling case and for some \( h, C > 0 \) in the Roumieu case, respectively. Because of (13) this yields (15), since the constant \( C \) depends on \( k \) (i.e. on \( \text{Re} z \)). Thus, \( C \) can be chosen to be the same when \( z \) varies in a fixed vertical
In the Beurling case, the estimate (40) and strip \( C_{+,\hat{\epsilon}} = \{ \zeta \in \mathbb{C}_+ \mid \text{Re } \zeta \leq \hat{\epsilon} \} \). Observe that \( g^{(k)}_0(\lambda, w) = (a_0(w)/(a_0(w) + \lambda))^k \). Thus, by (13), we conclude that \( (a_0^{#z})_0(w) = (a_0(w))^z, w \in \mathbb{R}^{2d} \), which proves (iv) of Theorem 6.1. Incidentally, notice that (15) and (14) imply that \( w \mapsto (a_0(w))^z \) is hypoelliptic.

For the strip \( C_{+,\hat{\epsilon}} \) put \( k_0 = [\hat{\epsilon}] + 1 \). Take \( R_{k_0} \) as in Proposition 6.6 i.e.

\[
R_{k_0}(\sum_j g_j^{(k_0)}(\lambda, \cdot)) = b^{(k_0)}_\lambda \in \Gamma_{A_{p,\rho}}^{*,\infty}(\mathbb{R}^{2d}).
\]

Specifying \( R' = R_{k_0} \) in (38) and denoting \( a^z := R_{k_0}(a^{#z}) \), (28), (12) and (13) yield the second estimate in (v) of Theorem 6.1. Furthermore, Remark 6.7 (12) and (13) prove the first estimate in (v) of Theorem 6.1. For fixed \( z \in C_{+,\hat{\epsilon}} \), particularising the first estimate in (v) of Theorem 6.1 for \( N = 1, \alpha = 0 \) and employing (14) we conclude that \( |a^z(w) - (a_0(w))^z| \leq C|\langle a_0(w) \rangle^z|/|\langle w \rangle^2| \) for \( w \) outside of a compact neighbourhood of the origin. Thus, the second estimate in (v) of Theorem 6.1 together with (14) yields the hypoellipticity of \( a^z \).

6.2.4. Part (vi) of Theorem 6.1. Since \( \overline{\lambda(A + \lambda \text{Id})}^{-1} = \text{Id} - \lambda(\overline{\lambda(A + \lambda \text{Id})}^{-1} \) as operators on \( L^2(\mathbb{R}^d), \{ \lambda(A + \lambda \text{Id})^{-1} \mid \lambda > 0 \} \) is an equicontinuous subset of \( \mathcal{L}(L^2(\mathbb{R}^d), L^2(\mathbb{R}^d)) \) (\( \overline{A} \) is non-negative). Employing the resolvent identity and using induction one easily verifies that for each \( v \in L^2(\mathbb{R}^d), k \in \mathbb{Z}_+, \) the function \( \lambda \mapsto (\overline{A} + \lambda \text{Id})^{-1})^k v, \mathbb{R}_+ \to L^2(\mathbb{R}^d) \), is continuous.

Throughout this subsection \( C_{+,\hat{\epsilon}} \) is a fixed vertical strip and \( a^z, z \in C_{+,\hat{\epsilon}}, \) and \( b^{(k_0)}_\lambda, \lambda > 0, k_0 = [\hat{\epsilon}] + 1 \), are defined as above. In Lemma 6.8 we proved that for arbitrary \( \sum_j p_j \in FS_{A_{p,\rho}}^{*,\infty}(\mathbb{R}^{2d}; 0), n \in \mathbb{Z}_+ \), the function \( \lambda \mapsto \sum_j p_j \langle (\lambda_j^{(k_0)})^{\#n}, \mathbb{R}_+ \to FS_{A_{p,\rho}}^{*,\infty}(\mathbb{R}^{2d}; 0) \), is continuous. This implies that for each \( n \in \mathbb{N} \), the mapping \( \lambda \mapsto \left( (a_0^{#} \sum_j q_j^{(k_0)})^{\#k_0} \right)_{n, \mathbb{R}_+} \to \mathcal{E}(A_{p,\rho})(\mathbb{R}^{2d}) \) (resp. \( \mathbb{R}_+ \to \mathcal{E}(A_{p,\rho})(\mathbb{R}^{2d}) \)) is continuous. Hence, \( \lambda \mapsto b^{(k_0)}_\lambda \) in \( \mathbb{R}_+ \to \mathcal{E}(A_{p,\rho})(\mathbb{R}^{2d}) \) (resp. \( \mathbb{R}_+ \to \mathcal{E}(A_{p,\rho})(\mathbb{R}^{2d}) \)) is continuous; \( b^{(k_0)}_\lambda \) is a locally finite sum of the form \( \sum_j (1 - \chi_j R_{k_0})((a_0^{#} \sum_j q_j^{(k_0)})^{\#k_0})_j \). Moreover, (28) and (11) imply that \( \{ b^{(k_0)}_\lambda \mid \lambda > 0 \} \leq 1 \), i.e. for every \( h > 0 \) there exists \( C > 0 \) (resp. there exist \( h, C > 0 \)) such that

\[
(40) \quad D_{\alpha}^0 b^{(k_0)}_\lambda(w) \leq C h|\alpha| A_\alpha^{-\rho(\alpha)}, w \in \mathbb{R}^{2d}, \alpha \in \mathbb{N}^{2d}, \lambda > 0.
\]

In the Beurling case, the estimate (40) and \( b^{(k_0)}_\lambda \to b^{(k_0)}_{\lambda_0} \) in \( \mathcal{E}(A_{p,\rho})(\mathbb{R}^{2d}) \) as \( \lambda \to \lambda_0 \) readily yield that \( b^{(k_0)}_\lambda \to b^{(k_0)}_{\lambda_0} \) in \( \Gamma(M^{p,\rho})(\mathbb{R}^{2d}; m'), \) for some \( m' > 0 \). Thus, the mapping \( \lambda \mapsto b^{(k_0)}_\lambda, \mathbb{R}_+ \to \Gamma(M^{p,\rho})(\mathbb{R}^{2d}; m'), \) is continuous, hence, also continuous if we regard it as a mapping from \( \mathbb{R}_+ \) to \( \Gamma(M^{p,\rho})(\mathbb{R}^{2d}); h_1 H \) as \( \lambda \to \lambda_0 \). Let \( m' > 0 \) be arbitrary but fixed. Fix \( \varepsilon > 0 \). Since \( e^{-M(m'^{2d})} e^{-M(m'^{2d})} \to 0 \) as \( |(x, \xi)| \to \infty \), there exists \( K \subset \subset \mathbb{R}^{2d} \) such that

\[
\frac{D_{\alpha}^0 A_\alpha e^{M(m'^{2d})} e^{M(m'^{2d})}}{h_1|\alpha| A_\alpha e^{M(m'^{2d})} e^{M(m'^{2d})}} \leq \varepsilon, \quad (x, \xi) \in \mathbb{R}^{2d} \setminus K, \alpha \in \mathbb{N}^{2d}, \lambda > 0.
\]

Pick \( n_0 \in \mathbb{Z}_+ \) such that \( C/2^{n_0} \leq \varepsilon/2 \). Thus, if \( (x, \xi) \in \mathbb{R}^{2d} \setminus K \) or \( |\alpha| \geq n_0 \) we have

\[
\frac{D_{\alpha}^0 A_\alpha e^{M(m'^{2d})} e^{M(m'^{2d})}}{h_1|\alpha| A_\alpha e^{M(m'^{2d})} e^{M(m'^{2d})}} \leq \varepsilon, \quad \forall \lambda > 0.
\]
Since \(b_{\lambda}^{(k_0)} \to b_{\lambda_0}^{(k_0)}\) in \(\mathcal{E}^{(A_\rho)}(\mathbb{R}^{2d})\) the convergence also holds in \(C^\infty(\mathbb{R}^{2d})\). Thus, when \((x, \xi) \in K\) and \(|\alpha| \leq n_0\), there exists \(\delta > 0\) such that for \(|\lambda - \lambda_0| \leq \delta\) we have

\[
\left| \frac{D^\alpha_{(x, \xi)} \left( t_{\lambda}^{(k_0)}(x, \xi) - b_{\lambda_0}^{(k_0)}(x, \xi) \right)}{h_1^{(\alpha)}} \frac{A_{\alpha} e^{M(n'|\xi|) e^{M(n'|x|)}}}{w^{\rho(\alpha)}} \right| \leq \varepsilon.
\]

We conclude that \(t_{\lambda}^{(k_0)} \to b_{\lambda_0}^{(k_0)}\) in \(\Gamma^{(M_p)}(\mathbb{R}^{2d}; h_1 H)\) (the extra \(H\) appears since for \(\alpha', \alpha'' \in \mathbb{N}^d, A_{\alpha'} + A_{\alpha''} \leq \alpha_0 H^{n'|\alpha'| + n'|\alpha''|} A_{\alpha'} A_{\alpha''}\); see the definition of \(\Gamma^{(M_p)}(\mathbb{R}^{2d}; h_1 H)\)). Thus, the mapping \(\lambda \mapsto b_{\lambda}^{(k_0)}, \mathbb{R}_+ \to \Gamma^{(M_p)}(\mathbb{R}^{2d}; h_1 H)\), is continuous, hence, also continuous if we regard it as a mapping from \(\mathbb{R}_+\) to \(\Gamma^{(M_p)}(\mathbb{R}^{2d})\). Now, (10) and Lemma 5.3 yield that \(\{(b_{\lambda}^{(k_0)} w |\lambda > 0\}\) extends to a bounded subset of \(L_b(L^2(\mathbb{R}^d), L^2(\mathbb{R}^d))\) and \((b_{\lambda}^{(k_0)})^w \to (b_{\lambda_0}^{(k_0)})^w\) in \(L_b(L^2(\mathbb{R}^d), L^2(\mathbb{R}^d))\) as \(\lambda \to \lambda_0\). Thus, for each \(v \in L^2(\mathbb{R}^d)\), the function \(\lambda \mapsto (b_{\lambda}^{(k_0)})^w, \mathbb{R}_+ \to L^2(\mathbb{R}^d)\), is continuous. Now, (27) proves the continuity of \(\lambda \mapsto S_{\lambda}^{(k)} v, \mathbb{R}_+ \to L^2(\mathbb{R}^d)\). Moreover, since \(\{(1 + \lambda)^{k_0} S_{\lambda}^{(k)} |\lambda > 0\}\) is equicontinuous in \(L(S^* \mathbb{R}^d), S^*(\mathbb{R}^d))\) (cf. Proposition 6.6), the \(L^2(\mathbb{R}^d)\)-valued function \(\lambda \mapsto \lambda^{z-1} S_{\lambda}^{(k)} v\) is Bochner integrable for each \(v \in L^2(\mathbb{R}^d)\). Since \(\lambda \mapsto \lambda^{z-1} (A(\mathbb{R}_+ \lambda) A^{m_1})^{-1} k_0 v\) is Bochner integrable for each \(v \in D(A^- \mathbb{R}_+^{m_1} + 1)\), (27) implies that for \(v \in D(A^- \mathbb{R}_+^{m_1} + 1)\), the function \(\lambda \mapsto \lambda^{z-1} (b_{\lambda}^{(k_0)})^w, \mathbb{R}_+ \to L^2(\mathbb{R}^d)\), is also Bochner integrable and

\[
\overline{A} v = \gamma_{k_0}(z) \int_0^\infty \lambda^{z-1} (b_{\lambda}^{(k_0)})^w v d\lambda + \gamma_{k_0}(z) \int_0^\infty \lambda^{z-1} S_{\lambda}^{(k)} v d\lambda.
\]

Thus, we proved the following proposition.

**Proposition 6.12.** The mapping \(\lambda \mapsto b_{\lambda}^{(k_0)}\) is continuous as a mapping from \(\mathbb{R}_+\) into \(\Gamma^{(M_p)}(\mathbb{R}^{2d}; m')\) for some \(m' > 0\) (resp. into \(\Gamma^{(M_p)}(\mathbb{R}^{2d}; h_1)\) for some \(h_1 > 0\)). Moreover, \(\{(b_{\lambda}^{(k_0)} w |\lambda > 0\}\) is a bounded subset of \(L_b(L^2(\mathbb{R}^d), L^2(\mathbb{R}^d))\).

For each \(v \in L^2(\mathbb{R}^d)\), the mappings \(\lambda \mapsto (b_{\lambda}^{(k_0)})^w v\) and \(\lambda \mapsto S_{\lambda}^{(k)} v\), \(\mathbb{R}_+ \to L^2(\mathbb{R}^d)\), are continuous. Furthermore, for each \(v \in D(A^- \mathbb{R}_+^{m_1} + 1)\), \(\lambda \mapsto \lambda^{z-1} (b_{\lambda}^{(k_0)})^w v\), \(\mathbb{R}_+ \to L^2(\mathbb{R}^d)\), is Bochner integrable and for each \(v \in L^2(\mathbb{R}^d)\), the mapping \(\lambda \mapsto \lambda^{z-1} S_{\lambda}^{(k)} v\), \(\mathbb{R}_+ \to L^2(\mathbb{R}^d)\), is Bochner integrable.

Fix \(v \in L^2(\mathbb{R}^d)\) and denote

\[
\psi = \gamma_{k_0}(z) \int_0^\infty \lambda^{z-1} S_{\lambda}^{(k)} v d\lambda \in L^2(\mathbb{R}^d);
\]

(41)

\[
\tilde{C}_z = |\gamma_{k_0}(z)| \int_0^\infty \lambda^{z-1}(1 + \lambda)^{-k_0} d\lambda > 0.
\]

Let \(\varepsilon > 0\). Since \(\{(1 + \lambda)^{k_0} S_{\lambda}^{(k)} |\lambda > 0\}\) is an equicontinuous subset of \(L(S^* \mathbb{R}^d), S^*(\mathbb{R}^d))\), there exists a neighbourhood of zero \(W\) in \(S^*(\mathbb{R}^d)\) such that \(\langle v, (1 + \lambda)^{k_0} f, \rangle \leq \varepsilon / \tilde{C}_z\) for all \(f \in W\). Hence, for \(u \in L^2(\mathbb{R}^d) \cap W\), by the properties of the Bochner integral, we have

\[
|\langle \psi, u \rangle| \leq |\gamma_{k_0}(z)| \int_0^\infty \lambda^{z-1}(1 + \lambda)^{-k_0}(1 + \lambda)^{k_0} |\langle S_{\lambda}^{(k)} v, u \rangle| d\lambda \leq \varepsilon.
\]
Hence, \( u \mapsto \langle \psi, u \rangle \), can be extended to become a continuous functional on \( S^*(\mathbb{R}^d) \), i.e. \( \psi \in S^*(\mathbb{R}^d) \). Thus, the linear mapping

\[
v \mapsto S^z(v) = \gamma_{k_0}(z) \int_0^\infty \lambda^{-1} S^{(k_0)}_\lambda v d\lambda, \quad L^2(\mathbb{R}^d) \to S^*(\mathbb{R}^d),
\]

is well defined. Fix \( v \in L^2(\mathbb{R}^d), f \in S^*(\mathbb{R}^d) \). There exist \( f_n \in L^2(\mathbb{R}^d), n \in \mathbb{Z}_+ \), such that \( f_n \to f \) in \( S^*(\mathbb{R}^d) \). Since \( \lambda \mapsto S^{(k_0)}_\lambda v, \mathbb{R}_+ \to L^2(\mathbb{R}^d) \), is continuous, so is the function \( F_n : \lambda \mapsto \langle S^{(k_0)}_\lambda v, f_n \rangle, \mathbb{R}_+ \to \mathbb{C} \), for each \( n \in \mathbb{Z}_+ \). Employing the equicontinuity of the set \( \{(1 + \lambda)k_0 S^{(k_0)}_\lambda | \lambda > 0\} \), one can easily verify that \( (1 + \lambda)k_0 F_n(\lambda) \) tends to \( \lambda \mapsto (1 + \lambda)k_0 \langle S^{(k_0)}_\lambda v, f \rangle \), uniformly in \( \lambda \in \mathbb{R}_+ \). Thus, \( \lambda \mapsto \langle S^{(k_0)}_\lambda v, f \rangle, \mathbb{R}_+ \to \mathbb{C} \), is a continuous function and \( (1 + \lambda)k_0 |\langle S^{(k_0)}_\lambda v, f \rangle| \leq c', \) for all \( \lambda \in \mathbb{R}_+ \). Hence

\[
(42) \quad \langle S^z v, f \rangle = \lim_{n \to \infty} \gamma_{k_0}(z) \int_0^\infty \lambda^{-1} F_n(\lambda) d\lambda = \gamma_{k_0}(z) \int_0^\infty \lambda^{-1} \langle S^{(k_0)}_\lambda v, f \rangle d\lambda.
\]

Next, we prove that \( S^z \) extends to a continuous operator from \( S^*(\mathbb{R}^d) \) to \( S^*(\mathbb{R}^d) \) (i.e. it is \( \ast \)-regularising). For this purpose, let \( U \) be a convex circled neighbourhood of zero in \( S^*(\mathbb{R}^d) \) which we can take to be the absolute polar \( B^o \) of a bounded set \( B \) in \( S^*(\mathbb{R}^d) \) (\( S^*(\mathbb{R}^d) \) is reflexive). Again, using the equicontinuity of \( \{(1 + \lambda)k_0 S^{(k_0)}_\lambda | \lambda > 0\} \), the set \( K = \bigcup_{\lambda > 0} (1 + \lambda)k_0 (S^{(k_0)}_\lambda)(B) \) is bounded in \( S^*(\mathbb{R}^d) \) and its absolute polar \( K^o \) is a neighbourhood of zero in \( S^*(\mathbb{R}^d) \). For \( v \in L^2(\mathbb{R}^d) \cap \tilde{C}_z^{-1} K^o \) (\( \tilde{C}_z \) is defined by \( (11) \), \( (12) \) implies \( S^z v \in B^o = U \), i.e. \( S^z \) extends to a continuous operator from \( S^*(\mathbb{R}^d) \) to \( S^*(\mathbb{R}^d) \). (In fact one can prove that for \( g \in S^*(\mathbb{R}^d) \), \( \lambda^{-1} S^{(k_0)}_\lambda g \) is Pettis integrable and \( S^z g \) is the Pettis integral \( \gamma_{k_0}(z) \int_0^\infty \lambda^{-1} S^{(k_0)}_\lambda g d\lambda \), but we will not need this fact.) Moreover, for the neighbourhood of zero \( B^o \) of \( S^*(\mathbb{R}^d) \) if we take \( K \) as above, we readily see that \( \gamma_{k_0}(\text{Re } z)(\gamma_{k_0}(z))^{-1} S^z v \in B^o \) for all \( v \in L^2(\mathbb{R}^d) \cap K^o \) and \( z \in \mathbb{C}_+ \) (cf. \( (13) \)), i.e. \( \{\gamma_{k_0}(\text{Re } z)(\gamma_{k_0}(z))^{-1} S^z | z \in \mathbb{C}_+, \epsilon \} \) is equicontinuous in \( L(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d)) \). Hence,

\[
\bar{A}^z v = \gamma_{k_0}(z) \int_0^\infty \lambda^{-1} (b^{(k_0)}_\lambda)^w v d\lambda + S^z v, \quad \forall v \in D(\bar{A}^{(\text{Re } z)+1}).
\]

Next, we prove that for \( v \in D(\bar{A}^{(\text{Re } z)+1}) \), \((a^z)^w v \in L^2(\mathbb{R}^d)\) and

\[
(a^z)^w v = \gamma_{k_0}(z) \int_0^\infty \lambda^{-1} (b^{(k_0)}_\lambda)^w v d\lambda.
\]

Fix \( v \in D(\bar{A}^{(\text{Re } z)+1}) \) and denote by \( V \) the function \( \lambda \mapsto \lambda^{-1} (b^{(k_0)}_\lambda)^w v, \mathbb{R}_+ \to L^2(\mathbb{R}^d) \); it is continuous and Bochner integrable (cf. Proposition \( 6.12 \)). Since \( \lambda \mapsto || V(\lambda)||_{L^2(\mathbb{R}^d)}, \mathbb{R}_+ \to [0, \infty) \), is continuous, for each \( n \in \mathbb{N}, n \geq 2 \), and \( j \in \{2,...,n^2\} \), there exists \( \lambda_{j,n} \in ((j-1)/n, j/n] \) such that \( || V(\lambda_{j,n})||_{L^2(\mathbb{R}^d)} = \min\{|| V(\lambda)||_{L^2(\mathbb{R}^d)} | \lambda \in ((j-1)/n, j/n]\}. \)

For \( n \in \mathbb{N}, n \geq 2 \), we define the following simple function on \( \mathbb{R}_+ \) with values in \( L^2(\mathbb{R}^d) \),

\[
V_n(\lambda) = \begin{cases} 
0, & \text{when } \lambda \in (0, 1/n) \cup (n, \infty), \\
V(\lambda_{j,n}), & \text{when } \lambda \in ((j-1)/n, j/n], \quad j \in \{2,...,n^2\}.
\end{cases}
\]

Then, \( || V_n(\lambda)||_{L^2(\mathbb{R}^d)} \leq || V(\lambda)||_{L^2(\mathbb{R}^d)} \) for all \( \lambda \in \mathbb{R}_+ \) and \( n \geq 2 \). Employing the continuity of \( V \), one easily verifies that \( V_n(\lambda) \) tends to \( V(\lambda) \) pointwise. Since \( V \) is Bochner integrable, the dominated convergence theorem implies that \( V_n \to V \) in \( L^1(\mathbb{R}_+; L^2(\mathbb{R}^d)) \) (the
Bochner $L^1$ space). For each $n \in \mathbb{N}$, $n \geq 2$, observe the function

$$F_n(w) = \frac{\gamma_k(z)}{n} \sum_{j=2}^{n^2} \lambda_{j,n}^{-1} b_{(k_n)}(w), \; w \in \mathbb{R}^{2d}.$$  

Clearly, $F_n \in \Gamma_{A_{p,q}}^s(\mathbb{R}^{2d})$ and $F_n^w$ extends to a continuous operator on $L^2(\mathbb{R}^d)$. Moreover

$$F_n^w v = \gamma_k(z) \int_0^\infty V_n(\lambda) d\lambda.$$  

Hence,

$$\lim_{n \to \infty} F_n^w v = \gamma_k(z) \int_0^\infty V(\lambda) d\lambda, \; \text{in} \; L^2(\mathbb{R}^d).$$  

Next, we prove that $F_n \to a^z$ in $\Gamma_{A_{p,q}}^s(\mathbb{R}^{2d})$. By Proposition 6.12 $\lambda \mapsto b_{\lambda}^{(k_n)}$, $\mathbb{R}_+ \to \Gamma_{A_{p,q}}^{(M_p),\infty}((\mathbb{R}^{2d};m)$, is continuous for some $m > 0$ in the Beurling case and $\lambda \mapsto b_{\lambda}^{(k_n)}$, $\mathbb{R}_+ \to \Gamma_{A_{p,q}}^{(M_p),\infty}(\mathbb{R}^{2d};h)$, is continuous for some $h > 0$ in the Roumieu case. Combining (L7) and (28) we deduce that there exists $m > 0$ such that for every $h > 0$ there exists $C > 0$ (resp. there exists $h > 0$ such that for every $m > 0$ there exists $C > 0$) such that

$$\tag{43} \lim_{n \to \infty} F_n^w v = \gamma_k(z) \int_0^\infty V(\lambda) d\lambda, \; \text{in} \; L^2(\mathbb{R}^d).$$  

We consider first the Beurling case. Obviously, we can assume that this $m$ is the same as the one for the continuity of $\lambda \mapsto b_{\lambda}^{(k_n)}$, $\mathbb{R}_+ \to \Gamma_{A_{p,q}}^{(M_p),\infty}(\mathbb{R}^{2d};m)$. Let $h' > 0$ be arbitrary but fixed and let $C' \geq 1$ be a constant for which (44) holds for this $h'$. Let $0 < \varepsilon < 1$. There exist $0 < r_1 < \varepsilon / (4C'(\vert \gamma_k(z) \vert + 1)) < r_2$ such that

$$\tag{44} \left| D^\alpha a^z(\lambda) \right| \leq C \frac{h^{\vert \alpha \vert} A_{\alpha} e^{M(\lambda^0 \vert \lambda \vert)} e^{M(\lambda^0 \vert \lambda \vert)}}{(1 + \lambda) \lambda^k_0(w)^{\rho_0}}, \; \lambda \in \mathbb{R}^{2d}, \; \alpha \in \mathbb{N}^{2d}, \; \lambda > 0.$$  

If $\text{Re} \; z > 1$, $\lambda \mapsto \lambda^{\text{Re}-1}(1 + \lambda)^{-k_0}$ is decreasing on $[c_1, \infty)$ for some $c_1 > 1$. In this case, without losing generality, we can assume that $r_2 > c_1$. Observe that $\lambda \mapsto \lambda^{\text{Re}-1}(1 + \lambda)^{-k_0}$ is decreasing on $\mathbb{R}_+$ if $0 < \text{Re} \; z \leq 1$. As the mapping $\lambda \mapsto \lambda^{z-1} b_{\lambda}^{(k_n)}$, $[r_1/2, 2r_2] \to \Gamma_{A_{p,q}}^{(M_p),\infty}(\mathbb{R}^{2d}, m)$, is uniformly continuous, there exists $\delta > 0$ such that for arbitrary $\lambda', \lambda'' \in [r_1/2, 2r_2]$ with $\vert \lambda' - \lambda'' \vert \leq \delta$ the following holds

$$\| \lambda^{z-1} b_{\lambda}^{(k_n)} - \lambda''^{z-1} b_{\lambda''}^{(k_n)} \|_{1, h, m} \leq \varepsilon / (4(2r_2 - r_1/2)\gamma_k(z)) \cdot$$

Pick $n_0 \in \mathbb{Z}_+$ such that $n_0 \geq \max\{\delta^{-1}, 4/r_1, 4r_2\}$. Let $n \in \mathbb{Z}_+$, $n \geq n_0$, be arbitrary but fixed. From the definition of $n_0$, it follows that for fixed $n$ there exist $l, l' \in \{3, \ldots, n^2 - 1\}$ such that $(l - 1)/n \leq r_1/2 < l/n < r_1$ and $r_2 < (l'-1)/n < l'/n \leq 2r_2 < (l'+1)/n$. Then

$$\tag{45} \left| D^\alpha a^z(\lambda) - D^\alpha F_n(\lambda) \right| \leq \vert \gamma_k(z) \vert \int_0^{1/n} \left| \lambda^{z-1} D^\alpha b_{\lambda}^{(k_n)}(w) \right| d\lambda + \vert \gamma_k(z) \vert \int_n^\infty \left| \lambda^{z-1} D^\alpha b_{\lambda}^{(k_n)}(w) \right| d\lambda \leq \vert \gamma_k(z) \vert \int_{l'/n}^{l'/n} \left| \lambda^{z-1} D^\alpha b_{\lambda}^{(k_n)}(w) \right| d\lambda + \vert \gamma_k(z) \vert \int_{l'/n}^{l'/n} \left| \lambda^{z-1} D^\alpha b_{\lambda}^{(k_n)}(w) \right| d\lambda \leq \vert \gamma_k(z) \vert \int_{l'/n}^{l'/n} \left| \lambda^{z-1} D^\alpha b_{\lambda}^{(k_n)}(w) \right| d\lambda + \vert \gamma_k(z) \vert \int_{l'/n}^{l'/n} \left| \lambda^{z-1} D^\alpha b_{\lambda}^{(k_n)}(w) \right| d\lambda \leq \vert \gamma_k(z) \vert \int_{l'/n}^{l'/n} \left| \lambda^{z-1} D^\alpha b_{\lambda}^{(k_n)}(w) \right| d\lambda + \vert \gamma_k(z) \vert \int_{l'/n}^{l'/n} \left| \lambda^{z-1} D^\alpha b_{\lambda}^{(k_n)}(w) \right| d\lambda $$

$\leq \vert \gamma_k(z) \vert \int_{l'/n}^{l'/n} \left| \lambda^{z-1} D^\alpha b_{\lambda}^{(k_n)}(w) \right| d\lambda + \vert \gamma_k(z) \vert \int_{l'/n}^{l'/n} \left| \lambda^{z-1} D^\alpha b_{\lambda}^{(k_n)}(w) \right| d\lambda$
Hence, (5.4) implies that

\[ I_1 = I_2 + I_3 + I_4 + I_5. \]

Employing (42) and (45), we conclude

\[ I_1 + I_2 \leq \varepsilon \cdot \frac{h^{(a)} A_0 e^{M(m|\xi|)e^{M(m|x|)}}}{\langle w \rangle^{\rho|a|}}. \]

Next, we estimate \( I_3 \). The inequality (44) implies

\[ I_3 \leq C|\gamma_k(z)| \frac{h^{(a)} A_0 e^{M(m|\xi|)e^{M(m|x|)}}}{\langle w \rangle^{\rho|a|}} \sum_{j=2}^{l} \int_{(j-1)/n}^{j/n} \lambda_{j,n}^{k_0} d\lambda. \]

If \( 0 < \text{Re} z \leq 1, \lambda \mapsto \lambda^{\text{Re} z - 1}(1 + \lambda)^{-k_0} \) is decreasing, hence,

\[ \sum_{j=2}^{l} \int_{(j-1)/n}^{j/n} \lambda_{j,n}^{k_0} d\lambda \leq \int_{0}^{1} \lambda^{k_0} d\lambda \]

and (45) yields \( I_3 \leq (\varepsilon/4) \cdot h^{(a)} A_0 e^{M(m|\xi|)e^{M(m|x|)}} \langle w \rangle^{-\rho|a|} \). If \( \text{Re} z > 1 \), then

\[ \lambda_{j,n}^{k_0}(1 + \lambda_{j,n})^{-k_0} \leq 1, \forall j \in \{2, \ldots, l\}. \]

Thus, by the choice of \( r_1 \), we arrive at the same estimate for \( I_3 \) in the case \( \text{Re} z > 1 \) as well. For \( I_4 \), observe that \( \lambda \mapsto \lambda^{\text{Re} z - 1}(1 + \lambda)^{-k_0} \) is decreasing on \([r_2, \infty)\) (by the choice of \( r_2 \)), hence

\[ I_4 \leq C|\gamma_k(z)| \frac{h^{(a)} A_0 e^{M(m|\xi|)e^{M(m|x|)}}}{\langle w \rangle^{\rho|a|}} \int_{r_2}^{\infty} \lambda^{k_0} d\lambda \leq \frac{\varepsilon}{4} \cdot h^{(a)} A_0 e^{M(m|\xi|)e^{M(m|x|)}} \langle w \rangle^{-\rho|a|}. \]

Lastly, \( I_5 \leq (\varepsilon/4) \cdot h^{(a)} A_0 e^{M(m|\xi|)e^{M(m|x|)}} \langle w \rangle^{-\rho|a|} \). Thus, \( \|a^z - F_n\|_{r',r,m} \leq \varepsilon \), for all \( n \in \mathbb{Z}_+ \), \( n \geq n_0 \). The proof in the Roumieu case is completely analogous and we omit it. This yields \( F_n^w v \to (a^z)^w v \) in \( S^s(\mathbb{R}^d) \). This and (43) imply that \( (a^z)^w v \in L^2(\mathbb{R}^d) \) and

\[ (a^z)^w v = \gamma_k(z) \int_{0}^{\infty} \lambda^{z-1}(b^{(k_0)}_\lambda)^w v d\lambda. \]

We proved that \( \overline{A}^z v = (a^z)^w v + S^z v \) and \( (a^z)^w v \) is closed in \( \overline{A}^z \). Hence, \( \overline{A}^z - S^z \) is a closed extension of \( (a^z)^w \) on \( S^s(\mathbb{R}^d) \). As \( a^z \) is hypoelliptic, Proposition 5.4 implies that \( A^z - S^z \) is a closed extension of the maximal realisation of \( (a^z)^w \) and as \( (a^z)^w v \in L^2(\mathbb{R}^d) \), for all \( v \in D(\overline{A}^z_{\text{Re} z} + 1) \), we conclude that

\[ D(\overline{A}^z) = \{ v \in L^2(\mathbb{R}^d) \mid (a^z)^w v \in L^2(\mathbb{R}^d) \}. \]
It remains to prove the last part of Theorem 6.1 (vi) concerning the analyticity of the stated mappings. Since \( \{(1 + \lambda)^{k_0} S^{(k_0)}_\lambda \lambda > 0 \} \) is bounded in \( L^2(\mathbb{R}^d), L^2(\mathbb{R}^d) \), the function \( \lambda \mapsto \lambda^{z-1} \ln \lambda S^{(k_0)}_\lambda v, \mathbb{R} \rightarrow L^2(\mathbb{R}^d) \), is Bochner integrable for each \( v \in L^2(\mathbb{R}^d) \). As an easy consequence of this, we derive that for each \( v \) the stated mappings. Since \( \lambda \mapsto e^{-z^2/\lambda} \), \( \mathbb{R} \rightarrow L^2(\mathbb{R}^d) \), is analytic. Since \( z \mapsto \hat{A}^\lambda v, \mathbb{C} \rightarrow L^2(\mathbb{R}^d) \), is analytic for each \( v \in D(A^k_0) \) (see [3] Theorem 3.2.5, p. 61]), we conclude the last part of Theorem 6.1 (vi).

7. Application: Semigroups generated by square roots of non-negative infinite order operators

If \( A \) is a non-negative operator with a dense domain in \( L^2(\mathbb{R}^d) \), then it is known that \( -A^{1/2} \) is the infinitesimal generator of an analytic semigroup (see Subsection 7.3 below). The goal of this section is to apply Theorem 6.1 to prove that if a \( A \) of the Weyl quantisation of an appropriate hypoelliptic symbol in \( \Gamma \), the operators in the semigroup are pseudodifferential with symbols in \( \Gamma \). We proceed, we need a few preliminary estimates.

7.1. Estimates for the derivative of \( (b(w))^n \) and \( e^{-tb(w)} \) for hypoelliptic \( b \in \Gamma_A(\mathbb{R}^d) \). We need a few technical results.

Lemma 7.1. ([3] Lemma 3.2) Let \( N_p \) be a sequence of positive numbers satisfying (M.4) and \( N_0 = N_1 = 1 \). Then for all \( \alpha, \beta \in \mathbb{N}^d \) such that \( \beta \leq \alpha \) and \( 1 \leq |\beta| \leq |\alpha| - 1 \) the inequality \( \sum_{\alpha, \beta} N_{n-\beta} \partial^\beta \leq |\alpha| N_{|\alpha|} \) holds.

Lemma 7.2. Let \( N_p \) be a sequence of positive numbers such that \( N_0 = N_1 = 1 \). Assume that \( N_p \) satisfies (M.1). Then for all \( j, k \in \mathbb{Z}_+ \) such that \( j \leq k \), \( N_j N_{k_1} \cdots N_{k_j} \leq N_k \) for all \( k_1, \ldots, k_j \in \mathbb{Z}_+ \) such that \( k_1 + \cdots + k_j = k \).

Proof. Let \( j \in \mathbb{Z}_+ \) be arbitrary but fixed. The proof is by induction on \( k \). For \( k = j \) the claim is trivial. Assume that it holds for some \( k \in \mathbb{Z}_+ \). To prove it for \( k + 1 \), let \( k_1, \ldots, k_j \) be positive integers with sum \( k + 1 \). There exists \( s \in \{1, \ldots, j\} \) such that \( k_s \geq 2 \). We have

\[ N_j N_{k_1} \cdots N_{k_j} = N_j N_{k_1} \cdots N_{k_{s-1}} \cdots N_{k_j} \cdot N_{k_s} / N_{k_s-1} \leq N_k N_{k_s} / N_{k_s-1}. \]

As (M.1) implies \( N_{k_s} / N_{k_s-1} \leq N_{k+1} / N_k \), the proof is completed.

We recall the following multidimensional variant of the Faà di Bruno formula (see [7, Corollary 2.10]).

Proposition 7.3. ([7]) Let \( |\alpha| = n \geq 1 \) and \( h(x_1, \ldots, x_d) = f(g(x_1, \ldots, x_d)) \) with \( g \in \mathcal{C}^n \) in a neighbourhood of \( x^0 \) and \( f \in \mathcal{C}^n \) in a neighbourhood of \( y^0 = g(x^0) \). Then

\[ \partial^\alpha h(x^0) = \sum_{r=1}^n f^{(r)}(g(x^0)) \sum_{p(\alpha, r)} \alpha! \prod_{j=1}^n \left( \frac{\partial^{\alpha(j)}(y^0)}{k_j! (\alpha(j)!)} \right)^{k_j}, \]

where

\[ p(\alpha, r) = \left\{ (k_1, \ldots, k_n; \alpha^{(1)}, \ldots, \alpha^{(n)}) \right\} \text{ for some } 1 \leq s \leq n, k_j = 0 \text{ and } \alpha^{(j)} = 0 \]
for $1 \leq j \leq n - s; k_j > 0$ for $n - s + 1 \leq j \leq n$; and $0 \prec \alpha^{(n+s+1)} \prec ... \prec \alpha^{(n)}$ are such that 
\[
\sum_{j=1}^{n} k_j = r, \sum_{j=1}^{n} k_j \alpha^{(j)} = \alpha \}\.
\]

In the above formula, the convention $0^0 = 1$ is used. The relation $\prec$ used in this proposition is defined in the following way (cf. [7]). We say that $\beta \prec \alpha$ when one of the following holds:

(i) $|\beta| < |\alpha|$

(ii) $|\beta| = |\alpha|$ and $\beta_1 < \alpha_1$

(iii) $|\beta| = |\alpha|$, $\beta_1 = \alpha_1, ... , \beta_k = \alpha_k$ and $\beta_{k+1} < \alpha_{k+1}$ for some $1 \leq k < d$.

Lemma 7.4. For $\beta \in \mathbb{N}^d \setminus \{0\}$, the following estimate holds:

\[
\sum_{r=1}^{[\beta]} \binom{[\beta]}{r} \prod_{p(\beta,r)} k_1! \cdots k_{|\beta|}! \leq 2^{[\beta](d+1)}.
\]

Proof. Let $f(\lambda) = \lambda^{|\beta|}$ and $g(x) = (-x_1)^{-1} \cdots (-x_d)^{-1}$. We apply the Faà di Bruno formula to $\partial^\beta (f \circ g)(-1, \ldots, -1)$:

\[
\prod_{\beta_j \neq 0} \frac{|\beta|(|\beta| + 1) \cdots (|\beta| + \beta_j - 1)}{\beta_j!} = \partial^\beta (f \circ g)(-1, \ldots, -1)
\]

\[
= \sum_{r=1}^{[\beta]} \binom{[\beta]}{r} \prod_{p(\beta,r)} k_1! \cdots k_{|\beta|}!.
\]

Hence, we infer that

\[
\prod_{\beta_j \neq 0} \frac{|\beta|(|\beta| + 1) \cdots (|\beta| + \beta_j - 1)}{\beta_j!} = \sum_{r=1}^{[\beta]} \binom{[\beta]}{r} \prod_{p(\beta,r)} k_1! \cdots k_{|\beta|}!.
\]

From this, the desired inequality follows, since

\[
\frac{|\beta|(|\beta| + 1) \cdots (|\beta| + \beta_j - 1)}{\beta_j!} = \frac{(|\beta| + \beta_j)!}{\beta_j!(|\beta| - 1)!(|\beta| + \beta_j)} \leq \binom{|\beta| + \beta_j}{\beta_j} \leq 2^{[\beta]+\beta_j}.
\]

Lemma 7.5. Let $b \in \Gamma^{s,\infty}_{A_{\rho,B}}(\mathbb{R}^{2d})$ be hypoelliptic. Then for every $h > 0$ there exists $C > 0$ (resp. there exist $h, C > 0$) such that

\[
|D^n D^\alpha_a (e^{-t b(w)})| \leq C 2^n h^{|\alpha|} A_a \langle w \rangle^{-\rho(|\alpha|) b(w)} |n e^{-t \text{Re} b(w)} \sum_{r=0}^{[\alpha]} \frac{|t|^r |b(w)|^r}{r!}|
\]

for all $\alpha \in \mathbb{N}^{2d}$, $n \in \mathbb{N}$, $t \in \mathbb{R}$, $w \in Q^c_B$, where $B$ is the constant from the hypoellipticity conditions [4] and [7] on $b$. If these hold for all $w \in \mathbb{R}^{2d}$ (i.e. if $B = 0$), then the above estimate holds for all $w \in \mathbb{R}^{2d}$ as well.
Proof. We apply the Faà di Bruno formula to \( \partial^\alpha f(g(w)) \), \( \alpha \neq 0 \), with \( g(w) = b(w) \) and \( f(\lambda) = e^{-t\lambda} \). By the hypoellipticity of \( b \), we see that for each \( h > 0 \) there exists \( C > 0 \) (resp. there exist \( h, C > 0 \)) such that

\[
|D^\alpha_w(e^{-tb(w)})| \leq h^{[\alpha]} \langle w \rangle^{-\rho[\alpha]} \sum_{r=1}^{[\alpha]} \frac{|t|^r e^{-t\text{Re} b(w)}|b(w)|^r}{r!} \sum_{p(\alpha, r)} \alpha! k_j! \prod_{j=1}^{[\alpha]} C^{k_j} A^{k_j}_{\alpha^{(j)}}
\]

\[
\leq (2dh)^{[\alpha]} \langle w \rangle^{-\rho[\alpha]} e^{-t\text{Re} b(w)} \sum_{r=1}^{[\alpha]} \frac{|t|^r |b(w)|^r}{r!} \sum_{p(\alpha, r)} \alpha! k_j! \prod_{j=1}^{[\alpha]} C^{k_j} A^{k_j}_{\alpha^{(j)}}
\]

We consider first the Beurling case. Let \( h_1 > 0 \) be arbitrary but fixed and choose \( h = h_1/(2^{2d+2}d) \). For this \( h \) there exists \( C \geq 1 \) such that the above estimate holds. As \( A_p \) satisfies (M.3) there exists \( C' \geq C \) such that \( C^n \leq C' A_n/n! \), \( \forall n \in \mathbb{N} \). Again, by (M.3) for \( A_p \), for this \( C' \), there exists \( C'' \geq C' \) such that \( C''^n \leq C'' A_n/n! \), \( \forall n \in \mathbb{N} \). By the definition of \( p(\alpha, r) \), \( k_j \neq 0 \) if and only if \( \alpha^{(j)} \neq 0 \). As \( A_p/p! \) satisfies (M.1) (by (M.4) for \( A_p \), Lemma 7.2 implies

\[
C^{k_j} A^{k_j}_{\alpha^{(j)}} / (|\alpha^{(j)}|!k_j) \leq C^{\text{sgn} k_j} A_{|\alpha^{(j)}|k_j} / (|\alpha^{(j)}|k_j)!
\]

where \( \text{sgn} n \) equals 0 when \( n = 0 \) and equals 1 when \( n > 0 \). Applying again Lemma 7.2 we have

\[
\prod_{j=1}^{[\alpha]} C^{\text{sgn} k_j} A_{|\alpha^{(j)}|k_j} / (|\alpha^{(j)}|k_j)! \leq C''^n A_\alpha / |\alpha|!
\]

We deduce

\[
|D^\alpha_w(e^{-tb(w)})| \leq C''(2dh)^{[\alpha]} A_\alpha \langle w \rangle^{-\rho[\alpha]} e^{-t\text{Re} b(w)} \sum_{r=1}^{[\alpha]} \frac{|t|^r |b(w)|^r}{r!} \sum_{p(\alpha, r)} \alpha! k_j! \prod_{j=1}^{[\alpha]} C^{k_j} A^{k_j}_{\alpha^{(j)}}
\]

Since Lemma 7.4 implies \( \sum_{p(\alpha, r)} r!/k_1! \cdots k_{[\alpha]}! \leq 2^{[\alpha](2d+1)} \), we have

\[
(46) \quad |D^\alpha_w(e^{-tb(w)})| \leq C'' h_1^{[\alpha]} A_\alpha \langle w \rangle^{-\rho[\alpha]} e^{-t\text{Re} b(w)} \sum_{r=1}^{[\alpha]} \frac{|t|^r |b(w)|^r}{r!}
\]

With analogous technique, one proves that in the Roumieu case there exist \( h_1, C'' > 0 \) for which (46) holds. By allowing the sum in (46) to start from \( r = 0 \), this estimate becomes trivially valid for \( \alpha = 0 \).

Next, we estimate \( D^\alpha_w((b(w))^n) \), for \( \alpha \in \mathbb{N}^{2d} \setminus \{0\} \) and \( n \in \mathbb{Z}_+ \). Applying the Faà di Bruno formula to the composition \( f(g(w)) \) with \( g(w) = b(w) \) and \( f(\lambda) = \lambda^n \) and using the hypoellipticity of \( b \), we infer that for each \( h > 0 \) there exists \( C > 0 \) (resp. there exist \( h, C > 0 \)) such that

\[
|D^\alpha_w(b(w))^n| \leq h^{[\alpha]} \langle w \rangle^{-\rho[\alpha]} |b(w)|^n \sum_{r=1}^{\min\{\alpha, n\}} \frac{n!}{(n-r)!} \sum_{p(\alpha, r)} \alpha! k_j! \prod_{j=1}^{[\alpha]} C^{k_j} A^{k_j}_{\alpha^{(j)}}
\]

Now, the same procedure as above shows that for each \( h > 0 \) there exists \( C > 0 \) (resp. there exist \( h, C > 0 \)) such that

\[
(47) \quad |D^\alpha_w(b(w))^n| \leq C 2^n h^{[\alpha]} A_\alpha \langle w \rangle^{-\rho[\alpha]} |b(w)|^n.
\]
This estimate trivially holds when \( n = 0 \) or \( \alpha = 0 \). Finally, since \( |D_w^\alpha D_w^\alpha(e^{-tb(w)})| = |D_w^\alpha ((b(w))^n e^{-tb(w)})| \), (16) and (17) together with the Leibniz rule yield the estimate in the lemma.

\[ \square \]

**Remark 7.6.** This lemma (and especially its proof) can be employed to construct interesting infinite order hypoelliptic symbols.

Let \( a \) be a positive smooth function on \( Q_B^c \) (for some \( B \geq 0 \)) which satisfies the estimate: for every \( h > 0 \) there exist \( C > 0 \) (resp. there exist \( h, C > 0 \)) such that

\[ |D^\alpha a(w)| \leq Ch^{|\alpha|}A_\alpha a(w)^{-\rho_1|\alpha|}, \ w \in Q_B^c, \ \alpha \in \mathbb{N}^{2d}, \]

for some \( 0 < \rho_1 \leq 1 \) (not necessarily the same \( \rho \) from \( \Gamma_{\rho_1}^{A,p} (\mathbb{R}^{2d}) \)). For fixed \( s > 1 \), we can estimate the derivative of \( (a(w))^{1/s} \) by applying the Faà di Bruno formula to \( \partial^\alpha (f(a(w))) \) with \( f(\lambda) = \lambda^{1/s}, \ \lambda > 0 \). In fact, by employing the same technique as in the proof of Lemma 7.5 we deduce the following estimate: for every \( h > 0 \) there exist \( C > 0 \) (resp. there exist \( h, C > 0 \)) such that

\[ |D^\alpha e^{\pm a(w)^{1/(s\mu)}}| \leq Ch^{|\alpha|}A_\alpha e^{\pm a(w)^{1/(s\mu)}}(w)^{-(\rho_1-\frac{1}{s})|\alpha|}. \]

Hence, (46) is valid on \( Q_B^c \) for \( b(w) = a(w)^{1/s}, \ t = \pm 1 \) and with \( \rho_1 \) in place of \( \rho \). This is particularly interesting if one takes for \( a \) a positive elliptic Shubin symbol of finite order \( m \geq 1 \) (i.e. \( c'(w)^m \leq a(w) \leq C'(w)^m \) on \( \mathbb{R}^{2d} \)) that additionally satisfies (48) for some \( \rho_1 > \rho \) and \( B = 0 \) (i.e. on the whole \( \mathbb{R}^{2d} \)). In this case (46) boils down to: for every \( h > 0 \) there exist \( C > 0 \) (resp. there exist \( h, C > 0 \)) such that

\[ |D^\alpha e^{\pm a(w)^{1/(s\mu)}}| \leq Ch^{|\alpha|}A_\alpha e^{\pm a(w)^{1/(s\mu)}}(w)^{-(\rho_1-\frac{1}{s})|\alpha|}. \]

Hence, by taking \( s > 1 \) large enough such that \( \rho_1 - \frac{1}{s} \geq \rho \) and the function \( e^{a(w)^{1/s}} \) to be of ultrapolynomial growth of class \( \ast, e^{\pm a(w)^{1/(s\mu)}} \) becomes \( \Gamma_{\rho_1}^{A,p} \)-hypoelliptic.

The estimate (17) will be particularly important for the sequel. We state this result separately for future reference.

**Corollary 7.7.** Under the assumptions of Lemma 7.6 the following estimate holds: for every \( h > 0 \) there exist \( C > 0 \) (there exist \( h, C > 0 \)) such that

\[ |D_w^\alpha (b(w))| \leq C2^n h^{|\alpha|}A_\alpha (w)^{-\rho_1|\alpha|} |b(w)|^n, \]

for all \( \alpha \in \mathbb{N}^{2d}, \ n \in \mathbb{N}, \ w \in Q_B^c, \) where \( B \) is the constant from the hypoeuillipticity conditions (10) and (11) on \( b \). If these hold for all \( w \in \mathbb{R}^{2d} \) (i.e. if \( B = 0 \)) then the above estimate holds for all \( w \in \mathbb{R}^{2d} \) as well.

### 7.2. The heat parametrix.

Throughout this subsection, we assume that \( b \) is a hypoelliptic symbol in \( \Gamma_{\rho_1}^{A,p} (\mathbb{R}^{2d}) \) for which the condition (11) holds on the whole \( \mathbb{R}^{2d} \). Furthermore, we assume that there exists \( c > 0 \) such that

\[ \Re b(w) > c |\Im b(w)|, \ \forall w \in \mathbb{R}^{2d}; \]

hence \( \Re b(w) > 0, \ \forall w \in \mathbb{R}^{2d} \). Incidentally, notice that this implies that (10) also holds on the whole \( \mathbb{R}^{2d} \).

We want to find \( u_j \in C^\infty(\mathbb{R} \times \mathbb{R}^{2d}), \ j \in \mathbb{N}, \) which solve the system

\[ \begin{array}{l}
\partial_t u_j + \sum_{k+l=j} \sum_{\mu+\nu=1} (1)_{\mu \nu} \partial_{\mu}^{\nu} b \cdot \partial_{\mu}^{\nu} D_x^{\mu} D_x^{\nu} u_k = 0, \ j \in \mathbb{N}, \\
u_0(0, x, \xi) = 1, \\
u_j(0, x, \xi) = 0, \ j \in \mathbb{Z}_+. 
\end{array} \]
We can immediately conclude \( u_0(t, x, \xi) = e^{-tb(t, \xi)} \in C^\infty(\mathbb{R} \times \mathbb{R}^d) \). Obviously, the system has a unique solution (in view of the initial conditions), since in the \( j \)-th step one only solves one equation in \( u_j \) as \( u_0, \ldots, u_{j-1} \) are already determined. We want to estimate the derivatives of \( u_j \).

**Lemma 7.8.** For every \( h > 0 \) there exists \( C > 0 \) (resp. there exist \( h, C > 0 \)) such that
\[
|D^\alpha u_j(t, w)| \leq C h^{n(\alpha) + |2|} A_{\alpha + 2j} (\text{Re} b(w)) \langle w \rangle^{-\rho(\alpha) + 2j} e^{-\frac{4}{3} \text{Re} b(w)},
\]
for all \( \alpha \in \mathbb{N}^{2d}, n \in \mathbb{N}, (t, w) \in [0, \infty) \times \mathbb{R}^d \).

**Proof.** Put \( p_j = e^{tb} u_j \), \( j \in \mathbb{N} \). Clearly \( p_0 = 1 \). The \( j \)-th equation of the system becomes
\[
e^{-tb} \partial_t p_j + \sum_{l=1}^{j} \sum_{|\mu| = l} \frac{(-1)^{|
u|}}{\mu! \nu!} \partial_\xi^\mu \partial_\nu^\nu b \cdot \partial_\Xi^\nu D^\alpha u_j(t, w) = 0.
\]
As \( 0 = u_j(0, x, \xi) = p_j(0, x, \xi), \) \( j \in \mathbb{Z}_+ \), it follows that
\[
u_j(t, w) = -\sum_{l=1}^{j} \sum_{|\mu| = l} \frac{(-1)^{|
u|}}{\mu! \nu!} e^{-tb} \int_0^t e^{sb} \partial_\xi^\mu \partial_\nu^\nu b \partial_\Xi^\nu D^\alpha u_j(t, w) ds.
\]
Let \( n \in \mathbb{N}, \alpha \in \mathbb{N}^{2d} \). Then
\[
|D^\alpha u_j(t, w)| \leq \sum_{l=1}^{j} \sum_{|\mu| = l} \sum_{|\nu| = n \beta + \gamma + \delta = \alpha} \frac{(n + 1)! \alpha!}{n_1! n_2! n_3! \beta! \gamma! \delta! \mu! \nu! \lambda! \kappa!} |D^\beta u_j(t, w)|
\]
\[
\cdot |D^\gamma D^\nu D^\kappa b(w)| |D^\nu D^\nu D^\kappa u_j(t, w)|
\]
\[
+ \sum_{l=1}^{j} \sum_{|\mu| = l} \sum_{|\nu| = n \beta + \gamma + \delta + \kappa = \alpha} \frac{\alpha!}{\beta! \gamma! \delta! \kappa! \mu! \nu! \lambda! \kappa!} |D^\beta u_j(t, w)|
\]
\[
\cdot \int_0^t |D^\alpha e^{-(t-s)\nu} b(w)| |D^\alpha D^\nu D^\kappa b(w)| |D^\nu D^\nu D^\kappa u_j(s, w)| ds
\]
\[(51) = S_1 + S_2.
\]
We consider first the Beurling case. Let \( h > 0 \) be arbitrary but fixed. Pick \( h_1 \leq h/(64^{d+1}d) \). Lemma 7.5 and Corollary 7.7, together with (49), imply that for the chosen \( h_1 \) there exists \( h_2 \geq 1 \) such that
\[
|D^\alpha u_j(t, w)| \leq C \gamma_{h_2} e^{h_2 |\alpha|} A_{\alpha} \langle w \rangle^{-\rho(\alpha)} (\text{Re} b(w)) \langle w \rangle^{-\rho(\alpha)} e^{-\frac{4}{3} \text{Re} b(w)},
\]
for all \( \alpha \in \mathbb{N}^{2d}, n \in \mathbb{N}, (t, w) \in [0, \infty) \times \mathbb{R}^d \), where \( c_1 \geq 2 \) only depends on the constant \( c \) from (49). Let \( C_1 \geq 1 \) be large enough such that \( 2C_1^3 \epsilon_1 \epsilon_2 \leq C_1 \). Since \( A_\rho \) satisfies \((M.3)'\), there exists \( s' \in \mathbb{Z}^d \) such that for all \( s \geq s', s \in \mathbb{Z}^d \), we have \( C_1 \leq A_s/(sA_{s-1}) \). We will prove that
\[
|D^\alpha u_j(t, w)| \leq C_{h_1} h_{n+1} |\alpha| A_{|\alpha| + 2j} (\text{Re} b(w)) \langle w \rangle^{-\rho(\alpha) + 2j} e^{-\frac{4}{3} \text{Re} b(w)},
\]
for all \( \alpha \in \mathbb{N}^{2d}, n \in \mathbb{N}, (t, w) \in [0, \infty) \times \mathbb{R}^d \). The proof is by induction on \( j \). For \( j = 0 \) this holds because of (53). Assume that it is true for all \( j-1 \leq s'-1 \). To prove it for \( j \), we first consider the case when we have \( n+1, n \in \mathbb{N} \), derivatives with respect to \( t \). Then, the
Observe that inequality (51) holds. To estimate $S_1$, first we note that $\alpha!(\beta!\gamma!\delta!) \leq |\alpha|!(|\beta|!|\gamma|!|\delta|!)$ (which holds for multiindexes satisfying $\beta + \gamma + \delta = \alpha$). We use the inductive hypothesis and (52) to deduce

$$S_1 \leq \frac{C_1^j(n + 1)!}{\langle w \rangle^{\rho[\alpha]+2j}} \sum_{l=1}^j \sum_{|\mu + \nu| = l} \sum_{\beta + \gamma + \delta = \alpha} \frac{|\alpha|!}{|\beta|!|\gamma|!|\delta|!\mu!\nu!2^l} \langle h_1 \rangle^{|\beta|+|\gamma|+l}.$$

(55)

Moreover,

$$\frac{|\alpha|!}{|\beta|!|\gamma|!|\delta|!} \leq \frac{(|\alpha| + l)!}{|\beta|!(|\gamma| + l)!|\delta|!} \leq \frac{(|\alpha| + 2j)!}{|\beta|!(|\gamma| + l)!(|\delta| + 2j - l)!}.$$  

Hence, (M.4) for $A_p$ yields

$$\frac{|\alpha|!}{|\beta|!|\gamma|!|\delta|!} A_\beta A_{|\gamma|+l} A_{|\delta|+2j-l} \leq \left( \frac{|\alpha| + 2j}{|\beta| + |\gamma| + l} \right) A_{|\beta|+|\gamma|+l} A_{|\delta|+2j-l}.$$  

Since $|\beta| + |\gamma| + l \geq 1$ and $|\delta| + 2j - l \geq 1$, we can apply Lemma 4.1 to obtain

$$A_{|\beta|+|\gamma|+l} A_{|\delta|+2j-l} \leq (|\alpha| + 2j) A_{|\alpha|+2j-l}.$$  

As $pA_{p-1} \leq A_p$, $p \in \mathbb{Z}_+$, (this trivially follows from $A_0 = A_1 = 1$ and (M.4)) we have

$$S_1 \leq \frac{C_1^j(n + 1)!}{\langle w \rangle^{\rho[\alpha]+2j}} \sum_{l=1}^j \sum_{|\mu + \nu| = l} \sum_{\beta + \gamma + \delta = \alpha} \frac{1}{\mu!\nu!2^l} \left( \frac{h_1}{h} \right)^{|\beta|+|\gamma|+l}.$$  

(58)

Now, we estimate as follows,

$$\sum_{l=1}^j \sum_{|\mu + \nu| = l} \sum_{\beta + \gamma + \delta = \alpha} \frac{1}{\mu!\nu!2^l} \left( \frac{h_1}{h} \right)^{|\beta|+|\gamma|+l} \leq \sum_{l=1}^j \left( \frac{h_1}{2h} \right)^l \sum_{|\mu + \nu| = l} \frac{1}{\mu!\nu!} \left( \frac{h_1}{h} \right)^{|\beta|+|\gamma|+l} \leq \sum_{l=1}^j \sum_{s=0}^{2d-1} \frac{(dh_1)}{h} \frac{1}{l!} \left( \frac{dh_1}{h} \right)^{2s} \leq 2(e^{dh_1/h} - 1) \leq 1/2.$$  


where the last and second to last inequality follow from the choice of $h_1$. To estimate $S_2$, we use \((52), (53)\) and the inductive hypothesis in order to obtain

$$S_2 \leq \frac{C_{h_1}^3 c_1^{n+2} C_1^{-1} (\Re b(w))^{n+2} e^{-\frac{1}{2} \Re b(w)} \int_0^t e^\frac{1}{2} \Re b(w) ds \sum_{l=1}^j \sum_{|\mu+\nu|=l} \sum_{\beta+\gamma+\delta+\kappa=\alpha} |\alpha|!}{\beta! |\gamma|! |\delta|! |\kappa|!} \frac{|\beta|+|\gamma|+|\delta|+|\kappa|+j+1}{\mu! \nu! 2^l \frac{h_1}{h}} A_\beta A_\gamma A_\delta A_\kappa A_{|\gamma|+|\delta|+1} A_{|\kappa|+2j-l}.$$  

(59)

Observe that $\int_0^t e^\frac{1}{2} \Re b(w) ds \leq 4e^\frac{1}{2} \Re b(w) / \Re b(w)$. By the choice of $C_1$, we have $C_{h_1}^3 c_1^{n+2} \leq C_1(n+1)!/4$. In similar fashion as above, by employing \((M.4)\) for $A_\mu$, we have

$$\frac{|\alpha|!}{\beta! |\gamma|! |\delta|! |\kappa|!} A_\beta A_\gamma A_\delta A_\kappa A_{|\gamma|+|\delta|+1} \leq (|\alpha|+2j) A_{|\gamma|+|\delta|+1} A_{|\kappa|+2j-l}.$$  

Now, since $|\beta|+|\gamma|+|\delta|+|\kappa|+j+1 \geq 1$, \(\text{Lemma 7.1}\) implies

$$S_2 \leq \frac{C_1^{j+1} (n+1)! (\Re b(w))^{n+1} h_1^{|\alpha|+2j} A_{|\alpha|+2j} e^{-\frac{1}{2} \Re b(w)}}{\Re b(w)} \sum_{l=1}^j \sum_{|\mu+\nu|=l} \sum_{\beta+\gamma+\delta+\kappa=\alpha} \frac{1}{\mu! \nu! 2^l \frac{h_1}{h}}.$$  

(61)

By analogous technique as above, keeping in mind the way we choose $h_1$, we can estimate the last sums in this inequality by 1/2. The case when there are no derivatives with respect to $t$ can be treated in a completely analogous way as for the estimate of $S_2$ given above. This finishes the proof for $j \leq s'$. To continue the induction, assume that \((53)\) holds for $0, \ldots, j-1$, for some $j-1 \geq s'$. To prove it for $j$, we again consider first the case when there is at least one derivative with respect to $t$. Hence, our goal is to estimate $S_1$ and $S_2$ in \((51)\) for $S_1$. For $S_1$, in the same way as above, we infer the inequality \((53)\) but with $C_1^{s'+1}$ instead of $C_1$. Again, we use \((56)\) and \((57)\), but now the constant $C_1$ obtained in \((56)\) can be swallowed: $C_1 (|\alpha|+2j) A_{|\alpha|+2j-1} \leq A_{|\alpha|+2j}$. This is true because of the way we chose $s'$ and $|\alpha|+2j \geq j \geq s'$. Thus, we can conclude \((58)\) but with $C_1^{s'+1}$ in place of $C_1^{j+1}$. Now, we proceed in exactly the same way to estimate $S_1$ by 1/2 times the right hand side of \((54)\). To estimate $S_2$, we proceed as before in order to deduce \((59)\) but with $C_1^{s'+1}$ in place of $C_1$. We use the inequalities \((60), \nabla\),

$$\int_0^t e^{\frac{1}{2} \Re b(w)} ds \leq 4e^{\frac{1}{2} \Re b(w) / \Re b(w)}$$  

and $C_{h_1}^3 c_1^{n+2} \leq C_1(n+1)!/4$, but now notice that the constant $C_1$ obtained in the last inequality can be swallowed: $C_1 (|\alpha|+2j) A_{|\alpha|+2j-1} \leq A_{|\alpha|+2j}$ (because of the way we chose $s'$). Thus, we can conclude \((61)\) but with $C_1^{s'+1}$ in place of $C_1^{j+1}$. As previously mentioned, we can now estimate $S_2$ by 1/2 times the right hand side of \((54)\). The case when there are no derivatives with respect to $t$ can be treated in an analogous fashion as for the estimation of $S_2$. This concludes the proof in the Beurling case.

For the Roumieu case, \(\text{Lemma 7.5}\) and \(\text{Corollary 7.7}\) together with \((49)\), imply that there exist $h_1, C_{h_1} \geq 1$ such that \((52)\) and \((53)\) hold. Pick $h \geq 64d+1/dh_1$ and $C_1 \geq 1$ large
enough such that \(2C^3_n c_1 e^{2c_1} \leq C_1\). Let \(s' \in \mathbb{Z}_+\) be such that \(C_1 s' A_{s-1} \leq A_s\), \(s \geq s', \ s \in \mathbb{Z}_+\) (such number exists because \(A_p\) satisfies \((M.3)'\)). One can prove \((61)\) by induction on \(j\) in the same way as for the Beurling case.

Since \(b(w)\) has an ultrapolynomial growth of class *, the same holds for \((\Re b(w))^n\), for each \(n \in \mathbb{N}\). Since \(\Re b(w) > 0, \ \forall w \in \mathbb{R}^d\), as a direct consequence of Lemma 7.8 we can conclude that, for each \(n \in \mathbb{N}\), the mappings \(t \mapsto \sum_j \partial^n_t u_j(t, \cdot), [0, \infty) \to FS_{A_{\alpha}, A_{\rho}}(\mathbb{R}^d; 0)\), are well defined. By Taylor’s formula for \(\partial^n_t D^n_w u_j(t, w)\) at \(t_0\) up to order 0, Lemma 7.8 yields that for every \(h > 0\) there exists \(C > 0\) (there exist \(h, C > 0\) such that

\[
\left| \partial^n_t D^n_w u_j(t, w) - D^n_w u_j(t_0, w) \right| \\
\leq C|t - t_0|(n + 1)!h^{[\alpha] + 2j} A_{[\alpha] + 2j} (\Re b(w))^n-1 \langle w \rangle^{-\rho([\alpha] + 2j)},
\]

for all \(\alpha \in \mathbb{N}^2d, j \in \mathbb{N}, w \in \mathbb{R}^d, t, t_0 \in [0, \infty).\) Expanding \(\partial^n_t D^n_w u(t, w)\) at \(t_0\) up to order 1, Lemma 7.8 implies that for every \(h > 0\) there exists \(C > 0\) (there exist \(h, C > 0\) such that

\[
\left| \partial^n_t D^n_w u_j(t, w) - \partial^n_t D^n_w u_j(t_0, w) - (t - t_0)\partial^{n+1}_t D^n_w u_j(t_0, w) \right| \\
\leq C|t - t_0|^2(n + 2)!h^{[\alpha] + 2j} A_{[\alpha] + 2j} (\Re b(w))^{n+2} \langle w \rangle^{-\rho([\alpha] + 2j)},
\]

for all \(\alpha \in \mathbb{N}^2d, j \in \mathbb{N}, n \in \mathbb{N}, w \in \mathbb{R}^d, t, t_0 \in [0, \infty).\) Hence, we infer the following result.

**Lemma 7.9.** The mapping

\[
t \mapsto \sum_j u_j(t, \cdot), [0, \infty) \to FS_{A_{\alpha}, A_{\rho}}(\mathbb{R}^d; 0),
\]

is in \(C^\infty([0, \infty); FS_{A_{\alpha}, A_{\rho}}(\mathbb{R}^d; 0))\) and \(\partial^n_t (\sum_j u_j(t, \cdot)) = \sum_j \partial^n_t u_j(t, \cdot), n \in \mathbb{N}\).

Clearly, for \(R > 0\), the function \(u(t, w) = \sum_n (1 - \chi_n, n(w)) u_n(t, w) = R(\sum_j u_j)(t, w)\) is in \(C^\infty(\mathbb{R} \times \mathbb{R}^d)\). Using Lemma 7.8 by exactly the same technique as in the proof of [26 Theorem 4], one can prove the following result.

**Lemma 7.10.** There exists \(R > 1\) such that the \(C^\infty\)-function

\[
u(t, w) = \sum_{n=0}^\infty (1 - \chi_n, n(w)) u_n(t, w) = R(\sum_j u_j)(t, w)
\]

satisfies the following condition: for every \(h > 0\) there exists \(C > 0\) (resp. there exist \(h, C > 0\) such that

\[
|D^n_w u(t, w)| \leq Cn! h^{[\alpha] + 2j} A_{[\alpha] + 2j} (\Re b(w))^n \langle w \rangle^{-\rho([\alpha] + 2j)},
\]

for all \(\alpha \in \mathbb{N}^2d, n \in \mathbb{N}, (t, w) \in [0, \infty) \times \mathbb{R}^d\) and

\[
\sup_{N \in \mathbb{Z}_+} \sup_{\alpha \in \mathbb{N}^2d, n \in \mathbb{N}} \sup_{t \in [0, \infty)} \left| D^n_w u \left(u(t, w) - \sum_{j N} u_j(t, w)\right) \right| \langle w \rangle^{\rho([\alpha] + 2N)} e^{-\frac{1}{4} \Re b(w)} \leq C.
\]

As \((\Re b(w))^n\) has ultrapolynomial growth of class * for each \(n \in \mathbb{N}\), and \(\Re b(w) > 0, \ \forall w \in \mathbb{R}^d\), as a direct consequence of this lemma we can conclude that the mappings

\[
u_n : [0, \infty) \to \Gamma_{A_{\alpha}, A_{\rho}}(\mathbb{R}^d), u_n(t) = (\partial^n_t u)(t, \cdot),
\]

are well defined for every \(n \in \mathbb{N}\). When \(n = 0\), we simply denote it by \(u\) (instead of \(u_0\)). Our goal is to prove \(u \in C^\infty([0, \infty); \Gamma_{A_{\alpha}, A_{\rho}}(\mathbb{R}^d))\) and \(\partial^n_t u = u_n, \ n \in \mathbb{Z}_+.\) By Taylor
formula for $\partial_t^\alpha D_w^\alpha u(t, w)$ at $t_0$ up to order $0$ and employing (63) we see that for every $h > 0$ there exists $\xi > 0$ (there exist $h, C > 0$) such that

$$\leq C|t-t_0|(n+1)!h^{[\alpha]}A_0(\text{Re}b(w))^{(n+1)} \langle w \rangle^{-\rho[\alpha]}$$

for all $\alpha \in \mathbb{N}^{2d}$, $n \in \mathbb{N}$, $w \in \mathbb{R}^{2d}$, $t, t_0 \in [0, \infty)$. Hence $u, u_n \in C([0, \infty); \Gamma^{*, \infty}_{A_{\rho, \rho}}(\mathbb{R}^{2d}))$, $n \in \mathbb{Z}_+$. Expanding $\partial_t^\alpha D_w^\alpha u(t, w)$ at $t_0$ up to order $1$ and using (63), we infer that for every $h > 0$ there exists $\xi > 0$ (there exist $h, C > 0$) such that

$$\leq C|t-t_0|^2(n+2)!h^{[\alpha]}A_0(\text{Re}b(w))^{(n+2)} \langle w \rangle^{-\rho[\alpha]}$$

for all $\alpha \in \mathbb{N}^{2d}$, $n \in \mathbb{N}$, $w \in \mathbb{R}^{2d}$, $t, t_0 \in [0, \infty)$. Hence $u$ and $u_n$, $n \in \mathbb{Z}_+$, are differentiable $\Gamma^{*, \infty}_{A_{\rho, \rho}}(\mathbb{R}^{2d})$-valued functions and $\partial_t^\alpha u = u_1$ and $\partial_t^\alpha u_n = u_{n+1}$, $n \in \mathbb{Z}_+$. Thus, we can conclude $u \in C^{\infty}([0, \infty); \Gamma^{*, \infty}_{A_{\rho, \rho}}(\mathbb{R}^{2d}))$ and $\partial_t^\alpha u = u_1$, $\forall n \in \mathbb{Z}_+$. By Proposition 3.1 the mappings $c \mapsto \varphi^w, \Gamma^{*, \infty}_{A_{\rho, \rho}}(\mathbb{R}^{2d}) \to L_b(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d))$ and $c \mapsto \varphi^w, \Gamma^{*, \infty}_{A_{\rho, \rho}}(\mathbb{R}^{2d}) \to L_b(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d))$ are continuous. Hence the mapping $t \mapsto (u(t))^w$ is in $C^{\infty}([0, \infty); L_b(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d)))$ and in $C^{\infty}([0, \infty); L_b(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d)))$. Thus, the mapping

$$K : t \mapsto (\partial_t + b^w)(u(t))^w = (\partial_t u(t))^w + b^w(u(t))^w$$

is in $C^{\infty}([0, \infty); L_b(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d)))$ and in $C^{\infty}([0, \infty); L_b(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d)))$.

For $n \in \mathbb{N}$, $t \in [0, \infty)$, we denote $\tilde{u}_n(t) = \sum_j \partial_t^j u_j(t, \cdot) \in FS^{*, \infty}_{A_{\rho, \rho}}(\mathbb{R}^{2d}; 0)$. Fix $n \in \mathbb{Z}_+$. For the moment, for each $0 \leq k \leq n$, we denote

$$K_k(t) = \partial_t^k K(t) = (\partial_t^k u(t))^w + b^w(\partial_t^k u(t))^w$$

(clearly $K_0 = K$). Lemmas 7.8 and 7.10 imply that we can apply Theorem 4.2 ii) with $V_1 = \{b\}, \tilde{U}_1 = \{b + \sum_{j \in \mathbb{Z}_+} 0\}, V_2 = \{\partial_t^k u(t, \cdot)| t \in [0, \infty), 0 \leq k \leq n\}, U_2 = \{\tilde{u}_k(t)| t \in [0, \infty), 0 \leq k \leq n\}$ and $f_1(w) = \text{Re}b(w), f_2(w) = \max_{0 \leq k \leq n}(\text{Re}b(w))^k$; where $\Sigma_2 \sum_j \partial_t^k u_j(t, \cdot) = \Sigma_2(\tilde{u}_k(t)) = \partial_t^k u(t, \cdot)$. Hence, there exists $R_1 > 0$ such that $\{b^w(\partial_t^k u(t))^w + O_{1/2}(R_1(\text{Re}b\#\tilde{u}_k(t)))| t \in [0, \infty), 0 \leq k \leq n\}$ is an equicontinuous $*$-regularising set and (33) holds. By (50), for all $N \in \mathbb{Z}_+$, we have

$$\partial_t^{k+1} u(t, \cdot) + R_1(\text{Re}b\#\tilde{u}_k(t))$$

$$= \partial_t^{k+1} u(t, \cdot) - \sum_{j < N} \partial_t^{k+1} u_j(t, \cdot) - (\text{Re}b\#\sum_j \partial_t^j u_j(t, \cdot))_{<N} + R_1(\text{Re}b\#\sum_j \partial_t^j u_j(t, \cdot)).$$

Hence, Lemma 7.10 and Proposition 3.3 imply that

$$(65) \{\{\partial_t^{k+1} u(t)^w + O_{1/2}(R_1(\text{Re}b\#\tilde{u}_k(t)))| t \in [0, \infty), 0 \leq k \leq n\}$$

is equicontinuous $*$-regularising set and thus, the same holds for $K_n = \{K_k(t)| t \in [0, \infty), 0 \leq k \leq n\}$ as well. Let $\mathcal{G}$ be the family of all finite subsets of $S^*(\mathbb{R}^d)$. The union of $\mathcal{G}$ is total in $S^*(\mathbb{R}^d)$. The equicontinuity of $K_n$ together with the Banach-Steinhaus theorem [28, Theorem 4.5, p. 85] implies that the topology induced on $K_n$ by $L_{\mathcal{G}}(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d))$ is the same as the topology induced on it by $L_{\mathcal{G}}(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d))$. Since $S^*(\mathbb{R}^d)$ is Montel, the latter space is in fact $L_{\mathcal{G}}(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d))$. Because $K \in C^{\infty}([0, \infty); L_b(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d)))$, we conclude

$$K_k \in C([0, \infty); L_b(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d))), 0 \leq k \leq n.$$
Fix $t_0 \in [0, \infty)$. We can apply Theorem 4.2(ii) with $V_1 = \{b\}, U_1 = \{b + \sum_{j \in \mathbb{Z}_+} \mathbb{1} \}$,

\[ V_2 = \{(t-t_0)^{-1}(\partial_t^k u(t,\cdot) - \partial_t^k u(t_0,\cdot)) | t \in [0, \infty) \setminus \{t_0\}, 0 \leq k \leq n-1\}, \]

\[ U_2 = \{(t-t_0)^{-1}(\bar{u}_k(t) - \bar{u}_k(t_0)) | t \in [0, \infty) \setminus \{t_0\}, 0 \leq k \leq n-1\} \]

and $f_1(w) = \text{Re} b(w)$, $f_2(w) = \max_{0 \leq k \leq N} (\text{Re} b(w))^k$. To see this, notice that (62) proves $U_2 \lesssim U_2$ and, by Taylor expanding $\partial_t^k D_n^w u(t, w) - \sum_{j \leq N} \partial_t^j D_n^w u_j(t, w)$ at $t_0$ up to order 1 and employing Lemma 7.10 we conclude $V_2 \lesssim U_2$ (the boundness of $V_2$ in some $\Gamma_{A,\rho}^{(n)} \left( \mathbb{R}^d; m \right)$, resp. in some $\Gamma_{A,\rho}^{(n)} \left( \mathbb{R}^d; h \right)$, follows from (64)). We deduce the existence of $R_2 > 0$ such that the set

\[ \{(t-t_0)^{-1} \left( b^w(\partial_t^k u(t)) - b^w(\partial_t^k u(t_0)) \right) \}

\[ - (t-t_0)^{-1} \text{Op}_{1/2} \left( R_2 (b^w(\bar{u}_k(t) - \bar{u}_k(t_0))) \right) \mid t \in [0, \infty) \setminus \{t_0\}, 0 \leq k \leq n-1\} \]

is equicontinuous $*$-regularising and (3) holds. Clearly, if we change the definition of $V_2$, $U_2$ and $f_2$ such that $k$ ranges up to $n$ (instead of up to $n-1$), we still have $V_2 \lesssim U_2$. This fact together with application of (50) in the same manner as for the equicontinuity of the set (55) implies that

\[ \{(t-t_0)^{-1} \left( \partial_t^{k+1} u(t) - \partial_t^{k+1} u(t_0) \right) \}

\[ + (t-t_0)^{-1} \text{Op}_{1/2} \left( R_2 (b^w(\bar{u}_k(t) - \bar{u}_k(t_0))) \right) \mid t \in [0, \infty) \setminus \{t_0\}, 0 \leq k \leq n-1\} \]

is equicontinuous $*$-regularising and hence so is the set

\[ \{(t-t_0)^{-1} \left( K_{k+1}(t) - K_{k+1}(t_0) \right) \mid t \in [0, \infty) \setminus \{t_0\}, 0 \leq k \leq n-1\}. \]

Since $K \in C^\infty([0, \infty); \mathcal{L}_b(S^\ast(\mathbb{R}^d), S^\ast(\mathbb{R}^d)))$, by the same technique as above (applying again the Banach-Steinhaus theorem) we conclude that $K_k$ is differentiable at $t_0$ as an $\mathcal{L}_b(S^\ast(\mathbb{R}^d), S^\ast(\mathbb{R}^d))$-valued function and its derivative is $K_{k+1}(t_0)$, $0 \leq k \leq n-1$. Since $t_0 \in [0, \infty)$ and $n \in \mathbb{Z}_+$ were arbitrary, we conclude $K \in C^\infty([0, \infty); \mathcal{L}_b(S^\ast(\mathbb{R}^d), S^\ast(\mathbb{R}^d)))$ and $\partial_t^k K(t) = K_k(t), n \in \mathbb{N}$. Lastly, because of the initial conditions in (30) and the way we constructed $u(t, w)$ we have $u(0) = 1$ and hence $(u(0))^w = \text{Id}$. We proved the first part of the following result.

**Theorem 7.11.** The $C^\infty$ function $u(t, w)$ constructed in Lemma 7.10 is such that the mapping $u : t \mapsto u(t,\cdot), [0, \infty) \rightarrow \Gamma_{A,\rho}^{(\infty)} \left( \mathbb{R}^d \right)$, belongs to $C^\infty([0, \infty); \Gamma_{A,\rho}^{(\infty)} \left( \mathbb{R}^d \right))$. The mapping $t \mapsto (u(t))^w$ is in both

$C^\infty([0, \infty); \mathcal{L}_b(S^\ast(\mathbb{R}^d), S^\ast(\mathbb{R}^d)))$ and $C^\infty([0, \infty); \mathcal{L}_b(S^\ast(\mathbb{R}^d), S^\ast(\mathbb{R}^d)))$.

Moreover, $(u(t))^w$ satisfy

\[ (66) \]

\[ \begin{cases} (\partial_t^l + b^w)(u(t))^w = K(t), t \in [0, \infty), \\ (u(0))^w = \text{Id}, \end{cases} \]

where $K \in C^\infty([0, \infty); \mathcal{L}_b(S^\ast(\mathbb{R}^d), S^\ast(\mathbb{R}^d)))$.

For each $t \geq 0$, $(u(t))^w \in \mathcal{L}(L^2(\mathbb{R}^d))$ and there exists $C > 0$ such that

\[ \|(u(t))^w\|_{\mathcal{L}_b(L^2(\mathbb{R}^d))} \leq C, \text{ for all } t \geq 0. \]

The mapping $t \mapsto (u(t))^w, (0, \infty) \rightarrow \mathcal{L}_b(L^2(\mathbb{R}^d))$, is continuous and

\[ (u(t))^w \rightarrow (u(0))^w = \text{Id}, \text{ as } t \rightarrow 0^+, \text{ in } \mathcal{L}_p(L^2(\mathbb{R}^d)). \]

Furthermore, for each $n \in \mathbb{Z}_+$, $(\partial_t^n u(t))^w \in \mathcal{L}(L^2(\mathbb{R}^d))$, for all $t > 0$. The mapping $t \mapsto (u(t))^w, (0, \infty) \rightarrow \mathcal{L}_b(L^2(\mathbb{R}^d))$, is smooth and $(\partial_t^n u(t))^w = (\partial_t^n u(t))^w$. 


Proof. The fact \((u(t))^{w} \in \mathcal{L}(L^{2}(\mathbb{R}^{d}))\), \(t \geq 0\), and the existence of \(C > 0\), and that \(\|(u(t))^{w}\|_{\mathcal{L}(L^{2}(\mathbb{R}^{d}))} \leq C\) for all \(t \geq 0\), follows from the estimate \((63)\) for \(n = 0\) and \(\text{Lemma } 5.3.\) Since \((u(t))^{w} \varphi \to (u(0))^{w} \varphi\) for each \(\varphi \in S^{*}(\mathbb{R}^{d})\) and \(((u(t))^{w})|_{t \geq 0}\) is bounded in \(\mathcal{L}_{b}(L^{2}(\mathbb{R}^{d}))\), the Banach-Steinhaus theorem implies \((u(t))^{w} \to (u(0))^{w} = \text{Id}\), as \(t \to 0^{+}\), in \(\mathcal{L}_{p}(L^{2}(\mathbb{R}^{d}))\). As a direct consequence of \((63)\), we deduce that for every \(h > 0\) there exists \(C > 0\) (resp. there exist \(h, C > 0\)) such that
\[
(67) \quad t^{n}|D_{u}^{n}D_{w}^{2}(t, w)| \leq C4^{n}n!|A_{\alpha}(w)|^{-\rho|\alpha|},
\]
for all \(\alpha \in \mathbb{N}^{2d}, n, k \in \mathbb{N}, (t, w) \in [0, \infty) \times \mathbb{R}^{2d}\). Thus, for fixed \(n \in \mathbb{Z}_{+}, \text{Lemma } 5.3.\) implies \((\partial_{t}^{n}u(t))^{w} \in \mathcal{L}(L^{2}(\mathbb{R}^{d})), t > 0\). Again, fix \(n \in \mathbb{N}\) and Taylor expand \(\partial_{t}^{n}D_{u}^{n}u(t, w)\) at \(t_{0} > 0\) up to order \(0\). By using \((67)\) with \(n + 1\) to estimate the remainder and employing \(\text{Lemma } 5.3.\) one obtains that \(t \mapsto (\partial_{t}^{n}u(t))^{w}, (0, \infty) \to \mathcal{L}_{b}(L^{2}(\mathbb{R}^{d})),\) is continuous at \(t_{0}\). As \(t_{0}\) is arbitrary, it is continuous on \((0, \infty)\). Fix \(t_{0} \in (0, \infty)\) and \(n \in \mathbb{N}\). By Taylor expanding \(\partial_{t}^{n}D_{u}^{n}u(t, w)\) at \(t_{0}\) up to order \(1\) and employing \((67)\) with \(n + 2\) to estimate the remainder, \(\text{Lemma } 5.3.\) implies that \(t \mapsto (u(t))^{w}, (0, \infty) \to \mathcal{L}_{b}(L^{2}(\mathbb{R}^{d})),\) is differentiable at \(t_{0}\) and the derivative is \((\partial_{t}^{n+1}u(t_{0}))^{w}\). Thus \((u(t))^{w} \in C^{\infty}((0, \infty); \mathcal{L}_{u}(L^{2}(\mathbb{R}^{d})))\) and \(\partial_{t}^{n}(u(t))^{w} = (\partial_{t}^{n}u(t))^{w}\).
\(\square\)

7.3. Semigroup generated by the square root of a nonnegative hypoelliptic operator. Let \(a \in \Gamma^{\infty, \rho}(<\mathbb{R}^{d})\) be a hypoelliptic symbol which satisfies the assumptions in \(\text{Theorem } 6.1.\) and let \(a_{0} \in \Gamma^{\infty, \rho}(\mathbb{R}^{2d})\) be the symbol defined in the statement of the same theorem. By applying \(\text{Theorem } 6.1.\) with \(z = 1/2\), we concluded the existence of a hypoelliptic symbol \(a^{1/2} \in \Gamma^{\infty, \rho}(\mathbb{R}^{2d})\) and a *-regularising operator \(S_{1}\) such that
\[
A^{1/2} = (a^{1/2})^{w}|_{S_{1}(\mathbb{R}^{d})} + S_{1}, \quad D(A^{1/2}) = \{v \in L^{2}(\mathbb{R}^{d}) \mid (a^{1/2})^{w}v \in L^{2}(\mathbb{R}^{d})\}
\]
and the estimates in part \((v)\) of \(\text{Theorem } 6.1.\) hold true with \(k = 1\). By particularising the first estimate in \((v)\) for \(N = 1\) and \(\alpha = 0\), one easily verifies \(\Re a^{1/2}(w) > c_{1}|\Im a^{1/2}(w)|,\) \(\forall w \in \mathbb{R}^{d}\), for some \(B, c_{1} > 0\) (cf. \((10)\)). Clearly, we can assume that \(a^{1/2}\) satisfies \((6)\) and \((14)\) for this \(B\). Take \(\tilde{\chi} \in \mathcal{D}(A_{p})(<\mathbb{R}^{2d})\) (resp. \(\tilde{\chi} \in \mathcal{D}(A_{p})(<\mathbb{R}^{2d})\) such that \(0 \leq \tilde{\chi} \leq 1,\) \(\tilde{\chi} = 1\) on a small neighbourhood of \(Q_{B}\) and \(\tilde{\chi} = 0\) on the complement of a slightly larger neighbourhood and define \(b = \tilde{\chi} + (1 - \tilde{\chi})a^{1/2}\). Then \(b\) is a hypoelliptic symbol in \(\Gamma^{\infty, \rho}(\mathbb{R}^{2d})\) that satisfies \((6)\), \((14)\) and \((16)\) on the whole \(\mathbb{R}^{2d}\). Furthermore, for every \(h > 0\) there exists \(C > 0\) (resp. there exist \(h, C > 0\)) such that
\[
(68) \quad |D_{u}^{n}b(w)| \leq Ch^{n}|A_{\alpha}|a_{0}(w)|a_{0}^{1/2}(w)|^{-\rho|\alpha|}, w \in \mathbb{R}^{2d}, \alpha \in \mathbb{N}^{2d}.
\]
Moreover, \(A^{1/2} = \tilde{b}^{w}|_{S_{1}(\mathbb{R}^{d})} + S\) with \(S\) a *-regularising operator and
\[
D(A^{1/2}) = \{v \in L^{2}(\mathbb{R}^{d}) \mid \tilde{b}^{w}v \in L^{2}(\mathbb{R}^{d})\},
\]
Thus, we can apply \(\text{Theorem } 7.1.\) to deduce \((66)\). As \(t \to S(u(t))^{w}\) belongs to \(C^{\infty}((0, \infty); \mathcal{L}_{b}(S^{*}(\mathbb{R}^{d}), S^{*}(\mathbb{R}^{d})))\) (since \(u \in C^{\infty}((0, \infty); \mathcal{L}_{b}(S^{*}(\mathbb{R}^{d}), S^{*}(\mathbb{R}^{d}))))\) we have
\[
(69) \quad \left\{\begin{array}{l}
(\partial_{t} + \tilde{b}^{w} + S)(u(t))^{w} = \tilde{K}(t), t \in [0, \infty), \\
(u(0))^{w} = \text{Id},
\end{array}\right.
\]
for some \(\tilde{K} \in C^{\infty}((0, \infty); \mathcal{L}_{b}(S^{*}(\mathbb{R}^{d}), S^{*}(\mathbb{R}^{d}))).\)

On the other hand, since \(A\) is non-negative and densely defined, \(\text{[6] Theorem } 5.5.2,\)
There exists $u$ (cf. [6, Theorem 5.4.1, p. 123; Theorem A.7.6, p. 329]) yields that $-\Delta^{1/2}$ is the infinitesimal generator of an analytic semigroup $T(t)$ of amplitude less than $\pi/2$ and

$$ T(t) = \frac{2}{\pi} \lim_{s \to \infty} \int_0^s \lambda \sin(t\lambda)(\Delta^{1/2} - \lambda^2 \text{Id})^{-1} d\lambda, \ t > 0, $$

where the limit exists in $L_b(L^2(\mathbb{R}^d))$.

The main result is the following theorem.

**Theorem 7.12.** Let $a$ be a hypoelliptic symbol in $\Gamma^2_{A,p,\rho}(\mathbb{R}^{2d})$ that satisfies the assumptions of Theorem 6.7 and let $T(t), t \geq 0$, be the analytic semigroup generated by $-\Delta^{1/2}$. There exists $u \in C^\infty(\mathbb{R} \times \mathbb{R}^{2d})$ such that the mapping $t \mapsto u(t) = u(t, \cdot)$ belongs to $C^\infty([0, \infty); \Gamma^1_{A,p,\rho}(\mathbb{R}^{2d}))$ and $T(t) = (u(t))^w + Q(t)$, where the mapping $t \mapsto Q(t)$ belongs to $C^\infty([0, \infty); L_b(S^+(\mathbb{R}^d), S^+(\mathbb{R}^d)))$. Moreover, the function $u$ satisfies the following estimate: there exists $0 < c_1 < 1$ such that for every $h > 0$ there exists $C > 0$ (resp. there exist $h, C > 0$) such that

$$ |D^\alpha D^\beta w(u(t), w)| \leq C \mu!h^{[\alpha]} A_0|a_0(w)|^{n/2}(w)^{-\rho[\alpha]} e^{-c_1|a_0(w)|^{1/2}}, $$

for all $\alpha, \beta \in \mathbb{N}^{2d}$, $n \in \mathbb{N}$, $(t, w) \in [0, \infty) \times \mathbb{R}^{2d}$, where $a_0 \in \Gamma^{1,\infty}_{A,p,\rho}(\mathbb{R}^{2d})$ is the symbol defined in the statement of Theorem 6.7.

Furthermore, $(u(0))^w = \text{Id}$, $(u(t))^w \in L(L^2(\mathbb{R}^d))$ for every $t \geq 0$, and there exists $C > 0$ such that $\|w(u(t))\|_{L_b(L^2(\mathbb{R}^d))} \leq C$, for all $t \geq 0$. The mapping $t \mapsto (u(t))^w$, $\mathbb{R}_+ \to L_b(L^2(\mathbb{R}^d))$, is continuous and $(u(t))^w \to \text{Id}$, as $t \to 0^+$, in $L_p(L^2(\mathbb{R}^d))$.

For each $n \in \mathbb{Z}_+$, $(\partial^\alpha_t u(t))^w \in L(L^2(\mathbb{R}^d), \forall t > 0$, and the mapping $t \mapsto (u(t))^w$, belongs to $C^\infty(\mathbb{R}_+; L_b(L^2(\mathbb{R}^d)))$, with $(\partial^\alpha_t u(t))^w = (\partial^\alpha_t w(u(t)))^w$, $n \in \mathbb{Z}_+$.

### 7.4. Proof of Theorem 7.12

This subsection is devoted to the proof of Theorem 7.12. In fact, we will show that the function $u \in C^\infty(\mathbb{R} \times \mathbb{R}^{2d})$ is exactly the one obtained when we apply Theorem 7.11 to the symbol $b$ given above.

We start by proving a useful technical result.

**Lemma 7.13.** Let $F$ be a Montel space, $t_0 \in \mathbb{R}$ and $\varepsilon > 0$.

(i) Assume $F \in C(\mathbb{C}([t_0, t_0 + \varepsilon]; F) \ (\text{resp. } F \in C(\mathbb{C}([t_0 - \varepsilon, t_0]; F) \ (\text{resp. } F \in C(\mathbb{C}([t_0 - \varepsilon, t_0 + \varepsilon]; F)))$ for each $f' \in F'$, the function $t \mapsto F_{f'}(t) = \langle f', F(t) \rangle$, has a right derivative at $t_0$ (resp. left derivative at $t_0$, resp. derivative at $t_0$). Then the same also holds for $F$ and its right derivative (resp. left derivative, resp. derivative) is the element in $F = (F^*_0)'$ given by $f' \mapsto (d^+ f'/dt)F_{f'}(t_0)$ (resp. by $f' \mapsto (d^- f'/dt)F_{f'}(t_0)$, resp. by $f' \mapsto (d/dt)F_{f'}(t_0)$).

(ii) Let $E$ be a Montel space. Assume that $Q \in C(\mathbb{C}([t_0, t_0 + \varepsilon]; L_b(E, F)) \ (\text{resp. } Q \in C(\mathbb{C}([t_0 - \varepsilon, t_0]; L_b(E, F)) \ (\text{resp. } Q \in C(\mathbb{C}([t_0 - \varepsilon, t_0 + \varepsilon]; L_b(E, F))))$ and for each $e \in E$ and $f' \in F'$, the function $t \mapsto F_{e,f'}(t) = \langle f', Q(t) e \rangle$, has a right derivative at $t_0$ (resp. left derivative at $t_0$, resp. derivative at $t_0$). Then the same also holds for the mapping $Q$ and its right derivative (resp. left derivative, resp. derivative) is the element in $L(E, F) = L(E, F^*_0)$ given by $e \mapsto (f' \mapsto (d^+ f'/dt)F_{e,f'}(t_0))$ (resp. by $e \mapsto (f' \mapsto (d^- f'/dt)F_{e,f'}(t_0))$, resp. by $e \mapsto (f' \mapsto (d/dt)F_{e,f'}(t_0))$).

**Proof.** (i) We prove the result only for the right derivative, the other two cases are analogous. Since, for each $f' \in F'$, the set $\{(t - t_0)^{-1}(F_{f'}(t) - F_{f'}(t_0))\mid t \in (t_0, t_0 + \varepsilon)\}$ is bounded in $\mathbb{C}$, the set $H = \{(t - t_0)^{-1}(F(t) - F(t_0))\mid t \in (t_0, t_0 + \varepsilon)\}$ is weakly bounded in $F$, hence bounded in $F$. As $F$ is reflexive, $H$ is equicontinuous in $L(F^*_0, \mathbb{C})$. By [28]
where the last integral exists because an equicontinuous subset of $L^p(F'_b, \mathbb{C})$. This shows that the mapping $f' \mapsto (d^+ / dt) F'_{t0}(t)$ (which is in $H_1$) is an element of $L^p(F'_b, \mathbb{C})$, i.e. it is a well defined element of $F$ which we denote by $(d^+ / dt) F(t0)$. Moreover, by the Banach-Steinhaus theorem [28, Theorem 4.5, p. 85], we have $(t - t_0)^{-1}(F(t) - F(t_0)) \to (d^+ / dt) F(t0)$ in $L^p(F'_b, \mathbb{C})$. As $F$ is Montel, so is $F'_b$. Hence the convergence holds in $L_0(F'_b, \mathbb{C}) = F$.

(ii) Again, we give the prove only for the right derivative, the other two cases are analogous. By (i), for each $e \in E$, the mapping $t \mapsto Q(t)e$, $[t_0, t_0 + \varepsilon] \to F$, has right derivative at $t_0$ which is the element of $L_0(F'_b, \mathbb{C}) = F$ given by $f' \mapsto (d^+ / dt) F_{e,f}(t0)$. This implies that the set $H = \{ e \mapsto (t - t_0)^{-1}(Q(t)e - Q(t_0)e)| t \in (t_0, t_0 + \varepsilon) \}$ is weakly bounded in $L(E, F)$ (for each $e \in E$, the set $\{ Q(t)e | t \in [t_0, t_0 + \varepsilon] \}$ is bounded in $F$ by the continuity of $Q$). Thus, $H$ is equicontinuous and if we take its closure $H_1$ in $F^E$ for the topology of simple convergence, [28, Theorem 4.3, p. 84] implies that $H_1$ is an equicontinuous subset of $L(E, F)$. Hence, the mapping $e \mapsto (f' \mapsto (d^+ / dt) F_{e,f}(t0))$ is well defined element of $L(E, F)$ which we denote by $(d^+ / dt) Q(t0)$. Moreover, the Banach-Steinhaus theorem [28, Theorem 4.5, p. 85] yields that

$$(t - t_0)^{-1}(Q(t) - Q(t_0)) \to (d^+ / dt) Q(t0) \text{ in } L^p(E, F).$$

Since $E$ is Montel, the convergence also holds in $L_0(E, F)$. \hfill \square

Our immediate goal is to prove the smoothness of $t \mapsto T(t)$ as an $L_0(S^\ast(\mathbb{R}^d), S^\ast(\mathbb{R}^d))$-valued mapping.

Lemma 7.14. For each $t \geq 0$, $T(t) \in L(S^\ast(\mathbb{R}^d), S^\ast(\mathbb{R}^d))$. Moreover, the mapping $t \mapsto T(t)$ belongs to $C^\infty([0, \infty); L_0(S^\ast(\mathbb{R}^d), S^\ast(\mathbb{R}^d)))$.

Proof. Observe that

$$\int_0^s \lambda \sin(t\lambda)(\overline{A} + \lambda^2 I)^{-1}d\lambda = \text{Id} \int_0^s \frac{\sin(t\lambda)}{\lambda}d\lambda - \int_0^s \frac{\sin(t\lambda)}{\lambda} \overline{A}(\overline{A} + \lambda^2 I)^{-1}d\lambda,$$

where the last integral exists because $\overline{A}$ is non-negative. Taking into account that the limit in (70) exists in $L_0(L^2(\mathbb{R}^d))$, we let $s \to \infty$ in the above equality and infer

$$T(t) = \text{Id} - \frac{2}{\pi} \lim_{s \to \infty} \int_0^s \frac{\sin(t\lambda)}{\lambda} \overline{A}(\overline{A} + \lambda^2 I)^{-1}d\lambda, \quad t > 0,$$

where the limit exists in $L_0(L^2(\mathbb{R}^d)))$. Observe that the equality also holds for $t = 0$. For each $t \in [0, \infty)$, we denote $Q(t) = \text{Id} - T(t) \in L(L^2(\mathbb{R}^d))$. By (27), for each $\varphi \in S^\ast(\mathbb{R}^d)$ we have $\overline{A}(\overline{A} + \lambda^2 I)^{-1}\varphi = \overline{b}^{(1)}_{\lambda^2} \varphi + S^{(1)}_{\lambda^2} \varphi$ (we take $k = 1$ since $z = 1/2$). Propositions 6.6 and 6.12 imply that for each $\varphi \in S^\ast(\mathbb{R}^d)$, the mapping $\lambda \mapsto (1 + \lambda^2)S^{(1)}_{\lambda^2} \varphi$, $\mathbb{R}_+ \to L^2(\mathbb{R}^d)$, is continuous and bounded. Hence $\lambda \mapsto \lambda^{-1} \sin(t\lambda)S^{(1)}_{\lambda^2} \varphi$, $\mathbb{R}_+ \to L^2(\mathbb{R}^d)$, is Bochner integrable. Similarly, Propositions 3.1, 6.6 and 6.12 imply that the mapping $\lambda \mapsto (1 + \lambda^2)\overline{b}^{(1)}_{\lambda^2} \varphi$, $\mathbb{R}_+ \to L^2(\mathbb{R}^d)$, is continuous and bounded and hence the mapping $\lambda \mapsto \lambda^{-1} \sin(t\lambda)\overline{b}^{(1)}_{\lambda^2} \varphi$, $\mathbb{R}_+ \to L^2(\mathbb{R}^d)$, is Bochner integrable. Thus, for each $t \in [0, \infty)$ and $\varphi \in S^\ast(\mathbb{R}^d)$,

$$Q(t) \varphi = \frac{2}{\pi} \int_0^\infty \frac{\sin(t\lambda)}{\lambda} \overline{b}^{(1)}_{\lambda^2} \varphi d\lambda + \frac{2}{\pi} \int_0^\infty \frac{\sin(t\lambda)}{\lambda} S^{(1)}_{\lambda^2} \varphi d\lambda = Q_1(t) \varphi + Q_2(t) \varphi.$$
Let us prove that for each $t \in [0, \infty)$ and $\varphi \in S^*(\mathbb{R}^d)$, $Q_1(t)\varphi \in S^*(\mathbb{R}^d)$. This is trivial for $t = 0$. For the moment, for $t > 0$, denote

$$\tilde{C}_t \overset{2}{=} \frac{2}{\pi} \int_0^\infty (\lambda(1 + \lambda^2))^{-1} |\sin(t\lambda)|d\lambda > 0.$$ 

Let $\varepsilon > 0$. Since $\{(1 + \lambda^2)(b_{\lambda^2}^{(1)})^w| \lambda > 0\}$ is equicontinuous in $\mathcal{L}(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d))$ (by Propositions \text{3.1} and \text{6.6}), the set $\{(1 + \lambda^2) \langle (b_{\lambda^2}^{(1)})^w| \lambda > 0\}$ is equicontinuous in $\mathcal{L}(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d))$. Hence there exists a neighbourhood of zero $W$ in $S^*(\mathbb{R}^d)$ such that $|\langle (1 + \lambda^2) \langle (b_{\lambda^2}^{(1)})^w| f, \varphi \rangle| \leq \varepsilon/\tilde{C}_t$ for all $f \in W$. Hence, for $v \in W \cap L^2(\mathbb{R}^d)$, by the properties of the Bochner integral, we have $|\langle v, Q_1(t)\varphi \rangle| \leq \varepsilon$. Thus $Q_1(t)\varphi$ is a continuous functional on $L^2(\mathbb{R}^d)$ when the latter is equipped with the topology induced by $S^*(\mathbb{R}^d)$. Hence $Q_1(t)\varphi$ is a continuous functional on $S^*(\mathbb{R}^d)$, i.e. $Q_1(t)\varphi \in S^*(\mathbb{R}^d)$. Similarly, $Q_2(t)\varphi \in S^*(\mathbb{R}^d)$. We claim that for each $f \in S^0(\mathbb{R}^d)$

$$\langle f, Q_1(t)\varphi \rangle = \frac{2}{\pi} \int_0^\infty \frac{\sin(t\lambda)}{\lambda} \langle f, (b_{\lambda^2}^{(1)})^w\varphi \rangle d\lambda \quad \text{and}$$

$$\langle f, Q_2(t)\varphi \rangle = \frac{2}{\pi} \int_0^\infty \frac{\sin(t\lambda)}{\lambda} \langle f, S_{\lambda^2}^{(1)}\varphi \rangle d\lambda.$$ 

These trivially hold for $f \in L^2(\mathbb{R}^d)$ (by the properties of the Bochner integral). The general case follows from the sequential denseness of $L^2(\mathbb{R}^d)$ in $S^*(\mathbb{R}^d)$ and the fact that the sets $\{(1 + \lambda^2)(b_{\lambda^2}^{(1)})^w| \lambda > 0\}$ and $\{(1 + \lambda^2)S_{\lambda^2}^{(1)}| \lambda > 0\}$ are equicontinuous in $\mathcal{L}(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d))$. Let $U$ be a neighbourhood of zero in $S^*(\mathbb{R}^d)$, which, by reflexivity, we can assume to be the polar $B^\infty$ of a convex circled closed bounded subset $B'$ of $S^*(\mathbb{R}^d)$. Since the set $\{(1 + \lambda^2) \langle (b_{\lambda^2}^{(1)})^w| \lambda > 0\}$ is equicontinuous in $\mathcal{L}(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d))$, we conclude that $\bigcup_{\lambda > 0}(1 + \lambda^2) \langle (b_{\lambda^2}^{(1)})^w\rangle(B')$ is bounded in $S^*(\mathbb{R}^d)$. Let $B$ be its closed convex circled hull. Then $V = (\tilde{C}_t B)^\circ$ (where $\tilde{C}_t$ is the constant defined above) is a neighbourhood of zero in $S^*(\mathbb{R}^d)$. By \text{(72)}, $Q_1(t)\varphi \in U$, for all $\varphi \in V$. Hence, for each $t \in [0, \infty)$, $\varphi \mapsto Q_1(t)\varphi$ is a continuous mapping from $S^*(\mathbb{R}^d)$ into itself. This trivially holds for $t = 0$, since $Q_1(0)\varphi = 0$, $\forall \varphi \in S^*(\mathbb{R}^d)$. Similarly, for each $t \in [0, \infty)$, $\varphi \mapsto Q_2(t)\varphi$ also belongs to $\mathcal{L}(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d))$. We conclude that $T(t) \in \mathcal{L}(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d))$, $t \geq 0$.

Let $t_0 \in [0, \infty)$, $B$ a bounded subset of $S^*(\mathbb{R}^d)$ and $V = B^\infty$ a neighbourhood of zero in $S^*(\mathbb{R}^d)$ (where $B'$ is convex circled closed bounded subset of $S^*(\mathbb{R}^d)$). Consider the neighbourhood of zero $M(B, V) = \{J \in \mathcal{L}(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d))| J(B) \subseteq V \}$ in $\mathcal{L}_b(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d))$. There exists $C' > 0$ such that $(1 + \lambda^2) \langle |f, (b_{\lambda^2}^{(1)})^w\varphi| \rangle \leq C'$, for all $f \in B'$, $\varphi \in B$ (as $\{(1 + \lambda^2)(b_{\lambda^2}^{(1)})^w| \lambda > 0\}$ is equicontinuous in $\mathcal{L}(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d))$). Thus, by \text{(72)},

$$\sup_{f \in B'} \sup_{\varphi \in B} |\langle f, Q_1(t)\varphi - Q_1(t_0)\varphi \rangle| \leq \frac{2C'}{\pi} \int_0^\infty \frac{|\sin(t\lambda) - \sin(t_0\lambda)|}{\lambda(1 + \lambda^2)} d\lambda.$$ 

Hence, there is $\varepsilon > 0$ such that $Q_1(t) - Q_1(t_0) \in M(B, V)$, for all $t \in [0, \infty) \cap (t_0 - \varepsilon, t_0 + \varepsilon)$. As $t_0$ is arbitrary, the mapping $t \mapsto Q_1(t)$ is in $C([0, \infty); \mathcal{L}_b(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d)))$. Analogously, one can prove the same thing for the mapping $t \mapsto Q_2(t)$. Thus, the mapping $t \mapsto T(t)$ is in $C([0, \infty); \mathcal{L}_b(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d)))$. As a direct consequence, we deduce that, for each $s > 0$, the set $\{T(t)\} t \in [0, s]$ is bounded in $\mathcal{L}_b(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d))$, consequently equicontinuous.
Since \(-A^{1/2}\) is the infinitesimal generator of the analytic semigroup \(T(t)\), we have
\[
(74) \quad (d/dt)T(t)\varphi = -A^{1/2}T(t)\varphi = -T(t)A^{1/2}\varphi, \quad t \geq 0, \quad \varphi \in S^*(\mathbb{R}^d).
\]
Moreover, the mapping \(t \mapsto (d/dt)T(t)\varphi = -T(t)A^{1/2}\varphi\) is continuous from \([0, \infty)\) into \(L^2(\mathbb{R}^d)\) and
\[
(75) \quad T(t)\varphi - T(t')\varphi = -\int_t^{t'} T(s)A^{1/2}\varphi ds = -\int_t^{t'} A^{1/2}T(s)\varphi ds.
\]
For each \(t \in [0, \infty)\), we denote by \(T_0(t)\) the mapping \(\varphi \mapsto -T(t)A^{1/2}\varphi\). As \(-A^{1/2} \in \mathcal{L}(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d))\) (cf. Theorem 6.1), \(T_0(t) \in \mathcal{L}(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d))\) and the mapping \(t \mapsto T_0(t)\) is in \(C([0, \infty); L_b(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d)))\) (as \(t \mapsto T(t)\) belongs to this space). Moreover, for each \(f \in S^*(\mathbb{R}^d)\), we have
\[
(76) \quad (f, T(t)\varphi - T(t')\varphi) = -\int_t^{t'} (f, T(s)A^{1/2}\varphi) ds.
\]
This trivially holds for \(f \in L^2(\mathbb{R}^d)\) by (75) and the properties of the Bochner integral. The general case follows since \(L^2(\mathbb{R}^d)\) is sequentially dense in \(S^*(\mathbb{R}^d)\) and, for each \(t > 0\), the set \(\{T(s)A^{1/2}\ | \ s \in [0, t]\}\) is equi-continuous in \(\mathcal{L}(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d))\). Since \(S^*(\mathbb{R}^d)\) is the strong dual of \(S^*(\mathbb{R}^d)\), the equicontinuity of this set together with (76) implies that for each fixed \(t_0 \in [0, \infty)\) and \(\varphi \in S^*(\mathbb{R}^d)\) the set
\[
H_{t_0, \varphi} = \{(t-t_0)^{-1}(T(t)\varphi - T(t_0)\varphi) \ | \ t \in [0, \infty) \cap ([t_0 - 1, t_0 + 1) \setminus \{t_0\})\}
\]
is bounded in \(S^*(\mathbb{R}^d)\). Thus \(H_{t_0, \varphi}\) is equicontinuous in \(\mathcal{L}(S^*(\mathbb{R}^d), \mathbb{C})\). Denoting by \(G_1\) the family of all finite subsets of \(L^2(\mathbb{R}^d)\), its union is total in \(S^*(\mathbb{R}^d)\) and (74) implies that \((t-t_0)^{-1}(T(t)\varphi - T(t_0)\varphi) \rightarrow T_0(t_0)\varphi\) in \(L_{G_1}(S^*(\mathbb{R}^d), \mathbb{C})\). Since \(H_{t_0, \varphi} \cup \{T_0(t_0)\varphi\}\) is equicontinuous in \(\mathcal{L}(S^*(\mathbb{R}^d), \mathbb{C})\), the Banach-Steinhaus theorem [28, Theorem 4.5, p. 85] implies that the convergence also holds in \(L_p(S^*(\mathbb{R}^d), \mathbb{C})\). As \(S^*(\mathbb{R}^d)\) is Montel, the convergence holds in \(\mathcal{L}(S^*(\mathbb{R}^d), \mathbb{C}) = S^*(\mathbb{R}^d)\). Since \(t_0 \in [0, \infty)\) is arbitrary, we can conclude that, for each \(\varphi \in S^*(\mathbb{R}^d)\), the mapping \(t \mapsto T(t)\varphi\) on \([0, \infty)\) is differentiable and \(T_0(t)\varphi\) is its derivative. Hence, we can apply Lemma 7.14 (ii) to deduce that the mapping \(t \mapsto T(t)\) is differentiable and \(T_0(t)\) is its derivative. As \(t \mapsto T_0(t) \in C([0, \infty); L_b(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d)))\), we conclude that \(t \mapsto T(t)\) belongs to \(C^1([0, \infty); L_b(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d)))\). But, as \(\partial_t T(t) = T_1(t) = -A^{1/2}T(t)\), \(t \mapsto T(t)\) is in fact a \(C^\infty\) mapping from \([0, \infty)\) to \(L_b(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d))\). 

Now, as \(T(t)\) solves (69) with \(\mathcal{K} = 0\), we have
\[
(77) \quad (u(t))^{\mathcal{K}} - T(t)\varphi = \int_0^t T(t-s)\mathcal{K}(-s)\varphi ds, \quad \varphi \in S^*(\mathbb{R}^d).
\]
By Theorem 7.11 and Lemma 7.14, for each \(t > 0\), the mapping \(s \mapsto T(t-s)\mathcal{K}(s)\) belongs to \(C^\infty([0, t]; L_b(S^*(\mathbb{R}^d), S^*(\mathbb{R}^d)))\). For \(t \in [0, \infty)\), \(f \in S^*(\mathbb{R}^d)\), define
\[
Q(t)f = \int_0^t T(t-s)\mathcal{K}(s)f ds \in L^2(\mathbb{R}^d).
\]
One easily verifies (by analogous techniques as those employed in the proof of Lemma 7.14) that \(Q(t)f \in S^*(\mathbb{R}^d)\) and
\[
(78) \quad \langle g, Q(t)f \rangle = \int_0^t \langle g, (T(t-s)\mathcal{K}(s))f \rangle ds, \quad g \in S^*(\mathbb{R}^d).
\]
Now, again by using analogous techniques as in the proof of Lemma 7.14, one verifies that \( f \mapsto Q(t)f \) belongs to \( \mathcal{L}(S^s(\mathbb{R}^d), S^r(\mathbb{R}^d)) \), for each \( t \in [0, \infty) \). As a consequence of (78) and the semigroup property of \( T(t) \), one can derive the continuity of \( t \mapsto Q(t), [0, \infty) \to \mathcal{L}_0(S^s(\mathbb{R}^d), S^r(\mathbb{R}^d)) \). This immediately implies that for each \( t > 0 \) the set \( \{Q(s) | s \in [0, t] \} \) is equicontinuous in \( \mathcal{L}(S^s(\mathbb{R}^d), S^r(\mathbb{R}^d)) \). Moreover, we have the following lemma.

**Lemma 7.15.** The mapping \( t \mapsto Q(t) \) belongs to \( C^\infty([0, \infty); \mathcal{L}_0(S^s(\mathbb{R}^d), S^r(\mathbb{R}^d))) \).

**Proof.** We prove that the derivative of \( Q(t) \) at \( t_0 \in [0, \infty) \) is the mapping

\[
f \mapsto Q_1(t_0)f = \int_0^{t_0} (\partial_t T)(t_0-s)\tilde{K}(s)f ds + T(0)\tilde{K}(t_0)f.
\]

By analogous techniques as for the mapping \( f \mapsto Q(t)f \), one verifies that, for \( f, g \in S^s(\mathbb{R}^d) \),

\[
\langle g, Q_1(t)f \rangle = \int_0^t \langle g, (\partial_t T)(t-s)\tilde{K}(s)f \rangle ds + \langle g, T(0)\tilde{K}(t)f \rangle.
\]

By employing (78) and (79) one easily verifies that, for fixed \( f, g \in S^s(\mathbb{R}^d) \),

\[
(t-t_0)^{-\frac{1}{2}} \langle g, Q(t)f - Q(t_0)f \rangle \to \langle g, Q_1(t_0)f \rangle \quad \text{as} \quad t \to t_0.
\]

Thus, by Lemma 7.13 (ii), \( t \mapsto Q(t) \) is differentiable at \( t_0 \) with \( Q_1(t_0) \) being its derivative. Since \( t_0 \) is arbitrary and \( t \mapsto Q_1(t_0) \) is continuous, we infer that \( t \mapsto Q(t) \) is a \( C^1 \) mapping. By induction, one verifies the claim in the lemma.

Observe that all claims of Theorem 7.12 with the exception of (71) follow from Theorem 7.11 Lemmas 7.14 and 7.15 and the equality (77). The estimate (71) follows from the definition of \( b \) together with (63), (68) for \( \alpha = 0 \), (61) and the first estimate in (v) of Theorem 6.1 particularised for \( \alpha = 0 \) and \( N = 1 \). With this, the proof of Theorem 7.12 is complete.
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