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Abstract. Shocks in granular media have been shown to develop instabilities. We address the role that early stages of shock development have on this type of instability. We look at the evolution of shock waves driven by a piston in a dilute system of smooth inelastic disks, using both discrete particle and continuum modelling. To mimic a realistic granular gas, viscoelastic collisions are approximated with an impact velocity threshold $u^*$ needed for inelastic collisions to occur. We show that behaviour of the shock evolution is dependent on the ratio of piston velocity to impact velocity threshold $u_p/u^*$, and the coefficient of restitution $\varepsilon$. For $u_p/u^*=2.0$, we recover shock evolution behaving similar to that observed in purely inelastic media. This is characterized by a short period where the shock front pulls towards the piston before attaining a developed structure. No pullback is seen for $u_p/u^*=1.0$. Results show the onset of instability for these stronger shocks during this evolving stage. These results suggest that the early stages of shock evolution play an important role in the shock instability.

INTRODUCTION

Experiments have shown that shocks in granular media can become unstable. For example, unstable formations have been observed in granular media dispersed by a shock wave [1, 2] and for blast waves through dilute granular flows [3]. Similar pattern formations can be seen when granular media is subjected to a vertically oscillating bed, both experimentally, and numerically [4, 5]. Such instabilities also develop in piston driven shock waves through a system of dilute inelastic disks (2D), with collisions of disks modeled deterministically [6] and via continuum modelling of Euler equations in granular media [7].

The evolution of shocks through such a medium are not well understood, and the role that the early stages have on instability is unknown. Previous investigations have looked at the unique one-dimensional structure and evolution of shock waves through granular media, although instabilities had not been identified [8, 9]. Such structures have been studied via the problem of piston driven shock waves, as sketched out in Figure 1(a). In such a structure, a piston causes a shock wave to traverse through a granular media, which causes the granular temperature to increase (region I). Due to the inelasticity and increased rate of the collisions within this excited region, the granular temperature decreases, and density increases within the ‘relaxing’ region (region II). Eventually, the density is high enough that the collisions subside, characterized as the ‘equilibrium’ region (region III). When all collisions are inelastic, the equilibrium region tends to zero granular temperature. Structures in granular media, characterized by viscoelastic collisions, reveal a similar structure, although kinetic energy is retained in the equilibrium region [10].

The evolution of such a structure has previously been investigated numerically by solving the one-dimensional Euler equations through granular media [9]. These studies investigate how the initial packing fraction of particles $\eta$ and the coefficient of restitution $\varepsilon$ affect the evolution. The authors also introduce an upper threshold in density whereby collisions return to being elastic, thus fixing the equilibrium state. A sketch of this evolution can be seen in Figure 1(b), which looks at the development of each region in an $x$ vs. $t$ plot in the piston frame of reference. The studies conclude two distinct stages during the development of the granular shock waves. The first stage is the evolving stage, whereby the media is initially compressed and relaxation begins. Eventually, the equilibrium region is formed and the developed structure seen in Figure 1(a) is obtained. The most interesting behaviour is observed during the evolving stage of the shock structure. Initially, a fast travelling shock wave is produced. In the presence of all collisions being inelastic, the relaxation slows down the shock front and even pulls back towards the piston. The reason for this pullback was not investigated. Eventually, as the equilibrium region is developed, the shock front re-accelerates and tends to the developed structure, attaining constant velocity.

The dynamics of this evolving stage are not well understood, and the role this stage has on the stability of the shock waves has not been investigated. Furthermore, this evolution through a system of particles undergoing viscoelastic collisions has not been explored. The goal of our present study is to clarify the role of this initial transient on the
instabilities observed in piston driven shock waves in granular media.

Our previous studies looked at the role viscoelastic collisions have on the stability of shock waves, in order to mimic a more realistic granular media [6, 7]. This is done by introducing an impact velocity threshold for which disks collide inelastically (a simple model for viscoelastic collisions [11]). This treatment yields the formation of high density non-uniformities and convective rolls within the structure for sufficiently strong shocks. This transition to unstable structures occurs when the driving piston velocity is greater than the impact threshold.

In the present paper we extend this work to look at the evolution of these shock waves, with inelastic collisions moderated by an impact threshold, thus allowing us to compare with the evolution observed in purely inelastic media, as well as the departure from such behaviour. This is done using both discrete particle and continuum modelling. To better understand the shock dynamics, the family of characteristics are reconstructed from the evolving shock structures.

This paper is organized as follows. First, we describe the model that is used to study the evolution and stability of shock waves through granular gases characterized by viscoelastic collisions. Secondly, we summarize the numerical methods we use for the molecular and continuum models. Specifics are outlined for the modifications made for the viscoelastic treatment. Finally, the evolution of the shock waves are presented, comparing results obtained using both models.

**FIGURE 1.** Sketches demonstrating structure and development of piston driven shock waves through granular media

**PROBLEM OVERVIEW**

The medium we investigate is a system of colliding hard disks (in 2D). Each binary collision is elastic, unless the impact velocity (normal relative velocity) exceeds a velocity threshold $u^*$, a simple treatment for viscoelastic media. If the collision is inelastic, the disks collide with a constant coefficient of restitution $\epsilon$.

The system we study is a classical shock propagation problem, whereby the motion of a suddenly accelerated piston driven into a thermalized medium drives a strong shock wave. The driving piston is initially at rest and suddenly acquires a constant velocity $u_p$. Our previous study concluded that the structure depends on the ratio $u_p/u^*$ and $\epsilon$ (for constant initial packing factor $\eta_1$) [10]. Therefore, we maintain $u^* = 10$ and $\eta_1 = 0.012$ throughout this investigation.

**NUMERICAL MODELS**

**Molecular dynamics model**

The molecular dynamics (MD) simulations are calculated using the Event Driven Molecular Dynamics technique by employing the implementation of Pöschel and Schwager [12], that we extended to treat a moving wall (piston). The disks were initialized with equal speed and random directions. The system was let to thermalize and attain Maxwell-Boltzmann statistics. Once thermalized, the piston started moving with constant speed.
The initial packing fraction of the disks was chosen to be $\eta_1 = (N\pi d^2)/4A = 0.012$, where $N\pi d^2/4$ is the specific volume (area) occupied by $N$ hard disks with diameter $d$, and domain area $A = L_x \times L_y$.

All velocities and distances are normalized by the initial root mean squared velocity $u_{rms}$ and the initial mean free path $\lambda_1$ of the media, respectively. Where the initial mean free path can be written as $\lambda_1 = 1/\sqrt{2\pi dg_2 N/A}$ and $g_2(\eta) = (1 - (7/16)\eta)((1 - \eta)^2)$ is the pair correlation function for a system of hard disks [13]. Thus fixing the time scaling by $\lambda_1/u_{rms}$. The initial domain size is $A = 172.9\lambda_1 \times 17.2\lambda_1$, occupied by $N=30,000$ hard disks.

One-dimensional distributions of macroscopic properties are obtained by coarse grain averaging strips parallel to the piston with a width of $\Delta x = 0.5\lambda_1$, as well as ensemble averaging over 25 simulations.

**Continuum model**

In the continuum model, we consider a two-dimensional granular gas, by modelling a system of smooth inelastic disks. For such a system, the Euler hydrodynamic equations for mass, momentum and energy take the form:

\[
\begin{aligned}
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \vec{u}) &= 0 \\
\frac{\partial \rho \vec{u}}{\partial t} + \nabla \cdot (\rho \vec{u} \vec{u}) &= -\nabla p \\
\frac{\partial E}{\partial t} + \nabla \cdot (\vec{u}(E + p)) &= \zeta
\end{aligned}
\]  

(1)

where $E = \rho T + \frac{1}{2}\rho \vec{u} \cdot \vec{u}$ is the total energy density, in terms of density $\rho$, granular temperature $T$ and velocity $\vec{u}$. For granular systems, the hydrostatic pressure $p$ can be approximated as [14]:

\[
p = \rho e [1 + (1 + \varepsilon) \eta g_2(\eta)]
\]

(2)

where $e = T$ is the internal energy in 2D. Note that the equation of state given by Eq. (2) implicitly assumes that all collisions are inelastic. Since the non-activated collisions are elastic, Eq. (2) will underpredict the pressure, notably in the early stages of shock evolution, and in the equilibrated region. These discrepancies are discussed below.

The cooling coefficient $\zeta$ for constant $\varepsilon$ may be written as [14]:

\[
\zeta = -\frac{4}{d\sqrt{\pi}} (1 - \varepsilon^2) \rho T^{3/2} \eta g_2(\eta)
\]

(3)

In our viscoelastic model, inelastic collisions occur for a fraction of collisions, making the cooling rate from (3) invalid. Therefore, a modification to the cooling rate is needed to solely account for the energy losses attributed to inelastic collisions. These modifications are done using traditional kinetic theory methods looking at binary collisions, yielding [7]:

\[
\zeta^* = -\frac{4}{d\sqrt{\pi}} (1 - \varepsilon^2) \rho T^{3/2} \eta g_2(\eta) \exp \left\{ \frac{1}{2} \frac{u_{rms}^2}{u_{\text{rms}}^2} \right\} \left( 1 + \frac{1}{2} \frac{u_{rms}^2}{u_{\text{rms}}^2} \right)
\]

(4)

The software package MG was used to solve the governing equations of the described system, courtesy of Sam Falle (University of Leeds). The MG package utilizes a second order Godunov solver with adaptive mesh refinement. The hydrodynamics of the granular gas are solved by investigating the flow in the piston frame of reference. A reflective wall boundary was implemented on the left (piston face) with flow travelling towards the wall at constant velocity $u_p$. The upper and lower boundaries have reflective wall boundary conditions, and the right boundary has free boundary conditions. In order to compare with the MD results a domain height of $17.2\lambda_1$ was used. A resolution of $\Delta x = d \approx 0.038\lambda_1$ was used for the one-dimensional results, and $\Delta x = \Delta y = 0.343\lambda_1$ for two-dimensional results.

In order to investigate the unstable shock structure for the two-dimensional modelling, the initial and incoming flow density were perturbed. Random density perturbations with variance of 10% were applied in cells with area $0.5A \times 0.5A$ (approximately 40 cells high in the current domain). This level of perturbation is comparable with the thermal noise at these scales, and the dimensions are found to be sufficient enough to avoid the frequency of instability of being an artifact of the cell size.
Details for characteristics

To investigate the dynamics of the shock waves, the family of characteristics were constructed. The particles paths \( \mathbf{P} \), forward \( \mathbf{C}^+ \) and backward \( \mathbf{C}^- \) running characteristics on an \( x \) vs. \( t \) plane are given by:

\[
P: \frac{dx_p}{dt} = u \quad \mathbf{C}^+: \frac{dx_+}{dt} = u + c \quad \mathbf{C}^-: \frac{dx_-}{dt} = u - c
\]

(5)

where \( u \) is the local particle velocity normal to the piston and \( c \) is the local speed of sound, at a given time. They represent the trajectories of fluid particles, right running pressure waves and left running pressure waves, respectively [15]. The scaled speed of sound for such a media is approximated for an elastic system of disks, taken as [16]:

\[
\frac{c}{u_{rms}} = \sqrt{\frac{T}{T_1}(1 + (1 - \eta)^{-2} + 2\eta(1 - \eta)^{-1})}
\]

(6)

The local packing factor is taken from the density jump, \( \eta = \frac{\rho_2}{\rho_1} \).

The trajectories of the characteristics were obtained numerically by integrating (5). The \( \mathbf{C}^+ \) characteristics are initiated from the piston face at specified intervals in time, while \( \mathbf{C}^- \) characteristics are initiated from the shock front at similar time intervals. The particle paths are initialized at specified locations away from the initial piston position, denoted as \( \xi = x(t = 0) \) for each particle path.

RESULTS AND DISCUSSION

First we investigate the evolution of a strong shock, which has been shown to develop instabilities and whose structure behaves similar to purely inelastic granular gases. Figures 2(a) and (b) show the evolution of temperature obtained for the MD and continuum models, respectively, for \( \frac{u_p}{u^*} = 2.0 \) and \( \varepsilon = 0.95 \). The evolution is shown in the piston frame of reference, with selected particle paths, \( \mathbf{C}^+ \) characteristics extending from the piston, and \( \mathbf{C}^- \) from the shock front. As expected, the \( \mathbf{C}^+ \) characteristics collapse along the shock front. Since the continuum solution does not account for any viscosity, the shock front is a sharp jump in temperature, taken along the collapsed characteristics. This differs from the MD results where the temperature distribution is smeared on the shock front.

Initially, the solutions have a strong jump in temperature, generated by a faster shock wave. The shocks decelerate, eventually pulling back towards the piston, thus recovering what is observed for purely inelastic media [9]. The shock
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FIGURE 2. Evolution of temperature distribution on an \( x \) vs. \( t \) plane, in the piston frame of reference, comparing MD (left) and continuum (right) models for \( u_p = 20 \), \( u^* = 10 \) and \( \varepsilon = 0.95 \). Also shown are select particle paths (white), forward (black) and backward (blue) running characteristics.
Evolution of density (MD)
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**FIGURE 3.** Evolution of density and pressure on an $x$ vs. $t$ plane, in the piston frame of reference, from MD model, for $u_p = 20$, $u^* = 10$ and $\varepsilon = 0.95$. Also shown are select particle paths (white), forward (black) and backward (blue) running characteristics.

**FIGURE 4.** Comparison of the evolution of shock morphology from MD (top) and continuum (bottom) models for $u_p = 20$, $u^* = 10$ and $\varepsilon = 0.95$. The MD solution shows the position of each particle, while the continuum solution shows the distribution of density ratio $\rho / \rho_1$.

then accelerates and tends to the developed structure. The shock obtained from the continuum model does not extend as far ahead of the piston, which may be due to the under-approximation of pressure discussed earlier. Since the evolutions are similar for both models, we will henceforth look at the evolutions obtained via MD.

To further investigate the stages of the evolution, including the pullback phenomenon, we look at the interaction of the characteristics with the evolution of temperature, density and pressure. The evolutions of density and pressure are shown in Figure 3, along with select particle paths, $C^+$ and $C^-$ characteristics.

The first stages in the evolution are related to the decay of shock front. This can be seen by the $C^+$ waves traversing...
through particle paths that are undergoing a strong temperature decay, which is causing the shock to slow down. When the shock stops and begins pulling towards the piston, a $C^-$ wave extends to the piston. At the point where this characteristic meets the piston, the equilibrium zone begins. This is seen by the high density, low temperature region, beginning at $t \approx 2$. Once $C^+$ waves extend from this equilibrium zone, and meet the shock front, the pullback ends and the shock begins extending from this piston. As the equilibrium zone develops, and $C^+$ characteristics meet the front, a constant front velocity is attained.

Figure 4 contains snapshots of the evolution of shock morphology for this case, generated from both models. Initially, there are no instabilities visible in both solutions, with a planar shock extending away from the piston. This is seen at $t = 0.3$, and up to $t = 1.5$, which is the point where the shock front stops propagating ahead of the piston. For later times, high density non-homogeneities appear at the piston face. This is seen at $t = 2.7$, confirming that these instabilities occur between $t = 1.5$ and $t = 2.7$. Comparing with the evolution of pressure, this range in time is when the early particle paths undergo a re-pressurization event on route to attaining an equilibrium state. Interestingly, this re-pressurization coincides with the time that rear running pressure waves from the pulling back shock front meet the piston, suggesting a possible relationship between these gas dynamic events and the ensuing instability. Once the shock evolution enters to the developed stage, the clusters begin growing from the piston, as demonstrated by the snapshot at $t = 3.9$.

Evolution for varying $u_p/u^*$

The example shown above is for strong shocks which have been shown to become unstable. Previous results have shown that for decreasing $u_p$ the shocks become stable in the MD simulations for $u_p/u^* \lesssim 1$. In this section we investigate how decreasing $u_p$ affects the evolution of the shock waves, which may have direct bearing on the stability’s dependence on $u_p/u^*$.

Figure 5 compares the temperature and pressure evolutions obtained from the MD models for $u_p/u^* = 2.0, 1.5, and 1.0$, with $\varepsilon = 0.95$. Figure 5(a) shows results for $u_p/u^* = 1.0$, which shows no pullback. Instead, the strong initial shock wave is followed by a gradual decay of the shock velocity. In this case, the early particle paths do not experience a re-pressurization along the piston face. Increasing $u_p/u^*$, seen in Figure 5(b) for $u_p/u^* = 1.5$, there is a stall in the shock front from the increasing rate of decay. For this case there is also a re-pressurization event, similar to that seen
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**FIGURE 5.** Comparison of the shock evolution for temperature (top) and pressure (bottom) obtained from MD for varying $u_p/u^*$, with $u^* = 10$, $\varepsilon = 0.95$ and $\eta_1 = 0.012$. Selected particle paths (white) and forward running characteristics (black) are shown, where $\xi = x(t = 0)$.
for \( u_p/u^* = 2.0 \) (Figure 5(c)), which generates pullback. These results suggest that the rate of decay directly influences this pullback and re-pressurization, in conjunction with rate of communication from the family of characteristics.

We take a Lagrangian approach to quantify the rate of decay, tracking the decay of particles once they are shocked. The evolutions in Figure 5 shows selected particle paths, that originate from \( \xi = x(t = 0) \). Once shocked, these paths tend to the piston velocity (parallel to the \( y \)-axis). By tracking the temperature along each of these particle paths once they cross the shock front, we are able to observe how the decay varies for each element. This is done by fitting the shocked temperature evolution to an exponential decay, \( T/T_1 = A\exp[-t/\tau_R] + B \), where \( \tau_R \) is the relaxation time constant.

Figure 6 shows the time constants obtained for varying \( u_p/u^* \) with \( \varepsilon = 0.95 \). Results show that \( \tau_R \) decreases with increasing \( u_p/u^* \), increasing the rate of relaxation and decaying faster once shocked. The higher relaxation rate for the continuum model at early times explains why the shock does not extend as far ahead of the piston, initially slowing the shock front at a faster rate. Eventually, \( \tau_R \) tends to a constant for each \( u_p/u^* \), corresponding to the particle paths crossing the shock front during the developed stage. Note that later discrepancies in the MD model may be due to the finite domain length, since particle paths are restricted from fully entering the equilibrium region. These results show timescales comparable to the time it takes for equilibrium zone to be communicated to the shock front via \( C^+ \) waves.

**Evolution for varying \( \varepsilon \)**

We investigate how the shock evolution varies with \( \varepsilon \), while maintaining \( u_p/u^* = 2.0 \). Figure 7(a) shows the shock front evolution for \( \varepsilon = 0.95, 0.90, \) and \( 0.80 \), obtained from both models. From these figures, we see that decreasing \( \varepsilon \) generates a more rapid decay of the shock front. This is shown by the shock pulling towards the piston after a shorter time. These shocks are also closer to the piston, representing a more tightly packed relaxing region. Although shocks develop faster with decreasing \( \varepsilon \), all shocks tend to the same developed velocity.

As shown previously for \( \varepsilon = 0.95 \), the shocks from the continuum model do not extend as far ahead of the piston as the MD solution, which is now seen for all values of \( \varepsilon \).

The values of \( \tau_R \) are obtained for varying \( \varepsilon \), with the results shown in Figure 7(b). As expected, \( \tau_R \) decreases with decreasing \( \varepsilon \), representing a more rapid decay. The initial values of \( \tau_R \) are lower for the continuum model, agreeing with the pullback occurring sooner for this model. For decreasing \( \varepsilon \), discrepancies between the two models are more evident. This may be due to a combination of the equation of state that was used in the continuum model, and an increasing role that viscosity has for decreasing \( \varepsilon \), with our continuum model unable to capture that.

**CONCLUSION**

In this study, we investigate the role that an activation threshold for inelastic collisions has on the evolution of piston driven shock waves through a granular gas. This is done at the discrete and continuum levels. The evolution is found to be dependent on the coefficient of restitution \( \varepsilon \) and on the ratio of piston velocity to impact velocity threshold \( u_p/u^* \). For weaker piston velocities, where fewer collisions are activated, the evolution differs from that seen in purely
inelastic media. For stronger shocks, the behaviour is similar to that seen in purely inelastic media. This is characterized by a short period where the shock front pulls back towards the piston. The onset of instability at the piston face is seen to occur at approximately the same time that the pullback is communicated to the piston via backwards running pressure waves. These results may shed light on the role early stages of development play on the stability of shock waves through granular media, which have been observed experimentally.
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