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ABSTRACT

Extracting key system parameters and their impact on state transition is a necessity for knowledge and data engineering. In Decision Support Systems, the quest for yet more efficient and faster methods of sensitivity analysis (SA) and feature extraction in complex and volatile systems persists. A new improved event tracking methodology, the fastTracker, for real-time SA in large scale complex systems is proposed in this paper. The main feature of fastTracker is its high-frequency analytics using meager computational cost. It is suitable for data processing and prioritization in embedded systems, Internet of Things (IoT), distributed computing (e.g. Edge computing) applications. The presented algorithm’s underpinning rationale is event driven; its objective is to correctly and succinctly quantify the sensitivity of observable changes in the system (output) with respect to the input variables. To demonstrate the performance of the proposed fastTracker methodology, fastTracker was deployed in the Supervisory control and data acquisition (SCADA) system from real cement industry. fastTracker has been verified by system experts in real industrial application. Its performance was compared with other real-time event-based SA techniques. The comparison revealed savings of 98.8% in processing time per sensitivity index and 20% in memory usage when compared with EventTracker, its closest rival. The proposed methodology is more accurate and 80.9% faster than an entropy-based method. Its application is recommended for reinforced learning and/or formulating system key performance indicators from raw data.

INDEX TERMS

Event Tracking, sensitivity analysis (SA), discrete event systems, input variable selection, real-time systems, distributed computing.

NOMENCLATURE

| Term | Description |
|------|-------------|
| AS   | Analysis Span. |
| B    | Batch. |
| CT   | Cut off threshold. |
| ET   | Event Threshold. |
| nSI  | normalized Sensitivity Index. |
| SI   | Sensitivity Index. |
| TT   | Trigger Threshold. |
| DAS  | Dynamic Analysis Span. |
| ED   | Event Data. |
| EMA  | Exponential Moving Average. |
| FAS  | Fixed Analysis Span. |
| GSA  | Global Sensitivity Analysis. |
| IoT  | Internet of Things. |
| LSA  | Local Sensitivity Analysis. |
| MI   | Mutual Information. |
| NMIFS| Normalized Mutual Information Feature Selection. |
| SA   | Sensitivity Analysis. |
| SCADA| Supervisory Control and Data Acquisition. |
| TD   | Trigger Data. |
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I. INTRODUCTION

The principal challenge of maintaining and continuously improving the efficiency and productivity of industrial processes is assembling the right knowledge as the material and machine evolve during the production life cycle. By establishing the appropriate methods and techniques of data acquisition, time factors and interrelationship between observable system parameters, the emergent intelligence helps to minimize material and energy consumption. The reinforced intelligence allows for increased quality and productivity of industrial products and processes (optimization problem). One big obstacle to optimization problems is the complexity of the majority of the systems or in other words capturing and interpreting the covariations between system parameters. A large amount of input variables (dimensionality) or high sampling rates need appropriate algorithms requiring a lot of computational resources within short periods of time (responsive systems).

In order to monitor, control or optimize complex systems more effectively, it is necessary to minimize the heavy data processing by reducing the number of variables and selecting the most relevant ones to the system’s output. Insight about the input variables and how they impact the general performance of the process requires domain knowledge of experts with its own practical and economical limitations. However, to accurately determine the relationships between variables in real-world applications is not an easy task. Sensitivity Analysis (SA) allows technicians to focus on the most significant variables, or in other words, variables that held the most information regarding the behavior of the system’s output. Regardless of the goal, SA takes advantage of the heuristic known as the “sparsity of factors”, which states that only a small fraction of components in a system has a meaningful impact on a specific system output. In these conditions, industrial application of highly fractionated designs becomes a cost-effective option.

SA-based methodologies address a number of broad system analysis and modelling goals: 1) causalities and the effects of various processes, theories, factors, scales, and their combinations and interactions on a system; 2) dimensionality reduction; 3) data worth evaluating to determine which processes, parameters, and scales dominantly influence a system; and 4) assess the sensitivity index of an expected outcome to decision support. A common and settled separation of SA methods arises from the local or global analysis of the problem space. Local Sensitivity Analysis (LSA) is evaluated around a nominal point in the problem space. LSA is simple and intuitive but its use has been critiqued for offering merely a confined picture of the problem space.

In the modern era of SA, the focus has been on a concept known as Global Sensitivity Analysis (GSA), as it tries to give a “global” picture of how the various components interact throughout the entire problem space to influence some function of the system output. Some of the shortcomings in existing SA methods are related to lack of robustness when facing non-linear or heteroscedastic data, dependence on systems equations, reliance on historical data and complexity in algorithm’s implementation. The computational burden of modern SA algorithms has been a key impediment to their applicability to real-world issues. Because they demand a high sample size, many of the available SA approaches have remained underutilized in many disciplines. Through the study of complex industries, like manufacturing, automotive and aerospace industries, it is clear that the process of validation of SA models in real-time is expensive and a lot time-consuming.

Therefore, the industry needs an automated method working in real time that suits the data acquisition and simultaneously the data analysis in a raw state. Unaware casual relationship modelling methods, like EventTracker and EventiC attempt to address this problem by simplifying the SA process in a way that is both accurate and efficient, using an event-based sensitivity approach. The ease and speed with which EventTracker and EventiC take all accessible data from the system domain, convert and process the necessary information in near real time, distinguishes them from other automated sensitivity analyses. Besides, these strategies are unbiased because they don’t rely on any prejudgment of data relevance, which is typically a characteristic of expert influence. However, both algorithms have a drawback in the normalization process of the sensitivity indices that can be misleading when ranking the relevance (by the sensitivity index) of the input variables. Their analysis span also limits the algorithms’ output (sensitivity index) in terms of fast responsiveness and efficiency.

This paper proposes a new real-time sensitivity analysis methodology for complex industrial systems, the fastTracker. The main goal of fastTracker is to be an efficient tool that follows the process behavior’s changes and correctly quantifies the sensitivity indices between input variables and the target of the system. fastTracker is based on EventTracker, where the following contributions were performed in order to be faster and more resource-efficient compared to EventTracker:

- A new normalization process to provide a faster and more efficient normalized sensitivity index that better represents the cause-effect relationships between each input variable and the system target. The normalization process presented in EventTracker doesn’t properly isolate the input-target correlation at each moment of the system analysis, requiring the determination of all input-target correlations before being executed (inefficient use of memory).

- A real-time analysis span is proposed in order to have a SA index following each data acquisition. EventTracker considers a fixed analysis span, which means that the machine/expert has to wait for the entire analysis span in order to have a SA index (close to real-time rather than real-time). fastTracker proposes a dynamic analysis span that allows a responsive...
SA procedure, generating outputs (index) when new data arrives.
• A faster and computationally cheaper algorithm is presented, deployed and tested in live industrial Supervisory control and data acquisition (SCADA) and IoT platforms. Although EventTracker is already fast and cheap when compared to other SA-based algorithms, fastTracker is faster 98.8% and uses less than 20% of memory when compared with EventTracker, and 80.9% faster than the competitor Mutual Information method.

To demonstrate the performance of the proposed fastTracker methodology, real data from cement industry is used for benchmarking purposes. Cement factories are complex systems with multiple objective functions, multivariable, and non-linear processes. The production has several sub-operations with a huge impact on the environment, energy consumption, and raw material usage. fastTracker was deployed in the SCADA system of the plants, its performance was then compared with EventTracker [10] and an entropy-based algorithm [11], same data same flow rate.

The remainder of this paper is organized as follows. In Section II existing SA approaches are discussed, followed by Section III that describes the proposed methodology and its implementation. In Section IV the performance of the proposed methodology is analyzed vis-à-vis an actual industrial case study. The algorithms performance is then compared with an entropy-based algorithm in the same section. The final section contains the conclusions and future work.

II. RELATED WORK
To build an overview of the existing relevant body of knowledge in the subject area, the authors suggest and appraise a number of SA methods such as regression-based, derivative-based, distribution-based, variogram-based, heuristic-based, and unaware causal relationship modelling methods.

A. REGRESSION-BASED APPROACH
Traditionally, regression-based methods infer sensitivity information from coefficients of a generally linear regression model fitted to a sample of model response surface points [5]. Each term in the regression model might have a separate linear or nonlinear basis function. From an LSA point of view, these methods have proven beneficial for dimensionality reduction via orthogonal decompositions from parameter samples [12] or locally approximated sensitivity matrices [13]. From a GSA perspective, these methods have been chastised for their excessive reliance on previous assumptions about model response form and the fact that if the fit quality is inadequate, the sensitivity estimates are unreliable. Regression analysis has several potential downsides, including a lack of robustness if crucial regression assumptions are not met, the necessity to assume a functional form for the relationship between output and selected inputs, and potential ambiguities in interpretation [14].

B. DERIVATIVE-BASED APPROACH
Derivative-based approaches are a straightforward extension of LSA, in which local sensitivity measurements are performed by computing derivatives analytically or numerically at many different base points over factor space and then averaged to offer a global sensitivity assessment [5]. Methods such as Neumann expansion [15] and perturbation [16] methods can help to extract these coefficients by approximating differential equations. Green’s function is another example, which minimizes the number of differential equations for solving the SA and replaces them with integrals that can be easily calculated [17]. However, complex and nonlinear relationships between system variables cannot always be guaranteed to exist [9]. Besides, when using analytical methods that require access to the governing model equations, it may be computational impractical and sometimes impossible [17].

C. DISTRIBUTION-BASED APPROACH
Distribution-based approaches follow a different concept, focusing on the output’s distributional characteristics [5]. The assessment of output variance is the most popular distribution-based method. The variance-based SA was initially conceptualized in terms of non-linear dependence [18], then in terms of Fourier analysis [19], and Ilya Sobol set out the entire variance-based SA framework [20]. These methods are applicable independently of the characteristics of the input-output response function (e.g. linear or non-linear); they can be used for both input ranking and screening; and they are easy to implement and interpret. One of the most significant drawbacks of variance-based sensitivity indices is that they implicitly presume that output variance is a realistic measure of output uncertainty, which is not necessarily the case. Using variance as a proxy for uncertainty may produce contradicting conclusions, for example, if the output distribution is multi-modal or strongly skewed [21].

Other distribution-based approaches are “moment-independent”, in that they quantify the difference between the unconditional and conditional distributions of the output while one or more inputs are fixed [5]. These methods are also referred to as “density-based” methods based on the Probability Density Function (PDF). For example, the method of Borgonovo [22] looks at the influence of input uncertainty on the entire output distribution without reference to a specific moment of the output. Entropy-based SA also belongs to the category of density-based SA, where uncertainty is characterized by examining the entire distribution of model outputs, not just its variance. The use of entropy instead of variance is usually justified by the need to analyze the output random variable with heavy-tail or outliers [23]. However, density-based indices are more difficult to implement than variance-based ones, owing to the fact that their computation demands the understanding of a large number of conditional PDFs [21].
D. VARIOGRAM-BASED APPROACH

Variogram-based methods are based on the notion of variograms and have recently arisen, bridging the derivative and distribution-based methods [24]. This approach is based on the fact that model outputs are not necessarily randomly distributed, and they, like their partial derivatives, have a spatially-ordered (covariance) structure in the input space. Anisotropic variograms can characterize this structure by quantifying the variance of change in the output as a function of perturbation size in individual inputs.

The Variogram Analysis of Response Surfaces (VARS) [25] deploys a multi-method approach that enables simultaneous generation of a range of sensitivity indices, including ones based on derivative, variance, and variogram concepts, from a single sample. However, this is still a very recent method and there is little evidence of its deployment and usefulness in practice [26].

E. HEURISTIC-BASED APPROACH

Heuristic techniques are capable of data-filtering and SA through measuring the true impact of each system input on each output. Heuristic methods are typically used when actual knowledge of the system is not based on empirical studies protocols and normally rely on system experts engineering or modelling, knowledge, experience, and intervention [9]. Fuzzy inference models (FIM) are an example of heuristic-based methods. However, expert knowledge has a direct impact on determining the fuzzy inference rules that maximize the manufacturing process’s key performance indicators [27]. In order to reduce the dependency on domain expert intervention, automatic artificial intelligence (AI) based learning methods have also been used to infer FIM [28], [29]. The relevant AI approaches analyze the pattern of acquired data and produce the information required for measurement or optimization.

The effectiveness of heuristic methods in tackling complicated data modelling and control systems has been thoroughly documented in both industry and literature. Nonetheless, heuristic methods are strongly problem-dependent, which means they depend on objective function, equality and inequality constraints considered in the problem [30].

F. UNAWARE CAUSAL RELATIONSHIP MODELLING METHODS

Event-based sensitivity analysis approach [31] is another method for input variable selection for time-constrained applications. The purpose is to identify the inputs that have a true impact on a given output by mapping the cause-effect relationship between system parameters (input-output). Two methods capable of delineating those relationships are EventTracker [10], and EventiC [9]. Both techniques are based on the principle that any observable input has an effect on the system output unless proven otherwise.

In [10] a fast algorithm is proposed that is able to give reliable linear and non-linear local cause-effect relationships between multiple input variables and one output variable, the EventTracker algorithm. EventTracker is proposed to be used to select a set of variables of interest in problems where there are abrupt, unexpected, and difficult to predict changes. For the purposes of sensitivity analysis, this method can create a discrete event framework in which events are loosely associated with their triggers (i.e., cause). An improvement of EventTracker is proposed in [9], the EventiC, that reveals the correlations between multiple input and multiple outputs, allowing data analysts to see the connections between groupings of input and output right away. The key benefit of adopting this unaware causal relationship modelling approach over other SA methods is that it intends to grasp and interpret system state change in the shortest amount of time with the least amount of computational overhead [31], making it affordable and suitable for industrial monitoring and control applications.

Through the study of complex industries, like manufacturing, automotive and aerospace industries, it is clear that the process of validation of SA models in real-time is expensive, time-consuming and challenging [9]. The primary motivation of this research study is to propose an improved Event Modelling technique (i.e. EventTracker [10] and EventiC [9]) to overcome the challenges and improve the shortcomings of the existing SA models. The industry needs an automated method working in real-time that suits the data acquisition and analysis in a raw state. Unaware causal relationship modelling methods, like EventTracker and EventiC, attempt to address this problem by simplifying the SA process in a way that is both accurate and efficient, using an event-based sensitivity approach, fastTracker is an improvement on the two methods.

III. PROPOSED EVENT TRACKING METHODOLOGY

In order to reach a fast and reliable methodology to identify the local cause-effect relationships between multiple input variables and a target variable/indicator for complex systems characterized by a high amount of input variables (the curse of dimensionality) or very high sampling rates, this section presents the proposed event tracking methodology whose main feature is being very low computational cost and with fast event tracking within short periods of time.

The proposed event tracking methodology is an improvement of the methodologies EventTracker [10] and EventiC [9]. Although EventTracker and EventiC are fastest and less computationally heavy than similar sensitivity analysis methods (like Entropy-based Sensitivity Analysis) [10], the algorithms present limitations to work in real-time and online executions within short periods of time, mainly by their dependence on the fixed analysis span to give a final value of normalized Sensitivity Index (nSI). The biggest problem of a fixed analysis period is the lack of prompt answers to new trigger/event values. With the formulation of the algorithms present in [9], [10], the expert (human or machine) has to
wait until the end of each analysis span in order to have one nSI value per input variable, which means there is no way of interpreting the system within each analysis span. Besides this disadvantage, the normalization process of the algorithm is not well suited for a cause-effect relationship between input and output variables, once the nSI value is affected by other variables’ sensitivity indices during the normalization method. Taking into account the above mentioned limitations with the EventTracker and EventiC formulations, this section presents the proposed solution to adapt these algorithms to an online, fast and efficient sensitivity analysis methodology, capable of providing real-time normalized Sensitivity Index values to the system analyst.

A brief formulation of the original EventTracker algorithm is presented in Section III-A. The normalization problem is assessed in Section III-B, where the new formulation ensures that nSI values of one variable are not influenced by other variables’ sensitivity indices. A real time analysis span is proposed in Section III-C, using a pop and push formulation to determine Sensitivity Index, SI, values. Lastly, the algorithm’s efficiency is improved using a proposed exponential moving average window, as shown in Section III-D.

### A. EVENTTRACKER FORMULATION

EventTracker [10] employs pair-wise event coincidence analysis. Its approach is based on an event-based SA technique that links input data to target variables in a discrete event system, where the state of the system changes when the input variables and consequently the outputs of the system change. The system’s state transitions are referred to as events. Trigger Data (TD) refers to any input variable whose value causes an event to be registered. Event Data (ED) represents the state of a system at a specific point in time.

The EventTracker algorithm is built around four functional parameters that are set by a domain expert, 1) search slot, 2) analysis span, 3) event threshold, and 4) trigger threshold:

- **Search slot** can be described as the scan rate, being a set period of time during which TD and ED batches, B, are captured.
- **Analysis span**, AS, is the time span within which a period of sensitivity analysis occurs. An analysis span is comprised of a number of consecutive batches of data. At the end of an AS, the several TD and ED batches within that analysis span will be used to determine the normalized sensitivity index, nSI, of the cause-effect relationship between the input variable and the output (target) of the system.
- **Event Threshold**, ET, and **Trigger Threshold**, TT, are two scalar values that determine whether a variable represents a real change in the system state or not, by comparing two consecutive batches for the same variable.

In brief, the methodology follows four steps, depicted in Fig. 1:

**Step 1.** Two consecutive batches, \( B_{t-1} \) and \( B_t \), of trigger data (inputs) and event data (output) are first analyzed for trigger-event detection, where \( t \) is the instant of time.

**Step 2.** A inputs/target coincidence matrix is produced for one analysis span. Demonstrative values.

The batch \( B_t \) contains one observation per input variable \( X^j_{B_t} \), where \( j = 1, \ldots, m \) and \( X_{B_t} = [X^1_{B_t}, \ldots, X^m_{B_t}] \), and output (target) variable \( Y_{B_t} \) for the instant of time \( t \). Trigger and event thresholds are used to spot the presence or absence of triggers and events by:

\[
\text{if } \left| X^j_{B_t} - X^j_{B_{t-1}} \right| \geq TT^j \rightarrow X^j_{B_t} = \text{Trigger},
\]

\[
\text{if } \left| Y_{B_t} - Y_{B_{t-1}} \right| \geq ET \rightarrow Y_{B_t} = \text{Event},
\]

where \( X^j_{B_{t-1}} \) and \( X^j_{B_t} \) are the values of the input variable \( X^j \) in the batches \( t-1 \) and \( t \), respectively, and \( Y_{B_t} \) is the value of the output (target) variable in the batch \( t \). For a given variable (input or the target), if the values of two consecutive batches are superior to its threshold, it is considered a trigger or an event at that instant of time, respectively.

**Step 2.** A inputs/target coincidence matrix is produced (see Fig. 1) based on the simultaneous existence or nonexistence of a change in each batch. Score +1 is given if there are or there aren’t coexistent changes in both trigger and event data, i.e.,

\[
\text{if } \left( X^j_{B_t} = \text{Trigger} \land Y_{B_t} = \text{Event} \right) \lor \left( X^j_{B_t} \neq \text{Trigger} \land Y_{B_t} \neq \text{Event} \right) \rightarrow XNOR^j_t = +1,
\]

otherwise the score is -1.

\[
\text{if } \left( X^j_{B_t} = \text{Trigger} \land Y_{B_t} \neq \text{Event} \right) \lor \left( X^j_{B_t} \neq \text{Trigger} \land Y_{B_t} = \text{Event} \right) \rightarrow XNOR^j_t = -1.
\]

**Step 3.** A inputs/target coincidence matrix is produced (see Fig. 1) based on the simultaneous existence or nonexistence of a change in each batch. Score +1 is given if there are or there aren’t coexistent changes in both trigger and event data, i.e.,

**Step 4.** A inputs/target coincidence matrix is produced (see Fig. 1) based on the simultaneous existence or nonexistence of a change in each batch. Score +1 is given if there are or there aren’t coexistent changes in both trigger and event data, i.e.,

\[
A_{St0} = \begin{bmatrix}
Y & 0.2 & 0.6 & 0.6 & 0.3 & 0.4 & 0.8 & 0.4 & 0.3 & 0.8 & 0.4 \\
X^1 & 0.7 & 0.7 & 0.4 & 0.0 & 0.0 & 0.8 & 0.0 & 0.8 & 0.8 & 0.0 \\
X^2 & 0.8 & 0.8 & 0.8 & 0.9 & 0.0 & 0.1 & 0.5 & 0.4 & 0.1 & 0.6 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
X^m & 0.1 & 0.9 & 0.5 & 0.5 & 0.5 & 0.0 & 0.3 & 0.0 & 0.5 & 0.3 \\
\end{bmatrix}
\]

**Step 4.** A inputs/target coincidence matrix is produced (see Fig. 1) based on the simultaneous existence or nonexistence of a change in each batch. Score +1 is given if there are or there aren’t coexistent changes in both trigger and event data, i.e.,

\[
A_{St1} = \begin{bmatrix}
Y & 0.2 & 0.6 & 0.6 & 0.3 & 0.4 & 0.8 & 0.4 & 0.3 & 0.8 & 0.4 \\
X^1 & 0.7 & 0.7 & 0.4 & 0.0 & 0.0 & 0.8 & 0.0 & 0.8 & 0.8 & 0.0 \\
X^2 & 0.8 & 0.8 & 0.8 & 0.9 & 0.0 & 0.1 & 0.5 & 0.4 & 0.1 & 0.6 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
X^m & 0.1 & 0.9 & 0.5 & 0.5 & 0.5 & 0.0 & 0.3 & 0.0 & 0.5 & 0.3 \\
\end{bmatrix}
\]
This score will be named \textit{XNOR} value on the following subsections, since the operation is similar to a weighted logical Exclusive-NOR.

\textbf{Step 3.} The \textit{XNOR} value \((j = 1, \ldots, m)\) values are summed up within each analysis span (AS) at instant of time \(t\), considering all the consecutive \(n\) batches in an analysis span. In this way, a sensitivity index, \(S^j_t\), for the relationship between the \(j\)-th input variable and the target is obtained at the end of \(n\) batches by:

\[
S^j_t = \sum_{l=0}^{n-2} \text{XNOR}^{j}_{t-l}.
\]

\textbf{Step 4.} The sensitivity index, \(S^j_t\), is then normalized to the unit range, according to

\[
nS^j_t = \frac{S^j_t - l_b}{u_b - l_b},
\]

where the normalized sensitivity index for each analysis span, \(nS^j_t\), is obtained from the \(S^j_t\) value, considering the lower \(l_b = \min_{j=1,\ldots,m} S^j_t\) and upper \(u_b = \max_{j=1,\ldots,m} S^j_t\) bounds of the set of all sensitivity indices (of all input-target pairs) \(S^j_t (j = 1, \ldots, m)\) obtained in the analysis span.

After the period of sensitivity analysis, based on the determined sensitivity indices, the least relevant inputs are filtered out by defining a cut off threshold, \(CT\). The results have to be validated and verified utilizing a false-negative testing technique [9].

\section*{B. PROPOSED NORMALIZATION}

The normalization process, presented in [9], [10], and described in Section III-A, aims to transform the final value of the sensitivity indices to a value between 0 and 1, where 1 represents perfect correlation and 0 represents no correlation between the trigger data (TD) and event data (ED). The normalization defined in (6) has three main limitations. First, at every batch of data \(B_t\), the normalization process will only occur after the maximum and minimum \(S^j_t\) are found for all inputs variables. In other words, when a new batch of data arrives, first the \(S^j_t\) values have to be calculated for all input variables \(X^j_{B_t}\); next it’s determined the maximum and minimum of those values and afterwards it is calculated the \(nS^j_t\) value for each variable using equation (6). The search of the maximum and minimum \(S^j_t\) values slows down the process and will also consume extra memory. Second, this formulation will calculate normalized values of \(S^j_t\) which can be misleading and ambiguous, since the same value of \(S^j_t\), for a given input-output pair and for two different batches, can have different normalized \(S^j_t, nS^j_t\) values. This situation can happen because the lower and upper limits, \(l_b\) and \(u_b\), of \(S^j_t\) values can change at every batch, affecting the normalization process. Lastly, as the formulation takes into account the upper and lower limits, \(l_b\) and \(u_b\), for the set of all sensitivity indices, the \(nS^j_t\) value of one input-output pair will depend on the \(S^j_t\) values of other inputs-output pairs (dependency among trigger data of different inputs). These bounds seem to weaken the EventTracker and EventiC algorithms as the normalization process suffers from undesirable peaks and troughs, thus disrupting the smooth and uninterrupted SA.

Therefore, the EventTracker algorithm suffers from its normalization formula, which should have the ability of being applied at each new batch without any dependence among different variables’ sensitivity indices. In order to solve the aforementioned problems, a new formulation is proposed by equation (7) which improves the normalization present in EventTracker, being based only on the size of the analysis span, \(n\), and on the \(S^j_t\) value that is being normalized:

\[
nS^j_t = \frac{S^j_t + (n - 1)}{2 \times (n - 1)},
\]

where \(nS^j_t\) is the normalized sensitivity index for the relationship between the \(j\)-th input variable and the target at instant of time \(t\), and \(n\) is the number of batches in the analysis span (AS). Looking to (7), if there’s not a single causal-effect relationship between trigger and event data within the whole analysis span, the value of \(nS^j_t\) will be 0. In this case, all \(XNOR\) values are equal to −1, so according to (5), \(S^j_t = (n - 1)\). Otherwise, if a perfect correlation between trigger and event data occurs, the value of \(nS^j_t\) will be 1, since every \(XNOR\) value will be +1, which means \(S^j_t\) is equal to \((n - 1)\).

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig2.png}
\caption{Normalized sensitivity indices, \(nSI\), from EventTracker (6) and from fastTracker (7). Demonstrative values.}
\end{figure}

Fig. 2 shows how the new normalization formula (7) leads to a continuous and more informative SA, when faced with the original EventTracker methodology (6), which leads to crests and valleys.

\section*{C. REAL TIME ANALYSIS SPAN}

A weakness of EventTracker consists in not being suitable for real time analysis of new batches of data, because the algorithm needs to reach the end of an analysis span in order to give a value of \(nSI\) for each input variable. This is not the desired behavior of an algorithm which is intended to work in real-time industry processes. Sensitivity indices should be meaningful for every cause-effect relationship between triggers and events, without the breakages between contiguous analysis spans. Instead of using a fixed analysis span, that translates in a waiting time of the AS’s size, i.e., \(n\) batches (Fig. 3(a)), the proposed methodology fastTracker uses a dynamic analysis span (DAS), which works as a moving window through the new batches of data that flow into the algorithm (Fig. 3(b)). This way, fastTracker will be able to
As the \( DAS \) is moving through the incoming batches, instead of summing all the \( XNOR \) values for each batch in the \( DAS \), the proposed methodology simply subtracts the oldest value, \( XNOR_{t-w}^j \), and sums the new one, \( XNOR_t^j \), to the previous \( SI \) value, \( SI_{t-1}^j \).

Using the presented real-time dynamic analysis span, the normalization process of fastTracker will follow the rationale of Section III-B. Once the number of \( XNOR \) values is \( w = n - 1 \) in an analysis span, the normalization formula is now given by:

\[
SI_t^j = \frac{SI_{t-1}^j + w}{2 \times w},
\]

where \( nSI_t^j \) is the value of normalized \( SI \), \( SI_{t-1}^j \) is the sensitivity index at the new batch \( t \), and \( w \) is the number of \( XNOR \) values in the \( DAS \).

### D. A MORE EFFICIENT fastTracker

Memory and processing power are two important resources in real-time algorithms. Section III-C presents a formulation to determine sensitivity indices based on a dynamic analysis span (8), in which it isn’t necessary to iterate over the array of \( XNOR \) values to determine the \( SI \), as happened in EventTracker. However, (8) requires the storage of an \( XNOR \) array updated at every new causal-effect relationship between trigger and event data, which consequentially consumes extra memory.

With the purpose of improving memory efficiency, fastTracker determines the \( SI \) values by using an iterative sum algorithm with a low memory profile. In other words, it is intended to get the sensitivity index with the array of \( XNOR \) values without using extra memory to save that array at every new batch of trigger/event data. Considering an array of \( XNOR \) values, whose sum is the \( SI \) value, by definition of mean value it is possible to get the sensitivity index using equation (10):

\[
SI_t^j = \frac{XNOR_t^j \times w}{n},
\]

where the sum of the elements of the array, \( S_t^j \), is equal to its mean value, \( \frac{XNOR_t^j}{w} \), times the number of elements of the array, \( w \). In order to obtain the mean value of the \( XNOR \)'s array it is used the exponential moving average (EMA). With time series data (in EventTracker’s case, with consecutive batches of data), EMA is widely used to smooth out short-term swings and highlight longer-term trends [32]. This method is known to be a very efficient means of forecasting an outcome and it works as a way of obtaining a weighted mean value of an array by giving more relevance to recent values. EMA is simple, quick and resourcefully cheap once it gives the mean value of an array, \( \frac{XNOR_t^j}{w} \), based only on the latest mean value, \( \frac{XNOR_{t-1}^j}{w} \), and the new value of the variable of interest, \( XNOR_t^j \). Equation (11) formulates the application of EMA to fastTracker’s algorithm:

\[
XNOR_t^j = (XNOR_t^j - XNOR_{t-1}^j) \times \text{EMA factor} + XNOR_{t-1}^j,
\]

\[
\text{(11)}
\]
### Algorithm 1 Proposed Real-Time Event Tracking Methodology, the FastTracker

**Inputs**: The input $X = [X^1, \ldots, X^m]$ and target $Y$ variables; the trigger thresholds $TT^j$ ($j = 1, \ldots, m$), and event threshold $ET$; and the number of batches per analysis span, $n$.

**Outputs**: Normalized sensitivity indices, $nSI^j$ ($j = 1, \ldots, m$).

**Procedure**:

for $t = 0, 1, 2, \ldots$ (until sensitive analysis is turned off) do

for all inputs variables $X^j_t$ ($j = 1, \ldots, m$) do

1. Assess the presence or absence of triggers and events according to (1) and (2).
2. Determine the $\text{XNOR} (3)$–(4) value as explained in Section III-A.
3. Calculate the sensitive index $SI^j_t$ using (12).
4. Compute the normalized sensitivity index, $nSI^j_t$, using (9).

end for

end for

where $EMA_{\text{factor}}$ is the multiplying smoothing factor defined as $\frac{2}{(n+1)}$. Thus, we’ll have an expression for the sensitivity index of the batch $t$, $SI^j_t$, that only uses the last mean value of $XNOR$ determined by EMA and the new value of $XNOR$ (12):

$$SI^j_t = XNOR^j_t \times w = \left[ \frac{XNOR^j_t - XNOR^j_{t-1}}{XNOR^j_{t-1}} \times EMA_{\text{factor}} + XNOR^j_{t-1} \right] \times w. \quad (12)$$

### IV. INDUSTRIAL CASE STUDY

FastTracker was applied to the monitoring and control system of cement plant. The data from the suite of sensors, actuation, Human Machine Interface, and control logics were automatically fed into the algorithm. The objective functions determined by plant operations management were continuous product quality stabilization, environmental impact, energy consumption, and raw material usage to be optimized, and they were formulated by inferential models and direct readings from sensors [9]. The cement production process is a multi-variable, complex and nonlinear process, consisting of several sub-operations: quarrying, crushing, raw milling, burning, cooling, and cement grinding [34]. The control of the grinding process is crucial and represents a big challenge because of its multi-factor interdependencies and nonlinearities characteristics.

Improving the cement grinding process efficiency synchronously with minimizing the energy and processing power consumption has a major impact on good overall cement manufacturing process. Energy consumption accounts for about 75% of the cost of cement manufacture, and grinding systems with consumption equal to, or more than $2MW/h$ are typical in the cement industry [35]. Thus, tiny increases in the grinding system’s efficiency result in huge energy savings. FastTracker is used to evaluate the relationship between events (target variable) and triggers (input variables), contributing to the selection of the most relevant input variables. Consequently, the efficiency of the process can be improved by integrating techniques to monitor, optimize and control the cement grinding process.

The proposed FastTracker is compared with the EventTracker algorithm, and with a mutual information algorithm [11]. In Section IV-B are shown the results for the new normalization formula (7). The performance of a dynamic analysis span (8) is presented in Section IV-C. The efficiency of the final methodology, using the exponential moving average (12), is given in Section IV-D.

### A. CEMENT GRINDING PROCESS AND DATASET

A simplified scheme of the cement grinding process is presented in Fig. 4. There is a flow of raw material into the mill, which is then grounded by steel balls [9]. Afterwards, the outcome of the mill is transported by a bucket elevator into the separator that will divide that outcome product into a) a flow of fine particles (which will form the cement) and b) a flow of oversized particles (designated coarse return).

The coarse return variable is one of the most important outputs in cement production, namely for the quality of the final product and plays a major role in the optimization and control of the cement manufacturing process. The process can be optimized if the interaction effects of mill and separator factors on coarse return are understood. However, the grinding process is complex and unstable, with nonlinear characteristics caused by natural variation, mill load, and fluctuation of the raw material [36]. As a result, it’s critical
to keep track of and rapidly identify which variables are most relevant to the target’s variable (coarse return).

The dataset was collected from a real grinding process plant, it is composed by a total of 44 input variables and the target variable, the coarse-return, and 119996 samples that represent approximately 23 days. A month data collection campaign and pre-processing of the data, showed 23 days provided sufficient empirical justification covering the full production life cycle. The number of days of analysis provided a sufficient sample size for statistical confidence (i.e. 95% confidence interval) testing and verification. In Fig. 5, it can be seen the behavior of the output variable during a day of cement grinding. The changes in the coarse return are noticeable and represent the volatility of the process. Following the industry experts’ approval, the eight highest-ranked input variables over the output should be: Mill Power Transducer, Fresh Feed, Recycle Elevator Current, Separator Amps, Bucket Elevator Amps, Mill Scan Inlet, Separator Actual Speed and Mill Scan Outlet.

**B. RESULTS**

Table 1 presents the \( nSI \) and \( G \) criterion for the highest relevant variables, according to EventTracker and fastTracker, and Normalized Mutual Information Feature Selection (NMIFS). OR means Order of Relevance by the respective algorithm.

\[
\begin{array}{|c|c|c|c|c|}
\hline
\text{Variable’s Name} & \text{EventTracker} & \text{Proposed} & \text{NMIFS} \\
& \text{nSI} & \text{Normalization} & \text{OR*} & \text{G} & \text{OR*} \\
\hline
\text{Mill Power Transducer} & 0.902 & 1 & 1 & - & - \\
\text{Fresh Feed} & 0.891 & 2 & 0.901 & 5 & 0.293 & 8 \\
\text{Recycle Elevator Current} & 0.883 & 3 & 0.904 & 2 & 0.551 & 5 \\
\text{Separator Amps} & 0.879 & 4 & 0.902 & 3 & 0.63 & 4 \\
\text{Bucket Elevator Amps} & 0.877 & 5 & 0.902 & 4 & 0.519 & 6 \\
\text{Mill Scan Inlet} & 0.841 & 6 & 0.845 & 7 & 0.714 & 3 \\
\text{Separator Actual Speed} & 0.831 & 7 & 0.846 & 6 & - & - \\
\text{Mill Scan Outlet} & 0.789 & 8 & 0.788 & 8 & 0.325 & 7 \\
\text{Variable 2} & - & - & - & - & 1.962 & 1 \\
\text{Variable 1} & - & - & - & - & 0.837 & 2 \\
\hline
\end{array}
\]

\( n = 60 \) batches of TD/ED, that according with the system experts corresponds to a reasonable interval for detecting changes in the grinding process.

Fig. 6 shows the final normalized sensitivity indices of fastTracker in order to do a false negative test to measure and eliminate false negatives. A false negative happens when the algorithm considers a high correlation variable as a low relevance variable, following the industry experts’ approval. The bar plot present in Fig. 6 shows that a cut off threshold, \( CT \), between 55% and 77% (green dashed lines) will result in a 0/8 ratio of false negatives (according to the expert human operators). Higher \( CT \) values will have higher ratios of false negatives because there will be a higher percentage of filtered input variables, considered as low-relevance variables. Lower \( CT \) values will result in a 0/8 ratio of false negatives, but in turn there will be many false positives, i.e., low relevance.
variables (defined by the experts) will be selected by fastTracker as high relevance variables.

Besides a quantitative validation, Fig. 7 illustrates the need for a new solution in what comes to the normalization process. Fig. 7 shows the relationship between Coarse Return and a high relevance variable, Fresh Feed, during a day of cement grinding process. By analyzing Fig. 7, at each analysis span the fastTracker normalization procedure presents a more balanced and realistic evolution of the respective input-target relationship than the EventTracker algorithm. The gain of information relatively to EventTracker’s normalization is evident in the experiments and results.

C. REAL TIME SENSITIVITY ANALYSIS

In this section, the dynamic analysis span (DAS) used on fastTracker is studied on the dataset in a real-time analysis scenario, where the incoming batches of ED/TD were interpreted as soon as they were fed to the algorithm. The results demonstrate the importance of an online sensitivity analysis, instead of using a fixed analysis span as presented in EventTracker. Fig. 8 presents the online evolution of the normalized sensitivity analysis $nSI$ between Fresh Feed and Coarse Return variables, for a fixed analysis span (EventTracker) and a dynamic analysis span (fastTracker), during 5 hours of cement grinding process. It was used the same analysis span size in both scenarios, equal to $n = 60$ batches of ED/TD. In Fig. 8, it is visible the gain of information when comparing the dynamic AS (DAS) and the fixed AS (FAS) results, where 1799 $nSI$ values are provided by fastTracker (using a DAS) and 30 $nSI$ values are provided by EventTracker (using a FAS) for the same number of ED/TD batches. In fastTracker, the number of $nSI$ values is increased by a factor equal to the analysis span’s size, which will translate in more information, almost instantaneously ready to be understood by production managers. This means that at each new batch of incoming data, a new value of sensitivity index is generated, giving the experts/the machine the ability to interpret the relevance of each input variable, instead of having to wait for the end of an analysis span.

Comparing the initial values of $nSI$ for EventTracker and fastTracker methods (Fig. 8), they differ significantly at the beginning of the sensitivity analysis, due to the fastTracker normalization equation (9), which can’t give reliable results until the full AS fill; in this case, until reaching 60 batches. However, this is not an issue, because this initial peak when using a dynamic AS will only happen at the beginning of the sensitivity analysis and will not have an influence on posterior values. Moreover, the duration of this initial peak is just 1 AS, like when using a fixed AS as done in EventTracker. The dynamic AS (12) for the determination of $SI$, which is computationally efficient, allows the algorithm to run smoothly, and at the same time providing the required outcome to evaluate the immediate cause-effect relationships between the trigger data and the coarse return (event data). This trade-off bounded by a simplified algorithm and an immediate gain of information allows fastTracker to do real-time analysis of events, which will consequentially have an impact on the environmentally quality and energy effectiveness of the
cement grinding process (optimizing the control objective functions).

D. ASSESSMENT OF EFFICIENCY AND VALIDATION OF FASTTRACKER

Any SA computational performance must be evaluated in terms of four factors: efficiency, convergence, reliability, and robustness [5]. The amount of time/number of computations required to conduct SA is referred to as efficiency. Convergence of a SA algorithm depends on the state space definition (i.e., the number of available parameters). Any measure of the correctness of SA results is referred to as reliability, and its accurate assessment necessitates the availability of the “true” SA results. When it comes to robustness, a SA method is said to be resilient to sampling variability if its results are almost similar when applied to two different sample sets from the same model.

Fig. 9 presents the relationship between a high correlation variable, Fresh Feed, and the output, Coarse Return, during 1 hour of the cement grinding process. It is shown the smoothing of the edges when using the exponential moving average (EMA), which reflect its typical behavior. This means that the “optimizer” (human operator or automatic system) is fed by fastTracker in order to avoid abrupt interruption between each batch of data.

The efficiency of the fastTracker was compared with the processing times and memory usage of EventTracker [10], the implementation of the normalization process presented in Section III-B, and with the use of a dynamic analysis span (as presented in Section III-C). Since the processing time differs according to the device in which the algorithms are processed, the most important feature to analyze the efficiency is the relative time reduction between each algorithm. The results are shown in Table 2, in which it can be seen an improvement of 50.804 from a 6.486ms to a 0.076ms processing time per nSI value, which is achieved by using fastTracker. This means a decrease of an astonishing 98.8% in the processing time from the EventTracker algorithm to fastTracker. The implementation of a dynamic analysis span is the main reason for the reduction in processing time per nSI (from 5.307ms to 0.088ms). fastTracker can now generate an output (nSI) for each new batch of incoming data, avoiding the need to wait until the end of an analysis span. Therefore, for the same period of sensitivity analysis, many more nSI values are going to be determined, reducing the processing time per nSI.

In terms of memory usage when computing nSI values, Table 2 shows a decrease of 20% from EventTracker (5.296kB) to fastTracker (4.229kB). The importance of applying the EMA to the algorithm is evident when analyzing the peak memory usage for the DAS (28.844kB). By deploying the EMA, the array of XNOR values used in eq. (8) doesn’t need to be stored and updated at every new batch of data, which results in a decrease of 85% of memory usage. The proposed changes to the EventTracker algorithm, therefore, provide a better quality of information regarding the relationships between variables in a reliable and efficient way. When it comes to robustness, the algorithm was run several times and for different subsets of data (i.e., production scenarios), always reproducing the same level of variable’s prioritization shown in Table 1.

E. COMPARISON BETWEEN FASTTRACKER AND MUTUAL INFORMATION ALGORITHM

Apart from the performance assessment among the implementation of the proposed changes to EventTracker, a comparison with an entropy-based algorithm for sensitivity analysis was also conducted. We found entropy-based SA as the closest and most comparable method as it is also designed for real-time systems. The reasoning behind this choice relies on the properties of the entropy concept in information theory, which agree with the intuitive notion of what a measure of information should be [38]. This notion is extended to define mutual information (MI), which is a measure of the amount of information one random variable contains about another.

Mutual information’s algorithms have been opportunely adopted in filter feature-selection methods to evaluate both the relevance of a subset of features in predicting the target variable and the redundancy with respect to other variables [39]. There are several approaches on the use of MI as a feature selection algorithm, from which the following ones stand-out: mutual information feature selector (MIFS), MIFS greedy selection method (MIFS-U), min-redundancy max-relevance criterion (mRMR), and normalized mutual

| Algorithm                   | Processing Time per nSI (ms) | Peak Memory Usage (kB) |
|-----------------------------|-------------------------------|------------------------|
| EventTracker                | 6.486                         | 5.296                  |
| New Normalization           | 5.307                         | 4.176                  |
| Dynamic Analysis Span       | 0.088                         | 28.844                 |
| fastTracker                 | 0.076                         | 4.229                  |

TABLE 2. Processing time and peak memory usage of EventTracker [10], the proposed improvements on normalization and dynamic analysis span, and of fastTracker.
information feature selection (NMIFS). NMIFS outperformed MIFS, MIFS-U, and mRMR on several artificial and benchmark data sets without requiring a user-defined parameter [11]. Thus, NMIFS was the entropy-based method used to select the most relevant features of the cement grinding dataset.

Table 1 presents the results for the NMIFS algorithm using a 10 bin histogram as a probability density function estimator, where it is possible to analyze the G criterion and the order of prioritization for each input variable. The algorithm shows a 2/8 ratio of false negatives (variables: Mill Power Transducer and Separator Actual Speed) and a 2/8 ratio of false positives (variables: Auxiliary 2 and Auxiliary 1), concluding that fastTracker is more accurate than the NMIFS method, when used for selecting a group of high-relevance variables from the cement grinding dataset.

In terms of processing time, the entropy-based algorithm took 48.047 seconds to run the entire dataset, contrasting with the 9.159 seconds of fastTracker, being mutual information method 80.9% slower. Relatively to processing power, both fastTracker and NMIFS continuously used on average 20% of the available CPU (Central Processing Unit).

V. CONCLUSION

fastTracker as a new approach to Sensitivity Analysis was introduced. Its intention was to improve EventTracker algorithm. The core of the methodology remains the same, with no reliance on statistical or model-based equations, simply on the interpretation of system state transitions. In that sense, the technique is still completely “unaware”, but it provides accurate information about the relationships between triggers and events. Three new formulations were introduced with the aim of developing a faster and more efficient sensitivity analysis method capable of producing real-time normalized sensitivity indices that are suitable for both data acquisition and raw data analysis.

In terms of processing power, the efficiency of fastTracker was assessed and compared with the original EventTracker as well as with an entropy-based SA algorithm. Besides, the results were presented to industry experts. When faced with the original EventTracker, fastTracker can give one nSI value at each 0.076 milliseconds, instead of 6.486 milliseconds. Regarding memory usage, the methodology is 20% more efficient. The proposed algorithm was also shown to be more accurate and 80.9% faster than the normalized mutual information feature selection algorithm.

The proposed improvements have been validated and verified through implementation in the IoT and SCADA system of industrial controllers and deployed in industrial applications. There is no reason not to believe that fastTracker cannot be used in large scale distributed data analysis, such as Edge computing for various industrial, manufacturing, environmental studies and finance (e.g., high-frequency trading) application. As part of future work, one goal is to develop an autonomous method for the provision of thresholds, ETs and TTS, in order to optimize the definition of triggers and events.

An intelligent forecasting method that finds the optimal dynamic analysis span based on the data collected directly from the system is also desired.
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