A LAZER-MCKENNA TYPE PROBLEM WITH MEASURES

LUIGI ORSINA AND FRANCESCO PETITTA

Abstract. In this paper we are concerned with a general singular Dirichlet boundary value problem whose model is the following

\[
\begin{cases}
-\Delta u = \frac{\mu}{u^\gamma} & \text{in } \Omega, \\
u = 0 & \text{on } \partial\Omega, \\
u > 0 & \text{on } \Omega.
\end{cases}
\]

Here \(\mu\) is a nonnegative bounded Radon measure on a bounded open set \(\Omega \subset \mathbb{R}^N\), and \(\gamma > 0\).
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1. Introduction

We deal with a general singular Dirichlet boundary value problem whose model is the following

\[
\begin{cases}
-\Delta u = \frac{\mu}{u^\gamma} & \text{in } \Omega, \\
u = 0 & \text{on } \partial\Omega, \\
u > 0 & \text{on } \Omega,
\end{cases}
\]

(1.1)

where \(\mu\) is a nonnegative bounded Radon measure on a bounded open set \(\Omega \subset \mathbb{R}^N\), \(N \geq 2\), and \(\gamma > 0\).

Problems as in (1.1) have been extensively studied both for their pure mathematical interest (see [7] and [11]) and for relevant connections with some physical phenomena (see [13]).
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In particular, if \( \Omega \) is smooth and \( \mu \) is a Hölder continuous function that is strictly positive in \( \Omega \), then there exists a unique classical solution \( u \in C^{2+\alpha}(\Omega) \cap C(\Omega) \) to problem (1.1). However, this solution fails to have finite energy (i.e., \( u \) belongs to \( H^1_0(\Omega) \)) if \( \gamma \geq 3 \) and it is not \( C^1(\Omega) \) if \( \gamma > 1 \) (see [11, 7]). See also the recent paper [17] for further details on the role of the exponent \( \gamma = 3 \).

In [5] the existence of a distributional solution for problem (1.1) is proved if \( \mu \) belongs to some Lebesgue space \( L^m(\Omega) \) with \( m \geq 1 \). Moreover, if \( \gamma \geq 1 \) the solution belongs, at least locally, to \( H^1(\Omega) \), while for \( \gamma < 1 \) it turns out to be a locally infinite energy solution though it belongs to some larger Sobolev space. In the same paper the authors also show that if \( \mu \) is singular with respect to some suitable capacity then no solutions are expected to exist at least in the sense of approximating problems. The result is also extended to more general linear operator having a principal part in divergence form. Finally, the case of nonhomogeneous problems is treated in [14].

In this paper we deal with problems as (1.1) where \( \mu \) is a bounded Radon measure which is diffuse with respect to a suitable capacity (depending on the value of \( \gamma \)). We stress that our results turn out to be sharp with respect to the nonexistence result in [5] (see Remark 3.5 below).

The key point in the proof of [5] was to choose a suitable nondecreasing sequence of approximating solutions in order to get a uniform bound from below for the solution. This allows to give meaning, at least locally, to the right hand side of the equation. When dealing with measures, as pointed out by the same authors, the main difficulty (but not the only one) in order to prove existence of solutions relies on the impossibility to approximate the datum with an increasing sequence of bounded functions. In order to get rid of this problem, in this paper we will construct suitable local barriers from below for the approximating problems, which in turn allow us to provide, as a by-product, a simplified proof of the results known if the datum \( \mu \) is not singular with respect to the Lebesgue measure. Our argument, at least in the case of a measure which is not singular with respect to the Lebesgue measure, does not make use of any monotonicity argument. The case of a general diffuse measure, possibly singular with respect to \( L \), is much more delicate and will be treated in Section 5 via a suitable monotone approximation argument of the datum essentially due to Dal Maso, and Baras and Pierre ([8, 1]). Let us finally stress that one of the problems to deal with when treating these singular problems consists in providing a suitable definition of solution which has to be regular enough in order to give sense to the term on the right hand side of (1.1).

The paper is organized as follows: in the next section we introduce the main tools and notations we will use throughout the paper. Section 3 is devoted to state the first existence result in the case of measures that are not singular with respect to the Lebesgue measure, to introduce the approximating scheme we will use and to obtain some basic estimates on the approximating problems. In Section 4 we prove the existence result in this case, while Section 5 will be devoted to the case of a measure datum that is singular with respect to the Lebesgue measure. Finally, in the last section we provide a uniqueness result in the case \( \gamma \geq 1 \).
2. Some basic facts on capacity and measures

2.1. Diffuse measures. First of all, let us recall the concept of $p$-capacity which will be useful in order to characterize the datum of our problem (for further details see [10]).

Let $K \subseteq \Omega$ be a compact set, and

$$W(K, \Omega) = \{ \varphi \in C_0^\infty(\Omega) : \varphi \geq \chi_K \},$$

where $\chi_K$ represents the characteristic function of $K$. For $p > 1$, we define the $p$-capacity of the compact set $K$ with respect to $\Omega$ as the quantity

$$\text{cap}_p(K) = \inf \left\{ \int_\Omega |\nabla \varphi|^p \, dx : \varphi \in W(K, \Omega) \right\}.$$

The above definition is extended in a standard way by regularity to all Borel subsets of $\Omega$.

Let us denote with $\mathcal{M}_0^p(\Omega)$ the set of all measures with bounded variation over $\Omega$ that do not charge sets of zero $p$-capacity, that is: if $\mu \in \mathcal{M}_0^p(\Omega)$, then $\mu(E) = 0$, for all $E \in \Omega$ such that $\text{cap}_p(E) = 0$. As it is nowadays standard in the literature we will simply call diffuse a measure $\mu$ in $\mathcal{M}_0^2(\Omega)$ while, in general, the measures in $\mathcal{M}_0^p(\Omega)$ will be called absolutely continuous with respect to the $p$-capacity (or diffuse with respect to the $p$-capacity).

Also notice that, as an immediate consequence of its definition, $p$-capacity enjoys the following monotonicity property with respect to the index $p$. If $1 < p_1 \leq p_2$, then $\text{cap}_{p_1}(K) \leq \text{cap}_{p_2}(K)$. This means, roughly speaking, that, as $p$ grows, the sets of zero $p$-capacity decrease while the number of diffuse measures increases, the threshold being $p = N$. In fact, if $p > N$ every nonempty set has positive $p$-capacity, so that $\mathcal{M}_0^p(\Omega) = \mathcal{M}(\Omega)$, the set of all bounded Radon measures on $\Omega$.

In [4] is proved that, if $\mu \in \mathcal{M}_0^p(\Omega)$, then it may be decomposed as

$$\mu = f - \text{div}(G),$$

where $f \in L^1(\Omega)$ and $G \in (L^p(\Omega))^N$. The reverse statement is also true, that is a measure that can be decomposed this way is in $\mathcal{M}_0^p(\Omega)$. We stress the obvious fact that such a decomposition is not unique.

Also observe that if one considers the (unique) decomposition of a measure $\mu$ in $\mathcal{M}_0^p(\Omega)$ as

$$\mu = \mu_a + \mu_s$$

with $\mu_a$ absolutely continuous, and $\mu_s$ singular with respect to the Lebesgue measure then, as $\mu_a \in L^1(\Omega)$, we also have $\mu_s \in \mathcal{M}_0^p(\Omega)$: moreover, if $\mu$ is nonnegative then both $\mu_a$ and $\mu_s$ are nonnegative too. Notice that the same does not happen if one looks at the decomposition (2.2), in fact, even if $\mu$ is nonnegative we can not expect the term $-\text{div}(G)$ to be nonnegative as showed in [4] Remark 2.3] unless $\mu_s \in W^{-1,s'}(\Omega)$. This remark will be useful later when we will construct suitable subsolutions to our problem.

2.2. Notation. Throughout the paper, if not explicitly stressed, $C$ will denote any positive real number depending only on $\Omega$, $N$, and on the data of the problem, whose value may change from line to line. For $s$ in $\mathbb{R}$, and $k > 0$, we will use the standard truncation at levels $\pm k$ defined by $T_k(s) = \max(-k, \min(s, k))$.

We will also use a well known consequence of Egorov theorem that we state for the convenience of the reader.
Theorem 2.1. Let \( \{f_n\} \subset L^1(\Omega) \) and \( \{g_n\} \subset L^\infty(\Omega) \) be two sequences such that \( f_n \) weakly converges to \( f \) in \( L^1(\Omega) \), and \( g_n \) converges to \( g \) a.e. in and \( * \)-weakly in \( L^\infty(\Omega) \). Then
\[
\lim_{n \to \infty} \int_\Omega f_n g_n \, dx = \int_\Omega fg \, dx.
\]

3. Main assumptions and first existence result

Let \( \Omega \) be a bounded open set of \( \mathbb{R}^N \), \( N \geq 2 \). Moreover, let \( A : \mathbb{R}^N \mapsto \mathcal{M}^{N \times N} \) be a symmetric matrix satisfying the following standard assumptions: there exist two positive constants \( 0 < \alpha \leq \beta \) such that
\[
(3.3) \quad \alpha |\xi|^2 \leq A(x)\xi \cdot \xi, \quad \text{a.e. on } \Omega, \ \forall \xi \in \mathbb{R}^N,
\]
and
\[
(3.4) \quad |A(x)| \leq \beta, \quad \text{a.e. on } \Omega.
\]

For \( \gamma > 0 \), and \( \mu \in \mathcal{M}(\Omega) \), we will consider the following singular elliptic problem
\[
(3.5) \quad \begin{cases} 
-\text{div}(A(x)\nabla u) = \frac{\mu}{u^\gamma} & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega, \\
u > 0 & \text{on } \Omega.
\end{cases}
\]

In order to provide an almost elementary and self-contained proof of Theorem 3.4 below, first we will assume that \( \mu_a \neq 0 \) (in Section 5 we handle the case of purely singular measures). First of all we need to introduce the definition of solution for problem (3.5). The main difficulty relies in giving sense to the right hand side as \( u \) need not be, in general, a continuous function.

Definition 3.1. Let \( p > 1 \) and \( \mu \in \mathcal{M}^p(\Omega) \). A function \( u \) is said to be a (distributional) solution to problem (3.5) if \( u \in W^{1,p}_{\text{loc}}(\Omega) \), for any compact subset \( \omega \subset \subset \Omega \), there exists a positive constant \( c_\omega \) such that
\[
u \geq c_\omega > 0 \quad \text{a.e. on } \omega,
\]
and
\[
\int_\Omega A(x)\nabla u \nabla \phi \, dx = \int_\Omega \frac{\phi}{u^\gamma} d\mu, \quad \text{for any } \phi \in \mathcal{D}(\Omega),
\]
and
- if \( \gamma \leq 1 \) then \( u \in W^{1,1}_0(\Omega) \),
- if \( \gamma > 1 \) then \( u^{\frac{1-\gamma}{\gamma-1}} \in L^1(\Omega) \).

Remark 3.2. Notice that the right hand side of (3.6) is well defined only as duality between \( W^{1,p}_0(\Omega) \cap L^\infty(\Omega) \) and \( L^1(\Omega) + W^{-1,q}(\Omega) \). In fact, on one hand, since \( \mu \) is a diffuse measure with respect to the \( p \)-capacity then from (2.2) we know that \( \mu \in L^1(\Omega) + W^{-1,p}(\Omega) \). On the other hand, as we require \( u \) to be strictly positive on every compact subset of \( \Omega \), then it is easy to check that \( u^{-\gamma} \in W^{1,p}_0(\Omega) \cap L^\infty(\Omega) \), and so \( \varphi u^{-\gamma} \in W^{1,p}_0(\Omega) \cap L^\infty(\Omega) \). By keeping this fact in mind, with a little abuse of notation the right hand side of (3.6) is nothing but
\[
\int_\Omega \frac{\varphi}{u^\gamma} d\mu := \langle \mu, \varphi u^{-\gamma} \rangle_{L^1(\Omega) + W^{-1,q}(\Omega), W^{1,p}_0(\Omega) \cap L^\infty(\Omega)},
\]
for every \( \varphi \in \mathcal{D}(\Omega) \).
A second important remark is the following: as we saw the use of test functions in $D(\Omega)$ is useful in order to give sense to the right hand side of the equation, but it is not only a technical device. In fact, even in the regular case (e.g. $\Omega$ smooth and $\mu$ a positive Hölder continuous function on $\Omega$) the right hand side of the equation is not integrable in general (unless $\gamma < 1$) (see [11]).

**Remark 3.3.** Some words on the boundary data are in order. If $\gamma > 1$ then the boundary datum is achieved in a weaker sense than the usual one. Anyway let us observe that, if $\Omega$ is smooth enough and $u^{\frac{\gamma+1}{2}} \in H^1_0(\Omega)$, then

$$\lim_{\varepsilon \to 0^+} \frac{1}{\varepsilon} \int_{\{x: \text{dist}(x, \partial \Omega) < \varepsilon\}} u^{\frac{\gamma+1}{2}}(x) \, dx = 0$$

(see for instance [10]). Now, as $u$ is nonnegative and $\gamma > 1$, using Hölder’s inequality one can easily get that

$$(3.8) \lim_{\varepsilon \to 0^+} \frac{1}{\varepsilon} \int_{\{x: \text{dist}(x, \partial \Omega) < \varepsilon\}} u(x) \, dx = 0,$$

which is a clearer way to understand the boundary condition and that will be used in Section 6 in order to prove uniqueness.

Now we are in the position to state our main existence result.

**Theorem 3.4.** Let either $\gamma \geq 1$ and $\mu$ be a nonnegative diffuse measure with respect to the 2-capacity or $0 < \gamma < 1$ and $\mu$ be a nonnegative diffuse measure with respect to the $q'$-capacity with $q' = \frac{N(\gamma+1)}{(N-1)(\gamma+1)}$. Moreover assume $\mu_a \neq 0$. Then there exists a solution for problem (3.5) in the sense of Definition 3.1.

**Remark 3.5.** Notice that the result of Theorem 3.4 perfectly fits with the nonexistence result in [5]. In fact, in that paper the authors prove nonexistence of solutions for problem (3.5) (in the sense of approximating sequences) if either $\gamma \geq 1$ and $\mu$ is concentrated on a set of zero 2-capacity or $0 < \gamma < 1$ and $\mu$ is concentrated on a set of zero $q'$-capacity with $q' = \frac{N(\gamma+1)}{(N-1)(\gamma+1)}$. Also observe that, if $\gamma < 1$ then $q' > 2$ so that, due to the properties of the capacities, we are allow to consider a larger set (with respect to the case $\gamma \geq 1$) of measure data.

### 3.1. Approximating solutions and basic estimates.

We need to approximate the measure $\mu$ with a sequence of smooth functions. The following approximation result can be found for instance in [4] (see also [12]).

**Proposition 3.6.** Let $\mu = f - \text{div}(G)$ be a nonnegative measure in $\mathcal{M}_0^p(\Omega)$. Then there exists a sequence of nonnegative functions $\mu_n \in L^2(\Omega)$ such that

$$\mu_n = f_n - \text{div}(G_n) \quad \text{in} \quad D'(\Omega), \quad \|\mu_n\|_{L^1(\Omega)} \leq C,$$

where $f_n$ belongs to $L^2(\Omega)$ and weakly converges to $f$ in $L^1(\Omega)$ and $G_n$ strongly converges to $G$ in $(L^p(\Omega))^N$.

In order to construct suitable subsolutions for our approximating problems we need to approximate the datum $\mu$ in a particular way. Consider the decomposition of $\mu$ with respect to the Lebesgue measure

$$\mu = \mu_a + \mu_s,$$

and let $\mu_{s,n}$ be an approximation of the singular part of $\mu$ given as in Proposition 3.6 (remark that $0 \leq \mu_s \leq \mu$ and so $\mu_s \in \mathcal{M}_0^p(\Omega)$).
Let $u_n$ be a solution to

$$
\begin{align*}
&\begin{cases}
-\text{div}(A(x)\nabla u_n) = \frac{T_n(\mu_a) + \mu_{s,n}}{(\frac{1}{n} + u_n)^\gamma} \quad \text{in } \Omega, \\
\quad u_n = 0 \quad \text{on } \partial\Omega.
\end{cases}
\end{align*}
$$

Existence of positive distributional solutions for problem (3.9) can be deduced by standard fixed point argument as in [5]. Moreover, depending on the value of $\gamma$, the sequence $\{u_n\}$ satisfies some a priori estimates that we collect in the following

**Proposition 3.7.** Let $u_n$ be a solution to problem (3.9). Then

1. If $\gamma < 1$, then
   $$
   \|u_n\|_{W^{1,q}_0(\Omega)} \leq C, \quad \text{where} \quad q = \frac{N(\gamma + 1)}{N - 1 + \gamma}.
   $$

2. If $\gamma = 1$, then
   $$
   \|u_n\|_{H^1_0(\Omega)} \leq C.
   $$

3. If $\gamma > 1$, then
   $$
   \|u_n\|_{H^1(\omega)} \leq C_\omega \quad \forall \omega \subset \subset \Omega, \quad \text{and} \quad \|u_n^{\gamma+1}\|_{H^1_0(\Omega)} \leq C.
   $$

**Proof.** The proof of this result can be easily deduced from, respectively, Theorem 5.6, Lemma 3.1, and Lemma 4.1 in [5].

Now we state and prove the key result of this section, that will allow us to pass to the limit in the approximating problems.

**Lemma 3.8.** Let $u_n$ be the solutions of problem (3.9) with $\mu_a \neq 0$. Then, for any $\omega \subset \subset \Omega$ there exists a positive constant $c_\omega$ such that

$$
(3.10) \quad u_n \geq c_\omega > 0, \quad \forall \ n \in \mathbb{N}.
$$

**Proof.** Let $w$ be the (unique) weak solution of problem

$$
\begin{align*}
&\begin{cases}
-\text{div}(A(x)\nabla w) = \frac{T_1(\mu_a)}{(1 + w)^\gamma} \quad \text{in } \Omega, \\
\quad w = 0 \quad \text{on } \partial\Omega.
\end{cases}
\end{align*}
$$

In [5] (Lemma 2.1) it is proved that $w \in H^1_0(\Omega) \cap L^\infty(\Omega)$; moreover $w \geq c_\omega > 0$ on every compactly supported $\omega \subset \Omega$.

Then, for any $n$, we have that

$$
(3.11) \quad -\text{div}(A(x)\nabla w) \leq \frac{T_n(\mu_a)}{(\frac{1}{n} + w)^\gamma} \leq \frac{T_n(\mu_a) + \mu_{s,n}}{(\frac{1}{n} + u_n)^\gamma},
$$

where we have used that $\mu_{s,n} \geq 0$. Now we take $(w - u_n)^+$ as test function in both (3.9) and (3.11), we subtract the two formulations and we use ellipticity in order to get

$$
\begin{align*}
\alpha \int_\Omega |\nabla (w - u_n)^+|^2 \, dx &
\leq \int_\Omega \left(\frac{1}{(\frac{1}{n} + w)^\gamma} - \frac{1}{(\frac{1}{n} + u_n)^\gamma}\right)(w - u_n)^+ \leq 0,
\end{align*}
$$
from which we deduce \( u_n \geq w \) a.e. on \( \Omega \), that is, for any \( \omega \subset \subset \Omega \), there exists \( c_{\omega} > 0 \), such that
\[
u_n \geq w \geq c_{\omega} > 0,
\]
and this concludes the proof of (3.10).

4. Proof of Theorem 3.4

Proof of Theorem 3.4. In order to deal with the different regularity and convergences that one derives from Proposition 3.7 we need to distinguish between various values of \( \gamma \).

Proof of Theorem 3.4 in the case \( \gamma = 1 \). Recall that, by Proposition 3.6
\[
\mu_{s,n} = f_n - \text{div}(G_n) \text{ in } D'(\Omega),
\]
where \( f_n \) belongs to \( L^2(\Omega) \) and weakly converges to \( f \) in \( L^1(\Omega) \) and \( G_n \) strongly converges to \( G \) in \((L^2(\Omega))^N\), with \( \mu_s = f - \text{div}(G) \).

Moreover, using Proposition 3.7 and Lemma 3.8 we easily deduce the existence of a function \( u \in H^1_0(\Omega) \) such that, up to subsequences,
\[
u_n \rightharpoonup u \text{ a.e. and weakly in } H^1_0(\Omega),
\]
and
\[
\left( \frac{1}{n} + u_n \right)^{-1} \rightharpoonup \frac{1}{u} \text{ a.e. and } \ast\text{-weakly in } L^{\infty}(\omega), \forall \omega \subset \subset \Omega.
\]

We need to pass to the limit in the distributional formulation of (3.9); so, if \( \varphi \in D(\Omega) \), we have
\[
\int_{\Omega} A(x)\nabla u_n \nabla \varphi \, dx = \int_{\Omega} \frac{T_n(\mu_s)\varphi}{\frac{1}{n} + u_n} \, dx + \int_{\Omega} \frac{f_n\varphi}{\frac{1}{n} + u_n} \, dx + \left\langle G_n, \nabla \left( \frac{\varphi}{\frac{1}{n} + u_n} \right) \right\rangle.
\]

(4.12)

Thanks to the convergence results we proved, there are no difficulties in passing to the limit in all terms of (4.12) but the last one. Only notice that in the convergence of the second integral on the right hand side of (4.12) we also need to use Theorem 2.1 as we only ask for a weak convergence in \( L^1(\Omega) \) for the sequence \( \{ f_n \} \). In order to pass to the limit in the last term, observe that
\[
\nabla \left( \frac{\varphi}{\frac{1}{n} + u_n} \right) = \frac{\nabla \varphi}{\frac{1}{n} + u_n} - \frac{\nabla u_n}{(\frac{1}{n} + u_n)^2} \varphi,
\]
and, while the first term on the right hand side is strongly convergent in \((L^2(\Omega))^N\), the second one is weakly convergent in \((L^2(\Omega))^N\) as \( \varphi \) has compact support in \( \Omega \) and by Theorem 2.1. This is enough, recalling (3.7), in order to pass to the limit in (4.12) and to get
\[
\int_{\Omega} A(x)\nabla u \nabla \varphi \, dx = \int_{\Omega} \frac{\varphi}{u} \, d\mu, \text{ for any } \varphi \in D(\Omega).
\]

Proof of Theorem 3.4 in the case \( \gamma > 1 \). The proof in this case is very similar, up to localization, to the previous one.

Again we have
\[
\mu_{s,n} = f_n - \text{div}(G_n) \text{ in } D'(\Omega),
\]
where \( f_n \) belongs to \( L^2(\Omega) \) and weakly converges to \( f \) in \( L^1(\Omega) \) and \( G_n \) strongly converges to \( G \) in \((L^2(\Omega))^N\), with \( \mu_s = f - \text{div}(G) \).
Now, using Proposition 3.7 and Lemma 3.8 we deduce the existence of a function $u \in H^1_{\text{loc}}(\Omega)$ such that $u_{\frac{1}{n}} \in H^1_0(\Omega)$, and such that, up to subsequences,

$$u_n \rightharpoonup u \text{ a.e. and weakly in } H^1(\omega), \ \forall \omega \subset \subset \Omega,$$

and

$$\left(\frac{1}{n} + u_n\right)^{-\gamma} \rightarrow \frac{1}{u^\gamma} \text{ a.e. and }^{\ast}\text{-weakly in } L^\infty(\omega), \ \forall \omega \subset \subset \Omega.$$

If $\varphi \in \mathcal{D}(\Omega)$, there are no problems in passing to the limit in all terms of the distributional formulation of (3.9), that is in

$$\int_{\Omega} A(x) \nabla u_n \nabla \varphi \, dx = \int_{\Omega} \frac{T_n(\mu_n)}{\left(\frac{1}{n} + u_n\right)^\gamma} \, dx + \int_{\Omega} \frac{f_n \varphi}{\left(\frac{1}{n} + u_n\right)^\gamma} \, dx + \left\langle G_n, \nabla \left(\frac{\varphi}{\left(\frac{1}{n} + u_n\right)^\gamma}\right)\right\rangle.$$

Only observe that in this case

$$\nabla \left(\varphi \frac{1}{\left(\frac{1}{n} + u_n\right)^\gamma}\right) = \nabla \varphi \frac{1}{\left(\frac{1}{n} + u_n\right)^\gamma} - \gamma \frac{\nabla u_n}{\left(\frac{1}{n} + u_n\right)^{\gamma + 1}} \varphi,$$

and we can apply again Theorem 2.1 in order to deal with the second term. We then pass to the limit in (4.12) and we get

$$\int_{\Omega} A(x) \nabla u \nabla \varphi \, dx = \int_{\Omega} \frac{\varphi}{u^\gamma} d\mu, \text{ for any } \varphi \in \mathcal{D}(\Omega).$$

Proof of Theorem 3.4 in the case $\gamma < 1$. Now, let $q = \frac{N(1 + \gamma)}{N - 1 + \gamma}$. In this case, using Proposition 3.6 we have that

$$\mu_{s,n} = f_n - \text{div}(G_n) \text{ in } \mathcal{D}'(\Omega),$$

where $f_n$ belongs to $L^2(\Omega)$ and weakly converges to $f$ in $L^1(\Omega)$ and $G_n$ strongly converges to $G$ in $(L^q(\Omega))^N$, with $\mu_s = f - \text{div}(G)$.

From Proposition 3.7 and Lemma 3.8 we now deduce that there exists a function $u \in W^{1,q}_0(\Omega)$ such that, up to subsequences,

$$u_n \rightharpoonup u \text{ a.e. and weakly in } W^{1,q}_0(\Omega), \ \forall \omega \subset \subset \Omega,$$

and

$$\left(\frac{1}{n} + u_n\right)^{-\gamma} \rightarrow \frac{1}{u^\gamma} \text{ a.e. and }^{\ast}\text{-weakly in } L^\infty(\omega), \ \forall \omega \subset \subset \Omega.$$

If $\varphi \in \mathcal{D}(\Omega)$, we pass to the limit in the distributional formulation of (3.9), as before and we get

$$\int_{\Omega} A(x) \nabla u \nabla \varphi \, dx = \int_{\Omega} \frac{\varphi}{u^\gamma} d\mu, \text{ for any } \varphi \in \mathcal{D}(\Omega).$$

In fact, observe that we have

$$\nabla \left(\varphi \frac{1}{\left(\frac{1}{n} + u_n\right)^\gamma}\right) = \nabla \varphi \frac{1}{\left(\frac{1}{n} + u_n\right)^\gamma} - \gamma \frac{\nabla u_n}{\left(\frac{1}{n} + u_n\right)^{\gamma + 1}} \varphi,$$

and we can use again Theorem 2.1 in order to get the weak convergence of the second term in $(L^q(\Omega))^N$.  \hfill $\square$
5. The case $\mu \perp L$

This section is devoted to the study of the case $\mu \perp L$; that is, $\mu_a = 0$. This situation is much more delicate and can not be faced with the elementary techniques of the previous sections. We will develop a refined monotonicity argument which is based on a monotone approximation for diffuse measures. We also stress that the following argument, with suitable modifications, works for any diffuse measure (in the sense specified in Theorem 3.4) not only the ones concentrated on a set of zero Lebesgue measure. We will prove existence of a solution in full generality in the case $\gamma \geq 1$, while in the case $\gamma < 1$ there is a “gap” between what one expects, and what we can prove.

So, given $\mu \perp L$, we consider problem

\[
\begin{cases}
-\text{div}(A(x)\nabla u) = \frac{\mu}{u^\gamma} & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega,
\end{cases}
\]

(5.13)

where $\Omega$ is an open bounded set of $\mathbb{R}^N$, $A$ is an elliptic matrix satisfying (3.3) and (3.4), and $\gamma > 0$.

We will use several technical results. The first one is a corollary of a result in [8] (see also [4]) that we state as in [1, Lemme 4.2] (see also [16]).

**Lemma 5.1.** Let $\mu$ be a nonnegative diffuse measure with respect to the $p$-capacity. Then there exists an increasing sequence of nonnegative increasing measures $\mu_n \in W^{-1,p'}(\Omega)$ such that $\mu_n$ converges to $\mu$ strongly in $M(\Omega)$.

We will also use the following consequence of a standard capacitary result that can be found in [9, Proposition 2.7] (see also [10]). Recall that, if $u \in W^{1,p}(\Omega)$ then one can consider its cap$_p$-quasicontinuous representative $\tilde{u}$: a function which satisfies

- $u = \tilde{u}$ a.e. on $\Omega$,
- for all $\varepsilon > 0$ there exists a set $E$ such that cap$_p(E) < \varepsilon$ and $\tilde{u}$ is continuous on $\Omega \setminus E$.

From now on we will always refer to the cap$_p$-quasicontinuous representative of the involved Sobolev functions.

**Lemma 5.2.** Let $\mu$ be a nonnegative diffuse measure with respect to the $p$-capacity, and let $u \in W^{1,p}(\Omega) \cap L^\infty(\Omega)$ be a nonnegative function. Then, up to the choice of its cap$_p$-quasicontinuous representative, $u$ belongs to $L^\infty(\Omega, \mu)$ and

\[
\int_\Omega u \, d\mu \leq \|u\|_{L^\infty(\Omega)} \mu(\Omega).
\]

Here is the main existence result of this section:

**Theorem 5.3.** Let either $\gamma \geq 1$ and $\mu$ be a diffuse measure with respect to the 2-capacity or $0 < \gamma < 1$ and $\mu$ be a diffuse measure with respect to the $q$-capacity, with $q = \frac{N(\gamma+1)}{N-\gamma+1}$. Then there exists a distributional solution for problem (5.13).

**Remark 5.4.** The result in the case $\gamma < 1$ is not optimal. In fact, in the case of a measure $\mu$ concentrated on a set of zero Lebesgue measure, we need to restrict the set of admissible measures to those in $M_0^q(\Omega)$ rather than $M_0^p(\Omega)$ in order to prove our existence result. This reflects a standard difficulty which arises from a...
lack of suitable regularity results when the datum involves measures in $W^{-1,q}(\Omega)$ with $q < 2$. For some further comments on this fact we refer the reader to [2] (and also [15]).

**Proof of Theorem 5.3.** As in the proof of Theorem 3.4 we will distinguish between the three cases $\gamma = 1$, $\gamma > 1$ and $\gamma < 1$, adopting the strategy of approximating the problem, proving a strict positivity result for the solutions of these problems, as well as some *a priori* estimates, and then passing to the limit.

In what follows, we define

$$
q(\gamma) = \begin{cases} 
\frac{2}{N(\gamma+1)} & \text{if } \gamma \geq 1, \\
\frac{N(\gamma+1)}{(N-1)\gamma+1} & \text{if } 0 < \gamma < 1,
\end{cases}
q'(\gamma) = \begin{cases} 
\frac{2}{N(\gamma+1)} & \text{if } \gamma \geq 1, \\
\frac{N(\gamma+1)}{(N-1)\gamma+1} & \text{if } 0 < \gamma < 1.
\end{cases}
$$

Let $\mu$ be a nonnegative diffuse measure with respect to the $q(\gamma)$ capacity, and let $\{\mu_n\}$ be an increasing sequence of nonnegative measures in $W^{-1,q}(\gamma)$, given by Lemma 5.1, strongly converging to $\mu$. Since $q'(\gamma) \geq 2$, thanks to Schauder theorem it can be easily proved that for every $n$ in $\mathbb{N}$ there exists a (unique) positive solution $u_n$ in $H^1_0(\Omega)$ of

$$
\begin{cases} 
-\text{div}(A(x)\nabla u_n) = \frac{\mu_n}{(\frac{n}{n+1} + u_n)^{\gamma}} & \text{in } \Omega, \\
u_n = 0 & \text{on } \partial\Omega.
\end{cases}
$$

(5.14)

We begin by choosing $v = (u_n - u_{n+1})^+$ as test function in (5.14), a choice which is possible since $v$ belongs to $H^1_0(\Omega)$. We obtain, after subtracting the equations for $u_n$ and $u_{n+1}$, using (5.3), and recalling that $\mu_n$ is increasing,

$$
\alpha \int_{\Omega} |\nabla (u_n - u_{n+1})^+|^2 \, dx \\
\leq \int_{\Omega} \left( \frac{d\mu_n}{(\frac{n}{n+1} + u_n)^{\gamma}} - \frac{d\mu_{n+1}}{(\frac{n}{n+1} + u_{n+1})^\gamma} \right) (u_n - u_{n+1})^+ \\
\leq \int_{\Omega} \left( \frac{1}{(\frac{n}{n+1} + u_n)^\gamma} - \frac{1}{(\frac{n}{n+1} + u_{n+1})^\gamma} \right) (u_n - u_{n+1})^+ \, d\mu_{n+1} \\
\leq \int_{\Omega} \left( \frac{1}{(\frac{n}{n+1} + u_n)^\gamma} - \frac{1}{(\frac{n}{n+1} + u_{n+1})^\gamma} \right) (u_n - u_{n+1})^+ \, d\mu_{n+1} \leq 0.
$$

Thus, we have proved that

$$
0 \leq u_n \leq u_{n+1} \text{ for every } n \in \mathbb{N}.
$$

(5.15)

We now remark that $\mu_1/(1 + u_1)^\gamma$ is not identically zero and nonnegative. Then, by the strong maximum principle we have that, for every $\omega \subset \subset \Omega$, there exists $c_\omega > 0$ such that $u_1 \geq c_\omega$ in $\omega$. Therefore, we have proved that

$$
\text{for every } \omega \subset \subset \Omega \text{ there exists } c_\omega > 0 : u_n \geq c_\omega \text{ in } \omega, \text{ for every } n \in \mathbb{N}.
$$

(5.16)

We now turn to *a priori* estimates.

If $\gamma = 1$, choosing $u_n$ as test function (which can be done since $u_n$ belongs to $H^1_0(\Omega)$), and the right hand side to the dual space $H^{-1}(\Omega)$) we obtain, after using (3.3), that

$$
\alpha \int_{\Omega} |\nabla u_n|^2 \leq \int_{\Omega} \frac{u_n}{\frac{n}{n+1} + u_n} \, d\mu_n \leq \mu_n(\Omega) \leq C,
$$

(5.17)
where in the last passage we have used Lemma \ref{lem5.2}. Therefore, we have proved that (5.17) the sequence \{u_n\} is bounded in $H^1_0(\Omega) = W^{1,q(\gamma)}_0(\Omega)$.

If $\gamma > 1$, let $k > 0$ and choose $v = T_k(u_n)^\gamma$ as test function in (5.14); note that this choice is admissible since $v$ belongs to $H^1_0(\Omega)$ and the right hand side is in the dual space $H^{-1}(\Omega)$. Using again (5.3) and Lemma \ref{lem5.2}, we have

$$
4\gamma \int_\Omega |\nabla T_k(u_n)|^2 T_k(u_n)^{\gamma-1} \, dx 
\leq \int_\Omega \frac{T_k(u_n)^\gamma}{(\frac{1}{n} + u_n)^\gamma} \, d\mu_n \leq \mu_n(\Omega) \leq C.
$$

Thus, we have proved that

$$
\frac{4\gamma}{(\gamma + 1)} \int_\Omega |\nabla T_k(u_n)|^2 \, dx \leq C,
$$

which implies, letting $k$ tend to infinity, that

$$
\int_\Omega |\nabla u_n|^2 \, dx \leq C.
$$

The proof of the $H^1_{\text{loc}}$ estimate now follows exactly as in [5, Lemma 4.1] with straightforward modifications. Only observe that, in order to handle the source term we use Lemma \ref{lem5.2} and (5.15) to have that

$$
\int_\Omega \frac{u_n \varphi^2}{(\frac{1}{n} + u_n)^\gamma} \, d\mu_n \leq \frac{1}{c_0^\gamma} \mu(\Omega),
$$

where $\text{supp}(\varphi) \subset \omega \subset \subset \Omega$. Therefore, we have proved that (5.18) the sequence \{u_n\} is bounded in $H^1_{\text{loc}}(\Omega) = W^{1,q(\gamma)}_{\text{loc}}(\Omega)$.

If $\gamma < 1$, we let $0 < \varepsilon < \frac{1}{n}$ and choose $v = (\varepsilon + u_n)^\gamma$ as test function in (5.14); this is allowed as $v$ belongs to $H^1_0(\Omega)$, and $\mu_n$, being in $W^{-1,q(\gamma)}(\Omega)$, with $q'(\gamma) > 2$, is in $H^{-1}(\Omega)$. Using (5.3) as before, as well as Lemma \ref{lem5.2} we obtain

$$
\alpha \gamma \int_\Omega |\nabla u_n|^2 (\varepsilon + u_n)^{\gamma-1} \, dx 
\leq \int_\Omega \frac{(\varepsilon + u_n)^\gamma - \varepsilon^\gamma}{(\frac{1}{n} + u_n)^\gamma} \, d\mu_n \leq \mu_n(\Omega) \leq C.
$$

Now we apply Sobolev inequality and then let $\varepsilon$ tend to zero to obtain

$$
\int_\Omega \frac{x^{2(\gamma+1)}}{u_n^2} \leq C,
$$

so that \{u_n\} is bounded in $L^s(\Omega)$, with $s = \frac{N(\gamma+1)}{N-2}$.

Coming back to (5.19) we use Hölder inequality to obtain

$$
\int_\Omega |\nabla u_n|^{q(\gamma)} \, dx = \int_\Omega |\nabla u_n|^{q(\gamma)} \frac{(\varepsilon + u_n)^{\frac{s(\gamma)(1-\gamma)}{2}}}{\mu_n(\Omega)^{\frac{s(\gamma)}{2}}} \leq \left( \int_\Omega |\nabla u_n|^2 (\varepsilon + u_n)^{(\gamma-1)} \right)^{\frac{q(\gamma)}{2}} \left( \int_\Omega (\varepsilon + u_n)^s \right)^{1 - \frac{q(\gamma)}{2}} \leq C.
$$

Thus, we have proved that (5.20) the sequence \{u_n\} is bounded in $W^{1,q(\gamma)}_0(\Omega)$.

Summing up the results of (5.17), (5.18), and (5.20), we have that \{u_n\} is bounded in $W^{1,q(\gamma)}_{\text{loc}}(\Omega)$ (and actually more, if $\gamma \leq 1$). Thus, also using (5.13), $u_n$
weakly converges to some positive function $u$ in $W_{1,q}^{1,\gamma}(\Omega)$. Choosing $\varphi$ in $D(\Omega)$ as test function in (5.14), we have that
\[
\int_\Omega A(x) \nabla u \cdot \nabla \varphi = \int_\Omega \frac{\varphi}{(\frac{1}{n} + u_n)^\gamma} d\mu_n.
\]
Using the (local) weak convergence of $\nabla u_n$ in $L^q(\gamma)(\Omega)$, we have that
\[
\lim_{n \to +\infty} \int_\Omega A(x) \nabla u_n \cdot \nabla \varphi = \int_\Omega A(x) \nabla u \cdot \nabla \varphi,
\]
so that it only remains to pass to the limit in the right hand side to conclude the proof of the theorem.

We have
\[
\int_\Omega \frac{\varphi}{(\frac{1}{n} + u_n)^\gamma} d\mu_n = \int_\Omega \frac{\varphi}{(\frac{1}{n} + u_n)^\gamma} d(\mu_n - \mu) + \int_\Omega \left( \frac{\varphi}{(\frac{1}{n} + u_n)^\gamma} \right) d\mu,
\]
and we will separately analyze the two terms on the right hand side of the above identity. First of all, if $\omega$ is an open set compactly contained in $\Omega$ and containing the support of $\varphi$, thanks to both Lemma 5.1 and Lemma 5.2, and to (5.16), we have
\[
\int_\Omega \frac{\varphi}{(\frac{1}{n} + u_n)^\gamma} d(\mu_n - \mu) \leq \frac{1}{c^\omega} ||\varphi||_{L^\infty(\Omega)} |\mu_n - \mu|_{(\Omega)} \xrightarrow{n \to \infty} 0.
\]
On the other hand, since $\mu$ is diffuse with respect to the $q(\gamma)$ capacity, we know that $\mu = f - \text{div}(G)$, with $f \in L^1(\Omega)$ and $G \in (L^q(\gamma)(\Omega))^N$. Therefore, reasoning as in the proof of Theorem 3.4 we deduce that $\frac{\varphi}{(\frac{1}{n} + u_n)^\gamma}$ converges to $\frac{\varphi}{u^\gamma}$ both $\ast$-weakly in $L^\infty(\Omega)$ and weakly in $W_0^{1,q}(\gamma)(\Omega)$, so that we have
\[
\lim_{n \to +\infty} \int_\Omega \frac{\varphi}{(\frac{1}{n} + u_n)^\gamma} d\mu = \int_\Omega \frac{\varphi}{u^\gamma} d\mu,
\]
and this concludes the proof. \hfill \Box

6. A general uniqueness result if $\gamma \geq 1$

In [11] the uniqueness of a $C^{2+\alpha}(\Omega) \cap C(\overline{\Omega})$ solution for problem
\[
(6.21)
\begin{align*}
-\Delta u &= \frac{\mu}{u^\gamma} \quad \text{in } \Omega, \\
u &= 0 \quad \text{on } \partial \Omega, \\
u &> 0 \quad \text{on } \Omega,
\end{align*}
\]
was proved if the case of a strictly positive $\mu \in C^\alpha(\overline{\Omega})$ if $\Omega$ is a domain of class $C^{2+\alpha}$, for some $0 < \alpha < 1$. In our case, for arbitrary $\gamma$, there is no chance to deal with such smooth solutions since, as we have seen, not even local finite energy solutions can be obtained, at least in the case $\gamma < 1$. If $\gamma \geq 1$ we show a general uniqueness result for the model problem (6.21) in the case of $\mu$ being a diffuse measure. In order to deal also with the case $\gamma > 1$ we assume some smoothness on $\Omega$ (e.g. Lipschitz boundary). The proof is based on a Kato's type inequality.

**Theorem 6.1.** Let $\gamma \geq 1$ and let $\mu$ be as in Theorem 3.4 Then the solution to problem (6.21) is unique.
Proof. Let $u$ and $v$ be two solutions to problem (6.21) and consider $w = u - v$. We will prove that $u \leq v$, the reverse inequality being similar. Consider a nonnegative $\phi \in D(\Omega)$, and choose $\frac{1}{\varepsilon} T_\varepsilon(w)^+ \phi$ as test function in the weak formulations of both $u$ and $v$; subtracting, we obtain

$$
\frac{1}{\varepsilon} \int_{\{w^+ \leq \varepsilon\}} |\nabla w|^2 \phi \, dx + \frac{1}{\varepsilon} \int_\Omega \nabla w \nabla \phi T_\varepsilon(w)^+ \, dx \\
= \frac{1}{\varepsilon} \int_\Omega \mu \phi \left( \frac{1}{w^\gamma} - \frac{1}{v^\gamma} \right) T_\varepsilon(w)^+ \, dx ;
$$

now we drop the first nonnegative term and we let $\varepsilon \to 0$ so that, observing that $(u^\gamma - v^\gamma) \text{sign}(w) \leq 0$, we get

$$(6.22) \quad -\Delta w^+ \leq 0 \text{ in } D'(\Omega).$$

If $\gamma = 1$, this proves the result as $w \in W^{1,1}_0(\Omega)$ (see for instance [6, Proposition 4.B.1]).

If $\gamma > 1$, recalling (3.8) in Remark 3.3, we deduce

$$
\lim_{\varepsilon \to 0^+} \frac{1}{\varepsilon} \int_{\{x: \text{dist}(x, \partial \Omega) < \varepsilon\}} w^+(x) \, dx = 0,
$$

that together with (6.22) allows us to apply Proposition 5.2 of [16] in order to get that

$$
-\Delta w^+ \leq 0 \text{ in } (C^\infty_0(\Omega))',
$$

where $C^\infty_0(\Omega)$ is the set of functions in $C^\infty(\Omega)$ that vanish on $\partial \Omega$.

We can now apply standard weak maximum principle (see for instance Proposition 5.1 of [16]) and we get that $w^+ = 0$. This concludes the proof of the result. □

Remark 6.2. We stress again that uniqueness results for singular problems as the one we considered are very hard to prove in general. Some results in this direction can be found in the recent paper [3] (see also [14]). A trivial remark is that the previous proof works also for $\gamma < 1$ in the class of $H^1_{\text{loc}}$ functions: that is, if $\gamma < 1$, then $H^1_{\text{loc}}$ solutions to problem (6.21) (if they exist) are unique.
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