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Abstract—We propose a single-stage, category-level 6-DoF pose estimation algorithm that simultaneously detects and tracks instances of objects within a known category. Our method takes as input the previous and current frame from a monocular RGB video, as well as predictions from the previous frame, to predict the bounding cuboid and 6-DoF pose (up to scale). Internally, a deep network predicts distributions over object keypoints (vertices of the bounding cuboid) in image coordinates, after which a novel probabilistic filtering process integrates across estimates before computing the final pose using PnP. Our framework allows the system to take previous uncertainties into consideration when predicting the current frame, resulting in predictions that are more accurate and stable than single frame methods. Extensive experiments show that our method outperforms existing approaches on the challenging Objectron benchmark of annotated object videos. We also demonstrate the usability of our work in an augmented reality setting.

I. INTRODUCTION

In robotics and augmented reality settings, detecting object poses in three dimensions is crucial. Once we start interacting with an environment, objects that have been detected also need to be tracked. Pose tracking encourages temporally consistent pose predictions, allowing past observations to inform current predictions. For robotic manipulation, pose tracking can bring robustness to semantically meaningful interaction over time, or aid in keeping virtual worlds in sync with the robot environment.

The problem of 6-DoF pose tracking is a rich topic in the computer vision community. Recent object pose tracking methods [1], [2] have focused on the instance-level problem, which assumes the 3D model of the target instance is available. Template matching [3], [4] is among the most popular methods. It aims to compute the relative pose between two images by comparing a rendered synthetic image from the previous pose estimation with the current realistic input. By harnessing the power of rendering techniques, these methods can achieve remarkable accuracy and robustness. However, the assumption of the known 3D model is not always valid in realistic settings, where high-fidelity 3D models of novel objects are costly to acquire.

In this work, we seek to extend reliable 6-DoF pose tracking to categories of objects, while using input from only a single RGB camera and no 3D instance meshes.

Fig. 1. Overview of our CenterPoseTrack framework for category-level 6-DoF object pose tracking from a monocular RGB sequence. Our method leverages a deep network and a filtering process to estimate and propagate 2D projected keypoints of 3D bounding boxes, using an off-the-shelf PnP process to compute the final 6-DoF pose and relative dimensions. Please note that for simplicity ‘meta’ is used to refer to keypoints, bounding boxes, sub-pixel offsets, uncertainties, etc.

We consider a category to be a class of objects of similar physical shapes, e.g., cereal boxes, shoes, or mugs. Category-level pose prediction presents an additional challenge to the instance-level pose problem: whereas pose prediction for known instances encompasses translation and rotation, for categories of objects with varying size and shape we also need to predict and track the object dimensions (i.e., width, height, and length).

While the research community has given much attention to the category-level pose estimation problem [5], [6], [7], [8], [9], few works have considered category-level tracking. The most relevant work to ours is 6-PACK [10], which takes as input a single RGB-D frame (color + depth) from which anchor points are generated in an unsupervised manner. Using the anchor points, the algorithm tracks the object over time by matching the points from the current frame with the previous one. Another work, CAPTRA [11], uses point clouds to track object positions over time. In contrast to these works, we focus exclusively on leveraging the accessibility of RGB-only inputs, while also integrating uncertainties which current category-level pose tracking methods have not fully explored.

The emerging trend of jointly performing detection and tracking [12], [13], [14] has made progress in overcoming possible issues with bad predictions coming from either current or previous frames. Inspired by these successes and our previous work [15] on category-level pose estimation, we propose a keypoint-based solution to track objects in three dimensions. We represent an object as a set of vertex keypoints from its 3D cuboid projected onto the image plane. This representation allows us to leverage PnP for computing the final object pose. Figure 1 presents an overview of our framework: Our tracker is composed of two parts: a deep...
neural network and a filtering algorithm. The deep network takes as input the current observation, i.e., the image at time \( t \), as well as the observation and high-level predictions from time \( t - 1 \). High-level outputs from the network are then sent to our filtering process. We first compute a fused distribution over predicted keypoints using Bayesian filtering on the network outputs, followed by a Kalman filter to propagate these predictions in time. In order to keep the object size consistent, we leverage Bayesian filtering over all the previous cuboid size predictions. With that information, the final object pose is computed via PnP. Using the uncertainty estimates returned by the Kalman filter, we render heatmap inputs for the next frame, allowing the network to reason about the likelihood of keypoint positions.

Our work makes the following contributions:

- We propose a category-level method called CenterPoseTrack for detecting and tracking 6-DoF object poses and dimensions (up to scale) using monocular RGB video as input.
- We show the importance of incorporating uncertainty estimation, which is performed through both a tracklet-conditioned deep network and a probabilistic filtering process.
- The evaluation of the proposed method demonstrates improved generalization and robustness on the Objectron benchmark [16].

II. RELATED WORK

6-DoF object pose estimation. 6-DoF object pose estimation infers the 3D translation and rotation of a target object. State-of-the-art methods can be generally categorized into template matching [17], [18] and regression techniques [19], [20], [21], [22]. While these approaches have achieved impressive results, they rely on the availability of an instance-specific 3D CAD model of the object at training, annotation, and/or inference time. In order to extend this body of work, recent methods have explored the category-level pose estimation, finding the 6-DoF pose of a previously unseen object selected from a known object category, e.g., mugs or shoes. In this context, prior work has explored learning a normalized object coordinate space [5], matching pose-dependent and pose-independent features separately [7], or modeling deformation from the categorical shape prior [6]. Most of these methods leverage large collections of synthetic 3D CAD models to generate complex annotations of rendered images during training time. An alternative approach that is similar to our work directly regresses the 2D projections object keypoints [23], [16], using large-scale real-world image datasets annotated with 3D object bounding box [16].

Our prior work [15] belongs to this category and lays the foundation of our proposed tracking framework. Although our previous detector has achieved state-of-art performance on the Objectron dataset [16], we show in this work that it does not keep temporal consistency across frames.

6-DoF object pose tracking. A natural extension to single frame pose estimation is tracking objects over time. Current instance-level tracking approaches can be divided into two groups: probabilistic- and optimization-based methods. The former methods build frameworks on different filtering strategies, including particle filtering [24], [25], [26] or Gaussian filtering [27]. The latter aim to capture the discrepancy between the current observation and the previous state, then computes inter-frame change in pose by minimizing the residual function in a least-squares manner [1], [28], [2], [3], [4]. When extending tracking to the category-level pose problem, the task becomes more challenging as features cannot not be extracted from known CAD models. The pioneering work of 6-PACK [10] proposed a novel anchor-based keypoint generation neural network that reliably detects the same keypoints from the point cloud and uses them to estimate the inter-frame change in pose through keypoint matching. CAPTRA [11] adopts a per-part cannibalization module for point clouds, then uses two separate networks to estimate the change of each part’s coordinates and rotation between frames. While these depth-based methods are successful, category-level 6-DoF pose tracking problem from monocular RGB input has not been fully explored.

Uncertainty modeling. Prediction uncertainty may be decomposed into epistemic and aleatoric uncertainty [29], [30]. Epistemic uncertainty arises in the model parameters which reflect a limited set of training data, while aleatoric uncertainty stems from sensor error or label noise. Many efforts have been put in estimating the uncertainty of 2D or 3D bounding boxes in object detection [31], [32], [33], [34]. Most of them are based on the idea of direct modeling, which assumes a particular probability distribution over network outputs, and uses additional layers to estimate the parameters of the hypothesized distribution. However, its importance has not been fully realized for the category-level pose tracking problem, where the intra-class shape variability within a category remains a key challenge [15]. In this work, we leverage recent progress [35] on modeling aleatoric uncertainty and apply it to predicting inter-frame keypoint displacement and relative cuboid dimensions. These uncertainty estimates serve as a crucial component for prediction fusion in the downstream pipeline.

III. APPROACH

Inspired by CenterPose [15], we developed a similar architecture that allows tracking of objects. Our approach to category-level object pose tracking is illustrated in greater detail in Figure 2. At a high level, the upper section describes the inputs and outputs of the trained neural network. The lower section depicts the filtering process that reasons over network outputs and produces a final pose estimate. This section presents the components used by CenterPoseTrack.

A. Background

We assume as input an RGB image of the current frame \( I(t) \in \mathbb{R}^{H \times W \times 3} \) and the previous frame \( I(t-1) \in \mathbb{R}^{H \times W \times 3} \), as well as the predictions for the tracked objects in the previous frame \( T(t-1) = \{ p_0^{(t-1)}, p_1^{(t-1)}, \ldots \} \). More specifically, each tracklet \( p \) is described by its object center \( p_{cen} \in \mathbb{R}^2 \),
2D bounding box \((s \in \mathbb{R}^2)\), 8 corner keypoints \((p_{\text{key}} \in \mathbb{R}^2)\) with uncertainties \((\sigma_{\text{key}} \in \mathbb{R}^2)\), relative dimensions \((d \in \mathbb{R}^3)\) with uncertainties \((\sigma_{\text{dim}} \in \mathbb{R}^3)\), and a unique identity \((id \in \mathbb{Z}^+)\). The goal is to detect and track objects \(T(t) = \{p_0(t), p_1(t), \ldots\}\) in the current frame \(I(t)\), as well as assigning objects with a consistent \(id\). If there are no previously found objects, then the method is equivalent to detection.

### B. Tracklet-conditioned detection

A natural way to increasing temporal coherence is to provide the detector with additional image inputs from past frames. Considering the additional computation cost brought by adding more images, we only include a single previous frame [36]. We also render heatmaps (object center and keypoints) from detections in the previous frame \(I^{(t-1)}\) as inputs to the neural network. In Figure 2, these inputs are referred as Filtered center heatmap and Filtered keypoint heatmaps.

We leverage rendering to include uncertainty from the previous frame’s prediction. Specifically we use a scaled Gaussian distribution, where the scale \(k = \max\left(1 - e^{-\alpha^2/\sigma^2}, 0\right)\), and \(\sigma\) is the corresponding predicted uncertainty (we use \(a = 9, b = 3,\) and \(c = 0.15\)).

The network is also trained to output 2D offset vectors from the previous keypoint locations to current locations. This offset prediction, similar to sparse optical flow, is an efficient way to link points across different frames [36]. In our experiments, we found that the network can estimate the change in the scene and potentially recover occluded keypoints at time \(t\) from visual evidence at time \(t - 1\). With the proposed design, the network is able to implicitly reason over prior detections with temporal coherency.

### C. Training data generation

The main challenge in training such a network comes from generating realistic heatmap inputs as training examples. At inference time, the heatmaps can contain an arbitrary number of missing keypoints, predictions with localization error, or even false positives. We employ two modes for data generation: 1) Using predictions from CenterPose [15]; 2) Modeling the test-time error at training time, inspired by [37], [36]. For the latter, three types of noise are applied to the ground truth annotations for the object center and the corner keypoints. Gaussian noise \(n \sim \mathcal{N}(0, \sigma^2)\) is added to the locations. False positives are added by rendering on the heatmap new points with probability \(\lambda_{fp}\). False negatives also remove randomly points with probability \(\lambda_{fn}\). In our final implementation, we set \(\sigma = 1, \lambda_{fp} = 0.1,\) and \(\lambda_{fn} = 0.2\) for the object center while \(\sigma = 1, \lambda_{fp} = 0.05,\) and \(\lambda_{fn} = 0.1\) for other keypoints. The Gaussian noise is rendered based on a scale determined by the noise level, where the scale \(k = \max\left(1 - \alpha^2/\sigma^2, 0\right)\), \(\alpha = 2\) and \(\beta = 4.5\). During noise simulation, keypoints are rendered only if their corresponding object center has already been rendered. We also randomly sample from all frames \(I(k)\) where \(|k-t|<M_f\) near the current frame \(I(t)\) to avoid over-fitting to the frame rate.

### D. Uncertainty Modeling

Capturing uncertainties (due to perception inaccuracy or sensor noise) provides valuable information for the tracking pipeline. When directly predicting uncertainty as a network output, it is common practice to impose a negative log
likelihood loss function [29], [38]:

\[
L_{NLL}(y, \hat{y}, \hat{b}) = \log 2\hat{b} + \frac{|y - \hat{y}|}{\hat{b}},
\]

(1)

where \(y\) refers to the ground truth label, \(\hat{y}\) is the predicted output, and \(\hat{b}\) represents the predicted uncertainty. In contrast, we introduce a Kullback-Leibler (KL) divergence loss function inspired by [35] for the displacement and relative dimension outputs:

\[
L_{KLD}(y, \hat{y}, \hat{b}, \beta) = \log \frac{\beta \exp \left(-\frac{|y - \hat{y}|}{\beta}\right) + |y - \hat{y}|}{\beta} - 1,
\]

(2)

with label uncertainty hyperparameter \(\beta\). The KL divergence loss has a two-fold advantage over negative log likelihood. First, the KL divergence is always greater than 0 while the negative log likelihood goes to negative infinity as the uncertainty \(\to 0\) and error \(\to 0\). Using the KL divergence can prevent this individual loss term from dominating the overall loss. Second, the shape of the KL divergence can easily be controlled by the hyperparameter \(\beta\), which is useful for preventing the model from overfitting to noisy labels.

For better convergence, we modify Eq. (2) to:

\[
L_{KLD+}(y, \hat{y}, \hat{\sigma}^2, \beta^2) = \log \frac{\lambda \hat{\sigma}^2 + \beta^2 \exp \left(-\frac{(y - \hat{y})^2}{\beta^2}\right) + (y - \hat{y})^2}{\lambda \hat{\sigma}^2} - 1 + \frac{1}{2} \lambda \hat{\sigma}^2,
\]

(3)

where \(\hat{\sigma}^2\) represents the predicted uncertainty and \(\beta^2\) represents the label uncertainty hyperparameter (set to 0.1 in our experiments). We predict \(\log \lambda \hat{\sigma}^2\) instead of \(\hat{\sigma}^2\) and adopt a compulsory gradient clipping step for the overall loss (bound is set to 100) for better stability during the training process. We also use \(\frac{1}{2} \lambda \hat{\sigma}^2\) as an additional regularization term. Finally, \(\lambda\) is used as a coefficient hyperparameter which is set to 0.25.

\section*{E. Filtering Process}

Tracking methods have to answer the fundamental question of how much confidence to have in the prior predictions vs. the current ones. In this work, we have two ways to model this trade-off. In Section \[\text{III-B}\] we have already illustrated how we incorporate the probabilistic heatmap rendering as a network input. However, the network only has access to a local window (2 frames), while information in the longer horizon may be essential for accurate and stable tracking.

In order to leverage long horizon information (see bottom of Fig. \[\text{II}\]), we first fuse the keypoint heatmap (the heat center) and the displacement prediction inputs via a Bayesian filter [39], where input number \(n = 2\) in our case and \(\hat{\mu}_i\) represents the corresponding 2D location prediction:

\[
\hat{\sigma} = \left(\sum_{i=1}^{n} \hat{\sigma}_i^2\right)^{-1/2}, \quad \hat{\mu} = \hat{\sigma}^2 \sum_{i=1}^{n} \hat{\sigma}_i^{-2} \hat{\mu}_i.
\]

(4)

Then, the updated keypoints with corresponding uncertainties, and the predicted keypoint offsets, are fed into a Kalman filter as observable variables. This allows us to represent locations, uncertainties for the location estimates, and the object velocities. A simple constant velocity model is used, and the uncertainties for the velocity estimates are set at 20 in our experiments. As the relative dimension prediction inputs stay the same for one specific object over time, we employ another Bayesian filter [39] on the entire history of their measurements. After the updates, the keypoint estimates from the Kalman filter along with the estimated relative dimensions, are fed to a Levenberg-Marquardt version of PnP [40], producing the final 6-DOF pose output. Using the projected keypoints with uncertainties, and the likelihood for the center predictions, we render new heatmaps (Section \[\text{III-B}\]) for the next timestep.

\section*{F. Loss Function}

We adopt the focal loss for center \(L_{Pcen}\) and keypoint heatmaps \(L_{Pkey}\). We adopt the L1 loss for 2D bounding box size \(L_{bbbox}\), center offset \(L_{off}\), center tracking offset \(L_{track}\), keypoint offset \(L_{offkey}\), and keypoint tracking offset \(L_{trackkey}\). We employ our proposed KLD+ loss for displacement \(L_{KLD+dis}\), and relative dimension \(L_{KLD+dim}\). The overall training objective is the weighted combination of these nine terms.

\section*{G. Implementation Details}

Our network was trained with a batch size of 32 on 4 NVIDIA V-100 GPUs for 15 epochs, starting with the pretrained ImageNet weights. We use the Adam optimizer with an initial learning rate of 2.5e-4, dropping 10x at both 6 and 10 epochs. On average, around 60 h are required to train one category (using between 120k to 500k training images depending on the category). Inference speed is around 8 fps on an NVIDIA GTX 1080Ti GPU.

\section*{IV. Experimental Results}

In this section, we aim to demonstrate that our tracking algorithm achieves state-of-the-art results on the Objectron dataset [16] and that it alleviates the stability issues seen with previous detection work [23], [15] when predicting over multiple frames. We also demonstrate the use of CenterPose-Track in a real-world augmented reality system.

\section*{A. Dataset}

We evaluate our method on the Objectron dataset [16] which contains 9 categories: bikes, books, bottles, cameras, cereal boxes, chairs, cups, laptops, and shoes. There are 15k video clips with over 4M frames annotated with 3D object bounding boxes, camera poses, sparse point clouds, and surface planes. Categories with symmetric objects are handled following [5], [15].

\section*{B. Metrics}

Following [15], we report the following metrics: 1) average precision of 3D intersection over union (IoU) at 50%, 2) mean pixel error of the 2D projection of cuboid vertices, 3) average precision of azimuth at 15°, and 4) average precision of elevation at 10°. For the symmetric object categories (bottle* and cup*), we maximize 3D IoU or minimize 2D
pixel projection error by rotating the predicted bounding box along the symmetry axis $N$ times ($N = 100$ following [16]).

We also introduce a new consistency metric for tracking of static objects, aiming to measure how much a prediction changes in translation, rotation, and cuboid dimensions over time. We propose to compare multi-frame predictions against each other using 3D IoU in the world coordinate frame. A perfectly consistent tracking system would have perfect overlap between pairs of predictions, e.g., 3D IoU of 1.0. Since $n^2$ comparisons can be computationally intensive, where $n$ is the number of frames, we report the average of consistency score computed within a 5-frame sliding window.

C. Category-Level 6-DoF Pose and Size Tracking

We compare the proposed method against 6 baselines including variants of our model: 1) MobilePose [23]: a single-stage light-weight detector with two heads regressing to the centroid location and the 3D bounding box keypoints. 2) Two-Stage [16]: a two-stage detector for 2D object detection and 3D keypoint regression. 3) CenterPose [15]: our prior single-stage detector. 4) CenterPose w/ filtering [15]: our CenterPose detector extended with a simplified filtering process, where the uncertainty extracted from the heatmap is also used for the displacement output; and we directly average the relative dimension outputs across the frames in the fusion step. 5) Ours w/o filtering: an ablation of our proposed method where the filtering process is removed. 6) Ours w/o heatmap: an ablation of our proposed method where the prior heatmap input is empty. 7) Ours: the complete version of our proposed method. Similar to prior 6-DoF tracking works [25], [27], [10], in this experiment, we assume the ground truth pose and object size from the first frame are given to all the tracking methods. We report the results in Table II, where the numbers for MobilePose [23] and Two-stage [16] are from [16].

When compared with frame-by-frame detection methods [23], [16], [15], our tracker achieves better results across all metrics. Our method improves by a large margin over the version without filtering, especially on the consistency metric, which suggests that the filtering process serves as a crucial component to explicitly alleviate the inter-frame jitter problem. The version without heatmap inputs performs badly with occlusion (cup and shoe), which illustrates that our tracklet-conditioned mechanism provides a good prior region for the network to reason about, easing the difficulty when part of the object is not visible in the individual frame.

Figure 3 shows a qualitative comparison between CenterPose [15], CenterPose w/ filtering, and our method. For a real-world demonstration of the method, see the supplementary video which shows an augmented reality application in which poses and cuboid sizes are used to overlay a 3D model on a video, as previewed in Figure 4.

D. Pose Error under Different Track Initialization Methods

Since our tracker is conditioned on the pose from the previous frame, it is important to test its robustness and stability with different initializations. We compare 4 initialization settings: 1) Ground truth pose and size: the same setting as used in Section IV-C. 2) Ground truth pose and size with noise: following [11], we simulate Gaussian noise ($\sigma_{\text{scale}} = 20\%$, $\sigma_{\text{rot}} = 5^\circ$, and $\sigma_{\text{trans}} = 3$ cm) to mimic initialization error. 3) CenterPose [15]: we use the prediction from our single-shot detector on the very first frame of each test video. 4) None: since our proposed work is a joint detection and tracking approach, it can work without any external detector for initialization.

The results in Table III highlight the robustness of our method to the initial pose, demonstrating that it can work independently of an external single-frame pose estimator. Although, as expected, tracking performance decreases when ground truth is not available to initialize the first frame, accuracy of our method with no initialization (0.7488) is essentially the same as that obtained with CenterPose initialization (0.7476), and is only slightly worse than that obtained when initialized with noisy ground truth (0.7734). Moreover, it is important to note that even without initialization, CenterPoseTrack (0.7488) significantly outperforms the frame-by-frame CenterPose detector (0.7218), see Table III.

V. CONCLUSION

We have proposed a joint detection and tracking method for category-level 6-DoF pose estimation of previously unseen object instances. Our framework is designed to incorporate uncertainty estimation, both implicitly and explicitly, via a deep network and a filtering process. The proposed network works in a tracklet-conditioned manner by taking
rendered heatmaps as input, and directly modeling prediction uncertainty in the outputs. To train the network, we also introduce a data generation process of simulating test-time errors. Our proposed method achieves state-of-the-art performance on the Objectron benchmark. Future work will aim to incorporate improved data encoding for the network and directly impose temporal consistency within a local region.
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