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Recently, some technological issues in network slicing have been explored. However, most works focus on the physical resource management in this research field and less on slice selection. Different from the existing studies, we explore the problem of intelligent multiple slice selection, which makes some effort to dynamically obtain better user experience in a changeable state. Herein, we consider two factors about user experience: its throughput and energy consumption. Accordingly, a distributed E-cross learning algorithm is developed in the multiagent system where each terminal is regarded as an agent in the distributed network. Furthermore, its convergence is theoretically proven for the dynamic game model. In addition, the complexity of the proposed algorithm is discussed. A mass of simulation results are presented for the convergence and effectiveness of the proposed distributed learning algorithm. Compared with greedy algorithm, the proposed intelligent algorithm has a faster convergence speed. Besides, better user experience is attained effectively with multiple slice access.

1. Introduction

Nowadays, different user demands ought to be met in the various scenarios, such as high system capacity, high reliability, low latency, and high resource efficiency. With the diversity of these requirements, the existing network cannot provide various end-to-end services with a physical network [1–3]. To achieve the goal, some iron tower companies have been established all over the world, such as China, England, and America. In this architecture, several operators can operate different systems in the same physical network. As a key enabling technology in the emerging network, network slicing can render customized service for terminals in a flexible way [4]. This technology takes advantage of software defined network (SDN) and network function virtualization (NFV) to build several logical networks [5]. According to different demands, the whole physical network can serve different vertical sectors with various logical instances. Subsequently, each virtual instance can provide the service for users in the different scenarios, smart city, autonomous driving, virtual reality, etc., whereas some challenges appear in this technology field, autonomous and dynamic network configuration, slice security, radio access network slicing, user equipment (UE) slicing, and others. Herein, one of the challenges is that mobile terminals are required to intelligently access to multiple logic slices on demand instantaneously in some cases [6]. Thus, it is meaningful to explore the problem about smart multiple slice selection.

The architecture of network slicing is made up of three following layers: physical resource layer, function layer, and service layer. At present, most of related studies focused on resource management in the physical layer. To efficiently manage physical resource, Reference [7] designed a distributed iterative algorithm to improve spectrum efficiency. In [8], an iterative algorithm was proposed to jointly optimize physical power allocation with fine granularity. Both the aforementioned research works were based on the iterative method to improve network performance [7, 8]. A corresponding scheme with virtual resource management was proposed to meet user requirements in [9]. To cope with resource division between slices, an approach was proposed for power allocation and user association. In this paper, the
research problem was modelled as convex optimization problem. Afterwards, an intelligent corresponding algorithm was designed with Lyapunov principle [10]. In [11], a scheme was presented for non-NOMA slice resource allocation in the three types of classic applications: enhanced mobile broadband (eMBB), massive machine type communications (mMTC), and ultra-reliable low latency communications (URLLC). These aforementioned References [10, 11] proposed corresponding schemes to manage non-NOMA resource in the network slicing architecture. To improve network efficiency, Reference [12] proposed a priority-based resource scheduling algorithm. In [13], a slicing framework was revealed to improve network performance. Reference [14] studied the scheme with traffic load and wireless resource constraint. In [15], resource slicing in the wireless access network was regarded as a challenge. Afterward, four related schemes were proposed for slice management to maximize their resource efficiency. Reference [16] revealed a resource scheduling scheme to predict future network state, which was based on deep learning and reinforcement learning algorithm. In [17], a heuristic algorithm was developed for spectrum allocation, access control, and space multiplexing. Reference [18] proposed a resource slicing scheme in the wireless access network. As to resource slicing, dynamic programming was applied to model slice isolation, which could provide better network performance [19]. Reference [20] proposed a novel scheme to dynamically allocate network slice. These abovementioned papers [19, 20] studied resource allocation schemes in the virtual access network. In [21–28], various game models were used to efficiently manage wireless resource. Reference [21] made use of coalition game model to represent spectrum cooperation between operators. In [22], a distributed algorithm was proposed to allocate resource and service selection, which was modelled with match game. A network framework was designed for resource allocation, access control, and packet loss among the different slices [23]. Reference [24] modelled resource management as congesting game. Correspondingly, two distributed algorithms were revealed to allocate physical resource. In [25], Nash equilibrium was obtained to present resource allocation algorithm. Broken game model was used for spectrum management in the cloud access network [26]. Reference [27] modelled distributed resource allocation as game model. In [28], auction game was used to optimize network performance. Herein, all the abovementioned algorithms [7–28] were proposed for optimal physical resource management, which aimed to serve terminal or operator better.

As to slice selection, related work appeared to be few in the past [29–34]. In [29], slice selection was regarded as a vital part in the network slicing architecture. A genetic algorithm was proposed to find the optimal solution. Reference [30] firstly presented related principle about network slicing. Afterwards, a slice selection algorithm was given to improve network performance. An event-triggered slice selection mechanism was proposed in the end-to-end slice network [31]. In [32], the related slicing principle and work flow were shown in the paper. Reference [33] presented a joint optimization algorithm about virtual base station access and slice selection. Reference [34] presented some approaches about slice selection. The aforementioned references covered some ranges of slice selection. However, these solutions are not applicable for our research problem. It is the reason that these models are not capable of formalizing the complicated matching relationship for terminal and slice: each terminal tries to obtain higher user experience, which considers its throughput and energy consumption. In addition, virtual network slice instances ought to provide better service for terminal user. Moreover, the network continuously changes their state from time to time. In other words, the network state is dynamically changeable in the whole process. Motivated by the aforementioned research gap, this paper mainly addresses the issue of intelligent multiple slice selection between terminals and multiple slices.

Herein, the following contributions are made in this paper.

1. In the whole network, each user ought to maximize its experience all the time. The Markov game is used to formulate dynamical selection among different slices. Herein, the user experience is presented as network utility, and the instantaneous user experience is regarded as a reward.

2. Afterwards, a distributed E-cross learning algorithm is proposed to solve aforementioned multiple slice selection problem (SS_ECL), which considers two factors: its throughput and energy consumption. In this algorithm, its probability of slice has been dynamically changed over time.

3. Finally, numerical results validate that the network can converge to be stable in the SS_ECL algorithm. In addition, user can obtain better experience, compared with greedy algorithm.

The rest of this paper is organized as follows. The second section describes the scenario and presents the corresponding problem formulation. Afterwards, the third section shows the SS_ECL algorithm. The fourth section presents numerical results and corresponding analysis. Finally, the fifth section concludes the paper.

## 2. System Model and Problem Formulation

### 2.1. System Model

In Figure 1, various logic slices are mapped to several physical base stations. Afterwards, each virtual slice provides particular service for corresponding terminals. Base stations act as the bridge between terminals and slices. In other words, base stations are access points, meanwhile slice is regarded as the server for corresponding terminals. In addition, various slices have their own distinguished service priorities. According to these priorities, these terminals select their required slices. Three areas exist in this figure, which are called areas 1, 2, and 3, respectively. For the reason that terminals are mobile in the area, its received quality of service is changeable all the time. Afterwards, terminal dynamically accesses to other slices for better experience on demand.
Each terminal chooses its own slice according to its own experience. If the terminal obtains better quality of service, corresponding user will improve the probability of this access with the same strategy later. Otherwise, the user will reduce its probability. Therefore, the access process is applicable to reinforcement learning. Furthermore, the whole network consists of several users which change their access strategy independently. In detail, each user agent acts as an agent in this multiagent network. Every user cannot take some strategy for other agent, which means that it cannot control the slice access with other agent. In other words, each user agent only raises its own demand for serving slices. As a whole, all the agents provided various services with various slice instances in the same physical network. Thus, the whole network can be regarded as a distributed learning system.

2.2. Problem Formulation. As to the abovementioned multiple slice selection, the corresponding Markov model is presented as follows, which is formulated with the tuple <S, A, P, R> [35, 36].

(1) S: network state set in the different time slots, which is donated by \( S = \{ s_1, s_2, \cdots , s_T \} \). Herein, \( T \) is the index for maximum time slot

(2) A: terminals choose their slices with the particular access strategies. In accordance with user experience, the access action set \( \mathcal{A} \) is obtained as follows {slice 1, slice 2, slice 3, slice 1-2, slice 1-3, slice 2-3, slice 1-2-3}

(3) P: in the particular network state, terminal dynamically changes its probability of slice selection when its user experience is variable. Herein, the higher probability prefers to slice selection with better user experience

(4) R: terminal can obtain the instantaneous user experience after its slice selection

Besides, the corresponding utility function is derived as follows.

According to Shannon channel capacity formula, its data rate for the user is defined as follows:

\[
TP_i = B_i \log \left(1 + \frac{Pt_i \cdot g}{N}\right). \tag{1}
\]

In Equation (1), \( TP \) is denoted as the channel capacity from a virtual slice \( i \), \( B_i \) is the allocated spectrum band from the serving base station. In addition, \( N \) is denoted as the white Gaussian noise. \( Pt_i \) is denoted as the transmission power from its serving base station, and \( g \) is the channel gain between terminal and serving base stations.

Besides, the received power for terminal PC\( _i \) is expressed as follows:

\[
PC_i = g \cdot d^{-\lambda} \cdot Pt_i. \tag{2}
\]

Herein, \( d \) is denoted as the distance between them. \( \lambda \) is the parameter of path loss between them.

When the terminal attains some services from different slices, its throughput and power consumption is obtained as follows:

\[
TP_{\text{sum}} = \sum_{i=1}^{n} TP_i, \tag{3}
\]

\[
PC_{\text{sum}} = \sum_{i=1}^{n} PC_i. \tag{4}
\]

In Equation (4), \( n \) is the total number of various slices which serve as a specific terminal. In this scenario, the user experience is made up of two abovementioned parts. Among them, data rate is regarded as the instantaneous network gain and power consumption is referred to as the network cost. Therefore, the user experience utility [37] is defined as follows:

\[
U = f_1(TP_{\text{sum}}) - f_2(PC_{\text{sum}}). \tag{5}
\]

Herein, \( f_1(TP_{\text{sum}}) \) is the linear function of \( TP_{\text{sum}} \). In the similar way, \( f_2(PC_{\text{sum}}) \) represents the linear function of \( PC_{\text{sum}} \).

3. The Proposed SS_ECL Algorithm

Cross learning algorithm is a special case of standard reinforcement learning [38], which shows the random process of slice selection in the uncertain network environment. In the different time slots, each terminal can obtain the particular required service based on corresponding probability distribution. Moreover, its probability sector for different slice access is presented as follows:

\[
p(n) = (p_1(n), \cdots , p_N(n)). \tag{6}
\]

As to each terminal, it cannot know about other strategy and reward. Therefore, it is a kind of game with incomplete
information. In each stage, every agent terminal updates its probability as follows:

\[
p_{i}(n + 1) = U_{i} + (1 - U_{i})p_{i}(n) = p_{i}(n) + U_{i}(1 - p_{i}(n)), \quad (7)
\]

\[
p_{j}(n + 1) = (1 - U_{j})p_{j}(n) = p_{j}(n) - U_{j}p_{j}(n). \quad (8)
\]

In Equation (7), the process is shown for the update of user experience, which the probability with strategy \( i \) is increasing. In other words, the terminal can obtain better user experience with a positive reward. On the opposite, Equation (8) shows that the probability with the strategy \( j \) is decreasing, which means that the agent reduces the probability of this slice selection. It is the reason that the related negative reward has been presented for the agent.

Furthermore, the parameter \( e \) is developed to adjust its learning speed and improve corresponding network performance, which is described as follows:

\[
p_{i}(n + 1) = p_{i}(n) + eU_{i}(1 - p_{i}(n)), \quad (9)
\]

\[
p_{j}(n + 1) = p_{j}(n) + eU_{j}(1 - p_{j}(n)). \quad (10)
\]
When the parameter $e$ is large, the agent changes its probability of slice access fast. As a result, network convergence appears quickly. On the contrary, the whole network converges slowly when the parameter $e$ is small. In addition, its error shows to be more when $e$ is large, because cross learning implies discrete decision process for the terminal. With the terminal changing faster, the error of value easier tends to be more as a result.

Although the abovementioned equations have presented a solution for intelligent multiple network slice selection problem, it is still required to design an algorithm to present the executing entity for these equations. Thus, we propose a distributed E-cross learning algorithm for intelligent multiple network slice selection in Algorithm 1.

Its convergence analysis for the SS_ECL algorithm is as follows. The user ratio for slices 1, 2, 3 is $\eta_1$, $\eta_2$, $\eta_3$, respectively. In addition, these ratios ought to meet the following constraints $\eta_1 + \eta_2 + \eta_3 = 1$, $\eta_1, \eta_2, \eta_3 \leq (0, 1)$. According to different service priorities, the logic relation for various slices is shown as follows:

$$U_1 > U_2 > U_3.$$

(11)
Considering Equation (9) and Equation (10), we obtain the following:

\[ p_1(n + 1) = p_1(n) + eU_1(1 - p_1(n)), \]  
\[ p_2(n + 1) = p_2(n) - eU_2p_2(n), \]  
\[ p_3(n + 1) = p_3(n) - eU_3p_3(n). \]  

(12) 
(13) 
(14)

It is easy to know that the probability distribution for slice 1 exists in \((0, p_1)\). Similarly, the probability distribution for slice 2 exists in \((p_1, p_1 + p_2)\), and the probability distribution for slice 2 exists in \((p_1 + p_2, p_1 + p_2 + p_3)\). Besides, the whole distribution section is \((0, 1)\).

After several iterations, corresponding distributions are modified as follows:

\[ (p_1, p_1 + p_2) = \phi, \]  
\[ (p_1 + p_2, p_1 + p_2 + p_3) = \phi, \]  
\[ (0, p_1) = (0, 1). \]  

(15) 
(16) 
(17)

The corresponding analysis is as follows. In Equation (12), the probability is cumulative when the number of iterations is increased. Thus, corresponding function for slice 1 is monotonously increasing. However, the probability for slices 2 and 3 is reduced, respectively, in the similar way. Both corresponding functions show to be monotonously decreasing.

Furthermore, the user ratio for slice 1 is monotonously increasing. In addition, both of user ratios for slices 2 and 3 are monotonously decreasing.

Considering \( \eta_1 + \eta_2 + \eta_3 = 1 \), we obtain the following:

\[ \lim_{n \to \infty} \eta_1 = 1, \]  
\[ \lim_{n \to \infty} \eta_2 = 0, \]  
\[ \lim_{n \to \infty} \eta_3 = 0. \]  

(18) 
(19) 
(20)

Finally, most of the users tend to access the slice 1, which provides higher quality of service. Besides, few users choose other slices. Thereafter, the network converges to a stable state.
Besides, the complexity of the SS_ECL algorithm is discussed. As to the outer loop, \( K \) operations are necessary for Equation (2), and \( K \) is denoted as maximum iterations. For the inner loop, \( L \) operations are required for Equation (7), for the reason that the maximum number of terminals is \( L \). Afterwards, \( M \) operation is necessary for Equation (8); in that, the total number of accessible slices reaches \( M \). Hereafter, these corresponding parts are used to update the probability of slice selection, which operations can be negligible. In all, the total complexity of the SS_ECL algorithm is \( O(K \times L \times M) \).

4. Numerical Results

To illustrate the convergence and effectiveness of the SS_ECL algorithm, greedy algorithm is selected as the baseline [39]. Considering different scenario requirements, terminal can choose a single slice or different slices instantaneously. In this simulation, base stations and users appear in the random way. Herein, Table 1 shows some related network parameters.

4.1. Network Performance Comparison in the Single Slice Access. Figure 2 presents the convergent diagram of single slice access for the SS_ECL and greedy algorithm. The learning speed is 0.0001, and the initial user ratio is 1/3 for each slice selection, respectively. As shown in Figure 2, both SS_ECL and greedy algorithm can converge to be stable step by step. The user ratio for slice 1 can tend to 1 with some continuous increment. Meanwhile, these user ratios for slice 2 and 3 decrease step by step and converge to be zero finally. It is the reason that both of aforementioned algorithms prefer to the particular slice with better user experience. With the iterations increasing, more and more users would like to select slice 1 in this scenario. In addition, there are some fluctuations in Figure 2. The corresponding analysis is as follows. The distance between terminal and serving base station is random. Furthermore, corresponding user experience is affected by this random distance. Thus, some performance fluctuation exists in this scenario.

In addition, convergent speed with greedy algorithm is faster than SS_ECL in the first 20 iterations. Later, SS_ECL overtakes the greedy algorithm in the convergent speed. The related analysis is shown as follows. Terminals with greedy algorithm prefer to select the slice with the maximum utility. However, SS_ECL can continuously update the probability of slice selection and obtain a better and better reward with the iterations increasing. Therefore, the convergent speed with SS_ECL algorithm is faster than the greedy algorithm later.

Figure 3 presents the throughput comparison with the greedy algorithm. It is obvious that the throughput is fairly proportional with the number of users for two algorithms. Some corresponding analysis is presented as follows. With the number of users increasing, the links between terminal and base station are incremental too. In addition, random learning process exists for these two algorithms. Each user selects its required slice probably. Thus, some performance fluctuation appears with it.

Figure 5 presents the user experience comparison in the single slice access. As to the SS_ECL algorithm, the user experience for slice 1 tends to 0.37 after 50 iterations. In the meantime, user experience for other slice approaches to 0 in the first 50 iterations. For the greedy algorithm, the convergence of user experience for slice 1 reaches 0.37 after 200 iterations. The user experience for slice 2 or 3 converges to 0 step by step. The related analysis is presented as follows. The user experience consists of two parts: its throughput and energy consumption. In this scenario, most of users would like to choose the specific slice with better user experience. On the contrary, fewer users prefer to slice 2 or 3. With the iterations increasing, the user ratio approaches to 0. As a result, their corresponding user experience is reduced step by step.

In Figure 5, it is obvious that the convergent speed with the SS_ECL is faster than the greedy algorithm, because the SS_ECL algorithm can intelligently update its probability periodically. Better and better rewards are obtained for the users with the iterative number increasing. Consequently, the learning process speeds up convergent process in the SS_ECL algorithm. Thus, its convergent speed is faster than the greedy algorithm.

4.2. Learning Speed Effect in the Single Slice Access. Figure 6 presents the learning speed effect on the user ratio in the single slice access. When learning speed is 0.0001, corresponding user ratio of slice 1 approaches to 0.9. In the meantime, the user ratio for other slice tends to 0, respectively. In Figure 6, the user ratio shows to be convergent after the first 25 iterations. For the convergent difference, some reasons are shown as follows. When the learning speed is faster, the agent
user updates its probability of slice selection faster. In addition, each agent probably chooses the slice with higher network utility. Correspondingly, its convergent speed is faster finally.

Figure 7 shows the learning speed effects on the system throughput in the single slice access. It is obvious that the system throughput is roughly same, whether the learning speed is faster or not. In addition, some slight fluctuation exists in Figure 7, due to random distance between serving base station and user terminal. Besides, the SS_ECL is a learning algorithm with random Markov decision process, which leads to some uncertain probability of slice selection.

Figure 8 gives the learning speed effect on the energy consumption with more users. As we know, energy consumption exists in the each virtual link between serving base station and user. Due to the random distance between them, the energy consumption appears to be random. In addition, its deviation shows to be larger with more users, which results in larger curve fluctuation. Besides, its learning speed only affects the convergent speed, which is nothing with energy consumption.

Figure 9 presents the learning speed effect on the user experience in the single slice access. As shown in this figure, the user experience for slice 1 converges to 0.38 after 75 iterations when learning speed is 0.003. However, the convergent process begins after 210 iterations. In addition, it is easy to find that the faster learning speed results in faster
4.3. Network Performance Comparison in the Multiple Slice Access. Figure 10 presents the user ratio comparison in the multiple slice access. When the users in the service area have some requirements with high traffic, multiple slice access is necessary in this case. Herein, the learning speed is 0.0001. As shown in Figure 10, it presents the user ratio comparison with two algorithms in the multiple slice access. In other words, the terminal can access multiple slices instantaneously. In this figure, the user ratio for slices 1, 2, and 3 approaches to 1 at last. However, the user ratio for other slice access is reduced to 0 slowly.

In addition, the user ratio shows to be convergent after 70 iterations in the SS_ECL algorithm. Meanwhile, 200 iterations are required to obtain the convergence in the greedy algorithm. Therefore, its convergence of the SS_ECL algorithm is faster than the greedy algorithm. The related analysis is presented as follows. The user prefers to the slice profile with higher utility to improve its quality of service in two algorithms. However, the system in the SS_ECL algorithm can intelligently modify its probability of slice selection in accordance with changeable network state. Thus, its network performance optimization is speeded up. Compared with the SS_ECL algorithm, its corresponding convergence appears to be gradual in the greedy algorithm. It is the reason that the greedy algorithm always tries to obtain the slice profile with the maximum utility. Furthermore, it is a lack of dynamical learning process in the network optimization.

Figure 11 presents the system throughput comparison with different users in two algorithms. It is obvious that system throughput is increased with more users in the two

![Figure 12: Energy consumption comparison in the multiple slice access.](image1)

![Figure 13: User experience comparison in the multiple slice access.](image2)
algorithms. It is the reason that a slice shows a virtual link in which the corresponding date rate exists. With the iterations increasing, more users tend to make the particular choice with more slices.

Figure 12 presents the energy consumption comparison with various users. Firstly, it is easy to obtain that energy consumption shows to be greater when more iterations appear. Due to the larger number of users, more energy consumption is required. In particular, more data links exist in the whole network, which results in more energy consumption. Besides, the energy consumption shows to be random because the distance between user and its serving base station is random too. Therefore, the corresponding fluctuation appears in the network energy consumption.

In Figure 13, the initial user experience with two kinds of algorithms is 0.05 in all cases, respectively. With the iterative numbers increasing, the user experience for slice 1, 2, and 3 tends to 0.48 in the SS_ECL algorithm. Corresponding utilities converge to 0 with other choices of slice selection in the SS_ECL algorithm. The related analysis is presented as follows. Each user has the preference of choice with the higher user experience. Consequently, more and more users select the access profile with slices 1, 2, and 3 instantaneously, which can provide higher utility for them. On the other hand, the user experience with other slice access shows to be gradually reduced to 0.

As shown in Figure 13, it is obvious that only 35 iterations are required for convergence in the SS_ECL algorithm. In the meantime, the user convergence slowly appears after 210 iterations in the greedy algorithm. Its related explanation is presented as follows. With further iteration, the user continuously changes its strategy for slice access. A better and better reward is obtained for the users in the SS_ECL algorithm. However, the greedy algorithm always keeps the same strategy. Therefore, the speed of network optimization in the SS_ECL algorithm is faster than the greedy algorithm.

4.4. The Learning Speed Effect in the Multiple Slice Access. Figure 14 presents the learning speed effect in the multiple slice access. The initial user ratio value is 0.15 when the learning speed is 0.001 or 0.002, respectively. As shown in Figure 14, the user ratio converges to 0.68 after 75 iterations when the learning speed is 0.001. However, only 40 iterations are necessary to obtain the convergence when the learning speed is 0.002. As to the gap of two convergent speeds, some related analysis is shown as follows. With the iterative numbers increasing, more increment of user ratio for slices 1, 2, and 3 is obtained when the learning speed is 0.002. As known, the probability is updated with a better reward, which increases in proportion with user experience.

Figure 15 presents the system throughput comparison in case of different learning speeds. With the number of users increasing, more links between base station and user appear in the service area. Consequently, system throughput is becoming greater and greater. It is the reason that the probability update of slice selection is in the learning process. Due to random user location, the performance fluctuation appears in Figure 15. With more users appear in the serving network, the whole system throughput is increasing step by step.

Figure 16 presents the energy consumption in cases of different learning speeds. As a whole, the energy consumption is increased with more users. Its related analysis is shown as follows. More data links between serving base stations and users easily consume more energy in the service area. As to curve fluctuation in Figure 16, the similar analysis has been presented in Figure 12. Due to space limitation, the related part does not need to be analysed in detail.

Figure 17 shows the learning speed effect on the user experience in the multiple slice access. It is easy to find that both of user experiences are increased with more users when the learning speed is 0.001 and 0.002, respectively. Besides, only 25 iterations are necessary for performance convergence. However, it takes 70 iterations for the whole network...
state to be stable. Thus, the convergent speed shows to be faster when the learning speed is 0.002. Corresponding analysis is presented as follows. With the learning speed faster, the probability updating for slice access is faster.

4.5. Network Performance Comparison in Two Cases. Figure 18 shows the user ratio comparison in two cases, which include the single and multiple slice access. In the single slice access, most users access to network with slice 1 after 300 iterations. However, only 60 iterations are required for the network convergence in the multiple slice access case. Related analysis is presented as follows.

In the SS_ECL algorithm, its reward is directly proportional with network utility. In other words, the particular strategy with higher user ratio has more effect on its reward. In the single slice access, most of users prefer to slice 1 as an access point. It is the reason that slice 1 provides greater utility than other slice. In the multiple slice access, the selection for slices 1, 2, and 3 is the preference for most users in the service area, because the slice profile can provide the best service quality for users. As shown in Figure 18, the solution with multiple slice access can provide more data links for the users than the case of single slice access instantaneously. Thus, the faster convergence can be found than the single slice access in Figure 18, which indicates that network performance shows to be better in the multiple slice access.

Figure 19 shows the system throughput comparison in two cases. With the number of users increasing, both of system throughputs are incremental. In addition, the system throughput with multiple accesses appears to be greater. Its related analysis is presented as follows. As known, a virtual link exists between a user and a slice. With the number of slices increasing, the whole throughput is increasing correspondingly.

Figure 20 presents the energy consumption comparison in two cases. With the increasing number of users, the system
energy consumption is incremental in two cases too. It is the reason that more slice accesses require more data links between user and serving base station, which tends to consume more energy in the network. In the similar way, the energy consumption with multiple slices shows to be more than that of single slice access. As to its curve fluctuation, it is on account of random path loss between serving base station and terminal.

Figure 21 shows the user experience comparison in two cases. It is obvious that 250 iterations are necessary for network convergence in the single slice access. However, it takes 75 iterations for the whole network to be convergent. In addition, the user experience with the multiple slice access shows to be better than that of the single slice access, because the former choice provides more data links for served user than the later at the same time. Thereafter, better user experience is obtained from multiple slice access finally.

5. Conclusions

In this paper, we have studied intelligent multiple slice selection to dynamically provide better service for various end-users instantaneously. First of all, the Markov game model is presented for the multiple network slice selection. Herein, user experience acts as the network payoff, and instantaneous user experience is regarded a reward correspondingly. Afterwards, an E-cross learning algorithm is proposed to solve the challenge, which considers two following factors: energy consumption and user throughput. The aforementioned probability is interactively updated to obtain better user experience. Simulation results demonstrate that the whole network can converge to be stable in the proposed SS_ECL algorithm and effectively attains better user experience. Nevertheless, the scenario with continuous state change shows to be more complicated and corresponding decision process shows to be uncertain, which is deferred as our future work.
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