On mass - critical NLS with local and non - local nonlinearities

Vladimir Georgiev  Yuan Li*

Abstract

We consider the following nonlinear Schrödinger equation with the double $L^2$-critical nonlinearities

$$iu_t + \Delta u + |u|^\frac{4}{3}u + \mu (|x|^{-2} * |u|^2) u = 0 \quad \text{in } \mathbb{R}^3,$$

where $\mu > 0$ is small enough. Our first goal is to prove the existence and the non-degeneracy of the ground state $Q_\mu$. In particular, we develop an appropriate perturbation approach to prove the radial non-degeneracy property and then obtain the general non-degeneracy of the ground state $Q_\mu$. We then show the existence of finite time blowup solution with minimal mass $\|u_0\|_{L^2} = \|Q_\mu\|_{L^2}$. More precisely, we construct the minimal mass blowup solutions that are parametrized by the energy $E_\mu(u_0) > 0$ and the momentum $P_\mu(u_0)$. In addition, the non-degeneracy property plays crucial role in this construction.
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1 Introduction

In this paper, we consider the following nonlinear Schrödinger equation

$$\begin{cases}
i\partial_t u + \Delta u + |u|^{\frac{4}{3}} u + \mu (|x|^{-2} * |u|^2) u = 0, & t \in \mathbb{R}, \ x \in \mathbb{R}^3, \\
u(0, x) = u_0(x) \in H^1(\mathbb{R}^3),
\end{cases}$$

(1.1)

where $u = u(t, x)$ is complex-valued function in time-space $\mathbb{R} \times \mathbb{R}^3$.

It is well - known that the classical Schrödinger - Poisson - Slatter equation

$$\begin{cases}
i\partial_t u + \Delta u + |u|^{p-1} u - \mu Au = 0, & t \in \mathbb{R}, \ x \in \mathbb{R}^3, \\
-\Delta A = 4\pi |u|^2, & u(0, x) = u_0(x) \in H^1(\mathbb{R}^3),
\end{cases}$$

is a model derived from Poisson - Newton interaction [40]. This equation can be considered as a generalization of (1.1) with $\mu < 0$ and it is intensively studied (see for example [2, 8, 13, 39] and references there). The equation (1.1) can be rewritten as

$$\begin{cases}
i\partial_t u + \Delta u + |u|^{p-1} u - \mu Au = 0, & t \in \mathbb{R}, \ x \in \mathbb{R}^3, \\
(-\Delta)^{1/2} A = 4\pi |u|^2, & u(0, x) = u_0(x) \in H^1(\mathbb{R}^3),
\end{cases}$$

can be considered as a modification of the Poisson equation for the gravitational potential that is typical in the study of fractional Newtonian gravity as an alternative to standard Newtonian gravity ([7, 8, 14, 43, 44]).

*Corresponding author
Another case of nonlinear Schrödinger type equation with Hartree type nonlinearity is the following one
\[ i\partial_t u + \Delta u + Vu - (w * |u|^2)u = 0, \quad t \in \mathbb{R}, \quad x \in \mathbb{R}^3. \] (1.2)

Among the several contexts of relevance of (1.2), one is surely the quantum dynamics of large Bose gases, where particles are subject to an external potential \( V \) and interact through a two-body potential \( w \). In this case (1.2) emerges as the effective evolution equation, rigorously obtained through the limit \( N \to \infty \), where \( N \) is the number of particles. The precise meaning of the control of the many-body wave function is in the sense of one-body reduced density matrices. This model is also intensively studied for sufficiently large class of cases, ranging from bounded to locally singular potentials \( w \), and through a multitude of techniques to control the limit of infinitely many particles (see, e.g., [2, Chapter 2] and the references therein). If we assume \( w \) to be homogeneous function and the potential \( V \) is of self interacting type, \( V(u) = |u|^{p-1} \), then we arrive at the model (1.1) with \( \mu > 0 \).

Let us recall some basic facts about the Cauchy problem (1.1). From [4], it is known that (1.1) is local well-posedness of (1.1). That is, given \( u_0 \in H^1(\mathbb{R}^3) \), there exists a unique maximal solution \( u \in C \left( (-T_{\text{min}}, T_{\text{max}}); H^1(\mathbb{R}^3) \right) \) to (1.1) and there holds the blowup alternative:
\[ T < +\infty \quad \text{implies} \quad \lim_{t \to T} \|u(t)\|_{H^1} = +\infty. \] (1.3)
Furthermore, the \( H^1 \) flow admits the conservation laws:
\[
\text{Mass:} \quad M(u)(t) = \int |u(t, x)|^2 = M(u_0);
\]
\[
\text{Energy:} \quad E_\mu(u)(t) = \frac{1}{2} \int |\nabla u(x, t)|^2 - \frac{3}{10} \int |u(x, t)|^{10/3} - \frac{\mu}{4} \int \frac{|u(t, x)|^2|u(t, y)|^2}{|x - y|^2} = E_\mu(u_0);
\]
\[
\text{Momentum:} \quad P_\mu(u(t)) = \Im \int \bar{u}(t, x)\nabla u(t, x)dx = P_\mu(u_0).
\]
First, we recall the structure of the mass critical problem. In this case, the scaling symmetry
\[ u_a(t, x) = a^{\frac{4}{p}} u(a^2 t, ax), \quad \text{where} \ a > 0, \]
acts on the set of solutions and leaves the mass invariant
\[ \|u_a(t, \cdot)\|_{L^2} = \|u(a^2 t, \cdot)\|_{L^2}. \]

1.1 The case \( \mu = 0 \)
A criterion of global-in-time existence for \( H^1 \) initial data is derived by using the Gagliardo-Nirenberg inequality with the best constant
\[ \|u\|_{L^{10/3}}^{10/3} \leq C \|u\|_{L^2}^{4/3} \|\nabla u\|_{L^2}^2, \]
where \( C = \frac{5}{8} \frac{1}{\|Q\|_{L^2}^{4/3}} \), and \( Q \) is the unique ([3, 18]) up to symmetries solution to the positive ground state equation
\[ -\Delta Q - |Q|^{4/3} Q = 0, \quad Q(x) > 0, \quad Q \in H^1(\mathbb{R}^3). \]
So that for all \( u \in H^1(\mathbb{R}^3) \), we have

\[
E_0(u) \geq \frac{1}{2} \| \nabla u \|^2_{L^2} \left[ 1 - \left( \frac{\| u \|_{L^2}}{\| Q \|_{L^2}} \right)^{\frac{4}{3}} \right],
\]

which together with the conservation of mass, energy and the blowup criterion (1.3) implies that the global existence of all solution with initial data \( \| u_0 \|_{L^2} < \| Q \|_{L^2} \).

At the mass critical level \( \| u_0 \|_{L^2} = \| Q \|_{L^2} \), the pseudo-conformal symmetry of (1.1) yields an explicit minimal blowup solution:

\[
S(t, x) = \frac{1}{|t|^2} e^{-i |x|^2 / 4 e^t}, \quad \| S(t) \|_{L^2} = \| Q \|_{L^2}, \quad \| \nabla S(t) \|_{L^2} \xrightarrow{t \to 0^-} \frac{1}{|t|}.
\]

Merle [29] obtained the classification in the energy space of the minimal blowup elements; the only \( H^1 \) finite time blowup solution with mass \( \| u \|_{L^2} = \| Q \|_{L^2} \) is given by above up to the symmetries of the flow.

Note that the minimal blow up dynamic can be extended to the super-critical mass case \( \| u_0 \|_{L^2} > \| Q \|_{L^2} \) and that is corresponds to an unstable threshold dynamics between global in time scattering solutions and finite time blow up solutions in the stable blow up regime

\[
\| \nabla u(t) \|_{L^2} \sim \sqrt{\frac{\log \| \log |T^* - t|\|}{T^* - t}}, \quad \text{as } t \sim T^*.
\]

For results about the existing literature for the \( L^2 \) critical blow up problem, one can see[30–35] and references therein.

1.2 The case \( \mu < 0 \)

Let us now consider the case of a defocusing perturbation. At the threshold, we claim:

**Lemma 1.1. (Global existence for \( \mu < 0 \).)** Let \( \mu < 0 \) and \( u_0 \in H^1(\mathbb{R}^3) \) with \( \| u_0 \|_{L^2} = \| Q \|_{L^2} \). Then the solution of (1.1) is global and bounded in \( H^1(\mathbb{R}^3) \).

The proof follows from the standard concentration compactness argument, see Appendix A. The similar results for the double power nonlinear Schrödinger equation can be found in [20]. The global existence criterion of lemma 1.1 is sharp in the sense that for all \( \delta > 0 \), we can build an \( H^1(\mathbb{R}^3) \) finite time blow-up solution to (1.1) with the initial data \( \| u_0 \|_{L^2} = \| Q \|_{L^2} + \delta \).

Now, we state the following blow up result.

**Lemma 1.2.** Let \( \mu < 0 \) and close to 0. For any \( \delta > 0 \) there exists \( u_0 \in H^1_{rad}(\mathbb{R}^3) \) such that

\[
xu_0 \in L^2(\mathbb{R}^3), \quad \| u_0 \|_{L^2} = \| Q \|_{L^2} + \delta
\]

and the solution \( u \) of (1.1) blowup in finite time.

By the Virial argument, we can obtain that the blowup solution with mass arbitrary close to (but larger than) the critical mass, see Appendix A.

**Remark 1.3.** Similar questions can be addressed for the nonlocal perturbation of the classical mass critical problem

\[
iu_t + \Delta u + |u|^4 u + \mu (|x|^{-\gamma} \ast |u|^p) |u|^{p-2} u = 0 \quad \text{in } \mathbb{R}^3,
\]
with $0 < \gamma \leq 2$ and $2 \leq p \leq 2 + \frac{5-\gamma}{3}$.

(i) If $\mu < 0$ and initial data $u_0 \in H^1(\mathbb{R}^3)$ with $\|u_0\|_{L^2} = \|Q\|_{L^2}$, then the solution is global.

(ii) If $\mu < 0$, $3p + \gamma \leq 8$ and the initial data $u_0 \in H^1_{rad}(\mathbb{R}^3)$ such that $xu_0 \in L^2(\mathbb{R}^3)$, $\|u_0\|_{L^2} = \|Q\|_{L^2} + \delta$. Then the solution blowup in finite time.

The analysis could also be extended to the higher dimensional case.

1.3 The case $\mu > 0$

In this section and what follows. For simplicity, we introduce the notation

$$A(u)(x) = (|x|^{-2} * |u|) .$$

We now turn to the case $\mu > 0$ for the rest of paper, i.e., we consider the model

$$i\partial_t u + \Delta u + |u|^\frac{4}{3}u + \mu A(u^2)u = 0. \tag{1.4}$$

Now, we state our first main result. For the small $L^2$ solutions, there exist arbitrarily small solitary waves.

**Theorem 1. (Small solitary waves).** Let $\mu > 0$ be small enough. There exists $\delta = \delta(\mu) > 0$ such that for all $a \in (0, \|Q\|_{L^2}^2 - \delta(\mu))$, where $Q$ is the unique radial positive ground state solution of equation

$$-\Delta Q + Q = |Q|^\frac{4}{3}Q \quad \text{and the best constant} \quad C_* \text{ in Gagliardo-Nirenberg’s inequality} \quad \|A(|u|^2)|u|^2\|_{L^1} \leq C_* \|\nabla u\|_{L^2}^2 \|u\|_{L^2}^2. \tag{1.5}$$

Then there exists a positive Schwartz radially symmetric solution $Q_\mu$ of

$$\Delta Q_\mu - Q_\mu + Q_\mu^\frac{7}{3} + \mu A(Q_\mu^2)Q_\mu = 0, \quad \|Q_\mu\|_{L^2}^2 = a. \tag{1.6}$$

In addition, define the linear operator $L_{+,\mu}$ and $L_{-,\mu}$ associated to $Q_\mu$ by

$$L_{+,\mu}\xi = -\Delta \xi + \xi - \frac{7}{3}Q_\mu^\frac{4}{3}\xi - 2\mu A(Q_\mu^2)\xi_\mu - \mu A(Q_\mu^2)\xi, \quad L_{-,\mu}\xi = -\Delta \xi + \xi - Q_\mu^\frac{4}{3}\xi - \mu A(Q_\mu^2)\xi, \tag{1.7}$$

acting on $L^2(\mathbb{R}^3)$ with form domain $H^1(\mathbb{R}^3)$, where $\xi \in H^1(\mathbb{R}^3)$. We have the following non-degeneracy result.

$$\ker L_{+,\mu} = \{ \nabla Q_\mu \}, \quad \ker L_{-,\mu} = \{ Q_\mu \}.$$

**Comments on Theorem 1:**

1. Existence. From the standard variational argument, we can easily obtain the existence.

2. The kernel of $L_{-,\mu}$. By using the Sturm argument, we can obtain the $\ker L_{-,\mu} = \{ Q_\mu \}$. Here we do not need to assume that the parameter $\mu$ is small enough.

3. The kernel of $L_{+,\mu}$. This case seems more difficult. First, we restrict our attention to the case of radial Sobolev space $H^1_{rad}(\mathbb{R}^3)$. Here we develop an appropriate perturbation approach, together with the kernel of linear operators $L_{+,0}$ and $L_{-,0}$ to prove this result. On the other hand, we can easily obtain that $Q_\mu \to Q_0$ in $H^1_{rad}(\mathbb{R}^3)$ as $\mu \to 0$, but this is not enough. We need a more precise estimate on the rate of convergence, namely we prove

$$\|Q_\mu - Q\|_{H^2} \lesssim \mu.$$ 

Here we assume that $\mu$ is small enough, the estimate is more delicate problem for $\mu$ large.
Remark 1.4. So far, only a few articles have considered the uniqueness and non-degeneracy of the non-local nonlinear Schrödinger equation, see [17, 26, 47]. The uniqueness problem without nondegeneracy is treated in [11, 12, 23, 25]. For the general non-local nonlinear Schrödinger equation or Choquard equation, the non-degeneracy property is still an open.

A second main result is the existence of a minimal mass blowup solution for (1.4).

Theorem 2. (Existence of minimal mass blowup elements). Let $u_0 \in H^1(\mathbb{R}^3)$ and $\mu > 0$ be small enough. For $E_{\mu}(u_0) \in \mathbb{R}^*_+$, $P_{\mu} \in \mathbb{R}^3$, there exist $t^* < 0$ and a minimal mass solution $u \in C([t^*, 0); H^1(\mathbb{R}^3))$ of equation (1.4) with

$$
\|u\|_{L^2} = \|Q_{\mu}\|_{L^2}, \quad E_{\mu}(u) = E_{\mu}(u_0), \quad P_{\mu}(u) = P_{\mu}(u_0),
$$

which blows up at time $T = 0$. More precisely, it holds that

$$
u(t, x) - \frac{1}{\lambda^*}(t) Q_{\mu} \left( \frac{x - \alpha(t)}{\lambda(t)} \right) e^{i\gamma(t)} \to 0 \text{ in } L^2(\mathbb{R}^3) \text{ as } t \to 0^-,
$$

where

$$
\lambda(t) = \lambda^* t + O(t^3), \quad \gamma(t) = \frac{1}{\lambda^*|t|} + O(t^2), \quad \alpha(t) = x_0 + O(t^3),
$$

with some constant $\lambda^* > 0$, and the blowup speed is given by

$$
\|\nabla u(t)\|_{L^2} \sim \frac{C(u_0)}{|t|}, \quad \text{as } t \to 0^-,
$$

where $C(u_0)$ is a constant only depend on the initial data $u_0$.

Comments on the result.

1. $\mu > 0$ is small. In the present work, we assume that $\mu > 0$ is small enough. This condition guarantee the existence of $Q_{\mu}$ and the radial non-degeneracy of the linearized operator $L_{+,\mu}$. On the other hand, $\mu > 0$ is small plays an important role in the refine energy estimate.

2. On the minimal elements.

For an inhomogeneous problem

$$
i\partial_t u + \Delta u - V(x)u + k(x)|u|^N = 0.
$$

When $V(x) = 0$, $k(x) \neq 0$ and $N = 2$, Raphaël and Szeftel [38] obtained the existence and uniqueness of the minimal mass blowup solution under a necessary and sufficient condition on $k(x)$, in the absence of pseudo-conformal transformation. When $V(x) \neq 0$, $k(x) \neq 0$ and $N = 1, 2$, Banica, Carles and Duyckaerts [1] proved the existence of the minimal mass blowup solution. On the other hand, Le Coz, Martel and Raphaël [20] also considered the double power nonlinear Schrödinger equation

$$
i\partial_t u + \Delta u + |u|^{4/d}u + |u|^{p-1}u = 0, \quad 1 < p \leq 1 + \frac{4}{d}, \quad d \leq 3,
$$

and obtained the existence of finite time blow up minimal solutions in the radial case.

For the mass critical nonlocal problem such as half wave equation

$$
i\partial_t u + \sqrt{-\Delta} u + |u|^\frac{2}{d} = 0,
$$

(1.8)
(the energy space for (1.8) is $H^\frac{3}{2}([R^N])$, when $N = 1$, an existence result similar to Theorem 2 was proved by Krieger, Lenzmann and Raphael [15]; when $N = 2, 3$, the existence result in the Sobolev space was proved by the authors in the present paper [9, 10]. Also, Lan [19] obtained the blowup solution for the general fractional Schrödinger equation in the one dimension case. For the other constructions of minimal mass solutions for dispersive equations, such as Martel and Pilod [27] addressed the case of the modified Benjamin-Ono equation, which also involves the nonlocal operator $D$.

This paper is organized as follows: in Section 2, we prove the Theorem 1; in section 3, we use the result of Theorem 1 to construct the approximate blowup profile $R_P$; In section 4, we establish the energy, modulation estimates and the refined energy/Morawetz type estimate, which will be a key ingredient in the compactness argument to construct minimal mass blowup solutions; In section 5, we prove the main result Theorem 2; and the finally section is the Appendix.

**Notations and definitions**

- $(f, g) = \int \bar{f}g$ as the inner product on $L^2([R^3])$.
- $\| \cdot \|_{L^p}$ denotes the $L^p([R^3])$ norm for $p \geq 1$.
- $f$ denotes the Fourier transform of function $f$.
- We shall use $X \lesssim Y$ to denote that $X \leq CY$ holds, where the constant $C > 0$ may change from line to line, but $C$ is allowed to depend on universally fixed quantities only.
- Likewise, we use $X \sim Y$ to denote that both $X \lesssim Y$ and $Y \lesssim X$ hold.
- $\Re f$ and $\Im f$ denote the real part and imaginary part of function $f$, respectively.

## 2 Existence and Non-degeneracy

In this section, we consider the existence and non-degeneracy of the ground state solution of (1.4). Now, we introduce the minimization problem

$$e_\mu = \inf_{\|u\|^2_{L^2} = a} \{E_\mu(u) : u \in H^1([R^3])\}. \tag{2.1}$$

This lemma will give the existence and properties of the minimizer.

**Lemma 2.1.** Let $\mu > 0$ be small enough. There exists $\delta = \delta(\mu) > 0$ such that the constrained minimization problem (2.1) with $a < \|Q\|^2_{L^2} - \delta(\mu)$, where $C_\ast$ is the best constant of the Gagliardo-Nirenberg’s inequality (1.6), has a minimizer $\phi_\mu \in H^1([R^3])$, that after rescaling satisfies (1.4) and it is radial and symmetry decreasing function.

**Proof.** First, we show that $E_\mu(u)$ is bounded from below, when $u$ obeys the constraint $\|u\|^2_{L^2} = a < \|Q\|^2_{L^2} - \delta(\mu)$. Indeed, by the Gagliardo-Nirenberg’s inequalities and Hardy-Littlewood-Sobolev inequality, we have

$$E_\mu(u) \geq \frac{1}{2} \|\nabla u\|^2_{L^2} - \frac{1}{2} \frac{\|u\|^4_{L^\frac{4}{3}}}{\|Q\|^\frac{4}{3}_{L^2}} \|\nabla u\|^2_{L^2} - \mu C_\ast \|\nabla u\|^2_{L^2} \|u\|^2_{L^2} \geq \frac{1}{2} \left( 1 - \frac{\|u\|^4_{L^\frac{4}{3}}}{\|Q\|^\frac{4}{3}_{L^2}} - 2 \mu C_\ast a \right) \|\nabla u\|^2_{L^2}.$$

From the assumption of $a$, we deduce that $E_\mu(u) \geq 0$.

Next, we discuss the existence and the properties of the constrained minimizers. Taking a minimizing sequence $\{u_n\}$ and $\lim_{n \to \infty} E_\mu(u_n) = e_\mu$. By the Riesz rearrangement inequality, we have

$$\|\nabla u_n\|^2_{L^2} \geq \|\nabla u_n^*\|^2_{L^2}, \quad \|u_n\|^q_{L^q} = \|u_n^*\|^q_{L^q}, \quad \text{where } q \in [2, 6]$$
\[
\int A(u_n^2)(x)u_n^2(x)dx \leq \int A((u_n^*)^2)(x)(u_n^*)^2(x)dx.
\]

Combining the above relations, we have \(E(u_n) \geq E(u_n^*)\) while \(\|u_n^*\|_{L^2}^2 = a\). Hence, \(E_{\mu}(u_n^*) = e_{\mu}\) and \(u_n^*\) is uniformly bounded sequence in \(H^1(\mathbb{R}^3)\).

Moreover, \(u_n^*\) are radial symmetry functions in the unit sphere of \(L^2(\mathbb{R}^3)\). So we have a weakly convergent subsequence converging weakly in \(L^2(\mathbb{R}^3)\). By the lower semi-continuity of the norm \(\|\phi\|_{L^2} \leq a\) and

\[
\liminf_{n \to \infty} \|\nabla u_n^*\|_{L^2} \geq \|\nabla \phi\|_{L^2}.
\]

We also have that for every \(|x| \geq 0\),

\[
a = \int |u_n|^2 \geq \int_{|y| \leq |x|} |u_n^*(y)|^2 dy \geq C |\cdot|^3 |u_n^*(x)|^2,
\]

whence \(|u_n^*(x)| \leq C|x|^{-3/2}\) for every \(x \in \mathbb{R}^3\).

It follows that \(\{u_n^*\}\) is a compact sequence \(L^q(\mathbb{R}^3), 2 \leq q < 6\) (Rellich-Kondrachov’s). Hence, we can assume (after taking subsequence), \(\lim_{n \to \infty} \|u_n^* - \phi\|_{L^q} = 0\) for any \(2 \leq q < 6\). As a consequence, by the triangle inequality and the Hardy-Littlewood-Sobolev inequality or see [21, Lemma 2.1], we can obtain

\[
\lim_{n \to \infty} \int A(|u_n^*|)^2|u_n^*(x)|^2 dx = \int A(\phi^2)\phi(x)^2 dx.
\]

Next, we will show that \(\{u_n^*\}\) converges to \(\phi\) in \(H^1(\mathbb{R}^3)\). In fact, we have

\[
\|\nabla u_n^*\|_{L^2}^2 - \|\nabla \phi\|_{L^2}^2 = 2E_{\mu}(u_n^*) - 2E_{\mu}(\phi) + \frac{20}{3} \int |u_n^*|^{10/3} - \frac{20}{3} \int |\phi|^{10/3}
\]

\[
+ \frac{\mu}{2} \int A(|u_n^*|^2)|u_n^*(x)|^2 dx - \frac{\mu}{2} \int A(\phi^2)\phi(x)^2 dx
\]

\[
\leq 2E_{\mu}(u_n^*) - 2e_{\mu}(\lambda) + \frac{20}{3} \int |u_n^*|^{10/3} - \frac{20}{3} \int |\phi|^{10/3}
\]

\[
+ \frac{\mu}{2} \int A(|u_n^*|^2)|u_n^*(x)|^2 dx - \frac{\mu}{2} \int A(\phi^2)\phi(x)^2 dx \to 0,
\]

as \(n \to \infty\). From this we have \(\limsup_{n \to \infty} \|\nabla u_n^*\|_{L^2}^2 \leq \|\nabla \phi\|_{L^2}^2\). Combining the weakly lower semi-continuity, we can obtain that \(\|u_n^* - \phi\|_{H^1} \to 0\). And now this lemma is proved.

Since \(\phi_{\mu}\) is a minimizer of (2.1), it satisfies the Euler-Lagrange equation

\[-\Delta \phi_{\mu} + \beta_{\mu} \phi_{\mu} = |\phi_{\mu}|^{4/3} \phi_{\mu} + \mu A(\phi_{\mu}^2)\phi_{\mu}.
\]

Multiplying both side by \(\phi_{\mu}\) and then integrate by part, we obtain

\[
\beta_{\mu} \int |\phi_{\mu}|^2 = -\int |\nabla \phi_{\mu}|^2 + \int |\phi_{\mu}|^{10/3} + \mu \int A(\phi_{\mu}^2)|\phi_{\mu}|^2.
\]

On the other hand, we have the Pohozaev identity

\[
\frac{1}{2} \int |\nabla \phi_{\mu}|^2 + \frac{3}{2} \int |\phi_{\mu}|^2 = \frac{9}{10} \int |\phi_{\mu}|^{10/3} + \mu \int A(\phi_{\mu}^2)|\phi_{\mu}|^2.
\]

(2.2)
Combining the above two identities, we can obtain
\[
\beta_\mu \int |\phi_\mu|^2 = \frac{2}{5} \int |\phi_\mu|^\frac{10}{3} + \mu \frac{1}{2} \int A(\phi_\mu^2)|\phi_\mu|^2 > 0.
\]
This implies that \( \beta_\mu > 0 \). Let \( \phi_\mu(x) = \beta_\mu^{\frac{3}{4}} Q_\mu \left( \sqrt{\beta_\mu} x \right) \), then \( \|\phi_\mu\|_{L^2}^2 = \|Q_\mu\|_{L^2}^2 \) and
\[
- \Delta Q_\mu + Q_\mu = |Q_\mu|^{\frac{4}{3}} Q_\mu + \mu A(Q_\mu^2) Q_\mu.
\]
(2.3)

Throughout this paper, we denote the linearized operator (with respect to complex-valued functions) close to the ground state \( Q_\mu \) by
\[
L_\mu = \begin{bmatrix} L_{+,\mu} & 0 \\ 0 & L_{-,\mu} \end{bmatrix},
\]
with the scalar self-adjoint operators \( L_{+,\mu}, L_{-,\mu} \) defined in (1.7).

For radial \( \xi \in L^2(\mathbb{R}^3) \) in the kernel of \( L_{-,\mu} \) we can write
\[
- \xi''(r) - \frac{2}{r} \xi'(r) + \xi(r) - Q_\mu^\frac{4}{3} \xi - \mu A(Q_\mu^2) \xi = 0.
\]

Using the argument from [11, Lemma 1] and assuming \( \xi \perp Q_\mu \) we easily obtain \( \xi = 0 \). Also we have
\[
(L_{-,\mu} u, u)_{L^2} \geq \delta \|u\|_{L^2}^2 \quad \text{for} \quad u \perp Q_\mu.
\]

Indeed, we first prove that the operator \( L_{-,\mu} \) is non-negative. Assume that \( L_{-,\mu} \) has a negative eigenvalue, say \( -\sigma^2 \). Without loss of generality, we may assume that it is the smallest eigenvalue, so that,
\[
-\sigma^2 = \inf_{\|\psi\|_{L^2}^2 = 1} (L_{-,\mu} \psi, \psi).
\]
(2.4)
The corresponding eigenfunction, say \( \phi \) can be constructed as a minimizer of the minimization problem (2.4). It standard implication that the symmetric-decreasing rearrangement \( \phi^* \) of \( \phi \) is also minimizer, since we have
\[
\|\nabla \psi\|_{L^2} \geq \|\nabla \phi^*\|_{L^2}, \quad \int A(\psi^2)|\psi(x)|^2 dx \leq \int A((\phi^*)^2)|\psi^*(x)|^2 dx, \quad \|\psi\|_{L^2} = \|\phi^*\|_{L^2}.
\]

Thus \( (L_{-,\mu} \psi, \psi) \geq (L_{-,\mu} \phi^*, \phi^*) \). It follows that \( \phi^* \) is also minimizer and \( \phi^* \geq 0 \). But if such eigenfunction corresponds to a negative eigenvalue, then it must be perpendicular to the eigenfunction \( Q_\mu \) corresponds to eigenvalue zero. However, both \( \phi > 0 \) and \( Q_\mu > 0 \), so we have a contradiction. It follows that \( L_{-,\mu} \geq 0 \).

Next, we prove that \( \ker L_{-,\mu} \) is one dimensional space generated by \( Q_\mu \). Indeed, if \( \xi \in \ker L_{-,\mu} \) and \( \xi \perp Q_\mu \), we have the equation
\[
- \Delta \xi(r) + \xi(r) - V(r) \xi(r) = 0, \quad V(r) = Q_\mu^\frac{4}{3} + \mu A(Q_\mu^2).
\]
Since \( Q_\mu \) satisfies the same equation, the Sturm argument shows that between any two zeros of \( \xi \) there is a zero of \( Q_\mu \) and this is a contradiction.
2.1 Limit of $Q_\mu$ and radial non-degeneracy of $L_{+,\mu}$

To show that the kernel of $L_{+,\mu}$ in $H^1_{rad}(\mathbb{R}^3)$ is trivial we have to show that the system

$$-\xi''(r) - \frac{2}{r} \xi'(r) + \xi - \frac{7}{3} Q_{\mu}^4 \xi - \mu A(Q_{\mu}^2) \xi - 2 \mu A(Q_{\mu}, \xi) Q_{\mu} = 0.$$  

has only trivial solutions.

To prove the triviality of $\ker L_{+,\mu}$, we shall make appropriate expansions of $Q_{\mu}$ and $L_{+,\mu}$ around $\mu = 0$.

We know that $Q_{\mu}$ is a solution to

$$-Q''_{\mu}(r) - \frac{2}{r} Q'_{\mu}(r) + Q_{\mu} - \frac{7}{3} Q_{\mu}^4 - \mu A(Q_{\mu}^2) Q_{\mu} = 0.$$  

Next lemma we will give the relations between $Q_{\mu}$ and $Q$, where $Q$ is the ground state of equation (1.5).

**Lemma 2.2.** One can show that $Q_{\mu} \to Q_0 = Q$, as $\mu \to 0$ in $H^1(\mathbb{R}^3)$.

*Proof.* Since $\|Q_{\mu}\|_{L^2} \leq \|Q_0\|_{L^2}$ is uniformly bounded, we only have to derive a uniformly bounded for $\|\nabla Q_{\mu}\|_{L^2}$, which can be done as follows. Note that $Q_{\mu}$ satisfies the equation

$$-\Delta Q_{\mu} + Q_{\mu} = |Q_{\mu}|^{4/3} Q_{\mu} + \mu A(Q_{\mu}^2) Q_{\mu}.$$  

Multiplying both sides by $Q_{\mu}$ and then integrate by part

$$\int |\nabla Q_{\mu}|^2 + \int |Q_{\mu}|^2 = \int |Q_{\mu}|^{4/3} + \mu \int A(Q_{\mu}^2) Q_{\mu}^2$$  

and the Pohozaev identity we can obtain that

$$\int |Q_{\mu}|^2 = \frac{2}{3} \int |Q_{\mu}|^{4/3} + \mu \frac{2}{5} \int A(Q_{\mu}^2) Q_{\mu}^2 > \frac{2}{3} \int |Q_{\mu}|^{4/3}.$$  

Hence, we have

$$\int |\nabla Q_{\mu}|^2 + |Q_{\mu}|^2 < \frac{5}{2} \int |Q_{\mu}|^2 + \mu \int A(Q_{\mu}^2) Q_{\mu}^2 \leq \frac{5}{2} \int |Q_{\mu}|^2 + \mu C \|Q_{\mu}\|_{L^2}^2 \int |\nabla Q_{\mu}|^2.$$  

Hence, $\|\nabla Q_{\mu}\|_{L^2}$ is uniformly bounded for $\mu$ sufficiently small.

The above argument implies that $\{Q_{\mu}\}$ is uniformly bounded in $H^1_{rad}(\mathbb{R}^3)$. Therefore, we can assume that, up to a subsequence, still denote $Q_{\mu}$, such that $Q_{\mu}$ converges weakly to a non-negative radial function $Q_0 \in H^1_{rad}(\mathbb{R}^3)$, that is

$$Q_{\mu} \rightharpoonup Q_0 \text{ weakly in } H^1_{rad}(\mathbb{R}^3).$$  

Moreover, by the compact embedding $H^1_{rad}(\mathbb{R}^3) \hookrightarrow L^q(\mathbb{R}^3)$ for any $2 < q < 6$ (see Strauss [42]), we can assume that

$$Q_{\mu} \to Q_0 \text{ in } L^q(\mathbb{R}^3) \text{ for any } 2 < q < 6$$  

$$Q_{\mu} \to Q_0, \text{ a.e. in } \mathbb{R}^3.$$
From the Hardy-Littlewood-Sobolev inequality (see \cite{21, 24}), we easily deduce that
\[
\lim_{n \to +\infty} \int A(Q_{\mu_n}^2)Q_{\mu_n}^2 = \int A(Q_0^2)Q_0^2.
\]
Furthermore, from (2.5) and the above considerations we obtain
\[
\|Q_{\mu_n}\|_{H^1} \to \|Q_0\|_{H^1}.
\]
Combining this with the weak convergence of \(Q_{\mu_n} \to Q_0\) in \(H^1(\mathbb{R}^3)\). In particular from \(Q_{\mu_n} \to Q_0\) in \(L^2(\mathbb{R}^3)\) we see that \(\|Q_0\|_{L^2} = \|Q\|_{L^2}\). Finally, we will show that \(Q_0 = Q\) is the ground state solution of equation
\[
-\Delta u + u = |u|^4 u. \tag{2.6}
\]
Indeed, from above argument, \(Q_0\) is a (weak) solution of equation (2.6). In fact, the identity
\[-\Delta Q_0 + Q_0 - |Q_0|^2 Q_0 = 0\]
is fulfilled in \(H^{-1}\) sense, since \(Q_0 \in H^1\). From this fact we obtain that \(Q_0 \in H^2\). And by the weakly lower semicontinuous
\[
\|Q\|_{L^2}^2 = \|Q_0\|_{L^2}^2 \leq \liminf_{\mu_n \to 0} \|Q_{\mu_n}\|_{L^2}^2 \leq \|Q\|_{L^2}^2.
\]
This implies that \(Q_0\) is a radial positive \(L^2\) normalized solution of equation (2.6) and using the uniqueness of the solution of equation (2.6) we deduce \(Q_0 = Q\) \(\square\).

Next lemma we will give the regularity an estimate concerning the linearized operators \(L_{+,0}\) and \(L_{-,0}\).

**Lemma 2.3.** Let \(f, g \in H^1(\mathbb{R}^3)\) and suppose \(g \perp Q\) and \(f \perp \nabla Q\). Then we have the regularity bound
\[
\|L_{-,0}^{-1}g\|_{H^2} \lesssim \|g\|_{L^2} \text{ and } \|L_{+,0}^{-1}f\|_{H^2} \lesssim \|f\|_{L^2}.
\]
In particular, if \(f, g \in H^1_{rad}(\mathbb{R}^3)\) and \(g \perp Q\), we also have the same estimate.

**Proof.** From \[5, 46\], it is known that
\[
\ker L_{+,0} = \text{span}\{\nabla Q\}, \quad \ker L_{-,0} = \text{span}\{Q\}.
\]
By the standard argument, we can easily obtain this lemma, here we omit the details. \(\square\)

Since \(Q_\mu\) satisfies
\[
L_{-,\mu}Q_\mu - (L_{-,0}Q_\mu + \mu A(Q_\mu^2)Q_\mu) = Q_\mu^{7/3} - Q_0^{4/3} Q_\mu - \mu A(Q_\mu^2)Q_\mu = O(\mu).
\]
Let \(Q_\mu = Q + \mu \xi_\mu\), where \(\xi_\mu \perp Q\). Then
\[
L_{+,0}\xi_\mu + A(Q_\mu^2)Q_\mu + O(\mu) = 0.
\]
From this and the above lemma 2.3, we have
\[
\|\xi_\mu\|_{H^2} \lesssim \|L_{+,0}^{-1}(A(Q_\mu^2)Q_\mu + O(\mu))\|_{H^2} \lesssim \|A(Q_\mu^2)Q_\mu + O(\mu)\|_{L^2} \lesssim \|A(Q_\mu^2)Q_\mu\|_{L^2} + O(\mu).
\]
By the Hölder inequality and Young inequality, we have
\[ \|A(Q^2_\mu)Q_\mu\|_{L^2} \leq \|A(Q^2_\mu)\|_{L^6} \|Q_\mu\|_{L^3} \leq \|Q_\mu\|_{L^3}^2 \|Q_\mu\|_{L^3}. \]

Therefore, we deduce that
\[ \|Q_\mu - Q\|_{H^2} = \mu\|\xi_\mu\|_{H^2} \leq C\mu. \]

As an important result, we prove the so-called non-degeneracy of \( L_{+,\mu} \) on \( L^2_{rad}(\mathbb{R}^3) \); that is, the triviality of its kernel.

**Lemma 2.4.** The linear operator \( L_{+,\mu} \) given by (1.7) satisfies the estimate
\[ \ker L_{+,\mu} = \{0\}, \]
when \( L_{+,\mu} \) is restricted to \( L^2_{rad}(\mathbb{R}^3) \) and \( \mu \) is sufficiently small.

**Proof.** Assume that \( \xi_\mu \in L^2_{rad}(\mathbb{R}^3) \) and \( \xi_\mu \perp Q_\mu \) satisfies
\[ L_{+,\mu}\xi_\mu = 0. \]
Without loss of generality, we assume that \( \|\xi_\mu\|_{L^2} = 1 \) and
\[ \xi_{\mu_k} = \alpha_{\mu_k} Q + \eta_{\mu_k}, \]
where \( \eta_{\mu_k} \in H^1_{rad}(\mathbb{R}^3) \) and \( \eta_{\mu_k} \perp Q \).

Now, we claim that \( \alpha_{\mu_k} \to 0 \) and \( \|\eta_{\mu_k}\|_{L^2} \to 1 \) as \( \mu_k \to 0 \). Indeed, if it is not true, then there exist \( \alpha_0 \neq 0 \) and \( \eta_0 \in H^1_{rad}(\mathbb{R}^3) \) so that (choosing suitable subsequences) we have \( \alpha_{\mu_k} \to \alpha_0 \neq 0, \eta_{\mu_k} \to \eta_0 \neq 0, \eta_0 \perp Q \) so we have
\[ \xi_{\mu_k} = \alpha_{\mu_k} Q + \eta_{\mu_k} \to \alpha_0 Q + \eta_0 \neq 0. \]
From this, we deduce that
\[ 0 = L_{+,\mu_k}\xi_{\mu_k} \to L_{+,0}(\alpha_0 Q + \eta_0) = 0 \]
and we see that \( \alpha_0 Q + \eta_0 \in H^2_{rad}(\mathbb{R}^3) \). On the other hand, the kernel of \( L_{+,0} \) in \( H^2_{rad}(\mathbb{R}^3) \) is trivial, so we arrive at a contradiction and the claim is true.

Now, we can rewrite the equation \( L_{+,\mu}\xi_{\mu} = 0 \) as
\[ \alpha_{\mu_k} \left( -\Delta + 1 - \frac{7}{3} Q^4_{\mu_k} \right) Q - \alpha_{\mu_k} \mu_k \mathcal{K}(Q) + \left( -\Delta + 1 - \frac{7}{3} Q^4_{\mu_k} \right) \eta_{\mu_k} - \mu_k \mathcal{K}(\eta_{\mu_k}) = 0, \]
where
\[ \mathcal{K}(\xi) = A(Q^2_{\mu_k})\xi + 2A(Q_{\mu_k} \cdot \xi)Q_{\mu_k}. \]
That is
\[ L_{+,0}\eta_{\mu_k} + \alpha_{\mu_k} L_{+,0}Q - \alpha_{\mu_k} \mu_k \mathcal{K}(Q) - \mu_k \mathcal{K}(\eta_{\mu_k}) + \frac{7}{3} \left( Q^4_{\mu_k} - Q^4_{\mu_k} \right) (\alpha_{\mu_k} Q + \eta_{\mu_k}) = 0. \]
Since \( Q \) and \( \eta_{\mu_k} \) are the radial functions, by the lemma 2.3, we have
\[ \|\eta_{\mu_k}\|_{H^2} \leq \alpha_{\mu_k} \|Q\|_{H^2} + \alpha_{\mu_k} \mu_k \|\mathcal{K}(Q)\|_{L^2} + \mu_k \|\mathcal{K}(\eta_{\mu_k})\|_{L^2} + \left\| Q^4_{\mu_k} - Q^4_{\mu_k} \right\| (\alpha_{\mu_k} Q + \eta_{\mu_k}) \]
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\[ \leq \alpha_{\mu_k} \| Q \|_{H^2} + \alpha_{\mu_k} \mu_k C + \mu_k C \| \eta_{\mu_k} \|_{H^2} + \left( Q_{\mu_k}^4 - Q_{\mu_k}^4 \right) \eta_{\mu_k} \|_{L^2} + C \mu_k^4 \alpha_{\mu_k}. \]

Let \( \mu_k \) be sufficiently small, by the above we have

\[ \| \eta_{\mu_k} \|_{H^2} \leq \alpha_{\mu_k} \| Q \|_{H^2} + \alpha_{\mu_k} \mu_k C(p) + C \mu_k^4 \alpha_{\mu_k}. \]

Hence, \( \| \eta_{\mu_k} \|_{H^2} \to 0 \). This is a contradiction and the proof of this lemma is complete.

Next lemma we shall give the general non-degeneracy property.

**Lemma 2.5.** For the linear operator \( L_{+\mu} \) be given by (1.7), we have

\[ \ker L_{+\mu} = \text{span}\{\nabla Q_{\mu}\}. \]

**Proof.** By the similar argument as [26], we can obtain this lemma. For the reader’s convenience, we will give the detail in the Appendix B.

### 3 Construction the approximate profile

In this section, we aim to construct the approximate blowup profile \( R_P \) with the parameter \( b, \alpha \). For a sufficiently regular function \( f: \mathbb{R}^3 \to \mathbb{C} \), we define the generator of \( L^2 \) scaling given by

\[ \Lambda f := \frac{3}{2} f + x \cdot \nabla f. \]

Note that the operator \( \Lambda \) is skew-adjoint on \( L^2(\mathbb{R}^3) \), that is, we have \( (\Lambda f, g) = -(f, \Lambda g) \).

By the elementary calculation, we have the following algebraic identities, which very important in the this section.

\[ L_{+\mu} \Lambda Q_{\mu} = -2Q_{\mu}, \quad L_{+\mu}(\nabla Q_{\mu}) = 0, \quad L_{-\mu}(Q_{\mu}) = 0. \] (3.1)

From [4, 37], we can obtain that \( Q_{\mu} \) and its derivatives are exponentially decay:

\[ |\nabla Q_{\mu}| + Q_{\mu}(x) \lesssim \frac{e^{-|x|}}{|x|}, \quad |x| \geq 1. \]

By the above section (see Theorem 1), we have the following properties

\[ \begin{cases} \forall g \in L^2(\mathbb{R}^3), \quad (g, \nabla Q) = 0 \quad \exists f_+ \in L^2(\mathbb{R}^3), \quad L_{+\mu} f_+ = g, \\ \forall g \in L^2(\mathbb{R}^3), \quad (g, Q_{\mu}) = 0, \quad \exists f_- \in L^2(\mathbb{R}^3), \quad L_{-\mu} f_- = g. \end{cases} \] (3.2)

To construct minimal mass blowup solutions for problem (1.4), we first renormalize the flow

\[ u(t, x) = \frac{1}{\lambda^2(t)} v \left( s, \frac{x - \alpha(t)}{\lambda(t)} \right) e^{i\gamma(t)}, \quad \frac{ds}{dt} = \frac{1}{t^2}, \]

which leads the renormalized equation:

\[ i \partial_s v + \Delta v - v + |v|^{\frac{4}{3}} v + \mu A(v^2) v = i \frac{\lambda_8}{\lambda} \Lambda v + i \frac{\alpha_t}{\lambda} \cdot \nabla v + \gamma v, \] (3.3)
where we have defined $\tilde{\gamma}_s = \gamma_s - 1$. Let the pseudo-conformal drift:

$$v = w e^{-ib|y|^2/4},$$

which leads to the slowly modulated equation

$$i\partial_s w + \Delta w - w + |w|^4 w + \mu A(w^2)w + \frac{1}{4} (b_s + b^2)|y|^2 w$$

$$= i\left(\frac{\lambda s}{\lambda} + b\right) \Lambda w + b\left(b + \frac{\lambda s}{\lambda}\right) |y|^2 w + i\frac{\alpha t}{\lambda} \left(\nabla w + \frac{iby}{2}\right) + \tilde{\gamma} \tilde{w}.$$

Since we look for blowup solutions, the parameter $\lambda(s)$ should converge to zero as $s \to \infty$. Therefore, we now proceed to the slow modulated ansatz construction as in [15, 16, 20, 36, 38]. We freeze the modulation equations

$$\frac{\lambda s}{\lambda} = -b, \ b_s = -b^2, \ \frac{\alpha s}{\lambda} = d, \ d_s = -2bd.$$

To have more clear information about the behaviour of these remodulation functions, we note that

$$b(s) \sim s^{-1}, \lambda \sim s^{-1}, |d| \sim s^{-2}, |\alpha| \sim s^{-2}.$$

We look for an approximate solution to (3.3) of the form

$$v(s, y) = R_{(b(s), d(s))}(y)$$

with an expansion

$$R_P(y) = Q_{\mu} + \sum_{k+j \geq 1} b^k d^j R_{j,k}, \text{ where } P(s) = (b(s), d(s)), \ R_{j,k} = (T_{j,k} + iS_{j,k}). \quad (3.4)$$

This allows us to construct a high order approximation $R_P$ solution to

$$-ib^2 \partial_s R_P - ibd \cdot \partial_d Q_P + \Delta R_P - R_P + |R_P|^4 R_P + \mu A(R_P^2)R_P$$

$$+ ib\Lambda R_P - id \cdot \nabla R_P = -\Psi_P, \quad (3.5)$$

where $\Psi_P = O(b^5 + |d| |P|^2)$ is some small error term.

**Lemma 3.1.** *(Approximate Blowup Profile)* Let $P = (b, d) \in \mathbb{R} \times \mathbb{R}^3$. There exists a smooth function $R_P = R_P(x)$ of the form

$$R_P(y) = Q_{\mu} + ib S_{1,0} + id \cdot S_{0,1} + bd \cdot T_{1,1} + b^2 T_{2,0} + d^2 \cdot T_{0,2} + ib^2 S_{3,0} + b^3 T_{4,0} + ib^2 d \cdot S_{2,1}$$

is a solution satisfies (3.5). Here, the function $\{R_{k,l}\}_{0 \leq k \leq 4, 0 \leq l \leq 2}$ satisfy the following regularity and decay bounds:

$$\|R_P\|_{H^2} + \|\Lambda R_P\|_{H^2} \lesssim 1, \ |R_P(x)| + |\Lambda R_P(x)| \lesssim e^{-|x|}.$$

The remainder $\Psi$ in (3.5) satisfies the estimate

$$\sup_{y \in \mathbb{R}^3} (|\Psi(y)| + |\nabla \Psi(y)|) \lesssim (b^5 + |d|^2)e^{-c|y|}, \text{ where } 0 < c < 1. \quad (3.6)$$
Proof. We shall use the complete expression (3.4) and we divide the rest of the proof of this lemma as follows.

Step 1. Determining the functions \( \{T_{j,k}, S_{j,k}\} \). We discuss our ansatz for \( R_P \) to solve (3.5) order by order.

Order \( O(1) \): Clearly, we have that

\[
-\Delta Q_\mu + Q_\mu - Q_\mu^2 Q_\mu - \mu A(Q_\mu^2)(y)Q_\mu = 0.
\]

Since \( Q_\mu = Q_\mu(|x|) > 0 \) being the ground state solution.

Order: \( O(b) \): By the Taylor expansion, we have

\[
|R_P|^2 R_P = |Q_\mu + b(T_{1,0} + iS_{1,0})|^2 (Q_\mu + b(T_{1,0} + iS_{1,0})) = (Q_\mu^2 + \frac{4}{3} bQ_\mu^4 T_{1,0} + O(b^2)) \]

Hence, we can obtain the equation

\[
\begin{cases}
L_{+,\mu} T_{1,0} &= 0, \\
L_{-,\mu} S_{1,0} &= \Lambda Q_\mu.
\end{cases}
\]

Hence, choosing \( T_{1,0} = 0 \) and note that \( \Lambda Q_\mu \perp \ker L_{-,\mu} \) due to the fact that \( (\Lambda Q_\mu, Q_\mu) = 0 \). By (3.2), there exists a unique \( S_{1,0} \) satisfies the equation.

Order \( O(d) \): By the similar expansion as above, so we have

\[
\begin{cases}
L_{+,\mu} T_{0,1} &= 0, \\
L_{-,\mu} S_{0,1} &= -\nabla Q_\mu.
\end{cases}
\]

Choosing \( T_{0,1} = 0 \), since \( (\nabla Q_\mu, Q_\mu) = 0 \), then there exists a solution \( S_{0,1} \perp \ker L_{-,\mu} \).

Order \( O(bd) \): We find that \( R_{1,1} \) has to solve the equation

\[
\begin{cases}
L_{+,\mu} T_{1,1} &= S_{0,1} - \Lambda S_{0,1} + \nabla S_{1,0} + \frac{4}{3} S_{1,0} S_{0,1} Q_\mu^\frac{3}{2} + 2\mu A(S_{1,0} S_{0,1}) Q_\mu, \\
L_{-,\mu} S_{1,1} &= 0.
\end{cases}
\]

Hence, choosing \( S_{1,1} = 0 \), we see that the existence of solution to this equation is guaranteed if

\[
S_{0,1} - \Lambda S_{0,1} + \nabla S_{1,0} + \frac{4}{3} S_{1,0} S_{0,1} Q_\mu^\frac{3}{2} + 2\mu A(S_{1,0} S_{0,1}) Q_\mu \perp \ker L_{+,\mu}^*
\]

so Lemma 2.5 and self - adjointness of \( L_{+,\mu} \) require to check the following orthogonality condition

\[
\left( S_{0,1} - \Lambda S_{0,1} + \nabla S_{1,0} + \frac{4}{3} S_{1,0} S_{0,1} Q_\mu^\frac{3}{2} + 2\mu A(S_{1,0} S_{0,1}) Q_\mu, \nabla Q_\mu \right) = 0. \tag{3.7}
\]

\]
To verify it we use the commutator formula $[\Lambda, \nabla] = -\nabla$ and integrating by parts, we find

$$-(\nabla Q_\mu, \Lambda S_{0,1}) = \nabla\nabla Q, S_{0,1} = (\nabla Q_\mu, S_{0,1}) - (\nabla Q_\mu, S_{0,1}) = (\nabla L_{-\mu} S_{1,0}, S_{0,1}) - (\nabla Q_\mu, S_{0,1}).$$

(3.8)

Next, since $L_{-\mu}$ is self-adjoint, we observe that for any $f \in L^2(\mathbb{R}^3)$,

$$(\nabla L_{-\mu} f, S_{0,1}) + (\nabla Q_\mu, \nabla f) = -(L_{-\mu} f, \nabla S_{0,1}) - (L_{-\mu} S_{0,1}, \nabla f) = (f, [\nabla, L_{-\mu}] S_{0,1})$$

$$= -(f, (\nabla (Q_\mu^4 + \mu A(Q_\mu^2))) \cdot S_{0,1})$$

$$= -\left(f, \frac{4}{3} Q_\mu^3 \nabla Q_\mu \cdot S_{0,1} + \mu \nabla A(Q_\mu^2) \cdot S_{0,1}\right)$$

$$= -(\nabla Q_\mu, \frac{4}{3} Q_\mu^3 S_{0,1} f) - (f, 2\mu A(Q_\mu \nabla Q_\mu) \cdot S_{0,1})$$

$$= -(\nabla Q_\mu, \frac{4}{3} Q_\mu^3 S_{0,1} f) - (\nabla Q_\mu, 2\mu A(f S_{0,1}) Q_\mu).$$

(3.9)

Combining (3.8) and (3.9), we conclude that (3.7) holds. Hence there exists a solution $T_{1,1} \perp \ker L_{-\mu}$ and $T_{1,1} \in H^2$.

**Order $O(b^2)$**: By the Taylor expansion, we can obtain the equation

$$\begin{cases}
L_{+\mu} T_{2,0} = \frac{2}{3} Q_\mu^\frac{1}{2} S_{1,0}^2 + S_{1,0} - \Lambda S_{1,0} + \mu A(S_{1,0}^2) Q_\mu,
L_{-\mu} S_{2,0} = 0, \text{ hence } S_{2,0} = 0.
\end{cases}$$

The solvability condition reduce to

$$\left(\frac{2}{3} Q_\mu^\frac{1}{2} S_{1,0}^2 + S_{1,0} - \Lambda S_{1,0} + \mu A(S_{1,0}^2) Q_\mu, \nabla Q_\mu\right) = 0.$$

Now we can use the simple observation that $(f, \nabla g) = 0$ for any couple of radial $H^1$ functions, then we observe that $Q_\mu$ and $S_{1,0}$ are radial functions, so the orthogonality condition is true and there exists $T_{2,0} \perp \ker L_{+\mu}$ that satisfies the equation.

**Order $O(d^2)$**: We have the following system

$$\begin{cases}
L_{+\mu} T_{0,2} = \nabla S_{0,1} + \frac{2}{3} S_{0,1}^2 Q_\mu^\frac{1}{2} + \mu A(S_{0,1}^2) Q_\mu,
L_{-\mu} S_{0,2} = 0.
\end{cases}$$

The solvability conditions reads

$$\left(\nabla S_{0,1} + \frac{2}{3} S_{0,1}^2 Q_\mu^\frac{1}{2} + \mu A(S_{0,1}^2) Q_\mu, \nabla Q_\mu\right) = 0.$$

Obviously, this is true, since $Q_\mu$ is radial function and each component of $S_{0,1}$ is odd function in $x$. Hence, there exists a $T_{0,2} \perp \ker L_{+\mu}$.

**Order $O(b^3)$**: By the Taylor expansion, we can obtain the equation

$$\begin{cases}
L_{+\mu} T_{3,0} = 0,
L_{-\mu} S_{3,0} = \frac{4}{3} Q_\mu^\frac{1}{2} T_{2,0} S_{1,0} + \frac{2}{3} Q_\mu^\frac{1}{2} S_{0,1}^2 + \Lambda T_{2,0} - 2 T_{2,0} + \mu A(S_{1,0}^2) S_{1,0} + 2 \mu A(Q_\mu T_{2,0}) S_{1,0}.
\end{cases}$$

Hence, choosing $T_{3,0} = 0$, we see that the solvability condition for $S_{3,0}$ is equivalent to

$$-2(Q_\mu, T_{2,0}) + (Q_\mu, \Lambda T_{2,0}) + \frac{4}{3} \left(Q_\mu, Q_\mu^\frac{1}{2} T_{2,0} S_{1,0}\right) + \frac{2}{3} \left(Q_\mu, Q_\mu^\frac{1}{2} S_{1,0}^3\right)$$
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Indeed, by using \( S^{} \), where in the last step we used that \((S^{} - Q^{}) (L^{} - S^{}) = \frac{2}{3} Q_{\mu}^{} S_{1,0}^2 + S_{1,0}^{} - \Lambda S_{1,0}^{} + \mu A(S_{1,0}^2)Q_{\mu}^{} \).

To see that (3.10) holds, we first note that

\[
-2 (Q_{\mu}^{}, T_{2,0}^{}) = (S_{1,0}^{}, S_{1,0}^{}),
\]

where in the last step we used that \((S_{1,0}^{}, \Lambda S_{1,0}^{}) = 0, \) since \( \Lambda^* = -\Lambda \). Thus it remains to show that

\[
-2 (Q_{\mu}^{}, T_{2,0}^{}) = (S_{1,0}^{}, S_{1,0}^{}). \tag{3.11}
\]

Indeed, by using \( L_{+\mu}^{} \Lambda Q_{\mu}^{} = -2 Q_{\mu}^{} \) (see (3.1)) and the equations for \( T_{2,0}^{} \) and \( S_{1,0}^{} \) above, we deduce

\[
-2 (Q_{\mu}^{}, T_{2,0}^{}) = (L_{+\mu}^{} \Lambda Q_{\mu}^{}, T_{2,0}^{})
\]

\[
= (\Lambda Q_{\mu}^{}, \frac{2}{3} Q_{\mu}^{} S_{1,0}^2 + S_{1,0}^{} - \Lambda S_{1,0}^{} + \mu A(S_{1,0}^2)Q_{\mu}^{})
\]

\[
= (L_{-\mu}^{} S_{1,0}^{}, S_{1,0}^{}) - (L_{-\mu}^{} S_{1,0}^{}, \Lambda S_{1,0}^{}) + \frac{2}{3} (\Lambda Q_{\mu}^{}, Q_{\mu}^{} S_{1,0}^2) + \mu (\Lambda Q_{\mu}^{}, A(S_{1,0}^2)Q_{\mu}^{})
\]

\[
= (S_{1,0}^{}, -\Delta S_{1,0}^{}) + (S_{1,0}^{}, S_{1,0}^{}) - (S_{1,0}^{}, Q_{\mu}^{} S_{1,0}^2) - \mu (A(Q_{\mu}^2) S_{1,0}^2, S_{1,0}^{})
\]

\[
- (L_{-\mu}^{} S_{1,0}^{}, \Lambda S_{1,0}^{}) + \frac{2}{3} (\Lambda Q_{\mu}^{}, Q_{\mu}^{} S_{1,0}^2) + \mu (\Lambda Q_{\mu}^{}, A(S_{1,0}^2)Q_{\mu}^{}).
\tag{3.12}
\]

Next, we have the commutator formula \((L_{-\mu}^{} f, A f) = \frac{1}{2} (f, [L_{-\mu}^{}, A] f)\), which show that

\[
(L_{-\mu}^{} S_{1,0}^{}, \Lambda S_{1,0}^{})
\]

\[
= \frac{1}{2} (S_{1,0}^{}, [L_{-\mu}^{}, A] S_{1,0}^{})
\]

\[
= \frac{1}{2} (S_{1,0}^{}, [-\Delta, A] S_{1,0}^{}) - \frac{1}{2} \left( S_{1,0}^{}, [Q_{\mu}^4, A] S_{1,0}^{} \right) - \frac{1}{2} \mu \left( S_{1,0}^{}, [A(|Q_{\mu}|^2), A] S_{1,0}^{} \right)
\]

\[
= (S_{1,0}^{}, -\Delta S_{1,0}^{}) + \frac{2}{3} \left( S_{1,0}^{}, (x \cdot \nabla Q_{\mu}) Q_{\mu}^4 S_{1,0}^{} \right) - \frac{1}{2} \mu \left( S_{1,0}^{}, [A(|Q_{\mu}|^2), A] S_{1,0}^{} \right)
\tag{3.13}
\]
using that $[-\Delta, \Lambda] = -2\Delta$ holds. Moreover, we have the pointwise identity

$$-(x \cdot \nabla Q_\mu)Q_\mu^\frac{1}{2} + Q_\mu^\frac{1}{2} \Delta Q_\mu = \frac{3}{2} Q_\mu^\frac{3}{2}. \quad (3.14)$$

Furthermore, we have

$$(S_{1,0}, [A(|Q_\mu|^2), \Lambda]S_{1,0}) = (S_{1,0}, x \cdot \nabla A(Q_\mu^2)S_{1,0}) = (S_{1,0}, (x \cdot \nabla (-\Delta)^{-\frac{3}{4}}Q_\mu^2)S_{1,0})$$

$$= 2(S_{1,0}, (|x|^{-2} \cdot (Q_\mu x \cdot \nabla Q_\mu)S_{1,0}) + (S_{1,0}, A(Q_\mu^2)S_{1,0})$$

$$= 2(\Lambda Q_\mu, A(S_{1,0}Q_\mu)). \quad (3.15)$$

Here we also used the commutator formula $[(-\Delta)^{-\frac{3}{4}}, x \cdot \nabla] = -(\Delta)^{-\frac{3}{4}}$. Now if we insert (3.13), (3.14) and (3.15) into (3.11), we can obtain the desire relation (3.11), and thus the solvability condition (3.10) holds as well.

Order $O(b^4)$: By the Taylor expansion, we have the following equation

$$\begin{cases}
L_{+\mu}T_{4,0} = -\frac{4}{3}Q_\mu^\frac{1}{2}S_{1,0}S_{3,0} + \frac{1}{3}Q_\mu^\frac{1}{2}T_{2,0}^2 - \frac{1}{9}(Q_\mu^\frac{3}{2}S_{1,0}^4 + 4Q_\mu^{-\frac{3}{2}}T_{2,0}S_{1,0}^2) + 3S_{3,0} - \Lambda S_{3,0} + \mu B_1, \\
L_{-\mu}S_{4,0} = 0,
\end{cases}$$

where $B_1 = A(2Q_\mu T_{2,0} + S_{1,0}^2)T_{2,0} + A(T_{2,0}^2 + 2S_{1,0}S_{3,0})Q_\mu$. By the above construction, we can obtain that $S_{1,0}, S_{3,0}, T_{2,0}$ are radial functions. Hence, there exists $T_{4,0} \perp \ker L_{+\mu}$ satisfies the above equation.

Order $O(b^2d)$: By the calculation, we can obtain the following equation

$$\begin{cases}
L_{+\mu}T_{2,1} = 0, \\
L_{-\mu}S_{2,1} = \frac{4}{3}Q_\mu^\frac{1}{2}T_{1,1}S_{1,0} + \frac{4}{3}Q_\mu^\frac{1}{2}T_{2,0}S_{0,1} + 2Q_\mu^{-\frac{3}{2}}S_{1,0}^2S_{0,1} - 3T_{1,1} + \Lambda T_{1,1} - \nabla T_{2,0} + \mu B_1,
\end{cases}$$

where $B_2 = A(2Q_\mu T_{2,0} + S_{1,0}^2)S_{0,1} + A(S_{1,0}S_{0,1})S_{1,0}$. Since $Q_\mu, S_{1,0}, T_{2,0}$ are radial functions and each components in $S_{0,1}, T_{1,1}$ are odd functions. Hence, there is $S_{2,1} \perp \ker L_{-\mu}$.

**Lemma 3.2.** Let $f, g \in L^2(\mathbb{R}^3)$ and suppose that $f \perp Q_\mu$, $g \perp \nabla Q_\mu$. Then we have the regularity and decay estimate

$$\|L_{-\mu}^{-1}f\|_{H^2} \lesssim \|f\|_{L^2}, \|L_{+\mu}^{-1}g\|_{H^2} \lesssim \|g\|_{L^2},$$

$$\|e^{c|x|}L_{-\mu}^{-1}f\|_{H^2} \lesssim \|e^{c|y|}f\|_{L^2}, \|e^{c|x|}L_{+\mu}^{-1}g\|_{H^2} \lesssim \|e^{c|y|}g\|_{L^2} \text{ where } 0 < c < 1.$$  

**Proof.** It suffices to prove the lemma for $L_{-\mu}$, since the estimates for $L_{+\mu}^{-1}$ follow in the same fashion. To show the decay estimate, we argue as follows. Assume that $\|e^{c|y|}f\|_{L^2} < +\infty$, because otherwise there is nothing to prove. Let $u = L_{-\mu}^{-1}f$, and rewrite the equation satisfied by $u$ in resolvent form:

$$(-\Delta + 1)u = Q_\mu^\frac{4}{3}u + \mu A(Q_\mu^2)u + f.$$  

In fact, by the elliptic regularity theorem (see [4, 37]), we have $Q_\mu \in W^{2,p}(\mathbb{R}^3)$, where $p \geq 1$. And $Q_\mu(|x|) = \frac{e^{c|x|}}{|x|}(c_0 + O(\frac{1}{|x|}))$ as $|x| \to \infty$. Hence, we have

$$\|e^{c|y|}u\|_{H^2(|y| \geq R)} \sim \|(-\Delta + 1)(e^{c|y|}u)\|_{L^2(|y| \geq R)} \lesssim \|e^{c|y|}(-\Delta + 1)u\|_{L^2(|y| \geq R)}$$
\[ \|e^{\xi|y|} Q_\mu^4 u\|_{L^2(|y| \geq R)} + \mu \|e^{\xi|y|} A(Q_\mu^2) u\|_{L^2(|y| \geq R)} + \|e^{\xi|y|} f\|_{L^2(|y| \geq R)}. \]

From this inequality, we can deduce that
\[ \|e^{\xi|y|} u\|_{H^2(|y| \geq R)} \lesssim \|e^{\xi|y|} f\|_{L^2}. \]

On the other hand, we have
\[ \|e^{\xi|y|} u\|_{H^2(|y| \leq R)} \lesssim \|u\|_{H^2(|y| \leq R)} \lesssim \|f\|_{L^2(|y| \leq R)} \lesssim \|e^{\xi|y|} f\|_{L^2}. \]

From this, we can obtain the desired result. \( \square \)

**Step 2.** Now, we turn back to the prove (3.6). By the above lemma 3.2 and the similar argument as [20], we can easily obtain (3.6). For the regularity and decay estimate, this can be obtain by the following lemma 3.3. \( \square \)

The following lemma show that the approximate profile \( Q_P \) is well-defined.

**Lemma 3.3.** By the definition of \( R_P \), we have
\[ |R_P| \lesssim Q_\mu. \]

**Proof.** Since \( R_P = Q_\mu + \sum_{0 \leq k \leq 4, 0 \leq \ell \leq 2} R_{k,\ell} \), we need to prove
\[ \left| \frac{R_k}{Q_\mu} \right| \lesssim 1. \]

For any \( f_k \in L^2(\mathbb{R}^3) \) and \( |f_k| \lesssim e^{-c|x|}, c \geq 1 \), we assume that
\[ L_{-,\mu} F_{k,\ell} = f_{k,\ell}, \text{ or } L_{+,\mu} F_{k,\ell} = f_{k,\ell}. \]

In other words, we have to prove
\[ L_{+,\mu}^{-1} : L_G^\infty := \left\{ f : \frac{f}{G} \in L^\infty \right\} \rightarrow L_G^\infty, \quad \left\{ f : \frac{f}{G} \lesssim 1 \right\}, \]

where \( G(x) = e^{-|x|/c} \) and \( c \geq 1 \).

**Step 1:** We first prove the following holds:
\[ G^{-1}(1 - \Delta)^{-1} G^c : L^\infty \rightarrow L^\infty, \quad c \geq 1. \]

Indeed, we have
\[ |G * f_k| \lesssim \left| \int \frac{e^{-|x-y|} e^{-c|y|} f_k}{|x-y| \ |y|^c} \frac{G^c}{G} \right| \lesssim G(x). \]

**Step 2:** Let \( L_+ = -\Delta + 1 - \frac{7}{3} Q_\mu^4 \). Our goal is to show that
\[ G^{-1}(L_+)^{-1} G^c : L^\infty \rightarrow L^\infty, \quad c \geq 1. \]

Indeed, let \( L_+ u = g \), i.e.,
\[ (-\Delta + 1)u = \frac{7}{3} Q_\mu^4 u + g. \]
Using the $H^2$ estimate for $L_+$ we can write
\[ \| e^{i|z|} L_+^{-1} g \|_{H^2} \lesssim \| e^{i|y|} g \|_{L^2}, \quad 0 \leq d < 1. \]

So from the Strauss estimate we get
\[ \| e^{i|z|} u \|_{L^\infty(|z| \geq 1)} \lesssim 1. \]

Plugging this estimate in the right hand side of (3.16) and using Step 1, we get $|u| \lesssim G$.

**Step 3:** The operator $K : f \to A(Q_\mu f)$ maps $L_G^\infty$ into $L^\infty_{G_1 - \cdots}$. Since $\mu > 0$ is small enough, then we deduce that
\[ G^{-1}(L_{+\mu})^{-1}G^c : L^\infty \to L^\infty, \quad c \geq 1. \]

By the similar argument, we can obtain that $L_{-\mu}^{-1}$ also satisfies this property. The proof of this lemma is now complete.

**Remark 3.4.** (i) Note that $L_{-\mu} > 0$ on $Q_\mu^+$ and we have $S_{1,0} \perp Q_\mu$, $S_{0,1} \perp Q_\mu$.

(ii) The proof of lemma 3.1 actually show that $R_\mu$ satisfy
\[ R_\mu = (Q_\mu + bd \cdot T_{1,1} + b^2 T_{2,0} + d^2 \cdot T_{0,2} + b^4 T_1) + i(bS_{1,0} + d \cdot S_{0,1} + b^3 S_{3,0} + b^2 d \cdot S_{2,1}) \]
\[ = R_1 + iR_2. \]

Let us compute the $L^2$-norm and energy of $R_\mu$, which will appear as important quantities in the analysis.

**Lemma 3.5.** The mass, energy and momentum of $R_\mu$ satisfy:
\[ \int |R_\mu|^2 = \int |Q_\mu|^2 + O(b^4 + |d|^2 + |dP|^2), \]
\[ E_\mu(R_\mu) = b^2 e_\mu + O(b^4 + |d|^2 + |dP|^2), \]
\[ P(R_\mu) = p_\mu d + O(b^4 + |d|^2 + |dP|^2), \]

where $e_\mu = \frac{1}{2}(L_{-\mu}S_{1,0}, S_{1,0}) > 0$ and $p_\mu = 2(L_{-\mu}S_{0,1}, S_{0,1})$ are constants and $S_{1,0}$, $S_{0,1}$ satisfy $L_{-\mu}S_{1,0} = \Lambda Q_\mu$, $L_{-\mu}S_{0,1} = -\nabla Q_\mu$, respectively.

**Proof.** From the lemma 3.1 and the Remark 3.4, we deduce that
\[ \int |R_\mu|^2 = \int Q_\mu^2 + b^2 (S_{1,0}, S_{1,0}) + 2b^2 (Q_\mu, T_{2,0}) + O(b^4 + |d|^2 + |dP|^2) \]
\[ = \int Q_\mu^2 + O(b^4 + |d|^2 + |dP|^2), \]

where we use the relation $(S_{1,0}, S_{1,0}) + (Q_\mu, T_{2,0}) = 0$, see (3.11).

To calculate the expansion of the energy, we first recall that $E_\mu(Q_\mu) = 0$, this can be obtained by the Pohozaev identity (2.2) and the equation (2.3). Moreover, from the remark 3.4, we have $(Q_\mu, S_{1,0}) = 0$, we obtain
\[ E_\mu(R_\mu) = b^2 \left( (T_{2,0}, -\Delta Q_\mu - Q_\mu^2 - \mu A(Q_\mu^2)Q_\mu) + \frac{1}{2}(S_{1,0}, -\Delta S_{1,0}) - \frac{1}{2} b^2 (Q_\mu^4, S_{1,0}^2) \right) \]
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Here we used the fact that this lemma is now complete.

Assume that

\[ \text{For the linear momentum functional, we notice that} \quad P = \mu \int A(Q^2)S_{1,0}^2 + O(b^4 + |d|^2 + |dP|^2) \]

\[ = b^2 \left[ -(T_{2,0},Q_{\mu}) + \frac{1}{2}(S_{1,0},-\Delta S_{1,0}) - \frac{1}{2}(Q_{\mu},S_{1,0}^2) - \mu \frac{1}{2} \int A(Q^2)S_{1,0}^2 \right] \]

\[ + O(b^4 + |d|^2 + |dP|^2) \]

\[ = b^2 \int (S_{1,0},S_{1,0}) + (S_{1,0},-\Delta S_{1,0}) - (Q_{\mu},S_{1,0}^2) + \mu \int A(Q^2)S_{1,0}^2 \]

\[ + O(b^4 + |d|^2 + |dP|^2) \]

\[ = b^2 \frac{1}{2}(L_{-\mu}S_{1,0},S_{1,0}) + O(b^4 + |d|^2 + |dP|^2). \]

For the linear momentum functional, we notice that \( P(f) = 2 \int f_1 \nabla f_2 \) for \( f = f_1 + if_2 \). Hence

\[ P(R) = 2 \int bQ_\mu \nabla S_{1,0} + 2d \int Q_\mu \nabla S_{0,1} + 2 \int b^2 d \cdot T_{1,1} \nabla S_{1,0} + 2 \int b^3 T_{2,0} \nabla S_{1,0} \]

\[ + O(b^4 + |d|^2 + |dP|^2) \]

\[ = 2d(L_{-\mu}S_{0,1},S_{0,1}) + O(b^4 + |d|^2 + |dP|^2). \]

Here we used the fact that \( L_{-\mu}S_{0,1} = -\nabla Q_\mu \) and \( S_{1,0}, T_{1,1}, T_{2,0} \) are radial function. The proof of this lemma is now complete.

\[ \square \]

4 Energy Estimates

4.1 Nonlinear decomposition of the wave and modulation equations

Let \( u(t) \in H^1(\mathbb{R}^3) \) be a solution of equation (1.4) on some time interval \([t_0,t_1]\) with \( t_1 < 0 \). Assume that \( u(t) \) admits a geometrical decomposition of the form

\[ u(t,x) = \frac{1}{\lambda^2(t)} \left[ R_\lambda + \epsilon \right] \left( t, x - \frac{\alpha(t)}{\lambda(t)} \right) e^{i\gamma(t)}, \quad (4.1) \]

with a uniform smallness bound on \([t_0,t_1]\):

\[ b^2(t) + |d(t)| + \|\epsilon(t)\|_{H^1}^2 \lesssim \lambda^2(t) \ll 1. \]

Moreover, we assume that \( u(t) \) has almost critical mass in the sense: \( \forall t \in [t_0,t_1], \)

\[ \|u(t)\|_{L^2}^2 - \|Q_\mu\|_{L^2}^2 \lesssim \lambda^4(t). \]

From a standard modulation argument, see e.g.[33, 38], the uniqueness of the nonlinear decomposition (4.1) may be ensured by imposing a suitable set of orthogonality condition on \( \epsilon = \epsilon_1 + i\epsilon_2 \in H^1(\mathbb{R}^3) \); namely,

\[ (\epsilon_2, \Lambda R_1) - (\epsilon_1, \Lambda R_2) = 0, \]

\[ (\epsilon_2, \partial_h R_1) - (\epsilon_1, \partial_h R_2) = 0, \]

\[ (\epsilon_2, \partial_1) - (\epsilon_1, \rho_2) = 0, \]

\[ (\epsilon_2, \nabla R_1) - (\epsilon_1, \nabla R_2) = 0, \]

\[ (\epsilon_2, \partial_d R_1) - (\epsilon_1, \partial_d R_2) = 0, \quad (4.2) \]
where $R_1$ and $R_2$ are given by Remark 3.4 and $\rho = \rho_1 + i \rho_2$ is the unique function defined by

$$\begin{cases}
    L_{+,\mu} \rho_1 = S_{1,0}, \\
    L_{-,\mu} \rho_2 = \frac{4}{3} bQ_{\mu} S_{1,0} \rho_1 + b \Delta \rho_1 - 2bT_{2,0} + \mu (2A(Q_{\mu} \rho_1) S_{1,0}) \\
    + \frac{4}{3} d Q_{\mu} S_{0,1} \rho_1 + d \cdot \nabla \rho_1 + d \cdot T_{1,1} + 2\mu A(Q_{\mu} \rho_1) S_{0,1}.
\end{cases}$$

By (3.2), $\rho_1$ is well-defined. Moreover, it is easy to see that the right-hand side in the equation for $\rho_2$ is perpendicular to $Q_{\mu}$. Hence, $\rho_2$ is well-defined, too. The orthogonality conditions (4.2) correspond exactly in the cases $P = 0$ to the null space of the linearized operator close to $Q_{\mu}$ see (3.1). From a standard argument, the obtained modulation parameters are $C^1$ functions of time; see [33, 38], for related statements. Let

$$s(t) = \int_{t_0}^{t_1} \frac{dt}{\lambda^2(\tau)},$$

be the rescaled time. Then, for $s \in [s_0, s_1]$, the function $\epsilon$ satisfies the system

$$\begin{align*}
(b_s + b^2) \partial_s R_1 + (d_s + bd) \cdot \partial_t R_1 + \partial_s \epsilon_1 - M_2(\epsilon) + b \Delta \epsilon_1 - d \cdot \nabla \epsilon_1 \\
= \left( \frac{\lambda_s}{\lambda} + b \right) (\Lambda R_1 + \Lambda \epsilon_1) + \left( \frac{\alpha_s}{\lambda} - d \right) \cdot (\nabla R_1 + \nabla \epsilon_1) + \tilde{\gamma}_s(R_2 + \epsilon_2) + \Re \Phi_b - P_2(\epsilon), \\
(1.3)
(b_s + b^2) \partial_s R_2 + (d_s + bd) \cdot \partial_t R_2 + \partial_s \epsilon_2 + M_1(\epsilon) + b \Delta \epsilon_2 - d \cdot \nabla \epsilon_2 \\
= \left( \frac{\lambda_s}{\lambda} + b \right) (\Lambda R_2 + \Lambda \epsilon_2) \left( \frac{\alpha_s}{\lambda} - d \right) \cdot (\nabla R_2 + \nabla \epsilon_2) - \tilde{\gamma}_s(R_1 + \epsilon_1) - \Re \Phi_b + P_1(\epsilon).
\end{align*}$$

Here $\Phi_b$ denotes the error term and $M = (M_1, M_2)$ are small deformations of the linearized operator $L = (L_{+,\mu}, L_{-,\mu})$ close to $Q_{\mu}$:

$$\begin{align*}
M_1(\epsilon) &= -\Delta \epsilon_1 + \epsilon_1 - |R_P| |\dot{\epsilon}| - \frac{4}{3} |R_P|^2 \frac{2}{3} (R_1 R_2 \epsilon_2 + R_1^2 \epsilon_1) - \mu D_1(\epsilon), \\
M_2(\epsilon) &= -\Delta \epsilon_2 + \epsilon_2 - |R_P| |\dot{\epsilon}| - \frac{4}{3} |R_P|^2 \frac{2}{3} (R_1 R_2 \epsilon_1 + R_2^2 \epsilon_2) - \mu D_2(\epsilon),
\end{align*}$$

where $D_1$ and $D_2$ are given by

$$\begin{align*}
D_1 \epsilon &= A(2R_1 \epsilon_1 - 2R_2 \epsilon_2) R_1 + A(R_1^2 - R_2^2) \epsilon_1, \\
D_2 \epsilon &= A(2R_1 \epsilon_1 - 2R_2 \epsilon_2) R_2 + A(R_1^2 - R_2^2) \epsilon_2.
\end{align*}$$

In addition, $P_1(\epsilon)$ and $P_2(\epsilon)$ are the high order terms respect to $\epsilon$.

Let us collect the standard preliminary estimates on this decomposition which rely on the conservation laws and the explicit choice of orthogonality conditions.

**Lemma 4.1.** (Preliminary estimates on the decomposition.) For $t \in [t_0, t_1]$, it holds that

1. Energy and Momentum bound:

$$b^2 + |d| + \|\epsilon\|^2_{H^1(\mathbb{R}^3)} \lesssim \lambda^2 (|E_{0,\mu}| + |P_{0,\mu}|) + \mathcal{O}(\lambda^4 + b^4 + |d|^2 + |\delta \mathcal{P}|^2).$$

Here $E_{0,\mu} = E_{\mu}(u_0)$ and $P_{0,\mu} = P_{\mu}(u_0)$ denote the conserved energy and momentum of $u = u(t, x)$, respectively.

2. Control of the geometrical parameters: Let the vector of modulation equations be

$$\text{Mod}(t) = \left( b_s + b^2, \frac{\lambda_s}{\lambda} + b, \gamma_s, \frac{\alpha_s}{\lambda} - d, d_s + bd \right).$$
Then the modulation equations are to leading order:

\[ |\text{Mod}(t)| \lesssim \lambda^4 + b^4 + |d|^2 + |dP|^2 + b^2 \| \epsilon \|_{L^2}^2 + \| \epsilon \|_{L^2}^2 + \| \epsilon \|_{H^1}^2, \]

with the improvement

\[ \left| \frac{\lambda^4}{\lambda} + b \right| \lesssim b^5 + b^2 \| \epsilon \|_{L^2}^2 + \| \epsilon \|_{L^2}^2 + \| \epsilon \|_{H^1}^3. \]

**Proof. Step 1.** By the similar argument as [9, 10, 15, 38], we can obtain the energy and momentum estimates.

**Step 2.** Estimate the modulation parameters.

1. **Inner products.** We compute the inner products needed to compute the law of the parameters from the R_{p}, where \( M_1, M_2 \) are given by (4.5) and (4.6), respectively. The following estimates hold.

\[
\begin{align*}
(M_2) & - b \lambda \epsilon_1 + d \cdot \nabla \epsilon_1, \Lambda R_2) + (M_1) + b \lambda \epsilon_2 - d \cdot \nabla \epsilon_1, \Lambda R_1) = -R(\epsilon, R_p) + \mathcal{O}(P^2 \| \epsilon \|_{L^2}), \\
(M_2) & - b \lambda \epsilon_1 + d \cdot \nabla \epsilon_1, \partial_b R_2) + (M_1) + b \lambda \epsilon_2 - d \cdot \nabla \epsilon_1, \partial_b R_1) = \mathcal{O}(P^2 \| \epsilon \|_{L^2}), \\
(M_2) & - b \lambda \epsilon_1 + d \cdot \nabla \epsilon_1, \rho_2) + (M_1) + b \lambda \epsilon_2 - d \cdot \nabla \epsilon_1, \rho_1) = \mathcal{O}(P^2 \| \epsilon \|_{L^2}), \\
(M_2) & - b \lambda \epsilon_1 + d \cdot \nabla \epsilon_1, \nabla R_2) + (M_1) + b \lambda \epsilon_2 - d \cdot \nabla \epsilon_1, \nabla R_1) = \mathcal{O}(P^2 \| \epsilon \|_{L^2}), \\
(M_2) & - b \lambda \epsilon_1 + d \cdot \nabla \epsilon_1, \partial d R_2) + (M_1) + b \lambda \epsilon_2 - d \cdot \nabla \epsilon_1, \partial d R_1) = \mathcal{O}(P^2 \| \epsilon \|_{L^2}).
\end{align*}
\]

We notice that the identity

\[
L_{-\mu}S_{1,0} = -2(S_{1,0} - \Lambda Q_{\mu}) + \frac{4}{3}(\Lambda Q_{\mu})Q_{\mu} \frac{1}{2} S_{1,0} + \Lambda^2 Q_{\mu} + 2 \mu A(\Lambda Q_{\mu}Q_{\mu})S_{1,0}, \quad (4.12)
\]

\[
L_{-\mu}S_{0,1} = -S_{0,1} - \nabla Q_{\mu} + \frac{4}{3}(\Lambda Q_{\mu})Q_{\mu} \frac{1}{2} S_{0,1} + 2 \mu A(\Lambda Q_{\mu}Q_{\mu})S_{0,1} - \Lambda \nabla Q_{\mu}.
\]

This two identities can deduce from \( L_{-\mu}S_{1,0} = \Lambda Q_{\mu} \) and \( L_{-\mu}S_{0,1} = -\nabla Q_{\mu} \). Next, recall that

\[
\Lambda R_1 = \Lambda Q_{\mu} + \mathcal{O}(P^2), \quad \Lambda R_2 = b \lambda S_{1,0} + d \Lambda S_{0,1} + \mathcal{O}(P^2).
\]

Using the equality (4.12) and (3.1), we find that

Left-hand side of (4.7)

\[
\begin{align*}
&= (\epsilon_1, L_{+\mu} \Lambda Q_{\mu}) + b(\epsilon_2, L_{-\mu} S_{1,0}) + d \cdot (\epsilon_2, L_{-\mu} S_{0,1}) - \frac{4}{3} b(Q_{\mu} S_{1,0}, \epsilon_2, Q_{\mu}) \\
&\quad - \frac{4}{3} d \cdot (Q_{\mu} S_{1,0}, \epsilon_2, Q_{\mu}) - b(\epsilon_2, \Lambda^2 Q_{\mu}) - d \cdot (\epsilon_2, \nabla \Lambda Q_{\mu}) \\
&\quad - 2b(A(\Lambda Q_{\mu}Q_{\mu})S_{1,0}, \epsilon_2) - 2d \cdot (A(\Lambda Q_{\mu}Q_{\mu})S_{0,1}, \epsilon_2) + \mathcal{O}(P^2 \| \epsilon \|_{L^2}) \\
&= -2(\epsilon_1, Q_{\mu}) - b(\epsilon_2, S_{1,0}) + b(\epsilon_2, \Lambda Q_{\mu}) - d \cdot (\epsilon_2, S_{0,1}) - d \cdot (\epsilon_2, \nabla Q_{\mu}) + \mathcal{O}(P^2 \| \epsilon \|_{L^2}) \\
&= -2R(\epsilon, R_p) + \mathcal{O}(P^2 \| \epsilon \|_{L^2}).
\end{align*}
\]

Here, we also used that \( b(\epsilon_2, \Lambda Q_{\mu}) = \mathcal{O}(P^2 \| \epsilon \|_{L^2}), d \cdot (\epsilon_2, \nabla Q_{\mu}) = \mathcal{O}(P^2 \| \epsilon \|_{L^2}), \) which follows from the orthogonality conditions (4.2). This completes the proof (4.7).

**Estimate (4.8).** From the lemma 3.1 we recall that

\[
\partial_b R_1 = 2bT_{2,0} + d \cdot T_{1,1} + \mathcal{O}(P^2), \quad \partial_b R_2 = S_{1,0} + \mathcal{O}(P^2),
\]
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where 
\[ L_{+,\mu}T_{2,0} = \frac{2}{3} Q_{\mu}^\frac{1}{2} S_{1,0}^2 + S_{1,0} - \Lambda S_{1,0} + \mu A(S_{1,0}) Q_\mu, \]
\[ L_{+,\mu}T_{1,1} = S_{0,1} - \Lambda S_{0,1} + \nabla S_{1,0} + \frac{4}{3} S_{1,0} S_{0,1} Q_{\mu}^\frac{1}{2} + 2\mu A(S_{1,0}S_{0,1}) Q_\mu. \]

Using this fact, we compute

Left-hand side of (4.8)
\[ = (\epsilon_2, L_{-,\mu} S_{1,0}) - \frac{4}{3} b (Q_{\mu}^\frac{1}{2} S_{1,0} \epsilon_1, S_{1,0}) - \frac{4}{3} d \cdot (Q_{\mu}^\frac{1}{2} S_{0,1} \epsilon_1, S_{1,0}) - 2\mu b (A(\epsilon_1) S_{1,0}, S_{1,0}) \]
\[ - \mu d \cdot (A(\epsilon_1) S_{0,1}, S_{1,0}) + b(\epsilon_1, \Lambda S_{1,0}) - d \cdot (\epsilon_1, \nabla S_{1,0}) + 2b(\epsilon_1, L_{+,\mu} T_{2,0}) \]
\[ + d \cdot (\epsilon_1, L_{+,\mu} T_{1,1}) + O(\mathcal{P}^2 \| \epsilon \|_{\mathcal{L}^2}) \]
\[ = (\epsilon_2, L_{-,\mu} S_{1,0}) - \frac{4}{3} b (Q_{\mu}^\frac{1}{2} S_{1,0} \epsilon_1, S_{1,0}) - \frac{4}{3} d \cdot (Q_{\mu}^\frac{1}{2} S_{0,1} \epsilon_1, S_{1,0}) - 2\mu b (A(\epsilon_1) S_{1,0}, S_{1,0}) \]
\[ - \mu d \cdot (A(\epsilon_1) S_{0,1}, S_{1,0}) + b(\epsilon_1, \Lambda S_{1,0}) - d \cdot (\epsilon_1, \nabla S_{1,0}) \]
\[ + 2b \left( \epsilon_1, \frac{2}{3} Q_{\mu}^\frac{1}{2} S_{1,0}^2 + S_{1,0} - \Lambda S_{1,0} + \mu A(S_{1,0}) Q_\mu \right) \]
\[ + d \cdot \left( \epsilon_1, S_{0,1} - \Lambda S_{0,1} + \nabla S_{1,0} + \frac{4}{3} S_{1,0} S_{0,1} Q_{\mu}^\frac{1}{2} + 2\mu A(S_{1,0}S_{0,1}) Q_\mu \right) + O(\mathcal{P}^2 \| \epsilon \|_{\mathcal{L}^2}) \]
\[ = (\epsilon_2, \Lambda Q_\mu) - b(\epsilon_1, \Lambda S_{1,0}) - d \cdot (\epsilon_1, \Lambda S_{0,1}) + d \cdot (\epsilon_1, S_{0,1}) + O(\mathcal{P}^2 \| \epsilon \|_{\mathcal{L}^2}) \]
\[ = (\epsilon_2, \Lambda R_{\mathcal{P}}) - (\epsilon_1, \Lambda R_{\mathcal{P}}) + O(\mathcal{P}^2 \| \epsilon \|_{\mathcal{L}^2}). \]

Here we use the orthogonality conditions (4.2). This completes the proof of (4.8).

By the similar argument as above, we can obtain (4.9), (4.10) and (4.11). Here we omit the details.

2. The law for $b$. We take the inner product of the equation (4.3) of $\epsilon_1$ with $-\Lambda R_2$ and we sum it with the inner product of equation (4.4) of $\epsilon_2$ with $\Lambda R_1$. We obtain after integrating by parts:

\[ - (b_s + b^2) \left[ (\partial_t R_1, -\Lambda R_2) + (\partial_t R_2, \Lambda R_1) \right] + (\partial_s \epsilon_1, -\Lambda R_2) + (\partial_s \epsilon_2, \Lambda R_1) \]
\[ + [M_2(e) - b\Lambda \epsilon_1, \Lambda R_2] + (M_1(e) + b\Lambda \epsilon_2, \Lambda R_1)] + \left( \frac{\alpha_s}{\lambda} - d \right) \mathcal{O}(\mathcal{P}) \]
\[ = \left( \frac{\lambda}{\lambda} + b \right) \left[ (\Lambda R_1 + \Lambda \epsilon_1, -\Lambda R_2) + (\Lambda R_2 + \Lambda \epsilon_2, \Lambda R_1) \right] \]
\[ + \gamma_s \left[ (R_2 + \epsilon_2, -\Lambda R_2) + (R_1 + \epsilon_1, \Lambda R_1) \right] + (\Re \Phi_s, -\Lambda R_2) - (\Re \Phi_s, \Lambda R_1) \]
\[ + (P_2(e), \Lambda R_2) + (P_1(e), \Lambda R_1). \]

From (4.7) and the orthogonality condition (4.2), we deduce that

\[ - (b_s + b^2) ((L_{-,\mu} S_{1,0}, S_{1,0}) + \mathcal{O}(b^2)) + \left( \frac{\alpha_s}{\lambda} - d \right) \mathcal{O}(\mathcal{P}) \]
\[ = \Re(\epsilon, R_{\mathcal{P}}) + (\Re \Phi_s, -\Lambda R_2) - (\Re \Phi_s, \Lambda R_1) + (P_2(e), \Lambda R_2) + (P_1(e), \Lambda R_1) \]
\[ + \mathcal{O}((\mathcal{P}^\frac{4}{3} + |\text{Mod}(t)|)(\| \epsilon \|_{\mathcal{L}^2} + \mathcal{P}^2)). \]

Hence, by using the fact that $2 \Re(\epsilon, R_{\mathcal{P}}) = - \int |\epsilon|^2 + \int (|u|^2 - |Q_\mu|^2) + \mathcal{O}(b^4 + |d|^2 + |d\mathcal{P}^2|)$, we have

\[ - (b_s + b^2) 2\epsilon_\mu + \mathcal{O}(b^2) + \left( \frac{\alpha_s}{\lambda} - d \right) \mathcal{O}(\mathcal{P}) \]
\[
= -\frac{1}{2} \int |\epsilon|^2 + (P_2(\epsilon), \Lambda R_2) + (P_1(\epsilon), \Lambda R_1) + O \left( (\mathcal{P}^2 + |\text{Mod}(t)|)(\|\epsilon\|_{L^2} + \mathcal{P}^2) + \|u\|^2_{L^2} - \|Q_\mu\|^2_{L^2} + b^4 + |d|^2 + |d\mathcal{P}|^2 \right).
\]

3. The law for \( \lambda \). We multiply both sides of the equation (4.3) and (4.4) by \(-\partial_t R_2\) and \(\partial_t R_1\), respectively. Adding this and using (4.8) yields, we can obtain
\[
\left( \frac{\lambda_s^2}{\lambda} + b \right) (2e_\mu + O(b^2)) + (d_s + bd)O(P) = (R_2(\epsilon), \partial_t R_1) + (R_1(\epsilon), \partial_t R_2) + O \left( (\mathcal{P}^2 + |\text{Mod}(t)|)(\|\epsilon\|_{L^2} + \mathcal{P}^2) + b^5 + |d|^2\mathcal{P} \right).
\]
Here we also used that \((R_2, \partial_t R_2) + (R_1, \partial_t R_1) = b(S_{1,0}, S_{1,0}) + 2b(Q_\mu, T_{2,0}) + d \cdot (T_{1,1}, Q_\mu) + O(b^2) = O(b^2),\) since \((S_{1,0}, S_{1,0}) + (Q_\mu, T_{2,0}) = 0\) and \((T_{1,1}, Q_\mu) = 0\).

4. The law for \( \tilde{\gamma} \). We multiply both sides of the equation (4.3) and (4.4) by \(-\rho_2\) and \(\rho_1\), respectively. Adding this and using (4.9) yields, we can obtain
\[
\tilde{\gamma}_s((Q_\mu, \rho_1) + O(b^2)) = -(b_s + b^2)((S_{1,0}', \rho_1) + O(b^2)) + \left( \frac{\lambda_s^2}{\lambda} + b \right) O(b) + (P_2(\epsilon), \rho_2) + (P_1(\epsilon), \rho_1) + O \left( (b^4 + |\text{Mod}(t)|)(\|\epsilon\|_{L^2} + b^5 \right).
\]

5. The law for \( d \). We project (4.3) and (4.4) onto \(-\nabla R_2\) and \(\nabla R_1\), respectively. Then we have
\[
(d_s + bd)(-\rho_\mu + O(\mathcal{P}^2)) + (b_s + b^2)O(P) = (P_2, \nabla R_1) + (P_1, \nabla R_2) + O \left( (\mathcal{P}^2 + |\text{Mod}(t)|)(\|\epsilon\|_{L^2} + \mathcal{P}^2) + b^5 + |d\mathcal{P}| \right).
\]

6. The law for \( \alpha \). We project (4.3) and (4.4) onto \(-\partial_d R_2\) and \(\partial_d R_1\), respectively. Then we deduce that
\[
(b_s + b^2)O(P) + \left( \frac{\alpha_s}{\alpha} - d \right) (\rho_\mu + O(\mathcal{P}^2)) = (P_2, \partial_d R_1) + (P_1, \partial_d R_2) + O \left( (\mathcal{P}^2 + |\text{Mod}(t)|)(\|\epsilon\|_{L^2} + b^4 + d^2 + |d\mathcal{P}|^2) \right).
\]

7. Conclusion. We collect the results in previous points 2,3,4,5,6 and estimate the nonlinear terms in \( \epsilon \) by Sobolev inequalities. This gives us
\[
(A + B)\text{Mod}(t) = O \left( (\mathcal{P}^2 + |\text{Mod}(t)|)(\|\epsilon\|_{L^2} + \|\epsilon\|_{L^2}^2 + \|\epsilon\|_{H^1}^3 + \|u\|^2_{L^2} - \|Q_\mu\|^2_{L^2} + b^4 + d^2 + |d\mathcal{P}|) \right).
\]
Here \( A = O(1) \) is invertible \( 9 \times 9 \) matrix, whereas \( B = O(b) \) is some \( 9 \times 9 \)-matrix that is polynomial in \( b \). Inverting this relation to compute \( \text{Mod}(t) \) and computing the Taylor expansion of \((A + B)^{-1}\) to sufficiently high order yields the desired result. This completes the proof of lemma 4.1. \( \square \)

4.2 Refined energy identity

In this subsection, our aim is to derive a general refined mixed/Morawetz type estimate which allow us to derive a Lyapunov function for critical mass blow-up solutions.

Let \( u \in H^1(\mathbb{R}^3) \) be a solution to (1.4) on \([t_0, 0)\) and let \( w \in H^1(\mathbb{R}^3) \) be an approximate solution to (1.4):
\[
i\partial_t w + \Delta w + |w|^{\frac{4}{n}}w + \mu A(w^2)w = \psi,
\]
with the a-priori bounds
\[
\|w\|_{L^2} \lesssim 1, \quad \|\nabla w\|_{L^2} \lesssim \lambda^{-1}, \quad \|w\|_{H^2} \lesssim \lambda^{-2},
\] (4.13)
where \(\delta > 0\) is small enough. We then decompose \(u = w + \tilde{u}\) so that \(\tilde{u} \in H^1(\mathbb{R}^3)\) satisfies:
\[
i\partial_t \tilde{u} + \Delta \tilde{u} + \left(|u|^4 u - |w|^4 w\right) + \mu \left(A(u^2)u - A(w^2)w\right) = -\psi,
\] (4.14)
and assume the a-priori bounds on \(\tilde{u}\):
\[
\|\tilde{u}\|_{L^2} \lesssim \lambda^2, \quad \|\nabla \tilde{u}\|_{L^2} \lesssim \lambda, 
\] (4.15)
and on the geometrical parameters:
\[
|\lambda \lambda_t + b| \lesssim \lambda^4, \quad |b_t| \lesssim 1, \quad |\alpha_t| \lesssim \lambda^2 
\] (4.16)
for some non-negative parameters \(0 < \lambda, b \ll 1\).

Let \(M > 0\) be a large enough constant, which will be chosen later, and let \(\phi : \mathbb{R}^3 \rightarrow \mathbb{R}\) be a smooth radially symmetric cutoff function with
\[
\phi'(r) = \begin{cases} 
    r & \text{for } r \leq 1, \\
    3 - e^{-r} & \text{for } r \geq 2,
\end{cases}
\]
and the convexity condition
\[
\phi''(r) \geq 0 \text{ for } r \geq 0.
\]
Let
\[
F(u) = \frac{3}{10} |u|^4, \quad f(u) = |u|^4 u, \quad F'(u) \cdot h = \Re(f(u)\tilde{h});
\]
\[
G(u) = \frac{1}{4} A(u^2)|u|^2, \quad g(u) = A(u^2)u \quad G'(u) \cdot h = \Re(g(u)\tilde{h}).
\]
Now we give the following generalized energy estimate.

**Lemma 4.2. (Generalized energy estimate).** Let
\[
J = \frac{1}{2} \int |\nabla \tilde{u}|^2 + \frac{1}{2} \int \frac{|\tilde{u}|^2}{\lambda^2} - \int \left[F(w + \tilde{u}) - F(w) - F'(w) \cdot \tilde{u}\right] \\
- \mu \left[G(w + \tilde{u}) - G(w) - G'(w) \cdot \tilde{u}\right] + \frac{1}{2} \int M \nabla \left(\frac{x - \alpha}{M\lambda}\right) \cdot \nabla \tilde{u}\tilde{u}.
\]
Then the following holds:
\[
\frac{dJ}{dt} = \Re\left(\Delta \psi - \frac{1}{\lambda^2} \psi + f'(w) \cdot \psi + \mu g'(w) \cdot \psi, \tilde{u}\right) + \frac{b}{\lambda^2} \int |\tilde{u}|^2 \\
- \frac{1}{\lambda^2} \Re\left(\int \left[\frac{2}{3}|w|^2 w^2 \tilde{u}^2 + \mu A(w^2)\tilde{u} + A(2\Re(\tilde{w}\tilde{u}))\tilde{u}\right] \\
- \Re\left(\partial_t w, (f(\tilde{u} + w) - f(w) - f'(w) \cdot \tilde{u} - f(\tilde{u}))\right) \\
- \Re(\partial_t w, A(\tilde{u}^2)w + A(2\Re(\tilde{w}\tilde{u}))\tilde{u})
\]
Step 1. Algebraic derivation of the energy part. Using (4.14), a computation shows that

\[
\frac{d}{dt} \left\{ \frac{1}{2} \int |\nabla \tilde{u}|^2 + \frac{1}{2} \int \frac{|\tilde{u}|^2}{\lambda^2} - \int [F(w + \tilde{u}) - F(w) - F'(w) \cdot \tilde{u}] \right\}
\]

\[= - \Re \left( \partial_t \tilde{u}, \Delta \tilde{u} - \frac{1}{\lambda^2} \tilde{u} + (f(u) - f(w)) + \mu(g(u) - g(w)) \right) - \frac{\lambda_t}{\lambda^3} \int |\tilde{u}|^2
\]

\[= - \Re \left( \partial_t w, (f(\tilde{u} + w) - f(w) - f'(w) \cdot \tilde{u} + \mu(g(\tilde{u} + w) - g(w) - g'(w) \cdot \tilde{u}) \right)
\]

\[= \Im \left( \psi, \Delta \tilde{u} - \frac{1}{\lambda^2} \tilde{u} + (f(u) - f(w)) + \mu(g(u) - g(w)) \right) - \frac{\lambda_t}{\lambda^3} \int |\tilde{u}|^2
\]

\[= \Im \left( \psi, \Delta \tilde{u} - \frac{1}{\lambda^2} \tilde{u} + f'(w) \cdot \tilde{u} + \mu g'(w) \cdot \tilde{u} \right) - \frac{\lambda_t}{\lambda^3} \int |\tilde{u}|^2
\]

\[= \Im \left( \psi, \frac{1}{\lambda^2} \tilde{u} f(u) - f'(w) \cdot \tilde{u} - \mu g(u) - g'(w) \cdot \tilde{u} \right)
\]

\[= \Re \left( \partial_t w, (f(\tilde{u} + w) - f(w) - f'(w) \cdot \tilde{u} + \mu(g(\tilde{u} + w) - g(w) - g'(w) \cdot \tilde{u}) \right)
\]

where we used that

\[f'(w) \cdot \tilde{u} = \frac{5}{3} |w|^2 \tilde{u} + \frac{2}{3} |w|^{-\frac{4}{3}} w^2 \tilde{u}, \quad g'(w) \cdot \tilde{u} = A(w^2) \tilde{u} + A(2 \Re(w \tilde{u})) w.
\]

From (4.16), we obtain that

\[-\frac{\lambda_t}{\lambda^3} \int |\tilde{u}|^2 = \frac{b}{\lambda^4} \int |\tilde{u}|^2 - \frac{1}{\lambda^4} (\lambda \lambda_t + b) \|\tilde{u}\|_{L^2}^2 = \frac{b}{\lambda^4} \int |\tilde{u}|^2 + O(\|\tilde{u}\|_{H^1}^2).
\]
\[ \lesssim (\|\psi\|_{L^2} + \lambda^{-2} \|\bar{u}\|_{L^2}) (\|f(u) - f(w) - f'(w) \cdot \bar{u}\|_{L^2}) \]
\[ \lesssim (\|\psi\|_{L^2} + \lambda^{-2} \|\bar{u}\|_{L^2}) (\|\bar{u}\|^2_{L^2} + |w|^\frac{1}{2} |\bar{u}|^2_{L^2}) \]
\[ \lesssim (\|\psi\|_{L^2} + \lambda^{-2} \|\bar{u}\|_{L^2}) \left[ \|\nabla \bar{u}\|^2_{L^2} \|\bar{u}\|^2_{L^2} + \|w\|^2 \|\bar{u}\|^2_{L^6} \right] \]
\[ \lesssim \lambda^2 \|\psi\|_{L^2} + O(\|\bar{u}\|^2_{H^1}). \]  

(4.20)

Here we also used the following inequality \(|h(u + v) - h(u) - h'(u) \cdot v| \lesssim |v|^p + |u|^{p-2} |v|^2\), for \(p > 2\), \(h(u) = |u|^{p-1} u\). On the other hand, we have
\[
\left| \Im \left( \psi - \frac{1}{\lambda^2} \bar{u} g(u) - g(w) - g'(w) \cdot \bar{u} \right) \right| = \left| \Im \left( \psi - \frac{1}{\lambda^2} \bar{u} A(\bar{u}^2)(w + \bar{u}) + A(w \bar{u} + w \bar{u}) \bar{u} \right) \right| \\
\lesssim (\|\psi\|_{L^2} + \lambda^{-2} \|\bar{u}\|_{L^2})(\|\bar{u}\|^2_{H^1}(\|w\|_{L^2} + \|\bar{u}\|_{L^2}) + \|A(w \bar{u})\|_{L^4}\|u\|_{L^4}) \\
\lesssim (\|\psi\|_{L^2} + \lambda^{-2} \|\bar{u}\|_{L^2})(\|\bar{u}\|^2_{H^1}(1 + \lambda^2) + \|u\|_{L^{12/5}}\|u\|_{L^4}) \\
\lesssim \lambda^2 \|\psi\|_{L^2} + \|\bar{u}\|^2_{H^1}. \]  

(4.21)

Here we use the Hardy inequality, Hölder inequality and the priori estimate (4.15).

For the term that contain the \(\partial_t w\), we replace \(\partial_t w\) using (3.5), integrate by parts and then rely on (4.13) to estimate
\[
\left| \int \partial_t w |\bar{u}|^\frac{7}{2} \right| \lesssim (\|w\|_{H^2} + \|w\|_{L^2}^2 + \mu \|A(|w|^2)\|_{L^2} + \|\psi\|_{L^2}) \|\bar{u}\|_{L^2}^2 \\
\lesssim \lambda^{-2} \|\bar{u}\|^3_{L^{\frac{12}{5}}} + \|\psi\|_{L^2} \|\bar{u}\|^3_{L^{\frac{12}{5}}} \\
\lesssim \|\bar{u}\|^2_{H^1} + \lambda^2 \|\psi\|_{L^2}. \]  

(4.22)

Here we also used the Hölder inequality and Hardy inequality. And
\[
\left| \int \partial_t w |A(|\bar{u}|^2)\bar{u}| \right| \lesssim \|w\|_{H^2} \|A(|\bar{u}|^2)\bar{u}\|_{L^2} + \|w\|_{L^2}^\frac{7}{3} A(|\bar{u}|^2) \|\bar{u}\|_{L^2}^2 \\
+ \mu \|A(|w|^2)\|_{L^2} A(|\bar{u}|^2) \|\bar{u}\|_{L^2} + \|\psi\|_{L^2} A(|\bar{u}|^2) \|\bar{u}\|_{L^2} \\
\lesssim \frac{1}{\lambda^2} \|\bar{u}\|^2_{H^1} \|\bar{u}\|_{L^2} + \|w\|_{H^1}^2 \|w\|_{L^2} \|\bar{u}\|^2_{H^1} \|\bar{u}\|_{L^2}^2 \\
+ \mu \|w\|_{L^2}^\frac{7}{3} \|w\|_{L^2}^\frac{4}{3} \|\bar{u}\|^2_{H^1} \|\bar{u}\|^2_{L^2} + \|\psi\|_{L^2} \|\bar{u}\|^2_{H^1} \|\bar{u}\|_{L^2} \\
\lesssim \lambda^2 \|\psi\|_{L^2} + O(\|\bar{u}\|^2_{H^1}). \]  

(4.23)

We now insert (4.19), (4.20), (4.21), (4.22) and (4.23) into (4.18), we have
\[
\frac{d}{dt} \left\{ \frac{1}{2} \int |\nabla \bar{u}|^2 + \frac{1}{2} \frac{\|\bar{u}\|^2}{\lambda^2} - \int [F(w + \bar{u}) - F(w) - F'(w) \cdot \bar{u}] - \mu \int [G(w + \bar{u}) - G(w) - G' \cdot \bar{u}] \right\} \\
= \Im \left( \Delta \psi + \frac{1}{\lambda^2} \psi + f'(w) \cdot \psi + \mu g'(w) \cdot \psi \cdot \bar{u} \right) + \frac{b}{\lambda^2} \int |\bar{u}|^2 \\
- \frac{1}{\lambda^2} \Im \int \left( \frac{2}{3} |w|^{-\frac{2}{3}} w^2 \bar{u}^2 + \mu (A(w^2) \bar{u} + 2 A(\Re \bar{w} \bar{u}) \bar{u}) \right) - \Re \left( \partial_t w, (f(\bar{u} + w) - f(w) - f'(w) \cdot \bar{u} - f(\bar{u})) \right) \\
= 27
\begin{align*}
- \Re(\partial_t w, A(\tilde{u}^2)w + A(w\tilde{u} + \tilde{w}u)\tilde{u}) + O\left(\lambda^2\|\psi\|_{L^2} + \|\tilde{u}\|_{H^1}^2\right).
\end{align*}

**Step 2.** Algebraic derivation of the localized virial part. Let

\begin{align*}
\nabla \tilde{\phi}(t, x) = \frac{b}{\lambda} M \nabla \phi \left(\frac{x - \alpha}{M\lambda}\right).
\end{align*}

Then

\begin{align*}
\frac{1}{2} \frac{d}{dt} \left(\frac{b}{\lambda} \Im \left(\int M \nabla \phi \left(\frac{x - \alpha}{M\lambda}\right) \cdot \nabla \tilde{u}\tilde{u}\right)\right)
= \frac{1}{2} \Im \left(\int \partial_t \nabla \tilde{\phi} \cdot \nabla \tilde{u}\tilde{u}\right)
+ \Re \left(\int i\partial_t \tilde{u} \left(\frac{1}{2} \Delta \tilde{u} + \nabla \tilde{\phi} \cdot \nabla \tilde{u}\right)\right).
\end{align*}

Using (4.16), we estimate

\begin{align*}
|\partial_t \nabla \tilde{\phi}| \lesssim \frac{1}{\lambda^3} \left(|\lambda^2 b\tau| + |\lambda \lambda_t + b|\right) + \frac{b}{\lambda} |\alpha_t| \lesssim \frac{1}{\lambda},
\end{align*}

from which

\begin{align*}
\Im \left(\int \partial_t \nabla \tilde{\phi} \cdot \nabla \tilde{u}\tilde{u}\right) \lesssim \frac{1}{\lambda} \|\tilde{u}\|_{L^2} \|\nabla \tilde{u}\|_{L^2} = O\left(\frac{1}{\lambda^2} \|\tilde{u}\|_{L^2}^2 + \|\tilde{u}\|_{H^1}^2\right).
\end{align*}

The second term in (4.24) corresponds to the localized Morawetz estimate, and from (4.14) and integration by parts, we get

\begin{align*}
\Re \left(\int i\partial_t \tilde{u} \left(\frac{1}{2} \Delta \tilde{u} + \nabla \tilde{\phi} \cdot \nabla \tilde{u}\right)\right)
= \frac{b}{\lambda^2} \Re \left(\int \nabla^2 \phi \left(\frac{x - \alpha}{M\lambda}\right) (\nabla \tilde{u}, \nabla \tilde{u})\right)
- \frac{1}{4} \frac{b}{M^2\lambda^4} \left(\int \Delta^2 \phi \left(\frac{x - \alpha}{M\lambda}\right) |\tilde{u}|^2\right)
- \frac{b}{\lambda} \Re \left(\int M \nabla \phi \left(\frac{x - \alpha}{M\lambda}\right) \left((|u|^\frac{4}{3} u - |w|^\frac{4}{3} w) + \mu (|u|^2 u - A(u^2 w) \cdot \nabla \tilde{u})\right)\right)
- \frac{1}{2} \frac{b}{\lambda^2} \Re \left(\int \Delta \phi \left(\frac{x - \alpha}{M\lambda}\right) \left((|u|^\frac{4}{3} u - |w|^\frac{4}{3} w) + \mu (A(u^2) u - A(w^2) w)\right) \tilde{u}\right)
- \frac{b}{\lambda} \Re \left(\int M \nabla \phi \left(\frac{x - \alpha}{M\lambda}\right) \psi \cdot \nabla \tilde{u}\right)
- \frac{1}{2} \frac{b}{\lambda^2} \Re \left(\int \Delta \phi \left(\frac{x - \alpha}{M\lambda}\right) \psi \tilde{u}\right).
\end{align*}

We now estimate the nonlinear terms

\begin{align*}
- \frac{b}{\lambda} \Re \left(\int M \nabla \phi \left(\frac{x - \alpha}{M\lambda}\right) \left((f(u) - f(w) - f'(w) \cdot \tilde{u}) + \mu (g(u) - g(w) - g'(w) \cdot \tilde{u})\right) \cdot \nabla \tilde{u}\right)
- \frac{1}{2} \frac{b}{\lambda^2} \Re \left(\int \Delta \phi \left(\frac{x - \alpha}{M\lambda}\right) \left(f(u) - f(w) - f'(w) \cdot \tilde{u}\right) \tilde{u} + \mu (g(u) - g(w) - g'(w) \cdot \tilde{u}) \tilde{u}\right)
\leq \frac{b}{\lambda} \int M \nabla \phi \left(\frac{x - \alpha}{M\lambda}\right) \left(|\tilde{u}|^{\frac{4}{3} + 1} + |\tilde{w}|^{\frac{4}{3}} |\tilde{u}|^2 + \mu (A(\tilde{u}^2)(w + \tilde{u}) + A(w\tilde{u} + \tilde{w}u)\tilde{u}) \cdot \nabla \tilde{u}\right)
+ \frac{1}{2} \frac{b}{\lambda^2} \Re \left(\int \Delta \phi \left(\frac{x - \alpha}{M\lambda}\right) \left(|\tilde{u}|^{\frac{4}{3} + 1} + |\tilde{w}|^{\frac{4}{3}} |\tilde{u}|^2 + \mu (A(\tilde{u}^2)(w + \tilde{u}) + A(w\tilde{u} + \tilde{w}u)\tilde{u})\right) \tilde{u}\right).
\end{align*}
4.2 Backwards propagation of smallness

Injecting \( \approx \) (4.26) yields after a further integration by parts:

\[
\begin{align*}
- \frac{b}{\lambda} \Re \left( \int M \nabla \phi \left( \frac{x - \alpha}{M \lambda} \right) \psi \cdot \nabla \bar{u} \right) & \quad - \frac{b}{2 \lambda^2} \Re \left( \int \Delta \phi \left( \frac{x - \alpha}{M \lambda} \right) \psi \bar{u} \right) \\
& = \Re \left( \int \left[ i \frac{b}{\lambda} M \nabla \phi \left( \frac{x - \alpha}{M \lambda} \right) \cdot \nabla \psi + i \frac{b}{2 \lambda^2} \Delta \phi \left( \frac{x - \alpha}{M \lambda} \right) \psi \right] \bar{u} \right). 
\end{align*}
\]

For the local term, we have

\[
\begin{align*}
- \frac{b}{\lambda} \Re \left( \int M \nabla \phi \left( \frac{x - \alpha}{M \lambda} \right) \left( f'(w) \cdot \tilde{u} \right) \cdot \nabla \bar{u} \right) & \quad - \frac{b}{2 \lambda^2} \Re \left( \int \Delta \phi \left( \frac{x - \alpha}{M \lambda} \right) \left( f'(w) \cdot \tilde{u} \right) \bar{u} \right) \\
& = \Re \left( \int M \nabla \phi \left( \frac{x - \alpha}{M \lambda} \right) \left( 2A(\Re w \nabla \bar{u}) \tilde{u} + 2A(\Re \tilde{u} \nabla \bar{w}) w + 2A(\Re \tilde{u} \nabla \bar{w}) \cdot \nabla w \right) \right). 
\end{align*}
\]

Injecting (4.25), (4.27), (4.28), (4.29), (4.30) into (4.26) yields after a further integration by parts

\[
\Re \left( \int i \partial_t \bar{u} \left( \frac{1}{2} \Delta \bar{u} + \nabla \phi \cdot \nabla \bar{u} \right) \right) \\
= \frac{b}{\lambda^2} \Re \left( \int \nabla^2 \phi \left( \frac{x - \alpha}{M \lambda} \right) (\nabla \bar{u} \cdot \nabla \bar{u}) \right) + \frac{b}{4 M^2 \lambda^4} \left( \int \Delta^2 \phi \left( \frac{x - \alpha}{M \lambda} \right) |\tilde{u}|^2 \right) \\
+ \frac{b}{\lambda} \Re \left( \int M \nabla \phi \left( \frac{x - \alpha}{M \lambda} \right) \left( 2A(\Re w \nabla \bar{u}) \tilde{u} + 2A(\Re \tilde{u} \nabla \bar{w}) w + 2A(\Re \tilde{u} \nabla \bar{w}) \cdot \nabla w \right) \right) \\
+ \Re \left( \int \left[ i \frac{b}{\lambda} M \nabla \phi \left( \frac{x - \alpha}{M \lambda} \right) \cdot \nabla \psi + i \frac{b}{2 \lambda^2} \Delta \phi \left( \frac{x - \alpha}{M \lambda} \right) \psi \right] \tilde{u} \right) \\
+ O \left( ||\tilde{u}||^2_{H^1} \right). 
\]

This completes the proof of lemma 4.2. \( \square \)

4.3 Backwards propagation of smallness

In this subsection, we first application of the energy estimate (4.17) is a bootstrap control on critical mass solution to (1.4). More precisely, let \( u \in H^1(\mathbb{R}^3) \) be a solution to (1.4) defined on
Let $t_0 < t_1 < 0$ and assume that $u$ admits on $[t_0, t_1]$ a geometrical decomposition of the form:

$$u(t, x) = \frac{1}{\lambda^2(t)} [R_P + \epsilon] \left( t, \frac{x - \alpha(t)}{\lambda(t)} \right) e^{i\gamma(t)},$$

where $\epsilon = \epsilon_1 + i\epsilon_2 \in H^1(\mathbb{R}^3)$ satisfies the orthogonality conditions (4.2) and $\|\epsilon(t)\|_{H^1} + |b(t)| + |d(t)| \ll 1$. Let

$$\tilde{u}(t, x) = \frac{1}{\lambda^2(t)} \epsilon \left( t, \frac{x - \alpha(t)}{\lambda(t)} \right) e^{i\gamma(t)}.$$

Assume that the energy $E_{0,\mu}$ satisfies the $E_{0,\mu} = E_\mu(u) > 0$ and define the constant

$$B_\mu = \sqrt{\frac{e_\mu}{E_{0,\mu}}},$$

with the constant $e_\mu = \frac{1}{2} (L_{-\mu} S_{1,0}, S_{1,0}) > 0$. Moreover, Let $P_{0,\mu} = P_\mu(u_0)$ be the linear momentum and define the vector

$$D_\mu = \frac{P_{0,\mu}}{P_\mu},$$

with the universal constant $p_\mu = 2 (L_{-\mu} S_{0,1}, S_{0,1})$. We claim the following backwards propagation estimates:

**Lemma 4.3. (Backwards propagation of smallness).** Assume that there holds for some $t_1 < 0$ close enough to 0:

$$\left| \|u\|_{L^2}^2 - \|Q_\mu\|_{L^2}^2 \right| \lesssim \lambda^4(t_1), \quad \|\nabla \tilde{u}(t_1)\|_{L^2}^2 + \frac{\|\tilde{u}(t_1)\|_{L^2}^2}{\lambda^2(t_1)} \lesssim \lambda^2(t_1),$$

$$\left| \frac{\lambda(t_1)}{B_\mu} \right| \lesssim \lambda^2(t_1), \quad \left| \frac{b(t_1)}{\lambda(t_1)} - \frac{1}{B_\mu} \right| \lesssim \lambda^2(t_1), \quad \left| \frac{d(t_1)}{\lambda^2(t_1)} - D_\mu \right| \lesssim \lambda^2(t_1).$$

Then there exists a backwards time $t_0$ depending only on $B_\mu$ such that for any $t \in [t_0, t_1]$,

$$\|\nabla \tilde{u}(t)\|_{L^2}^2 + \frac{\|\tilde{u}(t)\|_{L^2}^2}{\lambda^2(t)} \lesssim \|\nabla \tilde{u}(t_1)\|_{L^2}^2 + \frac{\|\tilde{u}(t_1)\|_{L^2}^2}{\lambda^2(t_1)} + \lambda^6(t),$$

$$\left| \frac{b}{\lambda} - \frac{1}{B_\mu} \right| \lesssim \lambda^2(t), \quad \lambda(t) + \frac{t}{B_\mu} \lesssim \lambda^2(t), \quad \left| \frac{d(t)}{\lambda^2(t)} - D_\mu \right| \lesssim \lambda^2(t).$$

**Proof.** By the similar argument as [9, 10, 15, 38], we can obtain this Lemma 4.3. Here we omit the details. \[ \square \]

## 5 Existence of critical mass blow-up solutions

In this section, we prove the following result, which in particular yields Theorem 2.

**Lemma 5.1. (Existence of critical mass blow-up solution).** Let $\gamma_0 \in \mathbb{R}$, $x_0 \in \mathbb{R}^3$, $B_\mu$ and $D_\mu$ be given by (4.31) and (4.32), respectively. Then there exist $t_0 < 0$ and a solution $u_c \in C([-t_0, 0), H^1(\mathbb{R}^3))$ to (1.4) which blows up at $T = 0$ with

$$E_\mu(u_c) = E_{0,\mu}(u_0), \quad P_\mu(u_c) = P_{0,\mu}(u_0) \quad \text{and} \quad \|u_c\|_{L^2} = \|Q_\mu\|_{L^2}.$$
Furthermore, the solution admits on \([t_0, 0]\) a geometrical decomposition:
\[
u_c(t, x) = \frac{1}{\lambda_c^2(t)} \left[ R\tilde{P}_c + \epsilon_c \right] \left( t, \frac{x - \alpha_c(t)}{\lambda_c(t)} \right) e^{i\gamma_c(t)} = \tilde{R}\tilde{P}_c + \tilde{u}_c,
\]
where \(\epsilon_c\) satisfies the orthogonality conditions \((4.2)\) and the following bounds hold:
\[
\|\tilde{u}_c\|_{L^2}^2 \lesssim \lambda_c^4, \quad \|\tilde{u}_c\|_{H^1}^2 \lesssim \lambda_c^2,
\]
\[
\lambda_c + \frac{t}{B_\mu} = O(\lambda_c^2), \quad \frac{b_c}{\lambda_c} - \frac{1}{B_\mu} = O(\lambda_c^2), \quad \frac{d_c}{\lambda_c} - \frac{1}{D_\mu} = O(\lambda_c^2), \quad \gamma_c = -\frac{B_\mu^2}{t} + \gamma_0 + O(\lambda_c).
\]

**Proof.** By the similar argument as \([20, 28, 35, 36, 38, 16]\). We can obtain this result. Here we only show the uniform \(\dot{H}^{3/2}(\mathbb{R}^3)\) bound:
\[
\|\tilde{u}_n\|_{L^\infty([t, t_n], \dot{H}^{3/2}(\mathbb{R}^3))} \lesssim \lambda_n^2(t).
\]
Indeed, our point is again the identity
\[
i\partial_t \tilde{u}_n + \Delta \tilde{u}_n = -\psi_n - |\tilde{u}_n|^4 \tilde{u}_n - \mu A(|\tilde{u}_n|^2)|\tilde{u}_n| - H
\]
with
\[
i\partial_t \tilde{R}\tilde{P}_n + \Delta \tilde{R}\tilde{P}_n + |\tilde{R}\tilde{P}_n|^4 \tilde{R}\tilde{P}_n + \mu A(|\tilde{R}\tilde{P}_n|^2)|\tilde{R}\tilde{P}_n| = \psi_n, \quad H = H_1 + H_2,
\]
where
\[
H_1 = |\tilde{R}\tilde{P}_n - \tilde{u}_n|^4 (\tilde{R}\tilde{P}_n + \tilde{u}) - |\tilde{R}\tilde{P}_n|^4 \tilde{R}\tilde{P}_n + \mu A(|\tilde{R}\tilde{P}_n|^2)|\tilde{R}\tilde{P}_n| - \mu A(|\tilde{R}\tilde{P}_n|^2)|\tilde{R}\tilde{P}_n|,
\]
\[
H_2 = -|\tilde{u}_n|^4 \tilde{u}_n - \mu A(|\tilde{u}_n|^2)|\tilde{u}_n|.
\]
Hence, from the standard Strichartz bounds and the smoothing effect, we have
\[
\|\nabla^{3/2} \tilde{u}_n\|_{L^\infty([t, t_n], L^2(\mathbb{R}^3))} \lesssim \|\nabla^{3/2} \psi_n\|_{L^2_{[t, t_n]} L^{6/5}(\mathbb{R}^3)} + \|\langle x \rangle \nabla H_1\|_{L^2_{[t, t_n]} L^2(\mathbb{R}^3)} + \|\nabla^{3/2} (|\tilde{u}_n|^4 \tilde{u}_n)\|_{L^{5/2}_{[t, t_n]} L^{18/13}(\mathbb{R}^3)} + \mu \|\nabla^{7/2} (A(|\tilde{u}_n|^2)|\tilde{u}_n|)\|_{L^{8/5}_{[t, t_n]} L^{4/3}(\mathbb{R}^3)}.
\]
The error term \(\psi_n\) is estimated from \((3.5)\) and lemma 4.1, which yields a bound
\[
\|\nabla^{3/2} \psi_n\|_{L^{6/5}(\mathbb{R}^3)} \lesssim \|\nabla^2 \psi_n\|_{L^2}^{1/2} \|\psi_n\|_{L^2}^{3/2} \lesssim \lambda_n^{3/2},
\]
where we used the Gagliardo-Nirenberg’s inequality. Hence,
\[
\|\nabla^{3/2} \psi_n\|_{L^2_{[t, t_n]} L^{6/5}(\mathbb{R}^3)} \lesssim \lambda_n^2.
\]
For the term \(H_1\), we have
\[
|H_1| \lesssim |\tilde{R}^{4}_{\tilde{P}_n} \tilde{u}_n| + |\tilde{u}_n|^4 |\tilde{u}_n| + \mu \left[ A \left( |\tilde{R}^{4}_{\tilde{P}_n} \tilde{u}_n| \right) |\tilde{R}^{4}_{\tilde{P}_n} \tilde{u}_n| + A \left( |\tilde{u}_n|^2 \right) |\tilde{R}^{4}_{\tilde{P}_n} \tilde{u}_n| + A \left( |\tilde{u}_n|^2 \right) |\tilde{u}_n| \right] = I + II,
\]
where
\[
I = |\tilde{R}^{4}_{\tilde{P}_n} \tilde{u}_n| + \mu \left( A \left( |\tilde{R}^{4}_{\tilde{P}_n} \tilde{u}_n| \right) |\tilde{R}^{4}_{\tilde{P}_n} \tilde{u}_n| + A \left( |\tilde{u}_n|^2 \right) |\tilde{R}^{4}_{\tilde{P}_n} \tilde{u}_n| \right), \quad II = |\tilde{u}_n|^4 |\tilde{u}_n| + \mu A \left( |\tilde{u}_n|^2 \right) |\tilde{u}_n|.
\]
We now estimate the local term that contain the linear terms of $\tilde{u}_n$,

$$\|\langle x \rangle \nabla (|\tilde{R}_{P_n}|^{\frac{3}{2}} \tilde{u}_n)\|_{H^1(\mathbb{R}^3)} \lesssim \|\langle x \rangle (|\tilde{R}_{P_n}|^{\frac{3}{2}} \tilde{u}_n)\|_{L^2} + \|\langle x \rangle |\tilde{R}_{P_n}|^{\frac{1}{2}} \tilde{u}_n \nabla \tilde{R}_{P_n}\|_{L^2} + \|\langle x \rangle |\tilde{R}_{P_n}|^{\frac{3}{2}} \nabla \tilde{u}_n\|_{L^2}$$

$$\lesssim \frac{1}{\lambda_n} \|\tilde{u}_n\|_{L^2} + \frac{1}{\lambda_n^3} \|\tilde{u}_n\|_{L^2} + \frac{1}{\lambda_n} \|\nabla \tilde{u}_n\|_{L^2} \lesssim \lambda_n^2,$$  

where we used $\tilde{u}_n(t_n) = 0$, Lemma 4.3 and the decay estimate of $R_{P_n}$.

Next, we estimate the non-local terms of $I$, by using the following estimate

$$A(|f|) = \int_{|y| \leq \frac{|x|}{2}} \frac{|f(y)|}{|x-y|^2} dy + \int_{\frac{|x|}{2} < |y| < 2|x|} \frac{|f(y)|}{|x-y|^2} dy + \int_{|y| \geq 2|x|} \frac{|f(y)|}{|x-y|^2} dy$$

$$\lesssim |x|^{-2} \|f\|_{L^1} + |x|^{-1} \int_{\frac{|x|}{2} < |y| < 2|x|} \frac{|y|}{|x-y|^2} f(y) dy + |x|^{-2} \int_{|y| \geq 2|x|} \frac{|y|^2}{|x-y|^2} f(y) dy$$

$$\lesssim |x|^{-2} \|f\|_{L^1} + |x|^{-1} \|f\|_{L^2} + |x|^{-2} \|f\|_{L^1}$$

$$\lesssim |x|^{-2} \|f\|_{L^1} + |x|^{-1} \|y^2 f\|_{L^2}.$$  

we can obtain

$$\|\langle x \rangle \left[ A \left( |\tilde{R}_{P_n}|^2 \right) \tilde{u}_n + A \left( |\tilde{R}_{P_n}| \tilde{u}_n \right) \tilde{R}_{P_n} \right] \|_{H^1}$$

$$\lesssim \|\langle x \rangle \left( \tilde{u}_n \nabla A \left( |\tilde{R}_{P_n}|^2 \right) \right) \|_{L^2} + \|\langle x \rangle A \left( |\tilde{R}_{P_n}|^2 \right) \nabla \tilde{u}_n \|_{L^2}$$

$$+ \|\langle x \rangle \left[ A \left( |\tilde{R}_{P_n}| \tilde{u}_n \right) \nabla \tilde{R}_{P_n} \right] \|_{L^2} + \|\langle x \rangle \left( \tilde{u}_n A \left( |\tilde{R}_{P_n}|^2 \right) \right) \|_{L^2}$$

$$\lesssim \|\langle x \rangle \nabla A \left( |\tilde{R}_{P_n}|^2 \right) \|_{L^6} \|\tilde{u}_n\|_{L^3} + \|\langle x \rangle A \left( |\tilde{R}_{P_n}|^2 \right) \|_{L^6} \|\nabla \tilde{u}_n\|_{L^3} + \frac{1}{\lambda_n^{1/2}} \|\nabla A \left( \tilde{R}_{P_n} \tilde{u}_n \right)\|_{L^2}$$

$$+ \frac{1}{\lambda_n^3} \|\tilde{u}_n\|_{L^2} + \|\tilde{R}_{P_n}\|_{L^2} \|\tilde{u}_n\|_{L^3} + \frac{1}{\lambda_n} \|\tilde{R}_{P_n}\|_{L^2} \|\tilde{u}_n\|_{L^3} + \frac{1}{\lambda_n^{1/2}} \|\nabla \tilde{R}_{P_n} \tilde{u}_n\|_{L^{6/5}}$$

$$+ \frac{1}{\lambda_n^{3/2}} \|\tilde{R}_{P_n}\|_{L^6} \|\tilde{u}_n\|_{L^3} + \frac{1}{\lambda_n^{1/2}} \|\tilde{R}_{P_n}\|_{L^6} \|\tilde{u}_n\|_{L^3} + \frac{1}{\lambda_n^{1/2}} \|\tilde{R}_{P_n}\|_{L^6} \|\tilde{u}_n\|_{L^3}$$

$$\lesssim \frac{1}{\lambda_n^2} \|\tilde{u}_n\|_{L^2} + \left( 1 + \frac{1}{\lambda_n} \right) \|\tilde{R}_{P_n}\|_{L^2} \|\tilde{u}_n\|_{L^3} + \frac{1}{\lambda_n^{1/2}} \|\nabla \tilde{R}_{P_n} \|_{L^2} \|\tilde{u}_n\|_{L^3} + \|\tilde{R}_{P_n}\|_{L^2} \|\tilde{u}_n\|_{L^3}$$

$$+ \frac{1}{\lambda_n^{3/2}} \|\tilde{R}_{P_n}\|_{L^2} \|\tilde{u}_n\|_{L^3} + \frac{1}{\lambda_n^{1/2}} \|\tilde{R}_{P_n}\|_{L^2} \|\tilde{u}_n\|_{L^3} + \frac{1}{\lambda_n^{1/2}} \|\tilde{R}_{P_n}\|_{L^2} \|\tilde{u}_n\|_{L^3}$$

$$\lesssim \lambda_n^2.$$  

Thus, we have

$$\|\langle x \rangle \nabla I\|_{L^2_{|x|, t_n} L^2(\mathbb{R}^3)} \lesssim \lambda_n. \quad (5.4)$$

The local nonlinear term is estimated from Sobolev embedding and standard nonlinear estimates in Besov spaces,

$$\|\nabla^\frac{3}{2} (|\tilde{u}_n|^{\frac{3}{2}} \tilde{u}_n)\|_{L^{18/13}(\mathbb{R}^3)} \lesssim \|\tilde{u}_n\|_{L^{9/2}} \|\nabla^\frac{3}{2} \tilde{u}_n\|_{L^2} \lesssim \lambda_n^4 \|\nabla^\frac{3}{2} \tilde{u}_n\|_{L^2}. \quad (5.5)$$
For the non-local nonlinear term, we have
\[
\|\nabla^{\frac{3}{2}} (A(\tilde{u}_n^2)\tilde{u}_n)\|_{L^{4/3}(\mathbb{R}^3)} \lesssim \|\nabla^{\frac{3}{2}} A(\tilde{u}_n^2)|\tilde{u}_n\|_{L^{4/3}} + \|A(\tilde{u}_n^2)\nabla^{\frac{3}{2}} \tilde{u}_n\|_{L^{4/3}}
\lesssim \|\nabla^{\frac{3}{2}} A(\tilde{u}_n^2)|\tilde{u}_n\|_{L^6} + \|A(\tilde{u}_n^2)\|_{L^4} \|\nabla^{\frac{3}{2}} \tilde{u}_n\|_{L^2}
\lesssim (\|\tilde{u}_n\|_{L^{12/5}} \|\tilde{u}_n\|_{L^6} + \|\tilde{u}_n\|_{L^{24/7}}^2) \|\nabla^{\frac{3}{2}} \tilde{u}_n\|_{L^2}
\lesssim \lambda_2 \|\nabla^{\frac{3}{2}} \tilde{u}_n\|_{L^2}.
\] (5.6)

Injecting (5.3), (5.4), (5.5) and (5.6) into (5.2), we deduce
\[
\|\nabla^{\frac{3}{2}} \tilde{u}_n\|_{L^\infty((t,n) \mathbb{R}^3)} \lesssim \lambda_n + \lambda_2 \|\nabla^{\frac{3}{2}} \tilde{u}_n\|_{L^\infty((t,n) \mathbb{R}^3)},
\]
and (5.1) holds.

\[\square\]

A Proof of the lemma 1.1 and lemma 1.2

The similar argument can be found in [20]. For the reader’s convenience, we give a detail of adaption to our case. First, we prove the lemma 1.1.

Proof. By contradiction, assume that there exists a blow up solution \(u(t)\) of (1.1) with \(\mu < 0\) and \(\|u(t)\|_{L^2} = \|Q\|_{L^2}\). Let a sequence \(t_n \to T^* \in (0, +\infty)\) with \(\|\nabla u(t_n)\|_{L^2} \to +\infty\) and consider the renormalized sequence

\[v_n(x) = a(t_n)^{\frac{2}{3}} u(a(t_n)^2 t_n, a(t_n)x), \quad a(t_n) = \frac{\|\nabla Q\|_{L^2}}{\|\nabla u(t_n)\|_{L^2}}.\]

Then \(a(t_n) \to 0\) as \(t \to T^*\). By the conservation of mass \(\|v_n\|_{L^2} = \|Q\|_{L^2}\) and conservation of energy and \(\mu < 0\),

\[E_\mu(u_0) = E_\mu(u_n) \geq E_0(u_n) = \frac{E_0(v_n)}{a^2(t_n)}.\]

This means

\[E_0(v_n) \leq a^2(t_n) E_\mu(u_0) \to 0\ as\ t_n \to T^*.\]

Therefore, the sequence \(v_n\) is uniformly bounded in \(H^1\) and it satisfy

\[\|v_n\|_{L^2} = \|Q\|_{L^2}, \quad \|\nabla v_n\|_{L^2} = \|\nabla Q\|_{L^2}, \quad \limsup_{n \to +\infty} E_0(v_n) \leq 0.\]

From the standard concentration compactness argument, see [33, 45], up to a subsequence, for some \(x_n \in \mathbb{R}^3, \gamma_n \in \mathbb{R}\),

\[v_n(\cdot - x_n) e^{i\gamma_n} \to Q\ in\ H^1(\mathbb{R}^3)\ as\ n \to +\infty.\]

This gives the lower bound

\[\int A(v^2(t_n))|v(t_n)|^2 \geq \frac{1}{2} \int A(Q^2)|Q|^2 > 0.\]

Therefore

\[\int A(u^2(t_n))|u(t_n)|^2 = \frac{\int A(v^2(t_n))|v(t_n)|^2}{a^2(t_n)} \to +\infty\ as\ n \to +\infty,\]
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which contradicts the upper bound of $\int A(u^2(t_n))|u(t_n)|^2$ following from

\[-\frac{\mu}{4} \int A(u^2(t_n))|u(t_n)|^2 = E_\mu(u(t_n)) - E_0(u(t_n)) = E_\mu(u(0)) - \frac{E_0(v(t_n))}{\alpha(t_n)^2} \lesssim 1.\]

This concludes the proof. \qed

Next, we prove the lemma 1.2.

**Proof.** Let $\delta > 0$. We first recall the Virial identity (see [4, 6, 22])

\[
\frac{d^2}{dt^2} \|xu(t)\|_{L^2}^2 = 8 \left( \|\nabla u\|_{L^2}^2 - \frac{3}{5} \|u\|_{L^{\frac{20}{3}}}^\frac{20}{3} \right) - 2\mu \int A(u^2)|u|^2 dx = 16E(u).
\]

Define for $\alpha > 0, \beta > 0$ the rescaled function $Q_{\alpha,\beta}$ by $Q_{\alpha,\beta}(x) = \alpha^{\frac{3}{2}}Q(\alpha \beta x)$. We have

\[
\|Q_{\alpha,\beta}\|_{L^2} = \beta^{-\frac{3}{2}}\|Q\|_{L^2}, \quad E_\mu(Q_{\alpha,\beta}) = \alpha^2 \beta^{-3} \left( \frac{\beta^2}{2} \|\nabla Q\|_{L^2}^2 - \frac{3}{10} \|Q\|_{L^{\frac{20}{3}}}^\frac{20}{3} - \frac{\mu}{4} \beta^{-1} \int A(Q^2)|Q|^2 \right).
\]

Recall that the critical energy vanishes at $Q$, that is,

\[
\frac{1}{2} \|\nabla Q\|_{L^2}^2 - \frac{3}{10} \|Q\|_{L^{\frac{20}{3}}}^\frac{20}{3} = 0.
\]

Take $1 > \beta > \frac{1}{2}$ such that $\|Q_{\alpha,\beta}\|_{L^2} = \|Q\|_{L^2} + \delta$. Then for any $\alpha > 0$ and $\mu < 0$ very close to 0, we have

\[E(Q_{\alpha,\beta}) < 0.\]

Choosing $u_0 = Q_{\alpha,\beta}$. By the conservation of energy and the Virial identity, we have

\[
\frac{d^2}{dt^2} \|xu(t)\|_{L^2}^2 = 16E(Q_{a,b}) < 0,
\]

which implies blowup in finite time of $u$ for positive and negative times. \qed

**B Non-degeneracy in the Nonradial sector**

Since $Q$ is a radial function, the operator $L_+$ commutes with rotations on $\mathbb{R}^3$. Using the decomposition in terms of spherical harmonics

\[L^2(\mathbb{R}^3) = \bigoplus_{l \geq 0} \mathcal{H}_l,\]

we find that $L_+$ acts invariantly on each subspace

\[\mathcal{H}_l = L^2(\mathbb{R}^3, r^2 dr) \bigotimes \mathcal{Y}_l.\]

Here $\mathcal{Y}_l = \text{span}\{Y_{lm}\}_{m=-l}^{+l}$ denotes the space of the spherical harmonics of degree $l$ in space dimension 4. Recall also that

\[-\Delta_{g^2} Y_{lm} = l(l + 2)Y_{lm} \quad \text{and} \quad \langle Y_{lm_1}, Y_{lm_2} \rangle_{L^2(\mathbb{S}^2)} = \begin{cases} 1, & \text{if } m_1 = m_2, \\ 0, & \text{if } m_1 \neq m_2, \end{cases}\]
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where $\Delta_{S^3}$ is the Laplacian on $S^2$. Therefore, we decompose any $\xi \in L^2(\mathbb{R}^3)$ using spherical harmonics according to

$$\xi(x) = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} f_{lm}(r) Y_{lm}.$$  

Let us now find an explicit formula for the action of $L_+$ on each $\mathcal{H}_l$. To this end, we recall the well-known the fact that

$$-\Delta = -\partial_r^2 - \frac{2}{r} \partial_r + \frac{l(l+1)}{r^2}.$$  

By using the multipole expansion, see [41, Example 3.5.12], we have the following expansion of the nonlocal term

$$\left( |x|^{-2} \ast \psi \right)(x) = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} \frac{1}{2m+2} \left( \int_0^{\infty} \frac{(r \land \rho)^l}{(r \lor \rho)^{l+2}} f_{lm}(\rho) \rho^2 d\rho \right) Y_{lm}(\theta),$$  

where $r \land \rho = \min\{r, \rho\}$, $r \lor \rho = \max\{r, \rho\}$, $r = |x|$, $\theta = \frac{\alpha}{|x|}$ and $\psi(x) = \psi(r, \theta) = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} f_{lm} Y_{lm}(\theta)$ is an expansion of $\psi$ by spherical harmonics. An elementary calculation leads to the following equivalence: We have that $L_+ \xi = 0$ if and only if

$$L_{+,l} f_{lm} = 0, \text{ for } l = 0, 1, 2, \ldots \text{and } m = -l, \ldots, +l.$$  

Here the operator $L_{+,l}$ acting on $L^2(\mathbb{R}^+, r^2 dr)$ is given by

$$(L_{+,l} f)(r) = -f''(r) - \frac{2}{r} f'(r) + \frac{l(l+1)}{r^2} f(r) + V(r) f(r) + (W_l f)(r),$$  

with the local potential $V(r) = -\frac{r}{3} Q^2(r) - A(Q^2)(r)$, and the nonlocal linear operator

$$(W_l f)(r) = -\frac{2}{2l+1} Q(r) \int_0^{\infty} \frac{(r \land \rho)^l}{(r \lor \rho)^{l+2}} Q(\rho) \left( \sum_{m=-l}^{l} f_{lm}(\rho) \right) \rho^2 d\rho,$$

where $r \land \rho = \min\{r, \rho\}$, $r \lor \rho = \max\{r, \rho\}$.

Note that lemma 2.4 above says that $\ker L_{+,0} = \{0\}$. We now derive the following result.

**Lemma B.1.** We have $\ker L_{+,1} = \text{span}\{\partial_r Q\}$ and $\ker L_{+,l} = \{0\}$ for $l \geq 2$.

**Proof.** By the similar argument as [26, Lemma 7], for each $l \geq 1$ the operator $L_{+,l}$ is essentially self-adjoint on $C^0_{\infty}(\mathbb{R}_+) \subset L^2(\mathbb{R}^+, r^3 dr)$ and bounded below. Moreover, each $L_{+,l}$ has the Perron-Frobenius property. That is, if $e_{0,l}$ denotes the lowest eigenvalue of $L_{+,l}$, then $e_{0,l}$ is simple and the corresponding eigenfunction $\psi_{0,l}(r) > 0$ is strictly positive.

By differentiating the nonlinear equation (1.1) satisfied by $Q$, we readily obtain that $L_i \partial_{x_i} Q = 0$ for $i = 1, 2, 3$. Since $\partial_{x_i} Q(r) = Q'(r)(\frac{\alpha_i}{|x|}) \in \mathcal{H}_1$, this show that

$$L_{+,1} Q' = 0.$$  

Furthermore, by monotonicity of $Q(r)$, we have that $Q'(r) \leq 0$. Since $L_{+,1}$ is self-adjoint and $Q'$ is an eigenfunction that does not change its sign, the above result shows that $Q'(r) = -\psi_{0,1}$ holds, where $\psi_{0,1} > 0$ is strictly positive ground state of $L_{+,1}$ with $\epsilon_{+,1} = 0$ being its corresponding
eigenvalue. Since $H_1$ has dimension 3 any $\xi \in H_1$ must be some linear combination of $\{\partial_x Q\}_{i=1}^3$. Hence, we have $\ker L_{+,1} = \text{span}\{\partial_x Q\}$.

To complete the proof of this lemma, we now claim that

$$L_{+,l} > 0, \text{ for } l \geq 2. \tag{B.1}$$

Indeed, by the similar argument as [26, Proposition 4], we can obtain (B.1). This implies that if $L_+ \xi = 0$ with $\xi \in H_l$ for some $l \geq 2$, then $\xi \equiv 0$, which completes the proof of lemma B.1. \qed

**Proof of Non-degeneracy Lemma 2.5:** Let $\xi \in \mathbb{R}^3$ satisfy $L_+ \xi = 0$. By lemma 2.4 and B.1, we conclude that $\xi \in H_{l=1}$ and that $\xi$ must be a linear combination of $\partial_x Q, \partial_{x_2} Q, \partial_{x_3} Q$. Now we completes the proof of Lemma 2.5.
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