Spin Hall angle in single-layer graphene
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We investigate the spin Hall effect in a single-layer graphene device with disorder and interface-induced spin-orbit coupling. Our graphene device is connected to four semi-infinite leads that are embedded in a Landauer-Büttiker setup for quantum transport. We show that the spin Hall angle of graphene devices exhibits mesoscopic fluctuations that are similar to metal devices. Furthermore, the product between the maximum spin Hall angle deviation and dimensionless longitudinal conductivity follows a universal relationship \( \sigma = 0.18 \). Finally, we compare the universal relation with recent experimental data and numerically exact real-space simulations from the tight-binding model.

I. INTRODUCTION

The idea to manipulate information through spin was first introduced by Datta and Das1 and it has enhanced the development of spintronics in the last two decades.2–6. This idea aims to use spin as an information carrier in place of charge, which makes high-speed computing possible. Spintronics can be activated by spin-orbit coupling (SOC), which is the key to controlling spin transport properties without magnetic materials. SOC is a relativistic effect that is found in many branches of condensed matter physics. The spin Hall effect (SHE) is one of the most significant phenomena observed in spintronics,7–13, which allows us to obtain a spin current from a charge current. More specifically, when a longitudinal charge current crosses a region with a strong SOC, it converts to a transversal spin current. Therefore, the spin Hall angle (SHA) is an important parameter that is commonly used to quantify a material’s ability to convert charge-to-spin currents. The SHA is defined as the ratio between the spin Hall current and the charge current, and its experimental values can vary from 0.01% to 58% for different materials in a disordered regime.14–25.

The presence of disorder leads to universal spin Hall current fluctuations,26–32, similar to universal charge current fluctuations.33 Therefore, it is necessary to investigate the SHA fluctuations to obtain information about the universality of converting a charge current into a spin current. Ref. 34 started this investigation in an analytical, numerical and experimental analysis of metals. The authors show that for a quasi-unidimensional sample, the maximum SHA deviation \( \Theta_{sH} \) follows a relationship with dimensionless longitudinal conductivity \( \sigma = N l_e / L \), where \( N \), \( L \) and \( l_e \) are number of propagating wave modes, device longitudinal length and free electron path, respectively, which is given by \( \Theta_{sH} \times \sigma = 0.18 \). This proves that vanishing SHE—that is, when spin Hall conductivity is zero for any nonvanishing disorder strength—\( 26,27,35–39 \)—is irrelevant for a realistic finite-size device where self-averaging over an infinite system size is avoided.

The use of two-dimensional materials, such as graphene, in electronic systems has been of great interest because of their ability to transport spin over long distances at room temperature, which optimises transport.30–44. However, it is well-known that graphene has a low SOC.12 Therefore, several techniques have been proposed to improve its spin current generation capacity to circumvent this problem.33–49.

Ref. 49 reported the first experimental realisation of the SHE in graphene. To increase the SOC, the authors added covalently bonded hydrogen atoms to graphene in a controlled manner. As a result, they obtained a SHE that is an order of magnitude greater than that observed in metals. This method also allowed measurements to be performed at room temperature, getting a value for the SHA at the charge-neutrality (Dirac) point (CNP) of \( \Theta_{sH} = 58\% \). They then extended their studies to single-layer graphene doped with metallic atoms.50 The value obtained for SHA at room temperature was \( \Theta_{sH} = 20\% \). This result shows that the interaction with metals produces equally strong effects, as observed in the former experiment. These experiments represent a significant advance in applying graphene in spintronics and stimulated other works to improve the SOC in graphene.51–54.

Given the potential of graphene and the importance of studying SHA, the following questions arise: How do SHA fluctuations behave in graphene? And, what information do these fluctuations provide? This work shows that the relationship \( \Theta_{sH} \times \sigma = 0.18 \) is also valid for single-layer graphene with disorder at the CNP, or any other Dirac material. Note that concluding that this relationship is valid for metals and graphene is not straightforward because the mechanisms of charge-to-spin current conversion are different in both devices.13,43. To confirm our statement, we developed numerically exact real-space simulations from the tight-binding model with Bychkov-Rashba SOC, which explicitly violates \( \vec{z} \rightarrow -\vec{z} \) symmetry.19,55–57. Furthermore, motivated by Refs. 58–64, we analysed the behavior of SHA in single-layer graphene in the presence of uniform and random SOC. Finally, our analytical result is confronted with recent ex-
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experimental data that can be found in the literature\textsuperscript{49–53}.

This work is organised as follows. Section II gives the analytical result of the SHA fluctuations. The SHE in graphene is studied in the scope of the Landauer-Büttiker model, which enables us to obtain the universal spin Hall current fluctuations in the CNP. In Section III, we compare the experimental data of SHA found in the literature with our result. In Section IV, we develop the numerical calculations to validate the analytical hypothesis that was presented in Section II. As shown in Fig. 1, the SHE is numerically simulated in a honeycomb lattice sample (blue) that is connected to four terminals. Numerical calculations were implemented using KWANT software\textsuperscript{65}. Finally, our conclusions are presented in Section V.

II. SPIN HALL ANGLE

This section will describe our analysis of the spin Hall current and SHA. We will show that the SHA fluctuations lead to a universal relationship between maximum SHA deviation and dimensionless conductivity. Therefore, we divide this section into two subsections. In the first subsection, we introduce the SHE for a graphene device with disorder connected to four semi-infinite leads that are embedded in the Landauer-Büttiker setup for quantum transport and we then calculate the spin Hall current fluctuation at the CNP. In the second subsection, we develop an analytical calculation of SHA fluctuations.

A. Spin Hall current fluctuations

We designed a spin Hall device with four semi-infinite leads (black) connected to a scattering region with disorder and strong SOI (blue), as shown in Fig. 1. The Landauer-Büttiker model can describe the SHE\textsuperscript{26,27,29}. Therefore, the spin-resolved current through the $i$th electrode is

$$I_{i,\alpha} = \frac{e^2}{h} \sum_{j=1}^{4} \tau_{ij}^\alpha (V_i - V_j).$$

Applying an electric potential difference $V$ between leads 1 and 2, $V_1 = V/2$ and $V_2 = -V/2$, leads to a pure longitudinal charge current; see Fig. 1. The spin-up carriers are then deflected to one side of the scattering region, while the spin-down carriers are deflected to the other. This leads to a pure spin Hall current in the transversal direction, see Fig. 1. The transmission coefficients $\tau_{ij}^\alpha$ can be obtained from transmission and reflection blocks of the corresponding device scattering $S$-matrix, as follows

$$\tau_{ij}^\alpha = \text{Tr} \left[ (S_{ij})^\dagger \sigma^\alpha S_{ij} \right], \quad S = \begin{bmatrix} r_{11} & r_{12} & t_{13} & t_{14} \\ r_{21} & r_{22} & t_{23} & t_{24} \\ t_{31} & t_{32} & r_{33} & r_{34} \\ t_{41} & t_{42} & r_{43} & r_{44} \end{bmatrix}$$

where $\sigma^0$ and $\sigma^\alpha$ denote the identity and Pauli matrices, respectively, and with polarisation direction $\alpha = x, y, z$.

Following Refs. 26, 27, and 29, we assume that the charge current vanishes in the transverse leads, $I_{i,0}^c = I_{i}^\uparrow + I_{i}^\downarrow$ for $i = 3, 4$ and that the charge current is conserved $I_{i}^c = -I_{i}^3 = I_{i}^c$. From Eq. (1), we obtain a general expression for the transversal spin Hall current

$$I_{i,\alpha}^c = \frac{e^2}{h} \left[ (\tau_{i2}^\alpha - \tau_{i1}^\alpha) \frac{V}{2} - \tau_{i3}^\alpha V_3 + \tau_{i4}^\alpha V_4 \right], \quad i = 3, 4, (3)$$

where $I_{i,\alpha}^c = I_{i}^\uparrow - I_{i}^\downarrow$, and also for longitudinal charge current

$$I^c = \frac{e^2}{h} \left[ (4N + \tau_{12}^0 + \tau_{21}^0 - \tau_{11}^0 - \tau_{22}^0) \frac{V}{4} \right. \right.
\left. + (\tau_{23}^0 - \tau_{13}^0) \frac{V_3}{2} \right. \right.
\left. + (\tau_{24}^0 - \tau_{14}^0) \frac{V_4}{2} \right]. \quad (4)$$

where $I^c = I_{1}^\uparrow + I_{1}^\downarrow$. The dimensionless integer $N$ is the number of propagating wave modes in the leads, which is proportional to both the lead width ($W$) and the Fermi vector ($k_F$) through the equation $N = k_F W/\pi$, while $V_{3,4}$ are the potentials of the vertical leads.

Ref. 32 developed an analytic calculation of the spin Hall current average Eq. (3) and its fluctuations for a graphene device at the CNP. However, this was only possible by applying the diagrammatic method\textsuperscript{66,67} of the random matrix theory\textsuperscript{33}. In this case, the random scattering matrix Eq. (2) is described by the chiral circular symplectic ensemble; that is, class CII in Cartan’s nomenclature\textsuperscript{69}. This means that the graphene device has a strong SOC, particle-hole and sublattices/mirror symmetries. Assuming uniform SOI, we can obtain the spin Hall current average\textsuperscript{32} from Eq. (3)

$$(I^c) = 0.$$

Eq. 5 is in agreement with the result of Ref. 37, which has shown that the spin Hall conductivity is null for the
uniform Rashba coupling, $\sigma_{sH} = 0$. Meanwhile, Eq. 5 is not in contradiction to the result of Refs. 59 and 60, in which the authors have shown for two different models that the spin Hall conductivity is proportional to the universal constant multiplied by momentum relaxation time and is inversely proportional to the spin relaxation time in the presence of disorder SOI, $\sigma_{sH} = e/4\pi \times \tau/\tau_s$.

Although the spin Hall current average is null, its fluctuation can be significant because of disorder. From Eq. (3), we obtain that

$$\langle \delta I^2 \rangle = \left( \frac{e^2 V}{h} \right)^2 \left[ \frac{1}{32} + \mathcal{O}(N^{-1}) \right],$$

for a sufficiently large thickness $N$. From Eq. (6), we conclude that the spin Hall current deviation is

$$\text{rms}[I^c] = \frac{e^2 V}{h} \cdot 0.18,$$

which means that the spin Hall current fluctuations of graphene are universal. The longitudinal charge current average of a graphene device in the diffusive regime is appropriately described as $^{60}$

$$\langle I^c \rangle = \frac{e^2 V}{h} \sigma,$$

in the function of dimensionless longitudinal conductivity $\sigma = N\tau_c/L$.

**B. Spin Hall angle fluctuations**

SHA is defined as the ratio between a transversal spin Hall current and a longitudinal charge current

$$\Theta_{sH} = \frac{I^s}{I^c}. \quad (9)$$

We must implement the central limit theorem to develop the ensemble average on Eq. (9). Therefore, by taking a sufficiently large thickness $N \gg 1$, the Eq. (9) can be expanded as

$$\langle \Theta_{sH} \rangle = \frac{\langle I^s \rangle}{\langle I^c \rangle} + \frac{\langle \delta I^s \rangle \langle I^c \rangle - \langle \delta I^c \rangle \langle I^s \rangle}{\langle I^c \rangle^2} + \mathcal{O}(N^{-1}). \quad (10)$$

From Eq. (5), we know that the spin Hall current average is null, $\langle I^s \rangle = \langle \delta I^s \rangle = 0$, which leads us to conclude that

$$\langle \Theta_{sH} \rangle = 0.$$ \hspace{1cm} (11)

The graphene device that is under study is disordered, which induces fluctuations in the spin Hall current and the longitudinal charge current $^{30,70,71}$. Therefore, it is reasonable that the SHA fluctuates. In the usual way, we define the SHA deviation as

$$\text{rms}[\Theta_{sH}] = \sqrt{\langle \Theta_{sH}^2 \rangle - \langle \Theta_{sH} \rangle^2} = \sqrt{\langle \Theta_{sH}^2 \rangle},$$

We follow the same methodology for the ensemble average and obtain

$$\langle \Theta_{sH}^2 \rangle = \frac{\langle I^s \rangle^2}{\langle I^c \rangle^2} + 2 \frac{\langle \delta I^s \rangle \langle I^c \rangle - \langle \delta I^c \rangle \langle I^s \rangle}{\langle I^c \rangle^2} + \mathcal{O}(N^{-1}).$$

Because the spin Hall current average is null, Eq. (12) simplifies to

$$\text{rms}[\Theta_{sH}] = \sqrt{\langle \Theta_{sH}^2 \rangle} = \frac{0.18}{\sigma} = \frac{0.18}{N\tau_c/L}, \quad (13)$$

Eq. (14) indicates that the SHA attains a maximum deviation. Therefore, we can write it in a more general form, as follows

$$\Theta_{sH} \times \sigma = 0.18. \quad (15)$$

Eq. (15) is valid for a graphene device at the CNP. However, it is the same result obtained by Ref. 34 for metals. Although the mechanisms of charge-to-spin current conversion in graphene and metals are different, in the presence of strong SOI the random scattering matrices of both devices (2) are distributed by the circular symplectic ensemble of random matrix theory. Therefore, Eq. (15) is a universal relation (i.e., independent of the microscopic features of the material).

**III. COMPARISON BETWEEN THEORETICAL AND EXPERIMENTAL RESULTS**

Fig. 2 shows $\Theta_{sH}(\%)$ as a function of dimensionless conductivity $\sigma$. The diamond symbol (orange) denotes experimental data of SHA at the CNP of graphene, which was obtained from Ref. 49. The dimensionless conductivity axis of the experiment was normalised as $\sigma = \sigma_{exp}(\Omega^{-1}, \text{cm}^{-1})/10^4(\Omega^{-1}, \text{cm}^{-1})$.

The circle symbols (red) of Fig. (12) and (13) between $E_F = [-50, \ldots, 50]$ meV in the Supplemental Material of Ref. 50 for copper-chemical vapour deposition graphene samples at room temperature.

The triangle up symbol (purple) of Fig. (2) denotes experimental data obtained from Ref. 51 for Wey semimetal WTe$_2$ with graphene. The triangle down symbol (maroon) denotes experimental data obtained from
Ref. 52 for a hybrid device of TaTe₂ in a van der Waals heterostructure with graphene. The squared symbol (green) denotes experimental data obtained from Ref. 53 for Graphene/MoS₂ van der Waals heterostructures.

We plot Eq. (15) as a continuum line (blue) together experimental data in Fig. (2). From this figure, we can conclude the compatibility between the five experiments⁵¹–⁵³ and the universal relation Eq. (15).

IV. NUMERICAL RESULTS

To confirm the predictions that Eq. (15) is valid for a graphene device with disorder, we performed numerically accurate real-space simulations of the SHA. Fig. (1) illustrates the device design. We expressed the Hamiltonian as \( H = H_g + H_R + H_d \), where \( H_g \) describes the usual nearest-neighbor hopping, \( H_R \) is the nearest-neighbour hopping term describing the Bychkov-Rashba SOC, which explicitly violates \( \varepsilon \rightarrow -\varepsilon \) symmetry, and \( H_d \) is the on-site potential of carbon atoms in the hexagon hosting adatoms, which simulates a charge modulation that is induced locally around the adatom. In terms of annihilation (creation) operators \( c_{i,\sigma} (c_{i,\sigma}^\dagger) \) that remove (add) electrons to site \( i \) with spin \( \sigma = \uparrow, \downarrow \), the terms \( H_g, H_R \) and \( H_d \) read as follows⁵⁰–⁵⁷

\[
H_g = - \sum_{\langle i,j \rangle, \sigma} t c_{i,\sigma}^\dagger c_{j,\sigma},
\]

\[
H_R = - \sum_{\langle i,j \rangle, \sigma, \sigma'} \lambda_{i,j} c_{i,\sigma}^\dagger \left( [\sigma]_{\sigma,\sigma'} \times \hat{r}_{ij} \right)_z c_{j,\sigma'},
\]

where the indices \( i \) and \( j \) run over all lattice sites, \( \langle \cdots \rangle \) denotes a sum over nearest-neighbor sites, \( \hat{r}_{ij} \) is the unit vector along the line segment connecting the sites \( i \) and \( j \), and \( t = 2.8 \text{ eV} \) is the hopping integral. Therefore, \( \lambda_{i,j} \) is the Bychkov-Rashba coupling strength between sites \( i \) and \( j \). The disorder is an electrostatic potential \( \epsilon_i \) that varies randomly from site to site according to a uniform distribution in the interval \( (-U/2, U/2) \), where \( U \) is the disorder strength. The Fermi energy, disorder strength \( U \) and Bychkov-Rashba SOC \( \lambda_{i,j} \) values are given in unities of \( \epsilon \) while the width and length of the device \( W = L = 40 \) are given in unities of the graphene lattice constant, \( a_0 = 2.494 \text{ Å} \). All of the numerical results were obtained from 15,000 disorder realisations. The numerical calculations were implemented in KWANT software⁶⁵.

We have developed numerical calculations for two different configurations. The first configuration is for a graphene device with uniform Bychkov-Rashba SOC, where we keep fixed the SOC strength \( \lambda_{i,j} = \lambda \), while the disorder is a random electrostatic potential (as discussed above). The second configuration is for a graphene device with a random Bychkov-Rashba SOC, where the SOC strength \( \lambda_{i,j} \) is randomly accorded by a uniform distribution in the interval \( (-\lambda/2, \lambda/2) \), while the disorder strength is kept null \( U = 0 \).

A. Uniform Bychkov-Rashba SOC

In this section, we study the SHE with uniform Bychkov-Rashba SOC. The SOC strength of Eq. (17) is fixed \( \lambda_{i,j} = \lambda \) and the disorder of the graphene device is introduced by an electrostatic potential \( \epsilon_i \), which

\[
H_d = - \sum_{\langle i \rangle, \sigma} \epsilon_i c_{i,\sigma}^\dagger c_{i,\sigma},
\]
varies randomly from site to site according to a uniform distribution in the interval \((-U/2, U/2)\), where \(U\) is the disorder strength.

We begin with Fig. (3), which shows numerical calculations of the spin Hall current as a function of disorder \(U\) from Eq.(3). Figs.(3.a,c) show the spin Hall current average, while Figs.(3.b,d) show its deviation for different values of \(\lambda\) and Fermi energy. In the former, we observe oscillations in the tails of the spin Hall current average, which are similar to those observed in the numeric results for the diffusive device in Ref. 34. The underlying mechanism of the oscillations are the fluctuations in potentials \(V_{\lambda}\). In Figs.(3.a,b), the energy was fixed in \(E = 0.8\) for different SOI values \(\lambda\). For all values of \(\lambda\), the spin Hall current deviation holds the universal maximum deviations Eq. (7) (dashed line), Fig. (3.b). Furthermore, in Figs.(3.c,d), the SOI value was fixed in \(\lambda = 0.6\) for different energy values. The spin Hall current has its universal maximum deviation for all energies; see Fig. (3.d).

As developed earlier for the spin Hall current, we numerically calculate the longitudinal charge current, Eq.(4), which is depicted in Fig.(4). Figs.(4.a,c) show the charge current average as a function of \(U\) for different values of \(\lambda\) and energy, respectively, while Figs.(4.b,d) are their respective deviations. Although the spin Hall current average shows oscillations in the tails, as depicted in Figs.(3.a,c), the charge current average does not present them, as depicted in Figs.(4,a,c). Furthermore, the charge current maximum deviation in Fig.(4.b) occurs for disorder strength values \((U \geq 4)\) that are larger than spin Hall maximum deviation \((U \approx 2)\), see Fig.(3.b). From the numeric data of Figs.(4.b,d), we estimate the charge current maximum deviation as \(\text{rms}[I^c] = e^2V/h \times 0.52\) (dashed line).

We are now ready to analyse the SHA, Eq.(9), which is depicted in Fig.(5). Figs.(5,a,c) show the SHA average as a function of \(U\) for different values of \(\lambda\) and energy, respectively, while Figs.(5.b,d) are their respective deviations. As we can see in Figs.(5.a,c), the SHA average keeps the oscillations present in the spin Hall current average. However, the SHA maximum deviations happen only for \(U \geq 4\), see Fig.(5.b). This means that the efficiency increase is not related to an increase in the spin Hall current fluctuations but is related to an increase in the charge current fluctuations. The charge-to-spin current conversion is more efficient when the charge current fluctuates more, which is in accordance with Eq.(14).

Although Figs. (3.d) and (4.d) show an increase in the maximum deviation of spin and charge currents as a function of energy with converging to a finite value, the maximum SHA deviation decreases as a function of energy without converging; as demonstrated in Fig.(5.d). For example, the SHA has its maximum deviation \(\Theta_{sH} \approx 7\%\) when the energy is \(E = 0.3\). This means that the SHA decreases as the energy increases, which is in agreement with Eq. (14).

Finally, we are now in a position to connect the numerical results with Eq. (14). Fig. (6.a) shows the transmission coefficient \(T_{ij}^c(E) = \sum_j \tau_{ij}(E) = 2N\) as a function of energy, which gives the relationship between \(E = 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9\) and \(N = 8, 12, 14, 18, 22, 26, 32\). Fig. (6.b) shows the maximum SHA deviation from Fig. (5.d) as a function of \(N\). The dashed line is the numerical data fit,

\[
\Theta_{sH} = \frac{1}{11.7 + 0.4 \times N}.
\]

Taking the limit of large thickness \(N\) for which Eq. (14) is valid, it goes to

\[
\Theta_{sH} \approx \frac{1}{0.4 \times N} = \frac{0.18}{0.072 \times N}.
\]
FIG. 6. (a) The transmission coefficient $T^o(E)/2 = N$ as a function of energy. (b) The SHA maximum deviations of Fig. (5.d) as a function of thickness $N$. The dashed line is the numeric data fit.

By comparing the latter with the Eq. (15), we obtain $\sigma = N\ell_e/L = 0.072 \times N$, which drives to a universal relation

$$\Theta_{sH} \times \sigma = 0.18,$$

(as previously stated). Furthermore, we can estimate the mean free electron path of a graphene device as $\ell_e = 0.072 \times L = 2.88$.

B. Random Bychkov-Rashba SOC

Motivated by Refs. 58–64, we analysed the SHE with random Bychkov-Rashba SOC. In this case, the SOC parameter $\lambda_{i,j}$ of Eq. (17) is responsible for graphene disorder and is distributed randomly according to a uniform distribution in the interval $(-\lambda/2, \lambda/2)$, where $\lambda$ is the SOC strength. Hence, we keep the amplitude of the random electrostatic potential null in the numeric calculation, $U = 0$ in Eq. (18).

The random Bychkov-Rashba SOC Hamiltonian (17) is similar to the one that was introduced by Ref. 64 in the small correlation length limit. In this limit, the Dyakonov-Perel’ mechanism dominates the spin fluctuating precession in the graphene device; that is, the electron spin interacts with the local rather than with the rapidly changing random spin-orbit field$^{64}$.

Figs. (7.a) and (7.c) show the numeric calculation data for the average of the spin Hall current and SHA as a function of energy, respectively. For a direct comparison between uniform and random SOC, we plotted a uniform SOC numeric data, with $\lambda = 0.6$ and $U = 2$ (square symbols), and three different numeric data for random SOC, with SOC strengths $\lambda = 0.6, 0.7$ and 0.8. The former has a no null spin Hall current average, while the latter has a null average for all energy ranges, see Fig. (7.a). Similar behavior is found for the SHA average, see Fig. (7.c). However, we are interested in the spin Hall current and SHA deviations.

Fig. (7.b) shows the spin Hall current deviation as an energy function. The numerical data of uniform and random SOC go to 0.18 as the energy increases, which is in agreement with Eq. (7). Therefore, the universal spin Hall current fluctuations are significant for both cases. This indicates that vanishing SHE is irrelevant for realistic finite-size systems, where self-averaging over an infinite system size is avoided.

Finally, we plotted the maximum SHA deviation as a function of thickness $N$ in Fig. (7.d). From this figure it can be seen that for uniform and random SOC, maximum SHA deviation decreases with thickness increases $N$, which is in agreement with our analytical result Eq. (14). Therefore, the numeric data can be well fitted by relation $\text{rms}[\Theta_{sH}] \sim N^{-1}$.

V. CONCLUSIONS

This work studied the SHA fluctuations of single-layer graphene with disorder and strong SOC. We analytically show that the product between maximum SHA deviation and dimensionless conductivity of a graphene device follows the same universal relation of metals, see Eq. (15). To confirm this analytical result, we developed numerically exact real-space simulations from the tight-binding
model with Bychkov-Rashba SOC. The numeric data are consistent with Eq. (15), which confirms its validity to Dirac materials as graphene.

We also developed numerical simulations of SHE in the presence of uniform and random Bychkov-Rashba SOC. We found that the averages of spin Hall current and SHA as an energy function have different behaviors for uniform and random SOC—the former has a finite value for the spin Hall current and SHA averages, while the latter has a null average; see Figs. (7.a) and (7.b).

Although the averages of spin Hall current and SHA have different behaviors for uniform and random SOC, their deviations are large and equivalent; as shown in Figs. (7.b) and (7.d). This confirms that vanishing SHE is irrelevant for a realistic finite-size graphene device where self-averaging over an infinite system size is avoided. Therefore, the maximum SHA deviation of the graphene devices with uniform or random SOC follows Eq. (15).

Finally, we confronted five different experimental data49–53 with Eq. (15). As shown in Fig. (2), both the analytical results and the experimental data agree satisfactorily. Therefore, we believe that our results can contribute to a more profound understanding of SHE and SHA fluctuation in Dirac materials.
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