This research seeks to study the factors that enhance or preclude owners of SMEs in Ghana in making risk management decisions. The study was conducted with managers of SMEs in four regions in Ghana. The researchers adopted a quantitative approach and employed STATA 10 and SPSS version 20 in the analysis. Stratified and simple random sampling techniques were used to select the sample units. The probit model was used in the analysis of data. A total of 447 SMEs were sampled for the study, with at least 111 from each of the selected regions. The probit results show that the demographic factors indicate a positive influence on the likelihood that managers will take risk management decisions. All of the business related demographic factors are significant at various levels and positive, except for risk-loving. The economically related factors, such as the estimated amount at risk, the estimated cost of risk management and the estimated total monthly income after tax all have a positive influence on risk management decision making. However, government and tax policies are perceived to negatively influence risk management decisions by managers. We recommend that institutions working closely with SMEs acquire the expertise to train the managers of SMEs on risk management practices.

Introduction

Risk management can be described as the process of determining the maximum acceptable level of overall risk for engaging in a proposed activity. It involves using risk assessment techniques to determine the initial level of risk and, if it is excessive, to develop a strategy to ameliorate appropriate individual risks until the overall level is reduced to an acceptable level. Risk management approaches differ from one firm to the next, which, in part, reflects different risk management goals.

According to Saeidi et al. (2013), a paradigm change has occurred in how organizations view risk management, with the current view being more holistic, rather than viewing risk management from a silo-based per-
According to Gélinas & Bigras (2004), a typical SME is dominated by one person, with the owner/manager making all major decisions. These owner/managers are often characterized by limited formal education, limited access to and use of new technologies, limited market information, limited access to credit from the banking sector, and weak management skills. In addition, SMEs experience extreme working capital volatility and the managers lack modern technical know-how and their inability to acquire modern skills and technologies impede SMEs growth opportunities.

Despite their dynamic role in the country’s development, operators of small and medium enterprises face external and internal risks in their businesses, which threaten the performance, profitability and sustainability of the business. The following external risks are among those faced: natural disasters (e.g., flooding and earthquakes), wars, political crises, and government policies. The following are internal risks pertaining to the running of the business: risk of reduced demand for products and services, risk to ability to compete in the marketplace, high labor turnover, injury, and risks to financial profitability and growth. It is noteworthy that some of the risks that SMEs face can be controlled through the use of appropriate actions, whereas others are unpredictable and uncontrollable. The occurrence of any of these risks may have a disastrous effect on the entrepreneurs’ effort for business success, which may lead to bankruptcy and thus deny the country the expected contribution to national growth.

The ability of managers of SMEs to address the dynamics of the emerging global market is also largely influenced by their ability to carefully identify and analyze the type of risks their business faces and then to examine the factors that need to be taken into account to manage them. Management of an enterprise, including managing the risks the enterprise is exposed to and providing other support services, is perceived to be cost prohibitive and non-value adding (Mambula, 2002). Additionally, institutional and legal structures that facilitate the management of risk by SMEs are lacking (Mensah, 2004).

This is the context for the current research, which seeks to study the factors that enhance or preclude owners of SMEs in Ghana in making risk management decisions. This study is especially relevant because it provides policy makers and owners of SMEs with critical insights.
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cal information pertaining to factors that influence the extent of managers' decisions to undertake risk management practices. The study also contributes to the existing literature on risk management in Ghana, as well as building and testing generic models that can be adapted and applied to ascertain the risk management decision behavior of managers in other developing countries.

The following are factors that enhance or preclude owners of small and medium scale enterprises in Ghana in managing risk to which their enterprises are exposed: demographic, economic, government policies, social, and business characteristics, among others. More specifically, the influence of the following factors will be determined in this research:

- Individual demographic factors, such as age, education, gender, marital status and family size of the manager on Risk Management Decision Making (RMDM)
- Business related demographic factors of the manager, such as experience, knowledge of risk management, risk attitudes, owning businesses elsewhere on RMDM
- Economic
- Government policies and tax on RMDM
- Business characteristics, such as type of business, staff capabilities, number of owners of the business and location of business on RMDM

Risk management should be an integral part of small and medium scale enterprises (Hill, 2000) because SMEs have been recognized as the engines through which the growth objectives of developing countries can be achieved. Therefore, an in-depth knowledge of the factors that influence the decision making of managers of small and medium scale enterprises in Ghana (entrepreneurs) with respect to risk management could contribute to policy decisions that will aid the development and growth of SMEs in Ghana.

Model

This study modeled the business manager’s choice of risk management strategies in an expected utility framework. This model is adopted from Velandia et al. (2009) in their study to find the factors affecting farmers’ utilization of agricultural risk management tools. This framework assumes that different business managers assess their end-of-period expected utilities from their own business specific risk and risk preferences. This approach further assumes that the risk management decision fundamentally affects the net return distribution of each business manager.

The business manager then examines his or her net return distribution by considering the certainty equivalent for the risk management decision and calculates its associated reservation cost. The reservation cost is the amount that would make the business manager indifferent to making a risk management decision.

The business manager then compares the reservation cost with the actual cost of adoption of a risk management strategy and makes a decision to adopt a risk management strategy if the reservation cost is larger than the actual cost. This is equivalent to having a larger certainty equivalent net return with the risk management strategy relative to the projected return without the risk management strategy.

More formally, consider a business manager deciding whether to adopt a risk management strategy \( i \) \((i = 1, \ldots, m)\). This business manager evaluates each of these risk management strategies by considering its effect on the returns distribution to a set of assets, \( A \), used in production. These assets have a stochastic rate of return \( r_i \), with mean \( \bar{r} \), and variance \( \sigma_i^2 \), reflecting the overall business risks. Financial risk is introduced through the use of debt capital. Utilizing the accounting identity that assets are equal to debt plus equity, \( A = D + E \) and assuming a fixed cost of debt, \( CD \), the expected rate of return to equity \( \bar{r}_e \) and the variance of the return to equity \( \sigma_e^2 \) can, respectively, be expressed as:

\[
\bar{r}_e = \left( \frac{A}{E} \right) - CD \left( \frac{D}{E} \right)
\]

\[
\sigma_e^2 = \left( \frac{A}{E} \right)^2 \sigma_d^2
\]

Given the stochastic environment above, the business manager’s certainty equivalent of end-of-period wealth can be approximated as follows (under known sufficient conditions):

\[
W_{ce} = \bar{W} - \rho \sigma_w^2
\]

Where \( W_{ce} \) is the business manager's certainty equivalent of end-of-period wealth (\( W \)), \( \bar{W} \) is the mean of \( W \), and \( \sigma_w^2 \) is the variance of \( W \), and \( \rho \) is the parameter.
reflective of risk preferences. Maximizing the certainty equivalent rate of return to equity \((r_{CE})\) is equivalent to maximizing \(W_{CE}\), which can be defined as:

\[
r_{CE} = \tilde{r} - \rho \sigma_{E}^2
\]

(4)

From “Equation 1” and “Equation 2”, the expression in “Equation 4” can be rewritten as:

\[
r_{CE} = \tilde{r}_{i} \left( \frac{A}{E} \right) - C_{D} \left( \frac{D}{E} \right) - \rho \left( \frac{A}{E} \right)^2 \sigma_{i}^2
\]

(5)

The effects of using risk management strategies are then assumed to be reflected in the changes in the mean and the variance of the asset return distribution and in the costs \((C)\) of using these strategies for managing risks. Given this cost, the effect of using a particular risk management strategy is to reduce the rate of return to equity by \(C_{i}^r\). Taking this reduction into account, for every risk management strategy \(i\) available to the business manager, the certainty equivalent rate of return to equity can then be redefined as:

\[
r_{CE_i} = \tilde{r}_{i} \left( \frac{A}{E} \right) - C_{D} \left( \frac{D}{E} \right) - \rho \left( \frac{A}{E} \right)^2 \sigma_{i}^2
\]

(6)

The amount that implicitly equates the expected utilities from using and not using the risk management strategy is the highest cost that a manager is willing to incur for the use of risk management strategies (i.e., the reservation cost \(C_{i}^r\)). Hence, per “Equation 5” and “Equation 6” the reservation cost can be calculated based on:

\[
\begin{align*}
C_{i}^r &= \tilde{r}_{i} \left( \frac{A}{E} \right) - C_{D} \left( \frac{D}{E} \right) - \rho \left( \frac{A}{E} \right)^2 \sigma_{i}^2 \\
&= \tilde{r}_{i} \left( \frac{A}{E} \right) - C_{D} \left( \frac{D}{E} \right) - \rho \left( \frac{A}{E} \right)^2 \sigma_{i}^2
\end{align*}
\]

(7)

Solving for \(C_{i}^r\), we obtain the following expression:

\[
C_{i}^r = A(\tilde{r}_{i} - \tilde{r}) - \rho \left( \frac{A}{E} \right)^2 (\sigma_{i}^2 - \sigma_{a}^2)
\]

(8)

The expression in “Equation 8” suggests that variables related to asset \((A)\), risk attitudes \((r)\), and leverage \((A/E)\), as well as the variables that determine how the risk management strategies affect the mean and variance of the return to assets \((\tilde{r}_{i} - \tilde{r})\) and \((\sigma_{i}^2 - \sigma_{a}^2)\), all help determine the manager’s reservation cost for \(i\).

Using “Equation 8,” it is assumed that the manager will then decide to adopt a risk management strategy if the difference between the reservation cost and the actual cost of using \(i\) is greater than zero \((C_{i}^D > 0)\), where \(C_{i}^D = C_{i}^r - C_{i}^{A\text{void}}\). The difference \((C_{i}^D)\) is a latent variable, but the adoption decision \((Y)\) is observable such that:

\[
Y_i = \begin{cases} 1 \text{ if } C_{i}^D > 0, \\ 0 \text{ if } C_{i}^D < 0 \end{cases}
\]

(9)

Where \(Y = 1\) if the manager adopt a risk management strategy and \(Y = 0\), otherwise.

The formulation in “Equation 9” makes it empirically tractable to estimate the factors influencing the adoption of a risk management strategy. In other words, once a risk management strategy is adopted, it implies that a risk management decision has been made.

**Literature Review**

The following section reviews research that has been conducted on the factors influencing the risk management decisions of managers/owners of SME’s.

**Individual Demographic Factors**

Kouamé (2010) used a multivariate probit approach to show the importance of individual risk aversion, farm size, household size, head of household, and literacy as factors that increase the likelihood of adopting risk management strategies. Velandia et al. (2009) found age to decrease the likelihood of adopting a risk management tool but found farm size to increase the likelihood of adopting a risk management tool. Education was found to both increase and decrease the likelihood of adopting a risk management tool. Velania et al. (2009) indicated that the negative marginal effect for education in purchasing crop insurance was consistent with the assertion of Shapiro & Brorsen (1988) that farmers become less risk-averse as they gain more education, thus decreasing the likelihood of using crop insurance as a risk reducing strategy. In contrast, the marginal effect of education on forward contracting and spreading sales is positive and significant. The following hypotheses are formulated based on the literature reviewed:

**HA1:** The age of a business owner/manager has a positive effect on the decision to manage risk.
HA: The educational level of business managers has a positive effect on their decision to undertake risk management.

HA: The marital status of managers has a positive relationship with the managerial decision to undertake risk management.

HA: Gender: Males are more likely to undertake risk management decisions than their female counterparts.

HA: Family size has a positive effect on the decision to undertake risk management.

**Business related demographic factors**

It has been posited that risk perception is an indispensible component of financial decision making and other risk-taking behaviors (Gärling et al., 2010). Byrnes, Miller & Schafer (1999) (as cited in Gärling et al., 2010) posited in a meta-analysis that men are generally more risk taking than women. The argument is supported by other findings (Donkers & Van Soest, 1999; Powell & Ansic, 1997; Weber, Blais, & Betz, 2002). Miller & Schafer (1999) also found that parenthood reduces risk taking and older people show a lower risk propensity, which is consistent with the findings by Jianakoplos & Bernasek (1998). Studies have also shown that measured risk aversion affects occupational and human capital investment decisions. For example, less risk averse individuals are more likely to choose private sector jobs (Pfeifer, 2008) and are more likely to become entrepreneurs (Ahn, 2010). The least risk averse are apparently those who can best assess and manage risks (Cho & Orazem, 2011).

**Hypotheses;**

**HB:** The number of years as a manager in the business has a positive influence on the managerial decision to undertake risk management.

**HB:** Managerial knowledge in risk management has a positive effect on the decision to undertake risk.

**HB:** Risk aversion has a positive effect on the decision to undertake risk management.

**HB:** Managers who own other businesses elsewhere are less likely to manage risk.

**Economic Factors**

It is envisaged that the larger the capital base of the enterprise, the more likelihood will its risk be managed because the amount that would be lost could be large. Also depending on the type of risk, the risk might not affect the entire capital base. If the capital at risk is large, it will positively influence the likelihood of adopting a risk management strategy. In addition, depending on where and how the business sourced its capital, the owner may decide either to manage risk or not. If the capital was sourced with collateral, then this is expected to have a positive influence on risk management decision. It is also expected that daily sales/income influence risk management decision. The larger the income/sales, the larger the positive influence on risk management decision. The proportion of owned acres, off-farm income and level of business risks has been found to significantly affect the adoption of a risk management tool (Valentia et al. 2009).

**Hypotheses;**

**HC:** The amount of capital at risk has a positive effect on the managerial decision to undertake risk management.

**HC:** The source of business capital has a positive relationship with the managerial decision to undertake risk management.

**HC:** The cost of risk management has a negative effect on the decision to manage risk.

**HC:** The size of monthly business income has a positive effect on the decision to undertake risk management.

**Government Policies**

Government policies may either positively or negatively influence risk management decision. For example, on the one hand, a high tax may influence risk management decision positively to minimize losses in order to obtain more revenue to pay the tax. On the other hand, the tax competes with the cost of risk management and other business expenditures and so with a high tax, managers are more likely to compromise the cost of risk management because government tax is statutory. Analytically, Hutter & Jones (2006) identified two sources of policies that are autonomous and independent from the state; namely the economic sector and civil society as external influences on business risk management. The work of Hutter & Jones (2006) recognizes that the state has an important role to play (Wolswijk, 2007) but that it also has its limitations, which may be mitigated by other influences beyond the state.
Hypotheses;

HD\(_1\): Government policies that affect businesses have a positive effect on the managerial decision to undertake risk management.

HD\(_2\): Government tax has a negative effect on the decision to undertake risk management.

**Business Characteristics**

Exposure to some risks is also dependent on the location of the enterprise. If the area is risk prone, then it will positively influence the adoption of a risk management strategy. On the issue of the number of staff, the number of workers employed depicts the capital base of the enterprise. Therefore, a higher number of staff has a positive influence on risk management decision. If the type of business is less risky, it is also expected this will have positive effect on the decision to undertake risk management.

Hypotheses;

HE\(_1\): Business location has a positive effect on the decision to undertake risk management.

HE\(_2\): The business sector has a positive effect on the decision to undertake risk management.

HE\(_3\): The number of staff has a positive effect on the decision to manage risk.

HE\(_4\): The number of persons owning the business has a positive influence on the decision to undertake risk management.

**3.6 Factors that increase the effectiveness of risk management procedures**

Ranong & Phuenngam (2009) found a set of seven critical success factors that can be used as guidelines on how to increase the effectiveness of risk management procedures: commitment and support from top management, communication, culture, information technology (IT), organizational structure, training and trust. Using the perspective of the financial industry in Thailand, Ranong & Phuenngam (2009) posit these seven factors can increase the effectiveness of risk management. A holistic approach toward managing an organization’s risk is generally known as Enterprise Risk Management (ERM) (Gordon, Loeb & Tseng, 2009). Saedi et al. (2013) posit that trust is one of the tools driving impressive risk management and that ERM could be enhanced by improving and maintaining organizational trust.

The literature reviewed suggests that very little work has been performed in establishing the influence of economic factors, government policies/tax and business characteristics in risk management decision making by managers. This situation implies that there is still a knowledge gap about the factors that affect the decision of managers of SMEs to undertake risk management, and this gap is what the current research seeks to close. The study is an empirical examination of the relationship that exists between the factors affecting the managerial decision to undertake risk management.

**Methodology**

The study was conducted in four regions in Ghana including Greater Accra Region, Ashanti Region, Western Region and the Northern Region. The population for the study includes all SMEs in these regions.

**Data**

**Research Design**

This research was designed to take into account the resources available and the time constraint vis-à-vis the need to ensure reliability and validity of the study results. The research adopted a quantitative approach through the use of survey responses from owners/managers of SMEs in Ghana and used STATA 10 and SPSS version 20 to analyze the responses. The unit of analysis of this study was the individual SMEs surveyed in the selected regions. The owners/managers in the various businesses surveyed were purposely given the opportunity to respond to the questions because they have the best knowledge of the historical data and information about the set up and management of the firms.

**Sample Selection and Technique**

To run a regression analysis, a total of 10 cases for each variable are required. To calculate the required sample size, the recommended formula is 50+8*m where m= the number of variables in the study. This formula guided the choice of the sample size for the study.

A stratified sampling technique (shown in figure below) was used to put SMEs that are homogeneous in their products and services or operations into subgroups, because the nature of risk varies across firms.
Then, a simple random sampling technique was used to select the sample units. The strata include agriculture, service and the industrial sectors of the economy. The sampling distribution is presented in figure 1.

A pilot test of the questionnaire was initially conducted on 20 SMEs and the questionnaire was revised based on the information gathered from the field. After administering the questionnaires, the data were passed through a series of scrutiny and cleaning using the statistical software package (SPSS), after which the descriptive phase of the data analysis was complete. Out of 448 questionnaires administered, 447 were retrieved representing a response rate of 99.8%.

### 4.2 Data Analysis

Using "Equation 9," the outcome of interest is risk management decision and this is captured as a binary variable. Both the logit and probit models are often motivated in terms of a latent variable specification, but the choice of models depends on whether the error term is assumed to have a standard logistic distribution or a standard normal distribution. These models assume that there is some continuous latent variable $y^*$ that determines the decision to adopt a risk management strategy. We can think of $y^*$ as the business manager’s decision to adopt a risk management strategy. If $y^*$ is positive, the business manager will choose to adopt a risk management strategy and the observed binary outcome equals 1. Otherwise, the business manager will not adopt a risk management strategy and the observed value equals 0. Then, the latent variable $y^*$ is modeled by a linear regression function of the independent variables $x_i$ and it is assumed that the error term in this equation has a standard normal distribution. Therefore, the probit model is estimated by the method of maximum likelihood estimation.

More specifically, the model is of the form;

$$Y_i = \beta_i X_i + \epsilon_i$$  \hspace{1cm} (10)

Where the dependent variable ($Y_i$) represents whether a risk management decision has been made, and the independent variables ($X_i$) include individual demographic, business related demographic economic fac-
tors, government and business factors, \( \beta \) is a vector of unknown parameters (to be estimated) and \( \varepsilon \) is the stochastic error term.

The regression function includes two types of explanatory variables. The first type can be treated as though they were continuous variables and include: the age of manager(s)/ owners, years of education, household size, number of years as a manager, log of estimated amount at risk, log of estimated cost of risk management, log of estimated total monthly income after tax, total number of employees and number of businesses owned. All the other explanatory variables are binary or dummy variables. These take the value 1 if the individual has a particular characteristic and 0 otherwise. The meaning of the variables used in the analysis is shown in Table 1.

**Empirical Results**

**Data characteristics**

The data analyzed show that 281 (62.9%) of the respondents are in urban areas, 159 (35.6%) in the rural areas and 7 in peri-rural. In addition, 115 of the agriculture businesses sampled are located in the rural area while 118 of the service businesses are located in the urban area while 118 of the service businesses are located in the urban area. A cross tabulation of business related government policies and their specific effects on businesses, shows that for 7 businesses whose exports and imports are perceived to have been affected by government policies, in 6 cases (representing 86%) the impact is due to taxation and only in 1 case is the impact due to what businesses had claimed, bad government policy. On the issue of profit, 19% blamed it on taxation while 93 (81%) attributed it to perceived bad policy. With business security, 5% blamed it on taxation and 95% on bad policy. Eleven respondents, representing 100%, attributed the difficulty in loan acquisition to bad policy. It is also worth noting that 52 respondents, representing 11.6% of the entire sample, indicated a positive impact on their business due to perceived good government policy.

To ascertain the knowledge of managers in taking risk management decisions, respondents were asked whether they take risk management decisions. Approximately 54% of the respondents positively affirmed to taking risk management decisions. A further probing question asked whether risk management assessment has ever been conducted on their businesses. This question revealed that approximately 36% of the managers had a formal risk assessment conducted for their business, which informed them appropriately on the needed mitigating measures to put into place. The study also elicited from managers the extent of their knowledge of risk management practices on the scale of 1 (lowest knowledge) to 5 (highest knowledge). Approximately 25% rated their extent of knowledge on risk management practices as high, approximately 5% rated it lowest and almost 23% did not rate, which is an indication of no knowledge of risk management. This situation implies that there is still a substantial gap in the knowledge base of managers of SMEs as far as risk management is concerned.

**Probit Regression Results and Discussion**

To differentiate between occupational safety risk measures and business risk measures, the responses on the extent of knowledge of risk management practices, the conduct of risk assessment of the enterprise and the adoption of a risk management strategy (see Table 3) were scored on the scale of 1 to 4. Any score above 2 implies the manager has been taking risk management decisions. Additionally, once a risk management strategy is adopted, it implies a risk management decision has been made. Table 4 shows the probit regression results. The coefficients on the X variables tell us how this probability changes with changes in the manager’s characteristics. A negative
| VARIABLE NAME   | TYPE     | VARIABLE LABEL                               |
|----------------|----------|---------------------------------------------|
| Dep_V          | double   | take risk management decision; Yes/No       |

**Demographic factors**
- Q2_Demo_Ag~n: age of manager(s)/Biz owners
- YearEdu: years of education
- mar_mar: Married
- Male_Gender: Male
- Q7_Demo_Hs~e: household size

**Business related demographic factors**
- Q4_Demo_Yr~g: number of years as a manager
- have_RM_KNGE: have knowledge on risk management
- Risk_Loving: risk loving manager
- Risk_Averse: risk averse manager
- have_bus_elswh: owns business elsewhere

**Economic factors**
- log_Amt_At~k: log of Estimated Amount at Risk
- log_Cost_o~t: log of Estimated cost of risk management
- log_Incom: log of Estimated Total monthly income after tax
- Bank_Sourc~p: source of capital - Bank
- CreditU_So~p: source of capital - credit union
- Gov_Source~p: source of capital - government

**Government policies/tax**
- Govt_Tax_E~t: government tax affect decision to manage risk
- Gov_Reg_Ef~t: government Policies affect decision to manage risk

**Business characteristics**
- urban_loc: urban location of business
- peri_urban~c: peri urban location of business
- Agric_Sec: agriculture sector
- Industry_Sec: industry sector
- Q11_Demo_T~s: total number of employees
- Q19_Bus_Ow~m: number of businesses owned

Table 1. Variables used and labels

Electronic copy available at: https://ssrn.com/abstract=2548430
 coefficient means that managers with those attributes are less likely to take risk management decision, and a positive coefficient means they are more likely to take risk management decision.

All the demographic factors show a positive influence on the likelihood of the managers to take risk management decisions. Apart from the years of education and gender, the other demographic factors are not significant. Years of education is significant at 10%, meaning that managers with more years of education are more likely to take risk management decisions than those with less years of education. Male managers are more likely to take risk management decisions than their female counterparts, and this is significant at 1%. These findings are consistent with earlier findings (Kouamé, 2010; Shapiro & Brorsen, 1988; Valentina et al. 2009).

All the business related demographic factors are significant at various levels and positive, with the exception of risk loving. The number of years as manager is significant at 1%, indicating that managers with more experience are more likely to take risk management decisions. Knowledge of risk management is also significant at 1%, meaning that managers with some level of knowledge of risk management are more likely to take risk management decision. At the 1% level of significance, managers who own other businesses elsewhere are inclined to take risk management decisions. These managers are most likely to be risk averse and as part of their risk management plan, decide to establish other businesses elsewhere. Managers who are risk loving are found to be less likely to adopt a risk management strategy. These assertions are consistent with that posited by Cho & Orazem (2011).

Economic factors, such as the estimated amount at risk, the estimated cost of risk management and the estimated total monthly income after tax all have a positive influence on risk management decision taking. The cost of risk management has a positive influence on managerial decisions with regards to risk management at the 5% level of significance. In other words, the cost involved in risk management is not a deterrent to risk management decisions and so, in so far as the cost of risk management is less than the capital at risk, managers are motivated to prevent the loss of the capital. The sources of capital have different influences on risk management decision. Capital sourced from credit unions shows a significantly negative influence on risk management decisions, whereas capital sourced from the government shows a significant positive influence on risk management decision. Capital sourced from the bank is negative but not significant.

Loans from banks and credit unions are either insured and/or have strict collateral requirements and this may influence risk management decisions negatively due to the exhibition of moral hazard on the part of the business managers. The Government of Ghana’s (GoG) microfinance programs are targeted at reducing poverty, creating jobs and wealth and are being implemented by the Microfinance and Small Loans Centre (MASLOC, n. d.). In addition to the disbursement of micro and small loans to the identified poor in the various sectors of the Ghanaian economy, MASLOC also provides business advisory services, training and capacity building for small and medium scale enterprises (SMEs). It also collaborates with other institutions to provide the beneficiaries with efficient and effective skills and knowledge required in managing their businesses. No tangible security is required from applicants apart from the group solidarity guarantee. The positive and significant influence of capital sourced from the government on risk management decision can be attributed to this.

The results of government policies and taxes indicate that these factors negatively influence the risk management decision taking of managers. Government tax and government policies affect the decision to manage risk negatively at the 1% and 10% level of significance, respectively. An increase in the tax businesses pay on their annual profits (corporate tax) will not lead to a change in output and prices in the short run, all other things being equal. In the long run however, an increase in tax will put firms out of business if they were earning just normal profits before the tax increment, and this will negatively influence risk management decisions. A tax stamp is a statutory tax collected from small-scale self-employed persons in the informal sector on a quarterly basis in Ghana. Tax stamp rates are determined according to both the type and the size of the business and may influence risk management decisions negatively, because if the tax rate is considered to be
Table 2. Descriptive statistics of variables used in the analysis

| VARIABLE                        | OBS | MEAN   | STD. DEV. | MIN | MAX |
|---------------------------------|-----|--------|-----------|-----|-----|
| **Dependent variable**          |     |        |           |     |     |
| Dep_V                           | 447 | 0.5347 | 0.4994    | 0   | 1   |
| **Demographic factors**         |     |        |           |     |     |
| Q2_Demo_Age                      | 447 | 44.5347| 12.1385   | 20  | 79  |
| Year_Edu                        | 447 | 11.7785| 3.7760    | 0   | 16  |
| mar_mar                         | 447 | 0.7852 | 0.4111    | 0   | 1   |
| Male_Gender                     | 447 | 0.5436 | 0.4987    | 0   | 1   |
| Q7_Demo_Hs                      | 447 | 6.6555 | 3.2720    | 1   | 18  |
| **Business related demographic factors** | | | | | |
| Q4_Demo_Yr                      | 447 | 12.9620| 8.5716    | 2   | 43  |
| have_RM_KNGE                    | 447 | 0.72036| 0.4493    | 0   | 1   |
| Risk_Loving                     | 447 | 0.2640 | 0.4413    | 0   | 1   |
| Risk_Averse                     | 447 | 0.4295 | 0.4956    | 0   | 1   |
| have_bus_elswh                  | 447 | 0.4989 | 0.5006    | 0   | 1   |
| **Economic factors**            |     |        |           |     |     |
| log_Amt_At                      | 447 | 7.5816 | 1.0841    | 3.6889 | 8.8247 |
| log_Cost_o                      | 447 | 6.0457 | 1.4337    | 2.3026 | 10.223 |
| log_Incom                       | 447 | 6.7418 | 1.0153    | 3.6889 | 9.4092 |
| Bank_Sourc                       | 447 | 0.3758 | 0.4849    | 0   | 1   |
| CreditU_Sourc                   | 447 | 0.2013 | 0.4015    | 0   | 1   |
| Gov_Source                       | 447 | 0.2103 | 0.4080    | 0   | 1   |
| **Government policies/tax**     |     |        |           |     |     |
| Govt_Tax_E                       | 447 | 0.3691 | 0.4831    | 0   | 1   |
| Gov_Reg_E                       | 447 | 0.5749 | 0.4949    | 0   | 1   |
| **Business characteristics**    |     |        |           |     |     |
| urban_loc                       | 447 | 0.6286 | 0.4837    | 0   | 1   |
| peri_urban                      | 447 | 0.0157 | 0.1243    | 0   | 1   |
| Agric_Sec                       | 447 | 0.4139 | 0.4931    | 0   | 1   |
| Industry_Sec                    | 447 | 0.2573 | 0.4376    | 0   | 1   |
| Q11_Demo_T                      | 447 | 8.3356 | 6.5176    | 2   | 53  |
| Q19_Bus_Ow                       | 447 | 1.3154 | 0.6470    | 1   | 5   |
high, managers may sacrifice risk management in favor of their tax obligations. The importance of tax revenue to the Government cannot be overemphasized. This issue notwithstanding, the consideration of short- and long-term elasticities of tax revenues with respect to their bases must not be ignored in tax research (Wolswijk, 2007). This research will help in identifying the most efficient method for increasing tax revenue either by broadening the tax base or by raising the tax rates. To the extent tax base-broadening reduces distortions to economic decisions on saving, investment, consumption and other business related variables, tax base-broadening reforms are identified as growth-oriented reforms.

As specified earlier, some of the managers indicated that taxation and bad policy have affected their profit and business security. A follow-up question to ascertain how taxation and bad policy may have negatively affected their businesses pointed to import policies, high taxes, increase in import duties, increase in exchange rate, increase in bank interest rates and rising cost of business operations among others.

The goal of rationalizing salaries by the government led to the implementation of the Single Spine Salary Structure (SSSS) in 2010, and this had an impact on the economic variables. For example, SSSS led to an increase in the wage bill, which culminated in an increase in money supply. The broad money supply (M2+) grew by 33.2% in December 2011 and by 24.3% in December 2012 (Bank of Ghana [BOG], n.d.). The financial institutions, especially the banks, failed to take advantage of the increase in liquidity despite the fact that the bulk of a bank’s funds come from deposit mobilization from individuals and businesses in the form of foreign and domestic money market deposit accounts (Centre for Policy

### Table 3. Knowledge on Risk Management

| Do you take risk management practices | Frequency | Percent |
|--------------------------------------|-----------|---------|
| Valid                                |           |         |
| Yes                                  | 239       | 53.5    |
| No                                   | 208       | 46.5    |
| Total                                | 447       | 100.0   |

| Risk assessment conducted for your business | Frequency | Percent |
|---------------------------------------------|-----------|---------|
| Valid                                       |           |         |
| Yes                                         | 162       | 36.2    |
| No                                          | 285       | 63.8    |
| Total                                       | 447       | 100.0   |

| Extent of knowledge in business risk management | Frequency | Percent |
|------------------------------------------------|-----------|---------|
| Valid                                           |           |         |
| 1.00                                            | 23        | 5.1     |
| 2.00                                            | 43        | 9.6     |
| 3.00                                            | 98        | 21.9    |
| 4.00                                            | 112       | 25.1    |
| 5.00                                            | 69        | 15.4    |
| Total                                           | 345       | 77.2    |

| Extent of knowledge in business risk management | Frequency | Percent |
|------------------------------------------------|-----------|---------|
| Missing                                         | Applicable | 102   | 22.8  |
| Total                                           | 447       | 100.0   |

Note: Data source: Field data
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Table 4. Probit Regression Results

| EQUATION                      | VARIABLES                | DV |
|-------------------------------|--------------------------|----|
| Demographic factors           |                          |    |
| Q2_Demo_Age_Own               | 0.000224 (0.00866)       |    |
| YearEdu                       | 0.0524*** (0.0261)       |    |
| mar_mar                       | 0.233 (0.225)            |    |
| Male_Gender                   | 2.391*** (0.325)         |    |
| Q7_Demo_Hsehold_Size          | 0.0215 (0.0301)          |    |
| Business related demographic factors |                    |    |
| Q4_Demo_Yrs_Mnging            | 0.0472*** (0.0120)       |    |
| have_RM_KNGE                  | 1.718*** (0.237)         |    |
| Risk_Loving                   | -0.863*** (0.254)        |    |
| Risk_Averse                   | 0.376* (0.216)           |    |
| have_bus_elswh                | 0.711*** (0.197)         |    |
| Economic factors              |                          |    |
| logAmAtRisk                   | 0.102 (0.0847)           |    |
| logCoRiskMG                   | 0.177** (0.0735)         |    |
| logIncom                      | 0.133 (0.118)            |    |
| Bank_Source_cap               | -0.167 (0.238)           |    |
| CreditU_Source_cap            | -1.069*** (0.393)        |    |
| Gov_Source_cap                | 0.758* (0.404)           |    |
| Government policies/tax       |                          |    |
| Govt_Tax_Effect               | -1.092*** (0.324)        |    |
| Gov_Reg_Effect                | -0.344* (0.197)          |    |
| Business characteristics      |                          |    |
| urban_loc                     | -0.625** (0.245)         |    |
| peri_urban_loc                | -0.455 (0.769)           |    |
| Agric_Sec                     | -0.241 (0.263)           |    |
| Industry_Sec                  | -0.0253 (0.247)          |    |
| Q11_Demo_Tot_Employees        | 0.0187 (0.0202)          |    |
| Q19_Bus_Ownership_Num         | -0.0432 (0.153)          |    |
| Constant                      | -5.899*** (1.294)        |    |
| Observations                  | 447                      |    |

Log likelihood = -133.92652
LR chi2(24) = 349.67
Prob > chi2 = 0.000
Pseudo R2 = 0.5662

Note: Standard errors in parentheses *** p<0.01, ** p<0.05, * p<0.1
Analysis [CEPA], 2011), which led to the increased demand for foreign exchange. The Ghana cedi started depreciating, which made imports relatively expensive with a devastating effect on the expenditures of business enterprises.

The quest to stabilize the Ghana cedi resulted in the benchmark 91-day Treasury bill rate increasing from 10.7% in December 2011 to 22.4% in June 2012, and then marginally increasing again in the second half of the year to 23.1%. The 182-day bill increased from 11.1% in December 2011 to 22.7% in December 2012. The 1-year fixed note went up from 11.3% in December 2011 to 22.9% in December 2012 (BOG). Interest rates took an upward trend in response to efforts to stabilize the Ghana Cedi. The increase in the cost of funds, strict collateral requirements and inflation expectations, resulted in the tightening of the credit stance for both enterprises and households. This made the business environment unfavorable with a subsequent negative influence on risk management decisions. This situation supports Hutter & Jones (2006), who found that the state plays an important role, but it also has its limitations that may be mitigated by other influences beyond the state.

Apart from the total number of employees, all the characteristic business factors negatively influence risk management decisions on the part of managers. Oddly, at the 5% level of significance, businesses in urban areas are less likely to take risk management decision than those in rural areas. Descriptive analysis of the data showed that out of the 281 businesses in urban areas, 64 (22.8 %) are agricultural, 99 (35.2%) industrial and 118 (42.0%) are services. Also, out of the 159 businesses in the rural areas, 16 (10.1%) are industry, 28 (17.6%) are service and 115 (72.2%) are agriculture. Thus, it can be inferred that the managers of agricultural businesses are better than their counterparts in the industry and service sectors in terms of risk management decisions.

Results of Hypotheses Testing
The factors hypothesized to affect the risk management decisions of SMEs in Ghana are as follows: individual demographics, business related demographics, economic factors, government policies and business characteristics. The results are shown in Table 5. The results show that, under the demographic factors suggested to positively influence risk management decisions, only the hypotheses on the educational level of business managers and gender (males) were accepted at 5% and 10% level of significance, respectively. All the hypotheses under the business related demographic factors were accepted at various levels of significance. Under economic factors, the hypothesis on the cost of risk management is rejected at the 5% level of significance and government source of capital is accepted at the 10% level of significance. The hypothesis on credit union source of capital is rejected at the 1% level of significance, meaning that using a credit union as a capital source negatively influences risk management decisions. The hypothesis on government policies is rejected and that on tax is accepted at 10% and 1% levels of significance, respectively.

Conclusion and Policy Recommendations
Small and medium scale enterprises are the engine of growth of the economy and a good provider of employment, and, therefore, they have been one of the major areas of concern for many policy makers. The findings show that apart from years of education and gender, the rest of the demographic variables are not significant, and all the business related demographic factors are significant at various levels and positive, except for risk loving. Government policies and taxes negatively influence risk management decision making by managers. Despite the novel contribution of this paper to the literature on risk management decisions, we were not able to review sufficient literature to validate some of the hypotheses formulated and tested in the analysis. This omission was due to the absence of the literature and is a shortcoming of the paper.

Based on the findings, the following recommendations are made to all stakeholders:
1. The managers of SMEs should recognize that a holistic approach toward managing business risk has generally been recommended to ensure effective risk management. Research has identified the following seven factors that can increase the effectiveness of risk management procedures: commitment and support from top management, communication, culture, information technology (IT), organizational structure, training and trust. These factors...
### Table 5. Hypothesis results

| Null hypothesis on decision to manage risk | Decision |
|------------------------------------------|----------|
| **Demographic factors**                  |          |
| HA1: Age of business owner/manager       | Reject   |
| HA2: The educational level of business managers | Fail to reject at 5% level significance |
| HA3: The marital status of managers      | Reject   |
| HA4: Gender: Males                       | Fail to reject at 1% level of significance |
| HA5: Family size                         | Reject   |
| **Business related demographic factors** |          |
| HB1: The number of years as a manager    | Fail to reject at 1% level of significance |
| HB2: Managerial knowledge in risk management | Fail to reject at 1% level of significance |
| HB3: Risk aversion                       | Fail to reject at 10% level of significance |
| HB4: Managers owning other businesses elsewhere | Fail to reject at 1% level of significance |
| **Economic factors**                     |          |
| HC1: The amount of capital at risk       | Reject   |
| HC2: The source of business capital      |          |
| Bank                                     |          |
| Credit union                             |          |
| Government                               |          |
| Reject                                   |          |
| Reject at 1% level of significance       |          |
| Fail to reject at 10% level of significance |          |
| HC3: The cost of risk management         | Reject at 5% level of significance |
| HC4: The size of business monthly income | Reject   |
| **Government policies/tax**              |          |
| HD1: Government policies                 | Reject at 10% level of significance |
| HD2: Government tax                      | Fail to reject at 1% level of significance |
| **Business characteristics**             |          |
| HE1: Business location (urban)           | Reject at 5% level of significance |
| HE2: The type of business                | Reject   |
| HE3: The number of staff                 | Reject   |
| HE4: The number of person owning the business | Reject   |
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can serve as a guide to all managers in taking risk management decisions.

2. The Government of Ghana’s (GoG) microfinance programs are targeted at reducing poverty, creating jobs and wealth and are being implemented by the Microfinance and Small Loans Centre (MASLOC). These programs must be enhanced through capacity building, provision of logistics and making enough funds available to serve as many SMEs as possible.

3. Banks, credit unions and other financial intermediaries should add business advisory services, training and capacity building for SMEs emphasizing risk management practices to their loan packages.

4. The Ministry of Trade and Industries (MoTI), the National Board for Small Scale Industries (NBSSI), the Association of Small Scale Industries (ASSI), the Chamber of Commerce (CoC), the Association of Ghana Industries (AGI), banks and other support institutions working closely with SMEs should acquire expertise on risk management practices to train managers of SMEs through periodic workshops and conferences. It must be stated that women are more vulnerable in terms of risk management and so need more attention.

5. Insurance companies should make provisions for SMEs in all sectors (agriculture, industry and service) in terms of policies and make these packages very attractive in order to persuade the managers of SMEs to patronize these packages. Insurance companies should increase the awareness of the existence of such policies.

6. To avoid distorting tax revenue inflows, to ensure high tax elasticities and to prevent distortions to economic decisions on saving, investment, consumption and other business related variables, the Revenue Authority is encouraged to adopt a broad base, low rate approach to taxation. This approach will help managers of SMEs to manage business risk and will contribute to the growth of SMEs in Ghana.

7. Government prudential policies that have an effect on SMEs should be carefully formulated and these policies should be well articulated and explained to stakeholders so that they are not regarded as deterrents to business development in Ghana.

8. The Bank of Ghana through the Monetary Policy Committee should collaborate with the financial institutions to reduce interest rates in order to ameliorate the negative effect of high interest rates on business investment and growth.

9. Information on interest rates by the various financial institutions should be made available by the National Board for Small Scale Industries to prospective business men and women so that they can make informed decisions on when and where to borrow.
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