Research on Weak Signal Line Spectrum Enhancement Algorithm Based on Correlation Detection

Chengshun Huang1,2*, Chenglin Zhao1,2
1. College of Information Engineering, Shaoyang University, Shaoyang 422000, Hunan, China
2. Provincial Key Laborarory of Informational Service for Rural Area of Southwestern Hunan, Shaoyang University, Shaoyang 422000, Hunan, China
Email[1]: hcs2011@163.com , Email[2]: 2542@hnsyu.edu.cn

Abstract. The correlation detection and adaptive line spectrum enhancement(ALE) algorithm in weak signal detection is presented. Aiming at the problem that the traditional ALE has no obvious effect of line spectrum enhancement at low signal-to-noise ratio(SNR), we propose a modified ALE algorithm based on coherent integrator. Combining this ALE and sliding window correlation, the effect of ALE is clearly improved. The simulation results show that the weak signal receiving ability can be improved by 8 dB under the same line spectrum condition.

1. Introduction
Line spectrum enhancement is a common problem in weak signal detection in the fields of communication, sonar, radar and geophysics. That is, a sinusoidal or narrowband signal is detected in a wideband interference background[1-3]. At present, the mature weak transient signal detection techniques include wavelet denoising, adaptive digital filtering, Fourier transform in frequency domain and so on. The lowest detectable signal-to-noise ratio (SNR) is about -10 dB[4]. Chaotic sequence prediction algorithm, duffing chaotic oscillator synchronous differential detection method[5-6], wavelet singular value decomposition detection method[7-8] is a relatively new weak signal detection algorithm developed in recent years. The signal to noise ratio (SNR) of target signal with known spectrum is lower than -25 dB. At the same time, cross-correlation detection is a very effective wideband weak signal detection technique[9-13].

This technique improves signal-to-noise ratio (SNR) of target signal by cross-correlation calculation of two signals. The power of target signal can be enhanced by cross-correlation operation, and the line spectrum of narrowband signal can be improved. At the same time, cross correlation operation can eliminate the uncorrelated part of the noise in the receiving circuit[9]. In addition, cross-correlation detection does not need to obtain prior information of target signal and has low computational complexity, so it is widely used in weak signal(SNR < 0)[14] detection.

Adaptive Line-spectrum Enhancement (ALE) algorithm is widely used to improve the linear spectrum of target signal in background noise according to the principle of cross-correlation detection. However, the traditional ALE algorithm requires a high signal to noise ratio(SNR). When the SNR is low, the effect of line spectrum proposed by this traditional ALE algorithm is poor[13]. Therefore, an improved ALE algorithm based on coherent accumulation technique is proposed in this paper. Combined with the sliding window cross-correlation method and its post-processing technique, the
iterative noise in the operation can be reduced, the system gain can be enhanced, and the line spectrum detection ability under the condition of low signal-to-noise ratio can be improved.

2. Correlation Detection

Let the observed mixed signal sequence be \( x(k) = s(k) + n(k) \), \( s(k) \) is a useful signal (or the target signal), \( n(k) \) is noise signal.

2.1. Prior Knowledge is Available

If prior knowledge \( s(k) \) is available, \( s(k) \) and \( n(k) \) is independent of each other. Then the useful signal can be detected by summing the cross correlation function, whose cross-correlation function is

\[
R_{sx}(m) = E\{s(k) \cdot x(k + m)\} = R_{sx}(m) + R_{sn}(m) = R_{sn}(m) \tag{1}
\]

It can be seen from formula (1) that if the cross-correlation between the observed sequence \( x(k) \) and the useful signal equal to the auto-correlation of the useful signal, the useful signal is included in the observation sequence.

2.2. Prior Knowledge is not Available

If prior waveform of \( s(k) \) is not available, but knowing that it is a periodic sequence, then the self-correlation function of \( x(k) \) can be used to detect the existence of \( s(k) \) and its approximate periodic value, the auto-correlation function is

\[
R_{xx}(m) = E\{x(k) \cdot x(k + m)\} = R_{xx}(m) + R_{nn}(m) + R_{nm}(m) \tag{2}
\]

Knowing \( s(k) \) to be a periodic sequence, then autocorrelation should also be a periodic sequence, whose period is equal to the period of the useful signal. Although \( R_{s}(m) \) contains the auto-correlation of the noise \( R_{nn}(m) \), but \( R_{nn}(m) \) usually attenuates to zero as \( m \) increases. For example, white noise has a large value only at \( m = 0 \), the value of white noise is zero if \( m \neq 0 \). Therefore, as long as the value of the time interval \( m \) is large enough, the desired result can be correctly detected. Reference document\(^{[15]}\) describes in detail the methods and steps of removing cross-correlation in a correlation detection receiver.

3. ALE Algorithm and Its Improvement

Adaptive Line Enhancement (ALE) algorithm was first developed by Widrow\(^{[16]}\). At present, it has been widely used in the fields of spectrum estimation, spectral line estimation and narrowband detection. When wideband signal is added to narrow band signal, the mixing signal is delayed and without independent reference signal. The effect of delay is to de-correlate wideband noise, while sinusoidal or narrowband signals do not. The least mean square (LMS) criterion is used to adaptively match the correlated sinusoidal signal or narrowband signal, then the signal can be separated.

Because the ALE with the least mean square (LMS) adaptive algorithm has iterative noise, its processing gain is poor when the input signal-to-noise ratio is low. Therefore, a method to improve the adaptive line spectrum intensifier using coherent accumulation technique is proposed\(^{[16-19]}\). In the process of accumulation, the signal components can be added in-phase, while the interference components can only be added with energy, so a certain processing gain can be obtained, and the effect of iterative noise can be further eliminated. On the basis of the coherent accumulation algorithm, an improved adaptive line spectrum enhancement (ALE) algorithm is proposed in this paper, as shown in Figure1.
The above improved ALE algorithm is as follows:

\[
\begin{align*}
    y(k) &= \sum_{i=0}^{M-1} \omega_i(k)x(k - \Delta - i) \\
    y_x(k) &= y(k) + \sum_{i=0}^{M-1} \beta y_x(k - \Delta - i)\omega_i(k) \\
    e(k) &= x(k) - y(k) \\
    \omega_i(0) &= 0, \quad 1 \leq i \leq M \\
    \omega_i(k + 1) &= \omega_i(k) + 2\mu(e(k) + a_i e(k - 1) + a_2 e(k - 2) + a_3 e(k - 3)x(k - i)) \\
    0 &< a_3 < a_2 < a_i < 1
\end{align*}
\]

(3)

\( \beta \) is a constant in the above formula, and \( 0 < \beta < 1 \) to make the system converge. \( \mu \) is the adaptive learning step. When the \( \mu \) value is small, the autocorrelation radius of the effective signal cannot be learned adaptively, and the signal cannot get the corresponding peak value after the adaptive linear spectrum intensifier. When the \( \mu \) is large, it causes the adaptive abnormal, which makes the SNR (signal-to-noise ratio) increase. The simulation results show that the \( \mu \) is usually between 0.0003 and 0.01. \( M \) is the order of adaptive filter. If we need to increase the gain of the system, we only need to increase the number of \( M \). After \( M \) increases, the bandwidth of the filter becomes narrow, which removes some noise and increases the SNR. The \( M \) value cannot be too large, otherwise the adaptive linear spectrum enhancer may be limited. In the subsequent simulation of the paper, we take \( M=64 \). The selection of delay quantity \( \Delta \) in ALE is very important \cite{13}, the value \( \Delta \) should be larger than the time correlation radius of background noise, so that the interference components in \( x(k - \Delta) \) and \( x(k) \) are independent of each other. At the same time, the value of \( \Delta \) should be less than the time correlation radius of the target signal, so that the target signal \( s(k - \Delta) \) is still related to the \( s(k) \), so the output of the ALE is the best estimate of the target signal.

According to formula (3), the system function \( H_x(z) \) of the improved ALE can be obtained as follows:

\[
H_x(z) = \frac{Y_x(z)}{X(z)} = \frac{H(z)}{1 - \beta \cdot H(z)}
\]

(4)

In the formula, \( H(z) \) is the Z transformation of the transverse filter and the delay \( \Delta \).

As can be seen from Equation (4), the improved ALE has the characteristics of the ARMA filter, its bandwidth is narrower than that of the transverse filter and has stronger filtering noise capability,
thus processing gain of the system is improved. In addition, because the improved ALE not only uses the current error information, but also the previous error information, the linear combination of several output errors greatly eliminates the effect of iterative noise. As a result, the processing gain of the system is further improved.

4. Sliding window cross correlation and mean period processing

The improved ALE algorithm is superior to the traditional ALE algorithm in noise filtering ability and processing gain, but when the environmental noise is too high ($SNR < 0 \ dB$), the ALE processing is not enough to provide the system gain. There will still be some "false peaks" of signals. To provide further processing gain, sliding window cross-correlation and average period processing can be performed after ALE.

Sliding window cross-correlation means the proceeding of cross-correlation of a set of signals, then sliding fixed points to do the next cross-correlation, and then the two sets of result data and signals are compared and analyzed to find out the similarities between the two cross-correlation. Because the statistical characteristics of target signal and environmental noise signal are different, noise signals are generally random, and without obvious statistical characteristics. The target signals have some cross-correlation and obvious statistical characteristics. By using the difference of the statistical characteristics of the two signals, the detection reliability of the target signal can be improved by using the sliding window cross-correlation method.

If the sliding length of the signal is $L$ and the window length of the correlation integral is $H$, the correlation between the two signals is as follows:

$$R_{x_1x_2}(k,n) = \frac{1}{H} \sum_{l=0}^{H-1} x_1(l + L \cdot k)x_2(l - n + L \cdot k)$$

(5)

In Equation (5), $k$ denotes the correlation group number, and $n$ denotes the displacement value of the two received signal sequences.

Under the condition of practical weak signal detection, because of the complexity of environmental conditions, after the signal is processed by sliding window cross-correlation, the mixed signal must be post-processed, such as periodic average processing. The arithmetic mean period of sequence $x(k)$ is as follows

$$\bar{x} = \frac{1}{N} \sum_{k=1}^{N} x(k)$$

(6)

$\bar{x}$ represents the arithmetic average in the window. The arithmetic average is obtained by using the arithmetic average post-processing method to analyze the correlation coefficients of each group.

The sliding length $L$ must be greater than the time-dependent radius of the noise signal, so that the environmental noise signal of any two cross-correlation signals is not correlated. However, the peak position of the two cross-correlation signals of the target signal has almost no change, even if there is a very small change, there is no effect on the actual data. When the target signal is superimposed, the corresponding waveform peak of the same frequency will also be superimposed, and the correlation peak will be further sharpened. However, since the environmental noise signal is random, the peaks will cancel each other after the cross-correlation overlap, and thus the noise effect can be reduced.

$$R_{y}(n) = \frac{1}{N} \sum_{k=0}^{N} R_{x_1x_2}(k,n)$$

(7)

5. Simulation analysis

The paper simulates the signal line spectrum after ALE algorithm under different signal to noise ratio, and studies the effect of different SNR about the effect of ALE. At the same time, under the condition of worse environment noise ($SNR<0$), the improved effect of sliding window cross-correlation method and post-processing method on line spectrum after ALE is analyzed by simulation.
Simulation Condition: In line spectrum analysis, the frequency components of the target signal are respectively: 14 Hz, 28 Hz, 42 Hz, 65 Hz, 80 Hz. The carrier signal is Gaussian white noise signal and the input signal-to-noise ratio is 0 dB.

After the signal is processed by ALE, the signal length of average period processing is 30, the sliding window length is 3s, the sliding distance is 0.3 s.

When simulating the cross correlation of the sliding window, the received continuous spectrum frequency is between 200 Hz and 800 Hz. The carrier is Gaussian broadband white noise, the input signal to noise ratio(SNR) is -8 dB, the sampling rate is $F_s = 10 kHz$, and the sliding window length is 1024 points.

Simulation Conclusion: In all simulation Figures, the ordinate and the abscissa represent the size and frequency of the signal line spectrum, respectively. Comparing the effect of signal line spectrum in simulation diagram with the relative size of noise spectrum, it can be found that when the SNR is low (SNR=0 dB), if only ALE processing is carried out, the effect of line spectrum has hardly been improved, see Figure 2 (a)(b). The ordinate of Fig.2-Fig.5 represents the magnitude of the signal, the abscissa of Fig.2-Fig.4 represents the frequency, and the abscissa of Fig.5 represents the time delay. From the Fig.5, If the signal-to-noise ratio (SNR) is increased (SNR=5 dB), ALE can significantly improve the line spectrum, as shown in Fig.3. If the ALE processing is combined with the sliding window cross-correlation processing and the average period processing, even if the signal-to-noise ratio is reduced to -8 dB, the received signal will have a distinct power line spectrum, as shown in Fig.4. Under the two conditions of Fig.5 (a) (b), the correlation of signals is simulated. we can see that the correlation between the sliding window cross-correlation and post processing technology has significantly improved, which is consistent with the spectrum improvement results observed in Fig. 4.

It can be seen from the simulation Fig.5(b) that the result of the signal after the sliding window cross-correlation and post-processing is very obvious, which can effectively reduce the influence of the environmental noise signal. B denote the bandwidth of received signal, T denote the pulse interval of received signal, H denote the sliding length of the sliding window. G indicates the processing gain of system. The simulation results show that the processing gain $G_1$ before the sliding window cross-correlation processing is as follows:

$$G_1 = 5 \log BT$$

The processing gain after the sliding window cross-correlation is $G_2$

$$G_2 = 5 \log BT + 5 \log H$$

By comparing the above formulas (8) and (9), we can see that the system processing gain $G_2$ with sliding windows is significantly larger than that of the $G_1$ without sliding windows.Moreover, with the increase of sliding window length H, the processing gain $G_2$ increases further.
6. Conclusion

Aiming at the problem that the traditional adaptive linear spectrum intensifier is not effective in low SNR, an improved linear spectrum intensifier is proposed in this paper. It also proposes adding the sliding window cross-correlation and post-processing technology after the line spectrum enhancer, which can further reduce the iterative noise and improve the effect of line spectrum enhancement. The simulation results show that the detection ability of weak signals can be improved by 8 dB under the same linear spectrum condition. This paper provides a new approach for weak signal detection under complex ambient noise.
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