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Abstract

In this paper we study quantum algorithms for NP-complete problems whose best classical algorithm is an exponential time application of dynamic programming. We introduce the path in the hypercube problem that models many of these dynamic programming algorithms. In this problem we are asked whether there is a path from \(0^n\) to \(1^n\) in a given subgraph of the Boolean hypercube, where the edges are all directed from smaller to larger Hamming weight. We give a quantum algorithm that solves path in the hypercube in time \(O^*(1.817^n)\). The technique combines Grover’s search with computing a partial dynamic programming table. We use this approach to solve a variety of vertex ordering problems on graphs in the same time \(O^*(1.817^n)\), and graph bandwidth in time \(O^*(2.946^n)\). Then we use similar ideas to solve the travelling salesman problem and minimum set cover in time \(O^*(1.728^n)\).

1 Introduction

Grover’s quantum search [Gro96] achieves a quadratic speedup over classical exhaustive search, but often naive exhaustive search is not the fastest classical algorithm. For example, for the Travelling Salesman Problem (TSP), exhaustive search over all the salesman’s routes runs in time \(O^*(n!)\) and Grover’s quantum search speeds this up to \(O^*(\sqrt{n!})\). However, this is slower than the best classical algorithm which runs in time \(O^*(2^n)\) and is based on dynamic programming [Bel62; HK62]. This situation is quite typical: there are many classical algorithms for NP-complete problems that run in exponential time [FK10] but are faster than a simple application of quantum search.

Can we combine quantum effects with classical problem-solving strategies for NP-complete problems? In this paper, we look at this question for dynamic programming algorithms. We find this interesting for at least two reasons. First, given the many applications of dynamic programming, this can lead to quantum speedups for many computational tasks. Second, there is something inherently sequential in the way dynamic programming solves problems, from smaller to larger subproblems. Such algorithms often store the solutions to all subproblems, which is a serious
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\*The \(O^*(f(n))\) notation hides a polynomial factor in \(n\).
The focus of this paper is on dynamic programming algorithms which solve subproblems that correspond to subsets of an $n$-element set, in order from smaller to larger subsets. Since there are $2^n$ subsets of an $n$-element set, this typically results in $O^*(2^n)$ time classical algorithms.

A well-known example of an algorithm in this class is the famous Bellman-Held-Karp $O^*(2^n)$ time algorithm for the Travelling Salesman Problem [Bel62; HK62] (which is still the best known algorithm for this problem, despite being more than 50 years old). It builds up optimal paths through subsets $S$ of the set of vertices, using knowledge of optimal paths for the subsets that contain one vertex less. Note that if the edge weights are polylogarithmic in $n$, there is a more efficient $O^*(1.657^n)$ time algorithm [Bjö14].

1.1 Our Results

Inspired by the Bellman-Held-Karp algorithm, we first define a generic problem which captures this type of strategies for dynamic problems, which we call Path in the Hypercube. In this problem, we are given a subgraph $G$ of the Boolean hypercube, in which the edges are directed from smaller to larger Hamming weight. The task is to determine whether $0^n$ and $1^n$ are connected by a path in $G$.

This problem can be solved classically in time $O^*(2^n)$ using dynamic programming, since a vertex $y$ is reachable from $0^n$ iff there is a path from $0^n$ to some $x$ such that there is an edge from $x$ to $y$. Hence a quantum algorithm for this problem can be used to speed up classical Bellman-Held-Karp type algorithms that run in time $O^*(2^n)$.

We give a quantum algorithm for the Path in the Hypercube with running time $O^*(1.817^n)$. We then use this algorithm to solve a variety of dynamic programming problems, including many graph vertex ordering problems, in the same time $O^*(1.817^n)$, while the best classical running time for these problems is $O^*(2^n)$.

Then we consider a variation of the Path in the Hypercube in which at most $\mu^n$ vertices of the hypercube are marked as available for the path, where $\mu$ is some constant. We obtain a quantum speedup for this problem when $\mu \geq 1.735$ and then use it to solve Graph Bandwidth in time $O^*(2.945^n)$. The best known classical algorithm for this problem has running time $O^*(4.383^n)$.

Next, we consider the subclass of problems where the solution to a problem that involves a set $S$ of size $n$ can be calculated by considering all partitions of $S$ into two sets of size $k$ and $n-k$ and choosing the best option, for any fixed positive $k$. For example, TSP admits a decomposition of this type, as subpaths of an optimal path should also be optimal. We show a quantum algorithm for TSP with running time $O^*(1.728^n \log L)$, where $L$ is the maximum edge weight. Then we adapt this algorithm to solve Minimum Set Cover (MSC) and Feedback Arc Set in the same time $O^*(1.728^n)$.

As mentioned earlier, the fastest known classical algorithms for TSP on general graphs are the Bellman-Held-Karp algorithm that runs in time $O(n^22^n \log L)$ and Björklund’s algorithm that runs in time $O^*(1.657^nL)$ [Bjö14]. For MSC, there are classical algorithms with running times $O(nm2^n)$, $O(n2^m)$ and $O(1.227^{n+m})$ [RB08]. Note that a trivial application of Grover’s search results in an $O^*(\sqrt{2^m})$ quantum algorithm for MSC. The fastest known classical algorithm for Feedback Arc Set runs in time $O^*(2^n)$.

Table 1 lists the running times of the algorithms given in this paper. All the algorithms require exponential space as they need to store a partial dynamic programming table. The algorithms return the correct answer with probability at least 2/3.
1.2 Techniques

The main idea of our algorithms is to precompute solutions for a part of the subsets using dynamic programming, and then use Grover’s search on the rest of the subsets to find the answer to the problem.

As a warmup, consider the following simple quantum algorithm that checks whether a graph \( G = (V, E) \) has a Hamiltonian cycle. Let \( f(S, u, v) \) be true iff there is a simple path that goes through all vertices of \( S \), starts at \( u \) and ends at \( v \). The algorithm first precomputes \( f(S, u, v) \) for all \( S \) such that \( |S| = \frac{n}{4} + 1 \) using dynamic programming. Then it runs Grover’s search over all \( S \) such that \( |S| = \frac{n}{4} + 1 \) and \( u, v \in S \) and checks whether \( f(S, u, v) \) and \( f((V \setminus S) \cup \{u, v\}, v, u) \) are both true (in that case a Hamiltonian cycle exists). To find \( f(S, u, v) \) for \( |S| = \frac{n}{2} + 1 \), the algorithm runs another Grover’s search over all subsets \( T \) of \( S \) such that \( |T| = \frac{n}{4} + 1 \), \( u \in T \), \( v \notin T \) and vertices \( t \in T \) to check whether \( f(T, u, t) \) and \( f((S \setminus T) \cup t, t, v) \) are both true (which we know from the classical preprocessing). The complexity of this algorithm is

\[
O^*(\left(\sqrt{n \left(\frac{n}{2} + 1\right)}\right)^{\frac{n}{4} + 1} + \sqrt{n \left(\frac{n}{4} + 1\right)^2}) = O^*(1.755^n).
\]

This algorithm can be immediately extended for TSP by replacing Grover’s search with quantum minimum finding [DH96]. A slight optimization of this algorithm gives complexity \( O^*(1.728^n) \) which we describe in Section 5.

1.3 Prior Work

Achieving a quantum advantage over classical dynamic programming algorithms has been a known problem in the quantum algorithms community, with no substantial results on it up to now.

The first quantum improvement for TSP with an upper bound on its running time was given by [MGAG16], who showed that for graphs with maximum degree \( k \), there is a quantum algorithm that runs in time \( O(2^{(k-2)n/4}) \). Quantum speedups for the Travelling Salesman Problem in graphs with small maximum degree were further studied by [MLM17]. They showed algorithms that solve TSP on degree-3 graphs in time \( O^*(1.110^n) \), degree-4 graphs in \( O^*(1.301^n) \), degree-5 and degree-6 graphs in \( O^*(1.680^n) \) time. In this case, the best classical algorithm is based on a different method, backtracking which performs a depth-first search on a search tree of an unknown structure. The quantum algorithm follows by applying a result of Montanaro [Mon15] who constructed a quantum backtracking algorithm with a nearly quadratic advantage over its classical counterparts (with further developments in [AK17]). This work has no implications for TSP on general graphs.
2 Preliminaries

Notation. If \( f(n) = O(n^c) \) for some constant \( c \), we will write \( f(n) = \text{poly}(n) \). If \( f \) polynomially depends on two parameters \( m, n \), we will use \( f(n) = \text{poly}(m, n) \). In case \( f(n) = O((\log n)^c f(n)) \) for some constant \( c \), we will write \( \tilde{O}(f(n)) \).

Problems. Here we formally define the four problems we mainly focus on in this paper.

- **Path in the Hypercube.** Let the directed hypercube graph \( Q_n \) be the graph formed by vertices numbered by \( \{0, 1\}^n \) and edges \( x \rightarrow y \) for all \( x, y \) such that \( y \) is obtained from \( x \) by changing one bit \( x_i \) from 0 to 1. In Hypercube Path we are given a query access to a subgraph \( G \) of \( Q_n \) (with queries that answer whether an edge \( x \rightarrow y \) of \( Q_n \) is present in \( G \)), and asked whether there is a path from \( 0^n \) to \( 1^n \).

- **Graph Bandwidth.** In the Bandwidth problem we are asked to find a linear ordering of the graph vertices such that the length of the maximum edge is minimized. Formally, for a given graph \( G = (V, E) \) on \( n \) vertices, the task is to find
  \[
  \min_{\pi \in S_n} \left\{ \max_{\{u,v\} \in E} \{|\pi_u - \pi_v|\} \right\},
  \]
  where \( S_n \) is the set of all permutations on \( n \) numbers.

- **Travelling Salesman Problem.** In Travelling Salesman we are given a weighted graph \( G \) with \( n \) nodes, and the task is to find the length of the shortest simple cycle that visits each vertex.

- **Minimum Set Cover.** In Set Cover the input is a collection \( S \) of subsets of an element universe \( U \) (denote \(|U| = n \) and \(|S| = m \)), and the task is to find the minimum cardinality of a subset \( S' \subseteq S \) such that
  \[
  \bigcup_{S \in S'} S = U.
  \]

Model. Our algorithms work in the commonly used QRAM (quantum random access memory) model of computation [GLM08] which assumes quantum memory which can be accessed in a superposition. QRAM has the property that any time-\( T \) classical algorithm that uses random access memory can be invoked as a subroutine for a quantum algorithm in time \( O(T) \). We can thus use primitives for quantum search (e.g., Grover’s quantum search or minimum finding) with conditions checking which requires data stored in a random access memory.

Tools. We will use the following well-known results in our algorithms.

**Theorem 1.** [Variable Time Search [Amb10]] Let \( A_1, \ldots, A_n \) be quantum algorithms that return true or false and run in unknown times \( T_1, \ldots, T_n \), respectively. Suppose that each \( A_i \) outputs the correct answer with probability at least \( 2/3 \). Then there exists a quantum algorithm with success probability at least \( 2/3 \) that checks whether at least one of \( A_i \) returns true and runs in time
  \[
  \tilde{O}\left(\sqrt{T_1^2 + \ldots + T_n^2}\right).
  \]
If we search among \( n \) elements, each of which can be checked quantumly in known time \( T \), we need time \( O(T\sqrt{n}) \) (without polylogarithmic factors). In that case we will simply say that we perform Grover's search over these \( n \) elements \([Gro96]\).

**Theorem 2** (Quantum Minimum Finding \([DH96]\)). Let \( a_1, \ldots, a_n \) be integers, accessed by a procedure \( \mathcal{P} \). There exists a quantum algorithm that finds \( \min_{i=1}^{n}\{a_i\} \) with success probability at least \( 2/3 \) using \( O(\sqrt{n}) \) applications of \( \mathcal{P} \).

Suppose that \( a_i \) is given by the output of a subroutine \( \mathcal{A}_i \), which is correct with probability at least \( 2/3 \). In that case we will implement \( \mathcal{P} \) as \( O(\log n) \) repetitions of \( \mathcal{A}_i \), to reduce the error probability of each \( \mathcal{P} \) call to \( O(1/\sqrt{n}) \). Then with probability at least \( 2/3 \), all the calls to \( \mathcal{P} \) will be correct, and quantum minimum finding will also be correct with probability at least \( 2/3 \), resulting in a total \( O(\sqrt{n}\log n) \) runtime.

For the running time analysis of exponential time algorithms, we use the following approximation of binomial coefficients:

**Theorem 3** (Entropy Approximation). For all \( 1 \leq k \leq n/2 \),

\[
\binom{n}{k} = \sum_{i=0}^{k} \binom{n}{i} \leq 2^{H(k/n)n},
\]

where \( H(\epsilon) = -(\epsilon \log_2(\epsilon) + (1 - \epsilon) \log_2(1 - \epsilon)) \) is the binary entropy of \( \epsilon \in [0,1] \).

For \( k > n/2 \), we use the trivial approximation \( \binom{n}{k} \leq 2^n \). For single binomial coefficients, we use \( \binom{n}{k} \leq 2^{H(k/n)n} \) (which applies to all \( 1 \leq k \leq n \)).

## 3 Path in the Hypercube

In this section, we describe the quantum algorithm for finding a path in a subgraph \( G \) of the hypercube (which models many vertex ordering problems, as described in Section 3.2). Let \( \mathcal{P}_{\text{edge}} \) be the procedure that checks whether there is an edge between two vertices \( x, y \in \{0,1\}^n \) in \( G \), and assume that one query to \( \mathcal{P}_{\text{edge}} \) requires \( \text{poly}(n) \) time.

**Theorem 4.** There is a bounded-error quantum algorithm that solves \textsc{Hypercube Path} in time \( O^*(1.817^n) \).

Let \( k \geq 2 \) be a parameter of the algorithm and \( 0 < \alpha_1 < \alpha_2 < \ldots < \alpha_k < \alpha_{k+1} = 1/2 \) be constants to be defined later. Let \( A_i \) be the set of vertices with Hamming weight \([\alpha_i n]\). For two Boolean strings \( x \) and \( y \), we write \( x \preceq y \) iff \( x_i \leq y_i \) for all \( i \in [n] \).
Algorithm 1 Quantum algorithm for Hypercube Path

HypercubePath(subgraph $G$ of $Q_n$): whether $0^n$ and $1^n$ are connected by a directed path.

1. If $\lfloor \alpha_i n \rfloor = \lfloor \alpha_{i+1} n \rfloor$ for some $i$, run the classical dynamic programming algorithm and return the answer.

2. Otherwise, perform a classical preprocessing, where we classically find whether each vertex $x \in A_1$ is reachable from $0^n$ using dynamic programming. The answer is given by a recursive formula

$$ r(x) = \bigvee_{i: x_i = 1} (r(x^i) \land (x^i, x) \in G), \quad r(0^n) = \text{true}, $$

where $x^i$ is $x$ with its $i$-th bit flipped. Store the values $r(x)$ for all $x \in A_1$ in memory.

We perform a similar preprocessing to also compute from which vertices with Hamming weight $n - \lfloor \alpha_1 n \rfloor$ we can reach $1^n$.

3. Let $\text{Path}_b(x), b \in \{0, 1\}$ be a quantum subroutine (defined below) that returns true iff there is a path between $b^n$ and $x$. We run Grover’s search over all vertices $x$ in the middle level of the hypercube $A_{k+1}$, searching for an $x$ for which both $\text{Path}_0(x)$ and $\text{Path}_1(x)$ return true.

Now we describe how to implement $\text{Path}_0(x)$ ($\text{Path}_1(x)$ is implemented similarly). Let $\text{Reachable}_i(x)$ be a quantum procedure that computes whether $x \in A_i$ is reachable from $0^n$:

1. If $i = 1$, then $\text{Reachable}_1(x) = r(x)$.

2. If $i > 1$, we use Grover’s search to search for a vertex $y \in A_{i-1}$, $y \preceq x$ with directed paths $0^n \to y$ and $y \to x$:

   - Call $\text{Reachable}_{i-1}(y)$ to check if there is a path from $0^n$ to $y$;
   - Call $\text{HypercubePath}$ recursively on the subgraph of a smaller subcube \{z \in \{0, 1\}^n | y \preceq z \preceq x\} to check if there is a path from $y$ to $x$.

Then $\text{Path}_0(x) = \text{Reachable}_{k+1}(x)$.

3.1 Running Time

The recursive depth of the presented algorithm is $d = O(\log n)$, since the dimension of the hypercube decreases $1/(\alpha_i - \alpha_{i-1})$ times with each recursive call.

We express the running time as $O(n^{f(n)}\gamma^n)$ for some constant $\gamma$ and $f(n) = o(n/\log n)$ and determine the dominant factor of the running time, $\gamma^n$ (which we call the exponential part of the running time). This results in omitting a multiplicative factor of $O(n^c)$ at each level of recursion. If the complexity without these factors is $O(\gamma^n)$, the actual complexity is $O(\gamma^n n^{O(\log n)}) = O^*(\gamma^\epsilon n^n)$ for any $\epsilon > 0$.

We now find the value of $\gamma$.

- Let $T_i$ be the exponential part of the running time of $\text{Reachable}_i(x)$. It is given by the
recurrence with \( T_1 = 1 \) and

\[
T_{i+1} = \sqrt{\frac{\alpha_{i+1} n}{\alpha_i n}} \left( \gamma^{(\alpha_{i+1} - \alpha_i)n} + T_i \right).
\]

(1)

• The classical preprocessing step (computing \( r(x) \) for all \( x \) with Hamming weight at most \( \alpha_1 n \)), requires time \( (\leq \alpha_1 n) \).

• The exponential part of the running time of the whole algorithm is

\[
\left( \leq \alpha_1 n \right) + \sqrt{\left( \frac{n}{n/2} \right) T_{k+1}}.
\]

To find \( \gamma \), we need to balance the summands. For this, we require the following constraints:

• \( \gamma^n = (\leq \alpha_1 n) \);

• \( \gamma^n = \sqrt{\left( \frac{n}{n/2} \right) T_{k+1}} \);

• \( \gamma^{(\alpha_{i+1} - \alpha_i)n} = T_i \) for all \( i \in [2; k] \).

By using Eq. (1), we obtain the following system of equations:

\[
\begin{align*}
\gamma^n &= (\leq \alpha_1 n) \\
\gamma^n &= \sqrt{\left( \frac{n}{n/2} \right) \gamma^{(1/2 - \alpha_k)n} } \\
\gamma^{(\alpha_{i+1} - \alpha_i)n} &= \sqrt{\left( \frac{\alpha_i n}{\alpha_{i-1} n} \right) \gamma^{(\alpha_i - \alpha_{i-1})n} } \quad \text{for all } i \in [2; k].
\end{align*}
\]

(2)

By letting \( \gamma = 2^c \) and applying Theorem 3, this reduces to:

\[
\begin{align*}
c &= H(\alpha_1) \\
2c(2\alpha_k + 1) &= 2 + H(2\alpha_k) \\
2c(\alpha_{i+1} - 2\alpha_i + \alpha_{i-1}) &= \alpha_i H\left( \frac{\alpha_{i+1}}{\alpha_i} \right) \quad \text{for all } i \in [2; k].
\end{align*}
\]

By solving these equations numerically for fixed \( k \geq 2 \), we get increasingly better results for \( \gamma \). For \( k = 6 \), we obtain \( \gamma \approx 2^{9.861483} \approx 1.816905 \) and further increments of \( k \) lead to negligible improvements. The solution for \( \alpha = (\alpha_1, \ldots, \alpha_6) \) then is

\[
\alpha \approx (0.28448, 0.28453, 0.28470, 0.28628, 0.29604, 0.34174).
\]

3.2 Vertex Ordering Problems

The presented algorithm can be used for many graph vertex ordering problems. Consider any problem in which, for a given graph \( G = (V, E) \), we have to compute a value in one of the following forms:

\[
\min_{\pi \in S_n} \max_{v \in V} f(G, \pi_{<v}, v) \quad \text{or} \quad \min_{\pi \in S_n} \sum_{v \in V} f(G, \pi_{<v}, v),
\]

(3)
where $S_n$ is the set of all $n$-permutations, $\pi < u = \{u \in V \mid \pi_u < \pi_v\}$, and $f(G, S, v)$ is computable in $\text{poly}(n)$ time, given the graph $G$, a subset $S \subseteq V$ and a vertex $v \notin S$.

[Bod+12] prove that such problems can be computed by dynamic programming on sets in $O^*(2^n)$ time using the Bellman-Held-Karp algorithm. The corresponding recursive formulas for a set $S \subseteq V$ are given by

$$A_G(S) = \min_{v \in S} \max\{f(G, S \setminus \{v\}, v), A_G(S \setminus \{v\})\}$$

and

$$A_G(S) = \min_{v \in S} \left(f(G, S \setminus \{v\}, v) + A_G(S \setminus \{v\})\right).$$

By replacing Grover’s search with quantum minimum finding in our HypercubePath algorithm, we obtain a quantum speedup for these problems.

**Corollary 5.** For any problem that can be expressed in any of the forms given in Eq. (3), there is a bounded-error quantum algorithm that solves it in time $O^*(1.817^n)$.

Examples include Treewidth, Minimum Fill-In, Pathwidth, Sum Cut, Minimum Interval Graph Completion, Cutwidth and Optimal Linear Arrangement (see [Bod+12] for the descriptions of these problems). Note that for Treewidth and Minimum Fill-In there are more efficient classical algorithms that run in $O^*(1.735^n)$ time, see [FTV15].

Similar ideas also give an $O^*(1.817^n)$ quantum algorithm for Travelling Salesman but we present a better quantum algorithm for this problem in Section 5, with running time of $O^*(1.728^n)$.  

### 3.3 Path Finding with Forbidden Vertices

In some problems, the entries of the dynamic programming table are indexed by subsets of $[n]$ but we only need to compute entries corresponding to some subsets. An example is the algorithm for Bandwidth in Section 4.

That corresponds to a setting where some vertices in the given hypercube are invalid, i.e., the path is not allowed to go through such vertices. We assume that the validity of a vertex $x$ can be checked by the procedure $P_{\text{valid}}$, which we can usually assume to run in $\text{poly}(n)$ time. Let $\mu_n$ be the total number of valid vertices, with $\mu$ not known to the algorithm in the beginning.

Let $A_x$ be a procedure that for a vertex $x \in A_{k+1}$ runs $\text{Path}_0(x)$ and $\text{Path}_1(x)$ only after checking whether $x$ is valid using $P_{\text{valid}}$. Instead of Grover’s search over the middle layer of the hypercube in HypercubePath algorithm, we now run variable time search over $A_x$. A single call to any $A_x$ takes either $\text{poly}(n)$ time (if $x$ is invalid) or time $T_{k+1}$. We note that recursive calls to HypercubePath of dimension $n'$ still require time $\gamma^{n'} = 1.817^{n'}$, as $\mu_n$ is an upper bound for the valid vertices in the whole hypercube, and if $2^n < \mu_n$, there is no guaranteed improvement in the recursive call.

Then the exponential part of the running time of the quantum part (excluding the classical preprocessing) is at most

$$\sqrt{2^n + \mu_n \cdot T_{k+1}^2} = O(\sqrt{\mu_n} T_{k+1}).$$

Let $\gamma_{\mu}^{n'}$ be the exponential part of the complexity of the whole algorithm (e.g., $\gamma_2 \approx 1.817$). We
can find the optimal $\gamma_\mu$ by solving the following system of equations:

$$
\begin{align*}
\gamma_\mu^n &= (\frac{n}{\alpha_1 n})
\gamma_\mu^n &= \sqrt{\mu^n (\frac{n}{2})^{(1/2-\alpha_k)n}}
\gamma_{(\alpha_{i+1}-\alpha_i)n} &= \sqrt{\frac{(\alpha_{i+1}n)}{\alpha_{i-1}n}} (\alpha_i - \alpha_{i-1})n \\
& \text{for all } i \in [2; k].
\end{align*}
$$

For example, if $\mu = 1.8$, we get $\gamma_{1.8} \approx 1.7568$.

Note that the classical depth-first search algorithm that traverses all valid vertices, starting from $0^n$, solves the problem in time $O^*(\mu^n)$. Figure 1 shows the performance of the quantum algorithm compared to the classical. They have the same complexity at the point $\mu_0 \approx 1.734622$.

![Figure 1: Running time of classical and quantum algorithms for HYPERCUBE Path with $\mu^n$ valid vertices.](image)

4 Graph Bandwidth

In this section, we show how it is possible to speed up Cygan’s and Pilipczuk’s $O^*(5^n)$ algorithm from [CP08] using the HypercubePath algorithm with forbidden vertices.

**Theorem 6.** There is a bounded-error quantum algorithm that solves BANDWIDTH in time $O^*(2.945^n)$.

First we quickly recap the classical algorithm itself.

4.1 Classical Algorithm

We assume that the given graph is connected, as each connected component can be processed independently. The algorithm performs binary search on the answer to find the optimal bandwidth. For a fixed $b \in [n - 1]$, the main procedure checks whether the bandwidth is at most $b$.

For simplicity, assume that $(b + 1) | n$. The vertices are placed into $k = n/(b + 1)$ buckets of $b + 1$ vertices in each. The $k$ buckets are numbered 1 to $k$ and placed in order. The $i$-th bucket contains vertex positions $[(i-1)(b+1)+1,i(b+1)]$. For the bandwidth of any ordering to not
exceed $b$, every pair of connected vertices must be in the same or adjacent buckets. The algorithm considers all possible assignments of vertices to buckets.

The assignments are constructed as follows. First pick any spanning tree $T$ of $G$ and root this tree at vertex $r$. For a particular assignment $\sigma : [n] \rightarrow [k]$ assign $r$ to any bucket $\sigma(r)$. Then, for each vertex $v \neq r$, choose a number $s_\sigma(v) \in \{-1, 0, +1\}$. This denotes the offset between the bucket of $v$ and its parent $p(v)$: $\sigma(v) = \sigma(p(v)) + s_\sigma(v)$. Some of these assignments do not place the correct number of vertices in the buckets or assign vertices to buckets outside $[k]$, but every correct assignment can be represented this way.

For a fixed correct bucket assignment $\sigma$, the algorithm first checks whether there are any edges between two vertices $u, v$ such that $|\sigma(u) - \sigma(v)| \geq 2$. If so, the bandwidth of this assignment already exceeds $b$. If not, any edges of length greater than $b$ can only be between adjacent buckets. The algorithm then checks whether it has a feasible vertex ordering using dynamic programming.

**Dynamic Programming.** The algorithm examines subsets $S \subseteq [n]$ with the following property: if $S_i = \{v \in S \mid \sigma(v) = i\}$ are the vertices from $S$ assigned to the $i$-th bucket, then: $|S_1| \geq |S_2| \geq \ldots \geq |S_k|$ and $|S_k| \geq |S_1| - 1$.

The dynamic programming computes, for each such set $S$, whether there is an ordering of $S$ such that

- the vertices $S_i$ can be assigned to the first $|S_i|$ positions of the bucket: $[(i - 1)(b + 1) + 1, (i - 1)(b + 1) + |S_i|]$;
- the bandwidth of this partial ordering is at most $b$ (for each $v \in S$, any edge $\{u, v\}$ has length $\leq b$).

Now let $i$ be the last bucket of maximum size in $S$; then for each $v \in S_i$, we check whether $v$ can be placed at position $(i - 1)(b + 1) + |S_i|$ to form a partial ordering with bandwidth at most $b$. This is possible if and only if the following conditions hold:

1. there are no edges between $v$ and $S_{i-1}$;
2. there are no edges between $v$ and $\sigma^{-1}(i + 1) \setminus S_{i+1}$;
3. $S \setminus \{v\}$ admits a partial ordering with bandwidth at most $b$.

The first two conditions describe edges adjacent to $v$ that can be longer than $b$. These two conditions can be checked in poly($n$) time. The third condition can be checked using the result for $S \setminus \{v\}$ from a previous step of the computation.

**Running Time.** For a fixed $\sigma$, a set $S \subseteq [n]$ admitting a partial ordering with bandwidth at most $b$ must satisfy the following conditions for every $v \neq r$:

- if $p(v) \in S$, then it cannot be that $s_\sigma(v) = +1$ and $v \notin S$;
- if $p(v) \notin S$, then it cannot be that $s_\sigma(v) = -1$ and $v \in S$.

Call a pair $(\sigma, S)$ valid if it satisfies these conditions. We can upper bound the running time of the algorithm by bounding the number of valid pairs.

Once we fix whether or not $p(v) \in S$, there are only 5 valid choices for $(s_\sigma(v), [v \in S])$. Additionally there are $k$ choices for $\sigma(r)$ and 2 choices for whether $r \in S$, hence the algorithm has to examine at most $2k \cdot 5^n$ valid pairs $(\sigma, S)$ and the running time is $O^*(5^n)$. 
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4.2 Quantum Algorithm

For a fixed assignment $\sigma$, the problem of determining whether there is a compatible vertex ordering with bandwidth at most $b$ can be seen as HYPERCUBE PATH with forbidden vertices. For any set $S$, the procedure $P_{\text{valid}}$ checks whether the pair $(\sigma, S)$ is valid. The procedure $P_{\text{edge}}$ checks whether for a subset $P$ of $S$ such that $|P| + 1 = |S|$, we have that the vertex $S \setminus P$ is placed in the last bucket of maximum size in $S$ and satisfies conditions 1 and 2.

Let the number of valid sets for an assignment $\sigma$ be $\mu(\sigma)$. The classical depth-first search over valid assignments decides whether $\sigma$ has a valid ordering in time $\mu(\sigma)^n$. On the other hand, the quantum algorithm from Section 3.3 works in exponential time $\gamma^n \mu(\sigma)$. We know that $\mu_0$ is the point where the quantum algorithm becomes faster than the classical one. Then to solve the problem for a fixed $\sigma$, we can run the depth-first search until it terminates or visits $\mu_0^n$ valid vertices; if it has not terminated, we stop and run the quantum algorithm instead, which is then guaranteed to be faster.

The quantum algorithm for BANDWIDTH runs variable time search over all possible assignments $\sigma$, and for each $\sigma$ applies the subroutine described above.

4.3 Running Time

By Theorem 1, the exponential part of the running time of the algorithm is

$$\sqrt{\sum_{\sigma} \min \{\mu(\sigma)^{2n}, \gamma_{\mu(\sigma)}^{2n}\}}.$$ 

Now we need to estimate the largest possible value of this expression. Let $A = \sum_{\sigma} \mu(\sigma)^n$ be the total number of valid pairs $(\sigma, S)$. We claim that the maximum value of the expression is $O(\sqrt{A} \cdot \mu_0^n)$.

We can reformulate this task as follows. We have real variables $x_1, \ldots, x_N$ such that $N \leq 3^n$, $0 \leq x_i \leq 2$ for each $i \in N$, and $\sum_{i=1}^{N} x_i^n = A$. Let $I_c = \{i \in [N] \mid x_i \leq \mu_0\}$ and $I_q = \{i \in [N] \mid x_i > \mu_0\}$. We need to maximize the following expression:

$$\sqrt{\sum_{i \in I_c} x_i^{2n} + \sum_{i \in I_q} \gamma_{x_i}^{2n}}.$$ 

For this, we upper bound each of the summands by $A \cdot \mu_0^n$.

- As $(x_i + x_j)^2 \geq x_i^2 + x_j^2$ for any $i, j$, the worst case for the first part is when as many $x_i$ are as large as possible, i.e., $x_i = \mu_0$. Hence

$$\sum_{i \in I_c} x_i^{2n} \leq \frac{A}{\mu_0^n} \cdot \mu_0^{2n} = A \cdot \mu_0^n.$$ 

- For the second part, we need the following proposition:

**Proposition 7.** For all $\mu \in [\mu_0, 2]$, we have $\gamma_{\mu}^2 / \mu \leq \mu_0$. 
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Proof. Examine any level assignment $\alpha = (\alpha_1, \ldots, \alpha_k)$ for the HypercubePath quantum algorithm with $\mu_0^n$ valid vertices. Let the running time of this algorithm be $\sqrt{\mu_0^n}T_{k+1}$, where $T_{k+1}$ is the complexity of the Path procedure with $k$ levels defined by $\alpha$, see Eq. (4). Let $\mu = q\mu_0$ and examine the HypercubePath algorithm with $\mu^n$ valid vertices. Since we can use the assignment $\alpha$ for this algorithm as well, its running time is at most $\sqrt{\mu^n}\sqrt{\mu_0^n}T_{k+1}$. Hence, $\gamma_\mu \leq \sqrt{q}\mu_0$. Therefore,

$$\frac{\gamma_\mu^2}{\mu} \leq \left(\frac{\sqrt{q}\mu_0}{2}\right)^2 = \mu_0.$$

Let $w(\mu) \cdot \frac{A}{\mu^n}$ be the number of $i \in [N]$ such that $x_i = \mu$, so that $\sum_{\mu} w(\mu) = 1$. Then we have that

$$\sum_{i \in I_q} \gamma_{2N_i} = \sum_{\mu > \mu_0} w(\mu) \cdot \frac{A}{\mu^n} \cdot \gamma_{\mu}^2 \leq A \cdot \mu_0^n$$

by Proposition 7.

From the classical algorithm we have that $A = O^*(5^n)$. Thus the algorithm runs in exponential time $\sqrt{5^n} \cdot \mu_0^n \approx 2.945^n$. Once again, because of the additional polynomial factors, the final complexity of the quantum algorithm for Bandwidth is $O^*(2.945^n)$.

5 Travelling Salesman Problem

In this section we describe the quantum algorithm for Travelling Salesman. It uses ideas from the Bellman-Held-Karp algorithm [HK62] which uses dynamic programming and runs in time $O(n^22^n)$.

Let the given graph be $G = (V, E, w)$, where $|V| = n$, $E \subseteq V^2$ and $w : E \rightarrow \mathbb{N}$ are the edge weights (let $w(u, v) = \infty$ if $\{u, v\} \notin E$). In this setting we assume that access to $w$ takes $\text{poly}(n)$ time. Let $L = \max_{\{u, v\} \in E} w(u, v)$. Then addition of two integer numbers requires $O(\log L)$ time.

**Theorem 8.** There is a bounded-error quantum algorithm that solves Travelling Salesman in time $O^*(1.728^n \log L)$.

Let $D = \{(S, u, v) \mid S \subseteq V, u, v \in S\}$ and define $f : D \rightarrow \mathbb{N}$ as follows: $f(S, u, v)$ is the length of the shortest path in the graph induced by $S$ that starts in $u$, ends in $v$ and visits all vertices in $S$ exactly once. Let $N(u)$ be the set of neighbours of $u$ in $G$. We can calculate $f(S, u, v)$ by the following recurrence:

$$f(S, u, v) = \min_{t \in N(u) \cap S} \{w(u, t) + f(S \setminus \{u\}, t, v)\}, \quad f(\{v\}, v, v) = 0. \quad (5)$$

Note that $f(S, u, v)$ can also be calculated recursively by splitting $S$ into two sets. Let $k \in [2, |S| - 1]$ be some fixed number, then

$$f(S, u, v) = \min_{X \subseteq S, |X| = k} \min_{t \in X} \{f(X, u, t) + f((S \setminus X) \cup \{t\}, t, v)\}. \quad (6)$$

Let $\alpha \in (0, 1/2]$ be a parameter of the algorithm to be specified later.
Algorithm 2 Quantum algorithm for Travelling Salesman

**TravellingSalesman** (graph $G$, edge weights $w$): length of the shortest Hamiltonian cycle.

1. Calculate the values of $f(S, u, v)$ for all $|S| \leq (1 - \alpha)n/4$ classically using dynamic programming with Eq. (5) and store them in memory.

2. Run quantum minimum finding over all subsets $S \subset V$ such that $|S| = n/2$ to find the answer,

\[ \min_{S \subset V \mid |S| = n/2} \min_{u,v \in S \mid u \neq v} \{ f(S, u, v) + f((V \setminus S) \cup \{u, v\}, v, u) \}. \]

To calculate $f(S, u, v)$ for $|S| = n/2$, run quantum minimum finding for Eq. (6) with $k = n/4$.
To calculate $f(S, u, v)$ for $|S| = n/4$, run quantum minimum finding for Eq. (6) with $k = \alpha n/4$.
For any $S$ such that $|S| = \alpha n/4$ or $|S| = (1 - \alpha)n/4$, we know $f(S, u, v)$ from the classical preprocessing.

5.1 Running Time

The classical preprocessing requires time

\[ O^*(\left\lfloor \frac{n}{(1 - \alpha)n/4} \right\rfloor) = O^*(2^{H(\frac{1-\alpha}{4})n}). \]

The complexity of the quantum part is

\[ O^*(\sqrt{\left\lfloor \frac{n}{n/2} \right\rfloor} \left\lfloor \frac{n/2}{n/4} \right\rfloor \left\lfloor \frac{n/4}{\alpha n/4} \right\rfloor) = O^*(2^{\frac{1}{2}(1+\frac{1}{2}+\frac{H(\alpha)}{4})n}). \]

The overall complexity is minimized when both parts are equal. The optimal choice for $\alpha$ then is approximately 0.055362. The running time of the algorithm then is $O^*(2^{0.768595n}) = O^*(1.727391 \ldots n)$. Arithmetic operations on integers give additional $O(\log L)$ multiplicative factor.

Splitting the vertex set $V$ into more than 2 sets results in a worse running time, and taking more than three levels of recursion does not seem to give any improvements.

5.2 Feedback Arc Set

Here we show another application of the presented algorithm. It can be immediately extended to the problem DIRECTED FEEDBACK ARC SET. In this problem we are given a directed graph $G = (V, E)$ and the task is to find the smallest subset of edges $F \subseteq E$ such that the graph $G' = (V, E \setminus F)$ is acyclic. Let us call $F$ the minimum feedback arc set.

Let us formulate the recursive formula for this problem such that we can apply the Travelling Salesman Problem algorithm. Consider any partition of $V$ into two sets $A$ and $B$ of size $k$ and $n - k$, respectively. We require that in the acyclic graph $G'$ there are no edges going from $B$ to $A$, i.e., $A$ is before $B$ in the topological order of $G'$. The minimum feedback sets for the sets $A$ and $B$ can be computed independently. Let $f(S)$ be the size of the minimum feedback arc set of $G$ induced on $S$. Then we can compute this value by the following recurrence:

\[ f(S) = \min_{A \subseteq S \mid |A| = k} \{ f(A) + f(S \setminus A) + |\{(a, b) \in E \mid a \in A, b \in B\}| \}. \]
We can use this recurrence for the quantum algorithm in the same way the TravellingSalesman algorithm utilizes Eq. (6). Hence, we have the following result.

**Corollary 9.** There is a bounded-error quantum algorithm that solves Directed Feedback Arc Set in time \(O^*(1.728^n)\).

The best known classical algorithm for this problem is an \(O^*(2^n)\) time application of dynamic programming [Bod+12].

6 Set Cover

In this section, we show a quantum speedup for Set Cover using an idea similar to the Travelling Salesman algorithm.

**Theorem 10.** There is a bounded-error quantum algorithm that solves Set Cover in time \(O(poly(m, n)1.728^n)\).

Let \(C \subseteq S\) be a minimum set cover of \(\mathcal{U}\). We call a set \(P\) its partial cover if \(P = \bigcup_{S \in C'} S\) for some \(C' \subseteq C\). Let \(d = \beta n\) be a parameter of the algorithm, \(0 < \beta < 1\). We also define bands for \(i \in \{1, 2, 3\}\),

\[B_i = \{X \subseteq \mathcal{U} \mid |X| - w_i n \leq d/2\},\]

where \(w_3 = 1/2, w_2 = 1/4\) and \(w_1 = \alpha/4\) for some parameter \(\alpha \in (0, 1/2]\) to be specified later.

The main idea of the algorithm is that if \(|S| \leq d\) for all sets \(S \in S\), then each of the bands contains a partial cover of any minimum set cover. Then for each band, we can search for the best partial cover using Grover’s search. This is done similarly as in the Travelling Salesman algorithm.

Let \(f(\mathcal{U}, S)\) to be the size of the minimum set cover of \(\mathcal{U}\) using sets of \(S\). The algorithm relies on the following fact.

**Proposition 11.** If \(P\) is a partial cover of a minimum set cover of \(\mathcal{U}\) using sets of \(S\), then

\[f(\mathcal{U}, S) = f(P, S) + f(\mathcal{U} \setminus P, S).\]

*Proof.* Suppose that \(P\) is a partial cover of a minimum set cover \(C\). Let \(C(P) = \{S \in C \mid S \subseteq P\}\) and \(C(\mathcal{U} \setminus P) = C \setminus C(P)\). Also, let \(C'(P)\) and \(C'(\mathcal{U} \setminus P)\) be the minimum covers of \(P\) and \(\mathcal{U} \setminus P\) using \(S\), respectively. Since \(|C'(P)| \leq |C(P)|\) and \(|C'(\mathcal{U} \setminus P)| \leq |C(\mathcal{U} \setminus P)|\), we have \(f(P, S) + f(\mathcal{U} \setminus P, S) \leq |C|\). Moreover, \(C' = C'(P) \cup C'(\mathcal{U} \setminus P)\) is a set cover of \(\mathcal{U}\), therefore it is also a minimum set cover. \(\square\)

If there are sets \(S\) such that \(|S| > d\), we recursively solve the minimum set cover of \(\mathcal{U} \setminus S\) using sets \(S \setminus \{S\}\). Let \(N\) be the number of elements of \(\mathcal{U}\) in the very first call of the algorithm. Suppose that the quantum algorithm above runs in time \(O^*(\delta^n)\) for some \(\delta = 2^c\). Then if at any point \(|\mathcal{U}|\) becomes less than \(cN\), we run the classical dynamic programming algorithm instead (which runs in time \(O^*(2^n)\)).
Algorithm 3 Quantum algorithm for Set Cover

\textbf{MinCover}(universe } U, \text{ collection of sets } S \subseteq 2^U): \text{ the size } |C| \text{ of a minimum set cover } C \subseteq S \text{ of } U.

1. If } n = |U| < cN, \text{ find the minimum set cover using classical dynamic programming and return the answer.}

2. Iterate over all sets } S \in S. \text{ For all sets } S \text{ such that } |S| \geq d = \beta n, \text{ find } \textbf{MinCover}(U \setminus S, \{T \setminus S \mid T \in S, T \setminus S \neq \emptyset\}).

3. Remove all sets } |S| > d \text{ from } S. \text{ Since now all sets have size at most } d, \text{ each band } B_i \text{ must contain a partial cover of any minimum set cover.}

4. Calculate the size of the minimum set cover } f(P, S) \text{ for all sets } |P| \leq (1 - \alpha)n/4 + d/2 \text{ using classical dynamic programming.}

5. Run quantum minimum finding over subsets } P \in B_3 \text{ to find the answer,}

\[ f(U, S) = \min_{P \in B_3} \{ f(P, S) + f(U \setminus P, S) \}. \]

Note that } U \setminus P \in B_3. \text{ To calculate } f(P, S) \text{ for a set } P \in B_i \text{ such that } i \in \{2, 3\}, \text{ run quantum minimum finding over the subsets of } P \text{ in } B_{i-1} \text{ to find}

\[ f(P, S) = \min_{Q \subseteq P} \{ f(Q, S) + f(P \setminus Q, S) \}. \]

If } ||P| - \alpha n/4| \leq d/2 \text{ (that is, if } P \in B_1) \text{ or } ||P| - (1 - \alpha)n/4| \leq d/2, \text{ then } f(P, S) \text{ is known from the preprocessing Step 4.}

6. Pick the best solution from Steps 2 and 5 and return the answer.

6.1 Running Time

First, we estimate the maximum depth of the recursion } t. \text{ If the algorithm is called recursively at Step 2, the number of elements in the universe decreases by } d = \beta n. \text{ Hence we must have } (1 - \beta)^t N < cN, \text{ which implies that } t < \log_{1 - \beta} c = O(1). \text{ Hence for a fixed } \beta, \text{ the depth of the recursion is constant.}

At each recursive call, there is a poly(m, n) cost of iterating over subsets from } S \text{ or iterating over elements of some } S \in S. \text{ Therefore, there is only a poly(m, n)^t = poly(m, n) additional subexponential multiplicative cost.}

If the algorithm terminates at Step 1, then it runs in } 2^{cn} = \delta^n \text{ exponential time. Recall that } \delta^n \text{ is also the exponential complexity of the main quantum subroutine. We now estimate } \delta. \text{ The classical preprocessing in Step 4 requires exponential time}

\[ \left( \leq (1 - \alpha)n/4 + d/2 \right)^n \leq 2^{H(\frac{1 - \alpha}{4} + \frac{d}{2})n}. \]
The quantum subroutine in Step 5 requires exponential time at most

\[
\sqrt{\left( \sum_{i=-d/2}^{d/2} \left( \frac{n}{n/2 + i} \right) \right) \left( \sum_{i=-d/2}^{d/2} \left( \frac{n/2 + d/2}{n/4 + i} \right) \right) \left( \sum_{i=-d/2}^{d/2} \left( \frac{n/4 + d/2}{\alpha n/4 + i} \right) \right)}
\]

\leq \sqrt{\left( \frac{n}{n/2 + d/2} \right) \left( \frac{n/2 + d/2}{n/4 + d/2} \right) \left( \frac{n/4 + d/2}{\alpha n/4 + d/2} \right)}
\leq 2^{\frac{1}{2} \left( 1 + \frac{1+\beta}{2} + \log \left( \frac{\alpha+2\beta}{1+2\beta} \right) \right) n}.

If we set \( \beta \) to be negligibly small and then balance the preprocessing and quantum running times, we obtain the same solution for \( \alpha \) as for the TravellingSalesman algorithm in Section 5.1, \( \alpha = 0.055362 \). The running time of the algorithm then is \( O(\text{poly}(m,n)2^{0.788595n}) = O(\text{poly}(m,n)1.727391...)) \).
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