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Abstract. The paper is devoted to metric connections with parallel skew-symmetric torsion in Lorentzian signature. This is motivated by recent progress in the Riemannian signature and by possible applications to supergravity theories. We provide a complete information about holonomy algebras, torsion and curvature of the considered connections up to the corresponding objects from the Riemannian signature. Various examples are constructed. It is shown how to construct all simply connected Lorentzian naturally reductive homogeneous spaces of arbitrary dimension from Riemannian naturally reductive homogeneous spaces. This leads to complete classification of Lorentzian naturally reductive homogeneous spaces in low dimensions.

Keywords: Lorentzian manifold; parallel skew-symmetric torsion; holonomy; naturally reductive homogeneous space; type II supergravity.

Contents

1. Introduction 1
2. Preliminaries 2
3. Connections with parallel isotropic vector field \( p \) and torsion \( p \wedge \omega \) 5
4. On the reducible case 10
5. A construction 11
6. Reducible case: \( L \) is vertical and \( \dim L \geq 4 \) 15
7. Reducible case: \( \dim L \geq 4 \) 19
8. Reducible case: \( \dim L = 2, 3 \) 24
9. Summary 26
10. Naturally reductive homogeneous spaces 26
References 35

1. Introduction

During the last decades a careful attention of many researchers was taken to Riemannian connections with torsion and related geometric structures, in particular the holonomy, e.g., [1] [2] [3] [4]. An important special case is provided by connections with parallel skew-symmetric torsion, these include, e.g., naturally reductive homogeneous spaces, Sasakian and 3-Sasakian manifolds, nearly Kähler manifolds and some other. Riemannian naturally reductive homogeneous spaces are classified up to dimension 8 [24] [20] [4] [26]. Irreducible holonomy groups of Riemannian metric

\[1\] Department of Mathematics and Statistics, Masaryk University, Faculty of Science, Kotlářská 2, 611 37 Brno, Czech Republic.

\[2\] University of Hradec Králové, Faculty of Science, Rokitanského 62, 500 03 Hradec Králové, Czech Republic.

E-mail: anton.galaev(at)uhk.cz.
connections with parallel skew-symmetric torsion were studied in [13]. The general case cannot be reduced to the case of irreducible holonomy and this situation was studied very recently in [12].

Metric connections with skew-symmetric torsion play an important role in mathematical physics (string theory, supergravity theory), see [14, 16, 23] and the references therein. A sector of the Killing spinor and field equations of certain supergravity theories in dimensions 6 and 10 may be written in the form

\[ \nabla \Psi = 0, \quad (H - 2d\Phi) \cdot \Psi = 0, \quad \text{Ric} \nabla + 2\nabla^d d\Phi = 0, \]

where \( \nabla \) is a Lorentzian metric connection with skew-symmetric torsion \( H \), \( \Psi \) is a spinor field, and \( \Phi \) is a function. The holonomy group of the connection \( \nabla \) controls parallel object and the Ricci tensor, hence it may provide information about the solutions. In type II string theory one investigates manifolds \( N^k \times M^{10-k} \), where \( N^k \) is a \( k \)-dimensional space-time and \( M^{10-k} \) is a Riemannian manifolds equipped with a 3-form \( H \) defining the connection \( \nabla \). It is also interesting to consider more general backgrounds with the 3-form \( H \) defined on the entire Lorentzian manifold, this would give new interesting solutions exploiting the Lorentzian nature of the backgrounds [14, 28].

In the present paper we consider Lorentzian manifolds \((M, g)\) with metric connections \( \nabla \) that have parallel skew-symmetric torsion \( T \). First in Section 3 we show that if the holonomy algebra of \( \nabla \) is weakly irreducible, i.e., it does not preserve any non-degenerate subspace of the tangent space, and \( M \) is simply connected, then there exists a \( \nabla \)-parallel isotropic vector field \( p \), and the torsion is of the form \( p \wedge \omega \), where \( \omega \) is a parallel bivector on the screen bundle \( p^\perp / \langle p \rangle \).

Then we describe general structures carrying a parallel isotropic vector fields and having the just indicated torsion. It turns out that the vector field \( p \) is also parallel with respect to the Levi-Civita connection \( \nabla^g \). Thus the holonomy algebras of the connections \( \nabla^g \) and \( \nabla \) are contained in the Lie algebra \( \mathfrak{so}(n) \times \mathbb{R}^n \). We show that the projections of these algebras to \( \mathfrak{so}(n) \) coincide and provide examples of structures such that the projections of the holonomy algebras to \( \mathbb{R}^n \) do not coincide. Examples of the spaces considered here include flat Lorentzian connections with closed torsion as well as regular homogeneous plane waves. Then in Section 4 we start to assume that the holonomy algebra \( \mathfrak{g} \) preserves an orthogonal decomposition \( L \oplus E \) of the tangent space and the induced representation of \( \mathfrak{g} \) in \( L \) is weakly irreducible. In Sections 6, 7, 8 we give a detailed description of the holonomy algebras and the corresponding torsion and curvature. We provide various examples. We use the results from [12] to show that in some cases the manifold is foliated by manifolds of smaller dimension and locally on the leaf space one obtains an induced metric connection with parallel skew-symmetric torsion. At the same time, we show that not all statements proved in [12] for Riemannian manifolds are valid for Lorentzian manifolds.

In Section 10 we study simply connected Lorentzian naturally reductive homogeneous spaces. Previously such spaces were classified in dimension 3, see [11, 19], and 4, see [5, 10]. Using the above results we show how to construct all simply connected Lorentzian naturally reductive homogeneous spaces of arbitrary dimension from Riemannian naturally reductive homogeneous spaces. We consider in details the spaces of dimension 3, 4, and 5.

Acknowledgements. The authors are thankful to Ilka Agricola, Ioannis Chrysikos, Carlos Shahbazi for useful discussions and to the anonymous referee for valuable comments and suggestions that have significantly improved the article. This work was supported from Operational Programme Research, Development and Education – “Project Internal Agency of Masaryk University” (No. CZ.02.2.69/0.0/0.0/19J073/0016943). A.G. acknowledges institutional support of University of Hradec Králové.

2. Preliminaries

Let us collect basic information about metric connections with parallel skew-torsion, which may be found, e.g., in [1, 2, 4, 12]. Consider a triple \((M, g, \nabla)\), where \( g \) is a pseudo-Riemannian metric on a smooth manifold \( M \), and \( \nabla \) is a metric connection on \( M \) with parallel skew-symmetric
torsion $T$, i.e., it holds that

$$\nabla g = 0, \quad \nabla T = 0, \quad g(T(X,Y), Z) = -g(T(X,Z), Y).$$

The connection $\nabla$ is related to the Levi-Civita connection $\nabla^g$ by the equality

$$\nabla = \nabla^g + \frac{1}{2} T.$$  

Following [12] we call the triple $(M, g, \nabla)$ a geometry with parallel skew-symmetric torsion. We will denote such geometry also by $(M, g, T)$. We will consider $T$ as a tensor field of different types. By abuse of notation we will write

$$T(X,Y,Z) = g(T(X,Y), Z) = g(T(X)Y, Z).$$

Similar notation will be used for all differential $k$-forms. We will identify bivectors with skew-symmetric endomorphisms using the equality

$$(X \wedge Y)Z = g(X, Z)Y - g(Y, Z)X.$$  

The curvature tensors of the connection $\nabla$ and the Levi-Civita connection are related by the formula

$$(1) \quad R(X,Y) = R^g(X,Y) + \frac{1}{4}[T(X), T(Y)] - \frac{1}{2} T(T(X)Y).$$

This implies

$$(2) \quad g(R(X,Y)Z, W) = g(R(Z, W)X, Y).$$

The equality

$$\sigma_T(X,Y,Z) = \mathcal{S}_{X,Y,Z} T(T(X,Y), Z)$$

defines a 4-form $\sigma_T$. It holds also that

$$(3) \quad (T(X) \cdot T)(Y, Z, V, X) = \sigma_T(Y, Z, V, X).$$

The condition $\nabla T = 0$ implies

$$(4) \quad dT = 2\sigma_T, \quad \nabla^g T = \frac{1}{2} \sigma_T,$$

and the first Bianchi identity may be written in the form

$$(5) \quad \mathcal{S}_{X,Y,Z} R(X,Y)Z = \sigma_T(X,Y,Z).$$

Let $(M, g, \nabla)$ be a geometry with parallel skew-symmetric torsion. Let $\mathfrak{g}$ be the holonomy algebra of the connection $\nabla$ at a point $x \in M$. We identify the tangent space $(T_x M, g_x)$ with the pseudo-Euclidean space $(\mathbb{R}^{r,s}, (\cdot, \cdot))$. Then $\mathfrak{g}$ is identified with a subalgebra of $\mathfrak{so}(r, s)$.

Let $\mathfrak{g}$ be an arbitrary subalgebra of $\mathfrak{so}(r, s)$. Let $T \in \wedge^2 \mathbb{R}^{r,s} \otimes \mathbb{R}^{r,s}$ be a tensor. The space of curvature tensors $\mathcal{R}^T(\mathfrak{g})$ with torsion $T$ is defined as the space of maps $R \in \wedge^2 \mathbb{R}^{r,s} \otimes \mathfrak{g}$ satisfying the first Bianchi identity $[3]$. If $T = 0$, we denote the space $\mathcal{R}^T(\mathfrak{g})$ just by $\mathcal{R}(\mathfrak{g})$. Let $\mathcal{L}(\mathcal{R}^T(\mathfrak{g}))$ be the vector subspace in $\mathfrak{g}$ spanned by images of the elements from $\mathcal{R}^T(\mathfrak{g})$. We call a subalgebra $\mathfrak{g} \subset \mathfrak{so}(r, s)$ a Berger algebra with torsion $T$ if $\mathcal{L}(\mathcal{R}^T(\mathfrak{g})) = \mathfrak{g}$.

**Proposition 1.** Let $(M, g)$ be a pseudo-Riemannian manifold and $\nabla$ a metric connection on $(M, g)$ with parallel torsion (not necessary skew-symmetric). If $\mathfrak{g} \subset \mathfrak{so}(r, s)$ is the holonomy algebra of the connection $\nabla$ at a point $x \in M$, then $\mathfrak{g}$ is a Berger algebra with the torsion $T_x$.

**Proof.** Denote the curvature tensor of the connection $\nabla$ by $R$. By the Ambrose-Singer theorem on holonomy, the holonomy algebra $\mathfrak{g}$ of the connection $\nabla$ at the point $x \in M$ is spanned by the endomorphisms of $T_x M$ of the form

$$\tau_\gamma^{-1} R g(X,Y) \tau_\gamma,$$
for all piecewise smooth curves $\gamma$ starting at the point $x$ and all vectors $X,Y \in T_yM$, where $y$ is the end-point of the curve $\gamma$. Here $\tau_{\gamma}$ denotes the parallel transport along the curve $\gamma$. Since $\nabla T = 0$, it holds that $\tau_{\gamma}^{-1}T_y(\tau_{\gamma}X,\tau_{\gamma}Y) = T_x(X,Y)$. Using this and the Bianchi identity we get

\[
\nabla_{\gamma}^{-1} R_y(\tau_{\gamma}X,\tau_{\gamma}Y)\tau_{\gamma}Z = \nabla_{\gamma}^{-1} T_y(\tau_{\gamma}X,\tau_{\gamma}Y,\tau_{\gamma}Z) =
\]

\[
= \nabla_{\gamma}^{-1} T_y(\tau_{\gamma}T_x(X,Y),\tau_{\gamma}Z) = \nabla_{\gamma} T_x(T_x(X,Y),Z).
\]

This shows that the map defined by

\[
(X,Y) \mapsto \tau_{\gamma}^{-1} R_y(\tau_{\gamma}X,\tau_{\gamma}Y)\tau_{\gamma}
\]

is an element of $\mathcal{R}^T_{\gamma}(g)$. This completes the proof. \hfill \Box

Note that if $\mathcal{R}^T(g)$ is non-empty, then it is an affine space with the corresponding vector space $\mathcal{R}(g)$. In particular, if $\mathcal{R}(g) = 0$, then $\mathcal{R}^T(g)$ is either empty or contains only one element. The following statement is known [13, Lemma 5.6], we prove it for completeness.

**Corollary 1.** In the settings of the proposition, if $\mathcal{R}(g) = 0$, i.e., the space $\mathcal{R}^{T_{\gamma}}(g)$ contains only one element, then $\nabla R = 0$.

**Proof.** The fact that $R_x$ as well as all elements $\tau^{-1} R_y(X,Y)\tau_{\gamma}$ belong to $\mathcal{R}^{T_{\gamma}}(g)$ implies that $\tau^{-1} R_y(X,Y)\tau_{\gamma} = R_x$, i.e., $R$ is $\nabla$-parallel. \hfill \Box

An important class of geometries with parallel skew-symmetric torsion form naturally reductive pseudo-Riemannian homogeneous spaces. Here we are following the exposition from the book [10]. By the Ambrose-Singer theorem for homogeneous structures, a connected simply connected complete pseudo-Riemannian manifold $(M,g)$ is a reductive homogeneous manifold if and only if $(M,g)$ admits a connection $\nabla$ such that it holds

\[
\nabla g = 0, \quad \nabla R = 0, \quad \nabla T = 0.
\]

Such a connection $\nabla$ is called an Ambrose-Singer connection (AS-connection). Suppose that $(M,g)$ is reductive homogeneous and fix an AS-connection $\nabla$. Fix a point $o \in M$ and denote by $m$ the tangent space $T_oM$. Let $g \subset \mathfrak{so}(m)$ be the holonomy algebra of the connection $\nabla$ at the point $o$. Since the curvature tensor of the connection $\nabla$ is parallel, by the Ambrose-Singer theorem on holonomy,

\[
g = \text{im } R_o = R_o(m,m) = \text{span}\{R_o(X,Y)||X,Y \in m\}.
\]

Since $R$ and $T$ are $\nabla$-parallel, it holds

\[
(6) \quad g \cdot R_o = g \cdot T_o = 0.
\]

The first and the second Bianchi identities take the form

\[
(7) \quad \nabla_{X,Y} R_o(X,Y)\tau_{\gamma}Z = \nabla_{X,Y} T_o(T_o(X,Y),Z),
\]

\[
(8) \quad \nabla_{X,Y} R_o(T_o(X,Y),Z) = 0.
\]

Consider the vector space

\[
(9) \quad \mathfrak{f} = g \oplus m.
\]

The above equalities show that the assignment

\[
[A,B] = [A,B]_g, \quad [A,X] = AX,
\]

\[
[X,Y] = -R_o(X,Y) - T_o(X,Y), \quad A, B \in g, \quad X, Y \in m
\]

defines the Lie bracket on $\mathfrak{f}$ (here $[\cdot,\cdot]_g$ is the Lie bracket of the Lie algebra $g$). It is clear that the decomposition (9) is reductive. The Lie algebra $g$ is called the transvection algebra of the structure $(M,g,\nabla)$.

Suppose now that a Lie algebra $\mathfrak{f}$ with a reductive decomposition (9) is given. Let $F$ be the simply connected Lie group with the Lie algebra $\mathfrak{f}$. Let $G \subset F$ be the connected Lie subgroup corresponding to the subalgebra $g \subset \mathfrak{f}$. The reductive decomposition (9) is called regular if the
subgroup $G \subset F$ is closed. This is the case if $f$ is a transvection algebra. Suppose that
the reductive decomposition (10) is regular and it holds $[m,m]_g = g$, where
$$[m,m]_g = \text{span}\{[X,Y]_g | X, Y \in m\},$$
and $[\cdot,\cdot]_g$ denotes the projection of the Lie bracket to $g$. Suppose that the representation of $g$ in $m$
is faithful, and there is a $g$-invariant pseudo-Euclidean metric on the vector space $m$. These data
define the reductive homogeneous space $(F/G, g)$. Let $\nabla$ be the canonical connection on $(F/G, g)$.
The curvature tensor and the torsion of $\nabla$ are parallel with respect to $\nabla$. The tangent space at
the origin $o \in F/G$ is identified with $m$ and it holds
$$R_o(X, Y) = -[X, Y]_g, \quad T_o(X, Y) = -[X, Y]_m, \quad X, Y \in m.$$\hspace{0.5cm} (10)
Under that construction, if $f$ is the transvection algebra of a structure $(M, g, \nabla)$, then the just
constructed structure $(F/G, g, \nabla)$ is canonically isomorphic to the initial $(M, g, \nabla)$. The triple
$(m, R_o, T_o)$ is called the infinitesimal model of the transvection algebra $f$ (or of the corresponding
reductive homogeneous space).
Finally, a reductive pseudo-Riemannian homogeneous space $(F/G, g)$ with a reductive decomposition (11)
is called naturally reductive if it holds that
$$g_o([X, Y]_m, Z) = -g_o([X, Z]_m, Y), \quad \forall X, Y, Z \in m,$$
where $[X,Y]_m$ is the projection of $[X,Y]$ to $m$. The AS-connections corresponding to naturally
reductive homogeneous spaces are exactly these with skew-symmetric torsion.

3. Connections with parallel isotropic vector field $p$ and torsion $p \land \omega$

In this section we show that if the manifold $M$ is simply connected and the holonomy algebra
of a structure $(M, g, \nabla)$ is weakly irreducible, then on $M$ there exists a $\nabla$-parallel isotropic vector
field $p$, and the torsion is of the from $p \land \omega$ for a certain bivector $\omega$. Then we study general
structures $(M, g, \nabla)$ admitting $\nabla$-parallel isotropic vector fields $p$ and having the torsion $p \land \omega$.
Recall that a subalgebra of a pseudo-orthogonal algebra is called weakly irreducible if it does
not preserve any proper non-degenerate subspace of the pseudo-Euclidean space. For a subalgebra
of the orthogonal algebra this condition is equivalent to the irreducibility. Irreducible holonomy
algebras of metric connections with parallel skew torsion in the Riemannian signature were studied in [13].

Let us recall the classification of weakly irreducible subalgebras $g \subset \mathfrak{so}(1, n + 1)$, $n \geq 1$ [7].
If $g$ is irreducible, then $g = \mathfrak{so}(1, n + 1)$. It is clear that if $g = \mathfrak{so}(1, n + 1)$ is the holonomy
algebra of a connection with non-zero parallel skew torsion, then $n = 1$, and the torsion form is
proportional to the volume form. By this reason we assume that $g$ is weakly irreducible and not
irreducible. In this case $g$ preserves an isotropic line in $\mathbb{R}^{1,n+1}$. Fix a Witt basis $p, e_1, \ldots, e_n, q$
of the Minkowski space $\mathbb{R}^{1,n+1}$. We will denote by $\mathbb{R}^n$ the vector subspace of $\mathbb{R}^{1,n+1}$ spanned
by the vectors $e_1, \ldots, e_n$. With respect to the basis $p, e_1, \ldots, e_n, q$ the subalgebra of $\mathfrak{so}(1, n + 1)$
preserving the isotropic line $\mathbb{R}p$ has the following matrix form:
$$\mathfrak{so}(1, n + 1)_{\mathbb{R}p} = \left\{ \begin{pmatrix} a & -X^t & 0 \\ 0 & A & X \\ 0 & 0 & -a \end{pmatrix} \right| \begin{cases} a \in \mathbb{R} \\ A \in \mathfrak{so}(n) \\ X \in \mathbb{R}^n \end{cases} \right\}.$$\hspace{0.5cm}
The above matrix may be identified with the bivector
$$-ap \land q + A + p \land X,$$
and we get the decomposition

$$\mathfrak{so}(1, n + 1)_{\mathbb{R}p} = (\mathbb{R}p \land q \oplus \mathfrak{so}(n)) \times p \land \mathbb{R}^n.$$

There are four types of weakly irreducible subalgebras $g \subset \mathfrak{so}(1, n + 1)_{\mathbb{R}p}$:

Type 1. $g^{1,h} = (\mathbb{R}p \land q \oplus \mathfrak{h}) \ltimes p \land \mathbb{R}^n$,
Type 2. $g^{2,h} = \mathfrak{h} \ltimes p \land \mathbb{R}^n$,
Type 3. $g^{3,h,\varphi} = \{ \varphi(A)p \land q + A | A \in \mathfrak{h} \} \ltimes p \land \mathbb{R}^n$,
Type 4. $g^{4,h,m,\psi} = \{ A + p \land \psi(A) | A \in \mathfrak{h} \} \ltimes p \land \mathbb{R}^m$. 


Here $\mathfrak{h} \subset \mathfrak{so}(n)$ is a subalgebra, $\varphi : \mathfrak{h} \to \mathbb{R}$ is a non-zero linear map with the property $\varphi[\mathfrak{h},\mathfrak{h}] = 0$. For the last algebra there exists an orthogonal decomposition $\mathbb{R}^n = \mathbb{R}^m \oplus \mathbb{R}^{n-m}$ such that $\mathfrak{h} \subset \mathfrak{so}(m)$, and $\psi : \mathfrak{h} \to \mathbb{R}^{n-m}$ is a surjective linear map with $\psi[\mathfrak{h},\mathfrak{h}] = 0$. The subalgebra $\mathfrak{h} \subset \mathfrak{so}(n)$ coincides with the $\mathfrak{so}(n)$-projection of $\mathfrak{g}$ and it is called the orthogonal part of $\mathfrak{g}$.

Let $(M,g,\nabla)$ be a Lorentzian geometry with non-zero parallel skew-symmetric torsion $T$, $\dim M = 3$ and suppose that the holonomy algebra of $\nabla$ is weakly irreducible. Then $T$ is proportional to the volume form, and $\mathfrak{g} \subset \mathfrak{so}(1,2)$ is one of the Lie algebras $\mathfrak{so}(1,2)$, $\mathbb{R}p \wedge q \ltimes \mathbb{R}p \wedge e_1$, $\mathbb{R}p \wedge e_1$. Thus we may assume that $\dim M \geq 4$.

**Lemma 1.** Let $\mathfrak{g} \subset \mathfrak{so}(1,n+1)e_p$ be a weakly irreducible subalgebra, where $n \geq 2$. Suppose that $\mathfrak{g}$ annihilates a non-zero 3-vector $S \in \wedge^3 \mathbb{R}^{1,n+1}$. Then $\mathfrak{g}$ is either of type 2 or 4, i.e., it annihilates the isotropic vector $p$. Moreover, it holds

$$S = p \wedge \omega,$$

where $\omega \in \wedge^2 \mathbb{R}^n$, and the subalgebra $\mathfrak{h} \subset \mathfrak{so}(n)$ annihilates $\omega$.

**Proof.** Consider as above a Witt basis $p,e_1,\ldots,e_n,q$ of the Minkowski space $\mathbb{R}^{1,n+1}$. Any 3-vector $S \in \wedge^3 \mathbb{R}^{1,n+1}$ may be decomposed as

$$(11) \quad S = p \wedge q \wedge X + p \wedge \omega + q \wedge \eta + \xi,$$

where $X \in \mathbb{R}^n$, $\omega,\eta,\xi \in \wedge^2 \mathbb{R}^n$, $\xi \in \wedge^3 \mathbb{R}^n$. For weakly irreducible algebras of each of the four types we will consider the equation

$$\mathfrak{g} \cdot S = 0.$$

First consider 3-vectors that are annihilated by $p \wedge V$, where $V \in \mathbb{R}^n$ is non-zero:

$$(12) \quad (p \wedge V) \cdot S = p \wedge V \wedge X + V \wedge \eta + p \wedge q \wedge \eta(V) - p \wedge \xi(V) = 0.$$

This is equivalent to the following system of equations:

$$V \wedge X = \xi(V), \quad \eta(V) = 0, \quad V \wedge \eta = 0.$$

Substituting $V$ to the third equation, we get

$$0 = (V \wedge \eta)(V) = (V,V)\eta = 0.$$

This implies $\eta = 0$. Substituting $V$ to the first equation we get $(V,V)X = 0$. Thus, $X = 0$ and the only remaining equation is $\xi(V) = 0$. This equation holds true if and only if $\xi \in \wedge^3(V^\perp)$. Concluding, a 3-vector $S$ on $\mathbb{R}^{1,n+1}$ is annihilated by an element $p \wedge V$, where $V \in \mathbb{R}^n$ if and only if $S$ has the form

$$S = p \wedge \omega + \xi,$$

where $\omega \in \wedge^2 \mathbb{R}^n$, $\xi \in \wedge^3(V^\perp)$. Therefore, a 3-vector $S$ is annihilated by $\mathfrak{g}^{2,b}$ or $\mathfrak{g}^{4,b,\psi}$ only if $S = p \wedge \omega$, where $\omega \in \wedge^2 \mathbb{R}^n$ is annihilated by $\mathfrak{h}$. Next, it holds that

$$(p \wedge q) \cdot (p \wedge \omega) = -p \wedge w.$$

Therefore, there are no non-zero 3-vectors annihilated by the algebras of types 1 and 3. \qed

Let $(M,g,\nabla)$ be a Lorentzian geometry with non-zero parallel skew-symmetric torsion $T$. Suppose that there exists a $\nabla$-parallel isotropic vector field $p$. Since the metric $g$ is $\nabla$-parallel, the distribution $p^\perp$ is $\nabla$-parallel. The bundle $E = p^\perp / \langle p \rangle$ is called the screen bundle, see, e.g., [22]. There is the obvious projection $p^\perp \to E$. The connection $\nabla$ induces a connection $\nabla^E$ on $E$: if $X$ is a vector field on $M$ and $Y$ is a section of $E$, then $\nabla^E_X Y$ is the projection to $E$ of the vector field $\nabla_X \tilde{Y}$, where $\tilde{Y}$ is an arbitrary section of $p^\perp$ such that its projection to $E$ is $Y$.

**Corollary 2.** Let $(M,g,\nabla)$ be a Lorentzian geometry with non-zero parallel skew-symmetric torsion $T$, $\dim M = n + 2 \geq 4$. Let $\mathfrak{g}$ be the holonomy algebra of $\nabla$. Suppose that $\mathfrak{g}$ is weakly irreducible and suppose that $M$ is simply connected. Then on $M$ there exists a $\nabla$-parallel isotropic vector field $p$ and a $\nabla^E$-parallel bivector $\omega$ on the screen bundle $E = p^\perp / \langle p \rangle$ such that for $T$ it holds

$$T = p \wedge \omega.$$
Motivated by the corollary, in the rest of this section we consider a Lorentzian geometry 
\((M, g, \nabla)\) carrying a \(\nabla\)-parallel isotropic vector field \(p\) such that the torsion is given by a 3-vector

\[ T = p \wedge \omega, \]

where \(\omega \in \wedge^2 E\) is a \(\nabla^E\)-parallel bivector on the screen bundle \(E = p^\perp / \langle p \rangle\).

It holds that

\[ T(X,Y) = g(p, X)\omega(Y) - g(p, Y)\omega(X) + \omega(X,Y)p \]

for all vector fields \(X\) and \(Y\) on \(M\).

The curvature tensor of \(\nabla\) takes the form

\[ R(X,Y) = R^g(X,Y) + \frac{1}{4} p \wedge (g(p, Y)\omega^2(X) - g(p, X)\omega^2(Y)). \]

From (3) it follows that

\[ \sigma_T = 0. \]

This and the Bianchi identity imply that the holonomy algebra \(g\) of the connection \(\nabla\) is a Berger algebra with zero torsion, and consequently \(g\) is the holonomy algebra of the Levi-Civita connection on a Lorentzian manifold, see, e.g., [17]. From (3) it follows also that \(T\) is parallel with respect to the Levi-Civita connection:

\[ \nabla^g T = 0. \]

From (1) it follows that

\[ dT = 0. \]

It can be shown that conversely each indecomposable Lorentzian geometry with closed torsion is of the type considered in this section.

Next, the vector field \(p\) is parallel with respect to \(\nabla^g\):

\[ \nabla^g p = \nabla_X p - \frac{1}{2} T(X, p) = 0. \]

This shows that \((M, g)\) is a Walker manifold with a parallel isotropic vector field. Therefore, locally there are coordinates \(v, x^1, \ldots, x^n, u\) such that the metric \(g\) takes the form

\[ g = 2dvdu + h + 2Adu + H(du)^2, \]

where \(h = \sum_{i,j=1}^n h_{ij}(x^1, \ldots, x^n, u)dx^idx^j\) is a \(u\)-family of local Riemannian metrics,
\(A = \sum_{i=1}^n A_i(x^1, \ldots, x^n, u)dx^i\) is a 1-form, and \(H = H(x^1, \ldots, x^n, u)\) is a local function (see, e.g., [6, 17]). The vector field \(\partial_u\) is isotropic and parallel. The 2-form \(\omega\) may be expressed as

\[ \omega = 2 \sum_{1 \leq i < j \leq n} \omega_{ij} dx^i \wedge dx^j. \]

We see that both the holonomy algebras of the connections \(\nabla\) and \(\nabla^g\) are contained in \(\mathfrak{so}(n) \times \mathbb{R}^n \subset \mathfrak{so}(1, n+1) \mathbb{R}p\). Now we are going to compare these holonomy algebras.

Consider the screen bundle

\[ E = p^\perp / \langle p \rangle. \]

Note that the bundle \(p^\perp\) is parallel with respect to both \(\nabla\) and \(\nabla^g\). Denote by \(\nabla^{g,E}\) the connection on \(E\) induced by \(\nabla^g\). The 2-form \(\omega\) on \(E\) is parallel with respect to both connections on \(E\). It holds that

\[ \nabla^{g,E}_X = \nabla^g_X, \quad \forall X \in \Gamma(p^\perp), \quad \nabla^{g,E}_u = \nabla^g_\partial_u + \frac{1}{2} \omega. \]

The holonomy algebra \(\mathfrak{hol}_x(\nabla^{g,E})\) coincides with the \(\mathfrak{so}(n)\)-projection of the holonomy algebra of the connection \(\nabla^g\) [22]. Likewise, it is not hard to check that \(\mathfrak{hol}_x(\nabla^E)\) coincides with the \(\mathfrak{so}(n)\)-projection of \(g\).

**Proposition 2.** The holonomy algebras \(\mathfrak{hol}_x(\nabla^E)\) and \(\mathfrak{hol}_x(\nabla^{g,E})\) coincide.
Proof. Let $\tilde{\nabla}$ be one of the connections $\nabla^E$ and $\nabla^{g,E}$. Recall that the covariant derivative of a field $F$ of endomorphisms of $E$ is given by

$$\tilde{\nabla}_XF = [\tilde{\nabla}_X, F].$$

Let $\mathcal{A}$ be the bundle defined in the following way:

$$\Gamma(\mathcal{A}) = \{ A \in \mathfrak{so}(E) \mid [A, \omega] = 0 \}.$$

It is obvious that the both connections $\nabla^{g,E}$ and $\nabla^E$ preserve this bundle, and, moreover, the restrictions of these connections to $\mathcal{A}$ coincide. Also it is obvious that the curvature tensors of the connections $\nabla^{g,E}$ and $\nabla^E$ on $E$ coincide and take their values in $\mathcal{A}$. By the Ambrose-Singer theorem on holonomy, the holonomy algebra $\mathfrak{hol}_x(\tilde{\nabla})$ is spanned by the operators of the form

$$\tau_x^{-1}(R^{\tilde{\nabla}}_E(X, Y)),$$

where $\gamma$ is a piecewise smooth curve starting at $x$ with an end-point $y$, $\tau_x$ is the parallel transport along $\gamma$ with respect to the connection $\nabla$ in the bundle $\mathcal{A}$, and $X, Y \in T_yM$. The statement of the proposition is now obvious. \hfill $\blacksquare$

Recall that the subalgebra $\mathfrak{hol}_x(\nabla^{g,E}) \subset \mathfrak{so}(n)$ is the holonomy algebra of the Levi-Civita connection on a Riemannian manifold [21]. Next, the subalgebra $\mathfrak{h} = \mathfrak{hol}_x(\nabla^E) = \mathfrak{hol}_x(\nabla^{g,E}) \subset \mathfrak{so}(n)$ annihilates the 2-form $\omega_x \in \Lambda^2 E_x$. Consider the orthogonal composition

$$E_x = \ker \omega_x \oplus (\ker \omega_x)^{\perp}.$$

Since $\mathfrak{h}$ annihilates $\omega$, it preserves this decomposition. According to the de Rham decomposition theorem [8],

$$\mathfrak{h} = \mathfrak{h}_1 \oplus \mathfrak{h}_2,$$

where $\mathfrak{h}_1 \subset \ker (\ker \omega_x)$ and $\mathfrak{h}_2 \subset \ker ((\ker \omega_x)^{\perp})$ are Riemannian holonomy algebras. Moreover, since $\omega_x |_{(\ker \omega_x)^{\perp}}$ is non-degenerate, it holds that $\mathfrak{h}_1 \subset \mathfrak{h}((\ker \omega_x)^{\perp})$.

If the holonomy algebra $\mathfrak{g} \subset \mathfrak{so}(1, n + 1)_{\mathbb{R}^p}$ is not weakly irreducible, then it is obvious that there exists a $\mathfrak{g}$-invariant orthogonal decomposition of the tangent space

$$T_xM = \mathbb{R}^{1,n+1} = \mathbb{R}^{1,k+1} \oplus \mathbb{R}^{n-k}$$

and the corresponding decomposition

$$\mathfrak{g} = \mathfrak{a} \oplus \mathfrak{b}$$

such that $\mathfrak{a} \subset \mathfrak{so}(1, k + 1)_{\mathbb{R}^p}$ is a weakly irreducible holonomy algebra of the Levi-Civita connection of a Lorentzian manifold admitting a parallel isotropic vector field, and $\mathfrak{b} \subset \mathfrak{so}(n - k)$ is the holonomy algebra of the Levi-Civita connection of a Riemannian manifold. The subalgebra $(\text{pr}_{\mathfrak{so}(k)} \mathfrak{a}) \oplus \mathfrak{b} \subset \mathfrak{so}(n)$ annihilates an element from $\Lambda^2 \mathbb{R}^n$ corresponding to the parallel bivector $\omega$ on $E$. Using the results from [17] it is easy to see that each $R \in \mathcal{R}^E(\mathfrak{g}) = \mathcal{R}(\mathfrak{g})$ is given by

$$R(g, X) = P(X) + p \wedge K(X), \quad X \in \mathbb{R}^k,$n

$$R(X, Y) = R_1(X, Y) - p \wedge (P(X)Y - P(Y)X), \quad X, Y \in \mathbb{R}^k,$n

$$R(X, Y) = R_2(X, Y), \quad X, Y \in \mathbb{R}^{n-k},$$

where $R_1 + R_2 \in \mathcal{R}(\mathfrak{h}) = \mathcal{R}(\text{pr}_{\mathfrak{so}(k)} \mathfrak{g}) \oplus \mathcal{R}(\mathfrak{b})$, $K : \mathbb{R}^k \to \mathbb{R}^k$ is a symmetric linear map, and $P \in \mathcal{P}(\text{pr}_{\mathfrak{so}(k)} \mathfrak{g})$, where elements of $\mathcal{P}(\text{pr}_{\mathfrak{so}(k)} \mathfrak{g})$ are linear maps from $\mathbb{R}^k$ to $\text{pr}_{\mathfrak{so}(k)} \mathfrak{g}$ satisfying

$$\sum_{XYZ} g(P(X)Y, Z) = 0.$$

The following two examples show that in general the holonomy algebras of the connections $\nabla$ and $\nabla^g$ do not coincide.

Example 1. Let $v, x^1, \ldots, x^n, u$ be coordinates on $M = \mathbb{R}^{n+2}$. Suppose that $n = k + 2m$, $k \geq 0$ and let $g$ be the metric given by

$$g = 2dvdu + \sum_{i=1}^{n} (dx^i)^2 + H(du)^2,$$
where \( H = \sum_{j=1}^{k}(x^j)^2 \). It is clear that \((M, g)\) is a product of an indecomposable Cahen-Wallach space of dimension \( k + 2 \) and of the Euclidean space of dimension \( n - k = 2m \). The non-zero curvature operators are

\[
R^\delta(\partial_e, \partial_{x^i}) = \partial_v \wedge \partial_{x^i}, \quad i = 1, \ldots, k.
\]

In particular, \( \mathfrak{ho}(\nabla^g) = p \wedge \mathbb{R}^k \).

Consider the 3-vector

\[
T = -2\partial_v \wedge \sum_{i=1}^{m} \partial_{x^{k+2i}} \wedge \partial_{x^{k+2i+1}}
\]

and the connection \( \nabla = \nabla^g + \frac{1}{2}T \). It is not hard to check that \( \nabla T = 0 \). For the connection \( \nabla \) it holds that \( \nabla \partial_v = 0 \) and

\[
R(\partial_e, \partial_{x^i}) = \partial_v \wedge \partial_{x^i}, \quad j = 1, \ldots, n.
\]

This and Proposition 2 imply that \( \mathfrak{ho}(\nabla) = p \wedge \mathbb{R}^n \).

**Example 2.** Let \((M, g)\) be as in Example 1 with \( H = \sum_{i=1}^{n}(x^i)^2 \). It is clear that \( \mathfrak{ho}(\nabla^g) = p \wedge \mathbb{R}^n \). Let now \( T = \partial_e \wedge \sum_{i=1}^{m} \partial_{x^{k+2i}} \wedge \partial_{x^{k+2i+1}} \) and consider the connection \( \nabla \) as above. The non-zero curvature operators of \( \nabla \) are

\[
R(\partial_e, \partial_{x^i}) = \partial_v \wedge \partial_{x^i}, \quad i = 1, \ldots, k.
\]

Moreover, the bivectors \( \partial_e \wedge \partial_{x^i} \), \( i = 1, \ldots, k \), are \( \nabla \)-parallel. We conclude that \( \mathfrak{ho}(\nabla) = p \wedge \mathbb{R}^k \).

Next we note that the following two known examples are in the scope of the present section.

**Example 3.** It is known that (see, e.g., [14]) a flat Lorentzian geometry \((M, g, \nabla)\) with closed skew-symmetric torsion \( T \) is locally isometric to a Lie group with a bi-invariant metric. In the case when \((M, g)\) is locally indecomposable, \((M, g)\) is locally isometric either to \( \text{SO}(2,1) \) with a multiple of its Killing form or to the simply connected Lie group with the following Lie algebra:

\[
\mathfrak{o}_{2n+2} = \mathbb{R}^{2n} \oplus \mathbb{R} \oplus \mathbb{R},
\]

with the Lie bracket given by

\[
[(v, v^-, v^+), (w, w^-, w^+)] = (v^- J(w) - w^- J(v), 0, v \cdot J(w)),
\]

where \( J \) is a non-degenerate skew-symmetric endomorphism of \( \mathbb{R}^{2n} \). The Lie group is diffeomorphic to \( \mathbb{R}^{2n+2} \), and the metric is given by

\[
g = 2dvdu + \sum_{i=1}^{2n} (dx^i)^2 - (Jx, Jx)(du)^2;
\]

the torsion is equal to

\[
T = du \wedge \omega,
\]

where \( \omega \) is the 2-form associated to \( J \).

**Example 4.** The metric of a pp-wave locally takes the form

\[
g = 2dvdu + \sum_{i=1}^{n} (dx^i)^2 + H(du)^2,
\]

where \( H = H(x^1, \ldots, x^n, u) \). A plane wave is a pp-wave with the function

\[
H = \sum_{i,j=1}^{n} A_{ij}(u)x^ix^j,
\]

where \( A_{ij}(u) \) is a symmetric matrix. Regular homogeneous plane wave metrics were classified in [9], see also [15]. In [18] it is shown that homogeneous plane waves are reductive. Each regular homogeneous plane wave metric on \( \mathbb{R}^{n+2} \) has the form

\[
g = 2dvdu + \sum_{i=1}^{n} (dx^i)^2 + A(e^{-uF}x, e^{-uF}x)(du)^2,
\]
where $A$ is a symmetric bilinear form and $F$ is a constant skew-symmetric matrix. The $\Lambda$-structure is defined by the 3-from

$$T = du \wedge \omega, \quad \omega = 2 \sum_{1 \leq i < j \leq n} F_{ij} dx^i \wedge dx^j.$$  

The curvature tensor of the corresponding connection $\nabla$ is given by

$$R(\partial_u, \partial_x^i) = \frac{1}{4} \partial_v \wedge \left(2(e^{-uF})^T A e^{-uF}(\partial_x^i) - F^2(\partial_x^i)\right),$$

see Section 10 below. Since $\nabla R = 0$, the holonomy algebra $\mathfrak{g}$ of the connection $\nabla$ is given by the image of $R$ at any point. Considering a point with $u = 0$, we see that $\mathfrak{g} = p \wedge \text{im}(2A - F^2)$.

4. On the reducible case

Let $(M, g, \nabla)$ be a Lorentzian geometry with parallel skew-symmetric torsion $T$. Let $\mathfrak{g} \subseteq \mathfrak{so}(1, n + 1)$ be the holonomy algebra of the connection $\nabla$ at a point $x \in M$.

The geometry $(M, g, \nabla)$ is called reducible if the holonomy algebra $\mathfrak{g} \subseteq \mathfrak{so}(1, n + 1)$ of the connection $\nabla$ is not weakly irreducible, i.e., $\mathfrak{g}$ preserves a proper non-degenerate subspace of the tangent space. It is clear that in this case there exists a non-trivial $\mathfrak{g}$-invariant orthogonal decomposition of the tangent space

$$T_x M = L \oplus E.$$

The geometry $(M, g, \nabla)$ is called decomposable if the holonomy algebra $\mathfrak{g} \subseteq \mathfrak{so}(1, n + 1)$ preserves an orthogonal decomposition (16) such that it holds

$$T_x \in \wedge^3 L \oplus \wedge^3 E.$$  

Otherwise we say that the geometry is indecomposable.

Recall that according to the de Rham-Wu Theorem (see, e.g., [8]), a pseudo-Riemannian manifold $(\mathcal{N}, h)$ with non weakly irreducible holonomy algebra is locally a product of pseudo-Riemannian manifolds of lower dimension. As it is known (see, e.g., [12]), such decomposition generally does not exist for connections with torsion. Indeed, in the case of the Levi-Civita connection, non-degenerate holonomy-invariant subspaces of the tangent space determine (local) parallel distributions, which are involutive, and the manifold becomes a local product of the integral submanifolds of these distributions. In the presence of a parallel skew-symmetric torsion $T$, the $\nabla$-parallel distributions defined by the $\mathfrak{g}$-invariant subspaces $L$ and $E$ are involutive if and only if $T_x(L, L) \subset L$ and $T_x(E, E) \subset E$. If these conditions are satisfied, then $L$ and $E$ are preserved by the holonomy algebra of the Levi-Civita connection, and by the Wu Theorem, $(M, g)$ is locally a product of a Lorentzian manifold $(M_1, g_1)$ and of a Riemannian manifold $(M_2, g_2)$. The connection $\nabla$ induces metric connections on $(M_1, g_1)$ and $(M_2, g_2)$ with parallel skew-symmetric torsions $T_1$ and $T_2$ such that $T = T_1 + T_2$. Thus a geometry $(M, g, \nabla)$ is decomposable if and only if it may be locally decomposed as a product of two other geometries.

Let $\mathfrak{g}$ be the holonomy algebra of a geometry with parallel skew torsion, and let $W$ be a $\mathfrak{g}$-invariant subspace of the tangent space. In terminology of [12] the subspace $W$ (and the corresponding parallel distribution) is called horizontal if $\mathfrak{g} \cap \mathfrak{so}(W) \neq 0$, and it is called vertical otherwise.

Let us formulate one of the main results from [12] (see Theorem 4.8 and Remark 3.15 in [12]). Suppose that $(M, g, T)$ is a pseudo-Riemannian geometry with parallel skew-symmetric torsion such that its holonomy algebra preserves the orthogonal decomposition of the tangent space

$$T_x M = F_1 \oplus F_2$$

and such that the torsion $T$ satisfies

$$T \in \wedge^3 F_1 \oplus \wedge^3 F_2 \oplus (\wedge^2 F_2 \wedge F_1).$$

Then the vector space $F_1$ determines a (local) parallel and involutive distribution, i.e., we get a foliation $\mathcal{F}$ on $M$ and the projection to the leaf space appears

$$M \rightarrow M/\mathcal{F}.$$
The space $M/\mathcal{F}$ is locally a smooth manifold with a canonically induced geometry with parallel skew-symmetric torsion, i.e., the metric $g$ and the component of the torsion from $\wedge^3 F_2$ are projectable to the base $M/\mathcal{F}$. Moreover, $M/\mathcal{F}$ locally admits a geometry with parallel curvature in the sense of [12] Definition 4.7, this may be expressed as a specific structure on a local principal bundle over $M/\mathcal{F}$ satisfying certain technical conditions. Conversely, [12] Theorem 5.1] provides a construction allowing to locally reconstruct the initial geometry on $M$ from the local geometry with parallel curvature on $M/\mathcal{F}$.

5. A construction

In this section we give a construction that will be used later in order to provide examples of geometries with special holonomy. At the end of the section we explain the relation of this construction to constructions from [12] and [27].

Let $\nabla^0$ be a metric connection with a parallel skew-symmetric torsion $T_0$ on a pseudo-Riemannian manifold $(M_0,g_0)$ of signature $(r,s)$. Let $b_0 \subset \mathfrak{so}(r,s)$ be the holonomy algebra of the connection $\nabla^0$ at a point $x_0 \in M_0$. Let $n \subset \mathfrak{so}(r,s)$ be a commutative subalgebra commuting with $b_0$ and such that $\sigma \cdot T_0 = 0$ for all $\sigma \in n$. Denote by $k$ the dimension of $n$. We fix an arbitrary basis $\sigma_1, \ldots, \sigma_k$ of $n$. Denote by $L_0$ a copy of the vector space $n$. Let $h$ be an arbitrary pseudo-Euclidean metric on $L_0$ of signature $(r_0, s_0)$. Let $V_1, \ldots, V_k$ be an orthonormal basis of $L_0$ (i.e., $h(V_i, V_j) = \epsilon_i \delta_{ij}$, $\epsilon_i = \pm 1$). Since $n$ commutes with $b_0$, the elements $\sigma_i$ determine $\nabla^0$-parallel fields of endomorphisms on $M_0$, which we denote by the same symbols. The vectors $V_1, \ldots, V_k$ will be considered as the constant vector fields on the manifold $L_0$.

**Lemma 2.** Let $(N, g, \nabla)$ be a pseudo-Riemannian manifold with a metric connection $\nabla$ with a parallel skew-symmetric torsion $T$. Let $\sigma$ be a $\nabla$-parallel $2$-form on $N$. Then the form $\sigma$ is closed if and only if $\sigma \cdot T = 0$.

**Proof.** Using the formulas for the exterior and covariant derivatives of a $2$-form, we get the equality

$$
\begin{align*}
\, d\sigma(X, Y, Z) &= (\nabla_X \sigma)(Y, Z) - (\nabla_Y \sigma)(X, Z) + (\nabla_Z \sigma)(X, Y) \\
&\quad + \sigma(T(X, Y), Z) - \sigma(T(X, Z), Y) + \sigma(T(Y, Z), X).
\end{align*}
$$

Next,

$$
\sigma(T(X, Y), Z) = g(\sigma T(X, Y), Z) = -g(T(X, Y), \sigma Z) = -T(X, Y, \sigma Z).
$$

Since $\nabla \sigma = 0$, we obtain

$$
\, d\sigma = \sigma \cdot T.
$$

This proves the lemma. $\Box$

In what follows we assume that the $2$-forms $\sigma_i$ are exact and we fix $1$-forms $\kappa_i$ such that

$$
\, d\kappa_i = \sigma_i
$$

(the indices $i, j$ will take the values $1, \ldots, k$).

Consider the product

$$
\, M = M_0 \times L_0.
$$

The vector fields on $M_0$ and $L_0$ will be considered as vector fields on $M$. The letters $W, X, Y, Z$ will denote vector fields on $M_0$. Let $\mathcal{L}$ be the distribution on $M$ linearly generated by the vector fields of the form

$$
\, \widehat{X} = X - \sum_i \epsilon_i \kappa_i(X) V_i.
$$

Let $\mathcal{L}_0$ be the distribution on $M$ linearly generated by the vector fields $V_1, \ldots, V_k$. The following equality holds

$$
\, [\widehat{X}, Y] = [X, Y] - \sum_i \epsilon_i \sigma_i(X, Y) V_i.
$$

Each field of endomorphisms $A$ on $M_0$ defines a field of endomorphisms $\overline{A}$ of $\mathcal{L}$ by the equality

$$
\, \overline{A}(\widehat{X}) = A(X).
$$
Applying the Koszul formula and (18), we get:

\begin{equation}
T_{\text{symmetric torsion}}
\end{equation}

This completes the proof of the lemma. □

**Lemma 3.** The distribution \( L \) is parallel with respect to the connection \( \nabla \).

**Proof.** First we will prove that \( g(\nabla X, V_i) = 0 \) for all \( V_i \) and for all \( X, Y \in \Gamma(TM_0) \).

Applying the Koszul formula and (18), we get:

\[
2g(\nabla X, V_i) = X(g(Y, V_i)) + Y(g(X, V_i)) - V_i(g(X, Y))
\]

Therefore,

\[2g(\nabla X, V_i) = -\sigma_i(X, Y) + T(X, Y, V_i) = 0.\]

Similarly it holds that \( g(\nabla V_i, Y) = 0 \). This proves the lemma. □

**Lemma 4.** The connection \( \nabla \) is given by the following equalities:

\[\nabla_X Y = \nabla^g_X Y,\]
\[\nabla_{V_j} X = \sigma_j(X),\]
\[\nabla V_j = 0.\]

**Proof.** The first equality follows from (19) and Lemma 3

\[
2g(\nabla_X Y, Z) = 2g_0(\nabla^g_X Y, Z) + T(X, Y, Z) = 2g_0(\nabla^g_X Y) + \frac{1}{2} T_0(X, Y, Z)
\]

We prove the second equality in the same way:

\[
2g(\nabla_{V_j} X, Z) = 2g(\nabla_{V_j}^g X, Z) + T(V_j, X, Z)
\]

The equality \( \nabla V_i V_j = 0 \) follows easily from the Koszul formula. Finally,

\[
2g(\nabla_{V_j} V_i, Z) = 2g(\nabla_{V_j}^g V_i, Z) + T(V_j, V_i, Z)
\]

This completes the proof of the lemma. □
Lemma 5. The torsion tensor $T$ of the connection $\nabla$ is parallel.

Proof. The lemma can be proved by direct computations like the following one:
\[
(\nabla_{\mathbf{W}}T)(V_j, \mathbf{Y}, Z) = \mathbf{W}(T(V_j, \mathbf{Y}, Z))
- T(\nabla_{\mathbf{W}}V_j, \mathbf{Y}, Z) - T(V_j, \nabla_{\mathbf{W}}\mathbf{Y}, Z) - T(V_j, \mathbf{Y}, \nabla_{\mathbf{W}}Z)
= W(\sigma_j(Y, Z)) - \sigma_j(\nabla_{\mathbf{W}}Y, Z) - \sigma_j(Y, \nabla_{\mathbf{W}}Z) = (\nabla_{\mathbf{W}}\sigma_j)(Y, Z) = 0.
\]

Lemma 6. The curvature tensor $R$ of $\nabla$ satisfies the following conditions:
\[
R(\mathbf{X}, \mathbf{Y}) = R_0(\mathbf{X}, \mathbf{Y}) + \sum_i \epsilon_i \sigma(X, Y)\sigma_i, \quad R(V_i, \cdot) = 0.
\]

Proof. The formulas above follow directly from (13) and Lemma 4.

Now we find the holonomy algebra of the connection $\nabla$.

Theorem 1. Let $b_0 \subset \mathfrak{so}(r, s)$ be the holonomy algebra of a metric connection $\nabla^0$ with a parallel skew-symmetric torsion $T_0$ on a simply connected manifold $M_0$. Let $n \subset \mathfrak{so}(r, s)$ be a commutative subalgebra commuting with $b_0$ such that $b_0 \cap n = 0$. Suppose that the parallel 2-forms on $M_0$ defined by elements of $n$ are exact. Let $\mathbb{R}^{r_0,s_0}$ be a pseudo-Euclidean space of dimension $k$. Then the tangent space to $M$ at the point $x \in M$ may be identified with the pseudo-Euclidean space $\mathbb{R}^{r_0,s_0}$; the holonomy algebra of the connection $\nabla$ constructed just above annihilates the space $\mathbb{R}^{r_0,s_0}$ and coincides with $b_0 \oplus n \subset \mathfrak{so}(r, s) \subset \mathfrak{so}(r + r_0, s + s_0)$.

Proof. Let $\mathcal{A}$ be the following subbundle of $\text{End}(TM)$:
\[
\Gamma(\mathcal{A}) = \{ A \mid A \in \Gamma(\mathfrak{so}(\mathcal{L})), [A, \sigma_i] = 0, i = 1, \ldots, k \}.
\]
We claim that the subbundle $\mathcal{A}$ is parallel. Indeed, if $A$ is a section of $\mathcal{A}$, then
\[
[\nabla_X A, \sigma_i] = \nabla_X [A, \sigma_i] - [A, \nabla_X \sigma_i] = 0.
\]
Let $x^1, \ldots, x^n$ be local coordinates on $M_0$ and $y^1, \ldots, y^k$ be coordinates on $L_0$ corresponding to the vector fields $V_1, \ldots, V_k$. Let $\partial_i = \frac{\partial}{\partial x^i}$. Then $\partial_1, \ldots, \partial_n, V_1, \ldots, V_k$ is a local frame on $M$ such that $\mathcal{L}$ is locally linearly generated by $\partial_1, \ldots, \partial_n$. The dual coframe of that frame is $dx^1, \ldots, dx^n, \omega^1, \ldots, \omega^k$, where $\omega^j = dy^j + \kappa_j$. With respect to the chosen frame, the Christoffel symbols of $\nabla$ are the following:
\[
\Gamma^l_{ij} = \Gamma^l_{0ij}, \quad \Gamma^l_{n+i, j} = \sigma^l_{n+i, j},
\]
and all other Christoffel symbols are zero.

Let $\gamma(t), 0 \leq t \leq 1$, be a smooth curve in $M$, $x = \gamma(0), y = \gamma(1)$. The tangent vector field to $\gamma(t)$ may be decomposed as
\[
\dot{\gamma}(t) = f^i(t) \partial_i + k^a(t)V_a
\]
for some functions $f^i(t), k^a(t)$. Let $A(t) = A_i^j(t)dx^i \otimes \partial_j$ be a section of $\mathcal{A}$ along the curve $\gamma(t)$. We will denote by $\dot{A}(t)$ the field $A_i^j(t)dx^i \otimes \partial_j$. Denote by $\Gamma_{0ij}$ the matrix with elements $(\Gamma^l_{0ij})$. The parallel transport equation in the bundle $\mathcal{A}$ takes the form
\[
\dot{A}(t) + f^i(t)[\Gamma_{0ij}, A(t)] + k^a(t)[\sigma_a, A(t)] = 0,
\]
which is just
\[
(21) \quad \dot{A}(t) + f^i(t)[\Gamma_{0ij}, A(t)] = 0.
\]
This equation coincides with the parallel transport equation for the field of endomorphisms $B(t) = A_i^j(t)dx^i \otimes \partial_j$ on $M_0$ along the curve $\pi \circ \gamma$, where $\pi : M \to M_0$ is the projection. Denote by $\tau_\gamma$
and \( \tau_{\pi_\gamma} \) the parallel transports of the connections in the bundles of endomorphisms under the consideration. We conclude that
\[
\tau_\gamma A_x = \tau_{\pi_\gamma} B_{\pi(x)},
\]
where \( A_x \in A_x, B_{\pi(x)} \) is the corresponding endomorphism of \( T_{\pi(x)} M_0, \) \( \tau_{\pi_\gamma} B_{\pi(x)} \) is the element of \( A_y \) corresponding to the endomorphism \( \tau_{\pi_\gamma} B_{\pi(x)} \) of \( T_{\pi(y)} M_0. \)

By the Ambrose-Singer theorem on holonomy, the holonomy algebra \( \mathfrak{g} \) of \( M \) at \( x \) is spanned by the operators of the form:
\[
\tau_\gamma^{-1}(R_y(U, V)),
\]
for all possible piecewise smooth curves \( \gamma \) starting at the point \( x \) with an end-point \( y \) and all \( U, V \in T_y M. \) Note that here \( \tau_\gamma \) is the parallel transport in the bundle \( \mathcal{A}. \) By the above considerations we get
\[
\tau_\gamma^{-1}(R_y(X, Y)) = (\tau_{\pi_\gamma})^{-1}(R_0)_{\pi(y)}(X, Y) + \sum_j \epsilon_j \sigma_j(X, Y)\sigma_j
\]
for all \( X, Y \in T_{\pi(y)} M_0. \)

Let us prove that \( \mathfrak{g} \) contains \( \mathfrak{n}. \) Fix an endomorphism \( \sigma_i \in \mathfrak{n}. \) Denote by \( \mathfrak{n}_i \subset \mathfrak{n} \) the vector subspace spanned by the endomorphisms \( \sigma_1, \ldots, \sigma_{i-1}, \sigma_{i+1}, \ldots, \sigma_k. \) We claim that there exists \( \xi \in \mathfrak{so}(r, s) = \mathfrak{so}(\mathcal{L}_x) \) such that \( \xi \in (\mathfrak{b}_0 \oplus \mathfrak{n}_i)^\perp \) and \( g_x(\xi, \sigma_i) \neq 0. \) Indeed, if this is not a case, it holds \( (\mathfrak{b}_0 \oplus \mathfrak{n}_i)^\perp \subset \mathfrak{s}_i^\perp, \) which would imply \( \sigma_i \in \mathfrak{b}_0 \oplus \mathfrak{n}_i \) and give a contradiction. Consider such a vector \( \xi_i. \) Using Lemma 6 we get
\[
R_x(\xi_i) = \epsilon_i g_x(\xi_i, \sigma_i) \sigma_i.
\]
This implies that \( \sigma_i \in \mathfrak{g}, \) and \( \mathfrak{n} \subset \mathfrak{g}. \) Now it is obvious that \eqref{22} implies \( \mathfrak{g} = \mathfrak{b}_0 \oplus \mathfrak{n}. \) This proves the theorem.

As we explained in Section 1, Theorem 5.1 gives a construction of geometry with parallel skew torsion from a geometry with parallel curvature in the sense of Definition 4.7. Let us consider the just constructed structure \((M, g, \nabla).\) Let \( x \in M. \) We have the holonomy-invariant decomposition
\[
T_x M = \mathcal{L}_x \oplus \mathcal{L}_{0x},
\]
and the torsion satisfies the condition
\[
T_x \in \wedge^3 \mathcal{L}_x \oplus (\wedge^2 \mathcal{L}_x \otimes \mathcal{L}_{0x}).
\]
The distribution \( \mathcal{L}_0 \) is involutive, and the corresponding foliation \( \mathcal{F} \) consists of the fibers of the projection \( M_0 \times N_0 \to M_0, \) i.e., \( M/\mathcal{F} = M_0 \). The induced geometry with parallel skew torsion coincides with the initial \((M_0, g_0, \nabla^0).\) Note that \( L_0 \) may be consider as an Abelian Lie group with the Lie algebra \( \mathfrak{n}. \) Now, the geometry with parallel curvature on \( M_0 \) is defined by the trivial \( L_0\)-principal bundle
\[
M_0 \times L_0 \to M_0
\]
and the connection form \( \gamma, \) where
\[
\gamma(V_i) = \sigma_i \in \mathfrak{n} \quad \text{and} \quad \gamma|_\mathcal{L} = 0.
\]
Applying Theorem 5.1 to that structure on \( M_0, \) one gets exactly the structure \((M, g, \nabla).\) Thus our construction is a special case of Theorem 5.1. At the same time we avoid the technical conditions on the principle bundle, and the explicit expression of the connection allows us to compute torsion, curvature and holonomy.

Let us recall a construction from \cite{27} (with a slight modification for the pseudo-Riemannian case). Let \((\mathfrak{m}, R_0, T_0)\) be an infinitesimal model of a naturally reductive homogeneous space. Let \( \mathfrak{n} \subset \mathfrak{so}(\mathfrak{m}) \) be a subalgebra commuting with \( \mathfrak{b}_0 = \text{im} R_0 \subset \mathfrak{so}(\mathfrak{m}) \) and annihilating \( R_0 \) and \( T_0. \) Denote by \( L_0 \) a copy of the vector space \( \mathfrak{n}. \) Suppose that there exists an \( \mathfrak{n}\)-invariant pseudo-Euclidean metric \( h \) on \( L_0. \) Let \( V_1, \ldots, V_k \) be an orthonormal basis of \( L_0, \) and let \( \sigma_1, \ldots, \sigma_k \) be the
corresponding basis of \( n \). Denote by \( \bar{\sigma}_1, \ldots, \bar{\sigma}_k \) the corresponding elements for the representation of \( n \) in \( m \oplus L_0 \). Define the tensors

\[
T = T_0 + \sum_{i=1}^{k} \sigma_i \wedge V_i + 2T_n,
\]

\[
R = R_0 + \sum_{i=1}^{k} \epsilon_i \bar{\sigma}_i \circ \bar{\sigma}_i,
\]

where the 3-form \( T_n \) corresponds to the Lie bracket on \( n \), and \( \epsilon_i = h(V_i, V_i) \). Then the triple \((m \oplus L_0, R, T)\) is an infinitesimal model. As in the proof of the theorem above, if \( b_0 \cap n = 0 \), then \( \text{im} R = b_0 \oplus n \). If the Lie algebra \( n \) is commutative, then \( T_n = 0 \), and the expressions for the just given \( T \) and \( R \) coincide with the expressions for the torsion and the curvature from the construction of this section.

6. Reducible case: \( L \) is vertical and \( \dim L \geq 4 \)

Before we start to study the general reducible structures, we consider the case when the Lorentzian part is vertical in the sense of [12], this will allow to better understand Theorem 3 from the next section and also simplify its proof.

**Theorem 2.** Let \((M, g, \nabla)\) be a Lorentzian geometry with a parallel skew-symmetric torsion \( T \), \( x \in M \), and let \( g \subset so(1, n+1) \) be the holonomy algebra of the connection \( \nabla \) at the point \( x \). Suppose that the holonomy representation of \( g \) in \( \mathcal{T}_xM \) decomposes into a non-trivial orthogonal direct sum

\[
(23) \quad \mathcal{T}_xM = L \oplus E
\]

of \( g \)-modules \( L = \mathbb{R}^{1,k+1} \), \( k \geq 2 \), and \( E = \mathbb{R}^{n-k} \) such that the representation of \( g \) in the Lorentzian part \( L \) is weakly irreducible and \( g \cap so(L) = 0 \), i.e. the Lorentzian part is vertical in the sense of [12]. Choose a Witt basis \( p, e_1, \ldots, e_k, q \) in \( L \). Then the following holds:

- There exists an orthogonal decomposition

\[
E = E_0 \oplus E_1,
\]

\[
\dim E_0 = k, \text{ an orthonormal basis } V_1, \ldots, V_k \text{ of } E_0, \text{ a subalgebra } b_0 \subset so(E_1), \text{ which annihilates some multivectors}
\]

\[
\omega_{E_i} \in \wedge^3 E_1, \quad \theta_1, \ldots, \theta_k \in so(E_1), \quad \lambda \in \wedge^2 E.
\]

Moreover, the endomorphisms \( \theta_1, \ldots, \theta_k \) are mutually commuting; the Lie algebra \( b_0 \) is Berger subalgebra of \( so(E) \) with the torsion \( \omega_{E_1} \). It holds that \( \theta_i \cdot \lambda = 0, \theta_i \cdot \omega_{E_1} = 0 \) and \( \lambda \cdot \omega_E = 0 \), where

\[
\omega_E = \omega_{E_1} + \sum_{i=1}^{k} \theta_i \wedge V_i \in \wedge^3 E.
\]

- The holonomy algebra \( g \) is of the form

\[
g = \{ p \wedge \psi(A) + A | A \in b \},
\]

where

\[
b = b_0 + \langle \theta_1, \ldots, \theta_k \rangle \subset so(E_1)
\]

and

\[
\psi : b \to \mathbb{R}^k = \langle e_1, \ldots, e_k \rangle
\]

is a surjective linear map such that \( \psi|_{[b,b]} = 0 \).

- The torsion of \( \nabla \) at the point \( x \) has the form

\[
T = p \wedge \omega_{\mathbb{R}^k} + p \wedge \sum_{i=1}^{k} X_i \wedge V_i + p \wedge \lambda + \omega_{E_1} + \sum_{i=1}^{k} \theta_i \wedge V_i,
\]

where \( X_1, \ldots, X_k \) is a basis of \( \mathbb{R}^k \), and \( \omega_{\mathbb{R}^k} \in \wedge^2 \mathbb{R}^k \).
• Each algebraic curvature tensor $R \in \mathcal{R}^T(g)$ is defined by the equalities

\[
R(q, X) = \sum_{i=1}^{k} g(X, X_i)(p \wedge \psi(\theta_i) + \theta_i), \quad X \in \mathbb{R}^k;
\]

\[
R(Y, Z) = p \wedge \sum_{i=1}^{k} \theta_i(Y, Z)X_i + C(Y, Z), \quad Y, Z \in E_1,
\]

where

\[
C(Y, Z) = C_0(Y, Z) + \sum_{i=1}^{k} \theta_i(Y, Z)\theta_i,
\]

$C_0 \in \mathcal{R}^{\wedge E_1(b_0)}$, and it holds

\[
\psi(C(Y, Z)) = \sum_{i=1}^{k} \theta_i(Y, Z)X_i.
\]

**Proof.** Let us denote by $g_L$ and $b$ the projections of the holonomy algebra $g$ to $\mathfrak{so}(L)$ and $\mathfrak{so}(E)$, respectively. The assumption $g \cap \mathfrak{so}(L) = 0$ allows us to regard $g \subset \mathfrak{so}(L) \oplus \mathfrak{so}(E)$ as a graph of a surjective Lie algebra homomorphism $\psi : b \to g_L$. Therefore, $g_L$ is a compact Lie algebra. According to the classification of weakly irreducible subalgebras of $\mathfrak{so}(1,n+1)$, $g$ has to be conjugate to $p \wedge R_k$. Therefore we have

\[
g = \{ p \wedge \psi(A) + A \mid A \in b \},
\]

where $\psi : b \to \mathbb{R}^k$ is a linear map such that $p \wedge \psi(A) = \tilde{\psi}(A)$. It is clear that $\psi$ is surjective and $\psi|_{[b,b]} = 0$.

Decomposition (23) defines the following $g$-invariant decomposition of space of 3-vectors on $T_x M$:

\[
\wedge^3 T_x M = \wedge^3 L \oplus (\wedge^2 L \otimes E) \oplus (L \otimes \wedge^2 E) \oplus \wedge^3 E.
\]

We get the corresponding decomposition for $T$:

\[
T = \omega_L + \mu + \nu + \omega_E.
\]

By assumption, $g \cdot T = 0$. Therefore, $g$ annihilates each of the four 3-vectors from (23). Results of Section 3 show that $\omega_L = p \wedge \omega_{\mathbb{R}^k}$, where $\omega_{\mathbb{R}^k} \in \wedge^2 \mathbb{R}^k$.

**Lemma 7.** It holds

\[
\nu = p \wedge \lambda, \quad \mu = p \wedge \sum_{j=1}^{k} e_j \wedge \mu^j,
\]

where $\lambda \in \wedge^2 E$, $b \cdot \lambda = 0$; $\mu^j \in E$, $b \cdot \mu^j = 0$, $j = 1, \ldots, k$.

**Proof.** Let us consider the tensor $\mu$. It can be uniquely written in the following form:

\[
\mu = p \wedge \sum_{j=1}^{k} e_j \wedge \mu^{pj} + p \wedge q \wedge \mu^{pq} + \sum_{j=1}^{k} e_j \wedge q \wedge \mu^{jq} + \sum_{i,j=1}^{k} e_i \wedge e_j \wedge \mu^{ij},
\]

where $\mu^{pj}, \mu^{jq}, \mu^{pq}, \mu^{ij} \in E$, $\mu^{ij} = -\mu^{ji}$. Pick an element $\xi = p \wedge \psi(A) + A$ of $g$. Consider the equation

\[
\xi \cdot \mu = 0.
\]
Using (26) it can be shown that the equation above comes down to the following system:

\[
\sum_{j=1}^{k} e_j \wedge A_{\mu}^{pj} + \psi(A) \wedge \mu^{pq} - 2 \sum_{i,j=1}^{k} (e_i, \psi(A)) e_j \wedge \mu^{ij} = 0,
\]

\[
A_{\mu}^{pq} - \sum_{j=1}^{k} (e_j, \psi(A)) \mu^{jq} = 0,
\]

\[
\sum_{i=1}^{k} e_i \wedge \psi(A) \wedge \mu^{ij} + \sum_{i,j=1}^{k} e_i \wedge e_j \wedge A_{\mu}^{ij} = 0.
\]

From the third equation it follows that \(A_{\mu}^{ij} = 0\). The fourth equation when applied to arbitrary vectors \(e_i, e_m\) gives

\[
(\psi(A), e_i) \mu^{mq} - (\psi(A), e_m) \mu^{lq} + A_{\mu}^{lm} = 0.
\]

Applying \(A\), we see that \(A(A_{\mu}^{lm}) = 0\). Consequently,

\[
0 = (A(A_{\mu}^{lm}), \mu^{lm}) = -(A_{\mu}^{lm}, A_{\mu}^{lm}),
\]

which implies \(A_{\mu}^{lm} = 0\). Using the fourth equation again we see that \(\mu^{ij} = 0\) for all \(i\). The second equation now is the following: \(A_{\mu}^{pq} = 0\). Applying \(A\) to the first equation we obtain

\[
\sum_{j=1}^{k} e_j \wedge A(A_{\mu}^{pj}) = 0,
\]

from which it follows that \(A_{\mu}^{pj} = 0\). The first equation comes down to

\[
\psi(A) \wedge \mu^{pq} - 2 \sum_{i,j=1}^{k} (e_i, \psi(A)) e_j \wedge \mu^{ij} = 0.
\]

Applying the equality to \(\psi(A)\), we obtain

\[
(\psi(A), \psi(A)) \mu^{pq} - 2 \sum_{i,j=1}^{k} (e_i, \psi(A)) (e_j, \psi(A)) \mu^{ij} = 0.
\]

The second term is zero because \(\mu^{ij} = -\mu^{ji}\). Finally we have \(\mu^{pq} = 0\), and \(\mu^{ij} = 0\) follows easily. We have shown that

\[
\mu = p \wedge \sum_{j=1}^{k} e_j \wedge \mu^j,
\]

for some \(\mu^j \in E\) such that \(b \cdot \mu^j = 0\), \(j = 1, \ldots, k\). The structure of the tensor \(\nu\) may be found in a similar way.

Let us denote by \(E_0\) the vector subspace of \(E\) spanned by the vectors \(\mu^1, \ldots, \mu^k\). The orthogonal complement of \(E_0\) in \(E\) will be denoted by \(E_1\). We have just seen that \(b\) annihilates \(E_0\), i.e., \(b \subset \mathfrak{so}(E_1)\).

Let us consider an algebraic curvature tensor \(R \in \mathcal{R}^T(\mathfrak{g})\). The equality (2) implies

\[
R(p, \cdot) = R(-|_{E_0}, \cdot) = R|_{\mathbb{R}^2} = R|_E = 0.
\]

Writing down the Bianchi identity for the vectors \(q, e_i, e_j\) we get

\[
R(q, e_i) e_j + R(e_j, q) e_i = \omega_{2^k}(\omega_{2^k}(e_i), e_j) p - \omega_{2^k}(\omega_{2^k}(e_j), e_i) p
\]

\[- (\mu^j, \mu^i)p + (\mu^i, \mu^j)p = 0.
\]

This shows that the endomorphism \(K : \mathbb{R}^k \to \mathbb{R}^k\) defined by the equality

\[
R(q, e_i)|_L = p \wedge K(e_i)
\]

is symmetric. The Bianchi identity written for the vectors \(Z \in E, q, e_i\) implies

\[
R(q, e_i)Z = \omega_E(\mu^i, Z),
\]
This implies that $\omega_E(\mu^i) \in \mathfrak{b} \subset \mathfrak{so}(E_i)$. Consequently,

$$\omega_E \in \wedge^3 E_1 + \wedge^2 E_1 \otimes E_0.$$  

Considering the vectors $Y, Z \in E$ and $q$ we get

$$R(Y, Z)q = (\lambda \cdot \omega_E)(Y, Z) + \sum_{j=1}^k \omega_E(\mu^j, Y, Z)e_j.$$

This shows that $\lambda \cdot \omega_E = 0$, and

$$R(Y, Z)|_L = \sum_{j=1}^k (\omega_E(\mu^j)Y, Z)p \land e_j.$$

Using (2), we get

$$R(q, e_i)|_E = \omega_E(\mu^i),$$

i.e.,

$$K(e_i) = \psi(\omega_E(\mu^i)).$$

From the Ambrose-Singer theorem on holonomy it follows that $g_L = p \land \mathbb{R}^k$ is spanned by the endomorphisms $R(X, Y)|_L$ for all $X, Y \in T_xM$, i.e., the vectors $\sum_{j=1}^k (\omega_E(\mu^j)Y, Z)p \land e_j$ and $\psi(\omega_E(\mu^j))$ span $\mathbb{R}^k$. We claim that the vectors $\mu^i$, $i = 1, \ldots, k$ are linearly independent. Indeed, suppose that there exist numbers $c_1, \ldots, c_k$ such that $\sum_{i=1}^k c_i \mu^i = 0$ and not all $c_i$ are zero. Let $X = \sum_{i=1}^k c_i e_i$. Then $X \neq 0$ and it is not hard to see that $X$ is orthogonal to the vectors $\sum_{j=1}^k (\omega_E(\mu^j)Y, Z)p \land e_j$. Moreover,

$$R(q, X) = p \land K(X) + \omega_E \left( \sum_{i=1}^k c_i \mu_i \right) = p \land K(X).$$

Consequently $K(X) = 0$. Since $K$ is symmetric, its image is orthogonal to $X$. We see that $X$ is orthogonal to the image of the map $\psi$, and we get a contradiction proving the claim. Similar arguments show that the map $\omega_E|_{E_0} : E_0 \to \mathfrak{b}$ is injective. We see that $\dim E_0 = k$. Let $V_1, \ldots, V_k$ be an orthonormal basis of $E_0$. Using it, we may rewrite $T$ in the form

$$T = p \land \omega_{\mathbb{R}^k} + p \land \sum_{i=1}^k X_i \land V_i + p \land \lambda + \omega_E, \quad \omega_E = \omega_{E_1} + \sum_{i=1}^k \theta_i \land V_i,$$

where $X_1, \ldots, X_k$ is a basis of $\mathbb{R}^k$, $\theta_1, \ldots, \theta_k$ are linearly independent endomorphisms. The condition $\mathfrak{g} \cdot T$ implies $b \cdot \theta_i = 0$, $b \cdot \lambda = 0$, $b \cdot \omega_{E_1} = 0$. From above we see that

$$R(q, X)|_E = \sum_{i=1}^k (X, X_i)\theta_i, \quad X \in \mathbb{R}^k.$$

This implies that $\theta_i \in \mathfrak{b}$. We conclude that $\theta_i$ are mutually commuting. Let $C = \text{pr}_b \circ R|_{\wedge^2 \mathbb{R}^k}$. Writing down the Bianchi identity for 3 vectors from $E_1$, we get

$$\mathfrak{S}_{XY} C(X, Y)Z = \mathfrak{S}_{XYZ} \omega_{E_1} (\omega_{E_1}(X, Y), Z) + \mathfrak{S}_{XYZ} \sum_{i=1}^k \theta_i(X, Y)\theta_i(Z).$$

We conclude that

$$C(X, Y) = C_0(X, Y) + \sum_{i=1}^k \theta_i(X, Y)\theta_i(Z),$$

where $C_0 \in \mathcal{R}^{\omega_{E_1}}(\mathfrak{b})$. This implies that the algebra $\mathfrak{b}_0$ generated by the images of the tensors $C_0$ defined by all $R \in \mathcal{R}^T(\mathfrak{g})$ is a Berger algebra with the torsion $\omega_{E_1}$. It is clear that $\mathfrak{b}_0$ commutes with the endomorphisms $\theta_i$, and

$$\mathfrak{b} = \mathfrak{b}_0 + \langle \theta_1, \ldots, \theta_k \rangle.$$
The Bianchi identity written for other triples of vectors does not give any new conditions. The theorem is proved.

Example 5. Let us construct some of the spaces described in the above theorem. Let \((N_0, b_0, T_0)\) be a Riemannian geometry with a parallel skew torsion \(T_0\) and holonomy algebra \(b_0 \subset so(m)\), \(m = \dim N_0\). Let \((M_0, g_0, T_0)\) be the product of \((N_0, b_0, T_0)\) with the flat Minkowski space \(\mathbb{R}^{1,k+1}\). It is clear that the holonomy algebra of \((M_0, g_0, T_0)\) is \(b_0 \subset so(m) \subset so(1,k+m+1)\).

Let \(\theta_1, \ldots, \theta_k \in so(m)\) be linearly independent mutually commuting endomorphisms commuting with \(b_0\). Let \(s_0 = \langle \theta_1, \ldots, \theta_k \rangle\). Suppose that \(s_0 \cap b_0 = 0\). Consider the Lie algebra \(b = b_0 \oplus s_0\). Let

\[\psi : b \to \mathbb{R}^k\]

be a surjective linear map which is zero on \(b_0\). Let finally

\[\sigma_i = p \wedge \psi(\theta_i) + \theta_i, \quad i = 1, \ldots, k.\]

The construction of Section 5 gives us a geometry \((M, g, \nabla)\) with the torsion

\[T = p \wedge \sum_{i=1}^k \psi(\theta_i) \wedge V_i + \sum_{i=1}^k \theta_i \wedge V_i + T_0\]

and the holonomy algebra

\[g = \{ p \wedge \psi(A) + A \mid A \in b \} \subset so(1, m + 2k + 1).\]

Let us show that [12] Theorem 4.8 may be applied to connections from this section. We use the notation of Theorem 2. Let \(V_0 \subset E\) be the subspace consisting of vectors annihilated by \(b\). Let \(V_1 \subset E\) be the orthogonal complement to \(V_0\) in \(E\). We obtain the decomposition

\[E = V_1 \oplus V_0.\]

It is clear that

\[\lambda = \lambda_1 + \lambda_0, \quad \lambda_1 \in \wedge^2 V_1, \quad \lambda_0 \in \wedge^2 V_0.\]

It holds that \(E_0 \subset V_0\). Consider the holonomy-invariant decomposition

\[T_x M = F_1 \oplus F_2 = (L \oplus V_0) \oplus V_1.\]

The equality (14) holds true. Consequently \(F_1\) determines a foliation \(\mathfrak{F}\); the metric \(g\) and the part of the torsion determined by \(T|_{\wedge^3 V_1}\) define a geometry with parallel skew-torsion locally on the leaf space \(M/\mathfrak{F}\).

7. Reducible case: \(\dim L \geq 4\)

Theorem 3. Let \((M, g, \nabla)\) be a Lorentzian geometry with a parallel skew-symmetric torsion \(T\), \(x \in M\), and let \(g \subset so(1, n + 1)\) be the holonomy algebra of the connection \(\nabla\) at the point \(x\). Suppose that the holonomy representation of \(g\) in \(T_x M\) decomposes into a non-trivial orthogonal direct sum

\[T_x M = L \oplus E\]

of \(g\)-modules \(L = \mathbb{R}^{1,k+1}, k \geq 2,\) and \(E = \mathbb{R}^{n-k}\), such that the induced representation of \(g\) in the Lorentzian part \(L\) is weakly irreducible. Suppose that the torsion \(T\) is not an element of \(\wedge^3 L \oplus \wedge^3 E\). Denote by \(b\) the projection of \(g\) to \(so(E)\). Choose a Witt basis \(p, e_1, \ldots, e_k, q\) in \(L\) and set \(\mathbb{R}^k = \{ e_1, \ldots, e_k \}\). Then the following holds:

- The holonomy algebra \(g\) is of the form

\[g = \left\{ p \wedge \psi(A + B) + A + B \mid A \in h, B \in b \right\} \times p \wedge \mathbb{R}^{k_1}\]

\[= \left\{ \begin{pmatrix} 0 & -X^\top & -\psi(A + B)^\top & 0 & 0 \\ 0 & A & 0 & X & 0 \\ 0 & 0 & 0 & \psi(A + B) & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & B \end{pmatrix} \right\}, \]

\[A \in h, \quad B \in b, \quad X \in \mathbb{R}^{k_1}\]
where an orthogonal decomposition

\[ \mathbb{R}^k = \mathbb{R}^{k_1} \oplus \mathbb{R}^{k_2} \]

is fixed, \( k = k_1 + k_2 \), \( 0 \leq k_2 \leq k \), \( \mathfrak{h} \subset \mathfrak{so}(k_1) \) is the holonomy algebra of the Levi-Civita connection of a Riemannian manifold, and

\[ \psi : \mathfrak{h} \oplus \mathfrak{b} \to \mathbb{R}^{k_2} \]

is a surjective linear map such that \( \psi|_{[\mathfrak{h}, \mathfrak{b}]} = \psi|_{[\mathfrak{b}, \mathfrak{h}]} = 0 \).

To decomposition (27) corresponds the decomposition of the torsion \( T \) of the connection \( \nabla \) at the point \( x \in M \),

\[ T = p \wedge \zeta + \omega_E, \]

where \( \zeta \in \wedge^2(\mathbb{R}^k \oplus \mathfrak{e}) \) and \( \omega_E \in \wedge^3 \mathfrak{e} \). There exists a unique orthogonal decomposition

\[ E = E_1 \oplus E_0 \]

such that \( \mathfrak{b} \subset \mathfrak{so}(E_1) \),

\[ \omega_E = \omega_{E_1} + \varphi, \quad \omega_{E_1} \in \wedge^3 E_1, \quad \varphi \in (\wedge^2 E_1) \wedge E_0, \]

and

\[ E_0 = \varphi(\wedge^2 E_1) \cap \text{pr}_E \zeta(\mathbb{R}^k). \]

There exists a Berger subalgebra \( \mathfrak{b}_0 \subset \mathfrak{so}(E_1) \) with the torsion \( \omega_{E_1} \). The image \( \varphi(E_0) \subset \wedge^2 E_1 = \mathfrak{so}(E_1) \) is a commutative subalgebra commuting with \( \mathfrak{b}_0 \), and it holds

\[ \mathfrak{b} = \mathfrak{b}_0 + \varphi(E_0). \]

Moreover,

\[ \mathfrak{b} \cdot \omega_{E_1} = 0, \quad \mathfrak{b} \cdot \varphi = 0, \quad \mathfrak{b} \cdot \zeta = 0, \]

\[ \mathfrak{b} \cdot \zeta = 0, \quad \omega_{E_1}(\text{pr}_{E_1} \zeta(\mathbb{R}^k)) = 0, \quad (\text{pr}_{\wedge^2 E} \zeta) \cdot \omega_E = 0. \]

Let \( V_1, \ldots, V_l \) be an orthogonal basis of \( E_0 \). Let \( \theta_i = \varphi(V_i) \), and \( X_i = \text{pr}_{\mathbb{R}^{k_2}} \zeta(V_i) \). Then each algebraic curvature tensor \( R \in \mathcal{R}^T(\mathfrak{g}) \) is defined by the equalities

\[ R(q, X) = P(X) + p \wedge K(X) + \sum_{i=1}^l g(X, X_i)\theta_i, \quad X \in \mathbb{R}^k, \]

\[ R(X, Y) = R_0(X, Y) - p \wedge (P(X)Y - P(Y)X), \quad X, Y \in \mathbb{R}^{k_2}, \]

\[ R(Y, Z) = p \wedge \sum_{i=1}^l \theta_i(Y, Z)X_i + C(Y, Z), \quad Y, Z \in E_1, \]

where \( R_0 \in \mathcal{R}(\ker \psi|_\mathfrak{h}) \), \( P \in \mathcal{P}(\mathfrak{h}) \), \( K : \mathbb{R}^k \to \mathbb{R}^{k_2} \) is a symmetric linear map such that

\[ \text{pr}_{\mathbb{R}^{k_2}} K(X) = \psi \left( P(X) + \sum_{i=1}^l g(X, X_i)\theta_i \right); \]

next,

\[ C(Y, Z) = C_0(Y, Z) + \sum_{i=1}^l \theta_i(Y, Z)X_i, \]

\( C_0 \in \mathcal{R}^{\omega_{E_1}}(\mathfrak{b}_0) \), and it holds

\[ \psi(C(Y, Z)) = \sum_{i=1}^l \theta_i(Y, Z) \text{pr}_{\mathbb{R}^{k_2}} X_i. \]
Proof. Consider the $g$-invariant decomposition
\[ \mathbb{R}^{1,n+1} = L \oplus E = \mathbb{R}^{1,k+1} \oplus \mathbb{R}^{n-k} \]
as above. We assume that the induced representation of $g$ in $\mathbb{R}^{1,k+1}$ is weakly irreducible and $k \geq 2$.
Using arguments as in Lemmas 1 and 2 it is not hard to show that the condition $T \not\in \land^3 L \oplus \land^3 E$ implies that $\text{pr}_{\mathfrak{so}(1,k+1)} g$ annihilates an isotropic vector $p$. We see that
\[ g \subset (\mathfrak{so}(k) \ltimes p \land \mathbb{R}^k) \oplus \mathfrak{so}(E), \quad \text{pr}_{p \land \mathbb{R}^k} g = p \land \mathbb{R}^k. \]
Let $V_0 \subset E$ be the subspace consisting of vectors annihilated by $g$. We obtain an orthogonal decomposition
\[ E = \mathbb{R}^m \oplus V_0 \]
such that $g$ does not annihilate any non-zero vector in $\mathbb{R}^m$. As in Section 3 it is easy to see that the torsion has the form
\[ T = p \land \omega_{\mathbb{R}^k} + p \land \sum_{i=1}^k e_i \land \mu_i + p \land \lambda + \omega_E, \]
where $\omega_{\mathbb{R}^k} \in \land^2 \mathbb{R}^k$, $\mu_i \in \mathbb{R}^m \oplus V_0$, $\omega_E \in \land^3 E$ are such that $\omega_{\mathbb{R}^k}$, $\sum_{i=1}^k e_i \land \mu_i$, $\omega_E$ are annihilated by $\text{pr}_{\mathfrak{so}(n)} g$.

Let us denote
\[ \mathfrak{k}_1 = \mathfrak{so}(k) \cap \mathfrak{k}, \quad \mathfrak{k}_2 = \mathfrak{so}(m) \cap \mathfrak{k}, \quad \mathfrak{b} = \text{pr}_{\mathfrak{so}(k)} \mathfrak{k}, \quad \mathfrak{b} = \text{pr}_{\mathfrak{so}(m)} \mathfrak{k}. \]

It’s easy to see that $\mathfrak{k}_1$ is an ideal in $\mathfrak{k}$. Thus, there is a complementary ideal $\mathfrak{a}$. The same holds for $\mathfrak{k}_2 \subset \mathfrak{b}$ and we will denote the corresponding complementary ideal by $\mathfrak{c}$. The algebra $\mathfrak{k}$ can be decomposed as a sum of ideals in the following way
\[ \mathfrak{k} = \mathfrak{k}_1 \oplus \mathfrak{k}_2 \oplus \mathfrak{b}, \]
and its easy to see that $\mathfrak{k} \cap \mathfrak{h} = \mathfrak{k} \cap \mathfrak{b} = 0$. This means that $\mathfrak{k}$ is a graph of a Lie algebra isomorphism $\mathfrak{a} \to \mathfrak{c}$.

From the invariance of $T$ we see that $\omega_E$ has the form
\[ \omega_E = \omega_{\mathbb{R}^m} + \sum_{a=1}^{n_0} \theta_a \land V_a + \omega_0, \]
where $\omega_{\mathbb{R}^m} \in \land^3 \mathbb{R}^m$, $\theta_a \in \land^2 \mathbb{R}^m$, $\omega_0 \in \land^3 V_0$ and $V_1, \ldots, V_{n_0}$ is an orthonormal basis of $V_0$.

**Lemma 8.** The Lie algebra $\mathfrak{k}$ is trivial, i.e., $\mathfrak{k} = \mathfrak{k}_1 \oplus \mathfrak{k}_2$.

Proof. Using the Bianchi identity as in Section 6 it is easy to see that the projections of curvature operators to $\mathfrak{so}(n)$ are the following:

\begin{align*}
(28) \quad \text{pr}_{\mathfrak{so}(n)} R(e_i, q) &= -P(e_i) - \sum_{a=1}^{n_0} (V_a, \mu_i) \theta_a \\
(29) \quad \text{pr}_{\mathfrak{so}(n)} R(e_i, e_j) &= R_0(e_i, e_j) \in \mathfrak{k}_1 \\
(30) \quad \text{pr}_{\mathfrak{so}(n)} R(X, Y) &= C(X, Y) \in \mathfrak{k}_2, \quad X, Y \in \mathbb{R}^m, \\
\end{align*}
and other curvature operators have zero projections to $\mathfrak{so}(n)$; here $P \in \mathcal{P}(\mathfrak{h})$, $R_0 \in \mathcal{R}(\mathfrak{h})$, $C \in \mathcal{R}^\omega \mathfrak{h} (\mathfrak{b})$.

We claim that the Lie algebra $\mathfrak{k}$ is commutative. The Lie algebra $\mathfrak{k}$ is spanned by the elements of the form $\text{pr}_1 R(e_i, q)$, where $e_i \in \mathbb{R}^k$, $R \in \mathcal{R}^T (g)$. We see from (28) that $\sum_{a=1}^{n_0} (V_a, \mu_i) \theta_a \in \mathfrak{b}$. Since this element annihilates $T$, we obtain that $\sum_{a=1}^{n_0} (V_a, \mu_i) \theta_a = 0$. This proves the claim.

It is clear that the subalgebra $\mathfrak{h} \subset \mathfrak{so}(k)$ is spanned by the images of the elements $P \in \mathcal{P}(\mathfrak{h})$, $R_0 \in \mathcal{R}(\mathfrak{h})$ defined by all $R \in \mathcal{R}^T (g)$. This implies (21) that $\mathfrak{h} \subset \mathfrak{so}(k)$ is the holonomy algebra of the Levi-Civita connection of a Riemannian manifold. The de Rham theorem implies the decompositions
\[ \mathbb{R}^n = \mathbb{R}^{d_1} \oplus \cdots \oplus \mathbb{R}^{d_1} \oplus \mathbb{R}^{d_0}, \]
\[ \mathfrak{h} = \mathfrak{h}_1 \oplus \cdots \oplus \mathfrak{h}_t, \]

where \( \mathfrak{h}_\alpha \subset \mathfrak{so}(d_\alpha) \) is irreducible, \( \alpha = 1, \ldots, t \). We assume that basis \( e_1, \ldots, e_k \) is compatible with this decomposition.

Suppose that \( \mathfrak{h}'_\alpha \neq 0 \). Then the induced representation of \( \mathfrak{h}'_\alpha \) on \( \mathbb{R}^{d_\alpha} \) is either irreducible, or \( \mathfrak{h}'_\alpha \) is a semisimple ideal in \( \mathfrak{h} \), and \( \mathfrak{h} \) is isomorphic to \( \mathfrak{h} \). Consequently, (31) implies that \( \mathfrak{h} \) is commutative, we see that \( \mathfrak{h}'_\alpha \subset \mathfrak{h}_1 \). Since \( T \) is invariant, we conclude that \( \mu_i = 0 \) if \( e_i \in \mathbb{R}^{d_\alpha} \). From this and (28) it follows that \( \text{pr}_{\mathfrak{so}(n)}(e_i, q) = -P(e_i) \) if \( e_i \in \mathbb{R}^{d_\alpha} \). This implies that \( \mathfrak{h}_\alpha \subset \mathfrak{h}_1 \).

Suppose that \( \mathfrak{h}'_\alpha = 0 \). Then \( \mathfrak{h}_\alpha = \mathfrak{so}(2) \), and \( \mathbb{R}^{d_\alpha} = \mathbb{R}^2 \). Without loss of generality we may assume that \( \alpha = 1 \). For each \( P \in \mathcal{P}(\mathfrak{so}(2)) \), the basis \( e_1, e_2 \in \mathbb{R}^2 \) may be chosen in such a way that
\[ P(e_1) = -c e_1 \land e_2, \quad P(e_2) = 0, \quad c \in \mathbb{R}. \]

If \( c = 0 \), then from (28) it follows that \( \text{pr}_{\mathfrak{t}} R(e_j, q) = 0 \). Suppose that \( c \neq 0 \). We have
\begin{align*}
(31) \quad & \text{pr}_{\mathfrak{so}(n)}(e_1, q) = -c e_1 \land e_2 - \sum_{a=1}^{n_0} (V_a, \mu_1) \theta_a, \\
(32) \quad & \text{pr}_{\mathfrak{so}(n)}(e_2, q) = - \sum_{a=1}^{n_0} (V_a, \mu_2) \theta_a. 
\end{align*}

From the equalities \( R(e_1, q) \cdot T = R(e_2, q) \cdot T = 0 \) it follows that
\[ c \mu_1 = \sum_{a=1}^{n_0} (V_a, \mu_1) \theta_a \mu_2, \]
\[ -c \mu_2 = \sum_{a=1}^{n_0} (V_a, \mu_2) \theta_a \mu_1. \]

Since \( \sum_{a=1}^{n_0} (V_a, \mu_1) \theta_a, \sum_{a=1}^{n_0} (V_a, \mu_2) \theta_a \in \mathfrak{b} \subset \mathfrak{so}(m) \), the equations imply \( \mu_1, \mu_2 \in \mathbb{R}^m \). Consequently, \( (V_a, \mu_1) = (V_a, \mu_2) = 0 \), which implies \( \mu_1 = \mu_2 = 0 \). Now from (31) we see that \( \text{pr}_{\mathfrak{t}} R(e_1, q) = \text{pr}_{\mathfrak{t}} R(e_2, q) = 0 \). This proves the lemma.

Thus,
\[ \text{pr}_{\mathfrak{so}(n)} \mathfrak{g} = \mathfrak{h} \oplus \mathfrak{b}, \quad \mathfrak{h} \subset \mathfrak{so}(k), \quad \mathfrak{b} \subset \mathfrak{so}(m). \]

We already know that \( \text{pr}_{\mathfrak{so}(1,k+1)} \mathfrak{g} \subset \mathfrak{so}(1,k+1) \) is weakly irreducible and it annihilates the isotropic vector \( p \). So, \( \text{pr}_{\mathfrak{so}(1,k+1)} \mathfrak{g} \) is a weakly irreducible subalgebra of type 2 or 4. We unify these algebras assuming \( \psi = 0 \) for algebras of type 2. Now it is clear that \( \mathfrak{g} \subset \mathfrak{so}(1,n+1) \) is as in the statement of the theorem.

The condition \( \mathfrak{g} \cdot T \) implies now that
\[ \sum_{i=1}^k e_i \land \mu_i = \sum_{e_i \in \mathbb{R}^{d_0}} e_i \land \mu_i, \quad \mu_i \in V_0. \]

This expression may be considered as a map from \( \mathbb{R}^{d_0} \) to \( V_0 \). Let us denote by \( E'_0 \) its image, \( E'_0 \subset V_0 \). And consider an orthogonal decomposition
\[ E = E'_1 \oplus E'_0. \]

Using this decomposition, \( T \) may be rewritten as
\[ p \land \omega_{R^k} + p \land \sum_{a=1}^{n_0} X_a \land V_a + p \land \lambda + \omega_E, \quad \omega_E = \omega_{E'_1} + \sum_{a=1}^{n_0} \theta_a \land V_a + \omega_0, \]

where now \( V_1, \ldots, V_{n_0} \) is an orthonormal basis of \( E'_0, X_1, \ldots, X_{n_0} \in \mathbb{R}^k \) are vectors annihilated by \( \mathfrak{h}, \lambda \in \land^2 E, \omega_{E'_1} \in \land^3 E'_1, \theta_1, \ldots, \theta_{n_0} \in \mathfrak{so}(E'_1), \omega_0 \in \land^3 \). By the construction, the vectors
Using the decomposition
\[ E = \bigoplus_{a=1}^{n_0} \theta_a, \quad X \in \mathbb{R}^k. \]

Since the vectors \( X_1, \ldots, X_{n_0} \in \mathbb{R}^k \) are linearly independent, we conclude that \( \theta_a \in \mathfrak{b} \) for all \( a = 1, \ldots, n_0 \). The condition \( \mathfrak{b} \cdot T = 0 \) implies that the endomorphisms \( \theta_a, a = 1, \ldots, n_0 \), are mutually commuting. As in Section 6 it can be shown that this implies \( \omega = 0 \).

Consider now the expression \( \sum_{a=1}^{n_0} \theta_a \wedge V_a \) as a map from \( E_0 \) to \( \mathfrak{b} \). Let \( E_0 \subset E_0 \) be the orthogonal complement to the kernel of this map. Let finally \( E_1 \) be the orthogonal complement to \( E_0 \) in \( E \) and consider the decomposition
\[ E = E_1 \oplus E_0. \]

Now it is obvious that \( T \) may be represented as in the statement of the theorem. The expressions for the curvature tensor may be obtained from the Bianchi identity as we did it in Section 6. 

\[ \square \]

**Remark 1.** The torsion given in the statement of Theorem 3 may be written in the form
\[ T = p \wedge \left( \omega_\mathbb{R}^k + \sum_{i=1}^l X_i \wedge V_i + \sum_{i=1}^s Y_i \wedge U_i + \lambda \right) + \omega_E, \quad \omega_E = \omega_{E_1} + \sum_{i=1}^l \theta_i \wedge V_i, \]

where \( \omega_\mathbb{R}^k \in \wedge^2 \mathbb{R}^k, \mathfrak{h} \cdot \omega_\mathbb{R}^k = 0; X_1, \ldots, X_l, Y_1, \ldots, Y_s \in \mathbb{R}^k \) are linearly independent vectors annihilated by \( \mathfrak{h} \); \( V_1, \ldots, V_l \) is an orthonormal basis of \( E_0 \); \( \theta_1, \ldots, \theta_l \in \mathfrak{so}(E_1) \) are linearly independent mutually commuting elements commuting with \( \mathfrak{b}_0 \); \( U_1, \ldots, U_s \in E_1 \) are vectors annihilated by \( \mathfrak{b} = \mathfrak{b}_0 + (\theta_1, \ldots, \theta_l) \subset \mathfrak{so}(E_1); \omega_{E_1}, \mathfrak{b} \cdot \omega_{E_1} = 0 \); and \( \lambda \in \wedge^2 \mathbb{E}, \mathfrak{b} \cdot \lambda = 0 \). Moreover, it holds \( \omega_{E_1}(U_i) = 0 \), and \( \lambda \cdot \omega_E = 0 \).

**Remark 2.** Note that the decomposition (27) is not defined uniquely. Suppose that a decomposition (27) is fixed. Let as above \( \mathfrak{b} \subset \mathfrak{so}(E) \) be the projection of the holonomy algebra \( \mathfrak{g} \) to \( \mathfrak{so}(E) \). Let \( V_0 \subset E \) be the subspace consisting of vectors annihilated by \( \mathfrak{b} \). Let \( V_1 \subset E \) be the orthogonal complement to \( V_0 \) in \( E \). We obtain the decomposition
\[ E = V_1 \oplus V_0. \]

In notation of Theorem 3 we have \( V_1 \subset E_1 \), and \( E_0 \subset V_0 \). Fix a vector \( X_0 \in V_0 \) and consider the vector space
\[ \mathcal{E} = V_1 \oplus V_0, \quad \tilde{V}_0 = \{ X - (X, X_0)p | X \in V_0 \}. \]

Let \( \tilde{L} \) be the orthogonal complement to \( \mathcal{E} \) in \( \mathbb{R}^{1,n+1} \). The vector space \( \tilde{L} \) is spanned by the vectors \( p, e_1, \ldots, e_k, q + X_0 - \frac{1}{2}g(X_0, X_0)p \). We obtain the new \( \mathfrak{g} \)-invariant decomposition
\[ \mathbb{R}^{1,n+1} = \tilde{L} \oplus \mathcal{E}. \]

Using the decomposition \( E = V_1 \oplus V_0 \), the tensor \( \omega_E \) may be written as
\[ \omega_E = \omega_{V_1} + \omega_{V_0} + \varphi, \]

where \( \omega_{V_1} \in \wedge^3 V_1, \omega_{V_0} \in \wedge^3 V_0, \varphi \in \wedge^2 V_1 \oplus V_0 \). Let \( Z_1, \ldots, Z_s \) be an orthonormal basis of \( V_0 \). The tensor \( \varphi \) may be written in the form \( \varphi = \sum_{i=1}^s \eta_i \wedge Z_i \). The condition \( [b, \lambda] = 0 \) implies
\[ \lambda = \lambda_1 + \lambda_0, \quad \lambda_1 \in \wedge^2 V_1, \quad \lambda_0 \in \wedge^2 V_0. \]

**Example 6.** Let \( (M_1, g_1) \) be a Lorentzian manifold of dimension \( k_1 + k_2 + 2, k_1 \geq 0, k_2 \geq 0 \) with the holonomy algebra
\[ \mathfrak{g}_1 = \{ p \wedge \psi_1(A) + A | A \in \mathfrak{h} \} \times p \wedge \mathbb{R}^{k_1} \subset \mathfrak{so}(1,k_1 + k_2 + 1), \]

where \( \mathfrak{h} \subset \mathfrak{so}(k_1) \) is the holonomy algebra of a Riemannian manifold and \( \psi_1 : \mathfrak{h} \to \mathbb{R}^{k_2} \) is an arbitrary linear map with \( \psi_1[b, \mathfrak{h}] = 0 \). Such spaces exist according to (17). Let \( (N_0, \mathfrak{b}_0, T_0) \) be the product of \( (M_1, g_1) \) and of a Riemannian geometry with a parallel skew torsion \( T_0 \) and holonomy algebra \( \mathfrak{b}_0 \subset \mathfrak{so}(m), m = \dim N_0 \). It is clear that the holonomy algebra of \( (M_0, g_0, T_0) \)
is $g_1 \oplus b_0 \subset \mathfrak{so}(1, k_1 + k_2 + 1) \oplus \mathfrak{so}(m)$. Let $\theta_1, \ldots, \theta_l \in \mathfrak{so}(m)$ be linearly independent mutually commuting endomorphisms commuting with $b_0$. Let $n_0 = (\theta_1, \ldots, \theta_l)$. Suppose that $n_0 \cap b_0 = 0$. Let $b = b_0 \oplus n_0$. Let
\[
\psi_2 : b \to \mathbb{R}^{k_2}
\]
be a linear map which is zero on $b_0$ and such that the map $\psi = \psi_1 + \psi_2 : \mathfrak{h} \oplus b \to \mathbb{R}^{k_2}$ is surjective. Let finally
\[
\sigma_i = p \wedge \psi(\theta_i) + \theta_i, \quad i = 1, \ldots, l.
\]
The construction of Section 5 gives us a geometry $(M, g, \nabla)$ with the torsion
\[
T = p \wedge \sum_{i=1}^{l} \psi(\theta_i) \wedge V_i + \sum_{i=1}^{l} \theta_i \wedge V_i + T_0
\]
and the holonomy algebra
\[
\mathfrak{g} = \{ p \wedge \psi(A) + A | A \in \mathfrak{h} \oplus b \} \times p \wedge \mathbb{R}^{k_1}
\]
contained in $\mathfrak{so}(1, k_1 + k_2 + 1) \oplus \mathfrak{so}(m) \subset \mathfrak{so}(1, k_1 + k_2 + 1) \oplus \mathfrak{so}(l + m)$.

For a geometry from the statement of the theorem, one may consider the decomposition and as in Section 6 apply to it [12, Theorem 4.8]. Let us now show that some results from [12] do not hold true in the Lorentzian signature.

**Example 7.** Let $(M_0, g_0, \omega_E)$ be a Riemannian geometry with a parallel skew-symmetric torsion and a parallel 2-from $\lambda$ satisfying $\lambda \cdot \omega_E = 0$. Denote by $b$ its holonomy algebra. Let $(N_0, b_0, p \wedge \omega)$ be a Lorentzian geometry as in Section 9 and with the holonomy algebra $\mathfrak{g}_L$. By Lemma 2 the 2-form $\lambda$ is closed. Let us suppose that $\lambda$ is exact, i.e., there exists a 1-from $\kappa$ such that $d\kappa = \lambda$. Consider the manifold $M = M_0 \times N_0$ and the product of the above geometries. Similarly, as in Section 6 consider the distribution $\mathcal{L}$ on $M$ spanned by the vector fields
\[
\bar{X} = X - \kappa(X)p, \quad X \in \Gamma(TM_0).
\]
As in Section 5 this defines a geometry with the torsion
\[
\bar{\omega}_E + p \wedge \omega + p \wedge \bar{\lambda},
\]
where $\bar{\omega}_E$ and $\bar{\lambda}$ are the tensors on $\mathcal{L}$ corresponding to $\omega_E$ and $\lambda$. It is easy to check that the distributions $\mathcal{L}$ and $T_0$ are parallel with respect to this connection, and the holonomy algebra of this connection coincides with $b \oplus \mathfrak{g}_L$. Suppose that $b$ is irreducible and $\mathfrak{g}_L$ is weakly irreducible. Then both distributions $\mathcal{L}$ and $T_0$ are horizontal. Since $\lambda \neq 0$, the geometry is indecomposable. In the same time, Lemma 3.6 from [12] implies that if a Riemannian manifold admits two orthogonal horizontal parallel distributions, then the geometry is locally decomposable. This shows a substantial difference between Riemannian and Lorentzian geometries with parallel skew-symmetric torsion.

8. **Reducible case:** $\dim L = 2, 3$

**Theorem 4.** Let $(M, g, \nabla)$ be a Lorentzian geometry with a parallel skew-symmetric torsion $T$, and let $\mathfrak{g} \subset \mathfrak{so}(1, n + 1)$ be the holonomy algebra of the connection $\nabla$ at a point $x \in M$. Suppose that the holonomy representation of $\mathfrak{g}$ in $T_x M$ decomposes into a non-trivial orthogonal direct sum
\[
T_x M = L \oplus E = \mathbb{R}^{1,1} \oplus \mathbb{R}^n
\]
such that the induced representation of $\mathfrak{g}$ in the Lorentzian part $L = \mathbb{R}^{1,1}$ is non-trivial, and $T \notin \wedge^2 E$. Then

- There exists a non-zero vector $v \in E$, an orthogonal decomposition $E = \mathbb{R}v \oplus E_1$, a Berger subalgebra $b_0 \subset \mathfrak{so}(E_1)$ with the torsion $\omega_{E_1} \in \wedge^2 E_1$, an endomorphism $\theta \in \wedge^2 E_1$ commuting with $b_0$ such that the torsion is given by
\[
T = p \wedge q \wedge v + \theta \wedge v + \omega_{E_1}.
• The holonomy algebra \( g \) is one of the following:

\[
\begin{align*}
\mathfrak{g}_1 &= \mathbb{R}p \land q \oplus \mathfrak{b}, \\
\mathfrak{g}_2 &= \{ \psi(B)p \land q + B \mid B \in \mathfrak{b} \},
\end{align*}
\]

where the subalgebra \( \mathfrak{b} \subset \mathfrak{so}(E_1) \) is spanned by \( \mathfrak{b}_0 \) and \( \theta \), and \( \psi : \mathfrak{b} \to \mathbb{R} \) is a non-zero linear map with \( \psi|_{\mathfrak{b},\mathfrak{b}} = 0 \).

• Each algebraic curvature tensor \( R \in \mathcal{R}^T(\mathfrak{g}) \) is given by the following formulas:

\[
\begin{align*}
R(p, q) &= \alpha p \land q - g(v, v)\theta, \\
R(X, Y) &= g(v, v)\theta(X, Y)p \land q + C(X, Y), \quad X, Y, E,
\end{align*}
\]

where

\[
C(X, Y) = C_0(X, Y) + \theta(X, Y)\theta, \quad C_0 \in \mathcal{R}^{\omega_{E_1}}(\mathfrak{b}_0), \quad \alpha \in \mathbb{R}.
\]

In the case of the holonomy algebra \( \mathfrak{g}_2 \) it holds \( \alpha = -\psi(\theta) \) and \( \psi(C(X, Y)) = g(v, v)\theta(X, Y) \).

**Theorem 5.** Let \( (M, g, \nabla) \) be a Lorentzian geometry with a parallel skew-symmetric torsion \( T \), and let \( \mathfrak{g} \subset \mathfrak{so}(1, n + 1) \) be the holonomy algebra of the connection \( \nabla \) at a point \( x \in M \). Suppose that the holonomy representation of \( \mathfrak{g} \) in \( T_x M \) decomposes into a non-trivial orthogonal direct sum

\[
T_x M = L \oplus E = \mathbb{R}^{1,2} \oplus \mathbb{R}^{n-1}
\]

such that the induced representation of \( \mathfrak{g} \) in the Lorentzian part \( L = \mathbb{R}^{1,2} \) is weakly irreducible, and \( T \not\in \land^3 L \oplus \land^3 E \). Then

• There exists a vector \( v \in E \), a Berger subalgebra \( \mathfrak{b}_0 \subset \mathfrak{so}(E_1) \) with the torsion \( \omega_{E_1} \in \land^3 E_1 \), where \( E_1 \subset E \) is the orthogonal complement to \( v \) in \( E \). Next, there exist a number \( \alpha \in \mathbb{R} \), endomorphisms \( \theta \in \land^2 E_1, \lambda \in \land^2 E \) commuting with \( \mathfrak{b}_0 \) such that the torsion is given by

\[
T = p \land (\alpha e_1 \land q + e_1 \land v + \lambda) + \omega_{E_1} + \theta \land v.
\]

• The holonomy algebra \( \mathfrak{g} \) is one of the following:

\[
\begin{align*}
\mathfrak{g} &= \mathbb{R}p \land e_1 \oplus \mathfrak{b}, \\
\mathfrak{g} &= \{ \psi(B)p \land e_1 + B \mid B \in \mathfrak{b} \},
\end{align*}
\]

where \( \mathfrak{b} \subset \mathfrak{so}(E_1) \) is the subalgebra spanned by the endomorphisms \( g(v, v)\theta + \alpha \lambda \) and \( C_0(X, Y) \) and \( \psi : \mathfrak{b} \to \mathbb{R} \) is a non-zero linear map with \( \psi|_{\mathfrak{b},\mathfrak{b}} = 0 \).

• Each algebraic curvature tensor \( R \in \mathcal{R}^T(\mathfrak{g}) \) is given by

\[
\begin{align*}
R(q, e_1) &= \beta p \land e_1 + g(v, v)\theta + \alpha \lambda, \\
R(X, Y) &= g(g(v, v)\theta X + \alpha \lambda X, Y)p \land e_1 + C(X, Y), \quad X, Y, E,
\end{align*}
\]

where

\[
C(X, Y) = C_0(X, Y) + g(v, v)\theta(X, Y)\theta, \quad C_0 \in \mathcal{R}^{\omega_{E_1}}(\mathfrak{b}_0), \quad \beta \in \mathbb{R}.
\]

In the case of the holonomy algebra \( \mathfrak{g}_2 \) it holds \( \beta = \psi(g(v, v)\theta + \alpha \lambda) \) and \( \psi(C(X, Y)) = g(g(v, v)\theta X + \alpha \lambda X, Y) \).

The proofs of Theorems 4 and 5 are direct and they use the techniques from the previous sections. For the proof of Theorem 5 note that the projection of the torsion to \( \land^3 L \) is proportional to the volume form.
9. Summary

Now we summarize the information about holonomy algebras form the previous sections. Let \((M, g, \nabla)\) be a Lorentzian geometry with non-zero parallel skew-symmetric torsion \(T\) and holonomy algebra \(g \subset \mathfrak{so}(1, n + 1)\), then one of the following possibilities holds:

1. the holonomy algebra \(g \subset \mathfrak{so}(1, n + 1)\) is irreducible. This is possible only for \(n = 1\) and \(g = \mathfrak{so}(1, 2)\); in this case the torsion is proportional to the volume form.
2. the holonomy algebra \(g \subset \mathfrak{so}(1, n + 1)\) is weakly irreducible and not irreducible. This situation is described in Section 7.

In other cases \(g\) preserves a decomposition of the tangent space

\[
\mathbb{R}^{1,n+1} = L \oplus E = \mathbb{R}^{1,k+1} \oplus \mathbb{R}^{n-k}, \quad 1 \leq \dim L = k + 2 \leq n - 1
\]

such that the induced representation of \(g\) in \(L\) is weakly irreducible. In this case the geometry is reducible. One of the possibilities is

3. The torsion at a point satisfies \(T \in \wedge^3 L \oplus \wedge^3 E\). Then the geometry is decomposable, i.e., locally it is a product of Lorentzian and Riemannian geometries with parallel skew-symmetric torsion. In particular, \(g = g_L \oplus b\), where \(g_L \subset \mathfrak{so}(L)\), \(b \subset \mathfrak{so}(E)\) are the corresponding holonomy algebras.

Now we may assume that \(T \notin \wedge^3 L \oplus \wedge^3 E\), i.e., the geometry is not decomposable. Then the following cases depending on the dimension of \(L\) may appear:

4. \(\dim L = 1\); in this case \(g \subset \mathfrak{so}(E) = \mathfrak{so}(n+1)\), and the torsion is of the form \(e_+ \wedge \theta + \omega_E\), where \(e_+\) is a vector from \(L\) of norm \(-1\), \(\theta \in \wedge^2 E\), \(\omega_E \in \wedge^3 E\), it holds \(g \cdot \theta = 0\), \(g \cdot \omega_E = 0\), \(\theta \cdot \omega_E = 0\); each \(R \in \mathcal{R}^T(g)\) is of the form \(R = C_0 - \theta \circ \theta\) for some \(C_0 \in \mathcal{R}^{\omega_E}(g + \mathbb{R}\theta)\).
5. \(\dim L = 2\); this case is considered in Section 8.
6. \(\dim L = 3\); this case is considered in Section 8.
7. \(\dim L \geq 4\); this case is considered in Section 8.

**Corollary 3.** Let \((M, g, \nabla)\) be an indecomposable Lorentzian geometry with a parallel skew-symmetric torsion \(T\) and holonomy algebra \(g \subset \mathfrak{so}(1, n + 1)\). Suppose that \(M\) is simply connected. Then there exists a \(\nabla\)-parallel isotropic vector field in the cases 2 with \((n \geq 2)\), 6 and 7 from above. In the case 4 the vector field \(p\) exists if and only if \(g\) annihilates a non-zero vector in \(E\). The \(\nabla\)-parallel isotropic vector field \(p\) is also parallel with respect to the Levi-Civita connection \(\nabla^g\).

Thus in the most of the cases the geometry is locally defined by a Walker metric \(g\) given by (14) with the parallel isotropic vector field \(p = \partial_n\). The tensors determining the torsion may be considered as \(\nabla\)-parallel multivectors on the screen bundle \(p^\perp / \langle p \rangle\).

10. Naturally reductive homogeneous spaces

In Section 2 we have seen that a connected and simply connected naturally reductive homogeneous space is uniquely determined by the corresponding infinitesimal model \((m, R, T)\). Consequently, our task is to describe all infinitesimal models in the Lorentzian signature, i.e., for \(m = \mathbb{R}^{1,n+1}, n \geq 1\). Above we have found all holonomy algebras \(g \subset \mathfrak{so}(1, n + 1)\) of Lorentzian geometries \((M, g, \nabla)\) with parallel skew-symmetric torsion, we have described all torsions \(T\) of these geometries, and all curvature tensors \(R \in \mathcal{R}^T(g)\). If such \(g\), \(T\), and \(R\) are fixed, then the second equality from (5) and the equality (7) hold true for \(R\) and \(T\). Consequently, \((m, R, T)\) is an infinitesimal model with the holonomy algebra \(g\) if and only if \(g \cdot R = 0\), \(g = \im C_0\), and (8) holds true. Note that since \(R\) satisfies (2), by (4) Theorem A.2, the property (8) holds true automatically. In what follows we say that a naturally reductive homogeneous space \((M, g)\) is indecomposable if the corresponding geometry \((M, g, \nabla)\), where \(\nabla\) is the canonical connection, is indecomposable in the sense of the definition from Section 4.

Let us give some constructions of infinitesimal models in Lorentzian signature.

**Example 8.** Let \((E_1, C_0, \omega_{E_1})\) be an infinitesimal model of Riemannian signature. Let \(n \subset \mathfrak{so}(E_1)\) be a commutative subalgebra commuting with \(b_0 = \im C_0\) and annihilating \(C_0\) and \(\omega_{E_1}\).
Choose an Euclidean metric on \( n \). Let \( \dim n = l \) and let \( \mathbb{R}^l \) and \( E_0 \) be two copies of \( n \). Consider the Minkowski space

\[ \mathbb{R}^{1,n+1} = L \oplus E, \]

where

\[ L = \mathbb{R}^p \oplus \mathbb{R}^k \oplus \mathbb{R}^q, \quad \mathbb{R}^k = \mathbb{R}^{k-l} \oplus \mathbb{R}^l, \quad k \geq 2, \]

\[ E = E_1 \oplus E_0. \]

Let \( \omega_{\mathbb{R}^k} \in \wedge^2 \mathbb{R}^k \) be an arbitrary element. Let \( \varphi \in n \wedge E_0 \) and \( \zeta_2 \in \mathbb{R}^l \wedge E_0 \) correspond to the identity maps under the identifications \( E_0 \cong n \) and \( \mathbb{R}^l \cong E_0 \), respectively. Define the 3-form

\[ \omega_E = \omega_{E_1} + \varphi \in \wedge^3 E \]

Let \( \lambda \in \wedge^2 E \) be an element such that \( \lambda \cdot \omega_E = 0 \). Let \( \zeta_1 \in \mathbb{R}^k \wedge E_1 \) be an element satisfying the conditions \( b \cdot \zeta_1 = 0 \), \( \omega_{E_1}(\zeta_1(\mathbb{R}^k)) = 0 \), and \( \zeta_1(E_1) \cap \zeta_2(E_0) = 0 \). Let

\[ T = p \wedge \zeta + \omega_E, \]

where

\[ \zeta = \omega_{\mathbb{R}^k} + \zeta_1 + \zeta_2 + \lambda. \]

Let \( V_1, \ldots, V_l \) be an orthogonal basis of \( E_0 \). Let \( \theta_i = \varphi(V_i) \), and \( X_i = \zeta_2(V_i) \). Let \( K : \mathbb{R}^n \to \mathbb{R}^n \) be a symmetric linear map such that \( \text{im } K \) and \( \zeta_2(E_0) \) span \( \mathbb{R}^k \). Define the tensor \( R \) with the following non-zero values:

\[ R(q,X) = p \wedge K(X) + \sum_{i=1}^l g(X,X_i)\theta_i, \quad X \in \mathbb{R}^k, \]

\[ R(Y,Z) = p \wedge \sum_{i=1}^l \theta_i(Y,Z)X_i + C_0(Y,Z) + \sum_{i=1}^l \theta_i(Y,Z)\theta_i, \quad Y,Z \in E_1. \]

It is easy to check that \( (\mathbb{R}^{1,n+1}, R, T) \) is an infinitesimal model. The projection of the holonomy algebra \( \mathfrak{g} = \text{im } R \) to \( \mathfrak{so}(L) \) coincides with \( p \wedge \mathbb{R}^k \).

**Example 9.** Let \( (E_1,C_0,\omega_{E_1}) \) be an infinitesimal model of Riemannian signature. Let \( \mathbb{R} \) be the line with the scalar product, and \( v \in \mathbb{R} \) an arbitrary (possibly zero) vector. Consider the Euclidean space \( E = E_1 \oplus \mathbb{R}v \). Let \( n = \dim E + 1 \). Consider the Minkowski space

\[ \mathbb{R}^{1,n+1} = L \oplus E = \mathbb{R}^{1,2} \oplus E. \]

Fix endomorphisms \( \theta \in \wedge^2 E_1, \lambda \in \wedge^2 E \) commuting with \( \text{im } C_0 \). Let \( \alpha, \beta \in \mathbb{R} \). Define the algebraic torsion

\[ T = p \wedge (\alpha e_1 \wedge q + e_1 \wedge v + \lambda) + \omega_{E_1} + \theta \wedge v \]

and curvature

\[ R(q,e_1) = \beta p \wedge e_1 + g(v,v)\theta + \alpha \lambda, \]

\[ R(X,Y) = g(g(v,v)\theta X + \alpha \lambda X,Y)p \wedge e_1 + C_0(X,Y) + g(v,v)\theta(X,Y)\theta, \quad X,Y \in E. \]

It is easy to check that \( (\mathbb{R}^{1,n+1}, R, T) \) is an infinitesimal model.

**Example 10.** Let \( (E_1,C_0,\omega_{E_1}) \) be an infinitesimal model of Riemannian signature, \( \dim E_1 = n - 1 \). Let \( \mathbb{R} \) be the line with the scalar product, and \( v \in \mathbb{R} \) an arbitrary non-zero vector. Consider the Minkowski space

\[ \mathbb{R}^{1,n+1} = L \oplus E = \mathbb{R}^{1,1} \oplus (E_1 \oplus \mathbb{R}v). \]

Fix an endomorphism \( \theta \in \wedge^2 E_1 \) commuting with \( \text{im } C_0 \). Let \( \alpha \in \mathbb{R} \). Define the algebraic torsion

\[ T = p \wedge q \wedge v + \theta \wedge v + \omega_{E_1} \]

and curvature

\[ R(p,q) = \alpha p \wedge q - g(v,v)\theta, \]

\[ R(X,Y) = g(v,v)\theta(X,Y)p \wedge q + C_0(X,Y) + \theta(X,Y)\theta, \quad X,Y \in E. \]
We get an infinitesimal model \((\mathbb{R}^{1,n+1}, R, T)\).

**Example 11.** Let \((E = \mathbb{R}^{n+1}, C_0, \omega_E)\) be an infinitesimal model of Riemannian signature. Suppose that a \(\theta \in \wedge^2 E\) is given, and it holds \(\theta \cdot C_0 = 0, \theta \cdot \omega_E = 0\). Consider the Minkowski space
\[
\mathbb{R}^{1,n+1} = L \oplus E = E_\perp \oplus \mathbb{R}^{n+1},
\]
where \(e_-\) is a vector of norm \(-1\). Define the tensors
\[
T = e_- \wedge \theta + \omega_E,
\]
and
\[
R = C_0 - \theta \circ \theta.
\]
We get an infinitesimal model \((\mathbb{R}^{1,n+1}, R, T)\).

**Theorem 6.** Let \((M, g)\) be a connected and simply connected indecomposable naturally reductive homogeneous Lorentzian space of dimension \(n + 2 \geq 4\). Then either \((M, g)\) is a symmetric space or one of the following holds:

- \((M, g)\) is \(\mathbb{R}^{n+2}\) with the structure of a homogeneous plane wave described above in Example 4.
- The infinitesimal model \((\mathbb{R}^{1,n+1}, R, T)\) of \((M, g)\) is given by one of Examples 8–11.

**Proof.** Let \((M, g)\) be a connected and simply connected naturally reductive homogeneous Lorentzian space. Let \(\nabla\) be the canonical connection, and let \(R\) be the curvature tensor of \(\nabla\). If \(R = 0\), then by [4], \(dT = 0\), and as we have seen in Example 3 above, \((M, g)\) is a symmetric space. Hence we may assume that the holonomy algebra \(\mathfrak{g}\) of the canonical connection \(\nabla\) is non-trivial.

We consider case by case the holonomy algebras from the list given in Section 9. Consider the Minkowski space or one of the following holds:

- \((M, g)\) is \(\mathbb{R}^{n+2}\) with the structure of a homogeneous plane wave described above in Example 4.
- The infinitesimal model \((\mathbb{R}^{1,n+1}, R, T)\) of \((M, g)\) is given by one of Examples 8–11.

\[
\begin{align*}
\partial_i & = x_i, \\
\partial_{x_i} & \text{ is a combination of the vector fields } \partial_{x^i}, i = 1, \ldots, n. \quad \text{Next, } R^g \text{ is determined by } \\
R^g(\partial_{x_i}, X) & = p \wedge K(X) = R^g(\partial_{x_i}, X) - \frac{1}{4} p \wedge \omega^2(X), \\
K_0 & = \frac{1}{2} \sum_{i,j=1}^n (\partial_{x_i} \partial_{x_j} H) \partial_{x^i} \otimes dx^j,
\end{align*}
\]
see, e.g., [17]. The condition \(\nabla R = 0\) may be rewritten as the condition \(\nabla^E K = 0\). We get that
\[
\nabla^E_{\partial_{x^i}} K = \nabla^E_{\partial_{x^i}} K_0 = \nabla^E_{\partial_{x^i}} K_0.
\]
This implies that \(\partial_{x^i} \partial_{x^j} \partial_{x^k} H = 0\), i.e., \(H = \sum_{i,j=1}^n H_{ij}(u)x^i x^j\) (the terms linear in \(x^i\) may be omitted without loss of generality). Next,
\[
\nabla^E_{\partial_{x^i}} K = \nabla^E_{\partial_{x^i}} K_0 = \left(\nabla^E_{\partial_{x^i}} + \frac{1}{2} \omega\right) K_0 = \nabla^E_{\partial_{x^i}} K_0 - [F, K_0],
\]
where $F$ is a linear map with the matrix $F_j^i = \omega_{ij}$. This shows that the matrix $K_0$ satisfies
\[ \partial_u K_0 = [F, K_0]. \]
The solution of this system of equations may be obtained in the form
\[ K_0 = (e^{-uF})^T B e^{-uF} \]
for a constant matrix $B$. Thus we arrive to the settings of Example 4. The space $(M, g)$ is symmetric if and only if $\nabla^u e^v K_0 = 0$, which is equivalent to the condition $[F, K_0] = 0$.

Since we consider indecomposable geometry $(M, g, \nabla)$, its holonomy algebra and torsion cannot be as in the case 3. If the holonomy algebra is as in the case 4, we immediately see the infinitesimal model of $(M, g)$ is as in Example 11. In the cases 5 and 6 it is easy to check that the infinitesimal model is as in Examples 10 and 9, respectively. Suppose that the holonomy algebra is as in the case 7. Consider $T$ and $R$ as in Theorem 7. The condition $p \wedge \mathbb{R}^{k_1} \cdot R = 0$ easily implies the equalities $R_0 = 0$ and $P = 0$. This shows that the infinitesimal model is as in Example 8. □

Now we consider spaces of dimension 3, 4, and 5. The simply connected naturally reductive homogeneous spaces $(M, g)$ are assumed to be indecomposable.

**Dimension of $M$ is 3.** Connected and simply connected naturally reductive homogeneous Lorentzian space of dimension 3 were classified in 11,19, where it is shown that these spaces are exhausted by symmetric spaces, Lie groups SU(2, \mathbb{R}), SL(2, \mathbb{R}) and Heisenberg group with suitable left-invariant metrics. We prove this result by our method.

Since $\dim M = 3$, the torsion $T$ is proportional to the volume form. Making a rescaling, we may assume that the torsion coincides with the volume form. We will consider a Witt basis $p, e, q$ of $\mathbb{R}^{1,2}$ and assume that $T = p \wedge e \wedge q$. It is easy to see that the right-hand side of the Bianchi identity is zero. Hence each algebraic curvature tensor with torsion $T$ is just an algebraic curvature tensor with zero torsion.

Suppose that $g = \mathfrak{so}(1, 2)$. Each invariant algebraic curvature is of the form $R(X, Y) = c X \wedge Y$, where $c$ is a non-zero constant. Since $c \neq 0$, the reductive decomposition $\mathfrak{so}(1, 2) \oplus \mathbb{R}^{1,2}$ of the isometry algebra may be chosen in such a way that $[\mathbb{R}^{1,2}, \mathbb{R}^{1,2}] \subset \mathfrak{so}(1, 2)$, i.e., $(M, g)$ is a symmetric space.

Suppose that the holonomy algebra $g$ is weakly irreducible and not irreducible. Then $g$ is either $\mathbb{R} p \wedge q \ltimes \mathbb{R} p \wedge e$ or $\mathbb{R} p \wedge e$. The first algebra does not admit a suitable algebraic curvature tensor. Thus, $g = p \wedge e$. The curvature tensor is defined by the equality
\[ R(q, e) = \alpha p \wedge e \]
for some non-zero $\alpha$. The algebra $\mathfrak{f}$ has dimension 4 and it holds
\[ [p, q] = -e, \quad [p, e] = p, \quad [e, q] = q + \alpha p \wedge e, \]
\[ [p \wedge e, q] = e, \quad [p \wedge e, e] = -p. \]
The derived algebra is given by
\[ \mathfrak{f}' = \langle p, e, q + \alpha p \wedge e \rangle \]
and it is *transversal* to $g$. Let $A = p$, $B = e$, $C = q + \alpha p \wedge e$. Then it holds that
\[ [A, B] = A, \quad [A, C] = -B, \quad [B, C] = \alpha A + C. \]
The Killing form of $\mathfrak{f}'$ with respect to basis $(A, B, C)$ is given by the matrix
\[ K = \begin{pmatrix} 0 & 0 & 2 \\ 0 & 2 & 0 \\ 2 & 0 & -2\alpha \end{pmatrix}. \]
Thus $\mathfrak{f}'$ is isomorphic to $\mathfrak{so}(1, 2)$, and $(M, g)$ is isometric to the Lie group SL(2, \mathbb{R}) with a suitable left-invariant metric.

Suppose that $g$ preserves the orthogonal decomposition $\mathbb{R}^{1,2} = \mathbb{R}^{1,0} \oplus \mathbb{R}^2$. Fix an orthonormal basis $(e_1, e_2)$ in $\mathbb{R}^2$ and let $e_-$ be a unit time-like vector in $\mathbb{R}^{1,0}$. The holonomy algebra is one-dimensional,
\[ g = \mathfrak{so}(2) = \mathbb{R} e_1 \wedge e_2. \]
The torsion and the curvature are given by
\[ T = e_\times \wedge e_1 \wedge e_2, \quad R(e_1, e_2) = \beta e_1 \wedge e_2, \]
where \( \beta \in \mathbb{R} \) is non-zero. The algebra \( \mathfrak{f} \) has dimension 4 and it holds
\[
\begin{align*}
[e_\times, e_1] &= e_2, & [e_\times, e_2] &= -e_1, & [e_1, e_2] &= -e_\times - \beta e_1 \wedge e_2, \\
[e_1 \wedge e_2, e_1] &= e_2, & [e_1 \wedge e_2, e_2] &= -e_1.
\end{align*}
\]
The derived algebra is given by
\[
\mathfrak{f}' = \langle e_1, e_2, ae_\times + \beta e_1 \wedge e_2 \rangle
\]
and it is transversal to \( \mathfrak{g} \). Let \( A = e_1, B = e_2, C = e_\times + \beta e_1 \wedge e_2 \). Then it holds that
\[
[A, B] = C, \quad [A, C] = -\gamma B, \quad [B, C] = \gamma A,
\]
where \( \gamma = 1 + \beta \). The Killing form with respect to basis \( (A, B, C) \) is given by the matrix
\[
K = \begin{pmatrix}
-2\gamma & 0 & 0 \\
0 & -2\gamma & 0 \\
0 & 0 & -2\gamma^2
\end{pmatrix},
\]
thus \( \mathfrak{f}' \) is isomorphic to the Heisenberg algebra \( \mathfrak{h}_3 \) if \( \beta = -1 \), \( \mathfrak{f}' \) is isomorphic to \( \mathfrak{so}(3) \) if \( \beta < -1 \) and it is isomorphic to \( \mathfrak{so}(1, 2) \) otherwise.

Suppose that \( \mathfrak{g} \) preserves the decomposition \( \mathbb{R}^{1,1} = \mathbb{R}^{1,1} \oplus \mathbb{R}^1 \). Let \( p, q \) be a Witt basis of \( \mathbb{R}^{1,1} \).

The holonomy algebra is one-dimensional,
\[
\mathfrak{g} = \mathbb{R}p \wedge q.
\]
The torsion and the curvature are given by
\[
T = p \wedge q \wedge e, \quad R(p, q) = \beta p \wedge q,
\]
where \( e \in \mathbb{R}^1 \) is a unite vector and \( \beta \in \mathbb{R} \) is non-zero. The Lie algebra \( \mathfrak{f} \) is of dimension 4 and it holds
\[
[p, q] = e - \beta p \wedge q, \quad [e, p] = p, \quad [e, q] = -q,
\]
\[
[p \wedge q, p] = -p, \quad [p \wedge q, q] = q.
\]
The derived algebra is given by
\[
\mathfrak{f}' = \langle p, q, e - \beta p \wedge q \rangle
\]
and it is transversal to \( \mathfrak{g} \). Let \( A = p, B = q, C = e - \beta p \wedge q \). Then it holds that
\[
[A, B] = C, \quad [A, C] = -\gamma A, \quad [B, C] = \gamma B,
\]
where \( \gamma = 1 + \beta \). The Killing form of \( \mathfrak{f}' \) with respect to the basis \( (A, B, C) \) is given by the matrix
\[
K = \begin{pmatrix}
0 & 2\gamma & 0 \\
2\gamma & 0 & 0 \\
0 & 0 & 2\gamma^2
\end{pmatrix}.
\]
Thus \( \mathfrak{f}' \) is isomorphic to the Heisenberg algebra \( \mathfrak{h}_3 \) if \( \beta = -1 \) and to \( \mathfrak{so}(1, 2) \) otherwise.

**Dimension of** \( M \) **is 4.** Connected simply connected homogeneous Lorentzian spaces of dimension 4 were classified in [5]. We apply our method and prove the following theorem.

**Theorem 7.** Let \((M, g)\) be a connected and simply connected indecomposable naturally reductive homogeneous Lorentzian space of dimension 4. Then either \((M, g)\) is a symmetric space or one of the following holds:

- \((M, g)\) is isometric to the homogeneous space \( F/G \) with an invariant metric, where \( F = \text{SL}(2, \mathbb{R}) \times \mathbb{R}^2 \), and \( G \subset F \) is a one-dimensional subgroup;
- \((M, g)\) is isometric to the homogeneous space \( F/G \) with an invariant metric, where \( F = \text{SU}(2, \mathbb{R}) \times \mathbb{R}^2 \), and \( G \subset F \) is a one-dimensional subgroup;
- \((M, g)\) is \( \mathbb{R}^4 \) with the structure of a homogeneous plane wave described above in Example 4.
Remark 3. In the classification Theorem 5, Theorem 9] is given the transvection algebra
with the basis \{Y_1, Y_2, Y_3, T_1, T_2\} and the only non-zero brackets
\[
[Y_1, Y_2] = -\lambda Y_3, \quad [Y_1, Y_3] = \lambda Y_2, \quad [Y_2, Y_3] = Y_1.
\]
Unfortunately, it was wrongly stated that the Lie algebra \langle Y_1, Y_2, Y_3 \rangle is isomorphic to \text{sl}(2, \mathbb{R}).
Analyzing the Killing form of the Lie algebra \langle Y_1, Y_2, Y_3 \rangle, it is easy to see that this Lie algebra
is isomorphic to \text{sl}(2, \mathbb{R}) if \lambda > 0 and it is isomorphic to \text{su}(2) if \lambda < 0. The third space from
Theorem 7 coincides with the second space from 5 Theorem 9], we explain this in the proof
below. Thus the classifications in Theorem 7 and 5 Theorem 9] are essentially the same.

Proof. Consider the canonical connection \nabla. Let \mathfrak{g} \subset \mathfrak{so}(1, 3) be the holonomy algebra of \nabla.
First suppose that \mathfrak{g} \subset \mathfrak{so}(1, 3) is weakly irreducible. Then by Theorem 5 \mathfrak{g} = p \wedge \mathbb{R}^2. The torsion
and the curvature are given by
\[
T = p \wedge e_1 \wedge e_2, \quad \mathcal{R}(q, X) = p \wedge K(X),
\]
where \( K \) is a symmetric endomorphism of \( \mathbb{R}^2 \). We may assume that \( K = \text{diag}(\lambda_1, \lambda_2) \).
The indecomposability implies that \( \lambda_1 \) and \( \lambda_2 \) are non-zero. The algebra \( \mathfrak{f} \) has dimension 6 and
\[
[p, f] = 0, \quad [e_1, e_2] = -p,
\]
\[
[e_1, q] = e_2 + \lambda_1 p \wedge e_1, \quad [e_2, q] = -e_1 + \lambda_2 p \wedge e_2,
\]
\[
[p \wedge e_1, q] = e_1, \quad [p \wedge e_1, e_2] = -\delta_{ij} p.
\]
The derived algebras are given by
\[
\mathfrak{f}' = \langle p, e_1, e_2, p \wedge e_1, p \wedge e_2 \rangle, \quad \mathfrak{f}'' = \langle p \rangle,
\]
i.e., \( \mathfrak{f} \) is solvable. The space corresponds to the case 2 of 5 Theorem 9]. We have just reduced
the number of the possible parameters from 4 to 2 by a proper choice of the basis: we assumed
that \( T = cp \wedge e_1 \wedge e_2 \) with \( c = 1 \) and we diagonalized the symmetric endomorphism \( K \).
Suppose that \( \mathfrak{g} \) preserves the decomposition \( \mathbb{R}^{1,3} = \mathbb{R}^{1,0} \oplus \mathbb{R}^3 \). We are in the settings of
Example 9. Since \( T \neq 0 \), \( \mathfrak{g} \) is a proper subalgebra in \( \mathfrak{so}(3) \). Therefore we can assume that
\( \mathfrak{g} = \mathbb{R} e_1 \wedge e_2 \) and the torsion is given by
\[
T = e_- \wedge e_1 \wedge e_2 + \beta e_1 \wedge e_2 \wedge e_3 = e_1 \wedge e_2 \wedge (e_- + \beta e_3),
\]
where \( \beta \in \mathbb{R} \) is non-zero. If \( \beta \neq \pm 1 \), then the vector \( \beta e_- + e_3 \) is non-isotropic, it is annihilated by
the holonomy algebra and the torsion, i.e., the geometry is decomposable. We may assume that
\( \beta = 1 \). The curvature tensor is given by
\[
\mathcal{R}(e_1, e_2) = \gamma e_1 \wedge e_2,
\]
where \( \gamma \in \mathbb{R} \) is non-zero. The algebra \( \mathfrak{f} \) has dimension 5 and
\[
[p, f] = 0, \quad [e_1, e_2] = -p - \gamma e_1 \wedge e_2,
\]
\[
[e_1, q] = 2e_2, \quad [e_2, q] = -2e_1.
\]
The center of \( \mathfrak{f} \) is given by
\[
\mathfrak{z}(\mathfrak{f}) = \langle p, q + 2e_1 \wedge e_2 \rangle,
\]
and we have
\[
\mathfrak{f}' = \langle e_1, e_2, p + \gamma e_1 \wedge e_2 \rangle,
\]
which is isomorphic to \( \mathfrak{so}(1, 2) \) if \( \gamma > 0 \) and it is isomorphic to \( \mathfrak{so}(3) \) if \( \gamma < 0 \). Thus \( \mathfrak{f} \) is either
\( \mathfrak{so}(1, 2) \oplus \mathbb{R}^2 \) or \( \mathfrak{so}(3) \oplus \mathbb{R}^2 \). This space corresponds to the case 1 of Theorem 9 from 5.
If \( \mathfrak{g} \) preserves the decomposition \( \mathbb{R}^{1,3} = \mathbb{R}^{1,1} \oplus \mathbb{R}^2 \), then according to Example 10 it holds
\[
T = p \wedge q \wedge v,
\]
where \( v \in \mathbb{R}^2 \). Since \( \mathfrak{g} \) annihilates \( v \), it holds \( \mathfrak{g} = \mathbb{R} p \wedge q \). Let \( v_1 \in \mathbb{R}^2 \) be a non-zero vector
orthogonal to \( v \). Then \( v_1 \) is annihilated by the holonomy algebra and by the torsion, i.e., the space
is decomposable.
Finally, if \( g \) preserves the decomposition \( \mathbb{R}^{1,3} = \mathbb{R}^{1,2} \oplus \mathbb{R}^1 \), then according to Example 9 it holds that
\[
T = \alpha p \wedge e_1 + q + p \wedge e_1 + v = p \wedge e_1 + v \wedge (\alpha q + v).
\]
The vector \( \alpha v - g(v,v)p \) is space-like, it is annihilated by the holonomy algebra and by the torsion, i.e., the space is again decomposable.

**Dimension of \( M \) is 5.** To our knowledge, the following result is new.

**Theorem 8.** Let \((M,g)\) be a connected and simply connected indecomposable naturally reductive homogeneous Lorentzian space of dimension 5. Then either \((M,g)\) is a symmetric space or one of the following holds:

- \((M,g)\) is \( \mathbb{R}^5 \) with the structure of a homogeneous plane wave described above in Example 4;
- \((M,g)\) is isometric to a Berger sphere \( SU(3)/SU(2) \), or \( SU(1,2)/SU(2) \);
- \((M,g)\) is isometric to the homogeneous space \( (F_1 \times F_2)/G \) with an invariant metric, where each of \( F_1 \) and \( F_2 \) are isomorphic to one of the Lie groups \( SL(2,\mathbb{R}) \), \( SU(2) \), and \( G \) is either \( SO(2) \) or \( SO(1,1) \);
- \((M,g)\) is isometric to one of the following homogeneous spaces endowed with an invariant metric: \( (SL(2,\mathbb{R}) \times H_3)/G \), where \( G = SO(1,1) \subset SL(2,\mathbb{R}) \); \( (H_3 \times SU(2))/G \), where \( G = SO(2) \subset SU(2) \); \( (H_3 \times SL(2,\mathbb{R}))/G \), where \( G = SO(1,1) \subset SL(2,\mathbb{R}) \);
- \((M,g)\) is isometric to the Heisenberg group \( H_5 \) with a left-invariant metric.

**Proof.** Consider the canonical connection \( \nabla \). Let \( g \subset so(1,4) \) be the holonomy algebra of \( \nabla \). If the holonomy algebra \( g \subset so(1,4) \) is weakly irreducible, then by Theorem 6 \((M,g)\) is a regular homogeneous plane wave. Next we consider various \( g \)-invariant decompositions \( \mathbb{R}^{1,4} = \mathbb{R}^{1,r} \oplus \mathbb{R}^{4-r} \), \( 0 \leq r \leq 3 \) and assume that the induced representation of \( g \) in \( \mathbb{R}^{1,r} \) is weakly irreducible.

Suppose that the holonomy algebra \( g \) preserves the decomposition \( \mathbb{R}^{1,4} = \mathbb{R}^{1,0} \oplus \mathbb{R}^4 \), i.e., we are in the situation of Example 11. We claim that the form \( \omega \) is zero. Indeed, suppose that \( \omega \neq 0 \). Then \( g \) annihilates the vector \( *\omega \in \mathbb{R}^4 \). We may assume that \( *\omega = c e_4 \), \( \omega = c e_1 \wedge e_2 \wedge e_3 \). Then, \( g \subset so(3) \). Since \( g \) commutes with \( \theta \), \( g \) is a proper subalgebra of \( so(3) \), i.e., we may assume that \( g = Re_1 \wedge e_2 \). We see that \( \theta = c_1 e_1 \wedge e_2 + c_2 e_3 \wedge e_4 \). The condition \( \theta \cdot \omega = 0 \) implies \( c_2 = 0 \). It is clear that \((M,g)\) is decomposable, i.e., we get a contradiction. Thus, \( \omega = 0 \).

Consider now the following decomposition of the Lie algebra \( \mathfrak{f} \):
\[
\mathfrak{f} = (g \oplus \mathbb{R}e_-) \oplus \mathbb{R}^4.
\]
It is clear that this decomposition defines a \( \mathbb{Z}_2 \)-grading of \( \mathfrak{f} \). It holds that
\[
\text{ad}_{e_-}|_{\mathbb{R}^4} = \theta.
\]
The Lie bracket restricted to \( \mathbb{R}^4 \) satisfy
\[
[X,Y] = -C_0(X,Y) + \theta(X,Y)\theta - \theta(X,Y)e_- \tag{36}
\]
The algebraic curvature tensor \( C_0 \) defines the following \( \mathbb{Z}_2 \)-graded Lie algebra:
\[
\mathfrak{h} \oplus \mathbb{R}^4,
\]
where \( \mathfrak{h} = C_0(\mathbb{R}^4,\mathbb{R}^4) \subset so(4) \). Since \( \mathfrak{h} \) commutes with \( \theta \), we see that \( \mathfrak{h} \) is one of the following Lie algebras: \( u(2), so(2) \oplus so(2), so(2) \), or it is trivial. Let us consider these cases.

Consider the case \( \mathfrak{h} = u(2) \). The tensor \( C_0 \) is given by
\[
C_0(X,Y) = a(X \wedge Y + JX \wedge JY + 2(JX,Y)J),
\]
where \( J \) is the complex structure on \( \mathbb{R}^4 \), and \( a \neq 0 \). It is clear that \( \theta = bJ \) for some \( b \in \mathbb{R} \). Recall that \( g = R(\mathbb{R}^{1,4},\mathbb{R}^{1,4}) = R(\mathbb{R}^4,\mathbb{R}^4) \). It holds that \( g = su(2) \) if and only if \( b^2 - 3a = 0 \). Otherwise, \( g = u(2) \). If \( g = su(2) \), then it is obvious that
\[
\mathfrak{f} = (su(2) \oplus \mathbb{R}e_-) \oplus \mathbb{R}^4.
\]
is isomorphic either to \( \mathfrak{su}(3) \) or to \( \mathfrak{su}(1,2) \) depending on the sign of \( a \). Consequently \((M,g)\) is isometric to one of the homogeneous spaces \( SU(3)/SU(2), SU(1,2)/SU(2) \). If \( g = \mathfrak{u}(2) \), then \( \mathfrak{f} \) is isomorphic to one of the Lie algebras \( \mathbb{R}(\theta - e_{-}) \oplus \mathfrak{su}(3), \mathbb{R}(\theta - e_{-}) \oplus \mathfrak{su}(1,2) \), and \((M,g)\) is again isometric to one of the homogeneous spaces \( SU(3)/SU(2), SU(1,2)/SU(2) \).

Suppose that \( \mathfrak{h} = \mathfrak{so}(2) \oplus \mathfrak{so}(2) = \mathbb{R}e_{1} \wedge e_{2} \oplus \mathbb{R}e_{3} \wedge e_{4} \). Then

\[
\theta = c_{1}e_{1} \wedge e_{2} + c_{2}e_{3} \wedge e_{4}.
\]

The curvature tensor \( C_{0} \) is given by

\[
C_{0}(e_{1}, e_{2}) = ae_{1} \wedge e_{2}, \quad C_{0}(e_{3}, e_{4}) = be_{3} \wedge e_{4}
\]

for some \( a, b \neq 0 \). We get that

\[
R(e_{1}, e_{2}) = (a - c_{1}^{2})e_{1} \wedge e_{2} - c_{1}c_{2}e_{3} \wedge e_{4}, \quad R(e_{3}, e_{4}) = -c_{1}c_{2}e_{1} \wedge e_{2} + (b - c_{2}^{2})e_{3} \wedge e_{4}.
\]

The Lie bracket of the Lie algebra \( \mathfrak{f} \) satisfy

\[
[e_{1}, e_{2}] = c_{1}(\theta - e_{-}) - ae_{1} \wedge e_{2}, \quad [e_{3}, e_{4}] = c_{2}(\theta - e_{-}) - be_{3} \wedge e_{4}.
\]

The indecomposability implies \( c_{1}c_{2} \neq 0 \). We conclude that \( \mathfrak{g} \) is one-dimensional if and only if \( ab - ac_{2}^{2} - bc_{1}^{2} = 0 \). In that case

\[
\mathfrak{g} = \mathbb{R} \xi, \quad \xi = ((a - c_{1}^{2})e_{1} \wedge e_{2} - c_{1}c_{2}e_{3} \wedge e_{4}).
\]

Consequently we get

\[
\mathfrak{f} = [\mathbb{R}^{4}, \mathbb{R}^{4}] \oplus \mathbb{R}^{4}.
\]

This Lie algebra isomorphic to \( \mathfrak{f}_{1} \oplus \mathfrak{f}_{2} \), where \( \mathfrak{f}_{1} \) and \( \mathfrak{f}_{2} \) are isomorphic to one of the Lie algebra \( \mathfrak{so}(3) \) or \( \mathfrak{so}(1,2) \) (depending on the signs of \( a \) and \( b \)). The subalgebra \( \mathfrak{g} = \mathfrak{so}(2) \subset \mathfrak{f}_{1} \oplus \mathfrak{f}_{2} \) is included diagonally. If \( ab - ac_{2}^{2} - bc_{1}^{2} \neq 0 \), then \( \mathfrak{g} = \mathfrak{so}(2) \oplus \mathfrak{so}(2) \) and

\[
\mathfrak{f} = ([\mathbb{R}^{4}, \mathbb{R}^{4}] \oplus \mathbb{R}(\theta - e_{-})) \oplus \mathbb{R}^{4}.
\]

In that case \( \mathfrak{f} \) contains the center \( \mathbb{R}(\theta - e_{-}) \). The Lie algebra \( [\mathbb{R}^{4}, \mathbb{R}^{4}] \oplus \mathbb{R}^{4} \) is again isomorphic to \( \mathfrak{f}_{1} \oplus \mathfrak{f}_{2} \). The projection of this Lie algebra to \( \mathbb{R}^{1,4} = \mathbb{R}e_{-} \oplus \mathbb{R}^{4} \) coincides with \( \mathbb{R}^{1,4} \), i.e., the corresponding connected Lie subgroup of \( F \) acts transitively on \( M \).

Suppose that \( \mathfrak{h} = \mathfrak{so}(2) = \mathbb{R}e_{1} \wedge e_{2} \). Then \( \theta \) is again given by (37). Now \( C_{0} \) is given as in the previous case with \( b = 0 \) and \( a \neq 0 \). As above, \( c_{1}c_{2} \neq 0 \). We see that \( \mathfrak{g} \) is 2-dimensional. In that case

\[
\mathfrak{f} = ([\mathbb{R}^{4}, \mathbb{R}^{4}] \oplus \mathbb{R}e_{3} \wedge e_{4}) \oplus \mathbb{R}^{4},
\]

and \( [\mathbb{R}^{4}, \mathbb{R}^{4}] \oplus \mathbb{R}^{4} \) is isomorphic to \( \mathfrak{f}_{1} \oplus \mathfrak{h}_{3} \), where \( \mathfrak{f}_{1} \) is as above, and \( \mathfrak{h}_{3} \) is the Heisenberg algebra.

Suppose that \( \mathfrak{h} = 0, i.e., C_{0} = 0 \). We again may assume that \( \theta \) is given by (37). We get that \( \mathfrak{g} = \mathbb{R}\theta \). The indecomposability implies \( c_{1}c_{2} \neq 0 \). The subalgebra \( \mathbb{R}(\theta - e_{-}) \oplus \mathbb{R}^{4} \subset \mathfrak{f} \) is transversal to \( \mathfrak{g} \) and it is isomorphic to the Heisenberg algebra. Consequently \((M,g)\) is isometric to the Heisenberg group with a left-invariant metric.

Suppose that \( \mathfrak{g} \) preserves the decomposition \( \mathbb{R}^{1,4} = \mathbb{R}^{1,1} \oplus \mathbb{R}^{3} \). According to Example 10

\[
T = p \wedge q \wedge v + \theta \wedge v,
\]

where \( v \in \mathbb{R}^{3} \) is a non-zero vector, and \( \theta \in \wedge^{2}\mathbb{R}^{3} \) with \( \theta(v) = 0 \). We may assume that the norm of \( v \) is 1. Let \( e_{1}, e_{2}, v \) be an orthonormal basis of \( \mathbb{R}^{3} \) such that \( \theta = ae_{1} \wedge e_{2} \). We get that

\[
T = \eta \wedge v, \quad \eta = p \wedge q + ae_{1} \wedge e_{2}
\]

and

\[
R = C_{0} + \eta \circ \eta, \quad C_{0} \in \mathbb{R}^{0}(\mathfrak{g} + \mathbb{R}\eta).
\]

The Lie algebra \( \mathfrak{f} \) admits the following \( \mathbb{Z}_{2} \)-grading:

\[
\mathfrak{f} = (\mathfrak{g} \oplus \mathbb{R}t) \oplus \mathbb{R}^{1,3},
\]

where \( \mathbb{R}^{1,3} = \langle p, q, e_{1}, e_{2} \rangle \). The Lie bracket restricted to \( \mathbb{R}^{1,3} \) satisfies

\[
[X, Y] = -R(X,Y) - \theta(X,Y)v = -C_{0}(X,Y) - \eta(X,Y)\eta - \eta(X,Y)v.
\]

Next,

\[
\text{ad}_{v}|\mathbb{R}^{1,3} = -\eta.
\]
We see that $C_0$ defines the $\mathbb{Z}_2$-graded Lie algebra

$$\mathfrak{h} \oplus \mathbb{R}^1,3, \quad \mathfrak{h} = C_0(\mathbb{R}^{1,3}, \mathbb{R}^{1,3}).$$

It is clear that $\mathfrak{h} \subset \mathbb{R}p \wedge q \oplus \mathbb{R}e_1 \wedge e_2$, and $C_0$ is given by

$$C_0(p \wedge q) = bp \wedge q, \quad C_0(e_1, e_2) = ce_1 \wedge e_2.$$ 

The Lie algebra $\mathfrak{h}$ is either one of the following: $\mathfrak{so}(1,1) \oplus \mathfrak{so}(2)$, $\mathfrak{so}(1,1)$, $\mathfrak{so}(2)$, or it is trivial. For the Lie bracket of $\mathfrak{f}$ it holds

$$[p, q] = -bp \wedge q + \eta + v, \quad [e_1, e_2] = -ce_1 \wedge e_2 - a\eta - av.$$

The rest of the considerations is as above. Suppose that $\mathfrak{h} = \mathfrak{so}(1,1) \oplus \mathfrak{so}(2)$, then $b, c \neq 0$. It holds that $\dim \mathfrak{g} = 1$ if and only if $a^2b + cb - c = 0$. Otherwise, $\dim \mathfrak{g} = 2$. If $\dim \mathfrak{g} = 1$, then

$$\mathfrak{f} = [\mathbb{R}^{1,3}, \mathbb{R}^{1,3}] \oplus \mathbb{R}^{1,3} = \mathfrak{so}(1,2) \oplus \mathfrak{f}_2,$$

where $\mathfrak{f}_2$ is either $\mathfrak{so}(3)$ or $\mathfrak{so}(1,2)$. If $\dim \mathfrak{g} = 2$, then

$$\mathfrak{f} = ([\mathbb{R}^{1,3}, \mathbb{R}^{1,3}] \oplus \mathbb{R}(\eta + v)) \oplus \mathbb{R}^{1,3} = \mathfrak{so}(1,2) \oplus \mathfrak{f}_2,$$

where $\mathfrak{f}_2$ is again either $\mathfrak{so}(3)$ or $\mathfrak{so}(1,2)$. Suppose that $\mathfrak{h} = \mathfrak{so}(1,1)$, then $b \neq 0$, $c = 0$. Consequently,

$$\mathfrak{f} = ([\mathbb{R}^{1,3}, \mathbb{R}^{1,3}] \oplus \mathbb{R}e_1 \wedge e_2) \oplus \mathbb{R}^{1,3}, \quad [\mathbb{R}^{1,3}, \mathbb{R}^{1,3}] \oplus \mathbb{R}^{1,3} = \mathfrak{so}(1,2) \oplus \mathfrak{h}_3.$$ 

Suppose that $\mathfrak{h} = \mathfrak{so}(2)$, then $b = 0$, $c \neq 0$,

$$\mathfrak{f} = ([\mathbb{R}^{1,3}, \mathbb{R}^{1,3}] \oplus \mathbb{R}p \wedge q) \oplus \mathbb{R}^{1,3}, \quad [\mathbb{R}^{1,3}, \mathbb{R}^{1,3}] \oplus \mathbb{R}^{1,3} = \mathfrak{h}_3 \oplus \mathfrak{f}_2,$$

where $\mathfrak{f}_2$ is either $\mathfrak{so}(3)$ or $\mathfrak{so}(1,2)$. Suppose that $\mathfrak{h} = 0$, then $b = c = 0$, $\mathfrak{g} = \mathbb{R}\eta$, and $\mathfrak{f}$ contains a subalgebra transversal to $\mathfrak{g}$ and isomorphic to the Heisenberg algebra $\mathfrak{h}_5$.

Suppose that $\mathfrak{g}$ preserves the decomposition $\mathbb{R}^{1,4} = \mathbb{R}^{1,2} \oplus \mathbb{R}^2$. According to Example 9 the torsion is given by

$$T = \alpha p \wedge e_1 \wedge q + p \wedge e_1 \wedge v + p \wedge \lambda,$$

where $v \in \mathbb{R}^2$, $\lambda \in \wedge^2 \mathbb{R}^2$, and it holds that $\lambda(v) = 0$. If $v \neq 0$, then $\lambda = 0$, and

$$T = p \wedge e_1 \wedge (\alpha q + v).$$ 

Let $v_1 \in \mathbb{R}^2$ be a non-zero vector orthogonal to $v$. It is clear that $v_1$ is annihilated by the holonomy and the torsion, i.e., the space is decomposable. Thus,

$$T = \alpha p \wedge e_1 \wedge q + p \wedge \lambda, \quad \lambda = av_1 \wedge v_2,$$

where $v_1, v_2$ is an orthonormal basis of $\mathbb{R}^2$. The indecomposability implies $a \neq 0$.

$$R(q, e_1) = \beta p \wedge e_1 + c a v_1 \wedge v_2,$$

$$R(v_1, v_2) = o a p \wedge e_1 + c v_1 \wedge v_2.$$

It is easy to see that $\mathfrak{f}' = \mathfrak{f}_1 \oplus \mathfrak{f}_2$, where

$$\mathfrak{f}_1 = \langle p, e, [e, q] \rangle, \quad \mathfrak{f}_2 = \langle v_1, v_2, [v_1, v_2] \rangle.$$

The Lie algebra $\mathfrak{f}_1$ is isomorphic to $\mathfrak{so}(1,2)$. The Lie algebra $\mathfrak{f}_2$ is isomorphic to $\mathfrak{so}(1,2)$ if $c < 0$, $\mathfrak{f}_2$ is isomorphic to $\mathfrak{so}(3)$ if $c > 0$, and it is isomorphic to $\mathfrak{h}_3$ if $c = 0$.

Suppose that $\mathfrak{g}$ preserves the decomposition $\mathbb{R}^{1,4} = \mathbb{R}^{1,3} \oplus \mathbb{R}^1$. Then as in Example 8

$$T = \alpha p \wedge e_1 \wedge e_2 + p \wedge e_1 \wedge v,$$

where $v \in \mathbb{R}^1$, and $\mathfrak{g} = p \wedge \langle e_1, e_2 \rangle$. In this case $(M, \mathfrak{g})$ is a regular homogeneous plane wave.
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