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Abstract. In application fields such as face recognition and image recognition using deep learning, more convolution operations are required for the increasing amount of data. Therefore, the use of systolic array acceleration is becoming a key technology trend to accelerate the development of deep learning applications. In previous designs, most of the systolic array used single-buffer or double-buffer structures, but most of them did not compare the difference between the two in detail. This work designs and implements a three-level systolic array generator, which can be configured in single-buffer or double-buffer modes. We also program the generated systolic array accelerator on Nexys-Vedio FPGA to explore the performance and overhead of single-buffer and double-buffer structure modes. The results show that the throughput of the double-buffer structure is increased by nearly 3× compared to the single-buffer structure while only brings an additional 28% power consumption and 25% area overhead under the SIMC 130nm technology. And compared with the previous work, the proposed systolic array generator reduces power consumption by 75% and area overhead by 34% with almost no loss in performance.

1. Introduction

In recent years, with the improvement of chip technology, there have been more and more deep learning applications using systolic array to accelerate face recognition and image recognition, especially the state-of-the-art work Google’s TPU [1], showing the advantages of the systolic array structure. In the training reset-net50 [2] scenario, 1 full TPU V2 is 27 times faster than 8 V100 GPUs, and the power consumption is 38% lower, with 33% lower cost [3], which makes the systolic array more eye-catching. There are sorts of computing structure of systolic array, including OS (Output Station) [4], WS (Weight Station) [5], single-buffer structure, double-buffer structure and other types.

Inspired by rather excellent systolic array work such as TPU, a trend on the implementation and research of systolic array have appeared in recent years. For example, Berkeley's Gemmini [8] implemented a highly configurable systolic array generator using chisel [9] language. User can freely configure Gemmini with WS, OS mode, and different array size, but it can also be found that the poor multiplier in PE (Process Element) causes serious timing problems when programming the FPGA. There is also a design for low power consumption, FlexSA [10] proposes a systolic array architecture that
supports sub-systolic mode, which can operate GEMM in part of systolic array. However, this mode can actually be implemented using multiple tiles design. Based on the above problems, we design and implement a three-level systolic array generator, which can freely configure the size of the systolic array, the number of buffers in the PE, and can perform different GEMM operations on different tiles at the same time, which can also be efficiently programmed onto FPGA.

2. Systolic Array Miro-Architecture

Fig.1 is an example showing how data flows in the systolic array to implement GEMM within six clocks.

- The control signal is converted to propagation, and the weights are preloaded into the systolic array in the first two clocks.
- The control signal is converted to calculation so that the weights no longer flow and the data of the matrix A and B are sent into the systolic array horizontally, and the partial sum is also transmitted in the subsequent time in the vertical direction.
- The calculation result will be output from the bottom of systolic array after the 5th cycle.

![Fig.1 Data Flow of Systolic Array](image_url)

2.1. Single-Buffer Systolic Array Structure

It is assumed that all examples are WS type, the single-buffer structure means that there is only one register in the PE for storing weights, as shown in Fig.2 (a). Under this structure, every time the MAC calculation is performed, the weight data needs to be loaded in advance, and other convolution kernel’s weight data can only wait for the stall during the calculation. Therefore, the calculation and the data waiting occupy half of the working time respectively.
2.2. **Double-Buffer Systolic Array Structure**

In the double-buffer structure, as shown in Fig.2 (b), there are two registers in each PE for weight storage. When one register is used for calculation, the other register will be used to load the next weight for next calculation in advance. In this structure, the MAC unit is utilized in each clock cycle. In fact, it traded area overhead for performance.

3. **Systolic Array Generator**

The systolic array generator is written in Verilog-2001 and adopts a three-layer structure of PE, Tile, and Mesh, and arranges storage banks outside the array to store the matrix data to be calculated.

3.1. **Processing Element**

As shown in Fig. 3, the PE unit designed in this work adopts the weight station mode, and the weight is fixedly stored in the register, and is multiplied and added with the subsequent activation. The propagated signal prop and the two registers W1, W2 in the PE design can implement the behaviour of single-buffer and double-buffer with different configurations.

In single-buffer mode, PE only needs to control prop to activate one register, and after loading the weights, PE should stall for activation coming in.

In double-buffer mode, control prop makes the two registers switch between calculation and propagation states, so that the MAC unit has always corresponding weight and activation input for calculation in clock cycle.
3.2. **Tile**

Fig. 4 shows the structure of Tile which is the smallest unit for operating a complete GEMM, consisting of multiple PEs in a certain shape. For GEMM operation, the elements of one of the matrices need to be pre-loaded into the systolic array by pipeline tapping, and then the other matrix is input in a certain way, after the pulsation calculation, the result can be obtained from the bottom of the systolic array. The proposed Tile can be freely adjusted in width and height to suit different scale computing needs.

3.3. **Mesh**

Mesh is composed of multiple Tiles whose structure can be seen from Fig. 5. Since each Tile can perform a GEMM operation independently, a Mesh composed of multiple Tiles can perform different GEMM operations at the same time. This structure is very suitable for a convolution operation case that different weight matrices while the input activation is unchanged. Because the data enters from the left side of the array and advances to the right as the clock pulsates, it is possible to update the later Tile’s weights when other Tiles are calculating, which makes the calculation continuous without pause.

At the same time, we add storage banks to each input and output section to increase spatial locality and effectively reduce the delay caused by data transferring.
4. Experimental Results

In order to compare with the previous work, we used the proposed systolic array generator and Gemmini generator to generate the same scale Mesh whose size is 16-by-16. Both Meshes use WS mode, and then we compare single-buffer and double-buffer design on the two Meshes about the performance and overhead. The summary of results is shown in Table 1.

The experiment uses Design Compiler and SIMC 130nm process to obtain area and power consumption, and get computational throughput on Nexys-Vedio FPGA with certain frequency constraints. The results of the experiment are shown in Table 2, in which GMACOPS means Giga MAC Operations Per Second.

![Fig.5 Structure of Mesh and Banks.](image)

**Table 1. Synthesis Summary in TSMC 130nm Technology**

| NO. Structure       | Bitwidth  | Area (mm²) | Power (mW) | Freq(Mhz) |
|---------------------|-----------|------------|------------|-----------|
| Proposed Single-Buffer | 32 bit input 64 bit result | 14.3 | 395.04 | 100 |
| Proposed Double-Buffer | 32 bit input 64 bit result | 17.9 | 508.26 | 100 |
| Gemmini Single-Buffer | 32 bit input 32 bit result | 13.2 | 1021.71 | 100 |
| Gemmini Double-Buffer | 32 bit input 32 bit result | 27.1 | 2060.33 | 100 |

**Table 2. FPGA Performance Summary**

| NO. Structure       | Freq(Mhz) | Throughput(GMACOPS) |
|---------------------|-----------|---------------------|
| Proposed Single-Buffer | 100 | 8.89 |
| Proposed Double-Buffer | 100 | 25.59 |
| Gemmini Single-Buffer | 32.5 | 2.62 |
| Gemmini Double-Buffer | 32.5 | 8.27 |

Both Gemmini and out proposed generator have similar characteristics on the difference of single-buffer and double-buffer structure. Because there is one more register inside the PE, the double-buffer...
structure is almost 25% larger than the single-buffer structure in area, the power consumption increases by 28%, and the throughput is increased by nearly 3 times.

Compared with Gemmini, the Mesh generated by the proposed systolic array generator increases the power consumption by 75%, the area overhead is reduced by 34% and it can be easily programmed onto the FPGA with a constraint frequency of 100Mhz, while the Mesh generated by Gemmini can only work normally at less than 32.5Mhz.

5. Conclusion
This work designs and implements a systolic array generator with a three-layer structure, which can freely configure the size of the systolic array and the number of buffers in the PE, and can be used for simultaneous multiple GEMM operations. On the proposed systolic array generator, we compare the performance and cost of two structure systolic array. The experimental results show that the throughput of the double-buffer structure is nearly increased by nearly 3 x than the single-buffer structure with an additional 28% power consumption and 25% area overhead. Compared with the previous work, the proposed systolic array generator reduces power consumption by 75% and area overhead by 34% while the performance remains almost unchanged. Furthermore, it can be easily programmed on FPGA. In future work, we will start to optimize the GEMM matrix mapping algorithm to make the calculation of systolic array more efficient and flexible.
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