Enhanced and reduced atom number fluctuations in a BEC splitter
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We measure atom number statistics after splitting a gas of ultracold 87Rb atoms in a purely magnetic double-well potential created on an atom chip. Well below the critical temperature for Bose-Einstein condensation $T_c$, we observe reduced fluctuations down to $-4.9\,\text{dB}$ below the atom shot noise level. Fluctuations rise to more than $+3.8\,\text{dB}$ close to $T_c$, before reaching the shot noise level for higher temperatures. We use two-mode and classical field simulations to model these results. This allows us to confirm that the super-shot noise fluctuations directly originate from quantum statistics.
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Since the achievement of Bose-Einstein condensation (BEC) in dilute atomic gases, different experimental techniques have been developed in order to coherently split a BEC into two spatially separate parts [1–3], with atom interferometry as one of the motivations. Even though BECs are usually in the weakly interacting regime, the interactions between the particles dramatically affect the physics of the splitting. In particular, repulsive interactions limit the phase coherence between the two split parts [3], but also reduce atom number difference fluctuations, giving rise to non-classical squeezed states [2–4].

In this Letter, we use a purely static magnetic potential created on an atom chip to realize a nonlinear spatial “beam” splitter for a BEC. We investigate the physics of the splitting and focus on atom number fluctuations and the role of temperature. At low temperatures, where the interaction energy dominates, we directly observe number squeezed states with relative population fluctuations $-4.9\,\text{dB}$ below shot noise, as first shown in [10] and indirectly observed in [8]. The two separated but weakly linked parts of the BEC constitute a bosonic Josephson junction, usually described by a two mode model (TMM) [11]. Our results are in agreement with the TMM, which also predicts that the observed squeezing is accompanied by high phase coherence.

The magnetic trap configuration allows barrier heights up to several $\mu\text{K}$ and straightforward evaporative cooling, so that we can separate clouds with increasing temperature all the way to the non-degenerate regime. In the intermediate temperature regime, where both a significant condensate and thermal fraction are present, we observe large super-binomial fluctuations in the number difference between the two parts. This excess of fluctuations is a direct signature of the Bose statistics, in close analogy to the bunching effect in quantum optics [10].

Close to the BEC transition, the condensates show significant depletion and the TMM breaks down. We complement our experiments by a theoretical investigation of this regime using a classical field approach and show that large super-binomial fluctuations are a general feature at thermal equilibrium. Although the experiments are not performed at equilibrium, our observations are still in qualitative agreement with these theoretical results.

Our experiment uses a two-layer atom chip to prepare a $^{87}\text{Rb}$ BEC in the $|F = 2, m_F = 2\rangle$ hyperfine state, and then split it in a double-well potential with adjustable barrier height and well spacing. The magnetic potential along the weak axis is well approximated by $V(x) = V_0[1 - (x/x_0)^2]^2$, where $V_0$ is the barrier height and $2 \, x_0$ is the distance between the wells (Fig. 1 (a) and (b)). The transverse potential is harmonic with trap frequencies $\omega_x/2\pi \approx 1\,\text{kHz}$. Unlike RF dressed potentials, which tend to create very elongated traps [3–8], our traps have an aspect ratio close to 1, which strongly suppresses phase fluctuations within each well. We split the trap by increasing $I_2$, which simultaneously increases both $V_0$ and $x_0$ (Fig. 1b-e). The interesting regime of two weakly coupled condensates occurs for a barrier height on the order of the chemical potential (few kHz), corresponding to a current $I_2 \approx 2.5\,\text{mA}$ in our experiments. In this region, the tunneling rate is divided by 2 when the barrier $V_0/h$ increases by 75 Hz. We estimate fluctuations of the barrier height to be on the order of 20 Hz. A magnetic field component normal to the chip leads to a small energy difference $\Delta E$ between the two potential minima. A magnetic shield with an attenuation factor of $\sim 30$ reduces fluctuations of $\Delta E$ to a few Hz.

The expected atom number fluctuations are on the order of a few tens of atoms, placing stringent requirements on the imaging system. We perform absorption imaging using a back-illuminated CCD camera and 3 ms delay be-
shot noise for large atomic clouds. We do not attempt to remove this noise, but indicate an estimate of its level (green dots in Fig. 3).

To measure the fluctuations of the atom number difference \( N_L - N_R \) between the left and the right well, we acquire a dataset consisting of a large number of absorption images (typically > 100) taken under identical conditions. In each image, we measure \( N_L \) and \( N_R \) (see inset of Fig. 3). To compensate for a slight imbalance in the splitting, we determine the probability to be in the left (right) well \( f_{L,R} = \langle N_{L,R}/N \rangle \), where \( N = N_L + N_R \) and the average is taken over all images. For each image, we calculate \( n = f_R N_L - f_L N_R \), which is the deviation of \((N_L - N_R)/2\) from the expected value \((f_L - f_R)(N_L + N_R)/2\). We define the number squeezing factor as the variance of \( z = n/\sqrt{f_L f_R (N_L + N_R)} \). Correcting for the photon shot noise contribution \( \xi_n^2 \) leads to the final expression \( \xi_n^2 = (z^2) - (z_n^2) \). This definition is first-order insensitive to fluctuations in the total number of atoms and produces \( \xi_n^2 = 1 \) for a binomial distribution. In our data, the correction \( (z_n^2) \) is always smaller than \((z^2)\) itself.

In a first experiment, we split an almost pure BEC of 1300 atoms and investigate the influence of the time \( \tau_r \) during which the barrier is raised by increasing \( I_2 \) from zero to 3.9 mA, well above the chemical potential. The final number squeezing \( \xi_n^2 \) is shown in Fig. 2. We observe a decrease of fluctuations below the shot noise limit with increasing \( \tau_r \) up to 50 ms, followed by a slow increase for longer times. This agrees with the expectation that an optimum should exist between very short \( \tau_r \) creating excitations in the BEC and/or not leaving sufficient time for tunnelling, and very long \( \tau_r \) where heating and atom loss become important. For a quantitative analysis, we start by noting that low-energy excitations from the symmetric many-particle ground state correspond to populating the first excited mode, which is the longitudinal dipole mode for \( V_b = 0 \) and becomes the Josephson plasmon mode as the barrier raises. These excitations are spaced by \( \hbar \omega_p \), where the plasma frequency \( \omega_p \) decreases from \( \omega_p = \omega_x \) to 0 as the barrier raises [6]. The interesting dynamics can be expected to occur when the barrier height approaches the chemical potential. In this region, \( \hbar \omega_p \) is already much smaller than \( \hbar \omega_x \), which is the energy scale of the next higher modes. Therefore, a TMM is expected to work well in this region at least as long as \( k_B T < \hbar \omega_x \). The two parameters entering the TMM are the charging energy \( E_c \) accounting for the interaction between the particles and the Josephson energy \( E_J \) that characterizes the tunnelling. We calculate them for each barrier height by solving the 3D Gross-Pitaevskii equation for the experimental trap [11]. In the TMM simulations, we describe the initial state before splitting by a thermal density matrix, which we evolve according to the von Neumann equation. We start the simulation at \( I_2 = 1.9 \) mA, slightly below the splitting point. We
have checked that the results depend only weakly on the starting point (initial $I_2$) in this region. An initial temperature $T_i = 50 \text{nK}$ reproduces the measured fluctuations after a ramp of 10 ms. The $T_i$ thus found is then used for all longer $\tau_r$. The simulation reproduces well the observed squeezing for $\tau_r$ up to 30 ms. For $\tau_r > 40$ ms, the experimental data shows a degradation of squeezing which we attribute to technical heating. To confirm this hypothesis, we hold the BEC for a variable time $\tau_h$ before splitting it with a 50 ms ramp (inset of Fig. 2).

In a second experiment, we investigate the effect of the temperature on the squeezing. We ramp $I_2$ linearly from 0 to 3.9 mA in 50 ms, and vary the temperature by changing the final frequency $\nu_f$ of the evaporative cooling ramp. The results are plotted in Fig. 3. Below 10.73 MHz, the condensed and thermal fractions are comparable, and we observe large super- Poissonian fluctuations with a maximum of $+3.8 \text{ dB}$. As the temperature increases further, fluctuations decrease, and level when the condensate fraction reaches zero. The measured asymptotic level of 1 dB is consistent with binomial statistics given our fringe noise (Fig. 3(a), green circles). According to the TMM calculation, our best result of $\xi^2 = -4.9 \pm 0.5 \text{ dB}$ corresponds to a phase coherence $\langle \cos \phi \rangle \sim 0.93$ immediately after the splitting, where $\phi$ is the relative phase between the two clouds. This would result in a possible metrology gain of $-4.4 \text{ dB}$ compared to the standard quantum limit using this state in an atom interferometer.

The observed sub- and super-binomial regimes originate from the interplay between interactions and quantum statistics. Lowering the temperature, the onset of super-binomial fluctuations occurs when quantum degeneracy becomes important. Fluctuations are given by the probability distribution of the macroscopic configurations with a given atom number difference $n$. This distribution is binomial in the classical gas regime, leading to $\langle n^2 \rangle = N/4$. In the degenerate regime, the entropy effect which favors small number differences vanishes and, if each Fock state with a given $n$ has equiprobability, $\langle n^2 \rangle$ is as high as $N^2/12$. The crossover from super- to sub-binomial fluctuations comes from the interaction energy cost associated with number fluctuations, which eventually exceeds the available thermal energy. This low temperature regime is well described by the TMM, which predicts fluctuations $\langle n^2 \rangle = k_B T/E_C$, as a result of the equipartition theorem. We heuristically extend the TMM to higher temperatures by adding a binomial contribution for the thermal cloud, leading to $\xi^2 = 4k_B T/(N E_C) + 1 - N_2m/N$, where $N_2m$ is the condensate fraction, i.e. the population of the two lowest modes, which has to be determined independently. This formula implies the existence of a maximum: on one hand
the decrease of temperature increases $N_{2m}$, which contributes to the super-binomial signal. On the other hand, interactions that tend to lower the fluctuations dominate more and more as the temperature decreases. Given that the maximum occurs at some fraction of the critical temperature $T_c$, where a macroscopic population in the two lowest mode appears, this maximum scales as $kB(T_c/(NE_C))$, which is large for a cold gas in the weakly interacting regime.

In order to account more accurately for the thermal cloud contribution, we perform a multimode calculation in the classical field approximation. The fluctuations are decomposed into a shot noise term $N$ plus a term where the fields appear in the normal order. We compute the latter by sampling the Glauber-P distribution that we approximate by the classical distribution $P \propto \exp\{-\beta E[\psi, \psi^*]\}$, where $E[\psi, \psi^*]$ is the Gross-Pitaevskii energy functional [15]. We include the first quantum correction to the classical field, which has the effect to change the shot noise term $N$ into $N - N_{2m}$. As expected, the classical field approximation predicts an increase of fluctuations starting above $T_c$, when the gas enters the degenerate regime. The sub-binomial regime is out of reach of the classical field approximation using the Glauber-P distribution. The results are shown in Fig. 4 and qualitatively reproduce the experimental results (which were obtained in a dynamical process). The inset shows $N_{2m}$ extracted from the classical field calculations, which we also use in the TMM curve. In both models, fluctuations are largely independent of the atom number $N$ for a given condensed fraction, justifying the comparison with the experimental data.

These results show the interplay of quantum statistics and interactions in a simple and fundamental finite-temperature system. The double well can be seen as a “muttshell” version of the Bose-Hubbard model whose more complex dynamics also lead to the Mott insulator transition [17]. Our results also highlight the generic features of spatial splitters for trapped BECs: interactions allow for the creation of non-classical states of potential interest for quantum metrology. However, the same interactions will lead to phase spreading with a rate proportional to $\xi/\sqrt{N}E_C$ after the splitting. Hence, tuning the interactions to reduce $E_C$ after splitting is a necessary step for the use of such a non-linear splitter in a real interferometer.
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