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Abstract

The previous deep video compression approaches only use the single scale motion compensation strategy and rarely adopt the mode prediction technique from the traditional standards like H.264/H.265 for both motion and residual compression. In this work, we first propose a coarse-to-fine (C2F) deep video compression framework for better motion compensation, in which we perform motion estimation, compression and compensation twice in a coarse to fine manner. Our C2F framework can achieve better motion compensation results without significantly increasing bit costs. Observing hyperprior information (i.e., the mean and variance values) from the hyperprior networks contains discriminant statistical information of different patches, we also propose two efficient hyperprior-guided mode prediction methods. Specifically, using hyperprior information as the input, we propose two mode prediction networks to respectively predict the optimal block resolutions for better motion coding and decide whether to skip residual information from each block for better residual coding without introducing additional bit cost while bringing negligible extra computation cost. Comprehensive experimental results demonstrate our proposed C2F video compression framework equipped with the new hyperprior-guided mode prediction methods achieves the state-of-the-art performance on HEVC, UVG and MCL-JCV datasets.

1. Introduction

Video compression systems are becoming more and more important for various practical applications due to the rapidly increasing demand for transmitting and storing huge amount of videos. While the conventional methods like H.264 [43], H.265 [33] and the recent standard H.266 [32] have achieved promising results based on different hand-crafted techniques, they cannot be end-to-end optimized by using large-scale video datasets.

Recently, a large number of deep video compression works [3,12,15,23] have been proposed (see Section 2 for more details), and most of them follow the hybrid coding framework [32,33,43], in which both motion compensation and residual compression modules are used to reduce the spatio-temporal redundancy. Therefore, two aspects are critical when designing new deep video codecs: 1) how to generate more accurate motion information for better motion compensation and 2) how to design more effective motion compression and residual compression approaches.

The state-of-the-art learning based video compression methods [3,15,23] only use the single scale motion estimation and compensation strategy. Considering that the motion patterns in videos may be complex, these single-scale deep video codecs may not work well for compressing videos from complex scenarios with significant motion patterns. Motivated by the successful applications of the coarse-to-fine strategy for various tasks (e.g., optical flow estimation [29] and video super-resolution [41]), in this work, we first propose a new coarse-to-fine deep video compression framework by adopting a two-stage motion compensation strategy to better generate the predicted feature. At the coarse level, given the low-resolution features from the reference frame and the current frame, we perform motion estimation to produce the low-resolution offsets, which are then compressed after using the motion compression module. After upsampling the reconstructed offsets, we further perform coarse-level motion compensation to wrap the high-resolution reference feature as the intermediate predicted feature. Based on this intermediate predicted feature and the high-resolution feature from the current frame, we perform major operations (i.e., motion estimation, compression, and compensation) again at the fine level to additionally warp this intermediate predicted feature for better motion compensation. Our two-stage coarse-to-fine motion compensation strategy can generate better predicted feature for the subsequent residual compression module without significantly increasing the bit cost, which leads to better video compression performance.

To further improve video compression performance, we also propose two efficient mode prediction methods for both motion compression and residual compression, which are motivated by the success of the rate-distortion (RD) opti-
mization based mode prediction methods in the traditional codecs [32,33,43] and the recent work [14] (see Section 2.1 for more details). Instead of using the computationally expensive RD optimization technology as in [14], in this work, we propose to train two prediction networks for coding mode prediction, which bring negligible extra computational cost and can thus support more types of coding modes. Specifically, we use discriminant hyperprior information (i.e., the mean and variance values from the hyperprior network [27]) as the the input of the mode prediction networks as it represents the statistical characteristics of different patches and it does not introduce any additional bit cost. Our proposed mode prediction network can be readily used to adaptively select the optimal resolution of each block in motion compression or decide whether to skip residual information from each block in residual compression.

Our contributions are summarized as follows: (1) We propose a simple and strong C2F deep video compression framework by performing two-stage motion compensation in a coarse-to-fine fashion. (2) We propose two hyperprior-guided mode prediction methods, in which we learn two mode prediction networks by using discriminant hyperprior information as the input. Our hyperprior-guided mode prediction methods do not introduce any additional bit cost, bring negligible computational cost, and can be readily used to predict the optimal coding modes (i.e., the optimal block resolution for motion coding and the “skip”/“non-skip” mode for residual compression). (3) Comprehensive experiments on the HEVC, UVG and MCL-JCV datasets demonstrate our C2F framework equipped with the newly proposed hyperprior-guided mode prediction methods achieves comparable video compression performance with H265(HM) [1] in terms of PSNR and generally outperforms the latest standard VTM [2] in terms of MS-SSIM.

2. Related Work

2.1. Image and Video Compression

To reduce the transmission and storage requirement from huge volumes of image/video data, different image and video compression standards such as JPEG [39], JPEG2000 [35], H.264 [43], H.265 [33] and H.266 [32] were proposed. As these methods rely on hand-crafted techniques like DCT, they cannot be end-to-end optimized with other networks designed for various machine vision tasks (e.g., object detection).

Recently, a few learning-based image compression [4, 5, 7, 9, 10, 27, 28, 36–38] and video compression [3, 8, 12, 13, 20–25, 30, 31, 44, 46] methods have achieved promising compression performance. For example, Ballé et al. [5] proposed to use the hyperprior network to reduce the entropy and save bits for better image compression. For video compression, the work FVC [15] performed all major operations in the feature space for better motion compensation and residual compression. However, the state-of-the-art video compression approaches [3,15,23] only use the single scale motion compensation strategy. In contrast to these works [3,15,23], we propose a new deep video compression framework, in which we perform motion compensation twice in a coarse-to-fine fashion.

While the coding mode prediction technology is commonly employed in the traditional codes H.264/H.265, it is rarely used in deep video compression approaches except the recent work RaFC [14], in which the rate-distortion (RD) optimization technology is used for the resolution-adaptive motion coding. However, there are two drawbacks in [14]. First, it is computationally expensive to go through the whole network to calculate the RD value for each coding mode and thus it cannot support a large number of coding modes (e.g., only three coding modes are supported in [14]). Second, additional bits are required for encoding the predicted coding modes (i.e., the learnt binary masks representing the coding modes at different blocks). In contrast to [14], we propose to learn two networks for coding mode prediction by using discriminant hyperprior information as the input. Our approach does not introduce any additional bit costs, and brings negligible computational costs, which can support more types of coding modes and thus achieves better compression performance.

2.2. Coarse-to-fine Strategy in Computer Vision

The coarse-to-fine strategy is commonly used for various computer vision tasks including optical flow estimation [16, 29,34] and super-resolution [41]. Using the pyramid structure, the optical flow estimation method [29] adopted the coarse-to-fine strategy to extract more accurate motion information. The video super-resolution method [41] also adopted the coarse-to-fine alignment strategy to generate better high-resolution frames. However, how to use the coarse-to-fine strategy for video compression is not explored in the existing video compression methods. In contrast to [3,15,23], in this work, we propose a new coarse-to-fine video compression framework, in which our approach aims to address a different major challenge, namely, how to improve the motion compensation results without significantly increasing the bit cost.

3. Method

3.1. overview

Given the input video sequence \( X = \{X_1, X_2, \ldots, X_{t-1}, X_t, \ldots\} \), video compression systems aim to reconstruct each video frame with high quality at any bit-rate. In this work, we directly use the existing image compression method [6] to reconstruct the I frame and then employ the reconstructed previous frame as the reference frame for compressing the current frame. The
Figure 1. Overview of our proposed video compression framework. Taking the input frame \(X_t\) to be compressed and the reference frame \(\hat{X}_{t-1}\) from the decoded frame buffer, we first perform the Feature Extraction operation to generate the input feature \(F_t\) and the reference feature \(F_{t-1}^{ref}\). Then the two-stage Coarse-to-Fine Motion Compensation module is used to compensate the reference feature in a coarse-to-fine fashion and generate the predicted feature \(\hat{F}_t\), in which a hyperprior-guided adaptive motion compression method is proposed for better motion compression. Last, the hyperprior-guided adaptive residual compression module is proposed to compress the residual feature \(R_t\) between the input feature \(F_t\) and the predicted feature \(\hat{F}_t\). After the frame reconstruction module, we produce the reconstructed frame \(\hat{X}_t\), which is then stored in the decoded frame buffer.

overview of our proposed framework is shown in Fig. 1 and summarized as follows:

**Feature Extraction.** Following the previous work FVC [15], we first transform the input frame \(X_t\) and the reference frame \(\hat{X}_{t-1}\) into the input feature \(F_t\) and the reference feature \(F_{t-1}^{ref}\), respectively. The network structure of the feature extraction module is the same as that in FVC [15], which consists of a convolution layer with stride 2 and a few residual blocks.

**Coarse-to-Fine Motion Compensation.** In order to produce more accurate motion compensation results, we propose the two-stage coarse-to-fine motion compensation module. At the coarse level, we first generate two low resolution features by downsampling the input feature \(F_t\) and the reference feature \(F_{t-1}^{ref}\) and then we perform motion estimation, motion compression and the upsampling operation to generate the reconstructed coarse-level offset map, based on which we perform motion compensation to warp the reference feature \(F_{t-1}^{ref}\) and eventually we generate the intermediate predicted feature \(\hat{F}_t\). Based on \(\hat{F}_t\) and the input feature \(F_t\), in the fine-level motion compensation module, we perform three major operations including motion estimation, motion compression and motion compensation again at the fine level to generate the final predicted feature \(\hat{F}_t\). The network structure of the fine-level modules are the same as those in FVC [15], except that we adopt the newly proposed hyperprior-guided adaptive motion compression module (see Section 3.3 for more details), in which we learn a prediction network based on hyperprior information to define the optimal block resolution for better motion coding.

**Hyperprior-guided Adaptive Residual Compression.** The residual between the input feature \(F_t\) and the final predicted feature \(\hat{F}_t\) is denoted by the residual feature \(R_t\) and it will be compressed by the hyperprior-guided adaptive residual compression module (see Section 3.3 for more details), in which based on hyperprior information we also learn a prediction network to predict the “skip”/“non-skip” mode for better encoding residual features. Adding back the reconstructed residual feature \(\hat{R}_t\) to the final predicted feature \(\hat{F}_t\), we produce the reconstructed feature \(\hat{F}_t\).

**Frame Reconstruction.** Feeding the reconstructed feature \(\hat{F}_t\) into the frame reconstruction module that consists of a few residual blocks and a deconvolution layer [15], we generate the reconstructed frame \(\hat{X}_t\), which is then stored in the decoded frame buffer for processing the next frame.

**Entropy Coding.** The encoded features from the coarse-level motion compression, the fine-level motion compression and the residual compression modules will be transformed into the bit-streams. During the training process, we use the bit-rate estimation network to predict the bit-rate. More details will be discussed in Section 3.4.

### 3.2. Coarse-to-Fine Motion Compensation

To produce high quality features after motion compensation, we propose the C2F video compression framework by performing motion compensation in a coarse-to-fine fashion with only little computation and bit cost at the coarse level. As shown in Fig. 1, we first use the coarse-level motion compensation branch to generate the intermediate predicted feature \(\hat{F}_t\), and then take \(\hat{F}_t\) as the new reference feature to perform fine-level motion compensation.

Specifically, as shown in Fig. 2, at the coarse-level motion compensation branch, the downsampling operation, which contains two convolution layers with stride 2, will transform the two features \(F_{t-1}^{ref}\) and \(F_t\) with the resolution of \(H \times W\) into the coarse features with the resolution of \(\frac{1}{4}H \times \frac{1}{4}W\). Based on the coarse features, we will go through the motion estimation module consisting of two convolu-
The coarse-level motion compensation branch is similar to the coarse-level motion compensation branch except that the input reference feature \( F_{t-1} \) is replaced by the intermediate predicted feature \( \tilde{F}_t \) and the downsampling and upsampling modules are removed. In order to more effectively compress the motion information at the fine level, we propose a new hyperprior-guided adaptive motion compression method to adaptively compress the encoded motion feature \( M_t \) into bit-stream, which will be discussed in Section 3.3.

By using the coarse-level motion compensation branch to first roughly compensate the reference feature \( F_{t-1}^{ref} \) with little computation and bit costs, we can more accurately produce the predicted feature \( \tilde{F}_t \) at the fine-level motion compensation branch, which eventually leads to better video compression performance.

### 3.3. Hyperprior-guided Adaptive Motion Compression and Residual Compression

In order to more effectively compress motion information at the fine-level motion compensation branch, we propose the hyperprior-guided adaptive motion compression (HAMC) method to automatically predict the optimal block resolution for different spatial locations and different channels based on hyperprior information (i.e., the mean and variance values decoded from the hyperprior network), which can better compress motion information with no extra bits and negligible extra computation cost.

Our method aims to decide the optimal partition mode for each target block, which can be predicted by using our resolution mode prediction network. For better illustration, below we assume the size of the encoded motion/residual feature is \( 4 \times 4 \) and only visualize the predicted mode from one channel.

![Figure 3](image-url)
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Figure 3. (a) Four basic modes used in the resolution mode prediction network. (b) The resolution mode prediction network that predicts the optimal resolution for each block in the hyperprior-guided adaptive motion compression module and (c) the skip mode prediction network that predicts whether to skip residual information from each block in the hyperprior-guided adaptive residual compression module. For better illustration, we assume the size of the encoded motion/residual feature is \( 4 \times 4 \) and only visualize the predicted mode from one channel.
use the four predicted modes \([M_1, M_2; M_0, M_3]\) from the four corresponding \(2 \times 2\) subblocks to generate the final predicted mode of this target block.

To predict the optimal mode, we propose a mode prediction network to automatically decide the resolution for each block based on hyperprior information, which represents the statistical information of each block. As shown in Fig. 3(b), we take the mean and variance values from the hyperprior decoder as the input of the mode prediction network to generate the confidence score of each mode. The channel number of the final convolution layer (i.e., the gumbel softmax layer) is \(128 \times 4\), which represents the confidence scores for 4 modes (shown in Fig. 3(a)) over 128 channels for each \(2 \times 2\) or \(4 \times 4\) block. During the inference stage, we directly decide the optimal mode based on the maximum confidence score. However, the max operation is undifferentiable, so the whole network cannot be end-to-end optimized through back-propagation. To address this issue, during the training process, we adopt the Gumbel softmax strategy [17] to decide the optimal mode as this Gumbel softmax module is differentiable, which thus enables end-to-end optimization for the whole network. Finally, after using the max/Gumbel softmax operation to generate the optimal mode for each \(4 \times 4\) or \(2 \times 2\) block and for each channel, we combine the predicted basic modes from each \(4 \times 4\) or \(2 \times 2\) block to generate the optimal resolution mode for this target block (see Fig. 3(b)).

The whole network structure of our proposed HAMC method is shown in Fig. 4. We take the offset map \(O_t\) (i.e., the output of the fine-level motion estimation module) as the input of the motion encoder to generate the encoded motion feature \(M_t\). In our proposed HAMC, we predict the optimal resolution mode based on hyperprior information from the hyperprior network. According to the predicted resolution mode, we can more effectively transform the encoded motion feature into the bitstream. Taking subblock A (i.e., the top-left \(2 \times 2\) subblock) in Fig. 4 as an example, we first perform the mode-guided avgpooling operation to average the four values \(3, 4, 4, 5\) in the left-top \(2 \times 2\) subblock into only one value \(4\), which is then quantized and transmitted as the bitstream by using the arithmetic coding (AC) operation. After the arithmetic decoding (AD) operation, we perform the mode-guided upsampling operation to generate the four values of \(4\) in the left-top \(2 \times 2\) subblock. Considering that we only transmit one value \(4\) instead of four values \(3, 4, 4, 5\) to the decoder side (see the top-left \(2 \times 2\) subblocks in \(M_t\) and \(M_t\)), our method uses much less bits. Similar operations are also performed for other three subblocks. Consequently, our proposed HAMC method can automatically select large block sizes in smooth areas with less significant motion patterns for bit-rate saving and use small block sizes for areas around moving object boundaries for achieving more accurate motion compensation results. In this way, we can effectively reduce the number of bits for transmitting the encoded motion feature \(M_t\) without substantially degrading the quality of the reconstructed features, which leads to better compression results.

**Adaptive Residual Compression.** We also propose the hyperprior-guided adaptive residual compression (HARC) method to more effectively compress the sparse residual information, in which we use the "skip"/"non-skip" mode prediction network to predict whether to skip the residual information in each block. As shown in Fig. 3(c), the skip mode prediction network only use one-branch network instead of two branches as in HAMC. It also takes hyperprior information as the input to predict the "skip"/"non-skip" mode for each entry at each channel of the encoded residual feature. As a result, the areas consisting of insignificant residual information will be predicted as the "skip" mode for bit-rate saving, while the significant residual information will still be transmitted to the decoder side for better reconstruction result.

### 3.4. Loss Function and Entropy Coding

The whole network is end-to-end optimized by minimizing the following rate-distortion loss,

\[
\mathcal{L} = \mathbb{H}(\hat{M}_t) + \mathbb{H}(\hat{M}_t) + \mathbb{H}(\hat{Y}_t) + \lambda d(X_t, \hat{X}_t), 
\]

where \(\mathbb{H}(\cdot)\) denotes the number of bits for encoding the features including the quantized encoded coarse-level motion feature \(\hat{M}_t\), the quantized encoded fine-level motion feature \(\hat{M}_t\) and the quantized encoded residual feature \(\hat{Y}_t\). \(d(X_t, \hat{X}_t)\) denotes the distortion between the input frame \(X_t\) and the reconstructed frame \(\hat{X}_t\). \(\lambda\) is the hyper-parameter that controls the trade-off between the bit-rate and distortion. During the training process, we adopt the bit-rate estimation network from [27] without using the time-consuming auto-regressive model to estimate the bits for compressing \(M_t\) and \(\hat{Y}_t\). Considering that the resolution of coarse-level motion feature is relative small, we di-
SSIM is commonly adopted for subjective visual quality evaluation. However, PSNR is the most popular metric for quantifying the difference between the original and the de-noised images. These two metrics are widely used for evaluating the performance of video compression algorithms.

### 4. Experiments

#### 4.1. Experimental Setup

**Training Dataset.** Following the previous works [15, 23], we use the Vimeo-90K dataset [45] during the training stage. This dataset contains 89,800 video sequences with each video sequence consisting of 7 consecutive frames with the resolution of 488 × 256. For data augmentation, the video sequences are randomly flipped and cropped into 256 × 256 patches before feeding into the network.

**Testing Datasets.** We evaluate our performance on multiple datasets including the HEVC [33] Class B, C, D, E, UVG [26] and MCL-JCV [40] datasets. The HEVC standard datasets [33] contain different types of video sequences with various resolutions including 1920 × 1080 (Class B), 832 × 480 (Class C), 416 × 240 (Class D) and 1280 × 720 (Class E). The UVG dataset [26] contains seven 1080p video sequences with high frame rate and the MCL-JCV dataset [40] contains thirty 1080p video sequences, which are widely used for learning-based video codec evaluation.

**Evaluation Metric.** PSNR and MS-SSIM [42] are used to evaluate the video quality. PSNR is the most popular metric for evaluating the video sequence distortion and MS-SSIM is commonly adopted for subjective visual quality evaluation. Bit per pixel (bpp) is used to evaluate the number of bits for compressing motion information and residual information.

**Implementation Details.** We train our model in three stages. At the first stage, we use two consecutive frames including one I frame and one P frame to train our model for 2,000,000 steps without adopting both HAMC and HARC schemes. Then we extend the length of the training video sequence to 7 frames at the second stage for another 300,000 steps. Finally, we add our newly proposed HAMC and HARC schemes and train our complete model for 200,000 steps. The initial learning rate is set as 5e-5, which is decreased by 80% at the 1,900,000th step and the 2,400,000th step. We set the batch size as 4 for the first stage and 2 for other stages. We use the Adam optimizer [18] based on PyTorch with CUDA support. We use the mean square error as the distortion loss for the PSNR models and additionally fine-tune the PSNR models by using MS-SSIM as the distortion loss for 100,000 steps to produce the MS-SSIM results. When training our model on the machine with a single 2080Ti GPU, it takes about 4.5 days, 2 days and 1.3 days for the first stage, the second stage and the final stage, respectively, and it costs 15 hours for fine-tuning the MS-SSIM results. In order to minimize the influence of the video length mismatch between the training sequence and the testing sequence, we additionally adopt the random...
shift and different distortion weight strategies as suggested in [25].

4.2. Experimental Results

To evaluate the effectiveness of our proposed method, we compare our proposed method with the state-of-the-art learning-based methods including Agustsson et al. [3], RaFC [14], RLVC [47], FVC [15], DCVC [19] and ELF-VC [30]. Based on the same setting as our proposed method, we further provide the re-implementation results of FVC [15] without adopting the multi-frame feature fusion module, which is denoted by “FVC(re-imp)” and used as our baseline method. For the conventional methods, we directly use the standard H.265(HM) [1] and VTM [2] with the low delay P configuration for comparison. Different from the previous methods that use the commercial software FFmpeg to generate the results of x265, HM and VTM are the standard versions that can achieve much better performance but are extremely slow.

In order to fairly compare with the standard HM and VTM, we set the GoP size as 100 for all datasets and use BPG [6] for I frame compression. To minimize the cumulative error, we also follow HM and VTM to use a better P-frame compression model for compressing the fourth frame of every 4 frames. When using MS-SSIM for performance evaluation, our model is further fine-tuned by using the MS-SSIM loss as the distortion loss, which is denoted by “Ours”.

As shown in Fig. 5, our method outperforms all other learning-based methods by a large margin in terms of PSNR. When compared with the recently proposed ELF-VC on the UVG dataset, our proposed method achieves 0.5dB improvement at 0.1bpp. Compared with the conventional method H.265(HM) in terms of PSNR, our method achieves better results on most datasets. VTM [2] is the latest video compression standard, which executes various hand-designed modules to achieve the current best performance and thus runs extremely slow (less than 0.001fps). Although the performance of VTM is better than our method in terms of PSNR, we observe that our results are close to VTM at high bit-rate on all high-resolution datasets (i.e., UVG, MCL-JCV, HEVC Class B and Class E). Besides, our method runs at 3.41fps, which is 3000x faster than VTM. Our method generally outperforms all baseline methods in terms of MS-SSIM. Additionally, when using H.265(HM) as the anchor method, our average bit-rate saving over the HEVC Class B,C,D,E datasets is 5.48%.

4.3. Ablation Study

The ablation study of our proposed method is shown in Fig. 6. We take FVC(re-imp) as our baseline method. When compared with FVC(re-imp), our coarse-to-fine framework C2F achieves 0.3dB improvement at 0.08bpp, which indicates the effectiveness of our proposed coarse-to-fine strategy for motion compensation. When comparing C2F+HAMC with C2F, the newly proposed hyperprior-guided adaptive motion compression (HAMC) method brings 0.6dB improvement at 0.03bpp. In addition, we observe that the coarse-to-fine strategy aims to improve the quality of the predicted feature and it is thus more beneficial to use the C2F framework for generating high quality reference frame, while our HAMC scheme focuses on bit-rate saving and it can thus reduce more redundancy at lower bit-rate. Finally, our proposed coarse-to-fine framework equipped with both HAMC and the hyperprior-guided adaptive residual compression (HARC) methods achieves the best results and outperforms the baseline FVC(re-imp) by 1.2dB at 0.03bpp, which demonstrates the effectiveness of our proposed C2F framework and two new methods HAMC and HARC.

4.4. Model Analysis

Visualization of Coarse-to-fine Motion Compensation. To verify the effectiveness of our proposed coarse-to-fine strategy for motion compensation, we take the 5th reconstructed P frame from the first video of the HEVC Class B dataset to visualize both motion information and the corresponding motion compensation results. For fair comparison, here we use the same fine-level motion compression network as FVC(re-imp) without adopting the HAMC method in our C2F framework. It is observed that our coarse-level offset map (see Fig. 7(c)) consists of coarse patch-level motion information, which is easy to be compressed and only costs 0.003bpp. We also observe that the fine-level offset map (see Fig. 7(d)) can capture more detailed pixel-level motion information than the coarse-level offset map, which can better handle more complex motion patterns. As a result, our proposed two-stage coarse-to-
Figure 7. Visualization of (a) the input frame, (b) the offset map from the baseline method FVC(re-imp) using single scale motion compensation and (c) the coarse-level offset map and (d) the fine-level offset map from our coarse-to-fine framework on the HEVC Class B dataset. We also provide (e) one ground-truth patch and its corresponding motion compensation results by using (f) the baseline method FVC(re-imp) and (g) our C2F framework. Bpps for compressing the corresponding offset maps and PSNRs of the corresponding motion compensation results are also reported.

Our coarse-to-fine motion compensation framework can achieve more accurate motion compensation result (see Fig. 7(g)). When compared with FVC(re-imp) (see Fig. 7(f)), the PSNR of our method is improved by 1.7dB with similar bit-rate cost, which demonstrates that our coarse-to-fine strategy can significantly improve the motion compensation performance. Additionally, when compared with the baseline method FVC(re-imp) on the HEVC Class E dataset, on average the motion compensation result after using our C2F framework is improved by 1.14dB, while costing similar bpps.

Visualization of the Predicted Modes. In Fig. 8, we take the first P frame of the 3rd video from the HEVC Class E dataset as an example and visualize the reconstructed offset and residual maps, as well as their corresponding predicted resolution and “non-skip” modes. We also visualize their corresponding mean and variance values from the hyperprior networks in HAMC and HARC, respectively. From Fig. 8(e), we observe that the areas around moving object boundaries contain large mean and/or variance values. Based on such discriminant hyperprior information, our method HAMC will use the small block sizes when encoding motion information in such areas (see Fig. 8(c)). In contrast, larger block sizes will be preferred for the background areas with small mean and/or variance values. In Fig. 8(b), a few areas contain significant residual information (see the large mean or variance values in Fig. 8(f)). Based on hyperprior information, our HARC method prefers the “non-skip” mode for these blocks when encoding residual information (see Fig. 8(d)).

Running Speed. We report the inference speed of our proposed framework based on the videos with the resolution of 1920 × 1080 on the machine with a single 2080TI GPU. Our proposed C2F+HAMC+HARC method runs at 3.41fps while our basic C2F framework without adopting both HAMC and HARC methods runs at 3.43fps, which demonstrate that our proposed hyperprior-guided mode prediction methods bring negligible extra computation cost.

5. Conclusion

In this work, we have proposed a new coarse-to-fine (C2F) video compression framework equipped with two newly proposed hyperprior-guided mode prediction schemes HAMC and HARC, which are respectively used for more accurate motion compensation and for compressing motion and residual information with less bit cost. Comprehensive experiments demonstrate our method achieves comparable performance with H.265(HM) in terms of PSNR and generally outperforms VTM in terms of MS-SSIM. Considering that the mode selection strategy is widely used in the conventional codecs like H.265, our work opens a new door for the subsequent researchers to use/extend our hyperprior-guided method to decide other types of optimal modes for better video compression performance.
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