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Abstract—This letter deals with the optimization problems of stochastic switching buffer networks, where the switching law is governed by Markov process. The dynamical buffer network is introduced, and its application in modeling the car-sharing network is also presented. To address the nonconvexity for getting a solution as close-to-the-global-optimal as possible of the optimization problem, we adopt a succinct but effective nonconvex optimization method called DC (difference of convex functions) programming. By resorting to the log–log convexity of a class of nonlinear functions called posynomials, the optimization problems can be reduced to DC programming problems. Finally, we verify the effectiveness of our results by simulation experiments.
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I. INTRODUCTION

Buffer network can well describe the dynamic process of each node and edge within a directed network, where the nodes among them behave as buffers to exchange the inflow/outflow with their neighboring nodes. The desire to conduct this research was prompted by a wide range of applications, such as water network [1], microgrid network [2], and data transmission [3]. There is also an up-and-coming application in the field of mobility systems, such as the optimal design of traffic network [4–6] and the high-efficient and effective mobility-on-demand systems [7, 8].

One of the most popular models used to analyze buffer networks is positive linear system [9]. However, in real-life situation, neither the topology nor the parameters of the network can always remain in the time-invariant state due to the abrupt changes, such as temporal network, switched control, and time-varying parameters. To describe this phenomenon, positive Markov jump linear systems [10] are proposed to efficiently develop a manipulable model for analyzing and designing, where the law for governing the switching of each subsystem is defined by Markov process. For stability analysis and state-feedback control of positive Markov linear systems, the relevant results can be found in [11]–[14] and [15], [16], respectively.

Since the past decades, the development of theoretical research on the control of dynamical networks is mainly based on positive linear systems theory [9]. An early study for investigating the stabilization problem can be found in [16], where the authors proposed the measurement of mean square stability and the optimization results for state-feedback control of positive Markov jump linear systems. The authors in [15] showed that the $L_\infty$ optimization problem of positive Markov jump linear systems via state/output-feedback can be solved by linear programming. The optimal design of Markov switching networks has been reported in [17], where the optimization problems are finally reduced to geometric programming problems. It should be noted that, in real-life cases, state feedback is not a tractable choice. This observation has a clear reflection on the optimal design of directed network, where it is infeasible to obtain reliable measurements of state variables. In this situation, the control problem is better formulated as directly tuning the coefficients of the system matrices. Moreover, the other reason that tuning the state matrices through the state feedback only offers the freedom of adjusting row elements of state matrices. Even if the state of network control problem can be measured, a node and its outgoing edges (column vector of the adjacency matrix) can be designed with only one variable, which is a great limitation in solving practical network optimization problems. To better design the buffer network, our intuition is that all elements in the adjacency matrix should be independently adjusted to achieve maximum freedom. However, we have found that if we let all elements are independently regulated, the synthesis results based on linear programming failed is transformed to be bilinear and nonconvex, which causes great difficulties in solving the problem.

To overcome this situation, we resort to a standard but efficient nonconvex optimization problem called DC (difference of convex functions) programming [13] to develop the optimization framework for positive Markov jump linear systems, which quite often gave global solutions and proved to be more robust and more efficient than related standard methods, especially in the large-scale problem situations. DC programming has been successfully applied in various engineering areas [19], including mathematics finance, signals and images, and network optimization.

This letter is structured as follows. The Markov switching buffer networks with directly adjusted matrix coefficients and its application in car-sharing network are introduced in Section I. In Section II $L_1$ and $L_\infty$ optimization problems for Markov switching buffer networks are presented. Section IV is devoted to the proposed results in terms of DC program. Numerical simulations are presented in Section V.

The following notations are used in this brief. Let $\mathbb{R}$, $\mathbb{R}_+$,
and $\mathbb{R}_{++}$ denote the set of real, nonnegative, and positive numbers, respectively. The set of corresponding vectors of size $n$ are denoted by $\mathbb{R}^n$, $\mathbb{R}_+^n$, and $\mathbb{R}_{++}^n$, respectively. We let $I$ denote a column vector with all entries set to unity. The identity and zero matrices of order $n$ are denoted by $I_n$ and $O_n$, respectively. The real matrix $A$ is said to be non-negative (positive), and is denoted by $A \geq 0$ ($A > 0$), if all entries of $A$ are non-negative (positive). The notion $B < A$ is defined as $B - A < 0$. Let the Hadamard product of matrices $A$ and $B$ be denoted by $A \odot B$. We define the entry-wise exponential operation of a real vector $v$ as $\exp[v] = [\exp v_1, \ldots, \exp v_n]^\top$ and the entry-wise logarithm operation as $\log[v] = [\log v_1, \ldots, \log v_n]^\top$. For a vector $\mathbf{v}$ with scalar entries $v_1, \ldots, v_n$, we use $\text{diag}(v_1, \ldots, v_n)$ to denote the diagonal matrix. For a vector $\mathbf{v}$ with scalar entries $v_1, \ldots, v_n$, we use $\text{diag}(v_1, \ldots, v_n)$ to denote the diagonal matrix. Let $x \in \mathbb{R}$, $\|x\|_1 = \sum_{i=1}^n |x_i|$ stands for the 1-norm of a vector, whereas the vector $\infty$-norm is defined by $\|x\|_\infty = \max_{i \in 1, \ldots, n} |x_i|$. Given $v : [0, \infty) \rightarrow \mathbb{R}^n$, the $L_1$-norm of a function $v(t)$ is denoted by $\|v\|_{L_1} = \int_0^\infty \|v(t)\|_1 dt$, and the $L_\infty$-norm of $v(t)$ is defined by $\|v\|_{L_\infty} = \text{ess sup}_{t \geq 0} \|v(t)\|_\infty$. $E[\cdot]$ is the mathematical expectation operator.

II. MARKOV SWITCHING BUFFER NETWORKS

In this section, we first give the description of Markov switching buffer networks in Subsection II-A. We then present a real-life example in Subsection II-B.

A. Model description

Consider a weighted, directed buffer network (for example, e.g., [20]) defined by the graph $G = (V, E, w)$, where $V = \{v_1, \ldots, v_n\}$ denotes the set of $n$ nodes within the network and $E = \{e_1, \ldots, e_m\} \subseteq V \times V$ is the set of directed edges. Because the graph $G$ is weighted, a positive and fixed weight $w_{ei}$ is assigned to an edge $e_i$. The scalar $w_{ij}$ is defined as the weight of the edge ($i, j$). Thus, the adjacency matrix $A_G \in \mathbb{R}^{n \times n}$ of the graph $G$ is given by,

$$[A_G]_{ij} = \begin{cases} u_{ij}, & \text{if } (j, i) \in E, \\ 0, & \text{otherwise}. \end{cases}$$

The set of in-neighborhoods of node $i$ is defined by $\mathcal{N}_i^\text{in} = \{j \in V : (j, i) \in E\}$. Similarly, the set of out-neighborhoods is defined by $\mathcal{N}_i^\text{out} = \{j \in V : (i, j) \in E\}$.

In this paper, we place the following assumption on the structure of the network. Suppose that there exist two special sets of nodes that serve as origins (i.e., the nodes having an empty in-neighborhood node) and destinations (i.e., the nodes having an empty out-neighborhood node). We let $V_o = \{1, \ldots, |V_o|\}$ and $V_d$ denote the set of origins and destinations of the buffer network, respectively. We then consider the dynamic process of the buffer network expressed by the following differential equations,

$$\frac{dx_i}{dt} = \begin{cases} f_i^\text{in} - \sum_{j \in \mathcal{N}_i^\text{out}} u_{ij}, & \text{if } i \in V_o, \\ \sum_{j \in \mathcal{N}_i^\text{in}} u_{ji} - \sum_{j \in \mathcal{N}_i^\text{out}} u_{ij}, & \text{if } i \notin V_o \cup V_d, \\ \sum_{j \in \mathcal{N}_i^\text{in}} u_{ji} - f_i^\text{out}, & \text{if } i \in V_d, \end{cases}$$

where $x_i (i = \{1, \ldots, n\})$ represents buffer variable in node $i$, $u_{ij}$ is the volume of flow from node $i$ to $j$, and $f_i^\text{in}$ and $f_i^\text{out}$ denote the inlet and outlet effects, respectively.

In this brief, the flows among the buffer network are assumed to obey the following linear form:

$$f_i^\text{in} = \beta_i x_i, \quad u_{ij} = \delta_{ij} w_{ij} x_i,$$  

where $\beta = \{\beta_i \in V_o\}$ and $\delta = \{\delta_{ij} \in E\}$ are the parameters to be tuned in the next section. Herein, if we adopt the results of state/output-feedback in [15], the freedom of tuning the flow $u_{ij} = \phi_i w_{ij} x_i$ only derives from the parameter $\phi_i$. In this letter, we allow $w_{ij}$ to be designed independently on the parameter of each edge as shown in [3].

To measure the performance of the buffer network, we adopt the output $y = [x^\top, \alpha u^\top]^\top$, where $\alpha > 0$ is a weight constant and $u \in \mathbb{R}^{n \times n}$ includes the information of the edges. If we define the matrix $B$ and $D$ by

$$B_{ij} = \begin{cases} \beta_i, & \text{if } i = j, \\ 0, & \text{otherwise}, \end{cases} \quad D_{ij} = \begin{cases} \delta_{ij}, & \text{if } (i, j) \in E, \\ 0, & \text{otherwise}, \end{cases}$$

then the dynamic model can then be expressed as

$$\dot{\mathbf{x}} = \left( D \otimes A_G - \text{diag}(I^\top (D \otimes A_G)) - B \right) \mathbf{x} + G^\text{in} f^\text{in},$$

where input vector $f^\text{in}$, input matrix $G^\text{in}$, and output matrix $G^\text{out}$ are defined by $f^\text{in} = [f^\text{in}_1 \ldots f^\text{in}_{|V_o|}]^\top$ and

$$G^\text{in} = \begin{bmatrix} I_{|V_o|} \\ O_{n-|V_o|, |V_o|} \end{bmatrix}, \quad G^\text{out}(\delta) = \begin{bmatrix} I_n \\ \alpha H(\delta) \end{bmatrix}.$$  

The matrix $H(\delta)$ is defined by $H(\delta)_{\ell i} = w_{\ell} \delta_{\ell i}$ if $i = \ell \delta(1)$ and $H(\delta)_{\ell i} = 0$ otherwise. For each edge $\ell \delta$, we use the notation $e_{\ell} = (\ell, \delta(1), \delta(2))$, wherein the nodes $\ell(1)$ and $\ell(2)$ denote the origin and destination of the edge, respectively. Since $G^\text{in}$ and $G^\text{out}(\delta)$ are nonnegative matrices and $D \otimes A_G - \text{diag}(I^\top (D \otimes A_G)) - B$ is the Metzler matrix, following the definition in [9], the dynamic model is the positive linear system. Furthermore, if the adjacent matrix $A_G$, input matrix $G^\text{in}$, and output matrix $G^\text{out}(\delta)$ in (3) varies under Markov process and $A = D \otimes A_G - \text{diag}(I^\top (D \otimes A_G)) - B$ is the Metzler matrix, following the definition in [9], the dynamic model is the positive linear system. Furthermore, if the adjacent matrix $A_G$, input matrix $G^\text{in}$, and output matrix $G^\text{out}(\delta)$ in (3) varies under Markov process and $A = D \otimes A_G - \text{diag}(I^\top (D \otimes A_G)) - B$, system $\Sigma$ is upgraded to Markov switching buffer networks:

$$\Sigma_{\sigma} : \begin{cases} \dot{\mathbf{x}} = A_{\sigma(t)}(\beta, \delta) \mathbf{x} + G_{\sigma(t)}^\text{in} f^\text{in}, \\ y = G_{\sigma(t)}^\text{out}(\delta) \mathbf{x}, \end{cases}$$

where $\sigma = \{\sigma(t)\}_{t \geq 0}$ is a time-homogeneous Markov process taking values in the finite discrete set $S = \{1, \ldots, N\}$. We assume that $\Sigma_{\sigma}$ is positive if the subsystems $A_i(\beta, \delta), G_i^\text{in},$
and $G_{\text{out}}^i(\delta)$ are positive for all $i \in S$. The probability rate matrix of system $\Sigma_\sigma$ is given by

$$
\Pr\{\sigma(t+h) = j \mid \sigma(t) = i\} = \begin{cases} 
\pi_{ij}h + o(h), & \text{if } j \neq i, \\
1 + \pi_{ii}h + o(h), & \text{if } j = i,
\end{cases}
$$

where $\pi_{ij} > 0$, the parameterized transition rate from mode $i$ to mode $j$ obeys the equations

$$
\pi_{ii} + \sum_{j=1, i \neq j}^N \pi_{ij} = 0 \tag{5}
$$

and $o(h)$ is little-$o$ notation defined by $\lim_{h \to 0} o(h)/h = 0$.

**B. Example: car-sharing service network**

In the one-way car-sharing service network, wherein the stations providing parking slots for customers renting/returning vehicles at any stations. Despite the convenience, this service has the shortcoming of uneven distribution of vehicles as the service proceeds, which causes parking slots or vehicles to be unavailable at particular stations. To reduce the uneven distribution, dynamics pricing is promising, which controls the demand of customers by adjusting usage prices in real-time. Here, we discuss how we can determine the prices for efficient control.

First, we construct a mathematical model of the system of the one-way car-sharing service according to the authors’ previous paper [21]. Let $n$ be the number of stations of the service network which corresponds to a node in a weighted and directed graph $\mathcal{N}$. Let $x_i$ $(i \in \mathcal{N})$ be the expectation of the number of vehicles parking at station $i$. The possible usage between stations is described by an edge set $\mathcal{E}$. Let $u_{ij}$ ($(i, j) \in \mathcal{E}$) be the expectation of the number of customers who travel from station $i$ to $j$ within a time interval. Let $f_{ij}^{\text{in}}$ ($f_{ij}^{\text{out}}$) be the expectation of the number of vehicles moving to (from) this area from (to) other areas. Then, this system is modeled as equation (1).

Next, we construct a model of the demand of customers which can change with prices. Assume that the expectation of the demand is $\bar{u}_{ij}(t)$ when the price is $\bar{p}_{ij}(t)$ and that the change of the demand is governed with an affine model around this point. Let $p_{ij}$ be the price for traveling from stations $i$ to $j$, and let $\delta_{ij}$ be the price elasticity. Then, the affine model is given as

$$
u_{ij} = \bar{u}_{ij} - \delta_{ij}(p_{ij} - \bar{p}_{ij}). \tag{6}
$$

As a pricing strategy, the price $p_{ij}$ is adjusted according to the number $x_i$ of vehicles at station $i$ as follows:

$$
p_{ij} = \bar{p}_{ij} - w_{ij}x_i, \tag{7}
$$

where $\bar{p}_{ij}$ and $w_{ij}$ are design parameters. We set $\bar{p}_{ij} = \bar{p}_{ij} + \bar{u}_{ij}/\delta_{ij}$, and from (6) and (7), the demand model is reduced to $u_{ij} = \bar{u}_{ij} - \delta_{ij}(\bar{p}_{ij} - \bar{p}_{ij}) = \bar{u}_{ij} - \delta_{ij}(\bar{p}_{ij} - w_{ij}x_i - \bar{p}_{ij}) = \delta_{ij}w_{ij}x_i$. This corresponds to the equation (2).

In practical service network [22], to effectively deal with uncertainties for obtaining low expected operational costs, stochastic service network model is proposed to suit all possible future scenarios arise in practice. Thus, model is concise and feasible in describing the stochastic switching networks. With these preparations, it is feasible to design parameters $w_{ij}$ by applying the proposed method in the following section.

**III. PROBLEM FORMULATION**

Following the formulation in the previous section, we assume that the decay rates of node $i$ and directed edge $ij$ can be tuned by the parameters $\beta_i$ and $\delta_{ij}$ to improve the performance of the buffer network. Calculation of the sum of all variables yields the cost function

$$
L(\beta, \delta) = \sum_{i \in \mathcal{V}_d} g_i(\beta_i) + \sum_{(i, j) \in \mathcal{E}} h_{ij}(\delta_{ij}), \tag{8}
$$

where the variables are tuned within the following intervals

$$
0 < \beta_i \leq \bar{\beta}_i, \quad 0 < \delta_{ij} \leq \bar{\delta}_{ij}. \tag{9}
$$

In this letter, we adopt $\mathcal{L}_1$ and $\mathcal{L}_\infty$ norms as the requirements of the buffer network. For an exponential mean stable system $\Sigma_\sigma$, and the initial condition $\sigma(0)$ and $w \in \mathcal{L}_1$, if there exists $\gamma > 0$ such that $\|E[y]\|_{\mathcal{L}_1} \leq \gamma\|w\|_{\mathcal{L}_1}$. The $\mathcal{L}_1$-gain of system $\Sigma_\sigma$, denoted by $\|\Sigma_\sigma\|_1$, is defined by

$$
\|\Sigma_\sigma\|_1 = \sup_{w \in \mathcal{L}_1} \|E[y]\|_{\mathcal{L}_1}/\|w\|_{\mathcal{L}_1}.
$$

Likewise, if there exists $\gamma > 0$ such that $\|E[y]\|_{\mathcal{L}_\infty} \leq \gamma\|w\|_{\mathcal{L}_\infty}$. The $\mathcal{L}_\infty$-gain of system $\Sigma_\sigma$, denoted by $\|\Sigma_\sigma\|_\infty$, is defined by

$$
\|\Sigma_\sigma\|_\infty = \sup_{w \in \mathcal{L}_\infty} \|E[y]\|_{\mathcal{L}_\infty}/\|w\|_{\mathcal{L}_\infty}.
$$

We are now ready to state the optimization problems studied in this letter.

**Problem III.1. (\mathcal{L}_1/\mathcal{L}_\infty-norm optimization)**: Given the desired parameter tuning cost $\bar{L}(\beta, \delta)$, find the parameters $\beta$ and $\delta$ minimizing the $\mathcal{L}_1/\mathcal{L}_\infty$ norm, under the constraint that the parameter constraints (9) are satisfied.

**Problem III.2. (\mathcal{L}_1/\mathcal{L}_\infty-norm constrained optimization)**: Given the desired $\mathcal{L}_1/\mathcal{L}_\infty$ norm, find the parameters $\beta$ and $\delta$ minimizing the parameter tuning cost $\bar{L}(\beta, \delta)$, under the constraint that the parameter constraints (9) are satisfied.

The difficulty of solving Problem III.1 and Problem III.2 mainly stems from the nonconvexity through independently tuning the edges weight $\delta_{ij}$ of adjacency matrices.

**IV. MAIN RESULTS**

In this section, we present the solutions to Problem III.1 and Problem III.2 in terms of DC programming [19, 25]. We begin this section by introducing the preliminary knowledge of posynomials, DC functions, and DC program to derive the main results.

**Definition IV.1.** Let $v_1, \ldots, v_n$ denote $n$ real positive variables. We state that a real function $g(v)$ is a monomial if $c > 0$ and $a_1, \ldots, a_n \in \mathbb{R}$ such that $g(v) = cv_1^{a_1} \cdots v_n^{a_n}$. We
state that a real function \( f(v) \) is a \textit{posynomial} \cite{24} if \( f \) is the sum of the monomials of \( v \).

The following lemma shows the log-convexity of posynomials \cite{24}.

**Lemma IV.2.** If \( f: \mathbb{R}^{n}_{++} \rightarrow \mathbb{R}^{++} \) is a posynomial function, then the log-transformed function

\[
F : \mathbb{R}^{n} \rightarrow \mathbb{R} : \ w \mapsto \log[f(\exp[w])]
\]

is convex.

The property shown in Lemma IV.2 enables us to build a relationship with a general class of mathematical programming that deals with the difference between two convex functions, called DC programming.

**Definition IV.3.** (DC functions \cite{23}) Let \( C \) be a convex subset of \( \mathbb{R}^{n} \). A real-valued functions \( f : C \rightarrow \mathbb{R} \) is called a DC function on \( C \) if there exist two convex functions \( g, h : C \rightarrow \mathbb{R} \) such that \( f \) can be expressed in the form

\[
f(x) = g(x) - h(x).
\]

In principle, every continuous function can be approximated by a DC function with the desired precision. Based on decomposition methods \cite{23}, it is possible to convert a nonconvex optimization problem to a DC programming problem.

**Definition IV.4.** (DC programming problem \cite{23}) Programming problems dealing with DC functions are called DC programming problems. Let \( C \) be a closed convex subset of \( \mathbb{R}^{n} \), and the general form of DC programming problem considered in this brief is

\[
\begin{align*}
\text{minimize} & \quad f_{0}(x) \\
\text{subject to} & \quad f_{i}(x) \leq 0, \quad i = 1, \ldots, m,
\end{align*}
\]

where \( f_{0}(x) = g_{0}(x) - h_{0}(x) \) and \( f_{i}(x) = g_{i}(x) - h_{i}(x) \) are the differences of the two convex functions.

To optimally solve the DC programming problem, we can choose the branch-and-bound type and outer-approximation algorithms \cite{23}, which lead to more efficient procedures. Subject to the proper assumption for the cost function, we show that Problems III.1 and III.2 can be transformed to DC programming problems.

**Assumption IV.5.** The following assumptions are made:

1) The set of system matrices \( A_{i}(\beta, \delta) \)

\[
A_{i}(\beta, \delta) = A^{g}_{i}(\delta) + A^{h}_{i}(\beta, \delta), \quad i \in \{1, \ldots, N\},
\]

where \( A^{g}_{i}(\delta) \) and \( A^{h}_{i}(\beta, \delta) \) are matrices with posynomial or zero entries.

2) The functions \( g_{i}(\beta_{i}) \) and \( h_{ij}(\delta_{ij}) \) are posynomials for all \( i \) and \( j \).

**Theorem IV.6.** Under Assumption IV.5 if we make \( \mathcal{L}_{1} \) norm of system \( \Sigma_{\gamma} \) to be minimized, the solution of Problem III.1 is given by the solution of the following DC programming problem

\[
\begin{align*}
\text{minimize} & \quad \gamma \\
\text{subject to} & \quad \log[v_{i}^{T} A^{g}_{i}(\delta) + \sum_{\pi_{ij} \neq 0} \pi_{ij} v_{j}^{T} + \mathbb{1}_{N}^{T} G^{\text{out}}_{i}(\delta)] \\
& \quad - \log[v_{i}^{T} A^{h}_{i}(\beta, \delta) - \pi_{ii} v_{i}^{T}] \leq 0, \quad \pi_{ii} = 1, \quad i \in \{1, \ldots, N\}, \\
& \quad \log[L(\exp[\phi], \exp[\eta])] - \log[G_{i}^{\text{in}}] \leq 0, \quad i \in \{1, \ldots, N\}, \\
& \quad \log[\exp[\phi]] - \log[\exp[\eta]] \leq 0.
\end{align*}
\]

The solution of Problem III.1 is then given by

\[
B = \exp[\phi], \quad D = \exp[\eta].
\]

**Proof.** Based on Section II system (4) is proved to be a standard positive Markov jump linear systems. Resorting to the stability result in Theorem 4 \cite{17}, we can show that if the buffer network \( \Sigma_{\gamma} \) is exponential mean stable, then the following problem is equivalent to Problem III.1

\[
\begin{align*}
\text{minimize} & \quad \beta, \delta \in \mathbb{R}^{n}, \nu \in \mathbb{R}^{n} \\
\text{subject to} & \quad v_{i}^{T} A_{i}(\beta, \delta) + \sum_{i=1}^{N} \pi_{ij} v_{j}^{T} + \mathbb{1}_{N}^{T} G^{\text{out}}_{i}(\delta) \leq 0, \quad \nu \neq 0, \\
& \quad v_{i}^{T} G^{\text{in}}_{i} - \gamma \mathbb{1}_{N}^{T} \leq 0, \\
& \quad L(\beta, \delta) \leq L, \\
& \quad \beta, \delta, \nu > 0.
\end{align*}
\]

From the observation in (3), \( A_{i}(\beta, \delta) \) includes of posynomials within negative sign, therefore, (11) is no longer a linear programming and become nonconvex. For this situation, we resort to the log–log convexity of the posynomials in Lemma IV.2 for reducing (11) into DC programming problem. According to Definition IV.1 and Assumption IV.5 the sum of \( g_{i} \) and \( h_{ij} \) in (11d) is the sum of monomials in essence. Thus, (11d) is also a posynomial function. The object function (11a) subtracts 0 that satisfies the DC functions in Definition IV.3.

For the constraint (11c), the product of constant matrices \( G^{\text{in}}_{i} \) and positive vector variables are nonnegative matrices with posynomial entries. Since \( \gamma \mathbb{1}_{N}^{T} \) is obviously nonnegative, (11c) is the difference between two nonnegative matrices, which can be successfully transformed to DC functions by the log–log transformation. According to Assumption IV.5 \( A_{i}(\beta, \delta) \) is decomposed into two nonnegative matrices, where \( A_{i}^{g}(\delta) = D \circ A_{i} \mathcal{C} \) and \( A_{i}^{h}(\beta, \delta) = \mathbb{1}_{N}^{T} (D \circ A_{i} \mathcal{C}) + B \). From the model description in Section II-A each entries among the decomposed matrices are either posynomials or zero. Likewise, the same way for the decomposition of probability rate matrix. Thus, (11b) is equivalent to \( (v_{i}^{T} A_{i}^{g}(\delta) + \sum_{\pi_{ij} \neq 0} \pi_{ij} v_{j}^{T} + \mathbb{1}_{N}^{T} G^{\text{out}}_{i}(\delta)) - (v_{i}^{T} A_{i}^{h}(\beta, \delta) - \pi_{ii} v_{i}^{T}) < 0 \), which shows the difference between the two materials. Similarly, (11b) can also be transformed to DC functions. For (11c), we can directly obtain the variable constraints in the form of DC functions from (9). Hence, Theorem IV.6 is a DC programming problem. This completes the proof of theorem.

Theorem IV.6 shows that Problem III.1 can be turned into an equivalent DC program. In solving Problem III.2 we adopt \( \mathcal{L}_{\infty} \) norm as the performance constraint of system \( \Sigma_{\gamma} \) to show the framework of minimizing the parameter tuning cost.

**Theorem IV.7.** Under the aforementioned assumptions and lemma, if we set a \( \mathcal{L}_{\infty} \)-norm constraint for system \( \Sigma_{\gamma} \) by \( \gamma > 0 \), the solution of Problem III.2 is given by the solution of the following DC programming problem

\[
\begin{align*}
\text{minimize} & \quad \log[L(\exp[\phi], \exp[\eta])]
\end{align*}
\]
subject to \[
\log[A^0_i (\exp[\eta])v_i + \sum_{j=1}^{N} \pi_{ij} v_j^T + G_i^{in} I] \\
- \log[A_i^0 (\exp[\eta], \exp[\phi])v_i - \pi_{iv} v_j^T] \leq 0, \\
\log[G_i^{out}(v_i) - \log[\exp[\phi]]] \leq 0, \\
\log[\exp[\phi]] - \log[\exp[\phi]] \leq 0, \\
\log[\exp[\eta]] - \log[\exp[\eta]] \leq 0.
\]

The solution of Problem III.2 is then given by (10).

**Proof.** Relying on the \(L_\infty\) stability results in Theorem 2 [15] which shows that if the positive linear system \(\Sigma_\sigma\) is internally stable and \(\|\Sigma_\sigma\|_\infty < \bar{\gamma}\), we can show that the following optimization problem is equivalent to Problem III.2

\[
\begin{align*}
\text{minimize} & \quad L(\beta, \delta) \\
\text{subject to} & \quad A_i(\beta, \delta) v_i + \sum_{j=1}^{N} \pi_{ij} v_j^T + G_i^{in} I \leq 0, \\
& \quad G_i^{out}(\delta)v_i - \bar{\gamma} \mathbb{1}_r \leq 0, \\
& \quad \delta. 
\end{align*}
\]

The direction of the proof of the equivalence between Problem III.2 and (12) is the same as the procedure of Theorem IV.6 and, therefore, is omitted. \(\square\)

V. NUMERICAL SIMULATION

VI. CONCLUSION
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