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Abstract

In applied multivariate statistics, estimating the number of latent dimensions or the number of clusters is a fundamental and recurring problem. One common diagnostic is the scree plot, which shows the largest eigenvalues of the data matrix in decreasing order; the user searches for a “gap” or “elbow” in the decaying eigenvalues; unfortunately, these patterns can hide beneath the bias of the sample eigenvalues. This methodological problem is conceptually difficult because, in many situations, there is only enough signal to detect a subset of the \( k \) population dimensions/eigenvectors. In this situation, one could argue that the correct choice of \( k \) is the number of detectable dimensions. We alleviate these problems with cross-validated eigenvalues. Under a large class of random graph models, without any parametric assumptions, we provide a \( p \)-value for each sample eigenvector. It tests the null hypothesis that this sample eigenvector is orthogonal to (i.e., uncorrelated with) the true latent dimensions. This approach naturally adapts to problems where some dimensions are not statistically detectable. In scenarios where all \( k \) dimensions can be estimated, we prove that our procedure consistently estimates \( k \). In simulations and a data example, the proposed estimator compares favorably to alternative approaches in both computational and statistical performance.
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1 Introduction

In social network analysis, a large and popular class of models supposes that each person has a set of $k$ latent characteristics and the probability that a pair of people are friends depends only on that pair’s $k$ characteristics. Typically, for example, if two people have similar characteristics, then they are more likely to become friends. We aim to estimate the number of characteristics $k$ using a class of models where every edge is statistically independent, conditionally on the characteristics. This includes the Latent Space Model, the Aldous-Hoover representation, and graphons [Hoff et al., 2002, Aldous, 1985, Hoover, 1989, Lovász, 2012, Jacobs and Clauset, 2014].

Denote the adjacency matrix $A \in \mathbb{N}^{n \times n}$ as recording the number of edges between $i$ and $j$ in element $A_{ij}$. We are particularly interested in the class of models where every person $i$ is assigned a vector of characteristics $Z_i \in \mathbb{R}^k$ and

$$
E(A_{ij}) = \sum_{\ell=1}^{k} Z_{i\ell} Z_{j\ell} = \langle Z_i, Z_j \rangle.
$$

(1)

This model is often called the random dot product model [Athreya et al., 2013], which includes the Stochastic Blockmodel, along with its degree-corrected and mixed membership variants [Karrer and Newman, 2011, Airoldi et al., 2008]. In the Stochastic Blockmodel, $k$ is the number of blocks. Under mild identifiability conditions, $E(A)$ and the normalized form of this matrix defined in Equation (2) below have $k$ non-zero eigenvalues. We use this fact to estimate $k$.

The scree plot gives the sample eigenvalues. We look for an elbow or a gap.

Figure 1: In these examples, it is difficult to detect a gap or elbow. In the left panel, the graph is simulated from a Degree-Corrected Stochastic Blockmodel with $n = 2560$. In the right panel, the graph is a citation graph among $n = 22,688$ academic journals. Displayed are the largest 150 eigenvalues of the normalized and regularized adjacency matrix, $L$, defined in Equation (2). Section 1.1 gives more details for these figures.

Unfortunately, the eigenvalues of $A$ or of its normalized form (i.e., the “sample eigen-
values”) in the scree plot often fail to provide a clear estimate of \( k \). As an illustration, this is the case in Figure 1. We address this problem with a cross-validation technique. There are three basic pieces that, when put together, enable our cross-validation approach to estimating the latent dimension \( k \).

The first piece provides two identically distributed adjacency matrices, \( \tilde{A} \) and \( A_{\text{test}} \), from a single adjacency matrix \( A \). For each element \( i, j \), define the elements of \( \tilde{A} \) and \( A_{\text{test}} \) as

\[
\tilde{A}_{ij} \sim \text{Binomial}(A_{ij}, 1 - \varepsilon) \quad \text{and} \quad [A_{\text{test}}]_{ij} = A_{ij} - \tilde{A}_{ij}.
\]

If \( \varepsilon = 1/2 \), then \( \tilde{A} \) and \( A_{\text{test}} \) are identically distributed. If \( A \) has independent elements with \( \mathbb{E}(A_{ij}) = \langle Z_i, Z_j \rangle \), then \( \tilde{A} \) also has independent elements with \( \mathbb{E}(\tilde{A}_{ij}) = \langle Z_i, Z_j \rangle/(1 - \varepsilon) \). Moreover, we will model \( A_{ij} \) as Poisson, which makes \( \tilde{A} \) and \( A_{\text{test}} \) statistically independent. It is common to model \( A_{ij} \) as Poisson because it is convenient and, in sparse graphs specifically, the difference between the Poisson and Bernoulli models becomes negligible [Karrer and Newman, 2011, Flynn et al., 2020, Crane and Dempsey, 2018, Cai et al., 2016, Zhou and Amini, 2020]. See Section 5 for further comparison between Bernoulli and Poisson graphs.

The second piece is that \( \mathbb{E}(A), \mathbb{E}(\tilde{A}) \), and \( \mathbb{E}(A_{\text{test}}) \) have nearly identical spectral properties that reveal \( k \). Because \( \mathbb{E}(\tilde{A}) = \mathbb{E}(A)/(1 - \varepsilon) \), dividing an eigenvalue of \( \mathbb{E}(A) \) by \( 1 - \varepsilon \) gives an eigenvalue of \( \mathbb{E}(\tilde{A}) \). As a result, they have the same number of non-zero eigenvalues, which is the value \( k \) that we aim to estimate. Importantly, these matrices all have identical eigenvectors.

While the technical parts of the paper use the eigenvectors of an adjacency matrix, the proposed algorithm instead uses eigenvectors from the normalized and regularized adjacency matrices. To define this matrix for the full adjacency matrix \( A \), define the node degrees \( d_i = \sum_j A_{ij} \) and the regularization parameter \( \tau = n^{-1} \sum_i d_i \). The normalized and regularized adjacency matrix is

\[
L = DAD, \quad \text{where} \quad D_{ii} = (d_i + \tau)^{-1/2}.
\]

Importantly, the normalized and regularized form of \( \mathbb{E}(A) \) also has \( k \) non-zero eigenvalues. For dense graphs, \( L \) has similar statistical properties to \( A \). However, for sparse graphs, \( L \) has better statistical properties [Le et al., 2017, Zhang and Rohe, 2018].

The third and final piece of the proposed approach is that for an eigenvector \( \tilde{x} \) of \( \tilde{A} \) (or its normalized and regularized version \( \tilde{L} \)), the “cross-validated eigenvalue,”

\[
\lambda_{\text{test}}(\tilde{x}) = \tilde{x}^T A_{\text{test}} \tilde{x} = \sum_{ij} \tilde{x}_i \tilde{x}_j [A_{\text{test}}]_{ij}
\]
is a weighted sum of independent random variables which converges to the normal distribution; this result is conditional on $\tilde{x}$, which is independent of $\tilde{A}_{\text{test}}$ in the Poisson model. We test whether the expected value of $\lambda_{\text{test}}(\tilde{x})$ is zero,

$$E(\lambda_{\text{test}}(\tilde{x})|\tilde{A}) = \tilde{x}^T E(\tilde{A}_{\text{test}}|\tilde{A}) \tilde{x} = \tilde{x}^T E(\tilde{A}_{\text{test}}) \tilde{x} = \sum_\ell (\sum_i Z_{\ell i} \tilde{x}_i)^2 / 2.$$ (4)

When this value is zero, it means that $\tilde{x}$ is orthogonal to the latent space; in this case, we say that $\tilde{x}$ is not statistically useful (although, perhaps, it is still useful for tasks other than estimating $Z_1, \ldots, Z_n$). Ideally, the first $k$ eigenvectors will provide large values of $\lambda_{\text{test}}$, with large Z-scores, while the following eigenvectors have $\lambda_{\text{test}} \approx 0$ and Z-scores normally distributed, with mean zero and variance one. The main theoretical result, stated in Theorem 4.1 below, shows that the proposed technique is consistent.

1.1 Motivating examples

In Figure 1, the simulated graph comes from a Degree-Corrected Stochastic Blockmodel, with $k = 128$ hierarchically arranged blocks. Many of the 128 dimensions cannot be estimated from the data. As such, it is not surprising that no artifacts arise in the scree plot around 128.

In Figure 2 below, the simulated scree plot from Figure 1 is repeated as a black line. The first two eigenvalues have been removed to improve the display. The blue line gives $\tilde{x}^T \tilde{L}_{\text{test}} \tilde{x}$, where $\tilde{x}$ runs through the leading 150 eigenvectors of $\tilde{L}$. The red line gives the population version of this quantity, where the normalized and regularized matrix is constructed from the matrix $E(A)$. The red and blue lines reveal that the eigenvectors computed from the data do not correlate with the underlying $Z$'s after around $\hat{k} \approx 60$. Moreover, the Z-scores in the right panel start to cluster around the cutoff at $\hat{k} \approx 60$. The standard scree plot (black line in left panel) does not reveal anything around this value. The full details of this simulation model are provided in Appendix B.1. This illustration splits the edges ten separate times, each with probability $\varepsilon = .1$, and averages the results over those ten folds.

The right panel of Figure 1 gives the scree plot for a citation graph on 22,688 academic journals. This graph was constructed from the Semantic Scholar database [Ammar et al., 2018] of roughly 220 million academic papers. Citations from one paper to another were converted to citations between the journals that published the papers. If there were more than 5 citations from journal $i$ to journal $j$ using a 5% sample of all edges, then $A_{ij}$ is set to one. Otherwise, $A_{ij}$ is zero. This graph was originally constructed and studied in Rohe and Zeng [2020]. For simplicity, the graph was symmetrized by setting $A_{ij} = 1$ if $A_{ji} = 1$. 

4
Figure 2: In the left panel, the black line gives the empirical eigenvalues (repeated from the left panel of Figure 1) and the orange line gives the $k = 128$ non-zero population eigenvalues. The blue line gives $\tilde{x}^T \tilde{L}_{\text{test}} \tilde{x}$ and red line gives the population version of this quantity. In the right panel, the Z-scores test the null hypothesis that the quantity in (4) is zero. The horizontal black line gives the cutoff for .05 significance. In this example, a good choice for $\hat{k}$ would be around 60.

The average journal degree is 35. In the simulation in Figure 2 above, the red and orange lines give “population quantities,” constructed with $E(A)$. In Figure 3, we use the blue line as an estimate of the red line and the Z-scores to test the null hypothesis that Equation (4) is equal to zero.

Figure 3: In this example, $\varepsilon = .05$ and for illustration, the data was divided only one time. All of the leading 150 dimensions are highly statistically significant. This is consistent with the results in Rohe and Zeng [2020] that showed the leading 100 dimensions reveal groups of journals that form coherent academic areas. In this example, $L$ has 789,980 non-zero elements, spread across 22,688 rows and columns. Despite the relatively large size of this graph, computing all 150 cross-validated eigenvalues and their Z-scores requires less than 10 seconds in R on a 2020 MacBook Pro. This speed is enabled by the sparse matrix packages Matrix and RSpectra [Bates and Maechler, 2021, Qiu and Mei, 2019]

One way of understanding the difficulty of using spectral approaches for estimating $k$ is this: the sample eigenvectors can “overfit” to the noise in large-scale graphs and it is hard to tell when this overfitting happens. This is the same overfitting that makes the sample eigenvalues in the scree plot differentially biased; in Figure 2 in the left panel, the gap
from the the black line to the orange and red lines is smaller on the left and larger on the right. In this paper, we exploit a notion of cross-validated eigenvalues as a new approach to estimating \(k\). Here, the eigenvectors and cross-validated eigenvalues are computed on different graphs which is made possible by splitting the edges into two graphs [Abbe and Sandon, 2015, Abbe et al., 2016]. This removes the bias from overfitting.

Under a large class of random graph models, we provide a simple procedure to compute cross-validated eigenvalues.

A related holdout approach was previously explored in the econometrics literature [Abadir et al., 2014, Lam, 2016] for covariance estimation. In this paper and in those prior papers, the eigenvectors are estimated with a portion of the data and the “signal strength” of those vectors is estimated with the remaining held-out data. There are three key differences with this previous work. First, the observed data is of a different nature; for a covariance matrix \(\Sigma \in \mathbb{R}^{p \times p}\), it is assumed in Lam [2016] that we observe \(y_i = \Sigma^{1/2} x_i\), where \(x_i\) are unobserved and contain independent, identically distributed (i.i.d.) random variables. Second, the notion of sample splitting is different; the approach in Abadir et al. [2014] constructs a sample covariance matrix with a subsample of the observed vectors \(y_1, \ldots, y_n\). Third, the target of estimation is different; we provide \(p\)-values to estimate \(k\), while the prior work aims to estimate the eigenvalues of \(\Sigma\), which is presumed to be full rank.

For cross-validated eigenvalues, we provide an intuitive central limit theorem, which leads to a \(p\)-value for the statistical significance of a sample eigenvector. This can be used to estimate the number of statistically useful sample eigenvectors, and thus \(k\). We provide consistency results for the proposed estimator of \(k\), allowing for weighted and sparse graphs. Finally, through simulations and real data applications, we show that this estimator compares favorably to alternative approaches in both computational and statistical performance.

1.2 Prior literature

Numerous methods have been proposed to estimate \(k\) under the Stochastic Blockmodel and its degree-corrected version [Bordenave et al., 2015, Bickel and Sarkar, 2016, Lei, 2016, Wang and Bickel, 2017, Chen and Lei, 2018, Ma et al., 2019, Le and Levina, 2019, Liu et al., 2019, Jin et al., 2020]. One previous technique has been proposed to estimate the dimension of the more general random dot product graph [Li et al., 2020]. These methods roughly fall into one of three categories: spectral, cross-validation, and (penalized) likelihood-based approaches. Methods based on likelihood or cross-validation are actively researched, yet the majority of them are commonly restrained by the scale of networks. Spectral methods are
highly scalable for estimating $k$ in large networks, although their rigorous analyses require delicate, highly technical random matrix arguments [Ajanki et al., 2017, Benaych-Georges et al., 2019, Chakrabarty et al., 2020, Dumitriu and Zhu, 2019, Benaych-Georges et al., 2020, Hwang et al., 2020].

Among the likelihood-based approaches, the authors of Wang and Bickel [2017] proposed to estimate $k$ by solving a Bayesian information criterion (BIC) type optimization problem, where the objective function is a sum of the log-likelihood and of the model complexity. The computation is often not feasible because the likelihood contains exponentially many terms. In Ma et al. [2019], a pseudo-likelihood ratio is used to compare the goodness-of-fit of models with differing $k$s that have been estimated using spectral clustering with regularization [Rohe et al., 2011, Qin and Rohe, 2013, Joseph and Yu, 2016, Su et al., 2019], speeding up the computation. However, the two methods allow little node degree heterogeneity. Related to the goodness-of-fit technique, the authors of Jin et al. [2020] present a stepwise testing approach based on the number of quadrilaterals in the networks. Computing the statistic requires at least $n^2$ multiplication operations, regardless of the sparsity of the graph, thus is infeasible for large $n$. More recently, cross-validation [Picard and Cook, 1984, Arlot and Celisse, 2010] has also been adapted to the context of choosing $k$. For example, in Chen and Lei [2018], a block-wise node-pair splitting technique is introduced. In each fold, a block of rows of the adjacency matrix are held out from the Stochastic Blockmodel fitting (including the community memberships), then the left-out rows are used to calculate a predictive loss. In Li et al. [2020], the authors propose to hold out a random fraction of node-pairs, instead of nodes (thus all the incidental node-pairs). In addition, they suggest using a general low-rank matrix completion (e.g., a singular value thresholding approach [Chatterjee, 2015]) to calculate the loss on the left-out node-pairs. Theoretical conditions for not under-estimating $k$ were established in both cross-validation based methods [Chen and Lei, 2018, Li et al., 2020]. Calculating the loss on either held-out rows or on scattered values in the adjacency matrix requires $O(n^2)$ computations, regardless of sparsity. This limits the ability of these techniques to scale to large graphs.

In Bickel and Sarkar [2016], Lei [2016], hypothesis tests using the top eigenvalue or singular value of a properly normalized adjacency matrix are proposed, based on edge universality and other related results for general Wigner ensembles [Tracy and Widom, 1994, Soshnikov, 1999, Erdős et al., 2012, 2013, Alex et al., 2014]. The analyses of these hypothesis tests assume dense graphs. In Liu et al. [2019], a version of the “elbow in the scree plot” approach (see, e.g., Zhu and Ghodsi [2006] for a discussion of this approach) is analyzed rigorously under the Degree-Corrected Stochastic Blockmodel, also in the dense case. For sparser graphs, the spectral properties of other matrices associated to graphs
have been used to estimate $k$, including the non-backtracking matrix [Krzakala et al., 2013, Bordenave et al., 2015, Le and Levina, 2019] and the Bethe-Hessian matrix [Le and Levina, 2019]. However, their theoretical analysis currently allow little node degree heterogeneity in the sparse case.

There is also related work on bootstrapping [Snijders and Borgatti, 1999, Thompson et al., 2016, Green and Shalizi, 2017, Levin and Levina, 2019, Lin et al., 2020a], jackknife resampling [Lin et al., 2020b] and subsampling [Bhattacharyya and Bickel, 2015, Lunde and Sarkar, 2019, Naulet et al., 2021] in network analysis. In particular, in Lunde and Sarkar [2019], subsampling schemes are applied to the nonzero eigenvalues of the adjacency matrix under low-rank graphon models. Weak convergence results are established under some technical conditions, including sufficient edge density (i.e., average degree growing asymptotically faster than $\sqrt{n}$); simulation results also indicate that sparsity leads to poor performance for the estimators considered, especially in the case of the eigenvalues closer to the bulk.

2 The statistical model, sample eigenvalues, and a new measure of signal strength

We consider a connected multigraph $G = (V, E)$ consisting of the set of nodes $V = \{1, \ldots, n\}$ and edges $E$, where we allow multiple edges and self-loops. The adjacency matrix $A \in \mathbb{N}^{n \times n}$ records the number of edges between $i$ and $j$ in element $A_{ij}$.

The introduction motivated the paper by expressing $\mathbb{E}(A_{ij}) = \langle Z_i, Z_j \rangle$ in Equation (1). If the $Z_1, \ldots, Z_n \in \mathbb{R}^k$ span $\mathbb{R}^k$ and the elements $A_{ij}$ are independent Poisson variables, then this model is included in Definition 1, which is the focus of this paper.

**Definition 1 (Poisson graph).** We consider random graph models where the elements of $A$ are independent Poisson random variables and $\mathbb{E}(A)$ has the eigendecomposition

$$\mathbb{E}(A) = U\Lambda U^T$$

for $U \in \mathbb{R}^{n \times k}$ with orthonormal columns and diagonal matrix $\Lambda \in \mathbb{R}^{k \times k}$ with positive elements $\lambda_1, \ldots, \lambda_k \in \mathbb{R}$ down the diagonal in non-increasing order.

Define the population (or expectation) matrix $P = \mathbb{E}(A)$. The diagonal of $\Lambda$ contains the leading $k$ eigenvalues of $P$ and their corresponding eigenvectors are in the columns of $U$. For $j > k$, the eigenvalues of $P$ are $\lambda_j = 0$. In this paper, we aim to estimate the number of nonzero eigenvalues.
This paper makes two simplifying assumptions. The first simplifying assumption is that $A$ is symmetric (i.e., edges are undirected). This assumption can be relaxed; Remark 4.3 discusses directed graphs, contingency tables, and rectangular incidence matrices. The second simplifying assumption is that the elements of $A$ are Poisson. A simulation in Section 5 demonstrates that the proposed technique provides reliable $p$-values in Bernoulli graphs as well.

### 2.1 Sample eigenvalues: a poor diagnostic

A common approach to estimating the eigenvalues of $P$ is to use a plug-in estimator, i.e., estimating the eigenvalues of $P$ with the eigenvalues of $A$. The symmetric matrix $A \in \mathbb{N}^{n \times n}$ has eigenvectors $\hat{x}_1, \ldots, \hat{x}_n \in \mathbb{R}^n$ that are the solution to

$$\hat{x}_j = \arg\max_{x \in \hat{S}_j} x^T Ax,$$

where $\hat{S}_j = \{ x \in \mathbb{R}^n : \|x\|_2 = 1 \text{ and } x^T \hat{x}_\ell = 0 \text{ for } \ell = 1, \ldots, j-1 \}$. The eigenvalues $\hat{\lambda}_j$ for $j = 1, \ldots, n$ are defined as

$$\hat{\lambda}_j = \hat{x}_j^T A \hat{x}_j.$$  

Note that the quadratic form that defines the eigenvalues in Equation (7) is identical to the objective function that the eigenvectors optimize in equation (6). This leads to overfitting and bias.

The eigenvalues of $A$, i.e., $\hat{\lambda}_1, \hat{\lambda}_2, \hat{\lambda}_3, \ldots$, are often plotted against their index $1, 2, 3, \ldots$. This is called a scree plot and it is used as a diagnostic to estimate $k$. In this scree plot, there might be a “gap” or an “elbow” at the $k$th eigenvalue, which reveals $k$.

However, there is a fundamental problem with the plug-in estimator for the population eigenvalues which can make the “gap” or “elbow” in the scree plot more difficult to observe. The leading eigenvalue estimates $\hat{\lambda}_1, \ldots, \hat{\lambda}_k$ are asymptotically unbiased, so long as their corresponding population eigenvalues $\lambda_1, \ldots, \lambda_k$ are large enough (see, e.g., Chakrabarty et al. [2020] for related results). However, when $n$ is much larger than $k$, $\hat{\lambda}_{k+1}$ is a biased estimate of $\lambda_{k+1} = 0$, with $\mathbb{E}(\hat{\lambda}_{k+1}) > \lambda_{k+1} = 0$ (see, e.g., Benaych-Georges et al. [2020] for related results). So, if $\lambda_k$ is not large enough, then this bias diminishes the appearance of a “gap” or “elbow” between $\hat{\lambda}_k$ and $\hat{\lambda}_{k+1}$ in the scree plot.

This can be seen in the left panel of Figure 2. In that figure, the gap between the sample eigenvalues (black line) and the population eigenvalues (orange line) is smaller on the left and larger on the right. Note that in this figure, it is not the eigenvalues of $A$ and $\mathbb{E}(A)$ that are shown, but rather the eigenvalues of the normalized and regularized forms
2.2 Measuring the signal strength of a sample eigenvector

Even if an oracle were to tell us that the population eigenvector \( x_j \) has population eigenvalue \( \lambda_j \neq 0 \), we should only use the sample eigenvector \( \hat{x}_j \) for statistical inference if \( \hat{x}_j \) is close to \( x_j \) and other leading population eigenvectors. Because of this requirement, the population eigenvalues \( \lambda_j \) do not measure the signal strength of \( \hat{x}_j \).

In the realistic setting where the signal is not overwhelming for every sample eigenvector \( \hat{x}_j \) for \( j < k \), we will measure the signal strength of this vector in the following way. Define the population (or expected) cross-validated eigenvalue of a sample eigenvector \( \hat{x}_j \) as

\[
\lambda_P(\hat{x}_j) = \hat{x}_j^T P \hat{x}_j. \tag{8}
\]

Of course, this is not actually an eigenvalue in the traditional sense. However, there are three reasons to think of this quantity as an analogue. First, the quadratic form in Equation (8) mimics the form for the sample eigenvalue in Equation (7), which is also the objective function that the sample eigenvectors optimize in Equation (6). As such, for a population eigenvector \( x_j \), \( \lambda_P(x_j) \) is the corresponding population eigenvalue \( \lambda_j \).

The second reason to think of \( \lambda_P \) as an analogue of an eigenvalue is that for a sample eigenvector \( \hat{x} \), there always exists a vector \( \hat{x}^\perp \in \mathbb{R}^n \) that is orthogonal to \( \hat{x} \) and

\[
P\hat{x} = \hat{\lambda}\hat{x} + \hat{x}^\perp
\]

for some value \( \hat{\lambda} \in \mathbb{R} \). If \( \hat{x}^\perp = 0 \), then \( \hat{x} \) is an eigenvector of \( P \) with eigenvalue \( \hat{\lambda} \). Even when \( \hat{x}^\perp \neq 0 \), if \( \|\hat{x}\|_2 = 1 \), then \( \hat{\lambda} = \lambda_P(\hat{x}) \).

\[
\lambda_P(\hat{x}) = \hat{x}^T P \hat{x} = \hat{x}^T (\hat{\lambda}\hat{x} + \hat{x}^\perp) = \hat{\lambda}
\]

The third reason also provides intuition for why \( \lambda_P \) is a measure of signal strength; indeed \( \lambda_P \) provides for the optimal reconstruction of \( P \) as conceptualized in the following proposition. See Section A for a proof.

**Proposition 2.1 (Lam [2016]).** The solution to

\[
\min_{\lambda_1, \ldots, \lambda_q} \| P - \sum_{j=1}^q \lambda_j \hat{x}_j \hat{x}_j^T \|_F.
\]

is \( \hat{\lambda}_j = \lambda_P(\hat{x}_j) \) for \( j = 1, \ldots, q \).
A key advantage of the population quantity $\lambda_P(\hat{x}_j)$ over $\lambda_j$ is that it reveals information about the vector that we can compute, i.e., $\hat{x}_j$, not the eigenvector that we wish we had, i.e., $x_j$. If a sample eigenvector $\hat{x}_j$ is close to its population counterpart $x_j$, then for the reasons above, it is reasonable to presume that $\lambda_P(\hat{x}_j)$ is close to the population eigenvalue $\lambda_j$. However, if the estimation problem is too difficult and $\hat{x}_j$ is nearly orthogonal to the eigenvectors of $P$ that have non-zero eigenvalues, then $\lambda_P(\hat{x}_j) \approx 0$. Notably, and most importantly, this can happen even if $\hat{x}_j$’s corresponding population eigenvector $x_j$ has a non-zero eigenvalue. For example, this happens when the estimation problem is too difficult as happens for the 60th-128th sample eigenvectors in Figure 2.

The notion of $\lambda_P(\hat{x}_j)$ was originally proposed and studied in Abadir et al. [2014] and Lam [2016] for optimal estimation of eigenvalue shrinkage under a different statistical model. While the signal strength $\lambda_P$ is unknown, cross validation can provide an unbiased estimator that is asymptotically normal. The next three sections develop and study a statistical testing procedure for the null hypothesis

$$H_0 : \lambda_P(\tilde{x}_j) = 0$$

conditionally on $\tilde{x}_j$, where $\tilde{x}_j$ are estimates of the eigenvectors of $P$ (or its normalized form) constructed from a large subsample of the edges in the graph.

3 The three key pieces for cross-validated eigenvalues

This section details the three key pieces that enable the estimation of cross-validated eigenvalues. First, edge splitting a Poisson random graph creates two independent Poisson random graphs. Second, the expected adjacency matrices of the resulting graphs are “spectrally invariant” to this edge splitting. Third, the quadratic form for $\lambda_{test}$ in Equation (3) satisfies a central limit theorem.

3.1 The first piece: edge splitting creates independent Poisson graphs

The ES procedure in Algorithm 1 splits the edges of a graph into two graphs and outputs the two adjacency matrices $\tilde{A}$ and $\tilde{A}_{test}$. Notice that under ES and conditionally on $A_{ij}$, $\tilde{A}_{ij} \sim \text{Binomial}(A_{ij}, \varepsilon)$ and $[\tilde{A}_{test}]_{ij} = A_{ij} - \tilde{A}_{ij}$. The independence of $\tilde{A}$ and $\tilde{A}_{test}$ follows from the next lemma, often referred to as thinning (see, e.g., Durrett [2019, Section 3.7.2]).
Lemma 3.1. Define $X \sim \text{Poisson}(\lambda)$ and conditionally on $X$, define $Y \sim \text{Binomial}(X, p)$ and $Z = X - Y$. Unconditionally on $X$, the random variables $Y$ and $Z$ are independent Poisson random variables and, further, $Y \sim \text{Poisson}(p\lambda)$ and $Z \sim \text{Poisson}((1 - p)\lambda)$.

To apply the lemma, let $X$ be $A_{ij}$, let $\lambda$ be $P_{ij}$, let $Y$ and $Z$ be the $(i, j)$-th elements of $\tilde{A}$ and $\tilde{A}_{test}$ respectively, and let $p = \varepsilon$. Lemma 3.1 implies that $\tilde{A}$ and $\tilde{A}_{test}$ are independent Poisson random graphs.

Input: Adjacency matrix $A \in \mathbb{N}^{n \times n}$ and edge splitting probability $\varepsilon \in (0, 1)$.
Procedure $\text{ES}(A, \varepsilon)$:
1. Convert $A$ into $G = (V, E)$, where $\{i, j\}$ is repeated in the edge set $E$ potentially more than once if $A_{ij} > 1$.
2. Initiate $\tilde{E}_{test}$ and $\tilde{E}$, two empty edge sets on $V$.
3. for each copy of edge $\{i, j\} \in E$ do
   assign it to $\tilde{E}_{test}$ with probability $\varepsilon$. Otherwise, assign it to $\tilde{E}$.
4. Convert $(V, \tilde{E}_{test})$ into an adjacency matrix $\tilde{A}_{test} \in \mathbb{N}^{n \times n}$ and $(V, \tilde{E})$ into an adjacency matrix $\tilde{A} \in \mathbb{N}^{n \times n}$
Output: $\tilde{A}$ and $\tilde{A}_{test}$.

Algorithm 1: Edge splitting

3.2 The second piece: the population graphs are “spectrally invariant” to splitting

The next proposition shows that $\text{ES}$ preserves the spectral properties of the population adjacency matrices $\mathbb{E}(\tilde{A})$ and $\mathbb{E}(\tilde{A}_{test})$. This result does not require any distributional assumptions on $A$, only that its elements are integers (so that $\tilde{A}$ and $\tilde{A}_{test}$ are defined).

Proposition 3.1. If $\tilde{A}$ and $\tilde{A}_{test} \in \mathbb{N}^{n \times n}$ are generated by applying $\text{ES}$ to $A \in \mathbb{N}^{n \times n}$ with splitting probability $\varepsilon$, then

1. The eigenvectors of $\mathbb{E}(A)$, $\mathbb{E}(\tilde{A})$, and $\mathbb{E}(\tilde{A}_{test})$ are identical.

2. If $\lambda_j$ is an eigenvalue of $\mathbb{E}(A)$, then $(1 - \varepsilon)\lambda_j$ is an eigenvalue of $\mathbb{E}(\tilde{A})$ and $\varepsilon\lambda_j$ is an eigenvalue of $\mathbb{E}(\tilde{A}_{test})$.

Here, all expectations are unconditional on $A$.

Proof. Define $P = \mathbb{E}(A)$ and let $P = U\Lambda U^T$ be its eigendecomposition; if $A$ is not random, then $P = A$ and $U, \Lambda$ potentially have $n$ columns. It follows directly from the construction
in ES that $\mathbb{E}(\widetilde{A}) = (1 - \varepsilon)P$ and $\mathbb{E}(\tilde{A}_{\text{test}}) = \varepsilon P$. Rearranging terms reveals the eigendecomposition of $\mathbb{E}(\tilde{A}_{\text{test}})$,

$$\mathbb{E}(\tilde{A}_{\text{test}}) = \varepsilon P = U(\varepsilon \Lambda)U^T$$

and similarly for $\mathbb{E}(\tilde{A})$. This shows that they have the same eigenvectors and the simple relationship between their eigenvalues in the statement.

### 3.3 The third piece: cross-validated eigenvalues are asymptotically Gaussian

To state the theorem formally, we consider a sequence of random adjacency matrices $B^{(n)} \in \mathbb{N}^{n \times n}$ from Poisson random graphs with $\mathbb{E}(B^{(n)}) = Q^{(n)} \in \mathbb{R}^{n \times n}$ satisfying $\max_{ij} Q_{ij}^{(n)} \leq 1$, and a sequence of unit vectors $x^{(n)} \in \mathbb{R}^n$. To simplify the notation, we suppress the explicit dependence on $n$. We will impose the following delocalization condition on $x$:

$$\|x\|_\infty^2 = o(\sigma), \quad (10)$$

where

$$\sigma^2 = 2(x^2)^T Q(x^2) - (x^2)^T \text{diag}(Q)(x^2),$$

with $x^2$ being the vector $x$ with entries squared and $\text{diag}(Q)$ being the diagonal matrix containing the diagonal elements of $Q$. Similarly, we also define

$$\hat{\sigma}^2 = 2(x^2)^T B(x^2) - (x^2)^T \text{diag}(B)(x^2).$$

In the next section, we will apply the theorem to $B := \tilde{A}_{\text{test}}$, $Q := \varepsilon P$ and $x$ an eigenvector of $\tilde{A}$ or of its normalized form.

**Theorem 3.1** (CLT for cross-validated eigenvalue). Let $B$, $Q$, $\sigma$ and $\hat{\sigma}$ be as above. Assume that $x$ satisfies Condition (10). Then,

$$\frac{\lambda_B(x) - \lambda_Q(x)}{\hat{\sigma}} \Rightarrow N(0, 1). \quad (11)$$

The proof of Theorem 3.1 is in Appendix A.

**Remark 3.1.** If the elements of $B$ are Bernoulli instead of Poisson, then a similar central limit theorem holds with a new variance $\gamma^2$ that contains the sum $\sum_{ij} x_i^2 x_j^2 P_{ij}(1 - P_{ij})$. The key difference compared to the Poisson variance is the inclusion of $(1 - P_{ij})$ which is difficult to estimate. Because $(1 - P_{ij}) \leq 1$, The Poisson model formula for $\sigma^2$ provides an
upper bound for $\gamma^2$. As such, $\sigma^2$ and $\hat{\sigma}^2$ can still be used to provide conservative inference. Moreover, when the graph is sparse, we have $(1 - P_{ij}) \to 1$ and $\sigma^2$, and $\hat{\sigma}^2$ become better approximations. The key problem with Bernoulli graphs is not the lack of normality, or estimating the variance. The key problem is that $\tilde{A}$ and $\hat{A}_{\text{test}}$ are no longer independent. So the CLT in Theorem 3.1 cannot be applied to $\tilde{\lambda}(\tilde{x})$ if $A$ contains Bernoulli elements. This is further discussed and studied in Section 5.

Remark 3.2. Regarding the delocalization condition (10), when all entries of $Q$ are of the same order $\rho = o(1)$, then $\sigma = \Theta(\rho^{1/2})$ and the condition boils down to $\|x\|_\infty = o(\rho^{1/4})$. In Appendix A.2.1 (Corollary A.1), we discuss a sufficient condition for $\|x\|_\infty^2 = o(\sigma)$ to hold in terms of the expected number of edges in $B$.

4 Cross-validated eigenvalue estimation

In this section, we use Theorem 3.1 to test the null hypothesis $H_0 : \lambda(\tilde{x}_j) = 0$, where $\tilde{x}_j$ is an eigenvector of $\tilde{A}$. Section 4.1 states the algorithm and Section 4.2 provides the main theoretical result, i.e., that it is consistent.

4.1 The algorithm

The algorithm reports a $p$-value for each eigenvector. These are then used to estimate $k$. In addition to the splitting probability $\varepsilon$, the algorithm takes two more parameters: (i) the maximum number $k_{\text{max}}$ of eigenvectors to consider and (ii) the significance level $\alpha$. We describe the algorithm for an undirected graph with the adjacency matrix $A \in \mathbb{N}^{n \times n}$ in Algorithm 2; see Remark 4.3 for rectangular or asymmetric $A$. After EigCV, a few remarks on the theory and the implementation are in order.

Remark 4.1. Theorem 4.1 studies Eigen CV with folds = 1 and $\tilde{A}$ instead of $\tilde{L}$ in step ii. Moreover, there is an additional step needed in Theorem 4.1 to check for delocalization. This technical requirement is further discussed in Section 4.2. This step is not used in EigCV or in our code. We allow for these modifications in EigCV because they are practically advantageous. Increasing folds > 1 helps to remove the randomness in the $p$-values generated from edge splitting ES (see Section B.2.2 for further discussion of folds > 1). Using $\tilde{L}$ instead of $\tilde{A}$ helps reduces localization of eigenvectors [Le et al., 2017, Zhang and Rohe, 2018]. Finally, we do not include a check for delocalization because we find in the simulation in Section 5 that when an eigenvector $\tilde{x}_\ell$ delocalizes, then $(\tilde{x}_\ell^2)^T A \tilde{x}_\ell^2$ in the formula for $\tilde{\sigma}_\ell$ is very large, thus leading to conservative inferences.
Input: Adjacency matrix $A \in \mathbb{N}^{n \times n}$, edge splitting probability $\varepsilon \in (0, 1)$, and significance level $\alpha \in (0, 1)$

Procedure $\text{EigCV}(A, \varepsilon, k_{\text{max}}, \text{folds})$:
1. for $f = 1, \ldots, \text{folds}$ do
   i. $\tilde{A}, \tilde{A}_{\text{test}} \leftarrow \text{ES}(A, \varepsilon)$ // Algorithm 1
   ii. (Optional) Compute $\tilde{L}$ with $\tilde{A}$ as in Equation (2).
   iii. Compute the leading $k_{\text{max}}$ eigenvectors of $\tilde{L}$ (or $\tilde{A}$), as $\tilde{x}_1, \ldots, \tilde{x}_{k_{\text{max}}}$.
   iv. for $\ell = 2, \ldots, k_{\text{max}}$ do
        compute the test statistic
        $$T_{f, \ell} = \frac{\tilde{\lambda}_{\text{test}}(\tilde{x}_\ell)}{\hat{\sigma}_\ell},$$
        where $\tilde{\lambda}_{\text{test}}(x) = x^T \tilde{A}_{\text{test}} x$, and $\hat{\sigma}_\ell = \sqrt{2\varepsilon (\tilde{x}_\ell^2)^T \tilde{A} \tilde{x}_\ell^2 - \varepsilon (\tilde{x}_\ell^2)^T \text{diag}(A) \tilde{x}_\ell^2}$ is the standard error evaluated using the full graph. Here, $\tilde{x}_\ell^2 \in \mathbb{R}^n$ is the vector $\tilde{x}_\ell$ with each element squared.

2. for $\ell = 2, \ldots, k_{\text{max}}$ do
   Compute $T_{\ell}$ as the mean of the $T_{1, \ell}, \ldots, T_{\text{folds}, \ell}$ and compute the one-sided $p$-value $p_\ell = 1 - \Phi(T_{\ell})$, where $\Phi$ is the cumulative distribution function of the standard normal distribution.

Output: The graph dimensionality estimate: $\text{argmin}_{k \leq k_{\text{max}}} \{p_k \geq \alpha\} - 1.$

Algorithm 2: Eigenvalue cross-validation
Remark 4.2. If \( \text{folds} = 1 \) and the \( p \)-values \( p_k \) are used to select eigenvectors, then the eigenvectors \( \tilde{x}_k \) should be used (not \( \hat{x}_k \)). This is because the \( p \)-value \( p_k \) is only associated with the eigenvector \( \tilde{x}_k \). It is tempting to compute the eigenvectors of \( A \) or \( L \) with all of the edges and then give the \( k \)-th eigenvector \( \hat{x}_k \) the \( p \)-values \( p_k \). However, when the left-out edges are also used to compute the eigenvectors, this alters the eigenvectors. In addition to slightly changing the elements of the eigenvectors, it is common for the order of the eigenvectors to also change. Or, for the new eigenvectors to be a more general rotation of the subsampled eigenvectors. It is an area for future research to understand if and how the \( p \)-values can be extended. By making \( \varepsilon \) small we can ensure that the subsampled eigenvectors \( \tilde{x}_k \) are nearly as good as \( \hat{x}_k \).

\textbf{EigCV} easily extends to two other settings, rectangular incidence matrices and a test of independence for contingency tables.

Remark 4.3. \textbf{Rectangular incidence matrices.} If the matrix \( A \in \mathbb{N}^{r \times c} \) is either rectangular or asymmetric (e.g., the adjacency matrix for a directed graph, the incidence matrix for a bipartite graph, a contingency table, etc.), then eigenvectors should be replaced by singular vectors. In step 3 of \textbf{EigCV}, compute the singular vector pairs \( \tilde{u}_\ell \) and \( \tilde{v}_\ell \). Then, the test statistic is

\[
T_\ell = \frac{\tilde{u}_\ell^T \tilde{A}_{\text{test}} \tilde{v}_\ell}{\sqrt{\varepsilon (\tilde{u}_\ell^2)^T \tilde{A} \tilde{u}_\ell}}.
\]

Theorem 3.1 extends under analogous conditions to this setting. Our \texttt{R} package (https://github.com/RoheLab/gdim) includes this extension.

Remark 4.4. \textbf{Contingency tables.} Suppose \( A \in \mathbb{N}^{r \times c} \) is a contingency table with multinomial elements. Note that the \( \chi^2 \) test of independence tests the null hypothesis that \( \mathbb{E}(A) \) is rank 1, i.e., \( k = 1 \). To test if \( \mathbb{E}(A) \) has rank greater than \( k = 1 \) and potentially reject independence, one can apply \textbf{EigCV} to \( A \) with \( k_{\text{max}} = 2 \), using the extension to rectangular matrices in Remark 4.3. The three key pieces for the cross-validation apply to this setting, thus enabling this approach. First, if the distribution of \( A \) is multinomial, then \texttt{ES} provides two independent matrices. Second, in expectation, those matrices have identical singular vectors and the same number of non-zero singular values. Third, the CLT in Theorem 3.1 extends to this data generating model with analogous conditions. \textbf{EigCV} is potentially powerful for alternative hypotheses where \( \mathbb{E}(A) \) has a large second eigenvalue. In contrast to the traditional Pearson’s \( \chi^2 \) test for independence, \textbf{EigCV} handles a large number of rows and columns and a sparse \( A \), where the vast majority of elements are zeros. Moreover, it has the added advantage that the singular vectors \( \tilde{u}_2 \) and \( \tilde{v}_2 \) estimate where the deviation from independence occurs, thus making the results more interpretable. This is an area of our ongoing research.
4.2 Statistical consistency

This section states a consistency result for a modified version of the algorithm stated in Algorithm 3 in Appendix A.3. The main modification is the addition of a delocalization test. We use $K$ for the true latent dimension and $\hat{K}$ for its estimate.

We will make some further assumptions. Let $P = \rho_n P^0$, where $0 < \rho_n < 1$ controls the sparsity of the network, and $P^0 = U\Lambda^0 U^T$ is a matrix of rank $k$ with $P^0_{ij} \leq 1$ for all $i, j$. Here, $\Lambda^0 = \text{diag}(\lambda^0_1, \cdots, \lambda^0_K)$ is the diagonal matrix of its non-increasing eigenvalues, and $U = (u_1, \cdots, u_K)$ contains the corresponding eigenvectors. We first consider the signal strength in the population adjacency matrix. The magnitude of the leading eigenvalues characterize the useful signal in the data; only if they are sufficiently large is it possible to identify them from a finite graph sample. As such, the first assumption requires that the leading eigenvalues of the population graph are of sufficient and comparable magnitude. We also include necessary assumptions on the sparsity of the graph.

**Assumption 1** (Signal strength and sparsity). We assume that there exist positive constants $\psi_1, \psi'_1$ such that

$$\kappa := \lambda^0_1 / \lambda^0_K \in (0, \psi_1), \quad \lambda^0_1 \geq \psi'_1 n.$$  

In addition, we assume that $P^0_{ij} \leq 1$ for all $i, j$ and that the network sparsity satisfies $c_0 \log^\xi_0 n \leq \rho_n \leq c'_0 n^{-\xi_1}$, for some constants $\xi_0 > 2$, $\xi_1 \in (0,1)$, $c_0, c'_0 > 0$.

Observe that Assumption 1 implies in particular that $\psi'^{-1}_1 \psi'_1 n \rho_n \leq \lambda_K \leq \lambda_1 \leq n \rho_n$ since $\lambda_1 \leq \text{tr}(P) \leq n \rho_n$. Assumption 1 is less strict than the assumptions in Li et al. [2020]. This is because we do not require a minimum gap between distinct eigenvalues, which is hard to satisfy in practice.

Next, we consider a property of the population eigenvectors. The notion of coherence was previously introduced by Candès and Recht [2009]. Under the parametrization of Assumption 1, the coherence of $U$ is defined as

$$\mu(U) = \max_{i \in [n]} \frac{1}{K} \left\| U^T e_i \right\|^2 = \frac{n}{K} \left\| U \right\|_{2,\infty}^2,$$

where $e_i$ is the $i$-th standard basis vector. A lower coherence indicates that the population eigenvectors are more spread-out—that is, they are not concentrated on a few coordinates.

**Assumption 2** (Coherence). We assume $\mu(U) \leq \mu_0$, for some constant $\mu_0 > 1$.

Our main theoretical result asserts the consistency of our cross-validated eigenvalue
estimator for estimating the latent dimension. The proof of Theorem 4.1 is in Appendix A.

Theorem 4.1 (Consistency). Suppose $A \in \mathbb{R}^{n \times n}$ is a Poisson graph satisfying Assumptions 1 and 2. Let $K$ be the true latent space dimension, and let $\hat{K}$ be the output of Algorithm 3 (see Appendix A.3) with edge splitting probability $\varepsilon$. Then,

$$\mathbb{P}(\hat{K} = K) \to 1 \quad \text{as} \quad n \to \infty.$$ 

5 Poisson vs Bernoulli

The Poisson model has previously been used to study statistical inference with random graphs [Karrer and Newman, 2011, Flynn et al., 2020, Crane and Dempsey, 2018, Cai et al., 2016, Zhou and Amini, 2020]). In the sparse graph setting, these models produce very similar graphs (e.g. Theorem 7 in Rohe et al. [2018]). Moreover, under the Poisson model, the edges are exchangeable [Cai et al., 2016, Crane and Dempsey, 2018, Rohe et al., 2018].

This section shows that EigCV continues to perform well in settings where the elements of $A$ are Bernoulli random variables. The technical results and derivations in this paper do not directly apply to this setting. The key difficulty comes from the edge splitting. Under the Bernoulli model, $A_{ij} \in \{0, 1\}$. So, it is not possible for both $\tilde{A}$ and $\tilde{A}_{test}$ to get the edge $i,j$. This creates negative dependence. Because the fitting and test graph are dependent, a central limit theorem akin to Theorem 3.1 becomes more difficult. Nevertheless, a theorem akin to Theorem 4.1 still holds with minor changes to the conditions.

This simulation shows that the negative dependence created from Bernoulli edges makes the testing procedure more conservative. That is, when we are testing

$$H_0 : \mathbb{E}(\lambda_{test}(\tilde{x}_\ell)) = 0$$

for $\ell > k$, the $\alpha = .05$ test rejects with probability less than .05. This type of miscalibration is traditionally considered acceptable.

This section simulates from a $k = 2$ Stochastic Blockmodel and examines the distribution of $T_3$ and $T_4$, under both the Bernoulli and Poisson models for edges. In all of these simulations, there are $n = 2000$ nodes. Each node is randomly assigned to either block 1 or 2 with equal probabilities. Let $i$ and $j$ be any two nodes in the same block and $u$ and $v$ be any two nodes in different blocks. Across simulation settings, $P_{ij}/P_{u,v} = 2.5$. While keeping this ratio constant, the values in $P$ increase to make the expected degree of the
graph go from 3.5 to 105, by increments of 3.5. In the Poisson model, $A_{ij} \sim \text{Poisson}(P_{ij})$ and in the Bernoulli model, $A_{ij} \sim \text{Bernoulli}(P_{ij})$. We compute $T_3$ and $T_4$ in EigCV (Algorithm 2) with edge split probability $\varepsilon = .05$ and folds = 1. Appendix B.2.2 gives the identical simulation, but for folds = 10.

We use the one-sided rejection region $T_\ell > 1.65$. If $T_\ell \sim N(0,1)$, then this has level $\alpha = .05$. We refer to the simulated probability that $T_\ell > 1.65$ as the rejection probability. Figure 4 estimates the rejection probability in two ways. First, each dot gives the proportion of 1000 replicates in which $T_\ell > 1.65$. Second, the line gives the values

$$\hat{\alpha} = 1 - \Phi((1.65 - \bar{T}_\ell)/\text{SD}(T_\ell)),$$

where $\Phi$ is the cumulative distribution function (CDF) of the standard normal, $\bar{T}_\ell$ is the average value of $T_\ell$ over the 1000 replicates, and $\text{SD}(T_\ell)$ is the standard deviation of these 1000 replicates. This is an estimate of the rejection probability, under the assumption that $T_\ell$ is normally distributed.

**Across simulation settings, the $\alpha = .05$ test is conservative.**

![Figure 4: The left panel gives results for $T_3$ and the right panel gives results for $T_4$. Each point corresponds to the proportion of 1000 replicates that the test statistic was greater than 1.65. The line is a smoothed version of $\hat{\alpha}$.](image)

Under the simulation settings described above, Figure 4 shows four things.

1. The points and lines are below .05. So, the proposed test is conservative.

2. On the left side of both panels, the points and lines are well below .05. So, the proposed test is particularly conservative for very sparse graphs. Note that the bottom left point in both figures is over-plotted with two points. This is because none of the
4000 tests in the lowest degree graphs were rejected. The corresponding $\hat{\alpha}$'s are on the order $1/20,000$.

3. On the right side of both panels, the red line decreases. So, for Bernoulli graphs, the test is increasingly conservative for denser graphs.

4. The points are scattered around their respective lines, which suggests that the normal distribution provides a reasonable approximation for the right tail of the distribution (but $T_\ell$ does not have expectation zero and variance one).

The test is increasingly conservative for dense Bernoulli graphs. In particular, the line giving the normal approximation $\hat{\alpha}$ is decreasing. So, either $\mathbb{E}(T_3) < 0$ or $\text{Var}(T_3) < 1$ or both (and similarly for $T_4$). The next figure, Figure 5, shows that the expectation of $T_3$ and $T_4$ decreases away from zero for dense Bernoulli graphs.

**Under the Bernoulli model, for $\ell > k$, the negative dependence makes the expectation of $T_\ell$ decrease away from zero as the graph becomes more dense.**

![Figure 5](image)

Figure 5: Each dot gives the average value of $T_\ell$ over 1000 replicates; $T_2$ on the left, $T_3$ in the middle, and $T_4$ on the right. The previous figure, Figure 4, shows that as the Bernoulli graph becomes denser, $T_3$ and $T_4$ are less likely to exceed 1.65. This figure shows that this is because their expectation decreases away from zero.

The expected values of $T_3$ and $T_4$ decrease due to the negative dependence between $\bar{A}$ and $\bar{A}_{\text{test}}$ under the Bernoulli model. That is, if an edge appears in $\bar{A}$, then it cannot appear in $\bar{A}_{\text{test}}$, and vice versa. Figure 5 shows that $\tilde{x}_\ell^T \bar{A} \tilde{x}_\ell$ and $\tilde{x}_\ell^T \bar{A}_{\text{test}} \tilde{x}_\ell$ are negatively correlated when (1) the edges are Bernoulli, (2) the graph is dense, (3) and $\ell > k$. In the two-block Stochastic Blockmodel, this negative dependence does not shift the expectation of $T_2$, even for dense Bernoulli graphs (see also Figure 8 in Appendix B). The fact that $\tilde{x}_\ell$ displays negative correlation, but only for $\ell > k$, is particularly interesting. Here is one
interpretation: because these eigenvectors do not estimate signal, they only find noise in $\tilde{A}$. Then, that noise disappears in $\tilde{A}_{\text{test}}$ due to the negative dependence.

On the very left of both panels in Figure 4, the expected degree is 3.5. In this very sparse regime, which is below the weak recovery threshold [Mossel et al., 2015] (see also Abbe [2018]), the test are conservative for both Bernoulli and Poisson graphs. In this very sparse regime, the eigenvectors $\tilde{x}_\ell$ often localize on a few nodes that have a large degree simply due to chance. When this happens, $(\tilde{x}_\ell^2)^T \tilde{A} \tilde{x}_\ell^2$ over-estimates the population quantity $(\tilde{x}_\ell^2)^T \mathbb{E}(A) \tilde{x}_\ell^2$. This causes $\tilde{\sigma}_\ell$ in the denominator of $T_\ell$ to be large, thus making the standard deviation of $T_\ell$ small and the test statistic less likely to exceed 1.65. Figure 9 in Appendix B displays the standard deviation of the test statistics. It is comforting that the test is conservative in such scenarios because these localized eigenvectors $\tilde{x}$ are often particularly troubling artifacts of noise. For example, the consistency result in Section 4.2 requires an additional step to EigCV that discards localized eigenvectors. The current simulation suggests that the additional step is a technical requirement. For this reason, we do not include the additional step in EigCV.

Appendix B.2.2 repeats these figures with folds = 10. Increasing the number of folds makes the $T_3$ and $T_4$ even more conservative, while making $T_2$ more powerful. This happens because the variation in $T_\ell$ comes from both the original data $A$ and the edge splitting. By increasing the number of folds, the second source of variation diminishes while not disrupting the expectation of $T_\ell$.

6 Comparing to other approaches

This section compares the proposed method (EigCV) with some existing graph dimensionality estimators using both simulated and real graph data. Throughout, we set the graph splitting probability $\varepsilon$ to 0.05, set the significance level cut-off at $\alpha = 0.05$, and folds = 10.

We compare EigCV to (1) BHMC, a spectral method based on the Bethe-Hessian matrix with correction [Le and Levina, 2019]; (2) LR, a likelihood ratio method adapting a Bayesian information criterion [Wang and Bickel, 2017]; (3) ECV, an edge cross-validation method with an area under the curve criterion [Li et al., 2020]; (4) NCV, a node cross-validation using an binomial deviance criterion [Chen and Lei, 2018]; and (5) StGoF (with $\alpha = 0.05$), a stepwise goodness-of-fit estimate [Jin et al., 2020]. We performed all computations in R. For (1)-(4), we invoked the R package randnet, and for (5), we implemented the original Matlab code (shared by the authors) in R.\footnote{The R code is also available at https://github.com/RoheLab/gdim.}
6.1 Numerical experiments

This section presents several simulation studies that compare our method with other approaches to graph dimensionality. We sampled random graphs with \( n = 2,000 \) nodes and \( k = 10 \) blocks from the Degree-Corrected Stochastic Blockmodel (DCSBM). Specifically, for any \( i, j = 1, 2, \ldots, n \),

\[
A_{ij} \overset{\text{ind.}}{\sim} \text{Bernoulli} \left( \theta_i \theta_j B_{z(i)z(j)} \right),
\]

where \( z(i) \in \{1, 2, \ldots, k\} \) is the block membership of node \( i \), and \( B \in \mathbb{R}^{k \times k} \) is the block connectivity matrix, with \( B_{ii} = 0.28 \) and \( B_{ij} = 0.08 \) for \( i, j = 1, 2, \ldots, k \), and \( \theta_i > 0 \) is the degree parameters of node \( i \). We investigated the effects of degree heterogeneity by drawing \( \theta_i \)'s from three distributions (before scaling to unit sum): (i) a point mass distribution, (ii) an Exponential distribution with rate 5, (iii) a Pareto distribution with location parameter 0.5 and dispersion parameter 5. From (i) to (iii), the node degrees become more heterogeneous. Finally, to examine the effects of sparsity, we chose the expected average node degree in \( \{25, 30, \ldots, 60\} \). For each simulation setting, we evaluated all methods 100 times.

Figure 6 displays the accuracy of all graph dimensionality methods. Here, the accuracy is the fraction of times an estimator successfully identified the true underlying graph dimensionality (which is 10).\(^2\) From the results, both BHMC and ECV offered satisfactory estimation when the graph is degree-homogeneous and the average degree becomes sufficiently large, while they were affected drastically by the existence of degree heterogeneity. The LR estimate was affected by degree heterogeneity as well (although less than BHMC or ECV) and also required a relatively large average node degree to estimate the graph dimensionality. The NCV methods failed to estimate the graph dimensionality under most settings. The StGoF estimate worked better for degree-heterogeneous graphs but required a larger average node degree for accuracy. It is also worth pointing out that the LR and StGoF methods tended to over-estimate the graph dimensionality when the average degree is large, especially for the power-law graphs (see Supporting Figure 12). Finally, our method provided a much more accurate dimensionality estimate overall, requiring smaller average node degree and allowing degree heterogeneity. In addition, our testing approach also enjoys a strong advantage of reduced computational cost. To show this, Figure 7 depicts the average runtime for each method. It can be seen that the proposed method and BHMC are faster than competing methods by several orders of magnitude. The computational complexity of each StGoF iteration (or test) is at least \( O(n^2) \), regardless of whether

\(^2\)Besides comparison of accuracy, we also compared the deviation of the estimation by each method, for which similar results hold consistently (see Supporting Figure 12).
Figure 6: Comparison of accuracy for different graph dimensionality estimates under the DCSBM. The panel strips on the top indicate the node degree distribution used. Within each panel, each colored line depicts the relative error of each estimation method as the average node degree increases. Each point on the lines are averaged across 100 repeated experiments.

the graph is sparse or not. Consequently, StGoF requires the longest runtime.

6.2 Email network

A real data network was generated using email data within a large European research institution, with each node representing one of the 1005 core members [Leskovec et al., 2007]. There is an edge from node $i$ to node $j$, if $i$ sent at least one email to $j$. The dataset also contains 42 “ground-truth” community memberships of the nodes. That is, each individual belongs to exactly one of 42 departments at the research institute. For simplicity, we removed the 14 small departments that consist of less than 10 members (see Supporting Table 2 for similar results without the filter). This resulted in a directed and unweighted network with a total of 936 nodes from 28 communities.

We applied the graph dimensionality methods to estimate the number of clusters in the network. For the randomized methods (including ECV, NCV, and our proposed method), we ran them 25 times and report the mean and standard deviation of the estimates. For the methods that report a $p$-value (including StGoF and our proposed method), we use a significance level of $\alpha = 0.01$, followed by a multiplicity correction using the procedure of Benjamini and Hochberg [1995]. We set $k_{\text{max}} = 50$. Finally, we chose the splitting probability to be 0.05, as the network is sparse with an average node degree of 23.5. Table
Figure 7: Comparison of runtime for the different graph dimensionality methods. Each colored bar indicates the runtime of applying each method on a DCSBM graph with 2000 nodes and 10 blocks. The maximum graph dimensionality is set to 15 for all methods. The runtime was averaged across 100 repeated experiments.

1 lists the inferences made by each method. As shown, our method provided an estimate that is close to the true number of departments within the institute. BHMC, LR, NCV, and ECV all estimated small numbers of clusters, while StGoF went significantly larger ($\geq 50$). These observations were consistent with the simulation results (see Supporting Figure 12). Among all the others, only the proposed method provided a close estimate ($\approx 28$) to the true number of departments. Similarly to the simulation results, the BHMC method and our method are more computationally efficient, with much shorter runtime than the others.

Table 1: Comparison of graph dimensionality estimates using the email network among members in a large European research institution. Each members belongs to one of 28 departments.

| Method  | Estimate (mean) | Runtime (second) |
|---------|----------------|------------------|
| EigCV   | 28.3           | 0.68             |
| BHMC    | 14             | 0.02             |
| LR      | 17             | 85.19            |
| NCV     | 6.5            | 204.97           |
| ECV     | 16.5           | 41.07            |
| StGoF   | $\geq 50$      | 397.47           |
7 Discussion

In this paper, we proposed a new way to estimate the number of latent dimensions in a graph $k$ using the concept of cross-validated eigenvalues. Through edge splitting and thanks to a simple central limit theorem, the estimation of cross-validated eigenvalues is efficient for very large graphs. The paper also provides theoretical justification showing that the estimator is consistent. Our simulations and empirical data application validate the theory and further demonstrate the efficacy of the proposed method.

In addition to being quickly computable, a key advantage of cross-validated eigenvalues is our rigorous understanding of their behavior outside of the asymptotic setting where all $k$ dimensions can be estimated. Theorem 3.1 encodes this rigorous understanding into a $p$-value. This theorem requires very little of the population matrix $P$; it does not presume that it is from a Degree-Corrected Stochastic Blockmodel, nor does it presume the actual rank of $P$ or the order of the eigenvalue being tested. Of course, this level of ease and generality comes with a price. In particular, we only get to compute the eigenvectors with $1 - \varepsilon$ fraction of the edges. The natural possibility is to estimate $k$ with a fraction of the edges and then recompute the eigenvectors with the full graph. Going forward, we hope others will join us in crafting new estimators for $\lambda_P(\hat{x}_j)$ that do not require leaving out edges.
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Appendices
A Technical proofs

A.1 Proof of Proposition 2.1

Proof. Let \( \hat{X} \in \mathbb{R}^{n \times q} \) contain the leading \( q \) sample eigenvectors \( \hat{x}_1, \ldots, \hat{x}_q \) in its columns. We aim to show that

\[
\min_{\Gamma \text{ is diagonal}} \| P - \hat{X}\Gamma\hat{X}^T \|_F
\]

contains \( \lambda_P(\hat{x}_1), \ldots, \lambda_P(\hat{x}_q) \) down the diagonal.

Using the symmetry of \( P \) and the cyclic property of the trace, we obtain

\[
\| P - \hat{X}\Gamma\hat{X}^T \|_F^2 = \text{tr}(P^2) + \text{tr}(\hat{X}\Gamma^2\hat{X}^T) - 2\text{tr}(P\hat{X}\Gamma\hat{X}^T)
\]

\[
= \text{tr}(P^2) + \text{tr}(\Gamma^2) - 2\text{tr}(\hat{X}^TP\hat{X}\Gamma).
\]

Taking a derivative with respect to the diagonal of \( \Gamma \) and setting equal to zero gives

\[
\Gamma = \text{diag}(\hat{X}^TP\hat{X})
\]

which contains \( \lambda_P(\hat{x}_1), \ldots, \lambda_P(\hat{x}_q) \) down the diagonal. \( \square \)

A.2 Proof of Theorem 3.1

Proof. We will use Lyapunov’s CLT for triangular arrays with fourth moment condition (see, e.g., Durrett [2019, Exercise 3.4.12]). Recall that \( B_{ij} \) is Poisson with mean \( Q_{ij} \). Its mean and variance are \( Q_{ij} \), while its central fourth moment is \( Q_{ij}(1 + 3Q_{ij}) \leq 4Q_{ij} \) under the assumption \( Q_{ij} \leq 1 \). Note that \( \sigma^2 = 2\sum_{ij}(x_ix_j)^2Q_{ij} - \sum_{i=j}(x_ix_j)^2Q_{ij} = \sum_{i\leq j}(2 - 1\{i = j\})^2(x_ix_j)^2Q_{ij} \). To use Lyapunov’s CLT, taking into account the symmetry of \( B \), we show that the following ratio converges to zero:

\[
\sum_{i\leq j} \mathbb{E} \left| (2 - 1\{i = j\})x_ix_j(B_{ij} - Q_{ij}) \right|^4
\]

\[
\leq \frac{\sum_{i\leq j} (2 - 1\{i = j\})^4(x_ix_j)^4(4Q_{ij})}{\sigma^4}
\]

\[
\leq 16\|x\|_\infty^4 \sum_{i\leq j} (2 - 1\{i = j\})^2(x_ix_j)^2Q_{ij}
\]

\[
\leq \frac{16\|x\|_\infty^4 \sum_{i\leq j} (2 - 1\{i = j\})^2(x_ix_j)^2Q_{ij}}{\sigma^4}
\]

\[
= \frac{16\|x\|_\infty^4}{\sigma^2}
\]

\[
= o(1),
\]
where we used the bound on the fourth moment in the first inequality and the delocalization condition on the last line. This shows that

$$\frac{\lambda_B(x) - \lambda_Q(x)}{\sigma^2} \Rightarrow N(0, 1).$$ (14)

Via Slutsky’s Lemma, we can multiply the ratio in Equation (14) by any sequence that converges to one in probability and the result still holds. The proof is then concluded by showing that $\sigma/\hat{\sigma}$ converges to one in probability. Indeed, we have

$$\text{Var} \left( \frac{\hat{\sigma}^2}{\sigma^2} \right) = \frac{\text{Var}[(x^2)^TBx^2 - (x^2)^T \text{diag}(B)x^2]}{\sigma^4}$$

$$= \frac{\text{Var}\left[\sum_{i \leq j} (2 - 1\{i = j\})^2 (x_i x_j)^2 B_{ij}\right]}{\sigma^4}$$

$$= \sum_{i \leq j} (2 - 1\{i = j\})^4 (x_i x_j)^4 Q_{ij},$$

which is Equation (13) up to a factor of 4 and thus $o(1)$. So, by Chebyshev’s inequality, $\hat{\sigma}^2/\sigma^2$ converges in probability to its expectation. Note that $\mathbb{E}(\hat{\sigma}^2/\sigma^2) = 1$ and that taking the inverse and the square root is continuous transformation. So, the ratio $\sigma/\hat{\sigma}$ converges in probability to one. \qed

**A.2.1 Corollary A.1**

The following corollary gives a sufficient condition for $\|x\|_\infty^2 = o(\sigma)$ to hold in terms of $m$ and the expected number of edges in $B$.

**Corollary A.1.** Using the setting of Theorem 3.1, let $\pi \in \mathbb{R}^n$ be a probability distribution on the nodes with $\pi_i$ proportional to a node’s expected degree. Define $\langle \pi, x^2 \rangle$ be the expected value of $x_I^2$ for $I$ drawn from $\pi$ and define $m = 2^{-1} \sum_i d_i$ as the expected total number of edges. If $Q$ is positive semi-definite and

$$\frac{\|x\|_\infty^2}{\langle \pi, x^2 \rangle} = o\left(\sqrt{m}\right),$$

then the CLT in Equation (11) holds.

**Proof.** The proof of Corollary A.1 follows directly from the next lemma.

**Lemma A.1.** Suppose $Q \in \mathbb{R}_{++}^{n \times n}$ is positive semi-definite. Define $d = Q1_n \in \mathbb{R}^n$ to be the
expected degrees of the nodes $1, \ldots, n$, where $1_n \in \mathbb{R}^n$ is a vector of 1’s. Then,

$$\sigma^2 = 2(x^2)^T Q x^2 - (x^2)^T \text{diag}(Q) x^2 \geq \frac{(d, x^2)^2}{\sum_i d_i}.$$ 

Proof. Define $y = x^2, \theta = d^{1/2}, \Theta = \text{diag}(\theta) \in \mathbb{R}^{n \times n}, y_\theta = \Theta y$, and $\mathcal{L} = \Theta^{-1} Q \Theta^{-1}$. Because the elements of $\theta$ are non-negative, $\mathcal{L}$ is non-negative definite.

The first part of the proof is to show that $\mathcal{L} \theta = \theta$. This is because $\Theta^{-2} Q \Theta$ is a Markov transition matrix. So,

$$\Theta^{-2} Q 1_n = 1_n \implies \Theta^{-1} Q \Theta^{-1} 1_n = \Theta 1_n$$

and this implies that $\mathcal{L} \theta = \theta$. So, by the Perron-Frobenius Theorem, $\theta$ is the leading eigenvector of $\mathcal{L}$ with eigenvalue 1.

Let $\mathcal{L}$ have eigenvectors and eigenvalues $(\phi_1, \lambda_1), \ldots, (\phi_n, \lambda_n)$, where $\phi_1 = \theta / \|\theta\|_2$, $\lambda_1 = 1$ and $0 \leq \lambda_j \leq 1$ for $j \neq 1$. Then,

$$y^T Q y = y_\theta^T \mathcal{L} y_\theta = \sum_{\ell=1}^n \lambda_\ell \langle \phi_\ell, y_\theta \rangle^2.$$ 

Keeping only the first order term on the right-hand side, we have

$$y^T Q y \geq \lambda_1 \langle \phi_1, y_\theta \rangle^2 = \frac{(d, x^2)^2}{\sum_i d_i}.$$ 

The desired result follows from the fact that $\sigma^2 = y^T Q y + y^T (Q - \text{diag}(Q)) y \geq y^T Q y$, since $y$ and $Q$ have non-negative entries.

Applying the bound in the lemma to the delocalization condition and rearranging gives the claim. \hfill \Box

### A.3 Proof of consistency

This section details the proof of Theorem 4.1.

**Notation** We use the notation $[n]$ to refer to $\{1, 2, \ldots, n\}$. For any real numbers $a, b \in \mathbb{R}$, we denote $a \land b = \max\{a, b\}$ and $a \lor b = \min\{a, b\}$. For non-negative $a_n$ and $b_n$ that depend on $n$, we write $a_n \lesssim b_n$ to mean $a_n \leq C b_n$ for some constant $C > 0$, and similarly for $a_n \gtrsim b_n$. Also we write $a_n = O(b_n)$ to mean $a_n \leq C b_n$ for some constant $C > 0$. The matrix spectral
norm is $\|M\| = \max_{\|x\|_2 = 1} \|Mx\|_2$, the matrix max-norm is $\|M\|_{\text{max}} = \max_{i,j} |M_{ij}|$, and the matrix $2 \rightarrow \infty$ norm is $\|M\|_{2,\infty} = \max_i \|M_i\|_2$.

A.3.1 Modified algorithm

Algorithm 3 is used in the consistency result.

**Input:** Adjacency matrix $A \in \mathbb{N}^{n \times n}$, edge splitting probability $\varepsilon \in (0, 1)$

**Procedure** $\text{EigCV'}(A, \varepsilon, k_{\text{max}})$:
1. Obtain $\tilde{A}, \tilde{A}_{\text{test}} \leftarrow \text{ES}(A, \varepsilon)$ from splitting $A$ and set $S = \emptyset$. // Algorithm 1
2. for $k = 2, \ldots, k_{\text{max}}$ do
   a - compute $\tilde{\lambda}_{\text{test}}(\tilde{x}_k) = \tilde{x}_k^T \tilde{A}_{\text{test}} \tilde{x}_k$ and $\tilde{\sigma}_k = \sqrt{\frac{\varepsilon}{1-\varepsilon}}(\tilde{x}_k^2)^T (2\tilde{A} - \text{diag}(\tilde{A})) \tilde{x}_k^2$
   b - if $\|\tilde{x}_k\|_\infty^2 \leq \min \left\{ \frac{\tilde{\sigma}_k^2}{\log^2 n}, \frac{\log n}{n} \right\}$,
      add $k$ to $S$ and compute $T_k = \frac{\tilde{\lambda}_{\text{test}}(\tilde{x}_k)}{\tilde{\sigma}_k}$.

**Output:** The graph dimensionality estimate: $\hat{K} = |\{ T_k \geq \sqrt{n \log n} : k \in S \}|$.

**Algorithm 3:** Modified eigenvalue cross-validation

A.3.2 Some concentration bounds

We will need several concentration bounds for Poisson random variables. We derive them from standard results.

We begin with a simple moment growth bound.

**Lemma A.2** (Poisson moment growth). Let $Z$ be a Poisson random variable with mean $\mu \leq 1$. There exists a universal constant $C > 0$ such that, for all integers $p \geq 2$,

$$\mathbb{E}[|Z - \mu|^p] \leq C \mu \frac{p!}{\sqrt[2]{2}} \left( \frac{e}{2} \right)^{p-2}. \tag{15}$$

**Proof.** We show that

$$\mathbb{E}[|Z - \mu|^p] \leq C' \mu \left( \frac{p}{2} \right)^p, \tag{15}$$
for some constant $C' > 0$. The claim then follows from Stirling’s formula in the form

$$\sqrt{2\pi} p^{p+1/2} e^{-p} \leq p!, \quad \forall p \geq 1.$$ 

By the definition of the Poisson distribution and using the fact that $0 \leq \mu \leq 1$ by assumption, we have

$$\mathbb{E}[|Z - \mu|^p] = \sum_{z \geq 0} |z - \mu|^p e^{-\mu} \frac{\mu^z}{z!} = |\mu|^p e^{-\mu} + |1 - \mu|^p e^{-\mu} \mu + \sum_{z \geq 2} |z - \mu|^p e^{-\mu} \frac{\mu^z}{z!} \leq 2\mu + \mu^2 e \left\{ \sum_{z \geq 0} \frac{z^p e^{-1}}{z!} \right\}.$$ 

The term in curly brackets on the last line is the $p$-th moment of a Poisson random variable with mean 1, which is $\leq C'' \left( \frac{p}{2} \right)^p$ for some constant $C'' > 0$ by Ahle [2021, Theorem 1]. Eq. (15) follows.

The moment growth bound implies concentration for linear combinations of independent Poisson random variables.

**Lemma A.3** (General Bernstein for Poisson variables). Let $Z_1, \ldots, Z_m$ be independent Poisson random variables with respective means $\mu_1, \ldots, \mu_m \leq 1$. For any $\alpha = (\alpha_1, \ldots, \alpha_m) \in \mathbb{R}^m$ and $t > 0$,

$$\mathbb{P} \left[ \sum_{i=1}^m \alpha_i (Z_i - \mu_i) \geq t \right] \leq \exp \left( -\frac{t^2}{C' \mu_{\max} \|\alpha\|_2^2 + C'' \|\alpha\|_{\infty} t} \right),$$

where $\mu_{\max} = \max_i \mu_i$ and $C', C'' > 0$ are universal constants.

**Proof.** We use Boucheron et al. [2013, Corollary 2.11]. Observe that

$$\sum_{i=1}^m \mathbb{E}[\alpha_i (Z_i - \mu_i)^2] = \sum_{i=1}^m \alpha_i^2 \mu_i \leq \mu_{\max} \|\alpha\|_2^2.$$
Moreover, by Lemma A.2 and Stirling’s formula,
\[
\sum_{i=1}^{m} \mathbb{E}[\alpha_i^p (Z_i - \mu_i)^p] \leq \sum_{i=1}^{m} \alpha_i^p C \mu_i \frac{p!}{2} \left( \frac{e}{2} \right)^{p-2} \\
\leq C \mu_{\text{max}} \|\alpha\|_2^2 \frac{p!}{2} \left( \frac{e}{2} \|\alpha\|_{\infty} \right)^{p-2} \\
\leq \frac{p!}{2} v \left( \frac{e}{2} \|\alpha\|_{\infty} \right)^{p-2},
\]
where we define
\[
v := \max \{1, C \mu_{\text{max}} \|\alpha\|_2^2\}.
\]

The claim then follows from Boucheron et al. [2013, Corollary 2.11].

The moment growth bound also implies spectral norm concentration.

**Lemma A.4** (Spectral norm of Poisson graph). Suppose \( B \in \mathbb{R}^{n \times n} \) is the adjacency matrix of a Poisson graph with mean matrix \( Q \) satisfying \( Q_{ij} \leq 1 \) for all \( i, j \). Let \( q_{\text{max}} = \max_{ij} Q_{ij} \) and assume that \( nq_{\text{max}} \geq c_0 \log^{\xi_0} n \) for some \( \xi_0 > 2 \). Then, for any \( \delta > 0 \), there exists a constant \( C'''' > 0 \) such that
\[
\|B - Q\| \leq C'''' \sqrt{nq_{\text{max}} \log n},
\]
with probability at least \( 1 - n^{-\delta} \).

**Proof.** We use Tropp [2012, Theorem 6.2]. We first rewrite the matrix as a finite sum of independent symmetric random matrices
\[
B - Q = \sum_{i=1}^{n} \sum_{j=i}^{n} (B_{ij} - Q_{ij}) E^{i,j},
\]
where \( E^{i,j} \in \mathbb{R}^{n \times n} \) with \( E_{ij}^{i,j} = E_{ji}^{j,i} = 1 \) and 0 elsewhere.

Observe that, for \( i \neq j \),
\[
(E^{i,j})^p = \begin{cases} E^{i,i} + E^{j,j} & \text{if } p = 2, 4, \ldots \\ E^{i,j} & \text{if } p = 3, 5, \ldots \end{cases}
\]
while, if \( i = j \),
\[
(E^{i,i})^p = E^{i,i}, \quad p \geq 2.
\]
Let $X_{i,j} := (B_{i,j} - Q_{i,j}) E_{i,j}$. Then $\mathbb{E}X_{i,j} = 0$. Moreover, for $i \neq j$ and $p = 2, 4, \ldots$, we have
\[
\mathbb{E}(X_{i,j})^p = \mathbb{E}(B_{i,j} - Q_{i,j})^p (E_{i,i} + E_{j,j}) \preceq C q_{\max} \frac{p!}{2} \left( \frac{e}{2} \right)^{p-2} (E_{i,i} + E_{j,j}),
\]
by Lemma A.2. Similarly, for $i \neq j$ and $p = 3, 5, \ldots$,
\[
\mathbb{E}(X_{i,j})^p = \mathbb{E}(B_{i,j} - Q_{i,j})^p E_{i,j} \preceq C q_{\max} \frac{p!}{2} \left( \frac{e}{2} \right)^{p-2} (E_{i,i} + E_{j,j}),
\]
where we used the fact that the matrix $\left( \begin{smallmatrix} 1 & \alpha \\ \alpha & 1 \end{smallmatrix} \right)$ has eigenvalues $1+\alpha, 1-\alpha \geq 0$ when $|\alpha| \leq 1$.

When $i = j$,
\[
\mathbb{E}(X_{i,i})^p = \mathbb{E}(B_{i,i} - Q_{i,i})^p E_{i,i} \preceq C q_{\max} \frac{p!}{2} \left( \frac{e}{2} \right)^{p-2} (2E_{i,i}).
\]

Define
\[
(\Sigma^2)_{i,j} := C q_{\max} (E_{i,i} + E_{j,j}).
\]
and
\[
\sigma^2 = \sum_{i=1}^{n} \sum_{j=i}^{n} (\Sigma^2)_{i,j} = \sum_{i=1}^{n} \sum_{j=i}^{n} (E_{i,i} + E_{j,j}) \leq 2C q_{\max} n,
\]
where the inequality holds since $\sum_{i=1}^{n} \sum_{j=1}^{n} (E_{i,i} + E_{j,j})$ is a diagonal matrix with maximum entry $2n$. Then, by Tropp [2012, Theorem 6.2],
\[
\mathbb{P} \left[ \|B - Q\| \geq t \right] = \mathbb{P} \left[ \left\| \sum_{i=1}^{n} \sum_{j=i}^{n} X_{i,j} \right\| \geq t \right] \leq n \exp \left( \frac{-t^2/2}{\sigma^2 + (e/2)t} \right) \leq n \exp \left( \frac{-t^2/2}{2C q_{\max} n + (e/2)t} \right).
\]
Taking $t = C' \sqrt{n q_{\max} \log n}$ and using the fact that $n q_{\max} \geq \xi_0 \log^5 \xi_0 \log n$, $\xi_0 > 2$, gives the result. \hfill \Box

### A.3.3 Key properties of sample eigenvectors

Consider the adjacency matrix $A$ of a Poisson graph satisfying Assumptions 1 and 2. Fixing $\varepsilon \in (0,1)$, let $\tilde{A}$ and $\tilde{A}_{\text{test}}$ be as in Section 3. Let $P = \rho_n P^0 = \mathbb{E}A = \sum_{j=1}^{K} \lambda_j x_j^T x_j$ with $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_K > 0$. Let $\{\tilde{x}_i\}_{i=1}^{\tilde{k}_{\max}}$ be the collection of eigenvectors associated with eigenvalues $\{\tilde{\lambda}_i\}_{i=1}^{\tilde{k}_{\max}}$ of $\tilde{A}$. Without loss of generality, we assume $\tilde{\lambda}_1 \geq \tilde{\lambda}_2 \geq \cdots \geq \tilde{\lambda}_{\tilde{k}_{\max}}$. 32
Define
\[ \hat{U} = (\tilde{x}_1, \ldots, \tilde{x}_K) \quad \text{and} \quad U = (x_1, \ldots, x_K) \in \mathbb{R}^{n \times K}. \] (16)

We will need the following event:
\[ \mathcal{E}^0 = \left\{ \| \tilde{A} - (1 - \varepsilon)P \| \leq C''\sqrt{n \rho_n \log n} \right\}. \]

Applying Lemma A.4 with \( B := \tilde{A} \) and \( Q := (1 - \varepsilon)P \) shows that \( \mathcal{E}^0 \) holds with high probability.

### Concentration of signal eigenspace
First, we use a version of the Davis-Kahan theorem to show that the signal sample eigenvectors are close to the signal population eigenspace.

**Lemma A.5 (Signal eigenspace).** Under event \( \mathcal{E}^0 \), there exists an orthonormal matrix \( O \in \mathbb{R}^{K \times K} \) such that, for all \( k \in [K] \),

\[
\| \tilde{y}_k - x_k \|_2 = O\left( \sqrt{\log n \over n \rho_n} \right), \quad \| \tilde{x}_k - y_k \|_2 = O\left( \sqrt{\log n \over n \rho_n} \right),
\]

where
\[
\tilde{y}_l = \left( \hat{U}O \right)_{\cdot l} = \left( \sum_{i=1}^{K} (\tilde{x}_i)_{j}O_{li} \right)_{j=1}^{n}, \quad y_l = \left( UO^T \right)_{\cdot l} = \left( \sum_{i=1}^{K} (x_i)_{j}O_{li} \right)_{j=1}^{n}.
\]

Moreover, for all \( k \in [K] \), \( s \in [K] \), and \( t \in [k_{\max}] \setminus [K] \),

\[
\langle x_s, y_k \rangle = O_{ks}, \quad \langle \tilde{x}_t, \tilde{y}_k \rangle = 0.
\]

**Proof.** We use the variant of the Davis-Kahan theorem in Yu et al. [2015, Theorem 2].

Under \( \mathcal{E}^0 \), \( \| \tilde{A} - (1 - \varepsilon)P \| = O(\sqrt{n \rho_n \log n}) \). By Yu et al. [2015, Theorem 2], there exists an orthonormal matrix \( O \in \mathbb{R}^{K \times K} \) such that, for all \( l \in [K] \),

\[
\| \tilde{y}_l - x_l \|_2 \leq \| \hat{U}O - U \|_F = O\left( {\| \tilde{A} - (1 - \varepsilon)P \| \over \lambda_K} \right) = O\left( \sqrt{\log n \over n \rho_n} \right),
\]

and

\[
\| \tilde{x}_l - y_l \|_2 \leq \| \hat{U} - UO^T \|_F = \| (\hat{U}O - U)O^T \|_F = \| \hat{U}O - U \|_F = O\left( \sqrt{\log n \over n \rho_n} \right),
\]
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where we used $\lambda_K \geq \psi^{-1}_1 \psi'_1 n\rho_n$, which holds under Assumption 1.

By the orthonormality of $\{x_l\}_l$ and $\{\tilde{x}_l\}_l$, we have for $s \in [K]$,
\[
\langle x_s, y_k \rangle = \sum_{l=1}^{n} (x_s)_l \left( \sum_{i=1}^{K} (x_i)_l O_{ki} \right) = \sum_{i=1}^{K} \left( \sum_{l=1}^{n} (x_s)_l (x_i)_l \right) O_{ki} = O_{ks},
\]
and for $t \in [k_{\text{max}}] \setminus [K]$,
\[
\langle \tilde{x}_t, \tilde{y}_k \rangle = \sum_{l=1}^{n} (\tilde{x}_t)_l \left( \sum_{i=1}^{K} (\tilde{x}_i)_l O_{ik} \right) = \sum_{i=1}^{K} O_{ik} \left( \sum_{l=1}^{n} (\tilde{x}_t)_l (\tilde{x}_i)_l \right) = \sum_{i=1}^{K} O_{ik} 1_{\{i=t\}} = 0.
\]

### Bounds on population quantities

The previous lemma implies bounds on the population quantity of interest, $\lambda_P(\tilde{x}_l)$.

**Lemma A.6** (Bounding $\lambda_P(\tilde{x}_l)$). Under event $\mathcal{E}^0$,
\[
\tilde{x}_l^T P \tilde{x}_l \gtrsim n\rho_n, \quad \forall l \in [K],
\]
\[
\tilde{x}_l^T P \tilde{x}_l \lesssim \log n, \quad \forall l \in [k_{\text{max}}] \setminus [K].
\]

**Proof.** For $s \in [K]$, expanding $\tilde{x}_s$ over an orthonormal basis including $\{x_l\}_l \in K$, we get
\[
\tilde{x}_s^T P \tilde{x}_s = \sum_{k=1}^{K} \lambda_k \langle \tilde{x}_s, x_k \rangle^2
\]
\[
= \sum_{k=1}^{K} \lambda_k \left[ \langle x_k, y_s \rangle^2 - \langle x_k, y_s - \tilde{x}_s \rangle \langle x_k, \tilde{x}_s + y_s \rangle \right]
\]
\[
\geq \sum_{k=1}^{K} \lambda_k O_{sk}^2 - \sum_{k=1}^{K} \lambda_k \|y_s - \tilde{x}_s\|_2 \|x_k\|_2 \|\tilde{x}_s + y_s\|_2 (\|\bar{x}_s\|_2 + \|y_s\|_2) \quad (17)
\]
\[
\geq \psi^{-1}_1 \psi'_1 n\rho_n - O \left( 2K n\rho_n \sqrt{\frac{\log n}{n\rho_n}} \right) \quad (18)
\]
\[
\gtrsim n\rho_n
\]

where inequality (17) follows from Cauchy–Schwarz, the triangle inequality and $\langle x_k, y_s \rangle^2 = O_{sk}$ by Lemma A.5. Inequality (18) holds since $\sum_{k=1}^{K} O_{sk}^2 = 1$, $\psi^{-1}_1 \psi'_1 n\rho_n \leq \lambda_k \leq n\rho_n$ by Assumption 1, $\|\tilde{x}_s - y_s\|_2 = O \left( \sqrt{\frac{\log n}{n\rho_n}} \right)$ by Lemma A.5 and $\|\tilde{x}_k\|_2 = \|x_k\|_2 = \|y_s\|_2 = 1$. 
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For $t \in [k_{\text{max}}] \setminus [K]$, 
\[
\tilde{x}_t^T P \tilde{x}_t = \sum_{k=1}^{K} \lambda_k (\tilde{x}_t, x_k)^2 \\
= \sum_{k=1}^{K} \lambda_k (\tilde{x}_t, x_k - \tilde{y}_k)^2 \\
= \sum_{k=1}^{K} \lambda_k [\langle \tilde{x}_t, x_k \rangle - \langle \tilde{x}_t, \tilde{y}_k \rangle]^2 \\
\leq K \lambda_1 \max_{k \in [K]} \|x_k - \tilde{y}_k\|_2^2 = O(\log n) \tag{19} \\
\leq K \lambda_1 \max_{k \in [K]} \|x_k - \tilde{y}_k\|_2^2 = O(\log n) \tag{20}
\]
where equality (19) follows from $\langle \tilde{x}_t, \tilde{y}_k \rangle = 0$ by Lemma A.5. Equation (20) holds since $\|\tilde{y}_k - x_k\|_2 = O\left(\sqrt{\log n/n} \frac{1}{n}\right)$ by Lemma A.5 and $\lambda_k \leq \lambda_1 \leq n \rho_n$ by Assumption 1.

Delocalization of signal eigenvectors To establish concentration of the estimate $\tilde{\lambda}_{\text{est}}(\tilde{x}_l)$ around $\varepsilon \lambda_P(\tilde{x}_l)$ for $l \in [K]$, we first need to show that $\tilde{x}_l$ is delocalized. That result essentially follows from an entrywise version of Lemma A.5 based on a technical result of Abbe et al. [2020].

**Lemma A.7** (Delocalization of signal sample eigenvectors). There exist constants $\delta_1 > 0$, $C_1 > 0$ such that the event
\[
\mathcal{E}_1 = \left\{ \|\tilde{x}_l\|_\infty \leq C_1 \sqrt{\frac{n \rho_0}{n}}, \forall l \in [K] \right\}
\]
holds with probability at least $1 - 3n^{-\delta_1}$.

**Proof.** We use Abbe et al. [2020, Theorem 2.1] on $\tilde{A}$, which requires four conditions. We check these conditions next. First, let $A^* = (1 - \varepsilon) P$, $\Delta^* = \lambda_K$, 
\[
\kappa = \frac{\lambda_1}{\lambda_K} \leq \psi_1, 
\tag{21}
\]
where the inequality follows from Assumption 1,
\[
\varphi(x) = \frac{1}{32 \psi_1 \min\{\sqrt{n}x, 1\}},
\]
\[
\gamma = C''' \psi_1(\psi'_1)^{-1} \sqrt{\frac{\log n}{n \rho_n}} \gtrsim \sqrt{\frac{\log n}{n^{1-\xi_1}}},
\]

where \(C'''\) is the constant in Lemma A.4 and \(\psi_1, \psi'_1 > 0, \xi_1 \in (0, 1)\) are the constants in Assumption 1.

(A1) (Incoherence) By Abbe et al. [2020, Eq. (2.4)] and the remarks that follow it, the incoherence condition is satisfied provided

\[
\mu(U) := \frac{n}{K} \|U\|_{2,\infty}^2 \leq n \gamma^2 \frac{K}{\kappa^2}.
\]

Under Assumption 2, \(\mu(U) \leq \mu_0\) while (22) implies \(n \gamma^2 \approx O(\log n)\) and (21) implies \(\kappa = O(1)\). Hence the condition is satisfied.

(A2) (Row and columnwise independence) By Lemma 3.1, \(\tilde{A}\) is the adjacency matrix of a Poisson graph with independent entries. In particular, \(\{\tilde{A}_{ij} : i = m \text{ or } j = m\}\) are independent of \(\{\tilde{A}_{ij} : i \neq m, j \neq m\}\).

(A3) (Spectral norm concentration) As observed previously, applying Lemma A.4 with \(B := \tilde{A}, Q := (1 - \varepsilon)P\) and \(\delta > 0\) shows that the event

\[
E^0 = \left\{ \|\tilde{A} - (1 - \varepsilon)P\| \leq C''' \sqrt{n \rho_n \log n} \right\},
\]

holds with probability \(1 - n^{-\delta}\). Moreover, by the remark after Assumption 1,

\[
\gamma \Delta^* = C''' \psi_1(\psi'_1)^{-1} \sqrt{\frac{\log n}{n \rho_n \lambda_K}} \geq C''' \sqrt{n \rho_n \log n}.
\]

Hence,

\[
P \left[ \|\tilde{A} - \tilde{A}^*\| \leq \gamma \Delta^* \right] \geq 1 - n^{-\delta}.
\]

Note further that, under Assumption 1, \(\gamma = o(1)\), which implies

\[
32\kappa \max\{\gamma, \varphi(\gamma)\} \leq 32\kappa \max\left\{\gamma, \frac{1}{32 \psi_1}\right\} \leq 1,
\]

for \(n\) large enough, as required in Abbe et al. [2020, Assumption (A3)], where we used (21).

(A4) (Row concentration) As required in Abbe et al. [2020, Assumption (A4)], the function
ϕ is continuous and non-decreasing on \( \mathbb{R}_+ \) with \( \varphi(0) = 0 \) and \( \varphi(x)/x \) nonincreasing on \( \mathbb{R}_+ \). Let \( W \in \mathbb{R}^{n \times K} \). By standard norm bounds

\[
\frac{1}{\sqrt{n}} \leq \frac{\|W\|_F}{\sqrt{n}\|W\|_{2,\infty}} \leq 1.
\]

As a result, by definition of \( \varphi \),

\[
\varphi\left(\frac{\|W\|_F}{\sqrt{n}\|W\|_{2,\infty}}\right) = \frac{1}{32\psi_1}.
\]

Let

\[
g = \Delta^*\|W\|_{2,\infty}\varphi\left(\frac{\|W\|_F}{\sqrt{n}\|W\|_{2,\infty}}\right) = \frac{1}{32\psi_1} \lambda_K\|W\|_{2,\infty}.
\]

Fix \( m \in [n] \) and \( r \in [K] \). Applying Lemma A.3 on \( \tilde{A}_m \) with \( \max_{ij} E\tilde{A}_{ij} \leq (1 - \varepsilon)\rho_n \), there exist \( c_2 > 0 \), \( c'_2 > 1 \) such that

\[
\mathbb{P}\left(\left|\sum_{i \in [n]} (\tilde{A}_{mi} - \tilde{Q}_{mi})W_{ir}\right| \geq g/\sqrt{K}\right) \\
\leq 2 \exp\left(-\frac{g^2/K}{C'(1 - \varepsilon)\rho_n\|W_r\|_2^2 + C''\|W_r\|_\infty g/\sqrt{K}}\right) \\
= 2 \exp\left(-\frac{\lambda_K^2\|W\|_{2,\infty}^2}{32^2\psi_1^2KC'(1 - \varepsilon)\rho_n\|W_r\|_2^2 + 32\psi_1\sqrt{KC''}\|W_r\|_\infty \lambda_K\|W\|_{2,\infty}}\right) \\
\leq 2 \exp\left(-\frac{\lambda_K^2}{32^2\psi_1^2KC'(1 - \varepsilon)n\rho_n + 32\psi_1\sqrt{KC''}}\right) \\
\leq n^{-c'_2},
\]

where \( C' \) and \( C'' \) are the constants in Lemma A.3 and we used again that, by the remark after Assumption 1, \( \lambda_K \geq \psi_1^{-1}\psi'_1n\rho_n \). In the final inequality, we use that \( n\rho_n \geq c_0 \log \xi_0 n, \xi_0 > 2 \) under Assumption 1. Since

\[
\left\| (\tilde{A} - \tilde{Q})_m \cdot W \right\|_2 \leq \sqrt{K} \sup_r \left| \sum_{i \in [n]} (\tilde{A}_{mi} - \tilde{Q}_{mi})W_{ir} \right|,
\]
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a union bound over $r$ implies
\[
\mathbb{P}\left[\| (\hat{\mathcal{A}} - \hat{Q})_{m \cdot W} \|_2 \leq g \right] \geq 1 - Kn^{-c_2}.
\]

Recall the definition of $\hat{U}$ and $U$ from (16). Applying Abbe et al. [2020, Theorem 2.1] and using Abbe et al. [2020, Eq. (2.4)] again, there exists $\tilde{C} > 0$ such that
\[
\max_{l \in [K]} \| \tilde{x}_l \|_{\infty} \leq \| \hat{U} \|_{2,\infty} \\
\leq \tilde{C}(2\kappa + \varphi(1)) \| U \|_{2,\infty} \\
\leq \tilde{C} \left( 2\psi_1 + \frac{1}{32\psi_1} \right) \sqrt{K} \sqrt{\frac{\mu_0}{n}},
\]
with probability $1 - n^{-\delta} - 2n^{-(c_2' - 1)}$, where we used Assumption 2 on the last line. Taking $C_1 = \tilde{C}(2\psi_1 + \frac{1}{32\psi_1})\sqrt{K}$ and $\delta_1 = \min\{\delta, c_2' - 1\} > 0$ gives the claim. \hfill \Box

**Concentration of quadratic forms** Next, we show that $\tilde{\lambda}_{\text{test}}(\tilde{x}_l)$ is concentrated around $\varepsilon \lambda_P(\tilde{x}_l)$.

**Lemma A.8** (Concentration of $\tilde{\lambda}_{\text{test}}(x)$). Let $x \in \mathbb{R}^n$ be a unit vector such that
\[
\| x \|_2^2 \leq \frac{\log n}{n}, \tag{23}
\]
then there exists $\delta_2 > 1$ such that
\[
\mathbb{P}\left[ \left| \sum_{i,j} x_i x_j (\tilde{A}_{\text{test}} - \varepsilon P)_{ij} \right| \leq \sqrt{\rho_n \log n} \right] \geq 1 - n^{-\delta_2}.
\]

*Proof.* We use Lemma A.3. From $\| x \|_2 = 1$, we get
\[
\mathbb{P}\left[ \left| \sum_{i,j} x_i x_j (\tilde{A}_{\text{test}} - \varepsilon P)_{ij} \right| \geq \sqrt{\rho_n \log n} \right] \\
\leq 2 \exp \left( -\frac{(\sqrt{\rho_n \log n})^2/2}{C' \rho_n \sum_{i,j} (x_i x_j)^2 + C'' \max_{ij} |x_i x_j| \sqrt{\rho_n \log n}} \right) \\
\leq 2 \exp \left( -\frac{\rho_n \log n/2}{C' \rho_n + C'' \| x \|_{\infty}^2 \sqrt{\rho_n \log n}} \right).
\]

By Assumption 1, $\rho_n \gg \frac{\log n}{n}$ while $\sqrt{\rho_n \log n} = o(1)$. By (23), the denominator on the last
line is $\lesssim \rho_n$ and the claim follows.

We also bound the variance estimate for the signal eigenvectors.

Lemma A.9 (Bound on the variance estimate). Under event $\mathcal{E}^0 \cap \mathcal{E}^1$, for all $l \in [K]$,

$$\tilde{\sigma}_l^2 := \frac{\varepsilon}{1 - \varepsilon} (\tilde{x}_l^2)^\top (2\tilde{A} - \text{diag}(\tilde{A})) \tilde{x}_l^2 = \Theta(\rho_n).$$

Proof. Let $\tilde{Q} = (1 - \varepsilon)P$. We first show $(\tilde{x}_l^2)^\top \tilde{A} \tilde{x}_l^2$ can be controlled via $(\tilde{x}_l^2)^\top \tilde{Q} \tilde{x}_l^2$. Indeed observe that for each $l \in [K]$,

$$\left\| (\tilde{x}_l^2)^\top \tilde{A} \tilde{x}_l^2 - (\tilde{x}_l^2)^\top \tilde{Q} \tilde{x}_l^2 \right\| = \left\| (\tilde{x}_l^2)^\top (\tilde{A} - \tilde{Q}) \tilde{x}_l^2 \right\| \\
\leq \left\| \tilde{A} - \tilde{Q} \right\| \left\| \tilde{x}_l^2 \right\|_2 \\
\leq \left\| \tilde{A} - \tilde{Q} \right\| \left\| \tilde{x}_l \right\|_\infty \left\| \tilde{x}_l \right\|_2 \\
= O\left( \sqrt{n\rho_n \log n \cdot \frac{1}{n}} \right) \\
= O\left( \frac{\sqrt{\rho_n \log n}}{n} \right)$$

where we used that $\left\| \tilde{A} - \tilde{Q} \right\| = O(\sqrt{n\rho_n \log n})$ under event $\mathcal{E}^0$ and $\left\| \tilde{x}_l^2 \right\|_\infty = \left\| \tilde{x}_l \right\|_\infty = O\left( \frac{1}{n} \right)$ under $\mathcal{E}^1$. Moreover, observe that $\sqrt{\rho_n \log n / n} \ll \rho_n$ since $n\rho_n \geq c_0 \log \xi_0 n$ under Assumption 1. So

$$\left| (\tilde{x}_l^2)^\top \tilde{A} \tilde{x}_l^2 - (\tilde{x}_l^2)^\top \tilde{Q} \tilde{x}_l^2 \right| \ll \rho_n. \tag{24}$$

To get an upper bound on $\tilde{\sigma}_l^2$, note that

$$(\tilde{x}_l^2)^\top P \tilde{x}_l^2 \leq \lambda_1 \left\| \tilde{x}_l^2 \right\|_2^2 \\
\leq \lambda_1 \cdot \left\| \tilde{x}_l \right\|_\infty \cdot \left\| \tilde{x}_l \right\|_2 \\
= O\left( n\rho_n \cdot \frac{1}{n} \cdot 1 \right) \\
= O(\rho_n),$$

...
where we used \( \lambda_1 \leq n\rho_n \) by Assumption 1. Hence, we get

\[
\tilde{\sigma}_i^2 = \frac{\varepsilon}{1 - \varepsilon} \left[ 2(\tilde{x}_i^2)^T \tilde{A} \tilde{x}_i^2 - (\tilde{x}_i^2)^T \text{diag}(\tilde{A}) \tilde{x}_i^2 \right] \\
\leq \frac{2\varepsilon}{1 - \varepsilon} (\tilde{x}_i^2)^T \tilde{A} \tilde{x}_i^2 \\
\leq \frac{2\varepsilon}{1 - \varepsilon} |(\tilde{x}_i^2)^T \tilde{A} \tilde{x}_i^2 - (\tilde{x}_i^2)^T \tilde{Q} \tilde{x}_i^2| + \frac{2\varepsilon}{1 - \varepsilon} (\tilde{x}_i^2)^T \tilde{Q} \tilde{x}_i^2 \\
\leq \frac{2\varepsilon}{1 - \varepsilon} |(\tilde{x}_i^2)^T \tilde{A} \tilde{x}_i^2 - (\tilde{x}_i^2)^T \tilde{Q} \tilde{x}_i^2| + 2\varepsilon (\tilde{x}_i^2)^T \tilde{P} \tilde{x}_i^2 \\
= O(\rho_n),
\]

by (24).

In the other direction, by Cauchy-Schwarz,

\[
(\tilde{x}_i^2)^T \tilde{P} \tilde{x}_i^2 \geq \left( \frac{\varepsilon}{\sum_{ij} P_{ij}} \sum_{ij} P_{ij} \right)^2 \geq \frac{(n\rho_n)^2}{n^2 \rho_n} \gtrsim \rho_n,
\]

where the middle inequality follows from Lemma A.6. Combining with (24), we have

\[
\tilde{\sigma}_i^2 = \frac{\varepsilon}{1 - \varepsilon} \left[ (\tilde{x}_i^2)^T \tilde{A} \tilde{x}_i^2 + (\tilde{x}_i^2)^T \left( \tilde{A} - \text{diag}(\tilde{A}) \right) \tilde{x}_i^2 \right] \\
\geq \frac{\varepsilon}{1 - \varepsilon} (\tilde{x}_i^2)^T \tilde{A} \tilde{x}_i^2 \\
\geq \frac{\varepsilon}{1 - \varepsilon} (\tilde{x}_i^2)^T \tilde{Q} \tilde{x}_i^2 - \frac{\varepsilon}{1 - \varepsilon} |(\tilde{x}_i^2)^T \tilde{A} \tilde{x}_i^2 - (\tilde{x}_i^2)^T \tilde{Q} \tilde{x}_i^2| \\
= \varepsilon (\tilde{x}_i^2)^T \tilde{P} \tilde{x}_i^2 - \frac{\varepsilon}{1 - \varepsilon} |(\tilde{x}_i^2)^T \tilde{A} \tilde{x}_i^2 - (\tilde{x}_i^2)^T \tilde{Q} \tilde{x}_i^2| \\
\gtrsim \rho_n.
\]

That concludes the proof. \(\square\)

### A.3.4 Proof of Theorem 4.1

Now, we are ready to prove Theorem 4.1.

*Proof of Theorem 4.1.* By Lemmas A.4 and A.7, the event \( \mathcal{E}^0 \cap \mathcal{E}^1 \) holds with probability \( 1 - 4n^{-\delta_1} \). Under \( \mathcal{E}^0 \cap \mathcal{E}^1 \), which depends only on \( \tilde{A} \), the claims in Lemmas A.5, A.6 and A.9 also hold. For the rest of the proof, we condition on \( \mathcal{E}^0 \cap \mathcal{E}^1 \) and use the fact that \( \tilde{A}_{\text{test}} \) is independent of \( \tilde{A} \) by Lemma 3.1.
Let $\tilde{x}_l, l \in [k_{\max}]$, be the top $k_{\max}$ unit eigenvectors of $\tilde{A}$ and let

$$\tilde{\sigma}_l^2 = \frac{\varepsilon}{1 - \varepsilon}(\tilde{x}_l^2)^T \left(2\tilde{A} - \text{diag}(\tilde{A})\right)\tilde{x}_l^2.$$  

Define

$$S = \left\{ l \in [k_{\max}] : \left\|\tilde{x}_l\right\|_\infty^2 \leq \min \left\{ \frac{\tilde{\sigma}_l^2}{\log^2 n}, \log \frac{n}{n} \right\} \right\},$$

to be the subset of $[k_{\max}]$ corresponding to sufficiently delocalized eigenvectors. Recall that the test statistic associated to $\tilde{x}_l$ is

$$T_l = \frac{\tilde{x}_l^T \tilde{A}_{\text{test}} \tilde{x}_l}{\tilde{\sigma}_l}.$$  

We say that $l$ is rejected if

$$l \in S \quad \text{and} \quad |T_l| \geq \sqrt{n \log n} =: \tau_n.$$  

**No under-estimation** We show that the test statistic associated with the $K$ leading eigenvectors of $\tilde{A}$ will reject the null hypothesis with high probability, that is,

- $[K] \subset S$; and
- $|T_l| \geq \tau_n$, $\forall l \in [K]$.

Fix $s \in [K]$. First, we check that $s \in S$. Under $\mathcal{E}^1$, $\|\tilde{x}_s^2\|_\infty = O(1/n) \ll \log n/n$. We need to check that $\|\tilde{x}_s^2\|_\infty \leq \tilde{\sigma}_s^2/\log^2 n$, for $n$ sufficiently large. This follows from the fact that $\tilde{\sigma}_s^2 = \Theta(\rho_n)$ by Lemma A.9 and $\rho_n \geq c_0 n^{-1} \log^{\xi_0} n$ with $\xi_0 > 2$ under Assumption 1.

Next, we bound $|T_s|$ from below. We have, with probability $1 - n^{-\delta_2}$, where $\delta_2 > 1$ is the constant in Lemma A.8,

$$|T_s| = \left| \frac{\tilde{x}_s^T \tilde{A}_{\text{test}} \tilde{x}_s}{\tilde{\sigma}_s} \right| \geq \varepsilon \left| \tilde{x}_s^T P \tilde{x}_s \right| - \left| \tilde{x}_s^T (\tilde{A}_{\text{test}} - \varepsilon P) \tilde{x}_s \right| \tilde{\sigma}_s \geq \varepsilon n \rho_n - \sqrt{\rho_n \log n} \geq n \sqrt{\rho_n} \gg \sqrt{n \log n},$$  

(25)
where the dominating term is controlled through $|\tilde{x}_s^T P \tilde{x}_s| \gtrsim n \rho_n \gg \log n$ by Lemma A.6, the term $|\tilde{x}_s^T (A_{\text{test}} - \varepsilon P) \tilde{x}_s|$ is bounded above by $\sqrt{\rho_n \log n} \ll \log n$ from Lemma A.8 and the denominator satisfies $\bar{\sigma}_t^2 = \Theta(\rho_n)$ by Lemma A.9. The final bound follows from Assumption 1. By a union bound, (25) holds simultaneously for $s \in [K]$ with probability $1 - Kn^{-\beta_2}$.

**No over-estimation** Then, we show that the noise eigenvectors of $\tilde{A}$ will either be too localized or the test statistic associated with them will fail to reject the null hypothesis. In other words, we show that for any $s \in S \setminus [K]$, it holds that $|T_s| < \tau_n$ with high probability.

Let $t \in S \setminus [K]$. We bound $|T_t|$ from above as follows

$$
|T_t| = \left| \frac{\tilde{x}_t^T \hat{A}_{\text{test}} \tilde{x}_t}{\bar{\sigma}_t} \right| \\
\leq \frac{\varepsilon |\tilde{x}_t^T P \tilde{x}_t| + |\tilde{x}_t^T (\hat{A}_{\text{test}} - \varepsilon P) \tilde{x}_t|}{\bar{\sigma}_t} \\
= O \left( \sqrt{\frac{n}{\log^2 n}} \cdot (\log n + \sqrt{\rho_n \log n}) \right) \\
= O \left( \sqrt{n} \right).
$$

(26) The first term in the numerator of (26) satisfies $|x_t^T P x_t| = O(\log n)$ by Lemma A.6 while the term $|\tilde{x}_t^T (\hat{A}_{\text{test}} - \varepsilon P) \tilde{x}_t|$ in (26) is bounded above by $\sqrt{\rho_n \log n} \ll \log n$ from Lemma A.8. For the denominator $\bar{\sigma}_t$, $t \in S$ implies that $\|\tilde{x}_t^2\|_\infty \leq \bar{\sigma}_t^2 / \log^2 n$, thus

$$
\bar{\sigma}_t^2 \geq \log^2 n \cdot \|\tilde{x}_t^2\|_\infty \geq \frac{\log^2 n}{n} \cdot n \|\tilde{x}_t^2\|_\infty \geq \frac{\log^2 n}{n} \cdot \|\tilde{x}_t\|_2^2 = \frac{\log^2 n}{n}.
$$

By a union bound, (27) holds simultaneously for $t \in S \setminus [K]$ with probability at least $1 - n^{-\delta_2 + 1}$.

**Consistency** Therefore, it follows that the algorithm outputs $\hat{K} = K$ with probability tending to 1. \qed
B Supporting figures and tables

B.1 Details of Degree-Corrected Stochastic Blockmodel in the introduction, Figures 1 and 2

In the introduction, the simulated graph comes from a Degree-Corrected Stochastic Blockmodel (DCSBM). See Section 6.1 for a description of this model and its parameters. In Figures 1 and 2, the DCSBM has \(k = 128\) blocks. The 2,560 nodes are randomly assigned to the 128 blocks with uniform probabilities. On average, each block contains 20 nodes. The smallest block has 10 nodes and the largest block has 32. The degree parameters \(\theta_i\) are distributed as Exponential(\(\lambda = 1\)) and the \(B\) matrix is hierarchically structured. In order to specify the elements of \(B\), let \(T\) be a complete binary tree with 7 generations (i.e., \(2^7 = 128\) leaves). Each leaf node is assigned to one of the \(k = 128\) blocks. Define \(u \wedge v \in T\) as the most recent common ancestor of \(u\) and \(v\) (i.e., the node closest to the root along the shortest path between \(u\) and \(v\)). Define \(g(u, v)\) as the distance in \(T\) from the root to \(u \wedge v\). So, if the shortest path between \(u\) and \(v\) passes through the root, then \(g(u, v) = 0\). Moreover, \(g(u, u) = 7\) for all leaf nodes \(u\). Set \(B_{u,v} = p2^{g(u,v)}\), where \(p = .0008\) is chosen so that the average expected degree of the nodes is equal to 20.

B.2 Bernoulli vs. Poisson

B.2.1 Two clarifying figures for folds = 1

The average value of \(T_3\) and \(T_4\) are different under the Poisson and Bernoulli models (see Figure 5 in Section 5). To further illustrate this difference and to show that \(T_2\) does not have the same property, Figure 8 subtracts the average value of the test statistic under the Bernoulli model from the corresponding average under the Poisson model. The difference appears for \(T_3\) and \(T_4\), but not for \(T_2\). This shows that \(\tilde{x}_T^T \tilde{A} \tilde{x}_T\) and \(\tilde{x}_T^T A_{\text{test}} \tilde{x}_T\) are negatively correlated when (1) the edges are Bernoulli, (2) the graph is dense, (3) and \(\ell > k\). In the two-block Stochastic Blockmodel, this negative dependence does not shift the expectation of \(T_2\), even for dense Bernoulli graphs.

Figure 9 displays the standard deviation for the test statistics \(T_2, T_3, T_4\) over the 1000 replicates in the simulation. This figure is repeated with folds = 10 in Figure 11.

B.2.2 Increasing the number of folds in the Bernoulli vs. Poisson comparison

Figure 10 repeats Figure 4, but with folds = 10 instead of 1. It shows that increasing the number of folds makes \(T_3\) and \(T_4\) more conservative. While Theorem 3.1 shows that \(T_\ell\)
Figure 8: Each panel gives the difference between the Poisson and Bernoulli results from Figure 5. In this simulation model, there are $k=2$ blocks in the Stochastic Blockmodel. Taken together, this suggests that the negative dependence in Bernoulli graphs between the fitting and testing adjacency matrices diminishes the expected value of $T_\ell$ when $\ell > k$ and the graph is more dense. However, the negative dependence does not appear to diminish the expected value of $T_2$. When a test is conservative under the null, one typically suffers a reduced power under the alternative. However, this result suggests that the negative dependence require us to pay this price. The Bernoulli model makes $T_3$ conservative, without making $T_2$ less powerful.

$SD(T_\ell)$ with folds = 1

Figure 9: As discussed in Section 5, the localization of the eigenvectors on small degree graphs (on the left of each panel) makes $\hat{\sigma}$ over estimate the standard error. This makes the standard deviation of the test statistics over the 1000 replicates smaller than 1.
is asymptotically normal with folds = 1, increasing the number of folds induces unknown
dependence between the test statistics. Figure 10 suggests that even with 10 folds, the
right tail of the distribution of $T_3$ and $T_4$ are well approximated by the normal distribution;
this is because the bumpy line that gives $\hat{\alpha}$ is close to the points. The tests are conservative
because their expectation is not zero and their variance is not one.

Figure 11 shows that increasing the number of folds dramatically reduces the variation
in $T_2, T_3, T_4$. This makes $T_2$ more powerful and $T_3, T_4$ more conservative.

Figure 10: This is a repeat of Figure 4, but with folds = 10 instead of 1. The vertical axis
gives estimates of the rejection probability for $T_3$ (left) and $T_4$ (right). Each dot give the
proportion of 1000 simulations for which the test statistic exceeds 1.65. The bumpy line
interpolates the values $\hat{\alpha}$, defined in Equation (12). Because there are so few rejections,
particularly for $T_4$, it is difficult to see whether the bumpy line is close to the points. The
straight line is the ordinary least squares fit to the points. It roughly aligns with the bumpy
line. This suggests that the right tails of the distributions for $T_3$ and $T_4$ are approximately
normally distributed.

B.3 Comparing to other techniques

In Figure 6, we evaluated the accuracy of each method when requiring the exact recovery
of $k$. In order to illustrate how each method either under-estimates or over-estimates $k$,
Figure 12 displays the results in Figure 6 by the relative error for each estimate $\hat{k}$, which
is defined as

$$\text{relative error} = \frac{\hat{k} - k^*}{k^*},$$

where $k^* = 10$ is the true $k$. From the simulation results, we observed that most methods
under-estimate $k$ when the average degree of the graph is smaller (i.e., sparser), except for
Figure 11: This is a repeat of Figure 9, but with folds = 10 instead of 1. The vertical axis gives the standard deviation of the test statistics $T_2, T_3, T_4$ over the 1000 replicates. Notice that they are all significantly less than one. This explains why the rejection probabilities in Figure 10 are significantly lower than .05.

StGoF which over-estimates it. In addition, from the standard deviation of the relative error, we observe that EigCV provides a more accurate and less variable estimation of $k$ as the graph sparsity varies.

In Section 6.2, we removed the 14 small departments that consist of less than 10 members. Among these, two departments have only one members, and eight departments have less than five members. Table 2 compares six methods using this email network without filtering. We observed similarly that EigCV provided a closer estimate of $k$ than other methods.

Table 2: Comparison of graph dimensionality estimates using the email network among members in a large European research institution. Each members belongs to one of 42 departments.

| Method | Estimate (mean) | Runtime (second) |
|--------|----------------|------------------|
| EigCV  | 30.56          | 0.81             |
| BHMC   | 14.00          | 0.04             |
| LR     | 13.00          | 128.17           |
| NCV    | 6.96           | 271.15           |
| ECV    | 20.08          | 60.13            |
| StGoF  | > 50           | 544.66           |
Figure 12: Comparison of relative error for different graph dimensionality estimators under the DCSBM. The panel strips on the top indicate the node degree distribution used. Within each panel, each colored line depicts the relative error of each estimation method as the average node degree increases. Each point on the lines are averaged across 100 repeated experiments. For each point, an error bar indicates the sample standard deviation of relative errors.
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