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ABSTRACT In this paper, the practical prescribed-time bipartite consensus problem of linear multi-agent systems with a connected structurally balanced signed graph is investigated by using event-triggered mechanism. Novel event-triggered control law and triggering condition are proposed for each agent, in which the sampled states of agent and its neighbors are needed. By using the algebraic graph theory and Lyapunov stability theory, it is verified that the practical bipartite consensus can be achieved at fully prespecified time with an adjustable neighborhood range. Moreover, a theoretical discussion is provided to illustrate that Zeno behavior can be avoided during the whole time span. The feasibility of the presented control strategy is validated by a simulation result.

INDEX TERMS Practical prescribed-time consensus, bipartite consensus, event-triggered control, multi-agent systems.

I. INTRODUCTION

Over the past decade, the consensus problem of multi-agent systems has become one of the hottest topics due to its broad potential applications [1], [2]. In most of the previous works, continuous communication among neighboring agents is usually required in the process of achieving consensus. However, in the practical applications, agents are usually powered by limited energy sources and bandwidth. Sufficient communication resources and ideal communication environments cannot be guaranteed. Moreover, high communication frequency is not conducive to the service life of the agent. As a consequence, resource-efficient control strategies are urgently needed. Event-triggered control was then applied to the consensus problem of multi-agent systems [3]. Under an event-triggered control mechanism, the communication between neighbors is usually executed when a pre-designed triggering condition is satisfied. The consumption of communication resources would be reduced by intermittent communication with varying periods.

Numerous works have been devoted to the research for event-triggered control of multi-agent systems in recent years. For instance, event-triggered control was investigated for agents with integrator-type dynamics [3], [4], general linear dynamics [5], [6], and nonlinear dynamics [7]–[9]. It should be mentioned that the aforementioned works mainly focused on the asymptotic consensus control. However, as pointed out in [10], finite-time consensus control is preferable when higher precision and faster convergence rate are demanded. In this context, it is meaningful to investigate finite-time consensus under event-triggered control mechanisms. Different event-triggered control laws and triggering conditions were developed to achieve finite-time consensus for multiple integrator-like systems [11], [12], general linear systems [13] and nonlinear systems [14]. It is worthy mentioning that the state-dependent triggering condition of each agent presented in [11], [12] contains the continuous information of its neighbors, which is undesirable for saving resources. Therefore, the authors in [13] proposed a triggering condition without continuous inter-neighboring communication. However, under the control strategies proposed in [11]–[14], the settling time is depended on the initial conditions and would be going to adequately large with large initial states in a serious situation.

To overcome the aforementioned problem of finite-time consensus, the fixed-time control was thus introduced into the
consensus problem of integrator-type systems [15] and nonlinear systems [16], [17]. Furthermore, the event-triggered fixed-time consensus problem of multi-agent systems with uncertain nonlinear dynamics were considered in [18], [19]. Note that the upper bound of the settling time in fixed-time consensus control [15]–[19] is independent of initial conditions but is subject to certain restrictions. For making the settling time explicitly preassigned, the authors in [20] presented a prescribed-time control method for agents with high-order chain integrator dynamics to achieve leader-following consensus. Moreover, prescribed-time consensus and containment control of first-order multi-agent systems were investigated in [21]. The authors in [22] addressed the prescribed-time consensus problem for general linear multi-agent systems, because many physical systems are modeled by linear dynamics in real practice.

Note that most of the above literatures were focused on the multi-agent systems with cooperative communication links. However, competition is another inherent relationship among agents. In fact, both competition and cooperation usually exist in many complex practical systems [23]. A real group, which may be in social networks [24] or biological systems [25], often has divergences in the process of moving towards the goal. In engineering scenarios, there also exist similar phenomenons like bidirectional flying of unmanned air vehicles. As a result, great efforts have been made to the bipartite consensus of multi-agent systems with cooperation interactions [26]–[29], where all agents converge to a value with the same modulus but opposite signs. The authors in [27] studied the bipartite consensus problem of first-order multi-agent systems with intermittent interaction. The bipartite consensus problem of linear multi-agent systems with input saturation was examined in [28], where the low gain feedback technique was used. Moreover, the authors in [29] investigated the bipartite output containment control of linear heterogeneous multi-agent systems with three control protocols based on a distributed feed-forward approach.

Besides of the results of asymptotic bipartite consensus, finite-time bipartite consensus of first-order multi-agent systems with directional link failure was studied in [30]. The adaptive finite-time bipartite consensus protocol was designed for second-order multi-agent systems with external disturbances in [31], where the leaderless case and leader-follower case were discussed respectively. Moreover, fixed-time bipartite consensus of first-order multi-agent systems was successfully investigated in [32].

Driven by the demands for resource saving, event-triggered bipartite consensus control was applied to multi-agent systems with integrator-type dynamics [33], [34]. The bipartite containment consensus problem of linear multi-agent systems was studied in [35], where an observer-based event-triggered control mechanism was proposed. Most recently, the authors in [36] constructed event-triggered control ensuring prescribed-time bipartite consensus of first-order multi-agent systems, where the settling time is completely preassigned and inter-neighboring communication among agents is discontinuous. However, the results of agents with single-integrator dynamics cannot be extended directly to general linear multiple agents. To the best of our knowledge, there have been few efforts dedicated to the prescribed-time bipartite consensus for general linear multi-agent systems via event-triggered control, which is the main motivation of this paper. The contribution and novelty of our paper is twofold.

(i) A new practical event-triggered prescribed-time bipartite consensus control strategy for linear multi-agent systems is proposed, in which the settling time is fully prespecified and irrelevant to initial conditions and any other parameters. Besides, the communication resources would be saved due to the event-triggered control strategy and the state-dependent triggering condition based on sampled neighbor agents’ information.

(ii) The communication topology studied in this paper is more general and significant, since cooperative and competitive interactions coexist in it.

The rest of this paper is organized as follows. In Section II, some preliminaries and problem statements are briefly presented. The primary theoretical results are addressed in Section III. Section IV provides the simulation example, while Section V concludes the paper.

II. PRELIMINARIES AND PROBLEM FORMULATION

A. NOTATIONS

Denote \( \mathbb{R}^n \) as the \( n \)-dimension Euclidean space and \( \mathbb{R}^{n \times m} \) the \( n \times m \) real matrix space. \( I_n \) is the \( n \times 1 \) column vector with all entries equal to one and \( I_p \) is the \( n \times n \) identity matrix. \(|\cdot|\) and \( \|\cdot\| \) stand for the modulus of a scalar and the Euclidean norm of a vector, respectively. Let \( \text{sign}(\cdot) \) denote the sign function. The Kronecker product of matrices \( A \) and \( B \) is denoted by \( A \otimes B \). By \( \lambda_{\text{min}}(\cdot) \) and \( \lambda_{\text{max}}(\cdot) \), we denote the smallest and largest eigenvalue of the matrix.

B. GRAPH THEORY

The communication topology of the multi-agent systems with coopetition relationship is normally modeled by a signed graph \( \mathcal{G}(A) = (V, E, A) \). \( V = \{1, 2, \cdots, N\} \) is the set of nodes and \( E \subseteq V \times V \) is the set of edges, in which an edge is represented by a pair of distinct nodes. If \( (i, j) \in E \), it indicates that \( i \) can receive the information from \( j \) and \( j \) is called as a neighbor of \( i \). Moreover, the neighbor set of node \( i \) is defined as \( N_i = \{j \in V | (j, i) \in E\} \). The adjacency matrix \( A = [a_{ij}] \in \mathbb{R}^{N \times N} \) is defined by \( a_{ij} = 0 \) and \( a_{ij} \) is equal to the weight associated with edge \( (i, j) \). Clearly, \( a_{ij} \) is positive or negative signifies that the interaction between node \( i \) and \( j \) is collaborative or antagonistic. When there is no communication between \( i \) and \( j \), \( a_{ij} = 0 \).

For an undirected graph \( \mathcal{G}(A) \), \( (i, j) \in E \) if and only if \( (j, i) \in E \), and meanwhile \( a_{ij} = a_{ji} \) holds. A path from node \( i \) to node \( j \) is a sequence of edges \( \{(i, k), (k, l), \cdots, (r, j)\} \) where all nodes \( i, k, l, \cdots, r, j \) are distinct. If there exists a path between every pair of nodes in \( \mathcal{G}(A) \), then \( \mathcal{G}(A) \) is called connected [37]. Furthermore, The Laplacian matrix
where $T$ is the settling time and $c$ is a positive constant that can be adjusted to the appropriate range.

In this work, an event-triggered control strategy will be designed for system (1) such that the states of all the agents achieve practical prescribed-time bipartite consensus. For each agent, the construction of the control law requires only the sampled information of itself and its neighbors, which makes the update of the control law occurs when the triggering condition is satisfied. Meanwhile, a state-dependent triggering condition is designed based on sampled states such that the verification of it is independent of continuous communication.

In order to solve the problem, the following formulas are needed in this paper.

\begin{align*}
\text{Lemma 3 (Young’s Inequality [38]):} & \quad \text{For any vectors } x, y \in \mathbb{R}^n \text{ and } \epsilon > 0, \text{ it holds that } x^T y \leq \frac{\epsilon x^T x}{2} + \frac{\epsilon y^T y}{2}. \\
\text{Lemma 4:} & \quad \text{For three constants } \epsilon_1, \epsilon_2, \epsilon_3 \in \mathbb{R} \text{ that satisfy } \\
& \quad \epsilon_1 > 0, \epsilon_2 > 0, \epsilon_3 > 0, \text{ and } \epsilon_1 \neq \epsilon_2, \epsilon_3 = \min(\epsilon_1, \epsilon_2), \text{ we have} \\
& \quad 0 \leq \frac{1}{\epsilon_2 - \epsilon_1} |(e^{-\epsilon_1 t} - e^{-\epsilon_2 t})| \leq \frac{1}{|\epsilon_2 - \epsilon_1|} e^{-\epsilon_3 t}, \quad t \in [0, +\infty).
\end{align*}

\[ \text{Proof: For } t > 0, \text{ if } \epsilon_1 < \epsilon_2, \text{ it is clear that } 0 \leq (e^{-\epsilon_1 t} - e^{-\epsilon_2 t})/(\epsilon_2 - \epsilon_1) \leq e^{-\epsilon_3 t}/|\epsilon_2 - \epsilon_1| \text{. Similarly, the conclusion holds if } \epsilon_1 > \epsilon_2. \]

### III. MAIN RESULTS

In this section, we address the control strategy and discuss the consensus performance.

#### A. EVENT-TRIGGERED CONTROL MECHANISM

For achieving control objectives, a time-varying scaling function $\mu(t)$ similar to the one defined in [21] is proposed as

\[ \mu(t) = \begin{cases} 
\frac{T^h}{(T - t)^h}, & t \in [0, T), \\
1, & t \in [T, \infty),
\end{cases} \]

where $h > 0$, $T$ is the desired settling time and $\tilde{T}$ is a larger value than $T$. For $m > 0$, it is easy to observe that $\mu^m(t) - \mu^{-m}(t)$ is monotonically increasing (decreasing) on $[0, T)$ with $\mu^m(0) - \mu^{-m}(0) = 1$ and $\lim_{t \to \tilde{T}^+} \mu^m(t) = +\infty$ $(\lim_{t \to \tilde{T}^-} \mu^m(t) = 0)$.

The event-triggered control law for each agent is designed as

\[ u_i(t) = -\left(\beta + \gamma \mu(t) K \sum_{j \in N_i} a_{ij} \left( e^{\tilde{\Delta} \left( -\gamma \theta_i \right)} x_j(t_j^l) \right) - \text{sign}(a_{ij}) e^{\tilde{\Delta} \left( -\gamma \theta_i \right)} x_i(t_i^l) \right), \quad t \in [t_{i, l}, t_{i, l+1}^l) \]

(3)

in which the parameters are specified as follows.

- $\beta > 0$ is a scalar control gain satisfying

\[ \beta > \frac{1}{2\lambda_2} \]

(4)

with $\lambda_2$ defined in Lemma 2;
where $Q$ is the unique positive-definite solution of the algebraic Riccati equation [39]
\[
A^T Q + QA - QBB^T Q + I = 0; \quad (6)
\]

**•** For agent $i(j)$, $t_{i_0}^j(t_{i_0}^j)$ is the latest triggering instant before $t$ and $x_j(t_{i_0}^j(x_j(t_{i_0}^j)))$ denotes the sampled states at time $t_{i_0}^j(t_{i_0}^j)$.

Before giving the triggering condition, we introduce the state measurement error of agent $i (i \in \mathcal{V})$ as
\[
e_i(t) = \tilde{x}_i(t) - x_i(t), \quad t \in [t_{i_0}^j, t_{i_0}^j+1), \quad (7)
\]

with $\tilde{x}_i(t) \triangleq e^{(t-t_{i_0}^j)}x_i(t_{i_0}^j)$.

The triggering instant $t_{i_0}^j$ is determined by
\[
t_{i_0}^j+1 \triangleq \inf \left\{ t > t_{i_0}^j : f(t, e_i(t), \tilde{x}_i(t), \tilde{x}_j(t)) \geq 0 \right\},
\]

where $f(t, e_i(t), \tilde{x}_i(t), \tilde{x}_j(t)) \geq 0$ is called the triggering condition. Furthermore, $f(t, e_i(t), \tilde{x}_i(t), \tilde{x}_j(t))$ is given as
\[
f(t, e_i(t), \tilde{x}_i(t), \tilde{x}_j(t)) = \alpha_i\|K\|^2\|e_i(t)\|^2 - \frac{\kappa \beta}{3\beta + \gamma \mu(t)} \sum_{j \in \mathcal{N}_i} |a_{ij}|(\tilde{x}_i(t) - \text{sign}(a_{ij})\tilde{x}_j(t)) - \eta \varsigma(t), \quad (8)
\]

where $\alpha_i \triangleq \sum_{j \in \mathcal{N}_i} |a_{ij}|$, $\Gamma \triangleq \begin{pmatrix} QBB^T Q, \kappa \end{pmatrix}$. $\kappa$ and $\eta$ are positive constants to be designed. Meanwhile, $\varsigma(t)$ is defined as
\[
\varsigma(t) = \begin{cases} 
\mu^{-1-\frac{1}{2}}(t), & t \in [0, T), \\
\bar{e}^{-\beta t}, & t \in [T, \infty),
\end{cases} \quad (9)
\]

with $\theta > 0$. Without loss of generality, we assume $t_0^j = 0$, $i \in \mathcal{V}$.

In view of (7), the controller (3) changes into
\[
u_i(t) = -\beta K \sum_{j \in \mathcal{N}_i} |a_{ij}|(x_i(t) + e_i(t)) - \gamma \mu(t)K \sum_{j \in \mathcal{N}_i} |a_{ij}|(\tilde{x}_i(t) - \text{sign}(a_{ij})\tilde{x}_j(t)). \quad (10)
\]

Combining (1) and (10), we obtain the following closed-loop dynamics
\[
\dot{x}(t) = (I_N \otimes A - \beta L \otimes BK)x(t) - \beta(L \otimes BK)e(t) - \gamma \mu(t)(L \otimes BK)\tilde{x}(t), \quad (11)
\]

where $x(t)$, $\tilde{x}(t)$ and $e(t)$ are stack vectors defined as $x(t) = [x_1^T(t), x_2^T(t), \ldots, x_N^T(t)]^T$, $\tilde{x}(t) = [\tilde{x}_1^T(t), \tilde{x}_2^T(t), \ldots, \tilde{x}_N^T(t)]^T$ and $e(t) = [e_1^T(t), e_2^T(t), \ldots, e_N^T(t)]^T$, respectively.

**Remark 1:** Considering the definition of $\mu(t)$, the choice of $\tilde{T}$ is aimed to prevent the function from becoming infinite at the desired settling time $T$. Moreover, the increasing speed of the function can be controlled by adjusting the value of $h$.

**Remark 2:** It can be seen from (3) that the control gain $\beta + \gamma \mu(t)$ is time-varying on $[0, T)$, in which the scaling function $\mu(t)$ would play an important role in achieving practical consensus at the prespecified time $T$. Since $\mu(t)$ is monotonically increasing on $[0, T)$, the control input can grow rapidly to meet the requirement of the convergence rate. Moreover, $\mu(t)$ remains $1$ for $t \geq T$, which makes the control law collapse into the conventional event-triggered asymptotic consensus protocol and guarantees the desired consensus performance over $[T, \infty)$. Especially, $\mu(t)$ does not become infinity as time approaches $T$ because of $\tilde{T} > T$.

**Remark 3:** Since the final convergence value of linear multi-agent systems is a dynamic expression related to $e^{N}$ rather than a fixed constant, the state estimation model $e^{(t-t_{i_0}^j)}x_i(t_{i_0}^j)$ was applied to estimate the actual states more accurately.

**Remark 4:** It is worth noting that both the state-dependent term and the time-dependent term are included in the triggering condition (8)-(9), in order to reduce the communication frequency and avoid Zeno behavior. Since the sampled states are included in (8), the implementation of the triggering condition do not use continuous inter-neighboring communication. A time-varying function $\varsigma(t)$ in (9) is designed based on $\mu(t)$ and an exponential function, which is necessary for the consensus performance and the exclusion of Zeno behavior.

**B. CONSENSUS ANALYSIS**

Some intermediate variables are firstly introduced to facilitate the analysis.

Along the path of Lemma 1, we denote $z_i(t) = d_i x_i(t)$ and $\tilde{z}_i(t) = d_i \tilde{x}_i(t)$ for $i \in \mathcal{V}$. Recalling the definition of $e_i(t)$, we have $e_i(t) = d_i e_i(t)$. Moreover, the state vectors are given as $z_i(t) = [z_i^1(t), z_i^2(t), \ldots, z_i^N(t)]^T$, $\tilde{z}_i(t) = [\tilde{z}_i^1(t), \tilde{z}_i^2(t), \ldots, \tilde{z}_i^N(t)]^T$ and $e_i(t) = [e_i^1(t), e_i^2(t), \ldots, e_i^N(t)]^T$. Obviously, $z_i(t) = (D \otimes I_n)x_i(t)$ and $e_i(t) = (D \otimes I_n)e_i(t)$ are valid. Meanwhile, similar to (11), we have the dynamics of $z(t)$ presented as
\[
\dot{z}(t) = (I_N \otimes A - \beta L \otimes BK)z(t) - \beta(L \otimes BK)e(t) - \gamma \mu(t)(L \otimes BK)\tilde{z}(t), \quad (12)
\]

with $L$ proposed in Lemma 1.

Thus, it is easy to see that the bipartite consensus of the system (11) has the same meaning as the conventional consensus of the system (12).

Denote $\xi_i(t) = z_i(t) - (1/N)\sum_{j=1}^N z_j(t), i \in \mathcal{V}$, such that
\[
\xi_i(t) - \dot{\xi}_i(t) = z_i(t) - \dot{z}_i(t).
\]

Subsequently, with the stack vector $\xi(t) = [\xi_1^T (t), \xi_2^T (t), \ldots, \xi_N^T (t)]^T$, we can write $\xi(t)$ in a compact form as
\[
\dot{\xi}(t) = (M \otimes I_n)\xi(t), \quad (13)
\]

with $M = I_N - (1/N)11^T$. It is not hard to see that $M \tilde{L} = \tilde{L} \tilde{M}$ and $\dot{\xi}(t)$ satisfies
\[
\dot{\xi}(t) = (I_N \otimes A - \beta L \otimes BK)\xi(t) - \beta(L \otimes BK)e_i(t) - \gamma \mu(t)(L \otimes BK)\tilde{z}(t). \quad (14)
\]
With above analyses in the context, we are now in a position to present our main results.

**Theorem 1:** Consider the multi-agent system (1) with communication graph $G(A)$ under Assumptions 1 and 2. The control law is proposed as (3), in which the control gain scalars $\beta$ and $\gamma$ satisfy $1/(2\kappa_2) \leq \beta \leq \gamma$. Moreover, the triggering condition in (8)-(9) is presented with $0 < \kappa \leq 1$, $0 < \eta \leq V(0)/(4N\gamma \lambda_{\text{max}}(Q))$, and $\theta > 0$. Consequently, the practical prescribed-time bipartite consensus of the system (1) is achieved.

**Proof:** Consider the following Lyapunov function candidate $V(t) = \frac{1}{2} \xi^T(t)(I_N \otimes Q)\xi(t)$, which is evidently positive-definite. The time derivative of $V(t)$ along the trajectory of the dynamics (14) is

$$
\dot{V}(t) = \xi^T(t)(I_N \otimes QA - \beta \tilde{L} \otimes QBK)\xi(t)
- \beta z^2(t)(\tilde{L} \otimes QBK)e_c(t)
- y\mu(t)\xi^T(t)(\tilde{L} \otimes QBK)\xi(t).
$$

By noting (13), we have

$$
\xi^T(t)(\tilde{L} \otimes QBK)e_c(t)
= z^T(t)(\tilde{M} \otimes QBK)e_c(t)
= (\tilde{z}(t) - e(t))^T(\tilde{L} \otimes QBK)e_c(t)
= z^T(t)(\tilde{L} \otimes QBK)e_c(t) - e^T(t)(\tilde{L} \otimes QBK)e_c(t).
$$

and

$$
\xi^T(t)(\tilde{L} \otimes QBK)\tilde{z}(t)
= z^T(t)(\tilde{L} \otimes QBK)\tilde{z}(t) - e^T(t)(\tilde{L} \otimes QBK)\tilde{z}(t).
$$

Then, substituting (16) and (17) into (15), one gets

$$
\dot{V}(t) = \xi^T(t)(I_N \otimes QA - \beta \tilde{L} \otimes QBK)\xi(t)
+ \beta z^2(t)(\tilde{L} \otimes QBK)e_c(t)
- y\mu(t)z^T(t)(\tilde{L} \otimes QBK)\tilde{z}(t)
+ y\mu(t) - \beta e^T(t)(\tilde{L} \otimes QBK)\tilde{z}(t).
$$

Since $K = B^TQ$, $\bar{a}_{ij} = \tilde{a}_{ij}$ and $\tilde{a}_{ij} = |a_{ij}|$, it is not difficult to verify that

$$
e^T(t)(\tilde{L} \otimes QBK)e_c(t)
= \sum_{i=1}^{N} e_{ij}(t)QBK^TQ \sum_{j=1}^{N} \bar{a}_{ij}(e_{ij}(t) - e_{ij}(t))
= \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \bar{a}_{ij}(e_{ij}(t) - e_{ij}(t))\Gamma(e_{ij}(t) - e_{ij}(t))
\leq \sum_{i=1}^{N} \sum_{j=1}^{N} \bar{a}_{ij}e^2_{ij}(t) + \sum_{i=1}^{N} \sum_{j=1}^{N} \bar{a}_{ij}e^2_{ij}(t)\Gamma e_{ij}(t)
= 2 \sum_{i=1}^{N} \sum_{j=1}^{N} \bar{a}_{ij}e^2_{ij}(t)\Gamma e_{ij}(t)
= 2 \sum_{i=1}^{N} \alpha_{i}K^2\|e_{ij}(t)\|^2
$$

and

$$
\xi^T(t)(\tilde{L} \otimes QBK)\tilde{z}(t)
= \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \bar{a}_{ij}(\tilde{z}_i(t) - \tilde{z}_j(t))^T \Gamma(\tilde{z}_i(t) - \tilde{z}_j(t)).
$$

where $\Gamma = QBBK^TQ$ and $\alpha_{i} = \sum_{j \in N_i} |a_{ij}|$ are defined in (8). Moreover, Young’s Inequality (Lemma 3) is used in (19) to get the inequality.

According to the above analysis and using Young’s Inequality, we obtain that

$$
(\gamma\mu(t) - \beta)e^2(t)(\tilde{L} \otimes QBK)\xi(t)
= \frac{\gamma\mu(t) - \beta}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \bar{a}_{ij}(e_{ij}(t) - e_{ij}(t))^T \Gamma(\tilde{z}_i(t) - \tilde{z}_j(t))
\leq \frac{\gamma\mu(t) - \beta}{2} \left( \sum_{i=1}^{N} \sum_{j=1}^{N} \bar{a}_{ij}(e_{ij}(t) - e_{ij}(t))^T \Gamma e_{ij}(t)
- e_{ij}(t) + \sum_{i=1}^{N} \sum_{j=1}^{N} \bar{a}_{ij}(\tilde{z}_i(t) - \tilde{z}_j(t))^T \Gamma(\tilde{z}_i(t) - \tilde{z}_j(t)) \right)
\leq \frac{\gamma\mu(t) - \beta}{2} \left( \sum_{i=1}^{N} \alpha_{i}K^2\|e_{ij}(t)\|^2 + \sum_{i=1}^{N} \sum_{j=1}^{N} \bar{a}_{ij}(\tilde{z}_i(t) - \tilde{z}_j(t))^T \Gamma(\tilde{z}_i(t) - \tilde{z}_j(t)) \right)
$$

since $0 < \beta \leq \gamma$ and $\mu(t) \geq 1$.

Substituting (19), (20) and (21) into (18) yields

$$
\dot{V}(t) \leq \xi^T(t)(I_N \otimes QA - \beta \tilde{L} \otimes \Gamma)\xi(t)
- \frac{\beta}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \bar{a}_{ij}(\tilde{z}_i(t) - \tilde{z}_j(t))^T \Gamma(\tilde{z}_i(t) - \tilde{z}_j(t))
+ \frac{3\beta + \gamma\mu(t)}{2} \sum_{i=1}^{N} \alpha_{i}K^2\|e_{ij}(t)\|^2.
$$

In light of the definition of $e_{ij}(t)$ and $\tilde{z}_i(t)$, it can be seen from the triggering condition (8) that

$$
\alpha_{i}K^2\|e_{ij}(t)\|^2
= \alpha_{i}K^2\|e_{ij}(t)\|^2
\leq \frac{\kappa\beta}{3\beta + \gamma\mu(t)} \sum_{j \in N_i} |a_{ij}|(\tilde{z}_i(t) - \text{sign}(a_{ij})\tilde{x}_j(t))^T
\times \Gamma(\tilde{z}_i(t) - \text{sign}(a_{ij})\tilde{x}_j(t)) + \eta\xi(t)
= \frac{\kappa\beta}{3\beta + \gamma\mu(t)} \sum_{j=1}^{N} \bar{a}_{ij}(\tilde{z}_i(t) - \tilde{z}_j(t))^T \Gamma(\tilde{z}_i(t) - \tilde{z}_j(t))
+ \eta\xi(t).
$$

Thus, (22) changes into

$$
\dot{V}(t) \leq \xi^T(t)(I_N \otimes QA - \beta \tilde{L} \otimes \Gamma)\xi(t)
- \frac{(1 - \kappa)\beta}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \bar{a}_{ij}(\tilde{z}_i(t) - \tilde{z}_j(t))^T \Gamma e_{ij}(t)
$$
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\[
\begin{align*}
&\times (\dot{z}_i(t) - \dot{z}_j(t)) + \frac{3\beta + \nu \mu(t)}{2} \sum_{i=1}^{N} \eta \zeta_i(t) \\
&= \xi^T(t)(L_N \otimes QA - \beta \bar{L} \otimes \Gamma)\xi(t) \\
&\quad - \frac{(1 - \kappa)\beta}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \bar{a}_{ij} \|K(\dot{z}_i(t) - \dot{z}_j(t))\|^2 \\
&\quad + \frac{3\beta + \nu \mu(t)}{2} N \eta \zeta(t) \\
&\leq \xi^T(t)(L_N \otimes QA - \beta \bar{L} \otimes \Gamma)\xi(t) \\
&\quad + \frac{3\beta + \nu \mu(t)}{2} N \eta \zeta(t),
\end{align*}
\]

in which we have used the condition \(0 < \kappa \leq 1\) to get the last inequality.

Since Assumption 1 holds, it is easy to see from Lemma (2) that \(\xi^T(t)(L_N \otimes \Gamma)\xi(t) \geq \lambda_2 \xi^T(t)(L_N \otimes \Gamma)\xi(t)\). Considering \(\beta \geq 1/(2\lambda_2)\) and substituting (6) into (23), we obtain

\[
\hat{V}(t) \leq \frac{1}{2} \xi^T(t)(L_N \otimes (A^T Q + QA - QBB^T Q))\xi(t) \\
\quad + \frac{3\beta + \nu \mu(t)}{2} N \eta \zeta(t) \\
\leq \frac{1}{2} \omega V(t) + \frac{3\beta + \nu \mu(t)}{2} N \eta \zeta(t),
\]

with \(\omega \triangleq 1/\lambda_{\text{max}}(Q)\).

Subsequently, we will investigate the practical prescribed-time bipartite consensus in the following two steps.

**Step 1.** Considering the time bounded on \(t \in [0, T]\), recalling the definition of \(\mu(t)\) and \(\zeta(t)\), (24) can be rewritten as

\[
\hat{V}(t) \leq \frac{1}{2} \omega V(t) + \frac{3\beta + \nu \mu(t)}{2} N \eta \mu^{-1/(1-\kappa)}(t) \\
\leq \frac{1}{2} \omega V(t) + \frac{3\beta + \nu \mu(t)}{2} N \eta \mu^{-1/(1-\kappa)}(t) \\
= \frac{1}{2} \omega V(t) + 2N \eta \gamma \frac{\bar{h}(\frac{1}{1-\kappa})}{T - t} \\
= \frac{1}{2} \omega V(t) - 2N \eta \gamma \frac{1}{T} t + 2N \eta \gamma.
\]

According to the comparison theorem [40], we obtain that

\[
V(t) \leq e^{-\frac{1}{2} \omega t} V(0) - \frac{2N \eta \gamma}{T} \int_0^t e^{-\frac{1}{2} \omega(t-\tau)} d\tau \\
+ 2N \eta \gamma \int_0^t e^{-\frac{1}{2} \omega(t-\tau)} d\tau
\]

with \(t \in [0, T]\).

Then, it is not difficult to verify that \(\int_0^t e^{-\frac{1}{2} \omega(t-\tau)} d\tau = 2(1 - e^{-\frac{1}{2} \omega t})/\omega \) and \(\int_0^t e^{-\frac{1}{2} \omega(t-\tau)} d\tau = 2(t + 2e^{-\frac{1}{2} \omega(t-\tau)})/\omega - 2/\omega\). Consequently, it leads to

\[
V(t) \leq \left( V(0) - \frac{8N \eta \gamma}{\omega^2 T} - \frac{4N \eta \gamma}{\omega} \right) e^{-\frac{1}{2} \omega t} \\
\quad - \frac{4N \eta \gamma}{\omega T} t + \frac{8N \eta \gamma}{\omega^2 T} + \frac{4N \eta \gamma}{\omega}.
\]

Since \(0 < T < \bar{T}, 0 < \eta \leq \omega V(0)/(4N \gamma)\) and \(e^{-\frac{1}{2} \omega T} \leq e^0 = 1\), we have \(\lim_{t \to T} V(t) \leq V(0) - 4N \eta \gamma T/(\omega \bar{T}) \leq c_1\), where \(c_1\) is a positive constant. Thus, by the definition of \(\dot{\xi}(t)\) and \(V(t)\), we obtain that

\[
\lim_{t \to \bar{T}} \left\| \dot{z}(T) - \frac{1}{N} \sum_{j=1}^{N} z_j(T) \right\| \leq \| \dot{\xi}(T) \| \leq \frac{2c_1}{\lambda_{\text{min}}(Q)}.
\]

**Step 2.** Considering the time bounded on \(t \in [T, \infty)\), it can be seen from the definition of \(\mu(t)\) and \(\zeta(t)\) that

\[
\dot{V}(t) \leq -\frac{1}{2} \omega V(t) + \frac{3\beta + \nu \mu(t)}{2} N \eta \gamma e^{-\theta t}.
\]

Similar to the analysis in **Step 1**, we have

\[
V(t) \leq e^{-\frac{1}{2} \omega t} V(0) + \frac{(3\beta + \nu \mu(t)) N \eta \gamma}{2} \int_{0}^{T} e^{-\frac{1}{2} \omega(t-\tau)} e^{-\theta \tau} d\tau
\]

\[
\leq e^{-\frac{1}{2} \omega T} V(0) + \frac{(3\beta + \nu \mu(t)) N \eta \gamma}{2} (e^{-\theta T} - e^{-\frac{1}{2} \omega T})
\]

\[
\leq \left( V(0) + \frac{(3\beta + \nu \mu(t)) N \eta \gamma}{|\omega - 2\theta|} \right) e^{-\psi t}
\]

with \(\psi = \min(\theta, \omega/2)\), where Lemma 4 is applied to get the last inequality. Subsequently, it is obvious that \(\lim_{t \to \infty} V(t) = 0\), which means that

\[
\lim_{t \to \infty} \left\| \dot{z}(t) - \frac{1}{N} \sum_{j=1}^{N} z_j(t) \right\| = 0.
\]

Result from analyses of the above two steps, it can be concluded that the asymptotic consensus of (12) is achieved, which implies that the bipartite consensus of (11) is achieved. As stated in Definition 1 and 2, the conditions of the practical prescribed-time bipartite consensus of system (1) are satisfied. The proof is completed. \(\square\)

**Remark 5:** In light of the definition of \(\mu(t)\), it can be seen from (2) that the settling time \(T\) can be set arbitrarily. Moreover, from (25), the state disagreement will converge to a neighborhood of the origin at \(T\), where the range of the neighborhood relies on \(c_1\). It is worth noting that the value of \(c_1\) can be adjusted by the designed parameters \(\gamma\) and \(\eta\). In other words, by choosing appropriate \(\gamma\) and \(\eta\), we would obtain a desired convergence neighborhood at \(T\).

**Theorem 2:** Under the event-triggered control strategy (3) and (8)-(9), the multi-agent system (1) will not exhibit Zeno behavior.

**Proof:** For agent \(i\), the derivative of \(e_i(t)\) is

\[
\dot{e}_i(t) = A\tilde{x}_i(t) - \dot{x}_i(t) = Ae_i(t) + (\beta + \nu \mu(t)) B K \sum_{j \in N_i} |a_{ij}| (\tilde{x}_j(t) - \text{sign}(a_{ij}) \tilde{x}_j(t)).
\]

Considering the convergence of the states, it is easy to see that \(\|\tilde{x}_i(t) - \text{sign}(a_{ij}) \tilde{x}_j(t)\|\) has a upper bound \(\tilde{X}_i\) between two
adjacent triggering instant of $i$. Thus, it leads to
\[
\|\dot{e}_i(t)\| \leq \|A\|\|e_i(t)\| + c_2(\beta + \gamma \mu(t))
\] (26)

with $c_2 \triangleq \|BK\| \sum_{j \in N_i} |a_{ij}| \bar{x}_j$.

Then, it can be seen from the triggering condition (8) that
\[
\alpha_i \|K\|^2 \|e_i(t)\|^2 \\
\leq \frac{\kappa \beta}{\kappa \beta (3 \beta + \gamma \mu(t))} \sum_{j \in N_i} |a_{ij}| \|\bar{x}_j(t)\|^2 - \text{sign}(a_{ij}) \bar{x}_j(t)) + \eta \varsigma(t)
\]
and
\[
\|e_i(t)\| \leq \sqrt{\frac{\kappa \beta}{\alpha_i (3 \beta + \gamma \mu(t))} \sum_{j \in N_i} |a_{ij}| \|\bar{x}_j(t)\|^2 + \frac{\eta \varsigma(t)}{\alpha_i \|K\|^2}}
\]

with $c_3 \triangleq \sum_{j \in N_i} |a_{ij}| \bar{x}_j^2$.

Substituting (27) into (26), we get
\[
\|\dot{e}_i(t)\| \leq \|A\| \sqrt{\frac{\kappa \beta}{\alpha_i (3 \beta + \gamma \mu(t))} \sum_{j \in N_i} |a_{ij}| \|\bar{x}_j(t)\|^2 + \frac{\eta \varsigma(t)}{\alpha_i \|K\|^2}}
\]

\[+ c_2(\beta + \gamma \mu(t)).
\] (28)

Like the approach used in the consensus analysis, we need to analyze the time range $t \in [0, T]$ and $t \in [T, \infty)$ respectively.

Firstly, for $t \in [0, T)$, we have $\mu(t) \leq \mu(T)$ since $t \leq T < T$, where $t_i$ is latest sampling instant of agent $i$ before $t$. Therefore, in view of the definition of $\varsigma(t)$, it can be concluded from (28) that
\[
\|e_i(t)\| \leq \sqrt{\frac{\kappa \beta}{\alpha_i (3 \beta + \gamma \mu(t))} \sum_{j \in N_i} |a_{ij}| \|\bar{x}_j(t)\|^2 + \frac{\eta \varsigma(t)}{\alpha_i \|K\|^2}}
\]

\[+ c_2(\beta + \gamma \mu(t)).
\]

Hence, a lower bound of the inter-event interval of agent $i$ is determined by $\tau_i = t - t_i$, which is given by
\[
\Psi_1 \tau_i \geq \sqrt{\frac{\kappa \beta}{\alpha_i (3 \beta + \gamma \mu(t))} \sum_{j \in N_i} |a_{ij}| \|\bar{x}_j(t)\|^2} + \frac{\eta \varsigma(t)}{\alpha_i \|K\|^2} + c_2(\beta + \gamma \mu(t)).
\]

Consequently, it can be concluded that the solution $\tau_i$ is strictly positive, which means that Zeno behavior is avoided for $t \in [0, T]$.

Next, we analyze the case of $t \in [T, \infty)$, in which $\mu(t) = 1$ and $\varsigma(t) = e^{-\eta t}$. As a consequence, we get the following formula from (28) that
\[
\|e_i(t)\| \leq \sqrt{\frac{\kappa \beta c_3}{\alpha_i (3 \beta + \gamma)} + \eta e^{-\eta t}}
\]

\[+ c_2(\beta + \gamma \mu(t)).
\]

Similarly, a lower bound $\tau_i$ is solved with
\[
\Psi_2 \tau_i \geq \sqrt{\frac{\kappa \beta c_3}{\alpha_i (3 \beta + \gamma)} + \eta e^{-\eta t}} \\
\geq \Psi_2(t - t_i).
\]

Obviously, the solution $\tau_i$ is strictly positive. Furthermore, we can conclude that Zeno behavior is not exhibited for $t \in [T, \infty)$. The proof is completed.

Remark 6: The design of the function $\varsigma(t)$ in (9) is not unique, which means that other functions satisfying the control requirements can be found. Since $\mu(t)$ is included in (24), which is monotonically increasing for $t \in [0, T)$, the function $\varsigma(t)$ should contain $\mu^{-\beta}(t)$ with $\bar{m} \geq 1$. For $t \in [T, \infty)$, the function $\varsigma(t)$ should be monotonically decreasing to zero or equal to zero to guarantee the asymptotic convergence. Considering the above conditions, we can give an example of $\varsigma(t)$ as
\[
\varsigma(t) = \begin{cases} 
\mu^{-\bar{m} - \frac{1}{\bar{\eta}}}(t), & t \in [0, T), \\
0, & t \in [T, \infty).
\end{cases}
\]

With this function, the proof of Theorem 1 and 2 can also be implemented through aforementioned steps. However, such $\varsigma(t)$ will lead to smaller inter-event intervals than that of (9), since $\mu^{-\bar{m} - \frac{1}{\bar{\eta}}}(t) \geq \mu^{-\bar{m} - \frac{1}{\eta}}(t)$ and $e^{-\eta t} \geq 0$. Hence, $\varsigma(t)$ is preferable to other functions.

Remark 7: Along with the development of event-triggered control, the comparison between event-triggered control and sampled-data control [41] has also been investigated. For example, in [42], the authors proposed an event-triggered control scheme for discrete-time linear systems with Gaussian white noise disturbances. They proved that the event-triggered scheme proposed outperforms (in a quadratic cost sense) sampled-data control for the same average transmission rate. For the multi-agent systems under event-triggered control, accurate inter-event time is difficult to be calculated due to the aperiodic property of the inter-event times as well as the coupling effects among agents. However, in the simulation part of the revision, we have added a comparison between the two control schemes in order to demonstrate the advantage of event-triggered control to some extent.
IV. SIMULATION

In this section, a simulation example is provided to verify the theoretical results. A group of six agents with general linear dynamics is considered, in which the constant matrices are given as $A = [-2, 1; -0.1, 0.5]$ and $B = [2; 1]$. The communication graph among six agents is described by Fig. 1, which satisfies Assumption 1.

According to Fig. 1, the smallest positive eigenvalue of the Laplacian matrix is calculated as $\lambda_2 = 1.3649$. Thus, we choose $\beta = 0.4$ and $\gamma = 0.5$. By solving the algebraic Riccati equation (6), we have $K = [0.4008, 1.2105]$ and $Q = [0.2083, -0.0158; -0.0158, 1.2420]$. Meanwhile, we get $\lambda_{max}(Q) = 0.8050$. The parameters in (2) are set as $h = 0.5$ and $\overline{T} = 3$. By noting Remark 5, we choose $T = 2.9$. Initial values of the agents are given as $x_1 = [4; 3], x_2 = [5; 2], x_3 = [6; 1], x_4 = [7; 0], x_5 = [8; -1], x_6 = [4; -2]$. Then, we choose $\eta = 0.6$. Other parameters in the triggering condition (8)-(9) are selected as $\kappa = 0.5$ and $\theta = 1.2$ satisfying the conditions in Theorem 1.

The trajectories of the states are presented in Fig. 2, which illustrates that the practical bipartite consensus is achieved in the prespecified time 2.9s. Fig. 3 shows the inter-event intervals of agents, such that Zeno behavior do not exhibit. In details, the total triggering times of agents are 35, 17, 21, 23, 27 and 20, respectively.

Moreover, to illustrate the advantage of event-triggered control in the resource utilization, we make a comparison between it and sampled-data control. The state trajectories under sampled-data control are depicted in Fig. 4 with a period as 0.1s. Thus, the total sampling time is 40 during the whole process. However, the evolution of the trajectories under the event-triggered control (3) and (8)-(9) is similar to that under the sampling control, while the sampling times in the former is less than that in the latter. With these results, it can be concluded that the proposed event-triggered control strategy can reduce the sampling frequency.

V. CONCLUSION

In this paper, we have investigated the practical prescribed-time bipartite consensus problem of linear multi-agent systems associated with a connected structurally balanced signed graph. A novel event-triggered control strategy was designed for each agent, in which the sampled states of itself and its neighbors are needed. Moreover, a scaling function was applied in the control law, which acts a vital part in the prescribed-time consensus. The state-dependent triggering condition was designed based on the scaling function and the sampled states of agent and its neighbors, such that the verification of it is independent of continuous inter-neighboring communication. Under the control law and the triggering condition provided in this paper, the practical prescribed-time bipartite consensus is proved to be achieved. In addition, we have demonstrated that Zeno behavior is avoided in the whole time span. Our future work will focus on the linear multi-agent systems associated with directed graphs.
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