SeDyT: A General Framework for Multi-Step Event Forecasting via Sequence Modeling on Dynamic Entity Embeddings
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1 INTRODUCTION

Knowledge Graphs (KGs) store real-world facts in the form of events while Temporal Knowledge Graphs (TKGs) store events with time information. Event prediction is an important task in KG reasoning that discovers missing facts in TKGs. Event forecasting is a more challenging and more impactful task that predicts the events multi-step (timestamp) away in the future and can be used in many real-world problems like economic crisis prediction [2], crime prediction [8], and epidemic modeling [19]. In a TKG, events are represented by quadruplets $(s, r, o, t)$ that indicate subjects, relations, objects, and timestamps. An event that is valid for a period of time is decomposed into multiple events with the same $s, r,$ and $o$ at different timestamps $t$. The multi-step event forecasting task is defined by predicting the events in the future ($t > T$) giving the event quadruplets happen in the past ($t \leq T$). As forecasting the future events with unseen subjects, objects, or relations is extremely hard, researchers have narrowed the space to identify the subjects, objects, or relations of future events given the rest of the elements in the ground truth quadruplets. In this work, we follow the most popular setup and focus on predicting the subject or object of the events in the future by answering the queries $(?, r, o, t)$ and $(s, r, ?, t)$, which is equivalent to a multi-class classification problem with the number of candidate classes equals to the total number of entities.

Recently, Graph Neural Networks (GNNs) have demonstrated strong expressive power and high versatility in graph representation learning. To learn temporal information as well as structural and contextual information, Temporal GNNs [6, 17] generate dynamic embeddings by adding time encodings to the node attributes and applying Recurrent Neural Networks (RNNs) to regulate the embeddings or the weights. In the event forecasting problem, the quadruplet representation of TKG seamlessly forms a dynamic heterogeneous graph where the entities (subjects and objects) become the nodes and relations become the heterogeneous edges. The timestamps are attached to their corresponding edges. How-ever, it is hard to directly apply Temporal GNNs to forecast future events on the dynamic heterogeneous graph due to the lack of future graph structure information. Inference and reusing the future graph structure step-by-step amplify the prediction error in the temporal embeddings, which leads to low accuracy. To address this issue, previous works [9, 11] used generative models to fit the events into pre-defined heuristic-based probability systems. The future...
entity embeddings multi-step away are generated by integrating the probability model over all the future timestamps. Compared with discriminative models, generative models typically have high computation costs and favor high-quality training data. The performance also profoundly depends on the design of the probability system. In this work, we propose SeDyT, a discriminative framework that applies sequence modeling on the extracted dynamic embeddings to perform multi-step forecasting. The auxiliary sequence model overcomes the challenge of multi-step forecasting using Temporal GNN, allowing SeDyT to be trained in a simple discriminative manner. The main contributions of this work are:

- We propose SeDyT, a highly flexible discriminative framework for event forecasting on TKGs which is compatible with most sequence models and Temporal GNNs.
- We develop an efficient mini-batch training method that updates the parameters in the sequence model and the Temporal GNN in SeDyT in one gradient descent propagation. The co-training of the two components allows SeDyT to accurately learn the probability of each entity in the queries without any approximations or assumptions.
- We evaluate the performance of SeDyT on five popular datasets under two different setups. Compared with the state-of-the-art baselines, SeDyT achieves the highest MRR on all five datasets.

2 BACKGROUND

There are many works [7, 22, 25, 30] on event prediction in TKGs with the task of predicting missing elements in the events. Recently, Re-NET [11] claimed to be the first to provide solution to the event forecasting task where only the ground truth in the training set is used at inference. Re-NET implemented a static GNN and several RNNs to capture the dynamic entity embeddings and mapped the embeddings to an auto-regressive probability model. Later, NLSM [9] proposed a variational inference technique to estimate the posterior distribution of an edge occurring between two specified nodes. In order to capture the joint distribution with low computation cost, these models have to stand on unpractical assumptions, such as the independence between two graph snapshots with a long time duration, two events happening at the same timestamp, and the statistical model parameters. To perform multi-step inference, these generative models need to integrate over the future steps which are also not computationally feasible. As a result, Re-NET samples in the probability space and NLSM approximates the posterior distribution using Evidence Lower Bound Objective (ELBO). By contrast, SeDyT does not need these assumptions and approximations in both training and inference. To guarantee accuracy, the probability of the target entity is directly computed by our discriminative model. Beside these generative models, CyGNet [33] tried to attach a copy module to predict the future from the history, which achieved state-of-the-art accuracy on some datasets.

2.1 Temporal Heterogeneous Graph Neural Network

GNN [13] and its variants [1, 27, 31, 32] generate node embeddings by iteratively gathering and aggregating neighbor information.

The forward propagation in the \((k)\)th GNN layer with attention mechanism is defined as

\[
h^{(k)}_{u} = \sigma \left( \sum_{v \in N(u)} \frac{\exp(Q^{(k-1)}_{v} \cdot K^{(k-1)}_{v} \cdot V^{(k-1)}_{v})}{\sum_{u' \in N(v)} \exp(Q^{(k-1)}_{u'} \cdot K^{(k-1)}_{u'} \cdot V^{(k-1)}_{u'})} h^{(k-1)}_{v} \right)
\]

where \(Q^{(k-1)}_{v} = W^{(k-1)}_{q} h^{(k-1)}_{v}\) is the query, \(K^{(k-1)}_{v} = W^{(k-1)}_{k} h^{(k-1)}_{v}\) is the key, and \(V^{(k-1)}_{v} = W^{(k-1)}_{v} h^{(k-1)}_{v}\) is the value. \(\sigma(\cdot)\) denotes the activation function. \(N(v)\) denotes the set of one-hop neighbors of node \(v\).

To capture temporal information as well as structural and contextual information, recent works [6, 21, 29] attached a functional time encoding that captures the time difference between the current time and the timestamp of the edge to traverse. Specifically, the neighbor messages \(h^{(k-1)}_{u}\) in Equation 1 are concatenated with an additional functional time encoding

\[
\bar{h}^{(k-1)}_{u} = h^{(k-1)}_{u} \| \cos(\omega (t - t_{au}) + \phi)
\]

where \(t_{au}\) is the timestamp of the edge from node \(v\) to node \(u\). \(\omega\) and \(\phi\) are two learnable vectors.

2.2 Sequence Model

Sequence models aim to predict the next or next several elements in a given sequence. Recurrent Neural Network (RNN) [20] and its variants [5, 10] capture the temporal dependency in the sequences by using the output in the previous cell as the input of the current cell. Transformers [26] have proven to be powerful models in language sequences that rely purely on attention mechanisms. Convolutional Neural Networks (CNNs) and Multi-Layer Perceptrons (MLPs) can also be used in sequence modeling if the sequence length is fixed.
3 APPROACH

Figure 1 shows a simplified diagram of our SeDyT framework. To answer the query \((?, r, o, t + \Delta t)\) or \((s, r, ?, t + \Delta t)\), SeDyT first computes the dynamic node embeddings of the input entity \(o\) or \(s\) at each of the history and current timestamps. Then, a sequence model generates the entity embeddings at the target timestamp \(t + \Delta t\). Finally, the classifier generates the probability of each candidate entity. We introduce these three processes in Section 3.1, Section 3.2, and Section 3.3, respectively. To efficiently train SeDyT in one gradient pass, we also design a novel training method, which is presented in Section 3.4.

3.1 Dynamic Node Embedding Generation

The dynamic node embeddings are generated by performing graph representation learning on the dynamic heterogeneous knowledge graph. In the knowledge graph, temporal heterogeneous edges represent events while static homogeneous nodes represent entities. For an event \((s, r, o, t)\), we add two edges to the knowledge graph: one \(r\)-typed edge from node \(s\) to node \(o\) with timestamp \(t\) and one \(F\)-typed edge from node \(o\) to node \(s\), which enables the entity nodes to gather information from both their corresponding objects and subjects. We use learnable static embeddings to serve as the input node attributes, which could also be replaced with entity features (if present in the dataset).

We adopt the multi-head attention [27] mechanism that performs multiple forward propagation in Equation 1 with separate weight matrices \(W_q, W_k, W_v\) in each attention head. Since the knowledge graph has heterogeneous edges, we use separate weight matrices for each edge type. Let \(r^k_h\) be the aggregated message of node \(v\) from its neighbors \(N_v(s)\) with \(r\)-typed edges. We use the mean aggregated message of all connected edge types \(\|N(v)\|\) as the hidden feature of node \(v\).

To capture the temporal information in the edges, we replace \(\hat{h}\) with \(\hat{h}\) in Equation 2 except for the hidden features in the last layer. Thus, the generated embeddings contain the contextual information from node attributes as well as the structural and temporal information from temporal heterogeneous edges. Note that SeDyT is also compatible with traditional GNN+RNN methods [11, 17] to generate node embeddings.

3.2 Sequence Modeling

SeDyT uses the future entity embeddings to forecast events. Let \(t\) be the current time. The future entity embedding \(h_e(t + \Delta t)\) of node \(e\) at timestamp \(t + \Delta t\) is computed by performing fixed-length sequence modeling on the sequence of the current and past entity embeddings \([h_e(t - \Delta x)]\) where \(\Delta x\) denotes the selected history timestamps \([\Delta x, \Delta x, \ldots, \Delta x, \Delta x_0 = 0]\). Sequence modeling is a well-studied problem, especially for fixed-length sequences. In this work, we focus on the following four sequence models.

- SATT: Sequence modeling based on self-attention [26] (encoder only). In each SATT layer, we compute the attention between each pair of elements in the entity embedding sequence.
- CONV: Sequence modeling based on the convolutional operation. We stack the sequences vertically to obtain 2-D tensors and apply a \(3 \times 3\) 2-D convolution kernel.
- MLP: Sequence modeling based on MLP. We concatenate the sequence horizontally and apply MLP to obtain the predicted future entity embedding.
- LSTM: Sequence modeling based on LSTM [10]. We use a multi-to-one LSTM to predict the future entity embedding.

3.3 Probability Generation

To predict the subject or object of a future event, we take the future embedding of the corresponding object or subject and the learnable static relation embedding as input. We use MLP with residual connections to map the input to the probability of the candidate embeddings.

3.4 Efficient Training

To train SeDyT in a discriminative way, we set the step \(\Delta t\) in the sequence model to be the time span of the validation and test set so that SeDyT can forecast all the events in the test set with the ground truth in the training set only. As a discriminative framework, SeDyT does not set a loss for the sequence model to predict the known history embeddings of the entity. Instead, we optimize the cross-entropy loss only between the generated probabilities and the ground truth entities for each event in the training set. However, directly performing gradient descent on this loss is infeasible because it must propagate on the graph structure which is different at the history timestamps \(\hat{h}\). To solve this problem, we create snapshots of window size \(T\) by duplicating the nodes and adding a special type of edge between the same entity across the snapshots to retain connectivity as shown in Figure 1. These self-connection edges are directed edges that only point from the past nodes to their future nodes, which avoids using the information from the future. This allows the Temporal GNN to compute forward and backward propagation at different timestamps simultaneously by computing the node embeddings of the same entity in different snapshots.

4 EXPERIMENTS

We evaluated the performance of SeDyT on five popular datasets: GDELT [15], ICEWS14 [25], ICEWS18 [4], WIKI [14], and YAGO [16]. We follow the same training, validation, and test split used in the event forecasting works [9, 11, 33]. On ICEWS14, we ignore the timestamps of test events and set \(\Delta t = 1\) because the time duration in the test set is longer than the training set. We set 200 as the dimensions of the entity attributes and relation embeddings to be consistent with other works [11, 33]. In the Temporal GNN, we use a one-layer GNN described in Section 3.1 to generate 200-dimensional temporal entity embeddings. We combine the heterogeneous edge types with low occurrences and use shared weights to perform message passing on these edges. The window size \(T\) is set to be 4, 3, 3, 1, 1 on the five datasets, respectively. We show the results of SeDyT with four different sequence models mentioned in Section 3.2 with the history timestamps \(\Delta x = [31, 23, 15, 7, 3, 1, 0]\). We adopt the copy module [33] which takes the temporal entity embeddings at the last timestamp \(\Delta x_0 = 0\) as input and is disconnected in the gradient descent step. We use the ADAM optimizer [12] to train...
SeDyT converge. We implement SeDyT using DGL [28] and PyTorch. All the results are averages of three runs. Our code is available at https://github.com/tedzhouhk/SeDyT.

We first compare the performance of SeDyT with the static methods [22, 24] and the temporal methods [7, 11, 18, 23, 33] under the setting of forecasting future events using the events in the training set only (i.e., $\Delta t$ equals to the time duration of the validation and test set). We modify the code of CyGNet so that both the subject and the object are predicted using a single model. Table 1 shows the filtered [3] MRR, Hit@3, and Hit@10 (in percentile) of SeDyT and the aforementioned baselines. The results of baselines except CyGNet are taken from RE-NET [11]. SeDyT achieves the highest MRR on all datasets with an average improvement of 2.40% over the state-of-the-art results. SeDyT also achieves the highest Hit@3 on all datasets and the highest Hit@10 on three datasets. The four variants of SeDyT achieves comparable performance, where SeDyT-CONV works best on the TKGs with the prolonged events (WIKI and YAGO). For the TKGs with point time events (GDELT, ICEWS14, and ICEWS18), SeDyT-MLP achieve the best performance on these two datasets with more than 10% improvement in MRR compared with NLSM.

### 5 CONCLUSION AND FUTURE WORK

In this work, we proposed SeDyT, a discriminative framework for event forecasting on TKGs that is compatible with most Temporal GNNs and sequence models. We developed a snapshot-based TKG representation and an efficient training algorithm that trains the two components in SeDyT in one gradient pass. We evaluated the performance of four SeDyT variants on five datasets and showed that SeDyT achieved the highest MRR on all datasets.

In the future, we want to test the performance of SeDyT on large-scale datasets such as the GDELT dataset with multiple years instead of the one-month used in this work. As SeDyT is compatible with most Temporal GNNs, we would like to try more complex and powerful methods. In addition, under the current setting, SeDyT forecasts the future events with a fixed step $\Delta t$ where the ground truth events in the last several timestamps are not used when forecasting the events at the beginning several timestamps in the future. For example, when forecasting an event at timestamp $t + 1$, SeDyT with fixed step $\Delta t$ ignores the ground truth events between $t \sim t + 1$ to $t$. We plan to explore the sequence models that support adjustable sequence lengths like SATT and LSTM to support dynamic step prediction for SeDyT. Dynamic-step prediction also has the potential to improve the computation complexity when forecasting future events in a continuous-time interval.

### ACKNOWLEDGMENTS

This work is supported by the National Science Foundation (NSF) under grants OAC-1911229 and CNS-2009057 and in part by the Army Research Lab (ARL) under ARL-USC collaborative grant DIRA-ECLDEC21-CI-037.
