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Abstract

Here we explore the use of scanning electron diffraction (also known as 4D-STEM) coupled with electron atomic pair distribution function analysis (ePDF) to understand the local order (structure and chemistry) as a function of position in a complex multicomponent system, a hot rolled, Ni-encapsulated, Zr\(_{65}\)Cu\(_{17}\)Ni\(_{10}\)Al\(_{7.5}\) bulk metallic glass (BMG), with a spatial resolution of 3 nm. We show that it is possible to gain insight into the chemistry and chemical clustering/ordering tendency in different regions of the sample, including in the vicinity of nano-scale crystallites that are identified from virtual dark field images and in heavily deformed regions at the edge of the BMG. In addition to simpler analysis, unsupervised machine learning was used to extract partial PDFs from the material, modelled as a quasi-binary alloy, and map them in space. These maps allowed key insights not only into the local average composition, as validated by EELS, but also a unique insight into chemical short-range ordering tendencies in different regions of the sample during formation. The experiments are straightforward and rapid and, unlike spectroscopic measurements, don’t require energy filters on the instrument. We spatially map different quantities of interest (QoI’s), defined as scalars that can be computed directly from positions and widths of ePDF peaks or parameters refined from fits to the patterns. We developed a flexible and rapid data reduction and analysis software framework that allows experimenters to rapidly explore images of the sample on the basis of different QoI’s. The power and flexibility of this approach are explored and described in detail. Because of the fact that we are getting spatially resolved images of the nanoscale structure obtained from ePDFs we call this approach scanning nano-structure electron microscopy (SNEM), and we believe that it will be powerful and useful extension of current 4D-STEM methods.

1. Introduction

Properties of complex materials depend on the spatial nature of ordering, which therefore must be well characterized. Structural order can form on multiple length scales and this requires tools that can yield local structural information but in a spatially-resolved manner. The local ordering may be compositional or structural and will have some correlation length. A proper determination of these factors is important to understand and control the material behaviour and transformation mechanisms, which is the focus of the current paper.
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Structural complexity of materials can be characterized in many ways, such as the atomic variety in alloys, or by the way atoms are correlated and the length a correlation persists. Since properties of a material are fundamentally linked to its structure, in a heterogeneous material systems, for example, it is important to understand the different parts and relations between different structures. In sufficiently ordered samples, high resolution transmission electron microscopy (TEM) measurements may be carried out with enough resolution to see individual defects such as dislocation cores and atomically sharp grain boundaries [1]. Although highly informative, these measurements require that columns of atoms persist across the sample, which makes it challenging to gain structural information from heterogeneous disordered regions. In the most general cases, structural heterogeneity may incorporate a wide range of structural order from distinct, well ordered, crystalline grains all the way to amorphous inclusions. In the latter case, and for small nanocrystalline clusters such as crystalline domains embedded in the amorphous material, direct imaging of atomic columns is not possible.

The structure of amorphous materials is statistical, with many different atomic arrangements. The structure of these materials is often described in terms of local structural correlations, for example, a preference for an approximate FCC-like close packing of nearest neighbours around a central atom. The correlations die away as you move to higher neighbour shells because the packing is not perfect and get progressively random at higher distance from a central atom. The more perfect the packing the further out the correlations persist. The correlation length is a measure of this persistence length and therefore a measure of the degree of order. To get a complete picture of structurally heterogeneous materials it is important to study the nature of such local structural correlations and how they vary as a function of position in the sample.

In alloys, chemical correlations, meaning the a local tendency for alike or different atoms to cluster together or avoid each other, can exist both in amorphous and fully crystalline materials[6]. As schematically shown in panel (v) of Fig. 1(a), chemical clustering or ordering tendencies, or in short ‘chemical ordering’, can exist regardless to the degree of crystallinity. Therefore, to fully describe a heterogeneous sample, one would need to describe variations in both structural and chemical correlations.

To map order in a heterogeneous or time-evolving sample, the measuring tool need to be with a sufficiently high resolution. For example, when one is interested to spatially-map order gradients, or track processes that include amorphization, nucleation, growth, and chemical ordering, high spatial or temporal resolution would be a requirement. With this in mind, our work claims to disentangle structural and chemical order from a heterogeneous complex system in a nano-meter length scale resolution.

For this purpose, our test-subject is an accumulative hot-rolled composite between a hosting crystalline Ni and a Zr$_{65}$Cu$_{17.5}$Ni$_{10}$Al$_{7.5}$ bulk metallic glass (BMG) that results in a few 100’s of nm thick BMG laminated in a poly-crystalline Ni matrix [2]. More specifically we used a single Ni/BMG/Ni laminate that was thinned to 70 ± 15 nm using a focused-ion-beam (Fig. 1(b)). The combination of local strain at the interface between the crystalline Ni and the BMG, and the elevated temperature during processing may promote potential diffusion-driven local compositional variations and nano-crystallization [2]. Our aim was to disentangle the underlying structural heterogeneity in the laminated BMG and along the BMG/Ni bonding interface, and trace the local order evolution within the BMG.

To disentangle the structural heterogeneity in the Ni/BMG/Ni laminated test sample, we use electron diffraction. In diffraction, Bragg peaks yield the periodically averaged crystal structure. Deviations from that appear in the diffuse scattering signal. Total scattering and pair distribution function (PDF) analysis take into account both Bragg and diffuse information, yielding in a histogram of all the atom-atom distances in the material that is a convoluted structural length-scale dependent picture of chemical and structural correlations [7]. Structural analysis of similar Zr–X based BMG systems was done via x-ray diffraction [8, 9, 10]. However, lacking the spatial resolution electron-diffraction can offer, structural evolution at the nano-scale is impossible.

The strong electron beam-matter interaction makes electrons the ideal probe when structural information from small volumes or dilute mass (e.g. vapour phase or isolated nano-particles) is desired. And indeed, total scattering and electron PDF (ePDF) studies of vapour and ultra-thin amorphous layers date back to the 1940’s and 1950’s. However, for the same reason, ED became challenging for fully quantitative total scattering and PDF analysis on condensed matter due to more significant multiple scattering effects [11].
Figure 1 (a) An illustration of our approach for extracting structural information from complex systems, which guide the core principles of SNEM. The target is to spatially map the evolution of order in disordered systems as shown in the middle panel. (b) Virtual bright field (VBF) of the heterogeneously disordered sample under study: a single Ni/BMG/Ni laminate from a six-cycle composite accumulative hot-roll-bonded of $\text{Zr}_{65}\text{Cu}_{17.5}\text{Ni}_{10}\text{Al}_{7.5}$ BMG and Ni. A typical zoomed out perspective of the sample can be found in Shahrezaei et al. [2]. As previously shown [2, 3, 4, 5], the fabrication technique is expected to provoke a high degree of heterogeneity within the BMG and across the BMG-Ni interface, hence relate to the atomic order illustrated in panel (a-iv) and acts as a test system for the SNEM approach. The transformation from panel (b) to (c) shows an example for the implementation of the SNEM methodology, where we show augmentation of order information on-top of a typical virtual bright field image. Panel (c) is a chemical order mapping within BMG layer. The target of the workflow is to be able to identify structural order variations in heterogeneous complex systems, as illustrated in panel (a-v), such as: a random distribution, an A–B ordering or clustering (blue and red atoms represent different elements of different size and the black arrows shows the correlation-length of the order). The order-mapping workflow, describes: (i) the choice of a probe for a total scattering experiment guided by a resolution criteria (see also Fig. S1); (ii) collection of relational datasets of diffraction data, where here we focus on spatially-related data; (iii) describes a process for extracting physically-meaningful information using QoIs from the highly-relational data, for example, by the use of a classification algorithms (e.g. a non-negative-matrix factorization, NMF) that use 1D vectors ($\rightarrow$) of ePDFs to reconstruct principle-component vectors and weight matrix for each component; (iv) a QoI matrix that contain order-parameters (e.g., an NMF weight matrix) is then projected into a space (or time) grid to represent order information. In (v) we represent chemical short range order information.
Nevertheless, previous studies showed [11, 12, 13] that amorphous materials do not suffer from multiple scattering as much as crystalline ones, meaning that effects on peak position, ratio and shape are benign, even for samples as thick as 150 nm. For crystalline samples, besides controlling the fabrication thickness, automated precession-averaging [14, 15] further corrected multiple scattering effects to gain reliable quasi-kinematical ED.

The introduction of improved automation in ED data collection allowed data to be acquired as a function of position (2D real-space) and scattering momentum (2D reciprocal-space), which introduced a nm spatially-resolved TEM-based diffraction method known as 4D-STEM [16]. 4D-STEM has been used to obtain reliable structural information at the nm scale. 4D-STEM-like measurements often focus on well ordered systems, with clearly-present Bragg peaks [16] where matching diffraction patterns to a known structure to generate, for example, orientation, strain field or geometrically-necessary-dislocation maps [15, 19, 20, 21].

A pioneering set of works [22, 13, 23, 24, 25] showed that when adding PDF to the analysis pipeline of 4D-STEM experiments, one can map amorphous and nanocrystalline phases, beyond the elemental mapping regularly done, for example, using EDX. In these works the ePDFs were used as structural “fingerprints” to do the mapping. Since it has been previously shown that ePDFs can be quantitatively analysed [26, 27, 28], it should be possible to treat the 4D-STEM-generated ePDF data in a similar quantitative manner to map continuously varying structural features in a structurally heterogeneous sample.

Here we present a general concept for extending the current state of the art in structural imaging using transmission electron microscopy as ‘SNEM’, which stands for Scanning Nano-structure Electron Microscopy. A successful SNEM is one that is able to capture a wide range of structural and/or compositional correlations, together with a wide range of correlation lengths (from amorphous to nano-crystals to bulk single crystal), in a spatially resolved manner with nm spatial resolution. SNEM’s purpose is not to resolve from electron diffraction pattern complete structural models, but to follow the evolution of structural motifs in complex systems. More specifically, we characterize SNEM as any structurally-resolved scanning transmission electron microscopy method that can result in imaging of structural features at the nm structural and positional resolutions, and image them as they evolve across a heterogeneous sample in a continuous manner.

To represent continuity in SNEM and draw maps of structural features from diffraction patterns we use a simple but extremely powerful approach: the definition, computation and mapping of Quantities of Interest (QoIs). QoI refers to any scalar quantity that can be computed directly from the signal, and represents a valuable physical property about the sample. QoIs are widely used for generating maps in various microscopies. For example, the VBF map in Fig. 1(b) is actually such an example, where the QoI is proportional to the number of counted photons coming from the fluorescence screen due to transmitted electrons that hit close to the beam center.

Since QoI’s are mathematically-derived quantities and depend on the analysis pipeline that is used, the number of such quantities that can be mapped is large. It can even include quantities derived from modelling; for example, fitting models to ePDF data and mapping refined model parameters [29]. SNEM maps strive to contain selected scalar quantities that represent actual structural features, which makes structurally- and chemically-significant QoI harvesting the heart of SNEM. Here we use both 2D diffraction patterns and the reduced 1D-ePDFs as our signal from which QoI’s are extracted to generate 2D SNEM maps and discover underlying structural features as demonstrated in Fig. 2.

2. Results and Discussion

2.1. Overview of the SNEM workflow

We start by presenting an overview of the SNEM workflow, which is summarized in Fig. 2. There follows a more extensive discussion of the resulting SNEM maps (Fig. 2(d)), and the principles that guide us toward making maps to extract the most scientific insights. Technical experimental details for generating the SNEM images are found in the Methods section in the Supporting Information.

Fig. 2(a) summarizes the data acquisition process. The sample is a bulk accumulative hot-roll bonded \([Zr_{65}\text{Cu}_{17}\text{Ni}_{10}\text{Al}_{7.5}\text{Ni}]\) (BMG-Ni) composite, from which a \(\sim 70 \pm 15\) nm thick FIB lift-out of a single Ni/BMG/Ni laminate was used for imaging (Methods section 1). A SPED measurement (Methods section 2)
was carried out using a front camera that photographed a fluorescence screen detector (Methods section 2.1). A beam spot-size of 2 nm was used with a step-size of 3 nm. Electron path Monte Carlo simulation (Fig. S2) showed that a 3 nm step size will fall within the lateral resolution of the beam at the exit from the sample. 289 × 132 diffraction patterns were collected as our raw data. Due to the data-acquisition geometry, the diffraction patterns were geometrically-distorted, which had to be corrected. We used the commercial ‘ASTAR’ software for the course geometric correction of the diffraction patterns (Methods section 2.2).

Typical distortion-corrected diffraction patterns (DPs) from the BMG layer are shown in Fig. 2(b). The DPs show both large and subtle differences and encode spatially resolved structural information we will harvest in the form of QoI’s. The DPs show purely-amorphous signals (broad rings), an amorphous BMG mixed with nano-crystalline inclusions (ring with higher-intensity spots in it), a mixture of crystalline-Ni and amorphous-BMG diffraction close to the BMG/Ni interface, and regions of single or multi-crystal nickel (not shown). The DPs are used as inputs to data analysis pipelines that are built in a home-written software ‘MiniPipes’: a configurable Python-based data-analysis pipeline framework (Methods section 5). MiniPipes allows configuring an analysis pipeline for a single DP via a graphical user interface, and applying the configured pipeline on the rest of the DP’s resulting in the SNEM maps.

Since our focus is to obtain structural features coming from the BMG layer, we focus our analysis configurations on reducing and extracting QoI’s from the diffuse-scattering rings in each pattern. Therefore, QoI’s generated from regions that show only (or majorly) Ni-diffraction spots, such as those shown in Fig. S5 and Fig. 7 are neglected for the sake of the scientific discussion. Nevertheless, the crystalline Ni peaks are used for the coarse distortion-correction as well as calibration of the momentum-transfer (\(Q\)) for each DP. More details are found in Methods section 2.2 and Methods section 2.4.

After distortion correction and calibration, the analysis pipeline consisted of these steps: (i) masking, (ii) azimuthal integration to gain a 1D-DP, (iii) reduction and Fourier-transformation of the 1D-DP to obtain the ePDF and (iv) extraction of a QoI from the ePDF. We note that QoI’s may be defined at each step of the analysis, including from the raw data in the form of, for example, virtual dark field images. The conceptual details of steps i-iv are presented below, where the full details are discussed in the Methods section in the Supporting Information.

When we used ePDF to extract a structural QoI’s, we applied an auto-masking algorithm on every distortion-corrected DP before azimuthally-integrating the DP images. This step was important in particular to isolate intensities that originate from the amorphous part of the sample. As shown in Fig. 2(b), the amorphous signal from the BMG is occasionally mixed with Bragg peak intensities from nano crystalline inclusions within the BMG, or Ni peaks close to the Ni/BMG interface. The algorithm for masking static pixels and occasionally-appearing defective pixels or unwanted Bragg diffraction intensities is further explained in the Methods section 3.1 and demonstrated in Fig. S7. Following the masking step we azimuthally integrate the masked DP images. To get an accurate \(Q\) mapping for the azimuthally-integration (Methods section 3.2), a calibration process (Methods section 2.4) was used. We note that since calibration can be sometimes challenging, and since in microscopy one may be interested in relative changes without insisting on absolute values, limited but valid qualitative scientific insights can be also drawn with a less accurate or even no calibration at all. The 1D integrated DPs were then reduced and Fourier-transformed to get a PDF, \(G(r)\) (Methods section 3.3), as shown in Fig. 2(c).

Multiple physically-significant QoIs can be defined and computed (Methods section 4). Indexing each scalar QoI with the spatial position, can then generate SNEM images as shown in Fig. 2(d). As such, the SNEM images allow us to visualize different aspects of the structural heterogeneity. The maps in Figs. 2(d)(i-ii) (red box) use extracted QoI’s from DP’s, while Figs. 2(d)(iii-v) (green box) use extracted QoI’s from ePDFs. Each SNEM image comes from a unique contrast signal that emphasizes different structural features and exposes different aspects of the structural heterogeneity.

Map Fig. 2(d)(i) uses as a QoI the total intensity in an annulus surrounding the main diffraction ring (see Fig. S8(a)). Map Fig. 2(d)(ii) uses the same annulus mask but extracts the maximum intensity in the annulus. Fig. 2(d)(i) clearly distinguishes between the crystalline Ni and the amorphous BMG. Fig. 2(d)(ii) exposes regions with nano-crystalline inclusions within the BMG, which result in stronger diffraction peaks due to more ordered clusters present within the probed area, i.e., nano-crystalline inclusions.

Simple, but extremely valuable QoI maps are for a PDF peak position and sharpness extracted directly
Figure 2 An overview summary for SNEM imaging a Ni-BMG-Ni laminate. (a) General schematics of the precession-assisted 4D-STEM data collection setup with a fluorescent screen and a front camera as a detector. (b) Typical distortion-corrected DP’s taken from different parts of the sample where one can identify ring patterns from the amorphous BMG, patterns with extended correlation from nano crystalline inclusions (high intensity spots in rings), and patterns with long-range correlation as shown by apparent intense Bragg peaks coming from regions closer to the Ni-BMG interface. (c) An ePDF that was reduced from a single diffraction pattern collected from the BMG region. (d) SNEM maps using QoI’s that are harvested from the DP’s or the reduced ePDFs, where a higher/lower QoI value is colored scaled to be more yellow/dark-blue color: map (i) and map (ii) are virtual dark field (VDF) images of the total intensity and the maximum intensity found in an annulus that surrounds the amorphous ring, respectively. Maps (iii) and (iv) use the peak position and sharpness around $r \sim 2.7$ Å as a QoI. Map (v) uses the sum of the first two peaks’ position within the r-range 2-4 Å. The SNEM maps in (d) demonstrate structural information, including: (i) resolve crystalline from amorphous regions; (ii) detect precipitants with higher-structural correlation (i.e., nano crystallites) in the amorphous BMG; (iii) highlight regions with different pair-correlation density; (iv) map out regions with different distribution of bond-lengths; (v) distinguish between regions with a different chemical short range order. The maps in panels (d)(ii-v) are repeated and further discussed in Fig. 5, Fig. 6(b) and Fig. 7, respectively. Details about the generation of the QoI maps is found in Methods section 4 and along the Results section.
from the PDF data, as shown in Figs. 2(d)(iii) and (iv). These contain information about the average interatomic neighbour distances and bond distribution in the first coordination shell (CS). Since in our system the atoms have different atomic sizes, with Zr being the largest, map Fig. 2(d)(iii) yields information about the Zr–X pair density with respect to X–X pair density (X is any other atom than Zr). Since bond-density distributions generally correlate with the local chemical composition bright-yellow regions roughly reflect a more Zr-rich area. Later we show that this conclusion is consistent with an EELS measurement that yields a spatially-resolved elemental analysis from the same region on the sample.

We further note that the SNEM measurement gives not only information about the average composition vs. position, but also any variations in local chemical and structural order even when the composition is not varying. Such effects are often met in multi-component systems and introduce heterogeneity in the local order [6].

In this regard, the distribution of bond-lengths in the first CS, as shown in map Fig. 2(d)(iv), shows regions with sharper (more yellow) or less sharp (more dark-blue) peaks that correspond to the distributions of bond-lengths. We see, for example, that closer to the Ni-BMG interface the bond-length distribution is narrower than in most regions within the BMG core. This can indicate a reduction in the variety of atomic species that contribute to the bond-length distribution, such as when we have a Ni-rich region closer to the Ni-BMG interface. In the middle of the BMG, the wider bond distribution regions appear as dark-blue regions.

A slightly more advanced QoI map that uses both peaks’ position within the range $2 < r < 4$ Å is shown in Fig. 2(d)(v) and yields information about the chemical short-range-order (SRO), meaning the tendency of the different elements in the structure to cluster (form X–X and Y–Y bonds) or mix (from X–Y bonds). Moreover, the vast amount of spatially-related diffraction patterns can be used to extract chemical SRO maps using principle component analysis, such as non-negative matrix factorization.

In the following section we deal with the physical principles that justify our choices of QoIs for the generation of the different SNEM maps to come. Our leading principle is scientific insights one can draw from them about structural ordering in glasses when gradual and abrupt compositional variations are involved. The implementation of the SNEM maps for understanding better the exemplary BMG/Ni system will then be discussed, such as structural ordering in laminated metallic glasses, possible binding mechanism between amorphous and crystalline interfaces and their link to the local chemical composition.

2.2. Identifying significant QoIs

QoIs are simply constants that can be computed from the measured data, and thus varied and limited only by the imagination of the experimenter. One of the goals is to identify QoIs that will represent direct and interpretable local structural quantities that vary across the sample. In our case, we focus on an amorphous material with spatially varying compositional and structural correlations, including a form of nano-crystalline inclusion [2]. Therefore, our goal is finding QoIs that provide information mostly about the short-range structural and chemical order.

Although the choice of QoIs is a matter of an exploratory process, since SNEM is expected to be evaluated against the scientific insight it potentially holds, we need to understand the conceptual significance of structural order in BMGs and BMG-crystallite composites. To make this connection, we start with a short overview on the challenges and unknowns in BMGs.

Although most metals tend to crystallize even with high cooling rates, BMGs can freeze in the amorphous structural phase at relatively low cooling rates (< 1000 K/s), allowing amorphous alloys with bulk thicknesses (> 1 mm) to form [30]. BMGs have superior strength, hardness and wear resistance than traditional crystalline alloys [31]. However, the use of BMGs in engineering applications is limited due to spontaneous localized strain softening behavior that can lead to unpredictable catastrophic failure. Strain softening is usually blamed on shear-bands that create shearing highways, which after nucleation, propagate during applied loads and progressively weaken the alloy’s resilience [32]. The atomistic origin for shear-band nucleation and propagation is an area of active study [33, 34, 35, 36, 37], and involves attempts to understand the importance of chemical short range order (CSRO) and alternative local structural relaxation pathways. Similar to crack-propagation, there is a critical cross-section under which shear-bands are
suppressed and deformation mechanisms are accomplished by collective atomic rearrangements known as shear transformation zones (STZ), in which homogeneous deformation can take place \[38, 39]\). Computational and experimental work has shown that homogenous deformation is possible in amorphous/crystalline nanolaminates, where homogenous deformation is accommodated by a collaborative interaction of STZs and dislocations \[40, 41, 42, 43, 44, 2]\.

The BMG in our sample is embedded in a crystalline matrix and has undergone significant deformation as part of the hot rolling. Of particular interest is what happens at the interface between the BMG and the matrix after this process. For example, does it retain an atomically sharp interface? Furthermore, has the processing resulted in heterogeneities such as chemical segregation or nucleation of stable crystallites. Since order in glasses is often undesirable, potentially causing shear-band nucleation centers and brittleness \[31]\, one thing we would like to understand is whether there is a connection between specific local chemical order to the tendency to form emergent structural features. To get at the structural order we can explore the first coordination shell to see the distribution of bonds, such as the tendency for clustering of similar atoms versus a random distribution, information that is accessible in the PDF in the nearest neighbor peak. Then, we would like to link the distribution of nearest neighbors to the correlation length and try to understand if a tendency towards crystallization follows a particular chemical or bond-density distribution.

2.3. SNEM analysis of the hot-rolled BMG sample

We begin with an overview of the general trend of the ePDFs across the BMG layer. Choosing a cut where no intense peaks due to nano-crystalline inclusions are present to represent a purely amorphous set of ePDFs (see Fig. 2(b)), we plot a waterfall of ePDFs, shown in Fig. 3(a) and corresponding stacked ePDFs from each one of the three characteristic regions across the BMG, shown in Figs. 3(b)-(d). We note that although the characteristics of the three regions is general for other cuts across the Ni-BMG-Ni region, other cuts may have different profiles. Before getting into the specifics of each ePDF, we first address the most pronounced differences between the center (red) and edge (blue and green) regions.

The red region in Fig. 3 is the center of the BMG. The PDFs are similar in this region, suggesting that in this particular cut the local structure is not evolving across the middle part of the BMG block. The blue and green regions show a smooth transition from the PDF of the center-region to a distinct PDF at

Figure 3 (a) ePDFs from points across the BMG layer. The ePDFs were taken from a cut where no nano-crystalline inclusions were observed within the BMG (cut \(x = 75\)) and within the amorphous BMG layer (\(55 < y <= 100\)). The different colors represent regions of the BMG where the PDFs are qualitatively different. (b)-(d) Representative PDFs (every third plot within the \(y\) range) from the differently colored regions plotted without an offset for direct comparison. In (b)-(d) the line thickness varies from the thickest at the lower \(y\) index to the thinnest at the highest \(y\) index within each stack.
Figure 4 (a) ePDFs (replotted from Fig. 3(d)) with an emphasis for the structural evolution between the Ni/BMG edge (thickest blue) and the center of the BMG (thinnest red), where the thicker the line the closer it is to the Ni-BMG interface. The inset shows an illustration of a close packed FCC structure with the indices of the nearest neighbors in the structure. The blue arrows point to the position of corresponding Ni–Ni expected distances if the material were close packed, with a shift of 0.1 Å from the nominal closed-packed Ni (here demonstrated by an FCC structure), as one may expect in an imperfect packing of a glass. The orange and the red vertical arrows correspond to Zr–X (X being mostly Ni or Cu) and Zr–Zr nearest neighbor distances with a similar imperfect packing shift of 0.1 Å. (b) The relative percentage of X–X, Zr–Zr and Zr–X pairs as derived from the refined scaling factors for each pair. The scaling factors are refined during the fitting of ePDFs with the structural model along the same cut presented in Fig. 3(a) (see text and fitting examples in Fig. S9). Each point corresponds to the selected y indices across the x-cut. (c) The corresponding SRO parameter, alpha, using the values in (b) following Eq. 1 and Eq. 2.

the Ni-BMG interface. Within the first nearest neighbor region of the PDF (an r-range of 2-4 Å) as we move from the middle to the edge of the BMG, intensity is lost from the r = 3.25 Å region, whilst a sharp peak emerges on the low-r side of this region and shifts to lower-r, finishing at r = 2.65 Å at both the bottom and top edges of the BMG. Other features in the PDF can be seen to be changing systematically with position. For example, at higher r distances (4 < r < 6 Å), i.e., higher order CSs, we find in the edge regions (blue and green) an evolving peak around r = 4.5 Å. We also find that the peak around r = 5 Å in the red region varies; however, the changes seem to be abrupt. In principle, our first attempt for extracting structurally-related QoI’s can focus on the three above mentioned peaks: around r ∼ 2.7 Å, 3.4 Å and 4.5 Å. For the sake of simplicity, we continue with the first two peaks between 2-4 Å.

In general in a BMG such as Zr_{65}Cu_{17.5}Ni_{10}Al_{7.5} there will be Ni-Ni, Ni-Zr, Zr-Zr and other interatomic contacts present which will vary in number and length depending on the local composition and the efficiency of the packing. The relevant atomic radii are [45]: r_{Zr} = 1.60 Å, r_{Cu} = 1.28 Å, r_{Ni} = 1.24 Å, and r_{Al} = 1.43 Å, which would yield Ni-Ni contacts as short as 2.48 Å and Zr-Zr contacts as large as 3.2 Å with others in between. Because of the relatively large amount of Zr in Zr_{65}Cu_{17.5}Ni_{10}Al_{7.5} composition, we expect significant intensity in the PDF at r ∼ 3.2 Å at the center region of the BMG, and indeed that is the case. In fact, all the peaks seem to be pushed to slightly higher r-values than would be expected in a close packed material, due to the packing inefficiencies inherent in such a mixed component glass [46].

It is interesting that, as the edge of the BMG is approached, intensity disappears in the r = 3.2 Å region and starts to peak up at around r ∼ 2.7 Å, which is close to, but slightly higher-r than the ideal close-packed Ni-Ni distance, r_{nn}. In close-packed nickel, the second neighbor distance is at \sqrt{2} \cdot r_{nn} and the third neighbor at \sqrt{3} \cdot r_{nn}. This is illustrated in Fig. 4(a).

If the edge region is very rich in Ni, allowing it to become more close-packed (though still amorphous globally) we might expect to see intensity in the PDF appearing at around r = 2.5, 3.53 and 4.33 Å, the positions of Ni in its fcc structure, as we move towards the edge of the BMG. Such a trend is observed,
albeit with the observed $r_{nn}$ expanded by $\sim 0.1$ Å or so, indicated by the arrows in Fig. 4(a). Overall, we see that the amorphous material is becoming very nickel-rich and somewhat close-packed in this transition region at the boundary with the crystalline nickel.

As we go deeper into the BMG, Zr–Zr and Zr–X pairs (X is Ni, Cu or Al) become more prominent in the ePDF profile as evident by the grey and red curves in Fig. 3(a), in which an increase in intensity is evident around $\sim 3.2$ Å (Zr–Zr) and $\sim 2.8$ Å (Zr–X). To understand the distribution of pairs in more detail, quantitative modelling is required. The reason is that the relative intensity of the peaks depends on the atomic number as well as the multiplicity of that type of pair. The corresponding atomic numbers are $Z_{Zr} = 40$, $Z_{Cu} = 29$, $Z_{Ni} = 28$, $Z_{Al} = 13$.

Given our structural resolution for separating between pair-distances contributions in a PDF ($\sim 0.39$ Å-range of our measurement. It undoubtedly reflects intensity in the PDF coming from Ni-Ni second nearest neighbor distance is expected because of the alloying; however, we add a note of caution that imperfect calibration of the effective sample-detector distance may also cause a shift in peak position. We also note that a sharp PDF peak evident at $r = 3.5$ Å has a contribution from termination effects due to the sharpening nearest neighbor Ni peaks and the limited Q-range of our measurement. It undoubtedly reflects intensity in the PDF coming from Ni-Ni second nearest neighbor peak, but the termination ripple may cause a shift in the position of the peak maximum from where it should be and we caution against over-interpretation of this feature.

Having validated this approach, we estimate the partial contribution of each pair (Zr–Zr, Zr–X or X–X) to the measured PDFs, doing this for every 5 pixels across the BMG map (corresponding to the PDFs in Fig. 3). We can clearly see the evolution of the individual pairs across the BMG. The ratio between the scaling factors from the fitting to our model allows us to give a semi-quantitative estimation of the percentage of each pair, i.e. the ratio between X–X, Zr–Zr, and Zr–X pairs. Extracting and normalizing the scaling factors from each pair to a total of 100% (Fig. 4(b)) we gain insight to the evolving distribution of pairs across the BMG. Fig. 4(b) clearly shows that closer to the Ni-BMG interface (towards the edge of the BMG) the Zr–Zr and Zr–X and X–X bond pairs are more prominent. In this simulation we fixed all the structural parameters (as shown in Table 2) and released only the scaling factors for each pair to produce a simulated dataset that was fit with our simplified model. In Fig. 3 we show that by allowing only the lattice parameters and scaling factors to adjust, a fair degree of agreement between the model and the data is achieved (see simulations of the partial PDFs in Fig. 3(b) and 3(c) of the PDFs to our experimental ePDFs, we fit a few ePDFs from Fig. 3(f) (from edge to center of the BMG) to a structure that contains Zr–Zr, Zr–X and X–X bonds. In this simulation we used the atomic number as well as the multiplicity of that type of pair. The corresponding atomic numbers are $Z_{Zr} = 40$, $Z_{Cu} = 29$, $Z_{Ni} = 28$, $Z_{Al} = 13$.

Having validated this approach, we estimate the partial contribution of each pair (Zr–Zr, Zr–X or X–X) to the measured PDFs, doing this for every 5 pixels across the BMG map (corresponding to the PDFs in Fig. 3). We can clearly see the evolution of the individual pairs across the BMG. The ratio between the scaling factors from the fitting to our model allows us to give a semi-quantitative estimation of the percentage of each pair, i.e. the ratio between X–X, Zr–Zr, and Zr–X pairs. Extracting and normalizing the scaling factors from each pair to a total of 100% (Fig. 4(b)) we gain insight to the evolving distribution of pairs across the BMG. Fig. 4(b) clearly shows that closer to the Ni-BMG interface (towards the edge of the BMG) the Zr–Zr and Zr–X and X–X bond pairs are more prominent. In this simulation we fixed all the structural parameters (as shown in Table 2) and released only the scaling factors for each pair to produce a simulated dataset that was fit with our simplified model. In Fig. 3 we show that by allowing only the lattice parameters and scaling factors to adjust, a fair degree of agreement between the model and the data is achieved (see simulations of the partial PDFs in Fig. 3(d) and 3(e) of the PDFs). Closer to the BMG-Ni interface the agreement between the model and the data is better than in the core of the BMG (compare y index 80 with 50 in Fig. 3(d)). However, both cases show a very good agreement around the first nearest neighbors. This suggests that closer to the Ni-BMG interface the FCC model correlates to longer distances, while within the BMG-core the second nearest neighbor agrees less with the closed-packing model, which makes sense due to the greater range of elements in the BMG central region, as later verified with EELS (Fig. 10).

Having validated this approach, we estimate the partial contribution of each pair (Zr–Zr, Zr–X or X–X) to the measured PDFs, doing this for every 5 pixels across the BMG map (corresponding to the PDFs in Fig. 3). We can clearly see the evolution of the individual pairs across the BMG. The ratio between the scaling factors from the fitting to our model allows us to give a semi-quantitative estimation of the percentage of each pair, i.e. the ratio between X–X, Zr–Zr, and Zr–X pairs. Extracting and normalizing the scaling factors from each pair to a total of 100% (Fig. 4(b)) we gain insight to the evolving distribution of pairs across the BMG. Fig. 4(b) clearly shows that closer to the Ni-BMG interface (towards the edge of the BMG) the Zr–Zr and Zr–X and X–X bond pairs are more prominent. In this simulation we fixed all the structural parameters (as shown in Table 2) and released only the scaling factors for each pair to produce a simulated dataset that was fit with our simplified model. In Fig. 3 we show that by allowing only the lattice parameters and scaling factors to adjust, a fair degree of agreement between the model and the data is achieved (see simulations of the partial PDFs in Fig. 3(d) and 3(e) of the PDFs). Closer to the BMG-Ni interface the agreement between the model and the data is better than in the core of the BMG (compare y index 80 with 50 in Fig. 3(d)). However, both cases show a very good agreement around the first nearest neighbors. This suggests that closer to the Ni-BMG interface the FCC model correlates to longer distances, while within the BMG-core the second nearest neighbor agrees less with the closed-packing model, which makes sense due to the greater range of elements in the BMG central region, as later verified with EELS (Fig. 10).

Having validated this approach, we estimate the partial contribution of each pair (Zr–Zr, Zr–X or X–X) to the measured PDFs, doing this for every 5 pixels across the BMG map (corresponding to the PDFs in Fig. 3). We can clearly see the evolution of the individual pairs across the BMG. The ratio between the scaling factors from the fitting to our model allows us to give a semi-quantitative estimation of the percentage of each pair, i.e. the ratio between X–X, Zr–Zr, and Zr–X pairs. Extracting and normalizing the scaling factors from each pair to a total of 100% (Fig. 4(b)) we gain insight to the evolving distribution of pairs across the BMG. Fig. 4(b) clearly shows that closer to the Ni-BMG interface (towards the edge of the BMG) the Zr–Zr and Zr–X and X–X bond pairs are more prominent. In this simulation we fixed all the structural parameters (as shown in Table 2) and released only the scaling factors for each pair to produce a simulated dataset that was fit with our simplified model. In Fig. 3 we show that by allowing only the lattice parameters and scaling factors to adjust, a fair degree of agreement between the model and the data is achieved (see simulations of the partial PDFs in Fig. 3(d) and 3(e) of the PDFs). Closer to the BMG-Ni interface the agreement between the model and the data is better than in the core of the BMG (compare y index 80 with 50 in Fig. 3(d)). However, both cases show a very good agreement around the first nearest neighbors. This suggests that closer to the Ni-BMG interface the FCC model correlates to longer distances, while within the BMG-core the second nearest neighbor agrees less with the closed-packing model, which makes sense due to the greater range of elements in the BMG central region, as later verified with EELS (Fig. 10).

In most cases, except where the X–X pair density is very high close to the edge of the BMG, the Zr–X pair density is higher than the other pair densities. However, it would be interesting to understand whether the local bonding tends towards clustering or ordering, meaning whether atoms tend to coordinate with like atoms (i.e., X–X and/or Zr–Zr clustering) or with dislike atoms (i.e., Zr–X ordering), which we discuss below.

In a perfectly random binary solid solution the number of Zr–X nearest neighbor pairs will be exactly twice that of the lowest among the Zr–Zr or X–X pairs. Given an estimate of the pair concentrations, the
short range order (SRO) parameter, $\alpha$, can be defined as [47]:

$$\alpha = SRO_{[Zr-X]} \equiv \frac{P_{[Zr-X]} - P_{\text{random}}}{P_{\text{max}} - P_{\text{random}}} = \frac{P_{[Zr-X]} - P_{\text{random}}}{P_{\text{random}} - 1}$$

(1)

where $P_\text{max}$ and $P_\text{random}$ are the actual, maximum and random-case concentration of Zr–X pairs, respectively. The given pair concentration, $P_i$, can be equivalently replaced by the pair fractions, which are given in Fig. 3(b). For a given set of pair fractions, the maximum possible number of Zr–X pairs is the existing fraction of Zr–X pairs plus the fraction of the lowest pair density among Zr–Zr and X–X pairs. With a random distribution, $P_\text{random}$, being half of the possible maximum number of pairs, $P_\text{max}$, we can then write for a binary system that

$$P_{\text{max}} = 2 \cdot P_{\text{random}} = P_{[Zr-X]} - 2 \cdot \min (P_{[X-X]}, P_{[Zr-Zr]})$$

(2)

Since we know $P_{[Zr-Zr]}$, $P_{[Zr-X]}$ and $P_{[X-X]}$ from our fits (Fig. 4(b)), we use Eq. 1 and Eq. 2 to calculate the SRO parameter, $\alpha$, which is plotted in Fig. 4(c). As expected, we find that $\alpha$ oscillates around zero, which is the case of a random solid solution. Any value above zero indicate a tendency for a Zr–X ordering around the first CS, while values below zero indicate a tendency for clustering of similar atoms. The effect is small, but there is arguably a weak “W” shape across the BMG with a small clustering tendency towards the edges (e.g., $y$ indices 58-66 and 85-94), and ordering towards the middle. Such an insight to the statistical distribution of structural topology around the first coordination shell with a nm spatial resolution is unprecedented, and given the observed variations in $\alpha$, it is clear that a nm scale resolution is required for observing and understanding the structural ordering in materials such as these BMGs. The SNEM analysis clearly presents a powerful tool for studying structural heterogeneity at the relevant length-scales.

We have limited our quantitative analysis to assessing line-cuts through the BMG. We now turn to making full 2D QoI maps. Our attempts will focus on model-independent QoIs derived from the raw DP as well as quantitative analyses of the ePDFs. Our first attempts will focus on the structural information that is in a limited $\rho$- (in DPs) or $r$- (in ePDFs) range. Such 2D QoI maps were presented in Fig. 2(d) and are explained in greater detail below. We then use the full data-set and extract similarity QoIs using the Pearson-correlation metric (Fig. 8), and extract the partial weights of principle components using non-negative-matrix (NMF) factorization (Fig. 9). These turn out to be very useful for mapping regions of similarity and to map the contributions of the different components to the signal. As will be shown, the NMF components resemble the partial X–X, Zr–X and Zr–Zr PDFs, which will allow us to map first NN pair-concentration maps, or ‘bond-maps’, and as demonstrated in Fig. 3(c) and to create a map of the SRO parameter discussed above. We will end with augmenting EELS-based elemental mapping, and will focus on understanding the complementarities and differences between heterogeneities in compositional and structural space.

2.4. Exploring inclusions in the SNEM images

The maps shown in Fig. 2(d) from these very simple analyses of the PDF (the value and position of the first neighbor PDF peak) already reveal a lot of structural information about the sample and heterogeneities present there. For example, as well as variations in composition and structure from the edge of the BMG to the center that we have discussed above, circular inclusions are evident at various places, and an elongated bright region at the bottom of the image. It is possible to make a QoI map from the data at any point in the processing, and indeed more conventional virtual dark field images are QoI maps that can be useful for imaging nano-crystallinity in the sample. The particular diffraction pattern QoI we used was the maximum pixel intensity within a circular annulus on the diffraction pattern that coincided with the first diffuse diffraction ring (see Fig. 8(a)). Because the nanocrystallites give slightly sharper peaks than the amorphous material, intensity from them appears as brighter spots in the diffraction ring. Our QoI captures this feature and, just like a conventional VDF image, maps their locations. This is shown in the VDF(max) panel of Fig. 2(d) regions, and in greater detail in Fig. 5. A simple visual comparison between the VDF(max) and PDF peak position and width maps in Fig. 2(d) (also Fig. 5 and Fig. 6 below) shows that the circular objects in the PDF maps coincide with the presence of nano-crystalline inclusions.
Figure 5 Virtual dark field image in which each pixel is the maximum intensity found in an annulus that surrounds the ring (amorphous) pattern (see Fig. 8(a)). Bright (yellow) regions indicate presence of a nano-crystalline inclusion that creates a more intense diffraction spots in the ring. Similar maps that are sensitive to the crystallite orientation are shown in Fig. S11. For this study, however, we will be interested in whether a nano-crystallite is present rather than its orientation.

We now explore how we can learn more about the local chemistry and structure in these inclusion regions, and the glass regions around them, by studying the PDFs in those regions.

At this point we have identified that the first two peaks in the PDF (2.1-4.0 Å) contain valuable information about short-range local structural order, as well as information about the density of Zr–Zr, Zr–X and X–X bonds. These different bond-length distributions cannot be directly resolved because they are intrinsically broad in the glass system, and also our \( Q_{\text{max}} = 8.1 \text{ Å}^{-1} \) is somewhat low (resulting in a real-space resolution limit of 0.39 Å (\( \Delta r = \frac{Q_{\text{max}}}{2\pi} \)). However, more information can be extracted by modelling the PDF, such as demonstrated in Fig. 4 and Fig. S9. Rather than fitting the entire dataset and dealing with the discussed-above challenges it comprise, we take the simpler approach of fitting multiple Gaussians to the compound peaks in the region \( 2.1 < r < 4.0 \text{ Å} \), as shown in Fig. 6(a) (for further details, see Methods section 4). Spatial SNEM maps can then be made for each refined parameter from these fits (see Table S1(iii) for details). The resulting SNEM images, are shown in Figs. 6(b-g).

First, we note that the shape of the closest shell PDF region varies greatly between different inclusions, as is evident in Fig. 6(a). A PDF from the non-inclusion region is labelled (1) and shown in Fig. 6(a)(1). This is similar to the PDFs shown in Fig. 3 (red curves) which are from a cut across the BMG that doesn’t go through an inclusion. Fig. 3 also serves to show the degree of reproducibility in the PDFs when the local structure is not changing. By contrast, all of the PDFs from inclusions are significantly different from each other, with the relative weight of peak intensity on the left and right side of the unresolved peak multiplet, varying considerably even though all the inclusions we consider are all located in the region close to the central axis of the BMG. As mentioned earlier, the first coordination shell project information about the chemical order, and, to some lesser extent, the packing symmetry (packing symmetry will be emphasized more in the second and third coordination shells). Variations in composition, local chemical order and correlation length, will affect the first coordination shell. This shows unambiguously that the local structure (and chemistry) varies from inclusion to inclusion and between the inclusions and the amorphous matrix.

Analysing Fig. 6(b), we find that the values of the first-peak position, \( r_{\text{max}} \), spans mostly between 2.65-2.75 Å, which fits the range of a mixture between X–X and Zr–X. Since the contribution to the first peak comes only from X–X and Zr–X, a primary contribution to a peak shift to higher \( r \) values (indicated by yellow regions in Fig. 6(b)) would be a higher density of Zr–X pairs, where a secondary contribution would be a higher Al concentration. We will see later (Fig. 10(d)) that the Al concentration stays roughly the same throughout the BMG, which suggests that regions in the \( r_{\text{max}} \) map that are yellow have more Zr-X pairs. This will increase in regions that have higher Zr and decrease in regions with less Zr, assuming random packing.

We now attempt to find QoIs that emphasize specific structural features of interest. One of them would be the overall bond distributions. Assuming that the static disorder in a glass is greater than any thermal disorder, a peak width will represent the static distribution of bond distances weighted by the atomic number. In regions where the average concentration is not varying too much, the spatial variation of the height of a given PDF peak is a reasonable indicator of the bond-distribution, with lower peaks indicating a broader distribution. Comparing \( G(r_{\text{max}}) \) and \( \sigma^1 \) maps (Figs. 6(d,f)), we find that mostly this rule is being followed.
Figure 6  (a) Characteristic examples for a double Gaussian fits from regions that show contrasts in the subsequent SNEM images (b-g). The blue and red vertical dashed lines in (a) represent the peak position, as derived from the fitting. The fit is represented as a red curve, and the difference between the fit and the data is plotted in green.  
(b)-(g) Derived SNEM images following a double-Gaussian fitting, where the selected QoI is mentioned in the gray bubble: (b,c) are the peak positions, i.e., \( r_{\text{max}} \); (d,e) are the peak values, i.e., \( G(r_{\text{max}}) \); (f,g) are the peak widths, i.e., \( \sigma \). A global length scale bar is presented in (c).
A QoI that is the ratio between $G(r_{\text{max}}^1)$ and $\sigma^1$, can be expected to be an even more sensitive QoI for the bond distribution, and this is plotted in Fig. 7(a), which represents the peak sharpness, with a darker color indicating a broader bond distribution.

We now return to the issue of chemical short-range order. We note that, if there is a tendency towards phase separation in an [A,B] mixture, A-A and B-B pairs are over-represented and A-B pairs are under-represented compared to the value for the random packing. On the contrary, if there is a tendency for chemical ordering, as would be the case in a compound formation, then A-B pairs will be over-represented and A-A and B-B pairs under-represented compared to the average. We can consider this type of analysis for the BMG in the central region (away from the Ni-rich edges) because the composition is overall uniform and expected to be close to the nominal Zr$_{65}$Cu$_{17.5}$Ni$_{10}$Al$_{7.5}$ composition. As before, we treat the BMG as a pseudo-binary Zr/X compound. Similar to the fitting effort done for Fig. 4(c) from which we extracted a QoI that represents chemical SRO, we would like to have a measure of how the ratio of Zr-X varies with respect to Zr-Zr and X-X as a function of position. Without dealing with the cumbersome process of fitting realistic structure models, we would like to extract a QoI from the simple two-Gaussian fits that will be sensitive to chemical SRO. We are fortunate that in the PDF Zr-X lies to the left of the first CS doublet and contributes to Gaussian 1, and Zr-Zr lies to the right and contributes to Gaussian 2.

In a search for QoIs that are most sensitive to the chemical SRO for a given average composition, we tested a number of possible QoI’s, such as $r_{\text{max}}^2 - r_{\text{max}}^1$ and $r_{\text{max}}^1 + r_{\text{max}}^2$. With the reasoning that the X-X peak is the shortest in Gaussian 1 and Zr-Zr is the shortest in Gaussian 2, chemical clustering may result in reduction in the value of the summed Gaussian centers, i.e., reduction of $r_{\text{max}}^1 + r_{\text{max}}^2$. To confront this hypothesis, we have carried out a simulation of the summed peak positions as a function of the relative ratio of each pair, at constant overall composition. In Fig. 7(c) we show the resulting $r_{\text{max}}^1 + r_{\text{max}}^2$ values when changing the relative ratio of each pair in the simulated data. We see that $r_{\text{max}}^1 + r_{\text{max}}^2$ does get smaller with clustering as suggested by our assumption. Overall, we conclude that the $r_{\text{max}}^1 + r_{\text{max}}^2$ QoI reflects the change in the chemical SRO. Later in Figs. 9(e) and (f) we cross validate this result using NMF analysis.

2.5. Mapping global similarities and principle component reconstruction

Up to this point we focused on a selected region or cut that was identified and rationalized based on prior knowledge about the sample. In some cases such information is absent, and even if present, it is simpler to classify the data into sub groups based on similarity. Using Pearson correlation analysis between a selected ePDF and the other ePDFs, where from each comparison we derived the Pearson coefficient as a QoI, one can create Pearson similarity maps as we have done in Fig. 8.

In this approach a pixel is selected and the similarity of the PDF in all other pixels to that in the selected pixel is computed and a map plotted. The Pearson correlation coefficient takes a value of 1 if two curves are perfectly correlated, 0 if they are uncorrelated, and -1 if they are anti-correlated, and it can take any value in between these limits depending on the degree of correlation. It allows the experimenter to choose a region of the image that appears interesting, and find all the other regions that are similar. It has also been used in a powerful way to pick pixels that are not interesting (for example, they come from a background signal such as a host lattice) and to find all the pixels that deviate from that. To demonstrate we have made three Pearson maps that are in Fig. 8. Panel (a) represent ePDFs in the region that is close to the Ni-BMG interface, panel (c) to that of the BMG core, and panel (b) is an intermediate that links between region (a) and (c). Following the discussions we had so far, we can immediately associate panel (a) with a Ni-rich set of ePDFs, the Zr-rich region is represented by the panel (c), and a characteristic transition region between the two Ni and Zr-rich regions is characterized my panel (b). This interface region shown in (b) refers, most-likely, to a region with a particular concentration range that impose a particular characteristic structure. We can see that a similar trajectory is shown as a white line in the [Zr]/[X] concentration ratio map that is shown in Fig. 5(b), where the white line represents the region where [Zr]≈[X]. To focus our interest on the BMG, we masked the crystalline Ni region based on the other maps (specifically Fig. 5(b)) and applied the Pearson correlation analysis on the unmasked ePDFs. For Pearson analysis masking is not a requirement but only assists in visualizing differences within a particular region of interest.
Figure 7 An advanced set of QoI maps that expose specific structural aspects. The maps are generated using the fundamental QoIs that were derived for Fig. 6. Map (a) is the first peak sharpness and it is intended to expose variations in bond-distribution in the BMG, where darker regions refer to a greater bond distribution. Map (b) is the sum of the first peak positions and it is intended to expose chemical SRO, in particular regions where chemical clustering is likely to be present. According the simulations shown in (c), clustering, that is characterized by an excess of X–X or Zr–Zr with respect to Zr–X, would be characterized by reduction the summed value of the peak centres, \( r_{1\text{max}} + r_{2\text{max}} \). In (c) the resulting \( r_{1\text{max}} + r_{2\text{max}} \) values are from simulations (Fig. S13) using a closed packed set of pairs (the same model used for fittings in Fig. S9 and simulation of the partial PDFs in Fig. S10). In these simulations only the noted pair varies change its fraction (x axis) while the other set of pairs remains constant and equal to 1. We see that whenever clustering occur, meaning that the fraction of Zr–X decrease with respect to the other set of pairs (blue curve), \( r_{1\text{max}} + r_{2\text{max}} \) decrease as well. The blue shadow projection represent the region of values that are experimentally relevant (cf. color bar in (b)). We note that changes Ni–Ni fraction, for example close to the Ni-BMG interface, are benign. Changes in Zr–Zr fraction, for example in possible Zr-rich parts of the sample may effectively reduce the \( r_{1\text{max}} + r_{2\text{max}} \) parameter. However, as shown in Fig. S12 features in the \( r_{1\text{max}} + r_{2\text{max}} \) map do not resemble features in a [Zr]/[X] concentration map taken from the same area, and suggests that the effect of Zr concentration on the intensities in map (b) in not dominant.
Figure 8 Similarity maps using the Pearson correlation coefficient as QoI. The Pearson correlation analysis extracted a coefficient using a selected pixel (within the red dot on each map - see right-hand-side of the maps) and comparing it with the rest of the unmasked dataset. Masked areas are colorless. The x-y range of the maps are the same as for the other SNEM maps throughout the paper. Each map (a)-(c) represent a major subgroup of ePDFs across the dataset. Here we mask data that refer to the crystalline-Ni regions, which emphasizes the BMG region.

Next, we introduce and use non-negative matrix factorization on an ePDF dataset that includes the same ePDFs shown in Fig. 8 (after masking the Ni region\(^2\)), and extract components that are physically-significant, along with the weight matrix \[^{[51]}\]. These can then be used as an important set of QoIs.

A recent work \[^{[24]}\] demonstrated the power of independent component analysis (ICA) for classifying relational ePDFs from heterogeneous amorphous systems to their weighted partial contributions. NMF shares the same goal as the ICA algorithm, and a successful reconstruction of x-ray PDFs from their weighted partial contributions has been demonstrated \[^{[51]}\]. Independent to the ICA success, below we demonstrate that NMF also works exceptionally well for reconstructing partial ePDFs from spatially resolved sets of ePDF data.

Like Pearson analysis, NMF is useful for an exploratory analysis when one does not have prior knowledge on the chemistry or structure of a system \[^{[51]}\]. NMF is related to principle component analysis but it seems to produce (mathematical) components that explain the variability of the data in the set of PDFs that are more physically meaningful \[^{[52]}\], and in particular of interest here, when applied to PDF data \[^{[51]}\]. We note that PDF data goes negative, and therefore requires shifting to positive values for this procedure. We found that it worked better when shifted to positive values well above the minimum value in the PDF. The analysis was carried out using the python-based scikit-learn \[^{[53]}\] NMF decomposition package. Since the number of components is a required input, we found that four components has a sufficiently low reconstruction error and that it returns a desired set of physically-relevant NMF components as explained below.

The NMF decomposition of the PDFs from the BMG region resulted in the top four components shown in Fig. 9(a). Indeed we find a striking resemblance in three out of the four components that are plotted in Fig. 9(b) to the partial PDFs of Zr–X, Zr-Zr and X–X (Fig. 9(a)). The resemblance between the simulated and the NMF components (i.e., panels (a) and (b) in Fig. 9) is remarkable mostly because the NMF analysis

\[^{2}\]We found that masking the “outlier” pixels containing noise that were associated with the crystalline nickel regions was important to get a good NMF decomposition.
suggested a set of realistic local structure components (in the form of partial PDFs) without any scientific intuition or prior knowledge. Without diving into the detailed analysis of the remaining component, since it scales with the amount of the positive shifting we assume it is a background intensity that is common for the entire dataset. This is unlike the other three components that remain fairly unchanged when scaling the shifting.

Since NMF returns a weight matrix that contains the contribution of each component to the approximated experimental ePDF, we can use each weight value as a QoI that approximates the partial density of each pair. These QoIs are normalized to sum up to 100% which are then used to create the ‘bond’ maps shown in Fig. 9(c). We clearly identify the regions that are X-rich close to the Ni-BMG interface and those that are Zr-rich at the midline of the BMG. The Zr–X density from Fig. 9(c) (middle map) does not show a clear tendency with the Ni- or Zr-rich regions. Zr–X bonds seem to be deficient in a few of the regions that contain nano-crystallites (cf. Fig. 5), while enriched in a particular [Zr]/[X] concentration window along the Ni-BMG-Ni cut (cf. Fig. S12(b)).

To investigate the bond-type evolution across the Ni-BMG-Ni profile we chose three cuts through regions of the sample that are visually different, noted as 1-3 in Fig. 9(c). Fig. 9(d) shows the interchanging evolution in pair density of each pair. The obvious variation between the profiles emphasizes the richness in the distribution of local order, especially along the transition between the BMG-core to the Ni-BMG interface. Note that panel (1) in Fig. 9(d) is representing the same cut that is used for the model-fitted ePDFs in Fig. 4(b). One can appreciate the similarity between the two in terms of the trends. However, the absolute values of the assigned pairs is somewhat different, especially the magnitude of the Zr–X and Zr–Zr pair densities. One should remember that NMF decomposition still returns mathematical components that are not guaranteed to fulfill physical constrains, thus should be treated as semi-qualitative, unless proven otherwise.

Having values for the partial pair densities, we can now, using Eq. 1 and Eq. 2, generate a full chemical SRO map (Fig. 9(e)) and a cross-cut profile (Fig. 9(f)) to compare with Fig. 4(c) that was generated from the model-fitting. Since the chemical SRO should oscillate around zero (the random distribution case), the white-colored regions in Fig. 9(e) represent a random distribution, red coloured regions are those that exhibit chemical clustering, while blue regions represent regions with enhanced Zr–X ordering. The map shown in Fig. 9(e) shows a remarkable insight to the distribution of the local order in a heterogeneous glassy material. This should help to answer questions that relate to, for example, the mechanical, electrical and magnetic properties of glasses, such as nucleation of shear-bands, propagation of defects, electrical conductivity and formation of magnetic centers, as a function of the local structural and chemical order in the material.

The resemblance between Fig. 9(f) and Fig. 4(c) is clear, showing oscillations in the SRO parameter around zero with negative and positive values of the SRO parameter around the same regions. This once again validates the power of NMF as a semi-quantitative approach that can purely mathematically extract structurally-relevant features and their partial contribution from a relational dataset, related in time and/or space.

2.6. Relation between order and composition

To this point we pointed out the chemical composition as a factor that should correlate with the pair density. While SNEM focuses on structural features, or the way chemical species are coordinated among themselves, the chemical composition provide information about what are the used building-blocks in a structure. Although these two terms are related, they project different information that is not necessarily correlated. Augmenting compositional data on-top of SNEM, i.e. structural information, should be of value to address the question of structure-composition relation. In Fig. 10 we present EELS composition maps and select cut profiles. The selected cuts in Fig. 10(b) correspond to those in Fig. 9(d) for the sake of comparison between structural and compositional spatial evolution in the structure.

From Fig. 10 we learn that as we get closer to the Ni-BMG interface, and as earlier concluded from the SNEM results, the BMG becomes gradually Ni-rich at the expense of the other elements, especially
Figure 9 NMF analysis using the entire set of ePDFs (excluding the Ni masked regions - same as for Fig. 8) as the input matrix. In (a) we show simulated partial PDFs for closed-packed X–X, Zr–X and Zr–Zr pairs and compare them to the 2nd-4th factorized principle components (PC). This comparison emphasize the similarity and thus the relevance of the NMF components to the actual pair density. In (c) we map the weights of each NMF principle component into a QoI map. In (d) we plot selected cuts across the y dimension axis to show the interplay between the pair densities, similar to what was plotted in Fig. 4(b). In (e) we map the chemical SRO parameter, $\alpha$, following Eq. 1 and Eq. 2. In (f) we plot a profile along the y dimension axis of the selected cuts 1, similar to the plotted SRO parameter in Fig. 4(c).
Figure 10 (a) EELS composition maps of (top to bottom) Zr, Ni, Cu and Al. The values in the color bars represent the partial percentage, which were extracted using the L-edge-Zr, L-edge-Ni, L-edge-Cu, and K-edge-Al. The dotted frames represents the approximate region of the SNEM maps that are presented along the paper. In attempt to emphasizing regions of contrast, a Gaussian smoothing filter is applied. (b) Selected concentration profiles of all four elements taken from cuts 1-3 (see dashed markers in (a)). These selected cuts correspond to those presented in Fig. 9(d) for comparison.

Zr. We find that the X compound is effectively Ni, with little contribution from Cu and even less from Al. This is in contrast to the nominal BMG concentration where Ni and Cu should occupy 10% and 17.5%, respectively. The Ni rich region at the interface was likely to be possible due to the surrounding crystalline Ni amorphizing during the hot-rolling fabrication process.

In a comparison between the atomic and pair distribution maps (i.e., Fig. 10(a) with Fig. 9(c)) and profiles (i.e., Fig. 10(b) with Fig. 9(d)) we find that both suggest Ni enrichment closer to the edge of the BMG, but a closer look shows that these profiles are not identical. The main feature that the composition maps cannot predict is the partial density of Zr–X pairs. The main feature that SNEM cannot provide is the density of each atom in space. The augmentation of the two parts to a unified picture is therefore very powerful as will be discussed below.

Unlike the BMG edge effects that can be mainly explained by Ni enrichment, the different SNEM maps exposed inclusions within the core of the BMG. Similar inclusions and also in similar locations are clearly seen in the Cu EELS map as Cu depleted regions. A quick visual correlation between the Cu-depleted regions with the SNEM maps suggest that Cu deficiency correlates with nucleation of nano crystallites (cf. Fig. 5). Either nucleation is preferred in regions that are deficient in Cu, or Cu solubility in the nucleating species is low and the Cu is excluded from the nucleated region. To the best of our knowledge, such correlation between Cu-deficiency and the mentioned structural and mechanistic correlations was never reported before.

At this point it is not very clear what is the physical or chemical source for the impact of the Cu-deficiency on the structure. It is known [54] that 1:1 ZrCu glasses tend to crystallize slightly above the glass phase transition, namely at $\sim 700^\circ$ C. Since the critical crystallization temperature in metallic glasses tends to decrease with a decrease in the degree of mixing, and since we performed the rolling process at elevated temperatures (420°C), small local variations in composition might have resulted in nucleation of nano-crystallites.

As for the Ni-BMG interface, it is unsurprising that Ni and Zr intermix across the BMG-Ni interface. The roll bonding at 420°C occurs between the glass transition temperature (361°C) and the crystallization temperature (466°C) where both thermal and shear-driven inter-diffusion, might be expected.
At this point these are merely hypotheses that require further study. Nevertheless, our observations provoke a solid direction for study that could not be justified without the SNEM experiment. Visualizing and understanding the chemistry-structure-process relations have immediate implication on understanding formation of shear-bands in metallic glasses. The link between chemistry and structural order is an important tier to the ongoing studies in metallic glasses [33, 34, 35, 36, 37], but also in other fields, such as structure evolution in batteries [38, 40], and biomineralization [39].

3. Conclusion

This paper is the first in a series to show imaging of quantitative structural evolution in heterogeneous systems at a nano-metric length scale. Inspired by previous works done at synchrotron facilities [58, 59], in this work we develop the use of spatially resolved ePDF, SNEM, for mapping fluctuations of the local structure, but with a spatial resolutions that is several orders of magnitude higher than what can be achieved in a synchrotron.

This extension to the 4D-STEM methods, where order evolution obtained from quantitative ePDFs is followed, is a powerful approach to elicit fine details about local structure in amorphous and nanocrystalline regions of a sample. We demonstrate that different aspects of the local structure can be revealed by defining different quantities of interest, which can be very trivial to extract (Fig. 2), or may require the use of more detailed structural models (Fig. 4 and Fig. 7). We demonstrate how the large spatially resolved dataset opens the door to using statistical and machine learning tools such as Pearson correlation analysis (Fig. 8) and NMF (Fig. 9) to automatically cluster and group regions with similar structural signature, but also to disentangle a signal coming from complex structure into principle physically-meaningful components of partial structural motifs.

Using SNEM, we addressed the question of how local order evolves in metallic glasses when encapsulated in a crystalline matrix. In particular, we were able infer compositional variations and find regions with chemical short range order or clustering (Fig. 9(e)). This could be combined with additional chemical information from EELS (Fig. 10) and nano-crystallization from virtual dark field images (Fig. 5) to gain insights into the nature of chemical processes that the BMG underwent during hot rolling. We demonstrated that regions that are Cu-depleted correlate with sites where nucleation and growth of nano-crystallites has occurred. Moreover, we found significant heterogeneity in the chemical ordering of atoms around themselves, that were pronounced around nucleation sites and next to highly-deformed region at the BMG-Ni interface.

Since local ordering define the local chemical potential and bond-nature, it must affect the global properties of materials. And, indeed, recent works [60, 61] have demonstrated that microscopic ordering in glasses affect mechanical and corrosion properties, and that stress can impact the local chemical order. These are a few examples where high resolution local structural information can be augmented using SNEM, as it carry the potential to expose causality relations of order to composition and properties.

SNEM measurements are quite straightforward and do not require very specialized instrumentation. Using the SNEM methodology, we show that integration of both simple peak-finders and more complex machine-learning classifiers unlock hidden compositional and structural information. However, it is important to acknowledge that the implementation of the SNEM approach would not be possible without the integration of numerous experimental and data analytical tools, such as scanning precession electron diffraction, rapid PDF acquisition and analysis infrastructure that were originally developed for synchrotron x-ray diffraction, along with many open-source computational tools that could be woven into coherent data-analytic pipelines.

It is also important to acknowledge the resolution SNEM provides, both spatial, as demonstrated in this work, but also temporal. The nm spatial resolution is found to be critical for imaging structural evolution, and thus understanding its correlation with composition and applied stress during fabrication. With the growth of operando experiment setups [62, 63, 64], we predict a fruitful integration of SNEM in regular material discovery when temporal resolution is required. Besides the fact that electron diffraction for SNEM requires generally lower doses with respect to other elemental analysis and spectroscopic techniques, if a system evolves during the time of the experiment, different QoI’s coming from the rapidly acquired
diffraction patterns (here 0.1 sec per frame) may allow to trace temporal structural evolution. Rapid synchrotron acquisition and analysis of x-ray diffraction and PDF analysis with time resolution < 1 sec has already been demonstrated [53, 55]. Thus, the current SNEM infrastructure, meaning integration of rapid acquisition and analysis tools, has the potential to follow processes that happen under the microscope and track very fast structural changes in the most complete manner known today.

We find SNEM as a strong candidate for taking the lead in data-driven exploration of local order in materials in advanced metallurgy, energy materials [53, 56], bio-mineralization [57], and more. As for classical materials, SNEM will allow us to ask new questions on more classical materials that are yet to be answered and relate to the local order and its evolution in time and space.

While it may contribute alone in these fields of research, we note that SNEM is complimentary to other electron spectroscopy based techniques. We would like particularly to emphasize EXELFS [66, 67]. Unlike SNEM, EXELFS provide local structural information that is highly complementary to SNEM and yields the very local environment around particular target atoms. While SNEM require no energy-filters, provide effectively higher spatial resolution and require smaller doses, moving forward we expect to see a complementary development and application of these methods. Although each method is important on its own, as demonstrated with the augmentation of compositional mapping with EELS (Fig. 10), a collaborative work between SNEM and EXELFS should increase the flexibility and richness in collecting spatially-resolved local order information in materials.

4. Acknowledgements

J.L.H and P.P.D contributed equally. Y.R. thank Songsheng Tau for his assistance in developing the MiniPipes code. Development of data analysis pipelines and protocols in the Billinge group was funded by the Next Generation Synthesis Center (GENESIS), an Energy Frontier Research Center funded by the U.S. Department of Energy, Office of Science, Basic Energy Sciences under Award Number DE-SC0019212. Electron microscopy in the Taheri group was supported in part from the U.S. Office of Naval Research through contracts N000142012368 (a Multidisciplinary University Research Initiative (MURI) program) and N000142012788, and in part from U.S. Department of Energy, Basic Energy Sciences, through contract DE-SC0020314. Sample creation and preparation in the Mathaudhu group was funded by the U.S. National Science Foundation under CMMI Grant 1550986.

References

[1] D. B. Williams, C. B. Carter, Transmission electron microscopy: a textbook for materials science, 2nd Edition, Springer, New York, 2009, oCLC: 254591841.
[2] S. Shahrezaei, D. C. Hofmann, S. N. Mathaudhu, Synthesis of Amorphous/Crystalline Laminated Metals via Accumulative Roll Bonding, JOM 71 (2) (2019) 585–592. doi:10.1007/s11873-018-3269-2
[3] A. R. Yavari, A. Le Moulec, W. J. Botta F, A. Inoue, P. Rejmankova, A. Kvick, In situ crystallization of Zr55Cu30Al10Ni5 bulk glass forming from the glassy and undercooled liquid states using synchrotron radiation, Journal of Non-Crystalline Solids 247 (1) (1999) 31–34. doi:10.1016/S0022-3093(99)00027-7
[4] C. Fan, A. Inoue, Ductility of bulk nanocrystalline composites and metallic glasses at room temperature, Applied Physics Letters 77 (1) (2000) 46–48, publisher: American Institute of Physics. doi:10.1063/1.126872
[5] D. V. Louguine-Luigin, C. Suryanarayana, T. Saito, Q. Zhang, N. Chen, J. Suida, A. Inoue, Unusual solidification behavior of a Zr–Cu–Ni–Al bulk glassy alloy made from low-purity Zr, Intermetallics 18 (8) (2010) 1531–1536. doi:10.1016/j.intermet.2010.04.003
[6] E. P. George, D. Raabe, R. O. Ritchie, High-entropy alloys, Nature Reviews Materials 4 (8) (2019) 515–534, number: 8 Publisher: Nature Publishing Group. doi:10.1038/s41578-019-0121-4
[7] T. Egami, S. J. Billinge, Underneath the Bragg peaks: structural analysis of complex materials, Vol. 16, Newnes, 2012.
[8] M. E. Stiehler, N. T. Panagiotopoules, D. S. Keeble, Y. P. Ivanov, M. Menelaou, M. R. Jolly, A. Lindsay Greer, K. Georgarakis, The effect of Ni or Co additions on the structure of Zr60Cu30Al10 bulk metallic glass revealed by high-energy synchrotron radiation Materials Today Communications 31 (2022) 103531. doi:10.1016/j.matcomm.2022.103531
[9] X. Wu, S. Lan, Z. Wu, X. Wei, Y. Ren, H. Y. Tsang, X. Wang, Multiscale structures of Zr-based binary metallic glasses and the correlation with glass forming ability. Progress in Natural Science: Materials International 27 (4) (2017) 482–486. doi:10.1016/j.pnsci.2017.08.008
[10] URL https://www.sciencedirect.com/science/article/pii/S2352492822003981
[11] X. Wu, S. Lan, Z. Wu, X. Wei, Y. Ren, H. Y. Tsang, X. Wang, Multiscale structures of Zr-based binary metallic glasses and the correlation with glass forming ability. Progress in Natural Science: Materials International 27 (4) (2017) 482–486. doi:10.1016/j.pnsci.2017.08.008
[12] URL https://www.sciencedirect.com/science/article/pii/S1002007116302360
[10] X. Tong, G. Wang, Z. H. Stachurski, J. Bednařík, N. Mattern, Q. J. Zhai, J. Eckert, Structural evolution and strength change of a metallic glass at different temperatures, Scientific Reports 6 (1) (2016) 30876, number: 1 Publisher: Nature Publishing Group. doi:10.1038/srep30876
URL: https://www.nature.com/articles/srep30876
[11] G. R. Anstis, Z. Liu, M. Lake, Investigation of amorphous materials by electron diffraction — The effects of multiple scattering, Ultramicroscopy 26 (1) (1988) 65–69. doi:10.1016/0304-3991(88)90378-6
URL: https://www.sciencedirect.com/science/article/pii/0304399188903786
[12] J. Ankele, J. Mayer, P. Lamparter, S. Steeb, Quantitative Electron Diffraction Data of Amorphous Materials, Zeitschrift für Naturforschung A 60 (6) (2005) 459–468, publisher: De Gruyter. doi:10.1515/zna-2005-0612
URL: https://www.degruyter.com/document/doi/10.1515/zna-2005-0612/html
[13] X. Mu, A. Mazilkin, C. Sprau, X. Colmann, C. Kübel, Mapping structure and morphology of amorphous organic thin films by 4D-STEM pair distribution function analysis, Microscopy 68 (4) (2019) 301–309. doi:10.1093/micro/dfz015
[14] R. Vincent, P. A. Midgley, Double conical beam-rocking system for measurement of integrated electron diffraction intensities, Ultramicroscopy 53 (3) (1994) 271–282. doi:10.1016/0304-3991(94)90039-6
[15] J. Portillo, E. F. Rauch, S. Nicolopoulos, M. Gemmi, D. Bultreys, Precession Electron Diffraction Assisted Orientation Analysis of Geometrically Necessary Dislocations and Back Stress in Large Grained Tantalum via EBSD and CPFEM, Materials Science and Engineering: A 772 (2020) 138704. doi:10.1016/j.msea.2019.138704
[16] A. Kashiwar, H. Hahn, C. Kübel, In Situ TEM Observation of Cooperative Grain Rotations and the Bauschinger Effect in Nanocrystalline Palladium, Nanomaterials 11 (2) (2021) 432, number: 2 Publisher: Multidisciplinary Digital Publishing Institute. doi:10.3390/nano11020432
[17] D. E. Laughlin, K. Hono (Eds.), Physical metallurgy, 5th Edition, Elsevier, Amsterdam, 2014.
[18] B. Oxlol, C. Gammer, X. G. Jin, P. Ercius, C. Ophus, J. Ciston, A. M. Minor, Strain mapping at nanometer resolution using advanced nano-beam electron diffraction, Applied Physics Letters 106 (25) (2015) 253107, publisher: American Institute of Physics. doi:10.1063/1.4922994
[19] T. C. Pekin, C. Gammer, J. Ciston, A. M. Minor, C. Ophus, Optimizing disk registration algorithms for nanobeam electron diffraction strain mapping, Ultramicroscopy 176 (2017) 170–176. doi:10.1016/j.ultramic.2016.12.021
[20] L. T. Hansen, D. T. Fullwood, E. R. Homer, R. H. Wagoner, H. Lim, J. D. Carroll, G. Zhou, H. J. Bong, An investigation of geometrically necessary dislocations and back stress in large grained tantalum via EBSD and CPFEM, Materials Science and Engineering: A 772 (2020) 138704. doi:10.1016/j.msea.2019.138704
[21] A. M. Abeykoon, C. D. Malliakas, P. Juhás, E. S. Bozin, M. G. Kanatzidis, S. J. L. Billinge, Quantitative nanostructure characterization using atomic pair distribution functions obtained from laboratory electron microscopes, Zeitschrift für Kristallographie - Crystalline Materials 227 (5) (2012) 248–256, publisher: De Gruyter Section: Zeitschrift für Kristallographie - Crystalline Materials. doi:10.1524/zkri.2012.1510
[22] T. E. Gorelik, M. U. Schmidt, U. Köhl, S. J. L. Billinge, Total-Scattering Pair-Distribution Function of Organic Material from Powder Electron Diffraction Data, Microscopy and Microanalysis 21 (2) (2015) 459–471. doi:10.1017/S1431927614014561
[23] M. M. Hoque, S. Vergara, P. P. Das, D. Ugarte, U. Santiago, C. Kumara, R. L. Whetten, A. Dass, A. Ponce, Structural Analysis of Ligand-Protected Smaller Metallic Nanocrystals by Atomic Pair Distribution Function under Precession Electron Diffraction, The Journal of Physical Chemistry C 123 (32) (2019) 19894–19902, publisher: American Chemical Society. doi:10.1021/acs.jpcc.9b02901
[24] S. D. M. Jacques, M. Di Michiel, S. A. J. Kimber, A. J. Cernik, J. S. J. Billinge, Pair distribution function computed tomography, Nature Communications 4 (1) (2013) 2536. doi:10.1038/ncomms3536
[25] M. Jafary-Zadeh, G. Pravenek Kumar, P. S. Brancio, M. Seifi, J. J. Lewandowski, F. Cui, A Critical Review on Metallic Glasses as Structural Materials for Cardiovascular Stent Applications, Journal of Functional Biomaterials 9 (1) (2018) 19, number: 1 Publisher: Multidisciplinary Digital Publishing Institute. doi:10.3390/jfb9010019
[26] L. R. DaCosta, E. Kennedy, Y. Xie, M. T. Janish, M. M. Schneider, P. Herring, C. Gopal, A. Anapolsky, R. Dhall, K. C. Bustillo, P. Ercius, M. C. Scott, J. Ciston, A. M. Minor, C. Ophus, py4DSTEM: A Software Package for Four-Dimensional Scanning Transmission Electron Microscopy Data Analysis, Microscopy and Microanalysis 27 (4) (2021) 712–734, publisher: Cambridge University Press. doi:10.1017/S1431927621000477
[27] A. M. Abeykoon, C. D. Malliakas, P. Juhás, E. S. Bozin, M. G. Kanatzidis, S. J. L. Billinge, Quantitative nanostructure characterization using atomic pair distribution functions obtained from laboratory electron microscopes, Zeitschrift für Kristallographie - Crystalline Materials 227 (5) (2012) 248–256, publisher: De Gruyter Section: Zeitschrift für Kristallographie - Crystalline Materials. doi:10.1524/zkri.2012.1510
scanning nanostructure x-ray microscopy ArXiv:2110.01656 [cond-mat] (Oct. 2021). doi:10.48550/arXiv.2110.01656
URL http://arxiv.org/abs/2110.01656

[59] C. J. Wright, Towards Real Time Characterization of Grain Growth from the Melt, Ph.D. thesis, Columbia University (2020). doi:10.7916/d8-5txr-bb07

[60] W. Wang, H. Mraied, W. Diyatmika, J. P. Chu, L. Li, W. Cai, Effects of nanoscale chemical heterogeneity on the wear, corrosion, and tribocorrosion resistance of Zr-based thin film metallic glasses, Surface and Coatings Technology 402 (2020) 126324. doi:10.1016/j.surfcoat.2020.126324
URL https://www.sciencedirect.com/science/article/pii/S0257897220309932

[61] D. V. Louguine-Luzgin, A. S. Trifonov, Y. P. Ivanov, A. K. A. Lu, A. V. Lubechenko, A. L. Greer, Shear-induced chemical segregation in a Pe-bulked bulk metallic glass at room temperature, Scientific Reports 11 (2021) 19509. doi:10.1038/s41598-021-92907-4
URL https://www.ncbi.nlm.nih.gov/pmc/articles/PMC8249454

[62] N. Nakamura, L. Su, J. Bai, S. Ghose, B. Rejcha-Jayan, In situ synchrotron pair distribution function analysis to monitor synthetic pathways under electromagnetic fields, Journal of Materials Chemistry A 8 (31) (2020) 15909–15918. doi:10.1039/D0TA03721D

[63] H. Xu, S. Sommer, N. L. N. Broge, J. Gao, B. B. Iversen, The Chemistry of Nucleation: In Situ Pair Distribution Function Analysis of Secondary Building Units During Uio-66 MOF Formation, Chemistry: A European Journal 25 (8) (2019) 2051–2058. doi:10.1002/chem.201805024

[64] A. E. Morandeau, C. E. White, In situ X-ray pair distribution function analysis of accelerated carbonation of a synthetic calcium–silicate–hydrate gel, Journal of Materials Chemistry A 3 (16) (2015) 8597–8605. doi:10.1039/C5TA04848B

[65] P. J. Chupas, X. Qiu, J. C. Hanson, P. L. Lee, C. F. Grey, S. J. L. Billinge, Rapid-acquisition pair distribution function (RA-PDF) analysis, Journal of Applied Crystallography 36 (6) (2003) 1342–1347, publisher: International Union of Crystallography. doi:10.1107/S0021889803017564

[66] D. B. Williams, C. B. Carter, Fine Structure and Finer Details, in: D. B. Williams, C. B. Carter (Eds.), Transmission Electron Microscopy: A Textbook for Materials Science, Springer US, Boston, MA, 2009, pp. 741–760. doi:10.1007/978-0-387-76501-3_40

[67] J. L. Hart, A. C. Lang, Y. Li, K. Hantanasirisakul, A. I. Frenkel, M. L. Taheri, A Synchrotron in the TEM: Spatially Resolved Fine Structure Spectra at High Energies, arXiv:1909.06323 [cond-mat]ArXiv:1909.06323 (Sep. 2019).
URL http://arxiv.org/abs/1909.06323

[68] I. Mirebeau, Diffuse scattering, EPJ Web of Conferences 155 (2017) 00006, publisher: EDP Sciences.
URL http://www.epj-conferences.org/articles/epjconf/201715500006

[69] P. Juhás, T. Davis, C. L. Farrow, S. J. L. Billinge, PDFgetX3: a rapid and highly automatable program for processing powder diffraction data into total scattering pair distribution functions, Journal of Applied Crystallography 46 (2) (2013) 560–566, number: 2 Publisher: International Union of Crystallography. doi:10.1107/S0021889813006190

[70] P. Hovington, D. Drouin, R. Gauvin, CASINO: A new monte carlo code in C language for electron beam interaction —part I: Description of the program. Scanning 19 (1) (1997) 1–14, _eprint: https://onlinelibrary.wiley.com/doi/pdf/10.1002/sca.4950190101. doi:10.1002/sca.4950190101
URL https://onlinelibrary.wiley.com/doi/abs/10.1002/sca.4950190101

[71] L. Khouchaf, K. Boulahya, F. P. Das, S. Nicolopoulos, V. K. Kis, J. L. László, Study of the Microstructure of Amorphous Silica Nanostructures Using High-Resolution Electron Microscopy, Electron Energy Loss Spectroscopy, X-ray Powder Diffraction, and Electron Pair Distribution Function, Materials 13 (19) (2020) 4393, number: 19 Publisher: Multidisciplinary Digital Publishing Institute. doi:10.3390/ma13194393

[72] W. J. Claffey, R. Priore, D. F. Parsons, The kinematical limit in electron diffraction, Journal of Applied Crystallography 3 (6) (1970) 516–519, number: 6 Publisher: International Union of Crystallography. doi:10.1107/S0021889870006775

[73] Proprietry software for processing diffraction data, www.nanomegas.com, nanomegas sprl, belgium.

[74] E. F. Rauch, J. Portillo, S. Nicolopoulos, D. Bultreys, S. Rouvimov, P. Moeck, Automated nanocrystal orientation and phase mapping in the transmission electron microscope on the basis of precession electron diffraction, Zeitschrift für Kristallographie - Crystalline Materials 225 (2-3) (2010) 103–109, publisher: De Gruyter Section: Zeitschrift für Kristallographie - Crystalline Materials. doi:10.1524/zkri.2010.1205

[75] E. Rauch, K. Barmak, J. Ganesh, P. Ferreira, A. Darbaš, D. Choi, T. Sun, B. Yao, K. Coffey, S. Nicolopoulos, Automated Crystal Orientation and Phase Mapping for Thin Film Applications by Transmission Electron Microscopy, Microscopy and Microanalysis 17 (S2) (2011) 1086–1087, publisher: Cambridge University Press. doi:10.1017/S1431927611006301

[76] E. Rauch, M. Véron, Improving angular resolution of the crystal orientation determined with spot diffraction patterns, Microscopy and Microanalysis 16 (S2) (2010) 770–771, publisher: Cambridge University Press. doi:10.1017/S1431927610059533

[77] J. Kieffer, J. P. Wright, PyFAI: a Python library for high performance azimuthal integration on GPU, Powder Diffraction 28 (S2) (2013) S39–S30, publisher: Cambridge University Press. doi:10.1107/S1551929513009924

[78] S. D. Walck, Recipes for Consistent Selected Area Electron Diffraction Results: Part 3: Electron Diffraction Analysis Software, Microscopy Today 28 (4) (2020) 46–53, publisher: Cambridge University Press. doi:10.1107/S155192952001066

[79] X. Yang, P. Juhás, C. L. Farrow, S. J. L. Billinge, XDPSuite: an end-to-end software solution for high throughput pair distribution function transformation, visualization and analysis arXiv:1402.3163 [cond-mat][ArXiv: 1402.3163 (Feb. 2014). URL http://arxiv.org/abs/1402.3163

[80] diffrxplanar Package — diffrxplanar documentation (2021). URL http://www.diffrxy.org/diffrxplanar/api/diffrx_planar.html

[81] A. P. Hammersley, FIT2D: a multi-purpose data reduction, analysis and visualization program, Journal of Applied
[82] xpdtools 0.8.1. URL: https://xpdacq.github.io/xpdtools/index.html

[83] C. J. Wright, X.-D. Zhou, Computer-assisted area detector masking, Journal of Synchrotron Radiation 24 (2) (2017) 506–508, number: 2 Publisher: International Union of Crystallography. doi:10.1107/S1600577517000015

[84] Software for analysis of amorphous and nano crystalline materials, nanomegas sprl, belgium.

[85] E. F. Rauch, M. Véron, Virtual dark-field images reconstructed from electron diffraction patterns, The European Physical Journal Applied Physics 66 (1) (2014) 10701, number: 1 Publisher: EDP Sciences. doi:10.1051/epjap/2014130556

[86] P. Virtanen, R. Gommers, T. E. Oliphant, M. Haberland, T. Reddy, D. Cournapeau, E. Burovski, P. Peterson, W. Weckesser, J. Bright, S. J. van der Walt, M. Brett, J. Wilson, K. J. Millman, N. Mayorov, A. R. J. Nelson, E. Jones, R. Kern, E. Larson, C. J. Carey, I. Polat, Y. Feng, E. W. Moore, J. VanderPlas, D. Laxalde, J. Perktold, R. Cimrman, I. Henriksen, E. A. Quintero, C. R. Harris, A. M. Archibald, A. H. Ribeiro, F. Pedregosa, P. van Mulbregt, SciPy 1.0: Fundamental Algorithms for Scientific Computing in Python, Nature Methods 17 (2020) 261–272. doi:10.1038/s41592-019-0686-2

[87] C. L. Farrow, P. Juhas, J. W. Liu, D. Bryndin, E. S. Božin, J. Bloch, T. Proffen, S. J. L. Billinge, PDFit2 and PDFgui: computer programs for studying nanostructure in crystals, Journal of Physics: Condensed Matter 19 (33) (2007) 335219, publisher: IOP Publishing. doi:10.1088/0953-8984/19/33/335219

[88] P. Juhás, C. Farrow, X. Yang, K. Knox, S. Billinge, Complex modeling: a strategy and software program for combining multiple information sources to solve ill posed structure and nanostructure inverse problems, Acta Crystallographica Section A: Foundations and Advances 71 (6) (2015) 562–568, number: 6 Publisher: International Union of Crystallography. doi:10.1107/S2053273315014473

[89] Y. Rakita, GENESIS-EFRC/MiniPipes: A python-based programable gui platform for generating analysis and active control pipelines (2021). URL: https://github.com/GENESIS-EFRC/MiniPipes
Mapping Structural Heterogeneity at the Nanoscale with Scanning Nano-structure Electron Microscopy (SNEM)

**Fig. S1** PDF resolution roadmap in high energy x-ray, neutron and electron total scattering experiments. Electron diffraction offers the best positional resolution (smallest beam size), while x-ray and neutron diffraction offer the best structural resolution (higher maximum collected momentum transfer value, $Q_{\text{max}}$, which, based on the Nyquist-Shannon sampling theorem, allows a better r-space resolution ($\Delta r = \frac{\pi}{Q_{\text{max}}}$) [48]). Neutron acquisition time is slow and beam size is large (> mm), but it can offer better elemental contrast and additional insight on chemical and magnetic order [68]. The time resolution for electron or x-ray sources depends on the flux, the desired $Q_{\text{max}}$, and the chemical elements under study. Using fast detectors, rapid acquisition and automated analysis pipelines, PDFs can in principle be generated in a fraction of a second [65, 69] which makes it suitable for operando experiments.

**Methods**

1. **Sample preparation**

   The sample under study is a roll-bonded laminate of nickel and a bulk metallic glass (BMG) formed as the result of accumulative hot rolling. The preparation of the sample was discussed in detail in Refs [67, 2]. Briefly, sheets of Ni (99.99%) and the BMG material (Zr$_{65}$Cu$_{17.5}$Ni$_{10}$Al$_{7.5}$ at.%) with initial layer
Fig. S2 (a) Monte Carlo simulation using CASINO [70]. The simulation shows the trajectory of 2000 electrons coming from a 2 nm wide 200 keV electron beam with a convergence angle of 1 deg (17 mrad) (following the 1 deg precession angle) passing through a 70 nm medium composed of Zr$_{60}$Ni$_{25}$Cu$_{10}$Al$_{5}$. (b) the intensity projection at $z=5$ nm and $z=70$ nm. The FWHM at the exit of the sample ($z=70$ nm) is $\sim 0.5$ nm wider than at the entrance to the sample ($z=5$ nm). For the simulation we used 2000 electrons and a virtual detector bin size of $0.4 \times 0.4$ nm.

thicknesses of 0.2 mm and 0.06 mm, respectively, were placed in a vertical stack. The stacks were heated in Ar to 420 °C and rolled to 50% reduction using a heated two-high rolling mill (IRM model 4060). Following rolling, the sample was cooled to room temperature and cut in half with a mechanical saw. The two halves were then stacked vertically and spot welded together, and then the rolling process was repeated. In total, six rolling steps were used to form the accumulative roll bonded laminate. For the SNEM and EELS analysis, a focused ion beam (FIB) was used to prepare a $70 \pm 15$ nm lift-out. Final thinning was performed with 5 keV Ga ions. The final sample-region that was scanned, the sample region-of-interest (RoI), - a single Ni/BMG/Ni laminate - is shown in Fig. 1(b).

2. SNEM data collection and normalization

The goal of the data acquisition for SNEM imaging is to obtain ED data that will result in good ePDF’s [7, 26, 27, 28, 71], i.e., data collected over as wide a range of reciprocal-space as possible with high signal-to-noise ratio, good statistics and as kinematical as possible [72], whilst minimizing potential beam damage, sample charging and other effects that will degrade the signal integrity [27]. With this in mind, the following instrument setup conditions were used.

2.1. diffraction pattern generation

A JEOL 2100F microscope was used in a STEM mode with a Schottky electron source, operated at an accelerating voltage of 200 kV. The beam scanning and precession is controlled by an external “Digistar” device [73, 74, 75]. We used the smallest (10 µm) condenser aperture, which allowed a beam spot size of
∼ 2 nm; the raster step-size was chosen to be 3 nm. The diffraction length was set to 10 cm, and the overall TEM image magnification was 8000 X. We used a precession electron diffraction mode [14], where each pixel was collected with 8 precessions per cycle at a precession angle of 1°. With a dwell time of 0.08 s per pixel, collection from a 289 × 132 grid (in total: 38,148 diffraction patterns) took 51 min and 25 s. Given the long acquisition time, an occasional drift correction from a reference area outside the sample RoI was carried out. To minimize potential beam damage, we used the smallest condenser aperture and minimized the dwell time. No sample degradation was observed.

The patterned images of the diffracted electrons were acquired by an 8.3µm × 8.3µm pixel-size CCD Stingray camera (Model No F046B ASG) that was placed outside the microscope, capturing the fluorescent screen image from above. Although the camera allowed a 14 bit dynamic range, to accelerate data acquisition with a sufficient signal to noise ratio, we used an 8-bit dynamic-range setting and 4 × 4 binning. The 8-bit dynamic-range was sufficient to cover the observed intensities and saturation was observed only from the direct beam and some strong Bragg peaks coming from the crystalline Ni. With a total of 576 × 576 pixels and 4 × 4 binning, each captured DP included 144 × 144 pixels.

2.2. Diffraction pattern distortion correction

Besides experimental setup factors, including the external inclined position of the camera (see Fig. 2(a)), geometric distortions to the diffraction pattern images are naturally introduced. A distortion correction was carried out using the “ASTAR” software package [76, 15], which resulted in a concentric circularly symmetric DP centered at the middle of the 144 × 144 square image. The distortion-correction process uses a de-warping numerical process that involves matching between an experimental DP from the crystalline Ni region and the expected peak positions from the relevant Ni orientation. Choosing a DP from a particular Ni crystallite that is oriented close to the [102] zone-axis, allowed us to increase the certainty of the fitting. The identification of the approximate [102] Ni pattern within the capping Ni region of the sample followed the description in the supplementary information Methods section 2.2.1. Eventually, the stretching factors were extracted from matching the DP at the x=26, y=27 pixel (Fig. 5(a)) to a Ni-[102] simulated DP. To normalize the entire dataset, the extracted stretching factors were applied on all images in the dataset. The corrected DPs were stored and transferred for QoI-extraction via our analysis pipeline. Selected post-normalization DPs are shown in Fig. 2(b).

2.2.1. Orientation match and matching reliability maps

This section describes briefly how phase and orientation matching and related reliability index map were generated using “ASTAR” software package and how they are used for generation of stretching parameters for distortion correction of DP’s before SNEM data analysis [74].

Simulated DP’s for all different possible orientations with an angular step of 1° were generated using a Crystalline Ni phase obtained from Crystallography Open Database (COD No 9008476) using DiffGen software of ASTAR package [76, 15]. At any particular point, the experimental pattern with a highest correlation index value against all possible orientations (here the Ni single phase) from simulated DP’s provided an adequate crystal phase and orientation or each point in the map. The estimated orientation matching indexes are plotted in Fig. S3(a) and represented in a stereographic color projection (reduced to a double standard triangle color set).

Reliability indexes, which represent the goodness of fit between the experimental DP’s and the simulated ones, are calculated from the best two solutions that match the experiential pattern, and mapped into Fig. S3(b) (brighter color represents a more reliable fit of orientation). Fig. S3(b) shows that the amorphous BMG region have practically zero reliability to any Ni orientation, as expected. The convoluted map between the orientation (Fig. S3(a)) and the reliability (Fig. S3(b)) maps (shown in Fig. S3(c)) classifies between the BMG and crystalline Ni reliably, and confirm our concluded classification from the VBF image shown in Fig. 2(d)(i). For distortion-correction and calibration processes, we chose the DP in the pixel x = 26, y = 27 (Fig. 5) as our standard. This pixel is placed within the red square in Fig. S3(c). The DiffGen simulation estimated a fitting error of ±1.22° to the DP.
Fig. S3 (a) Orientation matching map and (b) the corresponding orientation reliability map as resulted from the distortion corrected diffraction patterns as described above. Following the pole figure (double standard triangle color-set inset in (a)), using the MapViewer and DiffGen software of ASTAR package we found that some of the patterns at the top left region (red circle in (c)) are close to the Ni-[102] zone-axis. Within this region, Fig. S5(a) shows the pattern from pixel x=26, y=27, which corresponds to the Ni-[102] with an error of $1.2^\circ$. (c) Convoluted (a) and (b) maps, which reliably show the boundaries between the amorphous BMG and Ni crystalline phases.

2.3. Refined distortion correction

The distortion correction carried out in the ASTAR software was found to result in Debye-Scherrer rings that were not perfectly circular and a second distortion correction was found to improve the quality of resulting PDFs significantly. A further refinement of the parameters that define rotations of the detector away from being perpendicular to the beam were carried out in the pyFAI calibration module [77] on a DP from an amorphous region of the sample. The improvement in the calibration can be seen as the unfolded Debye-Scherrer rings appearing as straight vertical lines in Fig. S4(b) rather than wavy lines in Fig. S4(a). The azimuthally-integrated DP reduced structure function, $F(Q)$, which is the function that is directly Fourier-transformed to a PDF (see Methods section 3.3) shows that the additional distortion correction reduces the SNR in the higher $Q$ range and a narrower peak-width. This additional correction allowed us to use data over a higher $Q$-range for constructing a PDF, thus improving the real-space resolution and resulted in better quantitative insight from the resulting ePDF’s.

2.4. $Q$-Calibration

The 2D diffraction pattern must be integrated along arcs of constant $Q$ to obtain a 1D powder diffraction pattern that is Fourier transformed to obtain the PDF. The approach is fairly standard and is described in detail in the supplementary information in Methods section 2.4.1.

We note that, in principle, after image correction and centring, the calibration is not necessary if one wishes only to get a relational comparison, meaning follow differences between different areas of the sample, rather than extracting absolute structural parameters. The PDF obtained from uncalibrated data will appear the same as from calibrated data, but the positions of the PDF peaks will not accurately reflect the real interatomic distances. We mention this because correct calibration can sometimes be challenging, but important and valid scientific insights can still be extracted from data that have only an approximate calibration, or no calibration at all.

The basic approach for calibration is to obtain, under the same microscope conditions as the SNEM measurement, a known diffraction pattern from a reference material. Here we took advantage of the fact that outside the BMG we are looking at crystalline nickel and it was possible to find a diffraction pattern from a crystallite down a known zone axis [102]. Other $Q$-calibration strategies can also be found here [78].
Fig. S4 Comparison between distortion-correction approaches using (a) a diffraction pattern from a BMG region after distortion-correction using the ASTAR software from a crystalline Ni pattern [102] (see Methods section 2.2). (b) Additional distortion correction for remaining ellipticity in the DP’s using the pyFAI calibration module from an amorphous BMG pattern (see Methods section 2.3). (c) The azimuthally-integrated reduced structure function $F(Q)$ function as resulted from the integration of (a) and (b), which shows that the additional correction reduced the noise level and peak width, as expected.

2.4.1. Calibration details

This section describes a calibration process which allows accurate 1D powder diffraction patterns to be obtained from the native 2D diffraction images on the detector. First, image distortions are removed using the “ASTAR” [76, 15] package that corrects for any physical misorientations of the detector with respect to the incident beam, as well as other distortions coming from the experimental setup. The distortion correction is carried out such that a known single-crystal diffraction pattern appears undistorted on the detector. For example, as discussed below, in our case we used a diffraction pattern from parts of the crystalline nickel part of the sample. For more details about the distortion-correction see Methods section 2.2 in the main text. The resulting corrected diffraction image yields an image of a plane through reciprocal space, that sufficiently close to an image that would be obtained with an average incident beam hitting the detector normal to the plane of the detector. The ASTAR software yields a highly accurate position of the beam center on the detector. It also yields the pixel edge length in reciprocal lattice units, where the dewarping corrections result in a sufficiently linear (in reciprocal space) grid of pixels and the pixels are square. The beam center and the reciprocal-space size of the pixels therefore provide enough information to determine the $Q$ value of every pixel in the image, which completes the calibration.

For the current paper we used the calibration image in Fig. S5(a), which is a diffraction pattern from the $x=26, y=27$ on the sample that corresponds to a Ni crystallite close to the [102] zone axis (actually, with an offset of $1.2^\circ$ from the zone axis). The ASTAR software yielded a pixel edge dimension of $0.0319^{-1}$ for the pixels and a beam center at the $x=72, y=72$ pixel of each dewarped DP.

To determine the 1D powder pattern, which is also needed for the PDF, it is necessary to integrate along arcs of constant-$Q$ on the detector. In order to carry out the integration, we use software that was developed for integrating x-ray diffraction patterns from 2D detectors such as SrXplanar [79, 80], pyFAI [77] or Fit2D [81]. Because of the particular geometry of the x-ray measurement, with scattered beams moving in straight lines from the sample to the detector, these programs do not take as input the reciprocal-space dimensions of the pixel and it is necessary to convert the information obtained from ASTAR to the relevant input for the integration program.

In the current case we used pyFAI for the integration. In this case the relevant inputs are a physical
sample-to-detector distance measure (strictly the distance of normal incidence), \( L \), the position on the
detector of the beam center, the wavelength of the incident radiation, \( \lambda \), and the physical pixel dimensions
in units of meters. pyFAI also takes detector angular offsets as inputs. The dewarping corrections result
in an image that would be obtained from an incident beam with normal incidence, so all detector angular
offset parameters can be set to zero in the inputs. \( \lambda \) and the beam center position are known. However,
it remains to determine an “effective camera length”, \( L \), which is the length the camera would have had if
there was no magnification or beam bending of the scattered electrons, to use pyFAI.

The geometry for the effective camera length definition is shown in Fig. S5(b). We need to convert the
known pixel size in reciprocal-space into an “effective camera length”, \( L \). A length in reciprocal space, \( Q \), is
given by

\[
Q = 4\pi \sin \theta / \lambda, \quad (3)
\]

where \( \theta = 2\theta/2 \) and \( 2\theta \) is the angle subtended at the sample between the direct beam and the scattered
beam. From the effective camera length geometry, we see that \( \tan(2\theta) = R/L \) and in the small angle
approximation \( \tan(2\theta) = R/L \sim 2\theta \sim 2\sin \theta \) and \( \sin \theta = R/2L \). Thus, if we take \( R \) to be the distance from
the corner of one pixel to the corner of the next pixel, i.e., the physical pixel dimension in our image, \( R_p \),
and \( Q_p \) to be the known pixel dimension in reciprocal space from the ASTAR calibration, we get that

\[
L = \frac{2\pi R_p}{Q_p \lambda}, \quad (4)
\]

In principle, the integration program wants \( L \) and \( R_p \) in units of meters, but provided the small angle
approximation is satisfied, these two quantities will be divided by each other in the calculation and so it is
possible to give these quantities in any length units as long as they are both in the same units. For example,
we can give in units of “pixel edge length”, \( R_p \), in which case Eq. (4) becomes

\[
L = \frac{2\pi}{Q_p \lambda}. \quad (5)
\]

The value of \( L \) determined this way will then be used as input to the integration program as the camera
length variable, with the \( x \) and \( y \) pixel dimension inputs set to 1 (for the current case of square pixels). In
the current experiment, using the electron wavelength for a 200 keV beam that is relativistically \( \lambda = 0.0251 \)
and \( Q_p = 0.20 \) from ASTAR, we get an effective camera length of \( L = 1249 \) in units of pixel dimension.

We note that this conversion will work if we know the \( Q \)-value of any feature in our image. For example,
if we find the center of a known diffraction spot, for example, the Bragg peak from a known set of crystallo-
graphic planes with Miller indices \((hkl)\), we can determine the distance on the image from the beam center
position to the center of the Bragg spot in units of the pixel edge length, \( N_p \) (most simply by counting the
pixels along the \( x \) and \( y \) directions and using Pythagoras’ theorem), in which case

\[
L = \frac{2\pi N_p}{Q_{hkl} \lambda}. \quad (6)
\]

Since \( Q_{hkl} = 2\pi/d_{hkl} \), where \( d_{hkl} \) is the interplanar spacing of the set of planes \((hkl)\), this can be rewritten as

\[
L = \frac{d_{hkl} N_p}{\lambda}. \quad (7)
\]

This allows an approximate calibration to be carried out without a well defined \( Q_p \) from the ASTAR software.
The calibration will be less accurate than using a more sophisticated regression algorithm to extract the
pixel edge length, as is done in ASTAR (that is using this approach internally to do the calibration from a
known diffraction pattern) but in many cases could be sufficient.

These conversions are valid when the small angle approximation is valid, or when \( L \gg R \). To estimate the
largest error introduced by taking this approximation we consider the largest \( R = R_{\text{max}} \), which is the distance
from the beam center to the corner of the detector. The largest error, \( \delta Q_{\text{max}} = 4\pi(\sin \theta_{\text{max}} - \theta_{\text{max}}) / \lambda \).
In our experiment having the beam center placed at the center of 144 \( \times \) 144 pixels, \( R_{\text{max}} = 101.8\text{pix} \), and
having \( L = 1249 \) pixels, form \( \tan(2\theta_{\text{max}}) = R_{\text{max}} / L \), we get that \( \theta_{\text{max}} = 0.041 \text{ rad} \) and \( \delta Q_{\text{max}} = 0.003 \).
Fig. S5 Calibration: (a) a calibration diffraction image for determination of the effective Q resolution (the diffraction pixel size). This image correspond to the x=26, y=27 indexed diffraction pattern (indexes relate to Fig. 1b)). Using the orientation matching map (Fig. S3), this diffraction image was found most suitable to the Ni-[102] orientation. (b) A schematic illustration of a classical (e.g., x-ray) diffraction experiment in a transmission mode, without the magnification lenses that are present in electron diffraction. This emphasizing the relevant geometries used for extracting the “calibration parameter” \( \frac{L}{d} \). In the illustration, \( L \) is the camera length, \( d \) is the crystallographic spacing and \( R \) is the distance between the incident beam and a diffraction spot. \( R \) can be also defined as (num. of pixels) × (size of pixel).

3. SNEM data analysis

After distortion correction, centering and calibration we can initiate the data reduction pipeline towards generation of PDF’s from each individual diffraction pattern. This will allow us to expose and see more vividly local structural features. Fig. S6 represents the steps in the data reduction pipeline from a distortion corrected image in panel (a) to the PDF in panel (f). In the following subsections we describe the different steps.

3.1. Auto-masking

Our laminate sample contains two distinct regions: crystalline nickel and amorphous BMG. The diffraction signal from regions containing crystals have bright diffraction spots as shown in Fig. 2(b) and Fig. S7. Since conventional PDF analysis require isotropic diffraction patterns, we wish to remove the signal from the crystalline component and focus on the diffuse signal that contains the local structural information of the BMG. To do this we use an auto-masking algorithm, where we automatically determine the location of Bragg peaks and mask their intensities from those points, removing them from each diffraction pattern.

First, a static mask was applied to remove the direct beam spot and dead pixels that always appear at the same spot on the detector. Then, to remove Bragg peaks, (and any other occasionally appearing dead pixels) an auto-generated mask was applied. The auto-generated mask is generated using the ‘xpdtools’ software package [82]. The mask auto-generation algorithm iteratively finds and removes outlier pixels around rings of constant radius [82, 83]. Since a truly amorphous signal has a normal distribution of intensities along
The analysis pipeline that was used to generate a single PDF from a DP. (a) Raw diffraction image; (b) masked diffraction pattern to remove unwanted pixels (central beam, over-saturated or bad pixels, isolated crystalline diffraction peaks, etc.) (c) azimuthally integrated intensity of the masked image, \( I(Q) \); (d) structure function, \( S(Q) \), (Eq. 9); (e) reduced-structure function, \( F(Q) \), (Eq. 8); (f) PDF, \( G(r) \), from a sine Fourier transformation of \( F(Q) \). The DP in (a) is an example taken from a position \( x = 140 \) and \( y = 70 \) within the BMG and for the Fourier transformation we used \( Q_{\text{max}} = 8.1 \). Other examples for data-reduction of DP’s from other regions where auto-masking was required to remove Ni peaks closer to the Ni/BMG region are shown in Fig. S7.

An azimuth with a constant radius, the algorithm detects intensities from crystalline particles, which then masked. This process allows us to isolate the contribution from the BMG, as demonstrated in Fig. S7. The auto-masking configuration parameters we used for this work are summarized in Table S1.

We note that the auto-masking algorithm was used only as part of the data-reduction pipeline during extraction of QoI’s from ePDF data. It was not applied, however, when extracting QoI’s directly from the diffraction patterns.

3.2. Integration of masked diffraction images

The next step to get the signal for PDF analysis is to carry out an azimuthal integration around circles of constant momentum transfer \( Q \) in the diffraction pattern [7]. For this we use the Python-based fast azimuthal integration package pyFAI [77], which yields a 1-dimensional intensity, \( I(Q) \), as shown in Fig. S6(c). As mentioned earlier, the \( Q \) values in the \( I(Q) \) and the consequent PDF obtained from uncalibrated data will appear the same as from calibrated data, but the positions of the PDF peaks will not accurately reflect the real interatomic distances. Here, following Methods section 2.4, we used a diffraction pattern from a reference material to determine the accurate \( Q \) spacing in each DP.

3.3. Data reduction to obtain the PDF

The next steps are to take the 1D intensity function, correct and normalize it to obtain the reduced total scattering function, \( F(Q) \) that can be Fourier transformed to obtain the PDF. Here, \( F(Q) \) is defined as [7]

\[
F(Q) = Q[S(Q) - 1],
\]

(8)
where

\[ S(Q) = \frac{I_c(Q) - \langle f(Q)^2 \rangle + \langle f(Q) \rangle^2}{\langle f(Q) \rangle^2} \]  

(9)

is the reduced structure function. \( I_c(Q) \) is the intensity from coherent scattering events (corresponds to the azimuthally integrated data from the prior step) and \( f(Q) \) is the electron atomic form factor [26]. \( F(Q) \) was then Fourier-transformed to \( G(r) \), which is the PDF:

\[ G(r) = \frac{2}{\pi} \int_{Q_{\text{min}}}^{Q_{\text{max}}} F(Q) \sin(Qr) \, dr. \]  

(10)

For these steps we used the program PDFgetE3, which is part of the ePDFsuite [84] software.

4. Definition of Quantities of Interest

Any scalar quantity (number) that can be extracted from the data can be a “quantity of interest” (QoI), if by mapping its value as a function of position across the sample we glean some information about the local structure or chemistry. Fig. S8 summarizes a number of QoIs we extracted in the current study.

Powerful and widely used QoIs from the raw data are virtual apertures that define diffraction image regions of interest on the detector, for example, circular RoI apertures may be used to produce bright and dark field images, sometimes called “virtual” bright and dark field (VBF, VDF) images [85, 16]. For a VBF map, the circular diffraction RoI is centered on the main beam. In a conventional bright field image it is proportional to the transmitted beam and the contrast in the map represents the thickness and scattering power of the sample from place to place. In our virtual bright field images, detector saturation by the main beam was found to distort this image with counts suppressed in the most highly saturated pixels. We therefore built masks to remove the heavily saturated center part of the beam. As with conventional dark field imaging, circular apertures may also be defined to select circular diffraction RoIs on any interesting feature in the 2D diffraction image, and the resulting spatial map is a virtual dark field image of the phase producing this diffraction feature. For example, the contrast in a VDF map can expose the distribution of crystallographic orientations of a known phase [16] (Fig. S3(a)), and in our current study, the presence of nanocrystallites in the BMG (Fig. S8(b)).

However, the QoI concept allows us to define many more potentially interesting RoI’s. For example, by defining an RoI that is a circular annulus that captures the strongest diffraction ring of the BMG, (Fig. S8(a)) and summing the intensity in all the pixels that fall in that annulus, we can map out the location of the BMG in the image (Fig. 2(d)(i)).

After reducing the diffraction patterns into PDF’s, we can then define QoI’s from features in the PDF function that are directly giving information about inter-atomic distances in the local structure. For example, the first peak in a PDF comes from the distribution of pair-distances within the first coordination shell. Since the BMG structure contains atoms of different sizes, measuring the position of the first-peak maximum, \( r_{\text{max}} \), should reflect the (scattering weight averaged) average pair-distances within the first coordination shell, and is therefore tightly related to the compositional distribution. The peak needs to be modelled to get this information in a highly quantitative way since in a mixed system the average peak position will be weighted by the scattering power of the atoms involved as well as the interatomic pair lengths. However, simply mapping \( r_{\text{max}} \) (the \( r \)-position of the PDF peak maximum) vs. position can give an indication of compositional variations in the sample, very rapidly and easily. Other QoI’s may also be plotted, such as the value of \( G \) at its maximum, \( G(r_{\text{max}}) \). The meaning of this QoI is less clear because PDF peak height depends on the sharpness of the peak as well as the scattering strength (and therefore composition), but QoI maps from this QoI can still give valuable information about compositional (peak height) and structural (peak width) variations. A schematic of how these two QoIs are defined, is shown in Fig. S5(c).

We can go further by fitting models to the PDFs and using refined model parameters as our QoIs and mapping how they vary spatially. For example, to separate the contributions of sharpening and integrated intensity to the first PDF peak maximum we can fit one or more Gaussian functions to the first PDF peak,
as shown in Fig. S8(d). We find these fits more satisfactory when we add a linear baseline. The fit results in three parameters for the Gaussian, its center, width and integrated intensity, and these three values can be independently mapped. In general, the first peak in the PDF may be made up of multiple interatomic distances, and requires a fit with a sum of Gaussians,

$$G_{\text{Gauss}}(r) = \sum_{i=1}^{N} \left( \frac{A_i}{\sqrt{2\pi} \sigma_i} \exp\left(-\frac{(r-r_{\text{cen}}(i))^2}{2\sigma_i^2}\right) \right) + P^{(1)}(r)$$

where $A$ is the integrated area, $r_{\text{cen}}$ the center of the Gaussian, and $\sigma$ is the standard deviation (peak width). $P^{(1)}(r)$ is a first order polynomial function ($P^{(1)}(r) = a \cdot r + a_0$) that acts as a baseline for the Gaussian. The $i$ index runs over the $N$ Gaussians used in the fit. Examples of successful single Gaussian and two-Gaussian fits are shown in Fig. S8(d) and (e), respectively. The fit range must also be defined. When fitting Eq. 11 we used scipy.optimize.curve_fit from the python ‘scipy’ package [86]. The initial fitting parameters are found in Table S1.

Alternatively, one can come up with a small box structural mode and fit it to a PDF using well established softwares, such as PDFgui [87] or diffpy-cmi [88] for more complex cases. The fitting parameters, including the degree of agreement between the model and the structure can be then used as a reasonable QoI. This process is thought cumbersome and require careful examination of the fitted model. If done successfully with all the cautionary required, the richness of the structural information is large, for example, the explicit interatomic bond-distances, bond densities the agreement with a structure with respect to a competing structure, etc.

In this work we assumed a model of a closed-packed FCC structure that contains three types of bonds: Zr–Zr, X–X and Zr–X. To find the partial contribution for each bond we split the structure into three FCC sub-structures of Zr–Zr, X–X and Zr–X. For Zr–X we allow counting the contribution of only the Zr–X pairs and neglect any contribution that comes from Zr–Zr or X–X pairs. Using the scaling factor values, we extracted the occupancy of each pair, or in other words, the pair density. For the fitting we used PDFgui [87], where the exact fitting conditions are summarized in Table S2.

5. Software

Besides data acquisition, calibration and distortion correction, the analysis pipeline strives to be Python-based. The analysis pipeline software that are mentioned in the Methods section, including for masking, azimuthal integration, Fourier transformation, QoI generation and imaging, are wrapped by a Python-based graphical user interface, called ‘MiniPipes’ [89]. MiniPipes focuses on the ease in configuring the different steps and the capability of chaining the different analysis building-blocks into a coherent pipeline that once properly configured using the user interface, can be used to rerun data analyses for convenient exploration of the data, with different QoI’s. Moreover, MiniPipes allows an easy setup of new pipeline building-blocks, which allows easy implementation of new analysis pipelines and improved SNEM QoI’s.

6. EELS imaging

For comparison with the PDF-derived QoI maps compositional information about the sample was obtained from EELS measurements. STEM-EELS data were acquired separately, but from the same area from which the SNEM patterns were taken. A Gatan Imaging Filter Quantum was used with a K2 direct electron detector. The STEM convergence semi-angle was 8 mrad and the collection semi-angle was 45 mrad. Elemental composition maps were generated using a power-law background subtraction and Hartree-Slater cross-sections.
Fig. S7 Examples of three characteristic points along a cut $x=140$, where the points a, b and c represent the estimated position of where $y=30$, $y=50$ and $y=70$, respectively. The top most image is the VBF with addition of the a, b and c points. For each point there is a representation of the raw diffraction image, the masked image, the integrated $I(Q)$ plots.
Fig. S8 Visualized examples of QoI value extraction from each 2D diffraction pattern and 1D-ePDF. (a) and (b) are RoI’s within a 2D pattern from which the sum or the max intensity can be derived as a QoI, while (a) is agnostic to a particular orientation and gives an overview over all azimuthal orientations, (b) is specific to a specific orientation. (c) Extraction of the average maximum coordinates QoI’s, $r_{max}$ and $G(r_{max})$, from the nearest-neighbouring peak. (d) and (e) shows extraction of QoI’s from a fit to Gaussians on top of a first-order polynomial (Eq. [11]) from which the peak width ($\sigma$) and maximum can be extracted as QoI’s. For the example of (d) we use $Q_{\text{max}} = 6.2$ to illustrate a PDF fitting to a single Gaussian. In this work, however, we use the highest possible $Q_{\text{max}} = 8.1\text{ Å}^{-1}$ which produce a double Gaussian to which we fit Eq. [11] with $N=2$, as demonstrated in (e). (f) represents a more complex fitting of a PDF to a structural model from which each fitted parameter is a potential structurally-significant QoI. Throughout the paper, and as shown in panels (d)-(f), the red line refers to the fit or model data, the blue circles represent the data and the green green line to the difference between the data and the fit. Initial fitting and boundaries conditions are summarized in Table SI (for (d) and (e)) and Table S2 (for (f)).
The parameters used for data-reduction and QoI generation. From top: (i) automasking (for xpdtools.tools.mask_img) parameters; (ii) data reduction and Fourier transformation (for pdfgete/ePDFsuite) parameters; (iii) is the starting boundary fitting conditions to Eq. 11; (iv) global fitting setup (scipy.optimize.curve_fit). These parameters where applied to the entire set of diffraction images.

| (i) automasking config. | description | values |
|-------------------------|-------------|--------|
| auto-type               | statistical masking strategy (mean/median) | mean |
| alpha                   | number of STD that are not masked | 3.5   |
| edge                    | number of pixels to cut from the edge | 3     |
| lower thresh            | lower threshold to mask | 1     |
| upper thresh            | upper threshold to mask | inf   |

| (ii) data-reduction config. | description | values |
|-----------------------------|-------------|--------|
| $q_{\text{max inst}}$      | Q cutoff for meaningful input intensities | 12.0   |
| $q_{\text{max}}$           | The lower Q-limit for the FT of the F(Q) | 8.1    |
| $q_{\text{min}}$           | The upper Q-limit for the FT of the F(Q) | 0.1    |
| $r_{\text{poly}}$          | r-limit for the F(Q) correction polynomial | 1.2    |

| (iii) fitting config. for Eq. 11 | | |
|----------------------------------|-----------------|-----|
| $r$ range [Å]                   | 2.1 - 4         |     |
| $A^{(1)}$                        | 0.01            | 0.01| inf |
| $r_{\text{cen}}^{(1)}$          | 2.4             | 2.4 | 3.0 |
| $\sigma^{(1)}$                  | 0.01            | 0.01| 1   |
| $A^{(2)}$                        | 0.01            | 0.01| inf |
| $r_{\text{cen}}^{(2)}$          | 3.5             | 3.0 | 4.0 |
| $\sigma^{(2)}$                  | 0.01            | 0.01| 1   |
| $a$                              | 1               | -inf| inf |
| $a_0$                            | 1               | -inf| inf |

| (iv) global scipy.optimize.curve_fit setup | | |
|-------------------------------------------|-----------------|
| $f_{\text{sclae}}$                       | 0.005           |
| Method                                    | trf             |
| Loss                                      | soft_l1         |
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The parameters used in PDFgui [87] for simulation and fitting of ePDFs to a closed-packed (FCC) X–X, Zr–Zr and Zr-X structural model. The lattice parameters are calculated as [(\(NN - \text{distance}\) + 0.1)\(\sqrt{2}\)]

| parameter                  | initial value | free |
|----------------------------|---------------|------|
| scaling factor: X–X        | 1.0           | YES  |
| scaling factor: Zr–Zr      | 1.0           | YES  |
| scaling factor: Zr–X       | 1.0           | YES  |
| lattice parameter: X–X [Å] | 3.68          | YES  |
| lattice parameter: Zr–Zr [Å]| 4.67          | YES  |
| lattice parameter: Zr–X [Å]| 4.17          | YES  |
| ADP: X                     | 0.005         | no   |
| ADP: Zr                    | 0.005         | no   |
| spdiameter [Å]             | 9.0           | no   |
| qdump                      | 0.4           | no   |
| fitting range [Å]          | 1.8-8         | no   |
Fig. S9 Fits of selected ePDFs from the x=75 cut to a superposition of X–X, Zr–Zr and Zr–X closed packed FCC structure. The y index is mentioned within each panel, where the partial PDFs of each model are plotted in Fig. S10. For the fittings we used PDFgui [87] where the fitting parameters being summarized in Table S2. The fitting curve and the difference curve between the the fit and the data are plotted in red and green, respectively. The goodness of fit parameter $R_w (R_w = \frac{\sum_i (G_{\text{data}}(i) - G_{\text{fit}}(i))^2}{\sum_i (G_{\text{fit}}(i))^2})$ is mentioned above the difference (green) curve.
Fig. S10 Simulated partial PDFs for a closed packed (FCC) X–X, Zr–Zr and Zr–X structures. For the simulation we used PDFgui [87] where the simulation parameters being summarized in Table S2 with the exception of setting the scaling factor to 1 for the mentioned pair and 0 for the rest.
Fig. S11 Azimuthally-selective VDF of the maximum intensity within each ROI of a diffraction pattern. (b) and (c) are example images that are selected from region 1 and 3 in (a). A different ROI location around the ring result in a different contrast map, which relate to the crystallographic orientations of the nano-crystalline inclusions.
Fig. S12 (a) The QoI map of $r_{1\text{max}}^1 + r_{2\text{max}}^2$ with emphasizing the regions that suggest chemical clustering. (b) Zr/X chemical ratio derived from EELS composition mapping (Fig. 10) showing that the Zr concentration with respect to the other elements changes mostly vertically from edge to center of the BMG and does not follow features that are shown in $r_{1\text{max}}^1 + r_{2\text{max}}^2$ map. Such evaluation and, especially the fact that the apparent dark regions in (a) are around $[\text{Zr-Zr}] = [\text{X-X}] = 1$, which are the simulation conditions for Fig. 7(c)[blue curve], strengthen the connection between the the $r_{1\text{max}}^1 + r_{2\text{max}}^2$ QoI and the chemical SRO.
Fig. S13 (a) Simulated PDFs of a closed-packed set of Zr–Zr, X–X and Zr–X structures from which $r_{1\text{max}}$ and $r_{2\text{max}}$ are derived to calculate the $r_{1\text{max}}^1 + r_{2\text{max}}^2$ QoI for Fig. 7(b). In (a) we kept Zr–Zr and X–X pair fraction constant and equal to 1, while changing the Zr–X pair fraction. In (b) and (c) we change the X–X and Zr–Zr fractions, respectively, while keeping the other set of pairs equal to 1.