Ignoring Fossil Age Uncertainty Leads to Inaccurate Topology and Divergence Time Estimates in Time Calibrated Tree Inference
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Time calibrated trees are challenging to estimate for many extinct groups of species due to the incompleteness of the rock and fossil records. Additionally, the precise age of a sample is typically not known as it may have occurred at any time during the time interval spanned by the rock layer. Bayesian phylogenetic approaches provide a coherent framework for incorporating multiple sources of evidence and uncertainty. In this study, we simulate datasets with characteristics typical of Palaeozoic marine invertebrates, in terms of character and taxon sampling. We use these datasets to examine the impact of different age handling methods on estimated topologies and divergence times obtained using the fossilized birth-death process. Our results reiterate the importance of modeling fossil age uncertainty, although we find that the relative impact of fossil age uncertainty depends on both fossil taxon sampling and character sampling. Sampling the fossil ages as part of the inference gives topology and divergence time estimates that are as good as those obtained by fixing ages to the truth, whereas fixing fossil ages to incorrect values results in higher error and lower coverage. The relative effect increases with increased fossil and character sampling. Modeling fossil age uncertainty is thus critical, as fixing incorrect fossil ages will negate the benefits of improved fossil and character sampling.
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1. INTRODUCTION

Estimating phylogenetic relationships and divergence times among species are key components of piecing together evolutionary and geological history. Approaches to building time trees in paleobiology have traditionally involved estimating the topology and branch lengths scaled to time in separate, sequential analyses (Bapst and Hopkins, 2017). Bayesian phylogenetic models make it possible to estimate these parameters in combination. An advantage of this joint inference is that temporal evidence can be used to inform the tree topology, in combination with character data, and the posterior output will better reflect the uncertainty associated with the results (Ronquist et al., 2012).
Statistically coherent models for incorporating extinct species into time calibrated tree inference only recently became available. In particular, the fossilized birth-death (FBD) process provides a joint description of the diversification and fossil sampling processes (Stanley, 2010; Heath et al., 2014). Under this model, extinct dated samples are considered as part of the tree, therefore contributing temporal information, and their phylogenetic position can be recovered, either as terminal branches (tips) or ancestral to other samples (sampled ancestors). This modeling framework has created enormous potential for incorporating more paleontological data into divergence time analyses and we are only just beginning to explore the impact and existing limitations of this approach.

Analyses using the FBD process can be divided into two categories depending on the amount of data available. The first category uses topological constraints which assign fossils to specific clades (Gavryushkina et al., 2014; Heath et al., 2014). In these analyses the position of the fossils in the tree is thus not part of the inference. The second category are so-called “total-evidence” approaches, which use morphological data to place the fossils on the tree as part of the inference (Ronquist et al., 2012; Zhang et al., 2015; Gavryushkina et al., 2017). Total-evidence analyses better reflect the uncertainty associated with fossil placement than analyses that fix the position of fossils and thus may lead to more accurate results, particularly in clades where the fossil taxonomy is contested. This approach can also be applied to entirely extinct groups, for which only morphological and no molecular data are available (Lee et al., 2014; Slater, 2015; Wright, 2017b; Wright and Toom, 2017; Paterson et al., 2019).

Simulations play an important role in testing the limits of tree inference methods. Different taxonomic groups and time periods are associated with different issues that contribute to challenges inferring topology and time, and a growing number of studies have sought to explore the performance of phylogenetic inference under the FBD model in different scenarios. Several studies have focused on specific model violations, including the impact of non-uniform sampling among living taxa (Zhang et al., 2015; Matschiner, 2019), non-uniform sampling of fossil taxa over time (Heath et al., 2014; Zhang et al., 2015; O’Reilly and Donoghue, 2019) or across lineages (Heath et al., 2014; Matschiner et al., 2017), as well as the effect of ignoring sampled ancestors (Gavryushkina et al., 2014). A clear consensus that emerges from this work is that higher sampling rates of taxa and characters result in better estimates of time and (when co-estimated) topology, provided model violation is not extreme. In an extensive set of simulations, Luo et al. (2019) examined the performance of total-evidence inference under the FBD model. This work indicated that a large degree of uncertainty is anticipated to be associated with the placement of extinct samples, for which only morphology is available, and that fossil sampling may ultimately outweigh the significance of other issues encountered in dating analyses, including character sampling and among-lineage rate variation.

Barido-Sottani et al. (2019a) focused on one particular aspect of the fossil record, namely the uncertainty associated with the age assigned to each fossil sample. As the age of fossils is established in reference to the geological record, fossil samples are not dated to a single numerical value but rather to an interval of time; this is referred to hereafter as the “age range” of the sample. This uncertainty can be handled in FBD analyses by sampling fossil ages as part of the inference (Drummond and Stadler, 2016), but many studies in the existing literature chose instead to fix fossil ages to a single value, usually the midpoint of the age range (e.g., Larabee et al., 2016) or an age sampled uniformly at random inside the range (e.g., Grimm et al., 2015). Barido-Sottani et al. (2019a) tested these different approaches of handling fossil age uncertainty in analyses using topological constraints to place fossils and found that fixing the fossil ages to incorrect values led to important errors in divergence times estimates. Here, we extend the Barido-Sottani et al. (2019a) study to time calibrated tree inference using morphological data only. Using simulated datasets, we explore the impact of character and taxon sampling, approaches to handling fossil age uncertainty, and clock model priors on estimates of topology and divergence times. We also compare our results to those obtained using temporally unconstrained (i.e., non-time-calibrated) Bayesian tree inference. Finally, we apply the FBD model and several different methods for handling fossil age uncertainty to an empirical dataset that is typical of those available for Paleozoic marine invertebrates.

2. METHODS

2.1. Simulated Datasets

The design of our simulation study is broadly based on features that are typical for datasets of Paleozoic marine invertebrates. In order to select parameter values that would reflect the size and scale of these datasets (in terms of taxon and character sampling) we first tallied 81 studies of Paleozoic invertebrate groups, which included trilobites (67%), brachiopods (18%), and crinoids (15%). The majority of these studies used species as operational taxonomic units (OTUs) (77%), while the rest coded genera (23%). The results are summarized in Appendix Figure S1 and Appendix Table 1. The typical size of these datasets was 25–35 taxa, at both taxonomic levels (mean for species OTUs = 25, mean for genus OTUs = 32), with a maximum of 85. For 63 of these studies we were able to estimate approximate time spans in millions of years (Myr). Across all studies, the typical time span was 50 Myr, with 85% <75 Myr. However, there was a large difference between taxonomic scales: the mean total time span for studies using species OTUs was 37 Myr, while the mean total time span for studies using genus OTUs was 88 Myr. Interestingly, no relationship was observed between the number of taxa in the study and the total time span. Intuitively, we might expect sampling taxa over longer intervals to lead to datasets containing larger numbers of taxa, i.e., because the number of opportunities for sampling increases. However, it is not clear whether this observation reflects a genuine lack of correlation between time and the number of taxa sampled, or the fact that studies chose not to include all available taxa in phylogenetic studies for practical reasons, e.g., due to the intense effort required to collect morphological characters. The average number of characters was 35 for both species and genus levels, with an average of 60% binary characters.
TABLE 1 | Parameters values for low and high fossil sampling settings.

| Parameter                        | Low sampling | High sampling |
|----------------------------------|--------------|---------------|
| Fossilization rate $\psi$        | 0.03/Myr     | 0.1/Myr       |
| Minimum number of fossils $n_{\text{min}}$ | 20           | 80            |
| Maximum number of fossils $n_{\text{max}}$ | 40           | 120           |
| Minimum span $t_{\text{span}}$    | 30 Myr       | 50 Myr        |

Based on these empirical data characteristics, we established two main parameter settings that determined the number of fossils sampled during simulation, one based on the average size of empirical datasets (referred to as low sampling) and the other based on a more optimistic sampling scenario (referred to as high sampling). We also explored the effect of morphological matrix length (30, 300, or 3,000 characters), where the lowest value was based on our sample of empirical studies and the higher values represented more optimistic scenarios. The optimistic scenarios are more similar to previous simulation studies that have focused on morphology based tree inference (Wright and Hillis, 2014; O’Reilly and Donoghue, 2017; Puttick et al., 2017). Note that a priori we do not expect to recover good results under the low sampling scenario and with the small number of characters typical of empirical datasets. The more optimistic scenarios were necessarily included to gain robust insights into the behavior of our inference framework. For each set of parameter values we simulated 50 replicates.

2.1.1. Simulation of Phylogenies and Fossil Samples

Trees were simulated under a constant rate birth-death process with speciation rate $\lambda = 0.06$/Myr and extinction rate $\mu = 0.045$/Myr, using the R package TreeSim (Stadler, 2011). These estimates were taken from an empirical study of Paleozoic crinoids (Wright, 2017a), which is the only one of the 81 datasets evaluated that has been the subject of an analysis using the FBD model, and for which empirical estimates of these parameters were readily available. The birth-death simulation was allowed to run for 130 Myr, which approximates the temporal duration (Ordovician to Devonian) of the crinoid clade of Wright (2017a).

Fossils were sampled on the complete phylogeny following a Poisson process with a constant fossilization rate $\psi$, using the R package FossilSim (Barido-Sottani et al., 2019b). We rejected phylogenies with less than the minimum number $n_{\text{min}}$ or more than the maximum number $n_{\text{max}}$ of sampled fossils, and phylogenies for which the fossils spanned less than the minimum time span $t_{\text{span}}$ Myr. Values for $\psi$, $n_{\text{min}}$, $n_{\text{max}}$, and $t_{\text{span}}$ depended on the fossil sampling setting (high vs. low sampling) and are detailed in Table 1. The average time span of simulated datasets was 111 Myr in the low sampling scenario, and 123 Myr in the high sampling scenario, consistent with our assumption of constant fossilization rate over the entire simulated period.

2.1.2. Simulation of Fossil Age Uncertainty

Fossil age uncertainty was simulated using the procedure described in Barido-Sottani et al. (2019a). Realistic age ranges for simulated data are based on empirical ranges of fossil crinoids obtained from the Paleobiology Database (PBDB) using the following parameters: time intervals = from Ordovician to Devonian, scientific name = Crinoidea (download date: 07/03/2018). Each simulated fossil sample was assigned to an interval based on its true age. If a simulated fossil age could be assigned to multiple intervals, a single interval was selected at random by weighting all possible intervals by their frequency of appearance in the PBDB data. If no intervals appeared in the PBDB data for a simulated fossil age, a random interval containing the true age was drawn, with a length equal to the average length of all intervals in the PBDB data, i.e., 12 Myr. Thus, the simulated interval for each fossil always included the correct age of the fossil.

2.1.3. Simulation of Morphological Data

As the majority of the characters used in our sample of empirical studies were binary and the number of character states was not the focus of our study, we chose to simulate binary characters only. These characters were simulated for each fossil using the function sim.char from the R package geiger (Pennell et al., 2014). A strict clock model was used and the rate of character state change was set to 0.033/Myr, based on the rate obtained by Wright (2017a). For both fossil sampling settings, character matrices of length 30, 300, and 3,000 were simulated. We did not filter the resulting matrices to remove uninformative characters. However, the proportion of uninformative characters was low: 0% for the matrices with 30 characters, 0.07% for the matrices with 300 characters, and 0.04% for the matrices with 3,000 characters.

2.1.4. Bayesian Inference

Markov Chain Monte-Carlo (MCMC) inference using the FBD process is implemented in the Sampled Ancestors package (Gavryushkina et al., 2014) for the software BEAST2 (Bouckaert et al., 2014). We extended this package to be able to use a tree with no extant samples. This extension made no changes to the FBD model or to the likelihood function, and was done simply to allow for sampling fossil ages on a fully extinct tree. This package was used to perform Bayesian phylogenetic inference on the simulated datasets. The fossil ages were handled using five different methods, detailed here and illustrated in Figure 1.

- Correct ages: the fossil ages are fixed to the true ages as simulated.
- Interval ages: the fossil ages are not fixed, but are sampled along with the other parameters within the simulated age range.
- Median ages: the fossil ages are fixed to the midpoint of their simulated age range.
- Random ages: the fossil ages are fixed to an age sampled uniformly at random inside of their simulated age range.
- Symmetric interval ages: the fossil ages are not fixed, but are sampled along with the other parameters. Each fossil age is sampled within a symmetric interval of length 12 Myr (i.e., equal to the average length of all intervals in the PBDB data) around the true age of the fossil. The purpose of this setting
was to evaluate whether the position of the interval relative to the true age affected the resulting estimates.

Note that for the interval age methods, we sample trees as in Drummond and Stadler (2016), i.e., we set the probability density of the proposed tree to the FBD probability density if all fossil ages are within their intervals, and 0 otherwise. The effective prior on fossil ages, i.e., the fossil age distribution when using all information excluding sequence data, is thus not a uniform prior, as the FBD model already induces a distribution on fossil ages.

The Lewis Mk model of morphological character evolution was used (Lewis, 2001). The strict clock model was used with three different priors on the clock rate: an unbounded uniform prior, a lognormal prior with median = 0.033/Myr, equal to the true rate [i.e., LogNormal(−3.4, 0.3)] and a lognormal prior with median = 1.220/Myr, different from the true rate [i.e., LogNormal(0.2, 1.25)]. The inference was run for at least 100,000,000 iterations, or until convergence was considered satisfactory, and sampled every 10,000 steps. Convergence was assessed in the software Tracer v. 1.7 (Rambaut et al., 2018) and considered satisfactory if the effective sample sizes were more than 200. Datasets that did not converge after 120 h were excluded (<5% of runs).

Additionally, unconstrained Bayesian phylogenetic inferences were performed on the simulated datasets using the RevBayes framework (Höhna et al., 2016) without including any fossil age information. These inferences were performed on all simulated datasets for both low and high fossil sampling and, with character data simulated under the strict clock model. We used the Lewis Mk model, a uniform prior on the tree topology and an exponential prior on the branch lengths. The mean of the distribution on the branch lengths, which is determined by the rate parameter $\lambda$, was estimated using an exponential hyperprior with mean = 1. The use of alternative branch length priors did not impact estimates of tree accuracy. See Supplementary Material Section 3 and Figure S4 for more details. Convergence and MCMC diagnostics were assessed using identical guidelines as those described above.

2.1.5. Assessing Inference Results

We assessed the accuracy of the FBD model parameters by measuring the relative error of the median posterior estimates, where the relative error was defined as the difference between the true value and the estimated value, divided by the true value. The relative error was averaged over all replicates. We also calculated the coverage, i.e., the proportion of analyses in which the true parameter value was included in the 95% highest posterior density (HPD) interval. In order to evaluate the accuracy of the divergence time estimates, we considered nodes defined as the most recent common ancestor (MRCA) of samples $t_1$ and $t_2$, for all pairs of samples. This definition allowed us to obtain nodes which were always present in the inferred tree, regardless of the accuracy of the topology. Similarly to the FBD model parameters, we calculated the relative error of the median posterior estimates and the coverage of the divergence times, averaged across all nodes and replicates.

To assess the accuracy of inferred topologies we calculated the mean normalized Robinson-Foulds (RF) distance (Robinson and Foulds, 1981) between simulated trees and tree samples from the posterior distribution. The RF distance only depends on the topology of the trees. The normalized RF distance between two trees with $n$ tips is computed by dividing the RF distance between these trees by the maximum possible RF distance between two trees with $n$ tips, thus scaling the distances between 0 and 1.

The normalized RF distances were calculated using the `RF.dist` function from the R package `phangorn` (Schliep, 2010), and averaged over all the trees sampled during the MCMC
(ignoring the first 10% of the samples as burn-in), and averaged over all replicates for each parameter combination.

All trees were unrooted prior to calculating the RF distance to facilitate comparison between the time constrained and unconstrained analyses.

2.2. Empirical Dataset

To explore the impact of different approaches to handling stratigraphic age uncertainty on empirical estimates of divergence times, Bayesian phylogenetic inference was performed on a dataset of North American Devonian brachiopod species (Stigall Rode, 2005). This dataset was chosen because, with 18 taxa and 36 characters, it represents the average size of the 81 studies we evaluated (Figure S1). Among datasets of similar size, it also comprised OTUs sampled across geologic stages. The latter criterion is important because at global scales, the geologic time scale is generally coarse enough that closely related species occur within the same geologic stage, and obtaining a finer resolution time scale is not straightforward, or even possible, in many instances (Hopkins et al., 2018).

Fossil occurrences were assigned to geologic stages based on vetted occurrences in the Paleobiology Database and additional literature (Stigall Rode, 2005; Menning et al., 2006). Minimum and maximum ages for stage boundaries were assigned following the International Commission on Stratigraphy 2018 chart (www.stratigraphy.org). Species for which all specimens were recovered from the same geological stage were treated as a single OTU. Three species had specimens which were sampled from more than one stage and were treated as multiple OTUs, corresponding to one OTU for each stage. For these species, the species was constrained to be monophyletic and morphology was included for the oldest specimen only. This approach was taken in order to avoid having multiple specimens associated with the same morphology over long intervals of time, which would represent a strong violation of the Mk model. The analysis used the same model parameterization and priors as the simulated data. The clock rate prior was set to a lognormal distribution \([\log\text{Normal}(−3.4, 0.3)]\). As the true ages of the fossils in this dataset are unknown, we limited our comparison to the median, random, and interval ages in BEAST2, and the unconstrained analysis in RevBayes. To facilitate comparison between constrained and unconstrained topologies, unconstrained trees were rooted using Xystostrophia umbraculum as the outgroup taxon (Stigall Rode, 2005). The FBD analyses were run both excluding and including the outgroup. This choice did not impact the overall results but we note that the inclusion of an outgroup taxon represents a violation of the assumption of uniform taxon sampling throughout the tree.

3. RESULTS

3.1. Simulated Datasets

3.1.1. Impact of the Clock Rate Prior

The use of different clock rate priors had a minor impact on the results. For most parameters, including divergence times, estimates of coverage and relative error were similar or even identical for different clock priors, particularly when character and fossil sampling were both high (Figures S2, S3). The use of different priors on the clock rate also had little impact on the topological accuracy based on RF distances (Figure 2). The largest impact was observed on the clock rate itself. When character and fossil sampling were low, there was less signal in the data to inform this parameter. Running the analysis with an unbounded uniform prior (i.e., from 0 to \(\infty\)) on the clock rate in the low sampling scenario produced rate estimates of \(\approx 10^{307}\) (i.e., the numerical upper limit of the software) in approximately 20% of replicates, as the posterior followed the prior. Thus, we excluded this condition from Figure S2 (lower panel).

As the clock rate prior exerted a negligible impact on parameter estimates, for the remainder of the results we focus on describing the output obtained using a lognormal prior on the clock rate with a median that differs from the true rate. This setting best matches a plausible scenario for empirical studies and avoids the issues encountered using the unbounded prior.

3.1.2. The Combined Effects of Stratigraphic Age Uncertainty, Fossil Sampling, and Character Sampling

Figures 3–5 present the results obtained under different character and fossil sampling settings when running the analysis using the lognormal clock rate prior with a median that differs from the true rate. Using symmetric interval ages results in very similar estimates compared to interval ages, showing that the accuracy of the estimates is not affected by the position of the interval relative to the true age of the fossil. Thus, in the following we will refer to these two conditions together.

The accuracy of inferred divergence times, in terms of coverage and relative error, show similar behavior across fossil and character sampling settings (Figure 3). In particular, we obtained high accuracy (i.e., high coverage and low relative error) when the fossil ages were fixed to the correct ages or sampled from within the known interval of uncertainty as part of the MCMC, irrespective of fossil or character sampling. In contrast, we obtained low accuracy when the ages were fixed to incorrect (median or random) ages, but the extent to which the results were worse depended on both fossil and character sampling. In the case of fixed incorrect ages, increased fossil, and character sampling decreased the accuracy of divergence time estimates. A similar trend is observed for the diversification and turnover parameters (Figure 4). The clock rate parameter showed the same trends for coverage (i.e., higher fossil and character sampling lead to lower coverage with median or random fossil ages), but a different trend was recovered for relative error (Figure 3). Specifically, when fossil and character sampling were low, relative error was higher when fossil ages were co-estimated compared to when the ages were fixed to either the correct or incorrect ages. However, coverage was consistently lower with incorrect fossil ages.

The accuracy of inferred trees follow a pattern which is similar overall to the divergence times estimates, across fossil age handling approaches and fossil sampling settings. However, character sampling had a large impact on the magnitude of the differences observed under different age handling and fossil sampling scenarios (Figure 5). In particular, when character
sampling was low \((n = 30)\) the inferred trees were relatively far from the true tree, as measured by RF distance, irrespective of fossil age handling approach or fossil sampling parameters. Overall, higher character and fossil sampling both led to increased accuracy (i.e., lower RF distances) across all scenarios, with the best estimates obtained when both character and fossil sampling were high (Figure 5). The positive effects of increased fossil or character sampling were also greater when fossil ages were fixed to the truth or co-estimated, while estimates obtained when fossil ages were fixed to median or random ages remained inaccurate even with high sampling. When fossil and character sampling were both high, using the correct fossil ages or estimating the ages performed much better than using incorrect fossil ages.

Differences in accuracy between time calibrated and unconstrained tree inferences were also linked to variation in character sampling (Figure 2). For low or intermediate character sampling \((n = 30 \text{ or } 300)\) combined with low fossil sampling, or for low character sampling \((n = 30)\) combined with high fossil sampling, the FBD inference outperformed the unconstrained inference under intermediate sampling scenarios \((n = 3,000 \text{ combined with low fossil sampling and } n = 300 \text{ combined with high fossil sampling})\) when fossil ages were fixed to the correct ages or co-estimated. When fossil and character sampling were both high the results obtained using both constrained and unconstrained analyses converged on the true tree, provided fossil ages were fixed to correct ages or co-estimated.

The results are summarized in Table 2. Overall, these results indicate that increasing the amount of data does not compensate for the errors introduced by fixing fossil ages to incorrect values. On the contrary, these errors have a much larger impact when using larger datasets, to the point that discarding the fossil ages entirely leads to better estimates of the topology than using incorrect fixed ages.

### 3.2. Empirical Dataset

The Maximum Clade Credibility (MCC) trees obtained with interval ages, median ages, random ages or unconstrained analysis using our empirical brachiopod dataset are shown in Figure 6. The parameter estimates obtained under different age handling methods are shown in Figure S5. All OTUs belonging to the same species were constrained to be monophyletic. However, the posterior support for these nodes may be lower than 1.0. This is due to the fact that the clade \([A1(A2)]\), where A1 is a sampled ancestor of A2, represents a different
realization of the FBD process than the clade (A1,A2), and so they are counted separately when calculating the posterior support of nodes using an MCC tree summary method such as TreeAnnotator.

The MCC trees obtained with the three methods for handling fossil ages are all almost identical in terms of their topology, with the exception of the placement of *Floweria arctostriata* in the random ages tree, and the node support is consistent across all three analyses. The median root ages are slightly different, with the median root age for the interval ages analysis the youngest, but only by a few million years (Figure 6, Figure S2). The MCC for the unconstrained analysis supports some of the same sister taxa with similar support values, and larger subclades are broadly consistent with several exceptions for specific taxa. Particularly notable is the derived placement of *Floweria becraefensis* in the unconstrained analysis. This

![FIGURE 3](image-url) Impact of character and fossil sampling on divergence times and clock rate. The mean and standard deviation of the relative error of median posterior estimates (left), and the mean 95% HPD coverage (right) are shown for different age handling methods, different character sampling, and different fossil sampling settings. Ages sampled as part of the MCMC are marked by (*).
species is among the oldest of the clade, and when fossil ages are included in the analysis, it is commonly placed as sister to the rest. Including the outgroup in the FBD analyses did not impact the estimated ingroup topology or divergence times (Figure S6). Overall, these results match the output expected based on our simulations, given the low taxon and character sampling, and fossil age uncertainty associated with this dataset.

4. DISCUSSION

The FBD model can be used to estimate time-calibrated trees under a range of scenarios. Our goal was to examine the impact of stratigraphic age uncertainty in FBD model analyses for datasets that are characteristic of fully extinct clades, such as Paleozoic marine invertebrate groups. Our survey of empirical data confirms that datasets associated with taxonomic groups...
from this time period typically have a small number of both taxa and phylogenetic characters. The age uncertainty associated with fossil samples from this time period is also relatively high (12 Myr on average, compared with a typical time span of 50 Myr for the full dataset in our example studies). Our results demonstrate the importance of incorporating stratigraphic age uncertainty into phylogenetic dating analyses on these datasets, rather than the popular practice of fixing fossil ages to a value from within the known interval of uncertainty, e.g., using the mean or a random value (Figures 3, 4, Figures S2, S3).

Our results build on the findings of previous work, where it was shown that fixing fossil ages to incorrect values can lead to inaccurate estimates of divergence times under the FBD model when using topological constraints to place the fossils (Barido-Sottani et al., 2019a). This previous study focused on a scenario where the aim was to estimate divergence times among extant species using molecular data. No character data was available for fossil samples but it was assumed that strong prior information was available to constrain the topology. Here, we assumed that the phylogenetic position of fossil samples was
unknown and used morphological data to co-estimate topology along with divergence times. The results of our simulations show that in addition to recovering inaccurate divergences times, mishandling fossil age uncertainty can also result in the wrong tree (Figures 2, 5).

We did not examine the impact of non-uniform fossil recovery, though this is known to decrease performance of the FBD model if unaccounted for (Heath et al., 2014; Luo et al., 2019; O’Reilly and Donoghue, 2019). Overall, our simulated datasets were designed to represent a best-case scenario for a fully extinct Paleozoic clade. We anticipate that additional, unaccounted-for model violations, such as non-uniform fossil recovery, would increase the errors in topology and divergence times estimates reported in this study.

Similarly, we did not examine the impact of morphological model violations such as rate heterogeneity among characters or the effects of non-uniform missing character data. A recent study suggested that even large deviations from the true model may have limited impact on divergence time estimates using total-evidence dating under the uniform tree model (Klopfstein et al., 2019). However, none of their simulation scenarios excluded molecular data and thus these findings may not be applicable to fully extinct clades. That said, the overall number of phylogenetic characters may be more of a concern for extinct clades, given the large degree of uncertainty associated with small matrices.

Small character matrices can be due to low taxon sampling, low character sampling, or both. The effect of both has been examined in previous studies. For example, simulations focused on unconstrained (i.e., non-time-calibrated) Bayesian inference have shown that small morphological matrices (e.g., 100 characters or less) will result in highly uncertain trees (O’Reilly and Donoghue, 2017; Puttick et al., 2017). Similarly, several simulation studies have demonstrated the importance of having sufficient fossil sampling in order to recover reliable estimates of divergence times using the FBD model (Heath et al., 2014; O’Reilly and Donoghue, 2019). Luo et al. (2019) examined the combined effects of fossil and character sampling on total-evidence estimates of time and topology, including a scenario that used morphological data only. Similar to our findings, their results show that increasing both the number of fossil samples and morphological characters leads to better estimates of time and topology, in terms of accuracy and precision. They also compared the use of fixed vs. co-estimated fossil ages, where the age of fossils were fixed to the truth or ages were estimated from within the known interval of uncertainty. They found no strong differences in the estimated node ages when co-estimating fossil ages, which is coherent with our simulation scenarios, in which
we observe very little difference in accuracy when comparing true vs. co-estimated fossil ages.

Our simulations also show that the inclusion of fossil age information can improve the inferred topology regardless of the size of the matrix, if fossil age uncertainty is handled appropriately (Figures 2, 5). On the other hand, excluding age information is preferable to using incorrect fossil ages even when using large morphological matrices. Thus, stratigraphic age uncertainty must be taken into account in order to fully benefit from the inclusion of fossil sampling times in the analysis. Note that we focus on the impact of stratigraphic age uncertainty, and not any uncertainty associated with the total duration over which a species is observed in the fossil record—that is, the stratigraphic range of a species (Hopkins et al., 2018). Different approaches to handling stratigraphic range durations have been shown recently to introduce errors into phylogenetic dating using the uniform tree model (Püschel et al., 2020). This type of data may be more appropriately modeled using the FBD range process (Stadler et al., 2018). However, we emphasize that the start and end of species ranges will also be associated with fossil age uncertainty, which will be essential to consider, regardless of the tree model (see also O’Reilly et al., 2015).

Assuming that fossil age uncertainty is handled appropriately, our results based on simulated and empirical data indicate that the priority for improving topology and divergence times should be to increase matrix size. However, some clades are naturally small or rare. For these clades, even with complete taxon sampling, the size of the dataset will remain small. The best course of action then may be to increase the taxonomic scope of the study and to sample more broadly. In the case of fossil clades, small numbers of characters may reflect the paucity of morphological trait data available from some groups whose record is characterized by exoskeletal or shell elements exhibiting minimal morphological variation. However, small matrix size might also reflect the historical circumstances in which these data were generated: many matrices surveyed (Appendix S1) were constructed for parsimony analysis where the focus was on the selection of phylogenetically informative characters and not necessarily intended to represent an exhaustive survey of the preserved variation. Moreover, some previous studies excluded a subset of characters from consideration because of a priori concerns about homoplasy (Guensburg and Sprinkle, 2003), and therefore only sampled characters they considered relevant or taxonomically significant. In this regard, it is conceivable that many published matrices may be expanded by a resurvey of the taxa of interest.

In addition, continuous trait data could provide an additional source of morphological information to complement matrices of discrete characters. Models of continuous trait evolution can be used to infer topology (Parins-Fukuchi, 2017) and divergence times (Alvarez-Carretero et al., 2019). Continuous data has also been shown to capture higher phylogenetic signal compared to discrete characters and can result in more accurate trees (Parins-Fukuchi, 2018). It is worth noting that >30% of the characters in our empirical example using brachiopods are continuous characters broken down into discrete states. If the process of discretization results in a loss of phylogenetic information, then tree inference and divergence time estimation could potentially be improved by modeling discrete and continuous characters separately.

We note that previous simulations examining the performance of both unconstrained vs. time calibrated Bayesian phylogenetic inference tend to use a minimum of 100 characters, which is >3 times the size of datasets available for many fossil invertebrate groups. Matrices of only 20–30 characters, which are widely used in the literature, may contain too much uncertainty for other methodological choices to matter. Thus, we must be realistic about the degree of uncertainty expected when the number of phylogenetic characters sampled is low. All approaches to constructing summary trees are problematic when there is a lot of uncertainty in the posterior and all summary trees should be interpreted with caution (O’Reilly and Donoghue, 2017). In conclusion, we show that as more phylogenetically informative data become available, fixing the fossil ages to incorrect values can lead to important errors. Sampling fossil ages as part of the inference recovers estimates similar to those obtained when fixing the ages to the correct values. Consequently, we recommend incorporating stratigraphic age uncertainty when conducting analyses using the FBD process.
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