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Abstract. The decoder-based machine learning generative algorithms such as Generative Adversarial Networks (GAN), Variational Auto-Encoders (VAE), Transformers show impressive results when constructing objects similar to those in a training ensemble. However, the generation of new objects builds mainly on the understanding of the hidden structure of the training dataset followed by a sampling from a multi-dimensional normal variable. In particular each sample is independent from the others and can repeatedly propose same type of objects. To cure this drawback we introduce a kernel-based measure quantization method that can produce new objects from a given target measure by approximating it as a whole and even staying away from elements already drawn from that distribution. This ensures a better diversity of the produced objects. The method is tested on classic machine learning benchmarks.
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1 Introduction, motivation and literature review

We investigate in this work an approach to enhance diversity in decoder-based generative AI paradigms i.e., when generating objects (e.g., images) similar to the content of a given (training) dataset. Such procedures received a large audience in the last years, especially after the introduction of several deep neural network architectures widely used today: the Generative Adversarial Networks [5, 16, 3] (hereafter named GAN), the Variational Auto-Encoders (VAE), see [9, 8, 15] and the Transformer [20].

All approaches use a small-dimensional set of parameters called latent space of dimension \( L \) as a companion representation for any object of initial dimension \( N \); for instance, for RGB color pictures \( N \) will be 3 times the number of pixels. We will take VAE as an example. At the high level of description, an object e.g., an image, is a vector in \( \mathbb{R}^N \); the training dataset becomes a set of points in \( \mathbb{R}^N \) and it is hypothesized that it corresponds to some distribution \( \mu(dx) \) on \( \mathbb{R}^N \) of which the dataset is an empirical sampling. The object distribution \( \mu \) is mapped by the encoder part of the VAE into an empirical distribution \( \mu_L \) on the latent space \( \mathbb{R}^L \); here \( L \) is much smaller than \( N \) and represents the essential degrees of freedom. The existence of such a \( L \) is a crucial hypothesis of most generative AI procedures. The optimization routines of VAE ensure
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that this mapping of the training dataset as a probability distribution on $\mathbb{R}^L$ will be as close as possible to some target (ideal) latent distribution, chosen usually to be the multi-variate normal distribution $\mathcal{N}(0_L, \text{Id}_L)$ here $0_L$ is the zero vector in $\mathbb{R}^L$ and $\text{Id}_L$ is the identity matrix in $\mathbb{R}^{L \times L}$. The GAN and Transformer architectures operate a bit differently but in all cases, generating $J$ new objects resumes to drawing $J$ independent new samples $X_1, \ldots, X_J$ from $\mathcal{N}(0_L, \text{Id}_L)$. These samples are then “decoded”, i.e., passed through a neural network implementing a mapping $D : \mathbb{R}^L \to \mathbb{R}^N$ with $D(X_j)$ being the object e.g., image, corresponding to the latent representation $X_j \in \mathbb{R}^L$ for any $j \leq J$.

Since the $J$ random variables $X_1, \ldots, X_J$ are independent, some $X_j$ end up being very similar and the decoded objects $D(X_j)$ may lack diversity.

The goal of this work is to propose a method to enforce this diversity. We do this by relating the samples $X_j$ through the requirement that $\frac{1}{J} \sum_{j=1}^J \delta_{X_j}$ be as close as possible to the empirical distribution $\mu_L$ on the latent space or the ideal latent distribution $\mathcal{N}(0_L, \text{Id}_L)$; here $\delta_x$ is a general notation for the Dirac measures centered at the value $x$. Such a goal will ensure that the objects $X_j$ cover well the (empirical) latent distribution $\mu_L$ and the generated objects $D(X_j)$ have adequate diversity.

1.1 Short literature review

Representing a target measure $\mu$ by the means of a sum of Dirac measures is similar in principle to the “vector quantization” approaches \cite{12,6} that divide the support of $\mu$ in several regions, called Voronoi cells, and replace the values in any Voronoi cell by the value at the center of the cell. It results a “quantized” set of values hence the name of the method.

Our approach is similar to this method, but from a technical point of view we do not work in the Wasserstein norm (which is used by the vector quantization algorithms) but instead our proposal is based on a kernel which gives rise to interesting analytic properties (for instance the distance to a normal can be calculated explicitly, see \cite{17} for details).

From the computational point of view, our contribution is similar to the “energy statistic” (see \cite{13,14}) but with the modification that we use a kernel which is not exactly $|x|$ but a smooth approximation.

On the other hand, diversity has been evoked in a recent work \cite{2} in the context of GANs when avoiding the “mode collapse”. The authors proposes a new GAN framework called diversified GAN (DivGAN) that aims at encouraging the GANs to produce diverse data. The DivGAN module computes a metric called “contrastive loss” that indicates with the level of diversity in the sample. Their approach has objectives aligned with our but instead of the contrastive loss we use state of the art kernel-based statistical distance as in \cite{17}. Note also the approach of \cite{10} that uses uses conditional GANs to avoid mode collapse.

Finally, for a more general discussion on the diversity and fidelity metrics see \cite{11} that propose new metrics to upgrade the standard ones like the Inception Score (IS) and the Frechet Inception Distance (FID).

\footnote{Some other choices exist, a popular one being a mixture of normal variables \cite{4}.}


2 Representation of the target distribution

We describe in this section the main part of our procedure. The procedure is based on the minimization, with respect to $X_j$, of the distance between the Dirac measure sum $\sum_{j=1}^{J} \delta_{X_j}$ and the target distribution $\mu_L$ or $\mathcal{N}(0_L, \text{Id}_L)$ (recall that the goal of the VAE is to render $\mu_L$ very close to $\mathcal{N}(0_L, \text{Id}_L)$). We use the Adam [7] stochastic optimization algorithm to minimize the distance but one can also choose Nesterov, momentum, SGD etc.

To compute the distance between two sets of Dirac measures we employ the following metric:

$$d\left(\frac{1}{J} \sum_{j=1}^{J} \delta_{X_j}, \frac{1}{B} \sum_{b=1}^{B} \delta_{z_b}\right)^2 = \frac{\sum_{j,k=1}^{J,B} h(x_j - z_k)}{JB} - \frac{\sum_{j,j'=1}^{J} h(x_j - x_{j'})}{2J^2} - \frac{\sum_{b,b'=1}^{B} h(z_b - z_{b'})}{2B^2},$$

where the kernel $h$ is defined for any $a \geq 0$ by $h(x) = \sqrt{||x||^2 + a^2} - a$. The distance $d(\cdot, \cdot)$ is a kernel-based statistical distance; we refer to [17,18] for considerations its usefulness and properties. Note that in particular it is not obvious that $d\left(\frac{1}{J} \sum_{j=1}^{J} \delta_{X_j}, \frac{1}{B} \sum_{b=1}^{B} \delta_{z_b}\right) \geq 0$ for any choice of vectors $X$ and $z$, but this can be proven with tools from the theory of Reproducing Kernel Hilbert Spaces (RKHS); in particular in [18] it is proven that such a distance is of Gaussian mixture type. This statistical distance can be extended also to general measures (not only sums of Diracs) by the definition:

$$d(\mu_1, \mu_2)^2 = -\frac{1}{2} \int_{\mathbb{R}^L} \int_{\mathbb{R}^L} h(x - y)(\mu_1 - \mu_2)(dx)(\mu_1 - \mu_2)(dy).$$

With these provisions we can introduce our two algorithms below [A1] and [A2]. Both use repeated sampling from the target distribution in order to stochastically minimize the distance from the candidate $\frac{1}{J} \sum_{j=1}^{J} \delta_{X_j}$ to the target distribution. The difference between the two algorithms is the following: [A1] samples from the ideal distribution $\mathcal{N}(0_L, \text{Id}_L)$ while [A2] samples from the empirical distribution $\mu_L$.

The parameters of the Adam algorithm were set to the defaults. Note that here the unknowns are coordinates of the vectors $X_j$ and the goal of the algorithm is to find the optimal $X_j$, $j = 1, \ldots, J$. To do so, the stochastic optimization algorithm needs to compute the gradient, with respect to $X$ of the loss function. Such a computation is done with the usual tools of back-propagation even if here the learned parameters do not correspond to neural network layers.

Note that, even if we describe the measure representation for the particular situation that have as target a multi-dimensional normal distribution, the procedure above can be generalized to any other targets. On the other hand, for the normal distribution, the distance from a sum of Dirac measures to the normal distribution can be computed analytically as in [17]; such an analytic formula renders the sampling from the target
Algorithm A1 Diversity sampling algorithm: ideal target case \( \mathcal{N}(0_L, \text{Id}_L) \)

**Inputs**: batch size \( B \), parameter \( a = 10^{-6} \).

**Outputs**: quantized points \( X_j, j = 1, \ldots, J \).

1: **procedure**
2: initialize points \( X = (X_j)_{j=1}^J \) sampled i.i.d from \( \mathcal{N}(0_L, \text{Id}_L) \);
3: while (max iteration not reached) do
4: sample i.i.d \( z_1, \ldots, z_B \sim \mathcal{N}(0_L, \text{Id}_L) \);
5: compute the global loss \( L(X) := d \left( \frac{1}{J} \sum_{j=1}^J \delta_{X_j}, \frac{1}{B} \sum_{b=1}^B \delta_{z_b} \right)^2 \) as in eq. \( \mathbb{I} \);
6: update \( X \) by performing one step of the Adam algorithm to minimize \( L(X) \).
7: end while
8: **end procedure**

distribution useless and the whole stochastic optimization in algorithm A1 can be replaced by a deterministic optimization; we tested the procedure and the results were coherent with what is reported here.

Algorithm A2 Diversity sampling algorithm: empirical target \( \mu_L \)

**Inputs**: batch size \( B \), parameter \( a = 10^{-6} \), measure \( \mu_L \) stored previously or computed on the fly.

**Outputs**: quantized points \( X_j, j = 1, \ldots, J \).

1: **procedure**
2: initialize points \( X = (X_j)_{j=1}^J \) sampled i.i.d from \( \mu_L \);
3: while (max iteration not reached) do
4: sample i.i.d. \( z_1, \ldots, z_B \sim \mu_L \);
5: compute the global loss \( L(X) := d \left( \frac{1}{J} \sum_{j=1}^J \delta_{X_j}, \frac{1}{B} \sum_{b=1}^B \delta_{z_b} \right)^2 \) as in eq. \( \mathbb{I} \);
6: update \( X \) by performing one step of the Adam algorithm to minimize \( L(X) \).
7: end while
8: **end procedure**

The algorithm A2 is tailored specifically for VAE. It samples from the empirical distribution \( \mu_L \) in several possible distinct manners:

1. store, during the last epoch of the VAE convergence, the latent points and construct \( \mu_L \) as a list of Dirac masses. There is no additional computation cost but memory is required to store the data; memory consumption is usually not large because the latent space has very reduced dimension compared to the initial dataset;
2. as previously but the computation is done after the last epoch of the GAN / VAE / Transformer; the computational cost increases with less than the cost of one additional epoch of the algorithm (no decoding and no need to compute gradients);
3. on the fly: when sampling from \( \mu_L \) is required, select at random objects from the initial dataset and encode them into the latent space. The cost is that of the encoding step.
In practice in the numerical tests we selected alternative 2 which gives best quality at a very reasonable cost.

3 Numerical results for the ideal sampling algorithm [A1]

All the experiments below are available on the Github site [18] and also as Zenodo repository [19]. In order to test both algorithm we used, even for the algorithm [A1] a VAE setting.

3.1 The VAE design

We take as example the MNIST dataset (similar results, not shown here, were obtained for the Fashion-MNIST dataset [21]) and generate new images through a VAE; more precisely we use a standard VAE which is the CVAE in the Tensorflow tutorial [1] : however, in order to gain in quality, we replace all convolution Conv2D layers by fully connected (FC) layers (size 28 * 28) which results in the following encoder / decoder architecture:

**Encoder:** input 28 x 28 images; followed by 5 Relu FC layers of dimension 28 * 28 and a final dense layer of dimension 2L (no activation).
Fig. 2. The latent space representation of the MNIST dataset; we use the same approach as in [1] and sample the distribution with $Q = 20$ equidistant (quantile-wise) points, for instance the point in the lattice at line $i_1$ and column $i_2$ corresponds to the $i_1/Q$-th quantile in the first dimension and $i_2/Q$-th quantile in the second direction (for the normal distribution). For each such a point we draw the image associated by the decoder $D(\cdot)$ to that point.
Decoder: 4 Relu FC layers of dimension $28 \times 28$ and a final dense layer of dimension $28 \times 28$ (no activation).

The latent space dimension is $L = 2$; the encoding mapping with respect to the image dataset is presented in figures [1] and [2] where a good quality is observed, even if some figures, like the 4 and 3 are not well represented (all 4 resemble very much to a 9). Note that although the latent space distribution is close to a 2D Gaussian it is not exactly so. This will affect the quality of the generated images which is not yet optimal.

3.2 Diversity enforcing sampling

The algorithm $A1$ is used to sample $J = 10$ points from the ideal latent distribution $\mathcal{N}(0, I_d)$ (recall $L = 2$); these points are then run through the decoder and we compare them with random i.i.d. sampling (plus decoder phase). We see in figure 4 that the random i.i.d. sampling has many repetitions (depending on sampling the number of repetitions may vary); on the contrary, the diversity enforcing sampling in the second row images has fewer repetitions (a 9 can be seen as close to a 4 given the latent space in figure 2). Of course, the quality of the sampling depends on the initial VAE quality; one component of the VAE quality is the latent distribution which, as illustrated in figure 1, can still be improved to match a 2D Gaussian. Since the empirical latent distribution of the dataset, depicted as the blue points in figures 1 and 3 does not match perfectly the target $\mathcal{N}(0, I_d)$ distribution, the diversity enforcing sampling, which use $\mathcal{N}(0, I_d)$, will not represent an optimal sample for the empirical latent distribution; this is seen in figure 3 where the red and black points do not seem to represent optimally the blue points.

4 Numerical results for the empirical sampling algorithm $A2$

We move now to the results for the algorithm $A2$. As indicated previously, after VAE converged we run a new epoch by asking VAE to encode all the dataset and store the latent points obtained. This was used as input for the algorithm $A2$. The VAE setting remains the same. The results are presented in figure 4 (third row). The numerical results appear better than those in section 3. This can be explained by the quality of the sampling from $\mu_L$ as illustrated in figure 5 where the sampling in the latent space appear to represent more accurately the empirical distribution $\mu_L$.

5 Discussion and final remarks

We presented a procedure to enforce diversity in the decoder-based generative networks. The diversity is ensured by drawing simultaneously all samples and ensuring that the overall set is a good approximation of the target distribution on the latent space. Two algorithms were proposed and tested numerically on standard learning datasets. Each procedure strikes a different balance between efficiency and quality: algorithm $A1$ is very fast and should be used when the generative algorithm converged well and the empirical latent distribution $\mu_L$ can be supposed close to the ideal value $\mathcal{N}(0_L, I_d_L)$;
Fig. 3. The latent space representation of the MNIST dataset together with the two sets of latent
points corresponding to diversity sampling depicted in the second row of figure 4. Blue points are
latent distribution points $\mu_L$; red and black points are the two sets of results $X = (X_j)_{j=1}^J$ of the
two runs of the algorithm $[A_1]$ (red = first run, black = second run).

Fig. 4. Diversity sampling results from algorithms $[A_1]$ and $[A_2]$. First row pictures: i.i.d. sampling
of $J = 10$ points from the target latent distribution (2D normal) and their corresponding images
(after decoding); we took two independent samplings in order to show that figure repetition is a
common feature of these samplings. The non-figure image in the second line second column is
just a VAE artifact due to the fact that the latent distribution is not the target 2D Gaussian, so
the image is not like images in the dataset. Second row pictures: results of algorithm $[A_1]$. The
repetitions present in the initial i.i.d sampling (e.g. 6, 7, 8, etc.) are much less present; figures
never present in the first row (e.g. 3) appear here. Third row pictures: results of algorithm $[A_2]$
Results improve with respect to the second row (algorithm $[A_1]$), only one repetition present.
Fig. 5. The latent space representation of the MNIST dataset together with the two sets of latent points corresponding to diversity sampling depicted in the third row of figure 4. Blue points are latent distribution points $\mu_L$; orange points are the results $X = (X_j)_{j=1}^J$ of the algorithm $A_2$.

On the other hand, the algorithm $A_2$ uses the actual latent distribution $\mu_L$ and obtains better quality results but at the cost of storing $\mu_L$ (or calculating it on the fly) and can be used when the GAN / VAE / Transformer quality is not optimal. This is the one we recommend in routine practice. Nevertheless, both methods confirm the initial expectations as procedures to enhance the diversity of the generative process.
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