ON (ALMOST) EXTREME COMPONENTS IN KRONECKER PRODUCTS OF CHARACTERS OF THE SYMMETRIC GROUPS

CHRISTINE BESSENRODT AND STEPHANIE VAN WILLIGENBURG

Abstract. Using a recursion formula due to Dvir, we obtain information on maximal and almost maximal components in Kronecker products of characters of the symmetric groups. This is applied to confirm a conjecture made by Bessenrodt and Kleshchev in 1999, which classifies all such Kronecker products with only three or four components.

1. Introduction

The decomposition of the tensor product of two representations of a group is an ubiquitous and notoriously difficult problem which has been investigated for a long time. For complex representations of a finite group this is equivalent to decomposing the Kronecker product of their characters into irreducible characters. An equivalent way of phrasing this problem for the symmetric groups is to expand the inner product of the corresponding Schur functions in the basis of Schur functions. Examples for such computations were done already a long time ago by Murnaghan and Littlewood (cf. [10, 8]). While the answer in specific cases may be achieved by computing the scalar product of the characters, for the important family of the symmetric groups no reasonable general combinatorial formula is known.

Over many decades, a number of partial results have been obtained by a number of authors. To name just a few important cases that come up in the present article, the products of characters labelled by hook partitions or by two-row partitions have been computed (see [5, 11, 14]), and special constituents, in particular of tensor squares, have been considered [16, 17]. For general products, the largest part and the maximal number of parts in a partition labelling a constituent of the product have been determined (see [8, 4]); in fact, this is a special case of Dvir’s recursion result [4, 2.3] that will be crucial in this paper. The recursion will be used to obtain information on components to partitions of maximal or almost maximal width and length, respectively.

In general, Kronecker products of irreducible representations have many irreducible constituents (see e.g. [7, 2.9]). In work by Kleshchev and the first author [1], situations are considered where the Kronecker product of two irreducible $S_n$-characters has few different constituents. It was shown there that such products are inhomogeneous (i.e., they contain at
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least two different irreducible constituents) except for the trivial situation where one of the characters is of degree 1; indeed, except for this trivial case, no constituent in a Kronecker product can simultaneously have maximal width and length. Investigating the question on homogeneous products for the representations of the alternating group $A_n$ motivated the study of products of $S_n$-characters with two different constituents; all Kronecker products of irreducible $S_n$-characters with two homogeneous components were then classified in [1]. Also, some partial results for products with up to four homogeneous components were obtained, and we will use these here. Moreover, a complete classification of the pairs $(\chi, \psi)$ of irreducible complex $S_n$-characters such that the Kronecker product $\chi \cdot \psi$ has three or four homogeneous components was conjectured in [1]. In this article we obtain more precise information on the extreme and almost extreme constituents (and components, respectively) in Kronecker products, where the extreme constituents are labelled by partitions of maximal width or length, while the labels of the almost extreme constituents have width or length differing by one from the maximal width or length, respectively; by (almost) extreme constituents (or components) we mean constituents (or components) of both types. As a consequence of these results we confirm the conjectures just mentioned.

Note that $[\mu]$ denotes the irreducible complex character of $S_n$ labelled by the partition $\mu$ of $n$; further details on notation and background can be found in Section 2.

**Theorem 1.1.** Let $\mu, \nu$ be partitions of $n$. Then the Kronecker product of the characters $[\mu]$ and $[\nu]$ has at least five (almost) extreme components unless we are in one of the following situations.

(i) One of $\mu, \nu$ is $(n)$ or $(1^n)$, and the product is irreducible.
(ii) One of $\mu, \nu$ is a rectangle $(a^b)$ with $a, b > 1$, and the other is $(n-1,1)$ or $(2,1^{n-2})$.
(iii) $\mu, \nu \in \{(n-1,1), (2,1^{n-2})\}$, for $n > 1$.
(iv) One of $\mu, \nu$ is in $\{(2k,1), (2,1^{2k-1})\}$ while the other one is in $\{((k+1,k), (2^k,1)\}$, for some $k > 1$.
(v) Up to conjugating $\mu$ or $\nu$, we have $\{\mu, \nu\} = \{(3^2), (4,2)\}$.
(vi) $\mu = \nu$ is a symmetric partition.
(vii) $\mu, \nu \in \{((a+1)^a), (a^{a+1})\}$ for some $a > 1$.

In the cases (i)-(v) above, we know the products explicitly, while in the last two cases, we know the (almost) extreme components explicitly.

On the list above, it is not hard to find the products with exactly three or four components; thus we obtain the classification conjectured in [1]:

**Theorem 1.2.** Let $\mu, \nu$ be partitions of $n$. Then the following holds for the Kronecker product of the characters $[\mu]$ and $[\nu]$.

(i) The product $[\mu] \cdot [\nu]$ has three homogeneous components if and only if $n = 3$ and $\mu = \nu = (2,1)$ or $n = 4$ and $\mu = \nu = (2,2)$.
(ii) The product $[\mu] \cdot [\nu]$ has four homogeneous components if and only if $n \geq 4$ and one of the following holds:
(1) \( \mu, \nu \in \{(n - 1, 1), (2, 1^{n-2})\} \).

(2) \( n = 2k + 1 \) and one of \( \mu, \nu \) is in \( \{(n - 1, 1), (2, 1^{n-2})\} \) while the other one is in \( \{(k + 1, k), (2^k, 1)\} \).

(3) \( \mu, \nu \in \{(2^3), (3^2)\} \).

In Section 2 we introduce some notation and recall some results from \[ \text{[1]} \] and \[ \text{[4]} \] that will be used in the following sections. In Section 3 we collect results on Kronecker products and skew characters with at most two components; on the way, we slightly generalize some of the results in \[ \text{[1]} \] from irreducible characters to arbitrary characters. Then Section 4 deals with special products such as products with the natural character, squares, products of characters to 2-part partitions or products of hooks; this is to some extent based on already available work. In Section 5 we put these special cases aside and investigate all other products; some key results are obtained that help to produce components in a product which are of almost maximal width. These results are then applied in the proof of Theorem 1.2, i.e., the conjectured classification of products with exactly three or four components.

2. Preliminaries

We denote by \( \mathbb{N} \) the set \{1, 2, \ldots\} of natural numbers, and let \( \mathbb{N}_0 = \mathbb{N} \cup \{0\} \).

Let \( G \) be a finite group. We denote by \( \text{Irr}(G) \) the set of irreducible (complex) characters of \( G \). Let \( \psi \) be a character of \( G \). Then we consider the decomposition of \( \psi \) into irreducible characters, i.e., \( \psi = \sum_{\chi \in \text{Irr}(G)} a_{\chi} \chi \), with \( a_{\chi} \in \mathbb{N}_0 \). If \( a_{\chi} > 0 \), then \( \chi \) is called a constituent of \( \psi \) and \( a_{\chi} \chi \) is the corresponding homogeneous component of \( \psi \). The character \( \psi \) is called homogeneous if it has only one homogeneous component. For any character \( \psi \), we let \( \mathcal{X}(\psi) \) be the set of irreducible constituents of \( \psi \); so \( c(\psi) = |\mathcal{X}(\psi)| \) is the number of homogeneous components of \( \psi \). If \( \psi \) is a virtual character, i.e., \( \psi = \sum_{\chi \in \text{Irr}(G)} a_{\chi} \chi \) with \( a_{\chi} \in \mathbb{Z} \), then we denote by \( c(\psi) \) the number of components with positive coefficient \( a_{\chi} \).

For the group \( G = S_n \), we use the usual notions and notation of the representation theory of symmetric groups and the related combinatorics and refer the reader to \[ \text{[7]} \] or \[ \text{[15]} \] for the relevant background. In particular, we write \( \lambda = (\lambda_1, \ldots, \lambda_k) \vdash n \) if \( \lambda \) is a partition of \( n \); in this case we write \( |\lambda| \) for the size \( n \) of \( \lambda \), \( \max \lambda \) for its largest part or width, and \( \ell(\lambda) \) for the length of \( \lambda \), i.e., the number of its (positive) parts. We often gather together equal parts of a partition and write \( \tilde{m} \) for \( m \) occurrences of the number \( i \) as a part of the partition \( \lambda \). The partition conjugate to \( \lambda \) is denoted by \( \lambda' = (\lambda'_1, \ldots, \lambda'_k) \). If \( \lambda = \lambda' \) we say that \( \lambda \) is symmetric. We do not distinguish between a partition \( \lambda \) and its Young diagram \( \lambda = \{(i, j) \in \mathbb{N} \times \mathbb{N} \mid j \leq \lambda_i\} \). Pictorially, we will draw the diagram using matrix conventions, i.e., starting with row 1 of length \( \lambda_1 \) at the top. Elements \( (i, j) \in \mathbb{N} \times \mathbb{N} \) are called nodes. If \( \lambda = (\lambda_1, \lambda_2, \ldots) \) and \( \mu = (\mu_1, \mu_2, \ldots) \) are two partitions we write \( \lambda \cap \mu \) for the partition \( (\min(\lambda_1, \mu_1), \min(\lambda_2, \mu_2), \ldots) \) whose Young diagram is the intersection of the diagrams for \( \lambda \) and \( \mu \). A node \( (i, \lambda_i) \in \lambda \) is called a removable \( \lambda \)-node if \( \lambda_i > \lambda_{i+1} \). A node \( (i, \lambda_i + 1) \) is
called \textit{addable} (for $\lambda$) if $i = 1$ or $i > 1$ and $\lambda_i < \lambda_{i-1}$. We denote by
\[
\lambda_A = \lambda \setminus \{A\} = (\lambda_1, \ldots, \lambda_{i-1}, \lambda_i - 1, \lambda_{i+1}, \ldots)
\]
the partition obtained by removing a removable node $A = (i, \lambda_i)$ from $\lambda$. Similarly
\[
\lambda^B = \lambda \cup \{B\} = (\lambda_1, \ldots, \lambda_{i-1}, \lambda_i + 1, \lambda_{i+1}, \ldots)
\]
is the partition obtained by adding an addable node $B = (i, \lambda_i + 1)$ to $\lambda$.

For brevity, when we sum over all removable $\lambda$-nodes $A$, we will sometimes just write
\[\sum_A\]
for this summation.

For a node $(i, j) \in \lambda$, we denote by
\[h_{ij}^\lambda = h_{ij} = \lambda_i - j + \lambda'_j - i + 1
\]
the corresponding $(i, j)$-hook length.

For a partition $\lambda$ of $n$, we write $[\lambda]$ (or $[\lambda_1, \lambda_2, \ldots]$) for the (complex) character of $S_n$ associated to $\lambda$. Thus, \{[\lambda] \mid \lambda \vdash n\} is the set $\text{Irr}(S_n)$ of all (complex) irreducible characters of $S_n$.

The standard inner product on the class functions on a group $G$ is denoted by $\langle \cdot, \cdot \rangle$. If $\chi$ and $\psi$ are two class functions of $G$ we write $\chi \cdot \psi$ for the class function $(g \mapsto \chi(g)\psi(g))$ of $G$. For characters $[\lambda], [\mu]$ of $S_n$, the class function $[\lambda] \cdot [\mu]$ is again a character of $S_n$, the \textit{Kronecker product} of $[\lambda], [\mu]$. We define the numbers $d(\mu, \nu; \lambda)$, for $\lambda, \mu, \nu \vdash n$, via
\[
[\mu] \cdot [\nu] = \sum_{\lambda \vdash n} d(\mu, \nu; \lambda)[\lambda] .
\]

If $\alpha = (\alpha_1, \alpha_2, \ldots)$ and $\beta = (\beta_1, \beta_2, \ldots)$ are two partitions then we write $\beta \subseteq \alpha$ if $\beta_i \leq \alpha_i$ for all $i$. In this case we also consider the skew partition $\alpha/\beta$; again, we do not distinguish between $\alpha/\beta$ and its skew Young diagram, which is the set of nodes $\alpha \setminus \beta$ belonging to $\alpha$ but not $\beta$. If this diagram has the shape of the Young diagram for a partition, we will also speak of a \textit{partition diagram}.

If $\alpha/\beta$ is a skew Young diagram and $A = (i, j)$ is a node we say $A$ is \textit{connected} to $\alpha/\beta$ if at least one of the nodes $(i \pm 1, j), (i, j \pm 1)$ belongs to $\alpha/\beta$. Otherwise $A$ is \textit{disconnected} from $\alpha/\beta$.

Let $\beta$ and $\gamma$ be two partitions. Taking the outer product of the corresponding characters, the \textit{Littlewood-Richardson coefficients} are defined as the coefficients in the decomposition
\[
[\beta] \otimes [\gamma] = \sum_\alpha c_{\beta \gamma}^\alpha [\alpha] .
\]
For any partition $\alpha$, the \textit{skew character} $[\alpha/\beta]$ is then defined to be the sum
\[
[\alpha/\beta] = \sum_\gamma c_{\beta \gamma}^\alpha [\gamma] .
\]
The Littlewood-Richardson coefficients can be computed via the \textit{Littlewood–Richardson rule} \cite{Littlewood-Richardson, Rule} that says it is the number of ways of filling the nodes of $\alpha/\beta$ with positive integers such
that the rows weakly increase left to right, the columns strictly increase top to bottom, and when the entries are read from right to left along the rows starting at the top, the numbers of \( i \)'s read is always weakly greater than the number of \((i+1)\)'s. Note that \([\alpha/\beta]=0\) unless \(\beta \subseteq \alpha\).

As in [1], we will repeatedly use the following results. The first describes the rectangular hull of the partition labels of the constituents of a Kronecker product, i.e., the maximal width and maximal length of these labels.

Theorem 2.1. [1 1.6], [3 1.1]. Let \(\mu, \nu\) be partitions of \(n\). Then
\[
\max\{\max \lambda \mid [\lambda] \in X([\mu] \cdot [\nu])\} = |\mu \cap \nu|
\]
and
\[
\max\{\ell(\lambda) \mid [\lambda] \in X([\mu] \cdot [\nu])\} = |\mu \cap \nu'|.
\]

If a component or constituent is described as being of almost maximal width or length the respective width or length differs from the above values by one.

Since skew characters of \(S_n\) can be decomposed into irreducible characters using the Littlewood-Richardson rule, the following theorem provides a recursive formula for the coefficients \(d(\mu, \nu; \lambda)\).

In the following, if \(\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_m)\) is a partition of \(n\), of length \(m\), we set \(\hat{\lambda} = (\lambda_2, \lambda_3, \ldots)\) and \(\lambda = (\lambda_1 - 1, \lambda_2 - 1, \ldots, \lambda_m - 1)\).

Theorem 2.2. [1 2.3]. Let \(\mu, \nu\) and \(\lambda = (\lambda_1, \lambda_2, \ldots)\) be partitions of \(n\). Define
\[ Y(\lambda) = \{\eta = (\eta_1, \ldots) \vdash n \mid \eta_i \geq \lambda_i+1 \geq \eta_{i+1} \text{ for all } i \geq 1\}, \]
i.e., \(Y(\lambda)\) is the set of partitions obtained from \(\lambda\) by adding a horizontal strip of size \(\lambda_1\). Then
\[
d(\mu, \nu; \lambda) = \sum_{\alpha^{\hat{\lambda}} \leq \lambda} \langle [\mu/\alpha] \cdot [\nu/\alpha], [\hat{\lambda}] \rangle - \sum_{\eta \in Y(\lambda)} d(\mu, \nu; \eta).
\]

Corollary 2.3. Let \(\mu, \nu, \lambda\) be partitions of \(n\), and set \(\gamma = \mu \cap \nu\).

(i) [1 2.4], [3 2.1(d)] If \(\max \lambda = |\mu \cap \nu|\), then
\[
d(\mu, \nu; \lambda) = \langle [\mu/\gamma] \cdot [\nu/\gamma], [\hat{\lambda}] \rangle.
\]

(ii) [1 2.4'] If \(\ell(\lambda) = |\mu \cap \nu'|\), then
\[
d(\mu, \nu; \lambda) = \langle [\mu/(\mu \cap \nu') \cdot [\nu/(\mu' \cap \nu)], [\hat{\lambda}] \rangle.
\]

We will later use these results for finding extreme constituents in a product, i.e., those with partition labels of maximal width or maximal length; explicitly, we state this in the following lemma. Here, for a partition \(\alpha = (\alpha_1, \alpha_2, \ldots)\) and \(m \in \mathbb{N}\), we set \((m, \alpha) = (m, \alpha_1, \alpha_2, \ldots)\) and \(\alpha + (1^m) = (\alpha_1 + 1, \ldots, \alpha_m + 1, \alpha_{m+1}, \ldots)\).

Lemma 2.4. Let \(\mu, \nu, \lambda\) be partitions of \(n\), \(\gamma = \mu \cap \nu \vdash m\), \(\tilde{\gamma} = \mu \cap \nu' \vdash \tilde{m}\).
(i) If $[\alpha]$ appears in $[\mu/\gamma] \cdot [\nu/\gamma]$, then $[m, \alpha]$ appears in $[\mu] \cdot [\nu]$.

(ii) If $[\alpha]$ appears in $[\mu/\gamma] \cdot [\nu'/\gamma]$, then $[\alpha' + (1^m)]$ appears in $[\mu] \cdot [\nu]$.

Proof. (i) If $[\alpha]$ appears in $[\mu/\gamma] \cdot [\nu/\gamma]$, then it is a constituent of some $[\rho] \cdot [\tau]$ with $\rho \subset \mu$, $\tau \subset \nu$ by the Littlewood-Richardson rule, and hence by Theorem 2.2, $\alpha_1 \leq |\rho \cap \tau| \leq |\mu \cap \nu| = m$. Thus $(m, \alpha)$ is a partition and the claim follows by Corollary 2.3(ii).

(ii) If $[\alpha]$ appears in $[\mu/\gamma] \cdot [\nu'/\gamma]$, then by Theorem 2.2, $\alpha_1 \leq |\mu \cap \nu'| = \tilde{m}$. Hence $\alpha' + (1^\tilde{m})$ is a partition and the claim follows by Corollary 2.3(ii). □

The following result implies the important fact that in nontrivial Kronecker products $[\mu] \cdot [\nu]$, i.e., products where both characters are of degree $> 1$, there is no constituent which is both of maximal width and maximal length:

**Theorem 2.5.** [1] Let $\mu, \nu$ be partitions of $n$, both different from $(n)$ and $(1^n)$. If $[\lambda]$ is a constituent of $[\mu] \cdot [\nu]$, then $h^\lambda_{11} < |\mu \cap \nu| + |\mu \cap \nu'| - 1$.

The constituents of maximal width (or length) in a Kronecker product may be handled by the results above.

We also note the following consequence of Theorem 2.2 which indicates how to find components of almost maximal width:

**Lemma 2.6.** Let $\mu, \nu, \lambda = (\lambda_1, \ldots) \vdash n$, $\gamma = \mu \cap \nu \vdash m$; assume $\lambda_1 = m - 1$. We define the virtual character

$$\chi = \sum_{A \text{ removable } \gamma \text{-node}} [\mu/\gamma_A] \cdot [\nu/\gamma_A] - ([\mu/\gamma] \cdot [\nu/\gamma]) \uparrow^{S_{n-m+1}} \cdot$$

Then $d(\mu, \nu; \lambda) = \langle \chi, [\tilde{\lambda}] \rangle$.

Proof. For the recursion formula in Theorem 2.2 we need to compute $\varepsilon = \sum_{\eta \in \mathcal{Y}(\lambda)} d(\mu, \nu; \eta)$, where $\mathcal{Y}(\lambda) = \{\eta \vdash n \mid \eta_i \geq \lambda_{i+1} \geq \eta_{i+1} \text{ for all } i \geq 1, \eta_1 \leq m, \eta \neq \lambda\}$.

By definition, $\eta \in \mathcal{Y}(\lambda)$ arises from $\tilde{\lambda}$ by putting on a row strip of size $\lambda_1 = m - 1$, but as $\eta_1 \leq m$, we must then have $\eta = (m, \tilde{\lambda}_A)$ for some removable $\tilde{\lambda}$-node $A$.

Let $[\mu/\gamma] \cdot [\nu/\gamma] = \sum_{\alpha} c_\alpha [\alpha]$; then by Corollary 2.3(i)

$$[\mu] \cdot [\nu] = \sum_{\alpha} c_\alpha [m, \alpha] + \sum_{\beta \vdash n} d(\mu, \nu; \beta) [\beta].$$

Thus

$$\varepsilon = \sum_{\eta \in \mathcal{Y}(\lambda)} d(\mu, \nu; \eta) = \sum_{\eta \in \mathcal{Y}(\lambda)} \sum_{\alpha} c_\alpha ( [m, \alpha], [\eta] ) = \sum_{A \text{ } \tilde{\lambda}\text{-node}} \sum_{\alpha} c_\alpha ( [\alpha], [\tilde{\lambda}_A] )

= \langle [\mu/\gamma] \cdot [\nu/\gamma], \sum_{A \text{ } \tilde{\lambda}\text{-node}} [\tilde{\lambda}_A] \rangle = \langle ([\mu/\gamma] \cdot [\nu/\gamma]) \uparrow^{S_{n-m+1}}, [\tilde{\lambda}] \rangle.$$
As \( \lambda_1 = m - 1 \), the assertion on \( d(\mu, \nu; \lambda) \) now follows from Theorem 2.2.

In \([1]\), some information on constituents of almost maximal width was obtained in the special situation described below which will be used here as well. Beware that here we do not start with partitions \( \lambda \) corresponding to (almost) maximal width constituents in \( [\mu] \cdot [\nu] \), but the subtle point in the statement below is that \((m, \alpha)\) and \((m - 1, \theta)\) are indeed partitions.

**Lemma 2.7.** \([1, \text{Lemma 4.6}]\) Let \( \mu \neq \nu \) be partitions of \( n \), both different from \((n)\), \((1^n)\), \((n-1,1)\) and \((2,1^{n-2})\). Put \( \gamma = \mu \cap \nu, m = |\gamma| \). Assume that \( \nu/\gamma \) is a row and that \([\mu/\gamma] \) is an irreducible character \( [\alpha] \). Then \([m, \alpha] \in \mathcal{X}([\mu] \cdot [\nu]) \).

Moreover, if an \( S_{n-m+1} \)-character \( [\theta] \) appears in

\[ (2.1) \quad \chi = \sum_{A \text{ removable } \gamma \text{-node}} [\mu/\gamma A] \cdot [\nu/\gamma A] - [\alpha] \uparrow S_{n-m+1} \]

with a positive coefficient, then \([m - 1, \theta] \in \mathcal{X}([\mu] \cdot [\nu]) \).

### 3. Products and skew characters with at most two components

In \([1]\), the Kronecker products of \( S_n \)-characters with at most two components were classified; in the nontrivial case, then exactly one component is of maximal width and one is of maximal length. We recall the classification here explicitly as we will need this later.

**Theorem 3.1.** \([1, \text{Corollary 3.5}]\) Let \( \mu, \nu \) be partitions of \( n \). Then \([\mu] \cdot [\nu] \) is homogeneous if and only if one of the partitions is \((n)\) or \((1^n)\). In this case \([\mu] \cdot [\nu] \) is irreducible.

**Theorem 3.2.** \([1, \text{Theorem 4.8}]\) Let \( \mu, \nu \) be partitions of \( n \). Then \([\mu] \cdot [\nu] \) has exactly two homogeneous components if and only if one of the partitions \( \mu, \nu \) is a rectangle \((ab)\) with \( a, b > 1 \), and the other is \((n-1,1)\) or \((2,1^{n-2})\). In these cases we have:

\[
\begin{align*}
[n-1,1] \cdot [ab] &= [a+1,a^{b-2},a-1] + [a^{b-1},a-1,1] \\
[2,1^{n-2}] \cdot [ab] &= [b+1,b^{a-2},b-1] + [b^{a-1},b-1,1].
\end{align*}
\]

Towards our understanding of (almost) extreme components, we need more information on skew characters. We consider here in particular the situation of skew characters with few components. From \([1]\) we quote the following (see also \([18]\)):

**Lemma 3.3.** \([1, \text{Lemma 4.4}]\) Let \( \mu, \gamma \) be partitions, \( \gamma \subset \mu \). Then the following assertions are equivalent:

(a) \( [\mu/\gamma] \) is homogeneous.

(b) \( [\mu/\gamma] \) is irreducible.

(c) The skew diagram \( \mu/\gamma \) is the diagram of a partition \( \alpha \) or the rotation of a diagram of a partition \( \alpha \). In this case, \( [\mu/\gamma] = [\alpha] \).

Note that throughout this paper, whenever we say rotation we mean rotation by 180°. For the later consideration of almost extreme components, we will also need the following from \([1]\).
Lemma 3.4. Let $\mu$, $\gamma$ be partitions, $\gamma \subset \mu$, such that $[\mu/\gamma]$ is irreducible, say $[\mu/\gamma] = [\alpha]$. Let $A$ be a removable node of $\gamma$.

(1) If $A$ is disconnected from $\mu/\gamma$ then

$$\left[\frac{\mu}{\gamma}\right]_A = \sum_{B \text{ addable for } \alpha} [\alpha^B].$$

(2) Let $A$ be connected to $\mu/\gamma$. Let $B_0$ and $B_1$ denote the top and bottom removable node of $\alpha$ respectively.

If $\mu/\gamma$ has partition shape $\alpha$, then

$$\left[\frac{\mu}{\gamma}\right]_A = \begin{cases} 
\sum_{B \text{ addable for } \alpha} [\alpha^B] & \text{if } A \text{ is connected to the top row of } \alpha \\
\sum_{B \text{ addable for } \alpha} [\alpha^B] & \text{if } A \text{ is connected to the bottom row of } \alpha.
\end{cases}$$

If $\mu/\gamma$ is the rotation of $\alpha$, then

$$\left[\frac{\mu}{\gamma}\right]_A = [\alpha^B],$$

where $B$ is an addable node of $\alpha$.

As seen above, the investigation of extreme components in Kronecker products requires a study of the components of skew characters, and we now turn to the case where these have two components.

We denote an outer product of two characters $\chi$, $\psi$ by $\chi \otimes \psi$; recall that an outer product of two irreducible characters corresponds to a character associated to a skew diagram decomposing into two disconnected partition diagrams. In the classification list below, $r, s, a, b$ are arbitrary nonnegative integers such that all characters appearing on the left hand side correspond to partitions. For example, $[(r+1)^a+1, r^b, s] + [(r+1)^a, r^{b+1}, s+1] = [(r+1)^{a+1}, (r^{b+1})/(r-s)]$ also incorporates that $r \geq s + 1$ since otherwise $[(r+1)^a, r^{b+1}, s+1]$ is not a partition; thus here $s, a, b \geq 0$ and $r \geq s + 1$. Choosing the minimal values $r = 1, s = a = b = 0$ gives $[2] + [1^2] = [(2,1)/(1)]$. Note that any proper skew character $[\mu/\gamma]$, i.e., one that is not irreducible, always has a constituent obtained by sorting the row lengths of $\mu/\gamma$ as well as a (different) constituent obtained by sorting the column lengths and conjugating, and both are of multiplicity 1. These appear on the right hand side below, which we write out explicitly for the convenience of the reader. From the work of Gutschwager we have the following classification list for skew characters with exactly two components.

Proposition 3.5. [6] The following is a complete list of skew characters of symmetric groups with exactly two homogeneous components; up to rotation, ordering and translation all corresponding skew diagrams are given.

(i) $[1] \otimes [r^{a+1}] = [r+1, r^a] + [r^{a+1}, 1]$.

(ii) $[1^{a+1}] \otimes [r] = [r, 1^{a+1}] + [r+1, 1^a]$.

(iii) $[((r+1)^{a+1}, r^{b+1})/(r-s)] = [((r+1)^{a+b+1}, s+1)/(1^{b+1})] = [(r+1)^{a+1}, r^b, s] + [(r+1)^a, r^{b+1}, s+1]$. 

Let $\chi, \psi$ be characters of $S_n$. Then $c(\chi \cdot \psi) = 1$ if and only if we are in one of the following situations (up to ordering the characters):

1. $c(\chi) = 1$ and $\psi = a[n]$ or $\psi = b[1^n]$, with $a, b \in \mathbb{N}$.
2. $\chi = k[\alpha]$ with $\alpha = \alpha'$, $k \in \mathbb{N}$, and $\psi = a[n] + b[1^n]$, with $a, b \in \mathbb{N}_0$.

Proof. This follows easily using Theorem 3.1.

Corollary 3.7. Let $D, \tilde{D}$ be skew diagrams of size $n$. Then $c([D] \cdot [\tilde{D}]) = 1$ if and only if one of the diagrams is a partition or rotated partition diagram, and the other one is a row or column.

In particular, the product of two skew characters is a homogeneous character if and only if it is an irreducible character.

Proof. Use Proposition 3.6 and Lemma 3.3 and note that a skew character can be of the form $a[n] + b[1^n]$ with $a, b > 0$ only for $n = 2$, where there is no symmetric partition.

Using Theorem 3.2, one may generalize the result and characterize the products of characters with exactly two homogeneous components:

Theorem 3.8. Let $\chi, \psi$ be characters of $S_n$, $n > 1$. Then $c(\chi \cdot \psi) = 2$ exactly in the following situations (up to ordering the characters):

1. $\chi = a[\lambda]$ with $\lambda \neq \lambda', \psi = b[n] + c[1^n]$, $a, b, c \in \mathbb{N}$.
2. $\chi = a[r^s]$ with $r \neq s$, $r, s > 1$, $\psi = b[n - 1, 1]$ or $b[2, 1^{n-2}]$, $a, b \in \mathbb{N}$.
3. $\chi = a[r^2]$, $\psi = b[n - 1, 1] + c[2, 1^{n-2}]$, $a, b, c \in \mathbb{N}_0$, $a, b + c > 0$.
4. $\chi = a[n]$ or $a[1^n]$, $\psi = b[\lambda] + c[\mu]$, $\lambda \neq \mu$ arbitrary, $a, b, c \in \mathbb{N}$.
5. $\chi = a[n] + b[1^n]$, $\psi = c[\lambda] + d[\lambda']$ with $\lambda \neq \lambda'$, $a, b, c, d \in \mathbb{N}$.
6. $\chi = a[n] + b[1^n]$, $\psi = c[\alpha] + d[\beta']$ with $\alpha = \alpha' \neq \beta = \beta'$, $a, b, c, d \in \mathbb{N}$.
7. $\chi = a[2^2] + b[4] + c[1^4]$, $\psi = d[3, 1] + e[2, 1^2]$, $a, b, c, d, e \in \mathbb{N}_0$, $a, b + c, d + e > 0$.

In the following, by a nontrivial rectangle we mean a rectangle with at least two rows and at least two columns.

Corollary 3.9. Let $D, \tilde{D}$ be skew diagrams of size $n$. Then $c([D] \cdot [\tilde{D}]) = 2$ if and only if we are in one of the following situations (up to ordering of the diagrams):

1. $n = 2$, $[D] = [\tilde{D}] = [2] + [1^2]$; here, $D$ and $\tilde{D}$ both consist of two disconnected nodes.
(2) $D$ is a row or column, $[\tilde{D}]$ is one of the skew characters in Proposition 3.5: the diagram $\tilde{D}$ corresponds to one of the diagrams in Proposition 3.5 up to rotation, translation and reordering disconnected parts.

(3) $D$ is a nontrivial rectangle, $\tilde{D}$ has shape $(n-1,1)$ up to rotation and conjugation.

(4) $n = 4$, $D = (2^2)$, $\tilde{D}$ consists of a disconnected row and column of size 2 each; here, $[\tilde{D}] = [3,1] + [2,1^2]$.

Proof. Theorem 3.8 strongly restricts the number of cases to be considered. Then, note that a skew character $[D]$ can be of the form $a[n] + b[1^n]$ with $a,b > 0$ only for $n = 2$, when $D$ consists of two disconnected nodes. In fact, if both $[n]$ and $[1^n]$ appear in the skew character, then all irreducible characters appear as constituents. The only case where both $[D]$ and $[\tilde{D}]$ are inhomogeneous is the one described for $n = 2$ in (1) above. Homogeneous skew characters are labelled by partition diagrams, up to rotation, and are indeed irreducible (by Lemma 3.3). Furthermore, we use Proposition 3.5 to identify the diagrams for the skew characters with two components appearing above, and we note that $a[2^2] + b[4]$ and $a[2^2] + c[1^4]$ are not skew characters. □

4. Special products

The products with the character $[n-1,1]$ are easy to compute, and those products with few components have been classified [1]; we extend this here a bit further.

Lemma 4.1. [1, Lemma 4.1] Let $n \geq 3$ and $\mu$ be a partition of $n$. Then

$$[\mu] \cdot [n-1,1] = \sum_A \sum_B [(\mu_A)^B] - [\mu]$$

where the first sum is over all removable nodes $A$ for $\mu$, and the second sum runs over all addable nodes $B$ for $\mu_A$.

Corollary 4.2. (see [1, Cor. 4.2] ) Let $n \geq 3$ and $\mu$ be a partition of $n$. If $[n-1,1] \cdot [\mu]$ has at most four (almost) extreme components then the total number of components is at most four and we are in one of the following situations.

(i) $c([\mu] \cdot [n-1,1]) = 1$ if and only if $\mu$ is $(n)$ or $(1^n)$.
(ii) $c([\mu] \cdot [n-1,1]) = 2$ if and only if $\mu$ is a rectangle $(a^b)$ for some $a,b > 1$. In this case we have

$$[a^b] \cdot [n-1,1] = [a+1,a^{b-2},a-1] + [a^{b-1},a-1,1].$$

(iii) $c([\mu] \cdot [n-1,1]) = 3$ if and only if $n = 3$ and $\mu = (2,1)$. In this case we have

$$[2,1] \cdot [2,1] = [3] + [2,1] + [1^3].$$

(iv) $c([\mu] \cdot [n-1,1]) = 4$ if and only if one of the following happens:

(a) $n \geq 4$ and $\mu = (n-1,1)$ or $(2,1^{n-2})$.
(b) $\mu = (k+1,k)$ or $(2^k,1)$ for $k \geq 2$. 

We then have:
\[ [n-1,1] \cdot [n-1,1] = [n] + [n-1,1] + [n-2,2] + [n-2,1^2] \]
\[ [k+1,k] \cdot [2k,1] = [k+2, k-1] + [k+1,k] + [k+1, k-1,1] + [k^2,1] \]

and the remaining products are obtained by conjugation.

(Note that in all cases above all components are (almost) extreme.)

Proof. We may assume that we are not in one of the situations (i)-(iv) described above, and we want to show that we then have at least five (almost) extreme components. The extreme components of \([\mu] \cdot [n-1,1]\) have width \(\mu_1 + 1\) and length \(\ell(\mu) + 1\), respectively. Let \(X\) and \(Y\) be the top and bottom addable nodes for \(\mu\), and \(r\) the number of removable nodes of \(\mu\); note that \(r > 1\) as \(\mu\) is not a rectangle, by our assumption. With \(A\) running over the removable nodes of \(\mu\), but not in the first row, we get \(r' \in \{r, r-1\}\) constituents \([\mu_A]^X\) of maximal width in the product; similarly, with \(B\) running over the removable nodes of \(\mu\), but not in the first column, we get \(r'' \in \{r, r-1\}\) constituents \([\mu_B]^Y\) of maximal length in the product. Note that \([\mu]\) itself appears as an almost extreme component in the product, with multiplicity \(r-1 \geq 1\). Thus, the only critical cases to be discussed are the ones where \(r' + r'' \in \{2,3\}\).

The case \(r' + r'' = 2\) occurs only for hook partitions \(\mu\), say \(\mu = (n-k,1^k)\), with \(1 < k < n-2\), by our assumption. Here, the product is
\[ [n-k,1^k] \cdot [n-1,1] = [n-k+1,1^{k-1}] + [n-k,2,1^{k-2}] + [n-k,1^k] + [n-k-1,2,1^{k-1}] + [n-k-1,1^{k+1}], \]
with five components which are all (almost) extreme.

The case \(r' + r'' = 3\) occurs only for \(r = 2\), i.e., proper fat hooks \(\mu\), where either \(\mu_1 = \mu_2\) but \(\mu'_1 > \mu'_2\) or \(\mu_1 > \mu_2\) and \(\mu'_1 = \mu'_2\). Using conjugation, we may assume that we are in the first case; then \(\mu = (a^b,1^c)\) for parameters \(a, b > 1, c \geq 1\), by our assumption. Let \(Z\) be the middle addable node, and \(A, B\) the top and bottom removable nodes for \(\mu\), respectively. If \(c > 1\), then \([\mu_B]^Z\) is a component of the product of almost maximal width; if \(c = 1\), then \(a > 2\), by our assumption that we are not in situation (iv), and \([\mu_A]^Z\) is a component of almost maximal width. Hence in any case we have found a fifth (almost) extreme component.

Thus, in any situation different from the ones described in (i)-(iv), we have found five (almost) extreme components in the product.

As a further special family of products the Kronecker squares were considered in [1], and the ones with at most four components were already classified:

**Proposition 4.3.** [1, Lemma 4.3] Let \(\lambda\) be a partition of \(n\). Then \(c([\lambda]^2) \leq 4\) if and only if one of the following holds:

1. \(\lambda = (n)\) or \((1^n)\), when \([\lambda]^2 = [n]\).
2. \(n \geq 4, \lambda = (n-1,1)\) or \((2,1^{n-2})\), when \([\lambda]^2 = [n] + [n-1,1] + [n-2,2] + [n-2,1^2]\).
3. \(n = 3, \lambda = (2,1)\), when \([\lambda]^2 = [3] + [2,1] + [1^3]\).
4. \(n = 4, \lambda = (2^2)\), when \([\lambda]^2 = [4] + [2^2] + [1^4]\).
5. \(n = 6, \lambda = (3^2)\) or \((2^3)\), when \([\lambda]^2 = [6] + [4,2] + [3,1^3] + [2^2]\).
Note that here, the squares of $[2^2]$ and $[3^2]$ do have components which are not (almost) extreme.

We need to extend the result above further for its application in the proof of Theorem 1.1.

**Proposition 4.4.** Let $\lambda$ be a partition of $n$. Then $[\lambda]^2$ has at most four (almost) extreme components if and only if one of the following holds:

1. $\lambda = (n)$ or $(1^n)$.
2. $n \geq 4$, $\lambda = (n-1,1)$ or $(2,1^{n-2})$.
3. $n > 1$, $\lambda = \lambda'$.
4. $a > 1$, $\lambda = (a^{a+1})$ or $((a+1)^a)$.

**Proof.** We may assume that $\lambda$ is not one of the partitions already appearing in the list of Proposition 4.3.

First, let $\lambda = \lambda'$, i.e., $\lambda$ is a symmetric partition, with $r$ removable nodes. Using Lemma 4.1 and symmetry of Kronecker coefficients we have

$$[\lambda]^2 = [n] + [(r-1)[n-1,1] + \text{(other components)} + (r-1)[21^{n-2}] + [1^n],$$

and clearly, the other components appearing here are not (almost) extreme, so we have at most four (almost) extreme components.

Now let $\lambda$ be a nonsymmetric partition with $r$ removable nodes. Then

$$[\lambda]^2 = [n] + (r-1)[n-1,1] + \text{(other components)}. $$

The components of (almost) maximal length in $[\lambda]^2$ come from considering the components of (almost) maximal width in $[\lambda] \cdot [\lambda']$. Using Lemma 2.4 we get the ones of maximal width $m = |\lambda \cap \lambda'|$ from the components of $[\lambda \setminus (\lambda \cap \lambda')] \cdot [\lambda' \setminus (\lambda \cap \lambda')]$. This product has almost always at least three components; by Corollaries 3.7 and 3.9 and Theorem 3.8 the only cases with at most two components are of the following types (up to conjugation):

(i) $\lambda \setminus (\lambda \cap \lambda')$ is a row;
(ii) $\lambda \setminus (\lambda \cap \lambda')$ consists of two disjoint nodes.

Note that by our assumption $m \geq 4$, so the (almost) maximal width components in $[\lambda] \cdot [\lambda']$ give (almost) maximal length components in $[\lambda]^2$ different from the (almost) maximal width components already given above. We get only one or two maximal width components in the product $[\lambda] \cdot [\lambda']$ in cases (i) and (ii) above, and we need to find further almost maximal width components.

**Case (i).** $\lambda \setminus (\lambda \cap \lambda')$ is a row.

Set $\gamma = \lambda \cap \lambda' + m$. With $[\alpha] = [\lambda'/\gamma] = [1^{n-m}]$, we can apply Lemma 2.7: components of

$$\chi = \sum_{A} [\lambda/\gamma A] \cdot [\lambda'/\gamma A] - [21^{n-m+1}] - [1^{n-m+1}]$$

induce components of almost maximal width in $[\lambda] \cdot [\lambda']$. 
Assume that there is a removable $\gamma$-node $A$ not connected to $\lambda/\gamma$ and $\lambda'/\gamma$. Then we have
\[
[\lambda/\gamma_A] \cdot [\lambda'/\gamma_A] = ([n - m + 1] + [n - m, 1]) \cdot ([1^{n-m+1}] + [21^{n-m-1}])
\]
\[
= 2[1^{n-m+1}] + 3[21^{n-m-1}] + [31^{n-m-2}] + [221^{n-m-3}]
\]
where the third and fourth component only appear for $n - m \geq 2$ and $n - m \geq 3$, respectively. As $n - m \geq 1$, we thus find at least two components in $\chi$; hence we have at least three (almost) maximal components in $\chi$. As $\lambda$ cannot be a rectangle (otherwise $\gamma$ would be a square, with only the corner node connected to $\lambda/\gamma$), this gives altogether at least five (almost) extreme components in the square $[\lambda]^2$.

We may now assume that all removable $\gamma$-nodes are connected to $\lambda/\gamma$ or $\lambda'/\gamma$ (or both).

Assume that there is a removable $\gamma$-node $A_0$ connected to $\lambda/\gamma$, but not to $\lambda'/\gamma$; by the symmetry of $\gamma$, we then have a conjugate $\gamma$-node $A_1$ connected to $\lambda'/\gamma$, but not to $\lambda/\gamma$.

If $\lambda/\gamma_{A_0}$ still is a row, we have
\[
[\lambda/\gamma_{A_0}] \cdot [\lambda'/\gamma_{A_0}] + [\lambda/\gamma_{A_1}] \cdot [\lambda'/\gamma_{A_1}] = 2([1^{n-m+1}] + [21^{n-m-1}]),
\]
and thus $\chi$ has at least two components, and we are done as before.

We are left with the case where all removable $\gamma$-nodes are connected to both $\lambda/\gamma$ and $\lambda'/\gamma$. Clearly, this can only happen when there is only one such $\gamma$-node, $A$, say, that is the corner of the square $\gamma = (a^2)$, and then $\lambda = (a^{a+1})$; by our assumption, $a > 2$ and hence $n - m > 2$.

In this situation we have
\[
\chi = [n - m, 1] \cdot [21^{n-m-1}] - [21^{n-m-1}] - [1^{n-m+1}] = [3, 1^{n-m-2}] + [221^{n-m-3}]
\]
and hence we have indeed exactly three components of (almost) maximal width in $[\lambda] \cdot [\lambda']$ and thus three components of (almost) maximal length in the square $[\lambda]^2$. As $\lambda$ is a rectangle, we have only one component of (almost) maximal width in the square, hence altogether exactly four (almost) extreme components.

**Case (ii).** $\lambda \setminus (\lambda \cap \lambda')$ consists of two disjoint nodes. Then by Corollary 2.3(i)
\[
[\lambda] \cdot [\lambda'] = 2[m, 2] + 2[m, 1^2] + \text{(further components)},
\]
so we have two components in $[\lambda]^2$ of maximal length $m \geq 4$. As $\gamma$ has at least four addable nodes, it has at least three removable nodes.

Assume first that there is a removable $\gamma$-node $A_0$ not connected to $\lambda/\gamma$. Then $[\lambda/\gamma_{A_0}] \cdot [\lambda'/\gamma_{A_0}]$ contains the subcharacter
\[
([3] + [221] + [1^3]) \cdot [2, 1] = 2[3] + 4[2, 1] + 2[1^3] = ([\lambda/\gamma] \cdot [\lambda'/\gamma]) \uparrow S_3.
\]
For any other removable $\gamma$-node $A_1$, $[\lambda/\gamma_{A_1}] \cdot [\lambda'/\gamma_{A_1}]$ contains the subcharacter $[2, 1]^2 = [3] + [2, 1] + [1^3]$. Hence the character $\chi$ as defined in Lemma 2.6 has three components, inducing three components of almost maximal width $m - 1 \geq 3$ in $[\lambda] \cdot [\lambda']$ and hence three components of almost maximal length $m - 1 \geq 3$ in $[\lambda]^2$, and we are done.
If there is no such $\gamma$-node $A_0$, for both $\lambda/\gamma$ and $\lambda'/\gamma$, then $\gamma = (3, 2, 1)$ and $\{\lambda, \lambda'\} = \{(4, 2^2), (3^2, 1^3)\}$. In this case we have

$$\chi = 3([3] + [2, 1]) \cdot ([3] + [2, 1]) - 2([2] + [1^2]) \circledast = [3] + 5[2, 1] + 4[1^3],$$

and using Lemma 2.6 again and conjugation, we get three components of (almost) maximal length 5 in $[\lambda]^2$, finishing the proof.

We now turn to further families of Kronecker products where we can classify the products with few components. While the products of characters to 2-part partitions and hooks have been determined in work by Remmel et al. \cite{11, 12, 13} and Rosas \cite{14}, here we do not use these intricate results but prove the following weaker facts for the sake of a self-contained presentation.

By a 2-part partition we mean here a partition of length at most 2; we say it is proper if it has length exactly 2.

**Proposition 4.5.** Let $\mu, \nu \vdash n$ be different proper 2-part partitions, say $\mu = (n - k, k)$, $\nu = (n - l, l)$ with $1 < l < k$. Let $\gamma = \mu \cap \nu$, a partition of $m = n - k + l$. Then we have the following constituents in $[\mu] \cdot [\nu]$:

1. $[m, n - m]$.
2. $[m - 1, n - m + 1]$, except when $\mu = (k, k)$.
3. $[m - 1, n - m - 1]$.
4. At least 2 different constituents of length 4, except when $l = 2$, where the product only has one constituent $[m - 3, n - m + 1, 1^2] = [n - k - 1, k - 1, 1^2]$ of length 4.
5. For $l = 2$, $[\mu] \cdot [\nu]$ always has the constituent $[m - 2, n - m + 1, 1] = [n - k, k - 1, 1]$; for $k > 3$ it also contains $[m - 2, n - m, 2] = [n - k - 2, 2]$, and for $k = 3$, $n \geq 7$, it contains $[n - 4, 2^2]$.
6. When $\mu = (k, k)$ and $l > 3$, $[\mu] \cdot [\nu]$ has at least 3 different constituents of length 4.
7. When $\mu = (k, k)$ and $l = 3$, $[\mu] \cdot [\nu]$ has a constituent $[k + 1, k - 1]$.
8. For $\mu = (3^2)$, $\nu = (4, 2)$ we have

$$[3^2] \cdot [4, 2] = [5, 1] + [4, 1^2] + [3^2] + [3, 2, 1] + [2^2, 1^1].$$

Except for the product in (8), the product $[\mu] \cdot [\nu]$ has at least five (almost) extreme components.

**Proof.** Constituent (1) comes from Corollary 2.3(i); the constituents in (2) and (3) are obtained by applying Lemma 2.7. The constituents in (4) and (6) are obtained using Corollary 2.3(ii) and Theorem 3.1 and Theorem 3.2 respectively. For (5), we apply Lemma 2.7 to $[\mu'] \cdot [\nu]$, and then obtain after conjugation constituents of length 3 in $[\mu] \cdot [\nu]$ as given. The constituent for (7) may be obtained with the help of \cite{17} or from \cite{2}. Assertion (8) can easily be computed directly.

The final assertion follows by collecting in each case suitable constituents found above. The only critical situations to be discussed are the products $[k, k] \cdot [n - 3, 3]$, where $k > 3$. Here, $m = k + 3$ and we have found so far the constituents $[k + 3, k - 3], [k + 2, k - 3, 1]$ of (almost) maximal width and two components of maximal length 4. We just need to find
a further component of almost maximal length 3. Using Lemma 2.7, we easily check that 
\([k, k] \cdot [k − 1, k − 1, 2]\) has a constituent \([2k − 3, 3] = [n − 3, 3]\), hence \([k − 1, k − 1, 2]\) is a 
进一步的成分的几乎最大长度为 3。利用引理 2.7，我们容易检查到 \([k, k] \cdot [k − 1, k − 1, 2]\) 有一个构成 \([2k − 3, 3] = [n − 3, 3]\)，因此 \([k − 1, k − 1, 2]\) 是一个 
Corollary 4.6. Let \(\mu, \nu \vdash n\) be proper 2-part partitions. Then \(c = c([\mu] \cdot [\nu]) \leq 4\) if and only 
\(\mu, \nu \vdash n\) 为适当的 2 部分划分。则 \(c = c([\mu] \cdot [\nu]) \leq 4\) 当且仅当其中一个 
A hook partition is of the form \((a, 1^b)\); we call this partition a proper hook when both \(a > 1\) and \(b > 0\) hold.

Proposition 4.7. Let \(\mu, \nu \vdash n\) be different proper hooks, say \(\mu = (n − k, 1^k), \nu = (n − l, 1^l)\), 
A hook partition是形式 \((a, 1^b)\); 当\(a > 1\)和\(b > 0\)时，我们称此划分一个适当的hook。

Proposition 4.7. 让 \(\mu, \nu \vdash n\) 为不同适当的hook，说 \(\mu = (n − k, 1^k), \nu = (n − l, 1^l)\)，
In all cases we have at least six (almost) extreme components.

Proof. The maximal width constituent in (1) comes from Corollary 2.3(i); the almost maximal width 
In all cases we have at least six (almost) extreme components.

Proof. 第一个最大宽度成分在(1)中来自引理2.3(i); 几乎最大宽度成分在(2)和(3)中是通过使用引理2.7获得的。这些(几乎)最大宽度成分在(4)，(5)和(6)中从对称化（几乎）最大宽度成分中获得 \([\mu] \cdot [\nu]‘\)。考虑这些划分的长度在(1)-(6)中，一个容易看到它们都是不同的。}

Corollary 4.8. Let \(\mu, \nu \vdash n\) be hooks. Then \(c = c([\mu] \cdot [\nu]) \leq 4\) if and only if one of the 
Corollary 4.8. 让 \(\mu, \nu \vdash n\) 为hooks。则 \(c = c([\mu] \cdot [\nu]) \leq 4\) 当且仅当其中一个 
5. Key results on (almost) extreme components

From now on we fix the following notation:

\(\mu, \nu \vdash n\), \(\mu \cap \nu = \gamma \vdash m\), \(d = n − m\).
Our aim is to obtain information on (almost) extreme components; we may (and will) focus on the components of (almost) maximal width since the corresponding results for components of (almost) maximal length then follow by multiplying with the sign character. In the final section, we will see that these results are strong enough to prove the conjectured classification of the products with few components.

Because the special products considered in the previous sections are sufficiently well understood (in particular concerning this classification conjecture), we may put these products aside and assume the following properties of $\mu, \nu$, referred to as Hypothesis (*):

\begin{enumerate}
  \item $\mu, \nu \notin \{(n), (n-1,1), (1^n), (2,1^{n-2})\}$.
  \item $\mu \neq \nu$, $\mu \neq \nu'$.
  \item $\mu, \nu$ are not both 2-line partitions or both hooks.
\end{enumerate}

Here, by a 2-line partition we mean a partition which has at most two rows or at most two columns, i.e., it is a 2-part partition or conjugate to a 2-part partition. Note that we cannot have $\gamma = (m)$, since otherwise one of $\mu, \nu$ is $(n)$. Also, the assumptions on $\mu, \nu$ imply that $m \geq 4$ and $m < n$.

**Lemma 5.1.** Assume Hypothesis (*). Let one of the following situations be given:

(i) $\nu/\gamma$ is a row.

(ii) $[\mu/\gamma]$ and $[\nu/\gamma]$ are irreducible and $c([\mu/\gamma] \cdot [\nu/\gamma]) = 2$.

Let $\theta = (\theta_1, \theta_2, \ldots) \vdash d + 1$ be such that $[\theta]$ appears as a constituent in

\[ \sum_{A \gamma \text{-node}} [\mu/\gamma_A] \cdot [\nu/\gamma_A]. \]

Then in both situations above, we have $\theta_1 \leq m - 1$.

**Proof.** First note that since $[\theta]$ appears in $[\mu/\gamma_A] \cdot [\nu/\gamma_A]$ for some removable $\gamma$-node $A$, it is a constituent of $[\rho] \cdot [\tau]$ for some constituents $[\rho]$ of $[\mu/\gamma_A]$ and $[\tau]$ of $[\nu/\gamma_A]$. Then $\rho \subset \mu$, $\tau \subset \nu$ and hence $\theta_1 \leq |\rho \cap \tau| \leq |\mu \cap \nu| = m$. Recall that (*) implies $m \geq 4$; hence if $d = 1$, then $\theta_1 \leq d + 1 = 2 \leq m - 1$. Thus we may assume that $d > 1$.

Now assume that $\theta_1 = m$. Since $\rho \cap \tau \subseteq \mu \cap \nu$, this implies $\rho \cap \tau = \gamma$.

In Case (i), $\nu/\gamma_A$ is a union of a row and a node, so $[\nu/\gamma_A] \subseteq [d + 1] + [d, 1]$ (where the inclusion here means a subcharacter). As $\gamma \subseteq \tau$ and $\gamma \neq (m)$, we get $\tau = (d,1)$ and then $\gamma = (m-1,1)$. Since $\nu/\gamma$ is a row of size $d \geq 2$, and $\nu \neq (n-1,1)$, we must have $\nu = (m-1,d+1)$. But then $|\theta| = d + 1 \leq m - 1$, a contradiction.

In Case (ii), we are in the situation of Corollary 3.9. Then one of the skew partitions, say $\rho/\gamma$, is a nontrivial rectangle $(r^s)$, and the other is $(d-1,1)$ up to rotation and conjugation. Then $[\rho]$ is one of $[r + 1, r^{s-1}]$, $[r^s, 1]$, and $[\tau]$ is one of $[d,1]$, $[d-1,2]$, $[d-1,1^2]$ or their conjugates. Assuming that $\gamma \subset \tau$ is a hook, the conditions on the shapes of $\mu/\gamma$ and $\nu/\gamma$ easily give a contradiction. Hence $\gamma$ is $(m-2,2)$ or its conjugate. First let $m > 4$; conjugating we may assume that $\gamma = (m-2,2)$. Then $\mu = (m-2, 2^{s+1})$ and $\nu = ((m-1)^2)$. Thus $|\theta| = d + 1 = m - 1$, again a contradiction. If $m = 4$, then up to conjugation we have
\[ \mu = (2^{s+2}) \text{ and } \nu = (n - 3, 3), \text{ i.e., both partitions are 2-line partitions, a case we have excluded above.} \]

We use Lemma 2.6 and Lemma 5.1 to obtain the following result on non-special products that may have few components of maximal width. We know that the second case in Lemma 5.1 only occurs when one of the skew characters corresponds to a nontrivial rectangle and the other one is \([d - 1, 1]\) or \([2, 1^{d-2}]\); conjugating, if necessary, we may assume that we are in the first situation. The lemma now gives information on components of almost maximal width.

**Lemma 5.2.** Assume Hypothesis (\(\ast\)). Let \(\hat{\lambda} = (\lambda_2, \lambda_3, \ldots) \vdash d + 1\) and \(\lambda = (m - 1, \hat{\lambda})\).

(i) Assume that \(\nu/\gamma\) is a row.

If \([\hat{\lambda}]\) appears with positive coefficient in the virtual character

\[ \chi = \sum_{A \gamma-\text{node}} [\mu/\gamma_A] \cdot [\nu/\gamma_A] - [\mu/\gamma] \uparrow_{S_d+1}, \]

then \([\lambda]\) appears in \([\mu] \cdot [\nu]\), more precisely

\[ d(\mu, \nu; \lambda) = \langle \chi, [\hat{\lambda}] \rangle. \]

(ii) Assume \([\mu/\gamma] = [\alpha] \text{ with } \alpha = (a^b, a, b > 1, \text{ and } [\nu/\gamma] = [d - 1, 1]. \text{ Set} \]

\[ \alpha = (a + 1, a^{-b^2}, a - 1), \alpha = (a^{-b}, a - 1, 1), \overline{\alpha} = (a + 1, a^{-b^2}, a - 1, 1) \]

and let \(B_0, B_1\) denote the top and bottom addable nodes for \(\alpha\).

If \([\hat{\lambda}]\) appears with positive coefficient in the virtual character

\[ \chi = \sum_{A} [\mu/\gamma_A] \cdot [\nu/\gamma_A] - ([\alpha] + [\overline{\alpha}]) \uparrow_{S_d+1} \]

then \([\lambda]\) appears in \([\mu] \cdot [\nu]\), more precisely

\[ d(\mu, \nu; \lambda) = \langle \chi, [\hat{\lambda}] \rangle. \]

**Proof.** By Lemma 5.1 in both cases \(\lambda_2 \leq m - 1\), so \(\lambda\) is a partition and we can then use Lemma 2.6. Hence, as \(\lambda_1 = m - 1\) we obtain from Lemma 2.6

\[ d(\mu, \nu; \lambda) = \sum_{A \gamma-\text{node}} \langle [\mu/\gamma_A] \cdot [\nu/\gamma_A], [\hat{\lambda}] \rangle - \langle ([\mu/\gamma] \cdot [\nu/\gamma]) \uparrow_{S_d+1}, [\hat{\lambda}] \rangle. \]

When \(\nu/\gamma\) is a row, \([\mu/\gamma] \cdot [\nu/\gamma] = [\mu/\gamma]\), and we have the statement in (i). In Case (ii),

\[ [\mu/\gamma] \cdot [\nu/\gamma] = [\alpha] \cdot [d - 1, 1] = [\alpha] + [\overline{\alpha}]. \]

We now want to get information on constituents in the product of almost maximal width when \([\mu/\gamma] \cdot [\nu/\gamma]\) is homogeneous, i.e., there is only one component of maximal width. Based on finding constituents in the virtual character \(\chi\) defined above, we have the following crucial result which will be applied in the final section.
Proposition 5.3. Assume Hypothesis (*). Assume \([\mu/\gamma] = [\alpha]\) is irreducible and \(\nu/\gamma\) is a row. If there exists a removable \(\gamma\)-node \(A_0\) disconnected from \(\nu/\gamma\) then

\[
\chi = \sum_{A \in \gamma\text{-node}} [\mu/\gamma_A] \cdot [\nu/\gamma_A] - [\mu/\gamma] \uparrow_{S_{d+1}}
\]

is a character and one of the following holds.

1. \(c(\chi) \geq 4\).
2. \(c(\chi) = 3\) and one of the following holds:
   a. \(d = 2\), and we are not in one of the cases in (3).
   b. \(d = 2k\) for some \(k \in \mathbb{N}\), \(k > 1\) and we have one of the following:
      - \(\mu = ((a + k)^2), \nu = (a^2, 2k)\) for some \(a > d\),
      - \(\chi = [k + 2, k - 1] + [k + 1, k] + [k + 1, k - 1, 1]\),
      - or \(\mu = (2a+1), \nu = (2k + 2, 2a-1)\) for some \(a > 1\),
      - \(\chi = [2^k, 1] + [3, 2^{k-2}, 1^2] + [2^{k-1}, 1^3]\),
      - or \(\mu = (k+1)^3), \nu = (3k + 1, 2),
      - \(\chi = [k + 1, k] + [k, k, 1] + [k + 1, k - 1, 1]\),
      - or \(\mu = (2k+2), \nu = (2k + 2), 1^2),
      - \(\chi = [3, 2^{k-1}] + [2^k, 1] + [2^{k-1}, 1^3]\).
3. \(c(\chi) = 2\) and one of the following holds:
   a. \(d = 1\).
   b. \(d = 2\) and we have one of the following:
      - \(\mu = (4^a + 1), \nu = (4^a, 2^2), \chi = [2^a, 1] + [1^3]\),
      - or \(\mu = (2a+1), \nu = (4, 2^a), \chi = [2, 1] + [1^3]\),
      - or \(\mu = ((a + 3)^2), \nu = (a + 2, 2)\) for some \(a \in \mathbb{N}\), \(\chi = [2, 1] + [3]\).

Furthermore, any constituent \([\theta]\) of \(\chi\) gives a constituent \([m - 1, \theta]\) in \([\mu] \cdot [\nu]\).

Remark. The case \(c(\chi) = 2\) may also occur when \(d > 1\), \(\chi = [d + 1] + [d, 1]\) and \(\mu, \nu\) are both hooks or both 2-part partitions. But we had explicitly assumed in (*) that \(\mu, \nu\) are not both hooks or both 2-part partitions.

Proof. We have already proved in Lemma 5.2 that every constituent appearing with positive coefficient in \(\chi\) gives a constituent in \([\mu] \cdot [\nu]\).

Let \(A_0\) be a removable \(\gamma\)-node, disconnected from \(\nu/\gamma\). By assumption, we have

\[
[\nu/\gamma] = [d], \ [\nu/\gamma_{A_0}] = [d + 1] + [d, 1].
\]
Case 1. \(A_0\) is disconnected from \(\mu/\gamma\).

Then
\[
[\mu/\gamma_{A_0}] = [\mu/\gamma] \uparrow^{S_{d+1}} = [\alpha] \uparrow^{S_{d+1}}.
\]

Consider
\[
\chi_0 = [\mu/\gamma_{A_0}] \cdot [\nu/\gamma_{A_0}] - [\mu/\gamma] \uparrow^{S_{d+1}} = [\mu/\gamma_{A_0}] \cdot [d, 1] = \sum_{B \text{ addable node}} [\alpha^B] \cdot [d, 1].
\]

We may already note at this point that \(\chi\) is then a character. In fact, this character is not homogeneous. For \(d = 1\), it has exactly two components, and we are in case (3) above. For \(d > 1\), one of the partitions \(\alpha^B\) is not a rectangle, and \(\chi_0\) has more than two components, by Corollary 4.2. It has three components exactly if \(d = 2\); in this case, both for \(\alpha = (2)\) and \(\alpha = (1^2)\) we get
\[
\chi_0 = [3] + 2[2, 1] + [1^3].
\]

Thus, \(\chi_0\) and hence
\[
\chi = \chi_0 + \sum_{A \text{ addable node}} [\mu/\gamma_A] \cdot [\nu/\gamma_A]
\]

has at least four components, when \(d > 2\), and three components when \(d = 2\).

Thus we are in situation (1) of the proposition for \(d > 2\) and in situation (2) for \(d = 2\).

Having dealt with Case 1, we may now assume that we are in the following situation:

Case 2. Every removable \(\gamma\)-node disconnected from \(\nu/\gamma\) is connected to \(\mu/\gamma\).

Then \([\mu/\gamma_{A_0}]\) has a constituent \([\alpha^B]\) for some addable node \(B_1\) of \(\alpha\) by Lemma 3.4. Thus \([\mu/\gamma_{A_0}]\cdot[\nu/\gamma_{A_0}]\) contains \([\alpha^B]\cdot([d+1]+[d,1]),\) and thus it contains \([\alpha] \uparrow^{S_{d+1}}.\) Hence \(\chi_0\) (as defined above) is a character and we get constituents in the character \(\chi\) from the character
\[
\chi' = \sum_{A \text{ addable node}} [\mu/\gamma_A] \cdot [\nu/\gamma_A].
\]

Case 2.1. Assume that there is a further removable \(\gamma\)-node \(A_1 \neq A_0\) that is disconnected from \(\nu/\gamma\).

Then as above \(\chi_1 = [\mu/\gamma_{A_1}] \cdot [\nu/\gamma_{A_1}]\) (and hence \(\chi\)) contains \([\alpha^{B_2}] \cdot ([d+1]+[d,1]),\) for some addable node \(B_2 \neq B_1,\) and hence \([\alpha] \uparrow^{S_{d+1}} = \sum_B [\alpha^B].\) This latter character is never homogeneous; it has two components exactly when \(\alpha\) is a rectangle and three components exactly when \(\alpha\) is a fat hook, i.e., it has exactly two different part sizes. Otherwise we already get four components and thus \(c(\chi) \geq 4.\)

Now when \(\alpha\) is a nontrivial rectangle, then \(\alpha^{B_2}\) is not a rectangle, and thus \(\alpha^{B_2} \cdot ([d+1]+[d,1])\) (and hence \(\chi\)) has at least four components by Corollary 4.2 (note that \(|\alpha| \geq 4).\)

When \(\alpha\) is a trivial rectangle and \(d > 1,\) we may still assume that \(\alpha^{B_2}\) is not a rectangle, by interchanging \(A_0\) and \(A_1,\) if necessary. Then \(\alpha^{B_2} \cdot ([d+1]+[d,1])\) (and hence \(\chi\)) has again at least four components except if \(d = 2,\) when it has three components and then also \(c(\chi) = 3.\) When \(d = 1,\) i.e., \(\alpha = (1),\) \(\chi\) has exactly two components.
Case 2.2. There is no removable $\gamma$-node $\neq A_0$ disconnected from $\nu/\gamma$, but there is a removable $\gamma$-node $A_1$ connected to $\nu/\gamma$ that is disconnected from $\mu/\gamma$.

In this situation $[\nu/\gamma_{A_1}]$ is one of $[d+1]$ or $[d,1]$, and $[\mu/\gamma_{A_1}] = [\alpha] \uparrow^S d+1$.

Clearly, $\chi_1 = [\mu/\gamma_{A_1}] \cdot [\nu/\gamma_{A_1}]$ is not homogeneous. When $d = 1$, we have $c(\chi) = 2$, as required, so we may assume $d > 1$. If $c(\chi_1) \geq 4$, we are done. If $c(\chi_1) = 3$ if and only if $\mu/\gamma = \alpha$ is a rotated fat hook, $A_0$ must be its inner addable node. As $\nu$ is not equal or conjugate to $(n-1,1)$, $\chi_0$ has a constituent not appearing in $\chi_1 = [\alpha] \uparrow^S d+1$, and hence $\chi_0 + \chi_1$ has at least four components. Finally, $c(\chi_1) = 2$ if and only if $[\nu/\gamma_{A_1}] = [d+1]$ and $\alpha$ is a rectangle; in this case, $[\mu/\gamma_{A_0}] = [\alpha_{B_1}]$ and $\chi$ contains

$$\chi_0 + \chi_1 = [\alpha_{B_1}] \cdot ([d+1] + [d,1]).$$

If $\alpha_{B_1}$ is not a rectangle, then this has at least four components and thus $c(\chi) \geq 4$, except when $d = 2$, when we get $c(\chi) = 3$. If $\alpha_{B_1}$ is a rectangle, it must be a row or column. If it is a row, then $\mu/\gamma$ is a row, and the roles of $\mu$, $\nu$ can be interchanged. Thus we may assume that there is no further removable $\gamma$-node $\neq A_1$ disconnected from $\mu/\gamma$. But then we are in the situation where $\mu$, $\nu$ are both 2-part partitions:

![Diagram](image.png)

If $\alpha_{B_1}$ is a column and there is a further removable $\gamma$-node $\neq A_1$ disconnected from $\mu/\gamma$, then we conjugate the partitions and use the previous arguments to obtain at least four components in $\chi$, when $d > 2$, and three when $d = 2$. If there is no further removable $\gamma$-node $\neq A_1$ disconnected from $\mu/\gamma$, then $\mu$, $\nu$ are both hooks, or we are in the following situation:
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In this latter case, we get a further contribution to $\chi$ from $A_2$:

$$\chi_2 = [\mu/\gamma_{A_2}] \cdot [\nu/\gamma_{A_2}] = [d,1] \cdot [d,1]$$

and thus $\chi = \chi_0 + \chi_1 + \chi_2$ has at least four components, except when $d = 2$, where $c(\chi) = 3$.

We now have to consider
Case 2.3. All removable $\gamma$-nodes $\neq A_0$ are connected with $\nu/\gamma$, and all removable $\gamma$-nodes are connected with $\mu/\gamma$.

Since $[\mu/\gamma]$ is irreducible, $\mu/\gamma$ is a partition or rotated partition.

**Case 2.3.1** In the first case where $\mu/\gamma$ is a partition we have by Lemma 3.4

$$[\mu/\gamma A_0] = \sum_{B \neq B_0} [\alpha B]$$

where $B_0$ is the top or bottom addable node of $\alpha$. Then

$$\chi_0 = [\mu/\gamma A_0] \cdot [\nu/\gamma A_0] - [\mu/\gamma] \uparrow^{S_{d+1}} = \left( \sum_{B \neq B_0} [\alpha B] \right) ([d + 1] + [d, 1]) - \sum_B [\alpha B]$$

As $\nu \geq 1$, $\alpha$ has a further addable node $B_1 \neq B_0$. If $\alpha$ is not a row or column, we may choose $B_1$ such that $\alpha^{B_1}$ is not a rectangle. Let $r$ be the number of removable nodes of $\alpha^{B_1}$. Then by Lemma 4.1 we obtain

$$\chi_0 = (r - 1)[\alpha^{B_1}] + ([d + 1] + [d, 1]) \left( \sum_{B \neq B_0, B_1} [\alpha B] \right) + \sum_{C \neq B_1, D \neq C} \left( [\alpha^{B_1}] C D \right).$$

We note that $\chi$ is thus a character, and we consider the contributions coming from the character

$$\chi'_0 = ([d + 1] + [d, 1]) \left( \sum_{B \neq B_0, B_1} [\alpha B] \right).$$

If $\alpha$ is not a fat hook or rectangle, then $\alpha$ has two further addable nodes $B_2, B_3 \neq B_0, B_1$. Then $\chi'_0$ contains $[\alpha^{B_0}] + [\alpha^{B_1}] + [\alpha^{B_2}] + [\alpha^{B_3}]$, and thus $c(\chi) \geq 4$.

If $\alpha$ is a fat hook, then it has a further addable node $B_2 \neq B_0, B_1$. Then $\chi'_0$ contains $[\alpha^{B_0}] + [\alpha^{B_1}] + [\alpha^{B_2}]$, and

$$\chi''_0 = \sum_{C \neq B_1, D \neq C} \left( [\alpha^{B_1}] C D \right)$$

contributes a further constituent as $\alpha^{B_1}$ has a removable node $C \neq B_1$, and there is then a suitable $D \neq C$ with $(\alpha^{B_1})_C D \neq \alpha^{B_1}$, for $i = 0, 1, 2$.

Now assume that $\alpha$ is a nontrivial rectangle, with corner node $Z$; this is then the only removable node $\neq B_1$ of $\alpha^{B_1}$. Then

$$\chi_0 = \sum_D [(\alpha^{B_1})_Z D]$$

has at least four different constituents, except if $\alpha$ is a 2-row rectangle and $B_1$ is the top node, or $\alpha$ is a 2-column rectangle and $B_1$ is the bottom node. In these exceptional cases,
if $B'_1$ is the top or bottom node of $\alpha B_1$, respectively, then $\chi_0 = [\alpha B_1] + [(\alpha B_1)^B_0] + [(\alpha B_1)^B_1]$ has exactly three components.

If there exists a removable $\gamma$-node $A_1 \neq A_0$, then this must be connected to both $\mu/\gamma$ and $\nu/\gamma$, and we have $[\mu/\gamma A_1] = [\alpha B_0]$ and $[\nu/\gamma A_1]$ is $[d + 1]$ or $[d, 1]$. In both cases, we find as a fourth new constituent $[\alpha B_0]$ in $\chi$.

Now it remains to consider the situation when there is no such $A_1$, i.e., $\gamma$ is a rectangle, and we are in one of the exceptional cases where $d = 2k$ for some $k > 1$ and $\alpha$ is a 2-line rectangle. Because of the additional condition on $B_1$, we then have one of the following situations:

(i) $\gamma = (2^a)$, $a \geq 2$, $\mu = (2^{a + k})$, $\nu = (2k + 2, 2^{a - 1})$.

(ii) $\gamma = (a^2)$, $a > d$, $\mu = ((a + k)^2)$, $\nu = (a^2, 2k)$.

Here, $c(\chi) = 3$, and these situations appear in part (2)(b) of the proposition.

Finally, we have to deal with the case where $\alpha$ is a row or column.

First let $\alpha$ be a row. Assume that there is a removable $\gamma$-node $A_1 \neq A_0$. If $d = 1$, this leads to the contradiction that $\mu, \nu$ are both 2-line partitions. Hence we may now assume $d > 1$. As $\mu, \nu$ are not both 2-part partitions, $\mu/\gamma A_0$ cannot be a row, but $\mu/\gamma A_1$ is a row, and hence we obtain

$$\chi = [d, 1] \cdot ([d + 1] + [d, 1]) + [d + 1] \cdot [d, 1] - [d + 1] - [d, 1]$$

$$= \begin{cases} 2[d, 1] + [d - 1, 2] + [d - 1, 1^2] & \text{if } d > 2 \\ 2[2, 1] + [1^3] & \text{if } d = 2 \end{cases}.$$  

We have here $\mu = ((2d)^{a + 1})$, $\nu = ((2d)^a, d^2)$ for some $a \in \mathbb{N}$, cases described in the proposition.

If there is no such $\gamma$-node $A_1$, then $\gamma$ is a rectangle. Because of Hypothesis (*), we must then have $d > 1$. Since $\mu, \nu$ are not both 2-part partitions, we must then have $\mu = (d^{a + 2})$, $\nu = (2d, d^a)$ for some $a \in \mathbb{N}$, and we have

$$\chi = [d, 1] \cdot ([d + 1] + [d, 1]) - [d + 1] - [d, 1]$$

$$= \begin{cases} [d, 1] + [d - 1, 2] + [d - 1, 1^2] & \text{if } d > 2 \\ [2, 1] + [1^3] & \text{if } d = 2 \end{cases}.$$  

cases appearing in the proposition.

Now let $\alpha$ be a column; we may assume $d > 1$ since for $d = 1$ we have that $\alpha$ is a row. Assume that there is a removable $\gamma$-node $A_1 \neq A_0$. If $\mu/\gamma A_0$ is a column, we obtain

$$\chi = [1^{d + 1}] \cdot ([d + 1] + [d, 1]) + [d, 1] \cdot [2, 1^{d - 1}] - [1^{d + 1}] - [2, 1^{d - 1}]$$

$$= [d, 1] \cdot [2, 1^{d - 1}]$$

$$= \begin{cases} [1^{d + 1}] + [2, 1^{d - 1}] + [2^2, 1^{d - 3}] + [3, 1^{d - 2}] & \text{if } d > 2 \\ [3] + [2, 1] + [1^3] & \text{if } d = 2 \end{cases}.$$  

This fits with the cases (1) and (2) in the proposition.
If $\mu/\gamma_{A_0}$ is not a column, then $\mu = ((a+1)^{d+1}), \nu = (a+d+1,a^d)$ and we obtain

$$\chi = [2, 1^{d-1}] \cdot ([d + 1] + [d, 1]) = [1^{d+1}] + [1^{d+1}] - [2, 1^{d-1}]$$

$$= \left\{ \begin{array}{ll}
[1^{d+1}] + [2, 1^{d-1}] + [2^2, 1^{d-3}] + [3, 1^{d-2}] & \text{if } d > 2 \\
[3] + [2, 1] + [3] & \text{if } d = 2
\end{array} \right.$$}

Again, this is in accordance with (1) and (2) of the proposition.

When there is no removable $\gamma$-node $A_1 \neq A_0$, then, since $\mu, \nu$ are not both hooks, we have

$$\mu = ((d + a + 1)^d), \nu = ((d + a)^d, d), \text{ for some } a \in \mathbb{N},$$

$$\chi = [2, 1^{d-1}] \cdot ([d + 1] + [d, 1]) - [1^{d+1}] - [2, 1^{d-1}]$$

$$= \left\{ \begin{array}{ll}
[2, 1^{d-1}] + [2^2, 1^{d-3}] + [3, 1^{d-2}] & \text{if } d > 2 \\
[2, 1] + [3] & \text{if } d = 2
\end{array} \right.$$}

Again, these cases appear as exceptional situations in (2) and (3) of the proposition.

**Case 2.3.2.** It remains to treat the case where $\mu/\gamma$ is a rotated partition which is not a partition.

Since only the removable $\gamma$-node $A_0$ is disconnected from $\nu/\gamma$, $\mu/\gamma$ can only be a fat hook $\alpha$, and $A_0$ is the middle addable node $B_1$ (say) for $\alpha$. Then

$$\chi_0 = [\mu/\gamma_{A_0}] \cdot [\nu/\gamma_{A_0}] - [\mu/\gamma] \uparrow^{S_{d+1}} = [\alpha^{B_1}] \downarrow_{S_d} \uparrow^{S_{d+1}} - [\alpha] \uparrow^{S_{d+1}}$$

$$= \sum_{B \neq B_1} [(\alpha^{B_1})_B D],$$

where $B$ runs over the removable $\alpha^{B_1}$-nodes and $D$ over the addable $(\alpha^{B_1})_B$-nodes; in particular, we see here again that $\chi$ is a character. There has to be exactly one further removable $\gamma$-node $A_1$, which corresponds to the top or bottom addable node $B_0$ or $B_2$ of $\alpha$, respectively; in these two cases we obtain as the second contribution to $\chi$:

$$\chi_1 = [\mu/\gamma_{A_1}] \cdot [\nu/\gamma_{A_1}] = \left\{ \begin{array}{ll}
[\alpha^{B_0}] \cdot [d, 1] = [\alpha^{B_1}] + [\alpha^{B_2}] + \sum_{B \neq B_0 \neq B_2} [(\alpha^{B_0})_B D] \\
[\alpha^{B_2}]
\end{array} \right.$$}

If $\alpha^{B_1}$ has three removable nodes $B_1, X, Y$, then

$$\sum_{D \neq X} [(\alpha^{B_1})_X D] + \sum_{D \neq Y} [(\alpha^{B_1})_Y D]$$

already gives at least four different constituents in $\chi_0$.

Now assume that $\alpha^{B_1}$ has only two removable nodes, $B_1$ and either the top removable node $X$ or the bottom removable node $Y$ of $\alpha$. Assume first that the top node $X$ is removable. If $(\alpha^{B_1})_X$ has four addable nodes, then we have already four different constituents in $\chi_0$. If $(\alpha^{B_1})_X$ has three addable nodes, then we have three different constituents from $\chi_0$ and a further fourth constituent $[\alpha^{B_2}]$ from $\chi_1$ for $\chi$. If $(\alpha^{B_1})_X$ has only two addable nodes, then besides two constituents from $\chi_0$ we get at least two further constituents from $\chi_1$.
when \([\mu/\gamma_A] = [\alpha^{B_0}]\). When \([\mu/\gamma_A] = [\alpha^{B_2}] = \chi_1\), \(\chi\) has only three components; in this situation we have \(d = 2k\), \(\mu = ((k + 1)^3)\), \(\nu = (3k + 1, 2)\) for some \(k \in \mathbb{N}\), \(k > 1\), and \(\chi = [k + 1, k] + [k, k, 1] + [k + 1, k - 1, 1]\).

If the bottom node \(Y\) is the second removable node of \(\alpha^{B_1}\), then we can argue analogously; this gives a further situation where \(\chi\) has three components, namely for \(d = 2k\), \(\mu = (2^{k+2})\), \(\nu = (2k + 2, 1^2)\), for some \(k \in \mathbb{N}\), \(k > 1\); here \(\chi = [3, 2^{k-1}] + [2^k, 1] + [2^{k-1}, 1^3]\).

Finally, we assume that \(\alpha^{B_1}\) has only the removable node \(B_1\). In this case \(\chi_0 = 0\). As by assumption \((*)\), \(\nu \neq (n - 1, 1)\), the situation \(\chi_1 = [\mu/\gamma_A] = [\alpha^{B_2}]\) cannot occur. Let \(B'_0\) be the top addable node of \(\alpha^{B_0}\). Then \(\chi = \chi_1\) has at least the four different constituents \([\alpha^{B_i}]\), \(i = 0, 1, 2\), and \([\alpha^{B_0}]_{\gamma}^{B_0}\). □

Now we want to deal with the second case in Lemma 5.1, where we have a product \([\mu/\gamma] \cdot [\nu/\gamma]\) of two irreducible skew characters with two components. We know that this only occurs when one of the skew characters corresponds to a nontrivial rectangle, and the other one is \([d - 1, 1]\) or \([2, 1^{d-2}]\); conjugating, if necessary, we may assume that we are in the first situation. The following result then provides lots of components of almost maximal width in the product \([\mu] \cdot [\nu]\).

**Proposition 5.4.** Assume Hypothesis \((*)\). Assume \([\mu/\gamma] = [\alpha]\) with \(\alpha = (a^b)\), \(a, b > 1\), \([\nu/\gamma] = [d - 1, 1]\) and

\[
\chi = \sum_{A \gamma \text{-node}} [\mu/\gamma_A] \cdot [\nu/\gamma_A] - ([\mu/\gamma] \cdot [\nu/\gamma]) \uparrow_{S_{d+1}}.
\]

Then \(\chi\) is a character with \(c(\chi) \geq 5\).

Furthermore, any constituent \([\theta]\) of \(\chi\) gives a constituent \([m - 1, \theta]\) in \([\mu] \cdot [\nu]\).

**Proof.** Let \(B_0, B_1\) denote the top and bottom addable nodes for \(\alpha\); let \(X\) be the removable \(\alpha\)-node.

Let \(A\) be a removable \(\gamma\)-node. Then \([\mu/\gamma_A]\) contains a constituent \([\alpha^B]\), for \(B = B_0\) or \(B = B_1\) (for both if \(A\) is disconnected from \(\mu/\gamma\)); let \(\bar{B}\) be the other addable node for \(\alpha\). If \(A\) is disconnected from \(\nu/\gamma\) or if \(\nu/\gamma\) is a partition diagram, then \([\nu/\gamma_A]\) contains \([d - 1, 1^2] + [d - 1, 2]\) or \([d - 1, 2] + [d, 1]\). If \(\nu/\gamma\) is a rotated partition and there is no removable \(\gamma\)-node disconnected from \(\nu/\gamma\), then we have at least two removable \(\gamma\)-nodes \(A_0\) and \(A_1\) connected to \(\nu/\gamma\) giving us a contribution \([\alpha^B] \cdot ([d - 1, 1^2] + [d - 1, 2])\) or \([\alpha^B] \cdot ([d - 1, 2] + [d, 1])\) to the sum in \(\chi\).

Thus we will now investigate the expressions

\[
\chi' = [\alpha^B] \cdot ([d - 1, 1^2] + [d - 1, 2]) - ([\alpha] \cdot [d - 1, 1]) \uparrow_{S_{d+1}}
\]

and

\[
\chi' = [\alpha^B] \cdot ([d - 1, 2] + [d, 1]) - ([\alpha] \cdot [d - 1, 1]) \uparrow_{S_{d+1}},
\]

respectively. If then \(\chi'\) is a character, so is \(\chi\), and \(c(\chi') \leq c(\chi)\).

In the following, instead of \(\uparrow_{S_{d+1}}\) and similar inductions one step up, we will just write \(\uparrow\).
In the first case we use the relation $[d - 1, 1^2] + [d - 1, 2] = [d - 1, 1] - [d, 1]$:

$$\chi' = [\alpha^B] \cdot ([d - 1, 1^2] + [d - 1, 2]) - ([\alpha] \cdot [d - 1, 1]) \uparrow$$
$$= ([(\alpha_X)^B] \cdot [d - 1, 1]) \uparrow - [\alpha^B] \cdot [d, 1]$$
$$= (r - 1)[(\alpha_X)^B] \uparrow + \sum_{C \neq B} \sum_{D \neq C} [((\alpha_X)^B_C^D)] \uparrow - [\alpha] \uparrow - [(\alpha_X)^B] \uparrow + [\alpha^B]$$

where $r$ is the number of removable nodes of $(\alpha_X)^B$. As $r \geq 2$, $\chi'$ contains the subcharacter

$$\sum_{C \neq B} \sum_{D \neq C} [((\alpha_X)^B_C^D)] \uparrow + \sum_{D \neq B, X} [((\alpha_X)^B_Y^D)] \uparrow + [\alpha_X] \uparrow + [\alpha^B],$$

which has at least five components. Thus in this case we have $c(\chi) \geq 5$.

Now we look at the second case. Since we have already dealt with the previous case we may here assume that $B = B_1$. When $\nu/\gamma$ is a rotated partition, one of the two $\gamma$-nodes connected to $\nu/\gamma$ is not connected to $\mu/\gamma$, so that from these nodes we get the subcharacter

$$\chi' = [\alpha] \uparrow \cdot [d - 1, 2] + [\alpha^B] \cdot [d, 1] - ([\alpha] \cdot [d - 1, 1]) \uparrow$$
$$= ([\alpha] \cdot [d - 2, 2]) \uparrow + [\alpha^B] \cdot [d, 1]$$

of $\chi$. The second summand has at least four constituents, all of width $\leq a + 1$, and the first summand has one of width $a + 3$, so $\chi$ is a character with at least five constituents in this case. Now it only remains to consider the case where $\mu = (a^{b+2})$ and $\nu = (a + d - 1, a + 1)$. Since $\mu, \nu$ are not both 2-line partitions, we have $a > 2$. We now want to show that the following is a subcharacter in $\chi$ with at least five components:

$$\chi' = [\alpha^B] \cdot ([d - 1, 2] + [d, 1]) - ([\alpha] \cdot [d - 1, 1]) \uparrow$$
$$= [\alpha^B] \cdot [d - 1, 2] + [\alpha^B] \cdot [d] \uparrow - [\alpha^B] - ([(\alpha_X)^B] + [(\alpha_X)^B]) \uparrow$$
$$= [\alpha^B] \cdot [d - 1, 2] + [\alpha] \uparrow - [\alpha^B] - ([(\alpha_X)^B] \uparrow$$
$$= [\alpha^B] \cdot [d - 1, 2] + [\alpha^B] - [(\alpha_X)^B] \uparrow$$
$$= [\alpha^B] \cdot [d - 1, 2] - \sum_{C \neq X} [(\alpha_X)^B_C].$$

Note that the sum that is subtracted above has at most three terms, namely $[a + 2, a^{b-2}, a - 1]$ and $[a + 1, a^{b-2}, a - 1, 1]$, and for $b \geq 3$ also $[(a + 1)^2, a^{b-3}, a - 1]$. 

We now investigate the product $[\alpha^B] \cdot [d-1, 2]$. As $B = B_1$, $\alpha^B \cap (d-1, 2) = (a, 2) = \tau$ and thus

$$[\alpha^B / \tau] \cdot [(d-1, 2) / \tau] = [(a^b-2, 1) / (2)] = [a^b-2, a-2, 1] + [a^b-2, a-1],$$

giving the components $[a + 2, a^b-2, a-2, 1], [a + 2, a^b-2, a-1]$ in $[\alpha^B] \cdot [d-1, 2]$. We compute the terms of width $a + 1$ in $[\alpha^B] \cdot [d-1, 2]$ to see that $\chi'$ is a character. Since $[(d-1, 2) / \tau]$ is a row, we can use Lemma 5.2, so we now compute the constituents of

$$\psi = [(a^b, 1) / (a-1, 2)] + [(a^b-1, 1) / (1)] \cdot [d-2 - a] \uparrow - ((a^b-2, a - 2, 1) + [a^b-2, a-1]) \uparrow$$

$$= [(a^b, 1) / (a-1, 2)] + [(a^b-1, 1) / (1)] \downarrow \uparrow - ((a^b-2, a - 2, 1) + [a^b-2, a-1]) \uparrow.$$

Now for the first term in $\psi$ we have for $a \geq 4$ (see [4])

$$[(a^b, 1) / (a-1, 2)] = [(a^b-1, a-2, 1) / (a-1)] = [a^b-2, a-2, 1^2] + [a^b-2, a-2, 2] + [a^b-2, a-1, 1]$$

while for $a = 3$ the second summand does not appear, i.e.,

$$[(3^b, 1) / (2^2)] = [(3^b-1, 1^2) / (2)] = [3^b-2, 1^3] + [3^b-2, 2, 1].$$

For the second term in $\psi$, we first get

$$[(a^b-1, 1) / (1)] = [a^b-2, a-1, 1] + [a^b-1].$$

Now we notice that the restriction of the first summand already contains the two constituents in the third term subtracted in the expression for $\psi$. Then from the second and third term in $\psi$ together we obtain the contribution

$$([a^{b-3}, (a-1)^2, 1] + [a^{b-2}, a-1]) \uparrow,$$

where the first constituent only appears for $b \geq 3$.

Hence $\psi$ is a character, and taking into regard the contribution from the first term, it contains for all $a \geq 3$, $b \geq 2$ the character

$$\psi' = [a^{b-2}, a-2, 1^2] + 2[a^{b-2}, a-1, 1] + [a + 1, a^{b-3}, a-1] + [a^{b-2}, a].$$

All these constituents in $\psi'$ give constituents of width $a + 1$ in $[\alpha^B] \cdot [d-1, 2]$, and thus the subtracted terms in the expression for $\chi'$ are all taken care of, i.e., $\chi'$ is a character and it contains the character

$$\chi'' = [a + 2, a^{b-2}, a-2, 1] + [a + 1, a^{b-2}, a-2, 1^2] + [a + 1, a^{b-2}, a-1, 1] + [a + 1, a^{b-2}, a].$$

Furthermore, as $d = ab \geq b + 2$ and hence $d - 1 \geq b + 1$, $\alpha^B \cap (2^2, 1^{d-3}) = (2^2, 1^{b-1}) = \rho$ and thus

$$[\alpha^B / \rho] \cdot [(2^2, 1^{d-3}) / \rho] = [(a-1)^{b-2}, (a-2)^2] \cdot [1^{d-b-2}] = [b^{a-2}, b-2]$$

producing the only component of maximal length $b + 3$ in $[\alpha^B] \cdot [d-1, 2]$: $[a^{b-2}, (a-1)^2, 1^3]$, then also appearing in $\chi'$. Thus we have proved that $\chi$ is a character and $c(\chi) \geq c(\chi') \geq 5$. \[\square\]
6. Proof of the classification theorems

We are now in a position to prove the classification stated in Theorem 1.1 as well as the conjectured classification of Kronecker products with only three or four homogeneous components in Theorem 1.2.

We start with the Proof of Theorem 1.1.

We recall Hypothesis (*) from Section 5:

1. \( \mu, \nu \notin \{(n), (n-1,1), (1^n), (2,1^{n-2})\} \).
2. \( \mu \neq \nu \), \( \mu \neq \nu' \).
3. \( \mu, \nu \) are not both 2-line partitions or both hooks.

Since we know the result for the cases excluded in (*) by Corollary 4.2 and Propositions 4.4, 4.5 and 4.7, we may (and will) assume that Hypothesis (*) is satisfied for the given partitions \( \mu, \nu \).

Note that all the exceptional cases on the classification list are pairs of partitions put aside when assuming Hypothesis (*). Thus we are now in the situation that we want to find at least five (almost) extreme components in the product \( \mu \cdot \nu \).

We note at this point that Hypothesis (*) above implies \( |\mu \cap \nu'| \geq 4 \), and thus a maximal length component of \( \mu \cdot \nu \) is of length \( \geq 4 \).

6.1. One component of one extreme type. We consider first the situation that for one of the two extreme types (maximal width or maximal length) there is only one component in the product.

Replacing, if necessary, one of the partitions by its conjugate, we may assume that there is only one component of maximal width \( m \). Then, by Corollary 2.3(i), we know that \( \mu/\gamma \cdot \nu/\gamma \) must be homogeneous. By Corollary 3.7 both skew characters have to be irreducible, and one of them is of degree 1. Conjugating both partitions and renaming, if necessary, we may then assume that \( \mu/\gamma \) is irreducible and that \( \nu/\gamma \) is a row.

If there is a removable \( \gamma \)-node \( A_0 \) disconnected from \( \nu/\gamma \), we can use Proposition 5.3 to obtain constituents of almost maximal width \( m - 1 \) in the product. Let

\[
\chi = \sum_{A \text{ } \gamma \text{-node}} [\mu/\gamma_A] \cdot [\nu/\gamma_A] - [\mu/\gamma] \uparrow_{S_{d+1}}
\]

be as before. By Proposition 5.3, we obtain at least four components of width \( m - 1 \) in the product coming from constituents of \( \chi \), unless we are in one of the exceptional cases described explicitly in Proposition 5.3. We now go through these in detail.

Assume first that \( c(\chi) = 3 \).

First we consider the case \( d = 2 \), where we have already found one of the constituents \( [n - 2, 2] \) or \( [n - 2, 1^2] \), and the constituents \( [n - 3, 3], [n - 3, 2, 1], [n - 3, 1^3] \) in the product.
If $|\mu \cap \nu'| > 4$, then we also have a constituent of maximal length $> 4$. Thus we may now assume that $|\mu \cap \nu'| = 4$. In this case $(3, 1^2)$ and $(2^2)$ cannot be contained in $\gamma$, hence $\gamma = (2, 1^{m-2})$ or $\gamma = (m - 1, 1)$. Hypothesis (s) then gives a contradiction except for the case $\mu = (2^2)$, $\nu = (4, 1^2)$ or the (doubly conjugate) case $\mu = (3, 1^3)$, $\nu = (3^2)$. Since $[\mu/\mu \cap \nu'] \cdot [\nu'/\mu \cap \nu'] = [2] + [1^2]$, we get here a second constituent $[2, 1^2]$ of length 4 in $[\mu] \cdot [\nu]$. Hence we have found five (almost) extreme components in the product.

Next we consider the cases where $d = 2k$ for some $k > 1$. If $\mu = ((a + k)^2)$, $\nu = (a^2, 2k)$ for some $a > d$, then $\chi = [k + 2, k - 1] + [k + 1, k] + [k + 1, k - 1, 1]$, and we have four components of (almost) maximal width, and of length $\leq 4$. Since $|\mu \cap \nu'| = 6$, we also have an extreme component of length 6. Similarly, when $\mu = ((k + 1)^3)$, $\nu = (3k + 1, 2)$ for some $k \in \mathbb{N}$, $k > 1$, we have $\chi = [k + 1, k] + [k + 1, k - 1, 1] + [k + 1, k - 1, 1]$, and thus we have again four components of (almost) maximal width and of length $\leq 4$, and a further extreme component of length $|\mu \cap \nu'| = 5$ in the product. If $\mu = (2^a + k)$, $\nu = (2k + 2, 2a - 1)$ for some $a > 1$, then $\chi = [2k, 1] + [3, 2k - 1, 1^2] + [2k - 1, 1^3]$, and we have four (almost) extreme components of length $\leq k + 3$ and a fifth extreme component of length $|\mu \cap \nu'| \geq k + 4$. When $\mu = (2k + 2)$, $\nu = (2k + 2, 1^2)$, for some $k \in \mathbb{N}$, $k > 1$, we have $\chi = [3, 2k - 1] + [2k, 1] + [2k - 1, 1^3]$, hence we have three (almost) extreme components of length $\leq k + 2$ and the extreme component $[3, 2k - 1, 1^3]$ of length $k + 3 = |\mu \cap \nu'|$. Now we have to look more closely at the components of maximal width in $[\mu] \cdot [\nu']$. Since 

$$[\mu/(\mu \cap \nu')] \cdot [\nu/(\mu' \cap \nu)] = [1^k + 1] + [2, 1^{-k}]$$

by Corollary 2.2(ii), the product $[\mu] \cdot [\nu]$ has $[2k + 1, 1^2]$ and $[3, 2k - 1, 1^3]$ as components of maximal length. Hence we have found five (almost) extreme components in the product.

Now consider the cases for $d > 2$ in Proposition 5.3(2)(c). When $\mu = ((2d)^{a+1})$, $\nu = ((2d)^a, d^2)$ for some $a \in \mathbb{N}$, we have $\chi = 2[d, 1] + [d - 1, 1^2] + [d - 1, 2]$, hence there are already four (almost) extreme components of length $\leq 4$, and because $|\mu \cap \nu'| > 6$, we also have an extreme component of length $\geq 6$. Similarly, if $\mu = (d^{a+2})$, $\nu = (2d, d^2)$ for some $a \in \mathbb{N}$, we have $\chi = [d, 1] + [d - 1, 2] + [d - 1, 1^2]$. Thus we have four (almost) extreme components of length $\leq 4$, and a further extreme component of length $|\mu \cap \nu'| > 6$. When $\mu = ((d + a + 1)^d)$, $\nu = ((d + a)^d, d)$ for some $a \in \mathbb{N}$, we have $\chi = [2, 1^{d - 1}] + [2^2, 1^{d - 3}] + [3, 1^{d - 2}]$. Thus we have four (almost) extreme components of length $\leq d + 1$, and a further extreme component of length $|\mu \cap \nu'| = d(d + 1) > d + 1$.

Next we consider the cases where $c(\chi) = 2$. We start with the cases for $d = 2$.

Consider the case $\mu = (4a + 1)$, $\nu = (4a, 2^2)$ where $\chi = 2[2, 1] + [1^3]$; then $[\mu] \cdot [\nu]$ has three (almost) extreme components $[4a + 2, 2], [4a + 1, 2, 1]$ and $[4a + 1, 1^3]$ of length $\leq 4$. For $a = 1$, $\mu'$ and $\nu$ satisfy the assumptions of Proposition 5.3, hence the product $[\mu'] \cdot [\nu]$ has three components of (almost) maximal length, giving three components of (almost) maximal length $\geq 5$ in $[\mu] \cdot [\nu]$. For $a = 2$, $\nu = \nu'$, hence $[\mu] \cdot [\nu] = [\mu] \cdot [\nu']$ has three components of (almost) maximal length $\geq 4a + 1 = 9$; similarly, for $a = 3$, $\mu = \mu'$ and thus the product has three components of (almost) maximal length $\geq 4a + 1 = 13$. For $a = 4$, the pair $\mu, \nu'$ satisfies the assumption of Proposition 5.3 (with the row diagram $\mu/(\mu \cap \nu')$); hence $[\mu] \cdot [\nu]$ has three components of (almost) maximal width $\geq |\mu \cap \nu'| - 1 = 15$, giving three
components of (almost) maximal length $\geq 15$ in $[\mu] \cdot [\nu]$. Finally, for $a > 4$, $[\mu] \cdot [\nu']$ has at least two components of maximal width $16$, hence $[\mu] \cdot [\nu]$ has at least two components of maximal length $16$.

Now suppose $\mu = (2^{a+2}), \nu = (4, 2^a)$; here $\chi = [2, 1] + [1^3]$, so we have again three (almost) extreme components $[2a + 2, 2], [2a + 1, 2, 1]$ and $[2a + 1, 1^3]$ of length $\leq 4$ in the product. As $\mu, \nu$ are not both 2-line partitions, we have $a > 1$. For $a = 2$, we may use Proposition 5.3 to get three components of (almost) maximal width $\geq 5$ in $[\mu'] \cdot [\nu]$, and hence three components of (almost) maximal length $\geq 5$ in $[\mu] \cdot [\nu]$. For $a > 3$, $[\mu'] \cdot [\nu]$ has at least two components of maximal width $6$, giving two components of maximal length $6$ in $[\mu] \cdot [\nu]$.

Finally, consider the case $\mu = ((a + 3)^2), \nu = ((a + 2)^2, 2)$ for some $a \in \mathbb{N}$; here $\chi = [2, 1] + [3]$, so we have three components $[2a + 4, 2], [2a + 3, 2, 1], [2a + 3, 3]$ of (almost) maximal width and of length $\leq 3$ in $[\mu] \cdot [\nu]$. For $a = 1$, $[\mu] \cdot [\nu']$ has $\geq 3$ components of (almost) maximal width $\geq 5$ by Proposition 5.3, hence $[\mu] \cdot [\nu]$ has $\geq 3$ components of (almost) maximal length $\geq 5$. For $a > 1$, $[\mu/(\mu \cap \nu') \cdot [\nu'/(\mu \cap \nu')] = [a^2]^2$ has $\geq 3$ components by Proposition 4.3; hence $[\mu] \cdot [\nu]$ has $\geq 3$ components of maximal length $[\mu \cap \nu'] = 6$.

It remains to discuss the case where $d = 1$. Here, we have the three (almost) maximal width constituents $[n - 1, 1], [n - 2, 1^2]$ and $[n - 2, 2]$, as well as an extreme component of length $[\mu \cap \nu'] \geq 4$. If there is a second component of maximal length, we are done. Thus it remains to discuss the case where $[\mu/\mu \cap \nu'] \cdot [\nu'/(\mu \cap \nu')]$ is homogeneous, and hence irreducible, by Corollary 3.7. Then one of the skew diagrams $\mu/\mu \cap \nu', \nu'/\mu \cap \nu'$ is a row or column and the other is a partition or rotated partition; conjugating both partitions, if necessary, we have a row $D$ and a (rotated) partition. If there is a removable $\gamma$-node $A_1$ disconnected from the row, then we obtain at least two components of $[\mu] \cdot [\nu']$ of maximal width, and hence two components of $[\mu] \cdot [\nu]$ of almost maximal width, and hence two components of $\mu \cap \nu' = 1 \geq 3$; thus we have at least five (almost) extreme components in the product. Hence we may now assume that any removable $\gamma$-node is connected to the row $D$; then $D$ complements its partition to a rectangle, say $(a^b)$, where $a, b > 2$. Since $\mu, \nu$ differ only by moving one node, and there is a removable $\gamma$-node disconnected from $\nu/\gamma$, we can then only have for the two partitions, up to conjugation, $\mu = (a^n), \nu = (a + 1, a^{n-2}, a - 1)$, or $\mu = (a^{n+1})$ and $\nu \in \{(a + 1, a^{n-1}, a - 1), (a^n, a - 1, 1)\}$. In the first case, we get by symmetry six (almost) extreme components. In the other two cases, with Lemma 2.6 we also get at least two components of (almost) maximal length in $[\mu] \cdot [\nu]$. So we are done in this case.

The critical situation to be discussed now is the one where all removable $\gamma$-nodes are connected to $\nu/\gamma$. In this case, $\nu$ must be a rectangle, since $\nu/\gamma$ is a row; since $\nu \neq (n)$, $\gamma$ must have a removable node $A_0$, such that $[\nu/\gamma_{A_0}] = [d, 1]$. When $d = 1$, we may interchange the partitions $\mu, \nu$, and thus may also assume that all removable $\gamma$-nodes are connected to $\mu/\gamma$. But then $\mu, \nu$ are both 2-part partitions, contradicting Hypothesis $(*)$. So we can now assume that $d > 1$. 


Let us first assume that $\mu/\gamma$ is disconnected from $A_0$. Then
\[
\chi_0 = \left[\nu/\gamma_{A_0}\right] \cdot \left[\mu/\gamma_{A_0}\right] - \sum_B [\alpha B] = [d, 1] \cdot \left(\sum_B [\alpha B]\right) - \sum_B [\alpha B]
\]
\[
= \sum_B \sum_C \sum_D [(\alpha B)_C^D] - 2 \sum_B [\alpha B]
\]
where $B$ runs over the addable nodes of $\alpha$, $C$ runs over the removable nodes of $\alpha B$ (for the respective node $B$), $D$ runs over the addable nodes of $(\alpha B)_C$ and $r_B$ denotes the number of removable nodes of $\alpha B$.

We know that $\alpha$ has at least two addable nodes, say $B_0$ at the top and $B_1$ at the bottom. Assume first that $\alpha$ is not a row or column. Then $r_{B_0}, r_{B_1} \geq 2$. Let $X_1$ be the top and $X_0$ the bottom removable node of $\alpha$ (we may have $X_0 = X_1$); then $X_i$ is also a removable node for $\alpha B_i$, $i = 0, 1$. Let $B'_0$ be the top addable node for $(\alpha B_0)_{X_0}$ and $B'_1$ be the bottom addable node for $(\alpha B_1)_{X_1}$. Then we have at least the following contribution to $\chi_0$:
\[
(r_{B_0} - 1) [\alpha B_0] + [(\alpha B_0)_{X_0} B'_0] + (r_{B_1} - 1) [\alpha B_1] + [(\alpha B_1)_{X_1} B'_1].
\]
Thus we have found at least four components in $\chi_0$ and hence four components of almost maximal width $m - 1$ in the product.

If $\alpha$ is a row, we may interchange $\mu$ and $\nu$, and then we are in the situation discussed in the first part of the proof. When $\alpha$ is a column, we conjugate and then interchange both partitions; again, this is dealt with by the first part of the proof.

Thus now we treat the situation where $\mu/\gamma$ is connected to $A_0$. Then by Lemma 3.4
\[
[\mu/\gamma_{A_0}] = \sum_{B \neq B_1} [\alpha B]
\]
where $B_1$ is the bottom addable node of $\alpha$. Let $B_0$ be the top addable node of $\alpha$. Then
\[
\chi_0 = \left[\nu/\gamma_{A_0}\right] \cdot \left[\mu/\gamma_{A_0}\right] - \sum_B [\alpha B] = [d, 1] \cdot \sum_{B \neq B_1} [\alpha B] - \sum_B [\alpha B]
\]
\[
= \sum_{B \neq B_1} \sum_C \sum_D [(\alpha B)_C^D] - \sum_{B \neq B_1} [\alpha B] - \sum_B [\alpha B]
\]
\[
= \sum_{B \neq B_0, B_1} \sum_C \sum_D [(\alpha B)_C^D] + \sum_{C \neq B_0} \sum_D [(\alpha B_0)_C^D] - \sum_{B \neq B_1} [\alpha B]
\]
where $B$ runs through the addable nodes of $\alpha$, $C$ runs through the removable nodes of $\alpha B$ (for the respective node $B$) and $D$ runs through the addable nodes of $(\alpha B)_C$.

If $\alpha$ is not a rectangle, there is a third addable node, say $B_2$, not in the first row or column. Taking this contribution into account, $\chi_0$ is a character containing
\[
\chi'_0 = [\alpha B_0] + \sum_{C \neq B_0} \sum_{D \neq C} [(\alpha B_0)_C^D] + \sum_{C \neq B_2} \sum_D [(\alpha B_2)_C^D] + [\alpha B_1].
\]
If \( \alpha_{B_2} \) is not a rectangle, then the top or bottom removable node of \( \alpha \) will be \( \neq B_2 \) and will also be removable from \( \alpha_{B_2} \); let this \( \alpha \)-node be \( X \). Depending on \( X \) being at the top or bottom of \( \alpha \), the node \( Y = B_1 \) or \( Y = B_0 \) will be addable for \((\alpha_{B_2})_X\). Then \( \chi_0 \) contains
\[
\chi_0' = [\alpha_{B_0}] + [\alpha_{B_2}] + [(\alpha_{B_2})_X^Y] + [\alpha_{B_1}]
\]
and hence we have at least four components in the product of almost maximal width \( m - 1 \).

We are now in the situation where \( \alpha_{B_2} \) is a rectangle. The bottom removable node \( X_0 \) of \( \alpha \) is also removable from \( \alpha_{B_0} \). The top addable node \( B_0' \) for \( \alpha_{B_0} \) is also addable for \((\alpha_{B_0})_{X_0}\). If \( \alpha \neq (2,1) \), then \((\alpha_{B_0})_{X_0} \) has a second addable node \( Y = B_1 \) or \( Y = B_0'' \) (in the second row). Thus, in this situation \( \chi_0' \) contains
\[
\chi_0'' = [\alpha_{B_0}] + [(\alpha_{B_0})_{X_0}^{B_0'}] + [(\alpha_{B_0})_{X_0}^Y] + [\alpha_{B_1}],
\]
giving us again four components of almost maximal width \( m - 1 \) in the product.

When \( \alpha = (2,1) \), we have
\[
\chi_0 = [\alpha_{B_0}] + [(\alpha_{B_0})_{X_0}^{B_0'}] + [\alpha_{B_1}] = [3,1] + [4] + [2,1^2],
\]
so that up to this point we have found four (almost) extreme components of length \( \leq 4 \) in \([\mu] \cdot [\nu] \).

If there is a removable \( \gamma \)-node \( A_1 \neq A_0 \) connected to \( \nu/\gamma \), then we also get a contribution to \( \chi \) from
\[
\chi_1 = [\mu/\gamma_{A_1}] \cdot [\nu/\gamma_{A_1}] = [\alpha] \uparrow^{S_4} = [3,1] + [2^2] + [2,1^2],
\]
and thus we have again four components of almost maximal width \( m - 1 \) in the product.

If there is no such \( \gamma \)-node \( A_1 \), then \( \mu = (5,4), \nu = (3^3), \) and \(|\mu \cap \nu'| = |\mu \cap \nu| = 6 \) yields a component of maximal length 6 in the product.

Next we have to consider the case when \( \alpha \) is a rectangle; let \( B_0 \) be the top and \( B_1 \) the bottom addable node of \( \alpha \). Let \( X \) be the corner node of \( \alpha \). Since \( \mu, \nu \) are not both 2-part partitions, \( \alpha \) is not a row. Then \( \alpha_{B_0} \) also has the removable node \( X \) and we have
\[
\chi_0 = \sum_D [(\alpha_{B_0})_X^D] - [\alpha_{B_0}] = \sum_{D \neq X} [(\alpha_{B_0})_X^D],
\]
which gives three components of almost maximal width \( m - 1 \), except in the cases where \( \alpha \) has only two rows or only one column. When \( \alpha = (1^2) \), we have \( \chi_0 = [3] \), and otherwise, when \( \alpha \neq (1^2) \) has only two rows or one column, \( \chi_0 \) has two constituents.

Now if \( \gamma \) has a further removable node \( A_1 \), then we also get two components of almost maximal width \( m - 1 \) from
\[
\chi_1 = [\mu/\gamma_{A_1}] \cdot [\nu/\gamma_{A_1}] = \sum_B [\alpha_B] = [\alpha_{B_0}] + [\alpha_{B_1}],
\]
and these are different from the ones appearing in \( \chi_0 \). Thus for \( \alpha \neq (1^2) \), we have then found at least four components of almost maximal width \( m - 1 \) in the product. For \( \alpha = (1^2) \) we have found at this stage four (almost) extreme components of length \( \leq 4 \); but here \(|\mu \cap \nu'| \geq 6 \), giving us also a component of maximal length \( \geq 6 \) in the product.
Thus we are now in the situation where $\gamma$ is a rectangle and $\alpha$ is a rectangle, say $\alpha = (a^b)$, and we need to find further (almost) extreme components. We already know that $\alpha$ is not a row, and it also cannot be a column because this would contradict $\mu \neq \nu'$, so $1 < a, b < d$, $d \geq 4$.

First assume $b \geq 3$. By the above, we already have four (almost) extreme components in the product which are of length $\leq b + 2$. Here $\mu \cap \nu' = ((b + 1)^b)$, hence we also get an extreme component of length $b(b + 1) > b + 2$.

It remains to consider the case $b = 2$, i.e., $\alpha = (a^2)$ and $\mu = ((3a)^2)$, $\nu = ((2a)^3)$, where $a > 1$. By the considerations so far, we have found the (almost) extreme constituents $[4a, a^2]$, $[4a - 1, a + 2, a - 1]$ and $[4a - 1, a + 1, a - 1, 1]$ in the product $[\mu] \cdot [\nu]$ which are of length $\leq 4$. Now $\mu \cap \nu' = (3^2)$ and

$$[\mu/(\mu \cap \nu')] \cdot [\nu'/(\mu \cap \nu')] = [(3a - 3)^2] \cdot [3^{2a-2}].$$

By Theorem 3.1 and Theorem 3.2 this product has at least three components, hence by Corollary 2.3(ii) $[\mu] \cdot [\nu]$ also has at least three extreme components of length 6.

Thus at this stage we have proved our claim for the case that there is only one component for one of the two extreme types.

### 6.2. Two components of each extreme type.

Towards the proof of Theorem 1.1 we may now assume that we are not in the case discussed in the previous subsection. Hence we may now assume that we have exactly two components of maximal width $m$ and two components of maximal length $\tilde{m} = |\mu \cap \nu'|$; we know that these are four different components as no constituent is both of maximal width and length by Theorem 2.5. Our task is to find a fifth component in the product $[\mu] \cdot [\nu]$ which is almost extreme.

We set $\tilde{\gamma} = \mu \cap \nu'$. Since we have two components of maximal width and length, respectively, both products $[\mu/\gamma] \cdot [\nu/\gamma]$ and $[\mu/\tilde{\gamma}] \cdot [\nu/\tilde{\gamma}]$ have exactly two components. Note that here $d > 1$.

We focus on the first product. This situation splits into the following cases.

1. $[\mu/\gamma] = [1^2] + [2]$ and $[\nu/\gamma] = [1^2] + [2]$.
2. $[\mu/\gamma]$ and $[\nu/\gamma]$ are both irreducible, and the product has two components.
3. $[\mu/\gamma]$ has two components and $[\nu/\gamma]$ is of degree 1.

#### 6.2.1. First we treat Case (1), where both skew diagrams decompose into two disconnected nodes. Note that the assumptions imply that $n \geq 6$ and that $\gamma$ has at least three removable nodes.

By Corollary 2.3(i) we obtain in this case from $[\mu/\gamma] \cdot [\nu/\gamma] = 2[2] + 2[1^2]$ the constituents $[n - 2, 2]$ and $[n - 2, 1^2]$ of maximal width in $[\mu] \cdot [\nu]$.

We will show that all three possible components of almost maximal width $n - 3$ appear in the product, using Lemma 2.6. Assume there is a removable $\gamma$-node $A_0$ which is disconnected from $\mu/\gamma$; then $[\mu/\gamma_{A_0}] = [3] + 2[2, 1] + [1^3]$. We want to compute

$$\chi_0 = [\mu/\gamma_{A_0}] \cdot [\nu/\gamma_{A_0}] - ([\mu/\gamma] \cdot [\nu/\gamma]) \uparrow = [\mu/\gamma_{A_0}] \cdot [\nu/\gamma_{A_0}] - (2[3] + 4[2, 1] + 2[1^3])$$.
If $A_0$ is connected to at most one of the nodes of $\nu/\gamma$, then $[\nu/\gamma A_0]$ contains $[3] + [2, 1]$ or $[2, 1] + [1^3]$, and thus
\[
\chi'_0 = (3[3] + 6[2, 1] + 3[1^3]) - (2[3] + 4[2, 1] + 2[1^3]) = [3] + 2[2, 1] + [1^3]
\]
is a character contained in the character $\chi_0$. Since $n \geq 6$, we get three constituents $[n - 3, 3]$, $[n - 3, 2, 1]$, $[n - 3, 1^3]$ in the product $[\mu] \cdot [\nu]$.

The same argument can be used with $\mu, \nu$ interchanged. Hence we may now assume that every removable $\gamma$-node is connected to two of the four nodes of $\mu/\gamma$ and $\nu/\gamma$. Arguing from the top removable $\gamma$-node down, one easily sees that then we must have $\gamma = (3, 2, 1)$. If every removable $\gamma$-node is connected to both a $\mu/\gamma$ and a $\nu/\gamma$-node, then
\[
\chi = \sum_{A \in \{A_0, A_1\}} [\mu/\gamma A] \cdot [\nu/\gamma A] - ([\mu/\gamma] \cdot [\nu/\gamma]) \uparrow
= 3[(2, 1) + [3]] \cdot (([2, 1] + [1^3]) - (2[3] + 4[2, 1] + 2[1^3])
= [3] + 5[2, 1] + 4[1^3].
\]
If some removable $\gamma$-node $A_0$ is connected to two nodes of the same skew diagram $\mu/\gamma$ or $\nu/\gamma$, then there is also at least one removable $\gamma$-node $A_1$ that is connected to both $\mu/\gamma$ and $\nu/\gamma$, and we have
\[
\chi' = \sum_{A \in \{A_0, A_1\}} [\mu/\gamma A] \cdot [\nu/\gamma A] - ([\mu/\gamma] \cdot [\nu/\gamma]) \uparrow
= [2, 1] \cdot (([3] + 2[2, 1] + [1^3]) + ([2, 1] + [3]) \cdot (([2, 1] + [1^3]) - (2[3] + 4[2, 1] + 2[1^3])
= [3] + 3[2, 1] + 2[1^3],
\]
a subcharacter of the character $\chi$. Hence in both cases we get all three almost extreme constituents $[n - 3, 3]$, $[n - 3, 2, 1]$, $[n - 3, 1^3]$ in the product $[\mu] \cdot [\nu]$.

Thus in any case we have found at least five (almost) extreme components in the product.

6.2.2. We now deal with Case (2). By Theorem 3.2 we know that up to conjugation and renaming we are in the following situation:
\[
[\mu/\gamma] = [\alpha], [\nu/\gamma] = [d - 1, 1], \text{ where } \alpha = (a^b) \text{ is a nontrivial rectangle, i.e., } a, b > 1.
\]
By Proposition 5.4 we then obtain at least five components of almost maximal width $m - 1$ in $[\mu] \cdot [\nu]$.

6.2.3. Now to Case (3), where $[\mu/\gamma]$ has two components and $[\nu/\gamma]$ is of degree 1. We may assume that $\nu/\gamma$ is a row.

By Proposition 5.5 we know that the skew character $[\mu/\gamma]$ has the form
\[
[\mu/\gamma] = [\alpha^X] + [\alpha^Y]
\]
for some partition $\alpha$ and two distinct addable nodes $X, Y$ for $\alpha$.

Thus $[\mu] \cdot [\nu]$ has $[m, \alpha^X]$ and $[m, \alpha^Y]$ as its components of maximal width.
Now \( \alpha \chi \) the character product. Thus we now consider

\[
\chi = \sum_{A \gamma\text{--node}} [\mu/\gamma A] \cdot [\nu/\gamma A] - [\mu/\gamma] \uparrow .
\]

First we assume that there is a removable \( \gamma \)-node \( A_0 \) disconnected from \( \mu/\gamma \). Then

\[
[\mu/\gamma A_0] = [\mu/\gamma] \uparrow= [\alpha^X] \uparrow +[\alpha^Y] \uparrow .
\]

If \( [d, 1] \) is a constituent of \( [\nu/\gamma A_0] \), then \( \chi_0 = [\mu/\gamma A_0] \cdot [\nu/\gamma A_0] - [\mu/\gamma] \uparrow \)

contains

\[
\chi_0' = ([\mu/\gamma] \uparrow) \cdot [d, 1] - [\mu/\gamma] \uparrow= ([\mu/\gamma] \cdot [d - 1, 1]) \uparrow .
\]

Now \( ([\alpha^X] + [\alpha^Y]) \cdot [d - 1, 1] \) clearly contains \( [\alpha^Y] + [\alpha^X] = [\mu/\gamma] \) as a subcharacter, hence

the character \( \chi_0 \) contains

\[
\chi_0'' = [\mu/\gamma] \uparrow= [\alpha^X] \uparrow +[\alpha^Y] \uparrow .
\]

If one of \( \alpha^X \) and \( \alpha^Y \) is not a rectangle, we clearly have \( c(\chi) \geq c(\chi_0'') \geq 3 \). That \( \alpha^X \) and \( \alpha^Y \)

are both rectangles can only occur when \( \alpha = (1) \), i.e., when \( [\mu/\gamma] = [2] + [1^2] \). In this case
we have

\[
\chi_0' = ([2] + [1^2]) \uparrow= [3] + [2, 1] + [1^3] ,
\]

hence again \( c(\chi) \geq 3 \). Thus in any case we have three components of width \( m - 1 \) in \( [\mu] \cdot [\nu] \).

We may now assume that \( \nu/\gamma A_0 \) is a row, and furthermore, that any removable \( \gamma \)-node

\( A_1 \neq A_0 \) is connected to \( \mu/\gamma \). Then

\[
\chi_0 = [\mu/\gamma A_0] \cdot [\nu/\gamma A_0] - [\mu/\gamma] \uparrow = 0 .
\]

Since \( \mu/\gamma \) is a proper skew diagram, there must be such a \( \gamma \)-node \( A_1 \) which is an inner node for \( \mu/\gamma \), i.e., it is connected to a node of \( \mu/\gamma \) but it is not above the highest row nor to the
left of the leftmost column of \( \mu/\gamma \). In fact, considering the list in Proposition 3.5 we see that then

\[
[\mu/\gamma A_1] = \begin{cases} 
[\alpha^{XY}] & \text{if } \mu/\gamma A_1 \text{ is a partition} \\
[\alpha^{X'}X'] + [\alpha^{YY'}] & \text{if } \mu/\gamma A_1 \text{ is not a partition but on the list in Prop. 3.5}
\end{cases}
\]

where \( X', Y' \) are addable nodes for \( \alpha^X, \alpha^Y \), respectively (possibly \( X' = Y \) or \( Y' = X \), but
not both); note that \( X, Y \) are nodes that we can add in an independent way, whereas \( X', X \)

and \( Y, Y' \) may only be added in this order. When we are not in one of the two situations
above, \( [\mu/\gamma A_1] \) is a skew character with at least three components, including \( [\alpha^{X'X'}] + [\alpha^{YY'}] \)
as above.

Now whenever \( A_1 \) is disconnected from \( \nu/\gamma \) we have

\[
\chi_1 = [\mu/\gamma A_1] \cdot [\nu/\gamma A_1] = [\mu/\gamma A_1] \cdot ([d] \uparrow) = [\mu/\gamma A_1] \downarrow \uparrow .
\]

From the description above, we see immediately that \( [\mu/\gamma A_1] \downarrow \)

contains \( [\alpha^X] + [\alpha^Y] = [\mu/\gamma] \), hence arguing as above, \( \chi_1 \) (and thus \( \chi \)) has at least three components.
Thus we assume now that all removable \(\gamma\)-nodes that are inner nodes for \(\mu/\gamma\) are connected to \(\nu/\gamma\); this can only happen if \(\mu/\gamma\) is a disconnected skew diagram with two parts and \(\nu/\gamma\) between them. There can only be one such \(\gamma\)-node \(A_1 \neq A_0\). We then have

\[
\chi_1 = [\mu/\gamma A_1] \cdot [\nu/\gamma A_1] = [\mu/\gamma A_1] \cdot [d, 1].
\]

From the description above, we deduce that \(\chi_1\) always has \([\alpha^{XY}]\) as a constituent, giving a component \([m - 1, \alpha^{XY}]\) in \([\mu] \cdot [\nu]\) which is of almost maximal width but not of maximal length as \(\ell(\alpha^{XY}) = \max(\ell(\alpha^{X}), \ell(\alpha^{Y}))\) and there is no constituent which is maximal in both respects.

We may now assume that all removable \(\gamma\)-nodes are connected to \(\mu/\gamma\).

Let \(A_0\) be a removable \(\gamma\)-node, and assume that this is not connected to \(\nu/\gamma\). In any case, \([\mu/\gamma A_0] \downarrow\) contains \([\alpha^X] + [\alpha^Y] = [\mu/\gamma]\), so that

\[
\chi_0 = [\mu/\gamma A_0] \cdot [\nu/\gamma A_0] - [\mu/\gamma] \uparrow = [\mu/\gamma A_0] \downarrow \uparrow - [\mu/\gamma] \uparrow
\]

is a character (or 0).

Since \(\mu/\gamma\) is a proper skew character, there has to be a second removable \(\gamma\)-node \(A_1 \neq A_0\). If \([\nu/\gamma A_1]\) contains \([d, 1]\), then as before, \(\chi_1 = [\mu/\gamma A_1] \cdot [\nu/\gamma A_1]\) contains \([\alpha^{XY}]\), and this provides a fifth almost extreme component \([m - 1, \alpha^{XY}]\) in \([\mu] \cdot [\nu]\) as we have seen above. Thus we may now assume that \([\nu/\gamma A_1] = [d + 1]\).

Now if \(A_1\) is an inner node for \(\mu/\gamma\), then \([\mu/\gamma A_1]\) always has a constituent of length \(\max(\ell(\alpha^X), \ell(\alpha^Y))\), namely the one coming from sorting the rows, and this would also provide a (fifth) almost extreme component.

Thus \(A_1\) can only be an outer node for \(\mu/\gamma\). Proposition \ref{3.5} implies that \([\mu/\gamma A_1]\) has at least three components, except in the case where \([\mu/\gamma] = [1^{a+1}] \otimes [r]\) and we obtain \([\mu/\gamma A_1] = [1^{b+1}] \otimes [s]\) with either \(b = a + 1\) or \(s = r + 1\). But in this case, \([\mu/\gamma A_1]\) has \([\alpha^{XY}]\) as a constituent, giving a (fifth) almost extreme component \([m - 1, \alpha^{XY}]\) in \([\mu] \cdot [\nu]\) as before.

Hence we may now assume that any removable \(\gamma\)-node is connected to \(\nu/\gamma\). Since \(\mu/\gamma\) is a proper skew diagram and we always have a removable \(\gamma\)-node that is inner with respect to \(\mu/\gamma\), this can only be true when \(\mu/\gamma\) is disconnected, i.e., we are in one of the cases (i) or (ii) of Proposition \ref{3.6} (as before, up to translation and order of the two connected parts). Furthermore, \(\nu/\gamma\) sits between the two parts of \(\mu/\gamma\) and we must have two removable \(\gamma\)-nodes \(A_0, A_1\) connected to both \(\mu/\gamma\) and \(\nu/\gamma\). Altogether, there are now only four cases we have to consider.

Here are the corresponding pictures (we mark both parts of \(\mu/\gamma\) by \(\mu/\gamma\)):
In all cases, we let $A_0$ and $A_1$ be the removable $\gamma$-nodes such that $\nu/\gamma A_0$ is a row and $[\nu/\gamma A_1] = [d, 1]$. We know that $[\mu/\gamma] = [\alpha^X] + [\alpha^Y]$, with $X$ being the top and $Y$ the bottom addable node in our situation, where now $\alpha$ is a nontrivial rectangle or a hook. Let $X'$ be the top addable node of $\alpha^X$. One easily checks that then in all cases, $[\mu/\gamma A_0]$ has at least the constituents $[\alpha^X]$ and $[\mu/\gamma A_1]$ has at least the constituents $[\alpha^{XY}]$ and $[\alpha^{XX'}]$. Hence, similarly as before, $[\mu/\gamma A_1]$ contains $[\alpha^Y]$ and $[\mu/\gamma A_0]$. One easily checks that then in all cases, $[\mu/\gamma A_0]$ has a constituent $[\alpha^{XY}]$ and $[\mu/\gamma A_1]$ has at least the constituents $[\alpha^{XY}]$ and $[\alpha^{XX'}]$. Hence, similarly as before, $[\mu/\gamma A_1] \cdot [d, 1]$ contains $[\alpha^Y] + [\alpha^X] = [\mu/\gamma]$ ↑. Thus in all cases, we have the following:

\[
\chi = [\mu/\gamma A_0] + [\mu/\gamma A_1] \cdot [d, 1] - [\mu/\gamma] \uparrow
\]

is a character containing $[\alpha^{XY}]$, and this produces, as before, a constituent $[m - 1, \alpha^{XY}]$ in $[\mu] \cdot [\nu]$ which is of almost maximal width and not of maximal length.

Hence we have found in all cases of a product with exactly two components of maximal width and two of maximal length a further almost extreme component, and thus we are done. \qed

Finally we turn to the confirmation of the classification conjecture in [1]. We recall the classification result we want to prove below; of course, the decompositions of all the products appearing in the statements below are known.

**Theorem 6.1.** Let $\mu, \nu \vdash n$.

(i) We have $c([\mu] \cdot [\nu]) = 3$ if and only if $n = 3$ and $\mu = \nu = (2, 1)$ or $n = 4$ and $\mu = \nu = (2, 2)$.

The product is then one of

\[
[2, 1]^2 = [3] + [2, 1] + [1^3], \quad [2^2]^2 = [4] + [2^2] + [1^4].
\]

(ii) We have $c([\mu] \cdot [\nu]) = 4$ if and only if one of the following holds:

1. $n \geq 4$ and $\mu, \nu \in \{(n - 1, 1), (2, 1^{n-2})\}$; here the products are

\[
[n - 1, 1]^2 = [2, 1^{n-2}]^2 = [n] + [n - 1, 1] + [n - 2, 2] + [n - 2, 1^2],
\]

\[
[n - 1, 1] \cdot [2, 1^{n-2}] = [1^n] + [2, 1^{n-2}] + [2^2, 1^{n-4}] + [3, 1^{n-3}].
\]
(2) \( n = 2k + 1 \) for some \( k \geq 2 \), and one of \( \mu, \nu \) is in \( \{(2k, 1), (2, 1^{2k-1})\} \) while the other one is in \( \{(k + 1, k), (2^k, 1)\} \); here the products are
\[
[2k, 1] \cdot [k + 1, k] = [k + 2, k - 1] + [k + 1, k] + [k + 1, k - 1, 1] + [k^2, 1]
\]
\[
[2, 1^{2k-1}] \cdot [k + 1, k] = [2^{k-1}, 1^3] + [2^k, 1] + [3, 2^{k-2}, 1^2] + [3, 2^{k-1}].
\]

(3) \( n = 6 \) and \( \mu, \nu \in \{(2^3), (3^2)\} \); here we have\[
[3^2]^2 = [6] + [4, 2] + [3, 1^3] + [2^3], \quad [3^2] \cdot [2^3] = [1^6] + [2^2, 1^2] + [4, 1^2] + [3^2].
\]

**Proof.** We only need to check the exceptional cases where a product has at most four (almost) extreme components listed in Theorem 1.1.

In Section 4, we have already classified all products with the character \( [n - 1, 1] \) that have at most four components in Corollary 4.2 while the classification of squares \( [\lambda]^2 \) with at most four components is stated in Proposition 4.3. The exceptional case of the product \( [3^2] \cdot [4, 2] \) appeared in the investigation of 2-part partitions in Proposition 4.5 where we already noticed that it has five components.

This information allows to handle all cases in Theorem 1.1 and we get exactly the classification in Theorem 1.2. \( \square \)
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