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Abstract

The Chinese character riddle is a unique form of cultural entertainment specific to the Chinese language. It typically comprises two parts: the riddle description and the solution. The solution to the riddle is a single character, while the riddle description primarily describes the glyph of the solution, occasionally supplemented with its explanation and pronunciation. Solving Chinese character riddles is a challenging task that demands understanding of character glyph, general knowledge, and a grasp of figurative language. In this paper, we construct a Chinese Character riddle dataset named CC-Riddle, which covers the majority of common simplified Chinese characters. The construction process is a combination of web crawling, language model generation and manual filtering. In generation stage, we input the Chinese phonetic alphabet, glyph and meaning of the solution character into the generation model, which then produces multiple riddle descriptions. The generated riddles are then manually filtered and the final CC-Riddle dataset is composed of both human-written riddles and these filtered, generated riddles. In order to assess the performance of language models on the task of solving character riddles, we use retrieval-based, generative and multiple-choice QA strategies to test three language models: BERT, ChatGPT and ChatGLM. The test results reveal that current language models still struggle to solve Chinese character riddles. CC-Riddle is publicly available at https://github.com/pku0xff/CC-Riddle.

1 Introduction

The Chinese character riddle is one of the most popular traditional riddle games in China, often appearing in traditional Chinese lantern festivals. It also takes a part in education used to help people learn about Chinese characters and culture. A character riddle consists of a riddle description and a single character as its solution. The riddle description is usually created based on the glyph, explanation or pronunciation of the solution character, and uses figurative language including allusion, punning and metaphor, which makes it challenging to solve character riddles. Specifically, riddle solving also requires knowledge in the area of Chinese traditional culture. According to which types of information the riddle description contains, character riddles can be classified into 3 categories: glyph-based, meaning-based and pronunciation-based. A single character riddle can have multiple categories. Figure 1 demonstrates an example for each category and their interpretations are as below:

- **Glyph-based.** "识" (recognize) is composed of "讠" (say) and "只" (only), and "只说不兑现" (only say it but not realize it) is a representative description of "识". "说不兑现" means that "兑" disappears from "说", so "讠" is left over. Putting "只" and "讠" together, we obtain the answer "识".

- **Meaning-based.** Sometimes the description also offers hints by indicating the explanation of the character. "未见白头色自红" (has not seen the hoary head, the color itself is red) is
a description of "朱" (red), where "白头" (the hoary head) indicates "白" and "色自红" (the color itself is red) explain the meaning of "朱" (red).

- **Pronunciation-based.** The pronunciation of Chinese characters is represented by pinyin. The pinyin of "焦" is "ji¯ao". Its riddle description "燕雀南来叫一声" (the swallow finch came to the South with a cry) describes this pronunciation by changing the pinyin of "叫" from the falling tone (jiào) to the high-level tone (ji¯ao). Meanwhile, the phrase "燕雀南来" means selecting the south part of "燕" and "雀", which presents "焦" from its glyph.

In this paper, we build **CC-Riddle**, a Chinese Character riddle dataset that covers the majority of common simplified Chinese characters. First, we crawl Chinese character riddles from the Internet. In order to cover more characters in CC-Riddle, we take a compromise way that combines model generation and manual filtering. We collect glyph, pinyin and meaning information and utilize them to finetune a pre-trained BART[8] model as the riddle generation model. All riddle candidates generated by the fine-tuned model are gathered and filtered manually to construct the target dataset.

Finally, we conduct retrieval-based, generative and multiple-choice QA experiments on CC-Riddle using BERT[4], ChatGPT and ChatGLM[5]. We also perform a manual riddle-solving test for comparison. The results indicate that language models still struggle to solve Chinese character riddles and lag far behind humans. Furthermore, our dataset can be used as a tool to evaluate how well a language model can handle figurative language, commonsense and Chinese character glyph. We hope that it will contribute to the development of more advanced Chinese and multilingual language models, and provide valuable assistance to researchers in the field of Chinese language studies.

The contributions of our work are summarized as follows:

1. To the best of our knowledge, we propose and release the first large-scale, high-coverage QA dataset of Chinese character riddles, CC-Riddle.

2. To cover more common simplified Chinese characters in our dataset, we propose a neural generation model based on BART for generating brand new riddles.

3. We conduct a series of experiments on the CC-Riddle dataset and benchmark the results of typical neural baselines.
2 Related Work

To the best of our knowledge, there has been no publicly available large-scale Chinese character riddle dataset, while datasets for common riddles have been developed before. Lin et al. [11] present the first large dataset for answering riddle-style commonsense questions, aiming to test the abilities necessary for advanced natural language understanding (NLU). Efrat et al. [6] propose a large-scale dataset based on cryptic crosswords, which is both linguistically complex and naturally sourced. However, these two datasets are English-only. Zhang and Wan [22] introduce a bilingual dataset for QA on riddles that contain both Chinese and English riddles. For the Chinese part, they exclude Chinese character riddles and focus on common Chinese riddles which imply the meaning of the answer.

Chinese character riddle generation has been explored before with statistical method. Tan et al. [17] propose a method to solve and generate Chinese character riddles by extracting "radical-phrase" alignments and rules from existing character riddles. Template-based method and replacement-based method are the two ways to generate riddles. Then Ranking SVM is used to rerank the generated candidates. Unfortunately, the data and code of this work cannot be accessed publicly. Preliminary studies have been taken on the common riddle as well. Binsted and Ritchie [1, 2] implement a program to generate riddles from humour-independent lexical entries, named JAPE-1. Galvan et al. [7] utilize the common properties among different concepts and existing knowledge bases to generate riddles by comparisons.

Neural network has not been used to generate Chinese character riddles, but has been used to generate Chinese poems and couplets widely [21, 3]. There are researches focusing on Chinese character as well. Some are around Chinese character embedding models [9, 12, 13]. The glyph information of Chinese characters can also be incorporated into language model pre-training [10, 16].

3 Dataset Construction and Analysis

In this section, we introduce our method to construct the CC-Riddle dataset in detail (Figure 2). The dataset includes Chinese character riddles written by humans and generated by machines. First, human-written character riddles are crawled from the Web. However, some frequently used Chinese characters are not included in the crawled data, so new character riddles are needed to build a large-scale dataset with a high coverage. Manual design and automatic generation are two ways to obtain more Chinese character riddles other than crawling from the Web. However, creating riddles manually needs a great deal of time and requires high literacy of the writers. Meanwhile, existing generative models are still weak in understanding Chinese character riddles. Therefore, we take a compromise approach that combines generating automatically and filtering manually to acquire reasonable Chinese character riddles at a relatively low cost.
Table 1: The BLEU-4 scores and numbers of distinct unigram (# dist. unigrams) and bigrams (# dist. bigrams) in the top-1 riddle descriptions in test set.

| Method            | BLEU-4 | # Distinct unigrams | # Distinct bigrams |
|-------------------|--------|---------------------|--------------------|
| Ours              | 3.87   | 353                 | 612                |
| Template-based    | 4.67   | 128                 | 280                |
| Replacement-based | 29.33  | 248                 | 343                |

3.1 Data Preparation

We scrape existing Chinese character riddles from some websites[^1][^2][^3][^4][^5], remove duplicate data and delete irrelevant characters to enhance data quality. After this data cleaning process, we acquire a total of 20,385 unique Chinese character riddles. These riddles encompass 5,060 Chinese characters in total, the majority of which are frequently used. However, some common Chinese characters are still not included in the crawled data. More Chinese character riddles are needed to improve the coverage of CC-Riddle. The pronunciation, glyph and explanation of the solution character are important for generating brand new Chinese character riddles[^20]. Therefore, we obtain glyph information from the IDS dictionary[^2] and HanziCraft[^3] as well as pinyin and meaning from the Chinese Xinhua Dictionary[^4]. The IDS dictionary is a resource about the glyph of characters. It provides a coarse-grained decomposition of characters and describes the position relationship between different components of a character (i.e., the character structure). HanziCraft is a web application that provides information about Chinese characters, in which there are three kinds of character decomposition: once, radical and graphical. Figure[^7] shows some examples from IDS dictionary and HanziCraft.

3.2 The Generation Model

Upon collecting the requisite data as previously specified, we design and subsequently train a generative model to produce brand new Chinese character riddles. Particularly, we fine-tune a pre-trained Chinese BART model[^5] using the Transformers library[^19]. During training, our model takes a Chinese character together with all the three elements (pinyin, glyph and explanation) as input. We use decomposition from IDS dictionary and radical decomposition from HanziCraft as glyph information. The output is a single riddle description. One character may have multiple riddle descriptions and each of them acts as an independent piece of data in training. Training set, validation set and test set are split by characters. We use 98 characters for the validation set and 100 characters for the test set. The rest are all included in the training set. As for hyperparameters, we set learning rate to 5e-5, batch size 16, random seed 42 and number of epochs 12. In the generation stage, the solution character is prevented to appear in generated riddle descriptions by setting its logit to -inf in decoding. We use beam search as the decoding algorithm to generate 5 riddle description candidates for each input entry. The generation part of Figure[^2] illustrates the process of generating Chinese character riddles. Besides, we implement the template-based method and replacement-based method proposed in[^17] with our data and take them as the baselines[^6].

We adopt several automatic metrics to evaluate the generation results, including BLEU-4[^13] and the number of distinct n-grams. The evaluation results are shown in Table[^1]. We first report the BLEU scores on 100 tested characters for the top-1 outputs of our model and the baselines. The BLEU scores of our model and template-based baseline are very low because many different reasonable riddle

[^1]: http://xh.5156edu.com/ https://www.chnlcom/miyuku/zimi/index.html https://www.cmy123.com/zmmy http://www.hydcd.com/baike/zimi.htm https://www.caimigu.com/zm/
[^2]: https://github.com/cjkvi/cjkvi-ids
[^3]: https://hanzicraft.com/
[^4]: https://github.com/pwxcoo/chinese-xinhua
[^5]: https://huggingface.co/fnlp/bart-base-chinese
[^6]: While implementing the baselines, we could not train the weights of features for the ranking model because the data for training it is annotated by human and not publicly available. We make a rough adjustment on the weights manually instead.
descriptions may be generated for a Chinese character but they do not need to be lexically similar to the given reference descriptions. The replacement-based method takes human-written riddles as direct reference and only a few phrases are replaced in the generated ones, so the BLEU score is high. Therefore, the BLEU scores are only for reference and it is not meaningful to compare the models based on BLEU. To assess the diversity of the generated descriptions, we calculate the numbers of distinct uni-grams and bi-grams. The results suggest that our method far exceeds baselines in diversity, which is important for such riddle games.

3.3 Filtering

Table 2: The criteria for the classification of acceptable candidate riddles. When the number of label grows, the riddle description becomes more related to the meaning and less related to the glyph of the answer character.

| Label | Criterion | Example |
|-------|-----------|---------|
| 1     | The riddle description can describe the shapes or meanings of all or most components for the answer character. | 西湖波底映花前——菠 |
| 2     | The riddle description can describe the shapes or meanings of part components of the answer character, and at the same time express the meaning of the character. | 匡王之言不可信——诓 |
| 3     | The riddle description can describe the meaning or use case of the answer character. | 戏言——谑 |

Figure 3: The proportions of each category of accepted riddle candidates. Each accepted riddle description is categorized by the two annotators who deem it to be reasonable. "Double X" means that both annotators label it as X. "X&Y" means that one annotator labels it as X and the other one labels it as Y. The labels in this figure correspond to those in Table 2.

After generation, we get 59327 different candidates in total for 4293 characters out of the training set. Then they are manually filtered to construct CC-Riddle. For each candidate, we assign it to two annotators at first. The agreement ratio is 83.95% on whether to accept the candidates. If the first two annotators fail to agree on the acceptance of this candidate, then the third one will make the decision. If a candidate can be categorized into one of the three categories shown in Table 2, it is acceptable. Here we don’t take the pronunciation into consideration because pinyin-based riddles are rare in human-written riddles and are difficult to generate without special processing. The annotator needs to decide whether the candidate is acceptable and how the riddle description reveals the answer according to the information it contains at the same time. We hire 20 annotators in total and all of them are native Chinese speakers and are undergraduates or have better qualifications.

Finally, we get 7132 generated riddles after manual filtering. The proportions of each category are shown in Figure 3. Obviously, most character riddles are based on the glyph of its solution. Only a small part of them make use of the meaning and the riddles that uses meaning purely are even less. This is because most riddles in the training set are glyph-based ones.

3.4 Dataset Analysis

Size and Coverage. The CC-Riddle dataset integrates generated Chinese character riddles with web-crawled ones, culminating in a comprehensive collection of 27,517 unique riddles (Table 4). It covers 7,279 characters and most frequently used characters are included. The whole dataset is split into training set, validation set and test set by characters with a ratio of 6:2:2. The ratios of generated riddles to web-crawled ones are roughly the same across training, validation and test.
Table 3: Coverage of CC-Riddle on two formal Chinese character sets.

| Character set         | Size | Cov. by gen. | Cov. rate |
|-----------------------|------|--------------|-----------|
| GB/T 2312-1980        | 6763 | 1312         | 0.8983    |
| TGSCC                 | 8105 | 1459         | 0.7642    |
| TGSCC-frequent        | 3500 | 332          | 0.9594    |

Table 4: Basic statistics of CC-Riddle.

| Split | # Characters | # Riddles | # Riddles(gen.) |
|-------|--------------|-----------|-----------------|
| train | 4367         | 16626     | 4165            |
| valid | 1457         | 5480      | 1387            |
| test  | 1455         | 5411      | 1580            |
| total | 7279         | 27517     | 7132            |

set. We compare our dataset with two formal sets of Chinese characters: GB/T 2312-1980[7] and the Table of General Standard Chinese Characters(TGSCC)[8]. Among all the 8,105 characters in TGSCC, 3,500 are designated as frequent. CC-Riddle covers most characters in these sets, as is shown in Table 3. There are two main reasons that some characters are missing from the CC-Riddle. First, generated riddles for these characters are of low quality and are all rejected during filtering. In most cases, descriptions of key radicals are absent in the rejected riddle. Second, some characters in GB/T 2312-1980 are radicals themselves and necessary information (i.e., pinyin, decomposition and explanation) of them is missing.

Length. Unlike Chinese poems or couplets, Chinese character riddles aren’t bound by any rules pertaining to the length of their descriptions. However, an interesting observation is that the majority of these riddles tend to be rather short. Figure 4 shows the distribution of the character riddle length. The generated riddles and human-written ones are similar in distribution while almost all long riddles are human-written ones. Most riddles are at a length of 7 characters, which is also the typical length of a sentence in traditional Chinese poetry. Riddles whose length exceed 16 often come in the form of a poem. For example, a long riddle description for "思" (miss) is “清波映月绕山峦，南亩扶犁白露沾；息隐冈中须蓄志，一心要把四方安” (clear waves reflect the moon around the mountains, and the plow in the south field is stained with white dew; resting in the hidden hill, he is prepared and determined to put the country in peace).

Figure 4: The distribution of riddle description length.

Figure 5: The distribution of multiplicity: Every solution character can be associated with multiple riddle descriptions.

Multiplicity. Many solution characters in CC-Riddle have multiple corresponding riddle descriptions. Figure 5 shows the distribution of the number of riddle descriptions. Most characters have only one riddle description, and generally, the number of solution characters dramatically declines as the number of riddle descriptions increases. Very few characters have more than 10 riddle descriptions. Typically, more commonly used characters have more riddle descriptions. The character “一” has the most riddle descriptions, with a total of 177.

7A key official character set of China, used for simplified Chinese characters.
8The current standard list of 8,105 Chinese characters published by the government of the People’s Republic of China.
Frequent Words. Some words frequently appear in riddle descriptions and they can partly represent the characteristics of Chinese character riddles. We split the riddle descriptions into words using the Chinese word segmentation module Jieba[^9] and count up the number of occurrences of the words. Table 5 shows the top-15 most frequent words. Some of them indicate common radicals such as “西湖”(西). Some of them indicate operations such as “一 半”(a half). It can also be inferred from these words that punning is widely used in Chinese character riddles. For instance, “四方” could be interpreted as four squares, while “分” could denote a unit of length or time. In addition, imageries such as “西湖” and “月” (moon) frequently appear in traditional Chinese poetry, suggesting a stylistic resemblance between some Chinese character riddles and traditional Chinese poetry.

Table 5: The top-15 most frequent words in riddle descriptions.

| Word    | Freq. | Word    | Freq. | Word    | Freq. | Word    | Freq. |
|---------|-------|---------|-------|---------|-------|---------|-------|
| 一       | 300   | 改       | 281   | 一半     | 257   | 之后     | 248   |
| point    |       | reform   |       | a half   |       | after that |   |
| 西湖     | 188   | 个个     | 185   | 残月     | 167   | 不见     | 165   |
| four directions | | every   | | waning moon | | disappear | |
| 十分     | 149   | 一片     | 148   | 西湖     | 145   | 一直     | 144   |
| very     |       | a piece  |       | the West Lake |  | straight | |
| 月       | 137   |         |       |  |  |  | |

4 Benchmark Experiments

4.1 Settings

Table 6: The input formats of three testing methods, taking “孔子登山——岳” (Confucius ascends the mountain —— Mount) as an example. We use [structure] to denote the ideographic description characters.

| Testing method | Input text |
|----------------|------------|
| Character      | 孔子登山岳 |
| Retrieval      | 孔子登山岳 |
| Glyph          | 孔子登山岳，[up-down]丘山 |
| Definition     | 孔子登山岳，（会意：从山，从丘... |
| Generative QA  | 孔子登山（打一字） |
| Multiple-choice QA | 孔子登山（打一字） 选项：岳，晾，飮，嚼 请选出正确选项。 |

![Figure 6: The process of calculating the similarity between the query (riddle description) and candidates (solution).](https://chat.openai.com/)

We design three QA strategies - retrieval-based, generative and multiple-choice QA - to test language models, including BERT[^4], ChatGPT[^10] and ChatGLM[^5]. Table 6 displays the same test sample under different testing methods. We also conduct manual test on QA task.

Retrieval-based QA. The retrieval task is designed to accommodate models built on the BERT architecture. Its format is as follows: Given the riddle description and a candidate character set,

[^9]: https://github.com/fxsjy/jieba
[^10]: https://chat.openai.com/
supplemented with glyph or definition, the candidate characters are sorted according to their similarity with the description. There is also a setting of characters without supplementary. We finetune a pretrained Chinese BERT model[^1] in these experiments. All solution characters contained in the CC-Riddle dataset forms the candidate character set. Supplementary information comes from the IDS dictionary or character definition from the Xinhua Dictionary. The architecture used in the experiment is shown in Figure 6. The model first embeds the input text, then applies mean pooling to obtain vectors Q and A and finally calculates the cosine similarity between the two vectors. As is shown in Table 6, each input text has 2 lines, corresponding to the two input ends of the model architecture. During the training phase, we construct positive and negative samples in a 1:2 ratio. The loss function is the multiple negatives ranking loss, which is used to optimize the model’s ranking ability. We train the model for 3 epochs with a batch size of 32 using the SentenceTransformers[^14] library. We calculate accuracy as the evaluation for the top 1 results returned.

**Generative QA.** The format of the generative QA test is as follows: input the riddle description as question and output the solution as answer. This test is consistent with the traditional riddle game format and is the most challenging among the three testing methods. We tested two popular conversational language models that perform well in Chinese, ChatGPT(gpt-3.5-turbo-0301) and ChatGLM-6B. Table 6 demonstrates the prompts. We use regular expressions to process the model’s output and locate the answer. This test uses accuracy as the evaluation metric.

**Multiple-choice QA.** For the multiple-choice QA test, we feed the riddle description and four candidate options to the models (Table 6), ChatGPT and ChatGLM, which then select the correct option. Due to the limited choice range, multiple-choice QA is the simplest of the three testing methods and can be easily solved by humans. Of the four candidate options, one is the correct solution, while the other three serve as distractors. We design these distractors in two ways: The first is to randomly sample three characters different from the solution from the entire dataset; the second is to map the riddle description to an embedding vector, select the three most similar riddles with different solutions, and use their solutions as distractors. These two design methods are intended to offer varying degrees of challenge. We employ the text-embedding-ada-002 embedding model published by OpenAI, which can map the input text to a 1536-dimensional vector. Cosine similarity is the distance measure, and accuracy is the evaluation metric.

**Manual riddle-solving annotation.** We also conduct a manual test to evaluate human performance on this task. We randomly sample 100 entries from the test set and hire three annotators to solve them. Two of these annotators, referred to as A and B, are senior undergraduates majoring in Chinese linguistics. The third, annotator C, is a postgraduate student majoring in history. We set the task as a closed-book exam, with the objective of solving as many riddles as possible within two hours. If any of the riddles have not been considered within the period, we extend the time until all remaining riddles have been reviewed at least once. Annotator A provides a more detailed analysis, identifying which riddles are comprehensible given the solution.

### 4.2 Results and Analysis

The experiment results are presented in Table 7. Overall, solving Chinese character riddles is a challenging task for both language models and humans, yet the performance of language models significantly lags behind that of human annotators. When testing the models, the difficulty level progresses from multiple-choice QA, to retrieval-based QA, and finally to generative QA. The difficulty of the generative QA test is equivalent to that of the manual test. It can be inferred from the comparison between retrieval-based and generative QA tests that the supplementary definitions and glyphs contribute to solving riddles, with glyphs being especially useful.

[^1]: [https://huggingface.co/bert-base-chinese](https://huggingface.co/bert-base-chinese)
Table 7: Overall results. We provide metrics on all test riddles, web-crawled ones and generated ones in order, separated by ‘/’.

(a) Retrieval-based QA test using BERT model.

| Supplement | Accuracy | all | web | gen |
|------------|----------|-----|-----|-----|
| Character  | 0.0015   | 0.0016 | 0.0013 |
| Glyph      | 0.1133   | 0.0321 | 0.3101 |
| Definition | 0.0381   | 0.0170 | 0.0892 |

(b) Generative QA test.

| Model     | Accuracy | all | web | gen |
|-----------|----------|-----|-----|-----|
| ChatGPT   | 0.0039   | 0.0044 | 0.0025 |
| ChatGLM   | 0.0013   | 0.0016 | 0.0006 |

(c) Multiple-choice QA test.

| Option | Model     | Accuracy | all | web | gen |
|--------|-----------|----------|-----|-----|-----|
| Random | ChatGPT   | 0.4153   | 0.3816 | 0.4968 |
|        | ChatGLM   | 0.2706   | 0.2999 | 0.1994 |
| Similar| ChatGPT   | 0.4016   | 0.3587 | 0.5057 |
|        | ChatGLM   | 0.2277   | 0.2597 | 0.1500 |

(d) Manual annotation on 100 test samples.

| Annotator | Accuracy | all | web | gen |
|-----------|----------|-----|-----|-----|
| A         | 0.38     | 0.43 | 0.27 |
| B         | 0.18     | 0.22 | 0.09 |
| C         | 0.65     | 0.87 | 0.21 |

Errors and difficulties. We observe that there are three main error types: incomprehension, misunderstanding and alternative solutions. Out of the 100 manually annotated riddles, 38 are correctly solved and 3 are annotated with multiple solutions. Even after we provide all solutions to the annotator, 31 riddles remain incomprehensible, 12 of which are generated riddles. For models, most of the failures can be attributed to incomprehension and misunderstanding. The most challenging part in riddle solving is matching the phrases in the description to correct radicals. Upon examining the test results, we find that there are 1470 riddles that none of the models can handle correctly, comprising 1078 web-crawled and 392 generated riddles.

Comparative analysis of web-crawled and model-generated riddles. For models, the level of difficulty varies between the two, depending on the specific model and the testing method. For humans, the riddles generated by the model are more challenging to solve. We’ve held brief discussions with the annotators and summarize the relationships and differences between the two types: First, some generated riddles are modified from existing ones; second, manually designed riddles are often more readable, and can even form poetic phrases or contain philosophical implications, which are still difficult for generative models to achieve; third, in generated riddles, the wording of some descriptions, while natural, does not contribute to riddle solving.

5 Conclusion

We propose CC-Riddle, the first large scale dataset for Chinese Character Riddles covering most frequent simplified Chinese characters. Solving Chinese character riddles requires knowledge of character glyph, common sense (especially knowledge related to Chinese traditional culture), and understanding of rhetorical techniques. All these factors make the task challenging. Our experiments reveal that current language models fall short in these areas. Finally, we hope that CC-Riddle helps research on Chinese characters and figurative language.
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12 Annotator C has discussed some of the tested riddles with their workmates.
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A Appendix

A.1 Glyph Decomposition

| Character | IDS          | HanziCraft |
|-----------|--------------|------------|
| 湖        | ⿰ 胡 氵 胡 氵 十 口 月 |            |
| 豚        | 气 因 气 因 气 口 大 |            |
| 圆        | 口 员 口 员 口 口 贝 |            |

Figure 7: Examples of three different ways to decompose Chinese characters.

A.2 Manual Annotation

We offer a fair compensation to our annotators. For manual filtering, each annotator is compensated with 0.1 yuan for every candidate they review. For manual test on solving the 100 sampled riddles, we offer a reward of 200 yuan to each annotator. We recognize the extra effort of Annotator A by paying an additional 60 yuan.

A.3 Computational Cost

The riddle generation experiment is conducted on a single 1080Ti GPU, which performs approximately 4e+16 FLOPS. The retrieval-based QA experiments is finished on an A40 GPU within an hour. ChatGLM is also operated on a single A40 GPU, and all experiments using ChatGLM take a total of roughly 3 hours. For ChatGPT, we utilize the OpenAI API and use a total of 665,561 tokens.