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Abstract

The paper introduces new corrections of different orders of smallness to the D-MORPH method by using the full form of the derivative of the exponential map, defined on a Lie algebra, to search for the optimal control of a quantum system that implements a desired unitary evolution. The inclusion of such corrections, which take into account information about different system Hamiltonians' commutators, results in faster optimal controls finding, even compared to the improved version of the method published earlier by the author.
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Introduction

The D-MORPH method [3, 4, 5, 7, 8] is one of the most frequently used methods for constructing an optimal control of quantum systems that minimizes a given objective function. The D-MORPH method is based on numerical integration of a specially constructed system of ordinary differential equations with independent variable $s$, which represents the optimization’s progress towards the minimum of the objective function, using the variable-step Runge–Kutta’s method of order four. That process usually takes a long time to reach a small vicinity of the minimum. As was shown author’s previous paper [1], the D-MORPH method can be speeded up with use of information about different quantum system Hamiltonian’s commutators.
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In this paper a new method for obtaining corrections of different orders of smallness to the D-MORPH method is presented, such that they allow a speed-up of quantum optimal control search by using the complete form of the derivative of the exponential map defined on a Lie algebra. The corrections obtained resemble those found by the author earlier in [1], hence these two forms of corrections are compared with each other by numerically implementing a quantum gate, and it’s shown that the use of the new form results in shorter times spent to solve the underlying system.

The previously obtained method

To implement a desired unitary operator $U_D$ at a moment $T$ in a $N$-level quantum system with the Hamiltonian $H(t) = H_0 + \sum_{k=1}^{M} \epsilon_k(t) H_k$ subject to $M$ controls $\{\epsilon_k\}_{k=1}^{M}$ the D-MORPH method requires solving of the system

$$\frac{d\epsilon^l_k(s)}{ds} = -\frac{\partial J}{\partial \epsilon^l_k(s)}, \quad l = 1, \ldots, L, \quad k = 1, \ldots, M,$$

on the interval $[0, S]$ divided into $L$ equal-length subintervals $[t_{l-1}, t_l]$, where $J = 0.5 - \text{Re} \ Tr \left( U^*_D U(T, 0) \right) / (2N)$ — an objective function to be minimized, $\epsilon^l_k$ — constant controls’ values on $[t_{l-1}, t_l]$, $s$ — the parameter representing the progress towards the minimum, $\text{Tr}(...)$ — the trace operation, $U^*_D$ — the Hermitian adjoint of $U_D$, $U(T, 0)$ — the system’s evolution operator on $[0, T]$.

In the previous paper [1] the following corrections of different orders to D-MORPH were obtained by integrating system (1) with respect to time $t$:

$$\frac{d\epsilon^l_k}{ds} = \frac{1}{2N} \text{Im} \ Tr \left( U^*_D U(T, t_{l-1}) \left[ \sum_{n=0}^{\infty} \frac{(i\Delta t)^n}{(n+1)!} \text{ad}^n_H \circ H_k \right] U(t_{l-1}, 0) \right),$$

where $H = H_0 + \sum_{k=1}^{M} \epsilon^l_k H_k$ — the constant Hamiltonian on $[t_{l-1}, t_l]$, $\text{ad}_H \circ H_k = [H, H_k] = HH_k - H_k H$ — the commutator of matrices $H$ and $H_k$, $\text{ad}_H^n = \text{ad}_H \text{ad}_H^{n-1}$. The original D-MORPH can be obtained by letting $\Delta t = 0$, i.e. by taking the first term only in the series (2). As it was shown in [1], method (2) takes less time to reach the minimum of the objective function and requires a smaller integration interval $[0, S]$ compared to D-MORPH.
The new way to obtain corrections

There is one more way to obtain analogous corrections to D-MORPH based on more accurate and theoretically correct calculation of the derivative of the objective function $\frac{\partial J}{\partial \epsilon_k}$. Similar to the paper [2], the full form of the derivative of the exponential matrix $\exp(-i\Delta tH)$ with respect to $\epsilon_k$ is used, where the exponential matrix is the evolution operator of a quantum system with the Hamiltonian $H$ on an interval of length $\Delta t$. This form of the derivative has been known for a long time in the general theory of Lie groups and algebras [9, p. 15] and in the case of a quantum system can be written as

$$
\frac{\partial}{\partial \epsilon_k} \exp(-i\Delta tH) = \exp(-i\Delta tH) \frac{1 - \exp(-\text{ad}_{-i\Delta tH})}{\text{ad}_{-i\Delta tH}} \circ (-i\Delta tH_k) = -i\Delta t \exp(-i\Delta tH) \sum_{n=0}^{\infty} \frac{(i\Delta t)^n}{(n+1)!} \text{ad}^n_{H} \circ H_k.
$$

In the author’s previous paper [1], only the term with $n = 0$ was used, which was similar to using the classic formula of the derivative of the scalar exponential function. It can be easily seen that the error of such approximation was $O(\Delta t)$ and it could have affected the accuracy of numerical computations, especially in the case of large steps $\Delta t$. Therefore, the full form of the derivative is employed in this paper to potentially make the optimization process quicker and more accurate. After substituting this form into system (1), a new system of differential equations is obtained as

$$
\frac{d\epsilon_k^l}{ds} = \frac{\Delta t}{2N} \text{Im Tr} \left( U^*_D U(T, t_{l-1}) \left\{ \sum_{n=0}^{\infty} \frac{(i\Delta t)^n}{(n+1)!} \text{ad}^n_{H} \circ H_k \right\} U(t_{l-1}, 0) \right). \quad (3)
$$

This system looks similar to (2) obtained earlier in [1], except for the presence of factor $\Delta t$ and for the fact that the new system more accurately describes the derivative. It’s expected that method (3) will give more precise results than method (2), which in turn gives more accurate results than D-MORPH. Furthermore, it’s expected that the new method (3) will find near-optimal controls faster than method (2).
Numerical experiment

In order to confirm an increase in accuracy and speed of method (3) compared to method (2), only the first two terms of the series were employed \((n = 0\) and \(n = 1\)) for solving a problem in the area of quantum computations — implementing the controlled NOT [6, p. 21] quantum gate (CNOT) in a quantum system consisting of two spin-1/2 particles \((N = 4)\), which is described by the dimensionless Hamiltonian

\[
H = \sum_{i=1}^{2} S_i^0 \omega_i + \sum_{k=1}^{2} \epsilon_k S_x^k + C_x^{(12)} S_x^1 S_x^2 + C_y^{(12)} S_y^1 S_y^2 + C_z^{(12)} S_z^1 S_z^2,
\]

where \(\omega_1 = 20\), \(\omega_2 = 30\), \(C_x^{(12)} = 110\), \(C_y^{(12)} = 120\), \(C_z^{(12)} = 130\), \(S_i^2 = I \otimes S_i\), \(S_i^1 = S_i \otimes I\),

\[
S_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, S_y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, S_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, U_D = e^{\frac{i\pi}{4}} \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \end{pmatrix}.
\]

Therefore the following two models were compared:

\[
\frac{d\epsilon_k^l}{ds} = \frac{1}{2N} \text{Im Tr} \left( U_D^* U(T, t_{l-1}) \left\{ H_k + \frac{i\Delta t}{2} [H, H_k] \right\} U(t_{l-1}, 0) \right), \quad (4)
\]

\[
\frac{d\epsilon_k^l}{ds} = \frac{\Delta t}{2N} \text{Im Tr} \left( U_D^* U(T, t_{l-1}) \left\{ H_k + \frac{i\Delta t}{2} [H, H_k] \right\} U(t_{l-1}, 0) \right). \quad (5)
\]

These systems were numerically solved with MATLAB’s ode45 method [10] on a quad-core processor Intel Core i7 2.20 GHz with 12 Gb RAM. The initial control fields were taken equal to zero everywhere on \([0, T]\) and the system’s parameters were taken as follows: \(T = 5, 10; L = 150, 300; S = 5000\). The numerical integration was stopped when either \(S = 5000\) was reached or the objective function \(J < 10^{-7}\), i. e. when the error in the CNOT gate’s implementation became less than \(10^{-7}\). The comparison results are summarized in the following table.
It can be clearly seen from the table that in comparison with method (4), method (5) proposed in this paper always reached the desired precision more quickly but using a larger interval described in the table by the final S value where the numerical integration was stopped. It’s worth mentioning that methods (2) and (3) with only one term \( n = 0 \) were compared to each other as well, and the new formula performed much worse than the original D-MORPH method — it required larger computation times and larger intervals to reach the desired precision than D-MORPH, and worst of all, sometimes this method didn’t converge at all.

**Conclusion**

A new way to obtain corrections of different orders of smallness to the D-MORPH method for numerical construction of optimal quantum control was presented in the paper. The corrections obtained turned out to be analogous to the ones derived earlier by the author [1], except for the presence of a factor proportional to the time step used to divide the interval of the system’s evolution and for the fact that the new method more accurately describes the derivative of the objective function. By solving the problem of the CNOT gate’s implementation in a quantum system composed of two spin-\( \frac{1}{2} \) particles, it was shown that the new method could actually speed up the optimization process compared to both the original D-MORPH and the previously obtained method [1] — the inclusion of only one additional correction term allowed the new method to implement the desired logical quantum operation more quickly. It’s noteworthy that in the case of comparison between the original method and the new method without any correction terms \( n = 0 \), the latter almost always performed much worse and sometimes didn’t converge to the optimum at all — information about the
system Hamiltonian’s commutators turns out to be crucial for the method to work. If no such information is available, then the best option is to use the original D-MORPH method. Thus the use of the theoretically correct form of the derivative of the exponential map to derive the corrections allows further improvement to accuracy and performance of the method for finding optimal quantum control, which should be beneficial when using computers with moderate performance.
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