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At present, the classification of the hyperspectral image (HSI) based on the deep convolutional network has made great progress. Due to the high dimensionality of spectral features, limited samples of ground truth, and high nonlinearity of hyperspectral data, effective classification of HSI based on deep convolutional neural networks is still difficult. This paper proposes a novel deep convolutional network structure, namely, a hybrid depth-separable residual network, for HSI classification, called HDSRN. The HDSRN model organically combines 3D CNN, 2D CNN, multiresidual network ROR, and depth-separable convolutions to extract deeper abstract features. On the one hand, due to the addition of multiresidual structures and skip connections, this model can alleviate the problem of overfitting, help the backpropagation of gradients, and extract features more fully. On the other hand, the depth-separable convolutions are used to learn the spatial feature, which reduces the computational cost and alleviates the decline in accuracy. Extensive experiments on the popular HSI benchmark datasets show that the performance of the proposed network is better than that of the existing prevalent methods.

1. Introduction

HSI has been widely used in environmental monitoring [1], mineral exploration [2], agricultural remote sensing [3], vegetation ecology [4], ocean remote sensing [5], and other earth observation tasks. In these applications, because HSI exhibits mixed land cover categories, resulting in high intraclass variability and interclass similarity, it is a huge challenge for any classification model. In order to improve the performance of HSI classification, traditional machine learning methods integrate spectral features and spatial features to achieve effective feature extraction such as random forest [6], SVM and its variants [7, 8], sparse self-representation [9], and artificial neural network [10]. However, these methods only extract surface features such as edges and textures of HSI, which will reduce the feature representation ability of hyperspectral images.

Deep learning [11, 12] method has been widely used in image processing, especially image classification [13] and target recognition [14]. It can actively learn to extract features, with little manual intervention, and automatically find effective features. The deep model can also extract high-level abstract features by adding hierarchical abstractions, which are usually more robust to nonlinear processing. The basic network frameworks for deep learning include unsupervised neural networks [15], convolutional neural networks [16], cyclic neural networks [17], and recursive neural networks [18]. Among them, convolutional neural networks (CNNs) are classic models. This model is based on big data and deep network structures. It extracts rich deep features from the original hyperspectral data, ensuring the integrity of spatial and spectral information and avoiding the initiative and randomness of human feature extraction, and it can achieve better classification results than other deep learning models. In addition, the deep convolutional networks AlexNet [19], VGG [20], GoogleNet [21], ResNet [14], etc., perform well, which fully demonstrates the fact that convolutional neural networks are a good strategy for image classification.
In recent years, the classification of HSI based on the deep convolutional network has also made great progress. HSI is 3D data, which include 2D spatial information and 1D spectral information [22]. The classification of HSI based on CNN mainly uses 2D CNN or 3D CNN for hierarchical feature extraction. Chen et al. proposed to use 3D convolution to get spatial-spectral depth features [23]. A 3D CNN was designed by Li for spectral space classification [24]. Subsequently, Yang et al. proposed a 3D recurrent CNN [25]. Song et al. designed a deep feature fusion network to solve the hyperspectral classification problem [26], Fang et al. proposed a deep hash neural network [27], and Gong et al. introduced statistical metric methods for HSI spectral-spatial classification [28]. Zhong et al. designed the SSRN structure and introduced identity mapping residual blocks for spectral-spatial feature learning [22]. Liu et al. used 3D CNN and residual connection to construct a 12-layer deep network (Res-3D CNN) [29]. Lee and Kwon adopted the residual connection to make the network deeper and used 11 convolution kernels to learn the hierarchical features [30]. Recently, Roy et al. designed a concise model (HybridSN) [31] that combined 3D CNN and 2D CNN to extract spectral features, and by comparing with the most advanced models in the past, the classification effect is more excellent. Cao and Guo further introduced hybrid dilated convolutions (HDC) and the residual block based on SSRN and proposed a new end-to-end hybrid expansion residual deep convolutional network [32]. Wu et al. designed the 3D ResNeXt structure using feature fusion and label smoothing strategies [33].

It can be clearly seen from the above literature that only using 2D CNN for HSI classification cannot extract a good distinguishing feature map from the spectral dimension, and spectral information will be lost. Using only 3D CNN to extract features can enhance the accuracy, but the complexity will grow, and the performance is worse, when dealing with classes with similar textures in many spectral bands. The main reason for the above situation is that HSI is a 3D data image, with spatial dimensions and spectral dimensions. Using only 2D CNN cannot extract feature images with good discriminating ability from the spectral dimension. Similarly, deep 3D CNN complicates the model and greatly increases the amount of calculation. Moreover, many classes with similar textures, using 3D CNN alone, seem to be even worse.

In order to solve the above shortcomings, our model combines 3D CNN and 2D CNN that can fully extract spectral and spatial feature maps and overcome the shortcomings of single 2D CNN and 3D CNN. In addition, deep networks are difficult to train and are prone to problems such as overfitting, gradient disappearance, and gradient explosion. Therefore, it is natural to introduce the residual network in the model [34, 35] because the residual network can be improved by adding layers. With the depth of the network increasing, the operation costs in the model will also increase. Replacing the traditional 2D convolution with deep separable convolutions [36] can solve the problem of parameter and operation costs and further avoid overfitting. In this study, a new network is proposed by constructing a hybrid deep separable residual network. Firstly, the framework designs a 3D residual module ROR to extract spatial-spectral mixing features. Subsequently, the feature information is converted from 3D data to a 2D feature map. Finally, the 2D depth-separable convolutions extract spatial features. Depth-separable convolution can enhance the feature learning ability of HSI and reduce the computational complexity. The multiresidual network ROR [37] in the network can enhance the learning ability. In addition, skip connections can extract spatial-spectral mixing features more effectively. The major contributions of this paper are listed as follows:

1. A hybrid depth-separable convolution residual network is proposed to enhance the feature learning ability of HSI. In this network, spatial-spectrum 3D CNN and spatial 2D CNN are combined into the model, which can better study deep-level spatial-spectral features.

2. We embed multiresidual network ROR in the 3D convolutional layer and the 2D convolutional layer that can greatly decrease the number of parameters, thereby simplifying the network structure and promoting the extraction of deep features.

3. In the 2D processing part, the use of deep separable convolutional layers reduces the number of parameters and avoids overfitting.

The rest of the article is organized as follows: in Section 2, we introduce the proposed framework. In Section 3, the HSI set and network configuration are explained, with experimental results and analyses. The conclusions and future directions are given in Section 4.

2. Methodology

2.1. Proposed Model. The HSI data can be regarded as a 3D cube, where the width of the cube is defined as $W$, the height is $H$, the spectral band is $D$, and the original input of hyperspectral data can be expressed as $R^{W \times H \times D}$. Each pixel contains $D$ spectral measurements and forms a one-hot label vector $C = (c_1, c_2, \ldots, c_n) \in R^{1 \times n}$, where $n$ represents the land cover categories. We design a HDSRN structure for HSI classification, including six parts, namely, PCA dimensional reduction, 3D spectral and spatial mixed feature learning process, 3D to 2D deformed part, 2D learning process, average pooling layer, and FC layer. In Figure 1, the HDSRN classification framework is described in detail using the Indian Pines dataset as an example, where $W = H = 145$ and $D = 200$.

In the traditional 2D convolution operation, convolution is applied to the spatial dimension, and the 2D feature map is obtained. However, the HSI is 3D data, and it is necessary to capture the spectral feature; 2D CNN cannot process spectral information. The 3D CNN kernel can simultaneously extract spatial and spectral features, but it increases the computational complexity. In addition, when classifying a large number of features with similar textures on the spectral band, the performance is poor. In order to overcome the shortcomings of 2D CNN and 3D CNN and make full
use of the automatic feature learning capabilities of 2D and 3D, the model uses a hybrid convolutional neural network framework to combine 3D CNN and 2D CNN into the model. The 3D spatial-spectral feature extraction part consists of two 3D convolutional layers and a set of multiresidual network ROR. The 2D spatial feature is composed of a 2D convolutional layer and a set of multiresidual network ROR. The reshape and average pooling modules are used to adjust the data size to meet the requirements of the next layer. The FC layer and the softmax layer are used to classify HSI.

2.2. PCA Dimension Reduction and Data Preprocessing. In order to remove spectral redundancy, based on the lightweight design, we use PCA to reduce the dimensionality of the original hyperspectral data, retaining relatively few principal components. In Figure 1, PCA decreases the spectral band from $D$ to $B$, and $B = 30$, while the spatial dimension remains unchanged. In this case, the hyperspectral data are represented as $R^{S \times S \times B}$. The HSI image has large size and many bands, and direct processing requires high hardware and memory requirements. Therefore, before image classification and processing, we first divide the HSI image into small pieces. The hyperspectral image is divided into small overlapping 3D patches, expressed as $R^{S \times S \times B}$. The height and the width are both $S$, and the spectral band is $B$. The true value labels are decided by the label of the center pixel. The size of the patches cannot be too small because being too small will result in a small receiving field and cannot fully extract image features. But, if the patches are too large, the amount of calculation will be large, and the training time and the test time will become longer. Through the comparative experiment in Section 3.2, we find that the classification effect is better when the $S$ value is 11.

2.3. 3D Spectral Space Feature Learning. HSI data have the characteristics of a spectral-spatial 3D structure. Based on this feature, we construct a 3D convolution network suitable for HSI to extract spatial-spectral features. The 3D convolution operation is achieved by convolving a 3D convolution kernel with 3D data. The input layer is a 3D image, which is composed of a spatial dimension and a spectral dimension. The 3D convolution kernel performs convolution operations on the two dimensions of the input 3D image and obtains a 3D feature map. The 3D convolution formula is as follows:

$$v_{k_{i,j}}^{x,y,z} = f \left( \sum_{m=0}^{B-1} \sum_{h=0}^{H-1} \sum_{w=0}^{W-1} k_{i,j,m}^{h,w} v_{(i-1),m}^{(x+h),(y+w),(z+b)} + b_{i,j} \right),$$

where $v_{(i-1),m}^{(x+h),(y+w),(z+b)}$ is the value at the position $(x+h, y+w, z+b)$ of the $m^{th}$ feature map output from the $i-1$ layer, $k_{i,j,m}^{h,w}$ is the value of the $j^{th}$ convolution kernel of the $i^{th}$ layer at the position $(b, h, w)$, $B_{i}, H_{i},$ and $W_{i}$ are the kernel sizes along the spectral and spatial dimensions, respectively.

![Figure 1: The HDSRN classification framework.](image-url)
shown in the following equation:

$$(b, h, w)$$ is the index of the convolution kernel, $$(x, y, z)$$ is the index of the feature map, $$(x, y)$$ is the spatial dimension value, $$z$$ is the spectral dimension value, $$b_{i,j}$$ is the deviation of the $$j^{th}$$ feature map on the $$i^{th}$$ layer, and $$f$$ is the activation function. In the hyperspectral classification task based on 3D convolution, we set the input data to $$W \times H \times B$$, $$C_i$$, the size of the convolution kernel, is $$k_1 \times k_2 \times k_3$$, and the number of convolution kernels is $$p$$. If there is no padding and the step size is 1 in the convolution operation, the feature map size generated by 3D convolution is $$(W - k_1 + 1) \times (H - k_2 + 1) \times (B - k_3 + 1)$$, $$p$$. The number of weight parameters of the 3D convolutional layer is $$p \times k_1 \times k_2 \times k_3 \times C_i$$.

Figure 2 is the 3D spatial-spectral feature learning framework. This part is composed of two 3D convolutional layers and a set of multiresidual network ROR. The input data of the network are $$11 \times 11 \times 30$$, the size of the convolution kernel of the first layer is $$3 \times 3 \times 7$$, and the output is 32 feature maps of $$9 \times 9 \times 24$$ size. The second layer is a multiresidual network ROR, which uses 3D identity residual blocks to connect to deepen the network, avoiding weak signal loss and excessive fitting, which is conducive to improving efficiency and extracting better deep abstract features without introducing additional parameters. This part uses padding to ensure that the size of the output feature map is the same as the input size. In addition, the outermost skip connection realizes the fusion of feature data by summing the corresponding pixels. Skip connection alleviates the problem of gradient disappearance, contributes to gradient backpropagation, and can more fully extract features. On each convolutional layer connected by the residual block, we use 32 convolution kernels. The size of each kernel is $$3 \times 3 \times 3$$, from which we can get rich spatial and spectral features.

2.4. 3D to 2D Deformation. The 2D convolution operation is started, and spatial feature extraction is performed, after the 3D convolution operation. The network outputs 64 feature map data with a size of $$7 \times 7 \times 1$$. In order to learn the output features in the later 2D space, we reshape the 3D features into 64 2D feature maps of size $$7 \times 7$$, as shown in Figure 3. After the reshaping operation, only the 2D spatial features need to be studied, which reduces the parameters and the operation cost compared with 3D convolution.

2.5. 2D Spatial Feature Learning Based on Depth-Separable Convolution. Convolutional layer is the core part of CNN to extract deep-level features. The main functional unit of the convolutional layer is a 2D convolution kernel, which acts on the input data of the previous layer to extract features and enhances the model’s nonlinear feature extraction capability by adding an activation function, which is beneficial to the extraction of complex deep features. The 2D convolution is shown in the following equation:

$$x \cdot y \cdot (x + h, y + w) = f \left( \sum_{m} \sum_{k=0}^{H_i-1} \sum_{w=0}^{W_i-1} k_{i,j,m}^{h,w} \cdot f (x + h, y + w) + b_{i,j} \right),$$

(2)

where $$f (x + h, y + w)$$ is the value at the position $$(x + h, y + w)$$ of the $$m^{th}$$ feature map output from the $$i - 1$$ layer, $$k_{i,j,m}^{h,w}$$ is the value of the $$j^{th}$$ feature map kernel of the $$i^{th}$$ layer at the position $$(h, w)$$, $$B_i$$ and $$H_i$$ are the kernel sizes along the spatial dimensions, $$(h, w)$$ is the index of the convolution kernel, $$(x, y)$$ is the index of the feature map, $$b_{i,j}$$ is the deviation of the $$j^{th}$$ feature map on the $$i^{th}$$ layer, and $$f (\cdot)$$ is the activation function. In the hyperspectral classification task based on 2D convolution, we set the input data to $$W \times H \times C_i$$, the size of the convolution kernel is $$k_1 \times k_2$$, and the number of convolution kernels is $$p$$. Through the 2D convolution operation, the current layer can learn local features from the previous layer, and the size of the convolution kernel determines the size of the local space. Continuous convolutional layers can extract deeper and deeper features that are increasingly abstract. Continuous convolutional layer can extract deeper and more abstract features.

Unlike accustomed 2D convolution, depth-separable convolution performs a spatial convolution while keeping the channels independent, and then deep convolution is performed. The depth-separable convolution not only lessens the number of parameters and calculations in the network, but also speeds up the network training speed and reduces the odds of overfitting in HSI classification, as shown in Figure 4.

In general, the input image using convolution operation has the same length and width. Assuming that the input image size is $$H \times H$$ and the channel is $$D_1$$, is the, the depth of the image, $$D_2$$, convolution kernel size $$h \times h$$ convolution operation is used. The specific steps are as follows.

The first step is the deep convolution operation, which uses $$D_1$$ convolution kernels of size $$h \times h$$ to perform the convolution operation. Each convolution kernel only convolves one channel of the input layer. If no padding is used and the step size is one, the mapping size obtained each time is shown in the following equation:

$$S_M = (H - h + 1)^2,$$

(3)

where $$H$$ is the length and width of the input image and $$h$$ is the convolution kernel size.

These maps are stacked together to create an image, and the size of the image is shown in the following equation:

$$S_h = (H - h + 1)^2 D_1,$$

(4)

where $$D_1$$ represents the number of channels. Finally, an output image of size $$S_h$$ is obtained, and the depth of the image remains the same as the original.

The second step is to expand the depth convolution operation. We use $$D_1$$ convolution kernels of size $$1 \times 1$$ to perform the operation. Each convolution kernel is convolved with the input image of size $$S_h$$ to obtain a size of $$S_M$$ mapping. After $$D_1$$ times $$1 \times 1$$ convolution, the output image can be obtained. The size of the output image is shown in the following equation:

$$I_o = (H - h + 1)^2 D_2.$$

(5)

Complexity
I\textsubscript{depth-separable convolution} converts an input layer of \(H \times H \times D\) into an output layer of \(I\textsubscript{o}\).

We compare the number of parameters used in the two methods. The number of traditional 2D convolution operation parameters is shown in the following equation:

\[
P_t = D_1 h^2 D_2.
\]  

(6)

The number of depth-separable convolution parameters is shown in the following equation:

\[
P_d = D_1 h^2 + D_1 D_2,
\]  

(7)

where \(D_1 h^2\) represents the number of operation parameters in the first step and \(D_1 D_2\) is the number of parameters in the second step.

The ratio of the depth-separable convolution and the traditional 2D convolution parameter is shown in equation (8). It can be found that the use of deep separable convolution can greatly reduce the number of parameters and improve operational efficiency:

\[
R_p = \frac{1}{D_2} + \frac{1}{h^2}.
\]  

(8)

Figure 5 is a spatial feature learning framework based on depth-separable convolution. This part consists of a convolutional layer and a set of multiresidual network ROR. In Sep_C2D_2, Sep_C2D_3, Sep_C2D_4, and Sep_C2D_5, the depth-separable convolution replaces the traditional 2D convolution operation, which greatly reduces the number of parameters and the operation cost. The input data of the network are 64 feature maps with a size of \(7 \times 7\). Firstly, this part of the network uses 128 convolution kernels of size \(3 \times 3\) to realize convolution operations on the input data. Secondly, it uses identity residual blocks to connect and deepen the network to extract better deep abstract features. We use padding to keep the size of the output feature map unchanged from the input size. Similarly, the outermost skip connection realizes the fusion of feature data. On each convolutional layer connected by the residual block, we use 128 convolution kernels, and each kernel size is \(3 \times 3\). Finally, through the average pooling layer, the 128 output feature maps are converted into 128 special maps with a size of \(1 \times 1\).

2.6. Residual Network. In deep learning, the shallow network cannot significantly enhance the classification effect of the network, and the deep network can better learn abstract features [11, 14]. But, the deeper the network, the more obvious the phenomenon of gradient disappearing, and the
training effect of the network will not be very good. The proposed classification model uses residual connection to deepen the network to solve the gradient dispersion. In addition, the use of residual connections does not introduce additional parameters. According to whether the input and output sizes are the same, ResNet [14] divides the residual connection into identical residual connection and non-identity residual connection, as shown in Figure 6. In the identity residual connection, the input data are $X$, and the identity connection is used to inject $X$ directly into the downstream of the network. The dimension of the output data has not changed, as shown in Figure 6(a). In the nonidentity residual connection, the size of the input data and the output data does not match. A convolutional layer is added to the shortcut path to adjust the input data $x$ to a suitable size to match the data size of the main path, as shown in Figure 6(b). He et al. [14] show that the identity residual connection can effectively solve network degradation.

Due to the high spectral resolution and high spatial correlation of HSI, we design two consecutive identical residual blocks in the proposed HDSRN model, as shown in Figure 7. In this structure, the gradient in the upper layer can quickly propagate back to the lower layer, thereby facilitating and standardizing the model training process. In addition, we added a skip connection to fuse feature data at the outermost layer of two consecutive identical residual blocks. Skip connection can alleviate the problem of gradient disappearance, help the backpropagation of the gradient, and more fully extract features.

### 3. Experimental Results and Discussion

In this section, we first select three popular HSI benchmark datasets for our experiment and describe evaluation indices and experimental settings. Then, we discuss the impact of input spatial dimensions and proportions of training samples on classification performance. Finally, we compare the HDSRN model with the existing state-of-the-art methods, such as SVM-RBF [39], 2D CNN [40], 3D CNN [24], SSRN [22], and HybridSN [31].

#### 3.1. Datasets

We use Indian Pines (IN), University of Pavia (UP), and Salinas Scene (SA) datasets [39] to verify the model.

IN dataset [41, 42] was collected by AVIRIS sensors in northwestern Indiana. The spatial resolution is about 20m, and the image has a 145×145 spatial dimension and 224 spectral bands. Among them, 24 spectral bands covering the water absorption area are discarded, so it becomes 3D data of size $145 \times 145 \times 200$. The data have 21,025 pixels in total, and the characteristic pixels are 10,249 pixels. The planting area is all agricultural crops with a total of 16 categories.

UP dataset [41, 42] was collected by ROSIS sensors in Pavia University. The spatial resolution is 1.3 m, the image has a 610×340 spatial dimension and 103 spectral bands, and its wavelength range is between 430 and 860 nm. The UP dataset contains a total of 2,207,400 pixels, and the feature pixels are only 42,776 and contains 9 categories.

SA dataset [41, 42] was collected by the AVIRIS sensors in Salinas Valley, California, USA. The spatial resolution is 3.7 m, and the image has a 512×217 spatial dimension and 224 spectral bands. 20 spectral bands covering the water absorption area are discarded, so it becomes 3D data of size $512 \times 512 \times 204$. The SA dataset included a total of 11,1104 pixels, 56975 pixels are background pixels, and the feature pixels are 54129 pixels with a total of 16 categories.

#### 3.2. Evaluation Indices

In this paper, we use the confusion matrix to represent the classification accuracy of HSI. Confusion matrix is an indicator to judge the results of the classification model and is used to judge the quality of the classifier. The judgment indexes customarily used are overall accuracy (OA), average accuracy (AA), and kappa coefficient (kappa).

$OA = \frac{\sum_{i=1}^{n} M_{ii}}{N}$

where $N$ is the overall number of samples, $M_{ii}$ is the diagonal element of the corresponding confusion matrix, and $n$ is the number of categories.

AA is the average value of the classification accuracy of each category, and its calculation process is shown in the following equation:
Kappa coefficient is an important indicator to measure classification performance, and its calculation process is shown in the following equation:

\[
\text{kappa} = \frac{\sum_{i=1}^{n} (M_{ii} - \sum_{j=1}^{n} M_{ij})}{N^2 - \sum_{i=1}^{n} (M_{ii} + M_{i+})},
\]

where \(M_{ii}\) is the sum of the \(i\)th row in the confusion matrix and \(M_{i+}\) represents the sum of the \(i\)th column in the confusion matrix.

3.3. Experimental Settings. We studied the impact of the sample ratio and the input space size on classification performance. For specific experimental details, see Section 3.3. In the end, the most suitable space size we chose is \(11 \times 11\). For the fairness of comparison, we collected the same spatial dimensions \(11 \times 11 \times 30\) in the input 3D patches of different datasets. Taking the Indian Pines dataset as an example, the detailed network parameter settings of the model proposed in this paper are shown in Table 1. We applied the Adam algorithm and chose the optimal learning rate of 0.001. The experimental hardware platform is i5-7500 CPU and GTX960 GPU. For these three datasets, in order to get more accurate statistical results, each experiment was repeated 5 times, and the average value of the classification indicators was used as the final result.

3.4. Experimental Parameter Discussion. The ratio of training samples and the input space size are two important factors that affect the performance of HSI classification. We use a series of comparative experiments to determine the training sample ratio and the size of the input space. When the training sample ratios of the datasets IN, UP, and SA are 20\%, 10\%, and 10\%, respectively, the classification performance is optimal. Through the experiment in Section 3.4.2, the classification performance is the best when the input space size is \(11 \times 11\).

3.4.1. The Impact of the Training Dataset Proportion. In order to select the appropriate training sample ratio for the dataset, we conducted a comparative experiment with different training sample ratios. The proportions of the training samples we selected are 2\%, 5\%, 10\%, 15\%, and 20\%. The same spatial dimension is extracted for different datasets. For example, the spatial dimension of IN is \(11 \times 11 \times 30\), the spatial dimension of UP is \(11 \times 11 \times 15\), and the spatial dimension of SA is \(11 \times 11 \times 15\). Each experiment was repeated 5 times, and the average value of the classification indicators was used as observation objects. The changes in OA, AA, and kappa values at different ratios are shown in Table 2. It can be found that as the ratio of input training samples increases, the accuracy gradually improves. When the proportion of training samples in the three datasets reaches 20\%, the classification accuracy exceeds 99\%, especially the accuracy of the SA dataset is close to 100\%. Figure 8 is a classification accuracy chart of three datasets with different training sample proportions. We can clearly see that when the training set is between 2\% and 15\%, the accuracy is significantly improved. When our training set reaches 15\%, the accuracy began to grow slowly. The training sample ratio reaches 20\%, and the classification accuracy improves to 99.6\%. For the IN dataset, a 20\% training sample ratio is enough to train the network. It can be clearly seen from Figures 8(b) and 8(c) that when the training set is between 2\% and 10\%, the classification accuracy increases significantly. As the training set reaches 10\%, the increasing rate of accuracy starts to slow down. The UP classification accuracy reaches 99.73\%, and the SA reaches 99.98\%. For UP and SA datasets, 10\% of the training samples are selected to train the network.

3.4. The Impact of the Training Dataset Proportion. In order to select the appropriate training sample ratio for the dataset, we conducted a comparative experiment with different training sample ratios. The proportions of the training samples we selected are 2\%, 5\%, 10\%, 15\%, and 20\%. The same spatial dimension is extracted for different datasets. For example, the spatial dimension of IN is \(11 \times 11 \times 30\), the spatial dimension of UP is \(11 \times 11 \times 15\), and the spatial dimension of SA is \(11 \times 11 \times 15\). Each experiment was repeated 5 times, and the average value of the classification indicators was used as observation objects. The changes in OA, AA, and kappa values at different ratios are shown in Table 2. It can be found that as the ratio of input training samples increases, the accuracy gradually improves. When the proportion of training samples in the three datasets reaches 20\%, the classification accuracy exceeds 99\%, especially the accuracy of the SA dataset is close to 100\%. Figure 8 is a classification accuracy chart of three datasets with different training sample proportions. We can clearly see that when the training set is between 2\% and 15\%, the accuracy is significantly improved. When our training set reaches 15\%, the accuracy began to grow slowly. The training sample ratio reaches 20\%, and the classification accuracy improves to 99.6\%. For the IN dataset, a 20\% training sample ratio is enough to train the network. It can be clearly seen from Figures 8(b) and 8(c) that when the training set is between 2\% and 10\%, the classification accuracy increases significantly. As the training set reaches 10\%, the increasing rate of accuracy starts to slow down. The UP classification accuracy reaches 99.73\%, and the SA reaches 99.98\%. For UP and SA datasets, 10\% of the training samples are selected to train the network.
Table 1: The architecture of the proposed network.

| Layer       | Output | Convolution kernel size | Convolution kernel number |
|-------------|--------|-------------------------|---------------------------|
| Input       | 11, 11, 30, 1 | (3, 3, 7) | 32 |
| C3D_1       | 9, 9, 24, 32 | (3, 3, 3) | 32 |
| C3D_2       | 9, 9, 24, 32 | (3, 3, 3) | 32 |
| C3D_3       | 9, 9, 24, 32 | (3, 3, 3) | 32 |
| C3D_4       | 9, 9, 24, 32 | (3, 3, 3) | 32 |
| C3D_5       | 9, 9, 24, 32 | (3, 3, 7) | 32 |
| C3D         | 9, 9, 24, 32 | (1, 1, 1) | 32 |
| C3D_6       | 7, 7, 1, 64  | (3, 3, 24) | 64 |
| Reshape     | 7, 7, 64    |            |   |
| C2D_1       | 5, 5, 128   | (3, 3) | 128 |
| Sep_C2D_2   | 5, 5, 128   | (3, 3) | 128 |
| Sep_C2D_3   | 5, 5, 128   | (3, 3) | 128 |
| Sep_C2D_4   | 5, 5, 128   | (3, 3) | 128 |
| Sep_C2D_5   | 5, 5, 128   | (3, 3) | 128 |
| C2D         | 5, 5, 128   | (1, 1) | 128 |
| Average pooling | 1, 1, 128 |            |   |
| FC          | 16         |            |   |
| Output      | Categories of land cover |            |   |

Table 2: Classification accuracy of different training sample ratios.

| Ratios (%) | IN datasets | UP datasets | SA datasets |
|------------|-------------|-------------|-------------|
|            | OA (%)      | AA (%)      | Kappa (%)   | OA (%) | AA (%) | Kappa (%) | OA (%) | AA (%) | Kappa (%) |
| 2          | 86.69       | 82.73       | 85.87       | 98.39  | 96.63  | 97.67     | 99.19  | 98.83  | 99.11     |
| 5          | 94.99       | 95.02       | 93.73       | 99.40  | 98.71  | 98.88     | 99.86  | 99.83  | 99.63     |
| 10         | 98.49       | 98.05       | 98.16       | 99.86  | 99.83  | 99.81     | 99.98  | 99.98  | 99.98     |
| 15         | 99.03       | 99.00       | 98.97       | 99.87  | 99.85  | 99.86     | 99.99  | 99.98  | 99.98     |
| 20         | 99.72       | 99.60       | 99.70       | 99.89  | 99.86  | 99.87     | 100    | 100    | 100       |

Figure 8: Continued.
Figure 8: Accuracy of different training samples for three datasets: (a) IN; (b) UP; (c) SA.

Table 3: Accuracy of different spatial sizes.

| Spatial size | IN datasets | | | UP datasets | | | SA datasets | |
|--------------|-------------|------------|------------|-------------|------------|-------------|------------|-----------|-------------|---|---|---|
|              | OA (%)      | AA (%)     | Kappa (%)  | OA (%)      | AA (%)     | Kappa (%)  | OA (%)      | AA (%)     | Kappa (%)  | |
| 5 × 5        | 95.86       | 96.08      | 95.09      | 98.36       | 98.20      | 98.25      | 98.89       | 98.88      | 98.85      | |
| 7 × 7        | 98.96       | 98.25      | 98.64      | 99.29       | 99.35      | 99.27      | 99.58       | 99.45      | 99.57      | |
| 9 × 9        | 99.30       | 99.31      | 99.24      | 99.68       | 99.66      | 99.58      | 99.87       | 99.86      | 99.88      | |
| 11 × 11      | 99.72       | 99.60      | 99.70      | 99.86       | 99.83      | 99.81      | 99.98       | 99.98      | 99.98      | |
| 13 × 13      | 99.65       | 99.61      | 99.60      | 99.87       | 99.83      | 99.85      | 100         | 100        | 100        | |

Figure 9: Continued.
Table 4: Training time and test time of different spatial sizes.

| Spatial size | IN datasets | UP datasets | SA datasets |
|--------------|-------------|-------------|-------------|
|              | Training time (s) | Test time (s) | Training time (s) | Test time (s) | Training time (s) | Test time (s) |
| 5 × 5        | 94.9        | 1.6         | 99.9        | 2.3          | 100.0        | 3.1         |
| 7 × 7        | 173.5       | 1.9         | 225.7       | 3.5          | 351.1        | 5.2         |
| 9 × 9        | 323.7       | 2.6         | 500.7       | 5.3          | 650.3        | 6.2         |
| 11 × 11      | 577.1       | 3.0         | 787.3       | 6.8          | 926.3        | 8.2         |
| 13 × 13      | 995.1       | 6.2         | 1296.6      | 11.6         | 1537.0       | 14.3        |

Figure 9: Accuracy of different spatial sizes: (a) IN; (b) UP; (c) SA.

Figure 10: (a) Training time and (b) test time of different spatial window sizes for three datasets.
### Table 5: Accuracy of different residual block combinations.

| Combination | IN datasets | UP datasets | SA datasets |
|-------------|-------------|-------------|-------------|
|             | OA (%)      | AA (%)      | Kappa (%)   | OA (%)      | AA (%)      | Kappa (%)   | OA (%)      | AA (%)      | Kappa (%)   |
| 1 + 1       | 99.48       | 99.58       | 99.40       | 99.70       | 99.70       | 99.85       | 99.78       | 99.82       |
| 1 + 2       | 99.46       | 99.60       | 99.41       | 99.50       | 99.50       | 99.57       | 99.45       | 99.53       |
| 2 + 1       | 99.50       | 99.31       | 99.44       | 99.30       | 99.42       | 99.52       | 99.56       | 99.47       |
| 2 + 2       | 99.72       | 99.60       | 99.70       | 99.83       | 99.83       | 99.98       | 99.98       | 99.98       |
| 2 + 3       | 99.41       | 99.02       | 99.32       | 99.35       | 99.34       | 99.56       | 99.45       | 99.54       |
| 3 + 2       | 98.35       | 97.73       | 98.07       | 99.70       | 99.73       | 99.86       | 99.83       | 99.85       |
| 3 + 3       | 99.72       | 99.51       | 99.65       | 99.84       | 99.83       | 99.98       | 99.95       | 99.96       |

**Figure 11:** Accuracy comparison chart of different combinations: (a) IN; (b) UP; (c) SA.
3.4.2. The Effect of Space Size. In the deep convolutional neural network, the larger the size of the input image, the larger the number of operation parameters and the higher the computational complexity. In addition, if the size of the input image is too small, the receiving field will be too small to obtain a good classification result. In our experiment, we tried 5 different spatial input sizes, namely, $5 \times 5$, $7 \times 7$, $9 \times 9$, $11 \times 11$, and $13 \times 13$, to evaluate the influence of the network.
input size. For the IN, UP, and SA datasets, the training dataset ratios are 20%, 10%, and 10%, each experiment was repeated 5 times, and the average value of the classification indicators was used as the observation object. Table 3 and Figure 9 show the changes in OA, AA, and kappa in the IN, UP, and SA datasets under different spatial sizes. Figure 9(a) shows that as the size of the input space increases, the classification accuracy of the IN dataset begins to change slowly after $11 \times 11$. When the space input size is $13 \times 13$, there is a slight downward trend. Figure 9(b) and Figure 9(c) show that as the size of the input space gradually increases, the classification accuracy of UP and SA datasets is significantly improved, and when the space input size reaches $11 \times 11$, it starts to change slowly.

Table 4 and Figure 10 show the changes in training time and test time under different spatial sizes. We can see from

![Figure 12: Classification results of the models in comparison with the UP dataset. (a) False color image, (b) ground truth, and (c)-(h) predicted classification maps for SVM-RBF, 2D CNN, 3D CNN, SSRN, HybridSN, and proposed HDSRN.](image)

**Table 10: The comparison of experiments in the SA dataset.**

| No. of classes | Train/test | SVM-RBF | 2D CNN | 3D CNN | SSRN | HybridSN | HDSRN |
|----------------|------------|---------|--------|--------|------|----------|-------|
| 1              | 201/1808   | 92.56   | 95.51  | 95.19  | 99.78| 100.00   | 100.00|
| 2              | 373/3353   | 94.78   | 95.87  | 96.12  | 99.78| 100.00   | 100.00|
| 3              | 198/1778   | 94.22   | 95.64  | 95.89  | 99.78| 100.00   | 100.00|
| 4              | 139/1255   | 97.36   | 99.99  | 97.18  | 99.99| 100.00   | 100.00|
| 5              | 268/2410   | 93.38   | 94.51  | 94.70  | 99.78| 100.00   | 100.00|
| 6              | 396/3563   | 95.36   | 96.71  | 95.63  | 99.78| 100.00   | 100.00|
| 7              | 358/3221   | 95.79   | 95.51  | 95.36  | 99.78| 100.00   | 100.00|
| 8              | 1127/10144 | 80.21   | 86.93  | 86.33  | 99.78| 100.00   | 100.00|
| 9              | 620/5583   | 97.67   | 97.42  | 97.19  | 99.78| 100.00   | 100.00|
| 10             | 328/2950   | 88.99   | 90.93  | 90.94  | 92.69| 100.00   | 100.00|
| 11             | 107/961    | 90.20   | 94.24  | 90.20  | 90.68| 98.24    | 99.79 |
| 12             | 193/1734   | 96.42   | 99.91  | 96.24  | 99.95| 99.61    | 100.00|
| 13             | 92/824     | 95.53   | 95.53  | 95.31  | 99.85| 99.59    | 100.00|
| 14             | 107/963    | 91.26   | 92.97  | 94.18  | 99.88| 100.00   | 100.00|
| 15             | 727/6541   | 72.67   | 90.93  | 81.39  | 99.12| 99.32    | 99.84 |
| 16             | 181/1626   | 89.37   | 93.43  | 94.09  | 99.78| 100.00   | 100.00|

| OA (%)         | 92.67   | 95.34  | 94.02  | 99.64  | 99.80| 99.98    |       |
| AA (%)         | 91.61   | 94.75  | 93.49  | 98.76  | 99.80| 99.98    |       |
| Kappa × 100    | 92.21   | 94.93  | 93.57  | 99.60  | 99.80| 99.98    |       |
Figure 10 that as the size of the input space increases, the number of calculation parameters also gradually increases, and the training time and test time both increase sharply, resulting in a significant jump in the calculation cost. Through the analysis of the effect of the above space size on the proposed model, we find that using a space size of 11 × 11 is the most suitable for our model. Therefore, the input space size we chose in the comparison experiment is 11 × 11. At this time, the accuracy of the three datasets is 99.72% (IN), 99.86% (UP), and 99.98% (SA).

3.4.3. The Effect of Residual Networks. We conducted a comparative experiment with different combinations of residual blocks. We tested the combination of 3D residual blocks and 2D residual blocks of 1+1, 1+2, 2+1, 2+2, 2+3, 3+2, and 3+3 and gave each group’s accuracy, as shown in Table 5. Figure 11 is a comparison bar chart of the classification results. We can find that the classification effect of the three datasets is the best, when the combination is 2+2. In addition, we can also find from Figure 11 that the accuracy has not continued to improve, but has decreased, as the number of residual blocks increases. The first reason may be limited training samples, and the second reason may be that a deeper network increases the complexity of feature extraction.

3.4.4. The Effect of Depth-Separable Convolution. We conducted a comparative experiment to test the impact of depth-separable convolution. The traditional 2D convolution is replaced by the depth-separable convolution to form a comparison model A. The other settings were consistent with HDSRN. The training sample ratios of the IN, UP, and SA datasets are 20%, 10%, and 10%. The same spatial dimension is extracted for different datasets. For example, the
spatial dimension of IN is $11 \times 11 \times 30$, the spatial dimension of UP is $11 \times 11 \times 15$, and the spatial dimension of SA is $11 \times 11 \times 15$. For three datasets, we conducted 5 experiments. Table 6 shows the comparison between traditional 2D convolution and depth-separable convolution in parameters, sample training time, testing time, and overall classification accuracy. We can find that the depth-separable convolution reduces the number of parameters and operation time, avoids overfitting, and improves the performance of HSI classification.

3.4.5. The Effect of Skip Connections. The HDSRN framework included a skip layer. In order to test the effect of skip connection, we designed a framework without skip connection as model B and conducted related comparative experiments on three datasets. We can see from Table 7 that the outermost skip connection can improve the classification accuracy of HSI because skip connection alleviates the problem of gradient disappearance, helps gradients propagate backward, and can extract features more fully.

3.5. The Comparative Experiment with Popular Methods. So as to evaluate the HSI classification capability of HDSRN, we compared the model with the popular methods, such as SVM-RBF [37], 2D CNN [38], 3D CNN [24], SSRN [22], and HybridSN [31]. We used some public codes to train and test the data, which can be accessed online at https://github.com/eecn/Hyperspectral-Classification and https://github.com/gokriznastic/HybridSN. For the fairness of the experiment, through the comparative experiment in Section 3.4,
we set the input space to the same size. The input sizes of IN, UP, and SA datasets are $11 \times 11 \times 30$, $11 \times 11 \times 15$, and $11 \times 11 \times 15$, respectively. The training data ratios of IN, UP, and SA datasets are 20%, 10%, and 10%, respectively. We conducted 5 repeated trials with the mean classification metrics as final results.

Tables 8-10 show the comparison of experiments using different methods. We can see that the HDSRN method performs well, and the classification effect on the three datasets is better than other methods. One possible reason is that the proposed network model is based on the spatial spectrum 3D CNN and 2D CNN hierarchical framework, and they are complementary. This design method helps to capture more contextual information. Another possible reason is that the multispectral residual network ROR is embedded in the proposed model, which can extract deeper abstract features. The last reason is that the depth-separable convolution reduces the computational cost and avoids overfitting.

From the analysis of Tables 8-10, we can see that in the IN dataset, the classification accuracy of HDSRN is about 0.5% higher than SSRN and about 0.4% higher than HybridSN. In the UP and SA datasets, the classification accuracy of HDSRN is also significantly improved. We can also find that the accuracy of network classification that only focuses on spectral or spatial features is usually less than 97%. Therefore, the classification method based on the combination of spectrum and spatial features is significantly better than the traditional method. In the IN dataset, HDSRN obtained significantly better classification results than SSRN and HybridSN, in the classification of categories 2, 5, 9, and 16. In addition, because there are fewer training samples for classes 1, 7, 9, and 16, the classification accuracy of these types of features is unstable and significantly lower than other categories, which has a greater impact on the overall classification accuracy. However, HDSRN can still classify these categories, and the classification accuracy is higher than 97%.

Figures 12-14 are the visualization of the classification by the HDSRN model and the comparison network. These maps include false color images, ground truth, and visualization images of different comparison methods. We can see that SVM-RBF has the worst visual effect among these models. The generated visual image is relatively rough, the classification accuracy is low, and the noise is obvious. This may be due to the fact that traditional methods cannot effectively extract spatial-spectral features, resulting in unsatisfactory classification results. The second is 2D CNN, and the classification effect is relatively poor. This may be because 2D CNN is unable to extract a good identification feature map from the spectral dimension, and a lot of spectral information is lost. The visual images of 3D CNN are relatively smooth. The visual images of SSRN, HybridSN, and HDSRN are smoother. However, SSRN has misclassified noise in categories 7 and 9 of the UP dataset. Compared with other methods, HDSRN has a higher classification accuracy. In addition, the classification map provided by HDSRN is the most accurate, and the edge contours of features are clearer than other methods.

4. Conclusions
In this paper, we propose a hybrid separable convolutional residual model for HSI classification. The model integrates spatial-spectral residual blocks, spatially separable convolutional residual blocks, and the outermost skip connections. The spatial-spectral 3D feature and the spatial 2D feature can be continuously extracted. Concretely, the HDSRN model can extract spectral feature information and spatial feature information, and these feature information is complementary. Additionally, we embed a multilevel residual network ROR in the model to learn spectral and spatial features, which improves the network optimization and learning capabilities. Finally, in spatial feature learning, we use separable convolution to extract valuable features, reducing the number of parameters and computing time and alleviating the decline in accuracy. The comparative experimental results on the IN, UP, and SA benchmark datasets verify the superiority of the HDSRN method. The focus of future work will be to use transfer learning methods to further solve the HSI classification problem.
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