Molecular structure recognition by blob detection†

Qing Lu†

Molecular structure recognition is fundamental in computational chemistry. The most common approach is to calculate the root mean square deviation (RMSD) between two sets of molecular coordinates. However, this method does not perform well for large molecules. In this work, a new method is proposed for structure comparison. Blob detection is used for recognizing structural features. Fragmentation of molecules is proposed as the pre-treatment. Mapping between blobs and atoms is developed as the post-treatment. A set of key parameters important for blob detections are determined. The dissimilarity is quantified by calculating the Euclidean metric of the blob vectors. The overall algorithm is found to be accurate to distinguish structural dissimilarity. The method has potential to be combined with other pattern recognition techniques for new chemistry discoveries.

Among all approaches to comparing structural similarities, the root-mean-square-deviation (RMSD) is the most widely used one. It calculates the square sum of distances between corresponding atoms \(d_i\) in two structures and takes the division by the total number of atoms \(N\), followed by a square root operation.

\[
\text{RMSD} = \sqrt{\frac{\sum_{i} d_i^2}{N}}
\]

Despite its wide use, the RMSD measurement suffers a few limitations such as difficult of interpretation, lack of normalization, and diminishing ability to distinguish conformers with increasing system size.\(^{17,21,22}\) To remedy these problems, some improvements upon RMSD have been proposed, such as introducing weighting functions into the calculation of RMSD,\(^{17}\) taking advantage of the graph theory\(^{23}\) or symmetry.\(^{24}\) Other alternatives include configuration fingerprint vector,\(^{25}\) global and local descriptors,\(^{26}\) geometric hashing algorithm\(^{27}\) and several different score functions.\(^{21,28-33}\)

On another aspect, the pattern recognition has received considerate success in recent years. It is the frontier in the field of deep learning, and it is fast, accurate and visually straightforward. In biology or chemistry, the applications taking advantages of pattern recognition techniques dominantly rely on principle component analysis, cluster analysis, classification methods and regression methods.\(^{8}\) In term of image processing techniques, the blob analysis has been used to identify ligands in electron density maps,\(^{34}\) identify cells,\(^{35}\) analyze the Leukemic blood image,\(^{36}\) or detect trees from satellite images.\(^{36}\)

There is a great advance in the image understanding, which could be used in the analysis for molecular structures. However, molecules are much more complicated in shape and it is therefore not trivial to transplant pattern recognition and machine

---

Introduction

The identification of molecular structures is important in chemistry and biology. It is almost inevitable in fields such as conformer exploration, molecular assembly, molecular descriptor definition, etc. With the increasing complexity of research problems, it becomes more and more difficult to find a rule governing the multivariate input data and the target output data. Therefore, the design of experiments approach becomes important to narrow down the number of variables.\(^{1}\) Such approach has been used to solve different problems such as solar cell preparation,\(^ {7-9}\) nutrients analysis,\(^ {6}\) and sparse-sensor-selection problem.\(^ {7}\) The chemometrics takes advantages of mathematical, statistical and other methods to explore new chemical insights. In particular, the pattern recognition techniques have been developed to extract features from a large amount of input data.\(^ {8}\) The major applications involve discriminant analysis for food quality,\(^ {9}\) quality assessment of herbal medicine,\(^ {10}\) design of chemical sensor,\(^ {11}\) and recognizing ligands,\(^ {12}\) etc.

Comparing similarities between different chemical structures is one of the most important steps in computational chemistry. It is often the starting point for sophisticated multi-step computational studies,\(^ {12-15}\) since a convincing computation relies on a good agreement between optimized structures and crystalized structures. In addition, comparing structures is also important in the prediction of structures of proteins,\(^ {16}\) comparing trajectories from molecular dynamic simulations,\(^ {17}\) database searching or analysis,\(^ {18,19}\) and benchmark studies testing new methods or basis sets.\(^ {20}\)

---
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learning technique to recognize molecules. Besides, molecules usually have tertiary structures (like proteins). As a result, even if outlook or profile of molecules are recognized identical, the core structures may still vary. Lastly the structural difference could be small, so recognition technique should be sensitive and accurate to avoid over-detection or under-detection.

Although it is challenging, it is attractive to apply pattern recognition techniques to recognize molecules. Such an approach is potential to benefit database analysis, molecule docking analysis or quantitative structure-activity relationship analysis. It is even potential to be extended to combine with other machine learning techniques. Accordingly, one can better understand molecular structures, intra- or inter-molecular interactions. Expecting on these, we initiate this project to explore pattern recognition techniques for the structure recognition. The outcome of this work borrows the advantages of the pattern recognition technique and avoids the problems met by the RMSD calculations. In addition, I further propose a pre-treatment and a post-treatment for recognizing structural dissimilarities. The outcome shows that the proposed method is accurate, intuitive and visually straightforward in structure recognition.

Methods

As discussed above, it does not work to directly borrow facial recognition techniques to recognize molecules, unless the molecular structure is very simple. Yet as a starting point, we initiate the study by recognizing simple molecular systems. For recognizing molecules, one may consider to compare the molecular shape, for example the convex hull for molecule recognition. However, this method cannot be extended to complicated structures and it cannot recognize the concave part of the molecule, thus leading to an under-detection problem. Another widely used method in the field of pattern recognition is to compare the histogram of color distribution of the molecular image. This method, however, is not appropriate since it cannot correctly differentiate conformational structure differences. The most brute-force method is to directly compare the image matrices of two structures. However, this method does not work well either, as it suffers numerical noise when converting 3D molecular structure to images, thus leading to over-detection problem.

To circumvent this first problem, we remove the chemical bonds from images, as the molecular structures are determined by the atom positions. Therefore, the problem of recognizing molecules is converted to recognize a set of scattered atoms/dots. The blob detection can be used to recognize these atoms. For complicated molecules, however, there will be blob overlap during the detection. Therefore, before the blob detection, I propose a pre-treatment for molecules as well as images to help the successful detection. Also, it is often of interest to tell which atoms cause the dissimilarity. Therefore, a post-treatment is also proposed to fulfill this goal.

(1) Pre-treatment of images and parameter determination

The molecular image is the basis for the following analysis. Providing the atoms have been well aligned, the molecular 3D image is generated from its XYZ coordinates (Fig. 1a). Since the atoms are those that determine the molecular structure, we eliminate the chemical bonds from the 3D image (Fig. 1b). Benefiting from this, the molecule is now represented by a set of dots or blobs, and therefore the blob detection is used to recognize molecules. For easier visualization and easier treatment in the latter stage, the azimuthal angle and the elevation angle was set as 90° for exhibiting the image (Fig. 1c) (the projection angle is along the Z-axis). Unless explicitly stated, the following discussion is based on this projection angle.

As any other pattern recognition application, the quality of the picture is important. After a modest number of tests, I set the picture height and width of 100 × 100 inches with 80 dots per inch (dpi). Accordingly, the final resolution of the figure is 800 × 800 pixel. The resolution of an image is mathematically represented as the matrix size. An image of resolution being 800 × 800 indicates that the matrix size is 800 × 800. Setting the resolution too high would lead to a slowdown of the image processing, while setting the resolution to low would lead to an incapability of distinguishing different blobs. The size of the blobs is also important. If the radius is too large, there will be overlaps of blobs, so that it will not detect the correct number of blobs. On the other hand, if the blob radius is too small, it would likely fail to detect all the blobs. As it will be shown later, the Gaussian kernel is used in the blob detection. The Gaussian kernel is a scalar function with a shape of a Gaussian normal distribution curve. It is used to enhance the contrast between blobs and backgrounds. Since the numerical difference is used, theoretically, the blob size should be at least of 3 pixel. In practice, it is found that the radius of blobs to be 35 pixel is optimal in detecting the correct number of blobs with the given image resolution.

(2) Pre-treatment of molecules

In this work, I chose five different molecular systems to examine the capability of pattern recognition upon distinguishing molecular structures. Although the selected systems are relatively simple, they are representative in terms of molecular complexity, planarity, and symmetry. The complex 3D molecules obtained from X-ray cryptograph could also be used as an examination, but for easier visualization only the chosen molecules are discussed.

The H2O–MeNH2 system (Fig. 2a) serves as an introduction system due to its simple composition. The trans-4,4-diethylazobenzene and C60 systems (Fig. 2b and c) serve to illustrate how the blob detection was carried out. The 18-crown-6 ether and the virtual peptide of z-helix composed of Ala–Arg–Asn–Asp–Cys–Glu–Gln–Gly, generated by Avogadro® (Fig. 2d and e), serve to exhibit the results of blob detection upon complex systems, as well as quantifying the dissimilarity between different structures.

For simple molecules, like H2O–MeNH2 in Fig. 2a, it is possible to find out a projection angle so that all atoms can be projected on one plane without overlaps. For complicated molecules, however, this becomes increasingly impossible. The molecular structure is 3-dimensional, while the image is 2-
dimensional. This is equivalent to ask the question how to convert a 3D problem to a 2D problem without losing information. To solve this problem, I slice the whole molecule into layers, and take the snapshot for each layer to run the blob detection (Fig. 3). However, it is not trivial of slicing the molecule, as the double counting of atoms may take place. Eventually, I slice the molecule along the projection angle, and set the distance between layers to be 0.7 Å. This value is close to a H–H bond distance. For any reasonably determined structure, it is not possible to have two atoms with a distance smaller than 0.7 Å. Therefore, the layers separated by 0.7 Å can well slice the whole molecule into different fragments, and it is accordingly guaranteed that the layer-based blob detection can detect all atoms/blobs.

(3) Feature extraction

To detect the blobs on each layer projected by atoms, the determinant of Gaussian algorithm by Bay et al. is adopted. There are other two widely-used detection algorithms, namely the Laplacian of Gaussian algorithm and the difference of Gaussian algorithm. In the current case, the Bay’s determinant of Hessian algorithm outperforms the other two (see ESI† for details). After fragmenting the molecule, the blob figure of each layer was first converted to gray-scale. As a result, only one matrix \( f(x,y) \) was enough to represent the image, instead of three matrices (the three matrices represent red, blue, and green colors, respectively). Such a grey image matrix was then converted to the integral image \( f(x,y) \) to denoise:

\[
f(x,y) = \sum_{i=0}^{x} \sum_{j=0}^{y} I(i,j) \quad (1)
\]

For the integral image matrix \( f(x,y) \), a convolution product is defined by multiplying a Gaussian kernel \( g(x,y;\sigma) \) with the integral image matrix:

\[
L(x,y;\sigma) = g(x,y;\sigma) \times f(x,y) \quad (2)
\]

where the Gaussian kernel is defined as:

\[
g(x,y;\sigma) = \frac{1}{2\pi\sigma^2} e^{-\frac{x^2+y^2}{2\sigma^2}} \quad (3)
\]

at a certain scale \( \sigma \). The scale \( \sigma \) can be approximated as the radius of the detected blob.

The Hessian determinant \( H(x,y;\sigma) \) is defined as:

\[
H(x,y;\sigma) = L_{xx}(x,y;\sigma)L_{yy}(x,y;\sigma) - 0.81L_{xy}(x,y;\sigma)L_{xy}(x,y;\sigma) \quad (4)
\]
The blobs \( B(x,y;\sigma) \) are finally detected by locating the local maxima of the \( H(x,y;\sigma) \), depending on whether the background color is black or white:

\[
B(x,y;\sigma) = \arg\max_{(x,y;\sigma)}(H(x,y;\sigma))
\]

(5)

(4) Pattern recognition

After detecting the blobs, the arrays containing each blob position \( B_i(x,y) \) and blob radius are obtained. The Euclidean norm between corresponding blobs of two structures are compared. The Euclidean norm between two blobs is calculated as square sum of \( dx \) and \( dy \), where \( dx \) and \( dy \) are the difference in terms of blob coordinate \( B_i(x,y) \). If the norm differs by more than 7.5 pixels, then the corresponding atoms are identified as having different location. It is also possible to quantify the difference \( [d] \) between the two structures by summing up all of the blob norms:

\[
d = \frac{1}{N} \sum_i \sqrt{(x_i - x'_i)^2 + (y_i - y'_i)^2}
\]

(6)

where \( x \) and \( y \) are the indices of detected blob, while the prime terms are their counterparts of the other structure. The denominator \( N \) is the number of different blobs.

(5) Post-treatment

In addition to recognize the dissimilarity between the two structures, it is often of interest to tell which part of the molecule leads the difference. To fulfill this purpose, the molecule is first projected along the \( Z \) direction:

\[
\hat{P}_Z G(x,y,z) = g(x,y)
\]

(7)

where \( \hat{P}_Z \) is the projection operator along the \( Z \) direction, \( G(x,y,z) \) is the molecular coordinate and \( g(x,y) \) is the image matrix element of the projected atom.

The image matrices for each layer are then converted to grayscale as above mentioned. Next, the local maxima or minima were obtained for each gray-scale image matrix, depending whether the background color is white or black:

\[
b(x,y) = \arg\max_{(x,y)}(g(x,y)) \quad \text{or} \quad b(x,y) = \arg\min_{(x,y)}(g(x,y))
\]

(8)

Such local maxima or minima usually have a good overlap with the detected blobs (the pixel difference is lower than 3). Accordingly, the correlation between atom and blobs can be established by any sorting algorithm. However, such a method is not satisfactory if the two blobs are spatially close. In that case, for each atom, a blob detection is performed. The problem can be circumvented at the expense of slower processing speed.

Results and discussion

To start with, the \( \text{H}_2\text{O-MeNH}_2 \) system was first studied as the testing case. Fig. 4a shows the 3D structure for \( \text{H}_2\text{O-MeNH}_2 \) system. Fig. 4b shows the projection view along the \( Z \) axis for only atoms. Since all the atoms can be projected on the same plane without overlaps, so the fragmentation of the molecule is not necessary. Fig. 4c shows the detected blobs marked with red circles. It is evident that all atoms are properly detected.

To test the sensitivity of the method to distinguish the dissimilarity, the \( X \) or \( Y \) coordinate of one of the \( \text{CH}_3 \) hydrogen is gradually displaced by 0.1 \( \text{Å} \) from its equilibrium position. For the \( \text{H}_2\text{O-MeNH}_2 \) case, a difference of 0.1 \( \text{Å} \) is sensitive enough for the blob detection, as shown in Fig. 4d, where the original and displaced hydrogen are marked with red and blue color, respectively. However, for complicated systems like the peptide system, such a difference cannot guarantee a successful detection for the displaced atom. Eventually, it is found that 0.3 \( \text{Å} \) is a good threshold for the detection of displaced atoms. To further test the reliability of this threshold, a random displacement \( (dx \text{ and } dy) \) between \(-0.3 \text{ and } 0.3 \text{ Å} \) was added on the \( X \) and \( Y \) coordinates of the first 10 atoms of the peptide. A constraint was introduced to the displacements that \( dx^2 + dy^2 \) is no lower than 0.09. The displaced atoms can be correctly detected. Therefore, 0.3 \( \text{Å} \) is chosen as the sensitivity threshold for the blob detection. As a further examination, the random
displacement was generated 100 times, and the successful detection was achieved 100 times.

For complicated molecules, it is often necessary to fragment the molecule into several layers to avoid blob overlaps. Fig. 5a and b show the top view and side view of the trans-4,4-diethyl-azobenzene, respectively. Especially, in Fig. 5b the molecule was fragmented into 7 layers. The projection angle is perpendicular to the planes. The blob detection is performed for each layer picture and each layer is shown in Fig. 5c. It can be seen that layer 1 contains 1 blob, which is identified as the methyl proton after the post-treatment of mapping atoms and blobs. The layer 2 contains 3 blobs, which correspond to the CH2 atoms of that methyl group. Layer 3 contains 1 blob corresponding to the methylene proton on the other ring side. Layer 4 contains the azobenzene skeleton. Layer 5, 6, 7 are “mirror” layers to the layer 3, 2, 1, respectively.

For another showcase, the upper panel of Fig. 6 shows the C60 molecule and its detected blobs, while the lower panel shows the counterpart of the distorted C60 molecule. The distorted C60 molecule was obtained by adding a random number between −0.3 and 0.3 on the X,Y,Z coordinates of the first 10 atoms. As before, the dx and dy is constrained by \( d_{x}^{2} + d_{y}^{2} \geq 0.09 \). For the normal C60 molecule, it is visually convenient to find out that the detected blobs show an expected circular distribution (Fig. 6B). What is not expected (to some degree), on the other hand, it is that it is not necessary to slice the C60 molecule into layers. All 60 carbons can be projected on one plane without overlap. The radial spacing for each lap of blobs is not evenly distributed. Thus, the pattern recognition technique could provide a new perspective to understand molecular structures.

Nonetheless, I still slice the C60 molecule into layers. For normal C60 molecule, different layers show an expected
symmetric blob pattern (Fig. 6C and D). As a comparison, Fig. 6d shows an asymmetric blob distribution, since those atoms are displaced. On the other hand, Fig. 6c shows a blob pattern identical to its counterpart of the original C60 molecule (Fig. 6C), since the atoms corresponding to these blobs belong to the remaining unperturbed 50 atoms.

Lastly, one may quantify the dissimilarity between two images. In this work, the quantification of the dissimilarity is expressed by the Euclidean norm between two blob vectors. The calculation of the Euclidean norm is similar to the RMSD calculation. The variable is the blob position, instead of the atom coordinate.

Table 1 shows the Euclidean norm between blob vectors of unperturbed systems and perturbed systems. For the perturbed systems, the first 10 atoms are randomly displaced (dR) at X, Y, Z direction by 0.3, 0.5 and 1 Å, respectively, with a constraint that dx^2 + dy^2 ≥ 0.09. It can be seen that the Euclidean norm increases as the displacement becomes larger. Therefore, the dissimilarity between two structures can be quantified.

### Conclusions

In this work, the pattern recognition technique is developed for molecular structure recognition. This method provides a new approach to distinguish the similarity of two structures, and it is potential to be further developed with other machine learning techniques in understanding molecular structures, inter- or intra-molecular interactions. The blob detection is used to recognize molecules and the determinant of Hessian algorithm is found performing well for the blob detection. For complicated molecules, it is necessary to fragment molecules in different layers. Thus, a pre-treatment of molecules and images is proposed. Five different systems were examined for the reliability of the proposed method. It is found that the new method can accurately detect the atomic geometry difference as small as 0.3 Å. A post-treatment is proposed to map the blobs and atoms.

The new method is visually straightforward to compare structural differences and can provide a new perspective to understand molecular structures. The dissimilarity can be quantified by calculating the Euclidean norm of blob vectors. Overall, the proposed method provides a new approach to recognize molecules and it is potential to be further developed with other machine learning techniques to study molecular interaction. The relevant study is undergoing in this lab.
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