Abstract

Machine learning systems are often used in settings where individuals adapt their features to obtain a desired outcome. In such settings, strategic behavior leads to a sharp loss in model performance in deployment. In this work, we aim to address this problem by learning classifiers that encourage decision subjects to change their features in a way that leads to improvement in both predicted and true outcome. We frame the dynamics of prediction and adaptation as a two-stage game, and characterize optimal strategies for the model designer and its decision subjects. In benchmarks on simulated and real-world datasets, we find that classifiers trained using our method maintain the accuracy of existing approaches while inducing higher levels of improvement and less manipulation.

1 Introduction

Individuals subject to a classifier’s predictions may act strategically to influence their predictions. Such behavior, often referred to as strategic manipulation \[1\], may lead to sharp deterioration in classification performance. However, not all strategic behavior is detrimental: in many applications, model designers stand to benefit from strategic adaptation if they deploy a classifier that incentivizes decision subjects to perform adaptations that improve their true outcome \[2, 3\]. For example:

- **Lending**: In lending, a classifier predicts a loan applicant’s ability to repay their loan. If the classifier is designed so as to incentivize the applicants to improve their income, it will also improve the likelihood of repayment.

- **Content Moderation**: In online shopping, a recommender system suggests products to customers based on their relevance. Ideally, the algorithm should incentivize the product sellers to publish accurate product descriptions by aligning this with improved recommendation rankings.

In this work, we study the following mechanism design problem: a model designer must train a classifier that will make predictions over decision subjects who will alter their features to obtain a specific prediction. Our goal is to learn a classifier that is accurate and that incentivizes decision subjects to adapt their features in a way that improves both their predicted and true outcomes.

Our main contributions are as follows:

1. We introduce a new approach to handle strategic adaptation in machine learning, based on a new concept we call the constructive adaptation risk, which trains classifiers that incentivize decision subjects to adapt their features in ways that improve true outcomes. We provide formal evidence that this risk captures both the strategic and constructive dimensions of decision subjects’ behavior.

2. We characterize the dynamics of strategic decision subjects and the model designer in a classification setting using a two-player sequential game. Concretely, we provide closed-form optimal
strategies for the decision subjects (Theorem 1). The implications (Section 3.5) reveal insights about the decision subjects’ behaviors when the model designer uses non-causal features (features that don’t affect the true outcome) as predictors.

3. We formulate the problem of training such a desired classifier as a risk minimization problem. We evaluate our method on simulated and real-world datasets to demonstrate how it can be used to incentivize improvement or discourage adversarial manipulation. Our empirical results show that our method outperforms existing approaches, even when some feature types are misspecified.

1.1 Related work

Our paper builds on the strategic classification literature in machine learning [11] [4] [10]. We study the interactions between a model designer and decision subjects using a sequential two-player Stackelberg game [see e.g., 11] [1] [2] [7] for similar formulations]. We consider a setting where strategic adaptation can consist of manipulation as well as improvement. Our broader goal of designing a classifier that encourages improvement is characteristic of recent work in this area [see e.g., 1] [2] [8] [14]. In general, it’s hard to distinguish causal features (features that affect the true outcome) from non-causal features: Miller et al. [15] show that designing an improvement-incentivizing model requires solving a non-trivial causal inference problem.

This paper also broadly relates to work on recourse [16] [21] in that we aim to fit models that provide constructive recourse, i.e. actions that allow decision subjects to improve both their predicted and true outcomes. Our approach may be useful for mitigating the disparate effects of strategic adaptation [22]–[24] that stem from differences in the cost of manipulation (see Proposition 4). Lastly, our results may be helpful for developing robust classifiers in dynamic environments, where both decision subjects’ features and the deployed models may vary across time periods [25] [8] [26].

Also relevant is the recent work on performative prediction [27] [50], in which the choice of model itself affects the distribution over instances. However, this literature differs from ours in that we focus on inducing constructive adaptations from decision subjects, rather than finding a policy that incurs the minimum deployment error. In addition, our formulation arguably requires less knowledge, is more intuitive and deployable, and requires fewer assumptions on the loss function.

2 Problem statement

In this section, we describe our approach to training a classifier that encourages constructive recourse in settings with strategic adaptation.

2.1 Preliminaries

We consider a standard classification task of training a classifier \( h : \mathbb{R}^d \rightarrow \{-1, +1\} \) from a dataset of \( n \) examples \((x_i, y_i)_{i=1}^n\), where example \( i \) consists of a vector of \( d \) features \( x_i \in \mathbb{R}^d \) and a binary label \( y_i \in \{-1, +1\} \). Example \( i \) corresponds to a person who wishes to receive a positive prediction \( h(x_i) = +1 \), and who will alter their features to obtain such a prediction once the model is deployed.

We formalize these dynamics as a sequential game between the following two players:

1. A model designer, who trains a classifier \( h : \mathcal{X} \rightarrow \{-1, +1\} \) from a hypothesis class \( \mathcal{H} \).

2. Decision Subjects, who adapt their features from \( x \) to \( x' \) so as to be assigned \( h(x') = +1 \) if possible. We assume that decision subjects incur a cost for altering their features, which we represent using a cost function \( c : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}^+ \).

We assume that each player has complete information: decision subjects know the model designer’s classifier, and the model designer knows the decision subjects’ cost function. Decision subjects alter their features based on their current features \( x \), the cost function \( c \), and the classifier \( h \), so that their altered features can be written \( x_* = \Delta(x; h, c) \) where \( \Delta(\cdot) \) is the best response function.

We allow adaptations that alter the true outcome \( y \). To describe these effects, we refer to the true label function \( y : \mathcal{X} \rightarrow \{-1, +1\} \), such that \( y_i = y(x_i) \). In practice, \( y(\cdot) \) is unknown, however, our approach will involve assumptions about how altering a feature affects the true outcome.
We train a classifier that balances between robustness to manipulation and incentivizing improvement:

\[ h^*_{ER\text{M}} \in \arg \min_{h \in H} R_{ER\text{M}}(h) \]

where \( R_{ER\text{M}}(h) = \mathbb{E}_{x \sim D}[\mathbb{I}(h(x) \neq y)] \). This classifier performs poorly in a setting with strategic adaptation, since the model is deployed on a population with a different distribution over \( X \) (as decision subjects alter their features) and \( y \) (as changes in features may alter true outcomes).

Existing approaches in strategic classification tackle these issues by training a classifier that is robust to all adaptation. This approach treats all adaptation as undesirable, and seeks to maximize accuracy by discouraging it entirely. Formally, they train a classifier that minimizes the strategic risk:

\[ h^*_{SC} \in \arg \min_{h \in H} R_{SC}(h) \]

where \( R_{SC}(h) = \mathbb{E}_{x \sim D}[\mathbb{I}(h(x) \neq y)] \), and \( x_* = \Delta(x, h; c) \) denotes the features of a decision subject after adaptation. However, this classifier still has suboptimal accuracy because \( y \) changes as a result of the adaptation in \( x \). Further, this design choice misses the opportunity to encourage a profile \( x \) to truly improve to change their \( y \).

### 2.3 CA risk: minimizing error while encouraging constructive adaptation

In many applications, model designers are better off when decision subjects adapt their features in a way that yields a specific true outcome, such as \( y = +1 \). Consider a typical lending application where a model is used to predict whether a customer will repay a loan. In this case, a model designer benefits from \( y = +1 \), as this means that a borrower will repay their loan.

To help explain our proposed approach, we assume that we can write \( x = [x_I \mid x_M \mid x_M] \) where \( x_I \), \( x_M \), and \( x_M \) denote the following categories of features:

- **Immutable** features \( x_M \), which cannot be altered (e.g. race, age).
- **Improvable** features \( x_I \), which can be altered in a way that will either increase or decrease the true outcome (e.g. education level, which can be increased to improve the probability of repayment).
- **Manipulable** features \( x_M \), which can be altered without changing the true outcome (e.g. social media presence, which can be used as a proxy for influence). Notice that it is the change in these features that is undesirable; the features themselves may still be useful for prediction.

There may also be features that can be altered but whose effect is unknown. In this work, we treat them as manipulable features.

We also use \( x_A = [x_I \mid x_M] \) to denote the actionable features, and \( d_A \) to denote its dimension.

Note that the question of how to decide which features are of which type is beyond the scope of the present work; however, this is the topic of intense study in the causal inference literature [13].

Analogously, we define the following variants of the best response function \( \Delta \):

- \( x'_* = \Delta_I(x, h; c) \): the improving best response, which involves an adaptation that only alters improvable features.
- \( x'_M = \Delta_M(x, h; c) \): the manipulating best response, which involves an adaptation that only alters manipulable features.

Note that in reality, a decision subject can still alter both types of features, which means that they will perform \( \Delta(x, h; c) \), unless the model designer explicitly forbids changing certain features. However, it still worth distinguishing different types of best responses when the model designer designs the classifier: we can think of the improving best response \( \Delta_I \) as the best possible adaptation which only consists of honest improvement, while the manipulating best response \( \Delta_M \) is the worst possible adaptation that consists of pure manipulation. The model designer would like to design a classifier such that for the decision subjects, \( \Delta(x, h; c) \) appears to be close to \( \Delta_I(x, h; c) \).

We train a classifier that balances between robustness to manipulation and incentivizing improvement:

\[ h^*_CA = \arg \min_{h \in H} [R_M(h) + \lambda \cdot R_I(h)] \]

(1)
The first term, \( R_M(h) = \mathbb{E}_{x \sim D} \left[ \mathbb{I}(h(x_s^i) \neq y) \right] \), is the manipulation risk, which penalizes pure manipulation. The second term, \( R_I(h) = \mathbb{E}_{x \sim D} \left[ \mathbb{I}(h(x_s^i) = +1) \right] \), is the improvement risk, which rewards decision subjects for playing their improving best response. The parameter \( \lambda > 0 \) trades off between these competing objectives. Setting \( \lambda \rightarrow 0 \) results in an objective that simply discourages manipulation, whereas increasing \( \lambda \rightarrow \infty \) yields a trivial classifier that always predicts +1.

The two terms in the objective function can also be viewed as proxies for other familiar notions. In Section 3.1, we show that under reasonable conditions, the following hold:

- The first term, \( R_M(h) \), is an upper bound on \( R_{SC}(h) \). Thus minimizing the manipulation risk also minimizes the traditional strategic risk.
- A decrease in the second term, \( R_I(h) \), reflects an increase in \( \Pr(y(x_s^i) = +1) \). Thus improvement in the prediction outcome aligns with improvement in the true qualification.

### 3 Decision subjects’ best response

In this section, we characterize the decision subjects’ best response function. Proofs for all results are included in Appendix B.

#### 3.1 Setup

We restrict our analysis to the setting in which a model designer trains a linear classifier \( h(x) = \text{sign}(w^T x) \), where \( w = [w_0, w_1, \ldots, w_d] \in \mathbb{R}^{d+1} \) denotes a vector of \( d + 1 \) weights.

We capture the cost of altering \( x \) to \( x' \) through the Mahalanobis norm of the changes \( c(x, x') = \sqrt{(x_A - x_{A}^i)^\top S^{-1} (x_A - x_{A}^i)} \). Here, \( S^{-1} \in \mathbb{R}^{dA} \times \mathbb{R}^{dA} \) is a symmetric cost covariance matrix in which \( S^{-1}_{j,k} \) represents the cost of altering features \( j \) and \( k \) simultaneously. To ensure that \( c(\cdot) \) is a valid norm, we require \( S^{-1} \) to be positive definite, meaning \( x_A^\top S^{-1} x_A > 0 \) for all \( x_A \neq 0 \in \mathbb{R}^{dA} \). Additionally, to prevent correlations between improvable and manipulable features, we assume \( S^{-1} \) is a diagonal block matrix of the form

\[
S^{-1} = \begin{bmatrix}
S_1^{-1} & 0 \\
0 & S_M^{-1}
\end{bmatrix}, \quad \text{which also implies} \quad S = \begin{bmatrix}
S_1 & 0 \\
0 & S_M
\end{bmatrix}
\] (2)

Otherwise, we allow the cost matrix to contain non-zero elements on non-diagonal entries. This means that our results hold even when there are interaction effects when altering multiple features. This generalizes prior work on strategic classification in which the cost is based on the \( \ell_2 \) norm of the changes, which is tantamount to setting \( S^{-1} = I \), and therefore assumes the change in each feature contributes independently to the overall cost [see e.g., 1, 2].

#### 3.2 Decision subject’s best response model

Given the assumptions of Section 3.1, we can define and analyze the decision subjects’ best response. We start by defining the decision subject’s payoff function. Given a classifier \( h \), a decision subject who alters their features from \( x \) to \( x' \) derives total utility

\[
U(x, x') = h(x') - c(x, x')
\]

Naturally, a decision subject tries to maximize their utility; that is, they play their best response:

**Definition 3.1 (F-Best Response Function).** Let \( F \in \{L, M, A\} \), and let \( \mathcal{X}_F(x) \) denote the set of vectors that differ from \( x \) only in features of type \( F \). Let \( \Delta_F: \mathcal{X} \rightarrow \mathcal{X} \) denote the F-best response of a decision subject with features \( x \) to \( h \), defined as:

\[
\Delta_F(x) = \arg \max_{x' \in \mathcal{X}_F(x)} U(x, x')
\]

\(1\)Since immutable features \( x_{IM} \) cannot be altered, the cost function involves only the actionable features \( x_A \).
We prove the following theorem characterizing the decision subject’s different best responses:

**Theorem 1**

We prove the following theorem characterizing the decision subject’s different best responses:

**Example:** When \( F = M \), \( x_F = x_M \) and \( x_{A \setminus F} = [x_I | x_{IM}] \). After reordering features, we get the following closed-form expression for the manipulating best response:

\[
\Delta_M(x) = \begin{cases} 
[x_I | x_M - \frac{w^T x}{\sqrt{\Omega_x}} S_M u_M | x_{IM}] & \text{if } \frac{|w^T x|}{\sqrt{\Omega_x}} \leq 2 \\
x, & \text{otherwise}
\end{cases}
\]

with corresponding cost

\[
c(x, \Delta_M(x)) = \begin{cases} 
\frac{|w^T x|}{\sqrt{\Omega_x}}, & \text{if } \frac{|w^T x|}{\sqrt{\Omega_x}} \leq 2 \\
0, & \text{otherwise}
\end{cases}
\]

**3.3 Discussion**

In Proposition 1 we demonstrate a basic limitation for the model designer: if the classifier uses any manipulable features as predictors, then decision subjects will find a way to exploit them. Hence the only way to avoid any possibility of manipulation is to train a classifier without such features.

**Proposition 1** (Preventing Manipulation is Hard). Suppose there exists a manipulated feature \( x_{m}^{(m)} \) whose weight in the classifier \( w_{A}^{(m)} \) is nonzero. Then for almost every \( x \in \mathcal{X}, \Delta_{A}(x) \neq x_{m}^{(m)} \).

Next, we show that the unconstrained best response \( \Delta(x) \) dominates the improving best response \( \Delta_{I}(x) \), thus highlighting the difficulty of inducing decision subjects to change only their improvable features when they are also allowed to change manipulable features.

**Proposition 2** (Unconstrained Best Response Dominates Improving Best Response). Suppose there exists a manipulable feature \( x_{m}^{(m)} \) whose weight in the classifier \( w_{A}^{(m)} \) is nonzero. Then, if a decision subject can flip her decision by playing the improving best response, she can also do so by playing the unconstrained best response. The converse is not true: there exist decision subjects who can flip their predictions through their unconstrained best response but not their improving best response.

Next, we show how correlations between features affect the cost of adaptation. This can be demonstrated by looking at any cost matrix and adding a small nonzero quantity \( \tau \) to some \( i, j \)-th and \( j, i \)-th entries. Such a perturbation can reduce every decision subject’s best-response cost:
**Proposition 3** (Correlations between Features May Reduce Cost). For any cost matrix $S^{-1}$ and any nontrivial classifier $h$, there exist indices $k, \ell \in [d_A]$ and $\tau \in \mathbb{R}$ such that every feature vector $x$ has lower best-response cost under the cost matrix $S^{-1}$, given by

$$S^{-1}_{ij} = S^{-1}_{ji} = \begin{cases} S^{-1}_{ij} + \tau, & \text{if } i = k, j = \ell \\ S^{-1}_{ij}, & \text{otherwise} \end{cases}$$

than under $S^{-1}$; that is, $c_S^{-1}(x, \Delta) < c_{S^{-1}}(x, \Delta)$ for all $x$.

In many applications, decision subjects may incur different costs for modifying their features, resulting in disparities in prediction outcomes [see 22 for a discussion]. To formalize this phenomenon, suppose $\Phi$ and $\Psi$ are two groups whose costs of changing improvable features are identical, but members of $\Phi$ incur higher costs for changing manipulable features. Let $\phi \in \Phi$ and $\psi \in \Psi$ be two people from these groups who share the same profile, i.e. $x_\phi = x_\psi$. We show the following:

**Proposition 4** (Cost Disparities between Subgroups). Suppose there exists a manipulated feature $x^{(m)}$ whose corresponding weight in the classifier $w_A^{(m)}$ is nonzero. Then if decision subjects are allowed to modify any features, $\phi$ must pay a higher cost than $\psi$ to flip their classification decision.

Proposition 4 highlights the importance for a model designer to account for these differences when serving a population with heterogeneous subgroups.

## 4 Constructive adaptation risk minimization

In this section we analyze the training objective for the model designer, formulating it as an empirical risk minimization (ERM) problem. Any omitted details can be found in Appendix D.

### 4.1 The model designer’s program

The model designer’s goal is to publish a classifier $h$ that our prediction outcome aligns with improvement in the true qualification. Interpreting the objective.

Recall from Section 2.3 that the model designer’s optimization program is as follows:

$$\min_{h \in \mathcal{H}} \mathbb{E}_{x \sim D} \left[ \mathbb{I}(h(x^m) \neq y) \right] + \lambda \mathbb{E}_{x \sim D} \left[ \mathbb{I}(h(x^s) \neq +1) \right]$$

s.t. $x^m$ in Eq. (4), $x^s$ in Eq. (5)

### 4.2 Interpreting the objective.

The two terms in the objective function can be viewed as proxies for two other familiar objectives. The first term, $\mathbb{E}_{x \sim D} \left[ \mathbb{I}(h(x^m) \neq y) \right]$, directly penalizes pure manipulation. But as the following proposition suggests, minimizing this term also minimizes the traditional strategic risk when the true qualification does not change:

**Proposition 5.** Assume that the manipulating best response is more likely to result in a positive prediction than the unconstrained best response, given that the true labels do not change. Then

$$\mathbb{E}_{x \sim D} \left[ \mathbb{I}[h(x^m) \neq y] \mid \Delta(y) = y \right] \leq \mathbb{E}_{x \sim D} \left[ \mathbb{I}(h(x_s) \neq y) \right].$$

The second term, $\mathbb{E}_{x \sim D} \left[ \mathbb{I}(h(x^s) \neq +1) \right]$, explicitly rewards decision subjects for playing their improving best response (closely related to the notion of recourse). Of course, without positing a causal graph, we cannot know when $\Delta(Y) = +1$; however, in the setting of covariate shift, in which the distribution of $X$ may change but not the conditional label distribution $Pr(Y|X)$, we can show that an increase in $Pr(h(X) = +1)$ reflects an increase in $Pr(Y = +1)$. This gives formal evidence that our prediction outcome aligns with improvement in the true qualification.
Proposition 6. Let $D^*$ be the new distribution after decision subject’s best response. Denote $\omega_h(x) = \frac{\Pr[h(x)=+1]}{\Pr[h(x)=-1]}$ denote the amount of adaptation induced at feature vector $x$. Suppose $y(X)$ and $h(X)$ are both positively correlated with $\omega_h(X)$, and that $\Pr(Y|X)$ is the same before and after adaptation (the covariate shift assumption). Then the following are equivalent:

$$\Pr[h(x^*_i) = +1] > \Pr[h(x) = +1] \iff \Pr[y(x^*_i) = +1] > \Pr[y(x) = +1].$$

Proofs of Propositions 5 and 6 can be found in Appendix D.1 and D.2.

4.2 Making the program tractable

By substituting in the closed-form best responses for the decision subjects and making further mathematical steps (see Appendix D.3 for details), we can turn the model designer’s constrained optimization problem in (4) into the following unconstrained problem:

$$\min_{w \in \mathbb{R}^{d+1}} \mathbb{E}_{x \sim D} \left[ - \left( 2 \cdot \mathbb{I} [w^T x \geq -2\sqrt{\Omega}] - 1 \right) \cdot y - 2\lambda \cdot \mathbb{I} [w^T x \geq -2\sqrt{\Omega}] \right]$$

(7)

The optimization problem in (7) is intractable since both the objective and the constraints are non-convex. To overcome this difficulty, we train our classifier by replacing the 0-1 loss function with a convex surrogate loss $\sigma(x) = \log \left( \frac{1}{1+e^{-x}} \right)$. This results in the following ERM problem:

$$\tilde{R}_D^*(h, \lambda) = \min_{w \in \mathbb{R}^{d+1}} \frac{1}{n} \sum_{i=1}^{n} \left[ - \sigma \left( y_i \cdot (w^T \cdot x_i + 2\sqrt{\Omega}) \right) - \lambda \cdot \sigma(w^T \cdot x_i + 2\sqrt{\Omega}) \right]$$

(8)

Directionally Actionable Features. An additional challenge arises when some features can be changed in either a positive or negative direction, but not both (e.g. has_phd can only go from false to true). In Appendix D.4 we show how to augment the above objective to enforce such constraints.

5 Experiments

In this section, we present empirical results to benchmark our method on synthetic and real-world datasets. We test the effectiveness of our approach in terms of its ability to incentivize improvement (or disincentivize manipulation) and compare its performance with other standard approaches. Our submission includes all datasets, scripts, and source code used to reproduce the results in this section.

Table 1: Performance metrics for different specifications (Spec) in which features may be misspecified: ST denotes Static, DF denotes DropFeatures, MP denotes ManipulationProof, and CA denotes our method. For each method, we report test error, deployment error, and improvement rate. In Full, the model designer has full knowledge of the causal DAG. In Mis. I, $M_1$ is mistaken for an improvable feature. In Mis. II, the improvable feature $X_1$ is miscategorized as manipulable.

| Spec. | Metrics | ST | DF | MP | CA |
|-------|---------|----|----|----|----|
| Full  | test error | 10.29 | 28.00 | 11.91 | 10.19 |
|       | deployment error | 35.79 | 35.15 | 24.10 | 20.61 |
|       | improvement rate | 11.54 | 13.13 | 14.63 | 21.49 |
| Mis. I | test error | 11.39 | 10.52 | 11.26 | 11.04 |
|       | deployment error | 37.33 | 10.83 | 19.79 | 25.30 |
|       | improvement rate | 37.23 | 59.74 | 0.62 | 23.04 |
| Mis. II | test error | 10.58 | 55.77 | 29.52 | 10.80 |
|       | deployment error | 12.37 | 41.51 | 27.68 | 23.58 |
|       | improvement rate | 1.12 | 5.74 | 3.36 | 19.82 |

5.1 Setup

Datasets. We consider five datasets: toy, a synthetic dataset based on the causal DAG in Fig. 1; credit, a dataset for predicting whether an individual will default on an upcoming credit payment; adult, a census-based dataset for predicting adult annual incomes; german, a dataset...
to assess credit risk in loans; and spanbase, a dataset for email spam detection. The last three are from the UCI ML Repository [32]. We provide a detailed description of each dataset along with a partitioning of features in Table 3 in the Appendix. We assume the cost of manipulation is lower than that of improvement, and that there are no correlations within the two types of adaptation; specifically, we use cost matrices $S_1^{-1} = I$ and $S_M^{-1} = 0.2I$. In our context, all we require is the knowledge that $X_1, X_2$ are the factors that causally affect $Y$, rather than complete knowledge of the DAG.

**Methods.** We fit linear classifiers for each dataset using the following methods:

- **Static**: a classifier trained using $\ell_2$-logistic regression without accounting for strategic adaptation.
- **DropFeatures**: a classifier trained using $\ell_2$-logistic regression without any manipulated features.
- **ManipulationProof**: a classifier that considers the agent’s unconstrained best response during training, as typically done in the strategic classification literature [1].
- **OurMethod**: a linear logistic regression classifier that results from solving the optimization program in Eq. (9) using the BFGS algorithm [33]. This model represents our approach.

**Evaluation Criteria.** We run each method with 5-fold cross-validation and report the mean and standard deviation for each classifier on each of the following metrics:

- **Test Error**: the error of a classifier after training but before decision subjects’ adaptations, i.e. $\mathbb{E}_{(x,y)\sim \mathcal{D}}[h(x) \neq y]$.
- **(Worst-Case) Deployment Error**: the test error of a classifier after decision subjects play their manipulating best response, i.e. $\mathbb{E}_{(x,y)\sim \mathcal{D}}[h(x^M) \neq y]$.
- **(Best-Case) Improvement Rate**: the percent of improvement, defined as the proportion of the population who originally would be rejected but are accepted if they perform constructive adaptation (improving best response), i.e. $\mathbb{E}_{(x,y)\sim \mathcal{D}}[h(x^*) = +1 \mid y(x) = -1]$.

### 5.2 Controlled experiments on synthetic dataset

We perform controlled experiments using a synthetic toy dataset to test the effectiveness of our model in incentivizing improvement in various situations. As shown in Fig. [1], we set $Z_1$ and $Z_2$ as improvable features, $X_1$ and $X_2$ as their corresponding noisy proxies, $M_1$ and $M_2$ as manipulable features, and $Y$ as the true outcome. Since we have full knowledge of this DAG structure, we can observe the changes in the true outcome after the decision subject’s best response. As shown in Table 4, our method achieves the lowest deployment error (20.11%) and improvement rate (23.04%) when the model designer has full knowledge of the causal graph.

We also run experiments in which some features are misspecified, simulating realistic scenarios in which the model designer may not be able to observe all the improvable features or makes one type of feature for another. We model these situations by changing $M_1$ into an improvable feature and $X_1$ into a manipulable feature; the results, shown in Table 4, show that our classifier maintains a relatively high improvement rate in these cases, without sacrificing much deployment accuracy.

### 5.3 Results

We summarize the performance of each method in Table 2. Here are some key takeaways:

- Our method produces classifiers that achieve almost the highest deployment accuracy while providing the highest percentage of improvement across all four datasets.
- The static classifier, which does not account for adaptations, is vulnerable to strategic manipulation and consequently has the highest deployment error on every dataset.
- Naively cutting off the manipulated features may harm the accuracy at test time – DropFeatures incurs high test errors on Adult (33.55%) and German (36.10%).
- The strategic classifier ManipulationProof induces the lowest improvement rates on the Credit (25.26%) and German (29.10%) datasets.
Table 2: Performance metrics (mean ± standard deviation) for all methods on 4 data sets. ST indicates Static, DF indicates DropFeatures, MP indicates ManipulationProof, and CA indicates our method.

| Dataset | Metrics      | ST         | DF         | MP         | CA         |
|---------|--------------|------------|------------|------------|------------|
|         | test error   | 29.52 ± 0.37 | 29.66 ± 0.40 | 29.86 ± 0.52 | 29.60 ± 0.44 |
|         | deployment error | 34.69 ± 3.23 | 36.66 ± 0.40 | 36.85 ± 1.59 | 29.41 ± 0.39 |
|         | improvement rate | 43.70 ± 2.04 | 40.82 ± 2.81 | 43.62 ± 0.41 | 55.50 ± 0.03 |
| credit  | test error   | 23.05 ± 0.47 | 33.55 ± 0.73 | 24.94 ± 0.52 | 27.22 ± 0.65 |
|         | deployment error | 49.15 ± 7.36 | 43.55 ± 0.73 | 28.62 ± 1.39 | 28.98 ± 0.68 |
|         | improvement rate | 26.04 ± 2.93 | 61.68 ± 19.12 | 31.93 ± 4.13 | 52.07 ± 6.04 |
| adult   | test error   | 30.85 ± 0.82 | 36.10 ± 1.97 | 33.25 ± 1.44 | 34.70 ± 2.15 |
|         | deployment error | 39.30 ± 4.74 | 36.10 ± 1.97 | 37.10 ± 3.70 | 34.15 ± 2.64 |
|         | improvement rate | 31.70 ± 5.94 | 34.00 ± 9.87 | 29.10 ± 2.85 | 53.00 ± 7.81 |
| german  | test error   | 7.11 ± 0.52  | 10.18 ± 0.45 | 11.52 ± 0.12 | 14.37 ± 0.24 |
|         | deployment error | 38.88 ± 11.37 | 10.18 ± 0.45 | 16.07 ± 2.12 | 14.70 ± 0.46 |
|         | improvement rate | 27.50 ± 11.24 | 16.88 ± 11.33 | 19.22 ± 6.04 | 39.84 ± 8.61 |
| spambase| test error   | 8.00 ± 0.04  | 10.18 ± 0.45 | 11.52 ± 0.12 | 14.37 ± 0.24 |
|         | deployment error | 38.88 ± 11.37 | 10.18 ± 0.45 | 16.07 ± 2.12 | 14.70 ± 0.46 |
|         | improvement rate | 27.50 ± 11.24 | 16.88 ± 11.33 | 19.22 ± 6.04 | 39.84 ± 8.61 |

5.4 Effect of trade-off parameter \( \lambda \)

Fig. 2 shows the performance of linear classifiers for different values of \( \lambda \) on four real datasets. Note that, since the objective function is non-convex, the trends for test error at deployment are not necessarily monotonic. In general, we observe a trade-off between the improvement rate and deployment error: both increase as \( \lambda \) increases from 0.01 to 10 in all four datasets.

![Figure 2: Trade-off between test error at deployment and improvement rate.](image)

6 Conclusion remarks

In this work, we study how to train a linear classifier that encourages constructive adaption. We characterize the equilibrium behavior of both the decision subjects and the model designer, and prove other formal statements about the possibilities and limits of constructive adaptation. Finally, our empirical evaluations demonstrate that classifiers trained via our method achieve favorable trade-offs between predictive accuracy and inducing constructive behavior.

Our work has several limitations:

1. We assume the published classifier is linear; indeed, this is ultimately what allows for a closed-form best response (Theorem 1) even with a relatively general cost function. However, this is clearly not true of many models actually in deployment.

2. In order to focus on the strategic aspects of constructive adaptation, we assume that the feature taxonomy is simply given; however, distinguishing improvable features from non-improvable features is an interesting question in its own right, and has been shown to be reducible to a nontrivial causal inference problem [13].

3. Our formulation of the classification setting as a two-step process gives decision subjects only one chance to adapt their features. We suspect that extending this formalism to more rounds may create more opportunities for constructive behavior in the long term, especially for agents who cannot improve their true qualification in one round.
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