ON THE HOPF (CO)CENTER OF A HOPF ALGEBRA
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Abstract. The notion of Hopf center and Hopf cocenter of a Hopf algebra is investigated by the extension theory of Hopf algebras. We prove that each of them yields an exact sequence of Hopf algebras. Moreover the exact sequences are shown to satisfy the faithful (co)flatness condition. Hopf center and cocenter are computed for $U_q(g)$ and the Hopf algebra $\text{Pol}(G_q)$, where $G_q$ is the Drinfeld-Jimbo quantization of a compact semisimple simply connected Lie group $G$ and $g$ is a simple complex Lie algebra.

Introduction

A Hopf algebra is a mathematical object possessing a rich inherent symmetry, expressed by the compatible algebra and coalgebra structures together with the antipode, which flips around these structures to their opposite counterparts. Hopf algebras were discovered in the context of algebraic topology \[14\] being applied then in the theory of algebraic groups, combinatorics, computer science, Galois theory and knot theory. In the quantum group incarnation they appear in noncommutative geometry and free probability. The theory of Hopf algebras is studied and developed not only as an effective tool applied elsewhere but also due to the richness of their abstract theory, see e.g. \[20\].

One of the major factor stimulating the development of the Hopf algebra theory is its strong link with group theory. In this paper we shall walk along the mathematical path beginning at the very initial level of group theory, while one discusses the notion of a group’s center, and proceeding to the world of Hopf algebras, getting to the intriguing area where the extension theory of Hopf algebras together with the concept of faithful flatness dominates the landscape. In our journey we shall experience not only the conceptual entertainment but we shall also compute the classes of motivating and instructive examples.

Let $G$ be a group. The center of $G$

$$Z(G) = \{ s \in G : \forall t \in G \; st = ts \}$$

is a subgroup of $G$ which is normal: for all $t \in G$ and $s \in Z(G)$ we have $tst^{-1} = s \in Z(G)$. In particular the quotient space $G/Z(G)$ is equipped with the group structure such that the quotient map $\pi : G \to G/Z(G)$ is a surjective group homomorphism. Then $\ker \pi = Z(G)$ and we have the short exact sequence in the category of groups

$$\{e\} \to Z(G) \to G \to G/Z(G) \to \{e\} \quad (0.1)$$

Let $k$ be a field. A finite group $G$ yields a pair of Hopf algebra triples

- the group algebras triple: $k[Z(G)], k[G], k[G/Z(G)]$
- the $k$-valued functions triple $k(G/Z(G)), k(G), k(Z(G))$
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which are expected to be incorporated into the pair of Hopf algebras exact sequences. The concept of exact sequences in the category of Hopf algebras was introduced in [2], and indeed applied in our case gives rise to exact sequences

\[
k \to k[Z(G)] \to k[G] \to k[G/Z(G)] \to k
\]
\[
k \to k(G/Z(G)) \to k(G) \to k(G) \to 0.
\] (0.2)

Dropping the group context in our example and emphasizing the Hopf context, we would be led to the idea of Hopf center and cocenter. It was first (partially) discussed in [1] where an arbitrary Hopf algebra \(A\) was assigned with the left and right counterparts of (0.2)

\[
k \to HZ(A) \to \Lambda
\]
\[
A \to HC(A) \to k
\] (0.3)

The main subject of our paper concerns the corresponding right and left missing parts of the exact sequences. We show the exact sequences

\[
k \to HZ(A) \to A \to B \to k
\]
\[
k \to C \to A \to HC(A) \to k
\] (0.4)

indeed exist, providing also certain accurate and/or approximate description of the exact sequences ingredients. Our results treat also the faithful (co)flatness issue, i.e. we show that \(A\) is always faithfully flat over \(HZ(A) \to A\) and faithfully coflat over \(A \to HC(A)\). This makes the exact sequences (0.4) particularly nice.

Passing to the examples we compute (co)centers of the quantized universal enveloping algebra \(U_q(g)\) and the quantized Hopf algebra \(Pol(G_q)\) of function on \(G_q\), the Drinfeld-Jimbo quantization of a compact semisimple simply connected Lie group \(G\) with Lie algebra \(g\).

Acknowledgements. We would like to thank the anonymous referee for many valuable suggestions on improving the initial draft.

1. Preliminaries

Throughout, we work over an algebraically closed field \(k\).

Our main references for the general theory of Hopf algebras are [20, 23]. For a Hopf algebra \(A\) over \(k\) we denote \(\Delta, \varepsilon, S\) respectively comultiplication counit and antipode of \(A\). In order to distinguish coproducts of different Hopf algebras we shall write \(\Delta^A\) and similarly \(S^A\) and \(\varepsilon^A\) for antipode and counit respectively. The kernel of counit will be denoted \(A^+\) and for \(B \subset A\) we write \(B^+ = B \cap A^+\). The Sweedler notation \(\Delta(x) = x(1) \otimes x(2), x \in A\) will be freely used when convenient. The center of the algebra \(A\) will be denoted \(Z(A)\).

The fact that we are working over an algebraically closed field ensures that the simple coalgebras are exactly those dual to matrix algebras \(M_n(k)\); we refer to such an object as a matrix coalgebra. The coradical of a coalgebra (i.e. the sum of its simple subcoalgebras; see [23, Section 9.0]) is a direct sum of matrix subcoalgebras. In particular, a cosemisimple cocommutative coalgebra will automatically be a group coalgebra; this remark is dual to the fact that the only semisimple commutative algebras over \(k\) are the finite products of copies of \(k\).

The monoidal category of right \(A\)-comodules is denoted by \(\mathcal{M}^A\), while the full subcategory of finite dimensional comodules will be denoted by \(\mathcal{M}^A_f\). Similarly, the category of left comodules and the full subcategory of finite dimensional left comodules will be denoted by \(\mathcal{A}\mathcal{M}\) and \(\mathcal{A}\mathcal{M}_f\) respectively. We will work mostly with right comodules.
Recall that a monoidal category is left rigid if for every object \( x \) there is an object \( x^* \) (the left dual of \( x \)) with morphisms \( \text{ev} : x^* \otimes x \to 1 \) and \( \text{coev} : 1 \to x \otimes x^* \) (where \( 1 \) is the monoidal unit) so that both

\[
\begin{array}{ccc}
    \text{coev} \otimes \text{id} & \xrightarrow{} & x \otimes x^* \otimes x \\
    x & \xrightarrow{} & \text{id} \otimes \text{ev} \\
\end{array}
\]

and

\[
\begin{array}{ccc}
    \text{id} \otimes \text{coev} & \xrightarrow{} & x^* \otimes x \otimes x^* \\
    x^* & \xrightarrow{} & \text{ev} \otimes \text{id} \\
\end{array}
\]

commute.

Similarly, a monoidal category is right rigid if for every object \( x \) there is an object \( ^*x \) (its right dual) with morphisms \( \text{ev} : x \otimes ^*x \to 1 \) and \( \text{coev} : 1 \to ^*x \otimes x \) that make \( x \) a left dual to \( ^*x \).

For any Hopf algebra \( A \) the category \( M^A \) is left rigid: for a finite comodule \( V \) the antipode \( S \) can be used to put the comodule structure \( f \mapsto \text{ev}(f(0)) \otimes \text{ev}(f(1)) \) such that

\[
f(0)(v)f(1) = f(v(0))S(v(1)), \quad \forall v \in V, \quad f \in V^*, \quad (1.1)
\]

where \( v \mapsto v(0) \otimes v(1) \) is our version of Sweedler notation for right comodule structures. This comodule structure is such that the usual evaluation \( V^* \otimes V \to k \) and dual basis coevaluation map \( k \to V \otimes V^* \) are comodule morphisms.

We can also make \( M^A \) into a right rigid monoidal category, but we need \( A \) to have bijective antipode: the procedure is the same as above, except that the inverse of the antipode is used instead of \( S \) in (1.1).

The adjoint action \( \text{Ad} : A \to \text{End}(A) \) of a Hopf algebra on itself is \( \text{Ad}_xy = x(1)yS(x(2)) \). The map \( \text{Ad} : A \to \text{End}(A) \) is an algebra homomorphism

\[\text{Ad}_{xy} = \text{Ad}_x \text{Ad}_y\]

satisfying the Leibniz rule

\[\text{Ad}_x(yz) = \text{Ad}_{x(1)}(y)\text{Ad}_{x(2)}(z)\]

and

\[\Delta(\text{Ad}_x(y)) = x(1)y(1)S(x(4)) \otimes \text{Ad}_{x(3)}(y(2))\]

(1.2)

It is known that

\[\mathcal{Z}(A) = \{ x \in A : \text{Ad}_y(x) = \varepsilon(y)x \text{ for all } y \in A \}\]

(1.3)

For the proofs of the claims in the present paragraph see e.g. [15, Section 1.3].

The adjoint coaction \( \text{ad} : A \to A \otimes A \) is

\[\text{ad}(x) = x(2) \otimes S(x(1))x(3)\]

(1.4)

Then \( \text{ad} \) is a linear map satisfying [1, 2.3.1-2.3.3]. Moreover

\[(\text{ad} \otimes \text{id})(\text{ad}(x)) = x(3) \otimes S(x(2))x(4) \otimes S(x(1))x(5) = (\text{id} \otimes \Delta)(\text{ad}(x))\]

(1.5)

for all \( x \in A \).

We recall the definition of exact sequence of Hopf algebras following [2].
Definition 1.1. Consider a sequence of morphisms of Hopf algebras
\[ k \rightarrow A \overset{\iota}{\rightarrow} C \overset{\pi}{\rightarrow} B \rightarrow k \] \quad (1.6)
We say that (1.6) is exact if
1. \( \iota \) is injective;
2. \( \pi \) is surjective;
3. \( \ker \pi = C_\iota(A)^+ \);
4. \( \iota(A) = \{ x \in C : (\pi \otimes \text{id})\Delta(x) = 1 \otimes x \} \).

In the sequel we will make frequent use of the notions of faithfully (co)flat morphisms of Hopf algebras. For completeness we give the following definition.

Definition 1.2. A left module \( V \) over an algebra \( A \) is flat if the functor \( - \otimes_A V \) on right modules preserves monomorphisms (i.e. injections). \( V \) is faithfully flat if it is flat and \( - \otimes_A V \) is also faithful. Right-handed notions are defined analogously for right modules.

A morphism \( A \rightarrow B \) of algebras is left (right) (faithfully) flat if \( B \) is (faithfully) flat as a left (right) \( A \)-module.

A right comodule \( V \) over a coalgebra \( C \) is coflat if the cotensor product functor \( V \square_C - : \mathcal{CM} \rightarrow \text{Vect} \) (defined dually to the tensor product; see [7, § 10.1]) preserves epimorphisms (i.e. surjections). \( V \) is faithfully coflat if it is coflat and \( V \square_C - \) is also faithful. Once more, there are analogous left-handed notions for left comodules.

A coalgebra morphism \( C \rightarrow D \) is left (right) (faithfully) coflat if \( C \) is (faithfully) coflat as a left (right) \( D \)-comodule.

Remark 1.3. It is shown in [25] that a \( D \)-comodule is faithfully coflat if and only if it is an injective cogenerator, in the sense that it is injective and all indecomposable injective \( C \)-comodules appear as summands in \( D \).

In particular, if \( D \) is cosemisimple and \( C \rightarrow D \) is a surjective morphism of coalgebras then it is (left and right) faithfully coflat. Indeed, our assumptions ensure that all \( D \)-comodules are injective and the surjection \( C \rightarrow D \) splits. The conclusion then follows from the fact that \( D \) itself is an injective cogenerator in both \( M^D \) and \( D^M \) (this observation is dual to the fact that an algebra is a projective generator in its category of either left or right modules).

Remark 1.4. Suppose that the antipode \( S_C \) of \( C \) is bijective. Let \( A \xrightarrow{\iota} C \) be a faithfully flat morphism of Hopf algebras and suppose that \( \iota \) is ad-invariant, i.e. \( Ad_x(\iota(A)) \subset \iota(A) \) for all \( x \in C \). Then conditions (1),(2),(3) imply condition (4) of Definition 1.1. Conversely let \( C \xrightarrow{\pi} B \) be a faithfully coflat morphism of Hopf algebras and suppose that \( \pi \) is normal in the sense of [2, Definition 1.1.5], i.e.
\[ (\pi \otimes \text{id})\Delta(x) = 1 \otimes x \iff (\text{id} \otimes \pi)\Delta(x) = x \otimes 1 \]
for all \( x \in C \). Then conditions (1),(2),(4) imply condition (3) of Definition 1.1.

The leg numbering notation will be used throughout the paper, i.e. for \( x \in A \otimes A \) we define \( x_{12}, x_{13}, x_{23} \in A \otimes A \otimes A \), where e.g. \( x_{23} = 1 \otimes x \). We shall also write \( x_{21} \) for the flipped version of \( x_{12} \): if \( x = a \otimes b \) then \( x_{21} = b \otimes a \otimes 1 \) and similarly for \( x_{32}, x_{31} \). Leg numbering notation is also used for linear maps. If \( T : A \otimes A \rightarrow A \otimes A \) then \( \text{id} \otimes T : A \otimes A \otimes A \rightarrow A \otimes A \otimes A \) will be denoted by \( T_{23} \), etc. We warn the reader not to confuse the Sweedler notation where the bracketed indices are used, with the unbracketed leg numbering notation.
2. Hopf center

Let us begin with the following definition.

**Definition 2.1.** [1, Definition 2.2.3] Let $A$ be a Hopf algebra. The Hopf center $HZ(A)$ of $A$ is the largest Hopf subalgebra of $A$ contained in the center $Z(A)$.

Analyzing the reasoning which proceeds [1, Definition 2.2.3] we see that if $S$ is bijective then we have

$$HZ(A) = \{ x \in A : (id \otimes \Delta)(\Delta(x)) \in A \otimes Z(A) \otimes A \} \quad (2.1)$$

In what follows we shall give a slightly weaker condition for $x \in A$ to belong to $HZ(A)$.

In order to see the relation with [1, Section 2] let us note that applying $\varepsilon$ to the third leg of $(id \otimes \Delta)(\Delta(x)) \in A \otimes Z(A) \otimes A$ we get $\Delta(x) \in A \otimes Z(A)$. Let us emphasize that the invertibility assumption which enters the formulation of the next theorem can be dropped, by using the Tannakian description of the Hopf center which we shall give later. For a locally compact quantum group version of the following result see [16].

**Theorem 2.2.** Let $A$ be a Hopf algebra with bijective antipode. Let us define

$$M = \{ x \in A : \Delta(x) \in A \otimes Z(A) \}$$

Then $M = HZ(A)$.

**Proof.** Let us first note that if $x \in M$ then $x = (\varepsilon \otimes id)(\Delta(x)) \in Z(A)$ thus $M \subset Z(A)$. Let us show that

$$\Delta(M) \subset Z(A) \otimes Z(A) \quad (2.2)$$

Using (1.3) it is enough to show that for $y \in M$ we have

$$(Ad_x \otimes id)(\Delta(y)) = \varepsilon(x)\Delta(y)$$

for all $x \in A$. We compute

$$(Ad_x \otimes id)(\Delta(y)) = x_{(1)}y_{(1)}S(x_{(2)}) \otimes y_{(2)}$$

$$= x_{(1)}y_{(1)}S(x_{(3)}) \otimes \varepsilon(x_{(2)})y_{(2)}$$

$$= x_{(1)}y_{(1)}S(x_{(4)}) \otimes x_{(2)}y_{(2)}S(x_{(3)})$$

$$= \Delta(Ad_x(y))$$

$$= \Delta(\varepsilon(x)(y))$$

$$= \varepsilon(x)\Delta(y)$$

where in the third equality we used that $y_{(2)} \in Z(A)$; in the fourth equality we used (1.2); in the fifth equality we used $y \in Z(A)$.

Noting that for $x \in M$

$$(id \otimes \Delta)(\Delta(x)) = (\Delta \otimes id)(\Delta(x)) \in A \otimes A \otimes Z(A)$$

we get

$$\Delta(M) \subset A \otimes M \quad (2.3)$$

The invertibility of $S$ yields $S(Z(A)) = Z(A)$ thus for all $x \in M$ we get

$$\Delta(S(x)) = (S \otimes S)(\Delta^{op}(x)) \in S(Z(A)) \otimes S(Z(A)) = Z(A) \otimes Z(A)$$

Using (2.2) and the bijectivity of $S$ we conclude that $S(M) = M$. The $S$-invariance of $M$ together with (2.3) implies that $M$ is a Hopf subalgebra.
If \( N \subset Z(A) \) is a Hopf subalgebra then
\[
\Delta(N) \subset A \otimes Z(A)
\]
thus \( N \subset M \). This means that \( M \) is the largest Hopf subalgebra of \( A \), and hence coincides with \( \mathcal{H}Z(A) \).

**Lemma 2.3.** Let \( A \) be a Hopf algebra with bijective antipode. Then the center of \( A \) equals
\[
\mathcal{H}Z(A) = \{ x \in Z(A) : \Delta(x) \in Z(A) \otimes Z(A) \}
\]

**Proof.** Clearly if \( x \in Z(A) \) and \( \Delta(x) \in Z(A) \otimes Z(A) \) then using Theorem 2.2 we get \( x \in \mathcal{H}Z(A) \). Conversely if \( x \in \mathcal{H}Z(A) \) then \( x \in Z(A) \) and \( \Delta(x) \in Z(A) \otimes Z(A) \).

**Lemma 2.4.** Let \( A \) be a Hopf algebra with bijective antipode and \( V \) a right \( A \)-comodule with the corresponding map \( \rho : V \to V \otimes A \) satisfying
\[
\rho(V) \subset V \otimes Z(A)
\]
Then
\[
\rho(V) \subset V \otimes \mathcal{H}Z(A)
\]
In particular \( V \) can be viewed as a right \( \mathcal{H}Z(A) \)-comodule. The same holds for left comodules.

**Proof.** Let us note that
\[
(id \otimes \Delta)(\rho(V)) = (\rho \otimes id)(\rho(V)) \\
\subset (\rho \otimes id)(V \otimes Z(A)) \\
\subset V \otimes Z(A) \otimes Z(A)
\]
Using Lemma 2.3 we conclude that \( \rho(V) \subset V \otimes \mathcal{H}Z(A) \) and the rest is clear.

Let us note we have \( Ad_x(\mathcal{H}Z(A)) = \varepsilon(x) \mathcal{H}Z(A) \), thus the embedding \( \iota : \mathcal{H}Z(A) \to A \) is ad-invariant. Since \( \mathcal{H}Z(A) \) is commutative, we can use [4, Proposition 3.12] to conclude that \( \iota \) is a faithfully flat morphism. Using Remark 1.4 we get the following theorem.

**Theorem 2.5.** Let \( A \) be a Hopf algebra with bijective antipode. Then the embedding \( \iota : \mathcal{H}Z(A) \to A \) is faithfully flat and there exists a Hopf algebra \( B \) and a surjective morphism \( \pi : A \to B \) of Hopf algebras such that the following sequence of Hopf algebras is exact
\[
k \to \mathcal{H}Z(A) \to A \to B \to k
\]

2.1. **A Tannakian description of the Hopf center.** According to the general philosophy of Tannaka reconstruction (as presented e.g. in [21]), the inclusion \( \mathcal{H}Z(A) \subset A \) of Hopf algebras can be described completely by identifying the full inclusion \( \mathcal{M}_f^{\mathcal{H}Z(A)} \to \mathcal{M}_f^A \) of categories of finite-dimensional comodules. We refer to loc. cit. for background on Tannaka reconstruction for coalgebras, bialgebras and Hopf algebras.

The following discussion applies to bialgebras, so throughout §2.1 \( A \) will be a fixed but arbitrary bialgebra; when we require it to be a Hopf algebra (or Hopf algebra with bijective antipode) we will say so explicitly.

**Definition 2.6.** An \( A \)-comodule \( V \in \mathcal{M}_f^A \) is **central** if the flip map
\[
\tau : V \otimes W \to W \otimes V, \quad v \otimes w \mapsto w \otimes v
\]
is a comodule morphism for all \( W \in \mathcal{M}_f^A \).
Consider the full subcategory \( C \subseteq \mathcal{M}_A^f \) consisting of the central comodules. Before stating the next result, recall also the following definition from [21] (see Definition 2.2.10 therein); here, a subquotient of a comodule is a quotient of a subcomodule (or equivalently, a subco-module of a quotient comodule).

**Definition 2.7.** A full subcategory \( C \) of an abelian category \( D \) is **closed** if all subquotients in \( D \) of an object \( x \in C \) are again in \( C \).

**Lemma 2.8.**

(a) \( C \subseteq \mathcal{M}_A^f \) is a closed monoidal subcategory.

(b) If \( A \) is a Hopf algebra, then \( C \) is left rigid.

(c) If in addition the antipode of \( A \) is bijective, then \( C \) is both left and right rigid.

**Proof.** We leave part (a) to the reader, and instead focus on part (b). In other words, we will argue that if \( \mathcal{M}_A^f \) admits left duals \( \mathcal{V} \mapsto \mathcal{V}^* \), then \( C \) is closed under taking such duals. The argument for right duals in part (c) is completely analogous, so we will omit that as well.

To check (b), note first that for any \( \mathcal{V} \in C \) the left dual \( \mathcal{V}^* \) and the right dual \( \mathcal{V}^* \) are isomorphic through the canonical map. Now, the flip induces a natural isomorphism \( \mathcal{V} \otimes - \cong - \otimes \mathcal{V}^* \) of endofunctors of \( \mathcal{M}_A^f \), and hence also induces a natural isomorphism between their right adjoints,

\[
\mathcal{V} \otimes - \cong \mathcal{V}^* \otimes - \quad \text{and} \quad - \otimes \mathcal{V}^*
\]

respectively.

According to [21, Lemma 2.2.12] (or rather a monoidal version thereof), this implies that \( C \) is of the form \( \mathcal{M}_C^f \) for some sub-bialgebra \( C \subseteq A \). We will see below that in the case of Hopf algebras \( C \) is precisely the Hopf center discussed above. First, we need

**Lemma 2.9.** Let \( \mathcal{V} \in \mathcal{M}_A^f \). Then \( \mathcal{V} \in C \subseteq \mathcal{M}_f^A \) if and only if the coefficient coalgebra \( C(\mathcal{V}) \subset A \) of \( \mathcal{V} \) is contained in the center.

**Proof.** If the property from Definition 2.6 holds for a specific comodule \( \mathcal{W} \) we will say that \( \mathcal{V} \) commutes with \( \mathcal{W} \).

Let \( v_i \) and \( w_k \) be bases for \( \mathcal{V} \) and \( \mathcal{W} \) respectively, and denote their respective comodule structures by

\[
v_j \mapsto v_i \otimes a_{ij} \quad \text{and} \quad w_\ell \mapsto w_k \otimes b_{k\ell},
\]

where repeated indices indicate summation. Then, \( \mathcal{V} \) commutes with \( \mathcal{W} \) if and only if the diagram

\[
\begin{array}{ccc}
\mathcal{V} \otimes \mathcal{W} & \longrightarrow & \mathcal{V} \otimes \mathcal{W} \otimes A \\
\tau \downarrow & & \tau \otimes \text{id}_A \\
\mathcal{W} \otimes \mathcal{V} & \longrightarrow & \mathcal{W} \otimes \mathcal{V} \otimes A 
\end{array}
\]

is commutative (the horizontal arrows being the comodule structure maps of the two tensor products).

Applying the two paths (right-down and down-right) in (2.4) to the element \( v_j \otimes w_\ell \in \mathcal{V} \otimes \mathcal{W} \) and then reading off the coefficient of \( w_k \otimes v_i \in \mathcal{W} \otimes \mathcal{V} \), we see that this is equivalent to \( a_{ij} b_{k\ell} = b_{k\ell} a_{ij} \) for all possible index choices. In other words, all elements of the coefficient coalgebra \( C(\mathcal{V}) \) must commute with all elements of \( C(\mathcal{W}) \). The conclusion follows from the fact that as \( \mathcal{W} \) is allowed to range over all finite-dimensional comodules, the resulting \( C(\mathcal{W}) \) jointly span all of \( A \).
Consider now the sub-bialgebra $C$ which has $C \subseteq M_f^A$ as its comodule category. It is the linear span of the coefficients of its comodules, so it must be contained in the center $Z(A)$. On the other hand, any sub-bialgebra of $A$ contained in $Z(A)$ corresponds via Tannaka reconstruction to some closed monoidal subcategory of $M_f^A$ consisting of central comodules, which must then be contained in $C$. In conclusion, denoting again by $\mathcal{HZ}(A)$ the largest sub-bialgebra of $A$ contained in the center $Z(A)$ (for consistency, and also because we are mostly interested in Hopf algebras anyway) we get

**Theorem 2.10.** The inclusion $C \rightarrow M_f^A$ of the category of central comodules is equivalent to $M_{HZ}^f \subseteq M_f^A$, where $\mathcal{HZ} = \mathcal{HZ}(A)$ is the largest sub-bialgebra of $A$ contained in the center $Z$ of $A$.

Moreover, if $A$ is a Hopf algebra (or Hopf algebra with bijective antipode), then $\mathcal{HZ}$ is also the largest Hopf subalgebra (respectively Hopf subalgebra with bijective antipode) contained in $Z$.

Finally, we have the following alternative characterization of the Hopf subalgebra $\mathcal{HZ} \subseteq A$ from **Theorem 2.10**.

**Theorem 2.11.** Let $A$ be an arbitrary Hopf algebra. The largest Hopf subalgebra $\mathcal{HZ} \subseteq A$ contained in the center $Z$ of $A$ coincides with the set

$$M = \{x \in A : \Delta(x) \in Z \otimes A\}$$

**Proof.** Clearly, $\mathcal{HZ}$ is contained in $M$; the interesting inclusion is the opposite one.

Let $x \in M$. Since

$$((\Delta \otimes \text{id}) \circ \Delta)(x) = ((\text{id} \otimes \Delta) \circ \Delta)(x) \in Z \otimes A \otimes A,$$

we have $\Delta(x) \in M \otimes A$, and hence $M$ can be regarded as a right $A$-comodule. We can moreover check that $\Delta(M) \subseteq Z \otimes Z$ just as in the proof of **Theorem 2.2**; and hence the coefficients of $M$, as a right $A$-comodule, lie in $Z$. Let us emphasize that at this stage of the proof of **Theorem 2.2** we do not use invertibility of $S$.

It now follows from **Lemma 2.9** that $M$ is central and hence must be an $\mathcal{HZ}$-comodule. Finally, the conclusion follows by applying $\varepsilon \otimes \text{id}$ to $\Delta(x) \in M \otimes \mathcal{HZ}$ for $x \in M$. 

**Remark 2.12.** We could just as easily carried out the discussion for left comodules. Since the characterization of $\mathcal{HZ}$ as the largest sub-bialgebra contained in the center is blind to this distinction, we could have substituted $A \otimes Z$ for $Z \otimes A$ in **Theorem 2.11**. Thus, we can avoid antipode bijectivity in **Theorem 2.2**.

### 3. Hopf cocenter

In [1, Section 2] the following notion is considered:

**Definition 3.1.** Let $\pi : A \rightarrow B$ be a morphism of Hopf algebras. We say that $\pi$ is cocentral if

$$(\text{id} \otimes \pi) \circ \Delta = (\text{id} \otimes \pi) \circ \Delta^{op}$$

In [1, Lemma 2.3.7] it was proved that there exists a quotient Hopf algebra $\mathcal{HC}(A)$ of $A$ such that all cocentral morphisms from $A$ factor uniquely through $\mathcal{HC}(A)$; moreover, $\mathcal{HC}(A)$ is automatically cocommutative. Strictly speaking, in loc. cit. Hopf algebras are always
assumed to have bijective antipode. Nevertheless, the existence of $\mathcal{HC}(A)$ for arbitrary Hopf algebras follows from its existence for Hopf algebras with bijective antipode.

Indeed, note that a cocentral morphism $A \rightarrow B$ factors through the universal involutive quotient $\overline{A} = A/(S^2 - \text{id})$ of $A$. This means that the quotient $A \rightarrow \overline{A} \rightarrow \mathcal{HC}(\overline{A})$ has the universal property defining $\mathcal{HC}(A)$.

With this in place, we can now give

**Definition 3.2.** The cocenter $\mathcal{HC}(A)$ of a Hopf algebra $A$ is the quotient Hopf algebra $A \rightarrow \mathcal{HC}(A)$ that is universal among cocentral quotients of $A$. ♦

A similar concept for cosemisimple Hopf algebras with the assumption that $\mathcal{HC}(A)$ is cosemisimple was introduced in [11]. The following result shows that the two coincide when they both make sense.

**Theorem 3.3.** If $A$ is a cosemisimple Hopf algebra, then its cocenter $\mathcal{HC}(A)$ is a group algebra.

**Proof.** According to the proof of [10, Proposition 2.4], a Hopf algebra map $\pi : A \rightarrow B$ is cocentral if and only if for any functional $\varphi \in B^*$ the action of $\varphi$ induced by $\pi$ on any (right, say) $A$-comodule is an endomorphism in $\mathcal{M}^A$.

We can now continue as in the proof in loc. cit. When $A$ is cosemisimple the above condition is equivalent to saying that for every simple $A$-comodule $V$, the action

$$\triangleright : B^* \otimes V \rightarrow V$$

of $B^*$ on $V$ is of the form

$$\varphi \triangleright v = \varphi(g)v, \quad \forall \varphi \in B^*, \ v \in V$$

for some grouplike element $g \in B$.

If furthermore $A \rightarrow B$ is surjective (which is the case for $B = \mathcal{HC}(A)$), then $B$ will be generated by the grouplikes from (3.1). This proves the claim. ■

In [10] an interpretation was given in the cosemisimple case for the group whose group algebra $\mathcal{HC}(A)$ is. In order to adapt that discussion to the present, general setting, we need the following notions. First, we recall from [12, § 5.1] the concept of block in an abelian category (applied in our case to categories of comodules).

**Definition 3.4.** The **blocks** of an abelian category are the classes of the weakest equivalence relation on the set of indecomposable objects generated by the requiring that two objects are equivalent if there are non-zero morphisms between them. ♦

**Definition 3.5.** The **universal grading group** $\Gamma(A)$ of a Hopf algebra $A$ is the group with one generator $g_V$ for each simple $V \in \mathcal{M}^A$ subject to the following relations

1. $g_V$ only depends on the block of the category $\mathcal{M}^A$ of $A$-comodules that $V$ belongs to;
2. $g_k = 1$, where $k \in \mathcal{M}^A$ denotes the trivial comodule;
3. For simple $A$-comodules $V$ and $W$, the product $g_V g_W$ equals $g_X$ for any simple sub-quotient $X$ of $V \otimes W$.

**Remark 3.6.** Note that it follows from the definition that $g_V^{-1} = g_V^{-1}$, and similarly for the right dual $^*V$ when the antipode is bijective (the biejectivity of the antipode is necessary in order to define a coaction on $^*V$ that makes it into a right dual). ♦
Remark 3.7. The universal grading group is the chain group of \([5, 18]\).

We always have a Hopf algebra map \(A \to k\Gamma(A)\) from a Hopf algebra of its universal grading group: at the level of comodule categories, the corresponding functor \(\mathcal{M}^A \to \mathcal{M}^{k\Gamma(A)}\) sends an indecomposable \(A\)-comodule \(V\) to the direct sum of \(\dim(V)\) copies of the \(k\Gamma(A)\)-comodule \(kg\), where \(g\) is the element of \(\Gamma(A)\) corresponding to the simple socle of \(V\) (recall that the socle of a comodule is the sum of its simple subcomodules).

When \(A\) is cosemisimple \(A \to k\Gamma(A)\) can be identified with \(A \to HC(A)\) (see \([10]\)). In general, we again get a cocentral Hopf algebra quotient, smaller than \(HC(A)\).

Definition 3.8. The group cocenter of \(A\) is the quotient \(\pi: A \to k\Gamma(A)\) from the above discussion. We will sometimes also write \(HGC(A)\) for \(k\Gamma(A)\).

The following result shows that the group cocenter always fits into an exact sequence.

Theorem 3.9. The group cocenter \(HGC\) of \(A\) fits into an exact sequence
\[ k \to C \to A \to HGC \to k \]
of Hopf algebras, with \(A\) faithfully flat over \(C\) and faithfully coflat over \(HGC\).

Proof. Denote the surjection \(A \to HGC\) by \(\pi\) and let
\[ C = \{ x \in A \mid (\pi \otimes \text{id})(\Delta(x)) = 1 \otimes x \}. \]
Since \(\pi\) is central, \(C\) is a Hopf algebra. Using \([26, \text{Theorem 2}]\), we obtain faithful flatness of \(A\) over \(C\) given faithful coflatness of \(A\) over \(HGC\); this latter condition holds simply because \(\pi\) is a surjection onto a cosemisimple Hopf algebra, and hence automatically faithfully coflat (see Remark 1.3).

Now let \(A\) be a Hopf algebra with bijective antipode and denote by \(HC\) and \(HGC\) its Hopf cocenter and group cocenter respectively. By the universality of \(A \to HC\), the surjection \(A \to HGC\) factors as
\[ A \xrightarrow{\pi} HGC \xrightarrow{\iota} HC \]
for a Hopf algebra surjection \(\pi\). Note that \(\pi\) restricts to a surjection of the group \(G(HC)\) of grouplikes in \(HC\) onto \(\Gamma = \Gamma(A) = G(HGC)\) (e.g. by \([20, \text{Proposition 4.1.7}]\)). The next result says, essentially, that this surjection is in fact also one-to-one.

Proposition 3.10. The surjection \(\pi\) from (3.2) is split as in the diagram
\[ \begin{array}{c}
HC \\
\downarrow{\iota}
\end{array} \xrightarrow{\pi} \begin{array}{c}
HGC
\end{array} \]
by an inclusion \(\iota\) of Hopf algebras.

Proof. All we have to show is that, as in the discussion preceding the statement, \(\pi\) induces an isomorphism at the level of grouplikes. In other words, we need to prove that the grouplikes of \(HC\) satisfy the relations listed in Definition 3.5.

As in the proof of Theorem 3.3, every grouplike element \(g \in G(HC)\) induces an action of \(HC^*\) on every \(A\)-comodule via the character
\[ \varphi \mapsto \varphi(g) : HC^* \to k. \]
This character must be the same for comodules belonging to the same block because $HC^*$ acts by $A$-comodule maps, hence the first bullet point in Definition 3.5.

The second bullet point in that definition clearly holds for the group $G(HC)$.

Finally, the third bullet point of Definition 3.5 holds because $HC$ is a Hopf algebra coacting on irreducible $A$-comodules via the grouplikes $G(HC)$, and tensor products of comodules correspond to products of coalgebra coefficients with respect to the $HC$ coaction.

\section{Hopf (co)center and adjoint coaction}

Let $A$ be a Hopf algebra and $ad : A \to A \otimes A$ the adjoint coaction as defined in (1.4). In this section we shall describe the links between

\begin{itemize}
  \item the adjoint coaction $ad$ and the Hopf center $HZ(A)$,
  \item the adjoint coaction $ad$ and the Hopf cocenter $HC(A)$.
\end{itemize}

In what follows we shall provide necessary and sufficient conditions for $ad : A \to A \otimes A$ to be an algebra homomorphism. Clearly, this is the case if $A$ is commutative.

\begin{thm}
Let $A$ be a Hopf algebra and $ad : A \to A \otimes A$ the adjoint coaction (1.4). Then $ad$ is an algebra homomorphism if and only if

$ad(A) \subset A \otimes Z(A)$

\end{thm}

\begin{proof}
The map $ad$ is an algebra homomorphism if and only if its flipped version $\delta : A \to A \otimes A$ is where $\delta(x) = S(x(1))x(3) \otimes x(2)$. In the course of the proof we shall use notation of the proof of [8, Theorem 3.3]. In particular we define the invertible linear map $W : A \otimes A \to A \otimes A$:

$W(a \otimes a') = a(1) \otimes a(2)a'$

It is easy to check that

$W_{23}W_{12}W_{23}^{-1} = W_{12}W_{13}$ \hspace{1cm} (4.1)

Let us consider a linear map $U : A \otimes A \otimes A \to A \otimes A \otimes A$

$U(a \otimes b \otimes c) = (\text{id} \otimes \delta)(\Delta(a))(1 \otimes b \otimes c) = a(1) \otimes S(a(2))a(4)b \otimes a(3)c$

for all $a, b, c \in A$. Then $U$ satisfies

$W_{12}^{-1}U_{234}W_{12} = U_{134}U_{234}$ \hspace{1cm} (4.2)

For the proof of (4.2) see the proof of [8, Theorem 3.3]. Note that this is the place where the assumption that $ad$ is an algebra homomorphism is used.

Let us note that

$U = W_{12}^{-1}W_{13}W_{12}$ \hspace{1cm} (4.3)

Indeed

$W_{12}^{-1}W_{13}W_{12}(a \otimes b \otimes c) = W_{12}^{-1}W_{13}(a(1) \otimes a(2)b \otimes c)$

$= W_{12}^{-1}(a(1) \otimes a(3)b \otimes a(2)c)$

$= a(1) \otimes S(a(2))a(4)b \otimes a(3)c$

Now, using (4.3) and (4.1) we get

$W_{12}^{-1}U_{234}W_{12} = W_{12}^{-1}W_{23}^{-1}W_{24}W_{23}W_{12}$

$= W_{23}^{-1}W_{13}^{-1}W_{14}W_{24}W_{13}W_{23}$

$= W_{23}^{-1}W_{13}^{-1}W_{14}W_{24}W_{23}$
On the other hand, again using (4.3) we get
\[ U_{134}U_{234} = W_{13}^{-1}W_{14}W_{13}^{-1}W_{23}^{-1}W_{24}W_{23} \]
Comparing both expressions we conclude that
\[ W_{13}^{-1}W_{14}W_{13}^{-1}W_{23}^{-1} = W_{23}^{-1}W_{13}^{-1}W_{14}W_{13} \]
or equivalently
\[ W_{23}U_{134} = U_{134}W_{23} \]  \hspace{1cm} (4.4)
Applying both sides of (4.4) to \( a \otimes b \otimes 1 \otimes 1 \otimes 1 \) we get
\[ a(1) \otimes b(1) \otimes b(2)S(a(2))a(4) \otimes a(3) = a(1) \otimes b(1) \otimes S(a(2))a(4)b(2) \otimes a(3) \]  \hspace{1cm} (4.5)
Applying \( \varepsilon \otimes \varepsilon \) to the first two tensorands of both sides of (4.5) we get
\[ (b \otimes 1)(S(a(1))a(3) \otimes a(2)) = (S(a(1))a(3) \otimes a(2))(b \otimes 1) \]
i.e. \( ad(A) \subset A \otimes Z(A) \).
The converse implication is clear, i.e. if \( ad(A) \subset A \otimes Z(A) \) then \( ad \) is an algebra homomorphism and the theorem is proved.

Assuming that \( ad(A) \subset A \otimes Z(A) \), or equivalently that \( ad \) is an algebra homomorphism, and using Lemma 2.4 we get:

**Corollary 4.2.** Let \( A \) be Hopf algebra and \( \mathcal{H}Z(A) \) its Hopf center. Then the adjoint coaction \( ad \) is an algebra homomorphism if and only if \( ad(A) \subset A \otimes \mathcal{H}Z(A) \). In particular \( ad \) may be viewed as a coaction of \( \mathcal{H}Z(A) \) on \( A \).

We find the following observation interesting in its own.

**Lemma 4.3.** Let \( A \) be a Hopf algebra and \( x \in A \). Then \( ad(x) = x \otimes 1 \) if and only if
\[ \Delta(x) = (id \otimes S^2)(\Delta^{op}(x)) \]

**Proof.** Assuming that \( x \otimes 1 = x(2) \otimes S(x(1))x(3) \)
we get
\[ x(1) \otimes x(2) \otimes 1 = x(2) \otimes x(3) \otimes S(x(1))x(4) \]
Thus
\[ x(2) \otimes S^2(x(1)) = x(3) \otimes S^2(x(2))S(x(1))x(4) = x(3) \otimes S(x(1))S(x(2))x(4) = x(1) \otimes x(2) \]

Conversely, if
\[ x(1) \otimes x(2) = x(2) \otimes S^2(x(1)) \]
then
\[ x(1) \otimes x(2) \otimes x(3) = x(2) \otimes x(3) \otimes S^2(x(1)) \]
and we get
\[ x(2) \otimes S(x(1))x(3) = x(3) \otimes S(x(2))S^2(x(1)) = x(3) \otimes S(x(1))x(2) = x(2) \otimes 1\varepsilon(x(1)) = x \otimes 1 \]

\[ \blacksquare \]
Let $q : A \to B$ be a Hopf morphism. Then, we proved in paragraph following [1, Definition 2.3.8] that $q$ is a cocentral morphism if and only if

$$(q \otimes \text{id})(\text{ad}(x)) = q(x) \otimes 1$$

In what follows we provide an alternative characterization of cocentral Hopf morphisms.

**Lemma 4.4.** Let $q : A \to B$ be a Hopf morphism. Then $q$ is a cocentral if and only if

$$(\text{id} \otimes q)(\text{ad}(x)) = x \otimes 1$$

**Proof.** Let us consider a pair of morphisms $\pi_1, \pi_2 : A \to A \otimes B$, $\pi_1(x) = x \otimes 1$, $\pi_2(x) = 1 \otimes q(x)$. It is easy to see that $q$ is cocentral if and only if

$$\pi_1^* \pi_2 = \pi_2^* \pi_1.$$ 

Defining a linear map $\pi_3(x) = 1 \otimes S^B(q(x)) = 1 \otimes q(S^A(x))$ we get

$$\pi_2^* \pi_3(x) = \pi_2(x^{(1)})\pi_3(x^{(2)}) = 1 \otimes q(x^{(1)})S^B(q(x^{(2)})) = 1 \otimes q(x^{(1)})S^A(x^{(2)}) = \varepsilon(x)(1 \otimes 1)$$

Similarly

$$\pi_3^* \pi_2(x) = \varepsilon(x)(1 \otimes 1)$$

Thus $\pi_2$ is convolutively invertible. In particular $q$ is cocentral if and only if

$$\pi_2^{-1} \pi_1 \pi_2 = \pi_1$$

i.e. if and only if

$$x^{(2)} \otimes q(S^A(x^{(1)})x^{(3)}) = x \otimes 1$$

and we are done. 

**Lemma 4.5.** Let us define

$$C = \text{linspan}\{(\omega \otimes \text{id})(\text{ad}(x)) : \omega \in A^*, x \in A\}$$

Then

- $C$ is a subcoalgebra of $A$ and $\text{ad}(A) \subset A \otimes C$;
- if $q : A \to B$ is cocentral then for all $x \in C$ we have

$$(q \otimes \text{id})(\Delta(x)) = 1 \otimes x$$

**Proof.** Directly from the definition of $C$ we get $\text{ad}(A) \subset A \otimes C$. Using $\text{ad}(x) \in A \otimes C$ we get

$$\Delta((\omega \otimes \text{id})(\text{ad}(x))) = (\omega \otimes \text{id} \otimes \text{id})(\text{id} \otimes \Delta)(\text{ad}(x))) = (\omega \otimes \text{id} \otimes \text{id})(\text{ad} \otimes \text{id})(\text{id})(\text{ad}(x))) \subset (\omega \otimes \text{id})(\text{ad}(A)) \otimes C \subset C \otimes C$$

which shows that $C$ is a coalgebra.

For $\omega \in A^*$ and $x \in A$ we get

$$(q \otimes \text{id})(\Delta((\omega \otimes \text{id})(\text{ad}(x)))) = (\omega \otimes \text{id} \otimes \text{id})(\text{id} \otimes q \otimes \text{id})(\text{ad} \otimes \text{id})(\text{id})(\text{ad}(x))) = (\omega \otimes \text{id} \otimes \text{id})(\text{ad}(x)) = 1 \otimes (\omega \otimes \text{id})(\text{ad}(x))$$

where in the second equality we used Lemma 4.4.
Let $D$ be the algebra generated by $C$. Since $C$ is a coalgebra, $D$ is a bialgebra: $\Delta(D) \subseteq D \otimes D$. Let $\pi : A \to \mathcal{HC}(A)$ be the canonical quotient. Using Lemma 4.5 we see that

$$D \subseteq \{ x \in A : (\pi \otimes \text{id})(\Delta(x)) = \mathbb{1} \otimes x \}$$

We shall prove that $D$ is preserved by a certain version of the adjoint action.

**Lemma 4.6.** Let $A$ be a Hopf algebra with the bijective antipode $S$. For all $x \in A$ and $y \in D$ we have

$$S(x(1))yx(2) \in D$$

**Proof.** Let $H$ denote the $A$-comodule whose underlying vector space is $A$ and the comodule map is $ad$. Let us view $A$ as the $A$-comodule with the comodule map $\Delta$. Let us consider the comodules tensor products $H \otimes A$ and $A \otimes H$. Using [10, Proposition 2.4] we see that $T : H \otimes A \to A \otimes H$

$$T(h \otimes x) = x(1) \otimes hx(2)$$

yields the comodules identification where

$$T^{-1}(x \otimes h) = hS^{-1}(x(1)) \otimes x(2)$$

(4.6)

In particular, denoting the corresponding comodules maps by $\rho^{H \otimes A}$ and $\rho^{A \otimes H}$ we have

$$\rho^{H \otimes A} = (T^{-1} \otimes \text{id}) \circ \rho^{A \otimes H} \circ T$$

In what follows $m : A \otimes A \to A$ denotes the multiplication map and $\omega \in A^*$ a generic linear functional. Let us consider the element $\omega(y(2))S(y(1))y(3)x(2) \in C$ and $x \in A$. We compute

$$\omega(y(2))S(x(1))S(y(1))y(3)x(2) = m \left( (\text{id} \otimes \omega \otimes \varepsilon \otimes \text{id})(S(x(1)) \otimes y(2) \otimes x(2) \otimes S(y(1))y(3)x(3)) \right)$$

$$\quad = m \left( (\text{id} \otimes \omega \otimes \varepsilon \otimes \text{id})(S(x(1)) \otimes \rho^{H \otimes A}(y \otimes x(2))) \right)$$

$$\quad = m \left( (\text{id} \otimes ((\omega \otimes \varepsilon) \circ T^{-1}) \otimes \text{id})(S(x(1)) \otimes \rho^{A \otimes H}(T(y \otimes x(2)))) \right)$$

$$\quad = m \left( (\text{id} \otimes ((\omega \otimes \varepsilon) \circ T^{-1}) \otimes \text{id})(S(x(1)) \otimes \rho^{A \otimes H}(x(2) \otimes yx(3))) \right)$$

$$\quad = m \left( (\text{id} \otimes ((\omega \otimes \varepsilon) \circ T^{-1}) \otimes \text{id})(S(x(1)) \otimes x(2) \otimes ((1 \otimes x(3))ad(yx(4))) \right)$$

Denoting $\Omega = (\omega \otimes \varepsilon) \circ T^{-1} \in (A \otimes A)^*$ and using (4.6) we get

$$\Omega(a \otimes b) = (\omega \otimes \varepsilon)(aS^{-1}(b(1)) \otimes b(2)) = \omega(aS^{-1}(b))$$

and

$$\omega(y(2))S(x(1))S(y(1))y(3)x(2) = m \left( (\text{id} \otimes \Omega \otimes \text{id})(S(x(1)) \otimes x(2) \otimes ((1 \otimes x(3))ad(yx(4))) \right)$$

$$\quad = m \left( (\text{id} \otimes \Omega \otimes \text{id})(S(x(1))x(3) \otimes x(2) \otimes ad(yx(4))) \right)$$

where in the last equality, moving $x(3)$ towards $S(x(1))$, we used the fact that, at the end the multiplication map $m$ is applied. The last expression is of the form (here we use the leg numbering notation)

$$m \left( (\text{id} \otimes \Omega \otimes \text{id})(ad(x(1))_{21}ad(yx(2))_{34}) \right)$$

Since $ad(A) \subseteq A \otimes C$ we get

$$ad(x(1))_{21}ad(yx(2))_{34} \in C \otimes A \otimes A \otimes C$$

thus

$$\omega(y(2))S(x(1))S(y(1))y(3)x(2) \in D$$

$\blacksquare$
Remark 4.7. Following [22, §3], consider the Hopf algebra $A$ with bijective antipode freely generated by the $n \times n$ matrix coalgebra $C$ for some $n \geq 2$ (the notation in loc. cit. is $\hat{H}(C)$). In this case, it can be shown that the subalgebra $D$ defined above is not invariant under the antipode.

Hence, it is possible for $D$ to be an ad-invariant sub-bialgebra of $A$ but not a Hopf subalgebra.

5. Cocentral exact sequence

The following result will be crucial for the proof that a Hopf algebra and its cocenter fit into an exact sequence in the sense of Definition 1.1. Before we state it, we need the following notion.

Definition 5.1. Let $f : A \to B$ be a Hopf algebra morphism. We say that $f$ trivializes a subset $S \subseteq A$ (or that $S$ is trivialized by $f$) if

$$((\text{id} \otimes f) \circ \Delta)(s) = s \otimes 1, \ \forall s \in S.$$ 

Under the above setup, the Hopf reflection of $S \subseteq A$ is a Hopf algebra morphism $A \to B$ that trivializes $S$ and is universal with this property, in the following sense: any Hopf algebra map $A \to B'$ that trivializes $S$ factors uniquely as

$$A \xrightarrow{f} B \xrightarrow{	ext{Hopf reflection}} B'.$$

A Hopf algebra map $A \to B$ is saturated if it is the Hopf reflection of some subset $S \subseteq A$.

Remark 5.2. Note that the Hopf reflection of a subset $S \subseteq A$ may or may not exist, but if it does it is a uniquely determined Hopf quotient of $A$.

With this in place, we can state the result alluded to above.

Theorem 5.3. Every saturated Hopf algebra map $f : A \to B$ invariant under either the left or right adjoint coaction of $A$ on itself fits into an exact sequence

$$k \to C \to A \to B \to k$$

of Hopf algebras in the sense of Definition 1.1.

Proof. Let $S \subseteq A$ be a subset whose Hopf reflection $f$ is. Define $C \subseteq A$ by

$$C = \{a \in A \mid ((\text{id} \otimes f) \circ \Delta)(a) = a \otimes 1 \in A \otimes B\}.$$ 

The adjoint coaction invariance assumption on $f$ ensures that $C$ is a Hopf algebra (by the dual version of [2, Lemma 1.1.11]). Moreover, we then know from [2, Lemma 1.1.12 (i)] that $A \to A/AC^+$ is a Hopf algebra quotient. According to Definition 1.1 we will be done with the proof of the theorem once we argue that $AC^+ = \ker(f)$ (i.e. $A \to A/AC^+$ can be identified with $f$).

Since $A \to A/AC^+$ is the Hopf cokernel of $C \to A$ which in turn is the Hopf kernel of $f$, we already know that the latter map factors through $A/AC^+$, and hence $AC^+ \subseteq \ker(f)$.

On the other hand $C$ contains $S$, so the universality property implicit in the saturation hypothesis shows that we have a factorization

$$A \xrightarrow{f} B \xrightarrow{\text{Hopf reflection}} A/AC^+.$$
thus getting the reverse inclusion \( \ker(f) \subseteq AC^+ \).

As a consequence, we get

**Corollary 5.4.** Let \( A \) be an arbitrary Hopf algebra. Then, the cocenter \( HC = HC(A) \) fits into an exact sequence

\[
k \to C \to A \to HC \to k
\]

of Hopf algebras.

**Proof.** \( A \to HC \) is invariant under both adjoint coactions, and it is saturated by Lemmas 4.4 and 4.5 with \( S \) being the set of right hand tensorands of \( x(2) \otimes S(x(1))x(3) \in A \otimes A \)

for \( x \in A \). Hence Theorem 5.3 applies to this situation and we are done.

Exact sequences are particularly pleasant when we know in addition that the Hopf algebra in the middle is faithfully (co)flat over the other terms. We have the following analogue of Theorem 3.9 for the cocenter (rather than the group cocenter) in case \( A \) is pointed.

**Corollary 5.5.** Let \( A \) be a pointed Hopf algebra. Then, the cocenter \( HC = HC(A) \) fits into an exact sequence

\[
k \to C \to A \to HC \to k
\]

of Hopf algebras, with \( A \) faithfully flat over \( C \) and faithfully coflat over \( HC \).

**Proof.** The claim on the existence of the exact sequence is Corollary 5.4, so only the (co)flatness claims need proof.

According to [20, Theorem 9.3.1] (or [19]), pointed Hopf algebras are faithfully flat (free, in fact) over their Hopf subalgebras. Hence we know that \( A \) is faithfully flat over \( C \), so that according to [26, Theorem 1] in the exact sequence

\[
k \to C \to A \to A/AC^+ \to k
\]

\( A \) faithfully coflat over \( A/AC^+ \) and \( H \cong AC^+ \).

In fact, with a little more work we can extend this result to the fully general setup of this paper.

**Theorem 5.6.** Every Hopf algebra \( A \) is faithfully flat over its cocenter \( HC \), and faithfully flat over the Hopf kernel \( C \) of the cocenter.

Before going into the proof, we need some preparation. The context for the next result is as follows.

- \( A \) is an arbitrary Hopf algebra;
- \( C' \subseteq A \) is the Hopf kernel of the group cocenter \( A \to HGC \) (i.e. the left hand term of the exact sequence in Theorem 3.9);
- \( C \subseteq C' \) is the Hopf kernel of the cocenter \( A \to HC \).

**Lemma 5.7.** With the above notation the Hopf algebras \( C \subseteq C' \) share the same coradical.

**Proof.** Let \( V \) be a simple \( A \)-comodule. When regarded as an \( HGC \)-comodule, \( V \) breaks up as a direct sum of copies of the same one-dimensional comodule corresponding to some grouplike in the universal grading group \( \Gamma(A) = G(HGC) \) (see Theorem 3.9 and surrounding discussion).

On the other hand, since \( V \in M^A \) is simple and the dual \( HC^* \) acts on \( A \)-comodules via \( A \)-comodule morphisms, the same reasoning as in the proof of Theorem 3.3 shows that \( V \) is
also a sum of copies of the same one-dimensional \( \mathcal{H}C \)-comodule. Moreover, we know from Proposition 3.10 that \( \mathcal{H}C \to \mathcal{H}GC \) induces an isomorphism at the level of coradicals, so \( \mathcal{H}C \) coacts trivially on \( V \) if and only if \( \mathcal{H}GC \) does.

We can now finish the proof: the coradical of \( C'(C) \) consists of those simple subcoalgebras of \( A \) that are coefficient subcoalgebras for the simple \( A \)-comodules coacted upon trivially by \( \mathcal{H}GC \) (respectively \( \mathcal{H}C \)).

Proof of Theorem 5.6. Since we already have an exact sequence (5.1), the flatness and coflatness assertions are equivalent to one another by \cite[Theorems 1 and 2]{26}. Hence, it suffices to show that \( A \) is flat over the Hopf kernel \( C \) of the cocenter.

We know from Theorem 3.9 that \( A \) is faithfully flat over the Hopf kernel \( C'(C) \) of the group cocenter \( A \to HGC \).

On the other hand, \( C \subseteq C'(C) \) is an inclusion of Hopf algebras with a common coradical. According to \cite[Corollary 1]{19}, \( C'(C) \) is faithfully flat (and in fact free) over \( C \). The desired conclusion follows from the transitivity of faithful flatness.

We now turn to the issue of identifying the Hopf kernel \( C \) of \( A \to \mathcal{H}C \) more explicitly. The following general result in the context of saturated Hopf algebra morphisms will be of use in that respect.

Lemma 5.8. Let \( f : A \to B \) be a Hopf algebra map satisfying the hypotheses of Theorem 5.3 which is the Hopf reflection of some subset \( S \subseteq A \).

Let \( D \subseteq A \) be a Hopf subalgebra such that

\( \text{(a)} \) \( D \) contains \( S \),

\( \text{(b)} \) \( D \) is invariant under either the left or the right adjoint action of \( A \) on itself and

\( \text{(c)} \) \( A \) is left faithfully flat over \( D \).

Then, \( D \) contains \( C \). Moreover, if \( D \) is generated by \( S \) as a Hopf algebra, then \( D = C \).

Proof. Conditions (a) and (b) ensure that \( A \to A/{AD^+} \) is a quotient Hopf algebra that trivializes \( S \). By the universality of \( A \to B \) implicit in being the reflection of \( S \) (see Definition 5.1), we have a factorization

\[
\begin{array}{ccc}
A & \to & B \\
\downarrow & & \downarrow \\
& A/{AD^+} &
\end{array}
\]  

(5.2)

The faithful flatness hypothesis implies via \cite[Theorem 1]{26} that \( D \) is precisely the Hopf kernel of \( A \to A/{AD^+} \). Since \( C \) is the Hopf kernel of \( A \to B \), the conclusion \( C \subseteq D \) follows from commutative diagram (5.2).

As for the last statement, if \( D \) is generated by \( S \) and \( C \supseteq S \) is another Hopf algebra containing \( S \), the opposite inclusion \( C \supseteq D \) also holds.

We will now seek to apply Lemma 5.8 to the sub-bialgebra \( D \subseteq A \) defined in the discussion following Lemma 4.5 (generated by the right hand tensorands of the right adjoint coaction (1.4)). Taking \( S \subseteq A \) to be the subspace of right hand tensorands of

\[
x_{(2)} \otimes S(x_{(1)})x_{(3)} \quad x \in A,
\]

we get

Corollary 5.9. Let \( A \) be a Hopf algebra, and suppose \( D \subseteq A \) defined as above is a Hopf algebra and \( A \) is left faithfully flat over \( D \). Then, \( D \) is the Hopf kernel of the cocenter of \( A \).
Proof. This is an immediate consequence of Lemma 5.8.

**Remark 5.10.** If $D$ is not a Hopf algebra then let $D'$ be the smallest Hopf subalgebra of $A$ containing $D$ and being preserved by the adjoint action. Then assuming that $A$ is faithfully flat over $D'$ and reasoning as in the proof of Corollary 5.9 we get the exact sequence

$$k \rightarrow D' \rightarrow A \rightarrow \mathcal{H}C \rightarrow k$$

**Example 5.11.** Let $A$ be a cosemisimple Hopf algebra and $[u^\beta_{ij}] = u^\beta$ a finite dimensional irreducible corepresentation of $A$. Then

$$ad(u^\beta_{ij}) = \sum_{k,l} u^\beta_{kl} \otimes S(u^\beta_{ik})u^\beta_{lj}$$

Thus $D$ is generated by the elements $S(u^\beta_{ik})u^\beta_{lj}$ where $\beta$ runs over the equivalence classes of irreducible corepresentations of $A$ and $i, j, k, l \in \{1, \ldots, \dim u^\beta\}$. Noting that

$$S(S(u^\beta_{ik})u^\beta_{lj}) = S(u^\beta_{lj})S^2(u^\beta_{ik})$$

and using the fact that $[S^2(u^\beta_{ik})]$ is in the discussed cosemisimple case equivalent with $u^\beta$ we see that the set generating $D$ is preserved by $S$. Thus $D$ is a Hopf subalgebra of $A$ which is preserved by the adjoint action (see Lemma 4.6) and since $A$ is faithfully flat over $D$ (see [11]) then by Corollary 5.9 we get the exact sequence

$$k \rightarrow D \rightarrow A \rightarrow \mathcal{H}C \rightarrow k$$

Summarizing we get an alternative proof of [11, Proposition 2.13].

We will see below that the faithful flatness assumption in Corollary 5.9 can essentially be dropped. In order to do this, we need some preliminaries. We will be referring to [20] for background on comodule theory. Specifically, we recollect some notions from [20, Sections 3.7, 4.8].

**Definition 5.12.** Two simple subcoalgebras $C, D$ of a coalgebra $A$ are *directly linked* if the space $C \wedge D + D \wedge C \subseteq A$ is strictly larger than $C + D$.

$C$ and $D$ are *linked* if there is a finite sequence of simple subcoalgebras starting with $C$ and ending with $D$, so that every two consecutive ones are directly linked.

A coalgebra is *link indecomposable* if all of its simple subcoalgebras are linked.

A link *indecomposable component* (or just ‘component’ for short) of a coalgebra is a maximal link indecomposable subcoalgebra.

**Remark 5.13.** If $V$ and $W$ are the simple comodules corresponding to the simple subcoalgebras $C$ and $D$ respectively, then $C$ and $D$ are directly linked if and only if there is an indecomposable $A$-comodule admitting a composition series whose components are $V$ and $W$. In other words, there is a non-split exact sequence

$$0 \rightarrow V \rightarrow \bullet \rightarrow W \rightarrow 0$$

or

$$0 \rightarrow W \rightarrow \bullet \rightarrow V \rightarrow 0$$

in $\mathcal{M}^A$. More precisely, (5.3) corresponds to $C \oplus D \subseteq C \wedge D$ while the existence of a non-split sequence (5.4) is equivalent to $C \oplus D \subseteq D \wedge C$. 

---

**Proof.** This is an immediate consequence of Lemma 5.8. ■
Every coalgebra breaks up as the direct sum of its components. In other words, the components of a coalgebra $A$ correspond to the blocks of the category $\mathcal{M}^A$.

We now introduce the following notion.

**Definition 5.14.** Let $A$ be a coalgebra. A subcoalgebra $C \subseteq A$ is *coradically replete* if for any two linked simple subcoalgebras $D, E \in A$ the inclusion $D \subseteq C$ implies $E \subseteq C$.

$C$ is *replete* if it is a direct summand of $A$ as a coalgebra (i.e. $C$ is a direct sum of some of the components of $A$).

We are now ready to state a number of auxiliary results.

**Lemma 5.15.** Let $A$ be a Hopf algebra and $C \subseteq A$ a replete Hopf subalgebra. Then, the inclusion $C \rightarrow A$ splits as a map of $C$-bimodules and $A$-bicomodules.

*Proof.* By hypothesis, we have a decomposition $A = C \oplus D$ as coalgebras. We will be done if we argue that $D$ is a $C$-bimodule, since in that case the required splitting will simply be the projection $A = C \oplus D \rightarrow C$.

Our task amounts to showing that if $V$ and $W$ are comodules over $C$ and $D$ respectively, then their tensor product in $\mathcal{M}^A$ does not contain any $C$-subcomodules. Since comodules are unions of their finite-dimensional subcomodules, we will assume that $V$ and $W$ are finite-dimensional.

Suppose we have some non-zero map $U \rightarrow V \otimes W$ for $U \in \mathcal{M}^C$. This means we have a non-zero map $V^* \otimes U \rightarrow W$, contradicting the fact that $V^* \otimes U$ is a $C$-comodule (because the latter is a Hopf subalgebra of $A$).

On the other hand, a non-zero map $U \rightarrow W \otimes V$ would provide a non-zero morphism $W^* \rightarrow V \otimes U^*$, and we can repeat the argument. □

As a consequence, we get

**Proposition 5.16.** A Hopf algebra is left and right faithfully flat over any replete Hopf subalgebra.

*Proof.* The splitting in Lemma 5.15 implies faithful flatness as in the proof of the main result in [11]. □

We can strengthen this as follows.

**Theorem 5.17.** A Hopf algebra is left and right faithfully flat over any coradically replete Hopf subalgebra.

*Proof.* Let $A$ be a Hopf algebra and $C \subseteq A$ a coradically replete Hopf subalgebra.

Consider the subcoalgebra $D \subseteq A$ defined as the sum of all components of $A$ that intersect $C$ non-trivially. $D$ is a Hopf subalgebra, and $C \subseteq D \subseteq A$. As in the proof of Theorem 5.6, the left hand inclusion is faithfully flat by [19, Corollary 1] because the two Hopf algebras share the same coradical. On the other hand, $D \subseteq A$ is faithfully flat by Proposition 5.16. □

Theorem 5.17 is relevant to us because of the following

**Lemma 5.18.** Let $A$ be a Hopf algebra with bijective antipode. If the sub-bialgebra $D \subseteq A$ generated by the right hand tensorands of (1.4) is a Hopf subalgebra with bijective antipode, then it is coradically replete.
\textit{Proof.} We need to show that if $C \subseteq D$ and $E \subseteq A$ are directly linked simple subcoalgebras, then $E$ too is contained in $D$.

According to the definition of being directly linked (see Definition 5.12), there are two possibilities we have to treat.

\textbf{Case 1:} $C \oplus E \subseteq C \wedge E$. Let $V$ and $W$ be the simple right comodules over $C$ and $E$ respectively entering (5.3). Our hypotheses then ensure via Lemma 5.19 below that $V^* \otimes W$ is a $D$-comodule. Since $V$ is also a $D$-comodule by assumption and $W$ is a quotient of $V \otimes V^* \otimes W$, we have $W \in M^D$ and hence $E \subseteq D$.

\textbf{Case 2:} $C \oplus E \subseteq E \wedge C$. Keeping the above notation for $V$ and $W$, this time around we know that $W^* \otimes V$ is a $D$-comodule, along with $V$. This means first that $W^*$, being a quotient of $W^* \otimes V \otimes V^*$, must be a $D$-comodule. In turn, this implies $W \in M^D$ because $D$ is preserved by the inverse of the antipode (this is where that hypothesis is necessary).

\textbf{Lemma 5.19.} Let $C \subseteq A$ be the subcoalgebra spanned by the right hand tensorands of the adjoint coaction (1.4). Suppose $V$ and $W$ are simple $A$-comodules for which there is a non-split exact sequence
\[ 0 \to V \to U \to W \to 0 \tag{5.5} \]
in $M^A$. Then, $V^* \otimes W$ is a $C$-comodule.

\textit{Proof.} Consider the canonical coalgebra map $\phi : U^* \otimes U \to A$ implementing the $A$-coaction on $U$. The fact that (5.5) does not split translates to the fact that $\phi$ factors through an embedding into $A$ of the quotient coalgebra
\[ E = \begin{pmatrix} V^* \otimes V & V^* \otimes W \\ 0 & W^* \otimes W \end{pmatrix} \tag{5.6} \]
of $U^* \otimes U$ (in other words, its quotient by $W^* \otimes V$).

If we think of $U^* \otimes U$ as an object of $M^A$ with the tensor product comodule structure, then it is a coalgebra in the monoidal category $M^A$, and its coaction on $U$ is a morphism of coalgebras. Additionally, the map $\phi$ is one of $A$-comodules if we give $A$ its right adjoint coaction, and so $E$ is an $A$-comodule coalgebra coacting on $U$ so that the comodule structure map $U \to U \otimes E$ is one of $A$-comodules. As $x$ ranges over the image $E$ of $\phi$, the right hand tensorands of the adjoint coaction (1.4) span the coefficient coalgebra of $U^* \otimes U \in M^A$. In conclusion, $E \in M^A$ is actually a $C$-comodule.

As the subcategory $M^C \subseteq M^A$ is closed under taking subobjects (it is closed in the sense of Definition 2.7), the $A$-comodule coalgebras $V^* \otimes V \subseteq E$ and $W^* \otimes W \subseteq E$ are both $C$-comodules. In conclusion, so is the quotient $V^* \otimes W$ of $E$ by their sum. \hfill \Box

\textbf{Remark 5.20.} Note that when $A$ has bijective antipode, the antipode bijectivity of $D$ is necessary for faithful flatness (e.g. by [9, Theorem 3.2 (b)]); Lemma 5.18 reverses this implication.

Finally from Lemma 5.18 and Theorem 5.17, we get

\textbf{Corollary 5.21.} Under the assumptions of Lemma 5.18 $A$ is left and right faithfully flat over $D$. \hfill \Box

6. \textbf{Examples}

6.1. \textbf{The center and cocenter of $q$-deformations of $G$.} Let $G$ be a compact semisimple simply connected Lie group, $G_q$ the Drinfeld-Jimbo quantization of $G$ for some transcendental $q \in \mathbb{C}^\times$, and $A = \text{Pol}(G_q)$. Using [15, Theorem 9.3.20] we see that $Z(A) = \mathbb{C}$ thus $HZ(A) = \mathbb{C}$.
Since the cocenter of a semisimple Hopf algebra Pol(\(G_q\)) depends only on the fusion ring and the fusion ring of Pol(\(G_q\)) is the same as the fusion ring of Pol(\(G\)) then we see that \(\mathcal{HC}(\text{Pol}(G_q)) = \mathcal{HC}(\text{Pol}(G))\). The later is the group algebra of the center of \(G\).

**Remark 6.1.** The situation is more complicated when \(q\) is a root of unity. In that case, the appropriately-defined Pol(\(G_q\)) contains a central Hopf subalgebra isomorphic to Pol(\(G\)), and the resulting exact sequences can be applied to the study and classification of finite quantum subgroups of \(G_q\); see e.g. [13, 3].

6.2. Drinfeld twist. Let \(A\) be a Hopf algebra and \(\Psi \in A \otimes A\) an invertible 2-cocycle. Let \(\Delta^\Psi : A \to A \otimes A\) be the twisted comultiplication

\[
\Delta^\Psi(x) = \Psi \Delta(x) \Psi^{-1}
\]

It is well known that \(A\) equipped with \(\Delta^\Psi\) is a Hopf algebra which we denote by \(A^\Psi\). Using Lemma 2.3 we get \(\mathcal{HZ}(A^\Psi) = \mathcal{HZ}(A)\).

6.3. Center of \(U_q(g)\). Let us consider the quantized enveloping algebra \(U_q(g)\), defined, say, as in [17, §6.1.2]. Here we are again working over the complex numbers, \(q \in \mathbb{C}^\times\) and \(g\) is a simple complex Lie algebra of rank \(\ell\).

Let \(\alpha_i, 1 \leq i \leq \ell\) be a set of simple roots for \(g\) and \((a_{ij})\) the associated Cartan matrix. Finally, we set \(d_i = (\alpha_i, \alpha_i)/2\) for an appropriate symmetric bilinear form on the space spanned by \(\alpha_i\) and define \(q_i = q^{d_i}\). \(U_q(g)\) then has generators

\[E_i, F_i, K_i, \quad 1 \leq i \leq \ell\]

such that \(K_i\) are invertible and commute with one another,

\[K_i E_j K_i^{-1} = q_i^{a_{ij}} E_j, \quad K_i F_j K_i^{-1} = q_i^{-a_{ij}} F_j, \quad [E_i, F_j] = \delta_{ij} K_i - K_i^{-1} \frac{q_i - q_i^{-1}}{q_i - q_i^{-1}}\]  

(6.1)

(where we are assuming \(q^{2d_i} \neq 1\)) and some additional relations are satisfied that are meant to mimic the Serre relations for \(g\). We refer to loc. cit. for details.

The algebra \(U_q(g)\) has a unique Hopf algebra structure making \(K_i\) grouplike and for which

\[
\Delta(E_i) = E_i \otimes K_i + 1 \otimes E_i, \quad \Delta(F_i) = F_i \otimes 1 + K_i^{-1} \otimes F_i.
\]

(6.2)

**Proposition 6.2.** If \(q\) is not a root of unity then the Hopf center \(\mathcal{HZ} = \mathcal{HZ}(U_q(g))\) is \(\mathbb{C}\).

**Proof.** Note that \(U = U_q(g)\) is指出 as a coalgebra ([23, p. 157]) in the sense that its simple comodules are one-dimensional (they correspond to the grouplikes, which make up the group generated by the \(K_i\)). Since \(\mathcal{HZ}\) is a Hopf subalgebra of \(U\), it too must be pointed.

**Claim 1:** \(\mathcal{HZ}\) is irreducible as a coalgebra, i.e. 1 is its only grouplike. Indeed, the set of grouplikes is the group

\[(K_i, \quad 1 \leq i \leq \ell) \cong \mathbb{Z}^\ell.\]

A non-trivial element of it is of the form \(g = \prod_i K_i^{n_i}\) with at least one non-zero \(n_i\). Fixing such an \(i\), the conjugate \(g E_i g^{-1}\) is \(q^{(\lambda, \alpha_i)} E_i\), where \(\lambda = \sum n_i \alpha_i\). Now, \((\lambda, \alpha_i)\) cannot be zero for all \(i\) unless \(\lambda\) itself is zero, because of the non-degeneracy of \((\cdot, \cdot)\). In addition, if \((\lambda, \alpha_i) \neq 0\), then

\[g E_i g^{-1} = q^{(\lambda, \alpha_i)} E_i \neq E_i\]

because \(q\) is not a root of unity. In conclusion, the centrality of \(g\) implies \(n_i = 0\) for all \(i\). This proves the claim.
Now suppose $\mathcal{HZ}$ is not trivial. Then, since it is pointed irreducible, it must contain non-zero primitive elements, i.e. $x \in \mathcal{HZ}$ such that
\begin{equation}
\Delta(x) = x \otimes 1 + 1 \otimes x
\end{equation}
(e.g. [23, Corollary 11.0.2]). We will have reached the desired contradiction once we prove

**Claim 2:** $\mathcal{U}$ has no non-zero central primitive elements. Let $0 \neq x \in \mathcal{HZ}$ be a primitive element. Being central, $x$ acts as a scalar $c_\lambda$ on each simple $\mathcal{U}$-module of type $V_\lambda$ corresponding to some dominant weight $\lambda$ of $\mathfrak{g}$. Since $\mathcal{U}$ acts jointly faithfully on all $V_\lambda$, $x \neq 0$ implies that $c_\lambda \neq 0$ for at least some $\lambda$.

Recall e.g. from [17, §6.2.3] that $\mathcal{U}$ has a PBW basis, in the sense that the elements
\begin{equation}
F_{\beta_1}^{r_1} \cdots F_{\beta_n}^{r_n} K_1^{t_1} \cdots K_\ell^{t_\ell} E_{\beta_1}^{s_1} \cdots E_{\beta_n}^{s_n}
\end{equation}
form a vector space basis. Here, the $r_i$ and $s_i$ are non-negative integers, the $t_i$ are integers, and $\beta_1$ up to $\beta_n$ are the positive roots of $\mathfrak{g}$ ordered in a certain way; see loc. cit. for details.

Now, $x$ is a linear combination of elements of the form (6.3). Under this expansion, those summands that contain at least some $E$s annihilate a highest weight vector $v_\lambda$ for every $V_\lambda$. Since there are at least some $\lambda$ for which $v_\lambda$ is not annihilated, we must have summands in $x$ that contain no $E$s. But these summands can then contain no $F$s either, because elements of the form (6.3) with $F$s but no $E$s will strictly lower weights, whereas $x$, being central, cannot.

In conclusion, when expanded according to the basis (6.3) $x$ contains summands of the form
\begin{equation}
K_1^{t_1} \cdots K_\ell^{t_\ell},
\end{equation}
while all other summands contain both $E$s and $F$s.

Now let $x_{res}$ be the sum of all summands (6.4) of $x$, with the respective coefficients (so $x_{res}$ is obtained from $x$ by simply dropping the summands containing $E$s and $F$s).

Now, both the algebra $\mathcal{U}_+$ generated by the $K$s and $E$s and the algebra $\mathcal{U}_-$ generated by $K$s and $F$s are Hopf subalgebras of $\mathcal{U}$. They are graded as Hopf algebras via
\begin{equation}
deg(K) = 0, \quad \deg(E) = 1 \text{ for } \mathcal{U}_+, \quad \deg(K) = 0, \quad \deg(F) = 1 \text{ for } \mathcal{U}_-
\end{equation}
This means that when applying the coproduct to the summands in $x - x_{res}$ expand with respect to the tensor product of PBW basis of $\mathcal{U} \otimes \mathcal{U}$, we obtain only terms that contain $E$s and $F$s. In conclusion, if $U_0 \subset \mathcal{U}$ is the algebra generated by the $K$s, then the only summands of $\Delta(x) = x \otimes 1 + 1 \otimes x$ that belong to $U_0 \otimes U_0$ come from $\Delta(x_{res})$.

It follows from the discussion above that $x_{res}$ itself must be a primitive element. This is impossible, since it belongs to the group algebra $\mathcal{U}_0$ which has no non-zero primitives. ■

The next result complements Proposition 6.2 for (some) roots of unity, but we need a preparation before stating it. In both the discussion preceding and the proof of Proposition 6.3 below we will follow [17, Section 6.3.5].

Let $q \in \mathbb{C}$ be a primitive $p$th root of unity for some odd integer $p > d_i$, $i = 1, 2, \ldots, \ell$. For a root $\alpha$ we consider $E_\alpha, F_\alpha$, as in the proof of Proposition 6.2. Then [17, Proposition 47] says that
\begin{equation}
e_\alpha := E_\alpha^p, \quad f_\alpha := F_\alpha^p \text{ and } k_i = K_i^p
\end{equation}
are central in $\mathcal{U}_q = \mathcal{U}_q(\mathfrak{g})$. For the simple root $\alpha_i$ we shall also write $e_i = E_{\alpha_i}^p$, $f_i = F_{\alpha_i}^p$. Then, according to [17, Proposition 48] the algebra $\zeta_0$ generated by $e_\alpha, f_\alpha$ and $k_i$ is a Hopf subalgebra of $\mathcal{U}$. 

In particular, the Hopf center of $U_q$ is non-trivial and it contains $\zeta_0$. With this in place, we can now state

**Proposition 6.3.** When $q \in \mathbb{C}^\times$ is a root of unity whose order $p$ is odd and larger than all $d_i$, the Hopf center of $U_q$ is the algebra $\zeta_0$ defined above.

**Proof.** Consider the inclusion $\zeta_0 \subseteq \mathcal{H}Z = \mathcal{H}Z(U_q)$ of commutative Hopf algebras.

We know from [17, Theorem 4.9] that $U_q$ is a finitely-generated free module over $\zeta_0$, and hence $\mathcal{H}Z$ is finitely generated as a module over $\zeta_0$ (e.g. because the latter is a finitely generated commutative ring, and hence noetherian). It follows from this that in the exact sequence

$$\mathbb{C} \rightarrow \zeta_0 \rightarrow \mathcal{H}Z \rightarrow \bullet \rightarrow \mathbb{C}$$

of Hopf algebras the third term $\bullet$ is finite-dimensional. Since it is also commutative and we are working in characteristic zero, it must be the function algebra $\mathbb{C}(G)$ of some finite group $G$.

It is easy to see that the central grouplikes in $U_q$ are precisely those in the group generated by the $k_i = K_i^p$, and hence the inclusion $\zeta_0 \subseteq \mathcal{H}Z$ is an isomorphism at the level of coradicals. This means that the cosemisimple Hopf algebra $\mathbb{C}(G)$ is pointed irreducible, meaning that $G$ is trivial.

**Remark 6.4.** It seems likely that the determination of the centers of two-parameter quantum groups $U_{r,s}(\mathfrak{sl}_n)$ carried out in [6] can be put to similar use, though we will not attempt this here.

6.4. **Cocenter of $U_q(\mathfrak{g})$.** In what follows we denote $C$ the coalgebra assigned to $U_q(\mathfrak{g})$ as described in general in Lemma 4.5; $D$ is the bialgebra generated by $C$.

**Lemma 6.5.** Let $\pi : U_q(\mathfrak{g}) \rightarrow B$ be a cocentral morphism of Hopf algebras. Then $\pi(x) = \varepsilon(x)1$. In particular $\mathcal{H}C(U_q(\mathfrak{g})) = \mathbb{C}$.

**Proof.** The cocentrality of $\pi$ yields

$$\pi(E_i) \otimes K_i + 1 \otimes E_i = \pi(K_i) \otimes E_i + \pi(E_i) \otimes 1$$

Now the linear independence of $K_i, 1, E_i$ implies that $\pi(E_i) = 0$ and $\pi(K_i) = 1$. Similarly we are reasoning for $F_i = 0$ and we are done. ■

The above result shows that the Hopf kernel assigned to the surjection $U_q(\mathfrak{g}) \rightarrow \mathcal{H}C(U_q(\mathfrak{g}))$ is equal $U_q(\mathfrak{g})$. We shall show that already $D = U_q(\mathfrak{g})$. Computing in what follows we shall drop the index $i$:

$$(\Delta \otimes \text{id})(\Delta(E)) = E \otimes K \otimes K + 1 \otimes E \otimes K + 1 \otimes 1 \otimes E$$

Thus

$$ad(E) = -K \otimes E + E \otimes K + 1 \otimes E$$

The linear independence of $E, K, 1$ enables us to slice the first leg of (6.5) by functionals which put $K$ to 1 and $E, 1$ to zero. Thus we get $E \in D$. Similarly $K \in D$. The same applied to $F$ yields $F \in D$. Summarizing we proved

**Lemma 6.6.** Adopting the above notation we have $D = U_q(\mathfrak{g})$. 

6.5. **General concluding remarks.** The following simple observation can be useful in computing Hopf cocenters. Before stating it, we need the following

**Definition 6.7.** The cocenter of a coalgebra $C$ is the finite dual of the center of $C^\ast$.

We denote the cocenter of $C$ by $CZ(C)$. ♦

**Remark 6.8.** Note that we have a surjection $C \to CZ(C)$, universal among morphisms of coalgebras defined on $C$ that are cocentral in the same sense as in **Definition 3.1**. ♦

**Lemma 6.9.** (a) If a Hopf algebra $A$ is generated by a subcoalgebra $C$ as a Hopf algebra, then the kernel of

$$A \to HC(A)$$

is the Hopf ideal generated by the kernel of $C \to CZ(C)$. (b) The analogous statement holds for Hopf algebras with bijective antipode.

**Proof.** The difference between parts (a) and (b) is that in the former case $A$ is generated as an algebra by the iterations $S^n(C)$ for $n \in \mathbb{Z}_{\geq 0}$, whereas in the latter we allow $n$ to range over all integers. To fix ideas, we focus on part (a); the proof for (b) is completely analogous.

By the universality of $C \to CZ$ we have a commutative diagram

$$
\begin{array}{ccc}
C & \to & A \\
\downarrow & & \downarrow \\
CZ & \to & HC
\end{array}
$$

of coalgebra maps, and hence the kernel of $C \to CZ$ is indeed contained in that of $A \to HC$.

On the other hand, consider the Hopf ideal $I$ in the statement (generated by ker$(C \to CZ)$). The quotient $A \to A/I$ is cocentral in the sense of **Definition 3.1** because $C \to A/I$ is, the iterations $S^n(C)$ generate $A$ as an algebra, and the condition from **Definition 3.1** is preserved under taking products and antipodes (i.e. if it holds for $x, y \in A$ it also holds for $xy$, etc.).

It follows from the previous paragraph that $A \to A/I$ factors through $A \to HC$, and hence

$$\ker(A \to HC) \subseteq I.$$ 

Since the preceding discussion argues that the opposite inclusion holds, we are done. ■

**Remark 6.10.** Note that **Lemma 6.5** can be read as a particular instance of **Lemma 6.9**. ♦

**Lemma 6.9** allows us to compute the cocenters of Hopf algebras freely generated by coalgebras in the sense of [24]. We omit the proof of the following result, as it is almost tautological.

**Corollary 6.11.** The Hopf cocenter of the Hopf algebra $HC(C)$ freely generated by a coalgebra $C$ is the free Hopf algebra $HC(CZ)$ on the cocenter $CZ = CZ(C)$. ■
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