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Grey Wolf Optimization Based Self-Organizing Fuzzy Multi-Objective Evolution Algorithm

Jialiang Xie* · Shanli Zhang · Honghui Wang · Dongrui Wu

Abstract Two goals of multi-objective evolutionary algorithms are effectively improving its convergence and diversity, and making the Pareto set evenly distributed and close to the real Pareto Front. This paper proposes a grey wolf optimization based self-organizing fuzzy multi-objective evolutionary algorithm. Grey wolf optimization algorithm is used to optimize the initial weights of the self-organizing map network. New neighborhood relationships for individuals are built by self-organizing map, which can maintain the invariance of feature distribution and map the structural information of the current population into Pareto Sets. Based on this neighborhood relationship, this paper uses the fuzzy differential evolution operator, which constructs a fuzzy inference system to dynamically adjust the weighting parameter in the differential operator, to generate a new initial solution, and the polynomial mutation operator to refine them. Boundary processing is then conducted. Experiments on fifteen test problems were conducted to verify its effectiveness. Results show that the convergence and diversity of the proposed algorithm are better than several state-of-the-art multi-objective evolutionary algorithms.
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1 Introduction

Many optimization problems in scientific research and industrial applications are intrinsic multi-objective, in which multiple conflicting objectives need to be optimized simultaneously. Thus, it is impossible to achieve the optimality of all problems at the same time. The solution is a Pareto optimal solution set (PS), consisting of multiple compromised solutions among different objectives. Vectors in the objective space that correspond to the PS is Pareto front (PF) (Zhou et al. 2009).

Common approaches to solve multi-objective optimization problems are traditional mathematical analytical algorithms and evolutionary algorithms. Multi-objective evolutionary algorithms (MOEAs) provide a general framework for solving complex problems and have been widely used in dynamic optimization, machine learning, signal processing, adaptive control, and so on. Popular MOEAs are usually based on Pareto dominance, performance indicator and decomposition (Zhang et al. 2016).

An effective MOEA should make full use of the regularity property of multi-objective optimization problems (Zhang et al. 2016), that is, under certain conditions, the PF and PS of a continuous m-objective optimization problem form an (m-1)-dimensional piecewise continuous manifold in the objective space and the decision space, respectively. Regularity model based multi-objective estimation of distribution algorithms (Zhang et al. 2008) explicitly uses this property, for modeling the PS (Zhou et al. 2009) and for performing local search (Lara et al. 2010). Cellular multi-objective genetic algorithms (Durillo et al. 2008; Nebro et al. 2009; Zhang et al. 2015), MOEA based on decomposition (MOEAs/D)
(Zhang et al. 2008; Li and Zhang 2009; Wang and Zhang 2016; Zhou and Zhang 2016), and hybrid NSGA-II with self-organizing map (Norozi and Rakshshandehroo 2011) implicitly use this property.

However, in the evolutionary algorithm, there are uncertainties in the process of population search and the generation of offspring. Fuzzy set theory has inherent advantages in describing uncertain events and inaccurate information. Fuzzy inference system and hybrid methods with other intelligent computations are widely used in the field of evolutionary optimization, and have shown better results than traditional methods. For example, Melin et al. (Melin et al. 2013) used fuzzy logic to dynamically adjust the weight parameters C1 and C2 of the velocity formula in PSO. (Olivas et al. 2017) proposed Ant Colony Optimization (ACO) with interval type-2 fuzzy system, which outperformed a rank-based ACO and ACO using type-1 fuzzy system. (Santiago et al. 2019) proposed a novel MOEA with fuzzy logic based adaptive selection of operators. It identifies which mutation operator is more (or less) promising among simulated binary crossover, uniform mutation, polynomial mutation and DE, for the evolution of the population at each search stage. Also, it uses a fuzzy system to assign the correct application rate to these four operators. Shen et al. (Shen et al. 2019) proposed a multi-objective particle swarm optimization algorithm based on fuzzy optimization, and the experiment has better performance in terms of solution quality, robustness and computational complexity. HSMP (Zou et al. 2020) used the current and past continuous PS centers to automatically establish a T-S fuzzy nonlinear regression prediction model that can predict future PS centers to improve the prediction accuracy when environmental changes occur at the inflection point. (Korashy et al. 2020) proposed a method based on multi-objective grey wolf optimization and fuzzy logic decision-making for solving multi-robot coordination problems and a new objective function to minimize the recognition time between the main and backup relays. The feasibility and effectiveness of this method to solve the coordination problem of DOCRs were discussed on two different systems.

In addition, scholars merge fuzzy systems with machine learning and apply them to the field of multi-objective evolution to improve the performance. For example, (Chen et al. 2018) proposed a hybrid population prediction strategy based on fuzzy inference and one-step prediction. A fuzzy inference model based on the maximum entropy principle is first extracted automatically from the previously found Pareto optimal solution set, and then the trajectory (position and/or direction) of the new Pareto optimal solution set is inferred. This strategy ensures that the algorithm can respond quickly and effectively when the environment changes. Changing PF, thereby, can be traced. (Song et al. 2007) proposed a new fuzzy cognitive map (FCM) learning algorithm based on multi-objective particle swarm optimizations, and experimental results show that the method improves the efficiency and robustness of FCMs. In (Yogesh and Ashish 2018), fuzzy logic was used to improve the adaptivity of particle swarm optimization (PSO) by controlling various parameters. Then, the improved PSO was used in K-harmonic means (KHM) for better clustering. (Sankhwar et al. 2019) combined improved grey wolf optimization with fuzzy neural classifier for achieving more accurate financial crisis prediction than other methods.

In this paper, a grey wolf optimization based self-organizing fuzzy multi-objective evolutionary algorithm (GWO-SFMEA) is proposed. Fuzzy system is used to dynamically adjust the weighted parameter F in differential evolution operator, and a new fuzzy differential evolution (FDE) operator is proposed. FDE is used to generate a new initial solution using neighborhood relationship among individuals, followed by polynomial mutation and boundary processing. The new neighborhood relationships of individuals are built by exploiting the peculiarity of the SOM (an unsupervised machine learning method), that is, invariance of the feature distribution, to map the structural information of the current population into Pareto Sets. In addition, in this paper, grey wolf optimization is used to optimize the initial neuron weights of an SOM.

The main features of GWO-SFMEA include:

1) It uses GWO to optimize SOM weights, enabling individuals to search for their neighbors more efficiently in the global scope.
2) When the offspring is generated, a fuzzy inference system is constructed to dynamically adjust the value of the weighting parameter F for high-quality new solutions, and can effectively improve the convergence and diversity of the algorithm.
3) The algorithm utilizes the regular property of multi-objective optimization problems, which can effectively solve functions with complex PF and/or PS shapes.

Experiments on fifteen test problems with complex PF and/or PS shapes were conducted to verify the effectiveness of our proposed algorithm. Results show that its convergence and diversity are better than several state-of-the-art MOEAs.

The remainder of this paper is organized as follows: Section 2 reviews some preliminaries. Section 3 introduces the proposed GWO-SFMEA algorithm in detail. Section 4 presents the test instances and performance metrics. Section 5 describes the parameter settings and experimental results. Section 6 gives additional discussions about GWO-SFMEA. Finally, Section 7 draws conclusions.
2 Preliminaries

This paper considers the following form of multi-objective optimization problems (Marler and Arora 2004):

\[
\begin{align*}
\min & \quad F(x) = (f_1(x), f_2(x), \ldots, f_m(x)) \\
\text{s.t.} & \quad x = (x_1, x_2, \ldots, x_n) \in \Omega
\end{align*}
\]

where \( \Omega \) is the feasible region of the decision space, \( x = (x_1, x_2, \ldots, x_n) \in \Omega \) is the decision variable vector, \( n \) is the dimensionality of \( x \), and \( m \) is the number of objective functions. \( F : \Omega \rightarrow \mathbb{R}^m \) consists of \( m \) objective functions \( \{f_i(x)\}_{i=1}^m \) from the decision space to the objective space.

In this section, we give some knowledge about stochastic operator and grey wolf optimization algorithm.

2.1 Stochastic operator

Most MOEAs are optimized by a set of candidate solutions to the target problems. These candidate solutions are generated by random operators. The main difference between MOEAs lies in the properties and search capabilities of the random operators. DE (Price et al. 2005) is one of the most effective operators to solve both single- and multi-objective continuous optimization problems (Li and Zhang 2009; Zhang et al. 2016; Ming et al. 2017; Boskovic and Brest 2018).

(Storn 1997; Mendes and Mohais 2005) proposed a variety of differential strategies to implement the mutation operation. Table 1 lists five of them. In \( \text{DE/rand/1/bin} \) or \( \text{DE/rand/2/bin} \), \( x \) is a variation vector, which can be a random (rand) vector in the population, or the best (best) vector in the current population; \( y \) is the number of differential vectors; \( z \) represents the mode of crossover, and \( \lambda \) the combination factor.

| Differential strategy | Differential expression |
|-----------------------|-------------------------|
| DE/rand/1/bin         | \( x_1 + F(x_2 - x_3) \) |
| DE/rand/2/bin         | \( x_1 + F(x_2 + x_3 - x_4 - x_5) \) |
| DE/best/1/bin         | \( x_0 + F(x_2 - x_3) \) |
| DE/best/2/bin         | \( x_0 + F(x_2 + x_3 - x_4 - x_5) \) |
| DE/rand-to-best/bin   | \( x_1 + \lambda(x_2 - x_3) + F(x_2 - x_3) \) |

\( \text{DE/rand/1/bin} \) and \( \text{DE/best/2/bin} \) are the most popular and successful differential strategies. This paper adopts the former to ensure the diversity of the population, and then integrates fuzzy inference system into it.

2.2 Grey wolf optimization (GWO)

GWO (Mirjalili et al. 2014; Saremi et al. 2015) is a new population intelligence optimization algorithm with fewer parameters, which is simple, flexible, and scalable. It has been widely used in many fields such as machine learning, image processing and so on. For example, Elhariri et al. (Elhariri et al. 2016a,b) successfully applied a GWO-based support vector machine to image classification and EMG signal classification. (Mustaffa et al. 2015) used GWO to optimize the least square support vector machine, and applied it to commodity time series data.

In GWO, grey wolves strictly obey a social dominance hierarchy as shown in Fig. 1, where the \( \alpha \) wolf is the leader of the population. The \( \beta \) wolf is a candidate of the \( \alpha \) wolf, helping the \( \alpha \) wolf make decisions or carry out other wolf group activities. The \( \delta \) wolf complies with \( \alpha \) wolf and \( \beta \) wolf, but dominates \( \omega \) wolf.

![Fig. 1: Hierarchy of grey wolves](image)

In addition to the social hierarchy of wolves, GWO also includes tracking, encircling and attacking prey, etc.

A. Encircling prey

Its mathematical model is:

\[
\begin{align*}
\bar{D} &= |\bar{C} \cdot \bar{X}_p(t) - \bar{X}(t)| \\
\bar{X}(t+1) &= \bar{X}_p(t) - \bar{A} \cdot \bar{D} \\
\bar{A} &= 2\bar{D} \cdot \bar{T}_1 - \bar{D} \\
\bar{C} &= 2 \cdot \bar{T}_2
\end{align*}
\]

where \( t \) indicates the current iteration, \( \bar{A} \) and \( \bar{C} \) are coefficient vectors, \( \bar{X}_p \) is the position vector of the prey, and \( \bar{X} \) is the position of a grey wolf. In (4), components of \( \bar{D} \) are linearly decreased from 2 to 0 over the course of iterations, and \( \bar{T}_1 \) and \( \bar{T}_2 \) are random vectors in \([0, 1]\).

B. Hunting
Its mathematical model is:

$$\overrightarrow{D}_a = |\overrightarrow{C}_1 \cdot \overrightarrow{X}_a - \overrightarrow{X}|, \overrightarrow{D}_\beta = |\overrightarrow{C}_2 \cdot \overrightarrow{X}_\beta - \overrightarrow{X}|, \overrightarrow{D}_\delta = |\overrightarrow{C}_3 \cdot \overrightarrow{X}_\delta - \overrightarrow{X}| \quad (6)$$

$$\overrightarrow{X}_1 = \overrightarrow{X}_a - \overrightarrow{D}_a, \overrightarrow{X}_2 = \overrightarrow{X}_\beta - \overrightarrow{D}_\beta, \overrightarrow{X}_3 = \overrightarrow{X}_\delta - \overrightarrow{D}_\delta \quad (7)$$

$$\overrightarrow{X}(t + 1) = \frac{\overrightarrow{X}_1 + \overrightarrow{X}_2 + \overrightarrow{X}_3}{3} \quad (8)$$

where $\overrightarrow{X}_a$, $\overrightarrow{X}_\beta$, and $\overrightarrow{X}_\delta$ represent the position vectors of $\alpha$, $\beta$, and $\delta$ wolves in the current population, respectively. $\overrightarrow{D}_a$, $\overrightarrow{D}_\beta$, and $\overrightarrow{D}_\delta$ indicate the distance between candidate wolves in the current population and $\alpha$, $\beta$, and $\delta$ wolves, respectively.

C. Attacking prey (exploitation)

When the values of $A$ are in $[-1, 1]$, the next position of the $\omega$ wolf which prepares for attacking the prey can be between its current position and the position of the prey. Otherwise, the wolves will spread out in search of prey for the sake of a global search and avoiding the local optimum.

3 GWO Based Self-Organizing Fuzzy MOEA (GWO-SFMEA)

This section proposes a new grey wolf optimization based self-organizing fuzzy multi-objective evolution algorithm. It first uses GWO to optimize the initial network weight vector of the SOM, and then SOM to extract the neighborhood relationship information of the best population individuals. In addition, it uses the fuzzy differential evolution (FDE) operator to generate a new solution.

3.1 GWO initialized SOM

SOM network (Kohonen and Teuvo 1990; Teuvo and Kohonen 1998), proposed by Kohonen et al., is an unsupervised machine learning method. The SOM generally consists of two parts: an input layer and an output layer. The neurons between the two layers are fully connected by a network weight vector. It adaptively adjusts this weight vector by detecting the relationship between the input data and the characteristic of the input data. Common topological structure of SOM is one- or two-dimensional. The topological structure of a two-dimensional SOM is shown in Fig. 2 (Zhang et al. 2016).

To improve the performance of MOEAs, we utilize GWO to optimize the initial weight vector. Its fitness function is:

$$g(p_i) = \frac{100}{F(p_i)}, \quad (9)$$

where $F(p_i) = \sum_{n=1}^{N} ||x_n - c||^2$ is used to measure the sum of the Euclidean distance between the input vector and the closest weight vector, and $c = \arg\min\{||x_n^k - \omega_j||^2\}$. Algorithm 1 shows this optimization process.

3.2 Fuzzy inference system

This paper uses Mamdani type fuzzy system (Sivanandam et al. 2007) with triangular membership functions and centroid defuzzification to dynamically adjust the value of the mutation parameter $F$ in the process of generating offspring using the DE operator. This mechanism allows different $F$ values to be applied during each iteration so that the operator can generate higher-quality offspring. The exploration and development capabilities of the algorithm, therefore, can be improved.

During the generation of offsprings, the value of the weighted parameter $F$ is generated by a fuzzy system. The fuzzy system first monitors the search process through the number of iterations and utilization, and then updates the value of the weighted parameter $F$ according to the values of these two variables. The initial utilization value is 1. The corresponding utilization is decreased by $\frac{1}{\text{controlsiz}}$ every time the $F$ value is generated. The value of the controlsize must be carefully tuned. It was set to 500 by trial-and-error.

In Fig. 3 and Fig. 4, we show the linguistic variables with the triangular membership functions for the number of iterations and utilization, respectively.

After the defuzzification process, we obtain a crisp value $F$. The specific surface function of fuzzy inference system is shown in Fig. 5, and its membership function as shown in Fig. 6.

To model the process with the fuzzy system, we consider 9 rules that help describe the existing relationship between the input and output, as shown in Table 2.
Algorithm 1 GWO-SOM

1. **Input:** Population size of the grey wolves, boundary, number of neurons.
2. Set the maximum number of iterations about GWO, initialize grey wolf population (network weight).
3. Calculate the fitness by (9);
4. for $g = 1, 2, ..., maxIter$ do
5. Boundary processing of the initial population.
6. Choose $\alpha, \beta, \delta$ wolves and record the positions.
7. Update the positions of other grey wolves according to (2)-(8).
8. **end**
9. **Output:** Positions of the population, i.e., the initial weight vector of SOM.

Fig. 7: The GWO-SFMEA framework.

3.3 GWO-SFMEA Framework

Fig. 7 shows the specific process of the GWO-SFMEA algorithm.

1. Randomly initialize the population and set parameters of the proposed algorithm;
2. Use Algorithm 1 to initialize the weight vectors of the SOM;
3. Start an iterative loop, use the training data set to update SOM network, i.e., the learning rate, weights, and neighborhood radius. And then extract neighborhood information between the population individuals;
4. Use the tournament selection mechanism to select the parent population from neighbor or current population;
5. Use the fuzzy system to dynamically adjust the weighting parameter $F$ in each iteration.
(6) Use the FDE operator and the polynomial mutation operator to generate a new solution;
(7) Use the environmental selection mechanism in (Zhang et al. 2016) to update the population and training set. If the termination condition is met, output the optimal solution of the population; otherwise, repeat step (3).

4 Test Instances and Performance Metrics

In this section, six MOPs with complex PF and PS shapes from (Gu et al. 2012; Zhang et al. 2016) are used as test functions. Table 3 introduces the feasible region of the set of test problems, the number of objective functions, and the dimensionalities of the decision variables.

In order to evaluate the convergence and diversity of the approximate PF obtained by the proposed algorithm, this paper adopts two commonly used performance indicators, i.e., inverted generational distance (IGD) (Zhou et al. 2005; Zhang et al. 2008; Cai et al. 2021) and hypervolume (HV) (Zitzler and Thiele 1999; Zhang et al. 2016).

Let $PF^*$ and $PF$ be the evenly distributed Pareto optimal solution set in $PF$ and the obtained non-dominated front respectively. IGD is computed by:

$$IGD(PF^*, PF) = \frac{\sum_{x^* \in PF^*} d(x^*, PF)}{|PF^*|},$$

where $d(x^*, PF)$ is the minimal distance between $x^*$ and any point in $PF$, and $|PF^*|$ is the cardinality of $PF^*$. When using
Table 3: The GLT Test Instance Used in the Experiments.

| Instance | Variable Space | Number of objective functions | Character |
|----------|----------------|------------------------------|-----------|
| GLT1     | $[0, 1] \times [-1, 1]^n$ | 2                            | Linear and disconnected PF; Nonlinear variable linkage |
| GLT2     | $[0, 1] \times [-1, 1]^n$ | 2                            | Convex PF; Nonlinear variable linkage |
| GLT3     | $[0, 1] \times [-1, 1]^n$ | 2                            | Convex PF; Nonlinear variable linkage |
| GLT4     | $[0, 1] \times [-1, 1]^n$ | 2                            | Convex and disconnected PF; Nonlinear variable linkage |
| GLT5     | $[0, 1]^2 \times [-1, 1]^n$ | 3                            | Convex PF; Nonlinear variable linkage |
| GLT6     | $[0, 1]^2 \times [-1, 1]^n$ | 3                            | Convex and disconnected PF; Nonlinear variable linkage |

5.2 Analysis of results

A. Time comparison

Table 5 shows the average time of SMEA and the proposed algorithm on 30 executions of 6 multi-objective test problems. Their time complexity on the bi-objective problem is similar, our proposed algorithm is faster on the tri-objective problem.

B. Comparison of IGD and HV value

The mean and standard deviation of the IGD and HV values of the 30 final populations generated by the six algorithms on the GLT test function are given in Table 6. The grey background indicates the best results (minimum IGD or maximum HV); “$\times$”, “\" and “~” in the table indicate that the performance of the algorithm GWO-SFMEA is better than, worse than, and similar to that of the comparison algorithm, respectively. Generally, the performance of GWO-SFMEA was significantly better than other algorithms on all GLT issues.

In terms of IGD, the value achieved by the the proposed algorithm was lower than the other five algorithms in both bi-objective and tri-objective problems. The performance of SMPSO on GLT1 and GLT3 was inferior to all algorithms. MOEA/D-DE performed the worst on GLT2, GLT5 and GLT6. The value obtained by FAME on GLT4 was inferior to other algorithms.
Table 4: Parameters settings

| Algorithm         | SOM-NSGA-II                                      | SMEA                                      |
|-------------------|--------------------------------------------------|-------------------------------------------|
| population size   | 100/105 for bi/tri-objective MOPs                | 100/105 for bi/tri-objective MOPs        |
| SOM structures    | 1x5/3x5 for bi/tri-objective MOPs                | 1x100/7x15 for bi/tri-objective MOPs     |
| Differential evolution | F=0.3, CR=1.0                                    | F=0.9, CR=1.0                             |
| Polynomial evolution | p_m = 1/n, η_m = 20                             | p_m = 1/n, η_m = 20                      |
| Neighborhood size | 5, probability of mating restriction: 0.9         |                                           |

| Algorithm         | FAME                                      | SMPSO                                      |
|-------------------|-------------------------------------------|--------------------------------------------|
| population size   | 25/100 for bi/tri-objective MOPs           | 100/150 for bi/tri-objective MOPs         |
| Archive size      | 100/200 for bi/tri-objective MOPs          | 100/150 for bi/tri-objective MOPs         |
| SOM structures    | 1x100/15x10 for bi/tri-objective MOPs      |                                           |
| Recombination     | DE: F=0.5, CR=1.0, SBX: η_k = 20           |                                           |
| Polynomial evolution | p_m = 0.3, η_m = 20                       |                                           |
| Uniform mutation  | p_m = 0.3                                  |                                           |
| Algorithm         | MOEA/D-DE                                  |                                           |
| population size   | 100/105 for bi/tri-objective MOPs           |                                           |
| Differential evolution | F=0.9, CR=0.8                             |                                           |
| Polynomial evolution | p_m = 1/n, η_m = 20                       |                                           |
| Neighborhood size | 5, probability of mating restriction: 0.9    |                                           |

With regard to HV, the proposed algorithm obtained better values than other algorithms on all GLT test instances except GLT1 and GLT3, where FAME and SMPSO ranked first respectively. However, FAME and MOEA/D-DE performed the worst on bi-objective problems (GLT4 for FAME, GLT2 and GLT3 for MOEA/D-DE). SMPSO had worst performance on tri-objective problem (GLT5 and GLT6).

Table 7 shows the Friedman ranks of the six algorithms for the two considered indicators, with 95% significance. Regardless of IGD or HV, the average ranking of the proposed algorithm was the first, followed by SMEA, MOEA/D-DE ranked last on all metric values, which means it has the worst performance.

Table 7: Average ranking of the algorithms.

| Algorithm     | HV Rank | IGD Rank |
|---------------|---------|----------|
| SOM-NSGA-II   | 4.33    | 4.00     |
| FAME          | 3.83    | 4.53     |
| MOEA/D-DE     | 4.50    | 5.17     |
| SMEA          | 2.67    | 2.00     |
| SMPSO         | 4.17    | 4.50     |
| GWO-SFMEA     | 1.50    | 1.00     |

C. Population distribution graph

In order to further compare SMEA, FAME and GWO-SFMEA, Fig. 8 shows the distribution of the final population implemented independently by three algorithms for 30 times.

For GLT1, the distribution of the final population achieved by FAME is better than SMEA and GWO-SFMEA, which is consistent with the optimal performance of HV of FAME in Table 6. Besides, the population distribution generated by GWO-SFMEA is better than SMEA. Both FAME and the proposed GWO-SFMEA apply fuzzy systems and outperform SMEA, indicating that the use of fuzzy systems in EAs can make the population distribution more uniform. The population distributions generated by SMEA, FAME and GWO-SFMEA on GLT2 can cover the whole PFs well and do not show big difference. SMEA is not much different from GWO-SFMEA on GLT3, but these two algorithms are better than FAME. The distribution of the population achieved by FAME, the right half part is not evenly distributed. Although the FAME guarantees the diversity of the population on GLT4, its distribution is uneven. By contrast, GWO-SFMEA guarantees the uniformity. GWO-SFMEA performs better than the SEMA and FAME on tri-objective problems (GLT5 and GLT6).

By analyzing the above experimental results, we can find the SMPSO and MOEA/D-DE performed worst on both complicated PF or PS shapes, which might be because the particles have poor search ability or the set of the weight vectors. FAME works well on MOPs with three objectives,
Fig. 8: The final populations in the objective space obtained by SMEA, FAME and GWO-SFMEA on GLT1-GLT6 over 30 runs.
but it performs poorly on the GLT3 might be due to the random selection of the operator. SOM-NSGA-II and SMEA employs SOM to extract neighborhood information of the population, therefore, they can construct better quality parent population. Similarly, the algorithm proposed in this paper uses SOM to construct parent population, and uses the fuzzy system to dynamically adjust the parameters in the generation of its offspring to ensure that each iteration can produce high-quality solutions. Thus, GWO-SFMEA has a significant advantage in dealing with these instances.

6 Discussions

6.1 Test Function with Complex PF Shapes

The WFG(Huband et al. 2005) test instances have a complex PF shape and a simple PS shape. Its characteristics are shown in Table 8.

Through preliminary experiments, the output surface of the fuzzy system with the mutation parameter \( F \) in the GWO-SFMEA algorithm is shown in Fig. 9. \( r_0 = 0.9, CR = 0.8 \) and the values of other parameters are the same as in Section 5.1.

The five algorithms were run on these instances 30 times. The mean and standard deviation of the IGD and HV metrics of the final population are shown in Table 9. The reference point for the bi-objective WFG that is used to calculate the HV metric is \( r^* = (3, 5) \).
Table 9: Statistical Result (Mean Std [Rank]) of The Five Algorithms on the GLT Test Suite of the *IGD* and *HV* Metrics.

| Instance | SOM-NSGA-II | FAME | MOEA/D-DE | SMEA | GWO-SFMEA |
|----------|-------------|------|-----------|------|-----------|
|          | *IGD*       |      |           |      |           |
| WFG1     | mean 1.433E+00[3]  | 1.491E-02[1]  | 1.695E+00[5]  | 1.565E+00[4]  | 1.085E+00[2]  |
|          | std (7.333E-02)   | (1.308E-03)   | (1.122E-02)   | (9.525E-02)   | (2.019E-02)   |
| WFG2     | mean 1.433E-02[2] | 1.846E-02[4] | 3.790E-02[5] | 1.474E-02[3] | 1.121E-02[1] |
|          | std (6.093E-03)   | (3.859E-02)   | (6.109E-04)   | (7.078E-04)   | (4.670E-04)   |
| WFG3     | mean 1.450E-01[5] | 1.127E-02[1] | 1.420E-01[4] | 1.388E-01[3] | 1.137E-02[2] |
|          | std (6.990E-04)   | (6.682E-05)   | (3.025E-04)   | (1.380E-04)   | (7.061E-05)   |
| WFG4     | mean 6.037E-02[4] | 1.084E-02[1] | 5.025E-02[3] | 7.784E-02[5] | 3.059E-02[2] |
|          | std (5.681E-03)   | (1.364E-04)   | (6.321E-03)   | (6.902E-03)   | (3.959E-02)   |
| WFG5     | mean 6.902E-02[5] | 6.638E-02[2] | 6.747E-02[4] | 6.663E-02[3] | 6.467E-02[1] |
|          | std (5.246E-04)   | (4.037E-05)   | (4.476E-04)   | (1.138E-04)   | (5.701E-03)   |
| WFG6     | mean 3.334E-01[4] | 1.288E-02[1] | 3.352E-01[5] | 3.265E-01[3] | 3.022E-01[2] |
|          | std (4.137E-03)   | (2.792E-04)   | (2.240E-02)   | (2.090E-02)   | (3.069E-04)   |
| WFG7     | mean 2.994E-02[5] | 1.261E-02[3] | 1.815E-02[4] | 1.144E-02[2] | 1.071E-02[1] |
|          | std (1.527E-03)   | (2.062E-04)   | (2.968E-04)   | (2.526E-04)   | (3.107E-04)   |
| WFG8     | mean 5.755E-02[4] | 1.033E-01[5] | 3.989E-02[3] | 2.666E-02[2] | 1.186E-02[1] |
|          | std (6.643E-03)   | (2.750E-02)   | (7.61E-03)    | (6.92E-03)    | (2.819E-04)   |
| WFG9     | mean 2.707E-01[5] | 1.448E-02[1] | 2.435E-01[3] | 2.561E-01[4] | 1.984E-01[2] |
|          | std (1.217E-02)   | (4.97E-03)    | (3.200E-02)   | (2.980E-02)   | (7.404E-04)   |
|          | *HV*          |      |           |      |           |
| WFG1     | mean 4.428E+00[4] | 1.207E+01[1] | 5.809E+00[3] | 3.873E+00[5] | 5.878E+00[2] |
|          | std (2.667E-01)   | (4.180E-03)   | (5.017E-02)   | (3.781E-01)   | (1.217E-01)   |
| WFG2     | mean 1.141E+01[3] | 1.136E+01[5] | 1.143E+01[2] | 1.141E+01[4] | 1.145E+01[1] |
|          | std (3.455E-03)   | (4.195E-01)   | (1.397E-03)   | (6.347E-03)   | (5.476E-02)   |
| WFG3     | mean 1.089E+01[5] | 1.096E+01[2] | 1.091E+01[4] | 1.594E+01[1] | 1.096E+01[3] |
|          | std (5.643E-03)   | (2.100E-04)   | (3.319E-03)   | (1.946E-03)   | (1.141E-03)   |
| WFG4     | mean 8.328E+00[4] | 8.684E+00[1] | 8.443E+00[3] | 8.204E+00[5] | 8.559E+00[2] |
|          | std (3.591E-02)   | (1.710E-03)   | (3.884E-02)   | (3.966E-02)   | (1.993E-02)   |
| WFG5     | mean 8.158E+00[4] | 8.181E+00[3] | 8.138E+00[5] | 8.233E+00[2] | 8.251E+00[1] |
|          | std (5.498E-02)   | (3.902E-02)   | (3.069E-02)   | (4.557E-02)   | (3.188E-02)   |
| WFG6     | mean 6.344E+00[4] | 8.677E+00[1] | 6.337E+00[5] | 6.383E+00[3] | 6.527E+00[2] |
|          | std (2.199E-03)   | (3.651E-02)   | (1.139E-01)   | (1.064E-01)   | (3.112E-04)   |
| WFG7     | mean 8.575E+00[5] | 8.668E+00[2] | 8.644E+00[4] | 8.671E+00[3] | 8.687E+00[1] |
|          | std (7.901E-03)   | (2.620E-03)   | (3.616E-03)   | (2.129E-03)   | (2.600E-04)   |
| WFG8     | mean 8.352E+00[4] | 7.049E+00[5] | 8.482E+00[3] | 8.528E+00[2] | 8.675E+00[1] |
|          | std (3.872E-02)   | (4.843E-01)   | (4.711E-02)   | (4.456E-02)   | (2.495E-03)   |
| WFG9     | mean 6.102E+00[5] | 8.488E+00[1] | 6.179E+00[3] | 6.174E+00[4] | 6.451E+00[2] |
|          | std (6.438E-02)   | (4.316E-02)   | (1.563E-01)   | (1.518E-01)   | (2.543E-02)   |
Table 8: The WFG test instance used in the experiments.

| Instance | Character               |
|----------|-------------------------|
| WFG1     | separable; Uni-modal    |
| WFG2     | non-separable; Uni-modal|
| WFG3     | non-separable; Uni-modal|
| WFG4     | separable; multi-modal  |
| WFG5     | separable; deceptive    |
| WFG6     | non-separable; Uni-modal|
| WFG7     | Separable; Uni-modal    |
| WFG8     | non-separable; Uni-modal|
| WFG9     | non-separable; multi-modal; deceptive |

As shown in Table 9, the proposed algorithm achieved 8 best values on 18 average metric values. In terms of IGD, the proposed algorithm obtained lower values than other algorithms on WFG2, WFG5, WFG7 and WFG8. FAME performed best on the rest of the problems. MOEA/D-DE and SOM-NSGA-II obtained worst values on WFG1, WFG2, WFG6 and WFG3, WFG5, WFG9 respectively.

With regard to HV, the proposed algorithm was better than the other algorithm on WFG2, WFG5, WFG7-8. It was inferior to FAME and SMEA on WFG1, WFG4, WFG6, WFG9 and WFG3 respectively. However, FAME and SMEA obtained worst value on WFG8 and WFG1 respectively. MOEA/D-DE and SOM-NSGA-II obtained worst values on WFG5-6 and WFG3, WFG7, WFG9 respectively.

In conclusion, GWO-SFMEA achieved good performance on WFG2, WFG5, WFG7, and WFG8 and ranked second on other problems. It can be seen that the algorithm proposed in this paper is able to tackle MOPs with complex PF shape.

Table 10: Average Rankings of the Algorithms.

| Algorithm     | HV Rank | IGD Rank |
|---------------|---------|----------|
| SOM-NSGA-II   | 4.22    | 4.11     |
| FAME          | 2.33    | 2.11     |
| MOEA/D-DE     | 3.56    | 4.00     |
| SMEA          | 3.22    | 3.22     |
| GWO-SFMEA     | 1.67    | 1.56     |

6.2 Application of fuzzy system

In order to study whether fuzzy system improves the convergence of the algorithm and the diversity of the population, the GWO-SFMEA was compared with the version without fuzzy inference system by running two algorithms independently on the GLT problems for 30 times. The average IGD and HV values after the implementation of two algorithms are shown in Fig. 10. The larger the HV value is or the smaller the IGD value is, the better performance of the algorithm is.

Fig. 9: Output surface of fuzzy system with weighted parameter F.

Fig. 10: The impact of fuzzy system on IGD and HV.
It can be seen apparently from Fig. 10 that the HV value increased, but its corresponding IGD decreased at the same time on GLT1-GLT5 after using fuzzy system. On the GLT6, the HV and IGD both increased, but the increment of accuracy of IGD was not large.

In summary, the performance of the propose algorithm on all instances was improved after adopting the fuzzy inference system, which shows that well-organized fuzzy inference system in the MOEAs can improve the performance of the algorithm and can ensure the diversity of the population and the convergence speed of the population.

6.3 Network structure of SOM

In GWO-SFMEA, the structure of SOM for the bi-objective and tri-objective problems is set to be one-dimensional (1×100) and two-dimensional (7×15) respectively. In order to study the influence of the SOM structure on the performance metrics IGD and HV of the algorithm, the SOM structure was changed to be two-dimensional (10×10) SOM in bi-objective problem and one-dimensional (1×105) in tri-objective problem. The two kinds of SOM structures were both run on GLT1-GLT6 for 30 times. The IGD and HV values obtained from each instance are compared with the unmodified ones. The results are shown in Fig. 11.

It can be observed from Fig. 11(a) that for the bi-objective instances, the IGD value on GLT1-2 is smaller under the one-dimensional SOM structure. However, the IGD value of GLT3-4 is smaller under the two-dimensional structure. For the tri-objective problem, the IGD value is smaller under the two-dimensional structure.

It can be seen from (b) that the change of the SOM structure has little effect on the HV value on all GLT problems. Strictly speaking, the HV value on the bi-objective problem is slightly larger under the one-dimensional structure, and that on the tri-objective problem is a little larger under the two-dimensional structure.

In conclusion, the bi-objective problem has no obvious preference for one-dimensional or two-dimensional SOM, but the tri-objective instance prefers two-dimensional SOM structure.

7 Conclusions

In this paper, a new MOEA called grey wolf optimization based self-organizing fuzzy multi-objective evolution algorithm was proposed. In algorithms which combine SOM with MOEAs, the initial weight of self-organizing map is generated randomly. However, the result depends heavily on the initial weight. Therefore, this paper optimized the initial weights of SOM through grey wolf optimization algorithm. At the same time, SOM can be used to map high-dimensional information to low-dimensional space while maintaining feature distribution invariance and building neighborhood relationships between individuals. In addition, the suboptimal solutions produced in the early optimization process in most MOEAs induce the algorithm to converge prematurely with great probability. To avoid this problem, this paper first utilized FDE operator to generate a new initial solution. Then the PM operator was used to mutate the new solution and boundary processing was performed. FDE dynamically adjusts the weighting parameter \( F \) in the difference operator by constructing a fuzzy inference system, which can ensure high-quality new solutions during the generation of offspring and effectively improve the convergence and diversity of the algorithm.

In order to verify the performance of the proposed algorithm, GWO-SFMEA and other state-of-the-art algorithms were test on the GLT and WFG test functions with complex PF shapes and/or complex PS shapes, respectively. Through experiments, it can be found that the proposed algorithm is significantly better than other algorithms at the 95% confidence level. Through analysis of the sensitivity of GWO-SFMEA to the SOM structure, it can be seen that the SOM structure has no obvious preference for the bi-objective prob-
lem, but the tri-objective problem prefers the two-dimensional SOM structure. In addition, the combination of fuzzy systems with EAs can greatly improve the convergence and diversity of evolutionary algorithms.
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