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Abstract

We present MKGDB, a large-scale graph database created as a combination of multiple taxonomy backbones extracted from 5 existing knowledge graphs, namely: ConceptNet, DBpedia, WebIsAGraph, WordNet and the Wikipedia category hierarchy. MKGDB, thanks the versatility of the Neo4j graph database manager technology, is intended to favour and help the development of open-domain natural language processing applications relying on knowledge bases, such as information extraction, hypernymy discovery, topic clustering, and others. Our resource consists of a large hypernymy graph which counts more than 37 million nodes and more than 81 million hypernymy relations.
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1. Introduction

Since the end of the last century, both semantic networks (Allen and Frisch, 1982) and knowledge graphs (KGs) are playing the important role of representing entities and relations with high reliability, explainability, and reusability (Bonatti et al., 2018). KGs have had an impact on the development of many fields of research (Camacho-Collados et al., 2018) ranging from the Semantic Web (Shadbolt et al., 2006) to Natural Language Processing (NLP). In order to speed up and support the development of novel knowledge-based applications, we present MKGDB, a (very) large scale graph database created as a combination of multiple taxonomy backbones, extracted from 5 existing knowledge graphs namely: ConceptNet (Speer et al., 2017), DBpedia (Lehmann et al., 2015), WebIsAGraph (Faralli et al., 2019), WordNet (Fellbaum, 1998) and the Wikipedia hierarchy of categories. The resource combines multiple lexical knowledge graphs representing entities and hypernymy relations, both automatically harvested from corpora (i.e., WebIsAGraph) and crafted by human experts (like WordNet and others). Thanks to the availability of different streams of knowledge and the versatility of graph database technologies, we exploit methodologies leveraging topological features from multiple knowledge graphs.

As an example, MKGDB contains a high number of cross-link edges (edges connecting nodes belonging to different knowledge graphs) which are fundamental information in algorithms such as linking and mining heterogeneous data (P and Jurek-Loughrey, 2018), entity alignment between knowledge graphs (Trisedya et al., 2019) and noisy graph pruning (Faralli et al., 2017). Our resource is compiled on top of the Neo4j platform¹. The Neo4j, in comparison to other state of art technologies (see Section 3 for a review on graph database systems), offers both a scalable solution enabling to manage large scale graphs and specific textual based indexing functionalities to better support natural language processing applications. Other filed of applications and studies that might benefit from the availability of MKGDB are, for example:

- applications aimed at generating graph embeddings (Wang et al., 2017) where combining knowledge graphs can partially solve the sparsity problem;
- studies aimed at extracting or inducing faceted/multimodal domain knowledge graphs (Liu et al., 2019);
- studies devoted to the definition of novel benchmarks for the tasks of knowledge graph refinement (Paulheim, 2016), or taxonomy induction (Bordea et al., 2015) (Velardi et al., 2013);
- distributional and topological based methodologies for the enrichment of lexical resources (Biemann et al., 2018);
- empirical studies of graph algorithms applied to large scale real graphs.

The rest of this paper is organized as follows:

- Section 2 describes the state of the art on knowledge graphs and graph database technologies;
- Section 3 provides details about the MKGDB resource, and detailed statistics about the topology of the graph; and
- Section 4 summarizes the contributions of this paper.

2. Related work

Large-scale lexical Knowledge Bases: As described in (Camacho-Collados et al., 2018), the exploitation of knowledge bases in AI/NLP applications is a well established practice. In recent years, we observed many efforts on the construction of fully or partially human curated general purpose lexical knowledge bases - e.g., WordNet (Fellbaum, 1998), BabelNet (Navigli and Ponzetto, 2012), DBpedia (Lehmann et al., 2015), Yago (Mahdisoltani et al., 2015), ConceptNet (Speer et al., 2017) - and application specific knowledge bases - e.g., FrameNet (Baker et al., 2001),
More recently, increasing attention has been paid to multi-modal knowledge graphs (Liu et al., 2019), where the knowledge is represented combining different media types. The majority of the above mentioned resources are able to provide a human and machine readable general purpose multilingual knowledge representation, but they do not model commonsense and domain specific knowledge. To cope with the absence of domain/application specific information, other efforts are focusing on knowledge acquisition techniques to mine information from heterogeneous sources, and even from the entire Web.

Examples in this direction are: graph based approaches such as OntolearnReloaded (Velardi et al., 2013) or Biemann et al., 2018 where the authors present a distributional semantics-based end-to-end framework for the enrichment of lexical semantic resources, or Probase (Wu et al., 2012) and WebsIsADB (Seitner et al., 2016), where lexical syntactic patterns are used to mine hypernymy relations from Web-scale corpora.

The main problem of the above mining techniques is related to the acquisition of noisy or wrong information, which requires human supervision or additional algorithmic efforts to be identified and removed. In the above described context, the MKGDB resource, by combining both human curated and noisy hypernymy graphs, may facilitate the development of novel approaches dedicated to minimizing the human supervision required in current state of the art methodologies.

Knowledge Base management technologies: To deploy our resource, we analyzed several alternative graph database platforms, since other knowledge representation models/technologies, such as RDF stores (Faye et al., 2012), are mainly oriented to navigational, reasoning and interlinking purposes, while graph databases are scalable technologies enabling the development of graph algorithm-based applications.

As surveyed in (Patil et al., 2018), there are no industry standards for graph database technologies. We briefly review in this section standard-de-facto technologies able to manage graph data models. The reader can find an interesting comparative study in (Fernandes and Bernardino, 2018).

The graph database technologies we analyzed and candidates for the deployment of MKGDB are: i) Sparksee (formerly known as DEX), a lightweight fast and scalable graph database manager ii) Neo4j (Lal, 2015), a transactional graph database manager able to handle large scale graphs; iii) Hyper GraphDB (Iordanov, 2010), an open source software with a similar architecture when compared to Neo4j and Sparksee. GraphDB is also able to handle hyper graphs data models (Levene and Poulovassilis, 1990), (Levene and Poulovassilis, 1991) iv) with a particular attention to distributed computing capabilities, we mention also ArangoDB Trinity (Shao et al., 2013), ThingSpan (formerly known as Infinite Graph) and Titan.

Finally, we decided to adopt the graph database platform Neo4j for both the development and the deployment of MKGDB.

Our choice is based on four important main factors: i) the ability to efficiently handle and query extremely large graphs made of billions of nodes and relationship ii) Neo4j software is supported by a large and growing community of users and in comparison to others technologies, and therefore it was evaluated as the most promising in the medium and long terms; iii) Neo4j supports efficient indexing mechanisms that are well suited for large scale graphs where nodes are labelled with textual features (such as lexical knowledge graphs); iv) finally, Neo4j provides a specific query language called "cypher" which is particularly effective (we provide examples of queries we designed to perform the statistical analysis in Section 3.3, and easy to extend).

3. Resource

MKGDB is an hypernymy graph database including (at the time of writing) the backbone terminological taxonomies from five knowledge graphs: ConceptNet, DBpedia (both ontology and instances), WebIsAGraph, the Wikipedia hierarchy of categories and WordNet.

- ConceptNet (Speer et al., 2017) is the result of a project intended to provide a large semantic graph that describes general human knowledge and how it is expressed in natural language;
- DBpedia (Lehmann et al., 2015), is the result of a crowd-sourced community effort to extract structured content from the information created in various Wikipedia projects. As reported from the project web site "DBpedia describes 4.58 million things, out of which 4.22 million are classified in a consistent ontology";
- WordNet (Fellbaum, 1998) is a human expert curated lexical database that groups English words into sets of synonyms called synsets, and provides also a number of relations among these synonym sets (hypernymy and hyponymy relations included);
- Wikipedia Categories hierarchy (Ponzetto and Strube, 2007) is a folksonomy built on the set of Wikipedia categories used for the classification of Wikipedia articles;
- WebsIsAGraph (Faralli et al., 2019) is a large noisy hypernymy graph induced automatically by means of syntactic lexical pattern matches on the Common Crawl Web corpus.

http://www.sparsity-technologies.com/
http://indexsparksee
http://www.hypergraphdb.org/
https://www.arangodb.com/
Future releases of MKGDB will include additional hypernymy graphs, for example derived from BabelNet (Navigli and Ponzetto, 2012) and Probase (Wu et al., 2012) (among the others).

Starting from an empty graph database, we created the resource by parsing the previously listed datasets.

To better describe our resource, in Section 3.1, we describe the graph data model, in Section 3.2, we provide an in-depth analysis of the resulting graph, and in Section 3.4, we provide additional information on how to integrate MKGDB in other systems’ pipelines.

### 3.1. Graph Data Model

The resulting graph database model consists of nodes of type ":Term" and directed edges of type ":IsA". Both nodes and edges are decorated with a maximum of six properties (namely ConceptNet, DBPediaInstances, DBPediaOntology, WebIsAGraph, WikiCategories and WordNet) to indicate if a terminological node or hypernymy relationship belongs to a specific knowledge graph.

### 3.2. Source Datasets

In this Section, we describe the collection of datasets we combined in MKGDB. We extracted hypernymy relation of the form \((t,h)\) where \(t\) is a term (e.g., "cat") and \(h\) a hypernym of \(t\) (e.g., "feline") from the following data sources:

- **ConceptNet**: from the release 5 of the knowledge base accessible from [http://conceptnet.io/](http://conceptnet.io/)

- **DBPedia**: from the release 3.9 of the English version by parsing the dataset "instance_types_en.nt" accessible from [http://downloads.dbpedia.org/3.9/en/](http://downloads.dbpedia.org/3.9/en/) and "dbpedia-2016-10.nt" accessible from [https://wiki.dbpedia.org/downloads-2016-10](https://wiki.dbpedia.org/downloads-2016-10)

- **WikiCategories**: from the release 3.9 of the English version by parsing the dataset "skos_categories_en.nt" accessible from [http://downloads.dbpedia.org/3.9/en/](http://downloads.dbpedia.org/3.9/en/) and mining hypernymy relations from the triples having the predicate: <http://www.w3.org/2004/02/skos/core#broader>

- **WordNet**: from the release 3.1 of the data base accessible from [https://wordnet.princeton.edu/download/current-version/](https://wordnet.princeton.edu/download/current-version/), we programmatically queried the database mining for hypernymy relations between noun synsets.

### 3.3. Statistics

To the best of our knowledge, MKGDB represents the first step towards the construction of the largest available hypernymy graph. As shown in Table 1, our resource includes a total of 37,095,451 nodes and a total of 81,229,350 hypernymy relationships with an average node degree of 4.1. We also observed the presence of cycles, and in particular we counted about 1K self-loops and about 3M cycles of length 2. In the remaining of this Section, we provide an in-depth structural analysis focusing on: i) the distribution of shared nodes and edges across data sources (see Section 3.3.1), and ii) the distribution of cross-link edges across different data sources (see Section 3.3.2).

#### 3.3.1. Shared nodes and edges

We report in Table 2 (diagonal), for each source knowledge graph, the total count of nodes included in MKGDB. Values are obtained, with simple cypher queries of the form:

```
MATCH (n)
WHERE EXISTS(n.<KB>)
RETURN count(n);
```

where \(<KB>\) ∈ \{ConceptNet, DBPediaInstances, DBPediaOntology, WebIsAGraph, WikiCategories, WordNet\}. The remaining cells of Table 2 correspond to the total count of common nodes for each pair of source knowledge graphs. In this case, we computed the number of shared terminological nodes, with simple cypher queries of the form:

```
MATCH (n)
WHERE EXISTS(n.<KB1>)
AND EXISTS(n.<KB2>)
RETURN count(n);
```

where \(<KB1>,<KB2>\) ∈ \{ConceptNet, DBPediaInstances, DBPediaOntology, WebIsAGraph, WikiCategories, WordNet\}. \(<KB1>\neq<KB2>\).

We observe that the majority of nodes (about 89%) are originated from the WebIsAGraph, which we recall is a large

| # nodes       | 37,095,451 |
|--------------|-----------|
| # edges      | 81,229,350 |
| Avg Degree   | 4.1       |
| Min Degree   | 1         |
| Max Degree   | 166,289   |
| self loops   | 1,122     |
| cycles of length 2 | 3,208,394 |

Table 1: Structural statistics of MKGDB.

```
Table 2: Structural statistics of MKGDB.

| # nodes       | 37,095,451 |
|--------------|-----------|
| # edges      | 81,229,350 |
| Avg Degree   | 4.1       |
| Min Degree   | 1         |
| Max Degree   | 166,289   |
| self loops   | 1,122     |
| cycles of length 2 | 3,208,394 |
```
In Figures 1 and 2, we show two distributions: the first histogram describes the number of shared nodes over the number of data sources (e.g., 20 nodes are shared by 6 data sources).

scale noisy hypernymy graph, and the second major contribution (8.7%) is due by the instance nodes of DBpedia.

In Table 3, we report the number of total hypernymy relations derived from each source dataset and shared by pair of knowledge graphs. We observed that similarly to what happened for cross-link edges are defined as those edges connecting different knowledge graphs. Such kind of edges are important in all those applications where it is relevant to traverse multiple knowledge graphs.
Table 4: Total number of cross-link hypernymy edges of the form \((t, h)\) where \(h \in KB_1, t \in KB_2, h \notin KB_2\). Percentages values represent ratio over the total number of edges (i.e., 81,229,350).

| KB_1 \(\cap\) KB_2 | ConceptNet | DBPediaInstances | DBPediaOntology | WebIsAGraph | WikiCategory | WordNet |
|---------------------|------------|------------------|-----------------|-------------|--------------|---------|
| ConceptNet          | 9,610,269  | 3,005 [0.004%]   | 10,333,708 [12.722%] | 457,911 [0.564%] | 228,888 [0.282%] |
| DBPediaInstances    | 460,176 [0.566%] | 12,643,395 [15.565%] | 1,701,140 [2.094%] | 330,505 [0.407%] | 318,588 [0.392%] |
| DBPediaOntology     | 145,805 [0.179%] | 9,801,764 [12.067%] | 217 [0.000%] | 214,961 [0.265%] | 100,906 [0.124%] |
| WebIsAGraph         | 883,762 [1.088%] | 567,077 [0.698%] | 60,942 [0.075%] | 4,373,623 [5.384%] | 778,388 [0.958%] |
| WikiCategory        | 852,673 [1.049%] | 9,844,036 [11.352%] | 2,843 [0.004%] | 9,220,797 [11.352%] | 721,615 [0.888%] |

Figure 3: Distribution of the number of WebIsAGraph shared nodes over the number of other sharing data sources, e.g., 9,787 WebIsAGraph nodes are confirmed by other 3 resources (DBPediaOntology and DBPediaInstances are combined as a one single data source).

Figure 4: Distribution of the number of WebIsAGraph shared edges over the number of other sharing data sources, e.g., 1,480 WebIsAGraph edges are confirmed by other 4 resources (DBPediaOntology and DBPediaInstances are combined as a one single data source).

Also in this case, values are calculated with simple *cypher* queries of the form:

```
MATCH (n)-[r]->(m)
WHERE EXISTS(r.<KB_1>)
AND NOT EXISTS(m.<KB_1>)
AND EXISTS(m.<KB_2>)
RETURN count(r);
```

We observed that thanks to our resource we can count a significant number of cross-link edges connecting pairs of data sources, e.g., around the 12% of the total number of edges connect nodes from ConceptNet to instance nodes of Dbpedia.

As an example of usage of cross-links, ContrastMedium [Faralli et al., 2017] is a graph pruning approach which drives the pruning of noisy automatically acquired hypernymy graphs by transferring, hence traversing cross-link edges (see the example in Figure 5), topologically derived node features from a ground truth knowledge graph. Figure 6 shows an excerpt of the graph resulting from the simple *cypher* query:

```
MATCH (n)-[r]->(m)
WHERE EXISTS(r.ConceptNet)
AND EXISTS(m.WordNet)
AND NOT EXISTS(m.DBPediaOntology)
AND EXISTS(n.DBPediaOntology)
AND NOT EXISTS(n.WordNet)
RETURN *;
```

Where thanks to nature of MKGDB and "by triangulation", one is able to discover on a "third" knowledge graph (e.g.,ConceptNet) cross-link edges connecting nodes from a source (e.g.,DBPediaOntology) to a target (e.g., WordNet) knowledge graph.

3.4. Resource Availability

MKGDB and all the related material (data and source code) are publicly available under a CC BY 4.0 license at [https://github.com/FaridYusifli/MKGDB](https://github.com/FaridYusifli/MKGDB).

4. Conclusions

We presented MKGDB, a resource in the form of a graph database merging multiple hypernymy graphs. Differently from other interlinked resources and knowledge representation models, MKGDB enables and facilitates the application of graph-based algorithms on very large knowledge graphs. Furthermore, MKGDB is useful for applications where it is important to identify noise-free hypernymy relationships in error-prone lexical databases, as well as cross-link edges across noisy and error-prone hypernymy graphs. Thanks to both the versatility and the scalability of graph database managers such as *Neo4j*, we plan to enrich our resource by including more data sources and more properties to nodes and edges, including features to help the generation of hybrid topological and distributional embedded representations.
Figure 5: Example of a cross-link edge between a noisy hypernymy graph (left) and a ground truth taxonomy (right). Algorithms, such as “ContrastMedium” (Faralli et al., 2017), use to first compute topological-based features on a ground truth graph, and second, to “transpose” such features to a noisy taxonomic structure, to define a traversal strategy on top of which perform some graph processing (e.g., breaking cycles).

Figure 6: Excerpt of cross-link edges starting form DBpedia ontology nodes and ending to WordNet nodes, and belonging to ConceptNet knowledge graph.
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