Comparative evaluation of imperialist competitive algorithm and artificial neural networks for estimation of reservoirs storage capacity
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Abstract
Reservoirs provide rural and municipal water supply for various purposes such as drinking water, irrigation, hydropower, industrial purposes and recreational activities. Supplying these demands depends strongly on the dam reservoir capacity. Hence, reservoir storage capacity prediction is a determining factor in water resources planning and management, drought risk management, flood risk assessment and management. In the present study, imperialist competitive algorithm as a relatively new socio-political-based global search technique introduced for solving different optimization problems employed to predict reservoir storage capacity of Shaharchay dam located in the Urmia lake basin in northwest of Iran. The high convergence rate of imperialist competitive algorithm along with its capability in finding global optimal is striking aspect of the algorithm. The results obtained from this algorithm were compared with those of Artificial Neural Network. The comparison of the results with the measured ones by means of error measures indicates the superiority of imperialist competitive algorithm over Artificial Neural Network.
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Introduction
The limitation of water resources besides growing water demands due to the ever-increasing population growth are imposing a great pressure on water resources around the world. It is believed that the available water resources may not be able to meet the future water demands (Ahmad et al. 2018). The limited water resources along with their unbalanced distribution make a competition among water demand sectors to reach the maximum amount of allocated water (Ahmad et al. 2018; Al Radif 1999). This shows the importance of decisions made to allocate the available water to different sectors. Construction of dams to store the water in a suitable location of river valley is considered as a solution to reduce the effects of uneven distribution of available water resources. Construction of dams as a long-standing strategy reduces the spatio-temporal variability of regional water resources and provides the possibility of utilizing the riverine flows in order to supply the water for several purposes (Ehsani et al. 2017). The water stored in reservoirs requires to supply the considered water demands even during natural disasters such as floods and droughts which may cause ecologic, economic, societal and sanitary problems (Obringer and Nateghi 2018). In addition to the demands supply level, reservoir storage capacity has a great potential to change the riverine flow regime and its morphologic behavior as well (Kibler 2017; Proff and Hart 2002). Hence, the location of dams and their optimal storage are key parameters in the operation of available surface water resources located in the dam basin. To achieve the optimal storage of a reservoir in a specified location, it may solve as an optimization problem considering the existing limitations such as stream flows and evaporation amounts.

Actually, different purposes of a reservoir, such as drinking, agricultural, industrial and flood control, may have conflict with each other. In order to consider all the above-mentioned objectives simultaneously, the optimal operation of multi-objective reservoir must be achieved (Chang et al...
Different optimization methods, e.g., Ant Colony Optimization Algorithm, Particle Swarm Optimization algorithm, Genetic Algorithm, Tabu Search Techniques and Artificial Neural Networks, have been proposed to predict the reservoirs storage capacity (Anand et al. 2018; Bozorg-Haddad et al. 2016; Wang et al. 2011; Ji et al. 2011; Yeh 1985). In the optimization of dam reservoir capacity, the purpose is to find the reservoir storage capacity for abstracting sufficient amount of water from the dam reservoir (Kılıç and Cığızoglu 2012; Thair et al. 2015). Due to high efficiency of Artificial Neural Networks (ANNs) and Evolutionary Algorithms (EAs), many researchers have applied these methods to optimize and predict different complex hydrological processes. The ANN methods have high efficiency and are commonly used in practical hydrologic projects (Thair et al. 2015). Imperialist Competitive Algorithm, hereafter denoted as ICA, is a type of EAs with a difference which is inspired by imperialistic competition. ICA was proposed by Atashpaz-Gargari and Lucas (2007). ICA is a specially crafted algorithm which finds a heuristic solution to a problem, using evolutionary concepts like countries, colonies, assimilation policy, revolution and imperialist competitive which is inspired by imperialistic competition (Atashpaz-Gargari and Lucas 2007). The notable investigations on dam reservoir optimization have been carried out by Krishnakumar and Goldberg (1992), Karamouz et al. (1992), Fahmy et al. (1994), East and Hall (1994), Ritzel et al. (1994), Franchini (1996), Dandy and Maier (1993), Ahmed and Sarma (2005) and Bozorg-Haddad et al. (2008).

Fang et al. (2014) proposed a new storage allocation rule based on target storage curves. They utilized a simulation–optimization model for a multi-reservoir system in northern China, including a water transfer-supply project. The results showed the proposed operating rules are suitable for complex systems. Thair et al. (2015) applied ANN for Mosul-dam reservoir operation. The earning rate, momentum rate, number of cycles and number of hidden layers were chosen equal to 0.001, 1, 0.9, 50,000 and 9, respectively. The high performance of ANN in finding missing data and the accurate prediction of monthly outflows were the main results of their study. Piri and Rezaei Kahkha (2016) employed ANN, Adaptive Neuro-Fuzzy Inference System and Cuckoo optimization algorithms to forecast the fluctuations of Chahnimeh reservoirs water levels in Zabol. Three determining variables in the reservoir water-level fluctuations including evaporation, wind speed and daily average temperature were applied as inputs to these models. Results showed the superiority of the Adaptive Neuro-Fuzzy Inference System over the other models. Heydari et al. (2016) optimized the operation of several multipurpose reservoirs using matrix structure of six storage dams constructed on Karun and Dez rivers in Iran. They concluded that the role of objective function structure for generating hydropower energy in weighting method algorithm is more significant than water supply. Yazdi (2017) developed a stochastic model and Monte Carlo simulation, linked to an evolutionary optimization tool and an ANN model to assign the optimal sites and number of check dams on a riverine network. The results indicated that optimal strategies are able to mitigate peak flood discharges by up to 50%, with significant economic superiority. Ghatfan and Badia (2017) predicted the water levels in 16th Tishreen dam reservoir using ANN and concluded that Feed Forward Back-Propagation Artificial Neural Networks (FFBP-ANNs) considering the daily measured water level as output predicted reliably the water levels in the dam reservoir. Saha et al. (2017) applied HEC-5 model to simulate the performance of five multipurpose reservoirs system in the East of India. Markov autoregressive-based model was utilized for scenario generation and performance measures employed to evaluate the performance of the system. They found that strategy of demand management and marginal reallocation of reservoir storage capacity is practicable choice for the performance enhancement of the system of reservoirs. Ahmadianfar et al. (2017) employed fuzzy set theory and NSGA-II for optimized operation of a multi-reservoir system. The objective was comprised of agriculture water needs and water supply of minimum flow over a simulation period. The modified shortage index for calculating the objective function was obtained by combination of a monthly simulation model and nondominated sorting genetic algorithm. Gudmundsdottir and Horne (2018) explored the applicability of statistical methods for reservoir characterization and its capacity prediction as well. For this aim, three methods including Ant Colony Optimization Algorithm, k-means Clustering and Canonical Functional Component Analysis were analyzed and applied on a synthetic library of fracture networks. The predicted range of thermal responses for production wells reduced significantly. In this method, data-prediction relationships become less linear due to introducing more complex data. Sangiorgio and Guariso (2018) studied the management of multi-reservoir systems using artificial neural network-based optimization. The objectives were maximization of hydropower benefits with minimizing the deficit of irrigation needs. The model was applied to four natural and artificial reservoirs considering different hydrological elements in Nile river basin. Anand et al. (2018) utilized coupled SWAT and genetic algorithm to derive an optimal operating policy for a multipurpose reservoir system in the Ganga river. The optimization performed to minimize the squared derivation with respect to desired irrigation water needs and desired storage volume. The efficiency and effectiveness of genetic algorithm in the operation strategies for multipurpose reservoirs was the main result of their study. Satish and Ramesh (2019) used five different ANN models by varying number of hidden layer neurons to estimate the storage capacity of Harangi.
reservoir. They utilized data of 2010–2012 for training and remaining 2-year data of 2013–2014 to test the models. Results showed that ANN model with five hidden neurons performs well compared to other examined models for prediction of reservoir storage estimation. Zhang et al. (2019) employed a deep learning algorithm to predict the Xiluoduo reservoir outflows. Comparison of the model performance with three models showed that the models have proper capabilities in the operating regulation and making decisions for flood control and power generation. Changes in the effective parameters of reservoir operation and their significance were the other finding of the study.

The above studies show that limited investigations carried out in the artificial intelligence applications for estimation of reservoirs storage capacity. Despite many studies deal with the optimal operation of reservoirs, limited researches have been carried out on the prediction of optimum storage capacity of reservoirs, especially after operation of a reservoir and gathering a considerable data of different releases from the reservoir. In the current study, a newly introduced Evolutionary Algorithm that is inspired by imperialistic competition is utilized along with ANN method to predict the optimal reservoir storage. To do this, the goal is to find the minimum amount of storage (chromatic number) that supplies the water demands during different months. The remainder of the paper is organized as follows. The first section is devoted to describe the details of ICA and ANN algorithms along with the studied area and used data of studied storage reservoir. This is followed by results of implementation of the models to the studied reservoir. The paper concludes with the concluding remarks in the last section.

Materials and methods

In this paper, ICA and ANN models were applied to estimate the storage capacity of Shaharchay dam located in the northwest of Iran. The basin area is about 369 km². The dam is operated for three main purposes: irrigation, drinking and industry. Figure 1 shows the location of the studied area in Iran. The Shaharchay dam has been built on Shaharchay River at around 35 km away from Urmia city. The dam is located at the elevation of 1519 m above the sealevel, at 44.904 °E-longitude and 37.447 °N-latitude. The designed storage of reservoir at normal water level is 213 million cubic meters. This storage volume can supply irrigation water demands for 12,500 hectares of farm lands. Some specifications of the dam are given in Table 1.
The minimum storage volume of reservoir is 7 million cubic meters. The maximum, mean and minimum annual flow rate of Shaharchay River at the dam site are 172 m³/s, 102 m³/s and 18 m³/s, respectively (Urmia Shaharchay dam Project 2019). In this study, the monthly stream flows of the Shaharchay River have been utilized.

Imperialist competitive algorithm

During recent years, many optimization problems have been studied by ICA due to its advantages including its high speed and accuracy to find optimal solutions (Kaveh and Talatahari 2010; Khorani and Disfani 2011; Hadji and Vahidi 2012; Taher et al. 2014; Sedighizadeh and Eispour-Moarref 2017; Pan et al. 2018). The algorithm begins with an initial random population. Each member of the population is known as a country. The countries are divided to imperialists and colonies by means of their cost and setting a specified cost as criterion of the division. Based on the total power of the imperialists, the colonies are distributed among the imperialists. An empire is established by an imperialist together with its colonies. By making use of assimilation policy on the colonies in every empire, the colonies move toward the relevant imperialist. There are several methods to implement assimilation policy as operator. The operator like the crossover operator in genetic algorithm may be used here (Deb 2001). A combination of the power of both the imperialist and its colonies forms the empire power. The power of an empire is computed by the imperialist power plus a percentage of average power of its colonies. Every empire makes effort to take the possession of the colonies of other empires and control them (Atashpaz-Gargari and Lucas 2007). Figure 2 shows the flowchart of ICA.

(a) Generating initial empires

An optimization problem searches the feasible domain to arrive at an optimal solution based on the effective variables. In ICA, an array of variables called country to be optimized.

In an optimization problem with \( N_{\text{var}} \) dimension, a country is a \( 1 \times N_{\text{var}} \) array and is defined by:

\[
\text{country} = [P_1, P_2, P_3, \ldots, P_{N_{\text{var}}}] 
\]
The values of variables in any country are displayed as floating point numbers. The cost of any country is calculated by the cost function $f$ for any variable:

$$\text{cost}_i = f(\text{country}_i) = f(P_1, P_2, P_3, \ldots, P_{N_{\text{var}}}) \quad (2)$$

The generation of initial population of size $N_{\text{pop}}$ is the starting point of optimization process. $N_{\text{imp}}$ of the most powerful countries are selected to produce the empires. The other countries of the population, $N_{\text{col}}$, will be the colonies of empires. Then two kinds of countries exist: imperialist and colony. To establish the primary empires, the colonies are distributed among imperialists regarding their power. The primary number of colonies of an empire is a direct function of its power. To distribute the colonies among imperialists, the normalized cost of an imperialist is defined as:

$$C_n = \max\{C_i\} - c_n \quad (3)$$

in which $c_n$ is the cost of $n$th imperialist and $C_n$ is its normalized cost. Knowing the normalized cost of all imperialists, the normalized power of each imperialist can be computed by:

$$P_n = \frac{C_n}{\sum_{i=1}^{N_{\text{col}}} C_i} \quad (4)$$

Indeed, the normalized power of an imperialist is the component of colonies to be possessed by the imperialist. The initial number of colonies for any empire will be:

$$N_{C_n} = \text{round}\{p_n \cdot (N_{\text{col}})\}_n \quad (5)$$

where $N_{C_n}$ is the initial number of colonies of $n$th empire and $N_{\text{col}}$ is the number of all colonies. By randomly choose of $N_{C_n}$ of the colonies, they are apportioned among imperialists. An empire is formed by colonies and an imperialist.

Figure 3 displays the generating of primary population of any empire. As seen in this figure, the number of colonies of any empire depends directly on the empire power.

(b) Moving the colonies toward the relevant imperialist

As mentioned before, imperialists’ policy is improving their colonies. This is fulfilled by moving the colonies toward the imperialist. The movement of colonies is depicted in Fig. 4. The new situation of the colony, which is closer to the imperialist, is indicated by a darker color. The movement direction is shown by a vector from the colony to the imperialist. The value of movement, $x$, can be considered as a random variable with any proper probability distribution. Hence, for the value of $x$ we have:

![Fig. 3 Generating the initial empires: how an imperialist possesses more colonies, the relevant ★ mark will be bigger (Khalili et al. 2016)](image)

![Fig. 4 Moving the colony toward the relevant imperialist (Khalili et al. 2016)](image)
in which \( \beta \) is a number greater than unity and \( d \) is the straight distance between the colony and the imperialist. Choosing \( \beta > 1 \), the colonies move toward the imperialist. To seek other routes to reach the imperialist state, as shown in Fig. 5, a random amount of deviation to the direction of movement is considered. In Fig. 5, \( \theta \) is a random number with any proper probability distribution. Then:

\[
x \sim U(0, \beta \times d)
\]

(6)

where \( \gamma \) is an adjustment parameter for the deviation from the original position. Although the values of \( \beta \) and \( \gamma \) are arbitrary, according to the previous works, e.g., Khalili et al. (2016), in most of implementations a value of about 2 for \( \beta \) and the value of about \( \pi/4 \) (radian) for \( \gamma \) would result in a desirable convergence to the global optimum.

(c) Exchanging positions of the imperialist and a colony

By moving a colony toward the imperialist, its position is updated to have a lower cost than that of previous state. In this case, the colony and the imperialist will move to the previous positions of each other. Afterward, algorithm continues by new positions of the imperialist and the colonies, and colonies begin to move toward the imperialist. The exchange of a colony and the imperialist position is shown in Fig. 6a. In this figure, the red color shows the best colony, which has the lower cost among existing colonies of the empire. Figure 6b depicts the whole empire in which the best colony of the empire has been become the new imperialist.

(d) Total power of an empire

Although the colonies power has somewhat effect on the empire power, the power of the imperialist mainly forms the total power of an empire. This fact can be modeled by defining the total cost as:

\[
TC_n = \text{cost(Imperialist)}_n + \omega \text{ mean} \{\text{cost(colonies of empire)}_n\}
\]

(8)

in which \( TC_n \) is the total cost of the \( n \)th empire and \( \omega \) is a positive number which is chosen less than unity. The role of the colonies in the empire power is a function of \( \omega \). The value of 0.1 is used for \( \omega \) in most implementations.

(e) Imperialistic competition

Empires make efforts to seize and control other empires. This causes to intensify the imbalance in the power of empires. In order to model the competition, some of the weakest colonies of the weakest empires are chosen and a competition holds among all empires to possess these colonies. The competition process is shown in Fig. 7. During the competition, the chance of an empire to take possession of the weakest colonies depends upon its total power.

(f) Eliminating the powerless empires

Some weaker empires will be powerless and will fall down during the competition process and their colonies will be possessed by other empires. Mechanism of collapsing powerless empires can be modeled by different criteria. In most cases, the collapse of an empire takes place when it loses all of its colonies.

---

Fig. 5 Moving the colony toward the relevant imperialist in a randomly deviated route (Khalili et al. 2016)
(g) Convergence

Assimilation Policy and Imperialist Competition are the most important and basic operators in the ICA. During the competition process, all empires except the most powerful one will fall down and all colonies will be possessed by the powerful empire. In this new situation, all colonies will have the same positions and same costs. In this situation, there is no difference between colonies and imperialist. In this situation, the imperialistic competition arrives at the end and the algorithm is stopped. Table 2 shows the pseudo code of the ICA. This pseudo code clarifies the basic steps of ICA proposed by Atashpaz-Gargari and Lucas (2007).

ANN

ANN as a branch of Artificial Intelligence is a biologically inspired computational model consists of sets of artificial neurons connected via weighting coefficients to form a neural structure (Zurada 1992; Agatonovic-Kustrin and Beresford 2000; Saravanan and Sasithra 2014). They can provide output responses based on the input data. Neural networks are usually created in a layered and regular manner. The first layer in which the input data are entered is the input layer. The middle layers are hidden and the last layer that provides the output responses of the model is the output layer (Menhaj 2000). The input dataset to the ANN model is given by:

\[ \text{net}_j = \sum_{i=1}^{n} w_{ij}x_j \]  

(9)

| **Table 2** Pseudo code for the ICA |
|---|
| 1 | Form the empires |
| 2 | Move the colonies toward their relevant imperialist (Assimilation) |
| 3 | Randomly change the position of some colonies (Revolution) |
| 4 | If the cost of a colony is lower than the imperialist, exchange the positions of them |
| 5 | Combine the similar empires |
| 6 | Calculate the total cost of the empires |
| 7 | Take the weakest colony/colonies from the weakest empires and put it (them) into another empire |
| 8 | Omit the powerless empires |
| 9 | If stop conditions satisfied, stop, if not go to 2 |
where \( w_{ij} \) is the weighting coefficient, which is determined during the learning process. In the next step, depending on the summed input values, the output signal, the value of 0 or 1, is generated by the activation function. The activation function used here is sigmoid function which is defined as follows (Fu 1994):

\[
f(s_j) = \frac{1}{1 + \exp(-s_j)}
\]

(10)

In the present study, the MLP model was developed to estimate reservoirs storage capacity according to Fig. 8.

In order to achieve the high performance, the inputs and outputs normalized using the following equation:

\[
Y_i = \begin{cases} 
\frac{X_{oi}}{X_{omax}}, & X_{oi} \geq 0 \\
\frac{X_{oi}}{X_{omin}}, & X_{oi} < 0 
\end{cases}
\]

(11)

in which \( Y_i, X_{oi}, X_{omax}, \) and \( X_{omin} \) are standardized observed values, minimum observed and maximum observed values, respectively.

The process of the neural network with a back-propagation training technique is used in the present study. More details about the ANN can be found in (Menhaj 2000). One of the most common methods to avoid overfitting is basic validation using the early stopping method, which was used in the present study. In this method, the iteration stopped when the error of test data starts to increase while the error of training data is still decreasing (Fig. 9).

Application of ICA and ANN models

In the current study, the goal function of the ICA model is to minimize the summation of the squared deviation of monthly irrigation demands and squared deviation of mass balance of reservoir storage:
where \( R_t \) is the monthly irrigation release for the month “\( t \)”, \( D_t \) is monthly irrigation demand for the month “\( t \)”, \( S_t \) is the storage in the beginning of month “\( t \)”, \( S_{t+1} \) is the storage at the end of the month “\( t \)”, \( I_t \) is monthly inflow during the period “\( t \)” and \( E \) is monthly evaporation loss from the reservoir during the month “\( t \)”.

**Release constraint**

The monthly water release for irrigation must be less than or equal to the monthly irrigation water needs and the constraint is written as:

\[
R_t \leq D_t, \quad t = 1, 2, 3, \ldots, 12
\]  

(13)

**Storage constraint**

The monthly reservoir storage cannot exceed the capacity of the reservoir and on the other hand, it must be greater than the dead storage. This constraint may be expressed mathematically as:

\[
S_t \leq S_{\text{max}} \quad \text{and} \quad S_t \geq S_{\text{min}}, \quad t = 1, 2, 3, \ldots, 12
\]  

(14)

where \( S_{\text{min}} \) is dead storage of the reservoir in MCM and \( S_{\text{max}} \) is maximum capacity of the reservoir in MCM.

**Overflow constraint**

When the total storage in any month exceeds the capacity of the reservoir, the constraint is given by:

\[
Q_t = S_{t+1} - S_{\text{max}}, \quad t = 1, 2, 3, \ldots, 12
\]  

(15)

Otherwise:

\[
Q_t = 0, \quad t = 1, 2, 3, \ldots, 12
\]  

(16)

where \( Q_t \) is the surplus volume of the reservoir during the month “\( t \)”.

**Datasets**

In order to evaluate the capability of ICA and ANN models, monthly statistical data from 2007 to 2014 were utilized for analysis. To train and test the proposed models, 80% (384 data) and 20% (96 data) of the dataset were used, respectively. Every pair data have been selected randomly from all possible monthly hydrological events occurred during modeling time. The reason for random selection of the data is to provide adequate training information for all events in the historical time series. Using the validation data, the accuracy and reliability of the trained model can be examined. The input and output variables used in the ANN model along with the statistical parameters can be found in Table 3.

Weighting coefficients and the constants in the input layer and hidden layer with 6 neurons are given in Tables 4 and 5.

**Results and discussion**

The monthly statistical data for the period of 2007–2014 are used to examine the capability of the ICA and ANN models in determining the optimal monthly storage of Shahrchay dam reservoir. Regarding the acceptable performance of ANN in wide range of water-related problems, the ANN model with momentum training algorithm is utilized.

After introducing the objective function to the models and performing the sensitivity analysis to find the optimal values of the effective factors for both algorithms and reimplementation of the models, the values of decision variables, i.e., 24 variables, of the problem are computed.
The optimal values for the ICA are given in Table 6. Imperialist competitive function performance computes 24 variables. Variables 1 to 12 are the release from the dam and the variables 13 to 24 are the storage volumes in the same months. In the models, the outflows meet at least 90% of downstream water needs over the modeling period. The predicted monthly reservoir storages in Shaharchay dam using ICA and ANN models are indicated in Fig. 10. According to Fig. 10a, b, the maximum required storage predicted by ICA is 182.09 MCM which is occurred in May while the predicted value by ANN is 172.84 occurred in June. The occurrence of maximum required storage in May and June is in agreement with the increase of water needs in the region and reduction in inflows to the reservoir during June–August. The recorded reservoir water levels in the same period show the maximum storage by supplying all water needs is 190 MCM which has occurred in May. Figure 11 indicates the comparison of the model results and the measured maximum monthly storages in the period of 2007–2014. As indicated in this figure, the measured storages are closer to ICA results than ANN ones.

The results of the ICA and ANN models for monthly reservoir storages of Shaharchay dam are presented in Table 7. The performance of the models was evaluated by means of error measures including the correlation coefficient ($R^2$), percentage of error, root mean square error (RMSE) and mean absolute error (MAE).

The percentage of error between the measured data and the obtained results from ICA and ANN models are shown

---

**Table 5** Constants of the ANN model

| Bias        |        |        |        |        |        |        |        |        |
|-------------|--------|--------|--------|--------|--------|--------|--------|--------|
| Hidden neurons | 1      | 2      | 3      | 4      | 5      | 6      | 1      |        |
|             | 3.51   | 1.72   | −0.42  | −0.32  | 0.926  | −1.60  | −2.258 |        |

**Table 6** The optimal values for parameters of ICA

| Parameter                  | Value |
|----------------------------|-------|
| The number of initial countries | 100   |
| The number of initial imperialists | 6     |
| The number of colonies      | 100 − 6 = 94 |
| β                          | 2     |
| γ                          | π/4   |
| ζ                          | 0.01  |

![Fig. 10](image1.png) Optimal monthly reservoir storage

![Fig. 11](image2.png) Comparison of the measured and predicted reservoir storage values by ICA and ANN
in Fig. 12. The computed values for $R^2$, RMSE and MAE are listed in Table 8. Although the error measures illustrate that the errors of both models are less than threshold values, e.g., is less than 10% for percentage of error, and the results of both models are satisfactory, the results of ICA are more acceptable.

The reservoir storage capacity is crucial to supply the monthly downstream water needs. The comparison of the outflows obtained by the models and the downstream water needs is indicated in Fig. 13. The results of ICA for outflows are in good agreement with the downstream water needs. The less errors of ICA results in finding the reservoir storage capacity along with supplying the downstream water needs show the superiority of ICA to ANN.

According to the above-mentioned results, both models have a satisfactory performance in predicting the storage capacity of the reservoir and downstream water needs as well. Furthermore, it is obvious that the performance of ICA is better than ANN model in predicting the reservoir storage capacity. Therefore, ICA was used to predict the required storage capacities of Shaharchay reservoir for 2018–2020. The predicted monthly storage capacities to

### Table 7

| Month      | Optimal storage capacity by ANN (MCM) | Optimal storage capacity by ICA (MCM) | Optimal outflow by ANN (MCM) | Optimal outflow by ICA (MCM) |
|------------|--------------------------------------|--------------------------------------|-----------------------------|-----------------------------|
| October    | 54.90                                | 60.12                                | 14.90                       | 14.33                       |
| November   | 52.10                                | 60.95                                | 8.01                        | 8.58                        |
| December   | 54.15                                | 54.01                                | 6.2                         | 6.50                        |
| January    | 60.04                                | 56.02                                | 6.23                        | 7.66                        |
| February   | 63.10                                | 65.02                                | 6.80                        | 7.03                        |
| March      | 111                                  | 100.94                               | 6.92                        | 7.70                        |
| April      | 127.20                               | 133.3                                | 8.61                        | 9.46                        |
| May        | 161.03                               | 182.09                               | 18.11                       | 18.66                       |
| June       | 172.84                               | 160.51                               | 19.40                       | 20.53                       |
| July       | 130.87                               | 126.90                               | 29.02                       | 29.84                       |
| August     | 80.52                                | 95.41                                | 25.42                       | 25.99                       |
| September  | 86.08                                | 71.10                                | 23.56                       | 24.67                       |

### Table 8

|                      | ICA             | ANN             |
|----------------------|-----------------|-----------------|
| Correlation coefficient | 0.95            | 0.9             |
| RMSE                 | 0.041           | 0.045           |
| MAE                  | 0.75            | 0.74            |

---

![Fig. 12](image-url)  
**Fig. 12** Percentage of errors for the results obtained by ICA and ANN

![Fig. 13](image-url)  
**Fig. 13** Comparison of downstream water needs with the obtained values by ICA and ANN
meet the downstream water needs are indicated in Fig. 14. The results indicate that the maximum required storage will occur in May with the values of 164, 149 and 159 for 2018, 2019 and 2020, respectively. This is in agreement with the agricultural water needs of the existing downstream irrigation network and the recorded data of reservoir during the operation period. Although the ICA model is more efficient in the prediction of reservoir capacity of Shahrchay dam, it is recommended to use hybrid models to assess their capabilities in accurate prediction of reservoirs capacity.

**Conclusion**

ICA is a new meta-heuristic evolutionary global search algorithm that has been introduced for dealing with different optimization issues. This study is the first study to employ ICA in predicting the required storage capacity of a reservoir. The monthly required storage of Shahrchay dam was studied as a case study. ICA and ANN were utilized to determine the monthly optimal storage and downstream water releases for irrigation purpose during 2007–2014. The comparison of the obtained results with the measured reservoir storages and downstream water needs shows the favorable performance of ICA. Based on ICA results, the maximum required storage occurs in May that coincides with the beginning of maximum water needs for downstream farmlands. As the error measures of ICA were more satisfactory, it was used to predict the monthly required storage from 2018 to 2020. The results indicated that the maximum required storage will occur in May with the values of 164, 149 and 159 for 2018, 2019 and 2020, respectively, which are in good agreement with recorded data during the operation period of dam. The results showed the efficiency and accuracy of ICA in predicting the reservoirs storages which can be consider as a reliable decision-making tool. Although the performance of ICA is satisfactory, utilizing newly introduced hybrid models which have high capabilities in analyzing and predicting complicated systems is recommended.
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