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Abstract

In this article two methods to distinguish between polynomial and exponential tails are introduced. The methods are mainly based on the properties of the residual coefficient of variation for the exponential and non-exponential distributions. A graphical method, called CV-plot, shows departures from exponentiality in the tails. It is, in fact, the empirical coefficient of variation of the conditional exceedance over a threshold. The plot is applied to the daily log-returns of exchange rates of US dollar and Japan yen.

New statistics are introduced for testing the exponentiality of tails using multiple thresholds. Some simulation studies present the critical points and compare them with the corresponding asymptotic critical points. Moreover, the powers of new statistics have been compared with the powers of some others statistics for different sample size.
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1 Introduction

Since Balkema-DeHaan (1974) and Pickands (1975), it has been well known that the conditional distribution of any random variable over a high threshold — what is known in reliability as the residual life — has approximately a generalized Pareto distribution (GPD). The exponential distribution is a particular case that appears between compact support distributions and heavy-tailed distributions, in GPD. Applications of extreme value theory to risk management in finance and economics are now of increasing importance. The GPD has been used by many authors to model exceedances in several fields such as hydrology,
insurance, finance and environmental science, see McNeil et al. (2005), Finkenstadt and Rootzén (2003), Coles (2001) and Embrechts et al. (1997).

It is especially important for applications to distinguish between polynomial and exponential tails. Often, the methodology is based on graphical methods to determine the threshold where the tail begins, see Embrechts et al. (1997) and Ghosh and Resnick (2010). In this cases, multiple testing problem occurs when one considers a wide set of thresholds.

The main objective of this paper is providing ways to distinguish the behavior of tails, avoiding the multiple testing problems. The methods are mainly based on the properties of the residual coefficient of variation that is closely related to the likelihood functions of the exponential and Pareto distributions, see Castillo and Puig (1999) and Castillo and Daoudi (2009). The empirical coefficient of variation, or equivalent statistics (e.g., Greenwood’s statistic, Stephens $W_4$) are omnibus tests used for testing exponentiality against arbitrary increasing failure rate or decreasing failure rate alternatives. A good description of these tests has been given by D’Agostino and Stephens (1986).

A large number of tests for exponentiality have been proposed in the literature. Montfort and Witter (1985) propose the maximum/median statistic for testing exponentiality against GPD. Smith (1975) and Gel, Miao and Gastwirth (2007) show that powerful tests of normality against heavy-tailed alternatives are obtained using the average absolute deviation from the median. Lee et al. (1980) and Ascher (1990) discuss tests based on the equation $E(X^p)/E(X)^p = \Gamma(1+p)$, for some $p > 0$, where $X$ is an exponential random variable. The limit case, when $p$ tends to 0, is studied in Mimoto and Zitikis (2008), see also references therein. The case $p = 2$ is equivalent to the coefficient of variation test. Lee et al. (1980) show that in this case the power is poor testing against distributions whose coefficient of variation is 1 (the exponential case) as happens testing against the absolute values of the Student distribution $t_4$. Our methods based on a multivariate point of view are also useful in this situation, since the exponential distribution is the unique distribution with the residual coefficient of variation over any threshold equal to 1; see Sullo and Rutherford (1977), Gupta (1987) and Gupta and Kirmani (2000).

In Section 2 the asymptotic distribution of the residual coefficient of variation is studied as a random process in terms of the threshold. This provides a clear graphical method, called a CV-plot, for assessing departures from exponentiality in the tails. The qualitative behavior of the CV-plot is made more precise in Section 3. The plot is applied to the daily log-returns of exchange rates of US dollar and Japan yen.

New statistics are introduced for testing the exponentiality of tails using multiple thresholds in Section 4. Some simulation studies present the critical points and compare them with the corresponding asymptotic critical points.

In Section 5, the powers of new statistics have been compared with the powers of some others statistics against heavy-tailed alternatives, given by Pareto and absolute values of the Student distributions, for different sample size.
2 The residual coefficient of variation

Let $X$ be a continuous non-negative random variable with distribution function $F(x)$. For any threshold, $t > 0$, the distribution function of threshold exceedances, $(X - t \mid X > t)$, denoted $F_t(x)$, is defined by

$$1 - F_t(x) = \frac{1 - F(x + t)}{1 - F(t)}.$$ 

The coefficient of variation (CV) of the conditional exceedance over a threshold, $t$, (the residual CV) is

$$CV(t) = \frac{Var(X - t \mid X > t)^{1/2}}{E(X - t \mid X > t)}$$

where $E[\cdot]$ and $Var[\cdot]$ denote the expected value and the variance. The $CV(t)$ is independent of scale parameters. It will be useful find the distribution of the empirical CV process for all values of $t$.

It is well known that the mean residual lifetime determines the distribution for random variables. Gupta and Kirmani (2000) showed that mean residual life is a function of the residual coefficient of variation, hence it also characterizes the distribution. In this context, generalized Pareto distributions appear as the simple case in which the residual coefficient of variation is a constant. Hence, from Pickands (1975) and Balkema-DeHaan (1974), it is almost constant for a sufficiently high threshold.

Denote $X_{1(X>t)}$ the random variable $X$ if it is larger that $t$ and zero otherwise. Denote $\mu_0(t) = Pr\{X > t\}$ and $\mu_k(t) = E[X^k1_{(X>t)}], k > 0$. Throughout this paper $\mu_0(t) > 0$, for all $t$, is assumed. Note that

$$\mu_k(t) = \mu_0(t) E(X^k \mid X > t).$$

Given a sample \( \{X_j\} \) of size $n$, let $n(t) = \sum_{j=1}^{n} 1_{(X_j>t)}$ the number of exceedance over a threshold, $t$. By the law of large numbers, $n(t)/n$ converges to $\mu_0(t)$. The empirical $CV$ of the conditional exceedance is given by

$$cv_n(t) = \frac{n(t)}{\sum_{j=1}^{n} (X_j - t) 1_{(X_j>t)}} \times \left[ \sum_{j=1}^{n} X_j^2 1_{(X_j>t)} - \left( \frac{\sum_{j=1}^{n} X_j 1_{(X_j>t)}}{n(t)} \right)^2 \right]^{1/2} \tag{1}$$

The $cv_n(t)$ is also independent of scale parameters, since the mean and standard deviation have the same units.

**Proposition 1** The $cv_n(t)$ is a consistent estimator of $CV(t)$, assuming finite second moment, since the limit in probability of $cv_n(t)$, as $n$ goes to infinity is

$$m_{cv}(t) = \sqrt{\frac{\mu_2(t) \mu_0(t) - \mu_1(t)^2}{\mu_1(t) - t \mu_0(t)}} = CV(t)$$
**Proof.** Fixed \( t \), as \( n \) goes to infinity

\[
\frac{1}{n(t)} \sum_{j=1}^{n} X_j^k \mathbb{1}(X_j > t) = \frac{n}{n(t)} \frac{1}{n} \sum_{j=1}^{n} X_j^k \mathbb{1}(X_j > t) \rightarrow \mu_k(t) / \mu_0(t) = E[X^k | X > t],
\]

by the law of large numbers. Hence, the limit in probability of \( cv_n(t) \) is

\[
\frac{\sqrt{\mu_2(t) / \mu_0(t) - (\mu_1(t) / \mu_0(t))^2}}{\mu_1(t) / \mu_0(t) - t} = \frac{\sqrt{Var(X - t | X > t)}}{E(X - t | X > t)}
\]

Let us define the standardized \( k \)-th sampling moment of the conditional exceedance by

\[
W_{k,n}(t) = \frac{1}{\sqrt{n}} \sum_{j=1}^{n} \{X_j^k \mathbb{1}(X_j > t) - \mu_k(t)\},
\]

hence,

\[
\sum_{j=1}^{n} X_j^k \mathbb{1}(X_j > t) = \sqrt{n} W_{k,n}(t) + n \mu_k(t).
\]

Note that normalizing constant \( 1/\sqrt{n} \) is used in order to have \( W_{k,n}(t) = O_p(1) \), with orders of convergence in probability notation. The covariance of this random process is given by

\[
cov(W_{i,n}(s), W_{j,n}(t)) = \text{cov}(X^i \mathbb{1}(X > s), X^j \mathbb{1}(X > t)) = \mu_{i+j}(s \vee t) - \mu_i(s) \mu_j(t),
\]

Throughout this paper the quantities \( cv \) and \( W_k \) among others depend on \( n \); wherever possible the dependence of quantities on \( n \) is suppressed for simplicity. Even the dependence on \( t \) is dropped for \( W_k = W_k(t) \) and \( \mu_k = \mu_k(t) \), in many places.

**Theorem 2** Let \( X \) be a continuous non-negative random variable with finite fourth moment. Then, the following expansion holds

\[
\sqrt{n} (cv(t) - m_{cv}(t)) = \frac{\mu_0 W_2}{2(\mu_1 - t\mu_0)\sqrt{\mu_2\mu_0 - \mu_1^2}} + \frac{\mu_0 (t\mu_1 - \mu_2) W_1}{(\mu_1 - t\mu_0)^2 \sqrt{\mu_2\mu_0 - \mu_1^2}} + \frac{(-2t\mu_1^2 + t\mu_0\mu_2 + \mu_1\mu_2) W_0}{2(\mu_1 - t\mu_0)^2 \sqrt{\mu_2\mu_0 - \mu_1^2}} + O_p \left( \frac{1}{\sqrt{n}} \right).
\]

**Proof.** The expression \( \Box \) in terms of \( W_k = W_{k,n}(t) \) is

\[
cv(t) = \frac{\mu_0(t) + W_0/\sqrt{n}}{\mu_1(t) + W_1/\sqrt{n} - t(\mu_0(t) + W_0/\sqrt{n})} \times \left[ \frac{\mu_2(t) + W_2/\sqrt{n}}{\mu_0(t) + W_0/\sqrt{n}} - \left( \frac{\mu_1(t) + W_1/\sqrt{n}}{\mu_0(t) + W_0/\sqrt{n}} \right)^2 \right]^{1/2}
\]

(5)
Let $w_k = W_k / \sqrt{n} = O_p (1 / \sqrt{n})$, since $W_k = O_p (1)$. Then, let us replace $w_k$ in \([5]\). Taking a Taylor expansion of $\sqrt{n} (cv (t) - m_{cv} (t))$ with respect to $w_k$ near zero the result follows.

**Example 3** Let $X$ be a random variable with an exponential distribution with mean $\mu$. Conditional moments of $X$, $\mu_k (t)$, can be obtained from the conditional moments of the exponential distribution of mean $1$, $\mu^1_k (t)$ by

$$\mu_k (t) = \mu^k \mu^1_k (t / \mu)$$

where

$$\mu^1_0 (t) = e^{-t}, \quad \mu^1_1 (t) = e^{-t} (1 + t), \quad \mu^1_2 (t) = e^{-t} (2 + t (2 + t))$$

$$\mu^1_3 (t) = e^{-t} (6 + t (6 + t (3 + t))), \quad \mu^1_4 (t) = e^{-t} (24 + t (24 + t (12 + t (4 + t)))) .$$

In particular

$$m_{cv} (t) = 1.$$  

In this Section several results on the convergence of random processes are shown, in the sense of convergence of finite-dimensional distributions. These results are sufficient for the applications given in Section 4. If tightness is proved then weak convergence in the Skorokhod space follows, but this will not be considered here.

**Corollary 4** Let $X$ be a random variable with exponential distribution of mean $\mu$; then $\sqrt{n} (cv (t) - 1)$ converges to a Gaussian process with zero mean and covariance function given by

$$\rho (s, t) = \exp \left( \frac{s \wedge t}{\mu} \right).$$

In particular

$$\sqrt{n} (cv (0) - 1) \xrightarrow{d} N (0, 1) , \quad (6)$$

that corresponds to the asymptotic distribution of Greenwood’s statistic.

**Proof.** From Theorem \([2]\) and Example \([3]\) it follows that

$$\sqrt{n} (cv (t) - 1) = (W_0, W_1, W_2) \ a (t) + O_p \left( n^{-1/2} \right)$$

where

$$a (t)' = \left( e^{t / \mu} \left( t^2 + 4 t \mu + 2 \mu^2 \right) / \left( 2 \mu^2 \right), -e^{t / \mu} (t + 2 \mu) / \mu^2, e^{t / \mu} / \left( 2 \mu^2 \right) \right).$$

Then, the covariance matrix of $W = (W_0, W_1, W_2)'$, from \([3]\) and Example \([3]\) assuming $s \leq t$, is

$$\text{cov} (W (s), W (t)) \equiv M (s, t) = (\mu_{i+j} (t) - \mu_i (s) \mu_j (t))_{i,j=0,1,2} .$$

Some algebra shows

$$a (s)' M (s, t) \ a (t) = \exp (s / \mu) .$$
Proposition 5 Let $X$ be a random variable with exponential distribution of mean $\mu$; then using a new time scale, $\tau = \mu \log t$, for $t \geq 1$, the random process of $\sqrt{n} (cv(\tau) - 1)$ converges to standard Brownian Motion.

Proof. From (4), given $s, t \geq 1$,

$$\rho (\mu \log s, \mu \log t) = \exp (\log s \land \log t) = s \land t$$

Corollary 4 uses the same $n$ in $\sqrt{n} (cv (t) - 1)$ for all $t$. The next result uses the sample size adapted to the corresponding $t$.

Corollary 6 Let $X$ be a random variable with an exponential distribution, then $\sqrt{n} (cv (t) - 1)$ converges to a Gaussian process with zero mean and covariance function given by

$$\exp (-|s - t| / (2\mu)) .$$

This is the covariance function of the Ornstein-Uhlenbeck process, the continuous time version of an AR(1) process. It is a stationary Markov Gaussian process. In particular, for any fixed $t$

$$\sqrt{n(t)} (cv(t) - 1) \overset{d}{\to} N(0, 1).$$

Proof. We remember that $n(t)/n$ converges to $\mu_0(t) = \Pr \{X > t\} > 0$. Hence, if $n$ tends to infinity $n(t)$ tends to infinity too. We can write

$$\sqrt{n(t)} (cv(t) - 1) = \sqrt{n(t)} \sqrt{n} (cv(t) - 1) .$$

From (2) and Example 3 we have

$$\frac{n(t)}{n} = \exp (-t/\mu) + \frac{W_0}{\sqrt{n}} .$$

Then $\sqrt{n(t)} \approx \sqrt{n} \exp (-t/2\mu)$ and we have that

$$\exp (-s/2\mu) \exp \left( \frac{s \land t}{\mu} \right) \exp (-t/2\mu) = \exp (-|s - t| / (2\mu)) .$$

3 CV-plot

Given a sample $\{x_k\}$ of positive numbers of size $n$, we denote by $\{x_{(k)}\}$ the ordered sample, so that $x_{(1)} \leq x_{(2)} \leq ... \leq x_{(n)}$. We denote by CV-plot the representation of the empirical CV of the conditional exceedance $\{1\}$, given by

$$k \to cv (x_{(k)}) .$$
The CV-plot does not depend on scale parameters, since the $cv_n(t)$ does not. That is, the CV-plots for samples $\{x_k\}$ and $\{\lambda x_k\}$ are the same, for any $\lambda > 0$. In order to have a reference for the behavior of $\{8\}$, pointwise error limits for these plots can be obtained for large samples using $\{7\}$, from the null hypothesis of exponentiality. In Section 4, pointwise error limits of the CV-plot are computed by simulation for samples of several sizes. Then, the points are joined by linear interpolation and plotted in the CV-plots.

Under regularity conditions, the conditional distribution of any random variable over a high threshold is approximately GPD and this model is characterized as the family of distributions with constant residual CV, as has been said. Hence, the CV-plot can be a complement tool to the Hill-plot or the ME-plot, which are used as diagnostics in the extreme values theory, see Ghosh and Resnick (2010).

In order to illustrate the usefulness of the residual coefficient of variation, we are going to examine the behavior of exchange rates between the US dollar and the Japanese yen (JPY), from January 1, 1979 to December 31, 2003. The data set is available from OANDA Corporation at http://www.oanda.com/convert/fxhistory.

The daily returns for the dollar price, $P_k$, are given by

$$x_k = \log(P_k) - \log(P_{k-1})$$

The daily returns are assumed to be independent here, as in the most basic financial models. However, the theory may be extended even for short-range correlations, see Coles (2001, chap. 5).

The set of positive returns is called the positive part of returns and the set of minus the negative returns is called the negative part. Both cases are samples of positive random variables. From the 25 years considered we have 9131 daily returns, 3840 of which are positive, 3642 negative and 1649 are equal to zero.

In Figure 1, the plots (a) and (b) are the CV-plots of the $n = 2000$ largest values for the positive and negative part of dollar/yen returns, respectively. Pointwise $90\%$ limits around the line $cv = 1$ are included, the lowest sample size we consider is 20, since not relevant information comes from smaller samples. Since the basic model for returns is the normal distribution, we will assume that the distribution has support in $(0, \infty)$. Then, their threshold exceedances, for large thresholds, are very nearly Pareto distributed with parameter $\xi > 0$ (Pickands, 1975). Some remarks arise from Figure 1. The plot (a) shows that the process $\{3\}$ for the positive part of dollar/yen returns is always inside the pointwise limits for the exponential distribution. Moreover, since we are only interested to test against Pareto alternatives, we have to consider only upper bounds; thus the pointwise level is $95\%$. Hence, the hypothesis that $CV = 1$ can be accepted and we can say that the tails decrease at an exponential rate. Note that use of simultaneous confidence limits would make the bounds wider, reinforcing our conclusion.

The plot (b) shows that the process $\{3\}$ for the negative part of dollar/yen returns is clearly outside the error limits for the exponential distribution in most
of the range. It seems clear that we have to reject the hypothesis of exponentiality. However, the coefficient of variations looks like a constant, approximately. Hence, a Pareto distribution might be accepted for the sample.

Figure 1: The plots (a) and (b) are the CV-plots of the $n = 2000$ largest values for the positive and negative parts of dollar/yen returns, respectively, with pointwise 90% error limits under the exponential distribution hypothesis.

4 Testing exponentiality allowing multiple thresholds

The CV-plot, explained in the last subsection, provides a clear graphical method for assessing departures from exponentiality in the tails. This qualitative behavior shall be made more precise here by introducing new tests of exponential tails adapted to the present situation. The tests are more powerful than most tests against the absolute values of the Student distribution, as we will see in Section 5 including the empirical coefficient of variation, or equivalent statistics.
as Greenwood’s statistic or Stephens $W_6$ (D’Agostino and Stephens, 1986). Our approach is the following:

Given a sample $\{x_j\}$ from an exponential distribution, for any set of thresholds $t_0 < t_1 < \ldots < t_m$, let $n(t_k)$ be the number of events in $\{x_j : x_j > t_k\}$, and $cv(t_k)$ the empirical CV given by (4), where $0 \leq k \leq m$.

From (7), asymptotically $n(t_k)(cv(t_k) - 1)^2$ is distributed as a $\chi^2_1$ distribution. Let us consider the statistic

$$T = \sum_{k=0}^{m} n(t_k)(cv(t_k) - 1)^2. \hspace{1cm} (9)$$

Clearly the asymptotic expectation of $T$ is $m + 1$; however, its asymptotic distribution is not $\chi^2_{m+1}$, since the random variables $cv(t_k)$ are not independent. Its distribution does not depend on scale parameters and it is straightforward to simulate the distribution of $T$. It is important to note that lower values for $T$ are expected under the null hypothesis of exponentiality, when the expected values for $cv(t_k)$ are 1. Hence, high values for $T$ show departure from exponential tails.

The thresholds $\{t_k\}$ can be arbitrary but some practical simplicity is obtained by taking thresholds approximately equally spaced, under the null hypothesis of exponentiality. The next result shows a way of doing this.

**Proposition 7** If $X$ is a random variable with exponential distribution of mean $\mu$, then

$$\Pr \{X > (\mu \log 2)k\} = 1/2^k$$

Given a sample $\{x_j\}$ of size $n$ with exponential distribution, the subsample of the last $n/2^k$ elements (assuming that $n/2^k$ is integer) corresponds to the elements greater than the order statistic $x_{(n-n/2^k)}$ and $x_{(0)} = 0$, $x_{(n/2)}$, $x_{(n/4)}$, $x_{(n/8)}$, ... are approximately equally spaced, from Proposition 7.

For a general sample, the quantiles $q_k$ corresponding to the last $n/2^k$ elements are considered ($q_1$ is the median, $q_2$ is the third quartile, ...). From (7), $q_k \approx (\mu \log 2)k \approx x_{(n-n/2^k)}$. Taking the set of thresholds corresponding to these sampling quantiles, (9) became

$$T_m = n \sum_{k=0}^{m} 2^{-k} (cv(q_k) - 1)^2 \hspace{1cm} (10)$$

### 4.1 Asymptotic distribution

It is possible to write (10) in the form $T_m = V'V$, where

$$V' = \sqrt{n} \left[ cv(q_0) - 1, 2^{-1/2} (cv(q_1) - 1), \ldots, 2^{-m/2} (cv(q_m) - 1) \right]$$

The asymptotic distribution of $T_m$ can be found from Corollary 4 in the following way. From Proposition 7 we have that $q_k \approx (\mu \log 2)k$. Then, asymptotically, the covariance matrix for $V$ is

$$\Sigma_m = \left( 2^{-i/2} \rho(q_i, q_j) 2^{-j/2} \right)_{i,j=0,\ldots,m} \approx \left( 2^{-i-j/2} \right)_{i,j=0,\ldots,m}$$

9
Theorem 8 The asymptotic distribution of $T_m$ is $\sum_0^m \lambda_i Z_i^2$ with $Z_i$ distributed as independent $N(0,1)$ and $\lambda_i$ the eigenvalues of $\Sigma_m$.

Proof. From the central limit theorem $V$ is asymptotically multivariate normal $N(0, \Sigma_m)$. Then, in a classical argument, $\Sigma_m = A \Lambda A'$ with $A$ an orthogonal matrix and $\Lambda$ the diagonal matrix of the eigenvalues. It follows that $V = A \Lambda^{1/2} Z$ asymptotically multivariate normal with the identity as covariance matrix, $N(0, I)$. Then $T_m = V' V = Z' \Lambda Z = \sum_0^m \lambda_i Z_i^2$, because $A$ is an orthogonal matrix. ■

Example 9 For instance, for $m = 2$,

$$\Sigma_2 = \begin{pmatrix}
1 & 1/\sqrt{2} & 1/2 \\
1/\sqrt{2} & 1 & 1/\sqrt{2} \\
1/2 & 1/\sqrt{2} & 1
\end{pmatrix}$$

and the eigenvalues are given by

$$\lambda_0 = \left(5 + \sqrt{17}\right)/4, \lambda_1 = 1/2, \lambda_2 = \left(5 - \sqrt{17}\right)/4$$

Note also that for $m = 0$, the asymptotic distribution of $T_0$ is simply a $\chi_1^2$ distribution. Numerical values of the eigenvalues $\lambda_i$ are given in Table 1 for other small values of $m$.

4.2 Approximate critical points

Simulation methods are now easily available to compute critical values and $p$-values of $T_m$. However, the asymptotic distribution of $T_m$, given by Theorem 8 provides a way to compute such $p$-values for large sample sizes without heavy simulation. For instance, if the sample size is $n = 2000$ and $m = 3$, the direct method needs samples of 2000 exponential random numbers and the asymptotic distribution only needs samples of 4 normal random numbers.

Moreover, the asymptotic distribution of $T_m$, given by Theorem 8 can be approximated by $a + b \chi_\nu^2$, where $\chi_\nu^2$ has gamma distribution with parameters $(\nu/2, 2)$, fitting the constants $a, b, \nu$ in order the three first moments of $\sum_0^m \lambda_i Z_i^2$ and $a + b \chi_\nu^2$ be equal. This leads us to solve:

$$a + b \nu = \sum_0^m \lambda_i, \quad b^2 \nu = \sum_0^m \lambda_i^2, \quad b^3 \nu = \sum_0^m \lambda_i^3$$

(11)

Table 1 shows the eigenvalues of the asymptotic covariance matrix of $T_m$ and the corresponding constants, $a, b, \text{and } \nu$ for $m = 1, 2, 3$ and 4.

Table 2 shows the critical points, obtained by simulation, for the $T_m$ statistics ($m = 0, 1, 2, 3$ and 4) for samples of size 50, 100, 200, 500, 1000 and 2000, corresponding to the 90, 95 and 99 percentiles, as well as the values obtained by simulation of the asymptotic distribution [8] and the approximation given from [11]. The simulations are all run with 50,000 samples. It can be seen that the
asymptotic and approximate methods are useful for samples larger than 500. These two methods are particularly useful for finding rough p-values. Note that for the approximate method,

\[ \Pr \{ T_m > t \} = \Pr \{ \chi^2_\nu > (t - a)/b \} \]

where \( a, b, \nu \) are the solutions of (11).

| EigenValues | Parameters |
|-------------|-----------|
| \( \lambda_1 \) | \( \lambda_2 \) | \( \lambda_3 \) | \( \lambda_4 \) | \( \lambda_5 \) | \( a \) | \( b \) | \( \nu \) |
| T1 | 1.7071 | 0.2929 | – | – | – | 0.2000 | 1.6667 | 1.0800 |
| T2 | 2.2808 | 0.5000 | 0.2192 | – | – | 0.4792 | 2.1818 | 1.1554 |
| T3 | 2.7503 | 0.7420 | 0.3104 | 0.1974 | – | 0.7971 | 2.5758 | 1.2435 |
| T4 | 3.1381 | 1.0000 | 0.4241 | 0.2500 | 0.1879 | 1.1323 | 2.8764 | 1.3446 |

Table 1: The eigenvalues of the asymptotic covariance matrix of \( V \) and the corresponding constants for the approximate distribution.

### 4.3 An example

This analysis is based on the \( n = 2000 \) largest values for the positive and negative parts of dollar/yen returns, respectively, introduced in Section 3. The corresponding CV-plots are (a) and (b) in Figure 1. Looking at the CV plot it can be think that exponentiality is accepted for high order statistics, even in the negative part. In fact when the sample is small enough always the null hypothesis is accepted. But looking at the CV plot hundreds of test are done.

Here, the statistic \( T_m \), for \( m = 7 \), is used; see (10). The coefficients of variation over thresholds, \( cv_k \), for \( k = 0, \ldots, 7 \), and samples size \( n_k = n2^{-k} \) are the following: for the positive part

\[ \{0.978, 0.959, 1.008, 1.002, 1.018, 0.919, 1.015, 0.968\} \]

and for the negative part

\[ \{1.088, 1.135, 1.141, 1.111, 1.088, 1.138, 1.16, 1.585\} \] (12)

The \( T_m \) statistics and their corresponding p-values are given by \( T_m = 3.15 \) and \( p = 0.784 \), for the positive part; \( T_m = 54.92 \) and \( p = 0.002 \), for the negative part. Hence, we accept exponential tails for the positive part and reject this hypothesis for the negative part. Note that in the first case we accept exponentiality for a really large sample, not only the high upper tail of the distribution, and that our test uses simultaneously eight thresholds. The CV-plot in Figure 1(b) suggests a constant coefficient of variation greater than 1; thus a Pareto distribution can be assumed (Sullo and Rutherford, 1977).
In our analysis we conclude that the tails for the positive part of the returns decrease exponentially fast. However, for the negative part we conclude that the tails decrease at a polynomial rate. These conclusions can be surprising, since by considering the yen denominated in dollars the positive and negative part change from one to the other. Note that in these 25 years the price of one dollar went down from 200 yen to 100 yen, more or less. Perhaps this fact and the different sizes of the two economies can explain the difference between positive and negative parts. Probably the traders use different strategies when these two currencies go up or go down. We do not know what the dollar will do in future years. We believe that if it goes down a polynomial rates would be correct to measure risks.

4.4 Comparisons with other inference approaches

The CV-plot (b) in Figure 1 suggest to model the negative part of dollar/yen returns by a Pareto distribution. The generalized Pareto family of distributions (GPD) has probability distribution function, for $\beta > 0$,

$$F(x) = 1 - (1 + \xi x/\beta)^{-1/\xi},$$

(13)
defined on $x > 0$ for $\xi > 0$ and defined on $0 < x < \beta/|\xi|$ for $\xi < 0$. The limit case $\xi = 0$ corresponds to the exponential distribution. When $\xi > 0$, the GPD is simply the Pareto distribution. In this case the tail function decrease like a power law and the inverse of the shape parameter, $\xi^{-1}$, is called the power of the tail.

Hence we can estimate the parameters of (13) by maximum likelihood (ML), using the sample of size $n = 2000$ in the last Example. We find $\hat{\xi}^{-1} = 13.473$ and $\hat{\beta} = 0.024$ and, the corresponding coefficient of variation is $c_\xi = 1.084$. Note that this result is not far from $c_0 = 1.088$ in (12). In the same way, estimating the Pareto parameters by ML, from samples of size $n_k$, we find coefficients of variation near $c_k$ in (12).

The classical approach from extreme values theory uses the generalized extreme value distribution. This distribution is defined by the cumulative distribution function

$$G(x) = \exp \left[ - \left( 1 + \xi \left( \frac{x - \mu}{\sigma} \right) \right)^{-1/\xi} \right].$$

(14)

For $\xi > 0$ the model (14) is the Frechet distribution, for $\xi = 0$ the Gumbel distribution and for $\xi < 0$ the Weibull distribution, see Embrechts et al. (1997).

Using (14), with the annual maximums gives the ML estimation

$$(\hat{\mu}, \hat{\sigma}, \hat{\xi}^{-1}) = (0.023, 0.005, 5.485)$$

and leads to $\hat{c}_\xi = 1.255$. The standard error for $\hat{\xi}^{-1}$ has been computed with the inverse of the observed information matrix, and gives $sd(\hat{\xi}^{-1}) = 5.326$. Hence,
the 95% confidence interval for $\xi^{-1}$ includes the estimation above. However, the range for $\xi^{-1}$ is really wide, including distributions with no finite mean and distributions with compact support.

We conclude that the estimation done with Pareto distribution seems correct and it agrees with the hypothesis of a coefficient of variation over thresholds constant. However, the tail estimated with generalized extreme value distribution looks away of the coefficients of variation over threshold in $\xi$.

5 Power estimates

The $T_m$ statistics test simultaneously at several points whether $CV = 1$, though at each new point only one half of the sample of the previous point is used. Hence, $T_m$ statistics are especially useful for testing exponentiality in the tails, when the exact point where the tail begins is unknown, avoiding the problem of multiple comparisons. However, in this Section $T_m$ is considered as a simple test of exponentiality.

Two experiments are conducted. The first one considers as the alternative distribution the absolute value of the Student distribution (with degrees of freedom $\nu = 1$ to 10). In the second case the alternative distribution is a Pareto distribution. In both cases the empirical powers of the $T_m$ statistics ($m = 0, 1, 2, 3$ and 4) have been compared with the empirical powers of the empirical coefficient of variation (D’Agostino and Stephens, 1986) and the tests suggested by Montfort and Witter (1985) and Smith (1975) as tests against heavy-tailed alternatives. Every empirical power is estimated running 10,000 samples and using the critical points of Tables 2 and 3. All the statistics considered are invariant to changes in scale parameters. Hence, the powers estimated do not depend on scale parameters under the null hypothesis of exponentiality or under the alternative distributions.

Montfort and Witter (1985) propose the maximum/median statistic for testing exponentiality against the GPD. Given a sample $\{X_i\}$, let us denote

$$MW = \text{Max}(X_i) / X_m$$

(15)

where $X_m$ is the median of the sample.

Smith (1975) and Gel, Miao and Gastwirth (2007) show that powerful tests of normality against heavy-tailed alternatives are obtained using the average absolute deviation from the median. The same statistic suggested by Smith (1975) is used here for testing exponentiality against heavy-tailed alternatives. Let us denote

$$SU = \left[ \frac{\sum (X_i - \bar{X})^2}{n} \right]^{1/2} / \left[ \frac{\sum |X_i - X_m|}{n} \right]$$

(16)

where $\bar{X}$ is the sample mean.
The empirical coefficient of variation statistics is (D’Agostino and Stephens, 1986)

\[ cv = \left[ \frac{\sum_{i} (X_i - \bar{X})^2}{n} \right]^{1/2} / \bar{X}. \]

Table 3 shows the critical points for the empirical coefficient of variation and the statistics \( MW \) and \( SU \), for samples of size equal to 50, 100, 200, 500, 1000 and 2000, corresponding to several quantiles. The simulations are all run with 50,000 samples. Note that here two-sided test are considered. This one is the unique difference between \( cv \) and \( T_0 \).

The cumulative distribution function of the Pareto distribution is

\[ F(x) = 1 - (1 + \xi x/\psi)^{-1/\xi}, \tag{17} \]

where \( \psi > 0 \) and \( \xi > 0 \) are scale and shape parameters and \( x > 0 \). The limit case \( \xi = 0 \) corresponds to the exponential distribution. The parameter \( \alpha = 1/\xi \) is called the power of the tail.

The probability density function of the Student distribution with \( \nu \) degrees of freedom is

\[ t_{\nu}(x) = \frac{\Gamma((\nu + 1)/2)}{\sqrt{\nu\pi}} \frac{1 + x^2}{\nu}^{-(\nu+1)/2} \]

Hence, a Student distribution is a distribution of regular variation with index \( \alpha = \nu \). That is, the tails of the Student distribution are like the Pareto distribution for \( \xi = 1/\nu \). When \( \nu \) tends to infinity the Student distribution tends to the standard normal distribution, hence it is a usual alternative when the tails are heavier than in the normal case. For \( \nu = 1 \) the distribution is also called the Cauchy distribution. In order to test exponentiality only the positive part, or equivalently the absolute value, of the Student distribution is considered. Note that in finance often models with only three finite moments (infinite kurtosis) are considered; that corresponds to a Student distribution with \( \nu = 3 \) or \( \nu = 4 \).

Table 4 reports the results for the eight statistics with sample sizes, \( n \), of 50, 100, 200, 500, 1000 and 2000, at significance level 5%, testing exponentiality against the absolute value of the Student distribution with degrees of freedom from \( \nu = 1 \) to 10. Several overall observations can be made on the basis of these sampling experiments. First of all, the powers are high for \( \nu = 1 \) (Cauchy distribution) or \( \nu = 2 \) (unbounded variance) and clearly increase with sample size for \( \nu \geq 7 \). In most cases \( cv \) (or \( T_0 \)) is superior to the other tests. However, its power is poor against some particular cases. Even for samples of size 2000 the power is only 38% against the absolute values of the Student distribution \( t_4 \). This is easily explained since the alternative has coefficient of variation \( CV = 1 \), as in the null hypothesis of exponentiality. In this case the powers of \( T_1 \), \( T_2 \) and \( T_3 \) are 96%, 98% and 97%. In general the power of \( cv \) is something higher than \( T_1 \) or \( T_2 \) but in some cases very much lower.

Table 5 reports the results of the eight statistics with sample sizes, \( n \), of 50, 100, 200, 500 and 1000, at significance level 5%, testing exponentiality against a Pareto distribution with scale parameter \( \psi = 1 \) and shape parameters \( \xi \) from
0.05 to 0.5 with increments of 0.05. The Pareto distribution has constant coefficient of variation, hence the $T_m$ statistics do not have any advantage testing for $CV = 1$ at different points. Moreover, at each new point only one half of the sample of the previous point is used. The overall observation that can be made on the basis of these sampling experiments is that again $cv$ (or $T_0$) is superior to other tests; this agrees with the results Castillo and Daoudi (2009). Moreover, other $T_m$ statistics are not far away from $cv$.

The main conclusion is that, though $cv$ is in general a good test, the $T_m$ statistics have a very similar power and clearly improve the poor power of $cv$ in testing against distributions with coefficient of variation near 1, which often appear in finance.
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| Sample (n) | $T_0$ | $T_1$ | $T_2$ | $T_3$ | $T_4$ |
|-----------|-------|-------|-------|-------|-------|
| 50        | 2.19  | 3.02  | 5.79  | 3.59  | 4.88  | 9.63  | 4.73  | 6.21  | 11.88 | 5.51  | 7.02  | 12.60 | 6.11  | 7.62  | 12.77 |
| 100       | 2.38  | 3.36  | 6.43  | 4.03  | 5.61  | 11.30 | 5.29  | 7.14  | 14.45 | 6.34  | 8.35  | 16.27 | 7.06  | 9.08  | 16.90 |
| 200       | 2.47  | 3.54  | 6.46  | 4.36  | 6.16  | 11.48 | 5.85  | 8.07  | 15.58 | 7.04  | 9.48  | 18.80 | 8.03  | 10.57 | 20.32 |
| 500       | 2.59  | 3.71  | 6.88  | 4.66  | 6.52  | 11.85 | 6.43  | 8.85  | 16.36 | 7.99  | 10.72 | 19.89 | 9.19  | 12.24 | 22.86 |
| 1000      | 2.64  | 3.74  | 6.70  | 4.80  | 6.65  | 11.76 | 6.64  | 9.21  | 16.23 | 8.30  | 11.37 | 20.17 | 9.79  | 13.16 | 23.41 |
| 2000      | 2.70  | 3.83  | 6.54  | 4.89  | 6.84  | 11.63 | 6.89  | 9.39  | 15.94 | 8.65  | 11.63 | 19.93 | 10.17 | 13.55 | 23.33 |
| Asymptotic| 2.71  | 3.84  | 6.63  | 4.99  | 6.97  | 11.62 | 7.04  | 9.60  | 15.98 | 8.96  | 12.04 | 19.69 | 10.80 | 14.39 | 22.88 |
| Approximate| 2.71  | 3.84  | 6.63  | 4.99  | 6.93  | 11.65 | 7.09  | 9.67  | 15.94 | 9.06  | 12.18 | 19.69 | 10.93 | 14.49 | 23.01 |

Table 2: The critical points for the $T_m$ statistics ($m = 0, 1, 2, 3$ and $4$) for several sample sizes, corresponding to the 90, 95 and 99 percentiles, as well as the values obtained with the asymptotic distribution and its approximation.
| Sample (n) | Statistic | 0.01 | 0.025 | 0.05 | 0.1 | 0.5 | 0.9 | 0.95 | 0.975 | 0.99 |
|------------|-----------|------|-------|------|-----|-----|-----|------|-------|------|
| 20         | CV        | 0.593| 0.635| 0.674| 0.722| 0.914| 1.174| 1.266| 1.354| 1.472|
| 50         | CV        | 0.733| 0.764| 0.791| 0.823| 0.959| 1.138| 1.201| 1.256| 1.334|
| 100        | CV        | 0.800| 0.824| 0.846| 0.872| 0.977| 1.108| 1.152| 1.194| 1.248|
| 200        | CV        | 0.854| 0.873| 0.890| 0.910| 0.988| 1.081| 1.112| 1.140| 1.176|
| 500        | CV        | 0.903| 0.916| 0.928| 0.942| 0.995| 1.054| 1.073| 1.090| 1.111|
| 1000       | CV        | 0.930| 0.940| 0.949| 0.959| 0.997| 1.040| 1.052| 1.064| 1.078|
| 2000       | CV        | 0.950| 0.957| 0.964| 0.971| 0.999| 1.028| 1.037| 1.044| 1.053|
| 20         | HW        | 2.163| 2.388| 2.631| 2.978| 4.855| 8.573| 10.204| 11.851| 14.134|
| 50         | HW        | 3.288| 3.582| 3.880| 4.272| 6.199| 9.573| 10.870| 12.207| 14.120|
| 100        | HW        | 4.194| 4.543| 4.859| 5.271| 7.181| 10.324| 11.531| 12.719| 14.345|
| 200        | HW        | 5.248| 5.573| 5.909| 6.307| 8.182| 11.127| 12.281| 13.415| 14.884|
| 500        | HW        | 6.601| 6.951| 7.278| 7.674| 9.506| 12.335| 13.457| 14.520| 15.924|
| 1000       | HW        | 7.636| 7.993| 8.298| 8.691| 10.488| 13.310| 14.359| 15.421| 16.802|
| 2000       | HW        | 8.701| 9.030| 9.344| 9.730| 11.489| 14.269| 15.287| 16.308| 17.674|
| 20         | SU        | 1.127| 1.150| 1.172| 1.202| 1.359| 1.629| 1.735| 1.838| 1.974|
| 50         | SU        | 1.201| 1.224| 1.245| 1.272| 1.401| 1.595| 1.667| 1.738| 1.829|
| 100        | SU        | 1.250| 1.271| 1.291| 1.315| 1.417| 1.561| 1.613| 1.665| 1.731|
| 200        | SU        | 1.297| 1.314| 1.330| 1.349| 1.430| 1.533| 1.570| 1.603| 1.645|
| 500        | SU        | 1.342| 1.356| 1.367| 1.381| 1.436| 1.503| 1.525| 1.546| 1.572|
| 1000       | SU        | 1.369| 1.379| 1.388| 1.399| 1.440| 1.487| 1.502| 1.515| 1.531|
| 2000       | SU        | 1.390| 1.397| 1.404| 1.411| 1.441| 1.474| 1.484| 1.493| 1.503|

Table 3: The critical points for the sampling coefficient of variation (CV) and the statistics MW and SU, for several sample sizes and several percentiles.
| \( \theta \) | \( n \) | \( \theta/\alpha \) | \( \alpha \) | \( \text{HW} \) | \( \text{SU} \) | \( T_0 \) | \( T_1 \) | \( T_2 \) | \( T_3 \) | \( T_4 \) |
|---|---|---|---|---|---|---|---|---|---|---|
| 0.05 | 50 | 0.078 | 0.073 | 0.072 | 0.074 | 0.079 | 0.080 | 0.075 | 0.074 | 0.074 |
| 0.10 | 50 | 0.136 | 0.119 | 0.112 | 0.137 | 0.136 | 0.124 | 0.117 | 0.114 |
| 0.15 | 50 | 0.212 | 0.189 | 0.175 | 0.223 | 0.215 | 0.200 | 0.193 | 0.189 |
| 0.20 | 50 | 0.302 | 0.273 | 0.249 | 0.317 | 0.292 | 0.267 | 0.257 | 0.252 |
| 0.25 | 50 | 0.396 | 0.356 | 0.313 | 0.416 | 0.387 | 0.359 | 0.348 | 0.342 |
| 0.30 | 50 | 0.493 | 0.452 | 0.388 | 0.494 | 0.458 | 0.429 | 0.419 | 0.414 |
| 0.35 | 50 | 0.577 | 0.528 | 0.453 | 0.594 | 0.552 | 0.518 | 0.505 | 0.499 |
| 0.40 | 50 | 0.654 | 0.609 | 0.534 | 0.661 | 0.619 | 0.589 | 0.578 | 0.574 |
| 0.45 | 50 | 0.729 | 0.685 | 0.604 | 0.739 | 0.696 | 0.667 | 0.659 | 0.655 |
| 0.50 | 50 | 0.784 | 0.742 | 0.654 | 0.799 | 0.753 | 0.727 | 0.720 | 0.717 |
| 0.55 | 100 | 0.094 | 0.088 | 0.086 | 0.100 | 0.099 | 0.097 | 0.095 | 0.092 |
| 0.60 | 100 | 0.185 | 0.162 | 0.159 | 0.210 | 0.197 | 0.186 | 0.178 | 0.177 |
| 0.70 | 100 | 0.330 | 0.271 | 0.269 | 0.356 | 0.333 | 0.311 | 0.293 | 0.289 |
| 0.80 | 100 | 0.476 | 0.392 | 0.376 | 0.505 | 0.467 | 0.443 | 0.420 | 0.413 |
| 0.90 | 100 | 0.622 | 0.537 | 0.502 | 0.648 | 0.603 | 0.568 | 0.550 | 0.542 |
| 1.00 | 100 | 0.744 | 0.652 | 0.619 | 0.760 | 0.715 | 0.687 | 0.667 | 0.662 |

Figure 4: Power of eight statistics with several sample sizes, \( n \), at significance level of 5%, testing exponentiality against a Student distribution with degrees of freedom from 1 to 10. The power is estimated using 10,000 samples.
Figure 5: Power of the eight statistics with several sample sizes, $n$, at significance level 5%, testing exponentiality against a Pareto distribution with scale parameter $1$ and shape parameters from $0.05$ to $0.5$ (+0.05). The power is estimated using 10,000 samples.