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Abstract. We construct a continuous family of non-isometric proper CAT(−1) spaces on which the isometry group Isom(H^n) of the real hyperbolic n-space acts minimally and cocompactly. This provides the first examples of non-standard CAT(0) model spaces for simple Lie groups. We also classify all continuous non-elementary actions of Isom(H^n) on the infinite-dimensional real hyperbolic space.
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1. Introduction

Let $\text{Isom}(\mathbb{H}^n) \cong \text{PO}(1, n)$ be the isometry group of the real hyperbolic space $\mathbb{H}^n$ of dimension $n \geq 2$. The following theorem will be restated more precisely later in this introduction:

**Theorem A.** There is a continuous family $\{C_t\}_{0 < t \leq 1}$ of proper CAT($-1$) spaces equipped with a continuous family of cocompact minimal isometric $\text{Isom}(\mathbb{H}^n)$-actions, abutting to $C_1 = \mathbb{H}^n$. The spaces $C_t$ are mutually non-isometric (even after rescaling) and satisfy $\text{Isom}(C_t) = \text{Isom}(\mathbb{H}^n)$.

This stands in sharp contrast to the fact that geodesically complete CAT(0) model spaces for simple Lie groups are unique up to scaling, as proved in [8, Theorem 1.4] (and answers Question 7.2 loc. cit).

The spaces $C_t$ of Theorem A will appear as canonical minimal invariant convex subsets in the infinite-dimensional hyperbolic space $\mathbb{H}^\infty$ for a family of representations of $\text{Isom}(\mathbb{H}^n)$ on $\mathbb{H}^\infty$. These representations will be deformations of the standard embedding of $\text{Isom}(\mathbb{H}^n)$ into $\text{Isom}(\mathbb{H}^\infty)$ and likewise one can view $C_t$ as a deformation of the standard image $C_1 = \mathbb{H}^n \subseteq \mathbb{H}^\infty$ arising as the limit of the composed standard embeddings $\mathbb{H}^n \subseteq \mathbb{H}^{n+1} \subseteq \mathbb{H}^{n+2} \ldots$

Accordingly, a large part of this article is devoted to the study of representations of $\text{Isom}(\mathbb{H}^n)$ into $\text{Isom}(\mathbb{H}^\infty)$. We shall indeed classify the (continuous, isometric) actions of $\text{Isom}(\mathbb{H}^n)$ on $\mathbb{H}^\infty$.

We now pass to a more detailed presentation of the content of this article.

1.A. Context. Consider a real Hilbert space $\mathcal{H}$ and a line $L$ in $\mathcal{H}$. Let $B$ be the bilinear form on $\mathcal{H}$ determined by the quadratic form $B(v, v) = |v_L|^2 - |v_{L\perp}|^2$, where $v_L$ and $v_{L\perp}$ are the projections of $v$ on $L$ and $L\perp$. We fix a non-zero vector $e \in L$.

As in the finite-dimensional case, define the space $\mathbb{H}^\infty$ by the hyperboloid model:

$$\mathbb{H}^\infty := \{v \in \mathcal{H} : B(v, v) = 1, B(v, e) > 0\}.$$

The formula

$$\cosh(d_{\mathbb{H}^\infty}(x, y)) = B(x, y)$$

defines a distance $d_{\mathbb{H}^\infty}$ on $\mathbb{H}^\infty$ which turns it into a complete CAT($-1$) metric space. We will denote by $\partial \mathbb{H}^\infty$ the boundary of $\mathbb{H}^\infty$, which can be identified with the Grassmannian of $B$-isotropic lines in $\mathcal{H}$, and by $\text{Isom}(\mathbb{H}^\infty)$ its isometry group. The study of this space, as well as that of certain infinite-dimensional symmetric spaces of finite rank, was suggested by Gromov in [20]. We refer the reader to [4] for a detailed study of the space $\mathbb{H}^\infty$, and to [15] [16] for the case of higher rank symmetric spaces. This is the geometric viewpoint on the classical theory of Pontryagin spaces [24, 36, 37, 38, 39, 42].

An action $\varrho : G \to \text{Isom}(\mathbb{H}^\infty)$ of a group $G$ on $\mathbb{H}^\infty$ is called elementary if it fixes a point in $\mathbb{H}^\infty \cup \partial \mathbb{H}^\infty$ or if it preserves a geodesic in $\mathbb{H}^\infty$. If $\varrho$ is non-elementary, one can prove that there exists a unique closed totally geodesic subspace $\mathbb{H}^\infty_{\varrho}$ of $\mathbb{H}^\infty$ which is $G$-invariant and minimal for this property (see [4]). It is easily checked that an action $\varrho : G \to \text{Isom}(\mathbb{H}^\infty)$ is non-elementary and satisfies $\mathbb{H}^\infty_{\varrho} = \mathbb{H}^\infty$ if and only if the associated
linear action of $G$ on $\mathcal{H}$ is irreducible. In this case, we will simply say that the action of $G$ on $H^\infty$ is irreducible.

It is a classical fact that any continuous isometric action of the group $\text{Isom}(H^n)$ on a finite-dimensional symmetric space of noncompact type $X$ preserves the image of a totally geodesic embedding $H^n \hookrightarrow X$. This is a particular case of a theorem of Karpelevich and Mostow [26, 35] (see also [21], or [2] for a geometric proof in the hyperbolic case). The starting point of this article is the following fact, showing that the Karpelevich–Mostow theorem does not hold anymore in the infinite-dimensional context:

There exist continuous irreducible isometric actions of $\text{Isom}(H^n)$ on the space $H^\infty$.

In other words, there exist irreducible representations of $\text{Isom}(H^n)$ on a Hilbert space which are not unitary but which instead preserve a quadratic form of index 1. More generally, there also exist irreducible representations of the group $\text{Isom}(H^n)$ on a Hilbert space which preserve a quadratic form of index $p$, for certain values of $p > 1$ (see Section 5.B). These facts are well-known to representation theorists and can be found, for instance, in [25].

These representations were put in a geometric context in [14] where the authors showed how actions of $\text{PSL}_2(\mathbb{R})$ on $H^\infty$ arise in the study of fundamental groups of compact Kähler manifolds. There are other examples of groups acting on an infinite-dimensional hyperbolic space: for the Cremona group, see [7], for automorphism groups of trees, see [20, Chap. 6] and [4].

1.B. Results. If $\varphi: G \to \text{Isom}(H^\infty)$ is an action of a group $G$ on $H^\infty$, we will denote by $\ell_\varphi$ the associated translation length function, i.e. the function defined by

$$\ell_\varphi(g) = \inf_{x \in H^\infty} d_{H^\infty}(\varphi(g)(x), x).$$

We will denote by $\ell_{H^n}$ the translation length function for the standard action of $\text{Isom}(H^n)$ on $H^n$. We can now state our first main result, which classifies the (continuous) irreducible representations $\text{Isom}(H^n) \to \text{Isom}(H^\infty)$.

**Theorem B.**

1. Let $\varphi: \text{Isom}(H^n) \to \text{Isom}(H^\infty)$ be a continuous non-elementary action. There exists $t \in (0, 1]$ such that $\ell_\varphi(g) = t\ell_{H^n}(g)$ for all $g \in \text{Isom}(H^n)$. Moreover, $t = 1$ if and only if $\varphi$ preserves an $n$-dimensional totally geodesic subspace of $H^\infty$.

2. For each $t \in (0, 1]$ there is, up to conjugacy in $\text{Isom}(H^\infty)$, exactly one irreducible continuous representation $\varphi_t: \text{Isom}(H^n) \to \text{Isom}(H^\infty)$ such that $\ell_{\varphi_t} = t\ell_{H^n}$.

Thus, all irreducible continuous representations $\varphi: \text{Isom}(H^n) \to \text{Isom}(H^\infty)$ arise from an explicit one-parameter family of representations. It could be interesting to search for another proof of this using the machinery of Lie algebra representations [49].

In what follows, we will denote by $g_{hyp}$ the Riemannian metric with constant curvature $-1$ both on $H^n$ and on $H^\infty$. We also denote by $d_{H^n}$ and $d_{H^\infty}$ the associated distance functions on $H^n$ and $H^\infty$ respectively and by $H^\infty$ (resp. $\overline{H^\infty}$) the geometric bordification $H^\infty \cup \partial H^\infty$ (resp. $H^n \cup \partial H^n$), endowed with the cone topology [3 II.8].

**Theorem C.** There exists a smooth harmonic $g_t$-equivariant map $f_t: \mathbb{H}^n \to \mathbb{H}^\infty$ with the following properties.
(1) It is asymptotically isometric after rescaling, i.e. there is $D \geq 0$ such that
\[ |d_{H^n}(f_t(x), f_t(y)) - td_H^n(x, y)| \leq D \quad (\forall x, y \in H^n). \]

(2) The image of $f_t$ is a minimal submanifold of curvature $\frac{-n}{t(t+n-1)}$ and we have
\[ f^*_t g_{hyp} = \frac{t(t+n-1)}{n} g_{hyp}. \]

(3) The map $f_t$ extends to a continuous map from $H^n$ to $H^\infty$.

In fact, it will be clear from the model for $g_t$ that $f_t$ is the only equivariant map $H^n \to H^\infty$ (Lemma 3.8 below). When $n = 2$, the existence of the family $g_t$ and some of its properties were established in [14].

Before describing our next result, let us recall a theorem from [8]. Let $k$ be a local field and $G$ be an absolutely almost simple simply connected $k$-group. Let $X_{model}$ be the Riemannian symmetric space or Bruhat-Tits building associated with $G(k)$. The following is proved in [8] (see Theorem 7.4 in [8] for a more precise statement):

Let $X$ be a noncompact CAT(0) space on which $G(k)$ acts continuously and cocompactly by isometries. If $X$ is geodesically complete, then $X$ is isometric to $X_{model}$ (possibly rescaled).

Without the assumption of geodesic completeness, it is known that this result can fail when $k$ is non-Archimedean. More precisely, $X$ need not contain a closed, $G(k)$-invariant convex set isometric to $X_{model}$ (see Example 7.6 in [8]). When $k$ is Archimedean, it was not known whether the theorem above remains true without the hypothesis of geodesic completeness (see Question 7.2 in [9]). The next theorem shows that this is not the case, at least for the group $\text{Isom}(H^n)$. Indeed, we shall construct exotic cocompact spaces $X$, which are even nice enough to be CAT(-1) and without branching geodesics, since they arise as convex subspaces of $H^\infty$.

It is known that any non-elementary isometric group action on $H^\infty$ admits a unique minimal non-empty closed convex invariant subspace $C \subseteq H^\infty$ (see Section 4.1 below). In the case of the action $g_t$ ($t \in (0, 1)$), we denote it by $C_t$ and it turns out to provide our “exotic” space. In what follows, we will use the following convention: $C_1$ will be the hyperbolic space $H^n$ and $f_1$ the identity map $H^n \to C_1$.

**Theorem D.** For any $t \in (0, 1]$, the CAT(-1) space $C_t$ is locally compact and the action of $\text{Isom}(H^n)$ on $C_t$ is cocompact.

Moreover, the spaces $C_t$ and $C_{t'}$ are isometric only if $t = t'$ (even upon rescaling the metric).

The following proposition describes $C_t$ more precisely.

**Proposition E.** Let $t \in (0, 1]$.

1. The set $C_t$ coincides with the closed convex hull of $f_t(H^n)$.
2. The set $C_t$ coincides with the closed convex hull of $f_t(\partial H^n)$ and $\partial C_t = f_t(\partial H^n)$.
3. $\text{Isom}(C_t) = \text{Isom}(H^n)$.
Next, we study the continuity with respect to $t$ of the metric space $C_t$. Recall that there is a natural topology called the pointed Gromov-Hausdorff topology on the class of all pointed metric spaces. We refer the reader to [19, chap. 3] or to Section 4.3 for its definition. If $G$ is a fixed topological group, a metric space endowed with a continuous isometric action of the group $G$ will be called, for short, a metric $G$-space. On the class of all pointed metric $G$-spaces, there is a natural refinement of the pointed Gromov-Hausdorff topology which takes into account the $G$-action (see for instance [18]). We will define precisely a suitable version of this refined topology in Section 4.3 and call it the strong topology on pointed metric $G$-spaces (rather than the “equivariant pointed Gromov-Hausdorff topology”...).

The spaces $C_t$ will always be pointed at $f_t(o)$, where $o$ is a given point of $H^n$.

**Theorem F.** The map $t \mapsto C_t$ is continuous on $(0, 1]$ for the strong topology on the class of pointed Isom($H^n$)-spaces. In particular, as $t \to 1$, $C_t$ converges to $H^n$ and the diameter of $C_t/\text{Isom}(H^n)$ goes to zero.

Concerning the behavior of the spaces $C_t$ as $t$ goes to 0, we refer the reader to Section 4.C for a discussion.

The article is organized as follows. In Section 2, we prove completely Theorem B except for the existence of the family $g_t$. In Section 3, we recall some classical facts concerning the spherical principal series of representations of Isom($H^n$) and study the actions of Isom($H^n$) on $H^\infty$ which arise from the spherical principal series. We then complete the proof of Theorem B and prove Theorem C. In Section 4, we study the spaces $C_t$: we prove Theorem D, Proposition E as well as Theorem F. Finally, Section 5 contains further results: Section 5.A deals with actions of automorphism groups of trees on $H^\infty$, already studied in [4] and Section 5.B starts the study of actions of Isom($H^n$) on certain higher rank infinite-dimensional symmetric spaces which also arise from the spherical principal series.

**Acknowledgements.** We would like to thank Serge Cantat, Thomas Delzant and Robert Stanton for several useful conversations during the preparation of this work.

2. **Classification of non-elementary actions**

In this section, we start the classification of non-elementary (continuous) actions of the group Isom($H^n$) on $H^\infty$. The strategy of the proof is similar to the one in [4] where an analogous result is proved for actions of the automorphism group of a regular tree on $H^\infty$: we first prove that the action is determined by its restriction to a parabolic subgroup and then study the action of parabolic subgroups. The second step of the proof differs from the case of trees since parabolic subgroups have distinct structures in Isom($H^n$) and in the automorphism group of a tree.

We will use the fact that, as in the finite-dimensional case, isometries of $H^\infty$ fall into three types: elliptic, parabolic or hyperbolic (see [4] for more details).

2.A. **Restriction to a parabolic subgroup.** We start this section by introducing some notations. We consider the vector space $\mathbb{R}^{n+1}$ endowed with the bilinear form $B$ defined by:

$$B(x, x) = x_1^2 - x_2^2 - \cdots - x_{n+1}^2.$$
As usual, the hyperbolic space $\mathbb{H}^n$ is described as:

$$\mathbb{H}^n := \{x \in \mathbb{R}^{n+1}, B(x, x) = 1, x_1 > 0\};$$

the group $\text{Isom}(\mathbb{H}^n)$ is the group of linear maps $g: \mathbb{R}^{n+1} \to \mathbb{R}^{n+1}$ which preserve $B$ and satisfy $g(\mathbb{H}^n) = \mathbb{H}^n$. We denote by $e_1, \ldots, e_{n+1}$ the canonical basis of $\mathbb{R}^{n+1}$ and by $\xi_1 = \frac{1}{\sqrt{2}}(1, 1, 0, \ldots)$ and $\xi_2 = \frac{1}{\sqrt{2}}(1, -1, 0, \ldots)$. The vectors $\xi_1$ and $\xi_2$ are $B$-isotropic. In what follows we will rather use the basis $(\xi_1, \xi_2, e_3, \ldots)$. In particular all the matrices we write below are decomposed into blocks corresponding to the decomposition

$$\mathbb{R}^{n+1} = \mathbb{R}\xi_1 \oplus \mathbb{R}\xi_2 \oplus U,$$

where $U$ is the vector space generated by the family $(e_i)_{3 \leq i \leq n+1}$, that we will identify with $\mathbb{R}^{n-1}$. Hence they have the following form:

$$\begin{pmatrix}
\alpha & \beta & l_1 \\
\gamma & \delta & l_2 \\
v_1 & v_2 & M
\end{pmatrix},$$

where $\alpha, \beta, \gamma, \delta$ are real numbers, $v_1$ and $v_2$ are vectors in $\mathbb{R}^{n-1}$, $l_1$ and $l_2$ are linear forms on $\mathbb{R}^{n-1}$ and $M$ is an endomorphism of $\mathbb{R}^{n-1}$.

If $\lambda \in \mathbb{R}^\times_+, A \in O(n-1)$ and $v \in \mathbb{R}^{n-1}$, let $g_{\lambda, v, A}$ be the element of $\text{Isom}(\mathbb{H}^n)$ whose matrix has the following form:

$$\begin{pmatrix}
\lambda & \frac{1}{2} \lambda |v|^2 & \lambda \langle v, A(\cdot) \rangle \\
0 & \lambda^{-1} & 0 \\
0 & v & A
\end{pmatrix},$$

Here $\langle \cdot, \cdot \rangle$ stands for the standard inner product on $\mathbb{R}^{n-1}$. The group $P = \{g_{\lambda, v, A}\}$ is the stabilizer of the line $\mathbb{R}\xi_1$ in $\text{Isom}(\mathbb{H}^n)$. It is isomorphic to the group $\text{Sim}(\mathbb{R}^{n-1})$ of similarities of $\mathbb{R}^{n-1}$; the map which takes $g_{\lambda, v, A}$ to the similarity

$$x \mapsto \lambda Ax + \lambda v$$

is an isomorphism from $P$ to $\text{Sim}(\mathbb{R}^{n-1})$.

Note that the isometry $g_{\lambda, v, A}$ is parabolic if and only if $\lambda = 1$ and $v \notin \text{Im}(A - \text{Id})$. Hence a parabolic element $g_{1, v, A}$ is always conjugated inside $P$ to an element of the form

$$\begin{pmatrix}
1 & \frac{1}{2} |v'|^2 & \langle v', \cdot \rangle \\
0 & 1 & 0 \\
0 & v' & B - \text{Id}
\end{pmatrix},$$

with $B - \text{Id}$ invertible and $v' \neq 0$. In particular, one sees that if $g_{1, v, A}$ is parabolic, there is always another parabolic element $h \in P$ which commutes with $g_{1, v, A}$ and which is conjugated in $P$ to its square. Finally, we will denote by $\sigma$ the involution represented by the matrix

$$(2.i) \quad \sigma = \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & J_1 \end{pmatrix},$$

where $J_1$ is the diagonal matrix with coefficients $(-1, 1, \ldots)$. The group $\text{Isom}(\mathbb{H}^n)$ is generated by $\sigma$ and $P$. 
From now on, we fix a continuous non-elementary representation
\[ g : \text{Isom}(H^n) \rightarrow \text{Isom}(H^\infty). \]
Let \( x_0 \) be a point in \( H^\infty \). Since \( g(\text{Isom}(H^n)) \) does not fix any point of \( H^\infty \) and thanks to a classical argument going back to Cartan (see [3], Chapter II.2), the function
\[ g \mapsto \varphi_{g,x_0}(g) := d_{H^\infty}(g(x_0), x_0) \]
has to be unbounded. It is then a well-known result that this implies that the function \( \varphi_{g,x_0} \) is proper. The reader will find a proof of this fact in [11] (in a more general context). The properness of the displacement function for actions of simple Lie groups of rank 1 on Hilbert spaces was proved by Shalom in [45]. From the properness of \( \varphi_{g,x_0} \), one deduces easily the following:

**Proposition 2.1.** The action \( g \) preserves the type, i.e. the image \( g(y) \) of an elliptic element of \( \text{Isom}(H^n) \) (resp. parabolic, hyperbolic) is an elliptic isometry of \( H^\infty \) (resp. parabolic, hyperbolic).

**Proof.** Since elliptic elements of \( \text{Isom}(H^n) \) are contained in a compact group, their image under \( g \) has to be elliptic. Since the function \( \varphi_{g,x_0} \) is proper, the image by \( g \) of a non-elliptic element in \( \text{Isom}(H^n) \) has to be non-elliptic. As noted above, if \( g \in \text{Isom}(H^n) \) is parabolic, there exists another parabolic element \( h \in \text{Isom}(H^n) \) which commutes with \( g \) and which is conjugated to its square. The isometries \( g(h) \) and \( g(g) \) have the same type, hyperbolic or parabolic, but \( g(h) \) cannot be hyperbolic, being conjugated to its square. Hence \( g(h) \) and \( g(g) \) are parabolic.

From this, one already sees that the group \( g(P) \) has a unique fixed point \([\eta_1]\) in the boundary of \( H^\infty \). Indeed the elements \( g(v,0,1d) \) for \( v \in R^{n-1} \) are commuting parabolic isometries, hence have a common fixed point. Since the group formed by the \( g(v,0,1d) \) is normal in \( P \), \([\eta_1]\) must be fixed by all of \( g(P) \).

Next, let \( g \in \text{Isom}(H^n) \) be hyperbolic. Up to conjugacy and up to replacing \( g \) by a power, we can assume that \( g \) lies on a 1-parameter subgroup of the form \( g_t = g_{e^{t}0,0,1d} \). If \( g \) were parabolic, the entire 1-parameter subgroup \( g_t \) would have a unique fixed point \( \xi \) in \( \partial H^\infty \). Note that the point \( \xi \) would coincide with the fixed point at infinity \([\eta_1]\) for the whole group \( g(P) \). In particular the 1-parameter group \( g_{e^{t}0,0,1d} \) would admit \( \xi \) as a unique fixed point. Since the involution \( \sigma \) normalizes the latter group; \( \xi \) would be fixed by \( \sigma \). Finally, being fixed by \( \sigma \) and \( P \), \( \xi \) would be fixed by all of \( \text{Isom}(H^n) \). This is a contradiction since \( g \) is nonelementary.

We will still denote by \([\eta_1]\) the unique fixed point of \( g(P) \) in \( \partial H^\infty \). We now continue our study of the action of \( P \). Since \( g(P) \) does not preserve the horospheres centered at \( \eta_1 \) (it contains hyperbolic isometries), it follows from Proposition 4.3 in [3] that there exists a unique closed totally geodesic subspace \( H^\infty_\eta \) which is \( P \)-invariant and minimal with this property. We can actually describe this space. Let \( \eta_2 \) be an isotropic vector such that the lines \([\eta_1]\) and \([\eta_2]\) are the two fixed points of the hyperbolic isometries \( g(0,0,1d) \). Assume that \( B(\eta_1, \eta_2) = 1 \). Let \( E = \eta_1^\perp \cap \eta_2^\perp \). We will represent the isometries \( g(y) \) for \( y \in P \) by matrices associated to the decomposition \( \mathcal{H} = R\eta_1 \oplus R\eta_2 \oplus E \). We also denote by \( \langle \cdot, \cdot \rangle \) the scalar product induced by \( -B \) on \( E \). One can then write:

\[
g(g_{\lambda,v,A}) = \begin{pmatrix}
\chi(\lambda) & \frac{1}{2} \chi(\lambda)|c(\lambda, v, A)|^2 & \chi(\lambda)\langle c(\lambda, v, A), \pi(\lambda, v, A)\rangle \\
0 & \chi(\lambda^{-1}) & 0 \\
0 & c(\lambda, v, A) & \pi(\lambda, v, A)
\end{pmatrix}
\]
where $\chi: \mathbb{R}^*_+ \to \mathbb{R}^*_+$ is a continuous homomorphism, $\pi$ is an orthogonal representation of $P$ in $E$ and the map

$$c: P \to E$$

satisfies that $u(\lambda, v, A) := \chi(\lambda)c(\lambda, v, A)$ is a cocycle for the linear representation $\chi \otimes \pi$.

Let

$$V := \text{Span}\{c(g), g \in P\}$$

be the closed vector space spanned by the vectors $c(g)$ for $g \in P$. Then it is easy to see that $\mathbb{R}^{\eta_1} \oplus \mathbb{R}^{\eta_2} \oplus V$ is $\varphi(P)$-invariant and minimal with this property. The space $H^c_\varphi$ is thus the intersection of $\mathbb{R}^{\eta_1} \oplus \mathbb{R}^{\eta_2} \oplus V$ with $H^\infty$. The map $c$ enjoys more properties. The fact that $g_{\lambda,0,1d}$ and $g_{\mu,0,A}$ commute implies that $\varphi(g_{\mu,0,A})$ preserve the axis of $\varphi(g_{\lambda,0,1d})$, we thus have:

$$c(\mu, 0, A) = 0.$$

A simple computation shows that this implies that

$$(2.ii) \quad \chi(\lambda)c(\lambda, v, A) = c(1, \lambda v, \text{Id}).$$

Hence:

**Lemma 2.2.** The space $V$ is the closure of the vector space generated by the $c(1, v, \text{Id})$ for $v \in \mathbb{R}^{n-1}$. $\square$

**Proposition 2.3.** One has $\chi(\lambda) = \lambda^t$ for some $0 < t \leq 1$. Moreover, if $t = 1$, then $P$ preserves an $n$-dimensional totally geodesic subspace of $H^\infty$.

**Proof.** Let us write $\chi(\lambda) = \lambda^t$ for some non-zero real number $t$. Let $g_s = g_{e^t,0,1d}$. If $g_{\lambda,v,A}$ is in $P$, the subset

$$\{g_s g_{\lambda,v,A} g_{-s} = g_{\lambda,e^tv,A}\}_{s \leq 0}$$

of $P$ is relatively compact. Hence, for fixed $\lambda, v$ and $A$, the vectors $\{c(\lambda, e^tv, A)\}_{s \leq 0}$ must be contained in a compact subset of $E$. Since $|c(\lambda, e^tv, A)| = e^{st}|c(\lambda, v, A)|$, and since $c(\lambda, v, A)$ is non-zero when $g_{\lambda,v,A}$ is parabolic, we must have $t > 0$.

Now let $f(v) := c(1, v, \text{Id})$. Using the cocycle relation for $u = \chi e$, one proves that:

$$(2.iii) \quad f(\lambda v) = \chi(\lambda)\pi(g_{\lambda,0,1d})(f(v)),$$

$$(2.iv) \quad f(v + w) = f(v) + \pi(g_{1,v,1d})(f(w)).$$

The first equation implies that $|f(\lambda v)| = \chi(\lambda)|f(v)|$, on the other hand the triangle inequality combined with the second equation implies that $|f(\lambda v)| \leq |\lambda| \cdot |f(v)|$. This implies $t \leq 1$. If $t = 1$, we must have $\pi(g_{1,v,1d})(f(v)) = f(v)$. We shall write from now on $S_{\pi} := \pi(g_{1,v,1d})$ to simplify notations. Note that $S_{v+w} = S_v \circ S_w$. According to the previous remark we have:

$$S_{v_1+v_2}(f(v_1 + v_2)) = f(v_1 + v_2).$$

Using the cocycle relation $(2.iv)$ on $f$ we deduce:

$$S_{v_1}S_{v_2}(f(v_1)) + S_{v_1}f(v_2) = f(v_2) + S_{v_2}(f(v_1)),$$

and then

$$S_{2v_1}(f(v_2)) = f(v_2).$$

Hence $S_w(f(v)) = f(v)$ for all $v, w, \in \mathbb{R}^{n-1}$. Using Equation $(2.ii)$ again, this implies that $f: \mathbb{R}^{n-1} \to E$ is linear. It has to be injective; indeed if $f(v) = 0$ and $v \neq 0$, the
isometry \( \varrho(g_{1,v,\text{Id}}) \) is elliptic, in contradiction with the fact that \( \varrho \) preserves the type. Hence \( V \) has dimension \( n-1 \), and \( \varrho \) preserves the linear space \( \mathbb{R} \eta_1 \oplus \mathbb{R} \eta_2 \oplus V \). \( \square \)

Note that if \( V \) contains a non-trivial subspace on which \( \mathbb{R}^{n-1} \simeq \{ g_{1,v,\text{Id}} \} \) acts trivially we must have \( t = 1 \). Indeed let \( p \) be the orthogonal projection from \( V \) to the space of fixed points of \( \mathbb{R}^{n-1} \). Then \( p \circ f \) is a homomorphism, which is non-trivial since the image of \( f \) generates a dense subspace of \( V \). This implies that \( t = 1 \). Hence, if \( t < 1 \), the orthogonal representation \( \pi \) does not have \( \mathbb{R}^{n-1} \)-invariant vectors inside \( V \).

Since we have proved that the action \( \varrho \) preserves the type, the previous proposition implies that the translation length function associated to \( \varrho \) satisfies \( \ell_\varrho = t \ell_H \), thus proving the first part of Theorem \[ \text{B} \] From now on, we will assume that the action \( \varrho \) is not only non-elementary but irreducible. We will prove that \( \varrho \) is completely determined by the number \( t \) appearing in the previous proposition.

**Proposition 2.4.** The subspace \( V \) is equal to \( E \) and the representation \( \varrho \) is determined by its restriction to \( P \).

**Proof.** We have already noticed that \( P \) together with the involution \( \sigma \) generate the group \( \text{Isom}(\mathbb{H}^n) \). Here, as in \[ 3 \], we use the relations between \( \sigma \) and \( P \) to prove that \( \varrho(\sigma) \) is determined by the restriction of \( \varrho \) to \( P \). More precisely, we consider the product

\[
g := \sigma \cdot g_{\lambda,v,\text{Id}} \cdot \sigma \cdot g_{\mu,w,\text{Id}} \cdot \sigma,
\]

where \( \lambda, \mu \in \mathbb{R}^* \) and \( v \in \mathbb{R}^{n-1} - \{0\} \) are fixed and \( w \) will be determined. As in the definition of the involution \( \sigma \), we will denote by \( J_1 \) the orthogonal reflection of \( \mathbb{R}^{n-1} \) fixing the hyperplane orthogonal to the first vector of the canonical basis. A long but simple calculation shows that if \( w \) is chosen so that

\[
\frac{w}{\lambda} + v = \frac{-2J_1(v)}{\lambda \mu |v|^2},
\]

then the element \( g \) above belongs to \( P \) and one actually has \( g = g_{\eta,u,A} \) for

\[
\eta = \frac{2}{\lambda^2 \mu |v|^2}, \quad u = \lambda \mu J_1(v), \quad A = s_u \circ J_1.
\]

Here \( s_u \) is the reflection orthogonal to the vector \( u \). We now use the relation

\[
\varrho(g) = \varrho(\sigma) \varrho(g_{\lambda,v,\text{Id}}) \varrho(\sigma) \varrho(g_{\mu,w,\text{Id}}) \varrho(\sigma) \varrho(g_{\lambda,v,\text{Id}}) \varrho(\sigma)
\]

to determine \( \varrho(\sigma) \). Since \( \varrho(\sigma) \) interchanges the two fixed points at infinity of \( \varrho(g_{\lambda,0,\text{Id}}) \), we can write:

\[
\varrho(\sigma) = \begin{pmatrix} 0 & \nu^{-1} & 0 \\ \nu & 0 & 0 \\ 0 & 0 & \pi(\sigma) \end{pmatrix}.
\]

We first compute the product \( \varrho(\sigma) \varrho(g_{\lambda,v,\text{Id}}) \varrho(\sigma) \varrho(g_{\mu,w,\text{Id}}) \varrho(\sigma) \varrho(g_{\lambda,v,\text{Id}}) \varrho(\sigma) \) and find that it has the following form:

\[
\begin{pmatrix}
\chi(\mu) & \frac{\chi(\mu)}{2} \nu \chi(\lambda^2 \mu) |c(\lambda, v, \text{Id})|^2 & \frac{\chi(\mu)}{2} |c(\lambda, \nu, \text{Id})|^2 \\
\frac{\nu \chi(\lambda^2 \mu) |c(\lambda, v, \text{Id})|^2}{\lambda} & * & * \\
\nu \chi(\lambda \mu) \pi(\sigma) |c(\lambda, v, \text{Id})| & * & *
\end{pmatrix}.
\]
Hence \( g(g) \), which is obtained from the matrix above by multiplying on the right by \( g(\sigma) \), reads:
\[
\begin{pmatrix}
\frac{1}{2}v\chi(\mu)|c(\lambda\mu, \frac{v}{\lambda} + v, \text{Id})|^2 & * & * \\
* & * & * \\
* & \chi(\lambda\mu)\pi(\sigma)(c(\lambda, v, \text{Id})) & *
\end{pmatrix}.
\]
But this must be equal to the matrix
\[
\begin{pmatrix}
\chi(\eta) & \frac{1}{2}\chi(\eta)|c(\eta, u, A)|^2 & \chi(\eta)\langle c(\eta, u, A), \pi(\eta, u, A)(\cdot) \rangle \\
0 & \chi(\eta^{-1}) & 0 \\
0 & c(\eta, u, A) & \pi(\eta, u, A)
\end{pmatrix}
\]
This shows that \( \frac{1}{2}v\chi(\mu)|c(\lambda\mu, \frac{v}{\lambda} + b, \text{Id})|^2 = \chi(\eta) = \chi(2/\lambda^2 |v|^2) \), hence \( \nu \) is determined by the restriction of \( g \) to \( P \). It further shows
\[
\pi(\sigma)(c(\lambda, v, \text{Id})) = \chi(\lambda\mu)^{-1}c(\eta, u, A).
\]
Since the vectors \( c(\lambda, v, \text{Id}) \) generate a dense subspace of \( V \), this implies that \( \pi(\sigma) \) preserves the space \( V \), hence \( g(\sigma) \) preserves the space \( R\eta_1 \oplus R\eta_2 \oplus V \). Since \( g \) was assumed irreducible, this implies that
\[
\mathcal{H} = R\eta_1 \oplus R\eta_2 \oplus V,
\]
in particular \( V = E \). Moreover \( \pi(\sigma) \) is determined on a dense subspace of \( E \), hence everywhere on \( E \). This completes the proof of the proposition.

We must now determine completely the restriction of the representation \( g \) to \( P \), from the number \( t \) only. Observe that the stabilizer of \( [\eta_1] \) in \( \text{Isom}(\mathcal{H}^\infty) \) is isomorphic to the group \( \text{Sim}(E) \) of similarities of the Hilbert space \( E \). Hence, we must study homomorphisms
\[
P \longrightarrow \text{Sim}(E),
\]
subject to the various constraints we just collected. We will do this in the next paragraph.

2.B. Affine representations of the group \( \text{Sim}(\mathbf{R}^t) \). In this section, we work directly with the group \( \text{Sim}(\mathbf{R}^t) \) of similarities of \( \mathbf{R}^t \); applying the result of this paragraph with \( l = n - 1 \) allows to conclude the proof of Section 2.A. We denote by \( S_{\lambda,v,A} \) the map
\[
\mathbf{R}^t \longrightarrow \mathbf{R}^t
\]
where, once again, \( \lambda \in \mathbf{R}^*_+ \), \( A \in \text{O}(l) \) and \( v \in \mathbf{R}^t \). We start with a representation \( \alpha_t : \text{Sim}(\mathbf{R}^t) \rightarrow \text{Sim}(\mathcal{H}) \), where \( \text{Sim}(\mathcal{H}) \) is the group of similarities of a real Hilbert space \( \mathcal{H} \). We write
\[
\alpha_t(S_{\lambda,v,A})(x) = \lambda^t \pi(S_{\lambda,v,A})(x) + c(S_{\lambda,v,A}) \quad (x \in \mathcal{H})
\]
with \( \pi \) orthogonal. Thus \( \pi \) is an orthogonal representation and \( c \) is a 1-cocycle for the representation \( \pi \otimes \chi_t \), where \( \chi_t \) is the character of \( \text{Sim}(\mathbf{R}^t) \) defined by \( \chi_t(S_{\lambda,v,A}) = \lambda^t \).

We shall make the following standing assumptions in view of the results of the previous section:

1. \( 0 < t < 1 \),
2. \( \alpha_t \) preserves the type,
3. \( \pi \) has no \( \mathbf{R}^t \)-invariant vectors,
4. the vector space generated by the vectors \( c(S_{1,v,\text{Id}}) \) for \( v \in \mathbf{R}^t \) is dense in \( \mathcal{H} \),
5. \( c(S_{\lambda,v,A}) = c(S_{1,v,\text{Id}}) \) (this condition can always be achieved up to conjugacy).
Note that the last equation is equivalent to identity (2.11) (remembering that the natural isomorphism between the group $P$ considered in the previous section and the group $\text{Sim}(\mathbb{R}^{n-1})$ takes the element $g_{\lambda,v,A}$ to the map $x \mapsto \lambda Ax + \lambda v$).

The purpose of this section is to prove that a representation $\alpha_t$ satisfying the conditions above is completely determined by $t$.

We will denote by $\pi_0$ be the unitary representation of $\text{Sim}(\mathbb{R}^l)$ on $L^2(\mathbb{R}^l)$ defined by

$$\pi_0(S_{\lambda,v,A})(f)(y) = \lambda^t e^{i(y,v)} f(\lambda^{-1}A y).$$

We will need the following information about $\pi_0$:

**Lemma 2.5.** The space

$$H^1(\text{Sim}(\mathbb{R}^l), \chi_l \otimes \pi_0)$$

is 1-dimensional, generated by the cohomology class of the cocycle defined by

$$\tilde{c}(S_{\lambda,v,A})(y) = \frac{e^{i(y,v)} - 1}{|y|^{1+\frac{1}{2}}}. $$

Notice that $\tilde{c}$ ranges indeed in square-summable function classes: the condition $t > 0$ ensures the integrability in a neighbourhood of infinity and the condition $t < 1$ ensures the integrability in a neighbourhood of the origin.

**Proof.** Any cohomology class in $H^1(\text{Sim}(\mathbb{R}^l), \chi_l \otimes \pi_0)$ can be represented by a cocycle which vanishes on the subgroup $\{S_{\lambda,0,A} \simeq \mathbb{R}^+ \times O(l) \text{ of Sim}(\mathbb{R}^l)\}$. Let $\beta$ be such a cocycle. The fact that $\beta(S_{\lambda,0,A}) = 0$ implies that $\beta$ satisfies Equation (2.11) above. We choose a non-zero vector $b \in \mathbb{R}^l$. Let $g$ be the measurable function on $\mathbb{R}^l$ defined by:

$$g(y) = \frac{\beta(S_{1,b,1d})(y)}{e^{i(y,b)} - 1}. $$

Note that, because of the cocycle relation, $g$ does not depend on the choice of $b$. Then the equation

$$\beta(S_{\mu,\lambda A d + b, A B}) = \beta(S_{\lambda,b,A}) + \lambda^t \pi_c(S_{\lambda,b,A})(\beta(S_{\mu,d,B}))$$

(which says that $\beta$ is a cocycle) becomes

$$(e^{i(y,\lambda A d + b)} - 1) g(y) = (e^{i(y,b)} - 1) g(y) + \lambda^t + \frac{c}{2} e^{i(y,b)} (e^{i(\lambda^{-1}A y,d)} - 1) g(\lambda^{-1}A y),$$

which yields, after simplification:

$$g(y) = \lambda^t + \frac{c}{2} g(\lambda^{-1}A y).$$

By taking $\lambda = 1$ and letting $A$ vary in $O(l)$, we see that $g$ is constant on the unit sphere of $\mathbb{R}^l$. The equation $g(y) = \lambda^t + \frac{c}{2} g(\lambda y)$ then implies that

$$g(y) = \frac{a}{|y|^{1+\frac{1}{2}}}$$

for some constant $a$. In other words, $\beta$ is proportional to the cocycle $\tilde{c}$. This proves that the group $H^1(\text{Sim}(\mathbb{R}^l), \chi_l \otimes \pi_0)$ is generated by the cohomology class of $\tilde{c}$. We still need to check that this class is non-zero. Observe that $\tilde{c}$ is the formal coboundary of the function $g$. Using the calculations above, one checks that any function $f \in L^2(\mathbb{R}^l)$ satisfying $\beta(S_{\lambda,v,A}) = \lambda^t \pi_0(S_{\lambda,v,A})(f) - f$ has to be proportional to $g$. Since no non-zero multiple
of $g$ is square integrable on $\mathbb{R}^l$ this implies that $f = 0$, hence $\beta = 0$; a contradiction. This proves that the cohomology class of $\tilde{c}$ is non-zero. \hfill \Box

We now study the complexification of the orthogonal representation $\pi$.

**Proposition 2.6.** The complexification $\pi_\mathbb{C}$ of $\pi$ is isomorphic to $\pi_0$; therefore the space $H^1(Sim(\mathbb{R}^l), \chi_l \otimes \pi_\mathbb{C})$ is 1-dimensional.

**Proof.** According to a theorem of Mackey (Theorem 14.1 in [29]), the representation $\pi_\mathbb{C}$ can be constructed in the following way. Fix a unit vector $e$ in $\mathbb{R}^l$ and identify its stabilizer with $O(l - 1)$. Then, there exists a unitary representation $\eta$ of $O(l - 1)$ on a Hilbert space $U$ such that $\pi_\mathbb{C}$ is described as follows. Choose a measurable section $s: S^{l-1} \to O(l)$ such that $s(v)e = v$ for $v \in S^{l-1}$. We define an element $\beta(A, v) \in O(l - 1)$ by

$$s(A^{-1}v) = A^{-1}s(v)\beta(A, v).$$

Note that $\beta$ satisfies the cocycle relation

$$\beta(AB, v) = \beta(A, v)\beta(B, A^{-1}v).$$

Then $\pi_\mathbb{C}$ is, up to isomorphism, the representation on $L^2(\mathbb{R}^l, U)$ defined by

$$(\pi_\mathbb{C}(S_{\lambda,v,A}) \cdot f)(y) = \lambda^\frac{l}{2}e^{i(y,v)}\eta(\beta(A, \frac{y}{|y|})\left(f(\lambda A^{-1}y)\right).$$

Observe that, as a representation of $\mathbb{R}^l$, $\pi_\mathbb{C}$ is isomorphic to $p\pi_0$ (where $p$ is the dimension of the space $U$).

**Lemma 2.7.** As representations of $\mathbb{R}^l$, $\pi_\mathbb{C}$ and $\pi_0$ are isomorphic.

**Proof of Lemma 2.7.** We assume by contradiction that $p \geq 2$. Up to passing to a subspace, we can assume that $p = 2$, so that $L^2(\mathbb{R}^l, U) \simeq L^2(\mathbb{R}^l) \oplus L^2(\mathbb{R}^l)$. We can decompose the cocycle $c$ arising from the affine representation $\alpha_t$ according to the previous decomposition and write $c = (c_1, c_2)$. The argument from Lemma 2.6 implies that $c_1$ and $c_2$ are both proportional to $\tilde{c}$: there exist constants $a_1$ and $a_2$ such that $c_i = a_i\tilde{c}$. This implies that any vector

$$v = (v_1, v_2) \in L^2(\mathbb{R}^l, U) \simeq L^2(\mathbb{R}^l) \oplus L^2(\mathbb{R}^l)$$

which is in the vector space generated by the family $(c(S_{1,v,\lambda}))_{v \in \mathbb{R}^l}$ satisfies $a_2v_1 - a_1v_2 = 0$. This contradicts our standing assumption \[4\]. \hfill \Box

According to the previous lemma, we must have $p = 1$ and $U \simeq \mathbb{C}$. This leaves us two possibilities for the representation $\eta$: it is either the trivial representation or the character given by the determinant (this possibility occurs only if $l \geq 2$). In the second case, we observe that if we choose the section $s$ above to take its values in $SO(l)$, the cocycle $\beta$ satisfies $\eta(\beta(A, v)) = \det(A)$.

We will see that only the case where $\eta$ is trivial occurs. To do this, we repeat the calculations from Lemma 2.6 taking into account the presence of the character $\eta$. We choose again a non-zero vector $b \in \mathbb{R}^l$ and let $g$ be the measurable function on $\mathbb{R}^l$ defined by:

$$g(y) = \frac{c(S_{1,b,\lambda}) (y)}{e^{i(y,b)} - 1}.$$

Assume first that $\eta$ is the determinant. Then the cocycle equation for $c$ leads to the equality

$$g(y) = \det(A)\lambda^{l+\frac{1}{2}}g(\lambda A^{-1}y).$$
By taking \( \lambda = 1 \) and \( y \) in the unit sphere one gets: \( g(Ay) = \det(A)g(y) \) for \( A \) in \( O(l) \). Since \( SO(l) \) already acts transitively on the sphere (since \( l \geq 2 \) \( g \) should be constant (a.e.). But then the equation \( g(Ay) = -g(y) \) for \( A \in O(l) - SO(l) \) implies that \( g \) is zero, a contradiction. Hence \( \eta \) is the trivial character. This implies that \( \pi_C \simeq \pi_0 \) as representations of \( \text{Sim}(R^l) \). According to Lemma 2.5 the space \( H^1(\text{Sim}(R^l), \chi_t \otimes \pi_C) \) is 1-dimensional.

Having described the complexification \( \pi_C \) of \( \pi \), we now go back to \( \pi \) itself.

**Lemma 2.8.** Let \( I : L^2(R^l) \to L^2(R^l) \) be an antilinear involution which commutes with the action of \( \text{Sim}(R^l) \). Then \( I = e^{i\vartheta}I_0 \) for some \( \vartheta \in R \), where \( I_0 \) is the involution defined by:

\[
(I_0f)(y) = \overline{f}(-y).
\]

**Proof.** The map \( I_0 \) defined above is obviously an involution satisfying the conditions of the lemma. We want to prove that this is the only one, up to multiplication by a complex number of modulus 1. If \( I \) is another such involution, we can write \( I = J \circ I_0 \) where \( J \) is complex-linear and commutes with the action of \( \text{Sim}(R^l) \). But any bounded complex linear operator which commutes with the action of \( R^l \triangleleft \text{Sim}(R^l) \) is the multiplication by a function \( h \in L^\infty(R^l) \) (this can be seen as the commutative case of the commutation theorem of Murray and von Neumann). Hence:

\[
(If)(y) = h(y)\overline{f}(-y).
\]

The fact that \( I \) commutes with the action of \( \text{Sim}(R^l) \) implies that \( h \) is constant almost everywhere and the condition \( I^2 = \text{Id} \) implies that \( |h|^2 = 1 \) almost everywhere. This completes the proof of the lemma. \( \Box \)

Now, for each real number \( \vartheta \), the fixed point set of \( e^{i\vartheta}I_0 \) is isomorphic (as an orthogonal representation of \( \text{Sim}(R^l) \)) to the fixed point set of \( I_0 \), via the map \( f \mapsto e^{i\vartheta}f \). This implies that any two orthogonal representations of \( \text{Sim}(R^l) \) having \( \pi_0 \) as complexification are isomorphic. The cocycle \( c \) defined above take its values in the fixed point set of \( I_0 \) and the fact that \( H^1(\text{Sim}(R^l), \chi_t \otimes \pi_0) \) has dimension 1 implies that \( H^1(\text{Sim}(R^l), \chi_t \otimes \pi) \) has dimension 1 also. This proves that, up to isomorphism, there is a unique representation \( \alpha_t : \text{Sim}(R^l) \to \text{Sim}(\mathcal{M}) \) satisfying the condition of the beginning of the paragraph.

This concludes the proof of Theorem B up to the existence of the representations \( \varrho_t \) that will be discussed in Section 3.

### 3. The principal series and actions on hyperbolic spaces

To construct the family of representations \( \varrho_t \), we first need to recall a few well-known facts from representation theory (which can be found, for instance, in [23, 27, 43, 44]).

#### 3.A. Preliminaries from representation theory

We continue to use the notations from paragraph 2.A. Let \( o = (1, 0, \ldots, 0) \in H^n \) and denote by \( K \) its stabilizer in \( \text{Isom}(H^n) \). We denote by \( \text{Vol} \) the unique normalized \( \text{K}^\circ \)-invariant volume form on \( \partial H^n \). Let \( \text{Jac}(g)(\cdot) \) be the Jacobian of \( g \in \text{Isom}(H^n) \) for the volume form \( \text{Vol} \); i.e. \( (g^*\text{Vol})_b = \text{Jac}(g)(b)\text{Vol}_b \) for \( b \in \partial H^n \). If one thinks of \( \text{Vol} \) as a measure, \( |\text{Jac}(g)| = dg^{-1}\text{Vol}/d\text{Vol} \). Since we have \( |\text{Jac}(g)| = |\text{Jac}(kg)| \) for \( k \in K \), the function \( |\text{Jac}(g^{-1})(b)| \) descends to \( H^n \times \partial H^n \); this is the **Poisson kernel**. One has (see [23]):
such that:

\[
|\text{Jac}(g^{-1})(b)| = \left( \frac{B(o,b)}{B(g(o),b)} \right)^{n-1}.
\]

There is a slight abuse of notation in the formula above: on the left-hand side \(b\) represents a point of the boundary of \(H^n\) i.e. a \(B\)-isotropic line in \(\mathbb{R}^{n+1}\). To compute the right-hand side, we can choose an isotropic vector representing the line \(b\).

The (spherical) principal series is the family of representations \(\pi_s\) of \(\text{Isom}(H^n)\) on the space \(L^2(\partial H^n)\), parametrized by a complex number \(s\) and defined by:

\[
\pi_s(g) \cdot f = |\text{Jac}(g^{-1})|^{\frac{1}{2} + s} f \circ g^{-1}.
\]

**Remark 3.1.** Here \(L^2(\partial H^n)\) stands for the space of complex-valued, measurable, square-integrable function classes on \(\partial H^n\) with respect to \(\text{Vol}\), although we will soon restrict to real-valued functions, in which case we write \(L^2(\partial H^n, \mathbb{R})\).

If \(f_1, f_2 \in L^2(\partial H^n)\), we will write \((f_1, f_2) = \int_{\partial H^n} f_1 f_2\). A simple calculation shows that \((\pi_s(f_1), \pi_{-\frac{s}{2}}(f_2)) = (f_1, f_2)\); in other words the representations \(\pi_s\) and \(\pi_{-\frac{s}{2}}\) are dual. It is known (see for instance [44]) that the representation \(\pi_s\) is irreducible whenever \(s \neq \pm \left( \frac{1}{2} + \frac{k}{n-1} \right)\) for all \(k \in \mathbb{N}\).

Before going further, let us introduce a second model for the representations \(\pi_s\). We will need to use a \(K\text{AN}\) decomposition for the group \(\text{Isom}(H^n)\). We still consider the two isotropic vectors \(\xi_1\) and \(\xi_2\) considered in paragraph 2.A

\[
\xi_1 = \frac{1}{\sqrt{2}}(1,1,0,\ldots),
\]

\[
\xi_2 = \frac{1}{\sqrt{2}}(1,-1,0,\ldots),
\]

and we still denote by \(P\) the stabilizer of the line \(R\xi_1\) in \(\text{Isom}(H^n)\). Elements of \(P\) are denoted by \(g_{\lambda,v,A}\) where \(\lambda \in \mathbb{R}_+^*, v \in \mathbb{R}^{n-1}\) and \(A \in O(n-1)\). Every element \(g\) of \(\text{Isom}(H^n)\) can be written uniquely as a product:

\[
g = k \cdot g_{\lambda,v,1d},
\]

(\text{where of course } k, \lambda \text{ and } v \text{ are functions of } g \text{ but we will not indicate it in the notation}).

Let \(M\) be the centralizer of the 1-parameter group \(\{g_{\lambda,0,1d}\}_\lambda\) in \(K\). We can now define the second model for \(\pi_s\).

Let \(V_s\) be the space of measurable function classes

\[
F: \text{Isom}(H^n) \to \mathbb{C}
\]

such that:

- \(F(gmg_{\lambda,v,1d}) = F(g)\lambda^{-(\frac{1}{2} + s)(n-1)}, \) for \(g \in \text{Isom}(H^n), m \in M, \lambda \in \mathbb{R}_+^*\) and \(v \in \mathbb{R}^{n-1}\).

- the restriction of \(F\) to \(K\) is square-integrable.

Denote by \(dk\) the normalized Haar measure on \(K\). The space \(V_s\), endowed with the norm \(|\cdot|\) defined by

\[
|F|^2 = \int_K |F(k)|^2 dk,
\]

is a Hilbert space. The group \(\text{Isom}(H^n)\) acts on it by translation; the element \(g \in \text{Isom}(H^n)\) acts by:

\[
(g \cdot F)(h) = F(g^{-1}h).
\]
The following proposition relates the previous representations.

**Proposition 3.2.** The representation $\pi_s$ is isomorphic to the representation of $\text{Isom}(\mathbb{H}^n)$ on $V_s$.

**Proof.** Note that the map $k \mapsto [k(\xi)]$ induces an identification between $K/M$ and $\partial \mathbb{H}^n$. If $F \in V_s$, its restriction to $K$ descends to a square-integrable function on $K/M \simeq \partial \mathbb{H}^n$. This defines a map from $V_s$ to $L^2(\partial \mathbb{H}^n)$ which is easily seen to be a surjective isometry. We will denote by

$$f \in L^2(\partial \mathbb{H}^n) \mapsto F_f \in V_s$$

the inverse of this isometry. The point of the proof is to check that the action of $\text{Isom}(\mathbb{H}^n)$ on $V_s$ by translations identifies with the representation $\pi_s$ under this isomorphism. This can be seen as follows. Let $f \in L^2(\partial \mathbb{H}^n)$, we will temporarily write $g \cdot f$ for the function which corresponds to $F_f(g^{-1})$ under the isomorphism above. We want to check that $g \cdot f = \pi_s(g)(f)$. Let $b = [k\xi]$ be a point in the boundary of $\mathbb{H}^n$. Let

$$g^{-1}k = k' g_{\lambda', v', \text{Id}}$$

be the Iwasawa decomposition of $g^{-1}k$. A simple computation using Equation (3.1) shows that $|\text{Jac}(g^{-1})(b)|^{\frac{1}{2}+s} = (\lambda)^{-\frac{1}{2}(\frac{1}{2}+s)(n-1)}$. One then has:

$$
(g \cdot f)(b) = F_f(g^{-1}k) = F_f(k')(\lambda)^{-\frac{1}{2}(\frac{1}{2}+s)(n-1)} = |\text{Jac}(g^{-1})(b)|^{\frac{1}{2}+s} f(g^{-1}b),
$$

where, in the last step, we used the fact that $g^{-1}b = g^{-1}k\xi$ is equal to $k'\xi_1$. This proves that $g \cdot f = \pi_s(g)(f)$, as desired. \hfill $\square$

From now on, we will assume that $s$ is a real number. We seek to construct a sesquilinear form on the space $L^2(\partial \mathbb{H}^n)$, invariant by the representation $\pi_s$. Since $\pi_s$ and $\pi_{-s}$ are dual, it is enough to construct an operator $L_s$ of $L^2(\partial \mathbb{H}^n)$ which intertwines the representations $\pi_s$ and $\pi_{-s}$, i.e. which satisfies:

$$L_s \circ \pi_s(g) = \pi_{-s}(g) \circ L_s.$$

It will be more convenient to use the model $V_s$ to describe the operator $L_s$. We first give a “formal” definition as follows. If $f \in V_s$ and $f$ is continuous, we consider the function $L_s f$ defined by:

$$L_s f(x) = \int_{\mathbb{R}^{n-1}} f(xg_{1, v, \text{Id}}) dv,$$

where $dv$ stands for Lebesgue integration on $\mathbb{R}^{n-1}$ and $\sigma$ is the involution defined in (2.1). The following proposition is classical; the reader will find its proof in (for instance) [11], Proposition 1 page 91.

**Proposition 3.3.** Assume that $s > 0$. Then if $f \in V_s$ is continuous, the integral defining $L_s f$ is convergent and defines a continuous function in $V_{-s}$. Moreover, the operator $L_s : V_s \to V_{-s}$ is continuous.

From now on, and in view of this result, we will always assume that $s > 0$. Note that, by its very definition, the operator $L_s$ intertwines the actions of $\text{Isom}(\mathbb{H}^n)$ on $V_s$ and $V_{-s}$: an element $g \in \text{Isom}(\mathbb{H}^n)$ acts by left translation and the integral defining $L_s$ is a convolution on the right. According to Proposition 3.2 we can think of $L_s$ as an operator
from \( L^2(\partial H^n) \) to itself (which intertwines \( \pi_s \) and \( \pi_{-s} \)). We can thus define an invariant bilinear form \( \langle \cdot, \cdot \rangle_s \) on \( L^2(\partial H^n) \) by:

\[
\langle f, g \rangle_s = \int_{\partial H^n} f \bar{L}_s g.
\]

To continue further, we need to know whether the quadratic form \( \langle \cdot, \cdot \rangle_s \) is of finite index and how its signature depends on \( s \) (here by the index of a quadratic form we mean the maximal dimension of an isotropic subspace). This result is known and due to Johnson and Wallach \cite{25} (for \( n \geq 3 \)) and Sally \cite{43, 44} (for \( n = 2 \)); see also \cite{16}. Intertwining operators such as \( L_s \) have also been studied for semisimple groups of higher rank, see \cite{27, 25}.

3.B. Invariant quadratic forms and hyperbolic spaces. As the reader will soon see, the natural parameter \( s \) for the spherical principal series is cumbersome to deal with geometric quantities. We shall freely use the following change of variable:

**Notation 3.4.** From now on, we write \( t = (n-1)(s - \frac{3}{2}) \).

Let

\[
L^2(\partial H^n) = \bigoplus_{k=0}^{\infty} H^k
\]

be the decomposition of \( L^2(\partial H^n) \) into \( K \)-irreducible components. Recall that, in the Klein model for \( H^n \), where \( \partial H^n \cong S^{n-1} \) is identified with the unit sphere in \( R^n \), the space \( H^k \) is simply the space of (restrictions to the sphere of) harmonic homogeneous polynomials of degree \( k \); recall that for \( k \geq 2 \), we have

\[
(3.ii) \quad p_k := \dim H^k = \binom{n + k - 1}{n - 1} - \binom{n + k - 3}{n - 1}.
\]

**Remark 3.5.** When \( n = 2 \), it is more customary to decompose \( L^2(\partial H^2) \) into irreducible components for the group SO(2); in this case, each space \( H^k \) \((k > 0)\) breaks into two invariant lines for SO(2). However, since we consider the action of the whole group \( K = O(n) \), the spaces \( H^k \) are irreducible, even in the case \( n = 2 \).

Since the action of \( \pi_s(K) \) on \( L^2(S^{n-1}) \) does not depend on \( s \) and since \( L_s \) commutes with this action, \( L_s \) must preserve each of the subspaces \( H^k \). Hence the restriction of \( L_s \) to \( H^k \) is the multiplication by a scalar which we will denote by \( \lambda_k(s) \). Up to a normalization, we have \( \lambda_0(s) = 1 \) and for \( k \geq 1 \):

\[
(3.iii) \quad \lambda_k(s) = \prod_{j=0}^{k-1} \frac{j + \frac{n-1}{2} - (n-1)s}{j + \frac{n-1}{2} + (n-1)s} = \prod_{j=0}^{k-1} \frac{j - t}{j + t + n - 1}.
\]

For a proof see \cite{25} for \( n \geq 3 \) and \cite{44} or \cite{14} for \( n = 2 \). From this formula one can easily compute the signature of \( \langle \cdot, \cdot \rangle_s \). We write \( s_j = \frac{n-1}{2} + \frac{1}{2} \) for the parameter \( s \) corresponding to integer values \( j \geq 0 \) of \( t \). When \( s \in (0, s_0) \), the bilinear form \( \langle \cdot, \cdot \rangle_s \) is positive definite. When \( s > s_0 \) we have:

- if \( s \in (s_j, s_{j+1}) \) with \( j \) odd, \( \langle \cdot, \cdot \rangle_s \) has index \( \sum_{1 \leq k \leq j; k \text{ odd}} p_k \);
- if \( s \in (s_j, s_{j+1}) \) with \( j \) even, \( \langle \cdot, \cdot \rangle_s \) has index \( \sum_{0 \leq k \leq j; k \text{ even}} p_k \).

Therefore, by \cite{34}, the possible values of the index of the form \( \langle \cdot, \cdot \rangle_s \), when \( s > s_0 \), are exactly the numbers \( \left( \frac{n-1+j}{n-1} \right) \) for \( j \geq 0 \).
Example 3.6. When $n = 2$, the index can be any positive integer.

Example 3.7. When $n = 3$, the possible indices are exactly the triangular numbers: $(j + 1)(j + 2)/2$ (with $j \geq 0$).

For $s \in (s_0, s_1)$, the quadratic form has index 1 and the parameter $t$ ranges over the interval $(0, 1)$; this is the parameter which appears in Theorem 3. We will now use both the parameters $t$ and $s$ and always assume that $s \in (s_0, s_1)$. Observe that the coefficients $\lambda_k(s)$ are real (since $s$ is real), hence the quadratic form $\langle \cdot, \cdot \rangle_s$ is defined over $\mathbb{R}$. We can thus consider the subspace

$$L^2(\partial H^n, \mathbb{R}) \subset L^2(\partial H^n)$$

of real-valued functions endowed with the form $\langle \cdot, \cdot \rangle_s$. Observe however that the space $\oplus_{k \geq 1} H^k$ endowed with the scalar product $-\langle \cdot, \cdot \rangle_s$ is not complete. This follows from the fact that the coefficients $\lambda_k(s)$ tend to 0 as $k$ goes to infinity. Hence the pair $(L^2(\partial H^n, \mathbb{R}), \langle \cdot, \cdot \rangle_s)$ is not isomorphic to a pair $(\mathcal{H}, \mathcal{B})$ as described in the introduction. However, if $V$ denotes the completion of the space $\oplus_{k \geq 1} H^k$ with respect to $-\langle \cdot, \cdot \rangle_s$, the group Isom($H^n$) still acts on $H^0 \oplus V$, preserving the extension of the form $\langle \cdot, \cdot \rangle_s$ to this space. See for instance [14], Section 2.1, for more details. The need to complete the space $L^2(\partial H^n, \mathbb{R})$ will be illustrated in Proposition 3.11.

From now on, we will denote by $H^n_\infty$ the hyperbolic space associated to the pair $(H^0 \oplus V, \langle \cdot, \cdot \rangle_s)$ and by $\varrho_t : \text{Isom}(H^n) \to \text{Isom}(H^n_\infty)$ the corresponding representation. The linear representation $\pi_s$ being irreducible (for $s \in (s_0, s_1)$), the representation $\varrho_t$ is non-elementary and has no non-trivial, closed, totally geodesic invariant subspace.

Let $\ast$ be the point of $H^n_\infty$ associated to the constant function 1. We record the following elementary observation:

Lemma 3.8. The point $\ast$ is the unique point of $H^n_\ast$ fixed by $\text{SO}(n) = K^\circ$ (a fortiori by $\text{O}(n) = K$). Hence, the map $f_t : H^n \to H^n_\infty$ defined by

$$f_t(g \cdot o) = \pi_s(g)(\ast), \quad (g \in \text{Isom}(H^n))$$

is the unique $\text{Isom}(H^n)$-equivariant map from $H^n$ to $H^n_\infty$.

Proof. There is only one $K^\circ$-invariant line in $L^2(\partial H^n)$ by transitivity of the $K^\circ$-action on $\partial H^n$. This is still true in the completion $H^0 \oplus V$ since it is isomorphic as a $K$-module to $L^2(\partial H^n)$.

Note that the map

$$(\lambda, v, t) \mapsto f_t(g_{\lambda, v, \text{Id}} \cdot o)$$

is smooth in all its variables simultaneously. Note also that the map $f_t$ is harmonic (see for instance [40] for the definition): if the tension field $\tau(f_t)$ of $f_t$ was non-zero, it would be non-zero at every point and the geodesic tangent to the vector $\tau(f_t)(o)$ at $o$ would be (pointwise) $K$-invariant, contradicting the fact that $K$ has a unique fixed point in $H^n_\infty$.

Let $g_u = g_{e^u, 0, \text{Id}}$. We want to evaluate the distance between the point

$$\pi_s(g_u)(\ast) = f_t(g_u \cdot o)$$

and $\ast = f_t(o)$ in $H^n_\infty$. This distance is given by the formula:

$$\cosh(d(\pi_s(g_u)(\ast), \ast)) = \int_{\partial H^n} \text{Jac}(g_u^{-1})^{1/2} d\theta$$
where $db$ stands for the normalized $K$-invariant volume form on $\partial H^n$. We will denote by $I_u$ the integral above. The formula (3.4) for the Jacobian yields

$$(3.\text{iv}) \quad \text{Jac}(g_u^{-1})(b) = \left( \cosh(u) - b_1 \sinh(u) \right)^{(n-1)} (b \in \partial H^n)$$

where $b_1$ stands for the first coordinate of $b \in S^{n-1} \subset \mathbb{R}^n$ under the identification of $\partial H^n$ with the unit sphere $S^{n-1}$ via the Klein model. Recalling that $t = (n - 1)(s - \frac{1}{2})$, we obtain:

$$(3.v) \quad I_u := \cosh(d(\pi_s(g_u)(\ast), \ast)) = \int_{S^{n-1}} (\cosh(u) + b_1 \sinh(u))^{-(n-1+t)} db.$$ 

Let us mention that in [14], where the representations $g_t$ were studied in the case $n = 2$, the following formula was established:

$$\cosh(d(g_t(a_u)(\ast), \ast)) = \frac{1}{2\pi} \int_0^{2\pi} \frac{d\theta}{|\text{sh}(u) e^{i\theta} + \text{ch}(u)|^{2(t+1)}}$$

where $a_u$ is the following element of $SU(1, 1) \subset \text{Isom}(H^2)$

$$\left( \begin{array}{cc} \text{ch}(u) & \text{sh}(u) \\ \text{sh}(u) & \text{ch}(u) \end{array} \right).$$

This is coherent with Equation (3.x): indeed a straightforward computation shows that the integral above equals:

$$\frac{1}{2\pi} \int_0^{2\pi} \frac{d\theta}{|\text{ch}(2u) + \text{sh}(2u) \cos(\theta)|^{1+t}}.$$ 

Remembering that $a_u$ has translation length $2|u|$ in $H^2$, one recovers a formula of the same form as (3.x).

3.C. Geometric properties of the representations $g_t$. To complete the proof of Theorem [B] and to prove Theorem [C] we need to obtain estimates on the quantity $I_u$. We first deal with its behaviour when $u$ goes to zero. We will prove the following proposition (already established in [14] when $n = 2$).

**Proposition 3.9.** We have, as $u$ goes to zero:

$$d(\pi_s(g_u)(\ast), \ast) = \sqrt{\frac{t(t + n - 1)}{n}} \cdot u + O(u^2).$$

We remark that it is not granted a priori that the displacement of $\ast$ under $g_u$ should have an analytic expression in $u$ in infinite-dimensional spaces such as $H^{\infty}$; indeed this fails completely for actions on Hilbert spaces.

**Proof.** The expression $(\cosh(u) + b_1 \sinh(u))^{-(n-1+t)}$ admits a Taylor expansion at $u = 0$, which to order 3 is

$$1 - (t + n - 1) b_1 u - \frac{(t + n - 1)}{2} u^2 + \frac{(t + n - 1)(t + n)}{2} b_1^2 u^2 + O(u^3).$$

Thus, after integrating,

$$(3.vi) \quad \cosh(d(\pi_s(g_u)(\ast), \ast)) = 1 - \frac{(t + n - 1)}{2} u^2 + \frac{(t + n - 1)(t + n)}{2} b_1^2 u^2 + c_n + O(u^3),$$

where $c_n$ is the average of the function $b_1^2$ on the sphere, which is $c_n = 1/n$ by an easy symmetry argument. On the other hand, we can write $d(\pi_s(g_u)(\ast), \ast) = \lambda u + O(u^2)$ for
some constant $\lambda$, as follows e.g. from the existence of the expansion \((3.vi)\) via the implicit function theorem. This implies that
\[
cosh(d(\pi_s(g_u)(*), *)) = 1 + \frac{1}{2} \lambda^2 u^2 + O(u^3).
\]
By identification in the two expansions for $\cosh(d(\pi_s(g_u)(*), *))$ we get $\lambda^2 = t(t+n-1)/n$. This leads to the expression announced in the statement of the proposition.

Since the two metrics $g_{hyp}$ and $f_t^* g_{hyp}$ on $H^n$ are proportional, the previous proposition implies that $f_t^* g_{hyp} = \frac{t(t+n-1)}{n} g_{hyp}$. In particular, the curvature of $H^n$ endowed with the metric $f_t^* g_{hyp}$ is equal to $-\frac{n}{t(t+n-1)}$.

**Proposition 3.10.** For $n$ and $t$ fixed, there is a constant $\kappa > 0$ such that
\[
\kappa e^{tu} \leq I_u \leq e^{tu}
\]
for all $u \geq 0$.

**Proof.** We work with the expression \((3.v)\) for $I_u$ and begin with the upper bound. Since the term
\[
(3.vii) \quad \cosh(u) + b_1 \sinh(u) = e^{-u} + (b_1 + 1) \sinh(u)
\]
is $\geq e^{-u}$, it suffices to prove that
\[
\int_{S^{n-1}} (\cosh(u) + b_1 \sinh(u))^{-(n-1)} db
\]
remains bounded by one. But the above expression is exactly one since it is the integral of the Jacobian of $g_u^{-1}$. For the lower bound, we shall only integrate \((3.v)\) over $-1 < b_1 < e^{-2u} - 1$. In that region, the identity \((3.vii)\) yields
\[
\cosh(u) + b_1 \sinh(u) \leq \frac{3}{2} e^{-u}
\]
and thus the integrand is at least a constant times $e^{u(n-1+t)}$. An elementary computation shows that the cap of $S^{n-1}$ defined by $b_1 < e^{-2u} - 1$ has volume larger than $\frac{2}{n-1} e^{-u(n-1)}$. The lower bound follows.

Note that Proposition 3.10 immediately gives us the end of the proof of Theorem B. Since $g_t$ preserves the type (Proposition 2.1) and since all hyperbolic elements of Isom($H^n$) are conjugate to an element of the 1-parameter subgroup $\{g_t\}$, the functions $f_t \phi$, and $f_t H^n$ are proportional. According to Proposition 3.10 the proportionality constant is equal to $t$. We now collect all the previous informations to obtain a proof of Theorem C.

**Proof of Theorem C** We have already seen that there is an Isom($H^n$)-equivariant map $f_t : H^n \to H^n$ which satisfies $f_t^* g_{hyp} = \frac{t(t+n-1)}{n} g_{hyp}$ (and is unique). We have also seen that $f_t$ is harmonic. Since the metric $f_t^* g_{hyp}$ is proportional to the hyperbolic metric on $H^n$, the harmonicity of $f_t$ is equivalent to the fact that the image of $f_t$ is a minimal submanifold, thus justifying the claim from Theorem C (2).

We now have to establish the first and third point in Theorem C. Let $x$ and $y$ in $H^n$ and denote by $u$ the distance from $x$ to $y$. There exists and element $h \in$ Isom($H^n$) such that $x = h(o)$ and $y = hg_u(o)$ where $g_u = g_{e^{u},0,1d}$ as in the previous paragraph. Hence
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d := d_{H^n}(f_t(x), f_t(y)) = d_{H^n}(f_t(g_u(o)), f_t(o)) = \cosh^{-1}(I_u) where I_u is the integral from the previous paragraph. Since $\frac{1}{2} e^d \leq I_u \leq e^d$, we deduce from Proposition \[3.10\] that 
\[\log(s) + td_{H^n}(x,y) \leq d_{H^n}(f_t(x), f_t(y)) \leq td_{H^n}(x,y) + \log(2).\]

This shows the first point.

For the last point, we recall that quasi-isometric maps between geodesic Gromov-hyperbolic spaces extend continuously to the boundary. This concludes the proof since the estimates of point (1) are stronger than quasi-isometric.

Knowing the translation length of a hyperbolic element $g$ of $\text{Isom}(H^n)$ in the representation $\varrho_t$, we can now prove that the fixed points of $\varrho_t(g)$ in $\partial H^n \cap H^\infty$ do not lie in $L^2(\partial H^n, \mathbb{R})$.

**Proposition 3.11.** Let $g \in \text{Isom}(H^n)$ be a non-trivial hyperbolic element of translation length $u \geq 0$. Let $f \in H^0 \oplus V$ be an isotropic vector representing the attracting fixed point of $\varrho_t(g)$ in $\partial H^n \cap H^\infty$. Then $f$ does not lie in the dense subspace $L^2(\partial H^n, \mathbb{R}) \subset H^0 \oplus V$.

**Proof.** We can assume that $g = g_u$ for some $u$. Note that if $\xi$ is an isotropic vector representing the attracting fixed point for $\varrho_t(g_u)$ one has $\varrho_t(g_u)(\xi) = e^{iu}\xi$. Assume that there exists a non-zero function $f \in L^2(\partial H^n, \mathbb{R})$ such that:

\[e^{iu}f(b) = \text{Jac}(g_u^{-1})^{s+\frac{1}{2}}(b)f(g_u^{-1}(b)).\]

Up to replacing $f$ by $|f|$, we can assume that $f \geq 0$. We rewrite the above equation in the following way:

\[e^{iu}f(b) = \text{Jac}(g_u^{-1})^{s+\frac{1}{2}}(b)f(g_u^{-1}(b)).\]

Using formula \[3.4\] for the Jacobian, one sees that the maximum value of $\text{Jac}(g_u^{-1})$ on $\partial H^n$ is equal to $e^{(n-1)u}$, we thus obtain:

\[e^{iu}f(b) = \text{Jac}(g_u^{-1})^{s+\frac{1}{2}}(b)f(g_u^{-1}(b)) \leq e^{iu} \text{Jac}(g_u^{-1})(b)f(g_u^{-1}(b)).\]

Being in $L^2(\partial H^n, \mathbb{R})$, the function $f$ is in particular integrable; we can thus integrate each side of the above equation. Since the two integrals are equal we must have:

\[\text{Jac}(g_u^{-1})^{s+\frac{1}{2}}(b)f(g_u^{-1}(b)) = e^{iu} \text{Jac}(g_u^{-1})(b)f(g_u^{-1}(b))\]

almost everywhere. If $f$ is non-zero, this implies that the following identity holds on a set of positive measure:

\[\text{Jac}(g_u^{-1})^{s+\frac{1}{2}}(b) = e^{iu}.\]

This is a contradiction. \hfill $\square$

**Remark 3.12.** In this text, we choosed to deal with the full isometry group $\text{Isom}(H^n)$ of the hyperbolic space $H^n$. Note however that the actions $\varrho_t$ are still non-elementary when restricted to the identity component $\text{Isom}(H^n)^0$ of $\text{Isom}(H^n)$. This follows for instance from the fact that an action of a group $G$ on $H^\infty$ is elementary if and only if it preserves a finite set in $H^\infty \cup \partial H^\infty$. Also, it is easy to see that our proof that the $\varrho_t$ are the only irreducible actions of $\text{Isom}(H^n)$ on $H^\infty$ still applies to the group $\text{Isom}(H^n)^0$.

### 4. Convex hulls and exotic spaces

This section is devoted to the surprising properties of the spaces $C_t$ described in Theorem \[2\] and Proposition \[E\]
4.A. The spaces \( C_t \). Let \( C_t \) be the closed convex hull of \( f_t(H^n) \) inside \( H^\infty \). We have:

**Lemma 4.1.** The space \( C_t \) is minimal, i.e. it admits no nontrivial Isom\((H^n)\)-invariant closed convex subset. Moreover, this is the unique minimal Isom\((H^n)\)-invariant closed convex subset of \( H^\infty \).

Actually, it is easy to deduce from the results in [32] that any group \( G \) acting isometrically on a CAT\((-1)\) space \( X \) and having no fixed point in \( X \cup \partial X \) has a unique minimal closed \( G \)-invariant convex subset in \( X \). However, in our case the fact that the compact subgroup \( K \subset \text{Isom}(H^n) \) has a unique fixed point in \( H^\infty \) makes the proof immediate.

**Proof of Lemma 4.1.** It is enough to prove that if \( C \) is a closed Isom\((H^n)\)-invariant convex subset of \( H^\infty \), then \( C \) contains \( C_t \). But if \( C \) is such a set, the compact group \( K \) must fix a point in \( C \). Since \( * \) is the unique \( K \)-fixed point in \( H^\infty \), we have \( * \in C \). Hence the Isom\((H^n)\)-orbit of \( * \) and its closed convex hull are contained in \( C \), i.e. \( C_t \subset C \). \( \square \)

Theorem [C[6][8]] yields a continuous Isom\((H^n)\)-equivariant map \( \partial H^n \to \partial H^\infty \). Its image is a non-empty Isom\((H^n)\)-invariant subset \( f_t(\partial H^n) \) which is compact for the cone topology. We now consider the Klein model: that is, the space \( H^\infty \) is identified with the unit ball \( B \) in a Hilbert space and hyperbolic geodesics correspond simply to chords in that ball. Moreover, the topology on \( H^\infty \) corresponds to the norm topology on the closed ball \( \overline{B} \).

Denote by \( C' \subseteq H^\infty \) the closed convex hull of \( f_t(\partial H^n) \), which is by definition the intersection of all closed convex subsets of \( H^\infty \) whose boundary at infinity contains \( f_t(\partial H^n) \). The above discussion shows that \( C' \) is identified with the intersection of \( B \) and the closed convex hull (in the affine sense) of \( f_t(\partial H^n) \) in \( \overline{B} \). It also makes it apparent that \( \partial C' = f_t(\partial H^n) \). The Mazur compactness theorem [30] (an English reference is e.g. [31, 2.8.15]) shows that the closed convex hull of \( f_t(\partial H^n) \) in \( \overline{B} \) is norm-compact. Therefore, it follows that \( C' \) is locally compact and closed in \( B \). In conclusion, \( C' \) is a closed subspace of \( H^\infty \) and is proper as a metric space.

**Lemma 4.2.** We have \( C' = C_t \). In particular, \( C_t \) is a proper metric space in view of the above application of Mazur’s compactness theorem.

**Proof.** By definition, \( C_t \) is the intersection of all closed convex subsets of \( H^\infty \) that contain \( f_t(H^n) \). Since the boundary of any such set contains \( f_t(\partial H^n) \), we have \( C' \subseteq C_t \). By minimality of \( C_t \) (Lemma 4.1) we have \( C' = C_t \). \( \square \)

**Proposition 4.3.** The Isom\((H^n)\)-action on \( C_t \) is cocompact.

**Proof.** Suppose for a contradiction that \( C_t \) contains a sequence \( x_j \) such that the distance \( d(x_j, \text{Isom}(H^n)x_0) \) to the orbit of \( x_0 = f_t(o) \) tends to infinity. Upon replacing \( x_j \) by an Isom\((H^n)\)-translate, we can suppose that \( d(x_j, \text{Isom}(H^n)x_0) = d(x_j, x_0) \). Moreover, we can assume that \( x_j \) converges to some point \( \xi \in \partial C_t = f_t(\partial H^n) \). Choose a sequence \( y_i \) in \( H^n \) such that \( f_t(y_i) \) converges also to \( \xi \). Thus the Gromov product

\[
L_{i,j} = \frac{1}{2}
\left(d(f_t(y_i), x_0) + d(x_j, x_0) - d(f_t(y_i), x_j)\right)
\]

tends to infinity as \( i, j \to \infty \). Let \( z_{i,j} \) be the point of the geodesic \( [x_0, x_j] \) at distance \( L_{i,j} \) of \( x_0 \). By construction, the distance from \( z_{i,j} \) to the orbit of \( x_0 \) tends to infinity. By Gromov-hyperbolicity, there is a constant bounding the distance from \( z_{i,j} \) to the geodesic.
Theorem shows that the image under $f_t$ of the geodesic $[o, y_i]$ is a quasi-geodesic controled by constants depending only on $t$. Thus, by Gromov-hyperbolicity, a similar constant bounds the distance from $[x_0, f_t(y_i)]$ to $f_t(H^n)$. Putting everything together, $z_{i,j}$ remains at bounded distance of $f_t(H^n)$, which is none other than the orbit of $x_0$; this is a contradiction.

\[ \square \]

**Proposition 4.4.** The representation $g_t$ induces an isomorphism $\text{Isom}(H^n) \cong \text{Isom}(C_t)$.

**Proof.** For simplicity, let $G = \text{Isom}(C_t)$ and $L = \text{Isom}(H^n)$. Since $g_t$ induces a proper homomorphism, we consider $L$ as a closed subgroup of the locally compact group $G$ (for the compact-open topology, recalling that $C_t$ is proper). Moreover, $L$ is cocompact in $G$ because it acts cocompactly on $C_t$. Since $L$ is almost connected ($L^0$ has index two in $L$), the connected component $G^0$ is cocompact in $G$. Therefore, Yamabe’s theorem [23, 4.6] implies that $G$ is a Lie group after possibly factoring out a compact normal subgroup $K < G$. However, $G$ has no non-trivial compact normal subgroup because the fixed-point set $C_t^K$ is a non-empty closed convex $G$-invariant set, which implies $C_t^K = C_t$ by minimality of $C_t$ (even amongst $L$-invariant such sets).

Thus, we have a connected Lie group $G^0$ of finite index in $G$ (and containing $L^0$). The amenable radical of $G^0$ is trivial (see e.g. [8, 1.10]), so that $G^0$ is a semi-simple Lie group without compact factors. Since $L^0$ is closed cocompact in $G^0$, this forces $G^0 = L^0$ (e.g. using the Karpelevich–Mostow theorem). At this point, we have realized $G$ as an extension

$$ 1 \longrightarrow L^0 \longrightarrow G \longrightarrow F \longrightarrow 1 $$

with $F$ finite. We know from Lie theory that the group of outer automorphisms $\text{Out}(L^0)$ is of order two, with the non-trivial element being implemented by conjugation by orientation-reversing elements of $L$. The above group extension induces a representation $G \rightarrow F \rightarrow \text{Out}(L^0)$ whose kernel is $L^0.Z_G(L^0)$, where $Z_G(L^0)$ is the centraliser of $L^0$. The centralizer has to be trivial by minimality of $C_t$, see e.g. [8, 1.10]. Therefore, $L^0$ is of order two in $G$ and thus $G = L$, finishing the proof.

\[ \square \]

**Corollary 4.5.** If $t, t' \in (0, 1]$ are distinct, then the spaces $C_t$ and $C_{t'}$ are not isometric, even upon rescaling the metric.

**Proof.** Suppose that there is some scalar $\mu > 0$ and a bijection $h: C_t \rightarrow C_{t'}$ such that $d(h(x), h(y)) = \mu d(x, y)$ for all $x, y \in C_t$. The conjugation of $g_{t'}$ by $h$ yields a continuous homomorphism $g_t^h : \text{Isom}(H^n) \rightarrow \text{Isom}(C_t)$. In view of Proposition 4.4 the maps $g_t^h$ and $g_t$ are isomorphisms onto $\text{Isom}(C_t)$ and differ by an automorphism of $L = \text{Isom}(H^n)$. The description of the outer automorphisms of $L^0$ given in the proof of Proposition 4.4 implies that the group $L = \text{Isom}(H^n)$ has trivial outer automorphism group upon considering the natural map from $\text{Out}(L)$ to $\text{Out}(L^0)$. In conclusion, the two actions on $C_t$ are conjugated by an element of $\text{Isom}(H^n)$ and thus $h$ is $\text{Isom}(H^n)$-equivariant after conjugation.

We can now apply point (i) of Theorem 4.2 and deduce $\mu t = t'$. Moreover, since the subset $f_t(H^n)$ is intrisically characterised in terms of the (conjugacy class of) the action $g_t$ on $C_t$ by Lemma 4.8 the curvature given by Theorem 4.2 must rescale according to $\mu^{-2}$. Thus we have

$$ \frac{-n}{t'(t' + n - 1)} = \frac{-n}{\mu^2 t(t + n - 1)} $$

which together with $\mu t = t'$ implies $t = t'$, as desired.

\[ \square \]
At this point the proofs of Theorem 4.3 and Proposition 4.4 are complete.

The local compactness of the exotic space $C_t$ established in Proposition 4.3 could not have happened if the ambient space were a Hilbert space rather than $H^\infty$, as shown by the following fact.

**Lemma 4.6.** Let $G$ be a simple Lie group (or a simple algebraic group over a local field). If $G$ acts continuously by isometries on a Hilbert space $V$, then either it fixes a point or it does not preserve any non-empty closed locally compact convex subspace of $V$.

**Proof.** We can assume that the linear part of the action has no $G$-invariant vectors. Indeed, since $G$ has no non-zero additive characters, the $G$-invariant part splits off a summand preserved by the isometric action. Suppose for a contradiction that $G$ preserves a non-empty closed locally compact convex subset $C \subseteq V$ but has no global fixed point. In particular, $G$ is non-compact and hence contains an element $g$ generating an unbounded subgroup of $G$ (e.g. a split torus element). Since $C$ is a proper CAT(0) space, $g$ fixes a point either in $C$ or in its boundary. In the former case, all of $G$ will have a fixed point by a Mautner type argument, which is absurd (we already recalled earlier that unbounded $G$-actions are proper). In the latter case, the linear part of the action of $g$ fixes a vector. This implies that the linear $G$-representation has a fixed vector by Moore’s theorem ([34]; see also [23, 5.5]), contrary to our preliminary reduction step. □

4.B. **Continuity of the family of actions.** In this section we shall prove that the map $(0, 1] \ni t \mapsto (C_t, \ast)$ is continuous for the pointed Gromov–Hausdorff topology. For an introduction to this topology, see [1, 41] as well as [3, I.5] and [19, chap. 3]. It builds upon the Hausdorff distance defined in [22] (Kap. VIII §6, pp. 293 sqq).

We shall in fact prove more: the spaces $C_t$ together with their $\text{Isom}(H^n)$-actions vary continuously for the natural “strong” topology for actions on metric spaces, which is an equivariant version of the pointed Gromov–Hausdorff topology. Regarding terminology, the reader should be warned that the “equivariant Gromov–Hausdorff topology” introduced by Paulin [41] is very different from the “strong” topology used below; for instance, Paulin’s topology does not imply convergence of the underlying spaces.

Recall that the coradius of a subset $A$ of a metric space $X$ is the (possibly infinite) number

$$\text{corad}_X(A) = \sup_{x \in X} \inf_{a \in A} d(x, a).$$

From now on and all along Section 4.B we will assume that all metric spaces are **geodesic**. If $X$ is a metric space and $x$ a point in $X$ we wil denote by $B_X(x, r)$ the closed ball of radius $r$ around $x$ in $X$.

Let $G$ be a topological group. A **pointed metric $G$-space** is a triple $(X, \ast, \pi)$ where $X$ is a metric space, $\ast \in X$ and $\pi$ is a continuous $G$-action by isometries on $X$; we denote also by $\pi: G \to \text{Isom}(X)$ the corresponding homomorphism and write often $gx$ for $\pi(g)(x)$.

We define a topology on the class of all pointed metric $G$-spaces as follows. Given $R > 0$, $\epsilon > 0$ and a compact subset $M \subseteq G$ such that $1 \in M$, let $U_{R, \epsilon, M}(X, \ast, \pi)$ be the class of all pointed metric $G$-spaces $(X', \ast', \pi')$ such that there is an $(M, \epsilon)$-map $f$ relative to the balls $B_{X'}(\ast', R)$ and $B_X(\ast, R)$. This shall mean, by definition, that $f$ is a map $f: X' \to X$ such that

1. $f(\ast') = \ast$,
(2) the Hausdorff distance between $f(B_{X^t}(s^t, R))$ and $B_X(*, R)$ is $<\epsilon$,
(3) $|d(f(x), f(y)) - d(x, y)| < \epsilon$ for all $x, y \in \pi'(M)(B_{X^t}(s^t, R))$,
(4) $d(gf(x), f(gx)) < \epsilon$ for all $x \in B_{X^t}(s^t, R)$ and all $g \in M$.

It is clear that these $U_{R, \varepsilon, M}(X, *, \pi)$ form a neighbourhood base. We shall refer to this as the topology of strong convergence of pointed metric $G$-spaces. This topology is very close to the one considered by Fukaya [13]. Notice that when $G$ is the trivial group, we essentially recover the pointed Gromov–Hausdorff convergence of metric spaces [13].

Observe also that, if $G$ is $\sigma$-compact (e.g. locally compact and connected or second countable), then every pointed metric $G$-space has a countable neighbourhood base.

Before turning to the proof of the continuity of the map $t \in (0, 1] \to (C_t, *, q_t)$ for the topology just defined, we prove a preliminary fact concerning isometries of $\text{CAT}(-1)$ spaces. We recall that a hyperbolic isometry $g$ of a complete $\text{CAT}(-1)$ space $X$ admits a unique axis $L \subseteq X$. We shall denote by $x_0^+, x_0^- \in \partial X$ its forward, respectively backward, endpoints and by $\ell_X(g)$ the translation length of $g$. We recall, but shall not use, that for any $x \in X$ one has $g^n x \to x_0^+$ as $n \to \pm \infty$.

**Proposition 4.7.** Let $X$ be a complete $\text{CAT}(-1)$ space and endow the set $H$ of its hyperbolic isometries with the topology of pointwise convergence. Then the map

$$H \to \partial X,$$

$$g \mapsto x_0^+$$

is continuous on each level-set of $\ell_X : H \to \mathbb{R}_+$.

A more refined analysis reveals in fact that continuity holds whenever $\ell_X$ remains bounded away from zero, but we will not need this.

We shall use the following fact from $\text{CAT}(-1)$ geometry.

**Lemma 4.8.** Let $h$ be a hyperbolic isometry of a complete $\text{CAT}(-1)$ space $X$. There is a continuous, increasing function $c : [\ell_X(h), \infty) \to [0, \infty)$ depending only on $\ell_X(h)$ with $c(\ell_X(h)) = 0$ and such that for any $x \in X$ we have $d(x, L_h) \leq c(d(hx, x))$.

**Proof of the lemma.** Fix $r > 0$. Elementary geometry of the hyperbolic plane $\mathbb{H}^2$ shows that there is a continuous, increasing function $c : [r, \infty) \to [0, \infty)$ with $c(r) = 0$ and satisfying the following property. If $\bar{x}, \bar{y}, \bar{z}, \bar{t}$ are four points in $\mathbb{H}^2$ with $d(\bar{z}, \bar{t}) = r$ and with (hyperbolic) angles $\angle_{\bar{z}}(\bar{x}, \bar{t})$ and $\angle_{\bar{t}}(\bar{y}, \bar{z})$ both at least $\pi/2$, then $d(\bar{x}, \bar{z}) \leq c(d(\bar{x}, \bar{y}))$ (and $d(\bar{x}, \bar{y}) \geq r$). In fact, we will use it only for the special case where $d(\bar{x}, \bar{z}) = d(\bar{y}, \bar{t})$.

To prove the lemma, we set $r = \ell_X(h)$ and choose $\bar{x}, \bar{y}, \bar{z}, \bar{t} \in \mathbb{H}^2$ to be a sub-embedding in the sense of [3 II.1.10] for the following four points: $x, y = hx, z$ the projection of $x$ to $L_h$ and $t = hz$, which is the projection of $y$ to $L_h$. The definition of a sub-embedding is that one should have

$$d(x, y) = d(\bar{x}, \bar{y}), \quad d(z, t) = d(\bar{z}, \bar{t}), \quad d(x, z) = d(\bar{x}, \bar{z}), \quad d(y, t) = d(\bar{y}, \bar{t})$$

and

$$d(x, t) \leq d(\bar{x}, \bar{t}), \quad d(y, z) \leq d(\bar{y}, \bar{z}).$$

In particular, since the Alexandrov angles $\angle_{\bar{z}}(\bar{x}, \bar{t})$ and $\angle_{\bar{t}}(\bar{y}, \bar{z})$ are $\geq \pi/2$ by a property of projections, we conclude that the points $\bar{x}, \bar{y}, \bar{z}, \bar{t}$ are as required above; the lemma follows. \qed
Lemma 4.9. Suppose that the function is convex (in particular the space is uniquely geodesic); see \[3, II.1.18\].

Proposition 4.10. \[\| \cdot \|\] is the special values \(s\) of the parameter \(t\). We thus remind the reader that they are related by the equation \(t = (n - 1)(s - \frac{1}{2})\). To keep track of the parameter \(t\) when dealing with the various bilinear forms we have at hand, we will denote by \(B_t\) the symmetric bilinear form \(\langle \cdot, \cdot \rangle_s\) introduced in Section 3.A.

Finally, we will denote by \(\| \cdot \|\) the \(L^2\)-norm on \(L^2(\partial H^n)\) and if \(v \in L^2(\partial H^n)\) by \(v_k\) the component of \(v\) in the subspace \(H^k \subset L^2(\partial H^n)\). To study the continuity at \(t = 1\), we will need the following proposition. Recall that the special values \(s_j\) of the parameter \(s\) were defined by \(s_j = \frac{1}{n-1} + \frac{1}{2}\); they correspond to the value \(j\) of the parameter \(t\).

Proposition 4.10. The representation \(\pi_{s_1}\) preserves the space \(V_2 := \bigoplus_{k=2}^{\infty} H^k\) as well as the inner product \(U_2\) on \(V_2\) defined by:

\[
U_2(u, v) = \lim_{t \to 1} \frac{-B_t(u, v)}{1 - t}.
\]

There is of course a similar result replacing \(s_1\) by \(s_0\) or by \(s_j\) for some \(j\) greater or equal to 2, see \[25\].

Proof. We already know that the form \(B_t\) is invariant by \(\pi_s\) for all \(s > 0\), even if \(\pi_s\) is reducible. Hence \(\pi_{s_1}\) must preserve the kernel of the form \(B_1\), which is nothing else than the space \(V_2\). Using Equation \[3.11\], one proves easily that the bilinear form \(U_2\) on \(V_2\)
defined by the limit above satisfies:

\[ U_2(v, v) = \frac{1}{n(n + 1)} \sum_{k > 2}^{k-1} \frac{j - 1}{j + n} |v_k|^2. \]

We now show that it is invariant by the (restriction of) the representation \( \pi_{s_1} \). Let \( v \in V_2 \) and \( g \in \text{Isom}(H^n) \); write

\[ \pi_s(g)(v) = a(t) + c(t) \]

where \( a(t) \in H^0 \oplus H^1 \) and \( c(t) \in V_2 \). Note that \( a(t) \to 0 \) and \( c(t) \to \pi_{s_1}(g)(v) \) as \( t \to 1 \). Since \( \pi_s(g) \) preserves \( B_t \), we have:

\[ \frac{-B_t(v, v)}{1 - t} = \frac{-B_t(a(t), a(t))}{1 - t} + \frac{-B_t(c(t), c(t))}{1 - t}. \]

Observe that the forms \( B_t \) satisfy (for \( t \in (0, 1) \) and \( v \in L^2(\partial H^n) \)):

\[ \frac{|B_t(v, v)|}{1 - t} \leq C|v|^2. \]

From this one easily deduces that the first term above converges to 0 and the second term to \( U_2(\pi_{s_1}(g)(v), \pi_{s_1}(g)(v)) \). \( \square \)

Each operator \( \pi_{s_1} : L^2(\partial H^n) \to L^2(\partial H^n) \) can be represented by a matrix associated to the decomposition

\[ L^2(\partial H^n) = (H^0 \oplus H^1) \oplus V_2 \]

which has the following form:

\[ \begin{pmatrix} A(g) & 0 \\ C(g) & D(g) \end{pmatrix}. \]

From now on, we will denote by \( \tilde{\pi}_{s_1} \) the representation of \( \text{Isom}(H^n) \) on \( L^2(\partial H^n) \) defined by \( \tilde{\pi}_{s_1}(g) = A(g) \oplus D(g) \); it preserves the quadratic form of hyperbolic type \( U_1 \oplus -U_2 \) where \( U_1 \) is the restriction of \( B_t \) to \( H^0 \oplus H^1 \).

Let \( u_t : L^2(\partial H^n) \to L^2(\partial H^n) \) be the map defined by

\[ u_t(v) = \begin{cases} \frac{v}{\sqrt{1 - tv}} & v \in H^0 \oplus H^1 \\ \sqrt{1 - tv} & v \in V_2 \end{cases} \]

For each \( s \in (s_0, s_1) \), we define a new representation \( \tilde{\pi}_s \) of \( \text{Isom}(H^n) \) on \( L^2(\partial H^n) \) by:

\[ \tilde{\pi}_s(g) := u_t \circ \pi_s(g) \circ u_t^{-1}. \]

To study the continuity of the family \( \tilde{\pi}_s \) at \( t = 1 \) we will need the following:

**Lemma 4.11.** Let \( v \in V_2 \) and \( g \in \text{Isom}(H^n) \). Write

\[ \pi_s(g)(v) = a(t) + c(t), \]

where \( a(t) \in H^0 \oplus H^1 \) and \( c(t) \in V_2 \). Then \( |a(t)| = O(1 - t) \) as \( t \) goes to 1.

**Proof.** Since the form \( B_t \), restricted to \( H^0 \oplus H^1 \), converges to a non-degenerate symmetric bilinear form as \( t \) converges to 1, it is enough to check that

\[ B_t(a(t), u) = O(1 - t) \]

as \( t \) goes to 1, for each fixed \( u \in H^0 \oplus H^1 \). But \( B_t(a(t), u) = B_t(v, \pi_s(g^{-1})(u)) \) which is bounded by \( (1 - t)|v| \cdot |\pi_s(g^{-1})(u)| \) thanks to \[14\]. Since \( \pi_s(g^{-1})(u) \) converges, this concludes the proof. \( \square \)
The next proposition shows that, up to a renormalization, one can include the family of actions \((\tilde{g}_t)_{t \in (0,1]}\) into a continuous family of actions on \(H^\infty\) defined on \((0,1]\). Its proof uses Lemma 4.11 and will be left to the reader.

**Proposition 4.12.** As \(s \to s_1\) (equivalently, as \(t \to 1\)) the representations \(\tilde{\pi}_s\) converge to \(\tilde{\pi}_{s_1}\): for any \(v \in L^2(\partial H^n)\) and \(g \in \text{Isom}(H^n)\), \(\tilde{\pi}_s(g)(v) \to \tilde{\pi}_{s_1}(g)(v)\).

The representation \(\tilde{\pi}_s\) preserves the symmetric bilinear form \(\tilde{B}_t\) defined by:

\[
\tilde{B}_t(v,v) = B_t(u_t^{-1}(v), u_t^{-1}(v)) \quad \text{if } t \in (0,1),
\]

\[
\tilde{B}_1 = U_1 \oplus -U_2.
\]

Let \(B\) be the bilinear form on \(L^2(\partial H^n)\) defined by \(B(v,v) = |v_0|^2 - \sum_{k=1}^{\infty} |v_k|^2\). For \(t \in (0,1]\), we choose a \(K\)-equivariant operator \(\varphi^t\) of \(L^2(\partial H^n)\) such that

\[
B(\varphi^t(v), \varphi^t(v)) = \tilde{B}_t(v,v) \quad (v \in L^2(\partial H^n))
\]

\((\varphi^t)\) is unique up to a choice of sign on each \(H^k\). From now on, we will denote by \(H^\infty\) the hyperbolic space constructed from the form \(B\) and by \(\tilde{g}_t\) \((t \in (0,1])\) the action on \(H^\infty\) induced by the linear representation \(\varphi^t \circ \tilde{\pi}_s \circ (\varphi^t)^{-1}\).

Let \(i_t : \text{H}^n \to \text{H}^\infty\) be the unique \(\tilde{\pi}_t\)-equivariant map from \(\text{H}^n\) to \(\text{H}^\infty\). Note that \(i_t = \varphi^t \circ u_t \circ f_t\) for \(t \in (0,1]\). We will make a slight abuse of notation and will still denote by \(C_t\) the smallest invariant convex set for \(\tilde{g}_t\) and by \(* \in C_t\) the unique fixed point of the group \(K = O(n)\). Note that for \(t = 1\), \(C_t\) is nothing else than an \(n\)-dimensional totally geodesic subspace of \(H^\infty\).

**Lemma 4.13.** The map \((0,1] \times \partial H^n \to \partial H^\infty, (t,x) \mapsto i_t(x)\)

is continuous.

**Proof.** Since, for a fixed \(t\), the image of \(i_t\) is equal to the orbit of a point of \(H^\infty\) under \(\tilde{\pi}_t(K)\), it is enough to prove that for a fixed \(\xi \in \partial H^n\), the map \(t \mapsto i_t(\xi)\) is continuous. Choose a one-parameter semi-group \(\{g_t\}_{t \geq 0}\) of hyperbolic elements of \(\text{Isom}(H^n)\) whose attracting fixed point in \(\partial H^n\) is \(\xi\), normalized by \(\ell_{H^n}(g_t) = r\). Then \(\tilde{\pi}_t(g_t(\xi))\) is continuous in \(t \in (0,1]\) and has constant translation length in \(H^\infty\). Since \(i_t(\xi)\) is the attracting fixed point of \(\tilde{g}_t(\xi)\), Proposition 4.77 ensures that \(t \mapsto i_t(\xi)\) is continuous. \(\square\)

We are finally ready for the main result of this subsection.

**Proposition 4.14.** The map \((0,1] \ni t \mapsto C_t\) is continuous for the strong topology on pointed metric \(\text{Isom}(H^n)\)-spaces.

**Proof.** Fix \(t_0 \in (0,1]\), \(R > 0\), \(\epsilon > 0\) and a non-empty compact subset \(M\) of \(\text{Isom}(H^n)\). Let \(D > 0\) be large enough so that \(\tilde{g}_t(M) B_{H^\infty}(\bullet, R) \subseteq B_{H^\infty}(\bullet, R + D)\) whenever \(|t - t_0| < \epsilon\). We work in the Klein model for \(H^\infty\), hence \(H^\infty \cup \partial H^\infty\) is identified with the closed unit ball of a Hilbert space \(H^\infty\) in such a way that \(\bullet\) coincides with the origin of \(H^\infty\). Notice that hyperbolic balls centered at \(\bullet\) correspond to Euclidean ball centered at the origin (and of radius < 1). Moreover, the hyperbolic and Euclidean distances on \(B_{H^\infty}(\bullet, R + D)\) are bi-Lipschitz to each other, so that we can argue with the Euclidean one for the remainder of the proof.
For any \( t \in (0, 1] \) we denote by \( f : C_t \to C_{t_0} \) the nearest point projection (in \( \mathcal{H} \)). In view of the continuity of \( \bar{g}_i(g) \) in \( t \) and \( g \), the proposition will follow if we prove that when \( t \) is close enough to \( t_0 \), the Hausdorff distance between \( B_{C_t}(\ast, R + D) \) and \( B_{C_{t_0}}(\ast, R + D) \) is less than, say, \( \epsilon / 2 \). Therefore, it suffices to establish the continuity of the map \( t \mapsto C_t \) when \( C_t \) is considered as a bounded subset of \( \mathcal{H} \); equivalently, we can replace \( C_t \) by its closure \( \overline{C}_t \). At this point we recall that \( \overline{C}_t \) can be seen as the (affine) closed convex hull of \( i_t(\partial \mathbb{H}^n) \), see Section 4.A. Since \( \partial \mathbb{H}^n \) is compact, Lemma 4.13 implies that the map \( t \mapsto i_t(\partial \mathbb{H}^n) \) is continuous on \( (0, 1] \) for the Hausdorff topology on subsets of the Hilbert sphere. Therefore we are done by Lemma 4.14. \( \square \)

Recall that the action \( \pi \) is called (metrically) proper if the function \( d(\pi(g)x, x) \) tends to infinity as \( g \) leaves compact subsets of \( G \) (for some, equivalently any, \( x \in X \)).

**Proposition 4.15.** The quantity \( \text{corad}_X(\pi(G)(\ast)) \) is upper semi-continuous at \((X, \ast, \pi)\) on the class of all pointed geodesic metric \( G \)-spaces if \( \pi \) is proper.

**Proof.** Let \((X, \ast, \pi)\) and \( \delta > 0 \) be given; write \( r = \text{corad}_X(\pi(G)(\ast)) \), which we can assume finite since otherwise the proposition is void. We choose \( 0 < \epsilon \leq \delta / 4, R > 2r + 6\epsilon \) and a compact set \( M \subseteq G \) so large that \( g \ast \in B_X(\ast, R) \) implies \( g \in M \). This is possible since \( \pi \) is proper.

Suppose for a contradiction that \((X', \ast', \pi')\) is geodesic and is in \( U_{R, \epsilon, M}(X, \ast, \pi) \) but contains a point \( y \) with \( d(\pi'(G)(\ast'), y) \geq r + \delta \). Upon translating, we can moreover assume \( d(\ast', y) < d(\pi'(G)(\ast'), y) + \epsilon \). Let \( z \) be the point at distance \( r + 4\epsilon \) from \( \ast' \) on a geodesic connecting \( \ast' \) to \( y \); this point exists since \( 4\epsilon \leq \delta \).

Let \( f : X' \to X \) be as in the definition of \( U_{R, \epsilon, M}(X, \ast, \pi) \). Since \( d(z, \ast') = r + 4\epsilon \), the point \( z \) is in \( B_X(\ast, R) \) and we have \( d(f(z), \ast) < r + 5\epsilon \). Let \( g \in G \) be such that \( d(g \ast, f(z)) < r + \epsilon \). Notice that \( g \ast \) belongs to the ball \( B_X(\ast, R) \) by the choice of \( R \); it follows that \( g \in M \). Now we have

\[
\begin{align*}
d(g \ast', z) &< d(f(g \ast'), f(z)) + \epsilon < d(gf(\ast'), f(z)) + 2\epsilon \\
&= d(g \ast, f(z)) + 2\epsilon < r + 3\epsilon.
\end{align*}
\]

It follows

\[
\begin{align*}
d(g \ast', y) &\leq d(y, z) + d(g \ast', z) < d(y, z) + r + 3\epsilon \\
&= d(\ast', y) - d(\ast', z) + r + 3\epsilon = d(\ast', y) - \epsilon < d(\pi'(G)(\ast'), y),
\end{align*}
\]

which is impossible. This contradiction finishes the proof. \( \square \)

As a consequence of this Proposition, we have that \( \text{corad}_{C_t}(i_t(\mathbb{H}^n)) \) converges to 0 as \( t \) converges to 1, as announced in Theorem 4.A.

### 4.C. Towards a renormalization limit

In this paragraph we make a few remarks concerning the behavior of the spaces \( C_t \) and of the actions \( g_t \) as \( t \) converges to 0. The next proposition shows that the right scale to renormalize the family \( C_t \) as \( t \) goes to 0 is \( \sqrt{t} \).

**Proposition 4.16.** Fix any \( g \in \text{Isom}(\mathbb{H}^n) \). Then, as \( t \in (0, 1) \) converges to zero, the ratio
remains bounded, and bounded away from zero unless \( g \) is in \( O(n) \).

We start with an elementary observation.

**Lemma 4.17.** Let \( g \) be a smooth diffeomorphism of a compact Riemannian manifold \( M \) and \( n > 1 \). We endow \( M \) with its normalized volume form. If \( g \) does not preserve the Riemannian measure of \( M \), then the function

\[
t \mapsto \int_M |\text{Jac}(g)|^{n-1+it}
\]

has a Taylor series around \( t = 0 \) starting with \( 1 + a_1 t + \cdots \) where \( a_1 > 0 \).

**Proof of the lemma.** We only need to show that the derivative at \( t = 0 \) is positive, recalling

\[
\int_M |\text{Jac}(g)| = 1.
\]

Differentiating under the integral sign, that derivative is

\[
\frac{1}{n-1} \int_M |\text{Jac}(g)| \log(|\text{Jac}(g)|) = -\frac{1}{n-1} \int_M \log(|\text{Jac}(g^{-1})|),
\]

where the second expression is obtained by change of variable. The equality case of Jensen’s inequality shows that the latter expression is positive unless \( |\text{Jac}(g^{-1})| \) is identically 1. \( \square \)

In other words, \( a_1 \) measures the Kullback–Leibler divergence between \( |\text{Jac}(g)| \) and 1.

**Proof of Proposition 4.16.** By the polar decomposition, any element \( g \) can be written

\[
g = kg_ku_k
\]

where \( k, k' \in O(n) \) and \( g_u = geu_{0,1d} \) as before. Thus it suffices to consider the case of \( g_u \) (and we can assume \( u > 0 \)). The formulas (3.iv) and (3.v) of Section 3 give

\[
\cosh d(\pi_s(g_u)(\ast), \ast) = \int_{S^{n-1}} \text{Jac}(g_u)^{n-1+it}.
\]

Therefore, Lemma 4.17 combined with the Taylor series of the hyperbolic cosine concludes the proof. \( \square \)

The representation \( \pi_{s_0} \) on \( L^2(\partial H^n) \) was defined by \( \pi_{s_0}(g) \cdot f = |\text{Jac}(g^{-1})|f \circ g^{-1} \). It preserves the subspace \( V_1 \subset L^2(\partial H^n) \) of functions with mean 0 as well as the inner product \( U_1 \) defined by:

\[
U_1(v,v) = \lim_{t \to 0} \frac{-B_t(v,v)}{t}. \quad (v \in V_1)
\]

The map \( c : \text{Isom}(H^n) \to V_1 \) defined by

\[
c(g) = \pi_{s_0}(g)(1) - 1,
\]

(where 1 stands for the constant function equal to 1) is a cocycle, since it is a formal coboundary. Let \( \varrho_0 \) be the associated affine action:

\[
\varrho_0(g)(v) = \pi_{s_0}(g)(v) + c(g).
\]

Note that this action is considered in [10] chap. 3, § 3.4. However, there the authors are interested in the relation between the family of unitary representations \( \pi_s \) for \( s \in (0, \frac{1}{2}) \) (the complementary series) and \( \pi_{\frac{1}{2}} \). Here, we approach \( \pi_{\frac{1}{2}} \) from the other side of the looking glass. It would be interesting to determine whether the \( \text{Isom}(H^n) \)-spaces \( \frac{1}{\sqrt{t}} C_t \)
admit a limit as $t$ goes to 0 and if they do, to relate the limit to the affine action $\varphi_0$ just described.

A related problem is to determine minimal invariant convex sets for affine actions on Hilbert spaces. It is asked in [13] (see Remark 4.9 there) whether there exists an isometric action of a semisimple Lie group on a (non-zero) Hilbert space $\mathcal{H}$ for which the closed convex hull of any orbit is equal to all of $\mathcal{H}$. In that context, we propose the following dichotomy.

**Proposition 4.18.** Let $G$ be a topological group with a continuous isometric action on a Hilbert space $\mathcal{H}$. Assume that its linear part is irreducible and without $K$-invariants for some compact subgroup $K$. Then any closed $G$-invariant convex set either is $\mathcal{H}$ or has empty geometric boundary.

Recall that a *Gelfand pair* $(G, K)$ consists of a locally compact group $G$ with a compact subgroup $K$ such that the convolution algebra $A$ of compactly supported bi-$K$-invariant continuous functions on $G$ is commutative. This algebra is called the *Hecke algebra*. Examples include all simple connected center-free Lie groups $G$ with a maximal compact subgroup $K$; the criterion originally due to Gelfand also applies to $G = \text{Isom}(\mathbb{H}^n)$ and $K = \text{O}(n)$, see e.g. [17].

**Corollary 4.19.** Let $(G, K)$ be a Gelfand pair with $G$ compactly generated. Consider a continuous isometric action of $G$ on a Hilbert space $\mathcal{H}$ with irreducible linear part. If $G$ contains an element with positive displacement length, then $\mathcal{H}$ is the only non-empty $G$-invariant closed convex set.

**Proof of the corollary.** Let $\pi$ be the linear part of $\alpha$, $b$ the cocycle and $g \in G$ an element with positive displacement length. The existence of $g$ implies that $G$ has no fixed point, i.e. the action is non-trivial in cohomology. By [12, Prop. V.3] this implies that $\pi(K)$ has no invariant vectors. Let $C$ be a closed convex invariant set. If $C$ is non-empty, we can assume that $0 \in C$. In view of Proposition 4.18 it suffices to prove that the segment $[0, \alpha(g^n)(0)]$ converges to a ray in $C$. The assumption on $g$ implies that $|\alpha(g^n)(0)|/n$ converges to a positive number. Since

$$\alpha(g^n)(0) = \sum_{j=0}^{n-1} \pi(g)^j(b(g)),$$

the von Neumann ergodic theorem implies that $\alpha(g^n)(0)/n$ converges to a non-zero vector. □

**Remark 4.20.** The argument in the proof above, combined with Moore’s theorem, implies that if $G$ is a simple Lie group, all elements have displacement length 0 for any isometric action of $G$ on a Hilbert space.

We will need the following lemma, which shows in particular that for compact groups, cyclic vectors are “positively cyclic” in the absence of invariant vectors. The assumption on invariant vectors is of course necessary. The compactness of the group is also necessary, as shown by the example of the regular representation of an infinite discrete group.

**Lemma 4.21.** Let $\pi$ be any continuous linear representation of a compact group $K$ on a (Hausdorff) locally convex topological vector space $V$ over $\mathbb{R}$. If $V^K = 0$, then the closed convex cone generated by the $K$-orbit of any $v \in V$ coincides with the $K$-cyclic subrepresentation generated by $v$. 
Proof of the lemma. It suffices to show that the closed convex cone generated by $\pi(K)(v)$ contains $-v$. Let thus $U$ be an arbitrarily small convex neighbourhood of $-v$. There is an open neighbourhood $A$ of the identity in $K$ such that $\pi(g)(v) \in -U$ for all $g \in A$. Let $\mu$ be the normalized Haar measure of $K$. We claim that
\begin{equation}
\frac{1}{\mu(A)} \int_{K \setminus A} \pi(g)(v) \, d\mu(g)
\end{equation}

belongs to $U$, in which case the proof is complete.

To prove the claim, observe that $\int_K \pi(g)(v) \, d\mu(g)$ is $K$-invariant and hence vanishes. Therefore, the expression in (4.ii) coincides with $-\frac{1}{\mu(A)} \int_A \pi(g)(v) \, d\mu(g)$. Thus the claim follows from the choice of $A$ and the convexity of $-U$. □

Proof of Proposition 4.18. We denote by $\alpha$ the isometric action on $\mathcal{H}$ and write
\[\alpha(g)(v) = \pi(g)(v) + c(g)\]
for $v \in \mathcal{H}$. Consider a closed invariant convex set $C$. We must prove that if $C$ contains a half-line, then $C = \mathcal{H}$. Let $c(t) = x_0 + tv$ ($t \geq 0$) be a half-line in $C$ and assume by contradiction that $C \neq \mathcal{H}$. Then, there exists a non-zero linear form $\varphi$ on $\mathcal{H}$ and a constant $a$ such that
\[C \subseteq \{x \in \mathcal{H}, \varphi(x) \geq a\}.\]

Since $c(t)$ is in $C$, we must have $\varphi(v) \geq 0$. We can apply the same result to any vector of the form $\pi(k)(v)$ for $k \in K$ since $C$ contains the ray $\pi(k)(c(t))$. In particular we have $\varphi(\pi(k)(v)) \geq 0$ for all $k$ in $K$ hence $\varphi(u) \geq 0$ for any vector $u$ which is a linear combination with positive coefficients of the vectors $\{\pi(k)(v)\}_{k \in K}$. According to Proposition 4.21 we must have $\varphi(-v) \geq 0$ as well, hence $\varphi(v) = 0$. Hence the geometric boundary of $C$ is contained in the boundary of a proper closed linear subspace of $\mathcal{H}$. This is impossible since $\pi$ is irreducible. Therefore $C = \mathcal{H}$. □

5. Further results

5.A. Complements on trees. One of the early motivations for this article was the analogy with representations of automorphism groups of trees. We recall in particular the following result from [H], in which it is implicitly assumed that the tree has no leaf (and we shall keep this as a standing assumption).

For any simplicial tree $\mathcal{T}$ and every $\lambda > 1$ there is a representation $\pi_\lambda: \text{Aut}(\mathcal{T}) \to \text{Isom}(\mathbb{H}^\infty)$ and a $\pi_\lambda$-equivariant map $\Psi_\lambda: \mathcal{T} \to \mathbb{H}^\infty$ extending continuously to the boundary with
\[\cosh d(\Psi_\lambda(x), \Psi_\lambda(y)) = \lambda^{d(x,y)}\]
for any vertices $x, y \in \mathcal{T}$. Moreover, $\Psi_\lambda(\mathcal{T})$ has finite coradius in the closed convex hull of $\Psi_\lambda(\partial \mathcal{T})$ in $\mathbb{H}^\infty$.

The argument of Section 4.A allows us to show that for locally finite trees, the conclusion can be strengthened. Just as for $\text{Isom}(\mathbb{H}^n)$, we obtain “exotic” proper $\text{CAT}(-1)$ spaces:

Proposition 5.1. If the simplicial tree $\mathcal{T}$ is locally finite, then the closed convex hull $C$ of $\Psi_\lambda(\partial \mathcal{T})$ in $\mathbb{H}^\infty$ is locally compact. Thus, if $\text{Aut}(\mathcal{T})$ acts cocompactly on $\mathcal{T}$, then (via $\pi_\lambda$) it acts cocompactly on $C$. 
Thus, for instance, we deduce that the finitely presented torsion-free simple groups constructed in \([5]\) appear as “convex-cocompact” subgroups of isometries of \(H^\infty \times H^\infty\).

**Proof of Proposition 5.1.** The second statement follows from the first since \(\Psi_\lambda(\mathcal{T})\) has finite coradius in \(C\). As for the first, it follows as in Section 4.A by applying the Mazur compactness theorem in the Klein Model. \(\square\)

By the result of \([4]\) quoted above, the actions of \(\text{Aut}(\mathcal{T})\) on \(H^\infty\) given by \(\pi_\lambda\) are non-elementary unless the \(\text{Aut}(\mathcal{T})\)-action on \(\mathcal{T}\) is itself elementary. Thus, we can also consider the canonical convex subspace \(C_\lambda \subseteq H^\infty\) provided by Lemma 4.1. This subset is contained in the convex hull \(C\) of Proposition 5.1, for instance because Lemma 4.1 can be applied to both \(H^\infty\) and \(C\). However, in contrast to Lemma 4.2, it seems that the minimal subset could be smaller than \(C\) in general. At any rate, even for regular trees, the initial representation constructed in \([4]\) is far from irreducible before passing to a smaller subspace, and indeed there is an infinite-dimensional subspace of \(K\)-fixed vectors, denoting by \(K\) the stabiliser of a vertex.

5.B. **Actions on the symmetric space of** \(O(p, \infty)\). Let \(\mathcal{H}\) be a separable real Hilbert space endowed with a basis \((e_i)_{i \geq 1}\). In what follows, we will denote by \(O(p, \infty)\) the group of linear operators from \(\mathcal{H}\) to itself which preserve the symmetric bilinear form \(B_p\) defined by

\[
B_p \left( \sum_{i \geq 1} x_i e_i, \sum_{i \geq 1} x_i e_i \right) = x_1^2 + \cdots + x_p^2 - \sum_{i \geq p+1} x_i^2.
\]

We also denote by \(X(p, \infty)\) the space of all \(p\)-dimensional subspaces \(V \subset \mathcal{H}\) on which the form \(B_p\) is positive definite. The space \(X(p, \infty)\) can be endowed with an \(O(p, \infty)\)-invariant distance which turns it into an infinite dimensional symmetric space; see \([15, 16]\) for an introduction to this space. In this section, we collect a few remarks concerning isometric actions of \(\text{Isom}(H^n)\) on \(X(p, \infty)\).

As we have seen in Section 3, the classical study of intertwiners for the spherical principal series provides a whole lot of irreducible representations

\[
\text{Isom}(H^n) \to O(p, \infty), \quad p = \left\lceil \frac{n - 1 + j}{n - 1} \right\rceil \quad \text{where } j = 0, 1, 2, \ldots
\]

**Problem 5.2.** Show that the above representations exhaust all possible irreducible representations \(\text{Isom}(H^n) \to O(p, \infty)\).

This would in particular restrict the possible ranks \(p\) when \(n \geq 3\), whilst we have already observed that for \(n = 2\), every rank \(p \in \mathbb{N}\) can occur. We propose the following first evidence for Problem 5.2 where we restrict to representations of the identity component \(\text{Isom}(H^n)\) of \(\text{Isom}(H^n)\).

**Theorem 5.3.** Let \(p\) be an integer with \(2 < p < n\). Then there is no irreducible representation \(\text{Isom}(H^n) \to O(p, \infty)\).

Of course, the first subquestion of Problem 5.2 left open by the theorem above is the existence of irreducible representations

\[
\text{Isom}(H^n) \to O(2, \infty)
\]
when \(n \geq 3\).
For unitary representations, the following proposition is well-known. It cannot possibly hold for arbitrary representations on a Hilbert space, but finite index sesquilinear forms provide just enough spectral theory to obtain the conclusion.

**Proposition 5.4.** Let \((G, K)\) be a Gelfand pair and \(k = \mathbb{R} \text{ or } \mathbb{C}\). Let \(\pi\) be a continuous \(k\)-linear representation of \(G\) on a \(k\)-Hilbert space \(\mathcal{H}\) preserving a continuous, nondegenerate (sesqui)linear form of finite index. If \(\pi\) is irreducible, then the space \(\mathcal{H}^K\) of \(K\)-invariant vectors has \(k\)-dimension at most 1 if \(k = \mathbb{C}\) and at most 2 if \(k = \mathbb{R}\).

As always, irreducibility means that there is no closed \(G\)-invariant proper subspace.

**Proof of Proposition 5.4** We denote by \(\mathcal{A}\) the convolution algebra of compactly supported bi-\(K\)-invariant continuous functions on \(G\). We consider the more complicated case \(k = \mathbb{R}\); it will be clear from the proof that it applies to \(k = \mathbb{C}\), with minor simplifications.

Let \(B\) be the bilinear form under consideration.

For any continuous linear operator \(T\) of \(\mathcal{H}\), we denote by \(T^\dagger\) its \(B\)-adjoint, i.e. the unique continuous linear operator such that \(B(Tu, v) = B(u, T^\dagger v)\) holds for all \(u, v \in \mathcal{H}\). The \(B\)-adjoint exists: it can be produced as \(T^\dagger = JT^*J\) if \(J = J^* = J^{-1}\) is the operator with \(B(x, y) = (Jx, y)\). By assumption, we have

\[
(5.1)\quad \pi(g)^\dagger = \pi(g^{-1}) \quad \forall g \in G.
\]

We can extend \(\pi\) to a representation of the convolution algebra \(C_c(G)\) of all compactly supported continuous functions on \(G\). Let \(\mu_K\) be the normalized Haar measure of \(K\), seen as a measure on \(G\). Then \(\mu_K\) is a convolution idempotent and

\[
\mu_K \ast C_c(G) \ast \mu_K = \mathcal{A} = \mu_K \ast \mathcal{A} \ast \mu_K.
\]

Further, we can define the continuous linear operator \(P := \pi(\mu_K)\), yielding a \(K\)-invariant operator \(P: \mathcal{H} \to \mathcal{H}^K\) which is the identity on \(\mathcal{H}^K\). In particular, the space \(\mathcal{H}^K\) is \(\mathcal{A}\)-invariant.

We claim that \(B\) is non-degenerate on \(\mathcal{H}^K\), thus turning it itself into a quadratic space of finite index, say \(q \geq 0\). Indeed, suppose that \(v\) is a non-zero element of \(\mathcal{H}^K\). There is \(w \in \mathcal{H}\) with \(B(v, w) \neq 0\). Using \([5.4]\), we find \(P^\dagger = P\) and thus \(B(v, w) = B(Pv, w) = B(v, Pw)\), which proves the claim.

Next, in view of the definition of \(\mathcal{A}\) and of the fact that a Gelfand pair is unimodular, we observe that \([5.4]\) also implies that \(\mathcal{A}\) is symmetric in the sense that \(a^\dagger \in \mathcal{A}\) for all \(a \in \mathcal{A}\). A result of Naimark (Corollary 2 in \([36]\)) states that a commutative symmetric algebra of operators of a complex Hilbert space endowed with a sesquilinear form of finite index \(q\) preserves a (non-negative) subspace of dimension \(q\). Applying this to the \(\mathcal{A} \otimes C\)-representation on the complexification \(\mathcal{H}_C^K\) endowed with \(B_C\), we deduce that \(\mathcal{A}\) preserves a finite-dimensional subspace of \(\mathcal{H}^K\). At that point, the classical finite-dimensional Schur lemma applies and we find a subspace \(L \subseteq \mathcal{H}^K\) of dimension one or two invariant under \(\mathcal{A}\) (unless \(\mathcal{H}^K = 0\), in which case we are done). Since \(\pi\) is irreducible, the space \(W\) spanned by \(C_c(G) \cdot L\) is dense in \(\mathcal{H}\). Therefore, \(P(W) = \mathcal{A} \cdot L \subseteq L\) shows that \(L = \mathcal{H}^K\), finishing the proof.

**Proof of Theorem 5.3** Since \(K^\circ = \text{SO}(n)\) is compact, it must fix a point in the symmetric space \(X(p, \infty)\). This means that there is a positive definite, \(p\)-dimensional subspace \(V \subseteq \mathcal{H}\) which is \(K^\circ\)-invariant. The smallest dimension of a non-trivial representation of \(K^\circ\) being \(n\), the hypothesis \(p < n\) implies that the action of \(K^\circ\) on \(V\) is trivial.
Since $p > 2$, this implies that the space $\mathcal{H}^{K^0}$ has dimension greater than 2, and the representation $\pi$ cannot be irreducible according to Proposition 5.3. □

We conclude with a last proposition. We will say that a representation $\varrho : G \to O(p, \infty)$ is geometrically Zariski dense if $\varrho(G)$ does not fix any point at infinity in $X(p, \infty)$ and does not preserve any non-trivial closed totally geodesic submanifold. For finite dimensional symmetric spaces, this is equivalent to the Zariski density in the usual sense. When $p = 1$, $X(1, \infty) = H^\infty$ and any totally geodesic subspace is the intersection of $H^\infty$ with a linear subspace of the corresponding Hilbert space (in the hyperboloid model). In that case a representation $\varrho$ is irreducible if and only if it is geometrically Zariski dense. There is no such correspondence when $H^\infty$ is replaced by $X(p, \infty)$ ($p \geq 2$). However, one still has:

**Proposition 5.5.** Let $\varrho : G \to O(p, \infty)$.

- If $\varrho$ is geometrically Zariski dense, then $\varrho$ is irreducible.
- If $\varrho$ is irreducible, $\varrho(G)$ does not fix a point in the boundary of $X(p, \infty)$.

**Proof.** We first assume that $\varrho$ is geometrically Zariski dense and prove its irreducibility. Let $V \subset \mathcal{H}$ be a closed non-zero invariant subspace. We assume by contradiction that $V \neq \mathcal{H}$. If the restriction of the quadratic form $B_p$ to $V$ is non-degenerate, then $\mathcal{H} = V \oplus V^\perp$ (see [1]). Since $G$ has no fixed point in $X(p, \infty)$, we can assume, upon replacing $V$ by its orthogonal, that $B_p$ is not definite on $V$. Hence it has signature $(q, q')$ for some positive integers $q \leq p$ and $q' \leq +\infty$. If $B_p$ is definite on $V^\perp$, this implies that $G$ preserve a totally geodesically embedded copy of the symmetric space $X(q, q')$. If $B_p$ is not definite on $V^\perp$, $G$ preserves a product of two symmetric subspaces $X(q, q') \times X(r, r')$, where $X(r, r')$ is associated to $V^\perp$. In any case, this is a contradiction. If on the other hand the restriction of $B_p$ to $V$ is degenerate, we can assume that $V$ is isotropic upon replacing it by $V \cap V^\perp$. According to Proposition 6.1 in [10], this implies that $G$ preserves a point in the boundary at infinity of $X(p, \infty)$. This is a contradiction again.

The second part of the proposition follows once again immediately from Proposition 6.1 in [10]. □
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