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ABSTRACT

We perform a cross validation of the cluster catalog selected by the red-sequence Matched-filter Probabilistic Percolation algorithm (redMaPPer) in Dark Energy Survey year 1 (DES-Y1) data by matching it with the Sunyaev-Zel’dovich effect (SZE) selected cluster catalog from the South Pole Telescope SPT-SZ survey. Of the 1005 redMaPPer selected clusters with measured richness $\lambda > 40$ in the joint footprint, 207 are confirmed by SPT-SZ. Using the mass information from the SZE signal, we calibrate the richness–mass relation using a Bayesian cluster population model. We find a mass trend $\lambda \propto M^\beta$ consistent with a linear relation ($B \sim 1$), no significant redshift evolution and an intrinsic scatter in richness of $\sigma_1 = 0.22 \pm 0.06$. By considering two error models, we explore the impact of projection effects on the richness–mass modelling, confirming that such effects are not detectable at the current level of systematic uncertainties. At low richness SPT-SZ confirms fewer redMaPPer clusters than expected. We interpret this richness dependent deficit in confirmed systems as due to the increased presence at low richness of low mass objects not correctly accounted for by our richness-mass scatter model, which we call contaminants. At a richness $\lambda = 40$, this population makes up $\sim 1\%$ of the total population. Extrapolating this to a measured richness $\lambda = 20$ yields $\sim 0.75$ obtained from mass calibration using purely optically selected clusters. The mean mass from stacked weak lensing (WL) measurements suggests that these low mass contaminants are galaxy groups with masses $\sim 3 \times 10^{13} M_\odot$ which are beyond the sensitivity of current SZE and X-ray surveys but a natural target for SPT-3G and eROSITA.
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1 INTRODUCTION

Extraction of cosmological information from the number counts of galaxy clusters is critically sensitive to the contamination of the selected samples and to their completeness as a function of mass (Aguena & Lima 2018). Over the last decade, the method of direct mass calibration has been established as an empirical approach to the modelling of completeness of cluster samples. By constraining the mean relation between selection observable and mass, and the scatter around this relation, the thresholds applied in selection observable can be transformed into completeness as a function of mass (see for instance Melin et al. 2005; Grandis et al. 2020). While systematic uncertainties on this mapping are still large, they can be faithfully traced and propagated onto the cosmological constraints via self-consistent and simultaneous analysis of the number counts and the mass calibration (e.g. Mantz et al. 2015; Bocquet et al. 2019; Abbott et al. 2020).

Concerning the purity of cluster samples, traditionally, the focus was on adjusting cluster selection in such a way as to limit contamination. The Sunyaev-Zel’dovich effect (SZE, Sunyaev & Zeldovich 1972), for instance, introduces a distinct spectral feature in the cosmic microwave background (CMB). Multifrequency matched filtering of CMB maps (Melin et al. 2006) therefore can provide pure cluster samples (Bleem et al. 2015; Planck Collaboration et al. 2016; Hilton et al. 2018; Bleem et al. 2020; Huang et al. 2020; Hilton et al. 2020). In X-rays only extended sources are typically considered (Vikhlinin et al. 1998; Böhringer et al. 2001; Romer et al. 2001; Böhringer et al. 2004; Pacaud et al. 2006; Clerc et al. 2014), limiting the contamination by point-like non-cluster sources. In both of these methods, which rely on the intracluster medium (ICM) for detection, contamination is further controlled by optical confirmation, which is also required to determine the clusters redshifts (for the lastest applications, see Klein et al. 2018, 2019; Bleem et al. 2020).

In the case of optical cluster selection via over-densities of red galaxies, no additional multi-wavelength data is required to determine the selection observable and the redshift (see for instance Rykoff et al. 2014). At least in principle, every over-density of red galaxies is expected to be associated with a halo of some mass (Cohn et al. 2007; Farahi et al. 2016). This is due to the fact that every galaxy lives in a halo. The presence of red galaxies thus guarantees the presence of at least one halo, the host halo of the brightest red galaxy. Assigning the most massive of the – possibly more than one – halos to the optical structure theoretically ensures a one-to-one mapping between optically-selected clusters and halos. Several effects need to be accounted for, when modelling the mapping between halo mass and observed richness that results from this mapping. Firstly, the color filter for the red galaxies, which follows the red sequence calibrated on spectroscopic data, sweeps a large range of projected distances along the line of sight. This leads to significant projection effects from structures surrounding the cluster (Cohn et al. 2007; Song et al. 2012; Costanzi et al. 2019a). Furthermore, the optically-selected cluster can be significantly displaced from the actual halo center, leading to a lower measured richnesses. Other important effects are masking of cluster galaxies, and percolation effects (the merging or splitting of optically-selected clusters, García & Rozo 2019).

Costanzi et al. (2019a) and Abbott et al. (2020) have recently calibrated the impact of these effects on richness estimates for clusters selected by the red-sequence Matched-filter Probabilistic Percolation algorithm (hereafter redMaPPer, Rykoff et al. 2014) in the Dark Energy Survey1 (DES, Dark Energy Survey Collaboration et al. 2016) year 1 data by combining properties extracted from real data with simulations. In this work, we further test this scatter model. We quantify the fraction of optically-selected clusters for which the scatter model fails, calling them contaminants. Physically speaking, these objects are low mass halos which suffered projection, percolation, mis-centering or masking effects that are larger than expected from the simulations used to calibrate the scatter model. This type of contamination is in stark contrast with the more traditional use of the term ‘contaminant’ in SZE and X-ray cluster searches, where contaminants are random noise fluctuations or mis-classified point sources. In the context of optical cluster finding, contaminants are low mass halos which are not described by the adopted richness–mass modelling.

Empirical constraints on the optical contamination by low mass systems can be obtained by cross matching ICM selected clusters with optically-selected clusters. The matched systems are likely higher mass clusters given their multi-wavelength signature. In contrast, low mass contaminants would be associated with shallower potential wells filled with less and cooler gas, resulting in weaker SZE signals and X-ray emission. In light of this, contamination of optically-selected cluster samples can be studied by investigating the X-ray and SZE properties of these objects (Rozo & Rykoff 2014; Rozo et al. 2015; Saro et al. 2015, 2017; Farahi et al. 2019b). In this work, we shall focus on the validation of optically-selected clusters using SZE information. This is motivated by the large overlap of the survey footprints of DES and the South Pole Telescope (SPT, Carlstrom et al. 2011) SZ survey (Story et al. 2013; Bleem et al. 2015). This study is further facilitated by the extensive cosmological and astrophysical work establishing that the empirically calibrated SZE masses derived from the cosmological studies (Bocquet et al. 2015; de Haan et al. 2016; Bocquet et al. 2019) are consistent with the weak lensing signal, the projected phase space density of galaxy members, and the hot gas and stellar content of the SPT selected clusters (see for instance Saro et al. 2015; Hennig et al. 2017; Chiu et al. 2018; Bulbul et al. 2019; Capasso et al. 2019a, and references therein). Specifically, the posteriors on the SZ-signal – mass relation from the weak lensing calibrated cluster number counts by Bocquet et al. (2019), which we use in this work, provide reliable mass information with the appropriate systematic uncertainties for all SPT selected clusters.

In this work, we build on previous studies by Saro et al. (2015) and Bleem et al. (2020), which match SPT-SZ (and SPT-ECs) selected clusters (Bleem et al. 2015) to clusters selected by redMaPPer. We first present the employed cluster samples (Section 2) and the modeling framework (Section 3). To this end, we set up the likelihood for each SPT selected cluster to have a given measured richness conditional on the parameters of the richness–mass relation. We then use the SZE mass information to infer the most likely richness–mass relation parameters. Then, for each redMaPPer selected object, one can compute the probability that the object is confirmed by SPT-SZ. Contamination levels can be estimated by comparing these probabilities with the actual occurrence of matches (Section 4.1). Given considerations about the incompleteness introduced by the optical cleaning of the SPT-SZ candidates compared to the redMaPPer selection, these studies are limited to richnesses larger than 40. We then extrapolate the richness–mass relation we derive to lower richnesses, and investigate if its prediction of the redMaPPer number counts is consistent with previous measure-

1 https://www.darkenergysurvey.org
ments (Section 4.2). We also utilize the mean mass from stacked weak lensing measurements to estimate the mean mass of the contaminants. Finally, we discuss our results in comparison with the literature and outline several future prospects of the analysis method we present here (Section 5). Throughout this work we adopt a flat ΛCDM cosmology with $H_0 = 70.6 \text{ km s}^{-1}\text{Mpc}^{-1}$ (Riess et al. 2018), $\Omega_M = 0.276$ and $\Omega_k = 0.781$ (Bouquet et al. 2019), except where otherwise stated. Masses are computed within a radius at which the mass density is 500 times the critical density of the Universe at the redshifts of the clusters.

2 CLUSTER SAMPLES

In this work we investigate the scatter model, contamination fraction and mean scaling relation of the optically-selected cluster sample based on the DES-Y1 data (Drlica-Wagner et al. 2018). These measurements are performed by cross matching and cross calibrating the optical sample with clusters selected in the SPT-SZ survey (Bleem et al. 2015). This limits the analysis to the joint footprint of SPT-SZ and DES-Y1, which is shown in Fig. 1 with the relative SPT field depth color coded. It comprises an area of 1463 deg². In the following, we will touch on the main aspects of the two samples relevant to our analysis.

2.1 Optically-selected samples

We employ the optically-selected cluster sample extracted from DES-Y1 data (Drlica-Wagner et al. 2018) with the redMaPPer algorithm (Rykoff et al. 2014, 2016; Abbott et al. 2020), which was used for cosmological analyses (Abbott et al. 2020). This sample provides a measured cluster richness $\hat{\lambda}$ with associated measurement uncertainty $\delta \hat{\lambda}$, and photometric redshift $\hat{z}$ for each cluster $i$. The photometric redshifts display percent scatter around spectroscopic redshifts (McClintock et al. 2019). Over the entire DES-Y1 footprint, when selected by $\hat{\lambda} > 20$, the redMaPPer sample comprises 7066 objects and spans the redshift range $z \in (0.2, 0.7)$. In our cross matching studies, we restrict ourselves to the joint DES-Y1 x SPT-SZ footprint and to $\hat{\lambda} > 40$. This sub-sample consists of 1005 objects, shown as gray points in Fig. 2. For objects in the latter sample we extract the relative SPT field depth $\gamma_f$ (de Haan et al. 2016).

Figure 1. Joint SPT-SZ DES-Y1 footprint with colors indicating the relative field depth of SPT-SZ observations as reported in de Haan et al. (2016). The relative field depth allows us to scale the “unbiased significance” – mass relation to fields of varying depth relative to the definition introduced by Reichardt et al. (2013).

Figure 2. Central panel: Distribution in measured richness and redshift of the optically-selected redMaPPer clusters (gray points) with measured richness $\hat{\lambda} > 40$ in the joint SPT-SZ–DES-Y1 footprint together with their counterpart SPT-SZ selected clusters, color-coded by their SZE detection significance. Lower panel: redshift histogram of the optically-selected redMaPPer clusters with measured richness $\hat{\lambda} > 40$ in the joint SPT-SZ–DES-Y1 footprint (opt. sel., in grey) and the redshift histogram of the SPT-SZ confirmed sample (cyan). The fraction of SPT-SZ confirmed objects is constant with redshift. Right panel: richness histogram of the optically-selected redMaPPer clusters, and richness histogram of the SPT-SZ confirmed redMaPPer clusters (cyan). The fraction of SPT-SZ confirmed clusters decreases strongly towards lower richness. Quantitatively studying this fraction is the aim of this work.

2.2 SPT matched sample

We match the $\hat{\lambda} > 40$ redMaPPer sample with the SPT-SZ sample selected above SZE signal to noise $\xi \geq 4$ (Bleem et al. 2015). To reduce the contamination by noise fluctuations, we employ the SPT-SZ catalog that was cleaned by the automated cluster confirmation and redshift measurement tool MCMF by Klein et al. (prep) (see also Klein et al. 2018, 2019, for recent applications), using DES-Y3 photometric data. MCMF computes the richness of ICM selected cluster candidates using the ICM signature as a prior for the position and the aperture. The photometric data is filtered using spectroscopically calibrated red-sequence models. Comparison of the candidates richness to the richness distribution along random lines of sight allows one to select clusters based on the chance of random superposition $f_{\text{cont}} < 0.1$, which enables us to produce an uncontaminated SZE selected sample down to signal to noise $\xi = 4$. However, in the low SZE signal to noise regime the cut in the chance of random superposition can exclude clusters that would otherwise have passed the ICM selection, introducing optical incompleteness. We show in Appendix A that for objects with $\hat{\lambda} > 40$ this incompleteness is always $< 2.5\%$. That means that any redMaPPer-object with a measured richness $\hat{\lambda} > 40$ is (almost) certain to make it past the optical cleaning step in the SPT-SZ selection. Thus, for the redMaPPer-$\hat{\lambda} > 40$ sample the probability of having an SPT-SZ counterpart is essentially given only by the SZE signal to noise.

We define counterparts in the two samples as those optical and SZE selected clusters lying within a projected radius of 1.0 Mpc and having consistent redshifts, i.e. $|z_{\text{SPT}} - z_{\text{RM}}| < 0.05(z_{\text{SPT}} + z_{\text{RM}})/2$. 
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We match 207 objects, shown as colored circles in Fig. 2, which the color represents their SZE signal to noise. Two of the SPT clusters (SPT-CLJ0202-5401, SPT-CLJ0143-4452) are matched to multiple (2) redMaPPer ($\lambda > 40$) systems. We confirm that in both cases, both redMaPPer objects correspond to a significant detection (i.e. not a random superposition) by MCMF of an optical structure along the line of sight to the SPT cluster. The redshift and the MCMF-richness of these objects match the redMaPPer redshifts and richneses. The SZE signal from these objects might have contributions from both clusters along the line of sight. Consequently, the SZE signature is likely biased high. However, they do not appear as outliers in the richness–SZ signal scatter plot. Given the rarity of these objects, we simply select the redMaPPer objects corresponding to the lowest $f_{\text{cont}}$ MCMF peak (lowest probability of being a random superposition).

3 METHODS

In this section we outline our modelling framework, presenting the hierarchical Bayesian cluster population model used in this work to constrain the richness–mass modelling and the failure fraction of that model from data. We also discuss how the number counts and mean WL masses are used to compare our results to observations.

3.1 General cluster population model

The cluster population model adopted in this work follows closely the model presented in Grandis et al. (2020), which builds on work by Bocquet et al. (2015). Given the abundance of clusters $dN/M_{\text{Mpc}}\lambda_{\text{z}}$, as a function of mass $M$ and redshift $z$, we express the abundance of clusters in the joint space of intrinsic SZE signal to noise $\xi$ and richness $\lambda$ as

$$
\frac{d^2N}{d\xi d\lambda} |_{\lambda_{\text{z}}} = \int dM P(\xi, \lambda|M, z; \gamma_i) \frac{dN}{dM} |_{M, z}
$$

(1)

where $P(\xi, \lambda|M, z; \gamma_i)$ describes the distribution of SZE signal and mean richness for a given mass and redshift. Because the SZE signature is a detection significance, the expression includes $\gamma_f$, which is the normalized field depth at the cluster position. Furthermore, here we do not yet include measurement noise on the observables. Thus, $(\xi, \lambda)$ are intrinsic observables, as opposed their measured counterparts $(\xi, \hat{\lambda})$, discussed in Section 3.2.

A graphical representation of the abundance of objects as a function of the two intrinsic observables (with $\gamma_f = 1$) is shown in the central panel of Fig. 3. For these mean relations we adopt the same power law behaviour as outlined in Benson et al. (2013), reading

$$
\langle \ln \xi \rangle = \ln \gamma_1 A_{\text{ASE}} + B_{\text{SZE}} \ln \left( \frac{M}{M_0} \right) + C_{\text{SZE}} \ln \left( \frac{E(z)}{E(\gamma_0)} \right),
$$

(2)

for the intrinsic SZE signal, with $M_0 = 3.0 \times 10^{14} M_\odot h^{-1}$ and $z_0 = 0.6$. We define an analogous relation for the mean intrinsic richness, following Saro et al. (2015)

$$
\langle \ln \hat{\lambda} \rangle = \ln A_{\lambda} + B_{\lambda} \ln \left( \frac{M}{M_0} \right) + C_{\hat{\lambda}} \ln \left( \frac{E(z)}{E(\gamma_0)} \right).
$$

(3)

The scatter in SZE signal is modeled as a log-normal distribution with dispersion $\sigma_{\text{SZE}}$, while the scatter in richness has both a log-normal component together with a Poisson contribution $\sigma_{\text{Px}} = \sigma_{\text{SZE}} + (\lambda - 1)/\lambda^2$. We thus have four free parameters for each relation: an amplitude $A_{\text{SZE}/\lambda}$, a mass slope $B_{\text{SZE}/\lambda}$, a redshift evolution $C_{\text{SZE}/\lambda}$ and an intrinsic scatter $\sigma_{\text{SZE}/\lambda}$. We also introduce the correlation coefficient $\rho$ between the intrinsic scatter in SZE signal and the intrinsic scatter in richness as a free parameter of our analysis.

3.2 Observational errors

We also account for the observational uncertainties affecting the measured SZE signal and the richness. For the SZE signal, the measured signal $\hat{\xi}$ follows the distribution established by Vanderlinde et al. (2010), which reads

$$
P(\xi|\hat{\xi}, \gamma_f) = \frac{1}{\sqrt{2\pi}} \exp \left\{ -\frac{1}{2} \left( \xi - \sqrt{\xi^2 + 3} \right)^2 \right\}.
$$

(4)

For the richness, we follow two prescriptions. The first follows the method used in Saro et al. (2015). Together with the measured richness $\hat{\lambda}$, the redMaPPer cluster catalog provides an estimate on the error of the richness $\delta\hat{\lambda}$ for each entry $\hat{\lambda}$, which is interpreted as a Gaussian standard deviation, yielding

$$
P_{\text{bg}}(\lambda|\hat{\lambda}, \delta\hat{\lambda}) = \frac{1}{\sqrt{2\pi} (\delta\hat{\lambda})^2} \exp \left\{ -\frac{1}{2} \left( \lambda - \hat{\lambda} \right)^2 / (\delta\hat{\lambda})^2 \right\}.
$$

(5)

For applications where the average measurement uncertainty as a function of arbitrary measured richness $\hat{\lambda}$ is required, we adopt the extrapolation scheme presented in Grandis et al. (2020), appendix.
3.3 SPT cross calibration and priors

All objects of the matched redMaPPer-SPT cross-matched sample have a redshift \( z' \), an observed SZE signal \( \hat{\zeta}' \) and a measured richness \( \lambda' \). For each set of scaling relation parameters, we then use the SZE signal \( \hat{\zeta}' \) to predict the expected distribution of intrinsic richnesses \( \lambda \), by convolving the joint distribution of intrinsic observables with the measurement uncertainty of the SZE signal, i.e.

\[
P(\lambda|\hat{\zeta}', \gamma_f, z') \propto \int d\zeta P(\hat{\zeta}'|\zeta) \frac{d^2N}{d\lambda d\zeta'|\zeta, \gamma_f'}. \tag{6}
\]

This equation depends on the scaling relation parameters through the last factor from Eq. 1. As can be seen in Fig. 3, for each intrinsic SZE \( \hat{\zeta}' \) this expression defines a range of intrinsic richness at a particular redshift. Given the typical measured mass-observable scaling relation parameters, higher SZE \( \hat{\zeta}' \) corresponds to higher \( \lambda \), and the scatter about both underlying mass-observable relations (Eqs. 2 and 3) together with the covariance in this scatter leads to the width in the richness distribution for a given SZE \( \hat{\zeta}' \).

To account for observational uncertainties on richness, Eq. 6 can be convolved with the optical error model

\[
P(\hat{\lambda}|\hat{\zeta}', \gamma_f', z') \propto \int d\lambda P(\hat{\lambda}|\lambda, z)P(\lambda|\hat{\zeta}', \gamma_f', z'). \tag{7}
\]

The proportionality constant is determined by ensuring that the equation above is properly normalized for all possible measured richnesses: \( \int_0^\infty d\lambda P(\hat{\lambda}|\lambda, z)P(\lambda|\hat{\zeta}', \gamma_f', z') = 1 \). Note that this normalization cancels any possible dependence on the absolute number of objects, strongly reducing the cosmological dependence in this analysis.

Evaluation of the properly normalized Eq. 7 at the measured richness \( \lambda' \) gives the likelihood of the measured observables for each cluster in the sample

\[
\ln \mathcal{L}_i = \ln P(\hat{\lambda}'|\hat{\zeta}', \gamma_f', z').
\]

The total log-likelihood then results from summing the log-likelihoods of the individual clusters.

We proceed with this model by first constraining the richness-mass relation parameters by adopting priors on the SZE-mass scaling relations from a recent, weak lensing informed analysis (Bocquet et al. 2019). In that work, constraints on the SZE signal–mass scaling relation parameters are derived by jointly fitting the number counts of cluster sample together with mass calibration information derived from pointed weak lensing follow up measurements. Effectively, we adopt the recent SPT-SZ analysis results (with cosmological constraints in good agreement with other probes) and ask: given the adopted form of the richness-mass relation (Eq. 3), what parameters are required for consistent SZE signals and richnesses of the cross-matched clusters?

Specifically, the priors on the SZE scaling relation parameters in the baseline \( \nu \)-\( \Lambda \)CDM model read \( A_{\text{SZE}} = 5.24 \pm 0.85 \), \( B_{\text{SZE}} = 1.534 \pm 0.100 \), \( C_{\text{SZE}} = 0.465 \pm 0.407 \), and \( \sigma_{\text{SZE}} = 0.161 \pm 0.080 \) (symmetrized versions of the constraints reported by Bocquet et al. (2019); Table 3, 2nd column ‘\( \nu \)-\( \Lambda \)CDM, SPT+\( \gamma \)). These priors encode the systematic mass uncertainty on the SZE derived masses. We like to stress here that these masses do not assume hydrostatic equilibrium, but are instead empirically calibrated using number counts and weak lensing information. When predicting the redMaPPer number counts we also use \( \Delta M = 0.276 \pm 0.047 \) and \( \Delta \sigma = 0.025 \) (Bocquet et al. 2019) to properly account for uncertainties in these cosmological parameters. All these priors are modelled as Gaussian distributions in the likelihood inference.

3.4 Constraining contamination

The analysis outlined in the previous section can only be performed on a matched SPT-redMaPPer sample, as for any cluster both a measurement of the richness and the SZE signal are required. Considering instead the entire redMaPPer sample above \( \lambda > 40 \), we can view being matched or not being matched by SPT as a boolean measurement. We can also seek to predict the outcome of this event for each single redMaPPer cluster \( i \) based on the observed richness \( \hat{\lambda}' \), the redshift \( z'_i \), and the values of the scaling relation parameters. Indeed, given a \( \hat{\lambda}' \), we can predict the probability for a redMaPPer cluster to have a given intrinsic SZE signal by computing

\[
P(\zeta'|\hat{\lambda}', z') \propto \int d\zeta P(\hat{\zeta}'|\zeta, z') \frac{d^2N}{d\zeta d\zeta'|\zeta, z'}. \tag{9}
\]

where in this case the proportionality constant is set by \( \int d\zeta P(\zeta'|\hat{\lambda}', z') = 1 \), as no selection of SZE properties was performed. For a graphical representation of this equation, see Fig. 3, where we highlight how conditioning on a given richness \( \lambda \) denoted as blue horizontal line selects a range of intrinsic SZE signal to noises (bottom panel), based on the joint abundance. Note that in this case, too, the normalization cancels the dependence on the
absolute number of objects, strongly reducing the cosmological dependence in this analysis.

We can compute the probability \( p^i \) that the cluster will have a measured SZE signal \( \xi > 4 \) as

\[
p^i = \int d\xi \, P(\xi > 4|\xi) P(\xi|\tilde{\lambda}^i, z^i, \gamma^i)
\]

This is referred to hereafter as the confirmation probability.

In this simple example, the likelihood of matching a system is given by the probability of being confirmed \( p^i \), as we remind the reader that in a Bayesian context the likelihood is defined as the probability of the data given the model – albeit that in this case the datum is a boolean (being or not being matched). Similarly, the likelihood of a not matched system is given by the probability of not being confirmed, that is \( 1 - p^i \).

As in Grandis et al. (2020), we extend this formalism to investigate different properties of the selection function. Following the probability tree shown in Fig. 4 from top to bottom, we first entertain the possibility that the redMaPPer object is not described by our richness–mass scatter model, and thus is a contaminant. This is modeled by the contamination fraction \( \pi_c \). Every redMaPPer object has only a chance \( 1 - \pi_c \) to be well described by of richness–mass scatter model and, conversely, a chance \( \pi_c \) of being a contaminant. If the object is a cluster, the detection probability \( p^i \) affects whether it is detected by SPT or not.

Following the probability tree and adding up the weight of all the branches leading to a redMaPPer cluster ending as a non detection (represented by the notation “SPT”), the likelihood is

\[
p^i(\text{SPT}|\tilde{\lambda}^i, z^i) = \pi_c + (1 - \pi_c)(1 - p^i).
\]

For matched objects (denoted as “SPT”), the likelihood is

\[
p^i(\text{SPT}|\tilde{\lambda}^i, z^i) = (1 - \pi_c)p^i.
\]

The total likelihood for the redMaPPer sample can then be obtained by summing the log-likelihood of the individual clusters based on whether they have been detected by SPT or not, reading

\[
\ln L = \sum_{i \text{matched}} \ln p^i(\text{SPT}|\tilde{\lambda}^i, z^i) + \sum_{i \text{matched}} \ln p^i(\text{SPT}|\tilde{\lambda}^i, z^i).
\]

This likelihood depends on the scaling relation parameters as well as on the contamination fraction.

We employ this model to investigate the case of a richness dependent contamination (abbreviated “cont” in the following), where the contamination probability is modeled as

\[
\pi_c(\tilde{\lambda}) = \frac{A(\tilde{\lambda})}{1 + A(\tilde{\lambda})} = A_c \left( \frac{\tilde{\lambda}}{15} \right)^{B_c}.
\]

In this parametrisation \( A_c > 0 \) and arbitrary \( B_c \) lead to values of 0 < \( \pi_c(\tilde{\lambda}) < 1 \) for any value of richness \( \tilde{\lambda} \). \( A_c \) and \( B_c \) are free parameters of our analysis in this case.

### 3.5 Model Predictions of Observables

After having determined the richness–mass scaling relation parameters, we employ the different posteriors on these parameters to predict several quantities which we compare with the data: 1) the fraction of SPT detected redMaPPer clusters as a function of redshift and measured richness, 2) the mean mass of clusters in redshift and richness bins, and 3) the number of redMaPPer clusters in redshift and measured richness bins. These are each described in more detail below.

#### 3.5.1 SPT confirmation fraction in richness/redshift bin

The probability of a cluster of intrinsic richness \( \tilde{\lambda} \) and redshift \( z \) falling into an observed richness and redshift bin \( j \), defined by \( \tilde{\lambda}_j^L < \tilde{\lambda} < \tilde{\lambda}_j^U \) and \( z^L < z < z^U \), is

\[
P(j|\tilde{\lambda}, z) = \int_{\tilde{\lambda}_j^L}^{\tilde{\lambda}_j^U} \int_{z^L}^{z^U} d\tilde{\lambda} dP(\tilde{\lambda}|z)\]

\[
= \int_{z^L}^{z^U} dP(\tilde{\lambda} > \tilde{\lambda}_j^L|z) - P(\tilde{\lambda} > \tilde{\lambda}_j^U|z).
\]

Here, \( \chi^2(z) = 1 \) for \( z^L < z < z^U \), and 0 elsewhere. Note that in the limit of infinitely small bins around a measured richness \( \tilde{\lambda} \) and redshift \( z \), that is \( \tilde{\lambda}_{j+/-} \rightarrow \tilde{\lambda} \) and \( z_{j+/-} \rightarrow z \), this equation tends towards the error model for a single cluster (Eq. 5).

The expected distribution of intrinsic SZE signal \( \xi \) in the bin then follows closely the expression for a single cluster given in Eq. 9,

\[
P(\xi|j, \gamma_j) = \int d\xi \int d\xi P(\xi|j, \gamma_j) \frac{d^2N}{d\xi d\xi d\gamma_j},
\]

where the normalization is given by the condition \( \int d\xi P(\xi|j, \gamma_j) = 1 \). As above, this normalization makes this expression lose much of its dependence on cosmology.

The fraction of the redMaPPer clusters in bin \( j \) that are then also in the SPT sample, \( f(\text{SPT}|j) \), is obtained by convolving the predicted distribution of intrinsic SZE signal with the SPT selection function given by the condition \( \xi > 4 \),

\[
f(\text{SPT}|j) = \left[ \sum_f \frac{\Omega_f}{\Omega_f} \sum_f \Omega_f \int d\xi P(\xi > 4|\xi) P(\xi|j, \gamma_f) \right]^{-1}.
\]

where \( \Omega_f \) is the solid angle of the field \( f \) in the joint footprint. The weighted sum over the fields properly accounts for the spatially varying SPT-SZ survey depth.

Following from Eqs. 12 and 11 the effects of contamination is included by substituting

\[
f(\text{SPT}|j) \rightarrow (1 - \pi_c(\tilde{\lambda})) f(\text{SPT}|j),
\]

where we choose \( \tilde{\lambda} \) as the geometrical mean of the \( \tilde{\lambda}_{j+/-} \).

#### 3.5.2 Mean mass in richness/redshift bin

The prediction for the mean mass of clusters in an observed richness and redshift bin \( j \) defined by \( \tilde{\lambda}_j^L < \tilde{\lambda} < \tilde{\lambda}_j^U \) and \( z^L < z < z^U \) can be computed from the predicted distribution of masses

\[
P(M|j) \propto \int d\xi \int d\xi P(j|\tilde{\lambda}, z) P(\tilde{\lambda}|M, z) \frac{dN}{dM|M, z},
\]

where the normalization is given by \( \int dM P(M|j) = 1 \). The mean mass \( \tilde{M}(j) \) is then simply

\[
\tilde{M}(j) = \int dM \tilde{M}(j) P(M|j).
\]

Assuming that a fraction \( \pi_c(\tilde{\lambda}) \) of the objects in the bin are contaminants, we can investigate the mean mass of the contaminants \( \tilde{M}^c(j) \). The mean measured weak lensing mass \( \tilde{M}_{WL}^c(j) \) in this bin, as inferred in stacked WL analyses (McClintock et al. 2019; Abbott et al. 2020), can then be expressed as

\[
\tilde{M}_{WL}^c(j) = (1 - \pi_c(\tilde{\lambda})) \tilde{M}(j) + \pi_c(\tilde{\lambda}) \tilde{M}^c(j) \pm \rho \tilde{M}_{WL}^c(j),
\]

where \( \rho \tilde{M}_{WL}^c(j) \) is the reported measurement error on the mean mass.
We convert the measurements of the mean mass in redMaPPer richness and redshift bins within the DES collaboration (McClintock et al. 2019; Abbott et al. 2020) to the mass definition of $M_{500c}$ by assuming an NFW mass profile and the mass concentration relation from Bhattacharya et al. (2013). Together with the predictions on $\bar{M}(j)$ and $\pi_c(\bar{\lambda})$ from this work, we can predict the mean mass of the contaminants,

$$\bar{M}_C^{j} = \bar{M}(j) + \pi_c^{-1}(\bar{\lambda})(\bar{M}_{WL}^{j} - \bar{M}(j)) \pm \pi_c^{-1}(\bar{\lambda}) \delta \bar{M}_{WL}^{j}. \quad (22)$$

The difference between the contaminants mean mass $\bar{M}_C^{j}$ and the expected mean mass $\bar{M}(j)$ is thus sourced by the difference between the measured WL mass $\bar{M}_{WL}^{j}$ and the expected mean mass $\bar{M}(j)$, modulated by the inverse of the contamination. Few contaminants with masses very different from the expected mass have the same impact on the measured mean mass as many contaminants with masses closer to the mean expected mass.

Physically, the hypothesis is that contaminants in optical cluster selection are low mass groups or even individual massive red galaxies residing in a line of sight crowded by other red galaxies at approximately the same photometric redshift.

### 3.5.3 Number counts in richness/redshift bin

The number of redMaPPer clusters $N(j)$ in a richness and redshift bin $j$ defined by $\lambda_1^C < \lambda < \lambda_2^C$ and $z_1^C < z < z_2^C$ is given by

$$N(j) = \int d\Omega(z) \int dM P(\lambda|M, z) \int d\lambda \frac{dN}{d\lambda} \bar{M}(\lambda) \lambda.$$ \quad (23)

where $\Omega(z)$ is the solid angle in units of degrees in which an object with redshift $z$ can be detected (Abbott et al. 2020). This is expressed as a function of redshift to encode that redMaPPer clusters are approximately the same photometric redshift.

In the case of contamination, we can assume that the total number of objects $N_{\text{tot}}(j)$ in the bin $j$ is the sum of the number of clusters $N(j)$ and contaminants $N_c(j)$. Using $N_c(j) = \pi_c(\bar{\lambda})N_{\text{tot}}(j)$, we find that

$$N_{\text{tot}}(j) = \frac{N(j)}{1 - \pi_c(\bar{\lambda})} = (1 + A(\bar{\lambda}))N(j). \quad (25)$$

where the last transformation is made using the parametrisation of the richness dependence of the contamination given by Eq. 14. This provides a physical interpretation for that parametrisation: $A(\bar{\lambda})$ is the ratio between the number of contaminants and the number of clusters at the richness $\bar{\lambda}$, as $N_c(j) = A(\bar{\lambda})N(j)$.

### 3.6 Code and model validation

We validate our code in two stages. First, we test for potential biases induced by the model fitting. To do this, we create synthetic datasets drawn from our models assuming specific input parameters. We then run our likelihood analysis on the synthetic data and compare the posteriors on the parameters to the known input values. Here we draw a synthetic cluster sample in a footprint that is 10 times larger than the actual survey footprint. This reduces statistical noise by a factor of $\sqrt{10}$. With this approach we demonstrate that the code

recovers the input parameters at better than 1 $\sigma$. Biases in our analysis of the real data are thus smaller that $\approx 0.3 \sigma$.

The second stage of the validation tests whether the adopted model is an adequate description of the observations. This question in an inherently scientific question that can only be answered by analysing the actual data. In the course of this work we then pursue three lines of argument to assess the adequacy of our models. First, we investigate if our model provides a good fit to the data. Given that our likelihoods are not Gaussian linear models, we can not use a $\chi^2$-test. Generalizations of the $\chi^2$-test to arbitrary Bayesian likelihood analysis are beyond the scope of this work, so here we employ visual comparison between the data and the model prediction. In order to generalized $\chi^2$-test to arbitrary Bayesian likelihood analysis, one needs to draw a large amount of mock data sets, and run full likelihood analyses on them (Nicolè et al. 2019; Doux et al. 2021). Our prior experience with simplified versions of such methods in Bouquet et al. (2015, 2019) revealed that in all cases where advanced Bayesian method detected “bad” fits to the data, this was also abundantly clear by visual inspection. Furthermore, these methods are of questionable efficacy from a statistical and philosophical prospective (Kerscher & Weller 2019). In the cases of interest to this work, specifically the question whether our prediction for the SPT confirmation fraction matches the measured confirmation fraction, visual inspection provides sufficient discriminatory power. Another element to assess the adequacy of the model is comparison to independent external results. Lastly, if a model is physically plausible, this provides further support for it, or, conversely, if the model makes implausible predictions, that would provide reason to reject it. Either way, exploring which predictions your model makes, and how these could be tested, is of importance for its validation.

### 4 RESULTS

In this section we present our main results, starting with the calibration of the richness–mass relation based on the SPT cross matching. We then proceed to constrain the redMaPPer contamination fraction. We finally seek to extend the measurement of the redMaPPer contamination to lower richnesses by comparing measured and predicted number counts of optically-selected clusters and their stacked WL signal.

#### 4.1 Cross calibration of $\lambda$-mass relation

We present our calibration of the richness–mass scaling relation parameters and then examine what our sample can tell us about the sample contamination.

##### 4.1.1 Scaling relation parameters

As outlined in Section 3.3 the measured richnesses and SZE signals for clusters in the cross matched redMaPPer-SPT sample enable us to transfer the calibration of the SZE signal–mass relation given by published priors (Bouquet et al. 2019) to the richness–mass relation. The scatter plot of the matched sample in redshift bins is shown in Fig. 5 with black points.

The resulting posteriors on the parameters of the richness–mass scaling relation are summarized in Table 1 and in Fig. 6. In blue we show the constraints from adopting the projection optical error model and sampling the cross calibration likelihood, while in green we show the posteriors when using the background optical error model. The constraints are in very good agreement, highlighting that
Figure 5. The richness as a function of SZE signal of the matched sample (black dots) in three different redshift bins with mean redshift increasing from left-hand panel to right-hand panel. Over-plotted is the mean richness-SZE signal relation and associated 68% (filled area), and 95% (dashed line) uncertainties resulting from the analyses assuming the two error models (blue: projection model, green: background only model). The small deviation of solid-blue lines from solid-green lines reflect the impact of projection effects of the mean relations.

Figure 6. Means and standard deviations estimated from the single parameter posteriors for the richness–mass scaling relation when cross-calibrated using priors on the SZE–mass relation under the assumption of two different \( \hat{\lambda} \) measurement noise models: (1) ‘background’ in green (Eq. 5) and (2) ‘projection’ in blue (Costanzi et al. 2019a). ‘+ cont’: includes confirmation fraction (richness-dependent failure fraction of the richness-mass scatter model). The full errorbars denote one standard deviation, while the shaded ones denote 2 standard deviations. Gray bands denote the mean and standard deviation of the richness–mass relation parameters reported by Bleem et al. (2020), with the vertical lines denoting two standard deviations. The results of the different analyses are mutually consistent.
Table 1. Mean and standard deviation estimated from the single parameter posteriors for the richness–mass scaling relation when cross-calibrated using priors on the SZE–mass relation under the assumption of two different measurement noise models: (1) background (Eq. 5) and (2) projection (Costanzi et al. 2019a).

|       | $A_\lambda$ | $B_\lambda$ | $C_\lambda$ | $\sigma_A$ | $\rho$ | $A_S$ | $B_S$ |
|-------|-------------|-------------|-------------|------------|-------|-------|-------|
| SPT calibr. | 83.3±11.2   | 1.03±0.10   | 0.69±0.42   | 0.22±0.06  | –     | 0.23±0.06 | –     |
| + cont | 82.7±11.6   | 1.06±0.10   | 0.38±0.31   | 0.22±0.07  | –     | 0.94±0.58 | -1.69±0.89 |
| projection | 72.4±10.6   | 1.15±0.12   | 0.41±0.50   | 0.23±0.06  | –     | 1.15±0.66 | -2.26±1.01 |

Figure 7. The data primarily constrains the total richness–SZE signal scatter, so there are significant degeneracies between the three scatter terms in the model, the intrinsic scatters in richness and SZE signal as well as the correlation coefficient between these two scatters. Assuming a prior on the SZE scatter, constraints on the correlation coefficient are not to be expected. We illustrate this degeneracy by plotting a random subset of the posterior chain of the background only cross calibration analysis.

at the level of statistical constraining power of the cross matched sample the two error models are not distinguishable. The minor changes induced by the projection effects can be seen by comparing the two mean relations shown in Fig. 5. For comparison in Fig. 6 we also plot in grey bands previous results By Bleem et al. (2020) from analysing the redMaPPer richness–mass relation of the SPT-SZ and the SPTpol Extended Cluster Survey. This analysis is not independent on our work as the data partially overlap: Bleem et al. (2020) used the entire SPT-SZ sample together with the SPTpol Extended Cluster Survey and DES Y3 data, while we use DES Y1 data and restrict ourselves to the part of the SPT-SZ sample in the DES-Y1 footprint. The good agreement with our results is thus more a consistency check for the accuracy of our analysis method than an assessment on the adequacy of the assumed model.

4.1.2 Correlated scatter

The correlation coefficient $\rho$ between the scatters in observables carries important astrophysical information on the physical processes inside galaxy clusters (as shown in simulations by Stanek et al. 2010; Angulo et al. 2012; Wu et al. 2015; Farahi et al. 2018; Truong et al. 2018). Ignoring this correlation in cluster population studies can lead to biases in the inferred scaling relation (Allen et al. 2011; Angulo et al. 2012). In this work, the correlation coefficient is free to vary between -1 and 1. Unfortunately, our data do not provide any significant constraint on $\rho$, because our data only determine the total scatter among two observables. While the observational contribution to that total scatter can be accounted for, the total intrinsic scatter in richness at a given SZE signal is

$$\sigma_{\text{tot}}^2 = \sigma_A^2 + \left(\frac{B_1}{B_{\text{SZE}}} \sigma_{SZE}^2\right) - 2\rho \sigma_A \sigma_{SZE}.$$

(26)

Imposing a prior on the intrinsic scatter $\sigma_{SZE}$ and the mass trend $B_{\text{SZE}}$ of the SZE observable, one can constrain the slope $B_A$ of the richness–mass relation from the average trend in the data (cf. Fig 5). This results in a degeneracy between the intrinsic scatter in richness $\sigma_A$ and the correlation coefficient $\rho$, which we show in Fig. 7. Larger intrinsic scatter in richness can be accommodated by positive correlation coefficients, while smaller scatter requires negative correlation coefficients. Due to this fundamental degeneracy, we do not expect to measure the correlation coefficient. Recent reported detections of correlations in the scatter of two observables (Mulroy et al. 2019; Farahi et al. 2019a) are likely sourced by the assumption that the intrinsic scatter of the weak lensing inferred mass is perfectly known. The lack of a detection of the correlation coefficient in this work thus reflects a more refined handling of systematic uncertainties.

4.1.3 SPT confirmation probabilities

As discussed in Section 3.4 the probability of confirming a redMaPPer cluster in SPT is very sensitive to the respective scaling relation parameters of the two selection observables. Consequently, one needs to marginalize over a reasonable range of scaling relation parameters when inferring the contamination level of the redMaPPer sample with the likelihood given in Eq. 13 (see also Eq. 10). To do this, we sample the likelihood of confirmation probabilities simultaneously with the cross calibration likelihood (Eq. 8). This ensures proper accounting for the systematic uncertainties on the scaling relations when inferring the contamination fractions. The resulting posterior, depending on the assumed optical error model, are shown in green and blue in Fig. 6 for the background (‘bkgr’: Eq. 5) and projection (‘proj’: Costanzi et al. 2019a) model, respectively, and summarized in Table 1.

The posteriors on the scaling relation parameters are generally in good agreement with the results without the confirmation probability likelihood. The detection probability likelihood slightly alters the posteriors on the scaling relation parameters, having the largest impact on the mass trend and the redshift trend. This is not surprising when considering that not detecting a redMaPPer object in SPT is equivalent to the measurement $\xi < 4$, which given priors...
Figure 8. SPT confirmation fraction as a function of measured richness and associated 68% (filled area), and 95% (dashed line) uncertainties, predicted from the posteriors on the scaling relation parameters for the background error model (‘bkg’, green) and when considering projection effects (‘proj’, blue), overlaid with the measurement as black points (black error bars 1 $\sigma$, grey error bars 2 $\sigma$ uncertainty). Left-hand panel shows the predictions for the SPT calibration only, and the right-hand panel shows the addition of the confirmation fraction likelihood in the contamination case. Clearly, the confirmation fraction resulting from our richness–mass model alone is insufficient to predict the actual confirmation fraction. We interpret this as the presence of a population of redMaPPer selected objects for which our scatter model fails. We call this population contaminants. The contamination fraction is richness dependent and provides a better fit to the SPT confirmation fraction of redMaPPer objects, while the choice of ‘bkg’ or ‘proj’ makes little difference.

Figure 9. Constraints on the fraction of failures in our richness–mass scatter model, which we call contaminants, as a function of measured richness from our analyses of the SPT confirmation fraction of redMaPPer objects with two different optical error models (blue: accounting for projection effects, green: background only), with associated 68% (filled area), and 95% (dashed line) uncertainties. In yellow the result from Abbott et al. (2020), when fitting mean weak lensing masses and number counts of redMaPPer objects with cosmological priors from the shear and red galaxy auto- and cross-correlations (Abbott et al. 2018). These measures are consistent with our results at less than 2 $\sigma$. In grey, the richness distribution of redMaPPer systems confirmed by SPT, indicating that the bulk of our constraining power comes richnesses $\hat{\lambda} \sim 60$. We also present the indirect constraint on the contamination fraction that has been derived independently (Abbott et al. 2020) using the number counts of redMaPPer objects, mean weak lensing mass measurements of redMaPPer objects, and cosmological priors from the shear and red galaxy auto- and cross-correlations (Abbott et al. 2018). That analysis predicts a significantly lower contamination than our results at about the 2$\sigma$ level.

Using Eq. 17, we predict the SPT confirmation fraction of the redMaPPer ($\hat{\lambda} > 40$) sample as a function of measured richness, shown in Fig. 8. The shaded region (dashed line) reflects the 1 (2) $\sigma$ systematic uncertainty as propagated from the posterior samples for the background error model (green), and the projection model (blue). We also plot the measured confirmation rate as black point with errorbars. Note also here that the difference between the predictions for the two error models is small. In the left panel, we show the prediction for the baseline SPT calibration with no contamination, while in the right panel we show the case of richness dependent contamination. The case without contamination tends to over-predict the confirmation fraction. In contrast, the richness dependent contamination provides a better description of the data. Thus, the case with richness dependent contamination provides a better fit to the SPT confirmation of redMaPPer objects with measured richness $\hat{\lambda} > 40$, than the case without contamination.

In Fig. 9 we show our posterior on the contamination fraction as a function of richness for the two optical error models considered (blue: accounting for projection effects, green: background only). The two posteriors are in good agreement with each other when considering the uncertainties we derive. We also show in grey the number of SPT-SZ confirmed redMaPPer. This indicates that the bulk of the constraining power of the confirmation fraction comes from richnesses $\hat{\lambda} \sim 60$. We also present the indirect constraint on the contamination fraction that has been derived independently (Abbott et al. 2020) using the number counts of redMaPPer objects, mean weak lensing mass measurements of redMaPPer objects, and cosmological priors from the shear and red galaxy auto- and cross-correlations (Abbott et al. 2018). That analysis predicts a significantly lower contamination than our results at about the 2$\sigma$ level.

Importantly, the external analysis (Abbott et al. 2020) assumes that the mean contaminants have zero mass, and the contamination

on the SZE signal–mass relation carries some mass information, at least in the form of an upper limit. This information is however quite weak, as can be seen by examining the change in measurement uncertainties. Furthermore, it is consistent with the information recovered from the matched sample alone, because the shifts is mean values also do not exceed 1 $\sigma$. 
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\[ + \text{confirmation probs (cont.)} \]
fraction they derive provides a poor fit to the mean WL masses in the lowest richness bins of the redMaPPer sample. Furthermore, assuming the lower contamination fraction as priors, the cosmological constraints from refitting the number counts and mean masses were not in agreement with the cosmological constraints from the shear and red galaxy auto- and cross-correlations (Abbott et al. 2018). In summary, there are apparent qualitative and quantitative differences between our constraints on the redMaPPer contamination fraction, and those from the external analysis (Abbott et al. 2020). The contamination levels we find at lower richness are surprisingly large. We will demonstrate in the following that these high contamination levels are physically plausible.

Finally, we stress that ‘contaminants’ in this work simply reflect objects that at a given richness do not conform with our SZE derived mass distribution. The Bayesian population model allows us to perform such a derivation while taking account of several biases (mainly the Eddington bias (e.g. Mortonson et al. 2011) and the Malmquist bias (e.g. Allen et al. 2011)). Both of these biases depend on scatter between observables and mass that occurs also below the selection thresholds. Extrapolating an inadequate scatter model can thus bias the mean relation and alter our definition of ‘contaminant’. An instance of such an effect is described in the discussion section below (cf. Section 5.5).

4.2 Comparison to redMaPPer observables

In the previous section we determined the systematic uncertainty on the richness–mass relation in the regime of measured richness >40, which is at the intermediate to high mass end. We also established that a sizeable amount of contamination provides a better fit to the observed SPT confirmation fraction than alternative models. In this section we address whether such large contamination fractions are consistent with the measured number of redMaPPer clusters as a function of richness and redshift. We then employ the mean mass from stacked weak lensing measurements in richness–redshift bins to estimate the mean mass of the contaminants. We consider richness and redshift bins with edges \( \lambda \in (20, 30, 45, 60, 200) \) and redshift bins with edges \( z \in (0.20, 0.35, 0.50, 0.60) \) (the same used in Abbott et al. 2020), from which we also take the measured masses and uncertainties.

4.2.1 Number counts

We predict the number of redMaPPer clusters in richness and redshift bins using the posteriors on the richness–mass relation derived with and without the contamination fraction model (equations 23 and 25, respectively). As stated above, we not only propagate the uncertainty on the richness–mass scaling relation parameters, but also those on the cosmological parameters by sampling the cosmological parameters within the priors reported in Section 3.3. This results in a prediction of the number of objects with large systematic uncertainties, as shown in Fig. 10 for the projection model (blue), and the background model (green). Stars denote the prediction assuming no contamination, while diamonds denote the prediction accounting for our constraints on the contamination. In the same figure we also plot as gray bands the number of redMaPPer objects with their statistical uncertainties (Abbott et al. 2020), which are considerably smaller than the systematic uncertainties.

The predictions with richness dependent contamination provide a better description than the predictions without contamination. This shows that the contamination fraction that we fit is not in contradiction with the measured number of redMaPPer clusters. While uncertainties on the contamination fraction are still large, especially the lower limit we place on the contamination fraction is clearly compatible with measured number counts. Conversely, the maximum likelihood value of our contamination posterior over-predicts the number counts in the lowest richness bin. This statement also holds true if instead of the SPT cosmology (Bocquet et al. 2019), we use the cosmological constraints from the study of the cosmic shear and galaxy auto- and cross-correlations in DES-Y1 data (Abbott et al. 2018), as shown in Appendix B. We would like to stress here, that we do not fit for the number counts or redMaPPer objects, but that we extrapolate our scaling relation (that is calibrated for \( \lambda > 40 \)) and SPT cosmological results (derived for \( M \geq 3 \times 10^{14} \text{M}_{\odot} \)) to lower masses and richnesses. Indeed, the better agreement of external data with our prediction in the presence of contamination provides further support for the presence of a considerable richness dependent contamination in the redMaPPer sample.

An interesting comparison can be drawn with the work by Costanzi et al. (2020). In that work, the redMaPPer number counts were fitted jointly to the SPT WL follow-up data (Bocquet et al. 2019) that was used to derive the priors on the SZ scaling relation parameters for our analysis, while the SPT confirmation fraction was...
not fit. A strong degeneracy between the matter density $\Omega_M$ and the mass trend of the richness, $B_1$, was found, as shown in Fig. 11. Note that in that work, the authors did not entertain the possibility that the richness–mass model would fail, leading to contamination. When comparing to their constraints on the richness-mass trends, we find them to be lower than but consistent with our results. Assuming the same matter density prior as we did (Fig. 11, in black) would improve the agreement. More interestingly, we find in our analysis of the SPT confirmation fraction of redMaPPer objects a strong degeneracy between the amplitude of contamination $A_c$ and the mass trend of the richness $B_1$, suggesting that shallower mass trends would lead to less contamination. Furthermore, a degeneracy between the contamination fraction and the cosmological constraints is to be expected when fitting the number counts. Future joint analysis of the SPT confirmation fraction and the redMaPPer number counts are expected to correctly explore these degeneracies in the likelihoods while plausibly putting tighter constraints on the contamination fraction.

4.2.2 Estimating the mean mass of contaminants

As discussed earlier, our richness dependent contamination model provides a good fit to the SPT confirmation fraction of redMaPPer objects, as well as an improved prediction for the number of redMaPPer objects in richness and redshift bins. Knowing the mean mass of the clusters from our SPT calibration and the contamination fraction from our study of SPT confirmations we can employ the measured mean mass in richness–redshift bins to estimate the mean mass of the contaminants (Eq. 22). Mean cluster masses, contamin-

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure11.png}
\caption{Marginal posteriors on the matter density $\Omega_M$, the mass trend of the richness mass relation $B_1$ and the parameters amplitude $A_c$ and richness trend $B_0$ of the contamination fraction from our work (green: 'bkg', blue: 'proj'), in comparison with the joint analysis of the SPT multi-wavelength data and the redMaPPer number count by Costanzi et al. (2020) (red and yellow), which did not fit the SPT confirmation fraction. Black is the $\Omega_M$ posterior from Bocquet et al. (2019). Clearly, the amplitude of the contamination fraction is degenerate with the mass trend of the richness. In the context of redMaPPer number counts fits, the matter density and the richness slope are degenerate.}
\end{figure}

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure12.png}
\caption{Mean mass of the clusters (stars) and contaminants (diamonds) in redshift and richness bins predicted from our posteriors for the background error model (green), and the projection error model (blue). Full error bars show the 16th/84th-percentile, while shaded error bars show the 2.5th/97.5th percentile. Over plotted as gray bands the mean masses reported by Abbott et al. (2020) from stacked weak lensing (empty boxes showing the 2$\sigma$ uncertainty).}
\end{figure}

\begin{table}
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
$\Delta z$ & $M_{\text{cont}}$, bkg & $M_{\text{cont}}$, proj & $\bar{M}_{\text{cont}}$, bkg & $\bar{M}_{\text{cont}}$, proj \\
\hline
(0.2, 0.35) & $14.06 \pm 0.07$ & $14.23 \pm 0.06$ & $14.39 \pm 0.06$ & $14.58 \pm 0.05$ \\
0.35, 0.50 & $14.02 \pm 0.07$ & $14.20 \pm 0.06$ & $14.36 \pm 0.06$ & $14.55 \pm 0.05$ \\
(0.50, 0.60) & $14.00 \pm 0.07$ & $14.17 \pm 0.06$ & $14.33 \pm 0.06$ & $14.52 \pm 0.05$ \\
\hline
\end{tabular}
\caption{Mean cluster masses $\bar{M}$, contamination fractions $\pi_(\lambda_j)$ and resulting mean contaminants masses $\bar{M}_{\text{cont}}$ in richness–redshift bins. These values reflect the systematic uncertainty on the richness-mass relation and the richness dependent contamination from the posteriors of the SPT calibration and the SPT confirmation probability fits for the background only model.}
\end{table}
tion fractions and resulting mean contaminant masses are reported in Table 2 and in Fig. 12. In the lowest richness bin $20 < \Lambda < 30$, we find that 66%±21% of the objects are contaminants with a mean mass of $\sim 3 \times 10^{13} M_\odot$, compared to a cluster population with a mean mass of $\sim 1 \times 10^{14} M_\odot$. These constraints vary little with redshift. In the next lowest bin ($30 < \Lambda < 45$), the contaminants make up 51%±18% of the population and have a mean mass of $\sim 5 \times 10^{13} M_\odot$, compared to the cluster populations mean mass of $\sim 1.6 \times 10^{14} M_\odot$. These mean masses of clusters and contaminants are roughly located at the extremes of the mass constraints derived from stacked weak lensing (Abbott et al. 2020, see Fig. 9), supporting their overall physical plausibility.

For the higher richness bins the central value of the mean contaminants mass approaches the expected mean mass. In light of equation Eq. 22, this is the natural consequence of the smaller difference between the expected mean mass and the measured mean WL mass. Furthermore, the errorbars on the mean contaminants mass become very large at higher richness. As can be seen again in Eq. 22, the error scales like the inverse contamination fraction $\pi_c(j)^{-1}$. At larger richness, the contamination fraction tends to zero, increasing the error on the mean contaminants mass.

From a physical perspective, it is both convenient and reasonable to refer to these objects as “contaminants”, because their masses indicate that these are galaxy groups rather than galaxy clusters. Our measurement is consistent with the notion that every optically-selected object is associated with a halo of some mass. We find that for the redMaPPer sample, these contaminants constitute a significant fraction of the objects and have masses lying in the group mass range ($\sim 3-5 \times 10^{13} M_\odot$).

5 DISCUSSION

In the following we discuss the major results of our work. We first compare our results on the scatter and the mass trend of the richness–mass relation to other works. Subsequently, the impact of SZ contamination on our results is discussed. We then present other evidence for and against the contamination fraction and mean contaminant masses we have measured. Finally, alternative scenarios to the richness dependent contamination case are outlined, together with future prospects of discriminating among them.

5.1 Comparison to literature

Our comparison to the literature focuses on the two scaling relation parameters which are most closely linked to the richness dependent contamination: the intrinsic scatter and the mass trend or power law slope. In the following, we consider also results based based on a redMaPPer selected sample obtained from Sloan Digital Sky Survey data (SDSS, see Rykoff et al. 2014, for the discussion of the redMaPPer application), because those richnesses are consistent with the richnesses extracted from DES (see McClintock et al. 2019, equations 66-67). We will not include constraints based on the application of other optical cluster finders or richness measurement methods, as it is unclear how they are impacted by projection effects compared to redMaPPer.

5.1.1 Constraints on scatter

The intrinsic scatter in the observable-mass relation directly affects the mass incompleteness of cluster samples. Measurements of the scatter are made even more important in many studies of optically-selected clusters, because weak lensing mass constraints are extracted from stacked observations of many clusters in bins of richness and redshift (e.g. Simet et al. 2017; Murata et al. 2018; McClintock et al. 2019; Murata et al. 2019). Due to the stacking, such studies lose leverage on the scatter, while Bayesian population modeling retains more of the constraining power in the data (Grandis et al. 2019). Noticeably, Sereno et al. (2020) recently suggested a Bayesian modelling approach to stacking that retains some constraining power on the intrinsic scatter. Cross calibration with ICM based mass proxies— the technique applied in this work— is a useful, and more widely used technique for constraining the scatter. Rozo et al. (2015) cross calibrated the SDSS-redMaPPer sample (Rykoff et al. 2014) with the cluster catalog selected via SZE in the first all sky Planck survey (Planck Collaboration et al. 2015), investigating the scaling between the richness and the SZE-inferred masses of 191 clusters. The scatter around that relation was $\sigma_{M_{\Lambda}/M_{\text{SDSS}}} = 0.266 \pm 0.017$. Investigating the relation between the DES-redMaPPer richness and the temperature in 38 archival Chandra observations and 110 XMM observations, Farahi et al. (2019b) find $\sigma_{M_{\Lambda}/M} = 0.20^{+0.10}_{-0.08}$. Both of these measurements are in good agreement with our results, for instance $\sigma_{A} = 0.22 \pm 0.06$.

5.1.2 Mass trend of richness

Our estimates of the mean contaminant mass is sourced mainly by the mis-match between our prediction for the mean mass in richness-redshift bins and its measurement through stacked weak lensing.
by McClintock et al. (2019). Because the contamination fraction is larger at lower richesses (see Fig. 9), this contamination— if ignored in a scaling relation analysis— can manifest itself as an apparent difference in the mass trend parameter $B_\lambda$ (see also Fig. 11). Moreover, if different methods of cluster selection led to different levels of contamination, one might expect differences in the derived mass trend.

As an example, McClintock et al. (2019) finds a mass trend of $B_{\lambda,\text{McCl19}} = 0.73 \pm 0.03$. The tension with our results is representative of the tension with various other results reported in recent years (see McClintock et al. 2019; Capasso et al. 2019b; Bleem et al. 2020, for summaries). Examination of these results indicates a tendency for the mass trends in optically-selected samples to be shallower than those derived using samples that have ICM based selection.

In the following and in Fig. 13 we present a selection of those results. In the class of works based on ICM selection, we point the reader to (1) Rozo et al. (2015) cross calibrating of SDSS-redMaPPer with clusters selected via SZE in the first all sky Planck survey that found $B_\lambda = 0.965 \pm 0.067$; (2) Mantz et al. (2016) determining $\lambda \sim M_{\text{gas}}^{0.75\pm0.12}$ on a sample ROSAT selected cluster, where combining this with the scaling $M_{\text{gas}} \sim M_{\text{tot}}^{1.29\pm0.09}$ for the gas mass content of SPT selected clusters (Chiu et al. 2018) results in $B_\lambda = 0.97 \pm 0.17$. Note here that this inference is based upon the relation between halo mass and gas mass. It is generally accepted from an empirical and theoretical perspective that the gas mass fraction of low mass systems is lower than that for high mass systems; see, e.g. Mohr et al. (1999) or the discussion in Bulbul et al. (2019, section 5.2.2); (3) a dynamical analysis of ROSAT selected, SDSS-redMaPPer confirmed cluster by Capasso et al. (2019b), reports $B_\lambda = 0.99 \pm 0.08$; and (4) a stacked weak lensing analysis of the same sample of ROSAT selected, SDSS-redMaPPer confirmed clusters by Phriksee et al. (2020), reports $B_\lambda = 1.00 \pm 0.22$.

On the other hand, constraints obtained on purely optically-selected samples include: (1) stacked spectroscopic analysis of SDSS-redMaPPer cluster by Farahi et al. (2016), which finds $B_\lambda = 0.76 \pm 0.11$; (2) stacked weak lensing of SDSS-redMaPPer clusters by Simet et al. (2017), with $B_1 = 0.74 \pm 0.06$; and (3) stacked weak lensing of DES-redMaPPer clusters by McClintock et al. (2019) with $B_1 = 0.73 \pm 0.03$.

Note that the stacked analysis of the CMB lensing signal around DES-redMaPPer clusters by Baxter et al. (2018) and Raghunathan et al. (2019b,a) currently does not constrain the mass trend of richness, and we do not include works that use number counts together with a fixed cosmology to constrain the mass slope (e.g., Murata et al. 2018), because the choice of cosmology can affect the mass slope. We also exclude from this discussion the study of the DES redMaPPer number counts and the large scale auto- and cross-correlations between galaxies, clusters and cosmic shear by To et al. (2020), as it is unclear if the mass information presented therein comes from the halo bias–mass relation, or from the combination of the number counts and the cosmological constraints from the auto- and cross-correlations.

Because the full cosmological analyses of the DES-redMaPPer sample (Abbott et al. 2020) and the SDSS-redMaPPer sample (Costanzi et al. 2019b) use the mass calibration derived by McClintock et al. (2019) and Simet et al. (2017), respectively, we do not discuss them separately in this section.

Noticeably, constraints on ICM selected samples are in good agreement with our own results and generally indicate $B_\lambda \sim 1$, whereas, results based in stacking methods of optically-selected samples suggest $B_\lambda \sim 0.75$, as can be clearly seen in Fig. 13.

The redMaPPer sample contamination presented here could be the underlying driver of the apparent tension in these mass trend measurements. Specifically, a contamination fraction which increases towards low richesses would increase the $B_\lambda$ value inferred from the (stacked) WL data. The mass trend is of special importance to optical cluster cosmology; Abbott et al. (2020) identified this trend as the single most important source of the large tensions between redMaPPer based cluster cosmology constraints and those from other cosmological probes (including cosmological constraints from ICM selected samples). Specifically, a slope around 0.9 would make the number counts consistent with cosmological constraints from the shear and red galaxy auto- and cross-correlations (Abbott et al. 2018).

### 5.2 Impact of excess incompleteness in the SZE signal

In this work, we implicitly did not explicitly include the impact of radio and dust emission on the SZE signal. We shall argue in the following why this assumption is justified and is not expected to change our inferred low mass contamination fraction. Two possible regimes of radio and dust emission need to be distinguished: 1) emission that is weak compared to the overall SZE signal of a halo, leading to an alteration of the SZE signal–mass relation, and 2) strong radio or dust emission, that wipes out the cluster SZE signature and leads to excess incompleteness in the SZE.

The first form of SZE contamination is implicitly included in this work. Our priors on the SZE scaling relation parameters have been derived empirically for the total SZE signal (Bocquet et al. 2019). Consequently, our priors include the impact of radio and dust emission, as long as these emissions do not suppress a majority of the halos SZE signal. The frequency of the latter has been studied by Gupta et al. (2017) in the case of radio emission. In that work, the authors found that at the mass range we are interested in, the resulting SZE excess incompleteness is < 5%. That means that at most 5% of the SPT-SZ cluster that should have been detected are lost due to radio emission. The implications on this work are that the predicted SPT confirmation fraction of redMaPPer objects $f(\text{SPT}|\lambda, z)$ could at worst be 0.95 times the value that we computed assuming no excess SZE incompleteness from radio emission. Comparison to Fig. 8 shows that this is insufficient to describe the difference between the predicted and the measured confirmation fraction. Given that we interpret this difference as the presence of low mass contaminants, our estimation of the low mass contamination fraction is practically unaltered even by the worst case radio emission scenarios.

### 5.3 Comments on the contamination

Previously, we describe how our constraints on redMaPPer sample contamination provide a natural explanation for the tendency of analyses of optically-selected samples to lead to shallower mass trends. Here we investigate the expected physical properties of the contaminants. Direct measurement of contamination in the richness range $20 < \lambda < 40$ lies below the sensitivity of current wide area SZE based cluster surveys (Bleem et al. 2015), although this is a regime opening up to improved RASS+DES samples such as MARD-Y3 (Klein et al. 2019) and smaller but deeper SPT surveys (Huang et al. 2020).

However, the physical properties of the contaminants can be investigated using structure formation simulations. Barnes et al. (2017) studied the observable cluster properties in zoom-in hydrodynamical simulations of 30 galaxy cluster, using the EAGLE galaxy...
formation formalism. They found that galaxy groups of a mass $\sim 3 \times 10^{13} M_\odot$ should have a soft X-ray ($0.5-2$ keV band) luminosity of between $\sim 2 \times 10^{42}$ erg s$^{-1}$ and $\sim 1 \times 10^{44}$ erg s$^{-1}$ and ICM temperatures of $\sim 1$ keV. Given sufficient X-ray sensitivity, we thus expect to see diffuse X-ray emission from the ICM of the contaminant systems. For instance, a follow up of SDSS-redMaPPer objects in the redshift range $0.08 < z < 0.12$ with $20 < \lambda < 30$ by (von der Linden et al. prep) with the X-ray telescope Swift will shed light on the luminosity distribution at low richnesses. Analysis of that data could potentially test our findings. Future prospects for detection with eROSITA are discussed below (cf. Section 5.5).

According to the analysis of the number of satellite galaxies in halos performed by Anbajagane et al. (2020) on three suites of independent cosmological simulations of galaxy formation in a cosmological context (BAHAMAS + MACSIS, TNG300 of the IllustrisTNG suite, and Magneticum Pathfinder, all implementing different sub-grid physics prescriptions), our contaminants would have from 0 to 12 satellite galaxies above a stellar mass of $10^{10} M_\odot$. It is unclear which fraction of those galaxies would appear as red sequence galaxy and thus be picked up by redMaPPer. Nevertheless, one would need to invoke projection effects to justify that a fraction of them might have richnesses of $>20$. This is however at odds with the projection effect model we employed in this work (Costanzi et al. 2019a) which has been calibrated for clusters with intrinsic richnesses as low as 5, and was set-up to account exactly for this effect. Given that we find that the projection effect model has very similar results compared to the background only model, this would imply that either the simulations or the projection model is inaccurate. That is, either contaminants must have many more galaxies than expected for the mass we estimate or the projection effects must be much stronger.

The projection model is derived assuming two main components: a redshift kernel that reflects the width of the red-sequence and a realisation of the distribution of red galaxy in an N-body simulation. The first component can be reliably derived from spectroscopic studies of cluster galaxies and the DES photometric properties. The latter was simulated by assigning richnesses to halos based on a richness–mass relation previously derived from stacked WL studies. A possible issue is that this relation might be biased by the presence of projection and selection effects. Another possible caveat is that the distribution of red galaxies as a function of local density in the simulation used to determine the projection model was not accurate outside of high mass halos. Such a mis-estimation of the density of red galaxies might bias the strength of projection effects. Empirical validation of the red galaxies distribution in dense environments predicted by the simulation, e.g. by comparing to measurements of the small scale bias of red galaxies, might improve our confidence in the accuracy of the projection model. Alternatively, direct empirical confirmation of the projection model is currently undertaken by direct spectroscopic studies of SDSS-redMaPPer objects in the redshift range $0.08 < z < 0.12$ (Myles et al. 2020).

An effect that is degenerate with contamination as discussed in this work is the possibility that the weak lensing signal and the richness of clusters at the same mass are biased in the same (or opposite) direction by the same physical process (see for instance Angulo et al. 2012, for simulation based work). This would lead to correlated intrinsic scatter of the WL signal and of the richness (not unlike the correlated scatter among richness and SZE signal we discuss in Section 4.1.2). In the case of a correlation of the scatter between WL signal and richness physical, intuition suggests that mis-centering, halo triaxiality (Dietrich et al. 2014) and project effects (Sunayama et al. 2020) might lead to the correlation coefficient to be positive, as red galaxies trace dark matter tightly. This signal was already detected in simulations as ‘weak lensing selection bias’ by Abbott et al. (2020), but proved insufficient to account for the discrepancy in mass trends with respect to ICM based studies, as the correction did not show any strong richness trend. It is furthermore included in the mass estimates we used in this work, suggesting that it can not account for the signal that we interpret as contamination.

5.4 Implications for redMaPPer cluster cosmology

The implications of our result on the redMaPPer cluster cosmology which jointly fits for the redMaPPer number counts and stacked WL signals (such as the analysis carried out by Abbott et al. 2020), deserve some further discussion. Firstly, our work implies that the richness–mass model used in that work, and derived by Costanzi et al. (2019a), is an incomplete description of the actual scatter between richness and mass. We investigate the possibility that the unresolved low-richness systematic advocated in Abbott et al. (2020) is related to such flawed modelling of the scaling relation. Specifically, we show that stronger projection effects are to be plausibly expected at low richness, as highlighted by our findings of a sizeable low mass population in the low richness range. We describe the possible reasons of this mis-calibration, and outline how the richness–mass modelling can be calibrated empirically (cf. Section 5.3).

Furthermore, we anticipate that using our constraints on the contamination fraction and mean contaminants mass as priors for a combined analysis of cluster abundance and stacked WL is likely to result in a strong deterioration of the cosmological constraints. This is due to the fact that our inferred posteriors on the contamination fraction and mean contaminants masses are very broad. Especially allowing for the mean contaminants mass in each redshift-richness bin to vary within our posterior range is likely to strongly dilute the mass information gained from the stacked WL analysis, resulting in a weaker cosmological inference from the number counts. Nonetheless, we demonstrated in Section 4.2.1 that such weaker cosmological constraints will be consistent with the measurements for SPT-SZ number counts (Bocquet et al. 2019) and the auto- and cross-correlations of galaxies and cosmic shear in DES-Y1 data (Abbott et al. 2018).
5.5 Alternative Explanations and Future Prospects

A possible question that we left unanswered is whether the low richness bins are actually populated by two populations with different mass distributions or rather by one single population with a significantly larger intrinsic scatter in mass. The latter option cannot be excluded from our analysis of the SPT-SZ confirmation fraction or the cross matched sample, because the SPT-SZ selection only selects the mid- and high-mass portion of the mass distribution at any richness. This is precisely what the SPT-SZ confirmation fraction measures. Inspecting Fig. 8 one sees that less than a tenth of the objects with richness $\lambda = 40$ are detected. If the intrinsic scatter in richness were to increase strongly with decreasing richness or mass, this would not be visible in any of our observables, because we only observe the massive systems in the distribution of masses at richness $\lambda = 40$. The location of the mean of the distribution is thus degenerate with the width of the distribution (the manifestation in cluster studies of the Malmquist bias). As such, we cannot exclude that at low richnesses the population we labelled “clusters” and the population we labelled “contaminants” actually merge into a single population with large intrinsic scatter. Current constraints on the scatter (cf. Section 5.1.1) are only applicable to the higher richness case.

This situation is however going to change in the next years as deeper SZE and X-ray surveys begin operations. In the SZE regime, this can already be seen by the lower mass limit in the SPTPol survey (Huang et al. 2020). Further improvements are expected by the third generation SPT camera currently performing the SPT-3G survey over 1500 deg$^2$ (Benson et al. 2014). This will lower the limiting mass of SZE detection by a factor of 2 compared to SPT-SZ. In X-rays the recent “first light” of the eROSITA X-ray telescope (Predelh et al. 2010; Merloni et al. 2012) on board the Russian “Spectrum-Roentgen-Gamma” satellite will dramatically improve the sensitivity of X-ray cluster surveys. We present in Fig. 14 the mass limits for 40 counts in the first eROSITA All-Sky-Survey (eRASS 1, 0.5 yr of observation) and eighth eROSITA All-Sky-Survey (eRASS 8, 4 yr of observation) following the prediction by Grandis et al. (2019). This would allow us to follow up optically-selected objects up to $z \sim 0.35$ individually and to much higher redshifts in stacks of lower richness objects. The presence or absence of X-ray emission in eROSITA from optically selected objects will be a powerful tool to extend the kind of analysis presented in this work to lower richnesses. It will most likely help to discriminate the different scenarios we identified earlier.

6 CONCLUSIONS

In this work we empirically validate the redMaPPer selected DES-Y1 survey by cross calibration with SPT-SZ selected clusters. We first limit ourselves to the high richness regime ($\lambda > 40$) to avoid optical incompleteness in the SPT confirmation. We produce a matched sample by positional matching between the redMaPPer ($\lambda > 40$) objects and the SPT-SZ selected clusters (Bleem et al. 2015). Of the 1005 redMaPPer selected cluster with measured richness $\lambda > 40$ in the joint footprint, 207 are confirmed by SPT-SZ. On the matched sample, we model the distribution in SZE-signal, richness and redshift with a Bayesian cluster population model. The free parameters of this model, the parameters controlling the scaling between richness and mass, and the scatter around this relation, are constrained from our analysis. We adopt priors from previous SPT studies on the parameters on the SZE signal–mass relation, effectively transferring the vetted SPT mass calibration to the redMaPPer richness–mass relation.

In an attempt to explore the impact of projection effects on the richness–mass relation, we employ two different error models: the first uses the error bars reported in the redMaPPer catalog and accounts only for the photometric uncertainty in the background subtraction, while the second includes projection effects calibrated on simulations (Costanzi et al. 2019a). Our cross calibration of the richness–mass relation and the scatter around it is not significantly affected by the optical error model. Furthermore, our derived parameters are consistent with those reported by previous cross calibration studies (e.g. Bleem et al. 2020).

We then turn to exploiting the information contained in the fact that some redMaPPer ($\lambda > 40$) in the joint SPT-DES Y1 footprint have been confirmed by SPT-SZ and some have not. Taking into account the relative SPT field depth at the redMaPPer positions, we employ the mass information contained in the richness and the SPT selection function to predict the detection probability by SPT for each redMaPPer cluster. We explore a model of the probability of SPT detection that accounts for possible redMaPPer contamination with respect to the scatter around the mean relation. Comparing these detection probabilities with the actual occurrence of matches constrains the contamination fraction.

Our investigation of the contamination fraction indicates that a model with a large contamination fraction of up to 50% for richness 40 and a strong trend increasing to lower richness provides a better fit to the SPT confirmation fraction of redMaPPer clusters. Furthermore, the prediction of the redMaPPer number counts down to richnesses $\lambda > 20$ with a richness dependent contamination fraction are a better description of the measured number of clusters when compared to the case without contamination. This provides both internal and external evidence for considerable contamination, increasing to lower richnesses. Adopting our posterior on the contamination, our prediction for the clusters mean mass and the weak lensing constraints on mean mass in richness–redshift bins, we predict that the contaminants have mean masses of $\sim 3 \times 10^{13} M_\odot$ ($\sim 5 \times 10^{13} M_\odot$) for the range $20 < \lambda < 30$ ($30 < \lambda < 45$). The presence of group scale contaminants might be an explanation for the fact that in the cosmological study of redMaPPer objects (Abbott et al. 2020) the WL mass measurements of richness-selected samples are biased low at low richness.

We discuss possible explanations for why analyses of the richnesses of ICM selected cluster samples tend to produce different (steeper) mass trends than analyses that rely on optically-selected cluster samples. While this effect might indeed be due to the larger contamination of purely optically-selected samples, we also discuss that to date, the mass sensitivity of ICM selection does not extend to the mass range spanned by the richnesses $20 < \lambda < 40$. As such, we cannot exclude alternative explanations for the tension between our relation and the stacked weak lensing masses. We then highlight how upcoming X-ray surveys like eROSITA, and SZE surveys like SPT-3G will improve the ICM based selection sensitivities to probe the mass regime associated with these lower richness systems, enabling improved tests of the results presented here.

http://www.mpe.mpg.de/7362095/news20191022

2 http://www.mpe.mpg.de/7362095/news20191022

3 http://www.mpe.mpg.de/eROSITA
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As discussed above, we employ an SPT sample that has been confirmed with MCMF by imposing a cut $f_{\text{cont}} < 0.1$, in the probability of random superpositions between the SZE candidate and physically unassociated optical structures. As discussed previously (Klein et al. 2019, prep.; Grandis et al. 2020), this cut is equivalent to a redshift dependent cut in the MCMF richness $\lambda_{\text{MCMF}} > \lambda_{\text{min}}(z)$. Note that the richness $\lambda_{\text{MCMF}}$ extracted by MCMF is not identical to the redMaPPer richness $\lambda_{\text{RM}}$, because MCMF employs a prior from the SZE candidate on the position and the aperture. The ratio between the two richnesses on the matched sample is shown in Fig. A1. When fitting this relation we find

$$\frac{\lambda_{\text{MCMF}}}{\lambda_{\text{RM}}} = (1.07 \pm 0.02) \left( \frac{E(z)}{E(0.6)} \right)^{-0.24 \pm 0.02}, \quad (A1)$$

with intrinsic log-normal scatter 0.23 ± 0.01.

Using this relation we estimate that objects with $\lambda_{\text{RM}} > 40$ are always more than $2\sigma$ above the minimal MCMF richness for all redshifts we consider. This implies at least 97.5% completeness. Every redMaPPer ($\hat{\lambda} > 40$) object therefore (almost) certainly makes it past the SPT optical confirmation. In the case of the matched sample, where all objects have $\hat{\lambda} > 40$, we therefore can safely ignore optical incompleteness in SPT. The same holds for the study of the SPT detection of redMaPPer ($\hat{\lambda} > 40$), which we model as solely dependent on the SZE signal. We intentionally omit studying the redMaPPer detection probability of SPT objects.

Figure A1. Ratio between the MCMF richness $\lambda_{\text{MCMF}}$ employed in the optical confirmation of SPT-SZ cluster to the redMaPPer richness $\lambda_{\text{RM}}$ as a function redshift for the matched sample. In blue the mean relation between the two with the intrinsic scatter show by the shaded (1 sigma) and transparent lines (2 sigma). Different centering and apertures lead to intrinsic scatter, a deviation from unity and redshift trend.
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APPENDIX B: COSMOLOGICAL DEPENDENCE OF THE PREDICTED REDMAPPER NUMBER COUNTS

To test the cosmological sensitivity of agreement of our contamination fraction with the redMaPPer number counts, we predict the latter also assuming the cosmology derived from the auto- and cross-correlations of cosmic shear and galaxies in the DES-Y1 (Abbott et al. 2018). Consequently, we used the priors $\Omega_M = 0.267 \pm 0.024$ and $\sigma_8 = (\Omega_M/0.3)^{0.52} = 0.773 \pm 0.023$. The resulting predicted redMaPPer number counts are shown in Fig. B1. Our qualitative assessment that the lower limit of the contamination fraction is consistent with the redMaPPer number counts holds also with these different cosmological priors.

APPENDIX C: LIST OF VARIABLES

In table C1 we summarize the variables used in this work with units and explanation.

This paper has been typeset from a TeX/LaTeX file prepared by the author.
### Table C1. List of most relevant variable names used in this work with definition and with units where applicable.

| Symbol | Units | Explanation |
|--------|-------|-------------|
| $M$    | $M_\odot / h$ | halo mass for spherical over-densities of 500 times the critical density of the universe |
| $z$    |       | redshift (no distinction between true and measured redshift is made) |
| $\lambda$ |       | intrinsic richness |
| $\hat{\lambda}$ |       | measured richness |
| $\zeta$ |       | intrinsic SPT-SZ signal to noise |
| $\xi$  |       | measured SPT-SZ signal to noise |
| $\gamma_f$ | deg$^2$ | effective SPT-SZ field depth |
| $\Omega_f$ |       | area of the SPT-SZ field $f$ |
| $A_{\text{SZE},f}$ |       | amplitude of the SZE signal/richness – mass relation |
| $B_{\text{SZE},f}$ |       | power law index of the mass trend of the SZE signal/richness – mass relation |
| $C_{\text{SZE},f}$ |       | power law index of the redshift trend of the SZE signal/richness – mass relation |
| $\sigma_{\text{SZE},f}$ |       | intrinsic scatter around the SZE signal/richness – mass relation |
| $\rho$ |       | correlation coefficient between the intrinsic scatters around the SZE signal and richness – mass relations |
| $i$ |       | index for the $i$-th cluster (e.g. $\hat{\lambda}_i$ is the measured richness of the $i$-th cluster.) |
| $N$ |       | number of halos/clusters |
| $\Omega_M$ |       | present day fractional matter density of the Universe with respect to the critical density |
| $\sigma_8$ |       | root mean square of present day matter fluctuation amplitudes at a scale of 8 Mpc/h |
| $\pi_c$ |       | contamination fraction |
| $j$ |       | index of the richness, redshift bin defined by the edges ($\hat{\lambda}_j$, $\lambda_j$) and ($z_j$, $z'_j$) |
| $\bar{M}(j)$ | $M_\odot / h$ | mean mass of the bin $j$ |
| $\bar{M}_{\text{WL}}(j)$ | $M_\odot / h$ | measured mean WL mass in the bin $j$ |
| $\delta M_{\text{WL}}(j)$ | $M_\odot / h$ | measurement uncertainty on mean WL mass in the bin $j$ |
| $\bar{M}_c(j)$ | $M_\odot / h$ | mean contaminants mass of the bin $j$ |