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Abstract—In this paper, we propose a new online independent vector analysis (IVA) algorithm for real-time blind source separation (BSS). In many BSS algorithms, the iterative projection (IP) has been used for updating the demixing matrix, a parameter to be estimated in BSS. However, it requires matrix inversion, which can be costly, particularly in online processing. To improve this situation, we introduce iterative source steering (ISS) to online IVA. ISS does not require any matrix inversions, and thus its computational complexity is less than that of IP. Furthermore, when only part of the sources are moving, ISS enables us to update the demixing matrix flexibly and effectively so that the steering vectors of only the moving sources are updated. Numerical experiments under a dynamic condition confirm the efficacy of the proposed method.

I. INTRODUCTION

Blind source separation (BSS) is a signal processing technology that estimates original sources from observed mixtures without prior information [1], [2]. For example, separating the target speech from background noise or other speech is desirable in hearing aid systems.

Many BSS methods have been proposed. For example, independent vector analysis (IVA) [3], [4] is one of the extensions of ICA and models higher-order dependencies between frequency components. Auxiliary-function-based IVA (AuxIVA) [5] realizes fast and stable estimation of demixing matrices based on the auxiliary function technique [6].

In recent years, many methods have been proposed for real-time BSS that extend batch algorithms to online ones. It has been reported that online AuxIVA [7] is faster and more stable than online IVA with the gradient method. Also, there are many extensions of online AuxIVA, such as low-latency BSS with truncation of the noncausal components [8], joint optimization with dereverberation [9], and an extension of the source model to semisupervised nonnegative matrix factorization [10]. These methods employ the iterative projection (IP) [5], [11] to update the demixing matrix. IP requires matrix inversion, which can be costly. However, reducing computational costs in many applications, especially hearing aid devices or embedded systems, is crucial because their computational power is limited. The iterative source steering (ISS) [12] algorithm was proposed for batch AuxIVA as a faster estimation method of the demixing matrix. ISS is an inverse-free update rule and straightforwardly applicable to other BSS methods such as independent low-rank matrix analysis [11], [13].

In this paper, we propose a new online AuxIVA, named online AuxIVA-ISS, by combining the autoregressive estimation of weighted covariance matrices and the ISS update rules. The proposed method does not include any matrix inversion, increasing online BSS speed. Furthermore, as discussed in [12], the demixing matrix update with ISS corresponds to the update of the steering vector. ISS enables us to update the demixing matrix flexibly when only part of the sources are moving. For example, if only one of the $K$ sources is moving, IP must update all the demixing vectors. In contrast, in ISS, it is only necessary to update the demixing matrix so that the steering vector of the moving sources is updated. We compare the separation performance before and after the movement of a source by simulation using three speech mixtures. It is found that the proposed AuxIVA using ISS obtained almost the same results as AuxIVA using IP but with less calculation.

II. PROBLEM FORMULATION

Let $K$ be the number of sources and microphones, and $s_{ft} = [s_{1ft} \ldots s_{Kft}]^\top \in \mathbb{C}^K$ denote the source signals in the STFT domain. The multi-channel observed signals $x_{ft}$ are modeled as the following convolutive mixture:

$$x_{ft} = \sum_k a_{kft} s_{kft} = A_{ft} s_{ft},$$

(1)

where $k$, $f$, and $t$ denote channels, frequency bins, and time frames, respectively. $A_{ft} \in \mathbb{C}^{K \times K}$ is called the mixing matrix, and its column vectors, also known as steering vectors, $a_{kft}$ ($k = 1, \ldots, K$) correspond to the transfer function from the $k$th source to each microphone. Note that mixing matrices $A_{ft}$ are assumed to be time-invariant in many BSS methods, whereas mixing matrices $A_{ft}$ have time frame indices $t$ in this paper because mixing matrices may vary under dynamic environments. Online BSS aims to estimate the demixing matrices $W_{ft} = [w_{1ft} \ldots w_{Kft}]^\top \in \mathbb{C}^{K \times K}$, which should ideally be an inverse system of (1), from only the current and past observed signals $\{x_{ft'} | t' \leq t\}$. Then, the sources are estimated as

$$y_{ft} = W_{ft} x_{ft}.$$ 

(2)

Henceforth, $\top$, $H$, and $\det$ denote vector/matrix transpose, Hermitian transpose, and determinant, respectively. $E$ denotes the $K$-dimensional identity matrix and $e_k \in \mathbb{R}^K$ denotes the $k$th canonical basis vector. Unless specified, frequency bin index $f$ ranges from 1 to $F$, and time frame index $t$ ranges from 1 to $T$. 
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III. RELATED WORK

A. Batch AuxIVA [5]

As the basis of our work, we first summarize batch AuxIVA. The goal of batch IV A is to estimate time-invariant demixing matrices $W_f$ from all the observations $x_{ft}$ (∀t) such that $y_{ft} = W_f x_{ft}$ is the maximum likelihood estimation of the source signal $s_{ft}$ under the following assumptions:

1) the sources $s_{ft}$ (∀t) are statistically independent,

2) the sources follow the spherical super-Gaussian distribution,

$$p(s_{k1}, \ldots, s_{kFt}) = \exp \left( -G \left( \sqrt{\sum_{f} |s_{kf}|^2} \right) \right),$$

where $G(r)$ is the contrast function, which is strictly increasing and differentiable with $G'(r)/2r$ strictly decreasing (see [5], [14] for details).

Under these assumptions, demixing matrices $W_f$ (∀f) can be estimated by minimizing the negative log-likelihood of the observed signal,

$$J = \sum_k \frac{1}{T} \sum_t G \left( \sqrt{\sum_f |w_{kf}^H x_{ft}|^2} \right) - 2 \sum_f \log|\det W_f|$$

(3)

In batch AuxIVA, we consider an auxiliary function of (3) such as

$$J^+ = \sum_f \left( \sum_k w_{kf}^H U_{kf} w_{kf} - 2 \log|\det W_f| \right),$$

(4)

where

$$r_{kt} = \sqrt{\sum_f |w_{kf}^H x_{ft}|^2},$$

$$U_{kf} = \frac{1}{T} \sum_t \varphi(r_{kt}) x_{ft} x_{ft}^H.$$  

(5)

$U_{kf}$ is the weighted covariance matrix of the observed signals. The weighting function $\varphi(r)$ is determined by the source model. For example, $\varphi(r) = 1/(2r)$ for the spherical Laplace distribution or $\varphi(r) = F/r^2$ for the time-varying Gaussian distribution is available. Since the closed-form solution of $W_f$ that minimizes (4) in a general case has not yet been found [15], [16], we minimize the demixing vector $w_{kf}$ (∀k) alternatively instead of the whole demixing matrix.

$$w_{kf} \leftarrow (W_f U_{kf})^{-1} e_{k},$$

(7)

$$w_{kf} \leftarrow \frac{w_{kf}}{\sqrt{w_{kf}^H U_{kf} w_{kf}}}.$$  

(8)

This update rule is called the iterative projection (IP) [11] and is guaranteed to converge.

B. Online AuxIVA [7]

Batch AuxIVA requires all the observed signals over time frames to calculate the weighted covariance matrices $U_{kf}$. However, in online applications, we must estimate the demixing matrix from the current and past observations. The point of online AuxIVA is that the covariance matrices $U_{kf}$ are updated in every time frame $t$ in an autoregressive manner:

$$U_{kft} = \alpha U_{kft(-1)} + (1 - \alpha) \varphi(r_{kt}) x_{ft} x_{ft}^H,$$  

(9)

where $\alpha \in \{0, 1\}$ is called the forgetting factor. IP can be straightforwardly applied to online AuxIVA by replacing the update rule of the covariance matrices with (9). However, the resulting online AuxIVA procedure requires matrix inversions every time frame. To avoid the matrix inversion, a method that utilizes a matrix inversion lemma has been proposed, but both the mixing and demixing matrices must be updated consistently in every time frame (the details are omitted due to space limitations, see [7]). In the following, we refer to online AuxIVA with IP as AuxIVA-IP.

IV. PROPOSED METHOD: ONLINE AUXIVA-ISS

In this section, we propose online AuxIVA-ISS by introducing the updates of the demixing matrix with ISS to online AuxIVA.

A. Online implementation of ISS

ISS [12] is one of the most recently proposed update rules for demixing matrices. Instead of estimating the demixing vectors $w_{mf}$ in IP, ISS realizes an inverse-free update by estimating the different vectors $v_{mf} = [v_{mkf} \ldots v_{Kmf}]^T$, and updates the demixing matrices as

$$W_f \leftarrow W_f - v_{mf} w_{mf}^H \quad (\forall k).$$  

(10)

The update rule of $v_{mkf}$ is given as

$$v_{mkf} = \begin{cases} 1 - \frac{(w_{mkf}^H U_{mf} w_{mf})^{-\frac{1}{2}}}{(w_{mkf}^H U_{mf} w_{mf}^H)} & (\text{if } m = k), \\ \frac{w_{mkf}^H U_{mf} w_{mf}}{w_{mkf}^H U_{mf} w_{mf}} & (\text{otherwise}). \end{cases}$$  

(11)

Furthermore, in the batch processing case, the following efficient update rules of $v_{mf}$ and the output estimated signal $y_{ft}$ are available:

$$v_{mkf} = \left( \sum_t \frac{y_{mf}^H y_{mf}^H}{r_{mt}} \right)^{-\frac{1}{2}} \left( \sum_t \frac{|y_{mf}^H|^2}{r_{mt}} \right),$$

(12)

$$y_{ft} \leftarrow y_{ft} - v_{mf} y_{mf}.$$  

(13)

Although these updates of (12) and (13) are attractive, we cannot use them in the online processing since we need $W_f$ explicitly to separate mixtures at the new frame. However, (11) is still available if we estimate the weighted covariance matrices $U_{kf}$ in the online manner of (9). Therefore, the combination of (9) and (11) is the basis of AuxIVA-ISS.

B. Flexible updates for partly moving sources

Suppose a situation where the online estimation almost converges, but some sources start to move. When only part of the sources is moving, only the column vectors of the mixing matrix that correspond to the moving sources are time-varying. In the IP case, we still must update all the demixing vectors in the same way when all sources are moving because updating
Algorithm 1: Online AuxIVA-ISS.

**Input:** Observed mixture $x_f (\forall f, t)$  
Number of iterations per time frame $N_{\text{iter}}$  
Forgetting factor $\alpha$  
Initial demixing matrices $W_{f0} (\forall f)$  
Initial covariance matrices $U_{k0} (\forall k, f)$

**Output:** Separated signals $y_{ft} (\forall f, t)$

for $t = 1, \ldots, T$

for $\text{iter} = 1, \ldots, N_{\text{iter}}$

for $k = 1, \ldots, K$

$r_{kf} \leftarrow \sqrt{\sum_f |w_{kf}^H x_{ft}|^2}$

$U_k \leftarrow \alpha U_{k(f-1)} + (1 - \alpha) \bar{r}_{kf} x_{ft} x_{ft}^H$  

for $k \in I_k$

for $m = 1, \ldots, M$

if $m \neq k$ then

$v_{mkf} \leftarrow \frac{w_{mf}^H U_{mf} w_{kf}}{w_{kf}^H U_{mf} w_{kf}}$

else

$v_{mkf} \leftarrow 1 - (w_{mf}^H U_{mf} w_{kf})^{-\frac{1}{2}}$

$W_{ft} \leftarrow W_{ft} - v_{kf} w_{kf}^H$

end

$y_{ft} = W_{ft} x_{ft} (\forall f)$

end

end

end



The rows of the demixing matrix does not update the columns of the mixing matrix. In contrast, ISS enables us to update the demixing vectors of only the moving sources are updated. This is because the ISS update of (10) is equivalent to the update of the steering vector $\alpha_{kf}$ [12] as

$$\alpha_{kf} \leftarrow \frac{1}{1 - v_{kkf}} \left( \alpha_{kf} + \sum_{m \neq k} v_{mkf} \alpha_{mf} \right).$$

Then, let $I_k$ be the set of source indices used to which (10) is applied. Before convergence, $I_k$ should comprise all the source indices $\{1, \ldots, K\}$. After convergence and when we know which sources are moving, $I_k$ should include only the indices of the moving sources, and we can apply (10) only for $k \in I_k$. In this scheme, there is no restriction on the number of moving sources. The fewer sources are moving, the less updates of steering vectors is required for the proposed method. Algorithm 1 summarizes the proposed online AuxIVA-ISS.

C. Another flexibility of AuxIVA-ISS

The original online AuxIVA employs IP to update demixing vectors, and an efficient way to reduce the computational cost of IP is proposed by applying the matrix inversion lemma [7]. However, we must notice that, to use the efficient algorithm, the update of the covariance matrices $U_{kft}$ must be rank-1. It means that we have to update the demixing vectors $w_{kft}$ in every time frame. In contrast, AuxIVA-ISS does not need this requirement. For example, updating demixing vectors only once every few time frames is possible. This flexibility of AuxIVA-ISS would also save the computational cost in real-time processing. We will evaluate this in future work.

V. EXPERIMENT

A. Setup

We performed simulation experiments with speech signals to confirm the advantageousness of the flexible update method of online AuxIVA-ISS. To evaluate frame-wise separation performance, we compared the segmental SDR (SegSDR) defined in the following. Let $s(n)$, $y(n)$ ($n = 1, \ldots, N$) respectively be the reference and estimated signals in discrete time domain, and their $i$th segment be

$$S_i := [s((i - 1) L + 1) \ldots s(i L)],$$

$$Y_i := [y((i - 1) L + 1) \ldots y(i L)],$$

where $L$ denotes the length of each segment and $i = 1, \ldots, \frac{N}{L}$. We define SegSDR as SDR at each segment, that is $SDR(S_i, Y_i)$. In this experiment, we used BSSEval v4 [17] to compute the SDR and we set the segment length $L$ to 32000 samples which equals to $2s$.

We compared two approaches. In 'all', the update rules, (7) and (8) in IP (all), or (10) in ISS, were applied for all $k = 1, \ldots, K$ throughout the observation. In 'one', the update rules were applied for all $k = 1, \ldots, K$ in the first half of the observation and then applied for one specific $k$ corresponding to the moving source in the second half. In this paper, we assume that the moving source is known, and its automatic detection will be future work. In the following, we refer to online AuxIVA-IP using 'all' as IP (all), online AuxIVA-IP using 'one' as IP (one), the proposed online AuxIVA-ISS using 'all' as ISS (all), and the proposed online AuxIVA-ISS using 'one' as ISS (one). For both experiments, we set the forgetting factor $\alpha$ to 0.99, the initial $U_{k0}$ to $E \times 0.001$, the initial $W_{f0}$ to $E$, and the number of iterations per time frame $N_{\text{iter}}$ to 2. After separation, the scale of the estimated signal was restored by back-projection onto the first microphone [18]. The sampling frequency was 16 kHz and the STFT was performed with a Hamming window of length 1024 samples (64 ms) with half-overlap.

We used speech signals from ASJ Japanese Newspaper Article Sentences Read Speech Corpus (JNAS) [19] and concatenated JNAS speech signals with a length of 60 s. All sources were simulated by convolving the room impulse response generated with the image source method implemented in pyroomacoustics [20]. Fig. 1 shows the layout of the simulated room. The reverberation time was approximately 150 ms. The microphone array was an equilateral triangle arrangement with sides of 2 cm. As shown in Fig. 1, source 3 was copied to source 3′, then source 3′ was muted for the first 30 s and the source 3 was muted for the last 30 s. This preprocess simulates a situation where source 3 instantaneously moves to source 3′ at 30 s.
B. Result

Fig. 2 shows the temporal variation of the improvement of segmental SDR. As expected from the experimental settings, the SDR improvement of each method was significantly degraded after the source moved. First, focusing on ISS (all) and IP (all), the separation performance of both methods improved over time. Next, focusing on ISS (one) and IP (one), IP (one) was not able to improve the separation performance after the source moved, whereas ISS (one) showed the equivalent performance to ISS (all) even though only one parameter corresponding to the moved source was updated.

Table I shows the overall SDR improvement and total runtimes. Runtimes and SDR improvements of ISS (all) and IP (all) were similar. The runtimes of ISS (one) and IP (one) were shorter than ISS (all) and IP (all), thanks to the flexible update. As for ISS (one) and IP (one), runtimes were comparable, but SDR improvement of ISS (one) were much better than that of IP (one).

VI. CONCLUSION

In this paper, we proposed AuxIVA-ISS, a new online IVA. By combining autoregressive estimation of the weighted covariance matrix and the demixing matrix update using ISS, we realized an inverse-free online algorithm. In addition, utilizing the fact that ISS corresponds to the update of the steering vector, we proposed a flexible method of applying the ISS update only for moving sources. Experimental results confirmed that this method could track the source movement more flexibly than IP. We plan to develop an automatic detection of moving sources based on direction-of-arrival estimation such as [22] in the future.
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