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Abstract: Natural-language-facilitated human-robot cooperation (NLC), in which natural language (NL) is used to share knowledge between a human and a robot for conducting intuitive human-robot cooperation (HRC), is continuously developing in the recent decade. Currently, NLC is used in several robotic domains such as manufacturing, daily assistance and health caregiving. It is necessary to summarize current NLC-based robotic systems and discuss the future developing trends, providing helpful information for future NLC research. In this review, we first analyzed the driving forces behind the NLC research. Regarding to a robot’s cognition level during the cooperation, the NLC implementations then were categorized into four types “NL-based control, NL-based robot training, NL-based task execution, NL-based social companion” for comparison and discussion. Last based on our perspective and comprehensive paper review, the future research trends were discussed.
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1. Introduction

1.1 Advantages

Natural-language-facilitated human-robot cooperation (NLC), in which a human uses either spoken or written instructions to communicate with a robot for task cooperation [1][2][3][4], has received increasing attention in human-involved robotics research. By using natural language (NL), human intelligence at high-level mental planning and robot capability at low-level physical execution are combined to perform an intuitive cooperation [5][6].

Compared with human-robot cooperation (HRC) using tactile indications such as contact location [7] and force strength [8][9][10], and visual indications such as body pose [11][12][13] and motion [14][15][16], HRC using NL indications has several advantages. First, NL makes the HRC natural. For the traditional methods mentioned above, the human involved in HRC needs to be trained to use certain actions/poses for making themselves understandable [17][18][19][20][21]. While in NLC, even non-expert users without prior training can cooperate with a robot by using human-like communication [3][22][23]. Second, the cooperation request is described accurately. The traditional methods using actions/poses only provide limited patterns to roughly describe cooperation requests due to the information loss in the action/pose simplification (such as using markers to simplify the actions) [24][25][26][27]. While in NLC, cooperation requests related to action, speed, tool and location are already defined in NL expressions [5][28][29][30]. With these expressions, cooperation requests for various task executions are described accurately. Third, NL transfers cooperation requests efficiently. The information-transferring method using actions/poses requires the design of informative patterns for different cooperation requests [24][25][26][27]. While existing languages, such as English, Chinese and German, already have standard linguistic structures, which contain abundant informative expressions to serve as patterns [31][32]. NL-based methods do not need to design specific informative patterns for various cooperation requests, making HRC efficient. Lastly, since the instructions are delivered orally instead of being physically involved, human hands are set free to perform more important executions [33]. Attracted by the above advantages, NLC has been widely explored in areas, including daily assistances [1][33][35], medical caregiving [36][37][38][39], manufacturing [5][40][41], indoor/outdoor navigation [2][42][43], social accompany [44][45][46] etc. Typical areas using NLC systems are shown in Fig. 1.

From a realization perspective, the pushing forces for recent NLC developments are concluded as natural language processing (NLP) developments and HRC developments.

1.2. Pushing force one: development of NLP

Recently, supported by machine learning technics in classification [47], clustering [48] and feature extraction [49], NLP has been developed from simply syntax-driven processing, which builds syntax representations of sentence
structures, to semantically-driven processing, which builds semantic networks for sentence meanings [50].

At the early stage (1950-2000) of NLP [51], a word-based understanding method was developed to enable a naïve word-symbol understanding by identifying single/multiple keywords [52][53], lexical affinities [54][55], and word/affinity occurrences [56][57]. The word-based NLP method separately understood word meanings, and sentence meaning was unknown. For example, with the word-based method, a robot understood when a human mentioned the word “cup”, but it did not understand the related requests such as “I need a cup of water”[15]. Moreover, this method relied on training samples. If the available training samples are limited, thereby leading to the ignorance of some keywords, the meaning understanding will be poor [51]. These two drawbacks limited robots’ understanding to a shallow level where only symbolic NL expressions were analyzed [58][59].

Compared with the word-based understanding method, which enabled a shallow-level understanding, a concept-based method allowed a comprehensive understanding of NL expressions. The concept-based method modeled the meanings for sentences by exploring the embedded concepts, which mainly included implicit NL indications [60][61], hierarchical ontologies [62][63], and semantic correlations [64][65]. The concept-based method not only understood explicit facts such as involvements of action/object/events/persons, but also understood the implicit indications such as action purpose, object usage, event meaning, and human intentions. The concept-based method was widely used in research such as [5][6][23] for complicated NL expression analysis. Compared with the understanding supported by the keyword-based method, the concept-based method endowed a robot with a relatively in-depth understanding of the meanings in NL expressions. However, due to the limited consideration of implicit logic correlations in NL expressions, the knowledge represented by the concept-based method cannot model a structural knowledge [5][17][40]. This drawback limited robots’ understanding towards task procedures and task-world correlations and further limited NLC in practical situations in the real world.

To support a practical implementation of NL understanding, a narrative-based method was developed to create a more sophisticated knowledge representation in a decision-making-focused [68], real-world-aware [69] and human-cognition-imitated manner [70][71]. In this method, the mechanisms of human reasoning and planning, knowledge-to-world mapping, and logic-based human understanding & learning were focused on in the NLP process. Supported by this method, knowledge was practically used in NLC, further improving robot’s knowledge scalability and human-robot-cooperation flexibility.

The developments of NLP techniques are shown in Fig. 2, with detailed time labels.

1.3. Pushing force two: development of HRC

In an early period (about 1940s’[72]), humans started to cooperate with robots by using remote controllers, developing an initial HRC, in which the cooperation requirements for action mapping, task goal mapping, and cooperation naturalness/effectiveness were not considered. As the tasks became complicated, both the robot and the human in HRC were assigned with different roles, such as leader-follower and cooperator-cooperator, to perform different parts of a task with considerations of task goal accomplishments, human-robot communications, robot/human statuses and physical/mental capabilities. Compared with HRI, which focuses on general interactions (detailed HRI reviews are in [4][73][74][75]) for physical/mental assistance without task-goal constrains, HRC focuses on specific cooperation for task fulfillment with task-goal constraints such as task planning and adjusting (detailed HRC reviews are [72][76][77]). In this paper, we emphasized on HRC, specifically exploring the state-of-the-art robotic systems
using NL to facilitate HRC in various research domains.

Comprehensively, HRC has been developing: it began largely from a low-cognition-level action research where actions were designed and selected according to human instructions, grew to a middle-cognition-level interaction research where shallow-level understanding of human motions, activities, tasks and safety concerns were conducted, and is expanding to a high-cognition-level human-centered engagement research where human’s psychological and cognitive statuses, such as attention, motivation, emotion and user models, are considered to improve the HRC effectiveness and naturalness. Increasing human involvements in HRC is shown in Fig. 3.

For action-based HRC, which started from motor-control-based action design, a robot followed simple human instructions to adjust its actions [78][79]. To make the robot actions natural, human-like motion style was then adopted in robot action design [80][81]. Though robots’ motion behavior was similar to that of a human, robots’ cooperation performances were still poor due to the limited action-understanding being insufficient to support its adaptations towards users/environments [82][83]. To improve robot’s adaptability, action interpretations were added for a robot in HRC. For example, ‘cup manipulation’ in ‘drinking’ activity meant ‘containing liquid’’[40]. Though the understanding was still limited into action level, robots’ understanding towards human behaviors in HRC was improved [84]. Overall, action-based HRC was targeting the design of actions in HRC with consideration for cooperation efficiency and naturalness. Due to the lack of human behavior understanding, action-based HRC was still at the imitating level and lacked goal/execution motivation interpretations. Therefore, action-based HRC had a low-level cognition requirement towards robots and could not support an intuitive cooperation.

For interaction-based HRC, which started from action-understanding-based movement imitation [85][86], a robot was required to learn from human demonstrations, understand human movements and develop its own movements. To improve the understanding of human movements, robots were provided with various informative motion data such as human action trajectories [87], hand/body poses [88], and bio-signals [89]. To further improve robots’ cooperation performance, robots were trained to explore the mutual influence between a human and his/her surrounding environment [90][91][92][93][94]. Overall, interaction-based HRC improved the cooperation from the naïve predefinition stage to the current intuitive interaction stage. Robot understanding toward human behaviors was improved by using various informative data and considering multiple influential factors from environments. With a comprehensive understanding, a robot was closely associated with a human by correctly identifying the cooperation requests and appropriately providing the assistance.

For engagement-based HRC, individual-level factors, such as individual attentions [95][96], personalities [97][98], emotions [99][100] and safety factors [83][101], were considered by robots in the cooperation. With the engagement-based HRC method, robot cognition was further improved by adapting various individuals. This method is widely used in present-day HRC research. Given the cognition requirements towards robots in HRC, a natural and efficient cooperation manner such as NLC is in urgent need.

1.4. Systematic overview of NLC research

With cross-disciplinary technique supports, NLC has been developed from low-cognition-level symbol matching control, such as using “yes/no” for controlling robotic execution, to high-cognition-level task understanding, such as “go straight and turn left at the second cross”.

As a result of NLC research, a substantial number of projects were launched, including “collaborative research:
2. Typical systems

As a human-robot-combined decision-making method, the NLC is widely implemented in various robotic systems. According to robot cognition level during the cooperation, NLC-based robotic systems are categorized into four main types: *NL-based control*, where only the NL-format control symbols are given and comprehensive instruction understanding is not involved; *NL-based robot training*, where comprehensive instruction understanding is required and intuitive task execution is not conducted; *human-guided task execution*, where comprehensive understanding of human instructions, practical situation conditions and human intentions are required, and intuitive task execution is conducted; and *NL-based social companion*, where the understanding of social norms is required in addition to the NL-based execution conducting. Summary of the typical NLC systems is shown in Table 1.
This review systematically introduced the NLC implementations, covering topics such as the motivations of the NLC research, typical NLC systems, typical NLC methods, and emerging trends. The typical NLC systems were summarized emphatically by categorizing NLC into four categories, including NL-based control, NL-based robot training, NL-based task execution, and NL-based social companion. In each of the categories, the typical application scenarios, knowledge manners/formats, advantages and disadvantages were summarized.

Table 1. Comparison analysis for typical NLC systems

| NLC systems                | Application scenarios                                                                 | Robot cognition level | Human-robot role assignments | Human involvements          | Robot involvements          |
|----------------------------|--------------------------------------------------------------------------------------|-----------------------|-----------------------------|----------------------------|----------------------------|
| NL-based control           | action selection, manipulation pose adjustment, navigation routine selection          | low                   | leader-follower             | all cognitive burden       | all physical burden        |
| NL-based robot training    | execution process explanation (assembly task process, navigation process), action/motion specification (object identification/grasping), human instruction disambiguation (industrial tasks, daily assistance), human-motion imitating | middle                | leader-follower             | maximal cognitive burden, minimal physical burden | minimal cognitive burden, maximal physical burden |
| NL-based task execution    | assembly in dynamic environments with various users, navigation in unstructured environments, heavy object delivering | high                  | cooperator-cooperator, leader-follower | partial cognitive/physical burden | partial cognitive/physical burden |
| NL-based social cooperation| restaurant reception, social distance maintenance, body language learning during speaking, human-like object manipulation | highest               | cooperator-cooperator       | partial cognitive/physical burden | partial cognitive/physical burden |

3. NL-based control

To set human hands free for other tasks and reduce human’s physical burden, NL was initially used to replace physical control means, such as joysticks and remote controllers, which required the use of human hands [33]. During the control, NL played a role as information-delivering media, which contains the human-desired robot executions,
shown in Fig. 6. A human user mainly made decisions in the control process, while a robot was controlled by detecting and following the controlling commands in human NL requests. From a burden-assessment perspective, during the whole cooperation process, the human mainly took the cognitive burdens, while the robot mainly took the physical burdens.

3.1. Typical robotic systems

**Control using symbolic words.** The idea of using human NL for robot control was proposed at the year 1992. NL was initially used in robot teleoperation [118], in which the correct robot actions were selected by a human to guide it to a desired destination. The system in paper [119] used NL instructions to plan task-execution procedures for a robot. The NL-based control for execution procedure planning was a word-to-action mapping process, which was discrete and the word-action associations were predefined in the robot’s database. In this process, a human was restricted to give symbolic and simple NL commands to a robot. The robot needed to accurately detect the symbolic words in human speech and then associate them with the predefined actions or action sequences. Typical NLC systems using symbolic word control include manipulation control [119][120], motion trajectory control [121][122], navigation location & behavior control [88][123]etc. These works addressed the challenges in speech recognition, word disambiguation and word-action mapping. NL-based control was used to specify the detailed action-related parameters such as action direction, movement amplitude, motion speed, force intensity, and hand pose status. The NL-based control for action specification was the word-to-value mapping process, which was continuous and its value ranges were predefined in robots’ database. During the development of NL-based control, the mapping rules such as fuzzy [124]/strict [118] mappings were designed.

**Control using semantic correlations.** To further improve the robustness of NL-based control during HRC, semantic correlations among the controlling symbols were explored by analyzing the linguistic structures of the NL commands. Controlling symbols include different types of actions, hand poses, objects etc. By exploring the semantic correlations, such as “grasp-cup” and “go-To-left” among these symbols [125], human commonsense was initially involved in robot control process, increasing the naturalness of the robot executions in scenarios such as navigations and manipulations. Moreover, the execution flexibility of a robot was also improved by extracting the general cooperation patterns such as “grasp(object)” [119][126] and “goTo(Location)” [2][127], improving robots’ adaptability towards instruction variety.

**Control using logic structures.** Even though semantic correlation improved the flexibility of NL-execution mapping, the control performances in dynamic situations was still limited due to the ignorance of control logics among these semantic correlations. The logic ignorance made a robot incapable of adjusting itself to environmental changes and incapable of intuitively reasoning about the execution plans. For example, the NL instruction “fill the cup with water, deliver it to human” includes logics “search cup, then use water pot, last deliver cup”. The ignorance of the logics in the controlling process will lead to the wrong executions such as “use water pot, then search cup” or will restrict the correct executions such as “deliver cup, then use water pot” in dynamic environments, which will cause the removing/adding execution steps. To solve this problem, the logic correlations, including temporal logic, spatial logic and ontology logic among the controlling symbols, were explored to enhance the adaptability of the NL-based
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control method. Typical robotic systems using logic to facilitate robot control include modifying robot movement trajectory in different situations [127][131], designing robot manipulation post according to fuzzy action type/speed requirements [88][124], serving meals by considering “foodType=vesselShape” relations [130][132], and assembling industrial parts by considering the spatial matching relations [129][133] etc.

**Control using environmental conditions.** Besides the logic relations among the control commands, it is necessary to consider environmental conditions for a practical NL-based control in real-world situations. The balance among human commands, robot knowledge and environment conditions should be made for an intuitive NLC. With the NLC systems, typical applications that consider practical environment conditions include grasping with considering constraints in safety, temporal relations and human preferences [58][134], navigating by considering location/building matching [20][135], serving food with consideration of user locations [136], food vessel shapes and path conditions [119] etc. In these systems, if NL commands and robot knowledge were supported by real world conditions, NLC tasks are highly likely to be successful, or NLC tasks are likely to fail.

3.2 Open problems

For the NL-based robot control, a human interacted with a robot in a verbal manner. Simple NL control commands were given separately, or in a hybrid manner where the NL commands were combined with visual/haptic cues. A human was the only information source, guiding the whole control process. A robot was designed to simply map the human NL commands to the knowledge structure in robot databases, or to the real-world conditions perceived by robots’ sensors. With physical/mental work assignments for robots and humans, current efforts in NL-based control focus on improving control accuracy, decreasing humans’ cognition burdens and increasing a robot’s cognition burdens. However, the cognition burden of humans in NL-based control was still at a high level and robot cognition was still at a low level. A human user was required to lead the cooperation and the robot was required to follow the human with an understanding of control commands. The big cognition-level difference between a human and a robot restrained the intuitiveness and naturalness of the current NLC systems in the cooperation. Summary of NL-based control systems is shown in Table 2.

**Table 2. Summary of NL-based control systems**

| Knowledge-providing manner | Control using symbolic words | Control using semantic correlations | Control using logic structures | Control using environment conditions |
|----------------------------|------------------------------|-----------------------------------|---------------------------------|-------------------------------------|
|                             | predefined                   | predefined                        | predefined                      | predefined + sensing                 |
| Knowledge format            | symbolic words ’yes, no, go, stop” | linguistic structure | control logic formulas | verbal commands + real-world conditions |
| Typical applications        | object manipulation, motion trajectory control, navigation control | grasping, navigation | sequential action control, trajectory modification, hand-pose selection, object recommendation, assembly | safety concerns in grasping, human-preferred temporal action sequence, precise navigation, user-centered meal service |
| Advantages                  | concise, accurate            | flexible                          | flexible, adaptable             | flexible, adaptable, consider real-world conditions |
| Disadvantages               | inflexible, unnatural, limited adaptability | unnatural, limited adaptability on dynamic situations | implicit, unsafe/risky by ignoring real-world conditions | not natural and intelligent for lacking a meaningful interpretation |
| Typical references          | [120][121][122]              | [125][136][127]                  | [129][130][131]                | [134][135][136]                    |

4. NL-based robot training

To support a robot in complex task planning and intuitive decision making, NL was used to train robots for task executions with a spoken/written manner. During the training, knowledge was transferred from robot/human experts to targeted robots, shown in Fig. 7. With consideration of robot physical capabilities such as force/strength/physical structure/speed, human preferences such as motion/emotion, and real-world conditions such as object availability/distribution/location, executable knowledge was specified for a robot. With the executable knowledge, robots’ capabilities in task understanding, environment interpretation and human-request reasoning are improved. Different from NL-based control, where a robot was not involving in advanced reasoning, in NL-based robot training, robots were required to reason about human cooperation requests from NL instructions. According to the knowledge transferring manners, systems using NL-based robot training are mainly categorized into four types: training using
Typical robotic systems using NL-based robot training. (a) Training using human instructions. By describing the physical properties of the objects, the robot-related knowledge was transferred from a human to a robot, enabling the robot to recognize objects in the future [143]. (b) Training using human demonstrations. With a human’s physical demonstrations of actions, a robot learned to perform an action by imitating the motion patterns such as trajectory, action sequence, and motion speed. [150]. (c) Training using proactive robot querying. A robot proactively detected its missing knowledge and proactively ask human for knowledge support [40]. (d) Training using human feedbacks. During the execution process, a human proactively interfered with the execution and gives the timely feedbacks to improve a robot’s performances [153].

**Human instruction, training using human demonstration, training using human feedback and training using proactive robot querying.** In both the training using human instruction and human demonstration, robots passively learn from a human. The difference is that in instruction humans only orally describe and do not physically participate, while in demonstration, humans need to physically participate. In the training both using human feedback and proactive robot querying, robots proactively learn from a human. The difference is that in the training using human feedback a human decides what knowledge to learn, while in the training using robot querying a robot decides what knowledge to learn.

### 4.1. Typical robotic systems

**Training using human instruction.** Given that human NL instructions are informative and natural, robot training initially started with using NL instructions to define task execution methods [137]. In the early stage of instruction training, these instructions were used to perform low-level knowledge grounding, in which short NL expressions given by humans were mapped into separated knowledge entities in the real-world. With the NLC systems, typical applications include using the NL instructions to identify an object [132][138], object physical properties [139][140], and action associations [141][142]. Low-level knowledge grounding endowed robots with a shallow understanding of the motivations and logics in the instructed task-execution procedures due to which the knowledge was mapped from a database to the real world in a point-to-point manner. Instead of correlating the execution procedures to form a semantic network for comprehensive execution understanding, the knowledge correlations in the low-level knowledge grounding were mutually independent. As information/automation techniques improved, the low-level knowledge grounding method was then evolved into the high-level knowledge grounding method, in which complex NL expressions were grounded into hierarchical knowledge structures for motivation/logic understanding. With the hierarchical knowledge, the instruction-based training for sophisticated task execution was enabled. With the NLC systems, typical applications include using the NL instructions to describe daily common sense such as precise object manipulation [143][144], to describe spatial/temporal correlations for intuitive navigations [145][146], and to model human cognition for daily activity performing [147][148] . During the high-level knowledge grounding, human cognition processes on task planning and performing were modeled. The advantage of the training using human NL instructions is that robots’ reasoning mechanisms during NLC is initially developed; the disadvantage is that the learned execution methods are still abstract in that the sensor-value-level specifications for the NL commands are
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lacking, limiting the knowledge implementations in real-world situations.

Training using human demonstration. To improve robot training in practical perceiving and acting, a human demonstration method was developed to train a robot in real task-execution situations. With training in a human-demonstration manner, theoretical knowledge such as actions, action sequences and object weight/shape/color was associated with sensor data and data patterns. This theory-practice association enabled a straightforward, sensor-data-based interpretation towards the abstract task-related knowledge, improving robots’ understanding and cooperation by practically implementing the learned knowledge. A general demonstration process was that a human physically performs a task and meanwhile orally explained the execution intuitions for a robot. The robot was expected to associate the NL-extracted knowledge with sensor data to specify the task executions. With the NLC systems, typical applications using the demonstration-based robot training method include: learning object-manipulation methods by associating human NL expressions with sensor data such as touching force values, object color/shape/size and visual trajectory [144][149]; learning human-like gestures by associating human hand gesture with speech context [150][151]; learning object functional usages by simultaneously considering human voice behaviors, motion behaviors and environment conditions [147]; learning abstract interpretations of environmental conditions by combining human operations, human NL explanations, and the corresponding sensor data patterns [21][151]; adapting new situations by replacing NL-instructed knowledge with real-world-available knowledge [36][152] etc. Human demonstration enabled a robot with a practical understanding of real-world task executions. Compared with robot training using instructions, robot training using demonstrations specified the abstract theoretical knowledge with the real-world, making the learned knowledge executable in real-world situations. However, robots’ reasoning capability was not largely improved since demonstration-based training was actually a sensor-data-level imitation of human behaviors and ignored the “unobservable human behaviors” such as human’s subjective interpretation towards real-world conditions, human’s philosophy in execution and human’s cognitive process in decision making.

Training using human feedback. To improve robots’ reasoning capability in NLC, human NL feedback was used to directly tell the robots “the unobservable human behaviors”. With human NL feedback, robot behaviors in cooperation were logically modified by adding/removing some operation steps [40][96][153] or subjectively emphasizing on executions [154][155][156]. With the NLC systems, typical applications include: indicating the human-desired locations/objects with NL instructions during HRC [153]; assessing robot execution performances and correcting robots’ undesired manipulation behaviors such as hand poses and object selections by using real-time NL instructions [96]; analyzing robots’ execution failures and helping a robot to learn from failures with NL conversations [40]; and emphasizing/ignoring robot behaviors in complex task execution by subjective NL rewards and punishments such as “joy, anger” [155]. Compared with training using human demonstrations, training using human feedback proactively and explicitly indicated a robot with operation logics and decision-making mechanisms, enabling better robot understanding towards human cognitive process in cooperation. Based on both human cognition understanding and environment perceiving, robots’ surrounding environments in NLC were interpreted as a human-centered situation. In this human-centered situation, task cooperation was interpreted in a human perspective, improving robots’ reasoning capability in cooperating with a human. However, the feedback-based learning required frequent human involvements, imposing a heavy cognition burden on a human. Moreover, the knowledge learned by human feedback was given by a human without considering the robot’s actual knowledge needs, limiting robots’ adaptation to new environments where robots’ knowledge shortage was waiting to be compensated for successful NLC.

Training using proactive querying. To solve the new situation adaptation problem for further improving a robot’s reasoning ability, a proactive-querying method was developed for robot training. In the querying process, a robot used NL to proactively query humans about its missing knowledge about human-intention disambiguation, environment interpretations, and knowledge-to-world mapping. After the training, a robot was endowed with a more targeted knowledge to adapt the previously-encountered situations, thereby improving a robot’s environment adaptability. With the NLC systems, typical applications using querying-based training include: asking for cognitive decisions on trajectory/action/pose selections in tasks such as “human-robot jointly carrying a bulky bumper” [157]; asking for knowledge disambiguation of human commands such as confirming the human-attended object “the blue cup” [158]; asking for human physical assistances to deliver a missing objects or to execute robot-incapable actions such as “deliver a table leg for a robot” [40]; asking for additional information such as “the object is yellow and rectangle” from a human to assisting robots’ perceiving [153][159] etc. Compared with the training using human instructions, demonstrations and feedback, in which a robot was trained passively, in the querying method a robot was trained proactively and knowledge was more situation-specific. Robots were endowed with an advanced self-improving capability. Supported by a never-ending mechanism, robot performances in NLC were improved in the long term by
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4.2. Open problems

During the development of training methods starting from instruction training to querying training, human cognition burden was gradually decreased and robot cognition level was gradually improved. Robot trainings using the above-mentioned methods are suffering the shortcomings of robot knowledge scalability and adaptability. The knowledge scalability problem is caused by limited knowledge from limited information sources such as available humans/robots experts. The robot knowledge is hard to be largely scaled up with an economic manner. Knowledge adaptability problems are caused by the current shallow cognition models. It is hard for a robot to adapt to a specific user/situation and meanwhile adapt to the general types of users/situations. The potential solutions for the knowledge scalability problem and adaptability problem will be discussed in section 8.3 and 8.4. A summary of NL-based robot training systems is shown in Table 3.

| Knowledge transferring manner | Training using human instruction | Training using human demonstration | Training using human feedbacks | Training using proactive query |
|-------------------------------|----------------------------------|-----------------------------------|-------------------------------|--------------------------------|
| Knowledge format              | human oral descriptions          | human physical demonstration      | human verb/physical interference | robot verbal querying          |
| Human involvement             | instructor                       | speech, motion                   | speech, motion                | speech                         |
| Robot involvements            | follower                         | leader                           | assistant                     | leader                         |
| Typical applications          | object recognition methods,      | NL-features (force/color/size/visual) association, human-like gesture learning, motion-based object usage learning, environment condition interpretation, abstract human plan execution | human-preferred execution learning, human-like manipulation learning, robot learns from failures | human-in-the-loop decision making, human physical assistance, human intention disambiguation, human-robot knowledge transferring |
| Advantages                     | completed property/process       | make abstract and ambiguous NL instructions explicit and machine-executable. | human preference consideration, initial human-like cognitive process modeling | robot get knowledge in need, relatively strong environment adaptability |
| Disadvantages                  | ignoring practical environment conditions, limited user/environment adaptability | weak reasoning ability           | frequently bother human, heavy human cognitive burden | frequently bother human, heavy human cognitive burden |
| Typical references            | [139][140][141]                  | [36][151][152]                   | [154][155][156]               | [157][158][159]               |

5. NL-based task execution

Different from NL-based robot training systems, in which human NL was helping a robot with its task understanding, in NL-based robot task execution systems, human NL was helping a robot with its task execution. In NL-based training, a robot created a structure-completed and execution-specified knowledge representation. But in NL-based task execution, including understanding the task, the robot was also required to interpret the surrounding environments, predict human intentions, and make optimal decisions satisfying the constraints from the environment, the task execution method and the human requirements. Typical robotic systems using NL-based task execution are shown in Fig. 8. Given that the reasoning was strictly requested in NL-based task execution, robots’ cognition levels in NL-based task execution were higher than that in NL-based robot training. With respect to whom is leading the execution, systems of NL-based execution are categorized into human-centered task execution, in which a human is mentally leading the task executions and a robot is providing appropriate assistances for facilitating human executions, and robot-centered task execution, where a robot is mentally leading the task executions and the human is providing oral reminders or physical assistances for facilitating robot executions.
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5.1. Typical robotic systems

**Human-centered task execution.** Given the technology limitations in perceiving, reasoning and acting, a robot is still not fully automatized and human intelligence is still necessary in HRC. To integrate human mental intelligence and robot physical execution, NL-based execution systems were designed to be human-centered. NL expressions in task execution deliver information such as explanation of human’s cooperation requests, descriptions of human’s execution plans and indications of human’s urgent needs. With this information, a robot provides appropriate assistances timely. With NLC systems, typical applications using human-centered executions include performing tasks such as “table assembly”, during which the human sets up task goal (assembly a specific part), makes plans (action steps, pose and tool usages) and partially executes tasks (assemble the parts together), and the robot provides human-desired assistances (tool delivery, part delivery, part holding) [162][163]. During the cooperation, human took both cognitive and physical responsibilities, and the robot took partial physical responsibilities. Comprehensive human-centered execution was developed so that a human was only burdened with cognitive responsibilities such as explaining the navigation routine [164][165], describing the needed objects and location/pose [66][166] and guiding the fine/rough processing [5][167]. Correspondingly, a robot took on only physical responsibilities such as grasping/transfering the fragile/heavy objects [168][169]. Both the human and the robot performed independent sub-tasks by considering the same high-level task goal. The robot received less instructions for its tasks and meanwhile was expected to monitor human’s task processes so that the robot provided appropriate assistances when the human required it. This cooperation proposed a relatively-high standard towards robot cognition on providing appropriate assistances at the right location/time. Overall, in human-centered NL-based task execution, the human was leading the execution at the cognition level, and a robot provided the appropriate assistance for saving the human’s time and energy, thereby enhancing the human’s physical capability.

**Robot-centered task execution.** To further improve the cooperation intuitiveness and decrease human’s mental/physical burdens, systems using robot-centered task execution were developed. Different from human-centered systems in which a human mainly took the cognitive/physical burdens and a robot gave human-needed assistances to facilitate human execution, in robot-centered systems, a robot mainly took the cognitive/physical burdens, and a human gives robot-needed assistance physically to facilitate the robot execution. NL expressions in the robot-centered systems were used for a robot to ask for assistances from a human. With the NLC systems, typical applications using robot-centered task execution include: robot lead industrial assembly, in which a human enhanced robot physical capability by providing robot with physical assistances such as grasping [170] and fetching [171]; robot executed tasks such as heavy object moving and elderly navigation in unstructured outdoor environments, in which a human analyzed and conquered the environment limitations such as objects/space availability [22][172][173][174]. Compared with robots in human-centered execution, where a robot was required to comprehensively understand human behaviors, robots in robot-centered applications were required to comprehensively understand the limitations on robot knowledge, real-world conditions, both humans’ and robots’ physical capabilities etc. The advantage was that the human was less involved and his/her hands/mind were partially set free.
5.2. Open problems

An open problem for human-centered task execution is that the human’s cognition burden is relatively heavy. Even though a robot become more autonomous to prove timely assistances, a human is still leading the NLC mentally/physically. An open problem for robot-centered task execution is that robot-centered applications set a high standard towards the robot capability on situation analyzing, plan making, assistance asking, and knowledge updating. While these robot capabilities are still immature [175]. Therefore, a NLC-based system involving human cognitive process modeling, intelligent robot decision-making, autonomous robotic task-execution, and human/robot physical capability consideration is in urgent need. Summary of NLC-based task execution systems is shown in Table 4.

| Table 4. Summary of the NL-based task execution systems |
|--------------------------------------------------------|
| **Activity recognition** | **Human-centered task execution** | **Robot-centered task execution** |
| **Human involvements** | robot, high | human, high |
| **Human’s job** | cognitive burden | physical burden |
| **Robot’s job** | physical burden | cognitive burden |
| **Human involvement** | leader | assistant |
| **Robot involvements** | assistant | leader |
| **Typical applications** | assembly, object grasping | daily assistance, industrial assembly, outdoor navigation, heavy object delivering |
| **Advantages** | accurately assistance | strong environment adaptation |
| **Disadvantages** | heavy cognitive burdens on human, high requirements on robot’ reasoning capability on recognizing human activity and detecting human needs | human cognitive burden, human disturbance |
| **Typical references** | [167][168][169] | [172][173][174] |

6. NL-based social cooperation

To make NLC natural and intuitive, NL-based social cooperation was developed by involving human’s social behaviors such as social speeches and social motions in NLC. Different from NL-based task execution systems, which focused on objective task information such as task goals and task execution procedures, NL-based social cooperation systems focused on subjective social norms such as social speech or motion behaviors, shown in Fig. 9. With social norms, robots were naturally integrated with a human in NLC and, meanwhile, robots’ social acceptances were increased. According to social norm types, robotic systems using NL-based social cooperation are categorized into social communication in which social NL expressions are used for facilitating communication, and social execution in which social NL expressions are used for facilitating execution.

6.1. Typical robotic systems

**NL-based social communication.** In a natural and intuitive NLC, robot-human communication needs to be both information-correct and social-norm appropriate. Capturing social norms from humans’ NL expressions was helpful in certain aspects such as detecting human preferences in cooperation, specifying cooperation roles such as “leader, follower, cooperator”, and increasing social acceptance. NL in social communications served as an information source, from which both the objective execution methods and the subjective human preferences were extracted. With the NLC systems, typical applications using NL-based social communication include: a receptionist robot increased its social acceptance in conference arrangements by using social dialogs with pleasant prosodic contours [180]; cooperative machine operations used social descriptions considering human action preferences [181][182]; health-caregiving robots searched and delivered objects by considering user speech confidences, user safety and user roles such as “primary user, bystander” [183]; adapted unfamiliar users by using NL expressions with fuzzy emotion statuses such as “fuzzy happiness/sadness/anger” [184]; modeled social NL communications in NLC by defining human-robot relations such as “love”, “friendship” and “marriage” [185]; designed robotic companion by using friendly NL conversation [67][186][187] etc.

**NL-based social execution.** In a natural and intuitive NLC, the communication and the execution need to be socially appropriate. To introduce social execution norms into NLC, NL-based social execution systems were designed. NL was used to indicate socially-preferred executions for robots, enhancing robots’ understanding of social motivations behind task executions and further making robot executions socially-acceptable. With the NLC systems,
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typical applications using NL-based social executions include: a navigation robot autonomously modified its motion behaviors (stop, slower, faster) by considering human density (crowded, dense) with the reminding of human NL instructions (“go ahead to move”; “stop”) [188]; a companion robot moved its head towards the human speaker according to human’s NL tunes [189]; a storytelling robot depicted stories by mapping NL expressions with human’s body motion behaviors to catch humans’ attention [178][190].

NL-based social communication and NL-based social execution focused on two different aspects of NLC. To develop socially intuitive NLC systems, the two aspects need to be focused on simultaneously.

6.2. Open problems
Social norms in both communications and executions are hard to model. First, social norms are implicit. It is challenging to summarize social norms from human behaviors. Second, social norms vary. Different regions, countries, cultures, races and personalities form different social norms. A social-norm model that considers the above influential factors is challenging to create because the representative norms are difficult to extract. Last, social norms are currently non-evaluable. It is challenging to assess the correctness of social norms because there are no clear standards to judge the correctness of social norms, and different persons have different levels of social behavior acceptance/tolerance degree. Summary of NL-based social cooperation systems is shown in Table 5.

Table 5. Summary of NL-based social cooperation systems

| Knowledge transferring manner | NL-based social communication | NL-based social execution |
|-------------------------------|-------------------------------|----------------------------|
| Knowledge format              | verbal                        | physical                   |
| Human involvement             | both cognitive & physical burdens | both cognitive & physical burdens |
| Robot involvements            | both cognitive & physical burdens | both cognitive & physical burdens |
| Typical applications          | restaurant receptionist, health caregiving, industrial cooperation, human cooperation | social distance maintenance, body language learning in storytelling, social behavior-supported object carriage, object manipulation using social expressions |
| Advantages                    | more social acceptance, individualized | understand/respect human’s social preferences, understand/respect human expectations |
| Disadvantages                 | hard to model user-specific social expressions | hard to model user-specific social execution manners, |
| Typical references            | [181][182][183] | [188][189][190] |
Fig. 10. Main steps for realizing NLC. The input for a NLC method is the human NL request, the output is the HRC [191]. In the NLC implementation process, there are mainly three steps, including NL understanding in which the task-related knowledge is extracted from the human NL requests, knowledge representation in which the extracted knowledge is organized in an algorithm structure, and knowledge-world mapping where theoretical knowledge is grounded into real-world situations.

7. Methods for realizing NLC

Developing NLC systems are suffering from three main challenges. First, it is challenging to comprehend human NL instructions. Understanding NL instructions is not about precise speech recognition, but instead precise semantic analysis, by which the meaning, logic and human cognitive process embedded in NL are extracted. Second, it is challenging to represent robots’ understanding to support robots’ decision-making in NLC. The representation of a robot’s understanding is expected to include the task-related knowledge contents and knowledge implementation manners. With the representations, a robot is able to measure the applicability of its knowledge in a situation and decide the correct contents and manners of using its knowledge. Third, it is challenging to accurately map a robot’s knowledge into real-world situations. In the mapping process, the theoretical items in knowledge databases are expected to be associated with the corresponding practical objects or relations in the real world, and the incomplete/real-world-inconsistent knowledge is expected to be autonomously corrected.

To address these three challenges, three types of research were conducted: NL understanding, knowledge representation, and knowledge-world mapping. With the NL understanding research, human verbal instructions were processed and the task-related knowledge, such as task goal, execution steps, and the execution parameters “speed, tools, locations, human requirements” were extracted to perform a comprehensive semantic analysis [5][172][192]. With the knowledge representation research, task knowledge was constructed by algorithms such as Bayesian Network [91][193], Support Vector Machine (SVM) [194][195], and Hidden Markov Model (HMM) [118][196]. By using these algorithm structures, the knowledge was capable of supporting robot decision making with various logic/semantic/spatial/temporal manners. With the knowledge-world mapping research, the theoretical information patterns were grounded into real-world situations correctly, and the incomplete/inconsistent knowledge gaps were filled to ensure the success of NLC. In theoretical knowledge grounding, the grounding methods aimed to explore the semantic correlations among the theoretical knowledge and the real-world by associating the temporal/spatial/visual/physical features [197][198]. In the gap filling, the methods aimed to detect the missing knowledge, which was needed in real-world situations but ignored in theoretical knowledge representations, and the inconsistent knowledge, which was instructed by a human but was not available in the real world [58][199][200]. The complete NLC realization process by using the above-mentioned researches is shown in Fig. 10.

8. Emerging trends

NLC has been developed to improve the effectiveness and naturalness of HRC. Due to the limitations of NLC-related techniques such as NLP, machine learning and robot design, NLC performances in dealing with complex tasks, various users, and dynamic/unstructured environments still needs to be improved. Based on our comprehensive review, the future trends for future NLC research are summarized as follows.

8.1. NLP’s contributions to NLC

Comprehensively, NLP is undergoing a deep-neural-network revolution to create sophisticated computational semantic models, including the word embedding method for comprehensive meaning modeling by adding in extra
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meanings such as “cats and dogs are animals” in data preparation stages [201], sequence-to-sequence language understanding/translation by sequentially outputting the meaning-modeling results based on the previous semantic context [202], attention-based NL understanding in which the relatively important words/expressions are valued by increasing the weights of the important expressions and decreasing the weights of the unimportant expressions [203], unsupervised long-term meaning modeling [204] etc.

With the advantages brought by the NLP revolution, NLC is correspondingly benefited in areas including: complex cooperation request understanding by adding task-specific knowledge such as manufacturing common sense; daily assistance common sense and caregiving common sense into the input NL data; real-time and context-aware task execution by aligning NL expressions with knowledge related to tasks, robots, environments, and humans; human-desired execution priority analysis by analyzing human’s verbal focuses in communication; self-improving of robot understanding ability during task executions.

8.2. HRC’s contributions to NLC

The current HRC research has two trends: generalization and specification. In the generalization trend, a robot is endowed with broad commonsense knowledge to support the general NLC under various situations [33][94][205]. Massive commonsense is essentially the general principle during typical task executions. The objective of generalization is to make a robot adapt to a wide range of tasks/situations/users. To effectively summarize the representative features shared by various NLC scenarios, effective feature learning methods and accurate knowledge-world mapping models are required. Developing these methods could be a future direction of NLC research. In the specification trend, a robot is endowed with delicate knowledge to support the specific types of HRC [206][207]. The delicate knowledge provides execution details for practical robot execution. The objective is to endow a robot with high professionality on specific tasks in specific environmental conditions with specific users. It is critical for a robot to have a broad and delicate knowledge for intuitive NLC.

Both trends are suffering from challenges. For the generalization trend, NLC emphasizes general situation adaptation by extracting the common-sharing knowledge in various scenarios and ignoring the unique knowledge in individual scenarios. Caused by the unique-knowledge ignorance, general NLC methods are relatively simple, being challenged by cold-start phenomenon, which refers the knowledge not being learned in the training stage and causing execution failures in the implementation stage [208]. For the specification trend, limited by the knowledge coverage range, the robot-capable task types are within a narrow range. A robot, which is expected to execute a specific type of task with high professionality, is incapable of executing a wide range of tasks due to intrinsic mental/physical contradictions between being specific and being general [209].

NL is informative, containing the general execution knowledge such as a typical execution method, and the specific knowledge such as a user’s emotions, preferences and personalities. HRC using NL is a useful way to balance the generation and specification trends in robotic research. During NLC, NL transfers the general knowledge and emphasizes the specific knowledge in the cooperation process. A future trend of NLC could be using advanced NLP techniques to realize the mutual compensation between the robot generalization and specification.

8.3. Robot knowledge scalability

Scaling up robot knowledge for supporting robot decision making is a critical issue. On one hand, to understand human NL instructions, represent cooperation tasks, or fill up the knowledge gaps, the effective knowledge scaling-up capability is needed to accurately learn a large amount of knowledge. On the other hand, the time/labor cost are expected to be reduced. Currently, the knowledge-scaling-up research goes in two directions: existed-knowledge exploitation, and new-knowledge exploration. In existed-knowledge exploitation, the abstract meanings of existed knowledge are summarized at a high level to increase the knowledge interchangeability, making one type of knowledge useful in other similar scenarios. The new-knowledge exploration includes: human-based methods, which query humans for new knowledge, and the big-data-based method, which is an automatic and low-cost information retrieval method that extracts knowledge from information sources such as the World Wide Web [205], books [210], machine operation log files [211], and videos [212]. Given the new techniques in computer science and neuro science, there is still a need to develop efficient, low-cost and large-scale knowledge scaling-up methods.

8.4. Enhancing robot adaptability

Weak robot adaptability is typically caused by failures in execution importance modeling, based on which the execution priority is made, and execution interchangeability modeling, based on which the execution flexibility is made. To increase robot adaptability, new research was launched to model the human cognition process [213][214], which aims to explore humans’ decision-making mechanism for modeling robot execution priority and flexibility.
For execution priority, not all the executions are essential for the execution success. For example, in the task “assembly”, the procedure “clean the place” is much less important than the procedure “install the screw”. For interchangeability, a tool request “deliver me a brush” does not necessarily mean the involvement of a specific tool “brush”, but instead means a practical purpose “cleaning the surface” [15]. By knowing these meanings, the cooperation plans are flexibly changed by ignoring the trivial execution procedures and focusing on the important procedures, and replacing the unavailable tools with the other available similar-function tools. Current methods focus on exploring object affordances (object-action correlation) [215], and lacking the in-depth interpretations of task cooperation. In the future, NLC research could be methods that interpret robot executions from a human perspective, improving robot adaptability in unstructured environments and unfamiliar human users.

8.5. Learning from failures

Execution failure causes unnatural task execution or even task failures. The learning-from-failure mechanism has been implemented in computer science for algorithm efficiency improvement [216] and in material science for new material discovery [217]. By exploring information in failure experiences, robots’ performance in task execution is improved by avoiding similar failures in the future. In NLC, learning from failure is involved in a definition-based manner [40], in which the failure is analyzed by comparing the available knowledge with the defined knowledge, lacking the analysis of failure causes and recovery mechanism. Therefore, in NLC, learning from failure is also a promising research direction. From our perspective, the potential research problems could be in-depth failure cause analysis, concise NL failure explaining to a human, proactive knowledge updating methods for recovering from the failures, etc.

9. Conclusion

This review summarized the state-of-the-art robotic systems for using natural language (NL) to facilitate human-robot cooperation (HRC), thereby providing a summary and comparisons of the natural-language-facilitated human-robot cooperation (NLC) systems. Regarding the robot-cognition levels, NLC systems were categorized into four types: NL-based control, NL-based robot training, NL-based task execution, and NL-based social companion. Based on our perspective and comprehensive paper review, the current emerging trends of NLC research were discussed, providing helpful information for the future of NLC research.
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