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ABSTRACT
We propose a Bayesian elastic net that uses empirical likelihood and develop an efficient tuning of Hamiltonian Monte Carlo for posterior sampling. The proposed model relaxes the assumptions on the identity of the error distribution, performs well when the variables are highly correlated, and enables more straightforward inference by providing posterior distributions of the regression coefficients. The Hamiltonian Monte Carlo method implemented in Bayesian empirical likelihood overcomes the challenges that the posterior distribution lacks a closed analytic form and its domain is nonconvex. We develop the leapfrog parameter tuning algorithm for Bayesian empirical likelihood. We also show that the posterior distributions of the regression coefficients are asymptotically normal. Simulation studies and real data analysis demonstrate the advantages of the proposed method in prediction accuracy.
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1. Introduction

Regularization methods have been introduced to a linear model to improve the prediction accuracy and interpretability by introducing a penalty term to the least squares criterion; lasso that implements $l_1$ penalty [1], ridge that adds $l_2$ penalty [2], elastic net (EN) that introduces a combination of $l_1$ and $l_2$ penalties [3], and non-convex penalties [4,5]. It is known that EN shows better performances compared to the lasso while preserving a sparse variable selection property [3,6]. EN also identifies influential variables better than the lasso and has lower false positives than ridge regression [7].

The penalized regression approaches have an intuitive Bayesian counterpart stemming from introducing penalty terms in the form of priors. For instance, Bayesian lasso (BL) [8] uses a double-exponential prior, and Bayesian elastic net (BEN) [9] uses an informative prior that is a compromise between normal and Laplace priors. The non-convex penalties also have been implemented including spike-and-slab prior [10], horseshoe prior [11], and hyperlasso [12]. Motivated by Li and Lin [9], various BEN studies have been conducted including applications to gene-expression data [13], empirical BEN [14], and regressions [15–17].

The Bayesian approaches on regularization regression have several advantages. First, the Bayesian methods offer a natural interpretation of parameter uncertainty. For example,
the standard errors of our parameter of interest can be estimated as the posterior standard deviations because the Bayesian method provides the entire posterior distribution. Second, the Bayesian methods provide valid standard errors compared to the variances of the non-Bayesian penalized regressions estimated by the sandwich or bootstrap [18]. Third, the penalty parameters in the Bayesian methods can be estimated simultaneously with model parameters. When the non-Bayesian models have multiple penalty parameters, such as EN, multi-stage cross-validations are used to estimate the penalty terms. However, the sequential estimation of penalties may incur the over-shrinkage of parameters that leads to larger bias [9]. Lastly, the Bayesian penalized regression approaches show similar or better performances compared to the corresponding non-Bayesian approaches [9,18,19].

Owen [20,21] introduces empirical likelihood (EL), a nonparametric likelihood method to make inferences for statistical functionals. EL does not require an assumption that data follow a certain distribution while maintaining similar properties of a conventional likelihood method such as Wilk’s theorem and Bartlett correctability [21–23]. The EL approach has been applied to complex inferences, including general estimating equation [24], density estimation [25], area under the receiver operating characteristic curve [26], and data imputation [27]. We refer to Chen and Keilegom [28] for a review of EL methods on regression.

EL has extended to high dimensional data. Hjort et al. [29] and Chen et al. [30] show that the asymptotic normality of the EL ratio holds when the dimension of data grows. Tang and Leng [31] and Leng and Tang [32] propose the penalized EL and show that it has the oracle property [4,33]. Lahiri and Mukhopadhyay [34] propose the penalized EL for estimating population means when the dimension of data is larger than the number of observations. Chang et al. [35] also suggest implementing two penalty functions to penalized models and Lagrange multipliers.

Also, EL-based Bayesian methods have been developed. Lazar [36] replaces the likelihood function in Bayesian settings by EL and shows the validity of the resulting posterior distribution. In addition, Grendar and Judge [37] show that Bayesian empirical likelihood (BEL) is consistent under the misspecification of the model. BEL has been studied in various areas; the higher-order asymptotic and coverage properties of the posterior distribution for the population mean [38,39], the survey sampling [40], small area estimation [41], quantile regression [42], Bayesian computation [43], sampling method [44], and lasso and ridge regressions [45].

In this paper, we suggest a Bayesian approach for EN where the likelihood function is replaced by the profile EL of the linear model. We place a special prior distribution on the parameter of interest, which combines the $l_1$ and $l_2$ penalties leading to the EN approach. The proposed approach takes advantage of the interpretability and robustness of the results achieved by the Bayesian perspective and EL method, respectively. We implement the HMC sampling for BEL suggested by Chaudhuri et al. [44] and propose the leapfrog step size tuning algorithm based on the bisection method. The proposed algorithm enables more efficient sampling than hand-tuning or grid-searching HMC parameters. In addition, our method extends the BEL method for penalized regressions of Bedoui and Lazar [45] by proposing efficient HMC sampling rather than utilizing the tailored Metropolis-Hasting of Chib and Greenberg [46].

The outline of the remaining sections is as follows. In Section 2, we briefly describe the Bayesian linear model based on EL. In Section 3, we propose BEN based on EL and
discuss the HMC sampling implementations, along with variable selection procedures. In Section 4, we compare the proposed method with other penalized regression methods using various simulation studies. The air pollution data application is presented in Section 5. Section 6 contains the conclusion and future work.

2. Linear model based on empirical likelihood

We first outline how EL is implemented in a linear model. Let \( X = [x_1, \ldots, x_p] \) be a collection of independent \( p \) covariate vectors of size \( n \). We consider the linear model

\[
y_i = x_i^T \theta + \epsilon_i,
\]

where the error \( \epsilon_i \) is independent and identically distributed and follows an unknown distribution with mean zero and variance \( \sigma^2 \). The empirical likelihood function for \( \theta \) is defined as

\[
L_{EL}(\theta) = \sup_{w_i} \left\{ \prod_{i=1}^{n} n w_i \mid w_i \geq 0, \sum_{i=1}^{n} w_i = 1, \sum_{i=1}^{n} w_i x_i(y_i - x_i^T \theta) = 0 \right\}, \quad (1)
\]

and \( w = (w_1, \ldots, w_n)^T \) is the weights on the data points. The coefficients \( \theta \) can be estimated by maximizing equation (1) using the Lagrange multipliers. The profile empirical log-likelihood becomes

\[
l_{EL}(\theta) = -n \log(n) - \sum_{i=1}^{n} \log \left\{ 1 + \gamma^T x_i(y_i - x_i^T \theta) \right\},
\]

\[
\propto - \sum_{i=1}^{n} \log \left\{ 1 + \gamma^T x_i(y_i - x_i^T \theta) \right\}, \quad (2)
\]

where \( \gamma = \gamma(\theta) \) solves the equation

\[
\sum_{i=1}^{n} \frac{x_i(y_i - x_i^T \theta)}{1 + \gamma^T x_i(y_i - x_i^T \theta)} = 0.
\]

Here, numerical approaches such as the Newton-Raphson method can be used to find the Lagrange multipliers \( \gamma \) [47].

The regularization method can be implemented to EL for linear models in different ways. First, the penalty terms can be introduced in the model through the priors \( \pi(\theta) \propto p_n(\theta) \), where \( p_n \) is a penalty function. Second, Tang and Leng [31] introduce the penalty terms in EL \( l(\theta) \propto -\sum_{i=1}^{n} \log[1 + \gamma^T x_i(y_i - x_i^T \theta)] - n \sum_{j=1}^{p} p_n(\theta_j) \). In our study, the \( l_1 \) and \( l_2 \) penalties are introduced in the form of priors.
3. Bayesian elastic net based on empirical likelihood

EN uses both the $l_1$ and $l_2$ penalties for $p_t(\theta)[3]$. The EN estimator $\hat{\theta}_{EN}$ is defined as the minimizer of

$$L(\theta) = \frac{1}{2} \|y - X\theta\|_2^2 + \lambda_1 \|\theta\|_1 + \lambda_2 \|\theta\|_2^2,$$

where

$$\lambda_1, \lambda_2 \geq 0,$$

$\theta$ is a $p \times 1$ vector,

$$\|\theta\|_1 = \sum_{j=1}^{p} |\theta_j| \text{ and } \|\theta\|_2^2 = \sum_{j=1}^{p} \theta_j^2,$$

$y$ is a $n \times 1$ vector,

$X$ is a $n \times p$ matrix.

Here, $\lambda_1$ and $\lambda_2$ are $l_1$ and $l_2$ penalty parameters that control the amount of shrinkage. Without loss of generality, we assume that

$$\sum_{i=1}^{n} x_{ij} = 0, \sum_{i=1}^{n} y_i = 0, \sum_{i=1}^{n} x_{ij}^2 = 1 \text{ for } j = 1, \ldots, p.$$

Penalized linear regression models have their Bayesian counterpart models. The Bayesian penalized models introduce priors for $\theta$ where the hyperparameters are functions of the penalty terms. For example, from the form of the EN penalty term in (3), the EN regression parameters can be presented by the following prior

$$\pi(\theta) \propto \exp \left(-\lambda_1 \|\theta\|_1 - \lambda_2 \|\theta\|_2^2\right).$$

Li and Lin [9] propose the Bayesian counterpart of EN by placing normal and Laplace priors to $l_1$ and $l_2$ penalties, respectively. The penalty parameters $\lambda_1$ and $\lambda_2$ are introduced into the model in the form of hyperparameters.

The BEL approach for linear models replaces the likelihood with EL and places parameteric priors. Then, the posterior density of EN under the BEL approach $\pi(\theta | X, y)$ becomes

$$\pi(\theta | X, y) = \frac{L_{EL}(\theta) \pi(\theta)}{\int \left[ L_{EL}(\theta) \pi(\theta) \right] d\theta} \propto L_{EL}(\theta) \pi(\theta).$$

The hierarchical representation of the full model becomes

$$L_{EL}(\theta) \sim \exp \left(l_{EL}(\theta)\right),$$

$$\theta | \sigma^2 \sim \exp \left(-\frac{1}{2\sigma^2} \left[\lambda_1 \|\theta\|_1 + \lambda_2 \|\theta\|_2^2\right]\right),$$

$$\sigma^2 \sim IG(a, b).$$

where $L_{EL}(\theta)$ is the profile empirical likelihood for the linear model in (2), IG is an inverse gamma whose probability density function is $\frac{b^a}{\Gamma(a)} x^{-a-1} \exp(-\frac{b}{x})$, for $x > 0$, and $X$ and $y$
are omitted in $L_{EL}(\theta)$ for simplicity. We condition $\theta$ on $\sigma^2$ to guarantee the unimodality of the posterior distributions [8,9]. One can also choose a noninformative prior on $\sigma^2$ of the form of $1/\sigma^2$.

The prior of $\theta$ given $\sigma^2$ defined in (4) is a multiplication of normal and Laplace densities. Andrews and Mallows [48] show that the Laplace distribution can be represented as a scale mixture of normals with an exponential mixing density

$$\frac{a}{2}e^{-a|z|} = \int_0^\infty \frac{1}{\sqrt{2\pi s}}e^{-z^2/(2s)}\frac{a^2}{2}e^{-a^2s/2}ds, \ a > 0.$$  

Li and Lin [9] also showed that the prior defined in (4) can be presented as a scale mixture of normals with a truncated gamma mixing density. The hierarchical scheme in (4) becomes as follows

$$L_{EL}(\theta) \sim \exp(l_{EL}(\theta)),$$

$$\theta|\tau, \sigma^2 \sim \prod_{j=1}^p N\left(0, \left(\frac{\lambda^2}{\sigma^2 \tau_j} - 1\right)^{-1}\right),$$

$$\tau|\sigma^2 \sim \prod_{j=1}^p TG\left(1, \frac{\lambda_1^2}{8\lambda_2 \sigma^2}, (1, \infty)\right),$$

$$\sigma^2 \sim IG(a, b),$$  

(5)

where $\tau$ follows the truncated gamma distribution from 1 to $\infty$ with the shape parameter $1/2$ and the rate parameter $\lambda_1^2/\lambda_2 \sigma^2$. The full joint posterior density is as follows

$$\pi(\theta, \tau, \sigma^2|X, y) \propto L_{EL}(\theta) \times \prod_{j=1}^p \left(\frac{\lambda^2}{\sigma^2 \tau_j} - 1\right)^{1/2} \exp\left(-\frac{1}{2} \frac{\lambda^2}{\sigma^2 \tau_j} \theta_j^2\right)$$

$$\times \prod_{j=1}^p \left(\frac{\lambda_1^2}{8\lambda_2 \sigma^2}\right)^{1/2} \tau_j^{-1} \exp\left(-\tau_j \frac{\lambda_1^2}{8\lambda_2 \sigma^2}\right) I(\tau_j \in (1, \infty))$$

$$\times \left(\frac{1}{\sigma^2}\right)^{a+1} \exp\left(-\frac{b}{\sigma^2}\right).$$  

(6)

To sample from the posterior $\pi(\theta, \tau, \sigma^2|X, y)$, we draw from the following conditional distributions

(1) Sample $\theta$ from

$$L_{EL}(\theta) \exp\left(-\frac{\lambda^2}{2\sigma^2} \sum_{j=1}^p \frac{\tau_j}{\tau_j - 1} \theta_j^2\right).$$

(2) Sampling $\tau_j$ is equivalent to sampling $\tau_j - 1$ from

$$GIG\left(\nu = \frac{1}{2}, \psi = \frac{\lambda_1^2}{4\lambda_2 \sigma^2}, \chi = \frac{\lambda_2}{\sigma^2 \theta_j^2}\right) \text{ for } j = 1, \ldots, p.$$
(3) Sample $\sigma^2$ from

$$
\text{IG}
\left(a + p, \ b + \frac{1}{2} \sum_{j=1}^{p} \left[ \frac{\lambda_2}{\tau_j - 1} \theta_j^2 + \frac{\lambda_1^2}{4\lambda_2 \tau_j} \right]\right).
$$

Here, $\text{GIG}(\nu, \psi, \chi)$ is the generalized inverse Gaussian distribution with probability density function

$$
(\psi/\chi)^{\nu/2} x^{\nu-1} \exp\left\{-\frac{1}{2} (\chi x^{-1} + \psi x)\right\}
$$

for $x > 0$, where $K_\nu(\cdot)$ is the modified Bessel function of the third kind with order $\nu$. We use the rejection algorithm proposed by Hörmann and Leydold [49] to generate samples from the GIG distribution.

The posterior estimates of BEN based on EL estimates are consistent. As the sample size increases, the estimates converge to the true value of the parameter being estimated. The consistency of the estimators under the BEL framework has been proved for the quantile regression [42] and the penalized regression [45], and it can be easily extended to the proposed estimates.

### 3.1. Hamiltonian Monte Carlo sampling for Bayesian empirical likelihood

Implementing traditional sampling methods like Gibbs sampler and Metropolis-Hastings (MH) under the Bayesian empirical likelihood framework is a daunting task. First, the conditional distribution of $\theta$ has a non-closed form, which makes the implementation of the Gibbs sampler impossible. Second, implementing MH is suitable to sample from a distribution that lacks a closed form, but it may fail to achieve convergence. In addition, the nature of the posterior density support complicates the process of finding an efficient proposal density. The support of the posterior EL is nonconvex with many local optima where its surface is rigid. In these cases, the chain can be trapped in a region and not reach the global optimum. Therefore, it is challenging to find the proper proposal density that provides a high acceptance right with the appropriate location and dispersion parameters.

We use HMC [50] to sample $\theta$, inspired by Chaudhuri et al. [44]. Let $\theta$ be the current position vector and $m \sim N(0, M)$ be the momentum vector where $M$ is the dispersion matrix. The Hamiltonian is defined by the joint distribution of $\theta$ and $m$ that can be represented as the sum of potential energy $U(\theta)$ and kinetic energy $K(m)$,

$$
H(\theta, m) = U(\theta) + K(m)
$$

$$
= -\log\pi(\theta) + \frac{1}{2} m^T M^{-1} m
$$

The partial derivatives of Hamiltonian determine how the $\theta$ transits to a new state,

$$
\frac{d\theta}{dt} = \frac{\partial H}{\partial m}
$$

$$
\frac{dm}{dt} = -\frac{\partial H}{\partial \theta}.
$$

The Hamiltonian dynamics has reversible, invariant, and volume-preserving properties that enable MCMC updates [50]. The Hamiltonian equations are computed by discretizing the small time interval $\omega$. The leapfrog integrator is the most widely-used method to
implement HMC. First, given the current time $t$ and the position $\theta$, the momentum $m$ is independently drawn from $N(0, M)$. Then the position and the momentum at time $t + \omega$ are updated as follows

$$
\pi \left( t + \frac{1}{2} \omega \right) = \pi(t) - \frac{\omega}{2} \nabla_{\theta} U
$$

$$
\theta(t + \omega) = \theta(t) + \omega M^{-1} \pi \left( t + \frac{1}{2} \omega \right)
$$

$$
\pi (t + \omega) = \pi \left( t + \frac{1}{2} \omega \right) - \frac{1}{2} \frac{\partial U}{\partial \theta} (\theta(t + \omega)).
$$

The proposed state $(\theta^{*}, m^{*})$ is obtained after repeating the above updates $T$ times. Here, $\omega$ and $T$ are also called the step size and leapfrog steps, respectively. The proposed state is accepted with the probability

$$
\min \left[ 1, \exp \left( -H(\theta^{*}, m^{*}) + H(\theta, m) \right) \right].
$$

HMC is known to be more efficient than random-walk-based MH in sampling from the posterior for Bayesian EL. First, Chaudhuri et al. [44] show that once the parameters are inside the support, the HMC chain does not go outside and return to the interior of the support if they reach its boundary under certain assumptions. This is due to the property of $l_{EL}(\theta)$, whose gradient diverges at the boundary. Second, HMC converges quickly towards the target distribution and enables faster convergence. In HMC, distances between successively generated points are large. Thus, fewer iterations are required to obtain a representative sample.

The performance of an HMC depends on its parameters, and it is known that tuning them is important [50,51]. However, the optimal HMC parameter tuning procedure for BEL is not discussed in Chaudhuri et al. [44]. It is generally suggested to set a sufficiently small leapfrog step size $\omega$ to ensure that the discretization is good and use sufficiently large leapfrog steps $T$ so that the overall trajectory length $\omega T$ is not too short. However, setting a large $T$ could be inefficient for HMC used in the BEL framework. This is because each leapfrog step requires computationally expensive EL computation. Therefore, we fix the leapfrog steps to $T = 10$ and find the optimal step size $\omega$ in our study.

We develop the leapfrog step size tuning algorithm for BEL based on the bisection method [52]. The optimal step size will achieve the known theoretical optimal acceptance rate of 65.1% [53]. For a fixed $T$, a larger step size tends to lower an acceptance rate and vice versa. For given lower and upper tolerance levels for acceptance rates, $\iota_l$ and $\iota_u$, respectively, the proposed algorithm searches for $\omega$ that results in a high acceptance rate, greater than $0.651 + \iota_u$, while increasing it by $\epsilon$. If the acceptance rate is within the target range $[0.651 - \iota_l, 0.651 + \iota_u]$, then $\omega$ is selected. On the other hand, if the step size makes the acceptance rate $> 0.651 + \iota_u$, the method bisects the interval $[\omega - \epsilon, \omega]$. The bisection procedure is repeated until the acceptance rate reaches the target range. Compared to the grid search algorithm, the proposed algorithm converges to the target acceptance rate range linearly and enables finer and computationally efficient step size tuning. The detailed bisection algorithm is given in Algorithm 1. One can also consider implementing the No-U-Turn sampler (NUTS) [51] that automatically selects the leapfrog steps and the step size. We discuss this in Section 6.
Algorithm 1 Bisection leapfrog step size tuning algorithm for Bayesian EL

Require: \( \text{itermax} \), (initial) \( \omega \), \( T \), and lower and upper tolerances \( \iota_l \) and \( \iota_u \)

Ensure: acceptance rate and (updated) \( \omega \)

\[ \varepsilon \leftarrow \omega \]

\[ \textsc{scounter} \leftarrow 0 \]

\[ \text{iter} \leftarrow 1 \]

\while \text{iter} \leq \text{itermax} \do

Simulate HMC chain using step size \( \omega \) for a given \( T \) and compute acceptance rate

\if acceptance rate \in [0.651 - \iota_l, 0.651 + \iota_u] \then

break

\else if acceptance rate > (0.651 + \iota_u) \then

\if \textsc{scounter} = 0 \then

\[ \varepsilon \leftarrow \varepsilon \] // Do not change \( \varepsilon \) if \( \omega \) has not decreased before

\else

\[ \varepsilon \leftarrow \varepsilon / 2 \]

\end if

\[ \omega \leftarrow \omega + \varepsilon \] // Update \( \omega \) by adding \( \varepsilon \)

\else if acceptance rate < (0.651 - \iota_l) \then

\[ \textsc{scounter} + = 1 \]

\[ \varepsilon \leftarrow \varepsilon / 2 \]

\[ \omega \leftarrow \omega - \varepsilon \] // Update \( \omega \) by subtracting \( \varepsilon \)

\end if

\text{iter} + = 1

\end while

We run a single chain of length 2000 with 1000 burn-ins for quicker step size tuning. For the estimation of \( \theta \), we simulate four chains of length 2000 with 1000 burn-ins, respectively.

The convergence of simulated chains are examined with the split-\( \hat{R} \) of Vehtari et al. [54]

\[ \hat{R} = \sqrt{\text{var}^{+}(\theta \mid X, y) / W}, \]

where \( \text{var}^{+}(\theta \mid X, y) = \frac{N_s - 1}{N_s} W + \frac{1}{N_s} B \), \( W \) and \( B \) are the within- and between-chain variances, and \( N_s \) is the number of draws of one chain. Followed by Vehtari et al. [54], we use the posterior samples that satisfy the convergence criteria \( \hat{R} < 1.01 \).

3.2. Choosing Bayesian elastic net penalty parameters

The proposed EL-based approach needs to specify the penalty parameters \( \lambda = (\lambda_1, \lambda_2) \). We consider two approaches: empirical Bayes (EB) and full Bayes (FB).

First, the EB method estimates the penalty parameters from data and plugs the estimated parameters into the model. Park and Casella [8] use the EB method to estimate the shrinkage parameter in BL. It treats the parameters as missing data and uses the Monte Carlo expectation-maximization (EM) algorithm approach proposed by Casella [55]. The EM algorithm is iteratively used to approximate the parameters of interest by substituting
Monte Carlo estimates for any expected values that cannot be computed explicitly. For our proposed model, $\theta$, $\tau$, and $\sigma^2$ are treated as missing data whereas $\lambda_1$ and $\lambda_2$ are treated as fixed parameters.

We use a building block of HMC and the Gibbs sampler to sample $\theta$, $\tau$ and $\sigma^2$. The negative log empirical posterior density of $\theta$ in (7) is defined as

$$-\log \left\{ \pi \left( \theta | \sigma^2, \tau_1, \ldots, \tau_p \right) \right\} = \sum_{i=1}^{n} \log \left\{ 1 + \gamma^T x_i \left( y_i - x_i^T \theta \right) \right\} + \frac{\lambda_2}{2\sigma^2} \theta^T D_\tau^{-1} \theta,$$

where $D_\tau = \text{diag}(\tau_1, \ldots, \tau_p)$ and its gradient is defined as

$$-\frac{\partial}{\partial \theta} \log \left\{ \pi \left( \theta | \sigma^2, \tau_1, \ldots, \tau_p \right) \right\} = \sum_{i=1}^{n} -\lambda^T x_i x_i^T \left( y_i - x_i^T \theta \right) + \frac{\lambda_2}{\sigma^2} \theta^T D_\tau^{-1}.$$

The hierarchical model presented in (6) yields the complete-data log-likelihood

$$p \log(\lambda_1) - \frac{\lambda_2}{2\sigma^2} \sum_{j=1}^{p} \frac{\tau_j}{\tau_j - 1} \theta_j^2 - \frac{\lambda_1^2}{8\lambda_2 \sigma^2} \sum_{j=1}^{p} \tau_j + \text{terms not involving } \lambda_1 \text{ and } \lambda_2.$$

At the $k$th step of the Monte Carlo EM algorithm, the conditional log-likelihood on $\lambda^{(k-1)} = (\lambda_1^{(k-1)}, \lambda_2^{(k-1)})$ and $y$ is

$$Q(\lambda | \lambda^{(k-1)}) = p \log(\lambda_1) - \frac{\lambda_2}{2} \sum_{j=1}^{p} E \left[ \frac{\tau_j}{\tau_j - 1} \theta_j^2 \left| \lambda^{(k-1)}, y \right. \right] - \frac{\lambda_1^2}{8\lambda_2} \sum_{j=1}^{p} E \left[ \frac{\tau_j}{\sigma^2} \left| \lambda^{(k-1)}, y \right. \right] + \text{terms not involving } \lambda_1 \text{ and } \lambda_2$$

$$= R(\lambda | \lambda^{(k-1)}) + \text{terms not involving } \lambda_1 \text{ and } \lambda_2.$$

Then we find $\lambda_1$ and $\lambda_2$ that maximize $R(\lambda | \lambda^{(k-1)})$. The maximization procedure can be obtained by using the partial derivatives of $R(\lambda | \lambda^{(k-1)})$

$$\frac{\partial R}{\partial \lambda_1} = \frac{p}{\lambda_1} - \frac{\lambda_1}{4\lambda_2} \sum_{j=1}^{p} E \left[ \frac{\tau_j}{\sigma^2} \left| \lambda^{(k-1)}, y \right. \right]$$

$$- \frac{1}{2} \sum_{j=1}^{p} E \left[ \frac{\tau_j}{\tau_j - 1} \theta_j^2 \left| \lambda^{(k-1)}, y \right. \right] + \frac{\lambda_1^2}{8\lambda_2^2} \sum_{j=1}^{p} E \left[ \frac{\tau_j}{\sigma^2} \left| \lambda^{(k-1)}, y \right. \right].$$

Here, the expectations in $Q$ and $R$ are evaluated by using the means of sampled $\theta$, $\tau$, and $\sigma^2$.

Second, the FB approach treats $\lambda$ as unknown model parameters and specifies a prior for them. Park and Casella [8] suggest using the gamma prior for the squared value of $l_1$ penalty for BL. Similarly, we assume the Gamma($r_1, \delta_1$) prior on $\lambda_1^2$. Also, we place a
GIG($\nu_2, \psi_2, \chi_2$) prior on $\lambda_2$, which is a conjugate prior [9]. The full joint posterior density becomes

$$
\pi(\theta, \tau, \sigma^2, \lambda_1^2, \lambda_2 | X, y) \propto L_{NP}(\theta) \times \prod_{j=1}^{p} \left( \frac{\lambda_2}{\sigma^2} \frac{\tau_j}{\tau_j - 1} \right)^{\frac{1}{2}} \exp \left( -\frac{1}{2} \frac{\lambda_2}{\sigma^2} \frac{\tau_j}{\tau_j - 1} \theta_j^2 \right) \times \prod_{j=1}^{p} \left( \frac{\lambda_1^2}{8\lambda_2\sigma^2} \right)^{\frac{1}{2}} \tau_j^{-\frac{1}{2}} \exp \left( -\tau_j \frac{\lambda_1^2}{8\lambda_2\sigma^2} \right) I(\tau_j \in (1, \infty)) \times \left( \frac{1}{\sigma^2} \right)^{a+1} \exp \left( -\frac{b}{\sigma^2} \right) \times (\lambda_1^2)^{r_1-1} \exp \left( -\delta_1 \lambda_1^2 \right) \times (\lambda_2)^{v_2-1} \exp \left\{ -\frac{1}{2} \left( \chi^2 \frac{1}{\lambda_2} + \psi \lambda_2 \right) \right\}.
$$

The full conditional distributions for the penalty parameters are

$$
\lambda_1^2 | \tau, \sigma^2, \lambda_2 \sim \text{Gamma} \left( \frac{p}{2} + r_1, \sum_{j=1}^{p} \frac{\tau_j}{8\lambda_2\sigma^2} + \delta_1 \right)
$$

$$
\lambda_2 | \tau, \sigma^2, \lambda_1^2, \theta \sim \text{GIG} \left( v = v_2, \psi = \sum_{j=1}^{p} \frac{\tau_j}{\tau_j - 1} \frac{\theta_j^2}{\sigma^2} + \psi_2, \chi = \sum_{j=1}^{p} \frac{\tau_j \lambda_1^2}{4\sigma^2} + \chi_2 \right).
$$

An alternative prior for $\lambda_2$ to consider is Gamma($r_2, \delta_2$). Then, the full conditional distribution becomes

$$
\lambda_2 | \tau, \sigma^2, \lambda_1^2, \theta \sim \text{GIG} \left( v = r_2, \psi = \sum_{j=1}^{p} \frac{\tau_j}{\tau_j - 1} \frac{\theta_j^2}{\sigma^2} + 2\delta_2, \chi = \sum_{j=1}^{p} \frac{\tau_j \lambda_1^2}{4\sigma^2} \right).
$$

The gamma distribution is a special case of the GIG distribution family with $\chi = 0$. Thus, placing a gamma prior on $\lambda_2$ leads to a posterior distribution that follows a GIG distribution.

### 3.3. Variable selection methods

The Bayesian regularization approaches require additional variable selection methods. In most non-Bayesian penalized methods, estimated coefficients shrink to zero. On the other hand, outputs of the Bayesian regularization models are posterior distributions, which are not necessarily equal to zero. We present two variable selection methods: Bayesian credible interval and scaled neighbourhood criteria.

First, the Bayesian credible interval can be used to select variables whose credible regions do not include zero for a given probability level $\alpha$ [56]. Lazar [36] proves that under standard regularity conditions and as $n \to \infty$, the posterior EL distribution $\theta(F)$ converges to the normal distribution. Bedoui and Lazar [45] show that the asymptotic posterior distribution of the BEL version of ridge and lasso regressions follows the normal distribution. Lemma 1 shows that the posterior EL distribution of $\theta$ for the elastic net model converges
to a normal distribution as \( n \to \infty \). However, we want to note that the Bayesian credible interval may include zero in the presence of a strong correlation among explanatory variables because of the bimodality of the posterior of the regression parameters [57].

**Lemma 1:** Assume standard regularity conditions, \( \nabla \log(\pi(\theta)) = 0 \) and \( \nabla \log(\pi(X,y|\theta)) = 0 \). The posterior EL distribution of \( \theta \) for the Bayesian elastic net converges to the normal distribution with mean \( m \) and covariance \( J_n \) as \( n \to \infty \), where

\[
J_n = \frac{\lambda^2}{\sigma^2} D_\tau + J(\hat{\theta}_n),
\]

\[
m = J_n^{-1} \left( \frac{\lambda^2}{\sigma^2} D_\tau \theta_0 + J(\hat{\theta}_n) \hat{\theta}_n \right),
\]

\( \theta_0 \) is the prior mode, \( \hat{\theta}_n \) is the profile maximum likelihood estimate of \( \theta \) and

\[
J(\hat{\theta}_n) = \left[ \frac{\partial^2}{\partial \theta_i \partial \theta_j} \sum_{i=1}^{n} \log \left\{ 1 + \gamma^T x_i (y_i - x_i^T \theta) \right\} \right]_{\theta = \hat{\theta}_n}.
\]

Also, \(-2 \log(\pi(\theta|\tau,\sigma^2,X,y)) \to \chi^2_p\) as \( n \to \infty \).

**Proof:** Under the standard regularity conditions, the prior term is dominated by the likelihood function, and the log posterior distribution of \( \theta \) can be expressed using up to quadratic order terms [58],

\[
-2 \log(\pi(\theta|\tau,\sigma^2,X,y)) \propto (\theta - m)^T J_n^{-1} (\theta - m).
\]

Lazar [36] shows that the posterior distribution of \( \theta \) converges to a normal distribution with mean \( m \) and variance \( J_n \) as \( n \to \infty \). Then, showing \( J_n \) is symmetric and positive semi-definite completes the proof.

First, the first term of \( J_n \), the diagonal matrix \( \frac{\lambda^2}{\sigma^2} D_\tau \), is the minus second derivative of the log prior distribution of \( \theta \) in (5) evaluated at \( \theta_0 \). Also, the second term of \( J_n \), \( J(\hat{\theta}_n) \), can be approximated as Fisher information matrix [58], which is a positive semi-definite matrix by definition. Therefore, \( J_n \) is positive semi-definite because both \( \frac{\lambda^2}{\sigma^2} D_\tau \) and \( J(\hat{\theta}_n) \) positive semi-definite. Thus, \(-2 \log(\pi(\theta|\tau,\sigma^2,X,y)) \to \chi^2_p\) as \( n \to \infty \).

Second, the scaled neighbourhood criterion uses the posterior probability to select variables [9]. The variable \( \theta_j \) is excluded when the posterior probability \( P(|\theta_j| \leq \sqrt{\text{Var}(\theta_j|y)} | y) \) is greater than \( \eta \) for a given threshold \( \eta \).

**4. Simulation studies**

We conduct Monte Carlo simulations to compare the performance of the proposed Bayesian elastic net based on the empirical likelihood (BEN-EL) model with four different models: BEN, BL, EN, and lasso applied to the least absolute deviation regression (LADL).
LADL is known to be robust to heavy tail errors and outliers [59]. We generate data from the linear model

\[ y = X\theta + \epsilon. \]

Note that BEN-EL and LADL assume that the mean and the median of errors are zero, respectively. On the other hand, BEN, BL, and EN assume normal errors.

### 4.1. Prediction performance

#### 4.1.1. Simulation 1

In Simulation 1, we set \( \theta = (3, 1.5, 0, 0, 0, 0, 0, 0)^T \). The explanatory variables \( X_{ij} \)’s are generated from the standard normal distribution with pairwise correlations \( \rho(x_i, x_j) = 0.5^{|i-j|} \) for all \( i, j \in \{1, \ldots, 8\} \). We generate training data sets with three different sizes (\( n = 50, 100, 200 \)). For each setting, we generate test data sets of size 400. The error is generated from three different distributions: 1) normal distribution, \( \epsilon \sim \mathcal{N}(0, 3^2) \), 2) non-normal distribution, \( \epsilon \sim \mathcal{N}(-3, 1) \) or \( \epsilon \sim \mathcal{N}(3, 1) \) with probability of 0.5, respectively, and 3) skew Student \( t \) distribution proposed by Fernández and Steel [60], \( \epsilon \sim \text{ST}(\nu = 30, \xi = 1.5) \) with mean 0 and standard deviation 3. We use the R package fGarch [61] to sample from the skew Student \( t \) distribution. The sampling procedures are repeated 100 times for each simulation setting.

The shrinkage parameters \( \lambda_1 \) and \( \lambda_2 \) are estimated using the EB method for BEN-EL, BEN, and BL methods. For BEN-EL, the hyperparameters \( a = 10 \) and \( b = 10 \) are used. For the bisection step size tuning, the initial step size \( \omega = 0.5 \) and tolerances \( \tau_l = \tau_u = 0.05 \) are used. For BEN and BL, we use MCMC with 2000 burn-ins and 12,000 iterations. The optimal value for \( \lambda_2 \) in EN is selected from \( \{10^n | n = -2, -1, 0, 1, 2, 3\} \).

In all cases, the simulated HMC chains meet the convergence criteria \( \hat{R} < 1.01 \). The trace plots and histograms of estimated \( \theta \) by BEN-EL for one dataset of skew Student \( t \) errors and \( n = 50 \) are given in Figures A1 and A2 in Appendix 1.

BEN-EL outperforms the other methods when the number of observations is small (\( n = 50, 100 \)) and the normality assumption in errors is violated. Table 1 presents the median of mean squared prediction error (MMSPE) and the standard error (SE) results based on Simulation 1. For Bayesian methods, the explanatory variables are selected based

| Error                         | BEN-EL | BEN     | BL      | EN      | LADL    |
|-------------------------------|--------|---------|---------|---------|---------|
| \( \mathcal{N}(0, 3^2) \)     |        |         |         |         |         |
| \( n = 50 \)                  | 10.24(0.18) | 11.33(0.25) | **10.00(0.16)** | 10.43(0.15) | 11.07(0.18) |
| \( n = 100 \)                 | 9.61(0.10)  | 11.65(0.19) | **9.55(0.10)**  | 9.73(0.10)  | 9.96(0.15)  |
| \( n = 200 \)                 | 9.13(0.07)  | 11.65(0.10) | **9.10(0.08)**  | 9.17(0.07)  | 9.36(0.12)  |
| \( \mathcal{N}(3, 1) \)       |        |         |         |         |         |
| \( n = 50 \)                  | **10.80(0.12)** | 12.33(0.25) | 10.91(0.12) | 11.20(0.17) | 14.37(0.29) |
| or                            |        |         |         |         |         |
| \( n = 100 \)                 | **10.49(0.11)** | 12.36(0.21) | 10.49(0.11) | 10.68(0.09) | 13.09(0.18) |
| \( \mathcal{N}(-3, 1) \)      |        |         |         |         |         |
| \( n = 200 \)                 | 10.29(0.05)  | 12.66(0.13) | **10.27(0.06)** | 10.34(0.07) | 12.52(0.10) |
| Skew                          |        |         |         |         |         |
| \( n = 50 \)                  | **90.20(0.99)** | 91.38(1.30) | 91.83(1.22) | 93.93(1.30) | 92.29(0.76) |
| Student \( t \)               |        |         |         |         |         |
| \( n = 100 \)                 | 86.31(1.26)  | 86.77(1.07) | **86.09(1.12)** | 88.50(1.48) | 88.15(1.08) |
| \( n = 200 \)                 | **83.56(0.80)** | 83.95(0.68) | 83.66(0.76) | 84.51(0.89) | 84.81(1.05) |

Note: The smallest MMSPEs are marked in bold.
Table 2. The empirical frequency (%) that the regression coefficient is dropped for Simulation 1 with errors from $N(3, 1)$ or $N(-3, 1)$.

| Empirical frequency of exclusion | $\theta_1$ | $\theta_2$ | $\theta_3$ | $\theta_4$ | $\theta_5$ | $\theta_6$ | $\theta_7$ | $\theta_8$ |
|---------------------------------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| $n = 50$                        | BEN-EL    | 0         | 0         | 58        | 69        | 0         | 65        | 75        | 64        |
|                                 | BEN       | 0         | 0         | 34        | 39        | 0         | 53        | 80        | 76        |
|                                 | BL        | 0         | 3         | 69        | 76        | 0         | 77        | 82        | 75        |
|                                 | LADL      | 0         | 18        | 70        | 76        | 9         | 86        | 90        | 82        |
| $n = 100$                       | BEN-EL    | 0         | 0         | 70        | 61        | 0         | 59        | 72        | 69        |
|                                 | BEN       | 0         | 0         | 13        | 15        | 0         | 34        | 73        | 74        |
|                                 | BL        | 0         | 0         | 80        | 73        | 0         | 75        | 82        | 77        |
|                                 | LADL      | 0         | 12        | 76        | 73        | 5         | 81        | 88        | 84        |
| $n = 200$                       | BEN-EL    | 0         | 0         | 56        | 66        | 0         | 68        | 74        | 62        |
|                                 | BEN       | 0         | 0         | 2         | 3         | 0         | 17        | 68        | 82        |
|                                 | BL        | 0         | 0         | 69        | 69        | 0         | 75        | 82        | 75        |
|                                 | LADL      | 0         | 6         | 77        | 71        | 0         | 81        | 88        | 84        |

Note: For BEN-EL, BEN, and BL, the scaled neighbourhood criterion with $\eta > 0.5$ is used.

on the scaled neighbourhood criterion with $\eta > 0.5$ in computing MMSPE. The SE is computed as a standard deviation of 1000 bootstrap samples of mean squared prediction error values.

Table 2 reports the number of exclusions of each variable for 100 simulated data sets for BEN-EL, BEN, BL, and LADL. The variable selection results for EN are not included because all the estimated coefficients are nonzero. LADL performs the best in dropping variables with zero coefficients ($\theta_3$, $\theta_4$, $\theta_6$, $\theta_7$, and $\theta_8$), but some nonzero coefficients ($\theta_1$, $\theta_2$, and $\theta_5$) are also excluded. Among the Bayesian methods, BL best identifies the zero coefficients. However, the MMSPEs for BL are larger than BEN-EL for $n = 50, 100$. This implies that BEN-EL makes more accurate estimates even though their zero variables exclusion rate is worse than BL.

4.1.2. Simulation 2

Simulation 2 data have a more complex correlation structure than Simulation 1. First, we generate $Z_1$, $Z_2$, and $Z_3$ independently from $N(0, 1)$. Then, we add normal errors so that $x_i = Z_1 + \nu_i$ for $i = 1, \ldots, 5$, $x_i = Z_2 + \nu_i$ for $i = 6, \ldots, 10$, $x_i = Z_3 + \nu_i$ for $i = 11, \ldots, 15$, and $x_i \sim N(0, 1)$ for $i = 16, \ldots, 30$, where $\nu_i \sim N(0, 0.01)$ for $i = 1, \ldots, 15$. As a result, the variables in the first three groups are highly correlated within each group. We set the true parameters of the linear model as

$$\theta = (3, \ldots, 3, \ldots, 3, 3, \ldots, 3, 0, \ldots, 0)^T.$$  

We generate error $\epsilon$ using three different distributions: 1) normal distribution, $\epsilon \sim N(0, 15^2)$, 2) Student t distribution with degrees of freedom 3, $\epsilon \sim 10 \times t_3$, and 3) skew Student t distribution, $\epsilon \sim ST(v = 30, \xi = 1.5)$. The normal and t distributions are symmetric and have similar variances, but the t distribution has a thicker tail than the normal distribution. On the other hand, the skew Student t distribution is right-skewed. We use training data sets with two different sizes ($n = 100, 200$) and fix the size of testing data sets to 400. We generate 100 data sets for each simulation setting. For the other simulation parameters, we use the same setting used in Simulation 1.
For BEN-EL, the simulated HMC chains converge with $\hat{R} < 1.01$ in all simulation settings. We also present the trace plots and histograms of four nonzero coefficients ($\theta_1, \theta_2, \theta_3, \theta_4$) and four zero elements ($\theta_{16}, \theta_{17}, \theta_{18}, \theta_{19}$) estimated by BEN-EL for one dataset of the skew Student $t$ errors and $n = 100$ in Figures A3 and A4 in Appendix 1.

The simulation results suggest that BEN-EL outperforms when the sample size is small or the error follows the asymmetric distribution. Table 3 reports the MMSPE and SE results of Simulation 2. In all cases, the Bayesian methods (BEN-EL, BEN, and BL) perform better than the non-Bayesian methods (EN and LADL), and the Bayesian EN methods (BEN-EL and BEN) perform better than the BL. This corresponds to the findings that the EN-based methods perform better than the lasso-based methods under the complex correlation structure [3]. For the symmetric error distributions (normal and Student $t$), BEN-EL provides the smallest MMSPE and SE values compared to BEN when the sample size is small. However, BEN-EL performs the best under the skewed error distribution regardless of the sample size.

Table 4 presents the variable selection results. For the Bayesian methods, variables are selected using the scaled neighbourhood criterion with $\eta > 0.5$. The variable selection results for EN are not reported because its estimated coefficients are nonzero. BEN-EL tends to keep more variables than BEN and BL for both nonzero and zero coefficients. BEN and BL perform poorly in keeping nonzero variables when the sample size is small, but they improve as the sample size increases. LADL shows the highest exclusion rate for zero coefficients but removes many nonzero coefficients.
4.2. Sensitivity of hyperparameters

We examine the sensitivity of the hyperparameters of the penalty parameters $\lambda_1$ and $\lambda_2$ in BEN-EL for the FB approach. Li and Lin [9] suggest that the BEN posterior samples may be heavily dependent on the hyperparameters on the penalty parameters based on their experience. Still, it has not been investigated for BEN-EL. Therefore, we investigate how the priors affect posterior inferences by changing hyperparameters: 1) $(r_1, \delta_1)$ of the gamma prior for $\lambda_1^2$ and 2) $(\psi_2, \chi_2)$ of the GIG prior for $\lambda_2$. In both simulations, we use one data set from Simulation 1 with $n = 50$ and normal errors $N(0, 3^2)$. For the gamma prior, 1,600 combinations of the shape and rate parameters $r_1$ and $\delta_1 \in \{0.25, 0.5, \ldots, 9.75, 10\}$ are used. For the GIG prior, we fix $\chi_2 = 1$ and use 1,640 combinations of $\nu_2 \in \{-5, -4.75, \ldots, 4.75, 5\}$ and $\psi_2 \in \{0.25, 0.5, \ldots, 9.75, 10\}$. The shape and rate parameters $r_1$ and $\delta_1$ for the gamma prior and $\nu_2$ and $\chi_2$ for the GIG prior affect in the opposite directions for nonzero and zero coefficients. For example, as $r_1$ and $\nu_2$ increase and $\delta_1$ and $\chi_2$ decrease, the estimated nonzero coefficients will decrease, whereas the estimated zero coefficients will increase.

The step size $\omega$ is estimated by the proposed bisection algorithm using the same input parameters used in Simulation 1. We run four HMC chains of 2000 iterations with 1000 burn-ins. In all cases, the split-$R$’s are less than 1.01, and the HMC chains converge.

The estimated coefficients are affected by the choice of the hyperparameters, but the variability is not large enough to interrupt overall inference. Figure 1 shows heatmaps of

![Figure 1](image_url)

*Figure 1*. Estimated $\theta_1$ (first column) and $\theta_4$ (second column) with respect to the hyperparameters of the gamma prior of $\lambda_1^2$ (first row) and the GIG prior of $\lambda_2$ (second row).
estimated coefficients of $\theta_1$ and $\theta_4$ according to different combinations of the hyperparameters. The estimated coefficients are the median of the posteriors of $\theta_1$ and $\theta_4$ whose true values are 3 and 0, respectively. We see the estimated coefficients vary according to the hyperparameters, but they are close to the true coefficients. For example, the estimated $\theta_1$ differs only up to 0.15 and 0.4 for the various combinations of the hyperparameters of $\lambda_1^2$ and $\lambda_2$, respectively.

5. Air pollution data analysis

We use the air pollution to mortality data [62]. The data set includes the mortality rate ($y$) and 15 explanatory variables of weather, socioeconomics, and air pollution in 60 metropolitan areas of the United States from 1959 to 1961. See Table A1 in Appendix 1 for a description of the variables.

The air pollution set has a complicated correlation structure. The correlation plot is presented in Figure 2. For example, the nitric oxide level $nox$ is highly correlated with other air pollution variable hydrocarbon pollution $hc$, but also correlated with the weather variable $prec$ and population variable $popn$.

We randomly split the data into training and test sets with 30 observations, respectively. The five models, BEN-EL, BEN, BL, EN, and LADL, are conducted using the training set, and the prediction errors are obtained using the test set. For Bayesian methods, the EB approach is used to select the penalty parameters, and the Bayesian credible interval with the probability level $\alpha = 0.5$ is used to select the variables. We repeat the procedure 100 times.

Table 5 reports the mean prediction error and standard deviation of the five models. BEN-EL yields the smallest mean prediction error, but its standard deviation is the second largest. The relatively large standard deviation of BEN-EL is due to one large prediction.
error. BEN-EL has the smallest median, mean, first quartile (Q1), and third quartile (Q3) than the other methods. Figure A5 in Appendix 1 shows boxplots of prediction errors of BEN-EL, BEN, BL, and LADL. The results imply that the proposed method outperforms the other methods when data have a complex correlation structure and a small number of observations.

6. Conclusion

We propose a new Bayesian approach for EN based on EL. Accordingly, the profile EL for the linear model replaces the ordinary likelihood function in the Bayesian setting. We use the HMC algorithm because the resulting posterior EL distribution lacks a closed form, and the implementation of even standard MCMC methods is challenging. A new HMC parameter tuning algorithm based on the bisection method is proposed for BEL. Simulation studies and the air pollution data application show that our approach outperforms the other methods when the sample size is small, data are correlated, and error distributions are misspecified.

BEL methods share the same limitations of EL in the sense that the number of variables cannot increase as the sample size decreases. The reason is that the estimating equations are included in the convex hull to maximize the profile EL ratio. However, $X^T X$ is not of full rank when $p > n$ and hence it is non-invertible. To address this shortcoming, several approaches have been proposed, such as penalized EL [34] and double penalization [35]. Thus, it might be worth a formal investigation whether the proposed method could be extended for $p > n$ case for future work.

Another interesting topic is implementing the NUTS algorithm of [51] to the BEL framework. NUTS automatically tunes leapfrog steps and step sizes and has been used as a default sampler in popular MCMC software such as Stan [63] and PyMC3 [64]. However, the proper introduction of NUTS into BEL has not been studied. We observe that HMC chains often diverge when the NUTS algorithm is used for BEN-EL. Also, BEL is not supported by most MCMC libraries because EL cannot be used as a likelihood function. Developing a BEL computational pipeline compatible with Stan or PyMC3 for practitioners will be of further interest.
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Appendix 1

Figure A1. Trace plots for the posterior samples, where $\mathbf{\theta} = (3, 1.5, 0, 0, 2, 0, 0, 0, 0)$, errors follow the skew Student t distribution, and $n = 50$ in Simulation 1.
Figure A2. Histograms of posterior samples, where $\theta = (3, 1.5, 0, 0, 2, 0, 0, 0)$, errors follow the skew Student $t$ distribution, and $n = 50$ in Simulation 1.
Figure A3. Trace plots for the posterior samples, where $\theta_1 = \theta_2 = \theta_3 = \theta_4 = 3$, $\theta_{16} = \theta_{17} = \theta_{18} = \theta_{19} = 0$, errors follow the skew Student t distribution, and $n = 100$ in Simulation 2.
Figure A4. Histograms of posterior samples, where $\theta_1 = \theta_2 = \theta_3 = \theta_4 = 3, \theta_{16} = \theta_{17} = \theta_{18} = \theta_{19} = 0$, errors follow the skew Student t distribution, and $n = 100$ in Simulation 2.
Figure A5. Boxplots of prediction errors for the air pollution data. BEN-EL has the smallest mean, median, Q1, and Q3. The prediction error of EN is not included because it differs from the other methods.

Table A1. Summary of variables of the air pollution data set.

| Variable type     | Variable name | Description                                                                 |
|-------------------|---------------|------------------------------------------------------------------------------|
| Weather           | prec          | Mean annual precipitation (in)                                               |
|                   | jant          | Mean January temperature (F)                                                |
|                   | jult          | Mean July temperature (F)                                                   |
|                   | humid         | Annual average relative humidity at 1 pm (%)                               |
| Socioeconomic     | ovr95         | Percentage of population aged 65 or older in 1960                           |
|                   | popn          | Population per household in 1960                                            |
|                   | educ          | Median school years completed                                                |
|                   | hous          | Percentage of housing units                                                 |
|                   | dens          | Population per square mile in 1960                                          |
|                   | nonw          | Percentage non-white population in 1960                                    |
|                   | wwdrk         | Percentage employed in white collar occupations in 1960                    |
|                   | poor          | Percent of families with income under 3000 dollars in 1960                  |
| Pollution         | hc            | Relative hydrocarbon pollution potential                                     |
|                   | nox           | Relative oxides of nitrogen pollution potential                              |
|                   | so            | Relative sulfur dioxide pollution potential                                 |
|                   | mort          | Age-adjusted mortality rate per 100,000                                      |