Practical Predictability of the 17 December 2014 Heavy Rainfall Event over East Coast of Peninsular Malaysia using WRF Model
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ABSTRACT

An investigation on the practical predictability aspects of heavy rainfall event in the east coast states of Peninsular Malaysia was carried out by simulating the 17 December 2014 episode using the Weather Research and Forecasting (WRF). The WRF model was configured with three nested domains of 36 km, 12 km, and 4 km horizontal resolution for 36 h simulations. It was found that the cumulative rainfall amount and the location of the heavy rainfall centre are sensitive to the choices of Cumulus Parameterisation Scheme (CPS). The experiment with a resolution of 4 km that used the multiscale Kain-Fritsch for the outer domains and no cumulus scheme in the inner domain reasonably well simulated the case. Further analysis suggests that the CPS and initialisation gave larger impact to the forecast quality compared to boundary conditions. Grid resolution contributed the least error.
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INTRODUCTION

In light of possible intensification of extreme precipitation due to climate change (Field et al. 2012; Tangang et al. 2018) and climate variability (Tangang et al. 2017, 2012), an improvement in prediction skills of extreme events, especially those lead to severe and widespread flooding, is a crucial aspect to consider in any disaster risk reduction (DRR) programme. Located in the western part of the Maritime Continent, Malaysia has been frequently impacted by severe flooding, especially during the boreal winter monsoon (Chen et al. 2013; Juneng et al. 2007; Ooi et al. 2017; Tangang et al. 2008). In the east coast of Peninsular Malaysia, heavy precipitation events are common during this period, occasionally causing severe and widespread flooding in the area. The flood that occurred in southern Peninsular Malaysia during mid-December 2006 to late January 2007 had affected more than 200,000 people, with estimated economic losses of USD 500 million (Tangang et al. 2008). The flood was considered as the worst in a century, until the December 2014 flood that affected the northeastern region of Peninsular Malaysia superseded it. The severity of the latter event was much worse, where the extent of affected area was much wider. The December 2014 flood affected more than 250,000 people and caused much higher economic losses (Ooi et al. 2017). With a possibility of re-occurrence and intensification of such extreme weather events in the future, it is imperative for Malaysia to have a reliable and skilful early warning system of both weather and flood events. Accurate prediction of the timing, location and intensity of extreme weather events at a sufficient lead time is critical for a skilful flood forecast, which will help the authorities to implement necessary actions well in advance and minimize the disaster risk.

Despite the urgent and crucial needs for skilful forecasts, research and developmental works to improve
numerical weather prediction (NWP) over this region appear limited (Juneng et al. 2007; Salimun et al. 2010; Yavinchan et al. 2011). These earlier studies focused merely on assessing the performance of certain parameterization schemes, and process understanding. However, prediction of extreme weather in the tropics is very challenging because of the relative importance of local and mesoscale effects compared to the synoptic scale. For better prediction skill, a model must be able to properly represent moist convection at smaller scales. In Juneng et al. (2007), Salimun et al. (2010), and Yavinchan et al. (2011), overestimation of heavy rainfall was a common issue. For NWP model forecast skill improvement, holistic understanding of errors and their growth is needed (Zhang et al. 2006) and this aspect has yet to be researched adequately over this region. In mid-latitude region, Zhang et al. (2006) reported the limitations of mesoscale model predictability for extreme precipitation event, which can be of practical and intrinsic origins. The intrinsic predictability refers to the extent to which the prediction is possible assuming nearly perfect dynamical model and initial-boundary conditions. On the other hand, the practical predictability is the ability to predict based on the currently available procedure, which is limited by realistic uncertainties in the initial state and the numerical models formulation (Zhang et al. 2006). Because of the limitation of intrinsic predictability even when perfect model is assumed (Taraphdar et al. 2014; Zhang et al. 2003), forecast skills may be improved by focusing on the practical predictability aspects. Hence, the purpose of this study was to comprehensively examine the practical predictability of the 17 December 2014 extreme rainfall event over the northeastern Peninsular Malaysia using Weather Research Forecasting (WRF) model. The findings of this study could provide a useful basis for improvement of NWP forecast and early warning system in Malaysia, a critical component of DRR.

CASE DESCRIPTION

During the 2014 winter monsoon season, there were three cold surge episodes that induced extreme rainfall events between November and December 2014 on the east coast of Peninsular Malaysia, including the 13-20 November 2014, 14-19 December 2014, and 20-24 December 2014 episodes (Ooi et al. 2017). The most intense rainfall event that affected the east coast states of Peninsular Malaysia occurred during the second episode. To further investigate the temporal variation of the heavy rainfall event, maximum daily rainfall (MDR) (mm/day) over 101.9°E-102.7°E; 5.3°N-6.4°N (Figure 1(a)) in December 2014 was examined using rainfall data from the Tropical Rainfall Measuring Mission TRMM3B42 (TRMM) (Huffman et al. 2007). The MDR shows that the heavy rainfall events occurred between 14 and 29 December 2014, with three pronounced peaks on 14 December, 17 December, and 23 December (not shown). The highest rainfall recorded was on 17 December 2014 in northern Kelantan, which led to the most extreme ever recorded in the area (Ooi et al. 2017). As shown Figure 1(a), the 24 h accumulated rainfall was highest in the northeastern corner of Peninsular Malaysia, including the eastern part of southern Thailand. The area that received the highest accumulated rainfall was along the coast, where there is elevated topography to the west of this area (Figure 1(a)). The convergence of rainfall over this region may be enhanced by the topographic blocking as noted in Juneng et al. (2007) for a different episode.

Figure 1(b) shows the three-hourly accumulated rainfall at three stations (Figure 1(a)) based on the rain-gauge data and the area-averaged TRMM rainfall over the box shown in Figure 1(a). Both Kota Bharu and Gong Kedak stations recorded consistently lower rainfall since beginning of the day but the rain rate at both stations increased rapidly after 1200 UTC, where more than 75% of the daily rainfall fell during later half of the day. In comparison, Kuala Krai recorded higher amount of rainfall during the first half of the day, while the rain rate reduced remarkably after 1200 UTC. The differences in rainfall timing between the three stations could be due to their locations. Both Gong Kedak and Kota Bharu are located nearer to the coast, while Kuala Krai is located in the interior of Kelantan State (Figure 1(a)) and more affected by the convergence induced by the presence of elevated topography to the west of it. The area-averaged TRMM rainfall showed comparable rainfall to that recorded at the Kota Bharu and Gong Kedak stations in the early part of the day. However, area-averaged rain rate showed marked increase between 0900 and 1200 UTC, when the accumulated rainfall tripled at 1200 UTC. Based on the Malaysia Meteorological Department’s composite radar images (not shown), at the beginning of the day, there were two centres of rain clusters along the coast of Peninsular Malaysia in the north and the south, which the centres then merged along the coast. The estimated maximum rain rate of these radar data was recorded between 0600 UTC and 1200 UTC on 17 December 2014, consistent with the rain-gauge accumulated rainfall shown in Figure 1(a). By 1500 UTC, the rainfall over the northern areas started to decrease, and later by 1800 UTC the offshore rain band approached the coastline of the southern-central east coast of Peninsular Malaysia, increasing the intensity of the rainfall along the coast. Throughout the day, heavy rainfall was recorded in the northern coastal areas as shown in the TRMM accumulated 24 h rainfall (Figure 1(a)). The rainfall distribution pattern over the study area may well be correlated with the synoptic circulation during the episode. Readers are pointed to Ooi et al. (2017) who have carried out detailed synoptic analysis of the episode.

MODEL CONFIGURATION AND EXPERIMENTAL DESIGN

Various simulations of the 17 December 2014 heavy rainfall event were performed with the Weather Research Forecasting (WRF) model version 3.7.1 (Skamarock et al.
WRF had been used in many simulation studies of extreme precipitation events around the world (Ardie et al. 2012; Jankov et al. 2005; Kumar et al. 2008). The model was integrated over 36 h, from 1200 UTC 16 December 2014 to 0000 UTC 18 December 2014. The initial and boundary conditions used for this simulation were obtained from the analyses of the Global Forecast System (GFS) model with a resolution of 0.5° × 0.5° and were updated at 6 h intervals. The simulations were conducted using a triple-nested domain configuration with horizontal resolutions of 36 km, 12 km, and 4 km for the outer (D01), middle (D02), and inner domain (D03), respectively (Figure 2). The simulations were set up in a two-way nesting configuration where feedbacks between the child and the parent domains were allowed. All domains were configured with 30 vertical levels, with the top pressure level set at 50 hPa.

The first experiment was to determine the effectiveness of different cumulus parameterisation schemes (CPSs). These CPSs include Kain-Fritsch (KF) (Kain 2004), Betts-Miller-Janjic (BMJ) (Janjic 1994), multi-scale Kain-Fritsch (MKF) (Zheng et al. 2016), new simplified Arakawa-Schubert (NS) (Han & Pan 2011), and the new Tiedtke scheme (NT). The KF, BMJ, and Arakawa-Schubert schemes are widely used in tropical weather prediction (Ardie et al. 2012; Kumar et al. 2008; Salimun et al. 2010; Yavinchan et al. 2011). The combinations of these CPSs in all three different domains are denoted as Experiments 1 to 10 (EXP 1 to 10, Table 1). For the innermost domain, an explicit simulation without the cumulus parameterisation was also considered (EXP 1, 3, 5, 7 and 9). For all of simulations, other physics options were made identical across domains. These include the WRF Single-Moment 3-class (WSM3) scheme for the microphysics (Hong et al. 2008).
the rapid radiative transfer model (RRTM) scheme for long-wave radiation (Mlawer et al. 1997), the Dudhia scheme for the atmospheric shortwave radiation (Dudhia 1989), the 5-layer thermal diffusion for the land surface (Dudhia 1996), and the Yonsei University scheme for the planetary boundary layer (Hong et al. 2006). Based on this experiment, we adopted the EXP5, which used explicit scheme in D03 and multi-scale Kain-Fritsch CPS in both outer domains, as a control experiment (CNTL). While the first experiment identifies the most appropriate CPS to use, the second experiment (Table 2) details out the sensitivities to the changes in initial states, boundary conditions and grid resolutions.

| Experiment (EXP) | Parameterization schemes |
|------------------|--------------------------|
| Domain 1 | Domain 2 | Domain 3 |
| 1 | KF | KF | None |
| 2 | KF | KF | KF |
| 3 | BMJ | BMJ | None |
| 4 | BMJ | BMJ | BMJ |
| 5 | MKF | MKF | None |
| 6 | MKF | MKF | MKF |
| 7 | NS | NS | None |
| 8 | NS | NS | NS |
| 9 | NT | NT | None |
| 10 | NT | NT | NT |

2004), the rapid radiative transfer model (RRTM) scheme for long-wave radiation (Mlawer et al. 1997), the Dudhia scheme for the atmospheric shortwave radiation (Dudhia 1989), the 5-layer thermal diffusion for the land surface (Dudhia 1996), and the Yonsei University scheme for the planetary boundary layer (Hong et al. 2006). Based on this experiment, we adopted the EXP5, which used explicit scheme in D03 and multi-scale Kain-Fritsch CPS in both outer domains, as a control experiment (CNTL). While the first experiment identifies the most appropriate CPS to use, the second experiment (Table 2) details out the sensitivities to the changes in initial states, boundary conditions and grid resolutions.

**TABLE 2. List of experiments for investigating different aspects of practical predictability**

| EXP  | Grid spacing in km (Cumulus scheme) | Initial analysis | Lateral boundary |
|------|-------------------------------------|------------------|------------------|
| CNTL | 36(MKF), 12(MKF), 4(none)           | GFS              | GFS              |
| RCTL | 36(MKF), 12(MKF), 4(MKF)            | GFS              | GFS              |
| ERAic| 36(MKF), 12(MKF), 4(none)           | ERA-Interim      | GFS              |
| ERAbc| 36(MKF), 12(MKF), 4(none)           | GFS              | ECMWF            |
| RES1 | 36(MKF)                             | GFS              | GFS              |
| RES2 | 36(MKF), 12(MKF)                    | GFS              | GFS              |
| BMJc | 36(BMJ), 12(BMJ), 4(none)           | GFS              | GFS              |
RESULTS AND DISCUSSION

SENSITIVITY TO CUMULUS PARAMETERIZATION SCHEMES

Figure 3 shows the 24 h cumulative rainfall (0000 UTC 17 December 2014 to 0000 UTC 18 December 2014) over D03 for all experiments. Also shown is the corresponding rainfall from TRMM. There is a large inter-experiment variation, reflecting different performances and a high sensitivity to the cumulus parameterization scheme used. Noticeably, all experiments underestimated the TRMM precipitation. It can be seen that EXP5 and EXP6 gave relatively high amplitude of rainfall. EXP5 also showed the closest spatial pattern compared to TRMM where the rain band along the coastal of Peninsular Malaysia and the maximum rainfall in the northern part were simulated reasonably. However, the position of the maximum rainfall was shifted slightly inland compared to TRMM. Despite having a slightly lower amount of rainfall, EXP2 appears to have the correct location of the maximum rainfall i.e. over the coastal area of northeast Peninsular Malaysia.

Figure 4(a) shows the three-hourly accumulated rainfall where EXP5 is the only experiment that closely attained the observed accumulated rainfall. Furthermore, the inland shift of the maximum rainfall is considered less serious than the underestimation of rainfall amount. Since the ability to forecast the intensity of the extreme rainfall episode is crucial, especially when the forecast output is subsequently used for operational weather forecast warnings and flood forecasting, we adopted EXP5 as the control experiment (CNTL) for subsequent analyses.

The MKF, which was used in EXP5, performs better than other schemes in simulating the heavy rainfall episode. The BMJ (EXP 3 and 4) was not able to reproduce the location and intensity of this extreme event. Therefore, the BMJ performance in this study was considered inferior compared with previous studies using the older Betts-
Miller (BM) scheme (Salimun et al. 2010), which was used for a simulation of coarser resolution of 15 km. This might be due to the dependency on a single stable humidity profile and disregard of cloud dynamics in the Betts-Miller convective adjustment scheme (Kerkhoven et al. 2006) from which BMJ was derived. However, the KF (EXP2) performed slightly better, as found in a previous study for simulations at 5 km resolution (Yavinchan et al. 2011). The KF CPS is a mass-flux parameterization modified from the previous KF scheme (Kain & Fritsch 1993). The modifications include the updraft and downdraft formulation, and closure assumption (Kain 2004). The MKF, on the other hand, is the updated ‘scale-aware’ version of the KF CPS, taking into account the need of ‘scale-aware’ implementations of convective physics in the model (Arakawa & Jung 2011). Improvements in the MKF scheme include dynamic adjustment of time scale, enhancement of grid-scale vertical velocity, and entrainment methodology based on lifting condensation level (LCL) (Zheng et al. 2016). The superior performance of MKF in this study can be due to these features. On the other hand, in the original version of KF these parameters were fixed for a grid spacing of around 25 km, which may not be suitable for the 4 km simulations. The use of MKF showed improvement in predicting extreme rainfall events in previous studies (Mahoney 2016).

PRACTICAL PREDICTABILITY

In this section, the results of experiments on the effect of aspects including grid resolution, initial and boundary conditions on the predictability are presented. Figure 5(a)-5(c) shows the simulated rainfall in all three domains i.e. D01 (RES1, 36 km), D02 (RES2, 12 km), and D03 (RCTL, 4 km), where the same CPS (i.e. MKF) was used across different domains. As can be seen in these figures, the location of the maximum rainfall for all domains does not show notable differences among the simulations. However, there is a clear difference in the intensity, where the value tended to increase with resolution. The RCTL run at 4 km resolution has the second-highest intensity compared to the rest of the simulation experiments (Figure 4(a)). Based on the maximum rainfall, RES1 only predicted about half the rainfall, compared to RCTL. In RES2, there was an increment in the maximum rainfall compared to RES1, although the value was still lower than RCTL.

The 3 hourly averaged rainfall and accumulated averaged rainfall of the resolution experiments, for the box area indicated in Figure 1(a), is shown in Figure 4(b)-4(c). Both figures indicate that the 3-hourly rainfall and accumulated rainfall, averaged over the box, differ minimally among the three domains. Hence, this result suggests, based on the chosen box, the effects of different resolutions on the forecast appear to be minimal. However, as discussed above, the performances appear markedly different when simulating the maximum rainfall, where the high-resolution D03 of 4 km produced a much higher intensity. For operational forecasts and flood forecasting, correctly simulating the intensity (or maximum rainfall) is considered very crucial. These results show that a higher resolution provides a relatively skilful prediction, as the model resolves moist physics better with the increment of grid resolution (Zhang et al. 2002). Additionally, based on Figure 4(a), the 3 hourly simulated rainfall showed increments for up to 21 h and a decrement afterwards. This decrement appears to be consistent with the radar images (not shown) and the observed data from the station rain gauge (Figure 1). This comparison also suggests that TRMM may overestimate the actual amount of rainfall during the episode.

![Figure 4](image-url)

**Figure 4.** (a) The 3 hourly accumulated rainfall (mm) of D03 for various combinations of different cumulus parameterizations (refer to Table 1) and TRMM, (b) Time evolution of 3 hourly averaged rainfall (mm) for RES1 (D01), RES2 (D02), and RCTL (D03), and (c) Accumulated averaged rainfall (mm) for RES1 (D01), RES2 (D02), RCTL (D03), and TRMM over the box area in Figure 1(a).
In the initial and boundary condition experiments (Table 2), ERAic and ERAbc are identical to CNTL except in ERAic, ERA-Interim data was used to initialise the simulation, while for ERAbc, the ERA-Interim data was used as the boundary conditions (Table 2). The location of the simulated rainfall in ERAic was improved slightly, in which the southern extent of the rain band was located closer to the coastal region (Figure 5(d)). Also, the superficial rainfall patch over the western coast of Peninsular Malaysia was not simulated in ERAic. However, ERAic significantly over-predicted the offshore rainfall amount in the South China Sea. In addition, the patch of simulated rainfall along east coast of Peninsular Malaysia does not extend further south (Figure 5(d)). In ERAbc (Figure 5(e)), the location of the rainfall is comparable to CNTL, but the intensity is noticeably weaker. Overall, this experiment shows that the boundary condition uncertainty does have some notable impact on the forecast, which could lead to the suppression of strong rainfall convergence. In a previous study by Zhang et al. (2006), experiments using different initial data resulted in significant differences in both location and intensity of simulated rainfall, while different boundary conditions essentially produced no significant difference in the simulated rainfall, except for a reduction in intensity. Hence, the findings of the ERAic and ERAbc experiments in this study appear to be consistent with that of Zhang et al. (2006).

As in Zhang et al. (2006), different errors associated with different products in model initialisations (ERAint vs. GFS) influence the quality of the forecast differently. However, as stated in Zhang et al. (2006), a minimal impact of boundary conditions on the intensity and location of rainfall could also be associated with the large distance from the lateral boundary to the primary region of interest. In order to provide a quantitative measure of different factors on forecast quality, the error growth in the simulations in the context of practical predictability was further investigated by examining the difference of total energy (DTE) between the simulation experiments with respect to the CNTL, using the formula of Zhang et al. (2003):

\[
DTE = \frac{1}{2} \sum (U'^2 + V'^2 + \kappa T'^2)
\]

where $U'$, $V'$, and $T'$ are the differences in wind components and temperatures between two simulations, $\kappa = C_p/T_r$ ($C_p = 1005.7 \text{ J kg}^{-1} \text{ K}^{-1}$ and the reference temperature $T_r = 287 \text{ K}$), and $i$, $j$, and $k$ run over the $x$, $y$, and $\sigma$ grid points.

Figure 6 shows the DTE of four different aspects of practicability. In addition, although the intrinsic predictability aspect is not investigated in this study, the DTE of the perturbation experiment of CNTL (PrPERT) was also computed to provide comparison and a basis for future study. Overall, it can be seen that the highest DTE was associated with the CPS experiment (PrCPS). Experiments using different initial conditions (PrERAic) provided the second-highest DTE, while the third-largest error came from the experiment of different boundary conditions (PrERAbc). The initial perturbation experiment (PrPERT) showed slightly lower error than PrERAbc. However, it appears that the resolution experiment (PrRES6) had the lowest DTE. There is a notable difference in terms of the

---

**Figure 5.** The 24 h accumulated rainfall (mm) for (a) RES1, (b) RES2, (c) RCTL, (d) ERAic, and (e) ERAbc.
relative magnitude of DTE from that reported by Zhang et al. (2006), in which the lowest DTE was associated with the perturbation experiment. However, in this study, the resolution experiment appears to have the smallest DTE. In Zhang et al. (2006), resolution was attributed to large DTE since increasing the resolution did not increase the accuracy of the forecast. In fact, their high-resolution simulation completely failed to forecast the rainfall episode. On the contrary, this study shows that the rainfall episode was reasonably forecasted both at 36 km (D01) and 4 km (D03) resolutions. In fact, improvements can be seen in the 4 km simulation, especially in term of maximum rainfall. Hence, the DTE associated with resolution was much lower compared with those of other aspects.

For the grid resolution experiment, the DTE was calculated with respect to the RCTL. However, as shown, there is only a small difference if the DTE were to be calculated with respect to CNTL rather than RCTL (Figure 6). This implies that the use of MKF vs. explicit (i.e. no CPS scheme) provided no significant difference at 4 km resolution. The error growth of ERAbc compared to CNTL appears much larger during the spin-up time compared with that of the ERAic, although at the 36 h forecast the ERAic DTE was double that of the ERAbc. However, Figure 6 also shows that the DTE associated with different initial analyses (PrERAic) may lead to relatively larger errors compared to the PrPERT. Models are sensitive to the initial conditions, where small errors in the initial state would lead to bigger changes to the forecast (Nielsen-Gammon et al. 2005; Zheng et al. 2016). However, errors in the initial conditions may originate from the use of different analysis products or inaccuracy in the initial condition. This study suggests that the use of different analysis products may lead to larger errors. Forecast quality may be improved with even a small improvement in initial conditions through data assimilation (Rabier et al. 1996). Selecting the appropriate CPS is also important, as the DTE associated with the CPS experiment is the largest, which is consistent with Zhang et al. (2006). Furthermore, the importance of an appropriate CPS in correctly forecasting the extreme rainfall episodes over Peninsular Malaysia has been previously demonstrated in Ardie et al. (2012), Salimun et al. (2010) and Yavinchan et al. (2011).

Based on the sensitivity experiment, the highest DTE was contributed by CPS difference, followed closely by different initial conditions (Figure 6). Previous studies (Litta et al. 2007; Nielsen-Gammon et al. 2005; Salimun et al. 2010; Yavinchan et al. 2011; Zhang et al. 2006; Zheng et al. 2016) have also demonstrated that both CPS and initial conditions contributed to the largest variations in predicted rainfall. The third-highest DTE was contributed by the different boundary conditions, while the different grid resolutions contributed the least (Figure 6). The smallest DTE associated with the resolution difference could be associated with use of the MKF in which grid resolution dependencies were applicable in this scheme. Three updated parameters in the CPS namely the dynamic adjustment time scale, grid scale vertical velocity and entrainment effect show improvement in the intensity and patterns of the precipitation and reduce excessive precipitation biases (Zheng et al. 2016). Moreover, Mahoney (2016) showed that KF scheme produced far less precipitation compared to the MKF scheme in the simulation of 4 km horizontal grid spacing of 2013 Colorado Front
Range floods. Zhang et al. (2006) also showed CPS and initial condition differences contribute to the highest error. Nevertheless, resolution differences also produced high errors due to the inability to predict the event in the higher resolution run (Zhang et al. 2016).

**CONCLUSION**

The practical predictability of the 17 December 2014 heavy rainfall episode was investigated using the WRF Model of 36 km, 12 km and 4 km nested grid resolution. The results suggested that the intensity and location of predicted rainfall is affected largely by the treatment of deep convection in the simulations. The combination of MKF scheme for the outer domains, and explicitly resolved convective process in the innermost domain in EXP5 gives the best consistency of simulated rainfall with the observations. Further experiments of predictability dependency on grid resolution, initial and boundary conditions, and convection schemes showed that the largest uncertainties in the forecast come from the convection schemes and initial analysis. The effects of boundary conditions and grid resolution can be considered secondary. This suggests that convection scheme and model initialisation aspects should be given the utmost priority in order to improve forecasting of extreme rainfall events. It was also found that the higher grid resolution provided the best simulation and forecast. However, these results are based solely on the simulations of a single extreme rainfall event. Hence, further research on different extreme rainfall cases may be needed for generalisation of the results. Intrinsic predictability aspects should also be investigated to understand how overall performance of model in forecasting heavy rainfall events could be further improved.
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