Bounding Computational Complexity under Cost Function Scaling in Predictive Control

Ian McInerney, Eric C. Kerrigan, George A. Constantinides

Abstract—We present a framework for upper bounding the number of iterations required by first-order optimization algorithms implementing constrained LQR controllers. We derive new bounds for the condition number and extremal eigenvalues of the primal and dual Hessian matrices when the cost function is scaled. These bounds are horizon-independent, allowing for their use with receding, variable and decreasing horizon controllers. We considerably relax prior assumptions on the structure of the weight matrices and assume only that the system is Schur-stable and the primal Hessian of the quadratic program (QP) is positive-definite. Our analysis uses the Toeplitz structure of the QP matrices to relate their spectrum to the transfer function of the system, allowing for the use of system-theoretic techniques to compute the bounds. Using these bounds, we can compute the effect on the computational complexity of trading off the input energy used against the state deviation. An example system shows a three-times increase in algorithm iterations between the two extremes, with the state 2-norm decreased by only 5% despite a greatly increased state penalty.
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I. INTRODUCTION

Processors in modern Cyber-Physical Systems (CPS) are routinely being utilized for more than just control, with additional tasks such as communication, coordination, user-interface and data-collection becoming more widespread as designers adopt networked systems and the Internet of Things. At the same time, computational resources are being further constrained by the demand for low-power and low-cost designs. Guaranteeing the proper operation of the control system on resource constrained processors in environments with safety and operational constraints is important to guarantee the dependability of the CPS [1].

Model Predictive Control (MPC), and specifically the Constrained Linear Quadratic Regulator (CLQR), was recently highlighted in [2] as a control algorithm aptly suited to provide these operational guarantees at a functional level. This means that guaranteeing the dependable operation of the CPS now requires analyzing the MPC algorithm, and guaranteeing its performance given the computational resources present. To this end, the authors of [1] suggest that an important question to answer is: what effect do the reduced computational resources have on the system performance? This question views the computation and system performance as two separate factors, focusing on quantifying the performance degradation experienced due to the computational resources.

Instead, we propose that the system performance should be examined together with the computational resources by asking the question: what effect does the desired system performance have on the computational resources required? The performance constraints are usually given as bounds (e.g. “settling-time less than 1s” or “track this signal with less than 5% error”) rather than an exact criterion, creating a space of possible controllers that can satisfy the requirements. These controllers may have different computational resource demands, opening up the opportunity to trade-off the computation with the system performance. We show in this paper that exploring this trade-off is beneficial; with a sample system demonstrating a reduction in computational resource demand by an order of magnitude while only increasing the state 2-norm value by 5%.

To quantify this trade-off, we analyze how the computational complexity (e.g. number of algorithm iterations) varies as the weighting matrices in the cost function of the CLQR are changed. We focus on first-order methods for solving the Quadratic Programming (QP) formulation of the condensed CLQR method (such as the Fast Gradient Method (FGM) [3] and Dual Gradient Projection (DGP) method [4]), since their computational complexity is sensitive to the problem conditioning [3], [5], [6]. For this analysis, we present a framework to compute horizon-independent condition numbers and extremal eigenvalues for the matrices in both the primal and dual QPs for the condensed CLQR with arbitrary weighting matrices for the states, inputs and state-input cross-term (defined as $Q, R$ and $S$, respectively). We then use these results to examine the effect that scaling the weight matrices has on the computational complexity of FGM and DGP.

Prior work in [3] and [7] derived horizon-independent bounds on the condition number of the primal QP with no cross-term $S$ and with the structure of the input weight matrix $R$ assumed to be a multiple of the identity matrix. Our relaxation of the assumptions on $R$ and $S$ allow for the bounding of problems created through controller matching (e.g. [8], [9]) or through the discretization of a continuous-time problem into discrete-time [10]. Prior bounds for the dual QP matrices in [4] utilize the sub-multiplicative property of the matrix 2-norm to bound the maximal eigenvalue. We present a tight horizon-independent bound on the maximal eigenvalue...
in this work, reducing the conservativeness of iteration bounds for dual methods such as DGP.

Our bounding framework is based on truncated infinite-dimensional Toeplitz operators (see [11], [12] for a survey of the mathematics behind these operators). These operators have been applied extensively in the field of robust control [13], but they have seen limited application to MPC. Prior work in MPC using these operators has focused on deriving suboptimal MPC algorithms [14], [15], equating properties of the condensed primal Hessian matrix with the system frequency response [16], and relating the stability of MPC to the phase-space of the system [17], [18]. We use these operators to find the horizon-independent bounds using system-theoretic properties such as the $H_\infty$ norm.

In the remainder of this section we define the mathematical notation used throughout the rest of the paper. In Section III we present the CLQR problem formulation, an overview of the computational complexity of FGM and DGP, and the dynamical systems used in the numerical examples throughout this paper. We present the spectral bounds of the QP matrices in Section III. Section IV examines the effect of weight matrix truncation of an infinite system $G_s$, and $\bar{\varepsilon}_0$ is the current measured state. $D \in \mathbb{R}^{j \times n}$ and $E \in \mathbb{R}^{l \times m}$ are the stage constraint matrices for the states and inputs respectively, and the vectors $c_j \in \mathbb{R}^j$ and $c_u \in \mathbb{R}^l$ are the upper bounds for the stage constraints. The matrices $Q = Q' \in \mathbb{R}^{n \times n}$, $R = R' \in \mathbb{R}^{m \times m}$, $P = P' \in \mathbb{R}^{n \times n}$ are the weighting matrices for the system states, inputs, and final states respectively, and the matrix $S \in \mathbb{R}^{n \times m}$ weights the inputs against the states. The weighting matrices are chosen such that $\begin{bmatrix} Q & S \\ S' & R \end{bmatrix}$ is positive definite.

This problem can be condensed by removing the state variables from (1) to leave only the control inputs in the vector $u := [u_0, u_1, \ldots, u_{N-1}]$. The optimization problem is then the inequality-constrained problem

$$\min_{u} \frac{1}{2} u^T H u + \bar{z}_0^T J^T u$$

s.t. $Gu \leq F \bar{z}_0 + g$

with $H_c := \Gamma' \hat{Q} \Gamma + \hat{S}' \Gamma + \Gamma' \hat{S} + \hat{R}$, $J := \Gamma' \hat{Q} \Phi$, and the remaining matrices given in Appendix A. An alternative method of solving the CLQR problem (1) is to transform (2) into its dual problem

$$\min_{y} \frac{1}{2} y^T H_d y + (J_d \bar{x}_0 + g)^T y$$

s.t. $y \geq 0$

where $y$ are the dual variables for the inequality constraints (2b), $H_d := GH_c^{-1}G'$ and $J_d := GH_c^{-1}J + F$. Since there is strong duality between (2) and (3), the control sequence can be recovered from a dual-optimal solution $y^*$ through $u^* = -H_c^{-1}(G' y^* + J' x_0)$. 

A. CLQR Formulation

The CLQR formulation of MPC can be written as the following constrained quadratic programming problem

$$\begin{align}
\min_{u, x} & \frac{1}{2} x_N^T P x_N + \sum_{k=0}^{N-1} \left[ x_k^T F \begin{bmatrix} Q & S \\ S' & R \end{bmatrix} x_k - u_k^T \begin{bmatrix} \bar{z}_0 \\ c_u \end{bmatrix} - \bar{z}_0^T \begin{bmatrix} \bar{z}_0 \\ c_u \end{bmatrix} \right] \\
\text{s.t.} & \quad x_{k+1} = Ax_k + Bu_k, \quad k = 0, \ldots, N-1 \\
& \quad x_0 = \hat{x}_0 \\
& \quad Eu_k \leq c_u, \quad k = 0, \ldots, N-1 \\
& \quad D x_k \leq c_u, \quad k = 1, \ldots, N
\end{align}$$

Definition 2. Let $T_n$ be the $n \times n$ truncation of an infinite matrix $T$. We define the extrema of the spectrum of $T$ as:

$$\lambda_{\min}(T) := \lim_{n \to \infty} \lambda_1(T_n), \quad \lambda_{\max}(T) := \lim_{n \to \infty} \lambda_n(T_n),$$

$$\sigma_{\min}(T) := \lim_{n \to \infty} \sigma_1(T_n), \quad \sigma_{\max}(T) := \lim_{n \to \infty} \sigma_n(T_n).$$

II. MPC PRELIMINARIES

In this section we present the constrained LQR formulation of the MPC problem. We introduce both the primal and dual quadratic programming formulations, and first-order optimization algorithms to solve them.
B. Solution Algorithms

In this work we focus on two first-order methods commonly used for embedded implementations: the Fast Gradient Method (FGM) and the Dual Gradient Projection (DGP) method.

1) Fast Gradient Method: The Fast Gradient Method was originally proposed by Nesterov to solve constrained convex programs, and was adapted in [3] to solve the condensed QP with only input constraints. The FGM will minimize the cost while using a projection operation to satisfy the inequality constraints. It is popular in embedded implementations when the constraint set is upper/lower bounds due to the existence of a simple projection operator, an Upper Iteration Bound (UIB), and sizing rules for fixed-point data-types.

The UIB for FGM can be computed from

\[ \text{UIB} := \max \{0, \min \{a, b\}\}, \]

where \(\epsilon\) is the desired tolerance for the primal solution, \(\kappa\) is the condition number of the Hessian \(H_c\), and \(\Delta\) is a constant determined by the constraint set [3].

The value of \(\Delta\) can be found by either solving one of the optimization problems given in [3] or utilizing an upper-bound, while the value for \(\epsilon\) should be chosen to ensure stability properties of the system. A horizon-independent bound on \(\epsilon\) and \(\Delta\) for warm-started FGM was calculated in [3] as

\[ \epsilon \leq \frac{\mu \delta_{\text{max}}^2}{2 \|B\|^2}, \quad \Delta \leq \lim_{N \to \infty} \kappa \epsilon, \]

where \(\mu\) is the smallest eigenvalue of the Hessian \(H_c\), and \(\|x_+ - x_+^*\| \leq \delta_{\text{max}}, \) where \(x_+\) is the next state and \(x_+^*\) is the next state under the optimal input.

2) Dual Gradient Projection: An alternative algorithm to solve (1) is the Dual Gradient Projection (DGP) algorithm described in [4]. DGP is a non-accelerated gradient method that operates on the dual problem [3]. There are two main steps in the algorithm: the gradient computation and then a projection onto the non-negative orthant. The projection operation is onto the non-negative orthant regardless of the constraint set [26], making DGP suitable for embedded applications with complex constraint sets.

Theoretical results in [4] presented the following UIB for the DGP algorithm

\[ \text{UIB} := \frac{LD^2 \alpha^2}{2(\epsilon_g - 2D\epsilon_{\xi})\alpha - 2(\epsilon_g + L_V\epsilon_{\xi}^2)} - 1, \]

where \(L := \lambda_{\text{max}}(H_d)\) and \(L_V := \lambda_{\text{max}}(H_c)\). \(\epsilon_g\) is the largest permissible constraint satisfaction error, \(\epsilon_{\xi}\) is the desired tolerance of the dual solution, and \(\epsilon_{\xi}\) is the error in the dual gradient computation. \(D\) is the Upper Dual Bound (UDB), which is defined as \(D := \|d\|\) where \(d_i := \max\{y_i^*, 1\}\) and \(y^*\) is the optimal dual vector. \(D\) can be estimated by solving one of several optimization problems given in [20] or [21], and \(\alpha\) can be calculated using the formula in [4].

C. Systems for the Numerical Examples

Throughout this paper, the theoretical results are illustrated by numerical examples using the following two dynamical systems.

System 1. The discrete-time system with four-states and two-inputs given in [22] with state equation and cost matrices

\[ x^+ = \begin{bmatrix} 0.7 & -0.1 & 0.0 & 0.0 \\ 0.2 & -0.5 & 0.1 & 0.0 \\ 0.0 & 0.1 & 0.1 & 0.0 \\ 0.5 & 0.0 & 0.5 & 0.5 \end{bmatrix} x + \begin{bmatrix} 0.0 & 0.1 \\ 0.1 & 1.0 \\ 0.1 & 0.0 \\ 0.0 & 0.0 \end{bmatrix} u, \]

\[ Q = \text{diag}(10, 20, 30, 40), \quad R = \text{diag}(10, 20). \]

The inputs and states of the system are constrained to be \(|u_1| \leq 0.5, |x_1| \leq 0.5\) respectively.

System 2. The mass-spring-damper system from [23] where 10 masses are coupled together by a spring and a damper in parallel, with a force input on each mass as shown in Figure 1.

The continuous-time system is discretized using a zero-order hold with a sampling time of \(T_s = 0.1\). The continuous-time cost matrices are

\[ Q_c = \begin{bmatrix} 10 & 0 \\ 0 & 20 \end{bmatrix} \otimes I_{10}, \quad R_c = \text{diag}(100, 200, \ldots, 900, 1000), \]

where they are discretized as discussed in [17] in order to make the cost of the discrete-time problem equivalent to the cost of the continuous-time problem. This leads to dense \(Q\) and \(R\) matrices along with a cross-term matrix \(S\) in the discrete-time problem. The inputs and states of the system are constrained to be \(|u_1| \leq 1, |x_1| \leq 0.2\) respectively.

D. Assumptions

In this work we make the following assumption on the predicted system in the CLQR problem.

Assumption 1. The predicted system \(G_s(\cdot)\) defined by the dynamics in (16) is Schur-stable. This means that all eigenvalues of the state transition matrix \(A\) lie strictly inside the unit circle.

The assumption of Schur-stability is required to guarantee the convergence of a matrix series in Section III-A, and therefore lies behind every result in this paper. This assumption is not restrictive though, since a system that is not Schur-stable can always be pre-stabilized by a separate controller that can guarantee Schur-stability [24].

III. Spectral Properties

In this section, we present spectral properties (e.g. condition numbers and eigen/singular value estimates) for the prediction matrix \(\Gamma\) and the Hessian matrices \(H_c\) and \(H_d\).
Proposition 1. Let $G_s$ be a Schur-stable system predicted over a horizon of length $N$, then the following are true:

(a) $\sigma_{\min}(G_s) \leq \sigma(\Gamma) \leq \|G_s\|_{\infty}$

(b) $\lim_{N \to \infty} \kappa(\Gamma) = \kappa(G_s)$

(c) $\sigma(\Gamma) \approx \bigcup_{\omega \in \Omega} \lambda(G_s(e^{j\omega}))$

with $\Omega := \{\omega: \omega = -\frac{\pi}{2} + \frac{2\pi}{N}i, \ i \in \mathbb{Z}[0, N-1]\}$

Proof. \(\Gamma\) is lower-triangular, so the matrix $\Gamma^{\ast}\Gamma$ is also Toeplitz with the matrix symbol $G_s^{\ast}G_s \in \mathcal{C}_{2\pi}$ [11] Lemma 4.5] since \(z^{\ast}z = 1\) for \(z \in \mathbb{T}\).

(a) Since $\Gamma^{\ast}\Gamma$ is Toeplitz with its symbol in $\mathcal{C}_{2\pi}$, its spectrum is upper bounded by $\sigma(\Gamma_n) \leq \sqrt{\lambda_{\max}(G_s^{\ast}G_s)}$. Applying $\lambda(G_s^{\ast}G_s) = \sigma(G_s)^2$ then produces the inequality $\sigma(\Gamma) \leq \lambda_{\max}(G_s)$. Then note that the $\infty$ norm of a system is its largest singular value, giving the final inequality.

The proof for the lower bound follows the same steps.

(b) Taking the limit of the condition number as $N \to \infty$ gives:

$$\lim_{N \to \infty} \kappa(\Gamma) = \lim_{N \to \infty} \frac{\sigma_{\max}(\Gamma)}{\sigma_{\min}(\Gamma)} = \frac{\sigma_{\max}(G_s)}{\sigma_{\min}(G_s)} = \kappa(G_s).$$

(c) It is known that the singular values of matrix $\Gamma$ are related to the eigenvalues of $\Gamma^{\ast}\Gamma$ through $\sigma(\Gamma)^2 = \lambda(\Gamma^{\ast}\Gamma)$. From [19], the eigenvalues of $\Gamma^{\ast}\Gamma$ can be estimated as $N \to \infty$ by finding the eigenvalues of the matrix symbol $G_s^{\ast}G_s$ as it is evaluated around the unit circle, e.g.

$$\lambda(\Gamma^{\ast}\Gamma) \approx \bigcup_{\omega \in \Omega} \lambda(G_s(e^{j\omega})^{\ast}G_s(e^{j\omega})) \quad (9)$$

Since the right-hand side of (9) evaluates to a matrix at every point $\omega$, we can rewrite (9) as

$$\sigma(\Gamma)^2 \approx \bigcup_{\omega \in \Omega} \sigma(G_s(e^{j\omega}))^2.$$

Taking the square root of both sides gives the final result.

Proposition 1 shows that the spectral properties of the prediction matrix $\Gamma$ can be related to the transfer function $G_s$ sampled around the unit circle. This allows for the singular values of $\Gamma$ to be both bounded and estimated by performing analysis on $G_s(\cdot)$ instead of actually forming $\Gamma$.

B. Condensed Primal Hessian Matrix

The Hessian of the MPC problem formulation in (2) can be split into four distinct parts

$$H_c := H_Q + H_S + H_P + H_R \quad (11)$$

where $H_Q$, $H_S$, $H_R$, and $H_P$ are the parts that contain the matrices $Q$, $S$, $R$ and $P$ respectively. In this work, we allow for arbitrary $Q$ and $R$ matrices, while presenting three specific cases for $S$ and $P$:

Case 1) $P = Q = S = 0$

Case 2) $P$ is the solution of the discrete-time Lyapunov equation $A^TPA + Q = P$ and $S = 0$

Case 3) Arbitrary $S$

The specific selection of $P$ in Case 2 is examined because it is commonly used to guarantee asymptotic stability of the closed-loop MPC controller [26].
Case [7] Let the condensed Hessian matrix for this case be $H_{cQ}$. The assumption that $S = 0$ and $P = Q$ means that $H_S = 0$ and $H_P = 0$, making $H_{cQ} := \tilde{H}_Q + H_R$ where $\tilde{H}_Q := \Gamma^* \tilde{Q} \Gamma$ and $\tilde{Q} := I_N \otimes Q$. Examining the structure of $\tilde{H}_Q$ in (10), it can be seen that the diagonal possess a common structure, with the inconsistency being the summation end point for each entry. It turns out that $\tilde{H}_Q$ is a Toeplitz matrix when examined as $N \to \infty$, and when it is added with $H_R$, the resulting matrix $H_{cQ}$ is a Toeplitz matrix represented by the generating symbol in Lemma [2]

Lemma 2. Let $S = 0$, $P = Q$ and $P_R$ be the matrix symbol from Lemma [7] for a Schur-stable system, then the matrix $H_{cQ}$ is a Toeplitz matrix with the matrix symbol $P_{H_{cQ}} \in \mathcal{C}_2$ where

$$P_{H_{cQ}}(z) := P_T(z)^* Q P_T(z) + R \quad \forall z \in \mathcal{T}$$

Proof. $H_R := I_N \otimes R$ is a Toeplitz matrix with symbol $P_R(z) = R$. Under the assumptions $S = 0$ and $P = Q$, $H_S = 0$ and $H_P = 0$. Since $\Gamma$ is a lower-triangular matrix and $\Gamma^*$ is an upper-triangular matrix, the product $\Gamma^* \tilde{Q} \Gamma$ is Toeplitz with generating symbol $P_T^* Q P_T$ [11] Lemma 4.5]. Additionally, Toeplitz structure is preserved over addition of two Toeplitz matrices, meaning matrix $H_{cQ}$ is then Toeplitz, with the symbol given in the Lemma. 

The matrix $H_{cQ}$ is the combination of three different Toeplitz matrices using addition and multiplication. The Toeplitz structure of a matrix is always preserved when adding/subtracting two Toeplitz matrices, and the new matrix symbol is simply the addition/subtraction of the two symbols. Unfortunately, the multiplication of Toeplitz matrices does not generally result in a Toeplitz matrix. However, when multiplied as $L' T L$ (with $L$ lower-triangular), the Toeplitz structure is preserved and the new matrix symbol is simply the multiplication of the symbols.

Since $H_{cQ}$ is Toeplitz with the symbol in Lemma [2], we can estimate and bound the eigenvalues $H_{cQ}$ using the symbol.

Theorem 1. Let $H_{cQ}$ be the condensed Hessian matrix for a Schur-stable system predicted over a horizon of length $N$ with $S = 0$, $P = Q$ and the matrix symbol $P_{H_{cQ}}$ given in Lemma [2] then the following are true:

(a) $\lambda_{\min}(P_{H_{cQ}}) \leq \lambda(H_{cQ}) \leq \lambda_{\max}(P_{H_{cQ}})$

(b) $\lim_{N \to \infty} \kappa(H_{cQ}) = \kappa(P_{H_{cQ}})$

(c) $\lambda(H_{cQ}) \approx \sum_{\omega \in \Omega} \lambda(P_{H_{cQ}}(e^{2\pi i}))$ with $\Omega := \{\omega : \omega = -\frac{\pi}{2} + \frac{2\pi i}{N}, \quad i \in \mathbb{Z}_{[0,N-1]}\}$

Proof. (a) The spectrum of a Toeplitz matrix with its symbol in $\mathcal{C}_2$ is bounded by the extremes of the spectrum of its symbol [11] Theorem 4.4].

(b) Note that $H_{cQ}$ is a Hermitian matrix, which means that it is also normal [27, §4.1]. Since it is both normal and positive semi-definite, $\sigma(H_{cQ}) = \lambda(H_{cQ})$ [28, §3.1], making the condition number become $\kappa(H_{cQ}) = \lambda_{\min}(H_{cQ}) / \lambda_{\max}(H_{cQ})$. Taking the limit of both sides in conjunction with the spectral bounds from part (a) gives

$$\lim_{N \to \infty} \kappa(H_{cQ}) = \kappa(P_{H_{cQ}}).$$

(c) The spectrum of a Toeplitz matrix can be estimated from its symbol using the techniques in [19], giving this result. 

Since the eigenvalues for any finite-size Toeplitz matrix are guaranteed to be inside the spectrum of its matrix symbol, the bounds given in Theorem [1] are horizon-independent. As the matrix size grows, the bounds in Theorem [1] (a) become tight; so equality occurs for long prediction horizons. The horizon at which equality occurs differs for every system, with some reaching it in short horizons (e.g. System [1] with equality for $N > 40$), while others require very long horizons (e.g. System [2] requiring $N \gg 1000$). This is illustrated in Figure [2].

Since the matrix symbol $P_{H_{cQ}}$ takes a complex number on the unit circle as its argument, we can view it as the discrete-time transfer function of a dynamical system. This means that the extremal eigenvalues can be found through the $H_{\infty}$ norm of the system and its inverse (which will always exist since $H_{cQ}$ is positive-definite). Additionally, the spectrum of $H_{cQ}$ can be estimated through the singular values of the discrete-time system $P_{H_{cQ}}$ since $H_{cQ}$ is Hermitian.

The results in Theorem [1] give the spectral properties of $H_{cQ}$ for arbitrary $Q$ and $R$ matrices. If we were to constrain the matrices to be $Q = I$ (or $Q = C^T C$ for systems with an output mapping) and $R = \rho I$, then the results presented in [7] Corollary 11.5.2] will be recovered.

Case [2] We now examine the Hessian matrix that results from choosing a terminal cost matrix such that $P$ is the solution to the discrete-time Lyapunov equation. The matrix splitting for $H_e$ in [11] does not generally have nice properties when $P \neq Q$. However, with $P$ chosen as the solution to $A' PA + Q = P$, the matrix splitting becomes $H_{cP} := H_{cQ} + H_{P_2}$ where $H_{cQ}$ is the Hessian from Case [1] and $H_{P_2}$ is the matrix given in [12]. The structure of $H_{cP}$ is such that as $N \to \infty$, its eigenvalues converge to the eigenvalues of $H_{cQ}$. This means the results in Theorem [1] can be used to bound the spectrum of $H_{cP}$.

Theorem 2. Let the system $G_s$ be Schur-stable with the state space matrices $(A, B, I, 0)$, and $P_{H_{cQ}}$ be defined in Lemma [2]. If the terminal weighting matrix $P$ is chosen as the solution to
A'PA + Q = P, then the spectrum of the condensed Hessian matrix $H_{cP}$ has the following properties:

(a) $\lambda_{\min}(P_{H_{cQ}}) \leq \lambda(H_{cP}) \leq \lambda_{\max}(P_{H_{cQ}})$

(b) $\lim_{N \to \infty} \kappa(H_{cP}) = \kappa(P_{H_{cQ}})$

**Proof.** Since $P$ is the solution to the discrete-time Lyapunov equation, $P$ can be written as the infinite sum $P = \sum_{i=0}^{\infty} (A')^i QA'$. Substituting this into $H_{cP}$ produces a matrix which has the same entries as $H_{cQ}$, except with the starting/ending points of the summations changed. In this new matrix, the summations start where the summations in $H_{cQ}$ stop, and end at $\infty$ (e.g., the upper-left corner starts at $N$ and goes to $\infty$, while the lower-right corner starts at 1 and goes to $\infty$). This means that adding $H_{cP}$ to $H_{cQ}$ changes the summations in $H_{cQ}$ so that all of them now go from 0 to $\infty$. This results in $H_{cP}$ becoming a Toeplitz matrix, with the same matrix symbol as $H_{cQ}$ in Lemma 2. Then for $N \to \infty$, the spectrum of $H_{cP}$ converges to the spectrum of $H_{cQ}$. \(\Box\)

The results in Theorem 2 are intuitive, since the terminal cost $x_N'P_{x_N}$ is designed to capture the value of the cost after the prediction horizon and should therefore disappear when going to infinite horizons. For the CLQR formulation (1), selecting $P$ as the solution to the discrete-time Lyapunov equation will exactly capture the cost’s tail. When condensed into $H_{cP}$, $H_{cP}$ extends the summations in each entry of $H_{cQ}$ to infinity in order to capture this tail. This means that as $N \to \infty$, the effect of $H_{cP}$ on $H_{cQ}$ will diminish, until eventually $H_{cP}$ vanishes. This leads to the horizon-independent result in Theorem 2 that the extremal eigenvalues and condition number of $H_{cP}$ will be the same as those for $H_{cQ}$. Note though that the finite-horizon spectrum of $H_{cP}$ may be different from that of $H_{cQ}$, as shown by the difference between them (represented by triangles and circles respectively) at low horizons in Figure 2.

**Case 3**. We now introduce a state-input cross-term weighting matrix $S$ to problem (1), and refer to the resulting Hessian matrix as $H_{cS}$. Unfortunately, $H_{cS}$ is not Toeplitz since $S$ contains a 0 matrix in S instead of S in the lower-right corner; which when multiplied with $\Gamma$ produces a row/column of zeros on the bottom/right of the matrix $H_{cS}$.

To overcome this, we split $H_{cS}$ into two components, a nominal matrix $H_{cN}$ and a correction matrix $H_{cS}$, such that $H_{cS} := H_{cN} - H_{cS}$. We let the nominal matrix be $H_{cN} := H_{cQ} + \hat{H}_{cS}$, where $H_{cS} := (I_N \otimes S)'\Gamma + \Gamma'(I_N \otimes S)$. This adds in an $S$ weighting term on the final state, which makes $\hat{H}_{cS}$ Toeplitz with the matrix symbol $P_{\hat{H}_{cS}}(z) := S'P_{cN}(z) + P_{cS}(z)S \quad \forall z \in T$.

This leads to $H_{cN}$ being Toeplitz as well with matrix symbol $P_{H_{cN}} \in \tilde{C}_2$.

$$P_{H_{cN}}(z) = P_{H_{cQ}}(z) + P_{\hat{H}_{cS}}(z) \quad \forall z \in T. \quad (13)$$

The additional weighting term introduced in $H_{cN}$ is then corrected for by subtracting the Hermitian matrix $H_e := S'\Gamma + \Gamma'S$, with $S := [I_{N-1} \otimes 0 \quad 0 \quad 0 \quad 0 \quad S]'$. To understand how $H_e$ affects $H_{cN}$, we first analyze the spectrum of $H_e$.

**Lemma 3.** Let $A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times m}$ and $W_c$ be the state transition matrix, input matrix and the controllability Gramian respectively for the Schur-stable system $G_s$. If $S \neq 0$, then the rank of the matrix $H_e$ is at most $2m$, and for $N \to \infty$ its $2m$ non-zero eigenvalues are the $2m$ eigenvalues of $U := \begin{bmatrix} B'S & I \\ S'W_cS & S'B \end{bmatrix}$.

**Proof.** $H_e$ is the outer product of $v$ and $u$, $u \in \mathbb{R}^{2m \times 2m}$ defined as

$$v := \begin{bmatrix} S'AN & S'AN-1 & \cdots & S'AB & S'B' \\ 0 & 0 & \cdots & 0 & I \end{bmatrix},$$

$$u := \begin{bmatrix} S'AN & S'AN-1 & \cdots & S'AB & S'B \end{bmatrix}'$$

The rank of an outer product matrix can be no larger than the smallest rank of the component matrices, and the rank of both $u$ and $v$ is $\leq 2m$. The non-zero eigenvalues of $v'u'$ are the same as the eigenvalues of $v'u'$ [27, Example 1.3.23], with

$$u'v = \sum_{k=0}^{N} S'Ab(\Gamma')S \quad S'B.$$ 

As $N \to \infty$, the summation converges to the controllability Gramian of the system $G_s$. [27, §6.6], which makes the lower-left corner of the matrix $U$ become $S'W_cS$.

The results presented in Lemma 3 show that the correction matrix $H_e$ has a finite and low rank independent of prediction horizon. Additionally, the limit points for the eigenvalues of $H_e$ as $N \to \infty$ can be computed by finding the eigenvalues of the $2m \times 2m$ matrix $U$, which is independent of the horizon length. Knowledge of the eigenvalues of $H_e$ then allows for the eigenvalues of the Hessian matrix $H_{cS}$ to be bounded.

**Theorem 3.** Let the system $G_s$ be Schur-stable with $P_{H_{cN}}$ from (13) and $U$ from Lemma 3. Let $\gamma := \lambda_{\max}(P_{H_{cN}})$, $\beta := \lambda_{\min}(P_{H_{cN}})$, $\eta := \lambda_{\max}(U)$, $\nu := \lambda_{\min}(U)$. If $S \neq 0$, then the spectrum of the condensed Hessian matrix $H_{cS}$ has the following properties:

(a) $\max\{0, \beta - \eta\} \leq \lambda(H_{cS}) \leq \gamma - \nu$
(b) \( \lim_{N \to \infty} \kappa(H_{CS}) \leq \begin{cases} \frac{\gamma-\nu}{\beta-\eta} & \text{if } \beta > \eta \\ \infty & \text{otherwise} \end{cases} \)

Proof. Note that \( H_{CS} = H_n - H_e \) can be viewed as the addition of the negation of \( H_e \). Negating a matrix will negate all the eigenvalues, and consequently reverse their order. Since both \( H_n \) and \( H_e \) are Hermitian, the eigenvalues of \( H_{CS} \) can be bounded by [30, Fact 5.12.2]

\[
\lambda_{\min}(H_n) - \lambda_{\max}(H_e) \leq \lambda_{\min}(H_{CS}), \\
\lambda_{\max}(H_{CS}) \leq \lambda_{\max}(H_n) - \lambda_{\min}(H_e),
\]

which gives the inequalities in part (a). No a priori bounds are provided for the value of \( \eta \), so it is possible that \( \beta - \eta < 0 \). However it is given that the Hessian matrix is positive definite, so when \( \beta - \eta < 0 \) the lower bound is set to 0. The condition number in part (b) follows from applying the bounds in part (a) to the definition of the condition number.

The results presented in Theorem 3 provide horizon-independent bounds for the extremal eigenvalues of the primal Hessian matrix with \( S \) present. The results in Theorem 1(a) can provide the values for \( \gamma \) and \( \beta \) when \( P = Q \) and for when \( P \) is the solution to the discrete-time Lyapunov equation. Horizon-independent values for \( \eta \) and \( \nu \) can be computed using Lemma 3.

The results in Theorem 3 are conservative bounds on the spectrum. This can be seen in Figure 2(a) where the bound on \( \lambda_{\min} \) is much lower than the actual computed eigenvalues. It is possible for the bound on the condition number to go infinite if \( \lambda_{\max}(H_e) \geq \lambda_{\min}(H_n) \), since then the lower bound on the eigenvalue will be 0 even though the actual Hessian \( H_{CS} \) remains positive definite.

An alternative method presented in [31] to handle a non-zero \( S \) matrix is to transform the problem into one with the system given by \( (\tilde{A}, \tilde{B}) \) and weight matrices \( (\tilde{Q}, \tilde{R}, \tilde{S}) \) with

\[
\tilde{A} := A - BR^{-1}S', \quad \tilde{B} = B, \\
\tilde{Q} := Q - SR^{-1}S', \quad \tilde{R} = R, \quad \tilde{S} = 0.
\]

Note that the Schur-stability assumption must now hold for \( \tilde{A} \), which is not true in general. This means a system that was Schur-stable before the transformation may lose its stability when transformed, and then must be pre-stabilized before the results from Cases 1 and 2 can be used.

C. Condensed Constraint Matrix

We now turn our focus to the constraints in (1). When both state and input constraints are included, the condensed constraint matrix \( [26] \) is a lower-triangular Toeplitz matrix.

Lemma 4. For a Schur-stable system with prediction matrix \( \Gamma \), the condensed constraint matrix \( G \) is Toeplitz with the matrix symbol \( P_G \in C_{2\pi} \) with

\[
P_G(z) := \begin{bmatrix} DP_T(z) \\ E \end{bmatrix} \quad \forall z \in \mathbb{T},
\]

where \( P_T(z) \) is the matrix symbol of \( \Gamma \) given in Lemma 7.
Proposition 2. If primal Hessian matrix, then this means that a relationship between a matrix symbol and \( \|H\| \) gives the result. We start with the fact that \( H \) is arbitrary (e.g., Case 3 from Section III-B)

**Lemma 5.** Let \( P_G \) be as defined in Lemma 4. If the system is predicted with a horizon of length \( N \), then:

(a) \( \sigma_{\min}(P_G) \leq \sigma(G) \leq \sigma_{\max}(P_G) \)

(b) \( \lim_{N \to \infty} \kappa(G) = \kappa(P_G) \)

(c) \( \sigma(G) \approx \bigcup_{\omega \in \Omega} \sigma(P_G(e^{i\omega})) \)

with \( \Omega := \left\{ \omega : \omega = -\frac{\pi}{2} + \frac{2\pi}{N}i, \ i \in \mathbb{Z}_{[0,N-1]} \right\} \)

**Proof.** This proof is similar to Proposition 1’s proof.

D. Dual Hessian Matrix

In this section, we derive the spectral properties of the dual Hessian matrix \( H_d \) for two distinct cases:

1) \( H_c \) is arbitrary (e.g., Case 3 from Section III-B)

2) \( H_c \) is Toeplitz (e.g., Cases 1 and 2 from Section III-B)

1) \( H_c \) is arbitrary: For problems where \( H_c \) is not Toeplitz, the resulting dual Hessian matrix \( H_d \) will also be non-Toeplitz. This means that a relationship between a matrix symbol and the spectrum of \( H_d \) cannot be derived. We can however still place an upper bound on the spectrum of \( H_d \).

**Proposition 2.** If \( P_G \) is defined as in Lemma 4 and \( H_c \) is the primal Hessian matrix, then

\[
\|H_d\|_2 \leq \frac{(\sigma_{\max}(P_G))^2}{\lambda_{\min}(H_c)}.
\]

**Proof.** Combining the triangle inequality

\[
\|H_d\|_2 \leq \|G\|_2 \|H_c^{-1}\|_2 \|G\|_2
\]

and the fact that \( \|H_c^{-1}\|_2 = \frac{1}{\lambda_{\min}(H_c)} \) together with Lemma 5 gives the result.

The result in Proposition 2 creates an upper bound for the spectrum of \( H_d \) using the maximum singular value of the constraint matrix \( G \) and the minimum eigenvalue of the primal Hessian matrix \( H_c \). This result holds true for any Hessian matrix \( H_c \), but is most applicable for Case 3 in Section III-B since the introduction of the S term disrupts the Toeplitz structure.

A non-zero lower bound for the spectrum of \( H_d \) does not exist in general, since \( H_d \) can be rank-deficient depending on the constraint set \( G \).

**Proposition 3.** Let \( G \in \mathbb{R}^{N \times N} \) be the condensed constraint matrix for a horizon of length \( N \), then \( \text{Rank}(H_d) = \text{Rank}(G) \).

**Proof.** Let \( H_c \) be the positive definite primal Hessian matrix as defined in Section III-B. Recall that \( H_d = GH_c^{-1}G' \). It is known from [30 Corollary 2.5.10] that for matrix multiplication of two matrices \( A \in \mathbb{R}^{x \times y} \) and \( B \in \mathbb{R}^{y \times z} \) with ranks \( a \) and \( b \) respectively, the rank of \( AB \) is

\[
a + b - y \leq \text{Rank}(AB) \leq \min\{a, b\}.
\]

Beginning by examining the product \( M := GH_c^{-1} \), which leads to \( M \in \mathbb{R}^{N \times N} \) since \( H_c \) is positive definite, its inverse exists and is also full rank, meaning \( \text{Rank}(H_c^{-1}) = Nm \). Additionally, \( \text{Rank}(G) \leq Nm \) since one dimension of \( G \) is fixed at \( Nm \). This means that both sides of (14) become \( \text{Rank}(G) \), making \( \text{Rank}(M) = \text{Rank}(G) \). A similar process can be followed for the product \( MG' \), to get the final result.

Proposition 3 shows that the rank of \( H_d \) is determined by the constraint set. If there are more constraints than inputs (e.g., \( l + j > m \)), then the dual Hessian will be rank deficient, and therefore be positive semi-definite.

2) \( H_c \) is Toeplitz: If the MPC problem (1) has a Toeplitz Hessian matrix (e.g., Case 1 or 2 in Section III-B or the transformed problem to remove \( S \)), then the eigenvalue distribution of \( H_d \) can be estimated from the eigenvalues of its matrix symbol. To do this, we first note that the dual Hessian has the same non-zero eigenvalues as the matrix \( H_d := GH_c^{-1}G' \).

**Lemma 6.** Let \( H_c \) and \( G \) be from (2). The non-zero eigenvalues of the Hessian \( H_d \) in (3) are the same as the eigenvalues of \( H_d := GH_c^{-1}G' \).

**Proof.** This result follows directly from the fact that \( H_d \) can be viewed as the outer product \( uu' \) of the matrices \( u := G \) and \( v := H_c^{-1}G \). The non-zero eigenvalues of the outer product \( uu' \) are the same as the eigenvalues of \( vv' \) [27, Example 1.3.23].

If \( H_c \) is limited to being a Toeplitz matrix, then the spectrum of \( H_d \) can be bounded using a matrix symbol similar to the previous results for the primal Hessian.

**Theorem 4.** Let \( H_c \) in (3) be Toeplitz with the matrix symbol \( P_{H_c} \in \mathcal{L}^\infty \), positive definite almost everywhere, then

\[
\lambda_{\max}(H_c) \leq \lambda_{\max}(P_{H_d}) \leq \|P_{H_d}\|_{H^\infty}
\]

where \( P_{H_d}(z) := (P_{H_c}(z))^{-1}P_{G}(z)P_{G}(z) \) with \( z \in \mathbb{T} \).

**Proof.** The product \( G'G \) is Toeplitz since \( G \) is lower triangular. Results in [19 Theorem 4.3] state that if \( p, f \in \mathcal{L}^\infty \) are the matrix symbols for the Toeplitz matrices \( F_n, F_n \), respectively, then the eigenvalues of \( P_n^{-1}F_n \) lie inside \( \left[ \lambda_{\min}(p^{-1})f, \lambda_{\max}(p^{-1})f \right] \). This result, combined with Lemma 4 and \( \lambda_{\max} \leq \sigma_{\max} \), gives the upper bound.

Using the results in Theorem 4 the spectrum of \( H_d \) can be bounded using the matrix symbol of \( H_c \) provided that \( H_c \) is Toeplitz. Unfortunately, the computation of \( \lambda_{\max} \) for the symbol \( P_{H_d} \) requires an exhaustive search over the unit circle to find the largest eigenvalue since \( H_d \) is not symmetric. Instead, an upper bound on \( \lambda_{\max} \) can be found through the \( H^\infty \) norm of \( P_{H_d} \), which is a faster operation. Figure 3 shows \( \|P_{H_d}\|_{H^\infty} \) and the asymptotic properties of \( \lambda_{\max} \) for System 1 with either only input constraints, only state...
IV. THE EFFECT OF WEIGHT MATRIX SCALING

In this section, we examine how the scaling of the weighting matrices affects the extremal eigenvalues and condition number of the Hessian matrices from Section III. These results provide an analytical grounding for the analysis conducted on the computational complexity in Section V.

A. Preliminaries

The bounds on the eigenvalues and condition number we will develop in this section utilize the matrix trace normalized against the matrix size. To allow for horizon-independent bounds, we show that these trace normalizations can be computed in a horizon-independent manner through Lemma 7. Notice that the bound \( \lambda_{\text{max}}(H_d) \leq \lambda_{\text{max}}(P_{H_d}) \) in Theorem 4 is tight, so there is a horizon above which equality occurs. Theorem 4 also provides better bounds than the 2-norm estimate from [4], which estimates that \( \lambda_{\text{max}}(P_{H_d}) \) is less than \(0.41, 1.65, \) and 2.06 for input, state and both input and state constraints, respectively.

Lemma 7. Let \( H_c \) be the primal Hessian matrix of size \( n \times n \) from Section III-B with \( P \) the solution to the discrete-time Lyapunov equation and \( S \) an arbitrary matrix. Let the system \( G_\alpha \) be Schur-stable with \( m \) inputs and the state space matrices \((A, B, I, 0)\). Define the following two dynamical systems:

\[
\begin{align*}
G_Q &:= \begin{cases} 
    x^+ = Ax + Bu & \\
    y = Q^{1/2}x 
\end{cases} \\
G_{QR} &:= \begin{cases} 
    x^+ = Ax + BR^{1/2}u & \\
    y = Q^{1/2}x
\end{cases}
\end{align*}
\]

and let \( I_k := \frac{1}{2\pi} \int_0^{2\pi} f_k(e^{j\omega})d\omega \) where

\[
\begin{align*}
f_1 &= \text{Tr}(S^TP_k) , & f_2 &= \text{Tr}(RS^TP_k) , & f_3 &= \text{Tr}(S^TP_kS^TP_k) , & f_4 &= \text{Tr}(S^TP_kP_k^TP_k^TP_k^T) , & f_5 &= \text{Tr}(P_k^TP_kP_k^TP_k^TP_k^TP_k^TP_k^T) , & f_6 &= \text{Tr}(P_k^TP_kP_k^TP_k^TP_k^TP_k^TP_k^TP_k^TP_k^TP_k^T)
\end{align*}
\]

Then the quantities

\[
a := \frac{\text{Tr}(H_c)}{n}, \quad b := \frac{\text{Tr}(H_c^2)}{n}
\]

have limits as \( n \to \infty \) of

\[
a_t := \lim_{n \to \infty} a = \frac{1}{m} \left( \|G_Q\|_{H_2}^2 + 2I_1 + \|R^{1/2}\|_F^2 \right),
\]

\[
b_t := \lim_{n \to \infty} b = \frac{1}{m} \left( I_6 + 4I_5 + 4I_2 + 2I_3 + 2I_4 + \|R\|_F^2 + 2\|G_{QR}\|_{H_2}^2 \right).
\]

Proof. See Appendix B-A

Unlike the results in Section III-B where multiple cases had to be examined, the result given in Lemma 7 holds for every case presented in Section III-B with no modifications. This occurs because the normalized trace of a finite rank matrix (such as \( H_c \)) goes to zero as \( n \to \infty \), which leaves only the Toeplitz component of the Hessian. Results similar to Lemma 7 could also be derived for other values of \( P \), provided that \( H_c \) can be decomposed into a Toeplitz component plus a finite-rank correction term.

To analyze the effect of scaling the weight matrices, we can utilize the linearity of the trace to scale the various terms in Lemma 7 giving the following result.

Lemma 8. Let \( \hat{Q} := \alpha_1 Q, \hat{R} := \alpha_2 R \) and \( \hat{S} := \alpha_3 S \) be scaled versions of the weight matrices. Then if the scaled matrices are substituted into the terms used in Lemma 7 the terms scale as

\[
\begin{align*}
\hat{I}_1 &= \alpha_3 I_1, & \hat{I}_2 &= \alpha_2 \alpha_3 I_2, & \hat{I}_3 &= \alpha_3^2 I_3, \\
\hat{I}_4 &= \alpha_3^2 I_4, & \hat{I}_5 &= \alpha_1 \alpha_3 I_5, & \hat{I}_6 &= \alpha_3^2 I_6,
\end{align*}
\]

\[
\begin{align*}
\|G_{\hat{Q}}\|_{H_2}^2 &= \alpha_1 \|G_Q\|_{H_2}^2, & \|\hat{R}\|_F^2 &= \alpha_2 \|R\|_F^2, \\
\|G_{\hat{Q}R}\|_{H_2}^2 &= \alpha_1 \alpha_2 \|G_{QR}\|_{H_2}^2, & \|\hat{R}^{1/2}\|_F^2 &= \alpha_2 \|R^{1/2}\|_F^2.
\end{align*}
\]

Proof. These results follow from the linearity of the trace and the integral operator.

B. Extremal Eigenvalues

In the complexity analysis of some algorithms, the extremal eigenvalues of the Hessian matrix (both dual and primal) appear as a factor. This means that in order to understand how the complexity scales with the weight matrices, it is important to understand how the extremal eigenvalues scale.

1) Primal Hessian: We begin by deriving bounds on the extremal eigenvalues for the primal Hessian matrix.

Lemma 9. Let \( H_c \) be the primal Hessian matrix from Section III-B. Then

\[
0 < \lambda_{\text{min}}(H_c) \leq a_t \leq \lambda_{\text{max}}(H_c)
\]

where \( a_t \) is defined in Lemma 7.

Proof. Bounds on the extremal eigenvalues were given in [32, Theorem 2.1] as

\[
m - sp \leq \lambda_{\text{min}} \leq m - \frac{s}{p}, \quad m - \frac{s}{p} \leq \lambda_{\text{max}} \leq m + sp
\]
where \( m := a, s := \sqrt{b - a^2} \) and \( p := \sqrt{n - 1} \). The limit of these bounds as \( n \to \infty \) gives a finite upper bound for \( \lambda_{\text{min}} \) and a finite lower bound for \( \lambda_{\text{max}} \), both equal to \( a \). The upper bound on \( \lambda_{\text{max}} \) is in general not finite, and the lower bound for \( \lambda_{\text{min}} \) is in general strictly greater-than \( 0 \) since \( H_c \) is positive definite.

Equality can occur when \( a^2 = b \) (e.g. \( \text{Tr}(H_c) = \|H_c\|_F^2 \)), since that makes \( s = 0 \). Since \( H_c \) is positive definite though, this only can occur when all eigenvalues of \( H_c \) are 1.

The bound in Lemma 9 essentially creates a dividing line between the extremal eigenvalues. The effect of the weight matrix scaling on this dividing line can then be estimated.

**Theorem 5.** Let \( \hat{H}_c \) be the primal Hessian matrix with the scaled weight matrices \( Q := \alpha_1 Q, R := \alpha_2 R \) and \( S := \alpha_3 S \). Then, the bound on the extremal eigenvalues given in Lemma 9 grows linearly with \( \alpha_1, \alpha_2 \) and \( \alpha_3 \).

**Proof.** Combine the bounds in Lemma 9 with the scalings in Lemma 8.

From Theorem 5 it can be seen that the bounds on the extremal eigenvalues grow linearly with the scaling of the weight matrices. This is demonstrated in Figure 4a and 4b for the case when \( S = 0 \), leaving only \( \alpha_1 \) and \( \alpha_2 \). When only one matrix is being scaled there are two distinct regions in the bound: \( Q \) dominating and \( R \) dominating. Since this bound is both an upper bound for \( \lambda_{\text{min}} \) and a lower bound for \( \lambda_{\text{max}} \), the transition between the two regions when \( \alpha_1 \) is being increased will occur earlier for \( \lambda_{\text{max}} \) than \( \lambda_{\text{min}} \). The region where \( R \) dominates when only \( Q \) is scaled is shown as a shaded region in Figure 4a and 4b.

2) Dual Hessian: For the dual Hessian matrix, the largest eigenvalue can be bounded through the spectral norm, as was done in Proposition 2. This bound is affected by both the spectrum of the constraint matrix \( G \) and the primal Hessian matrix \( H_c \). When the weight matrices are scaled, only the primal Hessian is affected, which means only the \( \lambda_{\text{min}}(H_c) \) term in the denominator will change. Unfortunately, since the lower bound in Theorem 5 is 0, a direct upper bound on \( \|H_d\|_2 \) cannot be computed.

We can instead use the upper bound for \( \lambda_{\text{min}} \) given in Lemma 9 to examine how the bound from Proposition 2 changes with weight scaling. It is known from Theorem 5 that there is a linear relation between the magnitude of the cost matrices and the upper bound for \( \lambda_{\text{min}} \). This implies that there will be an inverse relation between the cost scaling and \( \lambda_{\text{max}} \) of the dual Hessian: as either \( \alpha_1, \alpha_2 \) or \( \alpha_3 \) grow, the bound on \( \hat{\gamma} \) will shrink.

**C. Condition Number**

We focus the analysis in this section on the primal Hessian \( H_p \), since the condition number of the dual Hessian \( H_d \) is in general unbounded due to \( H_d \) being positive semidefinite. The results presented in Section III-B provide a means of calculating the condition number estimates for a given set of weighting matrices, but provide little intuition into the general effect of matrix scaling. To examine the effect of scaling, we utilize a lower bound for the condition number of the Hessian matrix.

**Lemma 10.** Let \( \alpha_1 \) and \( \beta \) be defined in Lemma 7. The primal Hessian matrix \( H_c \) has a lower bound on the condition number given by

\[
\kappa(H_c) \geq 1 + \frac{2\sqrt{b_1 - a_1^2}}{a_1}
\]

**Proof.** See Appendix B-B

The lower bound presented in Lemma 10 is horizon-independent, and holds for any choice of \( S \) and either \( P = Q \) or \( P \) the solution to the discrete-time Lyapunov equation. This lower bound represents the best possible condition number that can be obtained. Unfortunately, knowledge of the worst possible condition number (e.g. an upper bound) cannot be obtained in a horizon-independent manner since lower-bounds on the smallest eigenvalue of \( H_c \) go to 0 as the matrix size increases.

To more closely examine the effect of the matrix scaling, we examine the case when \( S = 0 \) and only \( Q \) and \( R \) are scaled.
We assume that $P$ is either $Q$ or the solution to the discrete-time Lyapunov equation. For this case, the lower bound from Lemma[10] becomes the bound given in Theorem 6.

**Theorem 6.** Let $H_e$ be the Hessian matrix with the scaled weight matrices $Q := \alpha_1 Q$, $R := \alpha_2 R$ and $S = 0$. Then given the dynamical systems and the integrals in Lemma[2] a lower bound for the condition number of $H_e$ is

$$\kappa(H_e) \geq \begin{cases} 1 + 2\sqrt{\alpha_1^2 n_1 + 2\alpha_1 \alpha_2 n_2 + \alpha_2^2 n_3} / \alpha_1 \|G_Q\|_2^2 + \alpha_2 \|R^{1/2}\|_F^2, & \text{if } \alpha_1 \gg \alpha_2 \\ 1 + 2\sqrt{\alpha_2^2 m^2 - \|G_Q\|_2^2 + \|G_R\|_2^2} / \alpha_2 \|R^{1/2}\|_F^2, & \text{if } \alpha_1 \ll \alpha_2 \end{cases}$$

with

$$n_1 := mI_n - \|G_Q\|_2^2, \quad n_3 := m \|R\|_2^2, \quad n_2 := m \|G_QR\|_2^2 - \|G_Q\|_2^2 \|R^{1/2}\|_F^2.$$  

**Proof.** See Appendix B-C.

A numerical example for the results in Theorem 6 is presented for System [1] in Figure 4. Examining the behaviour of the bound, it can be seen that there exist three distinct regions (shown through shading in Figure 4b): when $\alpha_1 \ll \alpha_2$, when $\alpha_1 \gg \alpha_2$, and the transition region. The lower bounds for the regions when $\alpha_1 \ll \alpha_2$ and $\alpha_1 \gg \alpha_2$ can be estimated through the following corollary.

**Corollary 1.** The lower bound in Theorem 2 has asymptotic values

$$\kappa(H_e) \geq \begin{cases} 1 + 2\sqrt{\alpha_1^2 n_1 + 2\alpha_1 \alpha_2 n_2 + \alpha_2^2 n_3} / \alpha_1 \|G_Q\|_2^2 + \alpha_2 \|R^{1/2}\|_F^2, & \text{if } \alpha_1 \gg \alpha_2 \\ \alpha_2^2 m^2 + \|G_Q\|_2^2 \|R\|_2^2, & \text{if } \alpha_1 \ll \alpha_2 \end{cases}$$

When $\alpha_1 \ll \alpha_2$, the spectrum of $R$ dominates the condition number. The transition region is caused by the fact that $\lambda_{max}$ begins growing before $\lambda_{min}$ when $\alpha_1$ is scaled, causing their ratio to change. Then when $\lambda_{min}$ also begins growing, the ratio becomes constant leading to the region where $\alpha_1 \gg \alpha_2$. In this region, the condition number is dominated by the singular value distribution of the dynamical system with an output mapping through the weighting matrix $Q$.

The bounds in these regions are related to the spread and mean of the spectrum of the matrices/system. The quantity in the numerators of Corollary 1 can be viewed as an upper bound on the spread of the spectrum (the largest distance between two eigenvalues) [33], while the denominator can be viewed as the mean of the spectrum. We can use this relation to see that for large ratios of $R$ to $Q$, $\kappa$ is dominated by the spread of the spectrum of $R$ over its average. Alternatively, for large $Q$ to $R$ ratios the bound is dominated by the spread of the singular values of the physical system with an output compensator of $Q^{1/2}$ over the average of the singular values.

Another interesting phenomenon arises when both $Q$ and $R$ are scaled by the same amount.

**Corollary 2.** If the relative scaling of the two weight matrices is held constant at $\gamma = \eta \alpha_2$ for a constant $\eta > 0$, then the lower bound is constant with the value

$$\kappa(H_e) \geq 1 + 2\sqrt{\eta^2 n_1 + 2\eta n_2 + n_3} / \eta \|G_Q\|_2^2 + \|R^{1/2}\|_F^2.$$  

Essentially, if both $Q$ and $R$ are scaled equally (e.g. $\alpha_1 = \alpha_2$), then the condition number of the Hessian matrix does not change. This is also true when $S \neq 0$ and is scaled equally with $Q$ and $R$ (e.g. $\alpha_1 = \alpha_2 = \alpha_3$), so it is only when the matrices are scaled separately that the condition number changes.

**D. Condition Number with Discretized Weights**

The results inside Section IV-C examine the effect of the scaling of the weights in the discrete-time problem [1]. Alternatively, the weighting matrices can be generated from the continuous-time problem through a discretization procedure given in [10], where $\tau$ is the sampling time and

$$\Phi(\tau) := e^{A \tau}, \quad \Gamma(\tau) := \int_0^\tau e^{A(\tau-t)} dt B,$$

$$Q_d(\tau) := \int_0^\tau \Phi^*(t) Q \Phi(t) dt,$$  

$$S_d(\tau) := \int_0^\tau \Phi^*(t) Q \Gamma(t) dt,$$  

$$R_d(\tau) := \tau R_c + \int_0^\tau \Gamma^*(t) Q \Gamma(t) dt.$$  

Computation of the weights in this way will cause the discrete-time cost to be equivalent to the continuous-time cost.

Scaling the weighting matrices in the continuous-time problem by $\hat{Q}_c := \alpha_1 Q_c$ and $\hat{R}_c := \alpha_2 R_c$ then leads to the following scalings for the discrete-time matrices

$$\hat{Q}_d = \alpha_1 Q_d, \quad \hat{S}_d = \alpha_1 S_d, \quad \hat{R}_d = \alpha_1 R_d + (\alpha_2 - \alpha_1) \tau R_c.$$  

Note that scaling $\alpha_1$ affects all three weighting matrices, but $\alpha_2$ only affects $R_d$.

This scaling behaves very similarly to the scaling of the discrete-time matrices in Section IV-C. When $\alpha_1 = \alpha_2$, all matrices are scaled equally and the results from Corollary [2] say that the condition number will not change.

**V. Computational Complexity**

In this section, we examine the change in computational complexity for the DGP and FGM algorithms when applied to the CLQR problem with scaled weight matrices. We specifically focus on the relative scaling case, which means that $R$ is held constant and $Q$ is scaled by $\alpha_1 \in [10^{-4}, 10^0]$.

**A. Fast Gradient Method**

When the upper bounds for $\Delta$ and $\epsilon$ in [5] are used in the UIB for the Fast Gradient Method, the UIB becomes dependent only on $\kappa$. Further simplification shows that $a \geq b > 0$ for $\kappa \geq 1$, which leads to

$$\text{UIB} = \left[2 \sqrt{\tau} - 2 \right].$$  

The square-root dependence of [13] on $\kappa$ means that the UIB will follow the same general trend as the condition number. Corollary 1 can then be used to investigate when the UIB for FGM will be small. For instance, Corollary 1 suggests that $\kappa$ will be smaller if $\alpha_2 \gg \alpha_1$ (e.g. the inputs are more heavily weighted than the states) for System [1]. This will then lead to
a smaller iteration bound for FGM when the inputs are more heavily weighted, which is seen in practice (see Figure 5a).

The performance of the CLQR controller using FGM was examined by controlling System 1 without the state constraints and with a chosen suboptimality level of $\delta_{\text{max}} = 0.001$ and $N = 20$. The CLQR regulates System 1 starting from the initial condition of $x_0 = [0.1, 0.1, 0.1, 0.1]'$ to the origin. The performance was measured by taking the 2-norm of the state and input trajectories. To compare the performance at each scaling factor, the percent difference versus $\alpha_1 = 10^{-4}$ was computed, and is shown in Figures 5b and 5c.

For this problem, the overall change in the 2-norm of the state trajectories across the entire scaling range was less than 5%, while the input norm varied by approximately 200%. Additionally, the number of iterations required varied by 188% across the scaling range. An interesting feature of this is that the change in the norm of the input occurs at a different time than the change in the UIB. These results show that if the performance of the system states was the design criteria, an aggressive weighting will only produce a 5% decrease in the norm of the state trajectories, but will produce a 188% increase in the number of iterations required for the solver.

B. Dual Gradient Projection

The Upper Iteration Bound for DGP given in (6) is dependent on the largest eigenvalue of both the primal and dual Hessian matrices, as well as the Upper Dual Bound. All three of these quantities are dependent upon the horizon length chosen; but while a horizon-independent bound on the UDB is not known, the eigenvalues can be bounded using the results in Section III. Examining (6), $\lambda_{\text{max}}$ of the primal Hessian only affects the UIB when a suboptimal solution to the dual problem is requested (e.g. $\epsilon_z \neq 0$), while $\lambda_{\text{max}}$ of the dual Hessian has a linear effect and the UDB has a quadratic effect on the UIB.

The numerical examples presented in Figures 6 and 7 use $N = 20$ with $\epsilon_z = \epsilon_x = 0$ (e.g. solve the dual exactly and with no computation error) while $\epsilon_g = 10^{-4}$ and $\epsilon_V = 10^{-2}$. The UDB for System 1 shown in Figure 6b is calculated by solving the MILP given in [21] using CPLEX with indicator constraints to implement the binary variables. The UDB for System 2 was upper bounded as $D = 20000$ for all scaling factors by solving the same MILP, but terminating computation early and using the best objective value as the upper bound. As shown in Figure 6c the tight bounds from Theorem 4 decrease the UIB by an order of magnitude compared with the estimate of $\lambda_{\text{max}}$ given in [4].

The UIB for DGP is affected by both the UDB and the maximal eigenvalues as the weight matrices are scaled. An interesting feature that appears when the exact UDB is used in System 1 is the interplay between $D$ and $\lambda_{\text{max}}(H_d)$;
Proposition 2

over the preconditioning operation and that the preconditioned standard in the MPC literature for first-order methods, since non block-diagonal preconditioners using \([19, \text{Theorem 4.3}]\) the Hessian matrix is symmetric \([3]\). Results can be derived for it guarantees that the structure of the feasible set is preserved in the state norm.

L is symmetrically preconditioned as \(c \in \mathbb{R}^n\).

specifically the slight peak in the UIB around \(\alpha_1 = 100\) before it drops off again. The UDB though appears to have an asymptotic structure at the two extremes for \(\alpha_3\), while \(\lambda_{\max}(H_d)\) is decreasing as \(\alpha_3\) increases. A tradeoff in the closed-loop performance and computational complexity is also evident for DGP, with System 1 showing a 200% increase in the UIB for a 200% decrease in the input norm and 5% increase in the state norm.

VI. PRECONDITIONING

The spectral results presented in Section III-B can be readily extended to analyze the case of a preconditioned Hessian matrix, and also to help design new preconditioners.

A. Analysis of the Preconditioned Hessian

For simplicity of description, we focus on the case when \(H_c\) is symmetrically preconditioned as \(L_n^{-1}H_c(L_n^{-1})'\) with a block-diagonal preconditioner \(L_n\), thus guaranteeing that the preconditioned matrix is Toeplitz. This case is fairly standard in the MPC literature for first-order methods, since it guarantees that the structure of the feasible set is preserved over the preconditioning operation and that the preconditioned Hessian matrix is symmetric \([3]\). Results can be derived for non block-diagonal preconditioners using \([19, \text{Theorem 4.3}]\) with \(M^{-1}H_c\) where \(M := L_nL_n'\), but the handling of the cross-term matrix \(S\) may not be as straightforward.

Since the preconditioner matrix \(L_n\) is block-diagonal, its matrix symbol is simply \(L\). The results in Section III-B can then be extended to the preconditioned matrix by simply replacing \(P_{H_c}\) in Theorems 1 and 2 with \(P_{H_L}\) given by

\[
P_{H_L} := LP_{H_c}L',
\]

(19)

where \(\tilde{L} := L^{-1}\). The results in Theorem 3 can likewise be extended to the preconditioned case by redefining \(P_{H_n}\) and \(U\) as \(P_{H_n} := \tilde{L}(P_{H_c}Q + P_{H_s})\tilde{L}'\) and \(U := \begin{bmatrix} L'BL' & L'L \\ S'\bar{W}_cS & S'B'L'
\end{bmatrix}\)

respectively, with \(\bar{W}_c\) the controllability Gramian of the system with the input matrix \(BL'\).

B. Preconditioner Design

The Toeplitz structure of the Hessian matrix can also be exploited to design preconditioners for the primal problem. There is a rich literature of preconditioners for Toeplitz and circulant matrices, with a focus on designing the preconditioners independent of the size of the matrix (see \([34]\) and references therein).

For example, \([35]\) proposes an optimal circulant preconditioner for Toeplitz matrices that can be designed using only closed-form expressions. This can be used in designing a diagonal preconditioner for \(H_c\), which is given in Corollary 3.

Corollary 3. Let \(H_c\) be the condensed primal Hessian matrix from Section III-B and \(P\) the solution to the discrete-time Lyapunov equation \(A'PA + Q = P\). The matrix \(H_c\) can be symmetrically preconditioned as \(L^{-1}H_c(L^{-1})'\), where \(L\) is the lower-triangular Cholesky decomposition of \(M\) and

\[
M := B'PB + S'B + B'S + R.
\]

The block-diagonal preconditioner proposed in Corollary 3 is independent of the horizon length, and is computable for any Schur stable system. The performance is also similar to that of the optimal preconditioner given in \([3]\), as shown in Figure 8. Note that the optimal preconditioner must be recalculated at each horizon but the preconditioner in Corollary 3 does not need to be. While the condition number of \(H_L\) is the same for both preconditioners, the actual eigenvalue distribution...
is different. Corollary \[3\] produces a lower minimum and maximum eigenvalue than the optimal preconditioner, which holds the lower eigenvalue constant at 1. This effect is most noticeable when the $Q$ matrix dominates the Hessian, as shown in Figures 9a and 9b.

Overall, the spectrum of the preconditioned matrix $H_L$ has the same behavior as the spectrum of $H_e$ when the weighting matrices are scaled. The main difference being that the condition number in the $Q$ dominating region is smaller when a preconditioner is used, as shown in Figure 9c. An interesting thing to note is that the optimal preconditioner from \[3\] actually becomes incalculable for large ratios of $Q$ to $R$ in System 1. The example suggests that for $\beta$ above 400, the optimization problem in \[3\] becomes infeasible but that the proposed preconditioner in Corollary \[3\] is still calculable.

VII. CONCLUSIONS

In this paper, we have examined how the computational complexity bounds for the Fast Gradient Method and Dual Gradient Projection method are influenced by the desired system performance (e.g. weighting matrix selection). The complexity bounds for FGM and DGP demonstrate distinct regions where the bound is influenced by the spectrum of the individual weighting matrices. Additionally, the complexity bounds of FGM and DGP behave differently under cost function scaling; the FGM bound increased as $Q$ dominated while the DGP bound decreased as $Q$ dominated. This suggests that not pre-determining the algorithm and instead having it as a design variable could benefit the overall system design.

To derive the computational complexity bounds, we derived a system-theoretic method for analyzing the primal and dual Hessian matrices by viewing the matrices as Toeplitz operators. This method allows for horizon-independent bounds of the extremal eigenvalues and condition number to be computed using tools such as the $H_\infty$ norm; removing the need to form large matrices to experimentally estimate the values.

While we applied these bounds to computing computational complexity, they can also be applied to the design of the actual computing hardware for the algorithms. Fixed-point implementations of algorithms such as FGM \[3\], DGP \[4\], and Proximal Newton \[36\] utilize the condition number and extremal eigenvalues to bound the round-off error that is present in the computations. Horizon-independent spectral bounds can then be used to guarantee hardware designs are compatible with any horizon length desired, removing the need to re-synthesize the designs if the prediction horizon were to be changed and allowing run-time variation of the horizon length (e.g. for variable-horizon controllers) in fixed-point implementations.

This system-theoretic approach can also be used to examine preconditioned Hessian matrices. We derived a preconditioner that is equivalent to the optimal preconditioner in \[3\], but is computable in closed-form using small matrices. Our framework allows for preconditioning to be viewed from the system-theoretic perspective, with the preconditioner being an input compensator for the predicted system. This viewpoint suggests new design techniques, such as methods from $H_\infty$ loop-shaping, to compute preconditioner matrices may exist.

In the future, these bounding results can be incorporated into controller-design methods to estimate the computational resources needed for a system and be used inside design optimization. We have demonstrated that this trade-off between computational resources and control performance is a worthwhile area to explore; with an example system showing that a 5% reduction in the state 2-norm requires a 188% increase in the computational complexity of the control algorithm.

APPENDIX A

MATRICES FOR THE CLQR PROBLEM

\[
\Phi := \begin{bmatrix}
A & A^2 & A^3 & \cdots & A^N
\end{bmatrix},
\Gamma := \begin{bmatrix}
B & 0 & 0 & 0 \\
AB & B & 0 & 0 \\
A^2B & AB & B & 0 \\
\vdots & \vdots & \vdots & \vdots \\
A^{N-1} & A^{N-2} & A^{N-3} & B & \cdots & B
\end{bmatrix},
\]

\[
\bar{R} := I_N \otimes R,
\bar{S} := \begin{bmatrix} I_{N-1} \otimes S & 0 \\ 0 & 0 \end{bmatrix},
\bar{Q} := \begin{bmatrix} I_{N-1} \otimes Q & 0 \\ 0 & P \end{bmatrix},
\]

\[
G := \bar{D} \Gamma + \bar{E},
\bar{D} := I_N \otimes \begin{bmatrix} D & 0_{1 \times n} \end{bmatrix},
\bar{E} := I_N \otimes \begin{bmatrix} E \end{bmatrix},
\]

\[
F := -\bar{D} \Phi, 
\bar{g} := c_x \otimes \begin{bmatrix} c_a \end{bmatrix}.
\]
APPENDIX B
PROOFS

A. Proof of Lemma 7

Proof. Since $S$ is arbitrary, $H_c = H_cQ + H_n - H_c$. We begin by computing $a_l := \lim_{n \to \infty} \frac{1}{n} \text{Tr}(H_c)$. $H_c$ has finite rank (from Lemma 3), so its limit will go to 0 leaving only the Toeplitz component

\[ a_l = \lim_{n \to \infty} \frac{1}{n} \text{Tr}(H_cQ + H_n). \]  

(B.20)

Using Szegő’s limit theorem for block Toeplitz matrices [11, Theorem 6.5], the limit as $n \to \infty$ of a function $f$ of the eigenvalues of a Toeplitz matrix can be transformed into a definite integral of $f$ applied to the eigenvalues of the matrix symbol. Since the trace is the sum of the eigenvalues, (B.20) becomes

\[ a_l = \frac{1}{2m\pi} \int_0^{2\pi} \text{Tr} \left( P_{H_c}(e^{j\omega}) + P_{H_n}(e^{j\omega}) \right) d\omega. \]

Separating over the addition and expanding,

\[ a_l = \frac{1}{2m\pi} \left( \int_0^{2\pi} \text{Tr} \left( P_T(e^{j\omega})^* Q P_T(e^{j\omega}) + \text{Tr} (R) \right) \right. \]

\[ \left. + 2 \text{Tr} \left( S^* P_T(e^{j\omega}) d\omega \right) \right). \]

Using the definition of the $H_2$ norm and Frobenius norm, $a_l$ becomes

\[ a_l = \frac{1}{m} \left( \|G_Q\|^2_{H_2} + 2I_1 + \|R^{1/2}\|^2_{F} \right). \]

(B.21)

Computing $b_l$ can be done in a similar manner to $a_l$. Note that $\text{Rank}(AB) \leq \min\{\text{Rank}(A), \text{Rank}(B)\}$, meaning anything multiplied by $H_c$ will have finite rank. This means those terms will go to 0 in the limit, leaving only the Toeplitz component

\[ b_l = \lim_{n \to \infty} \frac{1}{n} \text{Tr} \left( (H_cQ + H_n)^2 \right). \]  

(B.22)

Applying the Szegő limit theorem to (B.22) and expanding gives

\[ b_l = \frac{1}{2m\pi} \int_0^{2\pi} \text{Tr} \left( (P_{H_cQ}(e^{j\omega}) + P_{H_n}(e^{j\omega}))^2 \right) d\omega \]

Expanding the integrand, and simplifying using properties of the trace and the definition of the $H_2$ and Frobenius norms produces the final result.

B. Proof of Lemma 10

Proof. We begin with the lower bound for the condition number of a matrix of dimension $n$ presented in [32 Corollary 2.3]:

\[ \kappa(H_c) \geq 1 + \frac{2s}{\alpha - \gamma/p}. \]  

(B.23)

with $p := \sqrt{n - 1}, \; s := \sqrt{b - a^2}, \; \alpha$ and $b$ from Lemma 7.

To determine the asymptotic bound, we take the limit of (B.23) to find

\[ \lim_{n \to \infty} 1 + \frac{2s}{\alpha - \gamma/p} = 1 + 2 \frac{\sqrt{b_l - a_l^2}}{a_l}. \]  

C. Proof of Theorem 6

Proof. Starting with the lower bound from Lemma 10 we define $v := \sqrt{b_l - a_l^2}$ and $w := \alpha$. Substituting in the norm scalings from Lemma 8 into $w$ gives

\[ w = \alpha_1 \|G_Q\|^2_{H_2} + \alpha_2 \|R^{1/2}\|^2_{F}, \]

which is the final version of the denominator. Substituting in the norm scalings from Lemma 8 into $v$ and expanding the square gives

\[ v = m \left( \alpha_1^2 I_6 + 2\alpha_1\alpha_2 \|G_Q\|^2_{H_2} + \alpha_2^2 \|R\|^2_{F} \right) \]

\[ - \alpha_2^2 \|G_Q\|^2_{H_2} - \alpha_1\alpha_2 \|G_Q\|^2_{H_2} \|R^{1/2}\|^2_{F} - \alpha_2^2 \|R^{1/2}\|^2_{F} \]

Grouping the terms by the $\alpha_1$ and $\alpha_2$ coefficients leads to

\[ v = \alpha_1^2 \left( mI_6 - \|G_Q\|^2_{H_2} \right) + \alpha_2^2 \left( m\|R\|^2_{F} - \|R^{1/2}\|^2_{F} \right) \]

\[ + 2\alpha_1\alpha_2 \left( m\|G_QR\|^2_{H_2} - \|G_Q\|^2_{H_2} \|R^{1/2}\|^2_{F} \right) \]

which gives the final version of the numerator.
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