A note on the point-wise behaviour of bounded solutions for a non-standard elliptic operator
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Abstract

In this brief note we discuss local Hölder continuity for solutions to anisotropic elliptic equations of the type

$$\sum_{i=1}^{s} \partial_{ii}u + \sum_{i=s+1}^{N} \partial_{i} \left(A_{i}(x, u, \nabla u)\right) = 0, \quad x \in \Omega \subset \subset \mathbb{R}^{N} \quad \text{for} \quad 1 \leq s \leq N - 1,$$

where each operator $A_{i}$ behaves directionally as the singular $p$-Laplacian, $1 < p < 2$ and the supercritical condition $p + (N - s)(p - 2) > 0$ holds true. We show that the Harnack inequality can be proved without the continuity of solutions and that in turn this implies Hölder continuity of solutions.
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Introduction

Along the following work we show that it is possible to provide an Harnack inequality independently of the continuity of solutions, for bounded weak solutions to some operators whose prototype

\[ \sum_{i=1}^{s} \partial_{ii} u + \sum_{i=s+1}^{N} \partial_{i} \left( |\partial_{i} u|^{p-2} \partial_{i} u \right) = 0, \quad \text{weakly in } \Omega \subset \subset \mathbb{R}^{N}, \quad 1 < p < 2, \quad (0.1) \]

has a non-degenerate behavior along the first \( s \)-variables, and a singular behavior on the last ones, with \( s \in \mathbb{N}, \ 1 \leq s \leq N - 1 \). Moreover we show that Hölder continuity of solutions is a consequence of the sole Harnack inequality, following the heritage of Moser’s approach ([44], [45]). The terms degenerate and singular are classic in evolutionary partial differential equations, for which we refer for instance to the texts [12], [33] and the references therein. The type of operators in (0.1) is widely studied to describe the steady states of non-Newtonian fluid with different directional diffusions, see for instance [2], [36]. On the other hand these adjectives are somehow of a minor use in the context of elliptic equations (see [13] for instance). In what follows we adopt this terminology, because it embodies our point of view on the study of regularity for these equations: we regard them as if they were parabolic, being the driving term the nondegenerate one.

Before entering the details of the equation under study, we believe it is worth of interest to present the general problem, which represents an open mathematical challenge still after half a century.

Indeed, the anisotropic elliptic partial differential equation (0.1) is a particular case of a more general kind of operators

\[ -\sum_{i=1}^{N} \partial_{i} A_{i}(x, u, \nabla u) = B(x, u, \nabla u), \quad \text{weakly in } \Omega \subset \subset \mathbb{R}^{N}, \quad (0.2) \]

where the maps \( A_{i}, B : \Omega \times \mathbb{R} \times \mathbb{R}^{N} \to \mathbb{R} \) are Caratheodory functions ([25], Definition 4.3) satisfying an anisotropic growth condition as

\[ \begin{cases} 
\sum_{i=1}^{N} A_{i}(x, s, \xi) \cdot \xi_{i} \geq C_{1} \sum_{i=1}^{N} |\xi_{i}|^{p_{i}} - C, & \text{for } \xi \in \mathbb{R}^{N}, \\
|A_{i}(x, s, \xi)| \leq C_{2} \sum_{i=1}^{N} |\xi_{i}|^{p_{i}-1} + C, & \text{for } i \in \{s + 1, \ldots, N\}, \\
|B(x, s, \xi)| \leq C \sum_{i=1}^{N} |\xi_{i}|^{p_{i}-1} + C
\end{cases} \quad (0.3) \]

where \( C_{1}, C_{2} > 0, \ C \geq 0 \) are given constants that we will always refer to as the data. The equation is called homogeneous when \( C = 0 \). When \( 1 < p_{i} \equiv p < \infty \) for all \( i = 1, \ldots, N \), the equation (0.2) reduces to an equation of \( p \)-growth, whose theory of regularity is reasonably complete (see for instance [13] Chap. X, [25], [33], [36], [44], [50]). It does not coincide with the usual \( p \)-Laplacian, but with a similar equation called pseudo-\( p \)-Laplacian: the theory of 0th-order regularity (as Hölder continuity and expansion of positivity) is similar to the \( p \)-Laplacian, but Lipschitz estimates become more difficult because the set of degeneration of derivatives is unboundend. When \( p_{i} \)’s are different, the study of regularity was first studied in [51], [39], [40], [41]. See the recent surveys [42]-[43] for a more exhaustive list of
references. A first condition to start a study of local regularity of solution is boundedness. It has been shown in [23], [28], [29], that local boundedness is inherent in the notion of local weak solution, provided the following restriction of $p_i$’s, which is $p_i < N p/N - \bar{p} =: \bar{p}^*$ for all $i = 1, \ldots, N$, being $\bar{p} = (\sum_{i=1}^N 1/p_i)^{-1}$ the harmonic mean (see the subsection). When this condition is violated, one can construct unbounded solutions, as local minimizers of energy integrals whose Euler-Lagrange equation fits into (0.2)-(0.3), as

$$\mathcal{F}(u; \Omega) = \sum_{i=1}^N \frac{1}{p_i} \int_{\Omega} |\partial_i u|^{p_i} \, dx,$$

with $p_i \equiv 2$ for $i = 1, \ldots, N - 1$ and $p_N$ big enough to violate the above condition $p_N < \bar{p}^*$. This is the content of [24] and [38]. See also [10] for a discussion under limit growth conditions. Lipschitz continuity has been proved by a double-iterative argument and some very particular choices of test functions in [3]. The bibliography is far from being complete.

Regarding the Hölder continuity of solutions, the most general result insofar is a result of stability [16] (see also [18], [20], [21], [27] for some interesting discussions around the subject). A Harnack inequality (and therefore, as we will show later, local continuity itself) is provided to the prototype elliptic equation in [9], but only for a range of exponents that is parabolic. See also the interesting work [22] in the case of fast diffusion. The case of an equation similar to (0.1) has been studied in [37], for the degenerate case (i.e. $p > 2$) and in [33] for a similar structure than ours, but with the restriction $s = 1$. We refer to [8] for a discussion on the subject. In these two works the authors study the local properties of weak solutions to (0.1) from a parabolic point of view. The main difference relies on the technique: while in the former the authors use a transformation which is strongly linked to condition $s = 1$, in the latter the authors use the special structure of the equation, mainly that $p_i = 2$ for $i = 1, \ldots, s$, with a particular choice of test functions that allows to write the nondegenerate part of the energy in a boundary-term. This boundary term is finally used to derive specific logarithmic estimates, as in [5], [15]. Both techniques spread new light on the interpretation of elliptic anisotropic operators, and as such can be seen as a starting point for a whole new theory. In this paper we mainly prove Harnack inequality, whose statement is given in Section 1, without assuming the property of continuity of solutions. Then, we get Hölder continuity in Section 5 by using the Harnack estimate, following the idea first developed by Moser in [45] and then by DiBenedetto et al. in [14] for degenerate parabolic equations with rough coefficients.

The paper is structured as follows. In Section 1 we introduce the functional setting, the definition of variational local weak solutions to equation (1.1) and we state our main results. The description of the main analytic devices that are used along our work, included the consistency of the definition of solution with truncations are contained in Section 2. Section 3 contains the point-wise behaviour of local weak solutions, while in Section 4 we prove the Harnack inequality and finally in Section 5 we develop the Hölder continuity.

**Notations**

- If $\Omega$ is a measurable subset of $\mathbb{R}^N$, we denote by $|\Omega|$ its Lebesgue measure. We will write $\Omega \subset \subset \mathbb{R}^N$ when $\Omega$ is an open bounded set.
- For $r > 0$ and $\vec{x} = (\vec{x}', \vec{x}'') \in \mathbb{R}^s \times \mathbb{R}^{N-s}$, we denote by $B_r(\vec{x})$ the ball of radius $r$ and center $\vec{x}$; the standard polydisc is denoted by $Q_{\theta,\rho} = B_\rho(\vec{x}') \times B_\theta(\vec{x}'') \subset \mathbb{R}^N$. Furthermore, by $w_s = |B_1(0')|$ and $w_{N-s} = |B_1(0'')|$ we denote the measures of the respective unit balls.
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1 Definitions and Main Results

Let \(\Omega \subset \mathbb{R}^N\) be an open bounded set with \(N \geq 2\), and for \(1 < p < 2\) and \(1 \leq s \leq N - 1\) let us consider the elliptic partial differential equation

\[
\sum_{i=1}^{s} \partial_i u + \sum_{i=s+1}^{N} \partial_i A_i(x, u, \nabla u) = 0, \quad \text{weakly in } \Omega, \quad (1.1)
\]

where the Caratheodory\(^1\) functions \(A_i : \Omega \times \mathbb{R} \times \mathbb{R}^N \rightarrow \mathbb{R}\) satisfy the following structure conditions for almost every \(x \in \Omega\),

\[
\begin{cases}
\sum_{i=s+1}^{N} A_i(x, u, \xi) \cdot \xi_i \geq C_1 \sum_{i=s+1}^{N} |\xi_i|^p - C, & \text{for } \xi \in \mathbb{R}^N, \ u \in \mathbb{R}, \ x \in \Omega \\
|A_i(x, u, \xi)| \leq C_2 |\xi_i|^{p-1} + C, & \text{for } i \in \{s+1, \ldots, N\},
\end{cases} \quad (1.2)
\]

where \(C_1, C_2 > 0, C \geq 0\) are given constants that we will always refer to as the data. A function \(u \in L^\infty_{loc}(\Omega) \cap W^{1,[2,p]}(\Omega)\), where we define

\[
W^{1,[2,p]}(\Omega) := \left\{ u \in L^2_{loc}(\Omega) \mid \partial_i u \in L^2_{loc}(\Omega) \forall i = 1, \ldots, s, \ \partial_i u \in L^p_{loc}(\Omega) \forall i = s+1, \ldots, N \right\},
\]

\[
W^{1,[2,p]}_o(\Omega) := W^{1,1}_o(\Omega) \cap W^{1,[2,p]}(\Omega),
\]

is called a local weak solution to (1.1)-(1.2) if for each compact set \(K \subset \subset \Omega\) it holds the following integral estimate

\[
\int_K \sum_{i=1}^{s} \partial_i u \partial_i \varphi \, dx + \int_K \sum_{i=s+1}^{N} A_i(x, u, \nabla u) \partial_i \varphi \, dx = 0, \quad \forall \varphi \in W^{1,[2,p]}_o(K). \quad (1.3)
\]

All along the present work we will suppose that truncations of local weak solutions \(u\) to (1.1)-(1.2), defined by

\[
\pm(u - k)_\\pm = \pm \max(\pm(u - k), 0), \quad \text{for } k \in \mathbb{R},
\]

\(^1\)Measurable in \((u, \xi)\) for all \(x \in \Omega\) and continuous in \(x\) for a.e. \((u, \xi) \in \mathbb{R} \times \mathbb{R}^N\).
preserve the property of being sub(super)-solutions. That is, for any \( k \in \mathbb{R} \), every compact subset \( K \subset \Omega \), and \( \psi \in W^{1,2,p}_0(K) \) we have

\[
\int_K \left\{ \sum_{i=1}^{s} \partial_i (u - k)_+ \partial_i \psi + \sum_{i=s+1}^{N} A_i(x, k \pm (u - k)_\pm, \partial_i (u - k)_\pm) \partial_i \psi \right\} dx \leq (\geq) 0. \tag{1.4}
\]

Assumption (1.4) above is quite natural, see for instance Section 2.

Let us fix some geometrical notations and convention. For a point \( x_0 \in \Omega \), let us denote it by \( x_0 = (x'_0, x''_0) \) where \( x'_0 \in \mathbb{R}^s \) and \( x''_0 \in \mathbb{R}^{N-s} \). Let \( \theta, \rho > 0 \) be two parameters, and define the polydisc

\[
Q_{\theta, \rho}(x_0) := B_\theta(x'_0) \times B_\rho(x''_0).
\]

We will say \( Q_{\theta, \rho} \) is an intrinsic polydisc when \( \theta \) depends on the solution \( u \) itself. We will call first \( s \) variables the nondegenerate variables and last \( (N-s) \) ones singular variables.

Using this geometry we state our main result, an intrinsic form of Harnack’s inequality. Let \( \bar{p} \) be the harmonic mean of \( p_s \), i.e.

\[
\frac{1}{\bar{p}} = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{p_i} = \frac{1}{N} \left( \frac{s}{2} + \frac{N-s}{p} \right), \quad \Rightarrow \quad \bar{p} = \frac{2Np}{2(N-s)+ps}.
\]

The central point of the present work is that the following theorem can be obtained without the continuity of solutions.

**Theorem 1.1** (Harnack estimate). Let \( u \) be a bounded, nonnegative, local weak solution to (1.1)-(1.2)-(1.4). Let \( x_0 \in \Omega \) be a point such that \( u(x_0) > 0 \) and \( \rho > 0 \) small enough to allow the inclusion \( Q_{M, \rho}(x_0) \subseteq \Omega \), being \( M = ||u||_{L^{(2-p)/2}((\Omega))}^{(2-p)/2} \). \( \tag{1.5} \)

Assume also that

\[
\chi := p + (N-s)(p-2) > 0. \tag{1.6}
\]

Then there exist constants \( K > 1, \delta_0 \in (0,1) \) depending only on the data such that either

\[
u(x_0) \leq K\rho,
\]

or

\[
u(x_0) \leq K \inf_{Q_{\delta_0, \rho}(x_0)} u, \quad \text{with} \quad \theta = \delta_0 u(x_0)^{\frac{2-p}{2}} \rho^{\frac{p}{2}}. \tag{1.7}
\]

The condition (1.5) is part of the hypothesis and it ensures that polydisc \( Q_{\theta, \rho} \) is contained in the set of definition of the equation \( \Omega \). Estimate (1.7) is valid for every \( \rho > 0 \) small enough for the infimum to be taken in a defined set, and it is purely elliptic, i.e. it does not require a waiting “time”. The intrinsic Harnack estimate (1.7) above can be used, following an approach pioneered by J. Moser in [45] and developed by many others (see for instance [17]), to prove that local weak solutions are locally Hölder continuous, with an estimate as the one below.
Theorem 1.2 (Hölder Continuity). Let \( u \) be a bounded local weak solution to (1.1) with structure conditions (1.2)-(1.4). Moreover, let \( p, s \) satisfy (1.6). Then \( u \) is locally Hölder continuous. More precisely, there exist constants \( \gamma > 1, \alpha \in (0, 1) \) depending only on the data \( \{N, p, s, C_i, i = 0, 1, 2\} \) such that for any compact set \( K \subset \subset \Omega \) we have

\[
|u(x) - u(y)| \leq \gamma \| u \|_{\infty, \Omega} \left( \frac{|x' - y'|^\frac{2}{p} \| u \|_{p, \infty, \Omega}^\frac{p-2}{p} + |x'' - y''|}{(2, p) - \text{dist}(K, \partial \Omega)} \right)^\alpha,
\]

for \( x, y \in K \) and being

\[
(2, p) - \text{dist}(K, \partial \Omega) = \inf \left\{ |x' - y'|^\frac{2}{p} \| u \|_{p, \infty, \Omega}^\frac{p-2}{p} + |x'' - y''|, \ x \in K, \ y \in \partial \Omega \right\}.
\]

2 Preliminaries and Tools of the Trade

The Banach spaces of functions \( W_{loc}^{1,[2,p]}(\Omega), W_0^{1,[2,p]}(\Omega) \) enjoy various properties of embedding and approximation by smooth functions, when their topology is induced by the norms

\[
\| u \|_{W_{loc}^{1,[2,p]}(\Omega)} = \| u \|_{L^1(\Omega)} + \sum_{i=1}^s \| \partial_i u \|_{L^2(\Omega)} + \sum_{i=s+1}^N \| \partial_i u \|_{L^p(\Omega)},
\]

and

\[
\| u \|_{W_0^{1,[2,p]}(\Omega)} = \sum_{i=1}^s \| \partial_i u \|_{L^2(\Omega)} + \sum_{i=s+1}^N \| \partial_i u \|_{L^p(\Omega)}.
\]

For some references in this direction, we mention the following partial list \([6, 31, 46, 48, 49]\). Notice the interesting approach of interpolation of \([1]\) to the anisotropic case.

Anisotropic spaces \( W_{loc}^{1,[2,p]}(\Omega) \) are the spontaneous sets where to define variational solutions, even if the potential and viscosity approaches would not require a priori this integrability, at the price of a suitable comparison principle. This is why our assumption (1.4) that truncations are subsolutions themselves is very natural. Let us consider for instance the monotone case, i.e. we assume that the following monotonicity property holds

\[
\sum_{i=s+1}^N \langle A_i(x, s, \eta) - \partial_{s+1} A_i(x, s, \zeta), (\eta_i - \zeta_i) \rangle > 0,
\]

for \( \eta, \zeta \in \mathbb{R}^{N-s} \) with \( \eta_i \neq \zeta_i \) for all \( i = s+1, \ldots, N \) and \( (x, s) \in \Omega \times \mathbb{R} \). The assumption (2.1) is natural when considering theory of existence and uniqueness of solutions to (0.1) (see for instance \([36, 47]\)), and eventually leads to the assumption (1.4).

Proposition 2.1. Let \( u \) be a local weak solution to (1.1) with structure conditions (1.2). If monotonicity assumption (2.1) holds with

\[
\partial_s A_i(x, u, 0) \in L_{loc}^1(\Omega) \quad \text{for each} \quad i \in \{s + 1, \ldots, N\},
\]

then property (1.4) holds.
Proof. Let \( \varepsilon > 0 \) and test the equation (1.3) with the test function \( \varphi = \frac{\pm(u-k)_+}{\pm(u-k)_+ + \varepsilon} \psi \), being \( 0 \leq \varphi, \psi \in W_0^{1,2}[\Omega] \) admissible, with \( \varphi \leq \psi \) almost everywhere in \( \Omega \). We prove the assertion for truncations from below \((u-k)_+\), the other case being similar. We observe that almost everywhere on the set \( [u > k] \) we have

\[
A_i(x, u, \nabla u) = A_i(x, k + (u - k)_+, \nabla(u - k)_+) .
\]

Applying the dominated convergence theorem we obtain

\[
\sum_{i=1}^{s} \int \int_{K} \partial_i(u - k)_+ \partial_i \psi \, dx + \sum_{i=s+1}^{N} \int \int_{K} A_i(x, k + (u - k)_+, \nabla(u - k)_+) \partial_i \psi \, dx \\
\leq - \sum_{i=s+1}^{N} \liminf_{\varepsilon \downarrow 0} \varepsilon \int \int_{K} \frac{A_i(x, k + (u - k)_+, \nabla(u - k)_+) \partial_i(u - k)_+}{(u - k)_+ + \varepsilon} \psi \, dx \tag{2.3}
\]

Now for each \( i \in \{s+1, \ldots, N\} \) we split the last term on the right of (2.3) into the following decomposition:

\[
\varepsilon \int \int_{K} \frac{A_i(x, k + (u - k)_+, \nabla(u - k)_+) \partial_i(u - k)_+}{(u - k)_+ + \varepsilon} \psi \, dx \\
= \varepsilon \int \int_{K} \frac{(A_i(x, k + (u - k)_+, \nabla(u - k)_+) - A_i(x, k + (u - k)_+, 0) \partial_i(u - k)_+)}{(u - k)_+ + \varepsilon} \psi \, dx \\
- \int \int_{K} \left\{ \partial_i A_i(x, k + (u - k)_+, 0) \psi + A_i(x, k + (u - k)_+, 0) \partial_i \psi \right\} \frac{(u - k)_+}{(u - k)_+ + \varepsilon} \, dx,
\]

and last term on the right is zero on the limit \( \varepsilon \downarrow 0 \), thanks to property (2.2), divergence theorem and \( \psi = 0 \) on \( \partial K \). This means by monotonicity that the last term on the right of (2.3) is negative and can be discarded, obtaining that \((u-k)_+\) is a sub-solution to an equation similar to (1.1). Being the structure conditions dependent mainly on the derivatives \( |\partial_i u|_{\Omega} = |\partial_i(u-k)_+| \), they remain unvaried. \( \square \)

Here below we introduce some particular tools of the trade, which are particular properties of solutions to (1.4)- (1.2) that permitted in [8] the achievement of Theorem 1.1. The first result is about local boundedness of solutions, and its particular use should be deeply analyzed, as its condition on the exponent is the origin of the parabolic range (1.6). Observe that \( \theta, \rho > 0 \) are parameters that can be chosen freely.

**Lemma 2.1.** Let \( u \) be a locally bounded local weak solution to (1.1)-(1.2). Let \( 1 \leq l \leq 2 \) and \( \lambda_l := N(\bar{p} - 2) + l\bar{p} > 0 \),

then there exist constants \( \gamma, C > 0 \) depending only on the data, such that for all polydiscs \( Q_{\gamma / 2, \rho / 2} \subset \Omega \) we have either

\[
\left( \frac{\theta^2}{\rho^p} \right)^{\frac{1}{\gamma}} \leq C \rho, \quad \text{or}
\]

\[
\sup_{Q_{\gamma / 2, \rho / 2}} u \leq \gamma \left( \frac{\rho^p}{\theta^2} \right)^{\frac{1}{\gamma}} \left( \int \int_{Q_{\gamma, \rho}} u^l_+ \, dx \right)^{\frac{1}{l}} + \gamma \left( \frac{\theta^2}{\rho^p} \right)^{\frac{1}{\gamma}} .
\]
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Another fundamental tool for our analysis of local regularity is the following integral estimate, which can be seen as an Harnack estimate within the $L^1 - L^\infty$ topology, and is typical of singular parabolic equations (see for instance [12], Prop. 4.1 Chap VII).

**Theorem 2.1.** Let $u$ be a nonnegative, bounded, local weak solution to (1.1)-(1.2). Fix a point $\bar{x} \in \Omega$ and numbers $\theta, \rho > 0$ such that $Q_{\theta, \rho}(\bar{x}) \subset \Omega$. Then there exists a positive constant $\gamma$ depending only on the data such that either

$$
\left( \frac{\theta^2}{\rho^2} \right)^{\frac{1}{p'}} \leq \rho, \quad (2.4)
$$

or

$$
\theta^{-s} \rho^{s-N} \int \int_{Q_{\theta, \rho}(\bar{x})} u \, dx \leq \gamma \left\{ \inf_{B_{\theta}(\bar{x}')} \rho^{s-N} \left( \int_{B_{2\rho}(\bar{x}'')} u(\cdot, x'') \, dx'' \right) \right\} + \left( \frac{\theta^2}{\rho^2} \right)^{\frac{1}{q'}},
$$

In this case, the exponent of the first integral on the right can be negative. If additionally property (1.6) holds, then either we have (2.4) or

$$
\sup_{Q_{\theta, \rho}(\bar{x})} u \leq \gamma \left\{ \left( \frac{p}{\theta^p} \right)^{\frac{s}{\theta^s}} \inf_{B_{\theta}(\bar{x}')} \rho^{s-N} \left( \int_{B_{2\rho}(\bar{x}'')} u(\cdot, x'') \, dx'' \right) \right\} + \left( \frac{\theta^2}{\rho^2} \right)^{\frac{1}{q'}}.
$$

(2.5)

The main tool to achieve both Harnack inequality and Hölder continuity in [8] is a particular expansion of positivity, along the singular variables and valid for each relative measure of positivity.

**Theorem 2.2.** Let $\bar{x} \in \Omega$ and let $u \geq 0$ be a bounded, local weak solution to (1.1)-(1.2), satisfying (1.4). Suppose that for a point $\bar{x} \in \Omega$ and numbers $M, \rho > 0$ and $\nu \in (0, 1)$ it holds

$$
|[u \leq M] \cap Q_{\theta, \rho}(\bar{x})| \leq (1 - \nu)|Q_{\theta, \rho}(\bar{x})|, \quad \forall \theta = \rho^{\frac{\nu}{\theta}}(\delta M)^{\frac{\nu}{\rho}},
$$

and $Q_{2\theta, 2\rho}(\bar{x}) \subset \Omega$, for a number $\delta = \delta(\nu) \in (0, 1)$. Then there exist constants $K > 1$ and $\delta_0 \in (0, 1)$ depending only on the data and $\nu$ such that either

$$
M \leq K \rho,
$$

or

$$
u \geq \nu_0 M/2, \quad \forall_{ac} x \in Q_{\eta, 2\rho}(\bar{x}), \quad \text{where} \quad \eta = (2\rho)^{\frac{s}{\theta^s}}(\delta M)^{\frac{\nu}{\rho}}.
$$

Finally, we will use in a crucial way the following Lemma, proven in [9], following an approach that generalises a first idea on viscosity solutions ([4]). We believe that the viscosity solution approach would contribute significantly to the theory of anisotropic equations, because already the main problem of degeneracy on an infinite set can be seen in a method involving higher derivatives; see for instance [11] for the case $p_i \equiv p$ of the pseudo $p$-Laplace operator.

**Lemma 2.2** (Lemma 4.1 [9]). Let $(X, d)$ be a quasi-metric space with quasi-metric constant $\gamma$ and $x_0 \in X$. Let $B_{\rho}(z)$ be the ball in $(X, d)$ of radius $\rho > 0$ and center $z \in X$. Then for any $\beta > 0$ there exists a constant $\omega = \omega(\gamma, \beta) > 1$ such that for any bounded function $u : B_1(x_0) \to \mathbb{R}$ with $u(x_0) \geq 1$ there exist $x \in B_1(x_0)$ and $r > 0$ such that

$$
B_r(x) \subset B_1(x_0), \quad r^\beta \sup_{B_r(x)} u \leq \omega, \quad r^\beta u(x) \geq 1/\omega.
$$
3 Pointwise behaviour

Lower semicontinuity of solutions to (1.1)-(1.2) can be proven as a consequence of $L^\infty$ estimates (see for instance [19], [32]) or more generally as a consequence of a theoretical maximum principle called De Giorgi-type Lemma (Lemma 2.4 in [8]), in this respect we refer to [7, 34]. Here we show an approach which is similar to [19], but it uses a different $L^\infty$ estimate, being $p < 2$.

**Proposition 3.1.** Any bounded local weak solution $u$ of (1.1) with (1.2) and $\bar{p} > 2N/(N+1)$ in the supercritical range, has a lower semicontinuous representative.

**Proof.** We first consider $(\mathbb{R}^N, \mathcal{L}, d_M)$, where $\mathcal{L}$ is the Lebesgue’s measure and $d_M$ is the distance defined as follows for any $0 < M \in \mathbb{Q}$, $x, y \in \mathbb{R}^N$,

$$d_M(x, y) = \max\{|x' - y'|^{2/p}M^{-2/p}, |x'' - y''|\}.$$

Thus, notice that $Q_{\rho^2/2M, \rho}(x_0) = D_\rho(x_0)$, where $D_\rho(x_0)$ is the ball in $(\mathbb{R}^N, \mathcal{L}, d_M)$ of center $x_0 \in \mathbb{R}^N$ and radius $\rho > 0$. We observe that $(\mathbb{R}^N, \mathcal{L}, d_M)$, where $\mathcal{L}$ is the standard Lebesgue measure, is a doubling metric measure space since

$$\mathcal{L}(D_{2\rho}(x_0)) = |Q_{(2\rho)^2/2M, 2\rho}(x_0)| \leq C|Q_{\rho^2/2M, \rho}(x_0)| = \mathcal{L}(D_{\rho}(x_0)),$$

for an universal constant $C > 0$.

Now let $V_M(\Omega)$ the set of $L^1(\Omega)$-Lebesgue points of $(\Omega, \mathcal{L}, d_M)$, i.e.

$$V_M(\Omega) = \left\{ x \in \Omega : \int\int_{D_\rho(x)} |u(y) - u(x)| \, dy \to 0, \text{ as } \rho \to 0 \right\},$$

as (Theorem [26], Theorem 1.8) guarantees $|V_M(\Omega)| = |\Omega|$ for each positive $M \in \mathbb{Q}$. Finally, we consider the full-measure set

$$\bar{V}(\Omega) = \bigcap_{M \in \mathbb{Q}} V_M(\Omega), \quad |\bar{V}_M(\Omega)| = |\Omega|.$$

Let us consider therefore a point $\bar{x} \in \bar{V}(\Omega)$, and let us modify $u \in W^{1, \bar{p}}_{\text{loc}}(\Omega)$ to be the representative in such a class. We need to divide the proof into two cases, due to non-homogeneity of the equation, by using Lemma 2.1.

If $(\theta^2/\rho^n)^{1/(2-p)} \leq C\rho$, then by choosing $\theta = 2||u||_{\infty, \Omega}$ we obtain the condition

$$2||u||_{\infty, \Omega} \leq C\rho, \quad \Rightarrow \quad \text{osc}_{Q_{\theta, \rho}(\bar{x})} u \leq C\rho,$$

and this reduction of oscillation implies Lipschitz continuity of solutions (see Section 5).

If on the other hand $(\theta^2/\rho^n)^{1/(2-p)} > C\rho$, then the following estimate is valid by choosing $l = 1$ and $\theta = \rho^{p/2}M$, where $M > 0$ to be chosen, so that we get

$$\sup_{Q_{\rho^2/2M, \rho}(\bar{x})} u \leq \gamma M^{2/(N-2\delta)} \bar{p}/\lambda_1 \left( \int\int_{Q_{\rho^2/2M, \rho}(\bar{x})} u(x) \, dx \right)^{\bar{p}/\lambda_1} + \gamma M^{2/(2-p)}, \quad (3.1)$$

where $\lambda_1 > 0$ since $\bar{p} > 2N/(N+1)$ is in force.
Now, being $\bar{x} \in \bar{V}(\Omega)$, for any $\varepsilon_1 > 0$, there exists $\rho = \rho(\varepsilon_1) > 0$ such that
\[
\iint_{Q_{\theta,\rho}(\bar{x})} |u(x) - u(\bar{x})| dx < \varepsilon_1. \tag{3.2}
\]
Since $u - u(\bar{x})$ is a solution of an equation of the type of (1.1), then for every $\varepsilon > 0$, by using (3.2) in (3.1), we have
\[
\sup_{Q_{\theta/2,\rho/2}(\bar{x})} (u(\bar{x}) - u)_+ \leq \gamma \left( M^{-2(N-s)\bar{p}/p\lambda_1} \varepsilon_1^{\bar{p}/\lambda_1} + M^{2/(2-p)} \right) \leq \frac{\varepsilon}{4}, \tag{3.3}
\]
by choosing appropriately
\[
\varepsilon_1 = \left( \frac{\varepsilon M^{2(N-s)\bar{p}/p\lambda_1}}{2\gamma} \right)^{\lambda_1/\bar{p}}, \quad M = (\varepsilon/2\gamma)^{(2-p)/2}. \tag{3.4}
\]
Now we claim the lower semicontinuity, that is the following
\[
u(\bar{x}) \leq \operatorname{ess lim inf}_{x \to \bar{x}} u(x) = \operatorname{ess lim inf}_{\rho \to 0} \inf_{Q_{\theta,\rho}(\bar{x})} u(x).
\]
We proceed by contradiction, supposing that there exists $\bar{\varepsilon} > 0$ and $R_0 > 0$ such that for all $0 < \rho < R_0$, we have
\[
u(\bar{x}) - \lim_{\rho \to 0} \inf_{Q_{\theta/2,\rho/2}(\bar{x})} u(x) = \bar{\varepsilon} > 0.
\]
Then, choosing again $\theta = \rho^{p/2}M$ and $M$ as in (3.4), so that, if $\varepsilon = \bar{\varepsilon}$ defined before, we reach the required contradiction since, by (3.3)
\[
\bar{\varepsilon} = \sup_{Q_{\theta/2,\rho/2}(\bar{x})} (u(\bar{x}) - u)_+ \leq \frac{\bar{\varepsilon}}{4}.
\]
The proof is so concluded. \(\square\)

4 Proof of Harnack inequality 1.7 without continuity

Consider a bounded local weak solution $u$ to (1.1) in $\Omega$, let $x_o \in \Omega$ be a point where\(^2\)
\[
u(x_o) > 0,
\]
and for any $\rho \geq 0$ appropriate to satisfy (1.5), construct the cylinder $Q_{\theta,\rho}(x_o)$ such that
\[
Q_{\theta,\rho}(x_o) = B_\theta(x_o') \times B_\rho(x_o'') \subset \subset Q_{\mathcal{M},\rho}(x_o) \subseteq \Omega, \quad \text{with} \quad \theta = |u(x_o)|^{\frac{2-p}{2}} \rho^{\frac{p}{2}},
\]
with $\mathcal{M}$ defined in (1.5). Now we proceed to normalize the solution $u : Q_{\theta,\rho}(x_o) \to \mathbb{R}$ with
\[
\operatorname{the\ transformation}
v(x', x'') = \frac{1}{u(x_o)} v \left( \frac{x' - x_o'}{\theta}, \frac{x'' - x_o''}{\rho} \right), \tag{4.1}
\]
that is a bounded local weak solution to an equation similar to (1.1) in $Q_{1,1}$, i.e. solves
\[
\sum_{i=1}^s a_i(x, v) + \sum_{i=s+1}^N B_i(x, v, \nabla v) = 0, \quad \text{weakly in} \quad Q_{1,1} = B_1(0') \times B_1(0''), \tag{4.2}
\]
\(^2\)Notice that this point-wise value can be identified thanks to Proposition 3.1.
with structure conditions
\[
\begin{cases}
\sum_{i=s+1}^N \tilde{A}_i(x, s, \xi) \xi_i \geq \tilde{C}_1 \sum_{i=s+1}^N |\xi_i|^p - \tilde{C}^p, \\
|\tilde{A}_i(x, s, \xi)| \leq \tilde{C}_2 \sum_{i=s+1}^N |\partial_i u|^{p-1} + \tilde{C}^{p-1},
\end{cases}
\]
being \( \tilde{C} = (C\rho)/u(x_o). \) (4.3)

For parameters \( \lambda \in (0,1) \) and \( \beta > 1 \) to be chosen later, we consider the equation
\[\sup_{x'' \in B_{\lambda_0}} u(0', x'') = \frac{(1 - \lambda_0)^{-\beta}}{2} =: M/2. \] (4.4)

Then, by continuity, the proof in [8] exhibited a maximal root \( \lambda_0 \) of the equation (4.4) together with a point \( \bar{x}'' \in B_{\lambda_0}(0'') \) such that, by defining suitable \( r = r(\lambda_0) \), the authors, exploiting a popular argument of Krylov and Safonov (see [30]), obtain the estimate
\[\frac{M}{2} \leq v(0', \bar{x}'') \leq \sup_{B_r(\bar{x}'')} v(0', \cdot) \leq \gamma M. \] (4.5)

From this estimate on, the proof in [8] follows the lines of [15] and uses twice (2.5) to arrive at a measure estimate of the kind
\[||v(x', \cdot) \leq \varepsilon M \cap B_{r/2}(x'')|| \leq (1 - \alpha)||B_{r/2}||, \] for \( \varepsilon > 0 \) and \( \alpha \in (0,1) \), (4.6)

and finally use the expansion of positivity along the singular variables, i.e. Theorem 2.2, to obtain a lower bound
\[v > \tilde{M}, \text{ in } Q_{\tilde{\eta},1}, \text{ being } \tilde{\eta} = \delta_o(\tilde{M}) r^{p/2}, \]
for some constants \( \tilde{M}, \delta_o(\tilde{M}) \in (0,1) \) depending only on \( \beta \) and the data. At this point the proof is concluded by transforming back the function \( v \) into \( u \), and consequently the estimate above transforms into the final claim:
\[u(x_o) \leq \tilde{M}^{-1} u(x), \quad x \in Q_{\eta,\rho}(x_o), \quad \text{with } \eta = \delta_o u(x_o)^{\frac{p}{2}}.\]

Now, the argument that follows shows that we can as well obtain estimate above (4.5) without using the continuity of \( u \). We use indeed Lemma 2.2 for the bounded function \( v(0', \cdot) : B_1(0'') \rightarrow \mathbb{R} \) of the sole \( x'' \)-variable, in the euclidean metric space \((B_1(0''), d_e)\), where \( d_e(x'', y'') = \sqrt{\sum_{i=s+1}^N (x_i'' - y_i'')^2} \). Therefore for each \( \beta > 0 \) we find \( \bar{x}'' \in B_1(0'') \) and \( \gamma, r > 0 \) such that by setting \( M = r^{-\beta} \) we obtain
\[\frac{M}{\gamma} \leq v(0', \bar{x}'') \leq \sup_{B_r(\bar{x}'')} v(0', \cdot) \leq \gamma M. \] (5.1)

But this is precisely (4.5) by redefining the constant \( M \), and the proof can now carried on the same way.

5 Hölder Continuity

Let \( K \) be a compact subset of \( \Omega \), consider (2, \( p \)) \(-\text{dist}(K, \partial \Omega)\) as in (1.9). For any point \( y_o \in K \) we construct the polydisc \( Q_{\theta_o, R}(y_o) \) with
\[R = \left[ (2, p) - \text{dist}(K, \partial \Omega) \right]/2, \quad \theta_o = R^{p/2} \omega_o^{\frac{2-p}{p}}, \quad \omega_o = 2\|u\|_{\infty, \Omega}. \] (5.1)
We claim that $Q_{\theta_o,R}(y_o) \subset \Omega$ by the choice of $R$ and $\theta_o$ above. Indeed, for $z \in Q_{\theta_o,R}(y_o)$, it holds
$$|z' - y_o'| \leq \theta_o = R^{p/2} \frac{\delta^p}{\omega_o} \leq \inf\{|x' - y'|, \ x \in K, y \in \partial\Omega\},$$
and
$$|z'' - y_o''| \leq R \leq \inf\{|x'' - y''|, x \in K, y \in \partial\Omega\}/2.$$

Thus, by (1.9), we get $Q_{\theta_o,R}(y_o) \subset \Omega$.

Next, we consider a generic point $x_o \in K$, and we show that we can reduce the proof of Hölder Continuity to the assumption
$$x_o \in Q_{\theta_o,R}(y_o). \quad \text{(5.2)}$$

Indeed, if this is not the case, namely $x_o \notin Q_{\theta_o,R}(y_o)$, we obtain Lipschitz continuity. In particular, assume either
$$|x_o' - y_o'| > \theta_o = R^{p/2} \frac{\delta^p}{\omega_o}, \quad \text{or} \quad |x_o'' - y_o''| > R,$$
then, by computing straightforward, we obtain the Lipschitz condition
$$|u(x_o) - u(y_o)| \leq 2\omega_o \leq 4\omega_o \left(\frac{|x_o' - y_o'|^{p/2} \omega_o^p + |x_o'' - y_o''|}{R}\right),$$
where we used the definition of $\omega_o, R$. So we proceed by assuming (5.2) and, before proving the Hölder Continuity, we show that there exists a sequence of intrinsic polydiscs $Q_{\theta_o,\rho_n}$ with center in $y_o$ where the oscillation of $u$ can be controlled uniformly.

**Proposition 5.1 (Oscillation Decay).** Let $u$ be a bounded local weak solution to (1.1) with structure conditions (1.2)-(1.4). Assume also $y_o \in K$ and define $\omega_o$ and $R$ as in (5.1). There exist a constant $\delta \in (0,1)$ such that if we define
$$\begin{aligned}
\rho_n &= \delta^n R, \\
\omega_n &= \delta^n \omega_o, \\
\theta_n &= \delta^n \mu^n / (4K + 1) \in (0,1),
\end{aligned}$$
where $K > 1$ defined in Theorem 1.1, then
$$Q_{n+1} \subset Q_n, \quad \text{for} \quad Q_n = y_o + Q_{\theta_n,\rho_n}, \quad Q_0 = y_o + Q_{\theta_o, R},$$
and
$$\frac{\text{osc} u}{Q_n} \leq \delta^n \omega_o. \quad \text{(5.3)}$$

**Proof.** We proceed by induction observing first that the first step is achieved from the definition of $\omega_o$ so that we have $\text{osc}_{Q_0} u \leq \omega_o$. Moreover, we observe that the polydiscs $Q_n$ for $n \in \mathbb{N}$ are monotonic. Indeed, since $\omega_1 \leq \omega_0$ and $\theta_1 \leq \theta_0$ then $Q_1 \subset Q_0$ and this is sufficient to establish $Q_{n+1} \subset Q_n$ for all $n \in \mathbb{N}$. So we assume that (5.3) is valid until step $n$ and we prove it for the $n+1$-th. We also assume, by contradiction, that $\text{osc}_{Q_{n+1}} u > \omega_{n+1}$. Now we define
$$M_n = \sup_{Q_n} u, \quad m_n = \inf_{Q_n} u,$$
and we suppose that one of the two following estimates holds
$$M_n - u(y_o) > \omega_{n+1}/4, \quad \text{or} \quad u(y_o) - m_n > \omega_{n+1}/4. \quad \text{(5.4)}$$
This can be assumed because otherwise we have

\[
\text{osc}_{Q_{n+1}} u \leq \text{osc}_{Q_n} u \leq \omega_{n+1},
\]

leading to an absurd. Let us suppose that (5.4) is valid, the other case is similar. Let (1.5) and (1.6) be valid, then we apply Theorem 1.1, so that (1.7) is valid for the non-negative function \( u - m_n \), which is still a solution of a similar equation to (1.1) with (1.2). So we obtain

\[
(4K)^{-1} \omega_{n+1} < K^{-1} (u(y_o) - m_n) \leq \inf_{Q_{n+1}} (u(y_o) - m_n) \leq \inf_{Q_{n+1}} (u - m_n) = 0,
\]

provided that \( Q_{n+1} \subset Q_{\theta,R} (y_o) \), i.e.

\[
\bar{\delta}_o \rho_n^{p/2} \omega_{n+1}^{2 - p} \leq \delta_o(u(y_o) - m_n)^{2 - p} R^{p/2}, \quad \text{and} \quad \delta^{n+1} R \leq R.
\]

The first inequality is satisfied exactly thanks to our assumption \( \omega_{n+1} < 2(u(y_o) - m_n) \). Finally, since \( Q_{n+1} \subset Q_n \), by (5.5), the inductive hypothesis and definition of \( \delta \) and \( \omega_n \), the absurd inequality is reached

\[
\text{osc}_{Q_{n+1}} u < M_n - m_n - (4K)^{-1} \omega_{n+1} \leq \omega_n - (4K)^{-1} \omega_{n+1} = \omega_{n+1} \left( \frac{1}{\delta} - \frac{1}{4K} \right) = \omega_{n+1}.
\]

Now we are ready to prove the Hölder Continuity, namely Theorem 1.2, whose statement is given in Section 1.

**Conclusion of the Proof of Theorem 1.2**

For \( x_o \in Q_{\theta_o,R} (y_o) \) let \( n \in \mathbb{N} \) be the last number such that \( x_o \in Q_n \) but \( x_o \not\in Q_{n+1} \). The latter implies that either

\[
|x_o' - y_o'| > \theta_{n+1} = \gamma_o \delta^n R^{p/2} \omega_o^{\frac{p-2}{p}}, \quad \text{that is} \quad \delta^{n2/p} < \gamma \frac{|x_o' - y_o'|^2}{R},
\]

or

\[
|x_o'' - y_o''| > \rho_{n+1} = \delta^n R, \quad \text{that is} \quad \delta^n < \frac{|x_o'' - y_o''|}{R}
\]

for a constant \( \gamma_o = \gamma_o(\delta_o) > 0 \) depending only on the data. Being \( p < 2 \) and estimating quantities that are smaller than 1, we have

\[
\delta^{2n/p} \leq \gamma \left( \frac{|x_o'' - y_o''|}{R} + \frac{|x_o' - y_o'|^2}{R \omega_o^{p-2}} \right),
\]

\[
\Rightarrow \delta^n \leq \gamma \left( \frac{|x_o'' - y_o''|}{R} + \frac{|x_o' - y_o'|^2}{R \omega_o^{p-2}} \right)^{p/2}.
\]

This, together with condition \( x_o \in Q_n \) and Proposition 5.1 gives

\[
|u(x_o) - u(y_o)| \leq \delta^n \omega_o \leq \gamma \omega_o \left( \frac{|x_o'' - y_o''|}{R} + \frac{|x_o' - y_o'|^2}{R \omega_o^{p-2}} \right)^{p/2},
\]

the proof is concluded.
Acknowledgements

L. Baldelli and V. Vespri are supported by GNAMPA group of INdAM. S. Ciani is supported from the department of mathematics of Technical University of Darmstadt.

References

[1] R.A. Adams, *Anisotropic Sobolev inequalities*, Casopis Pest. Mat., 113, (1988), 267-279.

[2] S.N. Antontsev, J.I. Díaz, S. Shmarev, *Energy methods for free boundary problems*, Progress in Nonlinear Differential Equations and their Applications, 48, (2002), XII, 329 pp.

[3] P. Bousquet, L. Brasco, *Lipschitz regularity for orthotropic functionals with nonstandard growth conditions*, Rev. Mat. Iberoam., 36, (2020), 1989-2032.

[4] L.A. Caffarelli, X. Cabré, D.E. Edmunds, *Fully nonlinear elliptic equations*, American Mathematical Society Colloquium Publications, 43, (1995), VI, 104 pp.

[5] Y. Chen, E. DiBenedetto, *Hölder estimates of solutions of singular parabolic equations with measurable coefficients*, Arch. Rational Mech. Anal., 118, (1992), 257-271.

[6] A. Cianchi, *A fully anisotropic Sobolev inequality*, Pacific J. Math., 196, (2000), 283-294.

[7] S. Ciani, U. Guarnotta, *On a particular scaling for the prototype anisotropic p-Laplacian*, Springer Special Issue, Recent Advances in Mathematical Analysis, Trends in Mathematics. In press.

[8] S. Ciani, I. Skrypnik, V. Vespri, *On the local behavior of local weak solutions to some singular anisotropic elliptic equations*, arXiv preprint arXiv:2109.07996 (2021).

[9] S. Ciani, S. Mosconi, V. Vespri, *Parabolic harnack estimates for anisotropic slow diffusion*, Journal d’Analyse Mathématique. In press

[10] G. Cupini, P. Marcellini, E. Mascolo, *Regularity of minimizers under limit growth conditions*, Nonlinear Anal., 153, (2017), 294-310.

[11] F. Demengel, *Lipschitz interior regularity for the viscosity and weak solutions of the Pseudo p-Laplacian equation*, Adv. Differential Equations, 21, (2016), 373-400.

[12] E. DiBenedetto, *Degenerate parabolic equations*, Universitext, Springer-Verlag, New York, 1993, XVI, 387 pp.

[13] E. DiBenedetto, *Partial differential equations*, 2nd Edition, Birkhäuser, Boston, 2010, XX, 389 pp.

[14] E. DiBenedetto, U. Gianazza, V. Vespri, *Harnack estimates for quasi-linear degenerate parabolic differential equations*, Acta Math., 200, (2008), 181–209.

[15] E. DiBenedetto, U. Gianazza, V. Vespri, *Forward, backward and elliptic Harnack inequalities for non-negative solutions to certain singular parabolic partial differential equations*, Ann. Sc. Norm. Super. Pisa Cl. Sci., 9, (2010), 385-422.
[16] E. DiBenedetto, U. Gianazza, V. Vespri, Remarks on local boundedness and local holder continuity of local weak solutions to anisotropic p-Laplacian type equations, J. Elliptic Parabol. Equ., 2, (2016), 157-169.

[17] E. DiBenedetto, U. Gianazza, V. Vespri, Harnack’s Inequality for Degenerate and Singular Parabolic Equations, Springer Monographs in Mathematics, (2012), XIV, 278 pp.

[18] A. Di Castro, Elliptic problems for some anisotropic operators, PhD diss., University of Rome “Sapienza”, 2009.

[19] F.G. Düzgün, S. Mosconi, V. Vespri, Anisotropic Sobolev embeddings and the speed of propagation for parabolic equations, J. Evol. Equ., 19, (2019), 845-882.

[20] F.G. Düzgün, P. Marcellini, V. Vespri, Space expansion for a solution of an anisotropic p-Laplacian equation by using a parabolic approach, Riv. Math. Univ. Parma (N.S.), 5, (2014), 93–111.

[21] M. Eleuteri, P. Marcellini, E. Mascolo, Regularity for scalar integrals without structure conditions, Adv. Calc. Var., 13, (2020), 279–300.

[22] F. Feo, J.L. Vázquez, B. Volzone, Anisotropic p-Laplacian Evolution of Fast Diffusion Type. Advanced Nonlinear Studies, 21(3), (2021), 523-555.

[23] N. Fusco, C. Sbordone, Local boundedness of minimizers in a limit case, Manuscripta Math., 69, (1990), 19-25.

[24] M. Giaquinta, Growth conditions and regularity, a counterexample, Manuscripta Math., 59, (1987), 245-248.

[25] E. Giusti, Direct methods in the calculus of variations, World Scientific Publishing Co., Inc., River Edge, NJ, (2003), VIII, 403 pp.

[26] J. Heinonen, Lectures on analysis on metric spaces, Springer-Verlag, New York, (2001), X, 140 pp.

[27] E. Henriques, Concerning the regularity of the anisotropic porous medium equation. Journal of mathematical analysis and applications, 377 (2), (2011), 710-731.

[28] I.M. Kolodii, The boundedness of generalized solutions of elliptic differential equations, Vestnik Moskov. Univ. Ser. I Mat. Meh., 25, (1970), 44-52.

[29] A.G. Korolev, Boundedness of generalized solutions of elliptic differential equations, Uspekhi Mat. Nauk., 38, (1983), 205-206.

[30] N.V. Krylov, M.V. Safonov, A certain property of solutions of parabolic equations with measurable coefficients, Izvestiya Rossiiskoi Akademii Nauk. Seriya Matematicheskaya, 44, (1980), 161-175.

[31] S.N. Kruzhkov, I.M. Kolodii, On the theory of embedding of anisotropic Sobolev spaces, Russian Mathematical Surveys, (1983), 188 pp.

[32] T. Kuni, Lower semicontinuity of weak supersolutions to nonlinear parabolic equations, Differential Integral Equations, 22, (2009), 1211-1222.
[33] O.A. Ladyzhenskaya, N.N. Ural’tseva, *Linear and Quasilinear Elliptic Equations*, Academic Press, New York-London, (1968), XVIII, 495 pp.

[34] N. Liao, *Regularity of weak supersolutions to elliptic and parabolic equations: lower semicontinuity and pointwise behavior*, J. Math. Pures Appl., 147, (2021), 179-204.

[35] N. Liao, I.I. Skrypnik, V. Vespri, *Local regularity for an anisotropic elliptic equation*, Calc. Var. Partial Differential Equations, 59, (2020), 31pp.

[36] J.L. Lions, *Quelques méthodes de résolution des problèmes aux limites non linéaires*, Dunod, Paris, 1969.

[37] V. Liskevich, I.I. Skrypnik, *Hölder continuity of solutions to an anisotropic elliptic equation*, Nonlinear Anal., 71, (2009), 1699-1708.

[38] P. Marcellini, *Un exemple de solution discontinue d’un problème variationnel dans le cas scalaire*, Ist. Mat. “U. Dini”, Firenze, 1987-88.

[39] P. Marcellini, *Regularity of minimizers of integrals of the calculus of variations with nonstandard growth conditions*, Arch. Rational Mech. Anal., 105, (1989), 267–284.

[40] P. Marcellini, *Regularity and existence of solutions of elliptic equations with p,q-growth conditions*, J. Differential Equations, 90, (1991), 1–30.

[41] P. Marcellini, *Regularity for elliptic equations with general growth conditions*, J. Differential Equations, 105, (1993), 296-333.

[42] P. Marcellini, *Regularity under general and p,q-growth conditions*, Discrete Contin. Dyn. Syst. Ser. S, 13, (2020), 2009-2031.

[43] G. Mingione, V. Radulescu, *Recent developments in problems with nonstandard growth and nonuniform ellipticity*, J. Math. Anal. Appl., 501, (2021), 44pp.

[44] J. Moser, *On Harnack’s theorem for elliptic differential equations*, Comm. Pure Appl. Math., 14, (1961), 577–591.

[45] J. Moser, *A Harnack inequality for parabolic differential equations*, Comm. Pure Appl. Math., 17, (1964), 101–134.

[46] J. Haskovek, C. Schmeiser, *A note on the anisotropic generalizations of the Sobolev and Morrey embedding theorems*, Monatsh. Math., 158, (2009), 71-79.

[47] R.E. Showalter, *Monotone operators in Banach space and nonlinear partial differential equations*, Mathematical Surveys and Monographs, 49, (2013), XIV, 278 pp.

[48] M. Troisi, *Teoremi di inclusione per spazi di Sobolev non isotropi*, Ricerche Mat., 18, (1969), 3-24.

[49] M. Troisi, *Ulteriori contributi alla teoria degli spazi di Sobolev non isotropi*, Ricerche Mat., 20, (1971), 90-117.

[50] N.S. Trudinger, *On Harnack type inequalities and their application to quasilinear elliptic equations*, Comm. Pure Appl. Math., 20, (1967), 721-747.
[51] N.N. Ural’tseva, A.B. Urdaletova, *The boundedness of the gradients of generalized solutions of degenerate quasilinear nonuniformly elliptic equations*, Vest. Leningr. Univ. Math 16, 263-270, (1984).

[52] J.L. Vázquez, *The porous medium equation: mathematical theory*, NATO Adv. Sci. Inst. Ser. C: Math. Phys. Sci., 380, (1992).