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In this thesis we investigate two new Amplified Quantum Transforms. In particular we create and analyze the Amplified Quantum Fourier Transform (Amplified-QFT) and the Amplified-Haar Wavelet Transform. The Amplified-QFT algorithm is used to solve the following problem:

The Local Period Problem: Let \( L = \{0, 1, ..., N - 1\} \) be a set of \( N \) labels and let \( A \) be a subset of \( M \) labels of period \( P \), i.e. a subset of the form

\[
A = \{j : j = s + rP, r = 0, 1, ..., M - 1\}
\]

where \( P \leq \sqrt{N} \) and \( M << N \), and where \( M \) is assumed known. Given an oracle

\[ f : L \to \{0, 1\} \]

which is 1 on \( A \) and 0 elsewhere, find the local period \( P \) and the offset \( s \).

First, we provide a brief history of quantum mechanics and quantum computing.
Second, we examine the Amplified-QFT in detail and compare it against the Quantum Fourier Transform (QFT) and Quantum Hidden Subgroup (QHS) algorithms for solving the Local Period Problem. We calculate the probabilities of success of each algorithm and show the Amplified-QFT is quadratically faster than the QFT and QHS algorithms.

Third, we examine the Amplified-QFT algorithm for solving the Local Period Problem with an Error Stream.

Fourth, we produce an uncertainty relation for the Amplified-QFT algorithm.

Fifth, we show how the Amplified-Haar Wavelet Transform can solve the Local Constant or Balanced Signal Decision Problem which is a generalization of the Deutsch-Jozsa algorithm.
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Chapter 1: Introduction

1.1 Executive Summary

In this thesis we analyze two new quantum algorithms. The first algorithm is called the Amplified Quantum Fourier Transform (Amplified-QFT) which solves the Local Period Problem (see Chapter 2) and the Local Period Problem with Error Stream (see Chapter 3). We also produce an Uncertainty Principle for this algorithm (see Chapter 4). The second algorithm is called the Amplified Haar Wavelet Transform which solves the **Local Constant or Balanced Signal Decision Problem** which is a generalization of the Deutsch-Josza problem (See Chapter 5).

What is the Local Period Problem? This is best explained by an example. Suppose we have a 1024 long signal of zeros and ones in positions 0 to 1023 which is nearly all zeros, except for 7 ones, which are located at positions \{208,213,218,223,228,233,238\}. We can see that this sequence of ones has period 5.

The Local Period Problem, is given the signal (which we call an Oracle) and given the number of ones (7), find the period (5) and the starting position of the sequence (the offset 208). In the notation of Chapter 2 we have \(N = 1024, M = 7, P = 5, s = 208\) and the periodic set of ones \(A = \{208,213,218,223,228,233,238\}\).

How does the Amplified-QFT solve this problem? We begin with a superposi-
tion which has amplitudes of \( +1/\sqrt{N} \) where the oracle is zero and \( -1/\sqrt{N} \), where the oracle is a one. We then run Grover’s algorithm which increases the amplitudes on the positions of the ones given by the set \( A \) to very close to \( 1/\sqrt{M} \), and decreases the amplitudes on the positions of the zeros to very close to 0. We then run the QFT algorithm on this state and make a measurement to try to recover the period \( P \).

**Result 1:** We show that the Amplified-QFT algorithm is, on average, quadratically faster than two other algorithms, the Quantum Fourier Transform (QFT) and the Quantum Hidden Subgroup (QHS) algorithms for solving this problem. This result is obtained in section 2.8. The reason for this is that the QFT and QHS algorithms do not amplify the amplitudes on the set \( A \) whereas the Amplified-QFT algorithm does. The results of both the QFT and QHS algorithms are dominated by the number of zeros and so find it difficult to find the period of the small set of ones. For these two algorithms the probability of measuring the value zero is close to 1.

**Result 2:** We find the probabilities of success of each of these three algorithms. These results are summarized for each of the algorithms in section 2.7 but are obtained in sections 2.9 for the Amplified-QFT, 2.10 for the QFT and 2.11 for the QHS algorithms. We show that the ratio of the probabilities of success of the Amplified-QFT to the QFT algorithms is approximately \( N/4M \) whereas the ratio of the probabilities of success of the Amplified-QFT to the QHS algorithms is approximately \( N/2M \).

**Result 3:** In section 2.12 we produce two quantum algorithms for finding the
offset $s$.

**Result 4:** In section 2.13 we produce a general result where we replace the QFT by a general unitary operator $U$ in the Amplified-QFT algorithm. We find a property on $U$ such that the ratio of the probabilities of the Amplified-U divided by $U$ case is the same as the ratio of the Amplified-QFT divided by QFT case.

**Result 5:** In section 2.14, we replace Grover’s algorithm with a general amplification algorithm in the Amplified-QFT algorithm and find an upper bound on the probabilities of success in this case.

What is the Local Period Problem with Error Stream? We extend the example described at the beginning of this executive summary.

Suppose, in addition to the 7 ones in the periodic set $A$, there are $L = 6$ additional ones introduced in random positions due to errors in the oracle. We now have a random set $G = \{17, 111, 234, 433, 727, 813\}$. How does this affect the probability of success for the same three algorithms defined in chapter 2 and the ability to recover the period 5?

**Result 6:** In chapter 3 section 3.1, we summarize the exact probabilities of success which now include components of sums over a random set. These values are obtained in sections 3.4, 3.5 and 3.6.

**Result 7:** In section 3.2, we calculate the corresponding expected values and variances of the sums over the random set given by (where $T = L + M$)

$$\left| \frac{M}{T} \omega^s + \frac{1}{T} \sum_{z \in G} \omega^z \right|^2$$

and
\[
\left| T \omega^{sy} \left[ \frac{1 - \omega^{MPy}}{1 - \omega^{Py}} \right] + \frac{1}{T} \sum_{z \in G} \omega^{zy} \right|^2
\]

and

\[
\left| \frac{1}{T} \sum_{z \in G} \omega^{zy} \right|^2
\]

**Result 8:** Also in section 3.2, for the Amplified-QFT algorithm, we show that an upper bound of the expected probability of success has a minimum value when \(L = \text{Min}L\) given by

\[
\text{Min}L = -M^2 + \sqrt{M(M-1)(M(M-1) + N)}
\]

This indicates that as \(L\) increases to \(\text{Min}L\), the upper bound of the expected probability of success decreases, but then as \(L\) increases in value past \(\text{Min}L\), the expected probability of success can increase again due to randomness.

**Result 9:** In chapter 4 we obtain an uncertainty principle for the Amplified-QFT algorithm. Let \(N = \text{total number of elements}, M = \text{number of elements whose amplitudes are close to } 1/\sqrt{M} \text{ after first running Grover’s algorithm}, N_y = \text{number of elements which have non-zero amplitudes after running the QFT},\) then we have

\[
MN_y \geq N
\]

What is the **Local Constant or Balanced Signal Decision Problem**?

This is best explained by an example. Suppose we have a signal \(S\) which is 1024 long consisting of zeros and ones. Suppose we are given two pairs of locations \(A_{128} = \{128, 129\}\) and \(A_{722} = \{722, 723\}\) where the signal is either constant or balanced at these locations and we wish to determine which is the case. Here
For example we could have the constant signal case \( S(128) = 0, S(129) = 0, S(722) = 1, S(723) = 1 \) or we have a balanced signal case \( S(128) = 0, S(129) = 1, S(722) = 1, S(723) = 0 \).

**Result 10:** In chapter 5 section 5.2, we show that the Amplified-Haar Wavelet Transform can solve this problem quadratically faster than a classical algorithm to solve this problem.

**Result 11:** In general this problem cannot be solved by the Quantum Haar Wavelet Transform alone because the values of the signal on the set \( \overline{A} \) (the complementary set of \( A \)) affect the results. We do need the amplification step in order to solve this problem. However we identify a specific case where the Quantum Haar Wavelet Transform can solve the problem (when either we have \( A \) is constant and \( \overline{A} \) is balanced or \( A \) is balanced and \( \overline{A} \) is constant). We show that in this case, the Amplified-Haar Wavelet Transform is faster than the Quantum Haar-Wavelet transform when \( M > \frac{N^{1/3}(1-2M/N)^{4/3}}{2592^{1/2}(1-M/N)^{2/3}} \).

### 1.2 A Brief History of Quantum Mechanics

In this section we provide a brief history of quantum mechanics (see the list of books in the references section especially books 1, 5, 14, 18, 19, 27, 29, 36 and 37).

As a material body is heated it emits radiation at different frequencies and intensities as the temperature increases. The problem is to provide a theoretical explanation for the observed effects. Rayleigh and Jeans applied the principles of statistical mechanics to this problem but were not completely successful. Their
theoretical models predicted the "Ultraviolet Catastrophe" which did not occur in practice. In 1900 Max Plank solved this black body radiation problem by assuming that the energy of the emitted radiation comes in energy packets or quanta and that the relationship between energy $E$ and frequency $\nu$ is given by

$$E = h\nu$$

and where $h$ is Planck’s constant where $h = 6.626\times10^{-34} Js$. This assumption led him to produce results for the black body radiation problem that matched experimentally observed values which had not been done before. In 1918 he received the Nobel prize for this work.

In 1905 Einstein explained the photo electric effect by using Planck’s quantum approach. Light incident on a metal surface causes the emission of electrons. The more intense the light, the more electrons of a given energy are produced. Also light must exceed a certain minimum frequency before electrons are emitted. Einstein produced the following formula for the photo electric effect

$$K = h(\nu - \nu_0)$$

where $\nu_0$ is the frequency of light below which the photo electric effect does not occur, and $K$ is the energy of the emitted electron. Once again, this approach agrees with experimentally observed results.

Around this same timeframe the model of the atom was provided by J.J. Thomson. He had shown by experiment that atoms consist of positively and negatively charged components. His model assumed that the positive charge was distributed
evenly throughout the atom, interspersed with negatively charged electrons. However this classical model could not explain the line spectra of different elements. Rutherford performed experiments concerning the scattering of alpha particles by atoms. His experiments suggested that negatively charged electrons orbited a central positively charged nucleus much like planets orbiting the Sun, however problems remained. Orbiting electrons should emit radiation and fall into the nucleus. The atom should only exist for a very short time.

Niels Bohr decided that a model based on the quantum approach was needed. Suppose the different energy levels of an atom are given by $E_1, E_2, \ldots$ then the difference between these energy levels should be discrete values given by

$$h\nu_{m,n} = E_m - E_n$$

where $\nu_{m,n}$ is the frequency of light emitted when the atom moves from the excited state $E_m$ to $E_n$. The observed line spectra could be explained using the formula

$$E_n = -\frac{Rh}{n^2}$$

By assuming the electrons moved in a circular orbit and the electrostatic attraction force was balanced by the centrifugal force, Bohr was able to obtain a theoretical value for $R$ from the formula

$$R = \frac{4\pi^2 e^4 m_e}{h^3}$$

which agreed with observation (where $e$ is the charge of the electron and $m_e$ is its mass). Sommerfeld extended this work to the case of elliptical orbits. Bohr’s
theory of the atom was successful and he created an institute in Copenhagen for atomic studies.

In 1926 Schrodinger developed his famous wave equation which he used to explain the spectral lines of the Hydrogen atom. This equation has the following general form for the time dependent case

\[ i\hbar \frac{\partial}{\partial t} \Psi = H \Psi \]

where \( H \) is the Hamiltonian operator and \( \Psi \) is the state vector or wave function of the system. The wave equation introduces the fundamental concept of superposition for if \( \Psi_1 \) is a solution and \( \Psi_2 \) is a solution then \( \Psi_1 + \Psi_2 \) is also a solution by linearity.

Heisenberg developed his matrix mechanics formulation of quantum mechanics which was shown to be equivalent to Schrodinger’s wave equation version. Heisenberg also discovered his famous Uncertainty Principle which is a relationship between two complementary or conjugate variables such as position and momentum.

\[ \sigma_x \sigma_p \geq \frac{\hbar}{2} \]

where \( \sigma \) is the standard deviation of the appropriate variable.

The Copenhagen Interpretation of quantum mechanics was put forward by Niels Bohr. This contained the elements of unreality, non-locality and uncertainty. Einstein challenged these principles in an ongoing and great debate with Niels Bohr at the 1927 and 1930 Solvay Conferences culminating in the famous Einstein, Podolsky and Rosen (EPR) paper of 1935. In this paper EPR claimed that quantum mechanics should have the elements of reality, locality and certainty which could be achieved by a Hidden Variable theory - a classical theory. However in 1964 John Bell
showed that certain correlations in quantum theory would be much stronger than those of a hidden variable theory and he produced Bell’s Inequality which would identify which theory was true. This meant that one could tell from performing an experiment whether quantum mechanics was the correct theory or whether a hidden variable theory was the correct theory. Many experiments have been performed that show quantum mechanics is the true theory and have ruled out most hidden variable theories. However each experiment performed so far has not ruled out all hidden variable theories. Some loopholes have remained. In the future experiments will be performed that will eventually rule out all the remaining loopholes but if we apply the induction argument for theories we can say the probability that quantum mechanics is true is currently very close to 1 and the probability that there is a true hidden variable theory is very close to 0. Alternatively if we use Karl Popper’s approach we would say that the theory of quantum mechanics has not been refuted. However there is still the chance it could be refuted in favor of a conjectured hidden variable theory.

1.3 A Brief History Of Quantum Computing

In this section we provide a brief history of the development of quantum computing to set the stage for this thesis.

The early days of quantum computing were kicked off with ideas from Paul Benioff and Richard Feynman. Benioff investigated the idea of whether quantum systems could efficiently simulate classical computers. In 1981 Richard Feynman
investigated the question whether a classical computer could simulate a classical or quantum system exactly. In 1985 Feynman investigated the notions of reversibility and irreversibility in computation.

Then in 1985 David Deutsch wrote a ground breaking paper entitled "Quantum Theory, the Church-Turing Principle and the Universal Quantum Computer", in the Proceedings of the Royal Society in which he replaced Turing’s classical ideas of computation with quantum ideas. Quantum computing was born. Deutsch also presented the first quantum algorithm using two qubits, Deutsch’s algorithm which was slightly faster than a classical computer.

In 1992, David Deutsch and Richard Josza produced their Deutsch-Josza algorithm that worked on n qubits. The idea is to be able to distinguish whether a Boolean function is balanced or constant. Classically this would take a work factor of $2^n$ however the quantum algorithm produced an exponential speedup.

In 1994 Peter Shor published a paper entitled "Polynomial-Time Algorithms for Prime Factorization and Discrete Logarithms on a Quantum Computer" that specified a quantum algorithm to factor large integers using the quantum Fourier transform that was exponentially faster than classical methods. He also described a quantum algorithm to solve the discrete log problem. Factoring and the discrete log problem are at the heart of cryptographic algorithms that are used to protect internet traffic. If you can easily factor numbers then you can break the RSA encryption algorithm. If you can easily solve the discrete log problem then you can easily break the Diffie-Hellman key exchange method. Shor’s paper ignited research and global interest in quantum computing, both in the unclassified and classified
arenas. The race is now on to be the first nation to build a real quantum computer that could implement either of these attacks.

In 1996 Lov Grover wrote a paper entitled "A fast quantum mechanical algorithm for database search" in which he described a quantum algorithm that could search for an item in an $N$ long list with a work factor of $O(\sqrt{N})$ providing a quadratic speedup over the classical $O(N)$ method. It was later shown by Zalka (ref 158.) that this algorithm was optimal.

Since Shor’s algorithm and Grover’s algorithm were published there has been significant research in the area of quantum computing algorithms. There are several good survey articles on the quant-ph website.

1.4 Outline of Thesis - Amplified Quantum Transforms

The two main algorithms of quantum computing are Grover’s search algorithm and Shor’s algorithm for factoring $n = pq$ by using the quantum Fourier transform. In this thesis we combine Grover’s search algorithm with the quantum Fourier transform to solve the Local Period Problem. We call this new algorithm The Amplified Quantum Fourier Transform (Amplified-QFT). We show that this new algorithm solves the Local Period Problem quadratically faster than the quantum Fourier transform alone.

In Chapter 2 we analyze the Amplified-QFT algorithm when applied to a periodic oracle. We calculate and compare the probabilities of success of the QFT algorithm, the quantum hidden subgroup (QHS) algorithm and the Amplified-QFT
algorithm. The contents of this chapter are based off the published paper ref[14].

In Chapter 3 we analyze the Amplified-QFT when applied to a periodic oracle with an error stream and calculate and compare the probabilities of success of the QFT algorithm, the QHS algorithm and the Amplified-QFT algorithm.

In Chapter 4 we produce an uncertainty principle for the Amplified-QFT algorithm.

In Chapter 5 we show how the one dimensional Amplified Haar Wavelet Transforms can be used to solve a certain decision problem.
Chapter 2: The Amplified Quantum Fourier Transform

2.1 Introduction

In this chapter we create and analyze a new quantum algorithm called the Amplified Quantum Fourier Transform (Amplified-QFT) for solving the following problem:

The Local Period Problem: Let $L = \{0, 1, ..., N - 1\}$ be a set of $N$ labels and let $A$ be a subset of $M$ labels of period $P$, i.e. a subset of the form

$$A = \{ j : j = s + rP, r = 0, 1, ..., M - 1\}$$

where $P \leq \sqrt{N}$ and $M << N$, and where $M$ is assumed known. Given an oracle $f : L \rightarrow \{0, 1\}$

which is 1 on $A$ and 0 elsewhere, find the local period $P$ and the offset $s$.

The first part of this chapter provides some background information on amplitude amplification, period finding and defines the Amplified-QFT algorithm. The second part of the chapter summarizes the main results and compares the Amplified-QFT algorithm against the Quantum Fourier Transform (QFT) and Quantum Hidden Subgroup (QHS) algorithms when solving the local period problem. It is shown that the Amplified-QFT algorithm is, on average, quadratically faster than both
the QFT and QHS algorithms. The third part of the chapter provides the detailed proofs of the main results, describes the method of recovering $P$ from an observation $y$ and describes the algorithm for finding the offset $s$. In the final section of the chapter we provide a general result where we replace the QFT with a general unitary operator $U$ and identify what property it must have to produce the same probabilities of success as the QFT.

2.2 Background-Amplitude Amplification

In ref[4] Lov Grover specified a quantum search algorithm that searched for a single marked element $x_0$ in an $N$ long list $L$. An oracle $f : L \rightarrow \{0, 1\}$ is used to mark the element such that $f(x_0) = 1$ and $f$ is 0 elsewhere. Grover’s quantum algorithm finds the element with a work factor of $O(\sqrt{N})$ whereas on a classical computer this would take $O(N)$, thereby obtaining a quadratic speedup. Grover’s algorithm can be summarized as follows:

a) Initialize the state to be the uniform superposition state $|\psi\rangle = H|0\rangle$ where $H$ is the Hadamard transform.

b) Reflect the current state about the plane orthogonal to the state $|x_0\rangle$ by using the operator $(I - 2|x_0\rangle\langle x_0|)$.

c) Reflect the new state back around $|\psi\rangle$ by using the operator $(2|\psi\rangle\langle \psi| - I)$. This operator is a reflection about the average of the amplitudes of the new state.

d) Repeat steps b) and c) $O(\sqrt{N})$ times until most of the probability is on
e) Measure the resulting state to obtain $x_0$.

Also in ref[4], Grover suggested this algorithm could be extended to the case of searching for an element in a subset $A$ of $M$ marked elements in an $N$ long list $L$. Once again an oracle $f : L \rightarrow \{0, 1\}$ is used to mark the elements of the subset $A$. Grover’s algorithm solves this problem with a work factor of $O(\sqrt{N/M})$. The elements of the set $A$ are sometimes referred to as ”good” and the elements not in $A$ are called ”bad”. Grover’s algorithm for this problem can be summarized as follows:

a) Initialize the state to be the uniform superposition state $\psi > = H|0 >$ where $H$ is the Hadamard transform.

b) Reflect the current state about the plane orthogonal to the state $|x_{good} >$ by using the operator $(I - 2|x_{good} >< x_{good}|)$, where $|x_{good} >$ is the normalized sum of the good states defined by the set $A$. This changes the sign of the amplitudes of the good states defined by $A$.

c) Reflect the new state back around $\psi >$ by using the operator $(2 (|\psi > < \psi| - I))$.

d) Repeat steps b) and c) $O(\sqrt{N/M})$ times until most of the probability is on the set $A$.

e) Measure the resulting state to obtain an element in the set $A$.

Both versions of Grover’s algorithm are also known as Amplitude Amplification algorithms which are generalized even further in ref [9]. The first part of the Amplified-QFT algorithm consists of the second of these algorithms, except for the final measurement step e).
2.3 Background-Period Finding

In ref[3], Peter Shor describes a quantum algorithm to solve the factorization problem with exponential speed up over classical approaches. He translates the factorization problem into one of finding the period of the function $a^x \mod N$ where $N$ is the number to be factored and $\gcd(a, N) = 1$. The period is found by making use of the QFT. Shor’s factorization algorithm is summarized below:

a) Find $Q : N^2 \leq Q < 2N^2$

b) Find $a : \gcd(a, N) = 1$

c) Find the period of $a^x \mod N$ using the QFT and using the $Q$th root of unity

- Form the superposition $\frac{1}{\sqrt{Q}} \sum |x> |a^x \mod N>$

- Apply the QFT to the first register $|x> \rightarrow \sum \omega^{xy}|y>$

- Measure $y$

- Form the continued fraction expansion of $y/Q$ to find $d/P$

- If $|y/Q - d/P| < 1/2N^2$ and $\gcd(d, P) = 1$ then $P$ is recovered

d) If the period is not even start over

e) If $a^{P/2} + 1 = 0 \mod N$ start over

f) Find $\gcd(a^{P/2} - 1, N)$ to find the factor of $N$.

Step c) is the quantum part of Shor’s factorization algorithm. We make use of the QFT and continued fraction expansion method to recover the period $P$ in the second part of the Amplified-QFT algorithm.
2.4 The Amplified Quantum Fourier Transform Algorithm

The Amplified-QFT algorithm solves the Local Period Problem:

**The Local Period Problem:** Let \( L = \{0, 1, \ldots, N - 1\} \) be a set of \( N \) labels and let \( A \) be a subset of \( M \) labels of period \( P \), i.e. a subset of the form

\[
A = \{ j : j = s + rP, r = 0, 1, \ldots, M - 1 \}
\]

where \( P \leq \sqrt{N} \) and \( M << N \), and where \( M \) is assumed known. Given an oracle

\[
f : L \rightarrow \{0, 1\}
\]

which is 1 on \( A \) and 0 elsewhere, find the local period \( P \) and the offset \( s \).

The Amplified-QFT algorithm consists of the following steps where steps a) through d) are the Amplitude Amplification steps and steps e) through i) are the period finding steps that use the QFT:

a) Initialize the state to be the uniform superposition state \( |\psi\rangle = H|0\rangle \)

where \( H \) is the Hadamard transform.

b) Reflect the current state about the plane orthogonal to the state \( |x_{good}\rangle \) by using the operator \((I - 2|x_{good}\rangle\langle x_{good}|)\), where \( |x_{good}\rangle \) is the normalized sum of the good states defined by the set \( A \). This changes the sign of the amplitudes of the good states defined by \( A \).

c) Reflect the new state back around \( |\psi\rangle \) by using the operator \((2|\psi\rangle\langle \psi| - I)\).

d) Repeat steps b) and c) \( O(\sqrt{N/M}) \) times until most of the probability is on the set \( A \).
e) Apply the QFT to the resulting state

f) Make a measurement $y$

g) Form the continued fraction expansion of $y/N$ to find $d/P$

h) If $|y/N - d/P| < 1/2P^2$ and gcd($d, P$) = 1 then $P$ is recovered

i) If gcd($d, P$) ≠ 1 repeat the algorithm starting at step a)

The Amplified-QFT algorithm produces the following states (See later sections for the detailed analysis of the Amplified-QFT algorithm):

After applying steps b) and c) $k$ times where $k = \left\lfloor \frac{\pi}{4 \sin^{-1}(\sqrt{M/N})} \right\rfloor$ we arrive at the following state:

$$|\psi_k\rangle = a_k \sum_{z \in A} |z\rangle + b_k \sum_{z \notin A} |z\rangle$$

where

$$a_k = \frac{1}{\sqrt{M}} \sin(2k + 1)\theta, b_k = \frac{1}{\sqrt{N - M}} \cos(2k + 1)\theta$$

are the appropriate amplitudes of the states and where the angle $\theta$ is given by

$$\sin \theta = \sqrt{M/N}, \cos \theta = \sqrt{1 - M/N}$$

The QFT at step e) performs the following action

$$|z\rangle \rightarrow \frac{1}{\sqrt{N}} \sum_{y=0}^{N-1} e^{-2\pi izy/N} |y\rangle$$

After the application of the QFT to the state $|\psi_k\rangle$, letting $\omega = e^{-2\pi i/N}$ we
arrive at the following state:

$$|\phi_k> = \sum_{y=0}^{N-1} \left[ \frac{a_k}{\sqrt{N}} \sum_{z \in A} \omega^{zy} + \frac{b_k}{\sqrt{N}} \sum_{z \notin A} \omega^{zy} \right] |y>$$

At step f) we measure this state with respect to the standard basis to yield an integer $y \in \{0, 1, ..., N-1\}$ from which we can determine the period $P$ using the continued fraction method.

In a later section where we summarize the main results, we provide a table showing the probabilities of measuring $y$ for the Amplified-QFT algorithm and compare them against the probabilities obtained by performing the QFT and QHS algorithms.

### 2.5 The QFT Algorithm

The QFT algorithm applied to the Local Period Problem does not include the amplitude amplification steps and consists of the following steps:

a) Initialize the state to be the uniform superposition state $|\psi> = H|0>$ where $H$ is the Hadamard transform.

b) Apply the oracle $f$ to $|\psi>$

c) Apply the QFT to this state

d) Make a measurement $y$

e) Form the continued fraction expansion of $y/N$ to find $d/P$

f) If $|y/N - d/P| < 1/2P^2$ and $\gcd(d, P) = 1$ then $P$ is recovered

g) If $\gcd(d, P) \neq 1$ repeat the algorithm starting at step a)
At step b) after applying the oracle the state is given by (See later sections for the detailed analysis of the QFT algorithm):

\[ |\psi_1\rangle = \frac{1}{\sqrt{N}} \left[ (-2) \sum_{z \in A} |z\rangle + \sum_{z=0}^{N-1} |z\rangle \right] \]

At step c) the QFT applies the following action:

\[ |z\rangle \rightarrow \frac{1}{\sqrt{N}} \sum_{y=0}^{N-1} \omega^{zy} |y\rangle \]

to get

\[ |\psi_2\rangle = \sum_{y=0}^{N-1} \left[ \frac{(-2)}{N} \sum_{z \in A} \omega^{zy} + \frac{1}{N} \sum_{z=0}^{N-1} \omega^{zy} \right] |y\rangle \]

At step d) we measure this state with respect to the standard basis to yield an integer \( y \in \{0, 1, ..., N - 1\} \) from which we can determine the period \( P \) using the continued fraction method. We note that in the QFT algorithm case, we would have to repeat the algorithm many times to recover the period \( P \) because as we will see shortly, most of the probability is on the state \(|0\rangle\).

### 2.6 The QHS Algorithm

The QHS algorithm is a two register algorithm and does not include the amplitude amplification steps. It consists of the following steps:

a) Initialize the state to be the uniform superposition state \(|\psi\rangle = H|0\rangle \otimes |0\rangle\)

where \( H \) is the Hadamard transform.

b) Apply the oracle \( f \) and put the result into the second register of \(|\psi\rangle\)

c) Apply the QFT to the first register of this state
d) Make a measurement $y$

e) Form the continued fraction expansion of $y/N$ to find $d/P$

f) If $|y/N - d/P| < 1/2P^2$ and $\gcd(d, P) = 1$ then $P$ is recovered

g) If $\gcd(d, P) \neq 1$ repeat the algorithm starting at step a)

At step b) we have the following state (See later sections for the detailed analysis of the QHS algorithm):

$$|\psi_1> = \frac{1}{\sqrt{N}} \sum_{x=0}^{N-1} |x> |f(x)>$$

After applying the QFT the state is given by:

$$|\psi_2> = \sum_{y=0}^{N-1} \frac{1}{N} |y> \sum_{x=0}^{N-1} \omega^{xy} |f(x)>$$

At step d) we measure this state with respect to the standard basis to yield an integer $y \in \{0, 1, ..., N-1\}$ from which we can determine the period $P$ using the continued fraction method. We note that in the QHS algorithm case, we would have to repeat the algorithm many times to recover the period $P$ because as we will see shortly, most of the probability is on the state $|0>$.

2.7 Summary of the Main Results

We summarize the main results and compare the probability $Pr(y)$ of measuring $y$ in the final state arrived at for each of the three algorithms: 1) the Amplified-QFT algorithm 2) the QFT algorithm and 3) the QHS algorithm. Here

$$\sin \theta = \sqrt{M/N}$$

and $k = \left\lfloor \frac{\pi}{4\theta} \right\rfloor$ and $0 \leq \frac{\sin^2(\pi MPy/N)}{\sin^2(\pi Py/N)} \leq M^2$. 
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Case 1 (Amplified-QFT):

The probability $\Pr(y)$ is given exactly by

$$
\begin{cases}
\cos^2 2k\theta & \text{if } y = 0 \\
\tan^2 \theta \sin^2 2k\theta & \text{if } Py = 0 \mod N, y \neq 0 \\
\frac{1}{M} \tan^2 \theta \sin^2 2k\theta \frac{\sin^2(\pi MPy/N)}{\sin^2(\pi Py/N)} & \text{if } Py \neq 0 \mod N \text{ and } MPy \neq 0 \mod N \\
0 & \text{if } Py \neq 0 \mod N \text{ and } MPy = 0 \mod N
\end{cases}
$$

Case 2 (QFT):

The probability $\Pr(y)$ is given exactly by

$$
\begin{cases}
(1 - \frac{2M}{N})^2 & \text{if } y = 0 \\
4 \frac{M^2}{N^2} & \text{if } Py = 0 \mod N, y \neq 0 \\
4 \frac{\sin^2(\pi MPy/N)}{\sin^2(\pi Py/N)} & \text{if } Py \neq 0 \mod N \text{ and } MPy \neq 0 \mod N \\
0 & \text{if } Py \neq 0 \mod N \text{ and } MPy = 0 \mod N
\end{cases}
$$

Case 3 (QHS):

The probability $\Pr(y)$ is given exactly by
\[
\begin{align*}
1 - \frac{2M(N-M)}{N^2} & \quad \text{if } y = 0 \\
\frac{2M^2}{N^2} & \quad \text{if } Py = 0 \mod N, y \neq 0 \\
\frac{2 \sin^2(\pi MPy/N)}{N} & \quad \text{if } Py \neq 0 \mod N \text{ and } MPy \neq 0 \mod N \\
0 & \quad \text{if } Py \neq 0 \mod N \text{ and } MPy = 0 \mod N
\end{align*}
\]

We note that for the QFT and QHS algorithms Pr(\(y = 0\)) is very close to 1 because M << N. In the cases where y ≠ 0 we compare the ratios of Pr(y) in the Amplified-QFT and QFT case and then in the Amplified-QFT and QHS case. Let y be fixed such that either

1. Py = 0 \mod N, y ≠ 0 or
2. Py ≠ 0 \mod N and MPy ≠ 0 \mod N

and define Pr Ratio(y) = Pr(y)_{Amplified-QFT}/Pr(y)_{QFT} then we have the following (see the later detailed sections)

\[
\frac{N}{4M} \left( \frac{N}{N-M} \right) \geq \text{Pr Ratio}(y) \geq \frac{N}{4M} \left( \frac{N}{N-M} \right) (1 - \frac{2M}{N})^2
\]

\[\implies \text{Pr Ratio}(y) \approx \frac{N}{4M}\]

and define Pr Ratio(y) = Pr(y)_{Amplified-QFT}/Pr(y)_{QHS} then we have the following
\[
\frac{N}{2M} \left( \frac{N}{N-M} \right) \geq \Pr \text{Ratio}(y) \geq \frac{N}{2M} \left( \frac{N}{N-M} \right) (1 - \frac{2M}{N})^2
\]

\[
\implies \Pr \text{Ratio}(y) \approx \frac{N}{2M}
\]

Let \( S_{\text{ALG}} = \{ y : \left| \frac{y}{N} - \frac{d}{M} \right| \leq \frac{1}{2M}, (d, P) = 1 \} \) be the set of "successful" \( y \)'s. That is \( S_{\text{ALG}} \) consists of those \( y \)'s which can be measured after applying one of the three algorithms denoted by \( ALG \) and from which the period \( P \) can be recovered by the method of continued fractions. Note that the set \( S_{\text{ALG}} \) is the same for each algorithm. However the probability of this set varies with each algorithm. We can see from the following that given \( y_1 \) and \( y_2 \), whose probability ratios satisfy the same inequality, we can add their probabilities to get a new ratio that satisfies the same inequality. In this way we can add probabilities over a set on the numerator and denominator and maintain the inequality:

\[
A > \frac{P(y_1)}{Q(y_1)} > B \quad \text{and} \quad A > \frac{P(y_2)}{Q(y_2)} > B
\]

\[
\implies A > \frac{P(y_1) + P(y_2)}{Q(y_1) + Q(y_2)} > B
\]

We see from the cases given above that

\[
\frac{N}{4M} \left( \frac{N}{N-M} \right) \geq \frac{\Pr(S_{\text{Amplified-}QFT})}{\Pr(S_{QFT})} \geq \frac{N}{4M} \left( \frac{N}{N-M} \right) (1 - \frac{2M}{N})^2
\]

where the difference between the upper bound and lower bound is exactly 1 and that

\[
\frac{N}{2M} \left( \frac{N}{N-M} \right) \geq \frac{\Pr(S_{\text{Amplified-}QFT})}{\Pr(S_{QHS})} \geq \frac{N}{2M} \left( \frac{N}{N-M} \right) (1 - \frac{2M}{N})^2
\]
where the difference between the upper bound and lower bound is exactly 2.

This shows that the Amplified-QFT is approximately \( \frac{N}{4M} \) times more successful than the QFT and \( \frac{N}{2M} \) times more successful than the QHS when \( M \ll N \). In addition it also shows that the QFT is 2 times more successful than the QHS in this problem. However, the success of the Amplified-QFT algorithms comes at an increase in work factor of \( O(\sqrt{\frac{N}{M}}) \). We note that in the case that \( P \) is a prime number that \( (d, P) = 1 \) is met trivially. However when \( P \) is composite the algorithms may need to be rerun several times until \( (d, P) = 1 \) is satisfied.

Towards the end of the chapter we show how to test whether a putative value of \( P \), given \( s \) is known, can be tested to see if it is the correct value. We also investigate the case where \( s \) is unknown but is from a small known set of values such that the values of \( s \) can be exhausted over on a classical computer. We also show how \( s \) can be recovered by using a quantum algorithm using amplitude amplification followed by a measurement.

2.8 The Amplified-QFT is Quadratically Faster than the QFT or the QHS

We show that the Amplified-QFT algorithm is, on average, quadratically faster than the QFT or QHS algorithms. In order to show this, we use the geometric probability distribution which provides the probability of the first success in a sequence of trials where the probability of success is \( p \) and the probability of failure is \( 1 - p \). For both the QFT and QHS algorithms a trial is one complete execution of the
algorithm. Because the probability of measuring \( y = 0 \) is close to 1 we expect to have to repeat the algorithm many times due to failure of measuring a successful \( y \), before we have the first success.

If \( X \) is the random variable which counts the number of trials until the first success then

\[
P(X = k) = (1 - p)^{k-1}p \quad \text{for } k = 1, 2, \ldots
\]

The expected value \( E[X] \) and variance \( Var[X] \) are given by:

\[
E[X] = \frac{1}{p} \quad \text{and} \quad Var[X] = \frac{1 - p}{p^2}
\]

The workfactor of the Amplified-QFT algorithm is given by the number of iterations of each amplification step followed by a single QFT step:

\[
O(\sqrt{\frac{N}{M}})
\]

For the QFT algorithm we have the probability of failure \( 1 - p \) is given by

\[
Pr(failure) = 1 - p \geq Pr(y = 0) = (1 - \frac{2M}{N})^2
\]

then

\[
Pr(success) = p \leq 1 - (1 - \frac{2M}{N})^2 = \frac{4M}{N} \cdot (1 - \frac{M}{N})
\]

Then for the QFT algorithm, the expected number of trials until the first success is
The workfactor of the QFT algorithm is the expected number of times the QFT has to be run, is given approximately by:

$$E[X] = \frac{1}{p} \geq \frac{N}{4M(1 - \frac{M}{N})} \geq \frac{N}{4M}$$

Therefore the ratio of the expected work factor of the QFT algorithm and the work factor of the Amplified-QFT is given by

$$O\left(\frac{N}{M}\right)$$

showing that the Amplified-QFT algorithm is, on average, quadratically faster than the QFT algorithm.

The variance in the number of times the QFT algorithm is run is given by

$$Var[X] = \frac{1-p}{p^2} \geq \left(\frac{N}{N-M}\right)^2 (\frac{N-2M}{4M})^2$$

For the QHS algorithm we have the probability of failure \(1 - p\) is given by

$$Pr(failure) = 1 - p \geq Pr(y = 0) = 1 - \frac{2M(N - M)}{N^2}$$

then

$$Pr(success) = p \leq 1 - \left(1 - \frac{2M(N - M)}{N^2}\right) = \frac{2M}{N} \left(1 - \frac{M}{N}\right)$$
Then for the QHS algorithm, the expected number of trials until the first success is

\[ E[X] = \frac{1}{p} \geq \frac{N}{2M(1 - \frac{M}{N})} \geq \frac{N}{2M} \]

The workfactor of the QHS algorithm is the expected number of times the QHS has to be run, is given approximately by:

\[ O\left(\frac{N}{M}\right) \]

Therefore the ratio of the expected work factor of the QHS algorithm and the work factor of the Amplified-QFT is given by

\[ O\left(\sqrt{\frac{N}{M}}\right) \]

showing that the Amplified-QFT algorithm is, on average, quadratically faster than the QHS algorithm.

The variance in the number of times the QHS algorithm is run is given by

\[ \text{Var}[X] = \frac{1 - p}{p^2} \geq \left(\frac{N}{N - M}\right)^2 \left(\frac{(N-M)^2 + M^2}{4M^2}\right) \]

2.9 The Amplified-QFT Algorithm - Detailed Analysis

In this section we examine the Amplified-QFT algorithm in detail and produce the results for the probability of success that were summarized in an earlier section.
The Amplified-QFT algorithm is defined by the following procedure (see earlier section):

Steps a) to d): Apply the Amplitude Amplification algorithm to the starting state \(|0\rangle\). The resulting state is given by \(|\psi_k\rangle\) (ref[4], ref[7], ref[1]) where \(k = \left\lfloor \frac{\pi}{4\sin^{-1}(\sqrt{M/N})} \right\rfloor\):

\[|\psi_k\rangle = a_k \sum_{z \in A} |z\rangle + b_k \sum_{z \notin A} |z\rangle\]

where

\[a_k = \frac{1}{\sqrt{M}} \sin(2k + 1)\theta, \quad b_k = \frac{1}{\sqrt{N - M}} \cos(2k + 1)\theta\]

are the appropriate amplitudes of the states and where

\[\sin \theta = \sqrt{M/N}, \quad \cos \theta = \sqrt{1 - M/N}\]

Now we have , ref[7],

\[k = \left\lfloor \frac{\pi}{4\theta} \right\rfloor \implies \frac{\pi}{4\theta} - 1 \leq k \leq \frac{\pi}{4\theta} \implies \frac{\pi}{2} - \theta \leq (2k + 1)\theta \leq \frac{\pi}{2} + \theta\]

\[\implies \sin \theta = \cos(\frac{\pi}{2} - \theta) \geq \cos(2k + 1)\theta \geq \cos(\frac{\pi}{2} + \theta) = -\sin \theta\]

Notice that the total probability of the N-M labels that are not in A is

\[(N - M)(\frac{1}{\sqrt{N - M}} \cos(2k + 1)\theta)^2 = \cos^2(2k + 1)\theta\]

\[\implies \cos^2(2k + 1)\theta \leq \sin^2 \theta = \sin^2(\sin^{-1}(\sqrt{M/N}))\]

\[\implies \cos^2(2k + 1)\theta \leq \frac{M}{N}\]

whereas the total probability of the M labels in A is

\[M(\frac{1}{\sqrt{M}} \sin(2k + 1)\theta)^2 = \sin^2(2k + 1)\theta = 1 - \cos^2(2k + 1)\theta\]
\[ \Rightarrow \sin^2(2k + 1) \theta \geq 1 - \frac{M}{N} \]

**Step e):** Apply the QFT which performs the following action

\[ |z \rangle \rightarrow \frac{1}{\sqrt{N}} \sum_{y=0}^{N-1} e^{-2\pi i z y / N} |y \rangle \]

After the application of the QFT to the state \(|\psi_k \rangle\), letting \(\omega = e^{-2\pi i / N}\), we have

\[ |\phi_k \rangle = \frac{a_k}{\sqrt{N}} \sum_{z \in A} \sum_{y=0}^{N-1} \omega^{z y} |y \rangle + \frac{b_k}{\sqrt{N}} \sum_{z \notin A} \sum_{y=0}^{N-1} \omega^{z y} |y \rangle \]

After interchanging the order of summation, we have

\[ |\phi_k \rangle = \sum_{y=0}^{N-1} \left[ \frac{a_k}{\sqrt{N}} \sum_{z \in A} \omega^{z y} + \frac{b_k}{\sqrt{N}} \sum_{z \notin A} \omega^{z y} \right] |y \rangle \]

**Steps f) to i):** Measure with respect to the standard basis to yield an integer \(y \in \{0, 1, ..., N - 1\}\) from which we can determine the period \(P\) using the continued fraction method.

The amplitude \(\text{Amp}(y)\) of \(|y \rangle\) is given by

\[
\text{Amp}(y) = \frac{a_k}{\sqrt{N}} \sum_{z \in A} \omega^{z y} + \frac{b_k}{\sqrt{N}} \sum_{z \notin A} \omega^{z y}
\]

\[= \frac{(a_k - b_k)}{\sqrt{N}} \sum_{z \in A} \omega^{z y} + \frac{b_k}{\sqrt{N}} \sum_{z=0}^{N-1} \omega^{z y} \]

\[= \frac{(a_k - b_k)}{\sqrt{N}} \sum_{r=0}^{M-1} \omega^{(s+rP)y} + \frac{b_k}{\sqrt{N}} \sum_{z=0}^{N-1} \omega^{z y} \quad (A\ is\ periodic) \]

\[= \frac{(a_k - b_k)}{\sqrt{N}} \omega^{sy} \sum_{r=0}^{M-1} \omega^{rP y} + \frac{b_k}{\sqrt{N}} \sum_{z=0}^{N-1} \omega^{z y} \]
We calculate the Pr(y) for the following cases:

a) \( y = 0 \)

b) \( Py = 0 \mod N \) and \( y \neq 0 \)

c) \( Py \neq 0 \mod N \)

### 2.9.1 Amplified-QFT Analysis: \( y = 0 \)

We calculate the probability \( \Pr(y = 0) \)

\[
Amp(y) = \frac{a_k}{\sqrt{N}} \sum_{z \in A} \omega^{zy} + \frac{b_k}{\sqrt{N}} \sum_{z \notin A} \omega^{zy}
\]

\[
= \frac{1}{\sqrt{N}} (Ma_k + (N - M)b_k)
\]

\[
= \frac{1}{\sqrt{N}} \left[ \frac{M}{\sqrt{M}} \sin(2k + 1)\theta + \frac{N - M}{\sqrt{N - M}} \cos(2k + 1)\theta \right]
\]

\[
= \sqrt{\frac{M}{N}} \sin(2k + 1)\theta + \sqrt{1 - \frac{M}{N}} \cos(2k + 1)\theta
\]

\[
= \sin \theta \sin(2k + 1)\theta + \cos \theta \cos(2k + 1)\theta
\]

\[
= \cos(2k\theta)
\]

We have

\[
\Pr(y = 0) = \cos^2(2k\theta)
\]

### 2.9.2 Amplified-QFT Analysis: \( Py = 0 \mod N, y \neq 0 \)

We calculate the probability \( \Pr(y) \) in the case where \( Py = 0 \mod N, y \neq 0 \)
Using the fact that
\[
\sum_{z=0}^{N-1} \omega^{zy} = 1 - \omega^N = 0, \quad \omega^y \neq 1
\]
we have
\[
Amp(y) = (a_k - b_k) \omega^{sy} \sum_{r=0}^{M-1} \omega^{rPy} + \frac{b_k}{\sqrt{N}} \sum_{z=0}^{N-1} \omega^{zy}
\]
\[
= (a_k - b_k) \omega^{sy} M
\]
\[
= M \omega^{sy} \frac{\sin(2k+1)\theta - \sqrt{M/N \cos(2k+1)\theta}}{\sqrt{N}(N-M)}
\]
\[
= \omega^{sy} \sqrt{\frac{M}{N}} (\sin(2k+1)\theta - \sqrt{\frac{M}{N} \cos(2k+1)\theta})
\]
\[
= \omega^{sy} \sqrt{\frac{M}{N}} (\sin(2k+1)\theta - \frac{\sin \theta}{\cos \theta} \cos(2k+1)\theta)
\]
\[
= \omega^{sy} \tan \theta \sin 2k\theta
\]

We have the probability \(\text{Pr}(y)\) in the case where \(Py = 0 \mod N, y \neq 0\) is given by
\[
\text{Pr}(y) = \tan^2 \theta \sin^2 2k\theta
\]

Using \(k = \lfloor \frac{\pi}{4\theta} \rfloor \implies \frac{\pi}{4\theta} - 1 \leq k \leq \frac{\pi}{4\theta} \implies \frac{\pi}{2} - 2\theta \leq 2k\theta \leq \frac{\pi}{2} \implies \sin(\frac{\pi}{2} - 2\theta) \leq \sin 2k\theta \leq 1\) we have the following inequality for the probability \(\text{Pr}(y)\) in the case where \(Py = 0 \mod N, y \neq 0\)
\[
\frac{\sin^2 \theta}{\cos^2 \theta} \geq \text{Pr}(y) = \tan^2 \theta \sin^2 2k\theta \geq \tan^2 \theta \sin^2 (\frac{\pi}{2} - 2\theta)
\]
\[
\implies \frac{M}{N} \frac{1}{1 - \frac{M}{N}} \geq \text{Pr}(y) \geq \tan^2 \theta \sin^2 (\frac{\pi}{2} - 2\theta)
\]
\[
\implies \frac{M}{N} \left( \frac{N}{N-M} \right) \geq \text{Pr}(y) \geq \frac{\sin^2 \theta}{\cos^2 \theta} \cos^2 2\theta
\]
\[ M \frac{N}{N - M} \geq \Pr(y) \geq \frac{\sin^2 \theta}{\cos^2 \theta} (2 \cos^2 \theta - 1)^2 \]

\[ \Rightarrow \]

\[ M \frac{N}{N - M} \geq \Pr(y) \geq \frac{M}{N} \frac{N}{N - M} (1 - \frac{2M}{N})^2 \]

### 2.9.3 Amplified-QFT Analysis: \( Py \neq 0 \mod N \)

We calculate \( \Pr(y) \) in the case where \( Py \neq 0 \mod N \).

Making use of the previous results we have

\[
Amp(y) = \frac{(a_k - b_k)}{\sqrt{N}} \omega^{sy} \sum_{r=0}^{M-1} \omega^{rPy} + \frac{b_k}{\sqrt{N}} \sum_{z=0}^{N-1} \omega^{zy}
\]

\[ = \frac{(a_k - b_k)}{\sqrt{N}} \omega^{sy} \sum_{r=0}^{M-1} \omega^{rPy} \]

\[ = \frac{(a_k - b_k)}{\sqrt{N}} \omega^{sy} \left[ \frac{1 - \omega^{MPy}}{1 - \omega^{Py}} \right] \]

\[ = \frac{1}{M} \frac{(a_k - b_k)}{\sqrt{N}} \omega^{sy} M \left[ \frac{1 - \omega^{MPy}}{1 - \omega^{Py}} \right] \]

\[ = \frac{1}{M} \omega^{sy} \tan \theta \sin 2k\theta \left[ \frac{1 - \omega^{MPy}}{1 - \omega^{Py}} \right] \]

Making use of the following identity

\[ |1 - e^{i\theta}|^2 = 4 \sin^2(\theta/2) \]

we have

\[ \left| \frac{1 - \omega^{MPy}}{1 - \omega^{Py}} \right|^2 = \frac{\sin^2(\pi MPy/N)}{\sin^2(\pi Py/N)} \]

and so the probability \( \Pr(y) \) in the case where \( Py \neq 0 \mod N \) is given by

\[ \Pr(y) = \frac{1}{M^2} \tan^2 \theta \sin^2 2k\theta \frac{\sin^2(\pi MPy/N)}{\sin^2(\pi Py/N)} \]

Using the previous result \( \frac{M}{N} \frac{N}{N - M} \geq \tan^2 \theta \sin^2 2k\theta \geq \frac{M}{N} \frac{N}{N - M} (\frac{N - 2M}{N})^2 \) and letting

\[ R = \frac{\sin^2(\pi MPy/N)}{\sin^2(\pi Py/N)} \]

we have
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\[ \frac{1}{M^2} \frac{M}{N} (\frac{N}{N-M}) R \geq \Pr(y) \geq \frac{1}{N M} (\frac{N}{N-M}) (1 - \frac{2M}{N})^2 R \text{ and so} \]
\[ \frac{1}{N M} (\frac{N}{N-M}) R \geq \Pr(y) \geq \frac{1}{N M} (\frac{N}{N-M}) (1 - \frac{2M}{N})^2 R \]

We notice that if in addition \( MPy = 0 \mod N \) then \( \Pr(y) = 0 \).

2.9.4 Amplified-QFT Summary

The probability \( \Pr(y) \) for the Amplified-QFT is summarized in the following table and is given exactly by

\[
\begin{cases}
\cos^2 2k\theta & \text{if } y = 0 \\
\tan^2 \theta \sin^2 2k\theta & \text{if } Py = 0 \mod N, y \neq 0 \\
\frac{1}{M^2} \tan^2 \theta \sin^2 2k\theta \frac{\sin^2 (\pi MPy/N)}{\sin^2 (\pi Py/N)} & \text{if } Py \neq 0 \mod N \text{ and } MPy \neq 0 \mod N \\
0 & \text{if } Py \neq 0 \mod N \text{ and } MPy = 0 \mod N
\end{cases}
\]

2.10 The QFT Algorithm - Detailed Analysis.

In this section we examine the QFT algorithm in detail and produce the results for the probability of success that were summarized earlier in the paper. We just apply the QFT to the binary oracle \( f \), which is 1 on \( A \) and 0 elsewhere.
We begin with the following state
\[
|\xi> = \frac{1}{\sqrt{\text{N}}} \sum_{z=0}^{\text{N}-1} |z> \otimes \frac{1}{\sqrt{2}} (|0>-|1>)
\]
and apply the unitary transform for f, $U_f$, to this state which performs the following action:
\[
U_f|\psi > = |\psi > = \frac{1}{\sqrt{\text{N}}} \sum_{z=0}^{\text{N}-1} |z> \otimes \frac{1}{\sqrt{2}} (|0>-|1>)
\]
Next we apply the QFT to try to find the period $P$, dropping $\frac{1}{\sqrt{2}} (|0>-|1>)$. The QFT applies the following action:
\[
|\psi > = U_f \frac{1}{\sqrt{\text{N}}} \sum_{z=0}^{\text{N}-1} |z> \rightarrow \frac{1}{\sqrt{\text{N}}} \sum_{y=0}^{\text{N}-1} \sum_{z \in A} \omega^{zy} |y>
\]
\[
= \frac{1}{\sqrt{\text{N}}} \left[ (-1) \sum_{z \in A} |z> + \sum_{z \notin A} |z> \right] \frac{1}{\sqrt{2}} (|0>-|1>)
\]
\[
= \frac{1}{\sqrt{\text{N}}} \left[ (-2) \sum_{z \in A} |z> + \sum_{z=0}^{\text{N}-1} |z> \right] \frac{1}{\sqrt{2}} (|0>-|1>)
\]
Next we apply the QFT to try to find the period $P$, dropping $\frac{1}{\sqrt{2}} (|0>-|1>)$. The QFT applies the following action:
\[
|\psi > = U_f \frac{1}{\sqrt{\text{N}}} \sum_{z=0}^{\text{N}-1} |z> \rightarrow \frac{1}{\sqrt{\text{N}}} \sum_{y=0}^{\text{N}-1} \omega^{zy} |y>
\]
We calculate the $\text{Pr}(y)$ for the following cases:
a) \( y = 0 \)

b) \( Py = 0 \mod N \) and \( y \neq 0 \)

c) \( Py \neq 0 \mod N \)

2.10.1 QFT Analysis: \( y = 0 \)

We calculate the probability \( \Pr(y = 0) \).

We have

\[
\text{Amp}(y) = \left(\frac{-2}{N}\right) \sum_{z \in A} \omega^{zy} + \frac{1}{N} \sum_{z=0}^{N-1} \omega^{zy} \\
= \left(\frac{-2}{N}\right) M + \frac{N}{N} \\
= 1 - \frac{2M}{N}
\]

Therefore, in the QFT case, we have \( \Pr(y = 0) \) is very close to 1 and is given by

\[
\Pr(y = 0) = 1 - \frac{4M}{N} + \frac{4M^2}{N^2} = \left(1 - \frac{2M}{N}\right)^2
\]

whereas in the Amplified-QFT case we have \( \Pr(y = 0) \) is given by

\[
\Pr(y = 0) = \cos^2 2k\theta
\]

2.10.2 QFT Analysis: \( Py = 0 \mod N, y \neq 0 \)

We calculate the probability \( \Pr(y) \) where \( Py = 0 \mod N, y \neq 0 \).

Using the fact that

\[
\sum_{z=0}^{N-1} \omega^{zy} = \frac{1 - \omega^{Ny}}{1 - \omega^y} = 0
\]
we have

\[ Amp(y) = \frac{-2}{N} \sum_{z \in A} \omega^{zy} + \frac{1}{N} \sum_{z=0}^{N-1} \omega^{zy} \]

\[ = \frac{-2}{N} \omega^{sy} \sum_{r=0}^{M-1} \omega^r P_y \]

\[ = \frac{-2M}{N} \omega^{sy} \]

Therefore in the QFT case we have \( Pr(y) \) where \( Py = 0 \mod N, y \neq 0 \) is given by

\[ Pr(y) = 4 \frac{M^2}{N^2} \]

which is small as \( M \ll N \), whereas in the Amplified-QFT case we have \( Pr(y) \) is given by

\[ Pr(y) = \tan^2 \theta \sin^2 2k\theta \]

We can determine how the increase in amplitude varies with the number of iterations \( k \) of the Grover step in the Amplified-QFT by examining the ratio of the amplitudes of the Amplified-QFT case and QFT case. This ratio is given exactly by

\[ AmpRatio(y) = \frac{(a_k - b_k)}{\sqrt{N}} \frac{\omega^{sy} M}{2M \omega^{sy}} \]

\[ = \frac{(a_k - b_k)}{-2} \sqrt{N} \]

\[ = \frac{1}{2} \left[ \sqrt{\frac{N}{M}} \sin(2k + 1)\theta - \sqrt{\frac{N}{N - M}} \cos(2k + 1)\theta \right] \]

\[ = \frac{N}{-2M} \tan \theta \sin 2k\theta \]

We have the following for the probability ratio \( PrRatio(y) \), the increase in probability due to amplification
\[ \Pr \text{Ratio}(y) = \frac{N^2 \tan^2 \theta \sin^2 2k\theta}{4M^2} \]

Using \( k = \left\lfloor \frac{\pi}{4\theta} \right\rfloor \) and making use of

\[
\frac{M}{N} \left( \frac{N}{N - M} \right) \geq \tan^2 \theta \sin^2 2k\theta \geq \frac{M}{N} \left( \frac{N}{N - M} \right)^2 \left( \frac{N - 2M}{N} \right)^2
\]

we have the following inequality for the \( \Pr \text{Ratio}(y) \):

\[
\frac{N}{4M} \left( \frac{N}{N - M} \right) \geq \Pr \text{Ratio}(y) \geq \frac{N}{4M} \left( \frac{N}{N - M} \right)^2 \left( 1 - \frac{2M}{N} \right)^2
\]

\[ \Rightarrow \Pr \text{Ratio}(y) \approx \frac{N}{4M} \]

2.10.3 QFT Analysis: \( Py \neq 0 \mod N \)

We calculate the probability \( \Pr(y) \) in the case where \( Py \neq 0 \mod N \).

We have

\[
Amp(y) = \frac{-2}{N} \sum_{z \in A} \omega^{zy} + \frac{1}{N} \sum_{z=0}^{N-1} \omega^{zy}
\]

\[
= -\frac{2}{N} w^{y} \sum_{r=0}^{M-1} \omega^{rPy}
\]

\[
= -\frac{2}{N} w^{y} \left[ \frac{1 - \omega^{MPy}}{1 - \omega^{Py}} \right]
\]

\[
= -\frac{2}{N} w^{y} \left[ \frac{1 - \omega^{MPy}}{1 - \omega^{Py}} \right]
\]

Once again, making use of the following identity

\[ |1 - e^{i\theta}|^2 = 4 \sin^2(\theta/2) \]

in the QFT case, we have \( \Pr(y) \) where \( Py \neq 0 \mod N \) is given by
\[ \Pr(y) = \frac{4}{N^2} \left[ \frac{\sin^2(\pi MPy/N)}{\sin^2(\pi Py/N)} \right] \]

whereas in the Amplified-QFT case we have \( \Pr(y) \) is given by

\[ \Pr(y) = \frac{1}{M^2} \tan^2 \theta \sin^2 2k\theta \frac{\sin^2(\pi MPy/N)}{\sin^2(\pi Py/N)} \]

We note that

\[ 0 \leq \frac{\sin^2(\pi MPy/N)}{\sin^2(\pi Py/N)} \leq M^2 \]

We notice that if in addition \( MPy = 0 \mod N \) then \( \Pr(y) = 0 \).

The ratio of the amplitudes of the Amplified-QFT case and QFT case is given exactly by

\[
\text{AmpRatio}(y) = \frac{(a_k - b_k) \omega^y}{\sqrt{N}} \left[ \frac{1 - \omega^{MPy}}{1 - \omega^{Py}} \right] \\
= \frac{(a_k - b_k)}{-2} \sqrt{N} \\
= \frac{1}{2} \left[ \sqrt{\frac{N}{M}} \sin(2k + 1)\theta - \sqrt{\frac{N}{N - M}} \cos(2k + 1)\theta \right] \\
= \frac{N}{-2M} \tan \theta \sin 2k\theta
\]

We note that this ratio is the same as in that given in the previous section and is independent of \( y \). The variables in this ratio do not depend in anyway on the QFT.

We have the following for the probability ratio \( \Pr \text{Ratio}(y) \), the increase in probability due to amplification

\[
\Pr \text{Ratio}(y) = \frac{N^2 \tan^2 \theta \sin^2 2k\theta}{4M^2}
\]
As in the previous section, we have the following inequality for the \( \text{Pr Ratio}(y) \),
the increase in the probability due to amplification when \( k = \left\lfloor \frac{\pi}{\theta} \right\rfloor \) and making use
of \( \frac{M}{N} \left( \frac{N}{N-M} \right) \geq \tan^2 \theta \sin^2 2k\theta \geq \frac{M}{N} \left( \frac{N}{N-M} \right) \left( \frac{N-2M}{N} \right)^2 \)

\[
\frac{N}{4M} \left( \frac{N}{N-M} \right) \geq \text{Pr Ratio}(y) \geq \frac{N}{4M} \left( \frac{N}{N-M} \right) (1 - \frac{2M}{N})^2 \\
\implies \text{Pr Ratio}(y) \approx \frac{N}{4M}
\]

2.10.4 QFT Summary

The probability \( \text{Pr}(y) \) for the QFT is summarized in the following table and
is given exactly by

\[
\begin{cases}
(1 - \frac{2M}{N})^2 & \text{if } y = 0 \\
4 \frac{M^2}{N^2} & \text{if } Py = 0 \mod N, y \neq 0 \\
\frac{4 \sin^2(\pi MPy/N)}{N^2 \sin^2(\pi Py/N)} & \text{if } Py \neq 0 \mod N \text{ and } MPy \neq 0 \mod N \\
0 & \text{if } Py \neq 0 \mod N \text{ and } MPy = 0 \mod N
\end{cases}
\]

2.11 The QHS Algorithm - Detailed Analysis

In this section we examine the QHS algorithm in detail and produce the results
for the probability of success that were summarized earlier in the paper. The QHS
algorithm is a two register algorithm as follows (see ref[13] for details). We begin
with $|0\rangle > |0\rangle$ where the first register is $n$ qubits and the second register is 1
qubit and apply the Hadamard transform to the first register to get a uniform
superposition state, followed by the unitary transformation for the Oracle $f$ to get:

$$|\psi\rangle = \frac{1}{\sqrt{N}} \sum_{x=0}^{N-1} |x\rangle > |f(x)\rangle$$

Next we apply the QFT to the first register to get

$$|\psi\rangle = \frac{1}{\sqrt{N}} \sum_{x=0}^{N-1} \frac{1}{\sqrt{N}} \sum_{y=0}^{N-1} \omega^{xy} |y\rangle > |f(x)\rangle$$

$$= \frac{1}{N} \sum_{y=0}^{N-1} \sum_{x=0}^{N-1} \omega^{xy} |y\rangle > |f(x)\rangle$$

$$= \sum_{y=0}^{N-1} \frac{1}{N} |y\rangle > \sum_{x=0}^{N-1} \omega^{xy} |f(x)\rangle$$

$$= \sum_{y=0}^{N-1} \left( \left| \Gamma(y) \right\rangle > \right| > \frac{\left| \Gamma(y) \right\rangle}{\left\| \Gamma(y) \right\|}$$

where

$$\left| \Gamma(y) \right\rangle = \sum_{x=0}^{N-1} \omega^{xy} |f(x)\rangle$$

$$= \sum_{x \in A} \omega^{xy} |1\rangle + \sum_{x \notin A} \omega^{xy} |0\rangle$$

and where

$$\left\| \left| \Gamma(y) \right\| \right\|^2 = \left| \sum_{x \in A} \omega^{xy} \right|^2 + \left| \sum_{x \notin A} \omega^{xy} \right|^2$$

Next we make a measurement to get $y$ and find that the probability of this mea-
measuremen is

$$\Pr(y) = \frac{\left| \left| \Gamma(y) \right\| \right|}{N^2}$$
\[
= \frac{1}{N^2} \left| \sum_{x \in A} \omega^{xy} \right|^2 + \frac{1}{N^2} \left| \sum_{x \not\in A} \omega^{xy} \right|^2
\]

The state that we end up in is of the form

\[
|\phi \rangle = |y \rangle = \frac{|\Gamma(y) \rangle}{||| \Gamma(y) \rangle ||}
\]

We calculate the \(Pr(y)\) for the following cases:

a) \(y = 0\)

b) \(Py = 0 \text{ mod } N\) and \(y \neq 0\)

c) \(Py \neq 0 \text{ mod } N\)

2.11.1 QHS Analysis: \(y = 0\)

We calculate \(Pr(y = 0)\)

We have

\[
Pr(y) = \frac{1}{N^2} \left| \sum_{x \in A} \omega^{xy} \right|^2 + \frac{1}{N^2} \left| \sum_{x \not\in A} \omega^{xy} \right|^2
\]

\[
= \frac{M^2}{N^2} + \frac{(N - M)^2}{N^2} = \frac{M^2 + N^2 - 2NM + M^2}{N^2}
\]

\[
= 1 - \frac{2M(N - M)}{N^2}
\]

which is close to 1, whereas in the Amplified-QFT case we have \(Pr(y = 0)\) is given by

\[
Pr(y = 0) = \cos^2 2k\theta
\]

2.11.2 QHS Analysis: \(Py = 0 \text{ mod } N, y \neq 0\)

We calculate \(Pr(y)\) where \(Py = 0 \text{ mod } N, y \neq 0\).
We have
\[
\Pr(y) = \frac{1}{N^2} \left| \sum_{x \in A} \omega^{xy} \right|^2 + \frac{1}{N^2} \left| \sum_{x \not\in A} \omega^{xy} \right|^2
\]
\[
= \frac{1}{N^2} \left| \sum_{r=0}^{M-1} \omega^{s^y \omega^r P y} \right|^2 + \frac{1}{N^2} \left| \sum_{x \not\in A} \omega^{xy} \right|^2
\]
\[
= \frac{1}{N^2} \left| \sum_{r=0}^{M-1} \omega^{s^y \omega^r P y} \right|^2 + \frac{1}{N^2} \left| -\omega^{s^y} \sum_{r=0}^{M-1} \omega^{r P y} + \frac{1}{N} \sum_{x=0}^{N-1} \omega^{xy} \right|^2
\]
\[
= \frac{2M^2}{N^2}
\]
which is small because \(M << N\) and where we have used the fact that
\[
\sum_{x=0}^{N-1} \omega^{xy} = 0
\]

In the Amplified-QFT case we have \(\Pr(y)\) is given by
\[
\Pr(y) = \tan^2 \theta \sin^2 2k\theta
\]

We have \(\Pr \text{ Ratio}(y) = \Pr(y)_{\text{Amplified-QFT}} / \Pr(y)_{\text{QHS}}\), the increase in the probability due to amplification is given by
\[
\frac{N^2 \tan^2 \theta \sin^2 2k\theta}{2M^2}
\]
We have the following inequality for the
\[
\Pr \text{ Ratio}(y) = \Pr(y)_{\text{Amplified-QFT}} / \Pr(y)_{\text{QHS}}
\]
where \(k = \left\lfloor \frac{\pi}{4\theta} \right\rfloor\) and making use of \(\frac{M}{N} (\frac{N}{N-M}) \geq \tan^2 \theta \sin^2 2k\theta \geq \frac{M}{N} (\frac{N}{N-M}) (\frac{N-2M}{N})^2\)
\[
\frac{N}{2M} (\frac{N}{N-M}) \geq \Pr \text{ Ratio}(y) \geq \frac{N}{2M} (\frac{N}{N-M})(1 - \frac{2M}{N})^2
\]
\[
\implies \Pr \text{ Ratio}(y) \approx \frac{N}{2M}
\]
2.11.3 QHS Analysis: \( Py \neq 0 \mod N \)

We calculate \( \Pr(y) \) where \( Py \neq 0 \mod N \).

We have

\[
\Pr(y) = \frac{1}{N^2} \left| \sum_{x \in A} \omega^{xy} \right|^2 + \frac{1}{N^2} \left| \sum_{x \notin A} \omega^{xy} \right|^2
\]

\[
= \frac{1}{N^2} \left| \omega^{sy} \sum_{r=0}^{M-1} \omega^{rPy} \right|^2 + \frac{1}{N^2} \left| \sum_{x \notin A} \omega^{xy} \right|^2
\]

\[
= \frac{1}{N^2} \left| \omega^{sy} \sum_{r=0}^{M-1} \omega^{rPy} \right|^2 + \frac{1}{N^2} \left| -\omega^{sy} \sum_{r=0}^{M-1} \omega^{rPy} + \frac{1}{N} \sum_{x=0}^{N-1} \omega^{xy} \right|^2
\]

\[
= \frac{1}{N^2} \omega^{sy} \left[ \frac{1 - \omega^{MPy}}{1 - \omega^{Py}} \right]^2 + \frac{1}{N^2} \left| -\omega^{sy} \left[ \frac{1 - \omega^{MPy}}{1 - \omega^{Py}} \right] \right|^2
\]

\[
= \frac{2 \sin^2(\pi MPy/N)}{N^2 \sin^2(\pi Py/N)}
\]

where we have used the fact that

\[
\sum_{x=0}^{N-1} \omega^{xy} = 0
\]

and that

\[
|1 - e^{i\theta}|^2 = 4 \sin^2(\theta/2)
\]

In the Amplified-QFT case we have \( \Pr(y) \) is given by

\[
\Pr(y) = \frac{1}{M^2} \tan^2\theta \sin^22k\theta \frac{\sin^2(\pi MPy/N)}{\sin^2(\pi Py/N)}
\]

We note that

\[
0 \leq \frac{\sin^2(\pi MPy/N)}{\sin^2(\pi Py/N)} \leq M^2
\]

We notice that if in addition \( MPy = 0 \mod N \) then \( \Pr(y) = 0 \).
We have the $\text{Pr Ratio}(y) = \text{Pr}(y)_{\text{Amplified-QFT}}/\text{Pr}(y)_{\text{QHS}}$, the increase in the probability due to amplification is given by

$$\text{Pr Ratio}(y) = \frac{N^2 \tan^2 \theta \sin^2 2k\theta}{2M^2}$$

We have the following inequality for the $\text{Pr Ratio}(y)$ where $k = \left\lfloor \frac{\pi}{4\theta} \right\rfloor$ and making use of $\frac{M}{N}\left(\frac{N}{N-M}\right) \geq \tan^2 \theta \sin^2 2k\theta \geq \frac{M}{N}\left(\frac{N-2M}{N}\right)^2$

$$\frac{N}{2M}\left(\frac{N}{N-M}\right) \geq \text{Pr Ratio}(y) \geq \frac{N}{2M}\left(\frac{N}{N-M}\right)(1 - \frac{2M}{N})^2$$

$$\implies \text{Pr Ratio}(y) \approx \frac{N}{2M}$$

2.11.4 QHS Summary

We summarize the results for the QHS case. The $\text{Pr}(y)$ is given exactly by:

$$\begin{cases}
1 - \frac{2M(N-M)}{N^2} & \text{if } y = 0 \\
\frac{2M^2}{N^2} & \text{if } Py = 0 \mod N, y \neq 0 \\
\frac{2}{N^2} \frac{\sin^2(\pi MPy/N)}{\sin^2(\pi Py/N)} & \text{if } Py \neq 0 \mod N \text{ and } MPy \neq 0 \mod N \\
0 & \text{if } Py \neq 0 \mod N \text{ and } MPy = 0 \mod N
\end{cases}$$
2.12 Recovering the Period $P$ and the Offset $s$

As in Shor’s algorithm, we use the continued fraction expansion of $y/N$ to find the period $P$, where $y$ is a measured value such that $y/N$ is close to $d/P$ and $(d, P) = 1$. See ref[2] and ref[3] for details which we provide below.

Let $\{a\}_N$ be the residue of $a$ mod $N$ of smallest magnitude such that $-N/2 < \{a\}_N < N/2$. Let $S_N = \{0, 1, ..., N - 1\}$, $S_P = \{d \in S_N : 0 \leq d < P\}$ and $Y = \{y \in S_N : |\{Py\}_N| \leq P/2\}$. Then the map $Y \to S_P$ given by $y \to d = d(y) = \text{round}(Py/N)$ with inverse $y = y(d) = \text{round}(Nd/P)$ is a bijection and $\{Py\}_N = Py - Nd(y)$. In addition the following two sets are in 1-1 correspondence $\{y/N : y \in Y\}$ and $\{d/P : 0 \leq d < P\}$.

We make use of the following theorem from the theory of continued fractions ref[5] (Theorem 184 p.153):

**Theorem 1.** Let $x$ be a real number and let $a$ and $b$ be integers with $b > 0$. If $|x - \frac{a}{b}| \leq \frac{1}{2b^2}$ then the rational $a/b$ is a convergent of the continued fraction expansion of $x$.

**Corollary 2.** If $P^2 \leq N$ and $|\{Py\}_N| \leq \frac{P}{2}$ then $d(y)/P$ is a convergent of the continued fraction expansion of $y/N$.

**Proof.** Since $\{Py\}_N = Py - Nd(y)$ we have $|Py - Nd(y)| \leq \frac{P}{2}$ or $|\frac{y}{N} - \frac{d(y)}{P}| \leq \frac{1}{2N} \leq \frac{1}{2P^2}$ and we can apply Theorem 1 so that $d/P$ is a convergent of the continued fraction expansion of $y/N$.

Since we know $y$ and $N$ we can find the continued fraction expansion of $y/N$. 
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However we also need that \((d, P) = 1\) in order that \(d/P\) is a convergent and enabling us to read off \(P\) directly. The probability that \((d, P) = 1\) is \(\varphi(P)/P\) where \(\varphi(P)\) is Euler’s totient function. If \(P\) is prime we get \((d, P) = 1\) trivially.

By making use of the following Theorem it can be shown that

\[
\frac{\varphi(P)}{P} \geq \frac{e^{-\gamma} - \epsilon(P)}{\ln 2} \frac{1}{\ln \ln N}
\]

where \(\epsilon(P)\) is a monotone decreasing sequence converging to zero.

**Theorem 3.** \(\lim \inf \frac{\varphi(N)}{N/\ln \ln N} = e^{-\gamma}\)

where \(\gamma = 0.57721566\) is Euler’s constant and where \(e^{-\gamma} = 0.5614594836\).

This may cause us to repeat the experiment \(\Omega(\frac{1}{\ln \ln N})\) times in order to get \((d, P) = 1\).

We note that we needed to add a condition on the period \(P\) that \(P^2 \leq N\) or \(P \leq \sqrt{N}\) in order for the proof of the corollary to work.

2.12.1 Testing if \(P_1 = P\) when \(s\) is known or is 0

We can easily test if \(s = 0\) by checking to see if \(f(0) = 1\).

Now given a putative value of the period \(P_1\) and a known offset or shift \(s\), how can we test whether \(P_1 = P\) ?

Assuming we have access to the Oracle to test individual values, we can confirm \(f(s) = 1\) since \(s\) is known. We will show that if \(f(s+P_1) = 1\) and \(f(s+(M-1)P_1) = 1\) then \(P_1 = P\).

Case 1: If \(P_1 > P\) then \(s+(M-1)P_1 > s+(M-1)P\). But \(s+(M-1)P\)
is the largest index $x$ such that $f(x) = 1$. Therefore if $P_1 > P$ we must have $f(s + (M - 1)P_1) = 0$.

Case 2: If $0 < P_1 < P$ then $s < s + P_1 < s + P$ but between $s$ and $P$ there are no other values $x$ such that $f(x) = 1$. Therefore if $0 < P_1 < P$ we must have $f(s + P_1) = 0$.

Therefore if $f(s) = 1, f(s + P_1) = 1$ and $f(s + (M - 1)P_1) = 1$ we must have $P_1 = P$.

2.12.2 Testing if $(s_1, P_1) = (s, P)$ when $s$ is from a small known set and $s \neq 0$

If we assume $s$ is unknown and $s \neq 0$ but is from a small known set of possible values such that we can exhaust over this set on a classical computer and we are given a putative value of the period $P_1$, how can we test whether a pair of values $(s_1, P_1)$ is the correct pair $(s, P)$?

We need only test whether $f(s_1) = 1, f(s_1 + P_1) = 1$ and $f(s_1 + (M - 1)P_1) = 1$ where $M$ is assumed known.

Case 1: If $s_1 < s$ then $f(s_1) = 0$ since $s$ is the smallest index $x$ with $f(x) = 1$.

Case 2: If $s_1 > s$ and $f(s_1) = 1$ then $s_1 = s + rP$ with $r > 0$. If $f(s_1 + P_1) = 1$ then $s_1 + P_1 = s + tP = s_1 + (t - r)P$ with $t > r > 0$. Hence $P_1 = (t - r)P > 0$. If $f(s_1 + (M - 1)P_1) = 1$ then $s_1 + (M - 1)P_1 = s + rP + (M - 1)(t - r)P > s + (M - 1)P$ which is the largest index $x$ with $f(x) = 1$. Therefore $f(s_1 + (M - 1)P_1) = 0$.

Hence if $f(s_1) = 1$, $f(s_1 + P_1) = 1$ and $f(s_1 + (M - 1)P_1) = 1$ we must have
\( s_1 = s \) and then by following the case when \( s \) is known we must also have \( P_1 = P \).

Therefore if one or more of the values \( f(s_1), f(s_1 + P_1), f(s_1 + (M - 1)P_1) \) is zero, either \( s_1 \) or \( P_1 \) is wrong. For a given \( P_1 \) we must exhaust over all possible values of \( s \) before we can be sure that \( P_1 \neq P \). For in the case that \( P_1 \neq P \), we will have for every possible \( s_1 \) that at least one of the values \( f(s_1), f(s_1 + P_1), f(s_1 + (M - 1)P_1) \) is zero. In such a case we must try another putative \( P_1 \).

### 2.12.3 Finding \( s \neq 0 \) using a Quantum Computer

We can assume \( s \neq 0 \) as the case \( s = 0 \) is trivial and was considered above. Let \( s = \alpha + \beta P \) where \( \alpha = s \mod P \) so that \( 0 \leq \alpha \leq P - 1 \) and \( 0 \leq \alpha + \beta P + (M - 1)P \leq N - 1 \).

We assume we are given the correct value of \( P \). If \( P \) is wrong, it will be detected in the algorithm.

Step 1:

We create an initial superposition on \( N \) values

\[
|\psi_1> = \frac{1}{\sqrt{N}} \sum_{x=0}^{N-1} |x>
\]

and apply the Oracle \( f \) and put this into the amplitude. We then apply Grover without measurement to amplify the amplitudes and we have the following state

\[
|\psi_1> = a_k \sum_{x \in A} |x> + b_k \sum_{x \not\in A} |x>
\]

where
\[ a_k = \frac{1}{\sqrt{M}} \sin(2k + 1)\theta, b_k = \frac{1}{\sqrt{N - M}} \cos(2k + 1)\theta \]

are the appropriate amplitudes of the states and where

\[ \sin \theta = \sqrt{M/N}, \cos \theta = \sqrt{1 - M/N} \]

Next we measure the register and with probability exceeding \(1 - M/N\) we will measure a value \(x_1 \in A\) where \(x_1 = s + r_1P\) with \(0 \leq r_1 \leq M - 1\). Note that the total probability of the set \(A\) is given by

\[
\Pr(x \in A) = M\left(\frac{1}{\sqrt{M}} \sin(2k + 1)\theta\right)^2 = \sin^2(2k + 1)\theta = 1 - \cos^2(2k + 1)\theta
\]

\[ \implies \Pr(x \in A) = \sin^2(2k + 1)\theta \geq 1 - \frac{M}{N} \]

Now using our measured value \(x_1 = s + r_1P\) with \(0 \leq r_1 \leq M - 1\) we check that \(f(x_1) = 1\) and \(f(x_1 - P) = 1\). If \(f(x_1 - P) = 0\) then either the value of \(P\) we are using is wrong or we have \(r_1 = 0\) and \(x_1 = s\). If we test \(f(s) = 1, f(s + P) = 1\) and \(f(s + (M - 1)P) = 1\) then we have the correct \(P\) and \(s\) otherwise \(P\) is wrong. So assuming \(f(x_1 - P) = 1\) we must have either the correct \(P\) or a multiple of \(P\). We can use the procedure in Step 2 or Step 2’ to find \(s\). The method in Step 2 uses the Exact Quantum Counting algorithm to find \(s\) (See ref[11] for details). The method in Step 2’ uses a method of decreasing sequence of measurements to find \(s\).

Step 2 (using the Exact Quantum Counting algorithm):

Let \(T\) be such that \(T \geq M\) is the smallest power of 2 greater than \(M\). We form a superposition
\[ |\varphi_1> = \frac{1}{\sqrt{T}} \sum_{x=0}^{T-1} |x> |0> \]

and apply the function \( g(x) = \text{Max}(0, x_1 - (x+1)P) \) where \( x_1 = s + r_1P \) is our measured value, with \( 0 \leq r_1 \leq M - 1 \) and put the values of \( g(x) \) into the second register to get

\[ |\varphi_2> = \frac{1}{\sqrt{T}} \sum_{x=0}^{T-1} |x> |g(x)> \]

Notice that as \( x \) increases from 0, \( g(x) \) is a decreasing sequence \( s + rP \) with \( r = (r_1 - x - 1) \). When \( g(x) \) dips below 0 we set \( g(x) = 0 \) to ensure \( g(x) \geq 0 \). Now we apply \( f \) to \( g(x) \) and put the results into the amplitude to get

\[ |\varphi_3> = \frac{1}{\sqrt{T}} \sum_{x=0}^{T-1} (-1)^{f(g(x))} |x> |g(x)> \]

Notice that \( f(g(x)) = 1 \) when \( s \leq g(x) < s + r_1P \) and is 0 elsewhere. We apply the exact quantum counting algorithm which determines how many values \( f(g(x)) = 1 \). Let this total be \( R \). If \( P \) is correct we expect \( R = r_1 \) and we can determine \( s = x_1 - RP = s + r_1P - RP \). We can then test if we have the correct pair of values \( s, P \) by testing whether \( f(s) = 1, f(s + P) = 1 \) and \( f(s + (M-1)P) = 1 \). If this test fails then \( P \) must be an incorrect value and we must repeat the period finding algorithm.

We use Theorem 8.3.4 of ref[11]: The Exact Quantum Counting algorithm requires an expected number of applications of \( U_f \) in \( O(\sqrt{(R+1)(T-R+1)}) \) and outputs the correct value \( R \) with probability at least \( 2/3 \).
Step 2' (decreasing sequence of measurements method):

Let $T$ be such that $T \geq M$ is the smallest power of 2 greater than $M$. We form a superposition

$$|\phi_1> = \frac{1}{\sqrt{T}} \sum_{x=0}^{T-1} |x> |0>$$

and apply the function $g(x) = Max(0, x_1 - (x + 1)P)$ where $x_1 = s + r_1 P$ with $0 \leq r_1 \leq M - 1$ and put these values into the second register to get

$$|\phi_2> = \frac{1}{\sqrt{T}} \sum_{x=0}^{T-1} |x> |g(x)>$$

Notice that as $x$ increases from 0, $g(x)$ is a decreasing sequence $s + rP$ with $r = (r_1 - x - 1)$. When $g(x)$ dips below 0 we set $g(x) = 0$ to ensure $g(x) \geq 0$. Now we apply $f$ to $g(x)$ and put the results into the third register and then into the amplitude.

$$|\phi_3> = \frac{1}{\sqrt{T}} \sum_{x=0}^{T-1} (-1)^{f(g(x))} |x> |g(x)>$$

Notice that $f(g(x)) = 1$ when $s \leq g(x) < s + r_1 P$ and is 0 elsewhere.

We then run Grover without measurement to amplify the amplitudes and measure the second register containing $g(x)$.

With probability close to 1 we will measure a new value $x_2 = s + r_2 P$ with $0 \leq r_2 < r_1$. We test the values $f(x_2) = 1$ and $f(x_2 - P) = 1$. If $f(x_2 - P) = 0$ then either the value of $P$ we are using is wrong or we have $r_2 = 0$ and $x_2 = s$. If we test $f(s) = 1$, $f(s + P) = 1$ and $f(s + (M - 1)P) = 1$ then we have the
correct $P$ and $s$ otherwise $P$ is wrong. So assuming $f(x_2 - P) = 1$ we must have either the correct $P$ or a multiple of $P$. We repeat this algorithm and go to Step 2’ replacing the value $x_1$ in the function $g(x)$ with $x_2$ etc. As we repeat the algorithm we will measure a decreasing sequence of values $x_1, x_2, \ldots$ that converges to $s$. This procedure will eventually terminate with the correct pair of values $P$ and $s$ or we will determine that we have been using an incorrect value of $P$ and we must repeat the quantum algorithm for finding putative $P$ and repeat the process.

How many times do we expect to repeat Step 2’? When we make our first measurement we expect $r_1 = M/2$. For our second measurement we expect $r_2 = r_1/2$ etc. Therefore we expect to repeat this algorithm $O(\ln_2(M))$ times.

2.13 Replacing the QFT With a General Unitary Transform $U$

In general, if we had any Oracle $f$ which is 1 on a set of labels $A$ and 0 elsewhere and we replaced the QFT in the Amplified-QFT algorithm with any unitary transform $U$ which performs the following

$$|z\rangle \rightarrow \frac{1}{\sqrt{N}} \sum_{y=0}^{N-1} \alpha(y, z) |y\rangle$$

we can compute the $\text{AmpRatio}(y) = \frac{\text{Amplified-Amplitude}(U)}{\text{Amplitude}(U)}$ as follows.

As before, we have the following state after applying $U_f$:

$$|\psi\rangle = \frac{1}{\sqrt{N}} \left[ (-2) \sum_{z \in A} |z\rangle + \sum_{z=0}^{N-1} |z\rangle \right]$$

Next we apply the general unitary transform $U$ to obtain the state
$U|\psi > = \sum_{y=0}^{N-1} \left[ \frac{-2}{N} \sum_{z \in A} \alpha(y, z) + \frac{1}{N} \sum_{z=0}^{N-1} \alpha(y, z) \right] |y >$

In the Amplified-U case we apply Grover without measurement followed by $U$ we obtain the state

$|\phi_k > = \sum_{y=0}^{N-1} \left[ \frac{a_k - b_k}{\sqrt{N}} \sum_{z \in A} \alpha(y, z) + \frac{b_k}{\sqrt{N}} \sum_{z=0}^{N-1} \alpha(y, z) \right] |y >$

If $\sum_{z=0}^{N-1} \alpha(y, z) = 0$ and $\sum_{z \in A} \alpha(y, z) \neq 0$ we get the same $AmpRatio(y)$ formula that we obtained when $U = QFT$

$AmpRatio(y) = \frac{(a_k - b_k) \sum_{z \in A} \alpha(y, z) + \frac{b_k}{\sqrt{N}} \sum_{z=0}^{N-1} \alpha(y, z)}{\frac{-2}{N} \sum_{z \in A} \alpha(y, z)}$

$= \frac{(a_k - b_k) \sum_{z \in A} \alpha(y, z)}{\frac{-2}{N} \sum_{z \in A} \alpha(y, z)}$

$= \frac{(a_k - b_k)}{\frac{-2}{N}} \sqrt{N}$

$= 1 - \frac{1}{2} \left[ \sqrt{\frac{N}{M}} \sin(2k + 1)\theta - \sqrt{\frac{N}{N - M}} \cos(2k + 1)\theta \right]$}

$= \frac{N}{-2M} \tan \theta \sin 2k\theta$

This gives

$PrRatio(y) = \frac{N^2}{4M^2} \tan^2 \theta \sin^2 2k\theta$

As in the case when $U = QFT$, we have the following inequality for the $PrRatio(y)$ for a general $U$, the increase in the probability due to amplification when $k = \left\lfloor \frac{\pi}{4\theta} \right\rfloor$

and making use of $\frac{M}{N} \left( \frac{N}{N-M} \right) \geq \tan^2 \theta \sin^2 2k\theta \geq \frac{M}{N} \left( \frac{N}{N-M} \right) \left( \frac{N-2M}{N} \right)^2$
\[
\frac{N}{4M} \cdot \left( \frac{N}{N-M} \right) \geq \Pr \text{Ratio}(y) \geq \frac{N}{4M} \cdot \left( \frac{N}{N-M} \right) \cdot (1 - \frac{2M}{N})^2
\]

\[\implies \Pr \text{Ratio}(y) \approx \frac{N}{4M}\]

### 2.14 General Amplification Procedure With General Oracle

In this section we consider the case of a general amplification procedure with a general oracle followed by a QFT. We produce a general upper bound on the probability of measuring an observed value \(y\).

Let \(f\) be a general oracle which is 1 on a set of labels \(A\) and 0 elsewhere. We assume there is a general amplification procedure which is unknown, which produces the following general state:

\[
|\psi> = \sum_{z=0}^{N-1} \sqrt{p_z} |z> 
\]

where \(p_z\) is a probability distribution produced by a general amplification procedure. In addition we assume that

\[
p(A) = \sum_{z \in A} p_z = \alpha \approx 1
\]

and

\[
p(\bar{A}) = \sum_{z \notin A} p_z = 1 - \alpha \approx 0
\]
Next we apply the QFT to the state $|\psi\rangle$ by performing the following transformation

$$|z\rangle \rightarrow \frac{1}{\sqrt{N}} \sum_{y=0}^{N-1} \omega^{zy} |y\rangle$$

which gives the state

$$|\varphi\rangle = \sum_{y=0}^{N-1} \frac{1}{\sqrt{N}} \left[ \sum_{z \in A} \sqrt{p_z} \omega^{zy} + \sum_{z \not\in A} \sqrt{p_z} \omega^{zy} \right] |y\rangle$$

Next we wish to compute an upper bound on $P(y)$.

$$\Pr(y) = \left| \frac{1}{\sqrt{N}} \sum_{z \in A} \sqrt{p_z} \omega^{zy} + \frac{1}{\sqrt{N}} \sum_{z \not\in A} \sqrt{p_z} \omega^{zy} \right|^2$$

$$\leq \left| \frac{1}{\sqrt{N}} \left( \sum_{z \in A} p_z \right) \left( \sum_{z \in A} |\omega^{zy}|^2 \right) + \frac{1}{\sqrt{N}} \left( \sum_{z \not\in A} p_z \right) \left( \sum_{z \not\in A} |\omega^{zy}|^2 \right) \right|^2$$

by the Cauchy-Schwarz inequality

$$= \left( \sqrt{\alpha \frac{M}{N}} + \sqrt{(1-\alpha)(1-\frac{M}{N})} \right)^2$$

We see that in the specific case where the amplification procedure is perfect and $\alpha = 1$ the upper bound on $\Pr(y)$ is $\frac{M}{N}$ and otherwise, the upper bound on $\Pr(y)$ is close to $\frac{M}{N}$.

Next we generalize this further to the case where we have a general unitary transform $U$ with entries $\frac{1}{\sqrt{N}} \alpha(y, z)$ such that $|\alpha(y, z)|^2 = 1$ for every $y$ and $z$.

Let $f$ be a general oracle which is 1 on a set of labels $A$ and 0 elsewhere. As before, we assume there is a general amplification procedure which is unknown, which produces the following general state:
\[ |\psi> = \sum_{x=0}^{N-1} \sqrt{p_z} |z> \]

where \( p_z \) is a probability distribution produced by a general amplification procedure. In addition we assume that

\[ p(A) = \sum_{z \in A} p_z = \alpha \simeq 1 \]

and

\[ p(\bar{A}) = \sum_{z \not\in A} p_z = 1 - \alpha \simeq 0 \]

Next we apply \( U \) to the state \( |\psi> \) by performing the following transformation

\[ |z> \rightarrow \frac{1}{\sqrt{N}} \sum_{y=0}^{N-1} \alpha(y, z) |y> \]

which gives the state

\[ |\varphi> = \sum_{y=0}^{N-1} \frac{1}{\sqrt{N}} \left[ \sum_{z \in A} \sqrt{p_z} \alpha(y, z) + \sum_{z \notin A} \sqrt{p_z} \alpha(y, z) \right] |y> \]

Next we wish to compute an upper bound on \( P(y) \).

\[
\Pr(y) = \left| \frac{1}{\sqrt{N}} \sum_{z \in A} \sqrt{p_z} \alpha(y, z) + \frac{1}{\sqrt{N}} \sum_{z \notin A} \sqrt{p_z} \alpha(y, z) \right|^2 \\
\leq \frac{1}{\sqrt{N}} \left[ \left( \sum_{z \in A} p_z \right) \left( \sum_{z \in A} |\alpha(y, z)|^2 \right) \right] + \frac{1}{\sqrt{N}} \left[ \left( \sum_{z \notin A} p_z \right) \left( \sum_{z \notin A} |\alpha(y, z)|^2 \right) \right]
\]

by the Cauchy-Schwarz inequality.
\[
= \left( \sqrt{\frac{\alpha M}{N}} + \sqrt{(1 - \alpha)(1 - \frac{M}{N})} \right)^2
\]
Chapter 3: The Amplified Quantum Fourier Transform - With Error Stream

3.1 Introduction

In this paper, we generalize the results of the previous chapter ref[14] and show how to use the Amplified-QFT algorithm to solve the following problem:

**The Local Period Finding Problem, with Error Stream:** Let \( \mathcal{L} = \{0, 1, ..., N-1\} \) be a set of \( N \) labels, and let \( A \) be a periodic subset of \( M \) labels of period \( P \), i.e., a subset of the form

\[
A = \{j : j = s + rP, r = 0, 1, \ldots, M - 1\},
\]

where \( P \leq \sqrt{N} \) and \( M << N \). Given a binary oracle

\[
h : \mathcal{L} \longrightarrow \{0, 1\}
\]

such that \( h(x) = f(x) + g(x) \) where + is the XOR operation and

\[
f, g : \mathcal{L} \longrightarrow \{0, 1\}
\]

and where \( f(x) = 1 \) on \( A \) and 0 elsewhere and \( g(x) \) is an Error Stream which outputs a 1 with Bernoulli probability \( p \) and outputs a 0 with probability \( q = 1 - p \). Let
$G = \{ x | g(x) = 1 \}$ with $|G| = L$ and let $C = A \cup G$ and let $T = L + M$, with $|C| = T$. We assume $T$ is known because if it is unknown, we can find it using the quantum counting algorithm. We further assume that $A \cap G = \emptyset$ and note that $E[L] = Np$ and $Var[L] = Npq$.

The Amplified-QFT algorithm which solves this problem consists of three steps. **Step 1:** Apply Grover’s algorithm without measurement to amplify the amplitudes of the $T$ labels of the set $C$. **Step 2:** Apply the QFT to the resulting state. **Step 3:** Measurement.

We compare the probabilities of success of three algorithms that can be used to recover the period $P$: (1) Amplified-QFT (2) QFT and (3) QHS algorithms. Let the set $S_{ALG} = \{ y : \left| \frac{n}{N} - \frac{d}{P} \right| \leq \frac{1}{2PT}, (d, P) = 1 \}$ be the set of “successful” $y$’s. That is $S_{ALG}$ consists of those $y$’s which can be measured after applying one of the three algorithms denoted by $ALG$ and from which the period $P$ can be recovered by the method of continued fractions. We show

$$\frac{N}{4T} \left( \frac{N}{N - T} \right) \geq \frac{Pr(S_{\text{Amplified-QFT}})}{Pr(S_{\text{QFT}})} \geq \frac{N}{4T} \left( \frac{N}{N - T} \right) (1 - \frac{2T}{N})^2$$

and

$$\frac{N}{2T} \left( \frac{N}{N - T} \right) \geq \frac{Pr(S_{\text{Amplified-QFT}})}{Pr(S_{\text{QHS}})} \geq \frac{N}{2T} \left( \frac{N}{N - T} \right) (1 - \frac{2T}{N})^2$$

In the tables below, we summarize our results, comparing the probability of measuring a $y$ in the final state arrived at after applying one of the three algorithms—Amplified-QFT, QFT and QHS, where $\sin \theta = \sqrt{T/N}$ and $k = \lfloor \frac{\pi}{4} \rfloor$:

We compare each of the algorithms under the following four conditions on the
observation $y$:

*Case A*: $y = 0$

*Case B*: $P_y = 0 \mod N, y \neq 0$

*Case C*: $P_y \neq 0 \mod N$ and $MP_y \neq 0 \mod N$

*Case D*: $P_y \neq 0 \mod N$ and $MP_y = 0 \mod N$

Case 1 (Amplified-QFT):

The probability $Pr(y)$ is given exactly by

\[
\begin{align*}
\text{Case A: } & \cos^2 2k\theta \\
\text{Case B: } & \tan^2 \theta \sin^2 2k\theta \left| \frac{M}{T} \omega^s y + \frac{1}{T} \sum_{z \in G} \omega^{zy} \right|^2 \\
\text{Case C: } & \tan^2 \theta \sin^2 2k\theta \left| \frac{1}{T} \omega^s y \left[ \frac{1-\omega^{MP_y}}{1-\omega^y} \right] + \frac{1}{T} \sum_{z \in G} \omega^{zy} \right|^2 \\
\text{Case D: } & \tan^2 \theta \sin^2 2k\theta \left| \frac{1}{T} \sum_{z \in G} \omega^{zy} \right|^2
\end{align*}
\]

Case 2 (QFT):

The probability $Pr(y)$ is given exactly by
\[
\begin{cases}
\text{Case A: } (1 - \frac{2T}{N})^2 \\
\text{Case B: } \frac{4}{N^2} |\omega^{sy}M + \sum_{z \in G} \omega^{zy}|^2 \\
\text{Case C: } \frac{4}{N^2} |\omega^{sy} \left[ \frac{1 - \omega^{MPy}}{1 - \omega^{gy}} \right] + \sum_{z \in G} \omega^{zy}|^2 \\
\text{Case D: } \frac{4}{N^2} |\sum_{z \in G} \omega^{zy}|^2
\end{cases}
\]

Let \( y \) be fixed such that either Case B or Case C holds and define \( \text{Pr Ratio}(y) = \frac{\text{Pr}(y)_{\text{Amplified-QFT}}}{\text{Pr}(y)_{\text{QFT}}} \) then we have the following

\[
\frac{N}{4T} \left( \frac{N}{N - T} \right) \geq \text{Pr Ratio}(y) \geq \frac{N}{4T} \left( \frac{N}{N - T} \right) \left( 1 - \frac{2T}{N} \right)^2
\]

\[
\implies \text{Pr Ratio}(y) \approx \frac{N}{4T}
\]

Case 3 (QHS):

The probability \( \text{Pr}(y) \) is given exactly by
Let $y$ be fixed such that either Case B or Case C holds and define $\Pr Ratio(y) = \Pr(y)_{\text{Amplified-QFT}} / \Pr(y)_{QHS}$ then we have the following

\[
\frac{N}{2T} \left( \frac{N}{N - T} \right) \geq \Pr Ratio(y) \geq \frac{N}{2T} \left( \frac{N}{N - T} \right) \left( 1 - \frac{2T}{N} \right)^2
\]

\[
\implies \Pr Ratio(y) \approx \frac{N}{2T}
\]

Let $S_{ALG} = \{ y : \left| \frac{y}{N} - \frac{d}{P} \right| \leq \frac{1}{2P^2}, (d, P) = 1 \}$ be the set of "successful" $y$’s. That is $S_{ALG}$ consists of those $y$’s which can be measured after applying one of the three algorithms denoted by $ALG$ and from which the period $P$ can be recovered by the method of continued fractions. Note that the set $S_{ALG}$ is the same for each algorithm. However the probability of this set varies with each algorithm. We can see from the following that given $y_1$ and $y_2$, whose probability ratios satisfy the same inequality, we can add their probabilities to get a new ratio that satisfies the same inequality. In this way we can add probabilities over a set on the numerator
and denominator and maintain the inequality:

\[ A > \frac{P(y_1)}{Q(y_1)} > B \text{ and } A > \frac{P(y_2)}{Q(y_2)} > B \]

\[ \implies A > \frac{P(y_1) + P(y_2)}{Q(y_1) + Q(y_2)} > B \]

We see from the cases given above that

\[ \frac{N}{4T} \left( \frac{N}{N - T} \right) \geq \frac{\Pr(S_{\text{Amplified-QFT}})}{\Pr(S_{\text{QFT}})} \geq \frac{N}{4T} \left( \frac{N}{N - T} \right) (1 - \frac{2T}{N})^2 \]

where the difference between the upper bound and lower bound is exactly 1 and that

\[ \frac{N}{2T} \left( \frac{N}{N - T} \right) \geq \frac{\Pr(S_{\text{Amplified-QFT}})}{\Pr(S_{\text{QHS}})} \geq \frac{N}{2T} \left( \frac{N}{N - T} \right) (1 - \frac{2T}{N})^2 \]

where the difference between the upper bound and lower bound is exactly 2.

This shows that the Amplified-QFT is approximately \( \frac{N}{4T} \) times more successful than the QFT and \( \frac{N}{2T} \) times more successful than the QHS when \( T \ll N \). In addition it also shows that the QFT is 2 times more successful than the QHS in this problem. However, the success of the Amplified-QFT algorithms comes at an increase in work factor of \( O(\sqrt{\frac{N}{T}}) \). We note that in the case that \( P \) is a prime number that \( (d, P) = 1 \) is met trivially. However when \( P \) is composite the algorithms may need to be rerun several times until \( (d, P) = 1 \) is satisfied.

### 3.2 Comparison of Results Between L=0 and L>0

In this section we compare the probabilities of making a measurement between the two cases a) where there is no error stream and \( L = 0 \) and b) where the error
stream is present and \( L > 0 \).

We compare each of the algorithms under the following four conditions on the observation \( y \):

\[ \text{Case A : } y = 0 \]
\[ \text{Case B : } Py = 0 \mod N, y \neq 0 \]
\[ \text{Case C : } Py \neq 0 \mod N \text{ and } MPy \neq 0 \mod N \]
\[ \text{Case D : } Py \neq 0 \mod N \text{ and } MPy = 0 \mod N \]

1) Amplified-QFT case

The following are the probabilities of making a measurement \( y \) when \( L = 0 \):

Here \( k_1 = \left\lfloor \frac{\pi}{4 \sin^{-1} \left( \sqrt{M/N} \right)} \right\rfloor \) and \( \sin \theta_1 = \sqrt{M/N} \)

\[
\begin{align*}
\text{Case A: } & \cos^2 2k_1\theta_1 \\
\text{Case B: } & \tan^2 \theta_1 \sin^2 2k_1\theta_1 \\
\text{Case C: } & \frac{1}{M} \tan^2 \theta_1 \sin^2 2k_1\theta_1 \frac{\sin^2(\pi MPy/N)}{\sin^2(\pi Py/N)} \\
\text{Case D: } & 0
\end{align*}
\]

The following are the probabilities of making a measurement \( y \) when \( L > 0 \)
Here $k_2 = \left\lfloor \frac{\pi}{4 \sin^{-1}(\sqrt{T/N})} \right\rfloor$ and $\sin \theta_2 = \sqrt{T/N}$

\[
\begin{align*}
\text{Case A: } & \cos^2 2k_2 \theta_2 \\
\text{Case B: } & \tan^2 \theta_2 \sin^2 2k_2 \theta_2 \left| \frac{M}{T} \omega^{sy} + \frac{1}{T} \sum_{z \in G} \omega^{zy} \right|^2 \\
\text{Case C: } & \tan^2 \theta_2 \sin^2 2k_2 \theta_2 \left| \frac{1}{T} \omega^{sy} \left[ \frac{1 - \omega^{MPy}}{1 - \omega^{Py}} \right] + \frac{1}{T} \sum_{z \in G} \omega^{zy} \right|^2 \\
\text{Case D: } & \tan^2 \theta_2 \sin^2 2k_2 \theta_2 \left| \frac{1}{T} \sum_{z \in G} \omega^{zy} \right|^2
\end{align*}
\]

We notice that in cases B, C and D with $L > 0$ the probability of measuring $y$ now depends on $y$ whereas when $L = 0$ it does not. In addition in cases B, C and D with $L > 0$ the probability depends upon a sum over a random set $G$: $\frac{1}{T} \sum_{z \in G} \omega^{zy}$.

Notice that $T = L + M > M$ and $\sin \theta_2 = \sqrt{T/N} > \sin \theta_1 = \sqrt{M/N}$ and $\theta_2 > \theta_1$.

In the following theorems and corollaries we calculate the expected value and variance of

Case B:

\[\left| \frac{M}{T} \omega^{sy} + \frac{1}{T} \sum_{z \in G} \omega^{zy} \right|^2\]

Case C:

\[\left| \frac{1}{T} \omega^{sy} \left[ \frac{1 - \omega^{MPy}}{1 - \omega^{Py}} \right] + \frac{1}{T} \sum_{z \in G} \omega^{zy} \right|^2\]

Case D:

\[\left| \frac{1}{T} \sum_{z \in G} \omega^{zy} \right|^2\]
The results are summarized in the tables below. Let \( \varphi = 2\pi MPy/N \) and let \( \theta = 2\pi Py/N \).

Then the expected values are:

\[
\begin{align*}
\text{Case B: } & \frac{M^2 + L}{(L + M)^2} \\
\text{Case C: } & \frac{\left(\frac{\sin^2 \frac{\varphi}{2}}{\sin^2 \frac{\theta}{2}} + L\right)}{(L + M)^2} \\
\text{Case D: } & \frac{L}{(L + M)^2}
\end{align*}
\]

and the variances are:

\[
\begin{align*}
\text{Case B: } & \frac{L^2 - L + 2M^2L}{(L + M)^4} \\
\text{Case C: } & \frac{\left(L^2 - L + 2\frac{\sin^2 \frac{\varphi}{2}}{\sin^2 \frac{\theta}{2}}L\right)}{(L + M)^4} \\
\text{Case D: } & \frac{(L^2 - L)}{(L + M)^4}
\end{align*}
\]

First we show

\[
E \left| \sum_{z \in G} \omega^{z,y} \right|^2 = L
\]

where the sum is taken over \( L \) uniform random variables which take values in \{0, 1, ..., N - 1\} and the expectation is computed over all such possible sums.

**Theorem 4.** Let \( G = \{z_1, z_2, ..., z_L\} \) be a set of \( L \) uniform random variables which take values in \{0, 1, ..., N - 1\}. Consider the expected value of \( \left| \sum_{z_j \in G} \omega^{z_j,y} \right|^2 \) where
the expectation is taken over all $N^L$ sums then

$$E_z \left| \sum_{z_j \in G} \omega_{zj} y \right|^2 = \frac{1}{N^L} \sum_{G=\{z_1, z_2 \ldots z_L\}} \left| \sum_{z_j \in G} \omega_{zj} y \right|^2 = L$$

Proof. Let $\omega_{zj} y = \cos(\theta_{zj}) + i \sin(\theta_{zj})$ where $\theta_{zj} = 2\pi z_j/N$ then

$$E_z \left| \sum_{z \in G} \omega_{zj} y \right|^2 = \frac{1}{N^L} \sum_{G=\{z_1, z_2 \ldots z_L\}} \left| \sum_{z_j \in G} \omega_{zj} y \right|^2$$

$$= \frac{1}{N^L} \sum_{G=\{z_1, z_2 \ldots z_L\}} \left| \sum_{z_j \in G} \cos(\theta_{zj}) + i \sin(\theta_{zj}) \right|^2$$

$$= \frac{1}{N^L} \sum_{G=\{z_1, z_2 \ldots z_L\}} \left( \left( \sum_{z_j \in G} \cos(\theta_{zj}) \right)^2 + \left( \sum_{z_j \in G} \sin(\theta_{zj}) \right)^2 \right)$$

$$= \frac{1}{N^L} \sum_{G=\{z_1, z_2 \ldots z_L\}} \left( \sum_{x_j \in G} \sum_{y_j \in G} \cos(\theta_{xj}) \cos(\theta_{yj}) + \sum_{x_j \in G} \sum_{y_j \in G} \sin(\theta_{xj}) \sin(\theta_{yj}) \right)$$

$$= \frac{1}{N^L} \sum_{G=\{z_1, z_2 \ldots z_L\}} \sum_{z_j \in G} \cos^2(\theta_{zj}) + \sin^2(\theta_{zj}) + \text{other terms}$$

$$= \frac{1}{N^L} \sum_{G=\{z_1, z_2 \ldots z_L\}} \sum_{z_j \in G} 1$$

$$= \frac{1}{N^L} \sum_{G=\{z_1, z_2 \ldots z_L\}} L$$

$$= L$$

where we have used the fact that

$$\frac{1}{N^L} \sum_{G=\{z_1, z_2 \ldots z_L\}} \sum_{x_j \in G} \sum_{y_j \in G} \cos(\theta_{xj}) \cos(\theta_{yj}) = 0$$

where we sum over the variables independently for both cosines. In addition

$$\frac{1}{N^L} \sum_{G=\{z_1, z_2 \ldots z_L\}} \sum_{x_j \in G} \sum_{y_j \in G} \sin(\theta_{xj}) \sin(\theta_{yj}) = 0$$
where we sum over the variables independently for each sin. Another way to see this is to consider the integral approximations of these sums:

\[
\frac{1}{2\pi} \int_{\theta_1=0}^{\theta_1=2\pi} \frac{1}{2\pi} \int_{\theta_2=0}^{\theta_2=2\pi} \cos(\theta_1) \cos(\theta_2) d\theta_2 d\theta_1 \\
= \frac{1}{2\pi} \int_{\theta_1=0}^{\theta_1=2\pi} \cos(\theta_1) \frac{1}{2\pi} \int_{\theta_2=0}^{\theta_2=2\pi} \cos(\theta_2) d\theta_2 d\theta_1 \\
= \frac{1}{2\pi} \int_{\theta_1=0}^{\theta_1=2\pi} \cos(\theta_1) 0 d\theta_1 = 0
\]

and

\[
\frac{1}{2\pi} \int_{\theta_1=0}^{\theta_1=2\pi} \frac{1}{2\pi} \int_{\theta_2=0}^{\theta_2=2\pi} \sin(\theta_1) \sin(\theta_2) d\theta_2 d\theta_1 \\
= \frac{1}{2\pi} \int_{\theta_1=0}^{\theta_1=2\pi} \sin(\theta_1) \frac{1}{2\pi} \int_{\theta_2=0}^{\theta_2=2\pi} \sin(\theta_2) d\theta_2 d\theta_1 \\
= \frac{1}{2\pi} \int_{\theta_1=0}^{\theta_1=2\pi} \sin(\theta_1) 0 d\theta_1 = 0
\]

\[\square\]

**Theorem 5.** Let \( G = \{z_1, z_2, \ldots, z_L\} \) be a set of \( L \) uniform random variables which take values in \( \{0, 1, \ldots, N - 1\} \). Consider the expected value of

\[
\left| a \omega^{xy} + b \sum_{z_j \in G} \omega^{z_jy} \right|^2
\]

where the expectation is taken over all \( N^L \) sums then

\[
E_z \left| a \omega^{xy} + b \sum_{z_j \in G} \omega^{z_jy} \right|^2 \\
= \frac{1}{N^L} \sum_{G = \{z_1, z_2, \ldots, z_L\}} \left| a \omega^{xy} + b \sum_{z_j \in G} \omega^{z_jy} \right|^2 \\
= a^2 + b^2 L
\]
Proof. Let $\omega^{zy} = \cos(\theta_z) + i\sin(\theta_z)$ where $\theta_z = 2\pi z y / N$ and $\omega^{sy} = \cos(\varphi) + i\sin(\varphi)$ where $\varphi = 2\pi s y / N$ then

$$E_z \left| a \omega^{sy} + b \sum_{z_j \in G} \omega^{z_j y} \right|^2 = \frac{1}{N^L} \sum_{G = \{z_1, z_2, \ldots, z_L\}} \left| a \omega^{sy} + b \sum_{z_j \in G} \omega^{z_j y} \right|^2$$

$$= \frac{1}{N^L} \sum_{G = \{z_1, z_2, \ldots, z_L\}} \left| a \cos(\varphi) + a i \sin(\varphi) + b \sum_{z_j \in G} \cos(\theta_{z_j}) + i \sin(\theta_{z_j}) \right|^2$$

$$= \frac{1}{N^L} \sum_{G = \{z_1, z_2, \ldots, z_L\}} (a \cos(\varphi) + b \sum_{z_j \in G} \cos(\theta_{z_j}))^2 + (a \sin(\varphi) + b \sum_{z_j \in G} \sin(\theta_{z_j}))^2$$

$$= \frac{1}{N^L} \sum_{G = \{z_1, z_2, \ldots, z_L\}} (a \cos(\varphi) + b \sum_{x_j \in G} \cos(\theta_{x_j}))(a \cos(\varphi) + b \sum_{y_j \in G} \cos(\theta_{y_j}))$$

$$+ (a \sin(\varphi) + b \sum_{x_j \in G} \sin(\theta_{x_j}))(a \sin(\varphi) + b \sum_{y_j \in G} \sin(\theta_{y_j}))$$

$$= \frac{1}{N^L} \sum_{G = \{z_1, z_2, \ldots, z_L\}} (a^2 \cos^2(\varphi) + b^2 \sum_{x_j \in G} \sum_{y_j \in G} \cos(\theta_{x_j}) \cos(\theta_{y_j})) +$$

$$2ab \cos(\varphi) \sum_{y_j \in G} \cos(\theta_{y_j})) +$$

$$+ (a^2 \sin^2(\varphi) + b^2 \sum_{x_j \in G} \sum_{y_j \in G} \sin(\theta_{x_j}) \sin(\theta_{y_j})) +$$

$$2ab \sin(\varphi) \sum_{y_j \in G} \sin(\theta_{y_j}))$$

$$= \frac{1}{N^L} \sum_{G = \{z_1, z_2, \ldots, z_L\}} (a^2 \cos^2(\varphi) + a^2 \sin^2(\varphi) +$$

$$b^2 \sum_{x_j \in G} \sum_{y_j \in G} \cos(\theta_{x_j}) \cos(\theta_{y_j}) + b^2 \sum_{x_j \in G} \sum_{y_j \in G} \sin(\theta_{x_j}) \sin(\theta_{y_j}))$$

$$= \frac{1}{N^L} \sum_{G = \{z_1, z_2, \ldots, z_L\}} (a^2 + b^2 \sum_{x_j \in G} \sum_{y_j \in G} (\cos(\theta_{x_j}) \cos(\theta_{y_j}) + \sin(\theta_{x_j}) \sin(\theta_{y_j})))$$

$$= a^2 + b^2 L$$
from the previous theorem.

Corollary 6. Let $G = \{z_1, z_2, ..., z_L\}$ be a set of $L$ uniform random variables which take values in $\{0, 1, ..., N - 1\}$. Consider the expected value of $\left| \frac{1}{T} \sum_{z_j \in G} \omega^{z_j y} \right|^2$ and $\left| \frac{M}{T} \omega^{s y} + \frac{1}{T} \sum_{z_j \in G} \omega^{z_j y} \right|^2$ where the expectation is taken over all $N^L$ sums then

$$E_z \left| \frac{1}{T} \sum_{z_j \in G} \omega^{z_j y} \right|^2 = \frac{L}{T^2}$$

$$= \frac{L}{(L + M)^2}$$

$$\to 0 \text{ as } L \to \infty$$

and

$$E_z \left| \frac{M}{T} \omega^{s y} + \frac{1}{T} \sum_{z_j \in G} \omega^{z_j y} \right|^2 = \frac{(M^2 + L)}{T^2}$$

$$= \frac{(M^2 + L)}{(L + M)^2}$$

$$\to 0 \text{ as } L \to \infty$$

Theorem 7. Let $G = \{z_1, z_2, ..., z_L\}$ be a set of $L$ uniform random variables which take values in $\{0, 1, ..., N - 1\}$. Consider the expected value of

$$\left| a + ic + b \sum_{z_j \in G} \omega^{z_j y} \right|^2$$

where the expectation is taken over all $N^L$ sums then

$$E_z \left| a + ic + b \sum_{z_j \in G} \omega^{z_j y} \right|^2$$
\[ \frac{1}{N^L} \sum_{G=\{z_1, z_2, \ldots, z_L\}} \left| a + ic + b \sum_{z_j \in G} \omega^{z_j y} \right|^2 = a^2 + c^2 + b^2 L \]

Proof.

\[
E_z \left| a + ic + b \sum_{z_j \in G} \omega^{z_j y} \right|^2 = \frac{1}{N^L} \sum_{G=\{z_1, z_2, \ldots, z_L\}} \left| a + ic + b \sum_{z_j \in G} \omega^{z_j y} \right|^2 = \frac{1}{N^L} \sum_{G=\{z_1, z_2, \ldots, z_L\}} \left| a + ic + b \sum_{z_j \in G} \cos(\theta_{z_j}) + i \sin(\theta_{z_j}) \right|^2
\]

\[
= \frac{1}{N^L} \sum_{G=\{z_1, z_2, \ldots, z_L\}} \left( a + b \sum_{z_j \in G} \cos(\theta_{z_j}) \right)^2 + (c + b \sum_{z_j \in G} \sin(\theta_{z_j}))^2
\]

\[
= \frac{1}{N^L} \sum_{G=\{z_1, z_2, \ldots, z_L\}} \left( a + b \sum_{x_j \in G} b \cos(\theta_{x_j})(a + b \sum_{y_j \in G} b \cos(\theta_{y_j})) + (c + b \sum_{x_j \in G} b \sin(\theta_{x_j}))(c + b \sum_{y_j \in G} b \sin(\theta_{y_j})) \right)
\]

\[
= \frac{1}{N^L} \sum_{G=\{z_1, z_2, \ldots, z_L\}} \left( a^2 + b^2 \sum_{x_j \in G} \sum_{y_j \in G} \cos(\theta_{x_j}) \cos(\theta_{y_j}) + 2ab \sum_{y_j \in G} \cos(\theta_{y_j}) \right)
\]

\[
+ \left( c^2 + b^2 \sum_{x_j \in G} \sum_{y_j \in G} \sin(\theta_{x_j}) \sin(\theta_{y_j}) \right)
\]

\[
= \frac{1}{N^L} \sum_{G=\{z_1, z_2, \ldots, z_L\}} \left( a^2 + c^2 + b^2 \sum_{x_j \in G} \sum_{y_j \in G} \cos(\theta_{x_j}) \cos(\theta_{y_j}) + 2ab \sum_{y_j \in G} \cos(\theta_{y_j}) \right)
\]

\[
+ \left( c^2 + b^2 \sum_{x_j \in G} \sum_{y_j \in G} \sin(\theta_{x_j}) \sin(\theta_{y_j}) \right)
\]

\[
= \frac{1}{N^L} \sum_{G=\{z_1, z_2, \ldots, z_L\}} \left( a^2 + c^2 + b^2 \sum_{x_j \in G} \sum_{y_j \in G} \cos(\theta_{x_j}) \cos(\theta_{y_j}) + 2ab \sum_{y_j \in G} \cos(\theta_{y_j}) \right)
\]
\[
\sum_{G = \{z_1, z_2, \ldots, z_L\}} (a^2 + b^2 \sum_{x_j \in G} \sum_{y_j \in G} (\cos(\theta_{x_j}) \cos(\theta_{y_j}) + \sin(\theta_{x_j}) \sin(\theta_{y_j})))
\]

\[
= a^2 + c^2 + b^2 L
\]

from the previous theorem.

\[
\sum_{G = \{z_1, z_2, \ldots, z_L\}} (a^2 + b^2 \sum_{x_j \in G} \sum_{y_j \in G} (\cos(\theta_{x_j}) \cos(\theta_{y_j}) + \sin(\theta_{x_j}) \sin(\theta_{y_j})))
\]

\[
= a^2 + c^2 + b^2 L
\]

Corollary 8. Let \( \varphi = 2\pi MPy/N \) and let \( \theta = 2\pi Py/N \) then

\[
E \left| \frac{1}{T} \omega^{sy} \left[ \frac{1 - \omega^{MPy}}{1 - \omega^{Py}} \right] \right|^2
\]

\[
= \frac{1}{T^2} \sin^2 \frac{\varphi}{2} + \frac{1}{T^2} L
\]

\[
\leq \frac{M^2 + L}{T^2}
\]

\[
= \frac{M^2 + L}{(M + L)^2}
\]

\[
\rightarrow 0 \text{ as } L \rightarrow \infty
\]

Proof. Let \( \varphi = 2\pi MPy/N \) and let \( \theta = 2\pi Py/N \) then

\[
\frac{1 - \omega^{MPy}}{1 - \omega^{Py}} = \frac{1 - \cos \varphi - i \sin \varphi}{1 - \cos \theta - i \sin \theta}
\]

\[
= \frac{[1 - \cos \varphi - i \sin \varphi][1 - \cos \theta + i \sin \theta]}{[1 - \cos \theta - i \sin \theta][1 - \cos \theta + i \sin \theta]}
\]

\[
= \frac{[2 \sin^2 \frac{\varphi}{2} - i \sin \varphi][2 \sin^2 \frac{\theta}{2} + i \sin \theta]}{2 - 2 \cos \theta}
\]

\[
= \frac{4 \sin^2 \frac{\varphi}{2} \sin^2 \frac{\theta}{2} - i 2 \sin \varphi \sin^2 \frac{\theta}{2} + i 2 \sin \theta \sin^2 \frac{\varphi}{2} + \sin \varphi \sin \theta}{4 \sin^2 \frac{\theta}{2}}
\]

\[
4 \sin^2 \frac{\varphi}{2} \sin^2 \frac{\theta}{2} - i 4 \sin \varphi \sin^2 \frac{\theta}{2} + i 2 \sin \theta \sin^2 \frac{\varphi}{2} + \sin \varphi \sin \theta
\]

\[
= \frac{4 \sin^2 \frac{\theta}{2}}{4 \sin^2 \frac{\theta}{2}}
\]

\[
= \frac{\sin \frac{\varphi}{2} \sin \frac{\theta}{2} \cos \left( \frac{\varphi}{2} - \frac{\theta}{2} \right) + i \sin \frac{\varphi}{2} \sin \frac{\theta}{2} \sin \left( \frac{\varphi}{2} - \frac{\theta}{2} \right)}{\sin^2 \frac{\theta}{2}}
\]
\begin{align*}
&= \frac{\sin \frac{\varphi}{2} \left[ \cos \left( \frac{\varphi}{2} - \frac{\theta}{2} \right) + i \sin \left( \frac{\varphi}{2} - \frac{\theta}{2} \right) \right]}{\sin \frac{\theta}{2}}
\end{align*}

Let \( \lambda = 2\pi sy/N \) then

\begin{align*}
\frac{1}{T} (\cos \lambda + i \sin \lambda) & \frac{1 \sin \frac{\varphi}{2} \left[ \cos \left( \frac{\varphi}{2} - \frac{\theta}{2} \right) + i \sin \left( \frac{\varphi}{2} - \frac{\theta}{2} \right) \right]}{1 - \omega MP y} \\
& = \frac{1}{T} (\cos \lambda + i \sin \lambda) \frac{\sin \frac{\varphi}{2} \left[ \cos \left( \frac{\varphi}{2} - \frac{\theta}{2} \right) + i \sin \left( \frac{\varphi}{2} - \frac{\theta}{2} \right) \right]}{\sin \frac{\theta}{2}} \\
& = \frac{1}{T} \sin \frac{\varphi}{2} \left[ \cos \lambda \cos \left( \frac{\varphi}{2} - \frac{\theta}{2} \right) - \sin \lambda \sin \left( \frac{\varphi}{2} - \frac{\theta}{2} \right) \right] + \\
& \frac{i \left[ \cos \lambda \sin \left( \frac{\varphi}{2} - \frac{\theta}{2} \right) + \sin \lambda \cos \left( \frac{\varphi}{2} - \frac{\theta}{2} \right) \right]}{\sin \frac{\theta}{2}} \\
& = a + ic
\end{align*}

then

\begin{align*}
a^2 + c^2 &= \frac{1}{T^2} \frac{\sin^2 \frac{\varphi}{2}}{\sin^2 \frac{\theta}{2}} \left[ \cos^2 \lambda + \sin^2 \lambda \right] \\
& = \frac{1}{T^2} \frac{\sin^2 \frac{\varphi}{2}}{\sin^2 \frac{\theta}{2}}
\end{align*}

\[ \square \]

**Theorem 9.** Let \( G = \{z_1, z_2, ..., z_L\} \) be a set of \( L \) uniform random variables which take values in \( \{0, 1, ..., N - 1\} \). Consider the variance of \( \left| \sum_{z_j \in G} \omega^{z_j y} \right|^2 \) then

\[ \text{Var} \left| \sum_{z_j \in G} \omega^{z_j y} \right|^2 = \frac{1}{NL} \sum_{G=\{z_1, z_2, ..., z_L\}} \left| \sum_{z_j \in G} \omega^{z_j y} \right|^4 - L^2 \]

\[ = 2L^2 - L - L^2 \]

\[ = L^2 - L \]
Proof. Note that

\[ \text{Var}(X) = E(X^2) - (E(X))^2 \]

Let \( \omega^{z_y} = \cos(\theta_z) + i\sin(\theta_z) \) where \( \theta_z = 2\pi z y / N \) and consider

\[
\frac{1}{N L} \sum_{G = \{z_1, z_2, \ldots, z_L\}} \left| \sum_{z_j \in G} \omega^{z_j y} \right|^4 = \frac{1}{N L} \sum_{G = \{z_1, z_2, \ldots, z_L\}} \left| \sum_{z_j \in G} \cos(\theta_{z_j}) + i\sin(\theta_{z_j}) \right|^4
\]

\[
= \frac{1}{N L} \sum_{G = \{z_1, z_2, \ldots, z_L\}} \left( \left( \sum_{z_j \in G} \cos(\theta_{z_j}) \right)^2 + \left( \sum_{z_j \in G} \sin(\theta_{z_j}) \right)^2 \right)^2
\]

\[
= \frac{1}{N L} \sum_{G = \{z_1, z_2, \ldots, z_L\}} \left( \sum_{x_j \in G} \sum_{y_j \in G} \cos(\theta_{x_j}) \cos(\theta_{y_j}) + \sum_{x_j \in G} \sum_{y_j \in G} \sin(\theta_{x_j}) \sin(\theta_{y_j}) \right)^2
\]

\[
= \frac{1}{N L} \sum_{G = \{z_1, z_2, \ldots, z_L\}} \left( \sum_{u_j \in G} \sum_{v_j \in G} \sum_{x_j \in G} \sum_{y_j \in G} \cos(\theta_{u_j}) \cos(\theta_{v_j}) \cos(\theta_{x_j}) \cos(\theta_{y_j}) + \right.
\]

\[\left. 2 \sum_{u_j \in G} \sum_{v_j \in G} \sum_{x_j \in G} \sum_{y_j \in G} \cos(\theta_{u_j}) \cos(\theta_{v_j}) \sin(\theta_{x_j}) \sin(\theta_{y_j}) + \right.\]

\[\left. \sum_{u_j \in G} \sum_{v_j \in G} \sum_{x_j \in G} \sum_{y_j \in G} \sin(\theta_{u_j}) \sin(\theta_{v_j}) \sin(\theta_{x_j}) \sin(\theta_{y_j}) \right)\]

\[
= \frac{1}{N L} \sum_{G = \{z_1, z_2, \ldots, z_L\}} \left( \sum_{z_j \in G} \cos^4(\theta_{z_j}) + \right.
\]

\[\left. \frac{1}{2} \binom{4}{2} \sum_{x_j \in G} \sum_{y_j \in G} \cos^2(\theta_{x_j}) \cos^2(\theta_{y_j}) + \right.\]

\[\left. 2 \sum_{x_j \in G} \sum_{y_j \in G} \cos^2(\theta_{x_j}) \sin^2(\theta_{y_j}) + \right.\]

\[\left. 2 \sum_{z_j \in G} \cos^2(\theta_{z_j}) \sin^2(\theta_{z_j}) + \right.\]

\[\left. \sum_{z_j \in G} \sin^4(\theta_{z_j}) \right)\]
\[
\frac{1}{2} \left( \begin{array}{c} 4 \\ 2 \end{array} \right) \sum_{x_j \in G} \sum_{y_j \in G} \frac{\sin^2(\theta_{x_j}) \sin^2(\theta_{y_j})}{x_j \neq y_j}
+ \text{other terms}
\]

\[
= 3L/8 + \frac{6}{2} L(L - 1)/4 + 2L(L - 1)/4 + 2L/8 + 3L/8 + \frac{6}{2} L(L - 1)/4
= L + 2L(L - 1) = 2L^2 - L
\]

where we have used the fact that the sum over the other terms is 0, and we have approximated the averages by integrals

\[
\frac{1}{2\pi} \int_{\theta=0}^{\theta=2\pi} \cos^2(\theta) d\theta = \frac{1}{2\pi} \int_{\theta=0}^{\theta=2\pi} \sin^2(\theta) d\theta = 1/2
\]

\[
\frac{1}{2\pi} \int_{\theta=0}^{\theta=2\pi} \cos^4(\theta) d\theta = \frac{1}{2\pi} \int_{\theta=0}^{\theta=2\pi} \sin^4(\theta) d\theta = 3/8
\]

\[
\frac{1}{2\pi} \int_{\theta=0}^{\theta=2\pi} \cos(\theta) \sin(\theta) d\theta = 1/8
\]

\[\square\]

**Theorem 10.** Let \(G = \{z_1, z_2, ..., z_L\}\) be a set of \(L\) uniform random variables which take values in \(\{0, 1, ..., N - 1\}\). Consider the variance of \(|a \omega^s y + b \sum_{z_j \in G} \omega^{z_j y}|^2\) then

\[
\text{Var} \left| a \omega^s y + b \sum_{z_j \in G} \omega^{z_j y} \right|^2
= \frac{1}{N^L} \sum_{G = \{z_1, z_2, ..., z_L\}} \left| a \omega^s y + b \sum_{z_j \in G} \omega^{z_j y} \right|^4 - (a^2 + b^2 L)^2
= a^4 + b^4(2L^2 - L) + 4a^2 b^2 L - (a^2 + b^2 L)^2
= a^4 + b^4(2L^2 - L) + 4a^2 b^2 L - a^4 - 2a^2 b^2 L - b^4 L^2
= b^4(L^2 - L) + 2a^2 b^2 L
\]
Proof. Note that

\[ \text{Var}(X) = E(X^2) - (E(X))^2 \]

Let \( \omega \equiv \cos(\theta) + i\sin(\theta) \) where \( \theta = 2\pi z/N \) and \( \omega^y = \cos(\varphi) + i\sin(\varphi) \) where \( \varphi = 2\pi sy/N \) then

\[
E \left| a\omega^y + b \sum_{z_j \in G} \omega^{z_j y} \right|^4
\]

\[
= \frac{1}{N^L} \sum_{G=\{z_1, z_2, \ldots, z_L\}} \left| a\omega^y + b \sum_{z_j \in G} \omega^{z_j y} \right|^4
\]

\[
= \frac{1}{N^L} \sum_{G=\{z_1, z_2, \ldots, z_L\}} \left[ (a \cos(\varphi) + b \sum_{z_j \in G} \cos(\theta_j))^2 + (a \sin(\varphi) + b \sum_{z_j \in G} \sin(\theta_j))^2 \right]^2
\]

\[
= \frac{1}{N^L} \sum_{G=\{z_1, z_2, \ldots, z_L\}} \left[ a \cos(\varphi) + b \sum_{x_j \in G} \cos(\theta_{x_j}) \right] \left[ a \sin(\varphi) + b \sum_{y_j \in G} \cos(\theta_{y_j}) \right]
\]

\[
= \frac{1}{N^L} \sum_{G=\{z_1, z_2, \ldots, z_L\}} \left[ a^2 \cos^2(\varphi) + b^2 \sum_{x_j \in G} \sum_{y_j \in G} \cos(\theta_{x_j}) \cos(\theta_{y_j}) +
\right. \left.
2ab \cos(\varphi) \sum_{x_j \in G} \cos(\theta_{x_j}) + a^2 \sin^2(\varphi) + b^2 \sum_{x_j \in G} \sum_{y_j \in G} \sin(\theta_{x_j}) \sin(\theta_{y_j}) +
\right. \left.
2ab \sin(\varphi) \sum_{x_j \in G} \sin(\theta_{x_j}) \right]^2
\]

\[
= \frac{1}{N^L} \sum_{G=\{z_1, z_2, \ldots, z_L\}} \left[ a^2 + b^2 \sum_{x_j \in G} \sum_{y_j \in G} \cos(\theta_{x_j}) \cos(\theta_{y_j}) +
\right. \left.
b^2 \sum_{x_j \in G} \sum_{y_j \in G} \sin(\theta_{x_j}) \sin(\theta_{y_j}) + 2ab \cos(\varphi) \sum_{x_j \in G} \cos(\theta_{x_j}) +
\right. \left.
2ab \sin(\varphi) \sum_{x_j \in G} \sin(\theta_{x_j}) \right]^2
\]
\[
\sum_{G = \{z_1, z_2, \ldots, z_L\}} \left[ a^4 + b^4 \left( \sum_{x_j \in G} \sum_{y_j \in G} \cos(\theta_{x_j}) \cos(\theta_{y_j}) + \sum_{x_j \in G} \sum_{y_j \in G} \sin(\theta_{x_j}) \sin(\theta_{y_j}) \right) \right]^2 + 4a^2b^2 \cos^2(\varphi) \sum_{x_j \in G} \sum_{y_j \in G} \cos(\theta_{x_j}) \cos(\theta_{y_j}) + 4a^2b^2 \sin^2(\varphi) \sum_{x_j \in G} \sum_{y_j \in G} \cos(\theta_{x_j}) \cos(\theta_{y_j}) + \sum_{x_j \in G} \sum_{y_j \in G} \sin(\theta_{x_j}) \sin(\theta_{y_j}) + \text{other terms} \]
\[
= \frac{1}{NL} \sum_{G = \{z_1, z_2, \ldots, z_L\}} \left[ a^4 + b^4 \left( \sum_{x_j \in G} \sum_{y_j \in G} \cos(\theta_{x_j}) \cos(\theta_{y_j}) + \sum_{x_j \in G} \sum_{y_j \in G} \sin(\theta_{x_j}) \sin(\theta_{y_j}) \right) \right]^2 + 4a^2b^2 \cos^2(\varphi) \sum_{x_j \in G} \sum_{y_j \in G} \cos(\theta_{x_j}) \cos(\theta_{y_j}) + 4a^2b^2 \sin^2(\varphi) \sum_{x_j \in G} \sum_{y_j \in G} \cos(\theta_{x_j}) \cos(\theta_{y_j}) + \sum_{x_j \in G} \sum_{y_j \in G} \sin(\theta_{x_j}) \sin(\theta_{y_j}) + \text{other terms} \]
\[
= a^4 + b^4(2L^2 - L) + 4a^2b^2 \cos^2(\varphi)L/2 + 4a^2b^2 \sin^2(\varphi)L/2 + 2a^2b^2L
\]
\[
= a^4 + b^4(2L^2 - L) + 4a^2b^2L
\]

Then
\[
\text{Var} \left[ a\omega^{xy} + b \sum_{z_j \in G} \omega^{z_jy} \right]^2 = E \left[ a\omega^{xy} + b \sum_{z_j \in G} \omega^{z_jy} \right]^4 - (a^2 + b^2L)^2
\]
\[
= a^4 + b^4(2L^2 - L) + 4a^2b^2L - (a^2 + b^2L)^2
\]
\[
= a^4 + b^4(2L^2 - L) + 4a^2b^2L - a^4 - 2a^2b^2L - b^4L^2
\]
\[
= b^4(L^2 - L) + 2a^2b^2L
\]

\[\square\]

**Corollary 11.** Let \( G = \{z_1, z_2, \ldots, z_L\} \) be a set of \( L \) uniform random variables which take values in \( \{0, 1, \ldots, N - 1\} \). Consider the variance of
\[
\left| \frac{1}{T} \sum_{z_j \in G} \omega^{z_jy} \right|^2
\]
and
\[
\left| \frac{M}{T} \omega^{xy} + \frac{1}{T} \sum_{z_j \in G} \omega^{z_jy} \right|^2
\]
then
\[ \text{Var}_z \left| \frac{1}{T} \sum_{z_j \in G} \omega^{z_jy} \right|^2 \]
\[ = \frac{(L^2 - L)}{T^4} \]
\[ = \frac{(L^2 - L)}{(L+M)^4} \]
\[ \rightarrow 0 \text{ as } L \rightarrow \infty \]

and

\[ \text{Var}_z \left| \frac{M}{T} \omega^y + \frac{1}{T} \sum_{z_j \in G} \omega^{z_jy} \right|^2 \]
\[ = \frac{(L^2 - L)}{T^4} + \frac{2M^2L}{T^4} \]
\[ = \frac{(L^2 - L) + 2M^2L}{(L+M)^4} \]
\[ \rightarrow 0 \text{ as } L \rightarrow \infty \]

**Theorem 12.** Let \( G = \{z_1, z_2, \ldots, z_L\} \) be a set of \( L \) uniform random variables which take values in \( \{0, 1, \ldots, N-1\} \). Consider the variance of \( \left| a + ic + b \sum_{z_j \in G} \omega^{z_jy} \right|^2 \) then

\[ \text{Var} \left| a + ic + b \sum_{z_j \in G} \omega^{z_jy} \right|^2 \]
\[ = \frac{1}{N^L} \sum_{G=\{z_1, z_2, \ldots, z_L\}} \left| a + ic + b \sum_{z_j \in G} \omega^{z_jy} \right|^4 - (a^2 + c^2 + b^2L)^2 \]
\[ = a^4 + c^4 + b^4(2L^2 - L) + 4(a^2 + c^2)b^2L - (a^4 + c^4 + b^4L^2 + 2(a^2 + c^2)b^2L) \]
\[ = b^4(L^2 - L) + 2(a^2 + c^2)b^2L \]
Proof. Let $\omega^{2y} = \cos(\theta_x) + i\sin(\theta_x)$ where $\theta_x = 2\pi zy/N$ and $\omega^{sy} = \cos(\phi) + i\sin(\phi)$

where $\phi = 2\pi sy/N$ then

$$E \left| a + ic + b \sum_{z_j \in G} \omega^{zjy} \right|^4$$

$$= \frac{1}{N^L} \sum_{G = \{z_1, z_2, \ldots, z_L\}} \left| a + ic + b \sum_{z_j \in G} \omega^{zjy} \right|^4$$

$$= \frac{1}{N^L} \sum_{G = \{z_1, z_2, \ldots, z_L\}} \left| a + ic + b \sum_{z_j \in G} \cos(\theta_{z_j}) + i\sin(\theta_{z_j}) \right|^4$$

$$= \frac{1}{N^L} \sum_{G = \{z_1, z_2, \ldots, z_L\}} \left[ (a + b \sum_{z_j \in G} \cos(\theta_{z_j}))^2 + (c + b \sum_{z_j \in G} \sin(\theta_{z_j}))^2 \right]^2$$

$$= \frac{1}{N^L} \sum_{G = \{z_1, z_2, \ldots, z_L\}} \left[ (a + b \sum_{x_j \in G} \cos(\theta_{x_j}))^2 + (c + b \sum_{y_j \in G} \cos(\theta_{y_j}))^2 \right]^2$$

$$2ab \sum_{x_j \in G} \cos(\theta_{x_j}) + c^2 + b^2 \sum_{x_j \in G} \sum_{y_j \in G} \sin(\theta_{x_j}) \sin(\theta_{y_j}) +$$

$$2cb \sum_{x_j \in G} \sin(\theta_{x_j})^2$$

$$= \frac{1}{N^L} \sum_{G = \{z_1, z_2, \ldots, z_L\}} \left[ a^2 + c^2 + b^2 \sum_{x_j \in G} \sum_{y_j \in G} \cos(\theta_{x_j}) \cos(\theta_{y_j}) +$$

$$b^2 \sum_{x_j \in G} \sum_{y_j \in G} \sin(\theta_{x_j}) \sin(\theta_{y_j}) + 2ab \sum_{x_j \in G} \cos(\theta_{x_j}) +$$

$$2cb \sum_{x_j \in G} \sin(\theta_{x_j})^2$$

$$= \frac{1}{N^L} \sum_{G = \{z_1, z_2, \ldots, z_L\}} \left[ a^4 + c^4 + b^4 (\sum_{x_j \in G} \sum_{y_j \in G} \cos(\theta_{x_j}) \cos(\theta_{y_j}) +$$

$$\sum_{x_j \in G} \sum_{y_j \in G} \sin(\theta_{x_j}) \sin(\theta_{y_j}))^2 + 4a^2b^2 \sum_{x_j \in G} \sum_{y_j \in G} \cos(\theta_{x_j}) \cos(\theta_{y_j}) +$$

$$4cb \sum_{x_j \in G} \sin(\theta_{x_j})^2 +$$
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\[ 4c^2b^2 \sum_{x_j \in G} \sum_{y_j \in G} \sin(\theta_{x_j}) \sin(\theta_{y_j}) + 2(a^2 + c^2)b^2(\sum_{x_j \in G} \sum_{y_j \in G} \cos(\theta_{x_j}) \cos(\theta_{y_j}) + \sum_{x_j \in G} \sum_{y_j \in G} \sin(\theta_{x_j}) \sin(\theta_{y_j})) + \text{other terms} \]

\[ = a^4 + c^4 + b^4(2L^2 - L) + 4a^2b^2L/2 + 4c^2b^2L/2 + 2(a^2 + c^2)b^2L \]

\[ = a^4 + c^4 + b^4(2L^2 - L) + 4(a^2 + c^2)b^2L \]

\[ \square \]

**Corollary 13.** Let \( \varphi = 2\pi MP_y/N \) and let \( \theta = 2\pi Py/N \)

\[ \text{Var} \left| \frac{1}{T} \omega^{sy} \left[ \frac{1 - \omega^{MP_y}}{1 - \omega^{Py}} \right] + \frac{1}{T} \sum_{z \in G} \omega^{zy} \right|^2 \]

\[ = \frac{1}{T^4}(L^2 - L) + \frac{2}{T^4} \frac{\sin^2 \varphi}{\sin^2 \frac{\theta}{2}} L \]

\[ \leq \frac{(L^2 - L + 2M^2L)}{(L + M)^4} \]

\[ \rightarrow 0 \quad \text{as} \quad L \rightarrow \infty \]

**Proof.** Let \( \varphi = 2\pi MP_y/N \), let \( \theta = 2\pi Py/N \) and let \( \lambda = 2\pi sy/N \) then \( b = \frac{1}{T} \) and from and earlier result

\[ a^2 + c^2 \]

\[ = \frac{1}{T^2} \frac{\sin^2 \frac{\varphi}{2}}{\sin^2 \frac{\theta}{2}} [\cos^2 \lambda + \sin^2 \lambda] \]

\[ = \frac{1}{T^2} \frac{\sin^2 \frac{\varphi}{2}}{\sin^2 \frac{\theta}{2}} \]

\[ \leq \frac{M^2}{T^2} \]

\[ \square \]
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Next we show that as $L$ increases the upperbound of the expected value of the probability in Cases B and C decreases to a minimum value.

**Lemma 14.** Let $k = \left\lfloor \frac{\pi}{4 \sin^{-1}(\sqrt{T/N})} \right\rfloor$ and $\sin \theta = \sqrt{T/N}$ where $T = L + M$ then the upperbound of the expected value of the probability in Cases B and C decreases to a minimum value at $\text{Min}L$ given by

$$\text{Min}L = -M^2 + \sqrt{M(M-1)(M(M-1) + N)}$$

**Proof.** The probability in case B is given by

$$\tan^2 \theta \sin^2 2k\theta \left| \frac{M}{T} \omega^{xy} + \frac{1}{T} \sum_{z \in G} \omega^{zy} \right|^2$$

This has expected value

$$\frac{M^2 + L}{(L + M)^2} \tan^2 \theta \sin^2 2k\theta$$

The probability in case C is given by

$$\tan^2 \theta \sin^2 2k\theta \left| \frac{1}{T} \omega^{xy} \left[ \frac{1 - \omega^{MPy}}{1 - \omega^{Py}} \right] + \frac{1}{T} \sum_{z \in G} \omega^{zy} \right|^2$$

This has expected value

$$\left( \frac{1}{T^2} \sin^2 \frac{\varphi}{2} + \frac{1}{T^2} L \right) \tan^2 \theta \sin^2 2k\theta \leq \frac{M^2 + L}{(M + L)^2} \tan^2 \theta \sin^2 2k\theta$$

Therefore the expected value of the probability in case B dominates the expected value in case C. We have by a later lemma that

$$\frac{T}{N - T} \geq \tan^2 \theta \sin^2 2k\theta \geq \left( \frac{T}{N - T} \right) (1 - 2T/N)^2$$
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Therefore we have

\[
\left(\frac{L+M}{N-(L+M)}\right)\frac{M^2+L}{(L+M)^2} \geq \frac{M^2+L}{(L+M)^2}\tan^2\theta \sin^2 2k\theta
\]

\[
\frac{1}{N-(L+M)}\frac{M^2+L}{(L+M)} \geq \frac{M^2+L}{(L+M)^2}\tan^2\theta \sin^2 2k\theta
\]

The upperbound of the expected value of the probability in Case B. decreases to a minimum value of $L$. If we differentiate it and set it to zero we can find the value of $L$ where it is a minimum. Consider

\[
\frac{d}{dL} \left(\frac{1}{N-(L+M)}\frac{M^2+L}{(L+M)}\right)
\]

\[
= \frac{1}{(N-(L+M))(L+M)^2} \left(\frac{M^2+L}{L} + \frac{1}{N-(L+M)}\right)
\]

\[
= \frac{L^2 + 2M^2L + M(2M^2 + N - M - NM)}{(N-(L+M))^2(L+M)^2}
\]

after some rearranging

Therefore $MinL$ is a solution to the quadratic equation

\[
L^2 + 2M^2L + M(2M^2 + N - M - NM) = 0
\]

This has solutions

\[
MinL = \frac{1}{2}(-2M^2 \pm \sqrt{4M^4 - 4M(2M^2 + N - M - NM)}\)
\]

\[
= -M^2 \pm \sqrt{M(M-1)(M(M-1)+N)}
\]

Therefore the upper bound of the expected value of the probability achieves its minimum at $MinL$ given by

\[
MinL = -M^2 + \sqrt{M(M-1)(M(M-1)+N)}
\]
This shows that as $L$ increases on the interval $[0, \text{MinL}]$ and more errors are introduced, the expected value of the probability of measuring any given $y$ decreases, making it harder to recover the period $P$. Note that MinL need not be an integer.

We can rewrite the function in the proof as

$$f(L) = \frac{L + M^2}{(N - (L + M))(L + M)} = \frac{A}{N - (L + M)} + \frac{B}{(L + M)}$$

then we have

$$A(L + M) + B(N - (L + M)) = L + M^2$$

then

$$A - B = 1$$

and

$$AM + B(N - M) = M^2$$

Solving these equations yields

$$A = 1 + \frac{M(M - 1)}{N}$$

$$B = \frac{M(M - 1)}{N}$$

The first term in $f(L)$

$$\frac{A}{N - (L + M)}$$

is an increasing function of $L$ whereas the second term

$$\frac{B}{(L + M)}$$

is a decreasing function of $\dot{L}$. Adding these together produces a function that has a minimum value.
3.3 The Three Step Amplified-QFT algorithm

In this section we provide the calculations for the probabilities of success for the Amplified-QFT algorithm.

**Problem:** We are given a binary valued Oracle \( h(x) \) on \( N \) labels \( \{0, 1, ..., N-1\} \), where \( N = 2^n \), which takes the value 1 on \( C = A \cup G \) where \( A \) is a periodic set of \( M \) labels and \( G \) is the set where the Error Stream \( g(x) = 1 \). We wish to determine the period \( P \) with the smallest number of queries of the Oracle.

The Amplified-QFT algorithm is defined by the following three step procedure.

**Step 1:** Apply all of Grover’s algorithm in its entirety except for the last measurement step to the starting state \(|0>\). The resulting state is given by \(|\psi_k>\) (ref[4], ref[7], ref[1]) where \( k = \left\lfloor \frac{\pi}{4 \sin^{-1}(\sqrt{T/N})} \right\rfloor \):

\[
|\psi_k> = a_k \sum_{z \in C} |z> + b_k \sum_{z \in G} |z>
\]

where

\[
a_k = \frac{1}{\sqrt{T}} \sin(2k + 1)\theta, b_k = \frac{1}{\sqrt{N-T}} \cos(2k + 1)\theta
\]

are the appropriate amplitudes of the states and where

\[
\sin \theta = \sqrt{T/N}, \cos \theta = \sqrt{1 - T/N}
\]

**Step 2:** The QFT performs the following action
After the application of the QFT to the state $|\psi_k\rangle$, letting $\omega = e^{-2\pi i/N}$, we have

$$|\phi_k\rangle = \frac{a_k}{\sqrt{N}} \sum_{z \in C} \sum_{y=0}^{N-1} \omega^{zy} |y\rangle + \frac{b_k}{\sqrt{N}} \sum_{z \notin C} \sum_{y=0}^{N-1} \omega^{zy} |y\rangle$$

After interchanging the order of summation, we have

$$|\phi_k\rangle = \sum_{y=0}^{N-1} \left[ \frac{a_k}{\sqrt{N}} \sum_{z \in C} \omega^{zy} + \frac{b_k}{\sqrt{N}} \sum_{z \notin C} \omega^{zy} \right] |y\rangle$$

Step 3: Measure with respect to the standard basis to yield an integer $y \in \{0, 1, ..., N - 1\}$ from which we can determine the period $P$ using the continued fraction method.

### 3.4 Analysis of the Amplified-QFT Algorithm

We calculate the $\Pr(y)$ for the following cases:

a) $y = 0$

b) $Py = 0 \mod N$ and $y \neq 0$

c) $Py \neq 0 \mod N$

The amplitude $Amp(y)$ of $|y\rangle$ is given by

$$Amp(y) = \frac{a_k}{\sqrt{N}} \sum_{z \in C} \omega^{zy} + \frac{b_k}{\sqrt{N}} \sum_{z \notin C} \omega^{zy}$$

$$= \frac{a_k}{\sqrt{N}} \sum_{z \in A} \omega^{zy} + \frac{a_k}{\sqrt{N}} \sum_{z \in G} \omega^{zy} + \frac{b_k}{\sqrt{N}} \sum_{z \notin C} \omega^{zy}$$
\[ \frac{(a_k - b_k)}{\sqrt{N}} \left[ \sum_{z \in A} \omega^{z y} + \sum_{z \in G} \omega^{z y} \right] + \frac{b_k}{\sqrt{N}} \sum_{z=0}^{N-1} \omega^{z y} \]

\[ \frac{(a_k - b_k)}{\sqrt{N}} \left[ \sum_{r=0}^{M-1} \omega^{(s+rP)y} + \sum_{z \in G} \omega^{z y} \right] + \frac{b_k}{\sqrt{N}} \sum_{z=0}^{N-1} \omega^{z y} \]

\[ \frac{(a_k - b_k)}{\sqrt{N}} \left[ \omega^{sy} \sum_{r=0}^{M-1} \omega^{rP y} + \sum_{z \in G} \omega^{z y} \right] + \frac{b_k}{\sqrt{N}} \sum_{z=0}^{N-1} \omega^{z y} \]

In the following we use the following four lemmas:

**Lemma 15.**

\[ \sum_{z=0}^{N-1} \omega^{z y} = 1 - \omega^{N y} = 0, \omega^y \neq 1 \]

**Lemma 16.**

\[ \frac{T}{\sqrt{N}}(a_k - b_k) = \tan \theta \sin 2k \theta \]

**Proof.**

\[ \frac{T}{\sqrt{N}}(a_k - b_k) = \frac{T}{\sqrt{N(T)}} \sin(2k+1)\theta - \frac{T}{\sqrt{N(N-T)}} \cos(2k+1)\theta \]

\[ = \sqrt{\frac{T}{N}}(\sin(2k+1)\theta - \sqrt{\frac{T}{N-T}} \cos(2k+1)\theta) \]

\[ = \sqrt{\frac{T}{N}}(\sin(2k+1)\theta - \sqrt{\frac{T/N}{1-T/N}} \cos(2k+1)\theta) \]

\[ = \sqrt{\frac{T}{N}}(\sin(2k+1)\theta - \frac{\sin \theta}{\cos \theta} \cos(2k+1)\theta) \]

\[ = \tan \theta(\cos \theta \sin(2k+1)\theta - \sin \theta \cos(2k+1)\theta) \]

\[ = \tan \theta \sin 2k \theta \]

**Lemma 17.**

\[ \frac{T}{N} \left( \frac{N}{N-T} \right) \geq \tan^2 \theta \sin^2 2k \theta \geq \frac{T}{N} \left( \frac{N}{N-T} \right)(1 - \frac{2T}{N})^2 \]
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Proof. Using $k = \left\lfloor \frac{\pi}{4} \theta \right\rfloor \Rightarrow \frac{\pi}{4} - 1 \leq k \leq \frac{\pi}{4} \Rightarrow \frac{\pi}{2} - 2\theta \leq 2k\theta \leq \frac{\pi}{2} \Rightarrow \sin \left( \frac{\pi}{2} - 2\theta \right) \leq \sin 2k\theta \leq 1$ we have

\[
\frac{\sin^2 \theta}{\cos^2 \theta} \geq \tan^2 \theta \sin^2 2k\theta \geq \tan^2 \theta \sin^2 \left( \frac{\pi}{2} - 2\theta \right)
\]

\[
\Rightarrow \frac{T}{N} \frac{1}{1 - \frac{T}{N}} \geq \tan^2 \theta \sin^2 2k\theta \geq \tan^2 \theta \sin^2 \left( \frac{\pi}{2} - 2\theta \right)
\]

\[
\Rightarrow \frac{T}{N} \left( \frac{N}{N - T} \right) \geq \tan^2 \theta \sin^2 2k\theta \geq \frac{\sin^2 \theta}{\cos^2 \theta} \cos^2 2\theta
\]

\[
\Rightarrow \frac{T}{N} \left( \frac{N}{N - T} \right) \geq \tan^2 \theta \sin^2 2k\theta \geq \frac{T}{N} \left( \frac{N}{N - T} \right) \left( 2 \cos^2 \theta - 1 \right)^2
\]

\[
\Rightarrow \frac{T}{N} \left( \frac{N}{N - T} \right) \geq \tan^2 \theta \sin^2 2k\theta \geq \frac{T}{N} \left( \frac{N}{N - T} \right) (1 - 2\frac{T}{N})^2
\]

Lemma 18. If $Py \neq 0 \mod N$ then

\[
\left| \frac{1 - \omega^{MPy}}{1 - \omega^{Py}} \right|^2 = \frac{\sin^2(\pi MPy/N)}{\sin^2(\pi Py/N)} \leq M^2
\]

Proof. We use the following result

\[
|1 - e^{i\theta}|^2 = 4\sin^2(\theta/2)
\]

3.4.1 Amplified-QFT Analysis: $y = 0$

We have

\[
Amp(y) = \frac{a_k}{\sqrt{N}} \sum_{z \in C} \omega^{zy} + \frac{b_k}{\sqrt{N}} \sum_{z \notin C} \omega^{zy}
\]
\[\frac{1}{\sqrt{N}} (T a_k + (N - T)b_k)\]

\[= \frac{1}{\sqrt{N}} \left[ \frac{T}{\sqrt{T}} \sin(2k + 1)\theta + \frac{N - T}{\sqrt{N - T}} \cos(2k + 1)\theta \right]\]

\[= \sqrt{\frac{T}{N}} \sin(2k + 1)\theta + \sqrt{1 - \frac{T}{N}} \cos(2k + 1)\theta\]

\[= \sin \theta \sin(2k + 1)\theta + \cos \theta \cos(2k + 1)\theta\]

\[= \cos(2k\theta)\]

We have

\[\Pr(y = 0) = \cos^2(2k\theta)\]

**Lemma 19.**

\[4T \left(1 - \frac{T}{N}\right) = \sin^2 2\theta \geq \Pr(y = 0) = \cos^2 2k\theta \geq 0\]

**Proof.** Using \(k = \left\lfloor \frac{\pi}{4\theta} \right\rfloor \implies \frac{\pi}{4\theta} - 1 \leq k \leq \frac{\pi}{4\theta} \implies \frac{\pi}{2} - 2\theta \leq 2k\theta \leq \frac{\pi}{2} \implies \sin(2\theta) = \cos(\frac{\pi}{2} - 2\theta) \geq \cos 2k\theta \geq \cos \frac{\pi}{2} = 0\) we have

\[\sin 2\theta = 2 \sin \theta \cos \theta = 2\sqrt{\frac{T}{N}} \sqrt{1 - \frac{T}{N}}\]

\[\square\]

**3.4.2 Amplified-QFT Analysis:** \(Py = 0 \mod N, y \neq 0\)

By making use of previous lemmas we have

\[\text{Amp}(y) = \frac{(a_k - b_k)}{\sqrt{N}} \left[ \sum_{r=0}^{M-1} \omega^r P y + \sum_{z \in G} \omega^{z y} \right] + \frac{b_k}{\sqrt{N}} \sum_{z=0}^{N-1} \omega^{z y}\]

\[= \frac{(a_k - b_k)}{\sqrt{N}} \left[ \sum_{r=0}^{M-1} \omega^r P y + \sum_{z \in G} \omega^{z y} \right] + \frac{b_k}{\sqrt{N}} \sum_{z=0}^{N-1} \omega^{z y}\]
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Therefore by the following lemma we have this result for the \( \Pr(y) \):

\[
\Pr(y) = \tan^2 \theta \sin^2 2k\theta \left| \frac{M}{T} \omega^{sy} + \frac{1}{T} \sum_{z \in G} \omega^{zy} \right|^2 \\
\leq \tan^2 \theta \sin^2 2k\theta
\]

**Lemma 20.** \( \left| \frac{M}{T} \omega^{sy} + \frac{1}{T} \sum_{z \in G} \omega^{zy} \right|^2 \leq 1 \)

**Proof.**

\[
\left| \frac{M}{T} \omega^{sy} + \frac{1}{T} \sum_{z \in G} \omega^{zy} \right|^2 \\
\leq \left| \frac{M}{T} \omega^{sy} \right|^2 + \left| \frac{2}{T} \omega^{sy} \sum_{z \in G} \omega^{zy} \right|^2 + \left| \frac{1}{T} \sum_{z \in G} \omega^{zy} \right|^2 \\
\leq \frac{M^2}{T^2} + \frac{2ML}{T^2} + \frac{L^2}{T^2} \\
= 1
\]

3.4.3 Amplified-QFT Analysis: \( Py \neq 0 \mod N \)

Making use of the previous lemmas we have

\[
Amp(y) = \frac{(a_k - b_k)}{\sqrt{N}} \left[ \omega^{sy} \sum_{r=0}^{M-1} \omega^r \sum_{z \in G} \omega^{zy} + \frac{b_k}{\sqrt{N}} \sum_{z=0}^{N-1} \omega^{zy} \right]
\]
\[
\frac{a_k - b_k}{\sqrt{N}} \left[ \sum_{r=0}^{M-1} \omega^{r} \sum_{y} + \sum_{z \in G} \omega^{z} \right] = \frac{a_k - b_k}{\sqrt{N}} \left[ \frac{1 - \omega^{MPy}}{1 - \omega^{Py}} + \sum_{z \in G} \omega^{z} \right] = T \frac{a_k - b_k}{\sqrt{N}} \left[ \frac{1 - \omega^{MPy}}{1 - \omega^{Py}} + \frac{1}{T} \sum_{z \in G} \omega^{z} \right] = \tan \theta \sin 2k\theta \left[ \frac{1}{T} \sum_{z \in G} \omega^{z} \right] \]

Therefore by the following lemma we have this result for the \( \Pr(y) \):

\[
\Pr(y) = \tan^2 \theta \sin^2 2k\theta \left| \frac{1}{T} \sum_{z \in G} \omega^{z} \right|^2 \leq \tan^2 \theta \sin^2 2k\theta

\]

**Lemma 21.** \( \left| \frac{1}{T} \sum_{z \in G} \omega^{z} \right|^2 \leq 1 \)

**Proof.**

\[
\left| \frac{1}{T} \omega^{y} \left[ \frac{1 - \omega^{MPy}}{1 - \omega^{Py}} \right] + \frac{1}{T} \sum_{z \in G} \omega^{z} \right|^2 \leq \frac{1}{T^2} \left| \frac{\sin(\pi MPy/N)}{\sin(\pi Py/N)} \right|^2 + \frac{2L}{T^2} \left| \frac{\sin(\pi MPy/N)}{\sin(\pi Py/N)} \right| + \frac{L^2}{T^2} \leq \frac{M^2}{T^2} + \frac{2LM}{T^2} + \frac{L^2}{T^2} = 1
\]

We notice that if in addition \( MPy = 0 \mod N \) then
Pr(y) = \tan^2 \theta \sin^2 2k\theta \left| \frac{1}{T} \sum_{z \in G} \omega^{zy} \right|^2
\leq \frac{L^2}{T^2} \tan^2 \theta \sin^2 2k\theta

\text{3.4.4 Amplified-QFT Summary}

The probability Pr(y) is given exactly by

\begin{align*}
\text{Case A: } & \cos^2 2k\theta \\
\text{Case B: } & \tan^2 \theta \sin^2 2k\theta \left| \frac{M}{T} \omega^{sy} + \frac{1}{T} \sum_{z \in G} \omega^{zy} \right|^2 \\
\text{Case C: } & \tan^2 \theta \sin^2 2k\theta \left| \frac{1}{T} \omega^{sy} \left[ \frac{1-\omega^M}{1-\omega^y} \right] + \frac{1}{T} \sum_{z \in G} \omega^{zy} \right|^2 \\
\text{Case D: } & \tan^2 \theta \sin^2 2k\theta \left| \frac{1}{T} \sum_{z \in G} \omega^{zy} \right|^2
\end{align*}

\text{3.5 Applying the QFT to the Oracle.}

In this section we just apply the QFT to the binary Oracle \(h\), which is 1 on \(C\) and 0 elsewhere.

We begin with the following state

\[ |\xi > = \frac{1}{\sqrt{N}} \sum_{z=0}^{N-1} |z > \otimes \frac{1}{\sqrt{2}} (|0 > - |1 >) \]
and apply the unitary transform for \( h, U_h \), to this state which performs the following action:

\[
U_h \vert z > \vert c >= \vert z > \vert c \oplus h(z) >
\]

to get the state \( \vert \psi > \)

\[
\vert \psi > = U_h \frac{1}{\sqrt{N}} \sum_{z=0}^{N-1} \vert z > \frac{1}{\sqrt{2}} (\vert 0 > - \vert 1 >)
\]

\[
= \frac{1}{\sqrt{N}} \left[ (-1) \sum_{z \in C} \vert z > + \sum_{z \notin C} \vert z > \right] \frac{1}{\sqrt{2}} (\vert 0 > - \vert 1 >)
\]

\[
= \frac{1}{\sqrt{N}} \left[ (-2) \sum_{z \in C} \vert z > + \sum_{z=0}^{N-1} \vert z > \right] \frac{1}{\sqrt{2}} (\vert 0 > - \vert 1 >)
\]

\[
= \frac{1}{\sqrt{N}} \left[ (-2) \sum_{z \in A} \vert z > - 2 \sum_{z \in G} \vert z > + \sum_{z=0}^{N-1} \vert z > \right] \frac{1}{\sqrt{2}} (\vert 0 > - \vert 1 >)
\]

Next we apply the QFT to try to find the period \( P \), dropping \( \frac{1}{\sqrt{2}} (\vert 0 > - \vert 1 >) \).

The QFT applies the following action:

\[
\vert z > \rightarrow \frac{1}{\sqrt{N}} \sum_{y=0}^{N-1} \omega^{zy} \vert y >
\]

to get

\[
\vert \phi > = \sum_{y=0}^{N-1} \left[ \frac{-2}{N} \sum_{z \in C} \omega^{zy} + \frac{1}{N} \sum_{z=0}^{N-1} \omega^{zy} \right] \vert y >
\]

\[
= \sum_{y=0}^{N-1} \left[ \frac{-2}{N} \sum_{z \in A} \omega^{zy} - \frac{2}{N} \sum_{z \in G} \omega^{zy} + \frac{1}{N} \sum_{z=0}^{N-1} \omega^{zy} \right] \vert y >
\]

\[
= \sum_{y=0}^{N-1} \left[ \frac{-2}{N} \omega^{sy} \sum_{r=0}^{M-1} \omega^{rPy} - \frac{2}{N} \sum_{z \in G} \omega^{zy} + \frac{1}{N} \sum_{z=0}^{N-1} \omega^{zy} \right] \vert y >
\]
3.5.1 QFT Analysis: $y = 0$

We have

\[
Amp(y) = \frac{(-2)}{N} \sum_{z \in \mathbb{C}} \omega^{zy} + \frac{1}{N} \sum_{z=0}^{N-1} \omega^{zy}
\]

\[
= -\frac{2T}{N} + \frac{N}{N}
\]

\[
= 1 - \frac{2T}{N}
\]

Therefore, in the QFT case, we have $\Pr(y = 0)$ is very close to 1 and is given by

\[
\Pr(y = 0) = \left(1 - \frac{2T}{N}\right)^2
\]

whereas in the Amplified-QFT case we have $\Pr(y = 0)$ is given by

\[
\Pr(y = 0) = \cos^2 2k\theta
\]

3.5.2 QFT Analysis: $Py = 0 \mod N, y \neq 0$

Using previous lemmas we have

\[
Amp(y) = \frac{-2}{N} \omega^{sy} \sum_{r=0}^{M-1} \omega^{rPy} - \frac{2}{N} \sum_{z \in \mathbb{G}} \omega^{zy} + \frac{1}{N} \sum_{z=0}^{N-1} \omega^{zy}
\]

\[
= \frac{-2}{N} \omega^{sy} \sum_{r=0}^{M-1} \omega^{rPy} - \frac{2}{N} \sum_{z \in \mathbb{G}} \omega^{zy}
\]

\[
= \frac{-2}{N} \left[ \omega^{sy}M + \sum_{z \in \mathbb{G}} \omega^{zy} \right]
\]

Therefore in the QFT case we have $\Pr(y)$ is given by

\[
\Pr(y) = \frac{4}{N^2} \left| \omega^{sy}M + \sum_{z \in \mathbb{G}} \omega^{zy} \right|^2
\]
whereas in the Amplified-QFT case we have $Pr(y)$ is given by

$$Pr(y) = \tan^2 \theta \sin^2 2k\theta \left| \frac{M\omega^{sy}}{T} + \frac{1}{T} \sum_{z \in G} \omega^{zy} \right|^2$$

We can determine how the increase in amplitude varies with the number of iterations $k$ of the Grover step in the Amplified-QFT by examining the ratio of the amplitudes of the Amplified-QFT case and QFT case. This ratio is given exactly by

$$AmpRatio(y) = \frac{\tan \theta \sin 2k\theta \left[ \frac{M\omega^{sy}}{T} + \frac{1}{T} \sum_{z \in G} \omega^{zy} \right]}{N \left[ \omega^{sy} M + \sum_{z \in G} \omega^{zy} \right]}$$

$$= \frac{N}{-2T} \tan \theta \sin 2k\theta$$

We also have the following inequality for the $Pr Ratio(y)$, the increase in the probability due to amplification:

$$\frac{N}{4T} \left( \frac{N}{N - T} \right) \geq Pr Ratio(y) \geq \frac{N}{4T} \left( \frac{N}{N - T} \right) (1 - \frac{2T}{N})^2$$

$$\Rightarrow Pr Ratio(y) \approx \frac{N}{4T}$$

### 3.5.3 QFT Analysis: $Py \neq 0 \mod N$

We have

$$Amp(y) = \frac{-2}{N} \omega^{sy} \sum_{r=0}^{M-1} \omega^{rPy} - \frac{2}{N} \sum_{z \in G} \omega^{zy} + \frac{1}{N} \sum_{z=0}^{N-1} \omega^{zy}$$

$$= \frac{-2}{N} \omega^{sy} \sum_{r=0}^{M-1} \omega^{rPy} - \frac{2}{N} \sum_{z \in G} \omega^{zy}$$

$$= \frac{-2}{N} \omega^{sy} \left[ \frac{1 - \omega^{MPy}}{1 - \omega^{Py}} \right] - \frac{2}{N} \sum_{z \in G} \omega^{zy}$$
In the QFT case, we have \( \Pr(y) \) is given by

\[
\Pr(y) = \frac{4}{N^2} \left| w^{sy} \left[ \frac{1 - \omega_{MPy}}{1 - \omega_{Py}} \right] + \sum_{z \in G} \omega^{zy} \right|^2
\]

\[
\leq \frac{4}{N^2} \left| w^{sy} \left[ \frac{\sin(\pi MPy/N)}{\sin(\pi Py/N)} \right] + \sum_{z \in G} \omega^{zy} \right|^2
\]

\[
\leq \frac{4}{N^2} [M + L]^2
\]

\[
\leq \frac{4T^2}{N^2}
\]

whereas in the Amplified-QFT case we have \( \Pr(y) \) is given by

\[
\Pr(y) = \tan^2 \theta \sin^2 2k\theta \left| \frac{1}{T} w^{sy} \left[ \frac{1 - \omega_{MPy}}{1 - \omega_{Py}} \right] + \frac{1}{T} \sum_{z \in G} \omega^{zy} \right|^2
\]

The ratio of the amplitudes of the Amplified-QFT case and QFT case is given exactly by

\[
AmpRatio(y) = \frac{\tan \theta \sin 2k\theta \left[ \frac{1}{T} w^{sy} \left[ \frac{1 - \omega_{MPy}}{1 - \omega_{Py}} \right] + \frac{1}{T} \sum_{z \in G} \omega^{zy} \right]}{-2N w^{sy} \left[ \frac{1 - \omega_{MPy}}{1 - \omega_{Py}} \right] - \frac{2}{N} \sum_{z \in G} \omega^{zy}}
\]

\[
= \frac{N}{-2T} \tan \theta \sin 2k\theta
\]

We note that this ratio is the same as in that given in the previous section and is independent of \( y \). The variables in this ratio do not depend in anyway on the QFT. We also have the following inequality for the \( \Pr Ratio(y) \), the increase in the probability due to amplification:

\[
\frac{N}{4T} \left( \frac{N}{N - T} \right) \geq \Pr Ratio(y) \geq \frac{N}{4T} \left( \frac{N}{N - T} \right) (1 - \frac{2T}{N})^2
\]

\[\Rightarrow \Pr Ratio(y) \approx \frac{N}{4T}\]
We notice that if in addition \( MPy = 0 \mod N \) then

\[
\Pr(y) = \frac{4}{N^2} \left| \sum_{z \in G} \omega^{zy} \right|^2 \\
\leq \frac{4L^2}{N^2}
\]

### 3.5.4 QFT Summary

The probability \( \Pr(y) \) is given exactly by

\[
\begin{cases}
\text{Case A:} & \left( 1 - \frac{2T}{N} \right)^2 \\
\text{Case B:} & \frac{4}{N^2} \left| \omega^{sy} M + \sum_{z \in G} \omega^{zy} \right|^2 \\
\text{Case C:} & \frac{4}{N^2} \left| \omega^{sy} \left[ \frac{1-\omega^{MPy}}{1-\omega^{sy}} \right] + \sum_{z \in G} \omega^{zy} \right|^2 \\
\text{Case D:} & \frac{4}{N^2} \left| \sum_{z \in G} \omega^{zy} \right|^2
\end{cases}
\]

### 3.6 Applying the QHS to the Oracle

In this section we provide the calculations for the probabilities of success for the QHS algorithm. The QHS algorithm is a two register algorithm as follows (see ref[13] for details). We begin with \(|0> |0>\) where the first register is \( n \) qubits and the second register is 1 qubit and apply the Hadamard transform to the first register to get a uniform superposition state, followed by the unitary transformation for the
Oracle h to get:

\[ |\psi> = \frac{1}{\sqrt{N}} \sum_{x=0}^{N-1} |x> |h(x)> \]

Next we apply the QFT to the first register to get

\[ |\psi> = \frac{1}{\sqrt{N}} \sum_{x=0}^{N-1} \frac{1}{\sqrt{N}} \sum_{y=0}^{N-1} \omega^{xy} |y> |h(x)> \]

\[ = \sum_{y=0}^{N-1} \frac{1}{N} \sum_{x=0}^{N-1} \omega^{xy} |y> |h(x)> \]

\[ = \sum_{y=0}^{N-1} |\Gamma(y)> \sum_{x=0}^{N-1} \omega^{xy} |h(x)> \]

\[ = \sum_{y=0}^{N-1} \frac{||\Gamma(y)>||}{N} |y> \frac{||\Gamma(y)>||}{||\Gamma(y)>||} \]

where

\[ |\Gamma(y)> = \sum_{x=0}^{N-1} \omega^{xy} |h(x)> \]

\[ = \sum_{x \in C} \omega^{xy} |1> + \sum_{x \notin C} \omega^{xy} |0> \]

and where

\[ ||\Gamma(y)>||^2 = \left| \sum_{x \in C} \omega^{xy} \right|^2 + \left| \sum_{x \notin C} \omega^{xy} \right|^2 \]

Next we make a measurement to get y and find that the probability of this measurement is

\[ \Pr(y) = \frac{||\Gamma(y)>||^2}{N^2} \]

\[ = \frac{1}{N^2} \left| \sum_{x \in C} \omega^{xy} \right|^2 + \frac{1}{N^2} \left| \sum_{x \notin C} \omega^{xy} \right|^2 \]
The state that we end up in is of the form

\[ |\phi> = |y>y > \frac{||\Gamma(y)||}{|||}\]

So now we are interested in the probability of measuring \( y \) in the usual cases in order to recover the period \( P \).

### 3.6.1 QHS Analysis: \( y = 0 \)

We have

\[
\Pr(y) = \frac{1}{N^2} \left| \sum_{x \in C} \omega^{xy} \right|^2 + \frac{1}{N^2} \left| \sum_{x \notin C} \omega^{xy} \right|^2 \\
= \frac{T^2}{N^2} + \frac{(N-T)^2}{N^2} = \frac{T^2 + N^2 - 2NT + T^2}{N^2} \\
= 1 - \frac{2T(N-T)}{N^2}
\]

whereas in the Amplified-QFT case we have \( \Pr(y=0) \) is given by

\[ \Pr(y=0) = \cos^2 2k\theta \]

### 3.6.2 QHS Analysis: \( Py = 0 \mod N, y \neq 0 \)

We have

\[
\Pr(y) = \frac{1}{N^2} \left| \sum_{x \in C} \omega^{xy} \right|^2 + \frac{1}{N^2} \left| \sum_{x \notin C} \omega^{xy} \right|^2 \\
= \frac{1}{N^2} \left| \omega^{sy} \sum_{r=0}^{M-1} \omega^{rPy} + \sum_{x \in G} \omega^{xy} \right|^2 + \frac{1}{N^2} \left| \sum_{x \notin C} \omega^{xy} \right|^2 \\
= \frac{1}{N^2} \left| \omega^{sy} M + \sum_{x \in G} \omega^{xy} \right|^2 + \frac{1}{N^2} \left| -\omega^{sy} M - \sum_{x \in G} \omega^{xy} + \frac{1}{N} \sum_{x=0}^{N-1} \omega^{xy} \right|^2
\]
\[
\frac{2}{N^2} \left| \omega^{sy} M + \sum_{x \in G} \omega^{xy} \right|^2 \leq \frac{2T^2}{N^2}
\]

In the Amplified-QFT case we have \( \text{Pr}(y) \) is given by

\[
\text{Pr}(y) = \tan^2 \theta \sin^2 2k\theta \left| \frac{M}{T} \omega^{sy} + \frac{1}{T} \sum_{z \in G} \omega^{zy} \right|^2
\]

By comparing the results of the QHS and the Amplified-QFT algorithms we have the following inequality for the \( \text{Pr Ratio}(y) = \frac{\text{Pr}(y)_{\text{Amplified-QFT}}}{\text{Pr}(y)_{\text{QHS}}} \), the increase in the probability due to amplification

\[
\text{Pr Ratio}(y) = \frac{\tan^2 \theta \sin^2 2k\theta \left| \frac{M}{T} \omega^{sy} + \frac{1}{T} \sum_{z \in G} \omega^{zy} \right|^2}{\frac{2}{N^2} \left| \omega^{sy} M + \sum_{x \in G} \omega^{xy} \right|^2} = \frac{N^2}{2T^2} \tan^2 \theta \sin^2 2k\theta
\]

which gives

\[
\frac{N}{2T} \left( \frac{N}{N - T} \right) \geq \text{Pr Ratio}(y) \geq \frac{N}{2T} \left( \frac{N}{N - T} \right)(1 - \frac{2T}{N})^2
\]

\[
\implies \text{Pr Ratio}(y) \approx \frac{N}{2T}
\]

3.6.3 QHS Analysis: \( Py \neq 0 \mod N \)

We have

\[
\text{Pr}(y) = \frac{1}{N^2} \left| \omega^{sy} M + \sum_{x \in G} \omega^{xy} \right|^2 + \frac{1}{N^2} \left| -\omega^{sy} M - \sum_{x \in G} \omega^{xy} + \frac{1}{N} \sum_{x=0}^{N-1} \omega^{xy} \right|^2
\]
\[
\begin{align*}
&= \frac{2}{N^2} \left| \omega^{sy} \sum_{r=0}^{M-1} \omega^{rP_y} + \sum_{x \in G} \omega^{xy} \right|^2 \\
&= \frac{2}{N^2} \left| \omega^{sy} \left[ \frac{1 - \omega^{MP_y}}{1 - \omega^{P_y}} \right] + \sum_{x \in G} \omega^{xy} \right|^2 \\
&\leq \frac{2}{N^2} \left| \omega^{sy} \left[ \frac{\sin(\pi MP_y/N)}{\sin(\pi P_y/N)} \right] + \sum_{x \in G} \omega^{xy} \right|^2 \\
&\leq \frac{2}{N^2} [M + L]^2 \\
&\leq \frac{2T^2}{N^2}
\end{align*}
\]

In the Amplified-QFT case we have \( \Pr(y) \) is given by

\[
\Pr(y) = \tan^2 \theta \sin^2 2k\theta \left| \frac{1}{T} \omega^{sy} \left[ \frac{1 - \omega^{MP_y}}{1 - \omega^{P_y}} \right] + \frac{1}{T} \sum_{z \in G} \omega^{zy} \right|^2
\]

By comparing the results of the QHS and the Amplified-QFT algorithms we have the following inequality for the \( \Pr \text{Ratio}(y) = \Pr(y)_{\text{Amplified-QFT}} / \Pr(y)_{\text{QHS}} \), the increase in the probability due to amplification

\[
\Pr \text{Ratio}(y) = \frac{\tan^2 \theta \sin^2 2k\theta \left| \frac{1}{T} \omega^{sy} \left[ \frac{1 - \omega^{MP_y}}{1 - \omega^{P_y}} \right] + \frac{1}{T} \sum_{z \in G} \omega^{zy} \right|^2}{2N^2 \left| \omega^{sy} \left[ \frac{1 - \omega^{MP_y}}{1 - \omega^{P_y}} \right] + \sum_{x \in G} \omega^{xy} \right|^2}
\]

which gives

\[
\frac{N}{2T} \left( \frac{N}{N-T} \right) \geq \Pr \text{Ratio}(y) \geq \frac{N}{2T} \left( \frac{N}{N-T} \right)(1 - \frac{2T}{N})^2
\]

\[
\implies \Pr \text{Ratio}(y) \approx \frac{N}{2T}
\]
We notice that if in addition \( MPy = 0 \mod N \) then

\[
\Pr(y) = \frac{2}{N^2} \left| \sum_{z \in G} \omega^{zy} \right|^2 \\
\leq \frac{2L^2}{N^2}
\]

### 3.6.4 QHS Summary

The \( \Pr(y) \) in the QHS case is:

\[
\begin{align*}
\text{Case A: } 1 - \frac{2T(N-T)}{N^2} \\
\text{Case B: } \frac{2}{N^2} \left| \omega^{sy} M + \sum_{z \in G} \omega^{zy} \right|^2 \\
\text{Case C: } \frac{2}{N^2} \left| \mu^{sy} \left[ \frac{1 - \omega^{MPy}}{1 - \omega^{py}} \right] + \sum_{z \in G} \omega^{zy} \right|^2 \\
\text{Case D: } \frac{2}{N^2} \left| \sum_{z \in G} \omega^{zy} \right|^2
\end{align*}
\]
Chapter 4: An Uncertainty Principle for the Amplified-QFT

In this chapter we show there is an uncertainty principle for the Amplified-QFT algorithm. This result provides a relationship between the support of the state vector after Grover’s algorithm has been run and the support of the state vector after the QFT has been run. This result uses the results of Donoho and Stark found in ref[15], ref[16] and ref[17]. First we state and prove the Donoho and Stark lemma 1 from their paper which we will use to good effect for the Amplified-QFT case.

**Lemma 22.** If \{x_j\} \(j = 0, 1, ..., N - 1\) has \(T\) nonzero elements, then \{y_k\} \(k = 0, 1, ..., N - 1\) cannot have \(T\) consecutive zeros, where \{y_k\} is the discrete Fourier transform of \{x_j\}.

**Proof.** Define
\[
y_k = \frac{1}{\sqrt{N}} \sum_{j=0}^{N-1} x_j w^{jk}
\]
where \(w = \exp(-2\pi i/N)\). Suppose there are \(T\) consecutive positions \(\{y_{t+r}\}\) \(r = 0, 1, ..., T - 1\) which are all zero. Then we have a system of \(T\) equations each of which are zero as follows:
\[
y_{t+r} = \frac{1}{\sqrt{N}} \sum_{j=0}^{N-1} x_j w^{j(t+r)} = 0, r = 0, ..., T - 1
\]
However there are only \(T\) values of \(x_j\) which are nonzero. Let us call these positions
Then we can rewrite our system of equations as follows:

\[ y_{t+r} = \frac{1}{\sqrt{N}} \sum_{j=0}^{T-1} x_{s_j} w^{s_j(t+r)} = 0 \]

Then we have a system of \( T \) equations in \( T \) unknowns equal to zero.

\[ Zx = 0 \]

However the vector \( x \) contains elements \( x_{s_j} \) which are all nonzero. Therefore the matrix \( Z \) must be singular. However we will show that \( Z \) is non-singular, thereby showing that we cannot have such a system of equations and cannot have \( T \) consecutive \( y_k = 0 \). Let us take a closer look at \( Z \).

\[
Z = \begin{bmatrix}
    w^{s_0t} & w^{s_1t} & \ldots & w^{s_{T-1}t} \\
    w^{s_0(t+1)} & w^{s_1(t+1)} & \ldots & w^{s_{T-1}(t+1)} \\
    \vdots & \vdots & \ddots & \vdots \\
    w^{s_0(t+T-1)} & w^{s_1(t+T-1)} & \ldots & w^{s_{T-1}(t+T-1)}
\end{bmatrix}
\]

We can consider an equivalent set of equations

\[ ZPP^{-1}x = 0 \]

where \( P^{-1}x \) has all nonzero elements

\[
P = \begin{bmatrix}
    w^{-s_0t} & 0 & \ldots & 0 \\
    0 & w^{-s_1t} & \ldots & 0 \\
    \vdots & \vdots & \ddots & \vdots \\
    0 & 0 & \ldots & w^{-s_{T-1}t}
\end{bmatrix}
\]
where $ZP$ is given by

$$Z' = \begin{bmatrix}
1 & 1 & \ldots & 1 \\
\alpha_0 & \alpha_1 & \ldots & \alpha_{T-1} \\
\ldots & \ldots & \ldots & \ldots \\
\alpha_0^{T-1} & \alpha_1^{T-1} & \ldots & \alpha_{T-1}^{T-1}
\end{bmatrix}$$

which can be rewritten as a Vandermonde matrix

$$V = \begin{bmatrix}
1 & 1 & \ldots & 1 \\
\alpha_0 & \alpha_1 & \ldots & \alpha_{T-1} \\
\ldots & \ldots & \ldots & \ldots \\
\alpha_0^{T-1} & \alpha_1^{T-1} & \ldots & \alpha_{T-1}^{T-1}
\end{bmatrix}$$

which is known to be nonsingular.

Note that in the proof we can consider the positions to be taken mod $N$ so that the $\{x_j\}$ and $\{y_k\}$ can be viewed as being on a circle. This takes into account that we cannot have $T$ consecutive zeros wrapping around the endpoints.

If we cannot have $T$ consecutive zeros in $\{y_k\}$ then the number of nonzero elements in $\{y_k\}$ must be at least $N/T$. For example, we could have $T - 1$ zeros followed by a single nonzero element in every $T$ long block of $\{y_k\}$. Since there are $N/T$ such blocks we have the following result:

**Theorem 23.** (Donoho and Stark) Let $\{x_j\}, j = 0, 1, \ldots, N - 1$ have $N_x$ nonzero elements. Let $\{y_k\}, k = 0, 1, \ldots, N - 1$ be the Fourier transform of $\{x_j\}$ with $N_y$ nonzero elements. Then

$$N_x N_y \geq N$$
Next we apply this to the quantum case. Consider the following state where \( \{p_x\} \) is a probability distribution

\[
|\psi_x\rangle = \sum_{x=0}^{N-1} \sqrt{p_x} |x\rangle
\]

and apply the QFT which maps

\[
|x\rangle \rightarrow \frac{1}{\sqrt{N}} \sum_{y=0}^{N-1} |w^{xy}|y\rangle
\]

to get the state

\[
|\psi_y\rangle = \frac{1}{\sqrt{N}} \sum_{y=0}^{N-1} \sum_{x=0}^{N-1} \sqrt{p_x w^{xy}} |y\rangle
\]

Suppose we have \( T \) of the \( \sqrt{p_x} \) amplitudes of \( |\psi_x\rangle \) nonzero at positions \( s_j, j = 0, 1, \ldots, T - 1 \) and suppose we have \( T \) consecutive amplitudes of \( |\psi_y\rangle \) equal to zero, we have a system of \( T \) equations as in the lemma

\[
y_{t+r} = \frac{1}{\sqrt{N}} \sum_{j=0}^{T-1} \sqrt{p_{s_j}} w^{s_j(t+r)} = 0, r = 0, 1, \ldots, T - 1
\]

We see we can apply the lemma so that there are not \( T \) consecutive amplitudes of \( |y\rangle \) in the state \( |\psi_y\rangle \) that are all zero. Therefore if \( N_x \) is the number of nonzero amplitudes of \( |\psi_x\rangle \) and \( N_y \) is the number of nonzero amplitudes of \( |\psi_y\rangle \) then we have

\[
N_x N_y \geq N
\]

Next we apply this result to the Amplified-QFT algorithm. We recall that we have a set of labels \( L = \{0, 1, \ldots, N - 1\} \) and an oracle \( f : L \rightarrow \{0, 1\} \) which is
1 on a periodic subset of labels $A$ of size $M$ and 0 elsewhere. We apply Grover’s algorithm without measurement to arrive at the following state (See Chapter 2) where $k = \left\lfloor \frac{\pi}{4 \sin^{-1}(\sqrt{M/N})} \right\rfloor$ is the number of steps of the Grover iteration:

$$|\psi_x⟩ = a_k \sum_{x \in A} |x⟩ + b_k \sum_{x \notin A} |x⟩$$

where

$$a_k = \frac{1}{\sqrt{M}} \sin(2k + 1)\theta, b_k = \frac{1}{\sqrt{N - M}} \cos(2k + 1)\theta$$

are the appropriate amplitudes of the states and where

$$\sin \theta = \sqrt{M/N}, \cos \theta = \sqrt{1 - M/N}$$

We note that the number of non-zero amplitudes is $N$ because Grover’s algorithm puts nearly all of the probability on the set $A$ but leaves some residual probability on $\overline{A}$. In fact

$$p(A) \geq 1 - \frac{M}{N} \text{ and } p(\overline{A}) \leq \frac{M}{N}$$

However we can still produce an uncertainty relation. Next we apply the QFT to $|\psi_x⟩$ to obtain the state $|\psi_y⟩$

$$|\psi_y⟩ = \sum_{y=0}^{N-1} \left[ \frac{a_k}{\sqrt{N}} \sum_{x \in A} \omega^{xy} + \frac{b_k}{\sqrt{N}} \sum_{x \notin A} \omega^{xy} \right] |y⟩$$

$$= \sum_{y=0}^{N-1} \left[ \frac{a_k - b_k}{\sqrt{N}} \sum_{x \in A} \omega^{xy} + \frac{b_k}{\sqrt{N}} \sum_{x=0}^{N-1} \omega^{xy} \right] |y⟩$$
Now, for $y \neq 0$ we have

$$\sum_{x=0}^{N-1} \omega^{xy} = 0$$

and the amplitude for $y \neq 0$ is given by an $M$ term sum

$$\frac{a_k - b_k}{\sqrt{N}} \sum_{x \in A} \omega^{xy}$$

where $a_k - b_k \neq 0$.

Consider the following system of $M$ equations

$$y_{t+r} = \frac{1}{\sqrt{N}} \sum_{j=0}^{M-1} \sqrt{p_{x_j}} w_{x_j} (t+r) = 0, \ r = 0, 1, \ldots, M - 1$$

where $A = \{x_0, x_1, \ldots, x_{M-1}\}$ and $\sqrt{p_{x_j}} = a_k - b_k$.

We see we can apply the lemma so that there are not $M$ consecutive amplitudes of $|y>$ in the state $|\psi_y>$ that are all zero. Therefore the number of nonzero amplitudes of $|\psi_y>$ must be at least $N/M$. Therefore if $|A| = M$ and $N_y$ is the number of nonzero amplitudes of $|\psi_y>$ then we have

$$MN_y \geq N$$

where $M$ is the number of the largest nonzero amplitudes of $|\psi_x>$. If Grover’s algorithm worked perfectly $M$ would be exactly the number of nonzero amplitudes of $|\psi_x>$. However since it works imperfectly, $M$ is the number of elements whose probabilities are $> 1/N$
Chapter 5: The Amplified-Haar Wavelet Transform

5.1 Introduction

In the Deutsch-Jozsa problem we are given a function which is either constant (all zeros or all ones) or balanced (is zeros half the time and ones half the time). This problem is easily solved using the Hadamard transform followed by a measurement. In this chapter we generalize this problem to consider the Local Constant or Balanced Signal Decision Problem and we generalize the idea of the amplified quantum Fourier transform in ref[14] to consider another amplified quantum transform - the amplified 1-d Haar wavelet transform (ref 44).

Let \( L = \{0, 1, ..., N - 1\} \) be a set of \( N = 2^n \) labels and let \( 2^M << N \). Let \( A = \bigcup_{i \in E} A_i \) be a subset of \( L \) of size \( 2M \), where \( E \) is any set of \( M \) even labels from \( L \), and \( A_i = \{i, i+1\}, i \in E \) are sets of consecutive labels and \( A_i \cap A_j = \emptyset \). Let

\[
f : L \rightarrow \{0, 1\}
\]

be an oracle which is 1 on \( A \) and 0 elsewhere. Let

\[
S : L \rightarrow \{0, 1\}
\]
be a signal. We wish to solve the following problem:

the **Local Constant or Balanced Signal Decision Problem.** *We wish to determine which of the following two possibilities are the case:*

*a) On each \( A_i \) we can have \( S(i) = 0 \) and \( S(i + 1) = 1 \) or \( S(i) = 1 \) and \( S(i + 1) = 0 \) - this corresponds to the signal \( S \) being balanced on each \( A_i \) or

*or

*b) On each \( A_i \) , \( S(i) = 0 \) and \( S(i + 1) = 0 \) or \( S(i) = 1 \) and \( S(i + 1) = 1 \) - this corresponds to the signal \( S \) being constant on each \( A_i \).*

*The value of the signal \( S \) on \( L \setminus A \) can be any value in \( \{0, 1\} \).*

To solve the Local Constant or Balanced Signal Decision Problem, we first run Grover’s algorithm to amplify the amplitudes on the set \( A \) by using the Oracle \( f \). We then put the signal \( S \) into the amplitudes as \(+/-1\) values and then run the Haar Wavelet Transform on the resulting state. In the case a) above, we will find that most of the probability lies in the following interval of labels \([N/2, N - 1]\). In case b) above, we will find that most of the probability lies in the following interval \([0, N/2 - 1]\). Therefore if we make a measurement with respect to the standard basis we can verify which interval the measurement lies and discover whether a) is the case or b) is the case. This algorithm works because of the special construction of the Haar matrix, which computes sums and differences between successive values on the even cut and puts the result in the upper half interval.

The Haar wavelet transform \( W \) of dimension \( 2^n \) by \( 2^n \) has the following form:

\[ W = W_nW_{n-1}...W_1 \] where each \( W_k \) is defined as
$W_k = \begin{bmatrix} H_k & 0 \\ 0 & I_k \end{bmatrix}$ where $H_k$ is of dimension $2^{n-k+1}$ by $2^{n-k+1}$ and $I_k$ is the identity matrix of dimension $2^n - 2^{n-k+1}$ by $2^n - 2^{n-k+1}$ and $O$ is the all zero matrix of the appropriate dimension,

where

$$H_k = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 & 0 & 0 & \ldots & 0 \\ 0 & 0 & 1 & 1 & \ldots & 0 \\ \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & 0 & 0 & 1 & 1 \\ 1 & -1 & 0 & 0 & \ldots & 0 \\ 0 & 0 & 1 & -1 & \ldots & 0 \\ \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & 0 & 0 & 1 & -1 \end{bmatrix}$$

For example, consider $W$ of dimension $2^2$ by $2^2$ then we have

$$W = \begin{bmatrix} \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & 0 & 0 \\ \frac{1}{\sqrt{2}} & \frac{-1}{\sqrt{2}} & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} 1 & 1 & 0 & 0 \\ 0 & 0 & 1 & 1 \\ 1 & -1 & 0 & 0 \\ 0 & 0 & 1 & -1 \end{bmatrix}$$

Consider the example of $Wx$ where $x = \frac{1}{2}[1, 1, 1]^T$.

We have

$$Wx = \begin{bmatrix} \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & 0 & 0 \\ \frac{1}{\sqrt{2}} & \frac{-1}{\sqrt{2}} & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} 1 & 1 & 0 & 0 \\ 0 & 0 & 1 & 1 \\ 1 & -1 & 0 & 0 \\ 0 & 0 & 1 & -1 \end{bmatrix} \begin{bmatrix} 1 \\ 1 \\ 1 \\ 1 \end{bmatrix}$$
where the result is in the upper half as expected.

Next consider the example of $Wx$ where $x = \frac{1}{\sqrt{2}}[1, -1, 1, -1]^T$

We have

\[
Wx = \begin{bmatrix}
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & 0 & 0 \\
\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix} \begin{bmatrix}
1 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 \\
1 & -1 & 0 & 0 \\
0 & 0 & 1 & -1
\end{bmatrix} = \begin{bmatrix}
1 \\
1 \\
1 \\
1
\end{bmatrix}
\]

where the results are in the lower half as expected.

\[\frac{1}{\sqrt{2}}\begin{bmatrix}
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & 0 & 0 \\
\frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix} \begin{bmatrix}
2 \\
2 \\
2 \\
2
\end{bmatrix} \frac{1}{\sqrt{2}} = \begin{bmatrix}
0 \\
0 \\
1 \\
1
\end{bmatrix}
\]

5.2 The Local Constant or Balanced Signal Decision Problem—Analysis

The Amplified-Haar algorithm which solves the Local Constant or Balanced Signal Decision Problem is defined by the following four step procedure.

\textit{Step 1:} Apply all of Grover’s algorithm in its entirety except for the last measurement step to the starting state $|0 >$. The resulting state is given by $|\psi_k >$
where $k = \left\lfloor \frac{\pi}{4 \sin^{-1}(\sqrt{2M/N})} \right\rfloor$:

$$|\psi_k\rangle = a_k \sum_{z \in A} |z\rangle + b_k \sum_{z \notin A} |z\rangle$$

where

$$a_k = \frac{1}{\sqrt{2M}} \sin(2k + 1)\theta, \quad b_k = \frac{1}{\sqrt{N - 2M}} \cos(2k + 1)\theta$$

are the appropriate amplitudes of the states and where

$$\sin \theta = \sqrt{2M/N}, \quad \cos \theta = \sqrt{1 - 2M/N}$$

Step 2: We apply the signal $S$ to an auxiliary qubit $\frac{1}{\sqrt{2}}(|0\rangle - |1\rangle)$ added onto $|\psi_k\rangle$ to put the signal into the amplitudes of the state $|\psi_k\rangle$ to get the state $|\lambda_k\rangle$ where

$$|\lambda_k\rangle = a_k \sum_{z \in A} (-1)^{S(z)} |z\rangle + b_k \sum_{z \notin A} (-1)^{S(z)} |z\rangle$$

Step 3: We apply the Haar wavelet transform $W$ to the resulting state $|\lambda_k\rangle$.

Step 4: We make a measurement $z$ and note which range the measured value is in to determine the solution of the problem. If $z$ is in $[0, N/2 - 1]$ then the signal was constant on each $A_i$ otherwise the signal was balanced on each $A_i$.

Now we have,

$$k = \left\lfloor \frac{\pi}{4\theta} \right\rfloor \implies \frac{\pi}{4\theta} - 1 \leq k \leq \frac{\pi}{4\theta} \implies \frac{\pi}{2} - \theta \leq (2k + 1)\theta \leq \frac{\pi}{2} + \theta$$

$$\implies \sin \theta = \cos(\frac{\pi}{2} - \theta) \geq \cos(2k + 1)\theta \geq \cos(\frac{\pi}{2} + \theta) = -\sin \theta$$

Notice that the total probability of the $N - 2M$ labels that are not in $A$ is 113
\[(N - 2M)\left(\frac{1}{\sqrt{N - 2M}}\cos(2k + 1)\theta\right)^2 = \cos^2(2k + 1)\theta\]

\[\Rightarrow \cos^2(2k + 1)\theta \leq \sin^2\theta = \sin^2(\sin^{-1}(\sqrt{\frac{2M}{N}}))\]

\[\Rightarrow \cos^2(2k + 1)\theta \leq \frac{2M}{N}\]

whereas the total probability of the 2M labels in A is

\[2M\left(\frac{1}{\sqrt{2M}}\sin(2k + 1)\theta\right)^2 = \sin^2(2k + 1)\theta = 1 - \cos^2(2k + 1)\theta\]

\[\Rightarrow \sin^2(2k + 1)\theta \geq 1 - \frac{2M}{N}\]

We notice that in Step 3, after we have applied the first orthogonal transform \(W_1\) of \(W\) we have essentially solved our problem. If the signal is constant on \(A\) then the total probability of the labels in \([0, N/2 - 1]\) is at least \(\frac{1}{2}M(a_k + a_k)^2\) \(= 2M\left(\frac{1}{\sqrt{2M}}\sin(2k + 1)\theta\right)^2 = \sin^2(2k + 1)\theta \geq 1 - \frac{2M}{N}\). So we have moved most of the probability of the set \(A\) to the lower half range of labels. Similarly if the signal is balanced on \(A\) then this probability would be moved to the upper half range of labels \([N/2, N - 1]\). The successive remaining orthogonal transforms \(W_n...W_2\) do not move the probabilities outside of these ranges. So we see we need only apply \(W_1\) to solve this problem and make a measurement. The work factor of this algorithm is dominated by the Grover step and which is \(O(\sqrt{\frac{N}{2M}})\).

A classical solution to this problem would be to randomly choose labels \(x\) in the range \([0, N - 1]\) and to verify that \(f(x) = 1\). If \(x\) is even then we check the values of \(s(x)\) and \(s(x + 1)\) to see what kind of signal we have. If \(x\) is odd, we check \(s(x)\) and \(s(x - 1)\). This procedure has workfactor \(O(N/2M)\) showing that the
amplified-Haar wavelet transform is quadratically faster.

In order to consider a quantum algorithm that would solve the Local Constant or Balanced Signal Problem without using amplification, we need to consider the values of the signal on the set $L \setminus A$. We can consider the following problem where we want to find out which situation is the case:

a) The set $A$ is constant and the set $L \setminus A$ is balanced

or

b) The set $A$ is balanced and the set $L \setminus A$ is constant.

Suppose we perform the Haar transform on the signal $S$ corresponding to these situations and make a measurement. Regardless of which case we are in, if the measured value is in the interval $[0, N/2 - 1]$ we have measured a value due to the probability of the constant part of the signal, whereas if we measure a value in the range $[N/2, N - 1]$ we have measured a value due to the probability of the balanced part of the signal. We are performing sampling of a probability distribution and we need to determine which case we are in. If we repeat this process we can estimate the means of the Binomial probability distributions we are sampling from.

What are the means and variances of the Binomial distributions we are sampling from?

Letting $p$ be probability of the constant signal and $q$ be the probability of the balanced signal we have:

case a) $p_a = M/N$ and $q_a = 1 - M/N$ with variance $\sigma^2 = Np_a q_a = M(1 - M/N)$

and in

case b) $p_b = 1 - M/N$ and $q_b = M/N$ with variance $\sigma^2 = Np_b q_b = M(1 - M/N)$
Suppose we make a series of $n$ measurements with $c$ measurements from the constant interval and $b$ measurements from the balanced interval. Then we can get an estimator for $p$ which we will denote $\hat{p} = c/n$ which is normally distributed as $\text{Normal}(p_a, \sigma^2/n)$ in case a) and which is normally distributed as $\text{Normal}(p_b, \sigma^2/n)$ in case b).

We want a sample size $n$ such that these two distributions intersect at $p_a + 3\sigma/\sqrt{n}$ in case a) and $p_b - 3\sigma/\sqrt{n}$ in case b). This gives us a sample size $n$ that is large enough that we determine case a) if $\hat{p} < p_a + 3\sigma$ and case b) if $\hat{p} > p_b - 3\sigma$.

We have

$$M/N + 3\sqrt{M(1-M/N)/n} = (1-M/N) - 3\sqrt{M(1-M/N)/n}$$

$$\Rightarrow 6\sqrt{M(1-M/N)/n} = 1 - 2M/N$$

$$\Rightarrow n = \frac{36M(1-M/N)}{(1-2M/N)^2}$$

$$\sim 36M \text{ when } M << N$$

In order for the Amplified-Haar transform to win we need the work factor of the above method to be worse than the work factor of the Amplified-Haar transform which is $O(\sqrt{N/2M})$. This gives the following inequality:

$$\frac{36M(1-M/N)}{(1-2M/N)^2} > \sqrt{N/2M}$$

$$\Rightarrow \frac{1296M^2(1-M/N)^2}{(1-2M/N)^4} > N/2M$$

$$\Rightarrow M^3 > \frac{N(1-2M/N)^4}{2592(1-M/N)^2}$$
\[
M > \frac{N^{1/3}(1 - 2M/N)^{4/3}}{2592^{1/3}(1 - M/N)^{2/3}}
\]

So we see that in this problem situation the Amplified-Haar transform wins if

\[M > N^{1/3}\]

approximately speaking.

We should note that in the more general setting, if the set \(L \setminus A\) is a mixture of balanced and constant components then just performing the Haar transform alone will not help to solve the problem of determining the nature of the set \(A\) because the probabilities of the set of \(A\) become impacted by the makeup of \(L \setminus A\). The Amplified-Haar transform is not affected by this and is able to easily solve this more general situation.
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