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ABSTRACT

This study examines mutual interactions between stationary waves and ice sheets using a dry atmospheric primitive-equation model coupled to a three-dimensional thermomechanical ice-sheet model. The emphasis is on how non-linear interactions between thermal and topographical forcing of the stationary waves influence the ice-sheet evolution by changing the ablation. Simulations are conducted in which a small ice cap, on an idealised Northern Hemisphere continent, evolves to an equilibrium continental-scale ice sheet. In the absence of stationary waves, the equilibrium ice sheet arrives at symmetric shape with a zonal equatorward margin. In isolation, the topographically induced stationary waves have essentially no impact on the equilibrium features of the ice sheet. The reason is that the temperature anomalies are located far from the equatorward ice margin. When forcing due to thermal cooling is added to the topographical forcing, thermally induced perturbation winds amplify the topographically induced stationary-wave response, which serves to increase both the equatorward extent and the volume of the ice sheet. Roughly, a 10% increase in the ice volume is reported here. Hence, the present study suggests that the topographically induced stationary-wave response can be substantially enhanced by the high albedo of ice sheets.
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1. Introduction

At the Last Glacial Maximum (LGM; about 20 kyr ago), the Northern Hemisphere ice sheets reached their maximum extents during the last glacial-interglacial cycle. At this time, essentially the whole Canada and Northern Europe were ice covered, whereas other boreal land areas, such as Eastern Siberia and Alaska, remained ice-free (Clark and Mix, 2002; Dyke, 2004). Although the geographical extents of the LGM ice sheets are well constrained, it is still uncertain how the ice sheets arrived at the observed extents (Dyke et al., 2002; Kleman et al., 2010). Modelling efforts of the last glacial cycle reveal different results of the ice-sheet extent at LGM (Tarasov and Peltier, 1997; Charbit et al., 2007; Bonelli et al., 2009). Typically, the models predict too much ice on Alaska or they are unable to capture the increased equatorward extent over eastern North America.

To understand the temporal evolution of ice sheets through the last glacial cycle, it is crucial to have a correct representation of the orbital variations of the Earth (Milankovitch, 1930; Berger, 1978). In addition, changes of greenhouse gas concentrations (Berger et al., 1998; Shackleton, 2000), sea-surface temperatures (CLIMAP, 1984; Paul and Schaefer-Neth, 2003; Kageyama et al., 2006; Colleoni et al., 2010) and vegetation cover (Claussen et al., 2003; Colleoni et al., 2009) need to be considered. Furthermore, features associated with ice-sheet dynamics and the atmospheric state remain sources of uncertainty. The uncertainty associated with the atmospheric state was illustrated in Charbit et al. (2007), who simulated the evolution of the ice sheets through the last glacial cycle using anomalies of temperature and precipitation computed by six different atmospheric general circulation models (AGCMs). They found that the spatial distributions and shapes of the Northern Hemisphere ice sheets at LGM were sensitive to the employed atmospheric model.
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The climate conditions depend also on the spatial distributions and vertical extents of the ice sheets. A number of studies have pointed out that the high albedo and high elevation of ice sheets constitute two positive feedbacks that are important for ice-sheet growth (e.g. Weertman, 1976; Källén et al., 1979; Oerlemans, 1980; Abe-Ouchi et al., 2007). Furthermore, the ice sheets constitute topographic barriers of the low-level horizontal flow in the atmosphere. The resulting topographically forced vertical winds may reorganise precipitation patterns (Sanberg and Oerlemans, 1983; Roe and Lindzen, 2001b; Roe, 2005; van den Berg et al., 2008) as well as induce large-scale zonal temperature variations associated with atmospheric stationary waves (Lindeman and Oerlemans, 1987; Hall et al., 1996; Roe and Lindzen, 2001a 2001b; Liakka and Nilsson, 2010; Liakka et al., 2011). Using linear atmospheric models, Roe and Lindzen (2001b) and Liakka et al. (2011) demonstrated that topographically induced stationary waves have the potential to strongly modify the equatorward margin of ice sheets through changes of the ablation. Furthermore, Liakka et al. (2011) illustrated that the influence of stationary waves on the ablation is sensitive to the degree of the linearity of the atmospheric response; if the stationary waves are non-linear in character, their effects on the ice-sheet evolution are negligible.

Roe and Lindzen (2001b) and Liakka et al. (2011) studied the isolated effect of topographically forced stationary waves on the evolution of ice sheets. However, they omitted possible effects due to ice-sheet-induced diabatic cooling on the stationary-wave response. The local response to a mid-latitude cooling source at the Northern Hemisphere is associated with warm-air advection accomplished by southerly winds at low levels (Hoskins and Karoly, 1981). These winds not only alter the effective strength of the temperature–albedo feedback but also the low-level flow that interacts with the topography. Hence, the perturbation winds induced by thermal forcing can potentially alter the topographical forcing of stationary waves, and consequently also the amplitude and phase of the associated response. In this study, we examine the non-linear interactions between topography and diabatic cooling and the associated implications on ice-sheet evolution. The questions addressed here are partly motivated by the study of Ringler and Cook, (1999), who found that the topographical forcing of stationary waves is substantially amplified by the presence of thermal cooling above the topography. Similarly to Liakka et al. (2011), simulations are carried out in a framework consisting of a dry primitive equation model coupled to a three-dimensional thermomechanical ice-sheet model. The focus is on how the stationary waves affect the ablation of ice sheets. The effect of flow-induced precipitation is discussed in Roe and Lindzen (2001b), who found that this primarily induces a tendency of westward propagation of ice sheets.

The next section presents the atmospheric and ice-sheet models that are used in this study. In section 3, some background theory on the thermally induced stationary waves and how these may influence the topographical forcing of stationary waves is presented. In section 4, the non-linear interactions between thermal and topographical forcing are analysed using an idealised prescribed topography in the atmospheric model. In section 5, the coupled atmosphere-ice sheet simulations are presented and analysed, and finally section 6 contains the conclusions along with a final discussion.

2. Models and experimental design

2.1. Atmospheric GCM and parameterisations

The AGCM used in this study is the Portable University Model of the Atmosphere (PUMA; Fraedrich et al. 1998). PUMA is a dry, global and spectral model that solves the primitive equations on terrain-following $\sigma$-levels (Hoskins and Simmons, 1975; James and Gray, 1986). Here, we use 10 equally spaced $\sigma$-levels and a T42 spectral resolution, which corresponds to 64 latitudes and 128 longitudes distributed on the global Gaussian grid.

The model’s dynamical core is forced by linear parameterisations of surface drag (Rayleigh friction), hyperdiffusion and diabatic heating (Newtonian cooling). Rayleigh friction damps the motion at the lowest $\sigma$-level ($\sigma = 0.95$) towards the rest of state with an e-folding timescale set to 0.95d. We use a $\Psi^8$ type diffusion with the diffusion coefficient equal set to $1.2 \times 10^{37} m^8 s^{-1}$. Diabatic processes, such as radiative cooling and convection, are parameterised by relaxing the temperature $T$ towards a specified restoration temperature $T_R$ that is given by:

$$T_R(\lambda, \phi, \sigma) = T_{R1}(\sigma) + f(\sigma) T_{R2}(\lambda, \phi) + \tau_R(\sigma) Q_i,$$  \hspace{1cm} (1)

where $\lambda$ and $\phi$ represent the longitude and latitude, respectively. The relaxation timescale, $\tau_R$, is set to 30d at the three highest model levels; below that, it decreases gradually to 2.5 day at the lowest $\sigma$-level. The first term on the right-hand side (rhs) of eq. (1) sets up the global-mean vertical profile using a lapse rate of $\Gamma = 6.5 \text{ K km}^{-1}$. The second term on the rhs of eq. (1) represents the horizontal variations of $T_R$. $T_{R2}$ is given by:

$$T_{R2}(\lambda, \phi) = \Delta T_{NS} \frac{\sin \phi}{2} - \Delta T_{EP} \left(\sin^2 \phi \frac{1}{3} \right) - \Gamma h(\lambda, \phi).$$ \hspace{1cm} (2)
Here, $\Delta T_{\text{NS}}$ is the temperature difference between the 90°N and 90°S (positive values imply summer in the Northern Hemisphere), $\Delta T_{\text{EP}}$ the equator-to-pole temperature difference for equinox conditions, and $h$ the height of the surface topography. In all simulations in this study, $\Delta T_{\text{EP}}=55K$ is used. The function $f$ is zero above the tropopause; below, it is defined as:

$$f(\sigma) = \sin \left( \frac{\pi}{2} \left( \frac{\sigma - \sigma_u}{1 - \sigma_u} \right) \right), \quad \text{if } \sigma > \sigma_u. \quad (3)$$

Hence, the horizontal gradients of $T_R$ gradually decrease towards the tropopause (located at $\sigma_u$), above which they vanish. $\sigma_u$ is set to 0.19, which corresponds to a global-mean tropopause height of about 12km. The third term on the rhs of eq. (1) represents the diabatic cooling due to ice sheets. Here, $Q_i$ is given by:

$$Q_i = Q_i(\lambda, \phi) \sigma^{(H_i/H_O)}, \quad (4)$$

where $Q_i$ is the cooling rate at the surface, $H_O$ the vertical scale of the cooling and $H$ the atmospheric scale height (set to $H=7.5km$). Equation (4) is derived from a vertical cooling profile of the form ($-\Delta z/H_O(\Delta z=$ the height above the surface) by integrating the hydrostatic equation using isothermal conditions in the vertical. The same value of $Q_i$ is applied uniformly over the ice sheet, but set to zero elsewhere. The vertical distributions of $Q_i$ used in this study are shown in Fig. 1.

The diabatic cooling rates over the past ice sheets are not known; thus, we can only provide best-guess estimates. Based on reanalysis data, Ringler and Cook (1999) estimated that the diabatic cooling over the surface of the Greenland ice sheet is about $Q_i = -2Kd^{-1}$ in the present climate (for both summer and winter). The vertical scale of the Greenland cooling was, unfortunately, not specified in Ringler and Cook (1999), but they estimated that the height-scale of the winter cooling over the Rockies is about $H_O = 2km$. In the light of this, the $Q_i$ profile in Fig. 1 with $Q_i = -2Kd^{-1}$ and $H_O = 2km$ is used in the coupled simulations in section 5. However, to account for the large uncertainties in $Q_i$ and $H_O$, and to understand the physics behind the interactions between diabatic heating and topography over a broader parameter range, simulations with the two additional $Q_i$ profiles in Fig. 1 are conducted in sections 3 and 4.

### 2.2. Ice sheet model

We use the three-dimensional, land-based ice sheet model SICOPOLIS that treats ice as an incompressible, viscous, non-linear and heat-conducting fluid (Greve, 1997). The model equations are subjected to the shallow-ice approximation, that is, the equations are scaled by a typical aspect ratio (a typical height scaled by a typical length) and only the lowest order terms are kept (Hutter, 1983). It uses Glen’s flow law relating the strain rates to the third power of the applied stresses. Ice is simulated in the ‘cold-ice mode’ which means that temperatures above the pressure melting point are artificially reset to the pressure melting temperature. The flow parameters are taken from Greve et al. (1998).

The model is forced by the surface mass balance and the geothermal heat flux. Surface melting is parameterised by the positive degree-day (PDD) method (Braithwaite and Olesen, 1989). Rainfall is assumed to run off the ice sheet immediately, whereas 60% of the annual snowfall is assumed to contribute to the formation of superimposed ice. The degree-day factors are set to 3mmd$^{-1}$K$^{-1}$ for snow and 12mm$^{-1}$K$^{-1}$ for ice. The precipitation parameterisation takes the same form as in Roe and Lindzen (2001b) [see their eq. (6)], except for the fact that we set the atmospheric vertical velocity to zero and consequently omit the influence of topographically induced precipitation. The reason for doing this is that we want to isolate the effect of the stationary wave-induced temperature on the surface mass balance of the ice sheet. This implies that the precipitation rate depends only on the saturation water vapour pressure, which is a function of the surface temperature through the Clausius–Clapeyron relation. The amount of total precipitation that comes down as snow depends on the monthly mean surface temperature $T_s$: If $T_s < -10^\circC$, all precipitation comes down as snow (rain), and if $-10^\circC < T_s < 7^\circC$, the fraction of
total precipitation that comes down as rain and snow is linearly interpolated. The geothermal heat flux is set to 55 mW m$^{-2}$ over the whole domain.

The ice sheet model domain represents a rectangular continent with boundaries at 40°N, 70°N, 130°W and 50°W, which is the same domain used by Roe and Lindzen (2001b). At the continental boundaries, the ice flux divergence is completely balanced by ice berg calving so that the ice thickness is zero. In the absence of ice, the continent is flat except for a 500-m Gaussian topography that the ice thickness is zero. In the absence of ice, the time-mean temperature at lowest model level from a 20-yr PUMA simulation without any surface topography, and subsequently extrapolated to the surface using the linearised about a zonal-mean state:

$$ f[u] \frac{\partial \theta_s}{\partial z} - f \nu_s \frac{\partial [u]}{\partial x} + w_s N^2 = Q_s \exp \left( -z/H_Q \right), $$

where $z$ is the vertical coordinate, $f$ is the Coriolis parameter, $N$ the Brunt–Vaisala frequency, $Q_s = (g/\theta_0) Q_r$, $g$ the acceleration of gravity, $\theta_0$ a reference potential temperature and $u$, $v$ and $w$ the zonal, meridional and vertical wind components, respectively. The index 'h' indicates that the response is forced only by diabatic heating. The square brackets denote zonal means and the asterisk deviations from the zonal mean. The index 's' and $Q_s$ are from the previous analysis of the thermodynamic balance.

The second term on the rhs of eq. (5) represents a temperature decrease with the height of the ice sheet due to the global-mean lapse rate. The third term represents the stationary-wave-induced temperature anomalies that are given by deviations from the zonal-mean temperature at 950 hPa. The zonal asymmetries are forced either by the combination of ice-sheet topography and diabatic cooling or by each forcing agent separately. Because most ice-sheet ablation occurs in summer, the temperature anomalies are calculated for mean-summer conditions, that is, $\Delta T_{\text{NS}} = 38$ K [cf. eq. (6)], but are applied for all the year.

2.4. The coupled model

The atmospheric temperature anomalies $T^*$ are interactively computed every 500 yr of the ice-sheet simulation. At each coupling event, the height of the ice-sheet surface in SICOPOLIS is bilinearly interpolated to the PUMA grid. The topographically and/or diabatically forced temperature anomalies are then simulated by PUMA and subsequently transformed back to the SICOPOLIS grid with the same bilinear interpolation technique. To decrease the spin-up time at each coupling event, PUMA starts from the last time step in the PUMA simulation at the previous coupling event. Averaging over the last 3.5 yr from a 4-yr PUMA simulation with a constant climate forcing (i.e. $\Delta T_{\text{NS}} = 38$ K) was found to be enough for obtaining a stationary solution.

3. Some theoretical considerations on the interaction between thermal and topographic forcing

In this section, we present some theory on the thermally induced stationary waves and how these interact with the topographical forcing. The analysis provided here about thermal forcing resembles the discussion in Hoskins and Karoly (1981), so the reader is referred to their paper for a more comprehensive discussion. We consider the steady-state thermodynamic equation in cartesian coordinates linearised about a zonal-mean state:

$$ \Delta T_{\text{NS}} = 40 \sin(2\pi t/12), \quad t = 1, 2, \ldots, 12. $$

The atmospheric temperature anomalies $T^*$ are interactively computed every 500 yr of the ice-sheet simulation. At each coupling event, the height of the ice-sheet surface in SICOPOLIS is bilinearly interpolated to the PUMA grid. The topographically and/or diabatically forced temperature anomalies are then simulated by PUMA and subsequently transformed back to the SICOPOLIS grid with the same bilinear interpolation technique. To decrease the spin-up time at each coupling event, PUMA starts from the last time step in the PUMA simulation at the previous coupling event. Averaging over the last 3.5 yr from a 4-yr PUMA simulation with a constant climate forcing (i.e. $\Delta T_{\text{NS}} = 38$ K) was found to be enough for obtaining a stationary solution.
We consider eq. (7) in two limits. In the first limit, it is assumed that the heat source is shallow, or equivalently that \( H_Q \ll H_o \), where \( H_o \equiv \langle |u| \rangle / (\partial |u| / \partial z) \) is the vertical scale of the zonal wind, and \( \langle |u| \rangle \) is the vertically averaged zonal wind over \( H_o \). Because \( H_o \) is about 1–2 km at midlatitudes, \( \langle |u| \rangle \) can be regarded as a representative value of the low-level zonal wind. Thus, in the limit of a very shallow heat source, \( \partial |u| / \partial z \to 0 \) in eq. (7), the heating is balanced only by zonal advection of potential temperature. The perturbation meridional wind is then given by:

\[

v_z^* = \frac{Q \cdot H_o}{\langle |u| \rangle} \exp(-z/H_Q).
\]

Equivalently, eq. (9) can be expressed in terms of stream function anomalies \( \psi_z^* \) as:

\[

\psi_z^* \sim \frac{Q \cdot H_o \cdot L_x}{\langle |u| \rangle} \exp(-z/H_Q),
\]

where \( L_x \) is the zonal length scale of the heat anomaly. Equation (10) yields that the stream function response is proportional to both \( Q \) and \( H_Q \), and that the height scale of the response is the same as for the heat source. The potential temperature is given by:

\[

\theta_z^* \sim \partial \psi_z^* / \partial z \sim \psi_z^* / H_Q.
\]

Thus, linear scaling for a shallow heat source suggests that the potential temperature anomalies should be proportional to \( H_Q^{-1} \) and out-of-phase with the stream function anomalies.

The second limit that we consider is when the heating is deep such that \( H_o \ll H_Q \), or equivalently when \( \exp(-z/H_Q) \to 1 \). Because the response has the same vertical scale as the heating, the first term of eq. (7) vanishes, and the heating is balanced only by meridional advection of potential temperature. Assuming that \( \partial |u| / \partial z \) is a constant, we obtain that:

\[

v_z^* = -\frac{Q \cdot H_o}{\langle |u| \rangle}.
\]

The corresponding stream function is given by:

\[

\psi_z^* \sim \frac{Q \cdot H_o \cdot L_x}{\langle |u| \rangle}.
\]

Note that in the limit of \( \exp(-z/H_Q) \to 1 \), the temperature response is expected to be small (\( \theta_z^* \sim \psi_z^* / H_Q \to 0 \)). Following Hoskins and Karoly (1981), it can be expected that the weakest perturbation winds should balance the heating. This implies that zonal (meridional) advection dominates if \( H_Q \ll H_o \) (\( H_o \ll H_Q \)).

The response of the near-surface stream function and temperature to thermal forcing in our atmospheric model is shown in Fig. 2. Because this study deals with diabatic forcing induced by ice sheets, the results are shown only for parameter combinations representative for thermal cooling (i.e. \( Q_s < 0 \)). The vertical distribution of the cooling in the model is given by eq. (4) and is applied uniformly over the region indicated by the grey shading in Fig. 2.

The local stream function response to thermal cooling is a ridge located over the eastern part of the thermal source. This situation allows southerly perturbation winds to prevail over most of the cooling area. Linear theory suggests that the downstream ridge should be shifted 90° relative to the thermal cooling: this can be inferred from eqs (9) and (12). The reason why the ridge is located closer to the cooling area in our simulations is most likely attributed to the presence of thermal damping in the atmospheric model. As suggested by eq. (11), the cooling source yields a negative temperature anomaly that is nearly completely out-of-phase with the stream function. Furthermore, in agreement with linear theory, Fig. 2c, d yields that the amplitude of the near-surface anomaly is roughly proportional to the value of \( Q_s \) (compare with panels a and b). Finally, the fact that halving \( H_Q \) gives rise to a very similar stream function response as halving \( Q_s \) (panels c and e) indicates that the thermal cooling is balanced mainly by zonal advection of potential temperature as suggested by, for example, eq. (10). However, halving \( H_Q \) has only a small effect on the temperature response (compare panel b with f). The reason is that \( \psi_z^* \), although reduced, varies over smaller vertical scales [see eq. (11)].

In the presence of topography, eq. (8) yields that the thermally induced perturbation winds have the potential to alter the topographical forcing. A rough estimate of how the strength of the topographical forcing is altered by the heat source can be obtained from linear stationary-wave theory. The linear topographically forced stationary-wave response is typically associated with a ridge (trough) upstream (downstream) of the topography, implying northerly (southerly) perturbation winds over most of the topography (see Fig. 3a for a linear streamfunction response). Hence, linear theory suggests that the presence of diabatic heating (cooling) over the topography should enhance (reduce) the meridional perturbation winds [cf. eqs (9) and (12)] and consequently increase (decrease) the strength of the topographical forcing.

The qualitative analysis of how the low-level thermally induced perturbation winds alter the strength of the topographical forcing, presented above, is in contrast to the results of Ringer and Cook (1999), who found that the topographical forcing is enhanced (reduced) by diabatic cooling (heating). The reasons why their results differ from those of the linear analysis presented here are twofold. First, if thermal damping was included in eq. (7), the associated trough (ridge) downstream the heating
cooling) would be situated closer to the wave source than a quarter of a wavelength: this can be inferred from Fig. 2. Second, if the topographically forced stationary waves have a non-linear character, the downstream trough is reduced, and the near-surface response is associated with a ridge over most of the topography (Cook and Held, 1992; Ringler and Cook, 1997) (see Fig. 3b for illustration). Hence, if the topographical response is non-linear, thermal cooling may enhance rather than reduce the topographical forcing.

As a final comment on this topic, the conditions that determine the linearity of the topographical stationary-wave response are briefly discussed. For a more comprehensive discussion, the reader is referred to Ringler and Cook (1997) or, for the implications on ice sheets, to Liakka et al. (2011). The topographical response is linear when the perturbation winds, induced by the topography, are much smaller than the zonal-mean zonal wind. This situation infers that the boundary condition at the surface, which given by eq. (8), can be approximated as:

\[ w = |u| \frac{\partial h}{\partial x}. \]  

This approximation of the topographical forcing is conventionally used in linear stationary-wave models. For example, such a model was used in Roe and Lindzen (2001b) for studying the interactions with ice sheets. However, because linear theory holds only when the perturbation winds are much smaller than \(|u|\), a sufficiently high topography will always produce strong enough perturbation winds that destroy the linear response. Thus, for an increasing height of the topography, there will be a transition from a ‘linear’ topographical response (Fig. 3a) to a ‘nonlinear’ response (Fig. 3b). A detailed analysis of the critical height of the topography, at which the transition to a non-linear response occurs, is provided in

Fig. 2. The zonally asymmetric 950 hPa stream function (panels a, c and e) and temperature (b, d and f) responses to prescribed thermal cooling sources that are given in Fig. (1). The thermal cooling is distributed uniformly over the area given by the grey shading but is zero elsewhere. The employed values of \(Q_s\) and \(H_Q\) are stated above each panel. The units for the stream function and temperature are \(10^6 m^2 s^{-1}\) and K, respectively. Negative values are dotted.
Ringler and Cook (1997). They found that the linearity of the topographically forced response depends on features that are associated with the atmospheric state and the topography. For example, their study reveals that the response is expected to be more linear when the meridional temperature gradient is large and when the topography is elongated meridionally rather than zonally.

4. Simulations with idealised topography

To examine the interactions between topographically and thermally forced stationary waves in the present atmospheric model, uncoupled simulations with an idealised topography are conducted. The topography is given by:

$$h = h_0 \sin \left( \frac{\lambda - \lambda_w}{\Delta \lambda} \right) \sin \left( \frac{\phi - \phi_s}{\Delta \phi} \right),$$

where $h_0$ is the maximum height of the topography, $\lambda$ and $\phi$ the longitude and latitude, respectively, $\lambda_w$($\phi_s$) the westernmost longitude (southernmost latitude) and $\Delta \lambda$($\Delta \phi$) the zonal (meridional) extent of the topography. Here, the parameter values of eq. (15) are chosen so that the topography crudely mimics the ice sheet in the control simulation (will be shown in the next section); hence, we use $h_0 = 2.5 \text{km}$, $\lambda_w = 130^\circ \text{W}$, $\Delta \lambda = 80^\circ$, $\phi_s = 50^\circ \text{N}$ and $\phi_s = 20^\circ$. The thermal cooling is given by eq. (4) and is applied uniformly over the topography. Unless otherwise stated, all simulations are conducted for 20 model years and the first year is discarded as model spin-up.

Figure 3 shows the topographically forced stream function perturbations at 950 hPa. For a discussion on the linear and non-linear responses in the absence of thermal forcing (panels a and b) the reader is referred to the end of section 3. The effect of thermal cooling on the non-linear topographical response is shown in Fig. 3c, d. These plots were compiled by taking the difference between the response to both topography and thermal cooling ($h_0 = 2.5 \text{km}$, $Q_s < 0$) and the response to thermal cooling on a flat surface ($h_0 = 0$, $Q_s < 0$). The vertical distribution of the thermal forcing is given by eq. (4) using $H_Q = 2 \text{km}$ (graphically illustrated in Fig. 1). Horizontally, the thermal forcing is applied uniformly over the topography. Negative values are dotted.
the spatial distribution of the downstream trough is increased. The topographical response to thermal cooling is greater when \( Q_s = -2Kd^{-1} \) than when \( Q_s = -1Kd^{-1} \), whereas the spatial patterns are similar for both cases.

The corresponding temperature anomalies at 950 hPa are shown in Fig. 4. The linear temperature response (panel a) to topographic forcing is associated with a cold anomaly over most of the topography. Ultimately, the presence of this cold anomaly is the reason why the ice sheets increase their size when interacting with the linear stationary waves (Roe and Lindzen, 2001a, 2001b; Liakka and Nilsson, 2010; Liakka et al., 2011). When the topographical response is non-linear, the temperature anomalies have a completely different pattern compared to the linear case (panel b). In the non-linear regime, the cold anomaly is reduced and displaced towards the northeast, whereas the warm anomaly is found over the northwestern parts of the topography. The fact that the largest temperature anomaly in the non-linear simulation is found over the northern slope of the topography implies that its effect on ice-sheet evolution through changing the ablation is very small (see the next section; Liakka et al. 2011). Adding thermal cooling to the non-linear topographical response serves to increase the spatial distribution and strength of the cold anomaly: the effect of increasing surface cooling on the topographically forced temperature response is that the cold anomaly expands towards the southwest (panels c and d).

The enhanced cooling over the topography, arising from the non-linear interaction between thermal and topographical forcing, is caused by the perturbation winds that are enhanced by thermal cooling (Fig. 3c, d). This is illustrated in Fig. 5, which shows the topographically forced perturbation winds that arise from thermal cooling together with the near-surface temperature from the non-linear simulation with topography and no thermal forcing. Fig. 5 yields that the increased anticyclonic circulation, induced by thermal cooling, serves to increase the cold-air advection over the eastern and southern parts of the topography. The fact that the advection is stronger when \( Q_s = -2Kd^{-1} \) compared to when \( Q_s = -1Kd^{-1} \) explains why the topographically forced cold anomaly in Fig. 4 becomes larger for a stronger surface cooling. Possibly, also other features, for example, interactions between the topographically forced perturbation winds and temperature anomalies induced by thermal forcing, or changes in the mean flow when introducing topography, could change the thermally modified temperature response in Fig. 4. However, in the present model, the effects of these features are small compared to the effect of increasing advection through changes in the perturbation winds (not shown).

To examine why the topographical response is amplified by thermal cooling as suggested in Fig. 3, we consider the power spectrum of the topographical forcing (eq. 8) for all the simulations in Fig. 3. The power spectrum shows the relative energy contribution by each spectral coefficient in the triangularly truncated atmospheric model. The results are shown in Fig. 6. In the absence of thermal forcing, the linear approximation [Eq. (14)] yields a substantially stronger stationary-wave forcing than when using the full representation of the forcing (panels a and b). This explains why the amplitude of the linear response in Fig. 3 is much larger than of the non-linear response. Figure 6c, d yields that the topographical

---

**Fig. 4.** Same as Fig. 3 but for the zonally asymmetric temperature (in K) at 950 hPa.
forcing is amplified by the presence of thermal cooling. This is the reason why the topographically forced response increases when adding thermal cooling, and ultimately, why thermal cooling amplifies the topographically forced cold anomaly. The fact that thermal cooling yields a strengthening rather than a weakening of the topographical forcing is linked to thermal responses in Fig. 2. Locally over the topography, the near-surface stream function response to thermal cooling is similar to the non-linear topographical response in Fig. 3b. Hence,

Fig. 5. Vectors: the difference of the topographically forced perturbation winds (in ms$^{-1}$) at 950 h Pa between the simulation with both topographical and thermal forcing ($h_0 = 2.5$ km, $Q_s < 0$) and the simulation with topographical forcing in isolation ($h_0 = 2.5$ km, $Q_s < 0$). The topographical response was computed with (a) $Q_s = -1$ Kd$^{-1}$ and (b) $Q_s = -2$ Kd$^{-1}$. Contours: temperature (in K) at 950 h Pa in the simulation with topography and no thermal forcing. The spatial extent of the topography is given by the grey shading.

Fig. 6. The power spectrum of the topographical forcing in the simulations with idealised topography [eq. (15): $h_0 = 2.5$ km]. In panel (a) the forcing was obtained by eq. (14) that is conventionally used in linear models. In all other panels, the power spectrum of the full topographical forcing, as given by eq. (8), is shown for the following values of the surface cooling (b) $Q_s = 0$, (c) $Q_s = -1$ Kd$^{-1}$ and (d) $Q_s = -2$ Kd$^{-1}$. When calculating the power spectrum, the winds at 950 h Pa were used and $w$ was set dimensionless using the planetary radius (6370 km) and the rotational frequency of the Earth ($7.29 \times 10^{-5}$ s$^{-1}$). The values have been further scaled by $10^{-15}$. The dashed line represents the truncation of the model. The topographical forcing is very small for the highest wavenumbers, while only the 30 lowest wavenumbers are shown.
the topographically forced perturbation winds that contribute to the topographical forcing through eq. (8) should be enhanced by the perturbation winds induced by thermal cooling.

5. Coupled simulations

In this section, it is examined how the effect of thermal cooling on the topographically forced stationary-wave response influences the evolution of ice sheets. We have performed three simulations with the coupled atmosphere-ice-sheet model (see section 2.4): (1) a ‘control’ simulation in which the ice sheet evolves in a constant zonally symmetric climate without any influence of stationary waves [i.e. \( T^* = 0 \) in eq. (5)], (2) a simulation with topographically forced stationary waves but with no thermal cooling \( (Q_s = 0) \) and (3) a simulation in which the topographically forced stationary waves are computed with thermal forcing. The topographical simulation (2) is shown also in Liakka et al. (2011), so the reader is referred to their paper for a wider discussion on that simulation. In the thermal-topographical simulation (3), we use the same representation of the thermal forcing as in the uncoupled simulations with \( Q_s = -2Kd^{-1} \) and \( H_Q = 2km \).

The time evolution of the ice sheet for the three simulations is shown in Fig. 7. The simulated ice volumes obtained with prescribed zonally symmetric temperature and with coupled topographically forced stationary waves are essentially identical: the ice volume amounts to \( 46 \times 10^6 \text{km}^3 \) at equilibrium. Including thermal forcing in the coupled simulation increases the equilibrium ice volume to \( 53 \times 10^6 \text{km}^3 \).

The equilibrium ice thickness in the three simulations is shown in Fig. 8 together with the temperature anomalies at 950 h Pa. In the control simulation, the ice sheet is zonally uniform as expected. When forced by topographically forced stationary waves in isolation, the shape of the equatorward margin of the ice sheet is nearly identical to the one in the control simulation. The reason why the topographically forced stationary waves have very weak effect on the equilibrium shape of the ice sheet is that the associated temperature anomalies are located along the northern ice-sheet slopes, where the ablation is negligible due to cold conditions even in summer. In turn, the unfavourable location of the temperature anomalies for affecting ice-sheet ablation is associated with the non-linearity of the stationary-wave response. For a further discussion of the interactions between the topographically forced waves and ice sheets, see Liakka et al. (2011).

As noted before, the presence of thermal cooling increases the nonlinear topographically forced stationary-wave response. Fig. 8c illustrates that this feature causes the ice sheet to advance further equatorward, especially near the continental west coast. The increased extent is linked to an enhanced cooling over the equatorward slope of the ice sheet. The physics behind the equatorward expansion of the cold anomaly was analysed in connection with the uncoupled simulations in the previous section: the amplified topographical stationary-wave response, which arises from the non-linear interactions with thermal cooling, is associated with an enhanced cold-air advection over the eastern and southern parts of the ice sheet (Fig. 5). Ultimately, the increased advection of cold air gives rise to a larger cold anomaly (Fig. 4d). However, while the cold anomaly in Fig. 4d is located over the southeastern parts of the topography, the cold anomaly in the coupled simulation in Fig. 8c expands all the way to the westernmost parts of the ice sheet.

To reveal further insight into the different temperature responses in the coupled and uncoupled simulations, the stream function anomalies from both coupled simulations are shown in Fig. 9. The spatial patterns of the stream function anomalies in the coupled simulations are very similar to the ones simulated with idealised topography (Fig. 3b, d). However, the amplitude of the stream function response is greater in the coupled simulations. Because the stationary waves in both the coupled and uncoupled simulations have been compiled with identical model parameters, the amplified stream function response in the
coupled simulations must be ascribed to the ice-sheet topography and the spatial distribution of the thermal cooling. Because the maximum height of the topographies in the coupled and uncoupled simulations are roughly the same (about 2.5 km), the increased response in the coupled simulations is, thus, caused by the steeper slopes of the ice-sheet topography.

That the steeper slopes of the ice-sheet topography are responsible for the amplified response in the coupled simulations is confirmed in Fig. 10 that shows the power spectrum of the topographical forcing induced by the equilibrium ice sheets in Fig. 8. The results in Fig. 10a and b should be compared with Fig. 6b and d, respectively. Relative to the idealised topography in the uncoupled simulations, the presence of ice-sheet topography generally increases the topographical forcing of stationary waves. This explains the enhanced stream function response in Fig. 9 compared with that in Fig. 3d as well as the increased expansion of the cold anomaly in Fig. 8c towards the west compared with that in Fig. 4d. Another feature that is clearly evident in Fig. 10 is that also higher wavenumbers of the atmospheric model contribute to the topographical stationary-wave forcing. The explanation is due to the steep ice-sheet slopes and the small-scale structures of ice-sheet topography that require much higher wavenumbers in the atmospheric model to be resolved.

6. Summary and conclusions

In this study, coupled atmosphere-ice sheet simulations have been conducted to examine interactions between stationary waves and ice sheets. This work can be regarded as a continuation of the previous studies on the stationary wave-ice sheet interactions undertaken by Roe and Lindzen (2001b) and Liakka et al. (2011). Similar to these studies, this work has analysed how the stationary waves have influenced the equilibrium features of a single ice sheet through the zonal variations of temperature. However, in Roe and Lindzen (2001b) and Liakka et al. (2011), the stationary waves were induced only by the ice-sheet topography, whereas other stationary-wave forcing agents, such as zonal variations of diabatic heating, were not considered. This study has focused on how the topographically forced stationary waves are influenced by ice-sheet-induced thermal cooling of the atmosphere.

In isolation, the effect of topographically forced stationary waves on the ice-sheet extent is very weak. The reason is that the stationary-wave response is non-linear implying that the largest temperature anomaly is located along the northern ice-sheet slope where the ablation is negligible. When ice-sheet-induced thermal cooling is added to the topographical forcing, the associated stationary waves serve to increase the equatorward extent of the ice sheet. The underlying physics is that thermally induced
perturbation winds increase the topographical forcing of stationary waves through the topographically forced vertical velocities. Ultimately, this feature yields an amplified stream function response that is associated with an increased advection of cold air over the ice sheet. Hence, in agreement with Ringler and Cook (1999), this study reveals a strong non-linear interaction between thermal and topographical forcing, in which topographical forcing is substantially enhanced by thermal cooling. However, to the knowledge of the present author, this is the first study that considers the implications of these non-linear interactions on the ice-sheet evolution.

In the coupled simulation conducted here, the stationary-wave-induced temperature anomalies that arise from the non-linear interactions between thermal and topographical forcing yield an east/west asymmetry of the ice sheet. At equilibrium, the equatorward ice-sheet extent gradually increases towards the west, and the maximum extent is obtained near the continental west coast. This shape of the ice sheet is caused by a cold anomaly that expands from the eastern part of the ice sheet towards the southwestern margin. However, the exact location of this cold anomaly is sensitive to some of the employed model parameters. For example, it is found that southwestward expansion of the cold anomaly over the ice sheet increases with the magnitude of the prescribed surface cooling over the ice sheet. This result can possibly yield some insight into why the different atmospheric models in, for example, Charbit et al. (2007) gave rise to such different shapes of the LGM ice sheets.

The present results suggest that the high albedo of the snow surface of ice sheets should increase the amplitude of the stationary waves, not only directly through diabatic cooling but also indirectly through the non-linear interactions with topographical forcing. Hence, the interactions between thermal and topographical forcing should serve to increase the sensitivity of the stationary-wave response to changes of the ice-sheet albedo. In glacial conditions, one potential candidate for changing the albedo of the snow surface of ice sheets is deposition of dust. Analyses from ice cores have revealed that glacial conditions are generally associated with larger atmospheric dust concentrations (Mahowald et al., 1999). Calov et al. (2005) estimated that the increased dust concentrations at LGM reduced the albedo of snow by 10%–30%. Hence, the present results suggest the possibility that the larger dust concentrations at LGM weakened the topographically forced stationary waves through reducing the albedo of the ice sheets. The impact of the dust deposition on the circulation is hinted in Colleoni et al. (2009), who investigated the influence of dust deposition on snow on the surface mass balance of the Eurasian ice sheet at the Late Saalian Maximum (about 140 kyr ago).

In this study, the atmospheric model lacks a representation of moisture, which also constitutes a diabatic forcing agent of the stationary waves. Potentially, localised precipitation anomalies along the margins of the ice sheet could alter the topographical forcing and the associated stationary-wave response. However, except near the ice-sheet margins, the local climate over continental-scale ice sheets is generally associated with dry conditions (Yamagishi et al., 2005). Furthermore, ice sheets have complex geometry, and the relatively low resolution of the atmospheric model used in this study may neglect small-scale structures of the ice-sheet topography that are relevant for an appropriate representation of the topographical forcing. When ice-sheet topography is imposed to the atmospheric model, even the highest spectral wavenumbers are activated to describe the topography. At these small scales, features associated with numerics, such as hyperdiffusion, become important.
The main result of this article is that thermal cooling, induced by ice sheets, substantially amplifies the non-linear topographical stationary-wave response. Using plausible parameter values of the thermal cooling, it is shown that the topographically forced stationary-wave amplitudes can well be doubled as a result of thermal cooling. It is suggested that the non-linear interactions between thermal and topographical forcing is highly significant and should preferably be considered for a satisfactory treatment of the mutual interactions between stationary waves and ice sheets.
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