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Abstract
In this paper, we develop a new notion of entropy for uniform hypergraphs, which are generalized from graphs, based on tensor theory. In particular, we employ the probability distribution of the generalized singular values, calculated from the higher-order singular value decomposition of the Laplacian tensors, to fit into the Shannon entropy formula. It is shown that this tensor entropy is an extension of von Neumann entropy for graphs. We establish results on the lower and upper bounds of the entropy and demonstrate that it is a measure of regularity, relying on the vertex degrees, path lengths, clustering coefficients and nontrivial symmetricity, for uniform hypergraphs with two simulated examples.
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1 Introduction

Many real world complex systems can be analyzed through a graph/network prospective. There are two classical and well-known classes of complex networks, scale-free networks and small world networks, which play a significant role in many domains such as social networks, biology, cognitive science and signal processing [1, 4, 27, 44]. The human genome is a beautiful example of complex dynamic graph. The genome-wide chromosomal conformation (Hi-C) map represents the spatial proximity of different parts of genome capturing the genome structure over time [10, 42]. When studying such dynamic graphs, one is often required to identify the pattern/couple changes including degree distribution, path lengths, clustering coefficients, etc, in the graph topology in order to capture the dynamics [25, 33, 41].

The von Neumann entropy of a graph, first introduced by Braunstein et al. [8], is a spectral measure used in structural pattern recognition. The intuition behind this measure is linking the graph Laplacian to density matrices from quantum mechanics, and measuring the complexity of the graphs in terms of the von Neumann entropy of the corresponding density matrices [32]. In addition, the measure can be viewed as the information theoretic Shannon entropy, i.e.,

\[ S = - \sum_j \eta_j \ln \eta_j, \]

where, \( \eta_j \) are the normalized eigenvalues of the Laplacian matrix of a graph such that \( \sum_j \eta_j = 1 \). Passerini and Severini observed that the von Neumann entropy of a graph tends to grow with the number of connected components, the reduction of long paths and the increase of nontrivial symmetricity, and suggested that it can be viewed as a measure of regularity [35]. They also showed that the entropy (1) is upper bounded by \( \ln (n - 1) \) where \( n \) is the number of vertices of a graph.

However, most data representation are multidimensional, and using graph models to describe them may lose information [46]. A hypergraph is a generalization of a graph in which a hyperedge can join more than two vertices [5]. Thus, hypergraphs can represent multidimensional relationship unambiguously [16]. Examples of hypergraphs include co-authorship networks, film actor/actress networks and protein-protein interaction...
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networks [34], to name a few. The authors in [40] also mention that hypergraphs require less storage space than graphs which may accelerate computation. Significantly, a hypergraph can be represented by a tensor if its hyperedges contain the same number of vertices (referred to as a uniform hypergraph). Tensors are multidimensional arrays generalized from vectors and matrices, preserving multidimensional patterns and capturing higher-order interactions and couplings within multiway data [10]. Tensor decompositions such as CANDECOMP/PARAFAC decomposition (CPD), higher-order singular value decomposition (HOSVD) and tensor train decomposition (TTD) can not only facilitate computations, but they also contain contextual interpretations regarding the target data tensors [15,31,43,45].

Hypergraph entropy has been recently explored by Hu et al. [20] and Bloch et al. [7]. In particular, the authors in [20] employ the probability distribution of the vertex degrees to fit into the Shannon entropy formula and establish its lower and upper bounds for special hypergraphs. However, such entropy contains little information regarding the underlying structural properties of hypergraphs. Based on the previous works [20,32,35], we develop a novel tensor based hypergraph entropy which is able to decipher the topological attributes of uniform hypergraphs. The key contributions of this paper are as follows:

1. We propose a new notion of entropy for uniform hypergraphs based on the HOSVD.
2. We establish results on the lower and upper bounds of the proposed entropy, and provide formula for computing the entropies for complete uniform hypergraphs.
3. We create two simulated examples to demonstrate that the proposed entropy is a measure of regularity and relies on the vertex degrees, path lengths, clustering coefficients and nontrivial symmetricity for uniform hypergraphs. A “Watts-Strogatz” model for hypergraphs is also presented.

The paper is organized into five sections. We start with the basics of tensor algebra including tensor products, tensor unfolding and higher-order singular value decomposition in section 2.1. We then propose a new form of entropy for uniform hypergraphs in section 2.2 based on the tensor algebra. We also establish results on the lower and upper bounds of the tensor entropy. In section 3, two simulated examples, including a hyperedge growth model and a “Watts-Strogatz” model for hypergraphs, are presented. Finally, we discuss some directions for future research in section 4 and conclude in section 5.

2 Method

2.1 Tensor preliminaries

We take most of the concepts and notations for tensor algebra from the comprehensive works of Kolda et al. [29,25]. A tensor is a multidimensional array. The order of a tensor is the number of its dimensions. A k-th order tensor usually is denoted by $X \in \mathbb{R}^{n_1 \times n_2 \times \cdots \times n_k}$. It is therefore reasonable to consider scalars $x \in \mathbb{R}$ as zero-order tensors, vectors $v \in \mathbb{R}^n$ as first-order tensors, and matrices $A \in \mathbb{R}^{m \times n}$ as second-order tensors. For a third-order tensor, fibers are commonly named as column ($X_{j_1j_2}$), row ($X_{j_1j_3}$) and tube ($X_{j_2j_3}$), while slices are named as horizontal ($X_{j_1:}$), lateral ($X_{j_2:}$) and frontal ($X_{j_3:}$), see Figure 1. A tensor is called cubical if every mode is the same size, i.e., $X \in \mathbb{R}^{n \times n \times \cdots \times n}$. A cubical tensor $X$ is called supersymmetric if $X_{j_1j_2\cdots j_k}$ is invariant under any permutation of the indices, and is called diagonal if $X_{j_1j_2\cdots j_k} = 0$ except $j_1 = j_2 = \cdots = j_k$.

There are several notions of tensor products. The inner product of two tensors $X, Y \in \mathbb{R}^{n_1 \times n_2 \times \cdots \times n_k}$ is defined as

$$\langle X, Y \rangle = \sum_{j_1=1}^{n_1} \cdots \sum_{j_k=1}^{n_k} X_{j_1j_2\cdots j_k} Y_{j_1j_2\cdots j_k} \tag{2}$$

leading to the tensor Frobenius norm $\|X\|^2 = \langle X, X \rangle$. The matrix tensor multiplication $X \times_p A$ along mode $p$ for a matrix $A \in \mathbb{R}^{m \times n_p}$ is defined by

$$(X \times_p A)_{j_1j_2\cdots j_{p-1}i_{p+1}\cdots j_k} = \sum_{j_p=1}^{n_p} X_{j_1j_2\cdots j_{p-1}j_p+1\cdots j_k} A_{i_{p}}, \tag{3}$$
This product can be generalized to what is known as the \textit{Tucker product}, for \( A_p \in \mathbb{R}^{m_p \times n_p} \),
\[
X \times_1 A_1 \times_2 A_2 \times_3 \cdots \times_k A_k = X \times \{ A_1, A_2, \ldots, A_k \} \in \mathbb{R}^{m_1 \times m_2 \times \cdots \times m_k}.
\]

\textit{Tensor unfolding} is considered as a critical operation in tensor computations \cite{2, 11, 29, 28, 39}. The \( p \)-mode unfolding of a tensor \( X \in \mathbb{R}^{n_1 \times n_2 \times \cdots \times n_k} \), denoted by \( X_p \), is defined by
\[
X_{j_1 j_2 \cdots j_k} = (X_p)_{j_1 j} \quad \text{for} \quad j = 1 + \sum_{m=1}^k (j_m - 1) \prod_{i=1}^{m-1} n_i.
\]

The ranks of the \( p \)-mode unfoldings are called \textit{multilinear ranks} of \( X \), which are related to the so-called Higher-Order Singular Value Decomposition (HOSVD), a multilinear generalization of the matrix Singular Value Decomposition (SVD) \cite{6, 17}.

\textbf{Theorem 1 (HOSVD \cite{17})}. A tensor \( X \in \mathbb{C}^{n_1 \times n_2 \times \cdots \times n_k} \) can be written as
\[
X = S \times_1 U_1 \times_2 \cdots \times_k U_k,
\]
where, \( U_p \in \mathbb{C}^{n_p \times n_p} \) are unitary matrices, and \( S \in \mathbb{C}^{n_1 \times n_2 \times \cdots \times n_k} \) is a tensor of which the subtensors \( S_{j_p=\alpha} \) obtained by fixing the \( p \)-th index to \( \alpha \), have the properties of
\begin{enumerate}
  \item all-orthogonality: two subtensors \( S_{j_p=\alpha} \) and \( S_{j_p=\beta} \) are orthogonal for all possible values of \( n \), \( \alpha \) and \( \beta \) subject to \( \alpha \neq \beta \);
  \item ordering: \( \| S_{j_p=\alpha} \| \geq \cdots \geq \| S_{j_p=n_p} \| \geq 0 \) for all possible values of \( p \).
\end{enumerate}

The Frobenius norms \( \| S_{j_p=\alpha} \| \), denoted by \( \gamma_j^{(p)} \), are the \( p \)-mode singular values of \( X \).

De Lathauwer et al. \cite{17} showed that the \( p \)-mode singular values from the HOSVD of \( X \) are the singular values of the \( p \)-mode unfoldings \( X_p \). In the following, we will use the notion of \( p \)-mode singular values as a main tool to define the tensor entropy for uniform hypergraphs.
2.2 Tensor entropy

Mathematically, a hypergraph $G = \{V, E\}$ where $V = \{1, 2, \ldots, n\}$ is the vertex set and $E = \{e_1, e_2, \ldots, e_m\}$ is the hyperedge set with $e_p \subseteq V$ for $p = 1, 2, \ldots, m$ [10, 21, 35, 22, 23, 47]. If all hyperedges contain the same number of nodes, i.e., $|e_p| = k$, $G$ is called a $k$-uniform hypergraph. Two vertices are called adjacent if they are in the same hyperedge. A hypergraph is called connected if given two vertices, there is a path connecting them through hyperedges. Given any $k$ vertices, if they are contained in one hyperedge, then $G$ is called complete. A $k$-uniform hypergraph can be represented by a $k$-th order $n$-dimensional supersymmetric adjacent tensor $A \in \mathbb{R}^{n \times n \times \cdots \times n}$ with

$$A_{j_1,j_2,\ldots,j_k} = \begin{cases} \frac{1}{(k-1)!} & \text{if } (j_1,j_2,\ldots,j_k) \in E \\ 0 & \text{otherwise} \end{cases}$$

(7)

The degree tensor $D$ of a hypergraph $G$, associated with $A$, is also a $k$-th order $n$-dimensional diagonal tensor with $D_{jj} = d$ equal to the number of hyperedges that consist of $v_j$ for $j = 1, 2, \ldots, n$. If $D_{jj} = d$ for all $j$, then $G$ is called $d$-regular. Similar to Laplacian matrices, the Laplacian tensor $L \in \mathbb{R}^{n \times n \times \cdots \times n}$ of $G$, which is supersymmetric, thus is defined as

$$L = D - A.$$  

(8)

**Definition 1.** Let $G$ be a $k$-uniform hypergraph with $n$ vertices. The tensor entropy for $G$ is defined by

$$S = -\sum_{j=1}^{n} \hat{\gamma}_j \ln \hat{\gamma}_j,$$

(9)

where, $\hat{\gamma}_j$ are the normalized $k$-mode singular values of $L$ such that $\sum_{j=1}^{n} \hat{\gamma}_j = 1$.

The convention $0 \ln 0 = 0$ is used if $\hat{\gamma}_j = 0$. The $k$-mode singular values of $L$ can be computed from the matrix SVD of the $k$-mode unfolding $L_k$, which results in a $O(n^{k+1})$ time complexity, see Algorithm 1. Since $L$ is supersymmetric, any mode unfolding of $L$ would yield the same unfolding matrix with the same singular values. Moreover, the tensor entropy can be viewed as a variation of von Neumann entropy defined for graphs, in which we regard $cL_kL_k^T$ as the density matrix for some normalization constant $c$ [9, 32, 35]. In particular, when $k = 2$, the tensor entropy is reduced to the classical von Neumann entropy for graphs. Like the eigenvalues of Laplacian matrices, the $k$-mode singular values play a significant role in identifying the structural patterns for uniform hypergraphs.

**Algorithm 1:** Computing tensor entropy from SVD

1: Given a $k$-uniform hypergraph $G$ with $n$ vertices
2: Construct the adjacent tensor $A \in \mathbb{R}^{n \times n \times \cdots \times n}$ from $G$ and compute the Laplacian tensor $L = D - A$
3: Find the $k$-mode unfolding of $L$, i.e., $L_k = \text{reshape}(L, n, n^{k-1})$
4: Compute the economy-size matrix SVD of $L_k$, i.e., $L_k = USV^T$ and let $\{\gamma_j\}_{j=1}^{n} = \text{diag}(S)$
5: Set $\hat{\gamma}_j = \frac{2}{\sum_{\ell=1}^{n} \gamma_{\ell}}$, and compute $S = \sum_{j=1}^{n} \hat{\gamma}_j \ln \hat{\gamma}_j$
6: return The tensor entropy $S$ of $G$.

**Lemma 1.** Suppose that $G$ is a $k$-uniform hypergraph with $k \geq 3$. If $L$ has a $k$-mode singular value zero, with multiplicity $p$, then $G$ contains $p$ number of non-connected vertices.

**Proof.** The result follows immediately from the definitions of Laplacian tensor and $k$-mode singular values/unfolding of $L$. 

**Proposition 1.** Suppose that $G$ is a $k$-uniform hypergraph with $k \geq 3$ and nonempty $E$. The minimum of the tensor entropy of $G$ is given by

$$S_{\text{min}} = \ln k.$$  

(10)
Proposition 2. Suppose that $G$ is a $k$-uniform hypergraph with $n$ vertices for $k \geq 3$. If $\text{mod}(n, k) = 0$, then the maximum of the tensor entropy of $G$ occurs at 1-regularity, which is given by

$$S_{\text{max}} = \ln n.$$  \hfill (11)

Proof. Since $G$ is a $k$-uniform hypergraph on $n$ vertices, the maximum multiplicity of the zero normalized $k$-mode singular value of $L$ is $n - k$ according to Lemma 1; the other normalized $k$-mode singular values of are necessarily \(\frac{1}{n-k}\). Hence, it is straightforward to show that $S_{\text{min}} = \ln k$. \hfill \Box

Proposition 3. Suppose that $G$ is a complete $k$-uniform hypergraph with $n$ vertices for $k \geq 3$. The tensor entropy of $G$ is equal to

$$S_c = \frac{(1-n)\alpha}{(n-1)\alpha + \beta} \ln \frac{\alpha}{(n-1)\alpha + \beta} - \frac{\beta}{(n-1)\alpha + \beta} \ln \frac{\beta}{(n-1)\alpha + \beta} \hfill (12)$$

where,

$$\alpha = \sqrt{\frac{\Gamma(n)(\Gamma(n-k+1) + \Gamma(n))}{\Gamma(k)^2(\Gamma(n-k+1))^2} - \frac{\Gamma(n-1)}{\Gamma(k)^2\Gamma(n-k)}}, \hfill (13)$$

$$\beta = \sqrt{\frac{\Gamma(n)(\Gamma(n-k+1) + \Gamma(n))}{\Gamma(k)^2(\Gamma(n-k+1))^2} + \frac{\Gamma(n-1)\Gamma(n-1)}{\Gamma(k)^2\Gamma(n-k)}}, \hfill (14)$$

and $\Gamma(\cdot)$ is the Gamma function.

Proof. Based on the definitions of Laplacian tensor and $k$-mode singular values/unfolding, we can easily write down the matrix $L_k^T L_k \in \mathbb{R}^{n \times n}$ which is given by

$$L_k^T L_k = \begin{bmatrix} d & \rho & \rho & \ldots & \rho \\ \rho & d & \rho & \ldots & \rho \\ \rho & \rho & d & \ldots & \rho \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ \rho & \rho & \rho & \ldots & d \end{bmatrix},$$

where, $d = (n-1)^2 + \frac{(n-1)}{k-1} \cdot \frac{1}{(k-1)^2}$, $\rho = \frac{T_{n-k}}{(k-1)^2}$, and $T_m$ are the $k$-simplex numbers (e.g., when $k = 3$, $T_m$ are the triangular numbers). Moreover, $L_k^T L_k$ is a special matrix, in which the eigenvalues are $d - \rho$ with multiplicity $n - 1$ and $d + (n - 1)\rho$ with multiplicity 1. Hence, the result is followed immediately, and we write all expressions using the Gamma function for simplicity. \hfill \Box

For arbitrary $k$-uniform hypergraph with $n$ vertices, $S_{\text{max}}$ may not achieve the upper bound $\ln n$, and $S_c$ could be smaller than the entropies of other $d$-regular hypergraphs for the same $n$ and $k$, which is different from the graph von Neumann entropy. Nevertheless, we will show evidence that the tensor entropy is also a measure of regularity for hypergraphs. Moreover, large tensor entropy is characterized by the high uniformity of vertex degrees, short path lengths, low clustering coefficients and high level of nontrivial symmetricity, and the tensor entropy is small for hypergraphs with large cliques, long path lengths and high clustering coefficients, i.e., hypergraphs in which the vertices form a highly connected cluster, see next section.
3 Experiments

3.1 Hyperedge growth model

We consider the case where the number of vertices is fixed and new hyperedges are iteratively added to the hypergraph. Figure 2 presents the hyperedge growth evolution of a 3-uniform hypergraph with 7 vertices. Panel A and B describe the tensor entropy maximization and minimization evolutions, respectively. In addition to plotting the two entropy trajectories, we also compute some statistics of the structural properties including average shortest path length, index of dispersion of the degree distribution and average clustering coefficient of the hypergraphs during the two evolutions. If the two vertices are disconnected, we set the distance between them to be 4 for the purpose of visualization. The index of dispersion of the vertex degree distribution measures the ratio of its variance to its mean, and we define the average clustering coefficient for hypergraphs as follows:

\[
C_j = \frac{|\{e_{ijk} : v_i, v_j, v_k \in N_j, e_{ijk} \in E\}|}{\binom{|N_j|}{3}} \Rightarrow C_{avg} = \frac{1}{n} \sum_{j=1}^{n} C_j,
\]

where, \(N_j\) is the set of vertices that are immediately connected to \(v_j\). If \(|N_j| < k\), we set \(C_j = 0\).

Let’s denote the hypergraphs that achieve maximum (or minimum) tensor entropy at step \(j\) as \(G_{max}^{(j)}\) (or \(G_{min}^{(j)}\)) for \(j = 1, 2, \ldots, 35\). Similar to maximizing graph entropy, the vertices of \(G_{max}^{(j)}\) tend to have “almost equal” or equal degree, see Panel E. In particular, \(G_{max}^{(j)}\) usually are the \(\frac{2}{3}\)-\(j\)-regular hypergraphs for the early stages of the evolution, i.e., \(j = 7, 14\), but as the hypergraph becomes more dense and complex, it is possible that \(G_{max}^{(j)}\) will miss the regularity, i.e., \(j = 21\). Based on the evolution in Panel A, maximizing the tensor entropy will first connect all the vertices and then prefer to choose lower degree vertices with larger average geodesic distances, i.e., finding the geodesic distances between each pair in the triples and taking the means. Similarly, the average geodesic distances may lose importance if one wants to predict the next step as the hypergraph becomes more complex. Furthermore, nontrivial symmetricity seems to play a role in maximizing the tensor entropy. For example, in \(G_{max}^{(3)}\), the vertices \(\{1, 2, 6\}\) and \(\{2, 4, 6\}\) have the same average geodesic distances (both are equal to \(\frac{2}{3}\)), and the maximized tensor entropy returns the more symmetric \(G_{max}^{(4)}\). We also find that candidate hyperedges that intersect more other existing hyperedges would return higher tensor entropy, which also explains the above example. However, there is one huge disparity between the graph von Neumann entropy and the tensor entropy. The tensor entropy can temporarily decrease during the maximizing process as seen in Panel C, which never happens when maximizing the graph entropy. We observe that once the hypergraph evolution reaches some regularity or high level of nontrivial symmetricity and the next step breaks such regularity or symmetricity, the tensor entropy will decrease. In other words, for these highly regular or highly symmetric \(G_{max}^{(j)}\), the tensor entropy \(S_{max}^{(j)}\) achieves local maxima. This is also why it is hard to determine the maximum of the tensor entropy for arbitrary uniform hypergraphs. On the other hand, \(G_{min}^{(j)}\) looks very similar to the graph entropy. Minimizing the tensor entropy would result in the formation of complete sub-hypergraphs (i.e., cliques), see Panel B, E and F. In particular, we can detect “huge” jumps and drops in the next steps after completions of the sub-hypergraphs in Panel C and D, respectively. In order to make the discoveries more convincing, we repeated the same processes for hypergraphs with different number of vertices and values of \(k\), and observed similar results.

3.2 “Watts-Strogatz” model for hypergraphs

We perform an experiment on a synthetic random hypergraph \(G\) with \(n = 100\) and \(k = 4\). Similar to the Watts-Strogatz model, the initial hypergraph is 2-regular with lattice structure. Let \(q\) be the number of hyperedges added to the hypergraph in order to form cliques in every five vertices, and \(p\) be the rewiring probability of hyperedges, see Panel A in Figure 3. Then \(G^{(q)}(p)\) denotes the random hypergraph generated by the rewiring probability \(p\) for different \(q\). In particular, when \(q = 3\), the tensor entropy \(S_{max}^{(3)}(0) = 4.5527\), the average clustering coefficient \(\alpha^{(3)}(0) = 0.7571\) and the average path length \(l^{(3)}(0) = 7.0606\). The goal is
Figure 2: Panel A describes the first five stages of the unfolding entropy maximization evolution, in which \( e_1 = \{1, 2, 3\} \), \( e_2 = \{5, 6, 7\} \), \( e_3 = \{3, 4, 5\} \), \( e_4 = \{2, 4, 6\} \) and \( e_5 = \{1, 4, 7\} \). Panel B reports the first five stages of the unfolding entropy minimization process, in which \( e_1 = \{1, 2, 3\} \), \( e_2 = \{2, 3, 4\} \), \( e_3 = \{1, 2, 4\} \), \( e_4 = \{1, 3, 4\} \) and \( e_5 = \{3, 4, 5\} \). Panel C, D, E and F are the plots of the unfolding entropy, average path length, index of dispersion and average clustering coefficient with respect to the hyperedge adding steps. At the final step, the hypergraph is complete.
to explore the relations between the tensor entropy, the average clustering coefficient and path length with increasing the hyperedge rewiring probability for different \( q \). We also calculate the small world coefficient for each random hypergraph which is defined by

\[
\sigma^{(q)}(p) = \frac{\alpha^{(q)}(p) / \alpha^{(q)}_{\text{rand}}}{l^{(q)}(p) / l^{(q)}_{\text{rand}}},
\]

where, \( \alpha^{(q)} \) and \( l^{(q)} \) are the average clustering coefficient and path length of its equivalent random hypergraph, respectively [24]. For each \( G^{(q)}(p) \), we compute its tensor entropy, average clustering coefficient, average path length and small world coefficient 10 times and take the means. Since \( q = 1 \) would likely result in non-connected random hypergraphs, we do not include this case.

The results are shown in Figure 3. In general, with increase of the rewiring probability \( p \), the tensor entropy decays for both \( q = 2 \) and 3, see Panel B. In particular, when \( p < 0.1 \), the tensor entropies for \( q = 2 \) are higher than these for \( q = 3 \). Based on the previous results, this may be because \( G^{(2)}(p) \) have lower average clustering coefficients with similar average path lengths compared to \( G^{(3)}(p) \). When \( p > 0.1 \), the tensor entropies for \( q = 3 \) is higher than these for \( q = 2 \) likely due to the fact that \( G^{(3)}(p) \) have lower average path lengths with similar average clustering coefficients compared to \( G^{(2)}(p) \). Moreover, the curves of the small world coefficient in Panel C are very similar to the one in the Watts-Strogatz model, in which it grows gradually for \( p < 0.1 \) and decreases quickly after \( p > 0.1 \). When the rewiring probability \( p \) is between 0.03 and 0.1, \( G^{(3)}(p) \) have apparent small world characteristics, e.g., \( \alpha^{(3)}(0.07) = 0.5488 \) and \( l^{(3)}(0.07) = 3.5748 \), over the 100 vertices. In addition, we find that the average clustering coefficient pattern is similar to tensor entropy. On the contrary, the average path length seems to have a different trend. It decreases faster at small \( p \) and more slowly than the average clustering coefficient at large \( p \), see Panel D. In the meantime, we also see a strictly positive correlation between the tensor entropy and the average clustering coefficient for \( q = 3 \) in Panel E.

\section{Discussion}

The \( k \)-mode singular values computed from the HOSVD of the Laplacian tensors can provide nice predictions of structural properties for uniform hypergraphs. Nevertheless, we are able to compute tensor eigenvalues directly from the Laplacian tensors, which may also contain information about the structural properties of uniform hypergraphs. The tensor eigenvalue problems of tensors were first explored by Qi [36, 37] and Lim [30] independently. The eigenvalues and eigenvectors of a \( k \)-th order supersymmetric tensor \( X \in \mathbb{R}^{n \times n \times \cdots \times n} \) are defined as follows:

\[
X \times v^{k-1} = \lambda v^{[k-1]},
\]

where, \( X \times v^{k-1} = X \times v \times v \times \cdots \times v \) and \( v^{[k-1]} \) stands for the element-wise \((k-1)\)-th power of \( v \). The eigenvalues \( \lambda \) could be complex, and if \( \lambda \) are real, we call them H-eigenvalues. There is a total of \( n(k-1)^{n-1} \) eigenpairs, and the sum of all eigenvalues are equal to \((k-1)^{n-1} \text{trace}(X)\) where \( \text{trace}(X) = \sum_{j=1}^{n} X_{jj\ldots j} \). Moreover, all the eigenvalues of \( X \) can be solved from a real characteristic polynomial defined in [36, 37]. Based on the formulation of tensor eigenvalues, we establish another new tensor entropy measure for uniform hypergraphs.

\begin{definition}
Let \( G \) be a \( k \)-uniform hypergraph with \( n \) vertices. The tensor entropy for \( G \) is defined by

\[
S = -\sum_{j=1}^{d} |\hat{\lambda}_j| \ln |\hat{\lambda}_j|,
\]

where, \( |\hat{\lambda}_j| \) are the normalized modulus of the eigenvalues of the Laplacian tensor \( L \) such that \( \sum_{j=1}^{d} |\hat{\lambda}_j| = 1 \), and \( d = n(k-1)^{n-1} \) is the total number of the eigenvalues.
\end{definition}

The convention \( 0 \ln 0 = 0 \) is used if \( |\hat{\lambda}_j| = 0 \). We repeat the first example above using the tensor eigenvalue based entropy, see Figure 4. The entropy minimization evolution trajectory is the same for the first five stages.
Figure 3: Panel A describes the cliques’ formation in the first five vertices of the hypergraph with the rewiring probability zero, in which \(e_1 = \{1, 2, 3, 4\}\), \(e_2 = \{2, 3, 4, 5\}\), \(e_3 = \{1, 2, 4, 5\}\), \(e_4 = \{1, 3, 4, 5\}\) and \(e_5 = \{1, 2, 3, 5\}\). The rest have the same patterns in every five vertices for a corresponding \(q\). Panel B plots the tensor entropy of random hypergraphs with different rewiring probabilities for different \(q\). Panel C plots the normalized small world coefficients of random hypergraphs with different rewiring probabilities for different \(q\). Panel D plots the ratio \(\alpha^{(3)}(p)/\alpha^{(3)}(0)\) and \(l^{(3)}(p)/l^{(3)}(0)\) of random hypergraphs with different rewiring probabilities. Panel E is the scatter plot between the tensor entropy and two ratios, the average clustering coefficient and the average path length for \(q = 3\).
in which cliques are formed. The maximization evolution trajectory becomes different from the fourth stage after the hypergraph is connected, in which short path lengths and high level of nontrivial symmetricity are no longer the factors that maximize the entropy. In addition, computing the eigenvalues of a tensor is an NP hard problem [19], and the spectral properties of tensors are not fully understood. The tensor eigenvalue solvers in the MATLAB Toolbox TenEig [12, 13] become computationally expensive and inaccurate when the size of Laplacian tensors are large. Hence, the tensor eigenvalue based entropy may not predict the structural properties of hypergraphs well compared to the $k$-mode singular value based entropy, but it might contain some other unknown features of hypergraphs that are required to explore in the future.

In reality, hypergraphs like co-authorship networks and protein-protein interaction networks exist in a very large scale, which would result in large Laplacian tensors, and computing matrix SVD to the corresponding unfolding matrices will definitely fail. For large graphs, one may use quadratic approximation to estimate von Neumann entropy [14, 32]. Hence, it is necessary to develop approximation forms for the tensor entropy with aid of tensor decompositions like CANDECOMP/PARAFAC decomposition and tensor train decomposition. These decomposition methods can help reveal hidden patterns and redundancies which reduces storage effort and enables efficient computations. For example, matrix SVD can be efficiently done in the tensor train format for large and sparse dataset [10]. It is therefore worthwhile to explore the roles of tensor decompositions in computing or approximating the tensor entropy for large uniform hypergraphs.

Furthermore, the effective resistance for hypergraphs is a very important topic for future work. In [18], the definition of the effective graph resistance is the sum of the effective resistances over all pairs of vertices, and the authors in [26] also prove that the effective graph resistance can be written in terms of the graph Laplacian eigenvalues, i.e.,

$$R_G = n \sum_{j=2}^{n} \frac{1}{\eta_j},$$

(19)

where, $n$ the total number of vertices and $\eta_j$ are the eigenvalues of the Laplacian matrix corresponding to a connected graph $G$. It will be interesting to establish similar relationships using $k$-mode singular values or eigenvalues of the Laplacian tensors to describe the robustness of uniform hypergraphs.
5 Conclusion

In this paper, we proposed a new notion of entropy for uniform hypergraphs based on the tensor higher-order singular value decomposition. The $k$-mode singular values of Laplacian tensors provide nice interpretations regarding the structural properties of hypergraphs. We found that the tensor entropy depends on the vertex degrees, path lengths, clustering coefficients and nontrivial symmetricity. Additionally, we investigated the lower and upper bounds of the entropy and provided the entropy formula for complete uniform hypergraphs. As mentioned in section 4, some approximation forms of the tensor entropy and the idea of effective resistance are required for large scale uniform hypergraphs and hypergraph robustness. Furthermore, controllability and influenceability of hypergraphs are also important for future research.
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