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Abstract

Recently, an approach to modeling portfolio-distribution with risk factors distributed as Gram-Charlier (GC) expansions of the Gaussian law, has been conceived. GC expansions prove effective when dealing with moderately leptokurtic data. In order to cover the case of possibly severe leptokurtosis, the so-called GC-like expansions have been devised by reshaping parent leptokurtic distributions by means of orthogonal polynomials specific to them. In this paper, we focus on the hyperbolic-secant (HS) law as parent distribution whose GC-like expansions fit with kurtosis levels up to 19.4. A portfolio distribution has been obtained with risk factors modeled as GC-like expansions of the HS law which duly account for excess kurtosis. Empirical evidence of the workings of the approach dealt with in the paper is included.
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1. Introduction

Recently, Zoia et al. [24] proposed a new approach to model the distribution of a portfolio which hinges on the representation of its returns or insurance losses as Gram-Charlier (GC) expansions. The resulting portfolio distribution was proved to be tail sensitive and, as such, suitable for computing risk measures like the Value at Risk (VaR) and the Expected Shortfall (ES). However, the Gram-Charlier expansion of the Gaussian law based on Hermite orthogonal polynomials is fit only for
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series with moderate excess kurtosis (lower than 5). Since all too often financial series exhibit possibly severe kurtosis, an orthogonal-polynomial technique has been also worked out to cover leptokurtic distributions [3]. This has led to the class of Gram-Charlier-like (GCl) expansions. In this paper, we examine the GCl expansions of the hyperbolic secant distribution (HS). This type of distribution can be traced back to [9], [7], [21] and [20]. Although it is the generator distribution of the sixth natural exponential family (NEF) with quadratic variance (see [16] and [17]), HS is somewhat less known than other distributions of the same family (see [6]). HS is a symmetric and bell-shaped distribution, like the Gaussian law, with cumulative and quantile functions that have simple closed-form expressions which makes it appealing for practical purposes. Unlike stable distributions, the HS law has finite moments of every order that can be conveniently expressed in terms of the Euler numbers. More importantly, being itself leptokurtic (its kurtosis is equal to 5), it is an appealing parent law for GCl expansions able to fit empirical distributions with severe kurtosis up to 19.4 [see 3]. Thus, it proves useful to modeling series exhibiting fat tails [23], such as portfolio returns.

In this paper, we obtain the density of the sum of GCl expansions of independent HS laws with equal or different kurtoses (SGCHS) by using Fourier transform techniques. Furthermore, the between square dependance, which usually plagues financial data, has been duly accounted for thanks to a copula of new conception, whose rationale rests on an orthogonal polynomial argument. This copula has been designed for the type of dependence, known as between-squares correlation, which is likely to be found when dealing with volatility with thick tails. The performance of SGCHS distributions, tailored to account for between-square dependence, in modeling portfolios has been assessed with an empirical application on a portfolio composed of some financial series. Both in sample and out-of-sample VaR and ES values have been obtained in order to test the performance of SGCHS distributions in estimating and predicting these risk measures.

Both a Maximum Likelihood procedure, known as Inference for the Margins (IFM), and the method of moments have been employed to fit SGCHS to the data. Also specific tests have been carried out to evaluate their in and out-of-sample performance in evaluating risk measures. This empirical analysis provides evidence that modeling asset returns with GC-like expansions of HS laws and accounting for marginal dependence via the proposed copula leads to portfolio densities which better capture risk and expected losses, especially for low confidence levels.

The paper is organized as follows. Section 2 presents the theoretical results on the SGCHS distributions and a copula density which is devised to encode between-square correlation among the variables involved in the sum. Section 3 and 4 provide an empirical applications and Section 5 draws some conclusions. All proofs have been collected in an Appendix in order to ease the reading of the paper.
2. On the distribution of the sum of Gram-Charlier-like expansions of hyperbolic secant laws

In this Section, after recalling the main results of Gram-Charlier GC1 expansions of an HS density (GCHS), we determine the density functions of the sum of \( n \) of these independent densities (SGCHS hereafter). The intended result, when \( n \) is even, can be also attained by summing \( m \) independent convoluted linear hyperbolic (CLH) laws. SGCHS densities are worked out for both the cases of equal or different excess-kurtoses of the HS marginal laws which are added up. The effect introduced by the polynomial expansion in SGCHS densities is quantified and analyzed. Finally, a copula density for SGCHS is devised to account for between-square dependence between the margins. The following Theorem covers the main results on the GC-like expansion of an HS law.

**Theorem 1.** The GC-like expansion of a standardized HS law

\[
f(x) = \frac{1}{2} \sech \left( \frac{\pi x}{2} \right)
\]

accounting for an extra-kurtosis \( \beta \) is given by

\[
\phi(x, \beta) = \left( 1 + \frac{\beta}{\gamma_4} p_4(x) \right) f(x),
\]

where

\[
p_4(x) = x^4 - 14x^2 + 9
\]

is the fourth orthogonal polynomial associated to \( f(x) \), and \( \gamma_4 = \int_{-\infty}^{\infty} p_4^2(x) f(x) dx = 576 \). The parameter \( \beta \) measures the excess kurtosis of the variable \( X \) with respect to the kurtosis of the parent HS law. The function \( \phi(x, \beta) \) is a density if \( 0 \leq \beta \leq 14.4 \) and is unimodal as long as \( \beta \leq 9.71 \).

**Proof.** See [3].

The kurtosis level attainable with the polynomial expansion of an HS law is much greater than what is obtainable for a Gaussian density. For the latter, the admissible boost in kurtosis cannot exceed 4 in order for the GC expansion to be a density and it must be lower than 2.4 to preserve unimodality ([3]). As is well known, a portfolio is a set of several assets which often exhibit severe kurtosis. As such, those assets can be effectively modeled through the use of GCHS distributions, and the portfolio density can be modeled via the sum of its components. That is why in what follows we will derive the density of a sum of GCHS
distributions. As a preliminary result, we will prove the following Theorem, which provides the density of the sum of \(n\) independent HS distributions.

**Theorem 2.** The density of the sum \(Y = \sum_{i=1}^{n} X_i\) of \(n\) independent hyperbolic-secant variables \(X_i\) \((i = 1, 2, \ldots, n)\) is

\[
g(y) = \frac{1}{2} \text{sech} \left( \frac{\pi}{2} y \right) \left[ \frac{4^m}{(2m)!} \prod_{r=1}^{m} \left( \frac{y^2}{4} + \left( \frac{2r-1}{2} \right)^2 \right) \right],
\]

if \(n\) is odd, \(n = 2m + 1\), and

\[
g(y) = y \text{csch} \left( \frac{\pi}{2} y \right) \left[ \frac{4^{m-1}}{(2m-1)!} \prod_{r=1}^{m-1} \left( \frac{y^2}{4} + r^2 \right) \right],
\]

if \(n\) is even, \(n = 2m\).

**Proof.** See Appendix.

In this regard, it is worth noting that the so-called convoluted linear hyperbolic (CLH) density function

\[
f(y) = \frac{y}{2} \text{csch} \left( \frac{\pi}{2} y \right),
\]

which arises from the convolution of two independent hyperbolic secant laws, is also the Fourier transform of the logistic function, and enjoys several desirable properties like bell shapedness, leptokurtosis and existence of moments and orthogonal polynomials of every order \[3\]. In particular, it is easy to prove the following

**Corollary 1.** The density of the sum of \(m\) independent CLH distributions tallies with the density of the sum of \(n = 2m\) independent HS laws given in Equation (5).

**Proof.** See Appendix.

The kurtosis levels covered by (4) and (5) can be broadened, to better match empirical data requirements, by duly modifying these laws via fourth-orthogonal polynomials, in the wake of Theorem 2. The coefficients of the polynomials at stake depend on the moments of the parent densities. They turn out to be cumbersome to compute and vary with the number of variables which are summed up. This can be overcome by moving from the GCl expansion of a sum of HS densities to the sum of GCHS densities (SGCHS). The following Theorem in fact establishes the density function of the sum of independent GCHS laws with the same excess kurtosis \(\beta\).
Theorem 3. Let $Y = \sum_{i=1}^{n} X_i$, where $X_i \ (i = 1, 2, \ldots, n) \sim GCHS(\beta)$ are assumed independent. The density function of $Y$ is given by

$$g(y) = \frac{1}{2} \text{sech} \left( \frac{\pi y}{2} \right) \sum_{i=0}^{n} \sum_{j=i}^{n} \delta_{ij} \frac{4^{m+i+j}}{(2(m+i+j))!} \prod_{r=1}^{m+i+j} \left[ \frac{y^2}{4} + \left( \frac{2r-1}{2} \right)^2 \right],$$

(7)

if $n = 2m + 1$, and

$$g(y) = \frac{y}{2} \text{csch} \left( \frac{\pi y}{2} \right) \sum_{i=0}^{n} \sum_{j=i}^{n} \delta_{ij} \frac{4^{m+i+j-1}}{(2(m+i+j-1))!} \prod_{r=1}^{m+i+j-1} \left[ \frac{y^2}{4} + r^2 \right],$$

(8)

if $n = 2m$. In both formulas, $\delta_{ij}$ is specified as

$$\delta_{ij} = (-2)^{-i} \binom{j}{i} \sum_{k=j}^{n} \binom{n}{k} \binom{k}{j} \tilde{\beta}^k,$$

(9)

with $\tilde{\beta} = \frac{\beta}{24}$. 

Proof. See Appendix. \qed

Corollary 2. Alternative expressions for the density of the sum of GC-like expansions of $n$ hyperbolic-secant laws with the same excess kurtosis, specified as in Theorem 3 are

$$g(y) = \frac{1}{2} \text{sech} \left( \frac{\pi y}{2} \right) \sum_{j=0}^{n} \theta_j \frac{4^{m+j-1}}{(m+j)!} \prod_{r=1}^{m+j-1} \left[ \frac{y^2}{4} + \left( \frac{2r-1}{2} \right)^2 \right],$$

(10)

if $n = 2m + 1$, and

$$g(y) = \frac{y}{2} \text{csch} \left( \frac{\pi y}{2} \right) \sum_{j=0}^{n} \theta_j \frac{4^{m+j-1}}{(2m+j-1)!} \prod_{r=1}^{m+j-1} \left[ \frac{y^2}{4} + r^2 \right],$$

(11)

if $n = 2m$. In both formulas, $\theta_j$ is specified as

$$\theta_j = (-1)^j \sum_{k=\lceil j/2 \rceil}^{n} \binom{n}{k} \binom{2k}{j} \tilde{\beta}^k,$$

(12)

with $\tilde{\beta} = \frac{\beta}{24}$ and $\lceil j/2 \rceil$ denoting the smallest integer greater than, or equal to $j/2$. 
Proof. See Appendix.

The graphs in Figure 1 depict the density functions of the sums of $n = 2, 3, 4$ GC-like expansions of independent HS laws with the same excess kurtosis $\beta$.
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Figure 1: SGCHS laws for $n = 2, 3, 4$ (left, central and right panel, respectively). The first panel shows the densities of the sums of three pairs of GCHS laws with $\beta$ equal to $[2,2]$, $[4,4]$ and $[8,8]$, respectively. The second panel shows the densities of the sums of three triplets composed by GCHS laws with $\beta$ equal to $[2,2,2]$, $[4,4,4]$ and $[8,8,8]$, respectively. The third panel shows the densities of the sums of three quadruplets involving GCHS laws with $\beta$ equal to $[2,2,2,2]$, $[4,4,4,4]$ and $[8,8,8,8]$.

By comparing Equation (4) to Equation (10) and Equation (5) to Equation (11), we see that the factors

$$\sum_{j=0}^{2n} \theta_j \frac{4(m+j-1)}{(m+j)!} \prod_{r=1}^{m+j} \left[ \frac{\gamma^2}{4} + \left( \frac{2r-1}{2} \right)^2 \right]^2$$

if $n = 2m + 1$, \hspace{1cm} (13)

$$\sum_{j=0}^{2n} \theta_j \frac{4m+j}{(2m+j-1)!} \prod_{r=1}^{m+j-1} \left[ \frac{\gamma^2}{4} + r^2 \right]$$

if $n = 2m$ \hspace{1cm} (14)

account for the polynomial expansions. Figure 2 depicts the role played by the factors on the sum of two and three GCHS densities with the same excess kurtosis $\beta = 8$.

In general, the components of a portfolio are not likely to exhibit the same (extra) kurtosis. The following Corollary provides, in the wake of Theorem 3, the
Corollary 3. Let \( Y = \sum_{i=1}^{n} X_i \), where \( X_i \) (\( i = 1, 2, \ldots, n \)) \( \sim \) GCHS(\( \beta_i \)) are assumed independent. Then, the expressions of the density functions of \( Y \) are those of (7) or (8), when \( n \) is odd or even, with parameters \( \delta_{ij} \) given by

\[
\delta_{ij} = (-2)^{j-i} \binom{j}{i} \sum_{k=j}^{n} \binom{k}{j} b_k,
\]

where

\[
b_k = \begin{cases} 
1 & \text{if } k = 0 \\
\sum_{i_1=1}^{n} \hat{\beta}_{i_1} & \text{if } k = 1 \\
\sum_{i_1=1}^{n-k+1} \sum_{i_2=1}^{1} \cdots \sum_{i_{k-1}=1}^{n-k+1} \sum_{i_k=1}^{1} \hat{\beta}_{i_1+k-1} \hat{\beta}_{i_2+k-2} \cdots \hat{\beta}_{i_k} & \text{if } k = 2, \ldots, n, 
\end{cases}
\]

with \( \hat{\beta}_k = \frac{\beta_k}{24} \).

Proof. See Appendix.
Figure 3 depicts SCGHS densities for different values of $n$ and different excess kurtoses $\beta_k$, and it provides evidence that the higher the excess kurtosis of the GCHS which are summed up, the more peaked and heavy tailed the distribution of the resulting sum. This effect dampens as the terms of the sum increase. The graph on the left of Figure 4 compares the sum of two GC expansions of Gaussian laws (SCGN hereafter) with the sum of two GC-like expansions of HS laws. The same excess kurtoses are assumed for the two distributions in each sum. The right panel focuses on the right tail of the distributions. Similarly, the graph on the left of Figure 5 compares SGCN with SGCHS for $n = 3$. Different excess kurtoses are assumed for the distributions which are summed up. The excess kurtoses of the three Gaussian laws are set equal to $\beta = [2, 3, 3.5]$, while those of the three HS densities are set equal to $\beta = [8, 10, 11]$. The right panel focuses on the right tail of the distributions.

Looking at Figures 4 and 5, we see that applying a polynomial expansion, inasmuch as it embodies the excess kurtosis of a distribution, forces a movement of probability mass from the shoulders of the parent distribution into the centre and tails of the resulting GC-like expansion [4] [8]. The higher the extra kurtosis, $\beta$, or the more leptokurtic the parent law, the more substantial the probability displacement. For a
Figure 4: SGCN and SCGHS obtained from the sum of two Gaussian and HS laws with the same excess kurtoses $\beta = [2, 4]$.

Figure 5: SGCN and SCGHS obtained from the sum of three Gaussian and three HS laws with different excess kurtoses. The excess kurtoses are $\beta = [2, 3, 3.5]$ for the SGCN and $\beta = [8, 10, 11]$ for SGCHS.

Given excess kurtosis this means, on the one hand, that the probability shift towards the peak and the tails is more accentuated in SGCHS than in SGCN laws and, on the other hand, that the probability loss in the shoulders is more substantial in the former than in the latter. Furthermore, this shift of probability becomes more significant as $\beta$ increases. As we will see in Section 3, this effect turns out to play an important role when the polynomially-modified distributions are targeted to evaluate risk measurements such as the VaR or the ES.

Between-squares dependence also occurs when dealing with financial data. In or-
der to take due account of this kind of dependence in the framework of SGCHS
laws, we need to stretch beyond Theorem 3 and devise a joint density function
\(\psi(x_1, ..., x_n)\) accounting for the intended dependence among its marginals \(x_1, ..., x_n\).
This can be done by introducing a suitable copula density, \(c(u_1, ..., u_n)\) [18], in the
density function of SGCHS. This copula is tailored to take into account between-
squares correlations. The orthogonal polynomial technique, adopted to design GCI
expansions of HS densities, paves the way to account for this kind of dependence,
as shown in the following Theorem.

**Theorem 4.** Let \(Y = \sum_{i=1}^{n} X_i\), where \(X_i \ (i = 1, 2, ..., n) \sim GCHS(\beta_i)\). Then, the
density function of \(Y\), embodying between-squares dependence between two con-
ssecutive variables at a time, is as follows

\[
g(y) = \int_{\mathbb{R}^{n-1}} \psi\left(\left(y - \sum_{i=2}^{n} x_i\right), x_2, ..., x_n\right) dx_2 ... dx_n \quad (17)
\]

where

\[
\psi(x_1, ..., x_n) = c(\Phi_1(x_1), ..., \Phi_n(x_n); \beta_1, ..., \beta_n, \gamma_1, ... \gamma_{n-1}) \prod_{i=1}^{n} \phi_i(x_i, \beta_i) \quad (18)
\]

and \(\phi_i(x_i, \beta_i)\) are the GCHS densities as defined in Equation (2). The copula density
\(c(\cdot)\) is specified as

\[
c(\Phi_1(x_1), ..., \Phi_n(x_n); \beta_1, ..., \beta_n, \gamma_1, ... \gamma_{n-1}) = \prod_{i=1}^{n-1} [1 + \gamma_i r_i(x_i, \beta_i) r_{i+1}(x_{i+1}, \beta_{i+1})]
\]

with

\[
\Phi_i(x) = \int_{-\infty}^{x} \phi(t, \beta_i) dt \quad (20)
\]

\[
r_i(x, \beta_i) = \frac{x^2 - 1}{4 + \frac{\beta_i}{14} p_4(x)}. \quad (21)
\]

Here,

\[
\gamma_i = \mathbb{E}(X_i^2 X_{i+1}^2) - 1 \quad (22)
\]
denotes the between-squares correlation of the variates \(X_i\) and \(X_{i+1}\) subject to the
following constraints

\[
-1/ \max \{r_i^- r_{i+1}^-, r_i^+ r_{i+1}^+\} \leq \gamma_i \leq -1/ \min \{r_i^- r_{i+1}^+, r_i^+ r_{i+1}^-\} \quad (23)
\]
where
\[ r_i^- = \inf_{x} r_i(x) \]  \hspace{1cm} (24)
and
\[ r_i^+ = \sup_{x} r_i(x) . \]  \hspace{1cm} (25)

Proof. See Appendix.

Figure 6 shows the set of feasible values of \( \gamma \) and \( \beta = [\beta_1, \beta_2] \) assuring positiveness of the sum of two GCHS and GCN with the same excess kurtosis. Looking at the graph, we see that the feasible set of \( \gamma \) and \( \beta \) assuring the positiveness of SGCHS is much wider than that of SGCN.

![Figure 6: Set of values for (β, γ) assuring the positiveness of the density of the sum of two GCHS laws (grey area) and the sum of two GCN laws (lighter grey area).](image)

3. An empirical application

The performance of SGCHS in modeling financial series and computing risk measures has been evaluated in two applications involving three assets: MSFT (Microsoft Corporation stock), "N225 (Nikkei index) and NEM (Newmont Mining Corporation stock). The observation period goes from 01/01/2011 to 31/12/2016 (T = 1420 days, excluding missing cases). Returns for the financial series at hand have been computed as \( r_t = \log \left( \frac{P_t}{P_{t-1}} \right) \), with \( P_t \) denoting the closing price of each
Table 1: Mean (M), standard errors (SD), skewness (Sk) and kurtosis (K) of three series MSFT, "N225 and NEM.

| Series | M     | SD    | Sk    | K     |
|--------|-------|-------|-------|-------|
| MSFT   | 0.00068 | 0.015 | -0.147 | 10.592 |
| "N225   | 0.00043 | 0.015 | -0.551 | 8.306  |
| NEM     | 0.00032 | 0.025 | -0.133 | 4.873  |

At first we considered a portfolio composed of two series [MSFT, "N225], which were modeled by using four different distributions:

- two SGCHS laws, of which one with copula density and the other without copula density (SGCHS-C and SGCHS, respectively);

- two SCGN densities, of which one with copula density and the other without copula density (SGCN-C and SGCN, respectively).

The SGCN expansion of \( n \) Gaussian laws either takes the following form [24]

\[
f(y) = \sum_{j=0}^{n} \binom{n}{j} \left( \frac{\beta}{4!} \right)^j \frac{1}{\sqrt{2n\pi}} \left( \frac{1}{\sqrt{n}} \right)^{4j} e^{-\frac{y^2}{2n}} p_{4j} \left( \frac{y}{\sqrt{n}} \right),
\]

if the excess kurtosis, \( \beta \), is the same for all the GCN expansions, or the form

\[
f(y) = \sum_{j=0}^{n} \binom{n}{j} \left( \frac{b_{n,j}}{(4!)^j} \right) \frac{1}{\sqrt{2n\pi}} \left( \frac{1}{\sqrt{n}} \right)^{4j} e^{-\frac{y^2}{2n}} p_{4j} \left( \frac{y}{\sqrt{n}} \right),
\]

if the GCN expansions exhibit different excess kurtosis \( \beta_1, \beta_2, \ldots, \beta_n \). The parameters \( b_{n,j} \) in (27) are specified as follows

\[
b_{n,j} = \begin{cases} 
1 & \text{if } k = 0 \\
\sum_{i_1=1}^{n} \beta_{i_1} & \text{if } k = 1 \\
\sum_{i_1=1}^{n-k+1} \sum_{i_2=1}^{n-k+1} \cdots \sum_{i_k=1}^{n-k+1} \beta_{i_1+k-1} \beta_{i_2+k-2} \cdots \beta_{i_k} & \text{if } k = 2, \ldots, n,
\end{cases}
\]

In both (26) and (27) \( p_{4j} \) denotes the 4\( j \)-th degree Hermite polynomial

\[
p_{4j}(z) = z^{4j} + \sum_{i=1}^{2j} (-1)^i (2i-1)!! \frac{4j}{2i} z^{4j-2i}.
\]

The sum of \( n \) GCN laws, either with the same or with different kurtosis, which
accounts for between-squares dependence among variable as specified in Theorem 4, is expressed in terms of the of GC expansions of Gaussian laws, namely

\[ f(x) = \left(1 + \frac{\beta}{4!} p_4(x)\right) \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}}, \]  

(30)

where \( p_4(x) = x^4 - 6x^2 + 3 \). Furthermore, the term, \( r_i(x, \beta_i) \) takes, under normality, the form

\[ r_i(x, \beta_i) = \frac{x^2 - 1}{2 + \frac{\beta_i}{12} p_4(x)}. \]  

(31)

As both the MSFT and "N225 series exhibit considerably high kurtoses, SCGHS laws are expected to provide a better fit for portfolio analysis. In a further application, we indeed modeled the distribution of the portfolio covering all the three series [MSFT, "N225, NEM], by using different laws. More precisely, for the triplet we employed:

- the densities of the sums of three GC expansions of Gaussian laws, of which one with copula density and the other without copula density, denoted as SGC3N-C and SGC3N, respectively.

- the density of the sum of two GC-like HS laws and a GC of a Gaussian density. The SGCHS laws were used to model the pair of returns [MSFT, "N225] which exhibit severe kurtoses, and a SGCN was employed for the NEM series which exhibits moderate kurtosis and, as such does not recommend the use of SGCHS laws for its modeling. The density of this sum was considered both with and without copula specification. These two densities will be, respectively, denoted as SGCHSN-C and SGCHSN.

Figure 7 shows the empirical density histogram (or empirical density) of the sum of the pair [MSFT, "N225] (grey) and the sum of the triplet [MSFT, "N225, NEM] (black). It is clearly shown that adding a new series to the sum dampens the overall kurtosis.

The evaluation of the distributions adopted for the portfolio of the said returns has been used both on their goodness of fit to data and their performance in estimating common risk measures such as the Value at risk and the Expected shortfall.

3.1. Modeling the sum of a pair of return series

This section examines in detail the estimation process of the sum of the pair of returns [MSFT, "N225] with the distributions specified at the beginning of Section 3. To this aim, two estimation methods have been considered: the method of moments (Mom) and the maximum likelihood (ML) method. In the former case, the kurtosis
parameters, $\beta$, were estimated by using the empirical excess kurtoses with respect to the parent distributions (HS or Gaussian), while the $\gamma$ parameter was estimated by using its empirical analogous, namely

$$\tilde{\gamma} = \sum_{t=1}^{T} (x_{it}^2 x_{jt}^2) - 1$$

under the assumption to work with standardized series. As for the latter estimation method, we have followed the IFM procedure. Following [12], the method is divided into two steps.

1. First, we estimate the parameter of each marginal density $\phi_i(x_i; \beta_i)$, maximizing the likelihood function

$$l_i((x_{i,j})_{j=1,...,T}; \beta_i) = \sum_{j=1}^{T} \log \phi_i(x_{i,j}, \beta) \quad i = 1, \ldots, n$$

2. Then, given the marginal estimates ($\hat{\beta}_1, \ldots, \hat{\beta}_n$), we estimate the copula parameters maximizing the likelihood function

$$l_c((x_{i,j})_{j=1,...,T}; \hat{\beta}_1, \ldots, \hat{\beta}_n, \gamma_1, \ldots, \gamma_{n-1})$$

$$= \sum_{j=1}^{T} \log c(\Phi_1(x_1), \ldots, \Phi_n(x_n); \hat{\beta}_1, \ldots, \hat{\beta}_n, \gamma_1, \ldots, \gamma_{n-1})$$
which, in our case, takes the form

\[ I_c((x_{ij})_{j=1,\ldots,T}; \hat{\beta}_1, \ldots, \hat{\beta}_n, \gamma_1, \ldots, \gamma_{n-1}) \]

\[ = \sum_{j=1}^{T} \log \prod_{i=1}^{n-1} \left[ 1 + \gamma_i r_i(x_{ij}, \hat{\beta}_i) r_{i+1}(x_{i+1,j}, \hat{\beta}_{i+1}) \right] \]

\[ = \sum_{j=1}^{T} \sum_{i=1}^{n-1} \log \left[ 1 + \gamma_i r_i(x_{ij}, \hat{\beta}_i) r_{i+1}(x_{i+1,j}, \hat{\beta}_{i+1}) \right] \]

\[ = \sum_{i=1}^{n-1} T \sum_{j=1}^{T} \log \left[ 1 + \gamma_i r_i(x_{ij}, \hat{\beta}_i) r_{i+1}(x_{i+1,j}, \hat{\beta}_{i+1}) \right] \]

\[ = \sum_{i=1}^{n-1} I_c((x_{ij})_{j=1,\ldots,T}; \hat{\beta}_1, \ldots, \hat{\beta}_n, \gamma_i). \]

This procedure allows the estimation of each single copula parameter at a time, for each couple of marginal variables in sequence. The IFM estimator \( \hat{\theta}_n \) (obtained from a sample of size \( n \)) of a vector \( \theta \), including all the unknown parameters, is asymptotically Gaussian, that is

\[ \sqrt{n} \left( \hat{\theta}_n - \theta \right) \xrightarrow{d} N(0, G^{-1}(\theta)), \]  

(36)

where \( G(\theta) \) is the so-called Godambe information matrix which, following \( [12] \), is given by

\[ G(\theta) = A^{-1}V(A^{-1})'. \]  

(37)

Here, \( A = \mathbb{E} \left[ \frac{\partial s(\theta)}{\partial \theta} \right] \), \( V = \mathbb{E} [s(\theta)s(\theta)'] \), and \( s(\theta) \) is the score function.

If analytical solutions are not available for Equation (37), the Godambe information matrix must be obtained via jackknife re-sampling. Common information criteria such as the AIC need to be adjusted accordingly \( [22] \), and the composite likelihood AIC (CLAIC) is employed to evaluate the goodness of fit.

Table 2 shows the estimation results for the four aforementioned distributions obtained with the two said estimation methods (Mom and ML). From the table we conclude that SGCHS distributions provide the best results in terms of CLAIC, especially when the copula parameter is included. Standard errors for the method of moments and empirical Godambe information matrices have been obtained via jackknife re sampling. As the excess kurtoses, \((\hat{\beta}_1 =, \hat{\beta}_2 =)\), of each series of the pair [MSFT, “N225] exceeds the admissible boundary of the GCN distribution (see Figure 8), when calculated by using Mom, SGCN-Mom will not be taken into account in the analysis which follows.
| Model       | Parameter | Estimate | Std.Err. | z-value | p-value  | CLAIC | LRT (γ = 0) |
|-------------|-----------|----------|----------|---------|----------|-------|-------------|
| SGCHS-C-ML  | $\beta_{H1}$ | 4.027    | 0.997    | 4.635   | < .001  | 7583.7 | < .001     |
|             | $\beta_{H2}$ | 3.354    | 1.020    | 3.289   | 0.001   |       |             |
|             | $\gamma_H$  | 0.710    | 0.162    | 4.394   | < .001  |       |             |
| SGCHSML     | $\beta_{H1}$ | 4.027    | 0.964    | 4.177   | < .001  | 7609.9 | -           |
|             | $\beta_{H2}$ | 3.354    | 1.005    | 3.337   | < .001  |       |             |
| SGCN-C-ML   | $\beta_{N1}$ | 1.877    | 0.167    | 11.225  | < .001  | 7766.2 | < .001     |
|             | $\beta_{N2}$ | 1.509    | 0.166    | 9.075   | < .001  |       |             |
|             | $\gamma_N$  | 0.255    | 0.070    | 3.636   | < .001  |       |             |
| SGCNML      | $\beta_{N1}$ | 1.877    | 0.028    | 67.553  | < .001  | 7782.6 | -           |
|             | $\beta_{N2}$ | 1.509    | 0.027    | 55.014  | < .001  |       |             |
| SGCHS-C-Mom | $\beta_{H1}$ | 5.592    | 0.067    | 83.031  | < .001  | -      | -           |
|             | $\beta_{H2}$ | 3.306    | 0.051    | 64.425  | < .001  |       |             |
|             | $\gamma_H$  | 0.539    | 0.006    | 84.498  | < .001  |       |             |
| SGCHS-Mom   | $\beta_{H1}$ | 5.592    | 0.087    | 81.143  | < .001  | -      | -           |
|             | $\beta_{H2}$ | 3.306    | 0.025    | 64.885  | < .001  |       |             |

Table 2: Estimates of parameters $\beta$ and $\gamma$ obtained with the maximum likelihood (ML) and moment (Mom) methods; Standard errors of the $\beta$ estimates and $p$-values of the significance tests of their nullity; CLAIC and $p$-values of the likelihood ratio test (LRT) for the hypothesis $\gamma = 0$.

Figure 8: $SGCN_{Mom}$ distribution for the sum [MSFT + $N225$].

To assess the goodness of fit to data of the aforementioned distributions, both the Kolmogorov-Smirnov (KS) and Anderson-Darling (AD) tests have been employed. The null hypothesis of both tests assumes that empirical and reference distributions
are the same. As is well known, the AD test attributes more weight to the tails of a distribution than the KS test does. This is particularly relevant to our analysis as tails are the loci involved in the computation of risk measures. Looking at Tables 2 and 3, we conclude that both SGCHS and SGCHS-C perform better than the other distributions. Focusing now on tails: the performance has been evaluated of the aforementioned distributions in computing risk measures such as the VaR and the ES. The former provides the smallest value such that the probability of a (real-valued) random variable $X$ being at most this value is at least $1 - \alpha$; that is

$$VaR_X(\alpha) = \inf \{ x : F_X(x) \geq 1 - \alpha \} = F_X^{-1}(1 - \alpha) \quad (38)$$

where $F_X(x) = P(X \leq x)$ represents the cumulative distribution function of $X$. Unlike VaR, which is simply a threshold, ES provides information about the average loss beyond VaR threshold. For a real-valued finite mean random variable $X$ with absolutely continuous cumulative distribution function, ES can be defined as follows [2]:

$$ES_X(\alpha) = E(X | X \geq VaR_X(\alpha)) = \frac{\int_{VaR_X(\alpha)}^{+\infty} xdF_X(x)}{\int_{VaR_X(\alpha)}^{+\infty} dF_X(x)} = \frac{1}{\alpha} \int_{VaR_X(\alpha)}^{+\infty} xdF_X(x) \quad (39)$$

Figure 9 provides estimates of the Value at Risk, $VaR_\alpha$, computed by using the four mentioned distributions for $\alpha \in \{0.001, 0.005, 0.025, 0.05\}$. The empirical VaR, computed by using the empirical distribution of the sum MSFT+$\hat{N}225$, $VaR_{\text{emp}}$, is depicted in the graphs with the upper, $VaR_{\text{emp}}^U$, and lower, $VaR_{\text{emp}}^L$, bounds of the bootstrap percentile intervals, at confidence $p = 0.99$. The latter have been built by selecting $R = 1000$ block-bootstrap samples [13] from the empirical distribution of the sum of the pair of returns [MSFT, $\hat{N}225$]. The same has been done for the estimate, $ES_\alpha$, of the expected shortfall which has been compared to the empirical expected shortfall computed by using the empirical distribution, $ES_{\text{emp}}$. Bootstrap percentile intervals, $ES_{\text{emp}}^U$ and $ES_{\text{emp}}^L$, have been also computed for this

| Model     | AD  | AD - p-value | KS  | KS - p-value |
|-----------|-----|--------------|-----|--------------|
| SGCHS-C   | 1.7000 | 0.1352       | 0.026 | 0.7790      |
| SGCHS-M   | 1.3556 | 0.2151       | 0.026 | 0.7733      |
| SGCN-C    | 1.3834 | 0.2069       | 0.027 | 0.7286      |
| SGCN-M    | 2.1038 | 0.0806       | 0.033 | 0.4865      |
| SGCHS-C-M | 1.7885 | 0.1204       | 0.026 | 0.7790      |
| SGCHS-M-M | 1.4051 | 0.2009       | 0.026 | 0.7733      |

Table 3: AD and KS statistics and $p$-values for the GC-like expansions of HS and Gaussian laws with and without copula density.
risk measure following the procedure explained before. Detailed results of this procedure are given in a Table provided as supplementary material. Looking at Figure 9 we conclude that SGCHS distributions prove effective in estimating VaR for $\alpha \in \{0.005, 0.01\}$, while SGCN perform better for $\alpha \in \{0.025, 0.05\}$. This can be explained by noticing that, according to Figures 4 and 5 in Section 2, quantiles which fall in the region pertaining to the shoulders of a distribution are better estimated by SGCN distributions since the latter are characterized by heavier shoulders than SGCHS laws. As far as ES estimates are concerned, SGCHS distributions are the only ones which always fall inside the confidence bands. In addition, we see that taking into account the between-square correlation via copula densities leads to better estimates of both these risk measures.

3.2. Modeling the sum of a triplet of returns

This Section examines in detail the problem of modeling the triplet [MSFT, N225, NEM], with the four distributions specified at the beginning of Section 3. In this case, there are two possible copula parameters characterizing the polynomial expansion of the sum of the three densities: one to model the between-square dependence of the pair of series [MSFT, N225] and another to model the same type of dependence between N225 and NEM.

Table 4 shows the results of the maximum likelihood estimation of the four distributions considered for the triplet, along with the estimates obtained using the method of moments (Mom), while Table 5 provides the results of KS and AD tests. As before, $\text{SGC3N}_{\text{Mom}}$ will not be taken into account as the estimates of the excess kurtoses of the first two series exceed the boundary admissible for a Gaussian law.

Looking at the Tables, we conclude that all densities have a similar behavior, with a slightly better performance for $\text{SGC3N-C}$. In general, including the copula significantly improvements CLAIC, over the distributions in which $\gamma = 0$.

Figure 10 provides estimates of VaR and ES, for $\alpha \in \{0.001, 0.005, 0.025, 0.05\}$ computed by using the four mentioned distributions together with the corresponding empirical estimates and the bootstrap percentile intervals. As before, SGCHSN laws perform better than other distributions in estimating both VaR and ES for every level of $\alpha$. The only exception is the VaR estimate for $\alpha = 0.05$ where SGC3N laws, characterized by heavier shoulders (see Figures 4 and 5, Section 2), show a better performance. As in the previous case, the estimates of both these risk measures, which are closer to their empirical counterparts, are obtained by taking into account the dependence among data via copula density.
Figure 9: Empirical VaR and corresponding estimates (left column) and empirical ES and associated estimates (right column) obtained from SGCHS and SCGCN distributions fitted to the sum of the MSFT and N225 series.
Table 4: Estimates of parameters $\beta$ and $\gamma$ obtained with the maximum likelihood (ML) and moment (Mom) methods; Standard errors of the $\beta$ estimates and $p$-values of the significance tests of their nullity; CLAIC and $p$-values of the likelihood ratio test (LRT) for the hypothesis $\gamma = 0$.

| Model        | Parameter | Estimate | Std.Err. | z-value | $p$-value | CLAIC | LRT ($\gamma = 0$) |
|--------------|-----------|----------|----------|---------|-----------|-------|-------------------|
| SGCHSN-CML   | $\beta_{HS1}$ | 4.027    | 0.997    | 4.039   | < .001    | 11499.0 | < .001            |
|              | $\beta_{HS2}$ | 3.354    | 1.020    | 3.289   | < .001    | 11499.0 | < .001            |
|              | $\beta_{N3}$ | 1.550    | 0.167    | 9.282   | < .001    | 11534.7 | < .001            |
|              | $\gamma_1$ | 0.710    | 0.162    | 4.381   | < .001    |        |                   |
|              | $\gamma_2$ | 0.273    | 0.097    | 2.809   | 0.003     |        |                   |
| SGCHSNML     | $\beta_{HS1}$ | 4.027    | 0.964    | 4.177   | < .001    | 11534.7 | < .001            |
|              | $\beta_{HS2}$ | 3.354    | 1.005    | 3.337   | < .001    |        |                   |
|              | $\beta_{N3}$ | 1.550    | 0.167    | 9.282   | < .001    |        |                   |
| SGC3N-CML    | $\beta_{N1}$ | 1.877    | 0.167    | 11.225  | < .001    | 11695.2 | < .001            |
|              | $\beta_{N2}$ | 1.509    | 0.166    | 9.075   | < .001    |        |                   |
|              | $\beta_{N3}$ | 1.550    | 0.167    | 9.282   | < .001    |        |                   |
|              | $\gamma_{N1}$ | 0.255    | 0.070    | 3.636   | < .001    |        |                   |
|              | $\gamma_{N2}$ | 0.131    | 0.068    | 1.934   | 0.027     |        |                   |
| SGC3NML      | $\beta_{N1}$ | 1.877    | 0.028    | 67.552  | < .001    | 11706.4 | < .001            |
|              | $\beta_{N2}$ | 1.509    | 0.027    | 55.014  | < .001    |        |                   |
|              | $\beta_{N3}$ | 1.550    | 0.167    | 9.282   | < .001    |        |                   |
| SGCHSN-CMom  | $\beta_{HS1}$ | 5.592    | 0.067    | 83.031  | < .001    | -      | -                 |
|              | $\beta_{HS2}$ | 3.306    | 0.051    | 64.425  | < .001    |        |                   |
|              | $\beta_{N3}$ | 1.873    | 0.008    | 233.160 | < .001    |        |                   |
|              | $\gamma_1$ | 0.539    | 0.006    | 84.498  | < .001    |        |                   |
|              | $\gamma_2$ | 0.347    | 0.005    | 64.223  | < .001    |        |                   |
| SGCHSNMom    | $\beta_{HS1}$ | 5.592    | 0.067    | 83.031  | < .001    | -      | -                 |
|              | $\beta_{HS2}$ | 3.306    | 0.051    | 64.425  | < .001    |        |                   |
|              | $\beta_{N3}$ | 1.873    | 0.008    | 233.160 | < .001    |        |                   |

Table 5: AD and KS statistics and $p$-values for the GC-like expansions of distributions assumed for the triplet [MSFT, N225, NEM].
Figure 10: Empirical VaR and corresponding estimates (left column) and empirical ES and associated estimates (right column) obtained from SGCHSN and SCGCNN distributions fitted to the sum of the MSFT, N225 and NEM series.
4. Out-of-sample performance of SGC distributions

In order to evaluate the out-of-sample performance of SGCHS distributions, we have computed the empirical quantiles of each financial series at hand, together with their bootstrap percentile intervals, by using data of series in a second time period, running from 01/01/2017 to 31/12/2018, not employed for the estimation of the SCGHS or SCGN distributions. In what follows we will call that part of the sample used to estimate the SCGHS or SCGN distributions first sample period and the other, used to assess the out-of-sample performance of the same, second sample period. Next, $\text{VaR}_{\text{Emp}}$ and $\text{ES}_{\text{Emp}}$ computed in the second sample period are compared to $\text{VaR}_{\alpha}$ and $\text{ES}_{\alpha}$ estimates obtained from the competing distributions in the first sample period. Figure 11 shows this comparison for the pair [MSFT, ^N225], while Figure 12 shows the results for the whole triplet [MSFT, ^N225, NEM].

In case of the sum of the pair [MSFT, ^N225], the VaR estimates obtained from SGCHS distributions are the most adequate for $\alpha \in \{0.005, 0.01\}$, whereas for $\alpha \in \{0.025, 0.05\}$ the estimates provided by SGCN distributions are more accurate. In terms of ES forecasting, SGCHS distributions are always the most accurate, although the gap with SGCN becomes narrower as $\alpha$ increases. For both these risk measures, the use of copula density leads to estimates which are closer to their empirical counterparts. When considering the sum of the triplet [MSFT, ^N225, NEM], VaR and ES estimates obtained by SGCHS densities always show the best performance. The copula parameter plays an important role in forecasting both VaR and ES for each level of $\alpha$.

The out-of-sample performance of SGC distributions in terms of VaR has been also evaluated via the Kupiec Coverage Test [14]. The null hypothesis of the test assumes consistency between the percentage of losses that in the second sample period exceed $\text{VaR}_{\alpha}$, obtained from distributions estimated by using data from the first sample period, with the expected loss frequency for a given confidence level $\alpha$. The results of the test, given in Table 6, lead to the non-rejection of the null hypothesis for all SGCHS densities, while it is always rejected for SGCN and SGC3N laws when $\alpha = 0.005$ and between-square dependence is not taken into account.

Furthermore, to assess the out-of-sample accuracy of VaR estimation via SGCHS densities, reference has been made to ABLF (average binary loss function) and AQLF (average quadratic loss function), which measure the number of observations of the second part of the sample, $x_t$ that exceed $\text{VaR}_{\alpha}$, defined as before, according to a specific loss function. The binary loss assigns a penalty of one for
Figure 11: Out-of-sample empirical VaR and corresponding estimates (left column) and out-of-sample empirical ES and associated estimates (right column) obtained from SGCHS and SGCN distributions fitted to the sum of the MSFT and N225 series.
Figure 12: Out-of-sample empirical VaR and corresponding estimates (left column) and out-of-sample empirical ES and associated estimates (right column) obtained from SGCHSN and SGCNN distributions fitted to the sum of the MSFT, N225 and NEM series.
Table 6: Likelihood ratio test for SCG at different levels of $\alpha$.

| Series                  | Model       | $\alpha=0.005$    | $\alpha=0.01$    | $\alpha=0.025$    | $\alpha=0.05$    |
|-------------------------|-------------|-------------------|-------------------|-------------------|-------------------|
|                         | LR $p$-value| LR $p$-value      | LR $p$-value      | LR $p$-value      | LR $p$-value      |
| MSFT + N225             | SGCHS-ML    | 0.0661 0.7971     | 0.9204 0.3374     | 0.3510 0.5535     | 3.3178 0.0685     |
|                         | SGCHSN-ML   | 0.1473 0.7012     | 1.8357 0.1755     | 0.3510 0.5535     | 2.0700 0.1502     |
|                         | SGCN-ML     | 2.1868 0.1392     | 0.9204 0.3374     | 0.0966 0.7559     | 0.0575 0.8105     |
|                         | SGCN-ML     | 3.8683 0.0492     | 3.0058 0.0830     | 0.0966 0.7559     | 0.0010 0.9749     |
|                         | SGCHS-ML    | 0.0661 0.7971     | 0.2962 0.5863     | 0.3510 0.5535     | 3.3178 0.0685     |
|                         | SGCHS-ML    | 0.1473 0.7012     | 0.9204 0.3374     | 0.3510 0.5535     | 2.0700 0.1502     |
| MSFT + N225 + NEM       | SGCHSN-ML   | 0.1473 0.7012     | 3.0058 0.0830     | 0.3510 0.5535     | 0.0323 0.8575     |
|                         | SGCHSN-ML   | 0.1473 0.7012     | 3.0058 0.0830     | 0.3510 0.5535     | 0.0323 0.8575     |
|                         | SGCN-ML     | 5.8890 0.0152     | 3.0058 0.0830     | 0.0966 0.7559     | 0.3728 0.5414     |
|                         | SGCN-ML     | 0.9122 0.3395     | 3.0058 0.0830     | 0.3510 0.5535     | 0.3728 0.5414     |
|                         | SGCHSN-ML   | 0.1473 0.7012     | 3.0058 0.0830     | 0.3510 0.5535     | 0.0323 0.8575     |
|                         | SGCHSN-ML   | 0.1473 0.7012     | 3.0058 0.0830     | 0.3510 0.5535     | 0.0323 0.8575     |

Each exception, without considering its magnitude

$$BL = \begin{cases} 
1 & \text{if } x_t \leq \text{VaR}(\alpha). \\
0 & \text{otherwise} 
\end{cases}$$

(40)

The quadratic loss function also considers the magnitude

$$QL = \begin{cases} 
1 + (x_t - \text{VaR}(\alpha))^2 & \text{if } x_t \leq \text{VaR}(\alpha). \\
0 & \text{otherwise} 
\end{cases}$$

(41)

Table 7 provides estimates of the above loss functions for the pair [MSFT, N225] and the triplet [MSFT, N225, NEM]. Looking at the results we conclude that SGCS distributions perform better for small values of $\alpha$, while SGCN and SGC3N are more competitive for higher levels of $\alpha$. Furthermore SGCHSN distributions offer the best overall performance for the triplet [MSFT, N225, NEM], in terms of both ABLF and AQLF, except for $\alpha = 0.05$.

Finally, the out-of-sample ES$_{\alpha}$ estimates provided by SGC densities are assessed by implementing two tests: the McNeil and Frey test [15] and the Acerbi and Szekely test [11]. The null hypotheses of both tests assume that the distribution used to evaluate ES tallies with the empirical one. This entails that, under the null hypothesis, the expected shortfall computed via SGCHS and SGCN distributions in the first part of the sample, ES$_{\alpha}^1$, is a good estimate of the empirical ES computed with the data from the second period using VaR$_{\text{emp}}^1$. To perform the tests, block-bootstrap simulations have been implemented. In both cases, $B = 1000$ samples have been drawn.
from each empirical distribution. The statistics $Z_1$ and $Z_2$ are given by

$$Z_1 = \frac{1}{\sum_{t=1}^{N} I_t} \sum_{t=1}^{N} X_t I_t + 1 \quad (42)$$

where

$$I_t = \begin{cases} 1 & \text{if } X_t \leq \text{VaR}_{\text{emp}}^1 \\ 0 & \text{otherwise} \end{cases} \quad (43)$$

and

$$Z_2 = \frac{\sum_{t=1}^{T} X_t I_t}{N \alpha \text{ES}(\alpha)} + 1, \quad t = 1, 2, \ldots, T \quad (44)$$

where $T$ denotes the sample size. The bootstrapped $p$-value for the generic statistic $Z_j$, $j = 1, 2$ has been calculated as

$$p_{\text{boot}} = \frac{\sum_{b=1}^{B} I(Z_{j,b}^* < Z_j)}{B} \quad (45)$$

where $B$ is the number of bootstrap replications and $Z_{j,b}^*$ is the $b$-th bootstrap replicate and $Z_j$, $j = 1, 2$ is either the statistic (42) or the statistic (44) computed using the data of the second part of the sample. Under $H_0$, the $Z_1$ and $Z_2$ are expected to be zero; hence, they signal a problem when they are negative and statistically significant. Looking at Tables 8 and 9, we conclude that SGCHS densities are the best models for both the MSFT + N225 pair and the MSFT + N225 + NEM triplet: despite all distributions having both statistics not significantly lower than zero, SGCHS distributions almost always exhibit the lowest $Z_1$ and $Z_2$.

Table 7: ABLF and AQLF indexes for the competing SGC distributions.
## 5. Conclusion

This paper introduces two significant improvements in the GC based approach to modeling portfolio distributions. First, it provides the distribution of a portfolio with risk factors distributed as GC-like expansions of the HS to account for possibly severe kurtosis. Second, it broadens the scope of this distribution via a novel copula, which is tailored to model between-square-dependence among risk factors. On the one hand, moving from standard GC expansions of the Gaussian law to GCI expansions of the hyperbolic secant density, leads to novel distributions fit to capture the possibly severe kurtosis exhibited by several financial series. On the other hand, the introduction in the portfolio density of a copula, whose rationale still hinges on orthogonal polynomials, allows to account for non linear dependence among the returns of the portfolio, thus enabling portfolio distribution to fit in with the styl-
ized factors of asset returns. An empirical application of a portfolio composed of a set of international indexes provides evidence that the portfolio distributions here proposed are very tail sensitive densities which compare favorably with the extant alternatives. In particular, they provide more accurate estimates of both Value at risk and expected shortfall, especially for low confidence levels, than the standard GC-expansion based approach to portfolio modeling.

Appendix A.

The Fourier transform of an even function $f(x)$ is defined as follows

$$F(\omega) = \int_{-\infty}^{+\infty} e^{i\omega x} f(x) dx = 2 \int_{0}^{+\infty} \cos(\omega x) f(x) dx = 2F_c(\omega) \quad (A.1)$$

where $F_c(\omega)$ denotes the so-called Fourier cosine transform, (see, e.g., [5], Ch. 1). In functional notation, the Fourier cosine transform can be written as $F_c = T(f)$ and the inversion formula takes the form

$$T(F_c) = \frac{\pi}{2} f \quad (A.2)$$

as otherwise stated

$$T(F) = \pi f \quad (A.3)$$

The following $f(x) \xrightarrow{T} F_c(\omega)$ will denote that the functions on the right and left hand side form a pair of cosine Fourier transforms.

Fourier transforms play an important role in statistics as they tally with the notion of characteristic functions of random variables while their anti-transforms are the densities functions of the same. In particular, we will focus on the sum $Y = \sum_{i=1}^{n} X_i$ of $n$ i.i.d distributed random variables. As is well known, the following proves true for the density $g(y)$ and the characteristic function $G(\omega)$ of the variable $Y$

$$g = f^{(n)} = f \ast f \ast \cdots \ast f \Leftrightarrow G = F^n \quad (A.4)$$

where $f$ and $F$ are the density and characteristic function of each variable $X_i$, $i = 1, 2, \ldots, n$, respectively, and $\ast$ denotes the convolution operation. We will now prove the statement of Theorem[2] which concerns the density of the sum of $n$ i.i.d. hyperbolic secant laws.

*Proof of Theorem*[2]
Let us begin by considering formula (1) on page 30 in [5]

\[ \text{sech}(ax) \xrightarrow{T} \frac{1}{2} \pi \text{sech} \left( \frac{\pi}{2} a^{-1} \omega \right) \tag{A.5} \]

By setting \( a = 1 \) in (A.5) and taking into account (A.2), we conclude that

\[ \frac{1}{2} \text{sech} \left( \frac{\pi}{2} x \right) \xrightarrow{T} \frac{1}{2} \text{sech}(\omega) \tag{A.6} \]

Equation (A.6), in light of (A.1), implies that \( \text{sech}(\omega) \) is the density function of an hyperbolic secant law and, according to (A.4), \( \text{sech}(\omega)^n \) turns out to be the characteristic function of the sum of \( n \) independent hyperbolic secant laws.

Now let us consider the following formulas on page 30 in [5]

\[ [\text{sech}(ax)]^{2m+1} \xrightarrow{T} \frac{2^{2m-1} \pi}{(2m)!} \text{sech} \left( \frac{\pi \omega}{2a} \right) \prod_{r=1}^{m} \left( \frac{\omega^2}{4a^2} + \left( \frac{2r-1}{2} \right)^2 \right) \tag{A.7} \]

\[ [\text{sech}(ax)]^{2m} \xrightarrow{T} \frac{4^{2m-1} \pi \omega}{2(2m-1)!} a^2 \text{csch} \left( \frac{\pi \omega}{2a} \right) \prod_{r=1}^{m-1} \left( \frac{\omega^2}{4a^2} + r^2 \right) \tag{A.8} \]

By setting \( a=1 \) in (A.7) and taking into account (A.1) and (A.4), the density function \( g(y) \) of the sum for the case turns out to be as in Equation (4) when \( n = 2m + 1 \) and as in Equation (5) when \( n = 2m \).

Theorem 2 paves the way to obtaining the density function of the sum of GC-like expansions of hyperbolic secant laws. This demands, as a preliminary result, the derivation of the characteristic function of a GC-like expansion, which is given in the following theorem.

**Theorem 5.** The characteristic function of a GC-like expansion specified as in (2) is given by

\[ F(\omega) = \text{sech}(\omega) \left\{ 1 + \frac{\beta}{24} (\text{tgh}(\omega))^4 \right\} \tag{A.9} \]

**Proof.** By setting \( m = 1 \) and \( a = 1 \) in (A.7) and considering (A.2), we find that

\[ \frac{1}{2} \text{sech} \left( \frac{\pi}{2} x \right) (x^2 + 1) \xrightarrow{T} (\text{sech}(\omega))^3, \tag{A.10} \]

which, bearing in mind (A.6), leads to conclude that

\[ \frac{1}{2} \text{sech} \left( \frac{\pi}{2} x \right) x^2 \xrightarrow{T} (\text{sech}(\omega))^3 - \frac{1}{2} \text{sech}(\omega). \tag{A.11} \]
Again, setting $m = 2$ and $a = 1$ in (A.7) and taking into account (A.2), simple computations prove that
\[
\frac{2}{3} \sech \left( \frac{x}{2} \right) \left( \frac{x^2}{4} + \frac{1}{4} \right) \left( \frac{x^2}{4} + \frac{9}{4} \right) \xrightarrow{T} (\sech(\omega))^5, \quad (A.12)
\]
which, bearing in mind (A.6) and (A.11), yields
\[
\frac{1}{2} \sech \left( \frac{x}{2} \right) x^4 \xrightarrow{T} \frac{1}{2} \left[ 24(\sech(\omega))^5 - 20(\sech(\omega))^3 + \sech(\omega) \right]. \quad (A.13)
\]
In light of (A.6), (A.11), (A.13), and (2), the cosine transform of $\phi(x, \beta)$ turns out to be
\[
\phi(x, \beta) = \left[ 1 + \frac{\beta}{\gamma_4} (x^4 - 14x^2 + 9) \right] \frac{1}{2} \sech \left( \frac{\pi x}{2} \right) ) \xrightarrow{T} \frac{1}{2} \sech(\omega) + \beta \left\{ \frac{12(\sech(\omega))^5 - 10(\sech(\omega))^3 + \frac{1}{2} \sech(\omega)}{\gamma_4} \right\} + \\
\frac{14\beta}{\gamma_4} \left\{ (\sech(\omega))^3 - \frac{1}{2} \sech(\omega) \right\} + \frac{9\beta}{2\gamma_4} \sech(\omega), \quad (A.14)
\]
and, taking into account that $\gamma_4 = 576$, it can be worked out as follows
\[
\frac{1}{2} \sech(\omega) + \frac{\beta}{48} (\sech(\omega))^5 - \frac{2\beta}{48} (\sech(\omega))^3 + \frac{\beta}{48} \sech(\omega) \quad (A.15)
\]
\[
= \frac{1}{2} \sech(\omega) + \frac{\beta}{48} \sech(\omega) \left[ 1 - 2(\sech(\omega))^2 + (\sech(\omega))^4 \right]
\]
\[
= \frac{1}{2} \sech(\omega) + \frac{\beta}{48} \sech(\omega) \left\{ 1 - (\sech(\omega))^2 \right\}^2
\]
\[
= \frac{1}{2} \sech(\omega) + \frac{\beta}{48} \sech(\omega) \left[ (\tanh(\omega))^2 \right]^2
\]
This proves (A.9), in light of (A.1).

\textit{Proof of Corollary 1}\footnote{7}

According to formula (2) on page 30 in [5], the Fourier transform of the convoluted hyperbolic-secant law, $\frac{1}{2} \sech \left( \frac{x}{2} \right)$, is $(\sech(\omega))^3$. This, taking into account (A.4), entails that the characteristic function of the density of the sum of $m$ independent convoluted hyperbolic-secant laws is $(\sech(\omega))^{3m}$. Hence, by using formula (A.7) and bearing in mind (A.3) we obtain formula (6) \footnote{6}.

Thanks to this result, we can now prove Theorem 3 and Corollary 2.
Proof of Theorem 3

According to (A.4) and (A.9), the Fourier transform of the sum of $n$ independent hyperbolic secants is

\[ F(\omega)^n = (\text{sech}(\omega))^n\{1 + \tilde{\beta}[1 - (\text{sech}(\omega))^2]\}^n \]

(A.16)

where $\tilde{\beta} = \frac{\beta}{24}$. The above formula, with some computations, can be worked out as follows

\[ F(\omega)^n = \text{sech}(\omega)^n \sum_{k=0}^{n} \binom{n}{k} \tilde{\beta}^k [1 - 2\text{sech}(\omega)^2 + \text{sech}(\omega)^4]^k \]

(A.17)

\[ = \text{sech}(\omega)^n \sum_{k=0}^{n} \binom{n}{k} \tilde{\beta}^k \sum_{j=0}^{k} \binom{k}{j} \text{sech}(\omega)^{2j} \sum_{i=0}^{j} \binom{j}{i} \text{sech}(\omega)^{2i}(-2)^{j-i}. \]

Now, as it can be proved that (see [10], p.36)

\[ \sum_{k=0}^{n} \sum_{j=0}^{k} \sum_{i=0}^{j} a_{ijk} = \sum_{i=0}^{n} \sum_{j=i}^{n} \sum_{k=j}^{n} a_{ijk}, \]  

(A.18)

equation (A.17) can be written as

\[ [F(\omega)]^n = \sum_{i=0}^{n} \sum_{j=i}^{n} \text{sech}(\omega)^{n+2(i+j)} \delta_{ij} \]

(A.19)

where

\[ \delta_{ij} = (-2)^{j-i} \binom{j}{i} \sum_{k=j}^{n} \binom{n}{k} \binom{j}{k} \tilde{\beta}^k \]

(A.20)

with $\tilde{\beta} = \frac{\beta}{24}$. Given equation (A.19), use of (A.7) can be made to work out the density of the sum of $n$ independent GC-like expansions of linear hyperbolic laws. This leads to Equation (8) when $n = 2m$ and to Equation (7) when $n = 2m + 1$, respectively.

Proof of Corollary 2
Equation (A.17) can be also worked out as

\[ [F(\omega)]^n = \text{sech}(\omega)^n \sum_{k=0}^{n} \binom{n}{k} \tilde{\beta}^k [1 - \text{sech}(\omega)^2]^{2k} \]

(A.21)

\[ = \text{sech}(\omega)^n \sum_{k=0}^{n} \binom{n}{k} \tilde{\beta}^k \sum_{j=0}^{2k} \binom{k}{j} (-1)^j \text{sech}(\omega)^{2j}. \]

In fact, as some computations show, the following identity holds true

\[ \sum_{k=0}^{n} \sum_{j=0}^{2k} a_k b_j = \sum_{j=0}^{2n} b_j \sum_{k=0}^{n} a_k \]

(A.22)

and formula (A.21) can also be written as follows

\[ F(\omega) = \sum_{j=0}^{2n} \text{sech}(\omega)^n + 2j \theta_j \]

(A.23)

where

\[ \theta_j = (-1)^j \sum_{k=\lceil j/2 \rceil}^{n} \binom{n}{k} \binom{2k}{j} \tilde{\beta}^k \]

(A.24)

with \( \lceil j/2 \rceil \) being the smallest integer greater or equal to \( j/2 \). Next, putting forward the same argument advanced in Theorem 3, we easily obtain the densities (7) and (8) of Corollary 2.

Proof of Corollary 3
According to Theorem 5, the Fourier transform of the sum of \( n \) independent GC-like expansions with different excess kurtosis \( \beta_k, \ k = 1, 2, \ldots, n \) is given by

\[ \prod_{k=1}^{n} F_k(\omega) = \text{sech}(\omega)^n \prod_{k=1}^{n} \left\{ 1 + \frac{\beta_k}{24} \text{gh}(\omega)^4 \right\} \]

(A.25)

\[ = \text{sech}(\omega)^n \prod_{k=1}^{n} \left\{ 1 + \tilde{\beta}_k [1 - \text{sech}(\omega)^2]^2 \right\} \]

\[ = \text{sech}(\omega)^n \sum_{k=0}^{n} b_k [1 - 2 \text{sech}(\omega)^2 + \text{sech}(\omega)^4]^k \]

where \( \tilde{\beta}_k = \frac{\beta_k}{24} \) and the \( b_k \)'s are defined as in (16) (19, p. 5). Then, with some
computations, Equation (A.25) can be worked out as follows

\[
\prod_{k=1}^{n} F_k(\omega) = \sech(\omega) \sum_{k=0}^{n} b_k \sum_{j=0}^{k} \binom{k}{j} \sech^2(\omega)^2 j \sum_{i=0}^{j} \binom{j}{i} \sech^2(-2)^{j-i} \tag{A.26}
\]

and by applying Equation (A.19) it can be rewritten as in (A.20) with \( \delta_{ij}'s \) specified as in (15). As far as the derivation of the density of the sum variable \( Y \) is concerned, the proof follows the same argument as that of Theorem 3.

**Proof of Theorem 4**

The rationale of (17) can be explained by noting that the density function of the random vector \((X_1, \ldots, X_n)\) embodying between-square dependance among its margins \(X_1, \ldots, X_n\) can be written as

\[
\psi(x_1, \ldots, x_n) = \prod_{i=1}^{n} \Phi(x_i; \beta_i) \prod_{j=1}^{n-1} \left[ 1 + \gamma_i r_i(x_i) r_{i+1}(x_{i+1}) \right] \tag{A.27}
\]

where

\[
\left[ 1 + \gamma_i r_i(x_i) r_{i+1}(x_{i+1}) \right] \tag{A.28}
\]

In (A.28), \( r_i(x_i) r_{i+1}(x_{i+1}) \) is defined as in (21) and \( \gamma_i \) denotes the correlation coefficient of the (standardized) variates \( X_i \) and \( X_{i+1} \). Some computations prove that condition (23) is necessary for the positiveness of (A.27), which is mandatory in order for (17) to represent a density function. Furthermore, upon noting that formula (23) can be written as

\[
[1 + \gamma_i r_i(x_i) r_{i+1}(x_{i+1})] = 1 + \gamma_i \frac{p_2(x_i) p_2(x_{i+1})}{\|p_2\| \left( 1 + \frac{\beta_i}{\gamma_i} p_4(x_i) \right) \left( 1 + \frac{\beta_i}{\gamma_i} p_4(x_{i+1}) \right)} \tag{A.29}
\]

where \( p_2(x) = x^2 - 1 \) is the second-order orthogonal polynomial associated to a HS law and \( \|p_2\| = \int_{-\infty}^{\infty} p_2(x)^2 f(x) dx = 16 \) is its squared norm playing the role of normalization factor, the same argument put forward in Faliva et al (2016) can be used to prove that (17) is a density function embodying both leptokurtosis in the margins and between-square correlation among its margins in due sequence. Hence, the density function of the linear transformation \( Y = \sum_{i=1}^{n} X_i \) of the random vector \((X_1, \ldots, X_n)\) can be obtained along the same lines as in [11] on page 10.
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