Completion of local zeta functions associated with a certain class of homogeneous cones

Hideto Nakashima

Abstract. It is well known that the Riemann zeta function can be completed to the Riemann xi function \( \xi(s) \) in the sense that its functional equation has a higher symmetric form \( \xi(1-s) = \xi(s) \). In the previous paper (to appear in Tohoku Math. J.), we give an explicit formula of functional equations between local and global zeta functions associated with a homogeneous cone and with its dual cone. In this paper, we consider a completion of these local zeta functions and show that, for a certain class of homogeneous cones, the associated local zeta functions admit a kind of completion forms.

1. Introduction

A theory of prehomogeneous vector spaces, constructed by Sato [13] (see also Sato–Shintani [14], Kimura [7, Introduction]), provides a systematic method to construct zeta functions satisfying functional equations. The Riemann zeta function \( \zeta(s) \) can be viewed as a typical example of such zeta functions, and it has many interesting and important properties. Among them, we focus on the functional equation and its completion, that is, \( \zeta(s) \) can be completed to the Riemann xi function \( \xi(s) := 2^{-1}s(s-1)\pi^{-s/2}\Gamma(s/2)\zeta(s) \) whose functional equation has a higher symmetric form \( \xi(1-s) = \xi(s) \). Here, \( \Gamma(s) \) is the ordinary gamma function. Therefore, as analogous to \( \zeta(s) \), it is natural to ask whether or not zeta functions associated with prehomogeneous vector spaces can be completed. Let us state this problem more precisely. Let \( \zeta(s) \) and \( \zeta^*(s) \) \( (s \in \mathbb{C}) \) be vector-valued zeta functions associated with a regular prehomogeneous vector space and with its dual prehomogeneous vector space, respectively. Then, a functional equation between these zeta functions is written as

\[
\zeta^*(\tau(s)) = A(s)\zeta(s),
\]

where \( \tau \) is a suitable affine transformation on \( \mathbb{C} \) and \( A(s) \) is a suitable coefficient matrix. For these zeta functions \( \zeta(s) \) and \( \zeta^*(s) \), let us find square matrices \( B(s) \) and \( B^*(s) \) such that

\[
\xi^*(\tau(s)) = E\xi(s) \quad \text{where} \quad \xi(s) := B(s)\zeta(s) \quad \text{and} \quad \xi^*(s) := B^*(s)\zeta^*(s),
\]

where \( E \) is the so-called \( \varepsilon \)-factor, that is, a diagonal matrix with entries \( \exp(\theta\sqrt{-1}) \) \( (\theta \in \mathbb{R}) \). Since \( B(s) \) and \( B^*(s) \) may be different matrices, there is a trivial solution \( B(s) = A(s) \), \( B^*(s) = I \) and \( E = I \) (\( I \) is the identity matrix) and hence we would like to make \( B(s) \) and \( B^*(s) \) as similar as possible. For such cases, we say that a pair \( (\zeta(s), \zeta^*(s)) \) can be completed to \( (\xi(s), \xi^*(s)) \), or the pair \( (\xi(s), \xi^*(s)) \) is a valid completion.
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completion of \((\zeta(\mathfrak{s}), \zeta^*(\mathfrak{s}))\) in this paper. We shall explain this notion by a concrete example. Let \((G, \rho, V)\) be a prehomogeneous vector space in Sato [12 §7.1 Example (A)]. We use all notation in that paper without comments, and assume \(v(L^{(1)*}) = 1\) for simplicity. For dual zeta functions, we choose \(E\) as a \(Q\)-regular subspace. Put 

\[ \tau(\mathfrak{s}) := (s_1 + s_2 + s_3 - 1, 1 - s_3, 1 - s_2) \quad \text{for} \quad \mathfrak{s} = (s_1, s_2, s_3) \in \mathbb{C}^3. \]

Then, we have

\[
\begin{pmatrix}
\xi_+ (L^*_E; \tau(\mathfrak{s})) \\
\xi_- (L^*_E; \tau(\mathfrak{s}))
\end{pmatrix} = \frac{2\Gamma(s_2)\Gamma(s_3)}{(2\pi)^{s_2+s_3}} 
\begin{pmatrix}
\cos\left(\frac{s_2}{2} + s_3\right) & \sin\left(\frac{s_2}{2} - s_3\right) & \xi_+ (L; \mathfrak{s}) \\
\sin\left(\frac{s_2}{2} - s_3\right) & \cos\left(\frac{s_2}{2} + s_3\right) & \xi_- (L; \mathfrak{s})
\end{pmatrix}
\]

by Theorem 3 (iii) of that paper [12]. This coefficient matrix can be obviously diagonalized, and moreover using a formula (2.10) of the gamma function, we obtain a completed functional equation in such a way that by setting

\[ B(\mathfrak{s}) = B^*(\mathfrak{s}) = \pi \frac{s_2 + s_3}{2} \begin{pmatrix}
\Gamma\left(\frac{s_2}{2}\right) & 0 \\
0 & \Gamma\left(\frac{s_2 + 1}{2}\right) \Gamma\left(\frac{s_3 + 1}{2}\right)
\end{pmatrix} \cdot \begin{pmatrix} 1 & 1 & 0 \\
0 & 1 & -1
\end{pmatrix}, \]

we have

\[ \eta^*_E (\tau(\mathfrak{s})) = \begin{pmatrix} 1 & 0 \\
0 & -1 \end{pmatrix} \eta_E (\mathfrak{s}), \]

where

\[ \eta^*_E (\mathfrak{s}) = B^*(\mathfrak{s}) \begin{pmatrix} \xi_+ (L^*_E; \mathfrak{s}) \\
\xi_- (L^*_E; \mathfrak{s}) \end{pmatrix}, \quad \eta_E (\mathfrak{s}) = B(\mathfrak{s}) \begin{pmatrix} \xi_+ (L; \mathfrak{s}) \\
\xi_- (L; \mathfrak{s}) \end{pmatrix}. \]

This observation seems to be new. Other dual zeta functions in §§7.1 of [12] can be also completed, but for another example [12 §§7.2 Example (B)], not all functional equations seem to be completed. In general, it is not known whether prehomogeneous zeta functions can be completed or not, except for some particular reductive cases (cf. [11], [3] and [15]).

In this paper, we consider this problem for prehomogeneous vector spaces associated with homogeneous open convex cones containing no entire line (homogeneous cones for short in what follows) studied in the previous paper [10], and we show that, for a certain class of homogeneous cones, the associated zeta functions have completions. Since functional equations of prehomogeneous zeta functions essentially come from those of local zeta functions, we actually work with local zeta functions. It is worthy to mention that our prehomogeneous vector spaces are not reductive but solvable. We are therefore required additional observations which are not needed in reductive cases; for example, we will make a delicate discussion about orders of zeta distributions (see (3.11) for definition) when we consider functional equations with respect to them (see Section 3).

We now introduce the terminologies and the notations which we need to state the precise argument. Let \(\Omega\) be a homogeneous cone of rank \(r\) in an \(n\)-dimensional real vector space \(V\). By Vinberg [16], there exists a split solvable Lie group \(H\) acting on \(\Omega\) linearly and simply transitively. According to Ishi [6], we realize \(\Omega\) as a subset of the open convex cone \(S^+_N\) of positive-definite symmetric matrices of size \(N \in \mathbb{N}\), that is, taking \(r\) suitable integers \(n_1, \ldots, n_r\) and a suitable system \(V_{kj} \subset \text{Mat}(n_k, n_j; \mathbb{R})\)

\((1 \leq j < k \leq r)\) of vector spaces, we regard \(\Omega\) as a homogeneous cone included in a subspace of symmetric matrices as follows:

\[
\Omega \cong \left\{ x = \begin{pmatrix}
X_{11} & \cdots & X_{1r} \\
X_{21} & \cdots & X_{2r} \\
\vdots & \ddots & \vdots \\
X_{r1} & \cdots & X_{rr}
\end{pmatrix} \right\}, \quad x_j \in \mathbb{R} \quad (j = 1, \ldots, r); \quad X_{kj} \in V_{kj} \quad (1 \leq j < k \leq r) \quad \cap S^+_N,
\]
where \( N := n_1 + \cdots + n_r \). The following integers and vectors are used frequently in this paper without any comments:

\[
\begin{align*}
n_{kj} & := \dim V_{kj}, \quad p_k := \sum_{j<k} n_{kj}, \quad q_j := \sum_{k>j} n_{kj}, \\
1 &= (1,1,\ldots,1), \quad \underline{p} = (p_1,\ldots,p_r), \quad \underline{q} = (q_1,\ldots,q_r), \quad \underline{d} = 1 + \frac{1}{2}(p + q).
\end{align*}
\]

Put \( I_r := \{\pm 1\}^r \). For each \( \varepsilon = (\varepsilon_1,\ldots,\varepsilon_r) \in I_r \), we denote by \( O_{\varepsilon} \) an orbit of \( H \) through \( \text{diag}(\varepsilon_1 I_{n_1},\ldots,\varepsilon_r I_{n_r}) \). Note that \( \Omega = O_{(1,\ldots,1)} \). Then, \( \bigcup_{\varepsilon \in I_r} O_{\varepsilon} \) is a Zariski open set in \( V \) (cf. Gindikin [5]) so that \( V \) is a real prehomogeneous vector space. Let \( \Delta_1(x),\ldots,\Delta_r(x) \) be the basic relative invariants of \( \Omega \). We denote by \( \mathcal{S}(V) \) the Schwartz space of rapidly decreasing functions on \( V \). For \( f \in \mathcal{S}(V) \), we put

\[
(1.2) \quad \Phi_\varepsilon(f; \underline{s}) := \int_{O_{\varepsilon}} |\Delta_1(x)|^s_1 \cdots |\Delta_r(x)|^s_r f(x) \, d\mu(x) \quad (\varepsilon \in I_r)
\]

which are called the local zeta functions associated with \( O_{\varepsilon} \). Here, \( d\mu(x) \) is a suitable invariant measure on \( O_{\varepsilon} \). It is known that \( \Phi_\varepsilon(f; \underline{s}) \) are absolutely convergent for \( \Re \underline{s} > \underline{d}\sigma^{-1} \), and analytically continued to meromorphic functions of \( \underline{s} \) in the whole space \( \mathbb{C}^r \) (cf. [2]). Here, \( \sigma = (\sigma_{jk})_{1 \leq j,k \leq r} \) is a unimodular matrix containing information about the basic relative invariants as

\[
(1.3) \quad \Delta_j(\text{diag}(x_1 I_{n_1},\ldots,x_r I_{n_r})) = x_1^{\sigma_{j1}} \cdots x_r^{\sigma_{jr}} \quad (x_1,\ldots,x_r \in \mathbb{R}^\times),
\]

which is called the multiplier matrix of \( \Omega \) (cf. [9]). Note that we write \( \underline{\alpha} > \underline{\beta} \) for \( \underline{\alpha},\underline{\beta} \in \mathbb{R}^r \) if \( \alpha_j > \beta_j \) for all \( j = 1,\ldots,r \). Associated with the dual prehomogeneous vector space of \( V \), we also have local zeta functions \( \Phi^*_\varepsilon(f; \underline{s}) \) for \( \delta \in I_r \) and \( f \in \mathcal{S}(V) \), which are also analytically continued to meromorphic functions of \( \underline{s} \in \mathbb{C}^r \). We shall write these local zeta functions in a vector form as

\[
\Phi(f; \underline{s}) = (\Phi_\varepsilon(f; \underline{s}))_{\varepsilon \in I_r}, \quad \text{and} \quad \Phi^*(f; \underline{s}) = (\Phi^*_\varepsilon(f; \underline{s}))_{\delta \in I_r},
\]

where we equip \( I_r \) with a total order, and fix it.

Let us take and fix a suitable inner product \( \langle \cdot | \cdot \rangle \) in \( V \). The dual vector space \( V^* \) of \( V \) is identified with \( V \) through this inner product. The Fourier transform \( \mathcal{F}[f] \) of \( f \in \mathcal{S}(V) \) is defined as

\[
\mathcal{F}[f](x) := \int_V f(y) \exp(2\pi \sqrt{-1} \langle x | y \rangle) \, dy,
\]

where \( dy \) is the Euclidean measure on \( V \). Let \( \tau \) be the affine transformation on \( \mathbb{C}^r \) defined by \( \tau(\underline{\alpha}) := (\underline{d} - \underline{s} \sigma) \sigma_s^{-1} \), where \( \sigma_s \) is the multiplier matrix of the dual cone \( \Omega^* \) of \( \Omega \). For \( \underline{\alpha} \in \mathbb{C}^r \), we write \( \Gamma(\underline{\alpha}) := \Gamma(\alpha_1) \cdots \Gamma(\alpha_r) \). Then, the Gindikin gamma function \( \Gamma_{\Omega}(\underline{\alpha}) \) of \( \Omega \) is defined as

\[
(1.4) \quad \Gamma_{\Omega}(\underline{\alpha}) = (2\pi)^{(n-r)/2} \Gamma\left(\underline{\alpha} - \frac{1}{2}\underline{d}\right)
\]

(cf. Gindikin [5]). Moreover, we set

\[
A(\alpha) = \left( \exp\left( \frac{\pi \sqrt{-1}}{2} \sum_{j=1}^r \varepsilon_j \delta_j \alpha_j + \frac{1}{2} \sum_{1 \leq j < k \leq r} \varepsilon_j \delta_k n_{kj} \right) \right)_{\delta,\varepsilon \in I_r},
\]
where the index $\varepsilon$ runs horizontally and $\delta$ vertically. Then, Proposition 4.3 of the previous paper [10] gives the following functional equation of local zeta functions:

$$
\Phi(\mathcal{F}[f]; s) = \frac{\Gamma_{\Omega}(s\sigma)}{(2\pi)^{\frac{|\sigma|}{2}}} A \left( s\sigma - \frac{1}{2}p \right) \Phi^*(f; \tau(s)).
$$

Here, we set $|\alpha| := \alpha_1 + \cdots + \alpha_r$ for $\alpha \in \mathbb{C}^r$.

For a technical reason, we assume the following condition:

(1.6) For fixed $m = 0, 1$, one has $\frac{\pi}{4} \sum_{j<k} \varepsilon_j \delta_{kn_{kj}} \equiv m \pi \mod 2\pi$ for all $\varepsilon, \delta \in I_r$.

Set $\mathcal{A} := \{0, 1\}^r$. We equip $\mathcal{A}$ with a total order, and fix it. According to this order, we define a diagonal matrix $\Lambda(\alpha)$ for $\alpha \in \mathbb{C}^r$ by

$$
\Lambda(\alpha) := \text{diag} \left( \frac{\pi |\alpha|/2}{\Gamma(2^{-1}(\alpha + \alpha))} \right)_{\alpha \in \mathcal{A}}.
$$

Then, the main theorem is stated as follows.

**Theorem 1.1.** Assume the condition (1.6). Then, there exists an orthogonal matrix $J$ such that, by setting

$$
\Psi(f; s) := \Lambda(s\sigma - 2^{-1}p)^{\alpha} J^\ast \Phi(f; s), \quad \Psi^*(f; s) := \Lambda(s\sigma_s - 2^{-1}p)^{\alpha} J^\ast \Phi^*(f; s),
$$

one has

$$
\Psi(\mathcal{F}[f]; s) = \mathcal{E} \Psi^*(f; \tau(s)) \quad (s \in \mathbb{C}^r, \ f \in \mathcal{F}(V)),
$$

where

$$
\mathcal{E} = (-1)^m \text{diag} \left( (\sqrt{-1})^{\mathcal{A}} \right)_{\alpha \in \mathcal{A}}.
$$

The transformation matrices $B(\mathcal{A})$ and $B^*(\mathcal{A})$ in this theorem are not same but similar in a sense that the difference, that is the arguments of $\Lambda$ relative to the domains in which the corresponding gamma functions $\Gamma_{\Omega}$ and $\Gamma_{\Omega^*}$, respectively, converge absolutely. Namely, we see by [5, p. 22] that the integral

$$
\int_{\Omega} \Delta_1(x) \Delta_{r+1}(x)^{s_{r+1}} \cdots \Delta_r(x)^{s_r} e^{-\langle x \rangle I_N} d\mu(x) = \Gamma_{\Omega}(s\sigma) \quad (I_N := \text{diag}(I_{n_{1}}, \ldots, I_{n_r}))
$$

converges absolutely when $\text{Re} s\sigma - \frac{1}{2}p > 0$, whereas the integral

$$
\int_{\Omega^*} \Delta_1^*(y) \Delta_{r+1}^*(y)^{s_{r+1}} \cdots \Delta_r^*(y)^{s_r} e^{-\langle y \rangle I_N} d\mu^*(y) = \Gamma_{\Omega^*}(s\sigma_s)
$$

converges absolutely when $\text{Re} s\sigma_s - \frac{1}{2}p > 0$. Here, $\Delta_1^*(y), \ldots, \Delta_r^*(y)$ are the basic relative invariants of $\Omega^*$ and $d\mu^*(y)$ a suitable invariant measure on $\Omega^*$.

We shall prove Theorem 1.1 in Section 2. Section 3 is devoted to investigating a relationship between $J^\ast \Phi(f; s)$ and zeta distributions (see (3.11) for definition).

2. **Proof of Theorem 1.1**

Let us start proving Theorem 1.1. We use all notations in Introduction. Set $\omega = s\sigma - \frac{1}{2}p$. Then, the gamma matrix, that is the coefficient matrix in (1.5) can be written, by (1.4), as

$$
\frac{\Gamma_{\Omega}(s\sigma)}{(2\pi)^{\frac{|\sigma|}{2}}} A \left( s\sigma - \frac{1}{2}p \right) = \frac{\Gamma(s\sigma - \frac{1}{2}p)}{(2\pi)^{\frac{|\sigma - s\sigma_s}{2}} \omega - \frac{1}{2}p} A \left( s\sigma - \frac{1}{2}p \right) = \frac{\Gamma(\omega)}{(2\pi)^{\frac{|\omega|}{2}}} A(\omega).
$$
In the first equality, we use \(|p| = n - r\). Throughout this paper, we always assume the condition \(1.6\) so that \(A(\alpha)\) reduces to

\[
A(\alpha) = (-1)^m \left( \exp \left( \frac{\pi \sqrt{-1}}{2} \sum_{j=1}^{r} \varepsilon_j \delta_j \alpha_j \right) \right)_{\delta, \varepsilon \in I_r}.
\]

For \(\mathbf{a} \in A\), let \(\kappa(\mathbf{a}) \in \mathcal{I}_r\) be a column vector defined by

\[
\kappa(\mathbf{a}) := (\kappa_{\varepsilon}(\mathbf{a}))_{\varepsilon \in I_r}, \quad \text{where} \quad \kappa_{\varepsilon}(\mathbf{a}) := \prod_{j=1}^{r} \varepsilon_j^a_j \quad (\varepsilon \in I_r).
\]

Notice \(\{\kappa(\mathbf{a}) : \mathbf{a} \in A\} = \mathcal{I}_r^{2r}\) so that it forms an orthogonal basis of \(\mathbb{R}^{2r}\) with respect to the standard inner product in \(\mathbb{R}^{2r}\). Let \(J\) be an orthogonal matrix of size \(2^r\) obtained by arraying column vectors \(2^{-r/2} \kappa(\mathbf{a})\) in a row, that is,

\[
J := 2^{-r/2} (\kappa(\mathbf{a}))_{\mathbf{a} \in A}.
\]

For \(\mathbf{a} \in A\), we set

\[
Q_{\mathbf{a}}(\alpha) := \prod_{j=1}^{r} \cos \left( \frac{\pi}{2} (\alpha_j - a_j) \right) \quad (\alpha \in \mathbb{C}^r).
\]

**Lemma 2.1.** The matrix \(A(\alpha)\) in \(2.8\) can be diagonalized by \(J\) independent of \(\alpha\) as follows:

\[
^t J A(\alpha) J = (-1)^m \cdot 2^r \text{diag} \left( (\sqrt{-1})^{|a|} Q_{\mathbf{a}}(\alpha) \right)_{\mathbf{a} \in A}.
\]

**Proof.** We shall prove this lemma by showing that, for any \(\mathbf{a} \in A\), the vector \(\kappa(\mathbf{a})\) is an eigenvector of \(A(\alpha)\) and its corresponding eigenvalue is \((-1)^m \cdot 2^r (\sqrt{-1})^{|a|} Q_{\mathbf{a}}(\alpha)\).

For any vectors \(\mathbf{a} \in A\) and \(\beta = (\beta_1, \ldots, \beta_r) \in \mathbb{C}^r\), it is easily verified that

\[
\sum_{\varepsilon \in I_r} \kappa_{\varepsilon}(\mathbf{a}) \exp \left( \frac{\pi \sqrt{-1}}{2} \sum_{j=1}^{r} \varepsilon_j \beta_j \right) = 2^r (\sqrt{-1})^{|a|} \prod_{j=1}^{r} Q_{\mathbf{a}}(\beta).
\]

In our case, the vector \(\beta\) is one of the vectors \((\delta_1 \alpha_1, \ldots, \delta_r \alpha_r)\) for some \(\delta \in I_r\). An elementary calculation yields that

\[
\cos \left( \frac{\pi}{2} (\delta z - a) \right) = \delta^a \cos \left( \frac{\pi}{2} (z - a) \right) \quad \text{for} \ \delta \in \{1, -1\} \ \text{and} \ a \in \{0, 1\},
\]

so that we obtain \(Q_{\mathbf{a}}(\beta) = \kappa_{\delta}(\mathbf{a}) Q_{\mathbf{a}}(\alpha)\). This implies that, for any \(\mathbf{a} \in A\), the vector \(\kappa(\mathbf{a})\) is an eigenvector of \(A(\alpha)\), and \((-1)^m \cdot 2^r (\sqrt{-1})^{|a|} Q_{\mathbf{a}}(\alpha)\) is its corresponding eigenvalue, and hence the lemma is proved. \(\square\)

Recall that \(w = s \sigma - \frac{1}{2} p\).

**Lemma 2.2.** For each \(\mathbf{a} \in A\), one has

\[
\frac{\Gamma(\mathbf{a})}{(2\pi)^{|\mathbf{a}|}} Q_{\mathbf{a}}(\mathbf{w}) = \frac{\pi^{r/2 - |\mathbf{w}|}}{2^r} \cdot \frac{\Gamma(2^{-1} (s \sigma - 2^{-1} p + \mathbf{a}))}{\Gamma(2^{-1} (r \sigma - 2^{-1} q + \mathbf{a}))}.
\]

**Proof.** Let us recall two famous formulas of the gamma function, that is, Euler’s reflection formula and Legendre’s duplication formula:

\[
\Gamma(z) \Gamma(1 - z) = \frac{\pi}{\sin \pi z}, \quad \Gamma(z) = \frac{2^z}{2 \sqrt{\pi}} \Gamma \left( \frac{z+1}{2} \right) \Gamma \left( \frac{z}{2} \right) \quad (z \in \mathbb{C}).
\]
Combining these two formulas, we obtain the following formula

\[ (2.10) \quad \Gamma(z) \cos\left(\frac{\pi}{2}(z-a)\right) = \frac{2^z\sqrt{\pi}}{2} \cdot \frac{\Gamma(2^{-1}(z+a))}{\Gamma(2^{-1}(1-z+a))} \quad (z \in \mathbb{C}; \; a = 0 \text{ or } 1). \]

This equation implies that

\[ \prod_{i=1}^{r} \Gamma(w_i) \cos\left(\frac{\pi}{2}(w_i-a_i)\right) = \prod_{i=1}^{r} \frac{2^{w_i} \sqrt{\pi}}{2} \cdot \frac{\Gamma(2^{-1}(w_i+a_i))}{\Gamma(2^{-1}(1-w_i+a_i))}, \]

that is,

\[ \Gamma(w)Q_{A}(w) = \frac{2^{w} \pi^{r/2}}{2} \cdot \frac{\Gamma(2^{-1}(w+a))}{\Gamma(2^{-1}(1-w+a))} \quad (\varepsilon \in A). \]

The facts \( d = 1 + \frac{p+q}{2} \) and \( d - s\sigma = \tau(s)\sigma - \frac{1}{2} \) show

\[ 1 - w = 1 - s\sigma + \frac{1}{2} = d - s\sigma - \frac{1}{2} = \tau(s)\sigma - \frac{1}{2}, \]

whence we arrive at the formula in the lemma.

\[
\Box
\]

We are now in the final step of the proof of the main theorem. Let us recall definition of diagonal matrices \( \Lambda(\alpha) \) and \( \mathcal{E} \) in (1.7) and (1.8), respectively. We set \( \mathfrak{v} = 1 - \mathfrak{w} = \tau(\mathfrak{s})\sigma - \frac{1}{2} \) for brevity. Notice that \( \frac{1}{2} - |\mathfrak{w}| = \frac{1}{2} |\mathfrak{w}| + \frac{1}{2} |\mathfrak{w}| \). Then, Lemmas (2.1) and (2.2) yield that

\[
\frac{\Gamma(w)}{(2\pi)^{|w|}} A(w) = (-1)^m \cdot 2^r J \text{diag}\left((\sqrt{-1})^{|w|} \frac{\Gamma(w)}{(2\pi)^{|w|}} Q_{A}(w)\right)_{\varepsilon \in A}^t J
= (-1)^m \cdot 2^r J \text{diag}\left((\sqrt{-1})^{|w|} \frac{\pi^{r/2}}{2^r} \frac{\Gamma(2^{-1}(w+a))}{\Gamma(2^{-1}(1-w+a))}\right)_{\varepsilon \in A}^t J
= J \text{diag}\left((-1)^m (\sqrt{-1})^{|w|} \frac{\pi^{r/2}}{2^r} \frac{\Gamma(2^{-1}(w+a))}{\Gamma(2^{-1}(1-w+a))}\right)_{\varepsilon \in A}^t J
= JA(w)^{-1} \mathcal{E} L(\alpha) J,
\]

whence we conclude that the functional equation (1.5) can be completed.

\[
\Box
\]

**Remark 2.3.** We note that there exist homogeneous cones satisfying (1.6). In fact, the exceptional symmetric cone \( \text{Herm}(3, \mathbb{O})^+ \) obviously satisfies (1.6). Other examples are given as homogeneous cones \( \Omega \) such that \( n_{kj} = 0 \) or 4 for all \( j < k \). Such homogeneous cones can be constructed from chordal and \( A_4 \)-free graphs (see Letac–Massam [8] for definition) as follows. Let \( G \) be a chordal and \( A_4 \)-free graph of size \( n \). Set

\[
V_G := \{ x \in \text{Herm}(n, \mathbb{H}); \; x_{ij} = 0 \text{ if } i \neq j \text{ in } G \}.
\]

Then, \( \Omega_G := V_G \cap \text{Herm}(n, \mathbb{H})^+ \) is a desired homogeneous cone.

**Remark 2.4.** Under the assumption (1.6), we are able to give an explicit formula to the determinant of gamma matrices \( A(\alpha) \). In fact, let us assume that \( r \geq 2 \) and set \( A' = \{ \varepsilon \in A; \; \varepsilon_1 = 1 \} \). Notice that \( Q_{A}(\alpha)Q_{A-\varepsilon}(\alpha) = Q_{A}(\alpha)Q_{A}(\alpha) \) for any \( \varepsilon \in A' \). By Lemma (2.1), we have

\[
\det A(\alpha) = \prod_{\varepsilon \in A'} (-1)^m \cdot 2^r (\sqrt{-1})^{|\varepsilon|} \frac{\Gamma(2^{-1}(1-\varepsilon_{\alpha}))}{\Gamma(2^{-1}(1-(1-\varepsilon_{\alpha})))} = \prod_{\varepsilon \in A'} 2^{2r} (\sqrt{-1})^r \frac{\Gamma(2^{-1}(1-\varepsilon_{\alpha}))}{\Gamma(2^{-1}(1-(1-\varepsilon_{\alpha})))} = \prod_{\varepsilon \in A'} \frac{\pi \alpha_j}{2} \sin \frac{\pi \alpha_j}{2} = \left(\prod_{j=1}^{r} 2 \sqrt{-1} \sin \frac{\pi \alpha_j}{2}\right)^{2^{-1}}.
\]
On the other hand, an explicit formula of $\det A(\alpha)$ is not given for general $\Omega$. Let us consider for the case of the Vinberg cone $\Omega$. Namely, $\Omega$ is a homogeneous cone of rank 3 with $n_{21} = n_{31} = 1$ and $n_{32} = 0$ so that the condition (1.6) fails. In this case, the determinant of $A(\alpha)$ is calculated as

$$\det A(\alpha) = 2^{12} \left( \sin \pi \alpha_1 \right)^4 \left( \sin \pi \alpha_2 \right)^4 \left( \sin \pi \alpha_3 \right)^4 = \left( \prod_{j=1}^3 2 \sqrt{-1} \sin \pi \alpha_j \right)^4,$$

and therefore, for any homogeneous cone of rank $r \geq 2$, we shall conjecture

$$\det A(\alpha) = \left( \prod_{j=1}^r 2 \sqrt{-1} \sin \pi \alpha_j \right)^{2r-1}.$$

3. Zeta distributions

In this section, we investigate a relationship between $^tJ\Phi(f; \mathfrak{s})$ in the main theorem and zeta distributions defined in (3.11) below. Let $\text{sgn}$ be the sign function of $\mathbb{R}^x$, that is, $\text{sgn}(x) := x/|x|$, and we set $\text{sgn}(0) := 0$. Let $\omega^{s,a}$ ($s \in \mathbb{C}, a = 0, 1$) be the quasi-character of $\mathbb{R}^x$ defined by $\omega^{s,a}(x) := \text{sgn}(x)^a|x|^s$. Using this, we introduce zeta distributions $Z_\mathfrak{b}(f; \mathfrak{s})$ by

$$(3.11) \quad Z_\mathfrak{b}(f; \mathfrak{s}) := \int_V \prod_{j=1}^r \omega^{s_j,b_j}(\Delta_j(x)) f(x) d\mu(x) \quad (\mathfrak{b} \in \mathcal{A}, f \in \mathcal{S}(V), \mathfrak{s} \in \mathbb{C}^r).$$

We note that, for symmetric cones viewed as homogeneous spaces of reductive groups, zeta distributions are studied in \cite{1}. Let us describe $Z_\mathfrak{b}(f; \mathfrak{s})$ by using $\Phi_\mathfrak{e}(f; \mathfrak{s})$. Set $c_\mathfrak{e} := \text{diag}(\varepsilon_1 I_{n_1}, \ldots, \varepsilon_r I_{n_r}) \in V$ (cf. (1.1)) and let $\zeta_j \in \mathbb{R}^r$ be the row unit vector having one on the $j$-th position and zeros elsewhere. Recalling the property (1.3) of the multiplier matrix $\sigma = (\sigma_{jk})_{1 \leq j, k \leq r}$, we have

$$\Delta_j(c_\mathfrak{e}) = \varepsilon_1^{\sigma_{1,1}} \cdots \varepsilon_r^{\sigma_{r,r}} = \kappa_\mathfrak{e}(\zeta_j \sigma).$$

Since $\mathcal{O}_\mathfrak{e}$ is the orbit of $H$ through $c_\mathfrak{e} \in V$ and since $\Delta_j$ is a relatively invariant function, we have for $x \in \mathcal{O}_\mathfrak{e}$

$$\omega^{s_j,b_j}(\Delta_j(x)) = (\varepsilon_1^{s_{1,1}} \cdots \varepsilon_r^{s_{r,r}})^{b_j} |\Delta_j(x)|^{s_j} = \kappa_\mathfrak{e}(b_j \zeta_j \sigma) |\Delta_j(x)|^{s_j},$$

and thus

$$\prod_{j=1}^r \omega^{s_j,b_j}(\Delta_j(x)) = \kappa_\mathfrak{e}(b \sigma) |\Delta_1(x)|^{s_1} \cdots |\Delta_r(x)|^{s_r}.$$

By (1.12), we obtain

$$(3.12) \quad Z_\mathfrak{b}(f; \mathfrak{s}) = \sum_{\mathfrak{e} \in \mathcal{I}_r} \kappa_\mathfrak{e}(b \sigma) \Phi_\mathfrak{e}(f; \mathfrak{s}),$$

whence each $Z_\mathfrak{b}(f; \mathfrak{s})$ is one of entries of $^tJ\Phi(f; \mathfrak{s})$. This formula also tells us that analytic properties of $Z_\mathfrak{b}(f; \mathfrak{s})$ are the same as $\Phi_\mathfrak{e}(f; \mathfrak{s})$. Since the map $\mathcal{A} \ni \mathfrak{a} \mapsto a \sigma \pmod{2} \in \mathcal{A}$ is a bijection because $\sigma$ is a unimodular matrix, the correspondence of $Z_\mathfrak{b}(f; \mathfrak{s})$ and entries of $^tJ\Phi(f; \mathfrak{s})$ is one-to-one.

In order to state the main theorem by using zeta distributions, we need to introduce another order in $\mathcal{A}$. Let us denote by $< \sigma$ the fixed order in $\mathcal{A}$. According to (1.12), we introduce a new order $<_{\alpha}$ in $\mathcal{A}$ depending on $\sigma$ by

$$\mathfrak{b} <_{\sigma} \mathfrak{b}' \quad \iff \quad \mathfrak{b} \sigma < \mathfrak{b}' \sigma \quad (\mathfrak{b}, \mathfrak{b}' \in \mathcal{A}).$$
Let $\mathcal{A}_\sigma$ denote the set $\mathcal{A}$ with the order $\prec_\sigma$. Then, we have
\[
Z(f; \underline{s}) := (Z_\Delta(f; \underline{s}))_{\underline{s} \in \mathcal{A}_\sigma} = \Phi^*(f; \underline{s}).
\]
On the other hand, to the dual cone $\Omega^*$, we can associate zeta distributions $Z_{\Delta}^*(f; \underline{s})$ ($\underline{s} \in \mathcal{A}$), and similarly to $Z_{\Delta}(f; \underline{s})$, they satisfy
\[
Z_{\Delta}^*(f; \underline{s}) = \sum_{\delta \in I_\sigma} \kappa_{\delta}(\underline{s}, \Delta_{\sigma}) \Phi_{\delta}^*(f; \underline{s}) \quad (\underline{s} \in \mathcal{A}, \ f \in \mathcal{F}(V), \ \underline{s} \in \mathbb{C}^*).
\]
Therefore, we need to consider $\mathcal{A}_{\sigma^*}$ so that
\[
Z^*(f; \underline{s}) := (Z_{\Delta}^*(f; \underline{s}))_{\underline{s} \in \mathcal{A}_{\sigma^*}} = \Phi^*(f; \underline{s}).
\]

**Corollary 3.1.** Assume the condition (1.6). Putting
\[
\tilde{Z}(f; \underline{s}) := \Lambda(\underline{s}_{\sigma^*} - 2^{-1} \underline{q}) Z(f; \underline{s}), \quad \tilde{Z}^*(f; \underline{s}) := \Lambda(\underline{s}_{\sigma^*} - 2^{-1} \underline{q}) Z^*(f; \underline{s})
\]
for $\underline{s} \in \mathbb{C}^*$ and $f \in \mathcal{F}(V)$, one has
\[
\tilde{Z}(\mathcal{F}[f]; \underline{s}) = \mathcal{E} \tilde{Z}^*(f; \tau(\underline{s})), \quad \mathcal{E} = (-1)^m \text{diag} \left( (\sqrt{-1})^{j} \right)_{\underline{s} \in \mathcal{A}}.
\]

We end this paper by giving a remark on orders of zeta distributions. In this paper, we have fixed orders of the basic relative invariants $\Delta_1, \Delta_2^*$ of $\Omega$ and $\Omega^*$, respectively, as in the previous paper [10]. In the case that $\Omega$ is symmetric, we have the canonical order among $\Delta_2^*$ as in the book [4, Chapter VII], which is the opposite order of ours, and if we use the canonical one, then we see that there is no necessity to specify an order in $\mathcal{A}$. For general homogeneous cones $\Omega$, let us consider a natural generalization of the canonical orders used in symmetric cases, that is, we take the opposite order among $\Delta_2^*$. In this case, the rearranged order of $\mathcal{A}_{\sigma^*}$ is equal to $\mathcal{A}_\sigma$ if and only if we have $A_{\sigma^*} A^{-1} = \sigma$ where $A$ is the anti-diagonal matrix $A = (\delta_{i,j-1})_{i,j}$ of size $r$. Here, the multiplier matrix $\sigma$ is determined by using the original order used in [10]. Note that $\delta_{i,j}$ is the Kronecker delta. However, as in Example 3.2 below, there exist homogeneous cones such that $A_{\sigma^*} A^{-1} \neq \sigma$, and therefore, for general homogeneous cones, we do not have canonical orders such as those of symmetric cones.

**Example 3.2.** Let $V$ be a vector space defined by
\[
V := \begin{cases}
    x = \begin{pmatrix} x_{11} I_4 & 0 & x_{21} & 0 \\
    0 & x_{11} I_4 & 0 & x_{31} \\
    t x_{21} & 0 & x_{22} & 0 \\
    0 & t x_{31} & 0 & x_{33} \end{pmatrix}; & (x_{11}, x_{22}, x_{33} \in \mathbb{R}, \ x_{21}, x_{31} \in \mathbb{R}^4) \\
\end{cases} \subset \text{Sym}(10, \mathbb{R}).
\]
Then, the set
\[
\Omega := \{ x \in V; x \text{ is positive definite} \}
\]
is a homogeneous cone of rank 3 whose structure constants are $n_{21} = n_{31} = 4$ and $n_{32} = 0$. The basic relative invariants $\Delta_1, \Delta_2, \Delta_3$ of $\Omega$ are
\[
\Delta_1(x) = x_{11}, \quad \Delta_2(x) = x_{11} x_{22} - |x_{21}|^2, \quad \Delta_3(x) = x_{11} x_{33} - |x_{31}|^2,
\]
and those $\Delta_1^*, \Delta_2^*, \Delta_3^*$ of $\Omega^*$ are
\[
\Delta_1^*(y) = y_{11} y_{22} y_{33} - y_{22} |y_{31}|^2 - y_{33} |y_{21}|^2, \quad \Delta_2^*(y) = y_{22}, \quad \Delta_3^*(y) = y_{33}.
\]
The multiplier matrices $\sigma$ and $\sigma_*$ are therefore given as

$$\sigma = \begin{pmatrix} 1 & 0 & 0 \\ 1 & 1 & 0 \\ 1 & 0 & 1 \end{pmatrix}, \quad \sigma_* = \begin{pmatrix} 1 & 1 & 1 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix},$$

whence we see that

$$A \sigma_* A^{-1} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 1 & 1 & 1 \end{pmatrix} \neq \sigma.$$
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