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Abstract
The temperature-dependence of the viscosity of a liquid is relevant in many scientific and technological fields, for example, it is critical to adjust process variables for glass making. The current trend in glass science is building reliable models for property prediction to accelerate glass development. Recently, Tandia and co-authors developed a gray-box neural network model with high performance; they connected the pattern recognition of neural networks with a physical model, the MYEGA equation. Similarly, the aim of this work was to use the SciGlass database to build an open-source gray-box model to predict viscosity. The viscosity dataset used had about 130,000 examples with 28 different chemical elements. This new gray-box model included a pre-processing unit that extracts and scales chemical features before feeding them to the neural network. The best model (after hyperparameter tuning) had a coefficient of determination ($R^2$) of 0.987 and root mean squared error (RMSE) of 0.59, both computed for the holdout dataset, which was not used for training.

In addition to the temperature-dependence of viscosity, the fragility index of the liquid can also be computed by the gray-box model. The hope is that this free and open framework for property prediction can be used and improved by the community to accelerate the development of new materials.
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1. Introduction
Viscosity is one of the most important properties of disordered matter. In the context of oxide glass-forming liquids, the temperature-dependence of viscosity is used to adjust process variables for glass making, including conformation and annealing [1]; it can also be used as a proxy for the diffusion coefficient for kinetic processes such as crystallization and crystal growth [2–5]. Recently, a new parameter of glass-forming ability was proposed based on the viscosity at the liquidus temperature [6].

Reliable predictive models are desired in practically all fields of materials science and engineering [7], including glass science and technology [8]. These predictive models are expected to increase the speed and reduce the cost for developing new materials. This desire has increased the interest in the interface between machine learning and oxide glass science, as seen in a recent surge of publications in this topic [9–12]. In this context, the most used machine learning technique by far is neural networks (NN) [9, 12–26], which are particularly good at finding patterns and modeling non-linear dependencies between a set of features (input) and targets (output). The usual approach found in the literature is to use a feedforward NN as a “universal regressor” model to predict glass properties, and is often referred to as a “black-box”, given the difficulty of interpreting the internal rules of the model. Fig 1 shows a flowchart of this black-box approach for predicting viscosity.

Recently, Tandia et al. [12] developed a gray-box approach to predict viscosity: they embedded a physical model in the machine learning pipeline, which also contains a neural network. Compared with the black-box approach, this strategy changes the purpose of the NN from
a predictor of viscosity to a predictor of the parameters of a viscosity model, which in this case was the MYEGA equation [27] (shown in Eq. (1), where \( \eta \) is the viscosity, \( T \) the absolute temperature, and \( A, C, \) and \( K \) are adjustable parameters). The gray-box approach improved the prediction of viscosity when compared with the black-box approach [12].

\[
\eta(T) = A \exp \left( \frac{C}{T} \exp \left( \frac{K}{T} \right) \right)
\] (1)

The aim of this work was to build and test a reproducible gray-box NN to predict the temperature-dependence of viscosity. This work includes (a) a pre-processing operation with a chemical feature extractor and a normalization unit, (b) an extended chemical domain of 28 chemical compounds, and (c) a permissive license that allows the community to use and improve both data and code (see Section (3.4)).

2. Materials and methods

2.1. Data collection and preparation

Data used in this work come from the SciGlass database, which is publicly available under the Open Database License (https://github.com/epam/SciGlass). This database collects viscosity data following two different strategies:

- the first is by reporting the temperature where the viscosity is equal to a particular value. The temperature \( T_{12} \), for example, is where viscosity is equal to \( 10^{12} \text{ Pa s} \); 
- the second is by reporting the viscosity measured at a particular temperature. The viscosity \( \eta_{873} \), for example, was obtained at 873 K.

The dataset containing all SciGlass viscosity data has more than 170,000 entries, each one with the chemical composition, temperature, and the respective viscosity at that temperature. Data collected following the aforementioned two strategies have many duplicated entries, with the same composition measured at the same temperature. Thus, to avoid data leakage [28] during the training of the model, a deduplication routine was applied to the dataset by following three steps:

1. rounding the chemical composition (in mole fraction) to the 3rd decimal place, and the temperature (in Kelvin) to the closest integer; 
2. grouping the examples with the same chemical composition and temperature; 
3. taking the median value of the base-10 logarithm of viscosity for each group, thus creating a new dataset with only one example per group.

The deduplicated dataset was further filtered to contain only those liquids made with one or more of the following 28 oxide components (those in bold were also considered in by Tandia et al. [12]): \( \text{Al}_2\text{O}_3, \text{As}_2\text{O}_3, \text{B}_2\text{O}_3, \text{BaO, Bi}_2\text{O}_3, \text{CaO, CdO, Cr}_2\text{O}_3, \text{Fe}_2\text{O}_3, \text{FeO, GeO}_2, \text{K}_2\text{O, La}_2\text{O}_3, \text{Li}_2\text{O, MgO, MnO, Na}_2\text{O, P}_2\text{O}_5, \text{PbO, SO}_3, \text{Sb}_2\text{O}_3, \text{SnO}_2, \text{SrO, TiO}_2, \text{Y}_2\text{O}_3, \text{ZnO, and ZrO}_2 \). These particular compounds are the oxides with the largest number of examples, and they all contain chemical elements with the necessary data available for feature extraction (see Section 2.2.2).

After filtering, all examples with a viscosity above \( 10^{12} \text{ Pa s} \) were removed, because these data points are more likely to not having been measured in equilibrium conditions.

The final dataset containing 134,638 examples was then divided into the training set (80\% of the data) and the holdout set (20\% of the data). The holdout set was used to access the uncertainty of prediction of the trained model, and thus it was not used for the routine of hyperparameter tuning (see Section 2.2.3). However, the final model was trained with all the data (training and holdout sets), as this is the standard procedure for building the final predictive model. All calculations were performed in the base-10 logarithmic scale of viscosity due to the immense difference between the lowest and highest value of viscosity in this dataset (13 orders of magnitude).

2.2. Machine learning pipeline

2.2.1. Overview

“Neural network” is a general term for a group of machine learning algorithms used for pattern recognition, which is performed by an assortment of interconnected computational units called neurons. In materials science, NNs can be applied in many types of problems and are often used for their “universal regressor” capabilities. This work focuses on feedforward multilayer perceptron NNs, one of the most simple architectures of NNs. For more information about the mathematical and statistical basis of this topic, see [29].

This work was based on the gray-box NN approach recently published by Tandia et al. [12]. A new item proposed and tested here is an additional step in the pipeline: a pre-processing step that includes a feature extractor and a scaler. The feature extractor will be described in Section 2.2.2; the scaler is a unit that computes the z-score of the features supplied to the NN to reduce the bias of those features with a higher magnitude (see the Appendix for more information on the z-score).

Figure 2 shows a flowchart of the gray-box pipeline used here. The arrows indicate the flow of information that starts from the composition and the temperature of the liquid (input) and ends with the prediction of its viscosity (output). The parameters \( A, C, \) and \( K \) of the MYEGA equation are temperature-independent in the original publication [27]; however, Tandia et al. [12] tested training a NN that receives both the composition and the temperature as features, effectively making \( A, C, \) and \( K \) temperature-dependent. Here, both approaches were tested. When the MYEGA parameters are temperature-indepen-
dent, the dashed arrow in Fig. 2 is not allowed to pass information, and the pipeline is called “Gray-box 1”. When the MYEGA parameters are temperature-dependent, the dashed arrow in Fig. 2 is allowed to pass information, and the pipeline is called “Gray-box 2”.

Finally, the gray-box approach allows us to have access to the viscosity function \( \eta(T) \) of a particular liquid. With this function, we can compute the liquid fragility index \( m \) (as defined by Angell [30]) and its temperature, this function, we can compute the liquid fragility index \( m \) (as defined by Angell [30]) and its temperature, the MYEGA parameters are temperature-dependent, the dashed arrow in Fig. 2 is allowed to pass information, and the pipeline is called “Gray-box 2”.

In this work, the chemical features considered were atomic number, weight, and volume; atomic radius reported by Slater and Rahm [31–33]; boiling and melting points; \( C_6 \) coefficient reported by Gould and Bucko [34]; single- and double-bond covalent radius reported by Pyykkö [35, 36]; density; dipole polarizability; number of electrons, neutrons, and protons; electronegativity in the Gosh and Pauling scales [37, 38]; Glawe’s, Mendeleev’s, and Pettifor’s numbers [39, 40]; heat of formation; lattice constant; mass number of the most abundant isotope; and Van der Walls radius reported by Haynes, Alvarez, Batsanov, and from the MM3 and Universal force fields [38, 41–44]. All these chemical properties are available in the Python module mendeleev [45].

A benefit of using chemical properties instead of chemical composition is that the model can predict the viscosity of liquids composed of chemical elements not present in the training dataset, the only requirement being that the chemical properties of said elements are available. With the strategy used here, 62 elements can be considered for viscosity prediction (those in bold were present in the training dataset): Ag, Al, As, Au, B, Ba, Be, Bi, Br, C, Ca, Cd, Cl, Co, Cr, Cs, Cu, Fe, Ga, Ge, Hf, Hg, I, In, Ir, K, La, Li, Mg, Mn, Mo, N, Na, Nb, Ni, O, Os, Pb, Pd, Pt, Rb, Re, Rh, Ru, S, Nb, Se, Si, Sn, Sr, Ta, Te, Ti, Tl, V, W, Y, Zn, and Zr.

Only chemical features were extracted in this work. However, in the framework proposed by Adam and Gibbs [46] (which is the basis for the MYEGA equation), they argue that viscosity depends on the size of the cooperative rearranging regions in the liquid, which are related to the atomic structure of the liquid. Therefore, a predictor of viscosity that uses only chemical features is unlikely to generalize all the intricacies of viscous flow. Structural features, however, are outside of the scope of this work.

2.2.3. Hyperparameters

The prediction power and generalization of a neural network are highly dependent on its hyperparameters (HP), such as the number of neurons, number of layers, activation function, and others. It is not trivial to determine a good set of HP for a new problem. Because of this, before settling for the final network architecture, it is vital to test some sets of HP, a process called hyperparameter tuning.

HP tuning was performed using the hyperopt Python module [47] guided by suggestions made by a Tree-structured Parzen Estimator (TPE) algorithm [48]. The training set (see the last paragraph of Section 2.1) was divided into five folds. Four of these folds were used for training the NN (10% of which were selected for validation). The remaining fold was used for testing. The score that guided the TPE algorithm was the mean squared error (MSE) loss of the testing set.
Table 1: Hyperparameters search spaces. The functions Tanh and ReLU are the hyperbolic tangent and the rectifier linear unit. Learning rate and momentum are parameters of the stochastic gradient descent (SGD) optimization algorithm used for backpropagation [49, 50]. More information on the early stopping routine can be found in the Appendix.

| Hyperparameter                                | Search space          |
|-----------------------------------------------|-----------------------|
| Number of hidden layers (fixed)               | 1                     |
| Maximum number of neurons per layer           | 128                   |
| Minimum number of neurons per layer           | 1                     |
| Hidden layers activation function             | Tanh or ReLU          |
| Training batch size                           | 16, 32, 64, 128, or 256 |
| Patience of early stopping routine (integer)  | [0, 15]               |
| Number of chemical features (integer)         | [4, 99]               |
| SGD learning rate                             | $[10^{-6}, 10^{-2}]$ |
| SGD momentum                                  | [0, 1]                |

Table 1 shows the search space that was considered in the HP tuning routine, for which a total of 200 different sets of HP were sampled and tested. The choice to use one hidden layer is based on the architecture reported by Tandia et al. [12]. Prior tests with more hidden layers (not shown) also supported the choice of one hidden layer.

The 20 HP sets with the lowest MSE loss were selected from the 200 HP sets sampled. For the selected sets, 5-fold cross-validation was performed, and the average value of the five losses was computed. The HP set with the lowest average MSE loss in this analysis was selected as the final architecture for the neural network.

One of the hyperparameters considered in this tuning process was the number of chemical features that will be supplied to the NN. A total of 290 different chemical features per liquid were extracted following the procedure discussed in Section 2.2.2. Adding more features to a neural network can improve the prediction; however, it may be detrimental to the network’s generalization, as it may try to find spurious patterns, which lead to overfitting. This issue is why the number of chemical features was limited and considered a hyperparameter for tuning.

Different chemical features may be more or less relevant for predicting viscosity. Before starting the HP tuning routine, the features of the problem were ranked according to their relevance in predicting viscosity, and selected by the HP “number of chemical features” according to this rank. The ranking was performed by first inducing a random forest model using the default settings of the Python module sklearn [51]. This model was induced using only the training dataset, and the features were ranked by their importance score in descending order. Temperature is a feature but not a chemical feature, hence it was always considered in the machine learning pipeline because it is necessary to compute the MYEGA equation. The chemical features used in the final NN architecture are reported in the Appendix.

2.3. Experiments

Two experiments were tested in this work, namely the Gray-box 1 and Gray-box 2, as defined in Section 2.2.1. The aim was to test if the performance of the pipeline improves by using temperature as a feature for the NN.

All experiments were coded in the Python programming language, and the NN were trained using a personal computer with an 8-core CPU and 16 GB of RAM. The neural networks were built using the PyTorch-Lightning module [52], a high-level interface for PyTorch [53]. Data management was performed with the pandas module [54].

The metrics used to evaluate the experiments are the coefficient of determination ($R^2$), the root mean squared error (RMSE), the mean absolute error (MAE), and the median absolute error (MedAE). More information on the metrics can be found in the Appendix.
Table 2: Metrics for the Gray-box 1 and Gray-box 2 experiments. The symbol ↑ indicates that the higher the metric, the better, whereas the symbol ↓ indicates the opposite.

| Metric       | Gray-box 1 | Gray-box 2 |
|--------------|------------|------------|
| $R^2$ (↑)    | 0.986      | 0.987      |
| RMSE (↓)     | 0.61       | 0.59       |
| MAE (↓)      | 0.36       | 0.34       |
| MedAE (↓)    | 0.20       | 0.19       |

3. Results and discussion

3.1. Hyperparameters

The NN architecture with the best performance after HP tuning was the one with a single hidden layer with 128 neurons, the rectifier linear unit (ReLU) activation function, and a 3.14% dropout probability (considered only during training). A learning rate of $1.06 \times 10^{-5}$ and a momentum of 0.975 were the best parameters of the stochastic gradient descent optimization. The training batch size was 256, and the patience of the early stopping routine was set to 13. A total of 87 chemical features were considered in the pipeline.

Three noteworthy differences between the NN architecture obtained here and that reported by Tandia et al. [12] are (a) the number of neurons in the hidden layer, (b) the activation function, and (c) the use of a dropout routine. The number of neurons in the hidden layer was 128 in this work and 8 in the work of Tandia et al. [12], who mention that the architecture disclosed was not the one obtained after HP tuning; therefore, a fair comparison is not possible. Nonetheless, the gray-box NN developed here probably has about ten times more neurons, which seems justifiable considering that it receives about ten times more features as input. The ReLU activation function was used here whereas the hyperbolic tangent activation function was used by Tandia et al. [12]; here both functions were considered during the HP tuning process, but ReLU yielded the best results. The dropout routine is a regularization technique that was used here to reduce overfitting; there is no mention of any regularization technique in the work of Tandia et al. [12].

3.2. Holistic performance of the models

For the Gray-box 1 and Gray-box 2 experiments, Table 2 shows the metrics computed for the holdout dataset, which was not used for training the models or for the HP tuning process, as discussed in Section 2.1. These metrics give us clues on how well these models can predict data that they have never “seen”: they help us access the generalization capabilities of the models.

As expected, the Gray-box 2 experiment metrics were slightly better than those of the Gray-box 1. Considering that everything else was the same between these two experiments, this result supports that the NN can generalize better when temperature is also included as a feature. In the Gray-box 2 framework, however, the parameters $A$, $C$, and $K$ of the MYEGA equation are temperature-dependent, not in agreement with the original conditions under which the MYEGA equation was developed [27].

The performance obtained here was not as good as that reported by Tandia et al. [12], who achieved an impressive $R^2$ value of 0.9999 and RMSE of 0.04 for their best architecture. Possible explanations for this difference are related to (a) the quality of the data, (b) the number of chemical compounds used for training, and (c) the dataset used for computation of the metrics. Tandia et al. [12] used a proprietary dataset owned by Corning Inc. that presumably has much less variance. The number of chemical compounds used for training was 9 in the work of Tandia et al. [12] and 28 in this work; it is more difficult for a model to generalize in a diverse chemical domain. The dataset used by Tandia et al. [12] for computation of the metrics was the validation dataset, not the the holdout dataset (which they called test dataset). The validation dataset is used not to change the weights and bias of the NN but to act as a “thermometer” during training to avoid overfitting. Therefore, metrics computed for the validation dataset are usually better than those computed for the holdout dataset and are not representative of the model’s generalization power to new “unseen” data. The recommended practice in the field of machine learning is to report the metrics for the holdout dataset.

Figure 3 shows a 2D histogram with the correlation between the predicted and reported values of viscosity for both experiments performed in this work. The data points are not distributed homogeneously because of the data collection strategy adopted by the SciGlass database (discussed in Section 2.1), which has a bias towards data points for which $\log_{10}(\eta)$ is an integer. The insets of the plots show a histogram of the prediction residuals, which are the difference between reported and predicted values of $\log_{10}(\eta)$.

3.3. Testing the models inside and outside the training domain

The previous section gave a holistic view of the prediction capabilities of the models. This section focuses on some liquids and liquid systems to take a closer look at the predictions.

Figure 4 shows the temperature-dependence of viscosity for a liquid with a composition of the mineral diopside ($\text{CaO} \cdot \text{MgO} \cdot 2\text{SiO}_2$), which is of great geological interest [55] and is also relevant for crystallization studies [5, 56, 57]. The predictions of both models (Gray-box 1 and 2) are also shown. Both models are good-but-not-great predictors for the viscosity of this particular liquid. With current technology, machine learning predictors should be used as guides for the development of new materials, not as substitutes for experimental measurements.

For more insight into the models, the interested reader can generate viscosity plots similar to Fig. 4 for other liquids by leveraging the open-source nature of this work (see
Figure 3: 2D histogram of predicted versus reported values of \( \log_{10}(\eta) \) for the (a) Gray-box 1 experiment and the (b) Gray-box 2 experiment. These plots show only the holdout dataset, and each square has a corner of 0.1. The identity line is shown in dashed blue. The inset is the histogram of the residuals.

Figure 4: The logarithm of viscosity versus the inverse temperature for a liquid with a composition of diopside (CaO·MgO·2SiO₂).

next section). Most liquids with composition within the training dataset showed a prediction comparable to that seen in Fig. 4. Liquids with only one component, such as silica and boron oxide, had poor prediction results, probably because structural features were not considered in the feature extraction unit. Fortunately, these single-component liquids are extensively studied and do not require a viscosity predictor.

Both models can be used to compute \( m \) and \( T_{12} \) following the definitions shown in Eqs. (2) and (3). Figure 5 shows a predicted fragility index ternary plot for the system SiO₂–Na₂O–CaO. As expected, the fragility has a general trend to decrease as the network becomes more connected with an increase in silica content. Interestingly, even though the fragility of liquids made with high amounts of sodium or calcium oxide is not available, the model predicts that it would be a relatively high value, close to a hundred. While the value itself is just an out-of-domain conjecture by the model, the concept of a liquid with no or small amounts of a glass-former having a high fragility index seems intuitive as only few bridging oxygen are present in the liquid.

As already mentioned, training the NN in the chemical property domain (instead of the chemical composition domain) allows viscosity predictions of liquids having chemical elements that were not present in the training dataset. Figs. 6a and 6b show the viscosity prediction for liquids containing cobalt and rubidium, both chemical elements...
that were not part of the training composition domain. Fig. 6a shows a reasonable agreement between experimental data and prediction from both models for the liquid CoO·2Na2O·7SiO2. However, Fig. 6b shows that, for the viscosity of Rb2O·3SiO2, Gray-box 1 model is wrong, whereas Gray-box 2 model is reasonable in a limited temperature range. Although predictions outside the training composition domain are possible, precision may be worse when compared with compositions inside the training domain.

3.4. Reproducibility and data availability

This work was entirely performed using open-source software, as well the SciGlass database, which has a permissive license. Although the official SciGlass repository is publicly available (https://github.com/epam/SciGlass), it is not trivial to open, navigate, and extract information therein. Therefore, this work used helper functions available in the GlassPy Python module [58] to generate the viscosity dataset used here.

Code containing all the necessary functions to load the data and train the machine learning pipelines discussed here is available in a GitHub repository [59]. This code leverages some deterministic routines for training the NNs that are provided by the PyTorch-Lightning module, thus interested readers can reproduce the exact models reported here.

Due to the free and open-source nature of the code, anyone can extend the procedures presented here to better meet their needs, for example, including new features for training the models.

4. Conclusion

The aim of this work was to build a machine learning pipeline to predict the temperature-dependence of the viscosity of oxide liquids, based on a recent gray-box neural network developed by Tandia et al. [12], who embedded a physical model in the machine learning pipeline. This work introduced a pre-processing unit with a chemical feature extractor, which changes the feature domain from chemical composition to chemical properties, allowing the prediction of viscosity for liquids containing chemical elements that were not present in the training dataset.

Two experiments were proposed and tested, one considering only the chemical properties as features for the neural network, and other also considering the temperature as a feature. The first one yielded slightly worse prediction metrics, but its internal considerations are in agreement with the considerations of the physical model (the MYEGA equation). Both models can also be used to predict the fragility index of liquids and their \( T_{12} \), which is a proxy to the laboratory glass transition temperature.

All code used in this work was built with reproducibility in mind, using open-source Python modules. Both data and code are available for anyone interested, at no cost, and with a permissive license: the hope is that this free and open framework for property prediction can be used and improved by the community to accelerate the development of new materials.
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Appendix

Appendix A. z-score

In the pre-processing unit of the machine learning pipeline (see Fig. 2) there is a normalization step that computes the z-score $z_i$ of each feature that will be fed to the NN. This process (Eq. (A.1)) is performed for each feature $f_i$ by subtracting the mean value of this feature ($\mu$) and scaling the data to unit variance by dividing by the standard deviation of this feature ($s_d$).

$$z_i = \frac{f_i - \mu}{s_d} \quad (A.1)$$

Appendix B. Evaluation metrics

Four metrics were computed in Section 3.2 and are discussed here.

The coefficient of determination, $R^2$, has various definitions. Here it is used to test the relationship between the predicted and the reported base-10 logarithm of viscosity ($\hat{y}$ and $y$, respectively). The ideal relationship is a linear model with no intercept, for which the $R^2$ can be computed via Eq. (B.1). The value of $R^2$ is dimensionless and between zero and one, indicating, respectively, no correlation and perfect correlation between predicted and reported viscosity values.

$$R^2 = 1 - \frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{n} y_i^2} \quad (B.1)$$

The root mean square error, RMSE, is a measure of the difference between $y$ and $\hat{y}$. It is the square root of the mean square error, as can be seen in Eq. (B.2), and it has the advantage of being in the same unit as $y$. The lower the RMSE, the better.

$$RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2} \quad (B.2)$$

The mean absolute error MAE is the average of the absolute errors. It is also a measure of the difference between $y$ and $\hat{y}$, but differently from RMSE, each error contributes equally and the residuals are not squared. This metric has the same unit as $y$, and is computed using Eq. (B.3). The lower the MAE, the better.

$$MAE = \frac{\sum_{i=1}^{n} |y_i - \hat{y}_i|}{n} \quad (B.3)$$

The median absolute error MedAE is similar to MAE, but instead of computing the average residual value, it computes the median value. This metric is robust against outliers, it has the same unit as $y$, and is computed using Eq. (B.4). The lower the MedAE, the better.

$$MedAE = \text{median}(|y_1 - \hat{y}_1|, |y_2 - \hat{y}_2|, \ldots, |y_n - \hat{y}_n|) \quad (B.4)$$

Appendix C. Early stopping routine

Neural networks can be trained for a specified number of epochs or until some stopping condition occurs. In this work, the NNs were trained for 200 epochs or until meeting the conditions of the early stopping routine. The early stopping routine looks for the validation set loss after each epoch and stops the training if no improvement has occurred in the previous $P$ epochs. The hyperparameter $P$ is called patience.

Appendix D. Chemical features considered in the final model

The 87 chemical features that were used in the final model are shown here using the internal notation of the code [59], for example:

- “abs|atomic_number|std” meaning that an absolute vector $A$ was computed by considering the atomic number of the chemical elements in the liquid, and the standard deviation of vector $A$ was then computed and stored as a feature;
- “wei|boiling_point|max” meaning that a weighted vector $W$ was computed by considering the boiling point of the chemical elements in the liquid, and the maximum value of vector $W$ was then computed and stored as a feature.

The features are:

- abs|atomic_number|std,
- abs|atomic_radius_rham|max,
- abs|atomic_radius_rham|mean,
- abs|atomic_radius_rham|std,
- abs|atomic_weight|std,
- abs|boiling_point|sum,
- abs|boiling_point|mean,
- abs|boiling_point|std,
- abs|covalent_radius_pyykko|std,
- abs|covalent_radius_pyykko_double|mean,
- abs|density|std,
- abs|dipole_polarizability|sum,
- abs|electrons|std,
- abs|en_ghosh|sum,
- abs|heat_of_formation|sum,
- abs|heat_of_formation|min,
- abs|heat_of_formation|mean,
- abs|heat_of_formation|std,
- abs|lattice_constant|mean,
- abs|lattice_constant|std
- abs|mass_number|std
- abs|melting_point|sum
- abs|melting_point|mean
- abs|melting_point|std
- abs|mendeleev_number|min
- abs|neutrons|std
- abs|protons|std
- abs|vdw_radius_alvarez|std
- abs|vdw_radius_uff|min
- abs|vdw_radius_uff|max
- abs|vdw_radius_uff|mean
- wei|atomic_number|sum
- wei|atomic_radius|max
- wei|atomic_radius_rahm|max
- wei|atomic_volume|sum
- wei|atomic_volume|max
- wei|atomic_volume|std
- wei|atomic_weight|sum
- wei|boiling_point|sum
- wei|boiling_point|max
- wei|boiling_point|mean
- wei|boiling_point|std
- wei|C6_gb|sum
- wei|C6_gb|min
- wei|C6_gb|max
- wei|C6_gb|std
- wei|density|sum
- wei|density|max
- wei|density|mean
- wei|density|std
- wei|dipole_polarizability|min
- wei|dipole_polarizability|max
- wei|dipole_polarizability|std
- wei|electrons|sum
- wei|en_ghosh|max
- wei|en_pauling|max
- wei|en_pauling|std
- wei|glawe_number|max
- wei|heat_of_formation|sum
- wei|heat_of_formation|std
- wei|lattice_constant|sum
- wei|lattice_constant|max
- wei|lattice_constant|std
- wei|mass_number|sum
- wei|melting_point|sum
- wei|melting_point|min
- wei|melting_point|max
- wei|melting_point|mean
- wei|melting_point|std
- wei|mendeleev_number|sum
- wei|mendeleev_number|max
- wei|neutrons|sum
- wei|neutrons|max
- wei|neutrons|std
- wei|pettifor_number|sum
- wei|pettifor_number|max
- wei|protons|sum
- wei|vdw_radius|sum
- wei|vdw_radius|max
- wei|vdw_radius_alvarez|sum
- wei|vdw_radius_alvarez|max
- wei|vdw_radius_batsanov|max
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