Abstract. Robust discretization methods for (nearly-incompressible) linear elasticity are free of volume-locking and gradient-robust. While volume-locking is a well-known problem that can be dealt with in many different discretization approaches, the concept of gradient-robustness for linear elasticity is new. We discuss both aspects and propose novel Hybrid Discontinuous Galerkin (HDG) methods for linear elasticity. The starting point for these methods is a divergence-conforming discretization. As a consequence of its well-behaved Stokes limit the method is gradient-robust and free of volume-locking. To improve computational efficiency, we additionally consider discretizations with relaxed divergence-conformity and a modification which re-enables gradient-robustness, yielding a robust and quasi-optimal discretization also in the sense of HDG superconvergence.

1. Introduction

Let $\Omega \subset \mathbb{R}^d$, $d = 2, 3$, be a bounded polygonal/polyhedral domain. We consider the numerical solution of the isotropic linear elasticity problem

$$
\begin{align*}
- \text{div} (2\mu \nabla_u u) - \nabla (\lambda \text{div} u) &= f \quad \text{in } \Omega, \\
u &= 0 \quad \text{on } \partial \Omega,
\end{align*}
$$

where $\mu, \lambda$ are the (constant) Lamé parameters, $u$ is the displacement, $\nabla_u u = (\nabla u + \nabla^T u)/2$ is the symmetric gradient operator, and $f$ is an external force. We consider homogeneous boundary condition for simplicity and focus on issues that are connected to the fact that (1) is a vector-valued PDE, and which arise in the nearly-incompressible limit $\lambda \to \infty$. Indeed, the vector-valued displacements allow for a natural, orthogonal splitting

$$
u = \nu^0 + \nu^\perp
$$

in a divergence-free part $\nu^0 \in \mathbf{V}^0$ and a perpendicular part $\nu^\perp \in \mathbf{V}^\perp$ with

$$
\begin{align*}
\mathbf{V}^0 := \{ v \in H^1_0(\Omega) : \text{div } v = 0 \}, \\
\mathbf{V}^\perp := \{ v \in H^1_0(\Omega) : (\nabla_s v, \nabla_s v^0) = 0 \quad \text{for all } v^0 \in \mathbf{V}^0 \}
\end{align*}
$$
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and the divergence-free part $u^0$ can be easily shown to fulfill the (formal) incompressible Stokes system

$$-\text{div} \left( 2\mu \nabla_s u^0 \right) + \nabla p^0 = f \quad \text{in } \Omega, \quad (4a)$$
$$\text{div} u^0 = 0 \quad \text{in } \Omega, \quad (4b)$$
$$u^0 = 0 \quad \text{on } \partial \Omega, \quad (4c)$$

where $p^0$ denotes a (formal) Stokes pressure, which serves as the Lagrange multiplier for the divergence constraint $\text{div} u^0 = 0$. Moreover, we will construct structure-preserving discretizations for (1), which allow for a reasonable discrete, orthogonal splitting

$$u_h = u^0_h + u^\perp_h, \quad (5)$$

where also $u^0_h$ is a discrete solution of a discrete inf-sup stable and pressure-robust space discretization of the incompressible Stokes problem \cite{38}. It is important to emphasize that the discrete splitting \cite{5} is orthogonal, since numerical errors in $u^0_h$ cannot be compensated by contributions in $u^\perp_h$. Discrete inf-sup stability prevents — which is well-known — the notorious Poisson (volume-) locking phenomenon, which is a lack of optimal approximability of divergence-free vector fields by discretely divergence-free vector fields \cite{8}. On the other hand, pressure-robustness \cite{29,38} for the Stokes part (4) of problem (1) avoids that gradient-fields in the force balance incite numerical errors in the displacements $u$ due to an imperfect $L^2$ orthogonality between gradient-fields and discretely divergence-free vector fields.

For the incompressible Stokes problem \cite{4}, it was recently recognized as similarly fundamental as inf-sup stability \cite{21,29}, and it implies that only the divergence-free part of $f$, its so-called Helmholtz projector $P(f)$ \cite{29}, determines $u^0$ — and so $u^0_h$ should be determined by $P(f)$ only, as well. In fact, recent investigations show that pressure-robustness becomes most important for multi-physics \cite{37} and non-trivial high Reynolds number problems \cite{21}. To put it simply, pressure-robustness guarantees that a spatial discretization of the incompressible Navier–Stokes equations in primitive variables possesses an accurate, implicitly defined discrete vorticity equation \cite{29}.

Similarly, the novel concept of gradient-robustness for (nearly incompressible) linear elasticity wants to assure good accuracy properties of (an implicitly defined) discrete vorticity equation for the vorticity $\omega := \text{curl } u$. The key idea to achieve this is that the discrete $L^2$ orthogonality between gradient-fields and discretely divergence-free (test) vector fields is the weak equivalent of the vector calculus identity $\text{curl } \nabla \psi = 0$ \cite{29}, which holds for arbitrary smooth potentials $\psi$. We mention that this concept of gradient-robustness can be introduced for quite a few vector PDEs. Recently, it has already been introduced for the compressible barotropic Stokes equations in primitive variables \cite{2}.

Concerning robustness of classical space discretizations for nearly-incompressible linear elasticity, it is well-known that the classical low-order pure displacement-based conforming finite element methods suffer from (Poisson) volume-locking, i.e., a deterioration in performance in some cases as the material becomes incompressible. Various techniques have been introduced in the literature to avoid volume-locking. This includes, for example, the high-order $p$-version conforming methods \cite{44,46}, the technique of reduced and selective integration \cite{30,47} for low-order conforming methods, the nonconforming methods \cite{19}, the discontinuous Galerkin
methods [16,25], various mixed methods [3,7,22,23,41], the virtual element methods [9], the hybrid high-order methods [18], and the hybridizable discontinuous Galerkin (HDG) methods [14, 17, 43, 45]. However, none of the above cited references discusses about the property of gradient-robustness. It turns out that all of the above cited references, except the $p$-version conforming methods [44,46] are not gradient-robust (see Definition 2 below).

Nevertheless, we conjecture that gradient-robustness for (nearly-incompressible) elasticity becomes important, whenever strong and complicated forces of gradient type appear in the momentum balance. In this contribution, we only want to discuss one possible application coming from a multi-physics context, i.e., we want to show how complicated gradient forces may develop in elasticity problems: In linear-thermoelastic solids the constitutive equation for the stress tensor reads as

$$\sigma = C \{ \varepsilon - \varepsilon^{th} \}$$

with $\varepsilon(u) = \nabla_s u$ and with

$$\varepsilon^{th} = \alpha (\theta - \theta_0) I,$$

where $C$ and $\varepsilon$ denote the elasticity tensor and the linearized strain tensor. Further, $\alpha$ denotes the (scalar) coefficient of linear expansion and $\theta_0$ denotes a (spatially and temporally) constant reference temperature. For isotropic materials, this reduces to

$$\sigma^{el} = C \varepsilon = 2\mu \varepsilon + \lambda \text{tr}(\varepsilon) I$$

$$\sigma^{th} = C \varepsilon^{th} = (2\mu + 3\lambda)\alpha (\theta - \theta_0) I$$

$$\sigma = \sigma^{el} - \sigma^{th} = 2\mu \varepsilon + \lambda \text{tr}(\varepsilon) I - (2\mu + 3\lambda)\alpha (\theta - \theta_0) I$$

with Lamé coefficients $\mu$, $\lambda$, see [26, pp. 528–529]. Thus, we finally obtain a momentum balance

$$- \text{div} (2\mu \nabla_s u) - \nabla (\lambda \text{div} u) = -(2\mu + 3\lambda)\alpha \text{div} (\theta I) = -(2\mu + 3\lambda)\alpha \nabla \theta,$$

where $-(2\mu + 3\lambda)\alpha \theta$ denotes the potential of a gradient force. For complicated and large temperature profiles $\theta$ this gradient force can be made arbitrarily complicated, in principle, and gradient-robustness should be important in practice. However, in this contribution we only want to study gradient-robustness from the point of numerical analysis. Its (possible) importance in applications will be investigated in subsequent contributions.

In this paper, we consider the discretization to (1) with divergence-conforming HDG methods [34,35], which are both volume-locking-free and gradient-robust.

The rest of the paper is organized as follows: In Section 2, we introduce the concepts of volume-locking and gradient-robustness by considering very basic discretization ideas for (1). Then, in Section 3 we present and analyze the divergence-conforming HDG scheme, in particular, we prove that the scheme is both locking-free and gradient-robust. In Section 4 we consider and analyze two (more efficient) modified HDG schemes. We conclude in Section 5.

2. Motivation: Volume-locking and gradient-robustness

In this section we introduce the concepts of volume-locking and gradient-robustness. To illustrate these we consider very basic discretization ideas for (1) in this section and give a definition of volume-locking and gradient-robustness. Only later,
in the subsequent sections we turn our attention to our proposed discretization, an $H(div)$-conforming HDG method and analyse it.

2.1. A basic method. Let us start with a very basic method. Let $T_h = \{ T \}$ be a conforming simplicial triangulation of $\Omega$. We use a standard vectorial $H^1$-conforming piecewise polynomial finite element space for the displacement function $u$ in (1):

$$P^k_{h,0} := \prod_{T \in T_h} P^k(T) \cap H^1(\Omega), \quad P^k_{h,0} := P^k_{h,0} \cap H^1_0(\Omega)$$

where $\mathbb{P}^k(T)$ is the space of polynomials up to degree $k$. The numerical scheme is:

Find $u_h \in P^k_{h,0}$ s.t. for all $v_h \in P^k_{h,0}$ there holds

$$a(u_h, v_h) := \int_\Omega 2 \mu \nabla_s(u_h) : \nabla_s(v_h) \, dx + \int_\Omega \lambda \, \text{div}(u_h) \, \text{div}(v_h) \, dx = \int_\Omega f \cdot v_h \, dx \quad (M1)$$

We choose a simple numerical example to investigate the performance of the method.

**Example 1.** We consider the domain $(0, 1)^2$ and a uniform triangulation into right triangles. For the right hand side we choose

$$f = 2 \mu \pi^2 (\sin(\pi x) \sin(\pi y), \cos(\pi x) \cos(\pi y))$$

and Dirichlet boundary conditions such that

$$u = (\sin(\pi x) \sin(\pi y), \cos(\pi x) \cos(\pi y))$$

is the unique solution.

For successively refined meshes with smallest edge length $h = 2^{-(L+2)}$, fixed polynomial degree $k = 1$ and levels $L = 0, \ldots, 6$ we compute the error $u - u_h$ in the $L^2$ norm and the $H^1$ semi-norm for different values of $\lambda$. The absolute errors are displayed in Figure 1. Let us emphasize that the solution $u$ is independent of $\lambda$.

For fixed and moderate $\lambda$ we observed the expected convergence rates, i.e. second order in the $L^2$ norm and first order in the $H^1$ norm. However, we observe that the error is severely depending on $\lambda$. Especially for larger values of $\lambda$ the asymptotic convergence rates for $h \to 0$ are shifted to finer resolutions; for instance, for $\lambda = 10^5$ convergence can not yet be observed on the chosen meshes. Overall, we observe an error behavior of the form $O(\lambda \cdot h^k)$ for the $H^1$ semi-norm and $O(\lambda \cdot h^{k+1})$ for the $L^2$ norm. From the discretization (M1) we directly see that with increasing $\lambda$ we enforce that $\text{div} \, u$ tends to zero (pointwise). For piecewise linear functions, however, the only divergence-free function that can be represented is the constant

![Figure 1. Discretization errors for the method (M1), $k = 1$, under mesh refinement (x-axis: refinement level $L$) and different values of $\lambda$ for Example 1.](image-url)
function. This leads to the observed effect which is known as volume-locking. We give a brief definition here:

Volume-locking is a structural property of the discrete finite element spaces involved. In the limit case \( \lambda \to \infty \), one expects that the limit displacement \( u \) is divergence-free. Recalling (3a) and introducing the discrete counterpart

\[
V_h^0 := \{ v_h \in P_{k,0}^h : \text{div}_h v_h = 0 \},
\]

where \( \text{div}_h \) is a discretized div operator, one is ready for a precise definition of volume-locking:

**Definition 1.** Volume-locking means that the discrete subspace of discretely divergence-free vector fields of \( V_h^0 \) does not have optimal approximation properties versus smooth, divergence-free vector fields \( v \in V^h \cap H^{k+1}(\Omega) \)

\[
\inf_{v_h \in V_h^0} \| \nabla v - \nabla v_h \|_\Omega \leq Ch^k |v|_{k+1}, \tag{8a}
\]

although the entire vector-valued finite element space \( P_{k,0}^h \) possesses optimal approximation properties of the form

\[
\inf_{v_h \in P_{k,0}^h} \| \nabla v - \nabla v_h \|_\Omega \leq Ch^k |v|_{k+1}, \tag{8b}
\]

In the sense of Definition 1 the discretization \([M1]\) with \( k = 1 \) is obviously not free of volume-locking. The problem can be alleviated by going to higher order, cf. Figure 2 for the same problem and discretization but with order \( k = 2 \). We observe that convergence is secured in this case also for the highest values of \( \lambda \). However, the discretization error still depends strongly on \( \lambda \) and for large \( \lambda \) and insufficiently fine mesh sizes \( h \) an order drop can be observed. The overall convergence behaves like \( O(\min\{h^{k-1}, \lambda h^k\}) \) for the \( H^1 \) semi-norm and \( O(\min\{h^k, \lambda h^{k+1}\}) \) for the \( L^2 \) norm. Hence, even for \( k = 2 \) the discretization \([M1]\) is not free of volume-locking.

### 2.2. A volume-locking-free discretization through mixed formulation.

To get rid of the locking-effect one often reformulates the grad-div term in \([1]\) by rewriting the problem in mixed form as

\[
-\text{div}(2\mu \nabla s u) - \nabla p = f \quad \text{in } \Omega, \tag{9a}
\]

\[
\text{div } u + \lambda^{-1} p = 0 \quad \text{in } \Omega, \tag{9b}
\]
Here, the auxiliary variable \( p \) approximating \( \lambda \text{div} u \) is introduced. In the limit \( \lambda \to \infty \) this yields an incompressible Stokes problem. With the intention to avoid volume-locking we now consider a discretization that is known to be stable in the Stokes limit. Here, we take the well-known Taylor-Hood velocity-pressure pair:

Find \((u_h, p_h) \in P_k^h \times P_{k-1}^h\), s.t.

\[
\int_{\Omega} 2\mu \nabla_s(u_h) : \nabla_s(v_h) \, dx + \int_{\Omega} \text{div}(v_h) p_h \, dx = \int_{\Omega} f \cdot v \, dx \quad \forall \, v_h \in P_k^h, \quad (M2a)
\]

\[
\int_{\Omega} \text{div}(u_h) q_h \, dx - \int_{\Omega} \lambda^{-1} p_h q_h \, dx = 0 \quad \forall \, q_h \in P_{k-1}^h. \quad (M2b)
\]

It is well-known that for every LBB-stable Stokes discretization the mixed formulation of linear elasticity guarantees that the discretization is free of volume-locking in the sense of Definition 1, cf. [11, Chapter VI.3].

Let us note that we can interpret \((M2b)\) as \( p_h = \lambda \Pi_{P_h} \text{div}(u_h) \) where \( \Pi_{P_h} \) is the \( L^2(\Omega) \) projection into \( P_{k-1}^h \). Hence, we can formally rewrite \((M2)\) as: Find \( u_h \in P_{k}^{h,0} \) s.t.

\[
\int_{\Omega} 2\mu \nabla_s(u_h) : \nabla_s(v_h) \, dx + \int_{\Omega} \lambda \Pi_{P_h} \text{div}(u_h) \text{div}(v_h) \, dx = \int_{\Omega} f \cdot v \, dx. \quad (M2^*)
\]

We note that the only difference between \((M2^*)\) and \((M1)\) is in the projection \( \Pi_{P_h} \). Hence, the \( \text{div}_h \) in a corresponding subspace \( V_h^0 \) is different,

\[
V_h^0 := \left\{ v_h \in P_k^{h,0} : \Pi_{P_h} \text{div}(v_h) = 0 \right\},
\]

yielding a much richer space \( V_h^0 \) to approximate with. The scheme \((M2^*)\) can be considered as an improvement over the plain scheme \((M1)\) using a reduced integration [30] for the grad-div term to avoid volume-locking. See [39] for a discussion of the equivalence of certain mixed finite element methods with displacement methods which use the reduced and selective integration technique.

In Figure 3 we display the results of the previous numerical experiment with the method in \((M2a)-(M2b)\). We observe that indeed, the discretization error is essentially independent of \( \lambda \) and optimally convergent.

2.3. Gradient-robustness. In the previous subsection we considered a divergence-free force field. As a result of the Helmholtz decomposition we can decompose every \( L^2 \) force field into a divergence-free and an irrotational part. In this section we now
consider the case where the force field is irrotational, i.e. a gradient of an $H^1$ function. This will lead us to the formulation of gradient-robustness. Assume that there is $\phi \in H^1(\Omega)$ with $\int \phi \, dx = 0$ so that $f = \nabla \phi$. With $\lambda \to \infty$ we have $p \to \phi$ and $u \to 0$, i.e. in the Stokes limit gradients in the force field are solely balanced by the pressure and have no impact on the displacement. In the next subsection, this reasoning will be made more precise by deriving an asymptotic result in the limit $\lambda \to \infty$.

2.4. A definition of gradient-robustness. First, we introduce the orthogonal complement of the weakly-differential divergence-free vector fields (3a) with respect to the inner-product $\langle \cdot , \cdot \rangle$ defined in (M1):

$$V^\bot := \{ u \in H^1_0(\Omega) : a(u, v) = 0, \forall v \in V^0 \}. \quad (11)$$

Then, the solution of the linear elasticity equation can be decomposed as

$$u = u^0 + u^\bot, \quad u^0 \in V^0, \quad u^\bot \in V^\bot, \quad (12)$$

where $u^0$ satisfies

$$a(u^0, v^0) = a(u, v^0) = (f, v^0), \quad \forall v^0 \in V^0. \quad (13)$$

The following lemma characterizes a robustness property of exact solutions to linear elasticity problems.

**Theorem 1** (Gradient-robustness of nearly incompressible materials). *If the right hand side $f \in H^{-1}(\Omega)$ in (1a) is a gradient field, i.e. $f = \nabla \phi, \phi \in L^2(\Omega)$, then it holds for the solution $u = u^0 + u^\bot$ of (1) (under homogeneous Dirichlet boundary conditions)

$$u^0 = 0, \quad u^\bot = O(\lambda^{-1}),$$

i.e., for $\lambda \to \infty$ one gets $u = u^\bot \to 0$.

**Proof.** Taking $v^0 = u^0$ in equation (13), we get

$$a(u^0, u^0) = a(u, u^0) = (f, u^0) = (\nabla \phi, u^0) = (\phi, \text{div}(u^0)) = 0.$$ 

Hence, $u^0 = 0$.

On the other hand we obtain

$$(2\mu \nabla_s(u^\bot), \nabla_s(u^\bot)) + (\lambda \text{div} u^\bot, \text{div} u^\bot) = f(u^\bot)$$

$$= -\langle \phi, \text{div} u^\bot \rangle \leq \|\phi\|_{L^2(\Omega)} \|u^\bot\|_{H^1(\Omega)}.$$  

From Korn’s inequality $\|u^\bot\|_{H^1(\Omega)}^2 \leq C(2\nabla_s(u^\bot), \nabla_s(u^\bot))$, and an estimate on the $H^1$ norm of functions in $V^\bot$, $\|u^\bot\|_{H^1(\Omega)} \leq \beta \|\text{div} u^\bot\|_{L^2(\Omega)}$, where $C$ is the constant for the Korn’s inequality and $\beta$ is the inf-sup constant of a corresponding Stokes problem, cf. [28 Corollary 3.47], we hence have

$$\left(\frac{\mu}{C} + \frac{\lambda}{\beta}\right)\|u^\bot\|_{H^1(\Omega)} \leq \|\phi\|_{L^2(\Omega)},$$

from which we conclude the statement. \qed

The previous characterization does not automatically carry over to discretization schemes.
Definition 2. We denote a space discretization for the linear elasticity equation which fulfills an analogue to Theorem 1 also discretely as gradient-robust, i.e., gradient-robustness means for a discretization of (1) that in the limit \( \lambda \to \infty \) it holds \( u_h = O(\lambda^{-1}) \).

Remark 1 (Gradient robustness for the Stokes limit). Gradient-robustness is directly related to the concept of pressure robustness in the Stokes case. Actually, a gradient-robust discretization for the linear elasticity problem (1) is asymptotic preserving (AP) in the sense of [27] such that for \( \lambda \to \infty \) the space discretization converges on every (fixed) grid to a pressure-robust space discretization of the (formal) Stokes problem (4).

It is known that the standard Taylor-Hood discretization is not pressure-robust. However, several discretizations for the Stokes problem exists that are pressure-robust [29] or can be made pressure-robust by a suitable modification [36]. We demonstrate the consequences for the linear elasticity problem in the following, where the forcing \( f \) is a gradient field.

Example 2. We take \( f = \nabla \phi \) with \( \phi = x^6 + y^6 \) and (homogeneous) Dirichlet boundary conditions so that it holds \( u \to 0 \) in the asymptotic limit \( \lambda \to \infty \).

We now compare the different methods on a fixed grid (or a couple of fixed grids) and we investigate the norm of the solution \( u \) with respect to \( \lambda \to \infty \). For gradient-robust methods this norm should vanish as \( O(\lambda^{-1}) \) independent of \( h \). For methods that are not gradient-robust the limit will be \( O(h^k) \) for \( \lambda \to \infty \) depending on the mesh size \( h \) and the order \( k \). The results for the methods (M1) and (M2a)–(M2b) for Example 2 are shown in Fig. 4. While (M1) behaves well as \( \|\nabla u_h\|_\Omega \) goes to zero with \( \lambda^{-1} \) essentially independent of \( h \), for the method in (M2a)–(M2b) we observe a lower bound for \( \|\nabla u_h\|_\Omega \) that depends on the mesh.

As a conclusion of the numerical examples, let us summarize that both basic methods that we considered here, the discretization (M1) and the Taylor-Hood based method in (M2a)–(M2b) are not satisfactory. While (M1) seems to be gradient-robust it is not free of volumetric locking while the behavior of the Taylor-Hood based method in (M2a)–(M2b) has the exact opposite properties.

Remark 2. In the first example we considered a divergence-free forcing. The observations stay essentially the same if more general forcings are considered there, e.g. if the solutions of both examples are superimposed.
Figure 5. Barycentric-refined triangular mesh on the unit square with refinement level $L = 0$.

Figure 6. Discretization error for Example 1 (left) and norm of discrete error for Example 2 (right) for the method (M1), $k = 2$, on a barycentric-refined mesh under mesh refinement ($x$-axis: refinement level $L$) and different values of $\lambda$ for Example 2.

2.5. The basic method on barycentric refined meshes. A comparably simple discretization scheme that is known to be pressure robust for the Stokes limit is the Scott-Vogelius element [44,46], which is the classical Taylor-Hood discretization with a discontinuous pressure space. However, this discretization is known to be LBB-stable (and hence free of volume-locking) only for special triangulations or sufficiently high orders. Applications of this element to linear elasticity have been made for example in [40]. Let us consider the last two examples again, but on every level we apply a barycentric refinement of the original mesh by connecting all vertices of the mesh cell with the barycenter of this mesh cell, cf. Figure 5. If we apply the basic method (M1) in this case with $k \geq 2$ we have a gradient-robust scheme which at the same time has a sufficiently large discretely divergence-free subspace $V^0_h$ to be volume-locking free. The results are given in Figure 6 and are consistent with these expectations.

3. $H(\text{div})$-conforming HDG Discretization and Analysis

In the remainder of this paper we consider a special class of discretizations for linear elasticity: $H(\text{div})$-conforming HDG discretizations where we also keep track of the volume-locking and gradient-robustness property of the method. In Subsections 3.1–3.3 we introduce preliminaries, notation and the numerical method and analyse it with respect to quasi-optimal error estimates and volume-locking in Subsection 3.4. The proof of gradient-robustness is carried out in Subsection 3.5. Numerical results support these theoretical findings in Subsection 3.6. In the
3.1. Preliminaries. Let \( \mathcal{F}_h = \{ F \} \) be the collection of facets (edges in 2D, faces in 3D) in \( T_h \). We distinguish functions with support only on facets indicated by a subscript \( F \) and those with support also on the volume elements which is indicated by a subscript \( T \). Compositions of both types are used for the HDG discretization of the displacement and indicated by underlining, \( \mathbf{u} = (\mathbf{u}_T, \mathbf{u}_F) \). On each simplex \( T \), we denote the tangential component of a vector \( \mathbf{v}_T \) on a facet \( F \) by \( \mathbf{v}_T^t = \mathbf{v}_T - (\mathbf{v}_T \cdot \mathbf{n}) \mathbf{n} \), where \( \mathbf{n} \) is the unit normal vector on \( F \). Furthermore, we denote the compound exact solution as \( \mathbf{u} := (\mathbf{u}_T, \mathbf{u}^t) \), and introduce the composite space of sufficiently smooth functions

\[
\mathbf{U}(h) := [H^2_0(\Omega)]^d \times [H^1_0(\mathcal{F}_h)]^d. \tag{14}
\]

3.2. Finite elements. We consider an HDG method which approximates the displacement on the mesh \( T_h \) using an \( H(\text{div}) \)-conforming space and the tangential component of the displacement on the mesh skeleton \( \mathcal{F}_h \) with a DG facet space given as follows:

\[
\begin{align*}
\mathbf{V}_h & := \{ \mathbf{v}_T \in \prod_{T \in T_h} [P^k(T)]^d : \mathbf{v}_T \cdot \mathbf{n} = 0 \forall F \in \mathcal{F}_h \} \subset H_0(\text{div}, \Omega), \tag{15a} \\
M_h & := \{ \mathbf{v}_F \in \prod_{F \in \mathcal{F}_h} M_k(F) : \mathbf{v}_F \cdot \mathbf{n} = 0 \forall F \in \mathcal{F}_h, \mathbf{v}_F = 0 \forall F \subset \partial \Omega \}, \tag{15b}
\end{align*}
\]

where \( [\cdot] \) is the usual jump operator, \( \mathbb{P}^k \) the space of polynomials up to degree \( k \), and

\[
M_k(F) := \begin{cases} 
[\mathbb{P}^0(F)]^3 \oplus \mathbb{R} \times [\mathbb{P}^0(F)]^3 & \text{if } k = 1 \text{ and } d = 3, \\
[\mathbb{P}^{k-1}(F)]^d & \text{else.}
\end{cases}
\]

Note that functions in \( M_h \) are defined only on the mesh skeleton and have normal component zero.

To further simplify notation, we denote the composite space as

\[
\mathbf{U}_h := \mathbf{V}_h \times M_h.
\]

3.3. The numerical scheme. We introduce the \( L^2 \) projection onto \( M_k(F) \) \( \Pi_M \):

\[
\Pi_M : [L^2(F)]^d \to M_k(F), \quad \int_F (\Pi_M f) \mathbf{v} \, ds = \int_F f \mathbf{v} \, ds \quad \forall \mathbf{v} \in M_k(F).
\]
Then, for all \( u, v \in U_h \), we introduce the bilinear and linear forms
\[
a_h(u, v) := a_h^\mu(u, v) + a_h^\lambda(u, v) \tag{16a}
\]
\[
a_h^\mu(u, v) := \sum_{T \in T_h} \int_T 2\mu \nabla_s(u_T) : \nabla_s(v_T) \, dx - \int_{\partial T} 2\mu \nabla_s(u_T) n \cdot [v] \, ds - \int_{\partial T} 2\mu \nabla_s(v_T) n \cdot [u] \, ds + \int_{\partial T} \mu_{\alpha} \Pi_M [u] \cdot \Pi_M [v] \, ds, \tag{16b}
\]
\[
a_h^\lambda(u, v) := \sum_{T \in T_h} \int_T \lambda \text{div}(u_T) \text{div}(v_T) \, dx, \tag{16c}
\]
\[
f(v) := \sum_{T \in T_h} \int_T f \cdot v_T \, dx. \tag{16d}
\]
where \([u] = (u_T)^t - u_F\) is the (tangential) jump between element interior and facet unknowns, and \( \alpha = \alpha_0 k^2 \) with \( \alpha_0 \) a sufficiently large positive constant.

The numerical scheme then reads: Find \( u_h \in U_h \) such that
\[
a_h(u_h, v) = f(v_h), \quad \forall v_h \in U_h. \tag{S1}
\]

### 3.4. Error estimates.
We write \( A \lesssim B \) to indicate that there exists a constant \( C \), independent of the mesh size \( h \), the Lamé parameters \( \mu \) and \( \lambda \), and the numerical solution, such that \( A \leq CB \).

Denote the space of rigid motions \( RM(T) = \{a + B x : a \in \mathbb{R}^d, B \in S_d\} \), where \( S_d \) is the space of anti-symmetric \( d \times d \) matrices. We observe that the tangential trace on a facet \( F \) of any function in \( RM(T) \) is a constant in 2D, and lies in the space \( M_1(F) \) in 3D. Hence, there holds
\[
v_T^t \big|_F \in M_k(F), \quad \forall v \in RM(T). \tag{17}
\]
The above property is the key to prove coercivity of the bilinear form \( a_h(u, v) \).

We use the following projection \( \Pi_{RM} \) from \( [H^1(T)]^d \) onto \( RM(T) \) [12]:
\[
\int_T \Pi_{RM} u \, dx = \int_T u \, dx,
\]
\[
\int_T \text{curl}(\Pi_{RM} u) \, dx = \int_T \text{curl} u \, dx,
\]
where \( \text{curl} u \) is the anti-symmetric part of the gradient of \( u \). Following [12] this projection operator has the approximation properties
\[
||\nabla(u - \Pi_{RM} u)||_T \lesssim ||\nabla_s(u)||_T, \tag{18a}
\]
\[
||u - \Pi_{RM} u||_T \lesssim h_T ||\nabla(u - \Pi_{RM} u)||_T. \tag{18b}
\]

Denoting the following (semi)norms
\[
||v||_{\mu, h} := \mu \cdot ||v||_{1, h}, \quad ||v||_{\mu, s, h} := \mu \cdot ||v||_{1, s, h}, \quad ||v||_{\mu, \ast, h} := \mu^2 \cdot ||v||_{1, \ast, h},
\]
\[
||v||_{\mu, s, h} := \mu \cdot ||v||_{1, s, h}, \quad ||v||_{\mu, \ast, h} := \mu^2 \cdot ||v||_{1, \ast, h},
\]
We also denote the $H^s$-norm on $\Omega$ as $\| \cdot \|_s$, and when $s = 0$, we simply denote $\| \cdot \|$ as the $L^2$-norm on $\Omega$.

To derive optimal $L^2$ error estimates, we shall assume the following full $H^2$-regularity

$$\mu \| \phi \|_2 + \lambda \| \text{div } \phi \|_1 \leq \| \theta \|$$  \hspace{1cm} (20)

for the dual problem with any source term $\theta \in [L^2(\Omega)]^d$:

$$- \text{div} \left( 2\mu \nabla s \phi \right) - \nabla \left( \lambda \text{div } \phi \right) = \theta \quad \text{in } \Omega,$$
$$\phi = 0 \quad \text{on } \partial \Omega.$$  \hspace{1cm} (21a)

The estimate (20) holds on convex polygons \cite{13}.

We have the following estimates.

**Theorem 2.** Assume $k \geq 1$ and the regularity $u \in [H^{k+1}(\Omega)]^d$. Let $u_h \in U_h$ be the numerical solution to the scheme (S1). Then, for sufficiently large stabilization parameter $\alpha_0$, the following estimate holds

$$\| u - u_h \|_{\mu,h} \leq \mu^{1/2} h^k \| u \|_{k+1},$$  \hspace{1cm} (22a)
$$\| \text{div}(u - u_T) \| \leq (\mu/\lambda)^{1/2} h^k \| u \|_{k+1} + h^k \| \text{div } u \|.$$  \hspace{1cm} (22b)

Moreover, under the regularity assumption (20), the following estimate holds

$$\| u - u_T \| \leq h^{k+1} \| u \|_{k+1}.$$  \hspace{1cm} (22c)

**Remark 3** (Volume-locking-free estimates). From the energy estimates (22a), we get that

$$\sum_{T \in T_h} \| \nabla_s(u - u_{h,T}) \|_T^2 + \frac{1}{h} \| \Pi_M [ (u - u_h)'] \|_{\partial T}^2 \leq h^{2k} \| u \|_{k+1}^2,$$

with the hidden constant independent of the Lamé constants $\lambda$ and $\mu$. This observation also holds for the $L^2$-norm estimate (22c). Hence, the estimates are free of volume-locking when $\lambda \to +\infty$.

**Proof.** We proceed in the following five steps.

Step 1 (Coercivity): Observing the definition (16a) for the bilinear form $a^\mu_\ell(\cdot,\cdot)$, and applying the Cauchy-Schwarz inequality combined with trace-inverse inequalities, we obtain, cf. \cite{20} Lemma 2, for sufficiently large $\alpha$,

$$\| u_h \|_{\mu,h}^2 \leq a^\mu_\ell(u_h,u_h) \quad \forall u_h \in U_h.$$  \hspace{1cm} (23)
Step 2 (Norm equivalence): By property \([17]\), we have \(\Pi_M(\Pi_{RM} v_T)^t = (\Pi_{RM} v_T)^t\). Hence, for any interior facet \(F \in \mathcal{F}_h \setminus \partial \Omega\) and any function \(v \in \mathcal{U}(h) + \mathcal{U}_h\), we have

\[
\|\Pi_M[v^t]\|_F \leq \|\Pi_M[v^t]\|_F + \|v^t - \Pi_{RM} v_T\|_F
\]

\[
\leq \|\Pi_M[v^t]\|_F + \|(v_T - \Pi_{RM} v_T)^t - \Pi_M(v_T - \Pi_{RM} v_T)^t\|_F
\]

\[
\leq \|\Pi_M[v^t]\|_F + \|v_T - \Pi_{RM} v_T\|_F.
\]

Using the trace theorem and approximation properties \([18]\) of the projector \(\Pi_{RM}\), we get

\[
\|v_T - \Pi_{RM} v_T\|_F^2 \leq \sum_{T \in \mathcal{T}(F)} (h|v_T - \Pi_{RM} v_T|_{1,T}^2 + h^{-1}\|v_T - \Pi_{RM} v_T\|_{T,F}^2)
\]

\[
\leq h \|\nabla v_T\|_{T(F)}^2,
\]

where \(\mathcal{T}(F)\) is the set of the two simplexes meeting \(F\). Hence,

\[
\|\Pi_M[v^t]\|_F \leq \|\Pi_M[v^t]\|_F + h^{1/2}\|\nabla v_T\|_{T(F)} \quad \forall v \in \mathcal{U}(h) + \mathcal{U}_h.
\]

(24)

Recall the norms defined in \([19]\), this directly implies

\[
\|v\|_{\mu,*,h} \leq \|v\|_{\mu,*,h} \quad \forall v \in \mathcal{U}(h) + \mathcal{U}_h.
\]

(25a)

On the other hand, by trace and inverse inequalities, we have, cf. \([20]\) Lemma 1,

\[
\|v_h\|_{\mu,*,h} \leq \|v\|_{\mu,h} \quad \forall v \in \mathcal{U}_h.
\]

(25b)

Step 3 (Boundedness): Applying the Cauchy-Schwarz inequality on the bilinear form \(a_h(\cdot,\cdot)\), we obtain using the estimate \([24]\)

\[
a_h^*(u, w) \leq \|u\|_{\mu,*,h} \|w\|_{\mu,*,h} \leq \|u\|_{\mu,*,h} \|w\|_{\mu,*,h} \quad \forall u, w \in \mathcal{U}(h) + \mathcal{U}_h.
\]

(26)

Step 4 (Galerkin orthogonality, BDM interpolation): Galerkin orthogonality yields \(a_h(u - u_h, v_h) = 0\) for all \(v_h \in \mathcal{U}_h\). Hence, \(a_h(u - u_h, v_h) = f(v_h)\). We estimate the error by first applying a triangle inequality to split

\[
\|u - u_h\|_{\mu,h} \leq \|v_h - u\|_{\mu,h} + \|u - u_h\|_{\mu,h},
\]

where we choose \(v_h = (\Pi_V u, \Pi_M u)\) where \(\Pi_V\) is the classical BDM interpolator, \([10]\) Proposition 2.3.2. We note that the interpolation operator \(\Pi_V\) has, as a consequence of its commuting diagram property, that

\[
\int_\Omega \text{div}(\Pi_V u - u) q_h \, dx = \int_\Omega (\Pi_Q \text{div} u - \text{div} u) q_h \, dx = 0 \quad \forall q_h \in Q_h,
\]

where \(\Pi_Q\) is the \(L^2\) projection into \(Q_h = \prod_{T \in \mathcal{T}_h} \mathbb{P}^{k-1}(T) = \text{div} V_h\). Hence,

\[
\|u_h - v_h\|^2_{\mu,h} + \lambda \|\text{div}(u_T - v_T)\|^2
\]

\[
\leq a_h^*(u_h - v_h, u_h - v_h) + \lambda \|\text{div}(u_T - v_T)\|^2
\]

\[
= a_h(u_h - v_h, u_h - v_h) = a_h(u - u_h, u_h - v_h)
\]

\[
= a_h^*(u - u_h, u_h - v_h) + a_h^*(u - u_h, u_h - v_h)
\]

\[
\leq \|u - u_h\|_{\mu,*,h} \|u_h - v_h\|_{\mu,*,h} \leq \|u - u_h\|_{\mu,*,h} \|u_h - v_h\|_{\mu,h}.
\]

This implies

\[
\|u - u_h\|_{\mu,h} + \lambda^{1/2} \|\text{div}(u_T - v_T)\| \leq \|u - u_h\|_{\mu,*,h} \leq \mu^{1/2} h^k \|u\|_{k+1},
\]

(27)
where the last estimate follows from usual Bramble-Hilbert-type arguments, cf. [34, Proposition 2.3.8] for a proof in an almost identical setting. The estimate (22a) follows directly from (27), and the estimate (22b) follows from (27) and the triangle inequality:

\[ \| \text{div}(u - u_T) \| \leq \| \text{div}(u_T - v_T) \| + \| \text{div}(u - v_T) \| \leq (\mu/\lambda)^{1/2} h^{k+1} \|u\|_{h,k} + h^k \|u\|_k. \]

Step 5 (Duality): Let \( \phi \) be the solution to the dual problem (21) with \( \theta = u - u_T \) and \( \bar{\phi} = (\phi, \phi') \in U(h) \). By symmetry of the bilinear form \( a_h(\cdot, \cdot) \) and consistency of the numerical scheme (S1), we have with \( \bar{\phi}_h = (\Pi_V \phi, \Pi_M \phi) \in U_h \)

\[ \|u - u_T\|^2_{H^1} = a_h(\phi, u - u_h) = a_h(\bar{\phi}_h, u - u_h) = a_h(\bar{\phi}_h, u - u_h) + \lambda \sum_{T \in T_h} \int_{T} \text{div}(\phi - \Pi_V \phi) \text{div}(u - \Pi_V u) \, dx = (I - \Pi_Q) \text{div}(I - \Pi_Q) \text{div} u \]

\[ \leq \|\phi - \bar{\phi}_h\|_{H^1} \|u_h - u\|_{H^1} + \lambda \|(I - \Pi_Q) \text{div} \phi\| \|u\|_{H^1} \leq \mu h^{k+1} \|\phi\|_{L^2} \|u\|_{H^1} + \lambda h^{k+1} \|\phi\| \|u\|_k \leq h^{k+1} \|u - u_T\|_{H^1} \|u\|_{H^1}. \]

In the last step we invoked the regularity assumption (20). This completes the proof of (22c).

3.5. Gradient-robustness. In this subsection we want to show that the \( H(\text{div}) \)-conforming HDG method in (S1) is gradient-robust. In this section a splitting into a discretely divergence-free subspace and an orthogonal complement is crucial. To proceed, it seems more natural to work with a DG-equivalent reformulation of the HDG scheme (S1) by eliminating the facet unknowns (for analysis purposes only). In Remark 4 below we explain how this translate to the HDG setting.

We introduce the lifting \( L_h : V_h + [H^1_0(\Omega)]^d \to M_h \) where \( L_h(w_T) \) is the unique function in \( M_h \) such that

\[ a_h((w_T, L_h(w_T), (0, v_F)) = 0, \quad \forall v_F \in M_h. \]

For the case of a uniform mesh size \( h \), an explicit formula can easily derived yielding

\[ L_h(w_T) = \Pi_M w_T + \frac{h}{2\alpha} [\nabla_s w_T \cdot n], \]

where \( \{\cdot\}_s \) and \( [\cdot]_s \) are the usual DG average and jump operators. Then the solution \( u_h = (u_T, u_F) \in U_h \) to the scheme (S1) satisfies \( u_F = L_h(u_T) \), with \( u_T \in V_h \) being the unique function such that

\[ \hat{a}_h(u_T, v_T) = \hat{f}(v_T) \quad \forall v_T \in V_h, \quad \text{(S1-DG)} \]

where \( \hat{a}_h(\cdot, \cdot) \) and \( \hat{f} \) are defined on \( V_h \) as follows:

\[ \hat{a}_h(v_T, w_T) := a_h((w_T, L_h(w_T)), (w_T, 0)), \quad \hat{f}(w_T) := f((w_T, 0)), \quad v_T, w_T \in V_h \]

Analogously (with slight abuse of notation) we define a norm on \( V_h \) with

\[ \|u_T\|_{1,h} := \|(u_T, L_h(u_T))\|_{1,h}. \]
Introducing the spaces
\[ V_h^0 := \{ v_T \in V_h : \text{div} v_T = 0, \ \forall T \in T_h \}, \]  
and
\[ V_h^\perp := \{ v_T \in V_h : \hat{a}_h(v_T, w_T) = 0, \ \forall w_T \in V_h \}. \]  
We then split the solution \( u_T \in V_h \) to the scheme (S1-DG) as \( u_T = u_T^0 + u_T^\perp \) where \( u_T^0, u_T^\perp \in V_h \) are the unique solutions to the following equations:
\[ \hat{a}_h(u_T^0, v_T^0) = \hat{f}(v_T^0) \ \forall v_T^0 \in V_h^0, \]  
\[ \hat{a}_h(u_T^\perp, v_T^\perp) = \hat{f}(v_T^\perp) \ \forall v_T^\perp \in V_h^\perp. \]  

We are now ready to state the following gradient-robustness property of the schemes (S1-DG) and (S1) analogously to the continuous case in Theorem 1.

**Theorem 3** (Gradient-robustness of (S1-DG)) The scheme (S1-DG) and hence scheme (S1) is gradient-robust, i.e. for \( \hat{f} = \nabla \phi, \phi \in H^1(\Omega) \), the solution \( u_T = u_T^0 + u_T^\perp \in V_h \) satisfies
\[ u_T^0 = 0, \ u_T^\perp = O(\lambda^{-1}). \]
In particular, for \( \lambda \to \infty \) one gets \( u_T \to 0 \).

To prove Theorem 3 we shall first recall the following inf-sup stability result.

**Lemma 1** (inf-sup stability). The following properties hold:
There holds the discrete LBB condition:
\[ \sup_{u_T \in V_h} (\text{div} u_T, q_h) \geq \beta \|q_h\|_{L^2(\Omega)} \|u_T\|_{1,h} \quad \text{for all } q_h \in Q_h, \]  
for \( \beta \) independent of \( \mu, h, k \). Moreover, for all \( q_h \in Q_h \) there exists a unique \( u_T^\perp \in V_h^\perp \), s.t.
\[ \text{div}(u_T^\perp) = q_h \quad \text{and} \quad \|u_T^\perp\|_{1,h} \leq \beta^{-1} \|q_h\|_{L^2(\Omega)}. \]  
**Proof.** For (30a) we refer to [33] where (30b) is a direct consequence of (30a) as it implies the existence of an isomorphism between \( V_h^\perp \) and \( Q_h \) related to (div(·), ·), cf. e.g. [28] Lemma 3.58. \( \square \)

We now prove Theorem 3.

**Proof of Theorem 3** With \( \hat{f}(\cdot) = (\nabla \phi, \cdot)_\Omega \) there holds after partial integration
\[ \hat{f}(v_T^0) = -\sum_{T \in T_h} (\phi, \text{div} v_T^0)_T + \sum_{F \in \mathcal{F}_h} (\phi, [v_T^0 \cdot n])_F = 0 \ \forall v_T^0 \in V_h^0. \]  
From the decomposition in (29) we hence have \( u_T^0 = 0 \). Taking \( v_T^\perp := u_T^\perp \) in (29b) we get
\[ \mu \|u_T^\perp\|_{1,h}^2 + \lambda \|\text{div}(u_T^\perp)\|^2 \leq \hat{a}_h(u_T^\perp, u_T^\perp) = \hat{f}(u_T^\perp) \leq \|\phi\|_{H^1(\Omega)} \|u_T^\perp\|_{1,h}. \]
Since Lemma 1 implies that
\[ \|u_T^\perp\|_{1,h} \leq \beta^{-1} \|\text{div}(u_T^\perp)\|, \]
we finally obtain
\[ \|u_T^\perp\|_{1,h} \leq \frac{1}{\mu + \lambda} \|\phi\|_1 \xrightarrow{\lambda \to \infty} 0. \]  
\( \square \)
**Remark 4.** The splitting into a divergence-free subspace and its $a_h$-orthogonal complement can also be done for $U_h$. Let us relate the splitting of $V_h$ to a corresponding splitting of $U_h$. First, there holds $U_h^0 = V_h^0 \times M_h$ and $U_h^\perp = \{(v_T, v_F) \in U_h \mid v_T \in V_h^\perp, v_F = L_h(v_T)\}$. Second, the solution $u_h$ of (S1) then has the splitting $u_h = u_h^0 + u_h^\perp$ with $u_h^0 = (u_T^0, L_h(u_T^0)) \in U_h^0$ and $u_h^\perp = (u_F^\perp, L_h(u_F^\perp)) \in U_h^\perp$ and for $f = \nabla \phi$, $\phi \in H^1(\Omega)$ there holds $u_h^0 = 0$ and $u_h^\perp = O(\lambda^{-1})$.

**3.6. Numerical results.** The numerical results for the two examples in Section 2 for the scheme (S1) are given in Figure 7 and are consistent with the results in Theorem 2 and Theorem 3.

### 4. Relaxed $H$((div))-conforming HDG discretization

The results in Theorem 2 provide optimal error estimates for the method (S1). However, for the approximation of the displacement with a polynomial degree $k$ it requires unknowns of degree $k$ for the normal component of the displacement on every facet of the mesh. In view of the superconvergence property of other HDG methods [14,42], where only unknowns of polynomial degree $k - 1$ on the facets are required to obtain an accurate polynomial approximation of order $k$ (possibly after a local post-processing) this is sub-optimal. Here we follow [31] to slightly relax the $H$((div))-conformity so that only unknowns of polynomial degree $k - 1$ are involved for normal-continuity. This allows for optimality of the method also in the sense of superconvergent HDG methods. The resulting method is still volume-locking-free. We assume the polynomial degree $k \geq 2$ in the following discussion.

**4.1. The relaxed $H$((div))-conforming HDG scheme.** We introduce the modified vector space

$$V_h^\perp := \{v_T \in \prod_{T \in T_h} [P^k(T)]^d : \Pi_F^{k-1}[v_T \cdot n]_F = 0, \forall F \in F_h\}, \quad (32)$$

where $\Pi_F^{k-1} : L^2(F) \rightarrow P^{k-1}(F)$ is the $L^2(F)$-projection:

$$\int_F (\Pi_F^{k-1} w) v \, ds = \int_F w v \, ds, \quad \forall v \in P^{k-1}(F). \quad (33)$$
Details of the construction of the finite element space $V^{-}_{h}$ can be found in [31 Section 3]. Functions in $V^{-}_{h}$ are only “almost normal-continuous”, but can be normal-discontinuous in the highest orders.

Denoting the compound finite element space

$$U^{-}_{h} := V^{-}_{h} \times M_{h},$$

then the relaxed $H(\text{div})$-conforming HDG scheme reads: Find $u_{h} \in U^{-}_{h}$ such that

$$a_{h}(u_{h}, v_{h}) = f(v_{h}), \quad \forall v_{h} \in U^{-}_{h}. \quad (S2)$$

**Remark 5.** Notice that the globally coupled degrees of freedom for the above relaxed $H(\text{div})$-conforming scheme are polynomials of degree $k-1$ per facet for both tangential and normal component of the displacement, while that for the original $H(\text{div})$-conforming scheme [S1] are polynomials of degree $k-1$ per facet for the tangential component of the displacement, and polynomials of degree $k$ per facet for the normal component. This relaxation reduces the globally coupled degrees of freedom which improves the sparsity pattern of the linear systems.

4.2. **Error estimates.** The error analysis of the relaxed scheme [S2] follows closely from that for the original scheme [S1] in Theorem 2.

Due to the violation of $H(\text{div})$-conformity of $V^{-}_{h}$, we have a consistency term to take care of.

**Lemma 2.** Let $u \in [H^{2}_{0}(\Omega)]^{d}$ be the solution to the equations [1] and define the splitting $f = f^{\mu} + f^{\lambda}$ with $f^{\mu} = -\text{div}(2\mu\nabla_{s}u)$ and $f^{\lambda} = -\nabla(\lambda \text{div} u)$ and $f(\cdot) = f^{\mu}(\cdot) + f^{\lambda}(\cdot)$ correspondingly. Denote $u := (u, u') \in U(h)$. There holds for all $v = (v_{T}, v_{F}) \in U^{-}_{h} + U(h)$

$$a_{h}^{\mu}(u, v) = f^{\mu}(v) + \mathcal{E}_{c}^{\mu}(u, v), \quad (34a)$$

$$a_{h}^{\lambda}(u, v) = f^{\lambda}(v) + \mathcal{E}_{c}^{\lambda}(u, v), \quad (34b)$$

$$a_{h}(u, v) = f(v) + \mathcal{E}_{c}(u, v), \quad (34c)$$

with

$$\mathcal{E}_{c}^{\mu}(u, v) = \sum_{T \in T_{h}} \int_{\partial T} (2\mu(\nabla_{s}(u)n) \cdot n) (v_{T} - \Pi_{F}^{k-1}(v_{T} \cdot n)). \quad (34d)$$

$$\mathcal{E}_{c}^{\lambda}(u, v) = \sum_{T \in T_{h}} \int_{\partial T} (\lambda \text{div} u) (v_{T} - \Pi_{F}^{k-1}(v_{T} \cdot n)), \quad (34e)$$

$$\mathcal{E}_{c}(u, v) = \mathcal{E}_{c}^{\mu}(u, v) + \mathcal{E}_{c}^{\lambda}(u, v). \quad (34f)$$

Moreover, for $u \in [H^{\ell}_{0}(\Omega)]^{d}$, $\ell \geq 2$ and $1 \leq m \leq \min(k, \ell - 1)$ we have

$$\mathcal{E}_{c}^{\mu}(u, v) \lesssim h^{m} \mu^{1/2} \|u\|_{m+1} \|v\|_{\mu, h}, \quad \mathcal{E}_{c}^{\lambda}(u, v) \lesssim h^{m} \lambda^{1/2} \|\text{div} u\|_{m} \|v\|_{\mu, h}. \quad (35a)$$

$$\mathcal{E}_{c}(u, v) \lesssim h^{m} \left(\mu^{1/2} \|u\|_{m+1} + \lambda^{1/2} \|\text{div} u\|_{m}\right) \|v\|_{\mu, h}. \quad (35b)$$
Proof. By continuity of \( u \) and integration by parts, we get
\[
a_h^m(u, v) - f^m(v) = \sum_{T \in T_h} \int_{\partial T} 2\mu \nabla_s(u) n \cdot (v_T - v_T^I) \, ds
\]
\[
= \sum_{T \in T_h} \int_{\partial T} 2\mu (\nabla_s(u) n) \cdot n(v_T - n) \, ds
\]
\[
= \sum_{T \in T_h} \int_{\partial T} (2\mu (\nabla_s(u) n) \cdot n)(id - \Pi_F^{-1})(v_T - n) \, ds
\]
\[
= \mathcal{E}^m_c(u, v),
\]
where the third equality follows from the fact that \( \Pi_F^{-1}[v \cdot n]_F = 0 \) for all \( v \in V_h^- \).

Analogously we obtain \( a_h^\lambda(u, v) - f^\lambda(v) = \mathcal{E}^\lambda_c(u, v) \).

Applying the Cauchy-Schwarz inequality and properties of the \( L^2 \)-projection, we have
\[
\mathcal{E}^m_c(u, v) = \int_{\partial T} (id - \Pi_F^{-1})(2\mu (\nabla_s(u) n) \cdot n)(id - \Pi_F^{-1})(v_T - n) \, ds
\]
\[
\leq (2\mu)(|id - \Pi_F^{-1}\nabla_s(u)|_{\partial T})(|id - \Pi_F^{-1}(v_T - n)|_{\partial T})
\]
\[
\leq h^{m-1/2}\mu \|\nabla_s(u)\|_{H^m(T)}(1)(|id - \Pi_F^{-1}(v_T - n)|_{\partial T})
\]
\[
\leq h^m\mu \|u\|_{H^{m+1}(T)}(1)|id - \Pi_{RM}v_T|_{\partial T} \leq h^m\mu \|u\|_{H^{m+1}(T)}\|\nabla_s v_T\|_T,
\]
where the last inequality follows from the trace theorem and the approximation properties [2]. Similarly,
\[
\mathcal{E}^\lambda_c(u, v) = \int_{\partial T} (id - \Pi_F^{-1})\lambda \text{div} (id - \Pi_F^{-1})(v_T - n) \, ds
\]
\[
\leq \lambda(1)(|id - \Pi_F^{-1}|\text{div} (id - \Pi_F^{-1})(v_T - n)|_{\partial T})
\]
\[
\leq h^m\lambda \|\text{div} u\|_{H^{m}(T)}\|\nabla_s v_T\|_T.
\]

Summing over all elements concludes the proof. \( \square \)

We have the following error estimates, whose proof follows closed from that for Theorem 2. We only sketch the proof with a focus on the modification needed from the proof for Theorem 2.

Theorem 4. Assume \( k \geq 2 \) and the regularity \( u \in [H^{k+1}(\Omega)]^d \). Let \( u_h \in U_h^- \) be the numerical solution to the scheme (S2). Then, for sufficiently large stabilization parameter \( a_0 \), the following estimate holds
\[
\|u - u_h\|_{\mu, h} \leq h^k(\mu^{1/2}\|u\|_{k+1} + \frac{\lambda}{\mu^{1/2}}\|\text{div} u\|_k),
\]

\[
\|\text{div}(u - u_T)\| \leq (\mu/\lambda)^{1/2}h^k\|u\|_{k+1} + \left(\frac{\lambda^{1/2}}{\mu^{1/2}} + 1\right)h^k\|\text{div} u\|_k.
\]

Moreover, under the regularity assumption [20], the following estimate holds
\[
\|u - u_T\| \leq h^{k+1} \left(\|u\|_{k+1} + \left(\frac{\lambda}{\mu} + 1\right)\|\text{div} u\|_k\right).
\]

Remark 6 (Volume-locking-free estimates). For convex polygonal domain \( \Omega \), it is proven [13] that
\[
\mu\|u\|_2 + \lambda\|\text{div} u\|_1 \leq \|f\|.
\]
If we have the regularity shift, for $k \geq 2$,
\[ \mu \|u\|_{k+1} + \lambda \|\text{div } u\|_k \leq \|f\|_k, \]
the above estimates are free of volume-locking when $\lambda \to +\infty$.

**Proof.** To prove the energy estimates, we still take $v_h = (\Pi V u, \Pi_M u) \in U_h \subset L^2$. By coercivity,
\[ \|u_h - v_h\|_{\mu,h} + \lambda \|\text{div } (u_T - v_T)\|^2 \]
\[ \leq a_h(u_h - v_h, u_h - v_h) + \lambda \|\text{div } (u_T - v_T)\|^2 \]
\[ = a_h(u_h - v_h, u_h - v_h) = a_h(u - v_h, u_h - v_h) - \mathcal{E}_c(u, u_h - v_h) \]
\[ = a_h(u - v_h, u_h - v_h) - \mathcal{E}_c(u, u_h - v_h) \]
\[ \leq \left( \|u - v_h\|_{\mu,\ast,h} + \mu^{1/2}h^k\|u\|_{k+1} + \frac{\lambda}{\mu^{1/2}h^k}\|\text{div } u\|_k \right) \|u_h - v_h\|_{\mu,h} \]

This implies
\[ \|u - u_h\|_{\mu,h} + \lambda^{1/2}\|\text{div } (u_T - v_T)\| \leq h^k \left( \mu^{1/2}\|u\|_{k+1} + \frac{\lambda}{\mu^{1/2}h^k}\|\text{div } u\|_k \right). \]

Then, the estimates follow from (27) and the triangle inequality.

To prove the $L^2$-estimate, let $\phi$ be the solution to the dual problem (21) with $\theta = u - u_T$ and $\phi' = (\phi, \phi') \in U(h)$. By symmetry of the bilinear form $a_h(\cdot, \cdot)$ and Lemma 2, we have, with $\phi_h = (\Pi_V \phi, \Pi_M \phi) \in U_h$
\[ \|u - u_T\|_{1}^2 = a_h(\phi, u - u_h) - \mathcal{E}_c(\phi, u - u_h) \]
\[ = a_h(\phi - \phi_h, u - u_h) - \mathcal{E}_c(\phi, u - u_h) + \mathcal{E}_c(u, \phi_h) \]
\[ \leq h(\mu\|\phi\|_2 + \lambda\|\text{div } \phi\|_1)(\mu^{-1/2}\|u - u_h\|_{\mu,\ast,h} + \|I - \Pi_Q\|\|\text{div } u\|) \]
\[ \leq h^{k+1}\|u - u_T\|_{\Omega} \left( \|u\|_{k+1} + \frac{\lambda}{\mu^{1/2}}\|\text{div } u\|_k \right). \]

In the last step we invoked the regularity assumption (20). This completes the proof of (36c). \qed

**Remark 7** (Lack of gradient-robustness as a locking phenomenon). Although, the scheme (S2) is free of volume-locking, it is not free of another locking phenomenon, though. Indeed, the explicit dependence of the right side of the error estimate on $\lambda$ indicates a classical locking phenomenon in the sense of Babuška and Suri [8], where they write in the abstract: "A numerical scheme for the approximation of a parameter-dependent problem is said to exhibit locking if the accuracy of the approximations deteriorates as the parameter tends to a limiting value." Comparing with the error estimate (22c) for the gradient-robust scheme (S1), we recognize that schemes for nearly-incompressible linear elasticity are only locking-free in the sense of [8], if they are gradient-robust and free of volume-locking, simultaneously. The situation is very similar to the incompressible Stokes problem. Only schemes, which are pressure-robust and discretely inf-sup stable simultaneously [4], are really locking-free in the sense of Babuška and Suri [8].
4.3. Numerical results for the scheme \((S2)\). The numerical results for the two examples in Section 2 for the scheme \((S2)\) are given in Figure 8. We observe from Figure 8 (left) that the errors for the scheme \((S2)\) are independent of \(\lambda\) for Example 1, which are similar to those for the scheme \((S1)\). This is consistent with the volume-locking-free estimates in Theorem 4. However, the norm of the discrete solution for the scheme \((S2)\) for Example 2 shows an upper bound depending on \(h\) which indicates that it is not gradient-robust. In the next subsection, we slightly modify the scheme \((S2)\) to make it gradient-robust.

4.4. Gradient-robust relaxed \(H(\text{div})\)-conforming HDG scheme. As in Section 3.5 we consider the equivalent DG formulation

\[
\hat{a}_h(u_T, v_T) = \hat{f}(v_T), \quad \forall v_T \in V^{-}_{h}. \tag{38a}
\]

or in the equivalent DG formulation: Find \(u_T \in V_{h}^{-}\) such that

\[
\hat{a}_h(u_T, v_T) = \hat{f}(v_T), \quad \forall v_T \in V_{h}^{-}. \tag{38b}
\]

Note that Theorem 3 does not directly translate to the relaxed \(H(\text{div})\)-conforming case only because \((31)\) does not hold as the facet normal jumps do not vanish. However, we can introduce a modification in the treatment of the right hand side that re-enables gradient-robustness. The modified scheme is: Find \(u_h \in U^{-}_{h}\) such that

\[
a_h(u_h, v_h) = \hat{f}((\Pi_V v_T, 0), \quad \forall v_h \in U^{-}_{h}. \tag{S3}
\]

or in the equivalent DG formulation: Find \(u_T \in V_{h}^{-}\) such that

\[
\hat{a}_h(u_T, v_T) = \hat{f}(\Pi_V v_T), \quad \forall v_T \in V_{h}^{-}. \tag{S3-DG}
\]
Here, $\Pi_V$ is a generalization of the BDM interpolator, \cite{[10]} Proposition 2.3.2, which can deal with only element-wise smooth functions by averaging, cf. the appendix for a definition.

**Remark 8.** Let us note that the BDM interpolator is not mandatory here. In \cite{[31]} and \cite{[32]} several conditions on a suitable reconstruction operator are formulated. A much simpler version of the BDM interpolation operator is suggested that exploits the knowledge on the pre-image $V_h^{-}$ and a proper basis for the relaxed $H(div)$-conforming finite element space. The reconstruction operation can then be realized by a simple averaging of a few unknowns which makes it computationally very cheap. In the numerical examples below we make use of this operator.

**Lemma 3.** The scheme $(\text{S3-DG})$ is gradient-robust, i.e. for $f = \nabla \phi$, $\phi \in H^1(\Omega)$, the solution $u_T = u_T^0 + u_T^1 \in V_h^{-}$ has $u_T^0 = 0$, $u_T^1 = O(\lambda^{-1})$.

Proof. With $\hat{f}(\cdot) = (\nabla \phi, \Pi_V \cdot \cdot \cdot) \Omega$ there holds after partial integration

$$
\hat{f}(v_T^0) = - \sum_{T \in T_h}(\phi, \text{div } \Pi_V v_T^0) + \sum_{F \in F_h}(\phi, [\Pi_V v_T^0 \cdot n]_F) = 0 \forall v_T^0 \in V_h^{-}.
$$

(39)

where we used $\text{div } \Pi_V v_T^0 = 0$ cf. \cite{[31]} Lemma 4.8 and $[\Pi_V v_T^0 \cdot n]_F = 0$. The remainder of the proof follows from the proof of Theorem \cite{[3]}.

For the robustness of the scheme we give the following improved version of Lemma \cite{[2]} (in the DG setting).

**Lemma 4.** Let $u \in [H^1_0(\Omega)]^d$ be the solution to the equations \cite{[1]} and define the splitting $f = f^\mu + f^\lambda$ with $f^\mu = - \text{div } (2\mu \nabla u)$ and $f^\lambda = - \nabla (\lambda \text{div } u)$ and $f(\cdot) = f^\mu(\cdot) + f^\lambda(\cdot)$ and $\hat{f}(\cdot) = f^\mu(\cdot) + \hat{f}^\lambda(\cdot)$ correspondingly. Denote $\hat{u} := (u, u') \in \hat{U}(h)$. There holds for all $v = (v_T, v_F) \in \hat{U}(h)$

$$
a^\mu_h(u, v) = \hat{f}^\mu(\Pi_V v_T) + \tilde{E}^\mu_v(u, v),
$$

(40a)

$$
a^\lambda_h(u, v) = \hat{f}^\lambda(\Pi_V v_T),
$$

(40b)

$$
a_h(u, v) = \hat{f}(\Pi_V v_T) + \tilde{E}^\mu_v(u, v),
$$

(40c)

$$
\tilde{E}^\mu_v(u, v) = E^\mu_v(u, v) + \hat{f}^\mu(v_T - \Pi_V v_T).
$$

(40d)

Moreover, for $u \in [H^1_0(\Omega)]^d$, $\ell \geq 2$ and $1 \leq m \leq \min(k, \ell - 1)$ we have

$$
\tilde{E}^\mu_v(u, v) \leq h^{m/2}u_{\ell+1}||v||_{\mu, h}.
$$

(41)

Proof. From \cite{[34a]} the result \cite{[40a]} follows directly. Next, we note that $\text{div } \Pi_V v_T = \text{div } v_T$ for $v_T \in V_h^{-}$. This, we can see from the following observation. Let $q \in P^{k-1}(T)$ and $T \in T_h$. Then, we have

$$
\int_T \text{div}(\Pi_V v_T) q \, dx = - \int_T \Pi_V v_T \cdot \nabla q \, dx + \int_{\partial T} \Pi_V v_T \cdot n q \, ds
$$

$$
= - \int_T v_T \cdot \nabla q \, dx + \int_{\partial T} v_T \cdot n q \, ds = \int_T \text{div}(v_T) q \, dx
$$
where we exploited (43a) and (43b) of the BDM interpolation. As \( \text{div}(v_T), \text{div}(\Pi_V v_T) \in P^{k-1}(T) \) we obtain \( \text{div}(v_T) = \text{div}(\Pi_V v_T) \) pointwise. Then, (40b) follows from partial integration:

\[
j^\lambda(\Pi_V v_T) = \sum_{T \in T_h} \int_T -\nabla(\lambda \text{div} u) \Pi_V v_T \, dx
\]

\[
= \sum_{T \in T_h} \int_T \lambda \text{div} u \text{div}(\Pi_V v_T) \, dx - \int_{\partial T} \lambda \text{div} u \Pi_V v_T \cdot n \, ds
\]

\[
= a_h^\lambda(u, v) - \sum_{F \in F_h \setminus \partial T} \int_F \lambda \text{div} u \Pi_V v_T \cdot n \, ds = a_h^\lambda(u, v).
\]

Next, we note that for \( T \in T_h \) there holds with standard Bramble-Hilbert arguments (\( v_T \in H^1(T) \))

\[
\|(\text{id} - \Pi_V) v_T\|_T^2 \leq h \|\nabla v_T\|_T
\]

(42)
as constants are in the kernel of \( \text{id} - \Pi_V \). Let further \( P^{m-2} f \) be the element-wise \( L^2 \) projection into \( [P^{m-2}(T)]^d, T \in T_h \). Then, we have

\[
(f^\mu, v_T - \Pi_V v_T) = (f^\mu - P^{m-2} f^\mu, v_T - \Pi_V v_T) \leq \|f^\mu - P^{m-2} f^\mu\| \|v_T - \Pi_V v_T\|
\]

\[
\leq h^{m-1} \|f^\mu\|_{m-1} h \|v_T\|_{1,h} \leq h^m \mu \|u\|_{m+1} \|v\|_{1,h} \leq h^m \mu \|u\|_{m+1} \|v\|_{\mu,h}.
\]

Here, we made use of (43b) in the last step. \( \square \)

Finally, the locking-free error estimates for the scheme (S3) is given below.

**Theorem 5.** Assume \( k \geq 2 \) and the regularity \( u \in [H^{k+1}(\Omega)]^d \). Let \( u_T \in V_h^- \) be the numerical solution to the scheme (S3-DG) (or equivalently \( \mathbf{u}_h = (u_T, \mathcal{L}_h(u_T)) \in \mathcal{U}_h^- \) the numerical solution to (S3)). Then, for sufficiently large stabilization parameter \( a_0 \), the estimates (22a) and (22b) hold.

**Proof.** Proceeding as in the proof of Theorem 1 (and hence using the equivalent HDG-version again) with \( \mathbf{w}_h = (\Pi_V u, \Pi_M u) \in \mathcal{U}_h^- \subset \mathcal{U}_h^- \) and \( \mathbf{w}_h := \mathbf{u}_h - \mathbf{v}_h \in \mathcal{U}_h^- \), we obtain

\[
\|\mathbf{w}_h\|^2_{\mu,h} + \lambda \|\text{div}(\mathbf{w}_h)\|^2
\]

\[
\leq a_h(\mathbf{w}_h, \mathbf{w}_h) = a_h(u - \mathbf{v}_h, \mathbf{w}_h) - \tilde{E}_c^\mu(u, \mathbf{w}_h)
\]

\[
= a_h^\mu(u - \mathbf{v}_h, \mathbf{w}_h) + a_h^\mu(u - \mathbf{v}_h, \mathbf{w}_h) - \tilde{E}_c^\mu(u, \mathbf{w}_h)
\]

\[
\leq \left( \|u - \mathbf{v}_h\|_{\mu,*} + \mu^\frac{1}{2} h^k \|u\|_{k+1} \right) \|\mathbf{w}_h\|_{\mu,h}.
\]

With interpolation estimates for \( \|u - \mathbf{v}_h\|_{\mu,*} \) this implies

\[
\|\mathbf{w}_h - \mathbf{v}_h\|_{\mu,h} + \lambda \|\text{div}(\mathbf{w}_h - \mathbf{v}_h)\| \leq \mu^\frac{1}{2} h^k \|u\|_{k+1}.
\]

Then, the estimates (22a) and (22b) follow from triangle inequalities.

For the \( L^2 \)-estimate, let \( \phi \) be the solution to the dual problem (21) with \( \theta = \Pi_V (u - u_T) \) and \( \mathbf{\hat{\phi}}_h \in \mathcal{U}_h^- \) the corresponding interpolation as before. Noting that \( \tilde{E}_c^\mu(\cdot, \mathbf{w}_h) \) does not depend on \( w_F = u_F - \Pi_M u \), cf. Lemma 2 and Lemma 3 and
\[ \phi = (\phi, \phi') \] we get for \( \Pi v = \Pi(v_T, v_F) = (\Pi_V v_T, \Pi_M v_F) \), \( v = (v_T, v_F) \in U(h) \)

\[
\|\Pi_V (u - u_T)\|_{\Omega}^2 = a_h(\phi, \Pi(u - u_h)) - \vec{\lambda}(\phi, \Pi(v - u_h))
\]

\[
= a_h(\phi, u - u_h) - a_h(\phi, (id - \Pi)(u - u_h))
\]

\[
= a_h(\phi - \phi_h, u - u_h) - a_h(\phi, (id - \Pi)(u - u_h)) + \vec{\lambda}(u, \phi)
\]

\[
= a_h(\phi - \phi_h, u - u_h) - (\theta, (id - \Pi)(u - u_T))
\]

\[
\|\Pi_V (u - u_T)\|_{\Omega} \leq h(\mu \|\phi\|_1) (\mu \|u - u_h\|_{\mu, \ast, h} + \|\Pi(\Pi_Q\div u)\|_{\Omega})
\]

Dividing by \( \|\Pi_V (u - u_T)\|_{\Omega} \) and applying the triangle inequality:

\[
\|u - u_T\|_{\Omega} \leq \|\Pi_V (u - u_T)\|_{\Omega} + \|\Pi(\Pi_Q\div u)\|_{\Omega}
\]

yields

\[
\|u - u_T\|_{\Omega} \leq h \left( \mu \|u - u_h\|_{\mu, \ast, h} + \|\Pi(\Pi_Q\div u)\|_{\Omega} \right)
\]

and hence the claim. \( \square \)

With this result we conclude that method (S3) has quasi-optimal a-priori error bounds and is free of locking, i.e. it is volume-locking free and gradient-robust.

4.5. Numerical results for the scheme (S3). The numerical results for the two examples in Section 2 for the scheme (S3) are given in Figure 9. The results are essentially similar to those for the scheme (S1). In particular, we observe that the discrete norms in Example 2 are essentially independent of \( h \).

5. Conclusion

The concept of gradient-robustness for numerical methods for linear elasticity is introduced in this paper. The class of divergence-conforming HDG methods
are presented and analyzed as an example of volume-locking-free and gradient-robust finite element methods for linear elasticity. Two efficient variants of the base divergence-conforming HDG scheme with reduced globally coupled degrees of freedom are also discussed and analyzed.

Appendix. The BDM interpolator for discontinuous functions

The BDM interpolator for discontinuous functions is defined element-by-element for $v_T \in H^1(T)$ through

$$
(\Pi v_T \cdot n, \varphi)_F = (\{ v_T \cdot n \}^*, \varphi)_F \quad \forall \varphi \in P^k(F), F \in \partial T,
$$

$$
(\Pi v_T, \varphi)_T = (v_T, \varphi)_T \quad \forall \varphi \in [N^{k-2}(T)]^d,
$$

with $N^{k-2} := [P^{k-2}(T)]^d + [P^{k-2}(T)]^d \times x$ and $\{ \cdot \}^*$ the usual DG average operator, cf. [15,24].
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