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ABSTRACT

Rice being the staple food for more than 50% of the world population, it is very essential to forecast the production of rice so as to meet the need of the rapidly growing population. Forecasting is also essential for better planning and decision making. Many forecasting techniques have evolved and it is the matter of prediction accuracy. In this study, the performance of ARIMAX-ANN hybrid forecasting model is compared with two other time series forecasting models, Autoregressive Integrated moving average with exogenous variables (ARIMAX) and Artificial Neural Networks (ANN) in forecasting the rice yield during both kharif and rabi seasons of Telangana state. The exogenous variables used in the study are percentage of dead hearts and percentage of white ears which are the damage symptoms of rice yield due to yellow stem borer (Scirpophaga incertulas). To compare the effectiveness of these three models 27 years rice yield data of both kharif and rabi seasons pertaining Telangana state was used i.e., from 1990-2016 (both years inclusive). The results showed that ARIMAX-ANN hybrid model performed reasonably well compared to the other models i.e., Autoregressive integrated moving average model (ARIMA) and Autoregressive integrated moving average model with exogenous variables (ARIMAX).
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Introduction

Rice (Oryza sativa L.) is the most important cereal crop of the world both in respect to area and production. It is the important staple food for more than 50% of the world population and provides 60-70 per cent body caloric intake to the consumers. Asia is the largest producer and consumer of rice in the entire world. The total Rice production in the world is 501.96 million metric tonnes as estimated by the United states Department of Agriculture in November 2020 (USDA). India ranks second in rice production in the world with the production of 118.0 million metric tonnes where as China ranks first with 149.0 million metric tonnes (Statistica, the statistical portal, 2020). India is a developing country with limited input requirements, soil-enriching properties and suitability for growing in areas, rice occupies a unique place in our agriculture system. Rice finds a
prominent place in Indian meals and remains a primary source of nutrition for the majority of population of our country.

Telangana State is the newly formed state in India bifurcated from Andhra Pradesh during June 2nd 2014. It borders Maharashtra on North West, Karnataka on West and Rayalaseema region of Andhra Pradesh state on south. The region has an area of 114.84 lakh ha and a population of 352.87 lakhs as per 2011 census. It is 12th largest state in the country. It has 31 districts. The Krishna and Godavari rivers flow through the state from West to East. Agriculture in Telangana is dependent on rainfall and agricultural production depends upon the distribution of rainfall. The influence of South-West monsoon is predominant. South-West Monsoon (79%) is spread over the period from June to September, North-East Monsoon (14%) from October to December and the rest 7% rainfall is received during the winter and summer months. Telangana (31 districts) receive a normal rainfall of 906.6 mm in a year.

National rice self sufficiency has become a strategic issue and the ability to forecast the future enables the farm managers to take the most appropriate decision in anticipation of the future. Many forecasting techniques have evolved but accuracy of the time series forecasting is fundamental to many decision processes. One of the most popular and commonly used models for the forecasting research and practice is the autoregressive integrated moving average (ARIMA) model. In the ARIMA models, the desired forecasting is generally expressed as a linear combination. But real world time series are often full of nonlinearity and are influenced by many exogenous variables. Hence, it is necessary to consider the effect of these exogenous variables which is taken care by the ARIMAX model. When the data is noisy exhibiting a non-linear pattern then machine learning techniques such as Artificial Neural Network is used. In this paper, a comparative study of the forecasting models ARIMAX-ANN hybrid model has been done with ARIMAX and ANN and it was found that the Hybrid model outperformed all other forecasting models.

Materials and Methods

The main purpose of this study is to investigate the forecasting ability of the three forecasting models i.e., ARIMAX-ANN hybrid model, Autoregressive integrated moving average with exogenous variables (ARIMAX) and Artificial Neural network (ANN) to determine which is the model performs better. For this study, the data pertaining to the rice yield for both kharif and rabi seasons pertaining to the Telangana state, has been taken for the past 27 years i.e., from 1990-2016 and the exogenous variables are damage caused by yellow stem borer (Scirpophaga incertulas) which is expressed in terms of percentage of dead hearts and percentage of white ears which are the damage symptoms caused by ysb. The above said secondary data has been taken from the annual progress reports of AICRP reports, ICAR- Indian Institute of Rice Research, Rajendranagar, Hyderabad.

Auto Regressive Integrated Moving Average (ARIMA)

ARIMA model has been one of the most popular approaches to forecasting. The ARIMA model is basically a data-oriented approach that is adapted from the structure of the data themselves. An auto-regressive integrated moving average (ARIMA) process combines three different processes namely an autoregressive (AR) function regressed on past values of the process, moving average (MA) function regressed on a purely random
errors and an integrated (I) part to make the data series stationary by differencing. In an ARIMA model, the future value of a variable is supposed to be a linear combination of past values and past errors. Generally, a nonseasonal ARIMA model, denoted as ARIMA (p,d,q), is expressed as

$$Y_t = \theta_1 Y_{t-1} + \theta_2 Y_{t-2} + \ldots + \theta_p Y_{t-p} + \epsilon_t - \phi_1 \epsilon_{t-1} - \phi_2 \epsilon_{t-2} - \ldots - \phi_q \epsilon_{t-q}$$

Where $Y_{t-i}$ and $\epsilon_t$ are the actual values and random error at time $t$ respectively. $\theta_i$ (i = 1,2,…p) and $\phi_j$ (j = 1,2,…,q) are the model parameters. Here ‘p’ is the number of autoregressive terms, ‘d’ is the number of nonseasonal differences and ‘q’ is the number of lagged forecast errors. Random errors $\epsilon_t$ are assumed to be independently and identically distributed with mean zero and the common variance $\sigma_\epsilon^2$.

Basically, this method has three phases:

Model Identification
Parameter estimation and
Diagnostic Checking.

The auto-regressive integrated moving average (ARIMA) model deals with the non-stationary linear component. However, any significant nonlinear data set limit the ARIMA.

**Autoregressive Integrated moving Average with Exogenous variables (ARIMAX) model**

Autoregressive integrated moving average with exogenous variable (ARIMAX) is the generalization of ARIMA (Autoregressive Integrated moving average) models. Simply an ARIMAX model is like a multiple regression model with one or more autoregressive terms and one or more moving average terms. This model is capable of incorporating an external input variable. Identifying a suitable ARIMA model for endogenous variable is the first step for building an ARIMAX model. Testing of stationarity of exogenous variables is the next step. Then transformed exogenous variable is added to the ARIMA model in the next step. (Bierens 1987).

An ARIMA model is usually stated as ARIMA (p,d,q), where ‘p’ stands for the order of autoregressive process (Box and Jenkins, 1970). The general form of the ARIMA (p,d,q) can be written as

$$\Delta^d y_t = \delta + \beta_1 \Delta^d y_{t-1} + \beta_2 \Delta^d y_{t-2} + \ldots + \beta_p \Delta^d y_{t-p} + \epsilon_{t-1} - \epsilon_{t-2} - \epsilon_{t-3} - \ldots - \epsilon_{t-q}$$

Where $\Delta^d$ gives the differencing of order $d$ i.e., $\Delta = y_t - y_{t-1}$ and $\Delta^2 = \Delta y_t - \Delta y_{t-1}$

In Arimax model we just add exogenous variable on the right hand side

$$\Delta^d y_t = \delta + \beta_1 \Delta^d y_{t-1} + \beta_2 \Delta^d y_{t-2} + \ldots + \beta_p \Delta^d y_{t-p} + \epsilon_{t-1} - \epsilon_{t-2} - \epsilon_{t-3} - \ldots - \epsilon_{t-q} - \epsilon_{t-q}$$

Where $X_t$ is the exogenous variable and $\beta$ is the coefficient.

**Forecasting model**

In the present study, the models have been developed on the basis of the secondary data of past 27 years for Rajendranagar region. The model is applicable for the areas having agro climatic conditions similar to Rajendranagar region. The data on the best check varieties have been used to nullify varietal differences. This is the standard practice while using the Time series data analysis.

Data pertaining to the rice yield, damage data caused by yellow stem borer which is in the form of percentage of dead hearts and
percentage of white ears for the past 27 years is divided into two groups, they are training data and testing data. The training data is a set of data that will be used to perform analysis and determine the model. The testing data is a set of data that will be used to test the accuracy of the forecast results. Hence out of 27 years, 24 years data is taken as training data and 3 years data is taken for testing data. The data was analyzed using the software SPSS 20.

**The ARIMA Model**

Arima modeling process begins with Estimation ARIMA model. This estimation includes degree of autoregressive (p), differencing (d), and moving average (q) and seasonality factors. This data is tested for stationarity using sequence plots, because this autocorrelations approach zero exponentially after the second or third time lag. So degree of d for Arima models can be decided accordingly. After we find degree of d then we have to find degree of p and q to make ARIMA model. Prediction degree of p and q can be seen from the correlogram plot of autocorrelation function (ACF) and partial autocorrelation function (PACF).

**The ARIMAX Model**

Arimax model requires independent variables that acts as an additional variable. Independent variables that are used in this study are the percentage of dead hearts and percentage of white ears which are the damage symptoms caused by yellow stem borer (*Scirpophaga incertulas*) during different stages of rice crop.

**Artificial neural networks**

An Artificial neural network is a computer system that simulates the learning process of human brain. The greatest advantage of Neural networks is its ability to model nonlinear complex data series. The basic architecture consists of three types of neuron layers: input, output and hidden layers. The ANN model performs a nonlinear functional mapping from the input observations (\(y_{t-1}, y_{t-2}, y_{t-3}, \ldots, y_{t-p}\)) to the output value \(y_t\).

\[
Zy_t = a_0 + \sum a_j f(W_{oj} + \sum W_{ij} y_{t-1}) + e_i
\]  \hspace{1cm} (4.1)

Where \(a_j (j=0,1,2,3,\ldots, q)\) is the bias on the \(j^{th}\) unit and \(W_{ij} (i=0,1,2,\ldots, p, j=0,1,2,\ldots, q)\) is the connection weights between layers of the model, \(f(.)\) is the transfer function of the hidden layer, \(p\) is the number of input nodes and \(q\) is the number of hidden nodes (Lai et al., 2006). The activity function utilized for the neurons of the hidden layer was the logistic sigmoid function that is described by

\[
f(x) = \frac{1}{1+e^{-x}} \hspace{1cm} (4.2)
\]

This function belongs to the class of sigmoid functions which has advantages characteristics such as being continuous, differentiable at all points and monotonically increasing.

**ARIMAX-ANN Hybrid Model**

When the time series data contains both linear and non-linear components a hybrid approach (proposed by Zhang (2003) decomposes the time-series data into its linear and non-linear component. The hybrid model considers the
time series \( y_t \) as a combination of both linear and nonlinear components.

That is

\[ y_t = L_t + N_t + e_t \quad (1) \]

Where \( L_t \) is the linear component present in the given data and \( N_t \) is the nonlinear component.

These two components are to be estimated from the data. The hybrid method of ARIMAX and ANN has the following steps.

First, a linear time-series model, ARIMAX is fitted to the data. At the next step residuals are obtained from the fitted linear model. The residuals will contain only the nonlinear components. Let \( e_t \) denotes the residual at the time \( t \) from the linear model, then

\[ e_t = y_t - L_t \quad (2) \]

where \( L_t \) is the forecast value for the time \( t \) from the estimated linear model.

Diagnosis of residuals is done to check if there is still linear correlation structures left in the residuals then further we will go for nonlinearity check. The residuals are tested for nonlinearity by using BDS test. Once the presence of the nonlinearity is confirmed in the residuals then the residuals modelled using a nonlinear model ANN. Finally the forecasted linear (ARIMAX) and nonlinear (ANN) components are combined to obtain the aggregated forecast values as

\[ Y_t = L_t + N_t \quad (3) \]

**Bayesian Information criteria (BIC)**

It is a criterion for model selection among a finite set of models and is based on likelihood function. In case of model fitting it is possible to increase the likelihood by adding parameter, which may results in over fitting. BIC resolve this problem by introducing penalty term for the number of parameters in the model.

\[ \text{BIC} = -2 \log(L) + m \log(n) \]

Where, \( L \): Likelihood of the data with a certain model

\( n \): Number of observations

\( m \): Number of parameters in the model

**Root Mean squared error (RMSE)**

It is or the estimated white noise standard deviation in ARIMA analysis. It is expressed as: square root of mean squared error and is also known as standard error of estimate in regression analysis

\[ \text{RMSE} = (1/T) \sqrt{\sum (P_t - A_t)^2} \]

Where,

\( P_t \): Predicted value for time \( t \)

\( A_t \): Actual value at time \( t \) and

\( T \): Number of predictions.

In conclusion, it is seen from the comparison of RMSE and \( R^2 \) values that the ARIMAX-ANN Hybrid forecasting model has the least values of RMSE values and highest values of \( R^2 \) than ARIMAX and ANN. Therefore ARIMAX-ANN hybrid model has outperformed the other two forecasting models.
Table 1 Zone wise performances of Forecasting models and forecasted values for rice Yield (kg/ha)

| Zone                          | Model Accuracy and forecasted value | Kharif season | Rabi season |
|-------------------------------|-------------------------------------|---------------|-------------|
| Southern Telangana Zone       |                                     |               |             |
|                               | ARIMAX | ANN | ARIMAX-ANN | ARIMAX | ANN | ARIMAX-ANN | ARIMAX | ANN | ARIMAX-ANN |
|                               | 2016*   | 5495.00 | 5495.00 | 5495.00 | 2016*   | 5485.00 | 5485.00 | 5485.00 |
|                               | 2017    | 4723.21 | 4635.21 | 4851.33 | 2017    | 4825.12 | 4926.33 | 5065.85 |
|                               | 2018    | 4312.35 | 4631.02 | 4652.67 | 2018    | 4523.25 | 4913.22 | 4826.32 |
|                               | 2019    | 4021.32 | 4140.34 | 4569.28 | 2019    | 4496.01 | 4866.62 | 4824.64 |
|                               | 2020    | 4021.26 | 4139.23 | 4568.12 | 2020    | 4495.32 | 4866.35 | 4826.53 |
|                               | 2021    | 4021.13 | 4138.12 | 4081.22 | 2021    | 4494.12 | 4866.33 | 4326.35 |
|                               | 2022    | 4021.02 | 4137.09 | 4081.21 | 2022    | 4494.01 | 4865.23 | 4326.12 |
| RMSE                          |         | 723.36  | 867.59  | 396.58  | RMSE    | 907.31  | 933.16  | 700.01  |
|                               | $R^2$   | 0.26    | 0.32    | 0.69    | $R^2$   | 0.12    | 0.63    | 0.59    |
| Central Telangana Zone        |         |         |         |         |         |         |         |         |
|                               | ARIMAX  | ANN     | ARIMAX-ANN | ARIMAX  | ANN     | ARIMAX-ANN | ARIMAX  | ANN     | ARIMAX-ANN |
|                               | 2016*   | 4995.00 | 4995.00 | 4995.00 | 2016*   | 5096.00 | 5096.00 | 5096.00 |
|                               | 2017    | 4513.02 | 4478.89 | 4607.18 | 2017    | 5028.36 | 5158.14 | 5057.19 |
|                               | 2018    | 4478.36 | 4489.15 | 4672.13 | 2018    | 5035.90 | 5163.07 | 5055.17 |
|                               | 2019    | 4443.22 | 4498.67 | 4596.36 | 2019    | 5043.11 | 5167.62 | 5053.22 |
|                               | 2020    | 4399.54 | 4507.47 | 4544.25 | 2020    | 5045.19 | 5171.84 | 5042.31 |
|                               | 2021    | 4375.88 | 4515.60 | 4526.33 | 2021    | 5046.27 | 5175.78 | 5033.21 |
|                               | 2022    | 4374.02 | 5179.49 | 5028.24 | 2022    | 5047.33 | 5179.49 | 5028.24 |
| Northern Telangana Zone | Kharif season |  |  |  |
|------------------------|--------------|---|---|---|
|                        | RMSE         | 1440.65 | 857.00 | 706.14 |
|                        | R²           | 0.15 | 0.72 | 0.89 |
| 2016*                  | 5982.00      |      |      | 5982.00 |
| 2017                   | 5799.21      | 6809.32 |      | 5888.20 |
| 2018                   | 5786.06      | 6812.77 |      | 5891.21 |
| 2019                   | 5721.42      | 6818.69 |      | 5826.58 |
| 2020                   | 5718.63      | 6822.91 |      | 5823.79 |
| 2021                   | 5711.90      | 6825.91 |      | 5817.06 |
| 2022                   | 5707.83      | 6828.04 |      | 5813.00 |
| RMSE                   | 975.63       | 724.58 |      | 660.56 |
| R²                     | 0.63         | 0.83 |      | 0.95 |
| Rabi season            |  |  |  |  |
|                        | RMSE         | 975.63 | 724.58 | 660.56 |
|                        | R²           | 0.63 | 0.83 | 0.95 |
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