Complexity of the dynamics of reaction systems
Alberto Dennunzio, Enrico Formenti, Luca Manzoni, Antonio Porreca

To cite this version:
Alberto Dennunzio, Enrico Formenti, Luca Manzoni, Antonio Porreca. Complexity of the dynamics of reaction systems. Information and Computation, Elsevier, 2019, 10.1016/j.ic.2019.03.006. hal-02123610

HAL Id: hal-02123610
https://hal.archives-ouvertes.fr/hal-02123610
Submitted on 22 Oct 2021

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.

Distributed under a Creative Commons Attribution - NonCommercial 4.0 International License
Complexity of the dynamics of reaction systems

Alberto Dennunzio\textsuperscript{a}, Enrico Formenti\textsuperscript{b}, Luca Manzoni\textsuperscript{a}, Antonio E. Porreca\textsuperscript{a,c}

\textsuperscript{a}Dipartimento di Informatica, Sistemistica e Comunicazione
Università degli Studi di Milano-Bicocca
Viale Sarca 336/14, 20126 Milano, Italy

\textsuperscript{b}Université Côte d’Azur (UCA), CNRS, I3S, France

\textsuperscript{c}Aix Marseille Université, Université de Toulon, CNRS, LIS, Marseille, France

Abstract

Reaction systems are discrete dynamical systems inspired by bio-chemical processes, whose dynamical behaviour is expressed by set-theoretic operations on finite sets. Reaction systems thus provide a description of bio-chemical phenomena that complements the more traditional approaches, for instance those based on differential equations. A comprehensive list of decision problems about the dynamical behavior of reaction systems (such as cycles and fixed/periodic points, attractors, and reachability) is provided along with the corresponding computational complexity, which ranges from tractable problems to \textit{PSPACE}-complete problems.
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1. Introduction

Reaction systems (RS) are a computational model of natural computing recently introduced by Ehrenfeucht and Rozenberg [25] which is inspired by chemical reactions (for recent results and an up-to-date bibliography on RS see [4, 32, 10, 3, 6], while for other models of natural computing see for instance [9, 11, 1, 21, 8, 12, 2, 20, 15]). Roughly speaking, a RS is made of a finite set of entities (molecules of substances) and a finite set of rules (reactions). Entities are used as reactants, inhibitors, and products of a reaction. If, among a current set of entities (state), the reactants of a given reaction are available and there are no inhibitors, then that reaction takes place, i.e., the products of the considered reaction are generated. The collection of the products of all enabled reactions give the new state of the system. In fact, this framework therefore captures the fundamental mechanisms of facilitation and inhibition on which biochemical reactions are based. Further, the functioning of the model undergoes two important principles, namely, the threshold assumption and the non-permanency assumption. The first one means that if a resource is available then there is always a sufficient amount of it for all the reactions which can take place. In other terms, reactions needing the same resource do not come into conflict. This principle essentially defines RS as a qualitative model (i.e., only the presence or absence of a substance is measured). The latter assumption imposes that an entity will disappear from the current state of the system if no enabled reaction will have produced it.

Thus, RS are very different from the standard frameworks for biomodelling such as, for instance, ordinary differential equations and continuous stochastic process. However, it has been recently shown that they are able to capture the main quantitative characteristics of the ODE-based model for biochemical processes. In [3], for instance, they show how to build a RS reproducing the quantitative behavior of the ODE model for the molecular heat shock response. Another important aspect in the RS framework is that, differently than in the traditional...
models, one is able to follow the cause-effect relations between reactions, allowing for instance to understand what led a reaction to take place.

As consequence of these facts and the capability of RS to capture the main mechanisms of biochemical reactions, the interest and use of RS to study practical problems concerning biological and/or chemical processes has grown since their introduction. Some biological uses were first detailed in [10]. Successively the study of the cell heat-shock response was carried on in [3]. Recently, RS has been used to simulate a complex real-world biological model [32], namely, the ErbB model described in [29]. Finally, a model of the gene regulatory network of the Yeast-Cell cycle was detailed in [5].

The study of the dynamical properties of the model at hand is a central question in the context of modelling. When considering RS as a model, this question might seem trivial at a first glance. Indeed, RS are finite systems and, as such, their dynamics is ultimately periodic. However, in practical applications this information is pointless and a more detailed analysis is expected. For example, in the context of genetic modelling, the number of attractors can be associated with cell differentiation [36], the period of attractors may represent the period of life process (respiration, circadian cycle, etc.), the size of the basin of attraction can be associated with the robustness in complex biological systems [31]. The analysis can be pushed even further considering limited resources [24, 19].

In [23], they considered some particular state as a death state (the empty set in this case) and computed the probability of a system reaching the death state. The study of dynamic causality relations was also explored in [6, 7]. Other studies focused on the complexity of deciding if any given RS exhibits a certain dynamical behaviour as, for instance, the appearance of a specific product during the evolution [35, 34].

This paper pursues the seminal results in [25, 35, 34, 28, 18, 14, 4] about the dynamical behavior of RS. The purpose is to cover a broad range of questions involving cycles, attractors and reachability, providing in this way a reference list for them. Several results are stated in a form which is as wide as possible (including constraints as “at least” and “at most”) in order to answer the different variants/formulations of a same problem which arise in practical situations. Remark that similar problems are studied also in the context of other models used for applications, as, for instance, Boolean Automata Networks and Cellular Automata [37, 17, 13, 16].

The first group of results concern the complexity of the decision problems about various forms of reachability under the action of a RS. We provide the complexity of establishing if

- a state $T$ leads to a state $U$ in at most $k$ steps ($\text{P}$-complete, Theorem 4)
- a state $T$ leads to a state $U$ ($\text{PSPACE}$-complete, Theorem 18)
- a state $T$ leads to a cycle of length at most $\ell$ after at most $k$ steps ($\text{P}$-complete, Theorem 6) or after at least $k$ steps ($\text{PSPACE}$-complete, Theorem 21)
- there exists a state $T$ leading to a cycle of length at most $\ell$ after at least $k$ steps (NP-complete, Theorem 11),
- a state $T$ leads to a cycle of length at least $\ell$ after at least $k$ steps ($\text{PSPACE}$-complete, Theorem 21) or if such a state exists ($\text{PSPACE}$-complete, Theorem 20),
- a state $T$ is reachable from some other state in $k$ steps (NP-complete, Theorem 10),
- a state $T$ is periodic of period at most $\ell$ and reachable from some other ultimately periodic state having a pre-period of length at least $k$ (NP-complete, Theorem 9)

As to problems involving cycles, we deal with the complexity of determining if

- a state $T$ belongs to a cycle of length at most $\ell$ ($\text{P}$-complete, Theorem 5)
- there exists a cycle of length at most $\ell$ (NP-complete in both the versions with “for each $\ell$” in the statement and with $\ell$ given as input, Theorems 7 and 8)
- there exists a cycle of length at least $\ell$ ($\text{PSPACE}$-complete, Theorem 19)
- the given RS consists of cycles possibly all of length 1 (coNP-complete, Theorems 12 and 13)

Concerning the attractors, we study the complexity of deciding if
The definition of a RS is a triple \((R_a, I_a, P_a)\), where \(R_a\), \(I_a\) and \(P_a\) are subsets of \(S\) called the set of reactants, the set of inhibitors, and the set of products, respectively. The collection of all reactions over \(S\) is denoted by \(\text{rac}(S)\).

Definition 2. A reaction system \(A\) is a pair \((S, A)\) where \(S\) is a finite set, called the background set, and \(A \subseteq \text{rac}(S)\). Every subset of the background set of \(A\) is said to be a state.

Remark that \(R\) and \(I\) are allowed to be empty as in the original definition of RS from [25]. Another option, not used here, is to assume the non emptiness of these two sets, as done later in [23, 24], for instance. We want to stress that the essence of our results does not change at all in the non emptiness setting, while our choice allows a more elegant formulation of the results.

For any state \(T \subseteq S\) and any reaction \(a \in \text{rac}(S)\), \(a\) is said to be enabled in \(T\) if \(R_a \subseteq T\) and \(I_a \cap T = \emptyset\). The result function \(\text{res}_a : 2^S \rightarrow 2^S\) of \(a\) is defined as

\[
\forall T \subseteq S, \quad \text{res}_a(T) = \begin{cases} P_a & \text{if } a \text{ is enabled in } T \\ \emptyset & \text{otherwise.} \end{cases}
\]

The definition of \(\text{res}_a\) naturally extends to sets of reactions. Indeed, given a set of reaction \(B \subseteq \text{rac}(S)\), define \(\text{res}_B : 2^S \rightarrow 2^S\) as

\[
\text{res}_B(T) = \bigcup_{a \in B} \text{res}_a(T) \quad \text{for every } T \subseteq S.
\]

The result function \(\text{res}_A\) of a RS \(A = (S, A)\) is \(\text{res}_A\). In this way, the discrete dynamical system with the set of states \(2^S\) and the next state map \(\text{res}_A\) is associated with the RS \(A = (S, A)\).

The following is an example of a simple RS which is able to simulate a NAND gate.

Example 3 (NAND gate). To implement a NAND gate using a RS we use \(S = \{0_a, 1_a, 0_b, 1_b, 0_{out}, 1_{out}\}\) as background set. The first four elements represent the two inputs (denoted by the subscripts \(a\) and \(b\)), the last two, on the other hand, denote the two possible outputs. The reactions used to model a NAND gate are the following:

\(\{(0_a, 0_b), \emptyset, (1_{out})\}, \{(0_a, 1_b), \emptyset, (1_{out})\}, \{(1_a, 0_b), \emptyset, (1_{out})\}, \{(1_a, 1_b), \emptyset, (0_{out})\}\). Similarly to NAND gates, others gates can be simulated and it is possible to build circuits with gates of limited fan-in using only a number of entities and reactions that is linear in the size of the modelled circuit.
We now proceed by recalling the necessary definitions of the dynamical properties investigated in this work.

Let \( A = (S, A) \) be a RS. For any given state \( T \subseteq S \), the dynamical evolution or dynamics of \( A \) starting from \( T \) is the sequence \((T, \text{res}_A(T), \text{res}^2_A(T), \ldots)\) of states visited by the system starting from \( T \), i.e., the sequence in which for every \( i \in \mathbb{N} \) the \( i\)-th element is \( \text{res}^i_A(T) \). We say that \( T \) leads to a state \( U \) in \( t \) steps if \( U = \text{res}^i_A(T) \). In that case, \( T \) is said to be a \( t \)-ancestor of \( U \). We simply say that \( T \) leads to \( U \) if \( T \) leads to a state \( U \) in \( t \) steps, for some \( t \in \mathbb{N} \). Since \( 2^S \) is finite, any of the above sequences is ultimately periodic, i.e., there exist two integers \( h \in \mathbb{N} \) and \( k > 0 \) such that \( \text{res}^{h+i}_A(T) = \text{res}^i_A(T) \). Notice that, since \( \text{res}_A \) is a function, this also implies that for all \( i \geq 0 \), \( \text{res}_A^{h+i}(T) = \text{res}_A^i(T) \). The smallest values of \( h \) and \( k \) for which this condition holds are called preperiod and period of \( T \), respectively. If \( h = 0 \), \( T \) is a periodic point and the set \( \{T, \text{res}_A(T), \ldots, \text{res}_A^{k-1}(T)\} \) is said to be a cycle (of length \( k \)). We say that a periodic point \( T \) is a fixed point if \( k = 1 \).

The notion of attractor is a central concept in the study of dynamical systems. Recall that an invariant set for \( A \) is a set of states \( \mathcal{U} \) with \( \text{res}_A(\mathcal{U}) = \{\text{res}_A(U) : U \in \mathcal{U}\} = \mathcal{U} \). Remark that each invariant set of any RS consists of cycles. A local attractor in a RS is an invariant set \( \mathcal{U} \) such that there exists \( T \not\in \mathcal{U} \) with \( \text{res}_A(T) \in \mathcal{U} \). Intuitively, a local attractor is a set of states \( \mathcal{U} \) from which the dynamics never escapes and such that there exists at least one external state whose dynamics ends up in \( \mathcal{U} \). For example, if \( \{T\} \) is an invariant set (i.e., \( \text{res}_A(T) = T \)) and there exists \( U \not\in T \) such that \( \text{res}_A(U) = T \), then \( \{T\} \) is an attractor. A global attractor for an RS \( A \) is an invariant set of states \( \mathcal{U} \) such that for all \( T \in 2^S \) there exists \( t \in \mathbb{N} \) such that \( \text{res}_A^t(T) \in \mathcal{U} \). A local/global attractor \( \mathcal{U} \) is a local/global fixed-point attractor if \( \mathcal{U} = \{T\} \) and hence, necessarily, \( T \) is a fixed point. Similarly, we call a local/global attractor \( \mathcal{U} \) a local/global attractor cycle if all the states in \( \mathcal{U} \) belong to the same cycle. The attraction basin of a local/global attractor \( \mathcal{U} \) is the set of all states whose dynamics ends up in \( \mathcal{U} \). The maximum value of all the preperiods of such states is called the diameter of \( \mathcal{U} \).

3. Simulating Turing machines with bounded tape

In this section we illustrate the simulation of Turing machines with bounded tape performed by RSs. For an introduction, basic results, and notions on Turing machines, we refer the reader to [30].

Let \( M \) be any single-tape deterministic Turing machine with tape of length \( m \), set of states \( Q \), tape alphabet \( \Sigma \), and transition function \( \delta : Q \times \Sigma \rightarrow Q \times \Sigma \times \{-1, 0, +1\} \). The computations of \( M \) can be simulated by the reaction system \( \mathcal{M} = (S, A) \) defined as follows.

**Entities.** The set of entities of \( \mathcal{M} \) is

\[
S = \{a_i : a \in \Sigma, 1 \leq i \leq m\} \cup \{q_i : q \in Q, 1 \leq i \leq m + 1\}
\]

that is, \( S \) consists of all symbols of the alphabet and all states of \( M \), each of them indexed by every possible tape position (with the additional position \( m + 1 \) for the states, too).

The generic configuration where \( M \) is in state \( q \in Q \), its tape head is located on cell \( i \), and its tape consists of the string \( x = x_1 \cdots x_m \), is encoded as the following state

\[
T = \{(x_j) : 1 \leq j \leq m\} \cup \{q_i\}
\]

In other terms, \( T \) contains each symbol of \( x \) indexed by its position on the tape and the entity \( q_i \) (state entity) storing both the current state and the head position of \( M \) (see Fig. 1).
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Proof to \( U \) in at most \( k \) steps.

Some interesting problems related to the dynamics of reaction systems involve their forward dynamics and for a limited amount of time (polynomial). These problems are usually efficiently solvable, although often they are among the hardest problems in \( P \). The canonical example is \( \text{"local" reachability}. \)

Theorem 4. Given RS \( A = (S,A) \), two states \( T, U \subseteq S \), and a unary integer \( k \), it is \( P \)-complete to decide if \( T \) leads to \( U \) in at most \( k \) steps.

Proof. We show this result by reduction from the \( P \)-complete bounded halting problem \([33] \).

Given a deterministic Turing machine \( M \), a string \( x \) and a unary integer \( k \), does \( M \) accept \( x \) within \( k \) steps?

Without loss of generality, we assume that Turing machine \( M \) has a unique accepting configuration, with the tape head in the accepting state located on the first tape cell, and with an empty tape (i.e., each tape cell is blank). We can build the reaction system \( \mathcal{M} \) simulating \( M \) with \( k + 1 \) cells of tape (the maximum amount of tape exploitable in \( k \) steps) as described in Section 3. Let \( T \) be the encoding of the initial configuration of \( M \) on input \( x \), and let \( U \) be the encoding of the unique accepting configuration. Then, it holds that state \( T \) leads to \( U \) within \( k \) steps (the property to be decided) if and only if \( M \) accepts \( x \) within \( k \) steps.

Since the mapping \((M, x, k) \rightarrow (\mathcal{M}, T, U, k)\) can be carried out in logarithmic space, the problem is \( P \)-hard. It also belongs to \( P \), since the property can be checked by simulating \( k \) steps of the reaction system.

The problem of detecting the presence of \( \text{"short"} \) cycles is also \( P \)-complete.

Theorem 5. Given a RS \( A = (S,A) \), a state \( T \subseteq S \), and a unary integer \( \ell \geq 1 \) as input, it is \( P \)-complete to decide if \( T \) is a periodic point of period at most \( \ell \).

1\footnote{Notice that, for simplicity, the background set \( S \) and the reactions of type (1) refer to the entities \( q_{m+1} \) for all \( q \in Q \); however, in this section the tape head, by hypothesis, does never reach the \((m + 1)\)-th tape cell. The entities \( q_{m+1} \) will play a different role in Section 6.}
Proof. We proceed by reduction from the bounded halting problem. Let $M$ be a Turing machine having a unique accepting configuration in which the accepting state is $r$, the head is over the tape cell 1, and the tape is empty. Consider the reaction system simulating $M$ from Section 3 and change it so that $r_1$ is added to the inhibitors of all reactions of types (1) and (2):

- $\{(q_i, a_i), \{r_1\}, \{q'_{i+1}, a'_{i}\}\}$ for $1 \leq i \leq m$
- $\{(q_i), \{q_i : q \in Q\} \cup \{r_1\}, \{a_i\}\}$ for $1 \leq i \leq m$

This means that the original reactions are now disabled if $M$ reaches its accepting state. The reaction system $\mathcal{M}$ we are building is also equipped of an additional reaction, which will be instead enabled if $M$ accepts. Let $U$ be the state of $\mathcal{M}$ encoding the initial configuration of $M$ on a given input string $x$. Such a reaction is:

$$\{(r_1), \emptyset, U\}$$

Then, the state $T$, encoding the final configuration of $M$, belongs to a cycle of length at most $\ell$ if and only if $M$ accepts $x$ within $\ell - 1$ steps.

Since the mapping $(M, x, k = \ell - 1) \mapsto (\mathcal{M}, T, \ell)$ can be computed in logarithmic space, the problem under consideration is $P$-hard due to the complexity of the bounded halting problem. The $P$ upper bound also holds. Indeed, establishing whether any state $T$ is periodic of period at most $\ell$ can be checked by performing a simulation of the reaction system with initial state $T$ and testing whether the state $T$ itself is reached within $\ell$ steps. \qed

Even when we search for short cycles with a short preperiod we obtain $P$-completeness.

**Theorem 6.** Given a RS $A = (S, A)$, a state $T \subseteq S$, and two unary integers $\ell \geq 1$ and $k$ as input, it is $P$-hard to decide if, when $A$ starts at $T$, it reaches a cycle of period at most $\ell$ after a preperiod of length at most $k$.

**Proof.** This problem is $P$-hard by trivial reduction, since it is a generalisation of the problem of Theorem 5, the latter having the fixed value $k = 0$ for the preperiod. A polynomial time algorithm for this problem computes a sequence of $k + \ell$ steps of $A$ starting from any initial state, and checks that a cycle is reached within the first $k$ steps. \qed

### 5. Problems in the Polynomial Hierarchy

A jump in complexity happens when, instead of checking a local dynamical behaviour that only involves the forward dynamics, we search for the existence of a local behaviour somewhere in the system or the property involves the backward dynamics, i.e., the preimages of a state.

While deciding if a state is part of a short cycle can be done in deterministic polynomial time, establishing the existence of such a state is $NP$-complete. We will see that this holds even when the length of the cycle is fixed a priori.

In the sequel, for any Boolean formula $\varphi$ in conjunctive or disjunctive normal form and with clauses $\varphi_1, \ldots, \varphi_m$, for each clause $\varphi_i$, we denote by $pos(\varphi_i)$ (resp., $neg(\varphi_i)$) the set of variables appearing in $\varphi_i$ as positive (resp., negative) literals.

**Theorem 7.** For each integer $\ell \geq 1$, it is $NP$-complete, on input a RS $A$, to decide if $A$ has a periodic point of period at most $\ell$.

**Proof.** We prove the $NP$-hardness of this problem by reduction from the Boolean satisfiability problem. For any Boolean formula $\varphi = \varphi_1 \land \cdots \land \varphi_m$ in conjunctive normal form over the set of variables $X = \{x_1, \ldots, x_n\}$ we build a reaction system $A = (S, A)$ with set of entities $S = X \cup Z$, where $Z = \{\clubsuit_0, \ldots, \clubsuit_i\}$. For any state $T \subseteq S$, the set $T \cap X$ encodes an assignment of $\varphi$ in which $x_i$ has true value iff $x_i \in T \cap X$. First of all, the set $A$ contains the following group of reactions

$$\{neg(\varphi_j), pos(\varphi_j) \cup Z, \{\clubsuit_0\}\} \quad \text{for } 1 \leq j \leq m; \quad (3)$$
Thus, when the system is in a state \( T \subseteq X \), this group of reactions produces the entity \( \spadesuit_0 \) (i.e., at least one among them is enabled in \( T \)) if there exists a clause \( \varphi_j \) not satisfied by the assignment encoded by \( T \) (hence \( \varphi \) itself is not satisfied). Notice that these reactions are disabled in any state \( T \) containing some \( \spadesuit_i \).

The set \( A \) also includes the following reactions

\[
(\{x_i\}, Z, \{x_i\}) \quad \text{for } 1 \leq i \leq n;
\]

which preserve the value of the assignment of \( \varphi \) encoded by a current state \( T \) in the next state when \( T \subseteq X \).

In this way, the reactions of type (3) and (4) ensure that \( \text{res}_A(T) \) is equal to \( T \) for any \( T \subseteq X \) encoding an assignment satisfying \( \varphi \), and \( \text{res}_A(T) = T \cup \{\spadesuit_0\} \) if \( T \subseteq X \) but \( T \) codifies an assignment which does not satisfy \( \varphi \).

The following last group of reactions constituting \( A \) creates a cycle of length \( \ell + 1 \) formed exactly by the entities of \( Z \)

\[
(\{\spadesuit_i\}, \{\spadesuit_i, 0 \leq s < t\}, \{\spadesuit_{(t+1)\mod((t+1))}\}) \quad \text{for } 0 \leq t \leq \ell;
\]

Indeed, it trivially holds that \( \text{res}_A(\{\spadesuit_i\}) = \{\spadesuit_{(t+1)\mod((t+1))}\} \). Moreover, if the system is in a state \( T \) with \( T \cap Z \neq \emptyset \), then its next state is \( \{\spadesuit_{(t+1)\mod(t+1)}, \bar{t}\} \), where \( \bar{t} = \min\{s : \spadesuit_i \in T\} \). Hence, the reaction system \( A \) has both a cycle of length \( \ell + 1 \) (namely \( \{\spadesuit_i\} \to \cdots \to \{\spadesuit_i\} \to \{\spadesuit_0\} \)) and at least a fixed point, that is a cycle of length at most \( \ell \), if and only if the formula \( \varphi \) admits a satisfying assignment.

Since the mapping \( \varphi \rightarrow A \) can be computed in polynomial time, the problem is \( \mathsf{NP} \)-hard. The membership in \( \mathsf{NP} \) follows by the existence of a non-deterministic algorithm guessing an initial state \( T \) and checking in polynomial time whether \( T \) is again reached within \( \ell \) steps.

The difficulty of the problem does not increase when the length of the cycle is given in input.

**Theorem 8.** Given a RS \( A \) and a unary integer \( \ell \geq 1 \) as input, it is \( \mathsf{NP} \)-complete to decide if \( A \) has a periodic point of period at most \( \ell \).

**Proof.** The problem is \( \mathsf{NP} \)-hard by reduction from any of the problems of Theorem 7, which are \( \mathsf{NP} \)-hard for every fixed \( \ell \geq 1 \). The same algorithm mentioned at the end of the proof of Theorem 7 proves the membership in \( \mathsf{NP} \), since the extra input \( \ell \) is given in unary notation.

Checking if a state is part of a short cycle can be performed in deterministic polynomial time. However, checking if there exists another state reaching it after a certain amount of steps makes the problem \( \mathsf{NP} \)-complete.

**Theorem 9.** Given a RS \( A = (S, A) \), a state \( T \subseteq S \), and two unary integers \( \ell \geq 1 \) and \( k \) as input, it is \( \mathsf{NP} \)-complete to decide if \( T \) is a periodic point of period at most \( \ell \) and there exists a state \( U \subseteq S \) leading to \( T \) with preperiod at least \( k \).

**Proof.** We proceed by reduction from the Boolean satisfiability problem. For any Boolean formula \( \varphi = \varphi_1 \land \cdots \land \varphi_m \) in conjunctive normal form over the set of variables \( X = \{x_1, \ldots, x_n\} \) we build a reaction system \( A = (S, A) \) with set of entities \( S = X \cup C \), where \( C = \{\varphi_1, \ldots, \varphi_m\} \). As in the proof of Theorem 7, for any state \( T \subseteq S \), the set \( T \cap X \) encodes a truth assignment of \( \varphi \). The set \( A \) contains the following two groups of reactions

\[
(\{x_i\}, \emptyset, \{\varphi_j : x_i \in \text{pos}(\varphi_j)\}) \quad \text{for } 1 \leq i \leq n
\]

\[
(\emptyset, \{x_i\}, \{\varphi_j : x_i \in \text{neg}(\varphi_j)\}) \quad \text{for } 1 \leq i \leq n
\]

By evaluating \( \varphi \), these reactions map a state \( T \) to the set of clauses satisfied by the assignment encoded by \( T \cap X \), ignoring any element of \( T \cap C \).

The further reaction in \( A \)

\[
(C, X, C)
\]

ensures that the state consisting exactly of all clauses is a fixed point, since these latter are preserved when they appear all together without any variable from \( X \).
Then, the resulting reaction system $A$ has a fixed point $T = C$, that is a cycle of length at most $\ell = 1$, with a state $U$ leading to $T$ and having preperiod at least $k = 1$, if and only if $U \cap X$ encodes a assignment which satisfies $\varphi$.

Since the mapping $\varphi \mapsto A$ is polynomial-time computable, the problem is thus $\text{NP}$-hard. A polynomial-time nondeterministic algorithm for the problem under consideration exists. It guesses a state $U$ leading to $T$ in exactly $k$ steps, verifies if $T$ belongs to a cycle of length at most $\ell$, and checks that the set $\{U, \text{res}_A(U), \ldots, T\}$ and the cycle only have $T$ as a common state. Therefore, the membership in $\text{NP}$ follows.

More in general, the problem of exploring the dynamics backwards is $\text{NP}$-complete.

**Theorem 10.** Given a RS $A = (S, A)$, a state $T \subseteq S$, and a unary integer $k$ as input, it is $\text{NP}$-complete to decide if $T$ has a $k$-ancestor.

*Proof.* Perform the same reduction as in the proof of Theorem 9, except adding the entity $\heartsuit$ to $S$ and changing the reaction $(C, X, C) \to (C, X, C \cup \{\heartsuit\})$. Now the obtained reaction system has the fixed point $C \cup \{\heartsuit\}$ rather than $C$, and $C$ leads to $C \cup \{\heartsuit\}$ in one step. Then, state $C$ has $T$ as preimage, i.e., $T$ is a 1-ancestor of $C$, if and only if $T \cap X$ satisfies $\varphi$ for some set $T \subseteq S$. Thus, the $\text{NP}$-hardness follows. The problem is also in $\text{NP}$. Indeed, once a state $U \subseteq S$ is guessed, it can be checked in polynomial time whether $\text{res}^k_A(U) = T$.

Establishing if there exists a state that leads to a short cycle after a given number of steps, i.e., a state far enough from the cycle, turns out be another $\text{NP}$-complete problem.

**Theorem 11.** Given a RS $A = (S, A)$ and two unary integers $\ell \geq 1$ and $k$ as input, it is $\text{NP}$-complete to decide if there exists a state $T \subseteq S$ such that, when $A$ starts in $T$, it reaches a cycle of length at most $\ell$ after a preperiod of length at least $k$.

*Proof.* The problem from Theorem 8 is a special case of the one under consideration and is obtained when $k = 0$. Hence, by reduction from the former problem, the one we are dealing with is $\text{NP}$-hard too. Its membership in $\text{NP}$ follows by the existence of an algorithm similar to that at the end of the proof of Theorem 9, except that the state $T$ must also be guessed, rather than being given as input.

Checking if every state of a reaction system has exactly one preimage is the same as deciding if the result function is a bijection. This problem can be shown to be $\text{coNP}$-complete by a variation of a proof by Ehrenfeucht and Rozenberg [25].

**Theorem 12.** Given a RS $A = (S, A)$, it is $\text{coNP}$-complete to decide if $\text{res}_A$ is a bijection, that is, if every state of $A$ is periodic.

*Proof.* We prove $\text{coNP}$-hardness by reduction from the tautology problem for Boolean formulae in disjunctive normal form [33]. Given a formula $\varphi = \varphi_1 \lor \ldots \lor \varphi_m$ over the variables $X = \{x_1, \ldots, x_n\}$, we build the reaction system $A = (S, A)$ where $S = X \cup \{\heartsuit\}$ and the reactions are

$$\begin{align*}
(pos(\varphi_j) \cup \{\heartsuit\}, \neg(\varphi_j), \{\heartsuit\}) & \quad \text{for } 1 \leq j \leq m; \\
\{x_i\}, \emptyset, \{x_i\} & \quad \text{for } 1 \leq i \leq n;
\end{align*}$$

(6) \quad \text{(7)}

As usual, for any state $T$, $T \cap X$ encodes a truth assignment of $\varphi$. In this way, if $\heartsuit$ occurs in the current state, the reactions of type (6) evaluate each conjunctive clause (which is satisfied if all positive variables are set to true and all negative ones to false) and preserve the element $\heartsuit$ if the clause (and thus the whole formula) is satisfied. The reactions of type (7) preserve all variables in the current state.

Hence, the behaviour of $A$ is as follows. If the current state $T \subseteq X$, only reactions of type (7) are enabled, and thus $\text{res}_A(T) = T$. On the other hand, if $\heartsuit \in T$, we have $\text{res}_A(T \cup \{\heartsuit\}) = T \cup \{\heartsuit\}$ if at least one reaction of type (6) is enabled, that is, if $\varphi$ is satisfied by the assignment encoded by $T$; otherwise, it holds that $\text{res}_A(T \cup \{\heartsuit\}) = T$. As a consequence, each state of $A$ is a fixed point, and thus a cycle, if $\varphi$ is a tautology; otherwise, there exists a state with two preimages, namely, a state $T \subseteq X$ encoding a non-satisfying assignment and having both $T$ and $T \cup \{\heartsuit\}$ as preimages.

The considered problem belongs to $\text{coNP}$, since there exists a non-deterministic algorithm guessing two distinct states $T, U \subseteq S$ and checking whether $\text{res}_A(T) = \text{res}_A(U)$ in polynomial time.

□
The previous construction actually proves another similar result:

**Theorem 13.** Given a RS $A = (S, A)$, it is $\mathsf{coNP}$-complete to decide if $\text{res}_A$ is the identity function, that is, if each state is a fixed point. □

Establishing whether a local attractor cycle has a small attraction basin is $\mathsf{coNP}$-complete.

**Theorem 14.** Given a RS $A = (S, A)$, a state $T \subseteq S$, and two unary integers $\ell \geq 1$ and $d$ as input, it is $\mathsf{coNP}$-complete to decide if $T$ belongs to a local attractor cycle of length at most $\ell$ with attraction basin of diameter at most $d$.

**Proof.** We use a reduction from tautology similar to that introduced in the proof of Theorem 12. For any formula $\varphi = \varphi_1 \lor \ldots \lor \varphi_m$ over the variables $X = \{x_1, \ldots, x_n\}$, consider the reaction system from the aforementioned reduction. We add an extra entity ♠ to its background set and slightly change the original reactions as follows:

$$(\text{pos}(\varphi_j) \cup \{\heartsuit\}, \neg \varphi_j \cup \{\clubsuit\}, \{\top\}) \quad \text{for } 1 \leq j \leq m; \tag{8}$$

$$(\{x_i, \heartsuit\}, \{\clubsuit\}, \{x_i\}) \quad \text{for } 1 \leq i \leq n; \tag{9}$$

Furthermore, we add the two extra reactions

$$(\varnothing, \{\heartsuit\}, \{\clubsuit\})$$

$$(\{\clubsuit\}, \varnothing, \{\clubsuit\})$$

producing ♠ whenever ♦ is missing, and preserving ♠, respectively.

The resulting reaction system $A$ behaves as follows. Let $U \subseteq X$. By evaluating $\varphi$ on the basis the assignment encoded by $U$, it follows that $\text{res}_A(U \cup \{\heartsuit\}) = U \cup \{\heartsuit\}$ if $U$ encodes an assignment satisfying $\varphi$, and $\text{res}_A(U \cup \{\top\}) = U$ otherwise. Furthermore, either when ♠ belongs to the current state (which is thus either $U \cup \{\clubsuit\}$ or $U \cup \{\clubsuit\}$), or when neither ♠ nor ♦ do (i.e., the current state is $U$), it holds that $\text{res}_A(U) = \text{res}_A(U \cup \{\clubsuit\}) = \text{res}_A(U \cup \{\clubsuit\}) = \{\clubsuit\}$. Hence, state $\{\clubsuit\}$ has a 2-ancestor if and only if the formula has a non-satisfying assignment $U$. In that case, we have $\text{res}_A(U \cup \{\top\}) = \text{res}_A(U) = \{\clubsuit\}$. By letting $T = \{\clubsuit\}$, $\ell = 1$, and $d = 1$, and since the mapping $\varphi \mapsto (A, T, \ell, d)$ is polynomial-time computable, we obtain the $\mathsf{coNP}$-hardness of the problem.

The problem is in $\mathsf{coNP}$ since once guessed a state $U$ it is possible to check in polynomial time if it falsifies the required property. □

On the other hand, deciding if a small attractor cycle has a large attraction basin is an $\mathsf{NP}$-complete problem.

**Theorem 15.** Given a RS $A = (S, A)$, a state $T \subseteq S$, and two unary integers $\ell \geq 1$ and $d$ as input, it is $\mathsf{NP}$-complete to decide if $T$ belongs to a local attractor cycle of length at most $\ell$ with attraction basin of diameter at most $d$.

**Proof.** The state $\{\clubsuit\}$ in the proof of Theorem 14 has an attraction basin of diameter at least 2 iff the Boolean formula $\varphi$ is not a tautology, and the latter is the statement of a $\mathsf{NP}$-complete problem (since its negation is a $\mathsf{coNP}$-complete one). Indeed, the same algorithm as in the proof of Theorem 14, but with reversed acceptance and rejection, proves the membership in $\mathsf{NP}$. □

Establishing the existence of a small attractor cycle with a large attraction basin remains $\mathsf{NP}$-complete.

**Theorem 16.** Given a RS $A = (S, A)$ and two unary integers $\ell \geq 1$ and $d$ as input, it is $\mathsf{NP}$-complete to decide if there exists a local attractor cycle of length at most $\ell$ with attraction basin of diameter at least $d$.

**Proof.** Consider the reactions system $A$ from the proof of Theorem 15; all of its states are either fixed points or eventually reach state $\{\clubsuit\}$. Hence, $\{\clubsuit\}$ is the only state with attraction basin of diameter at least 1. Hence, asking whether there exists a fixed point (i.e., a cycle of length $\ell = 1$) with an attraction basin of diameter at least $d = 2$ is the same as asking whether $T = \{\clubsuit\}$ has this property, which is $\mathsf{NP}$-complete. The problem under consideration is in $\mathsf{NP}$, since a state $T$ can be guessed before the same algorithm in the proof of Theorem 15 is used.
Differently from the previous case, the problem of establishing the existence of a small attractor cycle with a small attraction basin is higher in the polynomial hierarchy.

**Theorem 17.** Given a RS $A = (S, A)$ and two unary integers $\ell \geq 1$ and $d$ as input, it is $\Sigma_2^p$-complete to decide if there exists a local attractor cycle of length at most $\ell$ with attraction basin of diameter at most $d$.

**Proof.** First of all, we show the membership in $\Sigma_2^p$ of the problem. There exists an alternating Turing machine able to guess a state $T \subseteq S$ and then, by iterating the res$_A$ function, check that it belongs to a cycle of length at most $\ell$. Subsequently, the machine also guesses a state $U \subseteq S$ and checks if it reaches that cycle in $d + 1$ steps (this would prove that the attraction basin has diameter larger than $d$; if no such guess is possible, then the attraction basin has diameter at most $d$). If this is the case, the machine rejects, while it accepts, otherwise; the overall result of the machine is acceptance if and only if the answer to the considered problem is true. Therefore, the membership in $\Sigma_2^p$ follows.

We now prove the $\Sigma_2^p$-hardness of the problem by reduction from $\exists\forall$SAT, i.e., the problem of deciding if $\exists \forall \varphi(X, Y)$, where $\varphi$ is a Boolean formula in disjunctive normal form with conjunctive clauses $\varphi_1, \ldots, \varphi_k$ over the variables $X = \{x_1, \ldots, x_m\}$ and $Y = \{y_1, \ldots, y_n\}$.

For any of such formulae $\varphi$, we define the reaction system $A = (S, A)$ where $S = X \cup Y \cup \{\heartsuit, \spadesuit\}$ and $A$ consists of the two group of reactions

\[
(\text{pos}(\varphi_i), \text{neg}(\varphi_i), \{\heartsuit\}) \quad \text{for each clause } \varphi_i; \quad (10)
\]

\[
(\{x_i\}, \emptyset, \{x_i\}) \quad \text{for each variable } x_i \in X; \quad (11)
\]

which depend on the Boolean formula, and the following further reactions

\[
(\emptyset, \emptyset, \{\spadesuit\}) \quad (12)
\]

\[
(\{\heartsuit\}, \emptyset, \{\heartsuit\}) \quad (13)
\]

\[
(\{\spadesuit\}, \emptyset, \{\spadesuit\}) \quad (14)
\]

We are going to describe the behaviour of $A$. First of all, consider a state of the form $X_1 \cup Y_1$ for some $X_1 \subseteq X$ and $Y_1 \subseteq Y$. As usual, such a state represents an assignment of $\varphi$, where the variables appearing in $X_1 \cup Y_1$ have true value, and the missing ones have false value. A reaction of type (10) is then enabled if and only if the corresponding conjunctive clause $\varphi_j$ is satisfied. Furthermore, a reaction of type (11) is enabled for each element of $X_1$, while the reaction (12) is always enabled. As a consequence, we have $\text{res}_A(X_1 \cup Y_1) = X_1 \cup \{\heartsuit, \spadesuit\}$ if at least one clause (and thus the disjunction $\varphi$) is satisfied by the assignment represented by $X_1 \cup Y_1$; otherwise, we have $\text{res}_A(X_1 \cup Y_1) = X_1 \cup \{\spadesuit\}$.

Furthermore, we have

\[
\text{res}_A(X_1 \cup Y_1 \cup \{\heartsuit\}) = \text{res}_A(X_1 \cup Y_1 \cup \{\spadesuit\}) = \text{res}_A(X_1 \cup Y_1 \cup \{\spadesuit, \heartsuit\}) = X_1 \cup \{\spadesuit, \heartsuit\}
\]

irrespective of whether the assignment encoded by $X_1 \cup Y_1$ satisfies $\varphi$.

This means that all $2^{2|Y|}$ states of the form $X_1 \cup \{\spadesuit, \heartsuit\}$ for any $X_1 \subseteq X$ are fixed points and $A$ admits no further fixed points or cycles. Moreover, each fixed point $X_1 \cup \{\spadesuit, \heartsuit\}$ attracts in one step all states of the forms $X_1 \cup Y_1 \cup \{\heartsuit\}$, $X_1 \cup Y_1 \cup \{\spadesuit\}$, and $X_1 \cup Y_1 \cup \{\spadesuit, \heartsuit\}$ for any $Y_1 \subseteq Y$. On the other hand, the states of the form $X_1 \cup Y_1$ reach $X_1 \cup \{\spadesuit, \heartsuit\}$ in one step if $X_1 \cup Y_1$ satisfies $\varphi$, and in two steps, otherwise.

In conclusion, there exists a fixed point (which is a cycle of length at most $\ell = 1$), necessarily of the form $X_1 \cup \{\spadesuit, \heartsuit\}$ for some $X_1 \subseteq X$, with an attraction basin of diameter at most $d = 1$ if and only if $X_1 \cup Y_1$ satisfies $\varphi$ for all $Y_1 \subseteq Y$. This is equivalent to $\exists \forall \forall \varphi(X, Y)$ being true. Since the mapping $\varphi \mapsto (A, \ell, d)$ can be computed in polynomial time, the problem is $\Sigma_2^p$-hard.

\[\square\]

6. Problems Solvable in Polynomial Space

Removing the restrictions on the length of cycles or preperiods leads to properties involving a potentially exponential number of states, and algorithms checking these properties might need to explore all of them. Such
algorithms, however, can be designed to use a polynomial amount of space, since every state contains only a polynomial amount of entities.

The canonical \textbf{PSPACE}-complete problem for reactions systems is reachability.

\textbf{Theorem 18.} Given RS $A = (S, A)$ and two states $T, U \subseteq S$, it is \textbf{PSPACE}-complete to decide if $T$ leads to $U$.

\textbf{Proof.} We prove the hardness of the problem by reduction from the following \textbf{PSPACE}-complete problem [33]:

Given a deterministic Turing machine $M$, a string $x$ and a unary integer $m$, does $M$ accept $x$ without using more than $m$ tape cells?

As in the proof of Theorem 4, for any $(M, x, m)$ we build a reaction system $A$ by exploiting the construction described in Section 3 with $k = m$. By encoding again the initial configuration of $M$ on input $x$ as a state $T$ of $A$ and the unique accepting configuration of $M$ as state $U$, we obtain the desired reduction. Indeed, if $M$ accepts $x$ without exceeding $m$ tape cells, then $T$ leads to $U$. Furthermore, this never happens if $M$ rejects, or fails to halt, or moves the tape head on cell $m + 1$; remark that in the latter case, $T$ does not lead to $U$ since the reactions of type (1) are not defined for $i = m + 1$, and the element $q_{m+1}$ disappears.

The problem is in \textbf{PSPACE} because there exists an algorithm able to check in polynomial space whether $T$ leads to $U$ (such an algorithm rejects if this does not happen within $2^{O(S)}$ steps, that is the number of configurations of $A$).

\hfill $\square$

To prove the \textbf{PSPACE}-hardness of other problems, in this section we are going to introduce a variant of the polynomial space simulation of the Turing machine from Section 3 used in the proof of Theorem 18. Since most of the statements in the next theorems involve a quantification across every state of the reaction system, the dynamics of all the possible states will have to be considered and governed. To this extent, for any Turing machine $M$ with state set $Q$ where $f \in Q$ is the final accepting state, tape alphabet $\Sigma$, transition function $\delta$, any input $x$, and any space bound $m$ given in unary, the new construction of the reaction system and the encoding of the configurations of $M$ into related states is based on what follows:

1. Let $T$ be the state of the reaction system encoding the initial configuration of $M$. As in the proof of Theorem 18, $M$ accepts by ending up in a specific accepting configuration with the tape head on the first tape cell and encoded by the state $U$ in the reaction system which will be now a fixed point; otherwise, $M$ rejects by diverging.

2. All states of the reaction system encoding a configuration of $M$ either lead to the fixed point $U$ (which corresponds to the accepting configuration reached by $M$) or enter a cycle. We stress that this set of states also includes the ones encoding configurations of $M$ that are not reachable from the initial configuration. A timer is now coupled to the encoding of configurations of $M$, in order to force all states of the reaction systems belonging to this set to reach $T$ once the timer reaches an appropriate value.

3. If a state of the reaction system does not encode a valid Turing machine configuration and a valid timer, it is detected and forced to reach $T$. Then, its dynamics will evolve as described in statement 1.

In this way, \textit{all states} lead to the fixed point $U$ only if $T$ itself leads to $U$ (i.e., if $M$ reaches the accepting configuration within the space bound $m$). This is accomplished by building the new reaction system $M = (S, A)$ as follows.

Consider the background set of the reaction system from Section 3 and keep unchanged the way to encode any configuration of $M$ into a state of reaction system state. Now, an entity is added to that background set, namely the entity $\varnothing$ which represents the “reset” to be executed in some cases from a state of $M$ to the state $T$, which has well defined dynamics and encoding the initial configuration of $M$.

Reminding that $f_1$ is the entity corresponding to the accepting state $f$ in the accepting configuration of $M$ (with the tape head located on the first cell), we introduce the following reaction in order to force the element $f_1$ to constitute the fixed point $U = \{f_1\}$ when it is the only entity of the state$^2$:

$$((f_1), \varnothing, \{f_1\})$$

\footnote{Actually, $U$ encodes the state of $M$ coming immediately after the one encoding the accepting configuration of $M$. However, the two states coincide if one ignores the content of the tape and the direction.}
Since we are interested only in accepting computations within a given space bound \( m \), the set of reactions \( A \) also contains the following reactions, which force a “reset” by generating the entity \( \# \) if the tape head reaches the \((m + 1)\)-th cell:

\[
(q_{m+1}, \{f_1, \#\}, \{\#\}) \quad \text{for } q \in Q
\]

In order to deal with the simulation of \( M \) by \( \mathcal{M} \) upon reaching an accepting configuration or the situation when a reset is needed, reactions 1 and 2 from Section 3 implementing every transition \( \delta(q, a) = (q', a', d) \) appear now in \( A \) with \( f_1 \) and \( \# \) as additional inhibitors:

\[
(q_i, a_i), \{f_1, \#\}, \{q'_i, a'_i\}) \quad \text{for } 1 \leq i \leq m
\]

\[
(q_i, \{q_i + a, q'_i\}) \quad \text{for } 1 \leq i \leq m
\]

In this way, the transition of \( M \) is not executed and the tape is not preserved, thus deleting the current configuration of the simulated Turing machine.

We now describe how \( \# \) is produced by a timer in order to comply with property 2 on page 11. Denote by \( p_k \) the \( k \)-th prime number and define \( K \) as the smallest number such that \( \prod_{k=1}^{K} p_k - 1 \) is greater than the number of possible distinct configuration of \( M \) when working in space \( m \). For each \( k \), the following group of reactions is included in \( A \):

\[
\{(c_{k,t}, \{f_1, \#\}, \{c_{k,(t+1) \mod p_k}\}) \quad \text{for } 0 \leq t < p_k
\]

Each group of reactions defines a cycle of length \( p_k \). When all the reactions of all groups act together every time step of the evolution of the reaction system in which \( f_1 \) and \( \# \) do not appear, they give rise to a cycle of length \( L = \sum_{k=1}^{K} p_k \), since the \( p_k \)'s are pairwise coprime. In this way, the dynamical evolution of \( \mathcal{M} \) starting from any state including \( Y_0 = \{c_1,0, \ldots , c_K,0\} \) and containing neither \( f_1 \) nor \( \# \) is associated with a timer whose value at time \( t \) can be identified by \( Y_t = \{c_{1,t}, \ldots , c_{K,t}\} \) where \( t_k = t \mod p_k \). The timer reaches its maximum value once the state of \( M \) contains \( Y_t = \{c_{1,p_k-1}, \ldots , c_{K,p_k-1}\} \), and the first time it happens is at time \( t = L - 1 \).

In the following two steps, the entity \( \# \) is produced and the timer is reset to 0, the state of the reactions system \( \mathcal{M} \) is set to \( C_0 = T \cup Y_0 \) as desired, and the simulation of \( M \) by \( \mathcal{M} \) restarts from the initial configuration encoded by \( T \). This is accomplished by the following two reactions:

\[
\{(c_k,1 \leq k \leq K), \{f_1, \#\}, \{\#\})
\]

\[
\{(\#), \{f_1\}, C_0\}
\]

Remark that, if \( M \) works in space \( m \), then it has \( |\Sigma|^m \times m \times |Q| \) possible distinct configurations. By letting \( K = \lfloor \log_2 \left( |\Sigma|^m \times m \times |Q| \right) \rfloor + 1 \), it holds that \( \prod_{k=1}^{K} p_k - 1 = L - 1 \) is larger than the number of possible configurations of \( M \), since \( p_k \geq 2 \) for all \( k \). By the Prime Number Theorem \( [22] \), the \( K \)-th prime is asymptotically \( K \ln K \). To find \( K \) primes, it is therefore sufficient to test the primality of the first \( O(K \ln K) \) natural numbers, where each number can be tested even using a brute force algorithm. Since this value is polynomial with respect to length of the description of \( M \) and with respect to \( m \) (which is given in unary), the construction of \( \mathcal{M} \) we are describing can be carried out in polynomial time.

In order to comply with statement 3 on page 11, the set of reactions \( A \) must also contain reactions generating \( \# \) each time the current state of the reaction systems fails to encode either a valid pair (timer, configuration of \( M \)) nor it is the fixed point \( \{f_1\} \). First of all, the following reactions generate \( \# \) when the current state of \( \mathcal{M} \) contains zero or more than one entity encoding the pair (state, head position of \( M \)):

\[
(\emptyset, \{q_i : q \in Q, 1 \leq i \leq m\} \cup \{f_1, \#\}, \{\#\}) \quad \text{for } q, r \in Q \text{ and } 1 \leq i, j \leq m
\]

\[
(q_i, \{r\}, \{f_1, \#\}, \{\#\}) \quad \text{for } q \in Q \text{ and } 1 \leq i \leq m
\]

\[
(\{a_i\}, \{f_1, \#\}, \{\#\}) \quad \text{for } 1 \leq i \leq m
\]

\[
(\{a_i, b_i\}, \{f_1, \#\}, \{\#\}) \quad \text{for } a, b \in \Sigma \text{ and } 1 \leq i \leq m
\]
Finally, there must also be reactions in $A$ producing $\varnothing$ when the state does not include a well-formed timer. That is, when for a single prime $p_k$, there does not appear exactly one entity of the form $c_{k,i}$ in the current state of $M$:

$$(\varnothing, \{c_{k,1} : 0 \leq t < p_k\} \cup \{f_1, \varnothing\}, \{\varepsilon\}) \quad \text{for } 1 \leq k \leq K$$

$$(\{c_{k,i}, c_{k,j}\}, \{f_1, \varnothing\}, \{\varepsilon\}) \quad \text{for } 1 \leq k \leq K \text{ and } 0 \leq t, s < p_k$$

In this way, we have obtained a construction complying with properties 1–3 on page 11 and that can be carried out in polynomial time.

We are now able to prove that checking the existence of long cycles is $\text{PSPACE}$-complete.

**Theorem 19.** Given a RS $A$ over a background set $S$ and a unary integer $\ell \geq 1$ as input, it is $\text{PSPACE}$-complete to decide if $A$ has a periodic point of period at least $\ell$.

**Proof.** The problem is in $\text{PSPACE}$ since there exists an algorithm that iterates over all the possible states of $A$ and checks if each of them leads back to itself after at least $\ell$ steps (but which is necessarily not greater than $2^{\#(S)}$). This can be performed in polynomial space.

We prove that the problem under consideration is $\text{PSPACE}$-hard by a reduction from the same problem used in the proof of Theorem 18. For any Turing machine $M$, any input string $x$, and any space bound $m$, consider the reaction system $M$ from the above construction. Let $\ell = 2$ and let $k \geq \ell$ be the number of possible configurations for $M$ when working in space $m$. By construction, it holds that if $M$ accepts on input $x$, then each state of $M$ leads to the fixed point $\{f_1\}$, and, in particular, no cycle of length at least $\ell$ can be reached. Otherwise, if $M$ rejects on input $x$ by diverging, there is a cycle containing the state $C_0$, which includes the encoding of the initial configuration of $M$. The length of this cycle is dictated by the time needed for the timer to generate the entity $\varnothing$, which, by hypothesis, is greater than the number of configuration of $M$ when working in space $m$, and, therefore, of $k$ and, as a consequence, of $\ell$. Hence, there is cycle of length at least $\ell$ if and only if $M$ does not accept on input $x$ working in space $m$. This concludes the reduction and the $\text{PSPACE}$-hardness of the problem under consideration follows.

Also checking whether there exists a state that is far enough from a long cycle is $\text{PSPACE}$-complete.

**Theorem 20.** Given a RS $A = (S, A)$ and two unary integers $\ell \geq 1$ and $k$ as input, it is $\text{PSPACE}$-complete to decide if there exists a state $T \subseteq S$ such that, when $A$ starts at $T$, it reaches a cycle of length at least $\ell$ after a preperiod of length at least $k$.

**Proof.** The problem is in $\text{PSPACE}$ since there exists a non-deterministic algorithm able to guess two states $T$ and $U$ and check in polynomial space that $T$ leads to $U$ in at least $k$ steps, that $U$ is in a cycle of length at least $\ell$, and that $U$ is the first state of that cycle visited by $A$ starting from $T$. Since $\text{PSPACE}$ is closed under non-determinism, it contains the problem under consideration.

Such a problem is $\text{PSPACE}$-hard since in the case $k = 0$ it is equivalent to the one from Theorem 19, which is $\text{PSPACE}$-complete.

The same problem remains $\text{PSPACE}$-complete even when the starting state is given in input.

**Theorem 21.** Given a RS $A = (S, A)$, a state $T \subseteq S$ and two unary integers $\ell \geq 1$ and $k$ as input, it is $\text{PSPACE}$-complete to decide if, when $A$ starts at $T$, it reaches a cycle of length at least $\ell$ (resp., at most $\ell$) after a preperiod of length at least $k$.

**Proof.** The problem is in $\text{PSPACE}$ since it is possible to check in polynomial space if each state in the dynamics of $A$ starting from $T$ is part of a cycle or not, thus obtaining the preperiod and period of $T$.

The $\text{PSPACE}$-hardness follows by a reduction from the same problem used in the proof of Theorem 18. For any Turing machine $M$, input string $x$, and unary space bound $m$, let $M$ be the reaction system obtained by the construction presented in this section. Take $T = C_0$, $k = 1$, and $\ell = 1$. It holds that $T$ has preperiod at least one if and only if $M$ accepts on input $x$. In that case, the dynamics reaches, after at least one step, the fixed point $\{f_1\}$, and thus $T$ has period 1, otherwise $T$ is part of a cycle and thus has preperiod 0. Then, the reduction is accomplished.
All problems related to the existence of global attractors also turn out to be \textbf{PSPACE}-complete.

\textbf{Theorem 22.} Given a RS $A = (S, A)$ and a unary integer $\ell \geq 1$ as input, it is \textbf{PSPACE}-complete to decide:

1. If a state $T \subseteq S$, also given as input, belongs to a global attractor cycle of length at most $\ell$ (resp., at least $\ell$).
2. If there exists a global attractor cycle of length at most $\ell$ (resp., at least $\ell$).

\textbf{Proof.} All these problems are in \textbf{PSPACE}, since it is possible to check in polynomial space if any given state $T$ of $A$ belongs to a cycle of length at most $\ell$ (resp., at least $\ell$) and it is reachable from every other state. The existential version of the problems can be solved by iterating across all the states of $A$, which can also be performed in polynomial space.

The \textbf{PSPACE}-hardness again follows from the reduction from the same problem used in the proof of Theorem 18. For any Turing Machine $M$, input string $x$, and unary space bound $m$, according to the construction presented in this section, the reaction system $M$ has a global attractor cycle, namely the fixed point $\{f_1\}$, if and only if $M$ accepts on input $x$ within space $m$. The reduction is completed by setting $\ell = 1$ and, for the first problem, $T = \{f_1\}$. \hfill \Box

7. \textbf{Conclusions}

This paper has tackled the study of the computational complexity of problems associated with the dynamics of RS. Table 1 provides a reference list of such problems. While these problems are mainly theoretical, their formulation takes inspiration from properties that usually have real-world significance in bio-chemical systems and can thus be useful in the study of RS-based models of real-world systems.

From a theoretical point of view, we stress that the interest of such studies is twofold. On one hand, results about RS are lower bounds for similar results of other finite discrete dynamics systems, like Boolean automata networks (BANs). In fact, RS can be considered as a constrained form of BANs, where each node in the network represents an entity and the update function encodes that at least one reaction having that entity as a product was active. In this sense, problems studied here in the context of RS cannot be simpler in the context of BANs, thus providing a lower bound on the complexity in another computational model.

On the other hand, when suitably constrained, RS are a simple model of parsimonious systems (i.e., systems which have a description exponentially shorter than the complete description of their dynamics). A natural research direction consists in trying to understand what exactly causes the complexity jumps between similar problems (cf. the last two entries of Table 1, for example).

Another aspect to study is how to constrain RS in order to be more similar to systems that are actually found in nature. While all the constructions presented here are valid in the framework of reaction systems, it is important to remember that not all of them might be found in a “natural” system. Of particular interest is to understand if the complexity results found here also hold for real-world systems or if there are some differences, and what those differences are.
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