Channel Estimation in MIMO Systems with One-bit Spatial Sigma-delta ADCs

R.S. Prasobh Sankar, Student Member, IEEE, and Sundeep Prabhakar Chepuri, Member, IEEE

Abstract—This paper focuses on channel estimation in single-user and multi-user MIMO systems with multi-antenna base stations equipped with 1-bit spatial sigma-delta analog-to-digital converters (ADCs). A careful selection of the quantization voltage level and phase shift used in the feedback loop of 1-bit sigma-delta ADCs is critical to improve its effective resolution. We first develop a quantization noise model for 1-bit spatial sigma-delta ADCs. Using the developed noise model, we then present a two-step channel estimation algorithm to estimate a multipath channel parameterized by the gains, angles of arrival (AoAs), and angles of departure (AoDs). Specifically, in the first step, the AoAs and path gains are estimated using uplink pilots, which excite all the angles uniformly. Next, in the second step, the AoDs are estimated by progressively refining uplink beams through a recursive bisection procedure. For this algorithm, we propose a technique to select the quantization voltage level and phase shift. Through numerical simulations, we demonstrate that with the proposed parametric channel estimation algorithm, MIMO systems with 1-bit spatial sigma-delta ADCs perform significantly better than those with regular 1-bit ADCs and are on par with MIMO systems with high-resolution ADCs.
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I. INTRODUCTION

MILLIMETER wave (mmWave) multiple-input multiple-output (MIMO) systems have become very popular for sensing and wireless communications beyond 5G [2]–[4]. While the abundant spectrum available at the mmWave frequency bands enables higher cellular data rates and precise positioning, links at mmWave frequencies are very sensitive to blockages and have significantly higher path loss. These issues are alleviated by beamforming with very large antenna arrays, typically packed in small areas. MIMO systems operating at mmWave frequencies, commonly referred to as massive MIMO systems, are either single-user MIMO (SU-MIMO) systems with multi-antenna user equipment (UE) and a base station (BS) having a large antenna array or multi-user MIMO (MU-MIMO) systems with many single antenna UEs communicating with a BS having a large array.

High-resolution analog-to-digital converters (ADCs) and digital-to-analog converters (DACs) for every antenna in the array significantly increase the radio frequency (RF) complexity and power consumption of massive MIMO systems. Low-resolution quantizers (e.g., 1-bit) are thus preferred albeit their deteriorated performance [5]–[7]. Sigma-delta ($\Sigma\Delta$) quantization is a popular technique frequently used to increase the effective resolution of low-resolution quantizers [8]. In a 1-bit $\Sigma\Delta$ quantizer, the time-domain signal is first oversampled at a rate significantly higher than the Nyquist rate. Then the difference between the input and the 1-bit quantized output, i.e., the quantization noise, is fed back in time by adding it to the input at the next time instance. This operation leads to noise shaping with the quantization noise pushed to higher temporal frequencies. This means that the effective quantization noise is negligible for a low-pass signal, and it would be as if the signal were quantized by a high-resolution quantizer. This classical architecture to increase the effective resolution of time-domain signals by using a simple 1-bit quantizer with feedback has been recently adapted to the spatial domain [9], [10] and is receiving steady attention for multi-antenna communications [11]–[15].

In a 1-bit spatial $\Sigma\Delta$ quantizer, oversampling and feedback are performed in the spatial domain, i.e., across antennas. To perform spatial oversampling, the antenna elements of an array are placed less than half wavelength apart. The quantization noise of each antenna is fed back along with the input of the next antenna. Analogous to its temporal counterpart, a spatial $\Sigma\Delta$ quantizer pushes and shapes the quantization noise to higher spatial frequencies away from the array broadside. In other words, the quantization noise at lower spatial frequencies in a spatial $\Sigma\Delta$ quantizer is reduced as if it was arising from a higher-resolution quantizer [9], [10]. By introducing phase shifts to the quantization noise before feedback allows angle steering so that the quantization noise (respectively, the effective resolution) will be lower (respectively, higher) for signals arriving around the steering angle [12], [14]. Therefore, with angle steering, it is possible to obtain a higher effective resolution for signals of interest in a spatial sector of certain width centered around any desired angle. In addition, a careful selection of the quantization voltage level assigned to 1-bit quantized signals significantly improves the inference performance when working with spatial $\Sigma\Delta$ quantizers.

In essence, 1-bit spatial $\Sigma\Delta$ quantization is an attractive architecture for massive MIMO systems, requiring only 1-bit quantizers per antenna element with feedback across the elements. However, feedback and 1-bit quantization make the channel estimation required for beamforming and symbol detection very challenging. This work focuses on channel estimation in MIMO systems with 1-bit spatial $\Sigma\Delta$ quantizers.
A. Related prior works

For rich scattering environments with a large number of multipath components, the MIMO channel matrix does not have any apparent structure. Such unstructured channel models are useful for channels at sub-6 GHz frequency bands [6], [14]. In contrast, at mmWave frequencies, due to the extreme path loss, the mmWave channel matrix is sparse in the angular domain and can be parameterized with the angles of departure (AoD), angles of arrival (AoA), and the complex gain of each path. Such angular channel models are commonly used at mmWave frequencies, e.g., at 28 GHz [3], [4].

Channel estimation with unstructured models in MIMO systems with 1-bit or few-bit quantizers is typically performed by first linearizing the non-linear quantizer using the so-called Bussgang decomposition [6], [16], [17] followed by computing a linear minimum mean squared error (LMMSE) estimate of the MIMO channel matrix [6], [18]. Bussgang decomposition based techniques [6], [17] of linearizing low-resolution quantizers have also been extended to spatial ΣΔ quantizers for MU-MIMO channel estimation with unstructured models [13], [14].

For channel estimation with angular models, Bussgang decomposition based methods are not useful as the channel correlation matrix required for computing the Bussgang decomposition, LMMSE estimate, or setting the quantization voltage level in spatial ΣΔ quantizers is not available. This is because knowing the channel correlation matrix for angular channel models amounts to knowing the unknown parameters, namely, AoAs and AoDs that characterize the channel. Thus, for channel estimation in MIMO systems with 1-bit ADCs and angular models, techniques based on optimization to recover the missing amplitudes [19], sparse recovery [20], and deep learning [21] have been proposed.

To summarize, existing works on channel estimation in MIMO systems with 1-bit spatial ΣΔ quantizers focus on unstructured models [13], [14], and they cannot be directly extended to angular channel models. Therefore, in this work, we focus on channel estimation with angular channel models in MIMO systems having 1-bit spatial ΣΔ quantizers.

B. Contributions and main results

This paper is an extension of the precursor [1], wherein we presented a parametric channel estimation technique for SU-MIMO systems with a single line-of-sight (LoS) path. In this work, we extend [1] in several aspects to estimate multipath channels in SU-MIMO and MU-MIMO systems by leveraging angle steering in spatial ΣΔ quantizers and describe methods to choose the quantization voltage level. The major contributions and results are summarized as follows.

- Quantization noise model: For channel estimation with angular models, as discussed before, Bussgang decomposition based linearization techniques cannot be used. Therefore, we derive a model for the quantization noise in 1-bit spatial ΣΔ quantizers based on the deterministic input-output relation in 1-bit temporal ΣΔ quantizers. Specifically, we derive a closed-form expression for the correlation matrix of the approximation error due to linearization of the 1-bit spatial ΣΔ quantizer. To do so, we use one of the main results of the paper that for most of the antenna elements in a large array, the quantization noise is uncorrelated with the corresponding input.

  - Channel estimation and quantization voltage selection: Leveraging the proposed quantization noise model, we develop algorithms to estimate multipath channels admitting angular models for SU-MIMO and MU-MIMO systems. We use uplink pilots to perform channel estimation at the BS equipped with a 1-bit spatial ΣΔ quantizer. For SU-MIMO and MU-MIMO systems, we present techniques to choose the quantizer voltage level, which, when not chosen carefully, leads to significant performance degradation due to the extreme quantization. For channel estimation in SU-MIMO systems, i.e., to estimate the AoAs at the BS, AoDs of the paths from the UE, and path gains, we propose a two-step channel estimation algorithm, which is computationally efficient and has low overhead. In Step 1, the multi-antenna UE omnidirectionally transmits pilot symbols to the BS, which estimates the AoAs using a Bartlett beamformer and the complex path gains using a weighted least squares estimator. Since the AoDs are not known in Step 1, the proposed omnidirectional transmission ensures that sufficient power reaches the BS via all the paths. In addition, it allows us to choose a suitable quantization voltage level, which is essential for path gain estimation. Next, in Step 2, to estimate the AoDs, the UE transmits precoded pilot symbols using a sequence of adaptively chosen beamformers from a codebook hierarchically. To reduce the overhead, we assume a 1-bit feedback link between the BS and UE. We also provide a method to choose a quantization voltage level in Step 2. We show that with angle steering and the proposed voltage level, the beam patterns (from the designed codebook) as seen at the output of the 1-bit spatial ΣΔ quantizer is comparable to that at the input (i.e., without quantization), and thereby resulting in channel estimates that are on par with that of unquantized MIMO systems.

We then specialize the SU-MIMO channel estimation algorithm for MU-MIMO systems to estimate the AoAs and path gains at the BS. Specifically, we reformulate the MU-MIMO channel estimation problem using orthogonal pilots and separately estimate the single-input multiple-output (SIMO) channels between each single antenna UE and multi-antenna BS with a 1-bit spatial ΣΔ quantizer.

- Performance: Through numerical simulations, performance of the proposed channel estimation algorithms, in terms of normalized mean squared error (NMSE), are found to be significantly better than that of the regular (non-ΣΔ) 1-bit channel estimation algorithms and are comparable with MIMO systems having infinite resolution quantizers for most of the SNRs and for paths with angles not far from the array broadside. Performance of algorithms with 1-bit spatial ΣΔ quantizers is limited for paths with angles away from the array broadside because of the quantization noise shaping. The proposed channel estimation algorithm also performs better than the state-
of-the-art unstructured channel estimation algorithm for MIMO systems with 1-bit \(\Sigma\Delta\) quantizers [14], where we use as input to the unstructured channel estimation algorithm a realistic approximation of the channel correlation matrix.

Although we focus on channel estimation with angular models, the developed quantization noise model is useful for estimating unstructured channels using classical estimation techniques (e.g., using least squares) whenever unquantized channel correlation information is not available a priori.

### C. Organization and notation

The remainder of the paper is organized as follows. In Sections II and III we describe 1-bit spatial \(\Sigma\Delta\) quantizers and model the quantization noise in 1-bit spatial \(\Sigma\Delta\) quantizers, respectively. In Section IV, we present the SU-MIMO and MU-MIMO system models, which we use for channel estimation. In Sections V and VI we propose channel estimation algorithms for SU-MIMO and MU-MIMO systems, respectively. In Section VII we discuss results from numerical experiments and conclude the paper in Section VIII.

Throughout the paper, we use lowercase letters to denote scalars and boldface lowercase (respectively, uppercase) to denote vectors (respectively, matrices). We use \(\cdot^*, (\cdot)^T\), and \((\cdot)^H\) to denote complex conjugation, transpose, and Hermitian (i.e., complex conjugate transpose) operations, respectively. \([x]_n\) or \(x_n\) denotes the \(n\)-th entry of the vector \(x\). \(A \otimes B\) denotes the Khatri-Rao (or columnwise Kronecker) product of matrices \(A\) and \(B\). Since we restrict ourselves to a 1-bit spatial \(\Sigma\Delta\) quantizer only at the BS, henceforth, we simply refer to it as a 1-bit spatial \(\Sigma\Delta\) ADC.

Software to reproduce the results in this paper is available at [https://ece.iisc.ac.in/~spchepuri/sw/SpatialSigmaDelta.zip](https://ece.iisc.ac.in/~spchepuri/sw/SpatialSigmaDelta.zip).

### II. One-bit Spatial Sigma-Delta ADC

In this section, we describe the architecture of a multi-channel first-order 1-bit spatial \(\Sigma\Delta\) ADC with angle steering. Let us denote the input to and output of an \(N\) channel 1-bit spatial \(\Sigma\Delta\) ADC, at time \(t\), as \(x(t) = [x_1(t), x_2(t), \ldots, x_N(t)]^T \in \mathbb{C}^N\), and \(y(t) = [y_1(t), y_2(t), \ldots, y_N(t)]^T \in \mathbb{C}^N\), respectively.

Quantization noise from each antenna is fed back along with the input of the next antenna to realize the \(\Sigma\Delta\) architecture in space. Due to the presence of the feedback, the quantization noise in a spatial \(\Sigma\Delta\) ADC may become unbounded, overwhelming the output [12, 22]. To prevent overwhelming, the input signal, \(x \in \mathbb{C}\), is clipped using \(L_c(\cdot)\) with clipping level \(c > 0\) as:

\[
 L_c[x] = \text{sign}(\Re(x)) \{ |\Re(x)| \} c + j \text{sign}(\Im(x)) \{ |\Im(x)| \} c,
\]

where the operator \(\{ \cdot \} c\) is defined as \(\{ x \} c = \max\{x, c\}\) and \(j = \sqrt{-1}\). The clipped signal is then quantized using a 1-bit quantizer \(Q_b[\cdot]\) with quantization voltage level \(b\) as:

\[
 Q_b[L_c[x]] = b \text{sign}(\Re(L_c[x])) + j b \text{sign}(\Im(L_c[x])).
\]

Let \(r_n(t)\) denote the input to channel \(n\) of the ADC at time \(t\). Then the corresponding output \(y_n(t)\) is given by

\[
 y_n(t) = Q_b[r_n(t)] = r_n(t) + e_n(t),
\]

where \(e_n(t) = y_n(t) - r_n(t)\) is the quantization error. The quantization error at channel \(n\) is phase shifted by \(\varphi\) and added to the input of channel \(n + 1\) as:

\[
 r_{n+1}(t) = L_c[x_n(t)] - e^{j\varphi} e_{n-1}(t),
\]

where \(\varphi = 2\pi d \sin \psi\) with \(\psi\) being the steering angle and \(d\) being the inter-element spacing in the array in wavelengths. Since there is no feedback to the first channel, \(e_0(t) = 0\). From (1) and (2), we have the recursion

\[
 y_n(t) = Q_b \left[ \sum_{k=1}^{n} e^{j(n-k)\varphi} L_c[x_k(t)] - \sum_{k=1}^{n-1} e^{j(n-k)\varphi} y_k(t) \right].
\]

We are interested in estimating parameters underlying the input signal \(x(t)\) from the output of the 1-bit spatial \(\Sigma\Delta\) ADC \(y(t)\). This is a challenging problem because of the cascade of two non-linearities in [3]. Moreover, the information loss introduced by the 1-bit spatial \(\Sigma\Delta\) ADC is mainly determined by the clipping level \(c\) and the quantization level \(b\). For a given quantization level \(b\), we can prevent the system from overloading by choosing the clipping voltage \(c\) as [12]

\[
 c = b\{2 - |\cos(\varphi)| - |\sin(\varphi)|\}.
\]

A small value of \(c\) leads to severe loss in the input information due to clipping, which cannot be compensated later by any choice of the quantization level \(b\). Hence, it is necessary to choose a sufficiently large \(c\) to avoid information loss due to clipping. In this work, we propose to choose \(c\) such that \(P_T(\|L_c[x(t)] - x(t)\|^2 > \delta) \leq \epsilon\) for appropriately selected constants \(\delta, \epsilon > 0\). See Section V.C for more details on the selection of \(c\). With such a choice of \(c\), the output of the clipper can be approximated as \(L_c[x_n(t)] \approx x_n(t), n = 1, 2, \ldots, N\). Then the 1-bit spatial \(\Sigma\Delta\) recursion in [3] simplifies to

\[
 y(t) = Q_b[Ux(t) - Vy(t)],
\]
where the \( N_r \times N_r \) lower triangular matrices \( U \) and \( V \) are defined as
\[
U = \begin{bmatrix}
1 & e^{\varphi} & 1 \\
e^{\varphi(N_r-1)} & \ldots & e^{\varphi} & 1 \\
\end{bmatrix}
\]
and \( V = U - I \)

with \( I \) being the \( N_r \times N_r \) identity matrix. The architecture of the first-order 1-bit spatial \( \Sigma \Delta \) ADC is shown in Fig. 1.

III. QUANTIZATION NOISE MODELING

Quantization is a non-linear and irreversible operation that makes its statistical analysis complicated. To simplify the analysis of a quantizer, the usual approach is to linearize the quantizer and account for the error due to linearization through additive noise, which is often assumed to be uniformly distributed and uncorrelated with the input of the quantizer [10–12, 22, 23]. However, this assumption is reasonable only for a multi-level quantizer with many levels and when the input has a sufficiently large dynamic range. This classical approach of modeling the approximation error due to linearization as additive uniform noise is not suitable for 1-bit quantizers. Therefore, in what follows, we develop a noise model for 1-bit spatial \( \Sigma \Delta \) ADCs.

To begin with, we first express the input-output relation of a spatial \( \Sigma \Delta \) ADC in terms of the floor\([\cdot]\) function by drawing inspiration from [22], where a similar expression for the deterministic error in a temporal 1-bit \( \Sigma \Delta \) quantizer was developed. Next, we propose to linearize the floor\([\cdot]\) function by interpreting it as a multi-level quantizer to compute the second-order statistics of the quantization noise that is useful for decorrelating observations when solving parametric estimation and detection problems involving 1-bit spatial \( \Sigma \Delta \) ADCs.

The error \( e_n(t) \) in (1) due to 1-bit spatial \( \Sigma \Delta \) quantization admits a closed-form expression as given in the next Lemma.

**Lemma 1.** For a 1-bit spatial \( \Sigma \Delta \) ADC with \( \psi = 0 \), the quantization error as a function of the input is given by
\[
\begin{align}
\Re(e_n(t)) &= -2b \left\lfloor \frac{1}{2}(n-1) + \frac{1}{2b} \sum_{k=1}^{N_r} \Re(x_k(t)) \right\rfloor \\
\Im(e_n(t)) &= -2b \left\lfloor \frac{1}{2}(n-1) + \frac{1}{2b} \sum_{k=1}^{N_r} \Im(x_k(t)) \right\rfloor
\end{align}
\]

for \( n = 1, \ldots, N_r \). Here, \( \lfloor \cdot \rfloor \) is the fractional part function.

The above expressions are derived in the appendix. Let us collect the output of all the channels of the 1-bit spatial \( \Sigma \Delta \) ADC in a vector \( y(t) \) and rewrite (5) as
\[
y(t) = Ux(t) - Vy(t) + e(t).
\]

From Lemma 1 we have
\[
e(t) = 2b\mu\mathbf{1} - 2b \left\lfloor \psi - \frac{1}{2b} Ux(t) \right\rfloor,
\]
where \( \psi = \mu V \mathbf{1} \in \mathbb{C}^{N_r} \) with \( \mu = 0.5 + \gamma 0.5 \), \( \mathbf{1} \) is the length-\( N_r \) column vector with all ones, and the fractional part function is applied elementwise. Using the fact that \( \langle x \rangle = x - \text{floor}[x], \forall x \in \mathbb{R} \), and from (7), the deterministic relation between the input and output of a 1-bit spatial \( \Sigma \Delta \) ADC is given by
\[
0.5b^{-1} Uy(t) + \psi - \mu \mathbf{1} = \text{floor} \left[ 0.5b^{-1} Ux(t) + \psi \right],
\]
where we have transformed the non-linearity due to the 1-bit quantization \( \text{floor}[\cdot] \) to the non-linear floor\([\cdot]\) function.

Now we leverage the fact that the input-output relation of a floor\([\cdot]\) function is similar to that of a multi-level quantizer with a step size of one. For the spatial \( \Sigma \Delta \) ADC channels (corresponding to antenna elements) with larger indices that are away from the 1st channel, the dynamic range of the real and imaginary parts of \( 0.5b^{-1} Ux(t) + \psi \) is large when compared to \( [0, 1] \). This means that for antenna elements with indices away from the 1st element, the floor\([\cdot]\) function acts like a multi-level quantizer with an input having a large dynamic range. Therefore, it is now reasonable to model the approximation error due to the linearization of the floor\([\cdot]\) function as additive noise, \( w(t) \in \mathbb{C}^{N_r} \), which is uniformly

*In Fig. 2, the correlation and noise power spectrum are computed by averaging over \( 10^4 \) independent experiments in which we use the same simulation setting as in Fig. 3 in Section VII-A with a path impinging on the BS array from the angular sector \([-30^\circ, 30^\circ]\) and with a signal-to-noise ratio of 0 dB.
distributed and uncorrelated with the input for channels having larger indices, i.e., we have

$$\text{floor}[0.5b^{-1} \mathbf{U} \mathbf{x}(t) + \mathbf{\nu}] = 0.5b^{-1} \mathbf{U} \mathbf{x}(t) + \mathbf{\nu} + \mathbf{w}(t)$$

with the real and imaginary parts of $[\mathbf{w}(t)]_n \in \{0, 1\}$. Substituting in (9) yields

$$\mathbf{y}(t) = \mathbf{x}(t) + \mathbf{q}(t),$$

(10)

where $\mathbf{q}(t) = 2b \mathbf{U}^{-1} \mathbf{w}(t) + \mathbf{\mu} \mathbf{1}$, which is an affine transformation of $\mathbf{w}(t)$, is also uniformly distributed and $[\mathbf{q}(t)]_n$ is uncorrelated with the input $[\mathbf{x}(t)]_n$, for larger channel (or antenna) indices $n$. In massive MIMO systems with large numbers of antennas, there are many antennas for which $x_n(t)$ and $[\mathbf{q}(t)]_n$ are uncorrelated. The correlation of $[\mathbf{q}(t)]_n = y_n(t) - x_n(t)$ with $x_n(t)$, i.e., $\mathbb{E}[x_n(y_n - x_n)\star]$ for an antenna array having $N_r = 128$ elements with an inter-element spacing of one-eighth the signal wavelength is illustrated in Fig. 2(a).

The covariance matrix of the noise vector $\mathbf{q}(t)$ in (10) is given by $\mathbf{R}_q = \mathbb{E}[\mathbf{q}(t)\mathbf{q}^\dagger(t)] = \frac{32}{3} \mathbf{U}^{-1} \mathbf{U}^\dagger$. When $\psi = 0$, the matrix $\mathbf{U}^{-1}$ with ones on the main diagonal, $-1$ on the first sub-diagonal, and zeros elsewhere, is a spatial high-pass filter, which shapes the quantization noise to higher spatial frequencies. We illustrate the angular power spectrum of the quantization noise, i.e., $\mathbb{E}[|\mathbf{a}_{\mathbf{BS}}^\dagger(\theta)\mathbf{y}(t) - \mathbf{x}(t)|^2]$, for different values of the steering angle in Fig. 2(b), where $\mathbf{a}_{\mathbf{BS}}(\theta) = \left[1, e^{-j2\pi\sin(\theta)}, \ldots, e^{-j(N_r-1)2\pi\sin(\theta)}\right]^\dagger$ is the steering vector of the uniform linear array (ULA) having $N_r$ elements at the BS with an inter-element spacing $d$ wavelengths. We can see that the quantization noise is very small for the directions around the steering angle.

Before we end this section, we make the following two remarks. Although in the development of the noise model, the spatial $\Sigma\Delta$ ADC is steered to the array broadside with $\psi = 0$ for ease of exposition, introducing a phase shift in the feedback does not alter the uncorrelatedness between the input and the quantization noise as can be seen in Fig. 2(a). Next, for the floor$[\cdot]$ function in (9) to behave as a multi-level quantizer, the quantization voltage level $b$ plays an important role. When $b$ is very large, the dynamic range of the real and imaginary parts of the argument of the floor$[\cdot]$ function, i.e., $0.5b^{-1} \mathbf{U} \mathbf{x}(t) + \mathbf{\nu}$, can be very small for which the uniform noise or uncorrelated noise assumption may fail. Hence, carefully selecting $b$ (as discussed in Section IV.C) becomes crucial.

Next, we use the developed spatial $\Sigma\Delta$ signal and noise models to estimate MIMO channels with angular models.

IV. ANGULAR CHANNEL MODEL

In this paper, we consider the two commonly encountered SU-MIMO and MU-MIMO settings in MIMO communications. In the SU-MIMO setting, a single UE with $N_t$ antennas communicates with a multi-antenna BS, whereas in the MU-MIMO setting, $K$ single antenna UEs communicate with a multi-antenna BS. In both these settings, the BS has a ULA with $N_r$ antennas and it receives and processes uplink training pilots.

Let us collect the uplink training pilots in $\mathbf{S} = [s(1), s(2), \ldots, s(T)]$, where $T$ is the pilot length. Without loss of generality, let us assume that the columns of the pilot matrix have unit norm. Let $P$ denote the total transmit power at the UE and $\mathbf{H}$ denote the MIMO channel matrix. The signal received at the BS prior to quantization, denoted as $\mathbf{X} = [x(1), x(2), \ldots, x(T)] \in \mathbb{C}^{N_r \times T}$, can be expressed as

$$\mathbf{X} = \sqrt{P} \mathbf{H} \mathbf{S} + \mathbf{Z},$$

(11)

where $P$ is also the uplink SNR of the system and $\mathbf{Z} \in \mathbb{C}^{N_r \times T}$ is the additive white Gaussian receiver noise matrix with entries $[\mathbf{Z}]_{ij} \sim \mathcal{CN}(0, 1)$. The received signal is then quantized using an $N_r$-channel 1-bit spatial $\Sigma\Delta$ ADC to obtain $\mathbf{Y} = [y(1), y(2), \ldots, y(T)] \in \mathbb{C}^{N_r \times T}$, which is given by

$$\mathbf{Y} = Q_b[\mathbf{UX} - \mathbf{VY}] = Q_b[\sqrt{P} \mathbf{UHS} - \mathbf{VY} + \mathbf{UZ}].$$

Next, we parameterize $\mathbf{H}$ by assuming a narrowband spatially sparse model for MU-MIMO and SU-MIMO systems.

A. SU-MIMO channel model

Suppose there are $L$ scatterers that result in $L$ paths between the UE and BS. Let us denote the AoDs of the $L$ paths from the UE by $\phi = [\phi_1, \ldots, \phi_L]^\dagger$, the AoAs of the $L$ paths at the BS by $\theta = [\theta_1, \ldots, \theta_L]^\dagger$, and the complex path gains by $\alpha = [\alpha_1, \ldots, \alpha_L]^\dagger$. The MIMO channel matrix is then expressed in terms of these parameters as

$$\mathbf{H} = \frac{1}{\sqrt{L}} \sum_{k=1}^{L} \alpha_k \mathbf{a}_{\mathbf{BS}}(\theta_k) \mathbf{a}_{\mathbf{UE}}^\dagger(\phi_k),$$

(12)

where $\mathbf{a}_{\mathbf{BS}}(\theta) = [\mathbf{a}_{\mathbf{BS}}(\theta_1), \ldots, \mathbf{a}_{\mathbf{BS}}(\theta_L)] \in \mathbb{C}^{N_r \times L}$ is the array manifold of the ULA at the BS and $\mathbf{a}_{\mathbf{UE}}(\phi) = [\mathbf{a}_{\mathbf{UE}}(\phi_1), \ldots, \mathbf{a}_{\mathbf{UE}}(\phi_L)] \in \mathbb{C}^{N_t \times L}$ is the array manifold at the UE. The columns of $\mathbf{a}_{\mathbf{UE}}(\phi)$ contain the array response vector of the critically spaced ULA at the UE with $N_t$ elements, and is given by $\mathbf{a}_{\mathbf{UE}}(\phi) = [1, e^{-j2\pi\sin(\phi)}, \ldots, e^{-j(N_r-1)2\pi\sin(\phi)}]^\dagger$. Similarly, the columns of $\mathbf{a}_{\mathbf{BS}}(\theta)$ contain the array response vector of the oversampled ULA at the BS with an inter-element spacing $d$ wavelengths, and is given by $\mathbf{a}_{\mathbf{BS}}(\theta) = [1, e^{-j2\pi\sin(\theta)}, \ldots, e^{-j(N_r-1)2\pi\sin(\theta)}]^\dagger$.

B. MU-MIMO channel model

Suppose that there are $K$ single antenna users. The SIMO channel $\mathbf{h}_k \in \mathbb{C}^{N_t}$ between the $k$th UE and the BS with $L_k$ paths is given by

$$\mathbf{h}_k = \frac{1}{\sqrt{L_k}} \sum_{j=1}^{L_k} \alpha_{k,j} \mathbf{a}_{\mathbf{BS}}(\theta_{k,j}) = \frac{1}{\sqrt{L_k}} \mathbf{A}_{\mathbf{BS}}(\theta_k) \alpha_k,$$

(13)

where $\mathbf{A}_{\mathbf{BS}}(\theta_k) = [\mathbf{a}_{\mathbf{BS}}(\theta_{k,1}), \ldots, \mathbf{a}_{\mathbf{BS}}(\theta_{k,L_k})] \in \mathbb{C}^{N_r \times L_k}$ denotes the array manifold at the BS, $\theta_k = [\theta_{k,1}, \ldots, \theta_{k,L_k}]^\dagger$ collects AoAs of paths from $k$th UE at the BS, and $\alpha_k = [\alpha_{k,1}, \ldots, \alpha_{k,L_k}]^\dagger \in \mathbb{C}^{L_k}$ denotes the corresponding complex path gains. Then the overall channel matrix for the MU-MIMO system is given by

$$\mathbf{H} = [\mathbf{h}_1 \ h_2 \ \ldots \ h_K] \in \mathbb{C}^{N_r \times K}.$$
Our aim is to estimate the MIMO channels [12] and [13] by estimating the underlying angles (namely, the AoAs and AODs) and path gains from the output of the 1-bit spatial ΣΔ ADC at the BS given the uplink pilots \( S \), the SNR \( P \), and the number of paths.

V. SU-MIMO CHANNEL ESTIMATION

In this section, we present the proposed algorithm for channel estimation with angular models in SU-MIMO systems having 1-bit spatial ΣΔ ADCs at the BS. Specifically, we propose a two-step algorithm to estimate the channel parameters \((\theta, \phi, \alpha)\) from uplink pilots. In the first step, we estimate the \( \text{AoAs} \) (i.e., \( \theta \)) and the path gains (i.e., \( \alpha \)) using precoded uplink pilots, which excite all the angles uniformly. Next, in the second step, to estimate the \( \text{AODs} \), we select precoders from a codebook using a recursive bisection procedure that leverages 1-bit feedback between the BS and UE to reduce the number of channel uses and thus the channel estimation overhead.

As we discuss later, it is crucial to carefully select the clipping voltage levels to benefit from the advantages of the 1-bit spatial ΣΔ ADCs. The proposed two-step channel estimation procedure is developed keeping in mind the dependence of the unknown parameters on voltage level selection.

A. Step 1: AoA and path gain estimation

1) AoA estimation: To estimate the \( \text{AoAs} \) at the BS, the UE transmits precoded pilot symbols \( s(t) = p_1(t) \) for \( t = 1, \ldots, T_1 \), where \( p_1(t) \in \mathbb{C}^{N_t} \) is the precoder with \( \|p_1(t)\|_2 = 1 \) so that the total transmit power is \( P \). As we do not yet know the \( \text{AODs} \), instead of selecting \( p_1(t) \) to focus energy in specific directions, we select it such that all the departure angles are excited uniformly as

\[
p_1^H(t) a_{\text{UE}}(\phi_d) = 1, \quad d = 1, 2, \ldots, D,
\]

where \( D = \{\phi_1, \phi_2, \ldots, \phi_D\} \) denotes the set of \( D \) candidate AoDs. An obvious choice of \( p_1(t) \) that satisfies (14) is

\[
p_1(t) = p_1 = [1 \quad 0 \quad \ldots \quad 0]^T, \quad t = 1, \ldots, T_1.
\]

This means that we turn off all the antennas at the UE except the first one to perform an omnidirectional transmission.

From (10), the symbols received at the BS in Step 1 can be compactly expressed as

\[
Y_1 = \sqrt{\frac{P}{L}} A_{\text{BS}}(\theta) \text{diag}(\alpha) A_{\text{UE}}^H(\phi) S + N
\]

\[
= \sqrt{\frac{P}{L}} A_{\text{BS}}(\theta) \text{diag}(\alpha) E + N,
\]

where \( S = p_1^H t \in \mathbb{C}^{N_t \times T_1} \) is the transmitted pilot matrix and the effective noise matrix \( N = [n(1), \ldots, n(T_1)] \in \mathbb{C}^{N_t \times T_1} \) is defined as \( N = Z + Q \) is the sum of the receiver noise \( Z \) and the quantization noise \( Q = [q(1), \ldots, q(T_1)] \). The \( L \times T_1 \) matrix \( E = A_{\text{UE}}^H(\phi) S = A_{\text{UE}}^H(\phi) p_1^H t \in \mathbb{C}^{L \times T_1} \) has all one entries. Thus, the precoder in (15) makes \( Y_1 \) independent of the AODs.

The AoAs can now be estimated from \( Y_1 \) using standard direction-finding techniques like Bartlett beamforming, minimum variance distortionless response (MVDR) beamforming [24], sparse recovery, or using a maximum likelihood based estimator. Since a massive MIMO BS typically has a large number (of the order of hundreds) of antennas, we may use a computationally less intensive method, such as the Bartlett beamforming for AoA estimation. Specifically, the AoA estimates, denoted by \( \{\hat{\theta}_k\}_{k=1}^L \), are the locations of the \( L \) local maxima of the Bartlett spatial spectrum

\[
J(\theta) = a_{\text{BS}}^H(\theta) R_{y_1} a_{\text{BS}}(\theta),
\]

where \( R_{y_1} = \frac{1}{T_1} Y_1 Y_1^H \) is the sample covariance matrix.

2) Path gain estimation: Next, to estimate the path gains, we form the estimated array manifold at the BS as \( \hat{A}_{\text{BS}} = [\hat{a}_{\text{BS}}(\theta_1), \hat{a}_{\text{BS}}(\theta_2), \ldots, \hat{a}_{\text{BS}}(\theta_L)] \) and approximate (16) as

\[
\hat{Y}_1 = \sqrt{\frac{P}{L}} \hat{A}_{\text{BS}} \text{diag}(\alpha) E + N.
\]

Recall from the quantization noise modeling in Section III that the covariance matrix of the quantization noise is given by \( R_Q = 2b^2 U^{-1} U^H \) and that the quantization noise is uncorrelated with the input. Thus the covariance matrix of the effective noise term in (16) is

\[
R_n = E[n(t)n^H(t)] = I + \frac{2b^2}{3} U^{-1} U^H.
\]

We now prewhiten the observations \( \hat{Y}_1 \) to obtain

\[
\hat{Y}_1' = R_n^{-1/2} \hat{Y}_1 = \sqrt{\frac{P}{L}} R_n^{-1/2} \hat{A}_{\text{BS}} \text{diag}(\alpha) E + N',
\]

where \( R_n^{-1/2} \) is the prewhitening matrix, which can be obtained using an eigenvalue decomposition of \( R_n \) and \( N' = R_n^{-1/2} N \) is the whitened noise term. Using the property that \( \text{vec}(A \text{diag}(b) C) = (C^T \circ A) b \), we have \( \text{vec}(Y_1') = \Psi \alpha + \text{vec}(N') \) with \( \Psi = E^T \circ \sqrt{\frac{P}{L}} R_n^{-1/2} \hat{A}_{\text{BS}} \in \mathbb{C}^{T_1 N_t \times L} \) and \( T_1 N_t \gg L \) as the BS usually has large number of antennas and the mmWave MIMO channel is sparse in the angular domain. The path gains can then be estimated using least squares as

\[
\hat{\alpha} = (\Psi^H \Psi)^{-1} \Psi^H \text{vec}(Y_1').
\]

B. Step 2: AoD estimation

Now what remains is to estimate the AoDs. To do so, we propose a recursive bisection procedure, which divides the spatial sector into two subsectors at each stage and measures the power of the signal received in the direction corresponding to the estimated AoA. The method selects the subsector with the largest received power as the new sector to be used in the next bisection stage. This procedure is continued till the desired subsector resolution is obtained and is repeated for each of the estimated AoAs corresponding to \( L \) paths.

Let us denote the precoder that we use in Step 2 by \( p \) with \( \|p\| = 1 \), as before. Let us also define the inner product between \( a_{\text{UE}}(\phi_1) \) and \( p \) as \( \rho(p) = a_{\text{UE}}^H(\phi_1) p \), where we have \( 0 \leq |\rho(p)| \leq \sqrt{N_t} \) and when \( p = \frac{1}{\sqrt{N_t}} a_{\text{UE}}(\phi_1) \), the upper bound is achieved with equality. Therefore, by choosing
a precoder \( p \) that yields the maximum \( \rho_l(p) \), we can indirectly refine the AoD sector of the \( l \)th path to compute the AoD.

Suppose the UE transmits \( T_2 \) precoded symbols \( S = p_1^{T_2} \in \mathbb{C}^{N_1 \times T_2} \), where the subscript “2” denotes Step 2 of the algorithm. Using the combiner \( c_l = \frac{1}{\sqrt{N}} a_{BS}(\theta_l) \), the component of the received uplink pilot arriving along the \( l \)th path at the BS can be expressed as

\[
c_l^T = \sqrt{\frac{P}{L}} \sum_{k=1}^{L} \alpha_k c_k^T a_{BS}(\theta_k) a_{UE}(\phi_k) p_1^T + c_l^T N
\]

\[
= \sqrt{\frac{P}{L}} \alpha_l c_l^T a_{BS}(\theta_l) p_1^T + c_l^T N
\]

\[
+ \sqrt{\frac{P}{L}} \sum_{k=1, k \neq l}^{L} \alpha_k c_k^T a_{BS}(\theta_k) p_k^T.
\]

(21)

Since we have a large array at the BS and assuming that the AoAs are sufficiently separated, we can approximate \( c_k^T a_{BS}(\theta_k) = \frac{1}{\sqrt{N}} a_{BS}(\theta_k) a_{BS}(\theta_k) \cong 0 \) for \( l \neq k \). Using this approximation and multiplying both sides of (21) with \( 1 \), we have

\[
c_l^T Y_{1} = \sqrt{\frac{P N}{L}} T_2 \alpha_l p_1 + c_l^T N_{1}.
\]

(22)

which allows us to compute the energy of the \( T_2 \) received symbols arriving from the \( l \)th path as

\[
E_l(p) = \left( \frac{1}{T_2} c_l^T Y_{1} \right)^2.
\]

(23)

In practice, we compute \( E_l(p) \) using the estimate \( \hat{\theta}_l \) from Step 1 to form the combiner as \( c_l = \frac{1}{\sqrt{N}} a_{BS}(\hat{\theta}_l) \).

We can estimate the AoAs by finding precoders, \( p \), that maximize \( E_l(p) \) for each path \( l = 1, \ldots, L \), where recall that the structure of the precoder vector is constrained to \( p = \frac{1}{\sqrt{N}} a_{UE}(\phi) \). Here, we assume that the number of paths, \( L \), is known. Performing this maximization by exhaustively searching over all the departure angles in a predefined grid \( D \) results in excessive training overhead. Therefore, we present a recursive bisection procedure, where for each path \( l \), we start with a wide beam and progressively refine it to maximize \( E_l(p) \).

1) Design of the precoder codebook: Before we describe the proposed recursive bisection procedure, we first provide the design of a codebook that contains precoders required for each stage of the procedure. Let us discretize the departure angular domain into \( D \) grid points \( D = \{ \phi_1, \phi_2, \ldots, \phi_D \} \) uniformly sampling the direction cosine space so that \( \phi_d = \sin^{-1} \left( -1 + \frac{d}{2^{s-1}} (d-1) \right) \) for \( d = 1, 2, \ldots, D \). Let us define the index set \( I_{s,i} \) as

\[
I_{s,i} = \left\{ \frac{D(i-1)}{2^s} + 1, \frac{D(i-1)}{2^s} + 2, \ldots, \frac{D_i}{2^s} \right\}
\]

for \( i = 1, 2, \ldots, 2^s \) with \( |I_{s,i}| = \frac{D_i}{2^s} \). Next, we partition the set \( D \) into \( 2^s \) partitions for the \( s \)th stage of the recursive procedure with a total number of \( N_s = \log_2(D) \) stages. In other words, at Stage \( s \), we have \( 2^s \) spatial sectors with the \( i \)th sector formed from angles \( \phi_i \in I_{s,i} \) and in the last stage, i.e., at Stage \( N_s \), we have sectors with \( D \) angular grid points in \( D \). For example, in the first stage, we have two spatial sectors \( \{ \hat{\phi}_1, \hat{\phi}_2, \ldots, \hat{\phi}_D \} \) and \( \{ \hat{\phi}_{D+1}, \hat{\phi}_{D+2}, \ldots, \hat{\phi}_{D} \} \).

Let \( p_{s,i} \) denote the \( i \)th precoder for the \( s \)th stage. The precoders are designed to focus on a desired angular sector as

\[
a_{UE}^H(\hat{\phi}_j) p_{s,i} = \left\{ \begin{array}{ll} 1, & j \in I_{s,i}, \\ 0, & \text{otherwise} \end{array} \right.
\]

(24)

for \( s = 1, 2, \ldots, N_s \) and \( i = 1, 2, \ldots, 2^s \). Defining the dictionary matrix \( D = [a_{UE}^H(\hat{\phi}_1), \ldots, a_{UE}^H(\hat{\phi}_D)]^T \in \mathbb{C}^{D \times N_s} \) with \( D \gg N_s \), and the precoder matrix \( P_s = [p_{s,1}, p_{s,2}, \ldots, p_{s,2^s}] \in \mathbb{C}^{N_s \times 2^s} \), we can compactly express (24) as the linear system

\[
DP_s = \Psi_s.
\]

(25)

where the desired beampattern matrix \( \Psi_s = [I_{s,1}, I_{s,2}, \ldots, I_{s,2^s}] \in \{0,1\}^{D \times 2^s} \) with \( I_{s,i} \in \{0,1\}^{D} \) being the indicator vector with entries equal to one at locations indexed by the set \( I_{s,i} \). Then the precoders for the \( s \)th stage can be computed using least squares as

\[
P_s = (D^H D)^{-1} D^H \Psi_s.
\]

(26)

To obtain unit-norm precoding vectors, we normalize each column of \( P_s \) to unity. We repeat this procedure for \( s = 1, 2, \ldots, N_s \) to compute precoders for all the stages. This completes the design of the precoder codebook.

In Fig. 3(a), we show the beampattern \( |a_{UE}^H(\phi)p|^2 \) for \( \phi \in [0, 2\pi] \) corresponding to Stage 1 with \( p \in \{p_{1,1}, p_{1,2}\} \) and Stage 2 with \( p \in \{p_{2,1}, p_{2,2}, p_{2,3}, p_{2,4}\} \) of the codebook. In Figs. 3(b) and 3(c), we show the beampatterns corresponding to the first two stages as seen by the BS without any quantizer, i.e., \( |c^H x|^2 \) and by the BS with 1-bit \( \Sigma \Delta \) ADC, i.e., \( |c^H x|^2 \), respectively, where \( x = \sqrt{P} \alpha a_{BS}(\theta) a_{UE}(\phi) p + z \) as in (11), \( y = x + q \) as in (10), and we vary \( \psi \) and \( \phi \) as before. Here, we use \( \theta = 30^\circ \), \( c = \frac{1}{\sqrt{N}} a_{BS}(30^\circ) \), \( |\theta| = 1 \), and SNR of 10 dB. We see that the received beampattern in Fig. 3(c) is significantly distorted as the 1-bit \( \Sigma \Delta \) ADC is not steered to the \( \theta \), i.e., \( \psi \neq \theta \), and more importantly, because the quantization voltage level \( b \) is set to an arbitrary level. While we can steer the 1-bit \( \Sigma \Delta \) ADC based on the AoA estimate from Step 1 as \( \psi = \theta \), we emphasize that a procedure to select an appropriate voltage level \( b \) is crucial. Before describing the procedure to select \( b \), we next present the recursive bisection procedure to estimate the AoDs.

2) Recursive bisection procedure: We estimate the AoDs of the \( l \)th path by maximizing \( E_l(p) \) in (23) by recursively bisecting the spatial sector and selecting a subsector that yields the highest received energy. The BS informs via a 1-bit error-free feedback link the selected subsector to the UE, which further bisects the selected subsector to transmit pilots for the next stage. The procedure is continued for \( N_s \) stages, where at the last stage, we select one of the angular grid points in \( D \) as the estimated AoD of the \( l \)th path. We repeat this procedure for all the \( L \) paths.

To estimate the AoD of the \( l \)th path, we proceed as follows. Recall from (24) that \( p_{s,i} \) has a unit response in the sector formed by departure angles \( \phi_i \in I_{s,i} \). In the first stage, the UE transmits pilots using precoders \( p_{1,1} \) and \( p_{1,2} \).
The BS then computes the energy of the received symbols using (23) and selects the subsector (or the precoder) that yields $\max \{ E_i(p_{1,1}), E_i(p_{1,2}) \}$. If $E_i(p_{1,1}) > E_i(p_{1,2})$, the BS sends a feedback of 0 to the UE through an error-free 1-bit feedback link indicating that the sector $\phi_1 \in I_{1,1}$ is selected. Similarly, it sends a 1 indicating that the sector $\phi_1 \in I_{2,1}$ is selected. In the second stage, the UE then bisects the selected subsector and transmits pilots using the precoders $\{p_{2,1}, p_{2,2}\}$ (respectively, $\{p_{2,3}, p_{2,4}\}$) if the received feedback from the BS is 0 (respectively, 1). More generally, at Stage $s$, suppose the UE transmits pilots using precoders $\{p_{s,m}, p_{s,m+1}\}$ and $E_i(p_{s,m}) > E_i(p_{s,m+1})$. The BS transmits a 1 to the UE, which then selects the precoders $\{p_{s+1,2m-1}, p_{s+1,2m}\}$ corresponding to a narrower subsector for the next stage. We continue this procedure for $N_s$ stages, where the partition selected in the final stage corresponds to the index of the estimated AoD. The same procedure is repeated for all the $L$ paths.

C. Selection of clipping and quantization voltage levels

In Fig. 3(c), we have seen that the choice of $b$ and $c$ play a crucial role in determining the channel estimation and beamforming performance of MIMO systems with 1-bit spatial $\Sigma \Delta$ ADCs. As discussed in Section II, we choose the clipping voltage level $c$ based on the standard deviation of input that allows us to place a bound on the clipping error using the Chebyshev inequality $\Pr(\|x(t) - \mathbb{E}(x(t))\| > \delta) \leq \varepsilon$ for constants $\delta, \varepsilon > 0$. Therefore, the choice of $c$ depends on the statistics of the unquantized signal $x(t)$ received at the BS, leading to different quantization levels for Step 1 and Step 2 of the proposed channel estimation algorithm.

1) For estimating AoAs and path gains in Step 1: From (16) and (10), the unquantized signal received at the $i$th antenna of the BS in Step 1 of the proposed channel estimation technique is

$$[x_1(t)]_i = \sqrt{P \sum_{k=1}^{L} \alpha_k e^{-j2\pi d(i-1)\sin(\theta_k)} + [z_1(t)]_i},$$

where $\alpha_k$ and $[z_1(t)]_i$ follow a complex Gaussian distribution with zero mean and unit variance. Since the complex path gains and the additive noise are mutually independent, $[x_1(t)]_i$ follows a complex Gaussian distribution with zero mean and variance $P + 1$. In other words, $\Re([x_1(t)]_i) \sim \mathcal{N}(0, \frac{P+1}{2})$ and $\Im([x_1(t)]_i) \sim \mathcal{N}(0, \frac{P+1}{2})$. Let us recall that the probability that a Gaussian random variable takes values away from the mean by more than thrice the standard deviation is less than 1\%. Hence, to ensure

$$\Pr(\|x_1(t)\|_i > c) = \Pr(\|x_1(t)\|_i - \mathbb{E}[\|x_1(t)\|_i] > 0) \leq 0.01,$$

in Step 1, we choose the clipping voltage level

$$c = 3\sqrt{\frac{P+1}{2}}.$$  

(27)

The clipping voltage level for the imaginary part is computed similarly. The quantization voltage level $b$ is then selected using the overload condition (4).

2) For estimating AoDs in Step 2: In the second step, from (23) and (10), the unquantized signal received at the $i$th antenna of the BS related to the uplink pilot transmission with the precoder $p$ is

$$[x_2(t)]_i = \sqrt{P \sum_{k=1}^{L} \alpha_k \rho_k(p)e^{-j2\pi d(i-1)\sin(\theta_k)} + [z_2(t)]_i},$$

where $[x_2(t)]_i$ follows a complex Gaussian distribution with zero mean and variance $P \sum_{k=1}^{L} |\rho_k(p)|^2 + 1$. Since $\rho_k(p)$ is bounded from above by $\sqrt{N_t}$, the worst-case variance of $[x_2(t)]_i$ is $PN_t + 1$. Therefore, we choose the clipping level as

$$c = 3\sqrt{\frac{PN_t+1}{2}},$$

(28)

in Step 2, to ensure that the worst-case clipping probability of $[x_2(t)]_i$, $i = 1, \ldots, N_t$, is less than 1\%.

Since the clipping voltage level that we select in Step 1 is different from Step 2, a joint estimator (e.g., sparse recovery based method as in [3]) to jointly estimate the channel parameters is not straightforward when dealing with observations from 1-bit spatial $\Sigma \Delta$ ADCs.

D. Computations and number of pilot transmissions

In Step 1, we transmit $T_1$ pilots. In Step 2, we transmit each beam $T_2$ times with 2 beams in each stage. Since there are $N_s = \log_2 D$ stages, and $L$ paths, the total pilot transmission overhead in the second stage is $2LT_2N_s$.

For a search grid of size $A$, computing the Bartlett beamforming spectrum in (17) costs about order $AN_tT_1$ flops. The least squares estimator to compute the path gains incurs about order $L^2N_tT_1$ flops. In Step 2, for each beam and
path, we compute the received power, which costs about order $LT_2N_yN_z$ flops. In contrast, a scheme that exhaustively searches over all possible AoA and AoD combinations with $DT_2$ pilot transmissions incurs a computational complexity of about order $ADN_yT_2$ flops, which is higher than $N_y(ADT_1 + LT_2N_z)$ flops incurred by the proposed method as typically $D \gg LN_z$. The computational complexity of the proposed channel estimation algorithm scales linearly with the number of receive antennas and log-linearly with the search grid size, thus making it well-suited for massive MIMO systems.

VI. MU-MIMO CHANNEL ESTIMATION

In this section, we specialize the proposed channel estimation algorithm to the MU-MIMO setting with the angular channel model described in Section V-B. We estimate the channel by estimating the AoAs and the path gains using Step 1 of the algorithm developed in the previous section. Since we assume that the UEs have a single antenna in the MU-MIMO setup, there is no AoD estimation step.

Let $S(t) \in \mathbb{C}_K^K$ denote the orthogonal pilot matrix transmitted at time instance $t$ from the $K$ UEs such that $S(t)S^H(t) = \mathbf{I}$. From (11) and (10), the received signal at the BS with 1-bit spatial $\Sigma\Delta$ ADC is given by 

$$
\mathbf{Y}(t) = \sqrt{T} \mathbf{H} \mathbf{S}(t) + \mathbf{N}(t),
$$

where $T$ is the total number of channel uses, $\mathbf{N}(t)$ is the sum of additive white Gaussian noise and quantization noise, as defined before. Using the known pilots, we preprocess the received signal to separate the signal components from the UEs to obtain $\mathbf{Y}S^H(t) = \sqrt{T} \mathbf{H} + \mathbf{N}^H(t)$, where the $k$th column of $\mathbf{Y}S^H(t)$, denoted by $\mathbf{y}_{k,t} \in \mathbb{C}_{N_y}$, is related to the SIMO channel between the $k$th UE and the BS at time instance $t$, and is given by [cf. (13)]

$$
\mathbf{y}_{k,t} = \sqrt{T} \mathbf{A}_{BS}(\theta_k) \mathbf{\alpha}_k + \mathbf{n}_{k,t}.
$$

Here, $\mathbf{n}_{k,t}$ denotes the $k$th column of $\mathbf{N}^H(t)$. Suppose $\mathbf{Y}_k = [\mathbf{y}_{k,1}, \cdots, \mathbf{y}_{k,T}]$ and $\mathbf{N}_k = [\mathbf{n}_{k,1}, \cdots, \mathbf{n}_{k,T}]$. Then we have $\mathbf{Y}_k = \sqrt{T} \mathbf{A}_{BS}(\theta_k) \mathbf{\alpha}_k \mathbf{1} + \mathbf{N}_k$, which readily resembles the signal model in (15). Therefore, we can use Step 1 of the SU-MIMO channel estimation algorithm developed in the previous section to estimate the channel parameters $(\theta_k, \mathbf{\alpha}_k)$ for each user. Also, we choose the same voltage level $c = 3\sqrt{\frac{P-1}{2}}$ as the one used in Step 1 of SU-MIMO channel estimation.

VII. NUMERICAL SIMULATIONS

In this section, we present results from a number of numerical simulations to demonstrate the efficacy of the developed quantization noise model, voltage level selection, and channel estimation algorithms in mmWave MIMO systems with 1-bit spatial $\Sigma\Delta$ ADCs. We compare different algorithms in terms of normalized mean square error (NMSE) and angle estimation error. We define NMSE of a path gain estimate $\hat{\mathbf{\alpha}}$ and a channel estimate $\hat{\mathbf{H}}$ as

$$
\text{NMSE}(\hat{\mathbf{\alpha}}) = \frac{E[\|\hat{\mathbf{\alpha}} - \mathbf{\alpha}\|^2]}{E[\|\mathbf{\alpha}\|^2]},
$$

and

$$
\text{NMSE}(\hat{\mathbf{H}}) = \frac{E[\|\hat{\mathbf{H}} - \mathbf{H}\|^2]}{E[\|\mathbf{H}\|^2]}.
$$

respectively. Let $A = \{\hat{\theta}_1, \cdots, \hat{\theta}_A\}$ denote the AoA search grid of size $A$ used in (17). Let us denote the index set of AoAs corresponding to the angles in $A$ as

$$
\mathcal{A}(\theta) = \{j : [\theta]_j = \hat{\theta}_j, 1 \leq l \leq L, 1 \leq j \leq A\}.
$$

Let us also denote the index set of AoDs corresponding to the angles in AoD grid $D = \{\phi_1, \phi_2, \cdots, \phi_D\}$ of size $D$ as

$$
\mathcal{D}(\phi) = \{j : [\phi]_j = \hat{\phi}_j, 1 \leq l \leq L, 1 \leq j \leq D\}.
$$

We then define the AoA and AoD estimation errors as $E_{\theta} = \Pr(\mathcal{A}(\hat{\theta}) \neq \mathcal{A}(\theta))$ and $E_{\phi} = \Pr(\mathcal{D}(\hat{\phi}) \neq \mathcal{D}(\phi))$, where $\theta$ and $\phi$ are the estimated AoAs and AoDs, respectively.

A. The SU-MIMO setting

We consider a SU-MIMO setup with the UE having $N_y = 32$ antennas, the BS having $N_z = 128$ antennas that are spaced $d = 1/8$ wavelengths apart. For Bartlett beamforming, we use the search grid $A = \{-90^\circ, -89^\circ, \cdots, 89^\circ, 90^\circ\}$ with $A = 181$ points. The AoD grid $D$ is obtained by uniformly sampling the direction cosine space in the interval $-1$ to 1 with $D = 128$ points as described in Section V-B1.

1) Angle steering and voltage level selection: We first begin with a discussion on the estimation performance of the channel parameters $(\theta, \mathbf{\alpha})$ in Step 1 and $\phi$ in Step 2 of the proposed channel estimator for a single path channel with $L = 1$. This allows us to discuss the impact of voltage level selection and angle steering on the estimators. The AoA is drawn uniformly at random from the sector $[-x^\circ, x^\circ]$ for $x = 10, 30, 60$. The AoD is drawn randomly from the sector $[-75^\circ, 75^\circ]$. The path gain is assumed to be unit modulus. We use $T_1 = 10$ and $T_2 = 1$. Unless otherwise mentioned, we use $10^6$ independent channel realizations to compute NMSE and angle errors. In this subsection, we compare the estimation performance of the proposed technique with 1-bit spatial $\Sigma\Delta$ ADC, referred to as “$\Sigma\Delta$”, with an equivalent channel estimation method applied on quantized data (wherein the BS is assumed to have a very high-resolution ADC). We label it as “Unquantized” in the plots. Since estimates from “Unquantized” will be better than the same scheme applied on quantized data for a comparable number of snapshots, we use this as a baseline to illustrate the loss due to 1-bit $\Sigma\Delta$ ADC.

We illustrate the channel estimation performance for different SNRs in terms of $E_{\theta}$ in Fig. 4(a), NMSE$(\hat{\mathbf{\alpha}})$ in Fig. 4(b) and $E_{\phi}$ in Fig. 4(c). Here, “Unquantized, $\theta \in [-10^\circ, 10^\circ]$” and “$\Sigma\Delta$, $\theta \in [-10^\circ, 10^\circ]$” indicate that the AoA is drawn uniformly at random from the sector $[-10^\circ, 10^\circ]$ in each channel realization. We can see that “$\Sigma\Delta$” performs similar to
that of “Unquantized” for the path with AoA arriving close to the array broadside, whereas the gap between “Unquantized” and “Σ∆” increases for the path arriving with angles away from the array broadside. This is mainly due to the quantization noise shaping at higher spatial frequencies. Performance degradation at higher SNRs is inevitable due to the larger degradation in path gain estimation. In other words, Fig. 5(c) demonstrates that a blind application of least squares without an appropriate selection of the clipping voltage level does not result in satisfactory performance.

Recall in Fig. 3(c), we discussed the impact of clipping voltage level selection and angle steering on the beampatterns in Step 2 as observed at the 1-bit spatial Σ∆ ADC. We now extend that discussion in Fig. 6(a), where we focus on the second stage of the proposed codebook as observed at the receiver of an unquantized system and compare it to the beampattern as seen at the receiver with a 1-bit spatial Σ∆ ADC. We consider a scenario where the path arrives at the BS with an AoA of $\theta = 30^\circ$ and an SNR of 10 dB. We observe that the beampatterns are severely distorted whenever the steering angle, voltage level, or both are incorrectly selected. Nevertheless, with a careful selection of voltage levels and steering angle, the beampatterns at the receiver with a 1-bit
spatial ΣΔ ADC are comparable to that of the unquantized system.

In Fig. 6(b) and Fig. 6(c), we demonstrate, respectively, the impact of angle steering and clipping voltage level selection on AoD estimation, where the AoA is drawn uniformly at random from the sector \([-30^\circ, 30^\circ]\) in each channel realization to compute \(E_\theta\). We can observe that failing to exploit angle steering leads to serious loss in performance. While clipping voltage selection was not crucial for AoA estimation, we observe that fixing the voltage level to an arbitrary value, such as \(c = 1\), or varying it in an inappropriate manner, e.g., using the clipping voltage level designed for Step 1 in Step 2 (indicated as “ΣΔ, c from Stepl”), does not provide satisfactory AoD estimation performance. In other words, a direct application of existing hierarchical codebook-based channel estimation methods, e.g., [3] without a careful selection of clipping voltage levels and phase shifts in the feedback loop will not provide reasonable performance for MIMO systems with 1-bit spatial ΣΔ ADCs.

2) Multipath channel: We now consider a multipath SU-MIMO channel with \(L = \{2, 3\}\), which are typical at mmWave frequencies. We assume that the complex path gains \(\alpha_i\) follow a truncated Gaussian distribution with \(|\Re(\alpha_i)|, |\Im(\alpha_i)| \geq \tau\) for \(i = 1, \ldots, L\). To ensure that all the \(L\) paths are sufficiently strong, we choose \(\tau = 0.5\). The AoDs are drawn uniformly at random from the sector \([-75^\circ, 75^\circ]\) with a minimum spacing of 0.1 in the direction cosine space and the AoAs are drawn uniformly at random from the sector \([-x^\circ, x^\circ]\) with a minimum spacing of 20°, where \(x^\circ = [45^\circ, 60^\circ]\). We choose \(T_1 = 10\) and \(T_2 = 1\). Recall that the proposed method with 1-bit spatial ΣΔ ADC, referred to as “ΣΔ”, requires reception of \(T_1\) pilots in Step 1 and \(2L T_2 N_s\) pilots in Step 2, where the reception at each step is with a different clipping voltage level. Hence, designing a scheme that utilizes all the available \(T_1 + 2LT_2 N_s\) measurements for channel estimation with 1-bit spatial ΣΔ ADCs is not straightforward.

We compare the performance of the proposed method with amplitude retrieval based one-bit SU-MIMO channel estimation algorithm [19], referred to as “AR” in the plots. In “AR”, after the amplitudes are recovered from one-bit measurements, standard channel estimation algorithm can be used. Since “AR” does not involve any clipping voltage selection, here, we use all the \(T_1 + 2LT_2 N_s\) measurements to perform amplitude recovery as in [19]. AoA and path gain estimation using Step 1 and AoD estimation using Step 2 as described in Section V. In addition to “Unquantized”, which serves as a benchmark for “ΣΔ” as it uses \(T_1\) pilots in Step 1 and \(2LT_2 N_s\) pilots in Step 2, we also report the performance of an unquantized system, labelled as “Unquantized full data”, that uses all the \(T_1 + 2LT_2 N_s\) pilots in both Step 1 and Step 2. Thus, the total number of pilot transmissions in all the methods that we compare with are the same. We have observed the runtime of the “AR” algorithm is significantly higher than the proposed method. Due to this reason, we use 500 independent Monte-Carlo (MC) experiments to compute the NMSE of “AR”, whereas 40000 MC experiments are used to obtain plots for “Unquantized,” “Unquantized full data,” and “ΣΔ” methods. NMSE of “AR” is, in general, much higher than that of the other methods, which suggests that a fewer number of MC runs is sufficient to obtain curves of comparable precision.

In Fig. 7 we show the channel estimation NMSE, where \(\theta \in [-45^\circ, 45^\circ]\) or \(\theta \in [-60^\circ, 60^\circ]\) indicate the sector from which the AoAs are drawn in each channel realization. We can observe that the performance of “ΣΔ” is comparable to that of “Unquantized” and is better than that of “AR” except at very low SNRs. At extremely low SNRs, we observe that the performance of “AR” is slightly better than that of “Unquantized” and “ΣΔ” as the effective number of snapshots available to estimate the channel parameters is larger for “AR”. At high SNRs, on the other hand, higher quantization noise in 1-bit systems leads to a deteriorated performance of “AR”. Similarly, at high SNRs and for angles away from broadside, there is an inevitable gap between the NMSE of “ΣΔ” and “Unquantized” due to the increase in the quantization noise. Furthermore, the NMSE of channel estimation for \(L = 3\) is slightly larger than that of \(L = 2\) due to the larger number of parameters to be estimated in the latter case. As expected, the benchmark scheme “Unquantized full data” has the lowest NMSE due to the absence of quantization and efficient use of all available snapshots to carry out channel estimation. In essence, the proposed method achieves performance comparable to that of “Unquantized” and significantly better than that of “AR” for most of the SNRs, making it an attractive choice for massive MIMO systems.

B. The MU-MIMO setting

For the MU-MIMO setting, we consider \(K = 8\) users and a BS having \(N_t \in \{128,256\}\) antennas that are \(d = 1/8\) wavelengths apart. We use \(L_k \in \{1,3\}\) for \(k = 1,\ldots,8\), \(T = 1\), and use 500 independent channel realizations for computing NMSE. For each path, the AoAs are drawn uniformly at random from the sector \([-45^\circ, 45^\circ]\) with a minimum spacing of 20°. We compare the channel estimation performance of the proposed method, referred to as “ΣΔ proposed” with the following state-of-the-art techniques in MU-MIMO channel estimation: (A) Bussgang decomposition followed by computing LMMSE MU-MIMO channel estimation for 1-bit MIMO systems [6], referred to as “BLMMSE”, (B) MU-MIMO channel estimation with 1-bit spatial ΣΔ ADC based on the Bussgang decomposition [14], labelled as “ΣΔ Bussgang”, (C) an LMMSE MU-MIMO channel estimator that uses unquantized data, referred to as “Unquantized LMMSE”, and (D) the proposed channel estimation algorithm from Section IV-B.
applied to unquantized data, referred to as “Unquantized angular”. “Unquantized angular” serves as the benchmark scheme for “ΣΔ proposed” and illustrates the loss due 1-bit spatial ΣΔ quantization. We reemphasize that “Unquantized LMMSE”, “BLMMSE”, and “ΣΔ Bussgang” require the channel correlation information to perform the Bussgang decomposition and for subsequent channel estimation, and that this amounts to knowing the angles that parameterize the angular channel model. However, for the sake of comparison, we generate an approximate channel correlation by assuming that each UE has 91 paths, each separated by 1 degree in the range of $[-45^\circ, 45^\circ]$ with $\alpha_k \sim C\mathcal{N}(0, I)$ [cf. (13)].

The NMSE performance of different methods for $(L_k, N_r) = (1, 128)$, $(L_k, N_r) = (3, 128)$ and $(L_k, N_r) = (3, 256)$ are presented in Fig. 8(a), Fig. 8(b), and Fig. 8(c), respectively. It can be observed that the proposed scheme performs better in terms of NMSE than existing methods, namely, “BLMMSE” and “ΣΔ Bussgang”. At low-to-moderate SNRs, the performance of “ΣΔ Proposed” is comparable to that of “Unquantized angular”. This corroborates the developed theory that 1-bit spatial ΣΔ ADCs have higher effective resolution, which can be leveraged for parametric estimation. At higher SNRs, the NMSE performance reduces for both “ΣΔ Bussgang” and “ΣΔ Proposed” due to the inevitable increase in quantization noise that is bound to occur at high SNRs. Nonetheless, even at high SNRs, the proposed method outperforms “ΣΔ Bussgang” by a margin of about 8 dB (respectively, 12 dB) for $N_r = 128$ (respectively, $N_r = 256$).

As expected, the performance of the parametric channel estimation techniques (i.e., “Unquantized angular” and “ΣΔ Proposed”) is better than their non-parametric counterparts (i.e., “Unquantized LMMSE” and “ΣΔ Bussgang”) as the parametric techniques exploit the structure in the angular channel model. As expected, the channel estimation performance of “ΣΔ Proposed” and “Unquantized angular” is better in Fig. 8(a) with $L_k = 1$ as compared to the multipath scenario in Fig. 8(b). Furthermore, in Fig. 8(a), we can see that “ΣΔ Proposed” is about $8-12$ dB better when compared to the state-of-the-art method “ΣΔ Bussgang”. Also, when $N_r$ is doubled from 128 in Fig. 8(b) to 256 in Fig. 8(c), due to the improved resolution and quantization noise shaping of the larger antenna array in the latter, we see that the proposed technique significantly outperforms existing techniques.

In Fig. 8(d), we compare the performance of the proposed channel estimator when the true channel correlation is used to compute the Bussgang decomposition. In this setting, though not realizable in practice, “Unquantized LMMSE” is the optimal channel estimator. We can see that “Unquantized angular”, which is the proposed technique that works with unquantized data performs similar to that of the optimal estimator at low-to-moderate SNRs. Also, we can see that the performance of our method is comparable (in terms of channel estimation NMSE) to “ΣΔ Bussgang” at moderate-to-high SNRs.

**VIII. CONCLUSIONS**

In this paper, we have presented an algorithm for channel estimation with angular models in massive MIMO systems employing 1-bit spatial ΣΔ ADC. We have developed a quantization noise model for 1-bit spatial ΣΔ ADCs that is useful, in general, for large array processing applications. Although computing the complete quantization noise probability density function is difficult, the developed noise model allows us to compute its second-order statistics that can be used to prewhiten data when solving parametric estimation problems. When the quantization voltage levels and phase shifts in the feedback loop are carefully selected, the effective resolution of 1-bit spatial ΣΔ ADCs can be improved and hence are comparable to unquantized systems in most operating regimes of interest. We have developed a two-step channel estimation procedure to estimate the AoAs, AoDs, and path gains that characterize the MIMO channel. The proposed algorithm allows us to select the phase shifts and quantization voltage levels, which depend on the unknown channel parameters. Through numerical simulations, we have demonstrated that with the proposed channel estimation algorithm, MIMO systems with 1-bit spatial ΣΔ ADCs perform significantly better than MIMO systems with regular 1-bit quantization and are often on par with that of unquantized MIMO systems for low-to-moderate SNRs.

**APENDIX**

**PROOF OF LEMMA 1**

The expressions in (6) are obtained by adapting the derivation in (22) to 1-bit spatial ΣΔ ADCs and are derived here for self containment.

From (1) and (2) with $\psi = 0$, we have the recursion

$$y_n(t) = x_n(t) + e_n(t) - e_{n-1}(t). \quad (29)$$
Let us define the normalized quantization error as
\[
\varepsilon_n(t) = 0.5b^{-1} e_n(t) + \mu,
\]
where \(\mu = 0.5 + 0.5b\) and \(0 \leq \Re(\varepsilon_n(t)), \Im(\varepsilon_n(t)) \leq 1\) as the quantization error \(e_n(t)\) is bounded when the voltage levels are chosen as in \((4)\).

Using \((1)\), we can express \(\varepsilon_n(t)\) and \(r_n(t)\) in terms of the input and output of the quantizer as
\[
\Re(\varepsilon_n(t)) = \frac{1}{2b} \left( \Re(Q_0[r_n(t)]) - \Re(r_n(t)) \right) + 0.5
\]
with
\[
\Re(r_n(t)) = \Re(x_n(t)) - 2b\Re(\varepsilon_n(t)) + b.
\]
When \(\Re(r_n(t)) > 0\), or equivalently, when \(\Re(\varepsilon_n(t)) - 0.5b^{-1}\Re(x_n(t)) < 0.5\), we have \(Q_0[r_n(t)] = b\). This allows us to constrain \((31)\) as
\[
0 \leq \Re(\varepsilon_n(t)) = \Re(\varepsilon_n(t)) - 0.5b^{-1}\Re(x_n(t)) + 0.5 < 1.
\]
Thus, \(\Re(\varepsilon_n(t)) = (\Re(\varepsilon_n(t)) - 0.5b^{-1}\Re(x_n(t)) + 0.5)\) as the fractional part function \(\langle x \rangle = x\) for \(0 \leq x < 1\). Similarly, when \(\Re(r_n(t)) < 0\), or equivalently, when \(\Re(\varepsilon_n(t)) - 0.5b^{-1}\Re(x_n(t)) > 0.5\), we have \(Q_0[r_n(t)] = -b\),
\[
\Re(\varepsilon_n(t)) = \Re(\varepsilon_n(t)) - 0.5b^{-1}\Re(x_n(t)) - 0.5,
\]
and
\[
1 \leq \Re(\varepsilon_n(t)) - 0.5b^{-1}\Re(x_n(t)) + 0.5 < 2,
\]
where the lower and upper bounds are due to the fact that \(0 \leq \Re(\varepsilon_n(t)) \leq 1\) and due to clipping \(-b \leq \Re(x_n(t)) \leq b\). For \(x \in [1,2]\), we have \(\langle x \rangle = x - 1\). Therefore, when \(\Re(r_n(t)) < 0\), from \((32)\), we again have
\[
\Re(\varepsilon_n(t)) = \Re(\varepsilon_n(t)) - 0.5b^{-1}\Re(x_n(t)) + 0.5).
\]
Recursively substituting for \(\Re(\varepsilon_{n-1}(t)), \Re(\varepsilon_{n-2}(t)),\) and so on in \((33)\) and using the fact that \(\langle x+y \rangle = \langle x \rangle + \langle y \rangle\), \(\forall x, y \in \Re\), we obtain
\[
\Re(\varepsilon_n(t)) = \left( 0.5(n+1) - 0.5b^{-1} \sum_{k=1}^{n} \Re(x_k(t)) \right).
\]
Using the above expression in \((30)\) yields
\[
\Re(\varepsilon_n(t)) = 2b \left( 0.5(n+1) - 0.5b^{-1} \sum_{k=1}^{n} \Re(x_k(t)) \right) - b.
\]
Using the fact that \(\langle -x + (n-1) \rangle = -(x+1), \forall n \in \mathbb{Z}, x \in \Re\), the above expression can be equivalently expressed as \((6a)\).

The expression for the imaginary part in \((6b)\) can be derived along the same lines.
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