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Abstract Stochastic space-time fractional diffusion equations often appear in the modeling of the heat propagation in non-homogeneous medium. In this paper, we firstly investigate the Mittag–Leffler Euler integrator of a class of stochastic space-time fractional diffusion equations, whose super-convergence order is obtained by developing a helpful decomposition way for the time-fractional integral. Here, the developed decomposition way is the key to dealing with the singularity of the solution operator. Moreover, we study the Freidlin–Wentzell type large deviation principles of the underlying equation and its Mittag–Leffler Euler integrator based on the weak convergence approach. In particular, we prove that the large deviation rate function of the Mittag–Leffler Euler integrator $\Gamma$-converges to that of the underlying equation.
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1 Introduction

In this paper, we study the following stochastic space-time fractional diffusion equation driven by fractionally integrated Gaussian noise with $\alpha \in (0,1)$, $\beta \in (0,1]$ and $\gamma \in [0,1]$ (see [18]):

$$\partial_t^\alpha X(t) + A^\beta X(t) = F(X(t)) + \dot{I}_t^\gamma W(t), \quad \forall t \in (0,T] \tag{1.1}$$

with $X(0) = X_0$. Here, $\partial_t^\alpha$ denotes the Caputo fractional time derivative defined by (see e.g., [23])

$$\partial_t^\alpha X(t) = \frac{1}{\Gamma(1-\alpha)} \frac{\partial}{\partial t} \int_0^t (t-s)^{-\alpha} (X(s) - X(0))ds$$

with $\Gamma(\cdot)$ being the Gamma function, $A^\beta$ is the spectral fractional Laplacian with $A := -\Delta$ being the negative Dirichlet Laplacian operator in some convex polygonal domain $\mathbb{D} \subset \mathbb{R}^d$ ($d \in \{1,2,3\}$), and $I_t^\gamma$ is the Riemann–Liouville fractional time integral given by $I_t^\gamma W(t) = \frac{1}{\Gamma(\gamma)} \int_0^t (t-s)^{\gamma-1} W(s)ds$. Besides, the initial datum $X_0$ takes values in $H := L^2(\mathbb{D})$, $F : H \to H$ is a Borel measurable mapping, and $\{W(t)\}_{t \in [0,T]}$ denotes a cylindrical Q-Wiener process on some complete filtered probability space $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \in [0,T]}, \mathbb{P})$, where the covariance operator $Q : H \to H$ is a bounded, linear, self-adjoint, positive semi-definite operator and not necessarily has finite trace.
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1.1 Physical background

Stochastic fractional diffusion equations have been extensively applied to the modeling of some complicated noise systems with long memory or long-range correlations, such as the heat conduction in materials with thermal memory subject to noise factors, and particles fluctuating in viscoelastic fluids (see e.g., [7, 8, 21]). In order to clarify the physical motivation of the model (1.1), we give two typical applications here.

Putting $\gamma = 1 - \alpha$ and applying $\partial_t^{1-\alpha}\sigma$ to (1.1), then it follows from $\partial_t^{1-\alpha}T_\lambda W(t) = W(t)$ that

$$\partial_t X(t) + \partial_t^{1-\alpha}A^\alpha X(t) = \partial_t^{1-\alpha}F(X(t)) + \mathcal{W}(t), \quad \forall t \in (0, T].$$

(1.2)

The fractional power $A^\alpha$ is the infinitesimal generator of some Markov process $Z$, which is obtained by killing the standard Brownian motion $B$ at the first exit time $T_\lambda := \inf\{t > 0 : B(t) \notin \mathbb{D}\}$ of $B$ from the domain $\mathbb{D}$ and then subordinating the killed Brownian motion using the $\alpha$-stable subordinator $T_\lambda$, namely,

$$Z(t) = \begin{cases} B(T_t), & T_t < T_\lambda, \\ \Theta, & T_t \geq T_\lambda, \end{cases}$$

where $\Theta$ is an isolated point serving as a cemetery. The Fokker–Planck equation corresponding to $Z(t)$ is given by (see e.g., [22])

$$\partial_t u(t) + \partial_t^{1-\sigma}A^\beta u(t) + \frac{1}{\Gamma(\alpha)}\partial_t^{1-\sigma}A^\beta u(0) = 0.$$

When $u(0) = 0$ and the population of the particles is affected by the external source term depending on the density of the particles and the external Gaussian noise, we obtain the Fokker–Planck equation (1.2), which corresponds to the model (1.1) with $\gamma = 1 - \alpha$.

For the general case where $\gamma$ is not necessarily $1 - \alpha$, we provide another physical background of studying time-fractional stochastic partial differential equations (SPDEs) with fractionally integrated additive noise, which is adapted from [8]. Let $u(t, x), q(t, x)$ and $\tilde{K}(t, x)$ denote the body temperature, energy and flux density, respectively. Then the relations

$$\partial_t q(t, x) = -\text{div}\tilde{K}(t, x),$$

$$q(t, x) = \sigma u(t, x), \quad \tilde{K}(t, x) = -\lambda \nabla u(t, x), \quad \sigma, \lambda > 0$$

yield the classical heat equation $\sigma\partial_t u = \lambda u$, which describes the heat propagation in homogeneous medium. For the non-homogeneous media, the relation $q(t, x) = \sigma u(t, x)$ commonly becomes

$$q(t, x) = \int_0^t k(t-s)u(s, x)ds$$

(1.3)

with some appropriate kernel $k(t)$. Typically, the power law kernel $t^{-\gamma}$ is chosen to describe that more recent past affects the present more. In some practical environments, external noises cannot be ignored. So it is necessary to consider the extension of (1.3), for instance,

$$q(t, x) = \int_0^t k(t-s)u(s, x)ds + \int_0^t \sigma(t-s)dW(s).$$

(1.4)

If $\lambda = 1, u(0, x) = 0, k(t) = \Gamma(1-\alpha)^{-1}t^{-\alpha}$ and $\sigma(t) = -\Gamma(\gamma + 1)^{-1}t^{-\alpha}$, then differentiating (1.4) in $t$ reveals

$$-\text{div}\tilde{K}(t, x) = \frac{\partial}{\partial t}q(t, x) = \frac{1}{\Gamma(1-\alpha)}\frac{\partial}{\partial t}\int_0^t (t-s)^{-\alpha}u(s, x)ds = \frac{1}{\Gamma(\gamma + 1)}\frac{\partial}{\partial t}\int_0^t (t-s)^{-\gamma}dW(s),$$

since $\frac{1}{\Gamma(\gamma + 1)}\int_0^t (t-s)^{-\gamma}dW(s) = \frac{1}{\Gamma(\gamma + 1)}\int_0^t \int_0^t (t-s)^{-1}dW(s)dr$. Thus we can obtain the time-fractional stochastic heat equation $\partial_t^\alpha u - \Delta u = \int_0^t W(t)$, which describes the heat conduction in non-homogeneous medium subject to noises (see e.g., [15, 17, 26]).
1.2 Mathematical statement

Let \( ((\lambda_k, \phi_k))_{k=1}^\infty \) be the sequence of eigenpairs of the negative Dirichlet Laplacian \( A \) with \( 0 < \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_k \leq \cdots \). In fact, \( \{\phi_k\}_{k=1}^\infty \) forms an orthonormal basis of the separable Hilbert space \((H, \langle \cdot, \cdot \rangle, \|\cdot\|)\). Set \( H^\infty(\Omega) \) or simply \( H^\infty \) for any \( \varphi \in \mathbb{R} \) as a Hilbert space induced by the norm \( \|\varphi\| := \left( \sum_{k=1}^\infty \lambda_k^2 \varphi_k^2 \right)^{1/2} \). The spectral fractional Laplacian \( \Lambda^\beta \) is defined by \( \Lambda^\beta \varphi = \sum_{k=1}^\infty \lambda_k^\beta \varphi \phi_k \) for \( \varphi \in \dot{H}^{2\beta} \). Let \( \mathcal{L}(H) \) be the space of bounded linear operators from \( H \) to \( H \) equipped with the usual operator norm \( \|\cdot\|_{\mathcal{L}(H)} \). Given separable Hilbert spaces \( \mathcal{U} \) and \( \mathcal{V} \), denote by \( \mathcal{L}_2(\mathcal{U}, \mathcal{V}) \) the space of Hilbert–Schmidt operators \( \mathcal{O} : \mathcal{U} \to \mathcal{V} \) endowed with the Hilbert–Schmidt norm \( \|\mathcal{O}\|_{\mathcal{L}_2(\mathcal{U}, \mathcal{V})} := \left( \sum_{k=1}^\infty \|\mathcal{O}\phi_k\|^2_{\mathcal{V}} \right)^{1/2} \), where \( \{\phi_k\}_{k=1}^\infty \) is an orthonormal basis of \( \mathcal{U} \). Besides, we use the abbreviation \( \mathcal{L}_2(H) := \mathcal{L}_2(H, H) \).

In recent years, there are a plenty of works on the mathematical theory of different types of fractional SPDEs (e.g., see [1, 6–8, 21]) for the well-posedness and spatio-temporal regularity, and [27, 28] for the large deviation principle (LDP). In order to study the mathematical theory of the model (1.1), we impose the following two assumptions.

**Assumption 1.1** Let \( \alpha \in (0,1), \beta \in (0,1], \gamma \in [0,1] \) with \( \alpha + \gamma > \frac{1}{2} \) and the covariance operator \( Q \) satisfy

\[
\|A^{\frac{3}{2}\alpha}Q^{\frac{1}{2}}\|_{\mathcal{L}(H)} < \infty \quad \text{for some } r \in (0,\kappa],
\]

where \( \kappa := \min\{\alpha + \gamma - \frac{1}{2}, \frac{1}{2}, 2\beta\} - \varepsilon_0 > 0 \) being arbitrarily small.

**Assumption 1.2** There exists a positive constant \( L \) such that

\[
\|F(\phi)\| \leq L(1 + \|\phi\|) \quad \text{and} \quad \|F'(\phi)\| \leq L\|\phi\|, \quad \forall \phi, \psi \in H.
\]

Then the model (1.1) admits a unique mild solution given by (see Theorem 3.1)

\[
X(t) = S_{1-\alpha}(t)X_0 + \int_0^t S_\eta(t-s)F(X(s))ds + \int_0^t S_\gamma(t-s)W(s), \quad t \in [0,T]. \tag{1.5}
\]

Here, the solution operator \( S_\eta(t) : H \to H \) with \( \eta \in [0,1] \) and \( t > 0 \) is given by

\[
S_\eta(t)\psi = e^{t^{\alpha+\gamma-1}} \sum_{k=1}^\infty E_{a,\alpha+\gamma}(-\Lambda_k^\beta)(\psi, \phi_k)\phi_k, \quad \text{for } \psi \in H, \tag{1.6}
\]

where \( E_{a,b}(\cdot) \) with \( a \in (0,1) \) and \( b \in \mathbb{R} \) is the Mittag–Leffler function (see Appendix A). For convenience, the mild solution (1.5) can also be represented as

\[
X(t) = S_{1-\alpha}(t)X_0 + T_{F,X}(t) + A(t) \tag{1.7}
\]

via the following two convolutions

\[
T_{F,X}(t) := \int_0^t S_\eta(t-s)F(X(s))ds, \quad A(t) := \int_0^t S_\gamma(t-s)W(s), \quad \forall t \in [0,T]. \tag{1.8}
\]

As shown in Proposition 3.1, the mild solution \( X \) belongs to \( L^\infty([0,T], L^p(\Omega, H^p)) \) and is Hölder continuous with order \( \min\{\alpha, \frac{3\alpha}{2p} + (\gamma - \frac{1}{2})^*\} \) in \( L^p(\Omega, H^p) \) for \( p \geq 2 \). These quantitative properties can also be extended to the controlled equation (3.11) and the skeleton equation (3.12) associated with (1.1). On this basis, we obtain in Theorem 3.2 the Freidlin–Wentzell type LDP of the model (1.1) in the continuous function space \( C([0,T], H) \), by means of the weak convergence approach introduced in [2].

We further study the discrete-time simulations of the model (1.1), in view of the demand for realizing it on computers. A distinctive feature of the model (1.1), compared to the classical SPDE, is that its solution operator \( S_\eta(t) \) does not possess the semigroup property, and this brings additional challenges for developing efficient numerical methods and the related rigorous error analysis for the model (1.1). Let us introduce some existing results in this direction. The Grünwald–Letnikov method and the L1 method as two time-stepping methods are successively studied in [15, 17, 26] for the linear case of (1.1). When \( \alpha \in (\frac{1}{2}, 1) \), the model (1.1) is also numerically solved in [18] by the Galerkin finite element method combined with the Wong–Zakai approximation, which mainly focuses on the spatial discretization. We also refer to [14, 19, 22] and references therein for the numerical studies of other variants of the model (1.1). Nevertheless,
the rigorous error analysis of time-stepping methods of the model (1.1) remains far from fully explored especially for the case \( \alpha \in (0, 1) \) where the mild solution is rather rough.

Let \( \{t_m = mh\}_{m=0}^{M} \) with \( h = T/M \) be a uniform partition of \([0, T]\), where \( M \geq 2 \) is some fixed integer. We discretize the model (1.1) by the Mittag–Leffler Euler (MLE) integrator:

\[
Y_m = S_{1-\alpha}(t_m)Y_0 + \sum_{j=0}^{m-1} \int_{t_j}^{t_{j+1}} S_0(t_m - s)F(Y_s)ds + \Lambda(t_m),
\]

for \( m = 1, 2, \cdots, M \) and \( Y_0 = X_0 \). Notice that the stochastic convolution \( \Lambda(t) \) defined by (1.8) is a fractionally integrable Gaussian process and can be simulated on the grid points with a specified precision. When developing the error analysis of the MLE integrator, two main difficulties we encounter are (Q1): the singularity of the solution operator \( S_0(t) \); and (Q2): the low regularity of the mild solution (1.5). The difficulty (Q1) also appears in the error analysis of the MLE integrator for the finite-dimensional deterministic counterpart of the model (1.1), which has been well overcome in [13] by using the asymptotic expansion \( C_{0,0} + C_{0,1}t^\alpha + C_{0,2}t^{2\alpha} + C_{1,1}t^{1+\alpha} + \cdots \) of the true solution. Unfortunately, an asymptotic expansion of this type seems unavailable for the mild solution (1.5) of (1.1) due to the appearance of the noise source. Instead, we solve (Q1) by developing a useful decomposition way for the singular convolution \( \mathcal{T}_{F,X}(\cdot) \) (see Proposition 2.1). In fact, the developed decomposition way also helps us to establish a higher-order regularity estimate for the mild solution (1.5) (see Proposition 3.2), which is the key to overcoming (Q2). Together with the estimates of the stochastic convolution \( \Lambda(t) \), we establish the strong error analysis of the MLE integrator (1.9), where the influence of the parameters \( \alpha, \beta, \gamma \) and the regularity of the noise on the convergence rate is revealed. It turns out that the MLE integrator is super-convergent in the sense that its strong convergence order is higher than the temporal H"older continuity exponent of the mild solution (1.5); see Theorems 4.1 and 4.2 for the linear and nonlinear cases, respectively. In addition, we prove in Proposition 4.1 that the Freidlin–Wentzell type LDP in \( C([0, T], H) \) also holds for the continuified MLE integrator, and in Theorem 4.3 that the large deviation rate function of the numerical solution \( \Gamma \)-converges to that of the exact solution.

The rest of the paper is organized as follows. Section 2 introduces some notations and the regularity estimates of the singular convolution \( \mathcal{T}_{F,X}(\cdot) \) and stochastic convolution \( \Lambda(\cdot) \). In Section 3, we give the well-posedness, spatio-temporal regularity and the Freidlin–Wentzell type LDP for the model (1.1). In Section 4, we present the strong convergence analysis and Freidlin–Wentzell type LDP for the MLE integrator of the model (1.1).

2 Convolution estimates

Unless otherwise specified, the following notations will be used throughout this paper. Denote \( a \lor b := \max\{a, b\} \) and \( a \land b := \min\{a, b\} \) for \( a, b \in \mathbb{R} \), and in particular, \( a^+ := a \lor 0 \). Use \( e > 0 \) to represent a sufficiently small constant and set \( \inf \emptyset = \infty \) by convention. Denote by \( C \) a generic constant and use \( C(\cdot) \) if necessary to mention the parameters it depends on, which may change at each occurrence but are always independent of the stepsize \( h \).

In this section, we are devoted to analyzing the singular convolution

\[
\mathcal{T}_G(t) := \int_0^t S_0(t-u)G(u)du, \quad \forall t \in [0, T]
\]

and the stochastic convolution \( \Lambda(t) \) defined by (1.8). Here, \( G : [0, T] \to L^p(\Omega, H) \) with some \( p \geq 2 \) is measurable, and we will take \( G = F \circ X \) in Sections 3 and 4.

Considering the temporal regularity of \( \mathcal{T}_G \), one usually uses the following decomposition

\[
\mathcal{T}_G(t) - \mathcal{T}_G(s) = \int_s^t (S_0(t-u) - S_0(s-u))G(u)du + \int_s^t S_0(t-u)G(u)du
\]

for \( 0 < s < t \leq T \). As a result, under the assumption \( \sup_{t \in [0, T]} \|G(t)\|_{L^p(\Omega, H)} < \infty \), by Lemma A.1, one obtains that for all \( 0 < s < t \leq T \),

\[
\|\mathcal{T}_G(t) - \mathcal{T}_G(s)\|_{L^p(\Omega, H)} \leq \int_0^s \|S_0(t-u) - S_0(s-u)\|_{L^p(\Omega, H)}G(u)du + \int_s^t S_0(t-u)G(u)du\|_{L^p(\Omega, H)}
\]
The above estimate reveals that the singularity of the solution operator \( S_0 \) will apparently affect the regularity of \( T_G \). In order to obtain a finer regularity estimate for the singular convolution \( T_G \), we introduce another decomposition way

\[
T_G(t) = \int_0^t S_0(t-u)G(0)du + \int_0^t S_0(t-u)(G(u)-G(0))du, \quad \forall t \in [0,T].
\]  

(2.3)

As shown in Proposition 2.1, the advantage of the decomposition way (2.3) lies in avoiding the singularity of \( S_0 \). To be specific, \( \Phi(t) = S_1(t)G(0) \) can be bounded by using the fact that the operator \( S_1(t) \) is non-singular, while the singularity of \( S_0(t-u) \) in \( \Psi(t) \) can be balanced by the Hölder continuity of \( G \). Roughly speaking, one can regard the singular convolution \( T_G(t) \) as a time-fractional integral of order \( \alpha \), and Proposition 2.1 essentially indicates that the integral (2.1) can lift the regularity of the integrand with the index \( \alpha \).

**Proposition 2.1** Let \( p \geq 2 \) and \( T_G(t) \) be the convolution defined by (2.1) with \( G \) satisfying \( \sup_{n([0,T])} ||G(t)||_{L^p(\Omega,H)} < \infty \). Then for the decomposition (2.3), one has the following statements:

1. For all \( 0 < s < t \leq T \),
   \[
   ||\Phi(t) - \Phi(s)||_{L^p(\Omega,H)} \leq C(t^\alpha - s^\alpha).\]

2. If there exist constants \( K > 0, \mu < 1 \) and \( \nu \in (-\alpha,1) \) such that for all \( 0 < u_1 < u_2 \leq T \),
   \[
   ||G(u_2) - G(u_1)||_{L^p(\Omega,H)} \leq Ku_1^{\mu}(u_2 - u_1)^\nu,\]
   then for all \( 0 < s < t \leq T \),
   \[
   ||\Psi(t) - \Psi(s)||_{L^p(\Omega,H)} \leq C(t^\alpha - s^\alpha) + C\mu^{\nu}(t-s)^{\min[\alpha+\nu-1,1]}.
   \]

As a result, for all \( 0 < s < t \leq T \),
\[
||T_G(t) - T_G(s)||_{L^p(\Omega,H)} \leq C(t^\alpha - s^\alpha) + C\mu^{\nu}(t-s)^{\min[\alpha+\nu-1,1]}.
\]

Here, all the constants \( C > 0 \) are independent of \( t \) and \( s \).

**Proof** (1) By Lemma A.1(3),
\[
||S_1(t) - S_1(s)||_{\mathcal{L}(H)} \leq C \int_0^t u^{\alpha-1}du \leq C(t^\alpha - s^\alpha).
\]  

(2.5)

It follows from (A.3) that
\[
\Phi(t) - \Phi(s) = \int_0^t S_0(t-u)G(0)du - \int_0^s S_0(t-u)G(0)du = (S_1(t) - S_1(s))G(0),
\]
which together with (2.5) indicates
\[
||\Phi(t) - \Phi(s)||_{L^p(\Omega,H)} \leq ||S_1(t) - S_1(s)||_{\mathcal{L}(H)}||G(0)||_{L^p(\Omega,H)} \leq C(t^\alpha - s^\alpha).
\]

(2) For convenience, denote \( \tau := t - s > 0 \). Then, by the change of variables,
\[
\Psi(t) - \Psi(s) = \int_0^t S_0(t-u)G(s-u) - G(0)du - \int_0^s S_0(t-u)G(s-u) - G(0)du
\]
\[
= \int_{-\tau}^s S_0(t+\tau)G(s-u) - G(0)du - \int_0^s S_0(t)G(s-u) - G(0)du
\]
\[
=: \Psi(t) - \Psi(s).
\]

This completes the proof.
It follows from the fact $\Psi_1 = (S_1(t) - S_1(s))(G(s) - G(0))$ and (2.5) that

$$\| \Psi_1 \|_{L^p(H)} \leq \| S_1(t) - S_1(s) \|_{L^p(H)} \| G(s) - G(0) \|_{L^p(H)} \leq C(t^\alpha - s^\alpha).$$

Using Lemma A.1(1), (2.4) and the Beta function $B(a, b) := \int_0^1 u^{a-1}(1-u)^{b-1}du$ for $a, b > 0$ shows

$$\| \Psi_2 \|_{L^p(H)} \leq \int_{-T}^0 \| S_0(u + \tau) \|_{L^p(H)} \| G(s - u) - G(s) \|_{L^p(H)} du \\
\leq C \int_{-T}^0 (u + \tau)^{\alpha-1}s^\beta(-u)^\gamma du \\
\leq C s^\beta u^{\alpha+\gamma}.$$ 

By (2.4), Lemma A.1(3) and the estimate $\int_0^T \omega^{\alpha-2} du \leq Ct^{\alpha-1-\nu\min\{\alpha+\nu-1, 0\}}$ with $u \in (0, T]$ and $\nu \in (-\alpha, 1)$,

$$\| \Psi_3 \|_{L^p(H)} \leq \int_0^T \| S_0(u + \tau) - S_0(u) \|_{L^p(H)} \| G(s - u) - G(s) \|_{L^p(H)} du \\
\leq C \int_0^T \int_{u-T}^u \omega^{\alpha-2} du \| d\omega(s - u) \|^{\nu} u^{\alpha} du \\
\leq C s^\beta u^{\alpha+\gamma}.$$ 

Therefore, by collecting these estimates at hand, we have

$$\| \Psi(t) - \Psi(s) \|_{L^p(H)} \leq \sum_{j=1}^3 \| \Psi_j \|_{L^p(H)} \leq C(t^\alpha - s^\alpha) + C s^\beta (t-s)^{\min\{\alpha+\nu-1, 0\}}.$$ 

The proof is completed. \( \square \)

**Proposition 2.2** Let $A(t)$ be the stochastic convolution defined by (1.8). If Assumption 1.1 holds, then for any $p \in [r - 2, r]$ and $p \geq 2$, there exists some positive constant $C$ such that for all $0 < s < t \leq T$,

$$\| A(t) \|_{L^p(H)} \leq C(t^\alpha - s^\alpha) + C(t-s)^{\min\{\alpha+\nu-\frac{1}{2} - \frac{\alpha}{2(r-\nu)}(r-\nu)\}, 1-\epsilon}. $$

**Proof** We only prove the second estimate since the first one is a byproduct. Note that

$$\| A(t) - A(s) \|_{L^p(H)} \leq \left\| \int_s^t S_y(t-u) dW(u) \right\|_{L^p(H)} + \left\| \int_0^s S_y(t-u) - S_y(s-u) dW(u) \right\|_{L^p(H)}.$$ 

(2.6)

Using Assumption 1.1 and Lemma A.1(1) indicates

$$\int_s^t \| A^\frac{\alpha}{2} S_y(t-u) Q^\frac{\beta}{2} \|_{L^p(H)}^2 du \leq \| A^\frac{\alpha}{2} Q^\frac{\beta}{2} \|_{L^p(H)}^2 \int_s^t \| A^\frac{\alpha+\gamma}{2} S_y(t-u) \|_{L^p(H)}^2 du \\
\leq C(t-s)^{3(\alpha+\nu-\frac{1}{2} - \frac{\alpha}{2(r-\nu)}(r-\nu))},$$

which along with the Burkholder–Davis–Gundy inequality (see e.g., [10]) yields

$$\left\| \int_s^t S_y(t-u) dW(u) \right\|_{L^p(H)} \leq C(t-s)^{\alpha+\nu-\frac{1}{2} - \frac{\alpha}{2(r-\nu)}(r-\nu)).$$ 

(2.7)

Besides, Assumption 1.1 and Lemma A.2 reveal

$$\left( \int_0^s \| A^\frac{\alpha}{2} (S_y(t-u) - S_y(s-u)) Q^\frac{\beta}{2} \|_{L^p(H)}^2 du \right)^\frac{1}{2}.$$
We begin with stating the existence and uniqueness of the mild solution \( (1) \). This section gives the well-posedness, regularity and small noise asymptotic behavior of the stochastic analysis of the MLE integrator \((1.9)\). In particular, we present a singular-type temporal regularity estimate for the mild solution \( (1.9) \) implies \( \| \cdot \|_{L^p(Q, H^r)} \) estimate for the mild solution \( (1.9) \) holds. Then the model \((1.1)\) implies

\[
\begin{align*}
&\| \frac{d}{dt} X(t) - \frac{d}{dr} S_r(s) \|_{L^p(Q, H^r)} \\
\leq &\| A^\frac{1}{2} Q^\frac{1}{2} \|_{L^q(H)} \left( \int_0^t \| A^{x \frac{1}{2}} (S_y(t-u) - S_y(s-u)) \|^2_{L^q(H)} du \right)^{\frac{1}{2}} \\
\leq &\begin{cases} 
C(t-s)^{\frac{1}{2} \frac{(k-r)\cdot \beta}{(1-r)\cdot \beta}}, & \text{if } \alpha + \gamma = 1 \\
C(t-s)^{\min\{\alpha + \gamma - \frac{1}{2} \frac{(k-r)\cdot \beta}{(1-r)\cdot \beta} + 1, 1-k\}}, & \text{if } \alpha + \gamma \neq 1
\end{cases}
\end{align*}
\]

which in combination with the Burkholder–Davis–Gundy inequality gives

\[
\left\| \int_0^T S_y(t-u) - S_y(s-u) dW(u) \right\|_{L^p(Q, H^r)} \leq C(t-s)^{\min\{\alpha + \gamma - \frac{1}{2} \frac{(k-r)\cdot \beta}{(1-r)\cdot \beta} + 1, 1-k\}}
\]

(2.8) Finally, combining the estimates (2.6)–(2.8) completes the proof. \( \square \)

3 Stochastic space-time fractional diffusion equation

This section gives the well-posedness, regularity and small noise asymptotic behavior of the stochastic space-time fractional diffusion equation \((1.1)\). In particular, we present a singular-type temporal regularity estimate for the mild solution \( (1.5) \) by making full use of Proposition 2.1. In the strong convergence analysis of the MLE integrator \((1.9)\), the singular-type temporal regularity estimate is more instrumental than Hölder’s regularity estimate, since the former has a higher exponent than the latter.

3.1 Well-posedness and regularity

We begin with stating the existence and uniqueness of the mild solution \( (1.5) \), whose proof can be found in Appendix B; see also [18] for the case of \( \alpha \in \left( \frac{1}{2}, 1 \right) \) and \( \beta \in \left( \frac{1}{2}, 1 \right) \).

**Theorem 3.1 (existence and uniqueness)** Let \( X_0 \in L^p(\Omega, H) \) with some \( p \geq 2 \) and Assumptions 1.1 and 1.2 hold. Then the model \( (1.1) \) admits the unique mild solution \( X \in C([0, T], L^p(\Omega, H)) \) given by \((1.5)\).

Next, we give the spatio-temporal regularity of the mild solution \( (1.5) \), whose proof is mainly based on the estimates of solution operators (see Appendix A) and Proposition 2.2.

**Proposition 3.1 (regularity)** Let \( p \geq 2 \) and Assumptions 1.1–1.2 hold.

(1) If \( X_0 \in L^p(\Omega, H^r) \), then \( X \in C([0, T], L^p(\Omega, H^r)) \).

(2) If \( X_0 \in L^p(\Omega, H^{2\beta}) \), then there exists some positive constant \( C \) such that

\[
\| X(t) - X(s) \|_{L^p(\Omega, H)} \leq C(t-s)^{\min\{\alpha, \frac{p(r-1)}{2\beta} + \frac{1}{2}\}} \quad \forall 0 \leq s < t \leq T.
\]

(3.1)

**Proof** (1) Using \((1.5)\), Proposition 2.2 with \( \rho = r \), Lemma A.1(1) and Assumption 1.2, we obtain

\[
\| X(t) \|_{L^p(\Omega, H^r)} \leq \| S_{1-a}(t) \|_{L^q(H)} \| X_0 \|_{L^p(\Omega, H^r)} + \int_0^t \| A^{\frac{1}{2}} S_0(t-s) \|_{L^q(H)} \| F(X(s)) \|_{L^p(\Omega, H)} ds + C
\]

\[
\quad \leq C + C \int_0^t (t-s)^{\alpha - 1 - \frac{1}{2} \frac{\beta}{\beta}} (1 + \| X(s) \|_{L^p(\Omega, H)}) ds, \quad \forall t \in [0, T],
\]

in which the norm \( \| \cdot \|_{L^p(\Omega, H^r)} \) can be further bounded by \( C \| \cdot \|_{L^p(\Omega, H^r)} \). Thus, applying the relation \( r < 2\beta \) and the singular-type Grönwall’s inequality yields the spatial regularity result.

(2) By Lemma A.1(2) and \( \| X_0 \|_{L^p(\Omega, H^{2\beta})} < \infty \),

\[
\| (S_{1-a}(t) - S_{1-a}(s)) X_0 \|_{L^p(\Omega, H)} \leq \| A^{\frac{1}{2}} (S_{1-a}(t) - S_{1-a}(s)) \|_{L^q(H)} \| X_0 \|_{L^p(\Omega, H^{2\beta})} \\
\leq C(t-s)^{\alpha} \leq C(t-s)^{\alpha}.
\]

It follows from Theorem 3.1 and Assumption 1.2 that \( \sup_{t \in [0, T]} \| F(X(t)) \|_{L^p(\Omega, H)} < \infty \), which along with (2.2) implies

\[
\| T_{F_X}(t) - T_{F_X}(s) \|_{L^p(\Omega, H)} \leq C(t-s)^{\alpha}.
\]
By Proposition 2.2 with \( \rho = 0 \) and \( \kappa < \min\{2\alpha, 2\beta\} \),
\[
\|A(t) - A(s)\|_{L^p(\Omega, H^d)} \leq C(t - s)^{-\mu_{\rho, \kappa} + \nu_{\beta} + (1 - \gamma)\nu},
\]
(3.2)
Finally, collecting these estimates yields
\[
\|X(t) - X(s)\|_{L^p(\Omega, H^d)} \leq \|(S_{1-\alpha}(t) - S_{1-\alpha}(s))X_0\|_{L^p(\Omega, H)} + \|T_{F \circ X}(t) - T_{F \circ X}(s)\|_{L^p(\Omega, H)} + \|A(t) - A(s)\|_{L^p(\Omega, H)}
\leq C(t - s)^\alpha + C(t - s)^{\min\{1, -\mu_{\rho, \kappa} + \nu_{\beta} + (1 - \gamma)\nu\}}
\leq C(t - s)^{-\mu_{\rho, \kappa} + \nu_{\beta} + (1 - \gamma)\nu}.
\]
The proof is completed. \( \square \)

**Remark 3.1** In the following, we intend to discuss the regularity result in Proposition 3.1 under the condition
\[ (A1) \ \ X_0 \in L^p(\Omega, H^d) \text{ and the noise } W \text{ in (1.1) is a space-time white noise (i.e., } Q = I). \]
When \( Q = I \), Assumption 1.1 is equivalent to \( \|A^{\text{free}}\|_{L^p(\Omega, H^d)}^2 = \sum_{k=1}^{\infty} \lambda_k^{-\alpha} \approx \sum_{k=1}^{\infty} k^{2\alpha - 2} < \infty \) since \( \lambda_k \approx k^{2\alpha} \) (see e.g., [9, formula (5.2)]). Here the series converges if and only if \( r < -\frac{3\rho}{\alpha} + \kappa \). Then one can choose \( r \) sufficiently near \(-\frac{3\rho}{\alpha} + \kappa \) with \( \kappa = \min\{\alpha + \gamma - \frac{1}{2}\alpha, 2\beta\} - \varepsilon_0 \) to guarantee that Assumption 1.1 holds. Hence under (A1), the exponent \( \frac{\mu_{\rho, \kappa}}{2} + (1 - \gamma)\nu \) in (3.1) is close to \( \frac{\mu_{\rho, \kappa}}{2} \min\{\alpha + \gamma - \frac{1}{2}\alpha, 2\beta\} + (1 - \gamma)\nu = -\frac{\mu_{\rho, \kappa}}{2} + \alpha + \gamma - \frac{1}{2}\gamma \), which along with the Kolmogorov continuity theorem implies that the trajectories of \( X \) are nearly \( \min\{\alpha - \frac{3\rho}{2\alpha} + \alpha + \gamma - \frac{1}{2}\gamma\} \)-Hölder continuous in time almost surely. If further \( F \equiv 0 \), then by (3.2), the trajectories of \( X \) are nearly \( \min\{1, -\frac{3\rho}{2\alpha} + \alpha + \gamma - \frac{1}{2}\gamma\} \)-Hölder continuous in time away from zero almost surely (see also e.g., [6, Theorem 1]). In particular, when \( \gamma = 1 - \alpha \), the trajectories of \( X \) are nearly \( \min\{1, -\frac{3\rho}{2\alpha} + \frac{1}{2}\} \)-Hölder continuous in time away from zero almost surely (see also e.g., [1, formula (1.8)]).

With the temporal Hölder regularity estimate (3.1) at hand, we can prove the following singular-type temporal regularity estimate by repeatedly using Proposition 2.1.

**Proposition 3.2 (singular-type regularity)** Let \( X_0 \in L^p(\Omega, H^d) \) for some \( p \geq 2 \) and Assumptions 1.1–1.2 hold. Then
\[
\|X(t) - X(s)\|_{L^p(\Omega, H^d)} \leq C_s s^{\frac{\mu_{\rho, \kappa}}{2} + (1 - \gamma)\nu}(t - s)^{-\mu_{\rho, \kappa} + \nu_{\beta} + \nu_{\alpha, \nu_{\beta} + (1 - \gamma)\nu}}, \quad \forall 0 < s < t \leq T.
\]

**Proof** For any \( \alpha \in (0, 1), \rho \in [\alpha, 1] \) and \( 0 < s < t \leq T \), one has
\[
r^\rho - s^\rho \approx r^{\rho + \nu_{\alpha, \nu_{\beta} + (1 - \gamma)\nu}} - s^{\rho + \nu_{\alpha, \nu_{\beta} + (1 - \gamma)\nu}} \leq r^{\rho + \nu_{\alpha, \nu_{\beta} + (1 - \gamma)\nu}} - s^{\rho + \nu_{\alpha, \nu_{\beta} + (1 - \gamma)\nu}}(t - s)^{\nu_{\alpha, \nu_{\beta} + (1 - \gamma)\nu}},
\]
(3.3)
which implies that there exists some sufficiently small constant \( \varepsilon > 0 \) satisfying
\[
r^\rho - s^\rho \leq C_s s^{-\frac{1}{2} + \nu_{\alpha, \nu_{\beta} + (1 - \gamma)\nu}}(t - s)^{-\mu_{\rho, \kappa} + \nu_{\beta} + (1 - \gamma)\nu},
\]
(3.4)
From the proof of (3.1), one can read
\[
\|X(t) - X(s)\|_{L^p(\Omega, H^d)} \leq C(r^\rho - s^\rho) + \|T_{F \circ X}(t) - T_{F \circ X}(s)\|_{L^p(\Omega, H^d)} + C(t - s)^{-\mu_{\rho, \kappa} + \nu_{\beta} + (1 - \gamma)\nu},
\]
(3.5)
Based on (3.1) and Assumption 1.2, applying Proposition 2.1 with \( \mu = 0 \), \( \nu = \min\{\alpha, -\frac{3\rho}{2\alpha} + (1 - \gamma)\nu\} \) and \( G = F \circ X \) yields
\[
\|T_{F \circ X}(t) - T_{F \circ X}(s)\|_{L^p(\Omega, H^d)} \leq C(r^\rho - s^\rho) + C(t - s)^{-\mu_{\rho, \kappa} + \nu_{\beta} + (1 - \gamma)\nu},
\]
(3.6)
Then, it follows from (3.5), (3.6) and (3.4) that
\[
\|X(t) - X(s)\|_{L^p(\Omega, H^d)} \leq C(r^\rho - s^\rho) + C(t - s)^{-\mu_{\rho, \kappa} + \nu_{\beta} + (1 - \gamma)\nu}
\leq C_s s^{-\frac{1}{2} + \nu_{\alpha, \nu_{\beta} + (1 - \gamma)\nu}}(t - s)^{-\mu_{\rho, \kappa} + \nu_{\beta} + (1 - \gamma)\nu}.
\]
(3.7)
where the last line is due to $\alpha + \frac{1}{4} > \frac{\alpha r}{2r} + (y - \frac{1}{4})^T$. Based on (3.7) and Assumption 1.2, applying Proposition 2.1 with $\mu = \frac{1}{2} - \epsilon, \nu = \min(2\alpha - \epsilon, \frac{\mu r}{2r} + (y - \frac{1}{4})^T, 1 - \epsilon)$ and $G = F \circ X$ yields

$$
\|T_{F \circ X}(t) - T_{F \circ X}(s)\|_{L^p(Q, H)} \leq C(t^\alpha - s^\alpha) + C s^{\alpha - \frac{1}{2}}(t - s)^{\min(3\alpha - 2\epsilon, \frac{\mu r}{2r} + (y - \frac{1}{4})^T, 1 - \epsilon)}.
$$

(3.8)

Then, it follows from (3.5), (3.8) and (3.4) that

$$
\|X(t) - X(s)\|_{L^p(Q, H)} \leq C(t^\alpha - s^\alpha) + C s^{\alpha - \frac{1}{2}}(t - s)^{\min(3\alpha - 2\epsilon, \frac{\mu r}{2r} + (y - \frac{1}{4})^T, 1 - \epsilon)}
\leq C s^{\alpha - \frac{1}{2}}(t - s)^{\min(3\alpha - 2\epsilon, \frac{\mu r}{2r} + (y - \frac{1}{4})^T, 1 - \epsilon)}.
$$

(3.9)

Repeating the derivation steps of (3.7) and (3.9) shows

$$
\|X(t) - X(s)\|_{L^p(Q, H)} \leq C s^{\alpha - \frac{1}{2}}(t - s)^{\min(\frac{\mu r}{2r} + (y - \frac{1}{4})^T, 1 - \epsilon)}.
$$

The proof is completed. \qed

3.2 Freidlin–Wentzell type LDP

We begin with some preliminaries in the theory of large deviations. Let $X$ be a Polish space. A real-valued function $I : X \to [0, \infty]$ is called a rate function if it is lower semicontinuous, i.e., for each $a \in [0, \infty)$, the level set $I^{-1}([0, a]) := \{x \in X \mid I(x) \leq a\}$ is a closed subset of $X$. Further, if for any $a \in [0, \infty)$, the level set $I^{-1}([0, a])$ is compact, then $I$ is called a good rate function.

**Definition 3.1** A family of $X$-valued random variables $\{X^x\}_{x \geq 0}$ defined on $(\Omega, \mathcal{F}, \mathbb{P})$ is said to satisfy an LDP on $X$ with the rate function $I$ if for every Borel set $U$ of $X$,

$$
- \inf_{x \in U^o} I(x) = \liminf_{\epsilon \to 0} \epsilon \log \mathbb{P}(X^x \in U) \leq \sup_{x \in U^c} \epsilon \log \mathbb{P}(X^x \in U) \leq - \inf_{x \in U} I(U),
$$

where $U^o$ and $U^c$ denote the interior and closure of $U$ in $X$, respectively.

Set $H_0 := Q^{\frac{1}{2}}(H)$ endowed with the inner product $\langle g, h \rangle_0 := \langle Q^{\frac{1}{2}}g, Q^{\frac{1}{2}}h \rangle$ for $g, h \in H_0$ and the induced norm $\| \cdot \|_0 := \sqrt{\langle \cdot, \cdot \rangle_0}$, where $Q^{\frac{1}{2}}$ is the pseudo inverse of $Q^{-1}$. Let $\{e_k\}_{k=1}^\infty$ form an orthonormal basis of $H_0$. Let $H_1 := H_0$ endowed with the norm $\| \cdot \|_{H_1} := \left( \sum_{k=1}^\infty a_k^2 \langle e_k, e_k \rangle_0 \right)^{1/2}$, where $\{a_k\}_{k=1}^\infty \subset (0, \infty)$ satisfies $\sum_{k=1}^\infty a_k^2 < \infty$. Then the inclusion $I : (H_0, \| \cdot \|_0) \to (H_1, \| \cdot \|_{H_1})$, $H_0 \ni g \mapsto 2g = g \in H_1$ is a Hilbert–Schmidt embedding. It can be verified that $\langle e_k, e_k \rangle_{H_1} = a_k^2 \langle e_k, e_k \rangle_0$ for $k \in \mathbb{N}_+$. In the following, we identify $g \in H_0$ with its image $I(g) \in H_1$. Then the Wiener process $W$ can also be seen as an $H_1$ valued $Q_{t} := \| \cdot \|_{H_1}$-Wiener process with the covariance operator $Q_{t} \in \mathcal{L}(H_1)$ satisfying $\text{tr}(Q_{t}) < \infty$, and the paths of $W$ takes values in $C([0, T], H_1)$ a.s.

Notice that $\|Q^{-\frac{1}{2}}g\|_{H_1} = \|g\|_0$ for any $g \in H_0$. For the special case that $\text{tr}(Q) < \infty$ and $Q_{t} \phi = q_t \phi_k$ for $k \in \mathbb{N}_+$, we can take $e_k = \sqrt{q_t} \phi_k, \alpha_k = \sqrt{q_t}$ such that $(H_1, \| \cdot \|_{H_1}) = (H, \| \cdot \|), I^* = Q$ and $Q_{t} = Q$.

In order to introduce the criterion for the LDP in [2], we define

$$
\mathcal{A} = \left\{ \phi : \phi \text{ is an } H_0\text{-valued } [\mathcal{F}_t]\text{-predictable process such that } \int_0^T |\phi(s)|^2_0 ds < \infty, \mathbb{P}\text{-a.s.} \right\},
$$

$$
S_N = \left\{ h \in L^2([0, T], H_0) : \int_0^T |h(s)|^2_0 ds \leq N \right\},
$$

$$
\mathcal{A}_N = \{ \phi \in \mathcal{A} : \phi(\omega) \in S_N, \mathbb{P}\text{-a.s.} \}, \quad N \in \mathbb{N}_+.
$$

**Proposition 3.3** [2] Let $\mathcal{E}$ be a Polish space. For each $\epsilon \geq 0$, suppose that $\mathcal{G}^\epsilon : C([0, T], H_1) \to \mathcal{E}$ is a measurable map and the following conditions hold:

1. For every $N < \infty$, if $\{V^\epsilon\}_{\epsilon > 0} \subset \mathcal{A}_N$ converges in distribution (as $S_N$-valued random elements) to $V^\epsilon$, then

$$
\mathcal{G}^\epsilon \left( W(\cdot) + \frac{1}{\sqrt{\epsilon}} \int_0^T V^\epsilon(s) ds \right) \to \mathcal{G}^0 \left( \int_0^T V(s) ds \right) \text{ in distribution as } \epsilon \to 0;
$$

2. For every $N < \infty$, if $\{V^\epsilon\}_{\epsilon > 0} \subset \mathcal{A}_N$ converges in distribution (as $S_N$-valued random elements) to $V^\epsilon$, then

$$
\mathcal{G}^\epsilon \left( W(\cdot) + \frac{1}{\sqrt{\epsilon}} \int_0^T V^\epsilon(s) ds \right) \to \mathcal{G}^0 \left( \int_0^T V(s) ds \right) \text{ in distribution as } \epsilon \to 0;
$$

3. For every $N < \infty$, if $\{V^\epsilon\}_{\epsilon > 0} \subset \mathcal{A}_N$ converges in distribution (as $S_N$-valued random elements) to $V^\epsilon$, then

$$
\mathcal{G}^\epsilon \left( W(\cdot) + \frac{1}{\sqrt{\epsilon}} \int_0^T V^\epsilon(s) ds \right) \to \mathcal{G}^0 \left( \int_0^T V(s) ds \right) \text{ in distribution as } \epsilon \to 0;
$$

4. For every $N < \infty$, if $\{V^\epsilon\}_{\epsilon > 0} \subset \mathcal{A}_N$ converges in distribution (as $S_N$-valued random elements) to $V^\epsilon$, then

$$
\mathcal{G}^\epsilon \left( W(\cdot) + \frac{1}{\sqrt{\epsilon}} \int_0^T V^\epsilon(s) ds \right) \to \mathcal{G}^0 \left( \int_0^T V(s) ds \right) \text{ in distribution as } \epsilon \to 0;
Then $(G^\epsilon(W))_{\epsilon>0}$ satisfies an LDP on $E$ as $\epsilon \to 0$ with a good rate function $I$ given by
\[
I(x) = \inf_{\nu \in L^2([0,T],H_0), \nu \in G^\epsilon([\nu(s)ds])} \frac{1}{2} \int_0^T \|\nu(s)\|_0^2 ds, \quad x \in E.
\]

Next, we consider the following small perturbation to (1.1):
\[
\partial_t^2 X^\epsilon(t) + A^\beta X^\epsilon(t) = F(X^\epsilon(t)) + \sqrt{\epsilon} I^\epsilon_t W(t), \quad \forall t \in (0,T]
\]  
with $X^\epsilon(0) = X_0$. Define the functional $G^\epsilon$ as the measurable map associating $W$ to the solution $X^\epsilon$ of (3.10), i.e., $X^\epsilon = G^\epsilon(W)$ for $\epsilon \geq 0$. For any control $\nu \in A_N$ and $\epsilon > 0$, the Girsanov theorem (see e.g., [10, Theorem 10.14]) indicates that $\tilde{W}^{\epsilon,\nu} := W + \frac{1}{\sqrt{\epsilon}} \int_0^\cdot \nu(s)ds$ is an $H_1$-valued $\xi$-Wiener process under $\tilde{\mathbb{P}}^{\epsilon,\nu}$, where
\[
\frac{d\tilde{\mathbb{P}}^{\epsilon,\nu}}{d\mathbb{P}} := \exp\left( -\frac{1}{\sqrt{\epsilon}} \int_0^T (\nu(s), dW(s))_0 - \frac{1}{2\epsilon} \int_0^T |\nu(s)|_0^2 ds \right).
\]
Therefore $X^{\epsilon,\nu} := G^\epsilon(\tilde{W}^{\epsilon,\nu})$ is the unique mild solution of (3.10) under $\tilde{\mathbb{P}}^{\epsilon,\nu}$, with $(X^\epsilon, W)$ replaced by $(X^{\epsilon,\nu}, \tilde{W}^{\epsilon,\nu})$. Since $\tilde{\mathbb{P}}$ is equivalent to $\tilde{\mathbb{P}}^{\epsilon,\nu}$, $X^{\epsilon,\nu}$ is also the unique mild solution of the following controlled equation
\[
\partial_t^2 X^{\epsilon,\nu}(t) + A^\beta X^{\epsilon,\nu}(t) = F(X^{\epsilon,\nu}(t)) + I^\epsilon_t \nu(t) + \sqrt{\epsilon} I^\epsilon_t \tilde{W}(t), \quad \forall t \in (0,T]
\]  
with $X^{\epsilon,\nu}(0) = X_0$, under $\tilde{\mathbb{P}}$. Heuristically, we observe that as $\epsilon \to 0$, the controlled equation (3.11) formally reduces to the following skeleton equation
\[
\partial_t^2 Z^{\nu}(t) + A^\beta Z^{\nu}(t) = F(Z^{\nu}(t)) + I^\epsilon_t \nu(t), \quad \forall t \in (0,T]
\]  
with $Z^{\nu}(0) = X_0$. Similarly to the proof of Theorem 3.1, one also has that (3.12) admits a unique mild solution $Z^{\nu} := G^\epsilon(\int_0^T \nu(s)ds)$ in $C([0,T], H)$, where
\[
Z^{\nu}(t) = S_{1-t}(t)X_0 + \int_0^t S_{t-s}F(Z^{\nu}(s))ds + \int_0^t S_{t-s}v(s)ds, \quad t \in [0,T].
\]

\textbf{Theorem 3.2} Let $X_0 \in L^p(\Omega, H^{2\rho})$ for some $\rho \geq 2$ and Assumptions 1.1–1.2 hold. Then the solution $X^\epsilon_{\epsilon>0}$ to (3.10) satisfies an LDP on $C([0,T], H)$ as $\epsilon \to 0$ with the good rate function $I$ given by
\[
I(x) = \inf_{\nu \in L^2([0,T],H_0), \nu \in Z} \frac{1}{2} \int_0^T |\nu(s)|_0^2 ds, \quad x \in C([0,T], H).
\]

To facilitate the proof of Theorem 3.2, we prepare the following two lemmas.

\textbf{Lemma 3.1} Let Assumption 1.1 hold. Define the operator $\Pi : L^2([0,T], H_0) \to C([0,T], H)$ by
\[
\Pi(g)(t) := \int_0^t S_t(-s)g(s)ds, \quad t \in [0,T], \quad g \in L^2([0,T], H_0).
\]

Then $\Pi$ is a compact operator, i.e., for any $N > 0$, $\Pi(S_N)$ is pre-compact in $C([0,T], H)$.

\textbf{Proof} For $\mu > 0$ and $\theta \in (0, 1]$, denote
\[
\mathcal{E}^{\mu,\theta}_{\alpha} := \left\{ v \in C([0,T], H^\mu) : \sup_{t \in [0,T]} |v(t)|_\mu + \sup_{s,t} \frac{|v(t) - v(s)|}{|t-s|^\alpha} \leq \alpha \right\}, \quad \alpha > 0.
\]  
(3.13)

Then $\mathcal{E}^{\mu,\theta}_{\alpha}$ is uniformly equi-continuous in $t \in [0,T]$ and the closure of $\mathcal{E}^{\mu,\theta}_{\alpha} := \{ v : \nu \in \mathcal{E}^{\mu,\theta}_{\alpha} \}$ is compact in $H$ for every $t \in [0,T]$ since the inclusion $H^\mu \hookrightarrow H$ is a compact embedding for $\mu > 0$. Therefore, $\mathcal{E}^{\mu,\theta}_{\alpha}$ is pre-compact in $C([0,T], H)$ due to the Arzelà–Ascoli theorem.

By Cauchy–Schwarz’s inequality and Lemma A.1(1), for any $\rho \in [r-2, \rho]$ and $g \in S_N$,
\[
\left\| \int_0^t S_t(-u)g(u)du \right\|_\rho \leq C \int_0^t \left\| A^{\rho-rac{r}{2}} S_t(-u)\|_{L^2(H)} \right\| A^{\rho-rac{r}{2}} Q^{\frac{r}{2}} \|_{L^2(H)} \| g(u) \|_\rho du
\]  

\[  \]
\[
\leq C(t-s)^{\alpha-\gamma-\frac{1}{2}/2\epsilon^2(\epsilon-r+p)}^{+}
\]  \hspace{1cm} (3.14)
for any \(0 \leq s < t \leq T\). Similarly to (2.8), for any \(\rho \in [r-2\kappa, r]\) and \(g \in S_{N}\),
\[
\left\| \int_{0}^{s}(S_{r}(t-u) - S_{r}(s-u))g(u)du \right\| \leq C(t-s)^{\min[\alpha-\gamma-\frac{1}{2}/2\epsilon^2(\epsilon-r+p)]^{+}, 1-\epsilon}
\]  \hspace{1cm} (3.15)
for any \(0 \leq s < t \leq T\). Taking \(\rho = r\) and \(s = 0\) in (3.14), as well as \(\rho = 0\) in (3.14) and (3.15), we have that for any \(g \in S_{N}\),
\[
\sup_{\tau \in [0, T]} \|\Pi(g)(t)\|_{\epsilon} + \frac{\|\Pi(g)(t) - \Pi(g)(s)\|_{\epsilon}}{|t-s|^{\min[\frac{\alpha}{2\kappa} + \theta, 1-\epsilon]}} \leq a
\]
for some \(a \in (0, \infty)\). This implies \(\Pi(S_{N}) \subset \mathbb{R}^{X_{r-\alpha}(t)X_{0} + \int_{0}^{s}S_{r}(t-s)F(X^{r, v\varphi}(s))ds + \int_{0}^{s}S_{r}(t-s)\varphi(s)ds + \sqrt{t-r}\Lambda(t)}\), where \(\Lambda(t)\) is defined in (1.8). In light of (3.14), for any \(\rho \in [r-2\kappa, r]\) and \(v \in \mathcal{A}_{N}\),
\[
\left\| \int_{s}^{t}S_{r}(t-u)v\varphi(u)du \right\| \leq C(t-s)^{\alpha-\gamma-\frac{1}{2}/2\epsilon^2(\epsilon-r+p)}^{+}, \text{ a.s.}
\]  \hspace{1cm} (3.17)
for any \(0 \leq s < t \leq T\). Hereafter, the constant \(C\) is independent of \(\epsilon \in [0, 1]\) but may depend on \(N\). Then similarly to Theorem 3.1(1), it holds that
\[
\|X^{r, v\varphi}(t)\|_{L^{p}(\Omega, \mathcal{H})} \leq C, \quad \forall t \in [0, T].
\]  \hspace{1cm} (3.18)
From (3.15), we obtain that for any \(v \in \mathcal{A}_{N}\) and \(\rho \in [r-2\kappa, r]\),
\[
\left\| \int_{0}^{s}(S_{r}(t-u) - S_{r}(s-u))\varphi(u)du \right\|_{L^{p}(\Omega, \mathcal{H})} \leq C(t-s)^{\min[\alpha-\gamma-\frac{1}{2}/2\epsilon^2(\epsilon-r+p)]^{+}, 1-\epsilon}
\]
for any \(0 \leq s < t \leq T\). Moreover, similarly to Theorem 3.1(2), we also have that for any \(\rho > 1\),
\[
\|X^{r, v\varphi}(t) - X^{r, v\varphi}(s)\|_{L^{p}(\Omega, \mathcal{H})} \leq C(t-s)^{\min[\alpha, \frac{\alpha}{2\kappa} + (\gamma-\frac{1}{2})^{+}]}, \quad \forall 0 \leq s < t \leq T.,
\]  \hspace{1cm} (3.19)
Here and after, we take \(\theta \in (0, \min[\alpha, \frac{\alpha}{2\kappa} + (\gamma-\frac{1}{2})^{+}])\). Then the Garsia–Rodemich–Ramsay lemma (see e.g., [24, Theorem 2.1]) together with (3.19) yields
\[
\mathbb{E}\left[\sup_{\tau \in [0, T]} \frac{\|X^{r, v\varphi}(t) - X^{r, v\varphi}(s)\|}{|t-s|^\theta}\right] \leq C. \hspace{1cm} (3.20)
\]
On the other hand, applying Proposition 2.2 with \(\rho = r\) and the Garsia–Rodemich–Ramsay lemma (see e.g., [24, Theorem 2.1]) yields that for any \(p > 1\),
\[
\mathbb{E}\left[\sup_{\tau \in [0, T]} \|\Lambda(t)\|_{p}^p\right] \leq C. \hspace{1cm} (3.21)
\]
Introducing \(U^{r, v\varphi} := X^{r, v\varphi} - \sqrt{t-r}\Lambda\), then by Lemma A.1(1), Assumption 1.2 and (3.17), we have
\[
\|U^{r, v\varphi}(t)\| \leq \|S_{1-\alpha}(t)\|_{L^{H}}\|X_{0}\|_{\epsilon} + \int_{0}^{t}\|A^{\frac{1}{2}}S_{0}(t-s)\|_{L^{H}}\|F(X^{r, v\varphi}(s))\|ds + C
\]
\[
\leq C\|X_{0}\|_{\epsilon} + C\int_{0}^{t}(t-s)^{p-1-\frac{1}{2}\epsilon}(1 + \|X^{r, v\varphi}(s)\|)ds + C.
\]
\[ \leq C \|X_0\|_r + \left( \int_0^t (t-s)^{q(\alpha-1-\frac{\alpha}{r})} \, ds \right)^{\frac{1}{q}} \left( \int_0^t \|X^\tau_{s-r}(s)\|_p^p \, ds \right)^{\frac{1}{p}} + C, \]

for all \( t \in (0, T) \), where \( 1/q + 1/q' = 1 \) and \( q \) is large enough such that \( q(\alpha-1-\frac{\alpha}{r}) > -1 \). Then taking supremum over \( t \in [0, T] \) and taking expectations, from (3.18) and the assumption \( X_0 \in L^p(\Omega, H^{2\beta}) \), we deduce that

\[ \mathbb{E} \left[ \sup_{t \in [0,T]} \|U^\tau_{s-r}(t)\|_r \right] \leq C. \]

This in combination with (3.21) and (3.20) indicates

\[ \mathbb{E} \left[ \sup_{t \in [0,T]} \|X^\tau_{s-r}(t)\|_r + \sup_{s \neq t} \left| \frac{\|X^\tau_{s-r}(t) - X^\tau_{s-r}(s)\|_r}{|t-s|^{\beta}} \right| \right] \leq C. \]

Hence, further applying the Markov inequality and the tightness of \( X^\tau_{s-r} \) (see (3.13)) leads to the tightness of \( \{X^\tau_{s-r}\}_{r>0} \) in \( C([0, T], H) \).

Since \( S_N \) endowed with the weak topology of \( L^2([0, T], H_0) \) is a compact Polish space \([3], [v^\tau]_{r>0} \) is also tight in \( L^2([0, T], H_0) \). As a result, \( \{(X^\tau_{s-r}, v^\tau_{s-r})\}_{r>0} \) is tight in \( C([0, T], H) \otimes S_N \). In view of the Prokhorov theorem, for any sequence \( \{\varepsilon_n\}_{n \geq 1} \) satisfying \( \lim_{n \to \infty} \varepsilon_n = 0 \), there exists a subsequence, still denoted by \( \{\varepsilon_n\}_{n \geq 1} \), such that \( (X^\tau_{s-r}, v^\tau_{s-r}) \) converges in distribution as \( n \to \infty \). Therefore, further utilizing the Skorohod representation theorem (see e.g., \([20], \text{Theorem 9.1.7}\)) allows us to obtain another probability space \((\tilde{\Omega}, \tilde{\mathbb{F}}, \tilde{\mathbb{P}})\) carrying a random variable \( (\tilde{X}, \tilde{v}) \) such that

\[ v^\tau_{s-r} \xrightarrow{\text{w}} \tilde{v} \quad \text{in} \quad S_N, \quad X^\tau_{s-r} \xrightarrow{\text{w}} \tilde{X} \quad \text{in} \quad C([0, T], H), \quad \text{in distribution}. \quad (3.22) \]

Here, the notation \( \xrightarrow{\text{w}} \) denotes the weak convergence.

It remains to prove that \( \tilde{X} \overset{d}{=} Z' \), i.e., the law of \( \tilde{X} \) coincides with that of \( Z' \). To this end, introduce the map \( \Psi_t : C([0, T], H) \times S_N \to \mathbb{R} \) by

\[ \Psi_t(\phi, f) := \left| \phi(t) - S_{1-r}(t)\phi(0) - \int_0^t S_0(t-s)F(\phi(s)) \, ds - \int_0^t S_r(t-s)f(s) \, ds \right| \wedge 1, \]

for \( \phi \in C([0, T], H) \) and \( f \in S_N \). We firstly show that \( \Psi_t \) is continuous. Assume that \( \phi_n \to \phi \) in \( C([0, T], H) \) and \( f_n \to f \) in \( S_N \). Notice that \( \|\phi(0)\| \wedge 1 - \|\phi(0)\| \leq \|\phi - \phi(0)\| \wedge 1 \) for any \( \phi, \phi(0) \in H \). Then by the Lipschitz continuity of \( F \) and Lemma A.1(1), it holds that for any \( t \in (0, T) \),

\[ \left| \Psi_t(\phi_n, f_n) - \Psi_t(\phi, f) \right| \leq \left( \|\phi(t) - \phi(t)\| + \|S_0(t-s)\|_{L^1(H)} \|\phi(0)\| \wedge 1 \right) \wedge 1 \]
\[ \leq C \|\phi(t) - \phi(t)\|_{[0, T], H} \|\phi(0)\| \wedge 1 \wedge 1, \]

where \( \|\cdot\|_{[0, T], H} \) is defined in Lemma 3.1. In light of the compactness of \( II \) (see Lemma 3.1) and \( f_n \xrightarrow{\text{w}} f \) in \( S_N \), we know that \( \|II(f_n) - II(f)\|_{[0, T], H} \to 0 \) as \( n \to \infty \). Thus \( \Psi_t \) is continuous. Since \( \Psi_t \) is continuous and bounded, it follows from (3.22) that \( \mathbb{E}[\Psi_t(X^\tau_{s-r}, v^\tau_{s-r})] \to \mathbb{E}[\Psi_t(\tilde{X}, \tilde{v})] \) as \( n \to \infty \), where \( \mathbb{E}[\cdot] \) denotes the expectation with respect to \( \tilde{\mathbb{P}} \). In addition, the definition of \( \Psi_t \), (3.16) and Proposition 2.2 imply

\[ \mathbb{E}[\Psi_t(X^\tau_{s-r}, v^\tau_{s-r})] = \left( \sqrt{\varepsilon_n} \mathbb{E}[\|\Lambda(t)\|] \right) \wedge 1 \leq \left( C \sqrt{\varepsilon_n} \right) \wedge 1 \to 0, \]

which leads to \( \mathbb{E}[\Psi_t(\tilde{X}, \tilde{v})] = 0 \), and thus for any \( t \in [0, T] \),

\[ \tilde{X}(t) = S_{1-r}(t)X_0 + \int_0^t S_0(t-s)F(\tilde{X}(s)) \, ds + \int_0^t S_r(t-s)\tilde{v}(s) \, ds, \quad \tilde{\mathbb{P}}\text{-a.s.} \]

Then the uniqueness of the skeleton equation (3.12) leads to \( \tilde{X} = G_{0}^{d}\left( \int_0^t \tilde{v}(s) \, ds \right), \tilde{\mathbb{P}}\text{-a.s.} \). Since \( \{v^\tau_{s-r}\}_{r>1} \) weakly converges to both \( v \) and \( \tilde{v} \) in distribution, we have \( \tilde{v} \overset{d}{=} v \). Thus \( \tilde{X} = G_{0}^{d}\left( \int_0^t v(s) \, ds \right) \overset{d}{=} G_{0}^{d}\left( \int_0^t \tilde{v}(s) \, ds \right) = Z', \) as required. The proof is completed. \[\square\]
Proof of Theorem 3.2. In view of Proposition 3.3, it suffices to show that (C1) and (C2) are fulfilled with $C$ there replaced by $C([0,T], H)$. The condition (C1) comes from Lemma 3.2 by taking $\tau = \varepsilon$ for $\varepsilon \in [0,1)$. On the other hand, by taking $\tau = 0$ for all $\varepsilon \in [0,1)$ in Lemma 3.2 and the uniqueness of the solution to the skeleton equation (3.12), we obtain that the mapping $S_N \ni \varphi \mapsto Z^\varphi \in C([0,T], H)$ is continuous. This proves that the condition (C2) holds since $S_N$ endowed with the weak topology is a compact space. The proof is completed. □

4 Mittag–Leffler Euler integrator

In this section, we develop the strong convergence analysis of the MLE integrator (1.9) for the model (1.1). The strong convergence provides a pathwise approximation of individual sample paths of the exact solution, and has been frequently applied in the design of the multilevel Monte Carlo algorithm. In addition, we also present the Freidlin–Wentzell type LDP for the continuified MLE integrator and the $I$-convergence analysis for the associated large deviation rate function.

4.1 Convergence rate

Let $(X(t))_{t \in [0,T]}$ and $(Y_m^{m=1})$ be the mild solution (1.5) of the model (1.1) and its numerical solution given by the MLE integrator (1.9), respectively. Based on the temporal Hölder continuity estimate (3.1), a preliminary strong convergence order $\min\{\alpha, \frac{\alpha}{2\beta} + (\gamma - \frac{1}{2})\}$ can be obtained for the MLE integrator. However, since the numerical solution $(Y_m^{m=1})$ uses the accurate information of the stochastic convolution $A(t)$, a higher strong convergence order than $\min\{\alpha, \frac{\alpha}{2\beta} + (\gamma - \frac{1}{2})\}$ can be expected, which is exactly the main aim of the following two theorems.

Theorem 4.1 Let $X_0 \in L^2(\Omega, H^2)$. Suppose that Assumption 1.1 holds and the mapping $F$ in (1.1) is linear. Then there exists some positive constant $C = C(\alpha, \beta, \gamma, r, T, \varepsilon)$ such that for all $2 \leq m \leq M$,

$$\|X(t_m) - Y_m\|_{L^2(\Omega, H)} \leq Ct_m^{\alpha-1}h^{\min\{\alpha, \frac{\alpha}{2\beta} + (\gamma - \frac{1}{2})\} - \varepsilon, \alpha + \gamma - \varepsilon, 1},$$

where $\varepsilon > 0$ can be arbitrarily small.

Further, we weaken the restriction of $F$ and obtain the following theorem.

Theorem 4.2 Let $X_0 \in L^2(\Omega, H^2)$ with $\beta \in [\frac{1}{2}, 1]$. Suppose that Assumptions 1.1–1.2 hold, the mapping $F$ in (1.1) is twice differentiable and there exist $\delta \in [1, 2\beta)$ and $\zeta \in [1, 2\beta)$ such that

$$\|F'(\varphi_1)\varphi_2\|_{-r} \leq L(1 + \|\varphi_1\|_r)\|\varphi_2\|_{-r}, \quad \forall \varphi_1 \in H^r, \varphi_2 \in H^{-r},$$

$$\|F''(\varphi, \psi)\|_{-\zeta} \leq L\|\varphi\|_r\|\psi\|_{-\zeta}, \quad \forall \psi, \varphi \in H.$$

Then there exists some positive constant $C = C(\alpha, \beta, \gamma, r, \delta, \zeta, L, T, \varepsilon)$ such that for all $2 \leq m \leq M$,

$$\|X(t_m) - Y_m\|_{L^2(\Omega, H)} \leq \begin{cases} Ct_m^{\alpha-1}h^{\min\{\frac{\alpha}{2\beta} + (\gamma - \frac{1}{2})\} - \varepsilon, \frac{\alpha}{2\beta}, \frac{\alpha}{2\beta} - \varepsilon, \min\{1, \frac{\alpha}{2\beta}\} - \varepsilon, \frac{\alpha}{2\beta} - \varepsilon, \frac{\alpha}{2\beta} - \varepsilon, \frac{\alpha}{2\beta} + (\gamma - \frac{1}{2})\} - \varepsilon, \frac{\alpha}{2\beta} + (\gamma - \frac{1}{2})\} - \varepsilon, & \text{if } \alpha + \gamma = 1, \\ Ct_m^{\alpha-1}h^{\min\{\frac{\alpha}{2\beta} + (\gamma - \frac{1}{2})\} - \varepsilon, \frac{\alpha}{2\beta} - \varepsilon, \min\{1, \frac{\alpha}{2\beta}\} - \varepsilon, \frac{\alpha}{2\beta} - \varepsilon, \frac{\alpha}{2\beta} + (\gamma - \frac{1}{2})\} - \varepsilon, & \text{if } \alpha + \gamma \neq 1. \end{cases}$$

The conditions (4.1) and (4.2) are common in the error analysis of the exponential-type integrators for nonlinear (fractional) SPDEs. In particular, the mapping $F$ can be taken to be a Nemyskii operator defined by $F(U)(x) = f(U(x))$, where $U : \mathbb{D} \rightarrow \mathbb{R}$ and $f : \mathbb{R} \rightarrow \mathbb{R}$ is a smooth function with bounded derivatives of orders 1 and 2; see e.g., [19, 25] for the concrete examples.

Before proving Theorems 4.1 and 4.2, we give several remarks on the strong convergence orders therein to identify the motivations and contributions of our work.

Remark 4.1 Under the conditions (4.1) and (4.2), it is shown in [19] that when applying the MLE integrator to the following stochastic Volterra integro-differential equation

$$\partial_t u(t) + \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1}Au(s)ds = F(u(t)) + W(t), \quad t \in [0, T]$$

The proof is completed.
with suitable initial value \( u(0) \), the corresponding strong convergence order is exactly twice of the temporal Hölder continuity exponent of the mild solution. The same phenomenon also occurs in Theorem 4.2 when \( \alpha \in (\frac{1}{2}, 1) \) and \( \gamma = 1 - \alpha \), since \( \frac{\alpha}{\gamma} + \min\left[\frac{\alpha}{\gamma} - \gamma, 2(\gamma - \frac{1}{2})^+\right] = \frac{\alpha}{\gamma} \) and \( \min[\alpha, \frac{\alpha}{\gamma} + (\gamma - \frac{1}{2})^+] = \frac{\alpha}{\gamma} \) at this time. On the other hand, when \( \alpha \) is sufficiently small such that \( \alpha < \frac{\alpha}{\gamma} + (\gamma - \frac{1}{2})^+ \), the strong convergence order in Theorem 4.2 may be higher than twice the temporal Hölder continuity exponent \( \alpha \) of the mild solution (1.5). However, this does not hold when the mild solution has relatively high temporal Hölder regularity since the strong convergence order of the MLE integrator will never be greater than 1.

From Theorems 4.1 and 4.2, it can be observed that there is an order gap between the linear case and the nonlinear case. This phenomenon also appears when applying the numerical method (1.9) to SPDEs driven by the space-time white noise, which corresponds to the case \( (\alpha, \beta, \gamma, r, \bar{r}) = (1, 1, 0, 1/2 - 2\epsilon) \). More precisely, the existing results show that the corresponding strong convergence orders are respectively \( 1 - \epsilon \) and \( \frac{1}{2} - \epsilon \) for the linear and nonlinear cases; see e.g., [16, 25]. It seems that the strong convergence order in Theorem 4.2 for the nonlinear case may not be sharp. We leave this problem as an open problem, and will pursue this line of research in future work.

In order to prove Theorems 4.1 and 4.2, we first give the strong error decomposition. In view of (1.5) and (1.9), the \( L^2(\Omega, H) \)-norm of the error of the numerical solution reads

\[
\|X(t_m) - Y_m\|_{L^2(\Omega, H)} \leq \left\| \sum_{j=0}^{m-1} \int_{t_j}^{t_{j+1}} S_0(t_m - s)(F(X(s)) - F(Y_j))ds \right\|_{L^2(\Omega, H)} \leq \left\| \sum_{j=0}^{m-1} \int_{t_j}^{t_{j+1}} S_0(t_m - s)(F(X(t_j)) - F(Y_j))ds \right\|_{L^2(\Omega, H)} + \left\| \sum_{j=0}^{m-1} \int_{t_j}^{t_{j+1}} S_0(t_m - s)(F(X(s)) - F(X(t_j)))ds \right\|_{L^2(\Omega, H)}. 
\]

For the integrand in the second term of the right hand side, it follows from Taylor’s expansion that

\[
F(X(s)) - F(X(t_j)) = F'(X(t_j))(X(s) - X(t_j)) + R_{F,j}(s),
\]

where \( R_{F,j}(s) := \int_0^1 F''(X(t_j) + \theta(X(s) - X(t_j)))(X(s) - X(t_j), X(s) - X(t_j))(1 - \theta)d\theta \). Then, applying (1.7) shows

\[
\|X(t_m) - Y_m\|_{L^2(\Omega, H)} \leq J_1 + J_2 + J_3 + J_4 + J_5
\]

with

\[
J_1 := \left\| \sum_{j=0}^{m-1} \int_{t_j}^{t_{j+1}} S_0(t_m - s)(F(X(t_j)) - F(Y_j))ds \right\|_{L^2(\Omega, H)},
J_2 := \left\| \sum_{j=0}^{m-1} \int_{t_j}^{t_{j+1}} S_0(t_m - s)F'(X(t_j))(S_1 - \alpha(s) - S_1 - \alpha(t_j))X_0ds \right\|_{L^2(\Omega, H)},
J_3 := \left\| \sum_{j=0}^{m-1} \int_{t_j}^{t_{j+1}} S_0(t_m - s)F'(X(t_j))(T_{F,\alpha}X(s) - T_{F,\alpha}X(t_j))ds \right\|_{L^2(\Omega, H)},
J_4 := \left\| \sum_{j=0}^{m-1} \int_{t_j}^{t_{j+1}} S_0(t_m - s)F'(X(t_j))(\Lambda(s) - \Lambda(t_j))ds \right\|_{L^2(\Omega, H)},
J_5 := \left\| \sum_{j=0}^{m-1} \int_{t_j}^{t_{j+1}} S_0(t_m - s)R_{F,j}(s)ds \right\|_{L^2(\Omega, H)}.
\]

In fact, the strong error decomposition (4.3) is more or less standard. However, due to the singularity and non-Markovian property of the solution operator as well as the low regularity of the mild solution, it is challenging to delicately deal with the error terms \( J_1, J_4 \) and \( J_5 \) for the purpose of proving Theorems 4.1 and 4.2. Next, we estimate separately the error \( \|X(t_m) - Y_m\|_{L^2(\Omega, H)} \) in the linear and nonlinear cases.
Proof of Theorem 4.1. For any \( \rho \in [0, 1] \), \( s \in [t_j, t_{j+1}] \) with \( j = 1, \ldots, m-1 \), we have
\[
I_j^\rho \leq 2^\rho I_{j+1}^\rho \leq 2^{\rho-1}s^{-\rho},
\] (4.4)
which together with (3.3) and the Beta function implies
\[
\sum_{j=0}^{m-1} \int_{t_j}^{t_{j+1}} (m-s)^{a-1}(s^\rho-t_j^\rho)ds \leq \sum_{j=0}^{m-1} \int_{t_j}^{t_{j+1}} (m-s)^{a-1}(s-t_j)ds \leq C\sum_{j=0}^{m-1} \int_{t_j}^{t_{j+1}} (m-s)^{a-1}h ds.
\] (4.5)
According to (4.3), we need to bound \( \{J_k\}_{k=1}^5 \). Firstly, Lemma A.1(1) shows
\[
J_1 \leq C\sum_{j=0}^{m-1} \int_{t_j}^{t_{j+1}} \|S_0(m-s)\|_{L^1(H)}\|X(t_j)-Y_j\|_{L^1(H)}ds
\]
\[
\leq C\sum_{j=0}^{m-1} \int_{t_j}^{t_{j+1}} \|S_0(m-s)\|_{L^1(H)}\|X(t_j)-Y_j\|_{L^1(H)}ds.
\] (4.6)
Secondly, Lemma A.1, \( \|X(0)\|_{L^1(\Omega, H)} < \infty \) and (4.5) indicate
\[
J_2 \leq C\sum_{j=0}^{m-1} \int_{t_j}^{t_{j+1}} \|S_0(m-s)\|_{L^1(H)}\|A^{-\beta}(S_{1-\alpha}(s)-S_{1-\alpha}(t_j))\|_{L^1(H)}\|X_0\|_{L^1(\Omega, H)}ds.
\]
\[
\leq C\sum_{j=0}^{m-1} \int_{t_j}^{t_{j+1}} (m-s)^{a-1}(s^\rho-t_j^\rho)ds
\]
\[
\leq C\sum_{j=0}^{m-1} (t_{j+1}^{\alpha-1}h.
\] (4.7)
As for \( J_3 \), it holds that
\[
J_3 = \int_0^{\rho_1} S_0(m-s)F'(X(t_0))\mathcal{T}_{F\circ X}(s)ds\bigg|_{L^1(\Omega, H)}
\]
\[
+ \left| \sum_{j=0}^{m-1} \int_{t_j}^{t_{j+1}} S_0(m-s)F'(X(t_j))(T_{F\circ X}(s)-T_{F\circ X}(t_j))ds \right|_{L^1(\Omega, H)}
\]
\[
= J_3^* + J_3^{**}.
\]
Here, by Lemma A.1(1) and Theorem 3.1,
\[
J_3^* \leq C\int_0^{\rho_1} \|S_0(m-s)\|_{L^1(H)}\int_0^s \|S_0(s-u)\|_{L^1(H)}\|X(u)\|_{L^1(H)}du ds
\]
\[
\leq C\int_0^{\rho_1} (m-s)^{a-1}\int_0^s (s^\rho-u^{\rho_1})^{a-1}du ds
\]
\[
\leq C\sum_{j=0}^{m-1} \int_{t_j}^{t_{j+1}} (m-s)^{a-1}h ds.
\]
With Proposition 3.2 at hand, applying Proposition 2.1 with \( \mu = \frac{1}{2} - \varepsilon, \nu = \min\left\{\frac{\mu}{2}, (\gamma - \frac{1}{2})^-, 1 - \varepsilon\right\} \) and \( G = F \circ X \) shows that for any \( s \in [t_j, t_{j+1}] \) with \( j = 1, \ldots, m-1 \),
\[
\|\mathcal{T}_{F\circ X}(s) - \mathcal{T}_{F\circ X}(t_j)\|_{L^1(\Omega, H)} \leq C(s^\rho-t_j^\rho) + C\frac{\rho_1}{\rho_1} h^\min\left\{\frac{\mu}{2}, (\gamma - \frac{1}{2})^-, 1 - \varepsilon\right\},
\]
which together with (4.5), (4.4) and the Beta function implies
\[
J_3^{**} \leq C\sum_{j=0}^{m-1} \int_{t_j}^{t_{j+1}} \|S_0(m-s)\|_{L^1(H)}\|\mathcal{T}_{F\circ X}(s) - \mathcal{T}_{F\circ X}(t_j)\|_{L^1(\Omega, H)}ds
\]
\[
\leq C\sum_{j=0}^{m-1} \int_{t_j}^{t_{j+1}} (m-s)^{a-1}(s^\rho-t_j^\rho)ds + C\frac{\rho_1}{\rho_1} \sum_{j=0}^{m-1} \int_{t_j}^{t_{j+1}} (m-s)^{a-1}h ds.
\]
\[
J_3 \leq C_n^2 h + C h^{\min\{a+\frac{\nu}{2}, (\gamma - \frac{1}{2})^* + \varepsilon, 1\}} \int_{t_j}^{t_{j+1}} (t_m - s)^{a-1} s^{-\frac{\nu}{2}} ds
\]

Thus, we obtain

\[
J_3 \leq C_n^2 h^{\min\{a+\frac{\nu}{2}, (\gamma - \frac{1}{2})^* + \varepsilon, 1\}}.
\]

As for \(J_4\), it holds that

\[
J_4 \leq \sum_{j=0}^{m-1} \int_{t_j}^{t_{j+1}} S_0(t_m - s) F'(X(t_j)) \int_{t_j}^{s} S_y(s - u) dW(u) ds\left\|_{L^2(\Omega, H)} + \sum_{j=0}^{m-1} \int_{t_j}^{t_{j+1}} S_0(t_m - s) F'(X(t_j)) \left( \int_{t_j}^{s} S_y(s - u) - S_y(t_j - u) dW(u) ds\right\|_{L^2(\Omega, H)}
\]

\[
=: J_4^* + J_4^{**}.
\]

Here, it follows from the linearity of \(F\), the independence of the noise increments, Lemma A.1(1), (2.7) and Cauchy–Schwarz’s inequality that

\[
|J_4^*|^2 \leq C \sum_{j=0}^{m-1} \int_{t_j}^{t_{j+1}} S_0(t_m - s) \int_{t_j}^{s} S_y(s - u) dW(u) ds\left\|_{L^2(\Omega, H)}^2 \leq C \sum_{j=0}^{m-1} \left( \int_{t_j}^{t_{j+1}} S_0(t_m - s) ds\right) \left( \int_{t_j}^{s} S_y(s - u) dW(u) ds\right) \left\|_{L^2(\Omega, H)}^2 \leq C \sum_{j=0}^{m-1} \left( \int_{t_j}^{t_{j+1}} (t_m - s)^{a-1} s^{-\frac{\nu}{2}} (s - t_j)^{a+\frac{\nu}{2}} ds\right) \left( \int_{t_j}^{s} S_y(s - u) dW(u) ds\right) \left\|_{L^2(\Omega, H)}^2 \leq C h^{2(a+\gamma - \frac{1}{2})^*} \sum_{j=0}^{m-1} \int_{t_j}^{t_{j+1}} (t_m - s)^{2a-1} s^{a+\frac{\nu}{2}} ds \int_{t_j}^{s} (s - t_j)^{a+\frac{\nu}{2}} ds
\]

Similarly, by the linearity of \(F\), \(J_4^{**}\) can be further split into

\[
|J_4^{**}|^2 \leq C \sum_{j=0}^{m-1} \int_{t_j}^{t_{j+1}} S_0(t_m - s) \int_{t_j}^{s} S_y(s - u) - S_y(t_j - u) dW(u) ds\left\|_{L^2(\Omega, H)}^2 + C \sum_{j=0}^{m-1} \int_{t_j}^{t_{j+1}} S_0(t_m - s) \int_{t_j}^{s} S_y(s - u) - S_y(t_j - u) dW(u) ds + C \sum_{j=0}^{m-1} \int_{t_j}^{t_{j+1}} S_0(t_m - s) \int_{t_j}^{s} S_y(s - u) - S_y(t_j - u) dW(u) ds
\]

Then, using Lemma A.1, (2.8) and Cauchy–Schwarz’s inequality shows

\[
J_4^{**} \leq C h^{2(a+\gamma - \frac{1}{2})^*} \sum_{j=0}^{m-1} \int_{t_j}^{t_{j+1}} (t_m - s)^{2a-1} s^{a+\frac{\nu}{2}} ds \int_{t_j}^{s} (s - t_j)^{a+\frac{\nu}{2}} ds.
\]
The estimate of $J_{4,2}^{**}$ is deferred to Lemma 4.2. With Lemma 4.2 in mind, collecting the above estimates about $J_4$ implies

$$J_4 \leq C h^{\min\{\alpha + \frac{\alpha+1}{2} + (\gamma - \frac{1}{2})^2 - \varepsilon, \alpha + \gamma - \varepsilon\}}.$$  \hspace{1cm} (4.11)

Therefore, combining the estimates (4.3), (4.6)–(4.8), (4.11) and the fact $J_5 = 0$ as well as applying the singular-type Grönwall’s inequality completes the proof of Theorem 4.1.

In order to bound $J_{4,2}^{**}$, we complete the following lemma.

**Lemma 4.1** Let $a \in \mathbb{R}, b < 1, c < 1$ and the integer $M \geq 2$. For $j \in \{0, 1, \cdots, M\}$, put $t_j = j \frac{T}{M}$. Then there exists some positive constant $C = C(a, b, c, T)$ such that

$$\sup_{2 \leq m \leq M} \sum_{0 \leq i < j \leq m - 1} \int_{t_i}^{t_{i+1}} \int_{t_j}^{t_{j+1}} (m_s - s)^{-a} (m_t - \tau)^{-b} (s - \tau)^{-c} ds \, dr \leq \begin{cases} C, & \text{if } a + b + c < 2, \\ C \ln M, & \text{if } a + b + c = 2, \\ CM^{a+b+c-2}, & \text{if } a + b + c > 2. \end{cases}$$

**Proof** Using the change of variables and the Beta function shows

$$\sum_{0 \leq i < j \leq m - 1} \int_{t_i}^{t_{i+1}} \int_{t_j}^{t_{j+1}} (m_s - s)^{-a} (m_t - \tau)^{-b} (s - \tau)^{-c} ds \, dr \leq \int_{j\frac{T}{M}}^{(j+1)\frac{T}{M}} \int_{j\frac{T}{M}}^{(j+1)\frac{T}{M}} (m_s - s)^{-a} (m_t - \tau)^{-b} (s - \tau)^{-c} ds \, dr \leq \int_{j\frac{T}{M}}^{(j+1)\frac{T}{M}} u^{-a} v^{-b} (u - v)^{-c} dv \, du = B(1 - b, 1 - c) \int_{j\frac{T}{M}}^{(j+1)\frac{T}{M}} u^{-1(a+b+c)} du.$$ 

Then, the proof can be completed by the direct calculations. \hspace{1cm} \square

**Lemma 4.2** Let $J_{4,2}^{**}$ be defined by (4.10). Then there exists some positive constant $C$ such that

$$J_{4,2}^{**} \leq C h^{\min\{\alpha + \frac{\alpha+1}{2} + (\gamma - \frac{1}{2})^2 - \varepsilon, \alpha + \gamma - \varepsilon\}}.$$ 

**Proof** To facilitate the proof, for $s \in (t_i, t_{i+1}]$, $\tau \in (t_j, t_{j+1}]$ with $0 \leq i < j \leq m - 1$, introduce

$$K_{i,j}(s, \tau) := \mathbb{E}\left\{ S_0 (m_s - s) \int_0^{t_i} S_y (s - u) - S_y (t_i - u) dW(u), \right.$$ 

$$\left. -S_0 (m_t - \tau) \int_0^{t_j} S_y (\tau - v) - S_y (t_j - v) dW(v) \right\}.$$

$$K_{i,j}^* (s, \tau) := \int_0^{t_i} |S_y (s - u) - S_y (t_i - u)| \|S_y (\tau - u) - S_y (t_j - u)\|_{L^2 (H)} du.$$ 

In fact, one can derive from [10, Corollary 4.29] that

$$K_{i,j} (s, \tau) = \int_0^{t_i} \mathbb{E}\left\{ S_0 (m_s - \tau) (S_y (\tau - u) - S_y (t_i - u)) Q (S_y (s - u) - S_y (t_i - u)) S_0 (m_s - s) \right\} du$$ 

$$\leq \int_0^{t_i} \|Q^2 (S_y (s - u) - S_y (t_i - u)) S_0 (m_s - s)\|_{L^2 (H)}$$ 

$$\times \|Q^2 (S_y (\tau - u) - S_y (t_j - u)) S_0 (m_t - \tau)\|_{L^2 (H)} du$$ 

$$\leq \|S_0\|_{L^2 (H)} \|Q^2\|_{L^2 (H)} \|A^{\frac{\alpha}{2}} S_0 (m_s - s)\|_{L^2 (H)} \|A^{\frac{\alpha}{2}} S_0 (m_t - \tau)\|_{L^2 (H)} \times K_{i,j}^* (s, \tau),$$

which together with Assumption 1.1 and Lemma A.1(1) indicates

$$J_{4,2}^{**} = \sum_{0 \leq i < j \leq m - 1} \int_{t_i}^{t_{i+1}} K_{i,j} (s, \tau) ds.$$
\[ \leq C \sum_{0 \leq i < j \leq m-1} \int_{t_i}^{t_{i+1}} \int_{t_j}^{t_{j+1}} \int_{t_m}^{t_{m-1}} \frac{1}{\varepsilon^\alpha (s-r)} \frac{1}{\varepsilon^\alpha (t_m - \tau)} K_{ij}(s, \tau) \, ds \, dr \, ds. \]  

(4.12)

Here, it follows from Lemma A.1(2)–(3) that for \( s \in (t_i, t_{i+1}], \tau \in (t_j, t_{j+1}] \) with \( 0 \leq i < j \leq m-1 \),

\[ K_{ij}(s, \tau) \leq \begin{cases} 
C \int_{t_i}^{t_j} (t_i - u)^{\alpha + \gamma - 1} - (t_j - u)^{\alpha + \gamma - 1} + (t_j - u)^{\alpha + \gamma - 1} - (\tau - u)^{\alpha + \gamma - 1} \, du, & \text{if } \alpha + \gamma \in (\frac{1}{2}, 1), \\
C \int_{t_i}^{t_j} t_i^{\alpha - u} v^{\alpha + \gamma - 1} \, dv \int_{t_j}^{\alpha - u} \omega^\gamma \, d\omega, & \text{if } \alpha + \gamma = \frac{1}{2}, \\
C \int_{t_i}^{t_j} (s - u)^{\alpha + \gamma - 1} - (t_i - u)^{\alpha + \gamma - 1} + (t_j - u)^{\alpha + \gamma - 1} - (\tau - u)^{\alpha + \gamma - 1} \, du, & \text{if } \alpha + \gamma \in (1, 2]. 
\end{cases} \]

Next, we put \( s \in (t_i, t_{i+1}], \tau \in (t_j, t_{j+1}] \) with \( 0 \leq i < j \leq m-1 \) and estimate \( J_{1,2}^{**} \) in three cases.

Case 1: \( \alpha + \gamma \in (\frac{1}{2}, 1) \). By the change of variables, it holds that

\[ \int_{0}^{s} (t_i - u)^{\alpha + \gamma - 1} - (t_j - u)^{\alpha + \gamma - 1} - (\tau - u)^{\alpha + \gamma - 1} \, du \]

\[ = \int_{0}^{\alpha + \gamma} (1 - \nu)^{\alpha + \gamma - 1} - (t_i - t_i \nu)^{\alpha + \gamma - 1} - (\tau - t_i \nu)^{\alpha + \gamma - 1} \, d\nu \]

\[ \leq \int_{0}^{\alpha + \gamma} (t_i - t_i \nu)^{\alpha + \gamma - 1} - (\tau - t_i \nu)^{\alpha + \gamma - 1} \, d\nu \]

\[ = \int_{0}^{\alpha + \gamma} (s - u)^{\alpha + \gamma - 1} - (t_j - u)^{\alpha + \gamma - 1} - (\tau - u)^{\alpha + \gamma - 1} \, du. \]

Then,

\[ K_{ij}^*(s, \tau) \leq C \left( \int_{t_i}^{t_j} (t_i - u)^{\alpha + \gamma - 1} - (t_j - u)^{\alpha + \gamma - 1} - (\tau - u)^{\alpha + \gamma - 1} \, du \right) \]

\[ - \int_{t_j}^{t_i} (s - u)^{\alpha + \gamma - 1} - (t_i - u)^{\alpha + \gamma - 1} - (\tau - u)^{\alpha + \gamma - 1} \, du \]

\[ + \int_{t_i}^{t_j} (s - u)^{\alpha + \gamma - 1} - (t_j - u)^{\alpha + \gamma - 1} - (\tau - u)^{\alpha + \gamma - 1} \, du \]

\[ \leq C \int_{t_i}^{t_j} (s - u)^{\alpha + \gamma - 1} - (t_j - u)^{\alpha + \gamma - 1} - (\tau - u)^{\alpha + \gamma - 1} \, du. \]

When \( j > i + 1 \), using the mean value theorem and \( \tau - s \leq 2(t_j - u) \) with \( u \in [t_i, s] \) shows

\[ K_{ij}^*(s, \tau) \leq C \int_{t_i}^{t_j} (s - u)^{\alpha + \gamma - 1} - (t_j - u)^{\alpha + \gamma - 1} - (\tau - u)^{\alpha + \gamma - 1} \, du \]

\[ \leq Ch(\tau - s)^{\alpha + \gamma - 1} \int_{t_i}^{t_j} (s - u)^{2(\alpha + \gamma - 1) - \varepsilon} \, du \]

\[ \leq C h^{2(\alpha + \gamma) - \varepsilon} (\tau - s)^{\alpha + \gamma - 1}. \]

When \( j = i + 1 \), one has \( \tau - s \leq 2h \), which indicates

\[ K_{ij}^*(s, \tau) \leq C \int_{t_i}^{t_j} (s - u)^{\alpha + \gamma - 1} - (t_j - u)^{\alpha + \gamma - 1} - (\tau - u)^{\alpha + \gamma - 1} \, du \]

\[ \leq Ch^{1 - \varepsilon} (\tau - s)^{\alpha + \gamma - 1} \int_{t_i}^{t_j} (s - u)^{2(\alpha + \gamma - 1) - \varepsilon} \, du \]

\[ \leq C h^{2(\alpha + \gamma) - \varepsilon} (\tau - s)^{\alpha + \gamma - 1}. \]

Thus, \( K_{ij}^*(s, \tau) \leq C h^{2(\alpha + \gamma) - \varepsilon} (\tau - s)^{\alpha + \gamma - 1}. \) Then, by recalling (4.12) and using Lemma 4.1,

\[ J_{1,2}^{**} \leq C h^{2(\min(\alpha + \gamma, \frac{\varepsilon}{2}) + \frac{\varepsilon}{2} - 1) - \varepsilon}. \]

Case 2: \( \alpha + \gamma = 1 \). Using the change of variables gives

\[ K_{ij}^*(s, \tau) \leq C \int_{t_i}^{t_j} (v - u)^{\varepsilon - 1} (v - u)^{-\varepsilon} \, dv \int_{t_j}^{t_i} (\omega - u)^{\varepsilon - 1} (\omega - u)^{-\varepsilon} \, d\omega \]
\[ \begin{align*}
&\leq C \int_0^t (t_i - u)^{\alpha-1}(t_j - u)^{\epsilon-1} \int_0^t (v - u)^{-\epsilon} dv \int_0^t (\omega - u)^{-\epsilon} do du \\
&\leq C h^{2-2\epsilon} \int_0^t (t_i - u)^{\epsilon-1}(t_j - u)^{\epsilon-1} du.
\end{align*} \]

When \( j > i + 1 \), it follows from \( \tau - s \leq 2(t_j - u) \) with \( u \in [0, t_i] \) that

\[ K_{i,j}^{*}(s, \tau) \leq C h^{2-2\epsilon} \int_0^t (t_i - u)^{\epsilon-1}(t_j - u)^{\epsilon-1}(t_j - u)^{1-\epsilon} du (\tau - s)^{\epsilon-1} \leq C h^{2-2\epsilon}(\tau - s)^{\epsilon-1}. \]

When \( j = i + 1 \), it follows from \( t_j - u \geq h \) with \( u \in [0, t_i] \) and \( \tau - s \leq 2h \) that

\[ K_{i,j}^{*}(s, \tau) \leq C h^{1-\epsilon} \int_0^t (t_i - u)^{\epsilon-2} du (\tau - s)^{1-\epsilon}(\tau - s)^{\epsilon-1} \leq C h^{2-2\epsilon}(\tau - s)^{\epsilon-1}. \]

Thus, \( K_{i,j}^{*}(s, \tau) \leq C h^{2-2\epsilon}(\tau - s)^{\epsilon-1}. \) Then, by recalling (4.12) and using Lemma 4.1,

\[ J_{4.2}^{**} \leq C h^{2 \min[1, (\alpha + \frac{3}{2}) + \frac{y}{2} - \frac{1}{2} \epsilon]}^{-2 \epsilon}. \]

Case 3: \( \alpha + \gamma \in (1, 2] \). Applying the mean value theorem shows

\[ K_{i,j}^{*}(s, \tau) \leq C \int_0^t (t_i - u)^{\alpha + \gamma - 2}(s - t_i)(t_j - u)^{\alpha + \gamma - 2}(\tau - t_j) du \]

\[ \leq C h^2 \int_0^t (t_i - u)^{\alpha + \gamma - 2}(t_j - u)^{\alpha + \gamma - 2} du. \]

When \( \alpha + \gamma \in (\frac{1}{2}, 2] \), one gets

\[ K_{i,j}^{*}(s, \tau) \leq C h^2 \int_0^t (t_i - u)^{2(\alpha + \gamma - 2)} du \leq C h^2. \]

When \( \alpha + \gamma \in (1, \frac{3}{2}] \) and \( j > i + 1 \), it follows from \( \tau - s \leq 2(t_j - u) \) with \( u \in [0, t_i] \) that

\[ K_{i,j}^{*}(s, \tau) \leq C h^2 \int_0^t (t_i - u)^{\alpha + \gamma - 2}(t_j - u)^{\alpha + \gamma - 2}(t_j - u)^{2(\alpha + \gamma - 2) - \epsilon} du (\tau - s)^{2(\alpha + \gamma - \frac{1}{2}) - \epsilon} \]

\[ \leq C h^2(\tau - s)^{2(\alpha + \gamma - \frac{1}{2}) - \epsilon} \int_0^t (t_i - u)^{\epsilon-1} du \]

\[ \leq C h^2(\tau - s)^{2(\alpha + \gamma - \frac{1}{2}) - \epsilon}. \]

When \( \alpha + \gamma \in (1, \frac{3}{2}] \) and \( j = i + 1 \), it follows from \( t_j - u \geq h \) with \( u \in [0, t_i] \) and \( \tau - s \leq 2h \) that

\[ K_{i,j}^{*}(s, \tau) \leq C h^2 \int_0^t (t_i - u)^{\alpha + \gamma - 2}(t_j - u)^{2(\alpha + \gamma)^{-1} - \epsilon}(t_j - u)^{1-(\alpha + \gamma) + \epsilon} du \]

\[ \leq C h^{2(\alpha + \gamma)^{-1} - \epsilon} \int_0^t (t_i - u)^{\epsilon-1} du (\tau - s)^{-2(\alpha + \gamma) + \epsilon/2}(\tau - s)^{2(\alpha + \gamma) - \epsilon} \]

\[ \leq C h^2(\tau - s)^{2(\alpha + \gamma) - \epsilon}. \]

Thus, \( K_{i,j}^{*}(s, \tau) \leq C h^2(\tau - s)^{\min[0, 2(\alpha + \gamma) - \epsilon]}. \) Then, by recalling (4.12) and using Lemma 4.1,

\[ J_{4.2}^{**} \leq C h^{2 \min[1, (\alpha + \frac{3}{2}) + \frac{y}{2} - \frac{1}{2} \epsilon]}^{-2 \epsilon}. \]

Hence, the proof is completed. \( \square \)
Proof of Theorem 4.2. Under Assumption 1.2, the estimates (4.6)–(4.8) also hold. Thus, it remains to re-estimate $J_4$ and $J_5$. As shown in (4.9), $J_4$ has been broken down into $J_4^{**}$ and $J_4^{***}$. Using the independence of the noise increments, Assumption 1.2, Lemma A.1(1) and (2.7), Cauchy–Schwarz’s inequality and the identity $\alpha + \gamma - \frac{1}{2} - \frac{ar}{2b} = (\gamma - \frac{1}{2})^+ + \frac{ar}{2b}$, reveals

\[
|J_4^{**}|^2 = \sum_{j=0}^{m-1} \int_{t_j}^{t_{j+1}} \left\| A^{-\frac{1}{2}} S_0(t_m - s) F'(X(t_j)) \right\| \left\| \int_{t_j}^{t} S_p(s - u) dW(u) \right\|_{L^2(\Omega, H)}^2 \leq C \sum_{j=0}^{m-1} \int_{t_j}^{t_{j+1}} \left\| A^{-\frac{1}{2}} S_0(t_m - s) \right\| \left\| \int_{t_j}^{t} S_p(s - u) dW(u) \right\|_{L^2(\Omega, H)}^2 \leq C \sum_{j=0}^{m-1} \int_{t_j}^{t_{j+1}} (t_m - s)^{\alpha + \gamma - \frac{1}{2} - \frac{ar}{2b} + (\alpha - \frac{1}{2})^+} \left\| \int_{t_j}^{t} S_p(s - u) dW(u) \right\|_{L^2(\Omega, H)}^2 \leq C H^{\frac{1}{2}} (T(e_n) + \frac{1}{2}) \sum_{j=0}^{m-1} \int_{t_j}^{t_{j+1}} (t_m - s)^{\alpha + \gamma - \frac{1}{2} - \frac{ar}{2b} + (\alpha - \frac{1}{2})^+} ds \leq C H^{\frac{1}{2}} (T(e_n) + \frac{1}{2}) \int_{0}^{T} (t_m - s)^{2\alpha - 1 - \frac{ar}{2b}} ds. \tag{4.13}
\]

According to Lemma A.1(1), (4.1), Hölder’s inequality, Theorem 3.1 and (2.8), one has

\[
J_4^{***} \leq \sum_{j=0}^{m-1} \int_{t_j}^{t_{j+1}} \left\| A^{-\frac{1}{2}} A^{-1} F'(X(t_j)) \right\| \left\| A^{-\frac{1}{2}} S_0(t_m - s) \right\| \left\| A^{-\frac{1}{2}} S_p(s - u) - S_p(t_j - u) dW(u) \right\|_{L^2(\Omega, H)} ds \leq C \sum_{j=0}^{m-1} \int_{t_j}^{t_{j+1}} (t_m - s)^{\alpha + \gamma - \frac{1}{2} - \frac{ar}{2b} + (\alpha - \frac{1}{2})^+} \left\| A^{-\frac{1}{2}} S_0(t_m - s) \right\| \left\| A^{-\frac{1}{2}} S_p(s - u) - S_p(t_j - u) dW(u) \right\|_{L^2(\Omega, H)}^2 \leq C \sum_{j=0}^{m-1} \int_{t_j}^{t_{j+1}} (t_m - s)^{\alpha + \gamma - \frac{1}{2} - \frac{ar}{2b} + (\alpha - \frac{1}{2})^+} ds \leq C \min\left( \frac{1}{2} min(\alpha, 2r + (\gamma - \frac{1}{2})^+ + \frac{ar}{2b}, 1 - \varepsilon) \right), \tag{4.14}
\]

where we used the following inequality

\[
\min\left( \alpha - \varepsilon, \frac{1}{2} + \frac{ar}{2b} + (\gamma - \frac{1}{2})^+ + \frac{ar}{2b} \right) \geq \left\{ \begin{array}{ll}
\frac{1}{2} + \frac{ar}{2b} (2r - k), & \text{if } \alpha + \gamma = 1, \\
\frac{1}{2} \min(\alpha, 2r + (\gamma - \frac{1}{2})^+ + \frac{ar}{2b}, 1 - \varepsilon), & \text{if } \alpha + \gamma \neq 1.
\end{array} \right.
\]

Here, the proof of the case $\alpha + \gamma = 1$ is not difficult, and it is used in the case $\alpha + \gamma \neq 1$ that

\[
\alpha \geq \frac{\alpha}{2b} \min(\alpha, 2r + (\gamma - \frac{1}{2})^+ + \frac{ar}{2b}, 1 - \varepsilon). \tag{4.4}
\]

For $J_5$, making use of the condition (4.2), Lemma A.1(1) and Theorem 3.1, we have

\[
J_5 \leq \sum_{j=0}^{m-1} \int_{t_j}^{t_{j+1}} \left\| A^{-\frac{1}{2}} A^{-\frac{1}{2}} R F_j(s) \right\|_{L^2(\Omega, H)} ds \leq C \sum_{j=0}^{m-1} \int_{t_j}^{t_{j+1}} (t_m - s)^{\alpha + \gamma - \frac{1}{2} - \frac{ar}{2b} + (\alpha - \frac{1}{2})^+} \left\| A^{-\frac{1}{2}} A^{-\frac{1}{2}} R F_j(s) \right\|_{L^2(\Omega, H)} ds. \tag{4.4}
\]

Further applying Theorem 3.1, Proposition 3.2, (4.4) and the Beta function yields

\[
J_5 \leq C \int_{0}^{T} (t_m - s)^{\alpha + \gamma - \frac{1}{2} - \frac{ar}{2b} + (\alpha - \frac{1}{2})^+} ds.
\]
\[+ C \sum_{j=1}^{n} \int_{t_j}^{t_{j+1}} (t_m - s)^{\alpha - 1} \frac{\alpha}{\beta} 2e^{-1} (s - t_j)^{2\min\left(\frac{\alpha}{\beta}, \frac{1}{\epsilon}\right)} ds\]

\[\leq C m^{\alpha - \frac{\alpha}{\beta}} h + Ch^{2\min\left(\frac{\alpha}{\beta}, \frac{1}{\epsilon}\right)} \int_{t_j}^{t_{j+1}} (t_m - s)^{\alpha - 1} \frac{\alpha}{\beta} 2e^{-1} ds\]

\[\leq C m^{\alpha - \frac{\alpha}{\beta}} h^{\frac{1}{\beta}} \alpha^{\min\left(2 - \frac{1}{\beta}, \frac{1}{\epsilon}\right)}, \quad \text{if } \alpha + \gamma = 1, \quad (4.15)\]

Here, for the case \(\alpha + \gamma \neq 1\), the last step also used the inequality

\[\frac{\alpha}{2\beta} \min\{\kappa - r, r\} \leq \frac{\alpha}{2\beta} h^{\frac{1}{\beta}} + (\gamma - \frac{1}{2})^{\epsilon}.\]

Finally, collecting the estimates (4.3), (4.6)–(4.8), (4.14) and (4.15) as well as applying the singular-type Grönwall’s inequality completes the proof of Theorem 4.2. □

4.2 Freidlin–Wentzell type LDP

Applying the MLE integrator to (3.10), then the associated numerical solution \(Y^\epsilon_m \approx X'(t_m)\) can be formulated as

\[Y^\epsilon_m = S_{1-a}(t_m)X_0 + \sum_{j=0}^{m-1} \int_{t_j}^{t_{j+1}} S_0(t_m - s) F(Y^\epsilon_s) ds + \sqrt{\epsilon} \int_0^{t_m} S_\gamma(t_m - s) dW(s),\]

where \(m = 1, 2, \ldots, M\) and \(Y^\epsilon_0 = X_0\). Further, one can also define the continuified numerical solution \(Y^\epsilon = \{Y^\epsilon(t), t \in [0, T]\}\) by

\[Y^\epsilon(t) = S_{1-a}(t)X_0 + \int_0^t S_0(t - s) F(Y^\epsilon([s]_h)) ds + \sqrt{\epsilon} \int_0^t S_\gamma(t - s) dW(s),\]

where \([s]_h := h \left\lfloor \frac{s}{h} \right\rfloor\) with \(\lfloor \cdot \rfloor\) being the floor function. The following proposition states the Freidlin–Wentzell type LDP of the continuified numerical solution \(\{Y^\epsilon(t), t \in [0, T]\}\).

**Proposition 4.1** Let \(X_0 \in L^p(\Omega, H^\beta)\) for some \(p \geq 2\) and Assumptions 1.1–1.2 hold. Then the continuified numerical solution \(\{Y^\epsilon(t), t \in [0, T]\}\) satisfies an LDP on \(C([0, T], H)\) as \(\epsilon \to 0\) with the good rate function \(I^M\) given by

\[I^M(x) = \inf_{[v \in L^2([0, T], \mathbb{H}_0), \mathbb{E} = Z^\alpha_M]} \frac{1}{2} \int_0^T |v(s)|_0^2 ds, \quad x \in C([0, T], H),\]

where \(Z^\alpha_M = (Z^\alpha_M(t), t \in [0, T])\) is the solution of the following skeleton equation

\[Z^\alpha_M(t) = S_{1-a}(t)X_0 + \int_0^t S_0(t - s) F(Z^\alpha_M([s]_h)) ds + \int_0^t S_\gamma(t - s) v(s) ds, \quad t \in [0, T].\]

The proof of Proposition 4.1 is similar to that of Theorem 3.2, so it is omitted. The readers are referred to [4, 5] for more results on the LDPS for numerical methods of stochastic differential equations. The following theorem reveals that the large deviation rate function \(I^M\) of \(\{Y^\epsilon(t), t \in [0, T]\}\) \(\Gamma\)-converges to the large deviation rate function \(I\) of \(\{X(t), t \in [0, T]\}\), as the partition parameter \(M\) tends to infinity. We refer to [12] for a detailed introduction of the \(\Gamma\)-convergence.

**Theorem 4.3** Let \(X_0 \in L^p(\Omega, H^\beta)\) for some \(p \geq 2\) and Assumptions 1.1–1.2 hold. Then the sequence \(\{I^M\}_{M \in \mathbb{N}_+}\) \(\Gamma\)-converges to \(I\) on \(C([0, T], H)\) as \(M \to \infty\), i.e., the following properties hold:

(1) For any \(x \in C([0, T], H)\) and any sequence \(\{x_M\}_{M \in \mathbb{N}_+}\) converging to \(x\) in \(C([0, T], H)\),

\[\liminf_{M \to \infty} I^M(x_M) \geq I(x).\]
(2) For any $x \in C([0,T], H)$, there is a recovery sequence $\{x_M\}_{M \in \mathbb{N}^+}$ converging to $x$ in $C([0,T], H)$ such that

$$\limsup_{M \to \infty} I^M(x_M) \leq I(x).$$

**Proof** (1) Without loss of generality, we assume that $K_0 := \liminf_{M \to \infty} I^M(x_M) < \infty$; otherwise the proof is completed. Let $\{x_M\}_{M \in \mathbb{N}^+}$ be any sequence converging to $x$ in $C([0,T], H)$. Then there exists a subsequence $\{M_k\}_{k \in \mathbb{N}^+}$ satisfying

$$\liminf_{M \to \infty} I^M(x_M) = \lim_{k \to \infty} I^{M_k}(x_{M_k}) = K_0 \in [0, \infty).$$

Consequently, there exists some positive constant $K_1$ such that $I^{M_k}(x_{M_k}) \leq K_1$ for all $k \in \mathbb{N}^+$. According to the definition of $I^M$, there exists a sequence $\{v_{M_k}\}_{k \in \mathbb{N}^+} \subset L^2([0,T], H_0)$ such that $Z^{M_k} = x_{M_k}$ and

$$\frac{1}{2} \int_0^T |v_{M_k}(s)|^2 ds \leq I^{M_k}(x_{M_k}) + M_k^{-1}, \quad k \in \mathbb{N}^+, \quad (4.16)$$

which leads to $\{v_{M_k}\}_{k \in \mathbb{N}^+} \subseteq S_{2(2K_1+1)}$. Since $S_{2(2K_1+1)}$ endowed with the weak topology of $L^2([0,T], H_0)$ is a compact Polish space, for arbitrarily subsequence $\{g_k\}_{k \in \mathbb{N}^+} \subseteq \{v_{M_k}\}_{k \in \mathbb{N}^+}$, there exists a further subsequence of $\{g_k\}_{k \in \mathbb{N}^+}$, still denoted by $\{g_k\}_{k \in \mathbb{N}^+}$, such that $g_k \overset{\ast}{\rightharpoonup} g$ for some $g \in S_{2(2K_1+1)}$ as $k \to \infty$. According to Lemma 3.2, we have that $Z^g = x^0 \overset{\ast}{\rightharpoonup} Z^\infty$ in $C([0,T], H)$ as $k \to \infty$.

By virtue of (3.19) with $t_e \equiv 0$, we have that for all $v \in S_N$,

$$\|Z^v(t) - Z^v(s)\| \leq C(t-s)^{\min\{\alpha, \frac{d}{2} + (y-\frac{d}{2})^+\}}, \quad \forall 0 \leq s < t \leq T.$$ 

Based on the singular Gronwall’s inequality, one has that

$$\sup_{v \in S_N} \|Z^v - Z^v\|_{C([0,T], H)} \leq CM^{\min\{\alpha, \frac{d}{2} + (y-\frac{d}{2})^+\}}. \quad (4.17)$$

Thus $x = \lim_{k \to \infty} x_{M_k} = \lim_{k \to \infty} Z^{M_k} = \lim_{k \to \infty} Z^{M_k}$ in $C([0,T], H)$. Taking into account that $\{g_k\}_{k \in \mathbb{N}^+}$ is a subsequence of $\{v_{M_k}\}_{k \in \mathbb{N}^+}$, we deduce $Z^g = \lim_{k \to \infty} Z^{g_k} = \lim_{k \to \infty} Z^{g_k} = x$ and thus by (4.16),

$$I(x) \leq \frac{1}{2} \int_0^T |g(s)|^2 ds \leq \frac{1}{2} \liminf_{k \to \infty} \int_0^T |g_k(s)|^2 ds \leq \liminf_{k \to \infty} I^{M_k}(x_{M_k}) = \lim_{M \to \infty} I^M(x_M).$$

(2) Without loss of generality, we assume that $I(x) < \infty$; otherwise the conclusion holds naturally. From the definition of $I$, there exists a sequence $\{v_M\}_{M \in \mathbb{N}^+} \subseteq L^2([0,T], H_0)$ such that $Z^M = x$ and

$$I(x) \geq \frac{1}{2} \int_0^T |v_M(s)|^2 ds - M^{-1}, \quad \forall M \in \mathbb{N}^+.$$ 

This also implies $\{v_M\}_{M \in \mathbb{N}^+} \subseteq S_{2(2K_1+1)}$. Define $x_M := Z^M_M$. Then it follows from (4.17) that

$$\|x_M - x\|_{C([0,T], H)} = \|Z^M_M - Z^M\|_{C([0,T], H)} \leq CM^{\min\{\alpha, \frac{d}{2} + (y-\frac{d}{2})^+\}} \to 0, \quad \text{as } M \to \infty.$$ 

In addition,

$$I^M(x_M) \leq \frac{1}{2} \int_0^T |v^M_M(s)|^2 ds \leq I(x) + M^{-1}, \quad \forall M \in \mathbb{N}^+,$$

which proves $\limsup_{M \to \infty} I^M(x_M) \leq I(x)$, as required. \qed
A Estimates of solution operator

We introduce the Mittag–Leffler function and some basic inequalities, which are taken from [23, Chapter 1.2]. Put \( a \in (0, 1) \) and \( b \in \mathbb{R} \). The Mittag–Leffler function is defined by

\[
E_{\alpha,\beta}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(ak+b)}, \quad \text{for } z \in \mathbb{C}.
\]

For any real number \( c \in (\frac{\alpha}{1}, a\pi) \), there exists some constant \( C = C(a, b, c) > 0 \) such that

\[
|E_{\alpha,\beta}(z)| \leq C(1 + |z|)^{-1}, \quad c \leq |\arg(z)| \leq \pi.
\]  

(A.1)

When \( b = a \), (A.1) can be refined as

\[
|E_{\alpha,\alpha}(z)| \leq C(1 + |z|)^{-2}, \quad c \leq |\arg(z)| \leq \pi.
\]  

(A.2)

In addition, for any \( \eta \in [0, 1] \) and \( \lambda > 0 \),

\[
\frac{d}{df}[r^{\alpha+\eta-1} E_{\alpha,\alpha+\eta}(\alpha \lambda^\rho)] = \begin{cases} 
-\lambda^{\rho+1} E_{\alpha,\alpha}(\alpha \lambda^\rho), & \text{if } \alpha + \eta = 1, \\
\lambda^{\rho+\eta-2} E_{\alpha,\alpha+\eta-1}(\alpha \lambda^\rho), & \text{if } \alpha + \eta \neq 1.
\end{cases}
\]  

(A.3)

Lemma A.1 Let \( 0 < s < t \leq T \), \( a \in (0, 1) \), \( \beta \in (0, 1) \) and \( \eta \in [0, 1] \). Then there exists some positive constant \( C \) independent of \( t \) and \( s \) such that \( S_\theta(\cdot) \) defined by (1.6) has the following estimates:

(1) For any \( \rho \leq 2\beta \),

\[
\|A^\rho S_\theta(t)\|_{L^2(H)} \leq C t^\rho \|S_\theta\|_{L^2(H)}.
\]

(2) When \( \alpha + \eta = 1 \), for any \( \rho \in [-2\beta, 2\beta] \),

\[
\|A^\rho (S_{1-t}(t) - S_{1-s}(s))\|_{L^2(H)} \leq C \int_s^t u^{-1+\rho} du.
\]

(3) When \( \alpha + \eta \neq 1 \), for any \( \rho \leq 2\beta \),

\[
\|A^\rho (S_\theta(t) - S_\theta(s))\|_{L^2(H)} \leq C \int_s^t u^{\alpha+\eta-2+\rho} du.
\]

Proof (1) It can be obtained by [18, Lemma 3.6] with trivial extensions, so the detail is omitted.

(2) By (A.3) and (A.2), for any \( \rho \in [-2\beta, 2\beta] \), one can derive

\[
\|A^\rho (S_{1-t}(t) - S_{1-s}(s))\|_{L^2(H)} = \sup_{k \geq 1} \left\{ \lambda_k^\rho \|E_{\alpha,1}(\alpha \lambda_k^\rho) - E_{\alpha,1}(\alpha \lambda_k^\rho)\| \right\} 
\]

\[
= \sup_{k \geq 1} \left\{ \lambda_k^\rho \int_s^t \lambda_k^\rho u^{\alpha-1} E_{\alpha,\alpha}(\alpha \lambda_k^\rho) du \right\} 
\]

\[
\leq C \sup_{k \geq 1} \left\{ \int_s^t u^{-1+\rho} (\lambda_k^\rho u^{\rho})^{\eta+\rho+1} du \right\} 
\]

\[
\leq C \int_s^t u^{-1+\rho} du.
\]

(3) When \( \rho \in [0, 2\beta] \), it follows from (A.3) and (A.1) that

\[
\|A^\rho (S_\theta(t) - S_\theta(s))\|_{L^2(H)} = \sup_{k \geq 1} \left\{ \lambda_k^\rho \|E_{\alpha,\alpha+\eta}(\alpha \lambda_k^\rho) - s^{\alpha+\eta-1} E_{\alpha,\alpha+\eta}(\alpha \lambda_k^\rho)\| \right\} 
\]

\[
= \sup_{k \geq 1} \left\{ \lambda_k^\rho \int_s^t \lambda_k^\rho u^{\alpha+\eta-2} E_{\alpha,\alpha+\eta-1}(\alpha \lambda_k^\rho) du \right\} 
\]

\[
\leq C \sup_{k \geq 1} \left\{ \int_s^t u^{\alpha+\eta-2-\rho} (\lambda_k^\rho u^{\rho})^{\eta+\rho+2} du \right\} 
\]

\[
\leq C \int_s^t u^{\alpha+\eta-2-\rho} du.
\]
\[ \leq C \int_s^t u^{\alpha+\beta-2} \frac{dv}{v} \, du. \]

While for any \( \rho < 0 \),
\[
\|A^\S(t) - S_\rho(s)\|_{L^2(H)} \leq C\|S_\rho(t) - S_\rho(s)\|_{L^2(H)} \leq C \int_s^t u^{\alpha+\beta-2} \, du.
\]

Hence, the proof is completed. \( \square \)

**Lemma A.2** Let \( \alpha, \beta, \gamma, \kappa \) be given as in Assumption 1.1 and \( \rho \in [-\kappa, \kappa] \). Then there exists some positive constant \( C \) independent of \( t \) and \( s \) such that for any \( 0 < s < t \leq T \),

1. When \( \alpha + \gamma = 1 \),
\[
\int_0^t \|A^\S(S_1(t) - S_1(s))\|_{L^2(H)}^2 \, ds \leq C(t-s)^{2(\frac{1}{2}-\frac{\rho}{2})}.
\]

2. When \( \alpha + \gamma \neq 1 \) and \( \rho = (\alpha + \gamma - 1) \frac{2\beta}{2} \),
\[
\int_0^t \|A^\S(S(t) - S(s))\|_{L^2(H)}^2 \, ds \leq C(t-s)^{2\min(\alpha+\gamma - 1, \frac{1}{2})}.
\]

3. When \( \alpha + \gamma \neq 1 \) and \( \rho \neq (\alpha + \gamma - 1) \frac{2\beta}{2} \),
\[
\int_0^t \|A^\S(S(t) - S(s))\|_{L^2(H)}^2 \, ds \leq C(t-s)^{2\min(\alpha+\gamma - 1, \frac{1}{2}), \beta}. \]

**Proof** To facilitate the proof, we firstly give the estimate
\[
\int_0^t \left( \int_s^t (t-u)^{-\frac{1}{2}} \, du \right)^2 \, ds \leq C(t-s)^{\frac{1}{2}} \int_0^t \left( \int_s^t (t-u)^{-\frac{1}{2}} \, du \right)^2 \, ds.
\]

(1) Applying Lemma A.1(2) and the change of variables shows
\[
\int_0^t \|A^\S(S_1(t) - S_1(s))\|_{L^2(H)}^2 \, ds \leq C \int_0^t \left( \int_s^t (t-u)^{-\frac{1}{2}} \, du \right)^2 \, ds = C \int_0^t \left( \int_s^t (t-u)^{-\frac{1}{2}} \, du \right)^2 \, ds.
\]

Thus, when \( \rho = 0 \), (A.4) yields the desired result; while \( \rho \in [-\kappa, 0) \cup (0, \kappa] \), it follows from [11, Lemma 3.2] that
\[
\int_0^t \|A^\S(S_1(t) - S_1(s))\|_{L^2(H)}^2 \, ds \leq C \int_0^t \left( (t-u)^{-\frac{1}{2}} - (s-u)^{-\frac{1}{2}} \right)^2 \, ds \leq C(t-s)^{-\frac{1}{2}},
\]

where the last step also used the fact \(-\frac{\alpha}{\beta} \in (-\frac{1}{2}, \frac{1}{2})\). Indeed, it follows from \( \alpha + \gamma = 1 \) and \( \kappa = \min((\alpha + \gamma - 1) \frac{2\beta}{2}, 2\beta) \), since

- if \( \alpha \in (0, \frac{1}{2}] \), then \( \kappa = 2\beta - \epsilon_0 \) and \( \rho \in (-2\beta, 2\beta) \);
- if \( \alpha \in (\frac{1}{2}, 1) \), then \( \kappa = \frac{1}{2} - \epsilon_0 \) and \( \rho \in (-\frac{1}{2}, \frac{1}{2}) \).

(2) When \( \alpha + \gamma \in (\frac{1}{2}, 1) \), using Lemma A.1(3) and [11, Lemma 3.2] reads
\[
\int_0^t \|A^\S(S(t) - S(s))\|_{L^2(H)}^2 \, ds \leq C \int_0^t \left( (t-u)^{\alpha+\gamma - 1} - (s-u)^{\alpha+\gamma - 1} \right)^2 \, ds \leq C(t-s)^{2(\alpha+\gamma - 1)}.
\]

While \( \alpha + \gamma \in (1, 2) \), using Lemma A.1(3) with \( \rho = (\alpha + \gamma - 1) \frac{2\beta}{2} > 0 \) as well as (A.4) reveals
\[
\int_0^t \|A^\S(S(t) - S(s))\|_{L^2(H)}^2 \, ds \leq C \int_0^t \left( \int_s^t (t-u)^{-1} \, du \right)^2 \, ds \leq C(t-s). \]
(3) It follows from Lemma A.1(3) and [11, Lemma 3.2] that
\[
\int_0^\gamma \|A^{\frac{\gamma}{2}}(S_t(t-u) - S_t(s-u))\|^2_{L(H)} du \\
\leq C \int_0^\gamma \left( (t-u)^{\alpha+\gamma-1-\frac{\rho}{2^\alpha}} - (s-u)^{\alpha+\gamma-1-\frac{\rho}{2^\alpha}} \right)^2 du \\
\leq \begin{cases} 
C(t-s)^{2-\varepsilon}, & \text{if } \rho \geq 0 \text{ and } \rho = (\alpha + \gamma - \frac{3}{2}) \frac{2^\alpha}{\alpha}, \\
C(t-s)^{2\min[\alpha+\gamma-\frac{3}{2},1]}, & \text{if } \rho \geq 0 \text{ and } \rho \neq (\alpha + \gamma - \frac{3}{2}) \frac{2^\alpha}{\alpha}, \\
C(t-s)^{2-\varepsilon}, & \text{if } \rho < 0 \text{ and } \alpha + \gamma = \frac{3}{2}, \\
C(t-s)^{2\min[\alpha+\gamma-\frac{3}{2},1]}, & \text{if } \rho < 0 \text{ and } \alpha + \gamma \neq \frac{3}{2},
\end{cases}
\leq C(t-s)^{2\min[\alpha+\gamma-\frac{3}{2},1]}.
\]
The proof is completed. \hfill \Box

B The multiplicative noise case

Consider the stochastic space-time fractional diffusion equation with multiplicative noise
\[
\partial_t^\alpha U(t) + A^\beta U(t) = F(U(t)) + \gamma^\frac{1}{2} \sigma(U(t)) dW(t), \quad \forall t \in (0,T]
\]
with $U(0) = X_0$, where $\sigma$ satisfies the following assumption.

Assumption B.1 Let $\alpha \in (0,1)$, $\beta \in (0,1]$, $\gamma \in [0,1]$ with $\alpha + \gamma > \frac{1}{2}$. Let $\sigma : H \rightarrow L_2(Q^{\frac{1}{2}}(H),H^{r-\kappa})$ for some $r \in (0,\kappa]$ with $\kappa := \min((\alpha + \gamma - \frac{3}{2}) \frac{2^\alpha}{\alpha}, 2\beta) = \varepsilon_0$, $\varepsilon_0 > 0$ is arbitrarily small. Moreover, there exists $L > 0$ such that

\[
\|A^{\frac{\gamma}{2}} \sigma(\phi) Q^{\frac{1}{2}}\|_{L(H)} \leq L(1 + \|\phi\|), \quad \forall \phi \in H,
\]
\[
\|(\sigma(\phi) - \sigma(\psi)) Q^{\frac{1}{2}}\|_{L(H)} \leq L\|\phi - \psi\|, \quad \forall \phi, \psi \in H.
\]

Notice that if for all $\phi \in H$, $\sigma(\phi) = I$ is the identity operator on $H$, then Assumption B.1 is equivalent to Assumption 1.1. Hence Theorem 3.1 is a special version of the following theorem.

Theorem B.1 (existence and uniqueness) Let $X_0 \in L^p(\Omega, H)$ with some $p \geq 2$, and Assumptions B.1 and 1.2 hold. Then Eq. (B.1) admits a unique mild solution $U \in C([0,T],L^p(\Omega, H))$ given by

\[
U(t) = S_{t-a}(t)X_0 + \int_0^t S_{t-s} F(U(s)) ds + \int_0^t S_{t-s} \sigma(U(s)) dW(s), \quad t \in [0,T].
\]

Proof Let $\sigma > 0$ to be determined and denote $\nu := \min(\alpha, 2(\alpha + \gamma - \frac{1}{2})]$. Set

\[
C([0,T],L^p(\Omega, H))_{\sigma} := \left\{ \phi \in C([0,T],L^p(\Omega, H)) : \|\phi\|_{\sigma,p} := \sup_{t \in [0,T] \text{ (B.1)}} \left| \frac{\mathbb{E}|\phi(t)|^p}{\mathbb{E}_{\nu,s}(\|\phi\|^p)} \right|^{1/p} < \infty \right\}.
\]

Note that it is a Banach space, since the weighted norm $\| \cdot \|_{\sigma,p}$ is equivalent to the standard norm of $C([0,T],L^p(\Omega, H))$ for the fixed $\sigma > 0$ and $p \geq 2$. For any $U \in C([0,T],L^p(\Omega, H))_{\sigma}$, define

\[
T U(t) := S_{t-a}(t)X_0 + \int_0^t S_{t-s} F(U(s)) ds + \int_0^t S_{t-s} \sigma(U(s)) dW(s), \quad t \in [0,T].
\]

Invariance: Let $U \in C([0,T],L^p(\Omega, H))_{\sigma}$ be arbitrary. It follows from the Burkholder–Davis–Gundy inequality (see e.g., [10]), Lemma A.1(1), Assumptions B.1 and 1.2 that

\[
\|T U(t)\|_{L^p(\Omega, H)} \leq \|S_{t-a}(t)X_0\|_{L^p(\Omega, H)} + \int_0^t \|S_{t-s}\|_{L(H)} \|F(U(s))\|_{L^p(\Omega, H)} ds \\
+ C \left( \int_0^t \|A^{\frac{\gamma}{2}} S_{t-s}\|^2_{L(H)} ds \right)^{1/2} + \|A^{\frac{\gamma}{2}} \sigma(U(s)) Q^{\frac{1}{2}}\|^2_{L_2(L(H),H)} ds \right)^{1/2}.
\]
\[ L \leq C + C \int_0^T (t-s)^{(r-1)} ds \left( 1 + \|U\|_{C([0,T],L^p(\Omega,H))} \right) \]
\[ + C \left( \int_0^T (t-s)^{(2(\alpha_0+\gamma-1)\cdot \frac{\delta}{r}}(t-s)\|\mathcal{T}(t_s)\|^2_{L^p(\Omega,H)}) \right)^{1/2} \left( 1 + \|U\|_{C([0,T],L^p(\Omega,H))} \right) \]
\[ \leq C, \quad \forall t \in [0,T], \]

which implies \( \mathcal{T}U \in C([0,T],L^p(\Omega,H)) \). This means that the space \( C([0,T],L^p(\Omega,H)) \) is invariant under the mapping \( \mathcal{T} \).

**Contraction:** Let \( U_1, U_2 \in C([0,T],L^p(\Omega,H)) \) be arbitrary. According to the Burkholder–Davis–Gundy inequality, Lemma A.1(1), Assumptions B.1 and 1.2, and Hölder’s inequality, one can read
\[ \|\mathcal{T}U_1(t) - \mathcal{T}U_2(t)\|_p^p \leq \left( \int_0^T \|\mathcal{T}_0(t-s)\|_{L^p(\Omega,H)}^p \|F(U_1(s)) - F(U_2(s))\|_{L^p(\Omega,H)} ds \right)^p \]
\[ + C \left( \int_0^T \|\mathcal{T}_0(t-s)\|_{L^p(\Omega,H)}^p \|\mathcal{F}(U_1(s)) - \mathcal{F}(U_2(s))\|_{L^p(\Omega,H)}^2 ds \right)^{p/2} \]
\[ \leq C \left( \int_0^T (t-s)^{(r-1)} \|U_1(s) - U_2(s)\|_{L^p(\Omega,H)} ds \right)^p \]
\[ + C \left( \int_0^T (t-s)^{(2(\alpha_0+\gamma-1))} \|U_1(s) - U_2(s)\|_{L^p(\Omega,H)}^2 ds \right)^{p/2} \]
\[ \leq C_0 \int_0^T (t-s)^{(r-1)} \|U_1(s) - U_2(s)\|_{L^p(\Omega,H)}^p ds. \]

Then, it follows from \( \frac{\mathcal{T}U_1 - \mathcal{T}U_2}{\|\mathcal{T}U_1 - \mathcal{T}U_2\|_{\sigma, p}} \) that
\[ \|\mathcal{T}U_1(t) - \mathcal{T}U_2(t)\|_{\sigma, p} \leq \frac{C_0}{\|U_1 - U_2\|_{\sigma, p}} \int_0^T (t-s)^{(r-1)} \|U_1(s) - U_2(s)\|_{\sigma, p} ds, \quad \forall t \in [0,T]. \]

Since the positive constant \( C_0 \) is independent of \( \sigma \), one can take \( \sigma = 2\bar{\sigma}C_0^\gamma(t) \) such that \( \|\mathcal{T}U_1 - \mathcal{T}U_2\|_{\sigma, p} \leq \frac{1}{2} \|U_1 - U_2\|_{\sigma, p} \), and the mapping \( \mathcal{T} \) is therefore a contraction on \( C([0,T],L^p(\Omega,H)) \).

As a result, the mapping \( \mathcal{T} \) admits a unique fixed point in \( C([0,T],L^p(\Omega,H)) \), so the model (B.1) admits a unique mild solution \( U \in C([0,T],L^p(\Omega,H)) \). The proof is completed.

**Proposition B.1** Let \( p \geq 2 \), and Assumptions B.1 and 1.2 hold.

1. If \( X_0 \in L^p(\Omega, H') \), then \( U \in C([0,T],L^p(\Omega, H')) \).
2. If \( X_0 \in L^p(\Omega, H^{2\bar{\sigma}}) \), then there exists some positive constant \( C \) such that
\[ \|U(t) - U(s)\|_{L^p(\Omega,H)} \leq C(t-s)^{\min\{\frac{\alpha_0}{2\bar{\sigma}}, \frac{\delta}{2}\cdot (1-\frac{1}{r})\}}, \quad \forall 0 \leq s < t \leq T. \]
3. If \( X_0 \in L^p(\Omega, H^{2\bar{\sigma}}) \), then there exists some positive constant \( C_\varepsilon \) such that
\[ \|U(t) - U(s)\|_{L^p(\Omega,H)} \leq C_\varepsilon (t-s)^{-\varepsilon} (t-s)^{\min\{\frac{\alpha_0}{2\bar{\sigma}}, \frac{\delta}{2}\cdot (1-\frac{1}{r})\}}, \quad \forall 0 < s < t \leq T. \]

**Proof** For the multiplicative noise case, we redefine the stochastic convolution
\[ A_{\sigma,t}(t) := \int_0^t S_\gamma(t-s)\sigma(U(s))dW(s), \quad \forall t \in [0,T]. \]

Then \( U(t) = S_{1-\varepsilon}(t)X_0 + T_{F,X}(t) + A_{\sigma,t}(t) \). In terms of the proof of the properties (1)–(3), the estimate of \( S_{1-\varepsilon}(t)X_0 + T_{F,X}(t) \) are the same as that of \( S_{1-\varepsilon}(t)X_0 + T_{F,X}(t) \) in the proofs of Propositions 3.1 and 3.2. Hence it suffices to prove the properties (1)–(3) for the special case that \( U(t) = A_{\sigma,t}(t) \) (i.e., \( X_0 = 0 \) and \( F \equiv 0 \)).

By the Burkholder–Davis–Gundy inequality, Lemma A.1(1) and Assumption B.1,
\[ \|U(t)\|_{L^p(\Omega,H)}^2 = \|A_{\sigma,t}(t)\|_{L^p(\Omega,H)}^2 \]
\[
\|A^{2/3} S_t(t-s)\|_{L^2(H)}^2 \leq C \int_0^t \|A^{2/3} \sigma(U(s)) Q^2_{H} \|_{L^2(\Omega)}^2 \, ds,
\]
\[
\|A^{2/3} S_t(t-s)\|_{L^2(H)}^2 \leq C \int_0^t (t-s)^{2(\alpha+\gamma-1-\frac{3}{4})^+} (1 + \|U(s)\|_{L^2(\Omega,H)}^2) \, ds,
\]
for all \( t \in [0,T] \), in which the norm \( \| \cdot \|_{L^2(\Omega,H)} \) can be further bounded by \( C \| \cdot \|_{L^2(\Omega,H')} \). Thus the singular-type Grönwall’s inequality yields the spatial regularity result \( U \in C([0,T], L^p(\Omega, H')) \).

When \( U(t) = A_{\sigma(t)} U(t) \), the properties (2) and (3) can be obtained by the following inequality
\[
\|A_{\sigma(t)} U(t) - A_{\sigma(t)} U(s)\|_{L^2(\Omega,H)} \leq C (t-s)^{\min\{1-\frac{3}{4\beta}, \frac{3}{4\beta} \}} \| \sigma \|_{W^{1,\infty}(\Omega, H)}^2, \quad \forall 0 < s < t \leq T.
\]
Therefore it suffices to prove (B.2). Indeed, similarly to the proof of Proposition 2.2, using the Burkholder–Davis–Gundy inequality, Lemma A.1, Assumption B.1 and Theorem B.1 shows
\[
\|A_{\sigma(t)} U(t) - A_{\sigma(t)} U(s)\|_{L^2(\Omega,H)} \leq C \int_0^t S_t(t-s) \sigma(U(t)) dW(t) \|_{L^2(\Omega,H)}^2
\]
\[
+ C \| \int_0^t (S_t(t-s) - S_t(s-t)) \sigma(U(t)) dW(t) \|_{L^2(\Omega,H)}^2 \leq C \int_0^t S_t(t-s) \sigma(U(t)) Q^2_{H} \|_{L^2(\Omega,H)}^2 \, d\tau
\]
\[
+ C \int_0^t \| (S_t(t-s) - S_t(s-t)) \sigma(U(t)) Q^2_{H} \|_{L^2(\Omega,H)}^2 \, d\tau \leq C \int_0^t \| A^{2/3} S_t(t-s) \|_{L^2(H)}^2 \| A^{2/3} \sigma(U(t)) Q^2_{H} \|_{L^2(\Omega,H)}^2 \, d\tau
\]
\[
+ C \int_0^t \| A^{2/3} (S_t(t-s) - S_t(s-t)) \|_{L^2(H)}^2 \| A^{2/3} \sigma(U(t)) Q^2_{H} \|_{L^2(\Omega,H)}^2 \, d\tau \leq C(t-s)^{2(\alpha+\gamma-1-\frac{3}{4})^+} \| \sigma \|_{W^{1,\infty}(\Omega, H)}^2.
\]

as required. The proof is completed. \( \square \)
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