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ABSTRACT
Scaling up the size and training of autoregressive language models has enabled novel ways of solving Natural Language Processing tasks using zero-shot and few-shot learning. While extreme-scale language models such as GPT-3 offer multilingual capabilities, zero-shot learning for languages other than English remain largely unexplored. Here, we introduce Cedille, a large open source auto-regressive language model, specifically trained for the French language. Our results show that Cedille outperforms existing French language models and is competitive with GPT-3 on a range of French zero-shot benchmarks. Furthermore, we provide an in-depth comparison of the toxicity exhibited by these models, showing that Cedille marks an improvement in language model safety thanks to dataset filtering.

1 Introduction
Large autoregressive language models have drawn wide attention due to their zero-shot and few-shot capabilities, allowing them to be used for a wide variety of Natural Language Processing tasks without the need for task-specific finetuning or annotation data [1,2]. Additionally, previous work highlights the improved sample and compute efficiency of larger models, generally justifying the move towards larger models [3].

Although large language models, such as GPT-3 [2], have been trained on multilingual corpuses, the performance on NLP tasks may vary significantly between languages. Assessing zero-shot performance in non-English languages is challenging due to the limited number of human-curated benchmarks available. However, with the exception of recent work in machine translation [4], multilingual models generally perform worse than mono- or bilingual language models [5].

Monolingual autoregressive language models in French have previously been proposed. GPT-fr [6] and PAGnol [7] have been trained on filtered versions of Common Crawl and CCNet [8], respectively. Both works highlight the importance of deduplicating and filtering of pre-training data and use decoder-only transformer architectures, closely following the GPT models with model sizes reaching 1B and 1.5B parameters, respectively. It’s worth noting that these works do not directly compare performance against extreme-scale large multilingual models, such as GPT-3, in particular with regard to zero-shot tasks.

Previous work on the various encoding biases in large language models highlights the importance of dataset curation and documentation [9,10]. Experiments conducted on GPT-3 (which has been trained on 570GB of text data from Common Crawl) show that the model may generate toxic sentences even when prompted with non-toxic text [11]. Although applying filtering of training data using automated toxicity scores may introduce classifier-specific biases [12], this technique remains more effective than...
decoder-based detoxification using methods such as swear word filters, PPLM [13], soft prompt tuning [14] or toxicity control tokens [15].

As a consequence of the aforementioned risks, the trend towards larger models coincides with a trend to not release models publicly. Controlling access to large language models may protect against certain bad actors but also limits reproducibility and research efforts to mitigate the negative properties of such models. In a push for building models in the open, EleutherAI, a grassroots collective of researchers, released GPT-J [16], a 6B parameter English language model. This model was trained on the Pile [20], a 825GB text corpus by the same collective.

The contributions of this paper are as follows: (1) We introduce Cedille, an openly available French language model built on GPT-J, which is capable of achieving competitive zero-shot performance against existing French language models and GPT-3. (2) We release the toxicity scores of the complete French C4 dataset, and (3) we provide a comparison of Cedille’s toxicity to other language models (including GPT-3).

2 Methods

2.1 Model architecture

Our model architecture is identical to GPT-J [16]. GPT-J uses a similar transformer architecture to the one used in 6.7B GPT-3 with three main differences: (1) No sparse attention patterns were used; (2) the dimension of the attention head was increased from 128 to 256; and (3) Rotary positional embeddings [17] were used instead of sinusoidal embeddings. See Table 1 for more details.

| Parameter                      | Value          |
|--------------------------------|----------------|
| Number of parameters           | 6,053,381,344 |
| Number of layers N             | 28             |
| Model dimensions d_model        | 4096           |
| Feed-forward dimension d_f     | 16,384         |
| Number of attention heads n     | 16             |
| Head dimension d_head          | 256            |
| Context size                   | 2048           |
| Vocab size                     | 50,257         |

Table 1: Cedille model details.

2.2 Training data

Cedille is trained on a filtered version of the French part of the multilingual C4 (mC4) dataset [18], which contains 332M documents or 1.1TB of uncompressed text. mC4 is extracted from 71 Common Crawl snapshots (years 2013 to 2020) and uses CLD3, a small feed-forward neural network, for language identification. mC4 filtered out pages of less than three lines of at least 200 characters.

We apply two different forms of filtering to the dataset 1) toxicity filtering using the Detoxify model [19] and 2) loss filtering using the FlauBERT model [20]. For both filtering steps we compute the metric on a per-document level of the entire base dataset. In some cases chunking the documents into splits of 1200 characters was necessary due to the fixed context size of the used models. Chunks smaller than 600 characters were not evaluated. The predictions were run on TPU v3-8 machines with 8-fold data parallelism each.

Each percentile as well as the tails of both the loss and the toxicity distribution were sampled and manually inspected to find suitable cut-off values for filtering. The inspection of these samples revealed that both toxicity and loss values were appropriate. We removed documents corresponding to a toxicity score higher than 0.5, corresponding to 0.25% of the content (0.8M documents). For the loss filtering we considered the loss distribution of each of the 2048 files and removed documents below a 0.2 percentile loss (corresponding to a loss value of roughly 4.5) and above an absolute loss value of 10. This corresponded to a removal of roughly 20% of all documents (66M documents). The combined filtering led to a final training set of 265M documents, which corresponds to roughly 773GB of uncompressed text.

The text was then run through the fix-text method of the Python library ftfy [21] using NFKC normalization and encoded using the unmodified GPT-2 tokenizer. Documents were simply concatenated and split into samples of 2049 tokens. The final training set yielded a total of 130M samples corresponding to 268B tokens.

2.3 Training process

Cedille was trained starting from the official GPT-J model checkpoint using the mesh-transformer-jax codebase [22]. Training was conducted on a v3-128 TPU VM using 16-fold data parallelism and 8-fold model sharding. For all our experiments we used an effective batch size of 256. We used a linear warmup of 42k steps up to a peak learning rate of 5e-5 and a cosine decay to 1e-5. Weight decay was set to 0.1. Cedille was trained for 150k steps, which corresponds to 0.3 epochs on the training set or 78.7B tokens. The starting and final training perplexities were 6.13 and 3.89, respectively. During training we monitored the loss on a dataset of French news stories published too recently to be part of the training data.
2.4 Evaluation

Zero-shot performance was evaluated using a forked version of the lm-evaluation-harness codebase \[23\]. In particular, we added a different way of evaluating perplexity using strides (see section 3.1), implemented the various benchmarks discussed in this work, and integrated the mesh-transformer-jax library (for evaluating checkpoints on TPUs) and the Pagnol model families. Benchmarking was conducted on v3-8 TPU VMs and on A100 GPUs.

Toxicity evaluation was conducted using a modified version of the real-toxicity-prompts codebase\[^5\]. The main difference is the use of the Detoxify model in order to predict toxicity (see section 4). Our adapted codebase is available at \[https://github.com/coteries/real-toxicity-prompts\].

3 Tasks

3.1 Perplexity

| Model         | #params | Byte-PPL | Token-PPL |
|---------------|---------|----------|-----------|
| GPT-3 (ada)   | 1.3B    | 1.930    | 7.952     |
| GPT-3 (babbage)| 6.7B    | 1.973    | 6.447     |
| GPT-3 (curie) | 13B     | 1.809    | 5.082     |
| GPT-3 (davinci)| 175B   | 1.656    | 3.993     |
| GPT-J         | 6.05B   | 1.746    | 5.797     |
| Cedille       | 6.05B   | 1.646    | 3.932     |
| Pagnol (small)| 124M    | 1.852    | 17.802    |
| Pagnol (medium)| 335M  | 1.775    | 14.623    |
| Pagnol (large)| 773M    | 1.725    | 12.791    |
| GPT-fr (base) | 1B      | 2.090    | 11.882    |

Table 2: Byte-level and token-level perplexity scores on the WikiText-fr benchmark (lower is better).

\[^a\]OpenAI hasn’t officially disclosed the size of the models provided by their API, however recent experiments suggest the mapping presented in the table \[24\].

Zero-shot perplexity was evaluated on the test subset of the WikiText-fr\[^6\] dataset \[6\], containing articles from the French Wikipedia which are part of the “quality articles” or “good articles” categories, similar to the English WikiText-103 dataset \[25\]. The test set contains 589k words or 3.7M characters of cleaned French text from 60 articles. We evaluated perplexity by concatenating the text without further preprocessing and using a sliding window approach \[26\] with a stride of 512 tokens. Therefore models with a context window of 1024 tokens (GPT-fr, Pagnol) had 512 tokens of context, whereas models with a context window of 2048 tokens had 1536 tokens of context. Table 2 shows the summed log likelihoods both normalized by number of characters and by number of tokens. Note that the token-level perplexity for GPT-fr and Pagnol is not directly comparable to the other models, as they are not using the (English) GPT-2 tokenizer.

Cedille achieves the lowest perplexity score out of the analyzed models, clearly outcompeting existing French language models and narrowly outcompeting GPT-3 (davinci). Unsurprisingly, models with larger context windows generally perform better at this task. It is noteworthy that the test dataset is likely contained in the training data as no dataset-specific filtering of the training data was conducted as part of this work.

3.2 Summarization

We evaluated the summarization capabilities on the OrangeSum benchmark, as introduced in the BARThez work \[27\] as a French equivalent of XSum \[28\]. The benchmark contains news articles published between February 2011 and September 2020, scraped from the French website “Orange Actu”. The models were given the news article in the test subset using the following prompt:

```{article text}
Pour résumer :
```  

The models were tasked to generate 100 tokens using top-\(k\) of 2 and a temperature of 1, following the methodology in \[1\]. We used greedy decoding (top-\(k\) = 1) for GPT-3, since at the time of this work being conducted, the API didn’t allow for other top-\(k\) values. When the prompt exceeded the context window of the model it was left-side truncated. The output was then clipped to contain at most 3 sentences (using simplistic sentence splitting at the period character). Table 3 shows the ROUGE score \[29\] of the output compared to the title of the corresponding articles.

| Model         | \(R_1\) | \(R_2\) | \(R_L\) |
|---------------|---------|---------|--------|
| GPT-3 (ada)   | 13.95   | 4.75    | 11.59  |
| GPT-3 (babbage)| 4.62   | 1.76    | 3.86   |
| GPT-3 (curie) | 5.28    | 2.21    | 4.42   |
| GPT-3 (davinci)| **15.49** | **5.82** | **13.05** |
| GPT-J         | 14.46   | 4.72    | 11.68  |
| Cedille       | 14.74   | 4.83    | 11.86  |
| Pagnol (small)| 8.52    | 1.61    | 7.24   |
| Pagnol (medium)| 8.98   | 1.86    | 7.55   |
| Pagnol (large)| 9.19    | 1.85    | 7.71   |
| GPT-fr (base) | 10.15   | 2.60    | 8.27   |

Table 3: Performance of summarization in French. Shown are the ROUGE scores on the OrangeSum dataset (higher is better).

Generally, we observed some variance due to the non-greedy sampling procedure. However, computational limi-

\[^5\]https://github.com/allenai/real-toxicity-prompts
\[^6\]https://huggingface.co/datasets/asi/wikitext_fr

---

\[23\] OpenAI hasn’t officially disclosed the size of the models provided by their API, however recent experiments suggest the mapping presented in the table \[24\].

\[24\] OpenAI hasn’t officially disclosed the size of the models provided by their API, however recent experiments suggest the mapping presented in the table \[24\].
tions and cost made it difficult to estimate this variance. We also observed that the choice of the prefix (“Pour résumer :”) strongly influences the scores. Some of the evaluated models are also more likely to generate bullet point summaries, rather than a single sentence, which may again lead to different sentence splitting. This may explain the increased score for GPT-3 (ada) compared to larger GPT-3 models. Nevertheless, the scores provided in Table 3 give some rough indication of summarization performance.

3.3 Question Answering (QA)

Question answering (QA) was evaluated on FQuAD (French Question Answering Dataset) [30], a dataset inspired by the English SQuAD equivalent [31]. The models were evaluated on the validation subset, which contains 3188 human-curated question-answer pairs, based on 768 high-quality French Wikipedia articles.

| Model         | F1   | Exact match (%) |
|---------------|------|-----------------|
| GPT-3 (ada)   | 19.09| 4.48            |
| GPT-3 (babbage)| 26.16| 8.81           |
| **GPT-3 (curie)** | **39.49** | **17.84** |
| GPT-3 (davinci)| 26.14| 6.96            |
| Cedille       | 34.59| 12.23           |
| Pagnol (small)| 10.66| 0.43            |
| Pagnol (medium)| 13.80| 0.84            |
| Pagnol (large)| 17.67| 2.72            |
| GPT-fr (base) | 15.15| 2.03            |

Table 4: Question-answering F1 and exact match scores in French on the FQuAD benchmark (higher is better).

The models were evaluated using the SQuAD v2 metric [31], which also takes into consideration “no answer” probabilities, i.e. cases when no answer to a particular question is possible given the context. The models were tasked to generate 100 tokens and at most 1 sentence using greedy sampling and the following prompt:

Titre: {title}\nContexte: {context}\nQuestion: {question}\nRéponse:

The “no answer” probabilities were calculated against the string:

{prompt} Sans réponse.

However, all questions in the evaluated data contained exactly one answer.

The results in Table 4 show that GPT-3 is very competitive on this task, with GPT-3 (curie) outperforming Cedille and all other evaluated models. GPT-3 (davinci) was not evaluated on this task for cost reasons, as OpenAI did not support our request for funding at the time of writing. The results may be contrasted to a finetuned version of CamemBERT [32] which yields F1 of 88% and best match of 78% on this dataset [30].

3.4 Translation

Zero-shot translation was evaluated for the language pair English and French on the WMT14 dataset [33]. Traditionally, such benchmarks are evaluated using the BLEU score [34]. The datasets contains 3003 samples each and are provided by the sacrebleu library [35]. The zero-shot task is formulated using the following pattern:

{source_lang} phrase: {text}\n{target_lang} phrase:

Where source_lang and target_lang are French and English, respectively, depending on the direction. Greedy sampling is used to generate 256 tokens. The output was clipped to at most 1 sentence.

Cedille outperforms other models for the direction English to French, highlighting the strong French writing capabilities (see Table 5). Likewise, GPT-3 (davinci) performs better for the French to English direction. Monolingual models, such as Pagnol and GPT-fr perform worse at this task presumably due to the limited amount of English that was part of their pretraining data. Often, smaller models were unable to follow the instructions and simply repeated the context in the given language. As opposed to summarization and question-answering benchmarks, the target is generally not part of the context, therefore simply repeating the input normally results in a low score.

As of 2021, dedicated neural machine translation solutions, such as Very Deep Transformers, reach 46.4 BLEU for English to French translation [36].

| Model         | BLEU (en→fr) | BLEU (fr→en) |
|---------------|--------------|--------------|
| GPT-3 (ada)   | 2.71         | 16.64        |
| GPT-3 (babbage)| 3.20         | 24.56        |
| GPT-3 (curie) | 13.45        | 27.70        |
| **GPT-3 (davinci)** | **20.40** | **27.70** |
| GPT-J         | 14.71        | 26.06        |
| **Cedille**   | **24.89**    | 20.59        |

Table 5: BLEU scores for translation on WMT14 for the English-French language pair (higher is better).

4 Toxicity analysis

In order to evaluate the toxicity of the model we closely followed the work conducted in [11]. We studied the case
of unprompted (i.e. conditioned only on a start-of-sentence token) and prompted generation.

The original work in [11] used the Perspective API, a service that uses machine learning classifiers to estimate the perceived toxicity of text. In this work, we employ the Detoxify tool [19] instead. We made this choice as the underlying models used by Perspective evolve with time and are not released publicly, which limits experimental reproducibility.

Detoxify assigns a toxicity score between 0 and 1, with 1 denoting “a very hateful, aggressive, or disrespectful comment”. We refer to content with a score > 0.5 as “toxic”. We use the “multilingual” Detoxify model from release v0.4.0, and compare the toxicity of Cedille output to 3 other models: GPT-2 (117M), GPT-3 (davinci), GPT-J and GPT-fr (base).

### 4.1 Unprompted toxicity

For the unprompted toxicity we analyze the expected maximum toxicity, i.e. the expected worst-case toxicity score given \( N \) unprompted generations. Figure 1 shows bootstrap estimates (1000 iterations) of the expected maximum toxicity for \( N \) generations with variance bounds as shades.

In this setting, Cedille consistently generates content with lower expected maximum toxicity than GPT-2, GPT-J, and GPT-3. After 100 generations, this value is under 0.5 for GPT-fr and Cedille (0.41 and 0.48, respectively), which means that the worst content from these models is not expected to be toxic. This is in contrast with the other models, for which maximum expected toxicity values are 0.64, 0.54 and 0.56.

After 10K generations, Cedille and GPT-fr are the only models for which the expected worst outputs don’t reach a toxicity level of 1.0. We expect all other models to have at least one output that is maximally toxic as detected by Detoxify. Generally the two models that perform best are GPT-fr and Cedille, which were both trained on carefully filtered datasets, pointing to the importance of dataset cur- ration when considering the safety of language models.

Without any conditioning, the multilingual models almost exclusively generate English content: this is the case of GPT-2, GPT-J and GPT-3. However, with the Detoxify model being multilingual, the toxicity scores remain comparable.

### 4.2 Prompted toxicity

For prompted toxicity we used a set of 50 French prompts with values of toxicity spanning the full range, with a mean of 0.34. The set of prompts was selected randomly from the RealToxicityPrompt dataset and manually translated from English to French by a French native speaker. We used a smaller number of prompts than in [11] due to limited computing resources. The French prompts cause the multilingual models (GPT-2, GPT-J and GPT-3) to generate French content. For each prompt, each model generates 50 completions. We used nucleus sampling with \( p = 0.9 \) to generate up to 20 tokens per continuation, following the protocol from [11].

Table 6 shows two properties: 1) the expected maximum toxicity over 25 generations (with standard deviations in parentheses) and 2) the empirical probability of generating toxic text at least once among 25 generations.

| Model                | Exp. max tox. | Prob. toxicity |
|----------------------|---------------|----------------|
| GPT-2\(^a\)         | 0.63(0.23)    | 0.66           |
| GPT-3 (davinci)      | 0.68(0.27)    | 0.74           |
| GPT-J                | 0.73(0.26)    | 0.78           |
| Cedille              | 0.66(0.27)    | 0.72           |
| GPT-fr (base)        | 0.73(0.27)    | 0.78           |

\(^a\)Upon manual inspection, it appeared that GPT-2 is unable to generate sensible French content, and as such the resulting toxicity values can’t be compared to other models.

For both properties, Cedille outperforms the other models. We can see again that Cedille is less toxic than GPT-J, indicating that the training not only improved the model’s French capabilities, but also increased its safety.

### 5 Conclusions

In this work we introduced Cedille, a large auto-regressive French language model. Our work shows that monolingual models such as Cedille, can be competitive compared to extreme scale multilingual language models, i.e. GPT-3. Compared to existing French language models, Cedille is capable of performing well on zero-shot natural language understanding tasks and reaches a new state-of-the-art perplexity score on the French WikiText corpus. Lastly, our approach of toxicity filtering of the training data led to a decrease in both maximum toxicity as well as the likelihood of toxic output.

As a result of the finetuning approach starting from GPT-J, Cedille has been exposed to a large amount of both English and French language data from the Pile and French mC4. This combination allows for competitive zero-shot translation scores for the French-English language pair. Early experiments indicate that finetuning an existing English language model and adapting it to French is more efficient even with considerable compute and data investments (see appendix).

Given the scarcity of high-quality human-curated datasets in non-English languages it is especially challenging to provide a fair comparison of language models. For the zero-shot benchmarks we observed a high degree of sensitivity towards evaluation settings such as prefixes, sampling parameters, and type of evaluation metric. The scores
should therefore only be considered as a rough guidance and model performance may be highly task specific. In this work we haven’t provided performance metrics for other NLP tasks such as text classification or word sense disambiguation. Furthermore, this work focused on zero-shot evaluation, ignoring few-shot or finetuning approaches.

Apart from training larger models, a possible path forward is to deduplicate training data. This method has been shown to improve end-task performance significantly [8, 37] but was not conducted as part of this work. In order to further reduce language model toxicity, a possible direction is the integration of human feedback in the training process in order to reduce toxic output generation [38].

Data availability. Cedille is available under the MIT License on the Hugging Face model hub: https://huggingface.co/Cedille/fr-boris and on our GitHub repository: https://github.com/coteries/cedille-ai. Regarding the French mC4 toxicity scores and toxicity analysis code, please refer to: https://github.com/coteries/real-toxicity-prompts.
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SUPPLEMENTARY MATERIAL

1 Experiments training from scratch

Given the amount of compute and data available, training from scratch rather than finetuning was considered. We experimented training Cedille from scratch using both the GPT-2 tokenizer (Cedille-fs-GPT2, vocab size 50,400) and the GPT-fr tokenizer (Cedille-fs-GPTfr, vocab size 50,000) for 60k steps using a peak learning rate of 1.2e-4 end learning rate 1.2e-5, and 7281 warm-up steps. These two variants are therefore only trained on one third of the data compared to the released Cedille model (150k steps). In order to have a fair comparison we show the result of Cedille after the same amount of steps (Cedille-60k). All models were trained on the same filtered mC4 dataset, as described in this work.

As shown in Table S1, Cedille-60k outperforms the from-scratch variants on the WikiText-fr benchmark. However, due to compute limitations we did not run the variants for longer than 60k steps and it is possible that we could’ve reached similar performance after 150k steps. Furthermore, both variants perform similarly, even though they are using a different tokenizer. Due to the variants performing very similarly, we conclude that even though a dedicated French tokenizer is a lot more efficient at encoding French text compared to the GPT-2 tokenizer, its benefit with regard to end-task performance was minimal in our experiments.

| Model       | PPL (byte) | PPL (token) |
|-------------|------------|-------------|
| GPT-J       | 1.746      | 5.797       |
| Cedille-60k | **1.673**  | **4.112**   |
| Cedille-fs-GPT2 | 1.794 | 4.972       |
| Cedille-fs-GPTfr | 1.775 | 6.856       |

Table S1: Byte-level and token-level perplexities for the WikiText-fr benchmark. Cedille-60k is the Cedille model at checkpoint 60k (out of 150k), Cedille-fs-GPT2 and Cedille-fs-GPTfr are models trained for 60k steps on the same dataset, but with random weight initialization.