Fatigue crack propagation in carbon steel using RVE based model
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ABSTRACT
A representative volume element (RVE) based multi-scale method is proposed to investigate the mechanism of fatigue crack propagation by the molecular dynamics (MD) and the extended finite element methods(XFEM) in this study. An atomic model of carbon steel plate is built to study the behavior of fatigue crack at the micro scale by MD method. Then the RVE model for fatigue crack propagation should be built by fitting the data which was obtained from the MD result with the Paris law model. Moreover, the effect of micro-structural defects including interstitial atoms, vacancies have also been considered in this study. The results indicate that the micro-structural defects can deeply influence the values of Paris law constants and the life of the specimen can be evaluated by the proposed method.
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1. INTRODUCTION
Detection and simulation of failures are vital to ensure the stability of structures in engineering fields, e.g., aircraft, watercraft, vehicle. Fatigue fracture, as a main part of structural failures, usually happens at load levels below the yield stress and eventually developed to unstable fracture. Therefore, it is important to simulate the propagation of fatigue cracks and make predictions of life cycles before the destructive fracture occurs. In recent decades, extensive studies have been published to investigate the mechanisms of fatigue crack in metallic materials \[1,2,3,4,5,6,7\]. Several kinds of functions or laws have been proposed to describe and predict the rule of fatigue crack propagation including polynomial \[8\], exponential \[9,10\], power functions \[11\]. A popular model for fatigue crack propagation is the Paris law in which the relationship between cyclic crack growth rate $da/dN$ and the stress intensity factor $\Delta K$ is described by a power function \[12\]. In the early 1960s, Paris et
al. proposed an effective semi-empirical model, known as Paris Law later, to fit the curve between $da/dN$ and $\Delta K$ [13]. After that, plenty of studies have been proposed to modify the Paris law for a wider range of applications by considering more parameters [14, 15, 16, 17]. However, those studies mentioned above are based on the macroscopic research while the micro-structure is not considered, i.e., defects in the specimen which can influence parameters of the material and crack are ignored, e.g., dislocations, vacancies, slip bands, twins, voids, inclusions. Therefore, it is vital to accurately evaluate whether the defects make an effect on fatigue crack propagation or not. In view of these facts, it is necessary to understand the fatigue crack propagation on the micro-scale. Molecular dynamics (MD) method, as a popular numerical method for detailed microscopic modeling on the molecular scale, has been widely used to study the behavior of fatigue crack in different types of crystalline materials recently [18, 19, 20, 21]. Tang and Horstemeyer et al. employed MD method to study the fatigue crack propagation behavior of single magnesium crystal with different orientations [22] and then reviewed the studies about atomic simulations of fatigue crack propagation in nickel and cooper [23]. Ma et al. simulated the fatigue crack propagation in iron by MD method and calculated the Paris law constants with the MD simulation [24]. After that, cohesive models based MD simulations were used to investigated the behavior of fatigue crack propagation in both single and poly crystals [25, 26, 27]. Three dimensional fatigue cracks were also investigated to reveal the manner of crack evolution by MD based atomic simulations [28, 29].

To our knowledge, few works have investigated the behavior of fatigue crack propagation on different length scales, e.g., macro-scale, micro-scale, nano-scale (or atomic scale). Therefore, a representative volume element (RVE) based multi-scale method is proposed to study the mechanism of crack propagation in this study, in which the extended finite element (XFEM) [30, 31] and MD methods are used to study the behavior of macro and micro crack propagation respectively. Moreover, the effect of voids and inclusions have also been considered in this study.

The remainder of this study is as follows. The basic theory of Paris law and MD are introduced in section 2. The description of atomic model and RVE based multi-scale method can be found in section 3. Results and discussions can be found in section 4. Finally, some conclusions of this study are given in section 5.

2. BASIC THEORIES
2.1. Paris law for fatigue crack propagation

A very common and popular model for fatigue crack propagation is the Paris model which gives the mathematical formulas for stable propagation of fatigue crack. The Paris model is described by Eq. (1), where the symbol $da/dN$ means the increment of crack during each loading cycle, and $\Delta K$ is the amplitude of stress intensity factor around the crack tips. Figure 1 shows the typical fatigue growth rate curve by log-log plot which is also known as $da/dN$ versus $\Delta K$ curve. The curve can be divided into three parts: regions I, II and III [13]. Region I represents the early stage of a
fatigue crack and $\Delta K_{th}$ is the crack growth rate where the long fatigue crack starts growing. Region II represents the stable crack growth zone where the Paris law relationship can be described by a linear equation (Eq. (2)) [32]. The mathematical equation contains two parameters $m$ and $C$, where $m$ means the slope of the line in Fig. 1 and $C$ is the y-axis-intercept. The constants $m$ and $C$ are usually determined in experiments [33, 34, 35, 36, 37], but since the experimental determination is tedious and time consuming, some numerical methods are also used to calculate these constants recently [21, 24, 38, 39].

$$\frac{da}{dN} = C (\Delta K)^m.$$  \hspace{1cm} (1)

$$\log(\frac{da}{dN}) = m(\log(\Delta K)) + \log(C).$$  \hspace{1cm} (2)

![Fatigue growth rate curve.](image)

**Figure 1.** Fatigue growth rate curve.

### 2.2. Molecular dynamics method

Molecular dynamics is a numerical method which is used to computationally simulate the time evolution of atoms or molecules by Newton’s equations of motion, i.e., a typical MD simulation can be described by the position and momentum of each atom or molecule. The dynamics of atoms can be described as Eq. (3),

$$m_i a_i = f_i = -\nabla U(r_i),$$  \hspace{1cm} (3)

where $i$ represents the number of atom, and $m_i$, $a_i$, $f_i$, $r_i$ denote the mass, acceleration, inter-atomic
force, position of atom $i$ respectively. The symbol $U$ denotes the inter-atomic potential which can be obtained by experiments. A typical inter-atomic potential file calculated by Embedded Atom Method (EAM) is used in this study [40]. Generally, the inter-atomic force can be calculated by Eqs. (4) and (5), where $U$ is a function of the energy of each atom ($U_{ij}$), which relates with positions of atoms $i$ and $j$. The symbol $r_{\text{cut}}$ is the cut-off radius which means the threshold distance that atoms do not interact directly. An EAM potential file proposed by Hepburn and Ackland is used in this study [41, 42, 43].

\begin{equation}
U(r_i) = \sum_i U_{ij}(r_i, r_j),
\end{equation}

\begin{equation}
\mathbf{f}_i = -\nabla U(r_i) = 0, \quad \text{if} \quad r_{ij} > r_{\text{cut}}.
\end{equation}

Usually, a large number of motion equations need to be solved during the MD simulation. Therefore, the Velocity-Verlet algorithm is used to solve the motion equations with considerable accuracy [44]. However, only positions and velocities can be obtained by the Velocity-Verlet algorithm, so Swenson et al. suggested a definition of virial stress to calculate the atomic stress [45]. Atomic scale virial stresses are equivalent to the continuum Cauchy stresses [46]. The stress contains two parts, potential and kinetic energy parts, which is defined as

\begin{equation}
\sigma_{xy} = \frac{1}{V^i} \sum_i \left[ \frac{1}{2} \sum_{j=1}^{N} (r_{x}^j - r_{x}^i) f_{y}^{ij} - m^i v_{x}^i v_{y}^i \right],
\end{equation}

where the subscripts $x$ and $y$ represent the Cartesian components and $V^i$ means the volume of the atom $i$. Other symbols are described above. Specially, the symbol $f_{y}^{ij}$ is the $y$ direction force on atom $i$ induced by atom $j$, $v_{x}^i$, $r_{x}^j$ are the velocities and relative position of atom $i$ along the $x$ direction. Then the Von Mises stress $\tilde{\sigma}$ can be calculated by

\begin{equation}
\tilde{\sigma} = \frac{1}{\sqrt{2}} \sqrt{(\sigma_x - \sigma_y)^2 + (\sigma_y - \sigma_z)^2 + (\sigma_z - \sigma_x)^2 + 6(\tau_{xy}^2 + \tau_{yz}^2 + \tau_{zx}^2)},
\end{equation}

where $\sigma_x, \sigma_y, \sigma_z$ are the normal stresses and $\tau_{xy}, \tau_{yz}, \tau_{zx}$ are the tangential stresses.

3. METHODOLOGY

3.1. Framework of the RVE based multi-scale method

The RVE based multi-scale method is proposed to simulate the fatigue crack propagation on both micro-scale and macro-scale. As shown in Fig. 2, the RVE based multi-scale method can be divided into two parts: the XFEM process and the RVE model for fatigue crack. The former is used to
simulate the fatigue crack propagation on the macro-scale where the XFEM is used here. The latter is used to calculate the Paris constants for fatigue crack propagation by MD simulations on the micro-scale. The Paris law is a bridge between XFEM and MD simulations which connects microscopic property to macroscopic phenomena. Moreover, the image processing technique is used to extract the crack length from MD contours directly. More details are given as follows.

3.2. Illustration of the multi-scale model

Figure 3 shows a multi-scale model for the fatigue crack propagation under the mode I loading conditions. The left figure shows the macroscopic model where a rectangular plate with size of \( L \times H \) is considered. A crack with length of \( a_0 \) is set at the center of the plate. The specimen is made of conventional mild carbon steel and the material parameters can be found from the study of Božić et al. [32]. The geometry and material parameters are listed in Tab. 1, where \( E, \mu \) and \( G \)
represent Young modulus, Poisson ratio and shear modulus respectively. The symbol $\sigma_c$ means the yield stress of the specimen.

![Diagram of multi-scale model for fatigue crack]

**Figure 3.** Illustration of the multi-scale model for fatigue crack.

The microscopic model is placed right at the tip of the macroscopic crack as shown in the right of Fig. 3. The geometry of the atomic model is $200\,\text{Å} \times 200\,\text{Å} \times 10\,\text{Å}$, which has about 34000 atoms in the system. As mentioned above, the specimen is made by conventional mild carbon steel, so the atomic model is made up of iron(Fe) and carbon (C) atoms in which Fe atoms are arranged with body center cubic (BCC) crystal structure and C atoms are inserted as substitutional and interstitial atoms. The ratio of C atoms is 0.2% and the vacancies are also considered in this study. The crystal is in the cubic orientation with $X = [100], Y = [010], Z = [001]$ and the lattice constant of Fe is $2.85\,\text{Å}$. As shown in Fig. 3, a crack is placed on the left edge of the model. The length of the initial crack is equal to $40\,\text{Å}$.

In order to apply the mode I loading conditions, atoms in the top and bottom layers are fixed as

| $L$(mm) | $H$(mm) | $a_0$(mm) | $q$(N/mm) | $E$(GPa) | $\mu$ | $G$(GPa) | $\sigma_c$(MPa) |
|---------|---------|------------|------------|-----------|-------|-----------|-----------------|
| 60      | 120     | 10         | 50         | 206       | 0.3   | 80        | 235             |
boundaries. Usually, the simulation process of MD includes two steps: relaxation and loading. The relaxation is used to minimize the energy to an equilibrium state. The loading step is to apply the boundary conditions. In this study, a strain-controlled cyclic loading is applied to the fixed atoms labeled in Fig. 3 and the constant strain rate \( r_\varepsilon \) was \( 1 \times 10^9 \). An increasing strain amplitude loading with the load ratio of 0.5 (\( R = \varepsilon_{\text{min}}/\varepsilon_{\text{max}} \)) is used and the cyclic loading curve is shown in Fig. 4.

![Cyclic loading curve](image)

**Figure 4.** Cyclic loading curve with increasing strain amplitude loading.

For MD simulation, the time-step of 0.001 ps (picoseconds) is used in this study. An open source MD code, named Large-scale Atomic Molecular Massively Parallel Simulator (LAMMPS) [47], is used to execute the calculation of MD simulations and the visualization of results is processed by Open Visualization Tool (OVITO) [48].

### 3.3. Determine Paris law constants

As mentioned before, the Paris law is the bridge between XFEM and MD simulations and the RVE model built by atoms is used to fit the Eq. (1) and obtain Paris law constants. According to the Eq. (1), it can be found that the stress intensity factor \( K_I \) and the crack length \( a \) during each loading cycle are essential variables for fitting the \( da/dN \) versus \( \Delta K \) curve (Fig. 1). Therefore, how to get values of \( K_I \) and \( a \) is the first step needs to be completed.

As for the stress intensity factor \( K_I \), since the LAMMPS can calculate the atomic stress by Eq. (6), so the \( K_I \) can be easily calculated by the Griffith level by Eq. (8), where \( \sigma_y \) means the stress component of crack tip [24], and \( a \) is the crack length. Then the range of stress intensity factor \( \Delta K \) can be calculated by Eq. (9), where values of the maximum (\( \sigma_{\text{max}} \)) and minimum (\( \sigma_{\text{min}} \)) stresses are used to calculate \( K_{\text{max}} \) and \( K_{\text{min}} \) by Eq. (8).
\[ K_I = \sigma_y \sqrt{\pi a}, \]  
\[ \Delta K = K_{max} - K_{min}. \]  

As for the crack length \( a \), it is difficult to calculate it from MD result files because the LAMMPS cannot recognize the position of crack tips in real time and the size of MD results files is usually too huge to read. Therefore, an image based crack extracting method is suggested to extract the crack path by image processing technique in this study. Considering the huge memory requirement of MD result files, the main superiority of the image based method is to reduce the memory requirement and improve the efficiency of crack extracting process by using a contour image (several hundred kilobytes) as the input instead of an MD result file (several hundred gigabytes). The illustration of the image based crack extracting method is shown in Fig. 5. As mentioned above, the visualization of MD result files is processed by OVITO, in which a python script is written to generate corresponding contours automatically. The coordination analysis counts the number of atoms for each atom that are within the cutoff range around its position, so the boundaries and fractures can be recognized with a low-pass filter because less neighbor atoms are around its position than others. Then atoms around crack will be assigned to blue color after removing the boundary atoms. After that, the image process technique is used to extract the skeleton of crack with operations of binarization, median filtering and skeletonization. Finally, the crack length can be calculated out from the skeleton of crack.

After getting the data of the range of stress intensity factor (\( \Delta K \)) and the increment of crack (\( da/dN \)), the Paris law constants \( C \) and \( m \) can be calculated by fitting the Eq. (1) with the data. It is necessary to introduce experimental Paris law constants for the material of specimen to provide a validation data for the next numerical results, which gives \( m = 2.75 \) and \( C = 1.43 \times 10^{-11} \) [32].

3.4. XFEM for fatigue crack propagation

Extended finite element method, a popular numerical method for simulating crack propagation [30, 31], is used to investigate the fatigue crack propagation in this study. The XFEM was an improved method based on the conventional finite element method by adding enrichment functions into the shape function to describe the discontinuities. Generally, the displacement approximation of XFEM can be described as Eq. (10), where \( N_I \) and \( u_I \) represent the standard FEM shape function and nodal degrees of freedom (DOF) respectively. The \( \psi(x) \) is the enrichment function and the \( q_J \) is the additional nodal degree of freedom. Rewrite the Eq. (10) as Eq. (11), where \( \Omega \) is the solution domain, \( \Omega_s \) is the domain cut by crack, \( \Omega_T \) is the domain which crack tip located, \( H(x) \) is the shifted Heaviside enrichment and \( \Phi_\alpha(x) \) is the shifted crack tip enrichment. The details of \( H(x) \) and \( \Phi_\alpha(x) \) are defined as Eqs. (12) and (13). Then the discrete equilibrium equation can be obtained by the principle of virtual work. Finally, the displacement result can be obtained after solving the equilibrium equation.
Figure 5. Illustration of the image based crack extracting method.

\[
\mathbf{u}^h(x) = \sum_{I \in \Omega} N_I(x) \mathbf{u}_I + \sum_{J \in \Omega_E} \psi(x) N_J(x) \mathbf{q}_J, \quad (10)
\]

\[
\mathbf{u}^h(x) = \sum_{I \in \Omega} N_I(x) \mathbf{u}_I + \sum_{I \in \Omega_S} H_I(x) N_I(x) \mathbf{a}_I + \sum_{I \in \Omega_T} \Phi_{I,\alpha}(x) N_I(x) b_{\alpha}^I, \quad (11)
\]

\[
H(x) = \begin{cases} 
+1 & \text{Above crack} \\
-1 & \text{Below crack} 
\end{cases}, \quad (12)
\]

\[
\{\Phi_{\alpha}(x)\}_{\alpha=1}^4 = \sqrt{r} \left\{ \sin \frac{\theta}{2}, \cos \frac{\theta}{2}, \sin \theta \sin \frac{\theta}{2}, \sin \theta \cos \frac{\theta}{2} \right\}. \quad (13)
\]
As for the definition of crack propagation, the direction and magnitude of crack propagation are usually used to determine how the crack will grow. The direction can be calculated by the maximum circumferential stress criterion \[\theta = 2 \arctan \left( \frac{1}{4} \left( \frac{K_I}{K_{II}} - \text{sign} K_{II} \sqrt{\left( \frac{K_I}{K_{II}} \right)^2 + 8} \right) \right), \] (14)

where \(\theta\) is defined in the crack tip coordinate system, \(K_I\) and \(K_{II}\) are the mixed-mode stress intensity factors. The details are given in the reference \[49\]. For the magnitude of crack propagation, especially for the fatigue crack propagation, the increment of crack propagation \(\Delta a\) can be calculated by the Paris law which can be write as Eq.\((15)\), where the constants \(m\) and \(C\) are obtained from the RVE model described above.

\[\Delta a = N \cdot C(\Delta K)^m \] (15)

4. RESULTS AND DISCUSSIONS

4.1. Paris law constants calculation

To fully investigate the behavior of fatigue crack propagation, four atomic models with various micro-defect patterns for each type are constructed to execute by LAMMPS, which are characterized by Fig. 6, where (a) is the model with blunt edge crack which made by pure iron atoms, (b) is the model with sharp edge crack which made by pure iron atoms. Figure 6(c) and (d) are trying to model the micro-structure of mild carbon steel by iron atoms with 0.2% carbon atoms and 0.5% vacancies. Then the strain-controlled cyclic loading with the strain rate of \(1 \times 10^9\) (as shown in Fig. 4) should be applied to those four models to simulate the process fatigue crack propagation. The fatigue growth rate curves are shown in Fig. 7 and 8. Figure 7(a) and (b) exhibit a progressive cracking behavior for the pure iron model with a blunt edge crack (Model A). Point i indicates the initial state. After that the crack starts to grow gradually (point ii). As the fatigue crack keeps growing, then the crack comes to state iii and finally reaches the fracture state (point iv). As observed in Fig. 7(c) and (d), a pure iron plate with a sharp edge crack (Model B) was simulated by MD method. Points i- iv indicate the same states as in Fig. 7 (a) to make a comparison with model A. Figure 8 demonstrated the fatigue cracking behaviors in mild carbon steel by considering the interstitial atoms (C) and vacancies, where the plate was made by iron atoms with 0.2% carbon atoms and 0.5% vacancies. Figure 8(a) and (b) exhibit the cracking behavior for the mild carbon steel plate with a blunt edge crack while the Fig. 8 (c) and (d) exhibit the cracking behavior with a sharp edge crack.

As shown in the figures, the Table 2 shows the values of Paris law constants which are evaluated by fitting the fatigue growth rate curve (Fig. 7 and 8) with Paris model. Compared with the
Figure 6. Atomic model with, (a) & (c) blunt edge crack, (b) & (d) sharp edge crack, which made by, (a) & (b) Pure iron atoms, (c) & (d) Iron atoms with 0.2% carbon atoms and 0.5% vacancies.

experimental Paris law constants in the reference [32] \((m = 2.75 \text{ and } C = 1.43 \times 10^{-11})\), it can be found that the result of pure iron model with the blunt edge crack agrees quite well with the experimentally determined values of Paris law constants. Moreover, it is evident that different models and initial crack types result in different calculated value of Paris law constant as shown in Tab. 2 i.e., the fatigue crack properties should largely depend on the micro-structure of materials.

Table 2. Paris law constants derived from MD simulations.

| Model number | Material type                          | Crack type          | \(m\)          | \(C\)            |
|--------------|----------------------------------------|---------------------|----------------|------------------|
| A            | Pure iron atoms                        | Blunt crack         | 2.9041         | \(1.4299 \times 10^{-11}\) |
| B            | Sharp crack                            |                     | 2.3645         | \(5.1902 \times 10^{-9}\) |
| C            | Iron atoms with 0.2% carbon atoms and 0.5% vacancies | Blunt crack         | 1.3144         | \(7.9016 \times 10^{-10}\) |
| D            | Sharp crack                            |                     | 2.1141         | \(1.5778 \times 10^{-9}\) |

4.2. Fatigue crack propagation simulation

After getting the Paris law constants by the RVE model, the fatigue crack propagation can be evaluated by the XFEM using those obtained values of \(m\) and \(C\) on the macro scale. As described
Figure 7. Fatigue growth rate curve derived by MD models with, (a) blunt edge crack, and (c) sharp edge crack, which made by pure iron atoms.

in Section 3, the angle of crack growth will be calculated by the maximum circumferential stress criterion and the increment of crack propagation will be determined by the Paris law. Taking model A as an example, Paris constants obtained from the result of pure iron model with initial blunt crack are used in this section, where the slope \( m = 2.9041 \) and the y-axis intercept \( C = 1.4299 \times 10^{-11} \).

As shown in Fig. 3, a rectangular plate with an edge crack is considered in this study. The geometry and material parameters are shown in Tab. 1. Then the X-FEM is used to simulate the fatigue crack propagation. The curve of fatigue crack length versus number of loading cycles is shown in Fig. 9. Figures 10 and 11 demonstrate the contours of displacement and stress at 10,000th, 40,000th, 55,000th and 63,000th loading cycles respectively. It is clearly observed that the fatigue crack length is exponentially growing as the increasing of the number of loading cycles. According to the curve in Fig. 9 it can be determined that the plate will fracture at approximately 65,000th loading cycles.
5. CONCLUSIONS

In this study, a representative volume element (RVE) based multi-scale method is proposed to study the mechanism of crack propagation in this study, where the extended finite element (XFEM) and MD methods are used to study the behavior of macro and micro crack propagation respectively. In order to connect the microscopic property to the macroscopic phenomenon, the Paris law is used as a bridge between XFEM and MD methods. The Paris law constants will be calculated from the result of MD simulation and then the constants will be transferred to XFEM to calculate the life of specimen. The main conclusions were summarized as follows:

(1) The effect of micro-structural defects including interstitial atoms, vacancies have been considered. The results indicate that the micro-structural defects can deeply influence the values of Paris law constants.

(2) Considering the huge memory requirement of MD result files, the image based crack extracting
Figure 9. Fatigue crack length versus number of loading cycles.

Figure 10. Contours of displacement in y-axis at (a) 10,000th, (b) 40,000th, (c) 55,000th, and (d) 63,000th loading cycles.

method can significantly reduce the memory requirement and improve the efficiency of crack extracting process.

(3) The behaviors of fatigue crack both on micro and macro scale are investigated by the RVE based multi-scale method and the life of the specimen can be also evaluated.
Figure 11. Contours of Von-Mises stress at (a) 10000th, (b) 40000th, (c) 55000th, and (d) 63000th loading cycles.
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