Self-Denoising Neural Networks for Few Shot Learning

Steven Schwarcz  
University of Maryland, College Park  
College Park, MD  
sasz11@gmail.com

Saketh Rambhatla  
University of Maryland, College Park  
College Park, MD  
rssaketh@umd.edu

Rama Chellappa  
Johns Hopkins University  
Baltimore, MD  
rchella4@jhu.edu

Abstract

In this paper, we introduce a new architecture for few shot learning, the task of teaching a neural network from as few as one or five labeled examples. Inspired by the theoretical results of Alaine et al. that Denoising Autoencoders refine features to lie closer to the true data manifold, we present a new training scheme that adds noise at multiple stages of an existing neural architecture while simultaneously learning to be robust to this added noise. This architecture, which we call a Self-Denoising Neural Network (SDNN), can be applied easily to most modern convolutional neural architectures, and can be used as a supplement to many existing few-shot learning techniques. We empirically show that SDNNs out-perform previous state-of-the-art methods for few shot image recognition using the Wide-ResNet architecture on the miniImageNet, tieredImageNet, and CIFAR-FS few shot learning datasets. We also perform a series of ablation experiments to empirically justify the construction of the SDNN architecture. Finally, we show that SDNNs even improve few shot performance on the task of human action detection in video using experiments on the ActEV SDL Surprise Activities challenge.

1. Introduction

Despite the ubiquitous power of modern deep learning techniques for image and video classification, learning from very few examples still remains a difficult problem. A visual recognition system deployed in a real world setting may need to identify new classes of which it has only seen one or two examples. Learning in this low-data regime, where one might have access to as little as a single labeled example, generally requires entirely different techniques than traditional supervised learning, and the pursuit of these techniques has launched an entire sub-field of machine learning research known as “few shot learning”.

Few shot learning is generally characterized by a two-stage approach. In the first stage, the network is pretrained in a supervised setting with a large labelled dataset of known classes. In the second stage, the network is exposed to a limited number of labeled examples in novel classes that were not included in the pretraining dataset, usually with as few as five or even one sample per class. The final system is then evaluated against a held-out test set of images belonging to the novel classes.

Under this paradigm, the machine learning community has developed a large number of techniques. These techniques can themselves be classified into a broad set of categories, ranging from meta-learning techniques that quickly learn to perform meaningful parameter updates when presented with new data [7, 17, 19, 29, 41], to feature hallucination techniques that generate additional samples for training [13, 42] and transductive techniques that make use of the correlations between novel class samples during inference [6]. In this work, we follow the lead of other metric-based approaches [31, 34, 40] which perform classification using highly representative features. That said, our approach is orthogonal enough to many existing metric-based approaches, and simple enough to implement, that it can be easily combined with existing approaches to achieve easy few shot performance gains.

The conceptual backbone of our approach is similar to that of Denoising Auto-Encoders [38] (DAEs), which were shown to be useful for few shot learning by Gidaris et al. [10]. DAEs are effective for metric learning because they build robust feature extractors that, by removing noise from features, move features towards their most likely configuration in feature space. At inference time, the noise is not applied and the feature is refined to be more representative, in effect...
creating a more robust prototype for few shot learning.

Our approach expands on this concept by making a few key observations. The first is that in order to counteract the effects of noisy features, it is not actually necessary to reconstruct the features precisely. Instead, it is sufficient merely to ensure that the network can accomplish the same classification task it would have preformed otherwise. This can be enforced simply by adding an additional classification loss immediately after the noise is applied. Our second observation is that this denoising process need not be a separate module from the rest of the network applied iteratively, but can instead be integrated directly into existing network training with almost no architectural changes or differences in learning hyperparameters.

The final result is a relatively straightforward addition to existing neural network architectures. The features of an existing architecture, such as a ResNet [14], are modified before each block with some form of noise. The network is also augmented with auxiliary losses after each block, similar to those used to train e.g. Inception [35]. The end result, which we refer to as a Self-Denoising Neural Network (SDNN), is a network that continually refines its features as the network deepens, ultimately producing features that are altogether more robust than the original architecture by itself.

We also show, through detailed ablation experiments in Section 4 of this paper, the significance of many of the observations discussed above. For instance, we observe that the auxiliary losses used by our method are essential; merely adding noise to the network as it trains has nearly no effect on performance. It is only by constantly enforcing that the features produce the same evaluation results that denoising produces more robust features.

In summary, our contributions are as follows:

- We present a novel approach to metric learning for few shot visual tasks termed Self-Denoising Neural Networks (SDNNs). In principle nearly any existing deep architecture for visual recognition can be converted into an SDNN using a few simple modifications to the training pipeline.
- We demonstrate the effectiveness of SDNNs on the miniImageNet, tiered-ImageNet, CIFAR-FS, and ActEV Surprise Activities datasets. We also show that our method is very general, and can be easily added to existing metric-based few shot techniques.
- We empirically analyze our SDNN architecture through a series of detailed ablation experiments.

2. Related Works

Few shot learning [16] for deep learning is a rich area of research, with prior work falling into several broad categories. One of the more prominent categories is optimization-based meta-learning [7, 17, 19, 29, 41]. These methods “learn-to-learn” by pretraining models that are able to produce gradient updates that facilitate quick fine-tune on small numbers of samples. Methods like MAML [7], LEO [29], and Reptile [19] do this by incorporating the fine-tuning step into the learning stage.

Other metric learning techniques deal with minimal data by hallucinating additional samples for training [13, 42]. Still others improve performance by incorporating more general machine learning techniques, like self-supervised learning [8, 33] or knowledge distillation [36].

Metric-based few shot learning algorithms are another large family of techniques [15, 18, 21, 30, 31, 34, 37, 40]. These methods operate by embedding inputs into a feature space where images of the same class are naturally close together by some metric. For example, RelationNet [34] accomplishes this using cosine similarity, and MatchingNet [40] uses Euclidean distance. Though already quite simple, many of these methods [31, 34, 40] utilize a pretraining scheme that mimics the few shot training stage by sampling a small support set of sample classes during training. Other metric-based methods like Cosine Classifiers [4, 9, 23] remove even this training complication, providing a methodology for building robust features without the need for support sets during training. In this paper, we design our method on top of these Cosine Classifier based methods, motivated in large part by a pursuit of simplicity.

3. Method

In the standard few shot learning problem setup for visual tasks, we are initially given access to a set of images \( x_b \) and labels \((x_b, y_b) \sim D_{tr}^b\) from some predetermined set of base classes, where \( D_{tr}^b \) is a training distribution and \( x_b \) and \( y_b \) are, respectively, images and labels from the \( N_b \) base classes \( C_b = \{1 \ldots N_b\} \) of our training set. After performing some form of pretraining using \( D_{tr}^b \), we are given a second set of training images and labels \((x_n, y_n) \sim D_{fs}^n\), with all labels from a set of \( N_n \) novel classes \( C_n = \{N_b+1, \ldots, N_b+N_n\} \) which are disjoint from the previously-learned base classes \( i.e. \ C_b \cap C_n = \emptyset \). Importantly, the number of samples \((x_n, y_n)\) provided in this stage is extremely small, often as low as five or even just one. Finally, performance is measured by the classification accuracy of the final system on a test set of samples from the novel classes, \((x_n, y_n) \sim D_{ts}^n\). In the following text, we first discuss some prerequisites in Sections 3.1 and 3.2, then provide a detailed description of our method in Sections 3.3 and 3.4.

\(^1\)Though we use the term image here, \( x_n \) could also be a video or any other form of input data.
3.1. Cosine Classifiers

Cosine Classifiers are one widely used approach for few shot learning, originally explored by [9] and [23]. In this context, few shot learning is performed by initially training a neural network feature extractor \( f = F(x) \) on the data \( (x_b, y_b) \sim \mathcal{D}_{tr}^b \) as described above, as well as a set of weight vectors \( W_b = [w_1, \ldots, w_{N_b}] \). The critical difference between Cosine Classifier pretraining and standard supervised training comes in the per-class logit computation. In standard supervised training, the logits for class \( i \) would be computed as the dot product between the weights and the embedding: \( z_i = f^T w_i \). In contrast, a Cosine Classifier computes the logits as the cosine distance between the weights and the features:

\[
z_i = \cos(f, w_i) = \frac{f^T w_i}{\|f\|\|w_i\|}
\]

which has the advantage of producing features with reduced intra-class variance.

The logits are then converted into probabilities \( p_i \) using the softmax function \( p_i = \exp(\gamma z_i) / \sum_{j \in C_i} \exp(\gamma z_j) \) where \( \gamma \) is a learned inverse temperature parameter. Given these final predictions \( p_i \) for each class, the network is trained by optimizing standard cross entropy loss:

\[
\mathcal{L}(p) = \mathbb{E}_{(x, y) \sim \mathcal{D}_{tr}} [-\log p_y].
\]

During the novel-class training stage, the weight matrix \( W_n \), for novel classes is computed as \( w_i = \tilde{z}_i, \forall i \in C_n \), where \( \tilde{z}_i \) is the average over all values of \( z_i \) for all images \( x_n \) in the novel class training set with label \( y_n = i \). In the final inference stage, the new matrix \( W_n \) is used in place of \( W_b \) to compute probabilities as described above. In other words, the extracted features of the novel classes are directly averaged across samples of the same class and used as weights for further classification.

3.2. Denoising Autoencoders

Originally introduced and explored by Vincent et al. [38], Denoising Autoencoders (DAEs) are a form of autoencoding neural network designed to improve feature robustness by reconstructing a given feature vector into a more likely configuration. A DAE \( r(\cdot) \) operates on a feature vector \( \hat{f} = g(f) \) that has been corrupted from its original form \( f \) with some type of noise \( g(\cdot) \) (e.g. additive Gaussian noise) by attempting to construct a new feature vector \( r(f) \) which is as close as possible to the original feature vector \( f \).

Alain et al. [1] show that, in the case of a DAE trained with additive Gaussian noise, preforming inference on noise-less input will actually cause the DAE to estimate the gradient of the density function of its input, and as such the vector \( r(f) - f \) will point towards more likely configurations of \( f \), i.e. the manifold of the input data. Previously, Gidaris et al. [10] made use of this fact to refine the novel feature weights \( W_n \) using DAEs and improve few shot performance. We use this work as inspiration for our own.

3.3. Self-Denoising Neural Networks

We take the above observations about DAEs and use them to expand existing Cosine Classifier-based few shot learners in a different direction from previous research. Rather than add an additional DAE module to the end of the network as was done in [10], we treat the entire existing network as a set of denoising modules, making minimal architectural changes and achieving considerable performance improvements over simply using a DAE.

To define this new architecture, we first break our feature extraction network \( F \) into multiple blocks \( F_1, F_2, F_3 \)\(^2\). Many modern architectures such as ResNet [14] are already naturally organized into blocks, making this division extremely straight-forward. Rather than simply injecting noise at the end and having an additional DAE module denoise the features \( f = F(x) = F_3(F_2(F_1(x))) \) produced by the full network, we instead treat each block \( F_l \) as its own denoising module by injecting noise at the beginning of each block and denoising the signal before it reaches the next one.

Specifically, given features \( f_{l-1} \in \mathbb{R}^{h_{l-1} \times w_{l-1} \times c_{l-1}} \) (where \( h_l, w_l \) and \( c_l \) represent the height, width, and channels of the feature map at layer \( l \) produced from block \( F_{l-1} \)), we compute \( f_l \) during initial training as \( f_l = F_l(g(f_{l-1})) \in \mathbb{R}^{h_l \times w_l \times c_l} \), where \( g(\cdot) \) is a generic noise function that perturbs its input with any of several more specific noise functions, as discussed below in Section 3.4. This modification is motivated in part by the observation made in Section 3.2 that a DAE naturally adds a vector to the input features which points it towards the data manifold. Our hope is to produce a layer that projects towards the data manifold and processes the features at the same time.

Ideally, we would like \( f_l \) to produce an input that is robust to the noise that was added to \( f_{l-1} \). Applying a standard DAE structure would mean reconstructing \( f_{l-1} \) from \( g(f_{l-1}) \), but this would require either adding additional layers to create a DAE, or enforcing that \( f_l \) matches \( f_{l-1} \). Since our goal is to retain the original architecture, both of these solutions are undesirable.

Instead, rather than force the network to explicitly denoise \( f_{l-1} \), we enforce that \( f_l \) remains useful for classification despite the noise. To do this, we add an additional auxiliary classification loss after each block. More specifically, given an uncorrupted feature \( f_l \in \mathbb{R}^{h_l \times w_l \times d_l} \), we perform

\[\text{...}\]
In summary, we modify existing neural network training schemes by repeatedly adding noise to the network while forcing it to produce the same features despite the added noise. Thus, though the network is not performing a true denoising reconstruction, it is still developing a meaningful understanding of the feature space, and when the noise is removed during the novel training and inference stages the network is still able to implicitly refine the previous stage’s features into a more likely configuration.

As a final note we discuss the similarities of our method with stacked DAEs [39]. Both approaches involve repeated denoising, however we emphasize certain important differences. First of all, stacked DAEs are trained in stages, requiring specific architectures that may require need of being carefully crafted. Our method, on the other hand, can be easily applied to any existing network architecture just by adding individual pooling and fully connected layers in a few key locations, making it much easier to train and introducing extremely few new hyperparameters. Our method also trains in a single pass using the same hyperparameters as its base architecture, versus the multi-stage training of stacked DAEs. Finally, at a more technical level, our method does not actually autoencode anything; the features are only denoised in the sense that they attempt to produce the same classification outputs as noiseless features. There is no actual reconstruction that occurs.

3.4. Types of Noise

The noise function \( g(\cdot) \) described in Section 3.3 can take any number of forms. In this paper, we will explore two different constructions: Dropout noise and Additive Gaussian noise.

**Dropout Noise:** Dropout noise is modelled after the widely used method of Dropout [32]. Dropout works by first generating a random binary mask \( m \in \mathbb{R}^{h \times w \times c} \), where \( m_{1,j,k} = 0 \) with probability \( p_{\text{drop}} \), and then computing \( g(f) = f \odot m \), where \( \odot \) is an element-wise product. We modify dropout by making it non-spatial in the same manner described below for Gaussian noise, i.e. sampling \( m \in \mathbb{R}^{c} \) and broadcasting it into the spatial dimensions.

**Additive Gaussian Noise:** An additive Gaussian noise function \( g(\cdot) \) is defined simply as \( g(f) = f + v \) where \( v \in \mathbb{R}^{c} \) and \( v_i \sim \mathcal{N}(0, \sigma) \) for some standard deviation parameter \( \sigma \), with \( i \in \{1, \ldots, c\} \) indexing the \( c \) channels of \( f \). Note that we have \( f \in \mathbb{R}^{h \times w \times c} \), and we are thus implicitly em-
bedding the vector \( v \in \mathbb{R}^c \) into \( \mathbb{R}^{h \times w \times c} \) by copying values across the spatial dimensions so that the addition may be performed properly. This operation is known in popular tensor-programming libraries like Pytorch [22] as "broadcasting". This formulation, which we call "non-spatial" noise sampling, is an important subtlety in the construction of SDNNs. See Figure 2 for an illustration of this procedure.

To see why we must use non-spatial noise, first make the simplifying assumption that the pooling layer in equation 3 were an average pooling layer instead of a max pooling layer, and that the network block \( F \) was a simple linear layer with weights \( \phi \). In this case, if \( v \) were not 1-dimensional and each index of \( v \in \mathbb{R}^{h \times w \times c} \) were sampled separately, then for \( F(g(f)) \) we would have \( F(g(f)) = \phi(f + v) \), and therefore

\[
\text{AvgPool}(F(g(f))) = \frac{1}{h \times w} \sum_{i,j} (v_{i,j} + f_{i,j}) = \frac{1}{h \times w} \sum_{i,j} v_{i,j} + \phi \frac{1}{h \times w} \sum_{i,j} f_{i,j} \approx \frac{1}{h \times w} \sum_{i,j} f_{i,j}
\]

where the last line occurs because \( \mathbb{E}(v_{i,j}) = 0 \). Thus, in order for the noise to have any effect, it must not be sampled over the spatial component. As we see in Section 4.4, non-linearities in the network blocks and max pooling layers mitigate some of these issues, but are not sufficient to completely eliminate the disadvantages of using spatial noise. See Figure 2 for an illustration of this point.

4. Experiments

In this section, we will first describe the implementation details of SDNN training in Section 4.1. We then describe the datasets and metrics used for evaluation in Section 4.2 and compare our method against contemporary methods in Section 4.3. In Section 4.4 we perform ablation experiments to provide a detailed analysis of our method. Finally, in Section 4.5 we evaluate our method on the task of few shot learning for human action detection in video.

4.1. Implementation Details

One of the most significant advantages of SDNNs is that they can be trained making only minimal modifications to existing networks. As such, our training hyperparameters for image classification mimic those of [8]. More specifically, we perform our 2D image experiments using the WideResNet-28-10 (WRN-28-10) architecture [43]. We perform optimization using Stochastic Gradient Descent (SGD) for 26 epochs, with an initial learning rate of 0.1 and reducing by a factor of 10 after epoch 20 and again after epoch 23. The inverse softmax temperature hyperparameter \( \gamma \) is initialized to 10.

When training the WRN-28-10 backbone, we perform self-denosing on all three residual blocks, adding noise before each block and an auxiliary block afterwards. When pooling, we pool to a spatial size of \( 2 \times 2 \) and concatenate the features at all four spatial locations before feeding them into the FC layer. Except where otherwise noted, all SDNN experiments are performed using either additive Gaussian noise with \( \sigma = 0.06 \) or Dropout with probability 0.1. During inference, no noise is added anywhere in the network, and the logits computed from each auxiliary loss are averaged to make the final predictions.

4.2. Image Data and Evaluation Metrics

We perform all our main experiments on three standard datasets used for few shot learning: miniImageNet [40], tieredImageNet [27], and CIFAR-FS [2].

**miniImageNet** consists of 100 classes randomly picked from the ImageNet dataset [28] with 600 images of size \( 84 \times 84 \) pixels per class. We follow the exact same setup as [8] and others, using 64, 16 and 20 classes as our training, validation and test classes respectively. Also following [8] for consistency, we resample each image to \( 80 \times 80 \) before feeding it into the network.

**tieredImageNet** consists of 608 classes randomly picked from ImageNet [28]. It consists of 779,165 images in total, all of resolution \( 84 \times 84 \). We use 351, 97 and 160 classes in our training, validation and test classes respectively, and, again similar to [8], we resample each image during training to \( 80 \times 80 \).

**CIFAR-FS** is a few-shot dataset created by dividing the 100 classes of CIFAR-100 into 64 base classes, 16 validation classes, and 20 novel test classes. There are 60000 images in total in this dataset, each with a resolution of \( 32 \times 32 \) pixels.

**Evaluation Metrics**: Following standard few shot classification algorithm practices, our experiments are evaluated based on classification accuracy averaged over a large
number of episodes. To be more precise, each episode is a $N_n$-way $K$-shot problem where $K$ samples are selected at random from $N_n$ randomly-selected novel classes of the parent dataset. The $K$ samples form a support set which the network uses to guide inference. $M$ images are then chosen from the $N_n$ chosen classes to form a test set. The classification accuracy is computed over the $M \times N_n$ images. The final few shot scores are computed as the 95% confidence interval of the accuracy over all the episodes. Except where otherwise noted, we use $N_n = 5$, $M = 15$, and $K = 1$ or $K = 5$ (labelled as “$K$-Shot” in the appropriate tables).

4.3. Image Evaluation Results

In this section, we compare our proposed SDNN approach against contemporary methods on miniImageNet, CIFAR-FS and tieredImageNet. Table 1 lists our performance for each of these datasets, performing inference for 2000, 5000 and 20000 iterations on miniImageNet, CIFAR-FS and tieredImageNet respectively in an episodic fashion by randomly sampling 5 novel classes per episode. “Baseline (Cosine)” is a re-implementation of [9] using a WideResNet-28-10 [43] backbone. This re-implementation is taken directly from the publicly-available code-base for [8] and has not been modified.

We observe that our method by itself with either Dropout or additive Gaussian noise out-performs the baseline on all three datasets by a significant margin, with additive Gaussian noise performing better than Dropout. An unmodified version of our method also perform favorably against many prior methods, even achieving state-of-the-art performance on the “CIFAR-FS” dataset without modification. Notably, our method out-performs the DAE [10] method on all four experiments in which they are comparable. The DAE method itself was trained using an extremely similar set of hyperparameters and architectures as our baseline. This indicates the superiority of our method despite its simplicity - the DAE method required the training of a custom graph-neutral network architecture in a separate stage of pretraining. Our method, by comparison, did not require any additional training stages.

SDNN + BF3S: Table 1 also contains an additional experiment, labelled “Gaussian SDNN + BF3S”, which combines a Gaussian SDNN with the rotation prediction task described in [8]. Specifically, BF3S modifies the pretraining procedure by rotating each input image three times in 90-degree increments before feeding all four images into the network. The network is then augmented with an additional residual block whose output is used to train a four-way classifier that determines which of the four possible rotations ($0^\circ$, $90^\circ$, $180^\circ$, or $270^\circ$) were preformed on the input. Success in this auxiliary task requires the network to develop richer features beyond those needed for classification, and as such improves the quality of extracted features in downstream tasks.

The BF3S architecture is modified into an SDNN in the same way as the vanilla WRN-28-10 architecture - auxiliary losses are added before each block, and Gaussian noise with $\sigma = 0.06$ is added afterwards.

Because we believe this rotation classification task is essentially orthogonal to the SDNN methodology, we are motivated to include this experiment in order to demonstrate that existing few shot methods can be easily and effectively turned into SDNNs. Indeed, we observe from Table 1 that “SDNN + BF3S” out-performs all other methods, most importantly the “BF3S” method, supporting our assertion that SDNNs are a broadly applicable technique that will not interfere when added with other, orthogonal techniques.

4.4. Ablation Experiments

In this section we analyze the various components of our proposed approach. We report all of our experimental results on the miniImageNet dataset unless otherwise specified. For all experiments in this section, inference is performed for 2000 episodes by sampling images from 5 different novel classes unless otherwise specified.

Auxiliary Losses and Noise: SDNNs make essentially two modifications to a standard neural network training procedure: the addition of noise and the training of auxiliary losses. In Table 2, we perform the critical experiment of removing each of these components in turn. In doing so, we make two observations. The first observation is that while auxiliary losses are helpful to performance on their own, the addition of noise is critical for achieving the best results, as seen from, for instance, the 1-shot performance increasing from 60.91 to 62.12 as Gaussian noise is added.

Our second observation is even more significant: additive Gaussian and Dropout noise have a very small effect on performance if they are not paired with some sort of auxiliary loss - achieving 58.73 1-Shot performance as opposed to 58.43. This has significant ramifications - it confirms that the performance gains from using an SDNN exist only because of the specific combination of noise with auxiliary losses. In fact, without the auxiliary losses, the network learns to mostly ignore the noise. We hypothesize that this occurs because adding noise only perturbs the features a very small amount, and if the network is allowed more layers to process the noisy features before classification, the effect of the noise will be mitigated.

Spatial vs. Non-Spatial: Next, we justify our statements in Section 3.4 regarding the need for noise to be non-spatial (i.e. to select a noise vector $v \in \mathbb{R}^d$ as opposed to $v \in \mathbb{R}^{w \times h \times c}$). Table 3 shows what happens when noise is added with spatial and non-spatial schemes. Our first observation is that, as expected, non-spatial noise out-performs spatial noise. In the case of additive Gaussian noise, we see an improvement from 61.38 to 62.12 in 1-Shot performance. The improvement for Dropout noise is much smaller to the point of statistical
Table 1: Confidence intervals for 5-way classification of several methods, including our own. Inference is performed by sampling images from 5 different novel classes for 2000 iterations on the miniImageNet and tieredImageNet datasets, and 5000 iterations on the CIFAR-FS dataset. “Dropout SDNN” and “Gaussian SDNN” represent our vanilla method as described in Section 3.4 using either Dropout noise or additive Gaussian noise, whereas “Gaussian SDNN + BF3S” is a naive combination of our method with the BF3S method [8] intended to show how our method can be effectively combined with others.

| Backbone | minImageNet | CIFAR-FS | tieredImageNet |
|----------|-------------|----------|----------------|
|          | 1-Shot 5-Shot | 1-Shot 5-Shot | 1-Shot 5-Shot |
| Baseline (Cosine) [9, 23] | WRN-28-10 | 58.46 ± 0.45% | 75.45 ± 0.34% | 72.63 ± 0.49% | 85.69 ± 0.34% | 67.46 ± 0.51% | 82.786 ± 0.37% |
| Shot-Free [24] | ResNet-12 | 59.04 ± n/a | 77.64 ± n/a | 69.2 ± n/a | 84.7 ± n/a | 63.5 ± n/a | 82.59 ± n/a |
| TEWAM [24] | ResNet-12 | 60.07 ± n/a | 75.90 ± n/a | 70.4 ± n/a | 81.3 ± n/a | - | - |
| MetaOptNet [17] | ResNet-12 | 62.64 ± 0.61% | 78.63 ± 0.46% | 72.6 ± 0.70% | 84.3 ± 0.50% | 65.99 ± 0.72% | 81.56 ± 0.53% |
| Fine-tuning [6] | WRN-28-10 | 57.73 ± 0.62% | 78.17 ± 0.49% | - | - | 66.58 ± 0.70% | 85.55 ± 0.48% |
| Qiao et al. [25] | WRN-28-10 | 59.6 ± 0.41% | 73.74 ± 0.19% | - | - | 66.33 ± 0.05% | 81.44 ± 0.09% |
| LEO [59] | WRN-28-10 | 61.76 ± 0.08% | 77.59 ± 0.12% | - | - | 68.18 ± 0.16% | 83.09 ± 0.12% |
| DAE [10] | WRN-28-10 | 61.07 ± 0.15% | 76.75 ± 0.11% | - | - | - | - |
| BF3S (CC+Rot) [8] | WRN-28-10 | 62.93 ± 0.45% | 79.87 ± 0.33% | 73.62 ± 0.31% | 86.05 ± 0.22% | 70.53 ± 0.51% | 84.98 ± 0.36% |
| Dropout SDNN (Ours) | WRN-28-10 | 61.52 ± 0.45% | 78.25 ± 0.33% | 74.98 ± 0.30% | 87.00 ± 0.21% | 69.50 ± 0.50% | 84.34 ± 0.35% |
| Gaussian SDNN (Ours) | WRN-28-10 | 62.12 ± 0.45% | 78.97 ± 0.32% | 75.31 ± 0.30% | 87.40 ± 0.22% | 69.29 ± 0.50% | 84.53 ± 0.35% |
| Gaussian SDNN + BF3S (Ours) | WRN-28-10 | 64.74 ± 0.45% | 81.47 ± 0.30% | 75.60 ± 0.30% | 87.30 ± 0.22% | 71.40 ± 0.59% | 85.90 ± 0.34% |

Table 2: Confidence intervals for 5-way classification accuracy applying additive Gaussian noise and Dropout noise with and without auxiliary losses on the miniImageNet dataset with a WideResNet backbone. Inference is performed by sampling images from 5 different novel classes for 2000 iterations. “Aux?” indicates if auxiliary losses were used, and “Noise” indicates what type noise was used.

| Aux? | Noise | 1-Shot | 5-Shot |
|------|-------|--------|--------|
| No   | -     | 58.43 ± 0.45% | 75.45 ± 0.34% |
| Yes  | -     | 60.91 ± 0.45% | 77.84 ± 0.33% |
| No   | Dropout | 58.15 ± 0.44% | 76.10 ± 0.33% |
| No   | Gaussian | 58.73 ± 0.45% | 76.16 ± 0.34% |
| Yes  | Gaussian | 62.12 ± 0.45% | 78.69 ± 0.32% |

Table 3: Confidence intervals for 5-way classification accuracy sampling either spatial ($v \in \mathbb{R}^{w \times h \times c}$) or non-spatial ($v \in \mathbb{R}^c$) noise, as described in Section 3.4. “AVG” stands for the use of average pooling instead of max pooling in our implementation of equation 3. Inference is performed by sampling images from 5 different novel classes for 2000 iterations on miniImageNet.

| Noise Type | Spatial? | 1-Shot | 5-Shot |
|------------|---------|--------|--------|
| None       | -       | 60.91 ± 0.45% | 77.84 ± 0.33% |
| Dropout    | Yes     | 61.34 ± 0.45% | 78.18 ± 0.32% |
| Gaussian   | Yes     | 61.38 ± 0.45% | 78.23 ± 0.32% |
| Gaussian (AVG) | Yes     | 60.68 ± 0.45% | 77.69 ± 0.33% |
| Dropout    | No      | 61.52 ± 0.45% | 78.25 ± 0.33% |
| Gaussian   | No      | 62.12 ± 0.45% | 78.69 ± 0.32% |
| Gaussian (AVG) | No     | 61.47 ± 0.44% | 78.17 ± 0.32% |

Table 4: Confidence intervals for 5-way classification accuracy applying Gaussian noise at different locations on the miniImageNet dataset with a WideResNet backbone. Inference is performed by sampling images from 5 different novel classes for 2000 iterations. The columns marked “G1” through “G3” indicate whether or not Gaussian noise was added to blocks 1 through 3, respectively.

| G1 | G2 | G3 | 1-Shot | 5-Shot |
|----|----|----|--------|--------|
| ✓  |    |    | 60.91 ± 0.45% | 77.84 ± 0.33% |
|    | ✓  |    | 61.25 ± 0.45% | 78.13 ± 0.32% |
|    |    | ✓  | 61.26 ± 0.45% | 78.05 ± 0.33% |
| ✓  | ✓  |    | 61.74 ± 0.45% | 78.46 ± 0.32% |
| ✓  |    | ✓  | 61.26 ± 0.45% | 78.07 ± 0.32% |
| ✓  | ✓  | ✓  | 61.38 ± 0.44% | 78.34 ± 0.32% |
| ✓  | ✓  | ✓  | 61.65 ± 0.44% | 78.57 ± 0.32% |
| ✓  | ✓  | ✓  | 62.12 ± 0.45% | 78.69 ± 0.32% |

In Section 3.4 we motivated the need for non-spatial noise by illustrating that spatial noise, when pooled, will have very nearly zero effect. The reason we still see spatial noise effecting performance is that in an SDNN the features are not actually pooled until after they pass through a residual block, which might not act linearly across all of the noise. Additionally, we note that these experiments were performed using max pooling (equation 3) as opposed to average pooling, which reacts differently as an operation to 0-mean additive Gaussian noise. We therefore include an additional experiment in Table 3, labelled “Gaussian (AVG)” which uses average pooling. As expected, we find no statistically significant difference between spatial Gaussian noise with average pooling and no noise at all. For completeness, we also include results for non-spatial Gaussian noise with average pooling, which confirm that the loss in performance with spatial average pooled noise is not entirely due to the choice of pooling method.
Which Layers Need Noise? In this section we try to analyze at which point in the network the denoising should be performed. We use the Cosine Classifier with auxiliary losses as our baseline and show all our results in Table 4. Here, “$G_x$” ($x \in \{1, 2, 3\}$) indicate adding Gaussian noise to the input of block $x$ of the backbone. Initially, we add auxiliary loss at each block without any feature noise. We then add noise to different blocks in turn. We find that performance increases consistently when adding noise to each block, at least when using WideResNet, but we also consistently observe the biggest performance increase when noise is added to the last block. We believe this occurs because the deeper layers of the network possess stronger semantic information, and are therefore most improved by the addition of noise. In our action detection experiments on deeper networks, this motivates us to perform self-denoising only at the later layers of the network.

| $\sigma$ | 1-Shot | 5-Shot |
|---|---|---|
| 0.04 | 61.82 ± 0.45% | 78.60 ± 0.32% |
| 0.08 | 61.93 ± 0.45% | 78.62 ± 0.32% |
| 0.1 | 61.53 ± 0.45% | 78.50 ± 0.32% |
| 0.15 | 61.27 ± 0.44% | 78.14 ± 0.32% |

Table 5: Confidence intervals for 5-way classification accuracy applying additive Gaussian noise at different values of $\sigma$. Inference is performed by sampling images from 5 different novel classes for 2000 iterations on miniImageNet.

**Gaussian Noise Parameters:** Table 5 shows the results of using different levels of Gaussian noise. We observe that the value of $\sigma$ has a significant effect on performance. The network achieves the best performance of 62.12% and 78.69% for 1-shot and 5-shot respectively with a $\sigma$ value of 0.06. Above 0.06, the performance drops gradually, as the features become too corrupted and the network is unable to denoise them to the required level. Below 0.06, we also start to see performance fall as the noise becomes too small to meaningfully alter the network’s features.

| Prob | 1-Shot | 5-Shot |
|---|---|---|
| 0.02 | 60.87 ± 0.45% | 77.43 ± 0.33% |
| 0.05 | 61.42 ± 0.45% | 78.11 ± 0.32% |
| 0.1 | 61.52 ± 0.45% | 78.25 ± 0.33% |
| 0.15 | 61.43 ± 0.45% | 77.96 ± 0.33% |
| 0.2 | 60.87 ± 0.45% | 77.43 ± 0.33% |

Table 6: Confidence intervals for 5-way classification accuracy applying Dropout noise at different probabilities of dropping. Inference is performed by sampling images from 5 different novel classes for 2000 iterations on miniImageNet.

**Dropout Noise Parameters:** Next, we experiment with dropout noise as described in Section 3.4. With dropout noise, the model achieves the best performance of 61.52% and 78.25% for 1-shot and 5-shot respectively with a dropout probability of 0.1. We observe with dropout noise a similar trend to that of additive Gaussian noise. At lower probabilities, there is very little noise to denoise and for higher probabilities, the network is unable to recover the original features effectively.

4.5. Few Shot Learning for Action Detection

In addition to our experiments in image classification, we also perform an additional evaluation on the task of human action detection in video. Our evaluation is performed on the “Surprise Activities” split of the Activities in Extended Video (ActEV) Sequenced Data Leaderboard (SDL) Challenge [20], a public competition in which real-time action detection systems are evaluated on security footage in known or unknown facilities. To submit to the “Surprise Activities” split, teams must produce a system that can perform training with novel classes online on a remote server. The exact novel classes, as well as the number of samples for training and evaluation, are not made public. SDL submissions are evaluated using the $nAUDC$ metric, computed by plotting the probability of a missed activity detection at temporal-false-alarm rates between 0 and 0.2 and calculating the normalized area under the curve. For a more detailed explanation of the ActEV scoring protocol and dataset, see [20] and the supplementary material.

To perform these experiments on the ActEV SDL Surprise Activities split, we have adapted the action recognition pipeline described in [11, 12] to be suitable for the few shot setting. The pipeline itself operates in two stages - a cuboid action proposal stage and an action classification stage - and our modifications are made only to the action classification stage, which is adapted from the I3D architecture [3]. The I3D architecture is itself an extension of the InceptionV1 architecture [35] inflated to use 3D convolutions, and we modify it to be an SDNN by adding Gaussian noise before the “Mixed4e” and “Mixed5b” layers, adding a pooling and cosine classification layer after the “Mixed4f” layer, and replacing the final dot product with a Cosine Classifier as described in Section 3.1. As with our previous experiments in 2D, we make no further changes to the training scheme or hyperparameters of the original method.

Table 7 shows the results of an SDNN compared to a simple Cosine Classifier baseline. We see that the SDNN performs better than the baseline, with an $nAUDC$ score of 0.691 as opposed to 0.745 (a lower score indicates superior performance).
performance). This evaluation shows that our method is effective even for video tasks which use larger datasets and deeper architectures.

5. Conclusion

In this paper, we have introduced SDNNs, a novel architecture inspired by the ability of DAEs to make features more robust in a few shot learning setting. We have empirically shown the effectiveness of SDNNs on four different datasets across two different tasks, and performed detailed experimental analysis to motivate our construction.
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Table 8: Comparison of the “Gaussian SDNN + BF3S” experimental results on the CIFAR-FS dataset. The first row of results uses the SDNN hyperparameters described in the paper (3 blocks with max pooling), and the second row uses those described in this supplementary material (2 blocks and average pooling).

| Architecture       | 1-Shot       | 5-Shot       |
|--------------------|--------------|--------------|
| 3 Blocks, MAX      | 75.09 ± 0.30%| 87.32 ± 0.22%|
| 2 Blocks, AVG      | 75.60 ± 0.30%| 87.30 ± 0.22%|

7. Supplementary Material

7.1. Additional ActEV Information

In addition to the 328 hours of ground-camera data that was annotated for the ActEV SDL, our training makes use of the extensive additional annotations performed by the public in the MEVA annotation repository [5].

For the activity recognition experiments themselves, the conversion of the system into an SDNN uses average pooling down to $1 \times 1$ features in the spatial dimensions, while retaining a depth of 8 in the temporal dimension. The features are then concatenated along the temporal dimension and fed into the fully-connected layers, where a cosine classifier makes the final predictions during training. As in the 2D case, during inference the image feature embeddings from the novel class exemplars are used as classification weights.

7.2. Additional Implementation Details

Table 9: Comparison of the “Gaussian SDNN + BF3S” experimental results on the tieredImageNet dataset. The second row of results uses the SDNN hyperparameters described in the paper (3 blocks with max pooling), and the third row uses those described in this supplementary material (2 blocks and average pooling).

| Architecture       | 1-Shot       | 5-Shot       |
|--------------------|--------------|--------------|
| BF3S (CC+Rot) [8]  | 70.53 ± 0.51%| 84.98 ± 0.36%|
| 3 Blocks, MAX      | 69.28 ± 0.50%| 83.67 ± 0.35%|
| 2 Blocks, AVG      | 71.40 ± 0.50%| 85.90 ± 0.34%|

For two of the experiments in the original paper (the “Gaussian SDNN + BF3S” experiment performed on the CIFAR-FS and tieredImageNet dataset in Table 1 of the original paper) our SDNN implementation only applied noise and auxiliary losses to the last two blocks of the network, as opposed to the three used in every other experiment. Additionally, these two experiments were performed with average pooling instead of max pooling. We empirically found that this resulted in better performance on those datasets when combined with rotation classification; see Tables 8 and 9. In particular, the tieredImageNet performance actually dips below the performance of the unmodified BF3S [8] model when all three blocks are used. We hypothesize that this is because the earlier layers of the network are more susceptible to noise when performing the rotation classification task.

All of the networks in this paper were each trained on a single Nvidia Titan XP GPU.