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ABSTRACT
Big data analytics is rapidly emerging as a key Internet of Things (IoT) initiative aiming at providing meaningful insights and supporting optimal decision making under time constraints. In this direction, prescriptive analytics has just started to emerge. Prescriptive analytics moves beyond descriptive and predictive analytics aiming at providing adaptive, automated, constrained, time-dependent and optimal decisions. The use of time-dependent parameters in prescriptive analytics models provide a more reliable and realistic representation of the complex and dynamic environment and the associated decision making process; however, their estimation poses significant challenges due to the uncertainty derived from inaccurate user input, noisy data, and non-stationarity of real-world data streams. Since feedback and learning mechanisms for tracking the prescriptive analytics are crucial enablers for self-configuration and self-optimization, this paper proposes an approach for sensor-driven learning of time-dependent parameters for prescriptive analytics models deployed in streaming computational environments. The proposed approach was validated in an Industry 4.0 use case, while it was further evaluated through extensive simulation experiments. The proposed approach overcomes challenges related to uncertainty derived from user’s input, non-stationary data and sensor noise and provides estimates of time-dependent parameters that lead to more reliable prescriptions.
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I. INTRODUCTION
Big data analytics is rapidly emerging as a key Internet of Things (IoT) initiative aiming at providing meaningful insights and supporting optimal decision making under time constraints [1]. Data analytics is categorized into three main types characterized by different levels of value and intelligence [2], [3]: (i) descriptive analytics, answering the questions “What has happened?” , “Why did it happen?”, “What is happening now?”; (ii) predictive analytics, answering the questions “What will happen?” and “Why will it happen?” in the future; (iii) prescriptive analytics, answering the questions “What should I do?” and “Why should I do it?”.

Currently, the vast majority of data analytics efforts are spent on descriptive and predictive analytics, while prescriptive analytics is less mature [4], [5]. Recently, however, prescriptive analytics has been increasingly gathering research interest since it is considered as the next step towards increasing data analytics maturity and leading to optimized decision making, ahead of time, for business performance improvement [5]. Prescriptive analytics aims at suggesting (prescribing) the best decision options to take advantage of the predicted future utilizing large amounts of data [6]. To do this, it incorporates prediction events about what might occur and utilizes artificial intelligence, optimization algorithms and expert systems in a probabilistic context to provide adaptive, automated, constrained, time-dependent and optimal decisions [3], [5].

To this end, time-dependent parameters can contribute to prescriptive analytics models that provide a more reliable and realistic representation of the complex and dynamic environment and the associated decision making process [7], [8].
This is due to the fact that different actions may be optimal or more appropriate in different implementation time. Time-dependent parameters can be found in functions and analytics models in various domains such as: econometrics, inventory management, demand management, reliability analysis, social media, etc. Examples include decisions about: economic order quantity models, predictive maintenance actions, online advertisements for offers, etc. However, their estimation poses significant challenges due to the uncertainty derived from inaccurate user input, noisy data, and non-stationarity of real-world data streams [9], [10].

Feedback and learning mechanisms for tracking the results generated by the actions taken are crucial enablers for self-configuration, self-optimization and proactive event processing [3]. The advancements in IoT technology have the potential to facilitate sensor-driven learning of time-dependent parameters for prescriptive analytics models. Tracking inventory replenishment through RFID, cost functions of mitigating maintenance actions, and preferences of social media users within time constraints are some indicative applications. To the best of our knowledge, sensor-driven learning for self-configuration of prescriptive analytics models in terms of their time-dependent parameters is an unexplored area. This aspect obtains higher importance taking into account that research on prescriptive analytics on streaming data has just started to emerge.

In this paper, we propose an approach for sensor-driven learning of time-dependent parameters for prescriptive analytics models deployed in streaming computational environments. The proposed approach overcomes challenges related to uncertainty derived from the user’s input, non-stationary data and sensor noise and provides estimates based on effective change detection. These challenges, existing in data analytics algorithms, are even higher in estimations of time-dependent parameters based upon non-stationary sensor data due to their dynamic nature. On the other hand, the accuracy of such estimations is crucial for the reliability of the prescriptive analytics models.

The rest of the paper is organized as follows: Section II provides a literature review on the processing of non-stationary sensor data and on learning of time-dependent parameters. Section III describes the proposed approach for sensor-driven learning of time-dependent parameters for prescriptive analytics. Section III presents a case study in an Industry 4.0 context, while Section IV presents further experimental results for the validation of the proposed approach. Section V concludes the paper and discusses our plans for future work.

II. LITERATURE REVIEW
A. PROCESSING OF NON-STATIONARY SENSOR DATA
From the data distribution point of view, there are two types of data streams: stationary (stable) data streams, where the probability distribution of instances is fixed, and non-stationary (evolving) data streams, where the probability distribution of incoming data evolves or target concepts (labelling mechanism) change over time [11], [12]. In machine learning, data mining and predictive analytics, this latter is referred to as concept drift [13]. In pattern recognition the phenomenon is known as feature shift or dataset drift [13]. In signal processing the phenomenon is known as non-stationarity [14].

From the generation of non-stationary monitoring signals, the sources may be different, and these may cause many different characteristics, such as multiple sampling frequencies, different types of sensors reflected the operation state of the same device or subsystem [15]–[20]. The advancements in IoT technology lead to significant challenges in terms of adaptability and computational efficiency [14].

Real-world data streams are usually non-stationary in which the underlying distribution evolves and must be analyzed and adapted accordingly in (near) real-time [9], [10], [14]. This aspect is of increasing importance as more and more data is organized in the form of data streams rather than static, and it is unrealistic to expect that data distributions stay stable over a long period [14]. Such non-stationary data sets can be observed in many real-world cases, e.g. climate, transportation, manufacturing, energy, fraud management, social media, software engineering data streams, etc.

Concept drifts may manifest in different forms over time [13], [14]. These forms can be divided into four general types: abrupt (sudden), gradual, incremental, and recurrent (recurring). In abrupt or sudden concept drifts, the data distribution at time t is replaced suddenly with a new distribution at time t+1; Incremental concept drifts occur when the data distribution changes and stays in a new distribution after going through some new, unstable, median data distributions; In gradual concept drifts, the amount of new probability distribution of incoming data increases, while the amount of data that belong to the former probability distribution decreases over time; Recurring concepts happen when the same old probability distribution of data reappears after some time of different distribution.

B. CHANGE DETECTION IN STREAMING DATA
In streaming computational environments, an important task in analysing high-dimensional time series data generated from sensors is to detect changes in the statistical properties of the time series [21]. A restrictive assumption in change point analysis is “stationarity under the null hypothesis of no changepoint”, which is crucial for asymptotic theory but not very realistic from a practical point of view [22]. Non-stationary and noisy data pose significant challenges in accurate and efficient (near) real-time change detection and parameter estimations [23]–[26].

To overcome these challenges, [27] considered change detection in non-stationary data streams as an optimization problem, which is solved by a bio-inspired algorithm to validate the heterogeneity of drifts and achieved high diversity through self-learning optimization technique. Reference [28] modified weighted one-class SVM and improved it for the nonstationary streaming data analysis. They claimed that
The proposed approach has been developed in a modular manner in order to be able to be integrated into any prescriptive analytics model in the context of an event-driven architecture. As shown in Fig. 1, Prescriptive Analytics concludes in optimal decisions. Upon approval, the user implements the prescriptions (recommended actions). During action implementation, Sensor-driven Learning, which is the focus of the current work, acquires data from sensors in order to estimate the time-dependent parameters of the prescriptive analytics models. In this way, it removes subjectivity in their estimations made by humans in the prescriptive model’s configuration.

FIGURE 1. The scope of the proposed approach.

The proposed approach consists of three modules: Action Start/End Detection (Section III.A), Noise Filtering of Non-stationary Sensor Data (Section III.B), and Time-dependent Parameters Estimation (Section III.C). For each sensor measurement, the Action Start/End Detection detects whether a recommended action (prescription) starts or ends. At the same time, the sensor measurements are processed with Noise Filtering of Non-stationary Sensor Data to remove noise and thus, to enhance data quality. For each implemented action within a decision horizon, Time-dependent Parameters Estimation estimates the parameters as functions of time and updates their value into the prescriptive analytics models. The following sub-sections describe in detail the three aforementioned constituting algorithms.

A. ACTION START/END DETECTION

The Action Start/End Detection algorithm implements a real-time Bayesian changepoint detection [37] to detect changepoints (i.e. times when the probability distribution of a stochastic process or time series changes) as events in sensor measurements that indicate the start or the end of an action until a decision horizon.

The algorithm identifies the change of the system state (no action, action) based on the probabilistic distribution over the possible runs. Rather than retrospective segmentation, this algorithm executes causal predictive filtering, generating a
recursive message-passing algorithm for the joint distribution over the current run length and the next unseen data. The Bayesian inference in recursive anomaly detection algorithms has been proved to achieve high levels of accuracy and effectiveness [38]. The decision horizon indicates the time after which there is no reason for applying the prescriptions. Assuming a sequence of sensor observations $x_1, x_2, \ldots, x_T$ may be divided into non-overlapping product partitions, the delineations between partitions are the changepoints. For each partition, the data within it are independent and identically distributed (i.i.d.) from some probability distribution. The notation of the algorithm is depicted in Table 1, while the algorithm is depicted in Table 2.

TABLE 1. Notation for the action start/end detection algorithm.

| Notation | Description |
|----------|-------------|
| $x_{a:b}$ | The contiguous set of observations between time $a$ and $b$ inclusive. |
| $r_t$ | The length of the current run at time $t$. |
| $x_t^{(r)}$ | The set of observations associated with the run $r_t$. |
| $H$ | The hazard function. |
| $P(x_{t+1} | x_{t+1})$ | The marginal predictive distribution over the posterior distribution on the current run length. |
| $P(r_t | x_{t+1})$ | The joint distribution over run length and observed data recursively. |
| $P(x_{t+1} | r_t)$ | The predictive distribution, conditional on the length of the current run. |
| $P_{th}$ | The threshold, above which an alert is generated. |
| $V_t^{(v)}, X_t^{(r)}$ | Statistical parameters for the approximation of the predictive distribution associated with a particular current run length. |

**B. NOISE FILTERING OF NON-STATIONARY SENSOR DATA**

The Noise Filtering of Non-stationary Sensor Data algorithm implements Kalman Filter and its non-linear extensions, i.e., Unscented Kalman Filter [39], [40] for both uniform and non-uniform sampling. Kalman Filter is one of the most widely used methods for filtering, tracking, estimation and prediction. Its main advantage over other noise filtering methods is in its computational efficiency [41], [42] making it suitable for sensor-generated big data processing. It should be noted that at the point of transition (changepoint) from the “no action” to the “action” state and vice versa, the noise filtering algorithm stops and restarts being applied for the new values. The notation of the algorithm is depicted in Table 3, while the algorithm is depicted in Table 4.

**C. TIME-DEPENDENT PARAMETERS ESTIMATION**

The Time-dependent Parameters Estimation algorithm estimates the parameters of the prescriptive analytics models as functions of time considering that the prescribed actions may have different effects at different implementation times. For various implementations of each action, the proposed approach measures sensor-related parameters of the prescriptive model as functions of time. At the end of each implementation, the cumulative value for the specific time period is represented as a point in a diagram showing the cumulative parameters values for the time of implementation.

To estimate the analytical expression of the parameter function from these points (which have been derived from the corrected/filtered sensor data), we apply Curve Fitting using the Levenberg–Marquardt algorithm [43]. Since this distribution is not known in advance, a curve comparison algorithm is applied. Polynomials of various degrees are compared with respect to the Mean Squared Error (MSE), and the one with the lowest MSE is selected. The notation of the algorithm is depicted in Table 5, while the algorithm is depicted in Table 6.
TABLE 3. Notation for the noise filtering of non-stationary sensor data algorithm.

| Notation | Description |
|----------|-------------|
| $x_{t-1}$ | The prior estimate of the sensor value. |
| $A$ | The sensor value transition matrix which is applied to the previous state. |
| $u_t$ | The control vector. |
| $B$ | The control-input model which is applied to the control vector. |
| $P_{t-1}$ | The prior error covariance matrix. |
| $P_t$ | The error covariance matrix. |
| $x_t$ | The current estimate of the sensor value. |
| $Q$ | The covariance of the process noise. |
| $K_t$ | The Kalman Gain. |
| $H$ | The sensor measurement matrix. |
| $R$ | The deviation caused by sensor noise. |
| $z_t$ | The sensor measurement vector. |

TABLE 4. Algorithm for noise filtering of non-stationary sensor data.

```
Algorithm 2: Noise Filtering of Non-stationary Sensor Data

Initialize
$x_{t-1}$
$P_{t-1}$

Observe new measurement $x_t$

Predict state estimate
$x_{t-1} = Ax_{t-1} + Bu_t$

Predict estimate covariance
$P_{t-1} = AP_{t-1}A^T + Q$

Compute the Kalman gain
$K_t = P_{t-1}H^T (HP_{t-1}H^T + R)^{-1}$

Update state estimate
$x_t = x_{t-1} + K_t (x_t - x_{t-1})$

Update estimate covariance
$P_t = (I - K_tH)P_{t-1}$

Return to Observe new measurement $x_t$
```

TABLE 5. Notation for the time-dependent parameters estimation algorithm.

| Notation | Description |
|----------|-------------|
| $C_t$ | The cumulative value of the corrected/filtered sensor measurement. |
| $f(t - t_0)$ | The total time-dependent parameter value for the specific implementation. |
| $\beta$ | Statistical parameter of the model curve $f(t, \beta)$. |
| $J_t$ | The Jacobian of $f(t)$. |
| $p$ | The solution that gives the direction in which the Levenberg-Marquardt method searches. |
| $\lambda_k$ | Non-negative scalars. |
| $I$ | The identity matrix. |
| $X$ | A vector of predictions. |
| $\Delta$ | A scalar related to $\lambda_k$. |

TABLE 6. Algorithm for time-dependent parameters estimation.

```
Algorithm 3: Time-dependent Parameters Estimation

Initialize
$x_{1-0} = x_0$

If action start = true
Observe new measurement $x_t$

Execute Noise Filtering of Non-stationary Sensor Data
Calculate the cumulative value
$C_t = C_{t-1} + x_t$

Return to Observe new measurement $x_t$

If action end = true
Calculate the total time-dependent parameter value
$f(t - t_0) = C_t$

Estimate the analytical expression of time-dependent parameters
$\beta = \arg \min_\beta S(\beta) = \arg \min_\beta \sum_{i=1}^{m} [C - f(t_i, \beta)]^2$

$\left( J_t^T J_t + \lambda_k I \right) P_k = -J_t^T f_k$

Min $\|J_t p + f_k\|_2^2 / 2$ subject to $\|p\|_2 \leq \Delta$

Estimate the polynomial function
$\min \int f \text{MSE} = \frac{1}{n} \sum_{i=1}^{n} \left( x_i - \hat{x}_i \right)^2$
```

IV. DEPLOYMENT IN AN INDUSTRY 4.0 CASE STUDY

The proposed approach is demonstrated in an Industry 4.0 case. Industry 4.0 is an emerging paradigm that aims at bringing interaction and convergence between the physical world and the cyber world taking advantage of the multitude of data generated in manufacturing environments [45]. In this context, prescriptive analytics and analytics-based decision support are two major challenges in smart manufacturing [46].

The case under examination deals with predictive maintenance in the offshore oil and gas industry. With a typical day rate for a modern oil rig being around 500,000 Euro, reducing undesired downtime is of utmost importance in the oil drilling industry [47]. Since the aforementioned prescriptive analytics model is highly sensitive to its cost-related parameters, which are expressed as functions of implementation time, their accurate estimations can have a significant impact on eliminating the maintenance costs [47].

The proposed approach was implemented as an event processing agent and integrated into a prescriptive analytics model which recommends the optimal mitigating action...
(out of a list of alternative actions) and the optimal time for its implementation [44]. The latter is updated based on processing of non-stationary sensor data with the proposed approach. Specifically, we examine a case in which the failure mode “gearbox breakdown” is predicted to occur in 221 hours. This failure mode, with a cost of 155,000 Euro, is assigned to 3 alternative mitigating actions, as shown in Table 7. In the beginning, the input of the proposed approach is the user-defined cost functions. The output of the prescriptive analytics model, depicted in Fig. 2, is to operate at reduced equipment load (a2) starting in 124 hours.

### Table 7. Alternative actions and cost functions for gearbox breakdown.

| Alternative actions                  | Cost function (Euro) |
|--------------------------------------|----------------------|
| a1: Lubrication of metal parts       | 400                  |
| a2: Operate at reduced equipment load| 420 * t + 1300       |
| a3: Full onshore maintenance         | 550 * t              |

The a2 cost function represents the cost due to production loss, which can be measured indirectly through a flow monitoring sensor related to the volume of oil gathering during oil drilling per time unit. According to IEC 60770, flow monitoring sensors have an accuracy of 99.5% in terms of Full Scale Output (FSO). Oil volume is multiplied by its associated cost and the constant costs are added. Fig. 3 depicts a snapshot of real-time monitoring and noise filtering functionality.

The probability density of having a changepoint at that time (due to action start), while the second peak represents the highest probability of having another changepoint (action end given that the action is already implemented).

Based on these results, the cumulative cost of the action over action implementation time is calculated, as shown in Fig. 5. The updated cost function feeds into the prescriptive analytics model and is exposed to the user in contrast to the initially user-defined one, as shown in Fig. 6. After several executions of the proposed approach, the prescriptive analytics results in a different prescription concerning both the prescribed action and the prescribed time, as shown in Fig. 7. Therefore, the implementation of the prescription of Fig. 2 leads to a non-optimal prescription due to inaccurate estimations of their time-dependent parameter.
V. EXPERIMENTAL RESULTS

The experimental results deal with the evaluation of the consequences of inaccuracies in the user’s input and sensors. They were derived from a comparative and sensitivity analysis by performing extensive simulation experiments to evaluate cases with arbitrary ranges of values (e.g. when there are no constraints about the minimum and maximum values of input parameters). The simulated computational environment generates sensor measurements in the form of events with either uniform (i.e. measurement provided at regular intervals) or non-uniform (i.e. measurement provided at irregular intervals) sampling.

A. IMPACT ON USER’S INPUT INACCURACIES

In this sub-section, we present the experimental results about the impact of the proposed approach on the user’s input inaccuracy caused due to human subjectivity on time-dependent parameters. We compared the output of the prescriptive analytics algorithm mentioned in Section IV in the case that it does not incorporate the proposed approach (user-defined time-dependent parameters) and in the case of 100 executions of the proposed approach. Table 8 shows the prescribed action, implementation time and the associated expected loss for various timestamps of prediction events in the two aforementioned cases. It should be noted that the prediction events are expressed with respect to the end of the decision horizon.

TABLE 8. Comparative results before and after sensor-driven learning.

| Prediction Event | Results for User-defined Parameters | Results for Sensor-driven Learning |
|------------------|-------------------------------------|-----------------------------------|
| Remaining Time   | Prescribed Action                  | Expected Loss                     | Prescribed Action                  | Expected Loss                     |
| (hours)          | (hours)                            | (Euros)                           | (hours)                            | (Euros)                           |
| 180              | 58.43                              | 65.661                           | 58.43                              | 65.661                           |
| 190              | 58.43                              | 65.661                           | 58.43                              | 65.661                           |
| 200              | 58.43                              | 65.661                           | 58.43                              | 65.661                           |
| 210              | 58.43                              | 65.661                           | 58.43                              | 65.661                           |
| 220              | 58.43                              | 65.661                           | 58.43                              | 65.661                           |
| 230              | 58.43                              | 65.661                           | 58.43                              | 65.661                           |
| 240              | 58.43                              | 65.661                           | 58.43                              | 65.661                           |

The benefit of the proposed approach concerning user input inaccuracies is multiplied taking into account that sensor-driven infrastructures process a multitude of data and make predictions about various future events. These prediction events trigger various instances of prescriptive analytics algorithms that generate prescriptions for a variety of proactive actions. To demonstrate the multiplication effect, we followed the same procedure with an extensive number of prediction events for 10 different instances. The results are presented in an aggregated form in Table 9. For each instance, we present the percentage of the cases where the recommended action, the recommended time and the expected loss changes, as well as the average difference in the expected loss after the deployment of sensor-driven learning. These changes occur due to the improvement in terms of accuracy in time-dependent parameters estimation and thus, in terms of the reliability of the generated prescriptions.

TABLE 9. Aggregated comparative results for user input’s inaccuracies.

| #    | % changes in prescribed action | % changes in expected loss | Average difference in expected loss (Euros) |
|------|--------------------------------|---------------------------|--------------------------------------------|
| 1    | 55.67%                         | 63.33%                    | 1,275.4                                    |
| 2    | 55.67%                         | 63.33%                    | 1,275.4                                    |
| 3    | 55.67%                         | 63.33%                    | 1,275.4                                    |
| 4    | 55.67%                         | 63.33%                    | 1,275.4                                    |
| 5    | 55.67%                         | 63.33%                    | 1,275.4                                    |
| 6    | 55.67%                         | 63.33%                    | 1,275.4                                    |
| 7    | 55.67%                         | 63.33%                    | 1,275.4                                    |
| 8    | 55.67%                         | 63.33%                    | 1,275.4                                    |
| 9    | 55.67%                         | 63.33%                    | 1,275.4                                    |
| 10   | 55.67%                         | 63.33%                    | 1,275.4                                    |

B. IMPACT ON SENSOR INACCURACIES

In this sub-section, we present the experimental results about the impact of the proposed approach on sensor measurement inaccuracies due to low data quality (sensor noise).

We performed extensive simulations to examine the output time-dependent parameter estimations of sensor-driven learning for various sensor noise levels. Fig. 8 shows the improvement of MSE in time-dependent parameter estimations when using noise filtering in sensor measurements. In each diagram, the x-axis represents the noise that has been transferred to the time-dependent parameter from the sensors. The range of the noise has been derived from the sensor accuracy in terms of FSO. The y-axis represents the MSE of the noisy and the corrected time-dependent parameter. For each time-dependent parameter, we also show the value of the ratio derived from the MSE of corrected data to the MSE of noisy data, i.e. the Corrected-to-Noisy Data Ratio (CNDR) for indicative noise levels. For example, a CNDR of 0.3922 means that the MSE of corrected data is equal to 39.22% of the MSE of noisy data.

According to the experimental results shown in Fig. 8, the MSE of the noisy time-dependent parameter is significantly higher than the one calculated by the proposed approach, for various parameters and noise levels. Although the MSE of the time-dependent parameters of the proposed approach increases with the sensor noise, that increase is significantly lower than the one of the noisy parameters. On the other hand, higher noise levels lead to a lower CNDR,
since the MSE of the corrected data becomes significantly lower than the MSE of the noisy ones.

For the indicative time-dependent parameters showed in Fig. 8, Table 10 shows the percentages of the cases where the prescribed actions and times changed after noise filtering and the average CNDR. The prescribed times are particularly sensitive to sensor noise, while higher values of time-dependent parameters lead to higher percentages of changes in the prescribed actions.

### VI. CONCLUSIONS AND FUTURE WORK

In IoT environments, prescriptive analytics is an emerging paradigm that increases data analytics maturity and leads to optimized decision making ahead of time. In this context, feedback and learning mechanisms for tracking the generated prescriptions are crucial enablers for self-configuration and self-optimization of prescriptive analytics models. However, the non-stationarity of sensor-generated time-series data as well as the uncertainty derived from the user’s input inaccuracy and sensor noise pose significant challenges, especially to the estimation of time-dependent parameters and thus, to the reliability of prescriptions. The proposed approach is capable of being deployed in streaming computational environments to provide continuous learning of time-dependent parameters for prescriptive analytics models by processing non-stationary sensor data. In this way, the accuracy of estimations increases and the reliability of prescriptions are improved. A significant advantage of the proposed approach is that it does not require historical training datasets, the availability and suitability of which is a major challenge, especially in an enterprise context. However, on the other hand, this leads to the limitation that changepoints may occur due to factors not related to the prescribed actions. In addition, the current research work is not involved with the design time configuration of the sensors that are related to specific actions.

Our plans for future work belong in three directions: (i) development of an approach and algorithm for mapping changepoints to prescribed actions; (ii) development of a human feedback mechanism aiming at building an optimized human-machine collaboration through explainability and interpretability; and, (iii) development of information fusion algorithms for combining sensor-driven and human-driven learning of prescriptive analytics in the presence of concept drifts.
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