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Abstract
This paper presents the design and technological principles of a wireless sensor network (WSN) for continuous monitoring of the concentration of toxic gases, particularly carbon monoxide (CO), in the atmosphere in industrial sites and residential areas. Furthermore, the wireless sensor network transmits the received data through radio channels, having access to GSM and Ethernet telephone networks, and controls the wireless actuators. Autonomous wireless gas sensors for CO monitoring were developed during our work and the prototype of the wireless sensor network for toxic gas monitoring using Zigbee as its data transmission standard is detailed.
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Introduction
A wireless sensor network (WSN) considered is a distributed, self-organizing network which comprises miniature computing devices with an autonomous power supply and resistant to failures of individual elements [1,2]. The following parameters are most often the monitoring objects: temperature [3], humidity [4], illumination [5] and gas composition [6].

The main task of wireless sensor networks technology is to develop a WSN with non-volatile sensor modules that can have exclusively autonomous power supply. A more detailed analysis of the problem of non-volatile power supply is presented in [7].

From the point of view of power consumption, the most difficult case in design is a WSN for gas monitoring. In addition, when organizing gas monitoring of toxic gases, catalytic [8], optical [9], semiconductor [10] and electrochemical sensors [11] can be used at the same time. Within a variety of gas sensors, electrochemical sensors stand out in that they practically do not consume electrical energy. This opens up the possibility of their widespread use in wireless sensor networks for environmental monitoring of air composition [12]. At the same time, wireless sensor networks can be deployed in places where there is no access to electrical networks, thus, their autonomous power supply is necessary to ensure the long-term operation.

*Corresponding author: Vuông Anh Trung, Air depence-Air force Academy, Kim Son, Son Tay, Ha Noi, Vietnam

Accepted: March 27, 2021; Published: March 29, 2021

Copyright: © 2021 Trung VA. This is an open-access article distributed under the terms of the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original author and source are credited.

Trung VA. Int J Astronaut Aeronautical Eng 2021, 6:048

Citation: Trung VA (2021) Research and Development of Wireless Sensor Network for Gas Monitoring. Int J Astronaut Aeronautical Eng 6:048
In this article, a wireless sensor network is designed for automatic control of CO concentration in the atmosphere of industrial premises, inside and on the territory of industrial facilities and protected areas. The WSN can also issue individual alarms and send a notification to the responsible person [10,11]. The paper considers the problem of developing a wireless sensor network to monitor CO concentration and its technical nature.

**Description of the Wireless Sensor Network**

A diagram of a wireless sensor network installed to monitor CO concentration in production facilities is shown in Figure 1.

The wireless sensor network includes:

- Wireless sensor nodes (WSN) with autonomous power supply (D) [8];
- Wireless routers (M);
- Wireless network coordinator (C);
- Wireless executive devices (Y).

- Alarms of devices 1, 2 and 3 (including, 1 is an emergency rescue service; 2 - responsible persons; 3 - owners of premises)

Wireless network routers act as repeaters of signals from self-powered wireless sensor nodes to the wireless network coordinator (and vice versa). Therefore, wireless routers on the network are always in the standby mode for receiving radio signals. This allows data to be received from the associated wireless gas sensors at any time and thus allows the wireless sensor nodes themselves to be in sleep mode, in which the transceiver consumes virtually no power. Data exchanges between wireless routers and wireless sensor nodes occur at the time of alarm or during the service mode of data exchange [9].

For data transmission, all the devices of the wireless sensor network are equipped with transceivers (Zigbee modems) operating at 2.4 GHz [12-14].

**Algorithm of the Wireless Sensor Network**

Wireless sensor nodes operate in a 2-threshold
measurement mode. The first response threshold (warning) is when CO concentration reaches 5 mg/m³ and the second threshold (alarm) is CO concentration reaches 20 mg/m³. The sensor is calibrated in the range of 5-20 mg/m³ of CO concentration, depending on the operating conditions, but at least once a year [12]. Figure 2 shows the dependence of the sensor output current on the CO concentration.

The operation of the wireless sensor network in a standard situation is carried out according to the following algorithm:

The wireless sensor nodes measure CO concentration (D in Figure 1). In order to save energy, the measurements of CO concentration are carried out in periodic mode: Measurement mode-sleep, mode-measurement mode. The duration of the measurement mode is about 1s. The duration of the sleep mode is in the range from 10 to 60s. In this case, all elements of the sensor function in the measurement mode, except for the ZigBee modem, which is in sleep mode. If the concentration of CO is less than 5 mg/m³, the microcontroller switches the sensor to the power saving mode (sleep mode), data transmission to the network coordinator (K in Figure 1) is not carried out.

The operation of the wireless sensor network in an emergency situation is carried out according to the following algorithm:

If the CO concentration value measured by the wireless sensor is in the range of 5 mg/m³-20 mg/m³, then the BSU microcontroller switches the ZigBee modem to the transmission mode, generates and sends a data packet to the router (M in Figure 1), which, in turns, sends the data further to the network coordinator. In addition, the corresponding light and sound signals of the BSU itself is turned on. After receiving confirmation of successful delivery, the BSU modem goes into sleep mode.

If the CO concentration value measured by a wireless sensor, for example D1, is higher than 20 mg/m³, then the BSU microcontroller switches the ZigBee-modem to the transmission mode and sends a command to the executive device associated with it (Y1) via the wireless network, and having received confirmation of execution, generates and sends the data packet to the router (M1, in Figure 1), which, in turns, forwards the data further to the network coordinator. The transmitted data necessarily includes the information that allows the operators to identify the sensor in which they were sent. In addition, the corresponding light and sound signals of the wireless gas sensor itself is activated. Likewise, after receiving data from a wireless sensor, for example D1, the router issues a command to the executive device associated with it (Y1), and having received a confirmation of execution, sends a data packet to the network coordinator.

The network coordinator, after receiving data on exceeding the gas concentration in one or more

Figure 2: Current dependence on CO concentration.
rooms and data on the actions already performed from the executive devices, issues a command to the executive devices (Y3) and (Y4) associated with him [if any] and, having received confirmation of execution commands, generates and sends a data packet to the appropriate emergency rescue service (L in Figure 1) (in particular, to display information on the control panel of an automated workstation), to responsible persons (2, Figure 1), as well as to the owners of premises (3, Figure 1). In addition, the received data is stored in an internal or external memory.

**Response Time to Gas Composition Measurement**

One of the most important parameters for a system that monitors CO concentration is the time it takes to react when the CO concentration in the environment changes dramatically.

For some devices, this time is prescribed by the existing standards for gas indicators. In the case of a distributed wireless system, this parameter, obviously, should be estimated for the system as a whole. For gas alarm systems that includes light and sound alarms with the ability to activate a disconnecting device (in our case, it is a wireless drive), an alarm delay of up to 120 seconds is allowed [10].

The response time of the system, denoted by \( t_o \), depends on the measured time (\( t_I \)) and the time required to transmit data over the wireless channel (\( t_p \))

\[
 t_o = t_I + t_p
\]

At the same time, we can change the response time of the sensor assembly by changing the measurement interval in order to minimize power consumption.

The time for transmitting data over the wireless network depends on the time for the network service (\( t_I \)), the time for communication through one wireless router (\( t_M \)), and the total number of wireless routers required to transfer data to the coordinator. It should be noted that the time also includes the time to save data in memory before it is transmitted to the next wireless router. In order to obtain the most objective data and estimate the worst-case scenario, the response time of the sensor node should be measured for the maximum possible number of wireless routers, which, for the TG-ETRX3 module, is 30 [11,15,16]:

\[
 t_p = t_y + 30 \cdot t_M
\]

As a result, the data transmission time (along with the acknowledge receipt) over the wireless network is about 347 ms (determined empirically). As will be shown below, the data transmission time is much lower than during the measurement and the interval between measurements, so if the transmission is affected by packet loss, which requires retransmission, the total time will not be significantly affected. Since the data transmission component \( t_p \) is small compared to the overall response time requirements, in practice, the response time \( t_o \) dominates the measurement time \( t_M \), which we can adjust the measurement cycle by exchanging the response time and power consumption.

The CO wireless sensor network uses ZigBee data transmission technology. To assess wireless communication lines, we use the received signal strength indicator (RSSI) and the link quality indicator (LQI). Received signal strength indicator, RSSI - total power of the signal received by the receiver. Measured by the receiver on a logarithmic scale in dBm. The LQI signal quality indicator is a metric of the current received signal quality. LQI indicates the ability of a signal demodulated on a scale of 0-255 [17,18]. Next, we evaluate the packet delivery performance from a node sensor to a network coordinator. The node sends about 10,000 data packets with 20 time intervals between submissions. Figure 3a and Figure 3b plot the packet delivery rate (PDR) values in the relation with RSSI and LQI. Good connectivity (PDR > 80%) can be achieved when the RSSI is above -79.3 dBm and the LQI is above 180.4. It is worth noting that when the LQI is around 210, the PDR reaches almost 100% speed.

**Conclusions**

The paper developed a wireless sensor network for monitoring CO concentration and its technical nature. We noticed that for automatic control of CO concentration in the BSS, wireless gas sensors with exclusively autonomous power supply are used and can operate as part of wireless sensor networks without replacing the power source during their lifetime service-7 years [19].

For data transmission in wireless sensor networks, the IEEE 802.15.4 standard and the ZigBee high-level network protocol have been developed. Its software and hardware interface, unlike conven-
tional radio channels, allows you to create sensor networks from an almost unlimited number of devices. Experimental results show that secure data transmission can be realized up to 100 m in direct line and street conditions [19,20].

In the future, it is planned to consider the possibility of using the energy of renewable sources to power the functional devices of the WSN.
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