Cross-diffusion driven instability in a predator-prey system with cross-diffusion
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Abstract

In this work we investigate the process of pattern formation induced by nonlinear diffusion in a reaction-diffusion system with Lotka-Volterra predator-prey kinetics. We show that the cross-diffusion term is responsible of the destabilizing mechanism that leads to the emergence of spatial patterns. Near marginal stability we perform a weakly nonlinear analysis to predict the amplitude and the form of the pattern, deriving the Stuart-Landau amplitude equations. Moreover, in a large portion of the subcritical zone, numerical simulations show the emergence of oscillating patterns, which cannot be predicted by the weakly nonlinear analysis. Finally, when the pattern invades the domain as a travelling wavefront, we derive the Ginzburg-Landau amplitude equation which is able to describe the shape and the speed of the wave.
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1 Introduction

The aim of this paper is to investigate the process of pattern formation for the following reaction-diffusion system:

\[
\begin{align*}
\partial_\tau U &= \Gamma U \left( R - \frac{R}{K} U - \gamma_{12} V \right) + D_1 \Delta U, \\
\partial_\tau V &= \Gamma V (-M + \gamma_{21} U) + D_{21} \nabla \cdot (V \nabla U) + D_2 \Delta V.
\end{align*}
\]

Here \( U(z, \tau) \) and \( V(z, \tau) \), with \( z \in \Omega \subseteq \mathbb{R}^n \), are the population densities of preys and predators, respectively. The kinetics is of the Lotka-Volterra predator-prey system.
type with a logistic term for the preys: $R$ and $K$ are the growth rate and carrying capacity for the prey, respectively, $M$ is the predator death rate, $\gamma_{12}$ and $\gamma_{21}$ are the rate of predation and the capture efficiency and $\Gamma$ gives the size of the spatial domain. The spatial motion of the two populations is described by the usual linear diffusion terms and by a nonlinear term deriving from the assumption that predators avoid zones of high prey density.

Without loss of generality, we shall consider the following dimensionless form of the system (1) for $u$ and $v$:

$$
\begin{align*}
\partial_t u &= \Gamma_u (r - \gamma u - v) + \nabla^2 u, \\
\partial_t v &= \Gamma_v (-1 + u) + d_{21} \nabla \cdot (v \nabla u) + d_2 \nabla^2 v,
\end{align*}
$$

(2)

where

$$
\begin{align*}
u(x, t) &= \frac{\gamma_{21}}{M} U, \quad v(x, t) = \frac{\gamma_{12}}{M} V \quad \text{with} \quad t = M \tau, \quad x = \sqrt{\frac{M}{D_1}} z,
\end{align*}
$$

(3)

and

$$
\begin{align*}
r &= \frac{R}{M}, \quad \gamma = \frac{R}{K \gamma_{21}}, \quad d_{21} = \frac{D_{21} M}{D_1 \gamma_{21}}, \quad d = \frac{D_2}{D_1}.
\end{align*}
$$

(4)

In what follows we shall restrict ourselves to the 1D domain $\Omega = [0, 2\pi]$ on which we shall impose homogeneous Neumann boundary conditions.

System (2) belongs to a large class of models involving density depending diffusion (see e.g. [23]) or cross-diffusion to reproduce segregation effects and the creation of spatial niches [19, 26, 24]. Cross-diffusion terms should be introduced when the gradient of the density of one species induces a flux of another species. It has been shown that, for a large class of predator-prey or competitive kinetics without an autocalitic term, classical diffusion is not sufficient for pattern formation, no matter what diffusion rates are: in these cases, cross diffusion is necessary for pattern formation [15, 16, 24]. It is worth mentioning that the introduction of the cross diffusion terms, other than being simply guessed a priori, can rigorously be obtained through a self-consistent derivation anchored to the microscopic world (see [11]) or deduced from mutation and splitting of a single species (see [12, 7]). Cross-diffusion terms of the type introduced in (2) have already appeared in [8, 20, 24] (modeling prey congregation to protect from the attack of the predator), but also in other contexts like chemotaxis [19], ecology [18], social systems [10], electric circuits [5], drift-diffusion in semiconductors [6], chemical reactions [17], turbulent transport in plasmas [9], granular material [2], and cell division in tumor growth [25] and have also been extensively numerically investigated [13, 3, 14].

The plan of the paper is the following. In Section 2 we perform a linear stability analysis close to the coexistence equilibrium, showing that cross-diffusion is the necessary ingredient for pattern formation. In Section 3 through a weakly nonlinear analysis, we derive the cubic Stuart-Landau equation (in the subcritical regime, however, we have to push the analysis up to the fifth order to derive the quintic Stuart-Landau equation), which allow us to predict the shape and the amplitude of the pattern. In the subcritical region, where the linear analysis
prescribes only Turing pattern with no temporal oscillations, we numerically detect the coexistence of Turing pattern with a limit cycle. These findings confirm the result that, even without interaction with either a Hopf or a wave instability, the Turing instability together with cross diffusion in a predator-prey model can give rise to spatiotemporally oscillating solutions ([21]). Oscillating Turing patterns of similar type, have been also found in [1]. Moreover, varying \( \gamma \), which corresponds to moving away from the supercritical region, the oscillating pattern undergoes a series of bifurcations leading to torus, period doubling and chaos. We defer to a forthcoming paper the investigation of the transition to the chaotic dynamics of system (2), whose relevance in the modeling of natural phenomena has been pointed out by many authors [22, 4]. Finally, in Section 4 we consider the case of spatially modulated patterns, when the size of the spatial domain is large and the pattern is sequentially formed invading the whole domain as a traveling wavefront. In this case, we derive the real Ginzburg-Landau amplitude equation whose solution gives, to a good approximation, the shape and the speed of the traveling front.

2 Turing instability

In this section we shall investigate the conditions on the system (2) for the onset of Turing instability. The coexistence equilibrium for the kinetics is \((u_0, v_0) \equiv (1, r - \gamma)\) which is biologically significant if and only if \(r - \gamma > 0\). When it exists, the equilibrium is stable and can be an attractive node (for \(0 < r < \gamma + \gamma^2/4\)) or an attractive spiral (for \(r > \gamma + \gamma^2/4\)). Notice that this kinetics does not exhibit any Hopf bifurcation. The linearized system in the neighborhood of \((u_0, v_0)\) is:

\[
\mathbf{w}_t = \Gamma \mathbf{J} \mathbf{w} + D \nabla^2 \mathbf{w}, \quad \mathbf{w} = \begin{pmatrix} u - u_0 \\ v - v_0 \end{pmatrix}, \tag{5}
\]

where

\[
\mathbf{J} = \begin{pmatrix} -\gamma & -1 \\ r - \gamma & 0 \end{pmatrix}, \quad D = \begin{pmatrix} 1 & 0 \\ d_{21}v_0 & d_2 \end{pmatrix}. \tag{6}
\]

The dispersion relation, which gives the eigenvalue \(\lambda\) as a function of the wavenumber \(k\), reads:

\[
\lambda^2 + (-\Gamma \text{tr}(\mathbf{J}) + k^2 \text{tr}(D))\lambda + h(k^2) = 0, \tag{7}
\]

where

\[
h(k^2) = k^4 \det(D) + k^2 \Gamma q + \Gamma^2 \det(\mathbf{J}), \quad \text{with} \quad q = \gamma d_2 - \det(\mathbf{J})d_{21}. \tag{8}
\]

For the steady state to be linearly unstable to spatial disturbances we require \(\text{Re}(\lambda(k)) > 0\) for some \(k \neq 0\). Since \((u_0, v_0)\) is stable for the kinetics, one has that \(\text{tr}(\mathbf{J}) < 0\). Moreover \(\text{tr}(D) > 0\). Therefore we are looking for those modes \(k\) for which \(h(k^2) < 0\). The only possibility for \(h(k^2) < 0\) is \(q < 0\), which means:

\[
d_{21} > \frac{\gamma d_2}{\det(\mathbf{J})}. \tag{9}
\]
Thus, the only potential destabilizing mechanism is the presence of the cross-diffusion term, while predator linear diffusion plays a stabilizing role. The condition for the marginal stability at some $k = k_c$ is

$$\min(h(k_c^2)) = 0$$

and the minimum of $h$ is attained when $k_{\text{min}}^2 = -\Gamma q/(2 \det(D))$. As shown in Figure 1, the graph of $h(k^2)$ depends on $d_{21}$, which plays the role of the bifurcation parameter. Bifurcation happens at the critical value

$$d_{21}^c = \frac{\gamma d_2 + 2 \sqrt{\det(J) \det(D)}}{\det(J)},$$

in correspondence of the critical wavenumber

$$k_c^2 = \Gamma \sqrt{\frac{\det(J)}{d_2}} \neq 0.$$  

For $d_{21} > d_{21}^c$, the system admits a finite $k$ pattern-forming stationary instability. The unstable wavenumbers stay in between the roots of $h(k^2)$, denoted by $k_1^2$ and $k_2^2$, which are proportional to $\Gamma$. Hence, to guarantee the emergence of spatial pattern, $\Gamma$ must be big enough so that at least one of the modes allowed by the boundary conditions, falls within the interval $[k_1^2, k_2^2]$. Thus, the conditions under which patterns arise are:

$$r - \gamma > 0, \quad d_{21} > d_{21}^c,$$

with $d_{21}^c$ given by (11). Since the growth rate $\lambda$ crosses the zero having its imaginary part equal to zero ($\lambda(k_c) = 0$), linear analysis predicts a stationary (Turing) bifurcation. Moreover, since $\text{Im}(\lambda) \neq 0$ only for $0 \leq k < k_1$, from the results of the linear analysis we expect stationary patterns.
3 Weakly nonlinear analysis

In this Section we shall perform a weakly nonlinear analysis based on the method of multiple scales. Let \( \varepsilon^2 = (d_{21} - d_{c21})/d_{c21} \) be the dimensionless distance from the threshold. For notational convenience, we shall denote with \( d \) the bifurcation parameter \( d_{21} \).

We introduce new scaled coordinates, which will be treated as distinct variables, in addition to the original ones:

\[
T = \varepsilon^2 t, \quad X = \varepsilon x
\]

and therefore the space and time derivatives decouple as \( \partial_t \to \partial_T + \varepsilon^2 \partial_T \) and \( \partial_x \to \partial_x + \varepsilon \partial_X \). At this stage we shall not consider the possibility of spatial slow modulation. This will be done in Section 4.

Separating the linear part from the nonlinear one, we can recast the system (2) for the perturbation \( w = (w^u, w^v) \), in the following form:

\[
\partial_T w = L^d w + \frac{1}{2} Q_K(w, w) + d \left( w^v \nabla^2 w^u + \nabla w^u \cdot \nabla w^v \right),
\]

where \( L^d = \Gamma J + D^d \nabla^2 \) is a linear operator depending on the bifurcation parameter \( d \) and the bilinear operator \( Q_K \), which represents the nonlinear parts of the kinetics, is defined as:

\[
Q_K(x, y) = \Gamma \left( -2\gamma x^u y^v - (x^u y^v + x^v y^u) \right),
\]

where \( x = (x^u, x^v) \) and \( y = (y^u, y^v) \). Finally, the last term in (15) is the nonlinear diffusion term.

We expand \( d \) and \( w \) as:

\[
d = d^c + \varepsilon^2 d^{(2)} + O(\varepsilon^4),
\]

\[
w^u = \varepsilon w_1 + \varepsilon^2 w_2 + \varepsilon^3 w_3 + O(\varepsilon^4).
\]

Accordingly, the operators \( L^d \) and \( Q_K \) can be expanded as:

\[
L^d = L^{d^c} + \varepsilon^2 d^{(2)} \left( \begin{array}{cc} 0 & 0 \\ v_0 & 0 \end{array} \right) \nabla^2 + O(\varepsilon^4),
\]

\[
Q_K(w, w) = \varepsilon^2 Q_K(w_1, w_1) + 2\varepsilon^3 Q_K(w_1, w_2) + O(\varepsilon^4),
\]

Substituting all the above expansions into (15) and collecting the terms at each order in \( \varepsilon \), one gets a sequence of equations for the \( w_i \).

At \( O(\varepsilon) \) we recover the linear problem \( L^{d^c} w_1 = 0 \), whose solution satisfying the Neumann boundary conditions is:

\[
w_1 = A(T) \rho \cos(k_c x), \quad \text{with} \quad \rho \in Ker(\Gamma J - k_c^2 D^{d^c}),
\]

where \( A(T) \) is the amplitude of the pattern which is still arbitrary at this level, since \( L^{d^c} \) does not act on the slow scale \( T \). The vector \( \rho = (\rho^u, \rho^v) \) is defined up to a constant and can be normalized in the following way:

\[
\rho = \left( \begin{array}{c} 1 \\ M \end{array} \right), \quad \text{with} \quad M = \frac{\Gamma J_{21} - k_c^2 D^{d^c}_{21}}{-\Gamma J_{22} + k_c^2 D^{d^c}_{22}},
\]
where \( J_{ij} \) and \( D^e_{ij} (i, j = 1, 2) \) are the \( i, j \)-entries of the matrices \( J \) and \( D^e \).

At \( O(\varepsilon^2) \) we obtain the following system:

\[
L^e w_2 = -\frac{1}{4} A^2 Q_K(\rho, \rho) + \left( -\frac{1}{4} Q_K(\rho, \rho) + d^e k_c^2 \left( \frac{0}{M} \right) \right) \cos(2k_c x). \tag{23}
\]

By the Fredholm alternative, eq. (23) admits solution if and only if \( \langle F, \tilde{\psi} \rangle = 0 \), where \( \langle \cdot, \cdot \rangle \) is the scalar product in \( L^2(0, 2\pi/k_c) \), and \( \tilde{\psi} \in \text{Ker} \{ (L^e)^\dagger \} \). Since

\[
\tilde{\psi} = \psi \cos(k_c x), \quad \text{with} \quad \psi = \begin{pmatrix} 1 \\ M^* \end{pmatrix} \quad \text{and} \quad M^* = \frac{\Gamma J_{12} - k_c^2 D^e_{12}}{-\Gamma J_{22} + k_c^2 D^e_{22}},
\]

Fredholm alternative is automatically satisfied. Thus, for the linearity of the problem, one gets the solution of (23) satisfying the Neumann boundary conditions:

\[
w_2 = A^2 w_{20} + A^2 w_{22} \cos(2k_c x), \tag{25}
\]

where \( w_{2i}, i = 0, 2, \) are solutions of the following linear systems:

\[
\Gamma J(w_{20}) = -\frac{1}{4} Q_K(\rho, \rho), \tag{26}
\]

\[
(\Gamma J - 4k_c^2 D^e)(w_{22}) = -\frac{1}{4} Q_K(\rho, \rho) + d^e k_c^2 \left( \frac{0}{M} \right). \tag{27}
\]

At \( O(\varepsilon^3) \) one gets:

\[
L^e w_3 = \left( \frac{dA}{dT} \rho + A G^{(1)}_1 + A^3 G^{(3)}_1 \right) \cos(k_c x) + A^3 G_3 \cos(3k_c x) \tag{28}
\]

where

\[
G^{(1)}_1 = d^e k_c^2 \left( \frac{0}{v_0} \right),
\]

\[
G^{(3)}_1 = -Q_K(\rho, w_{20}) - \frac{1}{2} Q_K(\rho, w_{22}) + d^e k_c^2 \left( \frac{0}{w_{20} M + w_{22} - \frac{1}{2} w_{22}} \right),
\]

\[
G_3 = -\frac{1}{2} Q_K(\rho, w_{22}) + d^e k_c^2 \left( 3w_{22}^a M + \frac{3}{2} w_{22}^v \right).
\]

The solvability condition for (28) gives the Stuart-Landau equation for the amplitude \( A(T) \):

\[
\frac{dA}{dT} = \sigma A - LA^3, \tag{29}
\]

where the coefficients \( \sigma \) and \( L \) are:

\[
\sigma = \frac{\langle G^{(1)}_1, \psi \rangle}{\langle \rho, \psi \rangle}, \quad L = \frac{\langle G^{(3)}_1, \psi \rangle}{\langle \rho, \psi \rangle}. \tag{30}
\]

In the region of the parameter space where the pattern can develop, provided that \( d > d_c \) (see Fig. 2(a)), it is straightforward to prove that the coefficient \( \sigma \)
Figure 2: a) The Turing instability region, i.e. \( r > \gamma \): the zones of supercritical bifurcation I (nodes) and II (spirals) and the subcritical bifurcation region III (spirals for the kinetics) are shown. Across the curve that separates II from III, \( L \) changes its sign. b) Comparison between the weakly nonlinear solution (dotted line) and the numerical solution of the system (2) (solid line) for \( u \) (the plots of \( v \) are similar). Parameters are \( r = 1.2, \gamma = 1, d_2 = 1, \Gamma = 5 \), that result in \( k_c \sim 1.4953 \) and \( \bar{k}_c = 1.5 \). Left: \( \varepsilon = 0.15 \) (\( \varepsilon^2 = 0.0225 \)). Right: \( \varepsilon = 0.3 \) (\( \varepsilon^2 = 0.09 \)).

is always positive. On the other hand, the Landau constant \( L \) can be positive or negative, depending on the value of the system parameters. Thus the dynamics of the Stuart-Landau equation can be divided into two qualitatively different cases: the supercritical case, when \( L > 0 \), and the subcritical one, when \( L < 0 \). As the explicit expression of \( L \) as a function of all the parameters is quite involved, it will not be given here; in figure 2.a) we show the numerically computed curve across which \( L \) changes its sign.

### 3.1 The supercritical case

If the coefficients \( \sigma \) and \( L \) in (29) are both positive, the bifurcation is supercritical. In this case the stable equilibrium of the Stuart-Landau equation is \( A_\infty = \sqrt{\sigma/L} \) and the asymptotic in time behavior of the solution is given by:

\[
w = \varepsilon \rho \sqrt{\frac{\sigma}{L}} \cos(k_c x) + \varepsilon^2 \frac{\sigma}{L} (w_{20} + w_{22} \cos(2k_c x)) + O(\varepsilon^3),
\]

where \( \rho \) is defined by (22) and \( w_{2i} \), \( i = 0, 2 \), are the solutions of the systems (26)-(27). For the above solution to satisfy the Neumann boundary conditions, \( k_c \) should be an integer or semi-integer. We therefore define \( \bar{k}_c \) as the first integer or semi-integer to become unstable as \( d \) crosses its critical value \( d_c \), and take as the weakly nonlinear approximation equation (31) in which \( k_c \) is replaced by \( \bar{k}_c \).

In figure 2.b) we show the comparison, for two different values of \( \varepsilon \), between the stationary state predicted by the weakly nonlinear analysis (dotted line) and the stationary state reached from a random perturbation of the homogeneous equilibrium \((u_0, v_0)\), computed by solving numerically the system (2) (solid line). Notice that in the weakly nonlinear solution, we have chosen \( d^{(2)} = d^c \), so that we measure the deviation from the critical value in relation to \( d^c \). Numerical results are in perfect agreement with what the weakly nonlinear analysis predicts.
Infact, as the error is $O(\varepsilon^3)$, the distance evaluated in $L^2$ norm between the weakly nonlinear approximation and the numerical solution, becomes an eighth as $\varepsilon$ is halved. On the left, in which we have chosen $\varepsilon = 0.15$, the distance is about $3.78 \times 10^{-3}$, on the right, for a larger deviation from the bifurcation value, the distance is about $2.06 \times 10^{-2}$ and $\varepsilon = 0.3$.

Thus in this case ($\sigma, L > 0$) weakly nonlinear analysis is able to predict the stationary nature of the instability which leads to pattern and the form and the amplitude of the pattern: we obtain stationary patterns both in spiral and node case.

### 3.2 The subcritical case

When $L$ is negative, the bifurcation is subcritical: in this case the weakly nonlinear expansion has to be pushed up to the fifth order. We therefore introduce the multiple time scales $\mathcal{T}$ and $\mathcal{T}_1$ as follows:

$$t = T \varepsilon^2 + \mathcal{T}_1 \varepsilon^4 + \ldots,$$

from which the time derivative decouples as $\partial_t \rightarrow \partial_t + \varepsilon^2 \partial_T + \varepsilon^4 \partial_{T_1}$, and expand $d$ and $w$ up to the fifth order in $\varepsilon$.

Substituting these expansions into (15), up to $O(\varepsilon^3)$ we obtain the same equations presented in Section 3. At $O(\varepsilon^3)$, solvability condition $\langle \mathbf{G}, \tilde{\psi} \rangle = 0$ for (28) leads again to (29) for the amplitude, although now the derivative with respect to $\mathcal{T}$ is a partial derivative, being $A = A(T, T_1)$. If it is satisfied, the solution is:

$$w_3 = (A_0 w_{31} + A^3 w_{32}) \cos(k_c x) + A^3 w_{33} \cos(3k_c x),$$

where $w_{3i}$, $i = 1, 2, 3$, are solutions of the following linear systems:

$$(\Gamma J - k^2_c D^x)(w_{31}) = \sigma \rho - G^{(1)}_1,$$

$$(\Gamma J - k^2_c D^x)(w_{32}) = -L \rho + G^{(3)}_1,$$

$$(\Gamma J - 9k^2_c D^x)(w_{33}) = G_3.$$

At $O(\varepsilon^4)$ the resulting equation is:

$$\mathcal{L}^x w_3 = 2A \frac{\partial A}{\partial T} w_{20} + A^2 H_0^{(2)} + A^4 H_0^{(4)} +$$

$$+ \left( 2A \frac{\partial A}{\partial T} w_{22} + A^2 H_2^{(2)} + A^4 H_2^{(4)} \right) \cos(2k_c x) + A^4 H_1 \cos(4k_c x),$$

where $H_0^{(2)}$, $H_0^{(4)}$, $H_2^{(2)}$, $H_2^{(4)}$, $H_4$ are explicitly computed in terms of the system parameters. As the expressions are quite involved, for conciseness we shall not give them here. The solvability condition for (34) is automatically satisfied and the solution is:

$$w_4 = A^2 w_{40} + A^4 w_{41} + (A^2 w_{42} + A^4 w_{43}) \cos(2k_c x) + A^4 w_{44} \cos(4k_c x),$$
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where the $w_{4i}$, $i = 0, \ldots, 4$, are obtained by solving the following linear systems:

\[
\begin{align*}
(\Gamma J)(w_{40}) &= 2\sigma w_{20} + H_0^{(2)}, \\
(\Gamma J)(w_{41}) &= -2Lw_{20} + H_0^{(4)}, \\
(\Gamma J - 4k_c^2D^e)(w_{42}) &= 2\sigma w_{22} + H_2^{(2)}, \\
(\Gamma J - 4k_c^2D^e)(w_{43}) &= -2Lw_{22} + H_2^{(4)}, \\
(\Gamma J - 16k_c^2D^e)(w_{44}) &= H_4.
\end{align*}
\]

At $O(\varepsilon^5)$ we finally obtain:

\[
L^e w_3 = \left( \frac{\partial A}{\partial T} \rho + \frac{\partial A}{\partial T} w_{31} + 3A^2 \frac{\partial A}{\partial T} w_{32} + A I_1 + A^3 I_1^{(3)} + A^5 I_1^{(5)} \right) \cos(k_c x) + \\
\left( 3A^2 \frac{\partial A}{\partial T} w_{33} + A^3 I_3^{(3)} + A^5 I_3^{(5)} \right) \cos(3k_c x) + A^5 I_5^{(5)} \cos(5k_c x),
\]

where $I_1, I_1^{(3)}, I_3^{(3)}, I_3^{(5)}, I_5^{(5)}$ are explicitly computed in terms of the system parameters. The solvability condition for (36) is

\[
\frac{\partial A}{\partial T} = \tilde{\sigma} A - A^3 \tilde{L} + A^5 \tilde{Q},
\]

where the coefficients are

\[
\begin{align*}
\tilde{\sigma} &= -\frac{\sigma w_{31} + I_1}{(\rho, \psi)}, \\
\tilde{L} &= \frac{-L w_{31} + 3\sigma w_{32} + I_1^{(3)}}{(\rho, \psi)}, \\
\tilde{Q} &= \frac{3L w_{32} - I_5^{(5)}}{(\rho, \psi)}.
\end{align*}
\]

Adding up (29) to (37), one gets the quintic Stuart-Landau equation

\[
\frac{\partial A}{\partial T} = \bar{\sigma} A - A^3 \bar{L} + A^5 \bar{Q}.
\]

where:

\[
\bar{\sigma} = \sigma + \varepsilon^2 \tilde{\sigma}, \quad \bar{L} = L + \varepsilon^2 \tilde{L}, \quad \bar{Q} = \varepsilon^2 \tilde{Q}.
\]

In the subcritical case, namely when $\bar{\sigma} > 0$ and $\bar{L} < 0$, and when $\bar{Q} < 0$, the study of the equilibria of (39) shows that there are two real stable equilibria, $A_{\infty, \pm}$ and the origin, that at $d > d^c$ the only stable equilibria are $A_{\infty, \pm}$ and the origin is unstable. For $d^s < d < d^c$ three different stable equilibria coexist: $A_{\infty, \pm}$ and the origin. Moreover there are two other equilibria which are unstable. Finally for $d < d^s$ the only stable equilibrium is the origin. The existence of different stable states, in correspondence of a single value of $d$, allows for the possibility of hysteresis when varying $d$, as the numerical simulations confirm.
Figure 3: Left: Comparison between the weakly nonlinear approximation (dotted line) and the numerical solution (solid line) of the sistem (2). Parameters are $r = 0.55, \gamma = 0.1, d_2 = 3, \Gamma = 10, \varepsilon^2 = 0.01$. Right: The corresponding bifurcation diagram.

Figure 3 shows a comparison between the weakly nonlinear approximation and the numerical solution of the sistem (2). On the right we show the bifurcation diagram as a function of $d$.

However, while in the subcritical region which is close to the supercritical one the weakly nonlinear analysis is able to predict the form of the patterns which are still stationary, as $\gamma$ becomes smaller, going deeper into the subcritical region, numerical simulations show the emergence of non-stationary oscillating patterns, whose basic form is still predicted by the weakly nonlinear analysis. As the parameter $\gamma$ is further decreased, the emergence of spatiotemporal chaos is recorded. To provide further insights into how the pattern changes as the parameter $\gamma$ is varied, we have used the XPPAUT software package, solving the system (2) with a finite-difference scheme, and calculating the corresponding bifurcation diagram with the included software AUTO. Using a mesh of 50 nodes, we get a set of 100 ODEs solved through the stiff integrator CVODE. In Fig.4.a) the numerically calculated bifurcation diagram of the central point of the species $u, u(25)$, is shown for the following values of the parameters: $r = 0.85, \Gamma = 10, d_2 = 1, d_{21} = 2.269$. The spatially uniform steady state loses its stability at $\gamma = 0.03217$ through a subcritical pitchfork bifurcation. The bifurcating branch becomes stable at $\gamma = 0.06343$ (Turing pattern) and undergoes a secondary Hopf bifurcation at $\gamma = 0.06153$ (oscillatory Turing pattern). We remark the fact that, in this subset of the Turing space, no Hopf bifurcation is expected on the basis of the linear stability analysis. At smaller values of $\gamma$, the limit cycle loses stability and a torus bifurcation occurs at $\gamma = 0.05273$. For smaller values of $\gamma$, chaotic oscillations are finally observed (see Fig.4.b) on the right). We believe that this bifurcation diagram is consistent with well-known scenarios of routes to chaos, whose details are the subject of current investigation and will be discussed in a forthcoming paper.
Figure 4: a) Bifurcation diagram of the central point $u(25)$ numerically calculated by AUTO with $r = 0.85$, $\Gamma = 10$, $d_2 = 1$, $d_{21} = 2.269$. Successive bifurcations occur at $\gamma = 0.03217$ (Subcritical Pitchfork), $\gamma = 0.06153$ (Hopf Bifurcation), $\gamma = 0.05273$ (Torus Bifurcation) and $\gamma = 0.03938$ (Period Doubling). b) Time evolution of $u$ with $x \in [0, 2\pi]$ on the horizontal axis and time increasing from bottom to top. The parameter set is as in a), with $\gamma = 0.0605$ on the left, and $\gamma = 0.04391$ on the right. Only the final part of the trajectory is shown, after the effect of the transient have subsided.

4 Traveling fronts

When the size of the physical domain is large the pattern is formed sequentially and invades the entire domain as a travelling wavefront. To describe this phenomena one has to take into account the fast and the slow spatial dependence of the modulation, introducing in the weakly nonlinear analysis the slow spatial scale $X$ defined in (14). Consequently one determines the expressions for the operators that appear in (15). At $O(\varepsilon)$ we recover the linear problem $L^d w_1 = 0$ where $L^d = \Gamma J + D^d \partial_{xx}$ is the fast part of the linear operator $L^d$. The solution is:

$$w_1 = A(X,T)\rho \cos(k_c x),$$

when $\rho$ is given in (22) and $A$ is still arbitrary, as before.

At $O(\varepsilon^2)$ the resulting equation is

$$L^d w_2 = -\frac{1}{4} A^2 Q_K(\rho, \rho) - \frac{1}{4} A^2 \left( Q_K(\rho, \rho) - 4d^r k_c^2 \left( \frac{0}{M} \right) \right) \cos(2k_c x) +$$

$$+ \left( 2 \frac{\partial A}{\partial X} k_c D^d \rho \right) \sin(k_c x)$$

and the solvability condition is automatically satisfied. The solution is:

$$w_2 = A^2 w_{20} + A^2 w_{22} \cos(2k_c x) + \frac{\partial A}{\partial X} w_{X1} \sin(k_c x),$$
Figure 5: The numerical solution of the Ginzburg-Landau equation (45) (dashed line) and the numerical solution of the system (2), at different times. The parameters are all the same as in Figure 2(b), with $\varepsilon = 0.14$, except $\Gamma = 650$.

where $w_{2i}$, $i = 0, 2$, and $w_{X1}$ are solutions of the following linear systems:

\[
\Gamma J(w_{20}) = -\frac{1}{4} Q_K(\rho, \rho),
\]

\[
(\Gamma J - 4k_c^2 D^{Dc})(w_{22}) = -\frac{1}{4} Q_K(\rho, \rho) + d^{Dc}k_c^2 \left( \begin{array}{c} 0 \\ M \end{array} \right),
\]

\[
(\Gamma J - k_c^2 D^{Dc})(w_{X1}) = 2k_c D^{Dc} \rho.
\]

At $O(\varepsilon^3)$ we find:

\[
L^{Dc} w_3 = \left( \frac{\partial A}{\partial T} + \frac{\partial^2 A}{\partial X^2} G_1^{(XX)} + A G_1^{(1)} + A^3 G_1^{(3)} \right) \cos(k_c x) +
\]

\[
+ A^3 G_3 \cos(3k_c x) + \left( A \frac{\partial A}{\partial X} G_2^{(1X)} \right) \sin(2k_c x) \quad (44)
\]

and

\[
G_1^{(XX)} = -2k_c D^{Dc} w_{X1} - D^{Dc} \rho,
\]

\[
G_1^{(1)} = d^{Dc}k_c^2 \left( \begin{array}{c} 0 \\ v_0 \end{array} \right),
\]

\[
G_1^{(3)} = -Q_K(\rho, w_{20}) - \frac{1}{2} Q_K(\rho, w_{22}) + d^{Dc}k_c^2 \left( w_{20}^u M + w_{22}^u - \frac{1}{2} w_{22}^v \right),
\]

\[
G_3 = -\frac{1}{2} Q_K(\rho, w_{22}) + d^{Dc}k_c^2 \left( 3w_{22}^u M + \frac{3}{2} w_{22}^v \right),
\]

\[
G_2^{(1X)} = -\frac{1}{2} Q_K(\rho, w_{X1}) + d^{Dc} \left( 2k_c M + k_c^2 (w_{X1}^u M + w_{X1}^v) \right) + 8k_c D^{Dc} w_{22}.
\]
Solvability condition then leads to real Ginzburg-Landau equation for the amplitude $A(X, T)$:

$$\frac{\partial A}{\partial T} = \nu \frac{\partial^2 A}{\partial X^2} + \sigma A - LA^3,$$

(45)

where $\sigma$ and $L$ are given by (30). The diffusion coefficient $\nu$ is given by:

$$\nu = \frac{(2k_cD^e w_{X1} + D^e \rho, \psi)}{(\rho, \psi)},$$

(46)

where $\psi$ is given by (24) and $(\cdot, \cdot)$ is the standard scalar product.

The Real Ginzburg-Landau equation is able to describe the invasion of the pattern of the entire domain, as its solution is the envelope of the pattern.

In figure 4 we show, at different times, the pattern that forms from a localized perturbation of the equilibrium.
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