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Abstract

In this paper we establish the theory of weak convergence (toward a normal distribution) for both single-chain and population stochastic approximation Markov chain Monte Carlo (MCMC) algorithms (SAMCMC algorithms). Based on the theory, we give an explicit ratio of convergence rates for the population SAMCMC algorithm and the single-chain SAMCMC algorithm. Our results provide a theoretic guarantee that the population SAMCMC algorithms are asymptotically more efficient than the single-chain SAMCMC algorithms when the gain factor sequence decreases slower than $O(1/t)$, where $t$ indexes the number of iterations. This is of interest for practical applications.
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1. Introduction

Robbins and Monro (1951) introduced the stochastic approximation algorithm for solving the integration equation

$$h(\theta) = \int H(\theta, x) f_\theta(x) \, dx = 0,$$

where $\theta \in \Theta \subset \mathbb{R}^d$ is a parameter vector and $f_\theta(x), x \in \mathcal{X} \subset \mathbb{R}^d$, is a density function dependent on $\theta$. The stochastic approximation algorithm is a recursive algorithm defined as follows.

(a) Draw sample $x_{t+1} \sim f_\theta(x)$, where $t$ indexes the iteration.

(b) Set $\theta_{t+1} = \theta_t + \gamma_{t+1} H(\theta_t, x_{t+1})$, where $\gamma_{t+1}$ is called the gain factor.

After six decades of continual development, this algorithm has become an important research area in systems control, and has also served as a prototype for the development of recursive algorithms for online estimation and control of stochastic systems. Recently, the stochastic approximation algorithm has been used with Markov chain Monte Carlo (MCMC), which replaces step (a) by an MCMC sampling step.
(a’) Draw a sample \( x_{t+1} \) with a Markov transition kernel \( P_{\theta_t}(x_t, \cdot) \), which starts with \( x_t \) and admits \( f_{\theta_t}(x) = f_{\theta_t}(x^{(1)}) \cdots f_{\theta_t}(x^{(\kappa)}) \) as the invariant distribution.

In statistics, the stochastic approximation MCMC (SAMCMC) algorithm, which is also known as stochastic approximation with Markov state-dependent noise, has been successfully applied to many problems of general interest, such as maximum likelihood estimation for incomplete data problems (see Younes (1989) and Gu and Kong (1998)), marginal density estimation (see Liang (2007)), and adaptive MCMC (see Haario et al. (2001), Andrieu and Moulines (2006), Roberts and Rosenthal (2009), and Atchadé and Fort (2010)).

It is clear that efficiency of the SAMCMC algorithm depends crucially on the mixing rate of the Markov transition kernel \( P_{\theta_t} \). Motivated by the success of population MCMC algorithms, see, e.g. Gilks et al. (1994), Liu et al. (2000), and Liang and Wong (2000), (2001), which can generally converge faster than single-chain MCMC algorithms, we exploit in this paper the performance of a population SAMCMC algorithm, both theoretically and numerically. Our results show that the population SAMCMC algorithm can be asymptotically more efficient than the single-chain SAMCMC algorithm.

Our contribution in this paper is twofold. First, we establish the asymptotic normality for the SAMCMC estimator, which holds for both the population and single-chain SAMCMC algorithms. We note that a similar result has been established in Benveniste et al. (1990 Theorem 13, p. 332), but under different conditions for the Markov transition kernel. Our conditions can be easily verified, whereas the conditions given in Benveniste et al. (1990) are less verifiable. More importantly, our result is more interpretable than that of Benveniste et al. (1990), and this motivates our design of the population SAMCMC algorithm. Second, we propose a general population SAMCMC algorithm, and compare its convergence rate with that of the single-chain SAMCMC algorithm. Our result provides a theoretical guarantee that the population SAMCMC algorithm is asymptotically more efficient than the single-chain SAMCMC algorithm when the gain factor sequence \( \{\gamma_t\} \) decreases slower than \( O(1/t) \). The theoretical result has been confirmed with a numerical example.

The remainder of this paper is organized as follows. In Section 2 we describe the population SAMCMC algorithm and compare its convergence rate with that of the single-chain SAMCMC algorithm. In Section 3 we study the population stochastic approximation Monte Carlo (Pop-SAMC) algorithm, which is proposed based on the SAMC algorithm by Liang et al. (2007) and is a special case of the population SAMCMC algorithm. In Section 4 we present a numerical example in which we compare the performances of SAMC and Pop-SAMC algorithms when sampling from a multimodal distribution. In Section 5 we conclude the paper with a brief discussion.

2. Convergence rates of population versus single-chain SAMCMC algorithms

2.1. Population SAMCMC algorithm

The population SAMCMC algorithm works with a population of samples at each iteration. Let \( x_t = (x_t^{(1)}, \ldots, x_t^{(\kappa)}) \) denote the population of samples at iteration \( t \), let \( \mathcal{X}^\kappa = \mathcal{X} \times \cdots \times \mathcal{X} \) denote the sample space of \( x_t \), and let \( \mathcal{X}_0^{\kappa} \) denote a subset of \( \mathcal{X}^\kappa \) from which \( x_0 \) is drawn. The population SAMCMC algorithm starts with a point \((\theta_0, x_0)\) drawn from \( \Theta \times \mathcal{X}_0^{\kappa} \) and then iterates between the following steps.

(a) Draw samples \( x_{t+1}^{(1)}, \ldots, x_{t+1}^{(\kappa)} \) with a Markov transition kernel \( P_{\theta_t}(x_t, \cdot) \), which starts with \( x_t \) and admits \( f_{\theta_t}(x) = f_{\theta_t}(x^{(1)}) \cdots f_{\theta_t}(x^{(\kappa)}) \) as the invariant distribution.
(b) Set $\theta_{t+1} = \theta_t + \gamma_{t+1} H(\theta_t, x_t)$, where $x_{t+1} = (x_{t+1}^{(1)}, \ldots, x_{t+1}^{(\kappa)})$ and

$$
H(\theta_t, x_{t+1}) = \frac{1}{\kappa} \sum_{i=1}^{\kappa} H(\theta_t, x_{t+1}^{(i)}).
$$

It is easy to see that the population SAMCMC algorithm is actually a SAMCMC algorithm with the mean-field function specified by

$$
h(\theta) = \int H(\theta, x) f_\theta(x) \, dx
= \int \cdots \int \left[ \frac{1}{\kappa} \sum_{i=1}^{\kappa} H(\theta, x_{t}^{(i)}) \right] f_\theta(x_{t}^{(1)}) \cdots f_\theta(x_{t}^{(\kappa)}) \, dx_{t}^{(1)} \cdots dx_{t}^{(\kappa)} = 0,
$$

where $f_\theta(x) = f_\theta(x_{t}^{(1)}) \cdots f_\theta(x_{t}^{(\kappa)})$ denotes the joint probability density function of $x = (x_{t}^{(1)}, \ldots, x_{t}^{(\kappa)})$.

If $\kappa = 1$, the algorithm is reduced to the single-chain SAMCMC algorithm. Compared to the single-chain SAMCMC algorithm, the population SAMCMC algorithm has two advantages. First, it provides a more accurate estimate of $h(\theta)$ at each iteration, and this eventually leads to a faster convergence of the algorithm. Note that $H(\theta_t, x_{t+1})$ provides an estimate of $h(\theta_t)$ at iteration $t$. Second, since a population of Markov chains is run in parallel, the population SAMCMC algorithm is able to incorporate some advanced multiple chain operators, such as the crossover operator (see Liang and Wong (2000), (2001)), the snooker operator (see Gilks et al. (1994)), and the gradient operator (see Liu et al. (2000)), into simulations. With these operators, the distributed information across the population can then be used in guiding further simulations, and this can accelerate the convergence of the algorithm. However, for illustration purposes, we primarily consider in this paper the single-chain operator, for which we have

$$
P_{\theta_t}(x_t, x_{t+1}) = \prod_{i=1}^{\kappa} P_{\theta_t}(x_t^{(i)}, x_{t+1}^{(i)}).
$$

Extension of our convergence result to the general population SAMCMC algorithm which consists of multiple-chain operators is straightforward and this will be discussed in Section 3.4.

2.2. Main theoretical results

For mathematical simplicity, we assume in this paper that $\Theta$ is compact, i.e. the sequence $\{\theta_t\}$ can remain in a compact set. Extension of our results to the case in which $\Theta = \mathbb{R}^d$ trivially follows from the technique of varying truncations studied in Chen (2002) and Andrieu et al. (2005), which ensures, almost surely, that the sequence $\{\theta_t\}$ can be included in a compact set. Since Theorems 1 and 2 below are applicable to both the population and single-chain SAMCMC algorithms, we will let $X_t$ denote the sample(s) drawn at iteration $t$ and let $\mathbb{X}$ denote the sample space of $X_t$. For the population SAMCMC algorithm, we have $\mathbb{X} = \mathbb{X}^\kappa$ and $x_t = x_{t}$. For the single-chain SAMC algorithm, we have $\mathbb{X} = \mathbb{X}$ and $x_t = x_{t}$. For any measurable function $f: \mathbb{X} \to \mathbb{R}^d$, $P_{\theta} f(X) = \int_\mathbb{X} P_{\theta}(X, y) f(y) \, dy$.

**Condition 1.** (Lyapunov condition on $h(\theta)$.) Let $\mathcal{L} = \{\theta \in \Theta: h(\theta) = 0\}$.

1. The function $h: \Theta \to \mathbb{R}^d$ is continuous, and there exists a continuously differentiable function $v: \Theta \to [0, \infty)$ such that $v_\theta(\theta) = \nabla^T v(\theta) h(\theta) < 0$ for all $\theta \in \mathcal{L}^c$, $\sup_{\theta \in K} v_\theta(\theta) < 0$ for any compact set $K \subset \mathcal{L}^c$, and $\nabla v(\theta)$ is Lipschitz continuous.
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This condition assumes the existence of a global Lyapunov function $v$ for the mean field $h$. If $h$ is a gradient field, i.e. $h = -\nabla J$ for some lower-bounded, real-valued, and differentiable function $J(\theta)$, then $v$ can be set to $J$, provided that $J$ is continuously differentiable. This is typical for stochastic optimization problems.

**Condition 2.** (Stability condition on $h(\theta)$.)

(A2) The mean-field function $h(\theta)$ is measurable and locally bounded on $\Theta$. There exists a stable matrix $F$ (i.e. all eigenvalues of $F$ have negative real parts), $\rho > 0$, and a constant $c$ such that, for any $\theta_a \in \mathcal{L}$ (defined in (A1)),

$$
\|h(\theta) - F(\theta - \theta_a)\| \leq c\|\theta - \theta_a\|^2 \quad \text{for all } \theta \in \{\theta : \|\theta - \theta_a\| \leq \rho\}.
$$

This condition constrains the behavior of the mean-field function around the solution points. If $h(\theta)$ is differentiable, the matrix $F$ can be chosen to be the partial derivative of $h(\theta)$, i.e. $\partial h(\theta)/\partial \theta$. Otherwise, a certain approximation may be needed.

**Condition 3.** (Drift condition on the transition kernel $P_\theta$.) For a function $g : \mathcal{X} \to \mathbb{R}^d$, define the $L_\infty$-norm $\|g\| = \sup_{x \in \mathcal{X}} \|g(x)\|$.

(A3) For any given $\theta \in \Theta$, the transition kernel $P_\theta$ is irreducible and aperiodic. In addition, the following statements hold.

(i) (Doeblin condition) There exists a constant $\delta > 0$, an integer $l > 0$, and a probability measure $\nu$ such that

$$
\inf_{\theta \in \Theta} P^l_\theta(X, A) \geq \delta \nu(A) \quad \text{for all } X \in \mathcal{X} \text{ and all } A \in \mathcal{B}_{\mathcal{X}},
$$

where $\mathcal{B}_{\mathcal{X}}$ denotes the Borel set of $\mathcal{X}$, i.e. the whole set $\mathcal{X}$ is a small set for each $P_\theta$.

(ii) There exists a constant $c > 0$ such that, for all $X \in \mathcal{X}$,

$$
\sup_{\theta \in \Theta} \|H(\theta, \cdot)\| \leq c,
$$

$$
\sup_{(\theta, \theta') \in \Theta \times \Theta} \|\theta - \theta'^{-1}\| H(\theta, \cdot) - H(\theta', \cdot)\| \leq c.
$$

(iii) There exists a constant $c > 0$ such that, for all $g$ with $\|g\| < \infty$,

$$
\sup_{(\theta, \theta') \in \Theta \times \Theta} \|\theta - \theta'^{-1}\| P_\theta g - P_{\theta'} g\| \leq c\|g\|.
$$

The Doeblin condition of condition (A3)(i) is equivalent to assuming that the resulting Markov chain has a unique stationary distribution and is uniformly ergodic (see Nummelin (1984, Theorem 6.15)). This condition is slightly stronger than the drift condition assumed in Andrieu et al. (2005) and Andrieu and Moulines (2006), which implies the $V$-uniform ergodicity for $P_\theta$. Condition (A3)(ii) gives conditions on $H(\theta, X)$ which lead directly to the boundedness of the observation noise. It is also worth noting that the property that $P_\theta$ satisfies condition (A3)(i) and (A3)(iii) can be inherited from the corresponding property of the single-chain case. If the conditions hold for the single-chain kernel $P_\theta$ then the conditions must hold for $P_\theta$. We refer the reader to the arguments used in the proof of Theorem 4 given in the supplementary paper Song et al. (2013).
Condition 4. (Conditions on step sizes.)

(A4) (i) The sequence \(\{\gamma_t\}\), which is defined to be \(\gamma(t)\) as a function of \(t\) and is exchangeable with \(\gamma(t)\) in this paper, is positive and nonincreasing, and satisfies the conditions

\[
\sum_{t=1}^{\infty} \gamma_t = \infty, \quad \frac{\gamma_{t+1} - \gamma_t}{\gamma_t} = O(\gamma_t^{\tau}), \quad \sum_{t=1}^{\infty} \frac{\gamma_t^{(1+\tau')/2}}{\sqrt{t}} < \infty, \tag{2}
\]

for some \(\tau \in [1, 2)\) and \(\tau' \in (0, 1)\).

(ii) The function \(\zeta(t) = \gamma(t)^{-1}\) is differentiable such that its derivative varies regularly with exponent \(\tilde{\beta} - 1 \geq -1\) (i.e. for any \(z > 0\), \(\zeta'(zt)/\zeta'(t) \to z^{\tilde{\beta} - 1}\) as \(t \to \infty\)), and either of the following two cases holds:

(ii.1) \(\gamma(t)\) varies regularly with exponent \((-\beta)\), \(1/2 < \beta < 1\);

(ii.2) for \(t \geq 1\), \(\gamma(t) = t_0/t\) with \(-2\lambda_F t_0 > \max\{1, \tilde{\beta}\}\), where \(\lambda_F\) denotes the largest real part of the eigenvalues of the matrix \(F\) (defined in condition (A2)) with \(\lambda_F < 0\).

As shown in Chen (2002, p. 134), the condition \(\sum_{t=1}^{\infty} \gamma_t^{(1+\tau')/2} / \sqrt{t} < \infty\), together with the monotonicity of \(\gamma_t\), implies that \(\gamma_t^{(1+\tau')/2} = o(t^{-1/2})\), and, thus,

\[
\sum_{t=1}^{\infty} \gamma_t^{1+\tau'} = \sum_{t=1}^{\infty} \sqrt{t} \gamma_t^{(1+\tau')/2} \frac{\gamma_t^{(1+\tau')/2}}{\sqrt{t}} < \infty, \tag{3}
\]

which is often assumed to hold when studying the convergence of stochastic approximations. While condition (2) is often assumed to hold when studying the weak convergence of the trajectory averaging estimator of \(\theta_t\) (see, e.g. Chen (2002)). (A4)(ii) can be applied to the usual gains \(\gamma_t = t_0/t^\tilde{\beta}\), \(1/2 < \tilde{\beta} \leq 1\). Following Pelletier (1998), we deduce that

\[
\left(\frac{\gamma_t}{\gamma_{t+1}}\right)^{1/2} = 1 + \beta t + o\left(\frac{1}{t}\right). \tag{4}
\]

In terms of \(\gamma_t\), (4) can be rewritten as

\[
\left(\frac{\gamma_t}{\gamma_{t+1}}\right)^{1/2} = 1 + \zeta \gamma_t + o(\gamma_t), \tag{5}
\]

where \(\zeta = 0\) for the (ii.1) case and \(\zeta = 1/2t_0\) for \(\beta = 1\) for the (ii.2) case. Clearly, the matrix is \(F + \zeta I\), which is still stable.

Theorem 1 below concerns the convergence of the general SAMCMC algorithm.

Theorem 1. Assume that \(\Theta\) is compact, and that the conditions (A1), (A3), and (A4)(i) hold. Let the simulation start with a point \((\theta_0, X_0) \in \Theta \times X_0\), where \(X_0 \subset X\) such that \(\sup_{X \in X_0} V(x) < \infty\). Then, as \(t \to \infty\),

\[
d(\theta_t, \mathcal{L}) \to 0 \quad \text{almost surely},
\]

where \(\mathcal{L} = \{\theta \in \Theta : h(\theta) = 0\}\) and \(d(u, z) = \inf_{z \in z} \|u - z\|\).

Proof. See Appendix A.
To study the convergence rate of $\theta_t$, we rewrite the iterative equation of SAMCMC as

$$\theta_{t+1} = \theta_t + \gamma_t [h(\theta_t) + \xi_{t+1}],$$

where $h(\theta_t) = \int_X H(\theta_t, X) f_{\theta_t}(X) \, dX$ and $\xi_{t+1} = H(\theta_t, X_{t+1}) - h(\theta_t)$ is called the observation noise. Lemma 1 below concerns the decomposition of the observation noise, whose parts (i) and (iv) are partial restatements of Lemma A.5 of Liang (2010).

**Lemma 1.** Assume that the conditions of Theorem 1 hold. Then there exist $\mathbb{R}^{d_\theta}$-valued random processes $\{\varepsilon_t\}, \{\nu_t\},$ and $\{\varsigma_t\}$ defined on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ such that

(i) $\xi_t = \varepsilon_t + \nu_t + \varsigma_t$;

(ii) for any constant $\rho > 0$ (defined in condition (A2)),

$$\mathbb{E}(\xi_t^2 \mathbb{1}_{||\theta_t - \theta^*|| \leq \rho}) = 0,$$

$$\sup_{t \geq 0} \mathbb{E}(\xi_t^2 \mathbb{1}_{||\theta_t - \theta^*|| \leq \rho}) < \infty,$$

where $\mathcal{F}_t$ is a family of $\sigma$-algebras satisfying $\sigma(\theta_0, X_0; \theta_1, X_1; \ldots; \theta_t, X_t) = \mathcal{F}_t \subseteq \mathcal{F}_{t+1}$ for all $t \geq 0$ and $\alpha \geq 2$ is a constant;

(iii) almost surely on $\Lambda(\theta_\ast) = \{\theta_t \to \theta_\ast\}$, as $n \to \infty$,

$$\frac{1}{n} \sum_{t=1}^n \mathbb{E}(\varepsilon_{t+1}^2 \mathbb{1}_{||\theta_t - \theta^*|| \leq \rho} \mathcal{F}_t) \to \Gamma \quad \text{almost surely}, \quad (6)$$

where $\Gamma$ is a positive definite matrix;

(iv) $\mathbb{E}(\nu_t^2 \mathbb{1}_{||\theta_t - \theta^*|| \leq \rho}) \to 0$ as $t \to \infty$;

(v) $\mathbb{E}(\nu_t^2 \mathbb{1}_{||\theta_t - \theta^*|| \leq \rho}) \to 0$ as $t \to \infty$.

**Proof.** See Appendix B.

Lemma 1 plays a key role in the proof of the following theorem, which concerns the asymptotic normality of $\theta_t$.

**Theorem 2.** Assume that $\Theta$ is compact and that conditions (A1)–(A4) hold. Conditioned on $\Lambda(\theta_\ast) = \{\theta_t \to \theta_\ast\}$,

$$\frac{\theta_t - \theta_\ast}{\sqrt{\gamma_t}} \Rightarrow N(0, \Sigma),$$

where $\Rightarrow$ denotes the weak convergence, $N$ is the Gaussian distribution, and

$$\Sigma = \int_0^\infty e^{(F^T + \xi T)^T} \Gamma e^{(F + \xi T)T} \, dt,$$

with $F$ defined as in (A2), $\xi$ defined as in (5), and $\Gamma$ defined as in Lemma 1.

**Proof.** See Appendix B.

**Remarks.** 1. Theorem 2 has been established in Benveniste et al. (1990, Theorem 13, p. 332) but under different assumptions for the Markov transition kernel $P_\theta$. Similar to Andrieu et al. (2005), we assume a slightly stronger condition, (A3), that $P_\theta$ satisfies a minorization
condition on $X$. This condition not only ensures the existence of a stationary distribution of $P_\theta$, uniform ergodicity, and the existence and regularity of the solution to the Poisson equation (see, e.g. Meyn and Tweedie (2009)), but also implies boundedness of the moment of the sample $X_t$. In Benveniste et al. (1990), besides some conditions on $P_\theta$, such as the existence and regularity of the solution to the Poisson equation, the authors imposed a moment condition on $X_t$ (see Benveniste et al. (1990, Condition A5, p. 220)). The moment condition is usually very difficult to verify without assumptions on the ergodicity of the Markov chain. Concerning the convergence of the adaptive Markov chain $\{X_t\}$, Andrieu and Moulines (2006) presented a central limit theorem for the average of $\phi(X_t)$, where $\phi(\cdot)$ is a $V_r$-Lipschitz function for some $r \in [0, \frac{1}{2})$ and $V(\cdot)$ is the drift function. Unlike Andrieu and Moulines (2006), in this paper we present the asymptotic normality for the adaptive stochastic approximation estimator $\theta_t$ itself.

2. As shown in Benveniste et al. (1990), $(\theta_t - \theta_\star) / \sqrt{\gamma_t}$ converges weakly towards the distribution of a stationary Gaussian diffusion with generator

$$dX_t = (F + \zeta I)X_t + \Gamma^{1/2} dB_t,$$

where $B_t$ is a standard Brownian motion. Therefore, the asymptotic covariance matrix $\Sigma$ corresponds to the solution of Lyapunov’s equation

$$(F + \zeta I)\Sigma + \Sigma (F' + \zeta I) = -\Gamma.$$ 

An explicit form of the solution can be found in Ziedan (1972), which is omitted here due to its complex formulation.

3. From (20) in the proof of Lemma below, it is not difficult to derive

$$\Gamma = \sum_{k=-\infty}^{\infty} \int H(\theta_\star, x)[P_{\theta_\star}^k H(\theta_\star, x)]^T d\pi_{\theta_\star}(dx),$$

(7)

where $\pi_{\theta_\star}$ denotes the invariant distribution of the transition kernel $P_{\theta_\star}$. This is the same $\Gamma$ expression as given in Benveniste et al. (1990, Equation (4.4.6), p. 321). Compared to (7), our $\Gamma$ expression, given in (6), is more interpretable, which corresponds to the asymptotic covariance matrix of $\epsilon_t$. Given the gain factor sequence $\{\gamma_t\}$, the efficiency of an SAMCMC algorithm is determined by $\Gamma$. Based on this observation, we show in Theorem 3 below that when $\{\gamma_t\}$ decreases slower than $O(1/t)$, the population SAMCMC algorithm has a smaller asymptotic covariance matrix than the single-chain SAMCMC algorithm and is thus asymptotically more efficient.

4. The condition ‘conditioned on $\Lambda(\theta_\star)$’ accommodates the case in which there exist multiple solutions of the equation $h(\theta) = 0$.

In Theorem 3 below we compare the efficiencies of the population SAMCMC and the single-chain SAMCMC algorithms.

**Theorem 3.** Suppose that both the population and single-chain SAMCMC algorithms satisfy the conditions given in Theorem 2. Let $\theta_{\star t}^p$ and $\theta_{\star t}^s$ denote the estimates produced at iteration $t$ by the population and single-chain SAMCMC algorithms, respectively. Given the same gain factor sequence $\{\gamma_t\}$, then $(\theta_{\star t}^p - \theta_\star)/\sqrt{\gamma_t}$ and $(\theta_{\star t}^s - \theta_\star)/\sqrt{\kappa \gamma_t}$ have the same asymptotic distribution with convergence rate ratio

$$\frac{\gamma_t}{\kappa \gamma_{\kappa t}} = \kappa^{-1},$$

(8)
where $\kappa$ denotes the population size, and $\beta$ is defined in (A4). (Note that $\frac{1}{2} < \beta < 1$ for the (A4)(ii.1) case and $\beta = 1$ for the (A4)(ii.2) case.)

Proof. See Appendix A.

Remarks. 1. When $\beta = 1$ (e.g. $\gamma_t = t_0/t$), the single-chain SAMCMC estimator is as efficient as the population SAMCMC estimator, but this is only true asymptotically. For practical applications (as illustrated in Figure 1(a) and Figure 2 in Section 4), the population SAMCMC estimator can still be more efficient than the single-chain SAMCMC estimator due to the population effect. At each iteration, the population SAMCMC estimator provides a more accurate estimate of $h(\theta_t)$ than the single-chain SAMCMC estimator, and this substantially improves the convergence of the algorithm, especially at the early stage of the simulation.

2. When $\beta < 1$, the population SAMCMC estimator is asymptotically more efficient than the single-chain SAMCMC estimator. See Figure 1(b) in Section 4.

3. The choice of the population size should be balanced with the choice of $N$, the number of iterations, as the convergence of the algorithm only occurs as $\gamma_t \to 0$. In our experience, $5 \sim 50$ may be a good range for the population size.

3. Population SAMC algorithm

In this section we first give a brief review of the SAMC algorithm, and then describe the population SAMC algorithm and its theoretical properties, including convergence and asymptotic normality.

3.1. The SAMC algorithm

Suppose that we are interested in sampling from a distribution:

$$f(x) = c\psi(x), \quad x \in \mathcal{X}.$$ 

Here $\mathcal{X}$ is the sample space and $c$ is an unknown constant. Furthermore, we assume that the distribution $f(x)$ is multimodal, which may contain a multitude of modes separated by high energy barriers. It is known that the conventional MCMC algorithms, such as the Metropolis–Hastings algorithm (see Metropolis et al. (1953) and Hastings (1970)) and the Gibbs sampler (see Geman and Geman (1984)), are prone to becoming trapped at local modes in simulations from this kind of distribution.

Designing MCMC algorithms that are immune to the local-trap problem has been a longstanding topic in Monte Carlo research. A few significant algorithms have been proposed in this direction, including parallel tempering (see Geyer (1991)), simulated tempering (see Marinari and Parisi (1992)), dynamic weighting (see Wong and Liang (1997)), the Wang–Landau algorithm (see Wang and Landau (2001)), the SAMC algorithm (see Liang et al. (2007)), among others. The SAMC algorithm can be described as follows.

Let $E_1, \ldots, E_m$ denote a partition of the sample space $\mathcal{X}$. For example, the sample space can be partitioned according to the energy function of $f(x)$, i.e. $U(x) = -\log \psi(x)$, into the subregions $E_1 = \{x: U(x) \leq u_1\}$, $E_2 = \{x: u_1 < U(x) \leq u_2\}$, $\ldots$, $E_{m-1} = \{x: u_{m-2} < U(x) \leq u_{m-1}\}$, and $E_m = \{x: U(x) \geq u_m\}$, where $u_1 < u_2 < \cdots < u_{m-1}$ are user-specified numbers. If $\int_{E_i} \psi(x) \, dx = 0$ then $E_i$ is called an empty subregion. We refer the reader to Liang et al. (2007) for more discussions on sample space partitioning. For the time being, we
assume that all the subregions are nonempty, that is, \( \int_{E_i} \psi(x) \, dx > 0 \) for all \( i = 1, \ldots, m \).

Given the partition, the SAMC algorithms seeks to draw samples from the distribution

\[
f_w(x) \propto m \sum_{i=1}^{m} \pi_i \psi(x) w_i 1_{\{x \in E_i\}},
\]

where \( w_i = \int_{E_i} \psi(x) \, dx \), and the \( \pi_i \) define the desired sampling frequency for each of the subregions, satisfying the constraints \( \pi_i > 0 \) for all \( i \) and \( \sum_{i=1}^{m} \pi_i = 1 \). If \( w_1, \ldots, w_m \) are known, sampling from \( f_w(x) \) will lead to a ‘random walk’ in the space of subregions (by regarding each subregion as a point) with each subregion being sampled with a frequency proportional to \( \pi_i \). Thus, the local-trap problem can be essentially overcome, provided that the sample space is partitioned appropriately.

Since \( w_1, \ldots, w_m \) are generally unknown, the SAMC algorithm employs the stochastic approximation algorithm to estimate their values. This leads to the following iterative procedure.

(a) (Sampling) Simulate a sample \( x_{t+1} \) by running, for one step, the Metropolis–Hastings algorithm which starts with \( x_t \) and admits (9) as the invariant distribution. Denote the population of samples by \( x_{t+1} = (x_{t+1}^{(1)}, \ldots, x_{t+1}^{(\kappa)}) \).

(b) (Weight updating) Set

\[
\theta_{t+1} = \theta_t + \gamma_{t+1} H(\theta_t, x_{t+1}),
\]

where \( H(\theta_t, x_{t+1}) = z_{t+1} - \pi \), \( z_{t+1} = (1_{\{x_{t+1} \in E_1\}}, \ldots, 1_{\{x_{t+1} \in E_m\}}) \), \( \pi = (\pi_1, \ldots, \pi_m) \), and \( 1_{\{\cdot\}} \) is the indicator function.

A remarkable feature of the SAMC algorithm is that it possesses the self-adjusting mechanism, which operates based on past samples. This mechanism penalizes the over-visited subregions and rewards the under-visited subregions, thus enabling the system to escape from local traps very quickly. Mathematically, if a subregion \( E_i \) is visited at iteration \( t \), \( \theta_{t+1,i} \) will be updated to a larger value, \( \theta_{t+1,i} = \theta_{t,i} + \gamma_{t+1} (1 - \pi_i) \), such that this subregion has a decreased probability of being visited at the next iteration. On the other hand, for the regions \( E_j \) (\( j \neq i \)) not visited at iteration \( t \), \( \theta_{t+1,j} \) will decrease to a smaller value, \( \theta_{t+1,j} = \theta_{t,j} - \gamma_{t+1} \pi_j \), such that the chance of visiting these regions will increase at the next iteration. The SAMC algorithm has been successfully applied to many different problems for which the energy landscape is rugged, such as phylogeny inference (see Cheon and Liang (2009)) and Bayesian network learning (see Liang and Zhang (2009)).

### 3.2. The population SAMC algorithm

The population SAMC (Pop-SAMC) algorithm works as follows. Let \( x_t = (x_t^{(1)}, \ldots, x_t^{(\kappa)}) \) denote the population of samples simulated at iteration \( t \). One iteration of the algorithm consists of the following two steps.

(a) (Population sampling) For \( i = 1, \ldots, \kappa \), simulate a sample \( x_{t+1}^{(i)} \) by running, for one step, the Metropolis–Hastings algorithm which starts with \( x_t^{(i)} \) and admits (9) as the invariant distribution. Denote the population of samples by \( x_{t+1} = (x_{t+1}^{(1)}, \ldots, x_{t+1}^{(\kappa)}) \).
(b) (Weight updating) Set
\[ \theta_{t+1} = \theta_t + \gamma_{t+1} H(\theta_t, x_{t+1}), \] (10)
where \( H(\theta_t, x_{t+1}) = \sum_{i=1}^{\kappa} H(\theta_t, x^{(i)}_{t+1})/\kappa \) and \( H(\theta_t, x^{(i)}_{t+1}) \) is as specified in the SAMC algorithm.

As a special case of the population SAMCMC algorithms, the Pop-SAMC algorithm has a few advantages over the SAMC algorithm. First, since \( H(\theta, x) \) provides a more accurate estimate of \( h(\theta) \) than \( H(\theta, x) \) at each iteration, the Pop-SAMC algorithm can converge asymptotically faster than the SAMC algorithm. This is the so-called population effect and will be illustrated in Section 4 through a numerical example. Second, population-based proposals, such as the crossover operator, snooker operator, and gradient operator, can be included in the algorithm to improve efficiency of the sampling step and, thus, the convergence of the algorithm. The only requirement for these operators is that they admit the joint density \( f_{\theta_t}(x^{(1)}) \cdots f_{\theta_t}(x^{(\kappa)}) \) as the invariant distribution. The weak convergence of the resulting algorithm is discussed at the end of this paper. Third, a smoothing operator can be further introduced to \( H(\theta, x) \) to improve its accuracy as an estimator of \( h(\theta) \). Liang (2009) showed through numerical examples that the smoothing operator can improve the convergence of the SAMC algorithm, if multiple Metropolis–Hastings (MH) updates were allowed at each iteration.

3.3. Theoretical results

Regarding the convergence of \( \theta_t \), we note that, for empty subregions, the corresponding components of \( \theta_t \) will trivially converge to \(-\infty\) when the number of iterations goes to \( \infty \). Therefore, without loss of generality, we show in the supplementary paper Song et al. (2013) only the convergence of the algorithm for the case in which all subregions are nonempty, that is, \( \int_{E_i} \psi(x) \, dx > 0 \) for all \( i = 1, \ldots, m \). Extending the proof to the general case is trivial, since replacing (10) by (11) (given below) will not change the process of Pop-SAMC simulation:
\[ \theta'_{t+1} = \theta_t + \gamma_{t+1}(H(\theta_t, x_{t+1}) - v). \] (11)
Here \( v = (v_1, \ldots, v_m) \) is an \( m \)-vector of \( v \), where \( v = \sum_{j \in \{i : E_i = \emptyset\}} \pi_j / (m - m_0) \) and \( m_0 \) is the number of empty subregions.

In our proof, we assume that \( \Theta \) is a compact set. As mentioned above for the general SAMCMC algorithm, this assumption is made only for the reason of mathematical simplicity. Extension of our results to the case in which \( \Theta = \mathbb{R}^m \) follows trivially from the technique of varying truncations (see Chen (2002), Andrieu et al. (2005), and Liang (2010)). Interested readers are referred to Liang (2010) for the details, where the convergence of the SAMC algorithm is studied with \( \Theta = \mathbb{R}^m \). In the simulations of this paper, we set \( \Theta = [-10^{100}, 10^{100}]^m \), which is practically equivalent to setting \( \Theta = \mathbb{R}^m \).

Under the above assumptions, we have the following theorem concerning the convergence of the Pop-SAMC algorithm.

**Theorem 4.** Let \( P_{\theta_t}(x^{(i)}_{t}, x^{(i)}_{t+1}) \), \( i = 1, \ldots, \kappa \), denote the respective Markov transition kernels used for generating the samples \( x^{(1)}_{t+1}, \ldots, x^{(\kappa)}_{t+1} \) at iteration \( t \). Let \( \{\gamma_t\} \) be a gain factor sequence satisfying (A4). If \( \Theta \) is compact, all subregions are nonempty, and each of the transition kernels satisfies (A3)(i), then, as \( t \to \infty \),
\[ \theta_t \to \theta^* \text{ almost surely.} \]
where \( \theta_* = (\theta_1^*, \ldots, \theta_m^*) \) is given by

\[
\theta_i^* = C + \log \left( \int_{E_i} \psi(x) \, dx \right) - \log(\pi_i), \quad i = 1, \ldots, m, 
\]

with \( C \) being a constant.

**Proof.** See Song et al. (2013).

The constant \( C \) can be determined by imposing a constraint, e.g. \( \sum_{i=1}^m e^{\theta_i} \) is equal to a known number.

**Remark.** As mentioned above, if some regions are empty, the corresponding components of \( \theta_* \) will converge to \(-\infty\) as \( n \to \infty \). In this case, as shown in the supplementary paper Song et al. (2013), we have

\[
\theta_i^* = \begin{cases} 
C + \log \left( \int_{E_i} \psi(x) \, dx \right) - \log(\pi_i + \nu) & \text{if } E_i \neq \emptyset, \\
-\infty & \text{if } E_i = \emptyset,
\end{cases}
\]

where \( C \) is a constant, \( \nu = \sum_{j \in \{i : E_i = \emptyset\}} \pi_j / (m - m_0) \), and \( m_0 \) is the number of empty subregions.

The Doeblin condition implies the existence of the stationary distribution \( f_{\theta_t}(x) \) for each \( \theta_t \in \Theta \), and \( P_\theta \) is uniformly ergodic. For this condition to be satisfied, we assume that \( X \) is compact and \( f(x) \) is bounded away from 0 and \( \infty \) on \( X \). This assumption is true for many Bayesian model selection problems, e.g. change-point identification and regression variable selection problems. For these problems, after integrating out model parameters from their posterior, the sample space is reduced to a finite set of models. For continuous systems, one may restrict \( X \) to the region \( \{x : \psi(x) \geq \psi_{\min}\} \), where \( \psi_{\min} \) is sufficiently small such that the region \( \{x : \psi(x) < \psi_{\min}\} \) is not of interest. For the proposal distribution used in the paper, we assume that it satisfies the local positive condition, that is, there exist two quantities \( \varepsilon_1 > 0 \) and \( \varepsilon_2 > 0 \) such that \( q(x, y) \geq \varepsilon_2 \) if \( |x - y| \leq \varepsilon_1 \), where \( q(x, y) \) denotes the proposal mass/density function. In the supplementary paper Song et al. (2013), we show that the transition kernel induced by local positive proposal satisfies the Doeblin condition. The local positive condition is quite standard and has been widely used in the study of MCMC convergence; see, e.g. Roberts and Tweedie (1996).

Theorem 5 below concerns the asymptotic normality of \( \theta_t \).

**Theorem 5.** Assume that the conditions of Theorem 4 hold. Conditioned on \( \Lambda(\theta_*) = \{\theta_t \to \theta_*\} \),

\[
\frac{\theta_t - \theta_*}{\sqrt{\gamma_t}} \Rightarrow N(0, \Sigma),
\]

where \( \theta_* \) is as defined in (12) and

\[
\Sigma = \int_0^\infty e^{(F' + \zeta')t} \Gamma e^{(F' + \zeta')t} \, dt,
\]

with \( F \) defined as in (A2), \( \zeta \) defined as in (5), and \( \Gamma \) defined as in Lemma 1.

**Proof.** See Song et al. (2013).
Finally, we note that Theorem 3 is also valid for the SAMC and Pop-SAMC algorithms. Here we would like to emphasize that even when the gain factor sequence is chosen as $\gamma_t = O(1/t)$, the Pop-SAMC algorithm still has some numerical advantages in convergence over the SAMC algorithm due to the population effect. See Figure 2 in Section 4.

3.4. Minorization properties of the crossover operator

The Pop-SAMC algorithm works on a population of Markov chains. Its population setting provides a basis for including more global, advanced MCMC operators, such as the crossover operator of the genetic algorithm, in simulations. Without loss of generality, we assume that the crossover operator works only on the first and second chains of the population. The resulting transition kernel can be written as

$$
P_{\theta_t}(x_t, x_{t+1}) = P_{\theta_t \times \theta_t}((x_t^{(1)}, x_t^{(2)}), (x_{t+1}^{(1)}, x_{t+1}^{(2)})) \prod_{i=3}^{\kappa} P_{\theta_t}(x_t^{(i)}, x_{t+1}^{(i)}),
$$

which is a product of $\kappa - 1$ independent transition kernels, where

$$
P_{\theta_t \times \theta_t}((x_t^{(1)}, x_t^{(2)}), (x_{t+1}^{(1)}, x_{t+1}^{(2)})) = (1 - r_{co}) \prod_{i=1}^{2} P_{\theta_t}(x_t^{(i)}, x_{t+1}^{(i)}) + r_{co} P_{\theta_t, co}((x_t^{(1)}, x_t^{(2)}), (x_{t+1}^{(1)}, x_{t+1}^{(2)})),
$$

where $r_{co}$ is the probability of applying the crossover kernel $P_{\theta_t, co}$. Following the proof given in the supplementary paper Song et al. (2013), $\prod_{i=1}^{2} P_{\theta_t}(x_t^{(i)}, x_{t+1}^{(i)})$ is locally positive, which implies that $P_{\theta_t \times \theta_t}$ is locally positive as well, if $r_{co} < 1$. As long as $\mathcal{X}$ is compact, and $f(x)$ is bounded away from 0 and $\infty$, $\text{(A3)(i)}$ is satisfied by $P_{\theta_t, co}$. Condition $\text{(A3)(ii)}$ is satisfied because it is independent of the kernel used. Condition $\text{(A3)(iii)}$ can be verified as follows. Let $s_{\theta}(x, y) = q(x, y) \min\{1, r(\theta, x, y)\}$, where $x = (x^{(1)}, x^{(2)})$, $y = (y^{(1)}, y^{(2)})$, and

$$
r(\theta, x, y) = \frac{f_{\theta}(y^{(1)}) f_{\theta}(y^{(2)}) q(y, x)}{f_{\theta}(x^{(1)}) f_{\theta}(x^{(2)}) q(x, y)}
$$

is the MH ratio for the crossover operator. It is easy to see that

$$
\left| \frac{\partial s_{\theta}(x, y)}{\partial \theta_i} \right| = q(x, y) 1_{r(\theta, x, y) < 1} r(\theta, x, y) \times \left[ 1_{\{x^{(1)} \in E_1\}} + 1_{\{x^{(2)} \in E_1\}} - 1_{\{y^{(1)} \in E_1\}} - 1_{\{y^{(2)} \in E_1\}} \right] \\
\leq 2q(x, y).
$$

The mean value theorem implies that there exists a constant $c$ such that

$$
\|s_{\theta}(x, y) - s_{\theta'}(x, y)\| \leq c q(x, y) \|\theta - \theta'\|.
$$

Following the same argument as in Liang et al. (2007), $\text{(A3)(iii)}$ is satisfied by $P_{\theta_t, co}$. This means that each kernel on the right-hand side of (13) satisfies the drift condition $\text{(A3)}$. Therefore, the product kernel $P_{\theta_t}(x_t, x_{t+1})$ satisfies the drift condition. Then the convergence and asymptotic normality of $\theta_t$ (Theorem 4 and Theorem 5) still hold for this general Pop-SAMC algorithm with crossover operators. We conjecture that incorporating crossover operators will make the Pop-SAMC algorithm more efficient. How these advanced operators improve the performance of the Pop-SAMC algorithm will be explored elsewhere.
4. An illustrative example

To illustrate the performance of the Pop-SAMC algorithm, we study a multimodal example taken from Liang and Wong (2001). The density function over a bivariate $x$ is given by

$$p(x) = \frac{1}{2\pi\sigma^2} \sum_{i=1}^{20} \alpha_i \exp\left(-\frac{1}{2\sigma^2} (x - \mu_i)\top (x - \mu_i)\right),$$

where each component has an equal variance $\sigma^2 = 0.01$ and an equal weight $\alpha_1 = \cdots = \alpha_{20} = 0.05$, and the mean vectors $\mu_1, \ldots, \mu_{20}$ are given in Liang and Wong (2001). Since some components of the mixture distribution are far from others, e.g. the distance between the lower-right component and its nearest neighboring component is 31.4 times the standard deviation, sampling from this distribution is a challenge using existing MCMC algorithms.

We set the sample space $X = [-10, 10]^2$, and then partition it according to the energy function $U(x) = -\log(p(x))$ with an equal energy bandwidth $\Delta u = 0.5$ into the subregions $E_1 = \{x: U(x) \leq 0\}$, $E_2 = \{x: 0 < U(x) \leq 0.5\}$, $E_{20} = \{x: U(x) > 9.0\}$. The Pop-SAMC algorithm was first tested on this example with two gain factor sequences, $\gamma_t = \frac{100}{\max(100, t)}$ and $\gamma_t = \frac{100}{\max(100, t^{0.5})}$. In simulations, we set the population size $\kappa = 10$, the number of iterations $N = 10^6$, and the desired sampling distribution to be uniform, i.e. $\pi_1 = \cdots = \pi_{20} = \frac{1}{20}$. The Gaussian random walk proposal distribution was used in the MH sampling step with a covariance matrix of $4I_2$, where $I_2$ is the $2 \times 2$ identity matrix. For a fair comparison with the SAMC algorithm, we initialize the population in a small region $[0, 1] \times [0, 1]$, which is far from the separated components. In Tables 1 and 2 we present the resulting estimates of $P(E_i)$ (i.e. $w_i = \int_{E_i} p(x) \, dx$) for $i = 2, \ldots, 11$, based on 100 independent runs. The computation was done on an Intel® Core™ 2 Duo 3.0GHz computer. As can be seen from the true values of the $P(E_i)$, which were calculated with a total of $2 \times 10^9$ samples drawn equally from each of the 20 components of $p(x)$, the subregions

| Setting | Pop-SAMC | SAMC |
|---------|----------|------|
| $P(E_2)$ | 0.2387 | 0.2383 (0.0003) | 0.2390 (0.0003) |
| $P(E_3)$ | 0.3027 | 0.3027 (0.0003) | 0.3024 (0.0003) |
| $P(E_4)$ | 0.1856 | 0.1859 (0.0002) | 0.1859 (0.0002) |
| $P(E_5)$ | 0.1124 | 0.1124 (0.0001) | 0.1121 (0.0001) |
| $P(E_6)$ | 0.0663 | 0.0663 (0.0001) | 0.0662 (0.0001) |
| $P(E_7)$ | 0.0384 | 0.0384 (0) | 0.0384 (0) |
| $P(E_8)$ | 0.0226 | 0.0226 (0) | 0.0225 (0) |
| $P(E_9)$ | 0.0134 | 0.0134 (0) | 0.0134 (0) |
| $P(E_{10})$ | 0.0080 | 0.0080 (0) | 0.0080 (0) |
| $P(E_{11})$ | 0.0048 | 0.0048 (0) | 0.0048 (0) |
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Table 2: A comparison of the efficiencies of the Pop-SAMC and SAMC estimators for the multimodal example with $\gamma_t = t_0/\max\{t_0, t^{0.6}\}$. The numbers in parentheses indicate the standard errors of the $P(E_i)$, $i = 2, \ldots, 11$, estimates.

| Setting | True $(t_0, \tau, N) = (100, 10, 10^6)$ | Pop-SAMC $(t_0, N) = (100, 10^7)$ | SAMC $(t_0, N) = (1000, 10^7)$ |
|---------|---------------------------------|---------------------------------|-------------------------------|
| $P(E_2)$ | 0.2387 (0.0042) | 0.2236 (0.0065) | 0.1534 (0.0184) |
| $P(E_3)$ | 0.3027 (0.0041) | 0.2244 (0.0076) | 0.3329 (0.0268) |
| $P(E_4)$ | 0.1856 (0.0035) | 0.2245 (0.0054) | 0.1815 (0.0207) |
| $P(E_5)$ | 0.1124 (0.0024) | 0.1167 (0.0039) | 0.1205 (0.0144) |
| $P(E_6)$ | 0.0663 (0.0015) | 0.0648 (0.0020) | 0.0715 (0.0096) |
| $P(E_7)$ | 0.0384 (0.0008) | 0.0390 (0.0013) | 0.0542 (0.0071) |
| $P(E_8)$ | 0.0226 (0.0005) | 0.0243 (0.0010) | 0.0303 (0.0058) |
| $P(E_9)$ | 0.0080 (0.0002) | 0.0079 (0.0003) | 0.0184 (0.0050) |
| $P(E_{10})$ | 0.0048 (0.0001) | 0.0047 (0.0002) | 0.0047 (0.0009) |

The numbers in parentheses indicate the standard errors of the $P(E_i)$ estimates.

$E_2, \ldots, E_{11}$ covered more than 99% of the total mass of the distribution. For comparison, the SAMC algorithm was also applied to this example, but with $N = 10^7$ iterations and four gain factor sequences: $\gamma_t = 100/\max\{100, t\}$, $\gamma_t = 1000/\max\{1000, t\}$, $\gamma_t = 100/\max\{100, t^{0.6}\}$, and $\gamma_t = 1000/\max\{1000, t^{0.6}\}$. These settings ensure that each run of the Pop-SAMC and SAMC algorithms consists of the same number of energy evaluations and, thus, costs about the same CPU time. The resulting estimates for the $P(E_i)$ are given in Tables 1 and 2.

Our numerical results agree extremely well with Theorem 3. It follows from the delta method (see, e.g. Casella and Berger (2002)) that the mean-square errors (MSEs) of the $P(E_i)$ estimates should follow the same limiting rule (8) as $\theta_t$. For example, when the same gain factor sequence $\gamma_t = 100/\max\{100, t\}$ is used, the SAMC estimator is as efficient as the Pop-SAMC estimator when the number of iterations is large; the two estimators share the same standard errors as reported in Table 1. When the gain factor sequence $\gamma_t = 1000/\max\{1000, t\}$ is used for SAMC, the runs of the SAMC and Pop-SAMC algorithms end with the same gain factor values. In this case, as expected, the SAMC estimator has larger standard errors than the Pop-SAMC estimator; the relative efficiency of these two estimators is about $3.02$ ($3 \approx (0.0008 + \cdots + 0.0003)/(0.0003 + \cdots + 0.0001)$), which is close to the theoretical value 10. When the gain factor sequence $\gamma_t = 100/\max\{100, t^{0.6}\}$ is used, the Pop-SAMC estimator is more efficient than the SAMC estimator. The results given in Table 2 show that the relative efficiency of the Pop-SAMC estimator versus the SAMC estimator is about $2.56$ ($2.56 \approx 1.62^2$ and $1.6 \approx (0.0065 + \cdots + 0.0002)/(0.0042 + \cdots + 0.0001)$), which agrees well with the theoretical value 2.51 ($2.51 \approx 10^{0.4}$).

We note that the results reported in Tables 1 and 2 are only for the scenario in which the number of iterations is large. For a thorough comparison, we evaluated the MSEs of the Pop-SAMC and SAMC estimators at 100 equally spaced time points, with iterations of $10^4 \sim 10^6$ for the Pop-SAMC algorithm and $10^5 \sim 10^7$ for the SAMC algorithm. The results are shown in Figure 1. The plots indicate that the Pop-SAMC algorithm converges much faster than the SAMC algorithm, even when the gain factor sequence $\gamma_t = t_0/\max\{t_0, t\}$ is used. As discussed
previously, this is due to the population effect: the Pop-SAMC algorithm provides a more accurate estimator of $h(\theta_t)$ at each iteration, and this improves its convergence, especially at the early stage of the simulation.

To further explore the population effect of the Pop-SAMC algorithm, both the Pop-SAMC and SAMC algorithms were re-run 100 times with a smaller gain factor sequence $\gamma_t = 50/\max(50, t)$. The results plotted in Figure 2 show that, under this setting, the SAMC algorithm converges very slowly, while the Pop-SAMC algorithm still converges very fast. This experiment shows that the Pop-SAMC algorithm is more robust to the choice of gain factor sequence, and it can work with a smaller gain factor sequence than can the SAMC algorithm.

5. Conclusion

In this paper we proposed a population SAMCMC algorithm and compared its convergence rate with that of the single-chain SAMCMC algorithm. As the main theoretical result, we

\begin{figure}[h]
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\includegraphics[width=\textwidth]{figure1.png}
\caption{Mean-square errors (MSEs) produced by the Pop-SAMC and SAMC algorithms at different iterations. The left plot is produced with $\gamma_t = t_0/\max(t_0, t)$ and the right plot is produced with $\gamma_t = t_0/\max(t_0, t^{0.6})$.}
\end{figure}

\begin{figure}[h]
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\includegraphics[width=\textwidth]{figure2.png}
\caption{Mean-square errors (MSEs) produced by the Pop-SAMC and SAMC algorithms at different iterations with the gain factor sequence $\gamma_t = 50/\max(50, t)$.}
\end{figure}
established the limiting ratio between the $L_2$ rates of convergence of the two types of SAMCMC algorithm. Our result provided a theoretical guarantee that the population SAMCMC algorithm is asymptotically more efficient than the single-chain SAMC algorithm when the gain factor sequence $\{\gamma_t\}$ decreases slower than $O(1/t)$. This theoretical result was confirmed with a numerical example.

In this paper we also proved the asymptotic normality of SAMCMC estimators under mild conditions. As mentioned previously, the major differences between this work and Benveniste et al. (1990) are the assumptions on the Markov transition kernels. Our assumptions are easier to verify than those of Benveniste et al. (1990). We note that the work of Chen (2002) and Pelletier (1998) can potentially be extended to SAMCMC algorithms. The major differences between their work and ours are the assumptions on the observation noise. In Chen (2002, Theorem 3.3.2, p. 128) and Pelletier (1998), it is assumed that the observation noise can be decomposed in the form

$$\varepsilon_t = \varepsilon_t^* + \nu_t,$$

where $\{\varepsilon_t\}$ forms a martingale difference sequence and $\{\nu_t\}$ is a higher-order term of $O(\sqrt{\gamma_t})$. However, as shown in Lemma 1, the SAMCMC algorithms do not satisfy this assumption.

**Appendix A. Proof of Theorem 1**

To prove Theorem 1, we first introduce the following lemmas. Lemma 2 is a combined restatement of Theorem 2 of Andrieu and Moulines (2006), Proposition 6.1 of Andrieu et al. (2005), and Lemma 5 of Andrieu and Moulines (2006).

**Lemma 2.** Assume that $\Theta$ is compact and that condition (A3) holds. Then the following results hold.

(B1) For any $\theta \in \Theta$, the Markov kernel $P_\theta$ has a single stationary distribution $\pi_\theta$. In addition, $H : \Theta \times X \rightarrow \Theta$ is measurable and, for all $\theta \in \Theta$, $\int_X \|H(\theta, x)\| \pi_\theta(x) \, dx < \infty$.

(B2) For any $\theta \in \Theta$, the Poisson equation $u_\theta(X) - P_\theta u_\theta(X) = H(\theta, X) - h(\theta)$ has a solution $u_\theta(X)$, where $P_\theta u_\theta(X) = \int_X u_\theta(y) P_\theta(X, y) \, dy$. For any $\eta \in (0, 1)$, the following conditions hold:

(i) $\sup_{\theta \in \Theta} (\|u_\theta(\cdot)\| + \|P_\theta u_\theta(\cdot)\|) < \infty$;
(ii) $\sup_{(\theta, \theta') \in \Theta \times \Theta} \|\theta - \theta'\|^{-\eta} (\|u_\theta(\cdot) - u_{\theta'}(\cdot)\| + \|P_\theta u_\theta(\cdot) - P_{\theta'} u_{\theta'}(\cdot)\|) < \infty$.

(B3) For any $\eta \in (0, 1)$,

$$\sup_{(\theta, \theta') \in \Theta \times \Theta} \|\theta - \theta'\|^{-\eta} \|h(\theta) - h(\theta')\| < \infty.$$

Tadić (1997) studied the convergence of the SAMCMC algorithm under different conditions from those given in Andrieu et al. (2005) and Andrieu and Moulines (2006). We combined some of the results from these three papers to obtain the following lemma, which corresponds to Theorem 4.1 and Lemma 2.2 of Tadić (1997).

**Lemma 3.** Assume that the conditions of Theorem 1 hold. Then the following results hold.

(C1) There exist $\mathbb{R}^{d_\theta}$-valued random processes $\{\varepsilon_t\}_{t \geq 0}$, $\{\varepsilon_t'\}_{t \geq 0}$, and $\{\varepsilon_t''\}_{t \geq 0}$ defined on a probability space $(\Omega, \mathcal{F}, \mathcal{P})$ such that

$$\gamma_{t+1} \varepsilon_{t+1} = \varepsilon_{t+1} + \varepsilon_{t+1}' + \varepsilon_{t+1}'' - \varepsilon_t', \quad t \geq 0,$$

(14)
where \( \xi_{t+1} = H(\theta_t, X_{t+1}) - h(\theta_t) \).

(C2) The series \( \sum_{t=0}^{\infty} \| \varepsilon_t' \|^2, \sum_{t=0}^{\infty} \| \varepsilon_t'' \|^2 \), and \( \sum_{t=0}^{\infty} \| \varepsilon_{t+1} \|^2 \) all converge almost surely and
\[
E(\varepsilon_{t+1} | F_t) = 0 \quad \text{almost surely,} \quad n \geq 0, \tag{15}
\]

where \( \{F_t\}_{t \geq 0} \) is a family of \( \sigma \)-algebras of \( \mathcal{F} \) which satisfies \( \sigma(\theta_0) \subseteq \mathcal{F}_0 \) and \( \sigma(\varepsilon_t, \varepsilon_t', \varepsilon_t'') \subseteq \mathcal{F}_t \subseteq \mathcal{F}_{t+1}, \ t \geq 0. \)

(C3) Let \( R_t = R_t' + R_t'', \ t \geq 1 \), where \( R_t' = \gamma_{t+1} |V^T v(\theta_t)\xi_{t+1} \) and
\[
R_t'' = \int_0^1 [\nabla v(\theta_t + \varepsilon(\theta_{t+1} - \theta_t)) - \nabla v(\theta_t)]^T (\theta_{t+1} - \theta_t) \, ds.
\]
Then \( \sum_{t=1}^{\infty} \gamma_t \xi_t \) and \( \sum_{t=1}^{\infty} R_t \) converge almost surely.

Proof. (C1) Let \( \varepsilon_0 = \varepsilon_0' = 0 \), and let
\[
\varepsilon_{t+1} = \gamma_{t+1} [u_{\theta_0}(x_{t+1}) - P_{\theta_0} u_{\theta_0}(x_t)],
\]
\[
\varepsilon_{t+1}' = \gamma_{t+1} [P_{\theta_{t+1}} u_{\theta_{t+1}}(x_{t+1}) - P_{\theta_0} u_{\theta_0}(x_{t+1})] + (\gamma_{t+2} - \gamma_{t+1}) P_{\theta_{t+1}} u_{\theta_{t+1}}(x_{t+1}),
\]
\[
\varepsilon_{t+1}'' = -\gamma_{t+1} P_{\theta_0} u_{\theta_0}(x_t).
\]
It is easy to verify that (14) is satisfied.

(C2) Since
\[
E(u_{\theta_0}(x_{t+1}) | F_t) = P_{\theta_0} u_{\theta_0}(x_t),
\]
we obtain (15). It follows from (B2), (A3), and (A4) that there exist constants \( c_3, c_4, c_5, c_6, c_7 \in \mathbb{R}^+ \) such that
\[
\| \varepsilon_{t+1} \|^2 \leq 2c_3 \gamma_{t+1}, \quad \| \varepsilon_{t+1}'' \|^2 \leq c_4 \gamma_{t+1},
\]
\[
\| \varepsilon_{t+1}' \|^2 \leq c_5 \gamma_{t+1} \| \theta_{t+1} - \theta_t \|^2 + c_6 \gamma_{t+1}^{1+\eta} \leq c_7 \gamma_{t+1}^{1+\eta}.
\]
for any \( \eta \in (0, 1) \). Following from (3) and setting \( \eta \geq \tau' \) (\( \tau' \) is defined in (A4)), we have
\[
\sum_{t=0}^{\infty} \| \varepsilon_{t+1} \|^2 < \infty, \quad \sum_{t=0}^{\infty} \| \varepsilon_{t+1}' \|^2 < \infty, \quad \sum_{t=0}^{\infty} \| \varepsilon_{t+1}'' \|^2 < \infty,
\]
which, by Fubini’s theorem, implies that the series \( \sum_{t=0}^{\infty} \| \varepsilon_{t+1} \|^2, \sum_{t=0}^{\infty} \| \varepsilon_{t+1}' \|^2, \sum_{t=0}^{\infty} \| \varepsilon_{t+1}'' \|^2 \) all converge almost surely to some finite-value random variables.

(C3) Let \( M = \sup_{\theta \in \Theta} \max \{ \| h(\theta) \|, \| \nabla v(\theta) \| \} \), and let \( L \) be the Lipschitz constant of \( \nabla v(\cdot) \). Since \( \sigma(\theta_1) \subseteq \mathcal{F}_1 \), it follows from (C2) that \( E(\nabla^T v(\theta_t) \xi_{t+1} | F_t) = 0 \). In addition, we have
\[
\sum_{t=0}^{\infty} E((\nabla^T v(\theta_t) \xi_{t+1})^2) \leq M^2 \sum_{t=0}^{\infty} E(\| \xi_{t+1} \|^2) < \infty.
\]

It follows from the martingale convergence theorem (see Hall and Heyde (1980, Theorem 2.15)) that both \( \sum_{t=0}^{\infty} \xi'_{t+1} \) and \( \sum_{t=0}^{\infty} \nabla^T v(\theta_t) \xi_{t+1} \) converge almost surely. By noting \( C_2 \) and the following inequalities,
\[
\sum_{t=0}^{\infty} |\nabla^T v(\theta_t) \xi'_{t+1}| \leq M \sum_{t=1}^{\infty} \| \xi'_{t} \|, \quad \sum_{t=1}^{\infty} \gamma_t^2 \| \xi_t \|^2 \leq C \left( \sum_{t=1}^{\infty} \| \xi_t \|^2 + \sum_{t=1}^{\infty} \| \xi'_{t} \|^2 + \sum_{t=0}^{\infty} \| \xi''_{t} \|^2 \right).
\]
for some constant $C$, both $\sum_{t=0}^{\infty} |\nabla^T v(\theta_t) \epsilon'_{t+1}|$ and $\sum_{t=1}^{\infty} \gamma_t^2 \|\xi_t\|^2$ converge. In addition,

$$\| R''_{t+1} \| \leq L \|\theta_{t+1} - \theta_t\|^2 = L \|\gamma_{t+1} h(\theta_t) + \gamma_{t+1} \xi_{t+1}\|^2 \leq 2L (M^2 \gamma_t^2 + \gamma_{t+1}^2 \|\xi_{t+1}\|^2),$$

$$| (\nabla v(\theta_{t+1}) - \nabla v(\theta_t))^\top \epsilon''_{t+1} | \leq L \|\theta_{t+1} - \theta_t\| \|\epsilon''_{t+1}\|,$$

for all $t \geq 0$. Consequently,

$$\sum_{t=0}^{\infty} \| R''_t \| \leq 2LM^2 \sum_{t=1}^{\infty} \gamma_t^2 + 2L \sum_{t=1}^{\infty} \gamma_t^2 \|\xi_t\|^2 < \infty,$$

$$\sum_{t=0}^{\infty} | (\nabla v(\theta_{t+1}) - \nabla v(\theta_t))^\top \epsilon''_{t+1} | \leq \left( 2L^2 M^2 \sum_{t=1}^{\infty} \gamma_t^2 + 2L^2 \sum_{t=1}^{\infty} \gamma_t^2 \|\xi_t\|^2 \right)^{1/2} \left( \sum_{t=1}^{\infty} \|\epsilon''_t\|^2 \right)^{1/2}$$

$$< \infty.$$ 

Since

$$\sum_{t=1}^{\infty} \gamma_t \xi_t = \sum_{t=1}^{n} \xi_t + \sum_{t=1}^{n} \xi'_{t} + \sum_{t=1}^{n} \xi''_{t} = \sum_{t=1}^{n} \xi_{t+1},$$

$$\sum_{t=0}^{\infty} R''_{t+1} = \sum_{t=0}^{n} \nabla^T v(\theta_t) \xi_{t+1} + \sum_{t=0}^{n} \nabla^T v(\theta_t) \xi'_{t+1} - \sum_{t=0}^{n} (\nabla v(\theta_{t+1}) - \nabla v(\theta_t))^\top \epsilon''_{t+1}$$

$$+ \nabla^T v(\theta_{n+1}) \epsilon''_{n+1} - \nabla^T v(\theta_0) \epsilon''_0,$$

and $\epsilon''_n$ converges to 0 by (C2), it is obvious that $\sum_{t=1}^{\infty} \gamma_t \xi_t$ and $\sum_{t=1}^{\infty} R_t$ converge almost surely. This completes the proof.

Based on Lemma 3, Theorem 1 can be proved in a similar way to Theorem 2.2 of Tadić (1997). Since the paper Tadić (1997) is not openly available, we reproduce the proof of Theorem 1 in the Supplementary paper Song et al. (2013).

**Appendix B. Proofs of Lemma 1, Theorem 2, and Theorem 3**

**B.1. Proof of Lemma 1**

Lemma 4 below is a restatement of Proposition 6.1 of Andrieu et al. (2005). It has a little overlap with (B2).

**Lemma 4.** Assume that (A3)(i) and (A3)(iii) hold. Suppose that the family of functions $\{g_\theta, \theta \in \Theta\}$ satisfies the following condition. For any compact subset $\mathcal{K} \subset \Theta$,

$$\sup_{\theta \in \mathcal{K}} \| g_\theta(\cdot) \| < \infty, \quad \sup_{(\theta, \theta') \in \mathcal{K} \times \mathcal{K}} |\theta - \theta'|^{-\tau} \| g_\theta(\cdot) - g_{\theta'}(\cdot) \| < \infty \quad (16)$$

for some $\tau \in (0, 1)$. Let $u_\theta(x)$ be the solution to the Poisson equation $u_\theta(x) - P_\theta u_\theta(x) = g_\theta(x) - \pi_\theta(g_\theta(x))$, where $\pi_\theta(g_\theta(x)) = \int_{\mathcal{K}} g_\theta(x) \pi_\theta(x) \, dx$. Then, for any compact set $\mathcal{K}$ and
any $\iota' \in (0, \iota)$,
\[
\sup_{\theta \in \mathcal{K}} (\|u_\theta(\cdot)\| + \|P_\theta u_\theta(\cdot)\|) < \infty,
\]
\[
\sup_{(\theta, \theta') \in \mathcal{K} \times \mathcal{K}} \left( \|\theta - \theta'\|^{-\iota'} \left(\|u_\theta(\cdot) - u_{\theta'}(\cdot)\| + \|P_\theta u_\theta(\cdot) - P_{\theta'} u_{\theta'}(\cdot)\|\right)\right) < \infty.
\]

Lemma 5 below can be viewed as a partial restatement of Proposition 7 of Andrieu and Moulines (2006), but under different conditions.

**Lemma 5.** Assume that $\Theta$ is compact, and that conditions (A3) and (A4)(i) hold. Let $\{g_\theta, \theta \in \Theta\}$ be a family of functions satisfying (16) with $\iota \in ((1 + \tau')/2, 1)$, where $\tau'$ is defined in condition (A4). Then
\[
n^{-1} \sum_{k=1}^{n} \left( g_{\theta_k}(X_k) - \int_{\mathcal{X}} g_{\theta_k}(x) \, d\pi_{\theta_k}(x) \right) \rightarrow 0 \quad \text{almost surely}
\]
for any starting point $(\theta_0, X_0)$.

**Proof.** Without loss of generality, we assume that $g_\theta$ takes values on $\mathbb{R}$. (If $g_\theta$ takes values on $\mathbb{R}^d$, the proof proceeds elementwise.) Let $S_n = \sum_{k=1}^{n} [g_{\theta_k}(X_k) - \pi_{\theta_k}(g_{\theta_k}(X_k))]$, where $\pi_{\theta_k}(g_{\theta_k}(X_k)) = \int_{\mathcal{X}} g_{\theta_k}(x) \pi_{\theta_k}(x) \, dx$. Let $S'_n = \sum_{k=1}^{n} [u_{\theta_k} - P_{\theta_k} u_{\theta_k}]$, where $u_{\theta_k}$ is the solution to the Poisson equation
\[
u_{\theta_k} - P_{\theta_k} u_{\theta_k} = g_{\theta_k}(X_k) - \pi_{\theta_k}(g_{\theta_k}(X_k)).
\]
Furthermore, we decompose $S_n$ into three terms, $S_n = S_n^{(1)} + S_n^{(2)} + S_n^{(3)}$, where
\[
S_n^{(1)} = \sum_{k=1}^{n} [u_{\theta_{k-1}}(X_k) - P_{\theta_{k-1}} u_{\theta_{k-1}}(X_{k-1})],
\]
\[
S_n^{(2)} = \sum_{k=1}^{n} [u_{\theta_k}(X_k) - u_{\theta_{k-1}}(X_{k})],
\]
\[
S_n^{(3)} = P_{\theta_0} u_{\theta_0}(X_0) - P_{\theta_n} u_{\theta_n}(X_n).
\]

By Lemma 4, for all $\theta$ and $X$, there exists a constant $c$ such that
\[
|u_\theta(X)| \leq c \quad \text{and} \quad |P_\theta u_\theta(X)| \leq c.
\]
Let $p > 2$, and let $(1 + \tau')/2 \leq \iota' < \iota$ (where $\tau'$ is defined in (A4)). Thus, there exists a constant $c$ such that
\[
\mathbb{E}( |u_{\theta_{k-1}}(X_k) + P_{\theta_{k-1}} u_{\theta_{k-1}}(X_{k-1})|^p ) \leq c.
\]
Since
\[
\mathbb{E}(u_{\theta_{k-1}}(X_k) - P_{\theta_{k-1}} u_{\theta_{k-1}}(X_{k-1}) \mid \mathcal{F}_{k-1}) = P_{\theta_{k-1}} u_{\theta_{k-1}}(X_{k-1}) - P_{\theta_{k-1}} u_{\theta_{k-1}}(X_{k-1}) = 0,
\]
$\{S_n^{(1)}\}$ is a martingale with the increments upper bounded in $L^p$. Hence, by Burkholder’s inequality (see Hall and Heyde (1980, Theorem 2.10)) and Minkowski’s inequality, there exist
constants $c$ and $c'$ such that

$$
E(|S_n^{(1)}|^p) \leq c \mathbb{E}\left(\left(\sum_{k=1}^{n} |u_{\theta_{k-1}}(X_k) - P_{\theta_{k-1}} u_{\theta_{k-1}}(X_k)|^2\right)^{p/2}\right) \\
\leq c \left(\sum_{k=1}^{n} [\mathbb{E}((u_{\theta_{k-1}}(X_k) - P_{\theta_{k-1}} u_{\theta_{k-1}}(X_k))^2)^{2/p}]^{p/2}\right) \\
\leq c' n^{p/2}.
$$

Now we consider $S_n^{(2)}$. By Lemma 4, the fact that $||\theta_k - \theta_{k-1}|| = \gamma_k \|H(\theta_{k-1}, X_k)\|$, and (A3)(ii),

$$
|S_n^{(2)}| = \left|\sum_{k=1}^{n} [u_{\theta_{k}}(X_k) - u_{\theta_{k-1}}(X_k)]\right| \leq c \sum_{k=1}^{n} ||\theta_k - \theta_{k-1}||' \leq c' \sum_{k=1}^{n} \gamma_k'.
$$

Hence, $E(|S_n^{(2)}|^p) \leq c'^p \left(\sum_{k=1}^{n} \gamma_k'ight)^p$. The third term is also bounded by some constant $c$: $E(|S_n^{(3)}|^p) < c$. Therefore, by Minkowski’s inequality and Markov’s inequality, we can conclude that

$$
P\{n^{-1}|S_n| \geq \delta\} \leq C \delta^{-p} \left\{n^{-p/2} + \left(n^{-1} \sum_{k=1}^{n} \gamma_k'\right)^p + n^{-p}\right\},
$$

where $C$ denotes a constant. By (17) and the Borel–Cantelli lemma, we have

$$
P\{\sup_{n \geq 1} n^{-1}|S_n| \geq \delta\} \leq C \delta^{-p} \sum_{n \geq 1} \left\{n^{-p/2} + n^{-p/2}\left(n^{-1/2} \sum_{k=1}^{n} \gamma_k'\right)^p + n^{-p}\right\}.
$$

Then, the SLLN is concluded with Kronecker’s lemma, condition (2) and the condition $p > 2$.

**Proof of Lemma 1.** (i) Define

$$
e_{k+1} = u_{\theta_k}(X_{k+1}) - P_{\theta_k} u_{\theta_k}(X_k), \quad \nu_{k+1} = [P_{\theta_{k+1}} u_{\theta_{k+1}}(X_{k+1}) - P_{\theta_k} u_{\theta_k}(X_{k+1})] + \frac{\gamma_{k+2} - \gamma_{k+1}}{\gamma_{k+1}} P_{\theta_k} u_{\theta_k}(X_{k+1}), \quad \tilde{\varsigma}_{k+1} = \gamma_{k+1} P_{\theta_k} u_{\theta_k}(X_k), \quad \varsigma_{k+1} = \frac{1}{\gamma_{k+1}} (\tilde{\varsigma}_{k+1} - \tilde{\varsigma}_{k+2}),
$$

where $u(\cdot)$ is the solution of the Poisson equation (see Lemma 2). It is easy to verify that $H(\theta_k, X_{k+1}) - h(\theta_k) = e_{k+1} + \nu_{k+1} + \varsigma_{k+1}$ holds.

(ii) By (18a), we have

$$
\mathbb{E}(e_{k+1} \mid F_k) = \mathbb{E}(u_{\theta_k}(X_{k+1}) \mid F_k) - P_{\theta_k} u_{\theta_k}(X_k) = 0.
$$

Hence, $\{e_k\}$ forms a martingale difference sequence. It follows from (B2) that

$$
\sup_{k \geq 0} \mathbb{E}(\|e_{k+1}\|^p \mid F_k) \mathbf{1}_{\{\|\theta_k - \theta_0\| \leq \rho\}} < \infty,
$$

completing the proof of part (ii).
Substitution into (19) yields
\[ \begin{align*}
\| l(\theta_k, X_k) \| & \leq \mathbb{E}(\| u_{\theta_k}(X_{k+1})u_{\theta_k}(X_{k+1})^\top \| \, | \, \mathcal{F}_k) + \| P_{\theta_k}u_{\theta_k}(X_k)P_{\theta_k}u_{\theta_k}(X_k)^\top \| < c_1.
\end{align*} \]

For any \( \theta_k, \theta_k' \in \Theta \),
\[ \begin{align*}
\| l(\theta_k, X_k) - l(\theta_k', X_k) \| & \leq \mathbb{E}(\| u_{\theta_k}(X_{k+1})u_{\theta_k}(X_{k+1})^\top - u_{\theta_k'}(X_{k+1})u_{\theta_k'}(X_{k+1})^\top \| \, | \, \mathcal{F}_k) \\
& + \| P_{\theta_k}u_{\theta_k}(X_k)P_{\theta_k}u_{\theta_k}(X_k)^\top - P_{\theta_k'}u_{\theta_k'}(X_k)P_{\theta_k'}u_{\theta_k'}(X_k)^\top \|, (19)
\end{align*} \]

By (B2)(ii), for any \( \eta \in (0, 1) \),
\[ \begin{align*}
\| P_{\theta_k}u_{\theta_k}(X_k)P_{\theta_k}u_{\theta_k}(X_k)^\top - P_{\theta_k'}u_{\theta_k'}(X_k)P_{\theta_k'}u_{\theta_k'}(X_k)^\top \| & \leq \| (P_{\theta_k}u_{\theta_k}(X_k) - P_{\theta_k'}u_{\theta_k'}(X_k))P_{\theta_k}u_{\theta_k}(X_k)^\top \| \\
& + \| P_{\theta_k'}u_{\theta_k'}(X_k)(P_{\theta_k}u_{\theta_k}(X_k)^\top - P_{\theta_k'}u_{\theta_k'}(X_k)^\top) \| \\
& \leq c_2 \| \theta_k - \theta_k' \|^\eta.
\end{align*} \]

and
\[ \begin{align*}
\mathbb{E}(\| u_{\theta_k}(X_{k+1})u_{\theta_k}(X_{k+1})^\top - u_{\theta_k'}(X_{k+1})u_{\theta_k'}(X_{k+1})^\top \| \, | \, \mathcal{F}_k) & \leq \mathbb{E}(\| (u_{\theta_k}(X_{k+1}) - u_{\theta_k'}(X_{k+1}))u_{\theta_k}(X_{k+1})^\top \| \, | \, \mathcal{F}_k) \\
& + \mathbb{E}(\| u_{\theta_k'}(X_{k+1})(u_{\theta_k}(X_{k+1})^\top - u_{\theta_k'}(X_{k+1})^\top) \| \, | \, \mathcal{F}_k) \\
& \leq c_3 \| \theta_k - \theta_k' \|^\eta.
\end{align*} \]

Substitution into (19) yields
\[ \| l(\theta_k, X_k) - l(\theta_k', X_k) \| \leq M \| \theta_k - \theta_k' \|^\eta \text{ for any } \theta_k, \theta_k' \in \Theta, \]
where \( M \) is a constant.

Let \( \iota = \eta \in ((\tau' + 1)/2, 1) \). Then the conditions of Lemma 5 hold and, thus,
\[ \frac{1}{n} \sum_{k=1}^{n} l(\theta_k, X_k) - \pi_\theta_k(l(\theta_k, X)) \to 0 \text{ almost surely}, \]
where \( \pi_\theta_k(l(\theta_k, X)) = \int_{\mathbb{R}} l(\theta_k, x) \pi_{\theta_k}(x) \, dx \). On the other hand, we have
\[ \| \pi_{\theta_k}(l(\theta_k, X)) - \pi_\theta(l(\theta, X)) \| \leq \| \pi_{\theta_k}(l(\theta_k, X) - l(\theta_\ast, X)) \| + \| \pi_\theta(l(\theta_\ast, X)) - \pi_\theta(l(\theta_\ast, X)) \| \leq M \| \theta_k - \theta_\ast \|^\eta + \| \pi_\theta(l(\theta_\ast, X)) - \pi_\theta(l(\theta_\ast, X)) \|. \]

Given \( \theta_k \to \theta_\ast \) almost surely, the first term goes to 0 almost surely as \( k \to \infty \). By condition (A3), which implies that the conditions of Proposition 1.3.6 of Atchadé et al. (2011) hold, \( \pi_\theta_k(l(\theta_k, X)) - \pi_\theta(l(\theta_\ast, X)) \to 0 \) almost surely. Thus, \( \| \int_{\mathbb{R}} l(\theta_k, x) \, d\pi_{\theta_k}(x) - \int_{\mathbb{R}} l(\theta_\ast, x) \, d\pi_{\theta}(x) \| \to 0 \) almost surely and
\[ \frac{1}{n} \sum_{k=1}^{n} l(\theta_k, X_k) \to \int_{\mathbb{R}} l(\theta_\ast, x) \, d\pi_{\theta}(x) = \Gamma \text{ almost surely} \] (20)

for some positive definite matrix \( \Gamma \). This completes the proof of part (iii).
(iv) By condition (A4) we have
\[ \frac{\gamma_{k+2} - \gamma_{k+1}}{\gamma_{k+1}} = O(\gamma_{k+2}^\tau) \]
for some value \( \tau \in [1, 2) \). By (18), (B2)(i), and (B2)(ii), there exists a constant \( c_1 \) such that
\[ \|v_{k+1}\| \leq c_1 \|\theta_{k+1} - \theta_k\| + O(\gamma_{k+2}) \]
holds, which implies, by (1), that there exists a constant \( c_2 \) such that
\[ \|v_{k+1}\| \leq c_2 \gamma_{k+1}. \]

Therefore,
\[ E\left( \frac{\|v_k\|^2}{\gamma_k} \right) I_{\{\|\theta_k - \theta_0\| \leq \rho\}} \rightarrow 0. \]
This completes the proof of part (iv).

(v) A straightforward calculation shows that
\[ \gamma_{k+1} \varsigma_{k+1} + \tilde{\varsigma}_{k+1} = \gamma_{k+2} P_{\theta_k} u_{\theta_k}(X_k) - \gamma_{k+2} P_{\theta_k+1} u_{\theta_k+1}(X_{k+1}). \]
By (B2), \( E(\|P_{\theta_k} u_{\theta_k}(X_k)\|) \) is uniformly bounded with respect to \( k \). Therefore, (v) holds.

B.2. Proof of Theorem 2

To prove Theorem 2, we introduce Lemma 6, which is a combined restatement of Theorem D.6.4 of Meyn and Tweedie (2009, p. 563) and Theorem 1 of Pelletier (1998).

**Lemma 6.** Consider a stochastic approximation algorithm of the form
\[ Z_{k+1} = Z_k + \gamma_{k+1} h(Z_k) + \gamma_{k+1} (v_{k+1} + e_{k+1}), \]
where \( v_{k+1} \) and \( e_{k+1} \) are noise terms. Assume that \( \{v_k\} \) and \( \{e_k\} \) satisfy (ii)–(iv) given in Lemma 1, and that conditions (A2) and (A4) are satisfied. On the set \( \Lambda(z^*) = \{Z_k \rightarrow z^*\} \),
\[ \frac{Z_k - z^*}{\sqrt{\gamma_k}} \Rightarrow N(0, \Sigma), \]
where \( N \) is the Gaussian distribution and
\[ \Sigma = \int_0^\infty e^{(F + \xi t)^T} \Gamma e^{(F + \xi t)t} \, dt, \]
with \( F \) defined as in (A2), \( \xi \) defined as in (5), and \( \Gamma \) defined as in Lemma 1.

**Proof of Theorem 2.** Rewrite the SAMCMC algorithm in the form
\[ \theta_{k+1} - \theta_\ast = (\theta_k - \theta_\ast) + \gamma_{k+1} h(\theta_k) + \gamma_{k+1} \tilde{\varsigma}_{k+1}. \]
To facilitate the theoretical analysis for the random process \( \{\theta_k\} \), we define a reduced random process \( \{\tilde{\theta}_k\}_{k \geq 0} \):
\[ \tilde{\theta}_k = \theta_k + \tilde{\varsigma}_{k+1}. \]
Here \( \tilde{\varsigma}_{k+1} \) is as defined in (18c). Then, for the SAMCMC algorithm, we have
\[
\tilde{\theta}_{k+1} - \theta_* = \tilde{\theta}_k - \theta_* + \gamma_{k+1} h(\tilde{\theta}_k) + \gamma_{k+1,1} \tilde{\varsigma}_{k+1} + \tilde{\varsigma}_{k+2} - \tilde{\varsigma}_{k+1}
\]
\[
= (\tilde{\theta}_k - \theta_*) + \gamma_{k+1} h(\tilde{\theta}_k) + \gamma_{k+1} (h(\theta_k) - \tilde{h}(\theta_k)) + \tilde{\varsigma}_{k+1} - \varsigma_{k+1}
\]
\[
= (\tilde{\theta}_k - \theta_*) + \gamma_{k+1} h(\tilde{\theta}_k) + \gamma_{k+1} (h(\theta_k) - \tilde{h}(\theta_k)) + v_{k+1} + e_{k+1}
\]
where \( v_{k+1} = \gamma_{k+1} h(\theta_k) - h(\tilde{\theta}_k) \), and \( \varsigma_{k+1}, v_{k+1}, \) and \( e_{k+1} \) are defined in (18). Since \( h(\cdot) \) is Hölder continuous on \( \Theta \) (by (B3)) and \( \Theta \) is compact, there exists a constant \( M \) such that
\[
\|h(\theta_k) - h(\tilde{\theta}_k)\| \leq M\|\tilde{\theta}_k - \theta_k\|^\eta = M\|\tilde{\varsigma}_{k+1}\|^\eta \text{ for any } \eta \in (0.5, 1). \]
Thus, by (18c), there exists a constant \( c \) such that
\[
E\left[ \frac{\|h(\theta_k) - h(\tilde{\theta}_k)\|^2}{\gamma_k} \right] \leq c\gamma_{k+1} \gamma_k \to 0,
\]
which completes the proof.

B.3. Proof of Theorem 3

Let \( x = (x^{(1)}, \ldots, x^{(k)}) \) denote the samples drawn at an iteration of the population SAMCMC algorithm. Let \( P(x, y) \) and \( P(x, y) \) denote the Markovian transition kernels used in the population and single-chain SAMCMC algorithms, respectively. Let \( H(\theta, x) \) and \( H(\theta, x) \) be the parameter updating function associated with the population and single-chain SAMCMC algorithms, respectively. Let \( u = \sum_{n=0}^\infty (P^n h - h) \) be a solution of Poisson equation \( u - Pu = H - h \), and let \( u = \sum_{n=0}^\infty (\tilde{P}^n h - h) \) be a solution of Poisson equation \( u - \tilde{P} u = H - h \). Since
\[
H(\theta, x) = \frac{1}{k} \sum_{i=1}^k H(\theta, x^{(i)}),
\]
we have \( u_\theta(x) = (1/k) \sum_{i=1}^k u_\theta(x^{(i)}) \). By (18a), we further have
\[
e_{i+1} = \frac{1}{k} \sum_{i=1}^k e_{i+1}^{(i)}.
\]
Since \( x^{(1)}_{t+1}, \ldots, x^{(\kappa)}_{t+1} \) are mutually independent conditional on \( F_t \), \( e^{(1)}_{t+1}, \ldots, e^{(\kappa)}_{t+1} \) are also independent conditional on \( F_t \) and, thus, 
\[
\Gamma = \frac{\Gamma}{\kappa},
\]
which, by Theorem 2, further implies that 
\[
\Sigma_p = \frac{\Sigma_s}{\kappa},
\]
where \( \Sigma_p \) and \( \Sigma_s \) denote the limiting covariance matrices of the population SAMCMC and single-chain SAMCMC algorithms, respectively. Therefore, 
\[
(\theta^p_t - \theta_*)/\sqrt{\gamma_t} \quad \text{and} \quad (\theta^s_{\kappa t} - \theta_*)/\sqrt{\kappa \gamma_{\kappa t}}
\]
both converge in distribution to \( \mathcal{N}(0, \Sigma_p) \). By condition (A4), \( \gamma_t/(\kappa \gamma_{\kappa t}) = \kappa^{\beta-1} \), which completes the proof.
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