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Abstract

We study the question of what is computable by Turing machines equipped with time travel into the past; i.e., with Deutschian closed timelike curves (CTCs) having no bound on their width or length. An alternative viewpoint is that we study the complexity of finding approximate fixed points of computable Markov chains and quantum channels of countably infinite dimension.

Our main result is that the complexity of these problems is precisely $\Delta_2$, the class of languages Turing-reducible to the Halting problem. Establishing this as an upper bound for qubit-carrying CTCs requires recently developed results in the theory of quantum Markov maps.

1 How would time travel change the theory of computation?

A closed timelike curve (CTC) is a cycle in the spacetime manifold that is locally timelike, and that can therefore carry a particle to its own past. CTCs can formally appear in solutions to Einstein’s field equations of general relativity (as shown inadvertently by Lanczos [Lan24] and van Stockum [vS38], and explicitly by Gödel [Göd49a]). But whether they in fact exist, or can be created, is an unsolved problem of physics.

One theoretical approach to the problem lies in reasoning about how information and computation would be affected by the existence of CTCs. This approach was initiated in the work of Deutsch [Deu91], who used it to critique the conclusion (put forth, e.g., by Hawking and Ellis [HE73]) that time-travel should be impossible thanks to the “grandfather paradox”. Gödel himself spelled out this seeming contradiction:

“[B]y making a round trip on a rocket ship in a sufficiently wide curve, it is possible in [worlds with CTCs] to travel into any region of the past, present, and future, and back again, exactly as it is possible in other worlds to travel to distant parts of space. This state of affairs seems to imply an absurdity. For it enables one, e.g. to travel into the near past of those places where he has himself lived. There he would find a person who would be himself at some earlier period of his life. Now he could do something to

---

*An earlier unpublished version of this paper [ABG16] contained an erroneous proof of the main theorem, [ABG16, Theorem 10]. The error, discovered in [Raa23], was asserting $\|A\|_F \leq \|A\|_{tr}$ in [ABG16, Proposition 8]. The present work provides a correction in Theorem 3.3.
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this person that, by his memory, he knows has not happened to him. This and similar contradictions...'”

— Kurt Gödel [Göd49b]

In Hawking and Ellis’s version, the time-traveler journeys to his past and then prevents himself from embarking on the journey. Deutsch modeled this action by a 1-bit circuit $C$, consisting entirely of a NOT gate, whose input and output wires were linked by a CTC. Hawking and Ellis’s doubts were based on the Gödelian dilemma that the time-traveling bit cannot be 0 because $C(0) = 1 \neq 0$, and it cannot be 1 because $C(1) = 0 \neq 1$. In other words, there is no $x \in \{0, 1\}$ with $C(x) = x$.

But Deutsch’s resolution was that there is a (mixed) quantum state $\rho = \frac{1}{2}|0\rangle\langle 0| + \frac{1}{2}|1\rangle\langle 1|$ with $C(\rho) = \rho$. Indeed, we don’t even “need” quantum mechanics to evade the paradox, as long as we allow the universe to have probabilistic states: a consistent possibility for the state of our time-traveling bit $x$ is “$x$ equals 0 or 1 with probability $\frac{1}{2}$ each”. More generally, if we suppose that a probabilistic (respectively, quantum) circuit $C$ with $n$ input and output bits (qubits) implements a Markov chain (quantum channel) of dimension $2^n$, then there is always an invariant distribution (mixed state) for $C$, and we get a consistent universe so long as $C$’s input/output are set to this fixed point.

Despite this resolution, Deutsch remained concerned with another philosophical paradox of CTCs, related to the creation of knowledge. He imagined a time-traveler $M$ who takes the proof of a difficult mathematical theorem back in time to the person $P$ who supposedly first discovered it. $P$ receives the proof from $M$ and publishes it; later, this allows $M$ to take the published proof back in time to give to $P$. But... who thought of the proof?

Deutsch sketched a computational version of this paradox that suggested a CTC capable of sending polynomially many bits a polynomial amount of time into the past could be used to solve NP-complete problems. This philosophical anomaly was arguably heightened when Bacon [Bac04] precisely formalized a “Deutschian” model of computation with CTCs and indeed showed it contained the complexity class $\text{NP}$ (see also work of Brun [Bru03] and Aaronson [Aar05a]). Whether this finding should count as evidence against the existence of CTCs is up for debate. Nevertheless, in this paper we will mostly take for granted the “Deutschian” model of CTC-computation and ask: What computational tasks can it solve when no complexity resources (time, space) are imposed? That is, what is the computability theory of CTCs?

2 The complexity of probabilistic/quantum programming

For readers uninterested in time travel, we present an alternative motivation for the problems studied in this paper. In short, these questions can be viewed as reasoning about the computational complexity of problems associated to infinite-dimensional computable Markov chains — and their generalization, quantum channels.

Formal reasoning about probabilistic programming has a long history in theoretical computer science. Already the seminal work of Kozen [Koz79] recognized the subtlety arising in the analysis of randomized programs that run for an a priori unbounded amount of time, and hence have no finite bound on the number of random variables they involve. (Indeed, Kozen invoked nontrivial ergodic theory of Banach spaces to give semantics to such programs.)

— Unlike Hawking and Ellis, Gödel did not think that the “grandfather paradox” was a compelling reason to discard the possibility of CTCs. The above quotation continues: “... however, in order to prove the impossibility of the worlds under consideration, presuppose the actual feasibility of the journey into one’s own past. However, the velocities that would be necessary in order to complete the voyage in a reasonable length of time are far beyond everything that can be expected ever to become a practical possibility. Therefore, it cannot be excluded a priori, on the ground of the argument given, that the space-time structure of the real world [contains CTCs].”

2 Except in Section 9, where we will investigate the alternative “postselecting” model of CTCs.
Formal verification of properties of probabilistic programs has been an active area of research since the early '80s [HSP83, SPI84]. As with deterministic programs, an important challenge is to develop methods for proving termination. But this is a more nuanced issue when randomness is involved: a probabilistic program might terminate with some probability between 0 and 1; or, it might terminate with probability 1 but run for infinitely many steps in expectation. See, e.g. [BG05] for some discussion, including connections with infinite-dimensional Markov chains.

Of course, deciding if a general deterministic program terminates is the Halting problem, complete for \( \text{RE} \). Still, one seeks heuristics and restricted cases in which termination is efficiently provable. As described in [KKM19], researchers working on the analogous problem for deciding “almost sure (probability 1) termination” of probabilistic programs (e.g. [EGK12, CS13, KKMO16]) found this to be “more involved to decide”. And indeed, Kaminski, Katoen, and Matheja [KKM19] recently showed there is a sense in which this is provably so: they showed that deciding if a given TM \( M \) (running on a blank tape) halts with probability 1 is \( \Pi_2 \)-complete; and, deciding if it has finite expected running time is \( \Sigma_2 \)-complete. Here \( \Sigma_2 \) is \( \text{RE}^\text{RE} \), the class of problems semidecidable with a \text{HALT} oracle, and \( \Pi_2 = \text{co-}\Sigma_2 \).

The results in this work are of a related flavor. CTCs carrying classical bits give rise to computable Markov chains on a countably infinite state space (and such objects are almost the same thing as TMs running on a blank tape). The problem we’re concerned with is (approximately) finding an invariant distribution, assuming one exists. Somewhat surprisingly, we show that this task is complete for \( \Delta_2 = \Sigma_2 \cap \Pi_2 \); that is, while it’s fundamentally harder than the Halting problem, it’s fundamentally easier than deciding almost sure termination of TMs (and easier, as we also show in Section 8, than related Markov chain tasks such as classifying states as positive recurrent/null recurrent/transient).

Our most technical theorem (motivated by qubit-carrying CTCs) extends the above result to computable quantum channels on an infinite-dimensional Hilbert space. It shows the same \( \Delta_2 \)-completeness of finding an (approximate) invariant state for a given channel, assuming one exists. This result requires some very recent quantum Markov map technology (e.g. [Gir22]), and we suggest formal verification of properties of quantum programs as a potentially fruitful avenue for future work. (See, e.g. [Yin12] for a start.)

### 3 CTC computation definitions and prior work

The formal definition of the “Deutschian” model of computing with closed timelike curves comes from Deutsch [Deu91], Bacon [Bac04], and Aaronson [Aar05a]. Herein we present it directly in terms of Markov chains and quantum channels.

A CTC may be characterized by three properties:

- Whether it carries classical bits or qubits. This corresponds to whether the CTC corresponds to a Markov chain or to a quantum channel.
- Its width \( w \), meaning the number of (qu)bits it can carry. The dimensions of the resulting chain/channel are indexed by \( W := \{0,1\}^w \).\(^3\) When \( w \) is “unbounded”, we identify \( W \) with \( \{0,1\}^\ast \).
- Its length \( \ell \); i.e., the temporal distance it sends (qu)bits back in time. One way this affects CTC computation is that \( O(\ell) \) is an upper bound on the bit-complexity of all entries in the matrix representing the chain/channel.

\(^3\)In fact, there is no special reason to insist that dimensions be a power of 2, but we do so for expositional simplicity; in any case, it is known [OS14, OS18] not to matter.
In this work, our chief interest is the case when $w$ and $\ell$ are unbounded.

Given a CTC, one can define associated models of computation for deciding whether a string $x \in \{0,1\}^n$ is in a language (or promise problem) $L$. To warm up, in (i)–(iii) below we describe potential models for CTCs carrying finitely many bits. We'll subsequently discuss the changes needed for CTCs carrying qubits, and then finally our main interest: the case of unboundedly many (qu)bits.

(i) On input $x$, an algorithm $A_1$ gets to output the description of a probabilistic Turing machine $C_x$ that computes a map $\{0,1\}^w \rightarrow \{0,1\}^w$. This $C_x$ must have the property that it halts with probability 1 on all inputs.

(ii) This $C_x$ naturally defines a Markov chain on state space $W = \{0,1\}^w$ with transition matrix $P_x$. As is well known, there is at least one probability distribution on $W$ that is invariant for $P_x$.”Nature” selects one such invariant distribution $\pi$ (arbitrarily), and then draws one sample $u \sim \pi$.

(iii) A second algorithm $A_2$ takes $x$ and $u$ as input, computes, and makes an accept/reject decision about $x \in L$.

To fully specify the resulting CTC-assisted complexity class, we need to specify the complexity allowed for algorithms $A_1$, $C_x$, and $A_2$, as well as the allowed probability of error in the final decision about $x \in L$ (zero error, bounded error of $1/3$, etc.). Having specified all this, the main question to be answered is

“What is the complexity class $F$ of languages decided in the resulting CTC-assisted model?”

**Remark 3.1.** Given prior work, the answer to this question about $F$ appears to be primarily controlled by the complexity of $C_x$ and the value of $w$ (which, recall, we are so far assuming is finite). The error probability is also sometimes of importance. The complexity of $A_1$ and (especially) $A_2$ are not particularly important, as long as they are not extravagant compared to the complexity of $C_x$. In other words, determining $F$ mainly seems to be about understanding the computational complexity of (approximate) invariant distributions for $W$-state Markov chains computed by programs of $C_x$’s type.

3.1 Prior work

Let us illustrate Remark 3.1 while discussing several prior works.

**Deterministic $C_x$ with $w = \text{poly}(n)$**. Suppose that $w = \text{poly}(n)$, $C_x$ is required to be deterministic $\text{poly}(n)$ time, and zero error is allowed. We also assume $A_1$ and $A_2$ are deterministic $\text{poly}(n)$ time. In this case, Aaronson and Watrous showed (see [AW09, Sec. 3]) the resulting CTC-assisted complexity class $F$ is $\text{PSPACE}$. For the lower bound $\text{PSPACE} \subseteq F$, the basic insight is that the

---

4To be formal, we specify that probabilistic Turing machines “toss a probability 1/2 coin” on each step. One could also allow the other standard model, transition probabilities from a fixed finite set of rationals, but in all models studied this won’t make any difference; see e.g. discussion in [OS14].

5These steps do not explicitly mention time travel or CTCs (none of our CTC-assisted models will), so let us briefly explain the connection between (i)–(iii) and CTCs at an intuitive level. Suppose a programmer with access to a CTC is trying to solve a computational problem. In (i), they choose the transformations applied to the time-traveling bits (the bits carried by the CTC). In (ii), Nature selects a state $\pi$ that is causally consistent with these transformations—i.e., a fixed point of the CTC. Finally, the programmer receives a sample $u \sim \pi$, and, in (iii), performs post-processing to make an accept/reject decision. Thus the goal of the CTC programmer is to transform the time-traveling bits so that Nature performs a useful computation on their behalf.
computation of an arbitrary \( \text{PSPACE} \) machine \( M \) on an input \( x \in \{0, 1\}^n \) has only exponentially many possible configurations; hence these configurations are expressible with \( w = \text{poly}(n) \) bits.

Then there is an associated Markov chain on configurations — which has all transition probabilities equal to 0 or 1 — that the CTC-assisted computation can build and use to determine the outcome of \( M(x) \). Note that in this case, the complexity of \( A_1 \) (which uses \( x \) to build \( C_x \) for the chain) is rather minimal — \( O(n) \) time in a multitape TM model. The complexity of \( A_2 \) is even less — one can arrange for it to be \( O(1) \) time. More interestingly, it suffices for the complexity of \( C_x \) to be quite low; \cite{AW09} points it out can be in \( \text{AC}^0 \).

The upper bound, \( \mathcal{F} \subseteq \text{PSPACE} \), relies on the following: (a) that “deterministic Markov Chains” have very simple-to-understand invariant distributions, namely the uniform distribution on cycles (and mixtures thereof); (b) that one can find a vertex in a cycle in an (implicitly represented) \( 2^{\text{poly}(n)} \)-state graph in \( \text{poly}(n) \) space; (c) that the CTC computation’s error probability is required to be 0. Note here that since the upper bound being proven is \( \text{PSPACE} \), it is perfectly fine to allow \( A_1, A_2, \) and \( C_x \) to run in \( \text{PSPACE} \).

**Probabilistic \( C_x \) with \( w = \text{poly}(n) \).** Perhaps more natural is to allow bounded error, and \( C_x \) to be a *probabilistic* \( \text{poly}(n) \)-time algorithm; then one gets \( W \)-state Markov chains with a wide range of transition probabilities, not just 0 and 1. (One might then also allow \( A_1 \) and \( A_2 \) to be probabilistic, but this makes little difference.) This was indeed the original model considered in \cite{Aar05a} (along with a quantum analogue). It turns out that here \( \mathcal{F} \) is still \( \text{PSPACE} \), but this new upper bound — due to Aaronson and Watrous \cite{AW09} — is noticeably more sophisticated.

One needs a \( \text{PSPACE} \) algorithm for (approximately) finding an invariant distribution for a Markov chain with an (implicitly specified) transition matrix \( P \) of dimension \( W = 2^{\text{poly}(n)} \). Aaronson and Watrous give such an algorithm even in the strictly more general case of a quantum channel. Roughly speaking, they identify a \( W \)-dimensional operator \( \mathcal{E} \) that projects any initial probability distribution onto its limiting invariant distribution; then they show that \( \mathcal{E} \) can be computed in \( \text{NC} \), hence \( \text{polylog}(W) = \text{poly}(n) \) space. Incidentally, this relies on the fact that the nonzero entries of \( P \) are at least \( \exp(-\text{poly}(n)) \), which in turn relies on \( C_x \) being \( \text{poly}(n) \)-time (which in turn is forced if the CTC has \( \text{poly}(n) \) “length”). One can also deduce from Aaronson and Watrous’s work that \( C \) is still contained in \( \text{PSPACE} \) even if *unbounded* error probability is allowed.

**Probabilistic (and quantum) computation, \( w = 1 \), and postselection.** As raised in \cite{AW09}, the case of the narrowest possible CTC, \( w = 1 \), is particularly interesting. As observed by Sáy and Yakaryılmaz \cite{SY12}, if the combination of \( C_x \)’s computation type and the overall error model is complexity class \( \mathcal{C} \), then the resulting 1-bit-CTC-assisted class \( \mathcal{F} \) is generally \( \text{PostC} \), the “postselected” version of class \( \mathcal{C} \). The notion of “postselecting” a class \( \mathcal{C} \) was first introduced by Aspnes, Fischer, Fischer, Kao, and Kumar \cite{AFF+01} under the name “conditional probabilistic computation” (although it is essentially equivalent to the earlier “path operator” of Hem, Hemaspaandra, and Thierauf \cite{HHT93}). It was independently introduced and named “postselection” by Aaronson \cite{Aar04a, Aar05b}. Known results are \( \text{PostPP} = \text{PP}_{\text{path}} = \text{PP} \left[ \text{Sim75, AFF+01} \right], \text{PostZPP} = \text{NP} \cap \text{coNP} \left[ \text{SY12} \right], \text{PostRP} = \text{NP} \left[ \text{HHT97} \right], \) and \( \text{PostBPP} = \text{BPP}_{\text{path}} \) (see \cite{HHT93, HHT97, AFF+01, BMI03, Aar04b}). This last class is somewhat lesser known; it satisfies \( \text{MA} \cup \text{P}^{\text{NP}}_{\parallel} \subseteq \text{BPP}_{\text{path}} \subseteq \text{BPP}^{\text{NP}}_{\parallel} \), and it equals \( \text{NP}^{\text{NP}}_{\parallel} \) under a standard derandomization assumption \cite{SU06}. As consequences, we get that for 1-bit CTCs, if \( C_x \) is probabilistic \( \text{poly}(n) \) time, then the resulting CTC-assisted class \( \mathcal{F} \) is \( \text{NP} \cap \text{coNP} \) (respectively, \( \text{NP}, \text{BPP}_{\text{path}}, \text{PP} \)) if the model has zero (respectively, bounded 1-sided, bounded 2-sided,
unbounded\(^6\) error. Finally, Aaronson [Aar04a] proved that PostBQP = PP. This implies [SY12] that if we have a (still classical) 1-bit CTC, the four Markov chain transition probabilities are computed by a poly\(n\)-time quantum algorithm \(C_x\)^7, and we have bounded 2-sided error, then the resulting CTC-assisted class \(\mathcal{F}\) is PP.

**Logarithmic \(w\).** One more natural setting is \(w = O(\log n)\), meaning the CTC’s Markov chain has \(\text{poly}(n)\) states. It was shown in [OS14] that all the resulting classes \(\mathcal{F}\) are unchanged from their \(w = 1\) counterparts.

### 3.2 Qubit-carrying CTCs

We now discuss how to modify definitions to accommodate CTCs carry qubits (as in the original model of Deutsch [Deu91]). Here, the \(W\)-state Markov chain \(P_x\) gets replaced by a quantum channel (completely positive, trace-preserving linear map) \(\Psi_x\), mapping mixed states on \(\mathbb{C}^W\) to mixed states on \(\mathbb{C}^W\). Continuing to assume \(W\) is finite, any such channel \(\Psi_x\) has at least one invariant state\(^8\), and the model of CTC-assisted computation is as in (i)–(iii) above, except that rather than \(u\), algorithm \(A_2\) gets one copy of an invariant state \(\rho\) for \(\Psi_x\).

Clearly, the algorithms \(C_x\) and \(A_2\) must now be capable of operating on qubits. (As for algorithm \(A_1\), it is more like the “uniformity algorithm” for \(C_x\), and it’s typically sufficient/natural for it to be deterministic poly\(n\) time.) \(\Psi_x\) is perhaps most natural to allow \(C_x\) and \(A_2\) to be poly\(n\)-sized “general” quantum circuits [Wat11], meaning unitary circuits (as in Footnote 7) with ancilla and measurement gates.

Somewhat interestingly, although quantum channels strictly generalize Markov chains, we are not aware of any natural CTC-assisted model in which the ability to send qubits instead of bits fundamentally increases computational power. For instance, as mentioned, Aaronson and Watrous [AW09] showed that when \(w = \text{poly}(n)\), the resulting complexity class \(\mathcal{F}\) is still \(\text{PSPACE}\). Similarly, it was shown in [OS18] that CTCs with qubit width \(w = O(\log n)\) — i.e., quantum channels of \(\text{poly}(n)\) dimension — still just allow for \(\mathcal{F} = \text{PP}\).

### 3.3 Infinite-dimensional chains and channels

Now we come to the subject of the present paper: CTCs of unbounded width and length. Again, let us first focus on the case of CTCs carrying classical bits; i.e., Markov chains of (countably) infinite dimension.

A significant difference between the finite- and infinite-dimensional cases is that a Markov chain on an infinite set of states need not have any invariant distribution. For a simple family of examples, fix \(p \in [0, 1]\) and consider the Markov chain with state space \(Z\) in which \(u \in Z\) transitions to \(u + 1\) with probability \(p\) and to \(u - 1\) with probability \(1 - p\). It is easy to show that there is no probability distribution on \(Z\) left invariant by this chain (although arguably this is for two different “reasons” depending on whether or not \(p = 1/2\) and hence whether the chain is transient or null recurrent; see Section 4.1).

\(^6\)Bounded 1-sided error: “yes” inputs accepted with probability exceeding 2/3, no inputs accepted with probability equal to 0. Bounded 2-sided error: change “equal to 0” to “less than 1/3”. Unbounded 2-sided error: change both 2/3 and 1/3 to 1/2.

\(^7\)That is, \(C_x\) is a unitary circuit defined by \(A_1(x)\), it takes in one qubit in a computational basis state, it uses \(\text{poly}(n)\) ancillas and gates from a fixed rational universal gateset, and its classical output is given by measuring its first wire and discarding the remaining qubits.

\(^8\)In quantum contexts, “state” will henceforth always mean “mixed state”.

---

6 Bounded 1-sided error: “yes” inputs accepted with probability exceeding 2/3, no inputs accepted with probability equal to 0. Bounded 2-sided error: change “equal to 0” to “less than 1/3”. Unbounded 2-sided error: change both 2/3 and 1/3 to 1/2.

7 That is, \(C_x\) is a unitary circuit defined by \(A_1(x)\), it takes in one qubit in a computational basis state, it uses \(\text{poly}(n)\) ancillas and gates from a fixed rational universal gateset, and its classical output is given by measuring its first wire and discarding the remaining qubits.

8 In quantum contexts, “state” will henceforth always mean “mixed state”.

---
In light of this, to define CTC-assisted computation, we simply stipulate that the Markov chain induced by the CTC have at least one invariant distribution. Thus the model of computation will be fixed as follows:

(i) On input $x$, a deterministic algorithm $A_1$ must halt and output the description of a probabilistic Turing machine $C_x$ that computes a map $\{0,1\}^* \rightarrow \{0,1\}^*$. This $C_x$ must have the property that it halts with probability 1 on all inputs. Moreover, the Markov chain $P_x$ on $\{0,1\}^*$ induced by $C_x$ must have at least one invariant distribution.

(ii) “Nature” selects an invariant distribution $\pi$ for $P_x$ (arbitrarily), and then draws one sample $u \sim \pi$.

(iii) A second probabilistic TM $A_2$ (required to halt with probability 1 on all inputs) takes $x$ and $u$ as input, computes, and makes an accept/reject decision about $x \notin L$.

Except for the issue of error probability, this completely defines the model of classical CTC-assisted computation $F$ we will study in this work. Our first main theorem will be:

**Theorem 3.2.** In our model of classical CTCs of unbounded width and length, regardless of whether $F$ is defined with zero error, bounded error, or unbounded error, we have $F = \Delta_2$.

Next we discuss computation with qubit-carrying CTCs of unbounded width and length. These induce quantum channels over Hilbert spaces of (countably) infinite dimension. As these strictly generalize infinite-dimensional Markov chains, we again have the issue that there need not be an invariant state; so, we again impose the requirement that the channel have at least one invariant state. Thus our model is:

(i) On input $x$, a deterministic algorithm $A_1$ must halt and output the description of a general quantum Turing machine $C_x$ (with the ability to add ancillas and do measurements) that computes a quantum channel from $\ell_2(\{0,1\}^*)$ to $\ell_2(\{0,1\}^*)$. This $C_x$ must have the property that it halts with probability 1 on all inputs. Moreover, the quantum channel $\Psi_x$ induced by $C_x$ must have at least one invariant state.

(ii) “Nature” selects an invariant state $\rho$ for $\Psi_x$ (arbitrarily).

(iii) A second general quantum TM $A_2$ (required to halt with probability 1 on all inputs) takes $x$ and $\rho$ as input, computes, and makes an accept/reject decision about $x \notin L$.

Before addressing the question of precisely defining the quantum Turing machine model, we state our second main theorem:

**Theorem 3.3.** In our model of quantum CTCs of unbounded width and length, regardless of whether $F$ is defined with zero error, bounded error, or unbounded error, we have $F = \Delta_2$.

In particular, once again we find that allowing CTCs to carry qubits rather than bits does not allow for more computational power.

Returning to the definition of quantum Turing machines: Even the most thorough definition of quantum TMs we know of (perhaps [Wat99]) does not address quantum TMs that: (a) may run for an unbounded amount of time; (b) may take non-unitary actions. Thus it might seem our definition is a little underspecified. To avoid a lengthy digression into quantum TM definitions, we will continue to leave it underspecified, subject to the following explanations. First, the lower bound
Theorem 3.3 is already covered by the lower bound in Theorem 3.2, since any reasonable definition of computable quantum channels will include computable Markov chains as a special case. Second, for the upper bound $\mathcal{F} \subseteq \Delta_2$ in Theorem 3.3, all we will need is the following basic assumption, which will be satisfied by any reasonable definition of computable quantum channels:

**Assumption.** A computable quantum channel over $\ell_2(\{0,1\}^*)$ has the following property: There is a deterministic TM that, given as input the classical description of a finitely supported state $\rho$ on $\ell_2(\{0,1\}^*)$ having entries from $\mathbb{Q}[i]$, as well as a rational $\epsilon > 0$, outputs the classical description of a finitely supported matrix $\sigma$ with entries from $\mathbb{Q}[i]$ satisfying $\|\sigma - \Psi(\rho)\|_1 \leq \epsilon$.

**Remark 3.4.** As followup to this work, Raat [Raa23] showed that in a model where CTCs are allowed to nest up to depth $d$, Theorems 3.2 and 3.3 have extensions in which $\Delta_2$ is replaced by $\Delta_{d+1}$.

### 4 Preliminaries on Markov chains, quantum channels, and the arithmetical hierarchy

#### 4.1 Markov chains

We briefly recap some basic theory of Markov chains with countably infinite state spaces (see, e.g., [Nor98, Por24]).

We take the set of states to be $\mathbb{N}$, without loss of generality. For a vector $v \in \mathbb{R}^\mathbb{N}$ we write $\|v\|_1 = \sum_{j \in \mathbb{N}} |v_j|$. A probability distribution on states $\pi$ is considered to be a nonnegative row vector in $\mathbb{R}^\mathbb{N}$ with $\|\pi\|_1 = 1$. A Markov chain is defined by its transition operator $P \in \mathbb{R}^{\mathbb{N} \times \mathbb{N}}$; this is any stochastic matrix, meaning one with nonnegative entries and rows summing to 1. We remark that $P$ is contractive with respect to $\|\cdot\|_1$: $\|vP\|_1 \leq \|v\|_1$ always. An invariant distribution for the Markov chain is a distribution $\pi$ satisfying $\pi P = P$. In general, $P$ need not have any invariant distribution.

For $x \in \mathbb{N}$, let $T_x$ denote the $(\mathbb{N}^+ \cup \{\infty\})$-valued random variable counting the number of steps it takes for the Markov chain to first return to $x$ when starting from $x$. Now the set of states for the Markov chain is partitioned as $\mathbb{N} = T \sqcup R_0 \sqcup R_+$, where:

- $T$ is the set of *transient* states, the $x \in \mathbb{N}$ for which $\Pr[T_x < \infty] < 1$.
- $R_0$ is the set of *null recurrent* states, the $x \in \mathbb{N}$ which have $\Pr[T_x < \infty] = 1$ but $\mathbb{E}[T_x] = \infty$.
- $R_+$ is the set of *positive recurrent* states, the $x \in \mathbb{N}$ which have $\mathbb{E}[T_x] < \infty$.

All invariant distributions for a chain are supported on its positive recurrent states; indeed, an alternative definition for a state $x$ being positive recurrent is that there exists an invariant distribution with nonzero probability mass on $x$.

By a computable Markov chain, we refer to a Markov chain induced by a probabilistic Turing machine that halts with probability 1 on all inputs.

#### 4.2 Quantum channels

Let $\mathcal{H}$ be a separable Hilbert space. A (mixed, normal) quantum state $\rho$ is a positive semidefinite operator on $\ell_2$ with $\|\rho\|_1 = 1$, where $\|\cdot\|_1$ is the trace norm defined by $\|X\|_1 = \text{tr} \sqrt{X^\dagger X}$. We write $\mathcal{B}_1(\mathcal{H})$ for the trace class operators on $\mathcal{H}$, meaning those linear operators $X : \mathcal{H} \to \mathcal{H}$ with
\[ \|X\|_1 < \infty. \] A quantum channel on \( \ell_2 \) will mean a linear operator \( \Psi \) on \( \mathcal{B}(\mathcal{H}) \) that is completely positive and trace-preserving. Equivalently, \( \Psi(X) = \sum_j M_j X M_j^\dagger \) for some sequence of \( M_j \in \mathcal{B}(\mathcal{H}) \) with \( \sum_j M_j^\dagger M_j = 1 \), where \( \mathcal{B}(\mathcal{H}) \) denotes the set of bounded linear operators on \( \mathcal{H} \). Such channels are again contractive with respect to \( \| \cdot \|_1 \): \( \| \Psi(X) \|_1 \leq \|X\|_1 \) always. As with Markov chains, we often think of taking a starting state \( \rho_0 \) and repeatedly applying the channel, forming \( \rho_t = \Psi^t(\rho_0) \).

An invariant state for \( \Psi \) is a quantum state \( \rho \) with \( \Psi(\rho) = \rho \); but again, \( \Psi \) need not have an invariant state in general.

A theory of transient, null recurrent, and positive recurrent subspaces for an infinite-dimensional quantum channel \( \Psi \) has developed over the last couple of decades; see, e.g., [FR03, Fag04, Uma06, GK12, BN12, CP16b, CP16a, CG21, Gir22]. This is an orthogonal decomposition \( \mathcal{H} = T \oplus R \oplus R_+ \) induced by \( \Psi \), which we briefly define. First, the positive recurrent subspace \( R_+ \) may be defined as all those \( |x\rangle \) that are in the support of some invariant state for \( \Psi \). It remains to define the transient subspace \( T \), as then the null recurrent subspace \( R_0 \) may be defined as the orthogonal complement of \( T \oplus R_+ \).

Recall that a Markov chain state \( x \) is transient if the expected number of visits to \( x \) when starting from \( v \) is bounded uniformly in \( v \). The definition of the transient subspace for a quantum channel generalizes this. Consider for a positive \( A \in \mathcal{B}(\mathcal{H}) \) the quadratic form on \( \mathcal{H} \) defined by

\[
\Omega(A)[|v\rangle] := \sum_{t=0}^{\infty} \text{tr}(\Psi^t(|v\rangle\langle v|)A) \in [0, \infty].
\]

(If \( A \) is the projector onto some subspace \( X \), one may think of this as the “expected number of visits to \( X \) when starting from \( |v\rangle \)”.) If the set of \( |v\rangle \) for which \( \Omega(A)[|v\rangle] < \infty \) is dense, then \( \Omega(A) \) can be represented by a bounded PSD operator \( U(A) \). Then the transient subspace \( T \) can be defined to be all those \( |x\rangle \) in the support of some such \( U(A) \).

### 4.3 The arithmetical hierarchy

We will characterize the computational power of the CTC-assisted model with unbounded width and length using classes from the arithmetical hierarchy. For a detailed overview of the arithmetical hierarchy, see [Soa87]. Here we only briefly describe the classes of the hierarchy that we use in this paper.

The arithmetical hierarchy is the union of a sequence of classes \( \Sigma_0 \subsetneq \Sigma_1 \subsetneq \Sigma_2 \subsetneq \cdots \). These are defined as follows: \( \Sigma_0 = \mathcal{R} \), the decidable languages; and, \( \Sigma_{i+1} \) is the set of languages accepted (i.e., semi-decided) by a Turing Machine with an oracle for \( \Sigma_i \). One also defines \( \Pi_i \) as the complement of \( \Sigma_i \) and \( \Delta_i = \Sigma_i \cap \Pi_i \); the latter is equivalent to the languages decidable by a TM with an oracle for \( \Sigma_{i-1} \). We will be particularly interested in \( \Delta_2 = \mathcal{R}^\text{HALT} \). In Section 9 we will also briefly make reference to a class from Ershov’s hierarchy [Ers68], namely the “\( \omega \)-c.e. languages”. We will notate this class as \( \mathcal{R}_\|^{\text{HALT}} \), since it is also known [Car77] to be equivalent to the class of languages that truth-table reduce to the Halting problem. Ershov showed that \( \mathcal{R}_\|^{\text{HALT}} \subsetneq \Delta_2 \).

### 5 Our lower bound for CTC-assisted computation

In this section we prove the lower bound in Theorem 3.2, namely:

**Theorem 5.1.** Every language \( L \in \Delta_2 \) is decidable with zero error in the classical CTC-assisted computation model of Section 3.3.

As a warmup, we first prove:
Proposition 5.2. Theorem 5.1 holds for \( L = \text{Halt} \).

Proof. Let \( P_\perp \) denote the following Markov chain on \( \mathbb{N} \): each state \( u \in \mathbb{N} \) transitions to \( u + 1 \) with probability \( 1/2 \) and to \( 0 \) with probability \( 1/2 \). It is easy to show \( P_\perp \) has an invariant distribution (indeed, it has a unique one, \( (1/2, 1/4, 1/8, \ldots) \)). Let \( P_\perp^{(u)} \) be the variant of \( P_\perp \) in which the transitions out of state \( u \) are replaced with a self-loop. It is easy to show that \( P_\perp^{(u)} \) has as its unique invariant distribution as the one that puts 100% probability on \( u \).

Now to decide whether an input Turing Machine \( M \) halts (on blank input tape), our algorithm \( A_1 \) will prepare a Turing machine \( C_X \) that implements \( P_\perp^{(u)} \) if \( M \) halts precisely on the \( v \)th time step, and implements \( P_\perp \) otherwise. (There is indeed an easy \( C_X \) that implements this: on input \( u \), it simply simulates \( X \) for \( u \) steps to see if it halts precisely at time \( u \). If so, it outputs \( u \); otherwise it outputs \( 0 \) or \( u + 1 \) with probability \( 1/2 \) each.) Finally, upon receiving sample \( v \) from the invariant distribution of the chain defined by \( C_X \), our algorithm \( A_2 \) simulates \( X \) for \( v \) steps and accepts if and only if \( X \) has halted by then.

Obviously, if \( X \) does not halt then the overall algorithm can never wrongly accept. On the other hand, if \( X \) halts at some time \( v \), then \( C_X \) will implement \( P_\perp^{(v)} \), so \( v \) will equal \( v \) with certainty and \( A \) will always accept. \( \square \)

We now prove Theorem 5.1.

Proof. Let \( M_1, M_2, \ldots \) be a computable enumeration of all Turing machines, and let \( h_j \in \mathbb{N} \cup \{ \infty \} \) denote first time step on which \( M_j \) halts (when run on a blank tape), or \( \infty \) if \( M_j \) does not halt. Also, define \( f : (\mathbb{N} \cup \{ \infty \}) \to \{0, 1\} \) by \( f(H) = 1 \) iff \( H \neq \infty \), so that \( f(h_j) \) is the 0-1 indicator for whether \( M_j \) halts.

Let us say that a TM is augmented with a “special” tape if it gets access to a read-only tape in which, at the \( j \)th time step, the bit \( f(h_j) \) is appended to the end of the tape. It is an exercise to show that every language \( L \in \Delta_2 \) reduces to the task of deciding — given a TM \( X \) with special tape, promised to halt on a blank input — whether \( X \) accepts or rejects.\(^9\) We now describe our CTC-assisted way of solving this problem.

Given \( X \), the algorithm \( A_1 \) will construct a TM \( C_X \) implementing a certain Markov chain. It will be clear from our description of \( X \) that an appropriate algorithm \( A_1 \) exists. The chain’s state set will be (an appropriate encoding of) \( S_0 \sqcup S_1 \sqcup S_2 \sqcup \cdots \), where \( S_k \) is a copy of the set \( \mathbb{N}^k \). We refer to the states in \( S_k \) as “\( k \)-tuples”.

The chain restricted to \( S_k \) will somewhat resemble a \( k \)-fold product of the chains used in the proof of Proposition 5.2. Specifically, on input state \( u = (u_1, u_2, \ldots, u_k) \in S_k \), the transition algorithm \( C_X \) will do the following:

1. For each \( j \in [k] \), run \( M_j \) to see if it halts precisely on the \( j \)th step; i.e., if \( h_j = u_j \). If so, define bit \( g_j = 1 \); otherwise, define \( g_j = 0 \). (This is a “guess” for the true value \( f(h_j) \).)

2. Simulate \( X \) for \( k \) steps, using \( g_j \) as the \( j \)th value placed on its special tape.

3. If \( X \) has not halted by then, \( C_X \) will output \((0, 0, \ldots, 0) \in S_{k+1} \).

4. Otherwise, \( C_X \) acts component-wise on \( u \) as in Proposition 5.2. That is, it outputs \((u'_1, \ldots, u'_k) \in S_k \) where:

\[
 u'_j = \begin{cases} 
 u_j, & \text{if } g_j = 1; \\
 0 \text{ or } u_j + 1 \text{ with probability } 1/2 \text{ each}, & \text{if } g_j = 0.
\end{cases}
\]

\(^9\)This exercise is similar to the well-known fact that computing Chaitin’s constant \( \Omega \) \cite{cha75} is \( \Delta_2 \)-hard (indeed, it’s \( \Delta_2 \)-complete).
Finally, upon receiving some sample \( \mathbf{v} = (v_1, v_2, \ldots, v_\ell) \) from an invariant distribution for the chain, algorithm \( A_2 \) performs the same Steps 1–2 above as \( C_X \), and then accepts or rejects as \( X \) does. (We will argue that \( X \) always halts within \( \ell \) steps in \( A_2 \)'s simulation.)

We will now argue two things to complete the proof. First, we'll show that the chain defined by \( C_X \) always has at least one invariant distribution, as required. Second, we'll show that any tuple \( v = (v_1, \ldots, v_m) \) in the support of an invariant distribution must be a valid tuple, meaning one with the following two properties:

(i) \( v_j = h_j \) for all \( j \in [m] \) with \( h_j \neq \infty \);

(ii) \( m \) is at least the true running time of \( X \).

This will indeed complete the proof, as it is clear that \( A_2 \) will simulate \( X \) successfully whenever it is given a valid tuple (in particular, its \( g_1, \ldots, g_m \) bits will equal \( f(h_1), \ldots, f(h_m) \)).

Let us first show that the chain indeed has an invariant distribution. Let \( m \) be an upper bound on the running time of \( X \). We exhibit an invariant distribution \( \pi \) supported on \( S_m \). The distribution will simply be the product distribution \( \pi = \pi_1 \times \pi_2 \times \cdots \times \pi_m \), where \( \pi_j \) is 100% concentrated on \( h_j \) when \( h_j \neq \infty \), and otherwise \( \pi_j \) is the unique invariant distribution for \( P_j \) (from Proposition 5.2) when \( h_j = \infty \). To see that this distribution \( \pi \) is invariant, we observe how \( C_X \) acts under it. First, by construction it is easy to see that any \( v \sim \pi \) will be a valid tuple. This means that \( C_X \) will never output \( (0, 0, \ldots, 0) \in S_{m+1} \) in line 3 of its definition; rather, it will always apply line 4. Moreover, the validity implies that \( C_X \) acts just as in Proposition 5.2 for each of the \( m \) components in the tuple, confirming that \( \pi \) is indeed invariant.

It remains to verify that every invariant distribution for the chain has all its support on valid tuples. Since every invariant distribution is supported on the positive recurrent states of the chain (as explained in Section 4.1), it suffices to show that every invalid tuple is not positive recurrent. In fact, we show invalid tuples are transient.

To show this, we need to show that if the chain is started from an invalid tuple \( w = (w_1, \ldots, w_k) \), the expected total number of returns to \( w \) (over the whole trajectory) is finite. (In fact, in many cases we will show that there are no returns to \( w \).) Let us consider two cases for why \( w \) is invalid. First, suppose condition (i) holds but condition (ii) fails. In this case, when \( C_X \) gets input \( w \), all its \( g_j \) bits will match the correct values \( f(h_j) \), and hence \( C_X \) will accurately simulate \( X \) for \( k \) steps. But since (ii) fails, this is not enough time for \( X \) to halt, so \( C_X \) will output \( (0, 0, \ldots, 0) \in S_{k+1} \). Now observe that once the chain reaches \( S_{k+1} \), it can never return to \( S_k \). Thus \( w \) is certainly a transitive state in this case.

It remains to check that \( w \) is transient in the case that \( w \) is invalid because condition (i) fails. In this case, there is at least one \( j \in [k] \) with \( h_j \neq \infty \) and \( w_j \neq h_j \). Now in considering whether there is a finite number of expected returns to \( w \), we may assume that line 3 is deleted from algorithm \( C_X \), because if ever the chain enters \( S_{k+1} \), it will have no more visits to \( w \). But with this deletion, the chain behaves exactly as \( P^{(h_j)} \) (from Proposition 5.2) when restricted to just its \( J \)th component. Since \( w_j \) is easily seen to be a transient state for \( P^{(h_j)} \) (recall \( w_j \neq h_j \), the unique recurrent state in \( P^{(h_j)} \)), we conclude that there are indeed only finitely many returns to \( w \) in expectation, since there are only finitely many times when the state’s \( J \)th component equals \( w_j \). This completes the proof that all invalid \( w \) are transient.

6 Our upper bound for classical CTC-assisted computation

In this section we prove the upper bound in Theorem 3.2, namely:
Theorem 6.1. Every language decidable with unbounded error in the classical CTC-assisted model from Section 3.3 is in $\Delta_2$.

Given that we will later prove the strictly stronger Theorem 3.3, upper bounding the power of quantum CTCs, it is formally redundant to prove Theorem 6.1. However we believe that proving it first helps clarifies the ideas underlying our work.

The essential result underlying Theorem 6.1 is the following one about deciding whether a distribution is close to an invariant distribution for a given Markov chain:

Theorem 6.2. Given a computable Markov chain on $\mathbb{N} \cong \{0,1\}^*$ and a distribution over $\mathbb{N}$, the task of deciding whether the distribution is close to an invariant distribution for the chain many-one reduces to $\overline{\text{Halt}}$. More precisely, there is an algorithm $F$ with the following properties:

- $F$ takes three inputs: a Turing machine $C$ implementing a Markov chain $P$ on state space $\mathbb{N}$; a finitely supported rational probability vector $\hat{\pi}$ on $\mathbb{N}$; and, a rational $\epsilon > 0$.

- $F$ outputs a TM $Y$.

- If $\|\hat{\pi} - \pi\|_1 \leq \epsilon$ for some invariant distribution $\pi$ for $P$, then $Y \in \overline{\text{Halt}}$.

- If $Y \in \overline{\text{Halt}}$, then there is an invariant distribution $\pi$ for $P$ satisfying $\|\hat{\pi} - \pi\|_1 \leq \epsilon' = 6\epsilon$.

Remark 6.3. The precise function $\epsilon'$ of $\epsilon$ here is not important here; all we need is that $\epsilon' \to 0$ as $\epsilon \to 0$.

6.1 Deducing Theorem 6.1 from Theorem 6.2

Before we begin, a simple lemma:

Lemma 6.4. There is an algorithm $B$ with the following property: Given as input a TM $C$ implementing Markov chain $P$ on $\mathbb{N}$, a rational probability vector $\pi$ of finite support, and a rational $\epsilon > 0$, the algorithm $B$ outputs a rational probability vector $\sigma$ of finite support satisfying $\|\sigma - \pi P\|_1 \leq \epsilon$.

Proof. We may assume $\epsilon \leq 2$, else the problem is trivial.

We first consider the task of approximately computing one row of $P$, say $P_u$. Assuming without loss of generality that $C$ flips a (fair) coin at every time step, there is a deterministic algorithm that, on input $u \in \mathbb{N}$, computes (level-by-level) the full binary tree corresponding to $C(u)$’s computation (in which each node at level $t$ would occur with probability $2^{-t}$).

Since $C(u)$ halts with probability 1, there must be some time/level $t_u$ such that $C(u)$ halts with probability at least $1 - \epsilon/4$ by time $t_u$. It follows there is a deterministic, halting TM $B_1$ that, on input $u \in \mathbb{N}$ and $\epsilon$, outputs a nonnegative dyadic vector of finite support, $\sigma_u \leq P_u$, with $
\|p_u - P_u\|_1 \leq \frac{\epsilon}{4}$.

With $B_1$ in hand, we can describe $B$. On input $\pi$ of finite support $U \subset \mathbb{N}$, algorithm $B$ can compute $\sigma_u$ for all $u \in U$ (using $B_1$), and then compute $\hat{\sigma} = \sum_{u \in U} \pi_u P_u$, a nonnegative rational vector of finite support. Since $\pi P = \sum_{u \in U} \pi_u P_u$, one easily concludes $\|\hat{\sigma} - \pi P\|_1 \leq \frac{\epsilon}{4}$. It remains to adjust $\hat{\sigma}$ to a probability vector, which causes little error since we now know $\|\hat{\sigma}\|_1 \geq 1 - \frac{\epsilon}{4}$. Specifically, $B$ will finally output $\sigma = \hat{\sigma}/\|\hat{\sigma}\|_1$, which is easily checked to satisfy $\|\sigma - \hat{\sigma}\|_1 \leq \frac{3\epsilon}{4}$, completing the proof. \hfill \Box

With this lemma in hand, we explain why Theorem 6.2 implies Theorem 6.1.
Proof of Theorem 6.1 from Theorem 6.2. Suppose \( L \) is decided by the CTC-assisted algorithms \( A_1 \) and \( A_2 \) as in Section 3.3. We describe an algorithm with a \( \text{HALT} \) oracle (i.e., a \( \Delta_2 \)-algorithm) \( M \) that decides \( L \). Of course, this \( M \) will often use the algorithm \( F \) from Theorem 6.2 on a given distribution \( \hat{\pi} \) and tolerance parameter \( \epsilon \), and then apply its \( \text{HALT} \) oracle to the result. We will refer to this as “Deciding if \( \hat{\pi} \) is \((\epsilon, \epsilon')\)-close to invariant”.

On input \( x \), algorithm \( M \) first uses \( A_1 \) to create the probabilistic TM \( C = C_x \) implementing Markov chain \( P = P_x \) with at least one invariant distribution. What we know is that for any invariant distribution \( \pi \) for \( P \), the number

\[
p(x, \pi) := \Pr_{v \sim \pi}[A_2(x, v) \text{ accepts}] \neq 1/2
\]

is greater than 1/2 iff \( x \in L \). As the action of \( A_2(x, \cdot) \) is, formally, a computable Markov chain on \( N \) (where all transitions go to 0 = reject or 1 = accept), it follows from Lemma 6.4 that for any finitely supported rational distribution \( \pi' \) and any rational tolerance \( \epsilon_a > 0 \), algorithm \( M \) can approximate \( p(x, \pi') \) to within an additive \( \pm \epsilon_a \).

Algorithm \( M \) will now act as follows:

In a dovetailing fashion, loop over all rational probability vectors \( \hat{\pi} \) on \( N \) and rational \( 0 < \epsilon_a, \epsilon_c < 1 \):

1. Decide if \( \hat{\pi} \) is \((\epsilon_c, \epsilon'_c)\)-close to invariant. If not, continue to the next \((\hat{\pi}, \epsilon_a, \epsilon_c)\).
2. Else if so, compute an estimate \( \overline{p}(x, \hat{\pi}) \) that is within \( \pm \epsilon_a \) of \( p(x, \hat{\pi}) \), and then...

\( M \) accepts if \( \overline{p}(x, \hat{\pi}) > 1/2 + \epsilon_a + \epsilon'_c \); rejects if \( \overline{p}(x, \hat{\pi}) < 1/2 - \epsilon_a - \epsilon'_c \); else continues.

We need to show that \( M \) always terminates and is always correct. Starting with correctness, suppose \( M \) terminates after discovering some \( \hat{\pi} \) such that \( |\overline{p}(x, \hat{\pi}) - 1/2| > \epsilon_a + \epsilon'_c \). First, we have \( |p(x, \hat{\pi}) - 1/2| > \epsilon'_c \). Second, since the \( \text{HALT} \) oracle accepted, the guarantee from Theorem 6.2 is that there is an invariant distribution \( \pi \) for \( P \) with \( \|\hat{\pi} - \pi\|_1 \leq \epsilon'_c \). Thus \( |p(x, \hat{\pi}) - p(x, \pi)| \leq \frac{1}{2} \epsilon'_c < \epsilon'_c \). We conclude that \( p(x, \hat{\pi}) \) and \( p(x, \pi) \) are on the same side of 1/2, and hence \( M \)'s accept/reject decision is correct.

As for showing termination on input \( x \), fix some invariant distribution \( \pi \) for \( P \). Since \( p(x, \pi) \neq 1/2 \), we can select \( \epsilon > 0 \) such that \( |p(x, \pi) - 1/2| > 2\epsilon + \epsilon' \) (recalling \( \epsilon' = 3\epsilon \to 0 \) as \( \epsilon \to 0 \)). Then let \( \hat{\pi} \) be a rational probability vector of finite support satisfying \( \|\hat{\pi} - \pi\|_1 \leq \epsilon \). Now it is easy to see that \( M \) will halt whenever it reaches \( \hat{\pi} \) and \( \epsilon_a, \epsilon_c < \epsilon \).

\[ \square \]

6.2 Reducing Theorem 6.2 to a theorem on everlasting-invariance

Given a computable Markov chain \( P \) with at least one invariant distribution, a normal algorithm can only easily find “approximately invariant” distributions, meaning \( \hat{\pi} \) satisfying \( \|\hat{\pi} - \hat{\pi} P\|_1 \leq \epsilon \). However, in infinite-dimensional Markov chains, approximately invariant distributions can be arbitrarily far away from genuinely invariant distributions. That said, let us consider the following notion:

Definition 6.5. If \( P \) is the transition matrix of a Markov chain, we say distribution \( \hat{\pi} \) is \( \epsilon \)-everlasting-invariant if \( \|\hat{\pi} - \hat{\pi} P^t\|_1 \leq \epsilon \) for all \( t \in \mathbb{N} \).

The two key insights underlying our proof of Theorem 6.2 are:

1. Deciding if a distribution is \( \epsilon \)-everlasting-invariant reduces to \( \text{HALT} \).
2. Any \( \epsilon \)-everlasting-invariant distribution is close to a truly invariant distribution.
Insight 1 above is straightforward, given the definition of everlasting-invariance. Insight 2 is more technically interesting, and requires a modestly good understanding of the theory of Markov chains on infinitely many states (a topic which, luckily, has been well-understood for 50+ years).

We start with the easier observations. First, because Markov chain transition matrices are contractive in 1-norm, we have the following:

**Fact 6.6.** If distribution \( \hat{\pi} \) satisfies \( \| \hat{\pi} - \pi \|_1 \leq \epsilon \) for some invariant distribution \( \pi \) for \( P \), then \( \hat{\pi} \) is \( \epsilon \)-everlasting-invariant.

Next, we verify Insight 1 above:

**Proposition 6.7.** A variant of Theorem 6.2 holds, with the following two conclusions:

- If \( \hat{\pi} \) is \( \epsilon \)-everlasting-invariant, then \( Y \in \overline{\text{HALT}} \).
- If \( Y \in \overline{\text{HALT}} \), then \( \hat{\pi} \) is \( 2\epsilon \)-everlasting-invariant.

*Proof.* Observe that our algorithm \( F \) for this task is able to produce the description of TMs \( B_1, B_2, \ldots \), where \( B_t \) uses Lemma 6.4 on \( C_t \) (the TM for \( P_t \)) to compute a rational probability vector \( \sigma_t \) satisfying \( \| \sigma_t - \hat{\pi} P^t \|_1 \leq \frac{\epsilon}{2} \). Now \( F \) simply outputs the TM \( Y \) which loops over all \( t \in \mathbb{N} \), runs \( B_t \), and halts if it ever discovers that \( \| \sigma_t - \hat{\pi} \|_1 > \frac{3\epsilon}{2} \). It is easy to check using the triangle inequality that the two required conclusions hold.

In light of Proposition 6.7 and Fact 6.6, we see that to prove Theorem 6.2 (and hence our upper bound of \( \Delta_2 \) for classical CTC computation, Theorem 6.1), it remains to show the following: If \( \hat{\pi} \) is \( 2\epsilon \)-everlasting-invariant, then there is some truly invariant distribution within \( 6\epsilon \) of \( \hat{\pi} \). This is a purely technical result about Markov chains, and we establish it in the next section.

### 6.3 Our main Markov chain result

As described above, to complete the proof of Theorem 6.1, it suffices for us to show the following theorem on Markov chains:

**Theorem 6.8.** Let \( P \) be the transition operator for a Markov chain on \( \mathbb{N} \). Suppose that \( \hat{\pi} \) is \( \epsilon \)-everlasting-invariant for \( P \), where \( \epsilon < 1 \). Then there is an invariant distribution \( \pi \) for \( P \) with \( \| \hat{\pi} - \pi \|_1 \leq 3\epsilon \).

In fact, we will establish the following slightly stronger version of the theorem. It is stronger because it has an evidently weaker hypothesis:

**Theorem 6.9.** Let \( P \) be the transition operator for a Markov chain on \( \mathbb{N} \), and write \( P_n = \text{avg}_{t<n} \{ P^t \} \). Suppose that \( \| \hat{\pi} - \hat{\pi} P_n \|_1 \leq \epsilon < 1 \) for all sufficiently large \( n \). Then there is an invariant distribution \( \pi \) for \( P \) with \( \| \hat{\pi} - \pi \|_1 \leq 3\epsilon \).

We begin with some notation:

**Notation 6.10.** For \( \sigma \) a vector indexed by \( \mathbb{N} \) and \( S \subseteq \mathbb{N} \), we’ll write \( \sigma_S \) for the vector in which the entries of \( \sigma \) outside of \( S \) are zeroed out.

As a key component of our proof, we will require the following known result from the theory of Markov chains on countably infinite state sets (immediate from, e.g., [Por24, Cor. 2.1.4, Thm. 3.2.3]):
Theorem 6.11. Let $P$ be the transition operator for a Markov chain on $\mathbb{N}$. Write $\mathbb{N} = \mathbb{R}_+ \sqcup D$, where $\mathbb{R}_+$ is the set of positive recurrent states for $P$, and $D = T \cup R_0$ is the set of transient and null recurrent states. Then for any distribution $\pi$ on $\mathbb{N}$ and any finite subset $S \subseteq D$, we have $(\pi P^n)_S \xrightarrow{n \to \infty} 0$.

We also use Scheffé’s lemma in our proof. Specifically, we use the following special case:

Lemma 6.12 (Scheffé’s lemma, special case). Let $\{p_n\}$ be a sequence of probability distributions on a countable set $S$, and let $p$ be a probability distribution on $S$. Suppose that $p_n \xrightarrow{n \to \infty} p$ entrywise. Then $\|p_n - p\|_1 \xrightarrow{n \to \infty} 0$.

We are now ready to establish our main result on Markov chains:

Proof of Theorem 6.9. We first claim that Theorem 6.11 implies

$$\|\pi_D\|_1 \leq \epsilon,$$

which also implies $\|\pi_{R_+}\|_1 \geq 1 - \epsilon > 0$ and $\|\pi_D P^n\|_1 \leq \epsilon \forall t$. (4)

For otherwise, select finite $S \subseteq D$ with $\|\pi_S\|_1 \geq \epsilon + \eta$ for some $\eta > 0$. By Theorem 6.11, we have $\|\pi P^n S\|_1 \leq \eta/3$ for all sufficiently large $t$, which implies $\|\pi P^n S\|_1 \leq 2\eta/3$ for all sufficiently large $n$. But our hypothesis on $\pi$ is that $\|\pi - \pi P^n\|_1 \leq \epsilon$ for all sufficiently large $n$, which implies that $\|\pi S - (\pi P^n S)\|_1 \leq \epsilon$ for all sufficiently large $n$. Hence, we must have

$$\|\pi S\|_1 \leq \|\pi - (\pi P^n) S\|_1 + \|(\pi P^n) S\|_1 \leq \epsilon + 2\eta/3,$$

a contradiction.

Next, observe that for all sufficiently large $n \in \mathbb{N}$,

$$\|\pi - \pi_{R_+} P^n\|_1 \leq \|\pi - \pi P^n\|_1 + \|\pi_D P^n\|_1 \leq 2\epsilon$$

by our hypothesis on $\pi$ and Inequality (4). If we now write $\pi' = \pi_{R_+}/\|\pi_{R_+}\|_1$, then $\pi'$ is a probability distribution supported on $R_+$ satisfying $\|\pi' - \pi_{R_+}\|_1 \leq \epsilon$. Combining this with Inequality (5) and using contractivity of $P$, we conclude

$$\|\pi - \pi P^n\|_1 \leq 3\epsilon$$

for all sufficiently large $n$. (6)

Suppose for a moment that $P$ is irreducible when restricted to $R_+$ (i.e., the digraph on $R_+$ induced by $P$’s positive entries is strongly connected). Then it is known [Por24, Thms. 2.2.8, 3.1.3] that $P$ has a unique invariant distribution $\pi_0$, and moreover $\pi'$ (being supported on $R_+$) satisfies

$$\pi' P_n \xrightarrow{n \to \infty} \pi_0 \text{ entrywise.}$$

(7)

More generally, $R_+$ may be partitioned as $R_1 \sqcup R_2 \sqcup \cdots$ for some (possibly infinite) sequence such that $P$ is irreducible and positive-recurrent when restricted to each $R_i$. Then $\pi'$ may be written as a convex combination $\lambda_1\pi_1' + \lambda_2\pi_2' + \cdots$ of probability distributions, with $\lambda_i$ supported on $R_i$; and, $P$ has a unique invariant distribution $\pi_i$ on $R_i$. We then have that $\pi = \lambda_1\pi_1 + \lambda_2\pi_2 + \cdots$ is an invariant distribution for $P$, and that

$$\pi' P_n \xrightarrow{n \to \infty} \pi \text{ entrywise.}$$

(8)

But $\|\pi' P_n\|_1 = 1 = \|\pi\|_1$ for all $n$, so Scheffé’s lemma (Lemma 6.12) implies $\|\pi' P^n - \pi\|_1 \to 0$. We may now conclude $\|\pi - \pi\|_1 \leq 3\epsilon$ from Inequality (6).
7 Our upper bound for quantum CTC-assisted computation

We now wish to prove Theorem 3.3, that computation assisted by qubit-carrying CTCs of unbounded width and length still corresponds to $\Delta_2$. As discussed, the lower bound already follows from the classical case. To show that $\Delta_2$ remains an upper bound, almost everything is the same as in the classical upper bound in Section 6. The assumption about computable quantum channels made at the end of Section 3.3 takes the place of Lemma 6.4. We also make the analogous definition of everlasting-invariance:

**Definition 7.1.** If $\Psi$ is a quantum channel, we say that mixed state $\hat{\rho}$ is $\epsilon$-everlasting-invariant provided $\|\hat{\rho} - \Psi^t(\hat{\rho})\|_1 \leq \epsilon$ for all $t \in \mathbb{N}$.

It is then straightforward to verify that the only task remaining to prove Theorem 3.3 is establishing that, in the context of quantum channels, $\epsilon$-everlasting-invariant states are $\epsilon'$-close to truly invariant states (where $\epsilon' \to 0$ as $\epsilon \to 0$). We do precisely this in the next section — even (as in Theorem 6.9) with the weaker hypothesis that $\|\hat{\rho} - \Psi_n(\hat{\rho})\|_1 \leq \epsilon$, where $\Psi_n = \text{avg}_{t<n}\{\Psi^t\}$.

7.1 Our main quantum channel result

We first establish an analogue of Theorem 6.11. (We remark that a continuous-time analogue also holds via the same proof.)

Before we begin, we remark that the remainder of this section uses concepts from Banach space theory and recently developed tools in the theory of quantum Markov maps. Preliminaries on the former can be found in textbooks (see, e.g., [Lan17, Appendix B] for one focused on connections to quantum mechanics). We refer readers to [Gir22] and references therein for further detail on quantum Markov maps.

**Theorem 7.2.** Let $\Psi : B_1(\mathcal{H}) \to B_1(\mathcal{H})$ be a quantum channel on a separable Hilbert space $\mathcal{H}$, and define $\Psi_n = \text{avg}_{t<n}\{\Psi^t\}$. Write $\mathcal{H} = \mathcal{D} \oplus \mathcal{R}_+$, where $\mathcal{R}_+$ is the positive recurrent subspace and $\mathcal{D} = \mathcal{T} \oplus \mathcal{R}_0$ is its orthogonal complement, i.e., the transient and null recurrent subspaces. Then for any state $\rho$ and any projector $\Pi$ onto a finite-dimensional subspace of $\mathcal{D}$, we have $\text{tr}(\Psi_n(\rho)\Pi) \xrightarrow{n \to \infty} 0$.

**Proof.** The key result we use is due to Girotti [Gir22, Thm. 2.3.23] (building on [Wat79, FV82, Luc95, Luc98, AGG02, CG21] et al.) which says that for every state $\rho$, the following subnormalized state $E_{\text{normal}*}(\rho) := w^* \lim_{n \to \infty} \Psi_n(\rho)$ (9) exists, and is supported on $\mathcal{R}_+$. The latter part of this assertion is because [Gir22, Thm. 2.3.23] shows $E_{\text{normal}*}$ is the predual of $E_{\text{normal}}$, the unique $w^*-w^*$-continuous ergodic projection for the quantum Markov semigroup given by powers of $\Psi^*$. Then any operator in the range of $E_{\text{normal}*}$ is $\Psi$-invariant, and hence supported on $\mathcal{R}_+$. See [Gir22, Thm. 2.3.19] and the discussion immediately following the proof of [Gir22, Thm. 2.3.23].

Since $E_{\text{normal}*}(\rho)$ is supported on $\mathcal{R}_+$, for any projector $\Pi$ onto a finite-dimensional subspace of $\mathcal{D} = \mathcal{R}_+^\perp$ we have $\text{tr}(E_{\text{normal}*}(\rho)\Pi) = 0 \implies \text{tr}(\Psi_n(\rho)\Pi) \xrightarrow{n \to \infty} 0$ (10) because $\Pi$ is compact.

We now give the main technical result in our paper:
Theorem 7.3. In the setting of Theorem 7.2, suppose there exists a state $\hat{\rho}$ satisfying $\|\Psi_n(\hat{\rho}) - \hat{\rho}\|_1 \leq \epsilon < 1$ for all sufficiently large $n$. Then there is an invariant state $\rho_\infty$ for $\Psi$ with $\|\hat{\rho} - \rho_\infty\|_1 \leq 6\sqrt{\epsilon} + \epsilon$.

Proof. Let $\Pi_D$ be the orthogonal projector onto $D$. Now for any projector $\Pi \leq \Pi_D$ as in Theorem 7.2, we have $\text{tr}(\Psi_n(\hat{\rho})\Pi) \to 0$. Our hypothesis on $\hat{\rho}$ implies that $|\text{tr}(\Psi_n(\hat{\rho})\Pi) - \text{tr}(\hat{\rho}\Pi)| \leq \epsilon$ for all sufficiently large $n$, and so it follows that $\text{tr}(\hat{\rho}\Pi) \leq \epsilon$. Since this holds for all $\Pi \leq \Pi_D$ with finite-dimensional range, we conclude that in fact

$$\text{tr}(\hat{\rho}\Pi_D) \leq \epsilon \implies \text{tr}(\hat{\rho}\Pi_{R_+}) \geq 1 - \epsilon > 0,$$

where $\Pi_{R_+}$ is the projector onto $R_+$. We now define

$$\rho_+ = \frac{\Pi_{R_+} \cdot \hat{\rho} \cdot \Pi_{R_+}}{\text{tr}(\hat{\rho}\Pi_{R_+})},$$

a normalized state, supported on $R_+$. It is known [Win99, Lem. 9] that Inequality (11) implies $\|\hat{\rho} - \rho_+\|_1 \leq \epsilon' := 2\sqrt{\epsilon}$. Since $\Psi_n$ is a channel, it contracts in trace norm; thus also $\|\Psi_n(\hat{\rho}) - \Psi_n(\rho_+))\|_1 \leq \epsilon'$ for any $n$, so $\|\hat{\rho} - \Psi_n(\rho_+))\|_1 \leq \epsilon' + \epsilon$ for sufficiently large $n$, and we may conclude

$$\|\rho_+ - \Psi_n(\rho_+))\|_1 \leq 2\epsilon' + \epsilon \quad \text{for sufficiently large } n. \tag{13}$$

Our remaining work will only involve analyzing $\Psi_n(\rho_+)$, and since $\rho_+$ is supported on the enclosure $R_+$ [CP16a, Proposition 5.1], we may henceforth restrict attention to $\Psi$’s action on $R_+$. Now referring to the work of [CG21] (in particular, its Theorem 19), the absorption operator $A(R_+)$ for this restricted channel equals 1, and hence

$$\rho_\infty := \lim_{n \to \infty} \Psi_n(\rho_+) \tag{14}$$

exists and is an invariant state for $\Psi$. Then by Inequality (13) and Equation (14) we have

$$\|\rho_+ - \rho_\infty\|_1 \leq 2\epsilon' + \epsilon + \|\Psi_n(\rho_+) - \rho_\infty\|_1 \xrightarrow{n \to \infty} 2\epsilon' + \epsilon. \tag{15}$$

The last step follows from the variational definition of $\|\cdot\|_1$ combined with the fact that

$$\text{tr}(\Psi_n(\rho_+))X \to \text{tr}(\rho_\infty X)$$

for all operators $X \in B(R_+)$ by Equation (14). So we get $\|\rho_+ - \rho_\infty\|_1 \leq 2\epsilon' + \epsilon$ and thus $\|\hat{\rho} - \rho_\infty\|_1 \leq 3\epsilon' + \epsilon$, completing the proof. \qed

8 Hardness results for classifying Markov chain states

In this section we show $\Sigma_2$- and $\Pi_2$-hardness results for classifying states in a (computable) Markov chain as transient/null recurrent/positive recurrent. These results arguably make our main result — that (approximate) invariant distributions for a given chain (or channel) can be found in the provably smaller class $\Delta_2$ — a bit more surprising. For example, after the $\Delta_2$-algorithm has found a distribution $\hat{\pi}$ satisfying $\|\hat{\pi} - \pi\|_1 \leq \epsilon$ for some invariant $\pi$, it knows that this $\pi$ is entirely supported on positive recurrent states, but it has no idea which states in the support of $\hat{\pi}$ are in the “wrong” classes (transient/null recurrent) and which are in the “right” one (positive recurrent).

Theorem 8.1. Given as input (a TM C computing) a Markov chain $P$ on $\{0, 1\}^*$, as well as a state $x \in \{0, 1\}^*$, the problem of deciding whether $x$ is a positive recurrent state is $\Sigma_2$-complete.

Proof. We must prove containment and hardness.
The problem is in $\Sigma_2$. For this, the idea is that $x$ is positive recurrent iff there is an invariant state for $P$ with positive probability mass on $x$. Our $\Sigma_2$ algorithm will first nondeterministically guess a rational $\epsilon > 0$ and a finitely supported rational probability vector $\hat{\pi}$. Then it will use the $\Delta_2$ subroutine implied by Theorem 6.2 to decide if $\hat{\pi}$ is $\epsilon$-close to some invariant distribution for $P$, or else $6\epsilon$-far from every invariant distribution. Finally, if the $\Delta_2$ subroutine accepts (meaning $\hat{\pi}$ is definitely within $6\epsilon$ of an invariant distribution), our $\Sigma_2$ algorithm will accept iff $\hat{\pi}_x \geq 7\epsilon$.

To show correctness, first observe that if the overall algorithm accepts, then there must be an invariant distribution $\pi$ with $\|\hat{\pi} - \pi\|_1 \leq 6\epsilon$, and then $\hat{\pi}_x \geq 7\epsilon$ implies $\pi_x \geq \epsilon > 0$, so $x$ is indeed positive recurrent. On the other hand, if $x$ is positive recurrent, then there is some invariant $\pi$ and some rational $\delta$ with $\pi_x \geq \delta > 0$. Now when our $\Sigma_2$ algorithm guesses $\epsilon = \delta/8$ and some $\hat{\pi}$ satisfying $\|\hat{\pi} - \pi\|_1 \leq \epsilon$, the following will hold true: $\hat{\pi}_x \geq \pi_x - \epsilon \geq (7/8)\delta$; the $\Delta_2$-subroutine will accept $\hat{\pi}$; and, the $\Sigma_2$ algorithm will verify $\hat{\pi}_x \geq 7\epsilon = (7/8)\delta$. Thus the $\Sigma_2$ algorithm will accept all positive recurrent $x$.

$\Sigma_2$-hardness. In [KKM19] it was shown that the following task is $\Sigma_2$-hard: Given a probabilistic Turing Machine $M$ and an input $x$, decide if $E[\text{running time of } M(x)] < \infty$. We give a polynomial-time reduction from this task to that of deciding positive recurrence. So suppose the reduction is given $M$ and $x$ as input. The reduction will first slightly modify $M'$ so that it has the property that it can never re-enter its initial configuration.\footnote{This can be done without changing the running time of $M$ by having $M'$ mark the initial tape square with a special symbol that is subsequently ignored.} Now $M'$ can essentially be regarded as a Markov chain, with state space equal to all its possible TM-configurations. Let $x'$ denote the state encoding the initial TM-configuration with input $x$. Our reduction will output $x'$ together with (a Turing Machine computing) the Markov chain $P$ corresponding to $M'$ — with the twist that in $P$, all halting configuration states transition back to state $x'$ with probability 1.

This $P$ has the property that when started at state $x'$, it simulates the computation of $M'$ on $x$. Moreover, the chain re-enters $x'$ iff the simulation of $M(x)$ halts. Thus $x'$ is positive recurrent for $P$ iff the expected number of steps to return to $x'$ when starting from $x'$ is finite iff the expected running time of $M(x)$ is finite.\qed

Theorem 8.2. Given as input (a TM $C$ computing) a Markov chain $P$ on $\{0,1\}^*$, as well as a state $x \in \{0,1\}^*$, the problem of deciding whether $x$ is a transient state is $\Sigma_2$-complete.

Proof. Again we prove containment and hardness.

The problem is in $\Sigma_2$. A $\Sigma_2$ algorithm for verifying that $x$ is transient for $P$ is as follows. First, existentially guess a rational $\epsilon > 0$. Then, universally guess a time $t \in \mathbb{N}$. Finally, use the techniques of Lemma 6.4 to compute an estimate $\hat{p}_t$ that is within $\epsilon$ of

$$p_t := \Pr[P \text{ visits } x \text{ within } t \text{ steps when starting from } x].$$

(16)

Finally, accept iff $\hat{p}_t \leq 1 - 2\epsilon$.

To verify correctness, first suppose the algorithm accepts. Then the algorithm has verified that $p_t \leq 1 - \epsilon$ for all $t$, which means that the probability $P$ ever returns to $x$ when starting from $x$ is at most $1 - \epsilon$; hence $x$ is a transient state. On the other hand, if $x$ is transient then there exists rational $\delta > 0$ such that $p_t \leq 1 - \delta$ for all $t$; thus when the algorithm guesses $\epsilon = \delta/2$, it will end up accepting.
\[\Sigma_2\]-hardness.\] In [KKM19] it was shown that the following task is \(\Sigma_2\)-hard: Given a probabilistic Turing Machine \(M\) and an input \(x\), decide if \(\Pr[M(x) \text{ halts}] < 1.\) To reduce from this task to that of deciding transience, we use the exact same reduction as in the proof of Theorem 8.1. Then the probability of \(P\) returning to state \(x'\) when starting from \(x'\) is the same as the probability of \(M(x)\) halting; this establishes correctness of the reduction.  

**Theorem 8.3.** Given as input (a TM \(C\) computing) a Markov chain \(P\) on \(\{0,1\}^*\), as well as a state \(x \in \{0,1\}^*\), the problem of deciding whether \(x\) is a null recurrent state is \(\Pi_2\)-complete. 

*Proof.* This is immediate from Theorems 8.1 and 8.2, since every state is either transient, null recurrent, or positive recurrent. □

# 9 Postselected CTCs

Postselected (teleportation) CTCs (henceforth “P-CTCs”) are an alternative to the Deutschian model of CTCs (“D-CTCs”) that we have studied so far. They were introduced independently by Bennett and Schumacher [BS05] and by Svetlichny [Sve00, Sve11], and were developed further in e.g. [LMGP+11a, LMGP+11b, BW12]. One way of describing P-CTCs is via the quantum teleportation protocol: After Alice and Bob share an EPR pair to facilitate teleportation, Bob can begin using his qubit as though he had already received Alice’s teleported state \(|\psi\rangle\) from the future (before Alice has even decided on it). When Alice later completes the last local step the protocol (namely, measuring in the Bell basis), on the 1/4-probability chance that her readout is \(|\Phi^+\rangle\), Bob need not do anything to (have) possess(ed) \(|\psi\rangle\). Thus we have a “time travel”-like phenomenon... subject to “postselecting” on a particular measurement outcome for Alice. (Indeed, [BS05] described a purely classical version of the P-CTC model in which postselection “can be used to simulate time travel without the need of any exotic equipment.”.) As described by, e.g., Brun and Wilde [BW12], having a “P-CTC” is equivalent to allowing for postselection on one element \(M_1\) of a general quantum measurement \((M_1, \ldots, M_k)\) (subject to the constraint that the probability of \(M_1\) must be nonzero). Thus from the perspective of computational complexity, it is equivalent to adding the postselection operator Post discussed towards the end of Section 3.1. Indeed, Lloyd et al. [LMGP+11a, LMGP+11b, BW12] noted that in the context of polynomial-time (bounded error) computation, P-CTCs grant the power of PP.

In the spirit of the present paper, we may ask what is the computational power of P-CTCs in the context of unbounded-time probabilistic computations with unbounded error probability. It turns out it is the same as it is without P-CTCs, and even without randomness:

**Proposition 9.1.** Suppose \(L\) is computable with postselection and with unbounded error; that is, there is a probabilistic TM \(M\) with the following properties:

- On every input \(x\) we have that \(M(x)\) halts with probability 1 and outputs either 0, 1, or \(\？\).
- \(x \in L \implies \Pr[M(x) = 1] > \Pr[M(x) = 0].\)
- \(x \notin L \implies \Pr[M(x) = 0] > \Pr[M(x) = 1].\)

Then \(L \in \mathbb{R}\); i.e., \(L\) is decidable.

11”Q: Is it time travel? A: It depends on what your definition of ‘is’ is,” — Charles Bennett [BS05]

12One should think of postselecting on the event that \(M(x) \neq ？\).
This result has a simple proof using the theory of c.e. reals (aka computably enumerable reals, or left-semicomputable reals), which dates back to Soare [Soa67]; see, e.g., [CHKW98, AWZ00, DWZ04]. A real number in [0,1] is c.e. if and only if it is the acceptance probability of some probabilistic Turing Machine (on some input); in general, \( x \in \mathbb{R} \) is c.e. if and only if \( x \mod 1 \) is.

**Proof.** Let \( p_0^x \) (respectively, \( p_1^x, p_2^x \)) be the probability that \( M(x) \) outputs 0 (respectively, 1, ?). We have that \( p_0^x, p_1^x, p_2^x \) are c.e. and satisfy \( p_0^x + p_1^x + p_2^x = 1 \); moreover

\[
\begin{align*}
  x \in L & \iff p_1^x > p_0^x = 1 - p_1^x - p_2^x \iff q_1^x := \frac{2}{3}p_1^x + \frac{1}{3}p_2^x > \frac{1}{3}, \\
  x \notin L & \iff p_0^x > p_1^x = 1 - p_0^x - p_2^x \iff q_0^x := \frac{2}{3}p_0^x + \frac{1}{3}p_2^x > \frac{1}{3}.
\end{align*}
\]

But finite convex combinations of c.e. probabilities are c.e., and in a uniform way: for \( i \in \{0,1\} \), there is a probabilistic TM \( M_i \) that halts on \( x \) with probability \( q_i^x \). Moreover, for any rational like \( \frac{1}{3} \) we have that \( q_i^x > \frac{1}{3} \) is semidecidable; so, to decide \( x \in L \), it suffices to check which of Equations (17) and (18) holds. More precisely, the algorithm for deciding \( x \in L \) approximates \( \Pr[M_0(x) \text{ halts}] \) and \( \Pr[M_1(x) \text{ halts}] \) from below in parallel, and outputs \( i \) as soon as its approximation for \( \Pr[M_i(x) \text{ halts}] = q_i^x \) exceeds \( \frac{1}{3} \).

We might also consider relaxing the condition in **Proposition 9.1** that \( M(x) \) halts with probability 1; perhaps this might correspond to P-CTC computations that need not terminate. Let us first characterize the class of languages decided with bounded 2-sided error using such P-CTCs:

**Proposition 9.2.** Let \( C \) be the class of languages \( L \) computable in the following sense: there is a probabilistic TM \( M \) with the following properties:\textsuperscript{13}

\[
\begin{align*}
  \bullet \quad x \in L & \implies \Pr[M(x) = 1] > 2 \Pr[M(x) = 0]. \\
  \bullet \quad x \notin L & \implies \Pr[M(x) = 0] > 2 \Pr[M(x) = 1].
\end{align*}
\]

Then \( C = \overline{\mathbb{R}_{\text{HALT}}} \).

**Proof.** \(( C \subseteq \overline{\mathbb{R}_{\text{HALT}}} )\): Suppose \( L \in C \) via TM \( M \). Then a TM \( M' \) can decided \( L \) by truth-table reduction to \( \text{HALT} \) as follows: For any input \( x \), let us write (using notation from the previous proof) \( p^x := \min(p_0^x, p_1^x) \), \( \overline{p}^x := \max(p_0^x, p_1^x) \), and \( r^x := \frac{p_0^x + p_1^x}{2} \). Since \( r^x \) is c.e. and positive by assumption, \( M' \) can compute some rational \( \epsilon > 0 \) such that \( r^x > \epsilon \), and hence also \( \overline{p}^x > \epsilon \). But now since \( p^x \) and \( \overline{p}^x \) differ by a factor of at least 2, it follows that (at least) one of the finitely many numbers \( \theta \in T := \{\epsilon, 2\epsilon, 4\epsilon, 8\epsilon, \ldots\} \cap (0,1) \) must satisfy \( \overline{p}^x \leq \theta < p^x \). It is easy to see that the \( \text{HALT} \) oracle can be used to decide \( p_1^x \leq \theta \) and \( \theta < p_1^x \) for any \( \theta \) and for both \( i \in \{0,1\} \). So by making \( 2|T| \) nonadaptive queries to the oracle, \( M' \) can find such a \( \theta \) that splits \( p_0^x \) and \( p_1^x \), and thereby output the \( j \in \{0,1\} \) for which \( p_j^x \) is larger.

\(( \overline{\mathbb{R}_{\text{HALT}}} \subseteq C )\): Suppose \( L \in \overline{\mathbb{R}_{\text{HALT}}} \), so \( L \) is decided by some TM \( N \) that makes nonadaptive calls to a \( \text{HALT} \) oracle. We now define a probabilistic TM \( M \) that has the two required properties in the proposition. (And in fact, we can arrange for, e.g., factor “99” in place of factor “2”; i.e., the postselected \( M \) has success probability exceeding .99.) \( M(x) \) will begin by simulating \( N(x) \) to produce its oracle calls, \( B_1, \ldots, B_k \). Let \( b_1, \ldots, b_k \in \{0,1\} \) denote the correct oracle responses (meaning \( b_i = 1 \) iff \( B_i \) halts on the empty tape). Of course, \( M(x) \) does not know these;

\textsuperscript{13}The interpretation is that, postselecting on the event that \( M(x) \) halts, it outputs the correct decision with probability \( > \frac{1}{2} \).
it will instead produce independent “guesses” \( g_1, \ldots, g_k \) for each, where \( g_i \) is chosen to be 0 with probability \( \lambda := \frac{1}{99}k \), and 1 with probability \( 1 - \lambda \). \( N(x) \) will then attempt to certify its 1-guesses; i.e., in parallel for each \( i \) with \( g_i = 1 \), the algorithm will simulate \( B_i \) to try to check that it indeed halts on empty input. Whenever \( M(x) \) has at least one wrong guess \( g_i = 1 \) (meaning \( b_i = 0 \), i.e., \( B_i \) does not halt), then \( M(x) \) will never halt. Finally, in case \( M(x) \) certifies all its 1-guesses, it outputs whatever \( N(x) \) would output had it received oracle responses \( g_1, \ldots, g_k \).

We see that \( M(x) \) will halt iff \((g_1, \ldots, g_k) \leq (b_1, \ldots, b_k)\) entrywise. This occurs with probability exactly \( \lambda^k - |b| \). Moreover, \( M(x) \) will halt with the correct answer whenever \((g_1, \ldots, g_k) = (b_1, \ldots, b_k)\); conditioned on halting, this occurs with probability \((1 - \lambda)^{|b|} \geq (1 - \lambda)^k \geq 1 - \lambda k \geq 0.99\). This completes the proof.

It is also a natural question to characterize the complexity class that results when one uses unbounded error in Proposition 9.2; i.e., when its conditions are changed to \( x \in L \implies \Pr[M(x) = 1] > \Pr[M(x) = 0] \) and \( x \not\in L \implies \Pr[M(x) = 0] > \Pr[M(x) = 1] \). We leave this open.
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