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1 Introduction

In this paper we study local regularity of solutions to inhomogeneous nonlinear PDE’s driven by anisotropic p-Laplace type operators. More precisely, we are considering equations with a variational structure and of p-Laplacian type, possibly singular or degenerate. The word anisotropic means that the considered equation is of quasilinear type and that the gradient of the solution is measured in terms of a norm $H$, i.e., we are considering equations of the form

$$-\text{div} \left( a(\nabla u) \right) = f,$$
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where the stress field $a(\nabla u)$ is defined by

$$a(\nabla u) := \frac{1}{p} \nabla_\xi H^p(\nabla u),$$

and $H$ is a suitable norm.

We were led to discuss this topic while we were studying qualitative properties for quasilinear partial differential equations of the form

$$-\Delta_p u = F(u),$$

as well as for their natural generalization in an anisotropic setting, and we noticed that some regularity results needed in our analysis were missing. More precisely, we needed quantitative higher order integrability properties for the stress field, as well as for the Hessian of the solution $u$. Few of these results were available when $H$ is the standard Euclidean norm and, in the more general anisotropic setting, only when the source term $f$ is constant.

Throughout this paper $\Omega$ is an open subset of $\mathbb{R}^n$ with $n \geq 2$ and, for $1 < p < +\infty$, we consider a local weak solution $u \in W^{1,p}_{\text{loc}}(\Omega)$ to

$$-\text{div} (a(\nabla u)) = f,$$  \hspace{1cm} (1)

where $f \in L^q_{\text{loc}}(\Omega)$, with

$$q = \begin{cases} 2 & \text{if } p \geq \frac{2n}{n+2} \\ (p^*)' & \text{if } 1 < p < \frac{2n}{n+2}. \end{cases}$$  \hspace{1cm} (2)

Here\(^1\)

$$a(\nabla u) := \frac{1}{p} \nabla_\xi H^p(\nabla u),$$  \hspace{1cm} (3)

and we assume that the norm $H$ is of class $C^2(\mathbb{R}^n \setminus \{0\})$ and such that

the unit ball \(\{H(\xi) < 1\}\) is uniformly convex;\(^2\)  \hspace{1cm} (4)

see Sect. 2 for further properties, equivalent definitions and some explicit examples. Equation (1) has a variational structure since it is the Euler–Lagrange equation of the functional\(^2\)

$$\mathcal{J}(v) = \frac{1}{p} \int_\Omega H^p(\nabla v) \, dx - \int_\Omega f v \, dx.$$

\(^1\) Given a function $u : \Omega \to \mathbb{R}$, we denote by $\nabla u(x)$ the gradient of $u$ evaluated at a point $x \in \Omega$. Given a function $\psi : \mathbb{R}^n \to \mathbb{R}$, the notation $\nabla_\xi \psi(\nabla u)$ means that we are differentiating the function $\psi$ with respect to $\xi \in \mathbb{R}^n$ and evaluating it at $\nabla u$.

\(^2\) i.e. such that the principal curvatures of its boundary are bounded away from zero.
In particular, if $H$ is the standard Euclidean norm then the corresponding operator on the left-hand side in (1) is the standard $p$-Laplace operator and, as we will discuss later, even in this special case some of our results are new or refine the existing ones.

Our first main result is a local regularity result regarding the stress field $a(\nabla u)$, more precisely we have

**Theorem 1.1** Let $u \in W^{1,p}_{loc}(\Omega)$ be a local weak solution of (1), with $f \in L^q_{loc}(\Omega)$ and where $q$ and $H$ satisfy (2) and (4), respectively. Then

$$a(\nabla u) \in H^1_{loc}(\Omega)$$

and there exists a constant $C$, depending only on $n$, $p$ and $H$, such that

$$\|\nabla a(\nabla u)\|_{L^2(B_R/2)} \leq C \left[ (R^{-\frac{n}{2}}-1) \|a(\nabla u)\|_{L^1(B_{2R}\setminus B_R)} + \|f\|_{L^2(B_{2R})} \right],$$  \hspace{1cm} (5)

$$\|a(\nabla u)\|_{L^2(B_R)} \leq C \left[ R^{-\frac{n}{2}} \|a(\nabla u)\|_{L^1(B_{2R}\setminus B_R)} + R \|f\|_{L^2(B_{2R})} \right],$$  \hspace{1cm} (6)

$$\|a(\nabla u)\|_{L^1(B_{2R}\setminus B_R)} \leq C \|u\|_{p^{-1}-1}^{p-1}(B_{2R}\setminus B_R),$$  \hspace{1cm} (7)

for any open ball $B_{2R} \subset \subset \Omega$.

Motivated by applications to qualitative studies of PDEs (as discussed before), we also prove some regularity results regarding the Hessian of the solutions, provided that the source term $f$ enjoys better integrability properties.

**Theorem 1.2** Assume $1 < p \leq 2$ and let $u \in W^{1,p}_{loc}(\Omega)$ be a local weak solution of (1) where $H$ satisfies (4) and $f \in L^r_{loc}(\Omega)$, $r > n$. Then

$$u \in H^{2}_{loc}(\Omega) \cap C^{1,\beta}_{loc}(\Omega)$$

for some $\beta \in (0, 1)$ depending only on $n$, $p$, $r$ and $H$.

Moreover, for any open ball $B_{2R} \subset \subset \Omega$ we have

$$\int_{B_{R/2}} \|D^2 u\|^2 dx \leq C \left[ R^{-n-2} \|a(\nabla u)\|_{L^1(B_{2R}\setminus B_R)}^{2} + \|f\|_{L^2(B_{2R})}^{2} \right],$$

where $C$ is a constant depending only on $p, n, H, r, B_R, B_{2R}, \|u\|_{W^{1,p}(B_{2R})}$, $\|f\|_{L^r(B_{2R})}$.

In particular, when $p = 2$ we have

$$\int_{B_{R/2}} \|D^2 u\|^2 dx \leq C \left[ R^{-n-2} \|a(\nabla u)\|_{L^1(B_{2R}\setminus B_R)}^{2} + \|f\|_{L^2(B_{2R})}^{2} \right],$$

where $C$ is a constant depending only on $n, H$.

**Remark 1.3** Theorem 1.2 is a special case of a more general result involving a source term $f$ satisfying some weaker integrability conditions. See Theorem 5.2 and Remark 5.1 in Sect. 5.
For a general $p > 1$ we have the following weighted integral estimate for the Hessian of the solution $u$.

**Theorem 1.4** Let $u \in W^{1,p}_{loc}(\Omega)$ be a local solution of (1), where $H$ satisfies (4) and $f \in L^r_{loc}(\Omega)$ with $r > n$. Then

$$u \in H^2_{loc}(\Omega \setminus Z) \cap C^{1,\beta}_{loc}(\Omega)$$

where $Z$ denotes the set of critical points of $u$ and $\beta \in (0, 1)$ depends only on $n$, $p$, $r$ and $H$.

Moreover, for any open ball $B_{2R} \subset \subset \Omega$ we have

$$\int_{B_{R/2}\setminus Z} \left[H^2(\nabla u)\right]^{p-2} \|D^2 u\|^2 dx \leq C,$$

where $C$ is a constant depending only on $p$, $n$, $H$, $r$, $B_R$, $B_{2R}$, $\|u\|_{W^{1,p}(B_{2R})}$, $\|f\|_{L^r(B_{2R})}$.

**Remark 1.5** Theorem 1.4 is a special case of a more general result involving a source term $f$ satisfying some weaker integrability conditions. See Theorem 5.3 and Remark 5.1 in Sect. 5.

Let us now briefly overview the results related to ours and which are available in the existing literature. A first result concerning the local Sobolev regularity of the stress field was proved in [19] for the special case of the classical $p$-Laplacian operator. Also, the results in [19] are obtained under stronger (than ours) integrability assumptions on the source term and the quantitative estimates are not obtained.

In [6] an equation driven by a rotationally-invariant operator is considered, i.e. an equation having the special form

$$- \text{div} \left( a(|\nabla u|) \nabla u \right) = f \tag{9}$$

where $| \cdot |$ denotes the Euclidean norm. Under the so-called Uhlenbeck structure conditions, the authors of [6] prove local $H^1$-regularity for the stress field $a(|\nabla u|) \nabla u$ together with a quantitative estimate. Their approach is different from ours. They make use of an intermediate inequality for the square of the differential operator $-\text{div} \left( a(|\nabla u|) \nabla u \right)$. However this differential inequality seems to depend crucially on the fact that the left-hand-side of (9) is rotationally invariant and therefore its anisotropic counterpart does not seem to be obvious.

---

3 Actually in [19] the author proves only that $|\nabla u|^{p-1} \in H^1_{loc}(\Omega, \mathbb{R})$ and not that $|\nabla u|^{p-2} \nabla u \in H^1_{loc}(\Omega, \mathbb{R}^N)$.

4 See the discussion after formula (14).

5 In [6] the authors, under suitable regularity assumptions on the bounded domain $\Omega$, also prove global (i.e., up to the boundary) $H^1$-regularity for the stress field $a(|\nabla u|) \nabla u$ when $u$ is a solution to either the homogeneous Dirichlet or the homogeneous Neumann problem.
Fractional-Sobolev regularity for the stress fields has also been investigated. In particular, the authors of [1] prove that the stress field $a(\nabla u)$ belongs to $W^{\sigma,1}_{loc}$ for any $\sigma \in (0, 1)$, whenever $f$ is locally integrable (or even a suitable measure).

While writing this paper, we became aware of [15, Theorem 1.2] where the authors obtain some quantitative estimates in $H^1_{loc}$ on the stress field $a(\nabla u)$ for a larger class of operators than ours. Their approach completely differs from ours, it provides some estimates in a slightly different form and it seems that it does not lead to integral estimates for the Hessian of the solution $u$.

Second-order Sobolev regularity for solutions to the inhomogeneous $p$-Laplace equation has also been the object of research. For $p \in (1, 2]$ and $f \in L^p$, the regularity $u \in W^{2,p}$ has been obtained in [11] and [24]. To the best of our knowledge, when $p > 2$, the known results are available only under a Sobolev-type regularity for the source term $f$. Indeed, the author of [5] proves that $u \in H^2_{loc}$ if $f \in H^1_{loc}$, when $p \in (2, 3)$, while in [21] the regularity $u \in W^{2,m}_{loc}$ if $f \in W^{1,m}_{loc}$, $m > n$, is obtained when $p$ is suitably close to 2. We also refer to [10] for an earlier contribution under stronger regularity assumptions on both $u$ and $f$. Finally we mention that, for $p > 2$ and $f \in L^r$, fractional-Sobolev regularity results for the gradient of solutions to nonlinear equations of $p$-Laplacian type can be found in [24], [22], [1] (see also the references therein).

Apart from its own interest in regularity theory, Theorem 1.1 may be helpful in many situations arising in PDEs theory and we actually arrived to study this problem while we were working on another project on qualitative properties of solutions to elliptic PDEs which will appear in a forthcoming paper. However, in this paper we also prove two interesting consequences of Theorem 1.1.

The first application is related to the measure of critical points and it was firstly proved in [19] in the Euclidean case and under more restrictive assumptions on $f$ (see also [8]).

**Proposition 1.6** Let $u \in W^{1,p}(\Omega)$ be a weak solution of (1) and assume that the assumptions of Theorem 1.1 are fulfilled. Then

$$f(x) = 0 \text{ a.e. } x \in \{\nabla u = 0\}.$$

An immediate consequence of Proposition 1.6 is the following corollary.

**Corollary 1.7** Under the assumptions of Proposition 1.6, if $f(x) \neq 0$ for almost all $x \in \Omega$, then the Lebesgue measure of the singular set $\{\nabla u = 0\}$ is zero.

In particular, for any $C \in \mathbb{R}$, the level set $\{u = C\}$ has zero measure.

The paper is organized as follows. In Sect. 2 we introduce some notation, clarify the setting in which we are working and provide some examples of norms satisfying (4). In Sect. 3 we describe our approximation argument and obtain some preliminary uniform bounds. Section 4 is devoted to the proof of some crucial uniform bounds for the approximating solutions. The proofs of the main results are given in Sect. 5.
2 Notations and the anisotropic setting

In this section we clarify the notation, make some comments on the main assumptions and provide examples of anisotropic norms.

Let \( \Omega \subseteq \mathbb{R}^n \), \( n \geq 2 \), and let \( p \in (1, \infty) \). Given a function \( u : \Omega \to \mathbb{R} \), we denote by \( \nabla u(x) \) the gradient of \( u \) evaluated at a point \( x \in \Omega \). Given a function \( \psi : \mathbb{R}^n \to \mathbb{R} \), the notation \( \nabla \xi \psi(\nabla u) \) means that we are differentiating the function \( \psi \) with respect to \( \xi \in \mathbb{R}^n \) and evaluating it at \( \nabla u \).

Let \( H : \mathbb{R}^n \to \mathbb{R} \) be a norm of \( \mathbb{R}^n \). Throughout the paper, we assume that \( H \) is of class \( C^2(\mathbb{R}^n \setminus \{0\}) \) and we ask that its anisotropic unit ball

\[
B^H_1 = \{ \xi \in \mathbb{R}^n : H(\xi) < 1 \} \quad \text{is uniformly convex.} \quad (10)
\]

This means that all the principal curvatures of its boundary are bounded away from zero (see for instance [9]).

In view of the smoothness assumptions on the norm \( H \) we have

\[
\frac{H^p}{p} \in C^1(\mathbb{R}^n) \cap C^2(\mathbb{R}^n \setminus \{0\})
\]

and we shall denote its gradient by \( a = a(\xi) \), i.e.,

\[
a = a(\xi) = \begin{cases}
H^{p-1}(\xi) \nabla \xi H(\xi) & \text{if } \xi \neq 0, \\
0 & \text{if } \xi = 0.
\end{cases} \quad (11)
\]

We consider a local weak solution \( u \in \dot{W}^{1,p}_{loc}(\Omega) \) to

\[
- \text{div} (a(\nabla u)) = f \quad \text{in } \Omega, \quad (12)
\]

i.e., a function \( u \in \dot{W}^{1,p}_{loc}(\Omega) \) satisfying

\[
\int_{\Omega} a(\nabla u) \nabla \varphi \, dx = \int_{\Omega} f \varphi \, dx \quad \forall \varphi \in W^{1,p}_c(\Omega), \quad (13)
\]

where \( W^{1,p}_c(\Omega) \) denotes the set of compactly supported members of \( W^{1,p}(\Omega) \) and the source term \( f \) is assumed to belong to \( L^q_{loc}(\Omega) \) with

\[
q = \begin{cases}
2 & \text{if } p \geq \frac{2n}{n+2}, \\
(p^*)' & \text{if } 1 < p < \frac{2n}{n+2}.
\end{cases} \quad (14)
\]

Let us remark that the assumption \( q = (p^*)' \), when \( 1 < p < \frac{2n}{n+2} \), is the least one on the source term \( f \) in order to have the right-hand side of Eq. (13) well defined.\(^6\)

\(^6\) For \( 1 < p < \frac{2n}{n+2} \), one might use a notion of very weak (or generalized) solution. However, for the sake of clarity and to avoid burying main ideas under technical details, we will not consider this context.
Also, for $1 < p < \frac{2n}{n + 2}$, we always have $2 = \left( \frac{2n}{n + 2} \right)^* = \left( \frac{2n}{n + 2} \right)' < (p')' = \frac{np}{np - n + p} < \frac{n}{p}$. Therefore, our integrability assumption on $f$ is weaker than the one in [19].

The assumption (10) on the anisotropic unit ball of $H$ implies that $a = a(\xi)$ satisfies some natural growth and ellipticity conditions. Indeed we notice that, by letting

$$B(t) = \frac{t^p}{p} \text{ for } t > 0,$$

Eq. (12) can be written as

$$-\text{div} \left( \nabla \xi (B \circ H)(\nabla u) \right) = f \quad \text{in } \Omega.$$

Then, according to [9, Proposition 3.1], there exist constants $c, C > 0$, depending only on $n, p, H$, such that

$$\partial_{\xi_i \xi_j} (B \circ H)(\xi) \eta_i \eta_j \geq c|\xi|^{p-2} \eta^2 \quad \sum_{i,j=1}^{n} |\partial_{\xi_i \xi_j} (B \circ H)(\xi)| \leq C|\xi|^{p-2},$$

for all $\xi \in \mathbb{R}^n \setminus \{0\}, \eta \in \mathbb{R}^n$.

For $n \geq 2$ we shall denote by $C_s(r,n)$ the Sobolev constant of the embedding $W^{1,r} \hookrightarrow L^r$ in $\mathbb{R}^n$, for $1 < r < n$. We also recall that, when $p \geq 2n/(n + 2)$, by the inequalities of Sobolev and Hölder we get

$$\|v\|_{L^q(\omega)} = \|v\|_{L^2(\omega)} \leq C_s \left( \frac{2n}{n + 2}, n \right) \|\nabla v\|_{L^{2n/(n+2)}(\omega)}$$

$$\leq C_s \left( \frac{2n}{n + 2}, n \right) |\omega|^{\frac{1}{2} + \frac{1}{p} - \frac{1}{p'}} \|\nabla v\|_{L^p(\omega)} \quad \forall \ v \in W^{1,p}_0(\omega)$$

where $\omega$ is any open bounded subset of $\mathbb{R}^N$.

Finally we recall that the dual norm of $H$, which is denoted by $H_0$, is defined by

$$H_0(x) = \sup_{\xi \neq 0} \frac{x \cdot \xi}{H(\xi)} \quad \forall \ x \in \mathbb{R}^n$$

and satisfies the following property (see for instance [7, Lemma 3.1])

$$H_0(\nabla \xi H(\xi)) = 1 \quad \forall \xi \in \mathbb{R}^n \setminus \{0\}.$$

We conclude this section by mentioning that interesting examples of norms satisfying (10) can be found in [9]. In the following example we provide a further one.

---

7 Since (11) and (14) are satisfied, a standard density argument implies that any distributional solution $u \in W^{1,p}_{\text{loc}}(\Omega)$ of (12) is a local weak solution.
Example 2.1 Let $H_\#$ and $H_\ast$ be two norms of class $C^2(\mathbb{R}^n\setminus\{0\})$, and assume that $H_\#$ satisfies (10) (and therefore also (17)). Let $a, b > 0$ and define

$$H(\xi) = \left( p H_\#^p(\xi) + b H_\ast^p(\xi) \right)^{1/p}.$$ 

Then $H$ satisfies (17) which, in view of [9, Proposition 3.1], is equivalent to say that $H$ satisfies (10).

Indeed, it is clear that $H$ is a norm and that

$$B \circ H(\xi) := \frac{H^p(\xi)}{p} = \frac{a}{p} H_\#^p(\xi) + \frac{b}{p} H_\ast^p(\xi).$$

Since $H_\ast$ is one-homogeneous and of class $C^2$ outside the origin, we have that $\nabla^2 H_\ast^p$ is homogeneous of degree $p - 2$, and so the second inequality in (17) is fulfilled. The first condition in (17) follows from the fact that $H_\#$ satisfies (17) and since $H_\ast^p$ is convex and hence its Hessian is nonnegative definite outside the origin.

As a particular case of this example, we notice that the assumptions on $H_\#$ are clearly satisfied by the Euclidean norm $|\cdot|$.

3 The approximation argument

As usual in regularity theory, the starting point of our argument is the choice of an approximating procedure. In this section we set the approximation argument and obtain a preliminary uniform bound which will be useful later.

Let $\epsilon \in [0, 1)$ and set $B_\epsilon(t) = B(\sqrt{\epsilon^2 + t^2}) - B(\epsilon)$ with $B$ given by (15), i.e.

$$B_\epsilon(t) = \frac{1}{p} \left( \frac{\epsilon^2 + t^2}{\epsilon^2} \right)^{\frac{p}{2}} - \frac{\epsilon^p}{p}$$

for any $t \geq 0$.

We set $f_0 := f$ and

$$f_\epsilon := \min \left\{ \max\{f, -\epsilon^{-1}\}, \epsilon^{-1} \right\} \quad \forall \epsilon \in (0, 1);$$

then

$$\begin{cases}
  f_\epsilon \in L^\infty(\Omega), & |f_\epsilon| \leq |f| \quad \text{a.e. in } \Omega, \\
  f_\epsilon \to f & \text{in } L^q_{loc}(\Omega).
\end{cases}$$

Let us fix a subdomain $\Omega' \subset \subset \Omega$ (i.e. compactly contained in $\Omega$) and let $u_\epsilon$ be the unique weak solution of

$$\begin{cases}
  -\text{div} \left( \nabla_\xi (B_\epsilon \circ H)(\nabla u_\epsilon) \right) = f_\epsilon & \text{in } \Omega' \\
  u_\epsilon = u & \text{on } \partial \Omega',
\end{cases}$$

\textcopyright Springer
where the boundary condition is to be intended as

\[ u_\varepsilon - u \in W^{1,p}_0(\Omega'). \]

It is classical that, for every \( \varepsilon \in [0, 1) \), \( u_\varepsilon \) is the unique minimizer of the strictly convex, coercive and weakly lower semicontinuous functional

\[ J_\varepsilon(v) = \frac{1}{p} \int_{\Omega'} \left( \varepsilon^2 + H^2(\nabla v) \right) \frac{p}{2} \, dx - \int_{\Omega'} f_\varepsilon v \, dx, \]

in the closed and convex set

\[ W^{1,p}_u(\Omega') = u + W^{1,p}_0(\Omega'). \]

Now, thanks to [9, Proposition 3.1 and Lemma 4.1], there exist constants \( c, C > 0 \), depending only on \( n, p, H \), such that

\[ \partial_{\xi_i\xi_j}(B_\varepsilon \circ H)(\xi) \eta_i \eta_j \geq c(\varepsilon^2 + |\xi|^2)^{\frac{p-2}{2}} |\eta|^2 \]

and

\[ \sum_{i,j=1}^n \left| \partial_{\xi_i\xi_j}(B_\varepsilon \circ H)(\xi) \right| \leq C(\varepsilon^2 + |\xi|^2)^{\frac{p-2}{2}}, \]

for all \( \eta \in \mathbb{R}^n, \xi \in \mathbb{R}^n \setminus \{0\} \). Therefore there exist positive constants \( \lambda, \Lambda \), depending only on \( n, p, H \) such that, for all \( \eta \in \mathbb{R}^n, \xi \in \mathbb{R}^n \setminus \{0\} \), it holds

\[ \lambda |\eta|^2 \leq \frac{(D_{\xi}(B_\varepsilon \circ H)(\xi, \eta), \eta)}{[\varepsilon^2 + |\xi|^2]^{\frac{p-2}{2}}} \leq \Lambda |\eta|^2. \]

The following lemma provides a first useful bound on the approximating functions \( u_\varepsilon \).

**Lemma 3.1** Let \( u_\varepsilon \) be a solution of (22). Then, for any \( \Omega' \subset \subset \Omega \) and for any \( \varepsilon \in (0, 1) \),

\[ \int_{\Omega'} \left( \varepsilon^2 + H^2(\nabla u_\varepsilon) \right) \frac{p}{2} \, dx \leq K_{\Omega'} + 2^p \varepsilon^p |\Omega'| \]

with

\[ K_{\Omega'} = (2^p + 1) \int_{\Omega'} H^p(\nabla u) \, dx + C \left\| f \right\|_{L^p(\Omega')}^p. \]
Here \(|\Omega'|\) denotes the Lebesgue measure of \(\Omega'\) and \(C = \overline{C}(n, p, H, |\Omega'|)\) is a non-negative constant, independent of \(\varepsilon\), that can be explicitly determined.\(^8\)

Furthermore, we have that
\[
u_{\varepsilon} \rightharpoonup u \quad \text{strongly in} \quad W^{1,p}(\Omega').
\]

**Proof** Since \(u_{\varepsilon}\) minimizes the functional \((23)\) over \(W_u^{1,p}(\Omega') = u + W_0^{1,p}(\Omega')\), we can take \(u\) as a competitor. This choice leads to
\[
\frac{1}{p} \int_{\Omega'} \left( \varepsilon^2 + H^2(\nabla u_{\varepsilon}) \right)^{\frac{p}{2}} \, dx \\
\leq \frac{1}{p} \int_{\Omega'} \left( \varepsilon^2 + H^2(\nabla u) \right)^{\frac{p}{2}} \, dx + \int_{\Omega'} f_{\varepsilon}(u_{\varepsilon} - u) \, dx \\
\leq \frac{1}{p} \int_{\Omega'} \left( \varepsilon^2 + H^2(\nabla u) \right)^{\frac{p}{2}} \, dx + \| f_{\varepsilon} \|_{L^q(\Omega')} \| u_{\varepsilon} - u \|_{L^p(\Omega')}.
\]

Then,
\[
\| u_{\varepsilon} - u \|_{L^p(\Omega')} = \begin{cases} 
\| u_{\varepsilon} - u \|_{L^2} & \text{if } p \geq 2n/(n + 2) \\
\| u_{\varepsilon} - u \|_{L^{p^*}} & \text{if } p < 2n/(n + 2)
\end{cases}
\]

\[
\leq \begin{cases} 
C_s \left( \frac{2n}{n+2}, n \right) \| \nabla u_{\varepsilon} - \nabla u \|_{L^p(\Omega')}^{\frac{1}{2} + \frac{1}{p} - \frac{1}{p}} & \text{if } p \geq 2n/(n + 2) \\
C_s(p, n) \| \nabla u_{\varepsilon} - \nabla u \|_p & \text{if } p < 2n/(n + 2)
\end{cases}
\]

where in the latter we have used \((18)\). Hence,
\[
\| u_{\varepsilon} - u \|_{L^p(\Omega')} \leq C_0 \left( \| \nabla u_{\varepsilon} \|_{L^p(\Omega')} + \| \nabla u \|_{L^p(\Omega')} \right)
\]

where
\[
C_0 = \begin{cases} 
C_s \left( \frac{2n}{n+2}, n \right) \| \Omega' \|^{\frac{1}{2} + \frac{1}{p} - \frac{1}{p}} & \text{if } p \geq 2n/(n + 2) \\
C_s(p, n) & \text{if } p < 2n/(n + 2)
\end{cases}
\]

\(^8\) \(C = 2^{p'-1}(p - 1)\alpha^{p'}C_0^{p'}\), where \(C_0\) is given by \((32)\) and \(\alpha > 0\) is a structural constant such that \(|\xi| \leq \alpha H(\xi)\) for any \(\xi \in \mathbb{R}^N\). Note that such a constant \(\alpha\) does exist since all the norms on \(\mathbb{R}^N\) are equivalent.
Therefore, for any $\delta > 0$, by weighted Young’s inequality we obtain

$$\|f_\varepsilon\|_{L^p(\Omega')} \|u_\varepsilon - u\|_{L^p(\Omega')} \leq \left( \|\nabla u_\varepsilon\|_{L^p(\Omega')} + \|\nabla u\|_{L^p(\Omega')} \right) C_0 \|f_\varepsilon\|_{L^q(\Omega')}$$

$$\leq \frac{\delta^p}{p} \left( \|\nabla u_\varepsilon\|_{L^p(\Omega')} + \|\nabla u\|_{L^p(\Omega')} \right)^p + \left( \frac{C_0 \|f_\varepsilon\|_{L^q(\Omega')}}{\delta^{p'} p'} \right)^{p'}. $$

By plugging the above inequality in (29) we infer

$$\frac{1}{p} \int_{\Omega'} \left( \varepsilon^2 + H^2(\nabla u_\varepsilon) \right)^{\frac{p}{2}} dx \leq \frac{1}{p} \int_{\Omega'} \left( \varepsilon^2 + H^2(\nabla u) \right)^{\frac{p}{2}} dx$$

$$+ \frac{2^{p'-1} \delta^p \alpha}{p} \left( \int_{\Omega'} H^p(\nabla u_\varepsilon) dx + \int_{\Omega'} H^p(\nabla u) dx \right)$$

$$+ \frac{C_0 \|f_\varepsilon\|_{L^q(\Omega')}}{\delta^{p'} p'},$$

(33)

where $\alpha > 0$ is such that $|\xi| \leq \alpha H(\xi)$. By choosing $\delta = 1/2\alpha$ we find

$$\int_{\Omega'} \left( \varepsilon^2 + H^2(\nabla u_\varepsilon) \right)^{\frac{p}{2}} dx$$

$$\leq 2 \int_{\Omega'} \left( \varepsilon^2 + H^2(\nabla u) \right)^{\frac{p}{2}} dx$$

$$+ \int_{\Omega'} H^p(\nabla u) dx + 2^{p'+1}(p - 1)\alpha^{p'} C_0 \|f_\varepsilon\|_{L^q(\Omega')}$$

$$\leq (2^{p'} + 1) \int_{\Omega'} H^p(\nabla u) dx + 2^{p'+1}(p - 1)\alpha^{p'} C_0 \|f_\varepsilon\|_{L^q(\Omega')} + 2^p \varepsilon^p |\Omega'|$$

(34)

and the desired inequality (27) follows by recalling (21).

Now we show that

$$u_\varepsilon \rightharpoonup u \quad \text{in} \quad W^{1,p}(\Omega').$$

We first notice that $\|u_\varepsilon\|_{W^{1,p}(\Omega')} \leq \|u\|_{W^{1,p}(\Omega')} \leq \|u\|_{W^{1,p}(\Omega)}$ is uniformly bounded in $\varepsilon$ thanks to Poincaré inequality on $\Omega'$ and (27). We can therefore extract a subsequence, relabeled as $u_\varepsilon$, such that

$$u_\varepsilon \rightharpoonup w \quad \text{weakly in} \quad W^{1,p}(\Omega'),$$

for some function $w \in W^{1,p}_u(\Omega')$, since this set is weakly closed (being closed and convex). We want to show that $w = u$ on $\Omega'$.

We recall that $u$ is the unique minimizer of the functional

$$\mathcal{J}[v] := \frac{1}{p} \int_{\Omega'} H^p(\nabla v) dx - \int_{\Omega'} f v \, dx \quad \text{in} \quad W^{1,p}_u(\Omega').$$
Again, since $J_\varepsilon[u_\varepsilon] \leq J_\varepsilon[u]$, we obtain
\[
\int_{\Omega'} \frac{H^p(\nabla u_\varepsilon)}{p} dx \leq \frac{1}{p} \int_{\Omega'} \left( \varepsilon^2 + H^2(\nabla u) \right)^\frac{p}{2} dx \leq \frac{1}{p} \int_{\Omega'} \left( \varepsilon^2 + H^2(\nabla u) \right)^\frac{p}{2} dx
\]
\[+ \int_{\Omega'} f_\varepsilon(u_\varepsilon - u) dx.
\] (35)

Therefore
\[
J_\varepsilon[u_\varepsilon] = \frac{1}{p} \int_{\Omega'} H^p(\nabla u_\varepsilon) dx - \int_{\Omega'} f u_\varepsilon dx
\leq \frac{1}{p} \int_{\Omega'} \left( \varepsilon^2 + H^2(\nabla u) \right)^\frac{p}{2} dx - \int_{\Omega'} f_\varepsilon u dx + \int_{\Omega'} (f_\varepsilon - f) u_\varepsilon dx
\]
\[= J_\varepsilon[u] + \int_{\Omega'} (f_\varepsilon - f) u_\varepsilon dx.
\] (36)

We know that $f_\varepsilon \to f$ in $L^q(\Omega)$ and $u_\varepsilon$ is uniformly bounded in $L^q(\Omega')$ by Sobolev inequality; hence
\[
\int_{\Omega'} (f_\varepsilon - f) u_\varepsilon dx \to 0 \quad \text{as} \quad \varepsilon \to 0.
\]

By the weak lower semicontinuity of the functional $J$ and (36), we then infer
\[
J[w] \leq \liminf_{\varepsilon \to 0} J_\varepsilon[u_\varepsilon] \leq \liminf_{\varepsilon \to 0} \left( J_\varepsilon[u] + \int_{\Omega'} (f_\varepsilon - f) u_\varepsilon dx \right) = J[u],
\] (37)

which implies that $w = u$ on $\Omega'$ by the uniqueness of minimizers of $J$. By repeating the above argument for any subsequence $\{u_{\varepsilon_n}\} \subset \{u_\varepsilon\}$, we infer that the whole sequence $u_\varepsilon \to u$ weakly in $W^{1,p}(\Omega')$.

We now show that $u_\varepsilon \to u$ strongly in $W^{1,p}(\Omega)$. By [26, Lemma 1], we have
\[
[a_\varepsilon(\nabla u) - a_\varepsilon(\nabla u_\varepsilon)] \cdot [\nabla u - \nabla u_\varepsilon] \geq G_\varepsilon
\]
\[:= \gamma_0 \begin{cases} (1 + |\nabla u| + |\nabla u_\varepsilon|)^{p-2} |\nabla u - \nabla u_\varepsilon|^2 & p < 2 \\ |\nabla u - \nabla u_\varepsilon|^p & p \geq 2 \end{cases},
\] (38)

where we set
\[
a_\varepsilon(\xi) := \nabla_\xi (B_\varepsilon \circ H)(\xi) = \begin{cases} \left( \varepsilon^2 + H^2(\xi) \right)^{\frac{p-2}{2}} H(\xi) \nabla H(\xi) & \text{if} \ \xi \neq 0. \\ 0 & \text{if} \ \xi = 0. \end{cases}
\] (39)

Notice that, by using this notation, $u_\varepsilon$ is a weak solution to
\[-\text{div}(a_\varepsilon(\nabla u_\varepsilon)) = f_\varepsilon \quad \text{in} \quad \Omega'.
\]
Therefore

\[
0 \leq \int_{\Omega'} G_\varepsilon \, dx \leq \int_{\Omega'} [a_\varepsilon(\nabla u) - a_\varepsilon(\nabla u_\varepsilon)] \cdot [\nabla u - \nabla u_\varepsilon] \, dx
\]

\[
= \int_{\Omega'} a_\varepsilon(\nabla u) \cdot [\nabla u - \nabla u_\varepsilon] \, dx - \int_{\Omega'} a_\varepsilon(\nabla u_\varepsilon) \cdot [\nabla u - \nabla u_\varepsilon] \, dx
\]

\[
= I_1(\varepsilon) + I_2(\varepsilon).
\]

(40)

Now we show that \( I_1(\varepsilon) \) and \( I_2(\varepsilon) \) vanish at the limit \( \varepsilon \to 0 \). To this end, we observe that (39) implies

\[
|a_\varepsilon(\nabla u)| \leq C(H, p) (1 + |\nabla u|)^{p-1} \quad \text{a.e. in } \Omega', \quad \forall \varepsilon \in (0, 1),
\]

and so \( a_\varepsilon(\nabla u) \to a(\nabla u) \) in \( L^p(\Omega') \), by dominated convergence. Since \( \nabla u_\varepsilon \rightharpoonup \nabla u \) in \( L^p(\Omega') \) we immediately obtain that

\[
I_1(\varepsilon) \to 0 \quad \text{as} \quad \varepsilon \to 0.
\]

Regarding \( I_2(\varepsilon) \), we notice that by testing the Eq. (22) with the test function \( u - u_\varepsilon \), we have

\[
I_2(\varepsilon) = -\int_{\Omega'} f_\varepsilon (u - u_\varepsilon) \, dx.
\]

(41)

We first recall that \( u_\varepsilon \rightharpoonup u \) weakly in \( W^{1,p}(\Omega') \). Moreover, as seen before, \( u_\varepsilon \) is uniformly bounded in \( L^q(\Omega') \) w.r.t. \( \varepsilon \), then, up to a subsequence, \( u_{\varepsilon_n} \rightharpoonup u \) weakly in \( L^q(\Omega') \). Again, by repeating the argument for any subsequence, we find

\[
u_\varepsilon \to u \quad \text{weakly in} \quad L^q(\Omega') \quad \text{and} \quad f_\varepsilon \to f \quad \text{strongly in} \quad L^q(\Omega),
\]

which imply \( I_2(\varepsilon) \to 0 \) as \( \varepsilon \to 0 \).

Thus we have obtained that

\[
\int_{\Omega'} G_\varepsilon \, dx \to 0 \quad \text{as} \quad \varepsilon \to 0.
\]

(42)

If \( p \geq 2 \) then this is exactly the strong convergence of \( u_\varepsilon \) to \( u \) in \( W^{1,p}(\Omega') \).

When \( p < 2 \), by Hölder’s inequality we have

\[
\int_{\Omega'} |\nabla (u_\varepsilon - u)|^p \, dx \leq \left( \int_{\Omega'} (1 + |\nabla u| + |\nabla u_\varepsilon|)^{p-2} |\nabla (u_\varepsilon - u)|^2 \, dx \right)^{\frac{p}{2}}
\]

\[
\times \left( \int_{\Omega'} (1 + |\nabla u| + |\nabla u_\varepsilon|)^p \, dx \right)^{\frac{2-p}{2}},
\]
which goes to 0 as $\varepsilon \to 0$. The latter implies the desired conclusion also for $p < 2$, which concludes the proof. \hfill $\square$

The following lemma collects some properties for $u_\varepsilon$ which will be useful later.

**Lemma 3.2** Let $u_\varepsilon$ be a solution of (22). Then,

$$u_\varepsilon \in H^2_{loc}(\Omega) \cap C^1(\Omega)$$

and

$$a_\varepsilon(\nabla u_\varepsilon) = \left(a^1_\varepsilon(\nabla u_\varepsilon), \ldots, a^n_\varepsilon(\nabla u_\varepsilon)\right) \in H^1_{loc}(\Omega; \mathbb{R}^n).$$

Furthermore, for any $j, k = 1, \ldots, n$,

$$\partial_{x_k} a^j_\varepsilon(\nabla u_\varepsilon) = \sum_{m=1}^{n} \frac{\partial a^j_\varepsilon}{\partial \xi_m}(\nabla u_\varepsilon) \frac{\partial u_\varepsilon}{\partial x_k} \left(\frac{\partial u_\varepsilon}{\partial x_m}\right) \ a.e. \ in \ \Omega, \quad (43)$$

where the products on the r-h-s are to be interpreted as zero whenever their second factor is zero, irrespective of whether $\frac{\partial a^j_\varepsilon}{\partial \xi_m}$ is defined.

**Proof** Since $f_\varepsilon \in L^\infty_{loc}(\Omega)$, thanks to [23] we have that $u_\varepsilon \in C^0(\Omega)$. Then, thanks to conditions (24)-(25), we may apply [26, Theorem 1, Proposition 1] (see also [12, Theorem 2] and [14, Section 8] for a particular case) and obtain

$$u_\varepsilon \in H^2_{loc}(\Omega) \cap C^1(\Omega) \quad \text{if } p \geq 2$$

$$u_\varepsilon \in W^{2,p}_{loc}(\Omega) \cap C^1(\Omega) \quad \text{if } p \leq 2. \quad (44)$$

Since $\nabla u_\varepsilon \in C^0(\Omega) \subset L^\infty_{loc}(\Omega)$, we infer

$$u_\varepsilon \in H^2_{loc}(\Omega)$$

also in the case $p \leq 2$ by applying [9, Proposition 4.3].

Now we notice that [9, Lemma 4.1] implies

$$a_\varepsilon(\xi) \in C^1(\mathbb{R}^n \setminus \{0\}) \cap Lip_{loc}(\mathbb{R}^n)$$

and, from [20, Theorem 2.1] (see also [16, section 11]), we obtain that

$$a_\varepsilon(\nabla u_\varepsilon) \in H^1_{loc}(\Omega; \mathbb{R}^n)$$

and (43), which completes the proof. \hfill $\square$
4 Preliminary uniform bounds

In this section we obtain some crucial integral inequalities for the solutions $u_\varepsilon$ of the approximating problems, which allow us to bound some relevant integral quantities uniformly in $\varepsilon$.

Let

$$Z_\varepsilon = \{ x \in \Omega : \nabla u_\varepsilon = 0 \}$$

be the set of critical points of $u_\varepsilon$. Therefore, in view of Lemma 3.2, we have

$$D^2 u_\varepsilon = 0 \quad \text{a.e. in } Z_\varepsilon,$$

and so

$$\nabla a_\varepsilon(\nabla u_\varepsilon) = \begin{cases} A_\varepsilon D^2 u_\varepsilon & \text{a.e. on } Z_\varepsilon^c, \\ 0 & \text{a.e. on } Z_\varepsilon, \end{cases}$$

where the symmetric matrix

$$A_\varepsilon(x) = \nabla_\xi a_\varepsilon(\nabla u_\varepsilon(x))$$

is well defined for $x \notin Z_\varepsilon$.

**Proposition 4.1** Let $u_\varepsilon$ be a solution of (22). Then there exists a constant $C_1 = C_1(n, p, H)$ such that, for any function $\eta \in C^0_c(\Omega)$ and for any $\varepsilon \in (0, 1)$, we have

$$\int_{\Omega} \eta^2 \left[ \varepsilon^2 + H^2(\nabla u_\varepsilon) \right]^{p-2} \| D^2 u_\varepsilon \|^2 \, dx \leq C_1 \int_{\Omega} \left[ \varepsilon^2 + H^2(\nabla u_\varepsilon) \right]^{p-2} H^2(\nabla u_\varepsilon) |\nabla \eta|^2 \, dx + C_1 \int_{\Omega} \eta^2 f_\varepsilon^2 \, dx.$$  \hspace{1cm} (46)

**Proof** Since from Lemma 3.2 we have that $a_\varepsilon(\nabla u_\varepsilon) \in H_{loc}^1(\Omega)$, we can differentiate the Eq. (22) to obtain

$$- \text{div} \left( \partial_{x_k} a_\varepsilon(\nabla u_\varepsilon) \right) = \partial_{x_k} f_\varepsilon \quad \text{in } \mathcal{D}'(\Omega), \quad k = 1, \ldots, n,$$ 

and so

$$\sum_{j=1}^n \int_{\Omega} \partial_{x_k} a_\varepsilon^j(\nabla u_\varepsilon) \partial_{x_j} \varphi \, dx = - \int_{\Omega} f_\varepsilon \partial_{x_k} \varphi \, dx \quad k = 1, \ldots, n.$$ 

\hspace{1cm} (48)
holds true for any $\varphi \in H^1_c(\Omega)$, the set of compactly supported members of $H^1(\Omega)$.

For any $\eta \in C_c^{0,1}(\Omega)$ and any $k = 1, \ldots, n$ we first choose $\varphi = \eta^2 a^k(\nabla u_\varepsilon) \in H^1_c(\Omega)$ as test function in (48) and then we sum the obtained identities from $k = 1$ to $n$ to obtain

$$
0 = \int_{\Omega} \eta^2 \text{tr} \left[ (\nabla a_\varepsilon(\nabla u_\varepsilon))^2 \right] dx + 2 \int_{\Omega} \eta (\nabla a_\varepsilon(\nabla u_\varepsilon) a_\varepsilon(\nabla u_\varepsilon), \nabla \eta) dx \\
+ \sum_{k=1}^{n} \int_{\Omega} \eta^2 \partial_k a_\varepsilon(\nabla u_\varepsilon) f_\varepsilon dx + 2 \int_{\Omega} \eta f_\varepsilon a_\varepsilon(\nabla u_\varepsilon), \nabla \eta) dx = I_1 + I_2 + I_3 + I_4. 
$$

(49)

Thanks to the ellipticity condition (26), we have that

$$
\lambda |z|^2 \leq \frac{\langle A_\varepsilon(x) z, z \rangle}{[\varepsilon^2 + H^2(\nabla u_\varepsilon(x))]^{p-2}} \leq \Lambda |z|^2 \quad \forall z \in \mathbb{R}^n, \forall x \notin Z_\varepsilon,
$$

(50)

where $\lambda$ and $\Lambda$ depend only on $n, p, H$.

We exploit the following basic algebra inequality: let $X$ be a symmetric matrix, and $Y$ positive semidefinite matrix; if $\lambda_{\text{min}}$ and $\lambda_{\text{max}}$ denote the smallest and biggest eigenvalues of $X$, respectively, then

$$
\lambda_{\text{min}} \text{tr}(Y) \leq \text{tr}(XY) = \text{tr}(YX) \leq \lambda_{\text{max}} \text{tr}(Y).
$$

(51)

Therefore, from (45), (51) and (50) we infer

$$
I_1 = \int_{\Omega \setminus Z_\varepsilon} \eta^2 \text{tr} \left[ A_\varepsilon D^2 u_\varepsilon A_\varepsilon D^2 u_\varepsilon \right] dx \\
\geq \lambda \int_{\Omega \setminus Z_\varepsilon} \eta^2 [\varepsilon^2 + H^2(\nabla u_\varepsilon)]^{p-2} \text{tr} \left( D^2 u_\varepsilon A_\varepsilon D^2 u_\varepsilon \right) dx \\
= \lambda \int_{\Omega \setminus Z_\varepsilon} \eta^2 [\varepsilon^2 + H^2(\nabla u_\varepsilon)]^{p-2} \text{tr} \left( A_\varepsilon D^2 u_\varepsilon D^2 u_\varepsilon \right) dx \\
\geq \lambda^2 \int_{\Omega \setminus Z_\varepsilon} \eta^2 [\varepsilon^2 + H^2(\nabla u_\varepsilon)]^{p-2} \|D^2 u_\varepsilon\|^2 dx,
$$

(52)

where we used the symmetry of $D^2 u_\varepsilon$ and the fact that a scalar product of two matrices $X$ and $Y$ can be defined by $X : Y = \text{tr}(X Y^T)$, so that $\|X\|^2 = X : X$.

From (45), (50) and since

$$
|a_\varepsilon(\xi)| \leq C(H)[\varepsilon^2 + H^2(\xi)]^{p-2} H(\xi) \quad \forall \xi \in \mathbb{R}^n, \forall \varepsilon \in (0, 1),
$$

we get
where $C(H)$ is a constant depending only on $H$, we find that

$$|I_2| = \left| 2 \int_{\Omega \setminus Z_e} \eta \langle A_\varepsilon \, D^2 u_\varepsilon, a_\varepsilon (\nabla u_\varepsilon), \nabla \eta \rangle dx \right|$$

$$\leq 2 \Lambda C(H) \int_{\Omega} \eta \left[ \varepsilon^2 + H^2 (\nabla u_\varepsilon)^2 \right]^{p-2} H (\nabla u_\varepsilon) |\nabla \eta| \|D^2 u_\varepsilon\| dx$$

$$\leq \delta \int_{\Omega} \eta^2 \left[ \varepsilon^2 + H^2 (\nabla u_\varepsilon)^2 \right]^{p-2} \|D^2 u_\varepsilon\|^2 dx$$

$$+ \frac{\Lambda^2 C(H)^2}{\delta} \int_{\Omega} \left[ \varepsilon^2 + H^2 (\nabla u_\varepsilon)^2 \right]^{p-2} H^2 (\nabla u_\varepsilon) |\nabla \eta|^2 dx,$$

where in the last inequality we applied the weighted Young’s inequality with a weight $\delta > 0$ to be chosen later.

From (50), (51) and using the inequalities of Hölder and Young, we obtain

$$|I_3| = \left| \int_{\Omega \setminus Z_e} \eta^2 [A_\varepsilon : D^2 u_\varepsilon] f_\varepsilon dx \right| \leq \int_{\Omega \setminus Z_e} \eta^2 \|A_\varepsilon\| \|D^2 u_\varepsilon\| \|f_\varepsilon\| dx$$

$$\leq \sqrt{n} \Lambda \int_{\Omega} \eta^2 \left[ \varepsilon^2 + H^2 (\nabla u_\varepsilon)^2 \right]^{\frac{p-2}{2}} \|D^2 u_\varepsilon\| \|f_\varepsilon\| dx$$

$$\leq \delta \int_{\Omega} \eta^2 \left[ \varepsilon^2 + H^2 (\nabla u_\varepsilon)^2 \right]^{p-2} \|D^2 u_\varepsilon\|^2 dx + \frac{n \Lambda^2}{4 \delta} \int_{\Omega} \eta^2 f_\varepsilon^2 dx.$$

Finally, via Young’s inequality,

$$|I_4| \leq 2 C(H) \int_{\Omega} |\eta| \left( \varepsilon^2 + H^2 (\nabla u_\varepsilon)^2 \right)^{\frac{p-2}{2}} H (\nabla u_\varepsilon) |f_\varepsilon| |\nabla \eta| dx$$

$$\leq C(H)^2 \int_{\Omega} \left[ \varepsilon^2 + H^2 (\nabla u_\varepsilon)^2 \right]^{p-2} H^2 (\nabla u_\varepsilon) |\nabla \eta|^2 dx + \int_{\Omega} \eta^2 f_\varepsilon^2 dx.$$

By combining (52)-(55) we get

$$\left( \lambda^2 - 2 \delta \right) \int_{\Omega} \eta^2 \left[ \varepsilon^2 + H^2 (\nabla u_\varepsilon)^2 \right]^{p-2} \|D^2 u_\varepsilon\|^2 dx$$

$$\leq C(H)^2 \left( 1 + \frac{\Lambda^2}{\delta} \right) \int_{\Omega} \left[ \varepsilon^2 + H^2 (\nabla u_\varepsilon)^2 \right]^{p-2} H^2 (\nabla u_\varepsilon) |\nabla \eta|^2 dx$$

$$+ \left( 1 + \frac{n \Lambda^2}{4 \delta} \right) \int_{\Omega} \eta^2 f_\varepsilon^2 dx.$$
and, by choosing $\delta = \frac{\lambda^2}{4}$ in the latter, we find

$$\int \Omega \eta^2 [\varepsilon^2 + H^2(\nabla u_\varepsilon)]^{p-2} \|D^2 u_\varepsilon\|^2 dx$$

$$\leq C(H)^2 \frac{2}{\lambda^2} \left( 1 + \frac{4\Lambda^2}{\lambda^2} \right) \int \Omega [\varepsilon^2 + H^2(\nabla u_\varepsilon)]^{p-2} H^2(\nabla u_\varepsilon) |\nabla \eta|^2 dx$$

$$+ \frac{2}{\lambda^2} \left( 1 + \frac{n\Lambda^2}{\lambda^2} \right) \int \Omega \eta^2 f_\varepsilon^2 dx$$

which completes the proof. \hfill \Box

The following corollary is a consequence of Proposition 4.1. It will be crucial in the proof of Theorem 1.1.

**Corollary 4.2** Let $u_\varepsilon$ be a solution of (22). Then for any function $\eta \in C^0_c(\Omega)$ and for any $\varepsilon \in (0, 1)$, we have

$$\int \Omega \eta^2 [\varepsilon^2 + H^2(\nabla u_\varepsilon)]^{p-2} \|D^2 u_\varepsilon\|^2 dx$$

$$\leq C_2 \int \Omega |a_\varepsilon(\nabla u_\varepsilon)|^2 |\nabla \eta|^2 dx + C_2 \int \Omega \eta^2 f_\varepsilon^2 dx$$

(56)

and

$$\int \Omega \eta^2 \|\nabla a_\varepsilon(\nabla u_\varepsilon)\|^2 dx \leq C_2 \int \Omega |a_\varepsilon(\nabla u_\varepsilon)|^2 |\nabla \eta|^2 dx + C_2 \int \Omega \eta^2 f_\varepsilon^2 dx.$$  

(57)

where $C_2$ is a constant depending only on $n, p$ and $H$.

**Proof** We notice that

$$|a_\varepsilon(\nabla u_\varepsilon)| \geq c(H_0) \left[ \varepsilon^2 + H^2(\nabla u_\varepsilon) \right]^{\frac{p-2}{2}} H(\nabla u_\varepsilon).$$

(58)

Indeed, recalling that the dual norm of $H$ satisfies (19), we have for any $\xi \neq 0$

$$H_0(a_\varepsilon(\xi)) = H_0 \left( \left[ \varepsilon^2 + H^2(\xi) \right]^{\frac{p-2}{2}} H(\xi) \nabla H(\xi) \right)$$

$$= \left( \left[ \varepsilon^2 + H^2(\xi) \right]^{\frac{p-2}{2}} H(\xi) \right) H_0(\nabla H(\xi)) = \left[ \varepsilon^2 + H^2(\xi) \right]^{\frac{p-2}{2}} H(\xi).$$

thus (58) follows from the equivalence of norms on $\mathbb{R}^n$ and (56) follows from (46).
Also, by (45) and (50), we have that
\[
\|\nabla a_\varepsilon (\nabla u_\varepsilon)\| = \|A_\varepsilon D^2 u_\varepsilon\| 
\leq C(n, p, H)[\varepsilon^2 + H^2(\nabla u_\varepsilon)]^{\frac{p-2}{2}} \|D^2 u_\varepsilon\| \text{ a.e. on } \Omega,
\] (59)
therefore (57) follows immediately from (56).

Now we estimate the term \( \int_{B_R} |a_\varepsilon(\nabla u_\varepsilon)|^2 dx \), where \( B_R \) is any open ball such that \( B_2 R \subset \Omega \). More precisely we have the following result.

**Proposition 4.3** Let \( u_\varepsilon \) be a solution of (22). Then, for any \( \varepsilon \in (0, 1) \) and for any open ball \( B_2 R \subset \subset \Omega \) we have
\[
\int_{B_R} |a_\varepsilon(\nabla u_\varepsilon)|^2 dx \leq C_3 \left[ R^{-n} \left( \int_{B_2 R \setminus B_R} |a_\varepsilon(\nabla u_\varepsilon)| \right)^2 + R^2 \int_{B_2 R} f_\varepsilon^2 dx \right] \] (60)
\[
\int_{B_R} \|\nabla a_\varepsilon(\nabla u_\varepsilon)\|^2 dx \leq C_4 \left[ R^{-n-2} \left( \int_{B_2 R \setminus B_R} |a_\varepsilon(\nabla u_\varepsilon)| \right)^2 + \int_{B_2 R} f_\varepsilon^2 dx \right]
\] (61)
where \( C_3, C_4 \) are constants depending only on \( n, p \) and \( H \).

**Proof** Thanks to Lemma 3.2 we have \( \eta a_\varepsilon^k(\nabla u_\varepsilon) \in H^1_c(\Omega) \) for any \( k = 1, \ldots, n \) and for \( \eta \in C^0_c(\Omega) \) whose support is contained in \( \overline{B_2 R} \subset \Omega \).

We first consider the case \( n \geq 3 \).

**Case** \( n \geq 3 \). Since
\[
\int_\Omega |\eta a_\varepsilon(\nabla u_\varepsilon)|^2^* dx = \int_\Omega \left( |\eta a_\varepsilon(\nabla u_\varepsilon)|^2 \right)^{\frac{2^*}{2}} dx
= \int_\Omega \left( \sum_{k=1}^n |\eta a_\varepsilon^k(\nabla u_\varepsilon)|^2 \right)^{\frac{2^*}{2}} dx
\leq C(n) \int_\Omega \sum_{k=1}^n |\eta a_\varepsilon^k(\nabla u_\varepsilon)|^{2^*} dx,
\] (62)
then the Sobolev embedding \( H^1(\Omega) \hookrightarrow L^{2^*}(\Omega) \) yields
\[
\int_\Omega |\eta a_\varepsilon(\nabla u_\varepsilon)|^{2^*} dx \leq C'(n) \left[ \sum_{k=1}^n \left( \int_\Omega |
abla(\eta a_\varepsilon^k(\nabla u_\varepsilon))|^2 dx \right)^{\frac{2^*}{2}} \right].
\]
\[
\leq C''(n) \sum_{k=1}^{n} \left[ \int_{\Omega} \left( \eta^2 |\nabla a_{\varepsilon}(\nabla u_{\varepsilon})|^2 + |a_{\varepsilon}(\nabla u_{\varepsilon})| |\nabla \eta|^2 \right) dx \right]^{\frac{2^*}{2}} \\
\leq nC''(n) \left[ \int_{\Omega} \left( \eta^2 |\nabla a_{\varepsilon}(\nabla u_{\varepsilon})|^2 + |a_{\varepsilon}(\nabla u_{\varepsilon})| |\nabla \eta|^2 \right) dx \right]^{\frac{2^*}{2}}.
\]

Now we use (57) in the latter to infer
\[
\int_{\Omega} |\eta a_{\varepsilon}(\nabla u_{\varepsilon})|^{2^*} dx \\
\leq nC''(n) \left[ (C_2 + 1) \int_{\Omega} |a_{\varepsilon}(\nabla u_{\varepsilon})|^2 |\nabla \eta|^2 dx + C_2 \int_{\Omega} \eta^2 f_{\varepsilon}^2 dx \right]^{\frac{2^*}{2}} \\
\leq C(n, p, H) \left[ \int_{\Omega} |a_{\varepsilon}(\nabla u_{\varepsilon})|^2 |\nabla \eta|^2 dx + \int_{\Omega} \eta^2 f_{\varepsilon}^2 dx \right]^{\frac{2^*}{2}} \\
\leq C'(n, p, H) \left[ \left( \int_{\Omega} |a_{\varepsilon}(\nabla u_{\varepsilon})|^2 |\nabla \eta|^2 dx \right)^{\frac{2^*}{2}} + \left( \int_{\Omega} \eta^2 f_{\varepsilon}^2 dx \right)^{\frac{2^*}{2}} \right].
\]

Let \( R \leq t < s \leq 2R \) and let \( \eta = \eta_{t,s} \in C_c^{0,1}(\Omega) \) be a cut off function with \( 0 \leq \eta \leq 1 \) and such that
\[
\eta \equiv 1 \text{ on } B_t, \quad \eta = 0 \text{ on } \Omega \setminus B_t, \quad |\nabla \eta| \leq \frac{1}{s-t} \text{ on } \Omega.
\]

Then from (64) we have
\[
\int_{B_t} |a_{\varepsilon}(\nabla u_{\varepsilon})|^{2^*} dx \leq C''(n, p, H) \left[ \frac{1}{(s-t)^{2^*}} \left( \int_{B_t \setminus B_{t-s}} |a_{\varepsilon}(\nabla u_{\varepsilon})|^2 dx \right)^{\frac{2^*}{2}} \\
+ \left( \int_{B_{2R}} f_{\varepsilon}^2 dx \right)^{\frac{2^*}{2}} \right].
\]

Following [14, Remark 6.12], let \( r = 2^*/2 > 1 \) and consider \( \sigma \in (0, 1) \). Let
\[
\alpha = \left( \frac{1 - \sigma}{r - \sigma} \right) r \in (0, 1)
\]
so that
\[
\frac{r}{\alpha} = \frac{r - \sigma}{1 - \sigma} > 1, \quad \left( \frac{r}{\alpha} \right)' = \frac{r - \sigma}{r - 1} \text{ and } (1 - \alpha) \left( \frac{r}{\alpha} \right)' = \sigma.
\]
By Hölder’s inequality we have
\[
\int_{B_t} |a_\varepsilon(\nabla u_\varepsilon)|^2^* \, dx \\
= \int_{B_t} |a_\varepsilon(\nabla u_\varepsilon)|^{2\alpha} |a_\varepsilon(\nabla u_\varepsilon)|^{2(1-\alpha)} \, dx \\
\leq \left( \int_{B_t} |a_\varepsilon(\nabla u_\varepsilon)|^{2r} \, dx \right)^{\frac{1-\alpha}{r-\sigma}} \left( \int_{B_t} |a_\varepsilon(\nabla u_\varepsilon)|^{2\sigma} \, dx \right)^{\frac{r-1}{r-\sigma}}.
\] (67)

Thus, since \(-2^* = -2n/(n-2) = n(1-r)\), from (66) and the latter we obtain
\[
\int_{B_t} |a_\varepsilon(\nabla u_\varepsilon)|^{2^*} \, dx \\
\leq C''(n, p, H)(s-t)^n(1-r) \left( \int_{B_t} |a_\varepsilon(\nabla u_\varepsilon)|^{2r} \, dx \right)^{\frac{1-\alpha}{r-\sigma}} \\
\times \left( \int_{B_t} |a_\varepsilon(\nabla u_\varepsilon)|^{2\sigma} \, dx \right)^{\frac{r-1}{r-\sigma}} + C''(n, p, H) \left( \int_{B_{2R}} f_\varepsilon^2 \, dx \right)^r
\]
\[
\leq \left( \int_{B_t} |a_\varepsilon(\nabla u_\varepsilon)|^{2r} \, dx \right)^{\frac{1-\alpha}{r-\sigma}} \left[ C''(n, p, H)(s-t)^n(1-r) \\
\times \left( \int_{B_t} |a_\varepsilon(\nabla u_\varepsilon)|^{2\sigma} \, dx \right)^{\frac{r-1}{r-\sigma}} \right] + C''(n, p, H) \left( \int_{B_{2R}} f_\varepsilon^2 \, dx \right)^r
\] (68)

and therefore, via weighted Young’s inequality with conjugate exponents \(\frac{r-\sigma}{\sigma(r-1)}\) and \(\frac{r-\sigma}{\alpha(r-1)}\), we obtain
\[
\int_{B_t} |a_\varepsilon(\nabla u_\varepsilon)|^{2^*} \, dx \leq \frac{1}{2} \int_{B_t} |a_\varepsilon(\nabla u_\varepsilon)|^{2r} \, dx + \tilde{C} (s-t)^{-(r-\sigma)\frac{n}{\alpha}}
\]
\[
\times \left( \int_{B_t} |a_\varepsilon(\nabla u_\varepsilon)|^{2\sigma} \, dx \right)^{\frac{r}{\alpha}} + C''(n, p, H) \left( \int_{B_{2R}} f_\varepsilon^2 \, dx \right)^r
\]
\[
\leq \tilde{C} (s-t)^{-(r-\sigma)\frac{n}{\alpha}} \left( \int_{B_{2R}} |a_\varepsilon(\nabla u_\varepsilon)|^{2\sigma} \, dx \right)^{\frac{r}{\alpha}}
\]
\[
+ C''(n, p, H) \left( \int_{B_{2R}} f_\varepsilon^2 \, dx \right)^r
\]
\[
+ \frac{1}{2} \int_{B_t} |a_\varepsilon(\nabla u_\varepsilon)|^{2^*} \, dx
\]
where $\tilde{C}$ is a constant depending only on $n$, $p$, $\sigma$ and $H$. By applying [14, Lemma 6.1] with

$$Z(t) = \int_{B_t} |a_\varepsilon(\nabla u_\varepsilon)|^2 \, dx,$$

and by choosing $\sigma = \frac{1}{2}$, from the above inequality we obtain

$$\int_{B_R} |a_\varepsilon(\nabla u_\varepsilon)|^2 \, dx \leq C''' R^{-2\delta} \left( \int_{B_{2R}\setminus B_R} |a_\varepsilon(\nabla u_\varepsilon)|^2 \, dx \right)^{2\delta} + C''' \left( \int_{B_{2R}} f_\varepsilon^2 \, dx \right)^{r}$$

(69)

where $C'''$ is a constant depending only on $n$, $p$, $H$. Then Hölder’s inequality and (69) imply

$$\int_{B_R} |a_\varepsilon(\nabla u_\varepsilon)|^2 \, dx \leq C_1'''' |B_R|^{2/n} \left[ R^{-2\delta} \left( \int_{B_{2R}\setminus B_R} |a_\varepsilon(\nabla u_\varepsilon)|^2 \, dx \right)^{2\delta} + \int_{B_{2R}} f_\varepsilon^2 \, dx \right]$$

(70)

where $C_1''''$ is a constant depending only on $n$, $p$, $H$. A short computation yields $(r - \sigma) \frac{n-2}{\sigma} = n + 2$, therefore the latter gives

$$\int_{B_R} |a_\varepsilon(\nabla u_\varepsilon)|^2 \, dx \leq C_2''' R^{2} \left[ R^{-2} \left( \int_{B_{2R}\setminus B_R} |a_\varepsilon(\nabla u_\varepsilon)|^2 \, dx \right)^{2} + \int_{B_{2R}} f_\varepsilon^2 \, dx \right]$$

(71)

where $C_2'''$ is a constant depending only on $n$, $p$, $H$. This proves (60).

To prove (61) we make use of (57) by letting $\eta \in C_0^1(\Omega)$ be a cut-off function with $0 \leq \eta \leq 1$ and such that

$$\eta \equiv 1 \text{ in } B_{R/2}, \quad \eta = 0 \text{ on } \Omega \setminus B_R, \quad |\nabla \eta| \leq 2/R \text{ on } \Omega,$$

which leads to

$$\int_{B_R} \| \nabla a_\varepsilon(\nabla u_\varepsilon) \|^2 \, dx \leq 4C_2 R^{-2} \int_{B_R} |a_\varepsilon(\nabla u_\varepsilon)|^2 \, dx + C_2 \int_{B_R} f_\varepsilon^2 \, dx$$

(72)

Inserting (71) into the latter yields (61).
Case $n = 2$. In this case we observe that, for any $\theta > 2$, it holds

$$
\int_{\Omega} |\eta a_k^\varepsilon(\nabla u_\varepsilon)|^\theta \, dx \leq C(\theta) R^2 \left( \int_{\Omega} |\nabla (\eta a_k^\varepsilon(\nabla u_\varepsilon))|^2 \, dx \right)^{\theta/2}.
$$

(73)

Here we have used that $\eta a_k^\varepsilon(\nabla u_\varepsilon) \in H^1_c(\Omega)$ and its support is contained in $\overline{B_{2R}} \subset \Omega$ (see for instance [16, Theorem 12.33]). Now we repeat the previous computations with any $\theta > 2$ fixed. This leads to (66) with $2^*$ replaced by $\theta$ and $C''(n, p, H)$ replaced by $C''(n, p, H, \theta) R^2$, i.e.,

$$
\int_{B_t} |a_\varepsilon(\nabla u_\varepsilon)|^\theta \, dx \leq C''(n, p, H, \theta) R^2 \left[ \frac{1}{(s-t)^\theta} \left( \int_{B_s \setminus B_R} |a_\varepsilon(\nabla u_\varepsilon)|^2 \, dx \right)^{\theta/2} 
\right. 
\left. + \left( \int_{B_{2R}} f_\varepsilon^2 \, dx \right)^{\theta/2} \right].
$$

(74)

Now we choose $r = \frac{\theta}{2} > 1$ and we repeat the computations after formula (66). This leads to

$$
\int_{B_t} |a_\varepsilon(\nabla u_\varepsilon)|^\theta \, dx \leq C''(n, p, H, \theta) R^2 (s-t)^{-2r} \left( \int_{B_s \setminus B_R} |a_\varepsilon(\nabla u_\varepsilon)|^{2r} \, dx \right)^{r \left( \frac{1-\sigma}{1-\sigma} \right)} 
\times \left( \int_{B_s \setminus B_R} |a_\varepsilon(\nabla u_\varepsilon)|^{2r} \, dx \right)^{r \left( \frac{\sigma-1}{r-1} \right)} + C''(n, p, H, \theta) R^2 
\times \left( \int_{B_{2R}} f_\varepsilon^2 \, dx \right)^r 
\times \left( \int_{B_{2R} \setminus B_R} |a_\varepsilon(\nabla u_\varepsilon)|^{2r} \, dx \right)^{r/2} + C''(n, p, H, \theta) R^2 
\times \left( \int_{B_{2R}} f_\varepsilon^2 \, dx \right)^r + \frac{1}{2} \int_{B_s} |a_\varepsilon(\nabla u_\varepsilon)|^\theta \, dx
$$

(75)

where $\tilde{C}$ is a constant depending only on $n, p, \sigma, H$ and $\theta$. 

Springer
By by choosing \( \sigma = \frac{1}{2} \) and applying [14, Lemma 6.1] we obtain

\[
\int_{B_R} |a_\varepsilon(\nabla u_\varepsilon)|^\theta \, dx \leq C''' \left( \int_{B_{2R} \setminus B_R} |a_\varepsilon(\nabla u_\varepsilon)|^{2\sigma} \, dx \right)^{\frac{r}{\sigma}} + C''' R^2 \left( \int_{B_{2R}} f_\varepsilon^2 \, dx \right)^{\frac{r}{2}}
\]

where \( C''' \) is a constant depending only on \( n, p, H \) and \( \theta \). Then Hölder’s inequality and (76) imply

\[
\int_{B_R} |a_\varepsilon(\nabla u_\varepsilon)|^2 \, dx \leq C''' \left[ R^{-2} \left( \int_{B_{2R} \setminus B_R} |a_\varepsilon(\nabla u_\varepsilon)| \, dx \right)^2 + R^2 \int_{B_{2R}} f_\varepsilon^2 \, dx \right]
\]

where \( C''' \) is a constant depending only on \( n, p, H \) and \( \theta \). Then (60) follows by fixing a value of \( \theta > 2 \). From the latter it is immediate to infer (61). \( \square \)

5 Proof of the main results

In this section we prove the main results of this paper.

Proof of Theorem 1.1 It suffices to apply the estimates we found in the previous sections for the approximating sequence \( u_\varepsilon \), and then pass to the limit as \( \varepsilon \to 0 \).

Let us fix \( \Omega' \subset \subset \Omega \) and consider \( u_\varepsilon \) solutions to (22). From (39) we have

\[
|a_\varepsilon(\nabla u_\varepsilon)| \leq C(H) \left( \varepsilon^2 + H^2(\nabla u_\varepsilon) \right)^{\frac{p-1}{2}},
\]

and therefore (27) yields

\[
\|a_\varepsilon(\nabla u_\varepsilon)\|_{L^1(\Omega')} \leq C,
\]

where \( C \) does not depend on \( \varepsilon \). Then from Proposition 4.3 and a standard covering argument we infer that

\[
\|\nabla a_\varepsilon(\nabla u_\varepsilon)\|_{H^1(\Omega')} \leq C,
\]

where \( C \) does not depend on \( \varepsilon \).
Since those estimates are uniform in $\varepsilon$, we can extract a subsequence, relabelled as $u_\varepsilon$, such that

$$a_\varepsilon(\nabla u_\varepsilon) \rightharpoonup h \quad \text{weakly in } H^1_{\text{loc}}(\Omega), \quad \text{strongly in } L^2_{\text{loc}}(\Omega) \quad \text{and \ a.e. in } \Omega,$$

(79)

for some $h \in H^1_{\text{loc}}(\Omega)$.

From the $L^p$ convergence $\nabla u_\varepsilon \rightharpoonup \nabla u$, we have (up to a subsequence, still denoted by $u_\varepsilon$)

$$\nabla u_\varepsilon \rightarrow \nabla u \quad \text{a.e. in } \Omega.$$

Hence

$$a_\varepsilon(\nabla u_\varepsilon) \rightarrow a(\nabla u) \quad \text{a.e. in } \Omega,$$

and so $h = a(\nabla u)$ thanks to (79).

Estimates (5) and (6) then follows by letting $\varepsilon \to 0$ in Proposition 4.3. Finally, the estimate (7) follows immediately from (11).

As already observed in Remarks 1.3 and 1.5, Theorem 1.2 and Theorem 1.4 are special cases of two more general results that we state and prove hereafter. To this end we first introduce the assumptions on the source term $f$ :

\[
\begin{aligned}
\begin{cases}
    \text{if } p > \frac{n}{2} & \exists \lambda \in (n - 2, n) : f \in \mathcal{M}^{2,\lambda}_{\text{loc}}(\Omega), \\
    \text{if } p \leq \frac{n}{2} & \exists \lambda \in (n - 2, n), \exists s > \frac{n}{p} : f \in L^s_{\text{loc}}(\Omega) \cap \mathcal{M}^{2,\lambda}_{\text{loc}}(\Omega),
\end{cases}
\end{aligned}
\]

(80)

where we have denoted by $\mathcal{M}^{2,\lambda}$ the classical Morrey space. Then we have

**Remark 5.1**

(i) If $f$ satisfies (80), then $f \in L^q_{\text{loc}}(\Omega)$ where $q$ fulfills (14), and therefore Theorem 1.1 applies.

(ii) If $f \in L^r_{\text{loc}}(\Omega)$, $r > n$, then $f$ satisfies (80). Indeed, by Hölder’s inequality, we have that $f \in \mathcal{M}^{2,n-\frac{2n}{r}}_{\text{loc}}(\Omega)$ (and $n - \frac{2n}{r} \in (n - 2, n)$, since $r > n$). Moreover,

$$\|f\|_{\mathcal{M}^{2,n-\frac{2n}{r}}(\Omega')} \leq C(n, r)\|f\|_{L^r(\Omega')}$$

for any open subset $\Omega' \subset \subset \Omega$. Therefore, Theorems 1.2 and 1.4 are special cases of the two following general results.

**Theorem 5.2** Assume $1 < p \leq 2$ and let $u \in W^{1,p}_{\text{loc}}(\Omega)$ be a local weak solution of (1) where $H$ satisfies (4) and $f$ satisfies (80). Then

$$u \in H^2_{\text{loc}}(\Omega) \cap C^{1,\beta}_{\text{loc}}(\Omega)$$

for some $\beta \in (0, 1)$ depending only on $n$, $p$, $\lambda$ and $H$.
Moreover, for any open ball $B_{2R} \subset \subset \Omega$ we have

$$\int_{B_{R/2}} \|D^2u\|^2 \, dx \leq C \left[ R^{-n-2}\|a(\nabla u)\|_{L^1(B_{2R}\setminus B_R)}^2 + \|f\|_{L^2(B_{2R})}^2 \right],$$

where $C$ is a constant depending on $p, n, H, \lambda, B_R, B_{2R}, \|u\|_{W^{1,p}(B_{2R})}$, $\|f\|_{L^{\max\{2,n\}}(B_{2R})}$ and $\|f\|_{M^{2,\lambda}(B_{2R})}$.

In particular, when $p = 2$ we have

$$\int_{B_{R/2}} \|D^2u\|^2 \, dx \leq C \left[ R^{-n-2}\|a(\nabla u)\|_{L^1(B_{2R}\setminus B_R)}^2 + \|f\|_{L^2(B_{2R})}^2 \right],$$

where $C$ is a constant depending only on $n, H$.

**Theorem 5.3** Let $u \in W^{1,p}_{\text{loc}}(\Omega)$ be a local solution of (1), where $H$ satisfies (4) and $f$ satisfies (80). Then

$$u \in C^{1,\beta}_{\text{loc}}(\Omega)$$

for some $\beta \in (0, 1)$ depending only on $n, p, \lambda$ and $H$.

Moreover, for any open ball $B_{2R} \subset \subset \Omega$ we have

$$\int_{B_{R/2}\setminus Z} [H^2(\nabla u)]^{p-2} \|D^2u\|^2 \, dx \leq C,$$  \hspace{1cm} (81)

where $Z$ denotes the set of critical points of $u$ and $C$ is a constant depending on $p, n, H, \lambda, B_R, B_{2R}, \|u\|_{W^{1,p}(B_{2R})}, \|f\|_{L^{\max\{2,n\}}(B_{2R})}$ and $\|f\|_{M^{2,\lambda}(B_{2R})}$.

To prove Theorems 5.2 and 5.3 we need the following useful auxiliary result (inspired by the reading of Section 5 of [18]).

**Lemma 5.4** Assume $n \geq 2$ and let $U$ be an open bounded set of $\mathbb{R}^n$ of class $C^2$. Let $f$ be a function belonging to the Morrey space $M^{2,\lambda}(U)$ with $n - 2 < \lambda < n$ and set $\alpha = \frac{\lambda - n + 2}{2} \in (0, 1)$. Then there exists $F \in H^1(U, \mathbb{R}^n) \cap C^{0,\alpha}_{\text{loc}}(U, \mathbb{R}^n)$ such that

$$-\text{div} F = f \text{ in } U$$

and, for any open Lipschitz set $U' \subset \subset U$,

$$\|F\|_{C^{0,\alpha}(U')} \leq C \|f\|_{M^{2,\lambda}(U)},$$

where $C$ is a constant depending only on $n, \lambda, U'$ and $U$.

**Proof** The proof relies on some results of Campanato and Morrey. 9

---

9 Recall that the Morrey space $M^{2,\lambda}(A)$ is isomorphic (as Banach space) to the Campanato space $L^{2,\lambda}(A)$ whenever $A$ is an open bounded Lipschitz set of $\mathbb{R}^n$ and $0 \leq \lambda < n$. We shall freely use this result in the course of the proof. More details on this property as well as other useful results used in this paper on Morrey’s and Campanato’s spaces can be found in [14, Section 2.3] and [13, Chapter 5].
Let \( u \in H^1_0(U) \cap H^2(U) \) be the unique weak solution to \(-\Delta u = f\) in \( U \) and recall that \( \|u\|^2_{H^2(U)} \leq C_1 \|f\|^2_{L^2(U)} \), for some constant \( C_1 \) depending only on \( n \) and \( U \). Also, by a result of Campanato [2, Theorema 10.I] (see also [13, Chapter 5]) we know that

\[
\|\partial_{x_j x_k} u\|_{\mathcal{M}^{2,\lambda}(U')}^2 \leq C_2 \left[ \|u\|_{H^2(U)}^2 + \|f\|_{\mathcal{M}^{2,\lambda}(U)}^2 \right] \quad \forall \ j, k = 1, \ldots, n \tag{84}
\]

where the constant \( C_2 \) depends only on \( \lambda, n \) and \( U' \). Hence,

\[
\|\nabla \partial_{x_k} u\|_{\mathcal{M}^{2,\lambda}(U')}^2 \leq C_3 \|f\|_{\mathcal{M}^{2,\lambda}(U)}^2 \quad \forall \ j, k = 1, \ldots, n \tag{85}
\]

where \( C_3 \) is a constant that depends only on \( \lambda, n, U' \) and \( U \). Set \( w = \partial_{x_k} u \), then Poincaré inequality and (85) imply that, for any \( x_0 \in U \) and any \( 0 < \rho < \frac{\text{dist}(U', \partial U)}{2} \),

\[
\int_{B_\rho(x_0)} |w - w_{B_\rho(x_0)}|^2 \, dx \leq c \rho^2 \int_{B_\rho(x_0)} |\nabla \partial_{x_k} u|^2 \, dx \leq c \rho^2 C_3 \|f\|_{\mathcal{M}^{2,\lambda}(U)}^2 \rho^\lambda = c C_3 \|f\|_{\mathcal{M}^{2,\lambda}(U)}^2 \rho^{\lambda + 2} \tag{86}
\]

where \( w_\omega := \frac{1}{|\omega|} \int_\omega w \, dx \) and \( c = c(n) \).

Moreover, when \( \rho \geq \frac{\text{dist}(U', \partial U)}{2} \), we have

\[
\int_{U \cap B_\rho(x_0)} |w - w_{U \cap B_\rho(x_0)}|^2 \, dx \leq 2 \|w\|_{L^2(U)}^2 \leq 2 \|w\|_{L^2(U)}^2 \left[ \frac{2 \rho}{\text{dist}(U', \partial U)} \right]^\lambda \rho^{\lambda + 2} = 2 \left[ \frac{2}{\text{dist}(U', \partial U)} \right]^\lambda \rho^{\lambda + 2} \|\partial_{x_k} u\|^2_{L^2(U)} \rho^{\lambda + 2} \tag{87}
\]

Combining (86) and (87) we immediately get that \( \partial_{x_k} u \) belongs to the Campanato space \( \mathcal{L}^{2,\lambda+2}(U') \) and

\[
\|\partial_{x_k} u\|^2_{\mathcal{L}^{2,\lambda+2}(U')} \leq C_4 \|f\|^2_{\mathcal{M}^{2,\lambda}(U)} \quad \forall \ k = 1, \ldots, n \tag{88}
\]

where \( C_4 \) is a constant depending only on \( n, \lambda, U' \) and \( U \).

Now, since \( n < \lambda + 2 < n + 2 \), the well-known integral characterisation of Hölder spaces by Campanato [3, 4, 13] tell us that

\[
\partial_{x_k} u \in C^{0,\frac{\lambda+2}{2}}(U'), \quad \|\partial_{x_k} u\|_{C^{0,\frac{\lambda+2}{2}}(U')} \leq C_5 \|f\|_{\mathcal{M}^{2,\lambda}(U)} \quad \forall \ k = 1, \ldots, n \tag{89}
\]

where \( C_5 \) is a constant depending only on \( n, \lambda, U' \) and \( U \).

The desired conclusion then follows by taking \( F = \nabla u \). \( \square \)
We are now ready to prove Theorem 5.2.

**Proof of Theorem 5.2** Set

\[ \tilde{s} := \begin{cases} 
2 & \text{if } p > \frac{n}{2}, \\
 s & \text{if } p \leq \frac{n}{2}. 
\end{cases} \quad (90) \]

Let us consider an open ball \( B_{2R} \subset \subset \Omega \) and let \( f_\varepsilon \) and \( u_\varepsilon \) be as in Sect. 3. Recall that, in the course of the proof of Theorem 1.1, we proved that

\[
\| u_\varepsilon \|_{W^{1,p}(B_{2R})} \leq C'_1 := C'_1(p, n, H, B_{2R}, \| u \|_{W^{1,p}(B_{2R})}, \| f \|_{L^\tilde{s}(B_{2R})}) \quad (91)
\]

\[
\| a_\varepsilon(\nabla u_\varepsilon) \|_{L^1(B_{2R})} \leq C'_1 \quad (92)
\]

and that, up to a subsequence,

\[ \nabla u_\varepsilon \rightharpoonup \nabla u \text{ strongly in } W^{1,p}_{loc}(\Omega) \text{ and a.e. in } \Omega, \quad (93) \]

\[ a_\varepsilon(\nabla u_\varepsilon) \rightharpoonup a(\nabla u) \text{ weakly in } H^1_{loc}(\Omega), \text{ strongly in } L^2_{loc}(\Omega) \text{ and a.e. in } \Omega. \quad (94) \]

By making use of (91) we have \( u_\varepsilon \in C^0(\Omega) \) and the following bound

\[ \| u_\varepsilon \|_{L^\infty(B_{2R})} \leq C'_2 := C'_2(p, n, H, B_{2R}, \| u \|_{W^{1,p}(B_{2R})}, \| f \|_{L^\tilde{s}(B_{2R})}) \quad (95) \]

Indeed, if \( p > n \) we have \( \| u_\varepsilon \|_{L^\infty(B_{2R})} \leq C(B_{2R}, p)\| u_\varepsilon \|_{W^{1,p}(B_{2R})} \) by Sobolev embedding, and so (95) follows from (91). When \( p \leq n \) we have \( \| u_\varepsilon \|_{L^\infty(B_{2R})} \leq C'(p, n, H, B_{2R}, \| u_\varepsilon \|_{L^p(B_{2R})}, \| f \|_{L^\tilde{s}(B_{2R})}) \), by the celebrated results in [23], and once again (95) follows from (91).

Now we observe that \( f_\varepsilon \in \mathcal{M}^{2,\lambda}(B_{2R}) \) and \( \| f_\varepsilon \|_{\mathcal{M}^{2,\gamma}(B_{2R})} \leq \| f \|_{\mathcal{M}^{2,\gamma}(B_{2R})} \). We can therefore use Lemma 5.4 to obtain vector fields \( F_\varepsilon \in C^{0,\alpha}(B_{2R}) \) such that

\[ \| F_\varepsilon \|_{C^{0,\alpha}(B_{2R})} \leq C \| F_\varepsilon \|_{\mathcal{M}^{2,\lambda}(B_{2R})} \leq C \| f \|_{\mathcal{M}^{2,\lambda}(B_{2R})} \quad (96) \]

where \( \alpha = \frac{\lambda-n+2}{2} \in (0, 1) \) and \( C \) is a constant depending only on \( n, \lambda, B_{2R} \) and \( B_{2R} \).

Now we set \( A_\varepsilon(x, \xi) := a_\varepsilon(\xi) - F_\varepsilon(x), (x, \xi) \in B_{2R} \times (\mathbb{R}^n \setminus \{0\}) \) and observe that

\[ -\text{div}(A_\varepsilon(x, \nabla u_\varepsilon)) = 0 \text{ in } B_{2R}. \quad (97) \]

We can therefore apply [17, Theorem 1.7] to obtain \( \beta = \beta(n, p, H, \lambda) \in (0, 1) \) such that

\[
\| u_\varepsilon \|_{C^{1,\beta}(B_{2R})} \leq C'_3 = C'_3(p, n, H, \lambda, B_{2R}, B_{2R}, \| u \|_{W^{1,p}(B_{2R})}, \| f \|_{L^\tilde{s}(B_{2R})}) \quad (98)
\]

\[ \| f \|_{\mathcal{M}^{2,\lambda}(B_{2R})}. \]

Hence, up to a subsequence, \( u_\varepsilon \rightarrow u \) in \( C^1_{loc}(\Omega), u \in C^{1,\beta}_{loc}(\Omega). \)
By (56) and \( p \leq 2 \) we get
\[
\int_{B_{\frac{R}{2}}} \| D^2 u_\varepsilon \|^2 \, dx \leq C'_4 \int_{B_{\frac{R}{2}}} \left[ \varepsilon^2 + H^2(\nabla u_\varepsilon) \right]^{p-2} \| D^2 u_\varepsilon \|^2 \, dx \\
\leq C'_4 C_2 \left[ \frac{4}{R^2} \int_{B_R} |a_\varepsilon(\nabla u_\varepsilon)|^2 \, dx + \int_{B_R} f_\varepsilon^2 \, dx \right]
\]
where \( C_2 \) is a constant depending only on \( n, p, H \) and \( C'_4 \) is a positive constant depending only on \( C'_3 \) (note that one can take \( C'_4 = 1 \) when \( p = 2 \)). Then, inserting (60) into the latter yields
\[
\int_{B_{\frac{R}{2}}} \| D^2 u_\varepsilon \|^2 \, dx \\
\leq C'_4 C_2 \left[ \frac{4}{R^2} \int_{B_R} |a_\varepsilon(\nabla u_\varepsilon)|^2 \, dx + \int_{B_R} f_\varepsilon^2 \, dx \right]
\]
where in the last inequality we have used (92). Therefore, up to a subsequence, \( u_\varepsilon \to u \) weakly in \( H^2_{loc}(\Omega) \) and the thesis follows by letting \( \varepsilon \to 0 \) in (99) and then recalling (6).

**Proof of Theorem 5.3** We repeat the proof of Theorem 1.2 until the estimate (98). Hence, up to a subsequence,
\[
u_\varepsilon \to u \quad \text{in} \quad C^1_{loc}(\Omega), \quad u \in C^1_{loc}(\Omega).
\]
By (56), (60) and (92) we have that
\[
\int_{B_{\frac{R}{2}}} \left[ \varepsilon^2 + H^2(\nabla u_\varepsilon) \right]^{p-2} \| D^2 u_\varepsilon \|^2 \, dx \\
\leq C_2 \left[ \frac{4}{R^2} \int_{B_R} |a_\varepsilon(\nabla u_\varepsilon)|^2 \, dx + \int_{B_R} f_\varepsilon^2 \, dx \right]
\]
where in the last inequality we have used (92). Therefore, up to a subsequence, \( u_\varepsilon \to u \) weakly in \( H^2_{loc}(\Omega) \) and the thesis follows by letting \( \varepsilon \to 0 \) in (99) and then recalling (6).
is uniformly bounded in $L^2_{loc}(\Omega)$ w.r.t. $\varepsilon > 0$. Hence, up to a subsequence,

$$\phi^{i,j}_\varepsilon \to \phi^{i,j} \quad \text{weakly in } L^2_{loc}(\Omega) \quad \text{as } \varepsilon \to 0. \quad (104)$$

In view of (102), (104) and the weak lower semicontinuity of the $L^2$ norm, to get our thesis it is enough to prove that

$$\phi^{i,j}_\varepsilon = |\nabla u|^{p-2} \partial_{x_i x_j} u \quad \text{a.e. in } \Omega \setminus Z. \quad (105)$$

To this end, we fix an arbitrary open ball $B_{2R} \subset \subset \Omega \setminus Z$, then $|\nabla u| \geq 2c > 0$ in $B_{2R}$ by definition of $Z$. Hence, by (101), we have

$$|\nabla u_\varepsilon| \geq c \quad \text{in } B_{2R}, \quad \text{for all small enough } \varepsilon. \quad (106)$$

By using (102), (106) and (98) we find

$$\int_{B_{\frac{R}{2}}} \|D^2 u_\varepsilon\|^2 dx$$

$$\leq C(c, p, H, C'_3) \int_{B_{\frac{R}{2}}} \left[ \varepsilon^2 + H^2(\nabla u_\varepsilon) \right]^{p-2} \|D^2 u_\varepsilon\|^2 dx$$

$$\leq C'_6 = C'_6(c, p, n, H, \lambda, B_R, B_{2R}, \|u\|_{W^{1,p}(B_{2R})}, \|f\|_{L^p(B_{2R})}, \|f\|_{M^{2,\lambda}(B_{2R})}),$$

which implies that $u_\varepsilon$ is uniformly bounded in $H^2_{loc}(\Omega \setminus Z)$ and then, up to a subsequence, $u_\varepsilon \to u$ weakly in $H^2_{loc}(\Omega \setminus Z)$. The latter and (101) yield

$$\phi^{i,j}_\varepsilon = \left( \varepsilon^2 + |\nabla u_\varepsilon|^2 \right)^{\frac{p-2}{2}} \partial_{x_i x_j} u_\varepsilon \to |\nabla u|^{p-2} \partial_{x_i x_j} u,$$

weakly in $L^2_{loc}(\Omega \setminus Z)$, which proves (105) and concludes the proof. □

**Proof of Proposition 1.6** From Theorem 1.1 we know that

$$|a(\nabla u)| \in H^1_{loc}(\Omega).$$

Thanks to a well-known result due to Stampacchia [25] we infer that

$$\frac{|a(\nabla u)|}{\varepsilon + |a(\nabla u)|} \in H^1_{loc}(\Omega)$$

for any $\varepsilon > 0$. Therefore, for any $\varphi \in C_c^\infty(\Omega)$, we can use

$$\frac{|a(\nabla u)|}{\varepsilon + |a(\nabla u)|} \varphi$$
as a test function in (13) and we have

$$
\int_{\Omega} \frac{|a(\nabla u)|}{\varepsilon + |a(\nabla u)|} \varphi f \, dx = \int_{\Omega} \frac{|a(\nabla u)|}{\varepsilon + |a(\nabla u)|} a(\nabla u) \cdot \nabla \varphi \, dx + \varepsilon \int_{\Omega} \frac{a(\nabla u) \cdot \nabla(|a(\nabla u)|)}{\varepsilon + |a(\nabla u)|^2} \varphi \, dx.
$$

(107)

We first notice that

$$
\int_{\Omega} \frac{|a(\nabla u)|}{\varepsilon + |a(\nabla u)|} \varphi f \, dx = \int_{\Omega \setminus \{\nabla u = 0\}} \frac{|a(\nabla u)|}{\varepsilon + |a(\nabla u)|} \varphi f \, dx.
$$

(108)

Moreover we have

$$
| \varepsilon \frac{a(\nabla u) \cdot \nabla(|a(\nabla u)|)}{\varepsilon + |a(\nabla u)|^2} \varphi | \leq \nabla(|a(\nabla u)|) |\varphi|
$$

where the latter function belongs to $L^1(\Omega)$, independently on $\varepsilon$. This implies that we can use the dominated convergence theorem in (107) as $\varepsilon \to 0^+$ and, from (108), we obtain

$$
\int_{\Omega \setminus \{\nabla u = 0\}} \varphi f \, dx = \int_{\Omega} a(\nabla u) \cdot \nabla \varphi \, dx = \int_{\Omega} \varphi f \, dx,
$$

where in the last equality we used again the equation. Since $\varphi$ is any function in $C^\infty_c(\Omega)$, we get the desired conclusion. \(\square\)

**Proof of Corollary 1.7** This corollary is a straightforward consequence of Proposition 1.6. Indeed, the singular set $\{\nabla u = 0\}$ is contained into the set $\{f = 0\}$ up to a set of measure zero. Since $|\{f = 0\}| = 0$ then $|\{\nabla u = 0\}|$. \(\square\)
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