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We consider subdiffusion of a particle in a one-dimensional system with a thin partially permeable wall. Passing through the wall, the particle can be absorbed with a certain probability. We call such a wall partially permeable partially absorbing wall (PPAW). Using the diffusion model in a system with discrete time and spatial variable, probability densities (Green’s functions) describing subdiffusion in the system have been derived. Knowing the Green’s functions we derive boundary conditions at the wall. The boundary conditions take a specific form in which time derivatives of the fractional order controlled by the subdiffusion parameter are involved. We assume that the absorption of a particle can occur only when the particle jumps through the wall. It is not possible to temporarily retain a particle inside a thin wall. The wall can represent a thin membrane. If a system with a thick membrane inside which particles may diffuse is considered, it can be treated as a three-part with a thick membrane as the middle part. The boundary conditions at membrane surfaces can be assumed as for PPAW. The system with PPAW can be used to filter diffusing particles. The temporal evolution of the probability that the diffusing molecule has not been absorbed is considered. This function shows the efficiency of the filtering process. The impact of subdiffusion and wall parameters on this function is discussed.

PACS numbers:

I. INTRODUCTION

In many processes in physics, biology, engineering sciences and others normal diffusion or subdiffusion occur in a system with a thin membrane which is partially permeable and partially absorbing for diffusing particles [1–3]. Absorption is defined here as the permanent exclusion of a particle from further diffusion. It can be, for example, the disintegration of the particle or its permanent immobilization. Some membranes can be used as filters in the process of recovering substances. The examples are diffusion dialysis in which acids are recovered from aqueous solutions [4, 5], carbon dioxide recovery [10, 11], absorption of substances in a rubber membrane [12], recovery of hydrochloride acid from waste pickling solution [13], the use of membranes as filters for sterilization and purification of protein pharmaceuticals [14] and elimination of ethanol [15], diffusion of drugs through membranes made of regenerated keratin and ceramides [16], diffusion of various substances through a partially absorbing skin [17]. Various scenarios for retaining diffusing particles through a filter membrane have been considered, for example sieve filtration and molecular filtration [14, 18], and diffusion of particles with the multi-stage surface reactions, such as viral entry into healthy cells [19]. Diffusing particles can be trapped, among others, at the membrane surface [20], by absorbing patches on membrane [21], and by binding sites on the wall of a membrane channel [22].

When modelling diffusion in a system with a partially absorbing thin membrane, one needs two boundary conditions at the membrane to solve diffusion equation. These boundary conditions are usually assumed or derived using a model of particle transport through a membrane. The boundary conditions at the membrane may contain integrodifferential operator with a memory kernel. Many boundary conditions at a thin membrane not equivalent to each other have been considered, see for example the discussion in [23] and the references cited therein. Theoretical models often use diffusion-reaction equation or diffusion equation with reactions on the membrane surface at which radiative boundary condition have been often supposed [24, 27]. Radiative boundary condition assumes that the particles flux at the absorbing surface is proportional to the particles concentration at the surface.

We consider subdiffusion in a one-dimensional system with a partially permeable partially absorbing wall (PPAW). PPAW is defined here as a thin obstacle for diffusing particles inside which the particle cannot stop. A particle that tries to jump over PPAW can do it with some probability or be stopped on the wall surface. The particle can be absorbed with some probability as it passes through the wall. The wall represents thin membrane which can absorb diffusing particles. If a system with a thick membrane inside which particles may diffuse is considered, the system can be treated as a three-part with a thick membrane as the middle part. The membrane surfaces can be treated as PPAWs.

Subdiffusion occurs in media in which particle jumps are strongly hindered due to a complex structure of the medium [28, 30]. The example are subdiffusion in gels [31, 32], biological cells [33, 34], biological membranes [35, 36], and in media having a fractal structure [37, 38]. Within the Continuous Time Random Walk model waiting time for the particle to jump is anomalously long.
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for subdiffusion; the probability density distribution of this time \( \psi \) has a heavy tail, \( \psi(t) \sim 1/t^{\alpha+1}, t \to \infty \), \( 0 < \alpha < 1 \), which leads to infinite mean value of this time \( [28, 29] \). Subdiffusion is usually described by a subdiffusion equation with fractional time derivative of the order controlled by subdiffusion parameter \( \alpha \), see Eq. ([1]) in Sec. II.

Models of a particle random walk in a discrete system are useful to derive boundary conditions \([26, 27, 41–48]\). In some models, it is assumed that inside the membrane a particle must stop for some time. Absorption may occur during the stay of the molecule inside the membrane. The probability of absorption then depends on the absorption coefficient as well as the distribution of time that the molecule stay inside the membrane \([26, 27, 41–48]\). We have different situation in the model considered in this paper. A particle may, with some probability, jump over the wall or be stopped on its surface. It is not possible to retain the particle inside the wall. Similar model of subdiffusion with non-absorbing thin membrane has been already considered \([43, 48]\). However, the presence of a partially absorbing membrane in the system changes the dynamics of the subdiffusion process and provides qualitatively different Green’s functions and boundary conditions at the wall. We derive the Green’s functions and boundary conditions according to the rule: a particle can be absorbed only when it jumps through the wall. The probability that the molecule will not be absorbed in the time interval \((0, t)\) depends on the number of particle jumps through the membrane as well as on the probabilities of absorption during a particle jump. In deriving the Green’s function, we take into account the number of jumps through the wall. As far as we know, this issue has not been considered yet. We mention that processes depending on the number of visits of the diffusing particle at a specific point in the system have been considered \([49, 50]\). In this paper we consider the process depending on the number of jumps between two different points separated by a partially permeable wall.

II. METHOD

We assume that subdiffusion parameters do not depend on time and spatial variable. Let \( P(x,t;x_0) \) be a probability density (the Green’s function) of finding a diffusing particle at the point \( x \) at time \( t \), \( x_0 \) is the initial location of the particle. The probability fulfills the subdiffusion equation

\[
\frac{\partial P(x,t;x_0)}{\partial t} = D \frac{\partial^{1-\alpha}}{\partial t^{1-\alpha}} \frac{\partial^2 P(x,t;x_0)}{\partial x^2}, \tag{1}
\]

with the initial condition \( P(x,0;x_0) = \delta(x-x_0) \), where \( \delta \) is the Dirac delta function, \( D \) is the subdiffusion coefficient, \( \alpha \) is the subdiffusion parameter, the Riemann–Liouville fractional derivative occurring in Eq. ([1]) is defined for \( \beta > 0 \) as

\[
\frac{d^\beta f(t)}{dt^\beta} = \frac{1}{\Gamma(n-\beta)} \frac{d^n}{dt^n} \int_0^t dt' (t-t')^{n-\beta-1} f(t'), \tag{2}
\]

where \( n = \lceil \beta \rceil + 1 \), \( \lceil \beta \rceil \) is the integral part of \( \beta \).

In further considerations we use the Laplace transform

\[
\mathcal{L}[f(t)] = \int_0^\infty e^{-st} f(t) dt \equiv \hat{f}(s). \tag{3}
\]

\( 0 < \beta < 1 \), we get the subdiffusion equation in terms of the Laplace transform

\[
sp(x,s;x_0) - P(x,0;x_0) = D s^{1-\alpha} \frac{\partial^2 \hat{P}(x,s;x_0)}{\partial x^2}. \tag{4}
\]

We consider subdiffusion in a system with a thin partially permeable partially absorbing wall (PPAW) which can absorb a diffusing particle when it is passing through the wall. In the following considerations the key is to find the probability densities \( P(k_A,k_B;x,t;x_0) \) that a particle performs \( k_A \) passages from the left side of the wall to its right side and \( k_B \) passages when it moves in opposite direction. The numbers \( k_A \) and \( k_B \) may differ by at most 1, \( |k_A - k_B| \leq 1 \). The probabilities fulfill the relation

\[
P(x,t;x_0) = \sum_{k_A,k_B=0}^\infty P(k_A,k_B;x,t;x_0). \tag{5}
\]

Let \( \rho(k_A,k_B) \) be the probability that the particle has not been absorbed after passing \( k_A \) and \( k_B \) times through the wall. The probability density \( P(x,t;x_0|\rho) \) that the particle is at position \( x \) at time \( t \) and has not been absorbed up to time \( t \) is

\[
P(x,t;x_0|\rho) = \sum_{k_A,k_B=0}^\infty \rho(k_A,k_B) P(k_A,k_B;x,t;x_0). \tag{6}
\]

We assume that an absorption probability of particle which passes through the wall located at \( x_N \) from the region \( A = (-\infty, x_N) \) to the region \( B = (x_N, \infty) \) is \( 1 - \rho_A \) and an absorption probability for particle moving in opposite direction is \( 1 - \rho_B \), \( \rho_A \) and \( \rho_B \) are the probabilities that the particle is not absorbed during its passage through the wall. We suppose that these probabilities do not change over time and do not depend on the number of particle passing through the wall. The probability that the particle still exists in the system after making \( k_A \) and \( k_B \) passing through the wall reads

\[
\rho(k_A,k_B) = \rho_A^{k_A} \rho_B^{k_B}. \tag{7}
\]

In the following we label functions describing subdiffusion by the lower indexes \( i, j \in \{ A, B \} \) that denote in which region a point is located, the first index \( i \) denotes the location of \( x \) and the second one \( j \) the location of \( x_0 \). In the following, we assume that \( x_0 \) is in the region \( A \).
To shorten the notation we use the parameter \( k, k \equiv k_A \), which means the number of particle passages through the wall from region \( A \) to \( B \). Then, the number of particle passes from region \( B \) to \( A \) is \( k_B = k \) if \( x \in A \) or \( k_B = k-1 \) if \( x \in B \). We have

\[
P_{AA}(x,t;x_0|\rho) = \sum_{k=0}^{\infty} \rho_A^k \rho_B^k P_{AA}^{(k,k)}(x,t;x_0),
\]

\[
P_{BA}(x,t;x_0|\rho) = \sum_{k=1}^{\infty} \rho_A^k \rho_B^{k-1} P_{BA}^{(k,k-1)}(x,t;x_0).
\]

To derive the functions \( P_{AA}^{(k,k)} \) and \( P_{BA}^{(k,k-1)} \) it is convenient to use a particle random walk model in a system with non–absorbing wall and with discrete time and spatial variable.

### III. PARTICLE RANDOM WALK IN A DISCRETE SYSTEM WITH A NON–ABSORBING PARTIALLY PERMEABLE WALL

The model we use is based on difference equations and differs from the classical Continuous Time Random Walk (CTRW) model, because the random variable is only the time between consecutive jumps of the particle. In the CTRW model both a length of particle jump and a time which is needed to take a particle step are random variables. The partially permeable wall is located between \( N \) and \( N+1 \) sites. The distance between discrete sites \( \varepsilon \) is treated as a small parameter. The regions are defined here as \( A = (-\infty, N] \) and \( B = [N+1, \infty) \). A particle that tries to jump through the wall from \( N \) to \( N+1 \) site can do it with the probability \( (1 - q_A)/2 \) or can be stopped by the wall with the probability \( q_A/2 \). We make similar assumptions when the particle tries to jump from \( N+1 \) to \( N \), see Fig. 1.

We denote as \( P_{ij,n}(m;m_0) \), \( i,j \in \{A,B\} \), a probability that the particle is located at \( m \) in region \( i \) after \( n \) steps, \( m_0 \) in region \( j \) is the initial position of the particle. We assume that \( m_0 \) is located in the region \( A \), the initial conditions read \( P_{AA,0}(m;m_0) = \delta_{m,m_0} \) and \( P_{BA,0}(m;m_0) = 0 \). The difference equations describing the particle random walk in a discrete system with a thin partially permeable wall are

\[
P_{AA,n+1}(m;m_0) = \frac{1}{2} P_{AA,n}(m-1;m_0) + \frac{1}{2} P_{AA,n}(m+1;m_0), \quad m < N,
\]

\[
P_{AA,n+1}(N;m_0) = \frac{1}{2} P_{AA,n}(N-1;m_0) + \frac{q_A}{2} P_{AA,n}(N;m_0) + \frac{1 - q_A}{2} P_{BA,n}(N+1;m_0),
\]

\[
P_{BA,n+1}(N+1;m_0) = \frac{1 - q_A}{2} P_{AA,n}(N;m_0) + \frac{q_B}{2} P_{BA,n}(N+2;m_0) + \frac{1}{2} P_{BA,n}(N+1;m_0),
\]

\[
P_{BA,n+1}(m;m_0) = \frac{1}{2} P_{BA,n}(m-1;m_0) + \frac{1}{2} P_{BA,n}(m+1;m_0), \quad m > N+1,
\]

![FIG. 1: The system with a partially permeable partially absorbing wall located between \( N \) and \( N+1 \) sites. \( 1 - \rho_A \) and \( 1 - \rho_B \) are the probabilities that the particle will be absorbed during its jump through the wall. A particle that tries to get from region \( A \) to \( B \) through the wall can do it with probability \( \rho_A(1-q_A)/2 \), and moving in the opposite direction with probability \( \rho_B(1-q_B)/2 \).](image)

We are going to find the probabilities \( P_{AA,n}^{(k,k)}(m;m_0) \) and \( P_{BA,n}^{(k,k-1)}(m;m_0) \). Let \( F_{ij,n}(m;m_0) \) be the probability that particle starting form \( m_0 \) in the region \( j \) reaches the point \( m \) in the region \( i \) first time at the \( n \)-th step, \( i,j \in \{A,B\} \). When \( m, m_0 \leq N \), the movement of the particle can be decomposed into the following stages for \( k \geq 1 \):

1. the particle starts from \( m_0 \) and reaches the point \( N \) first time after \( n_0A \) steps with probability \( F_{AA,n_0A}(N,m_0) \),
2. starting from \( N \) the particle passes through the PPAW and reaches the point \( N+1 \) first time at
$n_{1A}$-th step with probability

$$V_{A,n_{1A}} \equiv F_{BA,n_{1A}}(N + 1, N), \quad (14)$$

returning back the particle reaches the point $N$ first time after leaving it at $n_{1B}$-th step with probability

$$V_{B,n_{1B}} \equiv F_{AB,n_{1B}}(N, N + 1), \quad (15)$$

the situation described in this point is repeated $k$ times with the number of steps between successive passes through the PPAW denoted as $n_{1A}, n_{1B}, n_{2A}, n_{2B}, \ldots, n_{kA}, n_{kB}$.

3. after the last pass through the PPAW

the particle come form $N$ to $m$ without passing through the wall with probability

$$P_{AA,n}^{(0,0)}(0) \equiv V_{A} \equiv A_{n},$$

The function $P_{AA,n}^{(k,k)}$, $k \geq 1$, is the convolution of the functions described in the points 1 and 3 the convolution is defined as $f_{j} \ast g_{j} \equiv \sum_{n=0}^{\infty} f_{n-j} g_{j}$. When $m_{0} \leq N$ and $m \geq N + 1$ we only take into account the points 2 and 3 but in the point 2 if the passage through the membrane from the point $N$ to $N + 1$ occurs $k$ times, there are $k - 1$ passes in the opposite direction and in the point 3 we change the function $P_{AA,n}^{(0,0)}$ to $P_{BB,n}^{(0,0)}$. We get

$$P_{AA,n}^{(k,k)}(m; m_{0}) = F_{AA,n}(N; m_{0}), \quad (16)$$

$$\ast (V_{A} \ast V_{B} \ast \ldots \ast (V_{A} \ast V_{B})) \ast P_{AA,n}^{(0,0)}(m; m_{0}), \quad (17)$$

$$P_{BB,n}^{(k,k-1)}(m; m_{0}) = F_{AA,n}(N; m_{0})$$

$$\ast (V_{A} \ast V_{B} \ast \ldots \ast (V_{A} \ast V_{B}) \ast V_{A} \ast V_{B}) \ast P_{BB,n}^{(0,0)}(m; N + 1),$$

where $k \geq 1$.

Using the generating function

$$S_{P}(m, z; m_{0}) = \sum_{n=0}^{\infty} z^{n} P_{n}(m; m_{0}), \quad (18)$$

we move to continuous time by means of the equation

$$\hat{P}(m, s; m_{0}) = S_{P}(m, \hat{\psi}(s); m_{0}) \frac{1 - \hat{\psi}(s)}{s}, \quad (19)$$

where $\hat{\psi}(s)$ is the Laplace transform of the distribution of time which is needed to take particle next step. Since $S_{f \ast g} = S_{f} \cdot S_{g}$, we get from Eqs. (16)-(18)

$$S_{P_{AA}^{(k,k)}}(m, z; m_{0}) = S_{F_{AA}}(N, z; m_{0})$$

$$\ast V_{A}^{k}(z) V_{B}^{k}(z) S_{F_{AA}}^{(0,0)}(m, z; N), \quad (20)$$

$$S_{P_{BB}^{(k,k-1)}}(m, z; m_{0}) = S_{F_{AA}}(N, z; m_{0})$$

$$\ast V_{A}^{k}(z) V_{B}^{k-1}(z) S_{F_{BB}^{(0,0)}}(m, z; N + 1), \quad (21)$$

$$V_{i}(z) = \sum_{n=0}^{\infty} z^{n} V_{i,n}, i = A, B.$$

The generating function $S_{F_{i}}(m; m_{0}) = \sum_{n=0}^{\infty} z^{n} F_{i,n}(m, m_{0})$ can be calculated by means of the formula (51)

$$S_{F_{i}}(m, z; m_{0}) = \frac{S_{P_{i}}(m, z; m_{0}) - \delta_{m,m_{0}}}{S_{P_{i}}(m, z; m)}, \quad (22)$$

where $S_{P_{i}}$ denotes the generating functions for the solutions to Eqs. (10)-(13); these generating functions are presented in the Appendix Eqs. (74)-(77). We get

$$V_{A}(z) \equiv S_{F_{BA}}(N + 1, z; N) = \frac{(1 - q_{A} \eta)(z)}{1 - q_{A} \eta(z)}, \quad (23)$$

$$V_{B}(z) \equiv S_{F_{AB}}(N, z; N + 1) = \frac{(1 - q_{B} \eta)(z)}{1 - q_{B} \eta(z)}, \quad (24)$$

and

$$S_{F_{AA}}(N, z; m_{0}) = \left\{ \begin{array}{ll} \eta^{N-m_{0}}(z), & m_{0} < N, \\ \frac{(1 + \eta(z))(1 - q_{A} \eta(z))}{\sqrt{1 - \eta(z)(1 - q_{A} + q_{B} - 1)\eta(z))}}, & m_{0} = N, \end{array} \right. \quad (25)$$

where

$$\eta(z) = \frac{1 - \sqrt{1 - z^{2}}}{z}. \quad (26)$$

The form of Eq. (25) suggests that the cases of $m_{0} < N$ and $m_{0} = N$ should be considered separately. However, we note that the latter case is included in the function $V_{A}$ which describes the particle first passage time from $N$ to $N + 1$ site. In this case the function $S_{F_{AA}}(N, z; N)$ should be omitted in Eq. (21). In the following we consider the case of $m_{0} < N$. The obtained results will be also valid for the case of $m_{0} = N$.

The method of deriving the generating functions that the particle moves from $m_{0}$ to $m$ without passing through the membrane is described in Appendix. The functions are

$$S_{F_{AA}^{(0,0)}}(m, z; m_{0}) = \frac{[\eta(z)]^{m-m_{0}}}{\sqrt{1 - z^{2}}}, \quad (27)$$

$$+ \left( \frac{q_{A} - \eta(z)}{1 - q_{A} \eta(z)} \right) \frac{[\eta(z)]^{2N-m-m_{0}+1}}{\sqrt{1 - z^{2}}},$$

$$S_{F_{BB}^{(0,0)}}(m, z; m_{0}) = \frac{[\eta(z)]^{m_{0}-m}}{\sqrt{1 - z^{2}}}, \quad (28)$$

$$+ \left( \frac{q_{B} - \eta(z)}{1 - q_{B} \eta(z)} \right) \frac{[\eta(z)]^{m+m_{0}-2N-1}}{\sqrt{1 - z^{2}}}.$$
calculations we get
\[
P^{(0,0)}_{AA}(m, s; m_0) = \frac{1 - \hat{\psi}(s)}{s \sqrt{1 - \hat{\psi}^2(s)}} \left[ \eta(\hat{\psi}(s)) \right]^{m-m_0} \tag{29}
\]
\[
+ \left[ \eta(\hat{\psi}(s)) \right]^{2N-m-m_0+1} \frac{q_A - \eta(\hat{\psi}(s))}{1 - q_A \eta(\hat{\psi}(s))},
\]
\[
P^{(k,k)}_{AA}(m, s; m_0) = \frac{1 - \hat{\psi}(s)}{s \sqrt{1 - \hat{\psi}^2(s)}} \eta(\hat{\psi}(s))^{2N-m-m_0}
\times V_A^k(\hat{\psi}(s))V_B^k(\hat{\psi}(s)) \frac{1 - \left[ \eta(\hat{\psi}(s)) \right]^2}{1 - q_B \eta(\hat{\psi}(s))} \left[ \eta(\hat{\psi}(s)) \right]^{m-m_0-1}, \tag{30}
\]
k \geq 1. Moving from a discrete position \( m \) to a continuous spatial variable \( x \) we use the equations \( x = \varepsilon m, x_0 = \varepsilon m_0, x_N = \varepsilon m_N \), and \( P(x,t;x_0) = P(m,t;m_0)/\varepsilon \), where \( \varepsilon \) is the distance between discrete sites. Next, we take the limit of small \( \varepsilon \). The function \( \hat{\psi} \) is assumed to be
\[
\hat{\psi}(s) = \frac{1}{1 + \varepsilon^2 s^2 D} \tag{32}
\]
The motivation of Eq. \( \hat{\psi} \) is as follows. It is shown in \[43, 48\] that both the subdiffusion equation Eq. \( \hat{\psi} \) and the Green’s function for homogeneous system can be derived from the discrete model only if \( \hat{\psi} \) is expressed by Eq. \( \hat{\psi} \). Taking into account the first-order terms with respect to \( \varepsilon \), we have
\[
\eta(\hat{\psi}(s)) = 1 - \varepsilon \sqrt{s^2 / D}. \tag{33}
\]
Guided by the similar discussion in \[43, 48\], we assume that \( 1 - q_i = \varepsilon \mu_i, i = A, B \). Then, we obtain
\[
V_i(\hat{\psi}(s)) = \frac{\sigma_i - \varepsilon \sigma_i \sqrt{s^2 / D}}{\sigma_i - \varepsilon \sigma_i \sqrt{s^2 / D} + \varepsilon \mu_i - 1 \sqrt{s^2 / D}}. \tag{34}
\]
We get finite \( V_i \) which depends on \( \sigma_i \) in the limit \( \varepsilon \to 0 \) only if \( \mu_i = 1 \). Thus, we have
\[
\sigma_i = \frac{1 - q_i}{\varepsilon}, \tag{35}
\]
and for \( \varepsilon \to 0 \) we obtain
\[
\hat{V}_i(\hat{\psi}(s)) = \frac{\sigma_i}{\sigma_i + \sqrt{\varepsilon^2 D}}. \tag{36}
\]
i = A, B. From the above equations we get
\[
\hat{P}^{(0,0)}_{AA}(x, s; x_0) = \frac{s^{\alpha/2-1}}{2 \sqrt{D}} \left[ e^{-\sqrt{\varepsilon^2 D}|x-x_0|} \right. \tag{37}
\]
\[
\left. + \frac{\sqrt{\varepsilon^2 D} - \sigma_A}{\sqrt{\varepsilon^2 D} + \sigma_A} e^{-\sqrt{\varepsilon^2 D}(2x_N-x-x_0)}, \right]
\]
\[
\hat{P}^{(k,k)}_{AA}(x, s; x_0) = \frac{s^{\alpha-1}}{\sigma_A D} \hat{V}^k_A(\hat{\psi}(s)) \hat{V}^k_B(\hat{\psi}(s)) \tag{38}
\]
\[
\times e^{-\sqrt{\varepsilon^2 D}(2x_N-x-x_0)}, \quad k \geq 1,
\]
\[
\hat{P}^{(k,k)}_{BB}(x, s; x_0) = \frac{s^{\alpha-1}}{\sigma_B D} \hat{V}^k_A(\hat{\psi}(s)) \hat{V}^k_B(\hat{\psi}(s)) \tag{39}
\]
\[
\times e^{-\sqrt{\varepsilon^2 D}(x-x_0)}, \quad k \geq 1,
\]
with \( V_A \) and \( V_B \) expressed by Eq. \( \hat{\psi} \).

IV. SUBDIFFUSION IN A SYSTEM WITH PARTIALLY PERMEABLE PARTIALLY ABSORBING WALL

To find the Green’s functions for a system with a partially permeable partially absorbing wall, we use Eqs. \[8\] and \[9\]. Knowing Green’s functions we derive boundary conditions at the wall. Finally, we find the temporal evolution of the probability that a diffusing particle still exists in the system. This function shows how effective the filtration process is.

A. Green’s functions

From Eqs. \[8\], \[9\], and \[37\]–\[39\] we get
\[
\hat{P}_{AA}(x, s; x_0; \rho) = \frac{\sqrt{s^2}}{2s \sqrt{D}} \left[ e^{-\sqrt{s^2 D}|x-x_0|} \right. \tag{40}
\]
\[
+ \left( \Xi_{A0}(s) + \Xi_{AA}(s|\rho) \right) e^{-\sqrt{s^2 D}(2x_N-x-x_0)},
\]
\begin{equation}
\hat{P}_{BA}(x, s; x_0|\rho) = \frac{\sqrt{s}}{2s\sqrt{D}} \Xi_{BA}(s|\rho) e^{-\sqrt{s}D(x-x_0)},
\end{equation}

where

\begin{equation}
\Xi_{BA}(s|\rho) = \frac{2\rho_{A_B}}{\sigma_A (1 - \rho_{A_B})} \sum_{k=1}^{\infty} \rho_{A_B}^{k-1} \left(1 + \frac{1}{\sigma_A \sqrt{s}}\right)^{-k} \rho_{A_B}^{k-1}
\end{equation}

\begin{equation}
\times V_A^{k+1}(\hat{\omega}(s)) V_B^k(\hat{\omega}(s)) = \frac{2}{\sigma_B} \sqrt{\frac{s}{D}} \sum_{k=1}^{\infty} \rho_{A_B}^{k-1} \left(1 + \frac{1}{\sigma_B \sqrt{s}}\right)^{-k} \rho_{A_B}^{k-1}
\end{equation}

\begin{equation}
\times \left(1 + \frac{1}{\sigma_B \sqrt{s}}\right)^{-k} \rho_{A_B}^{k-1}
\end{equation}

In order to calculate the inverse Laplace transform of the obtained functions we present \(\Xi_{A0}, \Xi_{AA},\) and \(\Xi_{BA}\) in the form of power series with respect to \(s\), and then we use the equation

\begin{equation}
\mathcal{L}^{-1}\left[s^n e^{-as}s\right] \equiv f_{n,\beta}(t; a)
\end{equation}

where

\begin{equation}
c_n = \sum_{j=0}^{n} (-1/\sigma_A)^{n-j} d_j,
\end{equation}

\begin{equation}
d_n = \sum_{i=0}^{[n/2]} \binom{n-i}{i} \tilde{\sigma}(-\xi)^{n-i}.
\end{equation}

\(\tilde{\sigma} = 1/(\sigma_A + \sigma_B)\), and \(\xi = (1/\sigma_A + 1/\sigma_B)/(1 - \rho_{A_B})\).

Combining Eqs. \((45)\), \((50)\), and \((40)\) - \((50)\) we get the Laplace transform of Green’s functions

\begin{equation}
\hat{P}_{AA}(x, s; x_0|\rho) = \frac{\sqrt{s}}{2s\sqrt{D}} \left[e^{-\sqrt{s}D|x-x_0|} - e^{-\sqrt{s}D(2x_N-x-x_0)}\right]
\end{equation}

\begin{equation}
+ \frac{2}{\sigma_B} \sum_{n=0}^{\infty} g_n s^{(n+2)/2} e^{-\sqrt{s}D(2x_N-x-x_0)},
\end{equation}

\begin{equation}
\hat{P}_{BA}(x, s; x_0|\rho) = \frac{1}{s} \sum_{n=0}^{\infty} h_n s^{(n+2)/2} e^{-\sqrt{s}D(2x_N-x-x_0)},
\end{equation}

where

\begin{equation}
g_n = \frac{1}{\sigma_B(\sqrt{D})^{n+2}} \left(-\frac{1}{\sigma_A}\right)^n \frac{\rho_{A_B} d_n}{1 - \rho_{A_B}}
\end{equation}

\begin{equation}
h_n = \frac{1}{1 - \rho_{A_B}}
\end{equation}

Calculating the inverse Laplace transform of Eqs. \((51)\) and \((52)\) using Eq. \((45)\) term by term, we obtain

\begin{equation}
P_{AA}(x, t; x_0|\rho) = \frac{1}{2\sqrt{D}} \left[f_{\alpha/2-1,\alpha/2} \left(t; \frac{|x-x_0|}{\sqrt{D}}\right) - f_{\alpha/2-1,\alpha/2} \left(t; \frac{2x_N-x-x_0}{\sqrt{D}}\right)\right]
\end{equation}

\begin{equation}
+ \sum_{n=0}^{\infty} g_n f_{(n+2)/2-1,\alpha/2} \left(t; \frac{2x_N-x-x_0}{\sqrt{D}}\right),
\end{equation}

\begin{equation}
P_{BA}(x, t; x_0|\rho) = \sum_{n=0}^{\infty} h_n f_{(n+2)/2-1,\alpha/2} \left(t; \frac{x-x_0}{\sqrt{D}}\right)
\end{equation}

The Green’s functions for the system with non-absorbing membrane \(P(x, t; x_0|1)\) can be obtained putting \(\rho_A = \rho_B = 1\) in the above equations. After calculations we get

\begin{equation}
\hat{P}_{AA}(x, s; x_0|1) = \frac{\sqrt{s}}{2s\sqrt{D}} \left[e^{-\sqrt{s}D|x-x_0|} - e^{-\sqrt{s}D(2x_N-x-x_0)}\right]
\end{equation}

\begin{equation}
- \frac{\sigma_A}{s} \sum_{n=0}^{\infty} \frac{\sqrt{s}}{\sqrt{D(\sigma_A + \sigma_B)}} e^{-\sqrt{s}D(2x_N-x-x_0)},
\end{equation}

\begin{equation}
\hat{P}_{BA}(x, s; x_0|1) = \frac{\sqrt{s}}{s\sqrt{D}} \left[e^{-\sqrt{s}D|x-x_0|} - e^{-\sqrt{s}D(2x_N-x-x_0)}\right]
\end{equation}

\begin{equation}
+ \frac{\sigma_A}{s} \sum_{n=0}^{\infty} \frac{\sqrt{s}}{\sqrt{D(\sigma_A + \sigma_B)}} e^{-\sqrt{s}D(2x_N-x-x_0)},
\end{equation}

\begin{equation}
\hat{P}_{BA}(x, s; x_0|1) = \frac{\sqrt{s}}{s\sqrt{D}} \left[e^{-\sqrt{s}D|x-x_0|} - e^{-\sqrt{s}D(2x_N-x-x_0)}\right].
\end{equation}
\[ \dot{P}_{BA}(x, s; x_0|1) = \frac{sA}{s} \sum_{n=0}^{\infty} (-1)^n \left( \frac{\sqrt{s^2D}}{\sqrt{D}(\sigma_A + \sigma_B)} \right)^{n+1} \times e^{-\sqrt{\frac{sD}{s}}(x-x_0)}. \] (58)

In the time domain we have

\[ P_{AA}(x, t; x_0|1) = \frac{1}{2\sqrt{D}} \left[ f_{\alpha/2-1, \alpha/2} \left( t; \frac{|x-x_0|}{\sqrt{D}} \right) \right. \]
\[ + \sum_{n=0}^{\infty} \left( -\frac{1}{\sqrt{D}(\sigma_A + \sigma_B)} \right)^{n+1} \times f_{(n+1)\alpha/2-1, \alpha/2} \left( t; \frac{2x_N-x-x_0}{\sqrt{D}} \right) \],

\[ P_{BA}(x, t; x_0|1) = \sigma_A \sum_{n=0}^{\infty} \left( -\frac{1}{\sqrt{D}(\sigma_A + \sigma_B)} \right)^{n+1} \times f_{(n+1)\alpha/2-1, \alpha/2} \left( t; \frac{x-x_0}{\sqrt{D}} \right). \] (60)

Examples of plots of the Green’s functions Eqs. (55), (59), and (60) are presented in Fig. 2.

**FIG. 2:** The plots of Green’s functions for different parameters \((\rho_A, \rho_B)\) given in the legend. The other parameters are \(\alpha = 0.9\), \(D = 10\), \(t = 5\), \(\sigma_A = \sigma_B = 2\), \(x_0 = -10\), and \(x_N = 0\). The parameters are given in arbitrarily chosen units.

**B. Boundary conditions at a partially permeable partially absorbing wall**

Four boundary conditions are needed to solve the subdiffusion equations in regions \(A\) and \(B\). Two of them are

\[ P_{AA}(-\infty, t; x_0) = 0 \quad \text{and} \quad P_{BA}(\infty, t; x_0) = 0. \]

The next two are assumed at the wall. The subdiffusive probability flux \(J\) is defined as

\[ J_{ij}(x, t; x_0|\rho) = -D \frac{\partial^{1-\alpha}}{\partial t^{1-\alpha}} \frac{\partial P_{ij}(x, t; x_0|\rho)}{\partial x} , \] (61)

\(i, j \in \{A, B\}\), the Laplace transform of the flux reads

\[ \hat{J}_{ij}(x, s; x_0|\rho) = -Ds^{1-\alpha} \frac{\partial \hat{P}_{ij}(x, s; x_0|\rho)}{\partial x}. \] (62)

Combining the values of the functions \(\hat{P}_{AA}, \hat{P}_{BA}, \hat{J}_{AA}, \) and \(\hat{J}_{BA}\) calculated for \(x = x_N\), we obtain the boundary conditions at the wall given in terms of the Laplace transform.
transform

$$
\sigma_A \rho_A \hat{P}_{AA}(x_N, s; x_0|\rho) = \left( \sigma_B + \sqrt{\frac{s^\alpha}{D}} \right) \hat{P}_{BA}(x_N^+, s; x_0|\rho),
$$

(63)

$$
\rho_A \sqrt{\frac{s^\alpha}{D}} J_{AA}(x_N, s; x_0|\rho) = \left( \sigma_B (1 - \rho_A \rho_B) + \sqrt{\frac{s^\alpha}{D}} \right) J_{BA}(x_N^+, s; x_0|\rho),
$$

(64)

Using Eq. (63) we get the boundary conditions in the time domain

$$
\sigma_A \rho_A P_{AA}(x_N, t; x_0|\rho) = \sigma_B P_{BA}(x_N^+, t; x_0|\rho) + \frac{1}{\sqrt{D}} \frac{\partial^{\alpha/2} P_{BA}(x_N^+, t; x_0|\rho)}{\partial t^{\alpha/2}},
$$

(65)

$$
\rho_A \frac{\partial^{\alpha/2} J_{AA}(x_N, t; x_0|\rho)}{\partial t^{\alpha/2}} = \sigma_B (1 - \rho_A \rho_B) J_{BA}(x_N^+, t; x_0|\rho) + \frac{1}{\sqrt{D}} \frac{\partial^{\alpha/2} J_{BA}(x_N^+, t; x_0|\rho)}{\partial t^{\alpha/2}}.
$$

(66)
C. Probability that a diffusing particle still exists in the system

The probability \( W_{AA} \) that the particle still exists in the system and is in region \( A \) at time \( t \) is expressed by the formula
\[
W_{AA}(t; x_0) = \int_{-\infty}^{x_N} P_{AA}(x; t; x_0) dx,
\]
and the probability \( W_{BA} \) for the region \( B \) is
\[
W_{BA}(t; x_0) = \int_{-\infty}^{x_N} P_{BA}(x; t; x_0) dx.
\]
After calculations we get the probabilities in terms of the Laplace transform
\[
\hat{W}_{AA}(s; x_0) = \frac{1}{s} e^{-\sqrt{sD}(x_N-x_0)} \quad \text{and} \quad \hat{W}_{BA}(s; x_0) = \frac{1}{s} \Xi_B(s) e^{-\sqrt{sD}(x_N-x_0)}.
\]

The probability \( W \) that the particle still exists in the system reads
\[
W(t; x_0) = W_{AA}(t; x_0) + W_{BA}(t; x_0).
\]
From Eqs. (66)–(69) we get
\[
\hat{W}_{AA}(s; x_0) = \frac{1}{s} \left( 1 - e^{-\sqrt{sD}(x_N-x_0)} \right)
\]
\[
+ \frac{\sqrt{sD}}{s} \sum_{n=0}^{\infty} g_n s^{\alpha(n+1)/2} e^{-\sqrt{sD}(x_N-x_0)},
\]
and
\[
\hat{W}_{BA}(s; x_0) = \frac{\sqrt{sD}}{s} \sum_{n=0}^{\infty} h_n s^{\alpha(n+1)/2} e^{-\sqrt{sD}(x_N-x_0)}.
\]

From the above equations, in the time domain we have
\[
W(t; x_0) = 1 - f_{-1,\alpha/2} \left( t; \frac{x_N-x_0}{\sqrt{D}} \right) \quad (72)
\]
\[
+ \sqrt{D} \sum_{n=0}^{\infty} (g_n + h_n) f_{(n+1)\alpha/2-1,\alpha/2} \left( t; \frac{x_N-x_0}{\sqrt{D}} \right).
\]

Due to Eq. (66), we obtain in the long time limit
\[
W(t; x_0) = \frac{1}{\Gamma(1-\alpha/2)\sqrt{D}\rho^\alpha/2} \left[ x-x_0 \right] + \frac{1}{1-\rho A \rho B} \left( \frac{1}{\sigma_A} + \frac{\rho A}{\sigma_B} \right).
\]

The plots of the function \( W \) Eq. (72) are presented in Figs. 3–9, the parameters are given in arbitrarily chosen units. For all cases there is \( x_N = 0 \) and \( x_0 = -1 \). Fig. 3 is made for different \( \alpha \) when other parameters are constant. Figs. 4–9 are made for two values of \( \alpha \) differing significantly from each other, \( \alpha = 0.9 \) and \( \alpha = 0.1 \), the values of other parameters are given in the legend and figure captions. The dispersion of the values of \( W \) for long times when only one parameter changes shows how strong is the influence of the parameter on \( W \).

V. FINAL REMARKS

We have presented a model of subdiffusion in a system containing a thin partially permeable wall that can, with some probability, absorb particles diffusing through it. The probability of particle absorption depends on the number of particle passing through the wall. We do not assume where specifically the absorption of particles takes place, on the surface of the wall or inside it, but absorption can occur when a particle jumps through the wall. Although subdiffusion is qualitatively different from normal diffusion, by substituting \( \alpha = 1 \) in the equations derived in this paper for subdiffusion we get equations for normal diffusion.

We have shown that modelling subdiffusion of a particle in a system with partially permeable partially absorbing wall can be reduced to solve the subdiffusion equation Eq. (1) with boundary conditions at the wall Eqs. (65) and (66). The absorption properties of the wall are involved in boundary conditions at the wall. The boundary conditions are useful in solving the subdiffusion equation in a system with more than one PPAW. We recommend solving subdiffusion equations by means of the Laplace transform method, and calculating the inverse Laplace transform of the obtained solutions using the procedure described in Sec. IV A. The boundary conditions have the following properties:

- When the particles diffuse independently of each other and do not change the properties of the wall, due to the equation \( C(x,t) =\)
\[ \int C(x_0, t) P(x, t; x_0) dx_0 \] where \( C \) is a concentration of diffusing particles, the boundary conditions Eqs. \((65)\) and \((66)\) are also valid for \( C(x, t) \).

- When \( \sigma_A = \sigma_B \), in a long time limit, which corresponds to the limit of the small parameter \( s \), boundary condition Eq. \((65)\) shows that the probability of finding a particle near the membrane in region \( A \) (in which the initial particle position is located) is smaller than in region \( B \), \( P_{AA}(x_N^+, s; x_0) < P_{BA}(x_N^+, s; x_0) \). The interpretation of this fact is as follows. After a sufficiently long time in both regions close to the wall one expects that, with high probability, a particle has crossed the wall at least once. The return of the particle to \( A \) requires one more particle jump through the wall comparing to the situation that the particle stays in \( B \). During this jump the particle may be absorbed. Thus, the probability to find the particle at \( x_N^+ \) is smaller than the probability of finding the particle at \( x_N^- \).

- When \( \sigma_B \neq 0 \), the boundary condition Eq. \((66)\) shows that the flux is continuous at the wall only if absorption at the wall is absent, \( \rho_A = \rho_B = 1 \). If \( \sigma_B = 0 \), the transition of the particle from \( B \) to \( A \) is not possible and the flux is continuous at the wall when \( \rho_A = 1 \).

- Boundary conditions strongly depend on subdiffusion parameter \( \alpha \). In practice, this remark means that, e.g., boundary conditions at a thin membrane used for normal diffusion cannot be applied, without proper justification, at the same membrane placed in a subdiffusive medium.

The presented model assumes that the wall representing membrane is thin and the particle cannot diffuse inside the membrane. As we have mentioned in Sec. \( \text{III} \) if the system contains a thick membrane in which diffusion of particles is possible, a three-layer model of the system may be used; the middle layer represents the thick membrane. The boundary conditions derived in this paper may be assumed at the surfaces of the thick membrane. Such boundary conditions describe a possible absorption process of diffusing particles on the membrane surfaces.

A filtering process in which diffusing substance is absorbed and removed from further diffusion is described by the function \( W \) which is defined as the probability that diffusing particle still exists in the system. The efficiency of the filtering process depends on the frequency of particle jumps through the wall and the absorption properties of the wall. The jump frequency depends on the subdiffusion parameters \( \alpha \) and \( D \), and the wall permeabilities \( \sigma_A \) and \( \sigma_B \). The dispersion of the values of the function \( W \) at long time calculated for different values of the parameters, presented in Figs. \( \text{III} \) suggests the following conclusions. For a relatively large parameter \( \alpha = 0.9 \) the parameter \( D \) has the greatest impact on the \( W \) function, the impact of absorption probabilities \( \rho_A \) and \( \rho_B \) is slightly smaller, and the effect of the wall permeability coefficients seems to be small. For a small parameter \( \alpha = 0.1 \) the scatter of the plots for different values of other parameters is noticing more than in the case of \( \alpha = 0.9 \), but still the parameter \( D \) has the greatest impact, the next being the wall absorption coefficients. The above conclusions obtained on the basis of the plots of the \( W \) function should be treated rather as a suggestion. However, the hypothesis that the subdiffusion parameter \( \alpha \) has the greatest effect on \( W \) for long time seems to be well motivated.

Appendix I

The generating functions for Eqs. \((10)\)–\((13)\) have been derived in \([45]\). These functions read

\[ S_{PA}(m, z; m_0) = \frac{|\eta(z)|^{m-m_0}}{\sqrt{1-z^2}} \quad \text{Eq. } (74) \]

\[ + \frac{q_A - q_B \eta(z)}{1-(q_A + q_B - 1)\eta(z)} \frac{|\eta(z)|^{2m-m_0+1}}{\sqrt{1-z^2}} ; \]

\[ S_{PA}(m, z; m_0) = \frac{|\eta(z)|^{m-m_0}}{\sqrt{1-z^2}} \quad \text{Eq. } (75) \]

\[ \times \frac{(1+\eta(z))(1-q_A)}{1-(q_A + q_B - 1)\eta(z)} , \]

\[ S_{PA}(m, z; m_0) = \frac{|\eta(z)|^{m-m_0}}{\sqrt{1-z^2}} \quad \text{Eq. } (76) \]

\[ \times \frac{(1+\eta(z))(1-q_B)}{1-(q_A + q_B - 1)\eta(z)} , \]

\[ S_{PA}(m, z; m_0) = \frac{|\eta(z)|^{m-m_0}}{\sqrt{1-z^2}} \quad \text{Eq. } (77) \]

\[ + \frac{q_B - q_A \eta(z)}{1-(q_A + q_B - 1)\eta(z)} \frac{|\eta(z)|^{m_0+m_0-2N-1}}{\sqrt{1-z^2}} . \]

The function \( S_{P_A}(0, 0) \) can be obtained from \( S_{PA}(m, z; m_0) \) putting \( q_B = 1 \) and \( S_{P_B}(0, 0) \) from \( S_{PA}(m, z; m_0) \) putting \( q_A = 1 \).

The function \( f_{\nu, \beta} \) Eq. \((15)\) can be expressed by the H–Fox function

\[ f_{\nu, \beta}(t; a) = \frac{1}{\beta a(1+\nu)/\beta} H^{1/2}_{11}\left(\frac{a^{1/\beta}}{t}, 1+\nu/\beta, 1/\beta\right) , \]

and by the Wright \( W \) function

\[ f_{\nu, \beta}(t; a) = \frac{W(-a/t^{\beta}; -\beta, -\nu)}{t^{\nu+1}} . \]
