What goes around comes around: Cycle-Consistency-based Short-Term Motion Prediction for Anomaly Detection using Generative Adversarial Networks
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Abstract
Anomaly detection plays in many fields of research, along with the strongly related task of outlier detection, a very important role. Especially within the context of the automated analysis of video material recorded by surveillance cameras, abnormal situations can be of very different nature. For this purpose this work investigates Generative-Adversarial-Network-based methods (GAN) for anomaly detection related to surveillance applications. The focus is on the usage of static camera setups, since this kind of camera is one of the most often used and belongs to the lower price segment. In order to address this task, multiple subtasks are evaluated, including the influence of existing optical flow methods for the incorporation of short-term temporal information, different forms of network setups and losses for GANs, and the use of morphological operations for further performance improvement. With these extension we achieved up to 2.4% better results. Furthermore, the final method reduced the anomaly detection error for GAN-based methods by about 42.8%.

1. Introduction
With the growing number of CCTV cameras located in urban environments, the amount of recorded high-resolution data increases steadily. A major challenge that comes to light with this is the rising difficulty of handling such large amount of data. Despite the network traffic and storage space, the number of security staff has to be increased, since it gets almost impossible for a single person to keep an eye on every single camera. This leads to the demand for automatic systems that assist people in such data intensive situations. However, most systems that deliver desired information like certain recognized activities or the detection of abandoned objects occur with a very focused task. Hence, labeled data is needed, which is not available in many cases and strongly depends on the task. Furthermore, the actual information in which security personnel is interested, differs strongly depending on the observed scenery. One way to address this need is to use Generative Adversarial Networks (GANs) to learn the data distribution. GANs are a specific neural network setup which consists of two networks: a generator network and a discriminator network. These networks are used to capture real data distributions, for which the data can be obtained with very low effort and no need of labels or further supervision. In order to tackle the task of unsupervised anomaly detection in

Figure 1: Examples for a normal and abnormal situation represented in the Ped2 [13] dataset. The image on the left-hand side is considered as normal since only pedestrians occur. On the right-hand side the occurrence of a vehicle is considered as anomaly.
videos, we follow the idea of applying GANs. These GANs aim to perform a domain transfer between appearance information and motion information. Based on this, our model is trained to identify the distribution of normal motion patterns and appearances and hence to distinguish those from abnormal situations. Thus, in this work we evaluate several aspects of state-of-the-art anomaly detection methods with respect to the characteristics of static surveillance cameras. Specifically, we focus on two distinct aspects in the pipeline of modern anomaly detection methods. First, for generating training data we evaluate the impact of optical flow methods regarding the overall dynamics between successive frames. Second, since our aim is to generate a prediction for short-term motion and compare it with the actual perceived motion, we attempt to reduce occurring noise. To do so we extend our baseline at two points: During training we include an additional cycle consistency loss for a single-frame-based motion prediction leading to less noisy anomaly heat maps. At test time, we apply morphological operations to further improve the quality of the predicted anomaly maps. The evaluation on two distinct GAN setups emphasizes the positive effect of our extensions.

This work is divided as follows: Starting with this introduction, this work then gives a short overview on anomaly detection for video surveillance focusing on existing GAN-based methods. The subsequent part concentrates on our experiments, which include various considered methods for optical flow computation and a cross-domain approach for training a specific GAN architecture. Finally, the described extensions to our baseline are evaluated separately in an ablation study.

2. Related Work

2.1. Overview of Anomaly Detection Methods

According to [9] deep learning based anomaly detection methods can be divided into three different categories: representation learning for reconstruction, predictive modeling, and generative models. Methods categorized as representation learning for reconstruction are used to find a transformation of the training data which defines the normal behavior. Anomalies do not fit the implicit assumption and thus are reconstructed poorly. These methods are often based on auto encoders (AEs) [20] or convolutional auto encoders (CAEs) [4]. Predictive modeling methods aim to compute the current data sample based on the previous frames and thus have a stronger focus on temporal dependencies. These temporal dependencies are assumed to differ greatly between normal and abnormal samples. In order to capture the temporal dependencies of normal samples, the concepts of long short-term memory (LSTM) [16] or slow feature analysis (SFA) [5] are applied. Generative models are utilized to capture the data distribution of normal data samples. Based on these models anomalies are detected. Generative adversarial nets which we utilize for anomaly detection can be assigned to the latter category.

2.2. Anomaly Detection Using GANs

Lots of work has been published on generative models for the task of anomaly detection, especially on GANs. This section gives an overview over work that is strongly related to our approach and applies GANs to this task.

Lee et al. [11] combined a GAN and an LSTM to a so called STAN. Their method consists of a spatio-temporal generator and discriminator. The generator can be subdivided into three parts: a spatial encoder, a bidirectional convolutional LSTM (ConvLSTM) network and a spatial decoder. The spatial encoder extracts features of an input frame. Given a frame \( F_t \), the features of the five preceding frames \( F_{t-5},\ldots,F_{t-1} \) and the five subsequent frames \( F_{t+1},\ldots,F_{t+5} \) are fed to a ConvLSTM which extracts temporal features. A spatial decoder infers the inter-frame \( F_t \) based on the output of the LSTM. The anomaly score is generated as a weighted sum of the mean squared error between \( F_t \) and \( F_t \), and the output of the discriminator.

Liu et al. [12] applied a GAN setup to generate future frames from a sequence of input frames. Therefore, the authors proposed to stack \( t \) consecutive frames to an input data sample. The generator used in this setup consists of several convolutional layers and learns to predict the future frame on the basis of a given set of frames. In addition to the GAN-loss and the pixel-wise reduction loss as used in STAN, the authors introduced a frame gradient loss [15] between a predicted frame \( \tilde{F} \) and its target frame \( F \). The used flow maps are calculated for two image pairs, the last frame \( F_t \) of the input sequence and its generated prediction \( \tilde{F}_{t+1} \), as well as \( F_t \) and the consecutive real frame \( F_{t+1} \). Finally, the discriminator identifies whether the input sequence of \( t \) frames is part of the data distribution and hence shows a normal or abnormal situation.

Ravanbakhsh et al. [18] presented a so called cross-channel approach, trying to use two channels: motion and appearance. Therefore, the motion channel represented by an optical flow field is predicted based on the current input frame. At the same time, the corresponding frame of the appearance channel is reconstructed based on classical optical flow computation between the frame at time steps \( t \) and \( t+1 \). These corresponding generation tasks are realized using GANs. During the training of the first GAN setup, the conditional discriminator distinguishes pairs which consist of an input frame and the optical flow computed by the generator from the input frame and its conventionally calculated optical flow. In the second setup, the discriminator distinguishes between pairs where the frames are either generated or real. During inference, the discriminator is fed
only with real frames and real optical flow maps. Normal data is part of the real data distribution and thus the discriminator assigns a high probability to a seen sample. In contrast, abnormal data is assumed not to fit the data distribution and thus the discriminator assigns a low probability to these samples. The outputs of the discriminators are then used to detect anomalies.

In another approach, Ravanbakhsh et al. [17] proposed to use the same training setup but instead of using the discriminators for detection they adapted the output of the generators. They use the difference between the generated sample and the ground truth for each channel to determine a measure for the abnormality. In order to create a semantic difference, they applied a pretrained AlexNet [10] as feature extractor and computed the difference in the feature space.

We will adapt this idea for our method, which will be presented in the next section.

3. Method

This section gives an overview over our studies for image based anomaly detection in surveillance scenarios. Therefore, we adapted the cross-channel approach proposed in [17] and applied further extensions including cycle-consistency and morphological operations to the original implementation. In the following we present the procedure to train our GAN setup focusing on the direction from appearance domain $A$ to motion domain $B$. The training of the opposite direction which does the transfer from motion domain to appearance domain is performed analogous.

3.1. Cross-Channel Approach

We utilize camera frames and optical flow maps to realize a transfer between motion and appearance information. The cross-channel approach is based on the pix2pixGAN [7] which is based on a Conditional Generative Adversarial Network (CGAN) to transfer images from a source to a target domain. In order to realize an image domain transfer, optical flow maps are interpreted as 3-channel images. CGANs consist of a generator $G$ and a discriminator $D$, where the generator aims to capture the real data distribution. The discriminator’s task is to distinguish between real and generated data samples. The conditional generator and the conditional discriminator get the source image $a \in A$ as additional information. The generator aims to compute the corresponding sample $b \in B$ in the target domain as output using random noise $c$. The loss $L_{CGAN}^{(V)}(G, D)$ as introduced for the VanillaGAN [3] is given by:

$$L_{CGAN}^{(V)}(G, D) = \mathbb{E}_{b,a} [\log D(b | a)] + \mathbb{E}_{c,a} [1 - \log D(G(c | a))]$$

In addition to that, we performed further experiments using the GAN loss based on the least squared error [14] and refer to it in the following as LSGAN. In this respect, the loss function is split into a loss for the generator $L_{CGAN}^{(LS)}(G)$ and a loss for the discriminator $L_{CGAN}^{(LS)}(D)$:

$$L_{CGAN}^{(LS)}(G) = \frac{1}{2} \mathbb{E}_{a,c} [(D(G(c | a)) - 1)^2]$$

$$L_{CGAN}^{(LS)}(D) = \frac{1}{2} \mathbb{E}_{b,a} [(D(b | a) - 1)^2] + \frac{1}{2} \mathbb{E}_{a,c} [(D(G(c | a)))^2]$$

Additionally, the GAN task is extended by adding the L1-distance between the generated output and the image $b$ in the target domain to the loss function. This loss is calculated according to:

$$L_{L1}(G) = \mathbb{E}_{b,a,c} \| G(c | a) - b \|_1$$

These losses are added up in a weighted sum as introduced in the original pix2pix GAN implementation [7]. The whole
setup is used in order to train generators which are able to transfer normal camera scenes in normal optical flow maps and vice versa.\footnote{The GAN is trained in both directions in an alternating manner.} In case of transferring appearance to motion information, the optical flow map $O_t$ is generated based on the corresponding frame $F_t$. The ground truth flow map $O_t$ is computed based on the frame $F_t$ and $F_{t+1}$. During application, abnormal scenes, i.e. scenes that were not represented in the training data, are transferred poorly which leads to a higher disparity between the target image and the generated one. The aforementioned disparity is then used to calculate an anomaly score. The general workflow can be described as follows: Firstly, for comparing optical flow maps the frame-wise anomaly score is calculated based on the disparity between the translated and the original flow map. Secondly, different to \cite{17} we utilize the third objective for VanillaGAN and LSGAN shown in Eq. 7, 8 based on the disparity between the translated and the original image is used as anomaly score. In both cases the differences of the feature maps are calculated element-wise, squared and afterwards summed up along the channel dimension. The result of the corresponding operation is a heat map $\Delta \in \mathbb{R}^{m \times n}$ of the squared differences where $m$ and $n$ denote the spatial dimensions. These heat maps are utilized to calculate the frame-wise anomaly score function $\alpha : \mathbb{R}^{m \times n} \rightarrow \mathbb{R}_0^+$ as follows:

$$\alpha(\Delta) = \sqrt{\frac{1}{m \times n} \sum_{i=1}^{m} \sum_{j=1}^{n} \Delta_{ij}}$$

(5)

Here, $\Delta_{ij}$ denotes the entry in the i-th row and j-th column of the heat map $\Delta$. Thus, the anomaly score is based on the root mean squared error between the original and the transferred representation in each domain. As in other work \cite{11, 12, 17, 18}, anomaly scores are normalized video-wise. Since for each sample two heat maps based on the different domains are obtained, fusion as proposed in \cite{17} was applied. The fused heat map $\bar{\Delta}_F = \bar{\Delta}_C + \lambda_C \bar{\Delta}_O$ is the result of a weighted sum of the video-wise normalized heat maps obtained from translation from camera frame to optical flow $\bar{\Delta}_O$ and from optical flow to camera frame $\bar{\Delta}_C$.

### 3.2. Cycle-Consistency Extension

For our experiments we extend the adapted GAN model by cycle-consistency as proposed in \cite{21}. A given sample $a$ taken from a source domain $A$ is translated to a target domain $B$ using the generator $G_{A \rightarrow B}$. The counterpart generator $G_{B \rightarrow A}$ of the cross-channel approach aims to reconstruct the translated input sample in its original domain. The cycle-consistency loss $L_{cyc}$ is the pixel-wise L1 distance between the input and its reconstruction:

$$L_{cyc} = \mathbb{E}_{a,c}[\| G_{B \rightarrow A}(c | G_{A \rightarrow B}(c | a)) - a \|_1]$$

(6)

where $c$ represents random noise, incorporated by dropout within the network as introduced in \cite{7}. The weighted cycle-consistency loss is added to the loss for the domain transfer as introduced in Section 3.1. Substituting the corresponding generators in the loss terms leads to the composite objectives for VanillaGAN and LSGAN shown in Eq. 7, 8 and 9. The overall schematic is shown in Fig. 2.

$$L^{(V)} = L^{(V)}_{GAN}(G_{A \rightarrow B}, D_B) + \lambda_{L1}L_{L1}(G_{A \rightarrow B}) + \lambda_{cyc}L_{cyc}$$

(7)

$$L^{(LS)}_{G} = L^{(LS)}_{CGAN}(G_{A \rightarrow B}) + \lambda_{L1}L_{L1}(G_{A \rightarrow B}) + \lambda_{cyc}L_{cyc}$$

(8)

$$L^{(LS)}_{D} = L^{(LS)}_{CGAN}(D_B)$$

(9)
Table 1: Evaluation of VGG-16 conv layers for semantic difference. The table shows the results for the anomaly detection task when using different layers of VGG-16. Conv (3-3) showed the best results for the computation of semantic differences. For this evaluation we used the second generator $G_{B \rightarrow A}$, which transforms flow to frames. This task is dominated by ambiguities between person appearance that lead to lower AUC scores.

| conv layer | (1-1) | (1-2) | (2-1) | (2-2) | (3-1) | (3-2) | (3-3) | (4-1) | (4-2) | (4-3) | (5-1) | (5-2) | (5-3) |
|------------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| AUC [%]    | 65.4  | 64.9  | 62.8  | 58.6  | 63.6  | 74.3  | 78.5  | 68.0  | 66.1  | 65.0  | 57.0  | 64.6  | 64.8  |

3.3. Noise Suppression

Under the assumption that anomalies in surveillance cause spatially larger areas of differences in the heat map, during application phase we perform in a post-processing step the suppression of small area differences which are considered as noise. We applied classical morphological operations, namely closing and opening, to achieve the desired behavior. In order to do so, $\Delta$ has to be interpreted as a binary image. This is achieved by clipping the values of each bin $\Delta_{ij} > 0$ to 1. Closing is then applied to eliminate small holes from large area segments, which makes large area differences robust to opening which is applied afterwards to eliminate the small area differences and thus reduce false positive predictions. The resulting refined heat map is denoted as $\Delta^*$. For an overall overview of the workflow during inference see Fig. 3.

4. Experiments

4.1. Dataset

For the evaluation, we performed the experiments on the UCSD dataset [13]. The UCSD data set is split into two subsets: Ped1 and Ped2. Each subset shows a university walkway in which pedestrians are considered as normal and unusual objects such as vehicles and atypical motion patterns such as cycling or skating are considered anomalous. Furthermore, all frames within the same subset show the identical background. The Ped1 data set is composed of 34 training videos and 36 testing videos. Each video comprises 200 frames at a resolution of $238 \times 158$ pixels. The total number of frames is 14,000 with 40 different abnormal events. The Ped2 data set contains 16 training videos and 12 testing videos. The number of frames per video ranges between 120 and 180, summing up to 4,560 frames in total with 12 different types of anomalies. The resolution is $360 \times 240$ pixels and thus slightly higher than in Ped1. Fig. 1 shows an example of a normal scene and an abnormal scene of the Ped2 data set. According to the number of citations, this data set is the most used benchmark for anomaly detection in surveillance. However, as some recent work reports results for Ped1 on a subset of 16 test videos [17] whereas others report results for 36 videos [12], we decided to conduct our experiments on the Ped2 subset. The metric used for quantitative comparison is the area under the receiving operating characteristic (AUC).

4.2. Implementation Details

All camera images and optical flow maps were scaled to a resolution of $256 \times 256$ pixels. To visualize the flow map as a three channel image the angle and the magnitude of the flow vector were interpreted as the hue and the intensity of the HSI color space. The saturation was set to 1 in order to improve clarity. The intensities of the grayscale camera images are copied to each RGB channel.

The generator was realized as a U-Net generator and the discriminator was realized as a PatchGAN discriminator as introduced in the original setup [7]. The GAN was trained for 10 epochs utilizing the Adam optimizer [8]. Each translation direction of the baseline model was trained independently, whereas both translation directions of the model with cycle-consistency extension are trained simultaneously to improve stability [21]. The morphological operations apply a structural element with a kernel size of $7 \times 7$ in which each element has a value of 1 in order to perform the noise suppression on areas containing differences. The stride is set to 1.

4.3. Impact of Optical Flow Calculation

In order to determine the impact of the optical flow calculation method, we investigated three different methods to calculate optical flow according to [1], [2] and [6]. The methods proposed in [1] and [2] are classic methods whereas the method in [6] also known as FlowNet2 is based on neural networks. In Fig. 4 the flow maps of the different calculation methods are depicted.

As evident from the comparison of AUCs (area under curve) in Tab. 2, calculations according to [1] achieved best performance with respect to anomaly detection. We identify the reason for this performance in the high frequency component calculation in the optical flow maps. As visualized in Fig. 4 the method according to [1] calculates higher frequency components and discontinuities within the optical flow field. Due to its assumption of a slowly varying flow field, the method according to [2] is well known to smooth out discontinuities. These components though are important to characterize the motion patterns in greater detail and
Figure 4: Visualized flow maps of different calculation methods. The flow map calculated according to [1] is visualized on the left-hand side, the one according to [2] in the middle and the one according to [6] on the right-hand side. Color intensities were adjusted to improve the visualization. The hue indicates the direction of the movement. The corresponding camera frame is visualized in Fig. 1 on the left-hand side. As can be seen, there is a clear difference between the quality of the optical flow maps, where the left one delivers the clearest and best concentrated flow maps compare to the middle and right one.

Table 2: Evaluation of different methods for optical flow generation. The table shows AUC results using the generator $G_{A \to B}$ (flow-based), $G_{B \to A}$ (frame-based), and fused results for our VanillaGAN using optical flow generated according to [1], [2] and [6]. The best results were achieved using the method proposed in [1] in all cases.

| Method         | Ped2 | | |
|----------------|------|-----|-----|
|                | frame| fused| flow |
| Brox [1]       | 78.5%| 85.8%| 93.7%|
| Farneback [2]  | 69.6%| 80.8%| 84.2%|
| FlowNet2 [6]   | 66.0%| 75.0%| 81.5%|

hence differ between different motion patterns such as those of pedestrians and skateboarders. Consistently, anomaly detection is sensitive to the optical flow calculation method based on which motion patterns are captured. The optical flow maps calculated with the pretrained FlowNet2 [6] visualize motion patterns poorly. An explanation for these poor calculations is that the data on which this network is pretrained does not cover scenes with static backgrounds and multiple, similarly moving objects.

Further, the results imply that the translation from camera images to optical flow achieves better performance. The main reasons for the poor performance of the detection by translation from optical flow to frame is the difficult reconstruction of object attributes and backgrounds, since this information is not explicitly provided by optical flow maps and thus implicit assumptions by the generator are needed. These implicit assumptions though do not have any effect on the anomaly detection task. Fusion of heat maps which are computed based on the translation in the two different directions as proposed in [17] builds approximately the mean of both receiving operating characteristics and thus does not yield a further improvement. This is in contrast to findings in [17] which could be caused by the utilization of a maximum difference based anomaly score calculation method. In general, we observed that heat maps computed by the semantic comparison of camera frames contain large areas of small difference for normal objects which can be interpreted as noise. This noise achieves it maximal value in the center of these normal objects. The noise caused in heat maps computed based on the comparison of optical flow maps is located at the extremities of pedestrians whereas differences caused by an anomaly are distributed over the entire object shape. In case of a maximal difference based calculation method, the areas of maximal differences caused by noise do not superpose after fusion and devalue these differences relative to differences caused by anomalies. Thus, fusion smooths out the high values of the wrongly predicted extremity movement of pedestrians. In case of a root mean squared differences based anomaly score calculation the impact of the in general larger areas of differences in heat maps computed based on camera frames dominates and causes blurriness.

4.4. Extensions

We applied our extensions to the better performing image-to-optical-flow setup. Tab. 3 shows that the extension by cycle-consistency improved performance of the VanillaGAN baseline by 1.1%. The additional application of noise suppression caused a further increase of performance by additional 0.9%. Despite the VanillaGAN loss, we utilized the LSGAN loss, which improved the performance of the baseline by 1.7%. The proposed extensions likewise improved the performance of this alternative setup. In this setup, the cycle-consistency extension enhanced the performance by 2.2%. The noise suppression caused an additional improvement by 0.4%. These results show that our extensions generalize to other GAN setups.
Figure 5: **Heat maps for baseline and extensions.** In the first row, the heat map of the baseline model is visualized. The second row contains the heat map of the same scene computed by the model with cycle-consistency extension. The third row contains the heat map of the model with cycle-consistency and additional noise suppression. In the left column, an area of the heat map is highlighted in which the motion of the feet of a pedestrian are by mistake classified as anomalous. Cycle-consistency reduces this prediction error and the noise suppression step almost eliminates it completely.

We identify the main reason for this improvement in terms of anomaly detection performance caused by the proposed extension in the reduction of faulty motion predictions. This effect can be observed in Fig. 5. In the first row the heat map of the baseline model is visualized. The second row contains the heat map of the model extended by cycle-consistency. The third row contains the heat map after additional noise suppression. The right column shows a magnification of the corresponding area on the left side where the motion of the feet of a pedestrian is predicted. The corresponding camera frame of the scene is visualized in Fig. 1 on the left-hand side. The heat map computed based on the baseline model contains large differences in this area which is caused by a large disparity between the generated motion and the ground truth. Thus the sample is more likely to be by mistake classified as anomalous. The extension by cycle-consistency reduces this disparity significantly and causes a smaller area of differences. The noise suppression eliminates the differences almost completely and hence a small anomaly score gets assigned to this scene. However, the results also underline that the noise suppression has no significant drawbacks for the detection of actual anomalies. This is mainly due to the cycle-consistency loss, which already improves the motion prediction for normal situations and hence leads to less false positives in the anomaly heat map. Since the motion in abnormal situations is still predicted poorly, the further post-processing using morphological operations mainly affects the already reduced false positives.

A comparison to the methods introduced in Section 2.2 with our best method is given in Tab. 4. As the results show, we surpass all other GAN-based approaches and achieve better results than the methods of [11] and [12], which use a longer time span and thus a larger number of consecutive frames for detecting anomalies.

### Table 3: Comparison of GAN based cross-channel anomaly detection methods for Ped2. Methods investigated in the scope of this work achieve competitive performance to state-of-the-art algorithms in terms of AUC.

| Method                           | AUC  |
|---------------------------------|------|
| VanillaGAN (baseline)           | 93.7%|
| VanillaGAN (cyc.-con.)          | 94.8%|
| VanillaGAN (cyc.-con. + noise supp.) | 95.7%|
| LSGAN (baseline)                | 95.4%|
| LSGAN (cyc.-con.)               | 97.6%|
| LSGAN (cyc.-con. + noise supp.) | 98.0%|
| Ravanbakhsh et al. [17]         | 93.5%|

### Table 4: AUCs of GAN based anomaly detection methods for Ped2. Methods investigated in the scope of this work outperform state-of-the-art algorithms in terms of AUC.

| Method                           | AUC  |
|---------------------------------|------|
| LSGAN (cyc.-con. + noise supp.) | 98.0%|
| Ravanbakhsh et al. [18]         | 95.5%|
| Ravanbakhsh et al. [17]         | 93.5%|
| Lee et al. [11]                 | 96.5%|
| Liu et al. [12]                 | 95.3%|

### 4.5. Discussion

The strength of GANs lay in learning to transfer between low-varying distributions like those of rigid cameras. For a static camera setup a GAN-based approach delivers good results, as shown in this work. Only small effort has to be made to transfer it to another setup, since only the training...
has to be repeated. The processing time for each timestep is in total about 40 milliseconds, which shows the applicability for real-time scenarios. However, one drawback of these methods is scalability since for every camera a model has to be trained. Nevertheless, this can be done quite easily and automatically. Furthermore, the adaption to non-static cameras like PTZ or mobile cameras is a very challenging task, since the variance within the single domains is larger.

5. Conclusion & Future Work

In this work we examined GAN-based methods for anomaly detection in the scope of static camera applications. For this reason, we investigated the influence of three different optical flow calculation methods and demonstrated that our methods extended with cycle-consistency and noise reduction improve the performance of the selected GAN architectures by 2.0% and 2.4%, respectively, for VanillaGAN and LSGAN. With our final model we even outperform other state-of-the-art methods based on GANs for the task of anomaly detection and diminish the classification error by about 42.8%. Future work on this topic will consist of more experiments using alternative mechanisms to calculate optical flow as it is done e.g. by FlowNetSD [6] in order to increase processing speed, and the transfer to non-static cameras, which brings up new challenges.

References

[1] T. Brox, A. Bruhn, N. Papenber, and J. Weickert. High accuracy optical flow estimation based on a theory for warping. In T. Pajdla and J. Matas, editors, Computer Vision - ECCV 2004, pages 25–36, Berlin, Heidelberg, 2004. Springer Berlin Heidelberg.

[2] G. Farneback. Two-frame motion estimation based on polynomial expansion. In J. Bigun and T. Gustavsson, editors, Image Analysis, pages 363–370, Berlin, Heidelberg, 2003. Springer Berlin Heidelberg.

[3] I. Goodfellow, J. Pouget-Abadie, M. Mirza, B. Xu, D. Warde-Farley, S. Ozair, A. Courville, and Y. Bengio. Generative adversarial nets. In Z. Ghahramani, M. Welling, C. Cortes, N. D. Lawrence, and K. Q. Weinberger, editors, Advances in Neural Information Processing Systems 27, pages 2672–2680. Curran Associates, Inc., 2014.

[4] M. Hasan, J. Choi, J. Neumann, A. K. Roy-Chowdhury, and L. S. Davis. Learning temporal regularity in video sequences. In The IEEE Conference on Computer Vision and Pattern Recognition (CVPR), June 2016.

[5] X. Hu, S. Hu, Y. Huang, H. Zhang, and H. Wu. Video anomaly detection using deep incremental slow feature analysis network. IET Computer Vision, 10(4):258–265, 2016.

[6] E. Ilg, N. Mayer, T. Saikia, M. Keuper, A. Dosovitskiy, and T. Brox. Flownet 2.0: Evolution of optical flow estimation with deep networks. In IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 2017.

[7] P. Isola, J. Zhu, T. Zhou, and A. A. Efros. Image-to-image translation with conditional adversarial networks. In 2017 IEEE Conference on Computer Vision and Pattern Recognition, CVPR 2017, Honolulu, HI, USA, July 21-26, 2017, pages 5967–5976, 2017.

[8] D. P. Kingma and J. Ba. Adam: A method for stochastic optimization. In ICLR, 2015.

[9] B. R. Kiran, D. M. Thomas, and R. Parakkal. An overview of deep learning based methods for unsupervised and semi-supervised anomaly detection in videos. Journal of Imaging, 4(2), 2018.

[10] A. Krizhevsky, I. Sutskever, and G. E. Hinton. Imagenet classification with deep convolutional neural networks. In F. Pereira, C. J. C. Burges, L. Bottou, and K. Q. Weinberger, editors, Advances in Neural Information Processing Systems 25, pages 1097–1105. Curran Associates, Inc., 2012.

[11] S. Lee, H. G. Kim, and Y. M. Ro. Stan: Spatio- temporal adversarial networks for abnormal event detection. 2018 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP), pages 1323–1327, 2018.

[12] W. Liu, W. Luo, D. Lian, and S. Gao. Future frame prediction for anomaly detection – a new baseline. In 2018 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 2018.

[13] V. Mahadevan, W. Li, V. Bhalodia, and N. Vasconcelos. Anomaly detection in crowded scenes. In 2010 IEEE Computer Society Conference on Computer Vision and Pattern Recognition, pages 1975–1981, June 2010.

[14] X. Mao, Q. Li, H. Xie, R. Y. Lau, Z. Wang, and S. Paul Smolley. Least squares generative adversarial networks. In The IEEE International Conference on Computer Vision (ICCV), Oct 2017.

[15] M. Mathieu, C. Couprie, and Y. LeCun. Deep multi-scale video prediction beyond mean square error. CoRR, abs/1511.05440, 2015.

[16] J. R. Medel and A. E. Savakis. Anomaly detection in video using predictive convolutional long short-term memory networks. CoRR, abs/1612.00390, 2016.

[17] M. Ravanbakhsh, M. Nabi, E. Sangineto, L. Marcenaro, C. S. Regazzoni, and N. Sebe. Abnormal event detection in videos using generative adversarial nets. CoRR, abs/1708.09644, 2017.

[18] M. Ravanbakhsh, E. Sangineto, M. Nabi, and N. Sebe. Training adversarial discriminators for cross-channel abnormal event detection in crowds. CoRR, abs/1706.07680, 2017.

[19] K. Simonyan and A. Zisserman. Very deep convolutional networks for large-scale image recognition. In ICLR, 2015.

[20] D. Xu, Y. Yan, E. Ricci, and N. Sebe. Detecting anomalous events in videos by learning deep representations of appearance and motion. Computer Vision and Image Understanding, 156:117 – 127, 2017. Image and Video Understanding in Big Data.