Feature Extraction for Cocoa Bean Digital Image Classification Prediction for Smart Farming Application
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Abstract: The implementation of Industry 4.0 emphasizes the capability and competitiveness in agriculture application, which is the essential framework of a country’s economy that procures raw materials and resources. Human workers currently employ the traditional assessment method and classification of cocoa beans, which requires a significant amount of time. Advanced agricultural development and procedural operations differ significantly from those of several decades earlier, principally because of technological developments, including sensors, devices, appliances, and information technology. Artificial intelligence, as one of the foremost techniques that revitalized the implementation of Industry 4.0, has extraordinary potential and prospective applications. This study demonstrated a methodology for textural feature analysis on digital images of cocoa beans. The co-occurrence matrix features of the gray level co-occurrence matrix (GLCM) were compared with the convolutional neural network (CNN) method for the feature extraction method. In addition, we applied several classifiers for conclusive assessment and classification to obtain an accuracy performance analysis. Our results showed that using the GLCM texture feature extraction can contribute more reliable results than using CNN feature extraction from the final classification. Our method was implemented through on-site preprocessing within a low-performance computational device. It also helped to foster the use of modern Internet of Things (IoT) technologies among farmers and to increase the security of the food supply chain as a whole.
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1. Introduction

Information technology has indeed shifted very significantly in human life. It is undeniable that technology currently represents an essential role in the development process from time to time. We are entering the Industrial Revolution Era 4.0, where Internet of Things (IoT) technologies are very influential in everyday life. Even in the area of agriculture, such technologies [1,2] have many important roles. Feature extraction is an artificial intelligence (AI) method that selects or consolidates numerous variables as a feature, which can effectively decrease the substance of data processed while still representing the fundamental dataset. The primary feature extraction for texture analysis, developed around the 1970s, employs co-occurrence matrix features introduced by [3].

Utilization of the feature extraction [4] method has been a common practice for image classification since the development of machine learning schemes. Combining several feature extraction procedures
might help to improve the classification accuracy, but it can also overload the hardware, which impacts
the duration of computing time. The use and utilization of deep learning in the application of AI
schemes were studied by [5]. With the expansion, one of the architectures discussed was convolutional
neural network (CNN)-based feature extraction. Utilizing the feature extraction method as part of the
classification process was carried out by [6–10].

Texture is an essential feature in image processing. One of the characteristics that determines a
texture is the distribution of the grayscale’s spatial value; therefore, applying statistical features is
one of the methods suggested in the various studies on machine vision. The most abundant texture
analysis method used is based on first-order and second-order statistical functions of the gray level
co-occurrence matrix. Initially, it was introduced as a co-occurrence matrix to extract features for image
analysis of satellite imagery [3]. Textural feature analysis using the gray level co-occurrence matrix
(GLCM), local binary pattern (LBP), local binary pattern gray level co-occurrence matrix (LBP-GLCM),
gray level run length matrix (GLRLM), and segmentation-based fractal texture analysis (SFTA) methods
for extracting features from and classification of histopathological images was applied by [11,12].
Application of textural features as a preprocessing parameter was carried out by [13] for magnetic
resonance imaging (MRI) images. Research on textural analysis was also conducted by [14], utilizing
the GLCM and the function of quantization level [15].

The utilization of technology is necessary to increase agricultural production [16], especially in
terms of quality and competitiveness. The availability of technological innovations such as machine
learning and deep learning [17–19] is also one of the keys to improving farmer welfare and attracting
the younger generation’s interest in creating various derivative business opportunities.

Several researchers [20,21] have conducted the identification and grading systems, including the
classification of crops [22]. They utilized image processing technology and a support vector machine
(SVM) classifier to determine the degree of fermentation to meet quality control requirements [23],
and implementation of an artificial neural network (ANN) structure with 35 input nodes for classifying
four cocoa beans classes, namely, whole beans, broken beans, bean fractions, and skin-damaged beans.
The manipulation of histograms for texture classification was carried out by [24] using the sum and
difference histogram technique to apply the co-occurrence matrix in texture analysis. The application
of deep learning techniques was carried out by [25] to classify fruit based on species class and price
in supermarkets. Moreover, machine learning techniques have also been applied in automation in
agriculture [26]. In [27], a study was conducted on the fermentation rate of cocoa beans to make it
easier for farmers to measure the fermentation rate and to ensure the quality of cocoa beans.

Sorting activity is a designated stage to determining the quality and classifying the grade of cocoa
beans based on their physical size (quality level) and, at the same time, to separating the miscellaneous
dirt contained in it. The manual sorting and classification process has recently been used to classify
beans based on their physical appearance and size. During the classification process, the processing
factory can separate the good beans from the regular ones to obtain a more suitable payment for the
farmer on a higher-quality grade [28]. This conceptual framework can be seen in (Figure 1a). However,
the final quality check has to be conducted at the factory site when the beans arrive.

Smart farming signifies an example of information technology advancement [29], empowering
farmers to apply more dependable control. Reducing time-consuming data accumulation can promptly
be accomplished through real-time, on-site processing, and can later be transmitted through the cloud
for further analysis [1]. The adoption of sensor technology [2,30] to consolidate hybrid data with the
implementation of network technology that can reach remote areas and a wide coverage area [31,32],
and which can be sustained by cloud data storage [33,34], is advantageous to farmers for enhancing
and maximizing their productivity and to comprehend a smart farming system. Data stored within the
cloud can also be used by processing plants to resolve operational management problems.
This study investigated a systematic approach to detect classification types of cocoa beans based on industry standards for processing cocoa beans. This approach utilizes digital images of cocoa beans to expedite their assessment and classification, which currently requires manual assessment and classification by humans (Figure 1a).

We designed a smart farming framework concept scheme (Figure 1b) to explain our requirements and the use of our research methodology to address numerous references. Located in remote area, this framework utilizes the camera as a sensor node to capture cocoa bean images to be analyzed. Next, for local processing, employing a low-power computational device, integrated and connected to the low-bandwidth long-range communication network, the classification process can be accomplished. The data are later transmitted to cloud storage to be further analyzed in real-time by the processing factory.

**Figure 1.** Process flow of cocoa beans from the cocoa plantation site to the processing factory. (a) Traditional concept for the cocoa bean classification framework. (b) Smart farming framework concept of cocoa bean classification.

This study investigated a systematic approach to detect classification types of cocoa beans based on industry standards for processing cocoa beans. This approach utilizes digital images of cocoa beans to expedite their assessment and classification, which currently requires manual assessment and classification by humans (Figure 1a).

We designed a smart farming framework concept scheme (Figure 1b) to explain our requirements and the use of our research methodology to address numerous references. Located in remote area, this framework utilizes the camera as a sensor node to capture cocoa bean images to be analyzed. Next, for local processing, employing a low-power computational device, integrated and connected to the low-bandwidth long-range communication network, the classification process can be accomplished. The data are later transmitted to cloud storage to be further analyzed in real-time by the processing factory.
The implementation expectations of this proposed approach are a decrease in the processing time for assessment and classification analysis, which results in a reduction in time for the further processing of cocoa beans. Our proposal consists of utilizing the co-occurrence matrix features of the GLCM and CNN for feature extraction.

2. Development of a New Methodology for the Textural Feature Analysis of Digital Images of Cocoa Beans

Image feature extraction is one of the steps of extracting data from objects in an image to distinguish them from other objects. The extracted features are then used as parameter values to distinguish between objects as a part of the classification stages.

The GLCM is an example of the basic and most traditional method of feature extraction and employs first- or second-order statistical characteristics. Toward the evolution of machine learning, CNN also utilizes the feature extraction process.

There are several steps for classifying cocoa beans: the first is image capturing, that is, obtaining images of cocoa beans and storing them in electronic file form. The second is preprocessing, which involves eliminating unnecessary parts of an image. Next is the feature extraction, within this study, we adopted the GLCM and CNN methods. From numerous steps of the classification process, the final result is the classification of the cocoa beans.

The classification of cocoa beans is used as the basis for processing cocoa beans to achieve the best results in the finished products. The final result of the classification process of cocoa beans can later be stored in the cloud, as cloud storage can store or archive data easily, so as to prevent data from being damaged or lost when stored on local storage media, such as hard disks or flash drives.

3. Case Study and Results

3.1. Materials and Methods

3.1.1. Materials

The digital images of the cocoa beans for the study were procured from South Sulawesi, Indonesia. The sampling method was based on [35,36]. These cocoa bean samples were classified as the following: (1) whole beans, cocoa beans with a whole seed coat covering all of the seed parts and not showing any fracture (Figure 2a); (2) broken beans, a cocoa bean with a missing portion that is half (1/2) or less than the whole cocoa bean (Figure 2b); (3) beans fractions, a cocoa bean fraction that is less than half (1/2) of the whole cocoa bean (Figure 2c); (4) skin-damaged beans, a cocoa bean with a missing bean shell that is half or less in size than the whole cocoa bean (Figure 2d); (5) fermented beans, a cocoa bean, which is the final product of the curing process and that is washed or unwashed and dried (Figure 2e); (6) unfermented beans, half or more of the sliced grayish chips’ surface is visible in cocoa beans (e.g., slate or solid grayish blue in color and texture), while the surface is dirty white (Figure 2f); (7) moldy beans, a cocoa bean with mold on the inside, and when the cocoa beans are split open, the fungus can be seen with the eye (Figure 2g). The cocoa bean sample classification utilized the Indonesian Standardization Institution’s base classification as a regulation reference to export Indonesian cocoa beans [37].

These cocoa bean digital images were collected at the factory, and the final goal was to help reduce the classification process at the factory site. The cocoa bean image acquisition was achieved using a compact digital camera, as depicted in Figure 3.

The digital image dataset of the cocoa beans contained seven classes of cocoa bean classifications. Among all of the 7428 images, 1187 were listed as whole beans, 1046 as broken beans, 426 as bean fractions, 822 as skin-damaged beans, 916 as fermented beans, 1776 as unfermented beans, and 1255 as moldy beans (see Figure 4).

We split the dataset into 75% for training, 10% for testing, and 15% for validation to conduct the research and analysis. The small visual appearance of the cocoa beans and the rather large number of relevant classes made it necessary to use rather large shares of the material for training.
Figure 2. Cocoa bean sample images from the seven classes: (a) whole beans; (b) broken beans; (c) bean fractions; (d) skin-damaged beans; (e) fermented beans; (f) unfermented beans; (g) moldy beans.

Figure 3. Flowchart of the preparation of the dataset. y—yes; n—no.
3.1.2. Methodology

The flowchart of the proposed methodology, as shown in Figure 5, consists of several steps.

![Figure 5. Proposed architecture and methodology. CNN, convolutional neural network; SVM, support vector machine; XGBoost, extreme gradient boosting; WEKA, Waikato environment for knowledge analysis.](image)

The remainder of this paper is as follows: the first part is data retrieval; the second part is data preprocessing; the next part is feature extraction; and the last part is the classification and summary of the results.

Experimental Environment

All experiments for this study were performed on a Dual-Core Intel Core i5 laptop @ 2.7 GHz with 8 GB 1867 MHz DDR3 of RAM. The languages utilized to implement the experimental study for the proposed approach were MATLAB R2019a, Python Programming Language, and Waikato environment for knowledge analysis (WEKA) software [38].

Image Data Preprocessing

The preprocessing of digital images represents a start to ensure smoothness and success in the subsequent digital image processing steps. This method includes enhancing the image quality (contrast, brightness, etc.), noise reduction, image adjustment or reconstruction, image transformation, and determination of the part of the image to be evaluated. Recent research has shown that the image
classification method might properly label images when removing background objects (i.e., only based on background content) [39,40].

By experimental evidence, visual hints can be explicitly learned independently and then combined to achieve higher performance, which validates the proposed framework’s advantages. The preprocessing of cocoa bean digital images is performed by applying simple object detection (segmentation and feature extraction), measurement, and filtering. First, all of the objects are obtained, and then the results are filtered to separate targets of distinct sizes.

Feature Extraction: Convolutional Neural Network (CNN)

We used cocoa bean digital image data; in the first step, the cocoa bean images were labeled according to [35–37], saved to our local storage, and loaded into an array based on each class. This full dataset array was split into 75% for training, 10% for testing, and 15% for validation, and then a CNN was built using the architecture layer in Table 1.

| Architecture Layer       | Output          | Parameter Size |
|--------------------------|-----------------|----------------|
| Convolutional 1          | (222, 222, 32)  | 896            |
| Convolutional 2          | (220, 220, 32)  | 9248           |
| Pooling                  | (44, 44, 32)    | 0              |
| Flattening               | (61,952)        | 0              |
| Fully connected layer    | (7)             | 433,671        |

Table 1. CNN architecture.

In our CNN architecture for feature extraction, we used several CNN layers. First is the convolutional layer, which generates a feature map to predict the class probabilities for a particular feature by applying a filter that examines the complete image several pixels at a time.

The second layer is the pooling layer (down-sampling); the down-sampling of the pooling layer process consists of decreasing the image size while preserving its essential characteristics. This layer reduces the number of parameters and computations in the network, while the process in this layer enhances the performance of the network and avoids over-learning.

The next layer is the flattening layer, in which flattening the outputs generated by the previous layers are transformed into a single vector as an input for the next layer. Lastly, the final layer is the fully connected layer. In this layer, the process scales down the amount of information and maintains the essential information (the convolutional and pooling layers are usually repeated several times).

We trained our model by applying dataset augmentation using the parameters in Table 2, and using epochs of 5, 10, 15, 20, and 25, we extracted features using an intermediate model, resulting in the fully connected layer being the “output” layer of the CNN. We saved this feature extraction data to become the input for the classification process. Details of the CNN feature extraction results can be seen in Figures 6–10 and Table 3.

Table 2. Image data augmentation parameters.

| Parameter            | Parameter Value |
|----------------------|-----------------|
| Image rotation       | 25              |
| Image shift width    | 0.1             |
| Image shift height   | 0.1             |
| Image shear          | 0.2             |
| Image zoom           | 0.2             |
| Horizontal flip      | True            |
| Image fill           | “nearest”       |
Table 2. Image data augmentation parameters.

Parameter Parameter Parameter Parameter Parameter
epoch epoch epoch epoch epoch

Figure 6. Validation and training: epoch = 5. (a) Validation training and accuracy. (b) Validation and training loss.

Figure 7. Validation and training: epoch = 10. (a) Validation training and accuracy. (b) Validation and training loss.

Figure 8. Validation and training: epoch = 15. (a) Validation training and accuracy. (b) Validation and training loss.
Figure 9. Validation and training: epoch = 20. (a) Validation and training accuracy. (b) Validation and training loss.

Figure 10. Validation and training: epoch = 25. (a) Validation and training accuracy. (b) Validation and training loss.

Table 3. CNN architecture model evaluation.

| Model Evaluation/Epoch | 5   | 10  | 15  | 20  | 25  |
|------------------------|-----|-----|-----|-----|-----|
| Test loss              | 1.37% | 1.23% | 1.30% | 1.28% | 1.13% |
| Test accuracy          | 0.41% | 0.52% | 0.45% | 0.47% | 0.56% |

Image data augmentation is a technique that implements artificial enlarging of the size of a training dataset by creating a modified version of that dataset’s image. This process can improve the model’s performance and ability to generalize. A detailed description of the parameters for our image data augmentation process is shown in Table 2.

An epoch is a series of steps for learning in a neural network. An example of an epoch is when the entire dataset has gone through the neural network training process once until it is returned to the beginning for the next round [41]. For our method, we used an epoch of 5, 10, 15, 20, and 25 on our feature extraction experimental parameters for the CNN feature extraction. Figures 6–10 show the accuracy and loss for the feature extraction method applied to the cocoa bean dataset. Training loss is the summation of an error made on the training dataset, and it also implies the model performance behavior after each iteration. Meanwhile, validation loss is a result error after running the validation dataset through the previously trained network.
As depicted in Table 3, as the epoch number is increased, the accuracy evaluation model increases, while the loss value decreases.

Feature Extraction: Gray Level Co-Occurrence Matrix (GLCM) Textural Features

The GLCM method is essential in the statistical approach for extracting texture features. The mathematical calculation uses a gray degree distribution (histogram) by measuring the degree of contrast, granularity, and roughness of an area of the relationship between neighbor’s pixels in the image. In the first step of the GLCM calculation, the average values of the red, green, and blue pixels are taken to return the grayscale value so as to achieve reasonable gray approximation. Then, the weighted sum of the red, green, and blue (RGB) channel is used with the BT.601 standard [42], with the coefficients $R = 0.30$, $G = 0.59$, and $B = 0.11$.

The second step is calculating the co-occurrence matrix with a maximum value of the grayscale pixels. After calculating the co-occurrence matrix, the symmetrical matrix is created by copying a new transposed copy of the co-occurrence matrix. This copy of the matrix is added to the co-occurrence matrix, which produces a symmetrical matrix. The next step is normalizing the symmetrical GLCM by dividing each symmetrical GLCM by the sum of all elements. The final step is computing the textural features from the normalized GLCM matrix [43].

The textural features extracted from each of the GLCM features used in this research are as follows:

\[
\text{Contrast} = \sum_{i,j=0}^{N_g-1} p(i, j) |i - j|^2, \quad (1)
\]

\[
\text{Dissimilarity} = \sum_i \sum_j |i - j| p(i, j), \quad (2)
\]

\[
\text{Inverse Different Moment} = \sum_i \sum_j \frac{1}{1 + (i - j)^2} p(i, j), \quad (3)
\]

\[
\text{Angular Second Moment} = \sum_i \sum_j (p(i, j))^2, \quad (4)
\]

\[
\text{Energy} = \sum_i \sum_j p(i - j)^2, \quad (5)
\]

\[
\text{Correlation} = \frac{\sum_i \sum_j (i - \mu_x)(j - \mu_y) p(i, j)}{\sigma_x \sigma_y}, \quad (6)
\]

\[
\text{Sum of Squares Variance} = \sum_i \sum_j (i - \mu)^2 p(i, j). \quad (7)
\]

Notation:

- $(i, j)$ GLCM coordinates, each ranging 0 to $N_g - 1$.
- $p(i, j)$ $(i, j)$th entry in a normalized gray-tone spatial dependence matrix.
- $N_g$ Number of distinct gray levels in the quantized image.
- $(x, y)$ Pictorial information is represented as a function of two variables.
- $\mu_x, \mu_y$ First-order statistical moments of the quantized image.
- $\sigma_x, \sigma_y$ Second-order statistical moments of the quantized image.

A generated GLCM feature matrix can represent a picture with fewer parameters [3,13] using the GLCM textural feature properties. When applying this method, as represented in Figure 11, we used image datasets and applied GLCM texture extraction to the dataset. For the computation of the co-occurrence matrix implemented in this study, the distance $= 1$ and the angles were $0^\circ$, $-180^\circ$, $-90^\circ$, $90^\circ$, and $180^\circ$. Table 4 provides an example of the extracted features with distance $= 1$ and horizontal angle $= 0^\circ$. 

Figure 11. Gray level co-occurrence matrix (GLCM) feature extraction. RGB—red, green, and blue.

Table 4. Features extracted using GLCM texture.

| Class/Feature | Feature 1 | Feature 2 | Feature 3 | Feature 4 | Feature 5 | Feature 6 | Feature 7 |
|---------------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| 1             | 28.95     | 1.83      | 0.80      | 0.30      | 0.55      | 0.96      | 369.05    |
| 2             | 48.56     | 3.17      | 0.58      | 0.22      | 0.47      | 0.95      | 539.75    |
| 3             | 22.43     | 1.41      | 0.78      | 0.18      | 0.42      | 0.97      | 491.84    |
| 4             | 44.61     | 2.07      | 0.75      | 0.15      | 0.38      | 0.97      | 941.58    |
| 5             | 26.21     | 1.64      | 0.80      | 0.27      | 0.52      | 0.97      | 415.37    |
| 6             | 30.87     | 2.45      | 0.56      | 0.16      | 0.39      | 0.94      | 258.46    |
| 7             | 36.79     | 2.46      | 0.68      | 0.36      | 0.60      | 0.95      | 401.79    |

Note: Class: 1—whole beans. 2—broken beans. 3—bean fractions. 4—skin-damaged beans. 5—fermented beans. 6—unfermented beans. 7—moldy beans. Feature: 1—contrast. 2—dissimilarity. 3—inverse difference moment. 4—angular second moment. 5—energy. 6—correlation. 7—sum of squares variance.

Seven features, i.e., contrast, dissimilarity, inverse difference moment, angular second moment, energy, correlation, and sum of squares variance, were extracted, as depicted in Table 4. Seven classes of cocoa bean classifications based on SNI 2328:2008 [37], i.e., whole beans, broken beans, bean fractions, skin-damaged beans, fermented beans, unfermented beans, and moldy beans, were extracted from the cocoa bean digital images.

Classification Prediction

For the next step of our method, based on Figure 2, we implemented the classification process using our dataset. As previously mentioned, we split our dataset into 75% for training, 10% for testing, and 15% for validation. We used the testing (10%) and validation (15%) data and then implemented the classification process to a model that had been previously trained.

This implementation was carried out using:

1. The feature extraction model using CNN;
2. The feature extraction model using GLCM.

In addition to these two models, we also carried out a classification process using WEKA to compare the classification results. WEKA is one of the open source tools for training and testing deep learning data without programming code. We ran an experiment using the following steps: loading cocoa bean digital image data that were previously preprocessed using GLCM textural features in the attribute-relation file format (ARFF) (Figure 12), and then running the experiment based on the flow shown in Figure 13 to retrieve the classification results.
Based on GLCM textural features, we can see that the large number of epochs have an immense effect on the accuracy of the identification of the image being tested. The larger the number of epochs, the more accurate the identification of the image. As presented in Table 5 (bold formatted numbers emphasize higher accuracy values), using features extracted from the CNN method can achieve an accuracy of 59.14% with the SVM classifier and 56.99% with the XGBoost classifier.

From Table 5, we can summarize our research results as follows:

- A large number of epochs have an immense effect on the accuracy of the identification of the image being tested. The larger the number of epochs, the more accurate the identification of the image. As presented in Table 5 (bold formatted numbers emphasize higher accuracy values),

- using features extracted from the CNN method can achieve an accuracy of 59.14% with the SVM classifier and 56.99% with the XGBoost classifier.

- Based on GLCM textural features, we can see that the −90° and 90° for the GLCM textural features method can achieve an accuracy of 61.04% with the SVM classifier and 65.08% with the XGBoost classifier.

In the data visualization shown in Figure 12, seven extracted GLCM feature values are displayed in graphical form, and the distribution of values for each feature is in the 0–1 value range.

In addition to these two models, we also carried out a classification process using WEKA to compare the classification results, as shown in Figure 13.

3.2. Results

To analyze the performance of the two feature extraction methods, we applied two types of classifiers—SVM ("linear" kernel) and extreme gradient boosting (XGBoost)—and compared the results to that from utilizing the WEKA tools (SVM and AdaBoost), as shown in Table 5.

From Table 5, we can summarize our research results as follows:

- A large number of epochs have an immense effect on the accuracy of the identification of the image being tested. The larger the number of epochs, the more accurate the identification of the image. As presented in Table 5 (bold formatted numbers emphasize higher accuracy values),

- using features extracted from the CNN method can achieve an accuracy of 59.14% with the SVM classifier and 56.99% with the XGBoost classifier.

- Based on GLCM textural features, we can see that the −90° and 90° for the GLCM textural features method can achieve an accuracy of 61.04% with the SVM classifier and 65.08% with the XGBoost classifier.

Figure 12. Data visualization. contr—contrast. diss—dissimilarity. invdm—inverse different moment. angsm—angular second moment. energy—energy. corre—correlation. sosvr—sum of squares variance.

Figure 13. WEKA classification flow. Arff—attribute-relation file format. SMO—sequential minimal optimization.
We also conducted experiments using WEKA in comparison with the GLCM textural features method, which achieved an accuracy of 63.86% with the SVM classifier and 39.74% with the AdaBoost classifier.

Table 5. Evaluation of results: accuracy. (Bold formatted numbers emphasize higher accuracy values).

| Classifier | Epoch: 5 | Epoch: 10 | Epoch: 15 | Epoch: 20 | Epoch: 25 |
|------------|----------|-----------|-----------|-----------|-----------|
| SVM        | 53.05%   | 54.84%    | 50.54%    | 55.91%    | 59.14%    |
| XGBoost    | 51.9%    | 52.69%    | 46.95%    | 54.12%    | 56.99%    |
| GLCM (0°)  | 59.07%   | 59.07%    | 61.04%    | 61.04%    | 59.07%    |
| GLCM (−180°) | 59.07% | 59.07%    | 61.04%    | 61.04%    | 59.07%    |
| GLCM (−90°) | 61.12%  | 61.12%    | 63.86%    | 63.86%    | 61.12%    |
| GLCM (90°)  | 63.02%   | 63.02%    | 65.08%    | 65.08%    | 63.02%    |
| GLCM (180°) | 63.02%  | 63.02%    | 65.08%    | 65.08%    | 63.02%    |
| SVM        | 61.12%   | 61.12%    | 63.86%    | 63.86%    | 61.12%    |
| XGBoost    | 63.02%   | 63.02%    | 65.08%    | 65.08%    | 63.02%    |
| WEKA SVM   | 39.41%   | 39.41%    | 39.74%    | 39.74%    | 39.41%    |
| WEKA AdaBoost | 39.41% | 39.41%    | 39.74%    | 39.74%    | 39.41%    |

Our results show that using the GLCM textural features method for feature extraction can achieve better and promising classification accuracy in comparison to CNN feature extraction. As our study was concentrated on the used/proposed methodology of feature extraction, we can conclude that our results are acceptable.

4. Discussion

Our proposed method, when utilizing CNN feature extraction, achieved an accuracy of 59.14% and 56.99% with the SVM and XGBoost classifiers, 61.04% and 65.08%, respectively, when using GLCM textural features.

The highest rate achieved by [22] with the SVM classifier resulted in a discrimination rate of 100% for the prediction and training sets. The authors in [25] proposed six CNN layers for dataset 1 and fine-tuned the pre-trained model, resulting in an accuracy of 99.49% and 99.75% for the first model in dataset 1, and 85.43% and 96.75% for the second dataset. In [26], the authors used SVM and the genetic algorithm with the features of shape, texture, and color, thereby achieving classification rates of 96–98% for an apple, 95–97% for grapes, and 96–97% for bananas. From the four-class classification conducted by [23], classification rates of 84% for whole beans, 52% for broken beans, 20% for bean fractions, and 20% for skin-damaged beans were achieved due to the non-uniform shape of the cocoa beans. The authors in [27] used expensive sensor equipment such as liquid and gas chromatography and the machine learning method for classification to investigate the fermentation rate of cocoa beans, resulting in the following misclassification rates: bootstrap forest, 9.40%; ANN, 12.80%; boosted tree, 13.60%.

It appears that compared to other farming products, the classification of cocoa beans is still a challenging problem; however, our results provide a more homogeneous classification rate for all classes.

5. Conclusions

We demonstrated our method by implementing a textural feature extraction of cocoa beans, digital images, and classifications, consisting of seven classes of beans. By utilizing the co-occurrence matrix feature of GLCM, we extracted seven features.

In our method, the CNN feature design repeatedly applies and collects all features found from several runs with a weighted sum of RGB and data augmentation with epochs of 5, 10, 15, 20, and 25. It can be used for representation purposes of the dataset features, and increasing the number of epochs can increase the final recognition rates.

From our results, we can conclude that our method, utilizing the GLCM texture features method as one part of the feature extraction process from cocoa bean digital images, can achieve promising results.
compared to the CNN feature extraction method. There is still the possibility for further investigation to improve the accuracy of this or other feature extraction methods in the future.

The findings from this study make several contributions to the current smart farming literature. The first is the implementation of smart farming [29] combined with IoT technology by [1,2,30], using classification methodology that employs SVM [22], CNN [25], SVM and a genetic algorithm (GA) [26], bootstrap forest, ANN, and boosted tree [27]. Next is the implementation of a low-power wireless sensor network [31,32,34] and, finally, integration with cloud computing [33].
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