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In underwater wireless sensor networks (UWSN), acoustic communication naturally introduces challenges such as long propagation delay and high packet loss. The flooding-based routing protocol can address these challenges with its multipath characteristics. As in flooding-based routing, due to multipath propagation mechanism, not only DATA but also ACK messages are transmitted through multiple routes however still some packet loss will degrade the performance. So, to provide high reliability of message delivery, an efficient retransmission mechanism is inevitable. Though, if the network uses conventional transport layer protocol such as TCP, it will suffer a spurious retransmission problem as TCP was originally not designed for the multipath environment. In this paper, we propose route discrimination for flooding-based routing to reduce spurious retransmission in UWSN to solve the limitation. The notion of ACK copies waiting time (ACWT) is utilized which is selectively updated based on the similarity of paths of transmission of ACK message copies. We also improved our previous solution that lacks flexibility to cope with dynamic link error characteristics. Through evaluation, we verified that our new scheme achieves the performance improvements of 14%~84% in terms of retransmission ratio compared to the previous research.

1. Introduction

Nowadays, research interest for IoT (Internet for Things) technology has been increased to provide Internet technology to various “Things.” With the support of the IoT techniques, new IoT applications are developed that can make human lives more comfortable. The range of the “Things” includes vehicular, mobile and sensor devices. Underwater sensor nodes are one of the promising “Things” because of the various underwater applications. Those applications include seawater temperature monitoring, underwater pollution monitoring, and coastal threat monitoring, developed to serve the ecosystem and human lives [1–6].

UWSNs have different characteristics from the terrestrial wireless sensor networks as they commonly use acoustic waves instead of radio waves. Due to the characteristics of the acoustic waves, underwater communication suffers from various limitations including slow propagation, high error rate [7–11]. To overcome these limitations and to achieve high throughput, various protocols are newly proposed for UWSNs. Among them, flooding-based routing protocols are proposed to transmit data packets from source to the destination reliably. Unlike conventional routing protocols designed for the terrestrial networks such as ad hoc on-demand distance vector (AODV) [12], the flooding-based routing protocols have two advantages for error-prone and slow UWSNs [13]. Since the flooding-based routing protocols send multiple copies of a data packet along different paths, the original packet could be received at the sink even if few copies of the packets are lost. Moreover, the source node could send a data packet without the path establishment in advance. Detailed descriptions for the flooding-based routing protocols are introduced in Section 2.1.

Although, these routing protocols can improve the reliability but still lack far behind from meeting the IoUT (Internet of Underwater Things) application requirements. For example, in some IoUT applications, large and sensitive data (oil pipeline leakage image) is to be transmitted between the
sensor node and the sink node (Figure 1). Moreover, similar to software-defined networking architectures, if files which are used to upgrade the sensor node firmware should be transmitted, all sensor nodes have to receive these files and as even one bit of error is not allowed [14]. To support this packet transmission, reliable transport protocols which can detect the packet loss and support packet retransmission operation are required over the flooding-based routing protocols.

One of the most famous transport protocols which provides packet loss detection and retransmission operation is the transmission control protocol (TCP) [15]. In the TCP, the source set retransmission timeout (RTO) based on round trip time (RTT). If the source node cannot receive the acknowledgment (ACK) message from the destination node, it retransmits the packet [16]. Hence, the RTO calculation is one of the most important operations in TCP. If the calculated RTO is too long, throughput could be decreased because long time is required for retransmissions. On the other hand, if the RTO expires before ACK is received, a spurious retransmission problem could occur. The spurious retransmission wastes the bandwidth since the source node retransmits data packet which is successfully transmitted at the destination node. In the terrestrial networks, the source uses various RTO calculation algorithms which are well-operated over single-path routing protocols.

However, as mentioned above, IoUT devices use the flooding-based routing protocols which transmit packets (both of data and ACK) along multipaths. Over these routing protocols, even though an ACK message is transmitted at the destination, the source node will receive multiple ACK messages which are flooded along different paths. If the traditional RTO calculation algorithms such as Khan’s algorithm are implemented, the source updates RTT when the first ACK is received. Other ACKs will be ignored because the source node already knows that the destination node received the corresponding data packet. Therefore, the source node will set RTO to the time required for the first received ACK to arrive. When the source node uses this RTO for retransmission and the first ACK is lost during transmission, the source will perform packet retransmission (although another ACK messages which are transmitted along different paths) as described in Figure 2. Therefore, in order to avoid the spurious retransmission problem over the flooding-based routing protocol, the new RTO calculation which reflects another ACK messages which are received after the first ACK reception method is required.

In other words, RTO should be calculated in a way such that, for each data transmission, at least one of the many ACK packets transmitted over multiple paths can be received successfully. In our previous work [17], we proposed a technique that uses the similarity of paths from which packets have been sent to identify ACK packets that have a low probability of loss. The scheme also updates the RTO selectively where path similarity is defined in relationship with the same nodes that both paths share. However, in our previous work, a number of shared ancestor nodes among multiple paths are used only to determine whether to reflect the RTT of the
As mentioned above, the RTTs of all ACK messages are equally reduced regardless of link quality. Due to this feature, a path which has poor link quality, or a large number of nodes could change the RTO significantly, thereby reducing throughput.

Hence, in this paper, we propose a technique to calculate the RTO that adapts to the current network situation by considering the information of each path and by applying path similarity analysis. We simulated and compared the proposed scheme using a C program with conventional RTO calculation mechanism [18] and previous work [17].

The rest of this paper is organized as follows. In Section 2, related works are discussed. Section 3 contains the detail description of the proposed techniques to solve the problems mentioned in this paper, while Section 4 analyses the performance of the proposed scheme through simulation comparison. Finally, Section 5 concludes our work.

2. Related Work

2.1. Flooding-Based Routing Protocols. As mentioned above, in flooding-based routing protocols, nodes forward every received packet without defining a separate path [19–21]. In these routing protocols, each node establishes a flooding area that directs its location information to the sink node. Then, whenever each node transmits a data packet, information related to the flooding area is recorded in the header of the data packet and broadcasted. If the neighbouring nodes of the transmitting nodes receive this packet, it confirms that they are included in the flooding area. If it is included in the flooding area, it updates the header information in the same way and broadcasts the packet. If it is not included in the flooding area, discard the packet.

Among various flooding-based routing protocols, the depth-based routing (DBR) protocol [20] is a representative flooding-based routing protocol. In the DBR, when the sender node transmits a packet, its depth information is included in the routing header. On arrival of a packet, nodes located shallower than the sender node operated as relays and retransmit it towards the surface. Hence, the DBR not only allows packets to be delivered away from the sink but also has a problem that the size of the flooding area is always fixed regardless of link quality.

To overcome this problem, in the Directional Flooding-based Routing (DFR) [21] protocol, the size of the flooding area is adjusted by the average link quality. The transmitting node measures the average ETX (Expected Transmission Count) with neighbouring nodes. Each time a packet is transmitted, the sender node records its location information and the base angle, which increases as the average ETX value becomes lower, in a data packet and broadcasts it. The receiving node computes the angle between the vector connecting itself and the sender node and the vector connecting itself and the sink node. If the calculated angle is less than the base angle included in the packet, the node transmits the packet. Therefore, the worse the link quality, the more nodes participate in the packet transmission and improve the reliability. Conversely, the better the link quality, the fewer nodes can participate in packet transmission and save network resources [22].

2.2. Retransmission Technique. The transport layer protocols provide an end-to-end connection between a sender and a receiver. These protocols are classified into two types: user datagram protocol (UDP) [23] and transmission control protocol (TCP) [15]. UDP has a very simple transmission method without any guarantee of successful delivery. In TCP, it confirms sender nodes regarding successful packet delivery. Since in UDP, the transmission overhead is small as compared to TCP, it is preferable in real-time applications like voice over internet protocol (VoIP) and real-time streaming. TCP, on the other hand, establishes a connection between a sender and a receiver before data transmission and transmits data reliably by providing functions such as acknowledgment, retransmission, and message reordering in data transmission. Therefore, it is mainly used in the web, e-mail transmission, or file transfer application where data must be normally transmitted. The TCP has multiple versions such as TCP-Tahoe, TCP-Reno, TCP-SACK [24], TCP-New Reno [25], TCP-Vegas [26], and TCP-Westwood [27] are available. Each version targets different performance matrix for operation such as congestion control, packet transmission rate control, packet loss, and duplication problems while operating following the core TCP.

CoAP (Constrained Application Protocol) is a lightweight transport protocol for constrained nodes (CN). Taking into account the limited computing power of CNs, CoAP is designed to work over UDP instead of TCP.
However, since UDP is a protocol that cannot provide end-to-end reliability, CoAP can use the ACK message in the form of a UDP packet. A packet requesting transmission of an ACK packet is defined as a Confirmable message, and a packet not requesting transmission of an ACK packet is defined as a nonconfirmable message (the type of this message is determined by the upper layer such as application). If the source node sends a confirmable message, it sets a retransmission timer (RTO) likely TCP. If the corresponding ACK message is not received before the expiration of the retransmission timer (due to delay or loss), the source node retransmits the confirmable message. Hence, appropriate RTO calculation is needed for not only TCP but also CoAP.

3. Proposed Scheme

In this section, after defining the problem, the proposed scheme is introduced. In the proposed scheme, we assume that DFR and Khan’s algorithm in TCP-Reno are used for flooding-based routing protocol and retransmission algorithm, respectively. This is because DFR is a routing protocol that not only improves reliability but also saves network resources, and Khan’s algorithm is a proven retransmission algorithm in various networks such as the Internet.

3.1. Problem Definition. In our previous work [17], ACWT is selectively updated considering the path similarity between received ACK copies. ACWT is calculated systematically to incorporate randomly arranged network topology while reducing unnecessary retransmission.

However, in our previous work, the maximum number of ACK copies (ACK$_{\text{max}}$) is set as a fixed value. We assumed that the quality of packet transmission is constant for all links, and only the difference in arrival time of ACK copies is considered. However, in real underwater networks, link qualities of each path changes dynamically. The number of ACK messages received for each segment of one flow changes. ACWT is calculated based on the received amount of the previous ACK message makes it impossible to accurately set the retransmission timer of this ACK message. So, we utilize the ratio of the successfully delivered packet over the total number of packets transmitted between two nodes as a parameter to depict the link quality between the two nodes.

If the ACWT is calculated using the fixed ACK$_{\text{max}}$ without considering the transmission success rate of the ACK copies transmitted to the source node, it cannot cope with the dynamic changes in the underwater wireless communication channel. One of the scenarios is depicted in Figure 2 in which a sudden decrease in the link quality of the path leads to spurious retransmission. For ACWT calculation, ACK$_{\text{max}}$ is continuously updated in the new RTO calculation technique based on the instantaneous network conditions.

In this paper, we propose a method in which the source nodes manage the information of a distinguished path by using bitmap operation while keeping a separate table. In this way, ACK copies transmitted to the source node form different paths. For every individual path based on the average RTT calculation, the change in the packet transmission success rate is monitored. As a result, the source node continuously manages the average RTT and the average packet transmission success rate of different paths formed between itself and the destination node. The source node adjusts the ACK$_{\text{max}}$ flexibly based on the average RTT and the average packet transmission success rate.

3.2. Proposed Solution. In the common IoUT, if nodes have low remaining energy or have a high computing demand sleep to save energy. Otherwise, if nodes want to communicate with each other, they are awake and start idle listening to receive to transmit or relay data packets. The sender node that intends to send some collected data is termed as the source node. Every sensor node creates and stores a separate path information table for the path information distinguished through the bit map operation and continuously manages this information for the packet transmission. Every node manages information regarding travelled section (TS) field representing the corresponding path followed by the packet, an average RTT of ACK copies received through the corresponding path and an average transmission success rate of ACK copies. By managing this information, the source node can know how many routes are formed between the node itself and the destination node, and how much the expected success rate of ACK copy is obtained when the value of ACK$_{\text{max}}$ is changed. Algorithm 1 illustrates the pseudocode of the path distribution-based information update along with ACWT calculation.

First, when a new ACK copy (ACK$_{\text{recv}}$) is received, the similarity between the TS fields stored in the current path table and the TS field (TS$_{\text{recv}}$) of the corresponding ACK copy is calculated to determine whether a similar path is already managed. If it is determined that the TS$_{\text{recv}}$ is similar to the TS field stored in the route table, it is determined that the ACK copy is transmitted through the same route, and the average RTT of the route is updated by the RTT obtained through ACK$_{\text{recv}}$. On the other hand, if TS$_{\text{recv}}$ is not similar to any TS field stored in the current path table, it is determined that the ACK copy is transmitted through the new path. The Num$_{\text{path}}$ is incremented by 1, and TS$_{\text{recv}}$ is stored as the TS field of the new path in the path table. Then, the source node calculates the expected packet transmission success rate of each path based on the number of times that the source node has transmitted the data packet and the number of ACK copies received through each path. When the calculation of the average RTT and the average expected packet transmission success rate of all paths is completed through this operation, the ACK$_{\text{max}}$ is calculated.

3.3. Calculation of the ACK$_{\text{max}}$. In algorithm 1, the utility function $U(i)$ is one of the most important factors to determine a new round trip time measured by the $i$th ACK (namely RTT$_{i}$) is an appropriate value to update of ACWT. To calculate the $U(i)$, the equations (1) and (2) are used as follows.

$$V(i) = \omega \times \frac{2 \times \text{RTT}_i - \text{RTT}_{i-1}}{\text{RTT}_0}. \quad (1)$$
In this equation (1), \( V(i) \) and \( \omega \text{time} \) are a vector value of RTT\([i]\) and a weight factor for \( V(i) \), respectively. After calculating \( V(i) \), the \( U(i) \) is calculated as follows.

\[
U(i) = V(i) + \omega \text{prob} \times (1 - (1 - PDR[i]) \cdots (1 - PDR[0])) - PDR[0].
\]

(2)

In this equation (2), \( PDR[i] \) and \( \omega \text{prob} \) are an expected packet delivery ratio of \( i \)th path and a weight factor for \( V(i) \), respectively. After calculating \( V(i) \), the \( U(i) \) is calculated as follows.

In this paper, we set these 3 network parameters (\( \omega \text{time} \), \( \omega \text{prob} \), and \( U_{\text{thresh}} \)) to 0.25, 0.5, and 0.45, respectively. These values are measured by repeated simulations.

3.4. Demonstration. The functioning of the proposed technique will be exemplified by a simple case depicted in Figure 3. As shown in the figure, four paths exist between the source node and the sink node.

In this case, the average RTT and link quality for each path in (a) and (b) are changed as shown in Table 1.

First, RTT increases gradually in the order of Path0, Path1, Path2, and Path3 in (a) and (b). In (a) situation, the link quality of Path0, Path1, and Path2 was 85\%, and Path3 alone had a relatively low link quality of 40\%. In each situation, \( U(i) \) is calculated as shown in Table 2.

Therefore, in (a), \( U(1) \) is calculated to be higher than \( U_{\text{thresh}} \) and the optimal ACK\(_{\text{max}} \) is calculated as 2. However, in (b), when the RTT of Path0 increases by 0.1 seconds and the transmission quality drops to 40\%, the optimal ACK\(_{\text{max}} \) is calculated to be 3 because \( U(2) \) is larger than \( U_{\text{thresh}} \). Therefore, if the transmission quality of Path0 drops, it can be confirmed that in addition to Path1, ACK can be further awaited by reflecting the addition of Path2, which was not previously reflected, to the calculation of ACWT.

4. Performance Evaluation

4.1. Simulation Environments. To evaluate the performance of our scheme, we used NS-2.34 simulator and underwater acoustic signals propagation model. Other simulation parameters were set as shown in Table 3. Moreover, to evaluate the contribution of the proposed scheme only, we
selected the original TCP instead of other TCP versions. If the proposed technique is applied to other TCPs, it is not possible to verify whether the improved performance is due to the proposed technique or another technique.

The size of the network is set to $1600 \times 800$ m. The whole network is divided into 8 rows and 4 columns resulting in a total of 32 sections. The node nearest to the point (0, 800) is designated as the source node, and the node closest to the point (1600, 0) is designated as the sink node. The nodes were relocated randomly in each experiment run. In addition, DBR is used as the routing protocol.

### 4.2. Performance Factor.

We assume two different situations for performance evaluation. First, the link quality (LQ) of the entire network is uniform. This is to evaluate the performance of the proposed technique for the comparison with the existing method (path similarity-based RTO). In second, the link quality of the entire network
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![Table 1: RTT and link quality.](image9)

| Path   | RTT | Link quality | RTT | Link quality |
|--------|-----|--------------|-----|--------------|
| Path0  | 5.0 sec | 85%         | 5.1 sec | 40%         |
| Path1  | 5.3 sec | 85%         | 5.3 sec | 85%         |
| Path2  | 6.5 sec | 85%         | 6.5 sec | 85%         |
| Path3  | 7.6 sec | 40%         | 7.6 sec | 40%         |

![Figure 4: Retransmission ratio in uniform LQ scenario.](image10)

The size of the network is set to $1600 \times 800$ m. The whole network is divided into 8 rows and 4 columns resulting in a total of 32 sections. The node nearest to the point (0, 800) is designated as the source node, and the node closest to the point (1600, 0) is designated as the sink node. The nodes were relocated randomly in each experiment run. In addition, DBR is used as the routing protocol.

![Table 2: $U(i)$ values.](image11)

| $U(i)$ | (a) | (b)     |
|-------|-----|--------|
| $U(1)$ | 0.548 | 0.745  |
| $U(2)$ | 0.449 | 0.479  |
| $U(3)$ | 0.445 | 0.448  |

![Table 3: Simulation parameters.](image12)

| Parameter            | Value   |
|----------------------|---------|
| Transmission range   | 250 meters |
| Routing protocol    | DBR [14] |
| $ACK_{max}$          | 2       |
| $PS_{thresh}$        | 0.25    |
| $a_{time}$           | 0.25    |
| $a_{prob}$           | 0.5     |
| $U_{thresh}$         | 0.45    |

4.2. Performance Factor. We assume two different situations for performance evaluation. First, the link quality (LQ) of the entire network is uniform. This is to evaluate the performance of the proposed technique for the comparison with the existing method (path similarity-based RTO). In second, the link quality of the entire network
4.3. Performance Comparison in Uniform Link Quality of Network. In this experiment, we first set the average link quality of all the links uniformly, and experimentally examined how the retransmission ratio changes according to the change of the average link quality. As shown in Figure 4, the retransmission ratio increases as the average link quality decreases regardless of the RTO calculation technique used. Especially, it can be confirmed that the proposed algorithm based on the path similarity-based RTO that can additionally wait for the ACK copy and the proposed scheme achieves a lower retransmission ratio than the conventional RTO calculation method regardless of the change in link quality.

The performance difference between the two schemes with ACWT and the existing RTO calculation technique starts from when the average link quality is 100% and gradually increases from 70% until the average link quality becomes lower than 60%. All converge to one point. This is because, when the average link quality is high, it is possible to reduce the retransmission by using additional received ACK copies. As the link quality decreases, ACK copies are also lost as a result successful ACK copy cannot arrive.

However, as shown in Figure 5, the difference in performance between the path similarity-based RTO calculation technique and the proposed technique is conspicuous in the interval of 70%–40% of the average link quality. This is because the fixed ACK_max, the proposed method in this paper seems to be due to the fact that the expected rate of packet transmission is low for all the paths at present, so that the ACK_max is made large and waiting for the maximum number of ACK copies.

4.4. Performance Comparison with Different Link Qualities. In this experiment, the link quality of the entire network is not uniform, and the link quality of each link is constantly changed. As can be seen in Figures 6 and 7, the retransmission ratios are increased as the average link quality decreases regardless of the RTO calculation technique used in this experiment.

However, unlike the experimental results in Figure 6, it can be seen that the performance difference between the proposed method and the path similarity-based RTO calculation

![Figure 5: Retransmission ratio in uniform LQ scenario (40–70 nodes).](image)

![Figure 6: Retransmission ratio in different LQ scenario.](image)

![Figure 7: Retransmission ratio in different LQ scenario (40–70 nodes).](image)
technique is noticeable regardless of the average link quality. It monitors the state of multipath formed between the source node and the destination node, measures the RTT and the expected transmission success rate for each path, and calculates the ACKmax value that can achieve the optimum performance based on this. This is a result of proving that the operation is effective in the same environment as the experiment in which the link quality fluctuates. It is shown that the proposed method improves performance by at least 14% and up to 94% compared with the existing similarity-based RTO calculation method.

Also, in this experiment, the performance difference is conspicuous in the case where the average link quality is higher than a certain level, but the performance difference is decreased as the average link quality is lowered. This is because, as mentioned in the previous experimental results, when the average link quality is high, it is possible to reduce the retransmission by using additional received ACK copies. However, as the link quality is lowered, ACK copies are also lost and waiting for ACK copies. This is because it is not possible to successfully receive an ACK copy.

After fixing the average link quality at 50%, we experimented the change of retransmission ratio according to the link quality fluctuation width by changing the fluctuation range of the link quality of the whole network. As shown in Figure 8, the fluctuation width is changed from 10% to 40%, and the retransmission ratio is generally increased as the variation of the link quality is larger regardless of the RTO calculation method used. Regardless of the fluctuation of the link quality, the proposed scheme achieves a lower retransmission ratio than the other two schemes.

Also, the retransmission ratio increases linearly with the increase of the link quality fluctuation in the case of the conventional RTO calculation technique. However, the path similarity-based RTO technique and the proposed technique do not. This seems to be caused by the ACWT, which is commonly used by both schemes. It is because the link quality of the multipath is changed differently, and $k$ and $T_{ACK}$ are not calculated stably.

Finally, after changing the average link quality to 50% and the link quality fluctuation to 20%, we experimented with changing the number of nodes in the network and changing the retransmission ratio. As can be seen in Figure 9, the number of nodes varied from 32 to 48. The results show that the proposed method shows the best performance irrespective of the number of nodes. In particular, in the case of the conventional RTO calculation technique, a slight improvement in performance was confirmed as the number of nodes increased. However, in the case of the other two techniques, no noticeable performance change was observed even when the number of nodes increased. This is because the ACWT is calculated through the routes with a similar degree of similarity even if more multipath are formed as the number of nodes increases.

5. Conclusion

In this paper, the information of the multipaths established between the source and the destination node is utilized over traditional TCP to avoid spurious retransmission in UWSN while using flooding-based routing. In the proposed scheme, the source node retransmission timeout (RTO) calculation measures an expected number of ACK messages (ACK$_{max}$) based on the reliabilities of paths. Using ACK$_{max}$, the proposed scheme reduces the unnecessary retransmission. While waiting for the ACK of the maximum number of paths, ACK$_{max}$ is increased, as the success rate of ACK transmission of each path is lower. If ACK-transmission rate is high, ACK$_{max}$ is decreased enabling faster retransmission. Through performance evaluation via multiple simulations, the proposed scheme achieves 14%–84% improved performance in the form of retransmission ratio.

In future work, we will implement our proposed scheme to real underwater communication devices such as Benthos modem. Based on the real test result, we will...
improve our proposed scheme. Moreover, we will work on an underwater congestion control method utilizing the concept of consistency.
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