Interstellar Interferometry: Precise Curvature Measurement from Pulsar Secondary Spectra
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ABSTRACT

The parabolic structure of the secondary or conjugate spectra of pulsars is often the result of isolated one-dimensional (or at least highly anisotropic) lenses in the ISM. The curvature of these features contains information about the velocities of the Earth, ISM, and pulsar along the primary axis of the lens. As a result, measuring variations in the curvature over the course of a year, or the orbital period for pulsars in binaries, can constrain properties of the screen and pulsar. In particular the pulsar distance and orbital inclination for binary systems can be found for multiple screens or systems with prior information on \(\sin i\). By mapping the conjugate spectra into a space where the main arc and inverted arclets are straight lines, we are able to make use of the full information content from the inverted arclet curvatures, amplitudes, and phases using eigenvectors to uniquely and optimally retrieve phase information. This allows for a higher precision measurement than the standard Hough transform for systems where these features are available. Our technique also directly yields the best fit 1D impulse response function for the interstellar lens given in terms of the Doppler shift, time delay, and magnification of images on the sky as seen from a single observatory. This can be extended for use in holographic imaging of the lens by combining multiple telescopes. We present examples of this new method for both simulated data and actual observations of PSR B0834+06.
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1 INTRODUCTION

Pulsars allowed for the first detection of gravitational radiation, and provide a promising tool for precise gravitational source astrometry (Boyle & Pen 2012). Two current major limitations are the insufficiently accurate distances to pulsars, which would allow for coherent GW measurement; and interstellar propagation effects which degrade the precision of pulsar timing. Coherent combination of the pulsar intrinsic term doubles the detection sensitivity, and improves the astrometric localization by orders of magnitude, likely localizing GW sources to arc minute precision. An improved understanding of the electromagnetic propagation, the positions and magnifications of scattered images, opens up two avenues: interstellar diffraction limited astrometry and descattering of propagation effects. From the observed intensity field, phase retrieval aims to recover the linear impulse-response function that, convolved with an emitted pulse yields the observed electric field. This technique is also called holography (Walker & Stinebring 2005). The dynamic wavefield, or its Fourier conjugate the conjugate wavefield, encodes information about the magnification and time delay of images currently contributing to the interference pattern from the plasma lens, and enables its utilization as a giant interstellar interferometer. For a more complete discussion of these objects see Sec. 2. Pen et al. (2014) achieved 50 picoarcsecond relative astrometry using the wavefield decomposition. To date, the phase retrieval approaches have been heuristic, working for special cases using lucky initial guesses and solving non-linear equations with unknown convergence properties, potentially leading to local minima instead of global solutions. This paper presents a systematic approach: by mapping onto an eigenvalue problem, the existence, uniqueness, optimality and degeneracy of the solutions become explicit.

When pulsar emission is scattered by structures in the interstellar medium (ISM), the resulting scintillation pattern can be used to provide precise measurements of the ISM and the pulsar. For
our purposes, we focus on two measurements of interest: pulsar velocities in binary systems, and the structure of the lensing region.

Since the timescale of scintillation depends on the velocity of our line of sight through the ISM, variations in this timescale can be used to measure velocity changes due to the orbital motion of pulsars in binaries Lyne & Smith (1982). For systems with large orbital velocities, relative to their centres of mass motion, these changes can be of order one and can be measured using the correlation timescale of the scintillation pattern at different orbital phases as per Rickett et al. (2014). In order to study systems with less dramatic variation, more precise techniques are required. The discovery of scintillation arcs by Stonebring et al. (2001) presents such an opportunity. In some cases, these features are believed Walker et al. (2004) (or have been shown Brisken et al. (2010)) to be the result of linear or highly anisotropic groups of images on the sky at a fixed distance, giving a quadratic relation between the time delay and Doppler shift, and our analysis will assume this to be the case. The interference of these images produces a main arc, from interference between lensed images and the line of sight image, as well as inverted arclets from the interference of pairs of lensed images.

The curvature of the main arc, as well as the arclets, is inversely proportional to the square of the effective velocity of the system. For PSR J0437–4715, Reardon (2018) used a Hough transform to measure the power along arcs in the secondary spectrum to measure these curvatures over several years. The annual modulation of the curvature completely encodes the orientation of the screen as well as the effective distance (defined in Sec. 2). For binary systems, the variation over the binary period will additionally depend on the pulsar distance, binary inclination, and orbital orientation. From measurements for a single screen this information is encoded in a phase and amplitude and so cannot give all three parameters. Fortunately, sin(θ) is sufficient to restrict parameters to one of two orbits mirrored about the screen on the sky and at a fixed distance. In cases where a second screen can also be detected, which Putney & Stonebring (2006) observe in multiple systems, modeling the evolution of both screens can resolve the degeneracies and yield both the distance and inclination. Broadly, each screen has five measurable parameters, an amplitude and phase of modulation for both the Earth and pulsar orbits and a constant from the proper motion and screen velocity. However, each screen introduces only three new unknown parameters: screen distance, orientation and velocity. In Reardon (2018), the nearly parallel screens prevent measurement of the distance. Fortunately, the detection of additional screens has allowed for distance measurement with order ten per cent uncertainty (private communication). Improvements in the curvature measurements for the individual observations should allow for further improvement. For isolated pulsars similar techniques, using only curvature modulations from the Earth’s orbit, can help constrain screen distances and orientations.

In this paper, we present a technique for measuring curvatures with greater precision by using not just the power along the main arc, but the phases and amplitudes of the main arc and inverted arclets. This is achieved by mapping the arcs into a space where they are represented by linear features proposed by Sprenger et al. (2021), dubbed the θ−θ transformation, and discussed here in Section 3. In Section 4, we present a sample application of this method to some simulated data to show how it can improve precision on curvature measurements.

An additional advantage of the θ−θ transformation is that it can be used to solve the phase retrieval problem for pulsar scintillometry. Though much progress has been made in studying pulsar scintillometry through the dynamic and secondary spectra, the loss of phase information in the formation of the dynamic spectrum from the square modulus of the electric field imposes serious restrictions. The problem of phase recovering this phase information in the context of pulsar scintillometry was first discussed by Walker & Stonebring (2005). By reconstructing the phase of the wavefield we gain information about the locations and signal delays of the individual images causing scintillation. Apart from giving information about the lensing structure in the ISM, it is hoped that this information can be used to better understand changes in the measured time of arrivals caused by time evolution in the scattering medium between epochs Walker & Stonebring (2005). In studying seven years of PSR J0613–0200 data, Main et al. (2020) find the apparent strain due to variations in scattering to be h = 10−15 at 15 nHz, where Aggarwal et al. (2019) had previously reported an apparent signal due to an unmodelled signal in this pulsar in the NANOGRAV 9-year dataset. Though below the current single pulsar limit of 9.7 × 10−15, they argue that as PTA upper limits improve these effects may limit precision.

In Section 2, we discuss a simple one-dimensional model of scintillation. Section 3 shows how θ−θ transformations can be used for phase retrieval when only the dynamic spectrum is available, and in Section 5 we demonstrate its effectiveness on simulated data.

In Section 6 we apply these methods to an observation of PSR B0834+06 from Brisken et al. (2010) using Arecibo. This data shows clear inverted arclets, which lend themselves well to this style of analysis. The secondary spectrum also includes clear deviations from the one-dimensional model, as seen by collection of power offset from the main arc near 1ms. We show how modelling the one-dimensional structure responsible for the main arc and arclets can be used to probe this region using phase retrieval.

2 THEORY OF THE 1D LENS

Since our method for phase retrieval and curvature measurement is based on the assumption of a one-dimensional screen, we briefly introduce how such a structure leads to the observed spectra and how it relates to the physical properties of interest. For a pulsar located at a distance d_p, we assume some lensing structure in the ISM, localised at some distance d_s, producing a line of images of the pulsar on the sky. For any given image along the line with angular offset θ, the pulsar signal will experience a geometric delay and Doppler shift, at observational wavelength λ, of

\[ \tau(\theta) = \frac{\theta^2 d_{\text{eff}}}{2c} \]

\[ f_D(\theta) = \frac{v \| \vec{n}}{\lambda} \]

where

\[ d_{\text{eff}} = \frac{d_p d_s}{d_p - d_s} \]

\[ v \| = \left( \vec{v}_\theta + \vec{v}_p - \vec{v}_\text{ISM} \frac{d_p}{d_p - d_s} \right) \cdot \vec{n} \]

for pulsar, Earth and ISM velocities \( \vec{v}_p, \vec{v}_\theta \) and \( \vec{v}_\text{ISM} \) respectively; and \( \vec{n} \) is the unit vector from the line of sight to the lensed image on the sky. It is clear that for a collection of images their time delay depends quadratically on the Doppler shift as

\[ \tau = (\eta f_D^2) \]
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where $\eta$ is the curvature of the observed arc in the secondary spectrum and is given by

$$\eta = \frac{d_{\text{eff}}l^2}{2c^3}$$  \hspace{1cm} (6)

Since the typical time delays and Doppler shifts in L, 1–2 GHz, and P, 230–470 MHz bands are on the order $\mu$s and mHz, curvatures are naturally given in $\mu$s mHz$^{-2}$. However, in keeping with previous works we will be quoting curvature in $s^3$, which fortunately converts as $1 \mu$s mHz$^{-2} = 1 s^3$. The geometry of such a system with three images, including the unlensed image, is shown in Fig.1.

In addition to these geometric effects, each image also has a complex magnification $\tilde{\mu}$ determined by the local properties of the lensing structures. The resulting secondary spectrum may be quite complex conjugate transpose. For a one dimensional lens this will be equal to the complex conjugate spectrum. For a one dimensional lens, the conjugate wavefield will be zero everywhere except along the parabola given by Eq. 5 where it will be equal to the complex conjugate of each image. The wavefield can also be related to the parabola given by Eq. 5 where it will be equal to the complex conjugate spectrum. Underlying the dynamicspectrum must be the convolution of the conjugate wavefield with itself. This vector is then the only eigenvector of this matrix with a nonzero eigenvalue. In order to transform, which we present here in units of Doppler shift as opposed to sky position $\tau$ and $f_D$. Our scaled $\theta$ can be converted into angles on the sky with

$$\tilde{\theta} = \frac{\lambda \theta}{v_\parallel}$$  \hspace{1cm} (11)

We define the flux preserving map on the conjugate spectrum as

$$\tilde{I}(\theta_1, \theta_2; \eta) = \hat{I}(f_D, \theta_1, \theta_2) + (\theta_1, \theta_2; \eta)) \left[\sqrt{2} + \eta (\theta_1 - \theta_2)\right]$$  \hspace{1cm} (12)

By mapping the conjugate spectrum instead of the secondary spectrum, we preserve the phase information which allows for a coherent curvature search as well as the possibility of recovering the wavefield.

To see how this is achieved, consider a collection of images along a line on the sky with angular offsets from the line of sight to the pulsar given by $\hat{\theta}_i$, where the bar denotes the true angular position of the images as opposed to their curvature-dependent position in a $\theta - \theta$ map. At a fixed frequency, each of these images have both a magnification and phase rotation that are combined into the complex magnification $\tilde{\mu}_i$. Together, these magnifications give the conjugate spectrum $\tilde{\mu}$. A simple schematic of the geometry is shown in Fig.1. If we define a grid in the corresponding scaled $\theta$; then transforming into $\theta - \theta$ space, with the correct curvature, gives

$$\tilde{I}_{i,j} = \hat{I}(\theta_i, \theta_j) = \tilde{\mu}_i \tilde{\mu}_j$$  \hspace{1cm} (13)

and so we can express the $\theta - \theta$ spectrum as the outer product of the magnification vector with itself. This vector is then the only eigenvector of this matrix with a nonzero eigenvalue. In order to find the correct curvature and magnification vector, we fit our data by minimizing the $\chi^2$ defined by

$$\chi^2 = \sum_{i,j} \frac{|\hat{P}^\eta_{i,j} - \mu_i \mu_j|^2}{\sigma_{i,j}^2}$$  \hspace{1cm} (14)

where $\sigma_{i,j}^2$ gives the noise as each point in the $\theta - \theta$ spectrum and $\hat{P}^\eta_{i,j}$ is the $\theta - \theta$ spectrum for curvature $\eta$. For a fixed $\eta$, the local minima satisfy

$$\frac{\partial \chi^2}{\partial \mu_i} = - \sum_j \frac{\mu_j^\eta}{\sigma_{i,j}^2} (\hat{P}^\eta_{i,j} + \hat{P}^\eta_{i,j} - 2 \mu_i^\eta \mu_j) = 0$$  \hspace{1cm} (15)

Since the dynamic spectrum is real, the conjugate spectrum and by extension the $\theta - \theta$ spectrum are Hermitian. Under the assumption that the noise level is constant for all points, Equation 15 simplifies to

$$\sum_j \mu_j \hat{I}_{i,j}^\eta = \mu_i \sum_j |\mu_j|^2$$  \hspace{1cm} (16)

or

$$\hat{P}^\eta_{i,j} = |\mu_i|^2 \mu_j$$  \hspace{1cm} (17)

Hence, minima correspond to eigenvectors that are scaled such that their norm squared equals the corresponding eigenvalues. To determine the global minimum, we rewrite Equation 14 as

$$\chi^2 = \frac{1}{\sigma^2} \sum_{i,j} |\hat{P}^\eta_{i,j}|^2 + |\mu_i|^2 |\mu_j|^2 - \mu_i^2 \mu_j^\eta - \mu_i \mu_j^\eta \mu_j^\eta$$  \hspace{1cm} (18)

and so, using that the local minima all satisfy the eigenvector condition above,

$$\chi^2 = \frac{1}{\sigma^2} \left( \sum_{i,j} |\hat{P}^\eta_{i,j}|^2 - \lambda^2 \eta_{i,j} \right)$$  \hspace{1cm} (19)
where $A_{\eta,n}$ is the $n^{th}$ eigenvalue for curvature $\eta$.

Therefore, the best fit magnification vector at a given curvature corresponds to the largest eigenvalue, and the best fit curvature is the one whose $\theta - \theta$ spectrum has the largest eigenvalue. Since our model takes the outer product of the magnification vector, the solution is not unique under phase rotations which will not impact our curvature fit but is addressed in Section 5 when determining the wavefield. It should be noted that we have assumed that the noise in $\theta - \theta$ space will be white and of constant variance. In general, this will not be the case as the normalization of the $\theta - \theta$ matrix will scale the stationary noise of the conjugate spectrum and the correlation of points will depend on how the spectrum is sampled.

### 4 CURVATURE FITTING ON SIMULATED DATA

To present a proof of concept of the method, as well as the details of the procedure, we simulate the scintillation pattern of a one-dimensional screen. The simulation generates a Gaussian distribution of image positions along a line. Each of them is treated as a stationary phase point, where the combination of dispersive and geometric delays remains constant over some region on the screen at a reference frequency, with a random magnification and phase. For each time in the simulated dynamic spectrum, the phase evolution for each image over frequency is determined and then combined. As time progresses and the pulsar moves, the relative geometric delays of the images change producing the changing field. The dynamic spectrum is then calculated from the average amplitude squared of the images change producing the changing field. The dynamic spectrum has the largest eigenvalue. Since this will not be the case as the normalization of the $\theta - \theta$ matrix will scale the stationary noise of the conjugate spectrum and the correlation of points will depend on how the spectrum is sampled.

Our simulation uses the parameters given in Table 1, where the expected curvature at 320 MHz is 1.244 s$^{-3}$. A one hour 2.5 MHz chunk of the simulation, $1/16^{th}$ of the band and $1/4^{th}$ the observation time, is shown in Fig. 2.

Since the curvature of the arc evolves in frequency and the relative phases of the images evolve over time, a coherent curvature fit requires that we use only a small region of the dynamic spectrum such that the conjugate wavefield, or equivalently the scattering time function of the lens, remains relatively constant. Using smaller chunk sizes also reduces the resolution of the secondary spectrum. For small deviations from a one dimensional line of images, choosing a coarse enough resolution will cause the images to appear one dimensional and subject to our analysis. For such a chunk, curvature is measured as follows:

\[
\theta = \arg \left( \sum_{n=1}^{N} A_{\eta,n} \right)
\]

\[
\bar{\mu} = \frac{\sum_{n=1}^{N} \mu_n A_{\eta,n}}{\sum_{n=1}^{N} A_{\eta,n}}
\]

\[
\Delta \bar{\mu} = \sqrt{\frac{\sum_{n=1}^{N} \mu_n^2 A_{\eta,n}^2}{\sum_{n=1}^{N} A_{\eta,n}^2}}
\]

Table 1. Parameter choices for the simulated dynamic spectrum.

| Simulation Parameters | Value |
|-----------------------|-------|
| Pulsar Distance       | 1.58 kpc |
| Screen Distance       | 0.79 kpc |
| Projected Proper Motion | 31.99 mas yr$^{-1}$ |
| Observing Band        | 310.5 MHz - 340.5 MHz |
| Number of Channels    | 1024 |
| Observation Length    | 4 h |
| Time Bins             | 600 |

(i) The mean subtracted dynamic spectrum is zero padded to account for the assumption of periodicity in the FFT and increase the resolution of the conjugate spectrum.

(ii) The conjugate spectrum is generated with an FFT.

(iii) Determine the grid on which $\theta - \theta$ spectra will be generated.

(iv) Generate the $\theta - \theta$ spectrum on the fixed grid of $\theta - \theta$ space for a given curvature.

(v) Perform an eigenvector decomposition and save the largest eigenvalue.

(vi) Repeat steps (iv) and (v) over a range of curvatures.

(vii) Fit a parabola to the peak of eigenvalue vs curvature. In this work, we fit this parabola using all curvatures within approximately ten percent of the peak. We find that asymmetries in the eigenvalue vs curvature curve may bias the fit if too large a region is used.

The results of this approach on a single chunk can be seen in Fig. 2. Though fitting only requires finding the dominant eigenvalue, we include models for the $\theta - \theta$, secondary, and dynamic spectra as a sanity check. These models are created by taking the outer product of the dominant eigenvalue for the best fit curvature transformation with itself, scaled by the eigenvalue. Inverting the transformation gives us the conjugate spectrum, from which the dynamic and secondary spectra are generated in the usual fashion. Since the $\theta - \theta$ model is built under the assumption the wavefield remains constant, that is to say the locations and magnifications of images, over the chunk being analyzed, examining the model dynamic spectrum can help determine the appropriate bandwidth and duration for our chunks. When too large a chunk is selected, the model tends to
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Figure 2. Curvature measurement on a single chunk of the simulated data. The shown \( \theta - \theta \) spectra are for the best fit curvature, and the models are generated from its dominant eigenvector. All models use the same colour scale as their respective data. \( \theta - \theta \) spectra have been flipped vertically for readability, but the \( \theta_1 = \theta_2 \) diagonal is truly the main diagonal of the matrix. The red line on the secondary spectra plots shows the best fit curvature.

Figure 3. Measured curvatures for the sixteen frequency chunks of the simulated dataset. The top panel shows the average curvature at each frequency along with the best fit model. The lower panel shows the residuals.

Since each \( \theta - \theta \) curvature fit is for only a portion of the dynamic spectrum, we can combine multiple chunks to further improve precision. From Equation 5, \( \eta \propto f^2 \) and so we can fit the curvatures to some reference frequency as

\[
\eta = \eta_{\text{ref}} \left(\frac{f_{\text{ref}}}{f}\right)^2
\]  

(20)

In order to estimate the error on the measured curvatures we take the mean and standard error from the curvatures of all chunks at the same frequency. In the case of our simulated data, we have four measurements at each curvature. Fitting to our reference frequency of 320 MHz (Fig. 3) gives \( \eta_{320} = 1.2449 \pm 0.0006 \) s\(^3\) which differs from our expected value of 1.244 s\(^3\) by less than a tenth of a percent.

Using a Hough Transform method, as per Reardon (2018), applied to the same data yields \( \eta_{320} = 2.3 \pm 0.3 \) s\(^3\). The likely cause of the larger bias here is the asymmetry of the lens. As seen in Fig 2, there is additional power inside the best fit arc for arclets at negative \( f_D \), and outside the arc for those with positive \( f_D \). This indicates that there is more power in the images with negative \( f_D \) in the conjugate wavefield. Since the inside left of the parabola in the secondary spectrum is due to the interference of these brighter images with each other, it will dominate over features outside the arc on the right. As a result, there is a tendency to pull the arc inward and measure a higher curvature. For cases where the arc is more symmetric or narrower the Hough transform method has been seen to accurately measure curvatures. Our new coherent curvature fit reduces the curvature estimation error by more than an order of magnitude, while also reducing the bias due to asymmetric arcs, which will aid in future measurements of pulsar physical parameters such as mass and distance using the methods described in Reardon et al. (2020) and van Kerkwijk et al. (2011).
5 PHASE RETRIEVAL ON SIMULATED DATA

Once we have a measurement of the reference curvature, we can recreate the wavefield phase. Phase retrieval is performed on the same sized chunks of data as for curvature fitting. For each piece of the data, the best fit curvature for the central frequency from the curvature model is used to generate the \( \theta - \theta \) matrix for which the response vector is determined using eigenvalue decomposition. The wavefield is then determined by using the inverse \( \theta - \theta \) map on the response vector with \( \theta_2 = 0 \) to place images on the main parabola. However, since the eigenvectors are not unique under a constant phase rotation the recovered phases of these chunks cannot be directly combined. In order to solve this problem, we perform the reconstruction on overlapping chunks and rotate the phases of the recovered wavefields to agree within the overlapping regions, we refer to this as the ‘mosaic’. For simplicity, we choose our chunks such that they overlap halfway in time and frequency with the adjacent chunks. Starting from the first chunk in time and frequency, we first apply a Hann window to each chunk, since the edges of the recovery are less reliable. The phase correction applied to the \( n^{th} \) chunk is given by

\[
\phi_n = \arg \left( \left. \langle EE^*_n \rangle \right. \right)
\]

where \( E \) is the current estimate for the wavefield overlapping with the chunk, and \( E_n \) is the windowed wavefield of the chunk. The windowing gives a higher weighting to points away from the edges of chunks to reduce edge effects. We then update \( E \) by adding \( E_n e^{i \phi_n} \) to the appropriate region. Because of the Hann window, the final field is the weighted mean of rotated chunks.

The results of this approach are shown in Fig. 4. The model dynamic spectrum captures the structure of the data nicely, but due to the unknown phase rotation of the first chunk there is a constant shift in the phase model. For the final conjugate wavefield model, we use that the square root of the dynamic spectrum gives another measurement of the wavefield amplitude, and reapply those amplitudes to our recovered field. The noise properties of the recovered amplitudes and phases, as well as their dependence on measurement noise, are left for a future work.

6 PSR B0834+06

A useful test of our methods on real data, from which we can also investigate interesting science questions, are the 2005 observations of PSR B0834+06 from Brisken et al. (2010) in a 32 MHz band centered at 316.5 MHz for approximately 110 min. For this test, we restrict ourselves to the Arecibo data, though an extension of the standard error, fitting their curvature evolution gives a reasonable error estimate for the simulated data. The results of these individual measurements are combined in Fig. 7 by averaging all curvature measurements for chunks at the same frequency and using the characteristic result shown in Fig. 6. Using only 0.125 MHz of the band and 10.5 min of the data, we are able to measure a curvature to almost one per cent. For this chunk size, we can make more than 2500 curvature measurements from this dataset. These measurements are treated as independent as this approach yields a reduced chi-squared value of \( \chi^2 = 0.5422 \pm 0.0003 \) with a reduced chi-squared value of \( \chi_{red} = 0.92 \) with 255 degrees of freedom.

Using this curvature result, we can now perform the mosaic phase retrieval described in Section 5. Since our rebinning of the dynamic spectrum removed the millisecond feature, we interpolate our recovered field to the original resolution before applying amplitudes from the dynamic spectrum. Effectively, this deconvolves the conjugate spectrum by the main arc and allows us to see features that were not part of the original one-dimensional model. Fig. 8 shows a comparison of the true wavefield in the simulations to the recovered wavefield. The portion of the dynamic spectra and wavefield shown is a mosaic of several chunks as described in the text. The colorbars are the same for the data and model in each row. A constant phase correction has been applied to the model phase for display purposes. The black rectangle marks the location of the chunk used in Fig. 2.
Figure 5. The secondary spectrum of PSR B0834+06 using the bottom 4 MHz of the Arecibo observation. The millisecond feature at negative Doppler frequencies, and clear inverted arclets make this spectrum an interesting test case for $\theta - \theta$ methods shows this deconvolved spectrum. The narrow main arc, including features above the delay cutoff imposed by our rebinning, suggests a highly one-dimensional structure. Brisken et al. (2010) put the axial ratio of this main arc at $R_{\text{ap}} > 27$ from their VLBI analysis. However, several deviations from this structure, such as the millisecond feature and an additional feature offset from the main arc near $-24$ mHz or 300 $\mu$s, are also visible after using the amplitude measurement from the dynamic spectrum. The millisecond feature is particularly well recovered, with multiple distinct images that can be seen to evolve with frequency in Fig. 9. The brightening of the central images in the lower left panel may indicate that multiple images are merging as frequency increases, though we leave a detailed analysis for a future work.

7 RAMIFICATIONS

In this work, we present a technique for precisely measuring the arc curvature in pulsar secondary spectra via the $\theta - \theta$ transformation. By making use of the full phase information of the conjugate spectrum, as well as the shape of inverted arclets, we are able to improve on traditional methods by orders of magnitude. Measurement of arc curvatures, or equivalently the scintillation timescale, provides a probe for the transverse velocities of the pulsar and interstellar screen. These, in turn, have been used previously to measure inclinations, including their sense, in the double pulsar (PSR J0737–3039) by Rickett et al. (2014) and in PSR J0437–4715 by Reardon (2018). Other orbital parameters, such as the advance of periastron, are also measurable in this way Reardon et al. (2019).

Measuring inclinations is expected to be particularly interesting for certain black widow and redback systems which may have exceptionally high masses. van Kerkwijk et al. (2011) used light curve modelling of the companion of PSR B1957+20 to infer a pulsar mass of $M_p = 2.40 \pm 0.12 M_\odot$. However, difficulties in modelling the companion atmosphere lead to systematic uncertainty in the inclinations measured this way, which allow the mass to be as low as 1.66 $M_\odot$. Due to the low relative orbital velocity of the system, traditional methods of measuring the scintillation timescale or curvature changes over the orbit have not yielded results. A $\theta - \theta$ style analysis may be able to detect these variations and provide an inclination.

Alternatively, by including information about $\sin(\iota)$, the variations in curvature over the Earth and pulsar orbits can be used to measure pulsar distances. If one were to improve distance measurements to less than the wavelength of a gravitational wave, PTAs could make use of the ‘pulsar term’ in the signal, which can improve signal strength by a factor of two and lead to order of magnitude improvements in localizing sources (Corbin & Cornish (2010) and Lee et al. (2011)).
In addition, this method provides an optimal solution for one-dimensional phase retrieval or holography of the interstellar lens. This provides the relative phases, amplitudes and delays of the scattered images. Variations in the scattering delay can be observed on the scale of months to years when measured from the secondary spectrum, and may be underestimated when derived from scintillation bandwidth alone Main et al. (2020). Directly determining the delay for each image, may then be an important tool for removing systematic errors from PTAs. Furthermore, performing phase retrieval on VLBI data allows for imaging of the scattering medium as seen in Brisken et al. (2010) and Pen et al. (2014). Previously, phase retrieval has been achieved through iteratively adding images to a model conjugate wavefield (Walker & Stinebring (2005)), coherently stacking inverted arclets (Pen et al. (2014)), and cyclic spectroscopy (Walker et al. (2013)). However, these methods have only been successfully applied to a few systems. \( \theta - \theta \) methods will be useful in expanding the number of systems that can be analysed. Though the basic approach of \( \theta - \theta \) is based around the assumption of a one dimensional collection of images, it can still provide insight in more complicated cases. For systems similar to B0834+06, where the dominant linear screen is accompanied by a second offset feature, deconvolving the secondary spectrum using our one dimensional model can still isolate images from other structures. For two dimensional collections of images with high aspect ratios, using smaller chunk sizes can reduce our resolution in the secondary spectrum and may produce an effectively one dimensional problem. However, for more complicated lensing examples additional techniques will be required.
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DATA AVAILABILITY

The code used in generating \( \theta - \theta \) diagrams as well as fitting for curvatures can be found as part of the scintools python package developed by Daniel Reardon at github.com/danielreardon/scintools (Reardon et al. (2020)).
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Figure 8. The recovered conjugate wavefield for B0834+06. The figure on the left shows the whole conjugate wavefield, including the millisecond feature, while the figure on the right shows a zoomed in version at 300μs where a second group of images can be seen coming off the main arc. Since the dynamic spectrum was rebinned before performing $\theta - \theta$ analysis, only the region below 512μs, marked by a black line on the left, was originally modelled. Interpolation to the original resolution, and applying amplitudes from the square root of the dynamic spectrum, allows us to see nonlinear features and those above 512μs.

Figure 9. The evolution of the millisecond feature with frequency. Each panel shows the zoomed in of the wavefield’s power spectrum for a 4 MHz band with frequency increasing left to right and top to bottom from 312.5 MHz to 340.5 MHz. The lower left panel (328.5 MHz) may show evidence of images merging, resulting in the enhanced brightness of the largest feature. The Doppler frequencies have been scaled to keep the curvature of the main arc constant and reduce drift of the millisecond feature.
