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1. Introduction

The testing of martingale hypothesis has received a lot of attention from researchers in the economic field for a long time. Specifically, if we denote by $y_t$ the price on day $t$, $t \geq 1$ of a stock $A$ and $\mathcal{F}_t$ is the information related to day $t$ of $A$, then $\{y_t, t \geq 1\}$ is a martingale if the conditional expectation $E[y_{t+1}|\mathcal{F}_t] = y_t, \forall t \geq 1$. It means that the best forecast for tomorrow’s asset price is today’s and then the asset price is unpredictable. This test is directly related to the efficient market, [16]. For computational convenience, instead of verifying whether $\{y_t\}$ is a martingale, we usually perform the testing of martingale difference hypothesis (called the MDH test) for its returns, meaning that $E[d_{t+1}|\mathcal{F}_t] = 0$, where $d_{t+1} = \ln y_{t+1} - \ln y_t \approx (y_{t+1} - y_t)/y_t$, [12, 29]. Various MDH tests depending on the relation of historical information $\mathcal{F}_{t-1}, \mathcal{F}_{t-2}, \ldots$ are found in [10, 13].

Although there have been many results showing that it is very difficult (even impossible) to predict the asset prices in short-term (e.g. [10] and Fama’s studies (Nobel Prize in Economics 2013)), many recent short-term stock price prediction models are gaining great attention due to their high forecasting accuracy. In particular, forecasting models which are based on fuzzy time series (FTS) are a new trend [27, 11, 26]. What are the reasons for this contradiction?

To answer this question, we briefly learn about the prediction models based on FTS, basically as follows. Divide the universe of discourse $U$ of a time series $\{d_t, t \geq 1\}$ by $u_1 \cup u_2 \cup \ldots \cup u_k$, where $A_i$, $i = 1, \ldots, k$ are the fuzzy sets representing the states of $\{d_t\}$. Then for each $t$, we have $d_t \in D_t$ such that $D_t \in \{A_1, A_2, \ldots, A_k\}$. Hence, the sequence $D_1, D_2, \ldots D_t, \ldots$ is a sequence of set-valued random variables related to the sequence $\{d_t\}$. Based on the historical observations, the fuzzy rules with the form $A_i \xrightarrow{\text{fuzzy rules}} A_j, A_k, \ldots$ are estimated. By using some defuzzification methods, the asset price forecasts are obtained from these rules. We can see that these rules represent the tendency of $\{d_t\}$. Therefore, these forecasting models are also known as trend-based forecasting models [36]. Obviously these laws determine the quality of the forecasts. Since these laws are derived from statistical analyses of training data, the more stable these rules are (for an enough period of time) the higher accuracy of the forecasts. Thus, there can be an explanation for the appropriateness of trend-based forecasting models: testing the MDH for the predictability of asset prices is not in line with the predictability of the trend. Therefore, trend-based forecasting models have higher accuracy than classical models such as ARIMA, ANN, HMM (the comparison are found in [21, 20, 18, 31, 26] and the references
Although MDH has been used widely to test the predictability of stock prices, it is necessary to construct methods for testing the stock trends. In the FTS-based predictive models, since the trends of the time series form a sequence of set-valued random variables (its values are real-intervals), the testing for the predictability of these trends clearly relates to the theory of set-valued random variables or random sets.

For the theory of set-valued random variables (that is, random variables that taking their values in the space of all non-empty closed subsets of a Banach space $\mathcal{X}$), most results in probability theory in the case of single-valued random variables are expanded [24, 22, 6]. Research directions on set-valued random variables are often related to limit theorems, the law of large numbers, and martingales [32, 25, 15].

Up to now, although most of the results on the limit theorems for sequences of single-valued random variables have been expanded and proven in the case of random sets [22, 24], the corresponding results for martingale difference in the case of set-valued random variables have not been adequately studied. In the other words, there is no method to test the predictability of a sequence of set-valued random variables in the same way as for the sequence of single-valued random variables (actually, the definition of a set-valued martingale difference does not exist). There are certain difficulties in expanding the concept of a martingale difference from single-valued to set-valued random variables. Specifically, if we define a set-valued martingale difference similar to the mean of a single-valued martingale difference, that is, a sequence of set-valued random variables $\{D_n, \mathcal{F}_n, n \geq 1\}$ is called a set-valued martingale difference if

$$\forall n \in \mathbb{N}, E[D_{n+1}|\mathcal{F}_n] = \{0\} \text{ a.s.},$$

then according to Theorem 2.1.72 in [24], $D_n$ degenerates to a singleton. That means $D_n = \{\xi_n\}$ for every $n \geq 1$ where $\{\xi_n\}$ is a single-valued martingale difference. Thus, there will not really exist a sequence of set-valued random variables (i.e. not a singleton) satisfying the definition of set-valued martingale difference as in (1). Therefore, defining a set-valued martingale difference as in this form has no meaning.

In another aspect, the problem posed by this paper is to test the predictability of the trend of a time series. When these trends are fuzzified into fuzzy sets (e.g. fuzzy time series prediction models), this fuzzy time series is a sequence of set-valued random variables, $\{D_n, \mathcal{F}_n, n \geq 1\}$ for instance, taking their values in the set of real-intervals. If these trends are always increase or decrease over time almost surely then $d(0, E[D_n|\mathcal{F}_{n-1}]) > 0$, a.s. (where $d(0, X) = \inf\{\|x\| : x \in X\}$). This means the trend of the time series is pre-
dictable. Thus, to test the unpredictability of \( \{D_n\} \), we can check the condition
\[
d(0, E[D_n|\mathcal{F}_{n-1}]) = 0, \text{ a.s. for all } n \geq 1.
\]
This condition are equivalent to the following condition
\[
0 \in E[D_n|\mathcal{F}_{n-1}], \text{ a.s. for all } n \geq 1,
\]
where \( E[D_n|\mathcal{F}_{n-1}] \) denotes the conditional expectation for set-valued random variables [2].

This paper studies the characteristics of the sequence of set-valued random variables satisfying the formula (2) and proposes a method of statistical test for it. This sequence was first studied by Ezzaki [14], and it is called multi-valued martingale difference. To avoid misunderstandings with the concept of set-valued martingale difference that really does not exist, we call it weak set-valued martingale difference. The structure of the paper is as follows. Section 2 presents some popular MDH tests and basic knowledge of set-valued random variables. Section 3 demonstrates some properties of weak set-valued martingale difference and prove its characteristic property under more general conditions than Ezzaki’s with another way. Based on the results of Section 3, Section 4 proposes an approach to test predictability of asset trends. The correctness of the proposed method is tested on simulation data, then the method is applied for some actual data. Finally, there are some conclusions about the contribution of the paper as well as some future development directions.

2. Preliminaries

The martingale difference hypothesis (MDH) is in order to test whether the sequence of returns \( d_n, n \geq 1 \) of a financial or economic time series \( y_n, n \geq 1 \) supports a martingale difference in \( \mathbb{R} \). Specifically, let \( I_n = \{d_n, d_{n-1}, \ldots\} \) be the information set at time \( n \) and call \( \mathcal{F}_n \) the \( \sigma \)-field generated by \( I_n \). In generally case, the MDH holds for \( d_n \) when the conditional moment restriction
\[
E[d_n|\mathcal{F}_{n-1}] = \mu \text{ a.s. holds almost surely for some constant } \mu.
\]
The MDH says that the best predictor of the future values is just unconditional expectation. It means that past and current information is no use for forecasting future values for a martingale difference sequence (MDS for short). It also means that \( d_t \) is linearly unpredictable given any linear or nonlinear transformation \( w(I_{n-1}) \) of the past. From the following equivalence
\[
E[d_n|\mathcal{F}_{n-1}] = \mu (a.s.), \mu \in \mathbb{R} \Leftrightarrow E[(d_n - \mu)w(I_{n-1})] = 0,
\]
for all \( \mathcal{F}_{n-1} \)-measurable weighting function \( w(.) \) (provided that the moment exists), the MDH tests are usually based on how far from sample mean \( E[(d_n - \mu)w(I_{n-1})] = 0 \)
\( \mu \) \( w(I_{n-1}) \) to 0 to implement. However, it is impossible to fulfill this condition with every function \( w(\cdot) \), so existing MDH tests are only necessary conditions for a MDS through choosing some linear or nonlinear function \( w(\cdot) \). In all MDH tests, the null hypothesis is \( H0 : E[(d_n - \mu)w(I_{n-1})] = 0 \) and the alternate hypothesis \( H1 \) is otherwise.

This paper uses the MDH tests based on considering a linear function \( w(\cdot) \) in the simplest approach, i.e. \( w(I_{n-1}) = d_{n-j} \) for all \( j \geq 1 \). Hence, a necessary (but not sufficient, in general) condition for the MDH to hold is that the time series is uncorrelated, i.e.

\[
\gamma_j = Cov(d_n, d_{n-j}) = E[(d_n - \mu)d_{n-j}] = 0, \forall j \geq 1. \tag{4}
\]

In the case of the lag \( (P) \) is finite, the most popular MDH test is Box-Pierce [4] Portmanteau \( Q_P \) test. This test is designed to test that the first \( P \) auto-correlations of a series are zero (i.e. \( j = 1, 2, ..., P \)). Given an observation sequence of returns \( \{d_n, n \geq 1\} \) then the sample auto-covariance can be consistently estimated by

\[
\hat{\gamma}_j = (N - j)^{-1} \sum_{n=1+j}^{N} (d_n - \overline{Y})(d_{n-j} - \overline{Y}), \tag{5}
\]

where \( \overline{Y} \) is the sample mean. The \( j \)-th order auto-correlation now is denoted by \( \hat{\rho}_j = \hat{\gamma}_j / \hat{\gamma}_0 \). The \( Q_P \) statistics is

\[
Q_P = N \sum_{j=1}^{P} \hat{\rho}_j^2. \tag{6}
\]

Its adjusted version is modified by Ljung and Box [23] as below

\[
LB_P = N(N + 2) \sum_{j=1}^{P} (N - j)^{-1}\hat{\rho}_j^2. \tag{7}
\]

This statistics is compared to the Chi-square distribution. Specifically, the rejected area for the tests with the lag \( P \) is \( LB_P > \chi^2_P \) where \( \chi^2_k \) is Chi-square distribution with \( k \) degree of freedom. This paper only uses \( LB_P \) statistics for all MDH tests.

We now summarize some knowledge about set-valued random variables that are used in this work. Denote by \((\Omega, \mathcal{F}, P)\) the complete probability space, let \((\mathcal{X}, \| \cdot \|)\) be a separable Banach space with the norm \( \| \cdot \| \). A random variable
on $\mathcal{X}$ is a measurable function $f : \Omega \rightarrow \mathcal{X}$. Denote by $E[f]$ and $E[f|A]$ the expectation and the conditional expectation of $f$ with respect to $A \subseteq \mathcal{F}$, respectively. Let $L^1[\Omega; \mathcal{X}]$ (if $\mathcal{X} = \mathbb{R}$ then it is written by $L^1$ for short) be the set of all Bochner integrable random variables taking their values on $\mathcal{X}$. For $1 \leq p < \infty$ denote $L^p[\Omega, \mathcal{F}, P; \mathcal{X}] = L^p[\Omega; \mathcal{X}]$ be the Banach space of measurable functions $f : \Omega \rightarrow \mathcal{X}$ such that the norm 

$$
\|f\|_p = \left\{ \int_\Omega \|f(\omega)\|^p dP \right\}^{1/p}, 1 \leq p < \infty,
$$

is finite. Denote $L^p[\Omega, \mathcal{F}, P; \mathbb{R}] = L^p$ be the usual Banach space of real-valued functions with finite $p$-th moments.

**Definition 1.** Let $\mathcal{M}$ be a set of measurable functions $f : \Omega \rightarrow \mathcal{X}$. $\mathcal{M}$ is called decomposable (with respect to $\mathcal{F}$) if for all $f_1, f_2 \in \mathcal{M}$ and $A \in \mathcal{F}$ then $I_A f_1 + I_{\Omega \setminus A} f_2 \in \mathcal{M}$.

Let $\{f_n, \mathcal{F}_n, n \geq 1\}$ be a sequence of $\mathcal{X}$-valued $\mathcal{F}_n$-measurable random variables with $\mathcal{F}_1 \subset \mathcal{F}_2 \subset \cdots \subset \mathcal{F}_n \subset \cdots$.

**Definition 2.** $\{f_n, \mathcal{F}_n, n \geq 1\}$ in $L^1[\Omega; \mathcal{X}]$ is said to be a martingale (resp. martingale difference) if for all $n \geq 1$, $E[f_{n+1}|\mathcal{F}_n] = f_n$, a.s. (resp. $E[f_{n+1}|\mathcal{F}_n] = 0$, a.s.).

Suppose $\{f_n, \mathcal{F}_n, n \geq 1\}$ is an $\mathcal{X}$-valued martingale, denote $d_n = f_n - f_{n-1}$, then $\{d_n, \mathcal{F}_n, n \geq 1\}$ is a $\mathcal{X}$-valued martingale difference.

Now denote by $\mathcal{P}_0(\mathcal{X})$ the family of all non-empty subsets of $\mathcal{X}$ and $\mathcal{K}(\mathcal{X})$ the family of all non-empty closed subsets of $\mathcal{X}$. The suffixes $b$, $k$ and $c$ represent bounded, compact and convex respectively. For example, $\mathcal{K}_{kc}(\mathcal{X})$ denotes the family of all non-empty compact convex subsets of $\mathcal{X}$. These space are called hyperspace of the Banach space $\mathcal{X}$. Denote $\|X\|_K = \sup\{\|x\| : x \in X\}$ for all $X \in \mathcal{P}_0(\mathcal{X})$. Actually, $\|X\|_K$ is the Hausdorff distance between $X$ and $\{0\}$.

Let $F : \Omega \rightarrow \mathcal{P}_0(\mathcal{X})$ be a mapping from space $\Omega$ to the family of non-empty subsets of $\mathcal{X}$ then $F$ is called a set-valued mapping. The set

$$
G(F) = \{(\omega, x) \in \Omega \times \mathcal{X} : x \in F(\omega)\}
$$

is called the graph of $F$, and denote

$$
F^{-1}(C) = \{\omega \in \Omega : F(\omega) \cap C \neq \phi\},
$$

with $C \in \mathcal{P}_0(\mathcal{X})$. 
**Definition 3.** ([22]) A set-valued mapping $F : \Omega \to K(\mathcal{X})$ is said to be strongly measurable if, for each closed subset $C$ of $\mathcal{X}$, $F^{-1}(C) \in \mathcal{F}$. A set-valued mapping $F : \Omega \to K(\mathcal{X})$ is called weakly measurable if, for each open subset $O$ of $\mathcal{X}$, $F^{-1}(O) \in \mathcal{F}$. A weakly measurable set-valued mapping is called a set-valued random variable or a random set.

Castaing and Valadier [5] have proven that a strongly measurable set-valued mapping is weakly measurable and therefore a strongly measurable is also a random set.

**Definition 4.** ([22]) A function taking its values in $\mathcal{X}$, $f : \Omega \to \mathcal{X}$ is called a selection of a set-valued mapping $F : \Omega \to K(\mathcal{X})$ if $f(\omega) \in F(\omega)$ for all $\omega \in \Omega$. A function $f$ is called an almost everywhere selection of $F$ if $f(\omega) \in F(\omega)$ for almost everywhere $\omega \in \Omega$.

Denote by $U[\Omega, \mathcal{F}, P; K(\mathcal{X})]$ the family of all set-valued random variables, simply by $U[\Omega; K(\mathcal{X})]$. For $1 \leq p \leq \infty$, denote by

$$S_p^F = \{ f \in L^p[\Omega; \mathcal{X}] : f(\omega) \in F(\omega), \text{a.s.} \}$$

the set of $p$-order integrable selections of the set-valued random variable $F$. For simplicity, the symbol $S_F$ stands for $S_1^F$. Notice that $S_p^F$ is a closed subset of $L^p[\Omega; \mathcal{X}]$.

**Theorem 5.** ([22]) Let $\mathcal{M}$ be a non-empty closed subset of $L^p[\Omega; \mathcal{X}]$ and $1 \leq p < \infty$. Then there exists an $F \in U[\Omega; K(\mathcal{X})]$ such that $\mathcal{M} = S_p^F$, if and only if $\mathcal{M}$ is decomposable.

The following definition presents a kind of integral for set-valued mapping, called Aumann integral, which is foundation for expectation and conditional expectation of a set-valued random variable.

**Definition 6.** ([2]) For a set-valued random variable $F$, the Aumann integral of $F$ is defined by

$$\int_{\Omega} FdP = \left\{ \int_{\Omega} fdP : f \in S_F \right\},$$

where $\int_{\Omega} fdP$ is usual integral Bochner in $L^1[\Omega; \mathcal{X}]$. 
Define \( \int_A F dP = \left\{ \int_A f dP : f \in S_F \right\} \) is Aumann integral of the restriction of \( F \) on \( A \) for \( A \in \mathcal{F} \).

However, in order to define the expectation and conditional expectation of set-valued random variables according to the above integration, it is necessary to ensure that the set \( \int_\Omega F dP \) is non-empty and closed (it is not closed in general). Hence, the expectation of set-valued random variables is defined as follows.

**Definition 7.** ([22]) Let \( F \in U[\Omega; K(\mathcal{X})] \) with \( S_F \neq \emptyset \). The expectation of \( F \) is given by

\[
E[F] = \text{cl} \int_\Omega F dP.
\]

Then, the expectation of set-valued random variables possesses properties as the expectation of single-valued ones.

**Definition 8** (Definition 1.3.8 in [22]). A set-valued random variable \( F \) is called integrable if \( S^1_F \) is non-empty. \( F \) is called integrably bounded (or strongly integrable) if there exists \( \rho \in L^1 \) such that \( \|x\| \leq \rho(\omega) \) for all \( x \in F(\omega) \) and \( \omega \in \Omega \).

It is easy to see that the Definition 8 is equivalent to \( E[\|F\|_K] < \infty \) (see [24]).

Denote by \( L^1[\Omega, \mathcal{F}, P; K(\mathcal{X})] = L^1[\Omega; K(\mathcal{X})] \) the family of all integrably bounded set-valued random variables.

Let \( \mathcal{A} \) be a sub sigma-field of \( \mathcal{F} \). For each \( F \in U[\Omega, \mathcal{A}, P; K(\mathcal{X})] \) we denote

\[
S_F(\mathcal{A}) = \left\{ f \in L^1[\Omega, \mathcal{A}, P; \mathcal{X}] : f(\omega) \in F(\omega) \text{ a.s.} \right\}.
\]

Then we have the following theorem.

**Theorem 9.** ([22]) Let \( F \in U[\Omega; K(\mathcal{X})] \) with \( S_F \neq \emptyset \). Then there exists a unique \( \mathcal{A} \)-measurable element of \( U[\Omega, \mathcal{A}, P; K(\mathcal{X})] \), denoted by \( E[F|\mathcal{A}] \), such that

\[
S_{E[F|\mathcal{A}]}(\mathcal{A}) = \text{cl} \left\{ E[f|\mathcal{A}] : f \in S_F \right\},
\]

where the closure are taken in \( L^1[\Omega; \mathcal{X}] \).
The set-valued random variable $E[F|\mathcal{A}]$ satisfying (8) is called the conditional expectation of $F$ with respect to $\mathcal{A}$. Now, the conditional expectation of set-valued random variables have the same properties as the conditional expectation of single-valued random variables.

The following theorem gives a sufficient condition for the closeness of the set $\{E[f|\mathcal{A}] : f \in S_F\}$ in $L^1[\Omega; \mathfrak{X}]$ for a set-valued random variable $F$.

**Theorem 10** (Theorem 2.3.9 in [22]). If $\mathfrak{X}$ is a reflexive Banach space, $F \in L^1[\Omega, \mathcal{F}, P; K_c(\mathfrak{X})]$ and $\mathcal{A}_0 = \sigma(\mathcal{U})$ where $\mathcal{U}$ is countable then the set $\{E[f|\mathcal{A}_0] : f \in S^1_F\}$ is closed in $L^1[\Omega, \mathfrak{X}]$.

Moreover, we have from Theorem 2.1.72 in [24] the following.

**Theorem 11.** Let $X$ be a set-valued random variable and let $\mathcal{A}$ be a sub-$\sigma$-algebra of $\mathcal{F}$. If $E[X|\mathcal{A}]$ is a singleton almost surely, so is $X$.

Finally, the definitions of set-valued martingale, sub-martingale and super-martingale are also expanded from the single ones.

**Definition 12.** ([22]) An adapted sequence $\{X_n, \mathcal{F}_n : n \in \mathbb{N}\}$ of integrable random convex closed sets is called a

(1) martingale if for all $n \in \mathbb{N}$, $X_n = E[X_{n+1}|\mathcal{F}_n]$ a.s.,

(2) sub-martingale if for all $n \in \mathbb{N}$, $X_n \subset E[X_{n+1}|\mathcal{A}_n]$ a.s.,

(3) super-martingale if for all $n \in \mathbb{N}$, $X_n \supset E[X_{n+1}|\mathcal{F}_n]$ a.s..

**3. Main results**

As mentioned in the previous section, the extension of set-valued martingale difference given by $E[D_{n+1}|\mathcal{F}_n] = \{0\}$ has no sense because it degrades to a singleton. Tuyen [30] has proposed the concept of weak set-valued martingale difference (WSMD for short), where $E[D_{n+1}|\mathcal{F}_n] \ni 0$. We reintroduce this concept along with its martingale difference selections in more detail way.

**Definition 13.**

(i) An adapted set-valued random variable sequence $\{D_n, \mathcal{F}_n : n \in \mathbb{N}\}$ is said to
be a weak set-valued martingale difference if
\[ 0 \in S_{E[D_n|\mathcal{F}_{n-1}]}^1(\mathcal{F}_{n-1}) \text{ a.s., } \forall n \geq 2 \text{ (or } 0 \in E[D_n|\mathcal{F}_{n-1}] \text{).} \]

(ii) An adapted \( X \)-valued random variable sequence \( \{f_n, \mathcal{F}_n : n \in \mathbb{N}\} \) is said to be a martingale difference selection of \( \{D_n\} \) if \( \{f_n, \mathcal{F}_n : n \in \mathbb{N}\} \) is a martingale difference and \( \forall n \geq 1, f_n \in S_{D_n}^1(\mathcal{F}_n) \).

(iii) An adapted \( X \)-valued random variable sequence \( \{f_n, \mathcal{F}_n' : n \in \mathbb{N}\} \) is said to be martingale difference selection with natural filter of \( \{D_n\} \) if \( \{f_n, \mathcal{F}_n' : n \in \mathbb{N}\} \) is a martingale difference and \( \forall n \geq 1, f_n \in S_{D_n}^1(\mathcal{F}_n) \). Where, \( \mathcal{F}_n' = \sigma(D_n, D_{n-1}, \cdots, D_1) \) is a sub \( \sigma \)-field generated by \( D_n, D_{n-1}, \cdots, D_1 \).

**Example 14.** Given \( \{Y_n, \mathcal{F}_n, n \geq 1\} \) is a sequence of integrable random variables such that \( 0 \in Y_n \text{ a.s. for all } n \geq 1 \). Hence, \( X_n = Y_1 + Y_2 + \cdots + Y_n \) and \( Z_n = \overline{c}(Y_1 \cup Y_2 \cup \cdots \cup Y_n) \) are weak set-valued martingale differences.

**Proof.** By \( 0 \in Y_n \text{ a.s. for all } n \geq 1 \), \( \{X_n, \mathcal{F}_n, n \geq 1\} \) is a increasing set-valued random variable sequence almost surely, i.e, \( X_n \subset X_{n+1} \text{ a.s., } \forall n \in \mathbb{N} \).

Moreover, \( 0 \in X_n \text{ a.s.} \)

We have \( X_n \subset X_{n+1} \text{ a.s. } \Rightarrow E[X_{n+1}|\mathcal{F}_n] \supset E[X_n|\mathcal{F}_n] = X_n \text{ a.s.} \)

Since \( 0 \in X_n \text{ a.s.} \), then \( 0 \in E[X_{n+1}|\mathcal{F}_n] \text{ a.s.} \)

Hence \( \{X_n, \mathcal{F}_n, n \geq 1\} \) is a weak set-valued martingale difference.

The proof of \( Z_n \) is completely similar. \( \square \)

**Theorem 15.** Let \( \{D_n, \mathcal{F}_n : n \geq 1\} \) be a weak set-valued martingale difference in \( U[\Omega, K_{K_{\mathcal{X}}}(\mathcal{X})] \) and \( S_n = \sum_{i=1}^{n} D_i \), then \( \{S_n, \mathcal{F}_n, n \geq 1\} \) is a set-valued sub-martingale.

**Proof.** We have, for all \( n \geq 2 \),
\[ E[S_n|\mathcal{F}_{n-1}] = E[D_n + S_{n-1}]|\mathcal{F}_{n-1} = E[D_n|\mathcal{F}_{n-1}] + S_{n-1}. \]

Since \( 0 \in E[D_n|\mathcal{F}_{n-1}] \), \( S_{n-1} \subset E[D_n|\mathcal{F}_{n-1}] + S_{n-1} \). Hence, \( S_{n-1} \subset E[S_n|\mathcal{F}_{n-1}] \). \( \square \)

**Theorem 16** (The characteristic of WSMD). Assume \( \mathcal{X} \) is a reflexive separable Banach space, \( \{D_n, \mathcal{F}_n, n \geq 1\} \) is an adapted sequence in \( L^1[\Omega, \mathcal{F}, P; K(\mathcal{X})] \).

We have the following statements:

(i) If \( \{D_n, \mathcal{F}_n, n \geq 1\} \) has a martingale difference selection then \( \{D_n, \mathcal{F}_n, n \geq 1\} \) is a weak set-valued martingale difference.
(ii) If \( \{D_n, \mathcal{F}_n, n \geq 1\} \) is a weak set-valued martingale difference then there exists a martingale difference selection with natural filter.

**Proof.**

(i) Suppose that \( \{D_n, \mathcal{F}_n, n \geq 1\} \) has a martingale difference selection \( \{d_n, \mathcal{F}_n, n \geq 1\} \), i.e. \( E[d_{n+1}|\mathcal{F}_n] = 0 \) a.s. for all \( n \geq 1 \) and \( d_{n+1} \in S^1_{E[D_{n+1}|\mathcal{F}_n]}(\mathcal{F}_{n+1}) \).

From \( S^1_{E[D_{n+1}|\mathcal{F}_n]}(\mathcal{F}_n) = \text{cl} \left\{ E[f|\mathcal{F}_n] : f \in S^1_{D_{n+1}}(\mathcal{F}_{n+1}) \right\} \) we have that \( 0 \in S^1_{E[D_{n+1}|\mathcal{F}_n]}(\mathcal{F}_n) \) a.s.. Hence \( \{D_n, \mathcal{F}_n, n \geq 1\} \) is a weak set-valued martingale difference.

(ii) We have \( D_{n+1} \in L^1[\Omega, \mathcal{F}, P; K(\mathcal{X})] \Rightarrow \exists \rho_{n+1} \in L^1 \text{ such that } \forall f \in S^1_{D_{n+1}}(\mathcal{F}_{n+1}), \forall \omega \in \Omega: \|f(\omega)\| \leq \rho_{n+1}(\omega) \).

Assume that \( 0 \in \text{cl} \left\{ E[f|\mathcal{F}_n] : f \in S^1_{D_{n+1}}(\mathcal{F}_{n+1}) \right\} \), there exists a sequence \( f_{n+1} \in S^1_{D_{n+1}}(\mathcal{F}_{n+1}) \) such that \( \lim_{i \to \infty} E[f_{n+1}^i|\mathcal{F}_n] = 0 \) (by the norm of \( L^1[\Omega, \mathcal{X}] \)).

For all \( \omega \in \Omega \), set

\[
r_{n+1}(\omega) = \sup_{i \geq 1} \left\| E[f_{n+1}^i|\mathcal{F}_n](\omega) \right\| ,
\]

(9)

\[
T_{n+1}(\omega) = \left\{ f(\omega) : f \in S^1_{D_{n+1}}(\mathcal{F}_{n+1}) \text{ v.a. } \left\| E[f|\mathcal{F}_n](\omega) \right\| \leq r_{n+1}(\omega) \right\};
\]

(10)

\[
R_{n+1} = \overline{cT_{n+1}}(\omega).
\]

From (9) and (10) we have \( f_{n+1}^i \in S^1_{R_{n+1}}(\mathcal{F}_{n+1}) \), hence \( S^1_{R_{n+1}}(\mathcal{F}_{n+1}) \neq \emptyset \). Obviously that \( R_{n+1} \) is \( \mathcal{F}_{n+1} \)-measurable. We should prove \( R_{n+1} \in L^1[\Omega, \mathcal{F}, P; K(\mathcal{X})] \).

It is necessary to show that \( R_{n+1} \) is integrably bounded.

From the convexity of \( cT_{n+1} \) we have that for each \( f \in S^1_{\text{cl}T_{n+1}}(\mathcal{F}_{n+1}) \) there exists a sequence \( \{f_k \in S^1_{D_{n+1}}(\mathcal{F}_{n+1}), k = 1, \cdots, m\} \) and \( \{\alpha_k(\omega) \geq 0, \sum_{k=1}^{m} \alpha_k(\omega) = 1\} \) such that \( f(\omega) = \sum_{k=1}^{m} \alpha_k(\omega) f_k(\omega) \).

Hence \( \|f(\omega)\| \leq \sum_{k=1}^{m} \alpha_k(\omega) \|f_k(\omega)\| \leq \rho_{n+1}(\omega) \).

For each \( d \in S^1_{R_{n+1}}(\mathcal{F}_{n+1}) \) there exists \( f \in S^1_{\text{cl}T_{n+1}}(\mathcal{F}_{n+1}) \) such that \( \|d(\omega) - f(\omega)\| \leq 1 \).

The consequence is

\[
\|d(\omega)\| \leq \|d(\omega) - f(\omega)\| + \|f(\omega)\| \leq 1 + \rho_{n+1}(\omega).
\]

From the fact that

\[
\|R_{n+1}(\omega)\| = \sup\{\|d(\omega)\| : d \in S^1_{R_{n+1}}(\mathcal{F}_{n+1})\} \leq 1 + \rho_{n+1}(\omega)
\]
Hence \( R_{n+1} \) is integrally bounded.

Let \( \mathcal{F}_n' = \sigma(D_n, D_{n-1}, \ldots, D_1) \) denote the \( \sigma \)-algebra generated by \( D_n, D_{n-1}, \ldots, D_1 \) then \( \mathcal{F}_n' \subset \mathcal{F}_n \).

Let \( B_n = \left\{ E[f|\mathcal{F}_n'] : f \in S_{R_{n+1}}^1(\mathcal{F}_{n+1}) \right\} \). Since \( \mathcal{X} \) is separable, reflexive and \( \mathcal{F}_n' \) is countable generated, from Theorem 10 we have \( B_n \) is closed in \( L^1[\Omega; \mathcal{X}] \).

From \( \lim_{i \to \infty} E[f_{n+1}^i|\mathcal{F}_n] = 0 \) in \( L^1[\Omega; \mathcal{X}] \) we have that for all \( \epsilon > 0 \), there exists a positive number \( N \in \mathbb{N} \) such that \( \forall i \geq N, E[||E[f_{n+1}^i|\mathcal{F}_n]||] \leq \epsilon \).

Moreover, because of \( \mathcal{F}_n' \subset \mathcal{F}_n \) we have

\[
E[||E[f_{n+1}^i|\mathcal{F}_n']||] = E[||E[f_{n+1}^i|\mathcal{F}_n]|\mathcal{F}_n']||] \leq E[||E[f_{n+1}^i|\mathcal{F}_n]||] < \epsilon.
\]

Hence \( \lim_{i \to \infty} E[f_{n+1}^i|\mathcal{F}_n'] = 0 \). Furthermore, from \( E[f_{n+1}^i|\mathcal{F}_n'] \in B_n \) and \( B_n \) is closed we have \( 0 \in B_n \). So there exists \( d_{n+1} \in S_{R_{n+1}}^1(\mathcal{F}_{n+1}) \) such that \( E[d_{n+1}|\mathcal{F}_n'] = 0 \). Let \( d_1 \in S_{\mathcal{X}}^1 \) then \( \{d_n, \mathcal{F}_n', n \geq 1\} \) is a martingale difference selection with natural filter of \( \{D_n, \mathcal{F}_n, n \geq 1\} \).

\[ \square \]

**Remark 17.**

(1) For the case of \( \{\mathcal{F}_n, n \geq 1\} \) is a natural filter of \( \{D_n, n \geq 1\} \) then the conditions (i) and (ii) in Theorem 16 are equivalent.

(2) If \( \mathcal{X} \) is a separable metric space with countable base (\( \mathbb{R}^d \) for instance) then its Borel \( \sigma \)-algebra is generated by countable open balls. It implies that (i) and (ii) are equivalent.

**Theorem 18.** Let \( \{D_n, \mathcal{F}_n : n \geq 1\} \) be a weak set-valued martingale difference in \( L^1[\Omega, \mathcal{F}, P; K(\mathcal{X})] \) and \( \{\mathcal{M}_n, n \geq 1\} \) be the family of all martingale difference selections of \( \{D_n\} \). Then \( \mathcal{M}_n \) is closed in \( L^1[\Omega; \mathcal{X}] \).

**Proof.** Let \( \{d_n^i, i \geq 1\} \) be a sequence in \( \mathcal{M}_n \) such that \( \lim_{i \to \infty} d_n^i = d_n^* \) by the norm of \( L^1[\Omega; \mathcal{X}] \), i.e. for all \( \epsilon > 0 \), \( \exists N \in \mathbb{N} \) such that \( \int_\Omega ||d_n^i - d_n^*||dP < \epsilon \) for all \( i > N \). Hence

\[
\int_{\mathcal{F}_{n-1}} ||d_n^i - d_n^*||dP < \epsilon, \ i > N. \tag{11}
\]
We have
\[
\left\| \int_{\mathcal{F}_{n-1}} d_n^* dP \right\| \leq \left\| \int_{\mathcal{F}_{n-1}} (d_n^* - d_n^i) dP \right\| + \left\| \int_{\mathcal{F}_{n-1}} d_n^i dP \right\|
\]
\[
\leq \int_{\mathcal{F}_{n-1}} \|d_n^* - d_n^i\| dP + \left\| \int_{\mathcal{F}_{n-1}} d_n^i dP \right\|.
\]
(12)

Since \( d_n^i \in \mathcal{M} \), \( E[d_n^i|\mathcal{F}_{n-1}] = 0 \). By using (11) and (12) we have
\[
\left\| \int_{\mathcal{F}_{n-1}} d_n^* dP \right\| < \epsilon.
\]
Hence \( E[d_n^*|\mathcal{F}_{n-1}] = 0 \), implies \( d_n^* \in \mathcal{M} \).
\[\square\]

**Remark 19.**
Let \( \{\mathcal{M}_n, n \geq 1\} \) be the family of all martingale difference selections of \( \{D_n, n \geq 1\} \) then \( \mathcal{M}_n \) is non-empty. For any \( A \in \mathcal{F}_{n-1} \) and \( d_n^1, d_n^2 \in \mathcal{M}_n \) we have
\[
E[I_A d_n^1 + I_{\Omega \setminus A} d_n^2|\mathcal{F}_{n-1}] = I_A E[d_n^1|\mathcal{F}_{n-1}] + I_{\Omega \setminus A} E[d_n^2|\mathcal{F}_{n-1}] = 0.
\]

Hence \( I_A d_n^1 + I_{\Omega \setminus A} d_n^2 \in \mathcal{M}_n \). This means that \( \mathcal{M}_n \) is decomposable with respect to \( \mathcal{F}_{n-1} \). By Theorem 18 and Theorem 5, there exists \( D_n \in L^1[\Omega, \mathcal{F}, P; \mathbf{K}(\mathcal{X})] \) such that \( S^{D_n}_{\mathcal{F}_n}(\mathcal{F}) = \mathcal{M}_n \). Hence, \( E[D_n|\mathcal{F}_{n-1}] = \{0\} \). By Theorem 11, we have \( \{D_n\} = \{\xi_n\} \) where \( \xi_n \) is a singleton. Therefore, the martingale difference selection in Theorem 16 can be degraded from a set of martingale difference selections. For example, let \( \{X_n, n \geq 1\} \) be a i.i.d set-valued random variable sequence then it is easy to see that \( \{D_n = X_n - E[X_n], n \geq 1\} \) is a weak set-valued martingale difference with natural filter where \( A - B = \{a - b : a \in A, b \in B\} \) (the closeness of \( D_n \) is guaranteed by M. Thera [1]). Now, any selection of \( D_n \) with the form \( f_n - E[f_n] \) for all \( f_n \in S_{X_n}(\mathcal{F}_n) \) belongs to \( \mathcal{M}_n \). This means that \( \mathcal{M}_n \) does not have only one martingale difference selection but also numerous martingale difference selections. Although they theoretically degrade to a singleton, in practice we still have to work with the set of all martingale difference selections of \( \{D_n; n \in \mathbb{N}\} \).
4. An application of weak set-valued martingale difference

4.1. Presenting the trends of stock prices by a sequence of set-valued random variables

Given \{d_n, n \geq 1\} is a sequence of return observations of a financial asset. The following transformation allows converting \{d_n, n \geq 1\} to a sequence of set-valued random variables \{D_n, n \geq 1\}:

\begin{itemize}
  \item From the histogram of \{d_n\}, its universe of discourse, i.e. \(U\), is determined.
  \item Divide \(U\) into \(k\) disjoint real intervals \(U = E_1 \cup E_2 \cup \cdots \cup E_k\) in which \(E_i = (u_{i-1}, u_i)\) for \(i = 2, \ldots, k - 1\) and \(E_1 = (\min U - \delta; u_1)\) and \(E_k = (u_{k-1}; \max U + \delta)\) for some constant \(\delta > 0\).
  \item For each \(n \in \mathbb{N}\), define a set-valued random variable \(D_n\) related to \(d_n\) as follows: if \(d_n \in (u_{i-1}, u_i]\), \(i \in \{1, 2, \ldots, k\}\) then \(D_n(\omega) = E_i\). So we have a sequence of set-valued random variables \(\{D_n, n \geq 1\}\) on \(K(\mathbb{R})\).
\end{itemize}

We can see that \(D_n\) represents the trend of the returns because \(E_i\) represents its level of volatility.

For example, consider two daily exchange rate returns of Euro (EUR) and Pound (GBP) against the US dollar, and two daily stock index returns of S&P500 and VNI (Vietnam stock index), their histograms are given in Figure 1.

We can see that their values are concentrated from -0.01 to 0.01. Hence, the set of their trends \(\{E_i, i = 1, 2, \ldots, 7\}\) can be defined as follows:

\begin{itemize}
  \item \(E_1\) = “very very low”= \((\min_{n \geq 1} d_n - 0.5, -0.01)\)
  \item \(E_5\) = “high”= \((0.002, 0.006)\)
  \item \(E_2\) = “very low”= \((-0.01, -0.006)\)
  \item \(E_6\) = “very high”= \((0.006, 0.01)\)
  \item \(E_3\) = “low”= \((-0.006, -0.002)\)
  \item \(E_7\) = “very very high”= \((0.01, \max_{n \geq 1} d_n + 0.5)\)
  \item \(E_4\) = “normal”= \((-0.002, 0.002)\)
\end{itemize}

Now for each \(d_n, n \geq 1\), we have \(D_n\) as a trend observation of the time series taking its value in \(\{E_i, i = 1, \ldots, 7\}\) when \(d_n \in E_i\). In this example, we set \(\delta = 0.5\) which is large enough for containing future returns and \(k = 7\) for the relatively
4.2. Testing for weak set-valued martingale difference hypothesis

It is well-known that testing the martingale difference hypothesis (MDH) is to check whether the sequence of returns of a financial time series is a martingale difference. This test allows users to evaluate its predictability. For the predictability of its trend, one can think of testing whether the sequence of set-valued random variables \( \{D_n, n \geq 1\} \) defined as in Section 4.1 is a weak set-valued martingale difference. We say that it is testing for the weak set-valued martingale difference hypothesis (WSMDH) for this task. Because of Theorem 16, one can think that if a sequence of random variables supports the MDH then it also supports WSMDH. Unfortunately, recall that the MDH tests mentioned above are all only the necessary condition for MDS. Hence, testing for WSMDH can achieve different results in comparison with testing for MDH.

Furthermore, from Remark 17 for \( X = \mathbb{R} \) and by Theorem 16 we have that...
a sequence of random variables \( \{D_n, n \geq 1\} \) is a WSMD if only if it has a MDS selection. But by Remark 19, the MDS selection of \( \{D_n, n \geq 1\} \) can be merged from a set of MDS selections. Therefore, in statistical practice for testing the WSMDH we need to implement the MDH tests on a set of selections of \( \{D_n, n \geq 1\} \). This approach also increases the confidence of being a martingale difference for each selection because the MDH tests are only the necessary condition for MDS as talking above.

The aim of this paper is to show that there are some financial or economic indicators which support the MDH (i.e. difficult to predict its values in short-term [16]) but not the WSMDH and vice versa. From this fact, one can say that the predictability of the trend of a time series and its price values is inconsistent. The consequence is that the market can be beaten by some novel strategies when a good enough trend-based forecasting model is applied.

Let \( \{D_n, n \geq 1\} \) be a sequence of set-valued random variables that constructed as in Section 4.1, consider two following conflicting hypotheses:

\( (I) : \) The set of MDS selections of \( \{D_n, n \geq 1\} \) is non empty.

\( (II) : \) The set of MDS selections of \( \{D_n, n \geq 1\} \) is empty.

To make a piece of statistical evidence for these two hypotheses, it is reasonable to implement the MDH tests as described in Section 2 for a set of \( B \) random selections \( \{d^n_i, i = 1, \cdots, B\} \) of \( \{D_n, n \geq 1\} \) with \( B \) is large enough. This fact leads to the multiple testing problem in which the rejection rate (rejections) and the false discovery rate (FDR) are concerned, [3]. The hypothesis \( (I) \) is supported if the rejection rate for MDH is low and the FDR is high (then we can say that it support WSMDH). Conversely, \( (II) \) is supported if the rejection rate high and the FDR is low (then we can say that the WSMDH is rejected for some level of confident).

The multiple test problem has been developed and widely applied in many research fields, especially in gene analysis and in medicine [35, 33]. The challenge in the multiple testing problem is unable to rely on the \( p \) values \( \{p_k, k = 1, \cdots, B\} \) to make the conclusion for the test. This is because of the following reason. For the significance of 0.05, when \( B \) is larger, the probability of existing a false rejection is bigger, even with an approximation of 1. For example, at 0.05 probability of false rejection for each selection then with the number of 100 rejections of \( H_0 \), the probability of existing at lest one false rejection is \( 1 - 0.95^{100} \approx 0.994 \). To solve this problem, these \( p \)-values must be adjusted depending on \( B \) (the simplest way is to compare \( p \)-valued with 0.05/B instead of 0.05). However, based on the possible distribution of these \( p \)-values, various sophisticated adjustments have been developed [34, 19] in order to optimize
the rejection rate of $H_0$ and the FDR in these rejections. These methods have been synthesized and packaged into many packages in R software from various authors [7, 17, 8, 28]. To give a decision for the above hypotheses (I) an (II), this paper applies the R-package `sgof` [7] for multiple MDH tests on the set of $B$ random selections of $\{D_n, n \geq 1\}$ due to its up-to-date properties. Particularly, the multiple test based on Bayesian inference (i.e. the function `Bayesian.SGoF` in `sgof`-package) is used because it has been showed that there are many advantages in comparison with other multiple testing methods.

The set of $p$-values which is the input for this multiple test is obtained as follows:

- For each $n \in \mathbb{N}$, the observation of $D_n$ is an real-interval $E_k$, $k = 1, \ldots, 7$.
- By taking a value $x_n \in E_k$ uniformly randomly, we have $x_n$ is an observation of a selection of $D_n$.
- By applying a MDH test for $\{x_n, n \geq 1\}$, we have a $p$-value for this test.
- By implementing three above steps $B$ times, we have a set of $p$-values using for the multiple test.

4.3. Simulation

This section implements the WSMDH test (by running the multiple MDH test for a set of random selections as described in Section 4.2) on simulation data for both martingale difference sequence and non-martingale difference sequence. The results of this test play a role as a measure of the hypothesis (I) and (II).

For a simulated martingale difference sequence, 500 observations representing the logarithm of assumed asset prices are generated by Brownian motion, which is given by the following formula

$$f_0 = 500; \ln f_n = \ln f_{n-1} + N(0, 0.01), \ \forall n \geq 1,$$

where $N(0, 0.01)$ denotes the normal distribution with a mean of zero and standard deviation of 0.01. Then, its returns $\{d_n = \ln f_n - \ln f_{n-1}, n \geq 1\}$ is a martingale difference. These sequences are plotted in Figure 2 where $f_n$ (prices) are asset prices and $d_n$ (returns) are its returns.

After fuzzifying the sequence $\{d_n, n \geq 1\}$ into the sequence of set-valued random variables $\{D_n, n \geq 1\}$ as exactly illustrated in Section 4.1 with $k = 7$, we apply the Bayesian multiple test function in R package `sgof` for the set of $p$-values generated from testing the MDH for the set of random selections...
\{d^*_n, n \geq 1, i = 1, 2, \cdots, B\} of \{D_n, n \geq 1\}. With the different sample sizes \(B\) of the selections, the results that include the rate of rejections (rejections) and the false discovery rate (FDR) are given in Table 1.

Table 1: MDH multiple testing for \(B\) random selections of a simulated WMDS

| \(B\)  | \(LB_5\) | \(LB_{15}\) | \(LB_{25}\) | \(LB_{50}\) |
|-------|--------|--------|--------|--------|
| \(B=5\) | 0(0)   | 0(0)   | 0(0)   | 0(0)   |
| \(B=10\) | 0(0)   | 0(0)   | 0(0)   | 0(0)   |
| \(B=50\) | 0(0)   | 0(0)   | 0(0)   | 0(0)   |
| \(B=100\) | 0(0)   | 0(0)   | 0(0)   | 0(0)   |
| \(B=500\) | 0.034 (0.18) | 0(0) | 0(0) | 0(0) |

These results have showed that none of the selections rejects the MDH at almost values of \(B\), meaning that the hypothesis (I) is strongly supported. Hence, the proposed approach for testing the WSMDH is truly reflection of a weak set-valued martingale difference.

In order to check the proposed method of testing the WSMDH for the trend-predictability of an uptrend time series, we generate a time series with 500 observations from below formula

\[ f_0 = 500, \quad \ln f_n = \ln f_{n-1} + N(U(0, 0.005, 0.01), 0.01), \quad \forall n \geq 1, \]

where \(N(U(0, 0.005, 0.01), 0.01)\) is the normal distribution with uniformly random mean from \(\{0, 0.005, 0.01\}\) and standard deviation of 0.01. This time series and its returns are represented in Figure 3.
Figure 3: Simulation of a uptrend (predictable) time series

By applying the proposed method as in the MDS case, the results of the multiple test are given in Table 2.

Table 2: MDH multiple testing for $B$ random selections of an uptrend simulated time series

| $B$ | $LB_5$ | $LB_{15}$ | $LB_{25}$ | $LB_{50}$ |
|-----|--------|-----------|-----------|-----------|
| $B=5$ | 0.0(0) | 0.6(0)    | 0.6(0)    | 0.6(0)    |
| $B=10$ | 0.0(0) | 0.8(0)    | 0.8(0)    | 0.8(0)    |
| $B=50$ | 0.0(0) | 0.9(0)    | 0.9(0)    | 0.9(0)    |
| $B=100$ | 0.0(0) | 0.91(0)   | 0.91(0)   | 0.93(0)   |
| $B=500$ | 0.0(0) | 0.928(0)  | 0.946(0)  | 0.946(0)  |

Table 2 now provides conflicting results in comparison with Table 1 in the lags from 15 to 50 of $LB_p$. Consistency of this result with different sample sizes indicates what are the best lags of $LB_p$ for time series trend detection. Furthermore, the rate of MDH rejection at only 60% with small sample size is enough for this method of testing.

From two experiments for simulated data, it can be confirmed that the method of WSMDH test proposed by this paper is completely suitable for testing the predictability of the trend of a time series.

4.4. Application for actual data

The actual data used for testing the MDH and WSMDH in this paper consists of 5 daily exchange rate returns on the Canadian Dollar (CAN), the Pound GBP(£), the Euro (EUR), the Japanese Yen YEN(¥) and the Vietnamese Dong
(VND) against the US dollar and 5 daily stock index returns included VN-Index VNI (Vietnam Stock Index), S&P500, DJIA (Dow Jones Industrial Average), FTSE (Financial Times Stock Exchange 100 Index) and HSI (Hong Kong Hang Seng Index). The daily data is taken from 01/01/2014 to 31/12/2017 with more than 1000 observations. All of them are available at https://vn.investing.com/.

Now we apply the proposed method for testing the WSMDH along with testing the MDH in order to compare the predictability of the asset prices and the predictability of its trends. For the WSMDH test, we implement the multiple test for 500 random selections for each time series. The data is called reject the WSMDH if it has the rejection rate of the selections at least 60%.

Table 3: The price-predictability of returns via MDH test

|       | Statistics (p-value) |       |       |       |
|-------|----------------------|-------|-------|-------|
|       | $LB_5$               | $LB_{15}$ | $LB_{25}$ | $LB_{50}$ |
| EUR   | 3.9566 (0.5557)      | 17.392 (0.296) | 26.446 (0.3841) | 55.575 (0.2729) |
| GBP(£) | 8.6122 (0.1256)     | 14.581 (0.482) | 22.304 (0.6182) | 43.679 (0.7236) |
| CAN   | 6.3193 (0.2764)      | 17.067 (0.3149) | 23.76 (0.5333) | 48.815 (0.521) |
| YEN(¥) | 2.3764 (0.795)       | 11.781 (0.6955) | 29.272 (0.2527) | 57.225 (0.2247) |
| VND   | 40.744 (1.057E-7)    | 64.394 (4.36E-8) | (4.854E-7) | 112.34 (1.08E-6) |
| S&P500 | 6.0638 (0.3001)      | 8.7196 (0.8917) | 22.724 (0.5937) | 51.757 (0.4051) |
| DJIA  | 5.7192 (0.3345)      | 15.635 (0.4067) | 32.37 (0.1476) | 57.51 (0.217) |
| FTSE  | 22.439 (0.0004)      | 32.726 (0.0051) | 54.493 (0.00057) | 90.213 (0.00042) |
| HSI   | 4.0438 (0.5431)      | 33.226 (0.0043) | 50.162 (0.002) | 75.195 (0.0121) |
| VNI   | 11.471 (0.0428)      | 24.982 (0.0501) | 34.159 (0.1045) | 65.083 (0.0743) |

Table 3 reports the $LB_p$ test for the lag $p = 5, 15, 25, 50$. We can see that VND, FTSE, HSI reject the MDH at $p = 15, 25, 50$ while others support the
Table 4: The trend-predictability of the returns via WSMDH test

| B = 500 | Rejections (FDR) |
|---------|------------------|
| Stock   | S&P500 | DJIA | FTSE | HSI     | VNI     |
| LB_5    | 0.652   | 0.132 | 0.938 (0) | 0(0)   | 0.196   |
|         | (0003)  | (0.06)|      | (0.03)  |
| LB_15   | 0.068   | 0.148 | 0.946 (0) | 0.94 (0)| 0.232   |
|         | (0.11)  | (0.04)|      | (0.02)  |
| LB_25   | 0.082   | 0.15  | 0.944 (0) | 0.946 (0)| 0.052   |
|         | (0.09)  | (0.05)|      | (0.12)  |
| LB_50   | 0 (0)   | 0 (0) | 0.944 (0) | 0.932 (0)| 0.07    |
|         |         |      |      | (0.09)  |
| Exchange| EUR    | GBP  | CAN  | YEN     | VND     |
| LB_5    | 0(0)   | 0.466 (0) | 0.33 (0.01) | 0(0) | 0.158 (1) |
| LB_15   | 0 (0)  | 0.056 (0.1) | 0.144 (0.06) | 0 (0) | 0.1 (0.13) |
| LB_25   | 0 (0)  | 0.132 (0.07) | 0.208 (0.035) | 0.098 (0.09) | 0.042 (0.18) |
| LB_50   | 0 (0)  | 0.076 (0.133) | 0.37 (0.0135) | 0.152 (0.05) | 0.272 (0.0348) |

MDH.

In WSMDH test given in Table 4, we can see FTSE and HSI also reject WMDH while the VND and VNI have turned from rejecting the MDH to supporting the WSMDH at the lag 15, 25 and 50. Interestingly, at the lag 5 then S&P500 has turned from support the MDH to reject the WMSDH. These results, in some confident level of statistics, one can believe that some assets such as VNI, VND or S&500 might difficult to forecast its prices but not its trends and vice versa. Other assets, the consistence between MDH and WSMDH results reinforces the confidence of their unpredictability in both the prices and its trends. It means that the proposed method of testing the WMSDH provides more evidences for an efficient market.

The comparison between MDH and WMDH test is summarized in Table 5. From the table, we are easier to see the above comments and put more our faith in efficient market on the EUR, GBP, CAN, YEN and DJIA. Otherwise, the
Table 5: Comparison between testing of MDH and WSMDH

| Stock | S&P500 | DJIA | FTSE | HSI | VNI |
|-------|--------|------|------|-----|-----|
| LB5   | ✓-✓    | ✓-✓  | X-✓  | ✓-✓ | ✓-✓ |
| LB15  | ✓-✓    | ✓-✓  | X-✓  | ✓-✓ | ✓-✓ |
| LB25  | ✓-✓    | ✓-✓  | X-✓  | ✓-✓ | ✓-✓ |
| LB50  | ✓-✓    | ✓-✓  | X-✓  | ✓-✓ | ✓-✓ |

Exchange: EUR, GBP, CAN, YEN, VND

| Stock | EUR | GBP | CAN | YEN | VND |
|-------|-----|-----|-----|-----|-----|
| LB5   | ✓-✓ | ✓-✓ | ✓-✓ | ✓-✓ | ✓-✓ |
| LB15  | ✓-✓ | ✓-✓ | ✓-✓ | ✓-✓ | ✓-✓ |
| LB25  | ✓-✓ | ✓-✓ | ✓-✓ | ✓-✓ | ✓-✓ |
| LB50  | ✓-✓ | ✓-✓ | ✓-✓ | ✓-✓ | ✓-✓ |

✓: support, X: reject, left: MDH - right: WSMDH

inconsistency between testing the MDH and WMDH might be an explanation for its predictability in some trend-based forecasting models [27, 9, 18, 26].

5. Conclusion

From the following facts that:

- Lack of the definition of set-valued martingale difference,

- The MDH tests are only the necessary condition for the martingale difference holds,

- The state-of-the-art of the trend-based time series forecasting models while the stock markets are noticed to be efficient,

this paper reintroduces the definition of weak set-valued martingale difference in [30] and proves its characteristic properties in the general condition. From its meaning in trend-based forecasting models, we propose a method of testing the weak set-valued martingale difference where testing the trend-predictability of a time series is performed. By applying the method on actual data we have showed that the predictability of trend and the price of some financial and economic indicators is inconsistent. Such this inconsistency recommends that the proposed method of testing the WSMDH should be used for testing the efficient market hypothesis as well as for testing its trend-predictability before performing a trend-based forecasting model.
For some future works, we intend to study on set-valued martingale difference for the generalized Hukuhara difference, vector-valued martingale difference and find out more its real life applications.

Acknowledgements

This research has been supported by Institute of Information Technology, VAST (Project No CS’21.11). We would like to thank anonymous reviewers for their comments and helps.

References

[1] S. Adly, E. Ernst, M. Théra, On the closedness of the algebraic difference of closed convex sets, *Journal de mathématiques pures et appliquées*, 82, No 9 (2003), 1219–1249.

[2] R. Aumann, Integrals of set-valued functions, *Journal of Mathematical Analysis and Applications*, 12, No 1 (1965), 1–12.

[3] Y. Benjamini, D. Yekutieli, The control of the false discovery rate in multiple testing under dependency, *Annals of Statistics*, 29, No 4 (2001), 1165–1188.

[4] G. E. P. Box, D. A. Pierce, Distribution of residual autocorrelations in autoregressive-integrated moving average time series models, *Journal of the American Statistical Association*, 65, No 332 (1970), 1509–1526.

[5] C. Castaing, M. Valadier, *Convex Analysis and Measurable Multifunctions*, Vol. 580 of Lecture Notes in Mathematics, Springer, Berlin-Heidelberg (1977).

[6] C. Castaing, N. V. Quang, N. T. Thuan, A new family of convex weakly compact valued random variables in banach space and applications to laws of large numbers, *Statistics & Probability Letters*, 82, No 1 (2012), 84–95.

[7] I. Castro-Conde, J. de Uña-Álvarez, An r package for multiple testing problems, *R Journal*, 6, No 2 (2014), 96–113.

[8] A. Dabney, J. D. Storey, The qvalue package, *Medicine*, 344 (2006), 539–548.
[9] W. Deng, G. Wang, X. Zhang, J. Xu, G. Li, A multi-granularity combined prediction model based on fuzzy trend forecasting and particle swarm techniques, *Neurocomputing*, 173 (2016), 1671–1682.

[10] M. A. Domínguez, I. N. Lobato, Testing the martingale difference hypothesis, *Econometric Reviews*, 22, No 4 (2003), 351–377.

[11] E. Egrioglu, E. Bas, U. Yolcu, M. Y. Chen, Picture fuzzy time series: Defining, modeling and creating a new forecasting method, *Engineering Applications of Artificial Intelligence*, 88 (2020), 1–15.

[12] J. C. Escanciano, I. N. Lobato, Testing the martingale hypothesis, In: *Palgrave Handbook of Econometrics*, 972–1003, Springer (2009).

[13] J. C. Escanciano, C. Velasco, Generalized spectral tests for the martingale difference hypothesis, *Journal of Econometrics*, 134, No 1 (2006), 151–185.

[14] F. Ezzaki, Mosco convergence of multivalued SLLN, *Vietnam Journal of Mathematics*, 24, No 4 (1996), 399–416.

[15] F. Ezzaki, K. Tahri, Representation theorem of set valued regular martingale: Application to the convergence of set-valued martingale, *Statistics & Probability Letters*, 154 (2019), Art. 108548.

[16] E. F. Fama, Efficient capital markets: A review of theory and empirical work, *The Journal of Finance*, 25, No 2 (1970), 383–417.

[17] E. Frichot, O. François, Lea: An R package for landscape and ecological association studies, *Methods in Ecology and Evolution*, 6, No 8 (2015), 925–929.

[18] M. R. Hassan, K. Ramamohanarao, J. Kamruzzaman, M. Rahman, M. M. Hossain, A hmm-based adaptive fuzzy inference system for stock market forecasting, *Neurocomputing*, 104 (2013), 10–25.

[19] Y. Hong, On computing the distribution function for the poisson binomial distribution, *Computational Statistics & Data Analysis*, 59 (2013), 41–51.

[20] D. X. Ky, L. T. Tuyen, A Markov-fuzzy combination model for stock market forecasting, *International Journal of Applied Mathematics and Statistics*, 55, No 3 (2016), 109–121.
[21] D. X. Ky, L. T. Tuyen, A higher order Markov model for time series forecasting, *International Journal of Applied Mathematics and Statistics, 57*, No 3 (2018), 1–18.

[22] S. Li, Y. Ogura, V. Kreinovich, *Limit Theorems and Applications of Set-valued and Fuzzy Set-valued Random Variables*, Vol. 43 of Theory and Decision Library B, Springer, Netherlands (2002).

[23] G. M. Ljung, G. EP. Box, On a measure of lack of fit in time series models, *Biometrika, 65*, No 2 (1978), 297–303.

[24] I. S. Molchanov, *Theory of Random Sets*, Vol. 87 of Probability Theory and Stochastic Modelling, Springer-Verlag, London, 2nd Ed. (2017.)

[25] H. Oulghazi, F. Ezzaki, Strong law of large numbers for adapted sequences and application to multivalued supermartingale, *Lobachevskii Journal of Mathematics, 41*, No 3 (2020), 407–415.

[26] S. Panigrahi, H. S. Behera, A study on leading machine learning techniques for high order fuzzy time series forecasting, *Engineering Applications of Artificial Intelligence, 87* (2020), 1–10.

[27] H. W. Peng, S. F. Wu, C. C. Wei, S. J. Lee, Time series forecasting with a neuro-fuzzy modeling scheme, *Applied Soft Computing, 32* (2015), 481–493.

[28] S. Pounds, D. Fofana, Hybridmntest: hybrid multiple testing, *R package Version 1.32.0* (2020).

[29] L. T. Tuyen, On the testing multi-valued martingale difference hypothesis, *Journal of Computer Science and Cybernetics, 34*, No 3 (2018), 233–248.

[30] L. T. Tuyen, A strong law of large numbers for sequences of set-valued random variables with a martingale difference selection, *International Journal of Applied Mathematics and Statistics, 59*, No 2 (2020), 69–80.

[31] L. T. Tuyen, N. V. Hung, T. T. Ninh, P. Q. Vuong, N. M. Duc, D. X. Ky, A normal-hidden markov model model in forecasting stock index, *Journal of Computer Science and Cybernetics, 28*, No 3 (2012), 206–216.

[32] N. V. Quang, N. T. Thuan, Strong laws of large numbers for adapted arrays of set-valued and fuzzy-valued random variables in banach space, *Fuzzy Sets and Systems, 209* (2012), 14–32.
[33] R. K. Wadhera, K. E. Maddox, J. H. Wasfy, S. Haneuse, C. Shen, R. W. Yeh, Association of the hospital readmissions reduction program with mortality among medicare beneficiaries hospitalized for heart failure, acute myocardial infarction, and pneumonia, *Jama*, 320, No 24 (2018), 2542–2552.

[34] A. S. Whittemore, A bayesian false discovery rate for multiple testing, *Journal of Applied Statistics*, 34, No 1 (2007), 1–9.

[35] A. P. Wingo, E. B. Dammer, M. S. Breen, B. A. Logsdon, D. M. Duong, J. C. Troncosco, M. Thambisetty, T. G. Beach, G. E. Serrano, E. M. Reiman, et al, Large-scale proteomic analysis of human brain identifies proteins associated with cognitive trajectory in advanced age, *Nature Communications*, 10, No 1 (2019), 1–14.

[36] D. Zhang, X. Zhang, Study on forecasting the stock market trend based on stochastic analysis method, *International Journal of Business and Management*, 4, No 6 (2009), 163–170.