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Abstract

The Ly\(\alpha\) luminosity function (LF) of Ly\(\alpha\) emitters (LAEs) has been used to constrain the neutral hydrogen fraction in the intergalactic medium (IGM) and thus the timeline of cosmic reionization. Here we present the results of a new narrowband imaging survey for \(z = 7.3\) LAEs in a large area of \(~3\) deg\(^2\) with Subaru/Hyper Suprime-Cam. No LAEs are detected down to \(L_{\text{Ly}\alpha} \sim 10^{43.2}\) erg s\(^{-1}\) in an effective cosmic volume of \(~2 \times 10^8\) Mpc\(^3\), placing an upper limit on the bright part of the \(z = 7.3\) Ly\(\alpha\) LF for the first time and confirming a decrease in bright LAEs from \(z = 7.0\). By comparing this upper limit with the Ly\(\alpha\) LF in the case of fully ionized IGM, which is predicted using an observed \(z = 5.7\) Ly\(\alpha\) LF on the assumption that the intrinsic Ly\(\alpha\) LF evolves in the same way as the UV LF, we obtain the relative IGM transmission \(T_{\text{Ly}\alpha}^0(7.3)/T_{\text{Ly}\alpha}^0(5.7) < 0.77\) and then the volume-averaged neutral fraction \(x_{\text{HI}}(7.3) > 0.28\). Cosmic reionization is thus still ongoing at \(z = 7.3\), consistent with results from other \(x_{\text{HI}}\) estimation methods. A similar analysis using literature Ly\(\alpha\) LFs finds that at \(z = 6.6\) and 7.0, the observed Ly\(\alpha\) LF agrees with the predicted one, consistent with full ionization.

Unified Astronomy Thesaurus concepts: Luminosity function (942); Reionization (1383)

1. Introduction

Cosmic reionization is a key process in the early universe where massive stars and/or active galactic nuclei ionized the intergalactic medium (IGM) hydrogen that had been neutral after recombination at redshift \((z) \sim 1100\). Understanding how and when this process occurred is one of the major goals of modern cosmology and astronomy.

The Thomson scattering optical depth of the cosmic microwave background (CMB) suggests a midpoint reionization redshift of \(z_{\text{eq}} = 7.7 \pm 0.7\) (Planck Collaboration et al. 2020). Furthermore, recent observations of various kinds of distant objects beyond \(z \sim 6\) have constrained the period of reionization by estimating the neutral hydrogen fraction in the IGM, \(x_{\text{HI}}\), as a function of redshift. Gunn–Peterson troughs in quasi-stellar object (QSO) spectra suggest that cosmic reionization has been completed by \(z \sim 6\) (e.g., Fan et al. 2006). Damping-wing signatures in QSO spectra (e.g., Schroeder et al. 2013; Greig et al. 2017; Bañados et al. 2018; Davies et al. 2018; Greig et al. 2019; Wang et al. 2020) and gamma-ray burst (GRB) spectra (e.g., Totani et al. 2006, 2014) have also placed constraints on \(x_{\text{HI}}\) at \(z \sim 6–7.5\), although the total number of observed sources is very limited.

Ly\(\alpha\) emission from galaxies is also a powerful probe of \(x_{\text{HI}}\) because galaxies are much more numerous than QSOs and GRBs. Methods using galaxies’ Ly\(\alpha\) emission include the fraction of Lyman-break galaxies (LBGs) that emit Ly\(\alpha\) (e.g., Stark et al. 2011; Ono et al. 2012; Mesinger et al. 2015), the Ly\(\alpha\) equivalent-width (EW) distribution of LBGs (e.g., Mason et al. 2018a; Hoag et al. 2019; Mason et al. 2019; Jung et al. 2020; Whittler et al. 2020), and the Ly\(\alpha\) luminosity function (LF) of Ly\(\alpha\) emitters (LAEs); i.e., galaxies with strong Ly\(\alpha\) emission; e.g., Kashikawa et al. 2006; Ouchi et al. 2010; Kashikawa et al. 2011; Konno et al. 2014; Ota et al. 2017; Zheng et al. 2017; Itoh et al. 2018; Konno et al. 2018; Hu et al. 2019; Wold et al. 2021).

The observations mentioned above collectively suggest that the universe is significantly neutral at \(z \gtrsim 7\). However, the \(x_{\text{HI}}\) estimates at \(z > 7\) still have a large scatter, spanning \(x_{\text{HI}} \sim 0.2–0.9\), perhaps suggesting field-to-field variation or the presence of a systematic uncertainty in each method. To further constrain the time evolution of \(x_{\text{HI}}\), we need to accumulate estimates by individual methods.

In this study, we focus on the Ly\(\alpha\) LF method. This method estimates \(x_{\text{HI}}\) by comparing an observed Ly\(\alpha\) LF of LAEs at a target redshift with that after completion of reionization (e.g., \(z = 5.7\)). This method’s advantage is that \(x_{\text{HI}}\) can be estimated with a negligibly small redshift uncertainty for a large cosmic volume if an LAE sample from a large-area narrowband (NB) survey is used. A drawback is that the effect of galaxy
evolution on observed LFs has to be eliminated using the UV LF of LBGs or a theoretical model.

The Lyα LF in the reionization era has been obtained at \( z = 5.7, 6.6, 7.0, \) and 7.3. At \( z = 7.3 \), the highest redshift that can be probed with optical CCD detectors, Konno et al. (2014) have obtained \( x_{\text{HI}} = 0.3-0.8 \) from an accelerated decline of the Lyα LF from \( z = 5.7 \). However, because of a relatively small survey area, they have derived only the faint (\( L_{\text{Ly}\alpha} < 10^{42.9} \) \( \text{erg s}^{-1} \)) part of the Lyα LF. This is contrasted to the studies at lower redshifts that cover up to \( L_{\text{Ly}\alpha} \geq 10^{43.5} \) \( \text{erg s}^{-1} \), thanks to a large survey volume of \( > 1 \times 10^6 \) Mpc\(^3\). To obtain a robust \( x_{\text{HI}} \) estimate at \( z = 7.3 \), we need to compare the entire LF including the bright part with that at \( z = 5.7 \).

In this paper, we present the results of a new survey of bright \( z = 7.3 \) LAEs with Subaru/Hyper Suprime-Cam (HSC; Miyazaki et al. 2012; Furusawa et al. 2018; Kawanomoto et al. 2018; Komiyama et al. 2018; Miyazaki et al. 2018), conducted as part of the SILVERRUSH project (Harikane et al. 2018; Inoue et al. 2018; Konno et al. 2018; Ouchi et al. 2018; Shibuya et al. 2018a, 2018b; Harikane et al. 2019; Higuchi et al. 2019; Kakuma et al. 2021; Y. Ono et al. 2021), in preparation) that uses four HSC NB filters to study LAEs. Because our survey volume is as large as \( \sim 2 \times 10^8 \) Mpc\(^3\), which is seven times larger than that of Konno et al. (2014), our constraint on \( x_{\text{HI}} \) should also be robust against the uncertainty due to spatially inhomogeneous reionization (see Section 2.2).

To infer \( x_{\text{HI}} \), we first need to calculate the Lyα transmission of the IGM, \( T_{\text{Ly}\alpha} \). We use a new method to calculate \( T_{\text{Ly}\alpha} \) and apply it also to the previous studies’ Lyα LFs at \( z = 6.6 \) (Konno et al. 2018), 7.0 (Itoh et al. 2018; Hu et al. 2019), and 7.3 (Konno et al. 2014).

This paper is structured as follows. Section 2 describes the HSC imaging data used in this study. Section 3 describes our LAE selection. Section 4 presents new constraints on the Lyα LF, \( T_{\text{Ly}\alpha} \), and \( x_{\text{HI}} \), including a comparison with \( x_{\text{HI}} \) estimates by other methods. Section 5 is devoted to conclusions.

Throughout this paper, we assume a \( \Lambda \text{CDM} \) cosmology with \( \Omega_m = 0.3, \Omega_{\Lambda} = 0.7, \) and \( H_0 = 70 \) km s\(^{-1}\) Mpc\(^{-1}\). Magnitudes are given in the AB system (Oke & Gunn 1983). Distances are in comoving units unless otherwise noted.

### 2. Data

In this work, we use the images in the HSC Subaru Strategic Program11 (SSP; Aihara et al. 2018) S19A release data, which are reduced with hscPipe 7 (Bosch et al. 2018).12 To search for LAEs at \( z = 7.3 \), we use the custom-made NB filter NB1010.

#### 2.1. NB1010 Filter

The NB1010 filter has a central wavelength of \( \lambda_c = 10092 \) Å and an FWHM of 91 Å to identify the Lyα emission at \( z = 7.30 \pm 0.04 \). At a given observing time, a filter with a narrower FWHM can detect fainter Lyα emission. With the interference coating technique when this filter was manufactured, the above FWHM value was practically the narrowest that could be achieved around 10000 Å in the very fast (F/2.25) incoming beam of the HSC. Figure 1 shows the transmission curves of the NB and broadband (BB) filters used in this study (NB1010, \( y, z, i, r, g, \) NB921, and NB816).

#### 2.2. Images

The details of the NB and BB imaging data used in this study are summarized in Table 1. The NB1010 observations were carried out between 2018 February and 2019 January in two fields, COSMOS and SXDS. The total exposure time is 13.6 hr in COSMOS and 14.0 hr in SXDS, respectively.

To mask out regions around bright stars, we use the mask images provided by the pipeline. In our analysis, we do not use pixels that have either the SAT, BRIGHT_OBJECT, or NO_DATA flag.13 We also remove low signal-to-noise ratio (S/N) regions near the edges of the images. After removal of these masked regions, the effective survey areas are \( 1.55 \) deg\(^2\) and \( 1.47 \) deg\(^2\) in the COSMOS and SXDS fields, respectively. Figure 2 shows the effective survey areas of the two fields. Assuming a top-hat NB filter with the FWHM of NB1010, the survey volumes are \( 8.79 \times 10^5 \) Mpc\(^3\) and \( 8.35 \times 10^5 \) Mpc\(^3\) in COSMOS and SXDS, respectively. At \( z = 7.3 \) and with \( x_{\text{HI}} \sim 0.1 \), the volume of typical ionized bubbles is estimated to be \( \sim 3 \times 10^5 \) Mpc\(^3\) using an analytic model by Furlanetto & Oh (2005). Because our total survey volume is \( \sim 5 \) times larger than this, our constraint on \( x_{\text{HI}} \) should be robust against the uncertainty due to spatially inhomogeneous reionization.

In the HSC-SSP data processing, the sky is divided into grids called tracts, and each tract is further divided into subareas called patches. Each patch covers approximately \( 12' \times 12' \) of the sky (Aihara et al. 2018). We conduct LAE selection at each patch, using the local limiting magnitude estimated at that patch. To do so, we estimate limiting magnitudes at all patches, as shown in Figure 3, by placing in the unmasked region random apertures whose diameter is two times the point-spread function (PSF) FWHM averaged over the image, \( 1''41 \) (COSMOS) and \( 1''44 \) (SXDS). For each field, the limiting magnitude gradually becomes brighter toward the edge of the image. At patches in the central region, the NB1010 images have seeing sizes of \( 0''69 \)

---

11 The SILVERRUSH project uses the data from this program.
12 https://hsc.mtk.nao.ac.jp/pipdoc/pipdoc_7_e/index.html
13 As for BRIGHT_OBJECT, we use the S18A mask images instead, because the S19A mask images do not have this flag.
(COSMOS) and 0.72 (SXDS) and reach 5σ limiting magnitudes of 24.7 mag (COSMOS) and 24.5 mag (SXDS).

3. LAE Selection

3.1. Source Detection and Photometry

We use SExtractor version 2.19.5 (Bertin & Arnouts 1996) for source detection and photometry. Object detection is first made in the NB1010 images, and photometry is then performed in the other band images using the double-image mode. We set SExtractor configuration parameters such that an area equal to or larger than three contiguous pixels with a flux greater than 1.5σ of the background rms is considered as a separate object. An aperture magnitude, MAG_APER, is measured with an aperture size of two times the PSF FWHM, 1″41 (COSMOS) and 1″44 (SXDS), and used for the LAE selection (Section 3.2). Magnitudes and colors are corrected for Galactic extinction using Schlegel et al. (1998).

3.2. LAE Selection

We select z = 7.3 LAE candidates based on (1) significant detection in the NB1010 image, (2) NB color excess due to the Lyα emission, y − NB1010, and (3) no detection in the bluer bands to exclude foreground galaxies. The exact selection criteria are as follows:

\[
\begin{align*}
\text{NB1010} &< \text{NB1010}_{5\sigma}, \\
y - \text{NB1010} &> 1.9, \\
z &> z_{5\sigma}, i > i_{5\sigma}, r > r_{5\sigma}, g > g_{5\sigma}, \\
\text{NB921} &> \text{NB921}_{3\sigma}, \text{NB816} > \text{NB816}_{3\sigma},
\end{align*}
\]

where NB1010_{5σ} is the 5σ limiting magnitude of NB1010 and [z_{5σ}, i_{5σ}, r_{5σ}, g_{5σ}, NB921_{3σ}, and NB816_{3σ}] are the 3σ limiting magnitudes of the [z, i, r, g, NB921, and NB816] bands. Note that we use the limiting magnitude estimated at the patch in which the object exists (see Section 2.2). We use aperture magnitudes, MAG_APER, (Section 3.1), to measure S/NS and colors. To measure colors accurately, we convolve the y image of the SXDS field to have the same PSF size as the NB1010 image.

To determine the y − NB1010 color criterion above, we calculate the expected colors of z = 7.3 LAEs. We assume a simple model spectrum that has a flat continuum (f_ν = const., i.e., the UV continuum slope $\beta = -2$) and a $\delta$-function Lyα emission with rest-frame EWs of EW_0 = 0, 10, 20, 30, 50, 150, and 300 Å. Then we redshift the spectra and apply IGM absorption (Madau 1995). The colors of the spectra are calculated with the transmission curves of the HSC filters shown in Figure 1. Figure 4 shows the results of the expected colors as a function of redshift. Based on Figure 4, we adopt y − NB1010 > 1.9 as our color criterion for z = 7.3 LAEs, corresponding to EW_0 > 10 Å. Because we want to see the evolution from z = 5.7 to estimate X_{HI}, we adopt the same EW limit as Konno et al.’s (2018) z = 5.7 LAEs. This EW limit is also the same as those adopted in Konno et al. (2018) for z = 6.6 LAEs and Itoh et al. (2018) and Hu et al. (2019) for z = 7.0 LAEs.

We apply the selection criteria to the objects detected in Section 3.1. Then we perform visual inspection of the objects that pass the selection criteria. Spurious sources such as cosmic rays, CCD artifacts, and artificial diffuse objects outside the masked regions are removed. Example images of the spurious sources are shown in Appendix A. After the visual inspection, there are no LAE candidates left in either the COSMOS or SXDS field.

Notes.

a The effective survey area after removing masked regions (Section 2.2 and Figure 2).

b Values calculated at patches in the central region of the field of view, 9813–5, 4 (tract-patch) in COSMOS and 823–2.6 in SXDS (see Figure 3).

c The 5σ limiting magnitude in an aperture with a diameter of two times the PSF FWHM, 1″41 (COSMOS) and 1″44 (SXDS).

| Field | Band | Areaa \(^{\text{d}}\) \((\text{deg}^2)\) | Exposure Time \((\text{s})\) | PSF Sizeb \((\text{arcsec})\) | \(m_{\text{lim}}^c\) \((\text{mag})\) | Dates of Observation |
|-------|------|---------------------------------|-----------------|-----------------|-----------------|---------------------|
| COSMOS | NB1010 | 1.55 | 49,122 | 0.69 | 24.7 | 2018 Feb 12, 13, 21; 2019 Jan 4, 5 |
| y | | | | | | |
| z | | | | | | |
| i | | | | | | |
| r | | | | | | |
| g | | | | | | |
| SXDS | NB1010 | 1.47 | 50,400 | 0.72 | 24.5 | 2018 Feb 12, 13, 21; 2019 Jan 4, 5, 9 |
| y | | | | | | |
| z | | | | | | |
| i | | | | | | |
| r | | | | | | |
| g | | | | | | |

14 Konno et al. (2014), Itoh et al. (2018), Konno et al. (2018), and Hu et al. (2019) have also adopted $\beta = -2$. Besides, Itoh et al. (2018) have found that $\beta = 0, -1, -2$, and $-3$ give similar results.

15 Because the transmittance at wavelengths shorter than Lyα is almost zero, adopting a different model (e.g., Inoue et al. 2014) does not change our color criterion.
3.3. Sample Incompleteness

To estimate what fraction of real LAEs pass our selection, we insert pseudo-LAEs into the NB1010 image of each field, and then calculate “detection completeness” and “selection completeness”.

3.3.1. Pseudo-LAEs

We use GALSIM (Rowe et al. 2015) to simulate pseudo-LAEs. The pseudo-LAEs have a Sérsic index of $n = 1.0$ and a half-light radius of $r_e \sim 0.8$ kpc (physical units), which corresponds to $0''16$ at $z = 7.3$. These values are consistent with those of $z \sim 7$ LBGs (e.g., Shibuya et al. 2015; Kawamata et al. 2018) at $M_{UV} \lesssim -21$, corresponding to the luminosity limit of this study, log $L_{Ly\alpha}$ [erg s$^{-1}$] $\gtrsim 43.2$, and typical rest-frame Ly$\alpha$ EWs at this redshift, EW$_{\alpha} \lesssim 100$ Å (e.g., Hashimoto et al. 2019). Previous studies have also adopted similar values (Itoh et al. 2018; Konno et al. 2018; Hu et al. 2019).

Most LAEs have an extended Ly$\alpha$ halo component (e.g., Momose et al. 2016; Leclercq et al. 2017) that cannot be detected in NB images. Hu et al. (2019) have simulated pseudo-LAEs with larger half-light radii of 0.9, 1.2, and 1.5 kpc (physical units), taking account of the total Ly$\alpha$ emission (main body plus halo) based on MUSE observations of $z = 3–6$ LAEs by Leclercq et al. (2017) and found negligible differences in the completeness measurements with these radii. Because the sizes and luminosities of Ly$\alpha$ halo components at $z > 6$ are yet to be examined, we adopt $r_e \sim 0.8$ kpc (physical units), which is consistent with the values assumed in the previous studies. We apply PSF convolution to the pseudo-LAEs and randomly insert them into the NB1010 images avoiding the masked regions.

Drake et al. (2017) have shown with MUSE data of LAEs over $3 \lesssim z \lesssim 6$ that extended Ly$\alpha$ emission affects the detection completeness of LAEs. However, if the ratio of the extended component to the total luminosity does not evolve with redshift, all NB surveys will be underestimating the total luminosity and incompleteness in the same way, which does not affect $x_{HI}$ estimates. Indeed, Figure 4 of Drake et al. (2017) shows that the contribution of the extended component is almost the same regardless of redshift and brightness.

3.3.2. Detection Completeness and Selection Completeness

We perform source detection and photometry for the pseudo-LAEs with SExtractor in exactly the same manner as in Section 3.1 to calculate detection completeness. We define detection completeness as the fraction of detected pseudo-LAEs to the input pseudo-LAEs.

We also calculate selection completeness, which has been introduced in Hu et al. (2019), to account for the effects of not meeting the LAE selection criteria because of foreground sources. Some LAEs may be blended with foreground sources that are not bright enough in NB1010 to hinder the LAEs’ detection but bright enough in y or bluer bands to prevent them from passing the selection defined as lines 2–4 of Equation (1). To calculate this selection completeness, we assume underlying broadband fluxes to be zero and insert pseudo-LAEs only into the NB1010 images, following Hu et al. (2019; see Section 4.1 of Hu et al. 2019 for more details). Selection completeness is defined as the fraction of pseudo-LAEs that meet the selection criteria (lines 2–4 of Equation (1)) to the detected pseudo-LAEs.

As an example, Figure 5 shows the results for the 9813–4, 4 (COSMOS) and 8523–2,6 (SXDS) patches in the central regions. Their detection completeness and selection completeness are $\gtrsim 90\%$ and $\sim 70\%–80\%$, respectively, at magnitudes brighter than the 5σ limiting magnitude. Note that selection completeness, which has not been considered in previous studies except in Hu et al. (2019), is more dominant (i.e., lower) than detection completeness at input magnitudes $\lesssim 25$ mag. The results of our selection completeness, $\sim 70\%–80\%$ at magnitudes brighter than the 5σ magnitude, are similar to those of Hu et al. (2019) and are mainly due to foreground contamination in bluer bands. Hu et al. (2019) have estimated the effect of blending with foreground sources in bluer bands by random aperture photometry. For example, they have found that only a 74.9% area of the COSMOS HSC g-band image has $S/N < 3\sigma$ with an aperture size of 1″35.

As found in Figure 5, selection completeness has a mild peak near the 5σ limiting magnitude. As explained by Hu et al. (2019), fainter LAEs would not be detected in the detection image (NB1010 in our case) if blended with a foreground source, which results in lower detection completeness.
Consequently, selection completeness gradually increases toward fainter magnitudes because nondetected pseudo-LAEs, blended with a foreground source, are preexcluded from the calculation, i.e., most of the detected pseudo-LAEs are located in sparse regions. On the other hand, selection completeness drops at magnitudes fainter than 5σ magnitude, as most of these LAEs are detected simply because they happen to be injected on top of a foreground source.

Note that we only consider detection completeness when calculating upper limits of the cumulative Lyα LF (Section 4.1) to directly compare them with the Lyα LF measurements in previous studies, which have not considered selection completeness. We use the detection completeness averaged over the effective area, 0.95 (COSMOS) and 0.96 (SXDS).

4. Results and Discussion

4.1. Cumulative Lyα Luminosity Function

From the result of no detection of z = 7.3 LAEs (Section 3.2), we calculate the upper limits of the cumulative Lyα LF. The upper limit of the cumulative number density at a given $L_{Ly\alpha}$ is calculated as

$$ n(>L_{Ly\alpha}) < \frac{1.15}{V_{eff,1 \, f_{det,1}} + V_{eff,2 \, f_{det,2}}}, \quad (2) $$

Figure 3. $5\sigma$ limiting magnitude maps of the NB1010 images in the two fields. Limiting magnitudes are measured in an aperture with a diameter of two times the PSF FWHM, 17′41 (COSMOS) and 15′44 (SXDS). Each square represents a patch, and the number at the center of each image represents the number of tract and patch, for example [tract = 9813, patch = 5, 4] for COSMOS.

Figure 4. Expected $y$–NB1010 colors of our model LAEs as a function of redshift. The black dashed line shows our target redshift, $z = 7.3$. The red horizontal line shows the color criterion we adopt, $y - NB1010 > 1.9$. Consequently, selection completeness gradually increases toward fainter magnitudes because nondetected pseudo-LAEs, blended with a foreground source, are preexcluded from the calculation, i.e., most of the detected pseudo-LAEs are located in sparse regions. On the other hand, selection completeness drops at magnitudes fainter than 5σ magnitude, as most of these LAEs are detected simply because they happen to be injected on top of a foreground source.

Note that we only consider detection completeness when calculating upper limits of the cumulative Lyα LF (Section 4.1) to directly compare them with the Lyα LF measurements in previous studies, which have not considered selection completeness. We use the detection completeness averaged over the effective area, 0.95 (COSMOS) and 0.96 (SXDS).

Figure 5. Detection completeness, selection completeness, and total completeness (the product of detection completeness and selection completeness) as a function of input NB1010 total magnitude for the 9813–4, 4 (COSMOS; top) and 8523–2, 6 (SXDS; bottom) patches in the central regions. The red dashed lines denote the 5σ limiting magnitude for each patch, corrected for the offset between the input total magnitude and MAG_APER.

where 1.15 corresponds to the 68% upper limit for no detection assuming Poisson statistics, $V_{eff}$ is the total survey volume of patches whose limiting luminosity is fainter than this $L_{Ly\alpha}$ (i.e., patches that allow an LAE search at $> L_{Ly\alpha}$), and $f_{det}$ is the detection completeness derived in Section 3.3.2, 0.95 (COSMOS) and 0.96 (SXDS). The subscripts 1 and 2 in Equation (2) represent the COSMOS and SXDS fields, respectively.

In Figure 6, we show upper limits for three $L_{Ly\alpha}$ values: $\log L_{Ly\alpha}$ [erg s$^{-1}$] = 43.19 (23 patches), 43.23 (56), and
43.27 (75). The number in the parentheses is the number of patches used, which is dependent on $L_{\text{Ly}\alpha}$ because different patches have different limiting magnitudes (Figure 3). We have searched for $L_{\text{Ly}\alpha}$ (and the corresponding effective survey area) that gives the most stringent upper limit of $\eta_{\text{IGM}}(7.3)/\eta_{\text{IGM}}(5.7)$, finding that $\log L_{\text{Ly}\alpha} \,[\text{erg} \, \text{s}^{-1}] = 43.23$ (the data point in the middle) is the one. The results of the other two luminosities are plotted to show how much the upper limit changes with a slight change of $L_{\text{Ly}\alpha}$.

To estimate $\text{Ly}\alpha$-limiting luminosities from the limiting magnitudes, we assume spectral energy distributions that have a flat ($f_\nu = \text{const.}$) continuum, $\delta$-function $\text{Ly}\alpha$ emission with $E_{\text{W}} = 100$ Å, and zero flux at the wavelength bluer than $\text{Ly}\alpha$ due to the IGM absorption. This $E_{\text{W}}$ value results in a conservative estimate of $L_{\text{Ly}\alpha}$ (see, e.g., Hashimoto et al. 2019 for the EW distribution of $z \sim 6$–8 LAEs).

Figure 6 shows the upper limits from this study together with the cumulative $\text{Ly}\alpha$ LF of previous studies. Our results are the first constraints on the bright (log $L_{\text{Ly}\alpha}$ [erg s$^{-1}$] $\geq 43$) part of the $z = 7.3$ LF, making it possible to evaluate the IGM transmission using bright LAEs. Our upper limits show a decrease from the $\text{Ly}\alpha$ LFs at $z = 7.0$ derived by Itoh et al. (2018) (pink solid line and filled circles) and Hu et al. (2019) (pink dashed line and open triangles).

4.2. IGM Transmission to $\text{Ly}\alpha$ Photons

In this section, we derive the transmission of $\text{Ly}\alpha$ through the IGM, $\eta_{\text{IGM}}(z)$, from the luminosity decrease of the $\text{Ly}\alpha$ LF.

The evolution of the $\text{Ly}\alpha$ LF is a combination of two effects: galaxy evolution (i.e., the intrinsic evolution of LAEs) and the change in $\eta_{\text{IGM}}$ due to cosmic reionization. To obtain implications for cosmic reionization, we need to resolve the degeneracy of these two effects. Ouchi et al. (2010) evaluated the effect of galaxy evolution using the UV LF evolution of LBGs. The UV LF of LBGs also decreases from $z \sim 6$ to $z \sim 8$ (e.g., Bouwens et al. 2015; Finkelstein et al. 2015), suggesting that the cosmic star formation rate of galaxies declines over this redshift range. In this study, we also estimate the effect of galaxy evolution using the same idea.

We assume that the observed $L_{\text{Ly}\alpha}$ of galaxies can be written using their $L_{\text{UV}}$ as

$$L_{\text{Ly}\alpha} = \eta_{\text{IGM}}(z) f_{\text{esc}}^{\text{Ly}\alpha} \kappa L_{\text{UV}},$$

where $f_{\text{esc}}^{\text{Ly}\alpha}$ is the $\text{Ly}\alpha$ escape fraction through the interstellar medium of galaxies and $\kappa$ is the $\text{Ly}\alpha$ production rate per UV luminosity. The assumption that $\eta_{\text{IGM}}$ is independent of intrinsic $\text{Ly}\alpha$ luminosity means that the observed $\text{Ly}\alpha$ luminosities of galaxies are uniformly decreased by IGM absorption, i.e., IGM absorption does not change the shape of the $\text{Ly}\alpha$ LF and only changes the characteristic luminosity, $L$. We also assume that $f_{\text{esc}}^{\text{Ly}\alpha}$ and $\kappa$ do not change with redshift or UV luminosity, implying that the intrinsic $\text{Ly}\alpha$ LF of LAEs evolves in the same manner as the UV LF of LBGs.

To estimate $\eta_{\text{IGM}}(z)/f_{\text{Ly}\alpha}(5.7)$, we first predict the $\text{Ly}\alpha$ LF with the fully ionized IGM from the evolution of the UV LF. A Schechter function (Schechter 1976) is defined by

$$\phi(L) dL = \phi^* (L/L^*)^\alpha \exp(-L/L^*) d(L/L^*),$$

where $L^*$ is the characteristic luminosity, $\phi^*$ is the characteristic number density, and $\alpha$ is the faint-end slope. We calculate the Schechter parameters of the predicted $\text{Ly}\alpha$ LF with the fully
ionized IGM as

\[ L_{\text{Ly}\alpha}^{\text{pred}}(z) = L_{\text{Ly}\alpha}^{\text{obs}}(5.7) \times L_{\text{Ly}\alpha}^{\text{obs}}(z) / L_{\text{Ly}\alpha}^{\text{obs}}(5.7), \]
\[ \phi_{\text{Ly}\alpha}^{\text{pred}}(z) = \phi_{\text{Ly}\alpha}^{\text{obs}}(5.7) \times \phi_{\text{UV}}^{\text{obs}}(z) / \phi_{\text{UV}}^{\text{obs}}(5.7), \]
\[ \alpha_{\text{Ly}\alpha}^{\text{pred}}(z) = \alpha_{\text{Ly}\alpha}^{\text{obs}}(5.7) + \alpha_{\text{Ly}\alpha}(z) - \alpha_{\text{Ly}\alpha}^{\text{obs}}(5.7), \]

where the superscripts “pred” and “obs” mean predicted and observed values, respectively. This equation assumes that the UV LF evolves as described by the empirical model of Bouwens et al. (2015) (the first equation in their Section 5.1). Specifically, we assume that \( L_{\text{Ly}\alpha} \) and \( \phi_{\text{Ly}\alpha} \) increase or decrease in the same ratio as those of the UV LF and that \( \alpha_{\text{Ly}\alpha} \) increases or decreases additively in the same way as the UV LF. For these calculations, we use the Schechter parameters of Konno et al. (2018) for the observed Ly\( \alpha \) LF at \( z = 5.7 \) and Bouwens et al. (2015) for the observed UV LFs. Figure 7 shows a comparison between the predicted and observed Ly\( \alpha \) LFs at \( z = 6.6, 7.0, \) and 7.3. We find that the observed Ly\( \alpha \) LF follows the predicted one (and hence the UV LF) up to \( z = 7.0 \) and then moves down at \( z = 7.3 \).

We then calculate \( T_{\text{Ly}\alpha}^{\text{IGM}}(z) / T_{\text{Ly}\alpha}^{\text{IGM}}(5.7) \) by measuring the luminosity decrease between the predicted and observed Ly\( \alpha \) LFs. Previous studies have used the luminosity density to evaluate \( T_{\text{Ly}\alpha}^{\text{IGM}} \) (e.g., Itoh et al. 2018; Konno et al. 2018; Hu et al. 2019), but this method systematically underestimates the luminosity decrease because of a fixed integration range of the LF, as explained in Appendix B. Therefore, we directly measure the luminosity decrease using another method (Figure 8). First, we set a reference cumulative number density, \( n_{\text{ref}} \). Then, we look for the Ly\( \alpha \) luminosities (\( L_{\text{Ly}\alpha}^{\text{obs}}(z) \)) for the observed Ly\( \alpha \) LF and \( L_{\text{Ly}\alpha}^{\text{pred}}(z) \) for the predicted one that satisfy

\[ \int_{L_{\text{Ly}\alpha}^{\text{obs}}(z)}^{\infty} \phi_{\text{Ly}\alpha}^{\text{obs}}(L) dL = \int_{L_{\text{Ly}\alpha}^{\text{pred}}(z)}^{\infty} \phi_{\text{Ly}\alpha}^{\text{pred}}(L) dL = n_{\text{ref}}. \]

We calculate

\[ T_{\text{Ly}\alpha}^{\text{IGM}}(z) / T_{\text{Ly}\alpha}^{\text{IGM}}(5.7) = \frac{L_{\text{Ly}\alpha}^{\text{obs}}(z)}{L_{\text{Ly}\alpha}^{\text{obs}}(5.7)}. \]

In this way, we calculate \( T_{\text{Ly}\alpha}^{\text{IGM}}(z) / T_{\text{Ly}\alpha}^{\text{IGM}}(5.7) \) from the most stringent upper limit of this study at \( z = 7.3 \). We also apply the
same calculation to the Lyα LFs derived by previous studies at $z = 6.6$ (Konno et al. 2018), 7.0 (Itoh et al. 2018; Hu et al. 2019), and 7.3 (Konno et al. 2014). At each redshift, we calculate $T_{\text{Lyα}}(z)/T_{\text{Lyα}}(5.7)$ from a bright part and a faint part of the Lyα LF to examine if different parts of the LF give consistent $T_{\text{Lyα}}(z)/T_{\text{Lyα}}(5.7)$ values. If not, it implies either that the actual Lyα LF does not obey Equation (5) or that $T_{\text{Lyα}}$ is not independent of Lyα luminosity. We adopt $n_{\text{ref}} = 1 \times 10^{-6}$ Mpc$^{-3}$ for a bright part because, at this value, our $z = 7.3$ data can place the most stringent upper limit on the IGM transmission. For the faint part, we adopt $n_{\text{ref}} = 1 \times 10^{-4}$ Mpc$^{-3}$, the highest value where LF measurements are available for all four redshifts. These $n_{\text{ref}}$ values are common to $z = 6.6$, 7.0, and 7.3.

Figure 9 and Table 2 show the values of $T_{\text{Lyα}}(z)/T_{\text{Lyα}}(5.7)$ thus obtained. Error bars include uncertainties from the Lyα LFs at that redshift and $z = 5.7$ and the UV LF evolution. To estimate the uncertainties from the UV LF evolution, we use the first equation in Section 5.1 of Bouwens et al. (2015). From the upper limit of this study, we obtain $T_{\text{Lyα}}(7.3)/T_{\text{Lyα}}(5.7) < 0.77$, and from the Lyα LFs of previous studies, we obtain $T_{\text{Lyα}}(6.6, 7.0)/T_{\text{Lyα}}(5.7) \approx 1$ and $T_{\text{Lyα}}(7.3)/T_{\text{Lyα}}(5.7) = 0.53^{+0.18}_{-0.22}$. The bright and faint parts give almost the same results at $z = 6.6$ and 7.0, which is consistent with our assumption that the intrinsic Lyα LF of LAEs evolves in the same way as the UV LF of LBGs and that the effect of IGM absorption, $T_{\text{IGM}}$, does not depend on Lyα luminosity (Equation (3)). We also plot $T_{\text{Lyα}}(z)/T_{\text{Lyα}}(5.7)$ calculated in previous studies using luminosity densities. The measurements of Konno et al. (2018), Itoh et al. (2018), and Hu et al. (2019), who adopted an integration range of $\log L_{\text{Lyα}}$ [erg s$^{-1}$] = 42.4–44, are lower than our results as expected (see Appendix B).

4.3. IGM Neutral Hydrogen Fraction

4.3.1. Estimation of $x_{\text{HI}}$

From the $T_{\text{Lyα}}(z)/T_{\text{Lyα}}(5.7)$ obtained in Section 4.2, we estimate the volume-averaged neutral hydrogen fraction in the IGM, $x_{\text{HI}}$, in the same manner as Jung et al. (2020) assuming inhomogeneous reionization. Theoretically, $T_{\text{Lyα}}(z)$ is described as

$$T_{\text{Lyα}}(z) = e^{-\tau_{\text{IGM}}},$$

and $\tau_{\text{IGM}}$ is the total optical depth of the IGM, $\tau_D$ is the optical depth of neutral patches, and $\tau_{\text{HI}}$ is the optical depth of ionized bubbles (Dijkstra 2014). We assume that $\tau_{\text{HI}}$ does not change with redshift, which leads to

$$T_{\text{Lyα}}(z) = e^{-\gamma(\tau_z)},$$

assuming $\tau_D(5) = 0$.

To obtain $x_{\text{HI}}$, we use the analytical approach of Dijkstra (2014) that considers inhomogeneous reionization (his Equation (30)):

$$\tau_D(z_g, \Delta v) \approx 2.3 x_{\text{HI}} \left( \frac{\Delta v_b}{600 \text{ km s}^{-1}} \right)^{-1} \left( \frac{1 + z_g}{10} \right)^{3/2},$$

$$\Delta v_b = \Delta v + H(z_g) R_b / (1 + z_g),$$

where $z_g$ is the systemic redshift of a galaxy, $\Delta v$ is the velocity offset of the galaxy’s Lyα emission from the systemic redshift, $\Delta v_b$ is the velocity offset from line resonance when the Lyα photons from the galaxy first enter a neutral patch, $H(z_g)$ is the Hubble constant at $z_g$, and $R_b$ is the comoving distance to the surface of the neutral patch. If we adopt for $\Delta v$ the typical range for $z \sim 6$–8 LAEs obtained by Hashimoto et al. (2019), $\Delta v = 100 + 100$ km s$^{-1}$, then the unknown quantities are $x_{\text{HI}}$ and $R_b$.

We then use the characteristic size of ionized bubbles, $R_b$, as a function of $z$ predicted by Furlanetto & Oh (2005) with an analytic model of patchy reionization; we calculate the $x_{\text{HI}} \sim R_b$ relation at $z_g = 6.6$, 7.0, and 7.3 by interpolating the relations at $z = 6$ and 9 in Figure 1 of Furlanetto & Oh (2005).

Figure 10 shows the $x_{\text{HI}} \sim R_b$ relation from Dijkstra (2014) for $T_{\text{Lyα}}(7.3) = 0.77$ as an example. The blue, black, and red lines represent the calculation from Equations (8) and (9) (i.e., Dijkstra 2014) with $\Delta v = 0$, 100, and 200 km s$^{-1}$, respectively, which indicates that larger $\Delta v$ and $R_b$ result in higher $x_{\text{HI}}$ because of an easier escape of Lyα photons. On the other hand, the green line is the prediction by Furlanetto & Oh (2005), which shows a larger $R_b$ in a more ionized (lower $x_{\text{HI}}$)

---

16 In our analysis, we use literature Lyα LF measurements that have derived the best-fit Schechter parameters. Our analysis does not include Shibuya et al. (2012) and Taylor et al. (2020) because of their limited data points of the Lyα LF. Their data points are consistent with the Lyα LFs at similar redshifts used in this study (Figure 6). We do not use Santos et al. (2016), either. Santos et al. (2016) have reported a higher number density than Konno et al. (2018) at $z = 5.7$ and 6.6. The reason for this discrepancy is unclear, but one possible explanation is that their completeness correction is redundant (Konno et al. 2018). In this study, we adopt Konno et al. (2018) whose completeness correction method is the same as ours. We also note that Tili et al. (2020) have detected three $z = 7$ LAEs in a group although the LF has not been shown.

17 For Konno et al. (2014), who have no data in the bright part, we calculate the luminosity decrease only in the faint part.
Table 2

| z   | Lyα LF | $N_e$ [10$^{13}$ erg s$^{-1}$] | $\alpha$ | $\tau_{\text{Ly}\alpha}(z)/\tau_{\text{Ly}\alpha}(5.7)$ | $\xi_{\text{H}_1}$ |
|-----|--------|-------------------------------|----------|-----------------------------------------------|------------------|
| 7.3 | This study | ... | ... | <0.77 | >0.28 |
| 7.0 | Konno et al. (2014) | 0.55±0.45 | 0.94±0.03 | -2.5 (fixed) | 0.53±0.18 |
| 6.6 | Konno et al. (2018) | 1.50±0.11 | 0.45±0.18 | -2.5 (fixed) | 0.94±0.12 |
| 6.6 | Hu et al. (2019) | 1.20±0.27 | 0.65±0.33 | -2.5 (fixed) | 0.90±0.14 |
| 5.7 | Konno et al. (2018) | 1.66±0.40 | 0.46±0.44 | -2.49±0.50 | 0.95±0.19 |
| 5.7 | Konno et al. (2018) | 1.64±0.42 | 0.84±0.71 | -2.56±0.45 | ... |

Notes. (1) Redshift. (2) Lyα LF used to calculate $\tau_{\text{Ly}\alpha}(z)/\tau_{\text{Ly}\alpha}(5.7)$. (3) Characteristic luminosity of the Lyα LF. (4) Characteristic number density of the Lyα LF. (5) Faint-end slope of the Lyα LF. (6) Transmission of Lyα through the IGM obtained in Section 4.2. (7) Volume-averaged neutral hydrogen fraction in the IGM obtained in Section 4.3.1.

* Values calculated from the faint part of the Lyα LF (n$_{\text{H}_1} = 1 \times 10^{-4}$ Mpc$^{-3}$; see Section 4.2).

b We use the Lyα LF calculated by Itoh et al. (2018) using the data given by Konno et al. (2014).

Indeed, Hayes et al. (2011) have found that $f_{\text{esc}}^{\text{Ly}\alpha}$ increases with redshift over $0 < z < 6$. It is, however, not clear whether $f_{\text{esc}}^{\text{Ly}\alpha}$ and $\kappa$ significantly increase from $z = 5.7$ to $z = 7.0$ (or to $z = 7.3$), a period shorter than 300 Myr. We also note that the Lyα EW method also adopts essentially the same assumption.

Second, bright LAEs targets in this study may be in larger ionized bubbles than the average ones adopted in Section 4.3.1, implying that we may be underestimating $\xi_{\text{H}_1}$. Figure 2 of Furlanetto & Oh (2005) shows bubble size distributions for different total masses, with the most massive regions having three times larger sizes than the average. Using the three times larger size in Section 4.3.1 will give $\xi_{\text{H}_1}(7.3) > 0.4$.

Finally, previous simulations (Mesinger & Furlanetto 2008; Dijkstra et al. 2011; Mason et al. 2018b; Weinberger et al. 2019) of LAEs during reionization demonstrate that $f_{\text{esc}}^{\text{Ly}\alpha}$ has a broad distribution at a given $\xi_{\text{H}_1}$ due to a broad range of ionized bubble sizes and a sight-line-to-sight-line scatter. This effect gives an additional uncertainty to $\xi_{\text{H}_1}$ estimates using $f_{\text{esc}}^{\text{Ly}\alpha}$. However, applying this effect to Lyα LF-based $\xi_{\text{H}_1}$ estimates is complicated and beyond the scope of this paper.

We also note that because our analysis uses the integrated number density, any information on the shape of the Lyα LF is lost. An accurate determination of the LF shape from a deeper and larger LAE survey may place some constraints on the topology of reionization through, e.g., the dependence of bubble sizes on Lyα luminosity.

4.3.3. Comparison with Previous Studies

Figure 11 and Table 2 show the estimates of $\xi_{\text{H}_1}$ from our new data (red symbol in Figure 11) and the previous studies’ Lyα LF (blue symbols). Also plotted in Figure 11 are other estimates in the literature (black symbols).

First, we focus on the Lyα LF-based $\xi_{\text{H}_1}$ estimates. At $z = 7.3$, we obtain $\xi_{\text{H}_1} > 0.28$ from our new data. This lower limit is consistent with our estimate from Konno et al.’s (2014) LF (the faint part of the $z = 7.3$ Lyα LF) and indicates that cosmic reionization is ongoing at $z \sim 7.3$. On the other hand, the $\xi_{\text{H}_1}(6.6)$ and $\xi_{\text{H}_1}(7.0)$ values obtained from both the bright and faint parts of the corresponding LFs are consistent with full ionization within the errors, indicating that the universe is completing reionization around these redshifts. The estimates from this study are also consistent with those by Inoue et al. (2018), $\xi_{\text{H}_1}(7.3) = 0.5^{+0.1}_{-0.3}$ and $\xi_{\text{H}_1}(5.7, 6.6, 7.0) < 0.4$. They
Figure 11. Redshift evolution of the volume-averaged neutral hydrogen fraction in the IGM, $x_{\text{H}I}$. Our new constraints based on the Ly$_\alpha$ LF are shown by a red filled circle (estimated from our new data) and blue filled circles (estimated from the previous studies’ Ly$_\alpha$ LFs). We also plot estimates derived from the Ly$_\alpha$ LF (filled circles; Inoue et al. 2018; Morales et al. 2021), the clustering of LAEs (open circle; Ouchi et al. 2018), the Ly$_\alpha$ EW distribution of LBGs (filled squares; Hoag et al. 2019; Mason et al. 2019; Jung et al. 2020; Whittle et al. 2020), the fraction of LBGs emitting Ly$_\alpha$ (Ly$_\alpha$ fraction; open square; Mesinger et al. 2015), GRB damping wings (filled diamonds; Totani et al. 2006, 2014), QSO damping wings (open diamonds; Schroeder et al. 2013; Davies et al. 2018; Greig et al. 2019; Wang et al. 2020), Ly$_\alpha$ and Ly$_\beta$ forest dark fractions of QSOs (filled triangles; McGreer et al. 2015), the Gunn–Peterson trough of QSOs (open triangles; Fan et al. 2006), and the CMB Thomson optical depth (open pentagon; Planck Collaboration et al. 2020). We slightly offset the constraints at $z = 6.6, 7.0, 7.3,$ and 7.54 in the redshift direction for clarity. Two semiparametric reionization models are also plotted in a green line (Finkelstein et al. 2019) and a light blue line (Model I of Naidu et al. 2020).

have predicted Ly$_\alpha$ LFs in the fully ionized IGM not from observed UV LFs but by a physically motivated analytic model of LAEs that calculates Ly$_\alpha$ luminosity as a function of dark halo mass. Their model reproduces observed Ly$_\alpha$ LFs, LAE angular autocorrelation functions, and LAE fractions in LBGs at $z \sim 6–7$. Very recently, Morales et al. (2021) have predicted Ly$_\alpha$ LFs for various $x_{\text{H}I}$ in a partially ionized universe with an analytic model of the UV LF and infer the IGM neutral fraction at $z = 6.6, 7.0,$ and 7.3 from a comparison with observed Ly$_\alpha$ LFs. Their $x_{\text{H}I}(6.6)$ and $x_{\text{H}I}(7.0)$ are consistent with our results within the errors, but their $x_{\text{H}I}(7.3)$ is higher than ours from Konno et al.’s (2014) LF. The cause of the difference at $z = 7.3$ has not been fully identified, but it is partly because of the conversion from the decrease in the Ly$_\alpha$ LF to $x_{\text{H}I}$.

Next, we compare these Ly$_\alpha$ LF-based results with the other methods’ results. At $z \sim 7$, our constraints, $x_{\text{H}I}(7.0) = 0.16^{+0.14}_{-0.16}$ and $0.20^{+0.11}_{-0.20}$ from the Ly$_\alpha$ LFs of Ithoh et al. (2018) and Hu et al. (2019), respectively, are lower than the other results, $x_{\text{H}I}(7.0) = 0.70^{+0.20}_{-0.23}$ (Wang et al. 2020; QSO damping wing), $x_{\text{H}I}(7.0) = 0.55^{+0.11}_{-0.13}$ (Mason et al. 2018a; Whittle et al. 2020; LBG EW distribution), and $x_{\text{H}I}(7.0) > 0.4$ (Mesinger et al. 2015; LBG Ly$_\alpha$ fraction) despite a large uncertainty in each estimate. If the Ly$_\alpha$ LF-based estimates are underestimated $x_{\text{H}I}$, the cause could be the assumption of constant $\kappa$ and $f_{\text{esc}}^{\text{Ly}\alpha}$ and/or the use of the average size of ionized bubbles as mentioned in Section 4.3.2.

Our constraint of $x_{\text{H}I}(7.3) > 0.28$ is broadly consistent with the other estimates at $z \sim 7.0–7.6$ that span $0.2 \lesssim x_{\text{H}I} \lesssim 0.9$, thus adding further evidence of reionization being still underway around $z = 7.3$. The estimate by Greig et al. (2019), $x_{\text{H}I}(7.54) = 0.21^{+0.17}_{-0.19}$, is the lowest among the all estimates including ours (although within the errors). Their source, QSO J1342, is the same as of Bañados et al. (2018) and Davies et al. (2018), who have obtained $x_{\text{H}I} \sim 0.6$, but Greig et al. (2019) have analyzed only the red side of the observed Ly$_\alpha$ spectrum to avoid complicated modeling of the near-zone transmission. Therefore, different analyses can lead to largely different results even for the same source. If the result of Greig et al. (2019) is correct, it is possible that this QSO resides in a large H$_\text{II}$ region. Indeed, it has been suggested that QSOs inhabit highly biased overdense regions that were reionized early (e.g., Mesinger 2010; Dijkstra 2014). A similarly large difference among the four Ly$_\alpha$ EW-based estimates over $7 \leq z \leq 8$ may also be partly attributed to the presence or not of a highly ionized region as suggested by Jung et al. (2020), although these estimates might be detecting a real change in $x_{\text{H}I}$ with a coarse resolution of $\Delta z \sim 1$.

In Figure 11, we also plot semiempirical models of reionization by Finkelstein et al. (2019) and Naidu et al. (2020). Finkelstein et al. (2019) have predicted early and smooth reionization driven by faint galaxies, with a steep faint-end slope ($\alpha_{\text{UV}} < -2$) of the UV LF and higher escape fractions of ionizing photons ($f_{\text{esc}}^{\text{ion}}$) in fainter galaxies. On the other hand, Naidu et al. (2020) have predicted late and rapid reionization driven by bright galaxies, with a shallow faint-end slope ($\alpha_{\text{UV}} > -2$). For $f_{\text{esc}}^{\text{ion}}$, Naidu et al. (2020) have examined two cases: one assuming a constant $f_{\text{esc}}^{\text{ion}}$ across all galaxies (Model I) and the other assuming $f_{\text{esc}}^{\text{ion}}$ to be dependent on the SFR surface density, $\Sigma_{\text{SFR}}$, of galaxies (Model II). The difference in $x_{\text{H}I}$ between these two cases is relatively small.
Our $x_{HI}$ estimates seem to prefer Finkelstein et al.’s (2019) model to Naidu et al.’s (2020).

In summary, we provide a new constraint of $x_{HI}(7.3) > 0.28$ from NB-selected LAEs’ Ly$\alpha$ LF. This is a constraint from a large ($\sim 2 \times 10^8$ Mpc$^3$) cosmic volume with a negligibly small redshift uncertainty. If the possible underestimation of the Ly$\alpha$ LF method due, for example, to an increase in $\kappa$ or $f_{esc}^{\text{Ly}\alpha}$ is true, then the actual $x_{HI}$ will be even higher.

5. Conclusions

We have derived a new constraint on the Ly$\alpha$ LF of $z = 7.3$ LAEs based on a large-area NB imaging survey with Subaru/ Hyper Suprime-Cam whose effective survey volume is $\sim 2 \times 10^8$ Mpc$^3$. Using this constraint, we have calculated the Ly$\alpha$ transmission in the IGM, $T_{Ly\alpha}^\text{IGM}$, and then the volume-averaged neutral hydrogen fraction in the IGM, $x_{HI}$, at $z = 7.3$. In the calculation of $T_{Ly\alpha}$, we have applied a new method that directly measures the luminosity decrease between an observed LF and a predicted LF (i.e., LF for the fully ionized IGM predicted by the evolution of the UV LF). We have also applied this method to previous studies’ Ly$\alpha$ LFs at $z = 6.6, 7.0$, and $7.3$. Our main results are summarized below.

1. We have detected no $z = 7.3$ LAEs in either the COSMOS or SXDS field, which results in a decrease in the bright part of the Ly$\alpha$ LF from $z = 7.0$ (Itoh et al. 2018; Hu et al. 2019) to $z = 7.3$ (Figure 6).

2. To estimate $x_{HI}$, we have predicted the Ly$\alpha$ LF in the case of the fully ionized IGM on the assumption that the intrinsic Ly$\alpha$ LF evolves in the same way as the observed UV LF. We have found that the observed Ly$\alpha$ LF follows the predicted one (and hence the UV LF) up to $z = 7.0$ and then moves down at $z = 7.3$ (Figure 7).

3. We have estimated $T_{Ly\alpha}^\text{IGM}$ in a new method that directly measures the luminosity decrease between an observed Ly$\alpha$ LF and a predicted one. We have obtained $T_{Ly\alpha}^\text{IGM}(7.3)/T_{Ly\alpha}^\text{LM}(5.7) < 0.77$ from our new data, and $T_{Ly\alpha}^\text{IGM}(6.6, 7.0)/T_{Ly\alpha}^\text{LM}(5.7) \simeq 1$ and $T_{Ly\alpha}^\text{IGM}(7.3)/T_{Ly\alpha}^\text{LM}(5.7) = 0.52^{+0.18}_{-0.22}$ from the previous studies’ Ly$\alpha$ LFs (Konno et al. 2014; Itoh et al. 2018; Konno et al. 2018; Hu et al. 2019; Figure 9 and Table 2). Bright and faint parts of the Ly$\alpha$ LF give almost the same $T_{Ly\alpha}^\text{IGM}$.

4. Using the obtained $T_{Ly\alpha}^\text{IGM}$, we have estimated $x_{HI}$ in the same manner as Jung et al. (2020). The constraint of $x_{HI}(7.3) > 0.28$ estimated from our new data is broadly consistent with the other estimates in the literature and indicates that cosmic reionization is still ongoing at $z \sim 7.3$. On the other hand, the $x_{HI}(6.6)$ and $x_{HI}(7.0)$ estimated from the previous studies’ Ly$\alpha$ LFs are consistent with full ionization but are lower than the other estimates at the same redshift (Mesinger et al. 2015; Mason et al. 2018a; Wang et al. 2020; Whittet et al. 2020; Figure 11 and Table 2). If this implies underestimation of our calculation due, for example, to an increase with redshift in the Ly$\alpha$ escape fraction of galaxies or the Ly$\alpha$ production rate per UV luminosity, then the lower limit to $x_{HI}(7.3)$ will also become higher than 0.28.
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Appendix A
Cutout Images of Spurious Sources

In Figure 12, we present example images of spurious sources removed in our visual inspection (Section 3.2). For comparison, we also show example images of pseudo-LAEs used in the calculation of completeness (Section 3.3). The two spurious sources in the top row of this figure are either a cosmic ray or a CCD artifact. Both have a well-outlined and highly concentrated light distribution, with their total luminosity being
contributed by only a small number ($\lesssim 10$) of pixels. The two spurious sources in the bottom row are diffuse, elongated structures. Each of them is due to a different, very bright star and is located outside the mask for the star.

### Appendix B

**Underestimation of $T_{\text{IGM}}^{\text{Ly}\alpha}$ by the Method Using Luminosity Densities**

To obtain the relative transmission at a certain redshift, $T_{\text{Ly}\alpha}^{\text{IGM}}(z)/T_{\text{Ly}\alpha}^{\text{IGM}}(5.7)$, we assume that observed Ly$\alpha$ luminosities are uniformly decreased in proportion to the IGM transmission (Equation (3)). We then estimate this luminosity decrease by directly comparing the observed and predicted Ly$\alpha$ luminosities at a fixed cumulative number density (Equation (6)). Previous studies have, however, estimated $T_{\text{Ly}\alpha}^{\text{IGM}}(z)/T_{\text{Ly}\alpha}^{\text{IGM}}(5.7)$ from a decrease in the Ly$\alpha$ luminosity density as

$$
T_{\text{Ly}\alpha}^{\text{IGM}}(z) = \frac{\rho_{\text{Ly}\alpha}(z)/\rho_{\text{Ly}\alpha}(5.7)}{\rho_{\text{UV}}(z)/\rho_{\text{UV}}(5.7)},
$$

where $\rho_{\text{Ly}\alpha}$ and $\rho_{\text{UV}}$ are the Ly$\alpha$ and UV luminosity densities, respectively, calculated by integrating the corresponding LFs. Comparison with Equation (6) finds that $\rho_{\text{Ly}\alpha}(z)$ is used in place of $L_{\text{Ly}\alpha}^{\text{obs}}(z)$ in Equation (6), and $\rho_{\text{Ly}\alpha}(5.7)/\rho_{\text{UV}}(5.7)$ in $L_{\text{Ly}\alpha}^{\text{pred}}(z)$. However, Equation (B1) is correct only when all four corresponding LFs are integrated down to zero luminosity. Specifically, Equation (B1) overestimates the Ly$\alpha$ luminosity decrease and hence underestimates $T_{\text{Ly}\alpha}^{\text{IGM}}(z)/T_{\text{Ly}\alpha}^{\text{IGM}}(5.7)$ if the integration range of the two Ly$\alpha$ LFs is limited, as has been done by most previous studies: e.g., log$L_{\text{Ly}\alpha}$ [erg s$^{-1}$] = 42.4–44 has been adopted by Konno et al. (2018), Itoh et al. (2018), and Hu et al. (2019).

To see why Equation (B1) overestimates the luminosity decrease with limited integration ranges of the Ly$\alpha$ LFs, let us assume a simple case that Ly$\alpha$ luminosities are uniformly decreased due to IGM absorption (the same assumption as in this study), and the UV LF does not evolve with redshift. In this case, the right-hand side of Equation (B1) is reduced to $\rho_{\text{Ly}\alpha}(5.7)/\rho_{\text{Ly}\alpha}(5.7)$. If the Ly$\alpha$ LF at $z = 5.7$ has the characteristic luminosity $L^*(5.7)$, then that at a redshift before completion of reionization will have $L^*(z) = L^*(5.7)\times T_{\text{Ly}\alpha}^{\text{IGM}}(z)/T_{\text{Ly}\alpha}^{\text{IGM}}(5.7)$, with the remaining two Schechter parameters (Schechter 1976), $\phi^*$ and $\alpha$, being the same as those of the $z = 5.7$ LF because we have assumed a uniform luminosity decrease due to IGM absorption. The question now is whether the equation $\rho_{\text{Ly}\alpha}(z)/\rho_{\text{Ly}\alpha}(5.7) = L^*(z)/L^*(5.7)$ is correct. Under the Schechter parameters above, $\rho_{\text{Ly}\alpha}(z)/\rho_{\text{Ly}\alpha}(5.7)$ is written as

$$
\frac{\rho_{\text{Ly}\alpha}(z)}{\rho_{\text{Ly}\alpha}(5.7)} = \frac{\int_{L_{\text{lim}}}^{\infty} L_\phi(L^*(z), \phi^*, \alpha; L) dL}{\int_{L_{\text{lim}}}^{\infty} L_\phi(L^*(5.7), \phi^*, \alpha; L) dL} = \frac{\int_{L_{\text{lim}}}^{\infty} L_\phi(L^*(z), \phi^*, \alpha; L) dL}{\int_{L_{\text{lim}}}^{\infty} L_\phi(L^*(5.7), \phi^*, \alpha; L) dL} = \frac{L^*(z)}{L^*(5.7)} \times \frac{\int_{L_{\text{lim}}/L^*(5.7)}^{\infty} x^{\alpha+1} \exp(-x) dx}{\int_{L_{\text{lim}}/L^*(5.7)}^{\infty} x^{\alpha+1} \exp(-x) dx},
$$

where $L_{\text{lim}}$ is the integration limit and $x \equiv L/L^*(5.7)$. The right-hand side of the last line of this equation is lower than $L^*(z)/L^*(5.7) = T_{\text{Ly}\alpha}^{\text{IGM}}(z)/T_{\text{Ly}\alpha}^{\text{IGM}}(5.7)$, because the integral at the numerator is smaller than that at the denominator owing to the narrower integration range of $x$ (because of $L_{\text{lim}}/L^*(z) > L_{\text{lim}}/L^*(5.7)$).

As an example, let us take log$L^*$ [erg s$^{-1}$] = 43.2 and $\alpha = -2.56$ at $z = 5.7$ (the values obtained by Konno et al. 2018) and assume a 50% luminosity decrease due to IGM absorption, i.e., $T_{\text{Ly}\alpha}^{\text{IGM}}(z)/T_{\text{Ly}\alpha}^{\text{IGM}}(5.7) = L^*(z)/L^*(5.7) = 0.5$. In this case, Equation (B2) with an integration range of log$L_{\text{Ly}\alpha}$ [erg s$^{-1}$] = 42.4–44 gives $\rho_{\text{Ly}\alpha}(z)/\rho_{\text{Ly}\alpha}(5.7) = 0.23$, i.e., 77% decrease.

On the other hand, Ouchi et al.’s (2010) and Konno et al.’s (2014) results include no systematic bias because they integrated the LF down to zero luminosity. However, their strategy instead leads to extremely large uncertainty in the luminosity density due to a large extrapolation of the LF from the observed luminosity range.

### Appendix C

**$x_{\text{HI}}$ Estimates Using Other Theoretical Models**

Estimating $x_{\text{HI}}$ using the Ly$\alpha$ luminosity of galaxies requires a theoretical model that relates observed Ly$\alpha$ luminosities, or Ly$\alpha$ LFs, with $x_{\text{HI}}$. To mitigate model dependence, we also estimate $x_{\text{HI}}$ using methods other than Jung et al.’s (2020), as in previous studies. First, using Ly$\alpha$ LFs for several $x_{\text{HI}}$ values simulated by Inoue et al. (2018) (their Figure 18; see also Section 4.3.3), we obtain $x_{\text{HI}}(7.3) > 0.2$ from our new data. Second, we use the analytic model of Santos (2004) that calculates observed Ly$\alpha$ emission from an isolated galaxy at $z = 6.5$ by varying many parameters associated with the galaxy and the IGM around it. By comparing our $T_{\text{Ly}\alpha}^{\text{IGM}}(z)/T_{\text{Ly}\alpha}^{\text{IGM}}(5.7)$ estimates with their Figure 25, we obtain $x_{\text{HI}}$ for a galactic wind with an Ly$\alpha$ velocity offset of 0 and 360 km s$^{-1}$, as

\[19\] We set the upper limit of the integral to infinity for simplicity, because the contribution from log$L$ [erg s$^{-1}$] $>$ 44 is negligible.
shown in Table 3. These values are consistent with our results from the Jung et al. (2020) method within the errors.
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