Charmed hadron production at low transverse momentum in Au+Au collisions at RHIC
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We report measurements of charmed hadron production from hadronic ($D \rightarrow K\pi$) and semileptonic ($\mu$ and $e$) decays in 200 GeV Au+Au collisions at RHIC. Analysis of the spectra indicates that charmed hadrons have a different radial flow pattern from light or multi-strange hadrons. Charm cross sections at mid-rapidity are extracted by combining the three independent measurements, covering the transverse momentum range that contributes to $\sim$90% of the integrated cross section. The cross sections scale with number of binary collisions of the initial nucleons, a signature of charm production exclusively at the initial impact of colliding heavy ions. The implications for charm quark interaction and thermalization in the strongly interacting matter are discussed.

(Dated: January 12, 2018)
Charm quarks are a unique tool to probe the partonic matter created in relativistic heavy-ion collisions at RHIC energies. Due to their large mass (~1.3 GeV/c^2), charm quarks are predicted to lose less energy than light quarks by gluon radiation in the medium [1]. In contrast, recent measurements of the \( p_T \) distributions and nuclear modification factors of non-photonic electrons (NPE) from heavy quark decays at high \( p_T \) show a suppression level similar to light hadrons [2]. This observation renews the interest in charm production and the interactions of heavy charm quarks with the hot and dense matter produced in nuclear collisions at RHIC.

Measurements of charm production at low \( p_T \), in particular radial and elliptic flow, probe the QCD medium at thermal scales and are thus sensitive to bulk medium properties like density and the drag constant or viscosity. Model treatments for low-\( p_T \) charm production, such as energy loss by collisional dissociation [3] and in-medium transport using a diffusion formalism (in analog to Brownian motion) and resonance cross sections [4], can be used to infer transport properties such as interaction cross sections and the medium density. Calculations of charm transport in strongly coupling theories using AdS/CFT correspondence [5] may allow to further determine the viscosity or drag coefficient of quark-gluon matter formed at RHIC. Ultimately, charm quark radial flow may help establish whether light quarks thermalize [6].

These considerations often assume that charm quarks are produced only in the early stages and their production renews the interest in charm production and the in-medium transport in the hot and dense medium. Calculations of charm transport in strongly coupling theories using AdS/CFT correspondence [5] may allow to further determine the viscosity or drag coefficient of quark-gluon matter formed at RHIC. Ultimately, charm quark radial flow may help establish whether light quarks thermalize [6].

In this paper, we present the study of charm via the D0 reconstruction in Au+Au collisions at \( \sqrt{s_{NN}} = 200 \text{ GeV} \). The combination of these three techniques provides the most complete kinematic coverage (~90%) to date for charm production measurements at RHIC. They also allow the study of the charged hadron spectral shape in order to explore the possibility of charm radial flow in Au+Au collisions.

The data used for these analyses were taken with the STAR experiment [11] during the \( \sqrt{s_{NN}} = 200 \) GeV Au+Au run in 2004 at RHIC. The most central 0–80% of the total hadronic cross section as selected using the uncorrected charged particle multiplicity at mid-rapidity (|\( \eta \)| < 0.5), is used for the minimum bias (minbias) measure of the total hadronic cross section as selected using the uncorrected charged particle multiplicity at mid-rapidity (|\( \eta \)| < 0.5), is used for the D0 reconstruction. A separate sample of central events was taken using an online selection of the 0–12% most central events based on the energy deposited in the two Zero-Degree Calorimeters [12]. For muons and NPE analysis, 15 million central (0–12%) and 7.8 million minbias triggered events are used. All measurements are presented as an average of particle and anti-particle yields at mid-rapidity (|y| < 1 for D0 and −1 < y < 0 for \( \mu(e) \) limited by the TOF detector acceptance.).

\( D^0 \) mesons were reconstructed through their decay \( D^0(D^0) \rightarrow K^\mp \pi^\pm \) with a branching ratio of 3.83%. The analysis is identical to that used for \( d+Au \) collisions [13]. An example invariant mass distribution after subtraction of the combinatorial background from mixed events is shown in Fig. 1(a) (full circles). The D0 yield is extracted by fitting a Gaussian peak plus a linear or second-order polynomial to describe the residual background to the measured distribution (red curve in Fig. 1(a)). The total systematic uncertainty on D0 yield bin-by-bin is ~40–50%, evaluated by varying the particle identification conditions and yield extraction procedures.

Muons were identified by combining the Time Of Flight (TOF) and ionization energy loss (dE/dx) measured in the Time Projection Chamber (TPC) [10, 12, 13]. Fig. 1(b) shows the \( m^2 \) distribution from TOF for tracks with 0.17 \( \leq p_T \leq 0.21 \text{ GeV/c} \). Muons are selected in the range 0.008 \( \leq m^2 \leq 0.014 \text{ GeV}^2/c^4 \). The distribution of the distance of closest approach (DCA) of the tracks to the primary vertex is used to further separate \( \mu \) from charm decay and from pion and kaon decays. Fig. 1(c) shows the DCA distribution of \( \mu \) after a statistical subtraction of the DCA distribution from misidentified pions [14]. The remaining dominant background \( \mu \) from \( \pi/K \) weak decays have different DCA distributions from the prompt muons, shown in Fig. 1(c). The prompt \( \mu \) raw yield was obtained from a fit to the \( \mu \) DCA distributions with the background DCA distribution and the primary particle DCA distribution [10]. Other sources of background (\( \rho \rightarrow \mu^+\mu^- \), \( n \rightarrow \gamma \mu^+\mu^- \), \( K^0_S \rightarrow \pi^0\mu\nu \), etc.) are found to be negligible from simulations using yields from measured spectra at RHIC. The systematic uncertainty is dominated by the uncertainty on the pion contamination and was estimated using different dE/dx cuts for the pions.

Electrons are identified up to \( p_T = 5 \text{ GeV/c} \) by dE/dx from TPC after applying a TOF selection \(|1/\beta - 1| \leq 0.03\) [12, 13]. The 5–15% bin-by-bin systematic uncertainties in inclusive electron yields are dominated by the uncertainties in the raw yield extraction using different fit functions. The dominant sources of photonic electron background are photon conversions and \( \pi^0(e) \) Dalitz decays. \( e^+e^- \) pairs from these background sources were
subtracted using an invariant mass technique. The photonic background reconstruction efficiency was calculated in a Monte Carlo simulation of $\pi^0$ and direct photons according to the measured $\pi^+$ and $\pi^0$ spectra, and varies from 25% at low $p_T$ to 60% at highest $p_T$ in the range studied. The systematic uncertainties (7−16%) for photonic electrons are mainly from the combinatorial background uncertainties and the background reconstruction efficiency. The remaining background from photonic decays of $\eta, \omega$, $\rho$, $\phi$ and $K$ was determined to be $\leq5\%$ from simulations and is subtracted in the final result. The ratio of inclusive electrons to photonic background increases from $\sim1$ to 1.45 within the $p_T$ range studied.

Fig. 2 shows the $p_T$ spectra for $D^0$, $\mu$ and NPE for Au+Au minbias events. Additional centralities are shown for the semi-leptonic decay measurements. We start with a $p_T$ spectrum function for $D^0$ (power-law or blast-wave functions) and obtain spectrum function from semileptonic decay for NPE and $\mu$ from that. Additional $p_T$-dependent factor (upper and lower bounds from FONLL [5]) is applied to the lepton function to take into account the contribution from bottom decays. These functions are used in a combined fit [18] to obtain the mid-rapidity charm yield and $\langle p_T \rangle$. The $\chi^2$ from the fit was with systematic errors included. The correlations between systematic errors on different data points were also taken into account in the combined fit [19]. The $D^0$ ($p_T$) as calculated from power law fits are $0.92\pm0.06$ (stat.) $\pm0.12$ (sys.) GeV/c for minbias and $0.95\pm0.04\pm0.16$ GeV/c for 0−12% central Au+Au collisions.

The nuclear modification factors ($R_{AuAu/dAu}$) [20] for $\mu$ and NPE are shown in Fig. 3. The $R_{AuAu/dAu}$ are the ratios of the $p_T$ spectra in Au+Au and in $d+Au$ collisions appropriately scaled with the number of binary collisions. No muon measurements were carried out for the $d+Au$ system. The $d+Au$ reference is the decay lepton curve from the power-law combined fit ($\langle p_T \rangle = 1.18\pm0.02\pm0.10$ GeV/c, $n = 11.5\pm0.5\pm1.5$) with $D^0$ and NPE from previously published data [2, 13]. The nuclear modification factor at low $p_T$ is consistent with 1 to within the 25% relative uncertainty of the muon measurement, and then reduces at higher $p_T$, reaching a value similar to light hadrons at high $p_T$. Our result is consistent with other measurements of NPE at high $p_T$ [2]. Model calculations incorporating in-medium charm resonances/diffusion or collisional dissociation in a strongly interacting medium [2, 4, 7], can reasonably be applied to describe the NPE spectra down to low $p_T$, are shown in Fig. 3.

To study whether charmed hadrons have similar radial flow to light hadrons, we have included curves for the expected nuclear modification factor from a blast-wave model, using the freeze-out parameters for light hadrons [21] (BW3 in Fig. 3) and multi-strange hadrons [22] (BW2). The data and best blast-wave fit (BW1) show large deviations from both these curves for $p_T > 1$ GeV/c, which suggests that the charmed hadron freeze-out and flow are different from light hadrons. We scanned the parameters to a 2-dimensional $T_f$, $\langle 3t \rangle$ space, the results show little sensitivity to freeze-out temperature, but disfavor large radial flow. These find-
ings, together with the observation of large charm elliptic flow [23], are consistent with the recent prediction from hydrodynamics [24]: elliptic flow is built up at partonic stage, and radial flow dominantly comes from hadronic scattering at later stage where charm may have already decoupled from the system.

A combined fit to the NPE and $\mu$ spectra was used to obtain the mid-rapidity charm cross section per nucleon-nucleon collision ($d\sigma_{c\bar{c}}^{NN}/dy$), shown in Fig. 4. Yields are an average from the blast-wave and the power-law functions, which are consistent within $\pm10\%$. For minbias Au+Au collisions, the $D^0$ data were included in the fit, assuming $N_{D^0}/N_{c\bar{c}} = 0.54\pm0.05$ [19] as is seen in $p+p$ collisions. Fig. 4 shows $d\sigma_{c\bar{c}}^{NN}/dy$ as a function of $N_{bin}$ for minbias $d+Au$, $Au+Au$, and central $Au+Au$ collisions. The charm production cross section at mid-rapidity scales with number of binary interactions from $d+Au$ [12] to central $Au+Au$ collisions. The quality of this scaling can be quantified by the slope of $d\sigma_{c\bar{c}}/dy$ vs $N_{bin}$ ($d\sigma_{c\bar{c}}^{NN}/dy$), which is 290 $\mu$b with $\pm15\%$ uncorrelated uncertainty. This indicates that charm quarks are produced in the early stage of relativistic heavy-ion collisions. The total cross section $\sigma_{c\bar{c}}^{NN}$ (extrapolated to the full rapidity using the rapidity distribution from PYTHIA by a factor of 4.7$\pm0.7$ [18]) is $1.40\pm0.11\pm0.39$ mb for central and $1.29\pm0.12\pm0.36$ mb for minbias $Au+Au$ collisions. The central values of the cross sections reported by PHENIX [22] are a factor of about two smaller than ours at all measured $p_T$. The difference is approximately 1.5 times the combined uncertainties. The FONLL calculation [25] is the band in Fig. 4. The ratio of the minbias data over theory calculation is $4.3\pm0.5$ (stat.)$\pm1.2$ (syst.)$^{+9.3}_{-3.3}$ (theory). The upper theory value reproduces our result.

In summary, we report measurements of charmed hadron production at mid-rapidity from analysis of $D\rightarrow K\pi, \mu(e)$ from semileptonic charm decays in minbias and central $Au+Au$ collisions at RHIC. The blast-wave fits and the direct comparisons of the spectra suggest that charmed hadrons interact with and decouple from the system differently from the light hadrons. The $d\sigma_{c\bar{c}}^{NN}/dy$ at mid-rapidity are extracted from a combination of the three measurements covering the transverse momentum range which contributes to $\sim90\%$ of the integrated cross section. The total cross sections are found to scale with the number of binary collisions. This confirms the expected scaling of hard production processes with binary interactions among incoming nucleons so that charm quarks can be used as a calibrated probe of the early-stage dynamics of the system.
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