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Abstract—In cross-silo federated learning, clients (e.g., organizations) train a shared global model using local data. However, due to privacy concerns, the clients may not contribute enough data points during training. To address this issue, we propose a general incentive framework where the profit/benefit obtained from the global model can be appropriately allocated to clients to incentivize data contribution. We formulate the clients’ interactions as a data contribution game and study its equilibrium.

We characterize conditions for an equilibrium to exist, and prove that each client’s equilibrium data contribution increases in its data quality and decreases in the privacy sensitivity. We further conduct experiments using CIFAR-10 and show that the results are consistent with the analysis. Moreover, we show that practical allocation mechanisms such as linearly proportional, leave-one-out, and Shapley-value incentivize more data contribution from clients with higher-quality data, in which leave-one-out tends to achieve the highest global model accuracy at equilibrium.

I. INTRODUCTION

Federated learning (FL) is a decentralized machine learning paradigm where multiple clients collaboratively train a global model under the orchestration of a central server [1]. Based on the scale and participating clients, FL can be classified into two types: cross-device FL and cross-silo FL [2]. In cross-device FL, clients are usually small distributed entities (e.g., smartphones, wearables, and edge devices), with each having a relatively small amount of local data. Hence, for cross-device FL to succeed, it requires many edge devices to participate in the training process. In cross-silo FL, however, clients are often companies or organizations (e.g., hospitals and banks). The number of participants is relatively small, and each client is expected to participate in the entire training process.

This paper focuses on cross-silo FL, and its practical examples abound. In the medical and healthcare domain, Owkin collaborates with pharmaceutical companies to train models for drug discovery based on highly sensitive screening datasets [3]. FeatureCloud utilizes FL to perform biomedical data analysis (e.g., COVID) [4]. In the financial area, WeBank and Swiss Re cooperatively conduct data analysis and provide financial and insurance services [5].

The success of a global model requires the clients to contribute sufficient data for local model training. In cross-silo FL, however, the training data can be highly-sensitive (e.g., medical records and financial data), and hence the clients may have substantial privacy concerns. Even if FL does not directly expose clients’ local data, recent research has shown that FL can still be vulnerable to various privacy attacks when communicating model parameters [6], [7]. Such potential privacy risks may deter clients from using enough data for training. In fact, a recent study [8] identified the free-rider phenomenon in FL, where clients do not contribute any data in model training but enjoy (i.e., free-ride on) the well-trained global model. These observations motivate the first key question in this paper:

Key Question 1: How to incentivize clients to contribute data for FL training when they have privacy concerns?

To answer Key Question 1, we propose a general incentive framework where the total profit/benefit obtained from the global model can be appropriately allocated to clients to incentivize data contribution. More specifically, after FL terminates, the clients can use the global model to generate some profits/benefits, e.g., via selling it in a model trading market [9], [10], or via selling model-related services to customers [11]. Then, the clients appropriately distribute the total profits according to a predefined mechanism. Intuitively, a plausible mechanism should provide more profits to those who contribute more high-quality data to FL. To this end, we evaluate practical mechanisms that allocate profits based on the evaluation of clients’ contributions to FL, and study their impact on clients’ data contribution decisions at a game-theoretical equilibrium. The equilibrium outcomes shed insights into the design of a desirable mechanism that incentivizes data contribution in cross-silo FL.

Furthermore, in practical cross-silo FL, clients can be highly heterogeneous. First and foremost, different clients may have heterogeneous data qualities [12], [13]. Take medical diagnosis as an example. A hospital with more advanced equipment and better-trained professionals will likely provide cancer diagnosis with higher accuracy. This leads to a training dataset with higher quality (i.e., fewer noisy/wrong labels). Second, companies of different scales are expected to differ in their data capacities (i.e., the available number of local data points), and privacy sensitivities (i.e., the degree that an organization is concerned about privacy leakage). This motivates our second key question:

Key Question 2: How will client heterogeneity (w.r.t. data quality, data capacity, and privacy sensitivity) affect their data contribution decisions and the mechanism design?

To answer Key Question 2, we proceed from both theoretical and empirical perspectives. Theoretically speaking, we first study the existence of an equilibrium and then investigate how the game equilibrium depends on the three-dimensional client heterogeneity. Empirically speaking, we conduct numerical experiments based on CIFAR-10 to validate our theoretical analysis and draw insights on the mechanism design.
The key contributions of this paper are listed as follows:

- We propose a general incentive framework to incentivize data contribution in cross-silo FL. Specifically, the framework appropriately allocates profits to clients based on clients’ contributions to FL (Sec. III).
- We formulate the heterogeneous clients’ interactions as a data contribution game and analyze its equilibrium. Under mild conditions, we prove that an equilibrium exists. Then, we show that each client’s equilibrium data contribution increases in its data quality and data capacity, but decreases in the privacy sensitivity. We further devise a best response algorithm to compute the equilibrium (Sec. IV).
- We conduct numerical experiments using CIFAR-10 and show that the results are consistent with our theoretical analysis. Moreover, we evaluate several popular allocation mechanisms, such as linearly proportional [14], leave-one-out [15], and Shapley value [16]. We show that these mechanisms incentivize high-quality data contribution from clients, in which leave-one-out tends to induce the highest global model accuracy at equilibrium (Sec. V).

We organize the remainder of this paper as follows. We review related work in Section II. We introduce the system model in Section III. We present the game formulation and provide theoretical analysis in Section IV. We show numerical results in Section V. We discuss challenges and opportunities in Section VI and conclude in Section VII.

II. RELATED WORK

Data Quality in FL: Data quality is critical in FL, and there are two major metrics to quantify data quality: label imbalance and label noise. Existing studies focus on the label imbalance issue [17]–[21]. For example, Arhituve et al. [17] proposed personalization approaches to addressing the label imbalance issue. Li et al. [19] used contrastive learning to improve local training.

Our work focuses on the under-explored but equally important issue of label noise in FL. There are some recent relevant studies, e.g., Yang et al. [12] proposed robust aggregation to mitigate label noise. Xu et al. [13] described how to detect noisy labels. Our work takes a novel game-theoretical perspective on how label noise affects FL clients’ strategic data contribution behaviors.

Incentives in FL: In practical FL systems where clients are self-interested and non-altruistic, they may be unwilling to participate/coordinate enough data for model training without adequate incentives. Donahue et al. [22], [23] characterized conditions when clients participate in FL and form stable coalitions. Sim et al. [24] and Xu et al. [25] proposed Shapley-value-based incentive schemes to enhance client collaboration. Fraboni et al. [8] studied the free-riders’ impact on FL, and Zhang et al. [26] devised a repeated game incentive solution to mitigate the free-rider issue.

Perhaps the most relevant work is [27], where authors investigated how clients decide data sampling strategies to satisfy the model accuracy requirement. However, [27] studied two equilibrium concepts (i.e., stable equilibrium and envy-free equilibrium) that are potentially weaker than our considered Nash equilibrium [28]. Further, [27] did not consider the incentive design or incorporate the important feature of data quality (e.g., label noise).

Data Valuation in FL: Our incentive framework is inspired by data valuation in FL. Existing studies along this line focus on either fairness or efficiency (i.e., fast computation) in data valuation [16], [29]–[32]. However, they did not consider the strategicness of clients or the need for equilibrium. Our work studies how data valuation (which corresponds to the profit allocation mechanism) affects the clients’ strategic data contribution decisions.

In summary, we propose the first general incentive framework based on data valuation to incentivize data contribution in cross-silo FL with noisy labels.

III. SYSTEM MODEL

We first introduce a cross-silo FL process with noisy labels in Section III-A, and then present the incentive framework in Section III-B. We model the clients’ decisions and payoff functions in Section III-C.

A. A Cross-Silo FL Process with Noisy Labels

We consider a set $\mathcal{N} = \{1, 2, \ldots, N\}$ of clients (e.g., hospitals) who train a shared global model for an image classification problem with $C$ classes. Each client $n \in \mathcal{N}$ owns a private local dataset $D_n = \{(x_{ni}^i, y_{ni}^i)\}_{i=1}^{p_n}$, with $D_n \triangleq |D_n|$.

In practice, different clients tend to have data with varying qualities, e.g., different label noise patterns [33]. Label noise refers to the mismatch between a ground truth label $y^*$ (e.g., provided by expert annotators) and a different observed label $y$ in a given dataset. Mathematically, label noise can be modeled as a label flipping process, in which each label in class $k \in C$ is mislabeled as class $l \neq k \in C$ with probability $p(y=l|y^*=k)$. Let $\epsilon_n$ denote the label noise/error rate of client $n$, where $\epsilon_n = p(y_{ni}^i \neq k|y_{ni}^* = k)$, $\forall i$. A smaller $\epsilon_n$ implies that client $n$ has data of higher quality (i.e., fewer noisy labels). We denote $\epsilon = \{\epsilon_n\}_{n \in \mathcal{N}}$, and $\epsilon_n$ may vary across clients.

Due to privacy concerns of data leakage, clients may not use all local data $D_n$ for FL. We consider that each client $n$ chooses a subset $S_n \subseteq D_n$ with $S_n \triangleq |S_n|$ for the entire FL process [26], [27] and $s \triangleq \{S_n\}_{n \in \mathcal{N}}$. In cross-silo FL, the clients train a global model represented by $\omega$. Let $l(\omega; (x_{ni}^i, y_{ni}^i))$ denote the loss function for each $(x_{ni}^i, y_{ni}^i) \in S_n$ under $\omega$, and $L_n(\omega)$ denotes client $n$’s expected local loss function averaged over $l(\omega; (x_{ni}^i, y_{ni}^i))$ for all data points in $S_n$. The clients derive the optimal weights $\omega^*$ by minimizing the global loss function $L(\omega) \triangleq \sum_{n \in \mathcal{N}}\sum_{s \in \mathcal{S}_{\mathcal{N}}} s_n \cdot L_n(\omega)$.

To derive $\omega^*$, cross-silo FL proceeds in multiple rounds using, for example, FedAvg [1]. In each round $r$, the clients perform the following three steps. First, clients download the global model $\omega^{r-1}$ generated from the previous round. Second, clients perform local training with $\omega^{r-1}$ over the chosen
dataset via mini-batch SGD [34]. Third, clients derive model updates $\omega^r_n$ and send them to the server for global aggregation, i.e., $\omega^r = \sum_{n \in \mathcal{N}} \sum_{s \in \mathcal{S}_n} x_n s_n r^r_n$. The three-step iteration stops until the global model converges.

B. A General Incentive Framework

As mentioned, due to privacy concerns, cross-silo clients may not contribute sufficient data for FL. To mitigate this issue, we propose a framework where the benefits/profits obtained from the global model can be appropriately allocated to incentivize data contribution. Specifically, let $A(s, \epsilon)$ denote the global model accuracy, which depends on both the clients’ data contribution $s$ and the clients’ data quality $\epsilon$. We assume that the clients can generate a total profit $\Pi(A(s, \epsilon))$ via selling model-related services (e.g., loan interest determination in digital banking [36]). The profit amount $\Pi(A(s, \epsilon))$ is non-decreasing in $A(s, \epsilon)$, meaning that a better model leads to a larger profit. Next, each client obtains a proportion of the total profit based on their contribution to FL, which we explain below.

Consider the mapping $\{s, \epsilon\} \mapsto \{I_n(s, \epsilon)\}_{n \in \mathcal{N}}$ that denotes a general profit allocation mechanism, where $I_n(s, \epsilon)$ is the contribution index of client $n$. Each client $n$ obtains a proportion $g_n(s, \epsilon) = \frac{I_n(s, \epsilon)}{\sum_{n \in \mathcal{N}} I_n(s, \epsilon)}$ of the total profit. The following examples are widely adopted in the literature for profit allocation:

**EGalitarian (EG) [14]:** clients equally share profit, i.e.,

$$I_n^{EG}(s, \epsilon) = \frac{1}{N}. \quad (1)$$

**Linearly Proportional (LP) [14]:** a client’s contribution index is linearly proportional to its data contribution, i.e.,

$$I_n^{LP}(s, \epsilon) = (1 - \epsilon_n)s_n. \quad (2)$$

**Leave-One-Out (LOO) [15]:** Each client $n$’s contribution index is calculated by its marginal contribution to the global model accuracy, i.e.,

$$I_n^{LOO}(s, \epsilon) = A(\{s_i\}_{i \in \mathcal{N} \setminus \{n\}}, \epsilon) - A(\{s_j\}_{j \in \mathcal{N} \setminus \{n\}}, \epsilon). \quad (3)$$

**Shapley Value (SV) [16]:** Shapley value is a celebrated concept in cooperative game theory. It assigns a unique proportion of the total profit via the average marginal contribution made by each client, i.e.,

$$I_n^{SV}(s, \epsilon) = \sum_{\mathcal{S} \subseteq \mathcal{N} \setminus \{n\}} \frac{A(\{s_i\}_{i \in \mathcal{S} \cup \{n\}}, \epsilon) - A(\{s_j\}_{j \in \mathcal{S}}, \epsilon)}{N^{(N-1)}}. \quad (4)$$

Note that 1) the implementation of LP requires the knowledge of $\epsilon_n$, but EG, LOO, and SV do not need such information; 2) while our experiments (Sec. V) use the above mechanisms, our theoretical analysis (Sec. IV) is based on the general framework that goes beyond these mechanisms.

In this paper, we assume that $s_n$, $\forall n$ is known to the server (and the clients). This is a widely adopted assumption in literature (e.g., FedAvg [1] and FedProx [35]) where the server uses $s_n$ to weight the clients’ model updates during global aggregation. The server can also announce this information to the clients [26]. We leave the case where $s_n$ is unknown to future work.

### C. Clients’ Strategy and Payoff

**Client Data Contribution Strategy:** Each client $n$ randomly chooses a subset of local data $S_n \in \mathcal{D}_n$ for local training throughout the entire FL process [27], and we denote $s_n = |S_n| \in [0, D_n]$ as client $n$’s data contribution level.

**Allocated Profit:** Based on the incentive framework, each client $n$ obtains an allocated profit: $g_n(s, \epsilon) \cdot \Pi(A(s, \epsilon))$.

**Privacy cost:** Training with local data incurs privacy costs, especially for clients such as hospitals. For example, an adversary (e.g., a corrupted central server) can infer information of clients’ private training data through uploaded model updates by launching inference attacks and model inversion attacks [7]. Recent studies applied methods such as differential privacy to mitigate this issue, but it causes model accuracy degradation.

We use $C_n^{pri}(s_n) = \mu_n \cdot f(s_n)$ to denote client $n$’s privacy cost, where $\mu_n \geq 0$ represents a client’s privacy sensitivity and $f(s_n)$ increases in $s_n$. Intuitively, if a privacy attack occurs, a client experiences more data leakage (i.e., larger privacy cost) when it uses more data for FL training.

**Computation and Communication Costs:** Cross-silo FL also incurs computational costs (e.g., model training) and communication costs (e.g., uploading/downloading model updates). However, cross-silo clients are companies or organizations who are likely to have strong computational resources (e.g., powerful servers) and reliable communication channels (e.g., high-speed wired connections). Hence, we normalize the computation and communication costs to be zero, as they are less major concerns in cross-silo FL.

**Clients’ Payoff Function:** Each client $n$’s payoff function is defined as the difference between the allocated profit and the privacy cost:

$$U_n(s, \epsilon) = g_n(s, \epsilon) \cdot \Pi(A(s, \epsilon)) - C_n^{pri}(s_n). \quad (5)$$

We summarize the key notations in Table I, where the subscript $n$ corresponds to client $n$.

### IV. GAME FORMULATION AND ANALYSIS

We formulate the clients’ data contribution game in Section IV-A. We analyze the equilibrium existence and properties in Sections IV-B and IV-C, respectively. We devise a best response algorithm to compute equilibrium in Section IV-D.

#### Table I: Key notations.

| Description | Description |
|-------------|-------------|
| $s_n$       | data contribution |
| $\epsilon_n$| label noise rate |
| $D_n$       | data capacity    |
| $\mu_n$     | privacy sensitivity |
| $g_n(s, \epsilon)$ | profit share |
| $C_n^{pri}(s_n)$ | privacy cost |
| $\Pi(A(s, \epsilon))$ | payoff function |

1. We concur that in cross-device FL, however, computation and communication costs can be the bottleneck since edge devices are usually resource-constrained [37].

2. We concur that in cross-device FL, however, computation and communication costs can be the bottleneck since edge devices are usually resource-constrained [37].
A. Game Formulation

Each client strategically chooses its data contribution $s_n$ to maximize its own payoff in (5). Since each client's data contribution affects the global model accuracy and the profit allocated to other clients, the clients interact in a game-theoretical fashion. We model the interactions among the clients as a data contribution game below:

**Game 1. (Data Contribution Game)** The data contribution game among the clients is defined as follows:

- **Players:** the set $\mathcal{N}$ of clients.
- **Strategies:** each client $n$ decides the data contribution level $s_n \in [0, D_n]$ for local model training.
- **Payoffs:** each client $n$ maximizes its own payoff in (5).

We aim to solve the Nash equilibrium (NE) of Game 1, which is a stable outcome as no client can be better off via unilaterally changing its strategy.

**Definition 1. (Nash Equilibrium)** A profile $s^* = \{s^*_n\}_{n\in\mathcal{N}}$ is a Nash equilibrium, if $\forall s'_n \in [0, D_n]$ and $\forall n \in \mathcal{N}$,

$$U_n(s^*_n, s^*_{-n}, \epsilon) \geq U_n(s'_n, s^*_{-n}, \epsilon),$$  

(6)

where $s^*_{-n} = \{s^*_j\}_{j \in \mathcal{N}\setminus\{n\}}$.

At a Nash equilibrium, each client’s strategy is a best response to the strategies of the other clients, i.e., the strategy profile is the fixed point of all clients’ best responses.

B. Equilibrium Existence

We first aim to understand whether an NE of Game 1 exists. We note that, without any assumption of the accuracy function $A(\cdot)$, the profit function $\Pi(\cdot)$, the mechanism $g_n(\cdot)$, and the cost $C^{\text{pri}}_n(\cdot)$, the game analysis is intractable. There may not exist an NE, and in general, characterizing NE is NP-hard [38]. However, under some mild assumptions, we can guarantee the existence of an NE.

**Assumption 1.** $A(s, \epsilon)$ concavely increases in $s_n$, $\forall n$.

Assumption 1 is a widely adopted assumption (e.g., [39], [40]), meaning that more data contribution leads to a smaller improvement in the global model accuracy. Also, our experiments using the CIFAR-10 dataset show that the global model accuracy exhibits a concave increasing trend in the data contribution level (see Fig. 1b in Sec. V-B).

**Assumption 2.** $\frac{\partial^2 g_n}{\partial \sigma^2} \cdot \Pi + 2 \frac{\partial g_n}{\partial \sigma} \cdot \frac{\partial \Pi}{\partial \sigma} + g_n \cdot \frac{\partial^2 \Pi}{\partial \sigma^2} \leq 0$, $\forall n$.

Assumption 2 is a sufficient condition to ensure that a client’s allocated profit concavely increases in its data contribution level. This assumption holds for various practical profit functions (e.g., linear ones) and allocation mechanisms (e.g., egalitarian and sublinear ones) [14].

**Assumption 3.** $C^{\text{pri}}_n(s_n)$ convexly increases in $s_n$, $\forall n$.

Assumption 3 implies that as a client contributes more data in FL training, it will experience more significant increments in privacy cost. It can, for example, model the linear cost function [40], [41], which characterizes the risk associated with the privacy leakage in revealing $s_n$ data points.

With the above assumptions, we show that an NE exists.

**Theorem 1.** Under Assumptions 1-3, there exists a Nash equilibrium of Game 1.

Due to space limitations, we defer all the technical proofs to the supplementary material.

Theorem 1 provides an important result where there exists a stable outcome of clients’ interactions. In practice, clients are expected to play the NE strategies as no client can be better off by unilaterally deviating from the equilibrium.

C. Equilibrium Properties

Having established the NE existence in Theorem 1, we now try to characterize the NE. However, it is still difficult to give a closed-form equilibrium characterization mainly due to the lack of specific function forms for $A(\cdot)$, $\Pi(\cdot)$, $g(\cdot)$, and $C^{\text{pri}}_n(\cdot)$. Nevertheless, we are able to analyze the monotonicity property of the NE.

**Theorem 2.** Under Assumptions 1-3, a client’s equilibrium $s^*_n$ is non-increasing in $\mu_n$ and non-decreasing in $D_n$, $\forall n$.

**Insights:** Theorem 2 has two implications. First, if a client is more privacy sensitive, it will use less data for FL training to reduce privacy costs. Second, having more data corresponds to greater flexibility for decision-making, and a client can choose to contribute more to earn more profits.

Besides Theorem 2, we are particularly interested in how data quality (i.e., $\epsilon$) affects the clients’ equilibrium. To this end, we need to make another mild assumption.

**Assumption 4.** $\forall h \in \{A, \{g_n\}_{n\in\mathcal{N}}\}$, we have

$$\frac{\partial h}{\partial \epsilon_n} \leq 0, \text{ and } \frac{\partial^2 h}{\partial \epsilon_n^2} \leq 0.$$  

(7)

The first inequality in (7) means as a client has a lower data quality (i.e., a larger $\epsilon_n$), the global model accuracy $A$ and the profit share $g_n$ will decrease. The second inequality means that both the accuracy and profit share have a smaller improvement in $s_n$ as a client’s data quality decreases. Our experiments using CIFAR-10 (e.g., Fig. 2b in Sec. V) are consistent with the assumption.

Now, we are ready to characterize the impact of data quality on the clients’ equilibrium behaviors.

**Theorem 3.** Under Assumptions 1-4, each client’s equilibrium $s^*_n$ is non-increasing in $\epsilon_n$.

**Insights:** Theorem 3 implies that as a client has fewer noisy labels (i.e., a smaller $\epsilon_n$), it will use more data for FL. Contributing data of higher quality leads to a better global model and a larger profit share. This incentivizes more high-quality data contributions from clients.

We would like to emphasize the significance and generality of our theoretical results in Theorems 1-3:

- Our results do not rely on any particular function forms of global model accuracy, allocation mechanism, or privacy...
We consider included the codes in the supplementary material. We have equilibrium results (calculated by Algorithm 1) under various experimental setup. In Section V-B, we train FL models quickly, e.g., within ten iterations. Please refer to our supplementary numerical experiments, we find that the algorithm converges rapidly, e.g., within ten iterations. The algorithm proceeds into the next iteration when the absolute difference between the algorithm does not converge, each client terminates when the absolute difference between each client contribution level via solving:

$$s_n(t) = \min \left[ \arg \max_{s_n \in \{1, 2, \cdots, D_n\}} U_n(s_n, s_{-n}(t)) \right].$$

D. Equilibrium Calculation

We present a best response algorithm to calculate NE. The proposed algorithm is given in Algorithm 1, where the clients iteratively update their data contribution levels until the algorithm converges. Let $t \in \mathbb{Z}_+$ denote the iteration index. Each client $n$ starts with an initial decision $s_n^{\text{ini}}$ (Line 1). While the algorithm does not converge, each client $n$ updates its data contribution level $s_n(t)$ based on the best response dynamics (Line 4). Then, after all the clients update their strategies, the algorithm proceeds into the next iteration $t + 1$. The algorithm terminates when the absolute difference between $s_n(t + 1)$ and $s_n(t)$ for all $n \in \mathcal{N}$ is smaller than a predefined threshold $\tau$.

Note that under mild assumptions, we can prove that Algorithm 1 converges to a Nash equilibrium. Also, in all of our numerical experiments, we find that the algorithm converges quickly, e.g., within ten iterations. Please refer to our supplementary material for technical proof and numerical illustrations of the algorithm convergence.

V. NUMERICAL RESULTS

We conduct numerical experiments to validate our assumptions and analysis. Specifically, in Section V-A, we discuss the experimental setup. In Section V-B, we train FL models to validate our assumptions. In Section V-C, we study the equilibrium results (calculated by Algorithm 1) under various practical mechanisms and obtain more insights. We have included the codes in the supplementary material.

A. Experimental Setup

Since the client number in cross-silo FL is usually small, we consider 5 clients who participate in the entire FL process.

We conduct experiments to validate our technical assumptions. In particular, we study how the clients’ data contribution $s$ and data quality $\epsilon$ affect the global model accuracy.

Impact of data contribution on global model accuracy: Fig. 1 plots how the global model accuracy depends on the clients’ data contribution. In the experiments, each client uses a randomly selected dataset with size $s_n \in 10^3 \cdot \{0.1, 0.2, \cdots, 1\}$, and we consider clients have clean labels (i.e., $\epsilon_n = 0$, $\forall n$). We repeat each experiment 5 runs.

In Fig. 1a, we observe that given a communication round (e.g., round 30), the model accuracy increases in the data contribution levels. Further, we observe in Fig. 1b that the global model accuracy exhibits a concavely-like increasing trend in the clients’ data contribution, which is consistent with Assumption 1. In fact, the study in [39] also revealed an accuracy curve that concavely increases in the clients’ data contributions using the MNIST dataset.

Impact of data quality on global model accuracy: Fig. 2 plots how the global model accuracy changes with clients’ data quality. In the experiments, each client uses all local data for FL training, and the clients’ data quality (i.e., wrong label percentage $\epsilon_n$) takes values in $\{0, 0.1, 0.2, \cdots, 0.5\}$. We repeat each experiment 5 times.

In Fig. 2a, we observe that when clients have relatively high-quality data (e.g., $\epsilon_n \in \{0, 0.1\}$), the global model accuracy improves as the FL training proceeds. However, when clients’ data quality degrades (e.g., $\epsilon_n \geq 0.2$), the global model tends to

Algorithm 1 Best Response Update

1: Initialization Let the iteration index be $t = 0$. Each client $n \in \mathcal{N}$ starts with $s_n(t = 0) = s_n^{\text{ini}}$.
2: repeat
3: \hspace{5mm} for each client $n \in \mathcal{N}$ do
4: \hspace{10mm} Best response update: client $n$ updates its data contribution level via solving:
5: \hspace{10mm} $s_n(t) = \min \left[ \arg \max_{s_n \in \{1, 2, \cdots, D_n\}} U_n(s_n, s_{-n}(t)) \right].$
6: \hspace{5mm} end for
7: Update strategy profile: $s(t + 1) \leftarrow s(t)$.
8: Update iteration index: $t \leftarrow t + 1$.
9: until $s(t)$ converges.

We use CIFAR-10 [42] to train FL models using FedAvg. The CIFAR-10 dataset contains 10 classes with $5 \times 10^4$ training data and $10^4$ test data. We uniformly randomly split the training data among the 5 clients and hence $D_n = 10^4, \forall n$. The key hyper-parameters are as follows. We use ResNet-18 [43] as the model structure. We set the local epoch number as 5 and batch size as 64. We set the local and global learning rates to be 0.1 and 1, respectively.

Next, we discuss how we generate data with different qualities. For each client $n$, with a probability $\epsilon_n$, we randomly reassign each data point with a different label (from the remaining 9 classes). As a result, each client’s reassigned dataset statistically has an $\epsilon_n$ proportion of wrong labels compared to the original CIFAR-10 dataset.
Fig. 2: Impact of data quality on global model accuracy.

overfit with more communication rounds. For example, at $\epsilon_n = 0.5$, the global model accuracy begins to decrease after round 15. Deep neural networks (e.g., ResNet) tend to overfit to label noise, and overfitting can escalate in FL where clients’ data are private and distributed [44]. This interesting observation bears important implications on how label noise affects FL, and it calls for FL algorithm improvement to mitigate potential overfitting due to label noise.

In Fig. 2b, we observe that the global model accuracy decreases in $\epsilon_n$. As clients’ data have more noisy labels, the learned global model would have worse performance. Also, an empirical study in [13] found that label noise can degrade the global model performance. These observations are consistent with Assumption 4.

We summarize the key observations in Figs. 1-2 below:

**Observation 1.** (i) The global model accuracy concavity increases in the clients’ data contributions, but it decreases in the wrong label percentage. (ii) The global model tends to overfit when the wrong label percentage is large.

### C. Nash Equilibrium Results

We study how the Nash equilibrium results (calculated by Algorithm 1) depend on the clients’ data quality and privacy sensitivity, followed by the comparison of the four mechanisms (see Eq. (1)-(4)).

**Experimental setup:** In the experiments, we use a linear privacy cost, i.e., $\mathbb{C}^{\text{lin}}(s_n) = \mu_n s_n$ [40]. Note that it is empirically infeasible to construct a tabular correspondence between clients’ data contribution $s$ and the global model accuracy $A(s, \epsilon)$, as this requires FL training for $(D_n)^N = (10^4)^5 = 10^{20}$ times. Instead, we use a surrogate accuracy function, i.e., $A(s, \epsilon) = A(s, 0) - \gamma \sum_{n \in N} \sum_{n \in N} \epsilon_n s_n$, where $A(s, 0)$ represents the model accuracy when clients have clean labels, and the term $\gamma \sum_{n \in N} \sum_{n \in N} \epsilon_n s_n$ characterizes the accuracy loss caused by label noise. The parameter $\gamma$ and the function $A(s, 0)$ are obtained using curve fitting, and in particular, $A(s, 0) = \alpha_1 \log(\alpha_2 \sum_{n \in N} s_n + \alpha_3) + \alpha_4 \sum_{n \in N} s_n + \alpha_5$. Moreover, we use a convex profit function, i.e., $\Pi(A(s, \epsilon)) = \beta_1 A^2(s, \epsilon) + \beta_2$.

It can model the scenario where the total profit increases faster as the global model accuracy improves. For example, one would expect that the profit earned via improving $A$ from 0.9 to 0.95 is greater than improving $A$ from 0.7 to 0.75.

**Impact of data quality:** We first investigate how data quality affects the clients’ equilibrium data contributions $s_n^*$, $\forall n$. To this end, we consider that the clients have the same privacy sensitivity, i.e., $\mu_n = 0.4, \forall n$. Clients have different data qualities, and in the experiments, we set $\epsilon_4 = \epsilon_5 = 0$. We consider that clients 1-3 have the same wrong label percentage and it takes values in the set $\epsilon_1 = \epsilon_2 = \epsilon_3 = \epsilon_4 \in \{0, 0.1, 0.2, 0.3, 0.4, 0.5\}$. Fig. 3 plots how clients’ equilibrium $s_n^*$ depends on $\epsilon_n$.

In Fig. 3, we observe that the data contribution of clients 1-3 (weakly) decreases in the wrong label percentage $\epsilon_n$, $\forall n \in \{1, 2, 3\}$, under all mechanisms. This observation is consistent with Theorem 3. Moreover, in Figs. 3b-3d, we find that clients 4-5 use a no smaller data contribution than clients 1-3. This implies that under the above mechanisms, clients with higher-quality data tend to contribute more to FL. We summarize the observation below:

**Observation 2.** (i) A client’s equilibrium data contribution decreases in its wrong label percentage. (ii) Clients with higher-quality data contribute more to FL at equilibrium.

**Impact of privacy sensitivity:** Next, we investigate how clients’ privacy sensitivity affects the equilibrium data contributions. To this end, we consider that clients have the same data quality $\epsilon_n = 0.1, \forall n$. Clients have different privacy sensitivities, and we set $\mu_4 = \mu_5 = 0.3$. We consider that clients 1-3 have the same privacy sensitivity and it takes values $\mu_1 = \mu_2 = \mu_3 \in \{0.1, 0.3, 0.5, 0.7, 0.9\}$. Fig. 4 plots how clients’ equilibrium $s_n^*$ changes with $\mu_n$.

In Fig. 4, we see that client $n$’s equilibrium data contribution weakly decreases in its privacy sensitivity $\mu_n$, $\forall n \in \{1, 2, 3\}$. This is consistent with Theorem 2. Also, we observe that in Figs. 4c and 4d that clients 4-5 contribute more data than clients 1-3, implying that clients with smaller privacy sensitivity tend to contribute more data at equilibrium. We summarize the observations below:

**Observation 3.** (i) A client’s equilibrium data contribution

...
Individual data contribution decreases in its privacy sensitivity. (ii) Clients with smaller privacy sensitivity contribute more data at equilibrium.

**Comparison of various mechanisms:** We now compare the four profit allocation mechanisms in terms of the clients’ equilibrium data contribution.

First, we observe that EG leads to the same equilibrium solutions for all the parameter settings in Fig. 3 and Fig. 4. EG cannot incentivize clients with high-quality data to contribute, as it always equally splits the total profit. Second, when clients have the same data quality (e.g., Fig. 3a), we observe that LP and SV tend to induce similar data contributions among clients, while LOO leads to an imbalanced client contribution (i.e., clients 3-5 do not contribute). Under LOO, once some clients contribute enough data, they can harvest most of the profits and decentivize other clients to contribute data, leading to imbalanced data contribution at equilibrium. Third, when clients differ in data quality (e.g., Figs. 3b, 3c, 3d), we find that LP, LOO, and SV can incentivize clients with high-quality data to contribute more data than those with lower-quality data. This demonstrates the effectiveness of the three mechanisms in incentivizing high-quality data contribution in FL. We summarize the above key observations as follows:

**Observation 4.** EG cannot incentivize high-quality data contribution, while LP, LOO, and SV incentivize more data contribution from clients with higher-quality data.

To further compare the four mechanisms, we use the equilibrium results (e.g., in Fig. 3 and Fig. 4) to train FL models and present the global model accuracy. Fig. 5 shows how the global model accuracy at equilibrium changes with data quality and privacy sensitivity.

In Fig. 5a and Fig. 5b, we observe that the global model accuracy generally decreases in the wrong label percentage and the privacy sensitivity. As clients have data of lower quality or become more privacy sensitive, they tend to contribute less data, resulting in a worse global model. Furthermore, we find an interesting observation that LOO generally induces the best global model among the four mechanisms. As can be seen in Fig. 3 and Fig. 4, LOO tends to incentivize the most amount of total data contribution albeit from fewer clients with high-quality data (or small privacy sensitivity), leading to the best global model performance. We summarize this observation below.

**Observation 5.** LOO tends to outperform EG, LP, and SV in obtaining a better global model at equilibrium.

**VI. DISCUSSIONS**

Our paper proposes a first general framework to incentivize data contribution in cross-silo FL using profit allocation. However, some unaddressed challenges merit future study.

**Label imbalance:** Our work focuses on label noise in FL and how it affects clients’ strategic data contribution. Another important problem in FL is label imbalance, which has drawn extensive recent research attention. However, its impact on clients’ strategic data contribution is poorly understood. We plan to analyze the incentive design in cross-silo FL with label imbalance, and some preliminary numerical results are given in the supplementary material.

**Data duplication:** We made a widely adopted assumption that the server knows the size of clients’ training dataset $s_i$ (i.e., data contribution). In practice, the server may not know this information, and clients can exaggerate their contributions by data duplication/cloning. We conjecture that mechanisms such as LOO and SV can help detect and decentivize malicious data duplication. Under LOO and SV, training models with duplicated data is expected to make little contribution to the global model accuracy, leading to a small contribution index and profit share. This decentivizes data duplication from clients.

**Optimal mechanism design:** We evaluated our general framework using four widely adopted mechanisms, i.e., EG, LP, LOO, SV. This further motivates the optimal mechanism design that can potentially better incentivize data contribution. It is also interesting to incorporate fairness considerations which are critical in cross-silo settings with medical and financial applications.

**VII. CONCLUSION**

In cross-silo FL, the clients may not contribute enough data for modeling training due to privacy concerns. To address this
issue, we propose a general incentive framework where the profit from the global model can be appropriately allocated to clients to incentivize data contribution. We formulate the interactions among clients as a data contribution game and analyze its equilibrium. We characterize conditions under which an equilibrium exists, and prove that the client’s equilibrium data contribution increases in its data quality but it decreases in its privacy sensitivity. We further conduct numerical experiments using CIFAR-10 and show that the results are consistent with our analysis. Moreover, we find that practical allocation mechanisms such as linearly proportional, leave-one-out, and Shapley-value can incentivize more data contribution from clients with higher-quality data, in which leave-one-out tends to generate the highest global model accuracy.
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