CONFORMAL FIELD THEORIES AS SCALING LIMIT OF ANYONIC CHAINS
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ABSTRACT. We provide a mathematical definition of a low energy scaling limit of a sequence of general non-relativistic quantum theories in any dimension, and apply our formalism to anyonic chains. We formulate [Conjecture 4.3] on conditions when a chiral unitary rational (1+1)-conformal field theory would arise as such a limit and verify the conjecture for the Ising minimal model $M(4,3)$ using Ising anyonic chains. Part of the conjecture is a precise relation between Temperley-Lieb generators $\{e_i\}$ and some finite stage operators of the Virasoro generators $\{L_m + L_{-m}\}$ and $\{(L_m - L_{-m})\}$ for unitary minimal models $M(k+2,k+1)$ in [Conjecture 5.5]. Assuming [Conjecture 4.3], most of our main results for the Ising minimal model $M(4,3)$ hold for unitary minimal models $M(k+2,k+1), k \geq 3$ as well. Our approach is inspired by an eventual application to an efficient simulation of conformal field theories by quantum computers, and supported by extensive numerical simulation and physical proofs in the physics literature.
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Quantum field theory (QFT) is arguably the best experimentally tested model of Nature, yet its mathematically rigorous formulation is far from clear as exemplified by the Yang-Mills existence and mass gap millennium problem (recently Seiberg articulated that QFT is not even mature physically [48]). Besides the intrinsic beauty of a mathematical formulation, a mathematical definition will provide the missing foundation for proving the conjecture that all theoretically physical QFTs can be efficiently simulated by quantum computers. The circuit model of quantum computing is based on quantum mechanics, but it was stated explicitly as a conjecture in [14] that QFTs would not provide extra computational power beyond quantum mechanics as suggested by the efficient simulation of (2+1)-topological quantum field theories (TQFTs) [15]. Quantum estimate of scattering probabilities in massive scalar quantum field theories also supports such an extended quantum polynomial Church thesis [34] if the convergence of lattice models to the continuum is addressed mathematically. Our approach to a potential quantum simulation of rational (1+1)-conformal field theories (CFTs) would follow closely the efficient quantum simulation of TQFTs in [15] using the functorial definitions of TQFTs and CFTs. An important difference between TQFTs and CFTs is that, while TQFTs being realized as gapped quantum systems, CFTs represent universality classes of gapless critical phases. Our program seems to be a first attempt towards a quantum simulation of gapless QFTs mathematically.

While the efficient simulation of CFTs is not addressed in detail in this paper, the approach to CFTs here is inspired by this eventual application as outlined in the last section. How to represent CFTs on quantum computer is already a challenging problem. The main issues that we are addressing in this paper are the algorithmic convergence of finite lattice theories to the continuum limit with an emphasis on the convergence of observables as an algebra, and hidden localities of CFTs with respect to both space and energy as required by a quantum simulation. Another closely related motivation is to study CFTs based on the significant new insights of TQFTs from their applications to topological phases of matter. From this angle, our paper is a second possible answer to the question how to recover a chiral CFT or vertex operator algebra (VOA) from a TQFT or modular tensor category (MTC) (another one in [51]). Our anyonic chain approach to chiral CFTs should encompass all other formulations such as VOAs and local conformal nets (LCNs) as anyonic chains (ACs) are finite versions of microscopic models of CFTs, and
we succeed in proving that the algebra of local observables in VOAs and LCNs for unitary minimal models (assuming Conjecture 4.3 beyond Ising) can be recovered from our formalism.

CFTs and TQFTs are exemplars of QFTs that both have rigorous mathematical formulations and important mathematical and physical applications such as in the monster Moonshine conjecture, critical statistical mechanics models and topological phases of matter, respectively. CFTs and TQFTs are closely related to each other first by the bulk-edge correspondence as in the fractional quantum Hall effect, and secondly their algebraic data, VOAs and MTCs respectively, are conjectured to be Tannaka-Krein dual to each other (see [51] and the references therein). The bulk-edge correspondence and Tannaka-Krein duality suggest the possibility that VOAs can be reconstructed from MTCs as a generalization of the reconstruction of compact groups from symmetric fusion categories.

Besides unitarity, locality is a salient feature for any physical QFT. Since TQFTs are low energy effective theories, their locality is not intrinsic and usually hidden. For example, in the Witten-Chern-Simons (WCS) modeling of the fractional quantum Hall liquids, the WCS theory is an effective description for the emergent anyons, it follows that locality of WCS TQFTs should be derived from that of the underlying electron systems. The simulation of TQFTs in [15] uses a hidden locality given by pairs of pants decomposition of the space surfaces. Similarly, there are no intrinsic infinite degrees of freedom for a CFT to define locality.

Anyons are modelled by simple objects in unitary MTCs. ACs are the anyonic analogues of quantum Heisenberg spin chains investigated purely as an academic curiosity [9]. ACs’ conceptual origin can be traced back at least to Jones’ Baxterization of braid group representations and his idea of generalized spin chains regarding "spins" as something each with a large algebra of observables at sites and being tensored together with generalized tensor products such as Connes fusion (see section 4 of [30].) In the scaling limit, ACs are exactly solvable but not known to be rigorously solvable mathematically [9, 43]. We reverse the logic in this paper to regard ACs as localization of CFTs, thus provide a space locality for VOAs. Our philosophy, as inspired by algorithmic discrete mathematics, is that instead of using ACs to approximate VOAs, VOAs serve as good approximations of sufficiently large finite ACs in their low energy spectrum.

Our limit of a sequence of quantum theories \(\{ (W_n, H_n) \} \) will be dictated by both space and energy localities. The Hilbert space \(W\) of a quantum theory has two important bases: the basis \(B_S\) encoding the spacial locality, and the basis \(B_E\) of energy eigenstates of \(H\). The two bases will be referred to as space basis and energy basis, respectively. Operators can be local with respect to one of the two bases, but there is a tension of locality with respect to both bases. To define a limit of the sequence of quantum theories \(\{ (W_n, H_n) \}\), embedding the Hilbert space \(W_n\) into \(W_{n+1}\) is the first step. Which locality of space and energy is preserved by the embedding leads to different notions of limit. We will construct the scaling limit of a sequence of quantum theories \(\{ (W_n, H_n) \}\) from their low energy behaviors when the lattice sizes go to zero, therefore we preserve energy locality. Preservation of space locality will lead to the thermodynamic limit.
Besides the Hilbert space and Hamiltonian, another essential feature of any quantum theory is the algebra of observables. Since our quantum theories are non-relativistic, time needs to be addressed separately. The algebra structure of observables encodes consecutive measurements as multiplication, hence somewhat reflects time in the limit. As noted above, our formulation of scaling limit will have everything that can be computed using some limit of physical objects. Compared to other well-established formulations of chiral CFTs such as VOAs following Wightman’s axioms, and LCNs, our scaling limit results in a much bigger set of observables. In fact, we will show, in the case of Ising anyonic chain, the resulting observables contain a subset corresponding to smeared fields (or Wightman’s) observables $\phi(f)$, a subset corresponding to bounded observables of LCN and a subset corresponding to observables in the VOA $M(4, 3)$. We conjecture the same holds for all unitary minimal models $M(k + 2, k + 1)$ for $k \geq 3$.

An important desideratum of our scaling limit is finitely complete and accessible in the sense that any sequence that should have a limit indeed has one in the scaling limit, and anything in the scaling limit is a limit of some sequence. So the theory in the limit should be completely describable by the sequence of finite theories and there should be no extra object that is not some limit of finite objects. Our scaling limits VOA $\mathcal{V} = \bigoplus_{n=0}^{\infty} \mathcal{V}_n$ should be regarded as computable using the AC approximations. Philosophically, such VOAs $\mathcal{V} = \bigoplus_{n=0}^{\infty} \mathcal{V}_n$ from ACs categorify computable integral sequences such that each vector space $\mathcal{V}_i$ serves as a categorification of the integer $\dim \mathcal{V}_i$.

1. PRELIMINARIES AND OUTLINE OF MAIN RESULTS

First we recall the notion of a VOA, which we regard as the mathematical definition of a chiral CFT ($\chi$CFT), along with Wightman’s observables, local conformal nets (LCNs), and finally, anyonic chains (ACs). Then we outline our results. While the results on Ising ACs are interesting, our most important contribution of the paper is a framework for addressing the reconstruction of CFTs from MTCs, and the potential simulation of CFTs by quantum computers. Note that full CFTs can be constructed from a nice $\chi$CFT with a choice of an indecomposible module category over its representation category [47]. In the following, CFTs will mean $\chi$CFTs, but there are a few cases where a CFT can be interpreted either as a chiral or full one.

A VOA is mathematical axiomatization of the chiral algebra of a CFT. The vertex operator $Y(a, z)$ implements the state-operator correspondence of CFTs. They are the field operators which insert the state $a$ at a space-time point $z = 0$ with a small neighborhood locally parameterized by $z$. VOA is our preferred framework for our discussion on CFTs. Other frameworks for CFTs such as LCNs will also be discussed at times.

The notations and definitions for VOA follow closely those of [36].

1.1. Vertex operator algebra.

Let $\mathbb{N}_0$ be the set of non-negative integers. Consider an $\mathbb{N}_0$-graded $\mathbb{C}$-vector space $\mathcal{V} = \bigoplus_{n=0}^{\infty} \mathcal{V}_n$, where the weight spaces $\mathcal{V}_n$ satisfy $\dim \mathcal{V}_n < \infty$, equipped with a
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linear map called the vertex operator,

\[ Y(\cdot, z) : \mathcal{V} \to \text{End}(\mathcal{V})[[z, z^{-1}]], \quad Y(v, z) = \sum_{n \in \mathbb{Z}} v_n z^{-n-1}, \]

where \( v_n \in \text{End}(\mathcal{V}) \) are called the mode operators of \( v \). The mode operators satisfy

\[ v_n u = 0, \text{ for all } v, u \in \mathcal{V} \text{ and } n \text{ sufficiently large}. \]

As a different notation, which will be motivated later, for a homogeneous vector \( v \) in some weight space with weight \( \text{wt} \, v \), we can shift the index to obtain

\[ Y(v, z) = \sum_{n \in \mathbb{Z}} y(v)_n z^{-n-\text{wt} \, v}, \]

where \( y(v)_n = v_{n+\text{wt} \, v-1} \).

Further, there are two distinguished vectors, the vacuum \( 1 \in \mathcal{V}_0 \) and the conformal or Virasoro vector \( \omega \in \mathcal{V}_2 \).

The vacuum vector satisfies \( Y(1, z) = \text{id}_{\mathcal{V}} \) and the creation property holds

\[ Y(v, z)1 = v + \ldots \in \mathcal{V}[[z]], \]

giving the operator-state or field-state correspondence \( \lim_{z \to 0} Y(v, z)1 = v \) when we replace the indeterminate \( z \) with a complex number. That is why we may sometimes use the expression “conformal field” which is the field associated to the conformal vector \( \omega \) and we may also sometimes use the word field while actually meaning the vector (this will be clear from the context).

On the other hand, the Virasoro vector \( \omega \) gives us the modes and field

\[ \omega_{n+1} = y(\omega)_n = L_n, \quad Y(\omega, z) = \sum_{n \in \mathbb{Z}} L_n z^{-n-2}, \]

where the \( L_n \)'s generate the Virasoro (lie) algebra with relations

\[ [L_n, L_m] = (n - m)L_{n+m} + \frac{c}{12} n(n^2 - 1) \delta_{n+m,0} \cdot \text{id}_{\mathcal{V}}, \forall m, n \in \mathbb{Z}, \]

where the constant \( c \) is called the central charge (also called rank \( \mathcal{V} \)). The grading of \( \mathcal{V} \) is the spectral decomposition of \( L_0 \), so \( L_0 v = \text{wt} \, v \) for any homogeneous \( v \in \mathcal{V}_n \). A homogeneous vector \( v \) is quasi-primary if \( L_1 v = 0 \) and it is primary if \( L_n v = 0, \forall n > 0 \). We also have the translation property

\[ \frac{d}{dz} Y(v, z) = Y(L_{-1} v, z), \]

where the left side is the formal derivative of a Laurent series.

Finally, for all \( a, b \in \mathcal{V} \), there exists \( k \in \mathbb{N}_0 \) such that

\[ (z_1 - z_2)^k [Y(a, z_1), Y(b, z_2)] = 0 \text{ (locality condition)}. \]

Evidently, we are defining products of vertex operators using formal series. This finishes the description of vertex operator algebra.

**Definition 1.** The tuple \( (\mathcal{V}, Y, 1, \omega) \) with the above properties is called a vertex operator algebra (VOA).
There are some immediate implications of the above axioms. For any two homogeneous vectors \( u, v \in V \),
\[
\text{wt } (y(v)_n u) = \text{wt } u - n.
\]

The locality axiom implies (the Jacobi or) the Borcherds identity, which can be formulated as
\[
\text{Res}_{z_1-z_2}(Y(Y(a, z_1-z_2)b, z_2)(z_1-z_2)p_{z_2-z_1}(z_2+(z_1-z_2))q) = \\
\text{Res}_{z_1}(Y(a, z_1)Y(b, z_2)p_{z_2}(z_1-z_2)q_0) - \text{Res}_{z_2}(Y(b, z_2)Y(a, z_1)p_{z_2-z_1}(z_1-z_2)q_0).
\]

In the above expression, \( \text{Res}_z f(z) \) is the coefficient of \( z^{-1} \) in \( f(z) \). \( \epsilon_{z_1-z_2} f(z_1, z_2) \) is the series expansion of \( f(z_1, z_2) \) in the domain \( |z_1| > |z_2| \). As an equivalent formulation:
\[
\sum_{j=0}^{\infty} \binom{p}{j} (a_{q+j}b)_{p+k-j}c = \sum_{j=0}^{\infty} (-1)^j \binom{q}{j} a_{p+q-j}b_{k+j}c \\
- \sum_{j=0}^{\infty} (-1)^j q \binom{q}{j} b_{q+k-j}a_{p+j}c, \quad a, b, c \in V, p, q, k \in \mathbb{Z}.
\]

The next objects to discuss are the admissible modules of a VOA. A module has a structure similar to that of a VOA and some compatibility properties with the VOA. We will focus on irreducible modules.

An irreducible admissible module \((A, Y_A)\) for a VOA \((V, Y, 1, \omega)\), is an \( \mathbb{N}_0 \)-graded vector space \( A \) with a linear map
\[
Y_A(\cdot, z) : V \rightarrow \text{End}(A[[[z, z^{-1}]]]) , \quad Y_A(v, z) = \sum_{n \in \mathbb{Z}} v^n_z z^{-n-1},
\]
where \( v^n_z \) are the mode operators of \( v \) and \( \omega^n_1 = L_{A,0} \) gives the weights in the module, which are eigenvalues of \( L_{A,0} \), with the following difference
\[
\forall a \in A_n, \quad L_{A,0} a = (\alpha + n) a, \quad \text{for some unique } \alpha \text{ depending on } A.
\]

The unique conformal or highest weight \( \alpha \) gives the grading
\[
A = \bigoplus_{n \in \mathbb{N}_0} A_n.
\]

\( A_0 \) is called the top-level and \( A_n \) the \( n \)-th level of module \( A \). Lastly, there is an analogous notation of \( y(v)_n \) for a homogeneous vector \( v \in V \),
\[
Y_A(v, z) = \sum_{n \in \mathbb{Z}} y_A(v)_n z^{-n-\text{wt } v},
\]
where \( y_A(v)_n = v_{n+\text{wt } v-1} \) and for any two homogeneous vectors \( u, v \in V \),
\[
\text{wt } (y_A(v)_n u) = \text{wt } u - n.
\]

The vertex operator and the modes \( L_{A,n} \) of \( Y_A(\omega, z) \) satisfy all the axioms of a VOA (\( A \) should be seen as a representation of a VOA), except the creativity property. Locality holds and more importantly for us, Borcherds identity also holds.
in this case with the obvious necessary change $c \in A$. The sub(superscript) $A$ will be dropped from the operators involved as it will be clear from the context.

In this paper, the weight spaces need to be finite dimensional. Moreover, the condition $C_2$--co-finiteness is imposed on the VOAs. This means the space $C_2 = \text{span}\{u_2 v \mid u, v \in V\}$ has finite co-dimension $C_V = \dim V/C_2$. Then, a result \cite[(27)]{36} on the growth of the dimension of the weight spaces of an irreducible module $A$ follows

$$\dim A_n \leq (\dim A_0) \cdot e^{2\pi \sqrt{C_V n / 6}},$$

where $C_V = \dim V/C_2$. This at most exponential growth is necessary if an approach to simulation requires a truncation of energy up to some $N$, where one can not afford more than polynomially many qubits to be used to simulate the vector space.

Finally, the character for a module $A$ is defined as

$$\text{char}(A) = \text{Tr}_{A}(q^{L_0 - c_2}) = \sum_{n \in \mathbb{N}_0} \dim(A_n) q^{n+h-c/24}.$$

An important class of VOAs consists of the unitary minimal models (UMMs) introduced in the next section. A UMM $V$ satisfy many properties such as being CFT-type, i.e. $V_0 = \mathbb{C}1$, or in other words only the vacuum has energy zero. Also, $V$ is rational, i.e. every admissible $V$-module is a direct sum of irreducible $V$-module. Last but not least, $V$ is unitary (as explained below). As a convention, the expression CFT or chiral CFT or full CFT, will be referring to a VOA with the described properties.

For us, a unitary VOA has some a positive definite Hermitian form $(\cdot, \cdot)_V : V \times V \to \mathbb{C}$ with respect to which one can define adjoint of mode operators. Specifically, $L_n^\dagger = L_{-n}$. One can similarly define unitary modules: a positive definite $(\cdot, \cdot)_A : A \times A \to \mathbb{C}$ with respect to which $L_n^\dagger = L_{-n}$. Using the Hermitian form, one can define a norm in the obvious way and get the completion of a graded unitary module (which includes $V$ itself). They will be represented by $A$. For a complete definition of a unitary VOA, see \cite{36}.

Next, to describe a full CFT, we will focus only on full diagonal CFTs. The description here will not be completely elaborate as full CFTs are not discussed much in our work. Only the essential concepts will be mentioned in simple terms. Consider a chiral CFT with the restrictions imposed earlier. The idea is to take any irreducible module coupled with the contragredient module (which, assuming e.g. unitarity, is isomorphic to the module itself) and consider the Hilbert space it gives after completion

$$\mathcal{H} = \bigoplus_{\text{irreducible modules}} A_i \otimes A_i^\prime,$$

where $A_i^\prime$ is the contragredient module of $A_i$. The contragredient module $V'$ is defined as the linear functionals that vanish except on finitely many of the weight spaces, in other words

$$V' = \bigoplus_{n \in \mathbb{N}_0} V_n'.$$
and it can be given a $V$-module structure. In the case of minimal modules, this means another isomorphic (as $V$-module) copy of the module itself.

The vacuum vector $1 = 1_L \otimes 1_R$ and the conformal vector $\omega = \omega_L \otimes 1_R + 1_L \otimes \omega_R$ are defined in the obvious way using the left (and right) vacuum $1_L(1_R)$ and left (and right) conformal vector $\omega_L(\omega_R)$. The Virasoro mode operators are defined accordingly as

$$L_n = L_n + \mathcal{L}_n,$$

where the first term is the $n$-th Virasoro mode for the chiral copy and the second, for the antichiral copy. Primary fields are accordingly defined as those $a \in \mathcal{H}$ that satisfy

$$L_n a = 0, \forall n > 0.$$

Introducing the analog of vertex operator $Y(\cdot, \cdot)$ for the full CFT requires us to describe what intertwiners are, but we will only need to introduce the conformal field, which is

$$Y(\omega, (z, \bar{z})) = \sum_{n \in \mathbb{Z}} L_n z^{-n-2} + \mathcal{L}_n \bar{z}^{-n-2}.$$

1.2. Unitary minimal models and Ising CFT.

A special class of VOAs are the highest weight representations of the Virasoro algebra with central charge $c < 1$ that are unitary. These highest weight representations can be completely characterized by their central charge, which form a discrete series $c = 1 - \frac{6}{(k+1)(k+2)}$ for $k \geq 2$.

These VOAs $M(k+2, k+1)$, called the unitary minimal models (UMMs), can be constructed as cosets $\frac{SU(2)_k \times SU(2)_1}{SU(2)_{k+1}}$ and have central charge $c = 1 - \frac{6}{(k+1)(k+2)}$ for $k \geq 2$. We will refer to $M(k+2, k+1)$ as the UMM at level $k$ (of $SU(2)_k$). They have finitely many irreducible modules determined by their conformal weights

$$h_{r,s} = \frac{((k+1)r - (k+2)s)^2 - 1}{4(k+1)(k+2)}, \quad 1 \leq r \leq k+1, 1 \leq s \leq k.$$

Hence, due to the symmetry $h_{k+2-r,k+1-s} = h_{r,s}$, there are $\frac{k(k+1)}{2}$ many irreducible modules. In particular, the Ising CFT has central charge $\frac{1}{2}$ corresponding to level $k = 2$ (see [12] for more on minimal models, and [12] and particularly the notes [24] for the Ising CFT).

The chiral Ising CFT has 3 irreducible modules with conformal weights $h_{1,1} = 0$ (the VOA $X_0$ itself with the vacuum field $1$), $h_{2,1} = \frac{1}{2}$ (the module $\chi_{\frac{1}{2}}$ corresponding to the free Fermionic field $\psi$), $h_{3,1} = \frac{1}{16}$ (the module $\chi_{\frac{1}{16}}$ corresponding to the spin field $\sigma$).

In the Ising CFT, the fusion rules are as follows:

$$\chi_{\frac{1}{2}} \otimes \chi_{\frac{1}{2}} = \chi_0$$

$$\chi_{\frac{1}{16}} \otimes \chi_{\frac{1}{16}} = \chi_{\frac{1}{2}} \oplus \chi_0$$

$$\chi_{\frac{1}{2}} \otimes \chi_{\frac{1}{16}} = \chi_{\frac{1}{16}}$$
and of course anything fused with $\chi_0$ becomes itself. These fusion rules correspond to three different free fermionic fields

$$\psi_\frac{1}{2}(z) = \sum_{n\in\mathbb{Z}} z^{-(n-1)} \Psi_{n-\frac{1}{2}}$$

$$\psi_\frac{1}{2}(z) = \psi_0(z) = \sum_{n\in\mathbb{Z}} z^{-n} \Psi_{n-\frac{1}{2}}$$

$$\psi_\frac{1}{16}(z) = \sum_{n\in\mathbb{Z}} z^{-n} \Psi_n,$$

where $\psi_j : \chi_i \to \chi_j$. The first two sets of mode operators above are the same, giving us the Fermionic algebra generated by $\{\Psi_{n-\frac{1}{2}}\}_{n\in\mathbb{Z}}$ satisfying the anticommutative canonical relations (ACR)

$$\{\Psi_k, \Psi_{k'}\} = \delta_{k+k',0},$$

and their actions satisfy the conjugacy relation

$$\Psi_k = (\Psi_k)^\dagger.$$

The third set generated by $\{\Psi_n\}_{n\in\mathbb{Z}}$ are also another version of the Fermionic algebra where, this time, the modes are integers and they satisfy the same properties:

$$\{\Psi_k, \Psi_{k'}\} = \delta_{k+k',0}, \quad \Psi_k = (\Psi_k)^\dagger.$$

The first algebra generates $\chi_0$ and $\chi_{\frac{1}{2}}$ by acting on the vacuum 1. Indeed, the vectors

$$\{\Psi_{-k_r}, \ldots, \Psi_{-k_1}, 1| k_1 < \ldots < k_r, \ k_i \in \mathbb{N} - \frac{1}{2}\},$$

with corresponding weight $\sum k_i$, give an orthonormal basis for $\chi_0 \oplus \chi_{\frac{1}{2}}$, hence giving the character

$$q^{-\frac{1}{24}} \prod_{n=1}^{\infty} (1 + q^{n-\frac{1}{2}}).$$

As a matter of convenience, the factor $q^{-\frac{1}{24}} = q^{-\frac{1}{24}}$ will sometimes get dropped. Obviously, the part of which has powers of $q$ in $\mathbb{N} - \frac{1}{2}$ corresponds to $\chi_{\frac{1}{2}}$ and the rest with powers of $q$ in $\mathbb{N}_0$ corresponds to $\chi_0$. The second algebra $\{\Psi_n\}_{n\in\mathbb{Z}}$ generates $\chi_{\frac{1}{16}}$ in a similar way; the orthonormal basis

$$\{\Psi_{-k_r}, \ldots, \Psi_{-k_1}, |0\} |\frac{1}{16}\rangle | 0 < k_1 < \ldots < k_r, \ k_i \in \mathbb{N},$$

where $|\frac{1}{16}\rangle$ is the highest weight vector, or the vector at the top level satisfying $L_0 |\frac{1}{16}\rangle = |\frac{1}{16}\rangle |\frac{1}{16}\rangle$. The corresponding weight is naturally $\sum k_i$. Notice that $|\frac{1}{16}\rangle$ is sent to a scalar multiple of itself by $\Psi_0$. The character is

$$\text{char}(\chi_{\frac{1}{16}}) = q^{\frac{1}{16} - \frac{1}{24}} \prod_{n=0}^{\infty} (1 + q^n).$$
Although not mentioned, but from the above description, it is clear what the Hermitian form should be. The formulae for $L_n$s are well-known [24] and will be derived in the appendix.

As a final note, the Ising full CFT is

$$\mathcal{H} = \chi_0 \overline{\chi}_0 + \chi_1 \overline{\chi}_1 + \chi_1^{16} \overline{\chi}_1^{16},$$

with the corresponding operators $\mathbb{L}_n$, which will be derived using the formulae for $L_n$s.

1.3. **Wightman’s observables and local conformal nets.**

In addition to VOA, we will also work with observables coming from LCNs and Wightman’s axioms. One of the objectives of this work is to obtain the fields in the scaling limit and prove that products of fields are also in the scaling limit, hence obtaining a “scaling limit of algebras”. Only the observables (or fields) in each framework will be defined. As we shall see, observables are related to the fields $Y(a, z)$ we have been using so far. For this section, the definitions and facts follow those of [6].

So far, the observables or fields that are point-like have been described; the insertion of the field is exactly at a point. Other types of observables that can be derived formally from these are called smeared field operators or Wightman’s observables. Taking some function $f \in C^\infty(S^1)$, define formally

$$Y(a, f) := \oint Y(a, z) f(z) \frac{dz}{2\pi i z} = \sum_{n \in \mathbb{Z}} \hat{f}_n Y(a)_n,$$

where $\hat{f}_n$s are the Fourier coefficients of $f$. As $f$ is smooth, it is known that its Fourier coefficients will be rapidly decreasing:

$$\forall k, \exists N_k \text{ such that } \forall |n| \geq N_k \implies |\hat{f}_n| \leq \frac{1}{n^k}.$$

In order to have truly a linear operator defined on $\mathcal{V}$ (before taking its completion), an energy bound on the mode operators is needed

$$||Y(a)_n b|| \leq C_a (|n| + 1)^{r_a} ||(L_0 + 1)^{s_a} b||, \forall b \in \mathcal{V}$$

where the constants $C_a, r_a, s_a > 0$ dependent on $a$, and the norm is given by the unitary structure. If the above inequality holds, then one easily observes that

$$||Y(a, f)b|| \leq C_a ||f||_{r_a} ||(L_0 + 1)^{s_a} b||,$$

where the $r_a$-norm of $f$ is defined as

$$||f||_{r_a} = \sum_n |\hat{f}_n| (|n| + 1)^{r_a}.$$

As it will be observed in section 4, the correlation function $F^0$ using the smeared formalism can be defined as

$$F^0((a_1, f^{(1)}), \ldots, (a_k, f^{(k)}), u, v) := (u, Y(a_1, f^{(1)})Y(a_k, f^{(k)}))v), \quad f^{(i)} \in C^\infty(S^1).$$
where the fields \( a_i \) satisfy an energy bound and \( u, v \in \mathcal{V} \). The correlation function for smeared fields on a full CFT is defined similarly, but we will defer that to section 4 since this will be used in a very restricted case.

For the UMMs, all \( y(a)_n \) are energy bounded. The most important field for us is the conformal smeared field \( Y(\omega, f) \) which is denoted by

\[
L(f) = \sum_{n \in \mathbb{Z}} \hat{f}_n L_n.
\]

For all UMMs, it can be shown that \( L_n \) satisfies the energy bound

\[
||L_n b|| \leq \sqrt{\frac{c}{2}}(|n| + 1)^\frac{3}{2}||(L_0 + 1)b||,
\]

giving as a result

\[
||L(f)b|| \leq \sqrt{\frac{c}{2}}||f||\frac{3}{2}||(L_0 + 1)b||.
\]

The next observables are the ones coming from the LCN picture of CFT. Only the most relevant features of this framework shall be discussed. Denote by \( \mathcal{I} \) the family of proper intervals of \( S^1 \). A net \( \mathcal{A} \) of von Neumann algebras on \( S^1 \) is a map that associates a von Neumann algebra \( \mathcal{A}(I) \subset B(\mathcal{H}) \) for some fixed Hilbert space \( \mathcal{H} \). These nets should be local in the sense that for \( I_1, I_2 \in \mathcal{I} \) with \( I_1 \cap I_2 = \emptyset \),

\[
[A(I_1), A(I_2)] = \{0\},
\]

and they satisfy isotony,

\[
I_1 \subset I_2 \implies \mathcal{A}(I_1) \subset \mathcal{A}(I_2).
\]

In the case of UMMs, and more generally unitary Virasoro VOAs, taking the Hilbert space to be any irreducible module of conformal weight \( h \),

\[
\mathcal{A}(I) = \{ e^{iL(f)} | f \in C^\infty(S^1), \text{supp}(f) \subset I \}'' \quad (\text{see [45]})
\]

So \( \mathcal{A}(I) \) is the double-commutant of the algebra generated by the unitary operators \( e^{iL(f)} \) associated to functions with support inside \( I \). The double-commutant theorem implies that the strong (or weak limit) of the algebra generated by \( e^{iL(f)} \)'s is also \( \mathcal{A}(I) \), a fact that will be used later in section 4.2.

1.4. Anyonic chains.

Though ACs are closely related to and inspired by spin chains, there are some fundamental differences between them. The most salient difference touches on the trade-off between explicit locality and unitarity in QFTs. Spin chains implement locality explicitly by attaching local state spaces to each site, while the Hilbert spaces of ACs do not have such explicit tensor product decomposition. In general, it is harder to obtain unitary interacting exactly solvable spin chains with CFT scaling limits, while such examples of ACs are ubiquitous [9]. This phenomenon is related to the localization of braid group representations, where finite order unitary \( R \)-matrices are very rare [45].
This section follows the exposition of anyonic chains (ACs) in \[23, 9\]. An AC is a periodic or open (with boundary condition) chain, along which pairwise interactions occur between quasi-particles (the anyons), e.g. the generalized spin $j$ anyons of $SU(2)_k$. The chain is usually presented along a straight path if it is non-periodic and as a loop if it is periodic. We will also put the nonperiodic chain along the upper half-circle (Figure 1) as this picture will be used in section 4.2 to relate the AC to LCN. The channel between each two anyons provides the means for fusion. A boundary condition $(a, b)$ means $x_1 = a$ and $x_L = b$. Each admissible fusion path has to satisfy the fusion rules of $SU(2)_k$:

$$j_1 \otimes j_2 = |j_1 - j_2| \oplus (|j_1 - j_2| + 1) \oplus \ldots \oplus \min\{j_1 + j_2, k - j_1 - j_2\}.$$ 

All admissible fusion paths form an orthogonal basis of a Hilbert space where the inner-product comes from the diagram calculus of the unitary MTC $SU(2)_k$. An important observation is that generally for all $j$ and $k$, the resulting Hilbert spaces do not have a tensorial structure, though the case of Ising AC does have one. We specialize to the case $j = \frac{1}{2}$, where the spin-$\frac{1}{2}$ chain is given a Hamiltonian. The motivation of all these settings could be seen as a generalization of the Heisenberg model \[23\]. In the Heisenberg model, there exist a spin-spin nearest neighbor interaction given by the term

$$\vec{S}_i \cdot \vec{S}_{i+1} = P^1_i - \frac{3}{4} I_i = -P^0_i + \frac{1}{4} I_i,$$

where $P^s_i$ is the projection onto the total spin $s$ channel of two spins $\vec{S}_i$ and $\vec{S}_{i+1}$. This leads to the following Hamiltonian

$$H = J \sum_j P^0_j,$$
where $J$ determines if the chain is antiferromagnetic ($J = -1$) or ferromagnetic ($J = 1$). In order to generalize this, we first need to define the projection onto the total spin using the so called $F$-move in Fig. 2.

The next step would be to project onto the desired fusion which is $0$—the vacuum—and go back to the previous basis of fusion path by applying the inverse of the $F$-move ([23, Fig. 2],[9, Fig. 1(c)]):

$$H = \sum_{i=1}^{L-1} F_i^{-1} P_i^0 F_i,$$

where the antiferromagnetic coupling $J = -1$ has been chosen in order to obtain UMMs in the scaling limit. In the case of spin-$\frac{1}{2}$ chain, letting $d = 2 \cos(\frac{\pi}{k+2})$, the quantum dimension of $\frac{1}{2}$ is determined by the $S$-matrix entries of the MTC

$$F_i^{-1} P_i^0 F_i = \frac{1}{d} X_i \Rightarrow H = \frac{1}{d} \sum_{i=1}^{L-1} X_i.$$

The operators $X_i$ satisfy the following relations:

$$X_i^2 = d X_i, \quad X_i X_{i+1} X_i = X_i, \quad [X_i, X_j] = 0, \quad \text{for } |i - j| > 1.$$

These are the same operators $e_i$ of the Temperley-Lieb (TL) algebra. Thus,

$$H = \frac{1}{d} \sum_{i=1}^{L-1} e_i.$$

For the special case of Ising anyonic chain, if non-periodic, there are several possibilities $(a, b)$ for the boundaries as $a, b \in \{0, \frac{1}{2}, 1\}$. For example, the chain $(\frac{1}{2}, \frac{1}{2})$ has odd length $L = 2n + 1$ due to the fusion rules and the Hamiltonian is $H = \frac{1}{\sqrt{2}} \sum_{i=1}^{2n-1} e_i$. However, the periodic chain has always even length $2n$.

Back to the general case, the operator $e_i = e[i]$ acts non-trivially on the $i$-th particle according to its neighbor particles

$$e_i |j_{i-1} j_i j_{i+1}\rangle = \sum_{j'_i} (e[i]_{j_{i-1} j_i}^j j'_i j_{i+1}^j) |j_{i-1} j'_i j_{i+1}\rangle,$$

where $(e[i]^j_{j_{i-1} j_i})^{j'_i}$ is determined by the $S$-matrix entries of the MTC

$$(e[i]^j_{j_{i-1} j_i})^{j'_i} = \delta_{j_i-1, j'_i+1} \sqrt{\frac{S_{j_{i-1}}^0 S_{j_i}^j}{S_{j_{i-1}}^{j'_i} S_{j_i}^{j'_i}}}, \quad S_{j_i}^{j'_i} = \sqrt{\frac{2}{k+2} \sin \left( \frac{\pi (2j + 1)(2j'_i + 1)}{k + 2} \right)}.$$ 

Numerical experiments suggest that the scaling limit of the ACs of $SU(2)_k$ give chiral or full CFT (for open boundary condition or periodic chains, respectively). These results are outlined in [23, 9], and show that depending on the boundary condition, we obtain different chiral CFTs, i.e. different irreducible modules of UMMs with central charge $c = 1 - \frac{6}{(k+1)(k+2)}$. As emphasized before, this happens for the antiferromagnetic chain, and it is expected that one obtains the parafermion CFT with central charge $c = \frac{2(k-1)}{k+1}$ for the ferromagnetic chain.
Exact diagonalization numerically solves the anyonic chain model by finding the excitation spectra. Conformal dimensions of the predicted CFT limit are extracted from the energy levels for a length $L$ chain given by

$$E = E_1 L + \frac{2\pi v}{L} \left(-\frac{c}{12} + h_L + h_R\right).$$

The scaling limit CFT is stable under symmetry-preserving perturbation. More precisely, by symmetry, we mean the topological symmetry that the periodic chain has. One can imagine a loop [23, Fig. 3] inside the chain and repeatedly use the $F$-move until it gets removed. As demonstrated in [23, 9], this provides a topological symmetry and any perturbation preserving such symmetry will not change the scaling limit.

As a final note, an important connection between AC model and the RSOS lattice model provides a physical proof that the scaling limits of ACs are CFTs. One can show that the Hamiltonian derived from the logarithmic derivative of the transfer matrix, coincides with the AC Hamiltonian [9]. This lattice model has been studied for a long time and the literature has similar numerical results for this model (see [3], [30], and the references in [9]). While there is no doubt that the two approaches are equivalent in the end, mathematically it seems easier to obtain CFTs as scaling limits in the AC approach. As comparison, we recall the recovery of Ising CFT in the 2d classical Ising model [49]. One aspect of the difference is manifested in the order of enforcing Jones-Wenzl projectors in $SU(2)_k$: in the ACs, the Jones-Wenzl projector $p_{k+1}$ is implemented first, whereas in spin chains the projector, which is non-local, will be implemented at a later time.

1.5. **Outline of main results.**

In this paper, we provide a mathematical definition of a low energy scaling limit of a sequence of general non-relativistic quantum theories in any dimension, and apply our formalism to ACs. Similar ideas for defining related scaling limits for lattice models and spin chains appeared earlier in the physics literature (see the next section). Of utmost importance to our future applications are the rate of convergence to the scaling limit, and the recovery of all algebras of local observables in the scaling limit. We emphasize those points for the scaling limits of the Ising ACs.

We formulate **Conjecture 4.3** reproduced below on conditions when a chiral unitary CFT would arise as such a limit and verify the conjecture for the Ising minimal model $M(4, 3)$ using Ising ACs. Part of the conjecture is a precise relation between Temperley-Lieb generators $\{e_i\}$ and finite versions of Virasoro generators $\{L_m + L_{-m}\}$ and $\{i(L_m - L_{-m})\}$ for UMMs $M(k + 2, k + 1)$. Our approach is supported by extensive numerical simulation and physical proofs in the physics literature.

In section 2 we define the low energy (strong) scaling limit of quantum theories — Hilbert spaces $W_n$ with Hamiltonians $H_n$ and algebras of observables $A_n$ — as a Hilbert space $V$ with Hamiltonian $H$, and address the issues that come up with our definition. We define the scaling limit of observables $O_n \xrightarrow{SL} O$ when $O_n$’s...
Conformal Field Theories as Scaling Limit of Anyonic Chains

low energy behavior converges to that of $O$. Those $O$’s defined on $\mathcal{V}$ generate the vector space $\mathcal{A}$ of observables on $\mathcal{V}$.

On an important related issue, we propose a definition of locality with respect to both space and energy. As an example, intuitively, local energy observables are those that do not shift the energy by more than a constant. We explore the (space and energy) local operators in section 4 in greater details (Theorem 4.1 and Theorem 4.2).

In section 3, we obtain the scaling limits of Ising ACs with all kinds of boundary conditions. Proving the limits is a rather computationally involved procedure, where the same technique (§10) is applied to each case. While the variation of details from case to case is small, the details of the proofs are necessary for our future discussion. Part of the proofs for some cases has been done in the physics literature with different or similar approaches (see §37 as an example), but we could not locate a mathematically rigorous proof for all Ising ACs in the literature using one consistent method, and with explicit estimate of the convergence rate for the limits. Furthermore, we need to set up notations and use some details of the proofs in later sections. In the end, we find enough reasons to provide a thorough and detailed mathematical proof of the scaling limit of all Ising ACs in one place, estimate the rate of convergence, and show how one can obtain the Virasoro algebra generators in the scaling limit. The final result is a long Theorem 3.1 which motivates the conjecture below:

**Conjecture 4.3.** For any unitary minimal model VOA $\mathcal{V} = \mathcal{V}_{c,0}$ and a chiral representation $\mathcal{V}_{c,h}$, there is a sequence of quantum theories $(\mathcal{W}_n, H_n, A_n)$ with strong scaling limit $(\mathcal{V}_{c,h}, L_0)$ such that for each Virasoro generator $L_m$, we have a sequence $\tilde{L}_m(n) \in A_n$ with the following properties:

- $\tilde{L}_m(n)$ is a space local observable such that the hermitian operators $a\tilde{L}_m + \bar{a}L_{-m} \in \mathcal{A}_n^H$ for any complex number $a$, where $\mathcal{A}_n^H$ is the generating set for $\mathcal{A}_n$ consisting of hermitian observables.
- $\tilde{L}_m(n)$ shifts the energy no more than $|m|$ for each $n$.
- There are positive constants $d_\omega, g_\omega, e_\omega$ such that when $\tilde{L}_m(n)$ restricted to energy at most $n^{d_\omega}$, it has the following approximation by $L_m|_{n^{d_\omega}}$ with remainder $R^m_n$:

\[
\tilde{L}_m = L_m|_{n^{d_\omega}} + O(\frac{1}{n^{g_\omega}}) + R^m_n,
\]

and the operator norm of the remainder $R^m_n$ is bounded by $O(n^{e_\omega})$.

In section 4 using the results in section 3 we obtain the observables of different types in the scaling limit.

Obtaining the action of the VOA on its modules is the next step. As the VOA is generated by $L_n$s applied to the primary fields, the ability to obtain the Virasoro generators as scaling limits is of utmost importance. In other words, realizing the smeared conformal field $Y(\omega, f)$ should be the top priority. Then, we would need to get the smeared primary fields. For UMMs, the VOAs are generated from only the conformal vector $\omega$ applied on the vacuum (the only primary field). Thus,
obtaining $Y(\omega, f)$ is close to obtaining all the operators $Y(a, f)$ for all fields $a$ and that is due to the Borcherds identity. Assuming the above conjecture for UMMs, most theorems in section 4 notably Theorem 4.8 mentioned below, should hold for all UMMs as well (the exact results are mentioned in Remark 8 and Remark 9). So although our discussion is for the Ising ACs, everything below about the conformal field and $Y(a, f)$s should hold for higher level UMMs as well.

Consider a non periodic Ising chain placed on the upper half-circle $S^1_+$, what is the “finite version” $\tilde{\omega}$ of $\omega$? Informally, the answer is $\tilde{\omega} = e$ (the TL operator) where subtleties are explained below. For example, we will show that for any function $f$ with a Fourier series where coefficients of $\sin(n\theta)$s are zero, we have (informally)

$$\int_{S^1_+} f(e^{i\frac{\omega}{n}})e^j \stackrel{SL}{\to} Y(\omega, f) = \oint Y(\omega, z)f(z)z^2 \frac{dz}{2\pi iz},$$

where the integral on the left is an integral over a “finite” space, in other words, a summation. Hence, as $\omega$ can be regarded either as a vector or a field, so does $e^j$, which can be seen as a diagram or as an operator (stacking up diagrams). Here $Y$ (the vertex operator) is the analog of the stacking at infinity.

For the opposite situation, i.e. the functions with a Fourier series where coefficients of $\cos(n\theta)$s are zero, we could consider this as a derivative of a series with nonzero coefficients for only $\cos(n\theta)$. In this case, we are basically looking at the derivative of $Y(\omega, z)$ or in other words $\frac{d}{dz} Y(\omega, z) = Y(L_{-1}\omega, z)$. So it is necessary to find the corresponding operator for the finite version of $L_{-1}\omega$ which should be the derivative (as it is the interpretation of $L_{-1}$) of $e^j$. The first candidate that comes to mind is $[e^j, e^{j+1}]$ and informally, we have

$$i \int_{S^1_+} f(e^{i\frac{\omega}{n}})[e^j, e^{j+1}] \stackrel{SL}{\to} Y(\omega, f) = \oint Y(\omega, z)f(z)z^2 \frac{dz}{2\pi iz}.$$

For general functions $f$, we need a linear combination of $e^j$ and $[e^j, e^{j+1}]$ to get $Y(\omega, f)$. Once this is achieved, an application of the Borcherds identity gives all $Y(a, f)$s and the action of the VOA on its module can be recovered as an algebra in the scaling limit (SL-algebra):

**Theorem 4.8.** The set of operators $\{Y(a, f) | a \in \mathcal{V}, f \in C^\infty(S^1)\} \subset \mathcal{A}$ generate an SL-algebra.

The importance of this result lies in the required recovery of operators as an algebra in the scaling limit, not just as isolated operators generating a vector space as explained in the beginning.

Next goal is the algebra of observables in LCNs. We define finite versions of local conformal nets in the obvious way by thinking of intervals in the interval set $I_+$ on the upper-half circle and the algebra of observables on them. Then, we show that there is a net of bounded observables $\mathcal{A}_b$ obtained in the scaling limit exactly matching the one in an LCN, i.e. $\mathcal{A}_{lcn}$, at least on those intervals touching the boundary of the upper half-circle:
Theorem 4.13. We have $A_b(I) = A_{lcn}(I \cup j(I))$ for $I \in \mathcal{I}_+$, with $j(I)$ being $I$’s reflection in the lower half-circle and $|I \cap \partial S_1^+| = 1$.

We also propose a method to recover the point-like fields (Theorem 4.14). In that case, we are unable to show that they form an algebra in the scaling limit. In fact, the sequence of operators that we are proposing to identify them in the scaling limit is probably not the suitable one. We will discuss these more in the relevant section.

In the final section, conjectures and problems that needs to be addressed to fully recover all the structures of CFTs in the scaling limit are listed. Lastly, we make an attempt to formulate the problem of simulating CFTs using quantum computers.

1.6. Previous works.

We discuss briefly some prior works in the literature on the mathematically rigorous definition of a scaling limit in the quantum mechanics approach, and the recovery of algebras of observables. As previously mentioned, there is a vast literature on the subject of scaling limits in statistical mechanics [3], and substantial progress has been made in the case of Ising model proving the correlation functions in the limit are conformal invariant (see [49, 7] and the references therein). Statistical mechanics approach could also provide techniques with which one could compute the conformal weights present at the scaling limit without actually diagonalizing the Hamiltonian [1]. A recent program to construct CFTs from subfactors is in [33, 31, 32], where the inductive limit of Hilbert spaces is clearly discussed based on planar algebras, which have the same Hilbert spaces of states as ACs (spin chains in these papers are better interpreted as generalized spin chains as in [30]). Our work focuses on the quantum mechanics approach to scaling limits of ACs enriching the inductive limits [31] with explicit Hamiltonians and algebras of local observables.

A scaling limit of spin chains close to our Ising AC was analyzed earlier in [37] starting with the idea of how to take the scaling limit of the Hamiltonians of the chains and also obtain the Virasoro modes $L_n$ from Fourier transforms of the TL generators $e_i$. More recently, in the first paper of the series [19, 18, 20] on the $\mathfrak{gl}(1|1)$ (free) model, the authors proposed a potentially rigorous definition for the scaling limit [19, section 4.3], obtained operators like our $\tilde{L}_m$s and computed their commutators to check their convergence to the commutators of the Virasoro modes. Such computations are commonly pursued after one obtains some operators $\tilde{L}_m \xrightarrow{SL} L_n$ and have been done in different models both rigorously and numerically ([22, 17, p.19 and references therein]). We go beyond the convergence of commutators and further pin down the conditions necessary (Conjecture 4.3) to prove the same theorems for higher level UMMs.

In the third paper of the series ([20]), the authors gave a rigorous definition of scaling limit based on their previous ideas while working on the scaling limit of JTL algebra (with $d = 0$) as it acts on a $\mathfrak{gl}(1|1)$ periodic spin-chain model (the scaling limit is the $c = -2$ Logarithmic CFT—symplectic fermions theory). Even though the context and the type of model (on Logarithmic full CFTs) are quite different from ours (unitary chiral CFTs), our definitions closely mirror theirs. But
there are some differences due to our different motivation, emphasis and applications.

As defined in [20, Appendix C], our scaling limit is also dictated by the low energy behavior of Hamiltonians, Hilbert spaces, and observables. In [20], the primary focus is on the algebraic scaling limit of $JTL_N$’s action $(\pi_{gl}(JTL_N))$. However, we focus on the analytic side of scaling limits motivated by our goal of simulating CFTs as we need to know how computations in the finite stages converge. Especially, the unitary evolution and correlation functions involve unbounded operators for which we desire a clear description on how they are obtained in the scaling limit. In fact, even when restricted to the bounded observables, not all bounded operators can be obtained through the algebraic approach (for example the unitary operators $e^{iL(f)}$). Related to this, the analytic approach provides a more direct picture at how the LCNs emerge (section 4.2) since we still keep the JTL operators $e_i$ as our operators of interests and mostly, do not switch to fermionic fields. This enables us to obtain theorems with proofs general enough for higher UMMs assuming Conjecture 4.3.

The algebraic approach, and algebraic-numerical techniques [44, 21], has been used to obtain more information about the algebraic structure of the Hilbert space and the algebra of observables in the scaling but to our knowledge, a mathematically rigorous procedure has been applied mainly for free models like $\mathfrak{gl}(1|1)$.

Recently, emergence of conformal symmetry has been numerically investigated using the Koo-Saleur generators (KSGs) [39, 37]. To compare our version of KSGs with those of [39], first recall our notation $L_n = L_n + \overline{L}_n$. Our counterparts of the KSGs are operators $\tilde{L}_n \pm \tilde{L}_{-n}$ on the ACs that give us $L_n \pm \overline{L}_{-n}$ in the scaling limit. On the other hand, using a different diagonalization of the Hamiltonian in [39] (same as that in [37]), the authors found their KSG operators, different from ours, in the AC notation to be $\tilde{H}_n = \frac{N}{2\pi} \sum_{j=1}^{2N} e^{2n(z+1)j} e_j$, which converge to $L_n + \overline{L}_{-n}$. Taking the sum and difference of $H_n$ and $\tilde{H}_{-n}$ respectively, we obtain $L_n + \overline{L}_{-n}$ from the sum and $(L_n - L_{-n}) - (\overline{L}_n - \overline{L}_{-n})$ from the difference, which does not have a counterpart in our version.

The difference stems from different diagonalizations of the same Hamiltonian, which illustrates the potential importance of connecting maps in our definition of scaling limits. In [37], the diagonalization of the Hamiltonian is accomplished by constructing creation and annihilation operators from the usual Fourier transforms of the Majorana operators. While in our version, the creation and annihilation operators are obtained as $\sin()$ and $\cos()$ transforms for the left and right moving sectors, which implies that going from one diagonalization to the other requires a mixing of the right and left moving sectors of the full CFT.

It follows that the scaling limit of $\tilde{H}_n$ from our diagonalization will have an interchiral part which mixes left and right moving sectors which is clearly different from $H_n = L_n + \overline{L}_{-n}$. The method in [39] works well numerically, and for the NS sector $\chi_0\overline{\chi}_0 + \chi_1\overline{\chi}_1$, the resulting scaling limit (see e.g. [37] for a proof) gives rise to a full CFT isomorphic to ours by a not necessarily local isomorphism that connects the two different sets of creation and annihilation operators.
Finally, while not directly related, the paper [36] serves as a conceptual inspiration for our work and the techniques introduced there address analytic problems of similar nature to ours.

2. SCALING LIMIT OF QUANTUM THEORIES

It is commonly believed that QFTs are low energy effective theories such as WCS TQFTs are the low energy effective theories for two dimensional fractional quantum Hall liquids. In this section, we define mathematically a low energy limit of a sequence of quantum theories. Our formalism is closely related to the definition of topological phases in [46] and ideas in [19].

We start with the definition of quantum theories by imagining quantum theories that describe a collection of quantum particles in some material such as atoms in a crystal. The space information of the material will be abstracted into a graph $G$, which is usually the 1-skeleton of a triangulation of the space. A classical configuration of the many particles is a coloring of the vertices $V(G)$ and edges $E(G)$ by non-negative integers $\mathbb{N}_0$. Hence the state space of a graph $G$ is the set $S(G) = \{s\}$ of all maps $s : V(G) \sqcup E(G) \to \mathbb{N}_0$. We define the distance of two vertices of $G$ as the minimal number of edges that connect the two vertices.

**Definition 2.**

(a) A quantum theory is a triple $(W, H, B)$ such that $W$ is the Hilbert space of states, $H$ a Hermitian operator, i.e. the Hamiltonian, and $B$ an orthonormal basis of $W$.

(b) A quantum theory on a graph $G$ is a sextuple $(W, H, B, A, G, R)$, where $(W, H, B)$ is a quantum theory, $A$ an algebra of observables, $G$ a finite graph, and $R : B \to S(G)$ a function from basis elements in $B$ to the states of $G$.

The Hamiltonian $H$ is $r$-local for some constant $r > 0$ if $H = \sum_{i=1}^{p} H_i$ such that each local Hermitian term $H_i$ is trivial outside the ball $B_r(v_i)$ of radius $r$ at some vertex $v_i$ of $G$. If $p = 1$, then $H$ is ultra $r$-local.

**Remark 1.** In the following when our discussion is about energy local properties, we usually drop the space basis $B$ from the notation of a quantum theory. We leave a proper treatment of the locality function $R : B \to S(G)$ for general applications to the future as the case of ACs in this paper is straightforward.

2.1. **Low energy limit of quantum theories.**

The first part of a limit theory is a Hilbert space and a Hamiltonian, which are constructed from the low energy spectra of a sequence of quantum theories $(W_n, H_n)$ with strictly increasing dimensions.

Assume a sequence of quantum theories $(W_n, H_n)$ with $H_n$’s eigenvalues being ordered as $\lambda_1^{(n)} \leq \ldots \leq \lambda_{d(n)}^{(n)}$, where $d(n) = \dim(W_n)$. The Hilbert spaces $W_n$ decompose into the corresponding one-dimensional eigenspaces

$$W_n = E_{\lambda_1^{(n)}} \oplus \cdots \oplus E_{\lambda_{d(n)}^{(n)}}.$$
Denote by $W_n^M$ the Hilbert space $W_n$ restricted to energies at most $M$, i.e. $W_n^M = \bigoplus_{\lambda_i^{(n)} \leq M} E_{\lambda_i^{(n)}}$. Assume the following set of properties (P)

- $\lambda_i = \lim_{n \to \infty} \lambda_i^{(n)}$ exists for all $i \in \mathbb{N}$ with the convention $\lambda_i^{(n)} = 0$ for $i > d(n)$,
- (connecting maps) for all $M > \lambda_1$, there exist connecting unitary maps $\phi_n^M : W_n^M \to W_{n+1}^M$ for large enough $n$,
- (extension) $\phi_n^M$ is an extension of $\phi_n^{M'}$ when $M \geq M'$.

Consider the sequence $(W_n^M, H_n^M)$ with $M > \lambda_1$. We note that this sequence eventually stabilizes due to the existence of unitary maps for large enough $n$. Taking the colimit of the sequence $(W_n^M, H_n^M)$ gives a finite dimensional vector space, called $V^M$, along with the unitary maps $\rho_n^M : W_n^M \to V^M$. It follows that $V^M$ has a natural Hilbert space structure. Next we add the following property to P:

- (convergence) The push-forward of $H_n^M$ on $V^M$ given by $\rho_n^M$ converges to some operator $H^M$:

$$\rho_n^M H_n^M (\rho_n^M)^{-1} \to H^M.$$

Obviously, $H^M$ will be hermitian. Furthermore, the above property is equivalent to the following diagram “commuting up to $\epsilon_n^M$ in the norm operator”, which goes to zero as $n \to \infty$:

\[
\begin{array}{ccc}
W_n^M & \xrightarrow{\rho_n^M} & V^M \\
H_n^M \downarrow & & \downarrow & \downarrow \\
W_n^M & \xrightarrow{\rho_n^M} & V^M
\end{array}
\]

The construction of the scaling limit $(V, H)$ of the sequence is not hard from here. We spell out the details for future use.

Given the set $\{(V_n^M, H_n^M)\}_{M > \lambda_1}$, the extension property of the connecting maps implies a similar extension property for the $\rho_n^M$'s, giving in turn a natural embedding $\Phi_{M', M} : V^{M'} \to V^M$ such that all diagrams in $\{(V_n^M, H_n^M)\}_{M > \lambda_1}$ commute, including the action of the Hamiltonians

\[
\begin{array}{ccc}
V^{M'} & \xrightarrow{\Phi_{M', M}} & V^M \\
H^{M'} \downarrow & & \downarrow \\
V^{M'} & \xrightarrow{\Phi_{M', M}} & V^M
\end{array}
\]

Taking a second colimit of the set $\{(V_n^M, H_n^M)\}_{M > \lambda_1}$ leads to the desired scaling limit $(V, H)$. One would expect that $\{(V_n^M, H_n^M)\}$ are isometric to the restriction of $(V, H)$ to energy at most $M$. Indeed, using the extension property of $\rho_n^M$'s, it is not hard to see that $\Phi_{M', M}^M$ can be made into the identity map. So $\{(V_n^M, H_n^M)\}$ are the restriction of $(V, H)$ to energy at most $M$.

Since two colimits are taken to obtain the scaling limit, the above process is called the double colimit construction, allowing the following definition
Definition 3. Given a sequence of quantum theories $(\mathcal{W}_n, H_n)$ satisfying properties the scaling limit $(\mathcal{V}, H)$ is the result of the double colimit construction. This limit will be written as $(\mathcal{W}_n, H_n) \xrightarrow{\text{SL}} (\mathcal{V}, H)$.

Notice that $\mathcal{V}$ is separable but not complete, so not yet a Hilbert space. The completion of $\mathcal{V}$ will be $\overline{\mathcal{V}}$. For notational easiness, The scaling limit will be written as $(\mathcal{V}, H)$ with the understanding that one needs to take a completion whenever the context requires so.

We would like to think of the scaling limit as the result of stacking up the low energy spectra of $H_n$s, and the double colimit construction indeed fulfills this expectation. Let $E_{\lambda_1}$ be the eigenspace of the limit Hamiltonian $H$ corresponding to $\lambda_1$ and $\lambda_k$ be some larger eigenvalue of $H$ for some $k$. Choose some $M$ such that $\lambda_1 < M < \lambda_k$, then the above construction builds $E_{\lambda_2}$ from the spaces $\mathcal{W}_n^M$ with large enough $n$, which contains all the vectors whose energy converges to $\lambda_1$ in the limit. The same holds for the other eigenspaces.

Although our definition does not assume a full embedding of $\mathcal{W}_n$ into $\mathcal{W}_{n+1}$, we expect this to be the case for all physical models. Indeed, scaling limit should be after all a physical process in which a whole system is embedded into another one when some new particles are added.

Our discussions in section 4 will be based on this assumption, hence the need for a more refined definition:

Definition 4. $(\mathcal{W}_n, H_n)$ have a strong scaling limit $(\mathcal{V}, H)$ if for all $n$ and $M$, the connecting maps $\phi^M_n$ are the restriction up to energy $M$ of an isometry

$$\phi^M_n : \mathcal{W}_n \hookrightarrow \mathcal{W}_{n+1},$$

for large enough $n$.

Given the above, one can immediately take the colimit of the sequence of embeddings $\mathcal{W}_n \hookrightarrow \mathcal{W}_{n+1}$ and obtain $\mathcal{V}$.

Usually, the chosen basis for $\mathcal{W}_n$ closely relates to a notion of space, and locality in this space basis is supposed to represent locality in space. Finding the embedding $\phi_n$, though an isometry, is not trivial based on this basis. In the scaling limit, the space embedding is not the “trivial” embedding, in contrast to the thermodynamical limit [11, Appendix A]. In the scaling limit, the energy embedding is the trivial one as shown in the definition. As a result of this trivial energy embedding, the space local operators in $\mathcal{W}_n$, like $e_i$s in ACs, are generally space non-local when their actions are push-forwarded. This will become clearer in next few sections.

Finding the “energy basis” requires an understanding of the energy local degrees of freedom (EL-DOFs), which comes from an exact diagonalization of the Hamiltonian. Even numerical exact diagonalization is very limited for interacting models. In the Ising AC case, exact diagonalization analytically gives us the creation and annihilation operators, which are the EL-DOFs. This, in turn, provides us the energy basis, which allows us to construct the scaling limit at each energy eigenspace. For all the models with known CFT limits, only free theories have
mathematical descriptions of their EL-DOFs so far (see [10] for one of the recent examples).

Another difficulty with a scaling limit is the description of observables in the limit. In the scaling limit, a “space” description of the operators in the limit is hard to find. For example, if we look at any observable in a CFT, the description which allows us to compute with, is in terms of mode operators, which are more naturally described as energy shifting operators while their space action is obscure. Indeed, the $Y(a,z)$s are considered to be space local observables, yet their description is a Fourier series of mode operators $\sum a_n z^{-n-1}$. This, along with the fact that the chosen basis for $W_n$ is closely related to the notion of space and not energy, complicates the process of finding a description of observables in the scaling limit. In the case of ACs, the $e_i$s are space local operators. Therefore, having a general definition of Fourier transform on the $e_i$s is essential, especially one that relates to the mode operators $L_n$. Alternatively, one will have to find and work with some space description of $Y(a,z)$.

### 2.2. Scaling limit of observables.

Given a sequence of quantum theories $\{(W_n, H_n, A_n)\}_{n=1}^{\infty}$ with the scaling limit $(V, H)$, by definition, Hilbert spaces $W_n$ have strictly increasing dimensions, Hamiltonians $H_n$, and algebras of observables $A_n$. Recall that the algebra $A_n$ is generated by an underlying real vector space of hermitian observables called $A^H_n$, and $H_n \in A^H_n$. In the examples of ACs, the $e_i$s are space local operators. Therefore, having a general definition of Fourier transform on the $e_i$s is essential, especially one that relates to the mode operators $L_n$. Alternatively, one will have to find and work with some space description of $Y(a,z)$.

**Definition 5.** Let $O_n \in A_n$ be any sequence of observables. For a given $M$ and $u, v \in V^M$, denote by $u_n, v_n \in W^M_n$ the vectors $(\rho_n^M)^{-1} u, (\rho_n^M)^{-1} v$, which are defined for sufficiently large $n$. The scaling limit of $O_n$ is a partially-defined sesquilinear form $O(\cdot, \cdot)$, where $O(u, v)$ is defined as $\lim_{n \to \infty} (u_n, O_n v_n)$ when it exists. We will denote the scaling limit by $O_n \xrightarrow{SL} O$.

The idea is that the operator $O$ is constructed to exactly store the information in the expectation values of $O_n$.

**Definition 6.** Consider the set of sesquilinear forms (which will also be called operators) in Definition 5. Define

- $\mathcal{A}$: the set of observables in Definition 5
- $\mathcal{A}$: the vector space of sesquilinear forms that are scaling limit of observables in $A_n$ and defined on $V \times V$,
- $\mathcal{A}^H$: the real vector space consisting of all hermitian operators defined on $V$ which are scaling limits of hermitian observables in $A^H_n$.

**Remark 2.** One can ask whether $\mathcal{A}$ generates $\mathcal{A}$? This can easily be shown to be true for Ising and any other model with what would be called an algebraic scaling limit.
Remark 3. Another simple observation is that (again by some standard diagonal argument) \( \mathcal{A} \) is closed under the obvious “weak limit”. In fact, we can consider the semi-norms \( || \cdot ||_n \) on \( \mathcal{A} \) which is defined by \( ||O||_n = ||P^nO P^n|| \) where \( P^n \) is the restriction up to energy \( \lambda_n \), and \( ||P^nO P^n|| \) is the usual norm of a linear operator (linear, as it is nonzero only on a finite-dimensional space). Then one can easily see that \( \mathcal{A} \) is a Fréchet space (where completeness is obtained by standard diagonal argument) with respect to these countably many semi-norms providing the scaling limit metric \( d_{SL} \).

Adding to the above remark, in the case of a strong scaling limit, if there exist embeddings \( \mathcal{A}_n \hookrightarrow \mathcal{A}_{n+1} \) compatible with the embeddings \( \phi_n \), then scaling limit becomes convergence in the metric \( d_{SL} \). In fact, the closure with respect to \( d_{SL} \), of the colimit of the sequence of embeddings \( \mathcal{A}_n \hookrightarrow \mathcal{A}_{n+1} \) (the algebraic scaling limit) is precisely \( \mathcal{A} \) (which we could call analytic scaling limit). Such embeddings exist in the case of study in [20, Theorem 4.4]. A similar theorem can be established for the Ising ACs (as both algebras are simply the even algebra generated by Dirac operators) and we conjecture that it should hold for higher level anyonic chains.

When one looks at the different set of observables in the different frameworks for CFTs, there is always an underlying set of hermitian observables generating the whole set. Indeed, as proved in [6], the hermitian fields (more strongly, hermitian quasi-primary fields) generate the VOAs. As for LCNs, since the algebra corresponding to an interval \( I \) is a Von Neumann algebra, it is trivially true that it can be generated by hermitian observables. But does \( \mathcal{A}^H \) generate \( \mathcal{A} \) in any way? We do not know the general answer.

We wish to identify some subsets of \( \overline{\mathcal{A}} \) that may be algebras. Since some operators are not linear, it is not clear how one can have an algebraic structure. Note that by definition, there might not be a linear operator which gives the sesquilinear form \( O \). But if such an operator exists, it will be called \( O \) as well.

In some cases, these operators can be almost linear. Consider for example the case of \( Y(a, z) \) in VOAs. Their expectation values are defined, while none of them is actually defined on the VOA. They are almost linear operators since there is a grading of the VOA. This motivates us to call all operators inside \( \mathcal{A} \) almost linear operators.

For an almost linear observable, one can formally set \( Ov = \sum_i v_i \) where \( v_i \) are the well-defined degree \( \lambda_i \) component of \( Ov \). The definition for the product of such operators is exactly in the same spirit of the correlation function

\[
(u, Y(a_1,z_1) \ldots Y(a_k,z_k)v).
\]

Definition 7. Given almost linear observables \( O^{(1)}, \ldots, O^{(k)} \in \mathcal{A} \), we define their product as a partially-defined sesquilinear form \( F \) by using the formal sum interpretation. If the result is absolutely convergent for some \( u, v \in \mathcal{V} \),

\[
F(u,v) := (u, O^{(1)} \ldots O^{(k)} v),
\]

then the above is considered to be well-defined.
We discuss one basic obstacle to get an algebraic structure by an example; observables $O_n$ that have a significant mix of the low and high energy states. For example, the two sequences below where $v_n^{(i)} \in E_{\lambda}$ are pull-back of some $v^{(i)} \in E_{\lambda}$:

- $O_{n,1} = v_n^{(1)} (v_n d(n)) + v_n^d(n) (v_n^{(1)})^\dagger$,
- $O_{n,2} = 0$.

Both sequences converge to zero while being quite different. The significant (non-decaying) mix of low-high energy states in the $O_{n,1}$s manifests itself not in the expectation values of the observables at low energies, but the higher powers of the observables.

Looking at the expectation values of powers, $O_{n,1}^k \overset{SL}{\to} O_1^k = 0$ while $O_{n,2}^2 \overset{SL}{\to} v^{(1)} (v^{(1)})^\dagger \neq 0$. Next example shows that just the decay of this low-high energy mix is not enough:

- $O_{n,1} = v_n^{(1)} (v_n^{(1)})^\dagger + 2d(n) v_n^d(n) (v_n^{(1)})^\dagger$,
- $O_{n,2} = v_n^{(1)} (v_n^{(1)})^\dagger + \sum_{i=1}^{\infty} \frac{1}{i^2} (v_n^{(i)} (v_n^{(1)})^\dagger + v_n^{(1)} (v_n^{(i)})^\dagger)$.

It is not hard to check that $O_{n,1}^k \overset{SL}{\to} O_1^k$, where $O_1 = v^{(1)} (v^{(1)})^\dagger$, and

$O_{n,2}^k \overset{SL}{\to} O_2^k$, where $O_2 = v^{(1)} (v^{(1)})^\dagger + \sum_{i=1}^{\infty} \frac{1}{i^2} (v^{(i)} (v^{(1)})^\dagger + v^{(1)} (v^{(i)})^\dagger)$.

Both sequences would be regarded as well-behaved but the first one has a significant high-high energy mix while the second one has a decaying low-high energy mix. One can check that $||O_{n,1} O_{n,2} v_n^{(1)}|| \not\to ||O_1 O_2 v^{(1)}||$, i.e.

$\langle v_n^{(1)}, O_{n,2} O_{n,1} O_{n,2} v_n^{(1)} \rangle \not\to \langle v^{(1)}, O_2 O_1 O_2 v^{(1)} \rangle$.

So $O_{n,2} O_{n,1} O_{n,2}$ does not have $O_2 O_1 O_2$ as a scaling limit. The reason behind this is an imbalance between the low-high energy mix decay rate and the rate of high-high energy mix. We note that it is possible to have a collection of observables with high-high energy mix, which is even increasing, and yet have an algebra, as will be shown in the case of Virasoro operators $\tilde{L}_n \overset{SL}{\to} L_n$. For the discussion of algebra structures in scaling limit, a natural definition is

**Definition 8.** Given a set of almost linear observables $\{O^{(i)}\}_{i \in I}$, and the algebra of operators generated by this set. If this algebra is inside $A$, we call the resulting algebra a scaling limit algebra (SL-algebra).

There could be many overlapping and yet different and maximal sets of observables forming an SL-algebra. Some of these are special in the sense that each observable has a nice sequence associated to:
Definition 9. Given an SL-algebra as in [Definition 8], assume each $O^{(i)}$ is associated a sequence $O^{(i)}_n$ such that for any $i_1, i_2, \ldots, i_k$,
\[
\lim_{n \to \infty} (u_n, O^{(i_1)}_n \cdots O^{(i_k)}_n v_n) = (u, O^{(i_1)} \cdots O^{(i_k)} v), \quad \forall u, v \in V.
\]
Then the algebra generated by $\{O^{(i)}\}_{i \in I}$ is called a strong SL-algebra.

For example, in the case of the Ising model, $\{L(f) | f \in C^\infty(S^1)\}$ gives a strong SL-algebra. The above definition assumes a strong property which is sometimes not easy to show; in section 4, it is shown that $\{Y(a, f) | f \in C^\infty(S^1)\}$ gives only an SL-algebra.

2.3. Locality in scaling limit.
First we review the terminology when it comes to the meaning of local observables. In LCNs (or more generally for QFTs in Haag Kastler’s axioms), a local net $A$ of Von Neumann algebras refers to the locality axiom: If $I_1$ and $I_2$ are space-like separated, then elements in $A(I_1)$ and $A(I_2)$ commute. So local is used for the net when it satisfies the locality axiom. But also elements inside the local observables algebra $A(I)$ are called local observables [27, 6].

For the VOA or more generally for Wightman’s axioms in QFT, observables are (primary) fields or distribution of operators $\Phi$ and limits of observables localized at a point $x$, $\Phi(x)$ [13]. In addition, there are local smeared fields $\Phi(f)$ with functions $f$ having support in some region $O$ [27, II.4.1] (if $f$ is a test function, then $\Phi(f)$ is “almost local”). We also have a similar locality axiom: Let $\Phi_1$ and $\Phi_2$ be two observables and functions $f_1$ and $f_2$ be space-like separated in their supports, then $[\Phi_1(f_1), \Phi_2(f_2)] = 0$.

The conclusion is that there is a notion of locality in all frameworks as an axiom and the elements of the sets satisfying those axioms are called local observables.

Our definition of locality (in space and in energy) turns out to be more restrictive.

2.3.1. Energy-local observables.
One goal in this work is to find out the constraints on observables in the scaling limit that will force them to be a specific type of observables (Wightman’s, bounded as in LCN or point-like fields). Locality is one of these fundamental constraints.

We propose a definition of energy local operators without using any explicit knowledge of the EL-DOFs. Therefore, it might not be the most refined definition. Still, our notion of energy locality, which is intrinsic, together with space locality put enough constraint on operators so that they are easier to work with (see [Theorem 4.1]).

All smeared operators $Y(a, f)$ where $f$ has finite Fourier series do not shift the energy of any eigenvector by more than a constant. This is a motivation for the definition of energy locality and to analyze energy local observables in general.

Definition 10. For $\Lambda$ a constant, and any $i, j$ with $|j - i| > \Lambda$, take two vectors $u \in E_{\lambda_i}$ and $v \in E_{\lambda_j}$ and consider the corresponding vectors $u_n, v_n \in \mathcal{W}_n$ (when defined). The sequence $(O_n)_n$ is $\Lambda$-energy local if $(u_n, O_n v_n) = 0$ for any $n$. Any observable $O \in \mathcal{A}$ which is the scaling limit of such a sequence is also called a $\Lambda$-energy local observable.
It turns out that any almost linear observable which is $\Lambda$-energy local is a linear operator. The important observation is

**Theorem 2.1.** The set of all $\Lambda$-energy local observables for all $\Lambda$ forms a strong SL-algebra.

**Proof.** Consider $\Lambda_i$-energy local observables $O^{(i)}_n$, $1 \leq i \leq k$ and corresponding sequences $(O^{(i)}_n)_n$. Note $(u, O^{(1)}_n \ldots O^{(k)}_n v)$ is well-defined; indeed, if $v \in E_{\lambda_t}$ for some $t$, then every multiplication by some $O^{(i)}$ makes a vector in a space enlarged by adding $\Lambda_i$ eigenspaces. So it is possible to restrict to the finite dimensional space $\bigoplus_{t=1}^{t+\sum \Lambda_j} E_{\lambda_t}$ when doing computations.

Similarly for the corresponding expectation values $(u_n, O^{(1)}_n \ldots O^{(k)}_n v_n)$, everything is also happening in a finite dimensional Hilbert space. In fact, the limit can be easily taken with restriction to $\mathcal{W}_n^M$, with energy at most $M = t + \sum \Lambda_j$, which is a finite dimensional Hilbert space stabilizing for large enough $n$ and becoming isometric to $\bigoplus_{t=1}^{t+\sum \Lambda_j} E_{\lambda_t}$.

This is our first example of an algebraic structure which is preserved under the scaling limit. One can ask whether it is truly necessary for a constant $\Lambda$ to be present in order to define energy locality. One might think of the possibility to enlarge the set of all $\Lambda$-energy local observables to include those operators that are scaling limits of $\Lambda(n)$-energy local observables where $\Lambda(n)$ is a function of $n$.

The motivation for this modification again comes from the smeared operators $Y(a, f)$ where $f$ has infinite Fourier series. Any product of these operators is defined on the VOA (Theorem 4.8), so it is possible that they form a strong SL-algebra. They are not energy local by themselves, but it is clear that the higher shift of energies happen with ever smaller magnitude which depends on the Fourier coefficients $|\hat{f}_n|$, a rapidly decaying sequence.

There is also another motivation. In quantum computation, a space local operator is defined to be a sum of operators, each acting on no more than $O(\log(n))$ particles for a system with $n$ particles. But this is a discrete way of characterizing locality and equivalently, one could define space locality as an action that has exponential decay when one gets away from a specific particle. A similar picture exists for $Y(a, f)$'s. The extent to which an operator can be called energy local could therefore be more than just shifting the energy by a constant. But we need to keep in mind that no matter how one extends this definition, the algebraic structure has to be preserved under the scaling limit. This issue will be explored further for the Ising AC.

2.3.2. Space-local observables.

Another property of the smeared operators is that they are considered to be space-local. In order to have a notion of space, some notion of adjacency for particles in $\mathcal{W}_n$ is needed. In the case of anyonic chains, the notion of space locality is clear.

**Definition 11.** The $r$-space local operators in ACs are a sequence of operators $O_n \in \mathcal{A}_n$ that are the sum of $r$-ultra space local operators. An $r$-ultra space local operator acts on $r$ many of adjacent particles.
A typical example is the $3$-ultra space local operator $e_i$. Notice the difference between space-locality in our sense and locality in quantum computation. In quantum computation, a sequence of observables like $O_n = e_1 e_n \in A_n$ is considered to be local, while it is clearly not space-local. Therefore, space locality is a stronger locality than the one in quantum computation.

Still, the picture we hope to obtain for $Y(a, f)$ in finite settings is that of a quantum system with a large number of equidistant particles, and some ultra space local operator $\tilde{a}$, which is supposed to be the finite version of $a$, applied with weight $f$ on each particle and constantly many of its close neighbors. Informally,

$$\sum_{j=1}^{n} f(e^{i2\pi j/n}) \tilde{a}_j,$$

will have the scaling limit $Y(a, f)$. This will be explored in section 4.

3. SCALING LIMIT OF ISING ANYONIC CHAINS

The main theorem of the section will be written in its entirety as a reference for the next sections. The proof will be given in the appendix.

By Ising theory, we mean the unitary MTC with anyon types $\{1, \sigma, \psi\}$. The Ising ACs are ACs for the Ising anyon $\sigma$, which is the same ACs for the $j = \frac{1}{2}$ anyon in $SU(2)_2$. Though the Hilbert spaces for Ising ACs have a tensor product, the local qubit is not assigned to a single Ising anyon site but a pair as the quantum dimension of Ising anyon $\sigma$ is $\sqrt{2}$.

**Theorem 3.1.** 1- The following strong scaling limits hold, up to some scalings of the Hamiltonians (explained below)

(a) $\mathcal{W}_n = (\frac{1}{2}, \frac{1}{2}), H_n = -\sum_{j=1}^{2n-1} e_j$. Then $(\mathcal{W}_n, H_n) \xrightarrow{SL} (\chi_0 + x_{\frac{3}{2}}, L_0)$.

(b) $\mathcal{W}_n = (0, 0)$ or $(1, 1), H_n = -\sum_{j=2}^{2n-2} e_j$. Then $(\mathcal{W}_n, H_n) \xrightarrow{SL} (\chi_0, L_0)$.

(c) $\mathcal{W}_n = (0, 1)$ or $(1, 0), H_n = -\sum_{j=2}^{2n-2} e_j$. Then $(\mathcal{W}_n, H_n) \xrightarrow{SL} (\chi_{\frac{1}{2}}, L_0)$.

(d) $\mathcal{W}_n = (\frac{1}{2}, 1)$ or $(\frac{1}{2}, 0), H_n = -\sum_{j=1}^{2n-2} e_j$. Then $(\mathcal{W}_n, H_n) \xrightarrow{SL} (\chi_{\frac{1}{2}}, L_0)$.

(e) $\mathcal{W}_n$ be the periodic chain of size $2n$, and $H_n = -\sum_{j=1}^{2n} e_j$. Then

$$(\mathcal{W}_n, H_n) \xrightarrow{SL} (\chi_0 + \chi_{\frac{1}{2}} + \chi_{\frac{3}{2}} + \chi_{\frac{5}{2}}, L_0 + \mathcal{T}_0)$$

if $n$ is even.

Furthermore, the rate of convergence of each scaling limit is $O(1/n)$ while we have restriction of energies up to $O(\sqrt{n})$.

2- For the corresponding higher Virasoro generators action, with the same rate of convergence as above, given a fixed $m \neq 0$, we have (up to some scalings)

(a) $-\sum_{j=1}^{2n-1} \cos(\frac{m(j+\frac{1}{2})}{2n+1}) e_j \xrightarrow{SL} L_m + L_{-m}$.

(b) $i \sum_{j=1}^{2n-2} \sin(\frac{m(j+1)}{2n+1}) [e_j, e_{j+1}] \xrightarrow{SL} i(L_m - L_{-m})$.
(b) \(- \sum_{j=2}^{2n-2} \cos \left( \frac{m(j+\frac{1}{2})\pi}{2n-1} \right) e_j \xrightarrow{SL} L_m + L_{-m},\)
\[ i \sum_{j=2}^{2n-3} \sin \left( \frac{m(j+1)\pi}{2n-1} \right) [e_j, e_{j+1}] \xrightarrow{SL} i(L_m - L_{-m}) \]
(c) \(- \sum_{j=2}^{2n-2} \cos \left( \frac{m(j+\frac{1}{2})\pi}{2n-1} \right) e_j \xrightarrow{SL} L_m + L_{-m},\)
\[ i \sum_{j=2}^{2n-3} \sin \left( \frac{m(j+1)\pi}{2n-1} \right) [e_j, e_{j+1}] \xrightarrow{SL} i(L_m - L_{-m}) \]
(d) \(- \sum_{j=2}^{2n-2} \cos \left( \frac{m(j+\frac{1}{2})\pi}{2n-1} \right) e_j \xrightarrow{SL} L_m + L_{-m},\)
\[ i \sum_{j=2}^{2n-3} \sin \left( \frac{m(j+1)\pi}{2n-1} \right) [e_j, e_{j+1}] \xrightarrow{SL} i(L_m - L_{-m}) \]
(e) \(- \sum_{j=2}^{2n} \cos \left( \frac{2m(j+\frac{1}{2})\pi}{2n} \right) e_j \xrightarrow{SL} L_m + L_{-m},\)
\[ i \sum_{j=2}^{2n-1} \sin \left( \frac{2m(j+\frac{1}{2})\pi}{2n} \right) [e_j, e_{j+1}] \xrightarrow{SL} i(L_m - L_{-m}) \]

If \( m \leq \sqrt{n}, \) we have a rate of convergence of \( O(\frac{1}{n}) \) for energies up to \( \sqrt{n}. \)

**Notation and \( \tilde{L}^{c,s}_m \) identities.** For the Hamiltonians, assuming an \( n \) which will always be obvious from the context, we choose the notation \( \tilde{L}_0^c \) as a scaling of it, which has scaling limit \( L_0. \) The notations and scalings for the case 1(a), i.e. \( \chi_0 + \chi_\frac{1}{2}, \) are
\[
\tilde{L}_0^c = \alpha_n^c H_n + \beta_n^{0,c} 1 \xrightarrow{SL} \tilde{L}_0^c,
\]
where \( \alpha_n^c = \frac{(2n+1)^2}{8\pi} \) and \( \beta_n^{0,c} \in \mathbb{R}. \) For the higher Virasoro generators, the first observable is \( O^c_n \) (superscript \( c \) because of \( \cos \)), and the second \( O^s_n \) with the following similar notation and identities for 2(a)
\[
\frac{\tilde{L}_m^c + \tilde{L}^{-c}_{-m}}{2} = \alpha_n^c O_n^c + \beta_n^{m,c} 1 \xrightarrow{SL} \frac{L_m + L_{-m}}{2},
\]
\[
i (\tilde{L}_m^s - \tilde{L}^{-s}_{-m}) = \frac{\alpha_n^s O_n^s}{2} + \beta_n^{m,s} 1 \xrightarrow{SL} \frac{i(L_m - L_{-m})}{2},
\]
where \( \alpha_n^s = \frac{(n+\frac{3}{2})^2}{8\pi} \) and the scalars \( \beta_n^{m,c}, \beta_n^{m,s} \in \mathbb{R}. \) Similarly for the full CFT, \( \tilde{L}_m^c + \tilde{L}^{-c}_{-m} \) and \( i (\tilde{L}_m^s - \tilde{L}^{-s}_{-m}) \) can be defined. It will turn out that such a splitting is possible so that \( \tilde{L}_{\pm m}^c \) and \( \tilde{L}_{\pm m}^s \), has scaling limit \( L_{\pm m}. \) The proof of the above theorem is provided in the [appendix](#) and one can easily recover the scaling factors by following the proof. We will only need the rate of growth of these scaling factors which will be at best \( O(n^2) \) and \( \alpha_n^c, \alpha_n^s \) do not depend on \( m \) while \( \beta_n^{m,c} \) and \( \beta_n^{m,s} \) do.

### 4. Scaling Limit Algebras in \( \mathcal{A} \)

We would like to obtain the observables of each of these three types and prove they form an SL-algebra:

(a) Wightman’s observables or smeared fields \( Y(a, f), \)
(b) LCN observables \( O \in \mathcal{A}(I), \)
(c) VOA observables or fields \( Y(a, z), \)
It is not hard to show that they are all in \( \mathcal{A} \) as a vector space, i.e. all in a single framework. This fact tells us two things known before. First, that they are all physical as they describe some computable convergent sequence. And second, although they are all related and each one is believed to store all the information of the CFT by itself, by definition of scaling limit, they have to be in our set of observables simultaneously.

We will first obtain (a), as a result, recover the observables of (b), and lastly, some comments will be made on (c). The nonperiodic chains or in other words the chiral cases will be handled first. Due to its simplicity, only the case \( \mathcal{V} = \chi_0 + \chi_2 \) will be analyzed, but all theorems can be similarly stated for the other chiral cases.

At the end, there will be some comments on similar results for the full CFT.

### 4.1. Wightman’s observables.

#### 4.1.1. Smeared vertex operator \( Y(a, f) \).

We will try to identify when hermitian observables of the form

\[
\eta \mathbf{1} + \sum_j t_j e_j \quad \& \quad \eta \mathbf{1} + i \sum_j [e_j, e_{j+1}]
\]

that are already space-local, are also energy-local. A trigonometric interpolation of the \( t_j \)'s with \( \cos\left(\frac{m(j+1/2)\pi}{2n+1}\right) \) or \( \sin\left(\frac{m(j+1/2)\pi}{2n+1}\right) \) is performed. Afterwards, previous results can be used to write down the observable in terms of \( (\tilde{L}_m^c + \tilde{L}_m^s) \) or \( i(\tilde{L}_m^s - \tilde{L}_m^c) \), where \( \tilde{L}_{\pm m}^c, \tilde{L}_{\pm m}^s \) are the operators with scaling limit \( L_{\pm m} \).

For the observable \( \bar{O}_n = \eta_n \mathbf{1} + \sum_{j=1}^{2n-1} t_j e_j \), a trigonometric interpolation using \( \cos\left(\frac{m(j+1/2)\pi}{2n+1}\right) \) for \( 0 \leq m \leq 2n - 2 \) gives

\[
t_j = \alpha_n^c \sum_{m=0}^{2n-2} a_m \cos\left(\frac{m(j+1/2)\pi}{2n+1}\right)
\]

\[
\implies \bar{O}_n = \gamma_n \mathbf{1} + a_0 \tilde{L}_0^c + \sum_{m=1}^{2n-2} a_m \frac{\tilde{L}_m^c + \tilde{L}_m^s}{2},
\]

where \( \gamma_n \) is some multiple of identity. Next, suppose \( \bar{O}_n \) does not shift the energy more than some given \( \Lambda \).

An analysis of \( \tilde{L}_m^c \) formula given in (32) and (33) shows two distinct parts

\[
\left( \sum_{k+m \leq 2n} \cos\left(\frac{(k+m+1/2)\pi}{2n+1}\right) \Psi_{k+m} \Psi_k^\dagger - \sum_{k+m > 2n} \cos\left(\frac{(k+m+1/2)\pi}{2n+1}\right) \Psi_{2(n+1)-k-m} \Psi_k^\dagger \right).
\]

The first part provides an energy shift of exactly \( -n \). The second part provides an energy shift of \( 2(k-(2n+1))+m \) when \( k+m > 2n+1 \) (if \( k+m = 2n+1 \), since \( \Psi_{2n+1} = 0 \), that term is irrelevant). This energy shift is between \( (-m, m) \) and it has the same parity as \( m \). The same holds for \( \tilde{L}_m^s \).

After the appropriate relabelling \( \Psi_k \rightarrow \Psi_{k+1+2n} \) (explained after (17)), the term \( \Psi_{-(n+1/2)} \Psi_{-(n+3/2)} \) provides an energy shift of \( -(2n-2) \) and it is only in
$\tilde{L}_{2n-2}$ due to the observation in the previous paragraph. Since $O_n$ is energy local $(1, O_n | \Psi_{n-\frac{1}{2}} \Psi_{n-\frac{3}{2}}) = 0$ implying $a_{2n-2} = 0$.

It is easy to see how inductively each $a_m$ is zero; for $a_{2n-3}$, taking the term $\Psi_{-(n-\frac{1}{2})} \Psi_{-(n-\frac{3}{2})}$ leading us to the similar conclusion $a_{2n-3} = 0$ and so on.

The case $\eta 1 + i \sum t_j [e_j, e_{j+1}]$ can also be done by using the trigonometric interpolation

$$t_j = \alpha_n \sum_{m=0}^{2n-3} b_m \sin \left( \frac{m(j+1)\pi}{2n+1} \right).$$

By mixing both cases $(\tilde{L}_m + \tilde{L}_{-m})$ and $i(\tilde{L}_m - \tilde{L}_{-m})$, we get

**Theorem 4.1.** $O_n$ is a $\Lambda$-energy local observable made from a linear combination of $e_j$ and $[e_j, e_{j+1}]$s and the identity if and only if it is of the form

$$O_n = \gamma_n 1 + a_0 \tilde{L}_0 + \sum_{m=1}^{\Lambda} \left( a_m \tilde{L}_m + ib_m \tilde{L}_s^m \right) + \sum_{m=1}^{\Lambda} \left( a_m \tilde{L}_m^c - ib_m \tilde{L}_m^s \right),$$

where $a_m, b_m \in \mathbb{R}$.

**Remark 4.** An operator $\tilde{L}_m$ is desired which has scaling limit $L_m$ so that expressions like $\sum \hat{f}_m \tilde{L}_m \xrightarrow{SL} \sum \hat{f}_m L_m$ can be used where $\hat{f}_m = a_m + ib_m \in \mathbb{C}$. Dealing with $a_m \tilde{L}_m^c + ib_m \tilde{L}_m^s$ every time can become inefficient and the choice below resolves this issue.

$$\tilde{L}_m := \left( \frac{\tilde{L}_m^c + \tilde{L}_m^s}{2} + \frac{\tilde{L}_m^c - \tilde{L}_m^s}{2} \right) \forall m \neq 0, \tilde{L}_0 = \tilde{L}_0^c.$$

The above is a definition for an operator for which $\tilde{L}_m \xrightarrow{SL} L_m$ and it satisfies the properties for convergence as it inherits those from the two operators. Indeed, $\frac{\tilde{L}_m^c - \tilde{L}_m^s}{2}$ when restricted to $\sqrt{n}$ energy, will be an operator with a norm at most $O\left(\frac{1}{n}\right)$ and so will become part of the error of the approximation. The rest of the operator acting on energy higher than $\sqrt{n}$ will join that of $\frac{\tilde{L}_m^c + \tilde{L}_m^s}{2}$.

**Notation.** $O|_E$ denotes the restriction to energy at most $E$, i.e. $O P^E$, and $O|_{>E} := O(1 - P^E)$.

**Notation.** From now on, $n$ will not be used for the virasoro mode operators, but for the sequence index which will be related to the size of the chain $2n + 1$. For example

$$\tilde{L}_m = L_m|_{\sqrt{n}} + O\left(\frac{1}{m}\right) + R^m_n,$$

where $R^m_n = \tilde{L}_m|_{>\sqrt{n}}$.

We can now state our first result for the scaling limit of observables.

**Theorem 4.2.** The energy local scaling limit of the sequence of hermitian observables $A_n^H$ spanned by $e_j, i[e_j, e_{j+1}]$ and the identity as a real vector space is

$$\{ L(f) + \gamma 1 \mid f \text{ has finite Fourier series, } \gamma \in \mathbb{R} \}. $$
Proof. One can remove the space local condition as all observables in $A_n^H$ are space-local. Assume a sequence of $\Lambda$-energy local operators

$$O_n = \gamma_n 1 + \sum_{j=-\Lambda}^{\Lambda} \hat{f}_j^n \bar{L}_j,$$

where $\hat{f}_j^n = f_j^n$ and $O_n \xrightarrow{SL} O$. To show that $O = L(f) + \gamma 1$ for some function $f$ with finite Fourier series, restrict $O_n$ to some energy $M > 2\Lambda$,

$$O_n|_M = \gamma_n 1 + \sum_{j=-\Lambda}^{\Lambda} \hat{f}_j^n \bar{L}_j|_M.$$

According to the properties of $\bar{L}_j$s, for large enough $n$,

$$O_n|_M = \gamma_n 1 + \sum_{j=-\Lambda}^{\Lambda} \hat{f}_j^n L_j|_M + \hat{f}_j^n O(\frac{1}{n}).$$

Since $O_n|_M$ has a limit in the operator norm to $O|_M$, $\hat{f}_j^n s$ must have a limit. To prove that, we compute the inner product below for the vacuum $1$:

$$(L_{-\Lambda}|_M 1, O_n|_M 1) = f_{-\Lambda}^n \|L_{-\Lambda} 1\| + (L_{-\Lambda} 1, (\sum_{j} \hat{f}_j^n O(\frac{1}{n}))1) \to (L_{-\Lambda}|_M 1, O1),$$

where $|_M$ is dropped as it is no longer needed. Notice all the errors $O(\frac{1}{n})$ corresponding to $\bar{L}_j$ give at most $|j|$ energy shift. This mean only the errors corresponding to $\bar{L}_{\pm\Lambda}$ have to be handled

$$f_{-\Lambda}^n \|L_{-\Lambda} 1\| + (L_{-\Lambda} 1, (f_{-\Lambda}^n O(\frac{1}{n}) + f_{-\Lambda}^n O(\frac{1}{n}))1).$$

$f_{-\Lambda}^n \|L_{-\Lambda} 1\|$ can be exactly computed and is of order $f_{-\Lambda}^n \Lambda^{\frac{3}{2}}$. The rest can have norm at most $O(\frac{1}{n})|f_{-\Lambda}^n|$ as $f_{-\Lambda}^n = f_{-\Lambda}^n$. It is easy to see from here that in order for the above to have some limit, $f_{-\Lambda}^n$ must have some limit $f_{-\Lambda}$.

Next step is to subtract $f_{-\Lambda}^n \bar{L}_A + \bar{f}_{-\Lambda}^n \bar{L}_A$ from $O_n$ and repeat the procedure. For the special case of $j = 0$, $\gamma_n 1 + f_0^n L_0$ can be seen to give the same conclusion. Denoting $\lim_{n \to \infty} \hat{f}_j^n = \hat{f}_j$, $\lim_{n \to \infty} \gamma_n = \gamma$,

$$O = \gamma 1 + \sum_{j=-\Lambda}^{\Lambda} \hat{f}_j L_j.$$

□

Remark 5. By Theorem 2.1 we have a strong SL-algebra.

We would like to have our theorems as general as possible. For UMMs, higher level ACs [23] should give the same results as in Theorem 3.1 implying that the above theorem should be true for UMMs. But a relaxed version of that theorem for UMMs would still give us the results in this section:
**Conjecture 4.3.** For any UMM VOA $V = V_{c,0}$ and chiral representation $V_{c,h}$, there is a sequence of quantum theories with strong scaling limit $(V_{c,h}, L_0)$ such that for each $L_m$, we have a sequence $\tilde{L}_m \in A_n$ with the following properties:

- It is a space local observable with hermitian operators $a_{\tilde{L}_m} + \overline{a}_{\tilde{L}_m} \in A_n^H$.
- It shifts the energy no more than $|m|$.
- Restricted to energy at most $n^d\omega$ it has the following approximation by $L_m|_{n^d\omega}$ with the rest being $R_m$:
  \[\tilde{L}_m = L_m|_{n^d\omega} + O\left(\frac{1}{n^g\omega}\right) + R_m,\]
  where $d\omega, g\omega$ are positive constants.
- Its norm is bounded by $O(n^{e\omega})$ for some constant $e\omega$.

**Remark 6.** It should be noted that the second and third item above have a meaning after the “push-forward” of the map $\tilde{L}_m$ acting on $V_{c,h}$ is assumed. This is done by the natural embedding $\rho_n : W_n \hookrightarrow V_{c,h}$ from the strong scaling limit and the map $\rho_n \tilde{L}_m(\rho_n)^{-1}$ which acts on the copy of $W_n$ inside $V_{c,h}$ and extended by zero on the orthogonal complement. This “push-forward” will be implicitly assumed whenever it is necessary. Also, notice that this is not the “natural” embedding but it will work for our purposes (in Ising, the natural embedding, is described in the appendix).

**Remark 7.** The last assumption is true for the Ising chain as $\tilde{L}^c_{m,n}$ and $\tilde{L}^s_{m,n}$ are after all a sum of $2n$ terms of $e_j$s which have norm order one. Taking the scaling factors $\alpha_n^c$ and $\beta_n^m, \beta_n^{m,s}$ and their norm into account

\[||\tilde{L}_m|| \leq O(n^2).\]

**Remark 8.** Assuming the above conjecture, the [Theorem 4.2] is true for all UMMs with the exception that the statement should change to: the scaling limit of space energy local contains the set $\{L(f)\mid f \text{ finite Fourier series}\}$. Therefore, except for [Theorem 4.1] [Theorem 4.2] and [Theorem 4.15] all other theorems in sections 4.1 and 4.3 will hold the way they are stated for all UMMs. For all theorems in section 4.2 the stronger [Conjecture 5.5] which tells us exactly how to recover the higher Virasoro modes for UMMS has to be assumed. The theorems below will be proved using the Ising AC, but by replacing some of the powers by appropriate constants ($d\omega$, etc), the results hold for UMMs as well.

**Remark 9.** It is conjectured that all the VOAs we care about (as described in section 1.1) satisfy energy boundedness [6, Conjecture 8.18]. A generalization of the [Conjecture 4.3] to all chiral CFTs which satisfy energy boundedness is possible. Sequences in the same fashion of the Virasoro modes have to exist for all elements inside a minimal quasi-primary hermitian field generator set of the VOA. Then, all theorems in section 4.1 and 4.3 except [Theorem 4.1] [Theorem 4.2] and [Theorem 4.15] can be recovered. In UMMS, the generator is only $\omega$ and in WZW models, the currents corresponding to the Lie algebra $g$ (see [4] for a numerical demonstration and more).
Notation. Set $L(f)_{\leq m} = \sum_{|j| \leq m} \hat{f}_j L_j$ and similarly for $\tilde{L}(f)$. Similarly define $L(f)_{> m}$ and $\tilde{L}(f)_{> m}$. Also set

$$\|f\|_E = \sum_{|i| \leq E} |\hat{f}_i|(|i| + 1)^{s},$$

and

$$|f|_m = \sum_{|i| \leq m} |\hat{f}_i|.$$

We wish to show that the choice of the “natural” sequence corresponding to $L(f)$ gives a strong SL-algebra. Some lemmas are needed.

**Lemma 4.4.** We have

$$\tilde{L}(f) := \sum_{j = -\infty}^{\infty} \hat{f}_j \tilde{L}_j \in A_n^H, \text{ for all } f \in C^\infty(S^1)$$

**Proof.** Note that $\hat{f}_j$ are rapidly decreasing. Also, from [Remark 7](#)

(1)

$$\|\tilde{L}_j\| \leq O(n^2).$$

The estimation does not depend on $j$. This gives an absolute convergence to an operator with norm bounded by $|f|O(n^2)$. On the other hand, for each $j$, we have

$$\hat{f}_j \tilde{L}_j + \hat{f}_j \tilde{L}_{-j} \in A_n^H \text{ implying } \tilde{L}(f) \in A_n^H.$$

The next step to establish a strong SL-algebra is to prove

**Lemma 4.5.** $\tilde{L}(f) \xrightarrow{SL} L(f)$.

**Proof.** The result shown here on the convergence behavior of $\tilde{L}(f)$ will be useful in the next theorem. Take any $k \in \mathbb{N}$ and consider $N_{f,(10k)^3+1}$ for which $|\hat{f}_j| < \frac{1}{j(10k)^3+1}$ for all $j > N_{f,(10k)^3+1}$. For $n$ large enough such that $10\sqrt{n} > N_{f,(10k)^3+1}$, using [1](#)

(2)

$$||\tilde{L}(f)_{> 10\sqrt{n}}|| = ||\sum_{|j| > 10\sqrt{n}} |\hat{f}_j| \tilde{L}_j|| \leq O(n^2) \sum_{|j| > 10\sqrt{n}} |\hat{f}_j|$$

$$\leq O(n^2) \int_{10\sqrt{n}}^{\infty} \frac{1}{x(10k)^3+1} dx < O(n^2) \frac{(10k)^3 + 1}{n(10k)^2} = O(n^{-(10k)^2 + 2}).$$

An same estimate for $L(f)_{> 10\sqrt{n}}$ via energy bounds is the next step:

$$||f||_{> 10\sqrt{n}}^2 < 2 \sum_{j > 10\sqrt{n}} (\frac{j + 1}{2})^\frac{3}{2} < \int_{10\sqrt{n}}^{\infty} \frac{1}{x(10k)^3 - 10k + 1} = O(n^{-(10k)^2 + 1}),$$

therefore

(3)

$$||L(f)_{> 10\sqrt{n}}|| < O(n^{-(10k)^2 + 1})||(L_0 + 1)||.$$

Next, given a vector $v \in \mathcal{V}$ and the embedding $\mathcal{W}_n \hookrightarrow \mathcal{V}$,

$$(\tilde{L}(f) - L(f))v = (\tilde{L}(f)_{\leq 10\sqrt{n}} - L(f)_{\leq 10\sqrt{n}})v + (\tilde{L}(f)_{> 10\sqrt{n}} - L(f)_{> 10\sqrt{n}})v$$
The two estimations above imply that the second part vanishes. For the first part,

\[ \tilde{L}(f) \leq \frac{10k}{\sqrt{n}} = L(f) \leq \frac{10k}{\sqrt{n}} + O\left(\frac{|f|_{j \leq \frac{10k}{\sqrt{n}}} n}{n}\right) + R(f), \]

where \( R(f) = \tilde{L}(f) - \frac{10k}{\sqrt{n}}. \) Since \( v \) has finite energy, for large enough \( n, R(f)v = 0 \) and \( L(f) \leq \frac{10k}{\sqrt{n}} v = f \leq \frac{10k}{\sqrt{n}} v. \) This implies \( |(\tilde{L}(f) - L(f))v| \to 0, \) which is indeed a stronger result than \( \tilde{L}(f) \to L(f). \)

**Theorem 4.6.** The set \( \{ L(f) \mid f \in C^\infty(S^1) \} \) gives a strong SL-algebra with corresponding sequence \( L(f) \) to each \( L(f). \)

**Proof.** For the vacuum \( 1 \) and \( 1_n = (\rho_n)^{-1} 1, \) the statement implies

\[ (1_n, \prod_{j=1}^k \tilde{L}(f^{(j)}))_n \to (1, \prod_{j=1}^k L(f^{(j)})) \]

Proving the above is enough as this can be done similarly for any two vectors \( u, v \in V. \) The fact that the right side is defined is shown in [52, Lemma 3.2.1]. We will prove the above by using triangle inequality after estimating the intermediate terms

\[ |(1, \prod_{j=1}^{t-1} L(f^{(j)})(L(f^{(t)})) - \tilde{L}(f^{(t)}))_n \prod_{j=t+1}^k \tilde{L}(f^{(j)}) |, \quad 1 \leq t \leq k, \]

where the embedding \( \rho_n \) is used implicitly. For each \( 1 \leq j \leq t, \) \( \tilde{L}(f^{(j)}) = \tilde{L}(f^{(j)}) \leq \frac{10k}{\sqrt{n}} + \tilde{L}(f^{(j)}) \leq \frac{10k}{\sqrt{n}}. \) Denote \( y_t = \prod_{j=t+1}^k \tilde{L}(f^{(j)}) 1 \) and let \( y_t = y_t^1 + y_t^2, \) where the first vector is inside \( V^{(k-t) \frac{10k}{\sqrt{n}}} \subset V^k \frac{10k}{\sqrt{n}} \) of vectors with energies at most \( k \frac{10k}{\sqrt{n}}, \) defined as \( 1. \)

To estimate the norm of \( ||y_t|| \) and \( ||y_t^2||, \) the norm of the two operators decomposing \( \tilde{L}(f^{(j)}) \) has to be bounded from above. Equation [2] gives \( ||\tilde{L}(f^{(j)}) \geq 10k|| < O(n^{-10k^2+2}). \) As for \( ||\tilde{L}(f^{(j)}) \leq 10k||, \) there are two different estimations. One will be used to find an upper bound for \( ||y_t^1|| \) and the other to bound \( ||y_t^2||. \)

For \( y_t^1, \) as the product is applied on the vacuum, consider the restriction of each of those operators to energy \( \leq k \frac{10k}{\sqrt{n}}. \) By energy bounds

\[ ||\tilde{L}(f^{(j)}) \leq 10k||_{k \frac{10k}{\sqrt{n}}} = ||L(f^{(j)}) \leq 10k||_{k \frac{10k}{\sqrt{n}}} + O\left(\frac{|f^{(j)}|_{\leq \frac{10k}{\sqrt{n}}}}{n}\right) \]

\[ \leq 2C_\omega ||f^{(j)}||_{\frac{5}{2}} \sqrt{n}(k \frac{10k}{\sqrt{n}} + 1) = O\left(\frac{10k}{\sqrt{n}}\right), \text{ for large enough } n. \]

The second estimate is coming from [1]

\[ ||\tilde{L}(f^{(j)}) \leq 10k|| \leq O(n^2). \]
By using (52),
\[ \|y^1_t\| \leq O((\frac{10n}{\sqrt{n}})^{k-t}) < O(\frac{10\sqrt{n}}{n}). \]

To estimate \(|y^2_t|^2\), let us take the expansion of
\[ \prod_{j=t+1}^{k} \bar{L}(f^{(j)}) = \prod_{j=t+1}^{k} (\bar{L}(f^{(j)}) \leq 10\sqrt{n} + \bar{L}(f^{(j)}) > 10\sqrt{n}) \]
and consider those terms that have at least one \(\bar{L}(f^{(j)}) > 10\sqrt{n}\) in them. Those will be the ones contributing to \(y^2_t\). Hence, as there are \(2^{k-t} - 1\) such terms,
\[ |y^2_t|^2 < (2^{k-t} - 1)O(n^{-10k^2+2})O((n^2)^{k-t}) \leq O(n^{-10k^2+2k+2}). \]

The estimates for \(||y^1_t||, ||y^2_t||\) give
\[ ||y_t|| < 2||y^1_t|| < O(\frac{10\sqrt{n}}{n}). \]

Let
\[ x_t := 1^\dagger \prod_{j=1}^{t-1} L(f^{(j)}) & \max_{t=1,...,k} ||x_t|| = p \& \max_{t=1,...,k} ||(L_0 + 1)x^t|| = q. \]

It can be shown that (52, Lemma 3.2.1)
\[ p = \max_{t=1,...,k} ||x_t|| \leq r||(L^k_0 + 1)||, \]
where \(r\) depends on \(f^{(j)}\), \(p\) depends on \(k, f^{(j)}\), and the degree of vector \(v\) (which is chosen to be the vacuum here). Obviously, there is no dependence on \(n\). We can derive a bound on \(q\) using the above. Let us approximate
\[ |x_t(\bar{L}(f^{(t)}) - L(f^{(t)}))(y^1_t + y^2_t)|. \]

Decomposing \((\bar{L}(f^{(t)}) - L(f^{(t)}))\) as in Lemma 4.5
\[ (\bar{L}(f^{(t)}) \leq 10\sqrt{n} - L(f^{(t)}) \leq 10\sqrt{n}) + (\bar{L}(f^{(t)}) > 10\sqrt{n} - L(f^{(t)}) > 10\sqrt{n}). \]

For the second part, using the estimates (2) on \(|\bar{L}(f^{(t)}) > 10\sqrt{n}|\), and finally (3) for \(|x_tL(f^{(t)}) > 10\sqrt{n}|\) we get
\[ |x_t(\bar{L}(f^{(t)}) > 10\sqrt{n} - L(f^{(t)}) > 10\sqrt{n})y_t| < pO(n^{-(10k^2+2)})O(\frac{10\sqrt{n}}{n}) + qO(n^{-(10k^2+1)})O(\frac{\sqrt{n}}{n}) \xrightarrow{n \to \infty} 0. \]

For the first part, considering the approximation of \(\bar{L}\) for energies up to \(k \frac{10\sqrt{n}}{n}\),
\[ \bar{L}(f^{(t)}) \leq 10\sqrt{n} - L(f^{(t)}) \leq 10\sqrt{n} \]
\[ -L(f^{(t)}) \leq 10\sqrt{n} > k \frac{10\sqrt{n}}{n} annihilates y^1_t \]
as the vector is inside \(\gamma^k \frac{10\sqrt{n}}{n}\). As for its action on \(y^2_t\), instead of taking the norm of that multiplication, one can
apply the energy bound on the left multiplication by \( x_t \) and due to the smallness of \( ||y_t^2|| \), it is easy to see that it vanishes when \( n \to \infty \).

The second term, which is the only term where our approximation gets somewhat tight, when acting on \( y_t \), has to compete with its norm. The estimation \([7]\) tells us that the result is bounded by \( O(\frac{\sqrt{n}}{n}) \) which still goes to zero.

Finally, the last term is the higher energy term \( \tilde{L}(f(t)) \leq 10k \sqrt{\frac{1}{n}} \). When acting on \( y_t^1 \), this will give zero. Then, one can use the bound on the norm of \( \tilde{L}(f(t)) \leq 10k \sqrt{\frac{1}{n}} \) (recall that this is a bounded operator like \( \tilde{L}(f(t)) \) with norm \( O(n^2) \)). As \( ||y_t^2|| \) is much smaller, this will vanish as well.

We note that \( A^H \) contains more than just the strong SL-algebra above:

**Theorem 4.7.** We have \( \{ L(f) \mid ||f||_{\frac{3}{2}} < \infty \} \subset A^H \) which contains \( \{ L(f) \mid f \in C^\infty(S^1) \} \) as a maximal strong SL-algebra.

**Proof.** For the maximality part, one has only to estimate the norm of \( \tilde{L}_{n}^k L(f)1 \) for any \( k \in \mathbb{N} \). This would imply that the Fourier series of \( f \) must be rapidly decreasing and therefore \( f \in C^\infty(S^1) \).

It is also clear, by some analysis easier than \([4, 5] \) that any \( L(f) \), with \( ||f||_{\frac{3}{2}} < \infty \), is obtainable as a sequence by choosing (e.g.) \( O_n = \tilde{L}(f) \leq \log(n) \). The rest was done in the previous theorem.

The next theorem generalizes to all fields. We list three facts \([6]\):

- In a UMM, the descendants of \( \omega \) span the VOA.
- Due to the Virasoro algebra identities, all descendants of \( \omega \) can be obtained only by applying operators \( L_n (n \geq -2) \).
- In a UMM, all fields are energy bounded:
  \[
  ||Y(a, f)v|| \leq C_a ||f||_{1} ||L_0 + 1||^{\sigma_a} v
  \]

**Theorem 4.8.** \( \{ Y(a, f) \mid a \in V, f \in C^\infty(S^1) \} \subset A \) generates an SL-algebra.

**Remark 10.** The algebra is also local but in the quantum computation sense of locality (QC-locality) where product of a constant number of \( \epsilon_b \)s far apart from each other still counts as local. But it must be observed that if a field is space local, then its derivative \( Y(L_{-1}a, z) = [L_{-1}, Y(a, z)] \) is also space local.

**Proof.** It is not hard to show using the same approach in \([52, 3.2.1] \) that

\[
||Y(a_1, f^{(1)}) \ldots Y(a_k, f^{(k)}) v|| \leq \alpha \|L_0 + 1\|^{\sum \sigma_{a_i}} ||v||,
\]

where \( \alpha \) depends on \( f^{(j)} \)s and \( k \). Thus the set \( Y(a, f) \) has all products defined on \( V \). We will proceed by induction.

Choose a basis with descendants. Then, for each field \( L_{i_1} \ldots L_{i_r} \omega = a \) an induction will be performed on \( r \). Hence, assume hypotheses have been shown to hold for the field \( b \) and we wish to prove the same for \( a = L_{-2}b \); the Borcherds identity shows that this is the hardest case and \( L_r b \) for \( r \geq -1 \) are easier and will be described later.
For the field \( a \), we want to obtain operators \( \tilde{y}_E(a)_m \) for energy \( E \) and mode \( m \) with the following hypotheses:

- There exist \( d_a \) such that for all \( E \leq n^{d_a} \) there are operators \( \tilde{y}_E(a)_m \) satisfying
  - \( \tilde{y}_E(a)_m \) is generated by the \( e_i \)'s QC-locally; i.e there is some constant \( p_a \) such that \( \tilde{y}_E(a)_m \) is \( p_a \) QC-local and \( p_a \) is independent of \( m \) and \( E \).
  - \( \exists v_a < d_a \) such that for any \( m \) and \( n^{v_a} \geq |m| \), \( \tilde{y}_E(a)_m \) provides an energy shift at most \( K_a(E + |m|) \) for some constant \( K_a \geq 1 \).
  - \( \tilde{y}_E(a)_m \) has norm at most \( n^{v_a} \) where \( e_a \) depends on \( a \).
  - There exist a constant \( g_a > 0 \) such that

\[
\tilde{y}_E(a)_m = y(a)_m |E + O\left(\frac{1}{n^{g_a}}\right) + R_{E,n}^{a,m}, \text{ for } n^{v_a} \geq |m| \tag{11}
\]

where \( y(a)_m |E \) is the restriction of \( y(a)_m \) in the VOA to energy at most \( n^{d_a} \) but acting on \( \mathcal{W}_n \) via pushback. \( O\left(\frac{1}{n^{g_a}}\right) \) should be regarded as the error in the approximation of \( \tilde{y}_E(a)_m |E \) by \( y(a)_m |E \), and it has norm at most \( O\left(\frac{1}{n^{g_a}}\right) \). Finally, the last term is \( R_{E,n}^{a,m} = \tilde{y}_E(a)_m (1 - P_E) \).

Notice the last hypothesis implies the same for restriction of energy to any \( E' \leq E \) since projection to energy \( E' \) has norm at most 1 and the rest will mix with \( R_{E,n}^{a,m} \).

Further, the base of induction \( \omega \) is essentially done. For \( E \leq n^{\frac{E}{4}} \) and any \( \sqrt{n} \geq |m| \), as \( \tilde{y}_E(\omega)_m = \tilde{L}_m \) provides an energy shift of at most \( |m| \) for any mode \( m \), in other words, at most \( 1 \times (E + |m|) \).

Suppose the hypotheses are true for \( b \) and \( a = L_{-2}b \). In Borcherds identity

putting \( p = 0 \) and \( q = -1 \), and some index shifting gives

\[
y(a)_m = y(L_{-2}b)_m = \sum_{j=0}^{\infty} (L_{-2-j}y(b)_{m+j+2} + y(b)_{m-j+1}L_{j-1}),
\]

which is an infinite sum but when restricted to energy \( E \leq n^{d_a} \), where \( d_a \) will be determined, the summation above will be finite and summed to some \( j \). Indeed, as shown in \([\text{?}])\), consider the projection \( y(a)_m P_E \). Then the first term is always zero when \( E - (m+j+2) < 0 \) and the second term is always zero when \( E - (j-1) < 0 \). So both are zero when \( E < j + \max\{-1, m+2\} \). Hence

\[
y(a)_m |E = \sum_{j=0}^{E - \max\{-1,m+2\}} (L_{-2-j}y(b)_{m+j+2}P_E + y(b)_{m-j+1}L_{j-1}P_E).
\]

Putting redundant projections in the middle of the operators leads to \( y(a)_m |E = \)

\[
\sum_{j=0}^{E - \max\{-1,m+2\}} (L_{-2-j}y(b)_{m+j+2}|E + y(b)_{m-j+1}|E + j-1|L_{j-1}|E)).
\]

This will be important as the last induction hypothesis for \( \omega \) and \( b \) will be applied separately. Based on the above identities, our choice for \( \tilde{y}_E(a)_m \) will be

\[
\tilde{y}_E(a)_m = \sum_{j=0}^{E - \max\{-1,m+2\}} (L_{-2-j}\tilde{y}_E(b)_{m+j+2} + \tilde{y}_E_{a+j-1}(b)_{m-j+1}\tilde{L}_{j-1})
\]
which is indeed an operator with restriction to energy higher than 

where the superscript for $\tilde{O}$ is chosen such that the energy shift is at most $\omega - \varepsilon$. 

The only terms remaining should contribute to $\tilde{O}(\sigma)$, i.e. to have

$$n^{v_b} \geq (2n^{v_a} + n^{d_a} + 4) \geq (|m| + |j| + 2).$$

This will be one of the restrictions on $v_a$ and $d_a$. At the end of the argument, choosing $v_a < d_a$, $\tilde{O}$ will be shown to be enough. Given $E \leq n^{d_a}$, the hypothesis for $b$ implies that $\tilde{O}(E(b))_{m+j+2}$ and $\tilde{O}(E + j - 1)_{m-j+1}$ will provide an energy shift at most $K_b(|m+j+2| + E)$ and $K_b(|m-j+1| + E + |j-1|)$ which added to the energy shift of the Virasoro operators is at most $|j+2| + K_b(|m+j+2| + E)$ and $K_b(|m-j+1| + E + |j-1|) + |j-1|$. Since $|j| \leq E + |m| + 2$, there is a constant $K_a$ such that the energy shift is at most $K_a(E + |m|)$.

The third hypothesis is easy to check as this rough estimate for all $m$ holds

$$|\tilde{O}(E)(a)| < n^{d_a + v_a + \varepsilon} + n^{e_b + \varepsilon}. $$

Implied that $e_a$ can be chosen $d_a + v_a + \varepsilon$.

For the last hypothesis, from the equations (12) and (13) the sum of the approximations given by the hypothesis for $\omega$ and $b$ is $\tilde{O}(E)|E|$. But what about the other terms? Consider $L - 2 - j \tilde{O}(E)_{m+j+2}$ which is the product

$$(L - 2 - j)|E + K_b(E + |m+j+2|) + O(\frac{1}{n^{g \omega}}) + R^{\omega}_{E}$$

which is indeed an operator with restriction to energy higher than $E$. Further, due to energy restrictions

$$R^{\omega}_{E} + K_b(E + |m+j+2|)O(\frac{1}{n^{g \omega}}) = 0.$$
We need to show that while choosing \( g_a \) appropriately. Also, in addition to this analysis, one has to analyze the product \( \tilde{y}_{E+j}b_{m-j+1}\tilde{L}_{j-1} \) for all \( 0 \leq j \leq E - \max\{-1, m + 2\} \). But \( E \leq n^{d_a} \) and further, \( |m| \leq n^{v_a} \). It is not hard to see that although there are so many terms contributing to what should be \( O(\frac{1}{n^{d_a}}) \), by choosing \( v_a, d_a \) small enough compared to \( g_b, g_\omega \), the approximation will be of the form \( O(\frac{1}{n^{g_a}}) \) with norm at most \( O(\frac{1}{n^{g_a}}) \).

The first term \( O(\frac{1}{n^{d_a}})O(\frac{1}{n^{g_a}}) \) is \( O(\frac{1}{n^{g_a}+g_a}) \) with the obvious bounded norm. As mentioned in the last paragraph, this will show up many times and so, there is one restriction here on \( d_a, v_a \).

As for the second term, \( y(b)_{m+j+2}\tilde{E} \) is a bounded operator with norm at most

\[
C_b(|m + 2 + j| + 1)^{rv_b} (E + 1)^{s_b} \leq C_b(n^{d_a} + 2n^{v_a} + 4 + 1)^{rv_b}(n^{d_a} + 1)^{s_b}.
\]

In other words, the norm is bounded by

\[
O\left(\frac{n^{d_a} + 2n^{v_a} + 5}{n^{g_a}}\right)^{rv_b}(n^{d_a} + 1)^{s_b}.
\]

Hence small enough \( d_a, v_a \) can deliver the desired result. The story for the third term is similar, energy bound is used for \( L_{-2-j}\tilde{E} + K_b(E + |m + j + 2|) \)

\[
C_b(|2 + j| + 1)^{\frac{3}{2}}(E + K_b(E + |m + j + 2|) + 1) \leq C_b(n^{d_a} + n^{v_a} + 4 + 1)^{\frac{3}{2}}(n^{d_a} + K_b(2n^{d_a} + 2n^{v_a} + 4) + 1).
\]

The norm is bounded by

\[
O\left(\frac{n^{d_a} + n^{v_a} + 5}{n^{g_b}}\right)^{\frac{3}{2}}(n^{d_a} + K_b(2n^{d_a} + 2n^{v_a} + 4) + 1)
\]

which is another restriction on how small \( d_a, v_a \) have to be.

One can handle the product \( \tilde{y}_{E+j-1}(b)_{m-j+1}\tilde{L}_{j-1} \) in a similar way. The induction is finished when \( a = L_{-2}b \).

If \( a = L_r b \) for any \( r > -2 \), then the Borcherds identity would be

\[
(L_r b)_m = \sum_{j=0}^{\infty} (-1)^j \binom{r + 1}{j} (L_{r-j} b_{m+j} - (-1)^{r+1} b_{r+1+m-j} L_{j-1})
\]

and the treatment of this case is easier since the summation is finite; for \( j > r+1 \geq 0 \) we have \( \binom{r+1}{j} = 0 \). All the properties described in the induction can be proved here as well. Therefore, the induction is fully proved.

It remains to show that \( \{Y(a, f)|a \in \mathcal{V}, f \in C^\infty(S^1)\} \) generates an SL-algebra. Using the properties in the induction hypotheses, it can be seen that the proof is nothing but a more involved version of \( \textbf{Theorem 4.6} \).

To get the product \( \prod_{j=1}^{k} Y(a_j, f^{(j)}) \) in the scaling limit, the operators

\[
\tilde{Y}_{E_j}(a_j, f^{(j)}) = \sum_m \tilde{f}_m^{(j)} \tilde{y}_{E_j}(a_j)_m \in \mathcal{A}_n
\]

have to be chosen where \( E_j \)s need to be determined carefully by taking into account the constants in the energy bound inequalities for all \( a_j \)s, and also all other constants, notably \( d_{a_j} \)s and \( g_{a_j} \)s, so that we can use the approximation provided.
by the last hypothesis. It is clear that the choice of $E_j$s will not be universal and depends on the product. They will also not be equal due to the second hypothesis and will be very small compared to all other constants.

**Remark 11.** The reason we could not obtain smeared fields as a strong SL-algebra generating set is the dependence of the energy shift on the energy itself. If somehow all vectors were obtained by only applying $L_r, r > -2$ (because of the finite sum) or if we knew that the base of induction $\tilde{L}_m$ shifts the energy exactly by $m$, this issue would not be present.

**Remark 12.** One would wish to get the hermitian fields giving self-adjoint $Y(a, f)$, as a scaling limit of hermitian observables generated by the $e_i$s. Descendants of even degree of $\omega$ are hermitian if and only if they are quasi-primary. Also, as [6] demonstrates, quasi-primary hermitian fields generate (not span) any unitary VOA. Further, we could not find any exact formula or general description of these fields. But a generating set of quasi-primary hermitian fields can exist which have a corresponding sequence coming from (a generating set formed by hermitian observables, i.e.) $A_{\omega}^{H}$. For UMMs, that generating set is $\{\omega\}$, for which there is a corresponding sequence from $A_{\omega}^{H}$.

### 4.2. Local conformal nets observables.

In this section, bounded operators in the LCN framework are recovered. Recall that for UMMs, the observables algebra on an interval $I$ is given by $\{e^{iL(f)} | \text{supp}(f) \subset I\}'$ [35].

From results of the previous section, the following is immediate

**Corollary 4.9.** The sequence of observables below give a strong SL-algebra:

$$e^{i\tilde{L}(f)} \xrightarrow{\text{SL}} e^{iL(f)}.$$  

**Proof.** This is a direct application of the Trotter-Kato approximation theorem (see e.g. [8]) on **Theorem 4.6**. The fact that the scaling limit is a strong SL-algebra is simply due to the uniform boundedness of the operators involved, all being unitary.

**Corollary 4.10.** All operators in $\{e^{iL(f)}\}'$ in $A$ giving a strong SL-algebra.

**Proof.** As all algebras here are generated by self-adjoint operators, we will be considering only self-adjoint operators (this will make applying Kaplansky’s density theorem easier). Consider a sequence of self-adjoint operators $O^{(i)}$ in the algebra generated by $e^{iL(f)}$s with a strong limit to a self-adjoint bounded operator $O$. Each $O^{(i)}$ has a corresponding sequence of self-adjoint $(O^{(i)}_n)_n$ with scaling limit $O^{(i)}$ which can be thought of replacing any $e^{iL(f)}$ in $O^{(i)}$’s expression by $e^{i\tilde{L}(f)}$. From these sequences, by a standard diagonal argument, one can get a sequence $O_n$ with scaling limit $O$.

As long as $O^{(i)}$s are uniformly norm bounded, there is the possibility of having a sequence $O_n$ that is uniformly bounded, giving a strong SL-algebra as in the previous theorem. This includes the case where $O$ is in the **norm-operator** closure...
of the algebra generated by \( \{ e^{iL(f)} \} \). So the \( C^\ast \)-algebra can be recovered. Then, Kaplansky’s density theorem does the rest: one can apply it on the sequence \( O^{(i)} \), such that it becomes uniformly bounded by \( ||O|| \) and then apply the same theorem on each sequence associated to \( O^{(i)} \) so that they become in turn uniformly bounded by \( ||O^{(i)}|| \). □

Hence, all observables in LCN form a strong SL-algebra. The next question is whether there exist some definition of the algebra \( A_n(I) \) and how the bounded scaling limit would compare to the LCN, called \( A_{lcn}(I) \). As we shall see, the anyons must be on the upper half-circle as in Figure 1.

**Definition 12.** Consider the upper half-circle \( S_1^+ \) with its two points on the boundary. The set of intervals \( I_+ \) are the connected sets in one of the following forms:

- Open intervals \( I \) inside \( S_1^+ \) for which \( \partial I \cap \partial S_1^+ = \emptyset \),
- Closed-open intervals \( I \) where \( |I \cap \partial S_1^+| = |\partial I \cap \partial S_1^+| = 1 \),
- \( S_1^+ \).

On these sets, the following nets of observables are defined

**Definition 13.** Given \( I \in \mathcal{I}_+ \), \( A_n(I) \) is generated by \( e^{j\pi \xi} \) where \( \frac{j\pi}{2n+1}, \frac{(j+1)\pi}{2n+1} \in I \) and the identity.

The definition can be seen to imply \( [A_n(I_1), A_n(I_2)] = \{0\} \) which is locality. Isotony is obvious, i.e. \( I_1 \subseteq I_2 \implies A_n(I_1) \subseteq A_n(I_2) \).

**Definition 14.** Consider the set of self-adjoint bounded linear operators \( O \) in the scaling limit of the algebra of observables \( A_n(I) \) such that there exist a self-adjoint sequence \( O_n \in A_n(I) \) with bounded norm and

\[
\rho_n(O_n(\rho_n)^{-1}(u)) \rightarrow Ou, \quad \forall u \in \mathcal{V},
\]

i.e. there is sequence with strong SL convergence to \( O \) or the strong-operator convergence in \( \mathcal{V} \). Define \( A_b(I) \) as the von Neumann algebra generated by the set.

Locality is the reason behind the above definition. Consider two sequences of operators \( x_n \xrightarrow{SL} x \) and \( y_n \xrightarrow{SL} y \) which are self-adjoint and commuting. In order to ensure \( [x, y] = 0 \), it can be easily observed that the weak-limit offered by scaling limit is not enough and we need at least a strong type of that limit (which is the above definition). But that could not be enough as \( x_n y_n \xi \rightarrow xy\xi \) for \( \xi \in \mathcal{V} \) can not be necessarily true yet:

\[
(x_n y_n - xy)\xi = x_n(y_n y - y)\xi + (x_n - x) y\xi.
\]

The first and second part of the above summation are not guaranteed to go to zero unless \( x_n s \) are uniformly bounded and \( x_n \rightarrow x \) in the strong-operator topology (of \( \mathcal{V} \) as \( y\xi \in \mathcal{V} \)). It turns out that the strong SL convergence (which is strong-operator convergence in \( \mathcal{V} \)) and norm boundedness are in some way equivalent to convergence in the strong-operator topology (in \( \mathcal{V} \)). One direction is clear and the other is the application of Kaplansky’s density theorem to get such a sequence with norms uniformly bounded. The definition above imposes these properties and
\( \mathcal{A}_b(I) \) can be seen to satisfy locality and isotony. In fact similar to the procedure carried out in \[\text{Corollary 4.10}\] it can be seen to be have a sequence associated to any of its elements which are norm bounded and converge strongly to that element. Therefore, it is a strong SL-algebra.

How does this “net” compare to \( \mathcal{A}_{lcn}(I) \)? Denote by \( j(I) \) the reflection of the interval \( I \) with respect to the \( x \)-axis where \( j: z \to \bar{z} \).

**Theorem 4.11.** Given a function \( f = \sum \hat{f}_m e^{im\theta} \in C^\infty(S^1) \) with \( \text{supp}(f) \subset I \cup j(I) \), and \( \hat{f}_m = a_m + ib_m \), define \( \tilde{e}(f) = \)
\[
\alpha_n^{2n-1} \sum_{j=1}^{2n-1} f_c \left( \frac{\pi(J + \frac{1}{2})}{2n+1} \right) e_j + \alpha_n^{2n-2} \sum_{j=1}^{2n-2} f_s \left( \frac{\pi(J + 1)}{2n+1} \right) [e_j, e_{j+1}] + \left( \sum_{m=-\infty}^{\infty} a_m \beta_n^{m,c} + b_m \beta_n^{m,s} \right) \textbf{1},
\]
which is inside \( A_n(I) \) (for large enough \( n \), and
\[
f_c(\theta) = \frac{f(\theta) + f(-\theta)}{2} \in C^\infty(S^1_+), \quad \forall e^{i\theta} \in S^1_+,
\]
\[
f_s(\theta) = \frac{f(\theta) - f(-\theta)}{2} \in C^\infty(S^1_+), \quad \forall e^{i\theta} \in S^1_+.
\]
we have \( \tilde{e}(f) \xrightarrow{SL} L(f) \).

**Proof.** In fact, \( \tilde{e}(f) = \tilde{L}(f) \) and this implies the theorem (using \[\text{Theorem 4.6}\]). To show that equality, the formula for \( \tilde{L}_m \) gives
\[
\hat{f}_m \tilde{L}_m + \hat{f}_{-m} \tilde{L}_{-m} = a_m \tilde{L}_m^c + ib_m \tilde{L}_m^s + a_{-m} \tilde{L}_{-m}^c + ib_{-m} \tilde{L}_{-m}^s
\]
where \( \hat{f}_m = \tilde{f}_{-m} \). Next, the identities for \( \tilde{L}_m^c,s \) gives \( \tilde{L}(f) = \)
\[
\alpha_n^{2n-1} \sum_{j=1}^{2n-1} c_j e_j + i\alpha_n^{2n-2} \sum_{j=1}^{2n-2} s_j [e_j, e_{j+1}] + \left( \sum_{m=-\infty}^{\infty} a_m \beta_n^{m,c} + b_m \beta_n^{m,s} \right) \textbf{1},
\]
where
\[
c_j = \sum_{m=-\infty}^{\infty} a_m \cos \left( \frac{m(j + \frac{1}{2})\pi}{2n+1} \right), s_j = \sum_{m=-\infty}^{\infty} b_m \sin \left( \frac{m(j + 1)\pi}{2n+1} \right).
\]
But \( f_c(\theta) \) and \( f_s(\theta) \) are precisely the \( \cos() \) and \( \sin() \) part of the Fourier series of \( f \). Therefore, the above is precisely \( \tilde{e}(f) \). \qed

As a corollary, by definition,

**Corollary 4.12.** \( \{e^{iL(f)}\}' \subset \mathcal{A}_b(I) \) for \( \text{supp}(f) \subset I \cup j(I) \).

This hints to the relation between \( \mathcal{A}_b(I) \) and \( \mathcal{A}_{lcn} \). Assume \( I \) touches the boundary of upper half-circle. Then, \( I \cup j(I) \) is some connected interval in the circle and so \( \{e^{iL(f)}|\text{supp}(f) \subset I \cup j(I)\}' = \mathcal{A}_{lcn}(I \cup j(I)) \). By the corollary above,
\[
\mathcal{A}_{lcn}(I \cup j(I)) \subset \mathcal{A}_b(I).
\]
But due to Haag duality for the conformal net \( \mathcal{A}_{lcn} \) and locality for \( \mathcal{A}_b \), for the complement of \( I \), called \( J \), in \( S^1 \),
\[
\mathcal{A}_b(J) \subset \mathcal{A}_b(I)' \subset \mathcal{A}_{lcn}(I \cup j(I))' = \mathcal{A}_{lcn}(J \cup j(J)) \subset \mathcal{A}_b(J).
\]
Therefore, one recovers exactly, no more and no less, the LCN by taking the bounded scaling limit.

**Theorem 4.13.** \( A_0(I) = A_{\text{LCN}}(I \cup j(I)) \) for \( I \in \mathcal{I}_+ \) with \( |I \cap \partial S^1_+| = 1 \).

The above theorem is true for all UMMs assuming **Conjecture 4.3**.

### 4.3. Vertex operators \( Y(a, z) \)

In **Theorem 4.8**, \( y(a)_m \) was found to be in the scaling limit using QC-local operator. Therefore, \( Y(a, z) \) should also be in the scaling limit as an almost linear operator. In fact, \( Y(a, z) \) is the weak limit of a sequence \( Y(a, f) \) where \( f \) shrinks to the \( \delta \) Dirac function. Then, according to **Remark 3**, \( Y(a, z) \in \mathcal{A} \). Here, we wish to construct a concrete sequence for the observable.

**Theorem 4.14.** \( Y(a, z) \in \mathcal{A} \) as an almost linear operator.

**Proof.** Choose the sequence of observables

\[
O_n = \sum_{|m| < \frac{2a \log(n)}{2 \log(|z|)}} m z^{-m - \text{wt} a}
\]

where \( \text{wt} a \) is the degree of \( a \). Take \( u, v \in \mathcal{V} \). Without loss of generality, assume \( u, v \) are homogeneous with weight difference \( -s \). For \( (u, Y(a, z)v) \), only the term \( (u, y(a)_s z^{-s - \text{wt} a} v) \) is nonzero. Thus,

\[
(u, \sum_{s < |m| < \frac{2a \log(n)}{2 \log(|z|)}} m z^{-m - \text{wt} a} v)
\]

must go to zero. Once this is proved, the rest is the sum

\[
(u, \sum_{|m| < s} m z^{-m - \text{wt} a} v)
\]

is a finite sum of operators for which the scaling limit is known. By **Theorem 4.8**, we need to compute

\[
(u, y(a)_m |_{\log(n)} + O\left(\frac{1}{n g_a}\right) + R_{\log(n), n}^a z^{-m - \text{wt} a} v).
\]

For \( n \) where \( \log(n) > \text{wt} v \), the term \( R_{\log(n), n}^a \) is zero. Similarly for \( m \neq s \), the term \( (u, y(a)_m |_{\log(n)} v) \) is zero. It remains to show

\[
\lim_{n \to \infty} O\left(\frac{1}{n g_a}\right)(\sum_{s < |m| < \frac{2a \log(n)}{2 \log(|z|)}} m z^{-m}) = 0.
\]

Due to symmetry of the summation, assume \( |z| > 1 \), and the summation is not small only for positive powers. In that case, the summation has norm at most \( \frac{g_a \log(n)}{|z|^{\log(n)/2} + 1} \) which vanishes when divided by \( n g_a \). \( \square \)
We discussed the following intuition on the scaling limit of smeared field
\[ \int f(e^{\frac{\omega + i\theta}{n}} e_j \overline{\beta}_z(\omega, f) = \oint Y(\omega, z) z^2 \frac{dz}{2\pi i z}. \]

Informally, one could think of this smooth function being a Gaussian distribution which goes to the \( \delta \) Dirac function at some point corresponding to angle \( \theta \). In that case, one would expect to get
\[ e_\theta \overset{\text{SL}}{\rightarrow} Y(\omega, e^{i\theta}). \]

Of course, with \( e_j \)'s, the “\( \cos() \)” part appears in the scaling limit. For the other part, the bracket \([e_j, e_{j+1}]\) must be used.

Finding some ultra local operator in \( \mathcal{A}_n \) giving us the field operator in the scaling limit would be a “proof” that the field operator \( Y(w, z) \) should not only be called a local observable, but an ultra local observable. Unfortunately, the natural guess does not work.

**Notations.** \( \overline{\psi}^c_x \) is the vector with entries \( (\cos(\frac{m(x+\frac{1}{2})\pi}{2n+1})) \) for \( 0 \leq m \leq 2n \) and \( \overline{\psi}^s_x = (\sin(\frac{m(x+\frac{1}{2})\pi}{2n+1})) \) for \( 1 \leq m \leq 2n \). Define \( \beta^c_n \) as the infinite vector with entries \( \beta^m_{c,n} \) for all \( m \geq 0 \) and similarly define \( \beta^s_{n} \). Extend \( \overline{\psi}^c_x \) and \( \overline{\psi}^s_x \) by zeros to have infinite entries for them as well.

**Theorem 4.15.** We do not have
\[ O_n = \alpha^c_n ||\overline{\psi}^c_x||^2 e_x + i\alpha^s_n ||\overline{\psi}^s_x||^2 [e_x, e_{x+1}] + (\beta^c_{n} \overline{\psi}^c_x + \beta^s_{n} \overline{\psi}^s_x) I \overset{\text{SL}}{\rightarrow} Y(\omega, z) z^2, \]
where \( z = e^{i\theta} \) and we pick the unique \( 1 \leq x \leq 2n-1 \) such that \( \theta \in [\frac{x\pi}{2n+1}, \frac{(x+1)\pi}{2n+1}] \).

Notice sometimes \( x \) can only be chosen for large enough \( n \) as \( \theta \) may be close to the boundaries. \( O_n \) is exactly the expression for \( e_x \) and \([e_x, e_{x+1}]\) one obtains by considering the \( \overline{L}^c_m \) **identities** of **Theorem 3.1**. That is why we believe this should be the first candidate for convergence to \( Y(\omega, z) z^2 \).

**Proof.** By the \( \overline{L}^c_m \) **identities**
\[ O_n = \sum_{m=0}^{2n} \cos(\frac{m(x+\frac{1}{2})\pi}{2n+1}) \overline{L}^c_m + \overline{L}^c_{-m} + i \sum_{m=1}^{2n} \sin(\frac{m(x+1)\pi}{2n+1}) \overline{L}^s_m - \overline{L}^s_{-m}. \]

In other words, the following should not hold
\[ O_n = \sum_{m=-2n}^{2n} \left( \cos(\frac{m(x+\frac{1}{2})\pi}{2n+1}) + i \sin(\frac{m(x+1)\pi}{2n+1}) \right) \overline{L}^c_m \overset{\text{SL}}{\rightarrow} \sum e^{im\theta} \overline{L}^c_m. \]

It is clear that any finite sum up to some \( M \) for \( O_n \) goes to \( \sum_{|m| \leq M} e^{im\theta} \overline{L}^c_m \). Restrict to some finite energy \( M \) from right and left. Notice the scaling limit is not supposed to be a linear operator so restriction needs to be made from both sides. It will be shown that the approximations to high Virasoro modes give something other than zero. This will be shown for the \( \cos() \) part (in other words, the real part) of the summation which is provided by the operators \( \overline{L}^c_m + \overline{L}^c_{-m} \). The \( \sin() \) part \( \overline{L}^s + \overline{L}^s_{-m} \) (complex part) can be done similarly.
One can easily observe from the formula of $\tilde{L}_m^c + \tilde{L}_m^c$ ([32] and [33]), that for $M < m < 2n + 1 - 2M$, the restriction from left and right is exactly zero for large enough $n$. This is easy to observe by considering the picture of the half-circle having the momenta on it.

Now notice that for $2n + 1 - 2M \leq |m| \leq 2n$, the formula for $\tilde{L}_m^c + \tilde{L}_m^c$ gives many fermion pairs which are distinct for different $m$. Indeed, after the restrictions, any term $\Psi_k^c \Psi_k$ should have both $n + 1 - M \leq k$, $k' \leq n + M$ and as $\Psi_k$ appears only once for each $k$, there are around $O(M)$ possibilities. Also, the difference between $k$ and $k'$ for each one of these pairs is exactly $2n + 1 - m$ implying that the pairs are not repeated by different $m$s. Each of these terms will have a coefficient of order $O(n)$; Indeed there is a scaling provided by the $a_n^c$ and further, there is also the coefficient $2 \cos(\frac{(k + m)\pi}{2n + 1})$ which is close to $2$ as $\frac{\pi}{2n + 1}$ is close to $\frac{\pi}{2}$ and $n + 1 - M \leq k \leq n + M$. Therefore, although the part $|m| \leq M$ of the summation cause no problem, there are terms corresponding to $2n + 1 - 2M \leq |m| \leq 2n$ that blow up in norm. Hence, the scaling limit is certainly not an almost linear operator which is defined on $V \times V$ and the $\cos()$ part of $Y(\omega, z)z^2$ is not the scaling limit.

For the $\sin()$ and $\tilde{L}_m^c$ case, with a similar reasoning, the $2n + 1 - 2M \leq |m| \leq 2n$ part of the summation does not blow up in norm but it is non-zero and due to the divergent coefficient $\sin(\frac{m(x + 1)\pi}{2n + 1})$, does not have a limit and the $\sin()$ part of $Y(\omega, z)z^2$ is not the scaling limit. \hfill $\square$

Remark 13. As all problems emerge from the $m$ close to the both ends of the summation, i.e. $-2n$ and $2n$, one could take the observable $O_n$ as follows with the desired scaling limit

$$\sum_{m=-2n+\log(n)}^{2n-\log(n)} \left( \cos\left(\frac{m(x + \frac{1}{2})\pi}{2n + 1}\right) + i \sin\left(\frac{m(x + 1)\pi}{2n + 1}\right) \right) \tilde{L}_m^c \frac{SL}{c} \sum e^{im\bar{\theta}} L_m.$$ 

In fact, any function $f(n) \xrightarrow{n \to \infty} \infty$ instead of $\log(n)$ would work to avoid the discussed issues. But this is not the nice ultra local expression in terms of just $e_x$ and $[e_x, e_{x+1}]$ we desired for $O_n$. It is unknown whether there exists ultra local observable $O_n$ with $O_n \xrightarrow{SL} Y(\omega, z)z^2$.

5. Conjectures and future directions

5.1. On scaling limit of anyonic chains.

In this section, we provide a list of problems that need to be addressed for a clearer picture of the structures in the scaling limit relevant to CFT.

After Definition 6 it was asked whether or not $A^H$ generates $A$ and whether that in turn generates $\overline{A}$. If the scaling limit is a CFT, such a theorem becomes reasonable:

Conjecture 5.1. The observables $\overline{A}$ are “generated” by some means from the set of observables of the form $Y(a, f)$.

The smeared fields $Y(a, f)$ were obtained as QC-local operators.
Conjecture 5.2. There is a spanning set $S = \{a\}_{a \in V}$ of the VOA such that for any $a \in S$, the smeared field $Y(a, f)$ is space-local.

One obstacle to space locality is the absence of commutators in the Borcherds identity. Otherwise, the terms involving products of far apart $e_{j}$s would disappear. If $Y(a, f)$ can be expressed in terms of commutators of $Y(\omega, f)$ with the Virasoro generators, the above conjecture would be true. Therefore, the obstacle may just be some simple lemma that is missing.

Closely related to conformal invariance, is the scaling limit of the product of unitaries $e^{i\tilde{L}(f)}$ and the smeared field operators $\tilde{L}(f)$.

Conjecture 5.3. Prove that the algebras in Corollary 4.10 and Theorem 4.6 together generate a (strong) SL-algebra.

As a remark on the emergence of conformal invariance in the scaling limit, notice that due to Corollary 4.9, for $e^{iL(g)} \in \mathcal{A}_{lcn}(I)$, we have

$$e^{i\tilde{L}(f)}e^{i\tilde{L}(g)}e^{-i\tilde{L}(f)} \xrightarrow{SL} e^{iL(f)}e^{iL(g)}e^{-iL(f)}.$$  

Further, the scaling limit above is itself in $\mathcal{A}_{lcn}(\exp(f)(I))$ and it is this fact that is the reason for conformal covariance (expressed below) in the LCN as $e^{-iL(f)}$s generate the local algebras:

$$U(\gamma)\mathcal{A}_{lcn}(I)U(\gamma)^\dagger = \mathcal{A}_{lcn}(\gamma(I)), \quad \gamma \in \text{Diff}_{+}(S^1).$$

But it is easy to show that $\mathcal{A}_{n}(I)$ can also be generated by $e^{i\tilde{L}(f)}$s. Due to Corollary 4.9 and Theorem 4.13, this essentially implies that, loosely speaking, the two sets $e^{i\tilde{L}(f)}\mathcal{A}_{n}(I)e^{-i\tilde{L}(f)}$ and $\mathcal{A}_{n}(\exp(f)(I))$ become the same in the scaling limit (at least for $I$ and $\exp(f)(I)$ satisfying condition of Theorem 4.13). Therefore, conformal invariance emerges in the scaling limit. This may not be satisfying as it is not clear whether the group of operators $e^{i\tilde{L}(f)}$ is the natural choice for the group (sequence of groups acting on the anyonic chains) that should recover the action of $\text{Diff}_{+}(S^1)$ in the scaling limit (see [32] for a different candidate, the Thompson’s group).

We could not get all types of observables as algebra. The point-like field operators $Y(a, z)$ were just given as a vector space in the scaling limit.

Conjecture 5.4. Field operators $Y(a, z)$ form a (strong) SL-algebra whenever their product is defined on $V \times V$.

The techniques used in [36] may be useful to prove this as it involves some kind of truncations of the field operators. Finally, it would be useful for quantum simulation if one could obtain the field operators as ultra local operators because the product of ultra local hermitian operators can be simulated efficiently [2, Claim 6.2] on a quantum computer.

Due to the numerical results on higher level ACs, it was conjectured (4.3) that the theorems of section 4 are true for higher level UMMs. Here, we emphasize the identities giving us the Virasoro algebra.
Conjecture 5.5. The Hilbert space and the Virasoro algebra action of every chiral UMM with central charge \( c = 1 - \frac{6}{(k+1)(k+2)} \) is obtainable as a scaling limit of some \( SU(2)_k \) AC with some suitable boundary condition and the same theorems proved in section 4 hold for them. Also denoting by \( O_n^c \) and \( O_n^s \) the following

\[
O_n^c = - \sum_{j=1}^{2n-1} \cos\left(\frac{m(j + \frac{1}{2})\pi}{2n + 1}\right)e_j, \quad O_n^s = i \sum_{j=1}^{2n-2} \sin\left(\frac{m(j + \frac{1}{2})\pi}{2n + 1}\right)[e_j, e_{j+1}],
\]

we have operators \( \tilde{L}_{\pm m}^c, \tilde{L}_{\pm m}^s \) satisfying the properties in 4.3 and,

\[
\frac{\tilde{L}_{m}^c + \tilde{L}_{-m}^c}{2} = \alpha_n^c O_n^c + \beta_n^{m,c} I \quad \frac{SL}{2}, \quad \frac{L_{m} + L_{-m}}{2},
\]

\[
\frac{i(\tilde{L}_{m}^s + \tilde{L}_{-m}^s)}{2} = \alpha_n^s O_n^c + \beta_n^{m,s} I \quad \frac{SL}{2}, \quad i(L_{m} - L_{-m})
\]

where \( \alpha_n^c, \alpha_n^s, \beta_n^{m,c}, \) and \( \beta_n^{m,s} \) are suitable scaling factors.

Remark 14. In [37, (7.5)], there is a very similar conjecture although different. These will be compared in appendix subsection 2.

Remark 15. The size of the chain was assumed to be \( 2n - 1 \). The chain size depends on the boundary condition which needs to be adjusted accordingly.

One could then define the operators \( \tilde{L}_{m}^s \) as done before. Proving the above by direct diagonalization (as done for non-interacting theories), seems to be hard. As mentioned in section 1.6, one could hope to consider the commutators of the above observables and show that they satisfy similar relations as the Virasoro algebra. But note that by taking commutators, terms appear with non-vanishing norm and yet, what should be, vanishing in the scaling limit. These terms make it harder to recover the Virasoro algebra relations.

5.2. Intertwiners and full CFTs.

Consider a rational VOA \( V \) with irreducible modules \( A, B, C \) and corresponding conformal weights \( h_A, h_B, h_C \). An intertwiner of type \( \binom{C}{A B} \) is a map

\[
y(\cdot, z) : A \rightarrow \text{End}(B, C)[[z, z^{-1}]], \quad y(a, z) = \sum_{n \in \mathbb{Z}} a_m z^{-\tau - m},
\]

where \( \tau = h_A + h_B - h_C \). It has the following notation for homogeneous \( a \in A_k \)

\[
y(a, z) = \sum_{n \in \mathbb{Z}} y(a)_n z^{-n-k-\tau},
\]

and it satisfies similar axioms as the vertex operator.

Intertwiners are part of the fundamental features of a CFT. Therefore, the natural question is how they emerge in the scaling limit and what the right framework to
discuss them in finite settings should be. As an example, we could define some set of maps from $\mathcal{W}_n^1 \xrightarrow{SL} \chi_{\frac{1}{2}}$ to $\mathcal{W}_n^2 \xrightarrow{SL} \chi_0$ as the real vector space of observables

$$A_{n+\frac{1}{2}} = \left\{ \sum_{m=-n+\frac{1}{2}}^{n-\frac{1}{2}} \hat{f}_{m-1} \Psi_{m-\frac{1}{2}} | \hat{f}_m = \hat{f}_{-m} \in \mathbb{C} \right\},$$

and then define $A_{n+\frac{1}{2}}$, the algebra generated by odd numbers of Majorana operators (as in Appendix subsection 1), and also its closure $A_{n+\frac{1}{2}}$. Still, this example clearly requires a very good idea of the finite versions of the primary fields. This is a hard problem in general (see [40] as an example).

Although we will not provide an answer for this question, independent of what the framework should be, one can try to find the fermionic free fields in the scaling limit as a QC-local operator. There are three types of free fermionic field $\psi^i$ as described in section 1.2. As an example, one could use the basis provided in [5, section 5] to localize the modes of the field $\psi_0^i(z) + \psi_{\frac{1}{2}}^i(z)$ on Hilbert spaces $\mathcal{W}_n \xrightarrow{SL} \chi_0 + \chi_{\frac{1}{2}}$. Then, using the Borcherds identity (for intertwiners),

$$Y(a, f) = \oint Y(a, f) z^k \frac{dz}{2\pi i z},$$

where it can be seen that $\tau = 0$,

can be obtained similar to what was done in Theorem 4.8.

Another important subject we did not discuss, was finding the algebra of observables for full CFTs. First, note that the scaling limit of the periodic anyonic chain should be assumed to be the full CFT on the torus. This changes the definition of the expectation values that one needs to measure in order to claim that a set generates an SL-algebra. The correlation functions for the torus are traces taken over the whole Hilbert space [36]. The second issue is the presence of interchiral observables [20, section 6] for which there is no counterpart in the VOA picture. These observables can be obtained by using $\sum \sin(e_j)$ and $\sum \cos(e_j)[e_j, e_{j+1}]$ as shown in the appendix.

Still, with similar techniques as in section 4, it can be shown that the trace of the observables in finite spaces corresponding to the conformal field and the interchiral observable converge to what we expect:

$$\text{Tr}_V(\mathbb{L}(f^{(1)} + \mathbb{L}(g^{(1)})) \ldots (\mathbb{L}(f^{(k)} + \mathbb{L}(g^{(k)}))^{rL_0}), \ 0 < r < 1,$$

where $r$ is the diameter of the torus, $f^{(i)}, g^{(i)} \in C^\infty(S^1)$, $\mathbb{L}(f^{(i)})$ is the smeared field for the conformal field and $\mathbb{L}(g^{(i)})$ is the smeared field for the interchiral observable.

### 5.3. Simulation of CFTs by quantum computers.

The motivation of our work was an efficient quantum simulation of CFTs. What insights have we gained from this work? The first step is to define the problems that we want to solve.
In each case, there will be local observables for which we ask their expectation values to be efficiently computed in polynomial time with respect to the inputs. By computing, we always mean approximating in polynomial time up to an error inverse polynomial with respect to the inputs.

Informally speaking, we could also say that we are simulating efficiently (some of) the local observables themselves. Therefore, it is important to find out what those efficiently simulatable local observables are.

For example, in quantum computation, in the context of many problems like the simulation of the unitary evolution \cite{38}, the efficient \( k \)-Local Hamiltonians are a sum of polynomially many \( k \)-ultra local operators.

When it comes to locality, quantum computation has its own precise definition. A fundamental aspect of the definition of locality is that explicitly or implicitly, there is a sequence of operators \( O_n \) that are the sum of ultra-local operators acting on at most \( O(1) \) many particles. In this way, one could distinguish between local and nonlocal (sequence of) operators. This idea can not be applied directly to CFTs, simply because a CFT is a single Hilbert space with no sequences attached naturally to any observable. Since we believe that CFTs must be efficiently simulatable by a quantum computer, there are two paths for defining locality in CFTs. The first is to declare a subset of observables in CFTs to be ultralocal depending on what kinds of problems one wants to solve, and then show that one can simulate them efficiently using a quantum computer. The other, which is less problem oriented, is to associate a sequence that “quantifies” locality (just like in finite dimensions where we have \( 2 \)-local, \( 3 \)-local, etc.) for each observable.

In this work, the second strategy has been followed since the beginning. This strategy, as shown in section \( \ref{section:4} \) by using a rigorous definition of locality inspired by quantum computation, demonstrates how locality in finite dimensions translates into that of infinite dimension. It also reconciles to a great extent with what mathematical physicists and physicists think of the notion of local observables, although not being exactly the same.

But there is no guarantee that this is the right path for the problems ahead and in fact, we will also point out the disadvantages of the anyonic chain approach when it comes to tackling these problems.

5.3.1. Unitary evolution of CFTs.

The first problem is the unitary evolution of CFTs. In TQFTs, using the functorial approach, this problem has been shown to be in \( \text{BQP} \) \cite{15}. The important observation made is that the unitary evolution is a representation of the mapping class group and the mapping class groups is generated by braids and Dehn twists. Those are operators for which one can have a local expression. We seek the same picture in CFTs.

In CFTs, using the functorial approach, the unitary evolution is guided by unitary maps called \( U(\gamma) \) and simulating

\[
| (1, U(\gamma)1) |
\]
is the goal, where 1 is the vacuum and $U$ is a positive-energy projective unitary representation of $\text{Diff}_+(S^1)$ with $\gamma$ a diffeomorphism in the Lie group. It is well-known ([23]) that the representation $U$ corresponds to a unitary positive energy representation of the Virasoro algebra. By a result of [25], simulating the above quantity is the same as simulating $| (1, \prod_{j=1}^k e^{iL(f(j))} ) 1 \rangle$, where $f^{(j)} \in \mathcal{C}^\infty(S^1)$ and $\gamma = \exp (f^{(1)}) \circ \cdots \circ \exp (f^{(k)})$. Loosely speaking, if in TQFT, the complexity of an evolution (a cobordism in the functorial point of view) arises at ultra local locations where braids happen, in CFT due to the continuous picture, one has to look at the diffeomorphism $\gamma$ infinitesimally, hence the decomposition of $U(\gamma)$ to finite products of $e^{iL(f)}$s.

Theoretically, the above quantity is obviously computable as long as functions $f^{(j)}$s are computable. But when there is the issue of efficiency, one needs to make sure to ask the right question. Ideally speaking, one needs to know what nature does efficiently and ask whether a quantum computer can do that efficiently as well. In other words, what is the set $\mathcal{F}$ of operators $e^{iL(f)}$ that can be considered in [14]? One important observation is that in the same problem for other theories (TQFTs or usual quantum computation), the analog of the set $\mathcal{F}$ has always been given by a “local generating” set. In this case, the natural candidates are the $L_n$s and the fact that they are scaling limit of sums of $e_i$s, which are themselves the generators in the similar TQFT problem, is another evidence.

For example, the operator $e^{if_0L_0}$ which is the evolution by the Hamiltonian corresponding to the constant function $f \equiv f_0$ is certainly one of the operators in $\mathcal{F}$. And in general the Virasoro operators $L_n$ are thought to be local and $e^{i(f_nL_n + f_{-n}L_{-n})}$ corresponding to the function $f = \hat{f}_ne^{i\theta} + \hat{f}_{-n}e^{-i\theta}$ must be in $\mathcal{F}$. Therefore, it is reasonable to ask a finite combination of these to be simulated efficiently. This means $e^{iL(f)} \in \mathcal{F}$ for $f$ having finite Fourier series.

The next question is which functions with infinite Fourier series can also be considered for the simulation problem. An analogy in quantum computation, would be to think of a hermitian matrix $H$ that may be nonlocal and acts on certain qubits but the norm of its action has an exponential decay away from those qubits. This translates to a unitary operator which is nonlocal but has an action exponentially close to identity except in some centers of action. The Fourier coefficients $\hat{f}_n$ are rapidly decaying

$$\forall k, \exists N_k \text{ such that } \forall |n| \geq N_k \implies |\hat{f}_n| \leq \frac{1}{n^k}$$

but the rate of this decay or equivalently, what the rate of growth of $N_k$ should be is unclear. Perhaps, an exponentially decaying $\hat{f}_n$ or a polynomial growth for $N_k$ is the answer. Finding the exact form of dependence of the rate of convergence of the scaling limit in Corollary 4.10 on $N_k$ will help to answer this question.
So far, we can safely assume that the set $F$ has all operators corresponding to functions with finite Fourier series. We have the following definition for the CFT unitary evolution problem.

**Definition 15. (CFT UNITARY EVOLUTION)** Consider functions $f^{(1)}, \ldots, f^{(k)}$ with finite Fourier series and coefficients nonzero up to $n_1, n_2, \ldots, n_k$ all given as inputs, find an approximation up to given error $\epsilon$, of the following quantity

$$\left| (1, \prod_{j=1}^{k} e^{iL(f^{(j)})} )_{1} \right|$$

The conjecture in the same spirit of TQFT, is

**Conjecture 5.6. CFT UNITARY EVOLUTION is in BQP, i.e. there is a polynomial time quantum algorithm with respect to the inputs, namely \{n_j\}_j \cup \{ (\hat{f}^{(j)})_l \}_j, l \cup \{k, \frac{1}{\epsilon} \}. Generically, the problem is BQP-complete.**

It is worth mentioning that in contrast to TQFT, where unitary evolution on the vacuum is trivial (as it is a one dimensional space in the case of the sphere), in CFT due to the existence of descendents provided by $L_{-m}$ for $m > 1$, we have a nontrivial problem in an infinite dimensional Hilbert space being the vacuum sector of the highest-weight representation with central charge $c$. Of course, one can generalize the above to other sectors and this is part of the next problem.

The AC approach provides evidence for which operators have to be in $F$. It also provides insights as to what operators in the scaling limit can be called local, which is a fundamental aspect of a theory from a computational point of view. Further, it gives a discretized picture of what unitary evolution looks like in a CFT. Consider many particles on a chain where it is allowed to have fusion between nearby particles with certain penalties for the undesired (nontrivial) fusion. The value of the penalties is what gives the function $f$. If we let the system evolve in this setting, the unitary evolution guided by those constraints is $e^{iL(f)}$. If $f$ is the constant function, then it is the usual Hamiltonian.

But there is no guarantee that the AC approach is the right one for this question. In fact, in order to be able to approximate [14] using ACs, a proof for which AC gives the VOA in the scaling limit is needed. Furthermore, a bigger obstacle could be proving the BQP-completeness, as the expression for approximating the operators $e^{iL(f)}$ are exponentials of weighted sum of all $e_i$ and it is hard to build specific unitary operators using these. Lastly, one needs to prepare the vacuum which could be a hard problem (see [41] for the case of Ising).

Another possible approach to prove that the problem is in BQP, would be to use large enough tensor power of the Fock space which contains many interacting models as subtheories (including all $su(2)_k$ WZW models and all minimal models; see [51], section 4 for a list). This free theory is essentially $(\chi_0 + i \chi_1)^2$ and can be modelled using an ultra local realization of the Dirac operators $\Psi_k, \overline{\Psi}_k$ (as localized in [5]). We could then derive a local expression for the Virasoro generators of any subtheory using the Dirac operators. Then, by some energy truncation and
taking the scaling limit, one should compute the rate of convergence and show that it is inverse polynomial with respect to the energy truncation. This could provide a faster convergence than AC; indeed, CFT has quantized energy but continuous spacetime. This approach focuses on the energy local degrees of freedom as the local basis for quantum computation, instead of the space local degrees of freedom as in AC. A third approach would be to first derive an exact expression for the quantity \(|(1, U(\gamma)1)|\), and then try to simulate it. This exact expression can be obtained for all free models \cite{42, see Theorem 6.2.3 and section 7} but no such closed formula is known for higher minimal models. We hope to pursue these in future works.

5.3.2. Correlation functions of CFT.
The second problem is in fact a generalization of the first. It is the simulation of the correlation functions of CFT which is very much like in TQFT and simulation of Jones polynomial \cite{14} (which is the value \((\ref{53})\) of the TQFT correlation function); \(2n\) fields are inserted, denoted by \(n\) cups (inserting two fields dual to each other) as a TL diagram, a unitary evolution is applied and the probability of getting back to same state is measured (denoted by \(n\) caps). The normalization in the case of Jones polynomial is also the norm of the state given by the \(n\) cups. The direct analogy in CFT would be (not a chiral but) a full diagonal CFT where the cup inserting the dual pair is \(Y(a \otimes a', z, \bar{z})\) inserting the pair \(a \in A\) and \(a' \in A'\) (the contragredient module of \(A\)). But as will shown, it is not obvious that the similar quantity can be defined. Here, we make an attempt for the definition. The proof that the quantity is well-defined is not given. In future works, we will aim to fill the gaps in the arguments. Let us start with the chiral formulation.

We will assume a nice VOA: unitary, CFT-type, rational and \(C_2\)-co-finite. The goal would be to approximate the following point-like chiral correlation function \(C_{\text{chiral}}^p\) efficiently:

\[
C_{\text{chiral}}^p = \frac{|\left(y_n(a_n, \gamma(z_n)) \ldots y_1(a_1, \gamma(z_1))1, U(\gamma)y_n(a_n, z_n) \ldots y_1(a_1, z_1)1\right)|}{||y_n(a_n, z_n) \ldots y_1(a_1, z_1)1|| \cdot ||y_n(a_n, \gamma(z_n)) \ldots y_1(a_1, \gamma(z_1))1||},
\]

where \(|z_i| = 1\) are on the unit circle arranged as \(0 < \arg(z_1) < \ldots < \arg(z_n) < \pi\), and \(a_i \in A_i\) are primary fields in the irreducible modules and \(Y_i\) are of type \((B_i, B_i)\) with irreducible modules \(B_i\). We note that fields inserted at \(z_i\) move to \(\gamma(z_i)\) by conformal covariance of primary fields and therefore, this is \(where\) we should measure the amplitude of getting back the same configuration.

There are multiple issues with this definition. First, it is not clear that the numerator or denominator exist. For the numerator to exist, it makes sense to impose the condition of intertwiners having energy bounds. Indeed, notice that one can first perform the evolution by \(U(\gamma)\) and then insert the fields at \(\gamma(z_i)\) (due to conformal covariance). As \(U(\gamma)\) operates inside the common domain \(\cap_{k=1}^{\infty} D((L_0 + 1)^k)\) called smooth vectors and denoted by \(V^\infty\) or \(B^\infty\) for module \(B\), the vector \(U(\gamma)1\) would be inside \(V^\infty\) and generally not inside \(V\). Even with this condition one needs to prove that the expectation value for those insertion points exist which brings us to the second issue.
The insertion points have the same norm and they are not distinct. To see this, by taking the adjoint of the fields on the left side and using conformal covariance it can be shown that computing the numerator is the same as computing

\[ |(U(\gamma)^1, 1, \prod_{i=1}^{n} Y_i(\eta_{A_i}(a_i), z_i) \prod_{i=1}^{1} Y_i(a_i, z_i))|, \]

where \( \eta_{A_i} \) is the anti-linear involution corresponding to the unitary structure of \( A_i \) (in minimal models \( \eta_{A_i}(a_i) = a_i \)). It is known that correlation functions \((u, \prod Y_i(b_i, w_i)v)\) for \( u, v \) with finite energy, can be evaluated at distinct insertions points with the same norm by an analytic extension of the region \( |w_1| < \ldots < |w_{2n}| \) to the configuration space of \( \mathbb{C}^{2n} \). This is [28, Theorem 3.5] for chiral and [29, Proposition 2.8] for full CFT. We first need to prove similar theorems for \( u, v \) smooth vectors (this could be accomplished by proving that the corresponding correlation function satisfies the same ODE as in [28, Theorem 1.6]). But another issue would remain, which is that the insertion point \( z_i \) is repeated. There is a singularity when insertion points are the same which makes it impossible to define the above quantity.

But in \( C_{\text{chiral}}^p \), we could see that the singularities cancel each other. Notice that for any correlation function of the form \((u, \prod Y_i(b_i, w_i)v)\), the order of the singularity \( w_i - w_j \) only depends on the fields \( b_i, b_j \); see [16, Proposition 3.5.1] for \( Y_i = Y \) the vertex operator (this can be easily generalized to intertwiners). For the denominator, the first norm is:

\[ \prod_{i=n}^{1} y_i(a_i, z_i) 1 = \prod_{i=1}^{n} y_i(\eta_{A_i}(a_i), z_i) \prod_{i=1}^{1} y_i(a_i, z_i) 1 \] \[ \frac{1}{2}. \]

The above is not defined but if we consider the insertions generically at \( z'_i, z_i \), it should give us a meromorphic function

\[ \prod_{i=1}^{n} (z'_i - z_i)^{s_i} \prod_{i=1}^{n} (z_i - z'_j)^{s_i} \prod_{i=1}^{n} (z'_i - z'_j)^{s_i} F(z'_1, \ldots, z'_n, z_1, \ldots, z_n) \]

where \( F \) is a Laurent series in \( z_i, z'_i \). For the second norm in the denominator, by conformal invariance, it can be evaluated at \( z_i \) instead of \( \gamma(z_i) \) and the same singularities will appear with the same order. Therefore, one can see that the order of \( (z_i - z'_i) \) is the same in the numerator and denominator. In the end, \( C_{\text{chiral}}^p \) would be of the form \( F_\gamma \) for two Laurent series in \( z_i \) and the dependence of the normalization on \( \gamma \), as mentioned, can be avoided by conformal invariance of vacuum to vacuum correlation functions.

Even if \( C_{\text{chiral}}^p \) is defined, it is not obvious that \( C_{\text{chiral}}^p \leq 1 \), which is crucial for quantum computation. We believe that one should be able to obtain \( C_{\text{chiral}}^p \) as a limit of the smeared version of the problem called \( C_{\text{chiral}}^s \), which will be at most one simply due to Cauchy inequality. Define the smeared correlation function as
follows:

\[ C_{\text{chiral}}^\mu = \left| \prod_{i=1}^{n} Y_i(a_i, \beta_{\mu}(\gamma)(f_i)1, \prod_{i=1}^{n} Y_i(a_i, f_i)1) \right| \left| \prod_{i=1}^{n} \prod_{i=1}^{n} Y_i(a_i, \beta_{\mu}(\gamma)(f_i)1)1 \right| \cdot \left| \prod_{i=1}^{n} Y_i(a_i, f_i)1 \right| \]

where \( f_i \) are smooth functions on \( S^1 \) and \( \beta_{\mu}(f) = \gamma'(\gamma^{-1}(z)) \) (this function appears in the conformal covariance of primary fields; see e.g. [6, Proposition 6.4]). It can be shown that \( C_{\text{chiral}}^\mu \) is defined due to energy-boundedness, see e.g. [26, Proposition 3.9]. The next step is to take a limit by considering sequence of functions converging to the Dirac delta at \( z_i \), i.e. \( \delta_{z_i} \). To do so rigorously, a similar theorem to [26, Proposition 3.12] when the expectation value is taken for smooth vectors could be helpful. This would relate the smeared and the point-like version:

\[
(u, \prod_{i=1}^{n} Y_i(\eta_A, (a_i), g_i) \prod_{i=1}^{n} Y_i(a_i, f_i)v) = \int_{-\pi}^{\pi} \cdots \int_{-\pi}^{\pi} (u, \prod_{i=1}^{n} Y_i(\eta_A, (a_i), e^{i\phi_i}) \prod_{i=1}^{n} Y_i(a_i, e^{i\phi_i})v) \prod_{i=1}^{n} g_i(e^{i\phi_i}) \prod_{i=1}^{n} f_i(e^{i\theta_i}) \prod_{i=1}^{n} d\phi_i \prod_{i=1}^{n} d\theta_i
\]

where \( d\phi_i = \frac{e^{i\theta}}{2\pi} \), and \( f_i, g_i \) can be thought to be distributions centered on \( z_i, z'_i \) with \( \int_{S^1} f_i = \int_{S^1} g_i = 1 \). These functions must have disjoint support (this is required to apply [26, Proposition 3.12]). Then, one has to analyze the limit when \( g_i, f_i \to \delta_{z'_i} = \delta_{z_i} \). This limit should be taken on the fraction \( C_{\text{chiral}}^\mu \) as the terms in the numerator and denominator diverge individually. It is worthy to note that on distinct points the limit works well. Assuming continuity of

\[
(u, \prod_{i=1}^{n} Y_i(\eta_A, (a_i), e^{i\phi_i}) \prod_{i=1}^{n} Y_i(a_i, e^{i\phi_i})v)
\]

with respect to \( \phi_i, \theta_i \) (this is already true if \( u, v \) have finite energy but we need it for smooth vectors), it is not hard to show that if \( g_i \to \delta_{z'_i}, f_i \to \delta_{z_i} \) for distinct \( z_i, z'_i \) we have

\[
|(u, \prod_{i=1}^{n} Y_i(\eta_A, (a_i), g_i) \prod_{i=1}^{n} Y_i(a_i, f_i)v)| \to |(u, \prod_{i=1}^{n} Y_i(\eta_A, (a_i), z'_i) \prod_{i=1}^{n} Y_i(a_i, z_i)v)|.
\]

Recall that as mentioned at the beginning, the direct analog of the TQFT case is the full CFT point-like correlation function. Assuming that one can prove that \( C_{\text{chiral}}^\mu \) is well-defined, it is not hard to show that the point-like and smeared version of the problem for the full CFT can also be defined. In fact, for the smeared version, just like the chiral case, there is nothing to prove and it is already well-defined. For the point-like case, the full CFT intertwiner is a finite sum of pair of chiral intertwiners, hence the correlation function will be a finite sum of chiral correlation functions. We have the following analogous quantities for the full CFT:

\[
C_{\text{full}}^\mu = \left| \prod_{i=1}^{n} Y(a_i \otimes \alpha_i' \gamma(z_i), \gamma_{z_i})1, U_L(\gamma)U_R(\gamma) \prod_{i=1}^{n} Y(a_i \otimes \alpha_i', z_i, \pi_i)1) \left| \prod_{i=1}^{n} \prod_{i=1}^{n} Y(a_i \otimes \alpha_i', \gamma(z_i)) \prod_{i=1}^{n} Y(a_i \otimes \alpha_i', z_i, \pi_i)1) \right| \cdot \left| \prod_{i=1}^{n} Y(a_i \otimes \alpha_i', z_i, \pi_i)1) \right| \prod_{i=1}^{n} \prod_{i=1}^{n} Y(a_i \otimes \alpha_i', \gamma_{z_i})1) \right| \cdot \left| \prod_{i=1}^{n} Y(a_i \otimes \alpha_i', z_i, \pi_i)1) \right|
\]
where $a_i' \in A_i'$ are primary fields from the contragredient module of $A_i$, $j$ is the conjugation map, and $U_L, U_R$ are the unitary evolution for the left and right moving part, respectively.

Finally, as we know how to take the unitary evolution as input (outlined in previous section), formulating the correlation function problem in all four versions is possible; the inputs are the primary fields from a nice fixed VOA, the insertion points $z_i$ (or Fourier coefficients of the smearing functions) and the decomposition of $\gamma$ as $\exp(f)$s.

It is not entirely clear how the AC approach would help solve this question for general minimal models as it is hard to realize finite version of fields on a lattice or a spin chain as mentioned in section 5.2. Similar to unitary evolution, the correlation function problem is expected to be in BQP and typically BQP-complete.
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1. Obtaining Virasoro representations and their actions.

In each case, we start with some operator that is supposed to become the desired one converging to $L_m$, and it will undergo some changes (all being some scalings) before becoming the desired operator. As an example, for the Hamiltonian, we will always start with $-\sum e_j$ but during the process, it will change by some scaling which can be easily obtained by following the procedure until it produces the actual Hamiltonian $\tilde{L}_0$ that converges to $L_0$. These scalings are the scaling factors mentioned in $L_{m,s}^{c,s}$ identities called $\alpha_n^c, \alpha_n^s, \beta_{n,c}^m$, and $\beta_{n,s}^m$.

**Case 1(a):** $(\frac{1}{2}, \frac{1}{2}) \xrightarrow{SL} \chi_0 + \chi_{\frac{1}{2}}$.

The method and the notations used in [10] will be followed closely and we will apply it case by case on Ising ACs to obtain the Virasoro modes throughout this section. It is therefore necessary to review the general procedure described for the Hamiltonian diagonalization of 1(a) in [10].

Consider the operator $-\sum_{j=1}^{2n-1} t_j e_j$ which after a scaling due to the equalities

$$e_{2j} = \frac{1}{\sqrt{2}}(1 + \sigma_j^z \sigma_{j+1}^z), \quad e_{2j-1} = \frac{1}{\sqrt{2}}(1 + \sigma_j^x),$$

becomes

$$H = -\sum_{j=1}^{n} t_{2j-1} \sigma_j^x - \sum_{j=1}^{n-1} t_{2j} \sigma_j^z \sigma_{j+1}^z.$$
where the coefficients $t_j$ are fixed. With this expression of $H$, it is easy to see the famous $\mathbb{Z}_2$ symmetry provided by the spin-flip operator, called

$$(-1)^F := \prod_{j=1}^{2n} \sigma_j^x.$$ 

As detailed in [10], in order to diagonalize this Hamiltonian, the Majorana operators should be defined as

$$\psi_{2j-1} = \left(\prod_{k=1}^{j-1} \sigma_k^z\right) \sigma_j^z, \quad \psi_{2j} = i \left(\prod_{k=1}^{j} \sigma_k^x\right) \sigma_j^z,$$

which satisfy the ACR (Anticommutative Canonical Relations):

$$\{\psi_a, \psi_b\} = 2\delta_{ab}, \forall a, b = 1, \ldots, 2n.$$

It is a well-known fact that these operators and their monomials are linearly independent and this representation of the Clifford algebra is faithful. By using

$$c_a = \frac{1}{\sqrt{2}} (1 + i\psi_a\psi_{a+1}),$$

we rewrite the Hamiltonian

$$H = i \sum_{a=1}^{2n-1} t_a \psi_{a+1} \psi_a.$$ 

Next, raising (creation) and lowering (annihilation) operators are introduced, i.e. Dirac operators for which

$$[H, \Psi] = 2\epsilon \Psi.$$ 

Notice that for any operator linear in the Majorana operators, the commutator with $H$ is also linear in the Majorana operators. Let us choose the following form for $\Psi$

$$\Psi = \sum_b i^b \mu_b \psi_b,$$

where $\mu_b$ are numbers that will turn out to be real. The $i^b$'s factor will ensure that the matrix in (15) is hermitian and not skew-hermitian, thus making the computations easier. Computing $\mu'_a$,s,

$$\Psi' = [H, \Psi] = \sum_a i^a \mu'_a \psi_a,$$

is same as the following matrix equation

$$\begin{pmatrix}
\mu'_1 \\
\mu'_2 \\
\vdots \\
\mu'_{2n}
\end{pmatrix} = 2 \begin{pmatrix}
0 & t_1 & 0 & \ldots \\
t_1 & 0 & t_2 \\
0 & t_2 & 0 \\
\vdots & \vdots & \ddots & \ddots \\
t_{2n-1} & 0 & \ldots & 0
\end{pmatrix} \begin{pmatrix}
\mu_1 \\
\mu_2 \\
\vdots \\
\mu_{2n}
\end{pmatrix}.$$ 

This hermitian matrix has determinant $(-1)^n \prod_{j=1}^{n} t_{2j-1}^2$. The eigenvectors of this matrix give the Dirac operators and each corresponding eigenvalue is the energy.
that is raised or lowered. Specializing the values of \( t_j \)s will give the different boundary conditions. \( (\frac{1}{2}, \frac{1}{2}) \) can be seen to correspond to the case \( t_j = 1 \) for all \( j \). Therefore, we will work with the matrix \([13]\) assuming \( t_j = 1 \).

**Notation.** for \( n \in \mathbb{N} \), set \([n]: = \{1, \ldots, n\} \). E.g. \([2n] - [n] = \{n + 1, \ldots, 2n\}\).

Similarly define \([-n]: = \{-1, \ldots, -n\}\).

The Dirac operators \( \Psi_k \) for \( k \in [2n] \), are given by the eigenvectors \( \mu_{a,k} = \sin(\frac{ak\pi}{2n+1}) \) with corresponding energy \( \epsilon_k = 4 \cos(\frac{k\pi}{2n+1}) \), satisfying \([10]\)

\[
[H, \Psi_{\pm k}] = 2\epsilon_{\pm k}\Psi_{\pm k}, \{\Psi_{\pm k}, \Psi_{\pm k'}\} = 0, \{\Psi_{\pm k}, \Psi_{\mp k'}\} = N_k\delta_{k,k'},
\]

where \( \Psi_{-k} := \Psi_{2n+1-k} \), and \( N_k = 2\sum_a |\mu_{a,k}|^2 \). The relations are obtained using the identities

\[
\{\Psi, \chi\} = \sum_{a,b} i^{a+b}\mu_a\nu_b\{\psi_a, \psi_b\} = 2\sum_a (-1)^a\mu_a\nu_a,
\]

for any two linear Majorana forms \( \Psi = \sum_b i^{b}\mu_b\psi_b, \chi = \sum_b i^{b}\nu_b\psi_b \). As a hermitian matrix has orthogonal eigenvectors, and for any eigenvector \( (\mu_{a,k})_a \) giving eigenvalue \( \epsilon_k \), there is a corresponding eigenvector \( ((-1)^{a+1}\mu_{a,k})_a \) giving eigenvalue \( \epsilon_{-k} : = -\epsilon_k \), equations \([16]\) follow including the fact that \( \Psi_k^t = \Psi_{-k} \). We will always work with the normalization of \( \Psi_k \) by \( \sqrt{N_k} \), hence \( \{\Psi_{\pm k}, \Psi_{\mp k'}\} = \delta_{k,k'} \).

From now on, the Dirac operators \( \Psi_k \) for \( k \in [n] \) will be called the *raising or creation* operators and the Dirac operators \( \Psi_k \) for \( k \in [2n] - [n] \) will be called the *lowering or annihilation* operators. This terminology will similarly apply for future cases. Further, at the end of each case, there will be a renumbering of the operators indices which will make the creation operators have negative index while the annihilation operators will have positive index.

Therefore, \( \Psi_k \)s satisfy the ACR while the dimension of \( \mathcal{W}_n \) (the Hilbert space) is \( 2^n \). This implies the existence of an orthonormal basis of \( \mathcal{W}_n \) given by

\[
\prod_{i \in S} \Psi_i 1_n, \forall S \subset [n],
\]

all of which will turn out to be eigenvectors of \( H \), where \( 1_n \) is the *vacuum or ground state* annihilated by the annihilation operators. As shown in \([13]\), the energy symmetry of \( H \) and well-known properties of the representations of the algebra generated by the \( \Psi_k \)s, can be used to prove this. Let us recall these general facts.

**Notation.** Denote by \( \mathcal{F}_n \) the algebra generated by the \( \Psi_k \)s and \( \mathcal{F}_n^+ \) the sub-algebra generated by the creation operators. Similarly define \( \mathcal{F}_n^- \). We will use \( S \) as any subset of the indices of creation operators.

**Fact 1.** Let \( \mathcal{W} \) be a representation of \( \mathcal{F}_n \) which is a Hilbert space with \( \dim \mathcal{W} = 2^s \) where \( s \geq n \). Consider the image \( \mathcal{W}_0 \) of the product of all annihilation operators. Then, \( \dim \mathcal{W}_0 = 2^{s-n} \). Further, for any unit vector \( v \in \mathcal{W}_0 \), \( \mathcal{F}_n^-(v) = \{0\} \) and the space \( \mathcal{W}_v = \mathcal{F}_n^+(v) \) generated by the creation operators acting on \( v \) has dimension \( 2^n \) with an orthonormal basis \( \{\prod_{i \in S} \Psi_i v | \forall S\} \). Hence, for any chosen orthonormal
basis for \( \mathcal{W}_0 \), a direct sum of \( 2^{s-n} \) irreducible representations of \( \mathcal{F}_n \) decomposing \( \mathcal{W} \) is obtained.

**Fact 2.** With the same settings of \[ \text{Fact} \] 1, consider a matrix \( D \) satisfying \([D, \Psi_k] = 0\) for all \( \Psi_k \in \mathcal{F} \). \( D \) preserves the eigenspace of each \( \Psi_k \) and so preserves each of \( 2^{s-n} \) irreducible representation decomposing \( \mathcal{W} \). Let \( \mathcal{W}_v \) be one of those representations with corresponding unit vector \( v \). Then \( D \) has to preserve \( v \) itself, as \( D \) permutes with the product of all annihilation operators. Therefore, assuming \( \mathcal{W}_v \) is obtained.

\( D_{\mathcal{V}} = v \) presents with corresponding unit vector \( 0 \) for all \( \mathcal{V} \).

**Fact 3.** In addition to the spin-flip symmetry \((-1)^F\), the matrix \( H \) has charge conjugation symmetry provided by \( C = \prod_i \sigma_i^x \prod_i (\sigma_i^y)^j \) which satisfies \( CH = -HC \) implying each energy has one corresponding opposite energy. This is a necessary property which helps us to show that some non-zero scalar from the previous fact for \( H \) can not happen as that would break the symmetry.

From \[ \text{Fact} \] 1, \( (\mathcal{W}_n)_0 \) is one dimensional from which a unit vector \( 1_n \) is chosen. Define

\[ H' := \sum_{k \in [n]} \epsilon_k (\Psi_{+k} \Psi_{-k} - \Psi_{-k} \Psi_{+k}). \]

\( H' \)'s eigenvectors are \( \{ \prod_{i \in S} \Psi_i 1_n | S \} \), each with the corresponding eigenvalue \( \sum_{i \in S} \epsilon_i - \sum_{j \notin S} \epsilon_j \). So \( H' \) has \( C \)-symmetry. Further, one can easily see that \( [H', \Psi_k] = 2 \epsilon_k \Psi_k \) and so, for \( D = H - H', [D, \Psi_k] = 0 \). As \( (\mathcal{W}_n)_0 \) is one dimensional, \( D = \alpha 1_n \). But \( H' \) shifted by any \( \alpha \) does not satisfy the energy symmetry. Therefore, \( \alpha = 0 \) and \( H' = H \). Taking the shift \( H \rightarrow H + \sum \epsilon_k \) and using \( \{ \Psi_{+k}, \Psi_{-k} \} = 1 \),

\[ H = \sum_{k \in [n]} 2 \epsilon_k \Psi_{+k} \Psi_{-k}. \]

The final change to \( H \) is \( H \rightarrow \frac{2n+1}{8\pi} H \) and the desired Hamiltonian \( \tilde{L}_0^c \) is given by:

\[ \tilde{L}_0^c = \frac{2n+1}{\pi} \sum_{k \in [n]} \cos \left( \frac{k\pi}{2n+1} \right) \Psi_{+k} \Psi_{-k}. \]

Defining the scaling limit requires defining the connecting maps. Before doing so, a renumbering \( k \rightarrow k - \frac{1}{2} - n \) is performed to get the creation operators indices as \( \{-\frac{1}{2}, \ldots, -(n-\frac{1}{2})\} \).

**Notation.** \( [(n+\frac{1}{2})] := \{ \frac{1}{2}, \ldots, (n-\frac{1}{2}) \} \) and \( \{-(n+\frac{1}{2})\} := \{-\frac{1}{2}, \ldots, -(n-\frac{1}{2})\} \).

This will also change the coefficients from \( \cos \left( \frac{k\pi}{2n+1} \right) = -\sin \left( \frac{(k-\frac{1}{2}-n)\pi}{2n+1} \right) \) to \( \sin \left( \frac{k\pi}{2n+1} \right) \) and we will have

\[ \tilde{L}_0^c = \frac{2n+1}{\pi} \sum_{k \in [(n+\frac{1}{2})]} \sin \left( \frac{k\pi}{2n+1} \right) \Psi_{-k} \Psi_{k}. \]
Next, we define\[\phi_n : \mathcal{W}_n \hookrightarrow \mathcal{W}_{n+1},\] where \(\forall S\) we have \(\phi_n(\prod_{i \in S} \Psi_i^1) = \prod_{i \in S} \Psi_i^{1+1} \).

This is consistent with an embedding of \(\mathcal{F}_n \hookrightarrow \mathcal{F}_{n+1}\) where \(\Psi_i \hookrightarrow \Psi_i\) giving us in the limit the algebra of Dirac fermion operator \(\mathcal{F}\). As we have a strong scaling limit (see Definition 4), the scaling limit space \(\mathcal{V}\) can be constructed immediately as the algebraic colimit of the sequence coming with the natural embedding maps \(\rho_n : \mathcal{W}_n \hookrightarrow \mathcal{V}\). The natural orthonormal spanning set is

\[\{\prod_{i \in S} \Psi_i^1 | \forall S \subset \mathbb{Z}_{<0} + \frac{1}{2}\}\]

for \(\mathcal{V}\) where \(1 = \rho_n(1)\) is the vacuum vector. We need to make sure that this is consistent with the definition of scaling limit obtained through the double colimit construction in Definition 3.

Restricting to energy at most \(M\), one has to check that \(\phi_n\) gives isometries \(\phi_n^M : \mathcal{W}^M_n \hookrightarrow \mathcal{W}^M_{n+1}\) for large enough \(n\). It is not hard to see that any eigenvector \(\prod_{-k \in S} \Psi_{-k}^1\) with energy \(\frac{(2n+1)}{\pi}(\sum_{-k \in S} \sin(\frac{k\pi}{2n+1})) < M\) has the energy \(\frac{(2n+3)}{\pi}(\sum_{-k \in S} \sin(\frac{k\pi}{2n+1}))\) given by \(H_{n+1}\) also smaller than \(M\) for large enough \(n\). Indeed, by using the Taylor expansion we obtain

\[\frac{(2n + 1)}{\pi}\left(\sum_{-k \in S} \sin\left(\frac{k\pi}{2n + 1}\right)\right) \approx \sum_{k \in S} k - \sum_{-k \in S} \frac{k^3\pi^2}{6(2n + 1)^2} + \ldots\]

\[= \sum_{k \in S} k + O\left(\frac{1}{n}\right)\].

This also shows that at the scaling limit we have the energy \(\sum_{-k \in S} k\) for \(\prod_{-k \in S} \Psi_{-k}^1\).

It is then easy to check that \(\tilde{L}_0^c \xrightarrow{SL} L_0\), where

\[L_0 = \sum_{k \in \mathbb{N} - \frac{1}{2}} k\Psi_{-k}\Psi_k\].

This gives the character

\[\prod_{k=1}^{\infty} (1 + q^{k - \frac{1}{2}})\]

which agrees with the character of \(\chi_0 + \chi_{\frac{1}{2}}\) (section 1.2).

Now consider the natural action of \(\tilde{L}_0^c\) on \(\mathcal{V}\) obtained through the embedding of \(\mathcal{F}_n \hookrightarrow \mathcal{F}\). We could alternatively take the “less” natural action by extending \(\tilde{L}_0^c\) by zero on the orthogonal complement of \(\mathcal{W}_n\) in \(\mathcal{V}\) and no result on the convergence rate will be lost. In order to finish the proof of 1(a), one needs to prove

\[\tilde{L}_0^c \xrightarrow{\mathcal{V}} L_0^c \xrightarrow{\mathcal{V}} L_0 + O\left(\frac{1}{n}\right)\].

This is a stronger result than restriction to some finite energy \(M\). This equation demands \(M\) to be changing according to \(n\) and yet have a convergence. If \(L_0\)
gives an energy smaller than $\sqrt{n}/n$ to some eigenvector $\prod_{k \in S} \Psi_{-k} 1$, then it must be shown that vector is inside $W_n$. This means that for large enough $n$, we have $S \subset [-(n - 1/2)]$ (that needs to be checked due to the less natural embedding).

Further, we should show that $\tilde{L}_0^{\alpha}$ gives the same energy up to an error of $O(\frac{1}{n})$. That would imply that the error has norm at most $O(\frac{1}{n})$ as $\tilde{L}_0^{\alpha}|\phi_\pi$ and $L_0|\phi_\pi$ share the same eigenvectors in $V$. Both of these statements can be proved at the same time by estimating the difference

$$
|\frac{(2n + 1)}{\pi} \left( \sum_{-k \in S} \sin(\frac{k\pi}{2n + 1}) \right) - \sum_{-k \in S} k |
$$

assuming $\sum_{-k \in S} k < \sqrt{n}$. Using (18)

$$
= | - \sum_{-k \in S} \frac{k^3 \pi^2}{6(2n + 1)^2} + \text{h.o.t} | \leq | \sum_{-k \in S} \frac{k^3 \pi^2}{6(2n + 1)^2} | + | \text{h.o.t} |.
$$

In general, if the sum $\sum_k x_k = t$ of non-negative numbers $x_k$ is a fixed value $t$, then $\sum_k x_k^2 \leq t^2$ with equality if and only if one of the numbers is $t$ and the others are zero. This implies that in the above, the maximum happens when $S = \{ \sqrt{n}/n \}$. The h.o.t is (as a rough estimate) at most $O(\frac{1}{n^2})$ and the first term is exactly $O(\frac{1}{n})$.

This finishes the proof of case 1(a).

Before moving to the next case, we need to investigate what “separates” the two irreducible modules $\chi_0$ and $\chi_{\frac{\pi}{2}}$ at the level of the finite spaces $W_n$. The answer to this question will give some interesting identities that will be of use elsewhere.

$(-1)^F$ commutes with $\tilde{L}_0^{\alpha}$ and therefore preserves the vacuum as the eigenspace of the vacuum is one dimensional with energy zero. Further, it is easy to see that $\{ (-1)^F, \psi_k \} = 0$ and so $\{ (-1)^F, \Psi_a \} = 0$. Therefore any product of even number of creation operators (giving a vector inside $\chi_0$) commutes with $(-1)^F$ and any product of odd number of creation operators (giving a vector inside $\chi_{\frac{\pi}{2}}$) anticommutes with $(-1)^F$. It remains to determine in which $\pm 1$ sector of $(-1)^F$ the vacuum is. Going back to the previous labelling of creation and annihilation operators by integers $[2n]$, we have the following identities involving the annihilation operators

$$
(-1)^F = i^n \prod_{j=1}^{2n} \psi_j , \quad i^n \prod_{j=1}^{2n} \psi_j \prod_{k=1}^{n} \Psi_{-k} = \prod_{k=1}^{n} \Psi_{-k}.
$$

The first identity directly from the definition of the Majorana operators in terms of the Pauli operators. For the second identity, as $(-1)^F$ preserves the one dimensional image of the product (vacuum), we deduce $(-1)^F \prod_{k=1}^{n} \Psi_{-k} = \alpha \prod_{k=1}^{n} \Psi_{-k}$ for some $\alpha \in \{ \pm 1 \}$. According to the second identity, $\alpha$ must be 1. To prove it, expand both sides of

$$
i^n \prod_{j=1}^{2n} \psi_j \prod_{k=1}^{n} \Psi_{-k} = \alpha \prod_{k=1}^{n} \Psi_{-k}$$
in terms of $\psi_i$s. The monomials in $\psi_i$s are linearly independent. On the RHS, all monomials have at most $n$ terms. Suppose that the coefficient of a term with less than $n$ Majorana operators is nonzero. This gives a monomial with more than $n$ terms on the left side because of the product $\prod_{j=1}^{2n} \psi_j$, so in the expansion of $\prod_{k=1}^{2n} \Psi_{-k}$, only $n$-monomials will appear. To find $\alpha$, one needs to compare the coefficient of $\psi_1 \ldots \psi_n$ on both sides. This means the coefficients of $\psi_1 \ldots \psi_n$ and $\psi_{n+1} \ldots \psi_{2n}$ in the RHS.

The coefficient of any of the $n$-monomials is the determinant of some matrix. For the first one, it is the determinant of (notice $\Psi_{-k} = \Psi_{2n+1-k}$)

$$
\begin{pmatrix}
 i^{n+1} \mu_{1,2n} & i^{n+2} \mu_{2,2n} & i^{n+3} \mu_{3,2n} & \cdots & i^n \mu_{n,2n} \\
 i^{n+1} \mu_{1,2n-1} & i^{n+2} \mu_{2,2n-1} & i^{n+3} \mu_{3,2n-1} & \cdots & i^n \mu_{n,2n-1} \\
 i^{n+1} \mu_{1,2n-2} & i^{n+2} \mu_{2,2n-2} & i^{n+3} \mu_{3,2n-2} & \cdots & i^n \mu_{n,2n-2} \\
 \vdots & \vdots & \vdots & \ddots & \vdots \\
 i^{n+1} \mu_{n+1,n+1} & i^{n+2} \mu_{n+1,n+1} & i^{n+3} \mu_{n+1,n+1} & \cdots & i^n \mu_{n+1,n+1}
\end{pmatrix}_{n \times n},
$$

which has to be compared to the coefficient of $\psi_{n+1} \ldots \psi_{2n}$, the determinant of

$$
\begin{pmatrix}
 i^{n+1} \mu_{n+1,2n} & i^{n+2} \mu_{n+1,2n-1} & i^{n+3} \mu_{n+1,2n-2} & \cdots & i^n \mu_{n+1,2n-n} \\
 i^{n+1} \mu_{n+1,2n-1} & i^{n+2} \mu_{n+1,2n-2} & i^{n+3} \mu_{n+1,2n-3} & \cdots & i^n \mu_{n+1,2n-2} \\
 i^{n+1} \mu_{n+1,2n-2} & i^{n+2} \mu_{n+1,2n-3} & i^{n+3} \mu_{n+1,2n-4} & \cdots & i^n \mu_{n+1,2n-3} \\
 \vdots & \vdots & \vdots & \ddots & \vdots \\
 i^{n+1} \mu_{n+1,n+1} & i^{n+2} \mu_{n+1,n+1} & i^{n+3} \mu_{n+1,n+1} & \cdots & i^n \mu_{n+1,n+1}
\end{pmatrix}_{n \times n},
$$

and by using $\mu_{2n+1-t,k} = (-1)^{k+1} \mu_{t,k}$, we obtain $\alpha = 1$.

Hence, the vacuum is in the $+1$ sector of $(-1)^F$. Therefore, for all $n$, $\chi_0$ is in the $+1$ sector and $\chi_{-1}$ is in the $-1$ sector.

The procedure of taking scaling limit after the diagonalization and estimating the rate of convergence of the Hamiltonian to $L_0$ in all future cases will be similar and we will refer to this case. The focus will be only on the parts that have a different idea/explanation.

**Case 1(b) & 1(c):** $(0, 0)\&(1, 1) \xrightarrow{SL} \chi_0$ and $(1, 0)\&(0, 1) \xrightarrow{SL} \chi_{\frac{1}{2}}$.

Projection under $(-1)^F$ is non local. We would like to have exactly $\chi_0$ and $\chi_{\frac{1}{2}}$ in the scaling limit by at most a local projection. The boundary conditions involving 0 and 1-spin will provide that.

As in previous case, consider the “would-be” Hamiltonian $H = -\sum_{j=1}^{2n-1} t_j e_j$, with $t_1 = t_{2n-1} = 0$ and all other $t_j$s being 1. $H$ acts on a Hilbert space which is the sum of the of the four possible boundary conditions by 0 and 1. It is easy to see that $H$ with $t_1 = t_{2n-1} = 0$ preserves each of the four subspaces and so, restricted to any of those subspaces, it gives the operator derived in section 1.4. The matrix
corresponding to $H$ is

$$\begin{pmatrix}
0 & 0 & 0 & \ldots \\
0 & 0 & 1 \\
0 & 1 & 0 \\
\vdots \\
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0
\end{pmatrix}_{2n \times 2n}$$

from which $n - 1$ creation operators and annihilation operators $\Psi_k$s are derived corresponding to the same matrix of the case 1(a) for $n \to n - 1$.

These creation and annihilation operators change the boundary conditions as each operator is a linear combination of $\psi_j$ for $2 \leq j \leq 2n - 1$ and, according to their definition, all have the Pauli operator $\sigma^z_1$ and do not have $\sigma^z_n$. Therefore, they flip the left boundary condition and pair the condition $(0, 1)$ with $(1, 1)$ and $(1, 0)$ with $(0, 0)$.

Take the image of the product of all annihilation operators. As there are $n - 1$ operators acting on a Hilbert space with dimension $2^n$, by Fact 1, a two dimensional vacuum space exists. As all Dirac operators preserve the spaces $(0, 1) \oplus (1, 1)$ and $(1, 0) \oplus (0, 0)$, both $2^{n-1}$ dimensional, one can pick a unit vector in each space being the vacuum. Therefore, diagonalizing the Hamiltonian is done in exactly the same way (replacing $n$ with $n - 1$ in case 1(a) and proving the rate of convergence is also done similarly.

The Hamiltonian preserves the boundary conditions. As the two boundary conditions $(1, 1)$ and $(0, 0)$ are supposed to give $\chi_0$, it is reasonable to expect that the two vacuum vectors are inside those spaces. Similar to identity (19) to show that the image of the product of annihilation operators is in the kernel of $\sigma^z_1 - \sigma^z_n$:

$$(\sigma^z_1 - \sigma^z_n) \prod_{\text{annihilation}} \Psi_k = 0 \iff \sigma^z_1 \prod_{\text{annihilation}} \Psi_k = \sigma^z_n \prod_{\text{annihilation}} \Psi_k.$$ 

As $\sigma^z_1 = \psi_1$ and $i^{n-1} \prod_{j=1}^{2n-1} \psi_j = \sigma^z_n$,

$$\iff \prod_{\text{annihilation}} \Psi_k = i^{n-1} \prod_{j=2}^{2n-1} \psi_j \prod_{\text{annihilation}} \Psi_k.$$ 

The argument used for proving identity (19) applies in this case as well by simply replacing $n$ with $n - 1$. As a result, taking the vacuum in, e.g. $(0, 0)$, and acting on it with even number of creation operators gives a vector inside $(0, 0)$ and with odd operators gives a vector inside $(1, 0)$. This implies $\chi_0$ is the scaling limit corresponding to $(0, 0)$ (and $(1, 1)$), and $\chi_{1/2}$ corresponds to $(1, 0)$ (and $(0, 1)$).

**Case 1(d)** $(\frac{1}{2}, 0) \oplus (\frac{1}{2}, 1) \overset{SL}{\longrightarrow} 2\chi_{\frac{1}{2n}}$

To get $\chi_{\frac{1}{2n}}$ in the scaling limit, we specialize to the case $t_j = 1$ for all $j$ except $t_{2n-1} = 0$. This corresponds to the AC with boundary condition $\mathcal{W}_n = (\frac{1}{2}, 0) \oplus$
usual, as

\( \frac{1}{2}, 1 \), which are denoted by \( \mathcal{W}_n^0 \) and \( \mathcal{W}_n^1 \) respectively, and each will give a copy of \( X \). In this case, the matrix equation \([15]\) becomes

\[
\begin{pmatrix}
\mu'_1 \\
\mu'_2 \\
\vdots \\
\mu'_{2n-1} \\
\mu''_n
\end{pmatrix}
= 2
\begin{pmatrix}
0 & 1 & 0 & \cdots \\
1 & 0 & 1 & \cdots \\
0 & 1 & 0 & \cdots \\
\vdots & \vdots & \vdots & \ddots \\
0 & 0 & 0 & \cdots \\
\end{pmatrix}
\begin{pmatrix}
\mu_1 \\
\mu_2 \\
\vdots \\
\mu_{2n-1} \\
\mu_{2n}
\end{pmatrix}
\]

(21)

The matrix has \( 2n - 1 \) eigenvalues \( \epsilon_k = 4 \cos \left( \frac{k\pi}{2n} \right) \) for \( k = 1, \ldots, n, \ldots, 2n - 1 \) with corresponding eigenvectors \( (\mu_{b,k})_b = (\sin(\frac{k\pi}{2n}))_b \). In addition to those, there is the eigenvalue 0 with eigenvector \( (\delta_{b,2n})_b \).

This gives a set of (normalized) raising and lowering operators \( \Psi_{\pm k} \) for \( k = 1, \ldots, n - 1 \) (the creation operators) satisfying the usual relations. The \( \epsilon_n \) will give \( \Psi_n \) which also anticommutes with all other operators except its conjugate, which is easily checked (by looking at its corresponding eigenvector), to be exactly \( -\Psi_n \),

\[
\{ \Psi_n, \Psi_n^\dagger \} = 1 \implies \Psi_n^2 = -\frac{1}{2}.
\]

Finally, the operator \( i^{2n} \psi_{2n} \) corresponding to \( (\delta_{b,2n})_b \) (and the zero eigenvalue) anticommutes with all other operators.

The algebra \( \mathcal{F}_{n-1} \) acts on a \( 2^n \) dimensional space. By [Fact 1] the vacuum space \( (\mathcal{W}_n)_0 \) created by the product of all annihilation operators is two dimensional. Further, \( \mathcal{W}_n^i \) \((i = 0, 1)\) are preserved by the Hamiltonian. In fact, all the \( 2n - 1 \) Dirac operators \( \Psi_k \) also preserve \( \mathcal{W}_n^i_k \) as the coefficient for the only term containing \( \sigma^i_n \) in their linear expansion in terms of the \( \psi_j \), i.e. \( \psi_{2n} = \sin(\frac{(2n)\pi}{2n}) = 0 \). This implies \((\mathcal{W}_n)_0 \) splits into two one-dimensional subspaces of \( \mathcal{W}_n^0 \) and \( \mathcal{W}_n^1 \).

Hence, by restricting \( H \) to \( \mathcal{W}_n^i \), one can apply an argument similar to the case \( \mathcal{F}_{n-1} \). Let us define \( H' \) which also preserves \( \mathcal{W}_n^i \)

\[
H' = \sum_{k=1}^{n-1} \epsilon_k (\Psi_{+k} \Psi_{-k} - \Psi_{-k} \Psi_{+k}).
\]

As \([H', \Psi_k] = 2\epsilon_k \Psi_k\), similar to \( H \), we conclude that \( D = H - H' \) satisfies \([D, \Psi_k] = 0 \). [Fact 2] implies that \( D \) must be a scalar restricted to each \( \mathcal{W}_n^i \) as they are both generated by a vacuum vector. If the \( C - \text{symmetry argument is applied as usual, as } C = \prod_i \sigma_i^x \prod_i (\sigma_i^x)^i \), only for even \( n \), \( C \) preserves \( \mathcal{W}_n^0 \). Hence, for even \( n \), \( H \) would have an energy symmetry and so \( H = H' \) on each \( \mathcal{W}_n^i \) and therefore on the whole \( \mathcal{W}_n \). Even if \( n \) is odd, a more involved argument is possible but as similar circumstances appear in the periodic chain case, an argument based on the \((-1)^F\) symmetry will be proposed.

As \((-1)^F\) can be easily seen to commute (or anti-commute based on the parity of \( n \)) with the product of all annihilation operators, \((\mathcal{W}_n)_0 \) is preserved by \((-1)^F\).
It is similarly preserved by $\Psi_n$. But $(-1)^F$ and $\Psi_n$ anticommutes. Therefore, any eigenvector of $(-1)^F$ in $(\mathcal{W}_n)_0$, by the action of $\Psi_n$, will go to another nonzero eigenvector (since $\Psi_n^2 = -1$) with the opposite eigenvalue.

The two unit eigenvectors $1_+ \in (\mathcal{W}_n)_0$ with corresponding eigenvalue $\pm 1$ of $(-1)^F$ are sent to a scalar multiple of each other by $\Psi_n$. Then, defining $H'$ as before, and noticing that $[H', (-1)^F] = 0$, $H$ restricted to any of the $\pm 1$ sector of $(-1)^F$ is equal to $H'$ after some shift $\beta \pm$ in each $\pm 1$ sector. Hence, $D|_{+1} = \beta_+ 1$ and $D|_{-1} = \beta_- 1$.

Also, it is important to note that $H'$’s spectrum in both sector is the same. Indeed, given any index subset $S$ of the creation operators, starting with either $1_+$ based on the parity of $|S|$ ensures that the product gives a vector in the desired sector with the energy $\sum_{k \in S} \epsilon_k - \sum_{k \notin S} \epsilon_k$.

Now suppose $\beta_+ + \beta_- < 0$, then the lowest energy $x + \beta_+$ for $H = H' + \beta_+ 1$ does not have its opposite in $H' + \beta_- 1$ in the other sector; if not, then $\exists E$ such that $-x - \beta_- = E + \beta_+ \implies -\beta_+ - \beta_- = x + E \leq 0$ as $x$ is the lowest energy of $H'$. Similarly, $\beta_+ + \beta_- > 0$ is ruled out. So $\beta_+ + \beta_- = 0$ and $H = H' + \beta_+ (-1)^F$. But then looking at the expansion of $H'$ and $H$ in terms of Majorana operators, both have at most bilinear terms while $(-1)^F = i^n \prod \psi_j$ has $2n$ terms. Due to the linear independence of the Majorana monomials, $H = H'$ is the only possibility.

As was mentioned before, $H$ and the creation operators preserve $\mathcal{W}_n^i$ and therefore, one can pick the vacuum vectors $1_n^i \in \mathcal{W}_n^i$. Then, similar to 1(a), after a suitable shift and scaling, the Hamiltonian $\tilde{L}_0^c$ is constructed

$$\tilde{L}_0^c = \frac{2n}{\pi} \sum_{k=1}^{n-1} \cos \left( \frac{k\pi}{2n} \right) \Psi_{+k} \Psi_{-k} + \frac{1}{16} 1,$$

the restriction of which to each $\mathcal{W}_n^i$ has eigenvectors $\{ \prod_{k \in S} \Psi_k 1_n^i | \forall S \subset [n-1] \}$. The shift $\frac{1}{16} 1$ is not the natural one, but for computational issues, it is better to have the exact shift. After the renumbering $\Psi_k \rightarrow \Psi_{k-n}$ for $k \neq n$ and $\Psi_n \rightarrow i \Psi_0$, one defines the scaling limit vector space in each boundary condition spanned by the orthogonal vectors $\{ \prod_{k \in S} \Psi_k 1_n | \forall S \subset \mathbb{N} \}$. Also, similar to 1(a), the scaling limit of $\tilde{L}_0^c$ is obtained using the Taylor series of the coefficients in

$$\tilde{L}_0^c = \frac{2n}{\pi} \sum_{k \in [n-1]} \sin \left( \frac{k\pi}{2n} \right) \Psi_{-k} \Psi_k + \frac{1}{16} 1,$$

which leads to

$$L_0 = \sum_{k \in \mathbb{N}} k \Psi_{-k} \Psi_k + \frac{1}{16} 1$$

with the desired rate of convergence. This gives the character

$$\prod_{k=1}^{\infty} (1 + q^k)$$

for the scaling limit which is that of $\chi_{\frac{1}{16}}$. This finishes the proof for this case.
Case 1(e) periodic and full CFT.

The periodic case, as mentioned in section 1.6, will be diagonalized differently from [37], which involves taking the usual Fourier transform of the Majorana operators to get the Dirac operators. Here, we will continue applying the method in [10] and have \( \cos() \) and \( \sin() \) transform of the Majorana operators.

In the periodic chain with \( 2n \) TL operators acting on, there will be operators of the form

\[
H = -\sum_{j=1}^{n} t_{2j-1} \sigma_j^{x} - \sum_{j=1}^{n} t_{2j} \sigma_{j}^{x} \sigma_{j+1}^{z},
\]

where the case 1(a) Pauli-TL relation are used. Rewriting this in the language of the Majorana operators gives

\[
H = i \left( \sum_{a=1}^{2n-1} t_a \psi_{a+1} \psi_a - t_{2n} \psi_1 \psi_{2n} (-1)^F \right). 
\]

\( H \) has the \( (-1)^F \) symmetry and divides the spectrum in two \( \pm 1 \) sectors which we can analyze separately. The method pursued is to first restrict \( H \) to one of those sectors so that the sign of \( (-1)^F \) is determined, and then extend \( H \) in the obvious way to both sectors (as the Majorana operators can be extended). So effectively, two matrices each of which equal to \( H \) in one of the \( \pm 1 \) sector will be diagonalized. Then the spectrum at the scaling limit will be easy to find.

We will show that if \( n \) is even, the scaling limit is the diagonal full CFT \( \lambda_0 \bar{x}_0 + \lambda_1 \bar{x}_1 + \lambda_2 \bar{x}_2 + \lambda_3 \bar{x}_3 \) and if \( n \) is odd, it is \( \lambda_0 \bar{x}_0 + \lambda_1 \bar{x}_1 + \lambda_2 \bar{x}_2 \). In this case, similar to how (15) was derived, the matrix is

\[
\begin{pmatrix}
\mu_1' \\
\mu_2' \\
\vdots \\
\mu_{2n}'
\end{pmatrix}
= 2
\begin{pmatrix}
0 & t_1 & 0 & \ldots & (-1)^{F+(n+1)t_{2n}} \\
t_1 & 0 & t_2 & & \\
0 & t_2 & 0 & & \\
\vdots & & & & \\
(-1)^{F+(n+1)t_{2n}} & t_{2n-1} & & & 0
\end{pmatrix}
\begin{pmatrix}
\mu_1 \\
\mu_2 \\
\vdots \\
\mu_{2n}
\end{pmatrix},
\]

where by \( (-1)^F \) in the entries, the sign of the operator \( (-1)^F \) when restricted to \( \pm 1 \) sector is considered. From now on, we will specialize to \( t_j = 1 \) for all \( j \).

There are two cases based on the parity of \( n \).

Even \( n \).

Restricting to \( +1 \) sector, the matrix [23] becomes

\[
\begin{pmatrix}
0 & 1 & 0 & \ldots & -1 \\
1 & 0 & 1 & & \\
0 & 1 & 0 & & \\
\vdots & & & & \\
-1 & 1 & 0 \\
\end{pmatrix}
= 2
\begin{pmatrix}
0 & 1 & 0 & \ldots & -1 \\
1 & 0 & 1 & & \\
0 & 1 & 0 & & \\
\vdots & & & & \\
-1 & 1 & 0 \\
\end{pmatrix}_{2n \times 2n}
\]
with the corresponding operator being

\[ H^{(+1)} = i \left( \sum_{a=1}^{2n-1} t_a \psi_{a+1} \psi_a - t_{2n} \psi_1 \psi_{2n} \right). \]

As mentioned before, we should think of \( H^{(+1)} \) as an operator acting on the \( 2n \)
dimensional Hilbert space (on both \( \pm 1 \) sectors), and once the spectrum of \( H^{(+1)} \)
is found, we will restrict to the \( +1 \) sector.

The matrix \([24]\) has eigenvalues \( \epsilon_k = 4 \cos\left(\frac{(2k-1)\pi}{2n}\right) \) for \( k \in [2n] \) and there
are repetitions. The corresponding eigenvectors are \( (\mu_{b,k})_b = (\cos\left(\frac{2k-1)b\pi}{2n}\right))_b \) for
\( k = 1, \ldots, n \) and \( (\mu_{b,k}')_b = (\sin\left(\frac{(2k-1)b\pi}{2n}\right))_b \) for \( k = n + 1, \ldots, 2n \), where \( (\mu_{b,k})_b \)
and \( (\mu_{b,2n+1-k})_b \) correspond to the same eigenvalue

\[ \epsilon_k = 4 \cos\left(\frac{(2k-1)\pi}{2n}\right) = 4 \cos\left(\frac{2(2n+1-k)\pi}{2n}\right) = \epsilon_{2n+1-k}. \]

These in turn will give orthogonal eigenvectors constructing an algebra \( \mathcal{F}_n \) of
(normalized) creation operators \( \mathcal{F}^+_n \) for \( k = 1, \ldots, \frac{n}{2}, \ldots, \frac{3n}{2}, \ldots, 2n \) and (normalized)
annihilation operators \( \mathcal{F}^-_n \) for \( k = \frac{n}{2} + 1, \ldots, \frac{3n}{2} \) where

\[ \Psi_{-k} := \Psi_k = \Psi_{n+1-k} \text{ for } 1 \leq k \leq n, \]

and

\[ \Psi_{-k} := \Psi_k = \Psi_{2n+1-k} \text{ for } n+1 \leq k \leq 2n. \]

One can see that the adjoint of operators corresponding to first quadrant \((k \leq n/2)\)
are the ones in the second quadrant with the opposite eigenvalue and for those in
the fourth quadrant \((3n/2 + 1 \leq k \leq 2n)\), the adjoint is the one with the opposite
eigenvalue in the third quadrant.

Next, define

\[ H^{+(+1)} = \sum_{k=1}^{n/2} \epsilon_k (\Psi_{+k} \Psi_{-k} - \Psi_{-k} \Psi_{+k}) + \sum_{k=\frac{3n}{2}}^{2n} \epsilon_k (\Psi_{+k} \Psi_{+k} - \Psi_{-k} \Psi_{+k}), \]

and as \( [D, \Psi_k] = 0 \) for \( D = H^{+(+1)} - H^{(+1)} \) for all \( k \), \( D \) is a scalar by [Fact 2]. The
charge conjugation symmetry \( C \) always satisfies \( C(-1)^F = (-1)^n(-1)^F C \). As \( n \)
is even, the charge conjugation symmetry applies on the \( +1 \) sector. Therefore
\( D|_{+1} = 0 \implies \alpha = 0 \implies H^{(+1)} = H^{+(+1)} \) on both sectors. Applying a
suitable scaling gives the Hamiltonian

\[ \tilde{H} c^{(+1)}_0 = \frac{n}{4\pi} \left( \sum_{k=1}^{n/2} \epsilon_k \Psi_{+k} \Psi_{-k} + \sum_{k=\frac{3n}{2}+1}^{2n} \epsilon_k \Psi_{+k} \Psi_{+k} \right). \]

Let us restrict to the \( +1 \) sector. Again, \((-1)^F \) preserves the vacuum but whether
the vacuum itself is in the \( +1 \) sector or \(-1 \) is important. One has to prove a similar
identity like (19) where the product of annihilation operators \( \prod \frac{L}{2} L_{+1} \Psi_k \) is one side of the equation:

\[
(26) \quad i^{2n} (-1)^F \prod_{\text{annihilation}} \Psi_k = \prod_{\text{annihilation}} \Psi_k,
\]

We will have to compute similar determinant of matrices while using the equalities:

\[
(-1)^k \mu_{s,k} = \mu'_{s+n, 2n+1-k}\quad \text{for}\quad 1 \leq s \leq n, \quad \frac{n}{2} + 1 \leq k \leq n,
\]

\[
(-1)^{k+1} \mu_{s,k} = \mu'_{s-n, 2n+1-k}\quad \text{for}\quad n+1 \leq s \leq 2n, \quad \frac{n}{2} + 1 \leq k \leq n,
\]

which can be compactly presented as

\[
(-1)^{k} \cos \left( \frac{(2k - 1)s \pi}{2n} \right) = \sin \left( \frac{(n + s)(2(2n + 1 - k) - 1)\pi}{2n} \right) = \sin \left( \frac{(n - s)(2(2n + 1 - k) - 1)\pi}{2n} \right).
\]

This means that for the two matrices, \( i \)-th row from one matrix will be equal to the \emph{opposite} \((n + 1 - i)\)-row on the other matrix up to a \((-1)^k\) factor.

Since \( i^{2n} = (-1)^n \), for \( n \) even, the vacuum is in the \(+1\) sector. As the eigenvectors of \( \tilde{L}_0 \) are \( \left\{ \prod_{k \in S} \Psi_k 1_n \right\} \forall S \subset \text{indices of creation operators} \) with \( 1_n \) the vacuum, and \((-1)^F\) anticommutes with all creation operators, the eigenvectors of interest are those with even number of creation operators.

We shall call all operators with index \( 1 \leq k \leq n \) the \emph{left-moving} (LM) operators and \( n + 1 \leq k \leq 2n \) the \emph{right-moving} (RM) operators. If one takes odd number of operators from the LM part (giving us some energy in \( N - \frac{1}{2} \)), then odd number of operators from the RM part should be taken as well and the same for even. Therefore the character of the scaling limit will be \( \chi_0 \chi_0 + \chi_2 \chi_2 \). Scaling limit can be derived using the Fourier series and the rate of convergence can be proved similar to 1(a). Clearly, the relabelling will be \( \Psi_k \rightarrow \Psi_{k - \frac{n+1}{2}} \) for the LM and \( \Psi_k \rightarrow \Psi_{3n+1-k} \) for the RM part, giving us

\[
\tilde{L}^{c,(+1)}_0 = \frac{n}{\pi} \left( \sum_{k \in [\frac{n}{2} - \frac{1}{2}]} \sin \left( \frac{k \pi}{n} \right) \Psi_{-k} \Psi_k + \sum_{k \in [\frac{n}{2} - \frac{1}{2}]} \sin \left( \frac{k \pi}{n} \right) \Psi_{-k} \Psi_k \right),
\]

with scaling limit

\[
L_{0|+1} = L_{0|+1} + L_{0|+1} = \left( \sum_{k \in \mathbb{N} - \frac{1}{2}} k \Psi_{-k} \Psi_k + \sum_{k \in \mathbb{N} - \frac{1}{2}} k \Psi_{-k} \Psi_k \right)
\]

This finishes the proof for the sector \(+1\) and even \( n \).
For the $-1$ sector, we have the matrix
\[
\begin{pmatrix}
0 & 1 & 0 & \ldots & 1 \\
1 & 0 & 1 \\
0 & 1 & 0 \\
\vdots & 1 \\
1 & 1 & 0
\end{pmatrix},
\]
(27)

with the corresponding operator, extended to act on both sectors, given by
\[
H^{(-1)} = i \left( \sum_{a=1}^{2n-1} t_a \psi_{a+1} \psi_a + t_{2n} \psi_1 \psi_{2n} \right).
\]

Matrix (27) has eigenvalues $\epsilon_k = 4 \cos \left( \frac{2k\pi}{2n} \right)$ for $k = 1, \ldots, 2n$ or equivalently $k = 0, \leq, 2n - 1$, where the eigenvalues corresponding to $k = 1, \ldots, \frac{n}{2}$ are repeated twice and the one corresponding to $k = n, 0$ are repeated once. The corresponding eigenvectors are $(\mu_{b,k})_b = (\cos \left( \frac{2kb\pi}{2n} \right))_b$ for $k = 0, \ldots, n$ and another set of eigenvectors $(\mu'_{b,k})_b = (\sin \left( \frac{2kb\pi}{2n} \right))_b$ for $k = n + 1, \ldots, 2n - 1$. Note that $(\mu_{b,k})_b$ and $(\mu'_{b,2n-k})_b$ are eigenvectors for the same eigenvalue as long as $k \neq n, 0$. The corresponding (normalized) Dirac operators are
\[
\Psi_{-k} := \Psi_{+}^k = \Psi_{n-k} \text{ for } 0 \leq k \leq n \& k \neq \frac{n}{2},
\]
\[
\Psi_{-k} := \Psi_{+}^k = \Psi_{2n-k} \text{ for } n + 1 \leq k \leq 2n - 1 \& k \neq \frac{3n}{2}.
\]

Similar to the previous case, LM creation operators are in the first quadrant ($0 \leq k \leq \frac{n}{2} - 1$), and the LM annihilation operators (adjoint to the first quadrant) in the second quadrant. The RM creation operators belong to the fourth quadrant ($\frac{3n}{2} + 1 \leq k \leq 2n - 1$) with their adjoint in the third quadrant. Also similar to the case of $\chi_{1/4}$, we have the (“would-be” zero-mode) operators $\Psi_{\frac{n}{2}}, \Psi_{\frac{3n}{2}}$ corresponding to $\epsilon_{\frac{n}{2}} = \epsilon_{\frac{3n}{2}} = 0$ with their adjoint being $\Psi_{\frac{n}{2}}, -\Psi_{\frac{3n}{2}}$ respectively. All operators anticommute except with their adjoint, with which they give the identity. Hence, $\Psi_{\frac{n}{2}}^2 = \frac{1}{2} = -\Psi_{\frac{3n}{2}}^2$.

Summing up, there are $\frac{n}{2} + (\frac{n}{2} - 1) = n - 1$ creation operators and the situation is same as $\chi_{1/4}$. We have two vectors in the image of the product of all $n - 1$ annihilation operators. As $(-1)^F$ preserve that image (since it anti-commutes with all Dirac operators) but also since it anticommutes with $\Psi_{\frac{n}{2}}$ (which also preserves the vacuum space for the same reason), there are eigenvectors $\frac{1}{\sqrt{n}}$ in each $\pm 1$ sector in the vacuum space. Next, defining
\[
H^{(-1)} = \sum_{k=1}^{\frac{n}{2} - 1} \epsilon_k (\Psi_{+k} \Psi_{-k} - \Psi_{-k} \Psi_{+k}) + \sum_{k=\frac{3n}{2} + 1}^{2n} \epsilon_k (\Psi_{+k} \Psi_{-k} - \Psi_{-k} \Psi_{+k}),
\]

it can be shown that $[H^{(-1)} - H^{(-1)}, \Psi_k] = 0$. As $n$ is even, we have charge conjugacy in each sector, therefore $H^{(-1)} = H^{(-1)}$. It then becomes clear that
one must define \( \bar{L}_c^{(-1)} \) as

\[
(28) \quad \bar{L}_c^{(-1)} = \frac{n}{4\pi} \left( \sum_{k=0}^{n-1} e_k \Psi_{k-\frac{n}{2}} \Psi_{k} + \sum_{k=\frac{n}{2}+1}^{2n-1} e_k \Psi_{k+\frac{n}{2}} \Psi_{k} \right),
\]

where we note that a shift by some scalar (which will be \( \frac{1}{4} \) in the limit) is not included yet and will be discussed later. As we are interested in the \(-1\) sector, all combinations of the form

- (odd LM) (odd RM) \( 1^- \)
- (even LM) (even RM) \( 1^- \)
- (odd LM) (even RM) \( 1^+ \)
- (even LM) (odd RM) \( 1^+ \)

are in the subspace the scaling limit should be taken. To do so, one needs to first apply the renumbering \( \Psi_k \rightarrow \Psi_{k-n^2} \) for \( 0 \leq k \leq n \) and \( \Psi_k \rightarrow n \Psi_{\frac{n}{2}+k} \) for \( n + 1 \leq k \leq 2n - 1 \) except for \( \Psi_{\frac{n}{2}} \rightarrow i\Psi_{0} \), and accordingly

\[
\bar{L}_c^{(-1)} = \frac{n}{4\pi} \left( \sum_{k \in \left[ \frac{n}{2} \right]} \sin \left( \frac{k\pi}{n} \right) \Psi_{k-\frac{n}{2}} \Psi_{k} + \sum_{k \in \left[ \frac{n}{2} \right]} \sin \left( \frac{k\pi}{n} \right) \Psi_{k+\frac{n}{2}} \Psi_{k} \right).
\]

In order to build the scaling limit vector space \( \mathcal{V} \), the four possibilities outlined above need to be considered. The embeddings \( \phi_n : \mathcal{W}_n^{(-1)} \rightarrow \mathcal{W}_{n+2}^{(-1)} \), done by mapping each vector to its obvious corresponding vector (also consistent with the embeddings of the Dirac operators algebra), gives already the character of \( \bar{L}_c^{(-1)} \) in the scaling limit as that of \( \chi_+ \chi_+ \), but we need to identify the scaling limit with the space \( \chi_+ \chi_+ \). This is also clear as every configuration above can be identified with its counterpart in \( \chi_+ \chi_+ \)

- (odd LM) (odd RM) \( \left| \frac{1}{16} \right> \otimes \left| \frac{1}{16} \right> \)
- (even LM) (even RM) \( \left| \frac{1}{16} \right> \otimes \left| \frac{1}{16} \right> \)
- (odd LM) (even RM) \( \left| \frac{1}{16} \right> \otimes \left| \frac{1}{16} \right> \)
- (even LM) (odd RM) \( \left| \frac{1}{16} \right> \otimes \left| \frac{1}{16} \right> \)

This map is unitary and “character”-preserving. Notice that only \( 1^- \) (the scaling limit of \( 1^- \)) is identified with \( \left| \frac{1}{16} \right> \otimes \left| \frac{1}{16} \right> \). The vector \( 1^+ \) (the scaling limit of \( 1^+ \)) is not identified with anything inside \( \chi_+ \chi_+ \) as it is not even present in the finite spaces \( \mathcal{W}_n^{(-1)} \). What we observe, is a merging of two copies of \( \chi_+ \chi_+ \) (generated by \( 1^+ \) and \( 1^- \)) and selection of a subspace of both, which together form a copy of \( \chi_+ \chi_+ \). Finally, the scaling limit Hamiltonian is

\[
\bar{L}_0|_{-1} = L_0|_{-1} + \bar{T}_0|_{-1} = \left( \sum_{k \in \mathbb{N}} k \Psi_{-k} \Psi_k + \sum_{k \in \mathbb{N}} k \Psi_{-k} \Psi_k \right).
\]

Let us discuss the issue of the scalings done to \( H \) in both sectors. They can be seen to be clearly different. In fact, after the restriction to each sector and proving that
$H = H'$, there was a scaling

$$H \rightarrow \frac{n}{8\pi} (H + \sum_{k=1}^{n} \epsilon_k + \sum_{k=\frac{3n}{2}+1}^{2n} \epsilon_k)$$

for the $+1$ sector and the other being

$$H \rightarrow \frac{n}{8\pi} (H + \sum_{k=0}^{\frac{n}{2}-1} \epsilon_k + \sum_{k=\frac{3n}{2}+1}^{2n-1} \epsilon_k).$$

There can only be one scaling to $H$. So the different scalings should differ by some scalar which is $\frac{1}{8}$ in the scaling limit as the ground state in the $(−1)^F = −1$ sector is $\left\langle \frac{1}{16} \right| \otimes \left| \frac{1}{16} \right\rangle$. Indeed, by some trigonometric calculation, the two scalings differ by $\frac{n}{8\pi} (4 \tan(\frac{\pi}{4}n)) = \frac{1}{8} + O(\frac{1}{n^2})$ which in the limit $n \rightarrow \infty$ is $\frac{1}{8}$. Hence, the scaling limit for even $n$ is the diagonal full CFT with the Hamiltonian $L_0$.

**Odd $n$.**

This case will not be analyzed as it is not a full diagonal CFT and not used in any of the main results. Nevertheless, the proof can be seen to be similar to the $n$ even case, with the difference that the $+1$ sector gives $\chi_0 \chi_\frac{1}{2} + \chi_\frac{1}{2} \chi_0$ and the $−1$ sector gives $\chi_0 \chi_\frac{1}{2} + \chi_\frac{1}{2} \chi_0$. The reason the $−1$ sector is not diagonal is the fact that odd(even) number of LM operators have to act with even(odd) numbers of RM operators to take the vacuum from the $+1$ sector to $−1$ sector.

**Case 2; The higher Virasoro modes $L_m$s.**

Changing the coefficients $t_j$ to a $\cos()$ and $\sin()$ transform of the $e_j$s is necessary to obtain the higher Virasoro modes $L_m$s.

We will prove the case 2(a) $(\chi_0 + \chi_\frac{1}{2})$ in [Theorem 3.1] with the rate of convergence. All other cases, including the periodic case, have a similar proof although there will be some comments for the periodic chain.

*The cos() transform and $\bar{L}_m + \bar{L}_{−m}$.*

Let us fix $m \in \mathbb{N}$. The operator $L_m + L_{−m}$ is given by (see e.g. [12])

$$\sum_{k \geq \frac{m}{2}, k \in \mathbb{Z} + \frac{1}{2}} (k - \frac{m}{2}) \Psi_{-k+m} \Psi_k + \sum_{k \geq \frac{-m}{2}, k \in \mathbb{Z} + \frac{1}{2}} (k + \frac{m}{2}) \Psi_{-k-m} \Psi_k,$$

which we want to obtain in the scaling limit. To understand what the observable $O = i \sum t_j(m) \psi_{j+1} \psi_j$ will be in terms of $\Psi_k$’s, one has to use the matrix equation [15]. We need to build another observable $O'$ using $\Psi_k$’s which has scaling limit $L_m + L_{−m}$, and that also satisfies $[O - O', \Psi_k] = 0$. Then, going through the usual arguments, after some suitable scaling, the sequence $O_n \xrightarrow{SL} L_m + L_{−m}$ will be constructed.
Notice that \([L_m + L_{-m}, \Psi_k]\) is the sum of exactly two Dirac operators with indices differing by \(m\) from \(k\). \(t_j(m)\) should be such that the same result for \([O, \Psi_k]\) happens, with coefficients going to \(k \pm \frac{m}{2}\) in the scaling limit. Using the indices before the renumbering, i.e. \(k \in [2n]\), a natural candidate for the coefficients would be \(\cos\left(\frac{(k + m)\pi}{2n+1}\right)\). Hence, computing \([O, \Psi_k]\) using \([15]\) the following must hold

\[
t_j(m)\mu_{k,j+1} + t_{j-1}(m)\mu_{k,j-1} =
\cos\left(\frac{(k + \frac{m}{2})\pi}{2n+1}\right)\mu_{k+m,j} + \cos\left(\frac{(k - \frac{m}{2})\pi}{2n+1}\right)\mu_{k-m,j}.
\]

From simple trigonometric identities, the right side is equal to

\[
\cos\left(\frac{(k + \frac{m}{2})\pi}{2n+1}\right)\sin\left(\frac{(k + m)j\pi}{2n+1}\right) + \cos\left(\frac{(k - \frac{m}{2})\pi}{2n+1}\right)\sin\left(\frac{(k - m)j\pi}{2n+1}\right)
= \cos\left(\frac{m(j + \frac{1}{2})\pi}{2n+1}\right)\sin\left(\frac{(k + m)j\pi}{2n+1}\right) + \cos\left(\frac{m(j - \frac{1}{2})\pi}{2n+1}\right)\sin\left(\frac{(k - m)j\pi}{2n+1}\right),
\]

which is in fact

\[
\cos\left(\frac{m(j + \frac{1}{2})\pi}{2n+1}\right)\mu_{k,j+1} + \cos\left(\frac{m(j - \frac{1}{2})\pi}{2n+1}\right)\mu_{k,j-1}.
\]

So \(t_j(m)\) are forced to be \(\cos\left(\frac{m(j + \frac{1}{2})\pi}{2n+1}\right)\). However, the coefficients \(\cos\left(\frac{m(j + \frac{1}{2})\pi}{2n+1}\right)\), as used in the conjecture \([37, (7.5)]\), do not satisfy the identity \([30]\) The implications will be discussed more in the second subsection. As the actual identity for the matrix \([15]\) involves a two factor, \(O\) is changed to \(O/2\) to cancel this factor. This is important to compute the scaling factors until \(O\) becomes the desired operator.

Although the identities above determine what \(O'\) should be, what happens at the boundaries when \(k + m > 2n\) or \(k - m < 1\) must be examined. In these cases, one has to consider \(\sin\left(\frac{(k + m)\pi}{2n+1}\right) = -\sin\left(\frac{(2n+1) - k - m)\pi}{2n+1}\right) = -\mu_{2(2n+1) - k + m,j}\) if \(k + m > 2n\) and \(\sin\left(\frac{(k - m)\pi}{2n+1}\right) = -\sin\left(\frac{(m - k)\pi}{2n+1}\right) = -\mu_{m - k,j}\) if \(k - m < 1\). Therefore, \(O'\) is defined as

\[
(32) \quad \left( \sum_{k+m \leq 2n} \cos\left(\frac{(k + \frac{m}{2})\pi}{2n+1}\right)\Psi_{k+m} \Psi_k^\dagger - \sum_{k+m > 2n} \cos\left(\frac{(k + \frac{m}{2})\pi}{2n+1}\right)\Psi_{2(2n+1) - k - m} \Psi_k^\dagger \right)
+ \left( \sum_{k-m \geq 1} \cos\left(\frac{(k - \frac{m}{2})\pi}{2n+1}\right)\Psi_{k-m} \Psi_k^\dagger - \sum_{k-m < 1} \cos\left(\frac{(k - \frac{m}{2})\pi}{2n+1}\right)\Psi_{m-k} \Psi_k^\dagger \right).
\]

For \(k\) close to the boundaries, i.e. 1 or 2n (which corresponds to high energy creation/annihilation), another operator of high energy is associated. Therefore, there are no low-high energy mix in the above formula. There are also no terms like \(\Psi_k^\dagger \Psi_k\) as \(m \neq 0\). Further, similar to the case of \(L_0\), where \(H'\) had terms like \((\Psi_k \Psi_k^\dagger - \Psi_k^\dagger \Psi_k)\) for each \(\Psi_k\) with \(1 \leq k \leq n\), there are also two terms in each parenthesis in the summation above which have \(\Psi_k^\dagger\). Indeed, one is \(\Psi_{k+m}\Psi_k^\dagger\) and the other is \(\Psi_{2n+1-k}\Psi_k^\dagger \Psi_{2n+1-k-m} = \Psi_k^\dagger \Psi_{k+m}\), and we have

\[
\cos\left(\frac{(k + \frac{m}{2})\pi}{2n+1}\right)\Psi_{k+m} \Psi_k^\dagger = \cos\left(\frac{(2n+1-k-m) + \frac{m}{2})\pi}{2n+1}\right)\Psi_{2n+1-k} \Psi_k^\dagger \Psi_{2n+1-k-m}.
\]
Let us prove $O = O'$. The equation for $O'$ implies $[O - O', \Psi_k] = 0$, meaning that $O - O'$ is a scalar. To prove that the shift is zero, we use the fact that monomials in Majorana operators are linear independent. The left side in $O = O' + \alpha \mathbf{1}$ is bilinear, but the right side might have scalar terms coming from the multiplication of $\psi_j \psi_j = 1$ when for $O'$ is expanded in terms of the $\psi_j$s. Those terms have to cancel each other so that a non-zero shift $\alpha$ will not be needed. In fact, it can be shown that the scalar from each of $\Psi_k + n \Psi_k^\dagger$ is zero. Indeed, calculating the contribution from $\Psi_k + n \Psi_k^\dagger$,

$$
\sum_{j=1}^{2n} i^j \sin\left(\frac{(k + m)j\pi}{2n+1}\right) i^j \sin\left(\frac{2n + 1 - k)j\pi}{2n+1}\right) = 0,
$$

the last equality holds as they are eigenvectors of different eigenvalues of matrix $[(15)]$ for $t_j = 1$. Hence, $O = O'$. To find the scaling limit, taking note of the fact that each term is repeated twice, we have the following operator

$$
\widetilde{L}_m^c + \widetilde{L}^c_{-m} = \frac{2n + 1}{2\pi} O'
$$

where $O'$ is defined in $[32]$ and $\widetilde{L}_m^c$ is the first, and $\widetilde{L}^c_{-m}$ corresponds to the second parenthesis. Further the factor 2 in the denominator is due to the repetition of each term. As the proof for the convergence rate is similar, only $\widetilde{L}_m^c$ will be done.

**Theorem 3.1** states that

$$
\widetilde{L}_m^c | \sqrt{n} = L_m | \sqrt{n} + O\left(\frac{1}{n}\right),
$$

where $m \leq \sqrt{n}$ can also depend on $n$. By applying the energy restriction up to $\sqrt{n}$, for large enough $n$, it is not hard to observe that all the bilinear terms of Dirac operators in $\widetilde{L}_m^c | \sqrt{n}$ and $L_m | \sqrt{n}$ which will be nonzero operators after the energy restriction are the same. Indeed, most of the bilinear Dirac terms in both of the operators, are composed of an annihilation and a creation operator. If the annihilation operator annihilates energy more than $\sqrt{n}$ then its restriction to vectors with energy at most $\sqrt{n}$ is clearly zero. Lastly, for large enough $n$, as $2\sqrt{n} \ll n$, there are no terms close to the boundaries (with index close to 1 or 2$n$) and so, all terms inside of $L_m | \sqrt{n}$ are also present inside $\widetilde{L}_m^c | \sqrt{n}$ and vice-versa, although with a different coefficient which their difference shall be estimated. After the renumbering $\Psi_k \rightarrow \Psi_{k-n} - \frac{1}{2}$, the term $\cos\left(\frac{(k + \frac{n}{2})\pi}{2n+1}\right) \Psi_{k+m} \Psi_k^\dagger$ becomes

$$
\sin\left(\frac{(k - \frac{n}{2})\pi}{2n+1}\right) \Psi_{k+m} \Psi_k.
$$
By taking the difference in the coefficient, we have

\[
\frac{2n+1}{\pi} \sin \left( \frac{(k - \frac{m}{2})\pi}{2n+1} \right) - (k - \frac{m}{2}) \leq O \left( \frac{(\sqrt{n})^3}{(2n+1)^2} \right),
\]

as \( k, m \) are of order \( \sqrt{n} \) due to the discussion in the previous paragraph. Next, since there are \( O(\sqrt{n}) \) of these differences (as \( k \) can vary), and each Dirac bilinear term has norm at most one,

\[
||\tilde{L}_m^c|\psi - L_m|\psi|| \leq O \left( \frac{(\sqrt{n})^3, \sqrt{n}}{(2n+1)^2} \right) = O \left( \frac{1}{n} \right),
\]

finishing the proof of the convergence rate. This obviously implies \( \tilde{L}_m^c \overset{SL}{\rightarrow} L_m \). The very similar reasoning can be made for all the other ACs. But we would like to note that when changing the boundary condition, the denominators in the fractions inside the trigonometric functions must be changed (e.g. in the \( \chi_{\frac{1}{2}} \) case, one needs \( 2n \) instead of \( 2n+1 \)). The changes happen the most in the periodic case and we will have to apply the following

- replace \( 2n + 1 \) by \( 2n \),
- replace \( m \) in \( t_j(m) \) by \( 2m \),
- replace \( k \) by \( 2k \) (or \( 2k - 1 \)),

where the change to even numbers \( 2k \) is for \( \chi_{\frac{1}{2}} \chi_{\frac{1}{2}} \) and odd number for \( \chi_0 \chi_0 + \chi_0 \chi_0 \). One also has to check that the trigonometric identities like [31] holds for all the eigenvectors of the two different matrices (they are of two types: \( \mu_i \) and \( \mu_i' \) corresponding to \( \cos() \) and \( \sin() \)). As an example, for the LM part (with \( (\mu)_6 = (\cos())_6 \) eigenvectors) of \( \chi_0 \chi_0 + \chi_0 \chi_0 \), the corresponding identity is:

\[
\cos \left( \frac{(2m)(j+\frac{1}{2})\pi}{2n} \right) \cos \left( \frac{(2k-1)(j+1)\pi}{2n} \right) + \cos \left( \frac{(2m)(j-\frac{1}{2})\pi}{2n} \right) \cos \left( \frac{(2k-1)(j-1)\pi}{2n} \right) =
\]

\[
\cos \left( \frac{(2k-1+m)n\pi}{2n} \right) \cos \left( \frac{(2k-1+2m)n\pi}{2n} \right) + \cos \left( \frac{(2k-1)m\pi}{2n} \right) \cos \left( \frac{(2k-1-2m)m\pi}{2n} \right),
\]

and there is a similar identity when the second \( \cos() \) terms in each product are replaced with \( \sin() \) for the RM operators. This gives the operator \( \tilde{L}_m^c + \tilde{L}_{-m}^c \) and the convergence to \( \tilde{L}_m + \tilde{L}_{-m} \) can be proved in a similar way.

*The \( \sin() \) transform and \( i\tilde{L}_m^s - \tilde{L}_{-m}^s \).*

Having found the sum of the higher Virasoro modes, their difference is required to recover an operator \( \tilde{L}_m \overset{SL}{\rightarrow} L_m \), as shown in the remark after [Theorem 3.1]. Again, this case will be demonstrated for \( \chi_0 + \chi_\frac{1}{2} \). As the proof to the convergence and scaling limit is very similar to the previous \( \cos() \) transform, we will refer to the previous arguments for that part of the problem.

We need the \( \sin() \) transform of the form \( O = -i \sum_{j=1}^{2n-2} t_j(n)|e_j, e_{j+1} \rangle \) which is same as \( O = i \sum_j t_j(n)\psi_j\psi_{j+2} \). The corresponding matrix for \( [O, \Psi] \) where
Dirac terms are
\[ \sin(t \text{ in the diagonals in the corners of the matrix).} \]
And the argument for \( \sin() \) limit using (non-periodic chain except at the boundaries where the formula will be different. In the case of the non-periodic chain \( \frac{1}{2}, \frac{1}{2} \), this can be turned into the corresponding matrix

\[
\begin{pmatrix}
0 & 0 & t_1(m) & 0 \\
0 & 0 & 0 & t_2(m) \\
-t_1(m) & 0 & 0 & \ddots \\
-t_2(m) & \ddots & 0 & 0 \\
0 & \cdots & 0 & 0
\end{pmatrix}
\]

(34)

The matrix corresponding to the periodic case can be recovered similarly and as expected, it will have entries \((-1)^{n+F} t_{2n-1}(m), (-1)^{n+F} t_{2n}(m)\) and their opposite in the diagonals in the corners of the matrix.

First, an identity similar to [31] only with \( \sin() \) functions is needed to force the values for \( t_j(m) \). Since the coefficients \( (k \pm \frac{m}{2}) \) needs to be recovered in the limit using \( \sin() \) functions, the natural candidate for the coefficients of the bilinear Dirac terms are \( \sin\left(\frac{(2k+m)\pi}{2n+1}\right) \). This can be seen to only work when \( t_j(m) = \sin\left(\frac{m(j+1)\pi}{2n+1}\right) \), satisfying the following identity

\[
t_j(m)\mu_{k,j+2} - t_{j-2}(m)\mu_{k,j-2} = 
\]

(35)

\[
\sin\left(\frac{m(j+1)\pi}{2n+1}\right)\sin\left(\frac{k(j+2)\pi}{2n+1}\right) - \sin\left(\frac{m(j-1)\pi}{2n+1}\right)\sin\left(\frac{(k-j-2)\pi}{2n+1}\right) = 
\]

\[
\sin\left(\frac{(2k+m)\pi}{2n+1}\right)\sin\left(\frac{(k+m)j\pi}{2n+1}\right) - \sin\left(\frac{(2k-m)\pi}{2n+1}\right)\sin\left(\frac{(k-m)j\pi}{2n+1}\right). 
\]

It can be checked that at the boundaries \( j = 1, 2, 2n - 1, 2n \) the first equality above still holds since \( \sin(0) = \sin(k\pi) = \sin(m\pi) = 0 \). Repeating the argument in the previous case, we set \(-iO' = \)

\[
\left( \sum_{k+m \leq 2n} \sin\left(\frac{(2k+m)\pi}{2n+1}\right) \Psi_{k+m} \Psi_k^\dagger - \sum_{k+m > 2n} \sin\left(\frac{(2k+m)\pi}{2n+1}\right) \Psi_{2(2n+1)-k-m} \Psi_k^\dagger \right) 
\]

\[
- \left( \sum_{k-m \geq 1} \sin\left(\frac{(2k-m)\pi}{2n+1}\right) \Psi_{k-m} \Psi_k^\dagger - \sum_{k-m < 1} \sin\left(\frac{(2k-m)\pi}{2n+1}\right) \Psi_{m-k} \Psi_k^\dagger \right), 
\]

And the argument for \( O/2 = O' \) is exactly the same as before (where the factor 2 is due to the matrix equation [15] as in the previous case). Therefore, let us set

\[
i(L_m - \bar{L}_{-m}) = \frac{2n + 1}{2\pi} O', 
\]

(37)
where $O'$ is defined in \[36\] and $\tilde{L}_s^a$ is the first, and $\tilde{L}_s^b$ corresponds to the second parenthesis. For the coefficients, after the renumbering $\Psi_k \rightarrow \Psi_{k-n-\frac{1}{2}}$, 
\[
\sin\left(\frac{(k-m)\pi}{n+\frac{1}{2}}\right) = \sin\left(\frac{(k-m)\pi}{n+\frac{1}{2}}\right),
\]
\[
is the coefficient of $\Psi_{k-m}\Psi_k$ in $\tilde{L}_s^s$, which means that in the scaling limit, the coefficient for the Dirac terms is as desired. The proof of convergence and its rate, are similar to the $\cos()$ transform.

As previously, the denominators need to change for a change in boundary condition (e.g. $2n$ instead of $2n+1$ for $\chi_{\frac{1}{16}}$). For the periodic chain, the following changes need to performed:

- replace $2n + 1$ by $2n$,
- replace $m$ in $t_j(m)$ by $2m$,
- replace $k$ by $2k$ (or $2k - 1$),

where the change to even numbers $2k$ is for $\chi_{\frac{1}{16}} \chi_{\frac{1}{16}}$ and odd number for $\chi_0 \chi_0 + \chi_{\frac{1}{2}} \chi_{\frac{1}{2}}$. It can be checked that the new identity involving the eigenvectors of type $\cos()$ for the $+1$ sector $\chi_0 \chi_0 + \chi_{\frac{1}{2}} \chi_{\frac{1}{2}}$ is

\[
\sin\left(\frac{(2m)(j+1)\pi}{2n}\right) \cos\left(\frac{(2k-1)(j+2)\pi}{2n}\right) - \sin\left(\frac{(2m)(j-1)\pi}{2n}\right) \cos\left(\frac{(2k-1)(j-2)\pi}{2n}\right) = 0,
\]

\[
\sin\left(\frac{(2(2k-1)+2m)\pi}{2n}\right) \cos\left(\frac{(2k-1)(2m)\pi}{2n}\right) - \sin\left(\frac{(2(2k-1)-2m)\pi}{2n}\right) \cos\left(\frac{(2(2k-1)-2m)\pi}{2n}\right),
\]

which will also hold if $\cos()$s are replaced with $\sin()$, giving the identity for the $\sin()$ type eigenvectors. This finishes the proof of \textbf{Theorem 3.1}.

2. $- \sum \sin(n\theta)e_\theta \text{ or } -i \sum \cos(n\theta)[e_\theta, e_{\theta+1}].$
It was mentioned in \textbf{Section 1.6} and in the remark after \textbf{Conjecture 5.5} that the operators involved in a similar conjecture in \[57\] \((7.5)\) have undesirable low-high energy mix. These claims and why the “reasonable” guess that the $\sin()$ transform of the $e_j$ must give $i(L_m - L_{-m})$ is not true, will be demonstrated by direct calculations. Let us start with the latter.

We start with the nonperiodic chains. As before, the example $\chi_0 + \chi_{\frac{1}{2}}$ will be used to show the argument which can be applied similarly to other nonperiodic cases. In order to obtain $- \sum_{j=1}^{2n-1} \sin\left(\frac{m(j+\frac{1}{2})\pi}{2n+1}\right)e_j$ or in other words $O_x = \sum_{j=1}^{2n-1} \sin\left(\frac{m(j+\frac{1}{2})\pi}{2n+1}\right)\psi_{j+1}\psi_j$ in terms of the creation and annihilation operators, $\psi_j$ should be expressed in terms of the $\Psi_{ks}$ (the inverse of the transformation given by the eigenvectors of the matrix \[15\]). In \[10\] \((24)\), it is shown that

\[
\psi_{2j} = (-1)^j \sum_{k=1}^{n} \frac{i}{N_k} \tilde{Q}_{2j-1}(e_k^2)(\Psi_{+k} + \Psi_{-k}),
\]

\[
\psi_{2j+1} = (-1)^j \sum_{k=1}^{n} \frac{1}{N_k} \tilde{Q}_{2j}(e_k^2)(\Psi_{+k} - \Psi_{-k}),
\]
where un-normalized Dirac operators are considered, and \( \tilde{Q}_{a-1}(e_{x+k}^2) = \sin(\frac{a \theta x}{2n+1}) \). Using the above, the coefficient of a term \( \Psi_x \Psi_y \) in \( O_s \) for any \( 1 \leq x, y \leq n \) is

\[
\frac{1}{N_x N_y} \sum_{j=1}^{2n-1} \sin(\frac{(j+\frac{1}{2})\pi}{2n+1})(\sin(\frac{j+1)x\pi}{2n+1}) \sin(\sin(\frac{(j+1)x\pi}{2n+1} + \sin(\frac{jx\pi}{2n+1}))
\]

This can be computed by direct computation (substituting \( \sin(\theta) = \frac{e^{i\theta} - e^{-i\theta}}{2i} \)) and it can be shown that it is zero if and only if \( m + x + y \equiv 0 \pmod{2} \). This implies that (even after any scaling of \( O_s \)), e.g. for \( m = 4 \), there are terms like \( \Psi_1 \Psi_{(n-1)} \) for \( n \) odd and \( \Psi_1 \Psi_{(n-2)} \) for \( n \) even with nonzero coefficient. Therefore, this is not an energy local operator and further, it can not be a candidate for the sequence associated to \( L(f) \) to obtain a strong SL-algebra in [Theorem 4.6].

As another example with chain size even and with scaling limit \( \chi_{\frac{1}{16}} \), we have the following

\[
\frac{1}{N_x N_y} \sum_{j=1}^{2n-1} \sin(\frac{(j+\frac{1}{2})\pi}{2n+1})(\sin(\frac{(j+1)x\pi}{2n+1}) \sin(\sin(\frac{(j+1)x\pi}{2n+1} + \sin(\frac{jx\pi}{2n+1}))
\]

which can be computed and it is zero \( \equiv m + x + y \equiv 0 \pmod{2} \) and the same conclusions follow. There is a similar argument for the \( \sin() \) transform of \( [e_j, e_{j+1}] \).

The conjecture [37, (7.5)] asserts that \( l_m + l_m \stackrel{SL}{\rightarrow} L_{n+m} \) where \( l_m + l_m \) is some scaling of the sum of the terms \( \cos(\frac{m(j+1)\pi}{2n})e_j \). The difference with Conjecture 5.5 is the factor \( j \) instead of \( \frac{m(j+\frac{1}{2})\pi}{2n+1} \) and the denominator. We recall that we interpret the point \( \frac{(j+\frac{1}{2})x\pi}{2n+1} \) as the “center” of the action of \( e_j \) in the half-circle in Figure 1. Also, we recall that the identity [30] forced the coefficient \( \cos(\frac{m(j+1)\pi}{2n+1}) \), therefore any other coefficient (including \( \cos(\frac{m(j+1)\pi}{2n}) \)) should have some undesirable effect, as it does not satisfy the identity, although these effects could vanish in the scaling limit. We can compute the coefficient of a term \( \Psi_x \Psi_y \) in \( O' = i \sum_{j=1}^{2n-1} \cos(\frac{mj\pi}{2n})\psi_{j+1}\psi_j \) for any \( 1 \leq x, y \leq n \):

\[
\frac{1}{N_x N_y} \sum_{j=1}^{2n-1} \cos(\frac{mj\pi}{2n})(\sin(\frac{jx\pi}{2n+1}) \sin(\frac{(j+1)x\pi}{2n+1} + \sin(\frac{j\pi}{2n+1})
\]

which can be observed to have the similar property of being zero if and only if \( m + x + y \equiv 0 \pmod{2} \). As an example, for \( m = 9, x = 14, n = 52, y = 49 = n - 3 \), the above gives approximately \(-0.0256625 \neq 0 \). This suggests that the conjecture [37, (7.5)] does not provide the right candidates if a strong SL-algebra is desired as there are low-energy mix. These terms could make even the convergence of simple products such as the convergence of commutators to the commutators of scaling limit impossible. Of course, they should vanish at the scaling limit, along with all those terms with non-zero coefficient and energy shift other than \( m \) and a numerical simulation shows that happening but with a slower rate (as in [37, table 19]). Hence, the rate of convergence could also be another reason to consider the operators in Conjecture 5.5 for obtaining the higher Virasoro modes.
the full CFT. This time, an **interchiral** observable in the limit is obtained which could be thought of as:

\[ \partial \bar{\psi}(\tau) \psi(z) : + : \partial_z \psi(z) \bar{\psi}(\tau) : \]

Note that the stress energy tensor is

\[ \partial \bar{\psi}(\tau) \psi(z) : + : \partial_z \psi(z) \psi(z) : \]

Therefore the LM and RM part will mix due to the identities

\[
\sin \left( \frac{2m(j+\frac{1}{2}) \pi}{2n} \right) \sin \left( \frac{(2k-1)(j+1) \pi}{2n} \right) + \sin \left( \frac{2m(j+\frac{1}{2}) \pi}{2n} \right) \sin \left( \frac{(2k-1)(j-1) \pi}{2n} \right) = \\
\cos \left( \frac{(2k-1-m) \pi}{2n} \right) \cos \left( \frac{(2k-1-2m) j \pi}{2n} \right) - \cos \left( \frac{(2k-1+m) \pi}{2n} \right) \cos \left( \frac{(2k-1+2m) j \pi}{2n} \right),
\]

for the summation \(- \sum_{j=1}^{2n} \sin \left( \frac{2m(j+\frac{1}{2}) \pi}{2n} \right) e_j\) in the +1 sector. The RM part (\sin() eigenvectors) pairs up with the LM part (\cos() eigenvectors).

As expected, one needs a similar identity for the LM part to RM part

\[
\sin \left( \frac{2m(j+\frac{1}{2}) \pi}{2n} \right) \cos \left( \frac{(2k-1)(j+1) \pi}{2n} \right) + \sin \left( \frac{2m(j+\frac{1}{2}) \pi}{2n} \right) \cos \left( \frac{(2k-1)(j-1) \pi}{2n} \right) = \\
\cos \left( \frac{(2k-1-m) \pi}{2n} \right) \sin \left( \frac{(2k-1+2m) j \pi}{2n} \right) - \cos \left( \frac{(2k-1+m) \pi}{2n} \right) \sin \left( \frac{(2k-1-2m) j \pi}{2n} \right).
\]

Both identities above can be modified (replacing \(2k - 1\) with \(2k\)) to make them work for the \((-1)^F = -1\) sector.

There are similar equations for \(-i \sum_{j=1}^{2n} \cos \left( \frac{2m(j+1) \pi}{2n} \right) [e_j, e_{j+1}]\). Thus, as in the case of \(L_m + L_{-m}\), we get an operator \(\mathbb{L}_m\) converging to \(L_m\) in the scaling limit which contains bilinear terms \(\Psi_{-k+m} \Psi_k\) instead of \(\Psi_{-k+m} \Psi_k\). Finally, all results on the convergence (rate) for \(L_m\) applies to its interchiral **counterpart** \(\mathbb{L}_m\).

The above illustrates why the similar conjecture [37, (4.24) and (4.25)] likely involves a different diagonalization (as noted in section 1.6), in order to be true.