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Abstract

We consider the problem of obese human mesh recovery, i.e., fitting a parametric human mesh to images of obese people. Despite obese person mesh fitting being an important problem with numerous applications (e.g., healthcare), much recent progress in mesh recovery has been restricted to images of non-obese people. In this work, we identify this crucial gap in the current literature by presenting and discussing limitations of existing algorithms. Next, we present a simple baseline to address this problem that is scalable and can be easily used in conjunction with existing algorithms to improve their performance. Finally, we present a generalized human mesh optimization algorithm that substantially improves the performance of existing methods on both obese person images as well as community-standard benchmark datasets. A key innovation of this technique is that it does not rely on supervision from expensive-to-create mesh parameters. Instead, starting from widely and cheaply available 2D keypoints annotations, our method automatically generates mesh parameters that can in turn be used to re-train and fine-tune any existing mesh estimation algorithm. This way, we show our method acts as a drop-in to improve the performance of a wide variety of contemporary mesh estimation methods. We conduct extensive experiments on multiple datasets comprising both standard and obese person images and demonstrate the efficacy of our proposed techniques.

1. Introduction

We consider the problem of human mesh estimation. Given a person image and a functionally-known parametric human mesh, the problem is to fit the mesh (i.e., estimate its parameters) so as to best explain the 3D pose and shape of the person. With many important real-world applications [1, 2], there has been much recent progress in this field as evidenced by the dramatic reduction in the mean per joint position error (MPJPE) metric on benchmark datasets [3–5]. In particular, given the ongoing COVID-19 pandemic, there has been a substantial increase in the need for healthcare applications such as patient positioning [1] for CT/MR scans [6], leading to an immediate practical relevance for human mesh estimation/modeling.
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Applications such as the above demand systems that are robust on a wide variety of data. One such dimension of diversity is the physical size of the person of interest. With obesity prevailing in about 40% of the U.S. population [7] and the medical devices industry consequently recognizing and developing scanners to particularly serve this community [8], it is critical that the underlying mesh estimation algorithms work well on images of such people. However, this problem has not attracted much attention in the mesh recovery research community, with Fig. 1 showing some unsatisfactory results with the current state of the art, leading to biased estimates for obese person images.

In this paper, we identify this crucial gap in the current literature, and present and discuss the problem of obese human mesh recovery. We discuss how the current state-of-the-art methods fail to fit parametric meshes (e.g., SMPL [9], see Fig. 1) for obese data while working relatively reasonably well on standard benchmark data, leading to the issue of biased estimators. Among other reasons further discussed below, a key reason for this bias is lack of representative samples in current benchmark datasets. In the context of mesh estimation, in addition to insufficient raw data, this also manifests in the form of scarce annotations.

As noted in prior work [3], training reliable convolutional neural network (CNN) models requires large amounts of data annotated with mesh parameters. However, obtaining these annotations for non-obese person images is not trivial, let alone obese person images (e.g., for SMPL [9], this is an elaborate process involving ground-truth MoCap data and custom marker-based algorithms like MoSH [10]). On the other hand, obtaining 2D annotations, e.g., image keypoints, is relatively straightforward and inexpensive as this can be accomplished using crowdsourcing platforms, e.g., Mechanical Turk, where requirements for technical know-how is limited (compared to MoCap algorithms like the above). Consequently, while datasets with 2D keypoint annotations can be found in abundance [11–14], those with full mesh annotations are substantially fewer [15], with obese mesh annotations even more difficult to obtain. Given these considerations, we ask two key questions- (a) given abundant 2D keypoint annotations, can we automatically generate mesh parameters?, and (b) can we develop an algorithm that is flexible to address the question above for both standard/non-obese person images in general and obese person images in particular?

There has been some recent work [16, 17] that propose optimization-based strategies for generating mesh parameters from 2D keypoints. However, a number of issues preclude their use for both general as well as obese mesh fitting. First, the work of Bogo et al. [16] does not use the full context information provided by an input image, instead optimizing only a 2D-keypoint-based reprojection error objective, leading to the classic issue of depth ambiguity where multiple 3D configurations may correspond to the same 2D projection. While 3D pose and shape priors may address this issue to a certain extent, these constraints can only ensure the resulting fits belong to a pre-defined distribution. Furthermore, the current community-standard priors used for this purpose [3, 16], however, are not sufficiently representative of obese person images, leading to the unsatisfactory results of Fig. 1 discussed earlier. Next, while the work of Joo et al. [17] addresses some of the aforementioned issues by optimizing the reprojection error cost function for the CNN model parameters (instead of SMPL mesh parameters as in Bogo et al. [16]), its performance is also impacted by the priors issue noted above (see Fig. 1 for results) since it starts the optimization from a CNN model that has been pre-trained on the same kind of data. Furthermore, this method has a trade-off between performance and number of optimization steps, increasing which can result in overfitting the reprojection objective. In fact, this is particularly pronounced due to the lack of any regularizers to ensure anthropometric realism of the predicted mesh.

We take a structured approach to address the questions and issues noted above. First, we present a simple baseline approach that focuses on improving shape fits for obese person images. We achieve this by proposing a loss term that penalizes incorrect shape predictions by means of explicit 2D shape constraints. We show the proposed loss term can be flexibly and individually used in conjunction with both mesh- and CNN-parameter optimization strategies discussed above, thus immediately improving their performance (see Fig. 1). Next, we propose a generalization of this baseline that inherits the benefits of each strategy as part of an alternating directions scheme that optimizes for both mesh- and CNN-parameters jointly (instead of separately as above). Our key insight is that such an alternating iterative framework leads to a virtuous cycle where the limitations discussed above can be addressed in a principled manner. Specifically, the issue of depth ambiguity with Bogo et al. [16] can be addressed with a pre-trained data-driven CNN model like in Joo et al. [17], whereas the overfitting problem of Joo et al. [17] can be addressed by using the pose and shape fits generated by Bogo et al. [16] as an explicit regularization term. Our baseline shape constraints can then be optionally added to the resulting overall learning objective, leading to a technique for both standard/non-obese as well as specific obese mesh fitting problems.

We conduct numerous experiments to evaluate our proposed techniques. First, we discuss limitations of the standard MPJPE metric in capturing shape deviations (from ground truth) in obese images, leading to our new per-vertex error metric. Next, we show that the mesh fits produced by our shape-constraint baseline as well as its generalization outperform both Bogo et al. [16] and Joo et al. [17] individually on both obese as well as standard benchmark data.
Starting from existing pre-trained mesh fitting methods, we then generate inference-time mesh fits with our generalization that result in substantial improvements over the baseline pre-trained models. Finally, since we are able to generate mesh parameters for datasets that have only 2D annotations, we can retrain CNN models previously trained using only 2D ground truth. We show this retraining results in substantial performance improvements over the corresponding baseline models. Given our method is agnostic to the kind of pre-trained model used, in all experiments, we show results with various kinds of contemporary state-of-the-art methods, demonstrating its flexibility.

There has been much recent work in human pose estimation, including estimating 2D keypoints [18–23], 3D keypoints [24–32], and a full human mesh [3–5, 16, 33–43]. Here, we discuss methods that are directly relevant to our specific problem—fitting a 3D mesh to an input image.

Direct human mesh estimation. With the increasing adoption of parametric human mesh models such as the SMPL [9], much recent focus has been on the direct regression of the SMPL parameters that best explain the pose and shape of the person in the input image. Following the end-to-end regression design of Kanazawa et al. [3], much effort has been expended in novel architectures, with graph-based [34], structure-based [5], and even video-based [44, 45] approaches being some notable examples. However, as noted in Section 1, these and other related [4] methods produce biased (see Section 3.2 for more) and unsatisfactory results on obese person data while also requiring 3D mesh (pose and shape) as well as 2D keypoint annotations during training. In contrast, our formulation addresses this issue of bias with a generic optimization framework and requires only 2D keypoints, which are inexpensively obtainable. Starting from such 2D points, our method learns an optimization routine to obtain the 3D pose and shape parameters that best explain the input data. Since these mesh parameters can be then used to train any of the above techniques, our method can be considered to be a flexible drop-in.

3D lifting from 2D keypoints. There has been some prior work in “lifting” 2D keypoints to 3D data, with approaches based on a direct learning of 2D-3D mapping [28, 46–48] and a nearest neighbor search in a database of 2D projections [49–51] being representative examples. However, a key difference is our method is able to exploit the context provided by a full image (as opposed to only 2D keypoints) and recover a complete body mesh.

An early method to fit the full body mesh given 2D keypoints was presented in Bogo et al. [16] where a cost function based on the 2D reprojection loss and pose/shape priors was optimized. Kolotouros et al. [4] took a different approach, using a pre-trained mesh regressor as an initializer to generate pseudo annotations with the method of Bogo et al. [16], which were then used to finetune the mesh regressor. Choi et al. [52] employed a two-step approach, first lifting 2D keypoints to 3D and then using the 3D keypoints to fit a full 3D mesh. Despite promising results, these fitting methods essentially rely only on 2D keypoints without using the larger context information provided by the full input image. This issue was partially addressed by Joo et al. [17], where the parameters of a pre-trained CNN were optimized at test time given 2D keypoints. The optimized CNN was then used to regress the mesh parameters. While these methods present alternative views (one optimizes for mesh and the other optimizes CNN parameters), we take a more holistic view, arguing that optimizing for both parameter sets jointly leads to substantially improved fits.

2. Related Work

There is much recent work in human pose estimation, including estimating 2D keypoints [18–23], 3D keypoints [24–32], and a full human mesh [3–5, 16, 33–43]. Here, we discuss methods that are directly relevant to our specific problem—fitting a 3D mesh to an input image.

Figure 2: Our proposed OMR framework. Given an image and its 2D annotations, we jointly optimize both CNN parameters and SMPL parameters iteratively, with per-step incremental updates leading to the final refined mesh.

3. Method

3.1. Parametric Human Body Representation

We use the Skinned Multi-Person Linear (SMPL) model [9] to represent the 3D human mesh. SMPL factorizes the mesh parameters into a shape vector $\beta \in \mathbb{R}^{10}$ (first 10 coefficients of the PCA of a shape space) and a pose vector $\theta \in \mathbb{R}^{23}$ (global orientation and relative rotation angles of 23 joints in the axis-angle format). Given these parameters, and a fixed pre-trained parameter set $\psi$, SMPL defines a mapping $M(\beta, \theta, \psi) : \mathbb{R}^{23} \to \mathbb{R}^{10N}$ from the 82-dimensional parameter space to the space of $N = 6890$ 3D mesh vertices that represent the particular pose and shape.
of the human body. Given these N vertices \( J \in \mathbb{R}^{3N} \), the 
\( K = 24 \) joints \( X \in \mathbb{R}^{3K} \) defined by the model are obtained as \( X = WJ \), where \( W \) is a learned joint regression matrix. These 3D joints can then be used to obtain the 2D image points \( x \in \mathbb{R}^{2K} \) with a known camera model, e.g., a weak-perspective model [3]: 
\[ x = s \Pi(X(\beta, \theta)) + t, \]
where \( t \in \mathbb{R}^2 \) and \( s \in \mathbb{R} \) are translation and scale, and \( \Pi \) is an orthographic projection. Therefore, the complete recovery of the 3D mesh corresponding to a person image involves estimating the set of parameters \( \Theta = \{ \beta, \theta, s, t \} \).

### 3.2. Current Open Problems and Biased Estimators

Given a training set of \( n \) images \( I_i, i = 1, \ldots, n \) and their associated parametric annotations \( \Theta_i, i = 1, \ldots, n \), the currently dominant paradigm for human mesh recovery is to employ a regression-based approach where the model is trained with supervision from the accompanying parametric annotations. This typically takes the form of a Euclidean loss between the ground-truth and the predicted parameter vectors \([3, 5, 34]\). However, as noted in Section 1, these parametric mesh annotations are either scarcely available (e.g., very few public datasets come with these annotations) or are very expensive to create (e.g., see Loper et al. [10]). These issues are only exacerbated for obese person images with little-to-no data available for training obese mesh estimators. On the other hand, 2D keypoint annotations can be obtained rather inexpensively (e.g., simply clicking on points on images). If we are able to generate reasonably reliable 3D mesh estimates from these 2D keypoints, we can automatically create mesh annotations readily available for retraining existing human mesh recovery models. With the current state-of-the-art methods biased due to lack of relevant annotated obese person data (see results in Figure 1), such retraining strategies help crucially in taking a step towards unbiased mesh estimators that work well for both obese and general images (see our results in Figure 1).

An early approach to address the issue of generating mesh estimates from 2D keypoints was proposed in Bogo et al. [16], where a cost function comprising the 2D reprojection error and associated pose and shape priors was optimized for the mesh parameters \( \Theta \). Concretely, this optimization problem can be written as:

\[
\Theta^* = \arg\min_{\Theta} L_{2D}(x, \hat{x})
\]

where \( L_{2D}(x, \hat{x}) \) measures the deviation of the predicted \( r \) 2D keypoints \( \hat{x} \in \mathbb{R}^{r \times 2} \) from its ground truth set \( x \in \mathbb{R}^{r \times 2} \).

With an appropriate starting point and priors for pose \( \theta \) and shape \( \beta \), this optimization problem does converge, giving fairly reasonable values for \( \Theta = \{ \beta, \theta, s, t \} \) [16].

There are, however, a number of issues with this formulation for both obese as well as general mesh fitting. First, the prior terms used in this cost function are not representative of obese person data [3], making the resulting mesh estimator biased towards only non-obese data. Given the same priors are used in many recent direct-regression-based follow-up methods [4, 5, 45], this is a crucial currently-unaddressed problem. Next, as established in recent work [4], the optimization results depend on good initialization, which is not trivial to determine particularly for obese or in-the-wild images. Finally, while minimizing the reprojection error based on 2D keypoints can ideally lead to perfect 2D fits (i.e., 2D loss is zero), the resulting \( \Theta \) can still be off due to the classic depth ambiguity problem (multiple 3D configurations being able to explain the same 2D projection).

While recent follow-up optimization approaches, e.g., EFT [17], attempts to address some of these issues (e.g., depth ambiguity), the crucial problem of biased estimation remains (see EFT results in Figure 1). Specifically, given a pre-trained mesh regressor (e.g., HMR [3]) \( \Phi : \mathbb{R}^{M \times N \times 3} \rightarrow \mathbb{R}^d \) trained to predict \( \Theta \in \mathbb{R}^d \), typically realized as a CNN, this method optimizes a similar 2D reprojection objective with the difference being parameters of optimization are the CNN parameters (instead of the mesh parameters \( \Theta \) above). Representing all parameters of the CNN \( \Phi \) as the vector \( \alpha \), the optimization problem is:

\[
\alpha^* = \arg\min_{\alpha} L_{2D}(\pi f(\Phi(I)), x)
\]

where the function \( f \) is a composition of the functions that map (a) the mesh parameters \( \Theta \) to vertices \( V \) and (b) the vertices \( V \) to 3D joints \( X \) (see Section 3.1), and \( \pi \) represents the camera model that is used to project to 2D points. Given \( \alpha^* \), and hence the CNN \( \Phi^* \), the mesh parameters for the image \( I \) are then obtained as \( \Theta^* = \Phi^*(I) \).

Since this formulation relies on a pre-trained mesh estimator (e.g., HMR [3]), the problem of depth ambiguity can be alleviated to a certain extent with such a data-driven model, albeit restricted to the domain of the training data. Crucially, however, these pre-trained models also rely on the same priors as above, resulting in the same issue of biased estimation for obese data as above. Bias is not the only problem with EFT. Given that one needs a large number of iterations to obtain good fits, and that the objective comprises only a 2D term, this leads to the risk of overfitting the 2D cost function, which is both generally undesirable and particularly detrimental to obese mesh fitting where the 2D loss can be zero while resulting in an incorrect shape.

### 3.3. Proposed Method

We take a structured approach to address the issues discussed above. We first propose learnable 2D shape constraints that can be easily integrated into the objective functions of the approaches discussed above, leading immediately to unbiased mesh estimation for obese person images.
We then propose a generalized algorithm that optimizes for both mesh and CNN parameters, leading to a holistic optimization-based mesh fitting technique and improved (w.r.t. corresponding base methods) mesh fits for standard benchmark images. We show how this addresses shortcomings of each individual parameter optimization strategy above while also resulting in a flexible framework for integrating our proposed 2D shape constraints.

3.3.1 Trainable 2D shape constraints

As discussed above, optimizing a purely 2D keypoints-based loss function is insufficient to retrieve the correct shape since one can fit the 2D loss even while the 3D shape is incorrect. Furthermore, the priors embedded (either implicitly as in EFT [17] or explicitly as in Bogo et al. [16]) are themselves biased and insufficiently representative to cover both obese and non-obese data (leading to the failure cases of Figure 1). To address this issue of bias, we propose a 2D shape loss term that can be easily added to the training objectives of Equation 1 or 2. Specifically, we manually annotate images in our internally collected obese person data with part-based segmentation labels following the six-part segmentation strategy (including head, torso, left/right arms and left/right legs) in the LSP dataset [11, 12]. Given this binary mask $S_i$ ($i = 1, \cdots, 6$ for the six parts) for an image $I$, we define our 2D shape loss as:

$$L_{\text{shape}} = \sum_{i=1}^{6} 1 - \frac{\sum_{m,n} S_{i}^{m,n} \cdot \hat{S}_{i}^{m,n}}{\sum_{m,n} S_{i}^{m,n} + \sum_{m,n} - \hat{S}_{i}^{m,n} \cdot \hat{S}_{i}^{m,n}} \tag{3}$$

where $\hat{S}_{i}^{m,n}$ is the $(m, n)$ pixel of the mask estimated during the course of optimization. Note this can be easily obtained after the mesh vertices are computed based on the estimated $\Theta$. Given $L_{\text{shape}}$, we can easily adapt Equations 1 and 2 as:

$$\Theta^* = \arg \min_{\Theta} \ L_{2D}(\pi f(\Phi(I)), x) + L_{\text{shape}}$$

$$\alpha^* = \arg \min_{\alpha} \ L_{2D}(\pi f(\Phi(I)), x) + L_{\text{shape}}$$

3.3.2 Generalizing mesh and CNN optimization

While our shape constraints help alleviate the bias issues, they do not help tackle the aforementioned problems of depth ambiguity and overfitting. In order to alleviate these issues while also being able to generate unbiased meshes for both obese and non-obese data, we propose optimization for mesh recovery (OMR), a generalized mesh fitting algorithm that considers both mesh parameters $\Theta$ and model parameters $\alpha$ as an explicit part of the optimization problem. Our core argument is two-fold: (a) the issue of depth ambiguity can be alleviated by using a data-driven predictor, and (b) the issue of overfitting can be tackled by using explicit pose and shape regularizers in the cost function. This leads to our proposed formulation that employs the classical alternating directions scheme as part of a multi-step optimization strategy in solving for the mesh parameters $\Theta$ that best explains the pose and shape of the person in the input image. Crucially, our proposed $L_{\text{shape}}$ can also be easily integrated in this pipeline, resulting in a generalized framework for unbiased mesh estimation. Specifically, our $L_{\text{shape}}$ can help adapt the mesh fits to the specific distribution of data (this can be thought of as an explicit regularizer). It is important to note that OMR can be used without $L_{\text{shape}}$ as well in which case the alternating directions optimization scheme helps produce accurate pose vectors.

Given $\Phi$, $I$, and $x$, we first optimize a 2D reprojection loss for $\alpha$, giving an updated CNN with the parameters:

$$\alpha^* = \arg \min_{\alpha} \ L_{2D}(\pi f(\Phi(I)), x) \tag{4}$$

Given $\Phi^*$, we compute the $\Theta$ prediction for the image $I$ as: $\Theta_0^* = [\beta^*, \theta^*, s^*, t^*] = \Phi^*(I)$. This $\Theta_0^*$ is then used as initialization to solve a new optimization problem with respect to the mesh parameters:

$$\Theta_1^* = \arg \min_{\Theta} \ L_{2D}(\pi M(\beta, \theta), x) + L_0(\theta) + L_{\text{shape}} \tag{5}$$

where $M$ is the SMPL mapping defined in Section 3.1. This optimization order provides a good starting point, helping address the initialization issue noted in Section 3.2.

Next, we use the $\Theta_1^*$ from Equation 5 as an explicit regularization to optimize the CNN parameters, which we realize by modifying the problem of Equation 2 as:

$$\alpha^* = \arg \min_{\alpha} \ L_{2D}(\pi f(\Phi(I)), x) + \|\Theta - \Theta_1^*\|^2 + L_{\text{shape}} \tag{6}$$

Given this new $\Phi^*$, we obtain a new $\Theta$ prediction as $\Theta_2^* = [\theta^*, \beta^*, s^*, t^*] = \Phi^*(I)$. This new $\Theta_2^*$ can now be used to solve a new optimization problem of Equation 5 above, whose solution can be used to solve a new optimization problem of Equation 6, thereby leading to an iterative alternating optimization of $\Theta$ and $\alpha$.

OMR addresses all limitations of prior work in a principled manner. First, the result of step 0 ensures a good initialization for step 1. Since this only depends on the pre-trained CNN $\Phi$, OMR can be used as a drop-in to improve any pre-trained model’s performance (e.g., we show results with SPIN [4], CMR [34], and HKMR [5]). Second, our step 1 provides explicit regularization to address EFT’s overfitting issue. Finally, OMR is flexible to be optimized with our proposed 2D shape constraints, resulting in a framework that provides accurate fits for both obese as well as general data, leading to reduced bias. Note that
since OMR starts with a $P$-iteration solution for Equation 4 and subsequently alternates between an $Q$-iteration Equation 5 and an $P$-iteration Equation 6, we use the notation $(n+1)PnQ$ to refer to the number of OMR steps.

### 4. Experiments and Results

In this section, we discuss the results of a number of experiments we conducted to demonstrate the efficacy of both our shape constraints as well as OMR. First, we show how our 2D shape loss improves the performance of existing methods, taking a step towards unbiased estimation for obese data. Next, we show how our generalization, i.e., OMR, gives better mesh estimates across both obese and non-obese data when compared to existing optimization strategies. Finally, we show how OMR can generate $\Theta$ annotations for datasets that only have 2D annotations, and how they can be used to retrain and improve the performance of existing mesh recovery models.

#### 4.1. Datasets, Evaluation, and a New Metric

For datasets with only 2D keypoint annotations, we use LSP [11], LSP-extended [12], MPII [13] and MS COCO [14]. For datasets with both 2D and 3D keypoint annotations, we use MPI-INF-3DHP [53] and Human3.6M [15]. Furthermore, to demonstrate results on obese person data, we use SSP-3D [?] as well as an internally collected (by scraping the web and manually filtering) LargeSize dataset. While SSP-3D has a varied set of annotated images, we only use data with extreme shape parameters for obese person evaluation, whereas our LargeSize dataset has 2D keypoints and body-part segmentation masks.

![Figure 3: Qualitative illustrations for improvements with our proposed $L_{\text{shape}}$.](image)

|                | PA-MPJPE (mm) | PVE-T (mm) |
|----------------|--------------|------------|
| SSP-3D         |              |            |
| SPIN           | 53.57        | 35.68      |
| SMPLify w/o $L_{\text{shape}}$ | 56.78        | 31.86      |
| SMPLify+ $L_{\text{shape}}$ | 53.23        | 28.99      |
| EFT w/o $L_{\text{shape}}$ | 51.96        | 34.03      |
| EFT+ $L_{\text{shape}}$ | 50.68        | 32.56      |
| OMR w/o $L_{\text{shape}}$ | 49.67        | 32.71      |
| OMR+ $L_{\text{shape}}$ | 46.26        | 21.52      |

|                | SPIN         | Torso      | Legs       | Arms       | Head       |
|----------------|--------------|------------|------------|------------|------------|
| SSP-3D (PVE-T) |              |            |            |            |            |
| SPIN           | 53.56        | 26.15      | 38.00      | 32.16      |
| SMPLify w/o $L_{\text{shape}}$ | 50.09        | 19.99      | 36.68      | 24.79      |
| SMPLify+ $L_{\text{shape}}$ | 46.31        | 19.06      | 34.32      | 23.68      |
| EFT w/o $L_{\text{shape}}$ | 54.87        | 22.54      | 38.23      | 29.11      |
| EFT+ $L_{\text{shape}}$ | 51.99        | 21.61      | 35.08      | 29.90      |
| OMR w/o $L_{\text{shape}}$ | 52.32        | 21.68      | 35.35      | 29.88      |
| OMR+ $L_{\text{shape}}$ | 26.41        | 19.69      | 20.70      | 21.53      |

Table 1: Improving SMPLify [16] and EFT [17] on SSP-3D with $L_{\text{shape}}$. Our OMR generalization outperforms both.

For all experiments, we report results with the standard mean per-joint-position-error (MPJPE) metric and its procrustes-aligned variant (PA-MPJPE) [3, 4]. Since this metric only measures deviation between a set of sparse keypoints, it is insufficient to quantify shape errors. To address this issue, we propose a new metric, called per-vertex-error-T-pose (PVE-T). Given two shape vectors, PVE-T first computes one mesh corresponding to each vector (by setting the pose to mean pose, i.e., zero vector). Given the two

![Figure 4: MPJPE vs. proposed PVE-T.](image)
meshes, it considers all pairs of corresponding vertices, measures their deviation using the Euclidean metric, and returns a mean over all these values. As can be seen from Fig 4, PVE-T helps capture shape errors more representatively when compared to MPJPE (e.g., the MPJPE values are almost similar, whereas the PVE-T values are more different, thereby being more representative of the deviations between the prediction and the ground truth).

4.2. Evaluating Shape Constraints

We first present results with our proposed baseline shape constraints when used with SMPLify [16] and EFT [17]. While we use SPIN [4] as the base model, our method is applicable to and improves the performance of other methods as well (please see supplemental material for these results). Table 1 shows results on the SSP-3D dataset where we see the proposed $L_{\text{shape}}$ loss consistently reduces both PA-MPJPE and PVE-T errors across all the methods (the right part of the table shows per-body-part PVE-T values to help understand local shape improvements with $L_{\text{shape}}$). Crucially, $L_{\text{shape}}$ helps even a relatively weaker baseline (SMPLify) outperform SPIN, a popular state-of-the-art method, on the PA-MPJPE metric. Furthermore, the proposed OMR generalization outperforms both SMPLify and EFT with and without $L_{\text{shape}}$ while also substantially reducing the error w.r.t. SPIN (46.26 mm PA-MPJPE vs. 53.57 for SPIN).

Finally, we show some qualitative results in Figure 3 where one can note how $L_{\text{shape}}$ helps improve the shape fits of EFT and SMPLify (both of which generate good pose fits but not shape, which is addressed by $L_{\text{shape}}$). Crucially, while $L_{\text{shape}}$ helps improve EFT’s shape, this results in the pose getting degraded (see side view, columns 3 and 4); this is the case with SMPLify as well (last two columns). This problem is clearly addressed by our OMR generalization where we see much better fits for both pose and shape. This is a direct consequence of our alternating directions optimization design, where the $P$-iteration explores reasonable pose configurations and provides better initialization parameters for the $Q$-iteration step, which in turn recovers better shape explanations to guide the $P$-iteration step.

4.3. Generalized Model Fitting Evaluation

We next evaluate the generalizability of our proposed OMR in its ability to be used in conjunction with multiple existing human mesh methods. To this end, we start with existing pre-trained base models (CMR [34], SPIN [4], and HKMR [5] in Table 2) (CMR results are in supplementary material) and run the three kinds of optimization algorithms (SMPLify, EFT, and OMR) on test images from the Human3.6M dataset to obtain the $\Theta$ parameters, and consequently 3D mesh keypoints (see Section 3.1). Note that while 3D keypoints ground truth are available, we do not use them in any capacity during the optimization process (i.e., they are only used for reporting evaluation metrics). We repeat this for all images in the evaluation set and report average error values. As can be noted from Table 2, for Human3.6M, increasing the number of iterations (from 20 to 100) in both SMPLify and EFT leads to overfitting (note increasing MPJPE and reconstruction errors), whereas OMR is able to address this issue with a steady decrease in both MPJPE and reconstruction errors.

Note that OMR’s 5P4Q strategy gives the lowest errors that are each substantially better than the corresponding base model’s performance (e.g., in column 2, 64.95 mm for SPIN vs. 61.07 mm for OMR; notice similar trends for CMR and HKMR), suggesting OMR’s flexibility to be used as a drop-in optimization strategy across multiple different mesh estimation techniques (see supplementary material for more results). Finally, the strong performance of OMR (w.r.t. SMPLify/EFT for various base methods) across both Tables 1 and 2 suggest its generalizability for both (specific) obese mesh fitting and (generic) non-obese mesh fitting. See supplementary material for some qualitative results across both these cases.

4.4. Generating Annotations and Model Retraining

As noted previously, current state-of-the-art methods fail to fit accurate meshes to obese data, leading to biased estimation (see Section 3.2 and Figure 1). Furthermore, as noted in Section 1, while accurate mesh fitting needs 3D

| Table 2: SMPLify vs. EFT vs. OMR on Human3.6M using SPIN and HKMR base models. All numbers in mm. |

| Human3.6M | MPJPE | PA-MPJPE |
|-----------|-------|----------|
| SPIN [4]  | 64.95 | 43.78    |
| SMPLify - 20 | 79.99 | 41.07    |
| SMPLify - 100| 82.90 | 40.23    |
| EFT - 20  | 61.24 | 39.82    |
| EFT - 100 | 63.26 | 37.95    |
| OMR (1P1Q)| 63.18 | 40.80    |
| OMR (5P4Q)| 61.07 | 37.70    |

| Human3.6M | MPJPE | PA-MPJPE |
|-----------|-------|----------|
| HKMR [5]  | 65.03 | 46.53    |
| SMPLify - 20 | 69.57 | 44.61    |
| SMPLify - 100| 81.66 | 50.18    |
| EFT - 20  | 58.41 | 39.53    |
| EFT - 100 | 66.62 | 41.81    |
| OMR (1P1Q)| 59.15 | 39.25    |
| OMR (5P4Q)| 56.97 | 38.60    |

Figure 5: HKMR and SPIN before and after retraining.
In this work, we considered the problem of human mesh recovery with a particular emphasis on mesh estimation for images of obese people. We noted that the current state-of-the-art methods produce biased estimates for obese images, discussed our reasoning behind this issue, and proposed ways to overcome this problem. Specifically, we first proposed new 2D shape constraints that can be flexibly used in conjunction with existing mesh fitting algorithms. We showed how this results in an immediate improvement in baseline performance. We then proposed a generalized mesh fitting algorithm, called OMR, that optimizes a reprojection error cost function in a space of both mesh parameters and CNN model parameters, showing how this results in a holistic approach that addresses the limitations of existing mesh optimization algorithms. We then showed the proposed 2D shape constraints can be easily integrated into OMR while also having the flexibility to be used with any contemporary regression-based mesh recovery algorithm. We demonstrated the efficacy of our algorithms by means of extensive experiments on both obese person data and standard benchmark data, establishing new baseline results for obese mesh recovery and state-of-the-art performance of benchmark human mesh recovery.
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