D-dimensional oscillators in simplicial structures: odd and even dimensions display different synchronization scenarios
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From biology to social science, the functioning of a wide range of systems is the result of elementary interactions which involve more than two constituents, so that their description has unavoidably to go beyond simple pairwise-relationships. Simplicial complexes are therefore the mathematical objects providing a faithful representation of such systems. We here present a complete theory of synchronization of D-dimensional oscillators obeying an extended Kuramoto model, and interacting by means of 1- and 2- simplices. Not only our theory fully describes and unveils the intimate reasons and mechanisms for what was observed so far with pairwise interactions, but it also offers predictions for a series of rich and novel behaviors in simplicial structures, which include: a) a discontinuous desynchronization transition at positive values of the coupling strength for all dimensions, b) an extra discontinuous transition at zero coupling for all odd dimensions, and c) the occurrence of partially synchronized states at $D = 2$ (and all odd $D$) even for negative values of the coupling strength, a feature which is inherently prohibited with pairwise-interactions. Furthermore, our theory untangles several aspects of the emergent behavior: the system can never fully synchronize from disorder, and is characterized by an extreme multi-stability, in that the asymptotic stationary synchronized states depend always on the initial conditions. All our theoretical predictions are fully corroborated by extensive numerical simulations. Our results elucidate the dramatic and novel effects that higher-order interactions may induce in the collective dynamics of ensembles of coupled D-dimensional oscillators, and can therefore be of value and interest for the understanding of many phenomena observed in nature, like for instance the swarming and/or flocking processes unfolding in three or more dimensions.
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All collective properties emerging in complex systems arise from the specific way in which the elementary components interact \cite{14,15,16}. In past years, many relevant cases in physics, biology, social sciences and engineering have been successfully modelled as networks of coupled dynamical systems \cite{3,4,7,10,11,12}. Such a representation, however, implies a too strong limitation, in that it explicitly assumes that the interplay among the system’s units can always be factorized into the sum of pairwise interactions. Various recent studies have instead revealed that higher-order (many-body) interactions have to be accounted for a suitable representation of the structure and function of complex systems \cite{8,9}. Examples include groups of actors in movies \cite{10}, spiking neuron populations \cite{11,12}, and co-authorship in scientific publications \cite{13}. Unravelling how such new types of interactions and their topology shapes the overall dynamics has thus been attracting wide interest across disciplines \cite{13,20}, and simplicial complexes are actually the proper mathematical objects to describe the structure of interactions among a complex system’s units \cite{21,27}. In the majority of cases, the interplay of the system’s constituents leads to the raise of coordination: a phenomenon that is seen ubiquitously in biological and social contexts \cite{11}. In particular, synchronous patterns are visible almost everywhere \cite{28}: from animal groups (bird flocks, fish schools, and insect swarms \cite{11,29}) to neurons in the brain \cite{30}, and play
a pivotal role in various functional aspects of real-world systems. Unveiling the essential mechanisms behind synchronization is therefore of great importance, and the Kuramoto model \[55\] (with its various generalizations \[1 \ 5 \ 32 \ 33\]) is a fundamental reference for the study of such a phenomenon.

In the original Kuramoto model, an ensemble of phase oscillators (each one rotating on the unit circle with a different natural frequency) is considered, with each oscillator being coupled with all the others through the sine function of the phase differences. In other words, the units are described via a single scalar variable (i.e., the phase on a 2-D circle). The model and its generalizations allowed to characterize a rich number of different dynamical states, from explosive synchronization to Chimera and Bellerophon states \[33 \ 42\], and have been used to study a wide variety of problems in biology, physics and engineering \[38 \ 45\]. Recently, the model has been modified to capture synchronization phenomena occurring with many-body interactions \[46\] and higher-order topological synchronization \[19\] displaying explosive synchronization transitions. Most of the studies have so far concentrated on 2-dimensional phase oscillators, whereas in some relevant circumstances (like, for instance, swarms of agents moving in 3-dimensional spaces or the Heisenberg model in the sense of mean-field \[29 \ 47 \ 48\]) it is crucial to embed the oscillators in higher dimensional spaces in which synchronization behavior emerges. An example is the motion of a swarm or a flock of moving agents, which implies organization in a 3-dimensional space \[47 \ 48\]. While there are a few recent advances in the study of higher dimensional Kuramoto models \[49 \ 53\], the dynamics of such models in the presence of a simplicial structure of interaction is still unknown.

In this paper, we report a complete theory for \(D\)-dimensional Kuramoto oscillators \((D \geq 2)\) interplaying by means of simplicial structures. The theory allows us to fully describe all previously reported results \[49 \ 52\] on higher dimension synchronization, and to extend then to arbitrary dimension \(D\) the results obtained for \(D = 2\) synchronization on simplicial complexes \[54\]. In particular, our theory unveils the fundamental reasons and mechanisms for the observed difference in odd and even dimensions. Moreover, the theory allows us to make a series of novel predictions about previously unreported dynamical features, which are then (one by one) verified by us with extensive numerical simulations. Namely, we demonstrate that: i) the synchronization transition is discontinuous for positive coupling strength at any dimension \(D\) (even for odd dimensions, the transition at zero coupling has a discontinuous character); ii) even for negative coupling, a simplicial complex structure of interactions may determine partial synchronization at \(D = 2\), which is a totally new phenomenon, inherently prohibited to occur in the original Kuramoto model \[55\]; iii) multi-stability exists at all dimensions \(D\), and there exist infinitely many stable synchronized states.

The Manuscript is organized as follows: in Section I we introduce the model equations for the dynamics of an ensemble of \(D\)-dimensional Kuramoto oscillators interplaying on pure simplicial complexes with \(n\)-simplex interactions for \(n = 1, 2\). In Section II, we report all the novel phenomenology induced by the presence of simplicial interactions, which even includes states which are inherently prohibited for pairwise interacting oscillators. Section III describes the exact and rigorous theory behind our observations. In Section IV, we derive instead a simplified (approximated) theory for \(2\)-simplex interactions (i.e. interactions involving three nodes) which has the great advantage of giving rather precise predictions at already very low computational costs. Finally, Section V contains our conclusive discussions.

I. \(D\)-DIMENSIONAL KURAMOTO MODEL ON SIMPLICIAL COMPLEXES

Let us start by considering an ensemble of \(N\) \(D\)-dimensional Kuramoto oscillators interplaying on pure simplicial complexes with \(n\)-simplex interactions (i.e. with interactions which involve \(n + 1\) oscillators). In such a system, each oscillator \(i\) \((i = 1, 2, \ldots, N)\) is represented by a \(D\) dimensional vector \(\mathbf{\sigma}_i\) of norm one (i.e., a \(D\) dimensional versor). Therefore, the trajectories of all \(\mathbf{\sigma}_i\) are wandering on the hyper-surface of a \(D\)-dimensional unit sphere. Figure \[1\] is an illustration of the case \(D = 2\), which recovers the original Kuramoto model, where each oscillator \(i\) is simply described by its phase \(\theta_i\), i.e. \(\mathbf{\sigma}_i = (\cos \theta_i, \sin \theta_i)\). Figure \[1\] contains also the explicit indication of all quantities that appear in the oscillators’ evolution equations.

In the absence of interactions, each vector rotates along some trajectory on the unit sphere dictated by a real anti-symmetric matrix \(W_i \in \mathbb{R}^{D \times D}\). The matrices \(W_i\) are independently drawn at random for each node \(i\). In particular, each upper triangular element of \(W_i\) is sampled from a Gaussian distribution \(\mathcal{N}(0,1)\), and the lower-triangular elements are fixed by the requirement that \(W_i\) must be anti-symmetric. For \(D = 2\), \(W_i \in \mathbb{R}^{2 \times 2}\) is given by

\[
W_i = \begin{pmatrix}
0 & \omega_i \\
-\omega_i & 0
\end{pmatrix},
\]

where \(\omega_i \sim \mathcal{N}(0,1)\) is the intrinsic frequency of node \(i\).

In other words, when the oscillators are independent from one another the equation ruling the dynamics of the ensemble is given by

\[
\dot{\mathbf{\sigma}}_i = W_i \mathbf{\sigma}_i.
\]

When instead one considers a coupling among such oscillators (controlled by a non-zero coupling constant \(\lambda \neq 0\)), Ref. \[48\] already shown that, as long as only 1-simplex interactions are taking place, the \(D\)-dimensional
Kuramoto model can be reformulated as

$$\dot{\sigma}_i = W_i \sigma_i + \frac{\lambda}{N} \sum_{j=1}^{N} (\sigma_j - (\sigma_j \cdot \sigma_i) \sigma_i).$$  \hspace{1cm} (3)

We here go beyond simple pairwise interactions, and focus on a $D$-dimensional Kuramoto model on 2-simplex structures, whose equations are given by

$$\dot{\sigma}_i = W_i \sigma_i + \frac{\lambda}{2N^2} \left\{ \sum_{j=1}^{N} \sum_{k=1}^{N} (\sigma_k \cdot \sigma_i) |\sigma_j - (\sigma_j \cdot \sigma_i) \sigma_i| ight. 
+ \sum_{j=1}^{N} (\sigma_j \cdot \sigma_i) |\sigma_k - (\sigma_k \cdot \sigma_i) \sigma_i| \left. \right\}. \hspace{1cm} (4)$$

Notice that, for $D = 2$, our model fully encompasses the one treated in Ref. \[22\], and given by

$$\dot{\theta}_i = \omega_i + \frac{\lambda}{2N^2} \sum_{j=1}^{N} \sum_{k=1}^{N} \sin(\theta_j + \theta_k - 2\theta_i).$$  \hspace{1cm} (5)

In order to monitor the level of coherence (synchronization) in the ensemble, we refer to a $D$-dimensional parameter given by

$$\rho = \frac{1}{N} \sum_{i=1}^{N} \sigma_i.$$  \hspace{1cm} (6)

In all what follows, we will take as order parameter the quantity $R$ given by

$$R = |\rho|,$$  \hspace{1cm} (7)

where $|\ldots|$ indicates the $L_2$ norm. Additionally, we will indicate with $\hat{\rho} = \rho/R$ the unitary vector along the same direction of $\rho$. Once again, our definition of $R$ is fully consistent with that used in the classical Kuramoto models, because for $D = 2$ one has $R = |\sum_{i=1}^{N} e^{i\theta_i}/N|$.

Eq. (4) describes a system in which interactions occur between any triple of nodes. Moreover, it can be written in terms or the $D$-dimensional order parameter $\rho$ as follows

$$\dot{\sigma}_i = W_i \sigma_i + \lambda (\rho \cdot \sigma_i) [\rho - (\rho \cdot \sigma_i) \sigma_i]. \hspace{1cm} (8)$$

Similarly, Eq. (3) takes the form

$$\dot{\sigma}_i = W_i \sigma_i + \lambda [\rho - (\rho \cdot \sigma_i) \sigma_i]. \hspace{1cm} (9)$$

The latter two Equations can be written in compact form as

$$\dot{\sigma}_i = W_i \sigma_i + \lambda (\rho \cdot \sigma_i)^{n-1} [\rho - (\rho \cdot \sigma_i) \sigma_i], \hspace{1cm} (10)$$

with $n \in \{1, 2\}$ being the order of the simplices ($n = 1$ for pairwise and $n = 2$ for triadic interactions). Such $D$-dimensional Kuramoto models with 1-simplex and 2-simplex interactions are amenable to the self-consistent analytic treatment, as we will discuss in the following. In particular, our study focuses on the novel synchronization phenomena that are observed in $D$ dimensions (where complete synchronization means the perfect alignment of the $D$-dimensional vectors $\sigma_i$) when one goes beyond pairwise-interactions.

II. THE SYNCHRONIZATION SCENARIO

A. The new phenomenology

The presence of simplicial interactions induces a remarkably rich phenomenology, which includes the rise of several novel states (i.e. dynamical states that are not observed in the original Kuramoto model).

We focus on the desynchronization transition, i.e. the backward transition from the coherent state to incoherence. In our simulations, such transition can be monitored by initializing each oscillator $i$ (with probability $\mu$) along a unit $D$-dimensional vector $e_D$, i.e. $\sigma_i = e_D$. With probability $1 - \mu$, the initialization is made instead in the opposite direction, i.e. $\sigma_i = -e_D$. After initialization of the vectors, one then starts simulating the system with a high value of the coupling strength $\lambda$ (a value for which the synchronized state is stable) and progressively (and adiabatically) decreases $\lambda$ with steps $\delta \lambda = 10^{-1}$.

The latter statement implies that each value of $\lambda$ is kept constant for a lapse of time which is sufficient for the system to attain the new asymptotic state. Furthermore, in our simulations we use (unless otherwise stated) ensembles of $N = 5,000$ oscillators, and we integrate our ordinary differential equations by means of a fourth-order Runge-Kutta algorithm with integration time step $\delta = 10^{-3}$.

Fig. 2 reports the comparison of the desynchronization properties between the case of 1-simplex interactions
(panels in the top row) and the case of 2-simplex interactions (panels in the bottom row), for $D = 2$ (first column) and $D = 3$ (second column). For networks with 1-simplex interactions, it is seen that the model supports a discontinuous transition at $\lambda = 0$ for $D = 3$ (top right panel), while for $D = 2$ (the classical Kuramoto model) the transition is continuous and occurs at a non zero value of the coupling constant $\lambda$ (top left panel). Our results are fully consistent with those reported in Refs. [49, 50]. In presence of 2-simplex interactions, one observes that the transition at $D = 2$ becomes discontinuous (bottom left panel) and occurs at a non zero value of $\lambda$, $\lambda = \lambda_C > 0$ (in agreement with what recently reported in Ref. [54]). For $D = 3$ (bottom right panel) a rich and new phenomenology appears. As one lowers the value of $\lambda$, the simplicial complex undergoes a discontinuous transition at a non zero value of $\lambda$, $\lambda = \lambda_C > 0$ where the order parameter sharply decreases, but does not vanish. A partially coherent state is then set in the system which is robust against variations in the coupling parameter, up to reaching $\lambda = 0$ (the uncoupled case) where the system features a second discontinuous transition toward another state with non-zero order parameter, which seems then to be stable also when $\lambda < 0$. More precisely, if one just decreases $\lambda$ starting from 0, the order parameter will vanish, but partial coherence for negative $\lambda$ is seen if one re-initializes the phases of the system at some small negative $\lambda$.

In Fig. 3 we give further details on the observed desynchronization transitions in presence of 2-simplex interactions, and we report the backward transitions (stipulations are detailed in the Caption) for even [panel (a)] and odd [panel (b)] values of $D$, from $D = 2$ to $D = 9$. One can clearly see that the critical value $\lambda_C$ (i.e. the positive value of $\lambda$ at which the explosive desynchronization transition abruptly takes place) depends on the dimension $D$, but the qualitative features of the backward transition observed for $D$ even (for $D$ odd) are substantially reproducing those already discussed for $D = 2$ (for $D = 3$). In particular, looking at panel (b) of Fig. 3 it is possible to see that the scenario described above of a double explosive transition from full coherence to partially coherent states is qualitatively conserved and robust at all odd dimensions.

Finally, looking at Figs. 2 and 3 the reader will certainly notice that all panels report colored points indicating the data coming from our simulations, but also solid lines which refer, instead, to the predictions offered by the exact and approximate treatments of our system, whose full details are the object of the next Sections and which actually are, in all cases, in remarkably good agreement with numerical simulations.

**B. Self-consistent approach**

Our theoretical analysis starts by considering a self-consistent approach, whose ultimate goal is to predict the stationary values of the order parameter $R$. To this end, let us consider a fixed and constant (i.e. time-independent) vector $\hat{\rho}$, and solve the equation

$$\dot{\sigma}_i = W_i \sigma_i + \lambda (\hat{\rho} \cdot \sigma_i)^{n-1} [\hat{\rho} - (\hat{\rho} \cdot \sigma_i) \sigma_i],$$

for $n$-simplex interactions with $n = 1, 2$. In particular, one can find the stationary states $\sigma_i^F$ of such a system of equations.

Now, if the initial state is symmetric under the action of rotations around the $\hat{\rho}$ axis, one can assume that the real state of the system is also symmetric at any other time, and therefore the true value of the mean $\rho$ will be collinear with $\hat{\rho}$. Such an important assumption allows one to calculate $R$ as the mean of the projections of the states $\sigma_i^F$ onto the $\hat{\rho}$ axis. These latter projections (i.e. $\hat{\rho} \cdot \sigma_i^F$) will, on their turn, functions of our choice of $\hat{\rho}$ and of the random matrix $W_i$.

Therefore, one can evaluate the expected value $r(\bar{R}, \lambda)$ of the projection $\hat{\rho} \cdot \sigma_i^F$, given a fixed $\bar{R} = |\bar{\rho}|$, and a coupling constant $\lambda$, i.e.

$$\mathbb{E}(\hat{\rho} \cdot \sigma_i^F | \bar{R}) = r(\bar{R}, \lambda),$$

and one immediately sees that $R$ must satisfy the following self-consistent equation

$$R = r(R, \lambda).$$
The solution(s) of Eq. (13) as a function of $\lambda$ provide(s), in all cases, the theoretical predictions for the observed values of the order parameter.

C. Stability of the solutions

Once the stationary solutions $\sigma_i^F$ of Eq. (11) have been found, the next step is investigating their stability. By expanding close to $\sigma_i^F$, one actually finds a significant difference between the cases of 1-simplex an 2-simplex interactions, which is at the basis of the new physical phenomena observed in Figs. 2 and 3.

Indeed, the linearized equation for 1-simplex interactions \[ \frac{d}{dt} |\Delta \sigma_i|^2 = -\lambda (\hat{\rho} \cdot \sigma_i^F) |\Delta \sigma_i|, \] \[ (14) \]
where $\Delta \sigma_i = \sigma_i - \sigma_i^F$. It follows that the stationary solution is stable or unstable if the sign of $\lambda (\hat{\rho} \cdot \sigma_i^F)$ is positive or negative, respectively.

In 2-simplicial complexes, the linearized equation reads instead as
\[ \frac{1}{2} \frac{d}{dt} |\Delta \sigma_i|^2 = \lambda |\Delta \sigma_i|^2 \left[ \left( \frac{\hat{\rho} \cdot \Delta \sigma_i}{|\Delta \sigma_i|^2} \right)^2 - \left( \frac{\hat{\rho} \cdot \sigma_i^F}{|\Delta \sigma_i|^2} \right)^2 \right]. \] \[ (15) \]
From this equation, one immediately infers that $|\Delta \sigma_i|^2$ changes exponentially slowly, and the stationary point $\sigma_i^F$ is stable (unstable) if, on average, the factor
\[ \lambda \left[ \left( \frac{\hat{\rho} \cdot \Delta \sigma_i}{|\Delta \sigma_i|^2} \right)^2 - \left( \frac{\hat{\rho} \cdot \sigma_i^F}{|\Delta \sigma_i|^2} \right)^2 \right], \] \[ (16) \]
is negative (positive).

In particular, for $D = 2$ (i.e. in the classical Kuramoto setting) stability of the solution for $\lambda > 0$ is warranted by the condition
\[ (\hat{\rho} \cdot \sigma_i^F) > \frac{1}{\sqrt{2}}, \] \[ (17) \]
while for $\lambda < 0$ the solution is stable if and only if
\[ (\hat{\rho} \cdot \sigma_i^F) < \frac{1}{\sqrt{2}}. \] \[ (18) \]

Note, indeed, that for small values of $|\Delta \sigma_i|$, the vector $\frac{\Delta \sigma_i}{|\Delta \sigma_i|}$ is nearly perpendicular to $\sigma_i^F$ (since $\sigma_i$ always remains on the unit sphere). Then, the vectors $\frac{\Delta \sigma_i}{|\Delta \sigma_i|}$ and $\sigma_i^F$ can extended to a $D$-dimensional orthonormal basis, and one has
\[ (\hat{\rho} \cdot \sigma_i^F)^2 + \left( \frac{\hat{\rho} \cdot \Delta \sigma_i}{|\Delta \sigma_i|^2} \right)^2 \leq 1, \] \[ (19) \]
as the left-hand side is approximately equal to the square of the projection of $\hat{\rho}$ onto the plane spanned by $\frac{\Delta \sigma_i}{|\Delta \sigma_i|}$ and $\sigma_i^F$.

If $\left( \frac{\hat{\rho} \cdot \sigma_i^F}{|\sigma_i^F|} \right) > \frac{1}{\sqrt{2}}$, then the solution is guaranteed to be stable for $\lambda > 0$ and unstable for $\lambda < 0$. Indeed, in this case
\[ \left( \frac{\hat{\rho} \cdot \Delta \sigma_i}{|\Delta \sigma_i|^2} \right)^2 < \frac{1}{2} < \left( \frac{\hat{\rho} \cdot \sigma_i^F}{|\sigma_i^F|} \right)^2, \] \[ (20) \]
and therefore the factor $\lambda \left( \left( \frac{\hat{\rho} \cdot \Delta \sigma_i}{|\Delta \sigma_i|^2} \right)^2 - \left( \frac{\hat{\rho} \cdot \sigma_i^F}{|\sigma_i^F|} \right)^2 \right)$ is always negative for $\lambda > 0$ and always positive for $\lambda < 0$.

Moreover, in the two-dimensional case, the full basis consists of only two vectors, and the inequality Eq. (19) becomes an equality:
\[ (\hat{\rho} \cdot \sigma_i^F)^2 + \left( \frac{\hat{\rho} \cdot \Delta \sigma_i}{|\Delta \sigma_i|^2} \right)^2 = 1. \] \[ (21) \]
In such a case, if $\left( \frac{\hat{\rho} \cdot \sigma_i^F}{|\sigma_i^F|} \right) < \frac{1}{\sqrt{2}}$, then
\[ (\hat{\rho} \cdot \sigma_i^F)^2 < \frac{1}{2} < \left( \frac{\hat{\rho} \cdot \Delta \sigma_i}{|\Delta \sigma_i|^2} \right)^2, \] \[ (22) \]
and therefore the factor \( \lambda \left( (\hat{\rho} \cdot \Delta \sigma) - (\hat{\rho} \cdot \sigma_I^F) \right) \) is always positive for \( \lambda > 0 \) and always negative for \( \lambda < 0 \).

Notice that, for higher dimensions, the equality Eq. (23) does not necessarily hold, and the value of \( (\hat{\rho} \cdot \sigma_I^F)^2 + (\hat{\rho} \cdot \Delta \sigma)^2 \) may change in time.

For odd dimensions \( D \), the system is in a synchronized state also for \( \lambda < 1 \). By studying the stability of the solutions in this regime (see Appendix A for details), one finds some approximate criterion for the stability of the solution, expressed as

\[
(\hat{\rho} \cdot \sigma_I^F) > Z_+(D) \quad \text{for} \quad \lambda > 0, \\
(\hat{\rho} \cdot \sigma_I^F) < Z_-(D) \quad \text{for} \quad \lambda < 0.
\]

Here \( Z_\pm(D) \) is given by

\[
Z_\pm(D) = \frac{g_\pm(D)}{2 + g_\pm(D)},
\]

where

\[
g_\pm(D) = \int_{[0, +\infty)^{(D-1)/2}} dy A_\pm(y) \prod_{k=1}^{(D-1)/2} \left( \frac{1}{2} e^{-\frac{\| \rho \|^2}{2}} \right) dx,
\]

with

\[
A_+(y) = \left[ \max_{1 \leq k \leq (D-1)/2} y_k \right] \left[ \sum_{k=1}^{(D-1)/2} y_k \right]^{-1},
\]

\[
A_-(y) = \left[ \min_{1 \leq k \leq (D-1)/2} y_k \right] \left[ \sum_{k=1}^{(D-1)/2} y_k \right]^{-1},
\]

and \( y = (y_1, y_2, \ldots, y_{(D-1)/2}) \) being a \([(D-1)/2]-\)
dimensional vector.

### III. EXACT APPROACH

#### 1. General derivation

In the previous section we have discussed in wide generality how the \( D \)-dimensional synchronization of 1-simplex and 2-simplex interaction can be derived using a self-consistent approach.

Here we provide an exact approach for expressing the self-consistent Eq. (13), where the function \( r(\hat{R}, \lambda) \) is given by the expectation of the of projection of the vectors \( \sigma_I^F \) along \( \hat{\rho} \) for a given value of \( R = \hat{R} \), as described by Eq. (12).

In order to find the projection \( \hat{\rho} \cdot \sigma_I^F \), we exploit the anti-symmetric nature of the matrices \( \hat{W}_I \). Indeed, since \( \hat{W}_I \) is antisymmetric, its eigenvalues are imaginary and come in conjugate pairs \( \pm i \omega_i^1, \ldots, \pm i \omega_i^{(D/2)} \), with an additional zero eigenvalue when \( D \) is odd. Almost surely, \( \omega_i^1, \ldots, \omega_i^{(D/2)} \) are all nonzero, so we will assume that this is the case. Without loss of generality, we can also take them all to be positive.

For every node \( i \), we can find an orthonormal basis in which \( \hat{W}_I \) is a block diagonal matrix of the form

\[
\hat{W}_I = \begin{pmatrix}
W_i^{(1)} & 0 & \cdots & 0 \\
0 & W_i^{(2)} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & W_i^{(D/2)}
\end{pmatrix},
\]

if \( D \) is even, and

\[
\hat{W}_I = \begin{pmatrix}
W_i^{(1)} & 0 & \cdots & 0 \\
0 & W_i^{(2)} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & W_i^{((D-1)/2)}
\end{pmatrix},
\]

if \( D \) is odd, where we have indicated with \( W_i^{(k)} \) the \( 2 \times 2 \) matrix

\[
W_i^{(k)} = \begin{pmatrix}
0 & \omega_i^k \\
-\omega_i^k & 0
\end{pmatrix}.
\]

In absence of interactions, for \( \lambda = 0 \), the solution \( \sigma_i = \sigma_i(t) \) to Eq. (2) is therefore the result of simultaneous rotations in several perpendicular planes with the angular velocities \( \omega_i^{(1)}, \ldots, \omega_i^{(D/2)} \). Then, if \( D \) is even, \( \sigma_i \) does not have stationary points. On the other hand, if \( D \) is odd, there are always two diametrically opposed stationary points of \( \sigma_i \). We will denote them \( \pm \sigma_i^0 \). In the same basis one can represent \( \sigma_i \) and \( \hat{\rho} \) as block vectors,

\[
\sigma_i = \begin{pmatrix}
\sigma_i^{(1)} \\
\sigma_i^{(2)} \\
\vdots \\
\sigma_i^{(D/2)}
\end{pmatrix},
\]

\[
\hat{\rho} = \begin{pmatrix}
\hat{\rho}^{(1)} \\
\hat{\rho}^{(2)} \\
\vdots \\
\hat{\rho}^{(D/2)}
\end{pmatrix},
\]

for \( D \) even, and

\[
\sigma_i = \begin{pmatrix}
\sigma_i^{(1)} \\
\sigma_i^{(2)} \\
\vdots \\
\sigma_i^{(D/2)}
\end{pmatrix},
\]

\[
\hat{\rho} = \begin{pmatrix}
\hat{\rho}^{(1)} \\
\hat{\rho}^{(2)} \\
\vdots \\
\hat{\rho}^{(D/2)}
\end{pmatrix},
\]

for \( D \) odd where we have indicated with \( \sigma_i^{(k)} \) and \( \hat{\rho}^{(k)} \) the vectors

\[
\sigma_i^{(k)} = \begin{pmatrix}
\sigma_i^{2k-1} \\
\sigma_i^{2k}
\end{pmatrix},
\hat{\rho}^{(k)} = \begin{pmatrix}
\hat{\rho}^{2k-1} \\
\hat{\rho}^{2k}
\end{pmatrix}.
\]

In presence of interactions for \( \lambda \neq 0 \) we search for stationary points of Eq. (11) for all \( \sigma_i \) given a fixed vector.
By using the notation \( \hat{\rho} \). For any given \( i \) we consider the orthogonal basis such that \( W_i \) has the form as in Eq. (2). Recall that \( R = |\rho| \) and that \( \hat{\rho} = \hat{\rho}/R \). Let us also write \( \hat{\rho}^{(k)} = \hat{\rho}^{(k)}/R \). By setting \( \sigma_i = 0 \) in Eq. (11) the following should hold for all \( k = 1, \cdots, \frac{D}{2} \):

\[
W_i^{(k)} \sigma_i^{(k)} + \lambda \tilde{R}^n (\hat{\rho} \cdot \sigma_i)^n - \rho_i^{(k)} (\hat{\rho} \cdot \sigma_i) \sigma_i^{(k)} = 0. \tag{34}
\]

Moreover if \( D \) is odd we should also have

\[
\lambda \tilde{R}^n (\hat{\rho} \cdot \sigma_i)^n - \rho_i^{(D)} (\hat{\rho} \cdot \sigma_i) \sigma_i^{(D)} = 0. \tag{35}
\]

By rearranging these two equations one gets

\[
W_i^{(k)} \sigma_i^{(k)} - \lambda \tilde{R}^n (\hat{\rho} \cdot \sigma_i)^n = \lambda \tilde{R}^n (\hat{\rho} \cdot \sigma_i)^n - \rho_i^{(k)} (\hat{\rho} \cdot \sigma_i) \sigma_i^{(k)} . \tag{36}
\]

Let us now observe that \( W_i^{(k)} \sigma_i^{(k)} \) can be written as

\[
W_i^{(k)} \sigma_i^{(k)} = \omega^k_i \left( \frac{\sigma_i^{2k}}{-\sigma_i^{2k-1}} \right), \tag{37}
\]

therefore we have

\[
\left[ W_i^{(k)} \sigma_i^{(k)} \right] \cdot \sigma_i^{(k)} = 0. \tag{38}
\]

By squaring the first of Eq. (36) and using Eq. (38) one gets

\[
(\lambda \tilde{R}^n (\hat{\rho} \cdot \sigma_i)^n)^2 \left| \sigma_i^{(k)} \right|^2 + \left| W_i^{(k)} \sigma_i^{(k)} \right|^2 = (\lambda \tilde{R}^n (\hat{\rho} \cdot \sigma_i)^n - 1) \left| \rho_i^{(k)} \right|^2 . \tag{39}
\]

By using the notation

\[
\begin{align*}
 r_k &= \left| \rho_i^{(k)} \right| = \sqrt{\hat{\rho}_2^{2k-1} + \hat{\rho}_2^{2k}}, \nonumber \\
 l_k &= \left| \sigma_i^{(k)} \right| = \sqrt{\sigma_i^{2k-1} + \sigma_i^{2k}},
\end{align*} \tag{40}
\]

and using Eq. (37) one finds the following expression for the square of \( l_k \):

\[
(l_k)^2 = \frac{(r_k)^2 (\hat{\rho} \cdot \sigma_i)^{n-1}}{(\hat{\rho} \cdot \sigma_i)^{2n} + \left( \frac{\omega_i^{(1)}}{\lambda \tilde{R}^n} \right)^2}. \tag{41}
\]

By following similar steps starting from the second of Eq. (36) for odd values of \( D \) one gets

\[
(l_D)^2 = \left| \sigma_i^D \right| = \frac{\hat{\rho}_D^2}{(\hat{\rho} \cdot \sigma_i)^2}, \tag{42}
\]

as long as \( \hat{\rho} \cdot \sigma_i \neq 0 \). Since \( \sigma_i \) is a unitary vector one must have

\[
\left| \sigma_i \right|^2 = \sum_{k=1}^{\lfloor D/2 \rfloor} l_k^2 + l_D^2 \delta_{D, 2|D/2| + 1} = 1, \tag{43}
\]

where here and in the following \( |x| \) indicates the floor function and \( \delta_{x,y} \) indicates the Kronecker delta.

By using Eqs. (11)-(42), this normalization condition applied to the stationary value \( \sigma_i^F \) reads

\[
1 = \sum_{k=1}^{\lfloor D/2 \rfloor} \frac{\left( \hat{\rho}_2^{2k} + \hat{\rho}_2^{2k} \right) (\hat{\rho} \cdot \sigma_i^F)^{2(n-1)}}{(\hat{\rho} \cdot \sigma_i^F)^{2n} + \left( \frac{\omega_i^{(1)}}{\lambda \tilde{R}^n} \right)^2} + \frac{\hat{\rho}_D^2}{(\hat{\rho} \cdot \sigma_i^F)^2}. \tag{44}
\]

where for \( D \) odd this equation is only valid for \( \hat{\rho} \cdot \sigma_i^F \neq 0 \).

This equation must be satisfied by any stationary state \( \sigma_i^F \) and can be interpreted as an equation for the projection of this state along the direction of \( \hat{\rho} \). i.e. an equation for \( \hat{\rho} \cdot \sigma_i^F \) given the choice of node \( i \) internal frequencies \( \omega_i \) and the vector \( \hat{\rho} \).

For \( n = 1 \), in presence of 1-simplex interactions, it can be shown that for odd \( D \) (when \( \hat{\rho}_D \neq 0 \) there is always exactly one solution for \( |\hat{\rho} \cdot \sigma_i^F| \), while for even \( D \) a solution only exists for large enough values of \( \lambda \). Therefore if Eq. (44) has a non-zero solution it has always exactly one positive solution and one negative solution for \( \hat{\rho} \cdot \sigma_i^F \). As already shown, for \( \lambda > 0 \) the positive solution is stable and the negative one is unstable, while for \( \lambda < 0 \) the opposite is true. It can also be shown that, for both 1- and 2-simplices, the solution always satisfies \( |\hat{\rho} \cdot \sigma_i^F| \geq \hat{\rho}_D \).

For 2-simplex interactions, (i.e. for \( n = 2 \)) as for the case of 1-simplex interactions a solution is guaranteed to exist for odd \( D \) (for \( \hat{\rho}_D \neq 0 \)). However, regardless of the parity of \( D \), in presence of 2-simplex interactions, there might be more than one solution for \( |\hat{\rho} \cdot \sigma_i^F| \).

There are two important differences from the 1-simplex case. Firstly, there can now be unstable stationary points with \( \hat{\rho} \cdot \sigma_i^F > 0 \) for \( \lambda > 0 \). Secondly, stationary points whose projections onto the \( \hat{\rho} \) axis differ only by a sign have the same stability properties. If the sign of \( \lambda \) is changed, stable points become unstable, and vice versa. This implies that, if there are unstable stationary points with \( \hat{\rho} \cdot \sigma_i^F > 0 \) for positive \( \lambda \), there can be coherent states even when \( \lambda < 0 \) (unlike the 1-simplex case). This effect is observed in odd dimensions (see Fig. 2 and Fig. 3) and for \( D = 2 \) (see Fig. 4). For even dimensions, our theory does not prove not disprove the existence of such coherent states, but we have not observed them in our simulations.

### A. 1-simplex

For 1-simplex interactions the exact self-consistent Eq. (44) has at most one positive root and one negative root, and for positive \( \lambda \) the positive root corresponds to the stable stationary point while the negative root corresponds to the unstable stationary point. For negative \( \lambda \) the opposite is true. When it exists, let us denote by
random antisymmetric hermitian matrices \([56]\) and \(U\)
and the only solution of the self-consistence equation \(\lambda > 0\).
Therefore the expression for \(r(\tilde{R}, \lambda)\) is given in this case by

\[
r(\tilde{R}, \lambda) = \frac{1}{2} \int h(\omega, \tilde{R}, \lambda) G(\omega) U(\tilde{\rho}) d\omega d\tilde{\rho}.
\]  

Using this expression for \(r(\tilde{R}, \lambda)\) we can obtain excel-
 lent agreement with the simulation results (see Fig. 2(c)).

For odd values of \(D\), Eq. (14) can have multiple posi-
tive and multiple negative solutions among which we search
for a stable one. Finding the stable solution may be, however,
a hard computational task. Therefore in order to express the value of \(r(\tilde{R}, \lambda)\) defined by Eq. (12)
we combine the exact self-consistent approach with the
approximate criterion for the stability of the solution de-
defined in Eq. (23). To this end, for positive (negative) \(\lambda\)
we use it as a stability criterion valid for any value of
\(\lambda\). Thus, coherent states can exist
for \(\lambda < 0\). It should be remarked that this effect constitutes
a fully novel feature of our model and is intimately related to the presence of 2-simplex interactions.

For \(D\) even and positive \(\lambda\), let us indicate with
\(h(\omega, \tilde{\rho}, \tilde{R}, \lambda)\) the maximum positive solution \(\tilde{\rho} \cdot \sigma_i^F > 0\)
of Eq. (44) (when it exists), and \(h(\omega, \tilde{\rho}, \tilde{R}, \lambda) = 0\) other-
wise. Therefore the expression for \(r(\tilde{R}, \lambda)\) is given in this case by

\[
r(\tilde{R}, \lambda) = \int h(\omega, \tilde{\rho}, \tilde{R}, \lambda) G(\omega) U(\tilde{\rho}) d\omega d\tilde{\rho}.
\]  

Using this expression for \(r(\tilde{R}, \lambda)\) we can obtain excel-
 lent agreement with the simulation results (see Fig. 2(c)).

The proliferation of many stationary points implies that stable stationary points with \(\tilde{\rho} \cdot \sigma_i^F > 0\) may exist also
for negative values of \(\lambda\). Thus, coherent states can exist
for \(\lambda < 0\). It should be remarked that this effect constitutes
a fully novel feature of our model and is intimately related to the presence of 2-simplex interactions.
Indeed, coherent states in the classical Kuramoto system (i.e. for
\(D = 2\)) are intrinsically prohibited at negative values of the
coupling strength in the case of pairwise interactions.

Fig. 4 reports the synchronization transition at negative
\(\lambda\) for 2-simplex interactions and \(D = 2\), and the emerg-
ence of the predicted partially coherent state is clearly
seen. The implications of this novel state are very inter-
esting. For instance, it is well known that if all agents
(oscillators) of a community behave as contrarians (i.e.
they try to oppose to the mean field) then no coherent
dynamics is possible for pairwise interactions [55]. Our
results show that higher-order interactions may instead
generate coherence also among groups of contrarians.

For odd values of \(D\), Eq. (14) can have multiple posi-
tive and multiple negative solutions among which we search
for a stable one. Finding the stable solution may be, however, a hard computational task. Therefore in order to express the value of \(r(\tilde{R}, \lambda)\) defined by Eq. (12) we combine the exact self-consistent approach with the approximate criterion for the stability of the solution defined in Eq. (23). To this end, for positive (negative) \(\lambda\) we define \(h(\omega, \tilde{\rho}, \tilde{R}, \lambda)\) to be the maximum (minimum) solution of the equation Eq. (14) if this root is larger than \(Z_+(D)\) (smaller than \(Z_-(D)\)), and 0 otherwise. Note that while Eq. (23) was derived for small values of \(\lambda\) here we use it as a stability criterion valid for any value of \(\lambda\). Using this expression for \(h(\omega, \tilde{\rho}, \tilde{R}, \lambda)\) one can derive \(r(\tilde{R}, \lambda)\) using Eq. (48). By solving the self-consistent Eq. (13) one can obtain the dependence of the order parameter \(R\) as a function of \(\lambda\), and finds an excellent agree-
ment with simulations (see for instance Fig. 2(d)).

B. 2-simplex

As already mentioned in the preceding paragraphs for
2-simplex interactions Eq. (14) might have more than two
solutions. Higher-order interactions introduce significant
numerical complications when we want to find the stable
solution of Eq. (14). In order to have an efficient algo-
rithm to find the order parameter of the synchronization
dynamics in the next section we will propose an approx-
imated approach to derive the self-consistent equation of
\(R\). However, some important results can be obtained also
with the present exact approach as we outline below. In
presence of 2-simplex interactions, let us treat separately
the case for \(D\) odd and for \(D\) even. Furthermore, here we
assume that \(\mu = 1\), i.e., all agents are initialized at \(e_D\),
while the dependence on \(\mu\) will be discussed later on.

For \(D\) even and positive \(\lambda\), let us indicate with
\(h(\omega, \tilde{\rho}, \tilde{R}, \lambda)\) the maximum positive solution \(\tilde{\rho} \cdot \sigma_i^F > 0\)
of Eq. (44) (when it exists), and \(h(\omega, \tilde{\rho}, \tilde{R}, \lambda) = 0\) other-
wise. Therefore the expression for \(r(\tilde{R}, \lambda)\) is given in this case by

\[
r(\tilde{R}, \lambda) = \int h(\omega, \tilde{\rho}, \tilde{R}, \lambda) G(\omega) U(\tilde{\rho}) d\omega d\tilde{\rho}.
\]  

Using this expression for \(r(\tilde{R}, \lambda)\) we can obtain excel-
lent agreement with the simulation results (see Fig. 2(c)).

The proliferation of many stationary points implies that stable stationary points with \(\tilde{\rho} \cdot \sigma_i^F > 0\) may exist also
for negative values of \(\lambda\). Thus, coherent states can exist
for \(\lambda < 0\). It should be remarked that this effect constitutes
a fully novel feature of our model and is intimately related to the presence of 2-simplex interactions.

Indeed, coherent states in the classical Kuramoto system (i.e. for
\(D = 2\)) are intrinsically prohibited at negative values of the
coupling strength in the case of pairwise interactions.

Fig. 4 reports the synchronization transition at negative
\(\lambda\) for 2-simplex interactions and \(D = 2\), and the emerg-
ence of the predicted partially coherent state is clearly
seen. The implications of this novel state are very inter-
esting. For instance, it is well known that if all agents
(oscillators) of a community behave as contrarians (i.e.
they try to oppose to the mean field) then no coherent
dynamics is possible for pairwise interactions [55]. Our
results show that higher-order interactions may instead
generate coherence also among groups of contrarians.

For odd values of \(D\), Eq. (14) can have multiple posi-
tive and multiple negative solutions among which we search
for a stable one. Finding the stable solution may be, however, a hard computational task. Therefore in order to express the value of \(r(\tilde{R}, \lambda)\) defined by Eq. (12) we combine the exact self-consistent approach with the approximate criterion for the stability of the solution defined in Eq. (23). To this end, for positive (negative) \(\lambda\) we define \(h(\omega, \tilde{\rho}, \tilde{R}, \lambda)\) to be the maximum (minimum) solution of the equation Eq. (14) if this root is larger than \(Z_+(D)\) (smaller than \(Z_-(D)\)), and 0 otherwise. Note that while Eq. (23) was derived for small values of \(\lambda\) here we use it as a stability criterion valid for any value of \(\lambda\). Using this expression for \(h(\omega, \tilde{\rho}, \tilde{R}, \lambda)\) one can derive \(r(\tilde{R}, \lambda)\) using Eq. (48). By solving the self-consistent Eq. (13) one can obtain the dependence of the order parameter \(R\) as a function of \(\lambda\), and finds an excellent agree-
ment with simulations (see for instance Fig. 2(d)).
However, this approach is very computationally demanding. For this reason in the following section we propose an approximate self-consistent approach that is very efficient to find the order parameter \( R = R(\lambda) \) for 2-simplex interactions.

### IV. APPROXIMATE APPROACH FOR 2-SIMPLEX INTERACTIONS

In this section we provide an approximate expression of \( r(\tilde{R}, \lambda) \) which allows us to solve the self-consistent Eq. (13) and find an approximate solution for \( R = R(\lambda) \) for \( n = 2 \), i.e. in presence of 2-simplex interactions.

We denote by \( \alpha \) the stationary angle of the value between \( \sigma_i \) satisfying Eq. (11) and \( \tilde{\rho} \), i.e. the angle \( \alpha \) defined as

\[
\tilde{\rho} \cdot \sigma_i^F = \cos(\alpha).
\]

One has then that \( |\sigma_i| = 0 \), where \( \sigma_i \) satisfies Eq. (11). By defining \( v = |W_i \sigma_i^F| \), one then obtains that the angle \( \alpha \) needs to satisfy the following equation

\[
\frac{1}{2} |\lambda| \tilde{R}^2 \sin(2\alpha) = v.
\]

The velocity \( v = |W_i \sigma_i^F| \) is a function of both \( W_i \) and \( \sigma_i^F \). In the basis in which \( W_i \) is block-diagonal we have the following explicit expression for \( v \),

\[
v = |W_i \sigma_i| = \sqrt{\sum_{k=1}^{[D/2]} (\omega_k^i l_k)^2},
\]

where \( l_k \) are defined in Eq. (40) for an arbitrary fixed point \( \sigma_i^F \). To eliminate the complicated dependence on \( l_k \), we approximate \( v \) as

\[
v = \sqrt{\mathbb{E}\left[\sum_{k=1}^{[D/2]} (\omega_k^i l_k)^2\right]},
\]

where the expectation is taken over \( l_k \) on the unit sphere, so \( v \) is still dependent on \( W_i \) through the eigenvalues \( \omega_i \). By considering the fact that the elements of \( W_i \) are random antisymmetric hermitian variables, one can calculate the distribution \( p(v) \) of \( v \) (see Appendix B for the details of this derivation). Thus, by assuming in Eq. (50) that \( v \) is known, one can find the explicit expression for the angle \( \alpha \).

It should be noticed that Eq. (50) can only be satisfied for \( v < \frac{1}{2} |\lambda| \tilde{R}^2 \). In this case, for a given \( v \) there are two angles \( \alpha_+, \alpha_- \in [0, \frac{\pi}{2}] \) which solve Eq. (50):

\[
\alpha_+(v) = \frac{1}{2} \arcsin\left(\frac{2v}{|\lambda| \tilde{R}^2}\right),
\]

\[
\alpha_-(v) = \pi - \frac{1}{2} \arcsin\left(\frac{2v}{|\lambda| \tilde{R}^2}\right).
\]

These two solutions correspond to the following two projections of the stationary points \( \sigma_i^F \) along the \( \tilde{\rho} \) axis:

\[
h_\pm(v, \tilde{R}) = \cos(\alpha_\pm(v)),
\]

with

\[
h_\pm(v, \tilde{R}) = \sqrt{\frac{1}{2} \left(1 \pm \sqrt{1 - \left(\frac{2v}{|\lambda| \tilde{R}^2}\right)^2}\right)},
\]

where we note that \( h_-(v, \tilde{R}) \leq \frac{1}{\sqrt{2}} \leq h_+(v, \tilde{R}) \) is always satisfied. Let us now consider separately the case of even and odd dimensions \( D \).

#### A. Even dimensions

For even dimensions \( D \) and positive values of \( \lambda \), the stationary point \( \sigma_i^F \) with \( (\tilde{\rho} \cdot \sigma_i^F) \geq \frac{1}{\sqrt{2}} \) is stable. Therefore, for \( v < \frac{1}{2} |\lambda| \tilde{R}^2 \), we assume that \( \sigma_i \) converges to a stationary point making an angle \( \alpha_+(v) \) with the \( \tilde{\rho} \) axis. However for \( v > \frac{1}{2} |\lambda| \tilde{R}^2 \), there is no stationary point, and the time average of \( \sigma_i \) is zero.

It follows that the function \( r(\tilde{R}, \lambda) \) is given by

\[
r(\tilde{R}, \lambda) = \int_0^{\frac{\lambda \tilde{R}^2}{2}} h_+(v, \tilde{R}) p(v) dv.
\]

For \( \lambda < 0 \), the behavior in an arbitrary even dimension is quite complicated, but the case of \( D = 2 \) can be treated by a similar analysis. Indeed, for \( D = 2 \) and \( \lambda < 0 \), the stable stationary point \( \sigma_i^F \) satisfies \( (\tilde{\rho} \cdot \sigma_i^F) \leq \frac{1}{\sqrt{2}} \). Thus, for \( v < \frac{1}{2} |\lambda| \tilde{R}^2 \), \( \sigma_i \) one needs to choose the angle \( \alpha_-(v) \), while for \( v > \frac{1}{2} |\lambda| \tilde{R}^2 \) there is no stationary point leading to the following expression for \( r(\tilde{R}, \lambda) \)

\[
r(\tilde{R}, \lambda) = \int_0^{\frac{\lambda \tilde{R}^2}{2}} h_-(v, \tilde{R}) p(v) dv.
\]

By using Eqs. (57)-(58) in Eq. (13) one obtains the order parameter \( R \) as a function of the coupling constant \( \lambda \), i.e. \( R = R(\lambda) \). The predictions of this approximate solution are in excellent agreement with extensive numerical simulations, as it appears in Figs. 3 and 4.

#### B. Odd dimensions

Let us recall that in the absence of interactions, there are two stationary points \( \pm \sigma_i^{F,0} \). Let \( \sigma_i^{F,0} \) denote the point that is closer to \( \tilde{\rho} \).

For odd dimensions, let us express \( \sigma_i^F \cdot \tilde{\rho} \) as a function of both \( v \) and \( z \), where \( z = z_i \) denotes the projection of
\( \sigma_{i}^{F,0} \) onto \( \hat{\rho} \), i.e. \( z_{i} = (\hat{\rho} \cdot \sigma_{i}^{F,0}) \). In general, \( z_{i} \) will be a function of the random elements of the matrices \( W_{i} \), therefore here we consider \( z \) as a random variable with distribution \( q(z) \) evaluated in Appendix E.

In the following we estimate the value of \( \hat{\rho} \cdot \sigma_{i}^{F} \) for positive and negative values of \( \lambda \). In our calculations, we will make extensive use of the fact that \( \hat{\rho} \cdot \sigma_{i}^{F} \in [z_{i}, 1] \).

We remark that the arguments that we will provide in the following are approximate, and the validity of the assumptions is then checked by comparing the numerical simulations with our predictions.

First, we consider the case \( \lambda > 0 \). If \( v \leq \frac{\lambda R^2}{2} \), we consider two cases. If \( \cos(\alpha_{+}(v)) > z_{i} \), we assume that \( \sigma_{i} \) converges to a stationary point making an angle \( \alpha_{+}(v) \) with the \( \hat{\rho} \) axis. In fact it can be shown that \( h_{+}(v, \hat{R}) > Z_{+}(D) \) is always true, implying that this stationary point is stable. Otherwise we assume that \( \sigma_{i} \) converges to a stationary point \( \sigma_{i}^{F} \sim \sigma_{i}^{F,0} \), so its projection onto the \( \hat{\rho} \) axis will be approximately equal to \( z_{i} \).

If \( v > \frac{\lambda R^2}{2} \), we also consider two cases. If \( z_{i} < Z_{+}(D) \), this implies that \( \sigma_{i} \) does not converge to a stationary point, and the time average of its projection onto the \( \hat{\rho} \) axis is zero. On the other hand, if \( z_{i} > Z_{+}(D) \), we assume that \( \sigma_{i} \) converges the stationary point in absence of the interaction, i.e. \( \sigma_{i}^{F} \sim \sigma_{i}^{F,0} \) therefore \( \hat{\rho} \cdot \sigma_{i}^{F} \simeq z_{i} \).

The above arguments lead to the following expression for \( r(\hat{R}, \lambda) \),

\[
 r(\hat{R}, \lambda) = \int_{0}^{+\infty} \int_{0}^{+\infty} H_{+}(v, z, \hat{R})p(v)q(z)dvdz, 
\]

where \( H_{+}(v, z, \hat{R}) \) is given by

\[
 H_{+}(v, z, \hat{R}) = \begin{cases} 
 M_{+} & 0 \leq v \leq \frac{\lambda R^2}{2} ; \\
 z & Z_{+}(D) < z \text{ and } v > \frac{\lambda R^2}{2} ; \\
 0 & z \leq Z_{+}(D) \text{ and } v > \frac{\lambda R^2}{2} ,
\end{cases} 
\]

where \( M_{+} = \max \left(h_{+}(v, \hat{R}), z\right) \).

Let us now consider the case \( \lambda < 0 \). In this case, all stationary points with projections onto the \( \hat{\rho} \) axis larger than \( Z_{-}(D) \) are classified as unstable.

In analogy to the \( \lambda > 0 \) case, if \( v \leq \frac{\lambda R^2}{2} \), we take \( \hat{\rho} \cdot \sigma_{i}^{F} = \max \left(h_{-}(v, \hat{R}), z_{i}\right) \), as long as this expression is smaller than \( Z_{-}(D) \). Otherwise, we take the time average of \( \hat{\rho} \cdot \sigma_{i}^{F} \) equal to zero.

If \( v > \frac{\lambda R^2}{2} \), we assume that \( \sigma_{i} \) converges to a stationary point \( \sigma_{i}^{F} \sim \sigma_{i}^{F,0} \) if \( z_{i} \leq Z_{-}(D) \). Otherwise, there is no stationary point, and the time average of the projection of \( \sigma_{i} \) is zero. Accordingly,

\[
 r(\hat{R}, \lambda) = \int_{0}^{+\infty} \int_{0}^{+\infty} H_{-}(v, z, \hat{R})p(v)q(z)dvdz, 
\]

where

\[
 H_{-}(v, z, \hat{R}) = \begin{cases} 
 M_{-} & M_{-} \leq Z_{-}(D) \text{ and } v \leq \frac{|\lambda| R^2}{2} ; \\
 z & z \leq Z_{-}(D) \text{ and } v > \frac{|\lambda| R^2}{2} ; \\
 0 & z > Z_{-}(D) \text{ and } v > \frac{|\lambda| R^2}{2} ; \\
 0 & M_{-} > Z_{-}(D) \text{ and } v \leq \frac{|\lambda| R^2}{2} ,
\end{cases} 
\]

where \( M_{-} = \max \left(h_{-}(v, \hat{R}), z\right) \). By use of Eqs. (59-61) in Eq. (13), one obtains \( R = R(\lambda) \). In Fig. 3 all our predictions are contrasted with extensive simulation results at different values of \( D \) and the agreement is, once again, excellent.

C. Comparison between 1-simplex and 2-simplex interactions

One clear difference between the cases of 1-simplex and 2-simplex interactions is that the critical order parameter \( R(\lambda \to 0^{+}) \) is different in odd dimensions. For instance, for \( D = 3 \), one has

\[
 R(\lambda \to 0^{+}) = 1/3, 
\]
which fits extremely well what one obtains with direct numerical simulations.

The evidence of this difference stimulated us to perform further microscopic investigations, with the aim of unveiling the underneath reasons at the basis of such a crucially distinct behavior when $\lambda \to 0^+$. Fig. 3 contrasts the steady-state distributions of agents $\sigma_i$ on the sphere in the cases of 1-simplex (see also Ref. [18], where the parameter $K$ corresponds to $\lambda$ in our study) and 2-simplex interactions for $D = 3$ at $\lambda = 0.5$. In the 1-simplex case, as predicted, all agents converge to stable stationary points uniformly distributed over the hemisphere containing $\hat{\rho}$. In the 2-simplex case, however, we see that there is a background distribution of agents roughly uniformly distributed over the sphere, due to agents that do not converge to a stationary point. The bins in which $\hat{\rho} \cdot \sigma_i > \frac{1}{\sqrt{3}} \approx 0.57$ contain many more agents due to agents converging to stable stationary points (with $\hat{\rho} \cdot \sigma_i^\parallel > Z_+(3) = \frac{1}{\sqrt{3}}$), as predicted by our theory. It has to be remarked that, as long as we consider all-to-all connection structures, the 2-simplex model is actually equivalent to a 1-simplex model where the coupling $\lambda (\rho \cdot \sigma_i)$ is actually adaptive, and it is absolutely remarkable that high-order interactions alone can trigger such new kind of dynamics even when $\lambda \to 0^+$. Another striking difference is the emergence of multistability in the 2-simplex case. 1-simplex interactions can be understood in terms of the oscillators experiencing an attraction towards their mean $\rho$. In the case of 2-simplex interactions, however, they are attracted to the $\rho$ axis instead. Effectively, this means that an oscillator will be attracted to either $\rho$ or $-\rho$, whichever is closer. As was pointed out earlier, in the 2-simplex case, if $\sigma_i^\parallel$ is a stable stationary point of $\sigma_i$, then so is $-\sigma_i^\parallel$. The consequence is that, in contrast to the 1-simplex case, agents can converge to stable stationary points in the hemisphere containing either $\rho$ or $-\rho$, depending on the initial conditions.

If one initializes each $\sigma_i$ at $e_D$ with probability $\mu$ and at $-e_D$ with probability $1-\mu$, then one can expect agents to converge to stationary points in the hemisphere in which they are initialized (with respect to $\rho$). This affects our self-consistent analysis. Note that, in calculating $r(\hat{R}, \lambda)$, we always use the stationary points that are in the same hemisphere as $\hat{\rho}$, i.e. we assume $\mu = 1$. For $\mu < 1$, we should assume that only a fraction $\mu$ of the converging oscillators will converge to stationary points in the same hemisphere as $\hat{\rho}$, while the remaining $1-\mu$ converge to points in the opposite hemisphere. By symmetry, the oscillators in the opposite hemispheres will cancel each other out, and the value of $r(\hat{R}, \lambda)$ will be diminished by a factor of $2\mu - 1$ compared to the case $\mu = 1$, corresponding to the "surplus" of particles in the hemisphere containing $\rho$. The self-consistence equation then becomes

$$R = (2\mu - 1)r(\hat{R}, \lambda).$$

This result in the emergence of multistability, with a continuum of possible stationary values of the order parameter dependent on the initial conditions. Such a phenomenon was described in Ref. [54] for a 2-simplex model in dimension $D = 2$, and our analysis shows that it is actually present in the 2-simplex case for any dimension $D$. In Fig. 6, multistability is illustrated for $D = 2$ and $D = 3$. The results of numerical simulations are in perfect agreement with self-consistent theory’s predictions. Note that varying $\mu$ affects not only the stationary values of $R(\lambda)$, but also the values of $\lambda$ at which phase transitions occur. This is natural as the self-consistence equation is modified non-trivially.

V. CONCLUSIONS

In summary, we presented a comprehensive framework to capture the effects that higher-order interactions have on the collective dynamics of coupled $D$-dimensional Kuramoto oscillators.

Our theory and results allow to draw several conclusions and speculations.

First of all, it is demonstrated that the interplay between simplicial interactions and high dimensionality of the oscillators’ dynamics gives rise to significant differences with respect to the standard $D = 2$ dimensional...
Kuramoto model defined on graphs. In particular, such higher-order interactions seem to prohibit synchronization transitions, and this may have relevance in neuroscience. Indeed, simplicial complexes have been largely observed in spiking neuron populations [11, 12], and on the other hand it is well known that synchronization corresponds to brain’s pathological states, like epilepsy. Therefore, the prevalence of simplicial interactions in such populations may occur because of the need to prevent local synchronization (and therefore malfunctioning) at a large scale of the brain activity, i.e. they can actually be imprinted on purpose in brain’s architectures as local barriers to synchronous activity.

Furthermore, our results have demonstrated universality of the abrupt desynchronization transitions, and extensive multi-stability for any $D$-dimensional Kuramoto model with 2-simplex interactions. At odd dimensions, the system displays moreover partial coherence even when the coupling strength vanishes (i.e. for $\lambda \rightarrow 0^+$). As a result, the system undergoes a two-stage abrupt desynchronization for odd dimensions. Also, the critical behaviors as coupling strength vanishes show dramatic difference for 1-simplex and 2-simplex, where all agents are distributed only on one hemisphere for the former.

Going ahead in our conclusions, we have revealed that the system can be found in a synchronized state also for negative couplings. This feature, fully induced by 2-simplex interactions, is a novel property of our model and may have implications, for instance, in social science. It is indeed well known that if all members (oscillators) of a community behave as contrarians (i.e. they are negatively coupled, and thus they try to oppose, to the mean field) then no coherent dynamics is possible for pairwise interactions [55]. Our results show that higher-order interactions may instead generate partial coherence (or consensus) also among groups made of only contrarians, which is an interesting new phenomenon in social endeavours.

Finally, our study includes both an exact and an approximate theory for the prediction of the collective dynamics of coupled $D$-dimensional Kuramoto oscillators. While our exact approach complements that already developed in Ref. [48] (and may find therefore applications in several other circumstances, as an alternative technique to analyze $D$-dimensional phase oscillators), the approximate approach furnished by us is totally new and may be of value in all those cases in which an exact treatment is fully or partially prevented, or when it would imply at some stage a too high computational demand.

Taken together, our work sheds therefore new light on the role that higher-order interactions have in determining the synchronization properties of coupled oscillators, opens new perspectives in the vibrant field of higher-order synchronization, and can hopefully stimulate further investigations (while indeed we solved here explicitly the case of an all-to-all configuration, one can certainly expect great differences and novel results when comparing networked topologies with structures where a given number of simplices -but not all possible ones- dictates the interactions).
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Appendix A: Description of stable and unstable
points for \( n = 2 \)

In this Appendix we provide more details on the
analytic derivation of Eq. (23). From the linearized
Eq. (15) we see that, for a small perturbation \( \Delta \sigma_i \), the norm \( |\Delta \sigma_i| \) changes exponentially slowly. The stan-

tionary point \( \sigma_i^F \) is stable if, on average, the factor
\( \lambda \left( (\hat{\rho} \cdot \Delta \sigma_i) \right)^2 - (\hat{\rho} \cdot \sigma_i^F)^2 \) is negative, and unstable if it is positive.

However, performing this average over time for \( D \) odd
is challenging. Therefore, in order to derive a criterion for
the stability of \( \sigma_i^F \), we adopt an approximate calculation
of the average in the limit of small \( \lambda \). We indeed observe
that for small values of \( \lambda \), the stationary solution \( \sigma_i^F \) in
presence of the interactions is close to stationary solution
\( \sigma_i^{F,0} \). Let us furthermore work in the orthonormal basis
in which \( W_i \) is of the form shown in Eq. (29). We suppose
that \( \sigma_i \) stays close to the solution of \( \hat{\sigma}_i = W_i \sigma_i \), with
fixed initial conditions (i.e., the influence of the term with \( \hat{\rho} \) is small and

\[
\sigma_i^{(k)} = l_k \left( \frac{\sin(\omega^k_i t + b_k)}{\cos(\omega^k_i t + b_k)} \right),
\]

for some real \( b_k \) and \( l_k \) such that

\[
\sum_{k=1}^{D-1} l_k^2 = 1 - (\sigma_i^F)^2 = |\Delta \sigma_i|^2,
\]

and

\[
\hat{\rho}_D \approx \hat{\rho} \cdot \sigma_i^F.
\]

Consequently we can express \( \left( \hat{\rho} \cdot \frac{\Delta \sigma_i}{|\Delta \sigma_i|} \right)^2 \) as

\[
\left( \hat{\rho} \cdot \frac{\Delta \sigma_i}{|\Delta \sigma_i|} \right)^2 = \frac{1}{\sum_{k=1}^{D-1} l_k^2} \sum_{k=1}^{D-1} l_k^2 \left( (\hat{\rho}_{2k-1})^2 + (\hat{\rho}_{2k})^2 \right).
\]

The time average performed over sufficiently long times
is therefore given by

\[
\langle \left( \hat{\rho} \cdot \frac{\Delta \sigma_i}{|\Delta \sigma_i|} \right)^2 \rangle \approx \frac{1}{2} \sum_{k=1}^{D-1} l_k^2 \max_{1 \leq k \leq \frac{D-1}{2}} \left[ (\hat{\rho}_{2k-1})^2 + (\hat{\rho}_{2k})^2 \right].
\]

Let us now apply the following inequality to the right-
hand side of the above equation:

\[
\sum_{k=1}^{D-1} l_k^2 \left( (\hat{\rho}_{2k-1})^2 + (\hat{\rho}_{2k})^2 \right) \leq \left( \sum_{k=1}^{D-1} l_k^2 \right) \max_{1 \leq k \leq \frac{D-1}{2}} \left[ (\hat{\rho}_{2k-1})^2 + (\hat{rho}_{2k})^2 \right].
\]

One needs the point to be stable for any possible value of \( l_k \). Then, one obtains

\[
\langle \left( \hat{\rho} \cdot \frac{\Delta \sigma_i}{|\Delta \sigma_i|} \right)^2 \rangle \approx \frac{1}{2} \max_{1 \leq k \leq \frac{D-1}{2}} \left[ (\hat{\rho}_{2k-1})^2 + (\hat{\rho}_{2k})^2 \right].
\]

By imposing that

\[
\lambda \left( \langle \left( \hat{\rho} \cdot \frac{\Delta \sigma_i}{|\Delta \sigma_i|} \right)^2 - (\hat{\rho} \cdot \sigma_i^F)^2 \rangle \right) < 0,
\]

it follows that for \( \lambda > 0 \) the stationary point of \( \sigma_i \) satisfies

\[
\frac{1}{2} \min_{1 \leq k \leq \frac{D-1}{2}} \left[ (\hat{\rho}_{2k-1})^2 + (\hat{\rho}_{2k})^2 \right] < (\hat{\rho} \cdot \sigma_i^F)^2.
\]

Analogously for \( \lambda < 0 \) we have that the stationary
point satisfies

\[
\frac{1}{2} \max_{1 \leq k \leq \frac{D-1}{2}} \left[ (\hat{\rho}_{2k-1})^2 + (\hat{\rho}_{2k})^2 \right] < (\hat{\rho} \cdot \sigma_i^F)^2.
\]

Recall that \( \hat{\rho} = \frac{\rho}{R} \) and \( \hat{\rho}_i = \frac{\rho_i}{R} \). To derive an approximate
criterion depending only on \( \hat{\rho} \cdot \sigma_i^F \), let us fix \( \hat{\rho} \cdot \sigma_i^F \)
and take the expectation value

\[
\frac{1}{2} \sum_{1 \leq k \leq \frac{D-1}{2}} \left( (\hat{\rho}_{2k-1})^2 + (\hat{\rho}_{2k})^2 \right) \approx \frac{1}{2} \sum_{1 \leq k \leq \frac{D-1}{2}} \left( (\hat{\rho}_{2k-1})^2 + (\hat{\rho}_{2k})^2 \right) g_+(D),
\]

where \( g_+ \) is the positive part function.
where
\[ g_+ (D) = \mathbb{E} \left[ \max_{1 \leq k \leq \frac{D-1}{2}} (x_{2k-1}^2 + x_{2k}^2) \right] \] (A11)
and \( x = (x_1, \ldots, x_{D-1}) \) is a vector uniformly distributed on the \((D - 2)\)-dimensional unit sphere.

In this way, by defining \( Z_\pm (D) \) as
\[ Z_\pm (D) = \sqrt{\frac{g_\pm (D)}{2 + g_\pm (D)}}, \] (A12)
we obtain an approximate criterion for the stability of \( \sigma_i^F \) for \( \lambda > 0 \), i.e.
\[ (\hat{\rho} \cdot \sigma_i^F) > Z_+ (D). \] (A13)

Applying the same approximations starting from Eq. (A10) we obtain that for negative \( \lambda \), \( \sigma_i^F \) is a stable stationary point if
\[ (\hat{\rho} \cdot \sigma_i^F) < Z_- (D), \] (A14)
where \( Z_- (D) \) is defined in Eq. (A12). Note that \( g_\pm (D) \) in Eq. (A12) can be expressed as
\[ g_\pm (D) = \int_{[0, +\infty)^{(D-1)/2}} dy A_\pm (y) \prod_{k=1}^{(D-1)/2} \left( \frac{1}{2} e^{-\frac{y_k^2}{2}} \right), \] (A15)
where \( A_\pm (y) \) are defined as
\[ A_+(y) = \left[ \max_{1 \leq k \leq (D-1)/2} \frac{y_k}{y_k} \right] \left[ \sum_{k=1}^{(D-1)/2} \frac{y_k}{y_k} \right]^{-1}, \] (A16)
\[ A_-(y) = \left[ \min_{1 \leq k \leq (D-1)/2} \frac{y_k}{y_k} \right] \left[ \sum_{k=1}^{(D-1)/2} \frac{y_k}{y_k} \right]^{-1}. \] (A17)

### Appendix B: The distributions \( p(v) \) and \( q(z) \)

In this Appendix we provide the derivation of the distributions \( p(v) \) and \( q(z) \) used in Sec. IV B.

To this purpose, let us recall that \( v \) is defined as \( v = |W_i \sigma_i| \), and can be expressed as
\[ v = \sqrt{\frac{\sum_{k=1}^{\lfloor D/2 \rfloor} (\omega_i^k l_k)^2}{\sum_{k=1}^{\lfloor D/2 \rfloor} (\omega_i^k)^2}}. \] (B1)

Here \( (\omega_1^i, \ldots, \omega_{\lfloor D/2 \rfloor}^i) \) are the angular velocities determined by the random matrix \( W_i \) and \( l_k \) are defined in Eq. (40) which we rewrite here for convenience
\[ l_k = |\sigma_i^{(k)}|^2 = \sqrt{(\sigma_i^{2k-1})^2 + (\sigma_i^{2k})^2}. \] (B2)

To simplify calculations, we estimate that, if \( \sigma_i \) has a stationary point, at that point \( v \) can be approximated by the root-mean-square velocity given this \( W_i \):
\[ v = \sqrt{\mathbb{E} \left( \sum_{k=1}^{\lfloor D/2 \rfloor} (\omega_i^k l_k)^2 \right)}. \] (B3)

where \( \sigma_i = (\sigma_1^i, \ldots, \sigma_D^i) \) is uniformly distributed on the unit sphere. Since \( (\sigma_i^i)^2 \) has the same distribution for all \( r = 1, \ldots, D \) and \( \sum_{r=1}^D (\sigma_r^i)^2 = 1 \), for every \( j \) we have \( \mathbb{E} (\sigma_j^i)^2 = \frac{1}{D} \). Using linearity of expectation, we find
\[ \mathbb{E} \left( \sum_{k=1}^{\lfloor D/2 \rfloor} (\omega_i^k l_k)^2 \right) = \frac{2}{D} \sum_{k=1}^{\lfloor D/2 \rfloor} (\omega_i^k)^2. \] (B4)

Therefore, in this approximation we obtain
\[ v = \sqrt{\frac{2}{D} \sum_{k=1}^{\lfloor D/2 \rfloor} (\omega_i^k)^2}. \] (B5)

It follows that \( v \) depends on the elements of \( W_i \). Since the matrix \( W_i \) is random we treat \( v \) as a random variable as well and we derive its distribution \( p(v) \).

The non-zero eigenvalues of the matrix \( W_i \) are given by \( (\pm i \omega_1, \ldots, \pm i \omega_{\lfloor D/2 \rfloor}) \) where \( i \) indicates the imaginary unit. Since for any matrix \( A \), the sum of the squares of the eigenvalues of \( A \) equals the trace of \( A^2 \) we obtain
\[ -2 \sum_{k=1}^{\lfloor D/2 \rfloor} (\omega_i^k)^2 = \text{Trace} \left( W_i^2 \right). \] (B6)

At the same time, using the fact that \( W_i \) is antisymmetric, we find that
\[ \text{Trace} (W_i^2) = \sum_{k=1}^{D} \sum_{l=1}^{D} w_i^{k,l} w_i^{l,k} = -2 \sum_{k<l} (w_i^{k,l})^2, \] (B7)

where \( w_i^{k,l} \) denotes the \((k, l)\) entry of \( W_i \) in the original basis. Thus,
\[ \sum_{k=1}^{\lfloor D/2 \rfloor} (\omega_i^k)^2 = \sum_{k<l} (w_i^{k,l})^2. \]

Since the \( w_i^{k,l} \) are independent standard normal random variables, this means that \( \sum_{k=1}^{\lfloor D/2 \rfloor} (\omega_i^k)^2 \) follows a \( \chi \left( \frac{D(D-1)}{2} \right) \) distribution. Then the probability density function of \( v \) has the following form:
\[ p(v) = \frac{1}{2^{D(D-1)/2} \Gamma \left( \frac{D(D-1)}{4} \right)} c(D) \left( \frac{v}{c(D)} \right)^{\frac{D(D-1)}{2} - 1} \exp \left( -\frac{1}{2} \left( \frac{v}{c(D)} \right)^2 \right), \]  

(B8)

where \( c(D) = \sqrt{\frac{2}{D}} \).

We now turn to the random variable \( z = \hat{\rho} \cdot \hat{\sigma}_F \), which is a function of the stationary state \( \hat{\sigma}_F \) of Eq. (2) and ultimately a function of \( W_i \). For \( D \geq 3 \), let \( (x_1, \ldots, x_D) \) be a random vector uniformly distributed on the \((D-1)\)-dimensional unit sphere. From the invariance of the distribution of \( W_i \) with respect to orthogonal change of basis, it follows that \( z \) has the same distribution as \( |x_k| \) for any fixed \( k \). Therefore, it follows that the distribution \( q(z) \) can be expressed as

\[ q(z) = \begin{cases} \frac{2^{D/2} \sqrt{\pi}}{\Gamma \left( \frac{D-1}{2} \right)} (1 - z^2)^{\frac{D-3}{2}} & 0 \leq z \leq 1, \\ 0 & \text{otherwise}. \end{cases} \]  

(B9)