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Abstract

Evolving secret sharing schemes do not require prior knowledge of the number of parties $n$ and $n$ may be infinitely countable. It is known that the evolving 2-threshold secret sharing scheme and prefix coding of integers have a one-to-one correspondence. However, it is not known what prefix coding of integers to use to construct the scheme better. In this paper, we propose a new metric $K_{\Sigma}$ for evolving 2-threshold secret sharing schemes $\Sigma$. We prove that the metric $K_{\Sigma} \geq 1.5$ and construct a new prefix coding of integers, termed $\lambda$ code, to achieve the metric $K_{\Lambda} = 1.59375$. Thus, it is proved that the range of the metric $K_{\Sigma}$ for the optimal (2, $\infty$)-threshold secret sharing scheme is $1.5 \leq K_{\Sigma} \leq 1.59375$. In addition, the reachable lower bound of the sum of share sizes for (2, $n$)-threshold secret sharing schemes is proved.

I. INTRODUCTION

The secret sharing scheme was first proposed independently by Shamir [1] and Blakley [2] in 1979. Its application scenario is that there is sensitive information that needs to be safely stored, so the sensitive information is first divided into $n$ shares, and each share is assigned to a party. When assigning shares, some specific subsets of $n$ parties are set as qualified subsets. This sensitive information can only be recovered when the parties in the qualified subsets appear together. Conversely, when $m$ parties cannot form a qualified subset, they cannot recover the sensitive information, or even obtain any relevant content about the sensitive information. Secret sharing has been applied in widespread applications, such as verifiable signature sharing [3], threshold digital signatures [4, 5] and electronic voting [6].
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The secret sharing schemes first proposed by Shamir [1] and Blakley [2] are \((t, n)\)-threshold secret sharing, which means that any \(t\) parties among \(n\) parties are a qualified subset. The general secret sharing schemes were introduced by Ito et al. [7]. Traditional secret sharing schemes assume that the number of parties \(n\) is known in advance or that the upper bound of \(n\) is estimated. However, this assumption comes at a cost: when \(n\) is estimated to be too small, secret sharing needs to be re-made; when \(n\) is estimated to be too large, it may cause waste.

Recently, the evolving secret sharing scheme was introduced by Komargodski et al. [8, 9]. This new variant of secret sharing does not require prior knowledge of the upper bound of \(n\) and \(n\) may be infinitely countable. Komargodski et al. found a one-to-one correspondence between the evolving 2-threshold secret sharing scheme and prefix coding of integers. In 2018, D’Arco et al. [10] reinterpreted the equivalence between the evolving 2-threshold secret sharing scheme and prefix coding of integers with a new perspective. In 2020, Okamura and Koga [11] extended the shared secret from 1-bit to any \(l\)-bit based on the work of D’Arco et al., and by combining Shamir’s secret sharing scheme, proposed an evolving 2-threshold secret sharing scheme using \(D\)-ary prefix codes. In addition, there are studies on evolving secret sharing schemes for dynamic thresholds and robustness [12], probabilistic evolving secret sharing [13] and evolving ramp secret sharing [14, 15].

Although the evolving 2-threshold secret sharing scheme can be completely characterized by the prefix coding of integers, we do not know which prefix code should be chosen to construct the secret sharing scheme better. We need a metric for judging which evolving 2-threshold secret sharing scheme constructed by the prefix coding of integers works better.

In this paper, we investigate which prefix coding of integers should be chosen to construct the evolving 2-threshold secret sharing scheme better. The metric for evolving 2-threshold secret sharing proposed in this paper draws on the metric minimum expansion factor \(K^{*}\) [16, 17] for universal coding of integers [18]. The contributions of this paper are enumerated as follows.

1) The reachable lower bound of the sum of share sizes for \((2, n)\)-threshold secret sharing schemes is proved.
2) A new metric for evolving 2-threshold secret sharing schemes is proposed.
3) Under the new metric, evolving 2-threshold secret sharing schemes whose effect is close to the optimal scheme are constructed.

The paper is structured as follows. Section II introduces some background knowledge. Section III proves the reachable lower bound of the sum of share sizes for \((2, n)\)-threshold secret sharing
schemes. Section [V] proposes a new metric for evolving 2-threshold secret sharing schemes. Section [V] constructs evolving 2-threshold secret sharing schemes whose effect is close to the optimal scheme under the new metric. Section [VI] concludes this work.

II. Preliminaries

We establish some necessary notations. Let $\mathbb{N}$ be the set of positive integers. Let $\mathbb{B} := \{0, 1\}$, and let $\mathbb{B}^*$ be a set consisting of all finite-length binary strings. $\#S$ denotes the cardinality of the set $S$. $|\alpha|$ denotes the length of string $\alpha$. For a positive integer $n$, let $[n] := \{1, 2, \ldots, n\}$.

A. Secret Sharing Scheme

Let $\mathcal{P} = \{P_1, P_2, \ldots, P_n\}$ denote the set of participants, and let $2\mathcal{P}$ be the power set of the set $\mathcal{P}$. $\mathcal{M} \subseteq 2\mathcal{P}$ is called monotone if for any $S_1 \in \mathcal{M}$, and $S_1 \subseteq S_2$ it holds that $S_2 \in \mathcal{M}$. Before defining secret sharing scheme, we first define the access structure as follows.

Definition 1. $\mathcal{M} \subseteq 2\mathcal{P}$ is said to be an access structure if $\mathcal{M}$ is non-empty and monotone. Elements in $\mathcal{M}$ are called qualified, and elements not in $\mathcal{M}$ are called unqualified.

Definition 2. Let $t$ and $n$ both be positive integers, and $1 \leq t \leq n$. The $(t, n)$-threshold access structure $\mathcal{M}$ refers to the set containing only all elements in $2\mathcal{P}$ of size at least $t$, i.e.

$$\mathcal{M} = \{A \in 2\mathcal{P} \mid \#A \geq t\}.$$  

The definition of secret sharing scheme is given based on the access structure.

Definition 3. A secret sharing scheme $\Sigma$ for an access structure $\mathcal{M}$ consists of a pair of probabilistic algorithms $(S, R)$. The sharing algorithm $S$ generates $n$ shares $sh_{P_1}^{(s)}, sh_{P_2}^{(s)}, \ldots, sh_{P_n}^{(s)}$ according to the secret $s \in S$ and the number of participants $n$. The recovery algorithm $R$ outputs a string according to the shares of the subset $A \in 2\mathcal{P}$. The algorithm is required to satisfy:

- **Correctness:** For every qualified set $A \in \mathcal{M}$ and any secret $s \in S$, the recovery algorithm $R$ can recover the secret $s$ with probability 1, i.e.

  $$Pr[R(A, \{sh_j^{(s)}\}_{j \in A}) = s] = 1.$$

- **Secrecy:** Each unqualified set $A \notin \mathcal{M}$ does not get any information about the secret $s$; that is, for any two different secrets $s_1, s_2 \in S$ and each unqualified set $A \notin \mathcal{M}$, it holds that the distributions $(\{sh_j^{(s_1)}\}_{j \in A})$ and $(\{sh_j^{(s_2)}\}_{j \in A})$ are the same.
From Definition 3, it can be reasonably associated that \((t, n)\)-threshold secret sharing refers to the secret sharing scheme of \((t, n)\)-threshold access structure. For a secret sharing scheme, it is hoped to generate the sum of share sizes \(\sum_{i=1}^{n} |sh_{P_i}^{(s)}|\) is as small as possible, which can make the amount of communication as small as possible.

The following introduces two important conclusions that need to be used.

**Theorem 1.** [19, 20] Suppose that \(\Sigma\) is \((t, n)\)-thresholded secret sharing scheme for 1-bit secret, and the \(j\)-th share size is \(m_j\) bits, where \(2 \leq t \leq n, j \in [n]\) and \(m_j \in \mathbb{N}\). Then, the sum of share sizes

\[
\sum_{j=1}^{n} m_j \geq n \log_2 (n - t + 2).
\]

In particular, when \(t = 2\), the sum of share sizes for \((2, n)\)-threshold secret sharing schemes

\[
\sum_{j=1}^{n} m_j \geq n \log_2 n.
\]

**Lemma 1.** [9, 19, 20] Suppose that \(\Sigma\) is \((2, n)\)-thresholded secret sharing scheme for 1-bit secret, and the \(j\)-th share size is \(m_j\) bits, where \(j \in [n]\) and \(m_j \in \mathbb{N}\). Then,

\[
\sum_{j=1}^{n} \frac{1}{2^{m_j}} \leq 1.
\]

**B. Evolving Secret Sharing Scheme**

Because the number of participants \(n\) is uncertain and the upper bound of \(n\) cannot be estimated in real scenarios, a class of secret sharing schemes needs to be defined so that \(n\) can be infinitely countable. Naturally, in this scenario, the parties participating in secret sharing will not be present at the same time. We assume that at the \(t\)-th moment, the \(t\)-th person arrives at the scene and asks for the distribution of subsequent shares, the previously distributed shares do not need to be changed, which can most effectively reduce the amount of communication. Let \(\mathcal{P}N = \{P_1, P_2, \ldots, P_n, \ldots\}\) denote the set of participants. Definitions 1 and 2 are naturally extended to the following definitions.

**Definition 4.** [9] Suppose that \(\mathcal{M} \subseteq 2^\mathcal{P}N\) is monotone, and for each time \(t \in \mathbb{N}\), \(\mathcal{M}_t := \mathcal{M} \cap \{P_1, P_2, \ldots, P_t\}\) is an access structure, then \(\mathcal{M}\) is said to be an evolving access structure.
Definition 5. [8, 9] Let \( t \) be a positive integer. The evolving \( t \)-threshold access structure \( M \) refers to the set consisting only of all elements in \( 2^{PN} \) of size at least \( t \), i.e.

\[
M = \{ A \in 2^{PN} | \#A \geq t \}.
\]

For simplicity, we use \((t, \infty)\)-threshold to represent evolving \( t \)-threshold. Now, the formal definition of the evolving secret sharing scheme is as follows.

Definition 6. [8, 9] Let \( S \) denote a domain of secrets, where \( \#S \geq 2 \). Let \( M \) denote an evolving access structure. An evolving secret sharing scheme \( \Sigma \) for \( S \) and \( M \) consists of a pair of probabilistic algorithms \((S, R)\). The sharing algorithm \( S \) and the recovery algorithm \( R \) are required to satisfy:

1) At time \( t \in \mathbb{N} \), the sharing algorithm \( S \) generates share \( sh_i^{(s)} \) according to the secret \( s \in S \) and shares \( sh_i^{(s)}, sh_{P_2}^{(s)}, \ldots, sh_{P_{t-1}}^{(s)} \), i.e.

\[
S(s, \{sh_i^{(s)}\}_{i \in [t-1]}) = sh_{P_t}^{(s)}.
\]

2) **Correctness:** For each time \( t \in \mathbb{N} \), every qualified set \( A \in M_t \) and any secret \( s \in S \), the recovery algorithm \( R \) can recover the secret \( s \) with probability 1, i.e.

\[
Pr[R(A, \{sh_i^{(s)}\}_{i \in A}) = s] = 1.
\]

3) **Secrecy:** For each time \( t \in \mathbb{N} \), each unqualified set \( A \not\in M_t \) does not get any information about the secret \( s \); that is, for each time \( t \), any two different secrets \( s_1, s_2 \in S \) and each unqualified set \( A \not\in M_t \), it holds that the distributions \((\{sh_j^{(s_1)}\}_{j \in A})\) and \((\{sh_j^{(s_2)}\}_{j \in A})\) are the same.

Komargodski et al. [8, 9] found the equivalence between the \((2, \infty)\)-thresholded secret sharing scheme and prefix coding of integers. This interesting conclusion is shown below.

Theorem 2. [8, 9] Let \( \sigma : \mathbb{N} \rightarrow \mathbb{B}^+ \) be a prefix coding of integers. The length of its \( t \)-th codeword is \( L_\sigma(t) \), where \( t \in \mathbb{N} \). Such an integer code exists if and only if there exists a \((2, \infty)\)-threshold secret sharing scheme \( \Sigma \) for 1-bit secret, and the \( t \)-th share size is \( L_\sigma(t) \) bits.

An interesting and essential understanding of Theorem 2 can be found in [10].
C. The Metric Minimum Expansion Factor $K^*_c$ for Universal Coding of Integers

Universal coding of integers is a class of binary prefix code, such that the ratio of the expected codeword length to $\max\{1, H(P)\}$ is within a constant for any decreasing probability distribution $P$ of $\mathbb{N}$ (i.e., $\sum_{n=1}^{\infty} P(n) = 1$, and $P(m) \geq P(m+1) \geq 0$ for all $m \in \mathbb{N}$), where $H(P) := -\sum_{n=1}^{\infty} P(n) \log_2 P(n)$ is the entropy of $P$. The formal definition of universal coding of integers is as follows.

**Definition 7.** [16, 18] Let $\sigma: \mathbb{N} \rightarrow \mathbb{B}^*$ be a binary prefix coding of integers. Let $L_{\sigma}(\cdot)$ denote the length function of $\sigma$ so that $L_{\sigma}(m) = |\sigma(m)|$ for all $m \in \mathbb{N}$. $\sigma$ is called universal if there exists a constant $K_{\sigma}$ independent of $P$, such that

\[
\frac{E_P(L_{\sigma})}{\max\{1, H(P)\}} \leq K_{\sigma},
\]

for any decreasing probability distribution $P$ with finite entropy, where

\[
E_P(L_{\sigma}) := \sum_{n=1}^{\infty} P(n)L_{\sigma}(n)
\]

denotes the expected codeword length for $\sigma$. Then $K_{\sigma}$ is called the expansion factor. Let $K^*_\sigma := \inf\{K_{\sigma}\}$ be the infimum of the set of expansion factors. $K^*_\sigma$ is called the minimum expansion factor.

The minimum expansion factor $K^*_\sigma$ is the smallest of the expansion factors. For any universal coding of integers, its minimum expansion factor $K^*_\sigma$ is unique. The minimum expansion factor $K^*_\sigma$, as a metric, evaluate the compression effect of universal coding of integers. Therefore, universal coding of integers $\sigma$ is called optimal if $\sigma$ achieves the smallest $K^*_\sigma$.

Finally, we introduce two classes of universal coding of integers, $\iota$ code [17] and $\eta$ code [16], which can achieve smaller expansion factors. In particular, $\iota$ code is currently the only universal coding of integers that can achieve $K_\iota = 2.5$. The two codes are briefly introduced as follows.

The unary code $\alpha$ of the non-negative integer $m$ is constructed as $m$ bits of 0 followed by a single 1. Let $\beta(m)$ denote the standard binary representation of $m \in \mathbb{N}$, and let $[\beta(m)]$ denote the removal of the most significant bit 1 of $\beta(m)$. For example, $\alpha(2) = 001$, $\beta(10) = 1010$ and $[\beta(10)] = 010$. Note that $[\beta(1)]$ is a null string. We define $\beta(0)$ as a null string, and the length of the null string is 0.
1) The code \( \iota : \mathbb{N} \rightarrow \mathbb{B}^* \) can be expressed as
\[
\iota(m) = \begin{cases} 
1, & \text{if } m = 1, \\
\alpha\left(\frac{|\beta(m)|}{2}\right)0[\beta(m)], & \text{if } |\beta(m)| \text{ is even}, \\
\alpha\left(\frac{|\beta(m)| - 1}{2}\right)\beta(m), & \text{otherwise},
\end{cases}
\]
for all \( m \in \mathbb{N} \). The codeword length is given by
\[
|\iota(m)| = 1 + \left\lfloor \frac{|\beta(m)|}{2} \right\rfloor + |\beta(m)|
= 2 + \left\lfloor 1 + \frac{\log_2(m)}{2} \right\rfloor + \log_2(m),
\]
for \( 2 \leq m \in \mathbb{N} \) and \( |\eta(1)| = 1 \).

2) The code \( \eta : \mathbb{N} \rightarrow \mathbb{B}^* \) can be expressed as
\[
\eta(m) = \begin{cases} 
\alpha\left(\frac{|\beta(m-1)|}{2}\right)\beta(m-1), & \text{if } |\beta(m-1)| \text{ is even}, \\
\alpha\left(1 + \frac{|\beta(m-1)|}{2}\right)0[\beta(m-1)], & \text{otherwise},
\end{cases}
\]
for all \( m \in \mathbb{N} \). The codeword length is given by
\[
|\eta(m)| = 1 + \left\lfloor 1 + \frac{|\beta(m-1)|}{2} \right\rfloor + |\beta(m-1)|
= 3 + \left\lfloor \frac{\log_2(m-1)}{2} \right\rfloor + \log_2(m-1),
\]
for \( 2 \leq m \in \mathbb{N} \) and \( |\eta(1)| = 1 \).

III. THE REACHABLE LOWER BOUND OF THE SUM OF SHARE SIZES FOR
(2, \( n \))-THRESHOLD SECRET SHARING SCHEMES

In this section, the reachable lower bound of the sum of share sizes for \((2, n)\)-threshold secret sharing schemes is proved. Let \( \min[\text{sum}(2, n)] \) denote the minimum sum of share sizes in all \((2, n)\)-threshold secret sharing schemes. The optimal \((2, n)\)-threshold secret sharing scheme is defined as the secret sharing scheme with the sum of share sizes \( \min[\text{sum}(2, n)] \).

In the early 1990s, Kilian and Nisan first proposed and proved Theorem \( \Box \) in an email, but it was not officially published. This unpublished result has been mentioned in numerous papers and the proof by Kilian and Nisan was first published publicly in \( \Box \). Theorem \( \Box \) shows that the sum of share sizes for \((2, n)\)-threshold secret sharing schemes is greater than or equal to \( n \log_2 n \), i.e.
\[
\min[\text{sum}(2, n)] \geq n \log_2 n.
\]
This section gives a tighter bound than the lower bound $n \log_2 n$ and this bound is achievable; that is, this section gives the exact expression for $\min[\text{sum}(2, n)]$. First, a correspondence similar to Theorem 2 is given.

**Theorem 3.** Let $\sigma : [n] \rightarrow \mathbb{B}^*$ be a prefix code. The length of its $t$-th codeword is $L_\sigma(t)$, where $t \in [n]$. Such a prefix code exists if and only if there exists a $(2, n)$-threshold secret sharing scheme $\Sigma$ for 1-bit secret, and the $t$-th share size is $L_\sigma(t)$ bits.

**Proof.** (1) **Sufficient:** Suppose that there exists a $(2, n)$-threshold secret sharing scheme $\Sigma$ for 1-bit secret, and the $t$-th share size is $L_\sigma(t)$ bits. From Lemma 1, we obtain
\[ \sum_{j=1}^{n} \frac{1}{2^{L_\sigma(j)}} \leq 1. \]

Due to the Kraft’s inequality [21], we know that there exists a prefix code with codeword lengths $L_\sigma(1), L_\sigma(2), \ldots, L_\sigma(n)$.

(2) **Necessary:** Suppose that there is a prefix code with codeword lengths $L_\sigma(1), L_\sigma(2), \ldots, L_\sigma(n)$. Next, we construct a $(2, n)$-threshold secret sharing scheme $\Sigma$ for 1-bit secret. Let $s \in \mathbb{B}$ be the secret, and let $M$ denote the maximum value among $L_\sigma(1), L_\sigma(2), \ldots, L_\sigma(n)$. The dealer randomly generates a binary string $Q$ of length $M$. Let $Q|_t$ denote the first $L_\sigma(t)$ bits of the string $Q$. If $s = 0$, then the $t$-th share is $sh(t) = \sigma(t) \oplus Q|_t$; If $s = 1$, then the $t$-th share is $sh(t) = Q|_t$. The $t$-th share size is $L_\sigma(t)$ bits.

In the recovery secret stage, let the two different shares be $sh(t_1)$ and $sh(t_2)$. Without loss of generality assume that $|sh(t_1)| \leq |sh(t_2)|$. If $sh(t_1)$ is a prefix of $sh(t_2)$, the output is 1; otherwise, the output is 0.

(2.1) **Correctness:** If $s = 0$, then $sh(t_1) = \sigma(t_1) \oplus Q|_{t_1}$ and $sh(t_2) = \sigma(t_2) \oplus Q|_{t_2}$. Since $Q|_{t_1}$ is a prefix of $Q|_{t_2}$ and $\sigma(t_1)$ is not a prefix of $\sigma(t_2)$, then $\Pi(t_1)$ is not a prefix of $\Pi(t_2)$. Therefore, the output is 0 is correct. If $s = 1$, then $sh(t_1) = Q|_{t_1}$ and $sh(t_2) = Q|_{t_2}$. Since $Q|_{t_1}$ is a prefix of $Q|_{t_2}$, the output is 1 is correct.

(2.2) **Secrecy:** Because $Q|_t$ is uniformly distributed on $\mathbb{B}^{L_\sigma(t)}$, whether $s = 0$ or $s = 1$, there is a share $sh(t)$ uniformly distributed on $\mathbb{B}^{L_\sigma(t)}$. Therefore, no single party can get any information about the secret $s$.

Next, the main theorem of this section is given.
**Theorem 4.** Let \( n \) be an integer greater than 1, then

\[
\min[\text{sum}(2, n)] = nm + 2l,
\]

where \( m := \lfloor \log_2 n \rfloor \) and \( l := n - 2^m \).

**Proof.** Suppose that \( \Sigma \) is a \((2, n)\)-threshold secret sharing scheme for 1-bit secret, and the \( j \)-th share size is \( m_j \) bits, where \( j \in [n] \). We need to find a scheme \( \Sigma \) that minimizes the sum \( \sum_{j=1}^{n} m_j \); that is, find the minimum value \( \min[\text{sum}(2, n)] \) of \( \sum_{j=1}^{n} m_j \).

Due to Theorem 3, \( \Sigma \) corresponds to a prefix code \( \sigma : [n] \rightarrow \mathbb{B}^* \), and the length of its \( j \)-th codeword is \( m_j \), where \( j \in [n] \). To make \( \sum_{j=1}^{n} m_j \) minimum is equivalent to minimizing the expected codeword length \( L = \sum_{j=1}^{n} P_\sigma(j) m_j = \frac{1}{n} \sum_{j=1}^{n} m_j \) of the prefix code \( \sigma \) with probability distribution

\[
P = \left( P(1) = P(2) = \cdots = P(n) = \frac{1}{n} \right).
\]

Because given a probability distribution, Huffman code is the prefix code with the smallest expected codeword length. Therefore, it is only necessary to calculate the expected codeword length when encoding with Huffman code in the case of the probability distribution \( P \). From \( P \) is a uniform distribution and the encoding rule of Huffman code, it can be known that the code tree obtained by encoding is a full binary tree and the layers of leaf nodes differ by at most 1, so the lengths of all codewords differ by at most 1. Then, there are \( 2^m - l \) codewords with codeword length \( m \) and \( 2l \) codewords with codeword length of \( m + 1 \). Therefore, the minimum value of \( \sum_{j=1}^{n} m_j \) is

\[
\min[\text{sum}(2, n)] = m(2^m - l) + 2l(m + 1)
= m2^m + ml + 2l
= nm + 2l.
\]

From Theorem 4, \( nm + 2l \) is the reachable lower bound of the sum of share sizes for \((2, n)\)-threshold secret sharing scheme. Since \( n \log_2 n \) is the lower bound, there must be \( nm + 2l \geq n \log_2 n \). To show that our results are novel, we compare \( nm + 2l \) and \( n \log_2 n \) only from a purely mathematical point of view.

**Lemma 2.** For any \( n = 2^m + l \in \mathbb{N} \), where \( m = \lfloor \log_2 n \rfloor \). Then

\[
\phantom{nm + 2l \geq n \log_2 n} \quad \text{(2)}
\]
Proof. Let \( x := \log_2 n \) and \( y := x - \lfloor x \rfloor \), then \( 0 \leq y < 1 \). We obtain

\[
\begin{align*}
nm + 2l &\geq n \log_2 n \\
\iff n[\log_2 n] + 2n - 2^{\lfloor \log_2 n \rfloor} &\geq n \log_2 n \\
\iff n(2 + [\log_2 n] - \log_2 n) &\geq 2 \cdot 2^{\lfloor \log_2 n \rfloor} \\
\iff 2^x(2 + [x] - x) &\geq 2 \cdot 2^x \\
\iff 2^y(2 - y) &\geq 2.
\end{align*}
\]

Therefore, it is equivalent to proving that \( 2^y(2 - y) \geq 2 \) for \( y \in [0, 1) \). Let \( f(y) := 2^y(2 - y) \).

By calculating the derivative, we know that \( f(y) \) is strictly monotonically increasing over the interval \([0, y_0)\) and strictly monotonically decreasing over the interval \([y_0, 1)\), where \( y_0 = 2 - \frac{1}{\ln 2} \).

Therefore, for \( y \in [0, 1) \), we have

\[
f(y) \geq \min\{f(0), f(1)\} = 2.
\]

\( \square \)

From the proof process of Lemma 2, we know that when \( y = 0 \), inequality (2) is equal; that is, inequality (2) is equal when \( n \) is a power of 2. Due to the monotonicity of the function \( f(y) \), we reasonably guess that at the midpoint \( 2^m + 2^{m-1} \) of the two powers of 2, the difference between the two sides of inequality (2) is large. Thus, Table 1 lists some values comparing \( nm + 2l \) and \( n \log_2 n \). Table 1 confirms the equivalence of inequality (2) from the side; that is, when \( n = 2^m \), there is \( nm + 2l = m \cdot 2^m = n \log_2 n \). In addition, it can be found that the difference at \( 2^m + 2^{m-1} \) is larger when \( m \) is larger, interestingly, the latter difference is 2 times the previous difference. This finding is verified below.

Let \( n_1 := 2^m + 2^{m-1} \) and \( n_2 := 2^{m-1} + 2^{m-2} \). Let \( d(n) := nm + 2l - n \log_2 n \), we obtain

\[
d(n_1) = (2^m + 2^{m-1})m + 2^m - (2^m + 2^{m-1}) \log_2(2^m + 2^{m-1}) \\
= (2^m + 2^{m-1})(m - 1) + 2^m - (2^m + 2^{m-1}) \log_2(2^{m-1} + 2^{m-2}) \\
= 2 \left( 2^{m-1} + 2^{m-2} \right)(m - 1) + 2^{m-1} - (2^{m-1} + 2^{m-2}) \log_2(2^{m-1} + 2^{m-2}) \\
= 2d(n_2).
\]

This shows that when \( m \) tends to infinity, the difference at \( 2^m + 2^{m-1} \) tends to infinity. Therefore, the reachable lower bound \( nm + 2l \) proved in this paper is not only a new result, but also very meaningful.
Table I: Comparison of some values of \(nm + 2l\) and \(n \log_2 n\)

| \(n\) | \(nm + 2l\) | \(n \log_2 n\) | difference | \(n\) | \(nm + 2l\) | \(n \log_2 n\) | difference |
|------|------------|----------------|------------|------|------------|----------------|------------|
| 2    | 2          | 2              | 0          | 3    | 5          | 4.75           | 0.25       |
| 4    | 8          | 8              | 0          | 6    | 16         | 15.51          | 0.49       |
| 8    | 24         | 24             | 0          | 12   | 44         | 43.02          | 0.98       |
| 16   | 64         | 64             | 0          | 24   | 112        | 110.04         | 1.96       |
| 32   | 160        | 160            | 0          | 48   | 272        | 268.08         | 3.92       |
| 64   | 384        | 384            | 0          | 96   | 640        | 632.16         | 7.84       |
| \(2^7\) | 896      | 896            | 0          | \(2^7 + 2^6\) | 1472 | 1456.31     | 15.69      |
| \(2^8\) | 2048     | 2048           | 0          | \(2^8 + 2^7\) | 3328 | 3296.63     | 31.37      |
| \(2^9\) | 4608     | 4608           | 0          | \(2^9 + 2^8\) | 7424 | 7361.25     | 62.75      |
| \(2^{10}\) | 10240    | 10240          | 0          | \(2^{10} + 2^9\) | 16384 | 16258.50    | 125.50     |
| \(2^{11}\) | 22528    | 22528          | 0          | \(2^{11} + 2^{10}\) | 35840 | 35589.00    | 251.00     |
| \(2^{12}\) | 49152    | 49152          | 0          | \(2^{12} + 2^{11}\) | 77824 | 77322.01    | 501.99     |
| \(2^{13}\) | 106496   | 106496         | 0          | \(2^{13} + 2^{12}\) | 167936 | 166932.02   | 1003.98    |
| \(2^{14}\) | 229376   | 229376         | 0          | \(2^{14} + 2^{13}\) | 360448 | 358440.04   | 2007.96    |
| \(2^{15}\) | 491520   | 491520         | 0          | \(2^{15} + 2^{14}\) | 770048 | 766032.08   | 4015.92    |
| \(2^{16}\) | 1048576  | 1048576        | 0          | \(2^{16} + 2^{15}\) | 1638400 | 1630368.15  | 8031.85    |

Note: After rounding \(n \log_2 n\), retain two decimal places.

### IV. A New Metric for \((2, \infty)\)-Threshold Secret Sharing Schemes

Theorem 2 shows that there is a one-to-one correspondence between the \((2, \infty)\)-thresholded secret sharing scheme and the prefix coding of integers. For simplicity, integer codes mentioned in this paper refer to the prefix coding of integers.

The question that this section will aim to answer is which integer codes should be chosen to construct secret sharing better; that is, this section strives to formulate a metric under which one can judge which of the two integer codes is more suitable for constructing \((2, \infty)\)-thresholded secret sharing schemes.

In traditional secret sharing, since shares are distributed at one time, the metric to measure is the sum of share sizes, and it is hoped that the smaller the sum, the better. In evolving secret sharing, the specific number of parties participating in secret sharing is not known, and even the number of parties may be infinitely countable. Therefore, it is impossible to calculate the sum of share sizes by distributing the shares all at one time.

The simplest idea of whether it is possible to construct a \((2, \infty)\)-threshold secret sharing scheme so that the length of share generated at any \(t\) time is the smallest. Unfortunately, such
a scheme does not exist. From Theorem 2, for any \((2, \infty)\)-thresholded secret sharing scheme \(\Sigma\), there exists an integer code \(\sigma\), such that the \(t\)-th codeword length \(L_{\sigma}(t)\) is exactly the size of share distributed by the scheme \(\Sigma\) at the \(t\)-th moment. From the theory of prefix codes, it is impossible to have an integer code \(\sigma\), such that for any integer code \(\psi\) and any positive integer \(t\), there is \(L_{\sigma}(t) \leq L_{\psi}(t)\). An integer code is called **complete** if the integer code makes Kraft’s inequality [21] equal. When two different complete integer codes \(\psi\) and \(\sigma\) compare the codeword lengths, if \(t\) is sufficiently large, both have \(L_{\sigma}(t) \leq L_{\psi}(t)\), then there must be a smaller positive integer \(t_0\) such that \(L_{\sigma}(t_0) > L_{\psi}(t_0)\); in other words, the codeword length advantage of the \(\sigma\) at larger integers is at the expense of codeword length at smaller integers. So this simple idea does not work.

The second common idea only considers sufficiently large moments \(t\), if there is a \((2, \infty)\)-threshold secret sharing scheme such that the share size \(L(t)\) generated at sufficiently large moments \(t\) are all the smallest, we think this scheme is the best. It is known that the codeword length advantage at larger integers is at the expense of codeword length at smaller integers. However, in evolving secret sharing, the share size \(L(t)\) of the larger moment \(t\) is obviously not as important as the share size of the smaller moment due to the unknown number of parties. Therefore, this idea is unreasonable, and we need to find more reasonable and feasible metrics.

In fact, evolving secret sharing has one thing in common with universal coding of integers: they both face unknowns. Evolving secret sharing has no prior knowledge of the number of parties, and universal coding of integers has no prior knowledge of probability distributions. Therefore, it is hoped to propose a metric similar to the metric minimum expansion factor \(K^*\) to evaluate the overall effect of \((2, \infty)\)-threshold secret sharing schemes. The new metric is defined as follows.

**Definition 8.** Let \(\Sigma\) be a \((2, \infty)\)-threshold secret sharing scheme, which corresponds to the integer code \(\sigma\), and the size of the share distributed at \(t\)-th moment is \(L_{\sigma}(t)\) bits. The global metric \(K_{\Sigma}\) of the scheme \(\Sigma\) is defined as follows:

\[
K_{\Sigma} := \sup \left\{ \frac{\sum_{t=1}^{n} L_{\sigma}(t)}{\min\{\sum(2, n)\}} \mid \forall n \in \mathbb{N}^+, n \neq 1 \right\} \\
= \sup \left\{ \frac{\sum_{t=1}^{n} L_{\sigma}(t)}{nm + 2l} \mid \forall n \in \mathbb{N}^+, n \neq 1 \right\},
\]

where \(m := \lfloor \log_2 n \rfloor\) and \(l := n - 2^m\).
The meaning of the global metric $K_\Sigma$ is that no matter how many parties participate in secret sharing when any fixed number of parties is $n_0$, the sum of the share sizes for the $(2, \infty)$-threshold secret sharing scheme $\Sigma$ is less than or equal to $K_\Sigma$ times of the sum of the share sizes for the optimal $(2, n_0)$-threshold secret sharing scheme.

Finally, the optimal $(2, \infty)$-threshold secret sharing scheme and the optimal integer code for $(2, \infty)$-threshold secret sharing schemes are defined below.

**Definition 9.** The $(2, \infty)$-threshold secret sharing scheme with the smallest global metric $K_\Sigma$ is called the optimal $(2, \infty)$-threshold secret sharing scheme. The integer code corresponding to the optimal $(2, \infty)$-threshold secret sharing scheme is called the optimal integer code for $(2, \infty)$-threshold secret sharing schemes.

V. THE VALUE RANGE OF $K_\Sigma$ FOR THE OPTIMAL $(2, \infty)$-THRESHOLD SECRET SHARING SCHEME

In this section, we study the value range of the global metric $K_\Sigma$ for the optimal $(2, \infty)$-threshold secret sharing scheme.

First, the lower bound of the global metric $K_\Sigma$ is given. For simplicity, let 
\[ L(n, \sigma) := \sum_{t=1}^{n} L_\sigma(t) \]
\[ \frac{nm + 2l}{nm + 2l} \]

Consider the case where the number of parties $n = 2$. Due to $L_\sigma(1) \geq 1$ and $L_\sigma(2) \geq 2$ for any integer code $\sigma$, we obtain 
\[ L(2, \sigma) = \frac{\sum_{t=1}^{2} L_\sigma(t)}{2} = \frac{3}{2} \geq 1.5. \]

Therefore, the global metric $K_\Sigma$ satisfies $K_\Sigma \geq 1.5$.

Next, we will construct schemes $\Sigma$ in the following two subsections so that its the global metric $K_\Sigma$ is close to the lower bound 1.5.

A. Panning Code

In this subsection, we construct $(2, \infty)$-threshold secret sharing schemes with small $K_\Sigma$ using known universal coding of integers.

The length of the second codeword of the currently constructed universal coding of integers $\sigma$ is strictly greater than 2; that is, $L_\sigma(2) \geq 3$, then 
\[ L(2, \sigma) = \frac{\sum_{t=1}^{2} L_\sigma(t)}{2} \geq 2. \]
At this time, the global metric $K_{Σ}$ is far from the lower bound 1.5. Therefore, we consider a panning code $σ^+$ constructed from a known integer code $σ$. The panning code $σ^+ : \mathbb{N}^+ \rightarrow \mathbb{B}^*$ is constructed as follows.

$$σ + (m) := \begin{cases} 1, & \text{if } m = 1, \\ 0σ(m - 1), & \text{otherwise}, \end{cases}$$

for all $m \in \mathbb{N}$. If the length of the first codeword of integer code $σ$ is 1, then the length of the first codeword of $σ^+$ is 1 and the length of the second codeword of $σ^+$ is 2.

Before considering which integer code to use to construct the $(2, \infty)$-threshold secret sharing scheme, we first prove the following lemma.

**Lemma 3.** Let the integer code $σ$ satisfy $L_σ(1) = 1$, $L_σ(2) = 2$ and

$$L_σ(t) \leq a + b[\log_2(t - 1)],$$

for all $3 \leq t \in \mathbb{N}$, where $a$ and $b$ are positive constants. Then

$$\lim_{n \to +\infty} L(n, σ) \leq b,$$

and when inequality (4) takes the equal sign, inequality (5) also takes the equal sign.

**Proof.** Let $m = \lfloor \log_2 n \rfloor$ and $l = n - 2^m$. When the integer $n \geq 3$, we have

$$\sum_{t=1}^{n} L_σ(t) \leq 3 + \sum_{t=3}^{n} \left(a + b[\log_2(t - 1)]\right)$$

$$= 3 + a(n - 2) + b\sum_{t=2}^{n-1} [\log_2 t]$$

$$= 3 + a(n - 2) + b\left(lm + \sum_{d=1}^{m-1} d \cdot 2^d\right)$$

$$= 3 + a(n - 2) + b\left[lm + (m - 2)2^m + 2\right]$$

$$= 3 + a(n - 2) + b(nm + 2l - 2n + 2).$$

Then, we obtain

$$\lim_{n \to +\infty} L(n, σ) \leq \lim_{n \to +\infty} \frac{3 + a(n - 2) + b(nm + 2l - 2n + 2)}{nm + 2l}$$

$$= b + \lim_{n \to +\infty} \frac{3 + an - 2a + 2b - 2bn}{nm + 2l}$$

$$= b + \lim_{n \to +\infty} \frac{(a - 2b)n}{nm + 2l}$$

$$= b.$$
From the above calculation process, it is easy to know that when inequality (4) takes the equal sign, inequality (5) also takes the equal sign.

Lemma 3 shows that the integer code $\sigma$ should be chosen so that the constant $b$ for the panning code $\sigma+$ in inequality (4) is as small as possible. Because the global metric $K_{\Sigma} \leq 1.5$, it is hoped that the constant $b$ in inequality (4) takes 1.5. In this case, when $n = 2$ and $n$ tends to infinity, $\mathcal{L}(n, \sigma+)$ is less than or equal to 1.5, and it is reasonable to guess that the global metric at this time is better.

Both $\iota$ code and $\eta$ code satisfy that the length of the first codeword is 1, and the constant $b$ in inequality (4) can be set to be 1.5. Therefore, at the end of this subsection, we analyze the global metrics for $(2, \infty)$-threshold secret sharing schemes corresponding to $\iota+$ code and $\eta+$ code respectively.

First, analyse the global metrics $K_{\iota+}$ corresponding to $\iota+$ code. The $\iota+$ code satisfy $L_{\iota+}(1) = 1$, $L_{\iota+}(2) = 2$ and

$$L_{\iota+}(t) = L_{\iota}(t-1) + 1 \leq \frac{7}{2} + \frac{3}{2} \left\lfloor \log_2(t-1) \right\rfloor.$$

for all $3 \leq t \in \mathbb{N}$. When $n = 4$, we obtain

$$\mathcal{L}(4, \iota+) = \frac{\sum_{t=1}^{4} L_{\iota+}(t)}{4 \times 2 + 2 \times 0} = 1.625.$$  

When $2 \leq n < 15$, we can directly verify that $\mathcal{L}(n, \iota+) \leq 1.625$. When $n \geq 16$ (i.e. $m \geq 4$), $a = \frac{7}{2}$ and $b = \frac{3}{2}$ can be substituted into (6) to get

$$\sum_{t=1}^{n} L_{\sigma}(t) \leq \frac{3}{2}(nm + 2l) + \frac{1}{2}n - 1.$$ 

Thus, we have

$$\mathcal{L}(n, \iota+) \leq \frac{1.5(nm + 2l) + 0.5n - 1}{nm + 2l} = 1.5 + \frac{0.5n - 1}{nm + 2l} < 1.5 + \frac{0.5n}{nm} = 1.5 + \frac{1}{2m} \leq 1.625.$$ 

Therefore, the global metric corresponding to the $\iota+$ code is $K_{\iota+} = 1.625$. 
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Second, analyse the global metrics $K_{H^+}$ corresponding to $\eta^+$ code. The $\eta^+$ code satisfy $L_{\eta^+}(1) = 1$, $L_{\eta^+}(2) = 2$ and

$$L_{\eta^+}(t) = L_{\eta}(t - 1) + 1 \leq 4 + \frac{3}{2} \lfloor \log_2(t - 2) \rfloor.$$

for all $3 \leq t \in \mathbb{N}$. When $n = 32$, we obtain

$$\mathcal{L}(32, \eta^+) = \frac{\sum_{t=1}^{32} L_{\eta^+}(t)}{32 \times 5 + 2 \times 0} = 1.61875.$$ 

When $2 \leq n < 512$, we can directly verify that $\mathcal{L}(n, \eta^+) \leq 1.61875$. When $n \geq 512$ (i.e. $m \geq 9$), we consider the following two cases.

1) $n$ is a power of $2$:

In this case, $n = 2^m$ and $nm + 2l = nm$. When $m \geq 9$, we obtain

$$\sum_{t=1}^{n} L_{\eta^+}(t) \leq 3 + \sum_{t=3}^{n} \left( 4 + \frac{3}{2} \lfloor \log_2(t - 2) \rfloor \right)$$

$$= 4n - 5 + \frac{3}{2} \sum_{t=2}^{n-2} \lfloor \log_2 t \rfloor$$

$$= 4n - 5 + \frac{3}{2} \left( \sum_{d=1}^{m-1} d \cdot 2^d - (m - 1) \right)$$

$$= 4n - 5 + \frac{3}{2} \left( (m - 2)2^m - m + 3 \right)$$

$$= \frac{3}{2} nm + n - \frac{3}{2} m - \frac{1}{2}.$$ 

Thus, we have

$$\mathcal{L}(n, \eta^+) \leq 1.5 + \frac{n - 1.5m - 0.5}{nm}$$

$$< 1.5 + \frac{n}{nm}$$

$$= 1.5 + \frac{1}{m}$$

$$< 1.61875.$$ 

2) $n$ is not a power of $2$: 
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In this case, $n = 2^m + l$ and $1 \leq l \leq 2^m - 1$. When $m \geq 9$, we obtain

$$\sum_{t=1}^{n} L_{\eta^+}(t) \leq 4n - 5 + \frac{3}{2} \sum_{t=2}^{n-2} \lfloor \log_2 t \rfloor$$

$$= 4n - 5 + \frac{3}{2} \left[ (l - 1)m + \sum_{d=1}^{m-1} d \cdot 2^d \right]$$

$$= 4n - 5 + \frac{3}{2} \left[ lm - m + (m - 2)2^m + 2 \right]$$

$$= \frac{3}{2} \left( nm + 2l \right) + n - 1.5m - 2.$$

Thus, we have

$$\mathcal{L}(n, \eta^+) \leq 1.5 + \frac{n - 1.5m - 2}{nm + 2l}$$

$$< 1.5 + \frac{n}{nm}$$

$$= 1.5 + \frac{1}{m}$$

$$< 1.61875.$$

In summary, when $m \geq 9$, we obtain $\mathcal{L}(n, \eta^+) < 1.61875$. Therefore, the global metric corresponding to the $\eta^+$ code is $K_{H^+} = 1.61875$.

It can be seen from the calculation that the global metrics $K_{I^+} = 1.625$ and $K_{H^+} = 1.61875$ are close to the lower bound 1.5, so $(2, \infty)$-threshold secret sharing schemes $I^+$ and $H^+$ corresponding to $i^+$ code and $\eta^+$ code have good overall effects.

B. $\lambda$ code achieves $K_{\Lambda} = 1.59375$

In this subsection, we construct a new integer code, termed $\lambda$ code, to achieve the global metric $K_{\Lambda} = 1.59375$. In the previous subsection, the panning codes constructed using the existing integer codes achieve good global metrics. At present, the best effect is the global metric $K_{H^+} = 1.61875$, which is achieved by $\eta^+$ code. The structure of $\lambda$ code is related to $\eta^+$ code, and the specific structure is as follows.

Let $a \in \mathbb{B}^m$ denote a codeword of length $m$, then $a0$ and $a1$ are two codewords of length $m + 1$. We call the process from $a$ to $a0$ and $a1$ as the splitting of $a$. If $a$ is a codeword of $\sigma$ code, and $a$ is replaced by two codewords after $a$ split, then $\sigma$ code is said to be split at $a$, and $\sigma$ code after the split is noted as $\sigma[a]$. Obviously, if $\sigma$ code is a prefix code, then $\sigma[a]$ code is still a prefix code.
TABLE II: The first 24 codewords of $\eta+$ code and $\lambda$ code

| $n$ | $\eta+$ code | $\lambda$ code |
|-----|--------------|-----------------|
| 1   | 1            | 1               |
| 2   | 01           | 01              |
| 3   | 0010         | 0010            |
| 4   | 00110        | 00110           |
| 5   | 00111        | 001110          |
| 6   | 00010000     | 001111          |
| 7   | 0001001      | 0001000         |
| 8   | 0001010      | 0001001         |
| 9   | 0001011      | 00010100        |
| 10  | 00011000     | 00010101        |
| 11  | 00011001     | 00010110        |
| 12  | 00011010     | 00010111        |
| 13  | 00011011     | 00010000        |
| 14  | 00011100     | 00011001        |
| 15  | 00011101     | 00011001        |
| 16  | 00011110     | 00011011        |
| 17  | 00011111     | 00011100        |
| 18  | 000010000    | 00011101        |
| 19  | 000010001    | 000111010       |
| 20  | 000010010    | 000111011       |
| 21  | 000010011    | 000111100       |
| 22  | 000010100    | 000111101       |
| 23  | 000010101    | 000111110       |
| 24  | 000010110    | 000111111       |

$\lambda$ code is essentially the code obtained after $\eta+$ code is splits at $\eta+(5)$, $\eta+(8)$, $\eta+(9)$, $\eta+(14)$, $\eta+(15)$, $\eta+(16)$ and $\eta+(17)$; that is,

$$\lambda = \eta + [\eta+(5), \eta+(8), \eta+(9), \eta+(14), \eta+(15), \eta+(16), \eta+(17)].$$

Table II lists the first 24 codewords of $\eta+$ code and $\lambda$ code. The underlined part in Table II is related to the split codeword. $\sum_{t=1}^{24} L_\lambda(t) = 174$ can be obtained by simple calculations. When $n \geq 25$, $\lambda(n) = \eta + (n-7) = 0\eta(n-8)$. Therefore, we obtain

$$L_\lambda(n) = L_\eta(n-8) + 1 \leq 4 + \frac{3}{2} \lfloor \log_2(n-9) \rfloor,$$

for all $25 \leq n \in \mathbb{N}$.  
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Next, analyse the global metrics $K_\Lambda$ corresponding to $\lambda$ code. When $n = 16$, we obtain
\[ \mathcal{L}(16, \lambda) = \frac{\sum_{t=1}^{16} L_\lambda(t)}{16 \times 4 + 2 \times 0} = 1.59375. \]

When $2 \leq n < 2048$, we can directly verify that $\mathcal{L}(n, \lambda) \leq 1.59375$. When $n \geq 2048$ (i.e. $m \geq 11$), we have
\[
\sum_{t=1}^{n} L_\lambda(t) \leq 174 + \sum_{t=25}^{n} L_\lambda(t)
\leq 174 + 4(n - 24) + \frac{3}{2} \sum_{t=25}^{n} \lfloor \log_2(t - 9) \rfloor
= 78 + 4n + \frac{3}{2} \sum_{t=16}^{n-9} \lfloor \log_2 t \rfloor.
\]

According to the value of $l = n - 2^m$, the following two cases are discussed.

1) $l \geq 8$:

When $m \geq 11$, we obtain
\[
\sum_{t=16}^{n-9} \lfloor \log_2 t \rfloor = \sum_{d=4}^{m-1} d \cdot 2^d + m(l - 8)
= (m - 2)2^m - 32 + ml - 8m.
\]

Thus, we have
\[
\mathcal{L}(n, \lambda) \leq \frac{78 + 4n + 1.5 [(m - 2)2^m - 32 + ml - 8m]}{nm + 2l}
< 1.5 + \frac{n - 12m + 30}{nm + 2l}
< 1.5 + \frac{n}{nm + 2l}
< 1.5 + \frac{1}{m}
< 1.59375.
\]

2) $1 \leq l < 8$:

When $m \geq 11$, we obtain
\[
\sum_{t=16}^{n-9} \lfloor \log_2 t \rfloor = \sum_{d=4}^{m-1} d \cdot 2^d + (m - 1)(l - 8)
= (m - 2)2^m - 24 + ml - 8m - l.
\]
Thus, we have

\[ L(n, \lambda) \leq 78 + 4n + 1.5 \left[ (m - 2)2^m - 24 + ml - 8m - l \right] \]

\[ = 1.5 + \frac{n - 12m - 1.5l + 42}{nm + 2l} \]

\[ < 1.5 + \frac{n}{nm + 2l} \]

\[ < 1.59375. \]

In summary, when \( m \geq 11 \), we obtain \( L(n, \lambda) < 1.59375 \). Therefore, the global metric corresponding to the \( \lambda \) code is \( K_\Lambda = 1.59375 \). Further, we prove that the range of the global metric \( K_\Sigma \) for the optimal \( (2, \infty) \)-threshold secret sharing scheme is \( 1.5 \leq K_\Sigma \leq 1.59375 \).

VI. CONCLUSIONS

In this paper, we propose a new metric \( K_\Sigma \) for evolving 2-threshold secret sharing schemes \( \Sigma \) and study the range of the global metric \( K_\Sigma \) for the optimal \( (2, \infty) \)-threshold secret sharing scheme. First, we show that the global metric \( K_\Sigma \geq 1.5 \) and use the known universal coding of integers to construct schemes with good global metrics. Second, we construct a new integer code, termed \( \lambda \) code, to achieve the global metric \( K_\Lambda = 1.59375 \). This work shows that the range of the global metric \( K_\Sigma \) for the optimal \( (2, \infty) \)-threshold secret sharing scheme is \( 1.5 \leq K_\Sigma \leq 1.59375 \). Furthermore, the reachable lower bound of the sum of share sizes for \( (2, n) \)-threshold secret sharing schemes is proved. Several issues remain as follows.

1) Is it possible to construct an integer code whose global metric is strictly less than 1.59375?
2) The explicit value of \( K_\Sigma \) of the optimal \( (2, \infty) \)-threshold secret sharing scheme is still unknown.
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