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Abstract

Vision-language pre-training (VLP) on large-scale image-text pairs has recently witnessed rapid progress for learning cross-modal representations. Existing pre-training methods either directly concatenate image representation and text representation at a feature level as input to a single-stream Transformer, or use a two-stream cross-modal Transformer to align the image-text representation at a high-level semantic space. In real-world image-text data, we observe that it is easy for some of the image-text pairs to align simple semantics on both modalities, while others may be related after higher-level abstraction. Therefore, in this paper, we propose a new pre-training method SemVLP, which jointly aligns both the low-level and high-level semantics between image and text representations. The model is pre-trained iteratively with two prevalent fashions: single-stream pre-training to align at a fine-grained feature level and two-stream pre-training to align high-level semantics, by employing a shared Transformer network with a pluggable cross-modal attention module. An extensive set of experiments have been conducted on four well-established vision-language understanding tasks to demonstrate the effectiveness of the proposed SemVLP in aligning cross-modal representations towards different semantic granularities.

1 Introduction

Inspired by recent development of pre-trained language models in various NLP tasks, recent studies (Lu et al., 2019; Su et al., 2019; Tan and Bansal, 2019; Chen et al., 2019b; Li et al., 2020; Yu et al., 2020) on vision-language pre-training (VLP) have pushed the limits of a variety of Vision-and-Language (V+L) tasks, which learn the semantic alignment between the different modalities by harnessing from large-scale image-text pairs.

The semantic gap between different modalities has always been treated as one of the most significant problems in cross-modality research. In current VLP literature, there are two mainstream architectures for bridging the cross-modal semantic gap: single-stream architecture and two-stream architecture. The former such as VL-BERT (Su et al., 2019) and UNITER (Chen et al., 2019b) assumes that the underlying semantics behind the two modalities is simple and clear, and thus simply concatenates image-region features and text features as input to a single Transformer (Vaswani et al., 2017) network for early fusion in a straightforward manner. This paradigm learns the cross-modal semantic alignment from a bottom feature level by using the self-attention mechanism. Nevertheless, the design of single-stream structure treats both modality inputs equally, leaving the inherent different peculiarity of each modality not fully exploited. In contrast, the latter like LXMERT (Tan and Bansal, 2019) and ERNIE-ViL (Yu et al., 2020) first uses separate Transformer encoders to learn high-level abstraction of image and sentence representation respectively, and then combines the two modalities together with a cross-modal Transformer. This kind of design explicitly distinguishes between different modality inputs and aligns the cross-modal representations at a higher semantic level, but is usually parameter inefficient and may ignore certain more fundamental feature-level association.

In real-world image-text data, we observe that it is easy for some of the image-text pairs to align simple semantics on both modalities, while others may be related after higher-level abstraction. As shown in Figure 1, the captions of T1 are more focused on the overview of the image with coarse-level semantics, while T2 are more detailed descriptions that emphasize on the specific parts of the images. The semantic granularity spans different levels for different captions of the same images. It is essential to explicitly consider aligning semantics at multiple levels for deeply understanding the real-world data.
In light of this observation, we propose a new VLP pre-training architecture SemVLP, as a fusion of single-stream and two-stream architectures, which jointly aligns the image and text representation at multiple semantic levels. We observe that both the single-stream and two-stream architectures use common Transformer module, with the main difference that the latter introduces an extra CrossAttention module to allow cross-modal alignment at higher level and the different modalities are separately encoded. To complement the advantages of different architectures, we unify the two mainstream architectures by using a shared Transformer network and a pluggable cross-modal attention module, as shown in Figure 2. To conduct more fine-grained feature-level alignment, we choose a single-stream mode and directly concatenate image-region features and text features as input to the shared Transformer network for pre-training. To enhance high-level semantic alignment, we switch to a two-stream mode by separately encoding both the image and text modalities with the same shared Transformer, where a cross-modal attention module is further added to allow cross-modal fusion at a higher semantic level. The pre-training procedure is conducted iteratively so as to align the real-world image-text data at multiple semantic levels. During the iterative pre-training phase, the shared Transformer network is forced to align the semantics at multiple levels, which enables the trained model to adapt to diverse image-text pairs. In this way, we take advantages of both mainstream architectures for cross-modal fusion, where the parameters are shared to allow for different pre-training styles that regularize with each other.

We evaluate SemVLP on a variety of representative vision-language understanding tasks, including visual question answering, natural language visual reasoning and image-text/image retrieval. On all these tasks, SemVLP obtains significant improvements compared to those methods that align semantics at a single fixed level, where the proposed 12-layer SemVLP model outperforms all the previous single-stream and two-stream architectures with the same model size.

The main contributions of this work can be summarized as follows: (i) We introduce SemVLP, a simple and effective VLP method to learn generic image-text representations for V+L understanding tasks. (ii) We propose a new pre-training framework that aligns cross-modal semantics at multiple levels, which can take advantages of both single-stream and two-stream architectures. To the best of our knowledge, we are among the first to think about unifying the two mainstream architectures for better aligning the cross-modal semantics. (iii) We present extensive experiments and analysis to validate the effectiveness of the proposed SemVLP model, which can obtain superior performance with a 12-layer Transformer backbone on four V+L understanding tasks.

2 Related Work

Pre-training methods have substantially advanced the NLP field in both text understanding and text generation, such as BERT (Devlin et al., 2018), ALBERT (Lan et al., 2019), GPT (Radford et al., 2018) and T5 (Raffel et al., 2019). Inspired by language pre-training, the research community starts to pay more attention to vision-language pre-training in multi-modal scenario, and many pre-training methods have been successfully applied to V+L tasks such as visual question answering (Antol et al., 2015; Hudson and Manning, 2019b) and cross-modality retrieval (Young et al., 2014; Lin
In terms of the model architecture, there are mainly two broad directions to conduct vision-language pre-training. The first line uses a single-stream transformer architecture to model both image and text representations in a unified semantic space such as VLBERT (Su et al., 2019), UNITER (Chen et al., 2019b) and OSCAR (Li et al., 2020). In contrast, the other line adopts a two-stream Transformer architecture that first encodes the image and text modalities separately, and then fuses the cross-modal representations with another Transformer network. Furthermore, some other works focus on designing different pre-training tasks to learn better cross-modal representations such as ERNIE-ViL (Yu et al., 2020) and PixelBERT (Huang et al., 2020).

In this paper, we focus on the V+L understanding tasks with VLP method. Instead of choosing only one model architecture for VL pre-training, we introduce a pioneer work of fusing both the single-stream and two-stream architectures to better align the cross-modal semantics at multiple levels.

3 SemVLP Pre-training

3.1 Model Architecture

The architecture overview of SemVLP is shown in Figure 2. Inspired by the idea of sharing the encoder and decoder in Transformers for neural machine translation (Xia et al., 2019), we base the architecture of SemVLP on a shared bidirectional Transformer encoder, where a pluggable cross-modal attention module is further used to enhance high-level semantic alignment. By sharing the model parameters and adjusting the input format, SemVLP can be flexible to switch between single-stream and two-stream pre-training architectures, with the input text and image encoded in different semantic levels. In this way, we cast both the mainstream pre-training architectures into a more compact one in that there is only one copy of parameter set, which is applicable to both the low-level and high-level semantic alignment with much less parameter cost. We iteratively pre-train on the two settings towards better understanding of the real-world image-text pairs.

3.1.1 Input Embeddings

The input to SemVLP is an image and its related sentence (e.g. caption text). Each image is represented as a sequence of objects \( \{o_1, \ldots, o_n\} \), and each sentence is represented as a sequence of words \( \{w_1, \ldots, w_m\} \). After cross-modal fusion and alignment at multiple semantic levels, SemVLP is able to generate language representations, image representations and cross-modal representations from the image-text inputs. Given the sequence of words and objects, we first introduce the methods to embed the inputs to the feature space.

**Sentence Embeddings** We adopt the same method as BERT (Devlin et al., 2018), which uses WordPiece tokenizer to tokenize the input sentence into sub-word tokens. The sequence of input tokens is as \( \{[CLS], w_1, \ldots, w_m, [SEP]\} \), where \( [CLS] \) and \( [SEP] \) are special tokens in BERT. The final embedding \( e_i \) for each token is generated by combining the original word embedding, segment embedding and position embedding.

**Image Embeddings** We use a pre-trained object detector Faster R-CNN (Ren et al., 2015) to extract the object-level image features from the image, where each object \( o_j \) is represented as a 2048-dimensional feature vector \( f_j \). To capture the spatial information of the object, we also encode the box-level location features for each object via a 4-dimensional vector \( l_j = (\frac{x_1}{W}, \frac{y_1}{H}, \frac{x_2}{W}, \frac{y_2}{H}) \), where \((x_1, y_1)\) and \((x_2, y_2)\) denote the coordinate of the bottom-left and top-right corner while \( W \) and \( H \) are the width and height of the input image. We concatenate \( f_j \) and \( l_j \) to form a position-sensitive object feature vector, which is further transformed into \( o'_j \) using a linear projection to ensure that it has the same vector dimension as that of word embeddings. Similar to special token \( [CLS] \) in sentence embeddings, we also add a special feature \( [IMG] \) to denote the representation of the entire image and add it to the beginning of the input object sequence.

3.2 Shared Transformer Encoder

Given the embeddings of the words for the sentence \( \{e_i\}_{i=1}^m \) and the image regions \( \{o'_j\}_{j=1}^n \), the full encoder is a stacked model with \( L \) blocks, where the \( l \)'th block consists of a self-attention module \( \varphi_{S}^{l} \), a nonlinear feed forward network \( \varphi_{F}^{l} \) and a pluggable cross-modal attention module \( \varphi_{C}^{l} \), where superscript \( l \) represents the layer index. Both the self-attention and cross-modal attention modules are based on the multi-head attention (Vaswani et al., 2017), where the feed forward network (FFN) consists of an intermediate layer and an output layer as in BERT (Devlin et al., 2018). In both the single-stream and two-stream modes, the self-attention module \( \varphi_{S}^{l} \) and feed forward network \( \varphi_{F}^{l} \).
Figure 2: The overall framework of SemVLP. The whole model consists of a shared multi-layer Transformer encoder and an extra cross-modal attention module $\varphi^C_L$, where the Transformer encoder includes a self-attention module $\varphi^S_L$ and a FFN layer $\varphi^F_L$ (feed-forward network). In single-stream mode, we directly concatenate the image and text representation as input to the shared Transformer encoder for V+L pre-training. In two-stream mode, we reuse the same shared Transformer encoder to separately encode both the image and text representations, and add an extra cross-modal attention to align the semantics at a higher level.

are shared and tied to a single copy of parameter set. The cross-modal attention module $\varphi^C_L$ is additionally used in two-stream mode to enhance the high-level semantic alignment.

### 3.2.1 Feature-level Semantic Alignment

To allow a fine-grained feature-level semantic alignment, we directly concatenate the image and text embedding features as input to the single-stream mode of SemVLP, which consists of the shared self-attention module and nonlinear FFN layer. Specifically, we initialize $S^L = \{o^I_1, \ldots, o^I_n, c_1, \ldots, c_m\}$. The encoding process can be formulated as:

$$s^I_l = \varphi_F^I(\varphi_S^I(s^I_{l-1}, S^I_{l-1}))$$

$$S^l = \{s^I_l, s^F_{l+1}, \ldots, s^I_{l+n+m}\} = \{o^I_1, \ldots, o^I_n, h^I_1, \ldots, h^I_m\}$$

where $\{h^I_l\}$ and $\{o^I_j\}$ are the text and object representation of layer $l$, respectively. In this way, we can get full interaction between the image and text representations from a bottom feature-level embedding space. Eventually, we obtain $O^L = \{o^I_1, o^I_2, \ldots, o^I_n\}$ and $H^L = \{h^I_1, h^I_2, \ldots, h^I_m\}$, the representations of all the object outputs and text outputs of the last layer in the SemVLP encoder. The hidden representations $O^L$ and $H^L$ are then used to conduct the subsequent pre-training tasks.

### 3.2.2 High-level Semantic Alignment

For enhancing high-level semantic alignment, we adopt the two-stream mode of SemVLP, where text and image objects are separately encoded first and then fuse at a high-level semantic space. Therefore, we adopt a two-encoder architecture shown on bottom-right of Figure 2. The two-stream design of SemVLP mainly derives from the Transformer encoder-decoder network, where the main difference lies in: (1) we use both the bidirectional Transformer encoders for encoding the image and text inputs, which focuses on the V+L understanding tasks, (2) except for the cross-modal attention module, the image and text encoders share the same model parameters. We find that such parameter sharing can enhance the semantic alignment at a module level, and act as a form of regularization that stabilizes the training and saves memory consumption (Xia et al., 2019), (3) different from previous Transformer encoder-decoder architecture which introduces the cross-attention module to all blocks of the decoder, we only introduce the cross-modal attention module at the upper parts of the blocks, so as to better fuse the cross-modal representations at high-level semantic space. The encoding process of two-stream mode can be formulated
We follow LXMERT (Tan and Bansal, 2019) and we randomly mask 15% tokens in the text and the image-text pairs and 50% matched pairs, and train the object prediction task in LXMERT (Tan and Bansal, 2019), that we randomly sample 50% mismatched objects with the output object representations \( h^L \) of text modality alone so as to increase task difficulty (single-stream mode), or from vision task and cross-modality task. Eventually, we can obtain the output representations of image objects and text, \( O^L = \{ o^L_1, o^L_2, ..., o^L_n \} \) and \( H^L = \{ h^L_1, h^L_2, ..., h^L_m \} \). With \( O^L \) and \( H^L \), we could use a simple network with a softmax layer to conduct the subsequent pre-training tasks.

### 3.3 Joint Training

#### 3.3.1 Pre-training Tasks

We follow LXMERT (Tan and Bansal, 2019) and use three-types of pre-training tasks: i.e., language task, vision task and cross-modality task.

**Masked LM Prediction** The task setup is basically the same as in BERT (Devlin et al., 2018), we randomly mask 15% tokens in the text and the model is asked to predict these masked words with the output text representations \( H^L \). For different pre-training modes, the masked words will be predicted either with the help of visual modality so as to resolve ambiguity (single-stream mode), or from text modality alone so as to increase task difficulty (two-stream mode).

**Masked Object Prediction** Similarly, we pre-train the vision side by randomly masking objects, i.e., the object features are masked with zeros. We randomly mask 15% image objects and ask the model to predict properties of these masked objects with the output object representations \( O^L \). To capture more object-level semantics, we follow the object prediction task in LXMERT (Tan and Bansal, 2019) and perform two sub-tasks: ROI Feature Regression and Detected Label Classification. We take the detected labels output by Faster R-CNN (Ren et al., 2015) as the ground-truth labels for prediction.

**Image-Text Matching (ITM)** The task setup is almost the same as in LXMERT (Tan and Bansal, 2019), that we randomly sample 50% mismatched image-text pairs and 50% matched pairs, and train an classifier to predict whether an image and a sentence match each other on the representation \( h^{LS}_L \) (single-stream mode) and \( o^{IMG}_L \) (two-stream mode). One difference is that we do not enforce the masked LM prediction and Object Prediction loss when sampling a mismatched image-text pair.

**Image Question Answering (QA)** We also cast the image question answering task as a classification problem and pre-train the model with image QA data as in LXMERT (Tan and Bansal, 2019), which leads to a better cross-modality representation. We build the classifier on top of the representation \( h^{CLS}_L \) for single-stream mode and on that of \( o^{IMG}_L \) for two-stream mode.

#### 3.3.2 Pre-training Strategy

SemVLP is pre-trained with multiple pre-training tasks and we add all these task losses with equal weights. To jointly align semantics at multiple levels, given a mini-batch of image-text pairs, 50% of the time we update the model with single-stream mode, while 50% of the time we update it with two-stream mode. In this way, for every update of SemVLP, the model is pre-trained at multiple semantic levels, so as to better model the diverse image-text data.

#### 3.3.3 Fine-tuning Ingredient

After pre-training is completed, SemVLP can support fine-tuning with either a single-stream architecture or a two-stream architecture. In single-stream mode, the hidden state \( h^{LS}_L \) of the last layer is used for cross-modality calculation, while the hidden state of \( o^{IMG}_L \) is used in two-stream mode. For each downstream task, we examine the performances for both the single-stream and two-stream fine-tuning. To yield a single model result, we use only the architecture mode with the optimal performance on development set for final evaluation.

### 4 Experiments

#### 4.1 Pre-training Setup

**Pre-training Data** We use the same in-domain data as in LXMERT (Tan and Bansal, 2019) for pre-training. It consists of the image caption data from MS COCO (Lin et al., 2014), Visual Genome (Krishna et al., 2017), and image question answering data from VQA v2.0 (Antol et al., 2015), GQA balanced version (Hudson and Manning, 2019b) and VG-QA (Zhu et al., 2016). The total amount of the dataset is 9.18M image-and-sentence pairs on 180K
Table 1: Evaluation Results on VQA and Flickr30K.

| Models       | Params | VQA Test-dev | VQA Test-std | IR-Flickr30K R@1 | IR-Flickr30K R@5 | IR-Flickr30K R@10 | TR-Flickr30K R@1 | TR-Flickr30K R@5 | TR-Flickr30K R@10 |
|--------------|--------|--------------|--------------|------------------|------------------|------------------|------------------|------------------|------------------|
| VisualBERT   | 110M   | 70.80        | 71.00        | -                | -                | -                | -                | -                | -                |
| VLBERT       | 110M   | 71.16        | -            | -                | -                | -                | -                | -                | -                |
| UniViL       | 110M   | 72.00        | 72.91        | 71.50            | 90.90            | 94.90            | 86.20            | 96.30            | 99.00            |
| UNITER       | 110M   | 71.67        | 73.61        | -                | -                | -                | -                | -                | -                |
| OSCAR        | 110M   | 73.16        | 73.61        | -                | -                | -                | -                | -                | -                |
| ViLBERT      | 221M   | 70.55        | 70.92        | 58.20            | 84.90            | 91.52            | -                | -                | -                |
| 12-in-1      | 221M   | 73.15        | -            | 67.90            | -                | -                | -                | -                | -                |
| LXMERT       | 183M   | 72.42        | 72.54        | -                | -                | -                | -                | -                | -                |
| ERNIE-ViL    | 210M   | 72.62        | 72.85        | 74.44            | 92.72            | 95.94            | 86.70            | 97.80            | 99.00            |

Our Model SemVLP | 110M/140M | 74.52 | 74.68 | 74.80 | 93.43 | 96.12 | 87.70 | 98.20 | 99.30 |

distinct images. Besides, we also use additional out-of-domain data from Conceptual Captions (Sharma et al., 2018) and SBU Captions (Ordonez et al., 2011) for model pre-training, which consists of about 4M image-text pairs on 4M images.

Implementation Details  The maximum sequence length for the sentence is set as 20. We use Faster R-CNN (Ren et al., 2015) (with ResNet-101 backbone (He et al., 2016)) pre-trained on Visual Genome dataset (Krishna et al., 2017) to detect the objects and extract the region features. We consistently keep 100 objects for each image to maximize the pre-training compute utilization by avoiding padding. For the model architecture, we pre-train a 12-layer SemVLP-base model with hidden size of 768, where we initialize it with the parameters from StructBERT base model (Wang et al., 2019). We set $L_s = 6$, which obtains the best performances on the development set of the downstream tasks, at a proper semantic level for cross-modal fusion.

We train SemVLP model with a total batch size of 256 for 40 epochs on 4 V100 GPUs. The Adam optimizer with initial learning rate of 1e-4 and a learning rate linear decay schedule is utilized.

4.2 Results on Downstream Tasks

We compare SemVLP model against other state-of-the-art single-stream and two-stream cross-modal pre-training models of the comparable model size on the following downstream tasks. The details on these tasks and fine-tuning configurations can be found in the supplementary material.

- **VQA v2.0** (Antol et al., 2015): A visual question answering task/dataset that asks a model natural language questions on a given image.
- **Image-Text Retrieval**: We test on the popular Flickr30K dataset (Young et al., 2014).
- **NLVR2** (Suhr et al., 2018): A visual reasoning task that aims to determine whether a natural language statement is true about a pair of images.
- **GQA 2019** (Hudson and Manning, 2019b): An image question answering task/dataset that emphasizes on the reasoning capability of a model to answer a question.

The results on the four downstream V+L tasks are shown in Table 1.2,3 respectively. We can see that: (1) Among all the VLP models of similar size to BERT base, SemVLP consistently outperforms other strong single-stream and two-stream VLP methods (e.g., UNITER (Chen et al., 2019b), OSCAR (Li et al., 2020) and 12-in-1 (Lu et al., 2020), ERNIE-ViL (Yu et al., 2020)) on all the examined tasks, which validates the effectiveness of SemVLP on combining single-stream and two-stream architectures to align semantics at multiple levels. (2) With much less parameters, the single-stream architecture can achieve comparable performance to the two-stream architecture, which is more parameter efficient. The proposed SemVLP model can be easily adapted to either architecture according to the typical scenario. By sharing parameters, SemVLP can also be parameter efficient while keeping superior performance. It is partially because SemVLP is pre-trained to align cross-modal semantics at multiple semantic levels, which makes the learning of semantic alignments more robust toward the diverse image-text pairs.

4.3 Pre-training on Different Semantic Levels

To validate the effectiveness of aligning cross-modal semantics at multiple levels, we conduct
Table 2: Evaluation Results on GQA.

| Models                  | MMN (Chen et al., 2019a) | NSM (Hudson and Manning, 2019a) | LXMERT | 12-in-1 | OSCAR | SemVLP |
|-------------------------|---------------------------|---------------------------------|--------|--------|-------|--------|
| Test-dev                | -                         | -                               | 60.00  | -      | 61.58 | 62.87  |
| Test-std                | 60.83                     | 63.17                           | 60.33  | 60.65  | 61.62 | 63.62  |

Table 3: Evaluation Results on NLVR2.

| Models (params) | VisualBERT(110M) | LXMERT(183M) | UNITER(86M) | OSCAR(110M) | SemVLP(110M/140M) |
|-----------------|-----------------|--------------|-------------|-------------|-------------------|
| Dev             | 67.40           | 74.90        | 77.14       | 78.07       | 79.00             |
| Test-P          | 67.00           | 74.50        | 77.87       | 78.36       | 79.55             |

Figure 3: Results w.r.t different two-stream architectures for aligning high-level semantics on VQA and NLVR2 development set.

**Analysis on Various Pre-training Architectures**

We first examine the importance of pre-training at multiple semantic levels by conducting ablation study on the pre-training fashions. Specifically, we pre-train the SemVLP model with only one type of model architecture each time and test the performance on the downstream tasks. All the pre-training settings are kept the same as in the original SemVLP pre-training. As shown in Table 4, both the two pre-training fashions play important roles in obtaining the full SemVLP model, and removing each task will consistently decrease the final downstream task performance. The single-stream architecture is used to align fair-grained feature-level semantics, while the two-stream architecture helps align semantics at a higher-level semantic space. By iterative training with a shared set of Transformer parameters, the proposed SemVLP model can take the advantage of both the single-stream architecture and two-stream architecture towards more robust vision-language pre-training.

Table 4: Ablation study of different pre-training fashions on development set. Baseline 1 and Baseline 2 denote pre-training with only single-stream or only two-stream architecture, respectively.

| Pre-training Mode | VQA | GQA | NLVR2 |
|-------------------|-----|-----|-------|
| Baseline 1 (single-stream) | 73.72 | 61.82 | 78.02 |
| Baseline 2 (two-stream) | 73.48 | 61.68 | 77.81 |
| SemVLP          | 74.52 | 62.87 | 79.00 |

Table 5: Results w.r.t. different fine-tuning architectures after the SemVLP model is fully pre-trained.

| Fine-tuning Mode | VQA | GQA | NLVR2 |
|------------------|-----|-----|-------|
| Single-stream    | 74.52 | 62.87 | 79.00 |
| Two-stream       | 73.92 | 62.18 | 78.48 |

**Analysis on Different High-level Semantic Alignments**

There are many different ways for high-level semantic alignment, now we further analyze the advantage of our two-stream architecture and the specific “point” to conduct modality fusion with the cross-modal attention module. Therefore, we pre-train SemVLP with only high-level semantic alignment and examine in which layer to introduce the cross-modal attention module by setting different \( L_s \). The pre-training details are kept the same as in the original SemVLP pre-training. We test the performance on VQA and NLVR2 tasks, and the results are shown in Figure 3. We can see that by introducing the cross-modal attention module properly, the two-stream mode of SemVLP method obtains significantly better performance than the previous two-stream model LXMERT. The best performance is obtained when \( L_s = 6 \), where the separated image/text encoding and cross-modal attention is equally emphasized. It again demonstrates the importance of aligning cross-modal rep-

The cross-attention module of two-stream model will interfere with the visualization.
representations at a proper semantic level.

4.4 Comparison of Fine-tuning modes

After SemVLP is fully pre-trained at multiple semantic levels, we further examine what fine-tuning architecture/mode is more appropriate for the downstream tasks. We keep the fine-tuning setting as the same with the original setting in the supplementary material, and examine the performance using different architectures. Table 5 shows that on all the examined tasks, the single-stream fine-tuning architecture gives better performance than the two-stream one does. This is due to the fact that: (1) by learning cross-modal fusion from a fine-grained feature-level, the single-stream mode can capture full association across modalities from more basic semantic granularity with powerful self-attention mechanism, which originates from the success of BERT. (2) Our design of SemVLP shows more favor of the single Transformer encoder, which is well regularized when pre-training with both training modes via parameter sharing. The pre-training strategy tends to enhance the high-level semantic alignment into single-stream training process.

4.5 Visualization

The motivation behind SemVLP is to align cross-modal semantics at multiple levels by taking advantages of both single-stream and two-stream architectures. As stated above, single-stream and two-stream models are good at feature-level and high-level semantic alignments, respectively. To verify this, we visualize the attention map on the same layer and head of both the single-stream model and SemVLP for image objects and its associated description, as shown in Figure 4. A darker color indicates a higher attention weight. Take the image on the left of Figure 4 as an example. In order to align the objects and the description, a model needs to capture the high-level text semantics: “Two people” are standing and playing games, and “a person” is sitting on the couch. For Object 1 sitting alone, the single-stream model mis-attends to “people” in the description. SemVLP, on the other hand, properly pays high attention to “person”. For Object 2 standing alongside another, our SemVLP attends to “people” correctly, while the single stream model fails to do so. This example shows that the single-stream cannot differentiate between the semantics of the “person” and “people” at the high level, which leads to the false alignments. The same pattern can be observed from the image on the right of Figure 4.

5 Conclusion

In this paper, we propose a new pre-training method SemVLP to learn the joint representation of vision and language. Different from existing VLP methods relying on a fixed-level semantic alignment, we introduce to align cross-modal semantics at multiple levels, by assembling a shared Transformer encoder and a pluggable cross-modal attention module in different ways. Experiment results on various downstream V+L tasks demonstrate the effectiveness of our method for understanding the diverse semantics behind the real-world image-text data.
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