Critical behavior of a stochastic anisotropic Bak-Sneppen model
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Abstract. In this paper we present our study on the critical behavior of a stochastic anisotropic Bak-Sneppen (saBS) model, in which a parameter $\alpha$ is introduced to describe the interaction strength among nearest species. We estimate the threshold fitness $f_c$ and the critical exponent $\tau_r$ by numerically integrating a master equation for the distribution of avalanche spatial sizes. Other critical exponents are then evaluated from previously known scaling relations. The numerical results are in good agreement with the counterparts yielded by the Monte Carlo simulations. Our results indicate that all saBS models with nonzero interaction strength exhibit self-organized criticality, and fall into the same universality class, by sharing the universal critical exponents.
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1 Introduction

Many natural and social phenomena appear to evolve intermittently with bursts, rather than smoothly and gradually. For instance, earthquakes \cite{1}, economic activity, and biological evolution \cite{2, 3}, these systems are far from equilibrium and therefore fine tuning of specific parameters is rare and unlikely. To understand the origin of this ubiquitous spatiotemporal complexity in nature, Bak et al. \cite{4} proposed self-organized criticality (SOC), namely, systems that are far from equilibrium evolve through many transient states (which are not critical) to a dynamical attractor poised criticality.

As one of the mechanisms of complexity in nature, SOC has become a well studied concept in non-equilibrium statistical mechanics \cite{5–7}. In the past few decades, a variety of simple models with extremal dynamics that exhibit SOC have been introduced and analyzed, including the Bak-Sneppen (BS) model \cite{8}, the Sneppen interface depinning model \cite{9}, and the Zaitsev model \cite{10}. In these models, the system is driven by sequentially updating the site with globally extremal value and such information is propagated throughout the system via local interactions. These models, representing different universality classes,
are nevertheless similar to invasion percolation [11–14]. Among the SOC models, the BS model which mimics the biological evolution of an ecology of interacting species is by far the simplest one.

In the BS model, an ecosystem is characterized by $L^d$ species on a $d$-dimensional lattice with linear size $L$. A random number $f_i$, drawn from the uniform distribution between 0 and 1, is assigned to each site of the lattice as its initial fitness. At each time step, the site with the smallest fitness and its 2$d$ nearest neighbors are replaced by new random numbers drawn from the same distribution. After some transient time (which depends on the system size) the model can reach a statistically stationary state where the fitness is uniformly distributed in the range of $f_c$ to 1 and vanishes below $f_c$, where $f_c$ is the threshold fitness. When the stationary state is reached, the model exhibits punctuated equilibrium and the complexity of this regime can be revealed by the existence of a power-law distribution of avalanche sizes. A critical avalanche is a sequence of successive mutation events with the global smallest fitness below $f_c$. The lifetime $s$ of an avalanche is the total number of events during the avalanche, which obeys a power-law distribution $P(s) \sim s^{-\tau}$ when the system size becomes infinitely large. The BS model has been studied on hypercubic lattices, and the values of $f_c$ and $\tau$ are found to be 0.67702(8) and 1.073(3) [15] for $d = 1$, and 0.328855(4) and 1.245(10) [16, 17] for $d = 2$, respectively. The upper critical dimension (where $\tau$ reaches its mean-field value 1.5) has been argued to be 4 [18] or 8 [19].

It has been observed that increasing the size of the mutation zone affects the threshold fitness $f_c$ but not critical exponents [27, 33], and the isotropic and anisotropic mutation zones have different critical exponents [26]. In Ref. [16], the critical exponents of the BS model were related by a scaling theory, and only two of them characterize the BS model. In Ref. [25], the avalanche hierarchy equation yields a new relation between exponents in the BS model, thus reducing the number of independent exponents to just one. In Ref. [34] the BS model was connected to more tractable Markovian processes, and in the case of a large number of species, the long-time behavior of the fitness profile in the BS model can be replicated by a model with a purely rank-based update rule whose asymptotics can be studied rigorously. Moreover, in Refs. [35–37] a different hierarchy of avalanches was observed by introducing the average fitness which may be a good quantity in determining the emergence of criticality. The convergence dynamics (both short-time and long-time) of the BS model have been analyzed in Refs. [38–40].

The BS model has been studied on different heterogeneous graphs as well, e.g., random networks [41], adaptive networks [42–45], small-world networks [46] and scale-free networks [47]. The threshold fitness approaches zero as the scale-free network size increases to infinity.
In this paper we introduce and study a stochastic version of the original anisotropic Bak-Sneppen (saBS) model. The stochasticity is introduced by randomly selecting the sites of the mutation zone. We estimate the threshold fitness and the critical exponents using two different methods: master equation and Monte Carlo simulation. In the next section, we briefly describe the mechanisms of the saBS model. In Sec. 3 we present the main results and findings. Conclusions are given in Sec. 4.

2 Model description

The saBS model is defined as follows:

1. $L^d$ species are located on a $d$-dimensional lattice of linear size $L$. Initially, $L^d$ random numbers drawn from the distribution $P(f) = e^{-f}$ are assigned independently to each species as fitness.

2. At each time step, the smallest fitness in the system will be replaced with a new random number from $P(f)$. The fitness of its $d$ right nearest neighbors (located in positive directions of corresponding coordinates) will be replaced with random numbers also drawn from $P(f)$, but with probability $\alpha$.

3. Repeat (2)

Here $\alpha$ can be interpreted as interaction strength. It is a fixed parameter during the evolution. If $\alpha$ is set to 0, there is no interaction and eventually all fitness values approach infinity. In this case, no SOC can be observed. If $\alpha$ is set to 1, the original aBS model is restored.

3 Results

3.1 The results from master equation

Our results of the $1d$ saBS model are based on an exact equation for the probability distribution function $Q(r, f)$ of spatial sizes $r$ (characteristic length of an avalanche) of $f$-avalanches. An $f$-avalanche is defined as a sequence of successive mutation events with the smallest fitness $f_{\text{min}} < f$. This master equation was first introduced in Ref. [26]. Let us recall briefly the sequence of logical steps leading to this equation. The starting point is the analysis of how $Q(r, f)$ changes when $f$ is increased by an infinitesimal amount $df$. Some avalanches of spatial size $r$ will merge with the next one. This event can only occur if at least one of the $r$ sites has a number $f_i < f$, which is randomly drawn from an exponential distribution $\mathcal{P}(f) = e^{-f}$ during the avalanche. When this avalanche stops, according to the definition of $f$-avalanche, all these $r$ sites have $f_i > f$. We can therefore regard the $f_i$'s on these sites as randomly drawn from an exponential distribution normalized between $f$ and $\infty$. The probability that a particular $f_i$ being in the interval $[f, f + df]$ is just $df$. The probability that at least one of the $r$ sites has an $f_i$ in the interval $[f, f + df]$ is $rdf + O(df^2)$. This implies that the number of $f$-avalanches which will merge with the next one when $f$ reaches to $f + df$ is $dQ(r)|_{\text{loss}} = -rdfQ(r, f) + O(df^2)$.

Let us now consider a merging event between two $f$-avalanches of spatial sizes $r_1$ and $r_2$ resulting in a $f + df$ avalanche of size $r$. There are two scenarios of how this can happen.

1. The rightmost point of the second avalanche is at a displacement $r$ from the leftmost point of the first avalanche; the constraint on possible values of $r_1$ and $r_2$ imposed by this scenario is $\max(r_1, r_2) \leq r \leq r_1 + r_2 - 1$.

2. $r_1 = r$, and the second avalanche is fully contained within the first one.

In the former case, the values of $r$, $r_1$, and $r_2$ uniquely specify the initial site of the second avalanche. Therefore, the probability of this event occurring is just the probability $df + O(df^2)$ that this site has $f_i \in [f, f + df]$. However, in the latter case the starting point of the second avalanche
can be any of the first \( r - r_2 \) sites of the first avalanche. This event occurs with a probability \((r - r_2)df + O(df^2)\). Putting all these terms together, we find

\[
\partial_f Q(r, f) = - r Q(r, f) + \sum_{r_1=1}^{r} Q(r_1, f) \sum_{r_2=r-r_1+1}^{r} Q(r_2, f) + Q(r, f) \sum_{r_2=1}^{r} (r - r_2)Q(r_2, f). \tag{1}
\]

This is an exact equation for the distribution of spatial sizes of \( f \)-avalanches. Its validity does not require any scaling assumptions.

Clearly, Eq. (1) for \( Q(r, f) \) involves only \( Q(r', f) \) with \( r' \leq r \). Therefore, in principle this distribution can be computed numerically for \( r \leq R \) to the desired accuracy. In the aBS model Eq. (1) has to be solved with the initial condition

\[ Q(r, f = 0) = \delta_{r,2}. \tag{2} \]

Whereas, in the 1-d saBS model, the initial condition shall be changed to,

\[ Q(r, f = 0) = (1 - \alpha)\delta_{r,1} + \alpha \delta_{r,2}. \tag{3} \]

Because in the 1-d saBS model, when \( f = 0 \), \( r = 2 \) sites are updated with probability \( \alpha \), and \( r = 1 \) site is updated with probability \( 1 - \alpha \).

The solution of Eq. (1) shows that when \( f \) is at its critical value \( f_c \), \( Q(r, f) \) develops a power law relation \( Q(r, f) \sim r^{-\tau_r} \). In order to locate the critical point \( f_c \), we numerically integrated Eq. (1) forward in \( f \) with the initial condition Eq. (3) for several values of \( \alpha \), and a least square fit of \( \log Q(r, f) \) versus \( \log r \) was performed runtime for each value of \( f \). The value \( \chi^2(f) \) of the sum of the squared distances from the fit drops nearly to zero in a very narrow region (see Fig. 1), which allows for a very precise estimate of \( f_c(\alpha) \) and \( \tau_r(\alpha) \). The results of \( f_c(\alpha) \) and \( \tau_r(\alpha) \) are shown in Fig. 3 and 7 respectively.

![Fig. 1.](Color online) The plots of \( \chi^2 \) and \( \tau_r \) versus \( f \) for \( \alpha = 0.5 \) and \( r_{\text{max}} = 4096 \). By minimizing \( \chi^2 \), we get \( f_c = 3.302 \) and \( \tau_r = 1.298 \). \( Q(r, f) \) was obtained by numerical integration of Eq. (1) with \( r \leq r_{\text{max}} = 4096 \). A second-order Runge-Kutta method with \( \delta f = 0.001 \) was used.

### 3.2 The results from numerical simulations

Values of the basic parameters are: \( d = 1 \), \( L \) increases from \( 2^7 \) to \( 2^{14} \) by a factor of 2, \( \alpha \) increases from 0 to 1 in step of 0.1. For each \( \alpha \), we ran 100 simulations with different initial conditions and most results obtained are averaged over 100 different realizations. Searching for the minimal fitness using a brute-force algorithm needs to check the fitness values of all species, which requires time \( O(L) \). In order to speed up the simulation process, a minimum binary heap is used to store all the fitness. This reduces the time complexity of searching for the minimal fitness from \( O(L) \) to \( O(\log(L)) \).

#### 3.2.1 Threshold fitness

When the system reaches the critical state, almost all the fitness will be higher than \( f_c \), and the fitness distribution is as follows:

\[
P(f) = \begin{cases} 
0 & 0 \leq f < f_c \\
e^{-(f-f_c)} & f \geq f_c 
\end{cases} \tag{4}
\]
In $L \to \infty$ limit the average fitness $\langle f(\infty) \rangle = \int_0^\infty f P(f) df$

$$1 + f_c(\infty),$$

which gives $f_c(\infty) = \langle f(\infty) \rangle - 1$. The whole fitness profile is sampled at the interval of every $L$ mutation events and $\langle f(\infty) \rangle$ is averaged over $10^6$ fitness profiles. The value of $f_c(\infty)$ is estimated by extrapolating $f_c(L)$ values with $L^{-\kappa}$ (see Fig. 2). The most suitable value of $\kappa$ is obtained by minimizing the fitting error. Fig. 3 shows the values of $f_c(\infty)$ for different interaction strengths. Clearly, $f_c(\infty)$ decreases as $\alpha$ increases. The threshold values obtained from direct numerical integration of Eq. 1 are in good agreement with those results from the Monte Carlo simulations.

### 3.2.2 Avalanche size distribution

A critical avalanche is defined as a sequence of successive events for which the smallest fitness $f_{\text{min}} < f_c$ is confined between two events when $f_{\text{min}} > f_c$. The life time $s$ of the avalanche is the total number of successive events in the avalanche, and the spatial size $r$ of the avalanche is the number of species affected by the avalanche. For each system size and interaction strength, we counted 10 million critical avalanches to study their statistical properties.

Fig. 4(a) shows the complementary cumulative distribution (CCDF) $P(S \geq s, L)$ for $L = 2^{10}, 2^{12}, 2^{14}$ with $\alpha = 0.5$. Clearly, the statistics of critical avalanche depends on the value of $L$. The larger the system size, the larger the expected size of the avalanche. A finite-size scaling analysis has been done using the following scaling form

$$P(S \geq s, L) \propto s^{-\tau+1} g(s/L^n).$$

Here, $\tau$ is the life time distribution exponent of critical avalanches, $g(x)$ is a scaling function which decays rapidly to zero for $x \gg 1$ and goes to a constant in the limit of $x \to 0$. The exponents $\tau$ and $\eta$ fully characterize the scaling of $P(S \geq s, L)$. Therefore, the values of $P(S \geq s, L)$ for various $s$ and $L$ can be collapsed onto a single curve if $s^{\tau-1}P(S \geq s, L)$ is plotted against $s/L^n$. The exponents $\tau$ and $\eta$ can be obtained from the best data collapse. In order to remove the subjectiveness of the data collapse, we adopted the method from Ref. [48]. Fig. 4(b) shows the data collapse for $\alpha = 0.5$. Data collapse for other values of $\alpha$ have similar results, and the values of exponent $\tau$ for different $\alpha$ are very close to each other and are roughly equal to 1.176 (see Fig. 5).
Analogously, for avalanche spatial size, we assume the following scaling ansatz

\[ Q(R \geq r, L) \propto r^{-\tau_r+1}h(s/L^\xi) \]  

(6)

where \( \tau_r \) is the critical exponent for the avalanche spatial size distribution, and \( h(x) \) is a scaling function similar to \( g(x) \). Fig. 6(a) shows the CCDF \( Q(R \geq r, L) \) for \( L = 2^{10}, 2^{12}, 2^{14} \) in the case of \( \alpha = 0.5 \), and Fig. 6(b) shows the data collapse. The values of \( \tau_r \) obtained from the data collapse are very close to the counterparts extracted from Eq. (1) within numerical uncertainty. \( \tau_r \) roughly equals 1.299 for different \( \alpha \), which is consistent with the result of the aBS model [26].
1, one gets since it diverges slower than $\langle f \rangle$ to the changes of $\alpha$. This implies the critical behavior of the saBS model is nearly independent of the interaction details. These results are in good agreement with the numerical integration of Eq. (1).

### 3.3 Scaling relations

The moment $\langle r \rangle$ of the distribution $Q(r, f)$ as a function of $f$ can be described by [26]

$$
\partial_f \langle r \rangle = -\langle r^2 \rangle + \sum_{r_1, r_2=1}^{\infty} \frac{[r_1^2 + r_2^2 + r_1 r_2 - \min(r_1, r_2)]}{2Q(r_1, f)Q(r_2, f)}. \tag{7}
$$

For $f < f_c$, when there are no infinite avalanches and the avalanche spatial size distribution $Q(r, f)$ is normalized to 1, one gets

$$
\partial_f \langle r \rangle = \frac{\langle r \rangle^2}{2} - \frac{\langle \min(r_1, r_2) \rangle}{2}. \tag{8}
$$

Close to the critical point we can neglect the term $\langle \min(r_1, r_2) \rangle$ since it diverges slower than $\langle r \rangle^2$ and we are left with $\partial_f \langle r \rangle \simeq \langle r \rangle^2/2$. Solve this differential equation, we obtain

$$
\langle r \rangle = \frac{2}{f_c - f} + O\left(\frac{1}{(f_c - f)^2}\right). \tag{9}
$$

The divergence of average avalanche lifetime as $f \to f_c^-$ is given by $\langle s \rangle \sim (f_c - f)^{-\gamma}$ and the first moment of $P(s, f)$ obeys $\partial_f \langle s \rangle = \langle s^\mu \rangle \langle s \rangle$ [26]. Therefore, in the critical region one has $\langle r \rangle = \langle s^\mu \rangle = \partial_f \langle \ln \langle s \rangle \rangle = \gamma/(f_c - f) + O((f_c - f)^{-2})$. From Eq. (9) we conclude that in the saBS model $\gamma = 2$. Using the scaling relation $\gamma = \frac{(2-\tau)}{(1+\mu-\tau)}$ [16], we find in the saBS model $\gamma = 2$ implies

$$
\tau = 2\mu. \tag{10}
$$

Asymptotically $r = A s^\mu$, where $A$ is a constant, and $s_0^{1-\tau} \sim P(s > s_0) = P(r > A s_0^\mu) \sim (A s_0^\mu)^{1-\tau}$. So, in the 1d saBS model the exponent $\tau_r$ of the distribution of avalanche spatial sizes is related to the more familiar exponent $\tau$ of the distribution of their temporal durations through $\tau_r = (\tau - 1)/\mu + 1$. Combining this with the above exponent relation Eq. (10), and using our best estimated value $\tau_r = 1.299(2)$, we have $\tau = 1.176(2)$, which is in good agreement with our simulation result $\tau = 1.176(4)$.

### 4 Conclusions

In conclusion, we have analyzed the critical behavior of the saBS model. This model is analyzed by Monte Carlo simulations and numerical integration of the master equation in one dimension. Nontrivial SOC state is observed for the saBS model with a nonzero interaction strength. In addition, we have shown that the saBS models with different interaction strengths exhibit the same critical behavior, i.e. they have same critical exponents and belong to the same universality class. The threshold fitness of the saBS model relies on the interaction strength. A stronger interaction strength will facilitate the propagation of mutation signal and thus leads to a lower threshold fitness. Finally, We have demonstrated that the nontrivial relation $\tau = 2\mu$, derived for the aBS model, holds for its stochastic version as well.
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