Energy exchanges between a two-dimensional front and internal wave modes
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Fronts and near-inertial waves are energetic motions in the upper ocean that can interact and provide a route for kinetic energy (KE) dissipation of balanced oceanic flows. A quasilinear model is developed to study the KE exchanges between a two-dimensional geostrophically-balanced front undergoing strain-induced semigeostrophic frontogenesis and internal wave (IW) vertical modes. The quasilinear model is solved numerically for variable imposed strain magnitudes, initial IW vertical modes, and for both minimum frequency (near-inertial, NI) and high-frequency IWs. The front-IW KE exchanges are quantified separately during two frontogenetic stages: an exponential sharpening stage that is characterized by a low Rossby number and is driven by the imposed geostrophic strain, followed by a superexponential sharpening stage that is characterized by an \(O(1)\) Rossby number and is driven by the convergence of the ageostrophic secondary circulation. It is demonstrated that high-frequency IWs quickly escape the frontal zone and are very efficient at extracting KE from the imposed geostrophic strain field through the deformation shear production (DSP) mechanism. Part of the extracted KE is then converted to wave potential energy. On the contrary, minimum frequency IWs remain locked to the frontal zone and therefore exchange energy with the ageostrophic frontal circulation. During the exponential stage, the front-NIW interactions are consistent with those reported in Thomas (J. Fluid Mech., vol. 711, 2012, pp. 620 – 640), where IWs extract KE from the geostrophic strain through DSP and transfer it to the the frontal secondary circulation via the ageostrophic shear production (AGSP) mechanism. During the superexponential stage a newly identified mechanism, ‘convergence production’ (CP), which is directly linked to the convergent secondary circulation, plays an important role in the NIW KE budget. The CP transfers KE from the convergent ageostrophic secondary circulation to the IW, and largely cancels out the KE loss due to the AGSP.

1. Introduction

Mesoscale geostrophic eddies comprise the largest reservoir of kinetic energy (KE) in the ocean [Ferrari & Wunsch 2009]. Because their dynamics are constrained by geostrophic and hydrostatic force balanced, they are expected, according to geostrophic turbulence theory [Salmon 1980], to transfer their KE to larger scales (inverse cascade). The mechanisms that halt that inverse KE cascade, and permit a forward KE cascade to dissipative scale, have been a topic of much debate in oceanography [Müller et al. 2005].

We focus here on the mechanism first proposed by Gertz & Straub (2009), whereby
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storm-forced near-inertial waves (NIWs) can interact with mesoscale geostrophic eddies and drain a considerable fraction of their KE. To explain this mechanism, Xie & Vanneste (2015) constructed an asymptotic theory based on the generalized Lagrangian-mean framework (GLM) to study the interactions between NIWs and balanced quasi-geostrophic (QG) flow. Wagner & Young (2016) arrived at a similar NIW-QG coupled system by using an Eulerian-based multiple time scale approach. In both theories the NIW dynamics is governed by the so-called YBJ equation (Young & Jelloul 1997). The essential ingredients in these reduced models are the conservation of the total energy (QG + NIW) and the near-inertial wave action (or wave kinetic energy). Rocha et al. (2018) studied the NIW-QG system in coupled numerical simulations of barotropic (2D) turbulence and NIW vertical modes. They demonstrated that any reduction in the horizontal scales of NIWs must be accompanied by an increase in wave potential energy and a subsequent reduction in the kinetic energy of the balanced flow (a mechanism they referred to as stimulated generation). It is noteworthy, however, that stimulated generation is only cleanly identified in the GLM framework where the Lagrangian-mean ‘balanced’ flow contains wave-induced contributions. It remains difficult to evaluate stimulated generation in Eulerian-based numerical models or in-situ measurements.

Thomas & Arun (2020) and Thomas & Daniel (2021) used idealized numerical simulations of Boussinesq flow in the small Rossby number parameter regime, characteristic of QG dynamics, and showed that when the wave amplitude is much larger than that of the QG flow (i.e., strong-wave limit), NIWs facilitate the downscale KE cascade of the balanced flow. Furthermore, Thomas & Daniel (2021) demonstrated that when wave and balanced flow amplitudes are comparable, the downscale cascade is reduced and results in the accumulation of KE at large scales. Xie (2020) found similar modifications to the KE cascades in numerical simulations of the NIW-QG reduced model.

Other numerical studies have examined more realistic configurations and investigated the balanced flow evolution under the influence of high-frequency wind forcing. For example, Taylor & Straub (2016) simulated an eddy-permitting wind-driven channel flow and showed that the Reynolds stresses associated with NIWs can provide a route for KE dissipation of mesoscale geostrophic flow. Barkan et al. (2017) used a similar configuration albeit with a much higher spatial resolution that allowed to simulate submesoscale currents, which are characterized by a much larger Rossby number (Thomas et al. 2008; McWilliams 2016). They demonstrated that the internal wave-induced energy pathways include two routes - first, direct energy extraction from the mesoscale flow by the externally forced NIWs followed by an internal wave downscale KE cascade to dissipation, and second, a stimulated imbalance process that involves an IW triggered forward energy cascade from meso to submeso time scales. More recently, using realistically forced ocean simulations, Barkan et al. (2021) demonstrated that the most significant energy exchanges between NIWs and subinertial motions are localized in strongly baroclinic submesoscale fronts and filaments that dynamically depart from geostrophic balance.

The effects of strongly baroclinic fronts on the polarization relations of NIWs and the subsequent energy exchanges were studied by Thomas (2012, hereinafter T12). T12 developed an idealized model for an unbounded two-dimensional front and showed that NIWs efficiently extract energy from a geostrophic deformation field and transfer it to the ageostrophic circulation that develops spontaneously during frontogenesis. Whitt & Thomas (2015) used a slab mixed layer model to illustrate that inertial oscillations can exchange energy periodically with a unidirectional, laterally sheared geostrophic flow.

† later refined to the YBJ equation Asselin & Young 2019
and Jing et al. (2017) pointed out that it is the geostrophic strain that makes this energy transfer permanent.

In this study, we extend the work of T12 and examine the energy exchanges between IW vertical modes and a two-dimensional front undergoing strain-induced semigeostrophic frontogenesis (Hoskins & Bretherton 1972, hereinafter HB72). In our model, the frontal sharpening process occurs in two stages - an exponential growth stage, driven by the imposed geostrophic deformation field, followed by a superexponential growth stage, driven by the convergent ageostrophic secondary circulation (ASC). This superexponential growth stage is characteristic of oceanic submesoscale frontogenesis (e.g. Barkan et al. 2019). We identify a new mechanism, ‘Convergence Production’ (CP), whereby the convergent ASC during submesoscale frontogenesis allows NIWs to efficiently extract KE from the front. Nonetheless, the CP mechanism has been previously described in the context of cross-scale energy transfers during frontogenesis (Srinivasan et al. 2021), but never before discussed in the context of energy exchanges between NIWs and fronts. It is shown that CP is the dominant KE extraction mechanism by all of the NIW modes considered during the superexponential growth stage.

The paper is organized as follows. In §2 and §3 we discuss the configuration used to study front-IW interactions, utilizing the mathematical framework developed in Shakespeare & Taylor (2013, hereinafter ST13), distinguishing between minimum frequency (near-inertial) and high-frequency IWs. The details of the numerical setup are provided in §4. In §5 we discuss the evolution of the mean flow and compare the numerical solution with 2D semi-analytical frontogenesis solutions. A detailed analysis of the front-IW energy exchanges is shown in §6. Finally, in §7 we summarize our findings and draw connections to realistic ocean scenarios.

2. Problem configuration

An idealized configuration is developed to study front-IW energy exchanges. The configuration consists of a 2D (i.e., invariant in the x-direction) geostrophically-balanced front undergoing strain-induced frontogenesis, to which we add IW vertical modes in a bounded domain of width $L$ and depth $H$. Our goal is to define ‘balanced’ mean-flow evolution equations that solely describe frontogenesis in a way that is analytically tractable, numerically solvable, and excludes fast internal-wave motions that could be generated due to geostrophic adjustment and/or spontaneous emission. Such mean-flow would evolve on a slower time scale than the IW vertical modes, allowing for an unambiguous quantification of the energy exchanges. The dynamics of the mean-flow and the IW vertical modes are governed by the hydrostatic, Boussinesq equations of motion for a rotating fluid under the $f$-plane approximation.

2.1. Mean-flow evolution equations

The mean-flow velocity ($\overline{U} \equiv (\overline{U}, \overline{V}, \overline{W})$), buoyancy ($\overline{B}$), and pressure ($\overline{P}$) fields take the form

\begin{align}
\overline{U} &= \alpha x + U(y, z, t), \\
\overline{V} &= -\alpha y + V(y, z, t), \\
\overline{W} &= W(y, z, t), \\
\overline{P} &= P_0(x, y) + P(y, z, t), \\
\overline{B} &= B(y, z, t),
\end{align}

(2.1a) (2.1b) (2.1c) (2.1d) (2.1e)
where $\alpha$ denotes a spatially and temporally uniform large-scale geostrophic strain, which is used to initiate frontogenesis, and the velocity components $U, V$ and $W$ are oriented in the $\hat{x}, \hat{y}$ and $\hat{z}$ directions, respectively. The mean-flow pressure $\bar{P}$ consists of a pressure field that balances the geostrophic deformation flow $\bar{P}_0 = -\rho_0 \left[ \alpha^2 (x^2 + y^2)/2 + f \alpha xy \right]$ and $P$, which is in hydrostatic balance with the mean-flow buoyancy $B = -g \rho' / \rho_0$ ($\rho'$ is the mean-flow density perturbation relative to the reference density $\rho_0$, and $g$ is the gravitational acceleration).

The resulting mean-flow evolution equations are:

$$\frac{DU}{Dt} - fV + \alpha U = 0, \quad (2.2a)$$
$$\frac{DV}{Dt} + fU - \alpha V = -\frac{\partial P}{\partial y}, \quad (2.2b)$$
$$0 = -\frac{\partial P}{\partial z} + B, \quad (2.2c)$$
$$\frac{DB}{Dt} = 0, \quad (2.2d)$$
$$\frac{\partial V}{\partial y} + \frac{\partial W}{\partial z} = 0, \quad (2.2e)$$

where the material derivative is defined as

$$\frac{D}{Dt} = \frac{\partial}{\partial t} + (V - \alpha y) \frac{\partial}{\partial y} + W \frac{\partial}{\partial z}. \quad (2.3)$$

As discussed in ST13, the above equations can be solved for an initially uniform potential vorticity (PV) distribution. The solution contains three processes:

(i) Semigeostrophic frontogenesis (i.e., HB72),
(ii) Spontaneous internal-wave (IW) emission due to the external geostrophic strain,
(iii) Geostrophic adjustment and IW excitation (i.e., Blumen 2000).

Below, we follow the ST13 solution procedure to obtain a slowly evolving mean-flow comprising solely of semigeostrophic frontogenesis.

For convenience, we define an along-front velocity field $U_g$, which is in geostrophic balance with the horizontal pressure gradient

$$U_g = -\frac{1}{f} \frac{\partial P}{\partial y}. \quad (2.4)$$

The buoyancy field $B$ is thus related to $U_g$ via the thermal-wind balance,

$$\frac{\partial U_g}{\partial z} = S^2 \frac{1}{f}, \quad (2.5)$$

where $S^2 \equiv -\partial B/\partial y$. Equations (2.2a) and (2.2b) can then be combined into a single equation, making use of (2.4),

$$\frac{D^2 U}{Dt^2} + (f^2 - \alpha^2)U = f^2 U_g. \quad (2.6)$$

To eliminate spontaneously emitted IWs, we apply a multiple scale approach and decompose all of the mean-flow fields into frontogenetic components (denoted by subscript $s$), which evolve over slow time scale $t_s \equiv \epsilon t$ where $\epsilon = \alpha / f \ll 1$, and the spontaneously emitted IW components (denoted by subscript IW), which evolve over the fast time scale
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$t_f \equiv t$, viz.

\[
U = U_s(y,z,t_s) + \epsilon^{3/2}U_{IW}(y,z,t_f),
\]  

(2.7a)

\[
V = \epsilon V_s(y,z,t_s) + \epsilon^{3/2}V_{IW}(y,z,t_f),
\]  

(2.7b)

\[
W = \epsilon W_s(y,z,t_s) + \epsilon^{3/2}W_{IW}(y,z,t_f),
\]  

(2.7c)

\[
B = B_s(y,z,t_s) + \epsilon^{3/2}B_{IW}(y,z,t_f),
\]  

(2.7d)

\[
P = P_s(y,z,t_s) + \epsilon^{3/2}P_{IW}(y,z,t_f).
\]  

(2.7e)

The $O(\epsilon^0)$ terms in (2.7) are associated with the geostrophic fields, and the $O(\epsilon^1)$ terms are associated with the ASC. The small parameter $\epsilon$ illustrates that in semigeostrophic frontogenesis (e.g., HB72 model), the cross-front ASC is always weaker than the along-front geostrophic velocity. The $O(\epsilon^{3/2})$ terms are associated with the spontaneously emitted waves, which are weaker than the ASC when the baroclinicity is sufficiently strong ($f^2/S^2 \ll 1$). The $1/2$ power is a result of the distinguished limit $f^3 \sim \alpha S^2$ (Appendix A), which is satisfied in all of the solutions presented here and allows for a clean ordering separation. The fast and slow time scales are related via $t_s = \epsilon t_f$ such that

\[
\frac{\partial}{\partial t} = \frac{\partial}{\partial t_f} + \epsilon \frac{\partial}{\partial t_s}.
\]  

(2.8)

Filtering out the spontaneously emitted waves amounts to truncating the asymptotic series in (2.7) at $O(\epsilon)$, plugging the truncated decomposition into equations (2.2a−e), and collecting terms of similar $\epsilon$ orders. It can be shown (Appendix A) that (2.2a−e) keep the same form albeit with total flow fields $(U, V, W, B, P)$ replaced by the slow flow fields $(U_s, V_s, W_s, B_s, P_s)$ and the time derivative $\partial/\partial t$ replaced by the slow time derivative $\epsilon \partial/\partial t_s$, such that $D/Dt_s = \epsilon \partial/\partial t_s + (V_s - \alpha y)\partial/\partial y + W_s\partial/\partial z$. These modified evolution equations for the slowly evolving mean-flow, which are only valid for time scales of $O(\alpha^{-1})$, are solved semi-analytically in §2.2 and numerically in §4. To lighten the notation in the remaining paper, we omit the subscript ‘$s$’ from the mean-flow fields, and it is understood that we refer solely to the slowly varying (frontogenetic) part.

### 2.2. Semi-analytical solution and mean-flow initial conditions

Next, we outline the procedure to obtain semi-analytical solutions for 2D semigeostrophic frontogenesis and pick initial conditions for the buoyancy ($B$) and along-front velocity field ($U$) that ensure that IWs are not generated due to geostrophic adjustment. Finally, these semi-analytical solutions are used to validate the numerical solutions in §5.

Equations (2.2a−e) materially conserve the PV, $q = (f \hat{z} + \nabla \times U) \cdot \nabla B$, where the material derivative is defined in (2.3). Using generalized momentum coordinates

\[
Y = e^{\alpha t} \left( y - \frac{U}{f} \right), \quad Z = z, \quad T = t,
\]  

(2.9a−c)

the evolution PV can be written as

\[
\frac{Dq}{DT} = 0, \quad q = f \frac{\partial B}{\partial Z} \left[ 1 + \frac{1}{f e^{\alpha t} \frac{\partial U}{\partial Y}} \right]^{-1},
\]  

(2.10a,b)

† note that because we assume hydrostatic balance the lateral derivatives of vertical velocity are neglected from the PV definition.
with the generalized material derivative defined as
\[
\frac{D}{DT} \equiv \frac{\partial}{\partial T} + W \frac{\partial}{\partial Z}.
\] (2.11)

Semi-analytical solutions can be obtained for an initially uniform PV, which we pick to be \( q_0 = fN^2 \) \((N^2 \text{ denotes a constant base-state stratification})\). With this choice, (2.10a,b) becomes
\[
f \frac{\partial B}{\partial Z} - q_0 \left(1 + \frac{1}{f} \frac{\partial U}{\partial Y}\right) = 0.
\] (2.12)

Because the PV is uniform the mean-flow buoyancy field can be generally defined as
\[
B(Y, Z, T) = N^2 Z + B_g(Y) + \Delta B(Y, Z, T),
\] (2.13)

where \( B_g(Y) \) represents an imposed initial buoyancy distribution. We pick
\[
B_g(Y) = \mathcal{B} \text{erf}(Y/\lambda),
\] (2.14)

which describes a localized frontal zone with magnitude \(|\mathcal{B}|\) and horizontal width \(\lambda\). The variable \(\Delta B\) represents the induced buoyancy variations due to frontogenesis (or any other process) that are required to ensure that the PV is conserved. As shown in Appendix B, a few algebraic manipulations from (2.6) lead to the following evolution equation that describes the evolution of both frontogenetic flow and spontaneously emitted IWs,
\[
\frac{\partial^2 U}{\partial T^2} + (f^2 - \alpha^2)U + N^2 e^{2\alpha T} \int \int_Z \frac{\partial^2 U}{\partial Y^2} dZ' dZ = -f e^{\alpha T} \frac{dB_g}{dY} \int dZ.
\] (2.15)

The above equation can be solved for the along front velocity \(U\) using Fourier transform in \(Y\) and cosine transform in \(Z\) (to satisfy the free-slip boundary conditions), given a prescribed initial buoyancy field \(B_g(Y)\) (e.g., (2.14)) and assuming that the full-depth integrated right-hand-side vanishes. This last assumption implies that the solution contains only the baroclinic component of the flow, which is sensible for frontogenesis. The solution of the horizontal component of the ASC \((V)\) involves cosine modes in the vertical to satisfy the free-slip boundary conditions, while the vertical component of the ASC \((W)\) and ASC streamfunction \((\Psi)\) involve sine modes to satisfy the rigid-lid boundary conditions. The buoyancy anomaly \((\Delta B)\) involves sine modes to satisfy the Dirichlet conditions at the top and bottom boundaries. Once \(U\) (by using (B 18) and (B 9)) is known the remaining fields \((V, W, \Delta B)\) can be determined from (B 12a) and (B 12b), and transformed back from the generalized momentum coordinates using the Jacobian of transformation
\[
\mathcal{J} = e^{\alpha T} \left(1 + \frac{1}{f} e^{\alpha T} \frac{\partial U}{\partial Y}\right)^{-1}.
\] (2.16)

In Appendix C we demonstrate how we use solutions to (2.15) with \(\alpha = 0\) to design initial conditions that ensure that there are no IW excitation due to geostrophic adjustment. The initial buoyancy \(B_0\) (e.g., (C 6)) and along front velocity field \(U_0\) (obtained from (C 5a)) used in our numerical model is shown in figure 1 \((V_0 = W_0 = 0)\).

Next, we filter out spontaneously emitted waves from the analytical solutions to match the numerical solutions. The same multiple-scale method that is used above (2.7a-e) is applied to (2.15) yielding a waveless frontogenetic solution. The details of the resulting
Figure 1. The initial condition for (a) the along front velocity $U(y, z, 0) = U_0$ and (b) Rossby number ($R_{o0} = -\partial_y U_0 /f$). Contour lines of the initial buoyancy field $B(y, z, 0) = B_0$ are displayed with a 0.012 ms$^{-2}$ contour interval (solid and dotted line shows positive and negative values, respectively). The $N^2$, $\beta$, and $\lambda$ values used in (2.13) and (2.14) are 10$^{-2}$ s$^{-1}$, $-0.06$ m s$^{-2}$, and 200 km, respectively. The methodology used to obtain $U_0$ and the initial buoyancy variation $\Delta B_0$ are discussed in Appendix C. The initial ASC is set to zero ($V_0 = W_0 = 0$) such that the initial conditions correspond to a geostrophically balanced front with a small root-mean-squared (rms) Rossby number ($R_o\text{rms} \approx 0.03$).

analytical model, which we call ‘modified’ ST13, are discussed in Appendix B.1 and compared with the original ST13 model and with HB72 model in figure 14.

2.3. Internal wave evolution equations and initial conditions

To the slowly evolving mean-flow (§2.1), we add 2D hydrostatic, linear internal waves that evolve over the fast time scale $t_f$. The associated evolution equations for the IW velocity ($\mathbf{u} = (u, v, w)$), buoyancy ($b$), and pressure ($p$) fields are

$$
\frac{Du}{Dt_f} + v \frac{\partial U}{\partial y} + w \frac{\partial U}{\partial z} - fv + \alpha u = 0 \quad (2.17a)
$$

$$
\frac{Dv}{Dt_f} + v \frac{\partial V}{\partial y} + w \frac{\partial V}{\partial z} + fu - \alpha v = -\frac{\partial p}{\partial y} \quad (2.17b)
$$

$$
0 = -\frac{\partial p}{\partial z} + b, \quad (2.17c)
$$

$$
\frac{Db}{Dt_f} + v \frac{\partial B}{\partial y} + w \frac{\partial B}{\partial z} = 0, \quad (2.17d)
$$

$$
\frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} = 0, \quad (2.17e)
$$

where $D/Dt_f = D/Dt$ (e.g. (2.3)) with $\partial/\partial t$ replaced by $\partial/\partial t_f$, non-linear wave-wave terms are discarded. To initialize vertical IW modes, we set $\alpha$ to zero and exploit the fact that the initial conditions for the mean-flow contain no ASC ($V_0 = W_0 = 0$), such that $D/Dt_f$ can be approximated by $\partial/\partial t_f$. The problem configuration allows us to introduce a streamfunction $\psi$ such that

$$
v = \frac{\partial \psi}{\partial z}, \quad w = -\frac{\partial \psi}{\partial y}, \quad (2.18a,b)$$
and simplify (2.17a–c) to a single partial differential equation for \( \psi \) (e.g., Whitt & Thomas 2013):

\[
\left( F^2 + \frac{\partial^2}{\partial t^2} \right) \frac{\partial^2 \psi}{\partial z^2} + 2 S^2 \frac{\partial^2 \psi}{\partial y \partial z} + N^2 \frac{\partial^2 \psi}{\partial y^2} = 0, \tag{2.19}
\]

where \( F^2 = \int (f - \partial U/\partial y) \) and \( S^2 = f \partial U/\partial z = -\partial B/\partial y \). To make progress we assume that the variables \( F^2 \) and \( S^2 \) are constant, which is justified in the frontal zonal (e.g., figure 1) when the initial Rossby number is sufficiently small. Following Gerkema & Shrira (2005) we look for plane-wave solutions of the form

\[
\psi(y, z) = \tilde{\psi}(z) \exp \{i(l(y - A_1 z)) \exp (-i\omega t_f) , \tag{2.20}
\]

where \( \omega \) is the wave frequency and \( l \) is the wavenumber in the \( y \)-direction. Substituting the ansatz (2.20) into (2.19) yields

\[
\frac{d^2 \tilde{\psi}}{dz^2} + l^2 (A_1^2 - A_0) \tilde{\psi} = 0, \tag{2.21}
\]

where \( A_0 = N^2/(f f_{eff} - \omega^2), A_1 = S^2/(f f_{eff} - \omega^2) \) are constant, and \( f_{eff} = f - \partial U/\partial y \) is the effective Coriolis frequency. Equation (2.21), subject to the boundary conditions,

\[
\tilde{\psi}(z = 0) = \tilde{\psi}(z = -H) = 0, \tag{2.22}
\]

has solutions of the form

\[
\tilde{\psi}_n(z) = C_n \sin(m_n z), \quad m_n = \frac{n\pi}{H}, \tag{2.23}
\]

where \( m_n \) is the vertical wavenumber of the \( n \)th mode, and \( C_n \in \mathbb{R} \). The remaining fields are given by (2.18a, b), (2.17a) and (2.17d)

\[
[v, w] = \begin{bmatrix} -i l A_1 \tilde{\psi}_n + \partial \tilde{\psi}_n/\partial z, \quad -i l \tilde{\psi}_n \end{bmatrix} \exp \{i(l(y - A_1 z) - i\omega t_f) \} , \tag{2.24a}
\]

\[
u = \frac{i}{\omega f} (f f_{eff} \tilde{\nu} - S^2 \tilde{w}) \exp \{i(l(y - A_1 z) - i\omega t_f) \} , \tag{2.24b}
\]

\[
b = \frac{i}{\omega} (S^2 \tilde{v} - N^2 \tilde{w}) \exp \{i(l(y - A_1 z) - i\omega t_f) \} , \tag{2.24c}
\]

with the dispersion relation

\[
\omega^2 = f f_{eff} + \frac{l^2 N^2}{2 m_n^2} \left[ 1 \pm \sqrt{1 + \frac{4m_n^2 S^4}{l^2 N^4}} \right] = f f_{eff} + \frac{l^2 N^2}{2 m_n^2} \left[ 1 \pm \sqrt{1 + \frac{4}{Ri g B_u}} \right] , \tag{2.25}
\]

where \( Ri_g = N^2/(\partial_z U)^2 = f^2 N^2/S^4 \) is the Richardson number of the along-front geostrophic flow, and \( B_u = (l^2 N^2)/(f^2 m_n^2) \) is the IW Burger number. For finite scale low-mode IWs in a geostrophically balanced frontal zone \( B_u \sim \mathcal{O}(1) \), \( Ri_g \gg 1 \) and \( 4/(Ri_g B_u) \ll 1 \). The expression in the squared root can thus be expanded in a Taylor
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series, and (2.25) becomes
\[
\omega^2 \approx f_{\text{eff}} + \frac{t^2 N^2}{2m_n^2} \left[ 1 \pm \left( 1 + 2 \frac{m_n^2 S^4}{t^2 N^4} \right) \right].
\] (2.26)

From (2.26) the minimum IW frequency \(\omega_{\text{min}}\) is
\[
\omega_{\text{min}} \approx f \left( 1 + Ro - \frac{1}{Ri_g} \right),
\] (2.27)
which recovers the expression derived in Whitt & Thomas (2013), and shows that vorticity and baroclinicity allow the IW frequency to be lower than the inertial frequency. The corresponding horizontal group velocity \(c_{gy}\) takes the form
\[
c_{gy} \approx \pm \frac{N^3 \left( \omega^2 - \omega_{\text{min}}^2 \right)^{3/2}}{m_n \omega (2S^4 + N^2 (\omega^2 - f_{\text{eff}}))},
\] (2.28)
where the positive (negative) sign corresponds to \(l > 0\) \((l < 0)\).

Our IW initial conditions consist of a Gaussian packet of a mode-1 IW \((m_1 \text{ in } (2.24a - c))\), with a horizontal width of three wavelengths \((6\pi/l)\), and with phase lines approximately parallel to (case I) or tilted against (case II) isopycnals (figure 2). As discussed in T12, case I corresponds to a minimum frequency IW (NIW) that is phase-locked to the frontal zone \((c_{gy} \to 0, (2.28))\) and is therefore more likely to exchange energy with the frontal circulations. On the contrary, case II corresponds to a higher frequency IW (namely, \(\omega = 1.5f\)) that can propagate away from the frontal zone \((c_{gy} \neq 0, (2.28))\) and is therefore less likely to exchange energy with the frontal flow. In §6 we compare and contrast between the two cases.

3. Internal wave energy equations

The inviscid IW KE equation is obtained by multiplying (2.17a) with \(u\), (2.17b) with \(v\), and taking account of the numerical dissipation (e.g., (4.2)) leading to
\[
\frac{D K}{D t_f} = -uw \frac{\partial U}{\partial z} - wv \frac{\partial V}{\partial z} - \alpha (u^2 - v^2) - \delta v^2 - v w \frac{\partial V}{\partial y} + wb - \nabla \cdot (\mathbf{v} p),
\] (3.1)
where \(D/Dt_f = \partial/\partial t_f + (V - \alpha y) \partial/\partial y + W \partial/\partial z\), \(K = 1/2(u^2 + v^2)\), \(\nabla = \hat{y} \partial/\partial y + \hat{z} \partial/\partial z\), \(\mathbf{v} = \hat{y} v + \hat{z} w\) and \(\delta = \partial V/\partial y\) is the horizontal divergence associated with the ASC.

The terms in (3.1) are the geostrophic-shear-production (GSP), denoting wave-mean flow energy exchanges associated with the geostrophic vertical shear; the lateral-shear-production (LSP), denoting wave-mean flow energy exchanges associated with the geostrophic lateral shear; the deformation-shear-production (DSP), denoting energy exchanges due to the imposed deformation flow; the ageostrophic-shear-production (AGSP), denoting wave-mean flow energy exchanges associated with the ageostrophic vertical shear; the convergence-production (CP), denoting wave-mean flow energy exchanges associated with the lateral ageostrophic divergent motions; the buoyancy flux

\[†\] The imposed geostrophic strain modifies the IW frequency at \(O((\alpha/f)^2)\), which is negligible in our case compared with the effects of vorticity and baroclinicity (Jing et al. 2017).
Figure 2. Initial conditions for mode-1 (a, c) along-front and (b, d) cross-front IW velocities. The buoyancy contour lines are displayed with a 0.012 ms$^{-2}$ contour interval (solid and dotted line shows positive and negative values, respectively). Panels (a, b) correspond to IW phase lines that are parallel to buoyancy contour lines near the frontal zone (Case I - NIWs), whereas panels (c, d) correspond to IW phase lines that are tilted against the buoyancy contour lines near the frontal zone (Case II - high-frequency IWs, $\omega = 1.5f$).

(BFLUX), indicating the energy exchanges between wave kinetic and potential energies (see (3.2)); and the pressure work (PWORK), denoting wave energy changes due to the propagation of pressure perturbations.

The inviscid IW potential energy (PE) equation is obtained by multiplying (2.17d) with $b/N^2$ (assuming that $\partial B/\partial z \approx N^2$ is a constant), leading to

$$\frac{DP}{Dt} = -\frac{vb}{N^2} \frac{\partial B}{\partial y} - \frac{wb}{BFLUX},$$

(3.2)

where $P = 1/2(b^2/N^2)$. The first term on the right-hand-side of (3.2) is generally smaller than the KE equation terms and is therefore not shown in the analysis that follows.

In §6 we evaluate all the terms in (3.1) in several numerical experiments with different strain magnitudes, IW initial conditions, and vertical modes. In some cases the terms in (3.1) are domain averaged and time integrated, where the notation $\langle \cdot \rangle$ denotes the domain average. Note that $\langle PWORK \rangle = 0$ for our choice of boundary conditions (§4). We further introduce the notation $\Delta\langle K \rangle(t; t_0) = \langle K \rangle(t) - \langle K \rangle(t_0)$, to denote the change in domain averaged wave KE at time $t$ relative to another time $t_0$.

4. Numerical setup

The problem configuration detailed in §2.2 describes a quasi-linear model of a slowly-evolving mean-flow and a fast-evolving IW vertical mode. In the numerical model, the mean flow buoyancy field $B$ is defined as $B(y, z, t) = N^2z + B'(y, z, t)$, where $B'$ comprises
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| Parameter | Definition | Value |
|-----------|------------|-------|
| $L$       | domain size in $y$-direction | 1000 km (600 km after nesting) |
| $H$       | domain size in $z$-direction | 1 km |
| $N_y$     | number of uniform grid points in $y$-direction | 2000 |
| $N_z$     | number of Chebyshev points in $z$-direction | 240 |
| $\mathcal{B}$ | amplitude of the front | $-0.06 \text{ m s}^{-2}$ |
| $\lambda$ | cross-front length scale | 200 km |
| $N$       | buoyancy frequency | $10^{-2} \text{ s}^{-1}$ |
| $f$       | Coriolis frequency | $10^{-4} \text{ s}^{-1}$ |
| $Ri_{rms}$ | Rossby number of the front | 0.03 |
| $Ro_{rms}$ | Richardson number of the front | 15 |
| $\alpha$  | geostrophic strain | $(0.04f, 0.1f, 0.25f) \text{ s}^{-1}$ |
| $\omega$  | frequency of NIW | $0.97 \times 10^{-4} \text{ s}^{-1}$ |
| $l$       | horizontal wavenumber of mode-1 NIW | $-4.7 \times 10^{-5} \text{ m}^{-1}$ |
| $Bu$      | Burger number of mode-1 NIW | 2.24 |
| $\nu$     | viscosity | $2 \times 10^{-4} \text{ m}^2 \text{ s}^{-1}$ |
| $\kappa$  | diffusivity | $2 \times 10^{-4} \text{ m}^2 \text{ s}^{-1}$ |
| $\nu_h$   | hyperviscosity | $10^8 \text{ m}^4 \text{ s}^{-1}$ |
| $\kappa_h$ | hyperdiffusivity | $10^8 \text{ m}^4 \text{ s}^{-1}$ |
| $\sigma_y$ | $y$ tapering scale | 3 km |
| $\sigma_z$ | $z$ tapering scale | 2 m ($\sim 5$ grid points) |

Table 1. Description of the simulation parameters.

$B_g$ and $\Delta B$ (e.g. 2.13). Because $N^2$ is prescribed we only solve for $B'$, which represents buoyancy variation due to frontogenesis. We solve the following mean-flow equations numerically (see A 13 $- \epsilon$)

\[
\frac{DU}{Dt_s} - fV + \alpha U = \mathcal{D}(U), \quad (4.1a)
\]
\[
\frac{DV}{Dt_s} - \alpha V = T_1 f U - \frac{\partial P}{\partial y} + \mathcal{D}(V), \quad (4.1b)
\]
\[
0 = - \frac{\partial P}{\partial z} + B', \quad (4.1c)
\]
\[
\frac{DB'_s}{Dt} + N^2 W = \mathcal{D}(B'), \quad (4.1d)
\]
\[
\frac{\partial V}{\partial y} + \frac{\partial W}{\partial z} = 0, \quad (4.1e)
\]

with the material derivative

\[
\frac{D}{Dt_s} = \epsilon \frac{\partial}{\partial t} + (V - \alpha y) \frac{\partial}{\partial y} + W \frac{\partial}{\partial z},
\]

where $\epsilon = \alpha / f$. The diffusivity operator

\[
\mathcal{D} \equiv \nu \left( \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2} \right) - \nu_h \frac{\partial^4}{\partial y^4},
\]

is added to ensure numerical stability, and $T_1$ is the tapering function

\[
T_1(y) = 1 - e^{-((y+L/2)/\sigma_y)^2} - e^{-((y-L/2)/\sigma_y)^2},
\]

which is added to the Coriolis term in the $y$-momentum equation to ensure no pressure gradients develop near the vertical walls [Winters & de la Fuente 2012].
The following wave equations are solved numerically (see 2.17 a − e)

\[
\frac{Du}{Dt_f} + v \frac{\partial U}{\partial y} + w \frac{\partial U}{\partial z} - fv + \alpha u = \mathcal{D}(u) + F_u, \tag{4.4a}
\]

\[
\frac{Dv}{Dt_f} + v \frac{\partial V}{\partial y} + w \frac{\partial V}{\partial z} - \alpha v = \mathcal{T}_1 fu - \frac{\partial p}{\partial y} + \mathcal{D}(v) + F_v, \tag{4.4b}
\]

\[
0 = -\frac{\partial p}{\partial z} + b, \tag{4.4c}
\]

\[
\frac{Db}{Dt_f} + v \frac{\partial B}{\partial y} + w \frac{\partial B}{\partial z} = \mathcal{D}(b) + F_b, \tag{4.4d}
\]

\[
\frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} = 0, \tag{4.4e}
\]

with the material derivative

\[
\frac{D}{Dt_f} = \frac{\partial}{\partial t} + (V - \alpha y) \frac{\partial}{\partial y} + W \frac{\partial}{\partial z}.
\]

The diffusivity operator \( \mathcal{D} \) is given in (4.2) and leads to the following numerical wave KE dissipation

\[
\text{DISP} = u \mathcal{D}(u) + v \mathcal{D}(v). \tag{4.5}
\]

In the analysis that follows DISP is time integrated and domain averaged, as discussed in §3.

In the current manuscript, we assume that the mean-flow and IW fields are decoupled. In a forthcoming publication we allow the IWs to feedback on the mean flow using a phase-averaging operator over the fast-evolving IWs, which leads to the inclusion of averaged IW fluxes in the mean-flow evolution equations (i.e., the full quasilinear model).

The terms \((F_u, F_v, F_b) \equiv 1/2(\alpha u, \alpha v, \alpha b)\) are added on the right-hand side of the wave momentum and buoyancy equations to ensure numerical energy conservation. This is because the equations we solve for numerically are invariant in the \(x\) direction and, consequently, the imposed strain field is divergent and results in a wave KE and PE sink at a rate that equals \(\alpha \mathcal{K}\) and \(\alpha \mathcal{P}\), respectively. The IW energy conservation and the maintenance of the IW amplitude is particularly important in the full quasilinear model. Previous studies (e.g., asymptotic theory of Xie & Vanneste (2015), and idealized numerical simulation of Thomas & Daniel (2021); Xie (2020)) showed that the relative magnitude of the IWs compared with that of the mean flow is a key parameter controlling the wave-mean flow interactions. Therefore, we do not want the advection by the imposed deformation flow to remove energy from the domain and rapidly decrease the wave amplitude. We make sure that the results presented in the current manuscript are unaffected by these terms (Appendix D).

The boundary conditions for velocity (both mean flow and IW) are free-slip walls in the horizontal direction and free-slip rigid lid in the vertical direction. Dirichlet boundary conditions are used for both mean-flow and wave buoyancy perturbations in the top and bottom boundaries (specifically, \(B' = b = 0\) at \(z = 0, -H\)). These specified boundary conditions are identical to the ones used by the semi-analytical solutions of Shakespeare & Taylor (2013) (§2.2 and Appendix B). The initial conditions for the mean flow and the IWs are discussed in §2.2 (figures 1 and 2). The initial buoyancy fields \(B'\) and \(b\) are tapered to zero using a similar tapering function to (4.3), i.e., \(T_2(z) = 1 - e^{-(z/\sigma_z)^2} - e^{-(z+H)/\sigma_z)^2}\), to ensure that the Dirichlet boundary conditions are met.

The mean-flow and IW evolution equations above are solved using the pseudo-spectral...
code Dedalus (Burns et al. 2020) for three different values of imposed geostrophic strain $\alpha = 0.04f, 0.1f$ and $0.25f$. All fields are expanded with Chebyshev polynomials in the vertical direction and with cosine/sine expansions in the horizontal direction, with a 3/2 de-aliasing factor. Time-stepping is performed using a third-order 4-step implicit-explicit Runge-Kutta scheme with a time-step of 20s. Details of the simulation parameters are given in table 1.

During the later stage of frontogenesis (i.e., the superexponential stage), the frontal width rapidly decreases, thus requiring smaller grid spacing for adequate resolution. To this end, we add a nest to the original (‘parent’) grid once the front enters the superexponential stage and restart the numerical integration using the ‘parent’ values for both the mean-flow and IW variables as initial conditions. These new initial conditions are interpolated to the nested grid, which contains the same number of grid points as the ‘parent’ grid (table 1) but with a smaller horizontal domain size ($\pm 300$km), leading to a decrease in the horizontal grid spacing from 500m to 300m.

5. Mean-flow evolution

In 2D semigeostrophic frontogenesis (HB72, Hoskins 1982), the initial frontal sharpening is dominated by the externally imposed geostrophic strain field $\alpha$, leading to an exponential sharpening rate (the exponential stage). The convergent ageostrophic secondary circulation (ASC) that develops about the front gradually becomes stronger until it dominates the geostrophic strain, driving a superexponential sharpening rate that leads to a finite time singularity in the inviscid limit (the superexponential stage). These two growth stages are shown in figures 3 and 4 for different values of $\alpha$. The rms of the horizontal buoyancy gradient evolution ($\langle \partial_y B \rangle_{\text{rms}}$) averaged over the frontal region shows a good agreement between the numerical and analytical values, particularly during the exponential stage (figure 3). The difference between the analytical and numerical solutions during the superexponential stage is because numerical diffusion (4.2) acts to halt the frontal sharpening before the finite-time singularity is reached. Moreover, a comparison across different $\alpha$ values (figure 3(a$-$c)) shows that as $\alpha$ increases, the sharpening rate also increases, and the duration of the exponential stage is shortened. Accordingly, the analytical frontogenesis duration (until a finite-time singularity is reached) reduces from 7 to 1.1 inertial periods as $\alpha$ increases from 0.04$f$ to 0.25$f$.

Strong buoyancy gradients at frontal regions are often associated with strong divergence $\delta = \partial_y V$ and vorticity $\zeta = -\partial_y U$ signals. Indeed the rms values of these quantities, averaged over the frontal region, increase rapidly as the front sharpens (figure 4). Largely consistent with semigeostrophic frontogenesis, the simulated frontal flow is characterized by $\delta_{\text{rms}}/f \approx \alpha/f$ and $\text{Ro}_{\text{rms}} = \zeta_{\text{rms}}/f \approx 1$ during the exponential phase (dashed vertical lines in figure 4), whereas during the superexponential stage it is characterized by $\delta_{\text{rms}}/f \gg \alpha/f$ and $\text{Ro}_{\text{rms}} \gg 1$. In addition, $\text{Ro}_{\text{rms}} \gg \delta_{\text{rms}}/f$ at all times (the along front geostrophic velocity is always larger than the cross front ageostrophic velocity) with final $\delta_{\text{rms}}/f$ values approaching $O(1)$ for the cases with stronger strain values.

A snapshot of the ASC streamfunction $\Psi$ during the late exponential stage (blue shaded region in figure 3(b)) shows a good match between the semi-analytical and the numerical solutions (figure 5). As expected, the ASC is clockwise, leading to an energy conversion from APE to KE and restratification (McWilliams 2016; Barkan et al. 2019). The isopycnals are closer together near the top (bottom) boundaries at $y = 70$ km ($y = -70$), where frontogenesis is strongest. At these locations the ASC is convergent ($\delta/f < 0$; figure 6c) and the geostrophic vorticity is cyclonic ($\text{Ro} > 0$; figure 6a). Outside of these
Figure 3. The root-mean-squared (rms) horizontal buoyancy gradient evolution \((\partial_y B)_{\text{rms}}\) computed in the frontal region using the semi-analytical (dashed) and numerical solutions (solid), for three different values of \(\alpha\). The frontal region is identified as the region where \((\partial_y B)^2 > 0.1(\partial_y B)_{\text{max}}^2\). The end of the exponential and superexponential frontogenetic stages are marked above the thin vertical blue and red lines, respectively. Time is normalized by the inertial period \(T_i\).

Figure 4. The rms normalized divergence \((\delta_{\text{rms}}/f)\) evolution (a) and vorticity \((R_{o\text{rms}} \equiv \zeta_{\text{rms}}/f)\) evolution (b), computed in the frontal region (same definition as in figure 3) for three different values of \(\alpha\). Dashed (dotted) vertical lines indicate the end of the exponential (superexponential) frontogenesis stages. Time is normalized by the inertial period \(T_i\).

strong frontogenetic regions the flow is characterized by weaker divergence \((\delta/f > 0)\) and anticyclonic vorticity \((R_o < 0)\).

One inertial period later, in the superexponential stage, the asymmetry between cyclonic/convergent and anticyclonic/divergent circulation is enhanced, with near-surface convergence and vorticity values that increase by an order of magnitude. During that time, the frontal width (computed in the region where \((\partial_y B)^2 > 0.1(\partial_y B)_{\text{max}}^2, \text{at } z = -10 \text{ m}\) ) is decreased from around 120 km to 5 km.

6. Energy exchanges

The front-IW energy exchanges are explored for minimum frequency (near-inertial) and high-frequency waves (cases I and II in figure 2) with vertical modes 1-3 and subject to three different imposed strain values. We distinguish between energy exchanges during the exponential and superexponential frontogenetic stages (figure 3), which are characteristic of oceanic mesoscale and submesoscale frontogenesis, respectively (Barkan et al. 2019).

The phase structure and KE exchanges with the mean flow are substantially different between near-inertial and high-frequency waves (figure 7 and supplementary movie 1).
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Figure 5. Snapshots of the ASC streamfunction $\Psi$ computed using the analytical (a) and numerical (b) solutions for $\alpha = 0.1f$, during the exponential frontogenesis stage ($t = 2T_i$, figure 3(b)). The associated buoyancy contour lines are displayed with a $0.016\,\text{ms}^{-2}$ contour interval (solid and dotted line shows positive and negative values, respectively).

Figure 6. Snapshots of (a,b) the Rossby number $Ro$ and (c,d) the normalized horizontal divergence of the ASC $\delta/f$, in the numerical simulation with $\alpha = 0.1f$. Panels (a,c) and (b,d) correspond to the exponential and superexponential frontogenesis stages, respectively (see figure 3(b)). $T_i$ is the inertial period. Note the different colorbar ranges between panels a and b, and c and d.

The NIW remains in the frontal zone because the horizontal group velocity $c_{gy} \to 0$ (2.28), as discussed in T12, and nearly all of its kinetic-energy remains in the frontal zone during frontogenesis (figure 7(a)). This suggests that NIWs are likely to exchange energy with the front. On the contrary, the high-frequency wave is able to escape the frontal zone ($c_{gy} \neq 0$) with nearly all of its energy found outside the frontal region before the superexponential stage is reached (figure 7(d)). The higher the initial IW frequency is, the faster it escapes the frontal region (the intersection between the solid and dashed
magenta lines in figure \textit{7(d)} is shifted to the left by \( \approx 0.2T_i \) when the initial IW frequency is increased from 1.5\( f \) to 3\( f \).

### 6.1. Case I: minimum frequency wave (NIW)

The dominant KE exchange terms (3.1) for the minimum frequency wave include the DSP and AGSP (figure 8). As discussed in T12 and Whitt \\& Thomas (2013), the NIW is able to extract energy from the imposed deformation field (DSP > 0) when the frontal baroclinicity and vorticity modify the wave polarization relations, leading to rectilinear hodographs (i.e., \(|v| > |u|\); figure 7\((c, d)\)) and anisotropic horizontal momentum fluxes. The NIW loses its energy to the ASC when the wave isophases are tilted with the ageostrophic shear (solid blue line in figure 7\((d)\); AGSP < 0). Similarly to T12, the AGSP is the main inviscid mechanism that drains NIW KE. Quantitatively, both the DSP and AGSP remain largely unchanged when integrated separately over the exponential and superexponential stages, for all simulated \( \alpha \) values (table 2).

The convergence production (\( CP \equiv -\delta v^2 \)) is a newly identified mechanism for IW-front energy exchanges, which is associated with the convergence (or divergence) of the ASC. Convergent (divergent) regions correspond to \( CP > 0 \) (\( CP < 0 \)) and wave KE gain (loss). This particular energy exchange mechanism is absent in T12, and the QG-NIW theories (Xie \\& Vanneste 2015; Rocha et al. 2018; Thomas \\& Arun 2020), where the balanced (frontal) flow is horizontally non-divergent.

During the exponential stage, the convergence of the ASC in the frontal (cyclonic) region is rather weak, and is comparable to the divergence of the ASC in the anticyclonic region (figure 6\((c)\)). As a result, there is a cancellation when \( CP \) is domain-averaged, leading to small values compared with (DSP) (red and blue line in figure 8 blue shading). During the superexponential stage however, when frontal sharpening is primarily driven by the convergence of the ASC (\(|\delta| \sim \mathcal{O}(f)\); figure 6\((d)\)), \( CP \) gradually begins to dominate the NIW KE gain (red and blue lines in figure 8 red shading). Quantitatively, when integrated over the superexponential stage only, \( \left< CP \right> > \left< DSP \right> \) for all simulated strain values (table 2). This CP dominance is particularly evident when the DSP and CP terms are averaged separately inside and outside the frontal zone (denoted by ‘F’ and ‘OF’, respectively; figure 9).

Inside the frontal zone, the time integrated \( \left< CP \right>_F \) increases rapidly during the superexponential stage, coinciding with the rapid convergence increase of the ASC (figures 4\((a)\) and 6\((d)\)), and dominates \( \left< DSP \right>_F \) (solid red and blue lines in figure 9 red shading). In fact, because the imposed strain is constant everywhere, the DSP magnitude is approximately the same inside and outside of the frontal region (solid and dashed blue lines in figure 9). Furthermore, the cancellation between the positive \( \left< CP \right>_F \) and negative \( \left< CP \right>_{OF} \) values are clearly evident during the exponential stage (solid and dashed red lines in figure 9 blue shading). The AGSP, which like CP, is determined by the magnitude of the ASC, is considerably more negative when averaged inside the frontal zone (solid and dashed green lines in figure 9).

The time-integrated (DISP) increases in magnitude from the exponential to superexponential stages because the NIW wavelength shrinks more rapidly as the front sharpens faster (black line in figure 8 and table 2). Conversely, the time-integrated \( D(K) \) decreases in magnitude from the exponential to superexponential stages because part of the wave damping due to the AGSP is partially balanced by CP (magenta line in figure 8 and

\[ \text{specifically for a minimum frequency wave } |u|/|v| \approx (1 + Ro - Ri_g^{-1})^{1/2}, \text{ as discussed in Whitt \\& Thomas (2013).} \]
table 2). Finally, the remaining terms in (3.1) remove a small amount of NIW KE during both frontogenetic stages (brown line in figure S and table 2).

6.1.1. The partial cancelation between CP and AGSP during the superexponential stage

An interesting feature in our solution is that during the superexponential stage of frontogenesis, the loss of wave KE due to the AGSP mechanism is partially compensated by the KE gained from ASC via CP (solid red and green lines in the read-shaded region of figure 9 and figures 13(d,e)). This can be better understood by projecting the wave momentum flux in the direction of the principal strain axes of the ASC. In general, the sum of CP and AGSP in the principal strain coordinates can be expressed as

$$CP + AGSP = \frac{1}{2}(v'^2 + w'^2) \left( \frac{\partial V}{\partial y} + \frac{\partial W}{\partial z} \right) - (v'^2 - w'^2) \frac{S'_n}{2}, \tag{6.1}$$

where $v'$, $w'$ are velocity components in the transformed coordinates, given by

$$v' = v \cos \theta_p + w \sin \theta_p, \tag{6.2a}$$
$$w' = -v \sin \theta_p + w \cos \theta_p, \tag{6.2b}$$

and $S'_n$ is

$$S'_n = \left( \frac{\partial V}{\partial y} - \frac{\partial W}{\partial z} \right)^2 + \left( \frac{\partial V}{\partial z} + \frac{\partial W}{\partial y} \right)^2. \tag{6.3}$$

The angle between the simulated coordinates and the principal strain coordinates $\theta_p(y, z)$ is given by

$$\tan 2\theta_p = \frac{\partial V/\partial z + \partial W/\partial y}{\partial V/\partial y - \partial W/\partial z} \approx \frac{\partial V/\partial z}{2\partial V/\partial y}, \tag{6.4}$$

where the last step is derived from the continuity equation (2.2e), assuming $(\partial W/\partial y) \ll (\partial V/\partial z)$, which is valid in our numerical solutions.

Because our model is x-invariant, the first term on right-hand side of (6.1) is zero, and thus becomes

$$CP + AGSP = (w'^2 - v'^2) \frac{S'_n}{2}. \tag{6.5}$$

When $w'^2 = v'^2$ the wave-induced momentum flux in the principal strain coordinates vanish and CP and AGSP have equal and opposite signs. In this case $\tan 2\theta_p \approx -v/(2w)$ and, together with (6.4), we obtain $w/v = (\partial W/\partial z)/(\partial V/\partial z)$. This implies that the net KE exchanges between NIWs and the ASC are zero only when the phase lines of the NIWs are aligned with the streamlines of the ASC. This particular condition is nearly met during the superexponential stage, as the ASC streamlines align more closely with the isopycnals, and hence with the isophases of the NIWs (figures 10(a,b)).

6.1.2. Higher vertical modes

The above energetic analysis is solely based on a mode-1 NIW interacting with the front. To generalize our results, we initialize the numerical model with mode-2 and mode-3 Gaussian near-inertial wave packets ($\S$ 2.3) while using the same frontal flow described in $\S$ 2.2 for the case $\alpha = 0.1f$. The domain averaged energy exchange terms are computed and summarized in table 3.

Qualitatively, the above results for mode-1 NIW persist for the higher modes considered here. The $\langle DSP \rangle$ and $\langle CP \rangle$ are still the dominant IW energy extraction mechanism during the exponential and superexponential stages, respectively. Similarly, the $\langle AGSP \rangle$ causes
Figure 7. The kinetic energy fractions inside the frontal region \( \langle K_F \rangle / \langle K \rangle \) and outside of it \( \langle K_{OF} \rangle / \langle K \rangle \) are shown in panels (a) and (d) for minimum frequency (case I) and high-frequency (case II) waves, respectively. The frontal region is identified as the region where \( (\partial_y B)^2 > 0.1 (\partial_y B)_{\text{max}}^2 \). Snapshots of mode-1 IW velocity components \( u \) and \( v \) are plotted after two inertial periods in panels (b, e) and (c, f), respectively, based on a simulation with \( \alpha = 0.1f \). The panels (b, c) and (e, f) correspond to case I and case II, respectively. The black contour lines in figure (b, e, f) display buoyancy \( B \) with a 0.016 ms\(^{-2}\) contour interval (solid and dotted line shows positive and negative values, respectively). Blue arrows in panel (c) indicate the profile of the horizontal component of the ASC, \( V \), at \( y \approx 0 \), illustrating that the ageostrophic vertical shear is tilted with the IW phase lines.

Figure 8. The various terms in the IW KE evolution equation (3.1) for numerical simulations with different \( \alpha \) values and a mode-1 IW which is initially near-inertial (Case I). Residual = GSP + LSP + BFLUX and \( K_0 \) is the wave KE at \( t_0 = 0 \). The end of the exponential and superexponential frontogenetic stages are denoted by the thin vertical blue and red lines, respectively. Time is normalized by the inertial period \( T_i \).

The wave to lose KE to the ASC during both frontogenetic stages. This suggests that the KE exchange mechanisms are not sensitive to the IW modal structure.
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Figure 9. Same as figure 8 for the DSP, CP and AGSP terms in the IW KE evolution equation (3.1), averaged over the frontal region defined as the region where \((\partial_y B)^2 > 0.1(\partial_y B)_{\text{max}}^2\) (subscript F; solid lines) and outside the frontal region (subscript OF; dashed lines).

Figure 10. Snapshots of the NIWs streamfunction \(\psi\) (color contour plot) with superimposed buoyancy \(B\) (black lines) with a 0.03 ms\(^{-2}\) contour interval and ASC streamfunction \(\Psi\) (blue lines) with a 22 m\(^2\)s\(^{-1}\) contour interval during (a) exponential \((t = 2T_i, \text{figure } 3(b))\) and (b) superexponential \((t = 3T_i)\) stages of the frontogenesis using numerical simulation for \(\alpha = 0.1f\). The solid and dotted lines shows the positive and negative values, respectively.

6.2. Case II: high-frequency wave

T12 demonstrated that higher-frequency IWs gradually approach the minimum frequency as the front sharpens. In this process, however, the wave phase lines become nearly vertical (figure 7(e,f)), and the intrinsic horizontal group velocity \(c_{g,y} \rightarrow -N/m\) \((2.28)\), allowing the wave to escape the frontal region. Due to our configuration setup the IW is unable to propagate out of the imposed-strain influence, as in \(\text{Thomas}(2019)\), and is instead halted where \(-c_{g,y} = (V - \alpha y)\) (see also supplementary movie 2). Consequently, the KE exchange terms with the front are substantially different than for the NIW (compare figures 8(b) and 11(a), and tables 2 and 4). The IW still gains energy through the \(\langle \text{DSP} \rangle\), as the hodographs remain rectilinear (compare figures 7(e) and 7(f)), but this happens outside of the frontal region (blue dot-dashed line in figure 11(b)). This is because the strain acts outside of the frontal region, where \(Ro \rightarrow 0, Ri_{g,y} \rightarrow 0\), and \(|v|/|u| \approx \omega/f > 1\) \((2.24b)\). The \(\langle \text{BFLUX} \rangle\) is now strong and negative (brown lines in figure 11), implying that the wave KE is converted to wave PE (the BFLUX appears with opposite signs in (3.1) and (3.2)). This is consistent with the finding of Xie &
Table 2. The various terms in the IW KE evolution equation \(3.1\) integrated over the exponential and superexponential frontogenetic stages (blue and red shading in figure 3), for a mode-1, minimum frequency IW (Case I) subject to different \(\alpha\) values. The time integration is from \(t_0 = 0\) to \(t = t_e\) for the exponential stage, and from \(t_0 = t_e\) to \(t = t_{se}\) for the superexponential stage, where \(t_e\) and \(t_{se}\) denote the end of the exponential and the superexponential stage, respectively.

| Terms                                | \(\alpha = 0.04f\) | \(\alpha = 0.1f\) | \(\alpha = 0.25f\) | \(\alpha = 0.04f\) | \(\alpha = 0.1f\) | \(\alpha = 0.25f\) |
|--------------------------------------|---------------------|---------------------|---------------------|---------------------|---------------------|---------------------|
| \(\int_{t_0}^{t_e} \langle GSP \rangle dt/\langle K_0 \rangle\) | -0.03               | -0.04               | -0.03               | 0.01                | -0.03               | -0.04               |
| \(\int_{t_0}^{t_e} \langle LSP \rangle dt/\langle K_0 \rangle\) | -0.01               | -0.01               | 0.00                | -0.03               | 0.00                | 0.00                |
| \(\int_{t_0}^{t_e} \langle DSP \rangle dt/\langle K_0 \rangle\) | 0.11                | 0.14                | 0.12                | 0.11                | 0.13                | 0.18                |
| \(\int_{t_0}^{t_e} \langle CP \rangle dt/\langle K_0 \rangle\) | 0.02                | 0.04                | 0.04                | 0.16                | 0.18                | 0.31                |
| \(\int_{t_0}^{t_e} \langle AGSP \rangle dt/\langle K_0 \rangle\) | -0.28               | -0.39               | -0.32               | -0.25               | -0.33               | -0.56               |
| \(\int_{t_0}^{t_e} \langle BFLUX \rangle dt/\langle K_0 \rangle\) | -0.02               | -0.03               | 0.00                | -0.03               | -0.03               | -0.03               |
| \(\int_{t_0}^{t_e} \langle DISP \rangle dt/\langle K_0 \rangle\) | -0.06               | -0.03               | 0.00                | -0.12               | -0.04               | -0.02               |
| \(\Delta \langle K \rangle (t; t_0)/\langle K_0 \rangle\) | -0.27               | -0.32               | -0.24               | -0.15               | -0.12               | -0.16               |

Table 3. Same as table 2 but for mode-2 and mode-3 NIWs (Case I) and for the \(\alpha = 0.1f\) solution.

| Terms                                | mode-2 | mode-3 |
|--------------------------------------|--------|--------|
|                                      | Exponential | Superexponential | Exponential | Superexponential |
| \(\int_{t_0}^{t_e} \langle GSP \rangle dt/\langle K_0 \rangle\) | -0.06   | -0.04   | -0.05   | -0.02   |
| \(\int_{t_0}^{t_e} \langle LSP \rangle dt/\langle K_0 \rangle\) | 0.00    | 0.00    | 0.00    | 0.00    |
| \(\int_{t_0}^{t_e} \langle DSP \rangle dt/\langle K_0 \rangle\) | 0.12    | 0.07    | 0.09    | 0.06    |
| \(\int_{t_0}^{t_e} \langle CP \rangle dt/\langle K_0 \rangle\) | 0.05    | 0.14    | 0.04    | 0.11    |
| \(\int_{t_0}^{t_e} \langle AGSP \rangle dt/\langle K_0 \rangle\) | -0.38   | -0.23   | -0.31   | -0.18   |
| \(\int_{t_0}^{t_e} \langle BFLUX \rangle dt/\langle K_0 \rangle\) | -0.01   | -0.01   | 0.01    | -0.02   |
| \(\int_{t_0}^{t_e} \langle DISP \rangle dt/\langle K_0 \rangle\) | -0.13   | -0.11   | -0.19   | -0.12   |
| \(\Delta \langle K \rangle (t; t_0)/\langle K_0 \rangle\) | -0.41   | -0.18   | -0.35   | -0.17   |

Vanneste (2015), where it is shown that the decrease in the horizontal length scale of the wave leads to an increase in wave PE and a subsequent reduction in the Lagrangian-mean balanced kinetic energy. The eulerian-mean energy pathway involves the wave KE equation where through the BFLUX term wave KE is converted to wave PE (Rocha et al. 2018). Mechanistically, if the IW phase lines are to remain vertical and steeper than the isopycnals (figure 7(e,f)), then it must, on average, accumulate PE. Because the high-frequency wave remains outside of the frontal region, the AGSP is unable to act and transfer energy back to the front, as is the case for the minimum frequency wave.
FIGURE 11. (a) Same as figure 8(b) but for a mode-1 high-frequency IW ($\omega = 1.5f$; Case II). (b) Same as figure 9(b) but for a mode-1 high-frequency IW ($\omega = 1.5f$; Case II). Note that the Residual = GSP + LSP.

Table 4. Same as table 2 but for a mode-1 high-frequency IW ($\omega = 1.5f$; Case II) and for the $\alpha = 0.1f$ solution.

| Terms                      | Exponential phase | Superexponential phase |
|----------------------------|-------------------|------------------------|
| $\int_{t_0}^{t} \langle GSP \rangle dt / \langle K_0 \rangle$ | -0.13             | -0.05                  |
| $\int_{t_0}^{t} \langle LSP \rangle dt / \langle K_0 \rangle$ | 0.05              | 0.02                   |
| $\int_{t_0}^{t} \langle DSP \rangle dt / \langle K_0 \rangle$ | 1.23              | 1.92                   |
| $\int_{t_0}^{t} \langle CP \rangle dt / \langle K_0 \rangle$ | 0.00              | 0.00                   |
| $\int_{t_0}^{t} \langle AGSP \rangle dt / \langle K_0 \rangle$ | 0.06              | 0.00                   |
| $\int_{t_0}^{t} \langle BFLUX \rangle dt / \langle K_0 \rangle$ | -0.93             | -0.97                  |
| $\int_{t_0}^{t} \langle DISP \rangle dt / \langle K_0 \rangle$ | 0.00              | -0.16                  |
| $\Delta \langle K \rangle(t, t_0) / \langle K_0 \rangle$ | 0.28              | 0.76                   |

(green line in figure 11), and the high-frequency IW continuously gains KE ($\langle \Delta KE \rangle > 0$). The remaining terms are small and are summarized for completeness in table 4.

6.3. Spatial structure of the energy exchange terms

To gain further insight into the IW-front energy exchanges, we examine the spatial structure of the various KE exchange terms in (3.1) during the exponential and superexponential frontogenetic stages (figures 12 and 13, respectively) for a mode-1 NIW (case I; §6.1) with $\alpha = 0.1f$.

The time-integrated DSP is predominantly positive during both frontogenetic stages because of the rectilinear wave hodographs (figure 7(b, c)), and is concentrated in the
frontal (cyclonic) region (figures 5 and 6(a, b)). As the front sharpens the positive DSP signal is confined to a smaller area with comparable magnitudes in the two frontogenetic stages (figures 12(c) and 13(c)), in agreement with table 2. The time-integrated AGSP is negative during both stages because the wave phase lines are tilted with the ageostrophic shear (figure 7(a, b)), and is even more tightly confined to the frontal region. Similarly to the DSP it occupies a smaller region as the front sharpens, with comparable magnitudes in the two frontogenetic stages (figures 12(e) and 13(e)).

The cancellation between positive CP in the frontal region and negative CP outside the frontal region during the exponential stage (red lines in figure 9(b)) is clearly visible in the spatial plot (figure 12(d)). As the convergent ASC strengthens during the superexponential stage (figure 7(d)), CP becomes strongly positive in the frontal region and dominates the negative signal outside the front (figure 13(d)), leading to a domain-averaged positive contribution (figure 8(b) and table 2).

The time-integrated LSP is everywhere an order of magnitude smaller than the remaining terms (figures 12(b) and 13(b)), as expected from table 2. The time-integrated BFLUX term however (figures 12(f) and 13(f)) exhibits similar magnitudes to the other terms, albeit with both positive and negative lobs that cancel out when averaged over the entire domain (table 2). This is because the wave isophases are not exactly parallel to isopycnals but, in fact, have a shallower slope (figures 2(a,b)). Because the total buoyancy $B + b$ is conserved (as shown below), the wave must acquire a positive (negative) buoyancy anomaly $b$ in the region of lower (higher) $B$. In turn, regions of positive (negative) $b$ are associated with an increase (decrease) in wave PE and consequently, $\text{BFLUX} < 0$ (BFLUX > 0) (3.2). Interestingly, the integrated GSP term has similar spatial structures to the integrated BFLUX term during both frontogenetic stages, albeit with opposite signs (figures 12(a, f) and 13(a, f)).

To understand this feature in our solutions, we examine the evolution of the total absolute momentum $\mathcal{M} = u + U - fy$ together with the total buoyancy $B + b$, in the inviscid non-diffusive limit. For time scales sufficiently smaller than $\alpha^{-1}$, it is safe to assume that both the total absolute momentum and total buoyancy are nearly conserved (e.g., T12). Following Whitt & Thomas (2013), the $x$-component of the wave velocity $u$ can be written as

$$u(t + \delta T) - u(t) = -\nabla \cdot \mathcal{M}_g \cdot \delta \mathbf{r} = - \left( \frac{\partial \mathcal{M}_g}{\partial y} \delta Y + \frac{\partial \mathcal{M}_g}{\partial z} \delta Z \right), \quad (6.6)$$

where $\mathcal{M}_g = U - fy$ is the absolute momentum of the geostrophic flow, $\delta \mathbf{r} = \hat{y} \delta Y + \hat{z} \delta Z$ denotes the position vector such that $\delta Y = \int_{t}^{t+\delta T} v dt$ and $\delta Z = \int_{t}^{t+\delta T} w dt$, and $\delta T < \alpha^{-1}$ is the time duration. Similarly, it follows that the wave buoyancy $b$ can be expressed as

$$b(t + \delta T) - b(t) = -\nabla \cdot \mathbf{B} \cdot \delta \mathbf{r} = - \left( \frac{\partial \mathcal{M}_g}{\partial y} \delta Y + \frac{\partial \mathcal{M}_g}{\partial z} \delta Z \right). \quad (6.7)$$

Using (6.6), the GSP can be written as

$$-uw \frac{\partial U}{\partial z} \bigg|_{t+\delta T} = -(u(t) - \nabla \cdot \mathcal{M}_g \cdot \delta \mathbf{r}) w \frac{\partial \mathcal{M}_g}{\partial z}, \quad (6.8)$$

and using (6.7), the BFLUX can be expressed as

$$wb \bigg|_{t+\delta T} = w \left( b(t) - \nabla \cdot \mathbf{B} \cdot \delta \mathbf{r} \right). \quad (6.9)$$

To compute the approximate GSP and BFLUX above we begin with the initial conditions described in (2.3) and time step (6.6) and (6.7) to obtain $u$ and $b$ at all times. Equations (6.8) and (6.9) are then calculated every 10 minutes using the numerical values of $v$, $w$, $u$, $U$, $b$, $\mathcal{M}_g$, $\mathbf{B}$, $\delta Y$, $\delta Z$, $\delta T$, $\alpha$, and $\mathcal{M}_g$.
Figure 12. Snapshots of the various terms in the IW KE evolution equation (3.1) integrated over the exponential frontogenetic stage (blue shading in figure 3; $t_e$ denotes the end of exponential stage), for a mode-1, minimum frequency IW (Case I), subject to $\alpha = 0.1f$. The approximate GSP and BFLUX values in (6.8) and (6.9) are shown with contour-lines in panels (a) and (f), respectively, where solid (dashed) lines denote positive (negative) values with a 2 contour interval for GSP and a 2.4 contour interval for BFLUX. All fields are normalized by the initial, domain-averaged wave KE.

7. Summary and Discussion

A quasilinear model is developed to study the energy exchanges between a two-dimensional frontal zone undergoing strain-induced semigeostrophic frontogenesis and hydrostatic, linear IW vertical modes. The main novelties of the quasilinear model are:

(i) the frontogenesis includes a superexponential sharpening stage that is accompanied by ageostrophic convergent motions and $Ro \sim O(1)$ dynamics,
Figure 13. Same as figure 12 but time-integrated over the superexponential frontogenetic stage (red shading in figure 3). \( t_{se} \) denotes the end of superexponential stage. The contour intervals in panels (a) and (f) are 4.9 and 6.2 for the approximate GSP (6.8) and BFLUX (6.9), respectively.

(ii) the IWs are no longer unbounded in the vertical (e.g., [Thomas 2012]) and have a modal structure that is more representative of oceanic IWs.

The model is solved numerically for three imposed strain values and IW vertical modes 1–3 that are initially oriented parallel to isopycnals (case I, minimum frequency NIW) or tilted against isopycnals (case II, high-frequency IWs, \( \omega = 1.5f \)). For all of our solutions we compute the various terms in the wave KE equation (2.1), distinguishing between the exponential and superexponential frontogenetic stages.

In agreement with previous work ([Thomas 2019]), high-frequency waves can escape the frontal zone and, therefore, exchange little energy with the ageostrophic frontal circulation. Nevertheless, because the imposed strain is not only acting in the frontal zone the high-frequency wave can still efficiently extract KE from the balanced deformation flow through the DSP mechanism. Part of this extracted KE is then converted to wave PE.

NIWs also extract KE from the balanced deformation flow via the deformation shear production (DSP) because the imposed strain modifies the wave hodographs to be rectilinear ([Thomas 2012]). In contrast with high-frequency IWs however, NIW modes
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remain in the frontal zone and can exchange KE with the ageostrophic frontal flow because their phase-lines align with isopycnal and their group velocity \( c_g \rightarrow 0 \). Indeed, during the exponential phase most of the KE extracted due to DSP is transferred to the frontal ASC via the ageostrophic shear production (AGSP), because the wave phase lines are titled with the ageostrophic vertical shear. The inclusion of \( Ro \sim O(1) \) and ageostrophic convergent motions in our model allows us to identify a new mechanism, the convergence production (CP), through which NIWs can efficiently extract KE from the frontal ageostrophic secondary circulation (ASC). In three dimensions (i.e., Srinivasan et al. 2021)

\[
CP \equiv -\delta K, 
\]

where \( \delta \) denotes the horizontal divergence, and \( K \) is the KE of the IWs. The definition above states that only the sign of \( \delta \) dictates the direction of energy transfer between the wave and mean-flow and that CP plays a role in the energy exchange when the horizontal flow is divergent/convergent. The importance of horizontal divergence to IW energetics has been previously discussed in Weller (1982) and Chen et al. (2021), who investigated how a divergent QG/Ekman flow can dampen near-inertial oscillations. Our results demonstrate that CP dominates the energy exchanges in the frontal region during the superexponential stage when the convergent ASC inside the frontal zone increases \((|\delta| \sim O(f))\) and overcomes the divergent flow outside of it. Furthermore, we demonstrate that during the superexponential stage the KE loss due to the AGSP mechanism is largely compensated by a KE gain from the ASC due to the CP mechanism. This is because the ASC streamlines are approximately aligned with the isopycnals as well at this stage, and so the NIW momentum fluxes diminish.

Barkan et al. (2021) demonstrated, using realistically forced high-resolution ocean simulations in the north Atlantic ocean, that the most substantial energy transfers from balanced flow to IWs occur at surface intensified fronts and filaments that are characterized by \( Ro \sim O(1) \) and strong ageostrophic convergent motions. The results presented here suggest that CP may explain these observed energy transfers. Furthermore, recent numerical results and drifter observations in the Gulf of Mexico indicate that the convergent ASC at oceanic submesoscales (0.1-10 km) may be stronger than predicted by semigeostrophic theory (Barkan et al. 2019), implying that CP may be more significant than is shown by our idealized 2D model. It was further shown in Barkan et al. (2019) that the dynamical dominance of the convergent ASC in oceanic submesoscale fronts and filaments is independent of the physical mechanism that initiated frontogenesis (e.g., turbulent thermal wind; Gula et al. 2014). This means that, in contrast with the DSP, CP can lead to energy extraction from oceanic fronts even in the absence of mesoscale straining motions.

Finally, another important new feature of our quasilinear model is that it can incorporate IW effects on the frontal (‘mean’) flow by adding quasilinear wave-induced momentum and buoyancy fluxes. These ‘wave-feedback’ effects on frontogenesis, frontal stability, and energy exchanges will be examined in future work.
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Appendix A. Filtering spontaneously emitted internal waves from the mean-flow evolution equations

In this section we describe the procedures to remove spontaneously emitted IWs from the mean-flow equations (2.2a−e). These emitted IWs are associated with a fast time scale, while the frontogenesis occurs on a slower time scale, provided that $\alpha/f = \epsilon < 1$. To this end we non-dimensionalize (2.2a−e) and then employ a multiple timescale perturbation approach. The lengths and time are scaled as

$$y = \lambda Y^*, \quad z = H z^*, \quad t = \frac{1}{f} t^*,$$  \hspace{1cm} (A 1a − c)

where $\lambda$ and $H$ are the cross-front and vertical length scales of the front, respectively (Table 1), and the ‘star’ superscript denotes a non-dimensional variable. The flow variables are scaled with

$$(U,V) = |\mathcal{B}|H/(f \lambda)(U^*,V^*), \quad W = |\mathcal{B}|H^2/(f \lambda^2)W^*, \quad P = |\mathcal{B}|HP^*, \quad B = |\mathcal{B}|B^*,$$  \hspace{1cm} (A 2a − d)

where $|\mathcal{B}|$ is the magnitude of the localized front defined in (2.14). With the above non-dimensional variables, the non-dimensional form of (2.2a−e) is

$$\frac{DU^*}{Dt^*} - V^* + \epsilon U^* = 0,$$  \hspace{1cm} (A 3a)

$$\frac{DV^*}{Dt^*} + U^* - \epsilon V^* = - \frac{\partial P^*}{\partial y^*},$$  \hspace{1cm} (A 3b)

$$0 = - \frac{\partial P^*}{\partial z^*} + B^*,$$  \hspace{1cm} (A 3c)

$$\frac{DB^*}{Dt^*} = 0,$$  \hspace{1cm} (A 3d)

$$\frac{\partial V^*}{\partial y^*} + \frac{\partial W^*}{\partial z^*} = 0,$$  \hspace{1cm} (A 3e)

where $D/Dt^* = \partial/\partial t^* + (\bar{Ro}V^* - \epsilon y^*)\partial/\partial y^* + \bar{Ro}W^*\partial/\partial z^*$, with the Rossby number $\bar{Ro} = |\mathcal{B}|H/(f^2 \lambda^2)$ allowed to be $\mathcal{O}(1)$ as in HB72.

Next we decompose all of the mean-flow fields into frontogenetic components (comprising both geostrophic and ageostrophic flows, and denoted by subscript ‘s’), which evolve over slow time scale $t^*_s = \epsilon t^*$, and the spontaneously emitted IW components (denoted
by substituting (A 4) into (A 3), and truncating the asymptotic series (A 4) at $O(\epsilon)$ obtained by truncating (A 4) at $O(1)$.

The following evolution equation for the ageostrophic cross front velocity $V_s^*$ is obtained from (A 3) by substituting (A 4) into (A 3), and leads to (2.7) + $\epsilon$. Finally, the time derivative is scaled as

$$\frac{\partial}{\partial t^*} = \frac{\partial}{\partial t^*_f} + \epsilon \frac{\partial}{\partial t^*_s}.$$  

(A 5)

The evolution of the non-dimensional waveless solutions ($U^*, V^*, W^*, B^*$) are obtained by substituting (A 4) into (A 3), and truncating the asymptotic series (A 4) at $O(\epsilon)$. Equation (A 3a) yields the evolution equation of the waveless $U^*_s$, which is given by

$$\frac{DU^*_s}{Dt^*_s} - \epsilon V^*_s + \epsilon U^*_s = 0,$$  

(A 6)

where $D/Dt^*_s$ is given by

$$\frac{D}{Dt^*_s} = \epsilon \frac{\partial}{\partial t^*_s} + \epsilon \left[ (\bar{Ro}V^*_s - y^*) \frac{\partial}{\partial y^*} + \bar{Ro}W^*_s \frac{\partial}{\partial z^*} \right].$$  

(A 7)

The following evolution equation for the ageostrophic cross front velocity $V^*_s$ is again obtained by truncating (A 4) at $O(\epsilon)$

$$\epsilon \frac{DV^*_s}{Dt^*_s} + U^*_s - \epsilon^2 V^*_s = - \frac{\partial P^*_s}{\partial y^*}.$$  

(A 8)

At leading order the above equation yields geostrophic balance for $U^*_s$. Combining (A 6) and (A 8) one obtains

$$\frac{D^2 U^*_s}{Dt^*_s^2} + (1 - \epsilon^2) U^*_s = - \frac{\partial P^*_s}{\partial y^*},$$  

(A 9)

which is the non-dimensional version of (2.6). From (A 3a) we get hydrostatic balance for $B^*_s$ viz.

$$0 = - \frac{\partial P^*_s}{\partial z^*} + B^*_s.$$  

(A 10)
Equation (A 3d) yields the evolution of $B^*_s$ which is given by

$$ \frac{DB^*_s}{Dt^*_s} = 0. \quad (A 11) $$

Finally the continuity equation (A 3e) becomes

$$ \frac{\partial V^*_s}{\partial y^*} + \frac{\partial W^*_s}{\partial z^*} = 0. \quad (A 12) $$

To summarize, the dimensional form of the evolution equations for the slowly evolving frontogenetic fields are

$$ \frac{DU_s}{Dt_s} - fV_s + \alpha U_s = 0, \quad (A 13a) $$

$$ \frac{DV_s}{Dt_s} + fU_s - \alpha V_s = -\frac{\partial P_s}{\partial y}, \quad (A 13b) $$

0 = -\frac{\partial P_s}{\partial z} + B_s, \quad (A 13c)$$

$$ \frac{DB_s}{Dt_s} = 0, \quad (A 13d) $$

$$ \frac{\partial V_s}{\partial y} + \frac{\partial W_s}{\partial z} = 0, \quad (A 13e) $$

with the material derivative

$$ \frac{D}{Dt_s} = \epsilon \frac{\partial}{\partial t_s} + (V_s - \alpha y) \frac{\partial}{\partial y} + W_s \frac{\partial}{\partial z}. $$

Equations (A 13a − e) are solved numerically for the mean-flow variables, as discussed in §4.

**Appendix B. Semi-analytical solution of a uniform PV front**

Here we present the semi-analytical solution for a 2D front undergoing frontogenesis based on the mathematical framework provided by ST13. Using the definition of the generalized momentum coordinates (2.9a − c) and the associated material derivative (2.11), (2.6) in generalized momentum coordinate system becomes

$$ \frac{\partial^2 U}{\partial T^2} + (f^2 - \alpha^2)U = f^2 U_g, \quad (B 1) $$

where the vertical advection terms are discarded above because, as shown by ST13, their contributions are two-order of magnitude smaller than the linearized solution except when finite-time singularity is reached. Substituting the mean-flow buoyancy field (2.13) into the PV conservation equation (2.12), and applying the boundary condition (\( \partial \Delta B / \partial T \)) = 0 at \( Z = -H \) and \( Z = 0 \) yields

$$ \Delta B(Y, Z, T) = \frac{N^2}{f} e^{\alpha t} \int_0^Z \frac{\partial U}{\partial Y} dZ'. \quad (B 2) $$

Thus the total buoyancy field \( B \) can be expressed as

$$ B(Y, Z, T) = N^2 Z + B_g(Y) + \frac{N^2}{f} e^{\alpha T} \int_0^Z \frac{\partial U}{\partial Y} dZ'. \quad (B 3) $$
Combining (2.2d) and (B.3) we obtain an expression for the vertical velocity \( W \)

\[
W = -\frac{\mathcal{J}}{f} e^{-\alpha T} \int_0^Z \frac{\partial}{\partial T} \left( e^{\alpha T} \frac{\partial U}{\partial Y} \right) dZ',
\]

where the Jacobian \( \mathcal{J} \) is defined in (2.16). It is convenient to introduce a cross-front streamfunction \( \Psi(Y,Z) \)

\[
\Psi = -\int W dy = -\int_{-\infty}^Y W J^{-1} dY = \frac{1}{f} e^{-\alpha T} \frac{\partial}{\partial T} \left( e^{\alpha T} \int_0^Z dZ' U \right),
\]

where for evaluating the \( Y \) integral of the above equation we assume that \( U \to 0 \) at \( Y \to \pm \infty \). The associated cross-front velocity \( V \) can be expressed as

\[
V = \frac{1}{f} \left[ \left( \frac{\partial U}{\partial T} + \alpha U \right) + W \frac{\partial U}{\partial Z} \right].
\]

The thermal wind relation (2.5) becomes

\[
f e^{-\alpha T} \frac{\partial U_g}{\partial Z} + \frac{\partial B}{\partial Y} = \frac{\partial U}{\partial Z} \frac{\partial U_g}{\partial Y} - \frac{\partial U_g}{\partial Y} \frac{\partial U}{\partial Y},
\]

where the right-hand side of the above equation constitutes a Jacobian, which is zero when the along-front velocity \( U \) is a functional form of the along-front geostrophic velocity \( U_g \). In the HB72 model \( U = U_g \), so the right-hand side of (B.7) is identically zero, such that

\[
U = -\frac{1}{f} e^{\alpha T} \int \frac{\partial B}{\partial Y} dZ.
\]

With the above definition of \( U \), (B.1) becomes (2.15), which can be solved by assuming that \( U \) takes the following form

\[
U(Y,Z,T) = \sum_{n=1}^\infty \cos(m_n Z) \int_{-\infty}^\infty \hat{U}(l,m_n,T)e^{ilY} dl,
\]

where \( l \) and \( m_n = n\pi/H \) are the horizontal and vertical wavenumbers, respectively, and ‘hat’ denotes the Fourier mode amplitude. Note that we choose cosine modes for \( \hat{U} \) in the vertical direction to satisfy the free-slip boundary conditions. Substituting (B.9) into (2.15) we obtain

\[
\frac{\partial^2 \hat{U}}{\partial T^2} + \left[ (f^2 - \alpha^2) + N^2 e^{2\alpha T} \frac{l^2}{m_n^2} \right] \hat{U} = -i f l e^{\alpha T} \hat{B}_g A_n,
\]

with

\[
A_n = -\frac{2H}{n^2 \pi^2} \left[ -1 + (-1)^n \right],
\]

and subject to the assumption that the right-hand-side of (2.15) vanishes because the frontogenetic flow is purely baroclinic. Defining \( \Psi \) and \( \Delta B \) similarly to (B.9), where both involve sine modes in the \( z \)-direction to satisfy the no penetration and zero buoyancy perturbation respectively, and making use of (B.5) and (B.2), we obtain

\[
\hat{\Psi} = \frac{1}{f} \frac{1}{m_n} \left( \frac{\partial \hat{U}}{\partial T} + \alpha \hat{U} \right),
\]

\[
\Delta \hat{B} = i \frac{N^2}{f} \frac{1}{m_n} e^{\alpha T} \hat{U}.
\]
The general solution of \( (B\ 10) \) consists of two parts. First, a homogeneous part that is associated with spontaneously emitted IWs and, second, an inhomogeneous part that is associated with strain-induced frontogenesis. Because the focus of this study is on frontogenesis, we modify \( (B\ 10) \) to obtain a waveless frontogenetic solution, as is outlined in the next section.

B.1. Filtering spontaneously emitted high-frequency IWs from the solution

Following the same methodology discussed in Appendix A and making use of the characteristics length and time scales defined in \( (A\ 1a-c) \), \( (2.15) \) non-dimensionalizes to

\[
\frac{\partial^2 U^*}{\partial T^{*2}} + (1 - \epsilon^2)U^* + B_u e^{2\epsilon T^*} \int \int_{0}^{Z^*} \frac{\partial^2 U^*}{\partial Y^{*2}} dZ'^* dZ^* = -\epsilon e^{\epsilon T^*} \frac{dB_g^*}{dT^*} \int dZ^*,
\]

where the Burger number

\[
Bu = \frac{N^2 H^2}{f^2 \lambda^2}.
\]

Next, we apply the same decomposition as in \( (A\ 4a) \), using the distinguished limit \( \eta \sim \epsilon^{1/2} \),

\[
U^*(Y^*, Z^*, T^*) = U_s^*(Y^*, Z^*, T_s^*) + \epsilon^2 U_{IW}^*(Y^*, Z^*, T_f^*),
\]

where \( T_f^* = T^* \) denotes the fast time scale and \( T_s^* = \epsilon T^* \) denotes the slow time scale. The associate time derivative scales as

\[
\frac{\partial}{\partial T^*} = \frac{\partial}{\partial T_f^*} + \epsilon \frac{\partial}{\partial T_s^*}.
\]

Substituting \( (B\ 15) \) and \( (B\ 16) \) into \( (B\ 13) \) and truncating the asymptotic series \( (A\ 4a) \) at \( O(\epsilon) \) yields

\[
\epsilon^2 \frac{\partial^2 U_s^*}{\partial T_s^{*2}} + \left[ 1 - \epsilon^2 + B_u e^{2\epsilon T^*} \frac{l^2}{m^2_n} \right] \hat{U}_s^* = -i \epsilon e^{\epsilon T^*} \hat{B}_g A_n^*,
\]

where the \( l^* \) and \( m_n^* \) are the non-dimensional horizontal and vertical wavenumbers, respectively, and \( A_n^* = -2/(n^2 \pi^2) \left[ -1 + (-1)^n \right] \). Equation \( (B\ 17) \) is transformed back to the following dimensional form

\[
\epsilon^2 \frac{\partial^2 U_s}{\partial T_s^2} + \left[ f^2 - \alpha^2 + N^2 e^{2\alpha T_f} \frac{l^2}{m^2_n} \right] \hat{U}_s = -i \epsilon e^{\epsilon T_f} \hat{B}_g A_n,
\]

which is valid for timescales of \( O(\alpha^{-1}) \). We refer to the above equation as ‘modified’ ST13. At \( O(1) \) of \( (B\ 18) \) yields the HB72 solution which is given by

\[
\hat{U}_s = -\frac{i \epsilon e^{\epsilon T_f} \hat{B}_g A_n}{f^2 + N^2 e^{2\alpha T_f} \frac{l^2}{m^2_n}}.
\]

The ASC \( \hat{\Psi}_s \) and buoyancy deviation \( \hat{\Delta B}_s \) are obtained using \( (B\ 12a) \) and \( (B\ 12b) \)

\[
\hat{\Psi}_s = \frac{1}{f} \frac{1}{m_n} \left( \frac{\partial U_s}{\partial T_s} + \alpha U_s \right),
\]

\[
\hat{\Delta B}_s = \frac{i}{f} \frac{N^2}{m_n} e^{\alpha T_f} \hat{U}_s.
\]
Figure 14. The evolution of (a) the along-front velocity $U(y, z, t)$ and (b) the cross-front velocity $V(y, z, t)$ at the location of the maximum horizontal buoyancy gradient for the case of $\alpha = 0.1f$. HB72 is the analytical solution of HB72, ST13 is the analytical solution of ST13, and mST13 is the ‘modified’ ST13 solution described in (B 18, B 20a). Time is normalized by the inertial period $T_i$.

The along-front and cross-front velocities for the HB72, ST13, and ‘modified’ ST13 analytical solutions are computed at the location of the maximum horizontal buoyancy gradient for the case of $\alpha = 0.1f$ (figure 14(a,b)). The ST13 solution oscillates about the HB72 solution because it contains spontaneously emitted waves, while the waveless ‘modified’ ST13 solution closely resembles the HB72 solution.

Appendix C. Geostrophic adjustment of the initial state

ST13 demonstrated that the initial buoyancy field $B$ (2.13) and the associated along-front geostrophic velocity $U$ (B 8) have an unbalanced part that adjusts to a geostrophic steady-state, emitting IWs in the process. Here we follow the same procedure outlined in ST13 to obtain a steady-state initial condition and suppress IW emission due to geostrophic adjustment. In the absence of any imposed strain ($\alpha = 0$), (B 10) yields

$$\frac{\partial^2 \hat{U}}{\partial t^2} + \omega_{\text{IW}}^2 \hat{U} = -i f l \hat{B}_g A_n,$$

where the hydrostatic IW frequency

$$\omega_{\text{IW}} = f \sqrt{1 + \frac{N^2 l^2}{f^2 m_n^2}}.$$  

Following Blumen (2000), we set the initial condition to zero motion i.e., $U = V = W = 0$. From (B 6) we further get $\partial U/\partial T = 0$. With these initial conditions the solution to (C 1) is

$$\hat{U} = -i \frac{f l \hat{B}_g A_n}{\omega_{\text{IW}}^2} \left[ 1 - \cos(\omega_{\text{IW}} T) \right].$$
The wave solutions for $\Psi$ and $\Delta B$ are obtained by substituting (C 3) into (B 12a) and (B 12b), respectively,

$$\hat{\Psi} = -i \frac{i B_g A_n}{m_n \omega_{IW}} \sin(\omega_{IW} T), \quad (C 4a)$$

$$\hat{\Delta B} = \frac{i^2 B_g A_n N^2}{m_n \omega_{IW}^2} \left[ 1 - \cos(\omega_{IW} T) \right]. \quad (C 4b)$$

The geostrophically adjusted solutions, which are used to generate waveless initial conditions, are obtained by taking only the time independent part of (C 3), (C 4a), and (C 4b)

$$\hat{U}_0 = -i \frac{i f B_g A_n}{\omega_{IW}^2}, \quad (C 5a)$$

$$\hat{\Psi}_0 = 0, \quad (C 5b)$$

$$\hat{\Delta B}_0 = \frac{i^2 B_g A_n N^2}{m_n \omega_{IW}^2}. \quad (C 5c)$$

The corresponding geostrophically adjusted initial condition of the buoyancy field in the generalized momentum coordinate system is thus

$$B_0(Y, Z) = N^2 Z + B_g(Y) + \Delta B_0(Y, Z), \quad (C 6)$$

where $\Delta B_0$ is obtained from (C 5c). Similarly, the geostrophically adjusted initial along-front velocity $U_0$ is obtained from (C 5a) and $V_0 = W_0 = 0$ (C 5b). The semi-analytical solutions describe in the manuscript are obtained by integrating (B 18) numerically, subject to the initial conditions

$$\hat{U}_s(T = 0) = \hat{U}_0, \quad \frac{\partial \hat{U}_s(T = 0)}{\partial T} = -\alpha \hat{U}_0, \quad (C 7a - b)$$

where the last condition is obtained from (B 12a) and (C 5b). Time-stepping is performed using a 4th-order Runge-Kutta scheme with a time-step of 20 s, a domain size $Y \in [-1000, 1000]$ km and $Z \in [-1, 0]$ km, and with 1500 Fourier modes in the $Y$-direction and 240 cosine modes in the $Z$-direction.

Appendix D. Quantifying the effects of $F_u$, $F_v$ and $F_b$ in equations (2.17a - e)

As discussed in §4 the terms $(F_u, F_v, F_b) \equiv 1/2(\alpha u, \alpha v, \alpha b)$ are added to the IW momentum and buoyancy equations to ensure energy conservation. It can be verified the these terms compensate for the energy sink due to the imposed geostrophic strain, which is horizontally divergent in the $x$-invariant numerical configuration we use. To demonstrate that these terms do not affect the physics associated with the energy exchange mechanism discussed in the manuscript we re-run our numerical simulations without these source terms for the same values of $\alpha$ and for a mode-1 minimum frequency IW. As expected, a significant amount of wave KE drains out of the domain due to the advection induced by the imposed strain (dotted line in figure 15a) and, consequently, the absolute magnitudes of the most significant energy exchange terms are reduced (figure 15b). Nonetheless, the ratios between the time-integrated and domain-averaged CP and DSP, and CP and AGSP (figure 15b) and table 5 are essentially unaffected, and are
Figure 15. (a) Same as figure 8(b) but without the source terms ($\mathcal{F}_u$, $\mathcal{F}_v$ and $\mathcal{F}_b$) in the wave equations (4.4e - e). The term $\text{ADVEC}_{ke}$ is given by $\text{ADVEC}_{ke} = (V - \alpha y) \partial K / \partial y + W \partial K / \partial y$ in (3.1). (b) The ratio between time-integrated, and domain averaged $\langle \text{DSP} \rangle$ and $\langle \text{CP} \rangle$ and $\langle \text{AGSP} \rangle$ and $\langle \text{CP} \rangle$ for the two cases - without (solid lines) and with (dotted lines) the source terms in the wave evolution equations. The results plotted here are for $\alpha = 0.1f$. The results for the other strain values discussed in the manuscript are summarized in table 5.

Table 5. A summary of the domain-averaged energy exchange terms for solutions with and without the source terms in the wave evolution equation (2.17), integrated separately over the exponential and superexponential frontogenetic stages (blue and red shading in figure 3), for a mode-1, minimum frequency IW (Case I). Residual=GSP+LSP+BFLUX. The time integration is from $t_0 = 0$ to $t = t_e$ for exponential, and from $t_0 = t_e$ to $t = t_{se}$ for superexponential stage. The variables $t_e$ and $t_{se}$ denote the end of exponential and superexponential stage, respectively.

| Sources | Ratios | Exponential | Superexponential |
|---------|--------|-------------|------------------|
|         |        | $\alpha = 0.04f$ | $\alpha = 0.1f$ | $\alpha = 0.25f$ | $\alpha = 0.04f$ | $\alpha = 0.1f$ | $\alpha = 0.25f$ |
| Yes     | $\int_{t_0}^{t_e} \langle \text{CP} \rangle dt$ | 0.18 | 0.3 | 0.33 | 1.45 | 1.38 | 1.72 |
|         | $\int_{t_0}^{t_e} \langle \text{DSP} \rangle dt$ | 0.07 | -0.11 | -0.13 | -0.64 | -0.54 | -0.55 |
|         | $\int_{t_0}^{t_e} \langle \text{AGSP} \rangle dt$ | -0.33 | -0.5 | -0.8 | -3.2 | -3 | -4.43 |
| No      | $\int_{t_0}^{t_e} \langle \text{CP} \rangle dt$ | 0.19 | 0.25 | 0.35 | 1.46 | 1.42 | 1.68 |
|         | $\int_{t_0}^{t_e} \langle \text{DSP} \rangle dt$ | -0.08 | -0.11 | -0.14 | -0.66 | -0.57 | -0.58 |
|         | $\int_{t_0}^{t_{se}} \langle \text{AGSP} \rangle dt$ | -0.35 | -0.53 | -0.78 | -3.25 | -3.06 | -4.51 |
consistent with the results discussed in §6.1. This shows that these terms have negligible impact on the energy exchange processes discussed in the manuscript.
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