Comparing the inspiral of irrotational and corotational binary neutron stars
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We model the adiabatic inspiral of relativistic binary neutron stars in a quasi-equilibrium (QE) approximation, and compute the gravitational wavetrain from the late phase of the inspiral. We compare corotational and irrotational sequences and find a significant difference in the inspiral rate, which is almost entirely caused by differences in the binding energy. We also compare our results with those of a point-mass post-Newtonian calculation. We illustrate how the late inspiral wavetrain computed with our QE numerical scheme can be matched to the subsequent plunge and merger waveform calculated with a fully relativistic hydrodynamics code.
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I. INTRODUCTION

Binary neutron stars are among the most promising sources for the detection of gravitational waves by the laser interferometers currently under development, including LIGO, VIRGO, GEO and TAMA (see [1] for the first preliminary data analysis from the TAMA detector). Typical binary neutron stars are expected to complete about 16,000 orbital periods (corresponding to about 15 minutes) while sweeping through LIGO’s frequency band between 10 and 1000 Hz [2]. Accurate knowledge of the inspiral and the associated gravitational waveform is crucial to enhance our chances of detecting the signal in the noisy output of the laser interferometer.

The evolution of binary neutron stars proceeds in different stages. By far the longest is the initial quasi-equilibrium inspiral phase, during which the stars move in nearly circular orbits, while the separation between the stars decreases adiabatically as energy is carried away by gravitational radiation. The quasi-circular orbits become unstable at the innermost stable circular orbit (ISCO), where the inspiraling system enters a plunge and merger phase. The merger and coalescence of the stars happens on a dynamical timescale, and produces either a black hole or a larger neutron star, which may collapse to a black hole at a later time. The final stage of the evolution is the ringdown phase, during which the merged object settles down to equilibrium.

The early inspiral phase, for large binary separations, can be modeled very accurately with post-Newtonian (PN) methods, e.g. [3]. Recently, the convergence of these PN expansion has been improved by the introduction of Padé approximants [4], and an alternative PN “effective one-body” approach has also been suggested [5] (see also [6] and references therein). It is generally accepted that the plunge and merger phase has to be simulated by means of a self-consistent, fully relativistic hydrodynamics calculation (see [7] for the first such simulation). During the late ringdown phase, the merged object can be approximated as a distorted equilibrium object, so that perturbative techniques can be applied (e.g. [8]).

It is likely, however, that PN point-mass techniques break down somewhat outside of the ISCO, when finite-size and relativistic effects become important. It is hard to imagine that fully hydrodynamical numerical calculations will be able to follow the inspiral reliably by beginning far beyond that point, through many orbital periods, all the way to the ISCO, followed by plunge and merger. Such calculations would accumulate significant amounts of numerical error and would be computationally prohibitive. This leaves a gap between the regimes that PN and fully numerical calculations can model. Filling this gap for the late inspiral, immediately prior to plunge, therefore requires an alternative approach (in the case of binary black holes, this problem has been called the “intermediate binary black hole” problem [9]).

We have recently adopted a quasi-equilibrium (QE) approach to model the late inspiral [10]. This approach takes advantage of the fact that during the inspiral phase, the binaries evolve slowly on nearly circular orbits. The matter distribution can therefore be computed independently by assuming the stars to be in quasi-equilibrium (e.g. [9]). These pre-determined matter profiles, which satisfy the hydrodynamic equations of quasi-static equilibrium, can then be inserted into Einstein’s field equations as source terms and the hydrodynamic equations do not have to be solved again (see the “hydro-without-hydro” approach discussed in [7]). For a given separation, we evolve the binary for about two orbital periods to determine the gravitational waveform and luminosity. We repeat the calculation for a discrete set of separations, which then allows us to construct the entire late inspiral together with its gravitational wave sig-
nal. The QE method is described in more detail in \cite{11} and in Section II.A below. We have also tested and calibrated this method for a model problem in relativistic scalar gravitation \cite{13}, where the QE wavetrain could be compared with the full wavetrain calculated by an exact numerical integration.

In \cite{11} we presented a prototype calculation for a corotational binary sequence. It is unlikely, however, that binary neutron stars can maintain corotation during inspiral \cite{16}. In this paper, we therefore compare with the more realistic case of irrotational binary neutron stars. By comparing the results we thereby explore the sensitivity of the wavetrain to the internal fluid velocities. We discuss the criterion which determines the point of breakdown of the QE approximation just outside the ISCO. We thus establish the innermost separation at which a QE calculation can provide initial data for future dynamical simulations of the plunge and merger. Finally, we compare our computational results for the late inspiral with a point-mass PN calculation of the same epoch.

The paper is organized as follows. In Section II we describe our numerical methods and resulting waveforms (Section II.A), present a first order PN formalism (Section II.B), explain the construction of an inspiral wavetrain (Section II.C), and finally compare corotational and irrotational sequences, in both the numerical and PN approach (Section II.D). In Section III we illustrate how an entire wavetrain, spanning both the late inspiral and the plunge and merger phases, can be constructed by matching QE and fully dynamical results. We briefly summarize our results in Section IV.

II. IRROTATIONAL AND COROTATIONAL BINARY INSPIRAL

A. Numerical results

We adopt a quasi-equilibrium (QE) approximation to study the adiabatic, late inspiral of binary neutron stars, taking advantage of the fact that in this regime the orbital decay timescale is much longer than the orbital period, and, in addition, the gravitational radiation has negligible effect on the structure of the stars (see \cite{11} for details). In this approximation, the inspiral is modeled as a sequence of “snapshots” of binaries in quasi-circular orbit. In this paper we generalize the results of \cite{11} for corotational binaries (based on the models of \cite{12}) to irrotational binaries (based on the models of \cite{13}) and analyze the effect of spin on the inspiral. The snapshots used were constructed under the assumptions that the metric is asymptotically and conformally flat, although the metric ceases to be conformally flat as we evolve it to generate waveforms. These models provide the data to construct binding energy curves, which give the total mass-energy $M(r)$ as a function of separation $r$ for circular binaries of fixed rest (baryonic) mass.

We use these binary models to provide the matter source terms in the Einstein field equations, which we integrate numerically with the formalism and code described in \cite{17} (see also \cite{18}) and used in \cite{11}. For binary separations where the QE approximation is valid, the hydrodynamic equations do not need to be resolved after the initial time. Instead, we freeze the matter variables at their equilibrium values and move the stars on circular orbits while allowing the metric to evolve dynamically. We typically evolve the binary for about two orbital periods for each orbital separation, which is sufficient to read off the gravitational waveform $h$ and the gravitational wave luminosity $-dM/dt$. The initial gravitational wave signal is corrupted by noise contained in the approximate initial data, which quickly propagates off the numerical grid leaving a periodic wave signal from the binary. Repeating the integration for various binary separations $r$ yields $h(r)$ and $dM/dt(r)$ as a function of separation. The inspiral rate can then be found by combining the luminosity with the derivative of the binding energy with respect to separation,

$$\frac{dr}{dt} = \frac{dM/dt}{dM/dr}.$$  \hspace{1cm} (1)

Integrating this equation yields the separation $r$ as a function of time $t$. The gravitational wavetrain $h(t)$ can finally be constructed by using $r(t)$ to fit the discrete waveforms $h(r)$ together in a smooth and continuous fashion. This QE approach has also been tested and calibrated for a model problem in relativistic scalar gravitation (\cite{13}).

Both the corotational and the irrotational sequences terminate at some innermost circular orbit (ICO), at which the quasi-equilibrium approximation breaks down. For the corotational sequences, this ICO corresponds to the innermost stable circular orbit (ISCO) at which the equilibrium orbits become unstable, and at which the plunge and merger of the binary set in. Typical irrotational equilibrium sequences terminate before they reach the ISCO, when they form cusp-like structures at the inner edges of the stars \cite{3,19}. The cusps indicate the onset of mass overflow. The termination of the equilibrium sequence indicates the break-down of the QE approximation, since no equilibrium object exists with this separation. For both the corotational and the irrotational sequences, we denote the mass-energy at the innermost circular orbit as $M_{ICO}$.

By adopting QE matter sources in our evolution calculations, we assume that these remain stationary in a co-rotating frame of reference over an orbital period. As a necessary condition for this to be true, we have to ensure that the binary does not reach the ICO in approximately one orbital period $P$. Since the energy emitted by the
binary per period is \((dM/dt)P\), this condition holds as long as the dimensionless ratio

\[\xi \equiv \frac{|dM/dt|P}{M - M_{ICO}}\]  \(\text{(2)}\)

is less than unity. Identifying the orbital timescale \(t_{\text{orb}}\) with \(P\) and the gravitational wave inspiral timescale \(t_{\text{GW}}\) with \(M/|dM/dt|\) shows that the condition \(\xi < 1\) is identical to

\[
\frac{M - M_{ICO}}{M} > \frac{t_{\text{orb}}}{t_{\text{GW}}}. \tag{3}
\]

Eq. (3) states that, for infinitesimally small \(t_{\text{orb}}/t_{\text{GW}}\), we can apply the QE approximation arbitrarily close to the ICO. However, if \(\xi > 1\), the binaries will overshoot the innermost equilibrium orbit from their current separation in less than one orbital period, causing a breakdown in quasi-equilibrium.

The above criterion is not only useful for determining the limits of the QE approximation, but also for choosing the separation for assigning initial data for dynamical simulations of the plunge and merger. In order to reduce computational resources and accumulation of numerical error, one would like to impose such initial data as close to the ICO as possible. Very close to the ICO, however, the approximations of the QE approach break down, as indicated by Eq. (2). The separation at which \(\xi \approx 1\) is therefore a suitable compromise for terminating the QE approach, and imposing initial data for dynamical simulations.

In Tables I and II we summarize our numerical results for irrotational and corotational binaries. For both
cases the stars are modeled as polytropes with pressure
\[ P = \kappa \rho_0^{1+1/n} \], where \( \rho_0 \) is the rest-mass density, \( n \) is the polytropic index, and \( \kappa \) is a constant. We set \( n = 1 \) and
dimensionless our results by setting \( \kappa = G = c = 1 \).
In these units, the individual stars have a rest mass \( m_0 = 0.1 \), which is about 55% of the maximum allowed
rest mass of isolated, spherical nonrotating stars, and
corresponds to a compaction of \( m_\infty/R_\infty = 0.088 \) in
isolation. Here \( m_\infty \) and \( R_\infty \) are the mass-energy and areal radius (i.e. radius defined by the area of a constant-r shell) of the individual (spherical) stars at infinite binary separation. Our results apply to arbitrary mass stars with this compaction and equation of state. For both
cases, we study models up to and past \( \xi = 1 \). In Figure 1, we verify that our evolution code satisfies the Hamiltonian and momentum constraints. This is a nontrivial test of our method: The matter profiles are determined by solving the constraint equations in the QE approximation. The fact that they remain satisfied during the field evolution demonstrates that the spacetime remains close to quasi-equilibrium, even as gravitational radiation is generated and the metric is determined dynamically.

B. Post-Newtonian treatment

We adopt the formalism developed in \[20\] to study the binary inspiral in a first order PN approximation (note that PN techniques have been extended to at least third order; see, e.g. \[1\]). In particular, we consider a system of two point masses in circular orbit with binary separation \( r \), total orbital angular momentum \( L_N \), and total spin angular momentum \( S \). In isolation, each point mass has a mass-energy \( m_\infty \). From \[20\] we then find the orbital frequency

\[ \Omega_{\text{orb}}^2 = \frac{\mu}{r^3} \left( 1 - \frac{11}{4} \frac{\mu}{r} - \frac{5}{\mu r^2} L_N \cdot S \right) \]  

the total mass-energy

\[ M = \mu + \frac{\mu}{2} \left( \frac{1}{r} \right) + \frac{27}{32} \left( \frac{\mu}{r} \right)^2 - \frac{3}{2} \frac{r}{L^2} L_N \cdot S \]  

and the luminosity

\[ \frac{dM}{dt} = -\frac{2}{5} \left( \frac{\mu}{r} \right)^5 \left( 1 - \frac{379}{42} \frac{\mu}{r} + 4\pi \left( \frac{\mu}{r} \right)^{3/2} \right) \frac{r}{\mu} \left( \frac{\mu}{r} \right)^{3/2} L_N \cdot S \]  

Here we identify

\[ \mu = \begin{cases} 2m_\infty & \text{irrotational} \\ 2(m_\infty + \frac{1}{2} I_{\text{orb}}^2) & \text{corotational} \end{cases} \]  

for the total mass-energy of each star in isolation. To compare with the binaries of Section \[\text{II A}\], we choose

\[ L_N = r^2 \Omega_{\text{orb}} c \]  

for the total orbital angular momentum and

\[ S = \begin{cases} 0 & \text{irrotational} \\ 2I_{\text{orb}} c \xi & \text{corotational} \end{cases} \]  

for the spin angular momentum.

In the above, \( r \) is the separation of the point masses in harmonic coordinates, and the moment of inertia of each
mass, \( I \), is calculated for a slowly rotating (nearby TOV)
relativistic star \[23\]. Note that, for the corotational case, \( \mu \) and \( \Omega_{\text{orb}} \) must be solved simultaneously to PN order.

C. Constructing Wavetrains

We extract gravitational wave data from our QE simulations by matching the numerical data near the boundaries of our grids to the \( l = 2 \), \( m = \pm 2 \) Moncrief \[24\] variables \( R_{22+} \) and \( R_{22-} \) (see Appendix A for details). From these, the energy luminosity is given by

\[ \frac{dM}{dt} = \frac{r^2}{32\pi} \left[ (\partial_t R_{22+})^2 + (\partial_t R_{22-})^2 \right] \]
FIG. 2. The total mass-energy $M$ as a function of orbital frequency for corotational and irrotational models. The cross marks the ISO, the asterisk the location at which $\xi = 1$.

To generate the wavetrain, we also need to determine the wave amplitude. Both the QE and PN models provide more information than just the quadrupole amplitudes, but we have found [11] that the amplitudes of other modes are much smaller than the $l = 2, m = \pm 2$ modes, and we ignore them below. The asymptotic amplitudes of $h_+$ and $h_\times$ for these modes are identical along the axis of rotation, and are called $A$ below. This amplitude is related to the luminosity by the quadrupole relation

$$A = \frac{1}{\Omega_{GW}} \sqrt{10 \frac{dM}{dt}},$$

(11)

where $\Omega_{GW} = 2\Omega_{\text{orb}}$ is the frequency of the waves. This gives $A(r)$, which can be converted to $A(t)$ by solving Eq. (10). Then the complete wavetrain as seen by an observer on the rotation axis at a distance $r_s$ from the source is given by

$$r_s h(t) = A(t) \cos(\int_0^t \Omega_{GW}(t') dt')$$

(12)

D. Comparing irrotational and corotational inspiral

In Figure 2, we show the total mass-energy $M$ of irrotational and corotational inspiral sequences (along which the total rest mass $M_0$ is conserved). We parameterize the binary separation by $\Omega_{\text{orb}}$, the orbital angular frequency as measured by a distant observer, since it is an invariant. Note that infinite separation corresponds to $\Omega_{\text{orb}} = 0$. The PN and QE results agree quite well

FIG. 3. The gravitational wave luminosity $dM/dt$ as a function of orbital frequency for corotational and irrotational models. The solid and dotted curves nearly coincide.

FIG. 4. Gravitational wave amplitude along the axis of rotation in the QE, PN and Newtonian quadrupole approximation. The PN curves for the two cases, which are based on Eq. (11), are hardly distinguishable.
for large separations, while for small separations we find growing deviations between the two approaches. This is not surprising, since at small separations both tidal interactions and relativistic effects play an increasingly important role. Finite size effects are not taken into account by the point-mass calculation of the PN approach. The inclusion of 2 and 3PN terms will not improve the agreement substantially, due to the dominance of finite size effects [23,24]. For small separations, the mass-energy, and hence the binding energy, of irrotational and corotational sequences is quite different. This effect is due to the extra spin rotational energy of the corotating binaries, which causes their total energy to be larger than that of the irrotational binaries. As we will see below, this change in $M$, and hence $dM/dr$, dominates the difference in the inspiral rate $dr/dt$.

In Figure 3, we plot $dM/dt$ for each model. Note that the gravitational wave luminosity $dM/dt$ is very similar for the irrotational and corotational sequence in either the QE or the PN approximation. In Figure 4, we show the gravitational wave amplitudes as measured along the axis of rotation and compare two different numerical results with the PN values. From our numerical binary models, we predict the gravitational wave amplitude, both from the Newtonian quadrupole approximation, where the quadrupole moments are computed by numerical quadrature of the density and velocity fields, and by dynamically evolving the (relativistic) gravitational fields and reading off the wave amplitudes on the outer edge of the numerical grid, as described in section IIC.

For large separations, the quadrupole and PN results agree quite well, while the QE results differ by $\sim 30\%$. We attribute this difference to the inaccurate boundary treatment in our dynamical evolution (see [11]). Gravitational radiation can only be read off accurately in the far (wave) zone, at separations greater than a gravitational wavelength $\lambda_{GW}$. In our simulations, however, we are restricted to numerical grids which only extend to a fraction of a gravitational wavelength, $r_{\text{max}} \sim 0.1 - 0.35 \lambda_{GW}$. For large binary separations, the frequency $\Omega_{GW}$ is small, and hence $\lambda_{GW}$ is large. For fixed outer boundary $r_{\text{max}}$ this implies that $r_{\text{max}}/\lambda_{GW}$ is smaller for larger binary separations, causing a more inaccurate wave extraction. As the separation becomes smaller, the QE and quadrupole results agree increasingly well. Simultaneously we expect the PN point-mass treatment to become increasingly inaccurate for small separations, since it neglects finite size effects. This trend is reflected in the growing deviations between the PN and quadrupole results in Figure 4.

The differences between the irrotational and corotational wave amplitudes are very small in all three approaches. This is quite intuitive, since the gravitational wave emission is dominated by the matter density distribution, which is fairly similar for the two sequences, while matter current distributions play a less important role. The poor handling of the outer boundaries in the QE approximation affects both sequences in the same systematic way, which allows us to make a meaningful comparison.

The findings of this comparison with regard to the inspiral rate can be anticipated from Eq. (1). The numerator on the right hand side, $dM/dt$ is very similar for irrotational and corotational sequences, while the denominator, $dM/dr$, is different. The latter therefore causes the inspiral rate $|dr/dt|$ to be smaller for irrotational than for corotational binaries. This effect can be understood very easily even by a crude Newtonian argument, where the total mass-energy of the star can be written as a sum

$$M \sim M_0 - \frac{M_0^2}{2r} \left[ + \frac{1}{2} I \Omega^2 \right] \sim M_0 - \frac{M_0^2}{2r^2} \left[ + I \frac{M_0}{r^2} \right].$$

In Eq. (13), the first term on the right-hand side is the energy of a spherical polytrope (rest + internal + gravitational potential energy), the second term is the combined orbital kinetic and gravitational potential energy.
for circular equilibrium, and the third term, in square brackets, denotes the spin kinetic energy. Note that the term in the square brackets applies only to the corotational sequence. For a given separation, the energy of a corotational binary is thus larger than that of an irrotational binary by the spin energy of the individual stars. Taking a derivative with respect to $r$ yields

$$\frac{dM^\text{corot}}{dr} \sim \frac{dM^\text{irrot}}{dr} - 3r\frac{M_0}{r^4}. \quad (14)$$

Inserting this into Eq. (1), and using the result that $dM/dt$ is nearly identical for both sequences, immediately shows that

$$\left| \frac{dr}{dt} \right|_\text{corot} > \left| \frac{dr}{dt} \right|_\text{irrot}. \quad (15)$$

Correspondingly, the frequency of the gravitational wave train increases at a faster rate for corotational binaries, which we illustrate in Figure 5.

III. COMPUTING THE FULL WAVETRAIN THROUGH COALESCENCE

As we have argued in Section IA, the QE approach could provide accurate numerical initial data for fully relativistic hydrodynamics simulations of the plunge and merger at a separation for which $\xi \gtrsim 1$. Starting at this separation guarantees that the binary reaches the dynamical instability at the ICO within about one orbital period. This approach provide intrinsically more accurate initial data than those imposed at the ICO (where the QE approximation breaks down). Moreover, the QE approach allows noise contained in the initial data to be radiated away, thereby producing more accurate equilibrium data. In the QE approach, the initial noise can be easily distinguished from the later periodic binary signal, whereas in a dynamical plunge simulation it may be more difficult to distinguish the propagation of initial noise from the intrinsically short-lived coalescence waveform.

In Figure 6, we provide an illustration of what the combined late inspiral-plunge waveform might look like. We compute the late inspiral waveform using the QE method for an irrotational binary sequence with stars of rest mass $m_0 = 0.146$, which corresponds to $81\%$ of the maximum allowed rest mass of an isolated, nonrotating star, and to a compaction of $m_\infty/R_\infty = 0.14$ in isolation [25]. We then match this to the full hydro dynamical waveform for the plunge and merger of this same binary as computed by Shibata and Uryu [27]. In order to get a continuous waveform, we adopt the same wave extraction rules as in [2], namely, $h_x$ is read off the rotation axis at the edge of the numerical grid, located at $r = 0.35\lambda_\text{GW}$. The continuous waveform is constructed in the following manner:

From $t = 0$ to $t = 1321 M_0$ at the ICO, we use QE data. A smooth (sine) function with the appropriate gravitational wave frequency and amplitude is used to match the QE data to the plunge data. The raw plunge data given in [2] begins at $t = 1367 M_0$.

The location and nature of the transition from quasi-periodic inspiral to rapid plunge is of great astrophysical interest because it is sensitive to details of the binary neutron star system, in particular the equation of state and rotation rate [28]. As illustrated above, the QE method, in conjunction with a relativistic hydrodynamics code, could allow one to obtain the complete waveform from late inspiral through plunge and merger, and at a very reasonable computational cost.

IV. SUMMARY

We study the late inspiral of binary neutron stars and, by comparing corotational and irrotational sequences, explore the effect of internal fluid motions on the inspiral rate. We find the gravitational wave luminosity is very similar for any given radius. However, the inspiral of
corotational binaries proceeds faster.

We also compare our numerical QE results with a first-order PN calculation. For large binary separations, the poor outer boundary conditions in the numerical calculations introduce significant deviations, while for small separations finite-size effects, which are not taken into account in the PN calculations, can no longer be neglected. Future improvements in wave extraction and outer boundary conditions (see, e.g. [29]) should reduce the discrepancy. These improvements remain a long-term goal for numerical simulations of binary inspiral.

Lastly, we illustrate how QE and fully dynamical results could be matched to produce the entire gravitational wavetrain, covering the late inspiral through the plunge and merger phases. We emphasize that this paper presents only a prototype calculation showing how, in principle, the continuous wavetrain can be assembled from numerical simulations.
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APPENDIX A: GRAVITATIONAL WAVE EXTRACTION

The two gravitational wave polarizations can be expressed as

\[ h_+ = \frac{\sqrt{3}}{2} (\gamma_{TT}^{\phi \phi} - \gamma_{\theta \theta}^{TT}) \]
\[ h_\times = \frac{\sqrt{3}}{2} \gamma_{\theta \phi}^{TT} \]

where the superscript TT denotes transverse-traceless projection, and \( \gamma_{ij} \) is the spatial metric in orthonormal spherical-polar coordinates. Note that the amplitudes of \( h_+ \) and \( h_\times \) are independent of \( r \) at large \( r \). We determine \( h_+ \) and \( h_\times \) from the Moncrief [22] variables \( G_{lm}, h_{1lm}, H_{2lm} \) and \( K_{lm} \), which we compute by quadratures of our metric over a spherical shell near the edge of our grid (see [23]). From these we find the gauge-invariant linear combinations \( R_{lm}^{EE} \). In our code, we work with real, orthonormal combinations of spherical harmonics, and so we compute the amplitudes \( R_{22+}^{EE} \), which is associated with the mode having angular dependence \((Y_{22} + Y_{2-2})/\sqrt{2}\), and \( R_{22-} \), which is associated with the mode having angular dependence \((Y_{22} - Y_{2-2})/i\sqrt{2}\).

As argued in [30], our gauge conditions approach the TT gauge as \( r \) becomes large. In this gauge, the two gravitational wave polarizations can be constructed from

\[ h_+ = r \sum_{lm} G_{lm} W_{lm} \]
\[ h_\times = r \sum_{lm} G_{lm} X_{lm} / \sin \theta \]

(A2)

The Moncrief functions only depend on \( r \) and \( t \), while the angular dependence is contained in the \( W_{lm} \) and \( X_{lm} \). In the TT gauge, all Moncrief variables vanish except for the \( G_{lm} \), so that the linear combination for the \( R_{lm}^{EE} \) reduces to

\[ R_{22\pm2}^{EE} = 2\sqrt{12} G_{2\pm2} \]

(A3)

for the dominant modes \( l = 2, m = \pm 2 \). Inserting these into eq. (A2) we then construct

\[ h_+ = r \frac{5}{16\pi} \frac{1}{\sqrt{\frac{16}{5}}} \left( \cos(2\phi) R_{22+} + \sin(2\phi) R_{22-} \right) \]
\[ h_\times = r \frac{5}{16\pi} \frac{1}{\sqrt{\frac{16}{5}}} \left( \cos(2\phi) R_{22+} + \cos(2\phi) R_{22-} \right) \]

(A4)

up to an arbitrary phase. Finally, the amplitude \( A \) on the \( z \)-axis (i.e. \( \theta = 0 \)) is given by

\[ A = r \sqrt{\frac{16}{5}} \sqrt{(R_{22+})^2 + (R_{22-})^2} \]

(A5)

As a check of the above, one can, by making explicit the time dependence in (A4) \((\phi \to \phi - \Omega_{\text{orb}}t)\), use Eq. (10) to derive the luminosity-amplitude relationship for quadrupole (e.g. point mass) systems, Eq. (11). The amplitude of the waveform \( h(t) \) in Eq. (12) is then equal to \( A(t)/r \). (The 1/r falloff is restored.)
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