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Abstract. The accumulation files of scholarship recipient candidates currently become a problem in the selection process. Essentially, the accumulated data can be processed to produce useful knowledge by utilizing data mining techniques. One of the data mining techniques is clustering that used as a method in this research. The purpose of this research is to generate new knowledge from accumulated data that can be used, one of example is in selecting prospective scholarship recipients. The research method used is the ADDIE version of Research and Development (RnD) (Analyze, Design, Develop, Implement, Evaluate). In generating new knowledge from a data warehouse, the K-Means Clustering Algorithm is used as a method of partitioning data into one or more clusters. The results indicate that the products produced were valid, practical, and effective to be used as a system in grouping prospective scholarship recipient data with the respective values of validity, practicality, and effectiveness were 0.94, 0.91, and 0.93.
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1. Introduction

Nowadays the development of information technology has increased significantly and resulted in many piles of data. The increasing number of data raises the big question, namely "what can be done from the pile of data?". In answering this question, a technology known as data mining can be applied.

Data mining can be applied to extract interesting knowledge from a data warehouse that was previously unknown in manual processes. Data mining is the process of extracting information using algorithms and drawing techniques from statistics, machine learning, and database management systems from a large data warehouse[1]. Data mining is at the heart of the process of knowledge discovery in databases, which involves algorithms exploring data, discovering previously unknown patterns[2].
There are several techniques used in data mining, one of the data mining techniques is clustering. Clustering can be said as the identification of object classes that have similarities. K-means clustering as a non-hierarchical data clustering method can partition data into one or more clusters or groups so that data that has the same similarities are entered into the same cluster and data that have different similarities are grouped into groups that are similar[3].

Previous research on the application of the k-means clustering algorithm was carried out by Johan Oscar, in grouping data on students who had graduated from President University. So that President University's marketing department gets a marketing strategy in accepting new student candidates[4]. Other research related to the application of the K-means clustering algorithm conducted by Oyelade, et al, in students' academic abilities[5]. Other research related to the K-means Clustering algorithm is by Ediyanto, et al, which applies the K-means Clustering algorithm in classifying the characteristics of an object based on the variables formed[6].

IAIN Bukittinggi is a public university in the city of Bukittinggi. Every semester IAIN Bukittinggi always provides opportunities for students to get scholarships. There are several types of scholarships that provided by the university which focus in academic and non-academic achievement, ta'ifz, Rajawali, scholarships from the National Zakat Agency (BAZNAS), and so forth. Thus far, the academics and student affairs have experienced obstacles in determining the prospective recipients of these scholarships. This is due to the various types of scholarships, the criteria required for each scholarship are different, as well as a large number of scholarship applicants while the recipients are limited.

One of the solutions that the author will do to overcome the above problems is to apply data mining techniques, namely, clustering using the k-means clustering algorithm. The results of the application of the k-means clustering algorithm are in the form of groups or clusters that can help the academic and student affairs of IAIN Bukittinggi in determining which group of students will receive scholarships in that semester.

2. Methodology

The research methodology used is the ADDIE version of Research and Development (RnD) (Analyze, Design, Develop, Implement, and Evaluate). RnD research is a research methodology used to produce certain products and test the effectiveness of certain products[7]. The RnD research method aims to produce a certain product and after the product is produced, the product is tested which includes testing the validity and effectiveness of the product.
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**Figure 1. Research Framework**
Based on the research framework in Figure 1, it can be explained that the stages were carried out in this study, as follows:

1. **Analyze the Problem**
   Analyzing the problem is the stage where the researcher analyzes the existing problem as a step to be able to understand the existing problem. So far, the scholarships at IAIN Bukittinggi have been determined manually, so the data processing is not optimal. With the application of data mining, the clustering technique using the K-means clustering algorithm helps in determining which group of students will receive scholarships in that semester, especially underprivileged scholarships.

2. **Designing Systems**
   At the system design stage, it begins with a search and collection of a number of literature on theories and concepts that support solving problems in research.[8] The literature used is in the form of reference books or supporting books, international and national journals, and the concepts that support the completion of this research. In addition, a literature study is also carried out by reading books that support the analysis of the data and information obtained. Then the studied literature is selected to determine which literature will be used in the research.

3. **Collecting Data**
   In data collection, observations were made, namely direct observation at the research site so that the existing problems could be identified. Then conducted interviews or interviews with staff or personnel who administer scholarships in the AKAMA IAIN Bukittinggi division, which aims to obtain information about the requirements and procedures for applying for underprivileged scholarships and other required data. The data collected is the data of IAIN Bukittinggi semesters 3, 5 and 7 who apply for scholarships.

4. **Developing Systems**
   After the data needed in the research has been collected, the next step is to process the data in data mining as stated by Mujib, *et al.*, [9] as follows:
   a. Data cleaning is done to eliminate inconsistent or irrelevant data.
   b. Data selection is done to retrieve appropriate data for analysis. In this study only a few data attributes were used, these attributes were the student's NIM, student name, study program (Prodi), Indeks Prestasi Kumulatif (IPK), Statement Letter of Not Receiving Scholarships from Other Parties (SPTMB), Certificate / Charter of Evidence, Non-Academic achievements Rank I, II, and III (charter), Points of Disability Certificate from the local government (SKTM).
   c. Data transformation, so that data can be processed using the k-means clustering algorithm, then data with letter data types such as Study Program, GPA, SPTMB, Charter and SKTM must be initialized into numeric form.
   d. Data mining, after the data is transformed, the data can be processed using the k-means clustering algorithm.

5. **Analyze the Results of data processing**
   At this stage, an analysis of the results of data processing is carried out in the form of clusters of underprivileged scholarship recipients that have been processed using the k-means clustering algorithm. Analysis of the results of data processing consists of the analysis of each cluster which includes analysis of the number of students in each cluster with details of the number of students per study program, average GPA, SPTMB points, average Charter points, and SKTM points. Analysis of the results of each cluster can be used to determine prospective scholarship recipients at IAIN Bukittinggi.

6. **Evaluating the Results of data processing**
   The results of data processing analysis performed by the clustering technique using the k-means clustering algorithm are then tested. Tests are carried out on data processed manually based on the k-means clustering algorithm steps, then compared with the results of calculations using WEKA.[10] Tests are carried out on sample data and all data including iteration testing and cluster results.

7. **Implementing the System**
The final step after all the processes are complete, the writer can conclude the problem under study. Furthermore, recommendations are given with the aim that weaknesses can be eliminated and future solutions can be implemented so that the expected goals can be achieved.

3. Result and Discussion

The system for determining the cluster of prospective scholarship recipients using the k-means clustering algorithm is designed to follow the stages of data mining. The general design of the new system for more details can be seen in Figure 2.
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**Figure 2.** An overview of the system for determining the cluster of prospective scholarship recipients

Based on Figure 2, it can be seen that the general description of the system for determining scholarship recipients using the k-means clustering algorithm begins with a database of students applying for scholarships. Furthermore, the data cleaning process is carried out to clean the data from inaccurate, incomplete, and inconsistent data. After cleaning the data, it was obtained 391 valid data, while 41 invalid data could not be used. The data that has been processed in data cleaning with the number 391 is then processed in the data selection, which aims to determine what attributes will be used. Before being processed in data mining, the data must first be transformed into a data mining format with a clustering technique using the k-means clustering algorithm.

After all, data has been transformed, the data can be grouped using the k-means clustering algorithm. Data processing using the k-means clustering algorithm is carried out in steps which can be seen in the following flowchart:
Based on Figure 3 above, the steps for processing the sample data of students applying for scholarships using the k-means clustering algorithm are as follows:

a. Determine the number of clusters.
b. Determines the initial value of the midpoint or cluster center. The Determination of the initial value of the midpoint or cluster center was carried out randomly and obtained the center of each cluster.
c. Calculate the object's distance to the centroid using the Euclidean distance formula:
\[ D(i, j) = \sqrt{(X_{1i} - X_{1j})^2 + (X_{2i} - X_{2j})^2 + \ldots + (X_{ki} - X_{kj})^2} \]
d. Cluster objects by inserting each object into a cluster based on its minimum distance.
e. The next step is to calculate the new cluster center. The new cluster center is determined based on the grouping of members of each cluster.
f. Repeat the iteration starting from step 3, so that the new cluster has a fixed number.[9]

The results of grouping data using the k-means clustering algorithm, then the results of clusters on the sample data are up to 3 times iteration. The results of the cluster on the sample data, amounting to 49 data, namely:

| Cluster | Number of Students | IPK Average | Charter | SPTMB | SKTM |
|---------|--------------------|-------------|---------|-------|------|
|         |                    |             |         | Jml   | %    |
|         |                    |             |         | Jml   | %    |
| 1       | 22                 | 3.17        | 14      | 22    | 100  |
|         |                    |             |         |       |      |
| 2       | 12                 | 3.05        | 11.3    | 12    | 92.31|
|         |                    |             |         |       |      |
| 3       | 15                 | 3.13        | 9       | 15    | 78.95|
|         |                    |             |         |       |      |

The next stage is implementing clustering techniques using the Waikato Environment for Knowledge Analysis (WEKA) application. WEKA is an open-source data mining application based on Java. The
The results of data processing using the k-means clustering algorithm manually as presented above are then compared with the results of processing using the WEKA application. The WEKA application used in this study is version 3.7.7.

![Display of the WEKA application 3.7.7](image)

**Figure 4.** Display of the WEKA application 3.7.7

After following several stages in the WEKA application, the results of clusters 1 to 3 can be seen in the form of visualization on the visualize cluster assignment menu and the results show the members of each cluster.

![Display of visualize cluster assignment](image)

**Figure 5.** Display of visualize cluster assignment

The results of cluster 1 show that the characteristics of prospective scholarship recipients are dominated by students from EI, PTIK, and PMTK study programs with an average IPK of 3.16 and an average of 13.5 points of the charter. While the percentage of SPTMB ownership in cluster 1 shows the highest value of all clusters and the percentage of SKTM ownership shows rank 2 of the 3 existing clusters.

| Clusters  | Study Programs     | Cluster 1 consists of 133 people, | Cluster 2 consists of 127 people, | Cluster 3 consists of 131 people, |
|-----------|--------------------|-----------------------------------|-----------------------------------|-----------------------------------|
|           |                    | from study programs:              | from study programs:              | from study programs:              |
| EI        | 45                 | EI                                | 37                                | PBI                               |
| PTIK      | 26                 | PTIK                              | 28                                | D3 Perb                           |
| PMTK      | 20                 | PMTK                              | 25                                | AH                                |
| PBK       | 18                 | PBK                               | 19                                | M                                 |
Furthermore, the results of cluster 2 show that the characteristics of prospective scholarship recipients are dominated by students from EI, PTIK, and PBK study programs with an average IPK of 3.18 and an average charter point of 9.7. While the percentage of SPTMB ownership in cluster 2 shows the second rank of all clusters and the percentage of ownership of SKTM shows the last rank of the existing cluster.

Meanwhile, the results of cluster 3 indicate that the characteristics of prospective scholarship recipients are dominated by students from the PBI, D3 Banking, and AH study programs with an average IPK of 3.14 and an average of 11.2 points charter. While the percentage of SPTMB ownership in cluster 3 shows the last rank of all clusters and the percentage of ownership of SKTM shows the second rank of the existing clusters.

From the results of the clustering, a strategy for selecting candidate data for scholarship recipients can be made by AKAMA IAIN Bukittinggi so that the scholarships are right on target, effective and efficient. The strategy that can be selected is by paying attention to the completeness of the scholarship application requirements. By considering the completeness of the scholarship application, such as a certificate of not receiving a scholarship from another party (SPTMB), a certificate of disability (SKTM) and the average points of certificate or charter ownership, AKAMA can choose cluster 1 which has a high enough percentage compared to with another cluster.

4. Conclusion

From the results of this research, it can be concluded that 3 clusters are using the k-means clustering algorithm. The three clusters can be an option for determining scholarships by AKAMA IAIN Bukittinggi. By considering the completeness of the scholarship application, such as a certificate of not receiving a scholarship from another party (SPTMB), a certificate of disability (SKTM) and the average points of certificate or charter ownership, AKAMA can choose cluster 1 which has a high enough percentage compared to with another cluster.
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