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Abstract—The customer baseline is required to assign rebates to participants in baseline-based demand response (DR) programs. The average baseline method has been widely accepted in practice due to its simplicity and reliability. However, the customer’s baseline manipulation is little-known in the literature. We start from a customer’s perspective and establish a Markov decision process to model the customer’s payoff-maximizing problem. The behavior of a rational customer’s underconsumption on DR days and overconsumption on non-DR days are revealed. Furthermore, we propose an approximated baseline method and show how the consumption distribution and program parameters affect the results. Due to the curse of dimensionality, a linear policy-based rollout algorithm is introduced to obtain a practical approximate solution. Finally, a case study is carried out to illustrate the baseline manipulation, where the simulation results confirm the effectiveness of the proposed methods and shed light on how to properly design baseline methods.

Index Terms—Baseline manipulation, baseline method, demand response, dynamic programming, Markov decision process.

I. INTRODUCTION

Demand response (DR) is considered as an effective and reliable solution to balance the power supply and demand when the power system is under stress [1]. In incentive-based DR programs, the program provider reaches an agreement with customers, who are offered rebates for their participation or active load adjustment according to the real-time instructions [2]. The customer baseline calculation is critical to those DR programs under which rebates are paid to the customers for consumption below the baseline. If the baseline is overestimated, the program provider overpays the customers which may result in program deficit. Underestimation of baseline may keep customers away from participation. Coming up with a perfect baseline method is demanding. First, the baseline is the counterfactual consumption that cannot be measured directly. In addition, the implementation of DR program may motivate the customers to change their consumption patterns, which makes the baseline calculation more difficult [3].

Accuracy, integrity, and simplicity are three critical characteristics of proper baseline methods [4]. Integrity shows that a good baseline is robust to the customer’s attempts to manipulate the system, while the simplicity requires the baseline mechanism to be simple enough for end-use customers. The average baseline methods have been widely accepted by system operators and third-party entities, e.g., PJM, NYISO, CAISO, and EnerNOC due to their simplicity and reliability [5]. The baseline accuracy analysis has attracted wide attention in the literature. The performance of several popular baseline methods is analyzed in [6] based on the bias metric. An elaborated error analysis of the current existing baseline methods, including HighXofY, LowXofY, exponential moving average, and regression method, is given in [7]. An economic analysis of a peak time rebate program is also carried out. Their case study reveals that the utility pays at least half of its revenue as a rebate solely due to the inaccuracy of baseline methods.

Although the inaccurate estimation of customer baseline is claimed as the main reason for the program inefficiency, baseline manipulation is also a key factor for this issue [8]. Customers are encouraged to inflate their baselines to gain higher rebates if the baseline methods were chosen improperly. Such manipulation in a day-ahead load response program is illustrated in [9]. Consider the HighXofY method as an example, which picks the highest X data from the last Y days preceding the DR event and calculates the average of the X data as the customer’s baseline. Under this baseline method, customers may intentionally overconserve energy to inflate their baselines, in exchange for a possibly high rebate in the future [10]. For example, customers put all lights on in a stadium during daytime to increase the probability of getting a large amount of rebates [11].

In the literature, there are few mathematical models in quantifying such manipulations. The customer’s manipulation is confirmed as a rational behavior in [12], but their two-stage model is too simple to represent the true scenario. An infinite-horizon model is established to investigate the customer’s manipulation behavior [13]. However, their model is only applicable for the HighYofY method with stationary utility function. The multi-stage stochastic optimization model in [14] is also only valid under the HighYofY method. The incentive-compatible mechanism design is applied to eliminate the baseline manipulation behavior [15], [16]. A novel contract is proposed to address the manipulation through self-report baseline in [17]. Nonetheless, the self-report procedure may burden the customers from participation. The oversimplified assumptions cannot address the real-world settings.

The rest of this paper is organized as follows. In Section II, we model the payoff-maximizing problem as a Markov decision process, which is then solved in Section III. In Section IV, we propose an approximated baseline method to show more structural results. The approximate dynamic programming is given in Section V. In Section VI, we conduct case studies to illustrate the manipulation behavior. Section VII concludes the paper.
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II. MARKOV DECISION PROCESS FORMULATION

A Markov decision process (MDP) is a mathematical framework for solving sequential decision-making problems under uncertainties. For rational customers who want to maximize the expected payoff, they need to consider DR event uncertainty and then identify the optimal policies. Therefore we model the payoff-maximizing problem as a MDP.

A. DR Event

A DR event indicates the situation with high wholesale market prices or when the system reliability is under stress. The corresponding day is called a DR-event day, or simply, a DR day. A day without a DR event is called a non-DR day. We use $y_t$ to indicate whether day $t$ is a DR day or not, defined as

$$y_t = \begin{cases} 1, & \text{if day } t \text{ is a DR day,} \\ 0, & \text{otherwise.} \end{cases}$$  

(1)

A DR event typically lasts from one to several hours, which is referred as the DR duration. In this paper, we only consider one-hour duration for convenience.

B. Baseline Method

The average method, exponential moving average, and regression method are three popular baseline methods in the literature [7]. Under the average method, the baseline is calculated based on the consumption from last $Y$ non-DR days, $x_t = (x_{t,1}, x_{t,2}, \ldots, x_{t,Y})$. We use $B(x_t) : \mathbb{R}^Y \to \mathbb{R}$ as the function to calculate the baseline under average methods. Three typical average methods are HighXofY, LowXofY, and MidXofY, where the baselines are calculated by averaging the highest, lowest, and middle $X$ consumption of $x_t$, respectively.

Based on the definition, one can formulate the HighXofY and LowXofY methods as

$$H^Y(x_t, X) = \frac{1}{X} \max_{1 \leq i_1 \leq \cdots \leq i_X \leq Y} \{x_{t,i_1} + \cdots + x_{t,i_X}\},$$  

(2)

and

$$L^Y(x_t, X) = \frac{1}{X} \min_{1 \leq i_1 \leq \cdots \leq i_X \leq Y} \{x_{t,i_1} + \cdots + x_{t,i_X}\}.$$  

(3)

The MidXofY method takes $X$ and $Y$ with the same parity and calculates the baseline by averaging the $X$ middle consumption of the ordered elements of $x_t$ [6]. Let $x_{(1)}, x_{(2)}, \ldots, x_{(X)}$ be the middle $X$ consumption (the time index $t$ is removed for convenience), then MidXofY is given by

$$M^Y(x_t, X) = \frac{1}{X} [x_{(1)} + \ldots + x_{(X)}].$$  

(4)

Among the average methods, HighXofY has been widely accepted in practice [6]:

- PJM: High4of5 for a weekday, and High2of3 for a weekend DR event.
- NYISO: High5of10 for a weekday, and High2of3 for a weekend DR event.
- CAISO: High10of10 for a weekday, and High4of4 for a weekend DR event.

As a result, we focus on the baseline analysis for the HighXofY method. The analysis method can also be applied to LowXofY and MidXofY.

C. Customer Utility Function

A customer obtains benefits from electricity consumption, captured by the utility function $u_t(a_t; z_t)$, where $a_t$ is the customer’s electricity consumption and $z_t$ is an external parameter indicating the benefit variation on different days. The utility function is defined as non-decreasing and concave in consumption [18]. There are several forms of utility functions in the literature, e.g., the quadratic and exponential utility functions. Our model is valid under any non-decreasing and concave utility functions.

Let $c_t(a_t)$ be the cost of purchasing electricity from load serving entities. Specifically, we consider the flat retail price $\omega$ and therefore we have $c_t(a_t) = \omega a_t$. A rational customer will choose the intrinsic baseline $a^B_t$ as the optimal consumption. The intrinsic baseline can be obtained via

$$a^B_t \in \arg \max_{0 \leq a_t \leq \hat{a}} \pi_t(a_t; z_t),$$  

(5)

where $\pi_t(a_t; z_t) := u_t(a_t; z_t) - c_t(a_t)$ is the customer net utility function. The consumption is subjected to a physical constraint $0 \leq a_t \leq \hat{a}$.

D. Formulation of the MDP Model

Consider a finite time horizon of $T$ days, indexed by $t = 0, 1, \ldots, T - 1$, with a terminal stage $T$. The state at day $t$ is given by $s_t = (x_t, y_t, z_t)$, where $x_t = (x_{t,1}, \ldots, x_{t,Y})$ is the recent consumption from the last $Y$ non-DR days (with $x_{t,1}$ the most recent), $y_t$ is the indicator of DR events, and $z_t$ is an external parameter indicating the variation of the utility function. The decision variable on day $t$ is the consumption $a_t$. The transition from $x_t$ to $x_{t+1}$ is deterministic, given by

$$x_{t+1} = x_{t+1,1}, \ldots, x_{t+1,Y}, \quad \text{if } y_t = 0,$$

$$x_{t+1} = (x_{t+1,1}, \ldots, x_{t+1,Y}), \quad \text{if } y_t = 1,$$

(6)

whereas the transition from $y_t$ to $y_{t+1}$ is captured by the conditional probability $p(y_{t+1}|y_t)$. The immediate payoff of the MDP model is

$$g_t(s_t, a_t) = \pi_t(a_t; z_t) + y_t r^C[x_t] - a_t^+, \quad \forall t < T$$

(7)

where $[x]_+ = \max(x, 0)$, with the terminal payoff as $g_T(s_T, a_T) = 0$. The net utility function $\pi_t(a_t; z_t)$ is assumed to be concave in $a_t$, and the $r$ is the rebate price for load reduction $[B(x_t) - a_t]^+$. A rational customer’s problem is to find an optimal policy $\{a^*_t(s_t), \forall t\}$ to maximize the expected payoff

$$E_{\{y, z, a\}} \left[ \sum_{t=0}^T g_t(s_t) \right].$$

Following a dynamic programming approach, we obtain the Bellman equation as

$$V_t(s_t) = \max_{0 \leq a_t \leq \hat{a}} \{g_t(s_t, a_t) + E_{a_{t+1}}[V_{t+1}(s_{t+1})]\}, \quad \text{for } t < T,$$

(8)

with $V_T(s_T) = 0$. The maximizers $\{a^*_t(s_t), \forall t\}$ for this optimization problem give the optimal policy.
III. OPTIMAL POLICY AND STRUCTURAL RESULTS

In this section, we solve the payoff-maximizing problem using dynamic programming. In addition, we establish several structural results, which provide insights into the optimal policies.

A. Properties of the Average Baseline Method

To derive structural results of the optimal policies, we show the monotonicity, convexity, and supermodularity of the average methods.

Definition 1 (Monotonicity). For any \( x = (x_1, \ldots, x_n) \) and \( x' = (x'_1, \ldots, x'_n) \) in \( \mathbb{R}^n \), \( x \leq x' \) if \( x_i \leq x'_i \), \( \forall i = 1, \ldots, n \). A function \( f: \mathbb{R}^n \rightarrow \mathbb{R} \) is increasing if \( f(x) \leq f(x') \) when \( x \leq x' \). \( f \) is decreasing if \( -f \) is increasing.

Proposition 2. The average methods, i.e., \( H(x', X) \), \( L(x', X) \), and \( M(x', X) \), are increasing in \( x \). Furthermore, \( H(x', X) \) is decreasing in \( X \), while \( L(x', X) \) is increasing in \( X \).

Definition 3 (Convexity). A set \( C \subseteq \mathbb{R}^n \) is convex if for any \( x, x' \in C \) and \( \lambda \in [0, 1] \), \( \lambda x + (1-\lambda)x' \in C \). Given a convex set \( C \subseteq \mathbb{R}^n \), a function \( f: \mathbb{R}^n \rightarrow \mathbb{R} \) is convex over set \( C \) if for any \( x, x' \in C \), and \( \lambda \in [0, 1] \),

\[
f(\lambda x + (1-\lambda)x') \leq \lambda f(x) + (1-\lambda)f(x').
\]

Proposition 4. The HighXofY method \( H(x', X) \) is convex in \( x \), since the pointwise maximum operation preserves convexity. The LowXofY method \( L(x', X) \) is concave due to the pointwise minimum operation.

Definition 5 (Supermodularity). For any \( x = (x_1, \ldots, x_n) \) and \( x' = (x'_1, \ldots, x'_n) \) in \( \mathbb{R}^n \), define their join as \( x \lor x' = (\max(x_1, x'_1), \ldots, \max(x_n, x'_n)) \) and their meet as \( x \land x' = (\min(x_1, x'_1), \ldots, \min(x_n, x'_n)) \). A function \( f: \mathbb{R}^n \rightarrow \mathbb{R} \) is supermodular if for any \( x, x' \in \mathbb{R}^n \),

\[
f(x) + f(x') \leq f(x \lor x') + f(x \land x').
\]

Proposition 6. The HighXofY method \( H(x', X) \) is submodular in \( x \), and the LowXofY method \( L(x', X) \) is supermodular in \( x \).

This proposition can be verified by its definition. It is worth noting that the monotonicity of \( M(x', X) \) in \( X \) is underdetermined but relies on the specific values of \( x \). The convexity and supermodularity of the MidXofY method \( M(x', X) \) in \( x \) are also underdetermined.

B. Structural Results

Lemma 7. The optimal value function \( V_t(s_t) \) is increasing in \( x_t \) under the average method \( B(x_t) \).

Proof. The rebate received on day \( t \) is given by

\[
R_t(x_t, y_t, a_t) = y_t r(B(x_t)) - a_t + \ldots
\]

Since the baseline \( B(x_t) \) is increasing in \( x_t \), one can easily show the rebate \( R_t(x_t, y_t, a_t) \) is also increasing in \( x_t \). According to the Bellman equation (8) and the terminal condition, one can easily show that \( V_t(s_t) \) is increasing in \( x_t \) at stage \( T - 1 \). The conclusion then can be obtained via induction.

Theorem 8. Let us define the intrinsic baseline without strategizing as \( a_t^B(z_t) = \arg \max_{0 \leq a_t \leq \bar{a}} \pi_t(a_t; z_t) \). Then we have

\[
a^*_t(x_t, y_t = 1, z_t) \leq a_t^B(z_t) \leq a^*_t(x_t, y_t = 0, z_t),
\]

where \( a^*_t(s_t) \) is the optimal policy with strategizing, given by \( a^*_t(s_t) \in \arg \max_{0 \leq a_t \leq \bar{a}} \{ g_t(s_t, a_t) + \mathbb{E} \{ V_{t+1}(s_{t+1}) \} \} \).

We investigate a rational customer’s strategic behavior by comparing the customer’s optimal policies to the intrinsic baseline. The \( a^*_t(x_t, 1, z_t) \) and \( a^*_t(x_t, 0, z_t) \) represent the optimal policies on DR days and non-DR days, respectively. The above theorem shows that, to maximize the expected payoff, a customer should underconsume on the DR days and overconsume on the non-DR days. Although the DR program helps to alleviate the supply shortage on DR days, it also encourages the customers to consume more on the non-DR days. The analysis of this manipulation level is the main focus in this paper. The following theorem shows the optimal policy on DR days.

Theorem 9. The optimal policy on a DR day, \( a^*_t(x_t, 1, z_t) \), is a threshold policy in its baseline \( B(x_t) \), given by

\[
a^*_t(x_t, 1, z_t) = \begin{cases} a_t^B, & \text{if } B(x_t) < B^th, \\ a_t^U, & \text{if } B(x_t) \geq B^th, \end{cases}
\]

where \( a_t^B \) is the customer’s intrinsic baseline defined in (5), and \( a_t^U \in \arg \max_{0 \leq a_t \leq \bar{a}} \{ \pi_t(a_t; z_t) + r(B(x_t) - a_t) \} \) is the optimal action with penalty, with \( a_t^B \leq a_t^U \). The \( B^th \) is a threshold value that is given by

\[
B^{th} = \frac{\pi_t(a_t^B; z_t) - \pi_t(a_t^U; z_t)}{r} + a_t^U.
\]

The above theorem clearly shows that a rational customer will reduce their consumption only if the calculated baseline reaches a threshold. Otherwise, the customer remains the intrinsic consumption.

The following two lemmas give support to the derivation of structural results for the optimal policy on non-DR days.

Lemma 10 (Supermodularity composition rule). If a function \( f: \mathbb{R} \rightarrow \mathbb{R} \) is convex and increasing (decreasing) and another function \( g: \mathbb{R}^n \rightarrow \mathbb{R} \) is monotonic and supermodular (submodular), then \( f(g(x)) \) is supermodular in \( x \in \mathbb{R}^n \).

The proof of this lemma can be found in [19]. The following lemma is helpful in establishing comparative static results when the objective function is not differentiable [20].

Lemma 11 (Topkis’s theorem). If \( f \) is supermodular in \( (x, \vartheta) \), and \( G \) is a lattice, then \( x^*(\vartheta) \in \arg \max_{x \in G} f(x, \vartheta) \) is
increasing in \( \vartheta \). If \( f \) is submodular in \((x, \vartheta)\), then \( x(\vartheta) \) is decreasing in \( \vartheta \).

**Theorem 12.** The optimal policy on a non-DR day, \( a_t^*(x_t, 0, z_t) \), is increasing in \( x_t \) if the average baseline \( B(x_t) \) is supermodular in \( x_t \).

According to proposition 6, only the LowXofY baseline method \( L^X_Y(x_t, X) \) (includes HighYofY) is supermodular in \( x_t \). This implies that customers tend to consume more on non-DR days with higher recent consumption. The characteristics of HighXofY method and the nonnegative rebate form fail us to have a concave optimization problem, which brings difficulties in establishing explicit structural results. This motivates us to formulate approximate model and method to establish more structural results or to obtain some numerical solution.

**IV. THE APPROXIMATED BASELINE METHOD**

The impact from program parameters, i.e., \( X \) and \( Y \), on the optimal policies is little-known under the average method. In addition, how the distribution of the customer’s consumption affects the calculated baseline is still unclear. To address these issues, we propose an approximated baseline method that takes the program parameters explicitly under which more structural results are revealed.

**A. Approximation of Baseline Method**

We use the sample mean and extreme order values to formulate an approximation of the baseline. For convenience, we remove the index \( t \) and let \( X = (X_1, \ldots, X_Y) \) be the recent consumption vector consisting of \( Y \) independent random variables. To define the approximation of HighXofY, we introduce the largest order statistic (or sample maximum) \( X_{\text{max}} = \max\{X_1, \ldots, X_Y\} \) and the sample mean \( \bar{X} = (1/X)(X_1 + \cdots + X_Y) \). The approximated HighXofY is essentially the convex combination of the sample mean \( \bar{X} \) and sample maximum \( X_{\text{max}} \), given by

\[
\hat{H}^X_Y(\bar{X}, X, Y) = \lambda \bar{X} + (1 - \lambda)X_{\text{max}},
\]

(16)

where \( \lambda = \frac{X - 1}{X} \in [0, 1] \) is the weight of the sample mean. Clearly, when \( \lambda = 0 \) (\( X = 1 \)) we have \( \hat{H}^X_Y(\bar{X}, X, Y) = X_{\text{max}} \), and \( \hat{H}^X_Y(\bar{X}, X, Y) = X_{\text{max}} \) while \( \lambda = 1 \) (\( X = Y \)). This also shows \( \hat{H}^X_Y(\bar{X}, X, Y) = \hat{H}^X_Y(\bar{X}, X, Y) \) under these two cases. Similarly, after introducing the sample minimum \( X_{\text{min}} = \min\{X_1, \ldots, X_Y\} \) and sample median \( X_{\text{med}} \), one can define the approximated LowXofY and MidXofY as \( \hat{L}^X_Y(\bar{X}, X, Y) = \lambda \bar{X} + (1 - \lambda)X_{\text{min}} \) and \( \hat{M}^X_Y(\bar{X}, X, Y) = \lambda \bar{X} + (1 - \lambda)X_{\text{med}} \), respectively.

The \( X_{\text{max}} \) in (16), however, prevents us deriving structural results since \( X_{\text{max}} \) is essentially the High1ofY method. Therefore, we come up with an approximation for the sample maximum \( X_{\text{max}} \). Reference [21] gives an effective formula to estimate the sample maximum from the normal distribution. Suppose the standard normal distribution \( \mathcal{N}(0, 1) \) is truncated in the interval \([\alpha, \beta]\), denoted by \( \mathcal{N}(0, 1, \alpha, \beta) \). Then we have the estimation of sample maximum for \( \mathcal{N}(0, 1, \alpha, \beta) \) as

\[
f(Y) = \Phi^{-1}_Y((0.5 + \varepsilon_i)^{1/Y}), \tag{17}
\]

where \( \Phi_Y(\cdot) \) is the cumulative distribution function (CDF) of the truncated normal distribution, \( \varepsilon_i \) is a parameter calculated by a bisectional searching algorithm that optimizes the match of (17) to the expected values [21]. The customer consumption is assumed to obey a truncated normal distribution \( \mathcal{N}((0, 1, \alpha, \beta)) \), with \( \alpha = \frac{X - \mu}{\sigma} \) and \( \beta = \frac{X + \mu}{\sigma} \). Then the estimation of the sample maximum is \( \hat{X}_{\text{max}} = f(Y)\bar{X} \). For a specific sample \( x_t \), one can estimate the sample maximum \( x_{t, \text{max}} = \max_{1 \leq i \leq Y} \{x_{t,1}, \ldots, x_{t,Y}\} \) using

\[
\hat{x}_{t,\text{max}} = \bar{x}_t + f(Y)s_t, \tag{18}
\]

where \( \bar{x}_t = \frac{1}{Y}(x_{t,1} + \cdots + x_{t,Y}) \) is the sample mean and \( s_t = \sqrt{s_t^2} \) is the standard deviation with \( s_t^2 = \frac{1}{Y} \sum_{i=1}^{Y} (x_{t,i} - \bar{x}_t)^2 \). Then, based on (16), one can obtain the final approximated HighXofY in terms of the recent consumption \( x_t, X, \) and \( Y \) as

\[
\hat{H}^X_Y(x_t, X, Y) = \bar{x}_t + \frac{Y - \bar{x}_t}{Y - 1}f(Y)s_t, \quad \forall Y \geq 2. \tag{19}
\]

To quantify the goodness-of-fit of this approximation, we define the percent error of approximation as \((B - \hat{B})/B \times 100\%\), where \( B \) is the approximated baseline. The \( B \) is used as the denominator because it provides a more stable reference for illustration than the actual baseline. To show the feasibility of this approximation, we use both real data and synthetic data (with additive white Gaussian noise, which can be found in the case study), where the results are shown in Fig. 1. Although there are some outliers, the absolute approximation errors are less than 5%. These results show that the proposed approximated baseline method is effective.

**B. Structural Results under the Approximated Baseline**

1) The monotonicity of the \( \hat{H}^X_Y(x_t, X, Y) \): We first show the monotonicity of the approximated baseline in its parameters in the following proposition.

**Proposition 13.** The \( \hat{H}^X_Y(x_t, X, Y) \) is increasing in \( x_t \), but decreasing in \( X \). The expectation \( \mathbb{E}[\hat{H}^X_Y] \) is increasing in \( \mu \).
and $\sigma$. The monotonicity of $\hat{H}_Y^X(x_t, X, Y)$ in $Y$ is underdetermined but relies on the selection of $X$.

For the monotonicity of $\hat{H}_Y^X$ in $Y$, we give the analysis of four selections of $X$. (i) $X = 1$: this shows that $\hat{H}_Y^X = x_t + f(Y)s_t$ is increasing in $Y$. (ii) When $\frac{X-Y}{X-Y} \approx \xi$, $\xi \in (0, 1)$ (we can take $X = \lfloor (1-\xi)Y + \xi \rfloor$), then $\hat{H}_Y^X \approx x_t + \xi f(Y)s_t$ is increasing in $Y$. (iii) When $X = Y - K$, $K \in \mathbb{Z}^+$, $K < Y$, then $\hat{H}_Y^X = x_t + \frac{K}{Y-T}f(Y)$ is decreasing in $Y$ since $f(Y)$ is sublinear in $Y$. (iv) When $X = Y$, $\hat{H}_Y^X = \bar{x}_t$ is independent of $Y$. The monotonicity of $\hat{H}_Y^X$ in $Y$ can be illustrated with a simple example. The calculated baselines $\{\hat{H}_2^2, \hat{H}_3^2, \hat{H}_4^2, \hat{H}_0^2\}$ are increasing in $Y$, while $\{\hat{H}_2^3, \hat{H}_3^3, \hat{H}_4^3, \hat{H}_0^3\}$ are decreasing in $Y$.

2) The customer’s manipulation:

**Proposition 14.** The approximated HighXoF, $\hat{H}_Y^X(x_t)$, is submodular in $x_t$.

**Proof.** We have the $\hat{H}_Y^X(x_t) = \bar{x}_t + \frac{Y-X}{X}f(Y)s_t$, where the standard deviation can be written as

$$s_t(x_t) = \sqrt{\frac{1}{Y-1} \left( \sum_{i=1}^{Y} x^2_{t,i} - Y\bar{x}_t^2 \right)}, \quad (20)$$

with $\bar{x}_t = \frac{1}{Y} (x_{t,1} + \cdots + x_{t,Y})$. The submodularity of $s_t(x_t)$ can be verified via the composition rule from lemma 10.

The above proposition shows that the $\hat{H}_Y^X$ has the same submodularity with $\hat{H}_Y^X$. However, we can apply the same approach used in Theorem 12 to establish the monotonicity of $a_t^\mathcal{R}(s_t|y_t=0)$ in the program parameter $X$ or $Y$. On a non-DR day, the optimal policy is obtained by

$$a_t^\mathcal{R}(x_t, 0, z_t) = \arg\max_{0 \leq a_t \leq \bar{a}} \{ \pi_t(a_t) + \mathbb{E}_{x_{t+1}|y_t=0}(V_{t+1}(s_{t+1})) \},$$

with $x_{t+1} = (a_t, x_{t,1}, \ldots, x_{t,Y-1})$. To show the monotonicity of $a_t^\mathcal{R}(s_t|y_t=0)$ in $X$ or $Y$, one only needs to show that the expectation term is supermodular in $(a_t, X)$ or $(a_t, Y)$, i.e., to show $V_t(x_t, X, Y)$ is supermodular in $(x_{t,i}, X)$ or $(x_{t,i}, Y)$ for any $i = 1, \ldots, Y$. Based on the result from Theorem 12, this is equivalent to show the supermodularity of $\hat{H}_Y^X(x_t, X, Y)$.

**Theorem 15.** Given a fixed value $Y$, the optimal policy on a non-DR day $a_t^\mathcal{R}(s_t|y_t=0)$ is increasing in $X$ when the intrinsic consumption on that day is lower than the population average, and decreasing in $X$ otherwise.

The above theorem can be illustrated by the following examples. For instance, on a low-consumption day, a rational customer tends to inflate more under the High10Of10 compared to that under the High10Of10. This is reasonable because everyday matters under the High10Of10 but the customer has other days to inflate under the High10Of10. On the other hand, on a high-consumption day, a rational customer is prone to less inflation with the increase of $X$. In other words, a small $X$ makes the customer inflate more on the high-consumption days. For example, under the High10Of10, a customer tends to increase the load to secure a higher baseline for the future.

V. APPROXIMATE DYNAMIC PROGRAMMING VIA ROLLOUT ALGORITHM

Solving the MDP problem using dynamic programming is computationally challenging due to the curse of dimensionality [22]. Therefore, approximate methods are required to solve the MDP problem with a large state space [23]. In this section, we apply the rollout algorithm to obtain a simulation-based forward dynamic programming solution.

1) The rollout algorithm: The key idea of the rollout algorithm is starting from some given heuristic and constructing another policy with better performance [24]. Essentially, the rollout algorithm is an online forward dynamic programming procedure that selects actions to obtain the maximum expected payoff calculated based on the given heuristic policy. The improved performance is guaranteed by the performance improvement properties [25], which we show later. Rollout algorithms step forward in time, which requires estimating the payoff-to-go when evaluating decision rules. Specifically, given a heuristic policy, we calculate the expected payoff-to-go under the heuristic based on a Monte Carlo simulation [26]. The formula in finding the optimal actions under the rollout algorithm is given as

$$a_t^\mathcal{R} \in \arg\max_{0 \leq a_t \leq \bar{a}} \left\{ g_t(s_t, a_t) + \mathbb{E}(s_t) \left[ \sum_{i=t+1}^{T} g_i(s_i, a_i^1(s_i)) \right] s_t \right\}, \quad (22)$$

where $a_i^1(s_i)$ is the given heuristic policy. The sample paths in calculating the expected payoff-to-go can be generated by applying additive white Gaussian noise to customer historical consumption. The DR events along the path are generated according to the conditional probability $p(y_{t+1}|y_t)$. The details of generating sample paths are given in the case study.

2) The heuristic policy: A heuristic policy is any method to select decision rules in each stage within the space of decision rules. In this paper, a linear policy is selected as the heuristic for the rollout algorithm. A linear policy with $k$ parameters can be $a_t(s; \theta) = \theta_1 \phi_t(s) + \cdots + \theta_k \phi_k(s)$, where $\phi_1(s), \ldots, \phi_k(s)$ are the extracted features and $\theta = (\theta_1, \ldots, \theta_k)$ is the corresponding parameter vector. Given the optimal policy on DR days in (14), we approximate the policy on the non-DR days based on one feature, given by

$$a_t^\mathcal{R}(s_t|y_t=0) = a_t^H + \theta_t \phi(s_t), \quad (23)$$

where the feature $\phi(s_t)$ can be the maximum of the recent consumption. The idea of this linear policy is to facilitate customers with an easy way to inflate their baseline based on the recent consumption. The best parameter $\theta_t^*$ can be obtained by maximizing the expected payoff from the current stage $t$ to the end stage $T$, i.e.,

$$\theta_t^* \in \arg\max_{0 \leq \theta_t \leq 1} \mathbb{E}(s_t) \left[ \sum_{i=t}^{T} g_i(s_i, a_i^1(s_i)) s_t \right], \quad (24)$$

where the linear policy $a_t^H(s_t)$ on non-DR days and DR days are given in (23) and (14). The sample paths for calculating the expected payoff-to-go are also generated by apply additive
white Gaussian noise. For simplicity, a stationary linear policy \( \theta^* = \theta_{t=1}^* \) is applied for simulation.

3) Performance improvement property [25]: The performance improvement property of the rollout algorithm is illustrated in the following definition.

**Definition 16** (Rollout Improvement Property). For a heuristic \( a_t^P \) and a rollout policy \( a_t^R \), we say \( a_t^R \) rollout improving if for \( t = 1, 2, \ldots, T \),

\[
\mathbb{E} \left[ \sum_{i=t}^{T} g_i(s_i, a_t^i(s_i))|s_t \right] \leq \mathbb{E} \left[ \sum_{i=t}^{T} g_i(s_i, a_t^R(s_i))|s_t \right].
\] (25)

This rollout improvement property is assured based on the construction of \( a_t^R \) in (22) and \( a_t^P \) in (24).

VI. CASE STUDY

In this section, we conduct a case study to show the customer’s manipulation behavior under the HighXofY methods. Customer utility function is estimated from historical data. Due to the curse of dimensionality, we only give the results using dynamic programming with \( Y \leq 7 \). Cases with larger \( Y \)'s are conducted via the rollout algorithm.

A. Bias and Data Set

We introduce the metric of bias to evaluate the performance of the baseline method. Let \( \{a_t^B\}_{t \in \mathbb{H}} \) be the customer’s historical consumption at the DR-event hour and \( \mathcal{D} \) be the set of the DR days. Then we can define the bias as

\[
\frac{\sum_{t \in \mathcal{D}} [B_t(x_t) - a_t^B]}{\sum_{t \in \mathcal{D}} a_t^B} \times 100\%,
\] (26)

where \( a_t^B \) is the intrinsic consumption and \( B(x_t) \) is the calculated baseline. By comparing the biases from the base case (without DR programs) with the manipulation case (with DR programs), one can identify the customer baseline manipulation level.

To properly define the reference bias, we first introduce the customer’s historical consumption \( \{a_t^B\}_{t \in \mathbb{H}} \) that comes from the UMass smart home data set [27]. This data set consists of load and weather data for 114 households for every 15-minute interval for two years and three months. Here, one data set from a typical customer (Apt #21) in 2015 is used for illustration. We use the hourly consumption on the weekdays and remove the data on holidays. We set 9:00 am as the DR hour (with the highest average consumption). Furthermore, we consider a total of 93 days from peak consumption seasons. However, the limited data set cannot serve a stable reference in evaluating baseline manipulation. To address this issue, we apply additive white Gaussian noise to the initial data set and create large data samples. As a result, the time-series information of the initial data set can be preserved and the generated large data set can provide a stable reference. The initial data and the data with additive white Gaussian noise are illustrated in Fig. 2. The signal-to-noise ratio is set as 3dB.

3We choose the customers based on two criteria: (i) without bad data and (ii) showing a morning peak.

to balance the time-series information and the consumption randomness. Note that the lower bound is set to zero to avoid negative consumption.

In addition, we generate independent DR event sequences to increase the randomness of the sample path, which is a \( T = 93 \) days consumption and DR signals. A total of \( N = 100 \) paths are generated for simulation where the DR events are initiated according to the conditional probability \( p(y_{t+1}|y_t) \). An overall around 30% DR rate is considered in this paper. Considering the fact that the DR event is more likely activated when the previous day was a DR day, we set the conditional probabilities as \( p_0 := p(y_{t+1} = 1|y_t = 0) = 0.2 \) and \( p_1 := (y_{t+1} = 1|y_t = 1) = 0.4 \).

B. Estimation of Customer Utility Function

Given a customer’s historical consumption \( \{a_t^B\}_{t \in \mathbb{H}} \), we propose an innovative way to construct the customer utility function. The consumption mean \( \bar{a} \) and upper bound \( \hat{a} \) of the historical consumption are used for this construction. We define the utility function as \( u_t(a_t; z_t) = z_t \cdot u(a_t) \), where \( u(a_t) \) is the reference utility under which the consumption mean \( \bar{a} \) is the customer’s optimal decision. Besides, we use the exponential form of the utility function as \( u(a_t) = \gamma (1 - e^{-\rho a_t}) \), where \( \gamma \) and \( \rho \) are two parameters called utility ratio and utility shape, respectively. The determination of these two parameters is given below.

**The utility shape \( \rho \)**: we introduce the maximum relative utility as \( \hat{a} := \frac{\lim_{a \rightarrow \infty} u(t; a_z)}{u(t; a_z)} = 1 - e^{-\frac{\gamma}{\rho}} \). In practice, we choose \( \hat{a} = 0.99^3 \). Therefore, the utility shape parameter \( \rho \) can be determined as

\[
\rho = -\frac{\hat{a}}{\ln(1 - \hat{a})}.
\] (27)

**The utility ratio \( \gamma \)**: \( \gamma \) is defined as the ratio of one-unit utility to one monetary value ($). According to the definition of \( u(a_t) \), i.e., under which the average consumption \( \bar{a} \) is optimal, we have \( \bar{a} \in \arg\max_{0 \leq a \leq \hat{a}} [u(a_t) - c(a_t)] \). Based on the first-order optimality condition, the derivative is zero at \( \bar{a} \), i.e.,

3This is a subjective choice and any value that is close to 1 is reasonable. Furthermore, the results are not very sensitive to the selection of \( \hat{a} \).
Figure 3. The customer’s utility functions and net utility function.

Figure 4. The bias and manipulation in terms of $X$ when $Y = 7$ and $r = 0.12$/kWh.

$u'(\bar{a}) := (\gamma/\rho)e^{-\bar{a}/\rho} = t'_t(\bar{a}) = \omega$. Therefore, we have the utility ratio as

$$\gamma = \omega \rho e^{\frac{\bar{a}}{\rho}}. \quad (28)$$

Based on the historical consumption data from the customer #21, we have the utility parameters as $\rho = 1.56$ and $\gamma = 1.25$. Fig. 3 illustrates the customer utilities under $z_t = [0.8, 1, 1.2]$, shown as the blue curves. The net utility function, shown as the red curve, is concave in consumption.

C. Results via Dynamic Programming

We solve the MDP problem by following the dynamic programming approach shown in (8). To find the optimal policies, we discretize the action into 10 discrete values. Due to the curse of dimensionality, we only consider $Y \leq 7$ here.

1) Bias and manipulation in terms of $X$ in HighXofY: Fig. 4 shows the results for HighXofY when $Y = 7$. We first observe that the bias is decreasing in $X$, which matches the monotonicity of HighXofY in $X$. The bias is around zero when $X = 7$ because the DR events are independently generated of customer consumption. The bias with DR manipulation is much higher than the counterparts without DR. The difference between the bias with and without DR is captured by the manipulation curves (red curves). We also notice that the manipulation is a single-peaked function in $X$, where $X = 6$ and 7 leads to the lowest manipulation level.

2) Results in terms of rebate price $r$: We compare the results under three rebate prices, i.e., $0.06$/kWh, $0.12$/kWh, and $0.18$/kWh, with $\omega = 0.12$/kWh. The curves in Fig. 5 show that the higher of the rebate price, the more of the customer manipulation. The three curves also preserve the single-peaked property. When the rebate price is $0.06$/kWh, the manipulation is relatively low when $X \geq 3$ and almost zero when $X = 7$. This shows that a low rebate price and a large $X$ can effectively alleviate the customer’s manipulation.

3) Results under HighYofY method: Fig. 6 shows the manipulation under the HighXofY method when $Y = 3, \ldots, 7$. All the manipulation curves preserve the single-peaked property and the shapes look like a tilted and stretched letter $Z$ when $Y \geq 5$. The manipulation level remains almost the same under the HighYofY method.

D. Results via Rollout Algorithm

We generate 10 paths to calculate the expected payoff-to-go for the linear policy, where the best parameter is

$$\theta^*(X) = \begin{cases} 0.148, & \text{when } X = 1, \ldots, 7, \\ 0.125, & \text{when } X = 8, 9, 10. \end{cases}$$

When $Y = 7$, we have the same threshold parameters, with $\theta^*(X) = 0.148$ for $X = 1, \ldots, 5$, and $\theta^*(X) = 0.125$ for $X = 6, 7$. Another 1000 paths are generated to obtain the rollout policy (22). Fig. 7 shows the simulation results for
HighXofY when $Y = 7$ and 10. The two blue curves are the manipulation levels under the rollout algorithm while the red curve shows the exact result for $Y = 7$. The two approximated curves preserve the single-peaked property. The manipulation levels drop quickly around $X = Y/2$ and remain almost the same when $X$ is close to $Y$. We also compare the results from dynamic programming and from the rollout algorithm when $Y = 7$: although there are some differences in manipulation when $X \leq 5$, these two curves are similar in shape and almost match when $X = 6$ and 7. This comparison confirms the effectiveness of the rollout algorithm.

VII. CONCLUSION

In this paper, we give the baseline manipulation analysis of the used accepted average baseline methods. We establish a Markov decision process to formulate the customer’s profit-maximization problem. By comparing the optimal policies to the intrinsic baseline, we verify a rational customer’s behavior: underconsumption on DR days and overconsumption on non-DR days. An approximated HighXofY method is proposed to understand how the distribution of the customer consumption and the selection of program parameters affect the calculated baseline. The case study shows that the customer baseline manipulation is a single-peaked function in $X$ and remains almost the same under different HighYofY methods. The linear policy based rollout algorithm provides adequate accuracy compared to the results from dynamic programming. These results give practical information for DR program providers to design accurate and robust baseline methods.
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APPENDIX A
THE PROOF OF THE OPTIMAL POLICIES

A. Proof of Theorem 8

Proof. The proof is showed for the DR days and non-DR days. (i) On a DR day \( y_t = 1 \), the state update rule (6) shows that \( x_{t+1} = x_t \), which means the \( V_{t+1}(s_{t+1}) \) is independent of \( a_t \). Therefore, the corresponding optimal policy can be found via

\[
a^*_t(x_t, 1, z_t) \in \arg \max_{0 \leq a_t \leq \bar{a}} \{ \pi_t(a_t; z_t) + r[B(x_t) - a_t] \}. \tag{29}
\]

Because the rebate \( r[B(x_t) - a_t] \) is decreasing in \( a_t \), one can easily show that \( a^*_t(x_t, 1, z_t) \leq a_t^B(z_t) \). (ii) On a non-DR day \( (y_t = 0) \), the rebate is zero and the optimal policy can be found through

\[
a^*_t(x_t, 0, z_t) \in \arg \max_{0 \leq a_t \leq \bar{a}} [\pi_t(a_t; z_t) + E_{s_{t+1} | s_t}[V_{t+1}(s_{t+1})]]. \tag{30}
\]

Suppose the expectation term is increasing in \( a_t \), one can show that \( a_t^B(z_t) \leq a^*_t(x_t, 0, z_t) \). Note that the expectation preserves monotonicity. It is equivalent to show that \( V_{t+1}(s_{t+1}) \) is increasing in \( x_{t+1,1} \) \((x_{t+1,1} = a_t \) when \( y_t = 0 \), which is the result from Lemma 7. \[ \square \]

B. Proof of Theorem 9

Proof. For convenience, we denote the \( \pi_t(a_t; z_t) \) as \( \pi_t(a_t) \) and \( B(x_t) \) as \( B \). The optimization problem on a DR day (29) can be divided into two subproblems:

\[
a^*_t |_{B - a_t \leq 0} \in \arg \max_{0 \leq a_t \leq \bar{a}} \pi_t(a_t), \tag{31}
\]

\[
a^*_t |_{B - a_t \geq 0} \in \arg \max_{0 \leq a_t \leq B} \{ \pi_t(a_t) + r(B - a_t) \}. \tag{32}
\]

The corresponding optimal policies can be obtained as

\[
a^*_{t-n} := a^*_t |_{B - a_t \leq 0} = \max \{a^B_t, B\} \geq a^*_t, \tag{33}
\]

\[
a^*_{t-p} := a^*_t |_{B - a_t \geq 0} = \min \{a^U_t, B\} \leq a^*_t. \tag{34}
\]

Note that we have \( a^*_t \leq a^*_t \) since \( r[B - a_t] \) is decreasing in \( a_t \). Then, the optimal policy will be chosen by selecting the larger optimal value, given by

\[
a^*_t |_{y_t=1} \in \arg \max_{a^*_t, a^*_t} \{ V_{t}(s_t) |_{B - a_t \leq 0}, V_{t}(s_t) |_{B - a_t \geq 0} \}. \tag{35}
\]

The optimal values under these two cases are given by

\[
V^a_t := V_{t}(s_t) |_{B - a_t \leq 0} = \begin{cases} \pi_t(a^B_t), & \text{if } B \leq a^B_t, \\ \pi_t(B), & \text{if } B > a^B_t. \end{cases} \tag{36}
\]

\[
V^p_t := V_{t}(s_t) |_{B - a_t \geq 0} = \begin{cases} \pi_t(B), & \text{if } B \leq a^U_t, \\ \pi_t(a^U_t) + r(B - a^U_t), & \text{if } B > a^U_t. \end{cases} \tag{37}
\]

Note that \( V^p_t(B) \) is a fixed value \( \pi_t(a^B_t) \) in \([0, a^B_t]\), but decreasing in \([a^B_t, \bar{a}]\), \( V^p_t(B) \) increasing in its range \([0, \bar{a})\) since \( a^U_t \leq a^B_t \). Furthermore, at \( B = a^U_t \), we have \( V^p_t(a^U_t) = \pi_t(a^U_t) > V^p_t(a^B_t) = \pi_t(a^B_t) \). At \( B = a^B_t \), one can prove \( V^p_t(a^B_t) < V^p_t(a^U_t) \) by showing

\[
\pi_t(a^B_t) - \pi_t(a^U_t) < r(a^B_t - a^U_t). \tag{38}
\]

This is true due to the concavity of \( \pi_t(a_t) \) and \( \pi_t(a^B_t) = 0, \pi_t(a^U_t) - r = 0 \) from the first-order optimality condition. Therefore, there must be a threshold baseline \( B^b_t \) that can be obtained via

\[
\pi_t(a^B_t) = \pi_t(a^U_t) + r[B^b_t - a^U_t], \tag{39}
\]

which is equivalent to (15). The corresponding optimal policy can be determined by (35) accordingly, given in (14). \( \square \)

C. Proof of Theorem 12

Proof. For convenience, we denote the \( \pi_t(a_t; z_t) \) as \( \pi_t(a_t) \) and \( B(x_t) \) as \( B \). The optimal policy on a non-DR day can be reformulated as

\[
a^*_t(x_t, 0, z_t) \in \arg \max_{0 \leq a_t \leq \bar{a}} q_t(x_t, a_t), \tag{40}
\]

where \( q_t(x_t, a_t) \) is the state function defined as

\[
q_t(x_t, a_t) = \pi_t(a_t) + E_{s_{t+1} | s_t}[V_{t+1}(s_{t+1})]. \tag{41}
\]

Suppose the state function \( q_t(x_t, a_t) \) is supermodular in \((x_t, a_t)\), one can show \( a^*_t(x_t, 0, z_t) \) is increasing in \( x_t \) based on the Topkis’s theorem. It is evident that \( \pi_t(a_t) \) is supermodular in \((x_t, a_t)\). We can show \( q_t(x_t, a_t) \) is supermodular if the expectation term \( E_{s_{t+1} | s_t}[V_{t+1}(s_{t+1})] \) is also supermodular in \((x_t, a_t)\). Note that when \( y_t = 0 \), the state on day \( t + 1 \) can be written as

\[
s_{t+1} = \{ x_{t+1,1}, \ldots, x_{t+1,y_t-1}, y_{t+1}, z_{t+1} \}. \tag{42}
\]

Therefore, the only missing thing is to show that \( V_{t+1}(s_{t+1}) \) is supermodular in \( x_{t+1} \), which can be proven by induction.

At stage \( t = T - 1 \), we have \( V_{t+1}(s_{t+1}) = V_T(s_T) = 0 \). As a result, \( V_t(s_t | y_t = 0) = \max_{0 \leq a_t \leq \bar{a}} \pi_t(a_t) \) is independent of \( x_t \) and thus supermodular. On the other hand,

\[
V_t(s_t | y_t = 1) = \max_{0 \leq a_t \leq \bar{a}} \{ \pi_t(a_t) + r[B - a_t] \}
\]

\[
= \begin{cases} \pi_t(a^B_t, z_t), & \text{if } B \leq B^b_t, \\ \pi_t(a^U_t, z_t) + r(B - a^U_t), & \text{if } B > B^b_t. \end{cases} \tag{43}
\]

According to the result from theorem 9, \( V_t(B | y_t = 1) \) is convex and increasing in \( B \). Based on the assumption, \( B \) is increasing and supermodular in \( x_t \). Apply the composition rule from lemma 7, one can show that \( V_t(x_t, 1, z_t) \) is supermodular in \( x_t \). Now suppose the \( V_{t+1}(S_{t+1}) \) is supermodular in \( s_{t+1} \), then we need to show \( V_t(s_t) \) is supermodular in \( x_t \). When \( y_t = 1 \), the optimal value function is

\[
V_t(s_t | y_t = 1) = \max_{0 \leq a_t \leq \bar{a}} \{ \pi_t(a_t) + r[B - z_t] \}
\]

\[
+ E_{s_{t+1} | s_t}[V_{t+1}(s_{t+1})]. \tag{44}
\]

The first term has been proved to be supermodular in \( x_t \), above. The second expectation term is supermodular in \( x_{t+1} \), i.e., \( x_t \).
when \( y_t = 1 \), by assumption. Then the statement is true for \( y_t = 1 \). When \( y_t = 0 \), we have the optimal value function as
\[
V_t(s_t|y_t = 1) = \max_{0 \leq a_t \leq \hat{a}} \{\pi_t(a_t) + \mathbb{E}_{s_{t+1}|s_t}[V_{t+1}(s_{t+1})]\}.
\]
(45)

By assumption, \( V_{t+1}(s_{t+1}) \) is supermodular in \( x_{t+1} = (a_t, x_{t+1}, \ldots, x_{t+Y-1}) \). Therefore, the whole term inside the \( \max\{\cdot\} \) is supermodular in \( (x_t, a_t) \). As a result, \( V_t(s_t|y_t = 1) \) is supermodular in \( x_t \) since the maximization over a lattice \( 0 \leq a_t \leq \hat{a} \) preserves the supermodularity [19]. Thus the statement \( V_t(s_t) \) is supermodular in \( x_t \) has been proved, as well as the main conclusion in this theorem.

D. Proof of Theorem 15

Proof. The approximated HighXofY can be written as a function of \( x_{t,i} \) and \( X \), i.e.,
\[
\hat{H}^X_{t,i}(x_{t,i}, X) = \bar{x}_t + \sum_{Y-1} f(Y) s_t(x_{t,i}).
\]
The standard deviation can be reformulated as
\[
s_t(x_{t,i}) = \sqrt{\frac{Y - 2}{Y - 1} s^2_{t-1} + \frac{(x_{t,i} - \bar{x}_{t-1})^2}{Y}},
\]
(46)
where \( \bar{x}_{t-1} \) and \( s^2_{t-1} \) are the sample mean and sample variance of the rest \( Y-1 \) data \( \{x_{t,j}\}_{j=1,...,Y,j \neq i} \). Specifically, we have the expressions as \( \bar{x}_{t-1} = \frac{1}{Y-1} \sum_{j=1,...,Y,j \neq i}(x_{t,j}) \) and \( s^2_{t-1} = \frac{1}{Y-2} \sum_{j=1,...,Y,j \neq i}(x_{t,j} - \bar{x}_{t-1})^2 \).

Clearly we can see that \( s_t(x_{t,i}) \) is decreasing in \((0, \bar{x}_{t-1})\) and increasing in \((\bar{x}_{t-1}, +\infty)\). As a result, one can show that the \( \hat{H}^X_{t,i}(x_{t,i}, X) \) is supermodular in \((x_{t,i}, X)\) when \( x_{t,i} < \bar{x}_{t-1} \), and submodular in \((x_{t,i}, Y - X)\) when \( x_{t,i} > \bar{x}_{t-1} \), according to the definition of supermodularity or its second partial derivative. Then, as long as the intrinsic consumption is less than the average of the other \( Y-1 \) data, then \( a^*_t(s_t|y_t=0) \) is increasing in \( X \). We can roughly treat the sample average the \( \bar{x}_{t-1} \). On the other hand, if the \( a_t \) is large enough, i.e., larger than the population mean, then \( a^*_t(s_t|y_t=0) \) is decreasing in \( X \).