Numerical computation of second order vacuum perturbations of Kerr black holes
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Motivated by the desire to understand the leading order nonlinear gravitational wave interactions around arbitrarily rapidly rotating Kerr black holes, we describe a numerical code designed to compute second order vacuum perturbations on such spacetimes. A general discussion of the formalism we use is presented in [1]; here we show how we numerically implement that formalism with a particular choice of coordinates and tetrad conditions, and give example results for black holes with dimensionless spin parameters $a = 0.7$ and $a = 0.998$. We first solve the Teukolsky equation for the linearly perturbed Weyl scalar $\Psi_4^{(1)}$, followed by direct reconstruction of the spacetime metric from $\Psi_4^{(1)}$, and then solve for the dynamics of the second order perturbed Weyl scalar $\Psi_4^{(2)}$. This code is a first step toward a more general purpose second order code, and we outline how our basic approach could be further developed to address current questions of interest, including extending the analysis of ringdown in black hole mergers to before the linear regime, exploring gravitational wave “turbulence” around near-extremal Kerr black holes, and studying the physics of extreme mass ratio inspirals.

I. INTRODUCTION

In this paper we initiate a numerical study of the dynamics of second order vacuum perturbations of a Kerr black hole. Linear black hole perturbation theory has played an important role in the study of black holes, with diverse applications from mathematical physics to gravitational wave astrophysics (for reviews see e.g. [2–4]). Regarding the latter, it is used in interpreting the ringdown phase of a binary black hole merger, and for extreme mass ratio inspirals (EMRIs). For both of these physical regimes, it is presently computationally intractable to full numerical solution without recourse to perturbative methods.

For some applications it may be necessary to go beyond linear perturbations. Here for brevity we only mention a couple of key incentives (a more thorough discussion that motivates this study can be found in our companion paper [1]). In order to extract subleading modes of the ringdown following comparable mass mergers, it may be necessary to consider nonlinear effects. The “problem” with such mergers is that the leading order quadrupole mode is excited with such high amplitude relative to subleading modes (see e.g. [5, 6]), that nonlinear mode coupling could produce features of similar strength to subleading modes; this is particularly so within the first few cycles of ringdown were most of the observable signal, hence most opportunity for measurement, lies. It will be important to quantitatively understand second order features to reap the most out of ringdown analysis of future loud merger events.

Nonlinear physics may also play an important role in the ringdown of near-extremal Kerr black holes. This can partly be motivated by the presence of a family of slowly damped modes, whose damping timescale grows without bound as the black hole spin approaches its extremal value [11–13]. The slower damping of perturbations implies nonlinear effects could be more pronounced; most intriguing in this regard is the suggestion that mode coupling induces}
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1 We note though that comparable mass mergers cannot produce near-extremal remnants, see e.g. [7–10], and it is unknown how rapidly the typical supermassive black holes in the universe, of relevance to EMRIs, rotate. Thus near-extremal ringdown may end up being more a question of theoretical, rather than astrophysical, interest.

2 Though there is some controversy about exactly what the spectrum of modes of extremal/near-extremal black holes is; see e.g. [14–18].
a turbulent energy cascade in near-extremal Kerr black holes [19], similar to that seen in a few studies of black holes and black branes in asymptotically Anti de-Sitter spacetime [20–22]. Nonlinear effects almost certainly play some role in the physics of extremal Kerr black holes, as those have been shown to be linearly unstable [11, 23, 24] (the instability may be related to the above mentioned slowly damped quasinormal modes, that become “zero damped” in the extremal limit).

Finally, we mention that second order black hole perturbation theory plays an important role in computing the second order self force of a small particle orbiting a black hole, which is relevant to modeling EMRIs (e.g. [25]). We note though that in this paper we only consider the second order vacuum perturbation of a Kerr black hole, so our results are not directly applicable to modeling EMRI physics.

Following a brief summary of our formalism in Sec.II.A (which is described in more detail in our companion paper [1]), in the remainder of this paper we describe a numerical implementation of the method and then analyze a few example runs from our code. In the remainder of the introduction we give a general overview of our numerical approach.

Several steps are required to arrive at the desired second order perturbation. First is to solve for a linear gravitational wave perturbation characterized by the Weyl scalar $\Psi_4$ (or equivalently $\Psi_0$) using the Teukolsky equation [26]. As described in Sec. II.B, with more details given in Appendix C, we begin with the Kerr metric in Boyer-Lindquist form and a rotated version of the Kinnersley tetrad [27], then transform these to a hyperboloidal compactified, horizon penetrating coordinate system. In these coordinates then we numerically solve the Teukolsky equation in the time domain, starting with Cauchy data for $\Psi_4$. (We note that many codes have been developed over the years to solve the Teukolsky equation; see, e.g. [28–35]).

Campanelli and Lousto first showed that the evolution of the second order perturbation of $\Psi_4$ is also governed by the Teukolsky equation, with a source term that depends on all components of the first order metric perturbation $h_{\mu\nu}$ [36]. The next step in our calculation is therefore to reconstruct this first order metric correction from the first order perturbation of $\Psi_4$. We directly reconstruct the metric by solving a set of nested null transport equations in the outgoing radiation gauge [37]. Once this is complete, we numerically solve the Teukolsky equation in the time domain with the second order source term for the second order correction to $\Psi_4$. This latter quantity is in general not invariant under first order gauge or tetrad transformations (see [36]); as discussed in Sec. III, in our coordinate system we can avoid these issues if we measure the waves at future null infinity in an asymptotically flat gauge, which is one reason why we employ a hyperboloidal slicing and the outgoing radiation gauge.

One difficulty with using null transport equations in conjunction with the (3+1) Cauchy evolution scheme we use for the Teukolsky equation is that...
their domains of integration do not “easily” overlap. An implication of this is if we wanted to solve for the second order perturbation over the entire domain of our Cauchy evolution we would need to solve a set of first order constraint equations on the initial $T = 0$ slice to give self-consistent initial data for the reconstruction equations. As explained more in Sec. IV and illustrated in Fig. 1, we avoid this issue here by choosing initial data for the first-order $Ψ_4^{(1)}$ that has compact support on the initial slice, and only solve for the first order metric beginning on an ingoing null slice ($v_n$) intersecting $T = 0$ outside of this region (as we explain in Fig. 1, our metric reconstruction equations are transport equations along the ingoing null tetrad vector $n^μ$). Then, initial data for reconstruction only needs to be specified along the outgoing null curves $u = v_n$, which is trivially the Kerr solution. In principle we could immediately begin the second order evolution for $v ≥ v_n$, though again to simplify the Cauchy evolution we only start second order evolution at a constant hyperboloidal time $T_s$ after all the ingoing data from $v_l$ to $v_n$ has entered the black hole horizon. The Cauchy evolution prior to this is then, in a sense, simply providing a map from initial data for the first order $Ψ_4^{(1)}$ specified on $T = 0$ to the “true” initial time $T = T_s$. As implemented in the code, during each step of the Cauchy evolution we also perform reconstruction (and second order integration for $T > T_s$). The reconstruction will therefore not be consistent until evolution crosses $v = v_n$, but for illustrative purposes we also show independent residuals of our reconstruction procedure prior to that, to demonstrate that the inconsistency then has no effect on the consistency of the solution afterward.

As described in Sec.V, we use pseudo-spectral methods to solve both the Teukolsky and null transport equations; the code can be downloaded from [38]. Example results are given in Sec. VIA and Sec. VIB for a black hole with dimensionless spin $a = 0.7$ and $a = 0.998$ respectively. Specifically, for the examples we consider the linear wave only contains azimuthal $e^{imφ}$ angular dependence for $m = 2$. This linear field sources a second order $Ψ_4^{(2)}$ containing modes with both $m = 0$ and $m = 4$. We conclude in Sec. VII, which includes a discussion of how our methods and code will be extended to tackle the problems we are ultimately interested in addressing.

In Appendix A we describe the conventions we use for the Fourier transform and normalization of discrete quantities used to display some of our results. In Appendix B we provide a derivation of the metric reconstruction equations and second order source term in the specific gauge and coordinates used here, which is slightly different from the analytical example case give in [1]. We describe the transformation of the Kerr metric and Kinnersley tetrad in Boyer-Lindquist coordinates to the coordinates we use in the code in Appendix C. Finally, in Appendix D we collect some useful properties of spin-weighted spherical harmonics, which are used in our pseudo-spectral code.

### A. Notation and conventions

We use geometric units ($8πG = 1, c = 1$) and follow the definitions and sign conventions of Chandrasekhar [39] (in particular the $+−−−$ signature for the metric), except we use Greek letters $μ, ν...$ to denote spacetime indices. We use the non-standard symbols $\bar{σ} = 3.14159...$ for the number ‘pi’ (to avoid confusion with the Newman-Penrose scalar $π$), and the symbols $R$ and $I$ to respectively denote the real and imaginary parts of fields. We use an overbar $f$ to denote complex conjugation of a quantity $f$.

We write the perturbed metric $g_{μν}$ about a background solution $g_{μν}^{(0)}$ as $g_{μν} = g_{μν}^{(0)} + h_{μν}$, where $h_{μν}$ is the first order perturbation. Other than the metric, we denote an $n$th order quantity in a perturbative expansion with a trailing superscript $(n)$; e.g. the Newman-Penrose scalar $Ψ_2 = Ψ_2^{(0)} + Ψ_2^{(1)}$ to linear order. However, for brevity, in terms of expressions where the correction to a background quantity will lead to a higher order perturbation than considered, we drop the $^{(0)}$ superscript from the background quantity. For example, in the Teukolsky equation, Eq. (3) below, all symbols other than $Ψ_4^{(1)}$ are background quantities.

### II. DESCRIPTION OF THE SCHEME

In this section we summarize details of the reconstruction scheme and second order perturbation equation described in [1] that are particular to our numerical implementation.

#### A. Use of the NP/GHP formalisms

We make extensive use of the Newman-Penrose (NP)[40] formalism. In the Appendix of the companion paper [1] we gave a brief overview of the NP formalism, and to avoid excessive repetition we do
not reproduce that here. However, we now mention the most salient definitions of the NP formalism necessary to understand the main points of this paper.

The NP formalism decomposes the geometry and Einstein equations in terms of an orthonormal basis of null vectors, \( \{ l^\mu, n^\mu, m^\mu, \bar{m}^\mu \} \); \( l^\mu \) is an outgoing (ingoing) real null vector, and \( m^\mu \) is a complex angular null vector with \( \bar{m}^\mu \) its complex conjugate. These define the four directional derivative operators
\[
D = l^\mu \partial_\mu, \quad \Delta = n^\mu \partial_\mu, \quad \delta = m^\mu \partial_\mu, \quad \bar{\delta} = \bar{m}^\mu \partial_\mu.
\]

A vacuum geometry is characterized by the 5 complex scalars \( \{ \Psi_0, \Psi_1, \Psi_2, \Psi_3, \Psi_4 \} \), which are contractions of the Weyl tensor with various products of the null tetrad. The complex spin coefficients (essentially combinations of Ricci rotation coefficients, the tetrad analogue of the connection in a metric formalism) are \( \{ \alpha, \beta, \gamma, \epsilon, \rho, \lambda, \pi, \mu, \nu, \tau, \sigma, \kappa \} \). We choose a null tetrad, the explicit form of which is given later, such that for the background Kerr solution \( \Psi_0 = \Psi_1 = \Psi_3 = \Psi_4 = \sigma = \kappa = \nu = \lambda = 0 \) (which is always possible for a general type D background) and \( \gamma = 0 \) (which is always possible when the background is Kerr).

In the NP formalism, perturbations of the Kerr spacetime lead to one master equation for the linearly perturbed Weyl scalar \( \Psi_4 \) known as the Teukolsky equation [26], specifically
\[
\mathcal{T} \Psi_4^{(1)} = \left[ \left( \Delta + 4 \mu + \bar{\mu} \right) (D + 4 \epsilon - \rho) - (\delta' + 4 \pi - \bar{\pi}) (\delta - \tau) - 3 \Psi_2 \right] \Psi_4^{(1)} = 0.
\]
(Here we have made use of the GHP operators \( \delta \) and \( \delta' \), which we define in Eq. (4).) The first step of our procedure is to solve the Teukolsky equation for \( \Psi_4^{(1)} \). We discuss how we numerically solve this equation in Sec. V A.

We also make some use of the Geroch-Held-Penrose (GHP) [41] formalism; in particular we use the following GHP derivatives acting on some NP scalar \( \eta \)
\[
\delta \eta \equiv (\delta - p \beta - q \bar{\alpha}) \eta, \quad \delta' \eta \equiv (\bar{\delta} - p \bar{\alpha} - q \beta) \eta,
\]
where \( \{ p, q \} \) are the (constant) weights of \( \eta \) (related to its spin and boost weights).

**B. Choice of background coordinates and tetrad**

We choose a form for the background Kerr metric, with mass and spin parameters \( M \) and \( a \) respectively, that is horizon penetrating and hyperboloidally compactified so that the constant time \( T \) (spacelike) slices become asymptotically null, reaching future null infinity at finite coordinate radius. An outline of how we derive these coordinates is given in Appendix C; here we simply summarize their most important qualities.

We use a rotated version of the Kinnersley tetrad that is regular at future null infinity; in \( (T, R, \vartheta, \phi) \) component form, the tetrad vectors read:
\[
l^\mu = \frac{R^2}{L^4 + a^2 R^2 \cos^2 \vartheta} \left( 2M \left( 2M - \left( \frac{a}{L} \right)^2 R \right), -\frac{1}{2} \left( L^2 - 2MR + \left( \frac{a}{L} \right)^2 R^2 \right), 0, a \right),
\]
\[
n^\mu = \left( 2 + \frac{4MR}{L^2}, \frac{R^2}{L^2}, 0, 0 \right),
\]
\[
m^\mu = \frac{R}{\sqrt{2} \left( L^2 - ia R \cos \vartheta \right)} \left( -ia \sin \vartheta, 0, 0, -\frac{i}{\sin \vartheta} \right).
\]

Here \( R \) is the compactified radial coordinate, related to the Boyer-Lindquist radial coordinate by
\[
r \equiv \frac{L^2}{R},
\]
with \( L \) a constant parameter (\( R = 0 \) thus corresponds to future null infinity).

With this tetrad and metric, the only nonzero Weyl scalar is
\[
\Psi_2 = -\frac{MR^3}{\left( L^2 - ia R \cos \vartheta \right)^5},
\]
and the nonzero spin coefficients are
\[
\rho = -\frac{R \left( a^2 R^2 + L^4 - 2L^2 MR \right)}{2 \left( L^2 - ia R \cos \vartheta \right)^7 \left( L^2 + ia R \cos \vartheta \right)},
\]
\[
\mu = -\frac{R \left( L^2 + ia R \cos \vartheta \right)}{i a R^2 \sin \vartheta},
\]
\[
\tau = \frac{\sqrt{2} \left( L^2 - ia R \cos \vartheta \right)^2}{i a R^2 \sin \vartheta},
\]
\[
\pi = -\frac{R \left( a^2 R^2 \cos^2 \vartheta + L^4 \right)}{\sqrt{2} \left( a^2 R^2 \cos^2 \vartheta + L^4 \right)},
\]
\[
\epsilon = \frac{R \left( a^2 \left( -R \right) - ia \cos \vartheta \right) \left( L^2 - MR \right) + L^2 MR}{2 \left( L^2 - ia R \cos \vartheta \right)^7 \left( L^2 + ia R \cos \vartheta \right)},
\]
\[
\alpha = \frac{R \cot \vartheta}{\sqrt{2} \left( 2L^2 + 2ia R \cos \vartheta \right)},
\]

4
\[
\beta = \frac{R \left(-L^2 \cot(\vartheta) + iaR \sin(\vartheta) \left(\csc^2(\vartheta) + 1\right)\right)}{2\sqrt{2} \left(L^2 - iaR \cos(\vartheta)\right)^2}.
\]  

(8g)

The coefficients \( \alpha \) and \( \beta \) are singular at the poles \((\vartheta = 0, \infty)\), but when expanded out in the equations of motion they only appear with other terms that in combination are regular there. Other than this, all spin coefficients are regular in the domain of interest, namely on the black hole horizon and the region exterior to it. Notice that with the Kinnersley tetrad \(\epsilon = 0\), but we have rotated to a tetrad where \(\gamma = 0\) instead.

The quantities above are sufficient to completely determine the Teukolsky and metric reconstruction equations, and so for brevity we do not write out the explicit form of the Kerr metric in these coordinates.

C. Choice of linearized metric gauge and linearized tetrad

After computing \(\Psi_4^{(1)}\), we need to specify a gauge in which to reconstruct the first order metric; we choose the outgoing radiation gauge, defined by the following conditions:

\[
h_{\mu\nu} n^\nu = 0, \quad (9a)
\]

\[
g^{\mu\nu} h_{\mu\nu} = 0. \quad (9b)
\]

For type D background spacetimes one can always impose the outgoing (or ingoing) radiation gauge, despite the fact that this imposes five conditions on the linear metric \([42]\). The only nonzero tetrad projections of \(h_{\mu\nu}\) in outgoing radiation gauge are

\[
h_{tt} \equiv h_{\mu\nu} l^\mu l^\nu, \quad (10a)
\]

\[
h_{tm} \equiv h_{\mu\nu} l^\mu m^\nu, \quad (10b)
\]

\[
h_{mm} \equiv h_{\mu\nu} m^\mu m^\nu, \quad (10c)
\]

and the complex conjugates of the last two, i.e. \(h_{\bar{t}m} \equiv h_{\mu\nu} \bar{l}^\mu m^\nu\) and \(h_{\bar{m}\bar{m}} \equiv h_{\mu\nu} \bar{m}^\mu \bar{m}^\nu\).

As detailed in Appendix B, in this gauge we can choose the linearly perturbed tetrad vectors so that the first order corrections to the derivative operators are

\[
D^{(1)} = -\frac{1}{2} h_{tt} \Delta, \quad (11a)
\]

\[
\Delta^{(1)} = 0, \quad (11b)
\]

\[
g^{(1)} = - h_{tm} \Delta + \frac{1}{2} h_{mm} \delta. \quad (11c)
\]

D. Metric reconstruction equations

Our metric reconstruction procedure consists of solving a nested set of transport equations that are derived by linearly expanding some of the Bianchi and Ricci identities in the NP formalism; see Appendix B. Unlike metric reconstruction procedures that use “Hertz potentials” (see e.g. [37]), our method directly reconstructs the metric from \(\Psi_4^{(1)}\). The basic idea of this metric reconstruction procedure was first described by Chandrasekhar [39].

One advantage of our implementation of Chandrasekhar’s idea is that it does not require using any specific features of a particular coordinate system beyond the gauge and tetrad choices we have already stated; a similar approach has recently been rigorously analyzed by Andersson et. al. [43]. A disadvantage of our implementation though is that outgoing radiation gauge is incompatible with most forms of source term, including from matter with a stress energy tensor that is not trace-free, or that coming from first order vacuum perturbations\(^3\). Therefore, we can compute the gravitational wave perturbation \(\Psi_4\) to second order, but the metric tensor only to first order. Recently [46] proposed a method based (in part) on Hertz potentials that does not seem to have such restrictions. However, for our purposes we believe our method is more straightforward to implement (see our companion paper [1] for more discussion on these different approaches to reconstruction).

Given a solution \(\Psi_4^{(1)}\) to the Teukolsky equation, below are the transport equations we solve to reconstruct the first order metric:

\[
-(\Delta + 4\mu) \Psi_4^{(1)} + (\delta - \tau) \Psi_4^{(1)} = 0, \quad (12a)
\]

\[
-(\Delta + \mu + \bar{\mu}) \lambda^{(1)} - \Psi_4^{(1)} = 0, \quad (12b)
\]

\(^3\) We note though that the general approach of reconstructing the metric by solving a series of nested transport equations does not require one use the radiation gauges; indeed Chandrasekhar [39] does not use a radiation gauge. For a brief review of recent works that directly reconstruct the metric: Andersson et. al. [43] works in outgoing radiation gauge for perturbations of Kerr, Dafermos et. al. [44] work in a double null gauge for perturbations of Schwarzschild, and Klainerman and Szeftel [45] work in a Bondi gauge for perturbations of Schwarzschild. In a different gauge one could presumably reconstruct the metric in the presence of linearized matter perturbations. That being said, using a radiation gauge greatly simplifies and reduces the number of metric reconstruction equations that we need to solve, and is sufficient for solving for the dynamics of the second order Weyl scalar \(\Psi_4^{(2)}\) about a Kerr background.
We solve the equations in the sequence listed, in each step obtaining one of the following set of unknowns: \( \{ \Psi_3^{(1)}, \lambda^{(1)}, \Psi_2^{(1)}, h_{\bar{m}m}, \pi^{(1)}, h_{t\bar{m}} \} \). We set the initial values for all these quantities to zero; as explained in the Introduction and Sec. IV, this choice is consistent from the ingoing slice \( v = v_u \) shown in Fig.1 onward (i.e. for \( v \geq v_u \)), as long as the initial data for \( \Psi_4^{(1)} \) only contains azimuthal modes \( |m| \geq 2 \).

### E. Source term for the second order perturbation \( \Psi_4^{(2)} \)

Having computed the linearized metric, we can then solve for the second order perturbation of the Weyl scalar, \( \Psi_4^{(2)} \). As was first shown in [36], the equation of motion for \( \Psi_2^{(2)} \) can be written as

\[
\mathcal{T} \Psi_4^{(2)} = \mathcal{S} [h_{\mu\nu}],
\]

where \( \mathcal{T} \) is the Teukolsky operator (Eq. (3)), and \( \mathcal{S} \) is the “source” term which depends on the first order perturbed metric. The general expression for \( \mathcal{S} \) is given in [1, 36]. Here we write it down in outgoing radiation gauge and with our background tetrad choice (see Appendix B for a derivation):

\[
\mathcal{S} = (\Delta + 4\mu + \bar{\mu}) s_d + (\bar{\mu}' + 4\pi - \bar{\pi}) s_t,
\]

where

\[
s_d \equiv \frac{1}{2} h_{ll} (\Delta + \mu) \Psi_4^{(1)} + \Psi_4^{(4)} \left[ \frac{1}{2} (\bar{\mu}' + 4\pi - \bar{\pi}) h_{t\bar{m}} \right. \\
+ (\Delta - \mu + \bar{\mu}) h_{ll} - \frac{1}{2} (\bar{\mu}' - 5\pi - 4\bar{\pi} h_{ll} \right] \\
- \frac{1}{2} \Psi_3^{(1)} \left[ (\bar{\mu}' + 4\pi - \bar{\pi}) h_{t\bar{m}} + (\Delta - 2\mu + \bar{\mu}) h_{t\bar{m}} \right]
\]

\[
- \left( h_{t\bar{m}} \Delta - \frac{1}{2} h_{\bar{m}\bar{m}} \partial_4 - 4\pi^{(1)} \right) \Psi_3^{(1)} - 3\lambda^{(1)} \Psi_2^{(1)},
\]

\[
s_t = - h_{t\bar{m}} (\Delta + \mu + 2\bar{\mu}) \Psi_4^{(1)} + \frac{1}{2} h_{mm} \bar{\mu}' \Psi_4^{(1)} \\
+ \Psi_4^{(1)} \left[ (\bar{\mu}' - 4\pi - 1\bar{\pi}) h_{mm} \right].
\]

### III. Measurement of the Gravitational Wave at Future Null Infinity

For outgoing radiation at future null infinity in an asymptotically flat coordinate system there is a simple relation between \( \Psi_4^{(1)} \) and the linearized metric (e.g. [26]):

\[
\lim_{r \to \infty} \Psi_4^{(1)} = - \frac{1}{2} \left( \partial_r^2 h_{++} + i \partial_r^2 h_{xx} \right),
\]

where the \( \times \) and \( \times \) subscripts refer to the “plus” and “cross” polarizations of the gravitational wave. From this we can then also calculate other quantities of interest, such as the energy and angular momentum radiated to future null infinity.

As is discussed in [36] (see Sec III.C and Sec. IV therein), \( \Psi_4^{(2)} \) is in general not invariant under gauge or tetrad transformations that are first order in magnitude (it is invariant under second order transformations). This complicates the interpretation of \( \Psi_4^{(2)} \), unless the gauge/tetrad is fixed in an appropriate way, as outlined in [36], a gauge invariant object is calculated that by construction reduces to \( \Psi_4^{(2)} \) in the desired gauge at null infinity. Here, because we use the outgoing radiation gauge in an asymptotically flat representation of Kerr, and our first order correction to the tetrad (B1a) amounts to a Class II transformation that leaves \( \Psi_4 \) invariant [39], we can directly interpret \( \Psi_4^{(2)} \) as we do \( \Psi_4^{(1)} \) in (16) at future null infinity; i.e. we can interpret the real and imaginary parts of \( \Psi_4^{(2)} \) as the second time derivative of the plus and cross gravitational wave polarizations, respectively.

Another way to understand the physical interpretation of the second order gravitational wave perturbation at future null infinity is through the radiated energy and angular momentum [36]:

\[
\frac{dE}{du} \bigg|_{\mathcal{J}^+} = \lim_{r \to \infty} \left\{ \frac{r^2}{4\pi} \int_{\Omega} \frac{d\Omega}{f} \left| \int_{-\infty}^{u} du' \Psi_4^{(2)} \right|^2 \right\},
\]
\[
\frac{dJ_z}{du}|_{\mathcal{J}^+} = - \lim_{r \to \infty} \mathcal{R} \left\{ \frac{r^2}{4\pi} \int_{\Omega} d\Omega \left( \partial_\phi \int_{-\infty}^{u} du' \Psi_4 \right) \right. \\
\left. \times \left( \int_{-\infty}^{u} du' \int_{-\infty}^{u'} du'' \Psi_4 \right) \right\}.
\]  (17b)

In computing \( \Psi_4^{(2)} \) at future null infinity using outgoing radiation gauge to linear order, one can compute the linear and leading order nonlinear contribution to the radiated energy and angular momentum through future null infinity.

IV. INITIAL DATA

As discussed in the introduction and illustrated in Fig. 1 there, on our \( T = 0 \) initial data surface \( i_0 \) we set \( \Psi_4^{(1)} \) to be nonzero and smooth over a compact region \( p_0 \subset i_0 \), and set the rest of our evolution variables (the metric reconstructed variables \{\( h_{ll}, h_{llm}, \Psi_3, \Psi_2, A^{(1)}, \pi^{(1)} \), and \( \Psi_4^{(2)} \)\) to be zero everywhere on \( i_0 \). The initial data is consistent if it satisfies all of the Einstein equations to the relevant order in perturbation theory. Our choice of initial data is in general only consistent in the complement of \( p_0 \), and then only, as discussed in the following subsection, for angular components with \( l \geq 2 \). As the reconstructed metric variables are advected along \( n^\mu \) (the principal part of their corresponding transport equations is \( \Delta \)), the constraint violating modes in our initial data will also be advected along \( n^\mu \), into the black hole. As the constraint violating region is restricted to the initial compact region \( p_0 \), within a finite amount of evolution time all of the \( l \geq 2 \) constraint violating modes will propagate off our computational domain.

To estimate how long we must wait until the constraint violating modes are advected into the black hole, we compute the travel time along \( n^\mu \) from the outermost point \( R_{min} \) of the support of \( \Psi_4^{(1)} \) on the initial data slice to the black hole horizon \( R_H \) (recall that \( R \) increases toward the horizon). From

\[
\Delta f = n^\mu \partial_\mu f = \left( 2 + \frac{4MR}{L^2} \right) \partial_R f + \frac{R^2}{L^2} \partial_R f,
\]  (18)

we see that along the characteristic we can write

\[
\frac{dT}{dR} = \frac{L^2}{R^2} \left( 2 + \frac{4MR}{L^2} \right).
\]  (19)

Thus the time we need to wait is

\[
\frac{T_{min}}{M} = \int_{R_{min}}^{R_H} \frac{dR}{M} \frac{L^2}{R^2} \left( 2 + \frac{4MR}{L^2} \right),
\]

TABLE I. Example minimum wait times, \( T_{mw} \), before constraint violating region exits computational domain, and we begin evolving \( \Psi_4^{(2)} \).

| \( \frac{T_{max}}{M} \) | \( \frac{T_{mw}}{M} \) |
|----------------|----------------|
| 3 | \( \sim 9 \) |
| 5 | \( \sim 15 \) |
| 10 | \( \sim 28 \) |
| 50 | \( \sim 114 \) |

Using the relation \( r \equiv L^2/R \) to convert to Boyer-Lindquist \( r \), with \( r_{max} \equiv L^2/R_{min} \), and for a conservative estimate of the wait time setting \( t_H \equiv L^2/R_H = M \), Table I gives several wait times for illustration.

A. Modes \(|m| = 0, 1\)

A field of spin weight \( s \) and angular number \( m \) has angular support over modes \( l \geq \max(\{|s|, |m|\}) \) (see Appendix D). Essentially because of this, and as is well known, the \( s = -2 \) field \( \Psi_4^{(1)} \) can not describe changes to the Kerr spacetime mass (\( l = 0 \) modes) and spin (\( l = 1 \) modes), nor can it fix spurious gauge modes with support over those angular numbers \([47]\). Moreover, as the mass and spin modes do not propagate, we cannot simply begin with a constraint violating region of compact support and expect the constraint violating modes to propagate off our domain in some finite amount of time (as they do for \( l, |m| \geq 2 \) propagating modes). In order to obtain fully consistent evolution we would need to add in consistent \( l = 0, 1 \) data everywhere on our initial data surface\(^4\).

We leave constructing such nontrivial initial data for future research, and content ourselves with metric reconstruction for \(|m| \geq 2 \) modes. We note that while we can only reconstruct the metric over angular numbers \( l, |m| \geq 2 \), we can still compute their contribution to the evolution of \( \Psi_4^{(2)} \) for \(|m| = 0, 1 \), as that field only has support over angular numbers

\(^4\) Determining consistent \( l = 0, 1 \) data is sometimes called “completing the metric reconstruction” procedure in the gravitational self-force literature and remains only a partially solved problem in that field; e.g. \([48, 49]\) and references therein.
\( l \geq 2 \). In particular, for the examples presented here we can still consistently compute the contribution of the \( m = -2 \) and \( m = 2 \) metric reconstructed fields to the evolution of the \( m = 0 \) mode of \( \Psi_4^{(2)} \).

**V. CODE IMPLEMENTATION DETAILS**

In this section we describe the details of our numerical implementation. The code can be downloaded at [38]. A Mathematica notebook that contains our derivations of the equations of motion in coordinate form can be downloaded at [50].

**A. Teukolsky & Metric reconstruction equations in coordinate form**

One can economically write a master equation for both the spin \( s = -2 \) equation governing \( \Psi_4 \) (3), and the spin \( s = 2 \) equation governing \( \Psi_0 \) (see [26]), so we do that here, though the rest of the paper deals exclusively with \( \Psi_4 \).

Following [26], we define the functions \( \psi_4^{(1)} \) and \( \psi_0^{(1)} \) via

\[
\Psi_4^{(1)} \equiv R\psi_4^{(1)}, \quad \Psi_0^{(1)} \equiv R \left( \frac{\Psi_2}{M}\right)^{4/3} \psi_0^{(1)},
\]

which are motivated by the “peeling theorem”[40]: we expect \( \Psi_4^{(1)} \sim 1/r = R \) and \( \Psi_0^{(1)} \sim 1/r^5 \sim R^5 \). We next multiply the NP form of the Teukolsky equation Eq. (3) (and its analogue spin 2 version) by \( 2\Sigma_{BL}/R (\Sigma_{BL} \equiv r^2 + a^2 \cos^2 \vartheta) \) to make the leading order terms finite at \( R = 0 \) (future null infinity). These scalings allow one to directly solve for and read off the gravitational waves at infinity as finite, non-zero fields. The resultant spin \( s = \pm 2 \) Teukolsky equation, in terms of these variables in our coordinates and tetrad, is

\[
\begin{align*}
&\left[ 8M \left( 2M - \frac{a^2 R}{L^2} \right) \left( 1 + \frac{2MR}{L^2} \right) - a^2 \sin^2 \vartheta \right] \partial_t \psi^{(1)} - 2 \left[ L^2 - \left( 8M^2 - a^2 \right) \frac{R^2}{L^2} + 4 \frac{a^2 M R^3}{L \cdot L^3} \right] \partial_T \partial_R \psi^{(1)} \\
&\quad - \left( L^2 - 2MR + \frac{a^2 R^2}{L^2} \right) \frac{R^2}{L^2} \partial_T \partial_R \psi^{(1)} - s \Delta \psi^{(1)} + 2a \left( 1 + \frac{4MR}{L^2} \right) \partial_T \partial_\varphi \psi^{(1)} + 2a \left( 1 - \frac{4MR}{L^2} \right) \partial_R \partial_\varphi \psi^{(1)} \\
&\quad + 2 \left[ 2M \left( -s + (2 + s) \frac{2MR}{L^2} - \frac{3a^2 R^2}{L^4} \right) - a^2 R \left( \frac{2R}{L^2} + is \cos \vartheta \right) \right] \partial_T \psi^{(1)} \\
&\quad + 2R \left[ -(1 + s) + (s + 3) \frac{MR}{L^2} - 2a\frac{R^2}{L^2} \right] \partial_R \psi^{(1)} + 2a \left( 1 + \frac{4MR}{L^2} \right) \partial_\varphi \psi^{(1)} + 2 \left[ 2M \left( -s + (2 + s) \frac{2MR}{L^2} - \frac{3a^2 R^2}{L^4} \right) - a^2 R \left( \frac{2R}{L^2} + is \cos \vartheta \right) \right] \psi^{(1)} = 0,
\end{align*}
\]

where \( s \) should be set to \(-2 \) (2) if \( \psi^{(1)} = \psi_4^{(1)} (\psi_0^{(1)}) \), and \( s \Delta \) is the spin-weight \( s \) Laplace-Beltrami operator on the unit two-sphere; see Appendix D.

We rewrite Eq. (22) as a system of first order partial differential equations by defining

\[
\begin{align}
& P^{(1)} \equiv \left[ 8M \left( 2M - \frac{a^2 R}{L^2} \right) \left( 1 + \frac{2MR}{L^2} \right) - a^2 \sin^2 \vartheta \right] \partial_T \psi^{(1)} - 2 \left( L^2 - \left( 8M^2 - a^2 \right) \frac{R^2}{L^2} + 4 \frac{a^2 M R^3}{L \cdot L^3} \right) \partial_T \partial_R \psi^{(1)} \\
&\quad + 2a \left( 1 + \frac{4MR}{L^2} \right) \partial_T \partial_R \psi^{(1)} + 2 \left[ 2M \left( -s + (2 + s) \frac{2MR}{L^2} - \frac{3a^2 R^2}{L^4} \right) - a^2 R \left( \frac{2R}{L^2} + is \cos \vartheta \right) \right] \psi^{(1)},
\end{align}
\]

\[
Q^{(1)} \equiv \partial_R \psi^{(1)}.
\]

We decompose the fields in terms of \( e^{im\varphi} \), as the equations of motion are invariant under shifts in \( \varphi \).

Defining

\[
\mathbf{v}(T, R, \vartheta, \varphi) \equiv \begin{pmatrix} P^{(1)}(T, R, \vartheta) \\ Q^{(1)}(T, R, \vartheta) \\ \psi^{(1)}(T, R, \vartheta) \end{pmatrix} e^{im\varphi},
\]
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and factoring out the overall factor of $e^{im\phi}$, we can write the Teukolsky equation as

$$\partial_T v = \mathcal{A} \partial_R v + \mathcal{B} \Delta v + \mathcal{C} v,$$  

(25)

where $\mathcal{A}$, $\mathcal{B}$, and $\mathcal{C}$ are matrices that can be straightforwardly evaluated from Eqs. (22-24). We empirically find for very rapidly rotating black holes ($\alpha/M \gtrsim 0.99$) that the “constraint” $Q - \partial_R \psi_4 = 0$ is poorly maintained by free evolution. To amend this, we evolve our runs by imposing the constraint $Q = \partial_R \psi_4$ at each intermediate step of our time solver (fourth order Runge-Kutta scheme; see e.g. [51]), and not freely evolving $Q$. A test that our Teukolsky solver gives solutions that converge to the continuum Teukolsky equation then comes from our check that the late time behavior of $\psi_4^{(1)}$ matches the behavior of a mode that one would expect for a $s = -2$, $l = \max \{|s|, |m|\}$ quasinormal mode (see Sec. VI H).

Using the coordinate forms of the tetrad Eq. (C20) and NP scalars Eq. (8), it is straightforward to write the metric reconstruction equations (12) and directional derivative operator $\Delta$ (1) in coordinate form; the full expressions are not particularly illuminating, so we do not give their explicit form here. Their full form can be found in the Mathematica notebook [50]. We describe how we evaluate the GHP derivatives $\partial$ and $\partial'$ in Sec. VC.

**B. Pseudo-spectral evolution**

We numerically solve the Teukolsky equation Eq. (25) and the metric reconstruction equations Eq. (12) using pseudo-spectral methods. Here we review the basic elements of pseudo-spectral methods that we implemented in our code; see, e.g. [52-54] for a general discussion of these methods. As mentioned, the equations of motion are invariant under shifts of $\phi$, so we first decompose all variables in terms of definite angular momentum number $m$

$$\eta(T, R, \vartheta, \phi) \equiv \eta^{[m]}(T, R, \vartheta) e^{im\phi}.$$  

(26)

For a given $m$ then, we have to solve a $1 + 2(T+(R, \vartheta))$ dimensional system of partial differential equations.

We expand the fields as a sum of Chebyshev polynomials and spin-weighted spherical harmonics. Writing

$$R_{\text{max}} \equiv \frac{L^2}{r_+},$$  

(27a)

we have

$$\eta^{[m]}(T, x, y) = \sum_{n,l} \eta_{nl} (T) T_n(x) P_l^m(y),$$  

(28)

where $T_n$ is the $n^{th}$ Chebyshev polynomial,

$$T_n(x) \equiv \cos (n \arccos (x)),$$  

(29)

and $P_l^m$ is a spin-weighted associated Legendre polynomial (see Appendix D). We use the spin weight $s$ of a quantity (related to how it scales under certain tetrad transformations) as introduced by GHP [41]. All NP scalars except for $\{\alpha, \beta, \epsilon, \gamma\}$ have a definite spin weight, as do our first order metric projections; see Table. (II) for a listing of the spin weights and radial falloff of the variables we solve for in our code. Expanding each field with the matching spin-weighted spherical harmonic $s P_l^m$ ensures the fields automatically have the correct regularity properties along the axis $\vartheta = 0, \pi$.

We evaluate the Chebyshev polynomials at Gauss-Lobatto collocation points, and move to/from Chebyshev space using Fast Cosine Transforms (FCT)\footnote{Specifically, we evaluate the Fast Cosine Transforms using FFTW [55]; see [88].}:

$$\eta(T, x, y) \overset{\text{FCT}}{\longleftrightarrow} \sum_n \eta_n(T, y) T_n(x).$$  

(30)

We evaluate the spin weighted associated Legendre polynomials at the roots of the $n^{th}$ Legendre polynomial, and move to/from spin-weighted spherical

| variable | spin weight | falloff |
|----------|-------------|---------|
| $\psi_4^{(1)}$, $\chi^{(1)}$, $h_{\text{nl}}$ | -2 | $r^{-1}$ |
| $\psi_3^{(1)}$, $\pi^{(1)}$, $h_{4\text{nl}}$ | -1 | $r^{-2}$ |
| $\psi_2^{(1)}$, $h_{4\text{l}}$ | 0 | $r^{-3}$ |

TABLE II. Spin weight and falloff of key variables. The falloff is derived by assuming $\psi_4^{(1)} \sim 1/r$, and then considering the metric reconstruction equations (12); these falloffs are consistent with the “peeling theorem” [40] and with what we observe in our code output. See [1] for a more detailed discussion, in particular for a derivation of the radial falloff of $h_{4\text{l}}$, which depends on several cancellations in the equations of motion.
harm–onics using Gauss quadrature and direct sum–
mation
\[
\eta(T, x, y) \overset{\text{Gauss quadrature}}{=} \sum_l \eta(T, x, y) \cdot \tilde{P}_l^n(y).
\] (31)

We evaluate radial derivatives by transforming to Cheby–
shev space, then recursively use the relation
\[
\frac{1}{n+1} \frac{dT_{n+1}}{dx} - \frac{1}{n-1} \frac{dT_{n-1}}{dx} = 2T_n,
\] (32)
with the seed condition \( T_{n_{\text{max}}+1} = 0 \) as we only ex–
pand out to \( n_{\text{max}} \). All the angular deriva–
tives in our equations of motion either appear in terms of the spin–weighted spherical Laplacian \( \Delta \), or in terms of the GHP covariant op–
erators \( \partial \) and \( \partial' \); we discuss how we evaluate these in Sec. V C below.

We evolve the equations in time with the method of lines, specifically using a fourth–order Runge–
Kutta integrator (see e.g. [51]). We use a time step \( \Delta t \) of \( 9/\max(N^2, N^\psi) \), where \( N_x(N^\psi) \) is the num–
er of radial (angular) collocation points. After each time step we apply an exponential filter to all the
smallest spectral coefficients of low \( n \) and \( l \) are largely unaffected by the filter. Note that the filter converges away with increased resolution (i.e. larger \( n_{\text{max}}, l_{\text{max}} \)). We found using a smooth spectral filter such as Eq. (33) (as opposed to simply zeroing \( c_{nl} \) above a certain \((n, l)\)) was crucial to achieve stable evolution for high spin \((a \gtrsim 0.99)\) black holes.

We evaluate the source term, Eq. (14) in two steps. We first compute \( s_d \) and \( s_t \) (Eqs. (15)), and then Eq. (14). We can rewrite time derivatives in \( s_d \) and \( s_t \) in terms of spatial derivatives using the evolution equations Eqs. (12), which can then be evaluated using pseudo–spectral methods (we use \( P \) to evaluate \( \partial_t \Psi_4^{(1)} \)). We compute the time derivative for, e.g. \((\Delta + 4\mu + \mu)b_d \) by saving several time steps for \( s_d \) and evaluating \( \partial \Psi / \partial T \) with a fourth order backward difference stencil (again spatial derivatives are computed using pseudo–spectral methods).

C. Evaluation of the GHP \( \partial \) and \( \partial' \) Operators

We can straightforwardly evaluate the background NP scalars at each collocation point using Eqs. (8). Using the expressions for the tetrad (C20), we can also straightforwardly evaluate the NP derivatives in Eq. (1). The only potential difficulty comes from \( \{\alpha, \beta, \delta, \bar{\delta}\} \), as these all contain components that go as \( \sim 1/\sin \theta \); i.e. they blow up on the coordinate axis \( \theta = 0, \varpi \). To obtain regular answers using \( \{\alpha, \beta, \delta, \bar{\delta}\} \), we use these terms in combinations that have definite spin weight. In particular, these terms only appear in combinations that make up the GHP derivative operators \( \{\partial, \partial'\} \), which do have definite spin weight when acting on scalar fields of definite spin weight.\(^6\) In our coordinate system, these operators evaluate to
\[
\partial \eta = \frac{R}{\sqrt{2}} \left( \frac{1}{L^2 - i a R \cos \theta} \right) \left( -i a \sin \theta \partial_T + D \right) \eta
\]
\[
- \frac{ip}{\sqrt{2}} \left( \frac{1}{L^2 - i a R \cos \theta} \right)^2 \eta,
\] (34a)
\[
\partial' \eta = \frac{R}{\sqrt{2}} \left( \frac{1}{L^2 + i a R \cos \theta} \right) \left( i a \sin \theta \partial_T + D' \right) \eta
\]
\[
+ \frac{iq}{\sqrt{2}} \left( \frac{1}{L^2 + i a R \cos \theta} \right)^2 \eta,
\] (34b)
where \( \{D, D'\} \) are the raising and lowering operators for spin weighted spherical harmonics; (see App–
endix D), and \( \{p, q\} \) are the weights of the NP field in question (see [41]). Note that we evaluate \( \{D, D'\} \) in spectral space using the relations (D8) and (D9). Written this way, the GHP derivatives are clearly regular at \( \theta = 0, \varpi \) (as they should be, as they are GHP–covariant quantities).

D. Boundary conditions

We place the radial boundaries of our domain at the black hole horizon and at future null infinity, which is possible as our coordinates are hyperbo–
loidally compactified and horizon penetrating (for more of a discussion on hyperboloidal compac–
tifications, see e.g. [56]). At these locations none of the field characteristics point into our computational do–
main, so we do not need to impose boundary conditions at those boundaries.

\(^6\) We have already substituted \( \{\partial, \partial'\} \) for \( \{\alpha, \beta, \delta, \bar{\delta}\} \) in the metric reconstruction equations (12) and source terms (14, 15).
The polar boundaries of the computational domain \( \vartheta = \{0, \varpi\} \) are not boundaries of the physical domain, and often in such situations regularity conditions need to be applied there. However, as we have rewritten all the equations so they are regular at the poles, in particular in that we calculate angular derivatives using the GHP \( \delta \) and \( \delta' \) operators applied to the correct spin weighted harmonic decomposition of each variable, regularity is ensured at \( \vartheta = 0, \varpi \) without any additional conditions.

E. Second order equation and radial rescaling

For the second order perturbation, the corresponding Teukolsky equation we solve is

\[
\left(2\Sigma_{BL} \frac{1}{R}\right) \mathcal{T} \left(R^{(2)} \Psi_{4}\right) = \left(2\Sigma_{BL} \frac{1}{R}\right) \mathcal{S},
\]

where \( \mathcal{T} \) is the same spin weight -2 Teukolsky operator in Eq. (3) as acts on the first order perturbation, hence the coordinate form of the left hand side is the same as in Eq. (22) with \( s = -2 \), but with \( \psi^{(1)}_4 \) replaced with \( \psi^{(2)}_4 \).

The different radial falloff behavior of different NP scalars and first order metric fields can make it challenging to accurately evaluate the source term \( \mathcal{S} \) using double precision arithmetic. To alleviate some of this, in the code we use versions of these quantities rescaled by their assumed falloff, as summarized in Table II. We use a circumflex to denote the rescaled form of a variable; for example \( \Psi^{(1)}_4 \equiv \hat{R} \Psi^{(1)}_4 \), \( \rho \equiv R \hat{\rho} \), \( h_{l\ell m} \equiv R^2 \hat{h}_{l\ell m} \), etc. Note the radial derivative acting on a rescaled field is

\[
\partial_R f = R^{n-1} (n + R \partial_R) \hat{f}.
\]

F. Evolution of different m modes

As the Kerr background is invariant under rotations in \( \phi \), to linear order in perturbation theory each \( m \) mode is preserved. To second order in perturbations there is mode mixing. In particular, from the form of the source term, Eq. (14), and given at present we only evolve a single magnitude \( |m| \) mode of \( \Psi^{(1)}_4 \) in our code, we will have mixing of the form

\[
\left\{ \Psi^{(1)}_4[m], \Psi^{(1)}_4[-m] \right\} \rightarrow \left\{ \Psi^{(2))[2m], \Psi^{(2)][0], \Psi^{(2)][-2m]} \right\}.
\]

For any given run then we simultaneously evolve first order perturbative modes with angular numbers \( \pm m \), and second order perturbations with angular numbers \( \{0, \pm 2m\} \).

In astrophysical scenarios, we expect all \( m \) modes to be excited, which would lead to more complicated mode mixing: from the source term we see any pair of first order modes \( m_1, m_2 \) will in general produce the four second order modes \( \pm m_1 \pm m_2 \). While our code can handle such cases, in this paper we only consider mode mixing of the form \([m] \rightarrow \{0, \pm 2m\}\).

G. Functional form of our initial data

Here we present the specific functional form of initial data for \( \Psi^{(1)}_4 \), in terms of the evolved fields \( \{\psi_4, Q, P\} \) (as defined in Sec. VA above).

As discussed in the introduction, we choose initial data for \( \Psi^{(1)}_4 \) that has compact support in \( r \), to simplify the initial conditions for the first order reconstruction within the part of the domain where we eventually solve for the second order perturbation \( \Psi^{(2)}_4 \). For \( \psi^{(1)}_4 \equiv r \Psi^{(1)}_4 \), we choose the following rescaled “bump function”

\[
\psi^{(1)[m]}_4|_{T=0} = \begin{cases} 
0, & \text{otherwise} \\
exp \left[ -\frac{1}{r-r_l} - \frac{2}{r_u-r_l} \right] sP^m_{l_0} (\theta, \phi), & r_l < r < r_u 
\end{cases}
\]

where \( r_u > r_l \), \( a_0, l_0 \) and \( m \) are constants, and \( sP^m_{l_0} \) is a spin-weighted associated Legendre polynomial (see Appendix D). We set \( Q^{(1)} = \partial_R \psi^{(1)}_4 \) as per its definition Eq. (23b). We solve the following equation for \( P^{(1)} \) (Eq. (23a)) at \( T = 0 \) so that the initial gravitational wave pulse is initially radially ingoing:

\[
n^T \partial_T \psi^{(1)}_4 + n^R \partial_R \psi^{(1)}_4 = 0.
\]

The reason for this choice is to minimize the “prompt” response at future null infinity from an outgoing pulse that would largely be a reflection of the initial data, thus more quickly being able to measure the ringdown response of the black hole to the perturbation.

H. Independent residuals and code tests

Our metric reconstruction procedure does not use all of the Bianchi and Ricci identities; we can thus
use some of these “extra” equations as independent residual checks of our numerical computation. We directly evaluate the following Bianchi identity (see Eq. (1.321.d) in [39]):

\[
B_3 \equiv (\delta^\prime + 4\pi) \Psi_3^{(1)} + (-D - 4\epsilon + \rho) \Psi_4^{(1)} - 3\lambda^{(1)} \Psi_2 = 0. \tag{40}
\]

Beginning from (Eq. (1.321.c) in [39]):

\[
(-\delta^\prime - 3\pi) \Psi_2^{(1)} + (-\delta^\prime - 3\pi)^{(1)} \Psi_2 + (D + 2\epsilon - 2\rho) \Psi_3^{(1)} = 0, \tag{41a}
\]

using the first order perturbed equations for \(\delta^{(1)}\) in Eq. (11c) and \(\alpha^{(1)}\) (see [1]), and the type D equations for \(\Psi_2\):

\[
\Delta \Psi_2 = -3\mu \Psi_2, \tag{42a}
\]

\[
\delta \Psi_2 = 3\tau \Psi_2, \tag{42b}
\]

we obtain

\[
B_2 \equiv \left( -3\mu h_\text{ll} - \frac{3}{2} \tau h_\text{ll} - 3\pi^{(1)} \right) \Psi_2
\]

\[
- (\delta^\prime + 3\pi) \Psi_2^{(1)} + (D + 2\epsilon - 2\rho) \Psi_3^{(1)} = 0. \tag{43}
\]

Another nontrivial test of our computation is to check that \(h_\text{ll}\) converges to a real function. The reason it is not manifestly real in our code is because we factor out definite harmonic angular \(\phi\) dependence from all variables via the complex function \(e^{im\phi}\). It turns out that inconsistent initial data (as we have prior to \(v = v_u\) in Fig. 1), as well as truncation error, introduces an imaginary component to \(h_\text{ll}\) after we reassemble it from the rescaled code variables. Specifically then, we check the following residuals

\[
\mathfrak{R}H \equiv \mathcal{R} \left( h_\text{ll}^{[m]} \right) - \mathcal{R} \left( h_\text{ll}^{[-m]} \right) = 0, \tag{44a}
\]

\[
\mathfrak{I}H \equiv \mathcal{I} \left( h_\text{ll}^{[m]} \right) + \mathcal{I} \left( h_\text{ll}^{[-m]} \right) = 0, \tag{44b}
\]

where the superscript \([m]\) denotes the corresponding variable excluding an \(e^{im\phi}\) piece (see Eq. (26)).

Finally, we have also tested our Teukolsky solver by evolving initial data with several different azimuthal numbers \(m\), and various black hole spins, and confirmed that the late time quasinormal mode decay (before power law decay sets in) at null infinity is consistent, to within estimated truncation error, with known parameters of the dominant \(l = m\) mode\(^7\).

\[^7\text{We take these quasinormal ringdown frequencies from [57], who computed them using Leaver’s method.}\]

| mass     | 0.5 |
|----------|-----|
| spin     | 0.35 (\(a = 0.7\)) |
| low resolution | \(N_x = 160, N_l = 28\) |
| med resolution | \(N_x = 176, N_l = 32\) |
| high resolution | \(N_x = 192, N_l = 36\) |
| \(T_w\) | \(2 \times T_{\text{mw}} \approx 17.6M\) |
| \(m\) | 2 |
| \(l_0\) | 2 |
| \(a_0\) | 0.1 |
| \(r_1\) | \(1.1 \times r_H\) |
| \(r_w\) | \(2.5 \times r_H\) |

**TABLE III.** Parameters for spin \(a = 0.7\) black hole evolution (unless stated otherwise in the figure captions). \(T_w\) is the “wait” time before starting the evolution of \(\Psi_4^{(2)}\), which we choose to be twice the “minimum” wait time \(T_{\text{mw}}\) for the initial data we choose; see Sec. (IV).

We have not implemented an independent residual check for our source term \(\mathcal{S}\) in Eq. (14). We are not aware of, and have not been able to devise, a method that can do so without knowledge of the full second order metric. In the future we plan to check the result with a full numerical relativity code, though that will require some non-trivial work in providing initial data for the latter consistent to second order with our perturbative solution.

**VI. NUMERICAL RESULTS**

In this section we present two example scenarios, first for a perturbation of a Kerr black hole with spin \(a = 0.7\), then for one with spin \(a = 0.998\). In both cases we choose \(m = 2\) for the first order perturbations’ azimuthal dependence, and show the \(m = 0\) and \(m = 4\) second order \(\Psi_4^{(2)}\) this produces.

**A. Example evolution with black hole spin \(a = 0.7\)**

Here we consider a perturbation of a black hole with spin \(a = 0.7\), which is close to the value found after the merger of two initially slowly-spinning, near equal mass black holes (see e.g. [58]). The simulation parameters are listed in Table. III.

In Fig. 2 we plot the absolute value of the real and imaginary parts of \(\Psi_4^{(1), [m]}\), along with \(\Psi_4^{(2), [2m]}\) and \(\Psi_4^{(2), [0]}\), measured at future null infinity. The time offset between the start of the first and sec-
ond order components of the waveform is due to the delayed integration start time $T_w$ of the latter compared to the former; $T = T_w$ is twice the earliest time we can begin the second order evolution with a consistent source term. In Fig. 3 we plot the absolute value of the real and imaginary parts of $\Psi_4^{(1)}$ and $S^{(2)}$ on the black hole horizon; Fig. 4 shows a resolution study of the latter. The region near the horizon is where the source term is most significant (it decays faster than $1/r$ going to null infinity), and as expected $S^{(2)} \sim (\Psi_4^{(1)})^2$ there. In Fig. 5 we plot norms of the metric reconstruction independent residuals discussed in Sec.VII, at three different resolutions. After the constraint violating portions have left the domain, we find roughly exponential convergence to zero, in agreement with what one would expect from a pseudo-spectral code with a sufficiently small time step so that the time integration truncation error is subdominant.

Though this initial data is more to illustrate our solution scheme and is not astrophysically accurate, it is useful to begin to understand the non-linear response when the black hole is excited by the fundamental $l = m = 2$ quasinormal mode, in particular if we wait a sufficiently long time for overtones present in the initial data to decay\(^8\). Fig. 2 suggests $T = T_w$ might not be early enough, as $\Psi_4^{(1)}$ has just started to enter its decaying phase. In Fig. 6 then we show results for the second order modes with the evolution begun at $2T_w$ and $3T_w$, in addition to $T_w$ depicted in Fig. 2. The later start times show qualitatively similar behavior, except the amplitude is lower by a factor close to the square of the decay in the amplitude of $\Psi_4^{(1)}$ over the relevant delay time. To help interpret the results further, in Fig. 7 we plot the normalized absolute value of the Fourier transform of $\Psi_4$, taken with two different windows: an earlier time window to capture the prompt second order response (but still sufficiently past $T = 0$ that the first order source is dominated by the single decaying quasinormal mode), and a later time window to show the late time behavior once second order transient effects have decayed. Also shown for reference are Fourier transforms of pure damped sinusoids corresponding to the dominant fundamental quasinormal modes expected for each $m$.

These plots illustrate a couple of interesting aspects of the second order piece of a quasinormal mode perturbation of an $a = 0.7$ spin Kerr black hole. First, beginning with zero initial data for $\Psi_4^{(2)}$ on our $T = \text{const.}$ slice, the response at future null infinity builds up to a maximum over 1-2 local dynamical times scales, before settling down to a quasinormal mode-like decay. This is in part because where the source term is most significant is spread out over a region a few Schwarzschild radii about the horizon, and in part because of our prompt start of the second order evolution. Second, the source term clearly excites the fundamental $m = 0$ and $m = 4$ quasinormal modes (i.e. solutions one would obtain from the source-free Teukolsky equation), and these dominate the late time response due to their slower decay. Or said another way, suppose the late time response was purely a driven mode, then (following the behavior of the source term in Fig. 3) one would expect the slope to be twice that of the first order mode, and the amplitude of the second order piece at a given late-time should not depend on the start time, unlike what is shown in Figs. 2 and 6.\(^9\) From the perspective of the Fourier transforms in Fig. 7, for $m = 4$ the presence of this early time behavior can be inferred by the narrower shape of the numerical data curve compared to that of the fundamental quasinormal mode: the driven and fundamental modes have essentially the same frequency to within the resolution of the Fourier transform here, and despite the more rapid decay of the former, the initial growth phase (Fig. 6) makes the transform of their sum look slightly closer to that of an undamped sinusoid (a delta function). The interpretation of the $m = 0$ mode in this sense is less clear.

An implication of the above for ringdown studies are (caveats about the physical accuracy of our initial data aside): if an $l = m = 4$ component is searched for following a comparable mass merger, given this mode’s low amplitude relative to the $l = m = 2$ mode, in the first few cycles of ringdown non-linear energy transfer from the $l = m = 2$ to the $l = m = 4$ mode could be observable and should be accounted for. Furthermore, once past this and

---

\(^8\) In a Kerr spacetime, setting initial data (38) with a single $l_0$ mode of the spin-weighted Legendre polynomials $\mathcal{P}_{l_0}^m$ will excite a spectrum of different $l$ quasinormal modes measured at infinity, unless the black hole spin $a = 0$.

\(^9\) All this behavior can qualitatively be captured by a driven, damped harmonic oscillator model, $d^2y(t)/dt^2 + \lambda dy(t)/dt + \omega^2 y(t) = f(t)$, where the source $f(t)$ is zero before being turned on at time $t_0$. In addition to the driven (particular solution) response to $f(t)$, demanding continuity in $y$ and $dy/dt$ at $t = t_0$ will generically require that the fundamental modes (homogeneous solutions) of the oscillator are also excited then.
in the linear regime, the amplitude and phase of the \( l = m = 4 \) mode that may be measured then would differ from the linear evolution of what one could consider as the “initial” amplitude and phase of this mode excited by merger. With proposals to coherently stack multiple detected events to search for common subdominant modes that rely on knowledge of predicted amplitudes and phases [59], this implies non-linear effects need to be accounted for, either by incorporating them in the models, or using the “final” amplitudes and phases if only the linear portion of the waveforms are included.

**B. Example evolution with black hole spin \( a = 0.998 \)**

Here we show results from a simulation of the perturbation of a black hole with a spin near the “Thorne limit” [60] \( a \sim 0.998 \), which is expected to be the maximum black hole spin that can be achieved within a class of thin-disk accretion models. Our simulation parameters are listed in Table. IV. Note that the relevant dynamical timescale for a near extremal black hole is \( T_d \sim M/\sqrt{1-a} \). For \( a = 0.998 \), \( T_d \sim 22M \), so evolving for \( T \sim 150M \) corresponds to \( T \sim 7 \times T_d \), a considerably shorter time in terms of \( T_d \) than for \( a = 0.7 \). Given that it is computationally intensive to evolve the \( a = 0.998 \) case for a comparable number of dynamical timescales...
FIG. 3. Comparison of the magnitude of the real (left) and imaginary (right) components of \( \Psi_4^{(1)} \) with the corresponding components of the second order source terms for \( S^{(2)[4]} \) (top) and \( S^{(2)[0]} \) (bottom), at the black hole horizon, for the \( a = 0.7 \) case (Table III). For reference we show the same \( \Psi_4^{(1)} \) data in the top and bottom panel for each case.

with our present code, we leave investigating late time effects to future work.

We show the same set of data as from the \( a = 0.7 \) runs: the magnitudes of \( \Psi_4^{(1)} \) and \( \Psi_4^{(2)} \) at future null infinity (Fig.8), the magnitudes of \( \Psi_4^{(1)} \) and \( S^{(2)} \) at the horizon (Fig.9), a resolution study of the latter (Fig. 10), convergence of the metric reconstruction independent residuals (Fig.11), the second order response with varied start time (Fig.12), and Fourier transforms of \( \Psi_4^{(1)} \) and \( \Psi_4^{(2)} \) at future null infinity (Fig.13).

For the most part the interpretation of the results is similar to the \( a = 0.7 \) case, taking into account the shorter evolution time in terms of \( T_d \) for the \( a = 0.998 \) case. A notable difference though is a significant non-oscillatory component to the second order \( m = 0 \) mode. One can roughly understand why such a component might appear given our initial data for \( \Psi_4^{(1)[m]} \propto e^{i\omega_R t - i\omega_I t} \) (we follow the quasinormal mode convention where an exponential \( e^{i\omega t} \) has complex frequency \( \omega \equiv \omega_R + i\omega_I \)). The \( m = 0 \) source term largely comes form reconstructed fields of the form \( p[m] \times \tilde q(m) \), where \( p[m], q[m] \propto \Psi_4^{(1)[m]} \); hence their oscillatory components can cancel, leaving a real exponential piece decaying at roughly twice the rate of \( \Psi_4^{(1)[m]} \). For near extremal spins (in contrast to the \( a = 0.7 \) case), this driven component has a decay rate quite close to the fundamental \( m = 0 \), \( l = 2 \) harmonic \(^{10}\), which is why it remains visible in the waveform at late times. We find that how much of an oscillatory vs pure exponential piece is visible in either of the real or imaginary parts of \( \Psi_4^{(2)[0]} \) depends quite sensitively on the relative amplitudes and phases of the real vs imaginary components of

\(^{10}\) See e.g. Table II of [61] for their \( a = 0.98 \) case, the closest spin to our value that they list.
FIG. 4. A resolution study of the real (left) and imaginary (right) parts of the second order source terms $S^{(2)[4]}$ (top) and $S^{(2)[0]}$ (bottom) at the black hole horizon, for the $a = 0.7$ case (Table III). This demonstrates that we are resolving the source terms until relatively late times ($t/M \sim 120$ at high resolution).

In this study we only considered mode coupling from a single mode of angular number $m$, $\Psi^{(1)}_m$, to produce the frequency doubled second order components $\Psi^{(2)}_{2m}$ and $\Psi^{(2)}_0$. Astrophysically realistic sets of initial data will include many different modes, and the second order perturbations for an $m$ mode will be a sum over all modes $(m_1, m_2)$ such that $m_1 + m_2 = m$. We leave exploring such more complicated mode mixing to future work.

Constructing astrophysically realistic initial data for $\Psi^{(1)}_m$, and the $l = 0, 1$ components of the metric and NP scalars that represent the changes in mass and spin corresponding to the given $\Psi^{(1)}_m$, remain unsolved problems in black hole perturbation theory. This will require specifying a $\Psi^{(1)}_m$ that matches a desired scenario at $T = 0$, and then solving a set of constraint equations to give consistent initial conditions (perturbed metric and related NP quantities) for the reconstruction transport equations. These constraint equations are most naturally expressed in...
terms of geometric quantities intrinsic to the spacelike hypersurface $T = 0$, giving rise to the familiar Hamiltonian and momentum constraint equations. One approach to take could be based on solving these equations using established approaches [62], and then transforming the solutions to initial conditions for our scheme. Following a merger, finding appropriate values of $\Psi_{4}^{(1)}$ (or equivalently choosing the free initial data for $\mathcal{H}_{\mu\nu}$ in a traditional scheme) describing the perturbation of the remnant, is less well understood. One possible approach to tackle this is to follow the lines of earlier analytical studies, including the close limit approximation to comparable mass black hole mergers [63], or related work done for the EMRI problem [64, 65]. Another approach might be to map the data from a constant time slice of a full numerical simulation to our coordinates, and try to extract a perturbation relative to the late time Kerr solution. (And we note that, as discussed in more detail in the companion paper [1], our goal is not to simply “solve” for the post merger waveform to second order; numerical relativity can already give us the full nonlinear solution as accurately as computer resources allow. Rather, we want to be able to interpret ringdown studies in terms of quasinormal modes, which requires understanding the waveform at a quantitative level that the full “answer”, in terms of a waveform by itself, cannot give.)

Another area of future work we mention is to investigate whether one can adapt our scheme to a gauge condition that is less restrictive on matter/effective matter in the spacetime than the outgoing radiation gauge. For at present we cannot study (for example) the EMRI problem, where there is a matter source representing the small body, and we cannot reconstruct the second order metric corresponding to the second order piece of $\Psi_{4}$. To list two potential ways forward, it may be possible to continue to work in a radiation gauge but evolve a
FIG. 6. Comparison of the real (left) and imaginary (right) components of the second order \(\Psi_4^{(2)}\) (top) and \(\Psi_4^{(2)}\) (bottom) fields, from the same \(a = 0.7\) first order perturbation depicted in Fig. 2, as a function of when we begin evolving the second order field. Three cases are shown, including for reference the \(T_w\) case also shown in Fig. 2.

“corrector tensor” to include matter fields as in [46], or to directly reconstruct the metric in a different gauge, as is done in [39, 43].

We emphasize that we have implemented a form of “ordinary” perturbation theory (e.g. [66]), based on expansion in the curvature (or equivalently the perturbed metric)

\[
\Psi_4 = \Psi_4^{(1)} + \Psi_4^{(2)} + \cdots ,
\]

(45)

where the corrections are solved order-by-order, and at each order the new correction is assumed smaller than the prior sum. Up to second order then, the only non-linear phenomena we can explore is mode-coupling. We mentioned one of our goals was to understand whether Kerr black holes could exhibit “turbulence”, though exactly what turbulence means in the case of black holes is a bit nebulous. Regardless, the authors of [19, 21] who first suggested turbulence could be present in the 4D case argued it would be a more subtle effect than can be described by ordinary perturbation theory, or at least would require some “resumming” of many terms in the sum. Instead then, they proposed an alternative perturbative expansion to try to capture such effects at leading beyond-linear order, showing in a scalar field model that a kind of parametric instability resulted that might be able to drive a turbulent cascade. It is still unknown whether such an effect occurs for gravitational perturbations of Kerr, though mode coupling more along the lines of what we describe here has been seen in full numerical solutions of both perturbed 4D Kerr black holes [67] and black holes in 5D AdS spacetime [68]. We leave it to future work for a more thorough comparison with full numerical results, as well as how close second order mode coupling, augmented with energy transfer between modes guided by measurements at null infinity mentioned in Sec. III, could come to describing a turbulent-like cascade of energy for rapidly spinning black holes.
FIG. 7. Normalized absolute value of the Fourier Transform (A3) of the real (left) and imaginary (right) parts of \( \Psi_4^{(1,2)}, \Psi_4^{(2,4)}, \) and \( \Psi_4^{(2,6)} \), taken over two different windows, for the \( a = 0.7 \) case (see Table III). The data for the second order components come from the 3\( T_w \) start time (see Fig.6). The window for the top panels is from [3\( T_w, 150M \)], thus including the early time behavior of the response, while for the bottom panels is [5\( T_w, 150M \)] to focus on the late time response. The darker plotted lines are from the numerical output, while the lighter plotted lines are the Fourier transform of \( e^{-\omega t} \sin(\omega_R t) \) with damping time \( 1/\omega_I \) and frequency \( \omega_R \) of the \( l = m \) mode (e.g. \( l = 2, m = 2 \)) quasinormal mode for an \( a = 0.7 \) spin black hole computed via Leaver’s method (taken from [57]).
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Appendix A: Conventions for discrete norms and Fourier transforms

As fields are typically complex in the NP formalism, the discrete two norm of a field \( f \) at a time level \( n \) is defined to be the sum

\[
|f(t_n)|_2 = \left( \frac{1}{N_x N_y} \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} \left( (\mathcal{R}f(t_n, r_i, \vartheta_j))^2 + (\mathcal{I}f(t_n, r_i, \vartheta_j))^2 \right) \right)^{1/2}.
\]

Our conventions for the Fourier transform are

\[
\hat{f}(\omega) = \int_{-\infty}^{\infty} dt e^{i\omega t} f(t), \\
\hat{f}(\omega) = \int_{-\infty}^{\infty} d\omega \frac{e^{i\omega t}}{2\pi} \hat{f}(\omega).
\]

And we define a normalized Fourier transform by

\[
\mathcal{N}\hat{f}(\omega) \equiv \frac{1}{\max \hat{f}} |\hat{f}(\omega)|.
\]

For reference the absolute value of the Fourier transform of \( f(t) = \Theta(t)e^{-\omega t} \sin(\omega_R t) \) is

\[
|\hat{f}(\omega)| = \frac{\omega_R}{\sqrt{\left(\omega_R^2 + \omega^2 - \omega^2 \right)^2 + 4\omega_R^2 \omega^2}}.
\]
FIG. 9. Comparison of the magnitude of the real (left) and imaginary (right) components of $\Psi_{4}^{(1)}$ with the corresponding components of the second order source terms for $S_{(2),4}$ (top) and $S_{(2),0}$ (bottom), at the black hole horizon, for the $a = 0.998$ case (Table III).

Appendix B: Derivation of metric reconstruction equations and source term in the outgoing radiation gauge

1. Tetrad, gauge, and first order spin coefficients

We assume the background is type D, that the background tetrad has been chosen to set $\Psi_{0} = \Psi_{1} = \Psi_{3} = \Psi_{4} = \kappa = \sigma = \nu = \lambda = 0$, the linearized tetrad is as in (11a), and we are using outgoing radiation gauge for the first order metric perturbation (9a). For the Kerr spacetime we can also rotate the background tetrad to set $\gamma = 0$ (see Sec. C), and we assume we have done this.

It is worth noting that the tetrad components of the metric perturbation (10a) are all scalars of definite spin and boost weight, which we catalogue in Table V (for the angular tetrad projections we list the spin and boost of their complex conjugates, which is what we mostly use).

We can write the first order perturbed tetrad in terms of the background tetrad. Following [69] (see also [1, 36]) we have

$$l^{(1)}_{\mu} = \frac{1}{2} h_{ll} n_{\mu}, \quad (B1a)$$

$$n^{(1)}_{\mu} = 0, \quad (B1b)$$

$$m^{(1)}_{\mu} = h_{lm} n_{\mu} - \frac{1}{2} h_{mm} \bar{m}_{\mu}, \quad (B1c)$$

which then immediately gives the expressions for the perturbed derivative operators listed in (11a).

With the above choices for the tetrad/gauge, we find the following first order corrections to the spin coefficients (for the more general version of these expressions, without the choice of ingoing radiation gauge and $\gamma = 0$, see [1]):

$$\kappa^{(1)} = (D - 2\bar{\epsilon} - \bar{\rho}) h_{ll}, \quad (B2a)$$

$$-\frac{1}{2} (\delta - 2\bar{\alpha} - 2\beta + \bar{\pi} + \tau) h_{ll}, \quad (B2b)$$

$$\bar{\kappa}^{(1)} = \bar{\kappa}^{(1)} = 0, \quad (B2c)$$

$$\bar{\kappa}^{(1)} = \bar{\kappa}^{(1)} = 0, \quad (B2d)$$

$$\bar{\kappa}^{(1)} = \bar{\kappa}^{(1)} = 0, \quad (B2e)$$

$$\kappa^{(1)} = \kappa^{(1)} = 0, \quad (B2f)$$

$$\kappa^{(1)} = \kappa^{(1)} = 0, \quad (B2g)$$

which can be used to find the first order corrections to the spin coefficients.
FIG. 10. A resolution study of the real (left) and imaginary (right) parts of the second order source terms $\mathcal{S}^{(2)[4]}$ (top) and $\mathcal{S}^{(2)[0]}$ (bottom) at the black hole horizon, for the $a = 0.998$ case (Table IV). This demonstrates that we are resolving the source terms over the entire integration time ($T = 0, 150M$).

$$\lambda^{(1)} = -\frac{1}{2} (\Delta - \mu + \bar{\mu}) h_{\bar{m}m},$$ (B2b)

$$\sigma^{(1)} = \frac{1}{2} (D - 2\epsilon + 2\bar{\epsilon} + \rho - \bar{\rho}) h_{mm}$$
$$- \left(\bar{\pi} + \tau\right) h_{tm},$$ (B2c)

$$\epsilon^{(1)} = -\frac{1}{4} (\Delta - \mu + \bar{\mu}) h_{ll}$$
$$- \frac{1}{4} (\bar{\delta} - 2\bar{\alpha} + \bar{\pi} + 2\tau) h_{\bar{m}l},$$
$$+ \frac{1}{4} (\delta - 2\alpha - 3\pi - 2\bar{\tau}) h_{ltm},$$ (B2d)

$$\rho^{(1)} = \frac{1}{2} \mu h_{ll} + \frac{1}{2} \left(\bar{\delta} - 2\bar{\alpha} - \pi + 2\bar{\tau}\right) h_{\bar{ll}},$$
$$- \frac{1}{2} (\delta - 2\alpha + \pi + 2\tau) h_{\bar{ltm}},$$ (B2e)

$$\alpha^{(1)} = -\frac{1}{4} (\Delta - 2\mu + \bar{\mu}) h_{\bar{tm}}$$
$$- \frac{1}{4} (\delta - 2\bar{\alpha} + \bar{\pi} + \tau) h_{\bar{m}m},$$ (B2f)

$$\beta^{(1)} = -\frac{1}{4} (\Delta + \mu + 2\bar{\mu}) h_{ltm}$$
$$+ \frac{1}{4} (\bar{\delta} + 2\bar{\beta} - \pi - \bar{\tau}) h_{mm},$$ (B2g)

$$\pi^{(1)} = -\frac{1}{2} (\Delta + \bar{\mu}) h_{\bar{lm}} - \frac{1}{2} \bar{\tau} h_{\bar{m}m},$$ (B2h)

$$\tau^{(1)} = \frac{1}{2} (\Delta + \mu) h_{ltm} - \frac{1}{2} \pi h_{mm}. $$ (B2i)

The following perturbed NP scalars are zero

$$\nu^{(1)} = \gamma^{(1)} = \mu^{(1)} = 0. $$ (B3)

Notice that

$$\pi^{(1)} + \bar{\pi}^{(1)} = -\frac{1}{2} (\bar{\pi} + \tau) h_{\bar{m}m}. $$ (B4)

so it is straightforward to find, e.g. $\bar{\pi}^{(1)}$ once we know $\pi^{(1)}$ and $h_{\bar{m}m}$.
2. Reconstructing the metric from $\Psi_4^{(1)}$

Here we list the sequence of steps we use to reconstruct all the metric coefficients $h_{\ell\ell}$, $h_{l\bar{m}}$, and $h_{\bar{m}\bar{m}}$ from the curvature component $\Psi_4^{(1)}$.

1. With $\Psi_4^{(1)}$ one can find $\Psi_3^{(1)}$ and $\lambda^{(1)}$. We begin with the following Bianchi identity (Eq. (1.321.h) in [39]):

$$3\nu\Psi_2 - 2(\gamma + 2\mu)\Psi_3 + (4\beta - \tau)\Psi_4 + \delta(\Psi_4) - \Delta(\Psi_3) = 0;$$  \hspace{1cm} (B5)

linearizing this gives

$$3\nu^{(1)}\Psi_2 - 4\mu\Psi_3^{(1)} + (4\beta - \tau)\Psi_4^{(1)} + \delta\Psi_4^{(1)} - \Delta\Psi_3^{(1)} = 0.$$  \hspace{1cm} (B6)

Using the gauge condition (B3) and writing out the NP \{δ, δ\} derivatives in terms of the GHP derivatives \{δ, δ\}', i.e. $\delta\Psi_4^{(1)} = (\delta + 4\beta)\Psi_4^{(1)}$, we obtain

$$(\delta - \tau)\Psi_4^{(1)} - (\Delta + 4\mu)\Psi_3^{(1)} = 0.$$  \hspace{1cm} (B7)

The above is a first order differential equation for $\Psi_3^{(1)}$ in terms of the known $\Psi_4^{(1)}$. Similarly, the linearization of

$$\lambda\left(3\gamma - \gamma + \mu + \bar{\mu}\right) - \nu\left(3\alpha + \beta + \pi - \bar{\tau}\right) + \Psi_4 + \Delta(\lambda) - \bar{\delta}(\nu) = 0$$  \hspace{1cm} (B8)

(Eq. (1.310.j) in [39]) gives

$$-\Psi_4^{(1)} - (\Delta + \mu + \bar{\mu})\lambda^{(1)} = 0;$$  \hspace{1cm} (B9)

a differential equation for $\lambda^{(1)}$.

2. With $\Psi_3^{(1)}$ we can find $\Psi_2^{(1)}$. The linearization of

$$2\nu\Psi_1 - 3\mu\Psi_2 + 2\beta\Psi_3 - 2\tau\Psi_3$$

FIG. 11. The discrete two norm (see Eq. (A1)) of independent residuals $B_3$, $B_2$, and $H$ for metric reconstruction (see respectively Eq. (40), Eq. (43), and Eq. (44)), for the spin $a = 0.998$, as a function of time for three different resolutions (Table. IV). We only begin to obtain convergence to zero once the region with inconsistent initial data has left our computational domain (around $t/M \sim 5$).
With $\lambda (1)$ we can now solve for $h_{\tilde{m} \tilde{m}}$ using (B2b).

3. With $\lambda (1)$, we can solve for $h_{\tilde{m} \tilde{m}}$ using (B2b).

4. With $\lambda (1)$, $h_{\tilde{m} \tilde{m}}$, and $\Psi_3 (1)$, we can find $\pi (1)$. Using the linearization of

$$ (3\epsilon + \bar{\epsilon}) \nu - \gamma \pi + \bar{\gamma} \pi - \lambda (\bar{\pi} + \tau) $$

$$ - \mu (\pi + \bar{\tau}) - \Psi_3 + D (\nu) - \Delta (\pi) = 0, $$

we can find $\pi (1)$.

5. With $\pi (1)$ and $h_{\tilde{m} \tilde{m}}$, we can solve for $h_{\tilde{l} \tilde{m}}$ using (B2b).

6. With $\Psi_2 (1)$, $h_{\tilde{l} \tilde{m}}$, and $h_{\tilde{m} \tilde{m}}$, we can find $h_{\tilde{l} \tilde{l}}$. The linearization of

$$ \Psi_2 = \epsilon \mu + \bar{\epsilon} \mu + \kappa \nu + \bar{\kappa} \pi - \beta \pi - \pi \bar{\pi} $$

$$ - \mu \bar{\rho} - \lambda \sigma + D (\mu) - \delta (\pi), $$

using (B4) gives the differential equation to solve for $\pi (1)$:

$$ -\lambda (1) (\bar{\pi} + \tau) - \mu (\pi + \bar{\tau}) (1) $$

$$ - \Psi_3 (1) - \Delta \pi (1) = 0, $$

(Eq. (1.310.i) of [39]) namely,

$$ -\lambda (1) (\bar{\pi} + \tau) - \mu (\pi + \bar{\tau}) (1) $$

$$ - \Psi_3 (1) - \Delta \pi (1) = 0, $$

(B14)

and using (B4) gives the differential equation to solve for $\pi (1)$:

$$ -\lambda (1) (\bar{\pi} + \tau) + \frac{1}{2} \mu (\bar{\pi} + \tau) h_{\tilde{m} \tilde{m}} $$

$$ - \Psi_3 (1) - \Delta \pi (1) = 0, $$

(B15)

FIG. 12. Comparison of the real (left) and imaginary (right) components of the second order $\Psi_4 (2)[4]$ (top) and $\Psi_4 (2)[0]$ (bottom) fields, from the same $a = 0.998$ first order perturbation depicted in Fig. 8, as a function of when we begin evolving the second order field. Three cases are shown, including for reference the $T_w$ case also shown in Fig. 8.
FIG. 13. Normalized absolute value of the Fourier Transform (A3) of the real (left) and imaginary (right) parts of \( \Psi_4^{(1)} \) and \( \Psi_4^{(2)} \), taken over two different windows, for the \( a = 0.998 \) case (see Table IV). As in Fig.7 for the \( a = 0.7 \) case, the data for the second order components come from the 3\( T_w \) start time (see Fig.12), the top (bottom) panels use a [3\( T_w \), 150M] ([5\( T_w \), 150M]) window, darker lines are from the numerical output, and the lighter lines are the Fourier transforms of the corresponding quasinormal modes of a spin \( a = 0.998 \) black hole. The small angular oscillations in the measured Fourier transforms are due to our (Dirichlet) windowing of the measured waveform.

(Eq. (1.310.h) of [39]) gives

\[
\Psi_2^{(1)} = (\epsilon^{(1)} + \bar{\epsilon}^{(1)}) \mu + \left( \bar{\alpha}^{(1)} - \beta^{(1)} \right) \pi \\
+ (-\delta + \bar{\alpha} - \beta - \bar{\pi}) \pi^{(1)} - \pi \bar{\pi}^{(1)} \\
- \mu \bar{\rho}^{(1)} - \frac{1}{2} \hbar \Delta (\mu) \\
+ \left( \hbar \Delta - \frac{1}{2} \hbar \Delta \bar{\rho} \right) (\pi), \tag{B17}
\]

where we used (11a). From (B2d), we deduce

\[
\epsilon^{(1)} + \bar{\epsilon}^{(1)} = -\frac{1}{2} \Delta \hbar \mu - (\bar{\pi} + \pi) \hbar h_{lm} \\
- (\pi + \bar{\pi}) \hbar h_{lm}, \tag{B18}
\]

and from (B2e), we find

\[
\bar{\rho}^{(1)} = \frac{1}{2} \hbar \Delta + \frac{1}{2} (\delta - \bar{\pi}) \hbar h_{lm}
\]
TABLE IV. Parameters for spin \(a = 0.998\) black hole evolution (unless stated otherwise in the figure captions). \(T_w\) is the “wait” time before starting the evolution of \(\Psi_4^{(2)}\), which we choose to be twice the “minimum” wait time \(T_{mw}\) for the initial data we choose; see Sec. (IV).

| scalar | weight | spin weight | boost weight |
|--------|--------|-------------|--------------|
| \(h_{ll}\) | \{1, 2\} | 0 | 2 |
| \(h_{l\bar{m}}\) | \{0, 2\} | -1 | 1 |
| \(h_{m\bar{m}}\) | \{-2, 2\} | -2 | 0 |

TABLE V. Nonzero contractions of the perturbed metric.

\[-1/2 (\delta' + \pi + 2\bar{\pi}) h_{lm}, (B19)\]

where we have used \(\delta h_{l\bar{m}} = (\delta - 2\alpha)h_{l\bar{m}}\) and \(\delta' h_{lm} = (\delta - 2\alpha)h_{lm}\).

From (B2f) and (B2g), we obtain

\[\bar{\alpha}^{(1)} - \beta^{(1)} = \bar{\mu}h_{lm}, (B20)\]

where we have used \(\delta' h_{mm} = (\delta + 2\bar{\beta} - 2\alpha)h_{mm}\).

Substituting the above in (B17) gives

\[
\Psi_2^{(1)} = \left( -\frac{1}{2} \Delta h_{ll} - (\bar{\pi} + \tau) h_{l\bar{m}} - (\pi + \bar{\tau}) h_{lm} \right) \mu \\
+ \left( \bar{\mu}h_{lm} - \frac{1}{2} (\delta' + \alpha - \bar{\beta}) h_{mm} \right) \pi \\
+ (-\bar{\delta} - \bar{\pi}) \pi^{(1)} - \pi \bar{\pi}^{(1)} \\
- \mu \left( \frac{1}{2} \bar{\mu}h_{ll} + \frac{1}{2} (\delta - \bar{\pi}) h_{l\bar{m}} \right) \\
- \frac{1}{2} \left( \delta' + \pi + 2\bar{\tau} \right) h_{lm} - \frac{1}{2} h_{ll} \Delta (\mu) \\
+ \left( h_{lm} \Delta - \frac{1}{2} h_{mm} \left( \delta' - \alpha + \bar{\beta} \right) \right) (\pi)
\]

(B21)

which we rewrite as

\[-1/2 (\Delta + \bar{\mu}) (\mu h_{ll}) - 1/2 (\delta + \bar{\pi} + 2\tau) h_{l\bar{m}} \\
+ 1/2 (\mu (\delta' - \pi) + 2\bar{\mu} \pi) h_{lm} \\
- 1/2 \bar{\pi} \delta' h_{mm} - (\delta + \bar{\pi}) \pi^{(1)} - \pi \bar{\pi}^{(1)} \\
+ \frac{1}{2} h_{lm} \Delta \pi - \frac{1}{2} h_{mm} \delta' \pi - \Psi_2^{(1)} = 0. (B22)\]

Using (B13), and Eq. (1.310.g) in [39],

\[3\epsilon \lambda + \kappa \nu - \pi (\alpha - \bar{\beta} + \pi) - \lambda (\bar{\epsilon} + \rho) - \mu \bar{\sigma} + D (\lambda) - \delta (\pi) = 0, (B23)\]

evaluated on a type D background \((\gamma = 0)\) to write

\[\Delta (\pi) = -\mu (\pi + \bar{\pi}), \ \delta' (\pi) = -\pi \pi, (B24)\]

we finally obtain the transport equation for \(h_{ll}\)

\[- (\Delta + \bar{\mu}) (\mu h_{ll}) - \mu (\delta + \bar{\pi} + 2\tau) h_{l\bar{m}} + \\
(\mu (\delta' - 3\pi - 2\bar{\tau}) + 2\bar{\mu} \pi) h_{lm} \\
- \pi (\delta' - \pi) h_{mm} - 2 (\delta + \bar{\pi}) \pi^{(1)} \\
- 2\pi \bar{\pi}^{(1)} - 2\Psi_2^{(1)} = 0. (B25)\]

With \(\{h_{ll}, h_{l\bar{m}}, h_{mm}\}\) one can readily compute the rest of the NP scalars in outgoing radiation gauge, and we are now able to compute the second order source term.

3. Source term for \(\Psi_4^{(2)}\)

In this section we rewrite the vacuum source term \(\mathcal{S}^{(2)}\) for the Teukolsky equation for \(\Psi_4^{(2)}\) [36].

\[
\mathcal{S}^{(2)} = - \left[ d_4 (D + 4\epsilon - \rho)^{(1)} - d_3 (\delta + 4\beta - \tau)^{(1)} \right] \Psi_4^{(1)} \\
+ \left[ d_4 (\delta + 2\alpha + 4\pi)^{(1)} - d_3 (\Delta + 2\gamma + 4\mu)^{(1)} \right] \Psi_3^{(1)} \\
- 3 \left[ d_4 \lambda^{(1)} - d_3 \nu^{(1)} \right] \Psi_2^{(1)} \\
+ 3 \Psi_2^{(0)} \left[ \left( d_4^{(1)} - 3\mu^{(1)} \right) \lambda^{(1)} - \left( d_3^{(1)} - 3\pi^{(1)} \right) \nu^{(1)} \right], (B26)\]
in outgoing radiation gauge, with a tetrad chosen so that \( \gamma = 0 \). In the above we have introduced the background operators

\[
d_3 \equiv \delta + 3\alpha + \beta + 4\pi - \tau, \tag{B27a}
\]
\[
d_4 \equiv \Delta + 4\mu + \bar{\mu}, \tag{B27b}
\]
and their first order corrections

\[
d_3^{(1)} \equiv \bar{\delta}^{(1)} + 3\alpha^{(1)} + \beta^{(1)} + 4\pi^{(1)} - \bar{\tau}^{(1)}, \tag{B27c}
\]
\[
d_4^{(1)} \equiv 0. \tag{B27d}
\]

We now consider the expansion of \( \mathcal{S}^{(2)} \) line by line.

1. The first line is

\[
- \left[ d_4 \left( D + 4\epsilon - \rho \right)^{(1)} - d_3 \left( \delta + 4\beta - \tau \right)^{(1)} \right] \Psi_4^{(1)}. \tag{B28}
\]

By using (B2d), we expand

\[
\left( D + 4\epsilon - \rho \right)^{(1)} \Psi_4^{(1)} = \left( -\frac{1}{2} h_{tt} \Delta - (\Delta - \mu + \bar{\mu}) h_{tt} - (\delta - 2\alpha + \bar{\pi} + 2\bar{\tau}) h_{tm} + (\bar{\delta} - 2\alpha - 3\pi - 2\bar{\tau}) h_{tm} - \rho^{(1)} \right) \Psi_4^{(1)} = -\frac{1}{2} h_{tt} \Delta \Psi_4^{(1)} - \Psi_4^{(1)} (\Delta - \mu + \bar{\mu}) h_{tt} - \Psi_4^{(1)} (\delta - 2\alpha + \bar{\pi} + 2\bar{\tau}) h_{tm} + \Psi_4^{(1)} (\bar{\delta} - 3\pi - 2\bar{\tau}) h_{tm} - \Psi_4^{(1)} \rho^{(1)}. \tag{B29}
\]

By using (B2g) and (B4), we expand

\[
(\delta + 4\beta - \tau)^{(1)} \Psi_4^{(1)} = \left( -h_{tm} \Delta + \frac{1}{2} h_{mm} \bar{\delta} - (\Delta + \mu + 2\bar{\mu}) h_{tm} + (\bar{\delta} + 2\beta - \pi - \bar{\tau}) h_{mm} + \bar{\pi}^{(1)} + \frac{1}{2} (\pi + \bar{\tau}) h_{mm} \right) \Psi_4^{(1)} = -h_{tm} \Delta \Psi_4^{(1)} + \frac{1}{2} h_{mm} \bar{\delta} \Psi_4^{(1)} + \bar{\pi}^{(1)} + \frac{1}{2} (\pi + \bar{\tau}) h_{mm} \]  
\[
- \Psi_4^{(1)} (\delta + \pi + 2\tau) h_{tm} + (\bar{\delta} + 2\beta - \pi - \bar{\tau}) h_{mm} \]  
\[
- \Psi_4^{(1)} (\delta - 2\alpha + \bar{\pi} + 2\bar{\tau}) h_{tm} + (\bar{\delta} - 3\pi - 2\bar{\tau}) h_{tm} - \Psi_4^{(1)} \rho^{(1)}. \tag{B30}
\]

The above quantity has GHP weight \( \{p, q\} = \{-3, -1\} \), and therefore \( d_4 \) can be written as

\[
d_3 = \delta + 3\alpha + \beta + 4\pi - \bar{\tau} = \delta' + 4\pi - \bar{\tau}. \tag{B31}
\]

This finally gives

\[
- \left[ d_4 \left( D + 4\epsilon - \rho \right)^{(1)} - d_3 \left( \delta + 4\beta - \tau \right)^{(1)} \right] \Psi_4^{(1)} = - (\Delta + 4\mu + \bar{\mu}) \Psi_4^{(1)} - \Psi_4^{(1)} (\delta + 2\alpha + 4\pi) h_{tm} - \Psi_4^{(1)} (\delta' - 3\pi - 2\bar{\tau}) h_{tm} - \Psi_4^{(1)} \rho^{(1)} \]
\[
+ \left( \delta' + 4\pi - \bar{\tau} \right) \left( \frac{1}{2} h_{mm} \delta' \Psi_4^{(1)} - \Psi_4^{(1)} \left( \bar{\pi}^{(1)} - \Delta h_{tm} + \left( \delta' - \frac{1}{2} \pi - \frac{1}{2} \bar{\tau} \right) h_{mm} \right) \right). \tag{B32}
\]

2. The second line is

\[
\left[ d_4 \left( \bar{\delta} + 2\alpha + 4\pi \right)^{(1)} - d_3 \left( \Delta + 2\gamma + 4\mu \right)^{(1)} \right] \Psi_3^{(1)} = d_4 \left( \bar{\delta} + 2\alpha + 4\pi \right)^{(1)} \Psi_3^{(1)}, \tag{B33}
\]

where we used that \( \Delta + 2\gamma + 4\mu = 0 \). By using equation (B2f), we rewrite the expression follow \( d_4 \) in the following way:

\[
\left( \bar{\delta}^{(1)} + 2\alpha^{(1)} + 4\pi^{(1)} \right) \Psi_3^{(1)} = \left( -h_{tm} \Delta + \frac{1}{2} h_{mm} \bar{\delta} - \frac{1}{2} (\Delta + \mu + 2\bar{\mu}) h_{tm} + \frac{1}{2} (\delta - 2\alpha + \bar{\pi} + \tau) h_{mm} + 4\pi^{(1)} \right) \Psi_3^{(1)} = \left( -h_{tm} \Delta + \frac{1}{2} h_{mm} \bar{\delta} + 4\pi^{(1)} \right) \Psi_3^{(1)} = -\frac{1}{2} \Psi_3^{(1)} \left( \Delta - 2\mu + \bar{\mu} \right) h_{tm} + \frac{1}{2} \Psi_3^{(1)} \left( \Delta + 2\gamma + 4\mu \right) h_{tm} + (\delta - 2\alpha + \bar{\pi} + \tau) h_{mm} \right) = \left( -h_{tm} \Delta + \frac{1}{2} h_{mm} \bar{\delta} + 4\pi^{(1)} \right) \Psi_3^{(1)} = -\frac{1}{2} \Psi_3^{(1)} \left( \Delta - 2\mu + \bar{\mu} \right) h_{tm} + (\delta + \pi + \tau) h_{mm} \right), \tag{B34}
\]
where we used \( \delta h_{\tilde{m}\tilde{m}} = (\delta + 2\beta - 2\alpha)h_{\tilde{m}\tilde{m}} \) and 
\( \partial \Psi_3^{(1)} = (\delta + 2\beta)\Psi_3^{(1)} \). This finally gives

\[
d_4 (\delta + 2\alpha + 4\pi)^{(1)} \Psi_3^{(1)} = (\Delta + 4\mu + \bar{\mu}) \left( -h_{\tilde{m}\tilde{m}} \Delta + \frac{1}{2} h_{\tilde{m}\tilde{m}} \delta + 4\pi^{(1)} \right) \Psi_3^{(1)}
- \frac{1}{2} \Psi_3^{(1)} \left( (\delta + 2\tau + \bar{\tau}) h_{\tilde{m}\tilde{m}} + (\Delta - 2\mu + \bar{\mu}) h_{htm} \right) \).
\]

3. The third line is given by

\[
- 3 \left[ d_4 \lambda^{(1)} - d_3 \nu^{(1)} \right] \Psi_2^{(1)} = - 3 (\Delta + 4\mu + \bar{\mu}) \left( \lambda^{(1)} \Psi_2^{(1)} \right)
\]

since \( \nu^{(1)} = 0 \).

4. The fourth line

\[
3 \Psi_2 \left[ (d_4^{(1)} - 3\mu^{(1)}) \lambda^{(1)} - (d_3^{(1)} - 3\pi^{(1)}) \nu^{(1)} \right] = 0
\]

since \( d_4^{(1)} = \mu^{(1)} = \nu^{(1)} = 0 \).

We have thus rewritten the second order source term entirely in terms of the variables reconstructed from

\( \Psi_2^{(1)} \) (though in the form listed in Eq. (15) we have additionally replaced \( \rho^{(1)} \) in line 1 above (B31) using (B19)).

**Appendix C: Derivation of horizon penetrating hyperboloidally compactified coordinates for Kerr spacetime**

A Mathematica notebook that contains some of the algebraic manipulations we undertook to derive the coordinates and tetrad we used can be accessed at [50].

1. **Starting point: Kerr in Boyer-Lindquist coordinates and the Kinnersley tetrad**

We begin with the Kerr metric in Boyer-Lindquist coordinates (e.g. [39])

\[
ds^2 = \left( 1 - \frac{2Mr}{\Sigma_{BL}} \right) dt^2 + 2 \left( \frac{2Mar\sin^2\vartheta}{\Sigma_{BL}} \right) dt d\varphi
- \frac{\Sigma_{BL}}{\Delta_{BL}} dr^2 - \Sigma_{BL} d\vartheta^2
- \sin^2\vartheta \left( r^2 + a^2 + 2Ma^2 \frac{\sin^2\vartheta}{\Sigma_{BL}} \right) d\varphi^2,
\]

where

\[
\Sigma_{BL} \equiv r^2 + a^2 \cos^2\vartheta,
\]

\[
\Delta_{BL} \equiv r^2 - 2Mr + a^2.
\]

The outer and inner horizons are at \( \Delta(r_{\pm}) = 0 \).

The Kinnersley tetrad [27] in Boyer-Lindquist coordinates is

\[
l^\mu_{Kin} = \left( \frac{r^2 + a^2}{\Delta_{BL}}, 1, 0, \frac{a}{\Delta_{BL}} \right),
\]

\[
n^\mu_{Kin} = \frac{1}{2\Sigma_{BL}} \left( r^2 + a^2, -\Delta_{BL}, 0, a \right),
\]

\[
m^\mu_{Kin} = \frac{1}{2^{1/2} (r + i\cos\vartheta)} \left( i\sin\vartheta, 0, 1, \frac{i}{\sin\vartheta} \right).
\]

The Kinnersley tetrad vectors \( l^\mu_{Kin} \) and \( n^\mu_{Kin} \) are aligned with the outgoing and ingoing principle null directions of Kerr. The Kinnersley tetrad sets the maximal number of NP scalars to zero for a general type-D spacetime, and sets \( \epsilon = 0 \) as well.

2. **Intermediate step: Kerr in ingoing Eddington-Finkelstein coordinates**

We transform to ingoing Eddington-Finkelstein coordinates, which renders the metric nonsingular on the black hole horizon, via

\[
dv \equiv dt + dr_* - dr,
\]

\[
d\varphi \equiv d\varphi + \frac{a}{r^2 + a^2} dr_*.
\]

where

\[
\frac{dr_*}{dr} = \frac{r^2 + a^2}{\Delta_{BL}}.
\]

The results are

\[
ds^2 = \left( 1 - \frac{2Mr}{\Sigma_{BL}} \right) dv^2 - \frac{4Mr}{\Sigma_{BL}} \left( dr - \sin\vartheta d\varphi \right) dv
- \left( 1 + \frac{2Mr}{\Sigma_{BL}} \right) \left( dr^2 - 2\sin^2\vartheta dr d\varphi \right)
- \Sigma d\vartheta^2 - \left( a^2 + r^2 + 2Ma^2 \frac{\sin^2\vartheta}{\Sigma_{BL}} \right) d\varphi^2.
\]

and

\[
l^\mu_{Kin} = \left( 1 + \frac{4Mr}{\Delta_{BL}}, 1, 0, \frac{2a}{\Delta_{BL}} \right).
\]
We do not need to consider angular characteristic speeds as speeds in our code. The ingoing/outgoing radial null characteristic speeds are now
\[ c_+ = 1 - \frac{4Mr}{2Mr + \Sigma_{BL}}, \quad c_- = -1. \] (C13a, b)
We define a new radial coordinate \( R(r) \) and time coordinate \( T(v, r) \). The ingoing/outgoing radial null characteristic speeds now
\[ \tilde{c}_+ = \frac{dR/dr}{\epsilon \partial_v T + \partial_r T}. \] (C14)
We want to choose a time coordinate that sets \( \tilde{c}_-|_{r=\infty} = 0 \) while keeping \( 0 < \tilde{c}_+|_{r=\infty} < \infty \). We choose the time coordinate to be of the form
\[ T(v, r) = v + h(r). \] (C15)
We compactify the radial coordinate by choosing
\[ R(r) \equiv \frac{L^2}{r}, \] (C16)
where \( L \) is a constant length scale (we set \( L = 1 \) in numerical code). Series expanding about \( r = \infty \), we have
\[ \tilde{c}_+ = \left( 1 + \frac{4M}{r} + \frac{8M^2}{r^2} + \mathcal{O} \left( \frac{1}{r^3} \right) + \frac{dh}{dr} \right)^{-1} \left( -\frac{L^2}{r^2} \right), \] (C17a)
\[ \tilde{c}_- = \left( -1 + \frac{dh}{dr} \right)^{-1} \left( -\frac{L^2}{r^2} \right). \] (C17b)
We see that the choice
\[ \frac{dh}{dr} = -1 - \frac{4M}{r}, \] (C18)
sets \( \tilde{c}_-|_{R=0} = 0 \) while keeping \( 0 > \tilde{c}_+|_{R=0} > -\infty \) (our choice of compactification flips the signs of the ingoing and outgoing characteristics, and \( r = \infty \) is mapped to \( R = 0 \)).
In summary we choose
\[ R(r) \equiv \frac{L^2}{r}, \] (C19a)
\[ T(v, r) \equiv v - r - 4Mlnr. \] (C19b)
In these coordinates future null infinity is located at \( R = 0 \), and the black hole horizon is located at \( R(r_+) \).

3. Coordinates used in our code: Kerr in horizon penetrating hyperboloidally compactified coordinates

Now we give the final step, hyperboloidal compactification (see [56] for a more general description of this) to arrive at the coordinates and tetrad we use in our code.

The ingoing/outgoing radial null characteristic speeds for Kerr in ingoing Eddington-Finkelstein coordinates are found by solving for the characteristics of the eikonal equation for the metric
\[ g^{\mu\nu} \xi_\mu \xi_\nu = 0, \] (C11)
setting \( \xi_\varphi = \xi_\theta = 0 \), and then computing
\[ c_\pm \equiv \mp \frac{\xi_v}{\xi_r}. \] (C12)
We obtain
\[ c_+ = 1 - \frac{4Mr}{2Mr + \Sigma_{BL}}, \quad c_- = -1. \] (C13a, b)

We compactify the radial coordinate by choosing
\[ \frac{dh}{dr} = -1 - \frac{4M}{r}, \] (C18)
sets \( \tilde{c}_-|_{R=0} = 0 \) while keeping \( 0 > \tilde{c}_+|_{R=0} > -\infty \) (our choice of compactification flips the signs of the ingoing and outgoing characteristics, and \( r = \infty \) is mapped to \( R = 0 \)).
In summary we choose
\[ R(r) \equiv \frac{L^2}{r}, \] (C19a)
\[ T(v, r) \equiv v - r - 4Mlnr. \] (C19b)
In these coordinates future null infinity is located at \( R = 0 \), and the black hole horizon is located at \( R(r_+) \).

---

\(^{11}\) We do not need to consider angular characteristic speeds as those die off more quickly as we go to future null infinity.
We apply this set of coordinate transformations to the tetrad Eq. (C10) to obtain

\[
\begin{align*}

l^\mu &= \frac{R^2}{L^4 + a^2 R^2 \cos^2 \theta} \left( \frac{2M}{2M - \left( \frac{a}{L} \right)^2 R} \right), \\

- \frac{1}{2} \left( L^2 - 2MR + \left( \frac{a}{L} \right)^2 R^2 \right), 0, a, \\

m^\mu &= \frac{R}{2^{1/2} (L^2 - aR\cos \theta)} \left( -iasin \theta, 0, -1, -\frac{i}{\sin \theta} \right) .
\end{align*}
\]

We list the nonzero Ricci rotation coefficients in this coordinate system in Eqs. (8).

**Appendix D: Spin-weighted spherical harmonics**

Here we collect relevant properties of the spin-weighted spherical harmonics for reference, as we found them to be useful in evaluating the \( \delta \) and \( \delta' \) operators. For further discussion see, e.g. [70–72].

**1. Basic properties**

The spin-weighted spherical harmonics are eigenfunctions of the spin-weighted Laplace-Beltrami operator on the two-sphere

\[
\begin{align*}

s\Delta Y_l^m &= \frac{1}{\sin \theta} \partial_\theta (\sin \theta \partial_\theta sY_l^m) \\

&\quad + \left( s - \frac{(-i \partial_\varphi + \cot \psi \partial \psi)^2}{\sin^2 \theta} \right) sY_l^m \\

&= - (l-s)(l+s+1) sY_l^m .
\end{align*}
\]

We write \( sY_l^m(\varphi, \psi) \) as

\[
\begin{align*}

sY_l^m(\varphi, \psi) &= e^{im\varphi} sP_l^m(\varphi) ,
\end{align*}
\]

where the spin-weighted associated Legendre (swaL) functions \( sP_l^m(\varphi) \) satisfy (setting \( y \equiv -\cos \theta \))

\[
\begin{align*}

\frac{d}{dy} \left( (1-y^2) \frac{d}{dy} sP_l^m(y) \right) \\

+ \left( (l+1) - \frac{\mu_1^2}{2(1-y)} + \frac{\mu_2^2}{2(1+y)} \right) sP_l^m(y) &= 0 ,
\end{align*}
\]

There exist explicit formulas for the swaL functions. For a function of spin-weight \( s, f \), it is convenient to define\(^{12}\)

\[
\begin{align*}

Dsf &= \left( -\partial_\theta - \frac{i}{\sin \theta} \partial_\varphi + \cot \theta \right) sY_l^m , \\

D'sf &= \left( -\partial_\theta + \frac{i}{\sin \theta} \partial_\varphi - \cot \theta \right) sY_l^m .
\end{align*}
\]

One can show that

\[
\begin{align*}

sY_l^m &= \left[ \frac{(l-s)!}{(l+s)!} \right]^{1/2} D^s Y_l^m ,
\end{align*}
\]

and moreover that

\[
\begin{align*}

\Delta &= D'D .
\end{align*}
\]

We also have

\[
\begin{align*}

s^{+} Y_l^m &= (-1)^{m+s} s^{-} Y_l^{-m} , \\

D_s Y_l^m &= \left( (l-s)(l+s+1) \right)^{1/2} s^{+} Y_l^m , \\

D's Y_l^m &= \left( (l+s)(l+s+1) \right)^{1/2} s^{-} Y_l^m .
\end{align*}
\]

**2. Relation between spin-weighted spherical harmonics and the Jacobi polynomials**

To evaluate the spin-weighted spherical harmonics in our code, we write them in terms of Jacobi polynomials, which can be straightforwardly computed using well-known numerical packages (such as *mpmath* [73]). Here we review the steps that establish how those two classes of functions are related to one another.

We rearrange Eq. (D3) to obtain the “generalized associated Legendre equation” (e.g. [74])

\[
\begin{align*}

\frac{d}{dy} \left( (1-y^2) \frac{d}{dy} P_l^m(y) \right) \\

+ \left( (l+1) - \frac{\mu_1^2}{2(1-y)} - \frac{\mu_2^2}{2(1+y)} \right) P_l^m(y) &= 0 ,
\end{align*}
\]

where

\[
\begin{align*}

\mu_1^2 &= (m-s)^2 , \\

\mu_2^2 &= (m+s)^2 .
\end{align*}
\]

\(^{12}\) Note that unlike the standard references, we use \( D \) (capital \( \delta \)), to avoid confusion with the GHP \( \delta \).
This equation has regular singular points at \{\pm 1, \infty\}, so we can reduce it to a hypergeometric equation. In fact we can also reduce it to a Jacobi equation, and thus write the $sP^m_l$ in terms of Jacobi polynomials$^{13}$. We define the transformation

$$sP^m_l(y) \equiv (1-y)^{|\mu_1|/2}(1+y)^{|\mu_2|/2}f(y), \quad (D13)$$

and obtain the Jacobi differential equation

$$(1-y^2)\frac{d^2f}{dy^2} + (\beta - \alpha - (\alpha + \beta + 2)y) \frac{df}{dy} + n(n + \alpha + \beta + 1)f = 0, \quad (D14)$$

where

$$\alpha = |\mu_1| = |m - s|, \quad (D15)$$
$$\beta = |\mu_2| = |m + s|, \quad (D16)$$
$$n = l - \frac{\alpha + \beta}{2}. \quad (D17)$$

The solutions $f$ are the Jacobi polynomials $f = P^m_n(\alpha, \beta)$. The variables $\alpha$, $\beta$, and $n$ are all positive integers (note as well that for the Jacobi polynomials we need $n$ to be a positive integer). We see that the orthonormal swaL functions are

$$sP^m_l(y) = s\mathcal{N}^m_l (1 - y)^{|\alpha|/2}(1 + y)^{|\beta|/2}P^m_n(\alpha, \beta)(y), \quad (D18)$$

where $s\mathcal{N}^m_l$ is a normalization constant to make the functions orthonormal (see also [72]). We can compute $s\mathcal{N}^m_l$ with the identity

$$\int_{-1}^{1} dx (1-x)^\alpha(1+x)^\beta P^m_n(\alpha, \beta)(x)P^m_n(\alpha, \beta)(x) = \frac{2^{\alpha+\beta+1}}{2n+\alpha+\beta+1} \frac{\Gamma(n+\alpha+1)\Gamma(n+\beta+1)}{n!\Gamma(n+\alpha+\beta+1)} \delta_{m,s}, \quad (D19)$$

so that the $sP^m_l$ are orthonormal:

$$\int_{-1}^{1} dx sP^m_l(x)sP^m_m(x) = \delta_{ll}. \quad \text{As } \alpha \text{ and } \beta \text{ are positive integers for us, we can replace the Gamma functions with factorials. We conclude the normalization factor is}$$

$$s\mathcal{N}^m_l = (-1)^{\max(m,-s)} \times \frac{(2n+\alpha+\beta+1)!}{2^{n+\alpha+\beta+1}(n+\alpha)!(n+\beta)!} \quad (D19)$$

---

13 We follow the conventions of [75].

$$= (-1)^{\max(m,-s)} \times \left( \frac{2l+1}{2^{2l+1}} \left( \frac{l - l_{min}}{l - l_{min} + \alpha} \right) \right)^{1/2}, \quad (D20)$$

where we have defined

$$l_{min} = \frac{\alpha + \beta}{2}. \quad (D21)$$

---
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