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Abstract

We propose a new stochastic variance-reduced damped L-BFGS algorithm, where we leverage estimates of bounds on the largest and smallest eigenvalues of the Hessian approximation to balance its quality and conditioning. Our algorithm, VARCHEN, draws from previous work that proposed a novel stochastic damped L-BFGS algorithm called SdLBFGS. We establish almost sure convergence to a stationary point and a complexity bound. We empirically demonstrate that VARCHEN is more robust than SdLBFGS-VR and SVRG on a modified DavidNet problem—a highly nonconvex and ill-conditioned problem that arises in the context of deep learning, and their performance is comparable on a logistic regression problem and a nonconvex support-vector machine problem.

1. Introduction and Related Work

We consider unconstrained stochastic minimization problems of $f : \mathbb{R}^n \to \mathbb{R}$ where

$$f(x) = \mathbb{E}_\xi[F(x, \xi)] \text{ (online)} \quad \text{or} \quad f(x) = \frac{1}{N} \sum_{i=1}^{N} f_i(x) \text{ (finite sum)},$$

where $\xi \in \mathbb{R}^d$ denotes a random variable, $F : \mathbb{R}^n \times \mathbb{R}^d \to \mathbb{R}$ is continuously differentiable and possibly nonconvex, $f_i$ is the loss corresponding to the $i$-th element of our dataset and $N$ is the size of the dataset. The algorithm developed below applies to both online and finite-sum problems.

Stochastic Gradient Descent (SGD) [5, 30] and its variants [12, 18, 25, 28, 32], including variance-reduced algorithms [13, 17, 26, 34], are widely used to solve (1) in machine learning. However, they might not be well-suited for highly nonconvex and ill-conditioned problems [6], which are more effectively treated using (approximate) second-order information. Second-order algorithms are well studied in the deterministic case [1, 9–11] but there are many areas to explore in the stochastic context that go beyond existing works [4, 7, 15, 24, 31]. Among these areas, the use of damping in L-BFGS is an interesting research direction to be leveraged in the stochastic case. Wang et al. [33] proposed a stochastic damped L-BFGS (SdLBFGS) algorithm and proved almost sure convergence to a stationary point. However, damping does not prevent the inverse Hessian approximation $H_k$ from being ill-conditioned [8]. The convergence of SdLBFGS may be heavily affected if the Hessian approximation becomes nearly singular during the iterations. In order to remedy this issue, Chen et al. [8] proposed to combine SdLBFGS with regularized BFGS [23]. Our approach differs.
Our contributions:

- Less restrictive assumptions: we force $H_k$ to be uniformly bounded and positive definite by requiring the stochastic gradient to be Lipschitz continuous, which is a less restrictive assumption than those of Wang et al. [33], who require the stochastic function to be twice differentiable with respect to the parameter vector, and its Hessian to be bounded for all parameter and random sampling vectors.

- A new damped L-BFGS: we propose a new version of stochastic damped L-BFGS that maintains estimates of the smallest and largest eigenvalues of $H_k$. A solution is proposed when ill-conditioning is detected that preserves almost sure convergence to a stationary point.

- Choice of the initial inverse Hessian approximation: we propose a new formula for the initial inverse Hessian approximation to make the algorithm more robust to ill-conditioning.

Notation  For a symmetric matrix $A$, we use $A \succeq 0$ to indicate that $A$ is positive definite, and $\lambda_{\text{min}}(A)$ and $\lambda_{\text{max}}(A)$ to denote its smallest and largest eigenvalue, respectively. If $B$ is also symmetric, $B \preceq A$ means that $A - B$ is positive semidefinite. The identity matrix of appropriate size is denoted $I$. Finally, $\mathbb{E}_\xi[.]$ is the expectation over random variable $\xi$.

2. Formulation of our method

We assume that at iteration $k$, we can obtain a stochastic approximation

$$g(x_k, \xi_k) = \frac{1}{m_k} \sum_{i=1}^{m_k} \nabla f_{\xi_i,k}(x_k)$$

(2)

of $\nabla f(x_k)$, where $\xi_k$ denotes the subset of samples taken from a given set of realizations of $\xi$. The Hessian approximation constructed at iteration $k$ and its inverse are denoted by $B_k$ and $H_k$, respectively, such that $H_k = B_k^{-1}$ and $B_k \succ 0$. Iterates are updated according to

$$x_{k+1} = x_k + \alpha_k d_k, \quad \text{where} \quad d_k = -H_k g(x_k, \xi_k) \quad \text{and} \quad \alpha_k > 0 \text{ is the step size.}$$

(3)

The stochastic BFGS method [31] computes an updated approximation $H_{k+1}$ according to

$$H_{k+1} = V_k H_k V_k^\top + \rho_k s_k s_k^\top, \quad \text{where} \quad V_k = I - \rho_k s_k y_k^\top \quad \text{and} \quad \rho_k = 1/s_k y_k,$$

(4)

which ensures that the secant equation $B_{k+1} s_k = y_k$ is satisfied, where

$$s_k = x_{k+1} - x_k, \quad \text{and} \quad y_k = g(x_{k+1}, \xi_k) - g(x_k, \xi_k).$$

(5)

If $H_k \succ 0$ and the curvature condition $s_k y_k > 0$ holds, then $H_{k+1} \succ 0$ [see, for instance, 14]. Because storing $H_k$ and performing matrix-vector products is costly for large-scale problems, we use the limited-memory version of BFGS (L-BFGS) [22, 27], in which $H_k$ only depends on the most recent $p$ iterations and an initial $H_0^0 \succ 0$. The parameter $p$ is the memory of L-BFGS. The inverse Hessian update can be written as

$$H_k = (V_{k-1}^\top \cdots V_{k-p}^\top)H_k^0(V_{k-p} \cdots V_{k-1}) + \rho_{k-p}(V_{k-1}^\top \cdots V_{k-p+1}^\top) s_{k-p} s_{k-p}^\top (V_{k-p+1} \cdots V_{k-1}) + \cdots + \rho_{k-1} s_{k-1} s_{k-1}^\top.$$  

(6)
When $\alpha_k$ in (3) is not computed using a Wolfe line search [35, 36], there is no guarantee that the curvature condition holds. A common strategy is to simply skip the update. By contrast, Powell [29] proposed damping, which consists in updating $H_k$ using a modified $y_k$, denoted by $\hat{y}_k$, to benefit from information discovered at iteration $k$ while ensuring sufficient positive definiteness. We use

$$\hat{y}_k := \theta_k y_k + (1 - \theta_k) B^0_{k+1} s_k,$$

(7)

which is inspired by [33], and differs from the original proposal of Powell [29], where

$$\theta_k = 1 \text{ if } s_k^T y_k \geq \eta s_k^T B^0_{k+1} s_k, \text{ and } (1 - \eta) \frac{s_k^T B^0_{k+1} s_k}{s_k^T B^0_{k+1} s_k - s_k^T y_k} \text{ otherwise},$$

(8)

with $\eta \in (0, 1)$ and $B^0_{k+1} := (H^0_{k+1})^{-1}$. The choice (7) ensures that the curvature condition

$$s_k^T y_k \geq \eta s_k^T B^0_{k+1} s_k \geq \eta \lambda_{\min}(B^0_{k+1}) \|s_k\|^2 > 0,$$

(9)

is always satisfied since $H^0_{k+1} > 0$. We obtain the damped L-BFGS update, which is (6) with each $V_i$ and $\rho_i$ replaced with $\hat{V}_i = I - \hat{\rho}_i s_i^T y_i$ and $\hat{\rho}_i = 1/s_i y_i$.

### 3. A new stochastic damped L-BFGS with controlled Hessian norm

Our working assumption is

**Assumption 1** There is $\kappa_{\text{low}} \in \mathbb{R}$ such that $f(x) \geq \kappa_{\text{low}}$ for all $x \in \mathbb{R}^n$, $f$ is $C^1$ over $\mathbb{R}^n$, and there is $L > 0$ such that for all $x, y \in \mathbb{R}^n$, $\|\nabla f(x) - \nabla f(y)\| \leq L \|x - y\|$.

We begin by deriving bounds on the smallest and largest eigenvalues of $H_{k+1}$ as functions of bounds on those of $H_k$. Proofs can be found in Appendix A.

**Lemma 1** Let $s$ and $y \in \mathbb{R}^n$ such that $s^T y \geq \gamma \|s\|^2$ with $\gamma > 0$, and such that $\|y\| \leq L_y \|s\|$, with $L_y > 0$. Let $A = \mu V V^T + \rho s s^T$, where $\rho = 1/s^T y$, $\mu > 0$, and $V = I - \rho s y^T$. Then,

$$0 < \min \left( \frac{1}{L_y}, \frac{\mu}{1 + \frac{\mu}{\gamma} L_y^2} \right) \leq \lambda_{\min}(A) \leq \lambda_{\max}(A) \leq \frac{1}{\gamma} + \max \left( 0, \frac{\mu}{\gamma^2} L_y^2 - \frac{\mu}{1 + \frac{\mu}{\gamma} L_y^2} \right).$$

To use Lemma 1 to obtain bounds on the eigenvalues of $H_{k+1}$, we make the following assumption:

**Assumption 2** There is $L_g > 0$ such that for all $x, y \in \mathbb{R}^n$, $\|g(x, \xi) - g(y, \xi)\| \leq L_g \|x - y\|$.

Assumption 2 is required to prove convergence and convergence rates for most recent stochastic quasi-Newton methods [37]. It is less restrictive than requiring $f(x, \xi)$ to be twice differentiable with respect to $x$, and the Hessian $\nabla^2_{xx} f(x, \xi)$ to be bounded for any $x, \xi$, as in [33]. The next theorem shows that the eigenvalues of $H_{k+1}$ are bounded and bounded away from zero.

**Theorem 2** Let Assumptions 1 and 2 hold. Let $H^0_{k+1} > 0$ and $p > 0$. If $H_{k+1}$ is obtained by applying $p$ times the damped BFGS update formula with inexact gradient to $H^0_{k+1}$, there exist easily computable constants $\lambda_{k+1}$ and $\Lambda_{k+1}$ that depend on $L_g$ and $H^0_{k+1}$ such that $0 < \lambda_{k+1} \leq \lambda_{\min}(H_{k+1}) \leq \lambda_{\max}(H_{k+1}) \leq \Lambda_{k+1}$. 
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The precise form of $\lambda_{k+1}$ and $\Lambda_{k+1}$ is given in Appendix A. A common choice for $H^0_{k+1}$ is $H^0_{k+1} = \gamma_{k+1}^{-1}I$ where $\gamma_{k+1} = y_k^T y_k / s_k^T y_k$, is the scaling parameter. This choice ensures that the search direction is well scaled, which promotes large steps. To keep $H^0_{k+1}$ from becoming nearly singular or non positive definite, we define

$$H^0_{k+1} = \left( \max(\gamma_{k+1}, \min(\gamma_{k+1}, \gamma_{k+1})) \right) I,$$

(10)

where $0 < \gamma_{k+1} < \gamma_{k+1}$ can be constants or iteration dependent.

The Hessian-gradient product used to compute the search direction $d_k = -H_k g(x_k, \xi_k)$ can be obtained cheaply by exploiting a recursive algorithm [27], as described in Algorithm 2 in Appendix B. Motivated by the success of recent methods combining variance reduction with stochastic L-BFGS [15, 24, 33], we apply an SVRG-like type of variance reduction [17] to the update. Not only would this accelerate the convergence, since we can choose a constant step size, but it also improves the quality of the curvature approximation.

We summarize our complete algorithm, VARIance-Reduced stochastic damped L-BFGS with Controlled Hessian Norm (VARCHEN), as Algorithm 1.

**Algorithm 1 Variance-Reduced Stochastic Damped L-BFGS with Controlled Hessian Norm**

1: Choose $x_0 \in \mathbb{R}^n$, step size sequence $\{\alpha_k > 0\}_{k \geq 0}$, batch size sequence $\{m_k > 0\}_{k \geq 0}$, eigenvalue limits $\lambda_{\max} > \lambda_{\min} > 0$, memory parameter $p$, total number of epochs $N_{\text{epochs}}$, and sequences $\{\gamma_k > 0\}_{k \geq 0}$ and $\{\gamma_{k+1} > 0\}_{k \geq 0}$, such that $0 < \lambda_{\min} < \gamma_k < \gamma_{k+1} < \lambda_{\max}$, for every $k \geq 0$. Set $k = 0$ and $H_0 = I$.
2: for $t = 1, \ldots, N_{\text{epochs}}$ do
3: Define $x_k^t = x_k$ and compute the full gradient $\nabla f(x_k^t)$. Set $M = 0$.
4: while $M < N$ do
5: Sample batch $\xi_k$ of size $m_k \leq N - M$ and compute $g(x_k, \xi_k)$ and $g(x_k^t, \xi_k)$.
6: Define $\tilde{g}(x_k, \xi_k) = g(x_k, \xi_k) - g(x_k^t, \xi_k) + \nabla f(x_k^t)$.
7: Estimate $\Lambda_k$ and $\lambda_k$ in Theorem 2. If $\Lambda_k > \lambda_{\max}$ or $\lambda_k < \lambda_{\min}$, delete $s_i$, $y_i$ and $\hat{y}_i$ for $i = k - p + 1, \ldots, k - 2$.
8: Compute $d_k = -H_k \tilde{g}(x_k, \xi_k)$.
9: Define $x_{k+1}^t = x_k + \alpha_k d_k$, and compute $s_k, y_k, \hat{y}_k$ as in (5), and $\hat{y}_k$ as in (7).
10: Increment $k$ by one and update $M \leftarrow M + m_k$.

In step 7 of Algorithm 1, we compute an estimate of the upper and lower bounds on $\lambda_{\max}(H_k)$ and $\lambda_{\min}(H_k)$, respectively. The only unknown quantity in the expressions of $\Lambda_k$ and $\lambda_k$ in Theorem 2 is $L_g$, which we estimate as $L_g \approx L_{g,k} := \|y_k\|/\|s_k\|$. When the estimates are not within the limits $[\lambda_{\min}, \lambda_{\max}]$, we delete $s_i, y_i$ and $\hat{y}_i$, $i \in \{k - p + 1, \ldots, k - 2\}$ from storage, such that $H_k g(x_k, \xi_k)$ is computed using the most recent pair $(s_{k-1}, \hat{y}_{k-1})$ only and $d_k = -H_k g(x_k, \xi_k)$. Finally, a full gradient is computed once in every epoch in step 3. The term $g(x_k, \xi_k) - \nabla f(x_k^t)$ can be seen as the bias in the gradient estimation $g(x_k, \xi_k)$, and it is used here to correct the gradient approximation in step 6.
4. Convergence and Complexity Analysis

We show that Algorithm 1 satisfies the assumptions of the convergence analysis and iteration complexity of Wang et al. [33] for stochastic quasi-Newton methods. We make an additional assumption used by Wang et al. [33] to establish global convergence. 

Assumption 3 For all \( k \), \( \xi_k \) is independent of \( \{x_1, \ldots, x_k\} \), \( \mathbb{E}_{\xi_k}[g(x_k, \xi_k)] = \nabla f(x_k) \), and there exists \( \sigma > 0 \) such that \( \mathbb{E} \|g(x_k, \xi_k) - \nabla f(x_k)\|^2 \leq \sigma^2 \).

Our first result follows from Wang et al. [33, Theorem 2.6], whose remaining assumptions are satisfied as a consequence of (2), Theorem 2, the mechanism of Algorithm 1, (4) and our choice of \( \alpha_k \) below.

Theorem 3 Assume \( m_k = m \) for all \( k \), that Assumptions 1 to 3 hold for \( \{x_k\} \) generated by Algorithm 1, and that \( \alpha_k := c/(k+1) \) where \( 0 < c \leq \lambda_{\min}/(L \lambda_{\max}) \). Then, \( \lim \inf \|\nabla f(x_k)\| = 0 \) with probability 1. Moreover, there is \( M_f > 0 \) such that \( \mathbb{E}[f(x_k)] \leq M_f \) for all \( k \). If we additionally assume that there exists \( M_g > 0 \) such that \( \mathbb{E} \|g(x_k, \xi_k)\|^2 \leq M_g \), then \( \lim \|\nabla f(x_k)\| = 0 \) with probability 1.

Our next result follows in the same way from Wang et al. [33, Theorem 2.8].

Theorem 4 Under the assumptions of Theorem 3, if \( \alpha_k = \lambda_{\min}/(L \lambda_{\max}^2) k^{-\beta} \) for all \( k > 0 \), with \( \beta \in (\frac{1}{2}, 1) \), then, for any \( \epsilon \in (0, 1) \), after at most \( T = O(\epsilon^{-1/(1-\beta)}) \) iterations, we achieve

\[
\frac{1}{T} \sum_{k=1}^{T} \mathbb{E} \|\nabla f(x_k)\|^2 \leq \epsilon.
\]

5. Experimental results

We compare VARCHEN to SdLBFGS-VR [33] and to SVRG [17] for solving a multi-class classification problem. We train a modified version of the deep neural network model DavidNet, proposed by David C. Page, on CIFAR-10 for 20 epochs. Note that we also used VARCHEN and SdLBFGS-VR to solve a logistic regression problem using the MNIST dataset and a nonconvex support-vector machine problem with a sigmoid loss function using the RCV1 dataset [21]. The performance of both algorithms are on par on those problems because, in contrast with DavidNet on CIFAR-10, they are not highly nonconvex or ill conditioned.

Figure 1 shows that VARCHEN outperforms SdLBFGS-VR for the training loss minimization task, and both outperform SVRG. VARCHEN has an edge over SdLBFGS-VR in terms of the validation accuracy, and both outperform SVRG. More importantly, the performance of VARCHEN is more consistent than that of SdLBFGS-VR, displaying a smoother, less oscillatory behaviour. To further investigate this observation, we plot the evolution of \( \Lambda_k \) and \( \lambda_k \) as shown in Figure 2. We see that the estimate of the lower bound on the smallest eigenvalue is smaller for SdLBFGS-VR compared to VARCHEN. We also notice that the estimate of the upper bound of the largest eigenvalue of \( H_k \) takes even more extreme values for SdLBFGS-VR compared to VARCHEN. The extreme values \( \lambda_k \) and \( \Lambda_k \) reflect an ill-conditioning problem encountered when using SdLBFGS-VR and we believe that it explains the extreme oscillations in the performance of SdLBFGS-VR.

---

1. FastResNet Hyperparameters tuning with Ax on CIFAR10
2. https://myrtle.ai/learn/how-to-train-your-resnet-4-architecture/
Figure 1: Evolution of the training loss (left) and the validation accuracy (right) for training a modified DavidNet on CIFAR-10.

Figure 2: Evolution of the lower bound on the smallest eigenvalue $\lambda_k$ (left) and the upper bound on the largest eigenvalue $\Lambda_k$ (right) on a base 10 logarithmic scale for training a modified DavidNet on CIFAR-10.

6. Conclusion

We used the stochastic damped L-BFGS algorithm in a nonconvex setting, where there are no guarantees that $H_k$ remains well-conditioned and numerically nonsingular throughout. We introduced a new stochastic damped L-BFGS algorithm that monitors the quality of $H_k$ during the optimization by maintaining bounds on its largest and smallest eigenvalues. Our work is the first to address the Hessian singularity problem by approximating and leveraging such bounds. Moreover, we proposed a new initial inverse Hessian approximation that results in a smoother, less oscillatory training loss and validation accuracy evolution. Additionally, we used variance reduction in order to improve the quality of the curvature approximation and accelerate convergence. Our algorithm converges almost-surely to a stationary point and numerical experiments have shown that it is more robust to ill-conditioned problems and more suitable to the highly nonconvex context of deep learning than SdLBFGS-VR. We consider this work to be a first step towards the use of bounds estimates to control the quality of the Hessian approximation in approximate second-order algorithms. Future work should aim to improve the quality of these bounds and explore another form of variance reduction that consists of adaptive sampling [2, 3, 16].
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Appendix A. Proofs

Proof of Lemma 1. First notice that
\[\gamma \|s\|^2 \leq s^\top y \leq \|s\| \|y\|, \quad \text{and thus} \quad \|s\| \leq \frac{1}{\gamma} \|y\|.\]

Therefore,
\[
\frac{1}{\|s\| \|y\|} \leq \rho \leq \frac{1}{\gamma} \frac{1}{\|s\|^2}. \tag{12}
\]

Since \(A\) is a real symmetric matrix, the spectral theorem states that its eigenvalues are real and it can be diagonalized by an orthogonal matrix. That means that we can find \(n\) orthogonal eigenvectors and \(n\) eigenvalues counted with multiplicity.

Consider first the special case where \(s\) and \(y\) are collinear, i.e. there exists \(\theta > 0\) such that \(y = \theta s\).

Any vector such that \(u \in s^\perp\), where \(s^\perp = \{x \in \mathbb{R}^n : x^\top s = 0\}\), is an eigenvector of \(A\) associated with the eigenvalue \(\mu\) of multiplicity \(n - 1\). Moreover, \(s^\top y = \theta \|s\|^2 = \|s\| \|y\|\), \(\rho = 1/(\theta \|s\|^2)\) and we have
\[
As = \left[ \mu \left( I - \rho \theta ss^\top \right)^2 + \rho ss^\top \right] s = \left[ \mu \left( 1 - \rho \theta \|s\|^2 \right)^2 + \rho \|s\|^2 \right] s = \rho \|s\|^2 s.
\]

Let us call \(\lambda = \rho \|s\|^2\), the eigenvalue associated with eigenvector \(s\). From (12) and \(\|y\| \leq L_y \|s\|\), we deduce that
\[
\frac{1}{L_y} \leq \lambda \leq \frac{1}{\gamma}.
\]

Suppose now that \(s\) and \(y\) are linearly independent. Any \(u\) such that \(u^\top s = 0 = u^\top y\) satisfies \(Au = \mu u\). This provides us with a \((n - 2)\)-dimensional eigenspace \(S\), associated to the eigenvalue \(\mu\) of multiplicity \(n - 2\). Note that
\[
As = \rho \|s\|^2 \left( 1 + \mu \rho \|y\|^2 \right) s - \rho \|s\|^2 \mu y, \\
Ay = s.
\]

Thus neither \(s\) nor \(y\) is an eigenvector of \(A\). Now consider an eigenvalue \(\lambda\) associated with an eigenvector \(u\), such that \(u \in S^\perp\). Since \(s\) and \(y\) are linearly-independent, we can search for \(u\) of the form \(u = s + \beta y\) with \(\beta > 0\). The condition \(Au = \lambda u\) yields
\[
\rho \|s\|^2 \left( 1 + \mu \rho \|y\|^2 \right) + \beta = \lambda, \\
-\rho \|s\|^2 \mu = \lambda \beta.
\]

We eliminate \(\beta = \lambda - \rho \|s\|^2 \left( 1 + \mu \rho \|y\|^2 \right)\) and obtain
\[
p(\lambda) = 0,
\]
where
\[
p(\lambda) = \lambda^2 - \lambda \rho \|s\|^2 \left( 1 + \mu \rho \|y\|^2 \right) + \rho \|s\|^2 \mu.
\]
The roots of $p$ must be the two remaining eigenvalues $\lambda_1 \leq \lambda_2$ that we are looking for. In order to establish the lower bound, we need a lower bound on $\lambda_1$ whereas to establish the upper bound, we need an upper bound on $\lambda_2$.

On the one hand, let $l$ be the tangent to the graph of $p$ at $\lambda = 0$, defined by

$$l(\lambda) = p(0) + p'(0)\lambda = \mu \rho \|s\|^2 - \lambda \rho \|s\|^2 \left(1 + \mu \rho \|y\|^2\right).$$

Its unique root is

$$\bar{\lambda} = \frac{\mu}{1 + \mu \rho \|y\|^2}.$$

From (12) and since $\|y\| \leq L_y \|s\|$, we deduce that

$$\bar{\lambda} \geq \frac{\mu}{1 + \frac{\mu}{\gamma} \|y\|^2} \geq \frac{\mu}{1 + \frac{\mu}{\gamma} L_y^2}.$$

Since $p$ is convex, it remains above its tangent, and $\bar{\lambda} \leq \lambda_1$.

Finally,

$$\lambda_{\min}(A) \geq \min \left(\frac{1}{L_y} - \frac{\mu}{1 + \frac{\mu}{\gamma} L_y^2}\right) > 0.$$

This establishes the lower bound.

On the other hand, the discriminant $\Delta = \rho^2 \|s\|^4(1 + \mu \rho \|y\|^2)^2 - 4 \rho \|s\|^2 \mu$ must be nonnegative since $A$ is real symmetric, and its eigenvalues are real. We have

$$\lambda_2 = \frac{\rho \|s\|^2(1 + \mu \rho \|y\|^2) + \sqrt{\rho^2 \|s\|^4(1 + \mu \rho \|y\|^2)^2 - 4 \rho \|s\|^2 \mu}}{2}.$$

For any positive $a$ and $b$ such that $a^2 - b > 0$, we have $\sqrt{a^2 - b} \leq a - \frac{b}{2a}$. Thus,

$$\lambda_2 \leq \rho \|s\|^2(1 + \mu \rho \|y\|^2) - \frac{\mu}{1 + \mu \rho \|y\|^2}.$$

From (12), we deduce that

$$\lambda_2 \leq \frac{1}{\gamma} + \frac{\mu}{\gamma^2} \frac{\|y\|^2}{\|s\|^2} \geq \frac{\mu}{1 + \frac{\mu}{\gamma} \|y\|^2}.$$

And since $\|y\| \leq L_y \|s\|$, it follows

$$\lambda_2 \leq \frac{1}{\gamma} + \frac{\mu}{\gamma^2} L_y^2 \geq \frac{\mu}{1 + \frac{\mu}{\gamma} L_y^2}.$$

Finally,

$$\lambda_{\max}(A) \leq \max \left(\frac{1}{\gamma}, \frac{1}{\gamma} + \frac{\mu}{\gamma^2} L_y^2 \geq \frac{\mu}{1 + \frac{\mu}{\gamma} L_y^2}\right),$$

which establishes the upper bound.
Proof of Theorem 2. Consider one damped BFGS update using $s$ and $y$ defined in (5) and $\hat{y}_k$ defined in (7), i.e., $p = 1$,

$$H_{k+1} = \hat{V}_k H^0_{k+1} \hat{V}_k^T + \hat{\rho}_k s_k s_k^T,$$

where $\hat{V}_k = I - \hat{\rho}_k s_k \hat{y}_k$. Let $0 < \mu_1 := \lambda_{\min}(H^0_{k+1}) \leq \mu_2 := \lambda_{\max}(H^0_{k+1})$. We have

$$\lambda_{\min}(\mu_1 \hat{V}_k \hat{V}_k^T + \hat{\rho}_k s_k s_k^T) \leq \lambda_{\min}(H_{k+1}) \leq \lambda_{\max}(H_{k+1}) \leq \lambda_{\max}(\mu_2 \hat{V}_k \hat{V}_k^T + \hat{\rho}_k s_k s_k^T).$$

(13)

Let us show that we can apply Lemma 1 to

$$A_1 := \mu_1 \hat{V}_k \hat{V}_k^T + \hat{\rho}_k s_k s_k^T \text{ and } A_2 := \mu_2 \hat{V}_k \hat{V}_k^T + \hat{\rho}_k s_k s_k^T.$$ 

From (9), we obtain

$$s_k^T \hat{y}_k \geq \eta \lambda_{\min}(B^0_{k+1}) ||s_k||^2 = \frac{\eta}{\lambda_{\max}(H^0_{k+1})} ||s_k||^2 = \frac{\eta}{\mu_2} ||s_k||^2.$$

Assumption 2 yields

$$||\hat{y}_k|| = ||\theta_k y_k + (1 - \theta_k) B^0_{k+1} s_k|| \leq ||y_k|| + ||B^0_{k+1} s_k|| \leq (L_g + 1/\mu_1) ||s_k||.$$

Therefore, we can first apply Lemma 1 with $s_k, \hat{y}_k, \gamma = \eta/\mu_2 > 0, L_g = L_g + 1/\mu_1 > 0$ and $\mu = \mu_1 > 0$ for $A_1$, and apply it again with $\mu = \mu_2 > 0$ for $A_2$. Let $L_1 := L_g + 1/\mu_1$. Lemma 1 and (13) yield

$$\lambda_{\min}(H_{k+1}) \geq \min \left(\frac{1}{L_1}, \frac{\mu_1}{1 + \frac{\mu_1}{\eta} L_2^2} \right) > 0,$$

$$\lambda_{\max}(H_{k+1}) \leq \frac{\mu_2}{\eta} + \max \left(0, \frac{\mu_2^2 L_2^2}{\eta^2 L_1^2} - \frac{\mu_2}{1 + \frac{\mu_2}{\eta} L_2^2} \right).$$

Now, consider the case where $p > 1$ and let

$$H^{(h+1)}_{k+1} := \hat{V}_{k-h} H^{(h)}_{k+1} \hat{V}_{k-h}^T + \hat{\rho}_{k-h} s_{k-h} s_{k-h}^T, \quad 0 \leq h \leq p - 1,$$

where

$$H^{(p)}_{k+1} := H_{k+1}, \quad \hat{\rho}_{k-h} = 1/s_{k-h}^T \hat{y}_{k-h}, \quad \hat{V}_k = I - \hat{\rho}_{k-h} s_{k-h} \hat{y}_{k-h}^T.$$

Similarly to the case $p = 1$, we may write

$$\lambda_{\min}(H^{(h+1)}_{k+1}) \geq \lambda_{\min}(\mu^{(h)}_{1} \hat{V}_{k-h} \hat{V}_{k-h}^T + \hat{\rho}_{k-h} s_{k-h} s_{k-h}^T), \quad \mu^{(h)}_{1} := \lambda_{\min}(H^{(h)}_{k+1}),$$

$$\lambda_{\max}(H^{(h+1)}_{k+1}) \leq \lambda_{\max}(\mu^{(h)}_{2} \hat{V}_{k-h} \hat{V}_{k-h}^T + \hat{\rho}_{k-h} s_{k-h} s_{k-h}^T), \quad \mu^{(h)}_{2} := \lambda_{\max}(H^{(h)}_{k+1}).$$

Assume by recurrence that $0 < \mu^{(h)}_{1} \leq \mu^{(h)}_{2}$. We show that we can apply Lemma 1 to

$$A^{(h)}_1 := \mu^{(h)}_{1} \hat{V}_{k-h} \hat{V}_{k-h}^T + \hat{\rho}_{k-h} s_{k-h} s_{k-h}^T \text{ and } A^{(h)}_2 := \mu^{(h)}_{2} \hat{V}_{k-h} \hat{V}_{k-h}^T + \hat{\rho}_{k-h} s_{k-h} s_{k-h}^T.$$
From (9), we have
\[ s_{k-h}^\top \hat{y}_{k-h} \geq \eta \lambda_{\min}(B_{k-h+1}^h) \|s_{k-h}\|^2 = \frac{\eta}{\lambda_{\max}(H_{k-h+1}^h)} \|s_{k-h}\|^2. \]

Using Assumption 2,
\[ \|\hat{y}_{k-h}\| = \|\theta_{k-h} y_{k-h} + (1 - \theta_{k-h}) B_{k-h+1}^0 s_{k-h}\| \leq L_g \|s_{k-h}\| + \|B_{k-h+1}^0 s_{k-h}\|, \]
so that
\[ \|\hat{y}_{k-h}\| \leq (L_g + \frac{1}{\lambda_{\min}(H_{k-h+1}^h)}) \|s_{k-h}\|. \]

We first apply Lemma 1 with \( s = s_{k-h}, \ y = \hat{y}_{k-h}, \ \gamma = \eta/\lambda_{\max}(H_{k-h+1}^h) > 0, \ L_y = L_g + 1/\lambda_{\min}(H_{k-h+1}^h) > 0 \) and \( \mu = \mu_{1}^{(h)} > 0 \) for \( A_1^{(h)} \), and apply it a second time with \( \mu = \mu_{2}^{(h)} > 0 \) for \( A_2^{(h)} \). Let \( L_{k-h+1} := L_g + 1/\lambda_{\min}(H_{k-h+1}^h) \) and \( \gamma_{k-h+1} = \eta/\lambda_{\max}(H_{k-h+1}^h) \). Then we have
\[ \lambda_{\min}(H_{k+1}^{(h+1)}) \geq \min \left( \frac{1}{L_{k-h+1}}, \frac{\lambda_{\min}(H_{k+1}^{(h)})}{1 + \frac{\lambda_{\min}(H_{k+1}^{(h)})}{\gamma_{k-h+1}^2 L_{k-h+1}}^2} \right), \]
and
\[ \lambda_{\max}(H_{k+1}^{(h+1)}) \leq \frac{1}{\gamma_{k-h+1}} + \max \left( 0, \frac{\lambda_{\max}(H_{k+1}^{(h)})}{\gamma_{k-h+1}^2 L_{k-h+1}}^2 L_{k-h+1} - \frac{\lambda_{\max}(H_{k+1}^{(h)})}{1 + \frac{\lambda_{\max}(H_{k+1}^{(h)})}{\gamma_{k-h+1}^2 L_{k-h+1}}^2} \right). \]

It is clear that we can obtain the lower bound on \( \lambda_{\min}(H_{k+1}) \) recursively using (14). Obtaining the upper bound on \( \lambda_{\max}(H_{k+1}) \) using (15) is trickier. However, we notice that inequality (15) implies
\[ \lambda_{\max}(H_{k+1}^{(h+1)}) \leq \frac{1}{\gamma_{k-h+1}} + \max \left( 0, \frac{\lambda_{\max}(H_{k+1}^{(h)})}{\gamma_{k-h+1}^2 L_{k-h+1}}^2 L_{k-h+1} - \frac{\lambda_{\max}(H_{k+1}^{(h)})}{1 + \frac{\lambda_{\max}(H_{k+1}^{(h)})}{\gamma_{k-h+1}^2 L_{k-h+1}}^2} \right). \]

This upper bound is less tight but it allows us to bound \( \lambda_{\max}(H_{k+1}) \) recursively.

**Appendix B. Algorithms**

The Two-loop recursion algorithm for evaluating the Hessian-gradient product is given by Algorithm 2.
Algorithm 2 Two-loop recursion algorithm for Hessian-gradient product computation

Require: Current iterate $x_k, g(x_k, \xi_k), \hat{\rho}_i = 1/s_i^T \hat{y}_i, s_i, \hat{y}_i$ for $i \in \{k - p, \ldots, k - 1\}$.

1: Define $g = g(x_k, \xi_k)$
2: for $i = k - 1, k - 2, \ldots, k - p$ do
3: \hspace{1em} Compute $\nu_i = \hat{\rho}_i s_i^T g_i$
4: \hspace{1em} Compute $g = g - \nu_i \hat{y}_i$
5: \hspace{1em} Compute $q = H_k^0 g$ using (10).
6: for $i = k - p, k - p + 1, \ldots, k - 1$ do
7: \hspace{1em} Compute $\mu = \hat{\rho}_i \hat{y}_i^T q$
8: \hspace{1em} Compute $q = q + (\nu_i - \mu) s_i$
9: Return $q = H_k g(x_k, \xi_k)$

Appendix C. Experimental Setting

CIFAR-10 is a dataset that contains 60,000 colour images with labels in 10 classes (airplane, automobile, bird, cat, deer, dog, frog, horse, ship, and truck), each containing 6,000 images. We use 50,000 images for the training task and 10,000 images for the validation task.

Details of the experiments:

- We apply our Hessian norm control using the bound on the maximum and the minimum eigenvalues of $H_{k+1}$, where the latter is equivalent to controlling $\|B_{k+1}\|$;
- In the definition of $H_k^0$ in (10), we choose $\gamma_{k+1}$ and $\tau_{k+1}$ constant;
- The numerical values for all algorithms are the ones that yielded the best results among all sets of values that we experimented with.

Numerical values:

- For all algorithms: we train the network for 20 epochs and use a batch size of 256 samples;
- For SVRG, we choose a step size equal to 0.001;
- For both SdLBFGS-VR and Algorithm 1, the memory parameter $p = 10$, the minimal scaling parameter $\gamma_{k+1} = 0.1$ for all $k$, the constant step size $\alpha_k = 0.1$ and $\eta = 0.25$;
- For Algorithm 1, we use a maximal scaling parameter $\tau_{k+1} = 10^5$ for all $k$, a lower bound limit $\lambda_{\text{min}} = 10^{-5}$ and an upper bound limit $\lambda_{\text{max}} = 10^5$. 