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Abstract: For a rotating 2D lidar, the inaccurate matching between the 2D lidar and the motor is an important error resource of the 3D point cloud, where the error is shown both in shape and attitude. Existing methods need to measure the angle position of the motor shaft in real time to synchronize the 2D lidar data and the motor shaft angle. However, the sensor used for measurement is usually expensive, which can increase the cost. Therefore, we propose a low-cost method to calibrate the matching error between the 2D lidar and the motor, without using an angular sensor. First, the sequence between the motor and the 2D lidar is optimized to eliminate the shape error of the 3D point cloud. Next, we eliminate the attitude error with uncertainty of the 3D point cloud by installing a triangular plate on the prototype. Finally, the Levenberg–Marquardt method is used to calibrate the installation error of the triangular plate. Experiments verified that the accuracy of our method can meet the requirements of the 3D mapping of indoor autonomous mobile robots. While we use a 2D lidar Hokuyo UST-10LX with an accuracy of ±40 mm in our prototype, we can limit the mapping error within ±50 mm when the distance is no more than 2.2996 m for a 1 s scan (mode 1), and we can limit the mapping error within ±50 mm at the measuring range 10 m for a 16 s scan (mode 7). Our method can reduce the cost while the accuracy is ensured, which can make a rotating 2D lidar cheaper.
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1. Introduction

As an environmental modeling sensor, lidar is widely used. Typically, lidar can be divided into 2D lidar and 3D lidar, 3D lidar can scan 3D surfaces and obtain 3D maps of surroundings, but it is usually quite expensive. While the price of 2D lidar is relatively cheap, it can only obtain 2D maps which contain less information than 3D maps. However, if a 2D lidar is moved in a certain direction, it can be used to scan a 3D surface [1]. By moving a 2D lidar, one can model a 3D environment at low cost. Thus, a moving 2D lidar can replace (or at least partially replace) a commercial 3D lidar in many applications, avoiding the expensive cost of using a 3D lidar.

To build a moving 2D lidar, a common way is to install a 2D lidar on a motor shaft, so that a rotating 2D lidar is built [2,3]. The data collected by a 2D lidar is combined with the rotation angle of a motor, and the 3D coordinates of the points are calculated. Research on rotating 2D lidars can be divided into two categories, one is how to eliminate the error of the 3D point cloud while a rotating 2D lidar is working in a static environment [1–23], the other is how to correct the distortion of the 3D point cloud while a rotating 2D lidar is working in dynamic environment [24–28]. In this paper, we focus on the former question, that is, how to eliminate the error of a rotating 2D lidar while it is working in a static environment.
This question can be further divided into two subcategories. One is to calibrate the mechanical error between the lidar and the rotating unit [1,4–15]. Due to the mechanical error, the relative position and attitude between the 2D lidar and rotating unit are not exactly the same as expected. The error is 6-degrees of freedom (DOF), containing a 3-DOF translation and 3-DOF rotation [4]. The mechanical error can decrease the accuracy of the 3D point cloud in many aspects, including the shape and attitude of the 3D point cloud. The mechanical error is inevitable because machining and assembling errors cannot be eliminated completely. Therefore, calibration is necessary.

The other subcategory is to calibrate the matching error between the 2D lidar and rotating unit (that is, the motor) [2,3,5,8,16–23]. The working principle of a rotating 2D lidar is to calculate the 3D coordinates of the points by using the data collected by the 2D lidar and the angle of the motor shaft. Therefore, in order to improve the accuracy of the 3D point cloud, it is necessary to match the data from the 2D lidar and the angle of the motor shaft accurately. If we can know the angle of the motor shaft corresponding to each point collected by the 2D lidar during the entire 3D scan of a rotating 2D lidar, the matching error between the 2D lidar and the motor can be eliminated. However, in reality, the situation mentioned above does not exist, so the matching error always exists, which has a negative impact on the accuracy of the 3D point cloud, both in shape and attitude.

The first subcategory focuses on the calibration of the mechanical error, and the second subcategory focuses on the calibration of the matching error. They are juxtaposed with each other and cannot be replaced by each other. Only when both the mechanical error and the matching error are calibrated, a rotating 2D lidar can get an accurate 3D point cloud in a static environment.

The first subcategory, the calibration method of the installation error between the 2D lidar and the rotating unit, has been thoroughly evaluated. For example, the calibration processes proposed in [1,4,5] can work effectively without the need of specific scene, additional equipment, and a priori information about the environment (such as size etc.). The requirement is that there should be at least one plane in the scanning field. Planar features are abundant in man-made indoor environments, such as walls, floors, and ceilings.

However, the research on the second subcategory is relatively unexplored. The existing methods used for calibration of the matching error between a 2D lidar and motor mostly utilize expensive servo motors or encoders to output the motor rotation angle with the time stamps, and align it with the data form 2D data with time stamps. In this way, the matching error is calibrated [2,3,5,8,16–23]. Although for installation error, which is mentioned in the first subcategory, the calibration can be done at zero cost, without the need of additional equipment and all the work can be accomplished in normal indoor environment, while the calibration of the matching error is still expensive, for a servo motor or encoder is needed. Therefore, it is worthwhile to figure out a way to calibrate the matching error at low cost.

For the calibration of the matching error, the commonly used method is to align the data from the 2D lidar and the angle of the motor shaft by time stamps. Since the frequency of the two types of data is different, interpolation is used to obtain matched data pairs. The prerequisite for using this method is that the rotating unit that rotates the 2D lidar can output the absolute angle position of its shaft, which requires expensive device such as a servo motor or encode. This method has been used in [3,5,16–19]. A similar method was used in [2,8,20], for each time, when a group of data from the 2D lidar is received, the angle of the motor shaft at this moment is recorded. According to the serial number of each data in this group, its corresponding motor shaft angle can be estimated linearly. In [21], a pitching 2D lidar was built. In this work, a high-precision potentiometer was used to measure the angle of the motor shaft. In [22], a rotating 2D lidar used on an unmanned aerial vehicle (UAV) was built, and the software package Spin_Hokuyo [23] was used to generate the 3D point clouds in real time. The applicable hardware for Spin_Hokuyo is a 2D lidar UTM-30LX Hokuyo and a servo motor Dynamixel MX-28, while the servo motor Dynamixel MX-28 also can output the rotation angle. In order to facilitate the use of this software package, the above hardware was used in [22]. In addition to the above literature,
the rotating units in [9, 29] were stepper motors, without using encoders. The matching error was neglected, the matching between the 2D lidar and the motor was done through rough estimation, merely.

According to [2, 3, 5, 8, 16–23], in order to accurately match the 2D lidar and the motor, the rotating unit must be able to output the absolute angle position of the motor shaft. Therefore, a device like a servo motor or encoder is necessary. This goes against the idea of reducing costs. The reason why we built a rotating 2D lidar instead of using a commercial 3D lidar directly is because we wanted to reduce costs. The high price of commercial 3D lidars makes them unaffordable for many users, and the cost of a rotating 2D lidar is one-tenth of it. The obvious advantage of a rotating 2D lidar over a commercialized 3D lidar is the lower cost. Therefore, for a rotating 2D lidar, the question of how to further reduce its cost under the premise of ensuring accuracy is worth studying.

If a rotating 2D lidar is not equipped with an encoder or a servo motor, and only a stepper motor is used as the rotating unit, the cost can be further reduced. However, the angle of the motor shaft cannot be measured, because of which, the 2D lidar and the motor cannot be accurately matched according to the existing methods. This will reduce the accuracy of the 3D point cloud.

In this paper, we focus on the low-cost calibration of matching error between the lidar and the motor for a rotating 2D lidar. Compared with the existing methods, our method reduces the cost. In order to reduce the cost, we did not use a sensor to measure the angle of the motor shaft in our prototype, because it is expensive. We calibrated the matching error between the 2D lidar and the motor without using a servo motor or encoder. A stepper motor was used to rotate the 2D lidar, photoelectric switch and shading sheet were used to define the initial position of the motor shaft, a triangular plate was used to calibrate the matching error between the 2D lidar and the motor. While reducing the cost of a rotating 3D lidar, our method ensured the accuracy of the 3D point cloud. Our method provides a new idea for the further cost reduction of a rotating 2D lidar.

The rest of this paper is structured as follows. Section 2 describes the problem to be solved in this paper; the modeling of the system is described in Section 3. The calibration method is described in detail in Section 4. Then, we verify our method by experiments in Section 5. Finally, a brief conclusion and future work are given in Section 6.

The notations used throughout this paper have been listed in Table A1, which is in Appendix A.

2. Problems

According to the previous description, our goal is to use only a stepper motor to rotate a 2D lidar without using encoder or servo motor to reduce the cost under the premise of ensuring the accuracy of the 3D point cloud. For this purpose, a method is proposed in [2], an open-loop controlled stepper motor is used to rotate the 2D lidar, the motor stops rotating when its shaft turns to a certain position, and then the 2D lidar begin its scan. After the 2D lidar finishes scanning, the motor shaft rotates to the next position, and the 2D lidar scans again. This cycle continues until the 3D point cloud collection is completed. There is a certain angle between every two adjacent positions of the motor shaft, which determines the density of the 3D point cloud. This method attempts to align the data from the 2D lidar and the angle of the motor shaft at the cost of low efficiency, but it has obvious disadvantages. The frequent stop and start of the motor may cause mechanical failure. The acceleration and deceleration of the motor can decrease the accuracy of the rotation positioning. Due to the need of stopping the rotation of the motor shaft for multiple times, the time used for finishing a 3D scan will be prolonged. In view of the above disadvantages, it is necessary to develop a method to calibrate the matching error between 2D lidar and motor while the motor rotates continuously.

In our work, during the 3D scan process of a rotating 2D lidar, the 2D lidar scans continuously, and the shaft of the stepper motor rotates at a constant angular velocity. The matching between the two can no longer be done with the help of time stamps, because
the stepper motor is open-loop, and there is no sensor to measure the rotation angle of the motor shaft, so the data of motor angle with time stamps cannot be obtained.

In this case, we initially tried to match the 2D lidar and the motor in the following way. After the angular resolution $\gamma$ in the direction of motor shaft rotation was configured, the number of scanning cycles $n$ of the 2D lidar in one 3D scan could be calculated as:

$$n = \frac{180^\circ}{\gamma}$$  \hspace{1cm} (1)

The scanning frequency $f$ of the 2D lidar could be found in its product manual, so the time $T$ used for finishing a 3D scan of a rotating 2D lidar could be calculated as:

$$T = \frac{n}{f}$$  \hspace{1cm} (2)

For a rotating 2D lidar, a 3D scan requires the motor shaft to rotate 180 degrees [2], so the angular velocity $\omega$ of the motor shaft could be calculated as:

$$\omega = \frac{180^\circ}{T}$$  \hspace{1cm} (3)

Until now, the control parameters of the 2D lidar and the stepper motor have been calculated, the working time of the 2D lidar in continuous scanning mode is $T$, the shaft of the stepper motor rotates at angular velocity $\omega$, and its working time is $T$. We made them start working at the same time, so that ideally they could be matched.

However, we found that there are obvious errors in the 3D point cloud, both in the shape and attitude. Additionally, for each 3D scan, the error is not constant. Our experiment is shown in Figure 1. Figure 1a is a photo of the environment for collecting 3D point cloud. The errors we observed are shown in Figure 1b,c. The environment is a conference room. The position of the rotating 2D lidar is aligned with the gap between the tiles on the ground to ensure that it is not skewed relative to the conference room. In this way, the top view of the 3D point cloud should be correct in shape and attitude, and coincide with the blue wireframe. This is not actually the case. The shape is distorted and the attitude is skewed. In addition, for each 3D scan, the error of the 3D point cloud is uncertain, and the 3D point cloud may appear as in Figure 1b,c.

**Figure 1.** The shape error and attitude error of the 3D point cloud: (a) a photo of the environment for collecting the 3D point cloud; (b) top view of a 3D point cloud collected by a rotating 2D lidar; (c) top view of another 3D point cloud collected by a rotating 2D lidar.

There are several reasons for the error.

1. As mentioned in [1,4–10], the mechanical error between the 2D lidar and rotating unit can cause distortion of the 3D point cloud. Based on the idea of control variables, in order to focus on other reasons, we need to exclude this item first. By improving the...
manufacture and assembly accuracy of the mechanical parts of our prototype, we minimized the impact of mechanical errors on the accuracy of the 3D point cloud. We used computer numerical control (CNC) machine tools to manufacture the key parts of our prototype, with a tolerance level of IT5 (Chinese standard, GB/T1184-1996). In Appendix B, we verified that the self-reasons of our prototype (which include the mechanical error) has a much smaller impact on the accuracy of the 3D point clouds than the error of the 2D lidar itself ($\pm 40$ mm). Therefore, we can exclude this item and assume that other reasons are causing the resulting observed error.

(2) The acceleration and deceleration of the motor shaft will cause error. In a 3D scan of a rotating 2D lidar, we assume roughly that the shaft of the stepper motor rotates at angular velocity $\omega$ for time $T$, and it rotates $180^\circ$ in total. However, in practice, the motion of the motor shaft is more complex. The motor shaft accelerates from standstill to angular velocity $\omega$, and then it keeps rotating at this speed, after which it decelerates to standstill. We have ignored the acceleration and deceleration of the motor shaft, and this can lead to the shape error of the 3D point cloud, which is especially obvious at the closed position of the point cloud. The so-called closed position here refers to the area where the points collected by the 2D lidar when the motor shaft starts to rotate or stops rotating. The areas of these two types of points are adjacent, and these points are most directly affected by the acceleration and deceleration of the motor shaft.

(3) The use of photoelectric switches may cause error. Since no encoder or servo motor is used, it is necessary to define the initial position of motor shaft by photoelectric switch. When finding the initial position, the motor shaft will rotate back and forth by a large margin and make the shading sheet which rotates with the motor shaft triggering the photoelectric switch. After the photoelectric switch is triggered, the controller sends a stop command to the motor to stop its shaft. The position of the motor shaft after it stops is considered to be the initial position. This process can be described in more detail, the shading sheet blocks the light beam of the photoelectric switch—the photoelectric switch is triggered—the controller sends the stop command to the stepper motor—the shaft of stepper motor decelerates until it stops. The accuracy of the initial position of the motor shaft is affected by many factors such as the response time of the photoelectric switch, the rotation direction and the speed of the motor shaft. For each 3D scan of a rotating 2D lidar, the motor shaft starts rotating from its initial position. Therefore, if the initial position of the motor shaft is not accurately defined, the attitude error of the 3D point cloud will be caused.

(4) The uncertain time deviation may cause error. In the actual engineering operation, we found that although we require the 2D lidar and the stepper motor to start to work at the same time, there is an uncertain time deviation between the starting time of the 2D lidar and the starting time of the stepper motor. The value of this time deviation is very small, but it is enough to have a significant impact on the accuracy of the 3D point cloud. The reason for the uncertain time deviation is that the response time of the 2D lidar and stepper motor to the command is inconsistent and not constant, as mentioned in [16]. Because both the transmission of the command and the response of the motor or the 2D lidar take time, there is an uncertain time deviation between the time when the controller starts to send the command to the motor and the time when the motor starts to work. Similarly, there is an uncertain time deviation between the time when the controller starts to send the command to the 2D lidar and the time when the 2D lidar starts to work. The uncertainty of the transmission time of the command and the response time of the device is a common problem which is difficult to solve. Because of this problem, we can mark the time when the controller starts to send the command to the motor or the 2D lidar in the program, we cannot know the actual working time of the motor or 2D lidar. This is the cause of the uncertain time deviation between the starting time of the 2D lidar and the starting time of stepper motor. For each 3D scan of a rotating 2D lidar, this time deviation is uncertain, so
the shape and attitude error of the 3D point cloud for each scan is also uncertain (see Figure 1). The reason for the shape error of the 3D point cloud can be analyzed as follows. Due to the uncertain time deviation, there may be two situations. One is that the motor starts to rotate after the 2D lidar has started scanning continuously for a short period of time. The 3D point cloud collected in this case is shown in Figure 1b. At the position where the motor starts to rotate (the beginning of the yellow circular arrow), there is a shape error marked by red line. The other situation is that the motor starts working earlier than the 2D lidar, so that the motor has stopped rotating before the 2D lidar stops scanning. The 3D point cloud collected in this case is shown in Figure 1c. At the position where the motor stops rotating (the end of the yellow circular arrow), there is a shape error marked by red line. In either case, a shape error of the 3D point cloud will result. In addition, the attitude error can also be caused. Therefore, the uncertain time deviation between the starting time of the 2D lidar and the starting time of stepper motor is one of the reasons for the uncertain error of the 3D point cloud in shape and attitude.

In addition to item 1 of the above 4 items, it is our work to exclude the errors in the other three items. Unfortunately, these three errors mentioned above may be uncertain, for the acceleration and deceleration curve of the motor shaft may be uncertain, the response time of the photoelectric switch may be uncertain, especially, the time deviation between the moment when the 2D lidar starts to work and the moment when stepper motor starts to work may be uncertain, too. Due to the above uncertainties, the shape and attitude error of the 3D point clouds may also be uncertain.

The effect of item 2, 3 and 4 on the 3D point cloud can be divided into two categories, one is shape error and the other is attitude error, as shown in Figure 1. For simplicity, we first only analyze the shape error of the 3D point cloud.

According to Formulas (1)–(3), we can find that if the shape of the 3D point cloud is correct, the necessary and sufficient condition is that the stepper motor rotates at constant angular velocity $\omega$ during the continuous scanning of the 2D lidar. The acceleration and deceleration of motor shaft in item 2 will cause the shape error of the 3D point cloud. We have tried to estimate the approximate speed curve of the motor shaft, and to eliminate the shape error of the 3D point cloud. It turns out that this is not feasible. First, the acceleration and deceleration curve of the motor shaft may not be constant. Second, the shape error of the 3D point cloud is not entirely attributed to the acceleration and deceleration of motor shaft. The uncertain time deviation in item 4 also has a significant impact on the shape of the 3D point cloud. Therefore, the shape error of 3D point cloud cannot be effectively eliminated by estimating the approximate speed curve of the motor shaft.

If the action sequence of the 2D lidar and the stepper motor is modified, making the motor start to work earlier and stop working later than the 2D lidar, the acceleration and deceleration of motor shaft will be staggered with the working time of the 2D lidar, as shown in Figure 2. In this way, before the continuous scanning of the 2D lidar, the shaft of the stepper motor has been accelerated and rotates at constant angular velocity $\omega$. After the 2D lidar stops scanning, the stepper motor starts to decelerate. During the continuous scanning of the 2D lidar, the stepper motor rotates 180° at constant angular velocity $\omega$. The advantage of the modified action sequence is that the factors causing the shape error of the 3D point cloud in item 2 and item 4 can be excluded, and the 3D point cloud with correct shape can be obtained.

Through the above method, the uncertain shape error of the 3D point cloud can be eliminated, but the uncertain attitude error of the 3D point cloud is still remains to be solved. Due to the error of the photoelectric switch (which is mentioned in item 3), it is impossible to accurately define the initial position of the motor shaft. Due to the uncertainty of the acceleration and deceleration curve (which is mentioned in item 2) and the uncertain time deviation between the starting time of the 2D lidar and the starting time of the motor (which is mentioned in item 4), it is impossible to know how much angular rotation the motor shaft has rotated at the moment the 2D lidar starts to work. Therefore, it is impossible
to know the position of the motor shaft when a rotating 2D lidar starts a 3D scan. This will cause the attitude error of the 3D point cloud, and the error is uncertain. Due to the uncertainty of the error, we cannot calibrate it in general way by finding a constant to offset it.

![Figure 2. Improved action sequence of the 2D lidar and stepper motor.](image_url)

Generally speaking, for the calibration of error, if the error to be calibrated is constant (such as mechanical installation error), the calibration of this error will be relatively easy. Because the mechanical installation error is constant, unless the mechanical parts are re-installed. In order to calibrate this kind of error, we can find a constant estimated value for it.

In our research, the error to be calibrated is not constant. This increases the difficulty of the calibration of this error. For each 3D scan of our prototype, the true value of this error is different. We cannot find a constant estimated value for it according to the conventional calibration methods.

As for why this error is uncertain, we have already analyzed the reasons above. Some factors include some uncertainties (such as uncertain motor acceleration and deceleration curve, uncertain response time of photelectric switch, uncertain time deviation between the starting time of the 2D lidar and the starting time of the stepper motor), and the combination of these uncertainties leads to the uncertainty of this error. Because this error is shown on the attitude of the 3D point cloud, therefore, we call it uncertain attitude error in our paper.

The calibration of the uncertain attitude error of the 3D point cloud is the focus of this paper. To solve this problem, a triangular plate is used as a reference object, which is installed on the rotating unit as part of the prototype. We recognize the corresponding part of the triangular plate in the scanned 3D point cloud, and correct the attitude of the 3D point cloud according to the known position of the triangular plate.

3. System Modeling

3.1. Overview of Prototype

The prototype we built is simple. A 2D lidar Hokuyo UST-10LX [30] is used to scan the environment, its angle resolution is 0.25°. A 42-stepper motor with its driver and controller are used to rotate the 2D lidar. A photoelectric switch is used for the definition of the initial position of the motor shaft. In addition to the above-mentioned electronic devices, there are also some mechanical parts. A connector is used for it is necessary to fix the 2D lidar on the motor shaft, and sufficient installation accuracy should be ensured. A shading sheet which rotates with the motor shaft is required to block the light beam of the photoelectric switch so as to trigger it. A triangular plate is needed to correct the attitude of the 3D point cloud. The photo of our prototype is shown in Figure 3.
When the motor shaft rotates in a 3D scan, after each 3D scan, it is necessary to return the motor shaft to the original position, because due to the limitation of the cable, the motor can only rotate in a certain range and cannot rotate continuously. In some prototypes mentioned by several literatures (such as [8]), a slip ring is used to connect the rotating end (the 2D lidar) and the stationary end (the stationary part of the rotating unit) of a rotating 2D lidar in power supply and communication. Under the action of the slip ring, the rotating cables of the 2D lidar is transformed into stationary cables. By using a slip ring, the motor can rotate the 2D laser continuously without twisting or pulling the cable. However, the use of a slip ring can also lead to an increase of weight, size and cost. Therefore, we have not used a slip ring in our prototype, as a result of which, we need to pay attention to the layout of the cable to ensure that the cable cannot be pulled when the motor shaft rotates in a 3D scan. After each 3D scan, it is necessary to return the motor shaft to the original position, because due to the limitation of the cable, the motor can only rotate in a certain range and cannot rotate continuously.

According to the different angular resolution in motor shaft direction, our prototype has 7 scanning modes. In mode 1, the angular resolution is lowest, and it takes only 1 s to finish a 3D scan, which is suitable for applications with high real-time requirement. In mode 7, the angular resolution is highest, and it takes 16 s to finish a 3D scan. In this mode, dense point cloud with meticulous details of the environment can be collected. These 7 scanning modes make our prototype suitable for different applications. The time \( T \) and the angular resolution \( \gamma \) of each mode are shown in Table 1. The relationship between \( T \) and \( \gamma \) is can be found in Equations (1) and (2).

### Table 1. Seven scanning modes of our prototype.

| Mode | 1  | 2  | 3  | 4  | 5  | 6  | 7  |
|------|----|----|----|----|----|----|----|
| \( T/\text{s} \) | 1  | 2  | 4  | 5  | 8  | 10 | 16 |
| \( \gamma/^{\circ} \) | 4.5| 2.25| 1.125| 0.9| 0.5625| 0.45| 0.28125 |

#### 3.2. Coordinate Conversion

The principle of our prototype is to combine the data collected by the 2D lidar with the rotation angle of the motor shaft, and then calculate the 3D coordinates of the sampling...
points. After that, the attitude of the point cloud is corrected according to the known position of the triangular plate. This process involves the conversion among three Cartesian coordinate frames, namely the coordinate frame of the 2D lidar (L), the coordinate frame of rotating unit before attitude correction (O‘) and the coordinate frame of rotating unit after attitude correction (O), as shown in Figure 4.

![Figure 4. Three Cartesian coordinate frames. The coordinate frame of the 2D lidar (L) is shown in green, the coordinate frame of rotating unit before attitude correction (O‘) is shown in blue, and the coordinate frame of rotating unit after attitude correction (O) is shown in red.](image)

The definition of the 2D lidar coordinate frame L-XLYLZL is as follows. The origin point L of this coordinate frame is the center of the 2D lidar scanning sector. The plane YLZL is coplanar with the scanning sector. The axis ZL is the middle line of the scanning sector, and the axis XL is perpendicular to the scanning sector. The position of coordinate frame L relative to the 2D lidar is fixed, but its position relative to rotating unit is not fixed, because the 2D lidar is rotational relative to rotating unit.

The definition of coordinate frame O‘-XY’Z’ is as follows. This is the coordinate frame of the rotating unit before attitude correction. The origin point O‘ of the coordinate frame is located on the rotating axis of the motor shaft, and the line composed of point L and point O‘ is perpendicular to the rotating axis of the motor shaft. The axis Z’ coincides with the rotation axis of the motor shaft and is parallel to the axis ZL of coordinate frame L. The axis Y’ coincides with the starting and ending positions of a 3D scan, as shown in Figure 5. Since the starting and ending positions of a 3D scan is uncertain (as described in Section 2), the position of coordinate frame O‘ relative to the rotating unit is uncertain, too.

The definition of coordinate frame O-XYZ is as follows. This is the coordinate frame of the rotating unit after attitude correction, its origin point O coincides with the origin point O‘ of coordinate frame O‘-XY’Z’. Its axis Z coincides with the axis Z’ of coordinate frame O‘-XY’Z’. Although the position of coordinate frame O relative to the rotating unit...
is uncertain, the position of coordinate frame \( O \) relative to the rotating unit is certain, and the positive direction of axis \( X \) parallel to the front direction of the prototype (as shown in Figure 4).

![Figure 5](image)  

**Figure 5.** The scanning sector of the 2D lidar does not coincide with the rotation axis of the motor shaft. They are parallel to each other, and the distance between them is 13.9 mm. This design can collect the 3D point cloud with a mark, which can roughly show the position of the motor shaft at the moment a 3D scan is started, that is, the position of the \( Y' \)-axis of coordinate frame \( O'-X'Y'Z' \).

In our prototype, the scanning sector of the 2D lidar does not coincide with the rotation axis of the motor shaft, and they are parallel to each other, the distance between them is 13.9 mm (as shown in Figure 4). The reason for this design can be explained in Figure 5. Through this design, we can collect the 3D point cloud with strip blank area and strip overlap area (from the top view). This is an important mark. The parts of the 3D point cloud on both sides of this mark are collected when the rotating 2D lidar starts or stops a 3D scan. This mark can roughly show the position of the motor shaft at the moment a 3D scan is started, that is, the position of the axis \( Y' \) of coordinate frame \( O'-X'Y'Z' \). We can find that for each 3D scan, the position of this mark relative to the 3D point cloud is not constant. For more details, see the experiment section in Section 5.

After introducing the definitions of the above three Cartesian coordinate frames, the conversion among them should be studied out. Our goal is to get 3D point cloud relative to coordinate frame \( O \) accurately, both in shape and attitude. Our raw data includes ranging data \( r \) and azimuth angle \( \theta \), which is obtained from the 2D lidar, and the rotation angle \( \phi_{\text{motor}} \) of the motor shaft. Among them, \( r \) can be obtained directly, while \( \theta \) and \( \phi_{\text{motor}} \) can be obtained by linear interpolation.

First, we calculate a 2D point \( p_L \) relative to coordinate frame \( L \) according to the ranging data \( r \) and azimuth angle \( \theta \)

\[
p_L = r \begin{bmatrix} 0 & s(\theta) & c(\theta) \end{bmatrix}^T
\]  (4)

where \( c(\cdot) \) and \( s(\cdot) \) are \( \cos \) and \( \sin \), respectively.

Second, we convert point \( p_L \) in coordinate frame \( L \) to the corresponding point \( p_{O'} \) in coordinate frame \( O' \)

\[
p_{O'} = R_M (R_L^{O'} p_L + t_L^{O'})
\]  (5)

where \( R_L^{O'} \) and \( t_L^{O'} \) are the rotation matrix and the translation vector from coordinate frame \( L \) to coordinate frame \( O' \) at the moment when a 3D scan is started, respectively. At this moment, axis \( X_L \) coincides with axis \( X' \), axis \( Y_L \) and axis \( Y' \) are parallel, axis \( Z_L \) and axis \( Z' \) are parallel, and the distance between point \( L \) and point \( O' \) is 13.9 mm. Therefore, We can know that \( R_L^{O'} = I \), \( t_L^{O'} = (13.9 \text{ mm } 0 \ 0)^T \). \( R_M \) is the rotation matrix calculated according to the rotation angle \( \phi_{\text{motor}} \) of the motor shaft, which shows the attitude change of coordinate frame \( L \) relative to its initial position after being rotated by the motor shaft. Since the direction of the rotation is along the axis \( Z' \), there is no rotation component in other directions, \( R_M \) can be calculated as:

\[
R_M = \begin{bmatrix}
c(\phi_{\text{motor}}) & -s(\phi_{\text{motor}}) & 0 \\
s(\phi_{\text{motor}}) & c(\phi_{\text{motor}}) & 0 \\
0 & 0 & 1
\end{bmatrix}
\]  (6)
where $\varphi_{\text{motor}}$ is calculated linearly according to the serial number of the corresponding point in all points. The total number of points in the point cloud obtained by a 3D scan of a rotating 2D lidar is denoted as $K$, the rotation angle of the motor shaft at the $k$-th point is:

$$\varphi^k_{\text{motor}} = \frac{k}{K} \times 180^\circ \quad (7)$$

Until now, we can get the 3D point cloud relative to coordinate frame $O'$, which has an uncertain attitude error, but no shape error. The calibration of this uncertain attitude error is the next step.

Third, we convert point $p_{O'}$ in coordinate frame $O'$ to the corresponding point $p_O$ in coordinate frame $O$

$$p_O = R_{O'O} p_{O'} \quad (8)$$

where $R_{O'O}$ is the rotation matrix from coordinate frame $O'$ to coordinate frame $O$. Since point $O'$ and point $O$ are coincident, the translation vector from coordinate frame $O'$ to coordinate frame $O$ is a zero vector. $R_{O'O}$ is calculated according to the angle $\varphi_{\text{offset}}$, while $\varphi_{\text{offset}}$ shows the deflection angle of the coordinate frame $O'$ relative to the coordinate frame $O$ in the $Z$-axis direction. Since the direction of the deflection is along the axis $Z'$, there is no rotation component in other directions, $R_{O'O}$ can be calculated as:

$$R_{O'O} = \begin{bmatrix} c(\varphi_{\text{offset}}) & -s(\varphi_{\text{offset}}) & 0 \\ s(\varphi_{\text{offset}}) & c(\varphi_{\text{offset}}) & 0 \\ 0 & 0 & 1 \end{bmatrix} \quad (9)$$

The remaining problem is to calculate the angle $\varphi_{\text{offset}}$. According to the above description, it can be known that for each 3D scan of a rotating 2D lidar, the value of angle $\varphi_{\text{offset}}$ is not constant. If we can accurately calculate the value of $\varphi_{\text{offset}}$ for each 3D scan, then we can eliminate the uncertain attitude error of the 3D point cloud according to Equations (8) and (9). As a result of which, we can get the 3D point cloud relative to coordinate frame $O$ accurately—both in shape and attitude.

The calculation method of the angle $\varphi_{\text{offset}}$ for each 3D scan will be described in more detail in the next section.

4. Method

4.1. Calibration of Uncertain Attitude Error of 3D Point Cloud

According to Equations (4)–(7), we have obtained the 3D point cloud with correct shape relative to the coordinate frame $O'$, which can be called point cloud $C_{O'}$. Next, we will correct the attitude error of point cloud $C_{O'}$ according to the value of the angle $\varphi_{\text{offset}}$. The angle $\varphi_{\text{offset}}$ is calculated as follows.

In the first step, the point cloud corresponding to the triangular plate (which is called $C_{\text{tri}}$) should be extracted from the point cloud $C_{O'}$. We define a special area (the blue area in Figure 6), and the point cloud in this area is the point cloud $C_{\text{tri}}$, which corresponds to the triangular plate, because there is only the triangular plate in this area and no other objects exist.

The blue area in Figure 6 is a semi-ring. Its inner radius is 62.5 mm, outer radius is 115.5 mm and the thickness is 20 mm. The cut surface of the half ring is aligned with the axis $Y'$ of the coordinate frame $O'$, and the axis of the half ring coincides with the rotation axis of motor shaft. There is only the triangular plate in this area and no other objects are allowed to exist, otherwise, the extracted point cloud will not only be the point cloud corresponding to the triangular plate, it will be mixed with the point clouds of other objects. Therefore, we need to pay attention to the following two points. First, there should be no other objects (such as cables) around the triangular plate, it may affect the extraction of the triangular plate. Second, as for the blue area, it is necessary to shrink its size as much as possible while ensuring that the triangular plate is fully included in it, this can reduce the probability of objects other than the triangular plate being included in the blue area. Since
the position of the coordinate frame $O'$ is uncertain relative to the rotating unit, the position of the triangular plate relative to the defined area is also uncertain, but this uncertainty is within a certain range. Therefore, as long as the central angle of the blue ring area is big enough, it can be ensured that the triangular plate can be completely included in it. In our work, the central angle is set to $180^\circ$, and then sufficient tests have been done. We found that in multiple tests of the 7 modes of our prototype, the triangular plate can be completely included in the defined blue area.

In the second step, the 3D coordinates of all the points in the point cloud $C_{tri}$ are averaged to calculate the center point $c$ of the triangular plate. This is done to find the middle line of the triangular plate, which is the perpendicular line from the point $c$ to the rotation axis of motor shaft. The angle $\alpha$ between the middle line and the front direction of the prototype (which is also the direction of X-axis direction of coordinate frame $O$) is known. It is a constant value, which depends on the installation position of the triangular plate on the prototype. The angle $\beta$ between the middle line and $X'$-axis of coordinate frame $O'$ can be calculated according to the 3D coordinates of the point $c$. According to the description above, the value of angle $\beta$ is uncertain. The angle between the X-axis of the coordinate frame $O$ and the $X'$-axis of the coordinate frame $O'$ is $\varphi_{\text{offset}}$. It can be seen from Figure 6 that the calculation formula for the angle $\varphi_{\text{offset}}$ is:

$$\varphi_{\text{offset}} = \alpha - \beta$$  \hspace{1cm} (10)

Until now, we have calculated the deflection angle $\varphi_{\text{offset}}$ of the coordinate frame $O'$ relative to the coordinate frame $O$ in the direction of $Z$-axis. Then, we can eliminate the uncertain attitude error of the 3D point cloud according to Equations (8) and (9). A point cloud relative to the coordinate frame $O$ can be obtained, this point cloud is called $C_O$. It is accurate both in shape and attitude.

A summary of the above process is as follows. Because of the uncertainty of the attitude error of the 3D point cloud, we cannot find a constant estimated value for it according to the conventional calibration methods. When using a conventional method.

Figure 6. In order to extract the point cloud $C_{tri}$ from the point cloud $C_{O'}$, we define a special area, which is shown in blue.
to calibrate the error, a constant estimated value of the error will be found out, and it is used to correct the adverse effects of the error. However, when the value of the error is not constant, the conventional method will fail.

To calibrate this uncertain attitude error, we use a triangular plate. It is fixedly installed on the prototype, so it is fixed relative to the coordinate frame O-XYZ. We can know its attitude relative to the coordinate frame O-XYZ according to the installation position of the triangular plate on the prototype.

In addition, we can extract the point cloud $C_{\text{tri}}$ corresponding to the triangular plate from the point cloud $C_O'$ and calculate its attitude relative to the point cloud $C_O'$. Since the attitude of the triangular plate relative to the point cloud $C_O'$ is known, and the attitude of the triangular plate relative to the coordinate frame O-XYZ is also known, therefore, the attitude of the point cloud $C_O'$ relative to the coordinate frame O-XYZ can be calculated, that is, the attitude error of point cloud $C_O'$ can be calculated. Here, the triangular plate plays a key role.

For each 3D scan of our prototype, we perform the above process to obtain the attitude error of the point cloud $C_O'$ corresponding to this scan. Although the attitude error of the point cloud $C_O'$ is not constant for each 3D scan, we can calculate it in each 3D scan. In this way, we can calibrate it.

The following items should be paid attention to when calculating the angle $\phi_{\text{offset}}$ with the above method.

(a) In our method, we define the middle line of the triangular plate according to the center point $c$. We have also tried to define the middle line by finding the point in point cloud $C_{\text{tri}}$ which is farthest from the rotation axis of the motor shaft (that is, the right-angled vertex of the triangular plate), it turns out that it is less accurate. The reason is obvious, the center point $c$ is calculated based on all the points in point cloud $C_{\text{tri}}$, while the farthest point is just one point selected from point cloud $C_{\text{tri}}$. Therefore, the former is more accurate. Moreover, the accuracy of the 2D lidar Hokuyo UST-10LX we use in our prototype is $\pm 40\text{mm}$. At this level of accuracy, it is necessary to use the average of multiple points instead of a single point to define the middle line of the triangular plate.

(b) The larger the triangular plate is, the more points are contained in the point cloud $C_{\text{tri}}$, and the calculation of the center point $c$ is less affected by the accidental error. However, if the size of the triangular plate is too large, it will be inconvenient. The triangular plate installed on our prototype is an isosceles right triangle. The lengths of its three edges are 79.2 mm, 79.2 mm and 112 mm respectively.

(c) The distance between the triangular plate and the motor shaft should be moderate. If the distance is too close, a part of the triangular plate will be in the blind area of the scanning field and cannot be scanned. If the distance is too far, the beam of 2D lidar will irradiate the triangular plate at a more inclined angle, and the number of the points contained in the point cloud $C_{\text{tri}}$ will be reduced. In our prototype, the distance between the base edge of the isosceles right triangle and the rotation axis of the motor shaft is 54.75 mm.

(d) Since the center point $c$ is calculated by averaging the 3D coordinates of all the points in point cloud $C_{\text{tri}}$, the points in point cloud $C_{\text{tri}}$ should be evenly distributed on the surface of the triangular plate. Therefore, the strip blank area and strip overlap area shown in Figure 5 should be staggered with the point cloud $C_{\text{tri}}$. This should be considered when determining the installation position of the triangular plate on the prototype. The installation position determines the value of the angle $\alpha$. In our prototype, $\alpha = 30^\circ$.

4.2. Calibration of Installation Error of Triangular Plate

In the actual tests, we found the following problems. Due to the installation error of the triangular plate on the prototype, the actual value of the angle $\alpha$ is inconsistent with the expected value (which is $30^\circ$), this will make point cloud $C_O'$ still have an attitude
error. Even seemingly trivial installation errors can result in obvious attitude error of point clouds $C_O$. Unlike the uncertain attitude error described above, the attitude error here is constant. In order to calibrate this error, we need to find the optimal estimated value $\alpha^*$. This is an optimization problem. Since this error originates from the installation error of the triangular plate, only one calibration is required for this error, unless the installation position of the triangular plate has been changed, that is, it has been removed and reinstalled. If the installation position of the triangular plate has been changed, the error needs to be calibrated again.

We need to quantify the attitude error of the point cloud $C_O$. Through the work described above, the point cloud $C_O$ is already known. We collect the 3D point cloud of the conference room once again according to the method described in Figure 1, and perform the following processing on the 3D point cloud. We extract the planes corresponding to the 4 walls of the room, and calculate their unit normal vectors $n_1, n_2, n_3, n_4$ (this can be done through Point Cloud Library [31]), as shown in Figure 7.

![Figure 7](image_url)

**Figure 7.** Extract the planes corresponding to the 4 walls of the conference room, and calculate their unit normal vector. (a) The top view of the room, where the red bold line is the walls used to extract the planes. Our selection criterion is as follows. The area of the walls should be large so as to facilitate the extraction of the planes. Besides, walls with windows should be avoided, because irregularly shaped curtains may interfere with the extraction of the planes; (b) the 3D point cloud of the conference room, from which we extracted the planes corresponding to 4 walls. We marked them with different colors to distinguish them. There are 6 vectors in (b), where the vectors $n_1, n_2, n_3, n_4$ are the unit normal vectors of the 4 planes, and the vectors $i$ and $j$ are the unit normal vectors of $X$-axis and $Y$-axis of coordinate frame $O$.

Theoretically, the 3D point cloud in Figure 7 should not be skewed relative to the conference room. However, due to the installation error of the triangular plate, the actual value of the angle $\alpha$ is inconsistent with the expected value, resulting in a slight angular deflection of the 3D point cloud in the direction of $Z$-axis. This causes the attitude error of the point cloud $C_O$. This error is denoted as $E_{atti}$, and we quantify $E_{atti}$ by Formula (11)

$$E_{atti} = |n_1 \cdot i| + |n_3 \cdot i| + |n_2 \cdot j| + |n_4 \cdot j|$$

(11)

In Formula (11), we quantify the attitude error $E_{atti}$ of the point cloud $C_O$ through the sum of the absolute values of the inner product of the unit vector. The vectors $n_1, n_2, n_3, n_4$ are unit normal vectors extracted from the point cloud $C_O$, and they correspond to the 4 walls shown in Figure 7. The vectors $i$ and $j$ are unit vectors of the $X$-axis and $Y$-axis of the coordinate frame $O$, respectively. The vectors $i$ and $j$ are fixed because the coordinate frame $O$ is fixed relative to the stationary part of the prototype, the positive direction of $X$-axis parallel to the front direction of the prototype (see Section 3.2). In Figure 7, we put the prototype in the conference room in a fixed and not-skewed way. Therefore, the coordinate frame $O$ is fixed and not-skewed relative to the conference room.

If there is not any skew for point cloud $C_O$ relative to coordinate frame $O$, the vectors $n_1$ and $n_3$ are perpendicular to the vector $i$, and the vectors $n_2$ and $n_4$ are perpendicular...
to the vector $j$, as a result of which, $E_{\text{atti}} = 0$. While the angular deflection of the 3D point cloud $C_O$ is between $-90^\circ$ and $+90^\circ$, $E_{\text{atti}}$ increases as the absolute value of the angular deflection increases. Obviously, in the actual situation, the angular deflection of the 3D point cloud $C_O$ cannot exceed the above range.

We denote the skew angle of the point cloud $C_O$ as $\varphi_{\text{error}}$, that is, the angular deviation of the point cloud $C_O$ relative to the correct attitude in the direction of $Z$-axis. If we rotate point cloud $C_O$ by angle $\varphi_{\text{error}}$ to make it coincide with the correct attitude, then we can make $E_{\text{atti}} = 0$. Since the vectors $n_1, n_2, n_3, n_4$ are extracted from the point cloud $C_O$, while we rotate point cloud $C_O$, vectors $n_1, n_2, n_3, n_4$ are also be rotated. We substitute the rotated vectors into Formula (11), and we can get the following formula:

$$f(\varphi_{\text{error}}) = |R_{\text{error}}n_1 \cdot i| + |R_{\text{error}}n_3 \cdot i| + |R_{\text{error}}n_2 \cdot j| + |R_{\text{error}}n_4 \cdot j|$$  \hspace{1cm} (12)

where $R_{\text{error}}$ is a rotation matrix calculated according to angle $\varphi_{\text{error}}$

$$R_{\text{error}} = \begin{bmatrix}
    c(\varphi_{\text{error}}) & -s(\varphi_{\text{error}}) & 0 \\
    s(\varphi_{\text{error}}) & c(\varphi_{\text{error}}) & 0 \\
    0 & 0 & 1
\end{bmatrix}$$  \hspace{1cm} (13)

It is easy to find that, ideally:

$$f(\varphi_{\text{error}}) = 0$$  \hspace{1cm} (14)

The angle $\varphi_{\text{error}}$ is numerically equal to the difference between the actual value and the expected value of angle $\alpha$, that is:

$$\varphi_{\text{error}} = \alpha - 30^\circ$$  \hspace{1cm} (15)

where $30^\circ$ is the expected value of the angle $\alpha$. Combining Formulas (12), (13), (15), we can change the independent variable of the function $f(\varphi_{\text{error}})$ from $\varphi_{\text{error}}$ to $\alpha$, that is, function $f_{\text{cost}}(\alpha)$ can be constituted, as shown below:

$$f_{\text{cost}}(\alpha) = |R_{\text{error}}n_1 \cdot i| + |R_{\text{error}}n_3 \cdot i| + |R_{\text{error}}n_2 \cdot j| + |R_{\text{error}}n_4 \cdot j|$$  \hspace{1cm} (16)

where $R_{\text{error}}$ has been changed to:

$$R_{\text{error}} = \begin{bmatrix}
    c(\alpha - 30^\circ) & -s(\alpha - 30^\circ) & 0 \\
    s(\alpha - 30^\circ) & c(\alpha - 30^\circ) & 0 \\
    0 & 0 & 1
\end{bmatrix}$$  \hspace{1cm} (17)

It is easy to find that, ideally:

$$f_{\text{cost}}(\alpha) = 0$$  \hspace{1cm} (18)

Next, we need to find the actual value of angle $\alpha$. This is an optimization problem, our goal is to find $\alpha^*$ through:

$$\alpha^* = \arg \min F_{\text{cost}}(\alpha)$$  \hspace{1cm} (19)

where

$$F_{\text{cost}}(\alpha) = \frac{1}{2} \sum_{m=1}^{M} \left(f_{\text{cost}}(\alpha_m)\right)^2$$  \hspace{1cm} (20)

In Formula (20), $M$ is the total number of measurements, and $m$ is the serial number of a certain measurement. The optimization requires multiple 3D scans, because it is necessary to eliminate the interference of random factors, so that the actual value of angle $\alpha$ can be estimated more accurately.

We did 50 repeated scans in the highest resolution mode (mode 7, see Table 1) according to the method described in Figure 7, and used these 50 3D point clouds $C_O$ as the input of the optimization algorithm, that is, $\{C_O^1, C_O^2, C_O^3, \ldots, C_O^{50}\}$. The optimized value of angle
\( \alpha \) is the output of the algorithm. The reason why mode 7 is used is that in lower resolution mode (such as mode 1), the points in point cloud \( C_{\text{tri}} \) are sparser, so that the error of the 3D coordinate of the center point \( c \) is bigger. The inaccuracy of point \( c \) leads to the inaccuracy of angle \( \beta \). Since the value of the angle \( \alpha \) is constant, through Equation (10) we can know that the angle \( \phi_{\text{offset}} \) inherits the inaccuracy of the angle \( \beta \), which ultimately leads to the inaccuracy of the attitude of point cloud \( C_O \), as shown in Equations (8) and (9).

Although the attitude of point cloud \( C_O \) has been corrected, there are still residual errors remaining. One stems from the above-mentioned inaccuracy of point \( c \), which is particularly obvious in low-resolution mode. The other stems from the constant error of the angle \( \alpha \) caused by the installation error, which depends on the accuracy of the installation and has nothing to do with the scanning mode. In low-resolution mode, the former is the main factor. The phenomenon is that the attitude of point cloud \( C_O \) obtained from several 3D scans is slightly different. In the high-resolution mode, the latter is the main factor. The phenomenon is that the attitude of the point cloud \( C_O \) obtained from several 3D scans is almost the same, but there is a constant difference between the attitude of point cloud \( C_O \) and the correct attitude. Here we focus on the latter, and calibrate the installation error of the triangular plate. Therefore, we use the highest resolution mode to collect data as the input of our optimization algorithm, for the purpose of avoiding the above-mentioned first type of error as much as possible, that is, the error caused by low resolution.

In our optimization algorithm, we use the Levenberg–Marquardt method [32,33] to estimate the angle \( \alpha \). Because the initial value and the final optimization result are very close (the installation error is generally small), the initial value is set as \( \alpha_0 = 30^\circ \). Our optimization algorithm is shown in Algorithm A1, which is in Appendix C.

By Algorithm A1, we can estimate the value of angle \( \alpha \), \( \alpha = 29.3598^\circ \). In Equation (10) for the calculation of \( \phi_{\text{offset}} \), the value of angle \( \alpha \) is replaced from the expected value of 30\(^\circ\) to the value estimated by Algorithm A1.

Until now, we can accurately calculate the angle \( \phi_{\text{offset}} \) between point cloud \( C_{O'} \) relative to coordinate frame \( O' \) and point cloud \( C_O \) relative to coordinate frame \( O \). Since point cloud \( C_{O'} \) and angle \( \phi_{\text{offset}} \) are both known, point cloud \( C_O \) can be calculated according to Equations (8) and (9). It is accurate both in shape or attitude.

Summarizing our method, in Sections 2 and 3, we obtained the 3D point cloud \( C_{O'} \), which has an uncertain attitude error, but no shape error. In Section 4.1, we calibrated the uncertain attitude error of the point cloud \( C_{O'} \) by using a triangular plate. In Section 4.2, we corrected the installation error of the triangular plate. Through the above steps, we can use our prototype to obtain a 3D point cloud with correct shape and attitude. We have calibrated the matching error between the 2D lidar and the motor at low cost. Unlike the existing methods, we do not need a sensor to measure the rotation angle of the motor shaft, which is costly.

5. Experiments
5.1. Effectiveness Test
5.1.1. Data of Experiments

According to the method described in Figure 7, a total of 70 point clouds were collected, which can be divided into 2 groups, one is without attitude correction, and the other is with attitude correction. In each group, 7 modes of the prototype were tested respectively, and 5 point clouds were collected in each mode.

First, we show the data qualitatively. In Figure 8, the top views of these 70 3D point clouds are listed, which can show the attitude of the 3D point cloud. The red 3D point cloud was obtained without attitude correction (that is, point cloud \( C_{O'} \)), and the blue 3D point cloud was obtained with attitude correction (that is, point cloud \( C_O \)).

It can be found from Figure 8 that the attitudes of the 3D point clouds without correction (which are red) are uncertain. This uncertainty exists not only between different modes, but also between different 3D point clouds in the same mode. In comparison, the attitudes of the 3D point clouds with correction (which are blue) are roughly constant. In
the following, the attitudes of 3D point clouds will be showed quantitatively by the curves of data.

| Mode | Serial numbers |
|------|----------------|
| 1    | 1              |
| 2    | 2              |
| 3    | 3              |
| 4    | 4              |
| 5    | 5              |

Figure 8. Cont.
Figure 8. Top views of 70 3D point clouds.

In order to highlight the strip blank area and strip overlap area of each 3D point cloud, we marked them by a thick orange line. It is the position of the motor shaft when a 3D scanning starts. For the 3D point clouds without attitude correction, although their attitudes are roughly the same, the positions of the thick orange lines relative to the 3D point clouds are not the same. As mentioned above, the thick orange line shows the position of the motor shaft when a rotating 2D lidar starts a 3D scan, that is, the position of the \( Y' \)-axis in the coordinate frame \( O' \). Since this position is not constant for each 3D scan, the position of thick orange line relative to the 3D point cloud is different for different 3D point clouds.

Next, we show the data quantitatively. We calculated the angle \( \phi_{\text{error}} \) of each 3D point cloud in Figure 8 through Equations (12)–(14). It is worth noting that \( f(\phi_{\text{error}}) = 0 \) in Formula (14) is under ideal conditions. During data processing, we calculated the \( \phi_{\text{error}} \) that minimizes \( f(\phi_{\text{error}}) \) as the result.

The values of angle \( \phi_{\text{error}} \) of 70 3D point clouds are shown in Figure 9. We used a line chart to make it more intuitive. The horizontal axis is the number of the mode, that is, mode 1 to mode 7 of the prototype. The vertical axis is the value of angle \( \phi_{\text{error}} \), its units are degrees. Looking down on a 3D point cloud, if the offset is clockwise relative to the correct attitude, \( \phi_{\text{error}} \) is positive, while a counterclockwise offset relative to the correct attitude, indicates negative error. The red line corresponds to the 3D point clouds without attitude correction, and the blue line corresponds to the 3D point clouds with attitude correction. For each line, it is divided into 7 segments by 7 modes, and there are 5 sampling points in each mode, which corresponding to 5 3D point clouds collected in this mode.
Figure 10. The maximum, average, and minimum values of angle $\phi_{\text{error}}$ of 70 3D point clouds.

For the values of angle $\phi_{\text{error}}$ of the 5 sampling points in each mode, we calculated the maximum, average and minimum values respectively, as shown in Figure 10.

Through the above experimental data, we can know the following points.

5.1.2. Characteristics of Uncertain Attitude Error

Here, we only considered the sample data without attitude correction. The characteristics of uncertain attitude error were found out.

From mode 1 to mode 7, there is an obvious decreasing trend for the value of the uncertain attitude error. According to Section 2, an important reason for the uncertain attitude error of the 3D point cloud is the uncertain time deviation between the starting time of the 2D lidar and the starting time of the motor. Although the value of this time deviation is uncertain, it changes within a certain range. Therefore, in general, the faster the motor shaft rotates during this time deviation, the larger the attitude error of the 3D point cloud tends to be. The red part of Figures 8–10 verify this analysis. From mode 1 to mode 7, the scanning resolution of a rotating 2D lidar is getting higher and higher, and the speed of the motor shaft is getting slower and slower. Therefore, there is a tendency that the attitude error is reduced. However, individual cases that violate this trend still
exists. There is a sampling point in the segment corresponding to mode 5 of the red line in Figure 9 (the 22nd point), and its attitude error is much larger than other sampling points in the mode 5 segment, and also much larger than the sampling points in the mode 4 segment. During our tests, cases like this are not unique. This is because although there is a strong correlation between the uncertain attitude error of the 3D point cloud and the speed of the motor shaft, other factors also count. First, the value of the time deviation is uncertain. The response time of the photoelectric switch and the acceleration characteristics of the motor may also have impacts on the uncertain attitude error. We have analyzed this in detail in Section 2.

From mode 1 to mode 7, there is an obvious decreasing trend for the uncertainty of the uncertain attitude error. During the uncertain time deviations, the faster the shaft of the motor rotates, the greater the uncertainty of the time deviation will be transformed into the uncertainty of the attitude of the 3D point cloud. The red part of Figure 10 validates this analysis, which shows the maximum, average, and minimum attitude errors of the 5 3D point cloud collected in each mode. Obviously, there is an overall trend that the higher the resolution of the scanning mode, the closer these three values are, which means that the uncertainty of the uncertain attitude error turns smaller.

### 5.1.3. Characteristics of Our Algorithm

Here, we only considered the sample data with attitude correction. The characteristics of our algorithm were found out.

It can be seen from the blue part of Figures 9 and 10 that for the high-resolution mode, the attitude error of the corrected 3D point cloud is smaller and more certain. For the low-resolution mode, the attitude error of the corrected 3D point cloud is larger and more uncertain. The reason has been analyzed in Section 4.2, because the points in point cloud \( C_{\text{tri}} \) obtained in the low-resolution mode are relatively sparse, so that the calculated center point \( c \) has a large error. The error is shown in two points, one is that the calculated value of center point \( c \) has a large deviation from the true value, the other is that the calculated value of center point \( c \) is greatly uncertain in each 3D scan. The above two points will lead to a large and uncertain error of angle \( \beta \), because the angle \( \beta \) is calculated according to the 3D coordinates of the point \( c \). As a result, a large and uncertain error of angle \( \varphi_{\text{offset}} \) is caused. This can be seen from Formula (10). Where \( \alpha \) is a constant value. According to Formulas (8) and (9), this can finally result in a large and uncertain attitude error of the point cloud \( C_{O} \).

### 5.1.4. Effectiveness of Our Algorithm

Here, we compared the sample data without attitude correction and the sample data with attitude correction to evaluate the effectiveness of our algorithm.

It can be seen from the value of \( \varphi_{\text{error}} \) that the attitude error is eliminated by our algorithm. This can be clearly seen from Figures 8–10, the 3D point clouds without attitude correction (which is red) are obviously skew, and there are obvious deviations between their \( \varphi_{\text{error}} \) and 0, while the attitudes of the 3D point clouds with attitude correction (which is blue) are correct, and their \( \varphi_{\text{error}} \) approach 0.

It can be seen from the uncertainty of \( \varphi_{\text{error}} \) that, in general, in the same mode, the uncertainty of \( \varphi_{\text{error}} \) of a 3D point cloud with attitude correction is smaller than that of a 3D point cloud without attitude correction (as shown in Figure 10). Comparing the red part and blue part of Figure 10, our algorithm reduces the uncertainty of \( \varphi_{\text{error}} \), especially in low-resolution mode. In high-resolution mode, our algorithm does not show obvious performance in reducing the uncertainty of \( \varphi_{\text{error}} \). After all, in high-resolution mode, the uncertainty of the attitude of the 3D point cloud is very small—even without attitude correction. However, mutation point which is similar to the 22nd point of the red line showed in Figure 9 cannot be excluded. Our algorithm can deal with this situation.
Our algorithm is effective, whether it is to reduce the attitude error of the 3D point cloud, or to reduce the uncertainty of the 3D point cloud attitude. As for whether the accuracy of our algorithm can meet the application requirements, we will analyze it below.

5.2. Accuracy Test and Application Evaluation

In this section, we evaluated whether the accuracy of our method can meet the requirements of the application. We used the 3D mapping of indoor autonomous mobile robots as the actual application, because a rotating 2D lidar is widely used in the 3D mapping of indoor mobile robots [17,34–36], and the 2D lidar Hokuyo UST-10LX [30] used in our prototype is a product mainly used for indoor. In this application, the main negative effect of the attitude error of the 3D point cloud is to make the robot navigate in the wrong direction, thereby increasing the risk of crashing the wall. The variation curve of the mapping error $E_{\text{map}}$ with distance $d$ in 7 modes is shown in Figure 11. The mapping error $E_{\text{map}}$ is calculated by the following formula

$$E_{\text{map}} = d \cdot \tan(\phi_{\text{error}})$$  \hspace{1cm} (21)

There are 7 graphs in Figure 11, which correspond to the 7 scan modes of the prototype. The horizontal axis of the graph is the distance $d$, its units are meters. The vertical axis of the graph is the mapping error $E_{\text{map}}$, its units are millimeters. The maximum range of the horizontal axis $d$ is 10 m, which is the range of the 2D lidar we used in our prototype. The three curves in each graph are the variation curve of $E_{\text{map}}$ with distance $d$ calculated according to the average, maximum and minimum values of angle $\phi_{\text{error}}$, respectively. The area between the top curve and the bottom curve represents the variation range of the attitude error of the 3D point cloud in this mode.

We took $\pm 50$ mm as a standard, and marked the corresponding $d$ while the mapping error $E_{\text{map}}$ of each mode is limited within $\pm 50$ mm in Figure 11. Even in mode 1, which has the lowest accuracy, the mapping error $E_{\text{map}}$ can be limited within $\pm 50$ mm at $d = 2.2996$ m. In mode 7, the mapping error $E_{\text{map}}$ at the measuring range $d = 10$ m can be limited within $\pm 50$ mm. For 3D mapping of indoor autonomous mobile robots, a mapping error of $\pm 50$ mm is acceptable. After all, the accuracy of the 2D lidar Hokuyo UST-10LX used in our prototype is $\pm 40$ mm [30]. Moreover, after the robot has approached a target (such
as a door), the rotating 2D lidar mounted on it can 3D scan again to refresh the 3D map. According to Formula (21), the mapping error $E_{map}$ of this target will be reduced because the distance is closer.

The above analysis has verified that the accuracy of our method can meet the requirements of 3D mapping of indoor autonomous mobile robots.

6. Conclusions

For a rotating 2D lidar, the inaccurate matching between the 2D lidar and the motor is an important cause of the shape and attitude error of the 3D point cloud. To solve this problem, existing methods need to synchronize the 2D lidar data and the motor shaft by measuring the angle position of the motor shaft. To measure the angle position of the motor shaft, either a complicated and expensive servo system with absolute positioning function is required, or the motor needs to be equipped with a precise angular displacement sensor, such as an absolute encoder. This will greatly increase the cost.

Our method eliminates the shape and attitude error of the 3D point cloud caused by the inaccurate matching between the 2D lidar and the motor, without using a servo system or encoder. First, we modified the sequence between the motor and the 2D lidar to make the motor start working earlier and stop working later than the 2D lidar, so that the shape of the 3D point cloud is no longer affected by the acceleration and deceleration of the motor, a 3D point cloud with correct shape can be obtained. Next, we eliminated the uncertain error of the attitude of the 3D point cloud through a triangular plate fixed on the prototype. Finally, we calibrated the installation error of the triangular plate by using Levenberg–Marquardt method. We verified the effectiveness and accuracy of our method by experiments. The results show that the collected 3D point cloud can meet the requirements of 3D mapping of an indoor autonomous mobile robot. Through our work, while reducing the cost, the accuracy is ensured. Our work provides a new idea for the cost reduction of a rotating 2D lidar.

Our method can not only calibrate the matching error between the 2D lidar and the motor, but also partially calibrate the installation error between the 2D lidar and the motor shaft. The installation error is 6-DOF, containing a 3-DOF translation and 3-DOF rotation [4]. The direction of one of the rotation errors is the same as the rotation direction of the motor shaft. It will not cause the shape error of the 3D point cloud, but it will cause the attitude error of the 3D point cloud. Due to its characteristic that it will not cause the distortion in shape of the 3D point cloud, it is difficult to calibrate it [1,5], while our method can calibrate it.

As for future work, we have noticed that the real-time performance of a rotating 2D lidar is very poor, and its 3D scanning frequency is often not higher than 1Hz. Therefore, when a rotating 2D lidar is scanning, the movement of the platform carrying the rotating 2D lidar will cause the distortion of the 3D point cloud [24,25,27]. Therefore, for a rotating 2D lidar, it is not enough to obtain an accurate 3D point cloud in static state, it is necessary to study how to eliminate the distortion of the 3D point cloud in motion state. Our follow-up plan is to combine our method with an algorithm that calibrates the distortion of the 3D point cloud in a dynamic environment. We will try to collect an accurate 3D point cloud (which is accurate both in shape and attitude) in a dynamic environment, by using a low-cost rotating 2D lidar which does not require an angular sensor to measure the angle of motor shaft.
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Appendix A

The notations used throughout this paper have been listed in Table A1.

Table A1. Nomenclature.

| Symbol | Explanation |
|--------|-------------|
| γ      | Angular resolution of rotating 2D lidar in the direction of motor shaft. |
| n      | Number of 2D lidar scans included in a 3D scan. |
| f      | The scanning frequency of 2D lidar is f, which can be found in its product manual. |
| T      | The time used by a 3D scanning of a rotating 2D lidar is T. |
| ω      | The angular velocity of the motor shaft in a rotating 2D lidar is ω. |
| L      | The coordinate frame of 2D lidar. |
| O′     | The coordinate frame of rotating unit (before attitude correction). |
| O      | The coordinate frame of rotating unit (after attitude correction). |
| r      | Ranging data of 2D lidar. |
| ϕ      | The azimuth angle in the scanning sector of the 2D lidar corresponding to the ranging data r. |
| p_C    | A 3D point with respect to coordinate frame L, it is calculated according to the data of 2D LIDAR. |
| R_C′   | Rotation matrix from coordinate frame L to coordinate frame O′ at the moment when a 3D scan of a rotating 2D lidar is started. |
| r_C′   | The translation vector from coordinate frame L to coordinate frame O′ at the moment when a 3D scan of a rotating 2D lidar is started. |
| ϕ_motor | Rotation angle of the motor shaft corresponding to the ranging data r. |
| R_M    | The rotation matrix calculated according to the rotation angle ϕ_motor of the motor shaft. |
| K      | The total number of points in the 3D point cloud obtained by a 3D scan of a rotating 2D lidar. |
| k      | The ordinal number of a point in all points of a 3D point cloud. |
| p_C′,   | A 3D point with respect to coordinate frame O′, which is converted from point p_C in coordinate frame L. |
| ϕ_offset | The deflection angle of the coordinate frame O′ relative to the coordinate frame O in the Z-axis direction. |
| R_C′   | The rotation matrix calculated according to ϕ_offset. |
| p_O    | A 3D point with respect to coordinate frame O, which is converted from point p_C in coordinate frame O′. |
| C_O′   | A 3D point cloud with respect to coordinate frame O′, which is collected by a rotating 2D lidar. |
| C_L    | A point cloud corresponding to the triangular plate extracted from the point cloud C_O′. |
| ε      | The center point of the triangular plate. |
| α      | The angle between the middle line of the triangular plate and the front direction of the prototype (which is also the positive direction of the axis X of coordinate frame O). |
| β      | The angle between the middle line of the triangular plate and the axis X′ of the coordinate frame O′. |
| C_O    | A 3D point cloud with respect to coordinate frame O, which is converted from point cloud C_O′ through rigid body transformation. |
| n1−n4  | The unit normal vectors of the planes corresponding to the 4 walls of the room in the point cloud C_O, respectively. |
| i,j    | The unit normal vectors corresponding to X-axis and Y-axis of coordinate frame O, respectively. |
| E_atti | The attitude error of point cloud C_O, which is expressed as the sum of absolute values of vector inner product. |
| ϕ_error | The attitude error of point cloud C_O, which is expressed as an angle. |
| R_error | The rotation matrix calculated according to the angle ϕ_error. |
| f(ϕ_error) | A function showing the attitude error of the point cloud C_O, with ϕ_error as the independent variable. |
| f_cost(a) | A function showing the attitude error of the point cloud C_O, with a as the independent variable. |
| M      | The total number of 3D scans used for the calibration of the installation error of the triangular plate. |
| n      | The serial number of a 3D scan while calibrating the installation error of the triangular plate. |
| F_cost(a) | The total attitude error of point cloud C_O, which is expressed by least square method. |
| N1−N4  | Data sets, formed by n1−n4 from 50 point clouds C_O, respectively. |
| kitera | Parameter of Algorithm A1, the serial number of a iteration. |
| kmax   | Parameter of Algorithm A1, the maximum times of iteration. |
| α0     | Parameter of Algorithm A1, the initial value of a. |
| ε1     | Parameter of Algorithm A1, the first stopping criteria of the algorithm. |
| ε2     | Parameter of Algorithm A1, the second stopping criteria of the algorithm. |
| J(a)   | Parameter of Algorithm A1, Jacobian matrix. |
| A      | Parameter of Algorithm A1, A = J(a)T J(a). |
| g      | Parameter of Algorithm A1, g = J(a)T F_cost(a). |
| µ      | Parameter of Algorithm A1, the damping parameter. |
| τ      | Parameter of Algorithm A1, a coefficient which is used to determine the initial value of µ. |
| v      | Parameter of Algorithm A1, a coefficient which is used to adjust the value of µ in each iteration. |
| w_{ii} | Parameter of Algorithm A1, the element in A. |
| I      | Parameter of Algorithm A1, unit matrix. |
| Δa     | Parameter of Algorithm A1, the gain of a in each iteration. |
| ρ      | Parameter of Algorithm A1, gain ratio. |
| d      | The distance from the object to a rotating 2D lidar. |
| E_map  | The error of the 3D map at distance d, the map is obtained by a rotating 2D lidar which is calibrated by our method. |
Appendix B

We referred to the method in [7,10] to evaluate the accuracy of the shape of the 3D point cloud obtained by our prototype. The flatness of 4 surfaces (as shown in Figure A1) in the 3D point cloud were analyzed to evaluate the accuracy of the 3D point cloud in shape more comprehensively. We extracted 4 ideal planes from the 4 surfaces respectively and calculated the deviations from the points to the ideal planes. When selecting the surfaces, we carefully avoided the door and the projection screen hanging on the wall, because they might reduce the accuracy of the extraction of the planes. These 4 surfaces are named surface 1 to surface 4, respectively.

Figure A1. Four surfaces which were used to evaluate the accuracy of the 3D point cloud in shape. We marked them with different colors to distinguish them. The door and the projection screen were both avoided for they might reduce the accuracy of the extraction of the planes.

We evaluated the shape accuracy of the 3D point clouds obtained by our prototype in 7 modes, as shown in Figure A2. In Figure A2, the 3D view, side views (X-Z view and Y-Z view) of each surface are included, as well as the distribution of the deviations from each point to the ideal plane. The horizontal axis of the distribution graph describes the signed value of the deviations, while the vertical axis describes the number of points corresponding to each deviation, and the total number of the points is equal to the number of points contained in this surface.

From Figure A2, the following conclusions can be drawn.

(a) We can observe that the points in each surface are roughly evenly distributed on both sides of the ideal plane, which indicates that the surface and the ideal plane fit well. This shows that the shapes of these surfaces are very close to planes. Since they were obtained by scanning to the walls using our prototype, this can further indicate that the shape of the 3D point cloud collected by our prototype is correct.

(b) For each surface, its X-Z view and Y-Z view show that the distribution range of the points which are distributed at both sides of the ideal plane is roughly coincident with the accuracy of the 2D lidar (which is ±40 mm) used in our prototype. There is no case where a large number of points exceed this range, which indicates that the surface is obviously distorted.

(c) From the X-Z view and Y-Z view of each surface in Figure A2, we can find that very few sampling points exceed the range of ±0.04 m, which is the accuracy of the 2D lidar. So we can know that the shape error of the 3D point cloud caused by the self-reasons of our prototype (such as mechanical error, etc.) is relatively small compared to the error 2D lidar. Under the influence of the latter, the former is almost hardly noticeable.

(d) From the distribution graphs of the deviations, we can find a law of normal distribution (for surfaces with more points, their normal distributions are more obvious), which indicates that the deviation values from the points to the ideal plane are approximately normally distributed. This verifies the previous conclusion, that is, the shape of the 3D point cloud collected by our prototype is correct. If the 3D point cloud is distorted, the distribution of the deviations from the points to the ideal plane will...
be severely affected by the shape of the distorted surface, and it will be not easy to find out a normal distribution in the distribution graphs of the deviations.

Since the shape accuracy of the 3D point cloud has been verified, we can focus on the calibration of the attitude error of the 3D point cloud.

We evaluated the shape accuracy of the 3D point clouds obtained by our prototype in 7 modes, as shown in Figure A2. In Figure A2, the 3D view, side views (X-Z view and Y-Z view) of each surface are included, as well as the distribution of the deviations from each point to the ideal plane. The horizontal axis of the distribution graph describes the signed value of the deviations, while the vertical axis describes the number of points corresponding to each deviation, and the total number of the points is equal to the number of points contained in this surface.

| Mode | Surface | The Distribution of the Points and Deviations |
|------|---------|---------------------------------------------|
| 1    | 1       | ![Image](image1.png)                        |
| 2    | 1       | ![Image](image2.png)                        |
| 3    | 1       | ![Image](image3.png)                        |
| 4    | 1       | ![Image](image4.png)                        |
| 1    | 2       | ![Image](image5.png)                        |
| 2    | 2       | ![Image](image6.png)                        |
| 3    | 2       | ![Image](image7.png)                        |
| 4    | 2       | ![Image](image8.png)                        |
| 1    | 3       | ![Image](image9.png)                        |
| 2    | 3       | ![Image](image10.png)                       |
| 3    | 3       | ![Image](image11.png)                       |
| 4    | 3       | ![Image](image12.png)                       |
| 1    | 4       | ![Image](image13.png)                       |
| 2    | 4       | ![Image](image14.png)                       |
| 3    | 4       | ![Image](image15.png)                       |
| 4    | 4       | ![Image](image16.png)                       |

**Figure A2. Cont.**
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Appendix C

Our algorithm is shown in Algorithm A1.

Algorithm A1 The Calibration of Angle \( \alpha \) Based on Levenberg–Marquardt Method

| Line | Description |
|------|-------------|
| 1    | begin program FindAngleAlpha \( \{C_{0,1}, C_{0,2}, C_{0,3}, \ldots, C_{0,50}\} \) |
| 2    | Step1: for each point cloud \( C_0 \) in \( \{C_{0,1}, C_{0,2}, C_{0,3}, \ldots, C_{0,50}\} \), extract the planes corresponding to the 4 walls, and calculate the unit normal vectors \( \mathbf{n}_1 - \mathbf{n}_4 \) of these 4 planes. The unit normal vectors extracted from 50 point clouds form the data sets \( N_1 - N_4 \). |
| 3    | Step2: calculate angle \( \alpha \) through Levenberg–Marquardt method |
| 4    | \( k_{\text{itera}} = 0; k_{\text{max}} = 500; \alpha_0 = 30^\circ; \tau = 2; \varepsilon_1 = 10^{-9}; \varepsilon_2 = 10^{-9}; \tau = 10^{-6} \) |
| 5    | \( A = f(\alpha)^T f(\alpha); \quad g = f(\alpha)^T \mathbf{F}_{\text{cost}}(\alpha) \) |
| 6    | \( \text{found} = (1 | g | l_\infty \leq \varepsilon_1); \quad \mu = \tau \cdot \max\{\varepsilon_0\} \) |
| 7    | while (not found) and \( (k_{\text{itera}} < k_{\text{max}}) \) |
| 8    | \( k_{\text{itera}} = k_{\text{itera}} + 1; \quad \text{Solve} \ (A + \mu I) \mathbf{\Delta} \alpha = -g \) |
| 9    | if \( \| \mathbf{\Delta} \alpha \|_1 \leq \varepsilon_2 \) \( (1 | \mathbf{\Delta} \alpha | \| + \varepsilon_2) \) |
| 10   | \( \text{found} = \text{true} \) |
| 11   | else |
| 12   | \( \rho := \frac{(f_{\text{cost}}(\alpha))^T f_{\text{cost}}(\alpha) - f_{\text{cost}}(\alpha + \Delta \alpha))^T f_{\text{cost}}(\alpha + \Delta \alpha)}{f_{\text{cost}}(\alpha))^T f_{\text{cost}}(\alpha)} \) |
| 13   | if \( \rho > 0 \) |
| 14   | \( \alpha = \alpha + \Delta \alpha \) |
| 15   | \( A = f(\alpha)^T f(\alpha); \quad g = f(\alpha)^T \mathbf{F}_{\text{cost}}(\alpha) \) |
| 16   | \( \text{found} = (1 | g | l_\infty \leq \varepsilon_1) \) |
| 17   | \( \mu = \mu \cdot \max\{1/3, 1-(2\rho-1)^3\}; \quad \tau = 2 \) |
| 18   | else |
| 19   | \( \mu = \mu^v; \quad v = 2^v \) |
| 20   | end if |
| 21   | end if |
| 22   | end while |
| 23   | return \( \alpha \) |
| 24   | end program |
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