Encoding Pleasant and Unpleasant Expression of the Architectural Window Shapes: An ERP Study
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The evaluation of building facades is one of the most important elements in built environments for helping architects and professionals to develop future designs. The form or shape of windows in building facades has direct impacts on perceivers’ affective state and emotions. To understand the impacts of geometric windows on the subject’s feedback and cortical activity, psychophysics experiments and electroencephalogram (EEG) recordings were measured from the participants. Our behavioral results show a distinguished categorization of the window shapes as pleasant and unpleasant stimuli. The rectangular, square, circular and semi-circular arch were determined as the pleasant window shapes, while the triangular and triangular arch window shapes were distinguished as unpleasant. Furthermore, event-related potential (ERP) components (N1, P2 and P3) were investigated to determine the influence of window shapes on the local brain activity. To measure reliable cortical responses, a Butterworth notch filter (50 Hz), band pass filter (0.1–60 Hz) and ADJUST filter were employed to remove the artifacts. The electrophysiological results show increased activity for the unpleasant in comparison to the pleasant windows (p < 0.05, Rank-Sum test) in both frontal (for P2 component) and posterior-occipital (ERP amplitudes; the N1 through to the P3 peak) channels. The ERP amplitudes of the right hemisphere were significantly larger than in the left hemisphere, not only in response to the unpleasant (p < 0.001) but also to the pleasant window stimuli (p < 0.001, Signed-Rank test). However, the unpleasant stimuli evoked significantly larger ERP amplitude than the pleasant stimuli. Moreover, the significant ERP P2 amplitude was more distinguished for unpleasant (p = 0.01, Signed-Rank test) than pleasant windows (p = 0.01, Rank-Sum test) between frontal and central cortical lobes. Overall, our behavioral and electrophysiological studies demonstrate a distinguished categorization of pleasant and unpleasant window shapes and more significant ERP modulations in the right than left hemisphere for unpleasant windows compared to pleasant ones.
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INTRODUCTION

Behavioral and electrophysiological studies have been regularly used to distinguish the state of brain function of human or non-human subjects with visual stimuli in either conscious or unconscious conditions. Developments of noninvasive technologies in neuroscience have provided excellent opportunities to simultaneously study the activity throughout the cortical lobes. Electroencephalogram (EEG) recording is commonly used in the clinic and research studies for diagnosing neurological disorders such as seizures, as well as measuring actual brain function. It has been shown that the architectural features of a visual scene significantly influence the perception, social behaviors and reactions of human observers to their environments (Delvin and Nasar, 1989; Madani Nejad, 2007; Kamkar et al., 2018), while their underlying neural mechanisms are less well understood (Vartanian et al., 2013; Papale et al., 2016). Therefore, a more detailed understanding of how the brain perceives and processes the features of building components is an interesting goal in neuro-architecture (Chauhan and Moulik, 2014). With evidence-based design perspective, architects and neuroscientists have engaged in a practice to promote human mental state, which focuses on increasing pleasantness in built environments (human-made environments; Papale et al., 2016). Studies have demonstrated a significant relationship between built environments and the human well-being using psychology and physiological indicators of wellness, such as measuring stress, moods, and cognitive performance (Adams, 2013; Cooper et al., 2014; Ghamari and Amor, 2016). Several studies have also demonstrated the significant impact of the built environments, such as the architectural styles (Choo et al., 2017), embodiment (Vecchiato et al., 2015), contours (Vartanian et al., 2013), height and enclosure (Vartanian et al., 2015), lighting and luminance color (Küller et al., 2009; Choi et al., 2014), built vs. natural environment (Sternberg, 2010; Roe et al., 2013; Banaei et al., 2015, 2017) on the subjects' cortical activity and aesthetic judgments in architectural design. Physical features are the most defining attributes of building facades, which are composed of many visual components. Forms and geometric shapes are the important aspects of visual components in architectural design, and they are one of the most challenging aspects of the design process (Madani Nejad, 2007). In the present study, the effect of geometric window shapes of building facades on cortical activity and emotional reactions was investigated using EEG and psychophysics experiments. Our results demonstrate a distinguished categorization of pleasant and unpleasant window shapes and more significant event related potential (ERP) response modulations in the right hemisphere than the left for unpleasant windows compared to pleasant ones.

MATERIALS AND METHODS

Participants
Eleven graduate students (six females and five males) participated in this experiment. The average age of participants was 26 years old. Two subjects were excluded from analysis because of the high EEG artifacts (e.g., eye-blinks, eye and skin movements) and the remaining nine subjects (four females and five males) were used for the final sample. According to the physiological effects of the menstrual cycles in cognition and emotional expressions (Yamazaki and Tamura, 2017), the female subjects were considered to perform the experimental tasks during their follicular phase (8–14 days of menstrual cycles). All participants had normal vision and none reported a history of neurological disease. At the beginning, each subject received the standard information about the experimental design and procedures and they were also trained for the task before performing the experiment.

All procedures were performed in accordance with the guidelines of the IPM Brain Engineering Research Center and the proposal was approved by the Research Ethics Committee of Institute for Research in Fundamental Sciences (IPM). Written informed consent was obtained from all subjects prior to this experiment.

Architectural Stimuli and Stimulus Modeling

In the first step, 600 building facades were captured in Gorgan city located in the north of Iran. All pictures were categorized as the visual stimuli by the Self-Assessment Manikin (SAM) rating test.

Experimental Design and Procedure

The Self-Assessment Manikin (SAM) Rating Test

The SAM rating test (Bradley and Lang, 1994; Nazari et al., 2012; Geethanjali et al., 2017) was used in the present study for identifying the emotional response of subjects to the geometric window shapes. Participants rated each stimulus according to the pleasant, unpleasant, and neutral emotional state after presenting each stimulus. In the SAM test, each stimulus was rated between 1 and 9 [unpleasant (1–4), neutral (5), pleasant (6–9), Figure 1A]. Subjects were asked to mark the 24 window shapes as neutral, pleasant, or unpleasant stimuli. Then, the only pleasant and unpleasant windows (identified 16 windows by subjects) were used for continuing the EEG recording experiments. Moreover, this behavioral testing procedure was also repeated during the recordings (by pressing the keyboard) to verify the pleasant from the unpleasant stimuli. In sum, subjects identified the 11 window shapes as the pleasant category and the five windows as the unpleasant category.

Experimental Procedure for EEG Recording

Subjects sat on a recliner in a sound-attenuated room after arriving at the laboratory. Task instructions were given after placing electrodes on the subject’s head. At the beginning of each session, a gray background was exposed for 5 s then a white fixation point was marked in the center of the screen. After the fixation point, the stimulus in the full size of the monitor was
FIGURE 1 | The Self-Assessment Manikin (SAM) rating test and experimental design for electroencephalogram (EEG) recording. Panel (A) represents the SAM rating of geometric windows as a function of the emotional categories. The box shows the upper and lower quartiles, the bar inside the box represents the median, and error bars indicate the variability outside the upper and lower quartiles. Panel (B) represents the sample of geometric window shapes. Panel (C) represents the experimental procedure for EEG recording setup.

presented for the subjects (10 s, 5 trial repetitions randomly for each stimulus). Subjects were asked to report pleasantness or unpleasantness of each stimulus by pressing the keys, respectively buttons 4 and 6 (Figure 1C). The behavioral results obtained during the recording sessions (by pressing the keys) were finally verified with the SAM test to distinguish the pleasant from the unpleasant stimuli. Figure 1B represents the procedure of task performance.

The visual architectural stimuli were displayed by Psychopy (an open source software) on the acer S221HQLBD LCD monitor (21.5 inch). The computer screen was placed 90 cm in front of the viewer. EEG recording system, ANT Neuro ASA-Lab 64 + 8 ES, was used with 64 channels in this study (only 32 channels used in our study) which the Ag/AgCl electrodes were placed along the scalp according to the international 10–20 system. The electrodes A1 and Fpz were considered as the reference and
ground channels, respectively (Figure 2A). Signals were sampled at 16 kHz and the impedance of each electrode was maintained at 5 kΩ or less. The control PC with Psychopy was used for running the codes to synchronize data collection and send event markers to EEG using a parallel port connection.

RESULTS

Statistical Data Analysis

The MATLAB (R2012a) was used for preprocessing and filtering neural data and plotting the ERP signals. The EEGLab v13.6.5b toolbox (Topographic maps), R version 3.4.2. Software (Statistical analysis) was applied for plotting and statistical analysis. Friedman test was conducted with MATLAB to assess the behavioral results. Friedman test reported the significance level of differences between two independent variables (pleasant and unpleasant) after calculating the mean of both categories. The results of EEG analysis were assessed in R software by Wilcoxon signed-rank and rank sum test. This non-parametric test reported the differences in ERP recordings.

All electrode channels were preprocessed using a band pass filter (0.1–60 Hz; MATLAB R2012a). Moreover, a Butterworth notch filter (50 Hz), and ADJUST filter (Mognon et al., 2011) were applied to remove the power line noise and artifacts of eye movements and eye blinks from EEG signals. In this study, 200 ms before and 5 s after the stimulus onset were considered to measure cortical activity. The mean voltage of the channels 200 ms pre-stimulus is used as a baseline voltage, and the signal to noise ratios was calculated for each subject by dividing the voltage measurement obtained after the stimulus onset to the baseline activity (200 ms).

Recent studies have shown that the high-resolution measurements of the newly developed EEG instruments are highly useful for exploring the architecture of the brain from the perspective of neuroimaging research studies (Papale et al., 2016). EEG is one of the most popular methods indicating information about the timing (latency) and intensity (amplitude) of stimulus evaluation.

The ERPs, which are time-locked with stimulus events, reflect the time course of neuronal population activity with a resolution of milliseconds (Hillyard and Anllo-Vento, 1998; Patel and Azzam, 2005). Peaks within an ERP can be classified according to their magnitude, timing relative to stimulus onset, polarity, and anatomical site of generation or function reflected by them. For this reason, the ERP signals are frequently analyzed by measuring the response amplitude and latency of the voltages (Picton, 1996; Luck, 2005; Polich, 2007). In the present study, the amplitude of grand average ERPs across all participants and the peaks of P3, N1 and P2 components were calculated, and the amplitudes of signals (peak to peak) were measured in the parietal and occipital cortical lobes (Figure 2B).

The N100

The N1 is a well-known component in visual and sensory tasks. It refers to a large negative-going evoked potential, typically peaking approximately between 130 and 200 ms after stimulation in our study. The N1 is evoked by the onset of visual and sensory stimuli and it is also sensitive to visual attention and the emotional content of visual stimuli (Wascher et al., 2009).

The P200

The P2 is a positive-going waveform component whose peak varies in latency between 150 and 250 ms after stimulation. It is one of the most prominent features of the visual ERP signals and has been considered an index of affective picture processing (Carretié et al., 2001). Furthermore, it has been shown that the P2 represents some aspects of higher-order perceptual processing, is modulated by attention, and displays a maximal amplitude at the anterior scalp site (Luck and Hillyard, 1994).
The P300
The P3 component reflects a positive deflection in voltage with a latency of roughly 250–500 ms after stimulation. Studies have shown that the P300 consists of two subcomponents, the P3a and P3b. The P3a displays a peak latency in the range from 250 to 280 ms with a maximum positive amplitude over frontal and central electrode sites (Squires et al., 1975; Comerchero and Polich, 1999). Whereas, the P3b displays a peak latency around 300 ms on the electrode sites over parietal lobe (Hruby and Marsalek, 2003; Fjell et al., 2007; Polich, 2007; Vafaii et al., 2016) and it represents the processing of conscious discrimination and emotion in humans (Patel and Azzam, 2005; Weinberg and Hajcak, 2010).

Behavioral Results: Expression of Pleasant and Unpleasant Feeling by Subjects

SAM Rating
The subjective ratings (the SAM test) for the stimuli were not normally distributed. Therefore a non-parametric test was performed. The stimuli were categorized in two groups and these were considered as independent variables. Friedman test was conducted to check the presence of significant difference between pleasant and unpleasant (Schalinski et al., 2014). The results of SAM test (five repeated trials) show that building facades including windows with rectangular, square, circular shapes, and semi-circular arches were considered as pleasant pictures (average median of all pleasant stimuli: 6.87; Figure 1A), whereas windows with triangle and triangular arches reported as unpleasant building façades (average median of all unpleasant stimuli: 1.72; Figure 1A). Statistical analysis revealed that there was a significant difference between these two categories ($\chi^2 = 9$, $p$-value = 0.002, Friedman).

Behavioral Response During EEG Recording
The geometric window shapes were distinguished as pleasant and unpleasant windows by subjects. Behavioral results showed that building facades which include windows with rectangular, square, circular shapes, and semi-circular arches were considered pleasant ($p$-value < 0.00001, z-score: 5.38 > 1.96; Figure 3), whereas windows with triangle and triangular arches reported as an unpleasant building façade ($p$-value < 0.00001, z-score: 6.24 > 1.96; Figure 3).
Electrophysiological Results: ERP Components

Visual Inspection of ERP Signals
The grand average ERP includes some ERP components that are frequently labeled based on polarity, whether the change in voltage is positive or negative in relation to a pre-stimulus baseline. The observed components in this study are the P2, P3 and N1. For the visual N1 and P3 of ERP, the maximal response was observed in the parietal lobe, and for the P2, the maximal response was observed in the frontal lobe.

The N100 and P300 ERP Components in Parietal and Occipital Channels
The mean amplitude of grand average ERPs was investigated by presenting architectural stimuli, geometric window shapes of building facades. Considering N1 and P3 ERP components, a significant difference was reported in the mean amplitude between right hemisphere (electrode channels; p4, p8, o2, cp2, and cp6) and left hemisphere (p7, p3, o1, cp5, and cp1) for both the pleasant pictures [right: 8.085 (µV) and left: 7.249 (µV), p < 0.001, Wilcoxon sing rank test] and the unpleasant pictures [right: 8.938 (µV) and left: 7.415 (µV), p < 0.001, Wilcoxon sing rank test]. Moreover, the results show that the unpleasant pictures more strongly modulate the right parietal hemisphere than the pleasant ones [Figure 4, the unpleasant = 8.955 (µV) and the pleasant = 8.055 (µV), p-value < 0.001]. Interestingly, we observed that the unpleasant windows show a significantly higher amplitude than pleasant ones in both the parietal [mean amplitude of grand average ERP; unpleasant: 8.83 (µV), pleasant: 7.8 (µV), p-value: 0.050, Wilcoxon rank sum test] and the occipital lobes [unpleasant: 9.58 (µV) pleasant: 8.03 (µV), P < 0.01, Wilcoxon rank sum test]. Figure 5 demonstrates the ERP amplitude (peak to peak) for both the pleasant and unpleasant stimuli.

For pleasant pictures, the maximum peak (N1, P3) was evoked in the parietal, and for unpleasant pictures, it was evoked in both the parietal and occipital cortical lobes. EEG data analysis also revealed that the peak amplitude of P3 is maximum for the unpleasant stimuli including triangle and triangular arch at the parietal electrode site (p4). In sum, the unpleasant stimuli evoked a significant response in the right hemisphere than the left (Figure 6) while the pleasant stimuli evoked the strong response in the left hemisphere than the right (Figure 7).

The P200 ERP Components at the Frontal and Central Lobes
The P2 ERP component was also observed in our study. Considering the mean amplitude of the grand average ERP, we report a significant difference between the frontal and
central cortical lobes for pleasant pictures (Frontal value: 3.474, Central value: 3.266, \( p = 0.05 \), Sign Rank Test). For unpleasant stimuli, the mean amplitude of the grand average ERP was also higher in the frontal cortical lobe than the central, but the difference was not significant. Moreover, there was a significant difference in the central cortical lobe between pleasant and unpleasant pictures (Pleasant: 3.266, Unpleasant: 4.421, \( p = 0.01 \), Rank-Sum Test) and no significant difference in the frontal sites. Observations also revealed a significant difference between pleasant and unpleasant pictures in the anterior (Fz, Cz; \( p < 0.05 \), Rank-Sum Test), and it was significantly greater for the unpleasant than the pleasant ones (Figure 8). The event of a stimulus-preceding negativity response in the baseline activity in the frontal and occipital channels might be caused either by the perceptual anticipatory activity or by the repeated trials of the stimuli (Brunia et al., 2011; Kotani et al., 2017).

The mean amplitude of grand average ERP in the frontal lobe of the left hemisphere was greater than central lobe, and the mean amplitude in the central of right hemisphere was greater than the frontal lobe, but these were not significant. Furthermore, the anterior amplitude modulations of the left hemisphere were larger for unpleasant picture valence. Finally, the results of this study indicated the mean amplitude in the central cortical hemisphere. It shows that the curvilinear forms in interior residential architectural setting are less stressful than angular and rectangular forms (Madani Nejad, 2007).

On the other hand, one of the most important findings in the present study was a significant relationship between the windows and functional lateralization of cortical activity. It shows that the triangle and triangular arch windows, which were recognized as unpleasant stimuli, evoked the maximum ERP amplitude on the right hemisphere, while round arch and circular shape formats, which were recognized as pleasant windows, evoked the maximum response in the posterior region of the left hemisphere. Several studies have demonstrated that the positive emotional stimuli are lateralized towards the left hemisphere, whereas the negative emotional are lateralized towards the right hemisphere (Reuter-Lorenz and Davidson, 1981; Dimond and Farrington, 1997; Canli et al., 1998; canli et al., 1998; Gainotti, 2011). Based on the observations and above statements, we can conclude left cortical hemisphere superiority for the pleasant stimuli and right hemisphere superiority for the unpleasant shapes.

Our results also demonstrated that the grand average ERP for the unpleasant stimuli is greater than the pleasant ones. The same result as the large ERP signal for the unpleasant pictures valence has also been reported in a previous study (Olofsson et al., 2008). Furthermore, studies have shown that the negative/unpleasant pictures have more emotional arousal than the positive/pleasant pictures (Cacioppo et al., 1994; Cacioppo and Gardner, 1999; Canli et al., 1998; Öhman and Mineaka, 2001; Crawford and Cacioppo, 2002; Keil et al., 2002). Based on the observations and above statements, we can report the peaks of N1, P3 and P2 are maximum for unpleasant pictures valence in the right cortical hemisphere.

Research studies have also demonstrated that the N1 and P3 components are modulated as a function of visual perception and attentional activity in visual cortex (Heinze et al., 1990; Mangun and Hillyard, 1990; Mangun, 1995; Anderer et al., 1996; Hillyard and Anllo-Vento, 1998). The N1 has consistently shown that paying attention to non-spatial object characteristics, such as form and color, modulates ERP signals around 150 ms after the stimulus onset (Hillyard and Anllo-Vento, 1998), while the peak latency of P3 is proportional to stimulus evaluation timing, sensitive to task processing demands, and varies with individual differences in cognitive capability (Polich, 2007). The P2 is thought to index mechanisms of feature detection, stimulus processing (Luck et al., 1994; Jausovec and Jausovec, 2001) selective attention (Hackley et al., 1990; Federmeier and Kutas, 2002) and other early sensory stages (Breznitz, 2008).
Another finding of this study is that the pleasant window shapes evoke maximum ERP amplitude (N1 peak to P3 peak) over parietal, and unpleasant ones created a maximum amplitude in parieto-occipital lobes. As in previous reports, our results also show a maximum amplitude response of the P2 in the frontal electrode sites (Luck et al., 1994; Carretié et al., 2001).

Our results can bolster the previous reports that the affective ERP signals (N1 and P3) revealed maximum amplitude over the parietal cortex (Olofsson et al., 2008). Studies have also demonstrated that the effects of emotional content were the strongest in posterior sites, near occipital-temporal cortex and posterior-parietal cortex (Keil et al., 2002). Moreover, Johnson demonstrated that the component latency of P3 changes across the scalp and is shorter over frontal areas but longer over parietal areas (Johnson, 1993). Importantly, studies have revealed that the P3b appears to occur when subsequent attentional resource activations promote memory operations in temporal-parietal areas (Knight, 1996; Squire and Kandel, 1999; Braždil et al., 2001, 2003), while the P3b amplitude variation is positively correlated with parietal lobe area (Kayser et al., 1997).

Further, our other findings demonstrate a significant difference between the left and right hemisphere for pleasant and unpleasant window shapes of the building facades. Temporally, ERP amplitude changing patterns of both hemispheres may reflect hemispheric interactions being part of visual picture processing rather than effects of hemispheric specialization for different emotions (Keil et al., 2002). Taken together, the right hemisphere superiorities were prominent for affective pictures. Kayser et al. (1997) had the same belief; they suggested a right-hemispheric superiority for the perception of emotional stimuli, particularly for stimuli with negative valence. However, there is a major strain of evidence, which suggests that both hemispheres process emotionally related behaviors, but do so for different types of emotions. Most commonly, the right hemisphere has been implicated in the regulation of negative effects, while the left is associated with positive emotions (Silberman and Weingartner, 1986).

CONCLUSION

The present study investigated the impacts of the architectural features on human cortical activity and emotional state. The findings demonstrated that architectural window shapes have a significant impact on the modulation of cortical activity. In addition, the windows were categorized as pleasant and unpleasant windows by subjects. Essentially, the mean amplitude of ERP signals (peak to peak; P3 to N1) was significantly stronger in both pleasant and unpleasant picture valences in the right hemisphere, particularly in the parietal lobe. However, the unpleasant stimuli show significantly larger amplitude responses than the pleasant ones. Meanwhile, the mean amplitude of the P2 shows a significant difference in the central and frontal lobes for both stimuli, and the unpleasant stimuli show much stronger responses than the pleasant one.

Our findings are also consistent with previous reports, demonstrating that curved contour shapes produce greater FMRI activation in human lateral occipital complex than straight contours do (Amir et al., 2011), and the curvilinear forms in the interior residential architectural setting provide less stress than angular and rectangular forms (Madani Nejad, 2007). We also demonstrated that the effect of pleasant stimuli was larger in the left hemisphere than that of unpleasant ones. According to hemispheric superiority, studies have shown that positive emotions are lateralized towards the left hemisphere, whereas negative emotions are lateralized towards the right hemisphere.
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