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Abstract. We explore quantum field theories with fractional d’Alembertian $\Box^\gamma$. Both a scalar field theory with a derivative-dependent potential and gauge theory are super-renormalizable for a fractional power $1 < \gamma \leq 2$, one-loop super-renormalizable for $\gamma > 2$ and finite if one introduces killer operators. Unitarity is achieved by splitting the kinetic term into the product of massive fractional operators, eventually sending the masses to zero if so desired. Fractional quantum gravity is also discussed and found to be super-renormalizable for $2 < \gamma \leq 4$ and one-loop super-renormalizable for $\gamma > 4$. To make it unitary, we combine the splitting procedure with a fractional generalization of the Anselmi–Piva procedure for fakeons. Among new technical results with wider applications, we highlight the Leibniz rule for arbitrary powers of the d’Alembertian and the Källén–Lehmann representation for a propagator with an arbitrary number of branch cuts.
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1 Introduction

The search for a quantum field theory (QFT) of gravity has produced a number of theories with extremely interesting features but, also, a plethora of difficult or very difficult challenges, both at the conceptual and at the technical level. String theory is based on QFT tools but applied to extended objects; there a spacetime emerges only at low energies and is higher-dimensional [1–4]. The notion of spacetime is non-fundamental also in loop quantum gravity and spin foams, where the basic degrees of freedom are not geometric and follow a discrete combinatorial harmony [5, 6], quantized non-perturbatively via the Hamiltonian and the path-integral formalism, respectively. The same holds in group field theory [7–9], where the fundamental degrees of freedom are fields living on a group-valued manifold; notwithstanding this novel setting, a traditional QFT approach is indeed used in this case. In causal sets, neither the basic degrees of freedom nor their dynamics have the resemblance of gravitons in continuous spacetimes [10, 11]. Causal dynamical triangulations [12, 13] and asymptotic safety [14–16] follow non-perturbative quantization procedures, still within the
realm of traditional but highly specialized field theories. In all these cases, the price to pay for complexity at the conceptual and mathematical levels is an inherent difficulty in extracting physics, ranging from something as basic as recovering Einstein’s theory at the classical level to getting testable or even falsifiable predictions.

A recent trend in this research has been to move further away from the conceptual and mathematical complexity of some of the above major contenders and to renew the effort in applying perturbative QFT to gravity in four-dimensional spacetime. Classic negative results on the perturbative renormalizability of Einstein’s gravity [17–23] (holding also for scalar-tensor theories [18]) and on the unitarity of its quadratic and higher-order extensions [24–28] have discouraged persistence along these lines. To get renormalizability, one must include higher-derivative curvature operators, but these introduce higher-order derivatives which, in turn, lead to an Ostrogradsky instability at the classical level and to a loss of unitarity at the quantum level. For quite some time, it seemed impossible to conciliate the two requirements of renormalizability and unitarity but results in the last two decades have paved the way to renewed hopes that gravity, after all, can be quantized just like the other fundamental forces of Nature.

Four proposals in this direction are non-local quantum gravity [29–36], local gravity with fakeons [37–42], local gravity with complex ghosts [43–45] and quantum gravity with fractional operators [46–48]. Although superficially these theories may look as technically difficult as the proposals mentioned at the beginning, in fact, they are not. The four of them use standard perturbative QFT on Minkowski spacetime with a well-defined notion of Feynman diagrams, renormalizability, perturbative unitarity, and so on. What makes them perhaps unfamiliar to the casual reader is, on one hand, their lesser popularity in the community due to their very young age and, on the other hand, the deviations from traditional QFTs in the choice of kinetic term, propagator prescription or techniques for computing scattering amplitudes in momentum space. However, such novelties aside, these four frameworks of quantum gravity are rather conservative.

In this paper, we further explore QFTs with a fractional d’Alembertian operator. In these theories, the dynamics is non-local but different from the above-mentioned non-local quantum gravity, since here the kinetic terms are made of derivative operators of integer as well as fractional order, or of integer as well as fractional powers of the d’Alembertian (or Laplace–Beltrami) operator $\Box^\gamma$, where $\gamma$ is real.\(^1\) Unitarity and renormalizability have been studied only for a scalar-field case with monomial potential $V(\phi) \propto \phi^N$ and it was found that they might be incompatible with each other [66]. According to these results, preliminary conjectured to hold also in the case of gravity [48], it seemed as if fractional non-locality improving renormalizability ($\gamma > 2$) would be unable to preserve unitarity ($\gamma < 1$) at the same time. However, some one-loop diagrams were found to be finite even in the range $\gamma < 1$ where the theory is unitary, thus leaving the question of the ultraviolet (UV) behaviour of this proposal open.

After further recalling the physical motivation and relevance of fractional theories in section 2.1, we consider a scalar field with derivative interactions as a toy model for QFTs

---

\(^1\)Scalar field theories with fractional operators received attention already three decades ago as interesting models of mathematical physics [49–53] but it has not been until recently that they have been revived in the context of quantum gravity [54–66], within the frameworks of Hořava–Lifshitz gravity [54], multi-fractional spacetimes [55, 56, 66], non-commutative geometry [57, 61, 64, 65] and causal sets [58–60, 62, 63]. Each of these paradigms sets the form of the kinetic term differently from the other proposals. Fractional operators have been applied to the fully non-linear gravitational sector only in [48, 67, 68] at the classical level and [48, 54] at the quantum level.
invariant under a local symmetry group, such as gauge theories and gravity, which are also studied explicitly here. The scalar and gauge-theory actions are presented, respectively, in section 2.2 and 2.3. Once secured that the usual BPHZ renormalization scheme and power-counting argument apply to fractional theories (appendix A), we find that the scalar theory is super-renormalizable (finite number of superficial divergences [69, 70], when written as diffeomorphism-invariant operators) for $1 < \gamma < 2$ and one-loop super-renormalizable (i.e., with divergences only at one loop) for $\gamma > 2$ (section 3). Finiteness (no divergent diagrams at any loop order, all beta functions vanishing, all Green functions convergent off-shell) can be achieved introducing killer operators of sixth order in the field, as shown in section 4. Next, we discuss the allowed range of $\gamma$ for the consistency of the tree-level propagator using the Källén–Lehmann representation (section 5.1), both for the Feynman prescription (section 5.2) and for the Anselmi–Piva prescription (section 5.4). Surprisingly, the Anselmi–Piva procedure works also for non-integer powers of the $\Box$, in the sense that the degrees of freedom associated with $\Box^\gamma$ amount to a gas of quasi-particles (not particles, as in local gravity with fakeons) that remain virtual at all loop levels. However, both the Feynman and the Anselmi–Piva prescription are consistent only for $\gamma < 1$, thus making the theory either non-renormalizable or ill-defined. This problem is fixed if we split the fractional operator into operators with different masses and fractional exponents distributed according to the partition of the unity (section 6). We do so via a very general recipe based on generic branch cuts at any angle in the complex plane. The resulting scalar or gauge theory, for which the power-counting argument of renormalization does not change, is well-defined (no global bound $\gamma < 1$), tree-level unitary and (super-)renormalizable. Sending the masses to zero at the end of the calculation leads to a massless theory. Quantum gravity is discussed in section 7, where we show that a systematic mismatch of the fractional derivative powers in the interaction terms requires technical modifications of the results obtained for the scalar model. In particular, renormalizability and unitarity can be achieved simultaneously after some work. Conclusions are in section 8.

Two novel and very general technical results reported in the appendices, that can have applications in physics and mathematics beyond the present context, are the Leibniz rule for integer as well as arbitrary non-integer powers of the d’Alembertian in Minkowski spacetime (appendix B) and the theory of branch cuts at arbitrary angles in the complex plane, which allows one to write the Källén–Lehmann representation of a propagator with an arbitrary number of cuts (appendix E). The other appendices include technical results to be used in the course of the paper.

2 Fractional field theories

After spelling out the physical motivation of fractional field theories, in this section we introduce the scalar and the gauge models as propaedeutic for the case of gravity discussed later.

2.1 Motivation

The program of multi-fractional spacetimes [46] aims at reproducing and controlling a feature emerging in all approaches to quantum gravity —the change of spacetime dimension with the probed scale [71–76]. In some cases, this so-called dimensional flow corresponds to a spacetime with a multi-fractal geometry. Multi-fractional spacetimes pose the following question: If we assume dimensional flow to be a fundamental rather than an emergent characteristic
of spacetime when the gravitational interaction is quantized, can we obtain a consistent QFT of gravity? Early attempts to define fractal spacetimes showed the difficulty of a direct combination of totally disconnected fractal geometry and fields [77–81]. The use of fractional calculus made the task much easier because it places the fields on a continuum [73]. Multi-fractional spacetimes are characterized by a multi-fractional measure and exotic kinetic operators, which may contain derivatives of both integer and fractional order.

Field theories with fractional operators are not introduced ad hoc but are super-selected among other realizations of the multi-fractional paradigm according to a logical four-step reduction of all available possibilities. (1) First, dimensional flow with a non-standard spacetime measure and second-order kinetic terms is possible but, contrary to early expectations, it does not improve renormalizability of any sector [82] including gravity, which is the foremost goal of the program. This reduces the choice to higher- or fractional-order kinetic terms. (2) A kinetic term with a higher-order or non-integer power has a clear physical interpretation: the spectral dimension of spacetime changes with the probed scale, to a value determined by the higher-order or fractional exponent. In particular, field theories with fractional derivatives describe matter and gravity interacting in spacetimes with ordinary measure but an intrinsic multi-fractal structure [46, 47, 66]. This can be seen by computing the spectral dimension \( d_s \) of spacetime from the modified dispersion relation of the theory, as done with standard techniques in quantum gravity [66, 83–88]. The fractional order \( \gamma \) of the derivatives is related to the spectral dimension \( d_s(\gamma) \), so that understanding the behaviour of the theory as a function of \( \gamma \) gives information on the geometry of spacetime. At different scales, the value of \( d_s \) changes, ranging from [66]

\[
d_s \simeq \frac{4}{\gamma}
\]  

in the UV to \( d_s \simeq 4 \) in the infrared (IR), the large-scale limit coinciding with the topological dimension \( D = 4 \). This variation of the spectral dimension is due to the presence of one or more fundamental scales defining the fabric of spacetime. Indeed, the multi-fractional paradigm is a sub-case of the larger framework of multi-scale spacetimes, where the presence of a non-trivial UV scaling in dispersion relations or in the spacetime measure requires length scales which are part of the definition of the geometry on which the fields live. In the theories studied in this paper, there is only one length scale \( \ell_* \), hidden in dimensionful coupling constants \( a_\gamma \) and \( \lambda_{\gamma-1} \) in the case of the scalar field. This scale \( \ell_* \) defines the division between the UV and the IR regimes. Since we are interested in a theory of quantum gravity without spoiling the known phenomenology of the other fundamental interactions, the size of \( \ell_* \) is expected to be above the LHC scale, possibly of order of the Planck scale. Constraints on this scale in the other multi-fractional theories have spanned a number of experiments and observations and a summary of the results can be found [46, 47].

(3) The presence of a kinetic term with anomalous scaling makes a multi-fractional spacetime measure unnecessary, thus avoiding the difficulties of a QFT with non-trivial spacetime measure [82]. (4) Last, analyticity of the propagator requires these fractional operators to be Lorentz-invariant, thereby selecting a fractional d’Alembertian instead of fractional derivatives [66, 89].

Therefore, the analysis of QFTs with varying Hausdorff and spectral dimension carried in the literature showed that a theory with fractional d’Alembertian is a somewhat mandatory choice within the multi-fractional paradigm. At this point, one can legitimately ask (and rigorously answer) whether this setting with a natural dimensional flow enjoys unitarity and improved renormalizability.
We work in Minkowski spacetime in $D = 4$ topological dimensions with a mostly-plus Lorentzian metric $\eta_{\mu\nu} = \text{diag}(-,+,+,+)$. Theories with fractional operators can be defined with different symmetries but imposing diffeomorphism invariance simplifies the problem greatly [66]. Therefore, here we will consider fractional powers of the d’Alembertian. On Minkowski spacetime, the ordinary d’Alembertian is defined as usual as $\Box := \nabla_\mu \nabla^\mu = \eta_{\mu\nu} \partial^\mu \partial^\nu = -\partial_t^2 + \partial_1^2 + \partial_2^2 + \partial_3^2$ when acting on a rank-0 tensor. In Lorentzian momentum space, $-\Box \rightarrow k^2 = -k_0^2 + |k|^2$.

2.2 Fractional scalar theory

Although our primary goal is gravity, we introduce the basic properties of the theory considering scalar and gauge fields first. This is done both for completeness, to show how fractional physics works in all particle sectors, and because gauge theory is a sort of laboratory where to sketch the main features of gravity, since diffeomorphism invariance can be regarded as a special but complicated case of gauge invariance. In turn, fractional gauge theory can be studied through a scalar toy model with a very specific choice of interaction. Following the order of progression of the tensorial structure, we start with a scalar (rank 0), continuing with a gauge field (rank 1) and ending with gravity (rank 2).

The action of the scalar model we consider for renormalization is

$$
S = \int d^4x \left[ \frac{1}{2} \phi (\Box + a_\gamma \Box^\gamma) \phi - \phi^2 \left( \lambda_0 + \lambda_{\gamma-1} \Box^{\gamma-1} \right) \phi^2 \right],
$$

where $\phi$ is a real scalar with energy dimensionality

$$
[\phi] = 1,
$$

so that the coefficients in the action have dimensionality

$$
[\lambda_0] = 0
$$

and (note here a hidden dependence on the fundamental scale $\ell_*^{2(\gamma-1)}$)

$$
[a_\gamma] = [\lambda_{\gamma-1}] = 2(1 - \gamma).
$$

The fractional exponent $\gamma$ is positive and non-integer, $0 < \gamma \notin \mathbb{N}$. In $a_\gamma$ and $\lambda_{\gamma-1}$, we have absorbed a complex phase $\exp(i\pi\gamma)$ coming from $(-\Box)^\gamma = \exp(i\pi\gamma)\Box^\gamma$. In this way, in momentum space the action is real, and so is the ratio $\lambda_{\gamma-1}/a_\gamma$, which will appear later in beta functions. Note that there is no mass term in (2.2) and one neglects odd-leg-number interaction vertices, because of the $\mathbb{Z}_2$ symmetry imposed on the scalar field.

The particular choice in (2.2) of a quartic interaction endowed with a fractional power of the d’Alembertian differing by exactly 1 with respect to the power in the kinetic term is motivated by the fact that it reproduces the structure of the action of the perturbative longitudinal mode in fractional gauge theory, as we will show in eq. (2.19). Therefore, the quantum properties of the scalar model (2.2) will be the same as the gauge model (2.8). In particular, the constraint on the relative difference of derivative powers comes from gauge invariance. Also, a quartic interaction term not only contains the smallest possible number of scalar fields consistent with the $\mathbb{Z}_2$ symmetry $\phi \rightarrow -\phi$, but is also compatible with the interaction order of vector gauge bosons. Later, to identify the scalar with the graviton polarization modes, we will have to generalize the scalar model. In section 7.2, we will perform
a power-counting analysis for a generic interaction and independent fractional coefficients in the kinetic and interaction terms. Although this will result in a different range of $\gamma$ for super-renormalizability, the technical tools and the conceptual framework with which to study perturbative renormalizability and unitarity will essentially be the same. That is why we will study the simple model (2.2) in detail.

For $\gamma < 1$, the fractional part of the action (2.2) would be dominant in the IR. The theory would become a plain model in the UV and, obviously, its renormalization properties would be the same as for a standard scalar $\lambda_0 \phi^4$ theory. This case will not be further analyzed here. Therefore, for $\gamma > 1$ the IR limit of the action (2.2) is

$$S_{\text{IR}} = \int d^4x \left[ \frac{1}{2} \phi \Box^\gamma \phi - \lambda_0 \phi^4 \right],$$

(2.6)

while the leading part of the action in the UV regime (important for divergences) is

$$S_{\text{UV}} = \int d^4x \left[ \frac{1}{2} a_\gamma \phi \Box^\gamma \phi - \lambda_{\gamma-1} \phi^2 \Box^{\gamma-1} \phi^2 \right].$$

(2.7)

Note that the kinetic term cannot be transformed into a canonical one with two derivatives without changing the physics. In fact, while local field theories connected by a non-linear local field redefinition are physically equivalent since their S-matrix is the same [90, 91], the same is true only for certain non-local transformations [90, 92] but not in general. Only linear non-local equations can be made fully local by a field redefinition, while for non-linear ones non-locality is transferred to interaction terms, the problem of initial conditions is changed and, ultimately, so is the physical spectrum. At the quantum level, the measure of the path integral is transformed and the quantization of the two theories is inequivalent. For instance, non-local field redefinitions made of entire form factors do not alter the spectrum, as is well-known in non-local quantum gravity with exponential or asymptotically polynomial operators [36], while a redefinition in a non-local, purely phenomenological model with non-entire form factors given by integer inverse powers of the d’Alembertian leads to a different theory [93]. Fractional operators are not entire and, if one applied a field redefinition to make the kinetic term canonical, all the complications we will find in the unitarity analysis of the free action would be moved to the interacting theory and, hence, to the issue of perturbative unitarity, with no guarantee that the new theory be physically equivalent to the original. Another problem with such field redefinitions is that they would be inapplicable in highly non-linear equations of motion such as those stemming in the gauge and gravitational theories studied in sections 2.3 and 7. In particular, they would obscure the parallelism between the model (2.7) and the gauge-field UV action (2.19) derived below.

### 2.3 Fractional gauge theory

Studying gauge theories to illustrate certain physical or technical features of quantum gravity theories is a common procedure we will follow also here. This is not the only reason why to consider gauge fields. Supposing the gravitational sector was indeed endowed with fractional operators, a unified theory including the Standard Model should have the same type of operators or, at least, there is no natural reason why it should not. Since the fundamental scale $\ell_*$ attached to the fractional operator is expected to be of order of the Planck scale, any such UV modification of the gauge sector would be irrelevant for particle-physics phenomenology, for instance at the LHC. Thus, the direct purpose of fractional gauge theories is not to improve
the Standard Model (although there may be a number of reasons to do so [94, 95]) but, on one hand, to illustrate the behaviour of fractional operators in sectors with non-trivial gauge symmetries and, on the other hand, to pave the way for a unified formulation of a QFT of all fundamental interactions.

In [66], we considered non-derivative scalar potentials \( V(\phi) \), in particular \( V \propto \phi^3 \) to compute some basic Feynman diagrams. From the form of the kinetic term, this theory was dubbed “\( T[\Box + \Box^\gamma] \).” The model (2.2) still belongs to the same class and arises as an illustration for theories with gauge symmetry and fractional powers of the gauge-covariant d’Alembertian, such as

\[
S = \int d^4x \left[ F_{\mu\nu} \left( b_0 + b_{\gamma-1} \Box^{\gamma-1} \right) F^{\mu\nu} \right].
\]

The scalar field above is analogous to the gauge fluctuation \( \delta A_\mu \leftrightarrow \phi \). To show this, consider the UV limit of the action (2.8) (setting \( b_{\gamma-1} = 1 \)):

\[
S_{uv} = \int d^4x F_{\mu\nu} \Box^{\gamma-1} F^{\mu\nu}.
\]

Writing the gauge field around the flat gauge connection background,

\[
A_\mu = \overline{A}_\mu + a_\mu, \quad \overline{A}_\mu = 0,
\]

the gauge field strength is schematically

\[
F_{\mu\nu} \sim \partial_\mu a_\nu + g_A a_\mu a_\nu,
\]

where \( g_A \) is the non-Abelian gauge coupling, so that the action (2.9) can be expanded to the quadratic order:

\[
S^{(2)}_{uv} = \int d^4x a_\mu O^{\mu\nu} a_\nu,
\]

where the operatorial kernel \( O^{\mu\nu} \) is of the general form

\[
O^{\mu\nu} = b_{\gamma,1} \eta^{\mu\nu} \Box^{\gamma} + b_{\gamma,2} \nabla^\mu \nabla^\nu \Box^{\gamma-1},
\]

and \( b_{\gamma,1} \) and \( b_{\gamma,2} \) are numerical coefficients. Assuming that there exists a constant spacetime vector \( L^\mu \) normalized to one \( (L^\mu L_\mu = 1) \), we can project the gauge vector on its direction according to the decomposition

\[
a_\mu = a_{\mu\parallel} + a_{\mu\perp} := L_\mu L^\nu a_\nu + (a_\mu - L_\mu L^\nu a_\nu), \quad L^\mu a_{\mu\perp} = 0, \quad a_{\mu\perp} a^\mu_{\perp} = 0.
\]

From this, we can define the scalar

\[
a_{\parallel} = L^\nu a_\nu,
\]

so that the quadratized action (2.12) becomes

\[
S^{(2)}_{uv} = \int d^4x a_{\parallel} \left( b_{\gamma,1} \Box^{\gamma} + b_{\gamma,2} L_\mu L^\nu \nabla^\mu \nabla^\nu \Box^{\gamma-1} \right) a_{\parallel} + \ldots,
\]

where we only look at the parallel components and drop terms in \( a_{\mu\perp} \). Assuming that

\[
L_\mu \sim \frac{\nabla_\mu}{\sqrt{\Box}} \quad \Rightarrow \quad L_\mu L_\nu \sim \frac{\nabla_\mu \nabla_\nu}{\Box},
\]

\[
- 7 -
\]
we get

\[ S_{uv}^{(2)} = (b_{\gamma,1} + b_{\gamma,2}) \int d^4x a_{\parallel} \Box^{\gamma} a_{\parallel} =: b_{\gamma} \int d^4x a_{\parallel} \Box^{\gamma} a_{\parallel} , \]  

(2.18)

This reproduces the kinetic term in eq. (2.7). Expanding (2.9) to fourth order in \( a_{\mu} \) and using \( Z_2 \) symmetry, we get

\[ S_{uv}^{(4)} = \int d^4x \left( b_{\gamma} a_{\parallel} \Box^{\gamma} a_{\parallel} + g_A^2 a_{\parallel}^2 \Box^{\gamma-1} a_{\parallel}^2 \right) , \]  

(2.19)

where we dropped an \( O(g_A) \) cubic term, because it is sub-dominant both in the IR and in the UV and we used the assumptions of \( Z_2 \) symmetry. Here we have \( |a_{\mu}| = |a_{\parallel}| = |\phi| = 1 \), coinciding with the dimension of the canonically normalized scalar field in \( D = 4 \) dimensions.

Identifying \( a_{\parallel} = \phi \), we get eq. (2.7). Note that we obtain the correct interaction term only in the case of a non-Abelian theory \( (g_A \neq 0) \), otherwise the scalar theory is free.

In section 4.4, we will add \( O(F^4) \) operators to the action (2.8) to make the theory UV-finite.

3 Renormalizability and super-renormalizability

The renormalization of standard, local QFTs can be studied either directly via the explicit calculation of Feynman diagrams or through the shortcut of power counting, the classification of all possible divergences of diagrams at all loop orders solely based on the superficial degree of divergence of momentum integrals in the cut-off regularization scheme. If the objective is to check whether a theory is renormalizable or not, regardless of the values of the beta functions, power counting is very convenient. However, it cannot be taken for granted in non-local theories, since its validity is based upon renormalization schemes usually proven only for local theories. One such scheme is the regularization-independent Bogoliubov–Parasiuk–Hepp–Zimmermann (BPHZ) renormalization [96–98], a special case of algebraic renormalization (see [99, 100] for reviews) equivalent to augmenting the bare action with local regularization-dependent counter-terms.

Violations of the BPHZ scheme could lead to several problems such as the following. Consider a non-local theory where all one-loop divergences have been absorbed by a finite number of counter-terms. A theory is said to be renormalizable at higher loops once all one-loop divergences are taken care of in all possible places of a big diagram, together with possible overall genuine higher-loop divergences. At the two-loop level, for instance, there may be some overlapping divergences or sub-divergences (i.e., divergent parts of a sub-diagram) related to the divergences already met at the one-loop level. If the assumptions for the standard BPHZ procedure hold, then these divergences of one-loop origin can be absorbed by a standard one-loop counter-term Lagrangian and the theory is renormalizable at two loops. However, if the BPHZ scheme fails, then these divergences are a problem for the renormalization of the theory at the two-loop and higher levels. What could happen is that they may not be absorbable in one-loop-looking local counter-terms, or that such counter-terms may be non-local, or that they do not exist at all. In the second case, this problem is strictly related also to an issue of non-analyticity of the loop integrals. In other words, the condition for integrability of counter-terms (in the sense of originating from some local action) would be violated in generic non-local theories and the power-counting argument would not faithfully account for all possible divergences of Feynman diagrams.
In appendix A, we show that the BPHZ scheme holds unmodified in fractional theories. In turn, this guarantees the validity of the power counting of divergences, which we apply in section 3.1. We find that the theory (2.7) is renormalizable for any $\gamma > 1$ with the superficial degree of divergences $\omega$ of any loop diagram bounded by $\omega \leq 4$. Logarithmic divergences ($\omega = 0$) are the only ones universal with respect to gauge-fixing parameters, regularization- and renormalization-scheme dependencies. In four dimensions and in dimensional regularization, we will argue that the divergent part of the quantum effective action reads

$$\Gamma_{\text{div}} = \frac{1}{\varepsilon} \int d^4x \left[ \frac{1}{2} \beta_1 \phi \Box \phi - \beta_\lambda_0 \phi^4 \right], \quad (3.1)$$

with generally non-zero coefficients $\beta_1$ and $\beta_\lambda_0$. We will consider only the highest (superficial) level of divergence and ignore divergences proportional to the cosmological constant (absent at the classical level) and to the mass parameter of the theory (as noted above, the absence of a mass is reminiscent of gauge symmetries underlying fractional gauge theories).

### 3.1 Power counting

Given the UV limit (2.7) valid for $\gamma > 1$, the superficial degree of divergence of any Feynman graph $\Gamma$ is

$$\omega_\Gamma \leq 4L + N_V(2\gamma - 2) - 2N_I \gamma, \quad (3.2)$$

where $L$ is the number of loops, $N_V$ is the number of four-leg vertices and $N_I$ is the number of internal lines. The topological relation

$$N_V - N_I = 1 - L \quad (3.3)$$

implies $4L = -4N_V + 4N_I + 4$, while the relation

$$4N_V = 2N_I + N_E \quad (3.4)$$

implies $-4N_V + 2N_I = -N_E$, where $N_E$ is the number of external legs with scalar fields. Then, we get

$$4L + N_V(2\gamma - 2) - 2N_I \gamma = 4L + 2(\gamma - 1)(N_V - N_I) - 2N_I$$

$$= -2(\gamma - 1)(L - 1) + 4L - 2N_I$$

$$= 4 - 2(\gamma - 1)(L - 1) - 4N_V + 2N_I$$

$$= 4 - 2(\gamma - 1)(L - 1) - N_E,$n

and the superficial degree of divergence becomes

$$\omega_\Gamma \leq 4 - 2(\gamma - 1)(L - 1) - N_E. \quad (3.6)$$

Power-law divergences in the UV cut-off of loop integrals ($\omega_\Gamma > 0$) are not universal and their coefficients depend on the details of the regularization scheme; in some schemes such as dimensional regularization, they are completely absent [101, 102]. Only logarithmic UV divergences ($\omega_\Gamma = 0$) are universal in a sense of their independence on the details of the regularization and renormalization procedures. Therefore, in this paper we will be interested only in logarithmic UV divergences.

Now we are in a position to show that the form of the divergent part of the effective action is as in eq. (3.1). We start with the observation that the divergent part of the effective
action in $D = 4$ dimensions must be the sum of operators of the form $\phi O_i \phi$ with $[O_i] = 2$. For local QFTs (possibly with higher derivatives in their defining classical tree-level action), it is well known that the UV divergences can be completely expressed as a local functional of the quantum fields. Therefore, to build the operators $O_i$ in the divergent part of the effective action, we can only use integer positive powers of the fields (here the scalar field $\phi$) and non-negative powers of various differential operators acting on these fields (for instance, the partial derivative $\partial_\mu$, or the d’Alembertian $\Box$), while we cannot use negative powers of such differential operators. This theorem holds mathematically for local higher-derivative models but, by an explicit computation, we can extend its range of validity also to the weakly non-local theories considered here. The flag example is given by fractional theories with the operator $\Box^\gamma$ with $\gamma > 0$, where in this way we do not introduce any strong non-locality, i.e., operators with $\gamma < 0$.\footnote{Models with strong non-locality\cite{104} are used phenomenologically to describe the late-time evolution of the universe\cite{105} but they are notoriously difficult to embed in a QFT, even at the level of effective field theory, due to their peculiar IR regime\cite{106–108}. In section E.1.1, we will see a basic example of the problems one can face when quantizing strongly non-local theories.}

The situation with weakly non-local theories (of which theories with fractional derivatives are a sub-case) is under control since we know that the form of the UV Lagrangian is still local, and it develops neither weak nor strong non-locality. This can be understood intuitively from the fact that the UV regime of the theory is when the energies are very high, corresponding to very small distances between points. In other words, UV divergences express the behaviour of the theory when, for example, the two-point Green’s functions are computed at two spacetime points $x$ and $x'$ and when the mathematical limit $\lim_{x' \to x}$ is taken. To write the result of such limit with $x' \to x$, we can use only local functionals of the fields containing two quantum fields $\phi = \phi(x)$ (evaluated at the same point $x$) and only with differential operators acting on them in such a way that also their action is local. This last condition means that we can use only positive and finite powers of differential operators like $\Box$ and $\partial_\mu$ acting on the field $\phi = \phi(x)$ at the same spacetime point $x^\mu$. The claim that in weakly non-local (including fractional) theories the form of the UV divergences is still local is proven in section 3.3 by an explicit computation using Feynman diagrams.

As explained above, in fractional theories the power-counting analysis gives a bound on the superficial degree of divergence of any divergent graph of the theory, according to formula (3.6). There, we see that the dimension of the divergent terms in the Lagrangian (and also the corresponding counter-terms) is bounded by 4 in $D = 4$ spacetime dimensions. From the local character of divergences, we know that it must also be non-negative. Therefore, the list of all possible local divergent terms is

$$\Lambda, \quad m^2 \phi^2, \quad \phi \Box \phi, \quad \phi^4. \quad (3.7)$$

All these terms are local and their dimension is 4. The first term corresponds to the contribution to the cosmological constant, which we neglect here since we can always shift the vacuum energy of the QFT when taking Minkowski spacetime as the background; this operation is not observable in non-gravitational particle physics. The absence of a cosmological-constant counter-term can also be explained due to the fact that, to source such logarithmic divergences, one would need the presence of another mass or energy scale in the theory to construct a ratio of dimensionality $[\Lambda] = 4$. Similarly, the second term is a UV-divergent correction to the mass of $\phi$ but, when one considers only the monomial behaviour in the UV theory, there is no reason to create a dimensionful quantity $m^2$ as written above, since in the action
all the couplings have the same dimensionality. In general, when the theory contains various mass scales, various exponents \( \gamma \), or even when only \( a_\gamma \neq 0 \) and also \( \lambda_0, \lambda_{-1} \neq 0 \), it is combinatorially possible to construct ratios whose dimensions agree with the dimension of the cosmological constant \( \Lambda \) or of the constant mass term \( m^2 \). We omit such contributions motivated by the fact that, when the exponent \( \gamma > 1 \) is closer to one, then the combinatorics of such terms become more and more complicated. We avoid it here for the sake of simplicity of our presentation. Therefore, we concentrate only on two types of logarithmic UV divergences, \( \phi \Box \phi \) or \( \phi^4 \). This leads to eq. (3.1).

To proceed further, we neglect vacuum diagrams \( (N_E = 0) \), since their contribution to vacuum energy can be shifted away and one can just redefine the vacuum state without any observational consequences. In gravitational theories, this shift is reabsorbed into a cosmological constant. We also note that one-legged (tadpole) diagrams \( (N_E = 1) \) vanish for a quartic interaction, due to \( Z_2 \) symmetry. Then, the worst behaviour in (3.6) happens when \( N_E = 2 \), so that

\[
\omega_T \leq 2 - 2(\gamma - 1)(L - 1). \tag{3.8}
\]

At one loop \( (L = 1) \), the power-counting argument cannot exclude the presence of divergences. For \( L > 1 \) and \( \gamma > 1 \), there are no divergences provided \( 2 - 2(\gamma - 1)(L - 1) < 0 \), i.e., \( (\gamma - 1)(L - 1) > 1 \). Therefore, the condition for power-counting super-renormalizability is

\[
\gamma > \frac{L}{L - 1}. \tag{3.9}
\]

When this inequality is saturated, the model has logarithmic divergences \( (\omega_T = 0) \). In general, for

\[
\frac{L_{\max} + 1}{L_{\max}} < \gamma \leq \frac{L_{\max}}{L_{\max} - 1}, \tag{3.10}
\]

the theory is \( L_{\max} \)-loop super-renormalizable: It has divergences at \( L = 1, \ldots, L_{\max} \) loops while all higher-loop diagrams at levels \( > L_{\max} \) are superficially convergent. In particular:

- For \( \gamma > 2 \), the model has divergences only for \( L = 1 \) and is one-loop super-renormalizable.
- For \( \frac{3}{2} < \gamma \leq 2 \), the model has divergences at \( L = 1, 2 \) loops.
- For \( \frac{4}{3} < \gamma \leq \frac{3}{2} \), the model has divergences at \( L = 1, 2, 3 \) loops.
- For \( \frac{5}{4} < \gamma \leq \frac{4}{3} \), the model has divergences at \( L = 1, 2, 3, 4 \) loops.

And so on. In contrast, in the limit \( \gamma \rightarrow 1^+ \) divergences persist at all orders in perturbation theory but the model is still renormalizable. In fact, from the bound (3.8) we have \( \omega_T \leq 2 \), which is smaller than 4 at any loop order \( L \) and does not grow with \( L \). Here we only consider logarithmic divergences for which \( \omega = 0 \) and this means that the number of derivatives on external legs (that is, what we have in counter-terms) is still bounded by 4, the energy dimension of possible counter-terms in (3.1). Hence the number of covariant structures needed to absorb UV-divergences does not grow with \( L \). In all these cases, the form of the UV-divergent part of the quantum effective action is as in eq. (3.1).

Therefore, for \( \gamma < 1 \) the theory is non-renormalizable (i.e., it has divergences at all loop orders and their number grows with \( L \)), for \( \gamma = 1 \) it is strictly renormalizable (divergences at all loop orders and their number does not grow with \( L \)), for \( 1 < \gamma \leq 2 \) it is super-renormalizable (there are only a finite number of divergences up to some loop order \( L_{\max} \),
excluding divergent sub-diagrams), while for $\gamma > 2$ it is one-loop super-renormalizable (only divergences at the one-loop level are present, excluding divergent sub-diagrams):

strictly renormalizable: $1 = \gamma$, \hspace{1cm} (3.11a)

super-renormalizable: $1 < \gamma \leq 2$, \hspace{1cm} (3.11b)

one-loop super-renormalizable: $2 < \gamma$. \hspace{1cm} (3.11c)

In non-local quantum gravity with asymptotically polynomial operators, the presence in the action of certain higher-order local operators called killers can make the theory finite [109]. Finiteness, the absence of divergences at all perturbative orders, can lead to Weyl conformal invariance in the UV [110, 111], which in turn can have momentous consequences for phenomenology [112–126], but it is not necessary in order to have a predictive, fully controllable QFT in the UV. The model (2.2) is finite for any $\gamma$ only when it is free, that is, when $\lambda_{\gamma-1} = 0 = \lambda_0$. In this degenerate case, no beta functions are generated. In section 4, we will introduce killer operators to make the interacting theory finite.

3.2 Beta functions

Let us give a bird’s eye view of the beta functions of the theory before embarking into actual calculations. We concentrate on the beta coefficient $\beta_1$ for the interaction terms $\phi^4$ in eq. (3.1). A similar structure can be found for the divergent coefficient $\beta_{\lambda_0}$. The conclusion will be that, when $\lambda_{\gamma-1} \neq 0$ and for any $\lambda_0$ (regarded here as a sub-leading term), the beta function $\beta_1$ at the one-loop level is directly proportional to $\lambda_{\gamma-1}$, so that

$$\beta_1^{(L=1)} = c_1 \frac{\lambda_{\gamma-1}}{a_\gamma}.$$ \hspace{1cm} (3.12)

The linearity is due to the structure of the self-energy diagram \quad (for $\beta_1$) with one 4-leg interaction vertex and one propagator in the loop. Moreover, the numerical coefficient $c_1$ in (3.12) is proportional to $\gamma - 1$ and vanishes continuously in the limit $\gamma \to 1$.

At higher loops, the balance between the fractional powers in the kinetic and the interaction term breaks up except in some special cases where diagrams still display a logarithmic divergence. For all the other diagrams, the associated integral either scales as a non-integer positive power or as a negative power of integration momentum. The first case is a non-universal artifact due to cut-off regularization and the actual result in dimensional regularization is zero, as recalled above. This case appears only for $\gamma < 2$. In the second case, the integral converges and it contributes to the finite part of the quantum effective action, which is not relevant for the renormalizability of the theory. Similar considerations hold also for the more general scalar model discussed in section 7.2. Therefore, again, we can focus the discussion on logarithmically divergent graphs.

For higher-loop diagrams of this kind, if any, one expects a higher polynomial dependence of the perturbative beta function on the ratio $\lambda_{\gamma-1}/a_\gamma$:

$$\beta_1^{(L)} = \sum_{i=1}^{L} c_i \left( \frac{\lambda_{\gamma-1}}{a_\gamma} \right)^i = c_1 \frac{\lambda_{\gamma-1}}{a_\gamma} + c_2 \left( \frac{\lambda_{\gamma-1}}{a_\gamma} \right)^2 + \ldots + c_L \left( \frac{\lambda_{\gamma-1}}{a_\gamma} \right)^L,$$ \hspace{1cm} (3.13)

where the coefficients $c_i$ are all $\gamma$-dependent.
For the beta function $\beta_{\lambda_0}$, we expect a quadratic dependence on the ratio $\lambda_{\gamma-1}/a_{\gamma}$. At the $L$-loop level,

$$\beta^{(L)}_{\lambda_0} = \sum_{i=1}^{L} d_i \left( \frac{\lambda_{\gamma-1}}{a_{\gamma}} \right)^{2i} = d_1 \left( \frac{\lambda_{\gamma-1}}{a_{\gamma}} \right)^{2} + d_2 \left( \frac{\lambda_{\gamma-1}}{a_{\gamma}} \right)^{4} + \ldots + d_L \left( \frac{\lambda_{\gamma-1}}{a_{\gamma}} \right)^{2L},$$

(3.14)

where the coefficients $d_i$ are all $\gamma$-independent.

The computation of these beta functions can be done using either the Barvinsky–Vilkovisky (BV; also called Schwinger–DeWitt or heat-kernel) technique [102, 127] for $\gamma \geq 1$ or Feynman diagrams for any $\gamma$. The two methods are fully equivalent since the BV technique is nothing but the resummed version of the Feynman expansion. On one side, one works with covariant operators, while on the other side one handles non-covariant Feynman diagrams. We present both versions as a cross-check of the final result, confining the BV calculation to appendix C.

### 3.3 One-loop effective action

In the Feynman-diagrams method, one does not make any assumption about the form of the UV divergences and computes them in a most direct and straightforward way, even in $D$ topological dimensions. When one uses other techniques such as the BV trace technology, some assumptions on the final form of the infinities are being made to ease the calculation.

For $\gamma > 1$, the leading part of (2.2) in the UV is eq. (2.7). In this regime, the propagator of the theory in Fourier space is

$$\tilde{G}(-k^2) = \frac{1}{a_{\gamma}(-k^2)^{\gamma}},$$

(3.15)

while the vertex of interactions is roughly (before symmetrization)

$$\tilde{V} = -24i\lambda_{\gamma-1}(-k^2)^{\gamma-1}.$$

(3.16)

Note that, according to our $(-, +, \ldots, +)$ signature convention, the coefficients $a_{\gamma}$ and $\lambda_{\gamma-1}$ carry a phase, while in the opposite convention they are real.

As said in section 3.1, we ignore vacuum and one-legged diagrams. The flat-space-time one-loop vacuum diagram $\bigcirc$ is always quartically divergent and counts the number and character of the degrees of freedom (fermionic or bosonic). The tadpole diagram vanishes due to the assumed $\mathbb{Z}_2$ symmetry.

#### 3.3.1 Two-point function

The two-point function correction (giving rise to wave-function renormalization and to a mass) consists of the self-energy $\bigcirc\bigcirc$ diagram, made of one vertex and one propagator. The vertex is given by the expression

$$\tilde{V} = -4i\lambda_{\gamma-1} \left\{ \left[ -(p + k)^2 \right]^{\gamma-1} + \left[ -(p + r)^2 \right]^{\gamma-1} + \left[ -(p + s)^2 \right]^{\gamma-1} + \left[ -(k + r)^2 \right]^{\gamma-1} + \left[ -(k + s)^2 \right]^{\gamma-1} + \left[ -(r + s)^2 \right]^{\gamma-1} \right\}. $$

(3.17)

For the topology $\bigcirc\bigcirc$, we can assign momenta

$$r = -k, \quad s = -p.$$
so that the vertex is
\[ \tilde{V} = -8i\lambda_{\gamma-1} \left\{ \left[-(p+k)^2\right]^{\gamma-1} + \left[-(p-k)^2\right]^{\gamma-1} \right\} , \]  
and the whole diagram in \( D \) dimensions is
\[ \int \frac{d^Dk}{(2\pi)^D} \frac{-\left[-(p+k)^2\right]^{\gamma-1} + \left[-(p-k)^2\right]^{\gamma-1}}{a_\gamma(-k^2)^\gamma} \]  
where
\[ \tilde{\Pi}(p) = 8\lambda_{\gamma-1} \int \frac{d^Dk}{(2\pi)^D} \frac{-\left[-(p+k)^2\right]^{\gamma-1} + \left[-(p-k)^2\right]^{\gamma-1}}{a_\gamma(-k^2)^\gamma}. \]

Expanding the integrand for \( k \gg p \), we have
\[
\frac{-\left[-(p+k)^2\right]^{\gamma-1} + \left[-(p-k)^2\right]^{\gamma-1}}{a_\gamma(-k^2)^\gamma}
= \left[ -k^2 \left( 1 + \frac{2p \cdot k + p^2}{k^2} \right) \right]^{\gamma-1} + \left[ -k^2 \left( 1 + \frac{-2p \cdot k + p^2}{k^2} \right) \right]^{\gamma-1}
= (-k^2)^{\gamma-1} \left( 1 + \frac{2p \cdot k + p^2}{k^2} \right)^{\gamma-1} + \left( 1 + \frac{-2p \cdot k + p^2}{k^2} \right)^{\gamma-1}
= \frac{2 + (\gamma - 1) \left( \frac{p \cdot k}{k^2} \right)^2}{a_\gamma(-k^2)^\gamma} + O(p^3)
= \frac{2 + 2(\gamma - 1) \frac{p^2}{k^2} + (\gamma - 1)(\gamma - 2) \left( \frac{p \cdot k}{k^2} \right)^2}{a_\gamma(-k^2)^\gamma} + O(p^3).
\]

After integrating over the angular variable, up to a solid-angle \( 2\pi^2 \) factor this expression becomes
\[
-\frac{2 + 2(\gamma - 1) \frac{p^2}{k^2} + (\gamma - 1)(\gamma - 2) \frac{p^2}{k^2}}{a_\gamma k^2} + O(p^3) = -\frac{2 + \gamma(\gamma - 1) \frac{p^2}{k^2}}{a_\gamma k^2} + O(p^3),
\]
so that the mass-term correction in \( D = 4 \) dimensions is
\[
\int \frac{d^4k}{(2\pi)^4} \left[ -8\lambda_{\gamma-1} \frac{2}{a_\gamma k^2} \right] = -\frac{2\pi^2}{(2\pi)^4} \frac{16\lambda_{\gamma-1}}{a_\gamma} \int k^3 dk \frac{\lambda_{\gamma-1}}{a_\gamma} k^2 = -\frac{1}{\pi^2} \frac{\lambda_{\gamma-1}}{a_\gamma} k_{\text{UV}}^2,
\]
which is quadratically divergent in the UV cut-off \( k_{\text{UV}} \). Since this is a power-law divergence, we can neglect it when working in dimensional regularization. This result is exact in a monomial theory with no IR operators and \( a_\gamma, \lambda_{\gamma-1} \neq 0 \), while in the full theory (2.2) there are sub-leading terms.

Let us turn our attention to the wave-function renormalization correction in four dimensions:
\[
\int \frac{d^4k}{(2\pi)^4} \left[ -8\lambda_{\gamma-1} \frac{\gamma(\gamma - 1) p^2}{k^2} \right] = -\frac{16\pi^2}{(2\pi)^4} \frac{\lambda_{\gamma-1}}{a_\gamma} \gamma(\gamma - 1) \int k_{\text{UV}}^3 dk \frac{p^2}{k^4} k^3.
\]
\[\begin{align*}
&= -\frac{1}{\pi^2} \frac{\lambda_{\gamma-1}}{a_\gamma} \gamma (\gamma - 1) p^2 \int_{k_{UV}} dk \frac{dk}{k} \\
&= -\frac{1}{2\pi^2} \frac{\lambda_{\gamma-1}}{a_\gamma} \gamma (\gamma - 1) p^2 \ln k_{UV}^2 \\
&= \beta_1 p^2 \ln k_{UV}^2, \quad (3.23)
\end{align*}\]

where
\[\beta_1 = -\frac{1}{2\pi^2} \frac{\lambda_{\gamma-1}}{a_\gamma} \gamma (\gamma - 1), \quad (3.24)\]

which is the first of the beta functions announced in section 3.2.

### 3.3.2 Self-interaction

Consider now the corrections to the quartic self-interaction, i.e., to the four-point functions, when the external momenta can all be set zero for simplicity because the final result is independent of them. As discussed in section 3.1, only the \( \phi^4 \) counter-term is possible here. Therefore, we take the usual three bon-bon diagrams in the \( s, t \) and \( u \) channels:

\[\begin{align*}
\text{Only the highest monomial term in the action matters, so that, again, we can take the asymptotic form (2.7).}

\text{The propagator part of the bon-bon diagrams for zero momenta is}

\[\frac{i}{a_\gamma (-k^2)^\gamma} \frac{i}{a_\gamma (-k^2)^\gamma} = \frac{1}{a_\gamma^2 (-k^2)^{2\gamma}}.\]

\text{To the vertex (3.17), we assign momenta}

\[p = 0, \quad r = -k, \quad s = 0, \quad (3.26)\]

\text{so that}

\[\tilde{V} = -16i\lambda_{\gamma-1} (-k^2)^{\gamma-1}, \quad (3.27)\]

\text{and we have three diagrams with the same contribution:}

\[\begin{align*}
-\frac{3}{a_\gamma^2 (-k^2)^{2\gamma}} [-16i\lambda_{\gamma-1} (-k^2)^{\gamma-1}]^2 &= \frac{3 \times 256\lambda_{\gamma-1}^2 (-k^2)^{2\gamma-2}}{a_\gamma^2 (-k^2)^{2\gamma}} \\
&= \frac{768\lambda_{\gamma-1}^2}{a_\gamma^2 (-k^2)^2} \frac{1}{k^4}.
\end{align*}\]

\text{Integrated over } d^4k = k^3 dk d\Omega (d\Omega \text{ being the solid angle part of the measure), this term gives the logarithmic divergence}

\[\frac{384\lambda_{\gamma-1}^2}{a_\gamma^2} \ln k_{UV}^2,\]

\[\text{– 15 –}\]
so that, multiplying by \( \frac{2\pi^2}{(2\pi)^4} = \frac{1}{8\pi^2} \) the beta function of the \( \lambda_0 \) coupling is

\[
\beta_{\lambda_0} = \frac{1}{8\pi^2} \frac{384 \lambda_{\gamma-1}^2}{a_\tau^2} = \frac{48 \lambda_{\gamma-1}^2}{\pi^2 a_\tau^2}.
\]

This expression does not receive any corrections from sub-leading terms.

4 Finiteness

We saw that the theory described by the UV action (2.7) can be strictly renormalizable or super-renormalizable depending on the value of \( \gamma \). We also saw that, in \( D = 4 \) spacetime dimensions, to achieve strict or super-renormalizability we need to include only two types of local counter-terms, namely, \( \phi \Box \phi \) and \( \phi^4 \). At this point, we ask ourselves whether a situation where all these divergences are completely absent at any perturbative order is possible.

Barring the simplistic case \( \lambda \gamma - 1 = 0 \) of no interactions, there is a way to kill both beta functions and make them vanish at any loop order, \( \beta_1 = 0 = \beta_{\lambda_0} \), starting from the case of one loop. The main ingredient is a new class of operators specifically added to the bare action with adjusted front coefficients such that linear relations ensure the complete cancellation of UV divergences. These operators have been dubbed killers and have been employed successfully in asymptotically polynomial non-local quantum gravity [109]. A difference with respect to the present case is that the killers of asymptotically polynomial non-local quantum gravity are local operators in the UV, while ours will be non-local. The reason is that asymptotically polynomial non-local quantum gravity is local in the UV limit, while fractional gravity is not.

Let us recall what killers are and how the mechanism of divergences removal works. In a generic gravitational theory in four dimensions, operators which are cubic and quartic in curvature tensors contribute to the beta functions at the one-loop level. Using this observation, one can exploit these operators and arrive at a situation where all the one-loop beta functions are made to vanish. For this procedure to work, one needs to add these \( O(R^3) \) and \( O(R^4) \) operators to the bare Lagrangian and assign some coefficients \( s_i \) to them. The coefficients \( s_i \) are not free parameters of the theory and should be adjusted \textit{a posteriori}.

From the power-counting analysis of \( D = 4 \) gravitational theories, it is well known that there are quartic and quadratic power-law divergences in the UV cut-off. They are the leading terms for divergences in the UV regime but, nevertheless, all power-law divergences can be fully reabsorbed by a finite renormalization of couplings. One is left only with logarithmic divergences, for which \( \omega_T = 0 \). These logarithmic divergences are universal, scheme-independent and give rise indirectly to physically relevant effects such as the renormalization-group flow of couplings. In other words, killer operators are not used to kill power-law divergences; they are introduced only to eradicate logarithmic divergences. Furthermore, it is obvious from the BV trace technology for covariant operators that, for example, quartic operators contribute linearly in their coefficients \( s_i \) to the one-loop beta functions of counter-terms quadratic in curvatures. One can use this linearity property and adjust the killer coefficients to some special values \( s_i^* \), which make the system of one-loop beta functions vanish. The clearest situation to use these killers occurs at one-loop level in super-renormalizable theories where only one-loop divergences survive [109]. Then, after adding killers with specially adjusted coefficients \( s_i^* \), the theory is completely UV-finite. If the theory possesses divergences also at higher loop orders, then the killers used at the one-
loop level tame one-loop divergences completely, but at higher loops one needs to use more complicated operators, as we will discuss in section 4.3.

Schematically, before adding these killers, the complete expressions for the beta functions in the model (2.7) are

\[
\beta_1 = \beta_1^{(1)} + \beta_1^{(2)} + \beta_1^{(3)} + \ldots, \\
\beta_{\lambda_0} = \beta_{\lambda_0}^{(1)} + \beta_{\lambda_0}^{(2)} + \beta_{\lambda_0}^{(3)} + \ldots,
\]

where superscripts denote the number of loop levels at which each term is computed. At the one-loop level, the beta functions \(\beta_1 \neq 0\) and \(\beta_{\lambda_0} \neq 0\) can be effectively set to zero when we add the following piece of killer (“K”) Lagrangian:

\[
L_{K1} = s_1 \phi^2 (\Box \phi) \Box^{\gamma-2} \phi + s_{\lambda_0} \phi^4 \Box^{\gamma-2} \phi^2,
\]

where \(s_1\) and \(s_{\lambda_0}\) are constants. These terms are at least quartic in the scalar field \(\phi\), hence they do not contribute to the propagator or to the zero-vacuum expectation value. This implies that the propagator is the same and that killer operators do not change anything about the question of tree-level unitarity of the theory (sections 5 and 6).

The operators (4.3) are strongly non-local for \(\gamma < 2\), since the power exponent on the d’Alembertian is negative. However, this is not a problem because of two reasons. First, the form of these killers should be attained only in the UV regime of the theory, when we concentrate only on the UV-divergent part of the effective action. Moreover, at lower energies (characterized by the eigenvalues of \(\Box\)) the form of these operators may be different in such a way that they interpolate between the UV and the IR regime and the real issue is whether they create any problem in the IR end, as is typically known to happen with strong non-locality. This issue can be solved by a choice such as the following example of interpolating rational function of the box operator:

\[
L_K = s_1 \phi^2 (\Box \phi) \Box^\gamma \phi^2 + s_{\lambda_0} \phi^4 \Box^{\gamma-2} \phi^2 + \Lambda_{\text{IR}}^4 \phi^2,
\]

where \(\Lambda_{\text{IR}}\) is some IR energy scale. One has two limits, the UV regime (4.3),

\[
L_K \xrightarrow{\Box \gg \Lambda_{\text{IR}}^2} L_{K1}^{\text{UV}}
\]

and the IR regime

\[
L_K \xrightarrow{\Box \ll \Lambda_{\text{IR}}^2} s_1 \phi^2 (\Box \phi) \Box^\gamma \phi^2 + s_{\lambda_0} \phi^4 \Box^{\gamma-2} \phi^2.
\]

This signifies that, for \(\gamma > 0\), these terms are completely harmless in the IR since they are suppressed by the IR energy scale \(\Lambda_{\text{IR}}\) as in any standard low-energy effective field theory, so that they do not create any issue related to strong non-locality. Other interpolating functions between the IR and the UV are possible but what matters for the issue of renormalizability is only the UV form (4.3) of the killer Lagrangian.

4.1 First killer at one loop

At the one-loop level, one can perform the whole computation of the contributions of the killers to the beta functions. Here we only quote some intermediate steps and the main results.
The first and second variation of the killer Lagrangian $L_{K1}^{\text{UV}}$ for the first operator in (4.3) are, respectively,
\[ \delta L_{K1} = s_1 \left[ 2\phi \delta \phi (\Box \phi) \nabla^2 \phi + \phi^2 (\Box \delta \phi) \nabla^2 \phi + \phi^2 (\Box \phi) \nabla^2 \delta \phi \right], \tag{4.7} \]
and
\[ \delta^2 L_{K1} = s_1 \left[ 2\phi \delta \phi (\Box \phi) \nabla^2 \phi + 2\phi \delta \phi (\Box \delta \phi) \nabla^2 \phi + 2\phi \delta \phi (\Box \phi) \nabla^2 \delta \phi + \phi^2 (\Box \delta \phi) \nabla^2 \delta \phi + 2\phi \delta \phi (\Box \phi) \nabla^2 \delta \phi + \phi^2 (\Box \delta \phi) \nabla^2 \delta \phi \right] \\
= s_1 \left[ 2(\Box \phi) (\Box \nabla^2 \phi) \delta \phi \delta \phi + 4(\Box \nabla^2 \phi) \delta \phi \Box \delta \phi + 4(\Box \phi) \delta \phi \Box \nabla^2 \delta \phi + 2(\Box \phi) \delta \phi \Box \nabla^2 \delta \phi + 4(\nabla \mu \phi^2) \delta \phi \nabla \mu \Box \nabla^2 \delta \phi + 2 \phi^2 \delta \phi \Box \nabla^2 \delta \phi \right] \\
= s_1 \left[ 2(\Box \phi) (\Box \nabla^2 \phi) \delta \phi \delta \phi + 4(\Box \nabla^2 \phi) \delta \phi \Box \delta \phi + 4(\Box \phi) \delta \phi \Box \nabla^2 \delta \phi + 2(\Box \phi) \delta \phi \Box \nabla^2 \delta \phi \right] + \ldots, \tag{4.8} \]
where we neglected total derivatives in the background quantities. As usual, the special cases of $\gamma = 1$ and $\gamma = 2$ should be treated separately. When $\gamma \neq 1, 2$, we have just two relevant terms contributing to, respectively, the $\phi \Box \phi$ divergence (linear in $s_1$) and the $\phi^4$ divergence (quadratic in $s_1$):
\[ \delta^2 L_{K1} = 2s_1 \left[ 2(\phi \Box \phi) \nabla^2 \phi + \phi^2 \delta \phi \Box \nabla^2 \delta \phi \right] + \ldots. \tag{4.9} \]
The contribution of these terms to the Hessian and to the corresponding reduced Hessian read, respectively,
\[ \hat{H}_{\text{int}} \supset 2s_1 \left[ 2(\phi \Box \phi) \nabla^2 + \phi^2 \Box \nabla^2 \right], \quad \hat{H}_{\text{red}} \supset \frac{2s_1}{a_\gamma} \left[ 2(\phi \Box \phi) \nabla^2 + \phi^2 \Box \nabla^2 \right], \tag{4.10} \]
so that the corresponding beta functions are
\[ \beta_{1,K1} = -\frac{1}{2\pi^2} \frac{s_1}{a_\gamma}, \tag{4.11} \]
\[ \beta_{\lambda_0,K1} = \frac{3}{\pi^2} \left( \frac{s_1}{a_\gamma} \right)^2. \tag{4.12} \]
The first condition to make the theory finite at the one-loop level is
\[ 0 = \beta_{1,tot}^{(1)} = \beta_{1}^{(1)} + \beta_{1,K1}, \tag{4.13} \]
where $\beta_{1}^{(1)}$ contains all non-vanishing contributions to the beta function of the coupling in front of the wave-function renormalization term $\phi \Box \phi$, except for the contribution of the first killer operator. In the case of the minimal UV theory (2.7), $\beta_{1}^{(1)} = -\gamma (\gamma - 1) \lambda_{\gamma - 1} / (2\pi^2 a_\gamma)$ is given by eq. (3.24). In general, the linear equation (4.13) can always be solved for a real and unique value of $s_1$ given by
\[ s_1 = s_1^* = 2\pi^2 a_\gamma \beta_{1}^{(1)}. \tag{4.14} \]
4.2 Second killer at one loop

The second-order variation of the killer Lagrangian $L^{\text{K2}}_{\text{K2}}$ for the second killer in (4.3) is

$$\delta^2 L_{\text{K2}} = s_{\lambda_0} \left[ 12 \phi^2 \delta \phi \delta \phi \Box \gamma^{-2} \phi^2 + 8 \phi^3 \delta \phi \Box \gamma^{-2} (\phi \delta \phi) + 8 \phi^3 \delta \phi \Box \gamma^{-2} (\delta \phi \delta \phi) + 2 \phi^4 \Box \gamma^{-2} (\delta \phi \delta \phi) \right],$$

(4.15)

where we can effectively forget about the corresponding interpolating function in eq. (4.3), which only plays the role of a spectator. Remembering that we are interested only in terms $\propto \phi^4$ in background quantities, we select only the relevant terms:

$$\delta^2 L_{\text{K2}} \supset 16 s_{\lambda_0} \phi^4 \delta \phi \Box \gamma^{-2} \delta \phi,$$

(4.16)

with the exception of the special case $\gamma = 2$ where some more terms must be added. The contribution of (4.16) to the Hessian and the corresponding reduced Hessian read, respectively,

$$\hat{H}_{\text{int}} \supset 16 s_{\lambda_0} \phi^4 \Box \gamma^{-2}, \quad \hat{H}_{\text{red}} \supset \frac{16 s_{\lambda_0}}{a_\gamma} \phi^4 \Box^{-2},$$

(4.17)

so that the functional trace is

$$\text{Tr} \ln \hat{H}_{\text{K2}} = \frac{16 s_{\lambda_0}}{a_\gamma} \phi^4 + \ldots.$$ 

(4.18)

From this, we obtain the beta function

$$\beta_{\lambda_0, \text{K}} = \frac{24 \phi^4}{\pi^2} \frac{16 s_{\lambda_0}}{a_\gamma} = \frac{384 s_{\lambda_0}}{\pi^2 a_\gamma},$$

(4.19)

which is linear in the coefficient $s_{\lambda_0}$. Including the other contributions to the beta function at the one-loop level (such as (4.12)) into a collective term $\beta_{\lambda_0}^{(1)}$, the total one-loop expression is

$$\beta_{\lambda_0, \text{tot}}^{(1)} = \beta_{\lambda_0}^{(1)} + \beta_{\lambda_0, \text{K2}}^{(1)}.$$ 

(4.20)

For example, from previous considerations we know that in the minimal model with bare action (2.7) we have $\beta_{\lambda_0}^{(1)} = (48/\pi^2)(\lambda \gamma - 1/a_\gamma)^2$ according to eq. (3.29). Then, one can easily solve the linear equation $\beta_{\lambda_0, \text{tot}}^{(1)} = 0$ for a unique and real value of the coefficient $s_{\lambda_0}$, thus making the $\phi^4$ sector of the theory finite:

$$s_{\lambda_0} = s^*_0 = -\frac{\lambda \gamma - 1}{8 a_\gamma},$$

(4.21)

where the values of $\lambda \gamma - 1$ and $a_\gamma$ are arbitrary.

This concludes the proof that, at the one-loop level and using fractional killer operators, it is always possible to find an example of the theory which is completely finite, irrespectively of the values of the exponent $\gamma$, provided that $\gamma > 0$.

4.3 Higher loops

If $\gamma > 2$, then the minimal UV action (2.7) is one-loop super-renormalizable and it is sufficient to augment it with the killer operators (4.3) to make it finite. However, if $1 < \gamma < 2$, divergences appear also at higher loop orders and the above killers are insufficient to achieve finiteness. In this section, we tackle the issue of whether one can extend the above construction to this case.
The situation at higher loop levels is very similar and here we describe it qualitatively without entering into details. One technical reason is that, as is well known, one does not have a simple higher-loop trace logarithmic formula for the effective action using the functional trace of the second variational derivative operator (understood as the Hessian differential operator on the vector space of fluctuations). Therefore, a background-covariant mathematical apparatus to perform such computation is unavailable. Feynman diagrams can bypass this problem but we will not attempt such tedious calculations here. We just give arguments why the same killing procedure works also in this case.

An important ingredient is that at the \( L \)-loop level the effective action is linearly proportional to the \( 2^L \)th variational derivative of the bare action with respect to the field fluctuations, with other fields set to their background values. Therefore, on one hand we know that

\[
\Gamma^{(L)}_{\text{div}} \sim \frac{s^{2L}S}{\delta \phi^{2L}}. \tag{4.22}
\]

On the other hand, from the power-counting analysis we also know that, at any loop order, we have divergences only of the form (3.1). Therefore, suitable killers in the UV at the general \( L \) loop level should have the form

\[
\mathcal{L}_K^{\text{UV}} = \sum_{L \in \{L_{\text{div}}\}} \mathcal{L}_K^{\text{UV}(L)}, \quad \mathcal{L}_K^{\text{UV}(L)} = s_1^{(L)} \phi^2 (\Box \phi) \Box^{\gamma - L - 1} \phi^{2L - 1} + s_\lambda^{(L)} \phi^4 \Box^{\gamma - L - 1} \phi^{2L}, \tag{4.23}
\]

where \( \{L_{\text{div}}\} \) is the set of loop levels where divergent diagrams appear. For instance, taking the list of examples below (3.10), when \( 3/2 < \gamma \leq 2 \) we have \( L_{\text{div}} = 1, 2 \) and a total of four killers; when \( 4/3 < \gamma \leq 3/2 \), we have \( L_{\text{div}} = 1, 2, 3 \) and a total of six killers; and so on.

One can prove the validity of the killing system since the equations

\[
0 = \beta^{(L)}_{1, \text{tot}} = \beta^{(L)}_{1} + \beta^{(L)}_{1, K}, \tag{4.24}
\]

\[
0 = \beta^{(L)}_{\lambda_0, \text{tot}} = \beta^{(L)}_{\lambda_0} + \beta^{(L)}_{\lambda_0, K}, \tag{4.25}
\]

are realized for any loop order \( L \) when the values of the coefficients are adjusted according to \( s_1^{(L)} = s_1^{(L)*} \) and \( s_\lambda^{(L)} = s_\lambda^{(L)*} \). As one can see, these coefficients are real and always exist as solutions of the linear independent system of killing equations (4.24)–(4.25). Explicit numerical relations between \( s_1^{(L)} \) and \( \beta^{(L)}_{1} \) or between \( s_\lambda^{(L)} \) and \( \beta^{(L)}_{\lambda_0} \) can be found but they go beyond the scope of the present paper. Suffice it to recognize that the killers (4.23) contribute in a linear way to the sought divergences after taking the \( 2^L \)th variational derivatives. One can avoid the strong non-locality problem in the IR in the same way as presented above with the interpolating form factors.

In conclusion, UV-finiteness in the considered models of scalar fractional theories can be easily and always achieved at any loop order by adding certain types of killer operators.

### 4.4 Killers in gauge theory

Adding to the action (2.8) the killer operator

\[
\mathcal{L}_K^{\text{UV}} = F^{\mu\nu} F_{\mu\nu} F^{\rho\sigma} \Box^{\gamma - 3} F_{\rho\sigma}, \tag{4.26}
\]

we get the term

\[
a_{\parallel} (\Box a_{\parallel}) a_{\parallel} \Box^{\gamma - 2} a_{\parallel}, \tag{4.27}
\]

\(^3\)A simpler form of the first killer can be \( \phi^2 \Box^{\gamma - L} \phi^{2L} \), which however works only for \( L \geq 2 \).
equivalent to the first one-loop killer in eq. (4.3), where $a_{\parallel}$ was defined in eqs. (2.14) and (2.15). Therefore, for $\gamma > 2$, the one-loop super-renormalizable fractional theory of gauge fields can be made finite. For $1 < \gamma < 2$, there is a finite number of divergences at higher loops and one can devise a construction similar to the one in section 4.3.

5 Tree-level propagator

In [66], it was shown that, with the fractional equivalent of the standard Feynman prescription for the propagator, the scalar theory $T[\Box + \Box^\gamma]$ is well-defined and unitary only for $\gamma < 1$ at the free level (i.e., independently of the type of self-interactions), a range more precisely defined by $0 < \gamma < 1$ if we require a positive-definite spectral dimension. At the one-loop level, some $\phi^3$ diagrams were found to be finite in this interval for $\gamma \neq 1/2$ but we have seen above that this result was peculiar to the $V(\phi) \propto \phi^N$ model and is not reproduced in models with derivative interactions $V(\Box, \phi)$. Given that $\gamma < 1$ leads to a model where fractional modifications are important in the IR rather than the UV, the conclusion was that the simplest version of the model was non-renormalizable. A possible resolution involving a non-trivial integration over a continuum of $\gamma$ values was proposed without elaborating the resulting theory $T[\Box^{\gamma(\ell)}]$ too much.

In this section, our goal is to individuate ways out of the problem detected in [66] without attempting to modify the classical theory $T[\Box + \Box^\gamma]$. The solution should be apparent already at the free level, since any trouble (including non-unitarity) spotted at the free level would almost surely propagate to all orders in perturbation theory, as found in [66]. Vice versa, a positive result at the free level would require further checks at higher perturbative orders but it would be a solid starting point for this task. Therefore, from now on we concentrate on the tree-level propagator and ignore interactions and loop corrections. This also allows us to mass export all the above results on renormalizability to the quantum theories described in the following, since the kinetic term in the UV will still be of the type $\sim \Box^\gamma$ and the power counting will be unaffected. We allow also for a mass $m$, which can be set to zero at any point in the calculation.

5.1 Källén–Lehmann representation

Consider the Fourier transform $\tilde{G}(-k^2)$ of the Green’s function $G$ for a Lorentz-invariant theory, where $-k^2 = k_0^2 - |k|^2 \in \mathbb{R}$. Here we consider the free Green’s function but what follows also applies to the exact Green’s function with interactions. Promote $\tilde{G}$ to a function $\tilde{G}(z)$ on the complex plane and assume that $\tilde{G}(z^*) = \tilde{G}^*(z)$. Given a counter-clockwise contour (closed path) $\tilde{\Gamma}$ encircling the point $z = -k^2$ and such that $\tilde{G}(z)$ is analytic inside and on $\tilde{\Gamma}$, Cauchy’s integral formula yields the Green’s function as an integral on the contour:

$$\tilde{G}(-k^2) = \frac{1}{2\pi i} \oint_{\tilde{\Gamma}} dz \frac{\tilde{G}(z)}{z + k^2}.$$  \hspace{1cm} (5.1)

Assume now that $\tilde{G}$ has poles and branch cuts on the real axis $s := \text{Re} \, z$. (Branch cuts on the imaginary axis, or even anywhere in the complex plane, are also possible but they do not change much this generic discussion. They will be considered in sections 6 and 7.4.) We can deform the contour $\tilde{\Gamma}$ in such a way that, if the contributions of arcs at infinity and around branch points vanish, then, for a massive theory with one branch cut, we get the
Källén–Lehmann representation of the Green’s function [128–132] (see appendix D.1):

\[ \tilde{G}(k^2) = \int_{m^2}^{+\infty} ds \frac{\rho(s)}{s + k^2}, \tag{5.2} \]

where \( \rho \) is called spectral function or spectral density.

### 5.2 Feynman prescription

Let us review the problematic case of the Feynman propagator in fractional theories [66]. Full details are given in appendix D.2, where we correct some typos and imprecisions in [66]. Assume that \( \tilde{G} \) has a branch cut at \( s := \text{Re } z \geq m^2 \) and no poles:

\[ \tilde{G}(z) = \frac{1}{(m^2 - z)\gamma}, \tag{5.3} \]

where \( \gamma \) is non-integer. In the Feynman prescription giving rise to what we would usually call the causal propagator, \(-k^2\) is displaced in the upper half plane: \(-k^2 \to -k^2 + i\epsilon\), where \( \epsilon > 0 \). The small parameter \( \epsilon \) is sent to zero at the very end of the calculation. Then, eq. (5.1) becomes

\[ \tilde{G}_F(-k^2) = \lim_{\epsilon \to 0^+} \frac{1}{2\pi i} \oint_{\Gamma_o} dz \frac{\tilde{G}(z)}{z + k^2 - i\epsilon}, \tag{5.4} \]

where the contour \( \tilde{\Gamma} = \Gamma_o \) is shown in Fig. 1.

As shown in appendix D.2, the contribution \( \int_{\Gamma_R} \) of the arcs at infinity vanishes in the limit \( R \to +\infty \) if

\[ \gamma > 0. \tag{5.5} \]

The contribution of the branch point is proportional to the radius \( \epsilon \) of the mini-arc around it,

\[ \tilde{G}_{b.p.}(-k^2) \propto \epsilon^{1-\gamma}. \tag{5.6} \]

When \( \gamma \) is non-integer, this expression diverges for \( \gamma > 1 \) and vanishes for \( \gamma < 1 \). Since there is no other term that can compensate this, we must make it vanish and enforce the condition

\[ \gamma < 1. \tag{5.7} \]

The only non-zero contribution left is the one from the branch cut, which reads

\[ \tilde{G}_F(-k^2) = \tilde{G}_{\text{cut}}(-k^2) = \int_{m^2}^{+\infty} ds \frac{\rho_F(s)}{s + k^2}, \tag{5.8} \]

where

\[ \rho_F(s) = \frac{1}{|s - m^2|^{\frac{\gamma}{2}}} \frac{\sin(\pi \gamma)}{\pi}. \tag{5.9} \]

Unitarity is preserved if the spectral density is positive definite, \( \rho_F(s) > 0 \), which is true for \( 2n < \gamma < 2n+1, n \in \mathbb{Z} \). However, combined with the constraint (5.7) from the contribution of the branch points and with the constraint (5.5) from the positivity of the spectral dimension, we end up with the interval

\[ 0 < \gamma < 1. \tag{5.10} \]

Note that \( \rho_F = \text{Im } \tilde{G} / \pi \), so that the condition \( \rho_F(s) > 0 \) is equivalent to the optical theorem applied to the propagator. For completeness, we recall the higher-derivative case \( \gamma = n \) in appendix D.3.
The same calculation can be applied to the Dyson prescription $-k^2 \to -k^2 - i\epsilon$ giving rise to what we would usually call the anti-causal propagator, where $\epsilon > 0$. In this case, $-k^2$ is displaced in the lower half plane and eq. (5.1) becomes

$$\tilde{G}_D(-k^2) = \lim_{\epsilon \to 0^+} \frac{1}{2\pi i} \oint_{\tilde{\Gamma}} dz \frac{\tilde{G}(z)}{z + k^2 + i\epsilon} = \int_{m^2}^{+\infty} ds \frac{\rho_F(s)}{s + k^2 + i\epsilon},$$

(5.11)

where the contour $\tilde{\Gamma} = \tilde{\Gamma}_o$ is exactly the same as before, except for the position of $z = -k^2$ (now in the fourth quadrant). The spectral function $\rho_F(s)$ is (5.9) and one gets the same condition $\gamma < 1$ to make the contribution of the branch point vanish.

### 5.4 Anselmi–Piva prescription

Unless we change the propagator (5.3), the condition (5.10) is basically unavoidable because, otherwise, the arc around the branch point will always give a divergent contribution for non-integer $\gamma$, regardless of the contour prescription adopted. However, before fixing this issue we move our attention to the Anselmi–Piva procedure [37, 38, 42, 133], which has added value with respect to others because it can remove unwanted modes such as ghosts from the physical spectrum of higher-derivative theories. We will extend such procedure to the case of fractional QFTs.
The Anselmi–Piva procedure is non-analytic and consists in taking the average of the causal (Feynman) and anti-causal (Dyson) propagators:

$$\tilde{G}_{AP}(-k^2) := \frac{1}{2} \left[ \tilde{G}_F(-k^2) + \tilde{G}_D(-k^2) \right].$$  \hspace{1cm} (5.12)

Imposing this definition to the propagator of a particle field makes the latter a fakeon, i.e., a purely virtual particle which never appears in the physical spectrum of the theory. At the diagrammatic and S-matrix level, this means that the fakeon never appears in, respectively, external legs and asymptotic states. In fact, according to the Sokhotski–Plemelj formula,

$$A k^2 + m^2 - i\epsilon + B k^2 + m^2 + i\epsilon = \frac{k^2 + m^2}{(k^2 + m^2)^2 + \epsilon^2} (A + B) + i\frac{\epsilon}{(k^2 + m^2)^2 + \epsilon^2} (A - B) \quad \epsilon \rightarrow 0^+ \quad PV \left( \frac{1}{k^2 + m^2} \right) (A + B) + i\pi\delta(k^2 + m^2) (A - B),$$  \hspace{1cm} (5.13)

for any $A$ and $B$, where $PV$ is the Cauchy principal value. This formula is valid in the sense of distributions, i.e., both sides should be applied to a test function and integrated in $k^2$. When $A = B$, eq. (5.13) corresponds to (5.12) for a massive particle with residue $A$, the latter being $A = 1$ for a standard particle and $A = -1$ for a ghost. The delta contribution vanishes and one is left with the principal value of the propagator: the particle never goes on shell ($k^2 \neq -m^2$). One can also view [39] the fakeon propagator as the analytic limit of the propagator of a Lee–Wick particle [134, 135], when the mass $M$ of the latter is sent to zero.

Thus, the prescription (5.12) on the free propagator, which affects the physics off-shell, is accompanied by a projection taking care of the physics on-shell. Only the combination of the prescription together with the projection is consistent with unitarity. By itself, the replacement of Feynman propagators by averaged Feynman–Dyson ones is insufficient unless one makes sure not to add any on-shell contribution. It is crucial that the prescription be accompanied by a mathematical projection similar to the one done for Faddeev–Popov ghosts: unitarity holds in a reduced space of Lehmann–Symanzik–Zimmermann amplitudes, those with no external ghosts. In practice, one must specify that all the amplitudes with external unwanted particles be thrown away, just like in the case of the Faddeev–Popov ghosts. This is the reason why these virtual unwanted particles are called fakeons: they are ghosts (with negative signs of the kinetic terms) or even normal particles that can never go on shell; they do not appear in the physical spectrum as asymptotic states. In other words, a field theory with ghosts has a metric $(1, 1, \ldots, 1, -1, -1, \ldots, -1)$ between $T^\dagger$ and $T$ matrices in the optical theorem.\footnote{In a field theory with only normal particles, this metric is $(1, 1, \ldots, 1, 1, \ldots, 1)$.} The fakeon prescription changes diagrams so that to get the metric $(1, 1, \ldots, 1, 0, 0, \ldots, 0)$. But then the states corresponding to the zeros in the above metric should not appear between external states, unless one wants to have external fakeons and violation of unitarity due to ghosts. This second step of the procedure is the projection, where one ignores amplitudes with external fakeons and takes a sub-space with reduced metric $(1, 1, \ldots, 1)$ [133].

In higher-derivative theories, one can apply this procedure precisely to ghost modes (appendix D.3). In fractional theories, we can do the following. The field redefinition (D.24) is useful when we have a continuum of ghost quasi-particles that cannot be easily counted like...
the finite number of ghosts in higher-derivative models. Generalizing eqs. (D.23) and (D.24) to a non-integer \( n \to \gamma \), we get non-local transformations of the fields and the Lagrangian

\[
\mathcal{L} = \frac{1}{2} \phi (\Box + \ell^2_{\gamma} - 2 \Box^\gamma) \phi
\]

(5.14)

\[
= \frac{1}{2} \phi_1 \Box \phi_1 - \frac{1}{2} \phi_2 (\ell^2_{\gamma} - 4 \Box^\gamma) \phi_2,
\]

(5.15)

\[
\phi_1 = (1 + \ell^2_{\gamma} - 2 \Box^\gamma) \phi, \quad \phi_2 = -\ell^2_{\gamma} \Box^\gamma \phi.
\]

(5.16)

Note that this transformation is well defined only if \( \gamma > 1 \). In momentum space, the causal propagators for \( \phi_1 \) and \( \phi_2 \) are

\[
\tilde{G}^\phi_1(-k^2) = \frac{1}{k^2 - i\epsilon}, \quad \tilde{G}^\phi_2(-k^2) = -\frac{1}{\ell^2_{\gamma} + \ell^2_{\gamma} - 4(k^2 - i\epsilon)\gamma - 1}.
\]

(5.17)

We choose to apply the Anselmi–Piva prescription (5.12) only to the second propagator:

\[
\tilde{G}^\phi_1(-k^2) = \tilde{G}^\phi_1(-k^2), \quad \tilde{G}^\phi_2(-k^2) = \tilde{G}^\phi_{1b}(-k^2) = \frac{1}{2} \left[ \tilde{G}^\phi_F(-k^2) + \tilde{G}^\phi_D(-k^2) \right].
\]

(5.18)

However, we cannot apply this prescription directly to our model because, modulo a shift in \( \gamma \), the form of the propagator of \( \phi_2 \) is \( \propto 1/(m^2 + \ell^2_{\gamma}) \) with \( m \neq 0 \), while in the UV we have a propagator \( \propto 1/(m^2 + k^2)\gamma \) or, in the massless case, \( \propto 1/k^{2\gamma} \). To overcome this difficulty, there are two slightly inequivalent ways.

The first method is to introduce an auxiliary scalar field and recast (5.14) as

\[
\mathcal{L} = \frac{1}{2} \phi \Box \phi + \frac{1}{2} \ell_{\gamma} - 2 \left( \phi - \frac{1}{4} \chi \right) \Box^\gamma \chi.
\]

(5.19)

Varying the action with respect to \( \chi \) and plugging the solution \( \chi \) back into (5.19), one reproduces (5.14). The Lagrangian is not diagonalized in this way but, upon quantizing the system, one writes the perturbative tree-level propagator of \( \chi \) and singles out the latter as the fakeon to be projected out of the physical spectrum. This procedure is followed also in quadratic quantum gravity [41, 136].

As an alternative, we propose a modification of the Anselmi–Piva prescription which acts only on the UV part of the total propagator:

\[
\tilde{G}^\chi_{AP'}(-k^2) := \lim_{\epsilon \to 0^+, \gamma} \frac{1}{2} \left[ \frac{1}{m^2 + k^2 - i\epsilon - a\gamma(m^2 + k^2 - i\epsilon)\gamma} + \frac{1}{m^2 + k^2 - i\epsilon - a\gamma(m^2 + k^2 + i\epsilon)\gamma} \right].
\]

(5.20)

We make a modification confined to the UV because only there ghost-like dangerous modes are risky for unitarity, if they were present hypothetically. In principle, this has nothing to do with a decomposition of, or field redefinitions from, the scalar \( \phi \). In this way, in the IR there are non-trivial, stable degrees of freedom with a standard Feynman propagator, while in the UV there is no propagating physical degree of freedom. In particular, all instabilities are

---

5There is some ambiguity in the relation between \( \phi \) and \( \chi \). The equation of motion \( \delta S/\delta \chi = 0 \) is \( \Box^\gamma \chi = 2 \Box^\gamma \phi \). This implies \( \chi = 2\phi + \lambda \), where the function \( \lambda(x) \) is the general solution of \( \Box^\gamma \lambda = 0 \). Plugging \( \chi = 2\phi + \lambda \) into (5.19), one gets (5.14) up to a term proportional to \( \Box^\gamma \lambda \), which vanishes identically.
removed regardless of whether all UV modes are ghost or not. Note that both the original prescription singling out ghost modes and the modified prescription (5.20) are applied to eq. (5.1) after separating the relevant term \( \tilde{G}(z) \) from the total propagator. That is to say, \( \tilde{G}(z) \) in eq. (5.1) is the propagator of the unstable mode in the case of the original Anselmi–Piva prescription, and the UV propagator if we choose the modified prescription. In the latter case, we have

\[
\tilde{G}_{AP'}(-k^2) = \lim_{\epsilon \to 0^+} \frac{1}{4\pi i} \oint_{\Gamma} dz \tilde{G}_{uv}(z) \left( \frac{1}{z + k^2 - i\epsilon} + \frac{1}{z + k^2 + i\epsilon} \right)
\]

(5.21)

To better understand the structure of \( \tilde{G}_{AP'} \) in the UV, we note that the contour leading to this propagator looks degenerate in the two-dimensional complex plane, i.e., on a single branch of the complex integrand. However, one can consider taking the union \( \tilde{\Gamma} = \Gamma_{AP} := \Gamma_F^+ \cup \Gamma_D^- \), where \( \Gamma_F^+ \) is the Feynman contour in Fig. 1 in the principal branch of \( \tilde{G}(z)/2 \) (with \( 0 \leq \theta \leq 2\pi \)) and \( \Gamma_D^- \) is the Dyson contour in a different branch. Eventually, the branch we choose does not matter and it can even be the main one for both terms in (5.12). The Källén–Lehmann representation of (5.21) is obtained from eqs. (5.8), (5.11) and (5.13) with \( A = B = \rho_F(s) \):

\[
\tilde{G}_{AP'}(-k^2) \overset{UV}{=} \frac{1}{2} \int_{m^2}^{+\infty} ds \rho_F(s) \left( \frac{1}{s + k^2 - i\epsilon} + \frac{1}{s + k^2 + i\epsilon} \right)
\]

(5.13)

\[
\overset{\text{(5.14)}}{=} \int_{m^2}^{+\infty} ds \rho_F(s) \left( \frac{1}{s + k^2} \right) \cdot \text{PV} \left( \frac{1}{s + k^2} \right),
\]

(5.22)

where \( \rho_F(s) \) is given by eq. (5.9). Since only the principal value remains in the propagator, the gas of quasi-particles associated with \( \Box^\gamma \) can never go on-shell and never appear as asymptotic states in scattering amplitudes. Therefore, unitarity is preserved regardless of the sign of \( \rho_F(s) \).

Unfortunately, this does not ameliorate the compatibility between unitarity and renormalizability, since the condition (5.7) must still hold for the theory to be consistent. In fact, for the term \( 1/(m^2 + k^2 - i\epsilon)^\gamma \) the contribution of the branch point is (D.8), while for the term \( 1/(m^2 + k^2 + i\epsilon)^\gamma \) it is the same but possibly with a different overall phase. The sum of the two contributions from the branch point is then of the form (5.13), which vanishes only when \( A = B = 0 \). Therefore, once again, the total contribution of the contours around the branch point scales as \( \delta^{1-\gamma} \) and, for non-integer \( \gamma \), it vanishes if, and only if, inequality (5.7) holds. Failing to do so leads to a divergent coefficient in front of the principal value.

To solve this problem in the case of scalar and gauge theories, we will give up the Anselmi–Piva procedure but will redefine the kinetic operator with a mass regulator (section 6), while in the case of gravity we will employ a two-step procedure where the Anselmi–Piva procedure will be applied after regularizing the kinetic term in a certain way (section 7.4).

6 Fractional QFT with splitting

In this section, we propose a different representation of the kinetic operator \((-\Box)^\gamma\) which will allow us to overcome the problem of the bound (5.7) and obtain theories which are both unitary and (super-)renormalizable. We consider only the UV (fractional) part of the kinetic
term, since in the IR unitarity is obviously achieved. In the massive case, we define the kinetic operator 
\[ K(\Box) = -(m^2 - \Box)^\gamma := \lim_{\varphi_i \to 0} K_N(\Box), \quad m^2 > 0, \]  
\[ K_N(\Box) = -\frac{1}{c} \prod_{j=1}^{N} (m^2 - e^{-i\varphi_j} \Box)^\gamma, \quad \sum_{j=1}^{N} \gamma_j = \gamma, \quad 0 \leq \varphi_j < 2\pi, \]  
where \( c \) is a numerical constant fixed so that the eigenvalues of the kinetic term in Euclidean signature \( (\Box \to -k^2_E = k_1^2 + \cdots + k_D^2) \) are negative definite and a path-integral quantization is made possible:
\[ c = e^{-i \sum_{j} \gamma_j \varphi_j}. \]  
The representation (6.1) splits the fractional exponent into several components, each corresponding to a branch cut. The limits \( \varphi_i \to 0 \) and \( m \to 0 \) give a split representation of the massless fractional d’Alembertian:
\[ (-\Box)^\gamma := -\lim_{\varphi_i \to 0} \frac{m^2 \to 0}{m^2} K_N(\Box) = \lim_{m^2 \to 0} (m^2 - \Box)^\gamma, \]  
where all the branch cuts are rotated back into one common position on the positive real axis at the end of the calculation, in a way that avoids the point \( z = -k^2 + i\epsilon \) (in Feynman prescription). More generally, we can send to zero only a subset of the masses, if we work in a massive theory.

6.1 Branch cuts at any angle

Call \( \tilde{G}_N \) the Green’s function in momentum space associated with (6.1): 
\[ \tilde{G}_N(z) = c \prod_{j=1}^{N} (m^2 - e^{-i\varphi_j} z)^{-\gamma_j}, \quad \sum_{j=1}^{N} \gamma_j = \gamma. \]  
Each factor in \( \tilde{G}_N \) corresponds to a radial branch cut at an angle \( \varphi_j \) starting at the branch point \( z = z_j := m^2 \exp(i\varphi_j) \). We will avoid configurations with non-radial and intersecting cuts. The calculation of the propagator (6.4) is presented in appendix E.1:
\[ \tilde{G}_N(-k^2) = \sum_{i=1}^{N} \int_{m^2}^{+\infty} ds \frac{\rho_i(s)}{s + e^{-i\varphi_i} k^2} = \int_{m^2}^{+\infty} ds \mathcal{G}_N(s, k^2), \]  
where, to have unitarity at the free level, we must have a real and positive semi-definite total spectral function:
\[ \mathcal{G}_N(s, k^2) := \frac{\rho_1(s)}{s + k^2} + 2 \sum_{i, i^*} \frac{|\rho_i|}{s^2 + k^4 + 2sk^2 \cos \varphi_i} \geq 0, \]  
\[ \text{The sign of the phase in } c \text{ depends on how we define the propagator (as } (\ldots)^{\gamma} \text{ or as } 1/(\ldots)^{\gamma} \text{) but this is just a matter of convention and, if followed consistently, does not affect the final result, which will be that } c = 1. \]
where the sum is over pairs of complex conjugate branch cuts \( i \) and \( i^* \), i.e., such that \( \varphi_{i^*} = -\varphi_i \) and \( \gamma_{i^*} = \gamma_i \). The individual spectral functions are

\[
\rho_i(s) = \frac{e^{-i\psi_i}}{|s - m^2|^{\gamma_i} \prod_{j \neq i} |s^2 + m^4 - 2m^2 s \cos \Delta_{ij}|^{\gamma_j}} \frac{\sin(\pi \gamma_i)}{\pi},
\]

(6.7)

where the phases are

\[
\psi_1 = 0, \quad \text{if } \varphi_1 = 0 \text{ present}, \\
\psi_{i \neq 1} = \gamma_1 \text{Arg}_{i1} + \gamma_i \text{Arg}_{i^* i} + \sum_{(j, j^*) \neq (i, i^*)} \gamma_j A_{ji}.
\]

(6.9)

The first term in the right-hand side of (6.9) is present only if the \( \varphi_1 = 0 \) cut is present, in which case it is given by eq. (E.34). The second term is given by eq. (E.32) with \( j = i^* \), while the third term is the sum over pairs of

\[
A_{ji} := \text{Arg}_{ji} + \text{Arg}_{j^* i} = \text{Arg} \left[ m^2 - s e^{i(\varphi_i - \varphi_j)} \right] + \text{Arg} \left[ m^2 - s e^{i(\varphi_i + \varphi_j)} \right] .
\]

(6.10)

Note that the total spectral function (6.6) is indeed real and semi-positive, since \( \psi_i = -\psi_i \) and \( |\rho_i| > 0 \), as shown in appendix E.1.

The derivation of (6.5) also implies conditions on the fractional exponent \( \gamma \). The vanishing of contribution of the arcs at infinity yields \( \gamma > 0 \), while the vanishing of the branch-point contributions is guaranteed if, and only if,

\[
\gamma_i < 1 \quad \implies \quad \gamma = \sum_{i=1}^{N} \gamma_i < N ,
\]

(6.11)

a remarkable improvement with respect to the bound (5.7). For instance, it is sufficient to take \( N/2 < \gamma_i < 2/N \) for all \( i \) to get a higher-loop super-renormalizable theory \( (1 < \gamma < 2) \), and \( 2/N < \gamma_i < 1 \) for \( N \geq 3 \) to get a one-loop super-renormalizable theory \( (\gamma > 2) \). The condition (6.11) is insufficient to guarantee also unitarity, which should be checked looking at the spectral function in the Källén–Lehmann representation of the propagator.

6.2 Unitarity

All the viable ways to split the original branch cut are catalogued in appendix E.2. It turns out that, imposing the theory to be unitary, the best we can achieve in terms of renormalizability is with the \( N = 2 \) splitting and we get at most higher-loop super-renormalizability. This is not a limitation, since, on one hand, renormalizability as the minimal goal is achieved and, on the other hand, we can add the killer operators discussed in section 4.3 to render the theory finite, without altering the present discussion.

Let us then study the \( N = 2 \) case in detail. For any even \( N \), the phase for the \( \varphi = 0 \) cut does not change because it is self-conjugate, so that its contribution to the spectral function is always positive definite. If this cut is present, then for even \( N \) the theory is unviable because we cannot leave a cut at a non-zero angle unpaired with its complex conjugate. The cut at \( \varphi = \pi \) is also excluded, as argued above. Therefore, when \( N = 2 \) we must exclude the \( \varphi = 0 \) cut and consider a pair of complex conjugate cuts. The first term in eq. (E.41) is absent and so is the third. We have

\[
\psi_i = \gamma_i \text{Arg}_{i^* i} = \gamma_i \text{Arg} \left( m^2 - s e^{2i\varphi_i} \right), \quad i = 1, 2.
\]

(6.12)
Since $\varphi_i \neq 0, \pi$, the only possibility to solve the stricter positivity condition (E.26) is to choose the two conjugate and opposite cuts on the imaginary line (Fig. 5):

$$\varphi_1 = \frac{\pi}{2}, \quad \varphi_2 = \frac{3\pi}{2}, \quad (6.13)$$

In fact, the condition $\psi_i = 2\pi l$ must hold for all $s \geq m^2$ and, in particular, in the case when $s \to +\infty$ and

$$\psi_i = \gamma_i [2\varphi_i - (2n + 1)\pi], \quad n = 0, 1, \quad (6.14)$$

where the phase shift depends on the value of $\varphi_i$. The right-hand side of eq. (6.14) vanishes for the values (6.13).

The split kinetic term (6.1) corresponding to this configuration is

$$K_2(\Box) = -\left( m^4 + \Box^2 \right)^{\frac{\varphi}{2}}, \quad (6.15)$$

with propagator (6.5) and spectral function (6.7) given by

$$\tilde{G}_2(-k^2) = \frac{1}{(k^4 + m^4)^{\frac{\varphi}{2}}} = \int_{m^2}^{+\infty} ds \frac{2s}{s^2 + k^4} \rho_2(s), \quad (6.16)$$

$$\rho_2(s) = \frac{1}{|s^2 - m^4|^\frac{\varphi}{2}} \sin \left( \frac{\pi s}{\varphi} \right). \quad (6.17)$$

Note that eq. (6.16) is still in the form of the usual Källén–Lehmann representation because there is a global spectral function $\rho_i(s)$ times an $(s,k)$-dependent factor. It is interesting to highlight that, in his book, Weinberg claimed that higher-derivative theories cannot be unitary because the Källén–Lehmann representation (5.2) implies that the propagator cannot vanish faster than $k^{-2}$ in the UV [137, section 10.7]. We formalize Weinberg’s argument in a no-go theorem presented in appendix E.3. Here we see that the hypotheses of the theorem do not hold for eq. (6.16) and its generalizations, since these multi-cut configurations, not envisaged before, are different from the single-cut expression (5.2) and do not suffer from the same limitations on the asymptotic behaviour.

If we abandon the stricter positivity condition (E.26) and limit ourselves to the inequalities (E.25), we have to ensure that they hold when $\psi_i$ is given by eq. (6.12) for all $s \geq m^2$. This selects a certain region in the $(\varphi_i, \gamma_i)$ plane (Fig. 2):

- non-renormalizable: $0 < \gamma_i < \frac{1}{2}, \quad \left\{ 0 < \varphi_i \leq \frac{\pi}{2} \right\} \cup \left\{ \frac{3\pi}{2} \leq \varphi_i < 2\pi \right\}, \quad (6.18a)$
- strictly renormalizable: $\gamma_i = \frac{1}{2}, \quad \left\{ 0 < \varphi_i \leq \frac{\pi}{2} \right\} \cup \left\{ \frac{3\pi}{2} \leq \varphi_i < 2\pi \right\}, \quad (6.18b)$
- super-renormalizable: $\frac{1}{2} < \gamma_i < 1, \quad \varphi_i = \frac{\pi}{2}, \frac{3\pi}{2}. \quad (6.18c)$

Thus, the special case (6.13) is the only one valid for any value of $\gamma_i$ in the interval $(0, 1)$. Since $0 < \gamma_i = \gamma/2 < 1$, the theory is non-renormalizable for $0 < \gamma_i < 1/2$, strictly renormalizable for $\gamma_i = 1/2$ and super-renormalizable for $1/2 < \gamma_i < 1$ (Fig. 5).

One can check from eqs. (6.5), (6.6) and (6.12) that the propagator is indeed (here $\varphi = \varphi_i$)

$$\tilde{G}_2(-k^2) = \frac{1}{(m^4 + k^4 + 2m^2k^2 \cos \varphi)^{\frac{\varphi}{2}}}.$$
Figure 2. Angle $\phi_i$ and exponent $\gamma_i$ satisfying the positivity conditions (E.25) with $\psi_i$ given by eq. (6.12), for $N = 2$. Shaded areas and the two vertical lines are the regions in the parameter space where free-level unitarity is guaranteed.

$$\frac{2}{\pi} \int_{m_2}^{+\infty} ds \frac{s \cos \psi(s, \varphi) + k^2 \cos[\psi(s, \varphi) - \varphi]}{s^2 + k^4 + 2sk^2 \cos \varphi} \sin(\frac{\pi \gamma_i}{2}) \frac{1}{(s - m^2)^{\frac{\gamma_i}{2}} [s^2 + m^4 - 2m^2 s \cos(2\varphi)]^\frac{\gamma_i}{2}}.$$ (6.19)

7 Fractional gravity

In the case of fractional gravity, the action is [48] (we ignore the cosmological constant term)

$$S = \frac{1}{2\kappa^2} \int d^4x \sqrt{|g|} \left[ R + \ell_s^2 G_{\mu\nu} (-\ell_s^2 \Box)^{\gamma - 2} R^{\mu\nu} \right],$$ (7.1)

where $\kappa^2 = 8\pi G$, $G$ is Newton’s constant, $g$ is the determinant of the metric, $R$ is the Ricci scalar, $G_{\mu\nu} = R_{\mu\nu} - g_{\mu\nu} R / 2$ is the Einstein tensor, $R_{\mu\nu}$ is the Ricci tensor and $\ell_s$ is a fundamental length scale. First, we will find the action for the graviton from eq. (7.1). Then, we will discuss power-counting renormalizability and unitarity.

7.1 Graviton action

Expanding the action (7.1) around the flat spacetime background,

$$g_{\mu\nu} = \eta_{\mu\nu} + h_{\mu\nu},$$ (7.2)

at second order in the graviton we get the UV kinetic term

$$S^{(2)}_{UV} = \int d^4x h_{\mu\nu} \mathcal{O}_{UV}^{\mu\nu,\rho\sigma} h_{\rho\sigma},$$ (7.3)
where the operatorial kernel \( \mathcal{O}^{\mu\nu,\rho\sigma} \) is of the general form

\[
\mathcal{O}^{\mu\nu,\rho\sigma}_{\alpha} = \eta^{\mu\nu} \eta^{\rho\sigma} \Box^\gamma + a_2 (\eta^{\mu\rho} \eta^{\nu\sigma} + \eta^{\mu\sigma} \eta^{\nu\rho}) \Box^\gamma + a_3 (\eta^{\mu\sigma} \nabla^\rho \nabla^\nu + \eta^{\mu\nu} \nabla^\rho \nabla^\sigma) \Box^{\gamma-1} + a_4 (\eta^{\mu\sigma} \nabla^\rho \nabla^\nu + \eta^{\mu\rho} \nabla^\nu \nabla^\sigma + \eta^{\mu\nu} \nabla^\rho \nabla^\sigma) \Box^{\gamma-1} + a_5 \nabla^\mu \nabla^\nu \nabla^\rho \nabla^\sigma \Box^{\gamma-2},
\]

(7.4)

where \( a_i \) are numerical coefficients and \( \nabla_\mu = \partial_\mu \). A rigorous way to derive the action of the scalar modes of the graviton would be to work in the transverse-traceless gauge, decompose the spatial components into two polarization scalar modes, \( h_{ij} = e^{ij}_+ h_+ + e^{ij}_x h_x \), and write the action for the scalars \( h_+ \) and \( h_x \). Here we just sketch the full derivation taking the transverse gauge \( \nabla^\mu h_{\mu\nu} = 0 \). Then, only the first term in \( \mathcal{O}^{\mu\nu,\rho\sigma}_{\alpha} \) contributes and one gets the UV kinetic term between scalar fluctuations \( h = \eta^{\mu\nu} h_{\mu\nu} \) of the form

\[
S^{(2)}_{UV} = \int d^4 x \, \Box^\gamma h.
\]

(7.5)

At fourth order, it is not difficult to see that, in the UV,

\[
S^{(4)}_{UV} = \int d^4 x \left( \alpha_1 \Box^\gamma h + \alpha_2 \Box^2 h + \alpha_3 \Box^3 h + \alpha_4 \Box^4 h^2 + \ldots + \alpha_5 \nabla^\mu \nabla^\nu \nabla^\rho \nabla^\sigma \Box^{\gamma-1} h \right),
\]

(7.6)

where \( \alpha_i \) are numerical coefficients.\(^7\) Regardless of the distribution of the derivatives on the scalars, we see that the total number of derivatives in all terms is always fixed to 2\( \gamma \). The conclusion is that we can never get the term of the form \( \phi^2 \Box^{\gamma-1} \phi^2 \) and the model \( (2.2) \) does not reproduce the action for the graviton starting from the non-linear theory \( (7.1) \).

### 7.2 Generalized power counting

Given that the quartic graviton UV interaction is not of the form of the model \( (2.7) \), we have to generalize the power-counting analysis of section 3.1 to a different interaction. Consider then the \( D = 4 \) scalar model

\[
\mathcal{L} = \frac{1}{2} a_\gamma \phi \Box^\gamma \phi - \lambda_{\gamma-\alpha} \phi^{\Box^{\gamma-\alpha}} \phi^{\Box^{\gamma-\alpha}},
\]

(7.7)

where we assume \( \gamma > 1, \gamma - \alpha > 0 \) and \( n \geq 4 \). In the previous model \( (2.7) \), \( n = 4 \) and \( \alpha = 1 \), while in the case of the graviton in \( (7.6) \) \( n = 4 \) and \( \alpha = 0 \). The distribution of the powers of \( \phi \) in the interaction is immaterial for the purpose of power counting. Since \([\phi] = 1\) in four dimensions, the dimensionality of the couplings is

\[
[a_\gamma] = 2 - 2\gamma, \quad [\lambda_{\gamma-\alpha}] = 4 - 2(\gamma - \alpha) - n = [a_\gamma] + 2 + 2\alpha - n.
\]

(7.8)

Updating expression \( (3.2) \) to the more general case \( (7.7) \), the superficial degree of divergence is

\[
\omega_I \leq 4L + 2(\gamma - \alpha)N_V - 2\gamma N_I.
\]

(7.9)

---

\(^7\)Although one can always make a field redefinition to formally make the kinetic term local and canonical for a scalar field (with the risk of obtaining a physically different theory if the form factor is non-entire, as discussed in section 2.2), this is not true in the case of gauge theories and gravity, as one can appreciate from the nonlinear actions \( (2.8) \) and \( (7.1) \). In particular, even if one can redefine the graviton \( h \) in \( (7.5) \), going back to the full gravitational action one is unable to find anything resembling a covariant metric theory like \( (7.1) \). Therefore, the trade-off for this field redefinition is a complete loss of a fundamental non-linear formulation of the theory.
Combining the topological relation \((3.3)\) and the generalization of eq. \((3.4)\)
\[
nN_V = NE + 2NI , \tag{7.10}
\]
we get
\[
NI = \frac{n(L - 1) + NE}{n - 2} . \tag{7.11}
\]
Then,
\[
\omega_\Gamma \leq 4L + 2(\gamma - \alpha)(NI + 1 - L) - 2\gamma NI
= 4L - 2\alpha NI - 2(\gamma - \alpha)(L - 1)
= 4L - 2\alpha \frac{n(L - 1) + NE}{n - 2} - 2(\gamma - \alpha)(L - 1)
= L \left[ 4 - 2(\gamma - \alpha) - 2\alpha \frac{n}{n - 2} \right] + 2\gamma - 2\alpha \frac{NE - 2}{n - 2}
= 2L \left( 2 - \frac{2\alpha}{n - 2} - \gamma \right) + 2\gamma - 2\alpha \frac{NE - 2}{n - 2} \tag{7.12}
= 4 - \frac{2\alpha NE}{n - 2} + 2(L - 1) \left( 2 - \frac{2\alpha}{n - 2} - \gamma \right) . \tag{7.13}
\]
which generalizes inequality \((3.8)\). Take, as before, \(NE = 2\).

We can make a rough distinction between non-renormalizable and renormalizable theories looking at the sign of the coefficient in front of \(L\) in eq. \((7.12)\). If the sign is positive, then the superficial degree of divergence grows with the loop order and the theory is likely non-renormalizable. Otherwise, for a negative sign \(\omega_\Gamma\) decreases in \(L\), from some loop level on there are no divergences at all and the theory is renormalizable (strictly or even super-renormalizable). The limiting case when the coefficient is zero will not be discussed here. Thus, we distinguish three cases.

- If \([\lambda_{\gamma - \alpha}] > [a_\gamma]\), then \(\alpha > (n - 2)/2\) and the coefficient in front of \(L\) in \((7.12)\) is always negative according to our assumptions:
  \[
  2 - \frac{2\alpha}{n - 2} - \gamma < 1 - \gamma < 0 .
  \]
  Therefore, the theory is renormalizable for any \(\gamma > 1\).

- If \([\lambda_{\gamma - \alpha}] = [a_\gamma]\), then \(\alpha = (n - 2)/2\), as for the scalar model \((2.7)\). Equation \((7.12)\) becomes \(\omega_\Gamma \leq 2L(1 - \gamma) + 2\gamma\) and the theory is renormalizable for \(\gamma > 1\), in agreement with the analysis of section 3.1.

- If \([\lambda_{\gamma - \alpha}] < [a_\gamma]\), then \(\alpha < (n - 2)/2\), as for the graviton case \((7.6)\), and the theory may or may not be renormalizable depending on the value of \(\gamma\). In fact, since \(0 \leq 2\alpha/(n - 2) < 1\), we have
  \[
  1 - \gamma < 2 - \frac{2\alpha}{n - 2} - \gamma \leq 2 - \gamma ,
  \]
so that the theory is renormalizable either when \(\gamma > 2\) or when \(1 < \gamma < 2\) and \(\alpha > (2 - \gamma)(n - 2)/2\). In particular, fractional gravity is renormalizable only for \(\gamma > 2\).
We can be more specific and study the presence of logarithmic divergences order by order in perturbation theory using eq. (7.13). When \( L = 1 \), there may be divergences. When \( L > 1 \), there are at most logarithmic divergences provided \( \omega \Gamma \leq 0 \), i.e., when
\[
\gamma \geq \frac{2L}{L-1} \left( 1 - \frac{\alpha}{n-2} \right).
\] (7.14)
This is the generalization of (3.9), which is recovered when \( 1 - \alpha/(n-2) = 1 - 1/2 = 1/2 \). For \( \alpha > n - 2 \), condition (7.14) is always satisfied, since the right-hand side would be negative definite. The systems of interest (2.7) and (7.6) correspond to \( \alpha < n - 2 \) \( (0, 1 = \alpha < 2) \), in which case the range (3.10) becomes
\[
\frac{2(L_{\text{max}} + 1)}{L_{\text{max}}} \left( 1 - \frac{\alpha}{n-2} \right) < \gamma \leq \frac{2L_{\text{max}}}{L_{\text{max}} - 1} \left( 1 - \frac{\alpha}{n-2} \right).
\] (7.15)
If \( \gamma \) falls within this interval, then the model has divergences for \( L = 1, \ldots, L_{\text{max}} \). In particular, when \( \alpha = 0 \) (fractional gravity):
- For \( \gamma > 4 \), the theory has divergences only for \( L = 1 \) and is one-loop super-renormalizable.
- For \( 3 < \gamma \leq 4 \), the theory has divergences at \( L = 1, 2 \) loops.
- For \( \frac{5}{3} < \gamma \leq 3 \), the theory has divergences at \( L = 1, 2, 3 \) loops.
- For \( \frac{5}{2} < \gamma \leq \frac{5}{3} \), the theory has divergences at \( L = 1, 2, 3, 4 \) loops.
This result is independent on the interaction order \( n \) and applies to all graviton interactions. Therefore, fractional gravity is
\[
\begin{align*}
\text{non-renormalizable:} & \quad \gamma < 2, & (7.16a) \\
\text{strictly renormalizable:} & \quad \gamma = 2, & (7.16b) \\
\text{super-renormalizable:} & \quad 2 < \gamma \leq 4, & (7.16c) \\
\text{one-loop super-renormalizable:} & \quad 4 < \gamma. & (7.16d)
\end{align*}
\]

### 7.3 Finiteness

Having found a range of \( \gamma \) where fractional quantum gravity is strictly or super-renormalizable, we proceed by constructing killer operators for the gravitational action to make the quantum theory finite.

The UV part of the action (7.1) is
\[
S_{\text{UV}} \propto \int d^4x \sqrt{|g|} G_{\mu\nu} \Box^{-2} R^{\mu\nu},
\] (7.17)
and the UV graviton propagator scales as \( k^{-2\gamma} \) in momentum space. For the UV-divergent terms at the one-loop level in the super-renormalizable (\( \gamma > 4 \)) gravitational theory, we can choose the basis of irreducible terms, namely
\[
S_{\text{div}} = \int d^4x \sqrt{|g|} \left( \beta_R R^2 + \beta_U U^2 + \beta_C C^2 \right),
\] (7.18)
where \( U_{\mu\nu} \) is the trace-free Ricci tensor in \( D = 4 \) spacetime dimensions
\[
U_{\mu\nu} = R_{\mu\nu} - \frac{1}{4} g_{\mu\nu} R,
\] (7.19)
and $C_{\mu\nu\sigma\tau}$ is the standard Weyl tensor of Riemannian geometry in four dimensions:

$$C_{\mu\nu\sigma\tau} := R_{\mu\nu\sigma\tau} + (g_{\nu\sigma}R_{\tau\mu} - g_{\mu\sigma}R_{\tau\nu}) + \frac{1}{3} R g_{\nu\sigma}g_{\tau\mu}.$$  \hspace{1cm} (7.20)

By the squares above, we denote their natural quadratic contractions: $U^2 = U_{\mu\nu}U^{\mu\nu}$ and $C^2 = C_{\mu\nu\sigma\tau}C^{\mu\nu\sigma\tau}$. Although by a slight change of basis one term of the three above can be eliminated by the Gauss–Bonnet theorem, we prefer to use this (redundant) basis since the contributions to the beta functions are very clear and direct in this way. All three coefficients $\beta_R$, $\beta_U$ and $\beta_C$ contain divergences of the theory. To cancel them, we employ the killing procedure of section 4. For this, we can use three killer operators in the form

$$S_K = \int d^4x \sqrt{|g|} \left( s_R R^2 \Box^{-4} R^2 + s_U U^2 \Box^{-4} U^2 + s_C C^2 \Box^{-4} C^2 \right).$$  \hspace{1cm} (7.21)

Thanks to the tracelessness property of the tensors $U_{\mu\nu}$ and $C_{\mu\nu\sigma\tau}$, we are sure that dependence of the coefficients $\beta_R$, $\beta_U$ and $\beta_C$ will generally be affine and diagonal functions in the non-running killer coefficients $s_R$, $s_U$ and $s_C$. (This is a consequence of the fact that, for example, expressions such as $U_{\mu\nu}U_{\rho\sigma}$ resulting from second variations can be completed to scalars, i.e., traced, in one unique way, giving us the invariant square $U^2$.) Namely, we have

$$\begin{align*}
\beta_R &= a_R s_R + \tilde{a}_R, \\
\beta_U &= a_U s_U + \tilde{a}_U, \\
\beta_C &= a_C s_C + \tilde{a}_C,
\end{align*}$$  \hspace{1cm} (7.22-7.24)

where the constant numbers $a_R$, $a_U$ and $a_C$ are non-zero (because the operators in eq. (7.21) are non-trivial). This implies that, by choosing the special values for the killer coefficients

$$s_R^* = \frac{\tilde{a}_R}{a_R}, \quad s_U^* = -\frac{\tilde{a}_U}{a_U}, \quad s_C^* = -\frac{\tilde{a}_C}{a_C},$$  \hspace{1cm} (7.25)

we realize the condition that all perturbative beta functions of the theory cancel at the one-loop level ($\beta_R = \beta_U = \beta_C = 0$). Hence the quantum theory is finite. After applying the Gauss–Bonnet theorem, the $D = 4$ total classical action is (7.1) augmented by eq. (7.21) where the derivative operators are modified similarly to (4.4), such that they interpolates between the UV and the IR regime with a well-defined IR limit:

$$S = \frac{1}{2\kappa^2} \int d^4x \sqrt{|g|} \left[ R + \ell_s^2 G_{\mu\nu}(-\ell_s^2 \Box)^{-2} R^{\mu\nu} \\
+ \alpha_0 R^2 \left( \frac{(-\Box)^\gamma}{\Box^4 + \Lambda^4_{\text{IR}}} R^2 + \alpha_2 R_{\mu\nu} R^{\mu\nu} \left( \frac{(-\Box)^\gamma}{\Box^4 + \Lambda^4_{\text{IR}}} (R_{\mu\nu} R^{\mu\nu}) \right) \right) \right],$$  \hspace{1cm} (7.26)

where $\gamma > 4$, we made explicit the signs attached to $\Box$ operators and the coefficients $\alpha_0$ and $\alpha_2$ depend on $s_R^*$, $s_U^*$ and $s_C^*$. A similar construction, but with more killers, holds if one starts from the strictly renormalizable version of the theory ($2 < \gamma < 4$).

### 7.4 Double splitting and unitarity

The renormalizability range $\gamma \geq 2$ for fractional quantum gravity is incompatible with the unitarity range $0 < \gamma < 2$ found with the splitting procedure of section 6. Since we cannot change the power counting, the only possibility to make the theory work is to modify the
splitting procedure in such a way as to extend the range of $\gamma$ to values greater than 2. We illustrate this with a scalar field model.

Revisiting the whole splitting apparatus, one can see that there are two main sources of constraints on $\gamma$. One is the contribution of the branch points, which gives the bound (6.11). The other is the contribution of the branch cuts, which yields the restrictive upper bound (E.52). When $N = 2$, the bound (E.52) can be over-crossed when the cuts are chosen on the imaginary axis, but in that case (6.11) limits the fractional exponent to the range $0 < \gamma < 2$.

Therefore, a natural first step in our strategy is to lift the bound (6.11). This is indeed possible if we recall that the branch points of the split propagator (6.4) are also singularity points. If we redefined the propagator so that it were non-singular at branch points, then the contribution of the arcs around these points would vanish and the bound (6.11) would be completely lifted.

To achieve this result, we propose a double-splitting procedure. The branch cut of the original UV propagator (5.3) is, so to speak, split twice, first into $N$ cuts and then each of these is further split into $\tilde{N}$ new cuts, possibly in a degenerate way:

$$
\tilde{G}(z) = \frac{1}{\{w_{\tilde{N}}[w_N(z)]\}^\gamma}, \quad w_N(z) = \prod_{i=1}^{N} (m^2 - e^{-i\varphi_i} z) \frac{1}{2} ,
$$

(7.27)

where $w_N(z) \to m^2 - z$ in the limit $\varphi_i \to 0$ and the angles in $w_N$ are chosen in such a way as to get a real-valued expression, as in section 6.1. For example,

$$
w_2(z) = (m^4 + z^2)^{\frac{1}{2}},
$$

(7.28)

$$
w_3(z) = (m^2 - z)^{\frac{1}{2}} (m^4 - 2m^2 z \cos \varphi + z^2)^{\frac{1}{2}}, \quad 0 < \varphi < \frac{\pi}{2}.
$$

(7.29)

As in section 6, we must consider the contributions of arcs at infinity, branch points and branch cuts separately. The contribution of arcs at infinity is obvious and still yields the lower bound (5.5), $\gamma > 0$. Next, we consider branch points. The function $w_N(z)$ in (7.27) has $N$ branch points $z_i = m^2 \exp(i\varphi_i)$ given by the solutions of the equation

$$
w_N(z_i) = 0.
$$

(7.30)

Since a non-zero mass $m^2 \neq 0$ implies that $w_N(0) \neq 0 \neq w_{\tilde{N}}(0)$, one has

$$
w_{\tilde{N}}[w_N(z_i)] = w_{\tilde{N}}(0) \neq 0,
$$

(7.31)

which means that the branch points $z_i$ are not singularities of the propagator. This bears an important consequence; the contribution of the mini-contours around the $z_i$ is zero. In fact, consider the contour $C_i$ around the branch point $z_i$ and parametrize it as $z = z_i + \varepsilon \exp(i\theta)$. Then,

$$
w_N(z_i + \varepsilon e^{i\theta}) = (-\varepsilon e^{i\theta} e^{-i\varphi_i})^{\frac{1}{2}} \prod_{j \neq i} \left( m^2 - m^2 e^{i\Delta_{ij}} \right) \frac{1}{2} + \ldots
$$

$$
= \varepsilon^{\frac{1}{2}} e^{i\theta} f_N(\varphi_i, \varphi_{j \neq i}),
$$

(7.32)

where $\Delta_{ij}$ is defined by (E.5) and $f_N(\varphi_i, \varphi_{j \neq i}) \neq 0$. Furthermore,

$$
w_{\tilde{N}}[w_N(z)] = \prod_{l=1}^{\tilde{N}} \left[ m^2 - e^{-i\varphi_l} w_N(z) \right] \frac{1}{2}.
$$
\[ \prod_{l=1}^{N} \left( m^2 - e^{-i\varphi_l} \varepsilon \frac{1}{N} e^{i\theta_l} f_N \right)^{\frac{1}{N}} = m^2 + O(\varepsilon^\frac{1}{N}), \quad (7.33) \]

so that there is a regular contribution from the branch point in the limit \( \varepsilon \to 0 \), contrary to eq. (E.4). We can easily adapt eq. (D.3) and get the generalization of eq. (E.4) for a doubly split propagator. The leading term is

\[
\frac{1}{2\pi i} \int_{C_{\bar z}} dz \frac{\hat{G}(z)}{z + k^2} = \frac{\varepsilon}{z_i + k^2} \int_{\theta_1}^{\theta_1 + 2\pi} \frac{d\theta}{2\pi} e^{i\theta} \hat{G}(z_i + \varepsilon e^{i\theta}) + \ldots
\]

\[
\overset{(7.32)}{=} \overset{(7.33)}{=} \frac{\varepsilon}{z_i + k^2} \frac{1}{m^2 \gamma} e^{i(\theta_1 + 2\pi)} - e^{i\theta_1} + O(\varepsilon^2)
\]

\[
= O(\varepsilon^2), \quad (7.34)
\]

which vanishes in the limit \( \varepsilon \to 0 \) for any value of \( \gamma \). (Once again, we stress that the limit \( m \to 0 \) is taken at the end of any other calculation.) In particular, the bound (6.11) on \( \gamma \) disappears.

For certain choices of the splitting, the set of \( z_i \) does not exhaust all the branch points of the propagator but one can show that any extra branch point \( \tilde{z}_i \) should lie along some branch cut. This can occur, for instance, for the \((\tilde{N}, N) = (4, 3)\) splitting. We do not consider such configurations further.\(^8\) A final restriction to the types of double splitting is the exclusion of configurations admitting extra branch points \( \tilde{z}_i \) which are also singularities of the propagator. Therefore, we will choose \((\tilde{N}, N)\) so that

\[
w_N[w_N(\tilde{z}_i)] \neq 0. \quad (7.35)
\]

A fully calculable, worked-out example reported in appendix \( F \) is \( (\tilde{N}, N) = (2, 3) \).

This leaves us to deal with the paths along branch cuts, which are by far the hardest part of the contour to compute. In fact, the general expression (7.27) gives rise to a pattern of curved cuts in the complex plane. The explicit calculation of the contribution of each cut in (7.27) becomes rapidly intractable with the increase of \( \tilde{N}, N \) and, even when it is doable, it gives a negative result: although by construction the spectral function of the cuts is real, the positivity requirement not only reinstates the bound (6.11), but it further restricts the range of \( \gamma \) to values \( \gamma < 2 \), or it even shrinks it to an empty set. We checked this in the simplest example \((\tilde{N}, N) = (2, 3)\), where all the cuts are straight lines and their contributions can be calculated explicitly (appendix \( F \)).

It is at this point that we introduce the modified Anselmi–Piva prescription (5.21) as the second step of our solution to the unitarity problem. Indeed, eq. (5.21), applies to the UV part of the propagator and guarantees that, no matter how intricate the net of branch cuts is in the complex plane, their contribution will always multiply the principal value PV and will not give rise to degrees of freedom propagating on external legs. Also, this contribution will be real and finite for any \( \gamma \) thanks to (7.35), so that it is well defined mathematically. The same conclusion is reached if we decompose the metric into \( g_{\mu\nu} = g_{\mu\nu} + 2\chi_{\mu\nu} \) and, instead of (5.21), we implement the Anselmi–Piva procedure on the spin-2 field \( \chi_{\mu\nu} \) as done in [41, 136] for quadratic gravity.

---

\(^8\) They are harmless anyway, because the contribution of all extra branch points is already included in the contribution of the cuts they branch from, which we treat in the most general way.
This observation is a game changer, because it makes the calculation of the cuts in (7.27) unnecessary. To summarize, iterating the splitting of the propagator we remove the constraints on $\gamma$ previously coming from the branch points but this does not solve the problem completely because there are constraints also from the branch cuts, if we force the positivity condition thereon. The ultimate solution is to impose the Anselmi–Piva procedure, which removes all UV unstable modes as well as the need of the positivity condition on the spectral function of the cuts. This leads to a unitary theory for any $\gamma > 1$ and, in particular, to renormalizable fractional quantum gravity when $\gamma > 2$.

8 Discussion

In this work, we studied the power-counting renormalizability and free-level unitarity of a multi-fractional scalar field theory with fractional d’Alembertian operators. We refined and extended the results of [66] in the case of derivative interactions and found that the theory is higher-loop super-renormalizable for $1 < \gamma \leq 2$ and one-loop super-renormalizable for $\gamma > 2$. The same conclusion holds for fractional gauge theories (section 2.3).

Regarding the prescription on the propagator of the theory, we considered the Feynman (causal) and the Dyson (anti-causal) prescription, as well as the Anselmi–Piva prescription which leads to the conclusion that the gas of quasi-particles associated with the fractional operator are fakeons, i.e., they are always virtual and never appear in external legs. This first-timer result is attractive for its simplicity and for generalizing the application of the Anselmi–Piva procedure to a class of theories much wider than higher-derivative local theories. However, the ensuing theory is still confined to a corner of parameter space where it is non-renormalizable.

Taking a novel representation of the $\Box^\gamma$ operator as the product of two or more copies $\Box^\gamma_i$ with smaller fractional exponents $\gamma_i$, we were able to achieve unitarity and higher-loop super-renormalizability (extendable to finiteness by adding killer operators) in the case of two copies and $1 < \gamma < 2$. Non-zero masses in the copies are necessary for computational purposes but some or all of them can be sent to zero at the end. This splitting procedure is a sort of regularization and is new as an application to branch cuts but, by itself, the introduction of mass scales eventually set to vanish is not a novelty in QFT with ordinary poles. For example, a class of theories of conformal supergravity can be built as the massless limit of Einstein–Weyl supergravity [138].

We also found a simple explanation of why branch cuts do not affect unitarity if they appear in conjugate pairs: in that case, the spectral function is real-valued, otherwise any individual branch cut would carry a phase that could not be reabsorbed in the absence of a conjugate counter-part. This generalizes a similar conclusion obtained for complex conjugate poles in higher-derivative theories [45]. We showed that each splitting leads to a unique result when $\gamma_i = \gamma/N$, while different splittings can lead to theories with the same renormalization properties. In particular, we obtain a strictly renormalizable theory only for $N = 2$, while in all the other cases the theory is non-renormalizable. This scheme confirms what has become increasingly apparent since the proposal of the Anselmi–Piva procedure: To a certain degree, the issue of unitarity lies more in the way the theory is technically defined rather than on physical considerations, although the latter do provide a strong guidance on how to deal with such technicalities. This conclusion implies the somewhat radical perspective that the physics of quantum fields, including quantum gravity, might be described more efficiently not by individual theories, but in terms of universality classes [45]. Non-local theories with
fractional operators form a class on their own that join higher-derivative and asymptotically polynomial theories in the fray.

These findings have an immediate application to other quantum theories with fractional d’Alembertian, as we have seen for gauge theories. In the case of fractional quantum gravity (section 7), we met some extra difficulties because renormalizability can be obtained only for $\gamma \geq 2$, which lies outside the unitarity range in the splitting procedure. We circumvented this problem by implementing a two-step technical trick, first a double splitting of the kinetic operator and then imposition of the Anselmi–Piva prescription in the UV sector of the theory. Thus, fractional gravity is unitary for $\gamma > 1$, non-renormalizable for $\gamma < 2$, strictly renormalizable for $\gamma = 2$ (Stelle gravity), super-renormalizable for $2 < \gamma \leq 4$ and one-loop super-renormalizable for $\gamma > 4$.

Thanks to the results of the present work, the possibility to have a consistent theory of quantum gravity with fractional d’Alembertian has become more concrete. There are still several important aspects to investigate. Unitarity has been shown here at the tree level and this is an encouraging result but, in order to conclude that the theory is free from quantum instabilities and that probability is conserved, one should check full perturbative unitarity using Cutkosky rules [139], which have already been employed successfully in other theories with non-local operators [140–142].

Related to perturbative unitarity is the topic of scattering amplitudes, which require the computation of terms in the finite part of the effective action. As a preliminary consideration, we note that this other chapter of the fractional quantum theory, to be written in the future, will be in principle independent of the properties of renormalizability and unitarity presented here. In the golden age of QFT, it was believed that a “good” energy behaviour of scattering amplitudes is related to, or even necessary for, renormalizability [143]. A growth of tree-level scattering amplitudes at high energies $E$ in non-renormalizable theories makes these amplitudes exceed the so-called unitarity bound [144]. This fact, together with the finding that in some renormalizable gauge theories the violation of the unitarity bound does not happen [145, 146], led to the conjecture that all renormalizable theories should respect the unitarity bound [143]. An added argument advanced in [143] was that such a violation would necessarily signal a breaking of perturbation theory above some energy. Later on, the case of Einstein’s gravity supported the conjecture, since the theory is non-renormalizable and, indeed, its tree-level scattering amplitudes diverge as $E^2$ at high energies [147–149]. Thus, the issues of renormalizability, unitarity and validity of the perturbative expansion all mix up in the question of how scattering amplitudes behave at high energies. However, counter-arguments to [143] were found quite soon [148] and, nowadays, we have ample proof that these three aspects are unrelated to the high-energy behaviour of scattering amplitudes. In general, it can happen in any theory that some scattering amplitudes diverge when the scattering energy tends to infinity. This could be taken as a signal that we enter a strongly coupled regime of the theory in the UV, where the coupling is defined operationally from physical cross sections as for example done in [150]. However, this phenomenon has nothing to do with renormalizability, UV-finiteness or unitarity. Two explicit examples with different renormalizability and unitarity properties should convince the reader about this fact. The first example is quadratic Stelle gravity in four dimensions, which is a renormalizable theory and, yet, some of its tree-level scattering amplitudes diverge at high energies as $E^2$ [151–153], exactly as in Einstein’s gravity, which is clearly a unitary theory. Summing also the contributions of the decay of two spin-2 ghosts and of one ghost and one graviton, the total result for the minimally inclusive cross section is $O(E^0)$ and does respect the unitarity
bound [154], despite Stelle’s theory being non-unitary. Also, this does not cancel the fact that not all the amplitudes of this theory fulfill the bound. The second example is non-local quantum gravity with asymptotically polynomial operators, which is super-renormalizable or even finite depending on whether one adds killer operators or not. Also in this case the graviton tree-level scattering amplitudes diverge as $E^2$ at $E \to +\infty$ [151, 155] but this theory is known to be perturbatively unitary at all orders [141]. The energy divergence is a non-issue because, once perturbative unitarity is proven, it must be preserved also at the level of the fully resummed scattering amplitudes. A violation of unitarity at any given loop order must be compensated upon resummation by higher-order contributions [144]. Although we have not computed either graviton amplitudes or the Cutkosky rules in the fractional theory, the same conclusions will apply here.

On a separate subject, we foresee violations of micro-causality, both because this can happen in the presence of non-integer powers of the d’Alembertian operator [50, 58] and also due to the presence of fakeons [41, 136]. This may be an asset rather than a liability, since violations of micro-causality can give rise to interesting predictions of new phenomena while respecting other observations, in contrast with the more dangerous breaking of macro-causality not happening here. The topic of the classical limit is related. Another consequence of having fake particles is that the classical limit of the theory is not (7.1) or (7.26) but is obtained by projecting out fakeons perturbatively according to a classicization procedure [41, 156]. The resulting classical equations of motion are expected to deviate from the standard Einstein equations and give rise to new phenomenology, such as the above-mentioned violation of micro-causality or a modified cosmological evolution. These and other physical consequences of eqs. (7.1) and (7.26), some of which were pointed out in [48], will require further study.
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A BPHZ renormalization

It is known that the BPHZ renormalization procedure can be applied to some non-local theories. The simplest case is non-local quantum gravity with asymptotically polynomial form factors [36]. The UV limit of that theory is local, since those particular form factors reduce to higher-derivative polynomials at high energy. Then, the BPHZ scheme applies without any change, and so does the power counting. More caution should be exercised in theories with mixed UV/IR divergences, which require a modification of the BPHZ scheme. Such is the case of matrix field theory [157, 158] and non-commutative field theory [159, 160]. Non-commutative and matrix theories are examples of combinatorially non-local field theories, where field arguments are convoluted pair-wise in the interactions instead of all together at one point as in local theories. An extension of the BPHZ scheme is possible also in this more general class [161]. Different from the above examples and less explored is the case of theories, such as fractional ones, with a non-local UV limit and without IR divergences. In this sub-section, we show that the BPHZ scheme applies to fractional QFTs without modifications.
The BPHZ procedure essentially consists of three ingredients (see, e.g., [160] for a review):

1. A regularization-independent subtraction scheme systematically subtracting any overall UV divergences as well as sub-divergences from any Feynman integral of all one-particle-irreducible graphs in the theory. The aim here is to get a convergent expression for these integrals.

2. Locality of counter-terms, as established by Weinberg’s theorem [103]. The terms subtracted in the procedure in the previous point have the same form of the UV action, which is constrained by a power-counting analysis of UV divergences. Hence, one proves additive renormalizability if the UV action absorbs all divergences. With a redefinition of the constants $Z_i$ used for the wave-function normalization of all fields, masses and couplings present in the UV action, one shows that additive renormalizability is equivalent to multiplicative renormalizability, since all bare quantities are successfully reabsorbed in the renormalization constants $Z_i$.

3. Conditions for renormalization of the theory that can be placed at any energy scale. A change of the scale corresponds to a finite renormalization of couplings (addition of finite counter-terms).

Point 1 can be performed using momentum-space subtractions in the integrands of Feynman integrals. The subtraction of divergences from the Feynman integral and the consequent extraction of its finite part is known as the Bogoliubov $R$-operation on the integral. Due to the possible presence of UV sub-divergences, one needs recursion relations for the $R$-operation. These are obtained by considering Zimmermann’s forest formula which yields finite (i.e., renormalized) total Feynman integrals. This also allows one to inductively prove the locality of the subtractions done by counter-terms. The needed counter-terms are local, which means that, if they feature $\Box^\gamma$ operators, the exponents $\gamma$ must be positive integers. However, when $\gamma > 1$ in the original theory, nowhere in the proof of locality of UV counter-terms does one have to assume that the exponents $\gamma$ in the initial action be integers. Compare also a more detailed discussion on the structure of higher-loop beta functions in section 3.2.

For the subtraction scheme, we can use the following notation. Let $I_\Gamma(k, p)$ be the integrand expression of a Feynman diagram $\Gamma$, where $p$ collectively denotes external momenta $p_i$ ($i = 1, 2, \ldots$) and $k$ is the set of all internal momenta $k_i$ over which we have to integrate in the whole Euclidean range (from the IR regime $|k| = 0$ towards the UV limit $|k| \to +\infty$). Let us consider the case in which the integral $\int_k I_\Gamma(k, p)$ is divergent in the UV limit of $k$ integration. The Bogoliubov $R$-operation is defined as producing the finite integral

$$I_\Gamma^{\text{fin}}(p) := \int_k R_\Gamma I_\Gamma(k, p), \quad R_\Gamma := 1 - t_p^N,$$  \hspace{1cm} (A.1)

where $N \in \mathbb{N}_+$ is related to the superficial degree of divergence $\omega_\Gamma$ of the diagram $\Gamma$, obtained from a naive power-counting analysis, and the Taylor multi-expansion operator acting on integrands with several external momenta is given by

$$\left( t_p^N I_\Gamma \right) (k, p) := \sum_{l=0}^{N} \frac{1}{l!} \frac{\partial^l I_\Gamma}{\partial p_{i_1}^{\mu_1} \cdots \partial p_{i_l}^{\mu_l}} (k, p = 0).$$  \hspace{1cm} (A.2)
If $\omega_{\Gamma} < 0$, then $(t^{\mu} I_{\Gamma}) (k, p) = 0$. Here, in particular, we focus on theories where the integrand $I_{\Gamma}(k, p)$ takes the form of a generalized polynomial in the UV regime,

$$I_{\Gamma} \sim p(K) = \sum_{\gamma'} a_{\gamma'} K^{\gamma'},$$

(A.3)

where $K$ is a linear combination of internal and external momenta $k, p$ and the values of $\gamma' \in \mathbb{R}$ are ordered and not necessarily integer. Expression (A.3) is a generalized polynomial in momentum $K$, i.e., the exponents $\gamma'$ can be non-integer or even irrational; this is an example of a generalized Laurent or Puiseux expansion around the formal point $K = +\infty$.

In order to understand divergences, the integral $\int_k I_{\Gamma}$ can be treated as an indefinite integral over a set of variables $k$ of loop integrations. Based on eq. (A.3), the integral defined with the UV cut-off related to the momentum $K$ has the following UV asymptotics:

$$\int_k I_{\Gamma} \sim \int_k p(K) = \sum_{\gamma' \neq 0} b_{\gamma'} K^{\gamma'} + b_0 \ln K,$$

(A.4)

with the same qualifications as for the generalized Laurent expansion in (A.3). Moreover, for (A.4) we require that $\gamma'_{\text{max}} = \omega_{\Gamma}$ be finite. Also $\gamma'_{\text{min}}$ is finite if the generalized polynomial contains finitely many terms, while $\gamma'_{\text{min}} \to -\infty$ when the number of terms in (A.3) is infinite (this is to avoid the focusing point at some finite $\gamma'$). In the case of the kinetic term in eq. (2.2), $\gamma'_{\text{max}} = \gamma'_{\text{max}}(\gamma)$ is an affine function of the fractional exponent $\gamma$:

$$\gamma'_{\text{max}}(\gamma) = B_0 + B_1 \gamma, \quad B_{0,1} \in \mathbb{R},$$

(A.5)

where $B_0$ and $B_1$ are constants. Note that the series (A.4) is “doubly” generalized due to the appearance of the $b_0 \ln K$ term instead of a constant term $b_0$. This logarithm comes from the indefinite integral $\int dk/k$ of the generalized monomial $k^{-1}$ term possibly present in the expansion of $I_{\Gamma}$ in (A.3). Since we are only interested in the divergent part of $\int_k I_{\Gamma}$ and inverse powers of $k$ in (A.4) produce convergent terms, the maximal exponent $\gamma'_{\text{max}}$ can be effectively set to zero if there are no $\gamma' > 0$ and $b_0 \neq 0$ in (A.4).

In such circumstances, one can immediately check that the $R$-operation applied to the generalized polynomial of degree $\gamma'_{\text{max}}$ in $\int_k I_{\Gamma}$ renders the integral finite, provided that the upper limit $N$ in eq. (A.2) be taken as the largest integer smaller than or equal to $\gamma'_{\text{max}} + 1$:

$$N = [\gamma'_{\text{max}} + 1] = \begin{cases} \lfloor \gamma'_{\text{max}} \rfloor & \text{if } \gamma'_{\text{max}} \notin \mathbb{Z} \\ \gamma'_{\text{max}} + 1 & \text{if } \gamma'_{\text{max}} \in \mathbb{Z} \end{cases}.$$  

(A.6)

Let us consider four applications of eqs. (A.2) and (A.6).

- The first is a local higher-derivative theory where $\int_k p(K)$ is an ordinary polynomial with all exponents $\gamma'$ being positive natural numbers, so that its degree is $\gamma'_{\text{max}} = N - 1 \in \mathbb{N}_+$. Then, we need to take $N = \gamma'_{\text{max}} + 1$ derivatives of the integrand $I_{\Gamma}$ to arrive at a convergent integral, because after taking only $\gamma'_{\text{max}}$ derivatives with respect to external momenta $p$ the integrand might be still (logarithmically) divergent in the UV. This condition in (A.6) is determined by the fact that each differentiation with respect to $p^\mu$ lowers the degree of divergence of the propagator and thereby of the integral. Actually, due to how the subtraction mechanism works, the divergent part of the integrand $I_{\Gamma}(k, p)$ is always and necessarily a standard (not generalized) polynomial.
The second application is a plain Laurent series
\[ I_\Gamma = a_1(k + p) + a_0 + a_{-1}(k + p)^{-1} + a_{-2}(k + p)^{-2}, \tag{A.7} \]

which mimics non-local models with inverse powers of the d’Alembertian. Here we consider the integrand \( I_\Gamma \) written schematically and dependent only over the magnitudes of the one-dimensional loop integration momentum \( k \) and of the external momentum \( p \). Integrating in \( k \), we get \( \int dkI_\Gamma = (a_1/2)k^2 + (a_0 + a_1p)k + a_{-1} \ln(k + p) - a_{-2}(k + p)^{-1} \), where the highest exponent is \( \gamma'_\text{max} = 2 \). Of course, this expression is power-law UV divergent (limit \( k \to +\infty \)). Apply now the BPHZ scheme (A.1) and eq. (A.2) as an iteration of \( p \) derivatives. Let us accordingly define \( I^{(l)}_\Gamma = d^lI_\Gamma/dp^l \), where \( l = 0, 1, \ldots, N \) and \( N = 3 \) as established by (A.6). Evaluating at vanishing external momentum \( p \), we have
\[ I^{(0)}_\Gamma \bigg|_{p=0} = a_1k + a_0 + a_{-1}k^{-1} + a_{-2}k^{-2}, \quad I^{(1)}_\Gamma \bigg|_{p=0} = a_1 - a_{-1}k^{-2} - 2a_{-2}k^{-3} \]
\[ I^{(2)}_\Gamma \bigg|_{p=0} = 2a_{-1}k^{-3} + 6a_{-2}k^{-4}, \quad I^{(3)}_\Gamma \bigg|_{p=0} = -6a_{-1}k^{-4} - 24a_{-2}k^{-5}. \tag{A.8} \]

Then, the Bogoliubov \( R \)-operation is
\[ R_\Gamma I_\Gamma = I_\Gamma - \left[ I^{(0)}_\Gamma \bigg|_{p=0} + p I^{(1)}_\Gamma \bigg|_{p=0} + \frac{1}{2}p^2 I^{(2)}_\Gamma \bigg|_{p=0} + \frac{1}{6}p^3 I^{(3)}_\Gamma \bigg|_{p=0} \right] \]
\[ = \frac{4a_{-2}p^3}{k^5} + \frac{(a_{-1}p - 3a_{-2})p^2}{k^4} - \frac{(a_{-1}p - 2a_{-2})p}{k^3} + \frac{a_{-1}p - a_{-2}}{k^2} + \frac{a_{-2}}{k^2 + 2kp + p^2} + \frac{a_{-1}}{k + p} - \frac{a_{-1}}{k}. \tag{A.9} \]

The integral of this, \( \int dk R_\Gamma I_\Gamma \), which corresponds to \( I^{(0)}_\text{fin}(p) \) in eq. (A.1), is convergent in the UV regime of the variable \( k \) (while at the same time being IR-divergent due to the form of the Laurent series; this is a typical feature of non-local models with inverse d’Alembertian). In particular, the two dangerous terms \( a_{-1}/(k + p) \) and \( -a_{-1}/k \) cancel each other in the UV regime \( k \gg p \). Explicitly, given the IR cut-off \( k_{\text{IR}} > 0 \), eq. (A.1) is given by
\[ I^{(0)}_\text{fin}(p) = \int^{+\infty}_{k_{\text{IR}}} dk R_\Gamma I_\Gamma \]
\[ = \frac{a_{-1}p^3}{3k_{\text{IR}}^3} - \frac{a_{-1}p^2}{2k_{\text{IR}}^2} + \frac{a_{-1}p}{k_{\text{IR}}} + \frac{a_{-2}p^4}{k_{\text{IR}}^4(k_{\text{IR}} + p)} + a_{-1} \ln \left( \frac{k_{\text{IR}}}{k_{\text{IR}} + p} \right), \tag{A.10} \]

which is UV convergent. Actually, one can easily verify that the subtraction procedure is successful in removing the UV divergences already for a smaller \( N = 2 \) or \( N = 1 \). This is a manifestation of the fact that power-law divergences are non-universal and can be removed in certain regularization schemes such as the dimensional one. Consistently, we would have obtained the same result (A.10) when setting \( a_1 = 0 = a_0 \) from the start.
• As a third check of (A.6), we notice that, for the generalized polynomial in (A.4) with \( b_0 \neq 0 \) and all other \( \gamma' < 0 \), we have \( \gamma'_{\text{max}} = 0 \) and logarithmic UV divergences, which are universal in the sense of appearing in any regularization scheme. To remove them with the subtraction procedure, one needs to take one derivative, hence the bottom case \( N = \gamma'_{\text{max}} + 1 = 1 \) in eq. (A.6).

• The last two cases above are somewhat pathological for the presence of IR divergences in the limit \( k_{\text{IR}} \to 0 \), which would require ad hoc adulterations of the original BPHZ scheme [157–161] (notice that (A.10) is regularization-dependent). For this reason, we turn to a more interesting and non-trivial example with non-integer exponents. Consider a scalar fractional QFT with quartic interaction and, in particular, the two-loop correction to the two-point function coming from the “cactus” diagram (two bubbles on top of each other and the two external legs tangent to one of the bubbles). The full integrand for this diagram in the model (2.2) is

\[
I_{\Gamma}(\mathbf{p}) = \int \frac{d^4 k}{(2\pi)^4} \int \frac{d^4 q}{(2\pi)^4} \frac{i}{[a_\gamma(k^2)^\gamma + k^2] [a_\gamma(q^2)^\gamma + q^2]} \times \left( 24\lambda_0 + 8\lambda_{\gamma-1} \left\{ [(p+k)^2]^{\gamma-1} + [(p-k)^2]^{\gamma-1} \right\} \right) \\
\times \left( 24\lambda_0 + 8\lambda_{\gamma-1} \left\{ [(k+q)^2]^{\gamma-1} + [(k-q)^2]^{\gamma-1} \right\} \right).
\]

The UV asymptotic form of this integrand simultaneously in the \( k \) and \( q \) integration variables reads

\[
I_{\Gamma}(\mathbf{p}) \sim \sum_c k^{\gamma'_{\text{max}}-c} q^c,
\]

where \( \gamma'_{\text{max}} = \omega_\Gamma = 4 - 2\gamma \) (this is obtained from standard power counting of both integrals over \( k \) and \( q \) momenta, where the contribution from the measure \( d^4 k d^4 q \) is also included). One would get the same asymptotics for the melonic two-loop diagram ... To keep our argument simple, here we can just analyze the leading term in the expansion of (A.11) for large values of one of the integration momenta, i.e., when \( k \to +\infty \); effectively, we take the \( c = 0 \) term of the sum in (A.12) and study the term \( k^{\gamma'_{\text{max}}} \). Moreover, due to the structure of the integrand, we can substitute this term with \( (k+p)^{\gamma_{\text{max}}} \), where \( p \) is the external momentum of the diagram. Now, by taking \( N = \lfloor \gamma'_{\text{max}} + 1 \rfloor \) derivatives with respect to \( p \) of this expression, we arrive at an integral completely convergent in the \( k \to +\infty \) limits. This is because, due to the integrand being symmetric with respect to exchange of \( p \) with \( k \), derivatives with respect to \( p \) have the same effect as those in \( k \), and the latter decrease the level of divergence in \( k \) integrals. Therefore, after exhausting the subtraction procedure, the final integral is convergent in the \( k \) variable. We also note that the UV divergences of two-loop integrals such as (A.11) disappear completely when \( \gamma'_{\text{max}} < 0 \), leading to the condition \( \gamma > 2 \) (that is, in one-loop super-renormalizable scalar theories, as we see in section 3.1).

In this way, in any local (higher-derivative) or fractional covariant QFT treated with the BPHZ procedure we deal only with convergent integrals and never have to write UV-divergent expressions explicitly. The universal regularization for a given diagram \( \Gamma \) is done by means of...
a subtraction procedure which is universal given the set of external momenta $p$. If there were only one diagram $\Gamma$ to consider in the theory, this universal regularization of one integral would be enough. However, in many cases, and especially in gauge theory, we need to consider many diagrams at the same time at the same loop level and to renormalize them consistently (i.e., to have the same renormalization conditions everywhere according to point 3). In this case, subtraction of divergences by differentiation would lead to incoherent results for the whole theory since different integrals would be regularized separately and independently. However, the presence of gauge symmetry in the quantum theory necessarily relates different diagrams and the quantum results for different loop integrals. Therefore, regularization by ordinary methods with the absorption of UV divergences by gauge-covariant counter-terms must be applied. These counter-terms successfully renormalize the gauge theory additively because they take care of all divergent diagrams at one stroke and they preserve the gauge symmetry on the quantum level.

Next, in fractional QFTs we can reproduce the standard analysis of overlapping divergences, which arise due to superficially divergent sub-graphs of a given diagram $\Gamma$. Again, the $R$-operation works in a recursive manner. Here, the so-called Zimmermann forest formula circumvents the problems with overlapping divergences since it only requires to deal with divergences of non-overlapping sub-graphs. In the case where the diagram contains divergent sub-graphs, the total finite Feynman integral can be obtained by the following version of the Bogoliubov $R$–operation:

$$R_\Gamma I_\gamma = (1 - t_\Gamma) \left[ \prod_{\kappa \in \mathcal{F}} (1 - t_\kappa) \right] I_\gamma,$$  \hspace{1cm} (A.13)

where the set $\mathcal{F}$ consists of all renormalization parts $\kappa \neq \Gamma$ of the total diagram $\Gamma$. This allows one to eliminate an overall divergence from the graph $\Gamma$. Moreover, here it is understood that the subtractions are performed starting from the innermost nested sub-graphs and proceeding outwards. This algorithm can always be employed to remove potentially divergent contributions from a given Feynman graph $\Gamma$ and to get, therefore, absolutely convergent integrals (according to the powerful Weinberg’s power-counting theorem \cite{103}). None of this depends on whether the kinetic terms (or interactions) are higher-derivative or fractional in nature.

Overlapping sub-graphs can be dropped systematically from eq. (A.13) \cite{162}. In the renormalization procedure using counter-terms, this implies the removal of a possible source of non-locality, namely, divergences of overlapping type, which are always eliminated by lower-order counter-terms \cite{160}. Therefore, no new higher-loop counter-term is needed for this purpose and one can simplify eq. (A.13) to Zimmermann forest formula

$$R_\Gamma I_\gamma = (1 - t_\Gamma) \sum_{\alpha} \left[ \prod_{\kappa \in \mathcal{F}_\alpha} (-t_\kappa) \right] I_\gamma,$$  \hspace{1cm} (A.14)

where $\alpha = 0, 1, \ldots$ labels all sets (forests) $\mathcal{F}_\alpha$ of renormalization parts $\kappa \subset \Gamma$ containing only non-overlapping sub-graphs. The operator associated with the empty forest $\{\emptyset\}$ is defined as $t_\emptyset = -1$. It is also convenient to define a special subtraction operator $\hat{R}_\Gamma$ for a graph $\Gamma$ different from the $R_\Gamma$ operation, according to

$$R_\Gamma I_\gamma =: (1 - t_\Gamma) \hat{R}_\Gamma I_\gamma.$$  \hspace{1cm} (A.15)
Then, the forest formula for the operation $\bar{R}_\Gamma$ is

$$
\bar{R}_\Gamma I_\Gamma = \sum_{\alpha} \left[ \prod_{\kappa \in \mathcal{F}_\alpha} (-t_\kappa) \right] I_\Gamma , \quad (A.16)
$$

where now the index $\alpha$ runs over all forests $\mathcal{F}_\alpha$ containing only non-overlapping sub-graphs. Finally, this modified subtraction operator $\bar{R}_\Gamma$ satisfies the BPHZ recursion relation

$$
\bar{R}_\Gamma I_\Gamma = \sum_\psi \left[ \prod_{\kappa \in \psi} (-t_\kappa) \right] I_\Gamma = \sum_\psi I_{\Gamma_j \psi} \prod_{\kappa \in \psi} (-t_\kappa) \bar{R}_\kappa I_\kappa , \quad (A.17)
$$

where $\psi$ labels all possible sets of disjoint renormalization parts of $\Gamma$, including the empty set. The operator $\bar{R}_\Gamma$ is determined by the recursive relation (A.17) in terms of the operators $\bar{R}_\kappa$ associated with lower-order sub-graphs $\kappa$ of $\Gamma$. While (A.17) only involves disjoint sub-graphs, the forest formula (A.14) applies to non-overlapping sub-graphs, which can be both disjoint and nested.

Equation (A.16) solves the BPHZ recurrence formulae and, at the same time, avoids the problem of overlapping sub-graphs. This concludes the proof that the BPHZ procedure is applicable to fractional field theories. In none of the arguments above did we have to require that $\gamma$ (appearing inside $\gamma'_{\text{max}}$) be an integer. The only constraint was that the order $N$ of the Taylor expansion in the subtraction method be integer. Thanks to eq. (A.6), the proof of multiplicative renormalizability using the BPHZ procedure works also for theories with fractional values of $\gamma'_{\text{max}}(\gamma)$, provided $\gamma \geq 2$. In conclusion, in theories defined by generalized polynomials in the UV regime (i.e., non-integer powers when $|k| \to +\infty$), the counter-terms to be added in the subtraction procedure in point 1 are local operators. Therefore, we can consistently apply the power counting as in sections 3.1 and 7.2.

**B Leibniz rule for powers of the d’Alembertian**

The Leibniz rule is one of the most definitory properties of fractional operators. Due to its importance, we dedicate this section to it and derive two novel results: the composition rule for integer and for fractional power of the $\Box$ operator.

For ordinary derivatives in one dimension, the Leibniz rule for two functions $A$ and $B$ is

$$
\partial^n (AB) = \sum_{j=0}^n \frac{n!}{j!(n-j)!} (\partial^{n-j} A)(\partial^j B) = \sum_{j=0}^n \frac{\Gamma(n+1)}{\Gamma(j+1)\Gamma(n-j+1)} (\partial^{n-j} A)\partial^j B . \quad (B.1)
$$

In fractional calculus, there exist different derivatives of non-integer order but, in general, they all admit a generalization of the Leibniz rule that can be proved rigorously [163]. For instance, for the Liouville derivative of order $\gamma$ one has [66]

$$
\infty \partial^\gamma (AB) = \sum_{j=0}^{+\infty} \frac{\Gamma(\gamma+1)}{\Gamma(j+1)\Gamma(\gamma-j+1)} (\infty \partial^{\gamma-j} A)\partial^j B , \quad (B.2)
$$

where it is easy to recognize a strong parallelism with (B.1). In this paper, we need a generalized Leibniz rule for non-integer powers of the covariant d’Alembertian. The fact that
we act with two $D$-dimensional derivatives at each iteration makes the Leibniz rule already complicated in the case of integer $\gamma = n$. Since, to the best of our knowledge, even this case has not been discussed much in the literature, let us start from the calculation of $\Box^n(AB)$ in Minkowski spacetime.

B.1 Leibniz rule for integer powers $\Box^n$

For $n = 1$, we have three terms:

$$\Box(AB) = (\Box A)B + 2\nabla_{\mu}A\nabla^\mu B + A\Box B. \quad (B.3)$$

For $n = 2$, the number of terms doubles:

$$\Box^2(AB) = (\Box^2 A)B + 2\Box A\Box B + 4(\nabla_{\mu}\nabla_{\nu}A)\nabla^\mu\nabla^\nu B + 4(\nabla_{\mu}A)\nabla^\mu B + 4(\nabla_{\nu}A)\Box B + A\Box^2 B, \quad (B.4)$$

where we used the fact that $\nabla$ and $\Box$ commute on Minkowski spacetime. If we work in a $\phi\Box^2\phi$ theory, when computing the one-loop effective action we can throw away the last two terms, which are $O(\Box^3 B)$.

For arbitrary $n \geq 1$, noting that $\Box^n = \prod_{i=1}^{n} g_{\mu_{i}\nu_{i}} \nabla^{\mu_{i}} \nabla^{\nu_{i}}$, we were able to derive the Leibniz rule in Minkowski spacetime:

$$\Box^n(AB) = \sum_{j=0}^{n} \sum_{l=0}^{n-j} c_{n,j,l} \left( \Box^{n-j} \prod_{i=1}^{l} \nabla_{\mu_{i}} A \right) \left( \Box^{l-j} \prod_{i=1}^{l} \nabla_{\nu_{i}} B \right), \quad (B.5a)$$

with

$$c_{n,j,l} = \frac{n!}{(n-j)! l!(j-l)!} 2^l, \quad (B.5b)$$

where $\prod_{i=1}^{l} \nabla_{\mu_{i}} A = \nabla_{\mu_{1}} \cdots \nabla_{\mu_{l}} A$. In particular, there are only four terms which are at most of second order in the derivatives of $B$ ($j = 0$, $l = 0$; $j = 1$, $l = 0$; $j = 2$, $l = 0$; $j = 2$, $l = 2$):

$$\Box^n(AB) = (\Box^n A)B + 2n(\Box^{n-1} \nabla_{\mu} A)\nabla^\mu B + n(\Box^{n-1} A)\Box B + 2n(n-1)(\Box^{n-2} \nabla_{\mu} \nabla_{\nu} A)\nabla^\mu\nabla^\nu B + O(\Box^3 B). \quad (B.6)$$

To prove eq. (B.5) by induction, assume that it holds for $\Box^n$ and apply it to the left- and right-hand side of the identity $\Box^{n+1}(AB) = \Box \Box^n(AB)$. Redefining the summation indices to match all terms, one finds a recurrence equation for the coefficient $c_{n,j,l}$ with initial conditions, which are solved by eq. (B.5b).

A more instructive proof makes use of the generating functional of the powers of the d’Alembertian. We remind the reader that the basic binomial expansion for the case of natural finite $n$ is

$$(a + d)^n = \sum_{j=0}^{n} \frac{n!}{j!(n-j)!} a^j d^{n-j}. \quad (B.7)$$

Applying this formula twice on the generating functional $(a + 2b + c)^n$, we obtain

$$(a + 2b + c)^n = [a + (2b + c)]^n = \sum_{j=0}^{n} \frac{n!}{j!(n-j)!} (2b + c)^j a^{n-j}$$

$$= \sum_{j=0}^{n} \sum_{l=0}^{j} \frac{n!}{j!(n-j)!} \frac{j!}{l!(k-l)!} 2^l b^l c^{j-l} a^{n-j}.$$
\[ = \sum_{j=0}^{n} \sum_{l=0}^{j} c_{n,j,l} b^l a^{n-j}. \quad (B.8) \]

This double Taylor expansion in the variables \( a, b \) and \( c \) is done in the order marked by the brackets in the expression for the generating function \((a+2b+c)^n = [a+(2b+c)]^n\). Of course, at the level of the generating functional the change of the order of summation between \( a, b \) and \( c \) variables is possible and we will use this property also later.

Now we identify the variables \( a, b, c \) with the operators

\[ a = \Box_A, \quad b = \nabla_{\mu,A} \nabla^\mu_B, \quad c = \Box_B, \quad (B.9) \]

where the subscripts \( A \) and \( B \) denote the object on which the differential operator acts. Therefore, in eq. \((B.8)\) we have

\[ b^l c^{j-l} a^{n-j} (AB) = \left( \nabla_{\mu_1} \cdots \nabla_{\mu_l} \Box^{n-j} A \right) \left( \nabla^\mu_1 \cdots \nabla^\mu_l \Box^{j-l} B \right), \quad (B.10) \]

and we obtain \((B.5)\). In general, the operators \( \Box_A \) and \( \Box_B \) commute in any spacetime, while on a spacetime with zero Riemann curvature we have moreover that they also commute with the mixed operator \( \nabla_{\mu,A} \nabla^\mu_B \). This full commutativity between \( a, b \) and \( c \) variables in the generating functional is essential to perform the standard sequential binomial expansions.

### B.2 Leibniz rule for arbitrary powers \( \Box^n \)

The generalization of eq. \((B.5)\) to a non-integer power is

\[ \Box^n (AB) = \sum_{j=0}^{\infty} \sum_{l=0}^{j} c_{\gamma,j,l} \left( \Box^{n-j} \prod_{i=1}^{l} \nabla_{\mu_i} A \right) \left( \Box^{n-l} \prod_{i=1}^{l} \nabla^\mu_i B \right), \quad (B.11a) \]

\[ c_{\gamma,j,l} = \frac{\Gamma(\gamma+1)}{\Gamma(\gamma-j+1) l!(j-l)!}, \quad (B.11b) \]

which is the analogue of eq. \((B.5)\) with the substitution \( n \rightarrow \gamma \). In particular, the four terms at most of second order in the derivatives of \( B \) are the same as in \((B.6)\) with \( n \rightarrow \gamma \):

\[ \Box^n (AB) = (\Box^n A)B + 2\gamma (\Box^{n-1} \nabla_{\mu} A) \nabla^\mu B + \gamma (\Box^{n-1} A) \Box B + 2\gamma (\Box^{n-2} \nabla_{\mu} \nabla_{\nu} A) \nabla^\mu \nabla^\nu B + O(\nabla^3 B). \quad (B.12) \]

Formula \((B.11)\) can be guessed by analogy with eq. \((B.2)\) but here we also give a formal proof of it along steps similar to those followed in [163, section 15] in the case of fractional derivatives.

Using the generalized binomial expansion extending \((B.7)\) to an arbitrary real \( \gamma \),

\[ (a + d)^\gamma = \sum_{n=0}^{\infty} \frac{\Gamma(\gamma+1)}{n! \Gamma(\gamma-n+1)} a^{\gamma-n} d^n, \quad (B.13) \]

we recast the operator \( \Box^n \) in a formal series representation:

\[ \Box^n = \lim_{M \to 0} (M^2 + \Box)^n = \lim_{M \to 0} \sum_{n=0}^{\infty} b^n_{\gamma,n} (M^2)^n, \quad b^n_{\gamma,n} := \frac{\Gamma(\gamma+1)}{n! \Gamma(\gamma-n+1)} (M^2)^{\gamma-n}. \quad (B.14) \]
Here we have omitted a − sign in front of each and every □ symbol in our \((-,-,\ldots,+\) signature, while the formula is correct as it is in the \((+,-,\ldots,-\) signature. Applying (B.14) to \(AB\) and using eq. (B.5), we get

\[
\Box^\gamma(AB) = \lim_{M \to 0} \sum_{n=0}^{+\infty} \frac{\Gamma(\gamma + 1)}{n! \Gamma(\gamma - n + 1)} (M^2)^{\gamma - n} \Box^n(AB)
\]

\[
= \lim_{M \to 0} \sum_{n=0}^{+\infty} \sum_{j=0}^{+\infty} \sum_{l=0}^{+\infty} b_{\gamma,n,j,l}^M (\Box^n - j A_l) (\Box^j - l B_l),
\]

(B.15)

where we used the shorthand notation \(A_l = \prod_{i=1}^{l} \nabla_{\mu_i} A\) and \(B_l = \prod_{i=1}^{l} \nabla_{\mu_i} B\). Now we apply the general rule for changing the order of a finite and an infinite sum:

\[
\sum_{n=0}^{+\infty} \sum_{j=0}^{+\infty} f_{n,j} = \sum_{j=0}^{+\infty} \sum_{n=0}^{+\infty} f_{n+j,j},
\]

(B.16)

so that

\[
\Box^\gamma(AB) = \lim_{M \to 0} \sum_{j=0}^{+\infty} \sum_{l=0}^{+\infty} b_{\gamma,n+j,j,l}^M (\Box^n A_l) (\Box^j - l B_l)
\]

\[
= \lim_{M \to 0} \sum_{j=0}^{+\infty} \sum_{l=0}^{+\infty} b_{\gamma-j,n+j,l}^M (\Box^n A_l) (\Box^j - l B_l)
\]

\[
= \lim_{M \to 0} \sum_{j=0}^{+\infty} \sum_{l=0}^{+\infty} b_{\gamma-j,n,j,l}^M (\Box^n A_l) (\Box^j - l B_l)
\]

\[
= \lim_{M \to 0} \sum_{j=0}^{+\infty} \sum_{l=0}^{+\infty} c_{\gamma,j,l} (M^2 + \Box)^{\gamma - j} A_l (\Box^j - l B_l)
\]

\[
= \sum_{j=0}^{+\infty} \sum_{l=0}^{+\infty} c_{\gamma,j,l} (\Box^j - l B_l),
\]

(B.17)

which yields eq. (B.11). In the third line, we took advantage of the relation

\[
b_{\gamma,n+j}^M c_{n+j,j,l} = \frac{\Gamma(\gamma + 1)}{(n+j)! \Gamma(\gamma - n - j + 1)} (M^2)^{\gamma - n - j} (n+j)!^{2l} n!!(j-l)!
\]

\[
= \frac{\Gamma(\gamma + 1)}{\Gamma(\gamma - n - j + 1)} (M^2)^{\gamma - n - j} \frac{2^{2l}}{n!!(j-l)!}
\]

\[
= \frac{\Gamma(\gamma + 1)}{n!!(\gamma - j - n + 1)} (M^2)^{\gamma - j - n} \frac{2^{2l}}{l!(j-l)!}
\]

\[
= \frac{\Gamma(\gamma - j + 1)}{n!!(\gamma - j - n + 1)} (M^2)^{\gamma - j - n} \frac{\Gamma(\gamma + 1)2^l}{\Gamma(\gamma - j + 1)l!(j-l)!}
\]

\[
= b_{\gamma-j,n}^M c_{\gamma,j,l}.
\]

(B.18)
C One-loop effective action in BV formalism

In section C.1, we compute the one-loop effective action and derive the same beta functions (3.24) and (3.29) obtained using Feynman diagrams. Sections C.2–C.4 contain some technical intermediate steps to reach this result. In particular, we show that the first two terms in the operator (C.10) do not contribute to the divergent part of the one-loop effective action. We also discuss the limit \( \gamma \to 1 \).

C.1 One-loop effective action: BV technique

The beta function of the quartic coupling turns out to be \( \gamma \)-independent. To show this, we consider the action of the theory for \( \gamma > 1 \) and the terms with the highest number of derivatives, which are the only ones contributing to UV divergences. The leading term in the number of derivatives giving a non-trivial kinetic term is

\[
L_{\text{kin}} = \frac{1}{2} a \gamma \phi \Box^{\gamma-1} \phi, \tag{C.1}
\]

while the interaction term containing vertices is

\[
L_{\text{int}} = -\lambda \gamma^{-1} \phi^2 \Box^{\gamma-1} \phi^2. \tag{C.2}
\]

In the BV formalism, one first computes the Hessian \( \hat{H}_{ij} := \frac{\delta^2 S}{\delta \Phi_i \delta \Phi_j} \), where \( \Phi_i \) are the fields in the action. In the present case, \( \hat{H} \) is a rank-0 operator and \( \Phi_i = \phi \). From the kinetic part (C.1), we get the contribution to the Hessian (acting between fluctuations \( \delta \phi \)) in the simple form

\[
\hat{H}_{\text{kin}} = a \gamma \Box^{\gamma-1}. \tag{C.3}
\]

The Hessian from the interaction requires more work. The first-order variation of (C.2) is

\[
\delta L_{\text{int}} = -\lambda \gamma^{-1} \left[ 2 \phi \delta \phi \Box^{\gamma-1} \phi^2 + 2 \phi^2 \Box^{\gamma-1} (\phi \delta \phi) \right],
\]

so that the second-order variation is

\[
\delta^2 L_{\text{int}} = -\lambda \gamma^{-1} \left[ 2 \phi \delta \phi \Box^{\gamma-1} \phi^2 + 4 \phi \delta \phi \Box^{\gamma-1} (\phi \delta \phi) + 4 \phi \delta \phi \Box^{\gamma-1} (\phi \delta \phi) + 2 \phi^2 \Box^{\gamma-1} (\phi \delta \phi) \right]. \tag{C.4}
\]

Thanks to the results of appendix B and the Leibniz rule (B.11), integration by parts is carried in the standard way for the fractional d’Alembertian, \( A \Box^{\gamma} B = B \Box^{\gamma} A + O(\nabla) \), where \( O(\nabla) \) is a total derivative. This can also be shown from the formal series (B.14) or from the Schwinger representation of \( \Box^{\gamma} \) [66, 164]. Then, after integrating by parts, we find that the first and the last terms in (C.4) combine and we are left with

\[
\delta^2 L_{\text{int}} = -\lambda \gamma^{-1} \left[ 4 \phi \delta \phi \Box^{\gamma-1} \phi^2 + 8 (\phi \delta \phi) \Box^{\gamma-1} (\phi \delta \phi) \right] + O(\nabla). \tag{C.5}
\]

The first term is a total derivative except when \( \gamma = 1 \); here the \( \Box^{\gamma-1} \) operator acts on the square of the background field \( \phi \). In the second term, the same operator acts on the product \( \phi \delta \phi \). This term is symmetric with respect to the product \( \phi \delta \phi \), meaning that its contribution to the Hessian will be manifestly self-adjoint.

The Hessian is a differential operator acting between two fluctuation fields \( \delta \phi \), where \( \phi \) factors play the role of constant background coefficients. As gathered from the above power-counting analysis of divergences, we expect these coefficients to appear in the UV regime of
the theory only in the form of two simple structures: $\phi \Box \phi$ (equivalent by integration by parts to $-\nabla_\mu \phi \nabla^\mu \phi$) and $\phi^4$ (without derivatives). This information is important to select relevant terms from eq. (C.5). In conclusion, having in mind the computation of UV divergences, we focus on terms with at most two derivatives between background fields. Therefore, we must expand the action of the $\Box^{\gamma-1}$ operator in the second term in (C.5) and pick terms with up to two derivatives acting on the background field $\phi$. For this purpose, we use the generalized Leibniz rule for the powers of the covariant d’Alembertian derived in section B.2, in particular, in its truncated form (B.12) which contains all the relevant terms, where $A = \delta \phi$ (on which we can have any number of derivatives) and $B = \phi$ (with at most two derivatives). We get the contribution

$$
\delta^2 L_{\text{int}} = -\lambda_{\gamma-1} \left[ 4 \delta \phi \delta \phi \Box^{\gamma-1} \phi^2 + 8 \delta \phi \Box^{\gamma-1} \delta \phi + 16(\gamma - 1) \phi \nabla^\mu \phi \delta \phi \nabla_\mu \Box^{\gamma-2} \delta \phi 
+ 8(\gamma - 1) (\phi (\Box \phi) \delta \phi \Box^{\gamma-2} \delta \phi + 16(\gamma - 1)(\gamma - 2) \phi (\nabla^\mu \nabla^\nu \phi) \delta \phi \nabla_\mu \nabla_\nu \Box^{\gamma-3} \delta \phi \right] + \ldots.
$$

The Hessian from the interaction part (C.2) is then

$$
\hat{H}_{\text{int}} = -\lambda_{\gamma-1} \left[ 4(\Box^{\gamma-1} \phi^2) + 8 \delta \phi \Box^{\gamma-1} + 16(\gamma - 1) \phi (\nabla^\mu \phi) \nabla_\mu \Box^{\gamma-2} + 8(\gamma - 1) \phi (\Box \phi) \Box^{\gamma-2}
+ 16(\gamma - 1)(\gamma - 2) \phi (\nabla^\mu \nabla^\nu \phi) \nabla_\mu \nabla_\nu \Box^{\gamma-3} \right],
$$

(C.6)

where the brackets in the first term indicate that the operator acts only on the background quantities. As we said above, we keep this term only for the $\gamma = 1$ case. In this formula, we pay special attention to the first two terms, which have no derivatives between the background fields $\delta \phi$ and are the background contribution in the divergent part of the effective action. One sees that the coefficients of these terms are completely independent of the fractional exponent $\gamma$.

It is reassuring that, since in the UV kinetic term of the theory we have $2\gamma$ derivatives between fluctuations, then in the relevant part of the interaction Hessian $\hat{H}_{\text{int}}$ we have terms at least with $2\gamma - 4$ derivatives between fluctuations. After effectively dividing by the leading part of the Hessian $\hat{H}_{\text{kin}}$ from the kinetic operator, we will obtain terms which certainly give rise to UV divergences in $D = 4$ dimensions, since they have the number of derivatives in the correct range (and, for example, we know that the functional trace of operators like $\Box^{-3}$ are convergent in $D = 4$ dimensions [102]). We proceed further by expanding and extracting the total Hessian according to

$$
\hat{H} = \hat{H}_{\text{kin}} + \hat{H}_{\text{int}} = \hat{H}_{\text{kin}} \left( 1 + \hat{H}_{\text{red}} \right),
$$

(C.7)

where we used (C.3) and defined the reduced operator

$$
\hat{H}_{\text{red}} \equiv \hat{H}_{\text{kin}}^{-1} \hat{H}_{\text{int}}
= -\frac{8\lambda_{\gamma-1}}{a_\gamma} \left[ \frac{1}{2}(\Box^{\gamma-1} \phi)^2 \Box^{-\gamma} + \phi^2 \Box^{-1} + 2(\gamma - 1) \phi (\nabla^\mu \phi) \nabla_\mu \Box^{-2}
+ (\gamma - 1)(\gamma - 2) \phi (\nabla^\mu \nabla^\nu \phi) \nabla_\mu \nabla_\nu \Box^{-3} \right].
$$

(C.8)

Notice that the exponents on operators acting between fluctuations are $\gamma$-independent.
Next, we use the standard formula
\[ \Gamma^{(1)} = \frac{i}{2} \text{Tr} \ln \hat{H}, \] (C.9)
where \( \text{Tr} \) with capital \( T \) is the functional trace over position space, spacetime indices and internal field indices, and we perform the expansion of the logarithm into a series separating the unity and its proper argument, that is
\[ \ln(1 + z) = \sum_{j=1}^{+\infty} (-1)^{j-1} \frac{z^j}{j} = z - \frac{z^2}{2} + O(z^3). \]

We need to truncate this expansion at the second order in the argument \( z = \hat{H}_{\text{red}} \). This is because we already have terms quadratic in the background scalar field in the reduced Hessian operator \( \hat{H}_{\text{red}} \). Expected divergences are at most quartic in the background field \( \phi \), therefore, we need at most the \( O(z^2) \) term while we can neglect terms of order of \( z^3 \) and higher. Then, for \( \gamma \neq 1 \),
\[ \ln \hat{H} = \ln \hat{H}_{\text{kin}} + \ln \left( 1 + \hat{H}_{\text{red}} \right) \]
\[ = \hat{H}_{\text{red}} - \frac{1}{2} \hat{H}_{\text{red}}^2 + \ldots \]
\[ = \ln(a_\gamma a_\gamma^{-1} \phi^2) - \frac{4\lambda_\gamma^{-1}}{a_\gamma} (\phi^2)_{\Box} - \frac{8\lambda_\gamma^{-1}}{a_\gamma} \phi^2 + (\gamma - 1) \phi (\nabla^\mu \phi) \nabla_\mu \Box \]
\[ + (\gamma - 1) \phi (\nabla^\mu \phi) \nabla_\mu \Box + 2(\gamma - 2) \phi (\nabla_\mu \nabla_\nu \phi) \nabla_\mu \nabla_\nu \Box^{-3} \]
\[ - 32 \left( \frac{\lambda_\gamma^{-1}}{a_\gamma} \right)^2 \phi^4 \Box^{-2} + \ldots, \] (C.10)
where we neglected terms not contributing to UV divergences. The first term \( \sim \ln \Box \) can be thrown away because its trace is proportional to powers of the curvature and, therefore, it does not contribute to the divergent part in Minkowski spacetime (section C.2). As argued in section C.3, the second term does not contribute either, since \( \gamma \neq 1 \).

Performing all functional traces explicitly,
\[ \text{Tr} \ln \hat{H}_{\text{div}} = -\frac{2}{\pi^2} \left( \frac{\lambda_\gamma^{-1}}{a_\gamma} \right)^2 \phi^4 - \frac{\gamma - 1}{\pi^2} \frac{\lambda_\gamma^{-1}}{a_\gamma} \phi \Box \phi \]
\[ - \frac{1}{\pi^2} \frac{\lambda_\gamma^{-1}}{a_\gamma} (\gamma - 1) (\gamma - 2) \phi \nabla^\mu \nabla^\nu \phi \text{tr} \left( \nabla_\mu \nabla_\nu \Box^{-3} \right), \] (C.11)
where \( \text{tr} \) is the trace only on Lorentz and internal field indices and we used \([102]\)
\[ \text{tr} (\Box^{-2}) = 1, \quad \text{tr} (\nabla^\mu) = 0. \] (C.12)
Notice that the functional trace of the differential operator \( \nabla^\mu \Box^{-2} \) vanishes, since in \( D = 4 \) dimensions there are no background quantities (such as curvature tensors) with which one could construct a non-zero expression for such a trace with energy dimensionality 1.\(^9\)

\(^9\)Here we cannot use the background scalar field \( \phi \) since we assume the \( \mathbb{Z}_2 \) symmetry of the theory.
We also integrate by parts under the spacetime volume trace $\int d^4x$ to produce the effective action. In this way, up to total derivatives we get

\[
\begin{align*}
\text{Tr} \ln \hat{H} \Big|_{\text{div}} &= -\frac{2}{\pi^2} \left( \frac{\lambda_{\gamma-1}}{a_\gamma} \right)^2 \phi^4 - \frac{\gamma - 1}{2\pi^2} \frac{\lambda_{\gamma-1}}{a_\gamma} \phi \Box \phi - \frac{1}{\pi^2} \frac{\lambda_{\gamma-1}}{a_\gamma} (\lambda_{\gamma-1} - 1)(\lambda_{\gamma-1} - 2) \partial \nabla_{\mu} \nabla_{\nu} \phi \frac{1}{4} \eta^{\mu\nu} \\
&= -\frac{2}{\pi^2} \left( \frac{\lambda_{\gamma-1}}{a_\gamma} \right)^2 \phi^4 - \frac{\gamma - 1}{2\pi^2} \frac{\lambda_{\gamma-1}}{a_\gamma} \phi \Box \phi - \frac{1}{4\pi^2} \frac{\lambda_{\gamma-1}}{a_\gamma} (\lambda_{\gamma-1} - 1)(\lambda_{\gamma} - 2) \phi \Box \phi \\
&= -\frac{2}{\pi^2} \left( \frac{\lambda_{\gamma-1}}{a_\gamma} \right)^2 \phi^4 - \frac{1}{4\pi^2} \frac{\lambda_{\gamma-1}}{a_\gamma} (\gamma - 1) \phi \Box \phi.
\end{align*}
\tag{C.13}
\]

Compared with the action (2.6), which is the integer part of the total action (2.2), we obtain

\[
\begin{align*}
\beta_1 &= -\frac{\gamma(\gamma - 1)}{2\pi^2} \frac{\lambda_{\gamma-1}}{a_\gamma}, \\
\beta_{\lambda_0} &= \frac{48}{\pi^2} \left( \frac{\lambda_{\gamma-1}}{a_\gamma} \right)^2,
\end{align*}
\tag{C.14, C.15}
\]

in perfect agreement with the results (3.24) and (3.29) obtained via the calculation with Feynman diagrams.

The first expression depends on the $\gamma$ parameter but it vanishes continuously in the limit $\gamma \to 1$, giving no wave-function renormalization in the case of standard $\lambda \phi^4$ theory. This limiting case is further discussed in section C.4.

### C.2 Traces of fractional operators: first term in eq. (C.10)

Given the function

\[
\begin{align*}
f(z) &= \ln [(1 + z)^\gamma], \\
f(z) &= \sum_{n=1}^{+\infty} \frac{f^{(n)}(0)}{n!} z^n,
\end{align*}
\tag{C.16, C.17}
\]

where we used $f(0) = 0$. The trace is

\[
\text{Tr } f(z) = \sum_{n=1}^{+\infty} \text{Tr} \left[ \frac{f^{(n)}(0)}{n!} z^n \right].
\tag{C.18}
\]

We find that

\[
\begin{align*}
f^{(1)}(z) &= \frac{d}{dz} \ln [(1 + z)^\gamma] = [(1 + z)^\gamma]^{-1} \frac{d}{dz} (1 + z)^\gamma \\
&= [1 + (1 + z)^\gamma]^{-1} \gamma (1 + z)^{\gamma - 1} = \frac{1}{(1 + z)^{\gamma}} \gamma (1 + z)^{\gamma - 1} = \frac{\gamma}{1 + z},
\end{align*}
\]

which yields under the trace

\[
\text{Tr } \left[ f^{(1)}(z) z \right] = \gamma \text{Tr} \left( \frac{z}{1 + z} \right).
\]

\[\text{– 52 –}\]
In general, we cannot assume that \( z \) and \((1 + z)^{-1}\) commute, but since only these two factors appear under the trace (and in the same power \( n \)), then they effectively do, so that there is no problem with the ordering and the meaning of terms such as this.

For the second derivative, we have

\[
f^{(2)}(z) = \frac{d}{dz} \left( \frac{\gamma}{1 + z} \right) = -\gamma \frac{1}{(1 + z)^2},
\]

so that

\[
\text{Tr} \left[ f^{(2)}(z) z^2 \right] = -\gamma \text{Tr} \frac{z^2}{(1 + z)^2}.
\]

For higher derivatives, we find similarly that

\[
\text{Tr} \left[ f^{(n)}(z) z^n \right] = \gamma (-1)^{n+1} (n-1)! \text{Tr} \frac{z^n}{(1 + z)^n}, \quad \text{(C.19)}
\]

hence

\[
\text{Tr} \left[ f^{(n)}(0) z^n \right] = \gamma (-1)^{n+1} (n-1)! \text{Tr} z^n. \quad \text{(C.20)}
\]

This implies that

\[
\text{Tr} \ln [(1 + z)^\gamma] = \sum_{n=1}^{+\infty} \frac{(-1)^{n+1} (n-1)!}{n} \text{Tr} z^n = \gamma \text{Tr} \sum_{n=1}^{+\infty} \frac{(-1)^{n+1}}{n} z^n = \gamma \text{Tr} \ln (1 + z) \quad \text{(C.21)}
\]

because of the linearity of the trace, for any real exponent \( \gamma \) and for any object \( 1 + z \). The latter could be a differential operator, a matrix, and so on, of which we do not have to assume that \([z, (1 + z)^{-1}] = 0\). This implies, in particular, that

\[
\text{Tr} \ln \square^\gamma = \gamma \text{Tr} \ln \square \quad \text{(C.22)}
\]

for the identification \( 1 + z = \square \). Since we know from the functional traces tabulated in [102] that the result of \( \text{Tr} \ln \square \) is proportional to the background gravitational (or internal space) curvatures and it does not contain any monomials of the background scalar field \( \phi \), nor of its derivatives, then we can neglect this contribution as far as the two types of UV divergences we are looking for (\( \phi \square \phi \) and \( \phi^4 \)) are concerned. In our computation, in fact, the curvature is zero since we consider the theory around flat Minkowski spacetime.

### C.3 Traces of fractional operators: second term in eq. (C.10)

As for the term \((\square^{\gamma-1} \phi^2) \square^{-\gamma}\), one notices that it is a total derivative for \( \gamma > 1 \), hence for non-integer \( \gamma \) we neglect it in the UV-divergent part of the effective action. The functional traces of \( \square^{-\gamma} \) are non-zero only for integer \( \gamma = 0, 1, 2 \). However, when \( \gamma = 2 \) the background quantity \( \square^{\gamma-1} \phi^2 = \square \phi^2 \) is, again, a total derivative. When \( \gamma = 0, 1 \), these terms are expressed via powers of spacetime (or internal) curvature, that we set to zero at the end of our computation.

When we take the square of this term, we get four powers of the background field \( \phi \), so that the divergence is only of the form \( \phi^4 \) with no derivatives at all. Higher powers of the term \((\square^{\gamma-1} \phi^2) \square^{-\gamma}\) produce higher powers in \( \phi \), which are convergent. Focusing on the term \((\square^{\gamma-1} \phi^2) \square^{-\gamma}[(\square^{\gamma-1} \phi^2) \square^{-\gamma}]\) and using the Leibniz expansion (B.11) of the d’Alembertian
operator, we find that only the first term of the infinite expansion yields a background result with no derivatives acting on the field $\phi$, provided $\gamma = 1$:

$$
(\Box^{\gamma-1} \phi^2) \Box^{-\gamma} (\Box^{\gamma-1} \phi^2) \Box^{-\gamma} |_{\gamma=1} = \phi^2 \Box^{-1} [(\phi^2) \Box^{-1}] = \phi^4 \Box^{-2} + O (\phi^2 \nabla \phi^2),
$$

where we omit the last term containing at least one derivative or one power of the d’Alembertian operator acting on background fields, when the total power of the fields $\phi$ is four. Therefore, from this term, we get a contribution only in the special case of $\gamma = 1$ and it reads

$$
\phi^4 \Box^{-2} = \frac{1}{16 \pi^2}.
$$

(C.24)

C.4 Discontinuity at $\gamma = 1$

Let us recall the standard computation in $\lambda \phi^4$ theory with the BV technique. From the Lagrangian

$$
\mathcal{L} = \frac{1}{2} \phi \Box \phi - \frac{\lambda_0}{4!} \phi^4 = \mathcal{L}_{\text{kin}} + \mathcal{L}_{\text{int}},
$$

we have

$$
\delta^2 \mathcal{L}_{\text{int}} = -\frac{\lambda_0}{4!} 12 \phi^2 \delta \phi \delta \phi = -\frac{\lambda_0}{2} \phi^2 \delta \phi \delta \phi,
$$

$$
\hat{\mathcal{H}} = \Box - \frac{\lambda_0}{2} \phi^2 = \Box \left( 1 - \frac{\lambda_0}{2} \phi^2 \Box^{-1} \right),
$$

$$
\ln \hat{\mathcal{H}} = -\frac{\lambda_0}{2} \phi^2 \Box^{-1} - \frac{1}{2} \left( -\frac{\lambda_0}{2} \phi^2 \Box^{-1} \right)^2 + \ldots
$$

$$
= -\frac{\lambda_0}{2} \phi^2 \Box^{-1} - \frac{\lambda_0^2}{8} \phi^4 \Box^{-2} + \ldots,
$$

hence

$$
\text{Tr} \ln \hat{\mathcal{H}} \overset{(C.24)}{=} -\frac{\lambda_0}{2} \phi^2 \Box^{-1} - \frac{1}{16 \pi^2} \frac{\lambda_0^2}{8} \phi^4,
$$

which yields the beta functions

$$
\beta_1 = 0,
$$

$$
\beta \left( -\frac{\lambda_0}{4!} \right) = -\frac{1}{16 \pi^2} \frac{\lambda_0^5}{8} \quad \Longrightarrow \quad \beta \lambda_0 = \frac{1}{16 \pi^2} 24 \frac{\lambda_0^5}{8} = \frac{3 \lambda_0^5}{16 \pi^2}.
$$

As pointed out in the main text, the case $\gamma = 1$ is special among all the others with non-integer $\gamma$. Here we highlight the origin of this discontinuity in the limiting situation of $\gamma \rightarrow 1$. In the general case $\gamma \neq 1$, the only term of the reduced Hessian $\hat{\mathcal{H}}_{\text{red}}$ (eq. (C.8)) with no derivatives between background fields $\phi$ is $8 \phi^2 \Box^{-1}$ (giving rise a posteriori to divergent terms in the effective action quartic in the background $\phi$ and with no derivatives). In contrast, in the exceptional case $\gamma = 1$ we need to include also the first term in eq. (C.8), which reads $4 \phi^2 \Box^{-1}$ and is not a total derivative. Overall, this gives the contribution $12 \phi^2 \Box^{-1}$, which is $3/2$ times larger than in the $\gamma \neq 1$ case and produces a beta function $\beta \lambda_0 (3/2)^2 = 9/4$ times larger than for other $\gamma > 1$. This jump of value cannot be obtained continuously from the general $\gamma$-independent expression for any $\gamma \neq 1$. This amazing and unexpected feature, probably persisting at higher loop levels, shows once again the uniqueness of the standard
two-derivative theory with $\gamma = 1$, which, as it seems, cannot be obtained as the continuous limit of the quantum theory with general $\gamma \neq 1$.

Still in the special case $\gamma = 1$, one notices that the other parts of the reduced Hessian operator cancel in this situation, resulting only in the already discussed part with no derivatives between background fields:

$$\hat{H}_{\text{red}, \gamma=1} = -12\lambda_0 \phi^2 \Box^{-1}.$$ 

This shows that there is no scalar wave-function renormalization when $\gamma = 1$. With hindsight, we can say that here this absence is caused by the fact that the part of Hessian in eq. (C.8) containing derivatives between background fields is proportional to the factor $(\gamma - 1)$, so that in this case the limit $\gamma \to 1$ is continuous and vanishing. Moreover, this implies that the general value of this divergent contribution for the case of $\gamma > 1$ is proportional to the factor $(\gamma - 1)$ and this is verified by an explicit computation, where the full coefficient amounts to $g(\gamma - 1)$ for the renormalization of the scalar wave-function.

D Scalar propagator

This appendix collects some results on the free-level propagator of a scalar field, both in fractional non-local and in higher-derivative local theories.

D.1 Källén–Lehmann representation (5.2)

Starting from Cauchy’s integral formula (5.1) for the scalar-field propagator, we deform the contour $\hat{\Gamma}$ to circle around poles and pass around the cuts and split it into its main components: integrations $\int_{\text{poles}}$ along mini-circles of radius $\varepsilon > 0$ around the poles, integrations $\int_{\text{b.p.}}$ along mini-arcs of radius $\varepsilon > 0$ around the branch points, integrations $\int_{\text{cuts}}$ along the branch cuts and an integration $\int_{\Gamma_R}$ along a counter-clockwise arc $\Gamma_R$ of radius $R$ closing the contour. Sending $R \to +\infty$, the contribution of the outer arc is zero if $\tilde{G}(z)$ falls off at $z \to \infty$, which will always be the case in our models (but we will check it explicitly later). Then, sending $\varepsilon \to 0^+$ one obtains

$$\oint \hat{\Gamma} = \lim_{\varepsilon \to 0^+} \left( \int_{\text{poles}} + \int_{\text{b.p.}} + \int_{\text{cuts}} \right) + \lim_{R \to +\infty} \int_{\Gamma_R}. \quad (D.1)$$

Note that the integral on the cuts also depends on $\varepsilon$ because one evaluates the Green’s function $\tilde{G}(s \pm i\varepsilon)$ on lines parallel and infinitesimally close to the real axis.

The integral on $\Gamma_R$ can be parametrized by a phase. Calling $s = m^2$ the pole or branch point and $z = m^2 + R \exp(i\theta)$, we have

$$\frac{1}{2\pi i} \int_{\Gamma_R} \frac{dz}{z + k^2} = \frac{1}{2\pi} \int_{\theta_1}^{\theta_2} d\theta \tilde{G}(m^2 + R e^{i\theta}) + \ldots, \quad (D.2)$$

where $\theta_1 \leq \theta \leq \theta_2$ is a certain range for $\theta$ and we omitted higher-order terms in $1/R$. In the limit $R \to +\infty$, this contribution should vanish.

Similarly, the integrals around the poles or the branch points can be parametrized as $z = m^2 + \varepsilon \exp(i\theta)$ and these contributions acquire the form

$$\frac{1}{2\pi i} \int_{\text{poles/b.p.}} \frac{dz}{z + k^2} = \frac{\varepsilon}{2\pi(k^2 + m^2)} \int_{\theta_1}^{\theta_2} d\theta e^{i\theta} \tilde{G}(m^2 + \varepsilon e^{i\theta}) \sum_{l=0}^{+\infty} (-1)^l \left( \frac{\varepsilon e^{i\theta}}{k^2 + m^2} \right)^l$$
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where we used the generalized binomial series. In the limit \( \varepsilon \to 0 \), when around a pole this integral gives a finite contribution (the residue). However, when around a branch point, it can either vanish or diverge depending on the form of \( \tilde{G} \) (in our case, on the value of the fractional exponent \( \gamma \)).

Then, in a well-defined theory the only non-vanishing contribution in (D.1) comes from the poles and the branch cuts and gives rise to the Källén–Lehmann representation

\[
\tilde{G}(-k^2) = \frac{1}{2\pi i} \int_{\text{poles}} ds \frac{\tilde{G}(s)}{s + k^2} + \frac{1}{2\pi i} \int_{\text{cuts}} ds \frac{\tilde{G}(s)}{s + k^2}.
\]  

(D.4)

In particular, for a massive theory with one branch cut, we obtain (5.2).

**D.2 Feynman prescription of the fractional propagator**

In this section, we calculate the propagator (5.4) with the causal (Feynman) prescription. From eqs. (D.2) and (5.3), we have

\[
\frac{1}{2\pi i} \int_{\Gamma_R} dz \frac{\tilde{G}(z)}{z + k^2} = \frac{1}{2\pi i} \int_{\theta_1}^{\theta_2} d\theta (-Re^{i\theta})^{-\gamma} + \ldots
\]

\[
= \frac{1}{2\pi R^\gamma} e^{-i\pi\gamma} \int_{\theta_1}^{\theta_2} d\theta e^{-i\theta\gamma} + O\left(\frac{1}{R^{1+\gamma}}\right)
\]

\[
= \frac{1}{\gamma R^\gamma} e^{-i\pi\gamma} e^{i\theta_1\gamma} - e^{-i\theta_2\gamma} + O\left(\frac{1}{R^{1+\gamma}}\right),
\]  

(D.5)

where the sign in the phase \((-1)^{-\gamma} = \exp(-i\pi\gamma)\) is determined by the choice of branch for the integrand; with \(0 \leq \theta \leq 2\pi, -1 = \exp(i\pi)\). Therefore, for \(\gamma > 0\) the integral on the arc at infinity vanishes in the limit \(R \to +\infty\), irrespectively of the values of \(\theta_1\) and \(\theta_2\). The condition (5.5) coming from the arc remained unnoticed in [66] but, anyway, it is the same as the condition of positivity of the spectral dimension.

The other contributions in eq. (D.1) are

\[
\Phi_{\Gamma_\alpha} = \lim_{\varepsilon \to 0^+} \left( \int_{C_\varepsilon} + \int_{\text{cut}^+} + \int_{\text{cut}^-} \right).
\]  

(D.6)

The radius \(\varepsilon\) of the clockwise mini-arc \(C_\varepsilon\) is different from the \(\varepsilon\) appearing in eq. (5.4) and it can be taken to be \(\varepsilon < \varepsilon\) so that \(-k^2\) never lies on the contour. Using eq. (5.3), the general formula (D.3) can be specialized to a branch point. Ignoring the \(ie\) prescription for \(-k^2\), for \(\gamma \neq n\) we need to consider only the \(l = 0\) term:

\[
\frac{1}{2\pi i} \int_{b.p.} dz \frac{\tilde{G}(z)}{z + k^2} = \frac{\varepsilon}{m^2 + k^2} \int_{\theta_1}^{\theta_2} d\theta e^{i\theta(-\varepsilon e^{i\theta})^{-\gamma}} + O(\varepsilon^{2-\gamma})
\]

\[
= \frac{\varepsilon^{1-\gamma}}{m^2 + k^2} e^{-i\pi\gamma} \int_{\theta_1}^{\theta_2} d\theta e^{i\theta(1-\gamma)} + O(\varepsilon^{2-\gamma})
\]

\[
= \frac{\varepsilon^{1-\gamma}}{(1-\gamma)(m^2 + k^2)} e^{-i\pi\gamma} \frac{e^{\theta_2(1-\gamma)} - e^{\theta_1(1-\gamma)}}{2\pi i} + O(\varepsilon^{2-\gamma}).
\]  

(D.7)
In the case of \( C_e \), \( \theta \) runs from \( \theta_1 = 2\pi \) to \( \theta_2 = 0 \), so that

\[
\tilde{G}_{b.p.}(k^2) = \lim_{\varepsilon \to 0^+} \frac{1}{2\pi i} \int_{C_e} \frac{\tilde{G}(z)}{k^2 + z - i\varepsilon} \, dz
\]

\[
= \lim_{\varepsilon \to 0^+} \left( \frac{1}{(1 - \gamma)(m^2 + k^2 - i\varepsilon)} e^{-i\pi\gamma} e^{i\theta(1 - \gamma)} 2\pi i \right)_{\theta_2 = 0}^{\theta_1 = 2\pi} + O(\varepsilon^{2-\gamma})
\]

\[
= \lim_{\varepsilon \to 0^+} \left( \frac{1}{(1 - \gamma)(m^2 + k^2 - i\varepsilon)} e^{-i\pi\gamma} 1 - e^{-2i\pi\gamma} 2\pi i \right)_{\theta_2 = 0}^{\theta_1 = 2\pi}
\]

\[
= \lim_{\varepsilon \to 0^+} \left( \frac{1}{(1 - \gamma)(m^2 + k^2 - i\varepsilon)} e^{-2i\pi\gamma} \sin(\pi\gamma) \right)_{\theta_2 = 0}^{\theta_1 = 2\pi},
\]

(D.8)

which vanishes only if \( \gamma < 1 \). Obviously, the result does not change if we evaluate (D.8) on a different branch, for instance the family of “\( + \) branches” \( 2(1 + j)\pi \leq \theta \leq 2(2 + j)\pi \) or the family of “\( - \) branches” \( -2(1 + j)\pi \leq \theta \leq -2j\pi \), where \( j = 0, 1, 2, \ldots \). In the first case, \( -1 = \exp[(3 + 2j)i\pi] \) and the phase in the last line of (D.8) becomes \( \exp[-2(3 + 2j)i\pi\gamma] \); the principal branch corresponds to \( j = -1 \). In the second case, \( -1 = \exp[-(1 + 2j)i\pi] \) and the phase in the last line of (D.8) is replaced by \( - \exp[2(1 + 2j)i\pi\gamma] \).

The parameter \( \varepsilon \) also appears in the contribution of the branch cut through the integrand

\[
\tilde{G}(s \pm i\varepsilon) = (m^2 - s \mp i\varepsilon)^{-\gamma}
\]

\[
= \exp \left[ -\gamma \ln(m^2 - s \mp i\varepsilon) \right]
\]

\[
= \exp \left[ -\gamma \ln \sqrt{(s - m^2)^2 + \varepsilon^2} - i\gamma \text{Arg}(m^2 - s \mp i\varepsilon) \right]
\]

\[
= \frac{1}{[(s - m^2)^2 + \varepsilon^2]^{\gamma/2}} \exp \left[ -i\gamma \text{Arg}(m^2 - s \mp i\varepsilon) \right],
\]

(D.9)

where \( \ln \) and \( \text{Arg} \) are, respectively, the principal value of the complex logarithm and of the argument (phase). Given a complex number \( x + iy \), for \( x \neq 0 \) the principal value of the argument can be expressed as

\[
\text{Arg}(x + iy) = \begin{cases} 
\arctan \left( \frac{y}{x} \right) & \text{if } x > 0, \\
\arctan \left( \frac{y}{x} \right) + \pi & \text{if } x < 0, y \geq 0, \\
\arctan \left( \frac{y}{x} \right) - \pi & \text{if } x < 0, y < 0.
\end{cases}
\]

(D.10)

In the case of eq. (D.9), \( x = m^2 - s < 0 \) and \( y = \mp \varepsilon \leq 0 \). Therefore,

\[
\tilde{G}(s \pm i\varepsilon) = \frac{1}{[(s - m^2)^2 + \varepsilon^2]^{\gamma/2}} \exp \left[ -i\gamma \arctan \left( \frac{\mp \varepsilon}{s - m^2} \right) \pm i\pi\gamma \right]
\]

\[
= \frac{1}{[(s - m^2)^2 + \varepsilon^2]^{\gamma/2}} \exp \left[ \pm i\gamma \varepsilon \right] \left( 1 \pm \frac{i\gamma \varepsilon}{s - m^2} \right) + O(\varepsilon^2).
\]

(D.11)

\[\text{Although } \tilde{G} = (m^2 - z)^{-\gamma} \text{ has a branch cut at } \text{Re } z \geq m^2 \text{ in the (Re } z, \text{Im } z) \text{ plane, when written as a function } G = (x + iy)^{-\gamma} \text{ in the (} x = m^2 - s, y = \mp \varepsilon) \text{ plane it has a branch cut at } x < 0. \text{ Hence } -\pi < \text{Arg}(x + iy) \leq \pi \text{ and Arg is correctly parametrized by eq. (D.10). When } y \to 0^- \text{ and } x < 0 \text{ (approach to the negative real axis from below), Arg } \to -\pi; \text{ when } x \to 0^\pm \text{ and } y < 0 \text{ (approach to the negative imaginary axis from either side), Arg } \to -\pi/2; \text{ when } x > 0 \text{ and } y \to 0^\pm \text{ (approach to the positive real axis from either side), Arg } \to 0; \text{ when } x \to 0^\pm \text{ and } y > 0 \text{ (approach to the positive imaginary axis from either side), Arg } \to \pi/2; \text{ when } y \to 0^+ \text{ and } x < 0 \text{ (approach to the negative real axis from above), Arg } \to \pi.\]
For non-integer $\gamma$,
\[
\lim_{\epsilon \to 0^+} \tilde{G}(s \pm i\epsilon) = \frac{1}{|s - m^2|^\gamma} e^{\pm i\pi \gamma}. \tag{D.12}
\]
Then, the last two integrals in (D.6) are
\[
\tilde{G}_{\text{cut}}^\pm (-k^2) = \frac{1}{2\pi i} \int_{\text{cut}^\pm} ds \frac{\tilde{G}(s)}{s + k^2 - i\epsilon} = \pm \lim_{\epsilon \to 0^+} \frac{1}{2\pi i} \int_{m^2}^{+\infty} ds \frac{\tilde{G}(s \pm i\epsilon)}{s + k^2 - i\epsilon} = \pm \frac{1}{2\pi i} \int_{m^2}^{+\infty} ds \frac{\rho_\pm(s)}{s + k^2 - i\epsilon}, \tag{D.13}
\]
where we defined the complex spectral densities
\[
\rho_\pm(s) := \pm \frac{1}{2\pi i} e^{\pm i\pi \gamma} |s - m^2|^\gamma. \tag{D.14}
\]
Overall,
\[
\tilde{G}_F(-k^2) = \tilde{G}_{\text{cut}}(-k^2) = \tilde{G}_{\text{cut}}^+(-k^2) + \tilde{G}_{\text{cut}}^-(k^2) = \int_{m^2}^{+\infty} ds \frac{\rho_F(s)}{s + k^2 - i\epsilon}, \tag{D.15}
\]
where
\[
\rho_F(s) = \rho_+(s) + \rho_-(s)
= \frac{1}{|s - m^2|^\gamma} \left[ e^{i\pi \gamma} - e^{-i\pi \gamma} \right].
\tag{D.16}
\]

D.3 Propagator in local models (integer $\gamma$)

In this section, we recall some properties of the scalar-field free-level propagator with the Feynman, Dyson and Anselmi–Piva prescriptions in higher-derivative models with $\gamma = n$, $1 \leq n \in \mathbb{N}$, which include standard QFTs with $\gamma = 1$.

D.3.1 Feynman and Dyson prescriptions

In these cases, the tree-level propagator is given exclusively by the contribution of the pole, since $\tilde{G}$ has no discontinuity on the real line and, therefore, the spectral function (5.9) vanishes: $\rho_F = 0$.

Around the pole at $z = m^2$, we use the full series (D.7) and integrate $\tilde{G}(z) = (m^2 - z)^{-n}$ full circle, isolating the $O(\epsilon^0)$ term ($l = n - 1$):
\[
\frac{1}{2\pi i} \int_{\text{pole}} dz \frac{\tilde{G}(z)}{z + k^2} = \frac{1}{2\pi} \sum_{l=0}^{+\infty} (-1)^l \frac{\epsilon^{1+l}}{(k^2 + m^2)^{1+l}} \int_0^0 d\theta e^{i\theta(1+l)} (-\epsilon e^{i\theta})^{-n}
\]
\[
\begin{align*}
= & \frac{1}{2\pi} \sum_{l=0}^{+\infty} (-1)^{l-n} \frac{\varepsilon^{1+l-n}}{(k^2 + m^2)^{1+l}} \int_0^{2\pi} d\theta \, e^{i\theta(1+l-n)} \\
= & \sum_{l=0}^{n-2} (-1)^{l-n} \frac{\varepsilon^{1+l-n}}{(k^2 + m^2)^{1+l}} \frac{1 - e^{2\pi i(1+l-n)}}{2\pi i(1+l-n)} + \frac{1}{(k^2 + m^2)^n} + O(\varepsilon)
\end{align*}
\]
\[
= \frac{1}{(k^2 + m^2)^n} + O(\varepsilon).
\]
while for odd $n \geq 3$ such that $\lceil n \rceil$ is divisible by 4 as

$$
\mathcal{L} = \frac{1}{2} \phi_1 \Box \phi_1 - \frac{1}{2} \phi_2 \left( \ell_{\ast}^{-2} + \ell_{\ast}^{-n-3} \Box \frac{n+1}{2} \right) \phi_2, \quad (D.25)
$$

$$
\phi_1 = \left[ 1 + (1 + \sqrt{2}) \ell_{\ast}^{-n-1} \Box \frac{n+1}{2} \right] \phi, \quad \phi_2 = -\sqrt{2} + 2\sqrt{2} \ell_{\ast}^{-2} \Box \frac{n+1}{2} \phi. \quad (D.26)
$$

Actually, for the definitions of $\phi_2$ in (D.24) and (D.26) we have a possibility of using a different overall sign. Above, we used two different formulae for $n$ even and odd since, in local higher-derivative field theory, one wants to avoid non-integer powers of the box operator. Moreover, contrary to the $n = 2$ case (D.20), for $n > 2$ the definitions of $\phi_1$ and $\phi_2$ in eqs. (D.24) and (D.26) do not correspond to any simple decomposition of the original field $\phi$.

The spectrum is obtained treating both $\phi_1$ and $\phi_2$ as fundamental fields, regardless of what and how many degrees of freedom they encode in terms of the original field $\phi$. The field $\phi_1$ is canonical with a standard kinetic term. Even if the kinetic term of $\phi_2$ is not in the canonical form, one can apply the Anselmi–Piva procedure to $\phi_2$ and making it a fakeon, thus removing all ghosts from the spectrum.

### E Properties of the Källén–Lehmann representation

In this appendix, we report the calculation of eqs. (6.5)–(6.9) and the full catalogue of splittings of the Källén–Lehmann representation of the scalar free-level propagator.

#### E.1 Calculation of eq. (6.5)

To find the propagator, we integrate (6.4) on a contour $\Gamma = \Gamma_N$ decomposable into several pieces:

$$
\tilde{G}_N(-k^2) = \oint_{\Gamma_N} dz \tilde{G}_N(z) / z + k^2, \quad (E.1)
$$

where

$$
\oint_{\Gamma_N} = \lim_{\epsilon \to 0^+} \left( \oint_{\text{b.p.}} + \oint_{\text{cuts}} + \lim_{R \to +\infty} \oint_{\text{arcs}} \right), \quad (E.2a)
$$

$$
\oint_{\text{b.p.}} = N \sum_{i=1}^{N} \int_{C_i}, \quad (E.2b)
$$

$$
\oint_{\text{cuts}} = N \sum_{i=1}^{N} \int_{\text{cut}_i} = N \sum_{i=1}^{N} \left( \int_{\text{cut}_i^+} + \int_{\text{cut}_i^-} \right), \quad (E.2c)
$$

$$
\oint_{\text{arcs}} = N \sum_{i=1}^{N} \int_{\Gamma_i^R}. \quad (E.2d)
$$

In the following sub-sections, we will study each contribution in all generality, later examining the cases $N = 2$ and $N = 3$ more in detail.

#### E.1.1 Arcs at infinity

The integrals on the arcs $\Gamma_i^R$ at infinity vanish if condition (5.5) holds. From eqs. (D.2) and (6.4) with $z = R \exp(i\theta)$, each arc spans a certain angular range $\theta_1^i \leq \theta \leq \theta_2^i$ and yields

$$
\frac{1}{2 \pi i} \int_{\Gamma_R} dz \tilde{G}_N(z) / z + k^2 = \frac{1}{2 \pi} \int_{\theta_1^i}^{\theta_2^i} d\theta \tilde{G}_N(R e^{i\theta}) + \ldots
$$
where

\[ \Delta_{ij} := \varphi_i - \varphi_j . \]  

The function \( f \neq 0 \) is well-defined because, by our definition, the limit \( \Delta_{ij} \to 0 \) is taken after the limit \( \varepsilon \to 0 \). Then, using the second equality in (6.4), eq. (E.4) tends to zero for all \( i \) if, and only if,

\[ \gamma_i < 1 \quad \implies \quad \gamma = \sum_{i=1}^{N} \gamma_i < N , \]  

(E.6)

to be compared with the more restrictive bound (5.7).

### E.1.3 Branch cuts

We now turn to the calculation of the contribution of a generic radial branch cut oriented at an angle \( 0 \leq \varphi_i < 2\pi \) starting from the branch point \( z_i = m^2 \exp(i \varphi_i) \) (Fig. 3).
Figure 3. Generic branch point $z_i = \exp(i\varphi_i) m^2$ and associated branch cut at an angle $\varphi_i$ in the complex plane.

Having already dispensed with the branch point itself, here we are interested only in the part of the contour running parallel to the branch cut away from (“cut$_i^+$”) and towards (“cut$_i^-$”) $z_i$; this orientation is consistent with a counter-clockwise orientation of the contour. Parametrizing the cut as

$$z = s e^{i\varphi_i},$$

(E.7)

we have to integrate along $s$ while keeping the angle $\varphi_i$ fixed. Omitting the prescription for $-k^2$,

$$\tilde{G}_{\text{cut}_i}(-k^2) = \frac{1}{2\pi i} \int_{\text{cut}_i} dz \frac{\tilde{G}(z)}{z + k^2} = \int_{m^2}^{+\infty} ds \frac{\rho_i(s)}{s + e^{-i\varphi_i} k^2},$$

(E.8)

$$\rho_i(s) := \lim_{\epsilon \to 0^+} \frac{\tilde{G}[(s + i\epsilon) e^{i\varphi_i}] - \tilde{G}[(s - i\epsilon) e^{i\varphi_i}]}{2\pi i},$$

(E.9)

where we defined a generalized spectral function. This general formula, which we could not found anywhere in the literature, can be specialized to four typical cases:

1. $\varphi_1 = 0$, $z_1 = m^2$, $z = s$: real ordinary branch point, branch cut in the positive real
axis. Equation (E.9) becomes the well-known expression used in section 5.2:

\[
G_{\text{cut}1}(-k^2) = \int_{m^2}^{+\infty} ds \, \frac{\rho_1(s)}{s + k^2}, \quad \rho_1(s) = \lim_{\varepsilon \to 0^+} \frac{\tilde{G}(s + i\varepsilon) - \tilde{G}(s - i\varepsilon)}{2\pi i}.
\] (E.10)

2. $\varphi_2 = \pi$, $z_2 = -m^2$, $z = -s$: real tachyonic branch point, branch cut in the negative real axis:

\[
G_{\text{cut}2}(-k^2) = \int_{m^2}^{+\infty} ds \, \frac{\rho_2(s)}{s - k^2}, \quad \rho_2(s) = \lim_{\varepsilon \to 0^+} \frac{\tilde{G}(-s - i\varepsilon) - \tilde{G}(-s + i\varepsilon)}{2\pi i}.
\] (E.11)

3. $\varphi_3 = \frac{\pi}{2}$, $z_3 = im^2$, $z = is$: purely imaginary branch point, branch cut in the positive imaginary axis:

\[
G_{\text{cut}3}(-k^2) = \int_{m^2}^{+\infty} ds \, \frac{\rho_3(s)}{s - ik^2}, \quad \rho_3(s) = \lim_{\varepsilon \to 0^+} \frac{\tilde{G}(is - \varepsilon) - \tilde{G}(is + \varepsilon)}{2\pi i}.
\] (E.12)

4. $\varphi_4 = -\frac{\pi}{2}$, $z_4 = -im^2$, $z = -is$: purely imaginary branch point conjugate to $z_3$, branch cut in the negative imaginary axis:

\[
G_{\text{cut}4}(-k^2) = \int_{m^2}^{+\infty} ds \, \frac{\rho_4(s)}{s + ik^2}, \quad \rho_4(s) = \lim_{\varepsilon \to 0^+} \frac{\tilde{G}(-is + \varepsilon) - \tilde{G}(-is - \varepsilon)}{2\pi i}.
\] (E.13)

It is useful to classify branch cuts into pairs of different type. We define a pair of opposite branch cuts $i$ and $\bar{i}$ such that $\varphi_{\bar{i}} = \varphi_i \pm \pi$, and a pair of complex conjugate branch cuts $i$ and $i^*$ such that $\varphi_{i^*} = -\varphi_i$ and $\gamma_{i^*} = \gamma_i$. As shown in Fig. 4, a pair of opposite cuts looks symmetric with respect to the origin but $\gamma_i$ and $\gamma_{\bar{i}}$ may differ, while a pair of complex conjugate cuts is symmetric under reflection across the real axis, with same fractional exponent. The only pair which is both opposite and complex conjugate is made of the two branch cuts on the imaginary axis, which we dubbed “3” and “4” in eqs. (E.12) and eq. (E.13). The cuts “1” and “2” in eqs. (E.10) and eq. (E.11) are the only self-conjugate branch cuts.
E.1.4 Spectral function

For the theory to be unitary at the free level, the total integral in $s$ should be real-valued and such that the integrand be positive semi-definite in Euclidean signature ($k^2 > 0$). However, contrary to the single-cut case of section 5, here we have several contributions $\rho_i$ attached to different complex-valued denominators and we must combine them together into a real-valued quantity before imposing semi-positivity:

$$
\sum_i \frac{\rho_i(s)}{s + e^{-i\varphi_i}k^2} = \frac{\sum_i \rho_i(s) \prod_{j \neq i} (s + e^{-i\varphi_j}k^2)}{\prod_i (s + e^{-i\varphi_i}k^2)} \geq 0 ,
$$

(E.14)

which we reduce to a strict inequality since we want a non-trivial propagator. Positivity is imposed on the numerator and the denominator separately, since the latter is nothing but the kinetic term in momentum space up to a global phase absorbed in the $\rho_i$. Therefore, we start with the condition

$$
\prod_{i=1}^N (s + e^{-i\varphi_i}k^2) > 0.
$$

(E.15)

Clearly, the branch cut with $\varphi_1 = 0$ is always allowed, while the opposite cut with $\varphi_2 = \pi$ is always excluded because it is associated with a factor with indefinite sign. In general, opposite pairs do not work. In fact, for each pair with $j \neq i$, we have

$$
p_{ij} := \left( s + e^{-i\varphi_j}k^2 \right) \left( s + e^{-i\varphi_i}k^2 \right) = s^2 + e^{-i(\varphi_i + \varphi_j)}k^4 + sk^2 (e^{-i\varphi_i} + e^{-i\varphi_j}) .
$$

(E.16)

If these cuts are opposite ($j = \bar{i}$), we get the expression

$$
p_{i\bar{i}} = s^2 - k^4 + 2isk^2 \sin \varphi_i ,
$$

(E.17)

which is complex-valued unless $\varphi_i = 0, \pi$. However, in this case $p_{i\bar{i}} = s^2 - k^4 = (s+k^2)(s-k^2)$ has indefinite sign due to the factor $(s-k^2)$ coming from the cut at $\varphi_2 = \pi$. Therefore, we are forced to conclude that any other cut different from $\varphi_1 = 0$ gives a well-defined contribution only if its paired into a complex conjugate couple. In particular, if $\varphi_1 = 0$ is present, then $N$ must be odd, otherwise it must be even. For $j = i^*$, we have

$$
p_{i\bar{i}^*} = s^2 + k^4 + 2sk^2 \cos \varphi_i > 0 ,
$$

(E.18)

for any $0 < \varphi_i < 2\pi$.

The numerator on top of the denominator (E.16) is found from

$$
\frac{\rho_i(s)}{s + e^{-i\varphi_i}k^2} + \frac{\rho_j(s)}{s + e^{-i\varphi_j}k^2} = \frac{q_{ij}}{p_{ij}} ,
$$

(E.19)

where

$$
q_{ij} := \rho_i(s) \left( s + e^{-i\varphi_j}k^2 \right) + \rho_j(s) \left( s + e^{-i\varphi_i}k^2 \right) = \\
\left[ (\Re \rho_i)(s + k^2 \cos \varphi_j) + (\Re \rho_j)(s + k^2 \cos \varphi_i) + (\Im \rho_i)k^2 \sin \varphi_j + (\Im \rho_j)k^2 \sin \varphi_i \right] \\
+ i \left[ (\Im \rho_i)(s + k^2 \cos \varphi_j) + (\Im \rho_j)(s + k^2 \cos \varphi_i) \\
- (\Re \rho_i)k^2 \sin \varphi_j - (\Re \rho_j)k^2 \sin \varphi_i \right] .
$$

(E.20)

In particular,

$$
q_{i\bar{i}^*} = \left[ (\Re \rho_i + Re \rho_i^*)(s + k^2 \cos \varphi_i) - (\Im \rho_i - \Im \rho_i^*)k^2 \sin \varphi_i \right]
$$
\[ +i \left[ (\text{Im} \rho_i + \text{Im} \rho_i^*) (s + k^2 \cos \varphi_i) + (\text{Re} \rho_i - \text{Re} \rho_i^*) k^2 \sin \varphi_i \right]. \]  

(E.21)

If we write each spectral function as the absolute value times a phase,

\[ \rho_i = |\rho_i| e^{-i\psi_i}, \]

(E.22)

then reality of the left-hand side of (E.14) is guaranteed if the imaginary part of eq. (E.21) vanishes for any \( k \), which happens when \( \text{Im} \rho_i = -\text{Im} \rho_i^* \) and \( \text{Re} \rho_i = \text{Re} \rho_i^* \):

\[ |\rho_i| = |\rho_i^*|, \quad \psi_i = -\psi_i^* \pmod{2\pi} \implies \rho_i^* = \rho_i. \]

(E.23)

Positivity of the left-hand side of (E.14) then stems directly from the fact that, if the denominator is positive, then we only need to ensure that \( q_{ii^*} > 0 \). From the first line of eq. (E.21),

\[ q_{ii^*} = 2\text{Re} \rho_i (s + k^2 \cos \varphi_i) - 2\text{Im} \rho_i k^2 \sin \varphi_i \]

\[ = 2|\rho_i| \cos \psi_i (s + k^2 \cos \varphi_i) + 2|\rho_i| \sin \psi_i k^2 \sin \varphi_i \]

\[ = 2|\rho_i| \left[ s \cos \psi_i + k^2 \cos(\psi_i - \varphi_i) \right]. \]

(E.24)

Therefore, since \( s > 0 \) and \( k^2 > 0 \) in Euclidean signature, we get \( q_{ii^*} > 0 \) if two inequalities are simultaneously satisfied:

\[ \cos \psi_i \geq 0, \quad \cos(\psi_i - \varphi_i) \geq 0, \]

(E.25)

where equality can hold only for one of the two. In particular, if \( \psi_i = 2\pi l \) with \( l \in \mathbb{Z} \), then we only need \( \cos \varphi_i \geq 0 \) for all \( i \), that is,

\[ e^{-i\psi_i} = +1, \quad \rho_i = \rho_i^* = |\rho_i| > 0, \quad \left\{ 0 \leq \varphi_i \leq \frac{\pi}{2} \right\} \cup \left\{ \frac{3\pi}{2} \leq \varphi_i < 2\pi \right\}. \]

(E.26)

Therefore, cuts in the first and fourth quadrant respect the stricter positivity condition (E.26).

Overall, from eqs. (E.18) and (E.24) we have

\[ \sum_i \frac{\rho_i(s)}{s + e^{-i\psi_i} k^2} = \frac{\rho_1(s)}{s + k^2} + \sum_{(i,i^*)} \frac{q_{ii^*}}{p_{ii^*}} \]

\[ = \frac{\rho_1(s)}{s + k^2} + 2 \sum_{(i,i^*)} \frac{|\rho_i| \left[ s \cos \psi_i + k^2 \cos(\psi_i - \varphi_i) \right]}{s^2 + k^2 + 2sk^2 \cos \varphi_i}, \]

where we isolated the \( \varphi_1 = 0 \) cut if present and \( (i,i^*) \) denotes the sum over pairs of complex conjugate cuts (one term per pair in the sum). Therefore, the final expression of the propagator (E.1) is eq. (6.5) and the condition (E.14) becomes (6.6).

The next task is to calculate \( \rho_i \) and find for which set of angles \( \varphi_i \) eqs. (E.23) and (E.25) (or the stricter condition (E.26)) are satisfied. We can follow the same steps used for the \( N = 1 \) case (D.9), starting from the Green’s function (6.4) and the expression

\[ \tilde{G}_N[(s \pm i\varepsilon) e^{i\varphi}] = c \prod_{j=1}^{N} (m^2 - (s \pm i\varepsilon) e^{i\Delta_{ij}})^{\gamma_j} = c \prod_{j=1}^{N} (x_j^\pm + i y_j^\pm)^{\gamma_j}, \]

(E.27a)

\[ x_j^\pm := -s \cos \Delta_{ij} \pm \varepsilon \sin \Delta_{ij} + m^2, \]

(E.27b)
\[ y_j^\pm := -s \sin \Delta_{ij} \mp \varepsilon \cos \Delta_{ij}, \]  

so that

\[ \hat{G}_N(x_j^+ + i y_j^+) = e \prod_j |(x_j^+)^2 + (y_j^+)^2|^{-\frac{1}{2}} e^{-i\gamma_j \text{Arg}(x_j^+ + i y_j^+)} . \]  

We apply eq. (D.10) for each branch cut separately and then send \( \varepsilon \to 0^+ \). To understand this step better, we identify different categories for

\[ \text{Arg}_{ji}^\pm := \lim_{\varepsilon \to 0^+} \text{Arg}(x_j^+ + i y_j^+) \]

\[ = \lim_{\varepsilon \to 0^+} \text{Arg}[(m^2 - s \cos \Delta_{ij} \pm \varepsilon \sin \Delta_{ij}] + i(-s \sin \Delta_{ij} \mp \varepsilon \cos \Delta_{ij})] , \]  

the principal value of the argument of the \( j \)th term in the product (E.28) evaluated at, respectively, the outgoing (+) and incoming (−) side of the \( i \)th cut. \( \text{Arg}_{ji}^\pm \) can be of three types:

- \( j = i \) (\( \varphi_j = \varphi_i \)), the contribution to the \( i \)th branch cut of the \( i \)th term in the product. In this case, since \( \Delta_{ii} = 0 \), we have \( x_j^+ = m^2 - s < 0 \) and \( y_j^\pm = \mp \varepsilon \), so that \( \text{Arg}_{ii}^\pm = \lim_{\varepsilon \to 0^+} \arctan[\mp \varepsilon/(m^2 - s)] \pm \pi \) and

\[ \text{Arg}_{ii}^\pm = \mp \pi . \]  

The argument of the principal value has a discontinuity at each cut.

- \( j = i^* \) (\( \varphi_j = \varphi_i \pm \pi \)), the contribution of the term opposite to the \( i \)th cut. Although we excluded a pairing of branch cuts into opposites, among the \( N \) cuts of the theory there may still be two branch cuts which are accidentally opposite, but each one of them is always matched with a complex conjugate cut. Therefore, the pairing is always made between conjugate cuts. For \( \Delta_{ij} = \pm \pi \), eq. (E.29) becomes

\[ \text{Arg}_{ji}^\pm = \lim_{\varepsilon \to 0^+} \text{Arg}(m^2 + s \pm i \varepsilon) = \lim_{\varepsilon \to 0^+} \arctan \left( \frac{\pm \varepsilon}{m^2 + s} \right) = 0 . \]  

- \( j \neq i \) (\( \varphi_j \neq \varphi_i, \varphi_i \pm \pi \)): the branch cuts \( i \) and \( j \) are oriented at a generic non-trivial, non-opposite position. The contribution of the \( j \)th argument at the \( i \)th branch cut is (E.29). Since \( \varphi_j \) and \( \varphi_i \) are, in this case, always different and such that \( \varphi_j \neq \varphi_i \pm \pi \), then in particular \( \Delta_{ij} \neq 0, \pi \), so that \( \sin \Delta_{ij} \) never vanishes and we can ignore the \( \varepsilon \) term in the imaginary part in eq. (E.29). A similar fate is reserved for the \( \varepsilon \) term in the real part, since \( \Delta_{ij} \) is \( s \)-independent. Therefore, we can take the limit \( \varepsilon \to 0 \) directly inside the Arg function and obtain

\[ \text{Arg}_{ji}^\pm = \text{Arg}_{ji} := \text{Arg}[(m^2 - s \cos \Delta_{ij}) - i s \sin \Delta_{ij}] . \]  

Note that this expression is valid also the cases \( j = i \) (opposite pairs, in agreement with eq. (E.31)) and \( j = i^* \) (\( \varphi_j = -\varphi_i \neq 0, \pi \)), the contribution of the term conjugate to the \( i \)th cut. Then, one immediately gets \( \Delta_{ii^*} = 2\varphi_i = -\Delta_{i^*i} \) and

\[ \text{Arg}_{ii^*} + \text{Arg}_{ii^*} = \text{Arg}[m^2 - s \cos(2\varphi_i) - i s \sin(2\varphi_i)] \]

\[ + \text{Arg}[m^2 - s \cos(2\varphi_i) + i s \sin(2\varphi_i)] \]

\[ = \text{Arg}\{[m^2 - s \cos(2\varphi_i)]^2 + [s \sin(2\varphi_i)]^2\} \mod 2\pi \]

\[ = 0 . \]  
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Another useful relation coming from (E.32) is between the argument of the contribution of the \( \varphi_1 = 0 \) branch cut to the spectral function of the cut \( i \) and of its conjugate \( i^* \):

\[
\text{Arg}_{i1} = \text{Arg}[(m^2 - s \cos \varphi_1) - is \sin \varphi_1], \quad \text{Arg}_{i1^*} = \text{Arg}[(m^2 - s \cos \varphi_1) + is \sin \varphi_1],
\]

(E.34)

which implies

\[
\text{Arg}_{i1} + \text{Arg}_{i1^*} = 0.
\]

(E.35)

The contribution (E.9) of the \( i \)th branch cut to the spectral function is obtained from eqs. (E.28), (E.30) and (E.33):

\[
\rho_i(r) = \lim_{\varepsilon \to 0^+} \frac{\tilde{G}_N(x_j^+ + iy_j^+) - \tilde{G}_N(x_j^- + iy_j^-)}{2\pi i} e^{-i \sum_j \gamma_j \text{Arg}_{ji}^+} - e^{-i \sum_j \gamma_j \text{Arg}_{ji}^-} \\
= \prod_j |s + m^2 - 2m^2 s \cos \Delta_{ij}|^{2\gamma_i} e^{-i \sum_{j \neq i} \gamma_j \text{Arg}_{ji}} e^{-i \sum_j \gamma_j \text{Arg}_{ji}^-} - e^{-i \sum_j \gamma_j \text{Arg}_{ji}^+} \\
= \frac{|s - m^2|^{2\gamma_i} \prod_{j \neq i} |s + m^4 - 2m^2 s \cos \Delta_{ij}|^{2\gamma_j}}{2\pi i} e^{-i \sum_{j \neq i} \gamma_j \text{Arg}_{ji}} e^{i \sum_{j \neq i} \gamma_j \text{Arg}_{ji}^-} - e^{-i \sum_{j \neq i} \gamma_j \text{Arg}_{ji}^+} \\
= \frac{|s - m^2|^{2\gamma_i} \prod_{j \neq i} |s + m^4 - 2m^2 s \cos \Delta_{ij}|^{2\gamma_j}}{2\pi i} e^{-i \sum_{j \neq i} \gamma_j \text{Arg}_{ji}} e^{i \sum_{j \neq i} \gamma_j \text{Arg}_{ji}^-} - e^{-i \sum_{j \neq i} \gamma_j \text{Arg}_{ji}^+}.
\]

(E.36)

Since all branch cuts except \( \varphi_1 = 0 \) (if present) must be paired into complex conjugates and since \( \gamma_{i^*} = \gamma_i \), we can rewrite the phase

\[
\psi_i = \gamma_i \varphi_i + \sum_{j \neq i} \gamma_j (\varphi_j + \text{Arg}_{ji})
\]

(E.37)

as

\[
\psi_i = \varphi_i, \quad \text{if} \ \varphi_i = 0 \ \text{present},
\]

\[
\psi_{i \neq 1} = \gamma_i (\varphi_i + \varphi_i^*) + \gamma_1 \text{Arg}_{i1} + \gamma_i \text{Arg}_{i1^*} + \sum_{j \neq 1, i^*} \gamma_j (\varphi_j + \text{Arg}_{ji})
\]

(E.38)

\[
= \gamma_1 \text{Arg}_{1i} + \gamma_i \text{Arg}_{i1^*} + \sum_{j \neq 1, i^*} \gamma_j (\varphi_j + \text{Arg}_{ji})
\]

\[
= \gamma_1 \text{Arg}_{1i} + \gamma_i \text{Arg}_{i1^*} + \sum_{(j,j^*) \neq (1,i^*)} \gamma_j (\text{Arg}_{ji} + \text{Arg}_{j^*i})
\]

(E.39)

where in the last two steps we used the fact that the sum on \( j \neq 1 \) must have an even number of elements, paired into complex conjugates such that there is always a \( j^* \) for which \( \varphi_{j^*} = -\varphi_j \).
### E.1.5 Reality

The reality condition (E.23) holds because

\[
\psi_i^* = \gamma_1 \text{Arg}_{1i} + \gamma_i \text{Arg}_{ii} + \sum_{(j,j^*) \neq (i,i^*)} \gamma_j A_{ji^*}
\]

\[
= -\gamma_1 \text{Arg}_{1i} + \gamma_i \text{Arg}_{ii} + \sum_{(j,j^*) \neq (i,i^*)} \gamma_j A_{ji^*}
\]

\[
= -\left[ \gamma_1 \text{Arg}_{1i} + \gamma_i \text{Arg}_{ii} + \sum_{(j,j^*) \neq (i,i^*)} \gamma_j A_{ji^*} \right]
\]

\[
= -\psi_i^* ,
\]

(E.40)

where we used the fact that \(A_{ji^*} = -A_{ji}^*\).

### E.1.6 Positivity

From the bounds (5.5) and (6.11), we have that 0 < \(\gamma_i < 1\) implies \(\sin(\pi \gamma_i) > 0\), so that |\(\rho_i| > 0\) consistently with our assumptions.

If the minimal positivity condition (E.25) holds, then the allowed values of \(\varphi_i\) lie in certain regions of the parameter space we will explore the next sub-section. In the case of the stricter positivity condition (E.26) and in the presence of the \(\varphi_1 = 0\) cut, we have

\[
\psi_{i \neq 1} = \gamma_1 \text{Arg} \left( m^2 - s e^{i \varphi_i} \right) + \gamma_i \text{Arg} \left( m^2 - s e^{2i \varphi_i} \right) + \sum_{(j,j^*) \neq (i,i^*)} \gamma_j A_{ji^*} = 0 \quad (\text{mod } 2\pi)
\]

(E.41)

while in its absence the first term disappears.

### E.2 Splittings of the propagator

Let us study the properties of the propagator (6.5) depending on the order \(N\) of the splitting. Figure 5 summarizes the cases for which the theory has a positive-definite Källén–Lehmann representation and is therefore unitary.

#### E.2.1 \(N = 1\) cut

Here there is no splitting. From eq. (E.37), we have \(\psi_1 = \gamma \varphi_1\), so that the only viable branch cut is the one on the positive real axis, \(\varphi_1 = 0\), and \(\rho_1 > 0\) (Fig. 5). All the other cuts carry a non-trivial phase and \(\rho_1 \in \mathbb{C}\), except the cut at \(\varphi_1 = \pi\) for which \(\mathbb{R} \ni \rho_1 < 0\) and the left-hand side of eq. (6.6) has indefinite sign.

As we saw in section 5, the resulting theory is unitary but non-renormalizable, since 0 < \(\gamma < 1\).

#### E.2.2 \(N = 2\) cuts

This case is studied in the main text (section 6.2) since it is the only one leading to a renormalizable theory.
Figure 5. Examples of branch-cut configurations in the $(\text{Re}z, \text{Im}z)$ plane giving rise to unitary theories when $\gamma_i = \gamma/N$ for all $i$: $N = 1$ (non-renormalizable), $N = 2$ (at most higher-loop super-renormalizable), $N = 3$ (non-renormalizable), $N \geq 4$ even or odd (non-renormalizable). In the $N = 1$ case, only the cut at $\varphi_1 = 0$ is allowed. In the $N = 2$ plots, the pair of cuts can be chosen at any angle inside the shaded regions including at $\varphi_i = \pi/2, 3\pi/2$. An asterisk * marks the fourth quadrant, the area of the cuts conjugate to those in the first quadrant. The cuts on the imaginary axis are excluded in odd-$N$ configurations.

E.2.3 $N = 3$ cuts

For $N = 3$, the only possibility is to include the $\varphi_1 = 0$ cut plus a complex conjugate pair. Then,

$$\psi_i = \gamma_1 \text{Arg} \left( m^2 - s e^{i\varphi_i} \right) + \gamma_i \text{Arg} \left( m^2 - s e^{2i\varphi_i} \right).$$  \hspace{1cm} (E.42)

Excluding $\varphi_i = 0, \pi$, to solve the stricter condition (E.41) we choose for simplicity

$$\gamma_1 = \gamma_i,$$ \hspace{1cm} (E.43)

so that, taking the large-$s$ limit of eq. (E.42),

$$\psi_i = \gamma_1 [(\varphi_i - n\pi) + (2\varphi_i - n\pi)] = \gamma_i (3\varphi_i - 2n\pi), \hspace{1cm} n = 1, 2,$$ \hspace{1cm} (E.44)

which vanishes for the angles

$$\varphi_2 = \frac{2\pi}{3}, \hspace{1cm} \varphi_3 = \frac{4\pi}{3},$$ \hspace{1cm} (E.45)

which are the only $(s, m)$-independent roots in the interval $0 < \varphi_i < 2\pi$. This pair of complex conjugate branch cuts is in the second and third quadrant, i.e., they are not in the range specified by (E.41). Therefore, the condition (E.41) is too restrictive.
Figure 6. Angle $\varphi_i$ and exponent $\gamma_i = \gamma_i$ satisfying the positivity conditions (E.25) and eq. (E.42) for $N = 3$. Shaded areas are the regions in the parameter space where free-level unitarity is guaranteed.

Under the weaker constraints (E.25) with the condition (E.43) and $\psi_i$ given by eq. (E.42), the allowed regions in the $z$ and the $(\varphi_i, \gamma_i)$ planes are shown in Figs. 5 and 6, respectively:

$$
\text{non-renormalizable: } 0 < \gamma_i < \frac{1}{4}, \quad \left\{ 0 < \varphi_i \leq \frac{\pi}{2} \right\} \cup \left\{ \frac{3\pi}{2} \leq \varphi_i < 2\pi \right\}.
$$

(E.46)

The theory is non-renormalizable because $\gamma < 3/4$.

With all $\gamma_i = \gamma/3$, the kinetic term and the propagator are, respectively,

$$
K_3(\Box) = -(m^2 - \Box)^\frac{2}{3} (m^4 - 2m^2 \cos \varphi \Box + \Box^2)^\frac{2}{3},
$$

(E.47)

and

$$
\tilde{G}_3(-k^2) = \int_{m^2}^{+\infty} ds G_3(s, k^2),
$$

(E.48)

where

$$
G_3(s, k^2) = \sin \left( \frac{\pi \gamma}{3} \right) \left\{ \frac{1}{(s + k^2)^\frac{2}{3} (s^2 + m^4 - 2m^2 s \cos \varphi)^\frac{2}{3}} + \frac{2}{s^2 + k^4 + 2sk^2 \cos \varphi} 
\times \frac{s \cos \psi(s, \varphi) + k^2 \cos[\psi(s, \varphi) - \varphi]}{(s - m^2)^\frac{2}{3} (s^2 + m^4 - 2m^2 s \cos \varphi)^\frac{2}{3} [s^2 + m^4 - 2m^2 s \cos(2\varphi)]^\frac{2}{3}} \right\},
$$

(E.49)

$$
\psi(s, \varphi) = \frac{\gamma}{3} \left[ \text{Arg} \left( m^2 - s e^{i\varphi} \right) + \text{Arg} \left( m^2 - s e^{2i\varphi} \right) \right].
$$

(E.50)

If we forgo the assumption (E.43) and allow a different fractional exponent for the pair of conjugate cuts, we do not improve the situation. As one can see in Fig. 7, $\gamma_i + \gamma_1 < 1/2$, so that $\gamma = 2\gamma_i + \gamma_1 < 1$. 
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Figure 7. Angle $\varphi_i$ and exponents $\gamma_1$ and $\gamma_i \neq \gamma_1$ satisfying the positivity conditions (E.25) and eq. (E.42) for $N = 3$.

E.2.4 $N \geq 4$ cuts

When $N \geq 4$ is even, it is sufficient to select the $N/2$ pairs of conjugate cuts in the allowed regions in Fig. 5. The allowed region in the $(\varphi_i, \gamma_i)$ plane changes non-trivially with respect to Fig. 2, due to the $A_{ij}$ terms in eq. (6.9). When $N = 4$, the allowed angles $\varphi_i$ are still contained within the strips $\varphi_i \in (0, \pi/2] \cup [3\pi/2, 1)$ but the $\gamma_i$ are smaller than $1/6$ (Fig. 8).

Therefore, the theory is non-renormalizable because $\gamma < 2/3$. For general even or odd $N$, if we assume

$$\gamma_i = \frac{\gamma}{N} \quad \forall i,$$

then all the angles are limited to the strips $\varphi_i \in (0, \pi/2] \cup [3\pi/2, 1)$ and the upper bound on $\gamma_i$ is (see below for the proof)

$$\gamma = N\gamma_i < \frac{N}{2(N-1)},$$

which worsens as $N$ increases. Relaxing the symmetric configuration (E.51) does not help, as the $N = 3$ example of Fig. 7 shows. In the case $N = 2$, there is a discontinuity at the angles (6.13) (Fig. 2) where we can cross the bound (E.52).

We now prove the upper bound (E.52). Here all the $\gamma_i$ are assumed to be equal, $\gamma_i = \gamma/N$. When they are not, the upper bound (E.52) is no longer equidistributed among the fractional exponents and it is further decreased for some $\gamma_i$, as shown in Fig. 7.

Let $N$ be even. From eqs. (6.9) and (6.10),

$$\psi_i = \frac{\gamma}{N} \left[ \text{Arg}_{i,i} + \sum_{j \neq i} \text{Arg}_{j,i} + \text{Arg}_{j,i} \right],$$

(E.53)
Figure 8. Angles $\varphi_i$ and $\varphi_j$ and exponent $\gamma_i$ satisfying the positivity conditions (E.25) and eq. (E.42) (with $\gamma_1 = 0$) for $N = 4$. We assume $\varphi_i \neq \varphi_j$. Positivity conditions are applied to both angles switching the index $i$ with $j$.

where the sum on pairs is such that $(j, j^*) \neq (i, i^*)$ and

$$\text{Arg}_{ki} = \text{Arg} \left[ m^2 - s e^{i(\varphi_j - \varphi_k)} \right].$$

Assume now that all angles are small ($\varphi_i \ll 1$) and pairwise different ($\varphi_i \neq \varphi_j$ for $i \neq j$). Then, $\varphi_i - \varphi_k \ll 1$ and

$$\text{Arg}_{ki} = \text{Arg} \left\{ m^2 - s i s(\varphi_i - \varphi_k) + O \left[ (\varphi_i - \varphi_k)^2 \right] \right\}$$

$$= \pi \text{sgn}(\varphi_i - \varphi_k) - s(\varphi_i - \varphi_k) + O \left[ (\varphi_i - \varphi_k)^2 \right],$$

(E.54)

where we used the fact that $s > m^2$. Then, since $\varphi_i > 0$ in our convention,

$$\psi_i \simeq \frac{\gamma}{N} \left\{ \pi \text{sgn}(\varphi_i) + \pi \sum_{j \neq i} \text{pairs} \left[ \text{sgn}(\varphi_j - \varphi_i) + \text{sgn}(\varphi_j - \varphi_i) \right] \right\}$$

$$= \frac{\pi \gamma}{N} \left[ - \sum_{j \neq i} \text{pairs} \text{sgn}(\varphi_i) - \sum_{j \neq i} \text{pairs} \text{sgn}(\varphi_j) \right]$$

$$= \frac{\pi \gamma}{N} \left[ - 1 + \sum_{j \neq i} \text{pairs} \text{sgn}(\varphi_j - \varphi_i) - \sum_{j \neq i} \text{pairs} \right]$$

$$= \frac{\pi \gamma}{N} \left[ - 1 + \sum_{j \neq i} \text{pairs} \text{sgn}(\varphi_j - \varphi_i) - \frac{N - 2}{2} \right]$$
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\[
\psi_i \geq \frac{\pi \gamma}{N} \left( -\frac{N-2}{2} - \frac{N}{2} \right) = \frac{\pi \gamma}{N} (1 - N). \tag{E.56}
\]

One of the positivity conditions (E.25) is \( \cos \psi \geq 0 \), so that \( -\pi/2 \leq \psi \leq \pi/2 \) in general. However, it turns out that \( \psi_i < 0 \). In fact, the maximum of the expression \( \sum_{j \neq i}^{\text{pairs}} \text{sgn}(\varphi_j - \varphi_i) \) is \( (N-2)/2 \) when \( \varphi_i \) is the smallest angle in the set, while the minimum is \( -(N-2)/2 \) when \( \varphi_i \) is the largest angle. Thus, the minimum of \( \psi_i \) for any \( i \) is

\[
\psi_i \geq \frac{\pi \gamma}{N} \left( -\frac{N-2}{2} - \frac{N}{2} \right) = \frac{\pi \gamma}{N} (1 - N). \tag{E.56}
\]

Requiring that
\[
-\pi/2 \leq \frac{\pi \gamma}{N} (1 - N),
\]
we get the bound (E.52), since \( 1 - N < 0 \):

\[
\frac{\gamma}{N} \leq \frac{N}{2(N-1)}. \tag{E.57}
\]

So far, we assumed \( N \) to be even. When it is odd, we must add the term \( \frac{\gamma}{N} \text{Arg}_{1i} \) to eq. (E.53), where \( \varphi_1 = 0 \). Then, in eq. (E.55) we have an extra term proportional to \( \text{Arg}_{1i} = \pi \text{sgn}(-\varphi_i) + O(\varphi_i) = -\pi + O(\varphi_i) \), while now \( \sum_{j \neq i}^{\text{pairs}} 1 = (N-3)/2 \):

\[
\psi_i \simeq \frac{\pi \gamma}{N} \left[ -1 - 1 + \sum_{j \neq i}^{\text{pairs}} \text{sgn}(\varphi_j - \varphi_i) - \sum_{j \neq i}^{\text{pairs}} 1 \right]
= \frac{\pi \gamma}{N} \left[ -2 + \sum_{j \neq i}^{\text{pairs}} \text{sgn}(\varphi_j - \varphi_i) - \frac{N-3}{2} \right]
= \frac{\pi \gamma}{N} \left[ \sum_{j \neq i}^{\text{pairs}} \text{sgn}(\varphi_j - \varphi_i) - \frac{N+1}{2} \right]. \tag{E.58}
\]

The minimum of the remaining sum is \( -(N-3)/2 \), so that we get again the right-hand side of (E.56),

\[
\psi_i \geq \frac{\pi \gamma}{N} \left( -\frac{N-3}{2} - \frac{N+1}{2} \right) = \frac{\pi \gamma}{N} (1 - N), \tag{E.59}
\]

and everything else follows through to the bound (E.57).

Having shown that the bound (E.52) (eq. (E.57)) holds for cuts all close to one another near the positive semi-axis (small angles \( \varphi_i \ll 1 \)), we prove that the region with all \( \varphi_i \rightarrow 0 \) is the global extremum (actually maximum) of the hyper-surface \( \cos \psi = 0 \) for all \( \psi_i \), so that for any \( i \) and \( j \)

\[
\left. \frac{\partial \psi_i}{\partial \varphi_j} \right|_{\varphi_i=0} = 0. \tag{E.60}
\]

Using eq. (E.54) and calling “signs” all terms made explicit above and given by the sign of differences of angles, for even \( N \) we have

\[
\psi_i = \frac{\gamma}{N} \left[ \text{signs} - 2s \varphi_i - s \sum_{j \neq i}^{\text{pairs}} (\varphi_i - \varphi_j) - s \sum_{j \neq i}^{\text{pairs}} (\varphi_i + \varphi_j) \right]
\]
\[\frac{\gamma}{N} \left[ \text{signs} - 2s\varphi_i - 2\sum_{j \neq i} \varphi_i \right]\]
\[= \frac{\gamma}{N} \left[ \text{signs} - 2s\varphi_i - 2\sum_{j \neq i} \varphi_i \frac{N - 2}{2} \right]\]
\[= \frac{\gamma}{N} \left( \text{signs} - Ns\varphi_i \right), \quad (E.61)\]

and we get the same result for odd \(N\) upon replacing
\[-2s\varphi_i - 2\sum_{j \neq i} \varphi_i \rightarrow -3s\varphi_i - 2s\sum_{j \neq i} \varphi_i = -3s\varphi_i - 2s\varphi_i \frac{N - 3}{2} = -Ns\varphi_i.\]

Therefore, for \(i \neq j\), when we do not allow for any coincident angles, we get eq. (E.60) for any \(N \geq 2\), since the signs are taken as constants.

### E.3 No-go theorem on the Källén–Lehmann representation

In this appendix, we prove that, if the propagator admits the representation (5.2),
\[\tilde{G}(-k^2) = \int_{m^2}^{+\infty} ds \frac{\rho(s)}{s + k^2}, \quad (E.62)\]
then it cannot scale faster than \(k^{-2}\) in the UV if \(\rho(s) \geq 0\). In particular, if the UV propagator scales as \(k^{2\gamma}\) for \(\gamma > 1\), then the spectral function is not positive definite. We assume that the operations of taking the limit \(k^2 \to \infty\) and integrating in \(s\) commute.

Consider the general mathematical problem of the limit
\[\lim_{k^2 \to \infty} \left[ k^{2\gamma} \int_{s_-}^{s_+} ds \frac{\rho(s)}{s + k^2} \right], \]
where \(\gamma > 1\), \(s_- < s \leq s_+\) (with the possibility that \(s_+ = +\infty\)) and \(\rho(s) > 0\). Using the fact that \(\rho, s_-\) and \(s_+\) are, by assumption, independent of \(k\), we have
\[\lim_{k^2 \to \infty} \left[ k^{2\gamma} \int_{s_-}^{s_+} ds \frac{\rho(s)}{s + k^2} \right] = \int_{s_-}^{s_+} ds \rho(s) \lim_{k^2 \to \infty} \left[ \frac{k^{2\gamma}}{s + k^2} \right] = \int_{s_-}^{s_+} ds \rho(s) (+\infty) = +\infty, \quad (E.63)\]
where in the last step we used positivity of \(\rho(s)\), which implies that \(\int_{s_-}^{s_+} ds \rho(s) > 0\). If \(\rho(s) = 0\) for all \(s_- \leq s \leq s_+\), then the function is zero. If instead \(\int_{s_-}^{s_+} ds \rho(s) = 0\), then we get the indefinite expression
\[\lim_{k^2 \to \infty} \left[ k^{2\gamma} \int_{s_-}^{s_+} ds \frac{\rho(s)}{s + k^2} \right] = \int_{s_-}^{s_+} ds \rho(s) (+\infty) = 0 \times (+\infty),\]
which may also give finite values of the limit. If this happens, then \(\tilde{G}(-k^2) \sim k^{-2\gamma}\) in the UV for \(\gamma > 1\). However, if \(\rho\) is positive semi-definite and non-trivial, then its integral cannot be identically zero.

Therefore, the function (E.62) cannot have a large-\(k\) asymptotics \(\sim k^{-2\gamma}\) for \(\gamma > 1\), since his UV behaviour is only \(\sim k^{-2}\):
\[\lim_{k^2 \to \infty} \left[ k^2 \int_{s_-}^{s_+} ds \frac{\rho(s)}{s + k^2} \right] = A, \quad (E.64)\]
where $0 < A < +\infty$. If $\int_{s_{-}}^{s_{+}} ds \rho(s) < 0$ and finite, then the conclusion is the same, up to a flip of the sign of eqs. (E.63) and of $A$.

The above theorem rests upon forgetting about the technical origin of eq. (E.62) and taking it at face value as an integral on the real line. However, the assumption that the operations of taking the limit $k^2 \to \infty$ and integrating in $s$ commute is a delicate point. This was already recognized in [137], section 10.7 in the case of the Källén–Lehmann representation of the quantum propagator of a standard two-derivative QFT but, if anything, in our case caveats can only pile up. Equation (E.62) is the contribution of a branch cut in a complex contour, where all the other terms (branch point and arc at infinity) have already been shown to give a zero result. However, we have seen in the main text that vanishing of the contribution of the branch point requires $\gamma < 1$, in contradiction with the hypothesis of the theorem. Moreover, sending $k^2$ to infinity may be inconsistent with having thrown away the arc at infinity. In other words, the limit $k^2 \to \infty$ cannot be taken directly on the complex representation (5.1). Hence, for fractional theories the theorem does not hold.

F Example of a doubly split propagator

In this appendix, we consider the propagator (7.27) with $N = 3$ and $\tilde{N} = 2$. The calculation is relatively simple because all branch cuts are straight and we can use the same technology as for the single splitting.

Using eqs. (7.28) and (7.29), the $(\tilde{N}, N) = (2, 3)$ UV propagator (7.27) is

$$\tilde{G}(z) = \left[ m^4 + (m^2 - z)^{2} \left( m^4 - 2m^2 z \cos \varphi + z^2 \right) \right]^{-\frac{3}{2}}, \quad 0 < \varphi < \frac{\pi}{2},$$  (F.1)

possessing one branch cut in the positive real axis and two conjugate cuts parallel to the imaginary axis (Fig. 9).

We dub the cut on the real axis “1” and parametrize it with $z = s$. The vertical cuts, dubbed “3” and “4” to use the same notation as in the main text, are parametrized by $z = \ldots$
we find the Källén–Lehmann representation of the free propagator (F.1):

\[ \tilde{G}(k^2) = \sum_{i=1,3,4} \tilde{G}_{\text{cut},i}(-k^2) = \int_{m^2}^{+\infty} ds \left[ \frac{\rho_1(s)}{s + k^2} + \frac{\rho_3(s)}{s - ik^2} + \frac{\rho_4(s)}{s + ik^2} \right], \]  

where

\[ \rho_1(s) := \lim_{\varepsilon \to 0^+} \frac{\tilde{G}(s + i\varepsilon) - \tilde{G}(s - i\varepsilon)}{2\pi i}, \]  

\[ \rho_3(s) := \lim_{\varepsilon \to 0^+} \frac{\tilde{G}(m^2 \cos \varphi + is \sin \varphi - \varepsilon) - \tilde{G}(m^2 \cos \varphi + is \sin \varphi + \varepsilon)}{2\pi i}, \]  

\[ \rho_4(s) := \lim_{\varepsilon \to 0^+} \frac{\tilde{G}(m^2 \cos \varphi - is \sin \varphi + \varepsilon) - \tilde{G}(m^2 \cos \varphi - is \sin \varphi - \varepsilon)}{2\pi i} = \rho_3^*(s), \]  

\[ \tilde{k}^2 := \frac{k^2 + 2m^2 \cos \varphi}{\sin \varphi}. \]  

Then, eq. (F.3) becomes

\[ \tilde{G}(k^2) = \int_{m^2}^{+\infty} ds \left[ \frac{\rho_1(s)}{s + k^2} + 2s \Re \rho_3(s) - \tilde{k}^2 \Im \rho_3(s) \right], \]  

which is manifestly real.

From now on, we assume without any loss of generality that

\[ 0 < \varphi < \frac{\pi}{2} \implies \cos \varphi > 0, \quad \sin \varphi > 0, \quad \tilde{k}^2 > 0, \]  

where the last inequality holds in Euclidean signature. Therefore, if we do not impose the Anselmi–Piva procedure, unitarity is achieved if the integrand in eq. (F.8) is positive semi-definite in Euclidean signature, which is achieved if, and only if,

\[ \rho_1(s) \geq 0, \quad \Re \rho_3(s) \geq 0, \quad \Im \rho_3(s) \leq 0, \quad \forall s \in [m^2, +\infty). \]  

A direct calculation gives

\[ \tilde{G}(s \pm i\varepsilon) = A(s) \exp \left[ \pm \frac{i}{2} \gamma \alpha(s) \right], \]  

where

\[ A(s) := \left| m^8 + A^2(s) - m^4 A(s) \right|^{-\frac{7}{4}}, \]  

\[ A(s) := \left| (s - m^2)(s^2 + m^4 - 2m^2 s \cos \varphi) \right|^\frac{3}{8}, \]  

\[ \alpha(s) := \begin{cases} \arctan \left( \frac{A \sin \frac{\gamma}{4}}{m^4 + A \cos \frac{\gamma}{4}} \right) & \text{if } s \leq \tilde{s}, \\ \arctan \left( \frac{A \sin \frac{\gamma}{4}}{m^4 + A \cos \frac{\gamma}{4}} \right) + \pi & \text{if } s > \tilde{s}, \end{cases} \]
and \( \tilde{s} \) is the only real solution of

\[
x(\tilde{s}) = m^4 + A(\tilde{s}) \cos \frac{2\pi}{3} = 0.
\]

(F.15)

Therefore,

\[
\rho_1(s) = \frac{A \sin \frac{2\pi}{3}}{\pi},
\]

(F.16)

so that the first positivity condition in (F.10) is respected provided \( \sin(\alpha \gamma/2) \geq 0 \) for all \( s \).

Since the angle \( \alpha \) is positive and varies monotonically from 0 to \( 2\pi/3 \), the positivity condition reads \( 4n\pi/\alpha(s) \leq \gamma \leq (4n + 2)\pi/\alpha(s) \) for \( n = 0, 1, 2, \ldots \). However, we can pick only \( n = 0 \).

To see this, we note that, when \( s \to m^2 \), one has \( A \to 0, \ A \to m^{-2}\gamma \) and \( \alpha \to 0 \), while in the limit \( s \to +\infty \) one has \( A \to s^2, \ A \to s^{-\gamma} \) and \( \alpha \to 2\pi/3 \). On one hand, when \( s \to m^2 \) the \( n = 0 \) interval is \( 0 < \gamma < +\infty \), while all the other intervals become progressively displaced towards infinity. On the other hand, when \( s \to +\infty \) we have \( 6n \leq \gamma \leq 3(2n + 1) \), so that the only non-trivial intersection of the intervals at \( s \to m^2 \) and \( s \to +\infty \) occurs for \( n = 0 \):

\[
0 < \gamma \leq 3.
\]

(F.17)

To get \( \rho_3 \), we need

\[
\tilde{G}_\pm(s) := \lim_{\varepsilon \to 0^+} \tilde{G}(m^2 \cos \varphi + is \sin \varphi \pm \varepsilon) = B_\pm(s) \exp \left[ -\frac{i}{2} \gamma \tau_\pm(s) \right],
\]

(F.18)

where

\[
B_\pm(s) := \left| m^8 + B^2(s) + 2m^4B(s) \cos \left\{ \frac{2}{3} \delta(s) \pm \pi \right\} \right|^{-\frac{7}{2}},
\]

(F.19)

\[
B(s) := \left| (s^2 - m^4) \sin^2 \varphi \right|^2 \left| m^4(1 - \cos \varphi)^2 + s^2 \sin^2 \varphi \right|^{\frac{3}{2}},
\]

(F.20)

\[
\delta(s) := \arctan \frac{s \sin \varphi}{m^2(1 - \cos \varphi)},
\]

(F.21)

\[
\tau_+(s) := \arctan \frac{y_+}{x_+} = -\arctan \left\{ \frac{B \sin \left[ \frac{2}{3}(\delta - \pi) \right]}{m^4 + B \cos \left[ \frac{2}{3}(\delta - \pi) \right]} \right\},
\]

(F.22)

\[
\tau_-(s) := \begin{cases} 
-\arctan \left\{ \frac{B \sin \left[ \frac{2}{3}(\delta + \pi) \right]}{m^4 + B \cos \left[ \frac{2}{3}(\delta + \pi) \right]} \right\} & \text{if } s \leq \tilde{s}, \\
-\arctan \left\{ \frac{B \sin \left[ \frac{2}{3}(\delta + \pi) \right]}{m^4 + B \cos \left[ \frac{2}{3}(\delta + \pi) \right]} \right\} - \pi & \text{if } s > \tilde{s}.
\end{cases}
\]

(F.23)

Here the critical value \( \tilde{s} \in \mathbb{R} \) can be found numerically for any \( \varphi \) from the transcendental equation

\[
x_-(\tilde{s}) = m^4 + B(\tilde{s}) \cos \left\{ \frac{2}{3} \left[ \delta(\tilde{s}) + \pi \right] \right\} = 0.
\]

(F.24)

Plugging eq. (F.18) into (F.5), we obtain

\[
\rho_3(s) = \frac{\tilde{G}_- - \tilde{G}_+}{2\pi i} = \frac{B_- e^{-\frac{i\pi}{6}\gamma_-} - B_+ e^{-\frac{i\pi}{6}\gamma_+}}{2\pi i},
\]

(F.25)
so that

\[2\pi \text{Re} \rho_3(s) = B_+ \sin \frac{\gamma \tau_+}{2} - B_- \sin \frac{\gamma \tau_-}{2},\]  
\[2\pi \text{Im} \rho_3(s) = -\left( B_- \cos \frac{\gamma \tau_-}{2} - B_+ \cos \frac{\gamma \tau_+}{2} \right),\]

and the last two conditions in (F.10) become

\[B_+ \sin \frac{\gamma \tau_+}{2} - B_- \sin \frac{\gamma \tau_-}{2} \geq 0, \quad B_- \cos \frac{\gamma \tau_-}{2} - B_+ \cos \frac{\gamma \tau_+}{2} \geq 0, \quad \forall s \in [m^2, +\infty).\]  

We can verify these conditions easily by imposing them in the limiting cases \(s \to m^2\) and \(s \to +\infty\). We have

\[s \to m^2 : \quad B \to 0, \quad \delta \to \delta(m^2), \quad B_\pm \to m^{-2\gamma}, \quad \tau_+ \to 0, \quad \tau_- \to 0,\]

\[s \to +\infty : \quad B \to s^2 \sin^2 \varphi, \quad \delta \to \frac{\pi}{2}, \quad B_\pm \to B^{-\frac{\gamma}{2}} = (s \sin \varphi)^{-\gamma}, \quad \tau_+ \to \frac{\pi}{3}, \quad \tau_- \to -\pi,\]

so that in the limit \(s \to m^2\) both conditions in (F.28) are saturated to zero, while in the limit \(s \to +\infty\) we get \(\text{SIN} \geq 0\) and \(\text{COS} \geq 0\), where

\[\text{SIN} := \sin \frac{\gamma \pi}{6} + \sin \frac{\gamma \pi}{2}, \quad \text{COS} := \cos \frac{\gamma \pi}{2} - \cos \frac{\gamma \pi}{6}.\]

Note that these conditions are independent of \(\varphi\), so that they must hold for any \(0 < \varphi < \pi/2\). As anticipated in the main text, tree-level unitarity is never achieved because the second condition is never satisfied in the allowed range (F.17), as one can see in Fig. 10. This is not a problem as long as we make the Anselmi–Piva prescription on the propagator. One of the goals of this appendix was to show that the spectral functions associated with the branch cuts of the model (F.1) are all well defined, i.e., real and finite, so that the Anselmi–Piva prescription can indeed be applied.
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