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Abstract—Issues in modal tracking in the presence of crossings and crossing avoidances between eigenvalue traces are solved via the theory of point groups. The von Neumann–Wigner theorem is used as a key factor in predictively determining mode behavior over arbitrary frequency ranges. The implementation and capabilities of the proposed procedure are demonstrated using characteristic mode decomposition as a motivating example. The procedure is, nevertheless, general and can be applied to an arbitrarily parametrized eigenvalue problem. A treatment of modal degeneracies is included and several examples are presented to illustrate modal tracking improvements and the immediate consequences of improper modal tracking. An approach leveraging a symmetry-adapted basis to accelerate computation is also discussed. A relationship between geometrical and physical symmetries is demonstrated on a practical example.
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I. INTRODUCTION

Modal tracking is an important part of every procedure dealing with parametrized eigenvalue problems (EPs). In antenna theory, EPs—for example, the problem defining characteristic modes (CMs) [1]—are commonly parametrized in frequency and solved at a finite set of discrete frequency points. Therefore, tracking is required to order and associate modes across the frequency band of interest so as to obtain modal quantities which are smooth functions of frequency. A common way of dealing with modal tracking is to employ correlation between modes [2]–[6]. Despite the success of correlation-based tracking [7], there are, however, scenarios in which this technique fails to provide reliable results. One specific example where correlation-based tracking becomes difficult is in the vicinity of accidental degeneracies or crossing avoidances [8], [9]. Point group theory [10]–[12] has recently been used to provide ground truth for determining whether modal degeneracies may exist by means of the von Neumann–Wigner theorem and to show that if the object under study exhibits no symmetry, traces of the characteristic numbers, as functions of frequency, cannot cross [8], [13]. Simultaneously, it has been shown that when symmetries are present, modes can be divided into separate unique sets called irreducible representations (irreps) and that within these sets, modal crossings are limited by simple, known features of each irrep. The problem of how to detect symmetries and assign modes to irreps in the general case of multidimensional irreps encountered in bodies with nonabelian symmetry groups [10] has not been solved. Our goal in this article is to establish a robust modal tracking implementation based on the fundamental modal crossing rules discussed in [13] capable of working with nonsymmetric, abelian symmetric, and nonabelian symmetric structures.

To accomplish this, a procedure for performing classification of modes is developed for surfaces having any known symmetry point group. An application for broadband CM tracking, which includes two approaches, is demonstrated. The first, an a posteriori approach, deals with previously calculated modes and their assignment into irreps. The second, an a priori approach, uses a symmetry-adapted basis to block-diagonalize the underlying operator and divide the problem into a series of smaller parts which are solved independently. Each part spans a separate eigenmode subspace corresponding to a given irrep [14]. Computation speed is remarkably accelerated in this latter approach due to the cubic dependence of computation time on the number of discretization elements. Despite the aforementioned differences, both methods divide modes into sets where traces of the eigenvalues cannot cross, automatically solving the eigenvalue crossing/crossing avoidance issue.

A framework based on group theory presented in this article is numerically implemented on Rao–Wilton–Glisson (RWG) basis functions [15] and its capabilities are demonstrated on CM decomposition [1]. It should, however, be noted that the results are applicable to other modal decompositions or alternative choices of basis functions as well.

This article is organized as follows. Background theory is reviewed in Section II where CMs are introduced as an example generalized EP in Section II-A. Point group theory and modal classification into irreps is described in Section II-B and the utilization of a symmetry-adapted basis to reduce the original problem is shown in Section II-C. Section III describes a practical implementation and basic results using an illustrative example. Further examples of results are presented in Section IV. Section V is dedicated to a discussion of several related topics: the importance of modal tracking in Section V-A, the effective generation of
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a symmetry-adapted basis in Section V-B, the reduction of computational time of modal decomposition in Section V-C, and the relationship between geometrical and physical symmetries in Section V-D. Section VI concludes this article.

II. BACKGROUND THEORY

The following sections briefly summarize the theory of CMs (Section II-A) and point group theory (Sections II-B and II-C). Details related to modal tracking are emphasized.

A. Characteristic Modes

CMs [1] form a set of solutions to a generalized EP [16]

$$X J_n(r) = \lambda_n R J_n(r)$$

in which $Z = R + j\chi$ is the impedance operator [1] defined for a perfectly electrically conducting body $\Omega$ as

$$Z J(r) = \hat{n} \times \hat{n} \times E(J(r))$$

where $r \in \Omega$, $\hat{n}$ denotes a unit normal to surface $\Omega$, and $E$ denotes the scattered electric field produced by the electric current $J(r)$ [17]. Each characteristic vector $J_n(r)$ and its corresponding characteristic number $\lambda_n$ define a unique eigensolution, completely independent of excitation, being a sole function of geometry $\Omega$ and angular frequency $\omega$. The most appealing property of CMs is their ability to diagonalize the impedance operator (2) as

$$\langle J_m(r), Z J_n(r) \rangle = (1 + j\lambda_n)\delta_{mn}$$

where $\langle \cdot, \cdot \rangle$ is the inner product

$$\langle A(r), B(r) \rangle = \int_\Omega A^*(r) \cdot B(r)dr$$

and $\delta_{mn}$ is the Kronecker delta.

The solution to (1) is typically approached using the method of moments (MoM) [18] which recasts the original integro-differential problem into a matrix problem, i.e.,

$$X I_n = \lambda_n R I_n$$

using a set of $M$ basis functions $\{\psi_m(r)\}$ to approximate the current density as

$$J(r) \approx \sum_{m=1}^{M} I_m \psi_m(r)$$

and performing Galerkin testing [19], i.e.,

$$R + jX = [Z_{mn}] = [\langle \psi_m(r), Z \psi_n(r) \rangle].$$

Within the discretized (matrix) form, the unknowns are column vectors of expansion coefficients $I \in \mathbb{C}^{M \times 1}$, see [18]. If $N$ CMs are calculated, they form a matrix $[I] = [I_1, \ldots, I_n, \ldots, I_N] \in \mathbb{C}^{M \times N}$ with an associated vector of eigenvalues $\lambda = [\lambda_1, \ldots, \lambda_n, \ldots, \lambda_N]$. Notice that, theoretically, $[I]$ is a square matrix ($M = N$); however, in practice, the number of modes is typically limited to $N \ll M$ due to numerical limitations [7].

The necessity of modal tracking arises from the fact that the generalized EP (1) is parametrized by angular frequency $\omega$. Therefore, if (5) is to be solved at $F$ unique frequency points, its solution must be evaluated at each frequency point independently. If collected together, the resulting matrix structure of the eigenvalues reads $[\lambda] \in \mathbb{R}^{F \times N}$. Generally, there is no guarantee that all of the eigenvalues (and similarly for eigenvectors) in one column of $[\lambda]$ will belong to the same mode, i.e., the modal data are not properly tracked over frequency. Consequently, the frequency behavior of the individual CMs cannot be effectively studied.

The effects of insufficient tracking are demonstrated in Fig. 1 on a practical example of four parallel dipoles made of a perfect electric conductor (PEC) with length $L$, width $W = L/25$, and separation distance $d = L/2$. Frequency is scaled as electrical size $ka$ ($k$ is the free-space wavenumber and $a$ is the radius of the smallest circumscribing sphere) and spans from $ka = 0.5$ to $ka = 5$ with $F = 46$ equidistantly distributed frequency samples. The first $N = 15$ CMs were calculated in AToM [20] using $M = 496$ RWG basis functions [15]. Left figure of Fig. 1 shows untracked eigenvalue modal traces, while the right figure shows modal eigenvalue traces tracked using correlation between two neighboring frequencies [2], [4]. The characteristic numbers $\lambda_n$ are rescaled as characteristic angles $\delta_n$ [21], [22]

$$\delta_n = 180^\circ \left(1 - \frac{1}{\pi} \arctan(\lambda_n)\right).$$

The results presented in Fig. 1 demonstrate the impact of modal tracking as well as some of the shortcomings of current and field correlation-based tracking algorithms previously discussed in the literature [3], [5], [6]. Specifically, it is observed that tracking problems commonly occur in regions where modal eigenvalue traces cross or come very near one another. Some traces are also unpredictably stopped while new traces arise when the correlation value between modes at adjacent frequency samples do not exceed some user-defined threshold.

While the preceding discussion focused on CMs, many problems in computational electromagnetics rely on the broadband solution of parametrized EPs in the form of

$$A(p)I_n = \lambda_n B(p)I_n$$

where $A(p)$ and $B(p)$ are column vectors with $p \in [0, 2\pi]$ and $\lambda_n$ is another characteristic number of $A(p)$.
for which the same consideration of broadband tracking must be given for the proper and consistent interpretation of results.

B. Point Group Theory and Classification of Modes

This section introduces necessary elements of the theory of symmetry point groups [10]–[12] as well as key results from group theory which are relevant for the symmetry classification of eigenmodes and eigenvalue tracking.

To begin, consider a surface $\Omega$ which supports a surface current density $J(r)$. The symmetry point group $G$ of this object is the set $G = \{R\}$ of all symmetry operations $R$ (e.g., identity $E$, $n$-fold rotations $C_n$, reflections $\sigma$, and their products) to which the object is invariant. Let the vector space $V$ contain all possible complex current distributions $J(r)$ on this object. The operation $R$ maps $V$ onto itself, i.e.,

$$RJ(r) = T(R)J(T^{-1}(R)r) \in V \quad \forall J(r) \in V$$

(10)

or, equivalently, the operation $R$ transforms one current on $\Omega$ into another current on $\Omega$. The matrix $T(R)$ in (10) is a $3 \times 3$ coordinate transformation matrix corresponding to the operation $R$. If a finite basis $\{|\psi_m(r)\rangle\}$ is chosen to approximate the space $V$ according to (6), and if the basis is chosen to preserve the symmetry of $\Omega$ (i.e., the object $\Omega$ is represented by a mesh which preserves all symmetries of the object), then by (10)

$$R\psi_n(r) = \sum_{m=1}^{M} c_{mn}(R)\psi_m(r).$$

(11)

Note here that $R$ is any element of group $G$, and that the coefficients $c_{mn}(R)$ can be collected in a mapping matrix $C(R) = [c_{mn}(R)]$. Thus, by (6), the effect of $R$ on the current $J(r)$ is realized by

$$RI = C(R)I$$

(12)

where $RI$ is the vector of expansion coefficients corresponding to $RJ(r)$. The set of mapping matrices $\{C(R \in G)\}$ define a matrix representation of $G$. The structure and nature of these matrices are dependent on the basis chosen. Consider $N$ current expansion vectors $I$, which form a modal basis. These can, e.g., be CMs defined by (5). Equivalently, as shown in (11), the effect of $R$ on a particular mode can be expressed as

$$RI_n = \sum_{m=1}^{N} d_{mn}(R)I_m$$

(13)

where the matrix $D(R) = [d_{mn}(R)]$ is a matrix representation of $R$ in the modal basis. Arranging all modal vectors $I$ and $RI$ into matrices $[I]$ and $C(R)[I]$, relation (13) can also be written as

$$[I]D(R) = C(R)[I].$$

(14)

For a symmetrical object, subsets of modes exclusively map onto themselves with each operation $R \in G$ [10]. This is observed, after the specific ordering of columns in the matrix $[I]$, as a block diagonalization of $D(R)$

$$\begin{bmatrix}
D_1(R) & 0 & 0 & 0 \\
0 & D_2(R) & 0 & 0 \\
0 & 0 & \ddots & 0 \\
0 & 0 & 0 & D_Q(R)
\end{bmatrix} = [I]^{-1}C(R)[I].$$

(15)

Each collection of block matrices $\{D_q(R \in G)\}$, for a certain block number $q \in \{1, \ldots, Q\}$, and its corresponding subset of the modal basis, is known as an irreducible representation (irrep) of the group $G$ [10]. The characters $\chi_q(R) = \text{tr}(D_q(R))$ are commonly used to fully characterize the group $G$ and to classify modes within irreps. Note that the block matrices of a particular irrep may be repeated multiple times along the diagonal of $D(R)$, which means that separate sets of modes may belong to the same irrep but map only onto themselves. The dimension of the block matrices in an irrep is known as the dimension $g^\alpha$ of that irrep, where the superindex $\alpha$ is used throughout this article to denote different irreps.2 For the rest of this article, a particular block, e.g., $D_q(R)$, corresponding to an irrep $\alpha$ is denoted $D^\alpha(R)$.

Identifying irreps, the von Neumann–Wigner theorem [8] states that modal degeneracies can only occur between modes of the same irrep up to the dimension of that irrep. Given that the difficulties in tracking CMs over frequency largely stem from the accurate identification of degeneracies [9] (eigenvalue crossings), this result is of great utility and provides an analytic ground truth for verifying mode-tracking algorithms. For example, this result states that two eigenvalue traces may not cross if both belong to modes within the same abelian (1-D) irrep. If a modal tracking algorithm under test outputs eigenvalue traces that do cross in spite of this, we can deduce that the modal tracking was not performed correctly. A similar situation occurs in higher-dimension irreps with continuously degenerated modes, as discussed in Section IV-B.

C. Symmetry-Adapted Basis and Reduced Problems

The presence of symmetries is not limited to the a posteriori classification of modes as described above, but it can be used to produce “symmetry-adapted” EPs that directly produce modes corresponding to a given irrep. To that point, imagine that matrices $D^\alpha(R)$ are known. Then, according to [10], the left-hand side of

$$V^\alpha_i = \frac{g^\alpha}{g} \sum_{R \in G} \tilde{d}^\alpha_{ii}(R)C(R)v$$

(16)

is a transformed version of the arbitrary vector $v$ which is “symmetry-adapted” to the $i$th degeneracy (dimension) of irrep $\alpha$. Here, $\tilde{D} = (D^{-1})^T$ stands for a contra-gradient representation, and $g = \sum_{\alpha}(g^\alpha)^2$ is the order of group $G$. Here we assign $v$ as the columns of an $M \times M$ identity matrix, so that

$$\rho^\alpha_i = \frac{g^\alpha}{g} \sum_{R \in G} \tilde{d}^\alpha_{ii}(R)C(R)$$

(17)

2Standard designations for irreps are used in this article: A and B for 1-D irreps, E for 2-D irreps, and T for 3-D irreps, see [10].
produces matrices \( \rho_\gamma \) whose columns are “symmetry-adapted” vectors. Naturally, there are only \( \eta^\alpha = \text{rank}(\Gamma_i^\gamma) \leq \eta^\alpha \) linearly independent columns in each matrix \( \rho_\gamma^\alpha \). Removal of the linearly dependent columns from the matrices \( \rho_\gamma^\alpha \) produces matrices \( \Gamma_i^\gamma \) of size \( M \times \eta^\alpha \) which are able to modify matrix operators of the physical system at hand so that their eigenvectors belong solely to an irrep \( \alpha \). Explicitly, having a generalized EP (9), a solution subspace of eigenvectors belonging to an irrep \( \alpha \) is found, assuming that in this irrep, due to the presence of symmetry, an eigenvector \( \mathbf{I} \in \mathbb{C}^{M \times 1} \) can be composed as \( \Gamma_i^\gamma \mathbf{I}_i^\gamma \), where \( \mathbf{I}_i^\gamma \in \mathbb{C}^{\eta^\alpha \times 1} \). Substituting into (9) and multiplying from the left by \( (\Gamma_i^\gamma)^T \) result in

\[
\tilde{\mathbf{A}}_i^\alpha \tilde{\mathbf{I}}_{i,n}^\alpha = \lambda_{i,n}^\alpha \tilde{\mathbf{B}}_i^\alpha \tilde{\mathbf{I}}_{i,n}^\alpha
\]

where

\[
\tilde{\mathbf{A}}_i^\alpha = (\Gamma_i^\gamma)^T \mathbf{A} \Gamma_i^\gamma
\]

\[
\tilde{\mathbf{B}}_i^\alpha = (\Gamma_i^\gamma)^T \mathbf{B} \Gamma_i^\gamma
\]

The modes generated by the EP (18) belong solely to the irrep \( \alpha \).

The matrices \( \mathbf{D}^\alpha(R \in G) \) must be known in order to evaluate the reduction matrices \( \Gamma_i^\alpha \). It is important, however, to realize that these can be obtained from any eigenvalue decomposition using (15) on any object with the same symmetries. This initial object can, therefore, be chosen to have a minimal number of basis functions, making the evaluation of the matrices \( \mathbf{D}^\alpha(R \in G) \) computationally inexpensive.

III. Practical Evaluation of Required Matrices

An implementation of the methodology introduced in Section II is shown on a test case, depicted in Fig. 2, consisting of a triangularized domain \( \Omega \), [23], for which \( N = 5 \) RWG basis functions are generated. Construction of

\[
C(\sigma_z) = \begin{bmatrix}
0 & -1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 \\
0 & 0 & 0 & -1 & 0 \\
\end{bmatrix}
\]

\[
\mathbf{I} = \begin{bmatrix}
1 & -1 & -1 & -1 & -1 \\
-1 & 1 & -1 & -1 & -1 \\
-1 & -1 & 1 & -1 & -1 \\
-1 & -1 & -1 & 1 & -1 \\
-1 & -1 & -1 & -1 & 1 \\
\end{bmatrix}
\]

\[
\mathbf{D}(\sigma_x) = \begin{bmatrix}
+1 & 0 & 0 & 0 & 0 \\
0 & +1 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & +1 \\
0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

\[
\mathbf{C}_{2v} = \begin{bmatrix}
1 & +1 \\
-1 & -1 \\
+1 & -1 \\
-1 & +1 \\
\end{bmatrix}, \quad \mathbf{E} \begin{bmatrix}
\sigma_x \sigma_z \\
\sigma_y \sigma_z \\
\sigma_z \\
\end{bmatrix}
\]

\[
\mathbf{D}(\sigma_x) = \begin{bmatrix}
+1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & +1 \\
0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

Fig. 2. Illustration of a simple symmetric structure with depicted RWG basis functions \( \{\psi_n(r)\} \). The structure belongs to point group \( C_{2v} \). Vectors \( \{\gamma^\alpha \} \) and \( \{\sigma_i\} \) are shown. The matrix \( C(R \in G) \) is shown on a test case, depicted in Fig. 2, each vector is normalized resulting in \( a = 1.764 \) and \( b = 1.616 \). Association of modes with particular irreps is performed by comparing the traces of submatrices within matrices \( \mathbf{D} \) (in this case simply the values on the diagonal of matrices \( \mathbf{D} \)) and values in character table. This association is highlighted by colored squares. Here, \( \{\alpha\} = \{B_2, A_1, A_2, B_1, B_2\} \).

The next step is to evaluate the matrices \( \mathbf{D}(R) \) using (15). To do so, the impedance matrix \( Z \) is computed and CMs are omitted.

3In the case of multidimensional representation, all matrices \( \Gamma_i^\gamma \) for \( i \in \{1, \ldots, \eta^\alpha\} \) must be employed to obtain all modes belonging to an irrep \( \alpha \).

4A feature of a symmetry preserving mesh.
found by (5). The resulting modal basis and corresponding matrices $D(R)$ are depicted in Fig. 3 (the identity matrix for the identity operation E is omitted). In this case, the diagonal blocks in (15) are of size $1 \times 1$ which is a signature of the abelian nature of the $C_{2v}$ symmetry group [10]. Collecting the unique traces from the on-diagonal block matrices (here directly from diagonal entries) gives the character table. Notice that the trace record corresponding to the $B_2$ irrep is repeated twice indicating that there are two modes in the matrix $[I]$ belonging to the $B_2$ irrep (the first and the fifth).

It is important to realize that diagonal blocks of the matrices $D(R)$ and their corresponding traces are a property of given symmetry. Therefore, once calculated, they can be reused for all structures of the same point group.

C. Construction of Symmetry-Adapted Basis $\Gamma^\alpha$

The final step is the construction of symmetry-adapted bases which are used for the block-diagonalization of the EP. The matrices $\rho^\alpha_i$ are generated from (17) and only $M = \sum \rho^\alpha_i$ (23)

linearly independent columns are kept in matrices $\Gamma^\alpha_i$, as depicted in Fig. 4. For a given discretization, the symmetry-adapted bases $\Gamma^\alpha_i$ are utilizable either to compress an arbitrary EP as in (18) in order to find solutions within a given irrep only, or to establish a current solutions fulfilling the constraints imposed by symmetries of a given irrep, i.e., $I^\alpha_i = \Gamma^\alpha_i \mathbf{1}$.

IV. EXAMPLES

Using the implementation techniques described in Section III, here we give practical examples of the mode tracking framework developed in Section II. The methodology is presented on examples of increasing complexity, namely:

1) four dipoles (simple abelian, Section IV-A);
2) an equilateral triangle (the simplest nonabelian, Section IV-B);
3) a cubic array (complex nonabelian, Section IV-C);
4) a radiator above a ground plane (Section IV-D).

Throughout this section the eigenvalues have only been sorted according to their signed values. Potential vertical shifts in the modal spectrum caused by an abrupt appearance or disappearance of a mode have been treated according to Appendix.

A. Example 1: Four Dipoles

CMs of a rectangular array of four dipoles treated in Fig. 1 are evaluated in this section. The geometry and meshing of the array are described in Section II-A. The point symmetry group of this object is identical to that of Fig. 2, i.e., $G = \{E, \sigma_{xy}, \sigma_{xz}, C_z\}$. The point group is abelian with four irreps, see character table in Fig. 3, therefore, only nondegenerate modes exist in each irrep. From the point of view of Section II-C, the symmetry-adapted EPs (18) give nondegenerated modes.

Tracked modes for this structure are shown in Fig. 5. The top figure shows results from correlation-based tracking while in the bottom figure each color corresponds to one irrep [to a given $\alpha$ in (18)] and modes within the irrep were tracked using the symmetry-based algorithm proposed in this article. Note that the correlation-based algorithm has problems with proper connections of traces of characteristic angles near $ka \approx 2.6$ and that some modes are incorrectly connected (red, orange, and light green lines in top figure). These issues are not present in the symmetry-based tracking. It can be observed that tracks are crossed only between modes from different irreps, i.e., modal crossings and modal crossing avoidances are no longer an issue. It is also important to stress that this simple procedure is less computationally expensive than correlation-based tracking, see Section V-C, and yields correct results.
TABLE I
CURRENT DISTRIBUTION OF THE FIRST TWO MODES OF EACH IRREP OF THE FOUR-DIPOLE ARRAY. ONLY DIRECTIONS OF CURRENTS ON EACH DIPOLE IS DEPICTED, DIFFERENT AMPLITUDES ARE NOT CONSIDERED

| irrep | \( k_2 \) | \( I_1 \) | \( \lambda_1 \) | \( I_2 \) | \( \lambda_2 \) |
|-------|---------|--------|--------|--------|--------|
| \( A_2 \) | 2.8     | ↑↑↑↑   | 0.293  | ↑↑↑↑   | 30.9   |
| \( B_2 \) | 2.8     | ↑↑↑↑   | -0.313 | ↑↑↑↑   | 2.15   |
| \( A_1 \) | 5.6     | ↑↑↑↑   | -0.375 | ↑↑↑↑   | 0.332  |
| \( B_1 \) | 5.6     | ↑↑↑↑   | -0.119 | ↑↑↑↑   | 1.60   |

irrespective of the spacing parameter \( d \). In contrast, the correlation algorithm performs poorly for decreasing \( d \) and/or increasing number of dipoles. Examples of eigencurrents of CMs from each irrep are depicted in Table I.

B. Example 2: Equilateral Triangle

The equilateral triangle with side length \( \ell \) was chosen as the simplest example of a nonabelian symmetric structure. Equilateral triangles have the point symmetry group \( C_{3v} \) which possesses two 1-D and one 2-D irreps, see Table II for its character table. According to group theory [10], the modes belonging to this 2-D irrep \( E \) exist in degenerated pairs with identical eigenvalues at all frequencies. Thus, there are two EPs (18) for \( \alpha = E \), each of them giving one member of the completely degenerated modal pair. It is worth noting that the separation into the degenerated pair (the form of matrix \( \Gamma^E_\alpha \)) is independent of frequency, i.e., modal tracking is possible even within this pair.

Despite the aforementioned degeneracy, the treatment of modal crossings can be performed in exactly the same manner as for abelian point groups. The result of this procedure is depicted in Fig. 6, where the lines belonging to irrep \( E \) are twice degenerated. Examples of eigencurrents of CMs from each irrep are depicted in Fig. 7.

C. Example 3: A Cubic Array

As a complex example, we examine the 3-D cubic array of bowtie antennas depicted in Fig. 8. The point symmetry group of this object is \( T_d \) with character table shown in Table III. Modes of this structure exhibit 3-D irreps and an intricate modal spectrum which is shown in Figs. 9 and 10.

The complexity of the modal spectrum is enormous, with many modal crossings and crossing avoidances, see Fig. 9. Yet, the framework developed in this article properly deals with all of them via a straightforward tracking procedure, see Figs. 9 and 10.
Fig. 8. Tracked characteristic angles of a cubic array depicted in Fig. 7. Four modes with the lowest eigenvalue (not counting degeneracies) are shown for each irrep. Lines corresponding to irrep $E$ are twice degenerated, lines corresponding to irreps $T_1$ and $T_2$ are three times degenerated. The highlighted area is enlarged in Fig. 10. Only every fifth marker is depicted for clarity. Animation of this figure is available in [24].

Fig. 9. Enlarged area from Fig. 8. The traces depicted by the same color cannot cross as they belong to the same irrep. Modes of irreps $T_1$ and $T_2$ are plotted in gray color for clarity.

Fig. 10. Enlarged area from Fig. 9. The traces depicted by the same color cannot cross as they belong to the same irrep. Modes of irreps $T_1$ and $T_2$ are plotted in gray color for clarity.

D. Characteristic Modes of a Radiator Above a Ground Plane

The procedure presented in this article can advantageously be applied to scenarios where an antenna is placed over a PEC ground plane, see Fig. 11(a), and only the CMs of the antenna are needed. This task is often approximated by replacing the ground plane with an image of the antenna [25], see Fig. 11(b). In such a case, only the odd modes have to be extracted, since the even modes are not valid solutions to the original problem depicted in Fig. 11(a).

Table II

| Character Table for Point Group $C_{3v}$, [10] |
|-----------------------------------------------|
| $C_{3v}$ | $E$ | $2C_3$ | $3\sigma_v$ |
| $A_1$    | +1  | +1    | +1          |
| $A_2$    | +1  | +1    | −1          |
| $E$      | +2  | −1    | 0           |

The same task can be solved via point group theory. The arrangement in Fig. 11(a) is, in fact, equivalent to the one depicted in Fig. 11(c), i.e., the presence of a physical symmetry can be replaced by the $C_3$ symmetry group, see Table IV for its character table. The symmetry operator $\sigma_h$ splits the spectrum of modes into two irreps, $A'$ and $A''$. Irrep $A'$ contains only even modes, i.e., those corresponding to the presence of perfect magnetic conductor (PMC), while irrep $A''$ contains all the remaining (odd) modes, i.e., those corresponding to the presence of PEC.

To gather all antenna modes over the PEC symmetry plane, the symmetry-adapted basis $\Gamma^\Lambda$ is constructed and the impedance matrix $Z$ describing the original problem is reduced as

$$\tilde{Z}^\Lambda = (\Gamma^\Lambda)^T Z \Gamma^\Lambda$$

and substituted into (18) with a particular choice of $\tilde{A}_i^a = \text{Im}(\tilde{Z}^\Lambda)$ and $\tilde{B}_i^a = \text{Re}(\tilde{Z}^\Lambda)$ respectively. A favorable aspect of this procedure is a remarkable speed-up as compared to the evaluation of the problem from Fig. 11(b). Notice that the same effect can be achieved via the incorporation of PEC or PMC boundary conditions directly into the Green’s function of the problem [26]. With this modified Green’s function, the system matrix within the MoM framework will attain exactly the same form as in (24).

V. DISCUSSION

Point group theory establishes a solid theoretical background for the thorough discussion of several questions related to modal decomposition and mode tracking in general. Some recurring questions in this area (yet to be fully answered) are discussed in the following section from the perspective of point group theory.

A. On the Physical Importance of Modal Tracking

This section addresses the question of whether modal tracking is or is not needed. Central to this discussion is the comparison of modal interpretations in the time and time-harmonic (frequency) domains.

1) Tracking in the Time-Harmonic Domain: An interesting dilemma associated with modal tracking is depicted in Fig. 12. Both panels show very similar situations consisting of two dipoles placed in parallel. The dipoles in the left panel have exactly the same lengths $\ell$. The dipoles in the right panel have lengths $\ell$ and $\ell + \Delta \ell$. Although the electromagnetic behavior of both structures must be very similar (especially as $\Delta \ell \to 0$), one can immediately notice qualitatively different results arising from symmetry-based mode tracking. The dipoles with the same lengths are symmetrical, with the two plotted modal...
Owing to the arbitrarily small alteration which may affect this discrete change in behavior, we may be led to the conclusion that no physical phenomenon should depend on whether the eigenvalues as functions of frequency cross or not. It should be sufficient to interpret modal data independently at each frequency. Such a conclusion is correct if modes at a single frequency are desired or if summation formulas such as
\[ \sum_n a_n(\omega) I_n(\omega) \]
are used. If so, mode ordering is irrelevant. A different situation arises when one wants to perform (25) in the time domain or to study the impulse response of a single mode, i.e.,\[ F^{-1}\{a_n(\omega)I_n(\omega)\}, \]
where \( F^{-1} \) denotes an inverse Fourier’s transform. In such a case, it must be stated that the solution presented in Fig. 12 is the only correct solution\(^5\) for both arrangements irrespective of how close in appearance (how small \( \Delta \ell \)) the structures are to each other.

2) Modal Currents in the Time Domain: This section shows a simple example of the influence of improper modal tracking on time-domain modal characteristics. As an example, two dipoles from Fig. 12 (left) are used. The two most significant modes at first resonance were computed for electrical sizes ranging from \( ka = 0.04 \) to \( ka = 16 \) in \( F = 400 \) frequency samples. Dipoles were then fed in their centers by two delta gap sources of the same orientation and amplitude across the entire frequency sweep. Modal contributions to the total time-domain current at the source have been evaluated with a fast Fourier transform (FFT) algorithm after interpolation to 217 frequency points of a double-sided spectrum and using a Blackman–Nuttall window [27]. Prior to the FFT evaluation, eigencurrents were aligned at subsequent frequency samples. This has to be made because the direction of the eigencurrent is arbitrary with respect to (5). The results for properly tracked and improperly tracked modes are depicted in Fig. 13. As previously argued, these data demonstrate how proper tracking ensures meaningful time-domain responses of the individual modes.

B. Effective Generation of Symmetry-Adapted Bases

It is advantageous to use the \textit{a priori} tracking described in Sections II-C and IV owing to its straightforward implementation and capability of reducing the computational burden of the eigenvalue decomposition as shown by (27). However, to accomplish this, the symmetry-adapted bases \( \alpha_i \) must first be constructed. Consequently, one “pilot” eigenvalue decomposition (9) is needed to evaluate the \( D(R) \) matrices. One straightforward option is to take \( A \equiv X \) and \( B \equiv \Psi \), where [28]
\[ \Psi = [\langle \psi_m(r), \psi_n(r) \rangle]. \] 
As compared to the immediate choice of CM basis \( (X, R) \), the modes generated by \( (X, \Psi) \) have better numerical dynamics.

C. Reduction of Computational Time With A Tracking

Utilization of \textit{a priori} tracking makes it possible to significantly accelerate modal decomposition. Assuming \( M \gg 1 \) discretization elements, the speedup, expressed as a ratio between computational time \( T_{pg} \) needed to evaluate all reduced
problems (18) and computational time $T$ needed to evaluate the original problem (5), is expressed as

$$\frac{T_{\text{pg}}}{T} \propto \sum_{\alpha} g^\alpha N^\alpha \left( \frac{\eta^\alpha}{M} \right)^2$$

(27)

where $N^\alpha$ is the number of modes in one degeneration of irrep $\alpha$, i.e., $N = \sum_{\alpha} S^\alpha N^\alpha$. The relation between $\eta^\alpha$ and $M$ is mentioned in (23). Note that $g^\alpha N^\alpha \leq N$, $\eta^\alpha \leq M$. Typical speedups for symmetry groups treated in this article are depicted in Table V.

### D. Relationship Between Geometrical and Physical Symmetries

With respect to the theory developed in this article and the example in Section IV-D, it is interesting to point out that the correspondence between geometrical mirror symmetries and physical symmetries generated by PEC and perfect magnetic conductor (PMC) planes is general. Specifically, in the case of a polar vector, such as electric current density $J$, the introduction of a PMC plane is identical to a mirror plane with odd parity (a reflection plus change of a sign). In the case of pseudovectors, such as magnetic current density $M$, the roles of the PEC and PMC planes are interchanged. This means that in the case of abelian reflection groups (groups in which all operations can be generated as combinations of reflections), such as $C_{2v}$, there exists a “physical” equivalent of every irrep which is generated by the PEC and PMC planes.

Let us take the $C_{2v}$ point symmetry group with $G = \{E, \sigma^y, \sigma^z, C_z = \sigma^x \sigma^z \}$ as an example. Characters of this group, see Fig. 3, can be interpreted as follows. A character with value $+1$ means that the representative current density is invariant with respect to a given set of reflections, i.e., the mirror planes can be substituted by PECs. A character with value $-1$ means that the sign of the representative current must be inverted if the current is to stay invariant, i.e., such mirror planes can be substituted by PMCs. Using the aforementioned rules, a character table from Fig. 3 can be converted into Table VI, from which reduced simulations and calculations may be derived. This physical representation produces exactly the same modes as those generated by reduced EPs (18) of the corresponding irreps.

### VI. Conclusion

A general framework utilizing point group theory for an arbitrarily parametrized EP was presented. A process for uniquely classifying modes into irreducible representation was described. This classification method is independent of mesh density and requires only that the selected mesh and basis functions accurately represent the symmetry of the underlying structure. Applying the von Neumann–Wigner theorem on these irreducible representations conclusively decides when traces of eigenvalues can or cannot cross and, thus, the problem of crossing and crossing avoidance is solved. An important consequence is that eigenvalue traces of modes belonging to a nonsymmetric object can never cross. An understanding and treatment of degenerated modes was also provided.

Two approaches, a priori and a posteriori, were shown and their performances were demonstrated on CM decomposition. Examples of varying complexity confirmed the validity and robustness of the proposed method. The a priori method was shown to considerably reduce computational time with respect to the standard eigenvalue solution.

Future efforts may extend the presented method to include translational symmetries. The devised framework might be utilized for the design of noncorrelated feeding networks and for handling degeneracies when seeking sets of optimal currents. Advanced topics, such as chirality and its role in modal formalism, might also be rigorously addressed.

The robust detection of symmetries for arbitrary objects would allow for a fully automated implementation of the proposed procedure.

### Appendix

**Correction of Vertical Shifts in Symmetry-Based Tracking**

Under the assumption that all modes of the structure are available, the procedure described in this article can track them
flawlessly. In practice, however, we deal with a fixed (and usually small) number of the most significant (e.g., smallest eigenvalue magnitude) modes, i.e., \( N \ll M \). Such a modal set naturally changes with frequency and, at specific frequencies, the appearance of a new mode and disappearance of an old mode occurs. When the tracking framework presented in this article is used on this modal set, a global vertical shift of eigenvalue traces (in a modal index) appears every time a mode appears or disappears, see Fig. 14 (middle).

When frequency discretization is dense enough, the detection of the aforementioned shifts and their remedy can be based on the continuity of modal tracks, which is, in this article, evaluated by

\[
\kappa (\lambda^i_n) = \frac{2 \lambda^i_n - \lambda^{i+1}_n - \lambda^{i-1}_n}{2 \max \{|\lambda^i_n|, |\lambda^{i+1}_n|, |\lambda^{i-1}_n|\}} \tag{28}
\]

where \( i \) is a frequency index. A value of \( \kappa = 0.5 \) is used as a detection threshold. After detecting a vertical shift, modal indices are globally shifted in order to minimize the value of \( \kappa \). The result of this procedure is shown in Fig. 14 (right) and throughout Section IV.

REFERENCES

[1] R. F. Harrington and J. Mautz, “Theory of characteristic modes for conducting bodies,” IEEE Trans. Antennas Propag., vol. AP-19, no. 5, pp. 622–628, Sep. 1971.

[2] M. Capek, P. Hazdra, P. Hamouz, and J. Eichler, “A method for tracking characteristic numbers and vectors,” Prog. Electromagn. Res. B, vol. 33, pp. 115–134, 2011.

[3] B. D. Raines and R. G. Rojas, “Wideband characteristic mode tracking,” IEEE Trans. Antennas Propag., vol. 60, no. 7, pp. 3537–3541, Jul. 2012.

[4] D. J. Ludick, U. Jakobus, and M. Vogel, “A tracking algorithm for the eigenvectors calculated with characteristic mode analysis,” in Proc. 8th Eur. Conf. Antennas Propag. (EUCAP), 2014, pp. 569–572.

[5] Z. Miers and B. K. Lau, “Wideband characteristic mode tracking utilizing far-field patterns,” IEEE Antennas Wireless Propag. Lett., vol. 14, pp. 1658–1661, 2015.

[6] E. Satin and D. Mantuuffel, “Advanced eigenvalue tracking of characteristic modes,” IEEE Trans. Antennas Propag., vol. 64, no. 7, pp. 2628–2636, Jul. 2016.

[7] M. Capek, V. Losenicky, L. Jelinek, and M. Gustafsson, “Validating the characteristic modes solvers,” IEEE Trans. Antennas Propag., vol. 65, no. 8, pp. 4134–4145, Aug. 2017.

[8] J. von Neumann and E. Wigner, “On the behaviour of eigenvalues in adiabatic processes,” in Quantum Chemistry: Classic Scientific Papers. Singapore: World Scientific, 2000.

[9] K. R. Schab, J. M. Outwater, M. W. Young, and J. T. Bernhard, “Eigenvalue crossing avoidance in characteristic modes,” IEEE Trans. Antennas Propag., vol. 64, no. 7, pp. 2617–2627, Jul. 2016.

[10] R. McWeeny, Symmetry: An Introduction to Group Theory and Its Applications. London, U.K.: Pergamon, 1963.

[11] J. F. Cornwell, Group Theory in Physics: An Introduction. London, U.K.: Academic, 1997.

[12] J. F. Cornwell, Group Theory in Physics, vol. 1–2, N. H. March and H. N. Daglish, Eds. London, U.K.: Academic, 1984.

[13] K. R. Schab and J. T. Bernhard, “A group theory rule for predicting eigenvalue crossings in characteristic mode analyses,” IEEE Antennas Wireless Propag. Lett., vol. 16, pp. 944–947, 2017.

[14] J. B. Knorr, “Consequences of symmetry in the computation of characteristic modes for conducting bodies,” IEEE Trans. Antennas Propag., vol. AP-21, no. 6, pp. 899–902, Nov. 1973.

[15] S. M. Rao, D. R. Wilton, and A. W. Glisson, “Electromagnetic scattering by surfaces of arbitrary shape,” IEEE Trans. Antennas Propag., vol. AP-30, no. 3, pp. 409–418, May 1982.

[16] J. H. Wilkinson, The Algebraic Eigenvalue Problem. Oxford, U.K.: Oxford Univ. Press, 1988.

[17] R. F. Harrington, Time-Harmonic Electromagnetic Fields, 2nd ed. Hoboken, NJ, USA: Wiley, 2001.

[18] R. F. Harrington, Field Computation by Moment Methods. Piscataway, NJ, USA: Wiley, 1993.

[19] A. F. Peterson, S. L. Ray, and R. Mittra, Computational Methods for Electromagnetics. Hoboken, NJ, USA: Wiley, 1998.

[20] Czech Technical University in Prague. Prague, Czechia. (2017). [Online]. Available: https://www.antennatoolbox.com

[21] R. J. Garbacz, “A generalized expansion for radiated and scattered fields,” Ph.D. dissertation, Dept. Elect. Comput. Eng., Ohio State Univ., Columbus, OH, USA, 1968.

[22] E. H. Newman, “Small antenna location synthesis using characteristic modes,” IEEE Trans. Antennas Propag., vol. AP-27, no. 4, pp. 530–531, Jul. 1979.

[23] J. A. De Loera, J. Rambau, and F. Santos, Triangulations: Structures for Algorithms and Applications. Berlin, Germany: Springer, 2010.

[24] M. Masek, M. Capek, L. Jelinek, and K. Schab, “Modal tracking and characteristic modes.” [Online]. Available: https://www.antennatoolbox.com

[25] Y. Saad, Numerical Methods for large Eigenvalue Problems. Philadelphia, PA, USA: SIAM, 2001.
Miloslav Capek (M’14–SM’17) received the M.Sc. degree in electrical engineering and the Ph.D. degree from Czech Technical University in Prague, Prague, Czech Republic, in 2009 and 2014, respectively. In 2017, he was appointed as an Associate Professor with Czech Technical University in Prague. He leads the development of the Antenna Toolbox for MATLAB (AToM) package. He has authored or coauthored more than 85 journal and conference papers. His current research interests include electromagnetic theory, electrically small antennas, numerical techniques, fractal geometry, and optimization.

Dr. Capek is a member of Radioengineering Society, regional delegate of EurAAP, and an Associate Editor of IET Microwaves, Antennas and Propagation.

Lukas Jelinek received the Ph.D. degree from the Czech Technical University in Prague, Prague, Czech Republic, in 2006. In 2015, he was appointed as an Associate Professor with the Department of Electromagnetic Field, Czech Technical University in Prague. His current research interests include wave propagation in complex media, general field theory, numerical techniques, and optimization.

Kurt Schab (M’16) received the B.S. degree in electrical engineering and physics from Portland State University, Portland, OR, USA, in 2011, and the M.S. and Ph.D. degrees in electrical engineering from the University of Illinois at Urbana-Champaign, Champaign, IL, USA, in 2013 and 2016, respectively. He is currently an Assistant Professor of electrical engineering with Santa Clara University, Santa Clara, CA, USA. From 2016 to 2018, he was an Intelligence Community Post-Doctoral Research Scholar with North Carolina State University, Raleigh, NC, USA. His current research interests include intersection of numerical methods, electromagnetic theory, and antenna design.