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ABSTRACT. A solution is given to a long-standing open problem posed by Almgren.

1. Introduction

According to thermodynamics, the equilibrium shape of a small drop of water or a small crystal minimizes the free energy under a mass constraint. The phenomenon was independently discovered by W. Gibbs in 1878 [Gib78] and P. Curie in 1885 [Cur85]. Assuming the gravitational effect is negligible, the energy minimization is the surface area minimization and the solution is the convex set

\[ K = \bigcap_{v \in S^{n-1}} \{ x \in \mathbb{R}^n : \langle x, v \rangle < f(v) \} \]

called the Wulff shape, where \( f \) is a surface tension, i.e. a convex positively 1-homogeneous

\[ f : \mathbb{R}^n \to [0, \infty) \]

with \( f(x) > 0 \) if \( |x| > 0 \) [Wul01, Hil03, Lie14, vL14, Din44, HO56, Tay78, Fon91, PM91, DP92]. If \( f(v) = R|v| \), i.e. the surface tension is isotropic, \( K = B_R \) is the solution of the classical isoperimetric problem.

Two main ingredients define the free energy of a set of finite perimeter \( E \subset \mathbb{R}^n \) with reduced boundary \( \partial^* E \): the surface energy

\[ \mathcal{F}(E) = \int_{\partial^* E} f(\nu_E) d\mathcal{H}^{n-1} ; \]

and, the potential energy

\[ \mathcal{G}(E) = \int_E g(x) dx , \]

where \( g \geq 0 \), \( g(0) = 0 \). The free energy is the sum:

\[ \mathcal{E}(E) = \mathcal{F}(E) + \mathcal{G}(E) . \]
In a gravitational field, the equilibrium shape for liquids was studied by P.S. Laplace in the early 1800s [dL]. If the surface tension is isotropic, uniqueness and convexity were obtained by Finn [Fin80, Fin86] and Wente [Wen80]. If $n = 2$, subject to a wetting condition, the anisotropic tension was investigated by Avron, Taylor, and Zia via quadrature [ATZ83]. The work was motivated by low temperature experiments on helium crystals in equilibrium with a superfluid [ABK+$^80$ BEL79 BC80 KPB81 LLM+$^80$]. Also, various phase transition experiments were conducted in [PC82 MC80] and shape variations were investigated in [Lan65] by L.D. Landau.

McCann considered the equilibrium shape for convex potentials with a bounded zero set [McC98]. The central result is that the equilibrium planar crystals are a finite union of disjoint convex sets and each non-trivial component minimizes the free energy uniquely among convex sets of the same mass.

Moreover, he proved that if the Wulff shape and potential are symmetric under $x \to -x$, there is a unique convex minimizer. Therefore, this provides information on the following problem mentioned in his paper:

Even when the field is the (negative) gradient of a convex potential, the equilibrium crystal is not known to be connected, much less convex or unique, [McC98 p. 700].

If $g$ is locally bounded, Theorem 2.2 yields a stability result for small mass in any dimension which is stronger than uniqueness.

Assuming $g \in C^1$ is coercive ($g(x) \to \infty$ as $|x| \to \infty$), $f \in C^{2,\alpha}(\mathbb{R}^n \setminus \{0\})$, $\alpha \in (0, 1)$ is $\lambda$-elliptic, Theorem 2 in Figalli and Maggi [FM11] yields convexity if the mass is small (a recent result obtained by Figalli and Zhang [FZ22] implies that when $f$ is crystalline, if the mass is small, minimizers are polyhedra, cf. Remark 2.6). Hence, the theorems together imply the uniqueness and convexity of minimizers if the mass is small. Theorem 2.20 asserts that either: uniqueness and convexity hold for all masses; or, there exists $\mathcal{M} > 0$ such that for all $m \in (0, \mathcal{M}]$, $E_m$ is unique and convex and for $m > \mathcal{M}$ there exists $a < m$ such that either convexity or uniqueness fails for mass $a$; or, the optimal critical mass $\mathcal{M}$ is exposed via

$$\liminf_{m \to \mathcal{M}^-} \frac{\mathcal{M}^{\frac{\alpha+1}{\alpha}} - m^{\frac{\alpha+1}{\alpha}}}{w_m(\epsilon)} \geq \frac{1}{\gamma},$$

where $w_m(\epsilon) > 0$ is a modulus for the energy (see Proposition [3.1]). $\gamma > 0$ and $\epsilon \leq \epsilon_0$, where $\epsilon_0$ is small. In two dimensions, the regularity assumptions are superfluous and the parameter which encodes the phase change is identified via Theorem 2.22. Supposing the sub-level sets $\{g < t\}$ convex & a uniqueness
assumption in the class of convex sets (valid for convex $g$), the critical mass is completely identified in Theorem 2.24.

A convexity theorem for all masses necessarily must have restrictions on the potential. The following problem historically is attributed to Almgren [FM11, McC98].

**Problem:** If the potential $g$ is convex (or, more generally, if the sub-level sets $\{g < t\}$ are convex), are minimizers convex or, at least, connected? [FM11, p. 146].

I first proved that a convexity assumption is in general not sufficient.

**Theorem 1.1.** There exists $g \geq 0$ convex such that $g(0) = 0$ & such that if $m > 0$, then there is no solution to

$$
\inf \{E : |E| = m\}.
$$

Nevertheless, subject to additional assumptions, if the sub-level sets $\{g < t\}$ are convex, the convexity is true:

**Theorem 1.2.** If $n = 2$ and

(i) $g$ is locally Lipschitz in $\{g < \infty\}$

(ii) $g$ admits minimizers $E_m \subset B_{R(m)}$ with $R \in L^\infty_{\text{loc}}(\mathbb{R}^+)$

(iii) the sub-level sets $\{g < t\}$ are convex

(iv) when $E \subset \{g < \infty\}$ is bounded convex, $0 \notin E$, $|E \cap \{g \neq 0\}| > 0$, then

$$
\int_E \nabla g(x)dx \neq 0,
$$

then $E_m$ is convex for all $m \in (0, |\{g < \infty\}|)$.

Note that if $g$ is convex, (i) is true. In addition, if $g$ is coercive, (ii) holds. In certain configurations, one may prove existence for non-coercive potentials, e.g. the gravitational potential [ATZ83, Alm75, Alm76]. Hence, (ii) is a natural assumption to ensure that the example in Theorem 1.1 is precluded. In particular, since coercivity excludes the gravitational potential, a natural assumption is one that includes it; fortunately, it is not difficult to prove that (iv) includes the gravitational potential and therefore unifies the theory.

The result is the first theorem for $|\{g < \infty\}| = \infty$ with the weakest assumption formulated in Almgren’s problem: convexity of sub-level sets.

If $g \in C^{1,\alpha}$ is strictly convex coercive, $f \in C^{3,\alpha}(\mathbb{R}^n \setminus \{0\})$ is uniformly elliptic, connectedness of equilibrium shapes was obtained by De Philippis and Goldman for $m \in (0, \infty)$ [DPG]; if $n = 2$ the strict convexity is not needed. Therefore, their theorem combined with McCann’s theorem yields uniqueness and convexity in $\mathbb{R}^2$ subject to the regularity assumptions. If $g$ is
convex, radial, and coercive, convexity of the equilibrium shapes for general convex surface tensions and \( m \in (0, \infty) \) is a corollary of the above theorem without the regularity assumptions (Corollary 2.33).

**Corollary 1.3.** If \( n = 2 \) and

(i) \( g = g(|x|) \) is locally Lipschitz

(ii) \( g \) is coercive

(iii) when \( g > 0 \), \( g \) is (strictly) increasing

then \( E_m \) is convex for all \( m \in (0, \infty) \).

**Corollary 1.4** (The radial convex potential). If \( n = 2 \) and \( g = g(|x|) \) is coercive and convex, then \( E_m \) is convex for all \( m \in (0, \infty) \).

Assuming \( g \) to be the gravitational potential, existence & convexity was proved by Baer in higher dimension with a structural assumption on the surface tension \[Bae15\], cf. \[KP05, KP07a, KP07b, KPI2, TAI87, Gon76, Gon77, GT77, TA87\]. Assuming smoothness on the surface tension, he proved uniqueness. If \( m \) is small, Corollary 2.7 yields uniqueness for more general gravitational potentials and without the additional regularity assumption. In two dimensions, the above theorem implies convexity when the surface tension admits minimizers (e.g. \( f \) is admissible \[Bae15\]).

**Corollary 1.5.** If \( n = 2, \phi(0) = 0, \phi' > 0, \) and

(i)

\[ g(x) = \begin{cases} 
\phi(x_2) & \text{if } x_2 \geq 0 \\
\infty & \text{if } x_2 < 0
\end{cases} \]

(ii) \( \mathcal{F} \) satisfies assumptions for the existence of minimizers \( E_m \subset B_{R(m)} \) with \( R \in L^\infty_{\text{loc}}(\mathbb{R}^+) \),

then \( E_m \) is convex for all \( m \in (0, \infty) \).

Moreover, with convexity of sub-level sets, Theorem 2.10 yields that minimizers are a finite union of convex sets with disjoint closures. Therefore, this contains the geometry in McCann’s result when \( g \) is assumed convex with bounded zero set. In my proofs of Theorems 1.2 & 2.16 (and Corollary 2.18), Theorem 2.10 is an important technical tool.

The technique implies the following: if \( A \subset \mathbb{R}^2 \) is bounded, convex and

\[ \mathcal{F}(E_m) = \inf \{ \mathcal{F}(E) : E \subset A, |E| = m \}, \]

with \( |K_a| < m \leq |A| \) & \( |K_a| \) the measure of the largest Wulff shape in \( A \), then \( E_m \) is convex. Interestingly, understanding the convexity in the case of the isotropic perimeter was the main objective in \[SZ97\] & the problem has appeared in a few subsequent papers: \[SZ97\, Theorem 3.32.\, ACC05\].
Theorem 11], [CCMN08 (1.8)], and [AC09 Remark 2.6]. One feature is to investigate the problem within a wider framework also inclusive of the Cheeger constant of a fixed domain. Supposing the surface tension to be even & a special condition involving $A$ and $f$, convexity for an interval was proved when $n \geq 2$ in [CCMN08 Theorem 6.5.] (cf. [LNS17]). Similar problems are investigated in convergence of curvature flows [CC06, CMNP19, MNP19, BCCN09, BCCN06, ATW93, Ang90, Ang91].

2. Main theorems

2.1. Proof of Theorem 1.1

Proof. Define

$$g(x, y) = \begin{cases} x^2(1 - y) + x^2y^2 & \text{if } y \leq 0 \\ \frac{x^2}{1+y} & \text{if } y > 0. \end{cases}$$

Note that

$$D^2g(x, y) = \begin{cases} \begin{pmatrix} 2(1 - y + y^2) & 4xy - 2x \\ 4xy - 2x & 2x^2 \end{pmatrix} & \text{if } y \leq 0 \\ \begin{pmatrix} \frac{2}{1+y} & -\frac{2x}{(1+y)^2} \\ -\frac{2x}{(1+y)^2} & \frac{2}{1+y} \end{pmatrix} & \text{if } y > 0; \end{cases}$$

let $\lambda_1, \lambda_2$ be the eigenvalues of $D^2g(x, y)$,

$$\lambda_1(x, y)\lambda_2(x, y) = \det(D^2g(x, y)) = \begin{cases} 12x^2y(1 - y) & \text{if } y \leq 0 \\ 0 & \text{if } y > 0, \end{cases}$$

$$\lambda_1(x, y) + \lambda_2(x, y) = \begin{cases} 2(1 - y + y^2 + x^2) & \text{if } y \leq 0 \\ \frac{2}{1+y}(1 + \frac{x^2}{(1+y)^2}) & \text{if } y > 0. \end{cases}$$

In particular,

$$\lambda_1(x, y), \lambda_2(x, y) \geq 0.$$

Hence, $D^2g(x, y)$ is a real non-negative Hermitian matrix and therefore can be diagonalized by a non-negative diagonal matrix $\Lambda(x, y)$ and a real orthogonal matrix $O(x, y)$ which has as columns real eigenvectors:

$$D^2g(x, y) = O(x, y)\Lambda(x, y)O(x, y)^T.$$
Assume $w \in \mathbb{R}^2 \setminus \{0\}$ and set $z = O(x, y)^T w$;

$$\langle D^2 g(x, y) w, w \rangle = \langle O(x, y) \Lambda(x, y) O(x, y)^T w, w \rangle$$

$$= \langle \Lambda(x, y) O(x, y)^T w, O(x, y)^T w \rangle$$

$$= \lambda_1(x, y) |z_1|^2 + \lambda_2(x, y) |z_2|^2 \geq 0$$

and this implies that $g$ is convex, see Figure 1. Set $e_2 = (0, 1)$, $a > 0$; the potential is non-increasing in the $y$-variable and strictly decreasing if $x \neq 0$:

$$\partial_y g(x, y) = \begin{cases} 
  x^2(-1 + 2y) & \text{if } y \leq 0 \\
  \frac{-x^2}{(1+y)^2} & \text{if } y > 0;
\end{cases}$$

in particular, if a minimizer $E_m$ exists,

$$\int_{E_m + a e_2} g(x, y) dxdy < \int_{E_m} g(x, y) dxdy,$$
which yields
\[ \mathcal{E}(E_m + a\epsilon_2) < \mathcal{E}(E_m), \]
a contradiction. Observe that one may also concatenate another function at
\[ y = 0: \text{let } \epsilon > 0 \& \text{ define } \]
\[ g^\epsilon(x, y) = \begin{cases} 
  x^2(1 - y) + \frac{\epsilon}{2}y^2 & \text{if } -\sqrt{\frac{\epsilon}{2}} \leq x \leq \sqrt{\frac{\epsilon}{2}}, y \leq 0 \\
  \frac{x^2}{1 + y} & \text{if } -\sqrt{\frac{\epsilon}{2}} \leq x \leq \sqrt{\frac{\epsilon}{2}}, y > 0
\end{cases} \]
\& extend \( g^\epsilon \) by a convex envelope, see Figure 2.

\[ \square \]

**Remark 2.1.** Note that to apply sharp theorems on the extension of \( g^\epsilon \), the
corners of the domain can be smoothed and the extension then inherits up to
\( C^{1,1}_{loc} \) regularity [DPF15] (an application to PDEs is given in [BFM19]).

2.2. **A stability theorem.** The counterexample shows that in a general context,
more assumptions are necessary to ensure existence. A well-known assumption is coercivity. Nevertheless, coercivity excludes the gravitational potential. In order to obtain convexity without relying on constrained settings for existence, \( g \) admits minimizers is defined to mean any assumption generating a minimizer: one may e.g. obtain existence with \( \mathcal{F} = \mathcal{H}^{n-1} \) and the gravitational potential utilizing Steiner symmetrization [CCF05, BCF13] to avoid a sequence of sets escaping to infinity to prevent a compactness argument. Other situations specific to the potential or surface tension likewise may generate existence although not included under coercivity.
Theorem 2.2. Suppose $g \in L^\infty_{loc}(\{g < \infty\})$ admits minimizers $E_m \subset B_R$ if $m$ is small. For all $\epsilon > 0$ there exists $c_\epsilon > 0$, $a = a(\cdot, \epsilon)$, $m_0 > 0$ such that
\[
\inf_{y > 0} \frac{a(y, \epsilon)}{y^{n-1}} \geq c_\epsilon,
\]
and for all $E \subset B_R$, $|E| = |E_m| = m < m_0$, if
\[
|\mathcal{E}(E_m) - \mathcal{E}(E)| < a(m, \epsilon),
\]
there exists $x_0$ such that
\[
\frac{|(E + x_0) \Delta E_m|}{|E_m|} < \epsilon.
\]

Proof. Assume the theorem is false. Then there exists $\epsilon > 0$ such that for all $c > 0$, $a(\cdot, \epsilon)$ such that
\[
\inf_{y > 0} \frac{a(y, \epsilon)}{y^{n-1}} \geq c;
\]
for all $m_0 \in (0, \infty)$ there exist $m < m_0$ and minimizers $E_m \subset B_R$ & sets $E'_m \subset B_R$ with
\[
|E_m| = |E'_m| = m
\]
such that
\[
|\mathcal{E}(E_m) - \mathcal{E}(E'_m)| < a(m, \epsilon)
\]
and
\[
\inf_{x_0 \in \mathbb{R}^n} \frac{|(E'_m + x_0) \Delta E_m|}{|E_m|} \geq \epsilon > 0.
\]
Let $w_k \to 0^+$, $q$ a modulus of continuity ($q(0^+) = 0$), and define $c_k = w_k q(\epsilon)$, $a_k(y, \epsilon) = c_k y^{n-1}$; now,
\[
\inf_{y > 0} \frac{a_k(y, \epsilon)}{y^{n-1}} = c_k
\]
and selecting $m_0 = \frac{1}{k}$ for $k \in \mathbb{N}$, there exist minimizers $E_{m_k} \subset B_R$ and sets $E'_{m_k} \subset B_R$, $|E_{m_k}| = |E'_{m_k}| = m_k < \frac{1}{k}$ such that
\[
|\mathcal{E}(E_{m_k}) - \mathcal{E}(E'_{m_k})| < a_k(m_k, \epsilon),
\]
and
\[
\inf_{x_0 \in \mathbb{R}^n} \frac{|(E'_{m_k} + x_0) \Delta E_{m_k}|}{|E_{m_k}|} \geq \epsilon > 0.
\]
Set $a_k = a_k(m_k, \epsilon)$, $\gamma_k = (\frac{|K|}{m_k})^{\frac{1}{n-1}}$,
\[
|\gamma_k E_{m_k}| = |K|;
\]
since $m_k \to 0$, 

\[ \delta(\gamma_k E_{m_k}) := \frac{\mathcal{F}(\gamma_k E_{m_k})}{n|K|^\frac{1}{n} |\gamma_k E_{m_k}|^{\frac{n-1}{n}}} - 1 \to 0 \]

(via e.g. Corollary 2 in Figalli and Maggi [FM11, p. 176]). By the triangle inequality,

\[
\begin{align*}
|\mathcal{F}(E'_{m_k}) - \mathcal{F}(E_{m_k})| & = |[\mathcal{E}(E'_{m_k}) - \mathcal{E}(E_{m_k})] + [\int_{E_{m_k}} g(x)dx - \int_{E'_{m_k}} g(x)dx]| \\
& \leq |\mathcal{E}(E'_{m_k}) - \mathcal{E}(E_{m_k})| + \int g(x)|\chi_{E'_{m_k}} - \chi_{E_{m_k}}|dx \\
& < a_k + \int_{E'_{m_k}} \Delta E_{m_k} g(x)dx.
\end{align*}
\]

Multiplying both sides by \( \gamma_k^{n-1} \),

\[
|\mathcal{F}(\gamma_k E'_{m_k}) - \mathcal{F}(\gamma_k E_{m_k})| < \gamma_k^{n-1} a_k + 2\gamma_k^{n-1} m_k (\sup_{B_R \cap \{|g|<\infty\}} g) \\
= |K|^{\frac{n}{n-1}} a_k + 2|K|^{\frac{n}{n-1}} (\sup_{B_R \cap \{|g|<\infty\}} m_k^{1-\frac{n-1}{n}})
\]

and since \( a_k = a_k(m_k, \epsilon) = c_k m_k^{\frac{n-1}{n}} = w_k q(\epsilon) m_k^{\frac{n-1}{n}} \),

\[
\frac{a_k}{m_k^{\frac{n-1}{n}}} = w_k q(\epsilon) \to 0
\]

\[ |\mathcal{F}(\gamma_k E'_{m_k}) - \mathcal{F}(\gamma_k E_{m_k})| \to 0 \]

\[ \delta(\gamma_k E'_{m_k}) \leq |\delta(\gamma_k E'_{m_k}) - \delta(\gamma_k E_{m_k})| + \delta(\gamma_k E_{m_k}) \\
= \frac{1}{n|K||F(\gamma_k E'_{m_k}) - \mathcal{F}(\gamma_k E_{m_k})| + \delta(\gamma_k E_{m_k})} \to 0.
\]

Hence, there exist \( x_k, x'_k \in \mathbb{R}^n \) such that

\[
\frac{|(\gamma_k E_{m_k} + x_k) \Delta K|}{|\gamma_k E_{m_k}|} \to 0,
\]
\[ \frac{|(\gamma_k E'_{m_k} + x'_k)\Delta K|}{|\gamma_k E'_{m_k}|} \to 0 \]

via a compactness argument \[ \square \] if this is not true, then up to a subsequence

\[ \inf_x \frac{|(\gamma_k E_{m_k} + x)\Delta K|}{|\gamma_k E_{m_k}|} \geq a > 0; \]

let \( E_k := \gamma_k E_{m_k} \) & observe

\[ \sup_k F(E_k) < \infty, \]

hence up to a subsequence, \( E_k \to E \) in \( \mathcal{L}^1_{loc}; |E| = |E_k| = |K|, \)

\[ \mathcal{F}(E) \leq \liminf_k \mathcal{F}(E_k) = \mathcal{F}(K) \leq \mathcal{F}(E) \]

via the anisotropic isoperimetric inequality. Therefore, there exists \( x \in \mathbb{R}^n \) such that

\[ 0 < a \leq \frac{|(\gamma_k E_{m_k} + x)\Delta K|}{|\gamma_k E_{m_k}|} \to \frac{|(E + x)\Delta K|}{|K|} = 0, \]

a contradiction. Similarly, a symmetric argument implies

\[ \frac{|(\gamma_k E'_{m_k} + x'_k)\Delta K|}{|\gamma_k E'_{m_k}|} \to 0 \]

and this yields \( k \in \mathbb{N} \) (via the triangle inequality in \( \mathcal{L}^1 \) applied to characteristic functions) such that

\[ \frac{|(E'_{m_k} + \frac{(x'_k - x_k)}{\gamma_k})\Delta E_{m_k}|}{|E_{m_k}|} < \epsilon, \]

a contradiction to

\[ \inf_{x_0 \in \mathbb{R}^n} \frac{|(E'_{m_k} + x_0)\Delta E_{m_k}|}{|E_{m_k}|} \geq \epsilon > 0. \]

\[ \square \]

**Remark 2.3.** The result may also be extended to \( g \in \mathcal{L}^1_{loc}(\{g < \infty\}) \) subject to some assumptions. In the extension, Lebesgue’s differentiation theorem is utilized.

**Corollary 2.4.** Suppose \( g \in \mathcal{L}^\infty_{loc} \) is coercive. For all \( \epsilon > 0 \) there exists \( c_\epsilon > 0, \)

\[ a = a(\cdot, \epsilon), m_0 > 0 \] such that

\[ \inf_{y > 0} \frac{a(y, \epsilon)}{y^{\frac{n-1}{n}}} \geq c_\epsilon, \]

\[ ^1 \text{or, the stability of the anisotropic isoperimetric inequality} \]
& for a minimizer $E_m \subset B_R$, $E \subset B_R$, $|E| = |E_m| = m < m_0$, if

$$|\mathcal{E}(E_m) - \mathcal{E}(E)| < a(m, \epsilon),$$

there exists $x_0$ such that

$$\frac{|(E + x_0) \Delta E_m|}{|E_m|} < \epsilon.$$

Therefore, if $m < m_0$, $E_m$ is (mod translations and sets of measure zero) unique.

**Remark 2.5.** Suppose $g \in L^\infty_{\text{loc}} \& n = 2$, then there exists $m_0 > 0$ such that for $m < m_0$, $E_m$ is unique and convex (via combining Corollary 2.4 with Theorem 1 in Figalli and Maggi).

**Remark 2.6.** Assuming $g$ is coercive, convex (strictly for $n > 2$), and additional regularity, De Philippis and Goldman [DPG] proved minimizers are connected and therefore if $n = 2$, convex & unique via McCann [McC98]. In the theorem, I obtain uniqueness for $m$ small without regularity, a convexity assumption, and displacement interpolation introduced in [McC94, McC97, McC98]; and for $n \geq 2$. This also implies a new proof of convexity when $n = 2$ in the convex case: De Philippis and Goldman in particular prove that there exist convex minimizers for $m \in \mathbb{R}^+$ [DPG, Corollary 1.2., Remark 1.3.] and if $m < m_0$, Theorem 2.2 implies, up to translations and sets of measure zero, that no others exist.

The small mass convexity for $n = 2$ has already been proven in Figalli and Maggi’s Theorem 1. The result in the corollary improves the convexity with the uniqueness. To the best of my knowledge, this is the first uniqueness and convexity result for small mass with merely $g \in L^\infty_{\text{loc}}(\mathbb{R}^2)$ and general convex surface tension. If $f$ is crystalline, Figalli and Zhang obtained the geometry of minimizers in higher dimension: for sufficiently small mass minimizers are polyhedra [FZ22]. Assuming a stability condition, Corollary 3.3 implies convexity for small mass with $g \in L^\infty_{\text{loc}}(\mathbb{R}^n)$.

Also, new results on the gravitational potential are obtained via the theorem.

**Corollary 2.7.** Suppose $0 \leq \phi \in L^\infty_{\text{loc}}([0, \infty))$ and

(i)

$$g(x) = \begin{cases} \phi(x_n) & \text{if } x_n \geq 0 \\ \infty & \text{if } x_n < 0 \end{cases},$$

(ii) $\mathcal{F}$ satisfies assumptions for the existence of minimizers $E_m \subset B_{R(m)}$ with $R \in L^\infty_{\text{loc}}(\mathbb{R}^+)$,
then if $m > 0$ is small, $E_m$ is unique. Moreover, for all $\epsilon > 0$ there exists $c_\epsilon > 0$, $a = a(\cdot, \epsilon)$, $m_0 > 0$ such that

$$\inf_{y > 0} \frac{a(y, \epsilon)}{y^{n-1}} \geq c_\epsilon,$$

& for $E \subset B_R$, $|E| = |E_m| = m < m_0$, if

$$|\mathcal{E}(E_m) - \mathcal{E}(E)| < a(m, \epsilon),$$

there exists $x_0$ such that

$$\frac{|(E + x_0) \Delta E_m|}{|E_m|} < \epsilon.$$

**Corollary 2.8.** Suppose $\alpha > 0$,

(i) $g(x) = \begin{cases} \alpha x_n & \text{if } x_n \geq 0 \\ \infty & \text{if } x_n < 0 \end{cases}$

(ii) $f$ is admissible $[\text{Bae15}],$

then if $m > 0$ is small, $E_m$ is unique. Moreover, for all $\epsilon > 0$ there exists $c_\epsilon > 0$, $a = a(\cdot, \epsilon)$, $m_0 > 0$ such that

$$\inf_{y > 0} \frac{a(y, \epsilon)}{y^{n-1}} \geq c_\epsilon,$$

& for $E \subset B_R$, $|E| = |E_m| = m < m_0$, if

$$|\mathcal{E}(E_m) - \mathcal{E}(E)| < a(m, \epsilon),$$

there exists $x_0$ such that

$$\frac{|(E + x_0) \Delta E_m|}{|E_m|} < \epsilon.$$

**Remark 2.9.** Assuming that $f$ is smooth, Baer proved uniqueness $[\text{Bae15}, \text{Theorem 3.12}].$ Corollary 2.8 together with $[\text{Bae15}, \text{Theorem 3.10}.$] yields a unique convex minimizer when $m$ is small under the assumptions in Corollary 2.8 (in particular, without additional regularity).

2.3. **Geometry of** $E_m$. Next, the initially stated problem is revisited to address results for $m \in (0, \infty)$.

**Problem:** If the potential $g$ is convex (or, more generally, if the sub-level sets $\{g < t\}$ are convex), are minimizers convex or, at least, connected?
Theorem 2.10. If \( n = 2 \), the sub-level sets \( \{ g < t \} \) are convex, \( g \) is locally Lipschitz, and \( g \) admits minimizers \( E_m \subset B_{R(m)} \), then

\[
E_m = \bigcup_{i=1}^N A_i,
\]

where \( A_i \) are convex and have disjoint closures, \( N < \infty \).

Proof. The first variation formula for \( \mathcal{F} \) implies that the anisotropic mean curvature of \( \partial E_m \) is non-negative and in two dimensions this is sufficient for the convexity of every connected component of \( E_m \) (via e.g. Proposition 1 in Figalli and Maggi [FM11]).

Therefore,

\[
E_m = \bigcup_{i=1}^\infty A_i,
\]

where \( A_i \) are disjoint, convex. Theorem 4.4 in Giusti [Giu84] yields – up to sets of measure zero –

\[
\partial E_m = \partial^* E_m,
\]

& density estimates imply

\[
\mathcal{H}^1(\partial E_m \setminus \partial^* E_m) = 0;
\]

hence,

\[
\mathcal{H}^1(\partial E_m \setminus \partial \text{int} E_m) = 0.
\]

This implies that \( \text{int} E_m \) is also a minimizer. If \( A_j \) and \( A_l \) (\( j \neq l \)) have non-disjoint closures, let \( x \in \partial^* E_m \cap \overline{A_j} \cap \overline{A_l} \) and note that thanks to the regularity \( x \) has density 1, but since \( x \notin \text{int} E_m \), the density estimate (e.g. Proposition A.6 in [McC98] applied with \( \text{int} E_m \)) implies

\[
|B_r(x) \setminus \text{int} E_m| \geq ar^2 > 0
\]

when \( r > 0 \) is small, a contradiction. Suppose \( x \in (\partial E_m \setminus \partial^* E_m) \cap \overline{A_j} \cap \overline{A_l} \); thanks to \( \mathcal{H}^1(\partial E_m \setminus \partial^* E_m) = 0 \) (& convexity of \( A_i \)) \( \partial A_j \cap \partial A_l = \{x\} \). Let \( E = E_m \cup \text{conv}(A_j \cup A_l) \): firstly observe that \( |E| > m \), and since the closure of \( A_j \cup A_l \) is connected,

\[
\mathcal{F}(\text{conv}(A_j \cup A_l)) \leq \mathcal{F}(A_j \cup A_l)
\]

(via e.g. Corollary 2.8 in [McC98]); in addition, the surface energy satisfies the inclusion-exclusion estimate

\[
\mathcal{F}(A \cup B) + \mathcal{F}(A \cap B) \leq \mathcal{F}(A) + \mathcal{F}(B)
\]
(e.g. via (32) in [McC98]); this implies
\[ F(E) = F((E \setminus (A_j \cup A_l)) \cup \text{conv}(A_j \cup A_l)) \]
\[ \leq F(E \setminus (A_j \cup A_l)) + F(\text{conv}(A_j \cup A_l)) \]
\[ \leq F(E \setminus (A_j \cup A_l)) + F(A_j \cup A_l) = F(E_m) \]

which implies
\[ F(E) \leq F(E_m). \]

If \([E]_m = \{g \leq \lambda\} \cap E\), where \(\lambda\) satisfies \(|[E]_m| = m\) if \(E\) is not in \(\{g = 0\}\),
\[ F([E]_m) \leq F(E), \]
\[ G([E]_m) \leq G(E_m) \]

with strict inequality unless (a) \(G(E_m) = 0\); (b) \(E_m = [E]_m\) (via e.g. Lemma 2.6 & Lemma 3.4 in [McC98]). This yields
\[ \mathcal{E}([E]_m) \leq \mathcal{E}(E_m) \leq \mathcal{E}([E]_m). \]

In particular, one of (a) or (b) must be true: if (a) is true \(E_m \subset \{g = 0\}\), \(\mathcal{E}(E_m) = F(E_m)\), therefore contracting with \(a < 1\), \(|aE| = m, E \subset \{g = 0\}\) via the convexity of \(\{g = 0\}\) (Figure 3), hence
\[ \mathcal{E}(aE) = a\mathcal{E}(E) < \mathcal{E}(E) \leq \mathcal{E}(E_m) \]

because (1) is true, which contradicts that \( E_m \) is a minimizer; suppose (b) is true,

\[ E_m = [E]_m = \{g \leq \lambda \} \cap E = \{g \leq \lambda \} \cap (E_m \cup (\text{conv}(A_j \cup A_i))) \]

and this implies \( E_m \subset \{g \leq \lambda \} \); thus, since \( \{g \leq \lambda \} \) is convex, \( E \subset \{g \leq \lambda \} \)

which implies \( E = E_m \) contradicting \( |E| > m \).

Hence, \( \{A_i\} \) have disjoint closures. Now, there exists \( w(m) > 0 \) such that \( \inf_i |A_i| \geq w(m) > 0 \): if \( |A_i| \rightarrow 0 \), let \( E_1 = A_1 \), \( E_2 = A_i \),

\[ |hE_1| = |E_1| + |E_2| \]

\[ |E_2| = (h^2 - 1)|E_1| = \gamma r^2, \quad r = \sqrt{h^2 - 1}, \quad \gamma > 0. \]

Thus, \( \mathcal{F}(E_2) \geq c\sqrt{h^2 - 1} \), and if \( h > 1 \) is sufficiently near 1,

\[
\begin{align*}
\mathcal{F}(hE_1) + \int_{hE_1} g(x)dx & \\
\leq \mathcal{F}(E_1) + c_1(h - 1) + \int_{E_1} g(x)dx + c_2|hE_1 \setminus E_1| + \mathcal{F}(E_2) + \int_{E_2} g(x)dx & \\
- \mathcal{F}(E_2) - \int_{E_2} g(x)dx & \\
\leq \mathcal{F}(E_1) + \mathcal{F}(E_2) + \int_{E_1} g(x)dx + \int_{E_2} g(x)dx + \int_{E_2} g(x)dx + \hat{c}(h - 1) - c\sqrt{h^2 - 1} & \\
< \mathcal{F}(E_1) + \mathcal{F}(E_2) + \int_{E_1} g(x)dx + \int_{E_2} g(x)dx.
\end{align*}
\]

Hence, assuming there exists \( 0 < h - 1 \) sufficiently small with

\[(2) \quad hE_1 \cap (E_m \setminus E_1) = \emptyset, \]

the inequality yields

\[ \mathcal{E}(hE_1) < \mathcal{E}(E_1 \cup E_2) \]

and

\[ |hE_1 \cup (E_m \setminus (E_1 \cup E_2))| = m, \]
Figure 4. A pathological scenario

Supposing a pathological scenario in which \( (2) \) is not true: for any two sets in \( \{A_i\} \) the h-dilation of one of the sets, say \( A_e (=: E_1) \), contains sets \( A_k^h \in \{A_i\} \setminus \{A_e, E_2\} \) (\( E_2 \) is the second set), see Figure 4:

\[
hE_1 \cap (E_m \setminus E_1) \neq \emptyset
\]

for \( h \to 1^+ \),

\[
|hE_1 \cap (E_m \setminus E_1)| \to 0,
\]

therefore one may argue as in Proposition A.9 in \([\text{McC}98]\) to obtain a contradiction. \( \square \)

Remark 2.11. If \( g \in C^{1,\alpha} \) is convex coercive, \( f \in C^{3,\alpha} (\mathbb{R}^2 \setminus \{0\}) \) is uniformly elliptic, connectedness of equilibrium shapes was obtained by De Philippis and Goldman for \( m \in (0, \infty) \) \([\text{DPG}]\). Therefore, their theorem combined with my theorem yields convexity in \( \mathbb{R}^2 \) subject to the regularity assumptions and without McCann’s theorem. Another proof of convexity when \( f \) is euclidian is via Theorem 1 in Ferriero and Fusco \([\text{FF}09]\) & Proposition 1 in Figalli and Maggi \([\text{FM}11]\):

\[
\mathcal{H}^1(\partial \text{co}(E_m)) \leq \mathcal{H}^1(\partial E_m) \leq \mathcal{H}^1(\partial \text{co}(E_m))
\]
yields \( \text{co}(E_m) = E_m \). If \( f \) is elliptic, the same argument above and Corollary 2.8 in McCann [McC98] (see the proof) replacing Theorem 1 in Ferriero and Fusco [FF09] implies convexity.

**Corollary 2.12.** If \( A \subset \mathbb{R}^2 \) is bounded, convex and

\[
\mathcal{F}(E_m) = \inf \{ \mathcal{F}(E) : E \subset A, |E| = m \},
\]

\(|K_a| < m \leq |A|, |K_a| \) is the measure of the largest Wulff shape in \( A \), then \( E_m \) is convex.

**Proof.** Let

\[
g(x) = \begin{cases} 
0 & \text{if } x \in \bar{A} \\
\infty & \text{if } x \notin \bar{A}.
\end{cases}
\]

If \( m \leq |A| \), note that a compactness argument implies the existence of minimizers \( E_m \). An analog of the proof of Theorem 2.10 implies \( E_m = \bigcup_{i=1}^{N} A_i \subset \{ g = 0 \}, A_i \) convex, disjoint. In particular, the argument to exclude (a) in the proof of the theorem implies \( N = 1 \). \( \square \)

**Remark 2.13.** The problem in the case of the isotropic perimeter was the main objective in [SZ97] & has appeared in the articles: [ACC05, Theorem 11], [CCMN08, (1.8)], and [AC09, Remark 2.6].

**Corollary 2.14.** Assume \( n = 2 \), the sub-level sets \( \{ g < t \} \) are convex, \( g \) is locally Lipschitz, and \( g \) is coercive, then

\[
E_m = \bigcup_{i=1}^{N} A_i,
\]

where \( A_i \) are convex and have disjoint closures, \( N < \infty \).

**Remark 2.15.** In the case when \( g \) is convex and coercive, McCann proved the result in the corollary [McC98].

**Theorem 2.16.** If \( n = 2 \), the sub-level sets \( \{ g < t \} \) are convex, \( g \) is locally Lipschitz, and \( g \) admits minimizers \( E_m \subset B_{R(m)} \), then \( \{ m : E_m \text{ is convex} \} \) is open.

**Proof.** Assume \( m > 0 \) and \( E_m \) is convex; if \( m_k > m, E_{m_k} \) are not convex, and \( m_k \to m \), let \( R > 0 \) satisfy \( E_{m_k} \subset B_R \),

\[
E_{m_k} = \bigcup_{i=1}^{N} A_{k,i},
\]

\( A_{k,i} \) convex and have disjoint closures (Theorem 2.10); \( A_i = \lim \inf_k A_{k,i} \) (in \( L^1(B_R) \)).

There exists \( w(m) > 0 \) such that \( |A_{k,i}| \geq w(m) > 0 \): if \( |A_{k,i}| \to 0 \), let \( \inf_k |A_{k,i}| \geq w(N,m) > 0 \) (\( N \) is bounded; therefore such a constant exists); then, set \( E_1 = A_{k,f}, E_2 = A_{k,i} \).
\[ |hE_1| = |E_1| + |E_2| \]

\[ |E_2| = (h^2 - 1)|E_1| = \gamma r^2, \quad r = \sqrt{h^2 - 1}, \quad \gamma > 0. \] Thus, \( \mathcal{F}(E_2) \geq c\sqrt{h^2 - 1} \), and if \( h > 1 \) is sufficiently near 1,

\[
\mathcal{F}(hE_1) + \int_{hE_1} g(x)dx \\
\leq \mathcal{F}(E_1) + c_1(h - 1) + \int_{E_1} g(x)dx + c_2|hE_1 \setminus E_1| + \mathcal{F}(E_2) + \int_{E_2} g(x)dx \\
- \mathcal{F}(E_2) - \int_{E_2} g(x)dx
\]

\[
\leq \mathcal{F}(E_1) + \mathcal{F}(E_2) + \int_{E_1} g(x)dx + \int_{E_2} g(x)dx + \mathcal{F}(hE_1)
\]

\[
< \mathcal{F}(E_1) + \mathcal{F}(E_2) + \int_{E_1} g(x)dx + \int_{E_2} g(x)dx.
\]

Hence,

\[
\sum_i |A_{k,i}| = m_k
\]

\[
\sum_i \mathcal{F}(A_{k,i}) = \mathcal{F}(E_{m_k}),
\]

and \( A = \cup_i A_i \) has \( |A| = m \); therefore if \( s_k > 0 \), \( |s_k E_m| = |E_{m_k}| \), \( s_k \to 1 \),

\[
\mathcal{E}(E_m) \leq \mathcal{E}(A) \leq \liminf_k \mathcal{E}(E_{m_k}) \leq \liminf_k \mathcal{E}(s_k E_m) = \mathcal{E}(E_m)
\]

\[
\int_{A_{k,i}} g(x)dx \to \int_{A_i} g(x)dx;
\]

this implies that \( A \) is a minimizer with mass \( m \) &

\[
|\mathcal{F}(A) - \sum_i \mathcal{F}(A_i)| \leq |\mathcal{E}(A) - \mathcal{E}(E_{m_k})| + |\mathcal{G}(E_{m_k}) - \mathcal{G}(A)|
\]

\[
+ |\mathcal{F}(E_{m_k}) - \sum_i \mathcal{F}(A_i)|
\]

\[
\to 0,
\]

which contradicts that minimizers with mass \( m \) are convex (since \( |A_i| \geq w(m) > 0 \), \( A = \cup_i A_i \)). Hence there exists \( e_a > 0 \) such that for all \( \bar{m} \in (m, m + e_a) \), \( E_m \) is convex. A symmetric argument yields \( e_a > 0 \) such that for all \( \bar{m} \in (m - e_a, m) \), \( E_m \) is convex.
Corollary 2.17. If $n = 2$, the sub-level sets $\{ g < t \}$ are convex, $g$ is locally Lipschitz, and $g$ is coercive, then $\{ m : E_m \text{ is convex} \}$ is open.

An important application of Corollary 2.17 is the enlarging of the small mass convexity in Figalli and Maggi [FM11]:

“Theorems 1 and 2 deal with the connectedness and convexity properties of liquid drops and crystals in the small mass regime. Outside this special regime, one expects convexity of minimizers, provided $g$ is convex”...“this was proved in [8,12] when the mass is large enough. The natural problem of how to fill the gap in between these two results is open. It seems very likely that new ideas are needed to deal with this case” p. 149.

In the following, the interval in Theorem 1 in Figalli and Maggi [FM11] is extended with merely the assumption of convex sub-level sets and a local Lipschitz regularity assumption (if $g$ is convex, both of these are true). Also, a stability result is proved via uniqueness.

Corollary 2.18. If $n = 2$ and $m_c$ is the critical mass in Figalli and Maggi’s Theorem 1 (for all $m \in (0, m_c)$, $E_m$ is convex, [FM11]), then if $g$ is locally Lipschitz and the sub-level sets $\{ g < t \}$ are convex there exists $\epsilon > 0$ such that for $m \in (m_c, m_c + \epsilon)$, $E_m$ is convex.

Corollary 2.19. If $n = 2$, $m_c$ is the critical mass in Figalli and Maggi’s Theorem 1 (for all $m \in (0, m_c)$, $E_m$ is convex, [FM11]), and if $g$ is convex there exists $\epsilon > 0$ such that for $m \in (0, m_c + \epsilon)$, $E_m$ is unique & convex and for $\epsilon > 0$ there exists $w_m(\epsilon) > 0$ such that if $|E| = |E_m|$, $E \subset B_R$, and

$$|\mathcal{E}(E) - \mathcal{E}(E_m)| < w_m(\epsilon),$$

then there exists $x \in \mathbb{R}^2$ such that

$$\left| \frac{(E_m + x) \Delta E}{|E_m|} \right| < \epsilon.$$

If the mass is small, the convexity of the sub-level is not necessary to obtain the uniqueness and convexity of minimizers. Therefore, if $g$ is merely in $L^\infty_{\text{loc}}$, by enlarging $m$ one expects non-convex minimizers or at least two convex minimizers. The critical mass when this occurs is identified via Theorem 2.22 & in higher dimension with additional regularity in Theorem 2.20. If the sub-levels of $g$ are convex & a uniqueness assumption in the class of convex sets holds, the critical mass is completely identified in $\mathbb{R}^2$ via Theorem 2.24.

Theorem 2.20. If $g \in C^1$, $f \in C^2_c(\mathbb{R}^n \setminus \{0\})$, $\alpha \in (0,1)$ is $\lambda$-elliptic and $g$ admits minimizers $E_m \subset B_{R(m)}$ with $R \in L^\infty_{\text{loc}}(\mathbb{R}^+)$, either:

(i) $E_m$ is convex & unique for all $m \in (0, \infty)$;
(ii) there exists $\mathcal{M} > 0$ such that for all $m \in (0, \mathcal{M})$, $E_m$ is unique, convex and there exist $\epsilon_0, \gamma > 0$ such that for all $\epsilon \leq \epsilon_0$,

$$\liminf_{m \to \mathcal{M}^-} \frac{\gamma (M^{\frac{n-1}{n}} - m^{\frac{n-1}{n}})}{w_m(\epsilon)} \geq 1,$$

where $w_m(\epsilon) > 0$ satisfies Proposition 3.1.

(iii) there exists $\mathcal{M} > 0$ such that for all $m \in (0, \mathcal{M})$, $E_m$ is unique, convex and for $m > \mathcal{M}$ there exists $a < m$ such that either convexity or uniqueness fails for mass $a$.

Proof. Define

$$\mathcal{A} = \{ m : E_m \text{ is unique } \& \text{ convex} \}$$

$$\mathcal{M} = \sup \mathcal{A}.$$

Theorem 2.2 and Theorem 2 in Figalli and Maggi [FM11] imply $(0, m_a) \subset \mathcal{A}$, hence $\mathcal{M} > 0$. If $\mathcal{M} < \infty$, for $m \in (0, \mathcal{M})$, $E_m$ is unique & convex. Therefore either: (a) there exists a non-convex minimizer having mass $\mathcal{M}$; (b) there exist two convex minimizers having mass $\mathcal{M}$; or (c) for all $m \in (0, \mathcal{M})$, $E_m$ is unique, convex and for $m > \mathcal{M}$ there exists $a < m$ such that either convexity or uniqueness fails for minimizers with mass $a$. If $m_k < \mathcal{M}$, $m_k \to \mathcal{M}$, along a subsequence, $E_{m_k} \to T_\mathcal{M}$, with $|T_\mathcal{M}| = \mathcal{M}$, $T_\mathcal{M}$ a convex minimizer. Set

$$\epsilon = \frac{1}{5} \inf_x \frac{|(E_\mathcal{M} + x) \Delta T_\mathcal{M}|}{|E_\mathcal{M}|} > 0,$$

where if (a) $E_\mathcal{M}$ is the non-convex minimizer and if (b) $E_\mathcal{M}$ is a convex minimizer not (mod sets of measure zero and translations) equal to $T_\mathcal{M}$. If $m \in (0, \mathcal{M})$, the uniqueness of convex minimizers implies that there exists $w_m(\epsilon) > 0$ such that for all $\epsilon > 0$, if $|E| = |E_m|$, $E \subset B_R$, and

$$|\mathcal{E}(E) - \mathcal{E}(E_m)| < w_m(\epsilon),$$

then there exists $x \in \mathbb{R}^n$ such that

$$\frac{|(E_m + x) \Delta E|}{|E_m|} < \epsilon$$

via Proposition 3.1. Let $\{m_k\}$ be the sequence such that

$$\liminf_{m \to \mathcal{M}^-} \frac{M^{\frac{n-1}{n}} - m^{\frac{n-1}{n}}}{w_m(\epsilon)} = \lim_{k \to \infty} \frac{M^{\frac{n-1}{n}} - m_k^{\frac{n-1}{n}}}{w_{m_k}(\epsilon)},$$

and define $\gamma_k$ via $|\gamma_k E_\mathcal{M}| = |E_{m_k}|$ (i.e. $\gamma_k = (m_k^\frac{1}{\mathcal{M}})^\frac{1}{n}$); note
\[ |\mathcal{E}(\gamma_k E_M) - \mathcal{E}(E_{m_k})| \leq |\mathcal{E}(\gamma_k E_M) - \mathcal{E}(E_M)| + |\mathcal{E}(T_M) - \mathcal{E}(E_{m_k})| \]
\[ \leq \mathcal{F}(E_M)(1 - \gamma_k^{n-1}) + (\sup_{B_R} g)|E_M \Delta (\gamma_k E_M)| \]
\[ + |\mathcal{E}(T_M) - \mathcal{E}(E_{m_k})| \]

\[ \mathcal{E}(T_M) \leq \mathcal{E}(\frac{1}{\gamma_k} E_{m_k}) \]
\[ = \frac{1}{\gamma_k^{n-1}} \mathcal{F}(E_{m_k}) + \int_{\frac{1}{\gamma_k} E_{m_k}}^1 g(x)dx \]
\[ \leq (\frac{1}{\gamma_k^{n-1}} - 1) \mathcal{F}(E_{m_k}) + (\sup_{B_R} g)\frac{1}{\gamma_k} E_{m_k} \Delta E_{m_k} + \mathcal{E}(E_{m_k}) \]

and similarly thanks to \( |\frac{1}{\gamma_k} E_{m_k} \Delta E_{m_k}| \leq a(\frac{1}{\gamma_k} - 1) \) (e.g via [FM11, Lemma 4])

\[ |\mathcal{E}(T_M) - \mathcal{E}(E_{m_k})| \leq \mathcal{E}(\gamma(M) E_{m_k}) \leq \mathcal{E}(E_{m_k}) = \gamma(M) \]

where \( \gamma = \gamma(M) \).

In particular,

\[ |\mathcal{E}(\gamma_k E_M) - \mathcal{E}(E_{m_k})| \leq \gamma(M) \frac{n-1}{n} - m_k^{n-1} \]

\[ m_k \approx M. \]

Suppose

\[ \liminf_{m \to M^-} \frac{M^{\frac{n-1}{n}} - m^{\frac{n-1}{n}}}{w_m(\epsilon)} < \frac{1}{\gamma}, \]

then for \( k \) large

\[ |\mathcal{E}(\gamma_k E_M) - \mathcal{E}(E_{m_k})| \leq \frac{\gamma(M) \frac{n-1}{n} - m_k^{\frac{n-1}{n}}}{w_m(\epsilon)} w_m(\epsilon) < w_m(\epsilon) \]

and this implies the existence of \( x_k \) such that

\[ \frac{|(E_{m_k} + x_k) \Delta (\gamma_k E_M)|}{|E_{m_k}|} < \epsilon; \]
however, if $k$ is large, $\gamma_k \approx 1$, which implies

$$\frac{|(E_{m_k} + x_k)\Delta(\gamma_k E_M)|}{|E_{m_k}|} \approx \frac{|(T_M + x_k)\Delta E_M|}{|E_M|} \geq \inf_x \frac{|(E_M + x)\Delta T_M|}{|E_M|} = 5\epsilon,$$

a contradiction. Therefore

$$\lim \inf_{m \rightarrow M^-} \frac{M^{\frac{n-1}{\alpha}} - m^{\frac{n-1}{\alpha}}}{w_m(\epsilon)} \geq \frac{1}{\gamma},$$

for

$$\epsilon \leq \epsilon_0 := \frac{1}{5} \inf_x \frac{|(E_M + x)\Delta T_M|}{|E_M|}.$$

\[\square\]

**Example:**
If $g = 0$, $a(m, \epsilon) = w_m(\epsilon) = c(n)\epsilon^2 m^{\frac{n-1}{n}}$ via Figalli-Maggi-Pratelli [FMP10]; this yields for all $M, \epsilon, \gamma > 0$,

$$\lim \inf_{m \rightarrow M^-} \frac{\gamma(M^{\frac{n-1}{\alpha}} - m^{\frac{n-1}{\alpha}})}{w_m(\epsilon)} = \lim \inf_{m \rightarrow M^-} \frac{\gamma(M^{\frac{n-1}{\alpha}} - m^{\frac{n-1}{\alpha}})}{c(n)\epsilon^2 m^{\frac{n-1}{n}}} = 0$$

which precludes (ii).

**Corollary 2.21.** If $g \in C^1$ is coercive, $f \in C^{2,\alpha}(\mathbb{R}^n \setminus \{0\})$, $\alpha \in (0,1)$ is $\lambda$-elliptic, either:

(i) $E_m$ is convex & unique for all $m \in (0, \infty)$;
(ii) there exists $M > 0$ such that for all $m \in (0, M)$, $E_m$ is unique, convex and there exist $\epsilon_0, \gamma > 0$ such that for all $\epsilon \leq \epsilon_0$,

$$\lim \inf_{m \rightarrow M^-} \frac{\gamma(M^{\frac{n-1}{\alpha}} - m^{\frac{n-1}{\alpha}})}{w_m(\epsilon)} \geq 1,$$

where $w_m(\epsilon) > 0$ satisfies Proposition 3.1;
(iii) there exists $M > 0$ such that for all $m \in (0, M)$, $E_m$ is unique, convex and for $m > M$ there exists $a < m$ such that either convexity or uniqueness fails for mass $a$.

**Theorem 2.22.** If $g \in L^\infty_{loc}$, $n = 2$, and $g$ admits minimizers $E_m \subset B_R(m)$ with $R \in L^\infty_{loc}(\mathbb{R}^+)$, either:

(i) $E_m$ is convex & unique for all $m \in (0, \infty)$;
(ii) there exists $M > 0$ such that for all $m \in (0, M)$, $E_m$ is unique, convex and there exist $\epsilon_0, \gamma > 0$ such that for all $\epsilon \leq \epsilon_0$,

$$\lim \inf_{m \rightarrow M^-} \frac{\gamma(M^{\frac{n-1}{\alpha}} - m^{\frac{n-1}{\alpha}})}{w_m(\epsilon)} \geq 1.$$
where \( w_m(\epsilon) > 0 \) satisfies Proposition 3.1.

(iii) there exists \( M > 0 \) such that for all \( m \in (0, M] \), \( E_m \) is unique, convex and for \( m > M \) there exists \( a < m \) such that either convexity or uniqueness fails for mass \( a \).

Proof. Define
\[
A = \{ m : E_m \text{ is unique & convex} \}
\]
\[
M = \sup A.
\]

Theorem 2.2 and Theorem 1 in Figalli and Maggi [FM11] imply \((0, m_a) \subset A\), hence \( M > 0 \). Thus one may argue – verbatim – as in the proof of Theorem 2.20. \( \Box \)

Corollary 2.23. If \( g \) is coercive, locally Lipschitz, \( n = 2 \), either:

(i) \( E_m \) is convex & unique for all \( m \in (0, \infty) \);
(ii) there exists \( M > 0 \) such that for all \( m \in (0, M) \), \( E_m \) is unique, convex and there exist \( \epsilon_0, \gamma > 0 \) such that for all \( \epsilon \leq \epsilon_0 \),
\[
\liminf_{m \to M^-} \frac{\gamma(M - m)}{w_m(\epsilon)} \geq 1,
\]
where \( w_m(\epsilon) > 0 \) satisfies Proposition 3.1.

(iii) there exists \( M > 0 \) such that for all \( m \in (0, M] \), \( E_m \) is unique, convex and for \( m > M \) there exists \( a < m \) such that either convexity or uniqueness fails for mass \( a \).

Theorem 2.24. If \( n = 2 \), the sub-level sets \( \{ g < t \} \) are convex, \( g \) is locally Lipschitz, and \( g \) admits minimizers \( E_m \subset B_{R(m)} \) with \( R \in L^\infty_{\text{loc}}(\mathbb{R}^+) \) which if convex are unique within the class of convex sets, either:

(i) \( E_m \) is convex for all \( m \in (0, \infty) \);
(ii) there exists \( M > 0 \) such that for all \( m \in (0, M) \), \( E_m \) is convex and there exist \( \epsilon_0, \gamma > 0 \) such that for all \( \epsilon \leq \epsilon_0 \),
\[
\liminf_{m \to M^-} \frac{\gamma(M - m)}{w_m(\epsilon)} \geq 1,
\]
where \( w_m(\epsilon) > 0 \) satisfies Proposition 3.1.

Proof. Define
\[
A = \{ m : E_m \text{ is convex} \}
\]
\[
M = \sup A.
\]

Corollary 2.18 implies \((0, m_a) \subset A\), hence \( M > 0 \). Assume \( E_M \) is convex, then Theorem 2.16 implies the existence of \( \epsilon > 0 \) such that \( E_m \) is convex for all \( m \in (M, M + \epsilon) \) contradicting \( M = \sup A \). Thus, for \( m < M \), \( E_m \) is convex and there exists a non-convex minimizer \( E_M \). If \( m_k < M \), \( m_k \to M \),
along a subsequence, $E_{m_k} \to T_M$, with $|T_M| = M$, $T_M$ a convex minimizer. Set
\[
\epsilon = \frac{1}{5} \inf_x \frac{|(E_M + x)\Delta T_M|}{|E_M|} > 0
\]
and observe that the argument in Theorem 2.20's proof yields (ii). \qed

**Remark 2.25.** Suppose $g$ is convex & coercive, then the assumptions in the theorem hold.

**Example:** If $g = 0$, $n = 2$, $a(m, \epsilon) = w_m(\epsilon) = c\epsilon^2 m^{\frac{1}{2}}$ via Figalli-Maggi-Pratelli [FMP10]; this yields for all $M, \epsilon, \gamma > 0$,
\[
\liminf_{m \to M} \frac{\gamma(M - m)}{w_m(\epsilon)} = \liminf_{m \to M} \frac{\gamma(M - m)}{c\epsilon^2 m^{\frac{1}{2}}} = 0
\]
which precludes (ii).

### 2.4. Proof of Theorem 1.2

**Proof.** If $E_m = \bigcup_{k=1}^N A_k$, $\{A_k\}$ convex, disjoint, non-empty, $N > 1$, there exists $\bar{K}$ such that
\[
|A_{\bar{K}} \cap \{g \neq 0\}| > 0,
\]
$0 \notin A_{\bar{K}}$: assume not, let $E = E_m \cup \text{conv}(A_j \cup A_l) \subset \{g = 0\}$ via the convexity of $\{g = 0\}$, see Figure 3; firstly observe that $|E| > m$, and since by a translation, the closure of $A_j \cup A_l$ is connected,
\[
\mathcal{F}(\text{conv}(A_j \cup A_l)) \leq \mathcal{F}(A_j \cup A_l)
\]
(via e.g. Corollary 2.8 in [McC98]); this implies
\[
\mathcal{F}(E) \leq \mathcal{F}(E_m \setminus (A_j \cup A_l)) + \mathcal{F}(\text{conv}(A_j \cup A_l)) \\
\leq \mathcal{F}(E_m \setminus (A_j \cup A_l)) + \mathcal{F}(A_j \cup A_l) = \mathcal{F}(E_m)
\]
which implies
\[
(3) \quad \mathcal{F}(E) \leq \mathcal{F}(E_m)
\]
therefore contracting with $a < 1$, $|aE| = m$, $E \subset \{g = 0\}$; hence
\[
\mathcal{E}(aE) = a\mathcal{E}(E) < \mathcal{E}(E) \leq \mathcal{E}(E_m)
\]
because (3) is true, which contradicts that $E_m$ is a minimizer; hence there exists $\bar{K}$ such that
\[
|A_{\bar{K}} \cap \{g \neq 0\}| > 0,
\]
$0 \notin A_{\bar{K}}$; (iv) implies
\[
\int_{A_{\bar{K}}} \nabla g(x) dx \neq 0.
\]
If \( \nu \in S^1 \) and \( t > 0 \) is small,
\[
\int_{A_{\hat{K}+t\nu}} g(x) dx \geq \int_{A_{\hat{K}}} g(x) dx
\]
since
\[
\int_{A_{\hat{K}+t\nu}} g(x) dx < \int_{A_{\hat{K}}} g(x) dx \Rightarrow \mathcal{E}(E_m) > \mathcal{E}((\cup_{k\neq \hat{K}} A_k) \cup A_{\hat{K}+t\nu}),
\]
where for sufficiently small \( t > 0 \), \( |(\cup_{k\neq \hat{K}} A_k) \cup A_{\hat{K}+t\nu}| = m \), and hence this contradicts \( E_m \) having the smallest energy;
\[
\Rightarrow \int_{A_{\hat{K}}} g(x + t\nu) - g(x) dx \geq 0
\]
for \( \nu \in S^1, t > 0 \) small. Fix \( \nu \in S^1 \), then for \( t > 0 \) small (i) yields
\[
\frac{|g(x + t\nu) - g(x)|}{t} \leq M
\]
and dominated convergence implies
\[
\int_{A_{\hat{K}}} \nabla g(x) \cdot \nu dx \geq 0;
\]
\[
\Rightarrow \nu \cdot \int_{A_{\hat{K}}} \nabla g(x) dx \geq 0
\]
for \( \nu \in S^1 \); since
\[
\int_{A_{\hat{K}}} \nabla g(x) dx \neq 0
\]
\[
\Rightarrow \left( -\frac{\int_{A_{\hat{K}}} \nabla g(x)}{|\int_{A_{\hat{K}}} \nabla g(x)|} \right) \cdot \int_{A_{\hat{K}}} \nabla g(x) dx \geq 0
\]
\[
\Rightarrow \int_{A_{\hat{K}}} \nabla g(x) dx = 0,
\]
and this contradicts (iv). \( \square \)

**Remark 2.26.** The result is the first general convexity theorem for \( m \in (0, |\{g < \infty\}|) \) with the convexity of sub-level sets \( \{g < t\} \) (instead of a convexity assumption on \( g \)) \& includes non-convex functions. Moreover, the condition:
if \( E \subset \{g < \infty\} \) is bounded convex, \( 0 \notin E, |E \cap \{g \neq 0\}| > 0 \), then
\[
\int_{E} \nabla g(x) dx \neq 0,
\]
encodes the gravitational potential
\[ g(x) = \begin{cases} \alpha x_n & \text{if } x_n \geq 0 \\ \infty & \text{if } x_n < 0 \end{cases} \]
because
\[ \int_E \nabla g(x) dx = (0, \alpha |E|) \neq 0, \]
therefore this generates a unified theory.

**Corollary 2.27.** If \( n = 2, \phi(0) = 0, \phi' > 0, \) and
(i) \[ g(x) = \begin{cases} \phi(x_n) & \text{if } x_n \geq 0 \\ \infty & \text{if } x_n < 0 \end{cases} \]
(ii) \( \mathcal{F} \) satisfies assumptions for the existence of minimizers \( E_m \subset B_R(m) \) with \( R \in L_{loc}^\infty(\mathbb{R}^+) \),
then \( E_m \) is convex for all \( m \in (0, \infty) \).

**Remark 2.28.** The simple case is when \( \mathcal{F} = \mathcal{H}^1 \): existence follows via Steiner symmetrization \cite{CCF05,BCF13} & compactness. Likewise, one may obtain existence for \( \mathcal{F} \) which have symmetric tensions with respect to \( \{x_1 = 0\} \), e.g. \( f \) is admissible \cite{Bae15}; see also \cite{VS06}. Classically, \( \phi(x_n) = \alpha x_n \) generates the gravitational potential. The above generalization is new.

**Corollary 2.29.** If \( n = 2 \) and
(i) \( g \) is locally Lipschitz in \( \{g < \infty\} \)
(ii) \( g \) is coercive
(iii) the sub-level sets \( \{g < t\} \) are convex
(iv) when \( E \subset \{g < \infty\} \) is bounded convex, \( 0 \notin E, |E \cap \{g \neq 0\}| > 0 \), then
\[ \int_E \nabla g(x) dx \neq 0, \]
then \( E_m \) is convex for all \( m \in (0, |\{g < \infty\}|) \).

**Corollary 2.30.** If \( n = 2 \) and
(i) \( g \) is locally Lipschitz
(ii) \( g \) is coercive
(iii) the sub-level sets \( \{g < t\} \) are convex
(iv) when \( E \) is bounded convex, \( 0 \notin E, |E \cap \{g \neq 0\}| > 0 \), then
\[ \int_E \nabla g(x) dx \neq 0, \]
then \( E_m \) is convex for all \( m \in (0, \infty) \).
Corollary 2.31. If $n = 2$ and

(i) $g = g(|x|)$ is locally Lipschitz

(ii) $g$ admits minimizers $E_m \subset B_{R(m)}$ with $R \in L^\infty_{loc}(\mathbb{R}^+)$

(iii) when $g > 0$, $g$ is (strictly) increasing

then $E_m$ is convex for all $m \in (0, \infty)$.

Proof. (i) yields $g(x) = h(|x|)$, $h : \mathbb{R}^+ \to \mathbb{R}^+$

$$\Rightarrow \nabla g(x) = h'(|x|) \frac{x}{|x|},$$

& if $0 \notin E$ is convex such that $|E \cap \{g \neq 0\}| > 0$

$$\Rightarrow \int_E \nabla g(x)dx = \int_E h'(|x|) \frac{x}{|x|} dx.$$

Hence, up to a rotation,

$E \subset$ a convex cone in $\{x_2 > 0\}$

thus

$$\int_E \nabla g(x)dx = 0 \Rightarrow \int_E h'(|x|) \frac{x_2}{|x|} dx = 0$$

and since $h' \geq 0$ a.e. $\Rightarrow h'(|x|) = 0$ for a.e. $x \in E$, see Figure 5; therefore there exists $r > 0$ such that $h'(|x|) = 0$ on $B_r(z) \subset E \cap \{g \neq 0\}$.
$\Rightarrow g$ is constant on some interval in $\{g > 0\}$, a contradiction to (iii). This yields 
$$\int_E \nabla g(x)dx \neq 0.$$ 

\[\square\]

**Corollary 2.32.** If $n=2$ and 
(i) $g = g(|x|)$ is locally Lipschitz 
(ii) $g$ is coercive 
(iii) when $g > 0$, $g$ is (strictly) increasing 
then $E_m$ is convex for all $m \in (0, \infty)$.

**Corollary 2.33** (The radial convex potential). If $n=2$ and $g = g(|x|)$ is coercive and convex, then $E_m$ is convex for all $m \in (0, \infty)$.

**Remark 2.34.** This corollary is new! Assuming in addition $f(v) = f(-v)$, the convexity was obtained by McCann: Corollary 1.4 in [McC98].

**Remark 2.35.** $g = g(|x|) \geq 0$ coercive and convex is equivalent to $g = g(|x|) \geq 0$ not identically zero and convex.
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### 3. Appendix

#### 3.1. Modulus of the free energy.

**Proposition 3.1.** If $m > 0$, $g \in L_{loc}^\infty$, and up to translations and sets of measure zero, $g$ admits unique minimizers $E_m$, then for $\epsilon > 0$ there exists $w_m(\epsilon) > 0$ such that if $|E| = |E_m|$, $E \subset B_R$, and 
$$\mathcal{A}(E, E_m) := |\mathcal{F}(E) - \mathcal{F}(E_m)| + \left| \int_E g(x)dx - \int_{E_m} g(x)dx \right| < w_m(\epsilon),$$
then there exists $x \in \mathbb{R}^n$ such that 
$$\frac{|(E_m + x)\Delta E|}{|E_m|} < \epsilon.$$ 

**Proof.** Assume not, then there exists $\epsilon > 0$ and for $w > 0$, there exist $E'_w$ and $E_m$, $|E'_w| = |E_m| = m$, 
$$\mathcal{A}(E'_w, E_m) < w.$$
\[
\inf_x \frac{|(E_m + x)\Delta E_{w_k}'|}{|E_m|} \geq \epsilon;
\]
in particular, set \( w = \frac{1}{k}, k \in \mathbb{N} \); observe that there exist \( E_{\frac{1}{k}}', |E_{\frac{1}{k}}'| = m, \)
\[
|\mathcal{E}(E_m) - \mathcal{E}(E_{\frac{1}{k}}')| \leq \mathcal{A}(E_{\frac{1}{k}}', E_m) < \frac{1}{k},
\]
\[
\inf_x \frac{|(E_m + x)\Delta E_{\frac{1}{k}}'|}{|E_m|} \geq \epsilon;
\]
thus
\[
\mathcal{F}(E_{\frac{1}{k}}') \leq \mathcal{E}(E_{\frac{1}{k}}') < \frac{1}{k} + \mathcal{E}(E_m),
\]
\( E_{\frac{1}{k}}' \subset B_R, \)
and the compactness for sets of finite perimeter implies –up to a subsequence–
\[
E_{\frac{1}{k}}' \to E' \quad \text{in } L^1(B_R),
\]
and therefore \( |E'| = m, \)
\[
\mathcal{E}(E') \leq \liminf_k \mathcal{E}(E_{\frac{1}{k}}') = \mathcal{E}(E_m),
\]
which implies \( E' \) is a minimizer contradicting
\[
\inf_x \frac{|(E_m + x)\Delta E|}{|E_m|} \geq \epsilon
\]
via the uniqueness of minimizers. \( \square \)

**Corollary 3.2.** If \( m > 0, g \in L^\infty_{loc} \), and up to translations and sets of measure zero, \( g \) admits unique minimizers \( E_m \), for \( \epsilon > 0 \) there exists \( w_m(\epsilon) > 0 \) such that if \( |E| = |E_m|, E \subset B_R, \) and
\[
|\mathcal{E}(E) - \mathcal{E}(E_m)| < w_m(\epsilon),
\]
then there exists \( x \in \mathbb{R}^n \) such that
\[
\frac{|(E_m + x)\Delta E|}{|E_m|} < \epsilon.
\]

**Proof.**
\[
|\mathcal{E}(E) - \mathcal{E}(E_m)| \leq \mathcal{A}(E, E_m).
\]
3.2. Convexity in higher dimension. One feature of Theorem 2.2 is the lower bound on the modulus. The result also addresses a conjecture stated in Figalli and Maggi [FM11].

Conjecture: convexity of minimizers in the small mass regime

In the small mass regime, minimizers are connected and uniformly close to a (properly rescaled and translated) Wulff shape, in terms of the smallness of the mass. The convexity of these minimizers remains conjectural, with the exception of the planar case $n = 2$ and of the $\lambda$-elliptic case (Figalli and Maggi [FM11], p. 147).

Assuming $g \in C^1$, $f \in C^{2,\alpha}(\mathbb{R}^n \setminus \{0\})$, $\alpha \in (0,1)$ is $\lambda$-elliptic, Figalli and Maggi [FM11] proved the existence of $m_0 = m_0(n,g,f) > 0$ such that if $m \leq m_0$, $E_m$ is convex [Theorem 2, FM11].

Assume $g \in L_{loc}^\infty$, $m_0(n,g,f)$ is called stable if there exist $g_a \to g$, $f_a \to f$ pointwise, with $g_a \in C^1$, $f_a \in C^{2,\alpha}(\mathbb{R}^n \setminus \{0\})$ $\lambda$-elliptic, $\alpha \in (0,1)$ such that:

$$\liminf_a m_0(n,g_a,f_a) > 0.$$  

Note that if $g \in C^1$, $f \in C^{2,\alpha}(\mathbb{R}^n \setminus \{0\})$ is $\lambda$-elliptic, $\alpha \in (0,1)$, then $m_0(n,g,f)$ is stable because there exist $f_a = f \to f$, $g_a = g \to g$ &

$$\liminf_a m_0(n,g_a,f_a) = m_0(n,g,f) > 0.$$  

**Corollary 3.3** (Corollary of Theorem 2.2). If $g \in L_{loc}^\infty$ and $m_0(n,g,f)$ is stable, then the conjecture is true.

**Proof.** Theorem 2 in Figalli and Maggi [FM11] implies that for smooth $g_a$, and elliptic $f_a$, if $m$ is sufficiently small, there exists a convex set $E_{m,a}$ which is a minimizer of the free energy with respect to $f_a$, $g_a$ with mass $m$. Assume $f$ is not elliptic but 1-homogeneous and convex. Then there exists $f_a$ elliptic such that $f_a(x) \to f(x)$ for all $x$; moreover, there exists $\{g_a\}$ smooth with $g_a \to g$. Thus supposing $m_0(n,g,f)$ is stable, along a subsequence,

$$E_{m,a_k} \to E,$$

where $E$ is a convex minimizer of the free energy with respect to $f$, $g$ and $|E| = m < \liminf_a m_0(n,g_a,f_a)$. The above theorem implies that for $m$ sufficiently small, $E$ is the unique minimizer (mod translations and sets of measure zero). □

**Remark 3.4.** Assuming $m_0$ is stable, the theorem in Figalli and Maggi implies the existence of convex minimizers for $m \leq m_0$, nevertheless it does not preclude the existence of other minimizers. Theorem 2.2 yields all minimizers are convex when $m$ is small.
Remark 3.5. If $f$ is crystalline, Figalli and Zhang recently proved the conjecture: for sufficiently small mass minimizers are polyhedra [FZ22].
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