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Abstract
This paper presents an a-posteriori goal-oriented error analysis for a numerical approximation of the steady Boltzmann equation based on a moment-system approximation in velocity dependence and a discontinuous Galerkin finite-element (DGFE) approximation in position dependence. We derive computable error estimates and bounds for general target functionals of solutions of the steady Boltzmann equation based on the DGFE moment approximation. The a-posteriori error estimates and bounds are used to guide a model adaptive algorithm for optimal approximations of the goal functional in question. We present results for one-dimensional heat transfer and shock structure problems where the moment model order is refined locally in space for optimal approximation of the heat flux.
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1. Introduction

The Boltzmann equation provides a description of the molecular dynamics of fluid flows based on their one-particle phase-space distribution. The Boltzmann equation encapsulates all conventional macroscopic flow models in the sense that its limit solutions correspond to solutions of the compressible Euler and Navier-Stokes equations [1, 2], the incompressible Euler and Navier–Stokes equations [3, 4], the incompressible Stokes equations [5] and the incompressible Navier-Stokes-Fourier system [6]; see [7] for an overview. Fluid flow problems generally exhibit locally varying deviations from a continuum description. Therefore, the Boltzmann equation is uniquely suited to describe flows with varying rarefaction regimes. Applications in which rarefaction effects play a significant role are multitudinous, including gas flow problems involving large mean free paths in high-altitude flows and hypobaric applications such as chemical vapor deposition; see [8, 9] and references therein for further examples. Moreover, the perpetual trend toward miniaturization in science and technology renders accurate descriptions of fluid flows in the transitional molecular/continuum regime of fundamental technological relevance, for instance, in nanoscale applications, micro-channel flows
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or flow in porous media \cite{10}. The Boltzmann equation also provides a prototype for kinetic models in many other applications that require a description of the collective behavior of large ensembles of small particles, for instance, in semi-conductors \cite{11}, in plasmas and fusion and fission devices \cite{12} and in dispersed-particle flows such as in fluidized-bed reactors \cite{13,14,15}.

Numerical approximation of the Boltzmann equation poses a formidable challenge, on account of its high dimensional setting: for a problem in $D$ spatial dimensions, the one-particle phase-space is $2D$ dimensional. The corresponding computational complexity of conventional discretization methods for (integro-)differential equations, such as finite-element methods with uniform meshes, is prohibitive. Numerical approximations of the Boltzmann equation have been predominantly based on particle methods, such as the Direct Simulation Monte Carlo (DSMC) method \cite{16,17}. Convergence proofs for these methods \cite{18} however convey that their computational complexity depends sensitively on the Knudsen number, and the computational cost becomes prohibitive in the fluid-dynamical limit. Moreover, from an approximation perspective, DSMC can be inefficient, because it is inherent to the underlying Monte-Carlo process that the approximation error decays only as $n^{-1/2}$ as the number of simulation molecules, $n$, increases; see, for instance, \cite{19, Thm. 5.14}. Efficient computational modeling of fluid flows in the transitional molecular/continuum regime therefore remains an outstanding challenge.

An alternative approximation technique for the Boltzmann equation is the method of moments \cite{20,21,9,22}. The method of moments represents a general statistical approximation technique which identifies parameters of an approximate distribution based on its moments \cite{23}. Application of the method of moments to the Boltzmann equation engenders a system of evolution equations for the moments (weighted averages) of the phase-space distribution. In \cite{22, 24} it was shown that moment systems can be conceived of as Galerkin approximations, in velocity dependence, of the Boltzmann equation in renormalized form, where larger moment systems correspond to refined subspaces. By virtue of the hierarchical structure of the considered subspaces, moment systems form a hierarchy of models that bridge the transitional molecular/continuum flow regime. For suitable choices of the renormalization map, moment systems are symmetric hyperbolic and are well-posed in the corresponding sense \cite{25}. The symmetric hyperbolic structure of moment systems moreover allows one to devise stable Galerkin approximations in position dependence \cite{26,27}.

By virtue of their Galerkin form and their inherent hierarchical structure, moment systems are ideally suited for (goal-oriented) model adaptivity. Goal-oriented a-posteriori error-estimation and adaptivity exploit the Galerkin method to construct finite-element spaces that yield an optimal approximation of a particular functional of the solution (goal or target functional). Goal-oriented methods for mesh refinement date back to the pioneering work of Becker and Rannacher \cite{28,29}, Oden and Prudhomme \cite{30}, Giles and S"uli \cite{31}, Houston and S"uli \cite{32}, and Houston and S"uli \cite{33}. In addition to mesh adaptivity, goal-oriented approaches have also been considered in the context of model adaptivity where the algorithm adapts between a coarse and a fine model, such that the fine model is only applied in regions of the domain that contribute most significantly to the goal functional in question. For examples of goal-oriented model adaptivity, we
refer to [34] for application of goal-oriented model adaptivity to heterogeneous materials, to [35] for goal-oriented atomistic/continuum adaptivity in solid materials, and to [36] for goal-oriented adaptivity between the Stokes equations and the Navier-Stokes equations. The Galerkin form of moment methods enables the construction of accurate a-posteriori error estimates, while the hierarchical structure provides an intrinsic mode of refinement. In principle, the error estimate can serve to guide simultaneous (anisotropic) mesh and moment refinement. If the adaptive strategy is restricted to moment refinement only, i.e. the finite-element approximation in position dependence is fixed, the adaptive procedure can be viewed as a goal-oriented model-adaptive strategy [37] that adapts between the models in the moment-system hierarchy to construct an optimal approximation to the goal function in question.

The purpose of this paper is to derive a-posteriori error estimates, measured in terms of a certain target functional, for a position-velocity Galerkin approximation of the steady Boltzmann equation. The Galerkin approximation is based on a moment-system approximation in velocity dependence and a discontinuous Galerkin finite element (DGFE) approximation in position dependence. We propose a goal-adaptive refinement procedure that locally adapts the order of the moment system to locally resolve rarefaction effects corresponding to their contribution to the error in the quantity of interest. By only targeting regions with the largest contributions to the error the model adaptive strategy yields an approximation that is quasi-optimal for the goal-functional.

The proposed adaptive moment method can alternatively be classified as a heterogeneous multiscale method of type A; see [38]. Multiscale methods of type A introduce a decomposition of the spatial domain into a subset where a macroscopic (or coarse, simple) model suffices, and a complementary subset where a microscopic (or fine, sophisticated) description is required. The proposed adaptive moment method introduces an element-wise domain decomposition strategy where, locally, different levels of the moment hierarchy are used to approximate the solution to the Boltzmann equation. The goal-adaptive algorithm provides an automated strategy for model refinement such that an optimal approximation of the solution of the Boltzmann equation is obtained for the goal functional under consideration.

The remainder of this paper is organized as follows. Section 2 surveys standard structural properties of the Boltzmann equation that are retained in the moment-system approximation. Section 3 introduces the Galerkin approximation of the stationary Boltzmann equation. We will present the moment system as a Galerkin approximation, in velocity dependence, of the Boltzmann equation in renormalized form. In space dependence we discretize the Boltzmann equation using the discontinuous Galerkin finite-element method. Section 4 presents the derivation of a-posteriori error estimates for the DGFE moment approximation. In Section 5 we devise an adaptive algorithm for the steady DGFE moment method that exploits inter-element cancellation errors. In Section 6 we apply the adaptive algorithm to the heat transfer and shock structure Riemann problems [39, 40]. Finally, Section 7 presents a concluding discussion.
2. The Boltzmann equation

Consider a monatomic gas contained in a fixed spatial domain $\Omega \subset \mathbb{R}^D$. Kinetic theory describes the state of such a gas by a non-negative (phase-space) density $f = f(t, \mathbf{x}, \mathbf{v})$ over the single-particle phase space $\Omega \times \mathbb{R}^D$. The evolution of $f$ is considered to be governed by the Boltzmann equation,

$$\partial_t f + \mathbf{v}_i \partial_{x_i} f = C(f) \quad (1)$$

where the summation convention applies to repeated indices and the collision operator $f \mapsto C(f)$ acts only on the $\mathbf{v} = (v_1, \ldots, v_D)$ dependence of $f$ locally at each $(t, \mathbf{x})$. The collision operator is assumed to possess certain conservation, symmetry and dissipation properties, viz., conservation of mass, momentum and energy, Galilean invariance and dissipation of appropriate entropy functionals. Moreover, it is assumed that the collision operator exhibits certain positivity properties. These fundamental properties of the collision operator have been treated in detail in [22, 24] and are merely repeated here for completeness and coherence.

To elaborate the conservation properties of the collision operator, let $\langle \cdot \rangle$ denote integration in the velocity dependence of any scalar, vector or matrix valued measurable function over $D$-dimensional Lebesgue measure. A function $\alpha : \mathbb{R}^D \rightarrow \mathbb{R}$ is called a collision invariant of $C$ if

$$\langle \alpha C(f) \rangle = 0 \quad \forall f \in \mathcal{D}(C), \quad (2)$$

where $\mathcal{D}(C) \subset L^1(\mathbb{R}^D, \mathbb{R}_{\geq 0})$ denotes the domain of $C$, which we consider to be a subset of the almost everywhere nonnegative Lebesgue integrable functions on $\mathbb{R}^D$. Equation (2) associates a scalar conservation law with each collision invariant:

$$\partial_t \langle \alpha f \rangle + \partial_{x_i} \langle v_i \alpha f \rangle = 0 \quad (3)$$

We insist that $\{1, v_1, \ldots, v_D, |\mathbf{v}|^2\}$ are collision invariants of $C$ and that the span of this set contains all collision invariants, i.e.

$$\langle \alpha C(f) \rangle = 0 \quad \forall f \in \mathcal{D}(C) \quad \iff \quad \alpha \in \text{span}\{1, v_1, \ldots, v_D, |\mathbf{v}|^2\} =: \mathcal{I}.$$ \quad (4)

The moments $\langle f \rangle$, $\langle v_i f \rangle$ and $\langle |\mathbf{v}|^2 f \rangle$, correspond to the mass-density, the (components of) momentum-density and the energy-density, respectively. Accordingly, the conservation law (3) implies that (1) conserves mass, momentum and energy.

The assumed symmetry properties of the collision operator pertain to commutation with translational and rotational transformations. In particular, for all vectors $\mathbf{u} \in \mathbb{R}^D$ and all orthogonal tensors $\mathbf{O} : \mathbb{R}^D \rightarrow \mathbb{R}^D$, we define the translation transformation $T_\mathbf{u} : \mathcal{D}(C) \rightarrow \mathcal{D}(C)$ and the rotation transformation $T_\mathbf{O} : \mathcal{D}(C) \rightarrow \mathcal{D}(C)$ by:

$$(T_\mathbf{u} f)(\mathbf{v}) = f(\mathbf{u} - \mathbf{v}) \quad \forall f \in \mathcal{D}(C) \quad (5)$$

$$(T_\mathbf{O} f)(\mathbf{v}) = f(\mathbf{O}^* \mathbf{v}) \quad \forall f \in \mathcal{D}(C) \quad (6)$$
with $O^*$ the Euclidean adjoint of $O$. Note that the above transformations act on the $v$-dependence only. It is assumed that $C$ possesses the following symmetries:

$$C(T_u f) = T_u C(f), \quad C(T_O f) = T_O C(f)$$  \hfill (7)

The symmetries (7) imply that (1) complies with Galilean invariance, i.e. if $f(t, x, v)$ satisfies the Boltzmann equation (1), then for arbitrary $u \in \mathbb{R}^D$ and arbitrary orthogonal $O : \mathbb{R}^D \to \mathbb{R}^D$, so do $f(t, x - ut, v - u)$ and $f(t, O^* x, O^* v)$.

The entropy dissipation property of $C$ is considered in the extended setting of [21, Sec. 7], from which we derive the following definition: a convex function $\eta : \mathbb{R} \geq 0 \to \mathbb{R}$ is called an entropy for $C$ if

$$\langle \eta'(f) C(f) \rangle \leq 0, \quad \forall f \in \mathcal{D}(C)$$  \hfill (8)

with $\eta'(f)$ the derivative of $\eta(f)$, and if for every $f \in \mathcal{D}(C)$ the following equivalences hold:

$$C(f) = 0 \iff \langle \eta'(f) C(f) \rangle = 0 \iff \eta'(f) \in \mathcal{I}$$  \hfill (9)

Relation (8) implies that $C$ dissipates the local entropy density $\langle \eta(\cdot) \rangle$, which leads to an abstraction of Boltzmann’s H-theorem for (1), asserting that solutions of the Boltzmann equation (1) satisfy the local entropy-dissipation law:

$$\partial_t \langle \eta(f) \rangle + \partial_{x_i} \langle v_i \eta(f) \rangle = \langle C(f) \eta'(f) \rangle \leq 0.$$  \hfill (10)

The functions $\langle \eta(f) \rangle$, $\langle v_i \eta(f) \rangle$ and $\langle \eta'(f) C(f) \rangle$ are referred to as entropy density, entropy flux and entropy-dissipation rate, respectively. The first equivalence in (9) characterizes local equilibria of $C$ by vanishing entropy dissipation, while the second equivalence indicates the form of such local equilibria. For spatially homogeneous initial data, $f_0$, equations (8) and (9) suggest that equilibrium solutions, $f_{eq}$, of (1) are determined by:

$$f_{eq} = \arg \min \{ \langle \eta(f) \rangle : f \in \mathcal{D}(C), \langle \alpha f \rangle = \langle \alpha f_0 \rangle \ \forall \alpha \in \mathcal{I} \},$$  \hfill (11)

Equation (11) identifies equilibria as minimizers of the entropy, subject to the constraint that the invariant moments are identical to the invariant moments of the initial distribution.

The standard definition of entropy corresponds to a density $f \mapsto \langle f \log f + f \alpha \rangle$ where $\alpha \in \mathcal{I}$ is any collision invariant. The corresponding local equilibria of $C(f)$ defined by (9) are characterized by Maxwellians $M$, i.e. distributions of the form

$$M(v) := M(\rho, u, T)(v) := \frac{\rho}{(2\pi RT)^{\frac{D}{2}}} \exp \left( -\frac{|v - u|^2}{2RT} \right)$$  \hfill (12)

for some $(\rho, u, T) \in \mathbb{R}_{>0} \times \mathbb{R}^D \times \mathbb{R}_{>0}$ and a certain gas constant $R \in \mathbb{R}_{>0}$.

\footnote{We adopt the sign convention of diminishing entropy.}
We admit distributions that vanish on sets with nonzero measure. To accommodate such distributions, we introduce an auxiliary non-negativity condition on the collision operator, in addition to (8) and (9). The non-negativity condition insists that \( C(f) \) cannot be negative on zero sets of \( f \):

\[
C(f)|_{\text{supp}(f)} \geq 0
\]

(13)

where \( \text{supp}(f) \) denotes the zero set of \( f \), i.e. the complement in \( \mathbb{R}^D \) of the closed support of \( f \). Condition (13) encodes that the collision operator cannot create locally negative distributions. It can be verified that (13) holds for a wide range of collision operators, including the BGK operator [41], the multi-scale generalization of the BGK operator introduced in [21], and all collision operators that are characterized by a (non-negative) collision kernel.

3. Galerkin approximation of the Boltzmann equation

In this section we derive a position-velocity Galerkin approximation for the steady Boltzmann equation in renormalized form. The Galerkin approximation is based on a moment-system approximation in velocity dependence and a discontinuous Galerkin approximation in position dependence. The moment system approximation and its equivalence to a Galerkin approximation have been presented in [22, 24] and are repeated here for completeness. For the space DGFE moment approximation we will use the numerical flux derived in [24]. Although we restrict ourselves to steady problems in this work, for transparency, we present the moment formulation in the time-dependent setting.

3.1. Velocity discretization using moment-system hierarchies

Our semi-discretization of the Boltzmann equation with respect to the velocity dependence is based on velocity moments of the one-particle marginal. These velocity moments are defined over \( \mathbb{R}^D \), and therefore we regard finite dimensional approximations of \( f(t, x, v) \) in \([1]\) that are integrable over \( \mathbb{R}^D \) in velocity dependence. To that end, we consider a Galerkin subspace approximation of the Boltzmann equation in renormalized form, where the renormalization maps to integrable functions. To elucidate the renormalization, let \( \mathcal{M} \) denote an \( M \)-dimensional subspace of \( D \)-variate polynomials and let \( \{m_i(v)\}_{i=1}^M \) represent a corresponding basis. We consider the renormalization map \( \beta : \mathcal{M} \to \mathcal{F} \), where

\[
\mathcal{F} := \{ f \in \mathcal{D} : f \geq 0, mf \in L^1(\mathbb{R}^D), \quad vmf \in L^1(\mathbb{R}^D, \mathbb{R}^D), \quad mC(f) \in L^1(\mathbb{R}^D) \forall m \in \mathcal{M} \}. \quad (14)
\]

The moment system can then be written in the Galerkin form:

Find \( g \in \mathcal{L}((0,T) \times \Omega; \mathcal{M}) \):

\[
\partial_t \langle m\beta(g) \rangle + \partial_x \langle mv_i\beta(g) \rangle = \langle mC(\beta(g)) \rangle
\]

\[
\forall m \in \mathcal{M} \text{ a.e. } (t, x) \in (0,T) \times \Omega \quad (15)
\]
where \( \mathcal{L}((0, T) \times \Omega; \mathcal{M}) \) represents a suitable vector space of functions from the considered time interval \((0, T)\) and spatial domain \(\Omega\) into \(\mathcal{M}\). The symmetry and conservation properties are generally retained in (15) by a suitable selection of the subspace \(\mathcal{M}\), namely that \(\mathcal{M}\) contains the collision invariants \(I\), and is closed under the actions of \(T_u\) and \(T_O\); cf. (5) and (6). To retain entropy dissipation as in (10), we consider a renormalization map and entropy function pair \(\{\beta, \eta\}\) that are related by \(\beta^{-1}(\cdot) = \eta'(\cdot)\). Entropy dissipation then follows directly from Galerkin orthogonality in (15):

\[
\partial_t \langle \eta(\beta(g)) \rangle + \partial_x \langle v \eta(\beta(g)) \rangle = \langle \eta'(\beta(g)) C(\beta(g)) \rangle \leq 0; \tag{16}
\]

see [22, 24] for more details.

We consider a family of renormalization maps and corresponding entropy functions according to

\[
\beta(g) = \mathcal{B} \left(1 + \frac{g}{N}\right)_+^N, \quad \eta(f) = f \left(\frac{N^2}{1 + N} \left(\frac{f}{\mathcal{B}}\right)^{1/N} - N\right) + \mathcal{B} \frac{N}{1 + N}; \tag{17}
\]

where \((\cdot)_+ := \frac{1}{2}(\cdot) + \frac{1}{2} |\cdot|\), \(N\) is a positive integer and \(\mathcal{B}\) is some suitable background distribution; see also [22]. One can infer that indeed \(\beta^{-1}(\cdot) = \eta'(\cdot)\) and that \(\eta\) is strictly convex on \(\mathbb{R}_{>0}\). The entropy function in (17) corresponds to a relative entropy associated with a \(\varphi\)-divergence [42] with respect to the background measure \(\mathcal{B}\). In particular, it holds that \(\eta(f) = \mathcal{B} \varphi(f/\mathcal{B})\) with \(\varphi\) according to:

\[
\varphi(\cdot) = (\cdot) \left(\frac{N^2}{1 + N} (\cdot)^{1/N} - N\right) + \frac{N}{1 + N}; \tag{18}
\]

The renormalization map \(g \mapsto \beta(g)\) corresponds to a divergence-based moment-closure relation in the sense that it associates the following distribution with a given moment vector \(\mu \in \mathbb{R}^M\):

\[
\arg \min \left\{ \langle \mathcal{B} \varphi(f/\mathcal{B}) \rangle : \langle mf \rangle = \mu \right\}; \tag{19}
\]

i.e. the closure relation minimizes the divergence-based relative entropy subject to the constraint that its moments coincide with the given moments \(\mu\). It was shown in [22] that the renormalization map (17) engenders well-posed moment systems.

**Remark.** Adoption of a \(\varphi\)-divergence-based entropy stipulates that this entropy satisfies (8) and (9) for a meaningful class of collision operators subject to (13). In [22] it is has been shown that the class of admissible collision operators includes the BGK operator [41] and the multi-scale generalization of the BGK operator in [21].

**Remark.** It is noteworthy that in the limit \(N \rightarrow \infty\), the renormalization map and corresponding entropy in (17) recover Levermore’s moment-closure relation [21], viz. \(\mathcal{B} \exp(g)\), and the Kullback-Leibler divergence [43] relative to \(\mathcal{B}\), viz. \(\langle f \log(f/\mathcal{B}) \rangle\), respectively; see [22] for more details.

### 3.2. The DGFE moment approximation

For the semi-discretization of (15) with respect to the position dependence, we consider the discontinuous Galerkin finite-element method [44]. Henceforth we restrict ourselves to the stationary problem corresponding...
to \([15]\). Let \(\mathcal{H} := \{h_1, h_2, \ldots\} \subset \mathbb{R}_{>0}\) denote a strictly decreasing sequence of mesh parameters whose only accumulation point is 0. Consider a corresponding mesh sequence \(\mathcal{T}^\mathcal{H}\), viz., a sequence of covers of the domain by non-overlapping element domains \(\kappa \subset \Omega\). We impose on \(\mathcal{T}^\mathcal{H}\) the standard conditions of regularity, shape-regularity and quasi-uniformity with respect to \(\mathcal{H}\); see, for instance, \([44]\) for further details. To introduce the DGFE approximation space, let \(\mathcal{P}_p(\kappa)\) denote the set of \(D\)-variate polynomials of degree at most \(p\) in an element domain \(\kappa \subset \mathbb{R}^D\). For any \(h \in \mathcal{H}\), we indicate by \(V^{h,p}(\Omega)\) the DGFE approximation space:
\[
V^{h,p}(\Omega) = \{g \in L^2(\Omega) : g|_\kappa(t, \mathbf{x}) \in \mathcal{P}_p(\kappa), \ \forall \kappa \in \mathcal{T}^h\},
\]
and by \(V^{h,p}(\Omega, \mathcal{M})\) the extension of \(V^{h,p}(\Omega)\) to \(\mathcal{M}\)-valued functions:
\[
V^{h,p}(\Omega, \mathcal{M}) = V^{h,p}(\Omega) \times \mathcal{M} = \{\lambda_1 m_1 + \cdots + \lambda_M m_M : \lambda_i \in V^{h,p}(\Omega)\}
\]
Let us note that for simplicity we have assumed that the dimension of the moment space \(M = \text{dim}(\mathcal{M})\) is uniform on \(\mathcal{T}^h\). However, this assumption is non-essential and can be dismissed straightforwardly, i.e. the (dimension of the) moment space can be selected element-wise. This in fact provides the basis for the model-adaptive strategy in Section \([5]\) which assigns different moment orders \(M_\kappa\) to the elements \(\kappa \in \mathcal{T}^h\).

To facilitate the presentation of the DGFE formulation, we introduce some further notational conventions. For any \(h \in \mathcal{H}\), we indicate by \(\mathcal{I}^h = \{\text{int}(\partial \kappa \cap \partial \hat{\kappa}) : \kappa, \hat{\kappa} \in \mathcal{T}^h, \kappa \neq \hat{\kappa}\}\) the collection of inter-element edges, by \(\mathcal{B}^h = \{\text{int}(\partial \kappa \cap \partial \Omega) : \kappa \in \mathcal{T}^h\}\) the collection of boundary edges and by \(\mathcal{S}^h = \mathcal{B}^h \cup \mathcal{I}^h\) their union. With every edge we associate a unit normal vector \(\mathbf{\nu}^e\). The orientation of \(\mathbf{\nu}^e\) is arbitrary except on boundary edges where \(\mathbf{\nu} = \mathbf{n}|_e\). For all interior edges, let \(\kappa^e_\pm \in \mathcal{T}^h\) be the two elements adjacent to the edge \(e\) such that the orientation of \(\mathbf{\nu}^e_\pm = \pm \mathbf{\nu}^e\) is exterior to \(\kappa^e_\pm\). We define the edge-wise jump operator according to:
\[
\lfloor v \rfloor = \begin{cases} 
(v_+ \mathbf{\nu}_+ + v_- \mathbf{\nu}_-) & \text{if } e \in \mathcal{I}^h \\
(v - v_B) \mathbf{\nu}^e & \text{if } e \in \mathcal{B}^h
\end{cases}
\]
where \(v_+\) and \(v_-\) refer to the restriction of the traces of \(v|_{\kappa_+}\) and \(v|_{\kappa_-}\) to \(e\). To derive the DGFE formulation of the closed moment system \([15]\), we note that for any \(\psi \in V^{h,p}(\Omega, \mathcal{M})\) there holds
\[
\sum_{\kappa \in \mathcal{T}^h} \int_\kappa \langle \psi \partial_{x_i} v_i \beta(g) \rangle = \sum_{\kappa \in \mathcal{T}^h} \int_\kappa \langle \psi C(\beta(g)) \rangle
\]
Using the product rule and integration by parts, \([23]\) can be reformulated in weak form. The left member of \([23]\) can be recast into
\[
\sum_{\kappa \in \mathcal{T}^h} \int_\kappa \langle \psi \partial_{x_i} v_i \beta(g) \rangle = \sum_{\kappa \in \mathcal{T}^h} \int_{\partial \kappa} \langle \psi v_i \nu_i^\kappa \beta(g) \rangle - \sum_{\kappa \in \mathcal{T}^h} \int_{\kappa} \langle v_i \beta \partial_{x_i} \psi \rangle
\]
\[
= \sum_{e \in \mathcal{S}^h} \int_e (\mathbf{v} \cdot \lfloor \psi \hat{\beta}(g; v_\nu) \rfloor) - \sum_{\kappa \in \mathcal{T}^h} \int_{\kappa} \langle v_i \beta \partial_{x_i} \psi \rangle
\]
where in the second equality \(\beta(g)\) is replaced by any \(\hat{\beta}(g; v_\nu)\) in compliance with the consistency condition:
\[
\| \beta(g) \| = 0 \quad \Rightarrow \quad \hat{\beta}(g; v_\nu) = \beta(g)
\]
Implicit in the identity in (24) is the assumption that $\beta$ is sufficiently smooth within the elements to permit integration by parts and define traces on $\partial \kappa$. The edge distribution $\hat{\beta}(g; v_\nu)$ is defined edge-wise and on each edge $e$ it depends on $g$ only via $g_\pm$, viz. the restrictions of the traces of $g|_{\kappa \pm}$ to $e$. The function $v \cdot [\psi \hat{\beta}(g; v_\nu)]$ in the ultimate expression in (24) can be conceived of as an upwind-flux weighted by the jump in $\psi$. It is to be noted that the domain of both the upwind-flux and the jump $[\psi]$ is $e \times \mathbb{R}^D$. On boundary edges, the external distribution corresponds to exogenous data in accordance with boundary conditions. Hence, any stationary solution to (15) that is sufficiently regular in the aforementioned sense satisfies

$$a(g; \psi) = s(g; \psi) \quad \forall \psi \in V^{h-p}(\Omega, \mathcal{M})$$

(26)

with

$$a(g; \psi) = \sum_{e \in \mathcal{S}_h} \int_e \langle v \cdot [\psi \hat{\beta}(g; v_\nu)] \rangle - \sum_{\kappa \in \mathcal{T}_h} \int_\kappa \langle v_i \beta(g) \partial_x \psi \rangle$$

(27)

$$s(g; \psi) = \sum_{\kappa \in \mathcal{T}_h} \int_\kappa \langle \psi C(\beta(g)) \rangle$$

(28)

The DGFE discretization of (15) is obtained by replacing $g$ in (26) by an approximation $g^{h-p}_h$ in $V^{h-p}(\Omega, \mathcal{M})$ according to:

Find $g^{h-p}_h \in V^{h-p}(\Omega, \mathcal{M}) : a(g^{h-p}_h; \psi) = s(g^{h-p}_h; \psi) \quad \forall \psi \in V^{h-p}(\Omega, \mathcal{M})$ (29)

The edge distributions $\hat{\beta}$ in (27) must be constructed such that the consistency condition (25) holds and that the formulation (29) is stable in some appropriate sense. We select the upwind edge distribution [24]:

$$\hat{\beta}(g; v_\nu) = \begin{cases} 
\beta(g_+) & \text{if } v_{\nu+} > 0 \\
\beta(g_-) & \text{if } v_{\nu-} > 0 
\end{cases}$$

(30)

In [24] it was shown that for suitable collision operators, (30) leads to an entropy stable formulation.

4. Goal-oriented a-posteriori error estimation

If interest is restricted to a particular functional of the solution of (1), the combined hierarchical and Galerkin structure of (29) may be used to derive an estimate of the error in the approximation of the goal functional. In this section we will derive a computable a-posteriori goal-oriented error estimate for (29). We first present a formulation of the linearization of the DGFE moment system (29), which then serves as a basis for a computable a-posteriori error estimate in dual-weighted-residual (DWR) form [28].

We restrict ourselves to estimation of the modeling error that is incurred by limiting the dimension of the moment approximation in velocity dependence. We take the vantage point that the finite-element approximation space in position dependence $V^{h-p}(\Omega)$ in (29) is fixed and that $\mathcal{M}$ belongs to a nested sequence of moment spaces $\mathcal{I} \subseteq \mathcal{M}_0 \subseteq \mathcal{M}_1 \subseteq \cdots \subseteq \mathcal{V}$, where $\mathcal{V}$ corresponds to a suitable closed normed vector space, and such that the sequence $\mathcal{M}_k$ is asymptotically dense in $\mathcal{V}$, i.e. for all $g \in \mathcal{V}$ and all $\epsilon > 0$ there exists
a number $k_e \in \mathbb{Z}_{\geq 0}$ such that $\inf_{g_k \in \mathcal{M}} \| g - g_k \|_Y < \epsilon$ for all $k \geq k_e$. Assuming that (29) is well posed if $\mathcal{M}$ is replaced by $\mathcal{Y}'$ and denoting the corresponding solution by $g_{\mathcal{Y}}^{h,p}$, we are concerned with the error $J(g_{\mathcal{Y}}^{h,p}) - J(g_{\mathcal{M}}^{h,p})$ in the value of a goal functional $J : V^{h,p}(\Omega, \mathcal{Y}) \to \mathbb{R}$ evaluated at the approximation $g_{\mathcal{M}}^{h,p}$ according to (29) for some finite-dimensional moment space $\mathcal{M} \subset \mathcal{Y}'$.

The considered error estimate is based on linearization of (29) at the approximation $g_{\mathcal{M}}^{h,p}$. We denote by

$$a'(g)(\delta g; \psi) = \sum_{\kappa \in T^h} \int_{\kappa} \langle \psi \beta'[g](\delta g; v_\kappa) \rangle - \sum_{\kappa \in T^h} \int_{\kappa} \langle v_\kappa \beta'(g) \delta g \partial_x \psi \rangle$$

$$s'(g)(\delta g; \psi) = \sum_{\kappa \in T^h} \int_{\kappa} \langle \psi C'(\beta(g)) \beta'(g) \delta g \rangle$$

the Fréchet derivatives of the semi-linear forms $a$ and $s$, respectively, with $(\cdot)^*$ the topological dual of $(\cdot)$. In particular, it holds that:

$$\beta'[g](\cdot; v_\kappa) = \begin{cases} \beta'(g_+) \delta g_+ & \text{if } v_\kappa^+ > 0 \\ \beta'(g_-) \delta g_- & \text{if } v_\kappa^- > 0 \end{cases}$$

Considering an approximation $g_{\mathcal{M}}^{h,p} \in V^{h,p}(\Omega, \mathcal{M})$ to $g_{\mathcal{Y}}^{h,p}$, the error $\delta g = g_{\mathcal{Y}}^{h,p} - g_{\mathcal{M}}^{h,p}$ satisfies:

$$a'(g_{\mathcal{M}}^{h,p})(\delta g, \psi) - s'(g_{\mathcal{M}}^{h,p})(\delta g, \psi) = -\text{Res}[g_{\mathcal{M}}^{h,p}](\psi) + o(\| \delta g \|_{L^\infty(\Omega, \mathcal{Y})})$$

$$\forall \psi \in V^{h,p}(\Omega, \mathcal{Y})$$

as $\| \delta g \|_{L^\infty(\Omega, \mathcal{Y})} \to 0$, where $\text{Res} : V^{h,p}(\Omega, \mathcal{Y}) \to (V^{h,p}(\Omega, \mathcal{Y}))^*$ is the residual functional according to:

$$\text{Res}[g](\psi) = a(g; \psi) - s(g; \psi)$$

and $\| \delta g \|_{L^\infty(\Omega, \mathcal{Y})} = \sup \{ \| \delta g(x, \cdot) \|_Y : x \in \Omega \}$.

We denote the Fréchet derivative of the target functional under consideration by $J' : V^{h,p}(\Omega, \mathcal{Y}) \to (V^{h,p}(\Omega, \mathcal{Y}))^*$. In particular, if $J(\cdot)$ is given by

$$J(g) = \int_{\Omega} \langle \Omega(g) \rangle + \int_{\partial \Omega} \int_{v_\kappa > 0} j_{\partial \Omega}(g)$$

where $j_\Omega : \mathbb{R} \to \mathbb{R}$ and $j_{\partial \Omega} : \mathbb{R} \to \mathbb{R}$ are (possibly nonlinear) functions then

$$J'[g](\delta g) = \int_{\Omega} \langle \Omega'(g) \delta g \rangle + \int_{\partial \Omega} \int_{v_\kappa > 0} j'_{\partial \Omega}(g) \delta g$$

To derive an estimate of the error in the target functional associated with the approximation $g_{\mathcal{M}}^{h,p}$, we introduce the linearized dual or adjoint problem:

Find $z \in V^{h,p}(\Omega, \mathcal{Y})$:

$$a'[g_{\mathcal{M}}^{h,p}](\delta g; z) - s'[g_{\mathcal{M}}^{h,p}](\delta g; z) = J'[g_{\mathcal{M}}^{h,p}](\delta g) \quad \forall \delta g \in V^{h,p}(\Omega, \mathcal{Y})$$
The dual solution \( z \) in \((37)\) serves to construct an estimate of the error in the goal functional in dual-weighted-residual form \(28\) according to:

\[
J(g^{h,p}_d) - J(g^{h,p}_γ) = - J'[g^{h,p}_d](\delta g) + o(\|\delta g\|_{L^∞(Ω, γ)})
\]

\[
= s'[g^{h,p}_d](\delta g; z) - a'[g^{h,p}_d](\delta g; z) + o(\|\delta g\|_{L^∞(Ω, γ)})
\]

\[
= \text{Res}[g^{h,p}_d](z) + o(\|\delta g\|_{L^∞(Ω, γ)})
\]  

(38)

as \( \|\delta g\|_{L^∞(Ω, γ)} \to 0 \). The second identity in \((38)\) follows from \((37)\). The third identity follows from \((33)\).

To elucidate the error estimate according to \((38)\), we note that \((37)\) can be regarded as an approximation to the mean-value linearized dual problem:

Find \( z ∈ V^{h,p}(Ω, γ) \):

\[
\bar{a}(g^{h,p}_d, g^{h,p}_γ; δ g, \bar{z}) - \bar{s}(g^{h,p}_d, g^{h,p}_γ; δ g, \bar{z}) = \bar{J}(g^{h,p}_d, g^{h,p}_γ; δ g)
\]

\[
∀δg ∈ V^{h,p}(Ω, γ) : \quad (39)
\]

with

\[
\bar{a}(g^{h,p}_d, g^{h,p}_γ; δ g, \bar{z}) = \int_0^1 a'[\theta g^{h,p}_γ + (1 - \theta)g^{h,p}_d](δ g, \bar{z}) \, dθ
\]

\[
\bar{s}(g^{h,p}_d, g^{h,p}_γ; δ g, \bar{z}) = \int_0^1 s'[\theta g^{h,p}_γ + (1 - \theta)g^{h,p}_d](δ g, \bar{z}) \, dθ
\]

\[
\bar{J}(g^{h,p}_d, g^{h,p}_γ; δ g) = \int_0^1 J'[\theta g^{h,p}_γ + (1 - \theta)g^{h,p}_d](δ g) \, dθ
\]

(40)

For the mean-value linearized dual solution according to \((39)\), the following (exact) error representation holds:

\[
J(g^{h,p}_d) - J(g^{h,p}_γ) = \text{Res}[g^{h,p}_d](\bar{z})
\]

(41)

However, the mean-value linearized dual problem \((39)\) depends on \( g^{h,p}_γ \) and, accordingly, Equation \((41)\) does not provide a computable a-posteriori estimate. In the error estimate \((38)\), the mean-value linearized dual problem has been replaced by the linearized dual problem \((37)\), at the expense of a linearization error \( o(\|\delta g\|_{L^∞(Ω, γ)}) \) as \( \|\delta g\|_{L^∞(Ω, γ)} \to 0 \).

In practice, the dual problem \((37)\) cannot be solved exactly and must again be approximated by a finite-element/moment approximation. By the Galerkin orthogonality property of \( g^{h,p}_d \) in \((29)\), it holds that \( \text{Res}[g^{h,p}_d](ψ) \) vanishes for all \( ψ ∈ V^{h,p}(Ω, M) \). Hence, for the dual solution in \((37)\) an approximation space \( V^{h,p}(Ω, M_*) \) must be selected such that \( M_* ⊃ M \). More precisely, in the actual error estimate, the dual solution \( z \) is replaced by an approximation \( z^{h,p}_* \) according to:

Find \( z^{h,p}_* ∈ V^{h,p}(Ω, M_*) \):

\[
a'[g^{h,p}_d](δ g; z^{h,p}_*) - s'[g^{h,p}_d](δ g; z^{h,p}_*) = J'[g^{h,p}_d](δ g)
\]

\[
∀δg ∈ V^{h,p}(Ω, M_*) \quad (42)
\]
Typically, if the moment space $\mathcal{M}$ is composed of polynomials up to order $M$, then the refined space $\mathcal{M}_*$ is selected such that it comprises all polynomials up to order $M + 1$ or $M + 2$.

**Remark.** The linearization that underlies the linearized dual problem (42) can also serve in a Newton procedure to solve the nonlinear primal problem (29).

**Remark.** It is important to mention that the linearization of the semi-linear form (27) is significantly facilitated by basing the numerical flux on the upwind distribution according to (30). Alternatively, a discontinuous Galerkin approximation of (15) can be constructed by first evaluating the velocity integrals and then introducing a DGFE approximation of the resulting symmetric hyperbolic moment system. Such a DGFE formulation must then be equipped with a numerical flux function (or approximate Riemann solver), e.g. according to Godunov’s scheme [45], Roe’s scheme [46] or Osher’s scheme [47]. However, these numerical flux functions generally depend in an intricate manner on the left and right states via the eigenvalues and eigenvectors of the flux Jacobian, Riemann invariants, etc., which impedes differentiation of the resulting semi-linear form. Determining the derivative of the upwind distribution in (30) and, in turn, of the semi-linear form (27) is a straightforward operation.

**Remark.** Implicit to the error representation in (38) is the assumption that the nonlinear primal problem (29) and the linearized dual problem (37) are well posed. A rigorous justification of this assumption is technical and beyond the scope of this work. Let us mention however that (15) represents a symmetric hyperbolic systems and, hence, provided with suitable auxiliary conditions it is linearly well posed for sufficiently smooth solutions [25]. In particular, the linearized system corresponds to a Friedrichs system [48]. Accordingly, the linearization of (29) corresponds to a DGFE approximation of a Friedrichs system equipped with a proper upwind flux. Discontinuous Galerkin approximations of Friedrichs systems are generally well posed; see, for instance, [49, 50, 51]. Well-posedness of the linearized adjoint problem (42) follows directly from well-posedness of the corresponding linearized primal problem; see [52, proposition A.2].

5. Goal-oriented adaptive algorithm

The computable error estimate (38) can be used to direct an adaptive algorithm following the standard SEMR (Solve → Estimate → Mark → Refine) process; see for instance [53, 54, 55]. The marking step comprises a decomposition of the error estimate (38) into local element-wise contributions, and a subsequent marking of elements that provide the dominant contributions to the error. To enhance the efficiency of the adaptive algorithm, we consider a marking strategy that accounts for cancellation effects. The refinement process consists in locally raising the number of moments in the elements that have been marked for refinement. By repeated application of SEMR, the adaptive algorithm aims to adapt the number of moments locally in each element to obtain an optimal approximation to the quantity of interest.

By virtue of the local nature of the discontinuous Galerkin approximation in position dependence, the element-wise decomposition of the error estimate according to the ultimate expression in (38) is straightfor-
ward. Denoting by \( \{ \Lambda_{\kappa,i}(x,v) \} \) a basis of the approximation space \( V^{h,p}(\Omega,\mathcal{M}) \) for the dual solution such that the support of each function \( \Lambda_{\kappa,i} \) is confined to the element \( \kappa \in \mathcal{T}^h \), it holds that

\[
\text{Res}[g_{h,p}(z_{h,p}^*)] = \sum_{\kappa \in \mathcal{T}^h} \sum_{i \in I^\kappa} \text{Res}[g_{h,p}(\Lambda_{\kappa,i})] \sigma_{\kappa,i} \zeta_{\kappa} \tag{43}
\]

where \( I^\kappa \) is an index set corresponding to element \( \kappa \in \mathcal{T}^h \) and \( \sigma_{\kappa,i} \) are the weights of \( z_{h,p}^* \) relative to \( \{ \Lambda_{\kappa,i}(x,v) \} \). Indeed, the error contributions \( \{ \zeta_{\kappa} \} \) are directly associated with the elements.

Conventionally, to mark elements for refinement an upper bound for the error estimate (38) is constructed based on the absolute value of \( \zeta_{\kappa} \) and the triangle inequality:

\[
\left| \text{Res}[g_{h,p}(z_{h,p}^*)] \right| \leq \sum_{\kappa \in \mathcal{T}^h} |\zeta_{\kappa}| \tag{44}
\]

see, for instance, [27, 32, 33]. Elements are then marked for refinement according to their contribution \( |\zeta_{\kappa}| \) to the upper bound, e.g., following the Dörfler marking strategy [53], which selects a minimal set of elements \( \mathcal{T}_s^h \subset \mathcal{T}^h \) such that:

\[
\sum_{\kappa \in \mathcal{T}_s^h} |\zeta_{\kappa}| \geq c \sum_{\kappa \in \mathcal{T}^h} |\zeta_{\kappa}| \tag{45}
\]

for some \( c \in (0,1] \). However, previous work for first order hyperbolic systems [27, 32] suggests that the upper bound provided by the triangle inequality may not be sharp due to the loss of inter-element cancellations.

In this work we aim to exploit such cancellation errors. To that end, we decompose \( \mathcal{T}^h \) according to the sign of the local error indicators \( \zeta_{\kappa} \) relative to the error estimate \( \sum_{\kappa \in \mathcal{T}^h} \zeta_{\kappa} \) according to \( \mathcal{T}^h = \mathcal{T}_+^h \cup \mathcal{T}_-^h \) where

\[
\mathcal{T}_+^h = \left\{ \kappa \in \mathcal{T}^h : \text{sgn}(\zeta_{\kappa}) = \text{sgn} \left( \sum_{\kappa \in \mathcal{T}^h} \zeta_{\kappa} \right) \right\}
\]

\[
\mathcal{T}_-^h = \left\{ \kappa \in \mathcal{T}^h : \text{sgn}(\zeta_{\kappa}) \neq \text{sgn} \left( \sum_{\kappa \in \mathcal{T}^h} \zeta_{\kappa} \right) \right\}
\]

That is, the elements in \( \mathcal{T}_+^h \) (resp. \( \mathcal{T}_-^h \)) are those whose local error contribution increases (resp. decreases) \( |\sum_{\kappa \in \mathcal{T}^h} \zeta_{\kappa}| \). We propose to mark a minimal set of elements \( \mathcal{T}_s^h \subset \mathcal{T}_+^h \) such that

\[
\left| \sum_{\kappa \in \mathcal{T}_s^h} \zeta_{\kappa} \right| \geq c \left| \sum_{\kappa \in \mathcal{T}_+^h} \zeta_{\kappa} \right| \tag{47}
\]

for some \( c \in (0,1] \). To elucidate the manner in which this approach accounts for inter-element cancellations, we note that the proposed marking strategy in (47) may be equivalently understood as selecting elements in \( \mathcal{T}_+^h \) with the largest (in magnitude) error contributions from the complement of the the largest (in cardinality) subset of elements in \( \mathcal{T}_+^h \) of which the contribution can be cancelled against the aggregated contribution of elements in \( \mathcal{T}_-^h \). More precisely, denoting by \( \tilde{\mathcal{T}}_+^h \subset \mathcal{T}_+^h \) a maximal set of elements such that

\[
\left| \sum_{\kappa \in \tilde{\mathcal{T}}_+^h} \zeta_{\kappa} \right| \leq \left| \sum_{\kappa \in \mathcal{T}_+^h} \zeta_{\kappa} \right| \tag{48}
\]
it holds that

\[
\left| \text{Res}[g_{\mathcal{M}}](z_{\mathcal{M}}) \right| = \left| \sum_{\kappa \in \mathcal{T}_+^h} \zeta_{\kappa} + \sum_{\kappa \in \mathcal{T}_+^h \setminus \tilde{T}_+^h} \zeta_{\kappa} + \sum_{\kappa \in \tilde{T}_+^h} \zeta_{\kappa} \right| = \left| \sum_{\kappa \in \mathcal{T}_+^h} |\zeta_{\kappa}| + \sum_{\kappa \in \mathcal{T}_+^h \setminus \tilde{T}_+^h} |\zeta_{\kappa}| - \sum_{\kappa \in \tilde{T}_+^h} |\zeta_{\kappa}| \right| \leq \sum_{\kappa \in \mathcal{T}_+^h \setminus \tilde{T}_+^h} |\zeta_{\kappa}| \quad (49)
\]

Hence, the aggregated error contributions of the elements in \( \mathcal{T}_+^h \setminus \tilde{T}_+^h \) yield an upper bound to the error estimate. The set of marked elements \( \mathcal{T}_+^h \) corresponds to the smallest subset (in cardinality) of \( \mathcal{T}_+^h \setminus \tilde{T}_+^h \) such that (47) holds. Hence, one can conceive of the proposed marking strategy in (47) as a procedure that first accounts for inter-element cancellations and subsequently applies a Dörfler-type marking to the remaining elements.

The SEMR algorithm based on (47) is summarized in Algorithm 1. One first defines a sequence of moment spaces \( \{\mathcal{M}_r\}_{r \in \mathbb{Z} \geq 0} \) and \( \{\mathcal{M}_r^*\}_{r \in \mathbb{Z} \geq 0} \) for the primal and dual problems, respectively. It must hold that \( \mathcal{M}_r^* \supset \mathcal{M}_r \) to avoid that the error estimate vanishes due to Galerkin orthogonality; see Section 4. Next, the element-wise hierarchical rank of the moment-system approximation is initialized at the basic level \( r = 0 \). In the iterative process, one first constructs the (possibly non-uniform) approximation spaces for the primal and dual problem, viz.

\[
V_{h,p}^\kappa(\Omega, \mathcal{M}_r) = \{ g \in V_{h,p}(\Omega, \mathcal{V}) : g|_\kappa \in \mathcal{P}_p(\kappa, \mathcal{M}_r) \}
\]

and likewise for the dual problem, and then solves the nonlinear primal problem (29) and the linearized dual problem (42) for the approximate primal and dual solutions. Based on the approximate dual solution and the residual corresponding to the approximate primal solution, the error contributions \( \zeta_{\kappa} \) can be computed and the error estimate \( \text{est} \) can be assembled. If the estimate satisfies the prescribed tolerance, then the algorithm terminates. Otherwise, the algorithm proceeds by marking a minimal set of elements \( \mathcal{T}_+^h \) following the Dörfler marking with cancellations in (47). In these marked elements, the approximation is refined by incrementing the hierarchical rank of the moment approximation.

It is noteworthy that the adaptive algorithm admits a reinterpretation as a type-A heterogeneous multiscale method (HMM) [38]. Multiscale methods of type A introduce a decomposition of the spatial domain into a region where a microscopic description based on a sophisticated model is required, and a complementary region where a macroscopic description based on a simple model suffices. The adaptive strategy in Algorithm 1 forms an automatic partitioning of the domain \( \Omega \) into subregions (corresponding to collections of elements) on which models of different levels of sophistication are applied, viz. the moment systems associated with the different hierarchical ranks of the moment spaces \( \mathcal{M}_0, \mathcal{M}_1, \mathcal{M}_2, \ldots \) Instead of two models, i.e. one microscopic model and one macroscopic model, the moment systems furnish a sequential hierarchy of models. The SEMR procedure in Algorithm 1 fully automates the domain decomposition strategy and model selection in such a manner that a (quasi-)optimal approximation of the quantity of interest is obtained.
1: define $M_0, M_1, M_2, \ldots$ \quad \triangleright \text{sequence of primal moment spaces} \\
2: define $M_0 \supset M_0, M_1 \supset M, M_2 \supset M_2, \ldots$ \quad \triangleright \text{sequence of dual moment spaces} \\
3: set $r_\kappa = 0$ for all $\kappa \in \mathcal{T}^h$ \quad \triangleright \text{initialize element-wise moment rank} \\
4: set $\text{tol} > 0$ \quad \triangleright \text{define tolerance} \\
5: loop \\
6: solve nonlinear primal problem (29) for $g^{h,p} \in V^{h,p}(\Omega, \{M_\kappa\})$ \quad \triangleright \text{solve} \\
7: solve linearized dual problem (42) for $z^{h,p} \in V^{h,p}(\Omega, \{M_\kappa\})$ \quad \triangleright \text{estimate} \\
8: determine element-wise error indicators $\zeta_\kappa$ according to (43) \\
9: determine error estimate $\text{est} = \sum_{\kappa \in \mathcal{T}^h} \zeta_\kappa$ \\
10: if $\text{est} < \text{tol}$ then \\
11: break \\
12: else \\
13: mark a minimal subset of elements $\mathcal{T}^h_*$ according to (47) \quad \triangleright \text{mark} \\
14: for $\kappa \in \mathcal{T}^h_*$ do \\
15: $r_\kappa \leftarrow r_\kappa + 1$ \quad \triangleright \text{refine} \\
16: end for \\
17: end if \\
18: end loop

Algorithm 1: The SEMR algorithm for goal-oriented element-wise model refinement of the moment-system approximation.

If the baseline moment space $M_0$ coincides with the collision invariants $\mathcal{I}$ and the background distribution $\mathcal{B}$ is appropriately chosen, then the lowest rank model in the sequence corresponds to the Euler equations. On the other hand, the approximation provided by the sequence of moment-system approximations converges (formally) to the solution of the underlying Boltzmann equation as the hierarchical rank is refined, i.e. as $r \to \infty$. The goal-adaptive DGFE moment approximation hence implements a type-A hierarchical HMM for combining the Euler equations (macroscale model) and the Boltzmann equation (microscale model), as suggested in [38, Sec. 2.3.2].

6. Numerical Results

To illustrate the properties of the proposed goal-oriented model-adaptive strategy in section 5 for the discontinuous Galerkin finite-element moment method [29], we present numerical experiments for heat transfer and shock-structure problems in one dimension; see, for example, [56].

The problem specification and moment-system approximation must be completed first by specifying the collision operator and closure relation. We restrict ourselves here to the standard BGK collision operator [41], viz.

$$C(f) = \tau^{-1}(M_f - f)$$  \hspace{1cm} (51)
where $\mathcal{M}_f$ denotes the local equilibrium Maxwellian \[12\] having the same invariant moments as $f$ and $\tau^{-1}$ is a relaxation rate. We adopt the relaxation parameter in accordance with the hard-sphere collision process of Bird \[17\]

$$\tau = (5\lambda/16)(2\pi p/p)^{1/2}$$

with $\lambda$ the mean free path. We consider discontinuous Galerkin finite-element approximation spaces of polynomial degree $p = 0$, i.e. element-wise constant approximations in position dependence. To solve the DGFE approximation \[29\] we use a Newton procedure based on the linearized DGFE approximation in \[33\]. To illustrate the usefulness of the adaptive procedure in capturing non-equilibrium flow phenomena, in the sequel, the goal-oriented adaptive algorithm considers the average of the heat flux

$$J(g) = \int_\Omega \langle (v - U)^3 \beta(g(x,v)) \rangle dx,$$

as the quantity of interest. In all cases we choose a greedy refinement strategy and set the refinement fraction in \[47\] to $c = 1$, i.e. all elements that remain after cancellations have been accounted for are refined.

6.1. Heat Transfer Problem

The first test case pertains to the so-called heat transfer problem \[56\]. This test case is set on a unit interval $\Omega = (0,1)$. We consider full accommodation boundary conditions at the left and right boundaries of the domain, with boundary data corresponding to uniform Maxwellian distributions with different temperatures:

$$f_{\text{HT}}(v) = \begin{cases} 
\mathcal{M}_{(\rho_{\text{HT}}^l,0,\theta_{\text{HT}}^l)}(v) & x = 0, \ v > 0 \\
\mathcal{M}_{(\rho_{\text{HT}}^r,0,\theta_{\text{HT}}^r)}(v) & x = 1, \ v < 0
\end{cases}$$

(54)

The left and right boundary densities, $\rho_{\text{HT}}^l$ and $\rho_{\text{HT}}^r$, respectively, are determined from the mass impermeability condition:

$$\int_{v_n < 0} v_n f_{\text{HT}}(v) \, dv + \int_{v_n > 0} v_n \beta(g(v)) \, dv = 0$$

(55)

Condition \[55\] imposes that the entering and exiting mass fluxes on $\partial \Omega$ cancel.

For this problem we consider the renormalization map \[17\] with $N = 1$. Note that for any $N > 0$, the resulting moment-system is non-linear due to the non-linearity of the collision operator \[51\] and the non-linearity of the renormalization map \[17\]. We consider a spatially non-uniform background distribution $\mathcal{B}_{\text{HT}}(x,v) = \mathcal{M}_{(\rho_{\text{HT}}(x),0,\theta_{\text{HT}}(x))}(v)$ where

$$\theta_{\text{HT}}(x) = \theta_{\text{HT}}^l + (\theta_{\text{HT}}^r - \theta_{\text{HT}}^l)x,$$

$$\rho_{\text{HT}}(x) = (\theta_{\text{HT}}^l + \theta_{\text{HT}}^r)/(2\theta_{\text{HT}}(x))$$

(56)

It is noteworthy that $\rho_{\text{HT}}(x)$ and $\theta_{\text{HT}}(x)$ can be conceived of as continuum approximations satisfying \[57\]:

$$\theta_{\text{HT}}(0) = \theta_{\text{HT}}^l, \ \ \theta_{\text{HT}}(1) = \theta_{\text{HT}}^r \ \ \text{and} \ \ \frac{d}{dx} \frac{1}{\rho_{\text{HT}}} \frac{d\theta_{\text{HT}}}{dx} = C$$

(57)
for some constant $C$. The adaptive algorithm is initiated with a uniform moment approximation that includes moments up to order $M_\kappa = 4$. The dual solution is approximated based on (42) using a moment approximation that is refined by raising the order in each element to $M_\kappa^* = M_\kappa + 2$. We consider the heat transfer problem with Knudsen number $\text{Kn} = 10^{-3}$ and $\theta_{ht_l} = 1$ and $\theta_{ht_r} = 1.2\theta_{ht_l}$. The domain is covered with a uniform mesh with $10^3$ elements.

Figure 1 presents the error $|J(g_{hf,p}^h) - J(g_{hf,p}^\text{ref})|$ with respect to a reference result $J(g_{hf,p}^\text{ref})$ based on a spatially uniform approximation with moments up to order $M_\kappa = 14$. Figure 1 also displays the error estimate, $|\sum_\kappa \zeta_\kappa|$, the upper bound including cancellations according to the ultimate expression in (49). Moreover, we plot the conventional upper bound of the error estimate based on the triangle inequality according to (44). The left panel plots the aforementioned error estimates and bounds versus the number of degrees of freedom under uniform refinement in the number of moments for $M_\kappa \in \{4, 6, 8, 10, 12\}$. The right panel displays the corresponding results for the goal-adaptive approximation obtained by means of Algorithm 1. The results in Figure 1 convey that under uniform refinement, $8 \times 10^3$ additional degrees of freedom are required to achieve a relative error of $10^{-6}$ in the heat flux (53). The goal-adaptive refinement strategy only requires 50 additional degrees of freedom to achieve the same accuracy. These results hence provide a clear indication of the efficiency gain that can be obtained by the goal-oriented adaptive-refinement process. It is to noted that the moment order in the adaptive approximation has locally reached $M_\kappa = 12$ in the final approximation; see also Figure 2.

Comparison of the upper bounds in Figure 1 confirms that the proposed upper bound in (49) is sharper than the standard triangle inequality (44), which illustrates the effect of cancellations. In particular, the deviation between the bounds becomes more pronounced as the approximation is refined and the number of
moments increases, both for the uniform approximation and for the goal-adaptive approximation.

To illustrate the spatial distribution of the moment refinement in the goal-adaptive approximation, Figure 2 plots the order of the moments in every element in the final step of the adaptive algorithm. In addition, Figure 2 displays the upwind distributions \( \hat{\beta}(g_{h,p}^{M \kappa}; v_\nu) \) on the left and right boundaries and at the element interface in the center of the spatial domain. The results in Figure 2 show that most of the moment refinements occur in the regions near the boundaries. This can be attributed to the fact that the solution exhibits large jumps at the domain boundaries, as indicated by the plots of \( \hat{\beta}(g_{h,p}^{M \kappa}; v_\nu) \). These jumps represent non-equilibrium effects due to incompatibility of the solution with the Maxwellian equilibrium distributions at the boundary.

To further elucidate the refinement pattern in Figure 2, Figure 3 displays the approximation of the primal distribution \( \beta(g_{h,p}^{M \kappa}) \) (top) and the dual distribution \( z_{h,p}^{M \kappa} \) (bottom) in the final step of the adaptive algorithm. The dual solution assigns most weight to the regions near the boundaries. In combination with the fact that large residuals occur near the boundaries on account of incompatibility of the boundary data with the solution (see Figure 2), the error contributions \( \zeta_{h,p}^{M \kappa} \) are mostly localized in the vicinity of the boundaries.
Figure 3: Goal-adaptive approximation of the primal distribution $\beta(g_{h,p}^{b,p})$ for the heat transfer problem (top) and corresponding approximate dual solution $z_{h,p}^{b,p}$ (bottom) in the final step of the adaptive algorithm.
6.2. Shock Structure Problem

The second test case that we consider pertains to the so-called shock-structure problem \[56\] on a spatial domain \(\Omega = (-40\lambda, 40\lambda)\). This test case concerns a Riemann problem with boundary data corresponding to uniform Maxwellian distributions:

\[
f_{ss} = \begin{cases} 
  \mathcal{M}(\rho_{ss}^l, u_{ss}^l, \theta_{ss}^l)(v) & x = -40\lambda; \; v > 0 \\
  \mathcal{M}(\rho_{ss}^r, u_{ss}^r, \theta_{ss}^r)(v) & x = 40\lambda; \; v < 0
\end{cases}
\]  

(58)

where the density, mean velocity and temperature on both sides of the shock are related by the Rankine-Hugoniot conditions \[58\]:

\[
\rho_{ss}^r = \rho_{ss}^l \frac{(\gamma + 1)\text{Ma}^2}{2 + (\gamma - 1)\text{Ma}^2} \\
\theta_{ss}^r = \theta_{ss}^l \frac{\rho_l}{\rho_r} \frac{2\gamma\text{Ma}^2 - (\gamma - 1)}{\gamma + 1} \\
u_{ss}^r = \text{Ma} \sqrt{\frac{\gamma \theta_{ss}^r}{\rho_{ss}^r}} \\
u_{ss}^l = u_{ss}^l \frac{\gamma + 1}{\gamma + 2} \text{Ma}^2
\]  

(59)

with \(\text{Ma}\) denoting the Mach number and \(\gamma = 1 + 2/n\) the so-called adiabatic exponent for a perfect gas whose molecules have \(n\) degrees freedom \[58\]. For this problem we consider the renormalization map (17) with \(N = 2\) and a background distribution \(\mathcal{B}_{ss}(x, v) = \mathcal{M}(\rho_{ss}(x), u_{ss}(x), \theta_{ss}(x))(v)\) that derives from the boundary data in (59) as:

\[
\frac{\rho_{ss}(x)}{\rho_{ss}^l} = X(x) + \frac{u_{ss}^l}{u_{ss}^r} \left( 1 - X(x) \right) = \frac{u_{ss}^l}{u_{ss}^r} \\
\frac{\theta_{ss}(x)}{\theta_{ss}^l} = \frac{\rho_{ss}^l}{\rho_{ss}(x)} \left( X(x) + \frac{u_{ss}^l}{u_{ss}^r} \left( 1 - X(x) \right) \right) + \frac{\gamma}{3} \left( \frac{\rho_{ss}^l}{\rho_{ss}(x)} \right)^2 \left( 1 - \frac{u_{ss}^l}{u_{ss}^r} \right)^2 \text{Ma}^2 \left( 1 - X(x) \right) X(x)
\]  

(60)

with the interpolation function

\[
X(x) = \frac{1}{2} - \frac{1}{2} \tanh \left( \frac{2x}{40\lambda} \right)
\]  

(61)

Let us mention that the interpolation function in (61) has been chosen such that for \(x = -40\lambda\) (resp. \(x = 40\lambda\)) it holds that \(X(x)\) is close to 0 (resp. close to 1), but it is otherwise arbitrary. The background distribution \(\mathcal{B}_{ss}(x, v)\) is understood as a local Maxwellian approximation of a distribution that interpolates the boundary data \[59\] using the interpolation function \(X(x)\), similar to the so-called Mott-Smith approximation \[59\] \[58\].

The adaptive algorithm is initiated with a spatially uniform moment approximation of degree \(M_\kappa = 4\). The linearized dual problem is approximated using a moment approximation that is refined by locally raising the order to \(M_{\kappa*} = M_\kappa + 4\). In this case we opt to apply \(M_{\kappa*} = M_\kappa + 4\) instead of \(M_{\kappa*} = M_\kappa + 2\) to improve the accuracy of the error estimate. The dual solution exhibits non-smooth behavior near the boundaries and, accordingly, insufficient resolution in velocity dependence leads to an inferior error estimate.
We consider the shock structure problem with Mach number $Ma = 1.4$ and mean free path $\lambda = 3.67 \times 10^{-3}$. The computational domain is covered with a uniform mesh of 1250 elements. Figure 4 shows the error $|J(g_{h,p}^1) - J(g_{h,p}^{ref})|$ relative to the reference result $J(g_{h,p}^{ref})$ based on a spatially uniform approximation with moments up to order $M_\kappa = 12$. In addition, the figure displays the error estimate, the upper bound including cancellations according to the ultimate expression in (49) and the conventional upper bound (44). The left panel presents the results for uniform refinement in the number of moments for $M_\kappa \in \{4, 6, 8, 10\}$. The right panel presents results for the goal-adaptive approximation. Figure 4 shows that for the shock structure problem, uniform refinement requires more than 7500 additional degrees of freedom to reduce the relative error to $10^{-7}$. The adaptive strategy only requires 616 additional degrees of freedom to reach the same relative error. The results reaffirm that significant gains in efficiency can be obtained by means of the goal-adaptive refinement strategy. It may be noted that for the considered shock-structure test case, the conventional error bound derived from the triangle inequality (44) is very loose, while the bound (49) that accounts for cancellations is sharp relative to the error estimate.

The final spatial distribution of the moment orders generated by the goal-adaptive algorithm is displayed in Figure 5. One can observe that the goal-adaptive algorithm introduces most of the moment refinements near the boundaries and, in particular, near the right boundary. To elucidate the refinement pattern, the top and bottom panels in Figure 5 display the approximation of the primal solution and of the dual solution, respectively, in the final step of the adaptive algorithm. Figure 6 indicates that the distribution $\beta(g_{h,p}^{1,ref})$ exhibits non-equilibrium behavior in the neighborhood of the shock which is located near the center of the domain. At further distances from the shock, including the vicinity of the boundary, the distribution is close to equilibrium. The dual solution on the other hand manifests boundary layers near the left and right
Figure 5: Order of moment approximation in the computational domain for the goal-adaptive approximation of the solution to the shock-structure problem, including zooms of the regions near the boundaries.

A more detailed view of the origin of the moment-order refinement pattern in Figure 5 is provided by Figures 7 and 8. Figure 7 displays the components of the element-wise error indicators in (43), viz. \( \text{Res} \left[ g_{h,p}^{i} \right] (\Lambda_{\kappa,i}) \) and \( \sigma_{\kappa,i} \), in the initial approximation, i.e. for \( M = 4 \) and \( M = 8 \). For the considered one-dimensional test case and piecewise constant DGFE approximation, the basis functions \( \Lambda_{\kappa,i}(x,v) \) correspond to monomials in velocity dependence of order \( i \) supported on the element \( \kappa \in \mathcal{T}^h \):

\[
\Lambda_{\kappa,i}(x,v) = \begin{cases} 
  v^i & \text{if } x \in \kappa \\
  0 & \text{otherwise} 
\end{cases} \quad i \in \{0, 1, \ldots, M_{\kappa} \} 
\] (62)

Each \( \sigma_{\kappa,i} \) represents the corresponding weight of the approximate dual solution. Let us note that in Figure 7 we have omitted the terms of order \( \leq 4 \) because \( \text{Res} \left[ g_{h,p}^{i} \right] (\Lambda_{\kappa,i}) \) vanishes for \( i \leq 4 \) on account of Galerkin orthogonality; see Section 4. The moments of the residual in Figure 7 (left) are indeed largest in the region where the largest deviations from equilibrium occur, viz. in the neighborhood of the shock. The coefficients of the dual solution in Figure 7 (right) however indicate that the contribution of this region to the quantity of interest is negligible. Instead, the goal functional is most sensitive to errors in the neighborhood of the boundaries. Multiplication of the weighted residuals \( \text{Res} \left[ g_{h,p}^{i} \right] (\Lambda_{\kappa,i}) \) and the dual coefficients \( \sigma_{\kappa,i} \) and summation within each element yields the element-wise error indicators \( \zeta_{\kappa} \) as depicted in Figure 8. Figure 8 indicates that despite the fact that non-equilibrium effects are most prominent in the center of the domain near the shock, the largest contribution to the error in the goal quantity originates near the boundaries. The elements in the vicinity of the boundary thus qualify for refinement. The red interval in Figure 8 indicates the region that is marked for refinement after cancellations have been accounted for.

7. Conclusion

In this work we introduced a new goal-oriented a-posteriori error analysis and an adaptive-refinement strategy for numerical approximation of the steady Boltzmann equation. The approximation is based on a combination of moment-system approximation in velocity dependence and discontinuous-Galerkin finite-element approximation in spatial dependence. We considered a moment-closure relation derived from the
Figure 6: Goal-adaptive approximation of the primal distribution $\beta(g_{\mathbb{H}_h})$ for the shock-structure problem (top) and corresponding approximate dual solution $z^{h,p}_{\mathbb{H}_h}$ (bottom) in the final step of the adaptive algorithm.
Figure 7: Plots of the weighted residuals $\text{Res}[g^\rho_p](\Lambda_{\kappa,i})$ (left) and corresponding dual coefficients $\sigma_{\kappa,i}$ (right) versus the centroids of the elements $\kappa \in \mathcal{T}^h$ in the first step of the goal-adaptive algorithm for the shock-structure problem.
minimization of a divergence-based relative entropy. The combined DGFE moment method can be construed as a Galerkin finite-element approximation of the Boltzmann equation in renormalized form, based on a tensor-product approximation space composed of the DGFE approximation space in position dependence and global polynomials in velocity dependence. We introduced a numerical flux for the DGFE scheme based on the position-velocity upwind distribution in the DGFE moment approximation.

The goal-oriented a-posteriori error estimate that we considered is of the usual dual-weighted residual form, furnished with a linearized dual problem. By virtue of the selected upwind-distribution-based numerical flux, the prerequisite linearization is straightforward independent of the moment order. To enhance the efficiency of the adaptive algorithm, we introduced a marking strategy that accounts for cancellations of error contributions between elements, as opposed to the conventional marking strategies based on error bounds derived from the triangle inequality. The refinement strategy in the adaptive algorithm is based on local, element-wise increments of the moment-system order. The proposed adaptive strategy for the Boltzmann equation exploits the Galerkin form of the DGFE moment method and the hierarchical character of the moment-system approximation.

We presented numerical results for two one-dimensional test cases, viz. a heat-transfer and a shock-structure problem. For these test cases we considered a goal functional corresponding to the heat flux. We generally observed good agreement between the goal-oriented error estimate and the actual error. Moreover, the proposed upper bound that accounts for cancellations was found to be sharp relative to the error estimate, in contrast to the standard triangle-inequality-based bound. The numerical results demonstrate that the goal-adaptive refinement procedure provides a highly efficient approximation of the quantity of interest, relative
to uniform moment refinement.

The proposed adaptive moment method can be interpreted as a heterogeneous multiscale method (HMM) of type A that introduces a domain decomposition into regions where models of different levels of sophistication are applied, where the various models corresponding to different members of the moment-system hierarchy. The goal-oriented adaptive-refinement strategy performs the domain decomposition and the selection of the local models in a fully automated and optimal manner.
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