Scattering theory of adiabatic reaction forces due to out-of-equilibrium quantum environments
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The Landauer-Büttiker theory of mesoscopic conductors was recently extended to nanoelectromechanical systems. In this extension, the adiabatic reaction forces exerted by the electronic degrees of freedom on the mechanical modes were expressed in terms of the electronic S-matrix and its first non-adiabatic correction, the A-matrix. Here, we provide a more natural and efficient derivation of these results within the setting and solely with the methods of scattering theory. Our derivation is based on a generic model of a slow classical degree of freedom coupled to a quantum-mechanical scattering system, extending previous work on adiabatic reaction forces for closed quantum systems.
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I. INTRODUCTION

The problem of a classical heavy particle embedded in a quantum environment is a paradigm that can be applied to diverse physical systems. The condition for its applicability is the existence of a macroscopic variable that can be treated as classical, coupled to quantum degrees of freedom. If the system allows for a separation of time scales such that the characteristic times of the quantum degrees of freedom are much faster than the classical ones, the evolution can be described within an adiabatic expansion, in which the velocity of the classical variable is taken as a small parameter. The Hamiltonian of the quantum system becomes parametrically dependent on time through the classical degrees of freedom. As the states of the quantum system evolve in time, they acquire a geometric phase, denominated Berry phase, in addition to the usual dynamical phase.4

The backaction of the quantum environment on the classical degrees of freedom can be cast in terms of effective reaction forces that affect the dynamics of the classical variables. The simplest and best known of these reaction forces is the Born-Oppenheimer force associated with the adiabatic potential surfaces of the fast quantum system as function of the slow classical variables. The Born-Oppenheimer force depends only on the coordinates of the classical degrees of freedom and is independent of their velocity. As emphasized by Berry and others, additional reaction forces appear when going to next order in the adiabatic approximation, retaining forces which are linear in the velocity of the classical variables. In fact, they found that the Berry phase is mirrored by a Lorentz-like force, which was dubbed “geometric magnetism.” It is not associated to a real magnetic field, but to an emergent geometrical property of the Hilbert space. Like the true magnetic Lorentz force, this emergent Lorentz force is non-dissipative. In general, one may also expect a friction force in linear order in the velocity of the classical degrees of freedom. However, it was shown by Berry and Robbins3 that such a friction force is absent when the quantum system has a discrete spectrum.

Several recent developments in nanoelectromechanical systems6–11 and spintronics12–16 suggest to extend these considerations on adiabatic reaction forces to classical degrees of freedom coupled to open quantum systems out of equilibrium. In this paper, we consider a rather generic model of a quantum mechanical scattering system (such as a coherent mesoscopic conductor within the Landauer-Büttiker approach,17–19 see Fig. 1) which couples to the slow classical system through the scattering potential. Non-equilibrium states of the quantum system can then be modeled by considering different distribution functions for the various incoming scattering channels.20

FIG. 1: Example of a scattering system that is coupled to slow classical degrees of freedom $X(t)$. The movement of the scatterer changes the scattering potential $V[X(t)]$. The backaction of the electrons passing through the scatterer then leads to reaction forces acting on $X(t)$. 
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Unlike the setting of Berry and Robbins, our scattering-theory setting naturally allows for a friction contribution to the adiabatic reaction forces, even though the fast system is quantum mechanical. By the fluctuation-dissipation theorem, the presence of friction forces requires one to also include a stochastic force, and the classical degrees of freedom $X = \{X_1, X_2, ..., X_N\}$ (taken to be mechanical for definiteness) obey a Langevin dynamics,

$$\dot{P}_\nu - F_\nu^{cl} = F_\nu - \sum_{\nu'} \gamma_{\nu\nu'} \dot{X}_{\nu'} + \xi_\nu. \tag{1}$$

On the left-hand side (LHS), $P_\nu$ denotes the canonical momentum of coordinate $X_\nu$, and we have included the possibility of an external classical force $F_\nu^{cl}(X)$. The adiabatic reaction forces due to the quantum environment are collected on the right-hand side (RHS) of Eq. (1), where $F(X)$ is the Born-Oppenheimer force exerted by the environment, while $\xi$ denotes the stochastic Langevin force which represents fluctuations on top of $F$. The dissipative and Lorentz-like forces are encoded in the symmetric and antisymmetric parts, respectively, of the tensor $\gamma(X)$.

The scattering approach suggests that all adiabatic reaction forces can be expressed in terms of the S-matrix (including non-adiabatic corrections) of the quantum system. These expressions were obtained in previous work based on a Keldysh Green’s function approach for a closely related model. Here, our primary aim is to derive these expressions [given in Eqs. (48), (57), (60), and (62)] directly within the setting and with methods of scattering theory. This alternative derivation has several advantages: (i) In avoiding Keldysh Green’s functions extraneous to scattering theory, the derivation is both more natural and more direct. (ii) The generic scattering theory formulation emphasizes the generality and broad applicability of the results. (iii) The approach also brings out similarities with and differences from the seminal considerations of Berry and Robbins for closed quantum systems.

While our model and our results are quite generic, a key motivation was provided by nanoelectromechanical systems and spintronics devices. In these systems, the motion of the mechanical mode or the localized spin can frequently be thought of as a slow classical degree of freedom while the electronic conduction is quantum coherent and can be described as a quantum-mechanical scattering system, following Landauer and Büttiker. An important focus of recent work on adiabatic reaction forces in nanoelectromechanical and spintronics systems, often termed current-induced forces in this context, are the qualitatively new features introduced by out-of-equilibrium quantum environments. It is now well understood that for non-equilibrium environments, (i) the Born-Oppenheimer force is in general no longer conservative and thus cannot be obtained from a potential surface; (ii) it is possible to have negative dissipation; and (iii) a Lorentz-like force can emerge even for time-reversal invariant conductors. Of course, the approach taken here reproduces all of these results.

Our approach may have other interesting applications. Since it can be applied similarly to both fermionic and bosonic environments it also provides a scattering description of adiabatic reaction forces in optomechanical or cold-atom systems. Moreover it is also interesting to compare them to older results on the motion of vortices in superfluids. There it was shown that the geometric Berry phase is responsible for the Magnus force on a vortex. Later it was also realized that dissipation can be obtained in an analogous manner within an adiabatic expansion, by allowing for broadening of the energy levels of the system. This broadening stems from the connection of the systems to an environment which is naturally implemented in our scattering approach.

This manuscript is organized as follows. In Sec. II we present the basic tools of scattering theory that are needed for the derivation of the adiabatic reaction forces, and we express the adiabatic expansion of the S-matrix in terms of frozen scattering states. In Sec. III we derive expressions for the adiabatic reaction forces appearing on the RHS of the Langevin equation in Eq. (1), in terms of the S-matrix of the quantum mechanical scattering system, including the first non-adiabatic correction. We conclude in Sec. IV. We relegated some details to App. A and connect our results to those found in Refs. 10 and 11 in App. B.

II. SCATTERING THEORY AND ADIABATIC EXPANSION

A. Elements of Scattering Theory

In this section we introduce necessary aspects of scattering theory. We consider a system described by a single-particle Hamiltonian $H = H_0 + V$, where $H_0$ is a free Hamiltonian and $V$ is a scattering potential which depends parametrically on time through the slowly varying classical degrees of freedom $X(t)$. In order to describe the system in terms of scattering states, $V$ is assumed to be confined to a finite region in space. The time dependent retarded (+) and advanced (−) scattering states $|\Psi_m^{\pm}(\varepsilon, t)\rangle$ are solutions of the time dependent Schrödinger equation (note that throughout this work we set $\hbar = 1$)

$$i \partial_t |\Psi_m^{\pm}(\varepsilon, t)\rangle = H |\Psi_m^{\pm}(\varepsilon, t)\rangle, \tag{2}$$

where the index $m$ is a combined index labeling channels and leads. It is convenient to define scattering states $|\psi_m^{\pm}(\varepsilon, t)\rangle$ without the dynamical phase,

$$|\Psi_m^{\pm}(\varepsilon, t)\rangle = e^{-i\varepsilon t} |\psi_m^{\pm}(\varepsilon, t)\rangle, \tag{3}$$

which fulfill

$$i \partial_t |\psi_m^{\pm}(\varepsilon, t)\rangle = (H - \varepsilon) |\psi_m^{\pm}(\varepsilon, t)\rangle. \tag{4}$$
The advanced and retarded scattering states are specified through their boundary conditions. While the retarded state $|\psi_m^+\rangle$ has incoming waves only in channel $m$, the advanced state $|\psi_m^-\rangle$ has outgoing waves only in this channel,

$$|\psi_m^\pm(\varepsilon, t \to \pm \infty)\rangle = |\phi_m(\varepsilon)\rangle,$$

where $|\phi_m(\varepsilon)\rangle$ is the eigenstate of the free Hamiltonian in channel $m$,

$$H_0|\phi_m(\varepsilon)\rangle = \varepsilon|\phi_m(\varepsilon)\rangle.$$

Eq. (5) holds in the weak sense, i.e., wave packets constructed from the scattering states $|\Psi_m^\pm(\varepsilon, t)\rangle$ behave as free wave packets for times $t \to \pm \infty$, and have energy $\varepsilon$. We normalize the scattering states such that $|\phi_m\rangle$ has unit flux, which implies the orthonormality relations

$$\langle \psi_m^+(\varepsilon, t)|\psi_m^+(\varepsilon', t)\rangle = \langle \phi_m(\varepsilon)|\phi_m(\varepsilon')\rangle = 2\pi\delta(\varepsilon - \varepsilon')\delta_{mm'}.$$

In the strictly adiabatic limit, the wave function $|\psi_m^\pm(\varepsilon, t)\rangle$ is time-independent and hence Eq. (4) reduces to the time-independent Schrödinger equation

$$H_t|\psi_m^{X_t\pm}(\varepsilon)\rangle = \varepsilon|\psi_m^{X_t\pm}(\varepsilon)\rangle,$$

for a frozen configuration of the potential $V_t = V(X_t)$, where $X_t = X(t)$ and we have also defined $H_t = H(X_t)$. We denote the frozen scattering states by $|\psi_m^{X_t\pm}(\varepsilon)\rangle$. The superscript $X_t$ or subscript $t$ emphasizes the parametric dependence on time of each quantity due to the slow variation of the scattering potential. Introducing frozen Green's functions

$$G_t^{R/A}(\varepsilon) = \frac{1}{(\varepsilon - H_t \pm i\eta)},$$

($\eta \to 0^+$) we can write the Lippmann-Schwinger equation for the frozen scattering states,

$$|\psi_m^{X_t\pm}(\varepsilon)\rangle = |\phi_m(\varepsilon)\rangle + G_t^{R/A}(\varepsilon)V_t|\phi_m(\varepsilon)\rangle,$$

where $|\phi(\varepsilon)\rangle$ are the free eigenstates introduced in Eq. (6), Eq. (10) will be of use in the next subsection.

The frozen S-matrix $S_t(\varepsilon)$ is defined by the overlap of the frozen retarded and advanced scattering states, and hence depends only on the energy $\varepsilon$ of the incoming states,

$$S_t^{mk}(\varepsilon)2\pi\delta(\varepsilon - \varepsilon') = \langle \psi_n^{X_t-}(\varepsilon')|\psi_k^{X_t+}(\varepsilon)\rangle,$$

where we have isolated the singular dependence on energy, $\delta(\varepsilon - \varepsilon')$. The frozen S-matrix is unitary, $S_t(\varepsilon)S_t(\varepsilon) = 1$, since scattering states are assumed to be normalized to unit flux. For a slowly changing system, the frozen S-matrix is the zeroth order contribution to the full S-matrix in an adiabatic expansion, as we show in the next subsection, and it depends parametrically on time through the slowly varying parameters $X_t$.

The exact scattering matrix for the time-dependent problem is defined by the overlap of the time-dependent scattering states introduced in Eq. (2),

$$S_{nk}(\varepsilon', \varepsilon) = \langle \Psi_n^-(\varepsilon', t_0)|\Psi_k^+(\varepsilon, t_0)\rangle.$$  

The exact scattering matrix is also unitary due to the unit flux normalization condition

$$\sum_n \int \frac{d\varepsilon'}{2\pi}S_{mn}(\varepsilon', \varepsilon)S_{nk}(\varepsilon, \varepsilon'') = 2\pi\delta(\varepsilon - \varepsilon'')\delta_{mk}.$$  

It is important to note that the time $t_0$ at which the overlap of the scattering states is evaluated in Eq. (12), can be chosen arbitrarily. The independence of $t_0$ can be seen by taking the derivative with respect to time of Eq. (12), and using the Schrödinger equation (2). This allows us to choose $t_0$ in a convenient manner in the following section.

We will see in Sec. III that even for a slow evolution, corrections to the adiabatic solution are important to describe the environment-induced forces. Hence we devote the next subsection to calculating the first non-adiabatic correction to the frozen S-matrix.

**B. Adiabatic expansion and A-matrix**

The adiabatic expansion relies on the assumption that the classical degrees of freedom $X_t$ vary slowly in time. We characterize this slow time dependence by a typical frequency $\Omega$. In finite quantum systems, adiabaticity requires $\Omega$ to be small compared to the level spacing $\Delta$. This condition is obviously violated in the open quantum systems of interest here, which have a continuous spectrum. For these systems, adiabaticity requires $\Omega$ to be small compared to the inverse dwell time of the electrons in the scattering region, $\Omega \ll 1/\tau_D$.

The adiabatic expansion is conveniently carried out in the Wigner representation

$$S(\varepsilon, t) = \int \frac{d\varepsilon'}{2\pi} e^{-i\varepsilon t} S(\varepsilon + \varepsilon'/2, \varepsilon - \varepsilon'/2)$$

of the full S-matrix $S(\varepsilon', \varepsilon)$. In the adiabatic limit, the S-matrix depends only slowly on the central time $t$. In fact, in the limit of a static Hamiltonian, $S(\varepsilon, t)$ becomes independent of $t$ and reduces to the frozen S-matrix $S_t(\varepsilon)$.

For a slowly time-dependent scattering potential the exact S-matrix $S$ can be written, up to first order in the adiabatic expansion, as

$$S(\varepsilon, t) = S_t(\varepsilon) + A_t(\varepsilon) + \ldots,$$

where all quantities on the RHS depend parametrically on time. Eq. (15) defines the A-matrix

$$A_t(\varepsilon) = \sum_{\nu=1}^N A_{\nu}^t(\varepsilon)X_\nu.$$
as the first-order non-adiabatic correction of $S(\varepsilon, t)$, which depends linearly on the velocity $\dot{X}$ and parametrically on time through $X(t)$. Below, we derive an important relation which expresses the A-matrix in terms of the frozen scattering states $|\psi^\pm_t(\varepsilon)\rangle$,

$$A^\nu_{\nu'}(\varepsilon) = \frac{1}{2} \langle \partial_\nu \psi^+_{\nu'}(\varepsilon) | \partial_\nu V | \psi^+_{\nu'}(\varepsilon) \rangle - \frac{1}{2} \langle \partial_\nu \psi^+_{\nu'}(\varepsilon) | \partial_\nu V | \partial_\nu \psi^+_{\nu'}(\varepsilon) \rangle,$$

where $\partial_\nu = \partial/\partial X_\nu$ and $| \partial_\nu \psi^+_{\nu'}(\varepsilon) \rangle = \partial_\nu | \psi^+_{\nu'}(\varepsilon) \rangle$. In previous works the A-matrix was given in terms of Green's function expressions, or obtained by expanding the exact solution of the time dependent problem. Equation (17) provides a systematic way of obtaining $A$ from the solution of the static scattering problem.

To derive Eq. (17), we first compute the scattering states $|\psi^\pm(\varepsilon, t)\rangle$ to first order in the adiabatic expansion, where we have used Eq. (22). We now employ the channel index for notational simplicity. Inserting Eq. (18) into the Schrödinger equation Eq. (4), using Eq. (8), and comparing terms of first order in the adiabatic expansion, we find

$$i\partial_t |\psi^\pm_t(\varepsilon)\rangle = (H_t - \varepsilon) |\delta\psi^\pm_t(\varepsilon)\rangle,$$

where $\partial_t$ indicates the parametric derivative with respect to time. With Eq. (9), we conclude that $|\delta\psi^\pm_t(\varepsilon)\rangle = -i G_t^{R/A}_t |\psi^\pm_t(\varepsilon)\rangle$ and hence, plugging this back into Eq. (18),

$$|\psi^\pm_t(\varepsilon)\rangle = |\psi^\pm_t(\varepsilon)\rangle - i G_t^{R/A}_t |\psi^\pm_t(\varepsilon)\rangle \partial_t |\psi^\pm_t(\varepsilon)\rangle + \ldots.$$  

We can also express $\partial_t |\psi^\pm_t(\varepsilon)\rangle$ in terms of the frozen scattering states by using the Lippmann-Schwinger equation given in Eq. (10). Taking the time derivative of Eq. (10) and using that $G_t^{R/A} = G_t^{R/A} V_t G_t^{R/A}$, where $\dot{V}_t = \partial_t V_t$, the time derivative of the scattering states can be expressed as

$$\partial_t |\psi^\pm_t(\varepsilon)\rangle = G_t^{R/A}_t |\dot{V}_t |\psi^\pm_t(\varepsilon)\rangle,$$

and hence we obtain the desired result from Eq. (20),

$$|\psi^\pm_t(\varepsilon)\rangle = |\psi^\pm_t(\varepsilon)\rangle - i \left( G_t^{R/A}_t \right)^2 |\dot{V}_t |\psi^\pm_t(\varepsilon)\rangle + \ldots,$$

which is valid to first order in the adiabatic expansion.

With this expansion of the scattering states, the adiabatic expansion of the full S-matrix can be performed, starting from the definition Eq. (12) and the Wigner transform given in Eq. (14). It is convenient to use the arbitrariness of $t_0$ in Eq. (12) by choosing $t_0$ as the central time, $t_0 = t$. Defining $\varepsilon_\pm = \varepsilon \pm \delta \varepsilon/2$, the Wigner transformed S-matrix can now be approximated to first order in the adiabatic expansion as

$$S(\varepsilon, t) = \int \frac{d\varepsilon}{2\pi} e^{-i\varepsilon t} \langle \Psi^- (\varepsilon_+, t) | \langle \psi^+ (\varepsilon, t) \rangle$$

$$= \int \frac{d\varepsilon}{2\pi} \langle \psi^+ (\varepsilon_+, t) | \psi^+ (\varepsilon, t) \rangle$$

$$- i \int \frac{d\varepsilon}{2\pi} \langle \psi^+ (\varepsilon_+, t) | G_t^{R} (\varepsilon) \rangle^2 |\dot{V}_t |\psi^+ (\varepsilon, t) \rangle$$

$$+ i \int \frac{d\varepsilon}{2\pi} \langle \psi^+ (\varepsilon_+, t) | G_t^{R} (\varepsilon) \rangle^2 |\dot{V}_t |\psi^+ (\varepsilon, t) \rangle$$

$$+ \ldots,$$

where we have used Eq. (22). We now employ the identities $G_t^{R} (\varepsilon) |\psi^+ (\varepsilon_+)\rangle = \langle \pm \varepsilon + i\eta |\psi^+ (\varepsilon_+)\rangle$ and $[\langle \pm \varepsilon + i\eta \rangle^2 - (\pm \varepsilon + i\eta)^2] = 2\pi i \partial_\varepsilon \delta(\varepsilon)$ to obtain

$$S(\varepsilon, t) = S_t(\varepsilon)$$

$$- \int d\varepsilon [\partial_\varepsilon \delta(\varepsilon) \langle \psi^+ (\varepsilon_+) \rangle |\dot{V}_t |\psi^+ (\varepsilon, t) \rangle + \ldots.$$  

Integrating by parts with respect to $\varepsilon$, we find

$$S(\varepsilon, t) = S_t(\varepsilon) + \frac{1}{2} \langle \partial_\varepsilon \psi^+ (\varepsilon) | |\dot{V}_t |\psi^+ (\varepsilon, t) \rangle$$

$$- \frac{1}{2} \langle \psi^+ (\varepsilon) | \partial_\varepsilon |\psi^+ (\varepsilon, t) \rangle + \ldots,$$

which gives the full S-matrix $S$ in terms of the frozen S-matrix $S_t$ defined in Eq. (11). and the first non-adiabatic correction matrix $A_t$ ($N$-matrix) as anticipated in Eq. (17).

We finish this section by deriving some identities for the S and A-matrices that will be of use in the derivation of the adiabatic reaction forces. The frozen S-matrix can be written as

$$S_t^{nk}(\varepsilon) = \delta_{nk} - i \langle \psi^+_{\nu}(\varepsilon) | | \dot{V}_t | \phi_k(\varepsilon) \rangle,$$

which follows from recognizing that the second term on the RHS of (26) is the frozen T-matrix. This together with Eqs. (19) and (21) gives the time derivative of the frozen S-matrix in terms of the frozen scattering states,

$$\partial_t S_t^{nk}(\varepsilon) = -i \langle \psi^+_{\nu}(\varepsilon) | \dot{V}_t | \psi^+_k(\varepsilon) \rangle.$$

Hence

$$\partial_t \langle \psi^+_{\nu}(\varepsilon) | \dot{V}_t | \psi^+_k(\varepsilon) \rangle = i \partial_\varepsilon \partial_t S_t(\varepsilon)$$

and we obtain an alternative expression for the A-matrix
by comparing with Eq. (17),

$$A_t(\varepsilon) = -\langle \psi X_t^- (\varepsilon) | \dot{V}_t | \partial_\varepsilon \psi X_t^+ (\varepsilon) \rangle + \frac{i}{2} \partial_\varepsilon \partial_t \rho_t (\varepsilon).$$

(29)

The S and A-matrices are related through unitarity of the exact S-matrix, resulting in the identity

$$S^\dagger_t A_t + A^\dagger_t S_t = \frac{i}{2} \left( \partial_t S^\dagger_t \partial_\varepsilon S_t - \partial_\varepsilon S^\dagger_t \partial_t S_t \right).$$

(30)

where all quantities are evaluated at the same energy. We can check that our explicit expression for the A-matrix in Eq. (17) indeed fulfills this condition. This is shown in App. A.

III. ADIABATICREACTION FORCES

A. Adiabatic reaction forces and scattering states

The force operator in the Schrödinger picture can be defined as

$$\mathbf{F}_X(t) = -\nabla \mathcal{H},$$

(31)

where the gradient is taken with respect to X and \( \mathcal{H} = \mathcal{H}(\mathbf{X}) \) is the (non-interacting) many-body Hamiltonian of the quantum system. Notice that \( \mathcal{H} \) includes terms arising from the free Hamiltonian \( \mathcal{H}_0 \) of the fast degrees of freedom and the scattering potential \( V(\mathbf{X}) \) which depends parametrically on the slow, classical variables \( \mathbf{X} \).

Then for a given trajectory \( \mathbf{X}_t \), the average force that the out-of-equilibrium quantum environment exerts on the classical degrees of freedom \( \mathbf{X} \) at time \( t \) is given by

$$\mathcal{F}(t) = \mathcal{F}[\mathbf{X}_t] = \langle \mathbf{F}_X(t) \rangle.$$  

(32)

Here the expectation value indicates quantum-statistical averaging for a given trajectory \( \mathbf{X}_t \); \( \langle \ldots \rangle = \text{Tr} [\rho(t) \ldots] \), where \( \rho(t) \) is the many-body density matrix of the system at time \( t \). Notice that \( \rho(t) \) and thus the force \( \mathcal{F} \) are functionals of the trajectory \( \mathbf{X}_t \), and therefore \( \mathcal{F} \) depends on time through \( \mathbf{X}_t \) and its time derivatives, \( \dot{\mathbf{X}}_t, \ddot{\mathbf{X}}_t, \ldots \). In fact, the adiabatic expansion consists of making a systematic expansion in these latter quantities. Also, equation (32) gives only the average force. As mentioned in the Introduction, the Langevin dynamics includes the stochastic fluctuations of \( -\nabla \mathcal{H} \), which we will consider further below.

To compute the quantum-statistical average \( \langle \ldots \rangle \) in Eq. (32), we write the many-body Hamiltonian in terms of creation and annihilation operators \( a_m^\dagger (\varepsilon,t) \) and \( a_n (\varepsilon,t) \) that create/annihilate the retarded scattering states \( |\psi_m^R (\varepsilon,t)\rangle \). Since the time evolution is unitary, the retarded scattering states constitute a complete basis at any time \( t \). Note that we are working in the Schrödinger representation, and the time \( t \) appears as a label in the creation/annihilation operators \( a \) simply to identify the corresponding basis. Hence we have

$$\mathcal{H}_t = \int \frac{d\varepsilon}{2\pi} \int \frac{d\varepsilon'}{2\pi} \sum_{mk} [\mathcal{H}_{t\,mk} a_m^\dagger (\varepsilon,t) a_k (\varepsilon',t)].$$

(33)

It is straightforward to show that the quantity \( \langle a_m^\dagger (\varepsilon,t) a_k (\varepsilon',t) \rangle \) is independent of time, by noting that both the retarded scattering states \( |\psi_m^R (\varepsilon,t)\rangle \) and the density matrix \( \rho \) evolved unitarily from the unperturbed states. Then, the occupation \( f_a (\varepsilon) \) of a scattering state in channel \( n \) is governed by the corresponding reservoir, as in the Landauer-Büttiker theory of mesoscopic conductors,

$$\langle a_m^\dagger (\varepsilon,t) a_k (\varepsilon',t) \rangle = f_k (\varepsilon) \delta_{mk} 2\pi \delta (\varepsilon - \varepsilon').$$

(34)

Expressing the force operator \( \mathbf{F}_X = -\nabla \mathcal{H}_t \) in terms of these creation and annihilation operators as

$$\nabla \mathcal{H}_t = \int \frac{d\varepsilon}{2\pi} \int \frac{d\varepsilon'}{2\pi} \sum_{mk} [\nabla \mathcal{H}_{t\,mk} a_m^\dagger (\varepsilon,t) a_k (\varepsilon',t)],$$

(35)

we are now in a position to evaluate the average adiabatic reaction force as

$$\mathcal{F} = -\sum_k \int \frac{d\varepsilon}{2\pi} f_k (\varepsilon) \langle \psi_k^R (\varepsilon,t) | \nabla \mathcal{H}_t | \psi_k^R (\varepsilon,t) \rangle.$$  

(36)

This expression allows us to perform an adiabatic expansion of the reaction force using the adiabatic expansion of the scattering states developed in Sec. II.

Inserting the adiabatic expansion of the scattering states given by Eq. (22) into Eq. (36), and keeping terms up to first order in the adiabatic expansion, we find

$$\mathcal{F}[\mathbf{X}_t] = -\int \frac{d\varepsilon}{2\pi} \int \frac{d\varepsilon'}{2\pi} f_k (\varepsilon) \langle \psi_k^R (\varepsilon,t) | \nabla V_t | \psi_k^R (\varepsilon+) \rangle + i \int \frac{d\varepsilon}{2\pi} f_k (\varepsilon) \langle \psi_k^R (\varepsilon+) | \nabla \mathcal{H}_t | \psi_k^R (\varepsilon+) \rangle + \ldots,$$

(37)

where we have used that \( \nabla \mathcal{H}_t = \nabla V_t \) and left the summation over the channel index \( k \) implicit.

Equation (37) yields the deterministic reaction forces appearing on the RHS of the Langevin equation, Eq. (1). The zeroth order term, given by the first line of Eq. (37), is independent of the velocity \( \mathbf{X} \) and gives the (possibly non-conservative) Born-Oppenheimer force \( \mathbf{F}(\mathbf{X}) \). The first-order contribution, given by the second and third terms of Eq. (37), represents the forces that depend linearly on the velocity of the classical modes, \( -\gamma (\mathbf{X} \cdot \dot{\mathbf{X}}) \).

Let us now turn to the force fluctuations. To define time-dependent force fluctuations at the quantum mechanical level, one needs to go to the Heisenberg picture,
\[ \tilde{F}_X(t) \rightarrow \tilde{F}_X(t) \] and define the Heisenberg force fluctuation operators,
\[ \tilde{\xi}(t) \equiv \tilde{F}_X(t) - F(t). \quad (38) \]

There are two different contributions to the stochastic force: (i) fluctuations at finite temperatures and (ii) non-equilibrium noise which is a consequence of the probabilistic nature of the scattering process. Since the quantum degrees of freedom are fast compared to the mechanical motion, the correlator \( D_{\alpha\beta}(t, t') \) of the stochastic force is local on the relevant time scales of the Langevin equation \[ \text{(1)}. \]

\[ D_{\alpha\beta}(t, t') = \langle (\hat{\xi}_\alpha(t)\hat{\xi}_\beta(t')) \rangle_s \approx D_{\alpha\beta}(t)\delta(t - t') \quad (39) \]

were the subscript \( s \) denotes symmetrizing with respect to \( \alpha \) and \( \beta \). To account for these fluctuations and to satisfy the fluctuation-dissipation theorem for the classical variable \( X \), one must incorporate in Eq. \[ \text{(1)} \] the classical stochastic force terms, \( \xi(t) \), obeying \( \xi(t)\) \( \xi(t') = D_{\alpha\beta}(t)\delta(t - t') \) where the overline corresponds to the classical averaging implicit in the Langevin equation. \[ \quad \text{.} \]

In order to determine the correlator \( D_{\alpha\beta}(t) \) we average \( D_{\alpha\beta}(t, t') \) over the fast degrees of freedom corresponding to the relative time \( \tau \),
\[ D_{\alpha\beta}(t) = \int d\tau D_{\alpha\beta}(t + \tau/2, t - \tau/2) \quad (40) \]

It is sufficient to evaluate this correlator in the fully adiabatic limit since this already ensures that the fluctuation-dissipation theorem be satisfied. Hence we freeze the value of \( X_t \) (and by that the Hamiltonian), and evaluate the force fluctuations with this static Hamiltonian. Then we can work in the frozen scattering state basis \( |\psi_{X_{\pm}}\rangle \), where the Schrödinger force operator can be expressed as
\[ \tilde{F}_{X_{\pm}} = -\int \frac{d\varepsilon}{2\pi} \int \frac{d\varepsilon'}{2\pi} a_{m}^{\dagger}(\varepsilon) a_{m}^\dagger(\varepsilon') [\partial_{\alpha} H_{i}]_{mn} a_{k}(\varepsilon') \quad (41) \]

Here the channel summation is again implicit and \( a_{m}^{\dagger}(\varepsilon) \) creates a frozen (retarded) scattering state in channel \( m \) with energy \( \varepsilon \) at time \( t \), i.e., an eigenstate of the frozen Hamiltonian \( H_{i} \). The superscript \( X_{t} \) indicates the strictly adiabatic condition. Within this adiabatic approximation, changing to the Heisenberg picture simply amounts to replacing in Eq. \[ \text{(41)} \] the operators \( a_{k}^{\dagger}(\varepsilon) \) by the corresponding Heisenberg operators, \( a_{k}^{\dagger}(\varepsilon, t + \tau) = e^{-i\varepsilon\tau} a_{k}^{\dagger}(\varepsilon) \). The correlator \( D_{\alpha\beta}(t) \) can then be calculated by means of the identity \[ \text{(42)} \]
\[ \langle a_{m}^{\dagger}(\varepsilon_1) a_{n}(\varepsilon_2) a_{n}(\varepsilon_3) a_{l}(\varepsilon_4) \rangle - \langle a_{m}^{\dagger}(\varepsilon_1) a_{n}(\varepsilon_2) \rangle \langle a_{l}^{\dagger}(\varepsilon_3) a_{l}(\varepsilon_4) \rangle = \langle 2\pi \rangle^2 f_{m}(\varepsilon_1) [1 \mp f_{k}(\varepsilon_2)] \delta_{mn} \delta(\varepsilon_1 - \varepsilon_4) \delta(\varepsilon_2 - \varepsilon_3), \quad (42) \]

where the upper sign (−) refers to fermions and the lower sign (+) to bosons, and for simplicity, the label \( X_{t} \) has been dropped. Applying Eq. \[ \text{(42)} \] to Eq. \[ \text{(40)} \] we finally arrive at
\[ D_{\alpha\beta}(X_t) = \int d\tau \int \frac{d\varepsilon'}{2\pi} f_{m}(\varepsilon) [1 \mp f_{k}(\varepsilon)] \times \{ \langle \psi_{X_{m}}^{+}(\varepsilon) | \partial_{\alpha} H_{i} | \psi_{X_{k}}^{+}(\varepsilon) \rangle \langle \psi_{X_{k}}^{+}(\varepsilon) | \partial_{\beta} H_{i} | \psi_{X_{m}}^{+}(\varepsilon) \rangle \}, \quad (43) \]

where \{...\} indicates symmetrization with respect to the indices \( \alpha, \beta \). In the remainder of this section, we shall express the average adiabatic reaction force in Eq. \[ \text{(37)} \] as well as the correlator in Eq. \[ \text{(43)} \] in terms of the \( S \) and \( A \)-matrices.

**B. Born-Oppenheimer force**

The Born-Oppenheimer force \( F \) can be expressed solely in terms of frozen scattering states. From Eq. \[ \text{(37)} \], it is given by
\[ F_{\alpha} = -\int \frac{d\varepsilon}{2\pi} \sum_{n} f_{n}(\varepsilon) \langle \psi_{n}^{X_{t}}(\varepsilon) | \partial_{\alpha} V_{i} | \psi_{n}^{X_{t}}(\varepsilon) \rangle. \quad (44) \]

For turning Eq. \[ \text{(44)} \] into an expression involving the S-matrix, we insert a resolution of the identity \( \text{1} = \int \frac{d\varepsilon'}{2\pi} \sum_{k} \langle \psi_{k}^{X_{t}}(\varepsilon) | \psi_{k}^{X_{t}}(\varepsilon') \rangle \)
\[ \quad \text{,} \]
\[ F_{\alpha} = -\int \frac{d\varepsilon}{2\pi} \int \frac{d\varepsilon'}{2\pi} \sum_{n,n} f_{n}(\varepsilon) \langle \psi_{n}^{X_{t}}(\varepsilon) | \psi_{n}^{X_{t}}(\varepsilon') \rangle \times \langle \psi_{n}^{X_{t}}(\varepsilon') | \partial_{\alpha} V_{i} | \psi_{n}^{X_{t}}(\varepsilon) \rangle. \quad (45) \]

Since the dependence on time \( t \) is parametric through \( X_{t} \), from Eq. \[ \text{(47)} \] we have
\[ \partial_{\alpha} S_{mk}(\varepsilon) = -i \langle \psi_{n}^{X_{t}}(\varepsilon) | \partial_{\alpha} V_{i} | \psi_{k}^{X_{t}}(\varepsilon) \rangle. \quad (46) \]

Putting this together with the expression for the frozen S-matrix Eq. \[ \text{(11)} \] we obtain
\[ F_{\alpha} = \int \frac{d\varepsilon}{2\pi} \sum_{n,n} f_{n}(\varepsilon) \delta_{\alpha\beta} S_{nm}^{\dagger}(\varepsilon) \partial_{\alpha} S_{n}(\varepsilon). \quad (47) \]

In matrix notation, this gives the Born-Oppenheimer force
\[ F_{\alpha}(X_t) = \int \frac{d\varepsilon}{2\pi} \sum_{n} f_{n}(\varepsilon) \text{tr} \{ \Pi_{n} S_{l}^{\dagger}(\varepsilon) \partial_{\alpha} S_{l}(\varepsilon) \}. \quad (48) \]

where \( \text{tr}\{\ldots\} \) denotes a trace over scattering channels, and \( \Pi_{n} \) is a projector onto channel \( n \). Eq. \[ \text{(48)} \] coincides with the one obtained in Ref. \[ \text{(11)} \] via a non-equilibrium Keldysh calculation for the current-induced-forces in a nanoelectromechanical system.

The expression given in Eq. \[ \text{(48)} \] can be motivated by realizing its connection with the Friedel sum rule\[^{37}\].
We now insert a resolution of the identity
\[
\sum_i \equiv \sum_i f_i \partial_i E \]
The quantity \( \partial \) is known as the emissivity and plays a key role in the problem of adiabatic quantum pumping. Making use of the general expression for the Friedel sum rule in terms of S-matrices
\[
N(\varepsilon, \mathbf{x}_i) = \frac{1}{2\pi i} \text{tr} \left\{ \ln S_i(\varepsilon) \right\},
\]
the emissivity can be expressed as
\[
\partial_\alpha N(\varepsilon, \mathbf{x}_i) = \frac{1}{2\pi i} \text{tr} \left\{ S_i(\varepsilon) \partial_\alpha S_i(\varepsilon) \right\},
\]
and hence we recover Eq. (48) for the particular case that the system is in equilibrium.

### C. Friction and geometric magnetic force

We now express the tensor \( \gamma \) in terms of the frozen S-matrix and the first order non-adiabatic correction, the A-matrix. The first order correction to the Born-Oppenheimer force is given by the two last lines of Eq. (47). With the aid of the chain rule \( \partial_t = X_\alpha \partial_\alpha \), it is straightforward to show that

\[
\gamma_{\alpha\beta} = i \int \frac{d\varepsilon}{2\pi} f_k(\varepsilon) \langle \psi_k^{X^+} | \partial_\alpha V_i (G_i^A)^2 \partial_\beta V_i | \psi_k^{X^+} \rangle - i \int \frac{d\varepsilon}{2\pi} f_k(\varepsilon) \langle \psi_k^{X^+} | \partial_\alpha V_i (G_i^R)^2 \partial_\beta V_i | \psi_k^{X^+} \rangle,
\]
where we have omitted energy variables and left the sum over \( k \) implicit. We split the tensor \( \gamma \) into a symmetric part \( \gamma_{\alpha\beta}^s = 1/2 (\gamma_{\alpha\beta} + \gamma_{\beta\alpha}) \), corresponding to the friction force, and an antisymmetric part \( \gamma_{\alpha\beta}^a = 1/2 (\gamma_{\alpha\beta} - \gamma_{\beta\alpha}) \), corresponding to the emergent Lorentz force.

We first consider the symmetric, dissipative contribution
\[
\gamma_{\alpha\beta}^s = i \int \frac{d\varepsilon}{2\pi} f_k(\varepsilon) \langle \psi_k^{X^+} | \partial_\alpha V_i (G_i^A)^2 \partial_\beta V_i | \psi_k^{X^+} \rangle - i \int \frac{d\varepsilon}{2\pi} f_k(\varepsilon) \langle \psi_k^{X^+} | \partial_\alpha V_i (G_i^R)^2 \partial_\beta V_i | \psi_k^{X^+} \rangle,
\]
Using the identity \((G_i^A)^2 - (G_i^R)^2) = -\partial_\varepsilon (G_i^A - G_i^R) = -2\pi i \partial_\varepsilon \delta(\varepsilon - H_i)\) and integrating by parts we obtain
\[
\gamma_{\alpha\beta}^s = \int d\varepsilon [-\partial_\varepsilon f_k(\varepsilon)] \langle \psi_k^{X^+} | \partial_\alpha V_i \delta(\varepsilon - H_i) \partial_\beta V_i | \psi_k^{X^+} \rangle - \int d\varepsilon f_k(\varepsilon) \langle \partial_\varepsilon \psi_k^{X^+} | \partial_\alpha V_i \delta(\varepsilon - H_i) \partial_\beta V_i | \psi_k^{X^+} \rangle
\]
\[
- \int d\varepsilon f_k(\varepsilon) \langle \partial_\varepsilon \psi_k^{X^+} | \partial_\alpha V_i \delta(\varepsilon - H_i) \partial_\beta V_i | \psi_k^{X^+} \rangle.
\]
We now insert a resolution of the identity \( \sum_i \int \frac{d\varepsilon}{2\pi} | \psi_i^{X^-}(\varepsilon^-) \rangle \langle \psi_i^{X^-}(\varepsilon^-) | \) between the two potential terms and find
\[
\gamma_{\alpha\beta}^s = - \int \frac{d\varepsilon}{2\pi} \partial_\varepsilon f_k(\varepsilon) \left\{ \langle \psi_k^{X^+} | \partial_\alpha V_i | \psi_k^{X^-} \rangle \langle \psi_k^{X^-} | \partial_\beta V_i | \psi_k^{X^+} \rangle \right\}_s
\]
\[
- \int \frac{d\varepsilon}{2\pi} f_k(\varepsilon) \left\{ \langle \partial_\varepsilon \psi_k^{X^+} | \partial_\alpha V_i | \psi_k^{X^-} \rangle \langle \psi_k^{X^-} | \partial_\beta V_i | \psi_k^{X^+} \rangle \right\}_s
\]
\[
- \int \frac{d\varepsilon}{2\pi} f_k(\varepsilon) \left\{ \langle \psi_k^{X^+} | \partial_\alpha V_i | \psi_k^{X^-} \rangle \langle \partial_\varepsilon \psi_k^{X^-} | \partial_\beta V_i | \psi_k^{X^+} \rangle \right\}_s.
\]
Comparing this expression with Eqs. (29) and (27) and using the definition of the A-matrix given in Eq. (16), leads to
Immediately to the final result
\[
\gamma^a_{\alpha\beta}(\mathbf{X}_t) = \int \frac{d\varepsilon}{4\pi} \sum_n \left[ -\partial_\varepsilon f_n(\varepsilon) \right] \text{tr} \left\{ \Pi_n \partial_\alpha S^\dagger_t(\varepsilon) \partial_\beta S_t(\varepsilon) \right\}_s + \int \frac{d\varepsilon}{2\pi i} \sum_n f_n(\varepsilon) \text{tr} \left\{ \Pi_n \left[ \partial_\alpha S^\dagger_t(\varepsilon) A^\beta_t(\varepsilon) - A^\beta_t(\varepsilon) \partial_\alpha S_t(\varepsilon) \right] \right\}_s , \tag{57}
\]

Equation \[57\] recovers the frictional force obtained first in Ref. \[10\]. Thus, we conclude that the classical degrees of freedom are indeed subject to a friction force due to the coupling to a quantum mechanical scattering system. This is in stark contrast with the coupling to a finite quantum system where Berry and Robbins find that the frictional contribution to the adiabatic reaction force vanishes.\[3\]

The antisymmetric part of the damping matrix has the role of an effective orbital magnetic field acting on the multidimensional space of \( \mathbf{X} \). From Eq. \[53\], it is given by
\[
\gamma^a_{\alpha\beta} = \int \frac{d\varepsilon}{2\pi i} f(\varepsilon) \langle \psi_{\mathbf{X}_t^+} | \partial_\alpha V_t \left( G^{A}_t \right)^2 \partial_\beta V_t | \psi_{\mathbf{X}_t^+} \rangle_a + \int \frac{d\varepsilon}{2\pi i} f(\varepsilon) \langle \psi_{\mathbf{X}_t^+} | \partial_\alpha V_t \left( G^{R}_t \right)^2 \partial_\beta V_t | \psi_{\mathbf{X}_t^+} \rangle_a . \tag{58}
\]

To evaluate this expression we observe that, using Eq. \[29\] and \( (G^R_t)^2 = -\partial_\varepsilon G^t \), it follows straightforwardly that
\[
\left\{ \partial_\alpha A^\beta_t \right\}_a = \langle \psi_{\mathbf{X}_t^+} | \partial_\alpha V_t \left( G^R_t \right)^2 \partial_\beta V_t | \psi_{\mathbf{X}_t^+} \rangle_a , \tag{59}
\]
with an analogous expression involving \( G^A_t \). Similar manipulations to the ones employed in Eq. \[56\] lead to the result for the Lorentz-like term of the \( \gamma \) matrix
\[
\gamma^a_{\alpha\beta}(\mathbf{X}_t) = \int \frac{d\varepsilon}{2\pi i} \sum_n f_n(\varepsilon) \times \text{tr} \left\{ \Pi_n \left[ S^\dagger_t(\varepsilon) \partial_\beta A^\alpha_t(\varepsilon) - \partial_\beta A^\alpha_t(\varepsilon) S_t(\varepsilon) \right] \right\}_a . \tag{60}
\]

This expression agrees with the one obtained in Ref. \[10\]. Note that within the scattering formalism all the above relations are well defined and we do not encounter any divergences in contrast to Ref. \[8\]. The reason for this is that the particles spend a finite time in the scattering region, which is implicit in the time-dependent scattering formalism.

### D. Stochastic force

The stochastic force can be written in terms of the frozen S-matrix by inserting two resolutions of the identity of the form \( \mathbb{1} = \int \frac{d\varepsilon}{2\pi} \sum_k \left| \psi_k^+ \right\rangle \left\langle \psi_k^+ \right| \) into Eq. \[43\]. We can then identify the frozen S-matrix by use of Eq. \[11\] as well as its derivatives given by Eq. \[26\]. This yields
\[
D_{\alpha\beta} = \int \frac{d\varepsilon}{2\pi} f_n(\varepsilon) \left[ 1 \mp f_m(\varepsilon) \right] \times \left\{ \partial_\alpha S^x m_t(\varepsilon) S^x m_t(\varepsilon) \partial_\beta S^x m_t(\varepsilon) \right\}_a . \tag{61}
\]

In matrix notation, this can equivalently be written as
\[
D_{\alpha\beta}(\mathbf{X}_t) = \sum_{nm} \int \frac{d\varepsilon}{2\pi} f_n(\varepsilon) \left[ 1 \mp f_m(\varepsilon) \right] \times \text{tr} \left\{ \Pi_n \left[ S^x m_t(\varepsilon) \partial_\alpha S_t(\varepsilon) \right] \right\}_a \Pi_m S^x m_t(\varepsilon) \partial_\beta S_t(\varepsilon) \right\}_s , \tag{62}
\]
which agrees with the expression in Ref. \[10\] when dealing with fermions. It can be shown that this expression fulfills the fluctuation-dissipation theorem in equilibrium.\[10\] \( \mathbf{D} = 2T \gamma_s \), with \( \gamma_s \) given by Eq. \[57\] and evaluated in equilibrium.

### IV. CONCLUSION

Slow degrees of freedom coupled to a fast quantum system are subject to adiabatic reaction forces. Currently, these forces play a pivotal role in the context of nanoelectromechanical and spintronics systems with a slow mechanical mode or spin coupled to fast electronic degrees of freedom. While early work on the adiabatic reaction forces focused on closed quantum systems, nanoelectromechanics and spintronics typically involve open electronic systems driven out of equilibrium by voltage sources.

These developments have motivated us to consider adiabatic reaction forces for a generic model of a slow classical degree of freedom coupled to a quantum mechanical scattering system. Non-equilibrium is incorporated into this (non-interacting) many-body model by assuming that the filling of the incoming scattering channels is controlled by various reservoirs. In the context of nanoelectromechanics and spintronics, this model follows noelectromechanics and spintronics, this model follows
main result of the present paper is an alternative derivation of these results within the setting and with the methods of scattering theory.

In addition to being more natural and more direct, this derivation has several further advantages. To start with, we present useful expressions for the A-matrix in terms of the adiabatic scattering states which should simplify its calculation for specific applications. The general setting within the context of scattering theory facilitates comparison with the earlier results on adiabatic reaction forces for closed quantum systems. Most prominently, there is no frictional force for closed quantum systems while such a force emerges naturally for a quantum-mechanical scattering system. Moreover, the approach clarifies the limits of validity. While for closed quantum mechanical scattering systems, the adiabatic condition involves the level spacing, the latter is replaced here by the dwell time of the fast system in the scattering region. Finally, the general setting emphasizes the generality and wide applicability of our results. The fast quantum system can be fermionic as in nanoelectromechanics, a spin degree of freedom as in spintronics, or bosonic as in optomechanics or cold-atom systems.
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Appendix A REACTION FORCES INCLUDING REACTION FORCES FOR OPEN QUANTUM SYSTEMS AND THE A-MATRIX

Here we prove the identity given in Eq. (30). For better readability we omit the channel index and energy dependence (all quantities are evaluated at the same energy $\varepsilon$). Starting with Eq. (29) we find

$$S_t^i A_t A_t^i S_t = -\partial_\varepsilon \langle \psi^{X_t+} | V_t | \psi^{X_t+} \rangle + \frac{i}{2} \left[ S_t^i \partial_\varepsilon \partial_t S_t - \partial_t \partial_\varepsilon S_t^i S_t \right]$$

$$= -\frac{i}{2} \partial_\varepsilon \left[ S_t^i \partial_t S_t - \partial_t S_t^i S_t \right] + \frac{i}{2} \left[ S_t^i \partial_\varepsilon \partial_t S_t - \partial_t \partial_\varepsilon S_t^i S_t \right]$$

$$= \frac{i}{2} \left[ \partial_t S_t^i \partial_\varepsilon S_t - \partial_\varepsilon S_t^i \partial_t S_t \right]$$

(A.1)

where we made use of Eq. (27) to obtain the second equality in Eq. (A.1).

Appendix B APPLICATION: A QUANTUM DOT COUPLED TO LEADS

As we mentioned above, the S and A-matrix expressions presented in this work for the reaction forces were obtained first, within a different formalism, in Ref. [11] for the forces that an applied current exerts over the slow vibrational degrees of freedom of a nanomechanical oscillator. In this section we show how our formalism relates to the one presented in Ref. [11] where the Hamiltonian

$$H(X) = H_X + H_D + H_T$$

(B.1)

was considered, which models a quantum dot connected to leads. The “heavy” classical degrees of freedom $X(t) = \{X_1(t), X_2(t), \ldots X_N(t)\}$ in this case are the mechanical vibrational modes of the dot, which couple to the electrons in the dot. The different terms of the Hamiltonian in Eq. (B.1) are given by

$$H_L = \int \frac{d\varepsilon}{2\pi} \sum_\eta (\varepsilon - \mu_\eta) c_\eta^\dagger(\varepsilon) c_\eta(\varepsilon)$$

(B.2)

$$H_X = \sum_\nu \left[ \frac{P_\nu^2}{2M_\nu} + U(X) \right]$$

(B.3)

$$H_D = \sum_{mm'} d_m^\dagger [h(X)]_{mm'} d_{m'}$$

(B.4)

$$H_T = \int \frac{d\varepsilon}{\sqrt{2\pi}} \sum_{\eta m} \left( c_\eta(\varepsilon) W_{\eta m}(\varepsilon) d_m + h.c. \right) .$$

(B.5)

$H_L$ models the leads, where $c_\eta^\dagger(\varepsilon)$ [$c_\eta(\varepsilon)$] creates [annihilates] electrons in a flux normalized state $|\phi_\eta(\varepsilon)\rangle$ incoming from $\eta$ with chemical potential $\mu_\eta$ ($\eta$ combines channel and lead index, the chemical potential depends only on the lead index). $H_X$ represents the free evolution of the mechanical degrees of freedom of the dot. $H_D$ is the Hamiltonian of the dot, containing the electronic levels plus the coupling of the electrons in the dot to $X$ via a general function $h(X)$. The operators $d_m^\dagger$ ($d_m$) create (annihilate) a dot-electron in the state $|m\rangle$. Finally, $H_T$ indicates the tunneling process between the dot’s levels and the leads with tunneling amplitude $W_{\eta m}(\varepsilon) = \langle \phi_\eta(\varepsilon)|W|m\rangle/\sqrt{2\pi}$.

The electronic part of the Hamiltonian in Eq. (B.1) can be interpreted as a scattering problem, where the free Hamiltonian is given by $H_L$ and the dot defines a scattering potential $V = \Pi_D W_{\Pi L} + \Pi_L W_{\Pi D} + \Pi_D H_{\Pi D} \Pi_D$ where $\Pi_L$ and $\Pi_D$ project onto the lead and dot space, respectively. (Note that $\Pi_L \cdot \Pi_D = \Pi_D \cdot \Pi_L = 0$.)

We can then write the Lippmann-Schwinger equation as

$$|\psi_{X_t+}(\varepsilon)\rangle = \Pi_L |\phi_\eta(\varepsilon)\rangle + G^R_t(\varepsilon) V_t \Pi_L |\phi_\eta(\varepsilon)\rangle$$

(B.6)

where $G^R_t(\varepsilon) = (\varepsilon - H_t - i\eta)^{-1}$ is the frozen Green’s function of the dot plus lead. The projection of Eq. (B.6)
onto the dot space takes the form

$$\Pi_D |\psi_n^{X^+}(\varepsilon)\rangle = \Pi_D G_R(\varepsilon) \Pi_D W^\dagger \Pi_L |\phi_n(\varepsilon)\rangle$$

with $G_R(\varepsilon) = \Pi_D G_R(\varepsilon) \Pi_D$, the dot’s frozen Green function.

We are interested in an explicit expression for the $A$-matrix. Since $\partial_t V_t = \Pi_D \partial_t H_D \Pi_D$, we obtain from Eq. (L7)

$$A_{t\mu}(\varepsilon) = \frac{1}{2} \left( \langle \partial_t \psi_n^{X^-}(\varepsilon) | \Pi_D \partial_t H_D \Pi_D | \psi_n^{X^+}(\varepsilon) \rangle - \langle \psi_n^{X^-}(\varepsilon) | \Pi_D \partial_t H_D \Pi_D | \partial_t \psi_n^{X^+}(\varepsilon) \rangle \right). \quad (B.8)$$

Using Eq. (B.7) this can be cast into the form

$$A_{t\mu} = \pi \left\{ \partial_t \left( W_{nk} \left[ G^R_D \right]_{kl} \left[ \partial_t h_{lm} \right] \left[ G^R_D \right]_{mn} W^\dagger_{nm} \right) \right\}, \quad (B.9)$$

where the summation over repeated indices is implied. Applying our formalism to the Hamiltonian [B.1] therefore indeed recovers the expression of the $A$-matrix given by Ref. [10].
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