Fluctuations of the competition interface in presence of shocks
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Abstract. We consider last passage percolation (LPP) models with exponentially distributed random variables, which are linked to the totally asymmetric simple exclusion process (TASEP). The competition interface for LPP was introduced and studied in Ferrari and Pimentel (2005a) for cases where the corresponding exclusion process had a rarefaction fan. Here we consider situations with a shock and determine the law of the fluctuations of the competition interface around its deterministic law of large number position. We also study the multipoint distribution of the LPP around the shock, extending our one-point result of Ferrari and Nejjar (2015).

1. Introduction

Random percolation models such as last passage percolation (LPP) and interacting particle systems like the asymmetric simple exclusion process, have been extensively studied in the past decades and they exhibit limit fluctuations laws common to random matrix theory as well (see e.g. Baik et al., 1999; Johansson, 2000; Spohn, 2006; Baik and Rains, 2000; Tracy and Widom, 1994, 1996).

In the last passage percolation model on \( \mathbb{Z}^2 \), one assigns to each \( (i, j) \in \mathbb{Z}^2 \) an independent random variable \( \omega_{i,j} \geq 0 \). One can think of \( \mathbb{Z}^2 \) to have edges directed to the right and upwards. Then, given two points \( A \) and \( B \) which can be connected through directed paths, the basic random variable of interest in LPP is the last
passage time,

\[ L_{A \to B} = \max_{\pi: A \to B} \sum_{(i,j) \in \pi \setminus A} \omega_{i,j}, \]  

(1.1)

where the maximum is over the set of directed paths connecting \( A \) and \( B \). The definition extends naturally to the case where \( A \) (and/or \( B \)) are sets of points.

The LPP model is related with an interacting particle system, the totally asymmetric simple exclusion process (TASEP) as follows. In TASEP there are particles on \( \mathbb{Z} \), with the exclusion constraint that one site can be occupied by at most one particle. The dynamics in continuous time is simple: particles jump to their right neighbor with a given jump rate, but jumps which would lead to a violation of the exclusion constraint are suppressed (see Liggett, 1985, 1999 for the construction and main properties of TASEP and related models). If \( \omega_{i,j} \) are taken to be waiting times of the jumps of particles and \( A \) a set given in terms of the initial position of TASEP particles, then the distribution of the last passage time equals the distribution of the position of a given particle (see Section 2 for more details).

TASEP is one model in the Kardar-Parisi-Zhang (KPZ) universality class Kar-dar et al. (1986) in 1 + 1 dimensions (see surveys and lecture notes Ferrari and Spohn, 2011; Corwin, 2012; Quastel and Spohn, 2015; Borodin and Gorin, 2016; Quastel, 2012; Ferrari, 2010). The observable which is mostly studied in KPZ models is, in terms of TASEP, the joint distribution of particle positions in the limit of large time \( t \). From KPZ scaling one expects that particles are correlated over a distance of order \( t^{2/3} \), while the fluctuation of their position is of order \( t^{1/3} \). The (conjecturally universal) limiting processes around positions where the density of particle is macroscopically smooth are also known Johansson (2003); Prähöfer and Spohn (2002b); Borodin et al. (2007); Baik et al. (2010).

The situation changes drastically when TASEP dynamics generates a shock, i.e., the density of particles has a discontinuity. In this situation the distribution of the rescaled particle position changes over distances of order \( t^{1/3} \) instead of \( t^{2/3} \) as shown in Ferrari and Nejjar (2015). One result of the present paper is the extension of the findings of Ferrari and Nejjar (2015) to joint distributions of particle positions around the shock, using the good control over local fluctuations in LPP models established in Cator and Pimentel (2015), see Section 3, Theorem 3.1.

However, the main motivation for this paper is the study of a different observable in LPP, namely the so-called \textit{competition interface} introduced in Ferrari and Pimentel (2005a). Basically they consider two lines \( \mathcal{L}^{\pm} \) starting at the origin with \( \mathcal{L}^{+} \) (resp. \( \mathcal{L}^{-} \)) in the second (resp. fourth) quadrant and color the region above \( \mathcal{L}^{+} \cup \mathcal{L}^{-} \) with two colors, a point is (say) red if the LPP time from \( \mathcal{L}^{+} \) to it is larger than from \( \mathcal{L}^{-} \) and blue otherwise. The interface between the two colors is called the competition interface. Interestingly, the competition interface and the trajectory of the second class particle in TASEP are the same Ferrari and Pimentel (2005a) (see also Section 2.1.2). The importance of second class particles, is that in presence of shocks they can be used to identify it Liggett (1999), while for stationary initial conditions the distribution of its position is proportional to the two-point function, quantity measuring the space-time correlation Prähöfer and Spohn (2002a); Ferrari and Spohn (2006).

If the lines \( \mathcal{L}^{\pm} \) have asymptotically a fixed direction, then the direction of the competition interface converges almost surely to a value which might be deterministic or random as shown by Ferrari, Martin and Pimentel in Ferrari et al. (2009,
Theorem 2). In particular, when in the TASEP framework there is a shock, the competition interface satisfies a (deterministic) law of large numbers (see also Ferrari and Kipnis, 1995).

The main contribution of this paper is the study of the fluctuation of the competition interface in presence of shocks. In Theorem 2.1 we have a CLT type result for the fluctuations of the position of the competition interface with some deterministic $L^\pm$. The difference with the standard CLT is that the fluctuations at distance $t$ from the origin are of order $t^{1/3}$ and the distribution law is not Gaussian. This result serves as illustration of Theorem 2.2 which applies to more general LPP problems.

Finally, in Theorem 2.9 we show Gaussian fluctuations for the fluctuations of the competition interface in the case that $L^\pm$ are random walks corresponding to TASEP with initial condition given by the product measure with density $\rho$ on $\mathbb{Z}_-$ and $\lambda$ on $\mathbb{N}$ (with $\rho < \lambda$). In that case the second class particle has also Gaussian fluctuations in the $t^{1/2}$ scale around the macroscopic shock position Ferrari (1992); Ferrari and Fontes (1994); Gärtner and Presutti (1990). Although the position of the competition interface is a random time change of the position of the second class particle Ferrari and Pimentel (2005a) (see also Section 2.1.2), it is not straightforward to connect the two quantities when the speed of the shock is non-zero. The analogue result for the time-changed process (essentially for the second-class particle) can be found in Theorem 4 of Ferrari et al. (2009) (see also Coletti and Pimentel, 2007; Ferrari and Pimentel, 2005b for related studies for the Hammersley process).

The results obtained in this paper are based on the asymptotic independence of two LPP problems, which in turn are based on the slow-decorrelation phenomenon occurring along the characteristic lines Ferrari (2008); Corwin et al. (2012). For TASEP with stationary initial conditions Liggett (1976), i.e., Bernoulli product measure with $\rho = \lambda$, this cannot be applied anymore. This case has been however studied fairly well. Firstly, one can identify the competition interface with the maximizer of the (backwards) LPP problem Balázs et al. (2006). Secondly, the second class particle starting from the origin has some explicitly known scaling function Prähofer and Spohn (2002a); Ferrari and Spohn (2006); Baik et al. (2014). Recent progresses on the knowledge of the time-time correlation in the KPZ height function Dotsenko (2013, 2016); Johansson (2017); Ferrari and Spohn (2016); De Nardis et al. (2017) show that it would be relevant to study the competition interface and the second class particle as a process in time as well.

2. Last Passage Percolation and Competition Interface

2.1. Models and main Result. We consider last passage percolation times on $\mathbb{Z}^2$. Fix a starting set $S_A \subset \mathbb{Z}^2$ and an endset $S_E \subset \mathbb{Z}^2$. An up-right path from $S_A$ to $S_E$ is a sequence of points $\pi = (\pi(0), \pi(1), \ldots, \pi(n)) \in \mathbb{Z}^{2n}$ such that $\pi(0) \in S_A, \pi(n) \in S_E$ and $\pi(i) - \pi(i - 1) \in \{(0,1), (1,0)\}$. We denote by $\ell(\pi) = n$ the length of $\pi$. Take a family $\{\omega_{i,j}\}_{i,j \in \mathbb{Z}}$ of independent, nonnegative random variables, and define the last passage percolation (LPP) time from $S_A$ to $S_E$ to be

$$L_{S_A \rightarrow S_E} := \max_{\pi : S_A \rightarrow S_E} \sum_{(i,j) \in \pi \setminus S_A} \omega_{i,j}$$  \hspace{1cm} (2.1)
and define, say, $L_{S_n \rightarrow S_{\overline{n}}}$ to be $-\infty$ when the maximum in (2.1) does not exist. We denote by $\pi_{\text{max}}$ any path for which the maximum in (2.1) is attained and call $\pi_{\text{max}}$ a maximizing path. In the LPP models we consider in this paper, $\pi_{\text{max}}$ is always a.s. unique. Last passage percolation is linked to the totally asymmetric simple exclusion process (TASEP) in the following way. In TASEP, each $i \in \mathbb{Z}$ is occupied by at most one particle, and each particle waits an exponential time (whose parameter may depend on the particle) before it jumps one step to the right if its right neighbor is not occupied. Labeling particles from right to left

$$\ldots < x_2(0) < x_1(0) < 0 \leq x_0(0) < x_{-1}(0) < \ldots$$

we denote by $x_n(t)$ the position of particle $n$ at time $t$ and have that at all time $t \geq 0$, $x_{n+1}(t) < x_n(t)$, $n \in \mathbb{Z}$. TASEP can be translated into a LPP model as follows. Define

$$\mathcal{L} = \{(k + x_k(0), k) : k \in \mathbb{Z})\} \tag{2.2}$$

and weights

$$\omega_{i,j} := \exp(v_j) \tag{2.3}$$

where $v_j$ is the parameter of the exponential clock attached to particle $j$. Then we have

$$\mathbb{P}\left( \bigcap_{k=1}^{t} \{x_{n_k}(t) \geq m_k - n_k \} \right) = \mathbb{P}\left( \bigcap_{k=1}^{t} \{L_{\mathcal{L} \rightarrow (m_k, n_k)} \leq t \right). \tag{2.4}$$

It will be important for us to consider separately the sets

$$\mathcal{L}^+ = \{(k + x_k(0), k) : k > 0 \} \quad \text{and} \quad \mathcal{L}^- = \{(k + x_k(0), k) : k \leq 0 \}. \tag{2.5}$$

We denote by $\pi_{\text{max}}^+$, $\pi_{\text{max}}^-$ the (a.s. unique) maximizing paths of $L_{\mathcal{L}^+ \rightarrow (m, n)}$, $L_{\mathcal{L}^- \rightarrow (m, n)}$. The aim of this section is to obtain limit results for the competition interface in the LPP model (2.2), (2.3). The competition interface is essentially the boundary of the region where the LPP to $\mathcal{L}^+$ is larger than the LPP to $\mathcal{L}^-$.

2.1.1. The competition interface. Here we study the LPP model defined by (2.2), (2.3) with a competition interface, which was introduced in Ferrari and Pimentel (2005a). To associate a competition interface to the LPP time, we consider TASEP with initial data satisfying $x_0(0) = 1$ and $x_1(0) < -1$. Note that for such initial data we have (with $\mathcal{L}^+, \mathcal{L}^-$ defined in (2.5)) almost surely $L_{\mathcal{L}^+ \rightarrow (i,j)} \neq L_{\mathcal{L}^- \rightarrow (i,j)}$ for $(i,j) \in \mathbb{N}^2$. We then define two clusters via

$$\Gamma^+ := \{(i,j) \in \mathbb{Z}^2 : L_{\mathcal{L}^+ \rightarrow (i,j)} > L_{\mathcal{L}^- \rightarrow (i,j)} \},$$

$$\Gamma^- := \{(i,j) \in \mathbb{Z}^2 : L_{\mathcal{L}^- \rightarrow (i,j)} > L_{\mathcal{L}^+ \rightarrow (i,j)} \}. \tag{2.6}$$

We can think of the points in $\Gamma^+$ as painted red, and the points in $\Gamma^-$ as painted blue. Each $(i,j) \in \mathbb{N}^2$ thus has a well-defined color. The two colors are separated through the competition interface $\phi$: Set $\phi_0 := (0,0)$ and define $\phi = (\phi_0, \phi_1, \phi_2, \ldots)$ inductively via

$$\phi_{n+1} = \begin{cases} \phi_n + (1,0) & \text{if } \phi_n + (1,1) \in \Gamma_+, \\ \phi_n + (0,1) & \text{if } \phi_n + (1,1) \in \Gamma^- , \end{cases} \tag{2.7}$$

and we write $\phi_n = (I_n, J_n)$. We always have $\phi_1 = (1,0)$ in our model since $L_{\mathcal{L}^- \rightarrow (1,1)} = \omega_{1,1} < \omega_{1,1} + \omega_{0,1} \leq L_{\mathcal{L}^+ \rightarrow (1,1)}$. Note that $I_n + J_n = n$ and $(k, n-k)$ is red for $0 \leq k < I_n$ and blue for $I_n < k \leq n$. 


In Ferrari et al. (2009) some aspects of the competition interface are studied. In Theorem 1 of Ferrari et al. (2009) it is shown (under the assumption that $L^\pm$ have asymptotically fixed directions) that $\phi_n/|\phi_n| \to (\cos(\theta), \sin(\theta))$ almost surely, for some $\theta$, which might be random or deterministic. In Theorem 2 of Ferrari et al. (2009) they determined the distribution function of $\theta$ for the case corresponding to TASEP with Bernoulli-Bernoulli initial conditions with higher density on $Z_-$ than $Z_+$. This corresponds to a situation with a macroscopically decreasing particle density profile (the so-called rarefaction fan). Furthermore, for initial conditions generating a shock for TASEP, they prove that $\theta$ is non-random (with an explicit value given in term of the shock velocity). Thus for situation with a shock for TASEP, their result is a law of large number type of result. In our contribution we want to analyze the fluctuations with respect to the law of large number. It is a CLT type of result, with the particularity that the fluctuations live in a $O(n^{1/3})$ scale and the distribution function is not Gaussian.

In Theorem 2.2 we determine the distribution function for $n \mapsto I_n - J_n$ (properly centered and scaled) under a few assumptions, which need to be verified case by case (as they depend on $L^\pm$ and the chosen law of the randomness $\omega$). In order to illustrate the result, we now present one special model in which all the assumptions are verified, see Theorem 2.1.

Let $(\phi_n)_{n \in \mathbb{N}} = ((I_n, J_n))_{n \in \mathbb{N}}$ be the competition interface (2.7) associated to the LPP model with $L = L^+ \cup L^-$ where $L^+, L^-$ are given by (2.5) and

$$x_k(0) = -2k, k \in \mathbb{Z} \setminus \{0\} \quad \text{and} \quad x_0(0) = 1,$$

see Figure 2.1. The weights are

$$\omega_{i,j} := \begin{cases} \exp(1) & \text{if } (i, j) \in L^c, j > 0, \\ \exp(\alpha) & \text{if } (i, j) \in L^c, j \leq 0, \end{cases}$$

Figure 2.1. The LPP model of Theorem 2.1 and the associated competition interface (dashed line).
where $\alpha < 1$. Setting $\eta_0 = \alpha/(2 - \alpha)$, $\eta = \eta_0 + u\ell^{-2/3}$, and $\mu = 4/(2 - \alpha)$ Corollary 2.2 of Ferrari and Nejjar (2015) gives

$$
\lim_{\ell \to \infty} \mathbb{P}(L_{\ell}^+ \geq \mu \ell + s\ell^{1/3}) = F_{\text{GOE}}\left(\frac{s - 2u}{\sigma_1}\right), \quad (2.10)
$$

where $F_{\text{GOE}}$ is the density of the GOE Tracy-Widom distribution of random matrices (Tracy and Widom, 1996) and $\sigma_1 = \frac{2^{2/3}}{(2 - \alpha)^{1/3}}$ and $\sigma_2 = \frac{2^{3/2}((2 - \alpha)^{1/3})}{(2 - \alpha)^{1/3}}$.

**Theorem 2.1.** Consider the setting of (2.9). Then the fluctuations of the competition interface are asymptotically given by

$$
\lim_{t \to \infty} \mathbb{P}\left(\frac{I[t] - J[t] - (\alpha - 1)t}{t^{1/3}} \leq s\right) = \mathbb{P}(\chi_1 - \chi_2 \geq 0), \quad (2.11)
\tag{2.11}
$$

where $\chi_1$ and $\chi_2$ are independent random variables with distributions

$$
\mathbb{P}(\chi_1 \leq x) = F_{\text{GOE}}\left(\frac{x - \gamma s}{\sigma_1}\right), \quad \mathbb{P}(\chi_2 \leq x) = F_{\text{GOE}}\left(\frac{x - \gamma s/\alpha}{\sigma_2}\right), \quad (2.12)
\tag{2.12}
$$

with $\gamma = 2^{4/3}/(2 - \alpha)^{4/3}$.

In short, to prove Theorem 2.1, one first observes that the event \{\(I[t] - J[t] \leq -t + 2M\), for 0 $\leq M $ $\leq t$ amounts to the event that \((M, t - M)\) is blue, i.e., \(L_{\ell}^- \geq (M, t - M)\), and \(L_{\ell}^+ \geq (M, t - M)\) are independent random variables with distributions $\mathcal{L}_{\alpha}$ and $\mathcal{L}_{\alpha - 1}$.

### 2.1.2. Competition Interfaces and second class particles

One of the motivations to study the competition interface (2.7) is its direct connection to second class particles established in Ferrari and Pimentel (2005a) and Ferrari et al. (2009). To define the second class particle one starts TASEP in $\eta, \eta' \in \{0, 1\}^Z$ where $\eta, \eta'$ differ only at the origin, and couples the two processes in the basic coupling (in this coupling, particles from $\eta, \eta'$ use the same Poisson processes for their jumps, the graphical construction of TASEP behind this goes back to Harris, 1978, see also Ferrari, 2016 for an explanation). Under this coupling, the two processes differ at one site for all time denoted by

$$
X(t) = \sum_{x \in \mathbb{Z}} x \mathbb{1}_{\{\eta(x) \neq \eta'(x)\}}. \quad (2.13)
$$

$X(t)$ is the position at time $t$ of the second class particle which started at the origin. To any $\eta \in \{0, 1\}^Z$ we can associate the empirical measure

$$
\pi^n(\eta) = \frac{1}{n} \sum_{i \in \mathbb{Z}} \eta(i) \delta_{i/n}. \quad (2.14)
$$

The initial data $\eta_0$ of a TASEP can either be deterministic (as in (2.8)) or random as in Section 2.4 (the initial data is always independent of the evolution of the process). Furthermore one can also have a sequence of initial data $(\eta_0^n, n \geq 1)$. 
Let \((\eta_0^n, n \geq 1)\) be defined on some probability space with measure \(\mathbb{P}_0\). Then, the initial particle density is given by a measurable function \(\rho_0(x), x \in \mathbb{R}\), if for all continuous, compactly supported \(f\) on \(\mathbb{R}\)

\[
\lim_{n \to \infty} \int_{\mathbb{R}} d\pi^n(\eta_0^n) f(x) = \int_{\mathbb{R}} dx \rho_0(x) f(x) \quad \mathbb{P}_0 \text{ a.s.} \tag{2.15}
\]

For example, the \(\rho_0\) corresponding to (2.8) is simply constant \(1/2\). The density of TASEP in the large time limit is then the entropy solution to the Burgers equation Evans (2010) with initial data given by \(\rho_0\), see e.g. Ferrari (2016) and references therein. An important special case are initial particle densities \(\rho_0\) of the form

\[
\rho_0(\xi) = \begin{cases} 
\rho_- & \text{if } \xi < 0, \\
\rho_+ & \text{if } \xi \geq 0.
\end{cases} \tag{2.16}
\]

If now \(\rho_- < \rho_+\), the solution of the Burgers equation with initial data (2.16) which gives the \(t \to \infty\) density profile of TASEP is given by

\[
\rho(\xi,1) = \begin{cases} 
\rho_- & \text{if } \xi < 1 - \rho_- - \rho_+, \\
\rho_+ & \text{if } \xi \geq 1 - \rho_- - \rho_+.
\end{cases} \tag{2.17}
\]

The discontinuity in (2.17) is called shock and \(X(t)/t\) converges a.s. to \(1 - \rho_- - \rho_+\). Thus \(X(t)\) provides an interpretation of the random shock position; for Riemann initial data with \(\rho_- > \rho_+\) created by Bernoulli initial data, \(X(t)/t\) is asymptotically uniformly distributed among the characteristics emanating from the origin, see e.g. Theorem 3 in Ferrari et al. (2009) for both results. In the construction given in Proposition 2.2 in Ferrari et al. (2009), an initial configuration with a second class particle at \(0\) becomes an initial configuration with a hole at \(0\) and a particle at \(1\) (note that we only defined the competition interface for such initial data).

Associating to such initial data the LPP model (2.4) and the competition interface (2.7), \(I_n - J_n - 1\) becomes then the position of the second class particle after its \((n-1)\)th jump \((n \geq 1)\). More precisely, with \(\tau_n = L_{\mathbb{1}^{n-1}}\to\phi_n\), we define for \(t \geq 0\)

\[
(I(t), J(t)) = \phi_n \quad \text{if } t \in [\tau_n, \tau_{n+1}). \tag{2.18}
\]

Then, in the coupling of Ferrari et al. (2009) \(I(t) - 1\) (resp. \(J(t)\)) equals the number of rightward (resp. leftward) jumps of the second class particle in \([0 , t]\), note \(\tau_1 = 0\) in our setting.\footnote{In Ferrari et al. (2009), the choice of \(\mathcal{L}\) and \(\omega_{i,j}\) differs slightly from the one in (2.4), such that \((I(t) - J(t))_{t \geq 0}\) equals \((X(t))_{t \geq 0}\).}

### 2.2. General Model and Theorem.

In this section we consider the general LPP model defined by (2.3), (2.2) (2.5). We prove a generalization of Theorem 2.1 about the convergence of \(I_n - J_n\) under three assumptions, see Theorem 2.2 below. As noted after Theorem 2.1, one looks at the probability that \(L_{\mathbb{1}^{n-1}}\to(M,t-M)\) is positive for suitable \(M = M(t)\). Hence, \(L_{\mathbb{1}^{n-1}}\to(M,t-M)\) need to converge under the same rescaling (otherwise the probability of their difference being positive converges to \(0\) or \(1\)). This is the content of Assumption 1. Furthermore, one needs to establish asymptotic independence of the two LPP times. If the maximizing paths \(\pi_{\mathbb{1}^{n-1}}^{\max}\) of \(L_{\mathbb{1}^{n-1}}\to(M,t-M)\) and \(\pi_{\mathbb{1}^{n-1}}^{\max}\) of \(L_{\mathbb{1}^{n-1}}\to(M,t-M)\) uses different (non-random) sets of the LPP random waiting times with high probability as \(t \to \infty\), then the two LPP are asymptotically independent.
Close to the endpoint, this cannot possibly hold, since typically $\pi_{\max}^+$ and $\pi_{\max}^-$ will actually intersect. However, if the fluctuations of the two LPP are on the leading order not affected by the randomness in a region of radius $t^\nu$, $\nu < 1$ away from $(M, t - M)$ (Assumption 2), then the maximizers until that distance are supported with high probability on disjoint set of points (Assumption 3), and the two LPP are asymptotically independent. The framework of these Assumptions was used in Ferrari and Nejjar (2015) to prove the limit law of LPP times. Here we prove convergence of $I_n - J_n$ and obtain Theorem 2.1 as a corollary.

In the following, we do not always write the integer parts, since even any perturbation of order $o(t^{1/3})$ becomes irrelevant in the limit, see (2.36) below. For convenience, we assume that all appearing distribution functions are continuous, otherwise statements will only hold at continuity points.

**Assumption 1.** Fix $\eta_0 \in (0, \infty)$ and $\eta = \eta_0 + ut^{-2/3}$. Assume that there exists some $\mu$ such that

$$\lim_{t \to \infty} \mathbb{P} \left( \frac{L_{L^+ \to (\eta t, t)} - \mu t}{t^{1/3}} \leq s \right) = G_1(s; u),$$

and

$$\lim_{t \to \infty} \mathbb{P} \left( \frac{L_{L^- \to (\eta t, t)} - \mu t}{t^{1/3}} \leq s \right) = G_2(s; u),$$

where $G_1$ and $G_2$ are some (continuous) distribution functions depending on $u$.

Secondly, we assume that there is a point $E^+$ at distance of order $t^\nu$, for some $1/3 < \nu < 1$, which lies on the characteristic from $L^+$ to $E = (\eta t, t)$ and that there is slow-decorrelation as in Theorem 2.1 of Corwin et al. (2012).

**Assumption 2.** Fix $\eta_0 \in (0, \infty)$ and $\eta = \eta_0 + ut^{-2/3}$. Assume that we have a point $E^+ = (\eta t - \kappa t^\nu, t - t^\nu)$ for some $\mu_0$, and $\nu (1/3, 1)$ it holds

$$\lim_{t \to \infty} \mathbb{P} \left( \frac{L_{E^+ \to (\eta t, t)} - \mu_0 t^\nu}{t^{1/3}} \leq s \right) = G_0(s; u),$$

and

$$\lim_{t \to \infty} \mathbb{P} \left( \frac{L_{L^- \to E^+} - \mu t + \mu_0 t^\nu}{t^{1/3}} \leq s \right) = G_1(s; u),$$

where $G_0$ and $G_1$ are (continuous) distribution functions.

**Assumption 3.** Let $\nu$ be as in Assumption 2. Consider the points $D_\gamma = (\lfloor \gamma \eta t \rfloor, \lfloor \gamma t \rfloor)$ with $\gamma \in [0, 1 - t^{1/3 - 1}]$ and $\beta \in (0, \nu)$. Assume that

$$\lim_{t \to \infty} \mathbb{P} \left( \bigcup_{\gamma \in [0, 1 - t^{1/3 - 1}]} \left\{ D_\gamma \in \pi_{L^+ \to E^+}^{\max} \right\} \right) = 0,$$

and

$$\lim_{t \to \infty} \mathbb{P} \left( \bigcup_{\gamma \in [0, 1 - t^{1/3 - 1}]} \left\{ D_\gamma \in \pi_{L^- \to (\eta t, t)}^{\max} \right\} \right) = 0.$$
Theorem 2.2. Assume Assumptions 1, 2 and 3 hold with
\[ \eta = \eta_0 + ut^{-2/3}, \quad u \in \mathbb{R}. \] (2.24)
Then, for any sequence \( a_t = o(t^{1/3}) \) we have
\[ \lim_{t \to \infty} \mathbb{P}\left( I_{[t]} - J_{[t]} \leq -t \frac{1 - \eta_0}{1 + \eta_0} + \frac{2u}{(1 + \eta_0)^{4/3}} t^{1/3} + a_t \right) = \mathbb{P}_{G_2 \star G_1^-}((0, \infty)), \] (2.25)
where \( \mathbb{P}_{G_2 \star G_1^-} \) is the convolution of the probability measures induced by the distribution functions \( G_2(x; u) \) and \( G_1^-(x; u) := 1 - G_1(-x; u) \).

Proof of Theorem 2.1: In the proof of Corollary 2.2 of Ferrari and Nejjar (2015), it has been shown that the Assumptions 1, 2 and 3 hold (see page 7 of Borodin et al., 2008) with \( \eta_0 = \frac{\alpha}{2 - \alpha} \) and
\[ G_1(x; u) = F_{\text{GOE}} \left( \frac{x - 2u}{\sigma_1} \right), \quad G_2(x; u) = F_{\text{GOE}} \left( \frac{x - 2u/\alpha}{\sigma_2} \right), \] (2.26)
where \( \sigma_1, \sigma_2 \) were defined in Theorem 2.1. Then, taking \( 2u = 2^{4/3}/(2 - \alpha)^{4/3} \) gives
\[ -t \frac{1 - \eta_0}{1 + \eta_0} + \frac{2u}{(1 + \eta_0)^{4/3}} t^{1/3} = (\alpha - 1)t + st^{1/3} + \mathcal{O}(t^{-1/3}) \] (2.27)
from which the result follows using Theorem 2.2. \( \square \)

2.3. Proof of Theorem 2.2. In the following, we will often use the following elementary lemma from Ben Arous and Corwin (2011). By \( \Rightarrow \) we designate convergence in distribution.

Lemma 2.3 (Lemma 4.1 in Ben Arous and Corwin, 2011). Let \( D \) be a probability distribution and \( (X_n)_{n \in \mathbb{N}}, (\tilde{X}_n)_{n \in \mathbb{N}} \) be sequences of random variables. If \( X_n \geq \tilde{X}_n \) and \( \tilde{X}_n, X_n \Rightarrow D \), then \( X_n - \tilde{X}_n \) converges to zero in probability. If \( X_n \Rightarrow D \) and \( X_n - \tilde{X}_n \) converges to zero in probability, then \( \tilde{X}_n \Rightarrow D \) as well.

We denote by
\[ L_{\mathcal{L} \to (q,t)} \] (2.28)
the last passage time \( L_{\mathcal{L} \to (q,t)} \) rescaled as required by Assumption 1. We define analogously \( L_{\mathcal{L} \to (q,t)} \), \( L_{\mathcal{L} \to (q,t)}^{\text{res}} \) and \( L_{\mathcal{L} \to E^+} \) as the last passage times rescaled as required by Assumption 1 resp. 2.

To study the asymptotic behavior of \( I_n - J_n \) we make the following observation.

Proposition 2.4. Let \( \phi \) be the competition interface of the LPP model (2.2), (2.3) with \( x_0(0) = 1, x_1(0) < -1 \). Let \( n, M \in \mathbb{N} \) and \( M \leq n - 1 \). Then
\[ \mathbb{P}\left( (M, n - M) \in \Gamma^\infty \right) \leq \mathbb{P}\left( I_n - J_n \leq -n + 2M \right) \leq \mathbb{P}\left( (M, n - M) + (1, -1) \in \Gamma^\infty \right). \] (2.29)

Proof: Note that since \( I_n + J_n = n \) we have the equality of the events
\[ \{ I_n - J_n \leq -n + 2M \} = \{ \phi_n \in \{(k, n - k), 0 \leq k \leq M\} \}, \] (2.30)
with $\phi_n$ given in (2.18). The statement follows now from
\[
\{(M, n - M) \in \Gamma^\infty\} \subseteq \{\phi_n \in \{(k, n - k), 0 \leq k \leq M\}\}
\subseteq \{(M, n - M) + (1, -1) \in \Gamma^\infty\}.
\tag{2.31}
\]

With this observation, we can translate the behavior of $I_n - J_n$ into the difference of LPP times.

**Proposition 2.5.** Let $\eta = \eta_0 + ut^{-2/3}$, with $u \in \mathbb{R}$ and suppose that
\[
L_{L^-}^{\text{resc}}(\eta(t), t) - L_{L^+}^{\text{resc}}(\eta(t), t) = D
\tag{2.32}
\]
as $t \to \infty$. Then, under Assumption 1, for any sequence $a_t = o(t^{1/3})$ we have
\[
\lim_{t \to \infty} \mathbb{P}\left(I_{[t]} - J_{[t]} \leq -t \frac{1 - \eta_0}{1 + \eta_0} + \frac{2u}{(1 + \eta_0)^{4/3}}t^{1/3} + a_t\right) = \mathbb{P}_D((0, \infty)),
\tag{2.33}
\]
where $\mathbb{P}_D$ is the probability measure with distribution $D$.

**Proof:** Let us define
\[
\hat{\eta} = \eta_0 + u(t/(1 + \eta_0))^{-2/3}, \quad n(t) = \lfloor t \rfloor, \quad M(t) = \left\lfloor \frac{\hat{\eta} t}{1 + \hat{\eta}} \right\rfloor.
\tag{2.34}
\]
Then setting $\ell = \frac{t}{1 + \eta}$ we have with $\eta(\ell) = \eta_0 + u\ell^{-2/3}$ and

$(M(t), n(t) - M(t)) = (\eta(\ell), \ell, \ell) + c_\ell$.
\tag{2.35}

What we have to show is that if $L_{L^-}^{\text{resc}}(\eta(\ell), \ell) - L_{L^+}^{\text{resc}}(\eta(\ell), \ell) = D$, then also for any $b_\ell = (b_1^\ell, b_2^\ell) = o(\ell^{1/3})$

\[
L_{L^-}^{\text{resc}}(\eta(\ell), \ell) + b_\ell - L_{L^+}^{\text{resc}}(\eta(\ell), \ell) + b_\ell = D.
\tag{2.36}
\]

Indeed, given (2.36), it follows from Proposition 2.4 that
\[
\lim_{t \to \infty} \mathbb{P}\left(I_{[t]} - J_{[t]} \leq -n(t) + 2M(t)\right) = \mathbb{P}_D((0, \infty)).
\tag{2.37}
\]

Furthermore, if $a_t = o(t^{1/3})$ there is an integer $M(t)$ such that

$-n(t) + 2M(t) + |a_t| = -n(t) + 2M(t), \quad M(t) - \hat{M}(t) = o(t^{1/3}).$
\tag{2.38}

Applying Proposition 2.4 with $n(t), \hat{M}(t)$ and then using (2.36) we obtain
\[
\lim_{t \to \infty} \mathbb{P}\left(I_{[t]} - J_{[t]} \leq -n(t) + 2M(t) + |a_t|\right) = \mathbb{P}_D((0, \infty)),
\tag{2.39}
\]
which is the statement to be proven. So let us now prove (2.36). Writing

$X_\ell = L_{L^-}^{\text{resc}}(\eta(\ell), \ell), \quad Y_\ell = L_{L^+}^{\text{resc}}(\eta(\ell), \ell),$

$Z_\ell = L_{L^-}^{\text{resc}}(\eta(\ell), \ell) + b_\ell - L_{L^-}^{\text{resc}}(\eta(\ell), \ell) - L_{L^+}^{\text{resc}}(\eta(\ell), \ell) + b_\ell$, we have
\[
L_{L^-}^{\text{resc}}(\eta(\ell), \ell) + b_\ell - L_{L^+}^{\text{resc}}(\eta(\ell), \ell) + b_\ell = X_\ell - Y_\ell + Z_\ell,
\tag{2.40}
\]
so it suffices to show $Z_\ell \Rightarrow 0$. Let $L = \max \left\{ \left\| \frac{b_1^\ell}{\eta} \right\|, \left\| b_2^\ell \right\| \right\}$. Then
\[
L_{L^-}^{\text{resc}}(\eta(\ell), \ell) + b_\ell - L_{L^-}^{\text{resc}}(\eta(\ell), \ell) \leq \left\| L_{L^-}^{\text{resc}}(\eta(\ell), \ell - L) - L_{L^-}^{\text{resc}}(\eta(\ell), \ell - L) \right\| \tag{2.41}
\]
where we defined
\[
\hat{L}_{\mathcal{L}^+ \to (\eta(t), t)}^{\text{resc}} = \frac{L_{\mathcal{L}^+ \to (\eta(t), t)} - \mu t}{t^{1/3}}. \tag{2.43}
\]
Now
\[
\hat{L}_{\mathcal{L}^+ \to (\eta(t), t)}^{\text{resc}} \leq \hat{L}_{\mathcal{L}^+ \to (\eta(t), t)}^{\text{resc}} \leq \hat{L}_{\mathcal{L}^+ \to (\eta(t), t)}^{\text{resc}}, \tag{2.44}
\]
and \(L_{\mathcal{L}^+ \to (\eta(t), t)}^{\text{resc}} \to (\eta(t), t), t, L\) both converge to the same distribution by Assumption 1. Indeed, setting \(L = \ell, Z = X\) this implies that
\[
\begin{align*}
\hat{L}_{\mathcal{L}^+ \to (\eta(t), t)}^{\text{resc}} &= \frac{L_{\mathcal{L}^+ \to (\eta(t), t), t, L} - \mu \ell}{\ell^{1/3}} + O\left(L \ell^{-1/3}\right) + O(\ell^{-4/3})(L_{\mathcal{L}^+ \to (\eta(t), t), t, L} - \mu \ell) + L_{\mathcal{L}^+ \to (\eta(t), t), t, L} - L_{\mathcal{L}^+ \to (\eta(t), t), t, L}) \tag{2.45}
\end{align*}
\]
and all terms except the first one on the right-hand side of \(2.45\) converge to zero in probability. Hence by Lemma 2.3 \(\hat{L}_{\mathcal{L}^+ \to (\eta(t), t)}^{\text{resc}} \to (\eta(t), t), t, L\) converges to zero in probability and so does the left-hand side of \(2.42\). An analogous argument shows that \(\frac{L_{\mathcal{L}^+ \to (\eta(t), t), t, L} - L_{\mathcal{L}^+ \to (\eta(t), t), t, L}}{t^{1/3}}\) converges to zero in probability. This implies that \(Z_{\ell} \Rightarrow 0\). \(\square\)

In view of the previous proposition, we need to determine the limit law of \(L_{\mathcal{L}^+ \to (\eta(t), t)}^{\text{resc}} - L_{\mathcal{L}^+ \to (\eta(t), t)}^{\text{resc}}\). For this, we proceed as in Ferrari and Nejjar (2015), reducing the problem to the limit law of two independent random variables in the following three Propositions.

**Proposition 2.6.** Suppose Assumptions 1 and 2 hold, and let \(D\) be a probability distribution. If
\[
L_{\mathcal{L}^+ \to (\eta(t), t)}^{\text{resc}} - L_{\mathcal{L}^+ \to (\eta(t), t)}^{\text{resc}} \to D \text{ as } t \to \infty, \tag{2.46}
\]
then
\[
L_{\mathcal{L}^+ \to (\eta(t), t)}^{\text{resc}} - L_{\mathcal{L}^+ \to (\eta(t), t)}^{\text{resc}} \Rightarrow D \text{ as } t \to \infty. \tag{2.47}
\]

**Proof:** We set
\[
X_n = L_{\mathcal{L}^+ \to (\eta(t), t)}^{\text{resc}} - L_{\mathcal{L}^+ \to (\eta(t), t)}^{\text{resc}} - \frac{L_{\mathcal{L}^+ \to (\eta(t), t)} + L_{\mathcal{L}^+ \to (\eta(t), t), t, L} - \mu t}{t^{1/3}}. \tag{2.48}
\]
By Lemma 2.3 it suffices to show \(X_n \Rightarrow 0\) in probability. Now
\[
X_n - \hat{X}_n = L_{\mathcal{L}^+ \to (\eta(t), t)}^{\text{resc}} - L_{\mathcal{L}^+ \to (\eta(t), t)}^{\text{resc}} - \frac{L_{\mathcal{L}^+ \to (\eta(t), t)} + L_{\mathcal{L}^+ \to (\eta(t), t), t, L} - \mu t}{t^{1/3}}, \tag{2.49}
\]
and since
\[
L_{\mathcal{L}^+ \to (\eta(t), t)}^{\text{resc}} \geq L_{\mathcal{L}^+ \to (\eta(t), t)}^{\text{resc}} - \frac{L_{\mathcal{L}^+ \to (\eta(t), t)} + L_{\mathcal{L}^+ \to (\eta(t), t), t, L} - \mu t}{t^{1/3}}, \tag{2.50}
\]
to show that \(X_n - \hat{X}_n\) converges to zero in probability, it suffices again by Lemma 2.3 to show that \(L_{\mathcal{L}^+ \to (\eta(t), t)}^{\text{resc}} \text{ and } L_{\mathcal{L}^+ \to (\eta(t), t), t, L}^{\text{resc}} - \mu t\) converge to the same distribution as \(t \to \infty\). By Assumption 1, in the large-\(t\) limit, \(P(L_{\mathcal{L}^+ \to (\eta(t), t)}^{\text{resc}} \leq s) \to G_1(s)\)
Proposition 2.8. If we have that
\[ P(L_{E^+}^{\text{resc}} \leq s) \rightarrow G_1(s). \]
Furthermore, by Assumption 2 for any \( \varepsilon > 0 \)
\[ P \left( \left| \frac{L_{E^+}^{(\eta, t)} - \mu_0 t^\nu}{t^{1/3}} \right| \geq \varepsilon t^{(1-\nu)/3} \right) \rightarrow 0 \text{ as } t \rightarrow \infty. \] (2.51)
Thus \( \frac{L_{E^+}^{(\eta, t)} - \mu_0 t^\nu}{t^{1/3}} \) converges to zero in probability as \( t \rightarrow \infty \). Consequently
\[ P \left( \frac{L_{E^+}^{(\eta, t)} - \mu_0 t^\nu}{t^{1/3}} \leq s \right) \rightarrow G_1(s) \text{ as } t \rightarrow \infty. \] (2.52)

For the next reduction, define for some set \( B \) and point \( C \) \( \hat{L}_{B \to C} \) to be the last passage time from \( B \) to \( C \) except that we take the maximum only over paths not containing any point \( \bigcup_{\gamma \in [0,1]} D_\gamma \) with \( D_\gamma \) as in Assumption 3. We rescale \( \hat{L}_{B \to C} \) just as \( L_{B \to C} \).

Proposition 2.7. Suppose that Assumptions 1, 2 and 3 hold. If
\[ Y_{t,1} := \hat{L}_{\hat{L}_{-}\to(\eta, t)}^{\text{resc}} - \frac{L_{E^+}^{(\eta, t)} - \mu_0 t^\nu}{t^{1/3}} \Rightarrow D \text{ as } t \rightarrow \infty, \] then
\[ Y_{t,2} := L_{\hat{L}_{-}\to(\eta, t)}^{\text{resc}} - \frac{L_{E^+}^{(\eta, t)} - \mu_0 t^\nu}{t^{1/3}} \Rightarrow D \text{ as } t \rightarrow \infty. \] (2.53)
(2.54)

Proof: For \( \varepsilon > 0 \) we have
\[ P(|Y_{t,1} - Y_{t,2}| \geq \varepsilon) \leq P \left( \left| \frac{L_{E^+}^{(\eta, t)} - \hat{L}_{E^+}^{(\eta, t)}}{t^{1/3}} \right| \geq \varepsilon/2 \right) + P \left( \left| \frac{L_{E^+}^{(\eta, t)} - \hat{L}_{E^+}^{(\eta, t)}}{t^{1/3}} \right| \geq \varepsilon/2 \right). \] (2.55)

On the other hand,
\[ \{L_{E^+}^{(\eta, t)} - \hat{L}_{E^+}^{(\eta, t)} = 0\} \subset \bigcup_{\gamma \in [0,1]} \left\{ D_\gamma \in \pi_{\max}^{L_{E^+}^{(\eta, t)}} \right\} \] (2.56)
because if the maximizers do not reach any points \( D_\gamma \), then the two last passage time are identical. The same holds for \( E^+ \) replaced with \( (\eta, t) \). However, by Assumption 3, the probability of the event in the r.h.s. of (2.56) goes to 0 as \( t \rightarrow \infty \). Hence by Lemma 2.3 if \( Y_{t,1} \Rightarrow D \), also \( Y_{t,2} \Rightarrow D \). \( \square \)

Finally, we have the following.

Proposition 2.8. If we have that
\[ \hat{L}_{E^+}^{\text{resc}} - \hat{L}_{E^+}^{\text{resc}} \Rightarrow D \text{ as } t \rightarrow \infty, \] then also
\[ \hat{L}_{E^+}^{\text{resc}} - \frac{L_{E^+}^{(\eta, t)} - \mu_0 t^\nu}{t^{1/3}} \Rightarrow D \text{ as } t \rightarrow \infty. \] (2.57)
(2.58)
Proof: Simply note that $X_t = \frac{L_{(\eta t),t}^{E_+} - \mu t}{t^{1/3}}$ converges to zero in probability by (2.51), hence if (2.57) holds we have by Lemma 2.3

\[
\tilde{L}_{\mathbf{L}^+ \to (\eta t),t}^{\text{resc}} - (\tilde{L}_{\mathbf{L}_+ \to E^+}^{\text{resc}} + X_t) = \tilde{L}_{\mathbf{L}^- \to (\eta t),t}^{\text{resc}} - \frac{\tilde{L}_{\mathbf{L}^+ \to E^+} + L_{(\eta t),t}^{E_+} - \mu t}{t^{1/3}} \Rightarrow D.
\]

(2.59)

Proof of Theorem 2.2: By construction $\tilde{L}_{\mathbf{L}^- \to (\eta t),t}^{\text{resc}}$, $\tilde{L}_{\mathbf{L}_+ \to E^+}^{\text{resc}}$ are independent, since they depend on disjoint sets of $\omega_{i,j}$’s, which are independent random variables. Furthermore, as shown in the proof of Proposition 2.7, $\tilde{L}_{\mathbf{L}^- \to (\eta t),t}^{\text{resc}} - L_{\mathbf{L}_+ \to E^+}^{\text{resc}}$ and $\tilde{L}_{\mathbf{L}_+ \to E^+}^{\text{resc}} - L_{\mathbf{L}_+ \to E^+}^{\text{resc}}$ converge to zero in probability and hence by Assumptions 1, 2 and Lemma 2.3

\[
\mathbb{P}(\tilde{L}_{\mathbf{L}^- \to (\eta t),t}^{\text{resc}} \leq s) \to G_2(s) \quad \text{and} \quad \mathbb{P}(\tilde{L}_{\mathbf{L}_+ \to E^+}^{\text{resc}} \leq s) \to G_1(s)
\]

(2.60)
as $t \to \infty$. Now (2.60) and independence imply that the vector $(\tilde{L}_{\mathbf{L}^- \to (\eta t),t}^{\text{resc}}, \tilde{L}_{\mathbf{L}_+ \to E^+}^{\text{resc}})$ converges in law to the product measure $\mathbb{P} G_2 \otimes \mathbb{P} G_1$. Consequently, by the continuous mapping theorem, $(\tilde{L}_{\mathbf{L}^- \to (\eta t),t}^{\text{resc}} - L_{\mathbf{L}_+ \to E^+}^{\text{resc}})$ converges to $\mathbb{P} G_2 \star \mathbb{P} G_1$. Combining this with Propositions 2.5, 2.6, 2.7 and 2.8 leads to the proof of Theorem 2.2.

2.4. Application to Bernoulli initial data. In this section we explain that Theorem 2.2 applies to random shock Bernoulli initial data as well. In this case, the asymptotic independence of LPP times underlying Theorem 2.2 had already been established in Corwin et al. (2010) and does not require the detailed control over fluctuations of maximizing paths as in Assumption 3. We review the proof of asymptotic independence given in Corwin et al. (2010) and explain how to obtain the result from it. For the processes $(I(t), J(t))$ from (2.18), a central limit theorem is also available, see Theorem 4 in Ferrari et al. (2009).

Consider TASEP $(\eta_t)_{t \geq 0}$ where the $(\eta_t(i), i \in \mathbb{Z})$ are independent Bernoulli random variables with parameter $\rho_+$ (resp. $\rho_-$) for $i \geq 0$ (resp. $i < 0$). Theorem 2.2 applies when $\rho_+ > \rho_-$, i.e., in the shock case. For $\rho_+ < \rho_-$ we have a rarefaction fan and the competition interface has a random asymptotic direction, see Theorem 2(c) of Ferrari et al. (2009), while for $\rho_+ = \rho_-$ the competition interface has a deterministic direction but there is no underlying independence of LPP times, see Baik et al. (2010). Hence, Theorem 2.2 does not apply in these cases.

Let now $\mathcal{L}$ and the $\{\omega_{i,j}\}$ be given by (2.2), (2.3) (all particles have jump rate 1). While the set $\mathcal{L}$ is random in our case, an application of Burke’s Theorem Burke (1956) yields that the correspondence (2.4) holds for a point-to-point problem with certain boundary weights (see Prähofer and Spohn, 2002a). Namely, neglecting an asymptotically irrelevant set of weights which are equal to zero (see Proposition 2.2
of Ferrari and Spohn, 2006), one can choose in (2.4) \( \mathcal{L} = \{(0,0)\} \) and weights\(^2\)

\[
\omega_{i,j} := \begin{cases} 
0 & \text{if } i = j = 0, \\
\exp(1) & \text{if } i, j > 0, \\
\exp(\rho_-) & \text{if } i = 0, j \geq 1, \\
\exp(1 - \rho_+) & \text{if } j = 0, i \geq 1, 
\end{cases} \tag{2.61}
\]

see Figure 2.2. Choosing \( \mathcal{L}^+ = \{(0,1)\} \) and \( \mathcal{L}^- = \{(1,0)\} \) we can again define the competition interface via \( \phi_0 = (0,0) \) and (2.7). We then obtain the following result.

**Theorem 2.9.** Consider the LPP model defined by (2.61) with \( \mathcal{L}^+ = \{(0,1)\} \) and \( \mathcal{L}^- = \{(1,0)\} \). Let \( \{I_n,J_n\}_{n \geq 1} \) be the competition interface in this model. Take \( \eta = (1 - \rho_+)(1 - \rho_-) \) and let \( v_+ = \frac{1}{\rho_+^2} - \frac{\eta}{(1 - \rho_-)^2}, \ v_- = \frac{\eta}{(1 - \rho_+)^2} - \frac{1}{\rho_-^2} \) and finally \( m_+ = 1/(1 - \rho_-), \ m_- = 1/(1 - \rho_+) \). We then have

\[
\lim_{t \to \infty} \mathbb{P}\left(I_{\lfloor t \rfloor} - J_{\lfloor t \rfloor} \leq -t \frac{1 - \eta}{1 + \eta} + \frac{2ut^{1/2}}{1 + \eta} \right) = \int_{u(m_+ - m_-)}^{\infty} dx \frac{e^{-\frac{x^2}{2(v_+ + v_-)}}}{\sqrt{2\pi(v_+ + v_-)}}. \tag{2.62}
\]

**Proof:** First note that Proposition 2.4 is a general statement and it applies here too. Denote now

\[
L_{\mathcal{L}^+ \to (\eta \rho_+ + ut^{1/2},t)} = \frac{L_{\mathcal{L}_+ \to (\eta \rho_+ + ut^{1/2},t)} - t}{\rho_+^2}. \tag{2.63}
\]

Furthermore, denote by \( N(m,v) \) a Gaussian random variable with mean \( m \) and variance \( v \) and write \( N_{\pm} = N(m_{\pm}u, v_{\pm}) \). We now have

\[
\lim_{t \to \infty} \mathbb{P}(L_{\mathcal{L}^+ \to (\eta \rho_+ + ut^{1/2},t)} \leq s) = \mathbb{P}(N_{\pm} \leq s) \tag{2.64}
\]

\(^2\)In the cited papers Pr"ahofer and Spohn (2002a); Ferrari and Spohn (2006); Corwin et al. (2010), the parameter put in the exponential was its mean rather than the jump rate, which are inverse of each other.
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where (2.64) follows for $L^+$ from Proposition 2.8 part (b) in Corwin et al. (2010) (a random matrix theory variant of this result already appeared in Theorem 1.1 of Baik et al., 2005) by a simple change of variable, for $L_{c t} \to (\eta t + u t^{1/2}, t)$ one has to look at the transposed LPP model with weights $\hat{\omega}_{i,j} = \omega_{j,i}$ and transposed endpoint to apply Proposition 2.8 of Corwin et al. (2010). We can see (2.64) as confirming the analogue of Assumption 1 in this new setting. In particular, Proposition 2.5 still holds, i.e., we have

$$\lim_{t \to \infty} \mathbb{P}(L_{c t}^{\text{resc}}(\eta t + u t^{1/2}, t) - L_{c t}^{\text{resc}}(\eta t + u t^{1/2}, t) > 0) = 0. \quad (2.65)$$

Thus one has to establish the asymptotic independence of $L_{c t} \to (\eta t + u t^{1/2}, t)$ and $L_{c t} \to (\eta t + u t^{1/2}, t)$, which is done in Corwin et al. (2010) using coupling arguments. Namely, one defines the points

$$P_+ = \left(0, t - \frac{\eta t}{(1/\rho_+ - 1)^2} + \frac{u t^{1/2} \rho_+}{1 - \rho_+}, 0\right),$$

$$P_- = \left(0, t - \frac{\eta t}{(1/\rho_- - 1)^2} + \frac{u t^{1/2}}{1 - \rho_-}, 0\right), \quad (2.66)$$

and the random variables

$$X_{c t} \to (\eta t + u t^{1/2}, t) = L_{c t} \to P_+ + L_{P_+} \to (\eta t + u t^{1/2}, t),$$

$$X_{c t} \to (\eta t + u t^{1/2}, t) = L_{c t} \to P_- + L_{P_-} \to (\eta t + u t^{1/2}, t). \quad (2.67)$$

The choice of $P_+, P_-$ is such that $X_{c t} \to (\eta t + u t^{1/2}, t)$ and $X_{c t} \to (\eta t + u t^{1/2}, t)$ have the same leading order as $L_{c t} \to (\eta t + u t^{1/2}, t)$. Denote by $X_{c t}^{\text{resc}} \to (\eta t + u t^{1/2}, t)$ the random variables $X_{c t} \to (\eta t + u t^{1/2}, t)$ rescaled as in (2.63). Note now that $L_{c t} \to P_+$ and $L_{c t} \to P_-$ follow a simple central limit theorem. By this and law of large numbers $L_{c t} \to P_+ - (t - \frac{\eta t}{(1/\rho_+ - 1)^2})/\rho_-$ and $L_{c t} \to P_- - (t - \frac{\eta t}{(1/\rho_- - 1)^2})/(1 - \rho_-)$ converge, when divided by $t^{1/2}$, to $N_+, N_-$. On the other hand $L_{P_+} \to (\eta t + u t^{1/2}, t)$ and $L_{P_-} \to (\eta t + u t^{1/2}, t)$ have only $t^{1/3}$ fluctuations. After centering by their leading order and dividing by $t^{1/2}$, $L_{P_+} \to (\eta t + u t^{1/2}, t)$ and $L_{P_-} \to (\eta t + u t^{1/2}, t)$ converge in probability to 0. This implies that

$$\lim_{t \to \infty} \mathbb{P}(X_{c t}^{\text{resc}}(\eta t + u t^{1/2}, t) \leq s) = \mathbb{P}(N_+ \leq s). \quad (2.68)$$

But $L_{c t} \to P_+$ and $L_{c t} \to P_-$ are by definition independent. Therefore we obtain for independent $N_+, N_-$(2.69)

$$\lim_{t \to \infty} \mathbb{P}(X_{c t}^{\text{resc}}(\eta t + u t^{1/2}, t) - X_{c t}^{\text{resc}}(\eta t + u t^{1/2}, t) > 0) = \mathbb{P}(N_- - N_+ > 0). \quad (2.69)$$

Finally, since $X_{c t} \to (\eta t + u t^{1/2}, t) \leq L_{c t} \to (\eta t + u t^{1/2}, t)$, Equation (2.68) together with Lemma 2.3 imply that $L_{c t}^{\text{resc}} \to (\eta t + u t^{1/2}, t) - X_{c t}^{\text{resc}} \to (\eta t + u t^{1/2}, t)$ and $L_{c t}^{\text{resc}} \to (\eta t + u t^{1/2}, t) - X_{c t}^{\text{resc}} \to (\eta t + u t^{1/2}, t)$ converge to 0 in probability, hence (2.69) yields Theorem 2.9. \hfill \Box

3. Multipoint Distributions

In this section we consider an LPP model for which, in the TASEP picture there is a shock, and we ask the question of the joint distribution of the LPP times around the shock line, namely

$$\lim_{t \to \infty} \mathbb{P}\left(\bigcap_{k=1}^{m} \{L_{c t} \to (\eta_0 t + u t^{1/3}, t) \leq \mu t + s k t^{1/3}\}\right). \quad (3.1)$$
To define the model, take $\beta > 0$ and $L^+ = (\lfloor -\beta t \rfloor, 0)$ and $L^- = (0, \lfloor -\beta t \rfloor)$, as well as $\eta_0 = 1$ and $\omega_{i,j} \sim \exp(1)$, see Figure 3.3. The physical picture in the background is the following: the LPP from $L^\pm$ to different points at a distance $O(t)$ have fluctuations of order $O(t^{1/3})$ and the correlation length scales as $O(t^{2/3})$ due to KPZ scaling theory. Consider thus two different end-point at distance $ut^{2/3}$. Then, the law of large number from $L^+$ and $L^-$ change over that distance at first approximation linearly in $ut^{2/3}$ with two different prefactors (except along the diagonal). This means that in order to see the effect of both boundaries $L^\pm$, we need to consider $u \sim t^{-1/3}$, otherwise one of the two LPP problem dominates completely the other. However, since on that small scale the rescaled LPP process should have Gaussian increments (as it is proven for the corresponding limit processes, the Airy processes Hägg, 2008; Corwin and Hammond, 2014; Quastel and Remenik, 2013) changes in the fluctuation of the two LPP problem will be $O(t^{1/6})$, thus irrelevant with respect to the $O(t^{1/3})$ fluctuations. This leads to the following result to be proven in Section 3.1.

\textbf{Theorem 3.1.} Let $u_1 < u_2 < \cdots < u_m$ be real numbers. Consider the LPP model (3.2), $\mathcal{L} = \mathcal{L}^+ \cup \mathcal{L}^-$ and points $P_k = (t + u_k t^{1/3}, t)$. Then

\[ \lim_{t \to \infty} \mathbb{P} \left( \bigcap_{k=1}^m \{ L_{\mathcal{L}^+} \to P_k \leq (1 + \sqrt{1 + \beta})^2 t + s_k t^{1/3} \} \right) = F_{\text{GUE}} \left( \frac{\min_k \{ s_k - \mu_+ u_k \}}{\sigma} \right) F_{\text{GUE}} \left( \frac{\min_k \{ s_k - \mu_- u_k \}}{\sigma} \right), \]

with $\mu_+ = 1 + 1/\sqrt{1 + \beta}$, $\mu_- = 1 + \sqrt{1 + \beta}$, and $\sigma = (1 + \beta + \sqrt{1 + \beta})^{1/3}$.

As explained in Section 2.2, our Assumptions imply that $L_{\mathcal{L}^+ \to (\eta_0 t + u_k t^{1/3}, t)}$ and $L_{\mathcal{L}^- \to (\eta_0 t + u_k t^{1/3}, t)}$ are asymptotically independent. Consequently the limit (3.1) for
Fluctuations of the competition interface in presence of shocks

\[ E_2 \quad Lm \quad E_1 \quad 0 \quad P1 \quad P2 \]

\[ \text{Figure 3.4. The LPP model (3.2). The maximizing paths } \pi_{L^+}^{\max} \to E_1^+, \pi_{L^-}^{\max} \to E_2^+, \pi_{L^+}^{\max} \to P_1, \pi_{L^-}^{\max} \to P_2 \text{ cross the line } (0,0)D^2 \gamma_0 \text{ with vanishing probability, where } D^2 \gamma_0 = \gamma_0 P_2, \gamma_0 = 1 - t^\nu - 1(1 + \beta/2). \]

\[ m = 1 \text{ is given by} \]
\[ \lim_{t \to \infty} P \left( \frac{L_{L^- \to (\eta_0 t + u_k t^{1/3}, t)} - \mu t}{t^{1/3}} \leq s_k \right) \]
\[ = \lim_{t \to \infty} P \left( \max \left\{ \frac{L_{L^+ \to (\eta_0 t + u_k t^{1/3}, t)} - \mu t}{t^{1/3}}, \frac{L_{L^- \to (\eta_0 t + u_k t^{1/3}, t)} - \mu t}{t^{1/3}} \right\} \leq s_k \right) \quad (3.4) \]
\[ = G_1(s_k)G_2(s_k) \]

as shown in Theorem 2.1 in Ferrari and Nejjar (2015). For the particular model (3.2) the Assumptions 1, 2, 3 were checked in Ferrari and Nejjar (2015), see Section 4.3.

To determine the limit (3.1) for general \( m \), the first step is to establish an extended no-crossing result, which guarantees asymptotic independence of the vectors \( (L_{L^+ \to (\eta_0 t + u_k t^{1/3}, t)})_{k=1,...,m} \) and \( (L_{L^- \to (\eta_0 t + u_k t^{1/3}, t)})_{k=1,...,m} \). To obtain then the limit law of each of these vectors, one then needs to control the rescaled local fluctuations as well,
\[ \lim_{t \to \infty} \frac{L_{L^\pm \to (\eta_0 t + u_k t^{1/3}, t)} - L_{L^\pm \to (\eta_0 t, t)}}{t^{1/3}}. \quad (3.5) \]

We give the extended no-crossing result in Proposition 3.3, while (3.5) has been obtained in Cator and Pimentel (2015) (they give a much more refined result actually), see Proposition 3.10.

For \( P_k = (\eta(u_k)t, t) \) with \( \eta(u_k) = 1 + u_k t^{-2/3}, (2.21), (2.22) \) of Assumption 2 hold for points \( E_k^+ \) on the line \( (-\beta t, 0)P_k \), i.e., we may take
\[ E_k^+ = (t - t^\nu(1 + \beta) + u_k t^{1/3} - u_k t^{\nu-2/3}, t - t^\nu), \quad (3.6) \]
see Figure 3.4 for an illustration.
This, as well as the validity of Assumption 1, follow easily from the following theorem of Johansson for point-to-point last passage times, which also identifies the limit distribution $G_1$ in this case.

**Proposition 3.2** (Point-to-Point LPP: Convergence to $F_{\text{GUE}}$, Theorem 1.6 in Johansson, 2000). Let $0 < \eta < \infty$. Then,

$$\lim_{t \to \infty} \Pr \left( L_{(0,0)\to(\eta t,\eta t)} \leq \mu_{pp} t + s\sigma_{\eta} t^{1/3} \right) = F_{\text{GUE}}(s)$$

(3.7)

where $\mu_{pp} = (1 + \sqrt{\eta})^2$, and $\sigma_{\eta} = \eta^{-1/6}(1 + \sqrt{\eta})^{4/3}$ with $F_{\text{GUE}}$ the GUE Tracy Widom distribution function from random matrix theory.

The following is the extended no-crossing result.

**Proposition 3.3.** Let $\nu \in (1/3, 1)$, $u_1 < \cdots < u_m$ real numbers and take $\gamma \in [0, 1 - t^{-1}(1 + \beta/2)]$. Let $\mathcal{L}^+, \mathcal{L}^-$ be as in Theorem 3.1 and consider the points $D^m_\gamma \equiv \gamma P_\nu = ([\gamma(t + u_m t^{1/3})], [\gamma t])$ and $E^+_{\ell}$ as in (3.6). Then

$$\lim_{t \to \infty} \Pr \left( \bigcup_{\gamma \in [0, 1 - t^{-1}(1 + \beta/2)]} \bigcup_{k=1}^m \{ D^m_\gamma \in \pi_{\mathcal{L}^+} E^+_{\ell} \} \right) = 0$$

(3.8)

and

$$\lim_{t \to \infty} \Pr \left( \bigcup_{\gamma \in [0, 1 - t^{-1}(1 + \beta/2)]} \bigcup_{k=1}^m \{ D^m_\gamma \in \pi_{\mathcal{L}^-} E^-_{\ell} \} \right) = 0.\quad (3.9)$$

The control over the local fluctuations for point-to-point problems is given in the following Proposition.

**Proposition 3.4** (Corollary of Theorem 5 in Cator and Pimentel, 2015). Let $s > 0$ and $u \in \mathbb{R}$. We have in the sense of convergence in probability,

$$\lim_{t \to \infty} \frac{L_{(0,0)\to(st+ut^{1/3},t)} - \mu_s t^{1/3}}{t^{1/3}} = \lim_{t \to \infty} \frac{L_{(0,0)\to(st,t)} - \mu_s t^{1/3}}{t^{1/3}} = 0, \quad (3.10)$$

where $\mu_s = 1 + s^{-1/2}$.

**Proof:** This follows directly from the more refined Theorem 5 in Cator and Pimentel (2015), which in particular tells that the process

$$\Delta_s(u) = \frac{L_{(0,0)\to(st+ut^{1/3},t)} - \mu_s ut^{1/3}}{\mu_s t^{1/6}}$$

(3.11)

converges to Brownian Motion in the sense of weak convergence of probability measures in the space of càdlàg functions, implying (3.10). \hfill \Box

**Remark 3.5.** Assumptions 1, 2, the multipoint version of Assumption 3 (here Proposition 3.3), and the control of the local fluctuations of $L_{\mathcal{L}^+\to(\eta t + ut^{1/3},t)}$ (here Proposition 3.4) are sufficient to prove Theorem 3.1 for a general LPP model too.

3.1. **Proof of Theorem 3.1.** To prove Theorem 3.1, we need the multidimensional generalization of Lemma 2.3, and another elementary lemma from Corwin et al. (2010). As before, we denote by $\Rightarrow$ " convergence in distribution and by $\sim$ equality in distribution. Let $X_n, \hat{X}_n$ be random variables with values in $\mathbb{R}^m$. We say that $X_n \geq \hat{X}_n$ if $X_n(k) \geq \hat{X}_n(k)$ for each coordinate $X_n(k), \hat{X}_n(k)$. We write $X_n \Rightarrow F$ where $F$ is a distribution function on $\mathbb{R}^m$, if for every continuity point
$(s_1, \ldots, s_m)$ of $F$ we have that $\mathbb{P}(\cap_{k=1}^m \{ X_n(k) \leq s_k \})$ converges to $F(s_1, \ldots, s_m)$. We say that $X_n - \bar{X}_n$ converges to 0 in probability as $n \to \infty$, if for every $\epsilon > 0$ we have $\mathbb{P}(|X_n - \bar{X}_n| > \epsilon)$ converges to 0 as $n \to \infty$. Finally, for $X,Y$ in $\mathbb{R}^m$ we define $\max(X,Y) := Z$ coordinatewise, i.e., $Z(k) = \max\{X(k),Y(k)\}$. With this notation, we have the following lemmas.

**Lemma 3.6** (Lemma 3.5 in Corwin et al., 2010, multidimensional version of Lemma 2.3). With the above notation for random variables in $\mathbb{R}^m$, Lemma 2.3 holds true.

**Lemma 3.7** (Lemma 3.6 in Corwin et al., 2010). Let $D_1, D_2, D_3$ be probability distributions. Assume that $X_n \geq \bar{X}_n$ and $X_n, \bar{X}_n \Rightarrow D_1$, and equally that $Y_n \geq \bar{Y}_n$ and $Y_n, \bar{Y}_n \Rightarrow D_2$. Let $Z_n = \max\{X_n, Y_n\}$ and $\bar{Z}_n = \max\{\bar{X}_n, \bar{Y}_n\}$. Then if $\bar{Z}_n \Rightarrow D_3$, also $Z_n \Rightarrow D_3$.

To prove Theorem 3.1, we reduce the problem to two independent random variables with the following two propositions.

**Proposition 3.8.** Let $\mu = (1+\sqrt{1+\beta})^2$, take $E_k^+$ from (3.6) and define $\mathbb{R}^m$-valued random variables

$$X_k^1 = (t^{-1/3}(L_{L^+\rightarrow P_k} - \mu t))_{k=1,\ldots,m},$$

$$\bar{X}_k^1 = (t^{-1/3}(\bar{L}_{L^+\rightarrow E_k^+} + L_{E_k^+\rightarrow P_k} - \mu t))_{k=1,\ldots,m},$$

$$Y_k^1 = \tilde{Y}_k^1 = (t^{-1/3}(\bar{L}_{L^+\rightarrow P_k} - \mu t))_{k=1,\ldots,m}.$$  \hspace{1cm} (3.12)

Then, for $D$ a probability distribution, if $\max(\bar{X}_k^1, \bar{Y}_k^1) \Rightarrow D$, also $\max(X_k^1, Y_k^1) \Rightarrow D$. Furthermore, with $\sigma$ as in Theorem 3.1

$$X_n^1, \bar{X}_n^1 \Rightarrow F_{\text{GUE}} \left( \min_k \{ s_k - u_k(1 + 1/\sqrt{1+\beta}) \} / \sigma \right),$$

$$Y_n^1, \tilde{Y}_n^1 \Rightarrow F_{\text{GUE}} \left( \min_k \{ s_k - u_k(1 + \sqrt{1+\beta}) \} / \sigma \right).$$ \hspace{1cm} (3.13)

**Proof:** We prove (3.13) first and take the point $P = (t,t)$. For every $k = 1, \ldots, m$, we write

$$\frac{L_{L^+\rightarrow P_k} - \mu t}{t^{1/3}} = \frac{L_{L^+\rightarrow P} - \mu t}{t^{1/3}} + \frac{L_{L^+\rightarrow P_k} - L_{L^+\rightarrow P}}{t^{1/3}},$$ \hspace{1cm} (3.14)

and note $L_{L^+\rightarrow P} \overset{d}{=} L_{(0,0)\rightarrow((1+\beta),t,t)}$. Applying Proposition 3.4 with $s = 1 + \beta$ and Proposition 3.2 to (3.14) we obtain $X_k^1 \Rightarrow F_{\text{GUE}} \left( \min_k \{ s_k - u_k(1 + 1/\sqrt{1+\beta}) \} / \sigma \right)$.

Similarly, for $E^+ = (t-t')(1+\beta), t-t')$, we decompose

$$\frac{L_{L^+\rightarrow E_k^+} + L_{E_k^+\rightarrow P_k} - \mu t}{t^{1/3}} = \frac{L_{L^+\rightarrow E^+} - \mu t}{t^{1/3}} + \frac{L_{L^+\rightarrow E_k^+} - L_{L^+\rightarrow E^+}}{t^{1/3}} + \frac{L_{E_k^+\rightarrow P_k} - \mu tt'}{t^{1/3}}.$$ \hspace{1cm} (3.15)

Since the points $E_k^+$ satisfy Assumption 2 of our LPP model, the last summand in (3.15) converges to 0, while the second summand converges to $u_k(1 + 1/\sqrt{1+\beta})$ by Proposition 3.4. Furthermore, we have that $\mathbb{P} \left( \frac{L_{L^+\rightarrow E_k^+} - \mu (t-t')}{t^{1/3}} \leq s \right)$ converges to
\( F_{\text{GUE}}(s) \) by Proposition 3.2. So in total we get \( \tilde{X}_n^1 \Rightarrow F_{\text{GUE}} \left( \frac{\min_k \{ s_k - u_k (1 + 1/\sqrt{1+\beta}) \} }{\sigma} \right) \).

Finally, replacing \( L^+ \) by \( L^- \) in (3.14) and noting that \( L_{L^-} \rightarrow P = L_{(0,0) \rightarrow ((1+\beta)^{-1}t, t)} \) with \( \ell = (1+\beta)t \), by the same argument we get \( Y_n^1 \Rightarrow F_{\text{GUE}} \left( \frac{\min_k \{ s_k - u_k (1 + \sqrt{1+\beta}) \} }{\sigma} \right) \).

The first assertion of the Proposition follows now from Lemma 3.7, since \( X_n^1 \geq \tilde{X}_n^1 \) and \( Y_n^1 = \tilde{Y}_n^1 \).

In the following, we denote for sets \( A, B \) by \( \bar{L}_{A \rightarrow B} \) the LPP time from \( A \) to \( B \) with the difference that the maximum in (2.1) is only taken over up-right paths that do not contain any point \( D \) with the difference that the maximum in (2.1) is only taken over up-right paths.

**Proposition 3.9.** Let \( D \) be a probability distribution and define \( X_n^2 = \bar{X}_n^1, Y_n^2 = \bar{Y}_n^1 \) and

\[
\tilde{X}_n^2 = \left( t^{-1/3}(\tilde{L}_{L^+ \rightarrow E_k^+} + L_{E_k^+ \rightarrow P_k} - \mu t) \right)_{k=1,\ldots,m},
\]

\[
\tilde{Y}_n^2 = \left( t^{-1/3}(\tilde{L}_{L^- \rightarrow P_k} - \mu t) \right)_{k=1,\ldots,m}.
\]

Then if \( \max(\tilde{X}_n^2, \tilde{Y}_n^2) \Rightarrow D \), also \( \max(X_n^2, Y_n^2) \Rightarrow D \). Furthermore,

\[
\tilde{X}_n^2 \Rightarrow F_{\text{GUE}} \left( \frac{\min_k \{ s_k - u_k (1 + 1/\sqrt{1+\beta}) \} }{\sigma} \right),
\]

\[
\tilde{Y}_n^2 \Rightarrow F_{\text{GUE}} \left( \frac{\min_k \{ s_k - u_k (1 + 1/\sqrt{1+\beta}) \} }{\sigma} \right).
\]

**Proof:** We prove (3.17) first. First we note that \( X_n^2 \geq \tilde{X}_n^2 \) and \( Y_n^2 \geq \tilde{Y}_n^2 \). Now, for \( \varepsilon > 0 \),

\[
P(||X_n^2 - \tilde{X}_n^2||_\infty > \varepsilon) \leq P \left( \bigcup_{\gamma \in [0,1] - \nu^{-1}(1+\beta/2)} \bigcup_{k=1}^m \{ D_n^m \in \pi_{L^+ \rightarrow E_k^+} \} \right),
\]

which goes to 0 as \( t \to \infty \) by Proposition 3.3. Thus, by (3.13) and Lemma 3.6, it follows that \( \tilde{X}_n^2 \Rightarrow F_{\text{GUE}} \left( \frac{\min_k \{ s_k - u_k (1 + 1/\sqrt{1+\beta}) \} }{\sigma} \right) \). An analogous proof shows that \( \tilde{Y}_n^2 \Rightarrow F_{\text{GUE}} \left( \frac{\min_k \{ s_k - u_k (1 + 1/\sqrt{1+\beta}) \} }{\sigma} \right) \). The first assertion of the proposition follows now from (3.13),(3.17) and Lemma 3.7.

With the reductions from Propositions 3.8, 3.9 at hand, we can now proceed to the proof of Theorem 3.1.

**Proof of Theorem 3.1:** For the sake of brevity, we define

\[
F(s_1, \ldots, s_m) = F_{\text{GUE}} \left( \frac{\min_k \{ s_k - u_k (1 + 1/\sqrt{1+\beta}) \} }{\sigma} \right) \times F_{\text{GUE}} \left( \frac{\min_k \{ s_k - u_k (1 + 1/\sqrt{1+\beta}) \} }{\sigma} \right)
\]

and the rescaled LPP times

\[
\tilde{L}_{L^+ \rightarrow E_k^+} = \frac{\tilde{L}_{L^+ \rightarrow E_k^+} - \mu (t - t^*)}{t^{1/3}}, \quad \tilde{L}_{L^- \rightarrow P_k} = \frac{\tilde{L}_{L^- \rightarrow P_k} - \mu t}{t^{1/3}}.
\]

First of all, note that

\[
\left( t^{-1/3}(\tilde{L}_{L^+ \rightarrow P_k} - \mu t) \right)_{k=1,\ldots,m} = \max \{ X_n^1, Y_n^1 \},
\]

\[
\text{Proof of Theorem 3.1:}
\]
so that by Propositions 3.8, 3.9 we have to show
\[
\max\{\tilde{X}_n^2, \tilde{Y}_n^2\} \Rightarrow F(s_1, \ldots, s_m) \quad \text{as } t \to \infty. \tag{3.22}
\]

Define the random variable \(X_t^k\) via
\[
\frac{L_{E_t^k \to P_k} - \mu t}{t^{1/3}} = \frac{1}{t^{(1-\nu)/3}} X_t^k. \tag{3.23}
\]

Then \(\frac{1}{t^{(1-\nu)/3}} X_t^k\) vanishes as \(t \to \infty\). This fact together with Lemma 3.6 and (3.17) implies
\[
\left(\hat{L}_{\mathcal{L}^+ \to E_t^k}\right)_{k=1,\ldots,m} \Rightarrow \text{GUE} \left(\min_k\{s_k - u_k(1 + 1/\sqrt{1+\beta})\}/\sigma\right) \tag{3.24}
\]

as \(t \to \infty\).

Let now \(\varepsilon > 0\) and take \(R > 0\) such that \(\mathbb{P}(\cap_{k=1}^m \{|X_t^k| \leq R\}) \geq 1 - \varepsilon\) and define \(A_R = \cap_{k=1}^m \{|X_t^k| \leq R\}\). In particular it holds
\[
\mathbb{P}(\cap_{k=1}^m \{\max \{\tilde{X}_n^2(k), \tilde{Y}_n^2(k)\} \leq s_k\})
- \mathbb{P}(\cap_{k=1}^m \{\max \{\tilde{X}_n^2(k), \tilde{Y}_n^2(k)\} \leq s_k\} \cap A_R) \leq \varepsilon. \tag{3.25}
\]

We then have
\[
\mathbb{P}\left(\bigcap_{k=1}^m \left(\left\{\hat{L}_{\mathcal{L}^+ \to E_t^k} + t^{(\nu-1)/3} R \leq s_k\right\} \cap \left\{\hat{L}_{\mathcal{L}^- \to P_k} \leq s_k\right\}\right)\right) - \varepsilon \tag{3.26}
\]
\[
\leq \mathbb{P}\left(\bigcap_{k=1}^m \left(\left\{\hat{L}_{\mathcal{L}^+ \to E_t^k} + t^{(\nu-1)/3} X_t^k \leq s_k\right\} \cap A_R \cap \left\{\hat{L}_{\mathcal{L}^- \to P_k} \leq s_k\right\}\right)\right) \tag{3.27}
\]
\[
\leq \mathbb{P}\left(\bigcap_{k=1}^m \left(\left\{\hat{L}_{\mathcal{L}^+ \to E_t^k} - t^{(\nu-1)/3} R \leq s_k\right\} \cap A_R \cap \left\{\hat{L}_{\mathcal{L}^- \to P_k} \leq s_k\right\}\right)\right) \tag{3.28}
\]
\[
\leq \mathbb{P}\left(\bigcap_{k=1}^m \left(\left\{\hat{L}_{\mathcal{L}^+ \to E_t^k} - t^{(\nu-1)/3} X_t^k \leq s_k\right\} \cap \left\{\hat{L}_{\mathcal{L}^- \to P_k} \leq s_k\right\}\right)\right) \tag{3.29}
\]

Now \(\left(\hat{L}_{\mathcal{L}^+ \to E_t^k}\right)_{k=1,\ldots,m}\) and \(\left(\hat{L}_{\mathcal{L}^- \to P_k}\right)_{k=1,\ldots,m}\) are independent random variables, since the \(x\) coordinate of all \(E_t^k\) is smaller than the \(x\) coordinate of \(D_{\gamma}^m\) for \(\gamma = 1 - t^{\nu-1}(1 + \beta/2)\) and \(t\) large enough. Hence, by (3.17) and (3.24) there is a \(t_0\) such that for \(t > t_0\)
\[
F(s_1, \ldots, s_m) - 2\varepsilon \leq (3.26) \leq (3.27) \leq (3.29) \leq F(s_1, \ldots, s_m) + \varepsilon. \tag{3.30}
\]

Hence applying (3.25) to (3.27) yields
\[
|\mathbb{P}(\cap_{k=1}^m \{\max \{\tilde{X}_n^2(k), \tilde{Y}_n^2(k)\} \leq s_k\}) - F(s_1, \ldots, s_m)| \leq 3\varepsilon \tag{3.31}
\]
for \(t\) large enough, thus proving (3.22). \(\square\)

3.2. **Proof of Proposition 3.3.** The no-crossing result (3.8) will be deduced from the validity of Assumption 3 established in Ferrari and Nejjar (2015) by a soft argument, see also Figure 3.4. To prove (3.9), we use an extension of the strategy used in Ferrari and Nejjar (2015), which is based on moderate deviation estimates for LPP times, given in the following two propositions.
Proposition 3.10 (Proposition 4.2 in Ferrari and Nejjar, 2015). Let $0 < \eta < \infty$. Then for given $\ell_0 > 0$ and $s_0 \in \mathbb{R}$, there exist constants $C, c > 0$ only dependent on $\ell_0, s_0$ such that for all $\ell \geq \ell_0$ and $s \geq s_0$ we have
\[
\mathbb{P} \left( L_{(0, 0) \to (|\eta|, |\ell|)} > \mu_{pp} \ell + \ell^{1/3} s \right) \leq C \exp(-cs),
\]
where $\mu_{pp} = (1 + \sqrt{\eta})^2$.

Proposition 3.11 (Proposition 4.3 in Ferrari and Nejjar, 2015). Let $0 < \eta < \infty$ and $\mu_{pp} = (1 + \sqrt{\eta})^2$. There exist positive constants $s_0, \ell_0, C, c$ such that for $s \leq -s_0$, $\ell \geq \ell_0$,
\[
\mathbb{P} \left( L_{(0, 0) \to (|\eta|, |\ell|)} \leq \mu_{pp} \ell + s \ell^{1/3} \right) \leq C \exp(-c|s|^{3/2}).
\]

The following proposition shows that for $\pi_{LC \to P_\gamma}^\text{max}$ passes through a point $\gamma P_1$, then $L_{LC \to P_\gamma}$ is unlikely to be larger than the leading order of $L_{LC \to \gamma P_1} + L_{\gamma P_1 \to P_\gamma}$ plus a $O(t^{1/3})$ term.

Proposition 3.12. Let $r_1, r_2 \in \mathbb{R}, \nu \in (1/3, 1)$ and $\varepsilon = ct^{\nu - 1}, c > 0$. Define points $D_\gamma(r_1) = (\gamma t + \gamma r_1 t^{1/3}, \gamma t)$ for $\gamma \in [0, 1 - t^{\nu - 1}(1 + \beta/2)]$ and $P(r_2) = (t + r_2 t^{1/3}, t)$. Define
\[
E_{r_1, r_2, \gamma} = \{ L_{LC \to D_\gamma(r_1)} \leq (\mu_\gamma + \varepsilon/2) t \} \cap \{ L_{D_\gamma(r_1) \to P(r_2)} \leq (\mu_{pp, \gamma} + \varepsilon/2) t \}.
\]
where $\mu_{pp, \gamma} = 4(1 - \gamma), \mu_\gamma = 2 \gamma + \beta + 2 \sqrt{\gamma(\gamma + \beta)}$. Then for some constants $\tilde{c}, \tilde{C} > 0$
\[
\mathbb{P} \left( \bigcup_{0 \leq \gamma \leq 1 - t^{\nu - 1}(1 + \beta/2)} \Omega \setminus E_{r_1, r_2, \gamma} \right) \leq \tilde{C} e^{-\tilde{c} t^{\nu - 1/3}}.
\]

Proof: We denote by $\mu_1$ the constant $\mu_{pp}$ from Proposition 3.2 for
\[
L_{LC \to D_\gamma(r_1)} \overset{d}{=} L_{(0, 0) \to (\ell + (1 + \beta/\gamma + \gamma - 2/3 \gamma r_1 t^{-2/3}, \ell)} =: L_{(0, 0) \to (\eta_1 \ell, \ell)}
\]
with $\ell = \gamma t$ and by $\mu_2$ the constant $\mu_{pp}$ from Proposition 3.2 for
\[
L_{D_\gamma(r_1) \to P(r_2)} \overset{d}{=} L_{(0, 0) \to (\ell + (r_2 - r_1 \gamma) (\ell/(1 - \gamma))^{1/3}, \ell)} =: L_{(0, 0) \to (\eta_2 \ell, \ell)}
\]
with $\ell = (1 - \gamma)t$. A simple computations gives
\[
\begin{align*}
\mu_1 \ell &= \gamma t \left( 1 + \sqrt{1 + \beta/\gamma + r_2 t^{-2/3}} \right)^2 = (\mu_\gamma + O(t^{-2/3})) t, \\
\mu_2 \tilde{\ell} &= (1 - \gamma)t \left( 1 + \sqrt{1 + (r_2 - r_1 \gamma) t^{-2/3}/(1 - \gamma)} \right)^2 = (\mu_{pp, \gamma} + O(t^{-2/3})) t.
\end{align*}
\]
Since $\nu > 1/3$ we thus have for some $d, C_1, c_1 > 0$ and $t$ large enough
\[
\begin{align*}
\mathbb{P}(E_{r_1, r_2, \gamma})^c \leq \mathbb{P}(L_{(0, 0) \to (\eta_1 \ell, \ell)} > \mu_1 \ell + d(\ell/\gamma)^\nu) \\
+ \mathbb{P}(L_{(0, 0) \to (\eta_2 \ell, \ell)} > \mu_2 \tilde{\ell} + d(\tilde{\ell}/(1 - \gamma))^\nu) \leq C_1 e^{-c_1 t^{\nu - 1/3}},
\end{align*}
\]
where for the last inequality we used Proposition 3.10. Since there are only $O(t)$ many events $(E_{r_1, r_2, \gamma})^c$, (3.35) follows. □

The next proposition shows that the leading order of $L_{LC \to \gamma P_1} + L_{\gamma P_1 \to P_\gamma}$ is $O(t^\nu)$ smaller than the one of $L_{LC \to P_1}$.
Proposition 3.13. Let $\beta > 0$, $\nu \in (1/3, 1)$ and $\gamma \in [0, 1 - \nu^{-1}(1 + \beta/2)]$. Then, for $t$ large enough, we have with $\varepsilon = C t^{\nu^{-1}}$

$$\frac{(\mu_{pp, \gamma} + \mu_{\gamma} + \varepsilon - \mu)t}{t^{1/3}} \leq -C t^{\nu-1/3},$$  \hfill (3.40)

where $\mu_{pp, \gamma} = 4(1 - \gamma)$, $\mu_{\gamma} = 2\gamma + \beta + 2\sqrt{\gamma(\gamma + \beta)}$, $\mu = (1 + \sqrt{1 + \beta})^2$ and $C = C(\beta) = -\frac{1}{2}(2 - 2\sqrt{1 + \beta} + \frac{\beta}{\sqrt{1 + \beta}}) > 0$.

Proof: For $Z(\gamma) = \mu_{\gamma} + \mu_{pp, \gamma}$ we have $Z(0) < Z(1)$ and $Z'(\gamma) \neq 0$, thus $Z$ is monotonically increasing in $[0, 1]$. Let $\gamma_0 = 1 - \nu^{-1}(1 + \beta/2)$. Then

$$Z(\gamma_0) = 4 + \beta + 2\gamma_0(-1 + \sqrt{1 + \beta/\gamma_0})$$

$$= 4 + \beta + 2(1 - \nu^{-1}(1 + \beta/2)) \left(-1 + \sqrt{1 + \beta} + \frac{\nu^{-1}\beta(1 + \frac{1}{2}\beta)}{2\sqrt{1 + \beta}} + \mathcal{O}(t^{2\nu-2}) \right)$$

$$= 2 + \beta + 2\sqrt{1 + \beta} + \nu^{-1}(1 + \frac{1}{2}\beta) \left(-2\sqrt{1 + \beta} + 2 + \frac{\beta}{\sqrt{1 + \beta}} \right) + \mathcal{O}(t^{2\nu-2})$$

$$= \mu - 2(1 + \frac{1}{2}\beta)C t^{\nu-1} + \mathcal{O}(t^{2\nu-2}).$$

In particular, $(Z(\gamma_0) + \varepsilon - \mu)t^{2/3} \leq -C t^{\nu-1/3}$ for $t$ large enough. \hfill \square

We can now proceed to the proof of Proposition 3.3.

Proof of Proposition 3.3: Define the events

$$F_{k}^{m,+} = \bigcap_{\gamma \in [0, 1 - \nu^{-1}(1 + \beta/2)]} \{D_{k}^{m} \notin \pi_{\mathcal{L} \to E_{k}^{+}}^{\max} \}. \hfill (3.41)$$

The fact that $\mathbb{P}(F_{k}^{m,+})$ converges to 1 as $t \to \infty$ is precisely the content of Assumption 3 in our LPP model (3.2) with $\eta = 1 + u_{m}t^{-2/3}$, which was checked in Ferrari and Nejjar (2015), Section 4.3, Proof of Corollary 2.4. Now we have $F_{k}^{m,+} \subseteq F_{k}^{m,m}$ for $k = 1, \ldots, m-1$, since if $\pi_{\mathcal{L} \to E_{k}^{+}}^{\max}$ has to branch from $\pi_{\mathcal{L} \to E_{k}^{+}}^{\max}$ to contain a point $D_{\gamma}^{m}$, $\pi_{\mathcal{L} \to E_{k}^{+}}^{\max}$ has to cross $\pi_{\mathcal{L} \to E_{k}^{+}}^{\max}$ again to reach $E_{k}^{+}$, which is impossible. Consequently,

$$\lim_{t \to \infty} \mathbb{P}\left(\bigcup_{k=1}^{m} (F_{k}^{m,+})^{c} \right) = 0,$$  \hfill (3.42)

which is exactly (3.8). Next define the events

$$I_{k,m,\gamma} = \{D_{\gamma}^{m} \in \pi_{\mathcal{L} \to P_{k}}^{\max} \} \quad \text{and} \quad F_{k}^{m,-} = \bigcap_{\gamma \in [0, 1 - \nu^{-1}(1 + \beta/2)]} (I_{k,m,\gamma})^{c}. \hfill (3.43)$$

Now we consider the events $E_{r_{1},r_{2},\gamma}$ from Proposition 3.12 with $r_{1} = u_{m}$ and $r_{2} = u_{k}$ and take $\varepsilon = C t^{\nu-1}$ with $C = C(\beta)$ from Proposition 3.13. We then bound

$$\mathbb{P}(I_{k,m,\gamma}) \leq \mathbb{P}\left( I_{k,m,\gamma} \cap \bigcup_{\gamma} E_{u_{m},u_{k},\gamma} \right) + \mathbb{P}\left( \bigcup_{\gamma} (E_{u_{m},u_{k},\gamma})^{c} \right).$$  \hfill (3.44)

By Proposition 3.12, we have $\mathbb{P}\left( \bigcup_{\gamma} (E_{u_{m},u_{k},\gamma})^{c} \right) \leq \tilde{C} e^{-C t^{\nu-1/3}}$. Now for $\omega \in I_{k,m,\gamma} \cap \bigcap_{\gamma} E_{u_{m},u_{k},\gamma}$ we have

$$L_{\mathcal{L} \to P_{k}}(\omega) \leq (\mu_{pp,\gamma} + \mu_{\gamma} + \varepsilon)t.$$  \hfill (3.45)
Consequently, by Proposition 3.13 we have

\[ I_{k,m,\gamma} \cap \bigcap_{\gamma} E_{r_1,r_2,\gamma} \subseteq \{ L_{e^{-P_k}} \leq \mu t - Ct^{\nu-1/3} \}. \]  

(3.46)

Using Proposition 3.11, we thus see for \( t \) large enough and some constants \( \tilde{C}_1, \tilde{c}_1 > 0 \)

\[ \mathbb{P} \left( I_{k,m,\gamma} \cap \bigcap_{\gamma} E_{r_1,r_2,\gamma} \right) \leq \tilde{C}_1 e^{-\tilde{c}_1 t^{\nu-1/3}}. \]  

(3.47)

Putting all together, we obtain

\[ \mathbb{P}(I_{k,m,\gamma}) \leq \tilde{C}_2 e^{-\tilde{c}_2 t^{\nu-1/3}} \]  

(3.48)

for some constants \( \tilde{C}_2, \tilde{c}_2 > 0 \). Since there are only \( O(t) \) many events \( I_{k,m,\gamma} \), this implies that

\[ \mathbb{P}(F_{k,n,-}) \geq 1 - O(t) \tilde{C}_2 e^{-\tilde{c}_2 t^{\nu-1/3}} \]  

(3.49)

which converges to 1 as \( t \to \infty \), for all \( k = 1, \ldots, m \), proving (3.9). \qed
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