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Abstract

The theory of operads, defined through categories of labeled graphs, is generalized to suit definitions of higher categories with arbitrary basic shapes. Constructions of cubical, globular and opetopic weak higher categories are obtained as examples.

1 Introduction

This paper does not propose a new definition of weak higher categories. Here we develop the machinery (operads) for comparing higher categories, already defined using arbitrary combinatorics (globes, cubes, simplex, opetopes etc.) and various types of structure weakening (contractibility, thin structure, slice construction, etc.).

Batanin in [Ba98] has introduced the notion of a globular operad, and used it to define weak globular categories, as representations of contractible globular operads. In this paper we describe how to define operads, starting not necessarily with globes, but with arbitrary shapes (for example cubes), and we obtain Batanin’s construction as a particular case.

One of the reasons for success of the theory of usual operads (May, colored, cyclic, modular, PROPs, etc.), compared to the theory of monads for example, is the use of graphs. Here by a graph we mean the usual combinatorial object, given by vertices and edges.

However, the graphs used in definition of usual operads ([KM94], [BeM96], [GK98], [BoM08]), are not suitable for most theories of higher categories, where operations are also operands for other operations, and there is a hierarchy of dependencies. So if we want to extend the usual operadic theory
to include these dependencies we need to start with extending the notion of a graph.

There is an abundance of generalizations of graphs: poly-graphs, multi-graphs, hyper-graphs, and others, see for example [Bu93], [Pe99], [Ch06], [Ch03], [HMP98], [MT00], [Le04a]. However, most of the generalizations are either highly specialized for a particular type of combinatorics, or very general categorical constructions, that do not allow the same ease of manipulation, as the usual graphs.

In section 2 we provide, in a sense, “the minimal generalization” of the notion of graph, i.e. we add just enough structure to make it suitable for higher categories of any shape, and preserving ease of use.

Usual graphs are (relatively) easy to use, in part because the objects are relatively simple: intervals, connected at their ends. Our generalization is just as simple. In fact, we define generalized graphs to be very well known objects: direct categories. We call finite direct categories nested graphs, for reasons which will become clear in a moment.

Consider for example a usual corolla

\[
\begin{array}{c}
\text{vertex} \\
\end{array}
\begin{array}{c}
\text{flags} \\
\end{array}
\]

(1)

It consists of one vertex and several flags, attached to it. When we use (1) in the theory of usual operads, the vertex represents an operation, and ends of flags represent inputs. However, in the higher categorical context the inputs might be operations on their own, so they deserve their own vertices. Therefore, as a nested graph (1) is given by the following finite direct category

\[
\begin{array}{c}
\text{vertices} \\
\end{array}
\begin{array}{c}
\text{flags} \\
\end{array}
\]

(2)

Nested corolla (2) does not carry more information than the plain one (1). The difference between plain and nested graphs really appears when we have at least three levels of dependencies. Consider the usual globular
2-morphism $A \xrightarrow{f} B$. We can represent it as the following nested graph:

The morphism $A \rightarrow \phi$ is the composition $A \rightarrow f \rightarrow \phi$. This is a general principle: *if $A$ is a flag of $f$ and $f$ is a flag of $\phi$, then $A$ is a flag of $\phi$*, which we realize through the category structure on nested graphs. Here is the reason for the term “nested”: nested graphs are graphs decorated with other graphs, that are decorated with other graphs and so on, i.e. we have a nesting. Particular cases of nesting – trees decorated with trees – were considered by Batanin and Baez, Dolan.

Now we can create all kinds of compositions of operations, parameterized by nested graphs, that we obtain through gluing, just like with the plain graphs (i.e. non-nested ones). The compositions are then represented by functors between nested graphs, that contract or merge some of the flags or nodes.

In section 2 we build the double category of nested graphs. Plain graphs constitute an ordinary category (e.g. [BoM08]), where morphisms describe compositions. The case of nested graphs is more complicated, since in addition to compositions we have inclusions of one nested graph into another, and some of these inclusions correspond to dependencies between operations.

Therefore the double category of nested graphs $\mathcal{N}$ has a category of objects $\mathcal{O}$ and a category of morphisms $\mathcal{M}$. The ordinary category of plain graphs $\mathcal{P}$ sits in $\mathcal{M}$ as a discrete double subcategory $\mathcal{P}^d$.

In section 3 we define operads, parameterized by nested graphs. We use the same approach, as was used in [BoM08] for usual graphs and operads. There it is noted that $\mathcal{P}$ is a monoidal category, with the product given by the direct sum, and $\mathcal{P}$-operad in a given monoidal category $\mathcal{M}$ is defined as a monoidal functor $\mathfrak{A} : \mathcal{P} \rightarrow \mathcal{M}$, satisfying some conditions.

For every graph $\mathcal{G} \in \mathcal{P}$ there is a morphism $\alpha : \bigsqcup C_i \rightarrow \mathcal{G}$ in $\mathcal{P}$, where $C_i$’s are the corollas in $\mathcal{G}$, and $\alpha$ is a grafting. Such $\alpha$ is called an atom-
ization morphism for $\mathcal{G}$, and the additional condition on $\mathfrak{R}$ is that it maps atomization morphisms to isomorphisms.

The structure on $\mathcal{M}$ is more complicated than just a monoidal product. In a plain graph $\mathcal{G}$, vertices represent operations in an operad, and ends of flags represent elements in the algebra over this operad. Defining $\mathfrak{R}$ we define only the operad, and not the algebra, i.e. we forget the ends of flags, and only choose operations for each vertex.

If $\mathcal{H}$ is a nested graph, we cannot omit ends of flags, since they are operations too, and therefore giving the list of corollas in $\mathcal{H}$ is not enough to determine the image of $\mathcal{H}$ in $\mathcal{M}$ (up to an isomorphism), i.e. monoidal structure is not enough for nested graphs.

To determine the image of $\mathcal{H}$ in $\mathcal{M}$, we should give not only corollas, but also the diagram that glues them. The standard method for parameterizing gluings is using simplicial sets. We do this for $\mathfrak{R}$ in section 3 and show that both $\mathfrak{D}$ and $\mathfrak{M}$ are algebras over a certain monad $\mathfrak{S}$, defined through simplicial sets, that describes gluings. If the simplicial sets are discrete we get the monoidal structure, given by the direct sum.

Then, as in [BoM08], we define the abstract categories of labeled nested graphs. These are actually double categories $\mathfrak{G}$, that have the $\mathfrak{S}$-algebra structure, together with an $\mathfrak{S}$-morphism $\mathfrak{G} \rightarrow \mathfrak{R}$. Representations of $\mathfrak{G}$ are defined not in monoidal categories, but in $\mathfrak{S}$-algebras (every category with fiber products is automatically an $\mathfrak{S}$-algebra).

However, since the term “abstract category of labeled nested graphs” is rather long, we choose to call such $\mathfrak{G}$’s graph-algebras.

In section 4 we provide two examples of our definitions. First we show that when we define a graph-algebra $\Phi$, consisting of those nested graphs, that represent globular corollas and pasting diagrams, we get Batanin’s theory of globular operads and categories as representations of graph-algebras $\tilde{\Phi}$, having full and faithful morphism $\tilde{\Phi} \rightarrow \Phi$.

In the second example we define a graph-algebra $\Xi$, consisting of nested graphs that represent cubical corollas and diagrams, and we obtain cubical operads. It is known ([ABS02]), that strict globular and cubical categories are equivalent. In our language this can be stated as $\Phi$, $\Xi$ being Morita equivalent.

In fact, we construct a “Morita context” for this equivalence, i.e. a graph-algebra $\Phi + \Xi$, s.t. $\Phi$ and $\Xi$ sit in it as sub-algebras. This construction allows us to translate globular operads and categories into cubical ones, and vice-versa, which will be done in [Bo09].
Choice of basic shapes is not the only choice, one has to make in developing a theory of higher categories. One also has to decide what are the weak categories, i.e. what structure weakening is allowed.

In [Ba98] a globular operad is called contractible if two different pastings for the same diagram are connected by higher morphisms. In our language this can be expressed as $\tilde{\Phi} \to \Phi$ having a right lifting property with respect to some double functors. This is similar to the notion of weak equivalence between simplicial categories.

A conceptually different approach is by using thin structure or slice construction, as discussed in [Str03], [BD98], [HMP00], [HMP01], [HMP02], [Ch04], [Hi05] and others.

Slice construction, as developed in [BD98], defines a new colored May operad $P^+$ for any colored May operad $P$. The idea is simple: compositions of operations in $P$ should become operations in $P^+$, and relations in $P$ should become compositions in $P^+$. Starting with the trivial operad, one iterates the slice construction to obtain a hierarchy of operations, that can be used to define weak higher categories.

In the last part of section 4 we give an outline of generalization of slice construction, applied to graph-algebras and operads defined by them. To keep the size of this paper within reasonable bounds, we postpone providing all the details until [Bo09].

In the context of nested graphs, slice construction becomes even more natural, than the original one. Indeed, a composition of operations in $\mathcal{G}$ is given by a functor $\phi : \mathcal{G}_1 \to \mathcal{G}_2$ between nested graphs. A straightforward procedure associates a nested graph $\mathcal{G}_\phi$ to $\phi$, in fact, this is just a graph-theoretical version of constructing cone of a morphism in homological algebra.

In this way, for every $\phi \in \mathcal{M}_\mathcal{G}$ we add $\mathcal{G}_\phi$ to $\mathcal{D}_\mathcal{G}$. Given two composable $\phi, \psi$, there is a natural gluing $\mathcal{G}_\phi \ast \mathcal{G}_\psi$, and the composition $\phi \circ \psi$ is given by a functor $\mathcal{G}_\phi \ast \mathcal{G}_\psi \to \mathcal{G}_{\phi \circ \psi}$, which we add to $\mathcal{M}_\mathcal{G}$.

However, $\phi \circ \psi$ are not all compositions we should add to $\mathcal{M}_\mathcal{G}$. And here we see an important difference between nested operads and colored May ones. Let $A, B$ be two operations, and let $\{a_i\}$, $\{b_j\}$ be their flags. Since $a_i$’s and $b_j$’s are themselves operations, we can compose them, and then we should have a composition of $A, B$ themselves.

In terms of the slice construction, this is expressed as follows: suppose we given four operations of composition $\phi, \psi, \alpha, \beta \in \mathcal{M}_\mathcal{G}$, making up a com-
mutative square

\[
\begin{array}{c}
G_1 \\
\downarrow^\alpha
\end{array}
\xrightarrow{\phi}
\begin{array}{c}
G_2 \\
\downarrow^\beta
\end{array}
\xrightarrow{G_3 \\
\downarrow^\psi}
\begin{array}{c}
G_3
\end{array}
\]

We add the corresponding functor \((\alpha, \beta) : G_\phi \to G_\psi\) to \(\mathcal{M}_G\), and now we have the full slice construction \(\mathfrak{S}^+\).

When we apply the full slice construction iteratively to the trivial graph-algebra, we get not only the opetopes as in [BD98], but also horizontal products of globular corollas. In this way Batanin’s theory and Baez-Dolan theory become parts of representations of one graph-algebra.
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2 The double category of nested graphs

In this section we construct the double category \( \mathcal{N} \) of nested graphs. This double category will be used later to introduce nested operads, that are central in defining higher categories within any approach.

Later we will describe the algebraic structure, carried by \( \mathcal{N} \), and show it to be a generalization of the structure on (ordinary) category \( \mathcal{P} \) of plain graphs, i.e. usual graphs that are not nested. This category is used (e.g. in [BoM08]) in definition of the usual (non-nested) operads, including May, cyclic, modular etc.

Therefore, we start this section with a description of \( \mathcal{P} \), and only after that we introduce the categories of objects and morphisms in \( \mathcal{N} \). Then we define the operation of composition on \( \mathcal{N} \), and prove that it makes \( \mathcal{N} \) into a double category.

We define nested graphs as categories of a particular kind: direct categories. By definition, a direct category is a category \( \mathcal{G} \), that admits a grading, i.e. a functor \( \deg : \mathcal{G} \to \mathbf{n} \), where \( \mathbf{n} \) is an ordinal, considered as a category (with morphisms going from the smaller to the larger elements), and \( \deg \) sends non-identity morphisms to non-identity morphisms. Plain graphs admit a grading into the ordinal 2, that has only two elements, i.e. in plain operads there are only two levels: operations and operands.

Clearly, a given direct category might have several, different gradings. We do not include a grading into the definition of a direct category, but only its existence. One can define finite direct categories in a different, but equivalent way, by requiring that they do not have non-trivial directed cycles of morphisms, i.e. composable sequences of non-identity morphisms, that start and end at the same object. This definition avoids the notion of a grading altogether. This is important since, in general, we do not require functors between direct categories to preserve gradings.

2.1 The example of plain graphs

Here we describe the category of plain graphs. The objects that we get are the same, as the graphs considered in [BoM08], but we arrive at them using direct categories. This will serve as a preparation for the next section, where we define general nested graphs.

Definition 1 A plain graph is a finite direct category \( \deg : \mathcal{G} \to 2 \), s.t.

---

One can consider a more general definition, by allowing invertible morphisms to be sent to identity morphisms in \( \mathbf{n} \), but we will not need it in this paper.
1. For any $A \in \text{deg}^{-1}(0)$ there are at least 1 and at most 2 non-identity morphisms emanating from $A$.

2. For any $B \in \text{deg}^{-1}(1)$ there is at least one non-identity morphism coming into $B$.

In [BoM08], [BeM96], [GK98], [KM94] a finite graph was defined as a quadruple $(V, F, \partial, j)$, where $V$ is the set of vertices, $F$ is the set of flags, $\partial : F \to V$ is the attachment of flags to vertices, and $j : F \to F$ is an involution, connecting flags into edges, or leaving them alone as the legs of the graph.

Our definition translates into this one as follows: $V := \text{deg}^{-1}(1)$, and $F \subseteq \text{Mor}(\mathcal{G})$ consisting of non-identity morphisms, $\partial : F \to \text{deg}^{-1}(1)$ is the codomain map, and $j : F \supseteq$ is the involution, mapping each morphism to the other non-identity morphism, emanating from the same object.

In short, we encode vertices and ends of flags as objects, attachments of flags to vertices as morphisms, grafting of flags into an edge as two morphisms, coming from the same object.

Note that we disallow vertices, that do not have flags attached to them. Such graphs are allowed in [BoM08], and we could have included them here as well, but for simplicity of exposition we chose not to. They reappear again in the general theory of nested graphs.

Morphisms between plain graphs fall into 3 categories: graftings, mergers, contractions. *Graftings* identify ends of flags, which in our language means identifying objects in $\text{deg}^{-1}(0)$, *mergers* identify vertices, i.e. objects in $\text{deg}^{-1}(1)$. *Contractions* contract edges, which in our language means mapping non-identity morphisms to identities.

With an eye towards nested graphs, we will not differentiate between identifications of objects of different types, i.e. we will consider graftings and mergers as morphisms of one kind, and call all of them **mergers**.

**Definition 2** A merger between two plain graphs is a surjective functor $\mu : \mathcal{G}_1 \to \mathcal{G}_2$, that is injective on non-identity morphisms, which means that if $\mu(f_1) = \mu(g_1)$ and $f_1 \neq g_1$, then both $f_1$ and $g_1$ are identities.

It is clear that fibers of a merger are discrete categories, which explains the meaning of the name: a merger can merge objects, but it does not identify different non-identity morphisms, nor does it map non-identity morphisms to identities.

It is easy to see, that a merger, according to our definition, is a mix of a merger and a grafting, as defined in [BoM08].
Contractions also may identify objects, but only if there is a sequence of non-identity morphisms between them, that are mapped to identity.

**Definition 3** A contraction between plain graphs is a surjective functor $\kappa : G_1 \rightarrow G_2$, having the following properties:

1. fibers of $\kappa$ are corollas, i.e. for any object $A_2 \in G_2$, $\kappa^{-1}(A_2)$ has precisely one vertex,

2. $\kappa$ contracts only entire edges, i.e. for any non-identity morphism $f \in G_1$, s.t. $\kappa(f)$ is an identity, there is another non-identity morphism $g \in G_1$, with the same domain, s.t. $\kappa(g)$ is the same identity.

Our definition of a contraction is narrower than the one in [BoM08], since we only allow contracting loops. However, it is easy to see that a contraction, as in [BoM08], is a composition of a merger and a contraction, as they are defined here.

Obviously the only functors that are simultaneously mergers and contractions are the isomorphisms.

**Definition 4** Let $G_1, G_2$ be plain graphs. A morphism $G_1 \Rightarrow G_2$ is a pair of functors $G_1 \xrightarrow{\mu} G_2$, where $\mu$ is a merger, and $\kappa$ is a contraction.

It is easy to see that given a functor $G_1 \rightarrow G_2$ there might be several (non-equivalent) ways to factorize this functor into a merger, followed by a contraction. These different choices correspond to specifying which of the objects, that get identified, are merged.

In [BoM08] this information is given by designating virtual edges. One can easily check that our definition of a morphism is equivalent to the one in [BoM08].

The way we defined them here, it is not clear, a priori, how to compose two morphisms between plain graphs. One has the obvious functorial composition: just compose the underlying functors.

Later (in the general framework of nested graphs) we will define compositions in the category of plain graphs as some special factorizations of such functorial compositions into mergers, followed by contractions. The resulting category is isomorphic to the category of graphs $Gr$ in [BoM08].

---

3. To be precise we should define a morphism as an equivalence class of such pairs, where $(\mu_1, \kappa_1) \sim (\mu_2, \kappa_2)$, if there is an isomorphism $\alpha$, s.t. $\mu_2 = \alpha \mu_1$ and $\kappa_2 \alpha = \kappa_1$ as functors. For simplicity we will use representatives of these equivalence classes.

4. Except for the exclusion of vertices without flags from our definition.
2.2 The category of objects

Here we generalize plain graphs from the previous section to graphs having a recursive decoration. By this we mean decorating flags of a graph with other graphs. Since decorations themselves can have decorations on their flags, and so on, we have a recursive process, that can be described by a direct category.

Definition 5 A nested graph $G$ is a finite direct category.

From now on all graphs that we will consider will be nested graphs (unless we explicitly specify them to be plain), and hence sometimes, instead of using the term nested graph, we will call them simply graphs.

Here are some terms we will be using, that will hopefully make the meaning of our constructions clearer.

Definition 6

- A flag in a nested graph is a non-identity morphism. An irreducible flag is a flag, that cannot be written as a composition of two flags.

- Objects in a nested graphs will be called nodes. We consider every flag as being decorated by its domain. If a node is the codomain of a flag, we will say that the flag is attached to the node.

- A vertex in a graph is a node, that does not decorate any flag. A corolla is a nested graph with a unique vertex.

- A functor $\phi : G_1 \rightarrow G_2$ contracts a flag $f \in \text{Mor}(G_1)$ if $\phi(f)$ is an identity. A node $A$ is contracted by a functor, if it decorates a flag, that is contracted.

- For a functor $\phi : G_1 \rightarrow G_2$ between graphs, a $\phi$-fiber is a subcategory of $G_1$ of the form $\phi^{-1}(A_2)$ for some node $A_2 \in G_2$. A $\phi$-vertex is a vertex in a $\phi$-fiber, considered as a graph on its own.

For plain graphs the correct notion of a sub-object is not just any subgraph, but a full subgraph, i.e. a subgraph that together with each vertex contains all of its legs. We have an analogous definition for nested graphs.

Definition 7

- A full subgraph of a nested graph $G$ is a subcategory $G' \subseteq G$, s.t. if a node belongs to $G'$, so do all the flags attached to it.

\[\text{Correct from the point of view of the theory of operads.}\]
• For a graph $G$, a $G$-corolla is a full subgraph of $G$, that is a corolla.

A component of $G$ is a maximal $G$-corolla.

While plain graphs constitute a category, nested graphs are organized into a double category, i.e. instead of a set of objects in $\mathcal{P}$, we have a category $\mathcal{O}$ of objects in $\mathcal{N}$.

The reason for this is the nested structure of nested graphs, where operations not only act on their inputs, but also serve as operands for higher operations. In other words, we have a hierarchy of dependencies of operations on other operations. Hence the following definition.

**Definition 8** The category of objects $\mathcal{O}$ has nested graphs as objects, and given two graphs $G, H$ a morphism from $G$ to $H$ is an injective functor $\delta : H \to G$, s.t. the image $\delta(H)$ is a full subgraph of $G$ (Definition 7).

It is clear that composition of injective functors, having full subgraphs as images, is again injective and the image is a full subgraph, i.e. $\mathcal{O}$ is indeed a category.

In the next section we will define the category of morphisms in the double category of nested graphs, and objects in that category will be completely different from morphisms in $\mathcal{O}$. To avoid terminological difficulties we will call morphisms in $\mathcal{O}$ dependencies. We will denote them by $G \rightarrow H$.

Notice the change of direction: a dependency from $G$ to $H$ is given as a functor to $\mathcal{G}$ from $\mathcal{H}$. This reversing of direction is needed, because later, defining higher categories, we will consider functors $\mathcal{O} \to \text{Set}$, and images of dependencies will represent the source/target maps (generalized to $\mathcal{O}$-combinatorics).

If both $G$ and $H$ are plain graphs, a dependency from $G$ to $H$ is just a usual subgraph $H \rightarrow G$, i.e. a union of corollas of $G$. In particular, the only dependencies between plain corollas are isomorphisms.

We have defined direct categories as categories admitting a grading, but a choice of one is not part of the definition. However, sometimes it is useful to have a kind of “canonical” grading on a nested graph. There is one given by the height of nodes.

**Definition 9** Let $C$ be a corolla. The **height** of $C$ is the length of a maximal string of composable flags in $C$.

For a node $A$ in an arbitrary nested graph $G$, the **height** of $A$ is the height of the $G$-corolla, generated by $A$.  

11
Clearly plain graphs are those graphs, all of whose vertices have height 1, and having some restrictions on valence of nodes. Graphs, all of whose vertices are of height 0, are just sets.

We have the following obvious result.

**Proposition 1** Let $\mathcal{G}$ be a nested graph. For any node $A \in \mathcal{G}$, let $\text{height}(A)$ be the height of $A$. Then the map $A \mapsto \text{height}(A)$ is a grading on $\mathcal{G}$.

Morphisms in $\mathcal{O}$ (Definition 8) preserve the grading by height.

### 2.3 The category of morphisms

As we have discussed in Section 2.1, a morphism between plain graphs consists of three parts: contracting flags, merging nodes and grafting flags. This triple structure is manifested by the fact that every such morphism can be uniquely factored into a grafting, followed by a merger, followed by a contraction ([BoM08]).

With nested graphs it is impossible to differentiate between a grafting and a merger, because every flag carries a decoration by a node, and hence every merger is a grafting and vice versa. Therefore we will call all such morphisms mergers.

Given two nested graphs $\mathcal{G}_1, \mathcal{G}_2$, a merger or a contraction $\mathcal{G}_1 \rightarrow \mathcal{G}_2$ is a functor satisfying certain conditions. There are two conditions, satisfied by morphisms of both types.

The first one is a kind of surjectivity. Since identifying objects in a category might lead to new compositions of morphisms, we do not require a literal surjectivity, but a categorical one: a functor $\phi: \mathcal{G}_1 \rightarrow \mathcal{G}_2$ is an **epi-functor** if the subcategory of $\mathcal{G}_2$, generated by $\phi(\mathcal{G}_1)$, is all of $\mathcal{G}_2$. It is clear that composition of epi-functors is an epi-functor, and invertible functors are epi-functors.

The second property, shared by both mergers and contractions, can be intuitively described as follows: any epi-functor $\phi: \mathcal{G}_1 \rightarrow \mathcal{G}_2$ describes compositions of operations, represented by nodes in $\mathcal{G}_1$. If a node $A_1 \in \mathcal{G}_1$ is contracted by $\phi$, it should affect all flags, decorated by $A_1$, more precisely, every such flag should be either contracted, or identified with a flag, whose decoration is not contracted.

This property generalizes the condition, satisfied by contractions between plain graphs, that if half of an edge is contracted, the whole edge is contracted. Here is the precise definition.

**Definition 10** Let $\mathcal{G}_1, \mathcal{G}_2$ be graphs. An epi-functor $\phi: \mathcal{G}_1 \rightarrow \mathcal{G}_2$ is a **direct functor**, if for any flag $f_1: A_1 \rightarrow B_1$ in $\mathcal{G}_1$, that is not contracted by $\phi$,
there is a \( \phi \)-vertex \( A_1' \) in \( \phi^{-1}(\phi(A_1)) \), and a flag \( f'_1 \), decorated by \( A_1' \), s.t. \( \phi(f'_1) \) factors \( \phi(f_1) \).

Here by “factoring” we mean that there are two morphisms (not necessarily flags) \( f_2, f'_2 \in G_2 \), s.t. \( \phi(f_1) = f_2 \circ \phi(f'_1) \circ f'_2 \). However, since \( A_1' \) is supposed to be in the same \( \phi \)-fiber as \( A_1 \), and \( G_2 \) is a direct category, it is clear that \( f'_2 \) has to be an identity.

These were the properties shared by mergers and contractions. The distinction between them comes from two types of elements in categories (and in nested graphs in particular): objects and morphisms.

Compositions of operations, represented by morphisms between graphs, involve identifications of objects and identifications of morphisms. We collect the former kind into the notion of a merger, and the latter – into the notion of a contraction.

**Definition 11**

1. A merger \( \mu : G_1 \to G_2 \) is a direct functor, that is injective on flags, i.e. it does not contract flags, and for two flags \( f_1, g_1 \in G_1 \), if \( f_1 \neq g_1 \), then \( \mu(f_1) \neq \mu(g_1) \).

2. A contraction \( \kappa : G_1 \to G_2 \) is a direct functor, s.t. for every node \( A_2 \in G_2 \), the fiber \( \kappa^{-1}(A_2) \) is a corolla (Definition 6).

Clearly fibers of mergers are discrete categories. Consequently, the only functors, that are simultaneously mergers and contractions, are invertible functors. Generalizing Definition 4 we define morphisms between nested graphs as follows.

**Definition 12** A morphism between graphs \( G_1 \Rightarrow G_3 \) is a pair of functors

\[
\begin{array}{ccc}
G_1 & \xrightarrow{\mu} & G_2 & \xrightarrow{\kappa} & G_3
\end{array}
\]  

(5)

where \( \mu \) is a merger and \( \kappa \) is a contraction\(^6\).

To organize morphisms between graphs into a category \( \mathcal{M} \), we need to know what happens when we restrict \( G_1 \Rightarrow G_2 \) to full subgraphs \( \mathcal{H}_1, \mathcal{H}_2 \) of \( G_1, G_2 \).

**Proposition 2** Let \( \phi : G_1 \to G_2 \) be a direct functor between graphs. Let \( \mathcal{H}_2 < G_2 \) be a full subgraph, and let \( \mathcal{H}_1 := \phi^{-1}(\mathcal{H}_2) \). Then the restriction \( \phi' : \mathcal{H}_1 \to \mathcal{H}_2 \) of \( \phi \) is a direct functor as well.

---

\(^6\)Below we will omit identities in designation of such pairs, i.e. instead of \((\mu, Id)\) we will write simply \( \mu \) and so on.
Proof: It is clear that \( \varphi' \) is an epi-functor. Let \( A \) be a node in \( H_1 \), that is contracted by \( \varphi' \), and let \( f \) be a flag in \( H_1 \), decorated by \( A \), that is not contracted by \( \varphi' \). Clearly \( A \) is contracted by \( \varphi \), and \( f \) is not contracted by \( \varphi \), therefore there is a flag \( g \in G_1 \), decorated by a \( \varphi \)-vertex \( B \), s.t. \( \varphi(g) \) factors \( \varphi(f) \). Since \( H_2 \) is a full subgraph, and \( H_1 \) is the inverse image of \( H_2 \), it is clear that \( g \in H_1 \). It is also clear that \( \varphi'(g) \) factors \( \varphi'(f) \), and that \( B \) is a \( \varphi' \)-vertex.

Let \( G_1 \xrightarrow{\mu} G_2 \xrightarrow{\kappa} G_3 \) be a morphism between graphs (Definition 12). Let \( H_3 < G_3 \) be a full subgraph. Applying proposition 2 twice we get the diagram

\[
\begin{array}{ccc}
G_1 & \xrightarrow{\mu} & G_2 \\
\delta_1 \downarrow & & \downarrow \delta_2 \\
H_1 & \xrightarrow{\mu'} & H_2 \\
\end{array}
\]

and it is easy to see that \( \kappa' \) is a contraction and \( \mu' \) is a merger. It is also obvious that \( \delta_1, \delta_2, \delta_3 \) are dependencies (i.e. morphisms in \( \Omega \)). In such cases we will call the triple \( (\delta_1, \delta_2, \delta_3) \) a dependency \( (\mu, \kappa) \succ (\mu', \kappa') \).

Definition 13 The category of morphisms \( \mathcal{M} \) is defined to have morphisms between nested graphs as objects, and dependencies between morphisms as morphisms.

As in the case of morphisms between plain graphs, there is some ambiguity, coming from the fact that invertible functors between nested graphs are both mergers and contractions.

Let \( G_1 \xrightarrow{\mu} G_2 \xrightarrow{\kappa} G_3 \) be an object in \( \mathcal{M} \), and let \( G_1 \xrightarrow{\mu'} G'_2 \xrightarrow{\kappa'} G_3 \) be another object, s.t. there is an invertible functor \( \alpha : G_2 \rightarrow G'_2 \) satisfying \( \alpha \circ \mu = \mu' \), \( \kappa = \kappa' \circ \alpha \).

These two objects are different, yet they carry the same algebraic information on compositions of operations, represented by nodes in \( G_1 \). However, we do not have to declare these objects of \( \mathcal{M} \) equivalent, since the following diagram provides an isomorphism between them.

\[
\begin{array}{ccc}
G_1 & \xrightarrow{\mu} & G_2 \\
\downarrow \alpha & & \downarrow \alpha \\
G_1 & \xrightarrow{\mu'} & G'_2 \\
\end{array}
\]
We have three functors
\[ \sigma, \tau : \mathcal{M} \to \mathcal{O}, \quad \iota : \mathcal{O} \to \mathcal{M}, \]
(8)
sending \((\mu, \kappa)\) to \(G_1\) and \(G_3\), and \(G\) to \((Id_G, Id_G)\) respectively. It is clear that they satisfy the usual identities of source, target, and identity automorphism maps. It remains to define associative compositions of objects in \(\mathcal{M}\). This will be done in the next two sections.

The following proposition expresses an important property of the category \(\mathcal{M}\): if we have a dependency \((\mu, \kappa) : (\mu', \kappa')\) as in (6), then any composition of operations in the source of \((\mu', \kappa')\), that is performed by \((\mu, \kappa)\), is also performed by \((\mu', \kappa')\). This property will be important in section 3.3, where we describe the algebraic structure, carried by the double category \((\mathcal{O}, \mathcal{M})\).

**Proposition 3** Let \((\delta_1, \delta_2, \delta_3) : (\mu, \kappa) : (\mu', \kappa')\) be a dependency as in (6). Let \(A\) be a node in \(\mathcal{H}_1\). If \(\delta_1(A)\) is contracted by \(\kappa \circ \mu\), then \(A\) is contracted by \(\kappa' \circ \mu'\).

**Proof:** Let \(f\) be a flag in \(\mathcal{G}_1\), that is decorated by \(\delta_1(A)\), and is contracted by \(\kappa \circ \mu\). Since the domain of \(f\) is in \(\delta_1(\mathcal{H}_1)\), we have that \((\kappa \circ \mu)(f) \in \delta_3(\mathcal{H}_3)\), and therefore \(f \in \delta_1(\mathcal{H}_1) = (\kappa \circ \mu)^{-1}(\delta_3(\mathcal{H}_3))\), which implies that \(\kappa' \circ \mu'\) contracts \(\delta_1^{-1}(f)\). \[\blacksquare\]

We finish this section with an example of something that our construction does not describe. We have defined objects of \(\mathcal{M}\) as factorizations of direct functors into mergers, followed by contractions, and in this way we specify which nodes, that get contracted into the same node, are identified before the contraction. Consider for example the following direct functor
\[ \begin{array}{ccc}
A & \Rightarrow & B \\
\downarrow & & \downarrow \\
C & \Rightarrow & B
\end{array} \]
(9)
Without a factorization into merger/contraction we cannot know if \(A, C\) are identified before being contracted into \(B\).

However, there are pre-contraction identifications, that our definition does not isolate. Consider for example
\[ A \Rightarrow B \Rightarrow B. \]
(10)
There are two ways to perform this contraction: contract all flags at once, or identify the two flags, and then contract the result. Our definition of \(\mathcal{M}\) does not let us distinguish between them.
2.4 Compositions of morphisms

In sections 2.2, 2.3 we have constructed two categories $O, M$, and two functors $\sigma, \tau : M \rightarrow O$. These categories represent objects and morphisms between nested graphs, and $\sigma, \tau$ are the source and the target maps respectively. In this section we define the functor of composition

$$\gamma : \prod_i M \rightarrow M.$$ (11)

Our definition of $\gamma$ is based on composition of functors, however, since objects of $M$ are not functors, but pairs of them, the construction is not immediate.

It is clear that compositions of mergers as functors are again mergers. The same claim about contractions is also true, but it is not obvious, and requires proof. We start with investigating the properties of direct functors.

**Proposition 4** Composition of two direct functors is direct.

**Proof:** Let $G_1 \xrightarrow{\phi_1} G_2 \xrightarrow{\phi_2} G_3$ be two direct functors between graphs. Let $f_2 : A_1 \rightarrow B_1$ be a flag in $G_1$, that is not contracted by $\phi_2 \circ \phi_1$. Clearly $\phi_1(f_1)$ is not identity and is not contracted by $\phi_2$. Therefore, there is a flag $f_2 \in G_2$, decorated by a $\phi_2$-vertex $A_2$ in $\phi_2^{-1}(\phi_2(\phi_1(A_1)))$, s.t. $\phi_2(f_2)$ factors $\phi_1(f_1)$.

Since $\phi_1$ is an epi-functor, we can write $f_2 = \phi_1(g_1^{(n)}) \circ \cdots \circ \phi_1(g_1') \circ \phi_1(g_1')$, for some flags $g_1^{(i)}$ in $G_1$, and we can assume these flags are not contracted by $\phi_1$. Therefore, there is a flag $f_2' \in G_1$, decorated by a $\phi_1$-vertex $A_1'$ in $\phi_1^{-1}(A_2)$, s.t. $\phi_1(f_1')$ factors $\phi_1(g_1')$. Clearly $\phi_2(\phi_1(f_1'))$ factors $\phi_2(\phi_1(f_1))$ and $A_1'$ is a $\phi_2 \circ \phi_1$-vertex in $(\phi_2 \circ \phi_1)^{-1}(\phi_2 \circ \phi_1)(A_1)$. ■

We have introduced the notion of direct functor between direct categories in order to generalize the property, that contractions between plain graphs have: an edge is either completely contracted, or left intact. The following two propositions explain why direct functors provide such a generalization.

**Proposition 5** Let $\phi : G_1 \rightarrow G_2$ be a direct functor. Any flag $f_2 \in G_2$ can be factored into

$$f_2 = \phi(f_1^{(n)}) \circ \cdots \circ \phi(f_1') \circ \phi(f_1'),$$ (12)

where $f_1^{(i)}$'s are flags between $\phi$-vertices.
Proof: Since $\phi$ is an epi-functor, we can have a decomposition (12), but $f_1^{(i)}$'s are not necessarily flags between $\phi$-vertices. Clearly we can assume that at least the codomains of $f_1^{(i)}$'s are $\phi$-vertices, because we can compose them with flags, contracted by $\phi$.

Consider $f_1'$. Since $\phi$ is direct, there is a flag $g_1'$, decorated by a $\phi$-vertex, s.t. $\phi(g_1')$ factors $\phi(f_1')$. Therefore we can assume that $f_1'$ itself is a flag between $\phi$-vertices. Continuing like this, and taking into account that $G_1$ is a finite category, we conclude that all $f_1^{(i)}$'s can be made into flags between $\phi$-vertices. ■

Proposition 6 Let $\kappa : G_1 \rightarrow G_2$ be a contraction. Then $\kappa$ is surjective, and moreover, any flag in $G_2$ can be lifted to $G_1$, so that both the domain and the codomain are $\kappa$-vertices.

Proof: By Proposition 5 any flag $f_2 \in G_2$ can be written as a composition of images of flags between $\kappa$-vertices in $G_1$. Since each $\kappa$-fiber has a unique vertex, such flags are composable in $G_1$, and the image of the composition is obviously $f_2$. ■

Now we know enough about contractions to prove the following.

Proposition 7 Composition of contractions is a contraction.

Proof: Let $G_1 \xrightarrow{\kappa_1} G_2 \xrightarrow{\kappa_2} G_3$ be a pair of contractions. By Proposition 4 all we have to prove is that $\kappa_2 \circ \kappa_1$-fibers are corollas.

Let $A_3$ be a node in $G_3$. By assumption $\kappa_2^{-1}(A_3)$ is a corolla, let $A_2$ be the vertex in this corolla. By assumption $\kappa_1^{-1}(A_2)$ is also a corolla, and let $A_1$ be the vertex of this corolla. We claim that $A_1$ is the unique vertex in $(\kappa_2 \circ \kappa_1)^{-1}(A_3)$.

Let $B_1$ be a vertex in $(\kappa_2 \circ \kappa_1)^{-1}(A_3)$, it means that $B_1$ is not contracted by $\kappa_2 \circ \kappa_1$ into another node, therefore it is not contracted by $\kappa_1$ either, and hence $B_1$ is the unique vertex in $\kappa_1^{-1}(\kappa_1(B_1))$. If $\kappa_1(B_1) = A_2$, then $B_1 = A_1$, so suppose $\kappa_1(B_1) \neq A_2$.

Since $\kappa_2^{-1}(A_3)$ is a corolla, and $\kappa_1(B_1)$ is not its vertex, there is a flag $f_2$, decorated by $\kappa_1(B_1)$, that is contracted by $\kappa_2$. By Proposition 6 there is a flag $f_1$ in $G_1$, decorated by $B_1$, s.t. $\kappa_1(f_1) = f_2$. But then $\kappa_2 \circ \kappa_1$ contracts $f_1$ – contradiction. So $B_1 = A_1$ and $(\kappa_2 \circ \kappa_1)^{-1}(A_3)$ is a corolla. ■

Since objects in $\mathfrak{M}$ are pairs $(\mu, \kappa)$, where $\mu$ is a merger, and $\kappa$ is a contraction, to define compositions of such pairs we have to know how to compose mergers among themselves, contractions among themselves, and what is the composition of a contraction followed by a merger.
The case of mergers is easy, and Proposition 7 takes care of contractions. In the following definition we omit identities from pairs, that designate objects in \( \mathfrak{M} \), i.e. instead of \((\mu, Id), (Id, \kappa)\) we write simply \( \mu, \kappa \).

**Definition 14** Let \( \mu, \mu' \) be mergers, and let \( \kappa, \kappa' \) be contractions, such that \( \sigma(\mu) = \tau(\mu') \), \( \sigma(\kappa) = \tau(\kappa') \). We define \( \gamma(\mu, \mu'), \gamma(\kappa, \kappa') \) to be compositions of the underlying functors.

The following proposition provides the main ingredient in the definition of composition of a contraction followed by a merger. In the proof of this proposition we construct a certain minimal decomposition of any direct functor into a merger, followed by a contraction. The word *minimal* refers to minimality of the merger in the decomposition.

**Proposition 8** Every direct functor can be written (not necessarily uniquely) as a merger, followed by a contraction.

**Proof:** Let \( \phi : G_1 \to G_2 \) be a direct functor. There is an equivalence relation on the set of nodes in \( G_1 \), defined as follows: for \( A_1 \neq B_1, A_1 \sim B_1 \) if and only if both \( A_1 \) and \( B_1 \) are \( \phi \)-vertices, and \( \phi(A_1) = \phi(B_1) \). Let \( G_2' \) be the category, obtained by identifying equivalent nodes in \( G_1 \), with morphisms being freely generated by morphisms in \( G_1 \), subject to relations of composition in \( G_1 \).

There are two natural epi-functors \( G_1 \xrightarrow{\mu} G_2' \xleftarrow{\kappa} G_2 \). Indeed, \( \mu \) is defined to send every object to its equivalence class, and every morphism to the corresponding generator in \( \text{Mor}(G_2') \). Since we divided by relations of composition in \( G_1 \), \( \mu \) is a functor.

Since \( G_2' \) is defined by generators and relations, it is enough to specify \( \kappa \) on objects and generators. Since \( A_1 \sim B_1 \) implies \( \phi(A_1) = \phi(B_1) \), there is a well defined image in \( G_2' \) for every object in \( G_2' \). The generators of \( \text{Mor}(G_2') \) are all morphisms in \( G_1 \), hence we can send them to their images under \( \phi \). Since relations are precisely all the compositions in \( G_1 \), we get a well defined functor \( \kappa : G_2' \to G_2 \).

From the construction of \( \mu, \kappa \) it is easy to see that

\[
\phi = \kappa \circ \mu.
\] (13)

We claim that \( G_2' \) is a graph, \( \mu \) is a merger, and \( \kappa \) is a contraction.

Suppose \( G_2' \) is not a direct category, i.e. there is a cycle of flags \( f_2^{(i)} \rightarrow f_2^{(n)} \cdots f_2^{(1)} \). Clearly \( \mu \) is an epi-functor, therefore we can assume that

\[
\forall i \quad f_2^{(i)} = \mu(f_1^{(i)}),
\]
for some \( f^{(i)}_1 : A^{(i)}_1 \to B^{(i)}_1 \) in \( \mathcal{G}_1 \). Since \( \mathcal{G}_1 \) is a direct category there is \( i \), s.t. \( B^{(i)}_1 \neq A^{(i+1)}_1 \). However, \( \mu(B^{(i)}_1) = \mu(A^{(i+1)}_1) \), because \( f^{(i)}_2 \) and \( f^{(i+1)}_2 \) are composable. Then, by definition of \( \mu \), \( B^{(i)}_1 \) and \( A^{(i+1)}_1 \) are \( \phi \)-vertices, but \( f^{(i+1)}_1 \) is contracted by \( \phi \), since \( f^{(i+1)}_2 \) is contracted by \( \kappa \) (\( \mathcal{G}_2 \) is a direct category), so \( A^{(i+1)}_1 \) cannot be a vertex – contradiction.

Since \( \mu \) is defined by identifying nodes, and it does not contract any flags, clearly it is a merger. Let \( A_2 \in \mathcal{G}_2 \) be a node. The fiber \( \kappa^{-1}(A_2) \) has a unique vertex, because it is obtained by identifying all vertices in the fiber \( (\mu \circ \kappa)^{-1}(A_2) \).

It remains to prove that \( \kappa \) is a direct functor. Let \( f_2 \) be a flag in \( \mathcal{G}_2' \), that is not contracted by \( \kappa \). Since \( \mu \) is an epi-functor, we have

\[
f_2 = \mu(f^{(n)}_1) \circ \cdots \circ \mu(f^{(1)}_1),
\]

for some flags \( f^{(i)}_1 \in \mathcal{G}_1 \). Let \( i \) be the smallest index, such that \( \mu(f^{(i)}_1) \) is not contracted by \( \kappa \). Then (since \( \phi \) is direct), there is a flag \( g_1 \in \mathcal{G}_1 \), s.t. it is decorated by a \( \phi \)-vertex, and \( \phi(g_1) \) factors \( \phi(f^{(i)}_1) \). Clearly \( \mu(g_1) \) is not identity, it is decorated by a \( \kappa \)-vertex in the same \( \kappa \)-fiber, as the domain of \( f_2 \), and \( \kappa(\mu(g_1)) \) factors \( \kappa(f_2) \).

It is easy to see that, in general, a direct functor can be decomposed into a merger, followed by a contraction in more than one way. However, since mergers are epi-functors, if we fix the merger in the decomposition, the contraction is determined uniquely.

**Definition 15** Let \( \mathcal{G}_1 \xrightarrow{\kappa} \mathcal{G}_2 \xrightarrow{\mu} \mathcal{G}_3 \) be a contraction and a merger. Let \( \phi \) be the composition of \( \kappa \), \( \mu \) as functors. We define \( \gamma(\mu, \kappa) \) to be \( \mathcal{G}_1 \xrightarrow{(\mu', \kappa')} \mathcal{G}_3 \), where \( \kappa', \mu' \) are obtained by factorization of \( \phi \) as in (13).

Now, having two objects \((\mu, \kappa), (\mu', \kappa') \in \mathcal{M} \) with matching source and target, we can define \( \gamma((\mu', \kappa'), (\mu, \kappa)) \) by first composing \( \kappa \) and \( \mu' \), and then the resulting pairs of mergers and contractions. In this way we get a map

\[
\gamma : \text{Obj}(\mathcal{M})_\sigma \prod_{\sigma} \text{Obj}(\mathcal{M}) \to \text{Obj}(\mathcal{M}). \quad (14)
\]

The following proposition extends this map to morphisms in \( \mathcal{M} \).

Here, for simplicity of exposition, we designate dependencies between objects in \( \mathcal{M} \) as pairs of dependencies between graphs, rather than triples. It is easy to see that it does not create any ambiguity.
Proposition 9 Consider two morphisms in M as follows

\[ \begin{array}{cccc}
G_1 & \xrightarrow{\mu_1} & G_2 & \xrightarrow{\mu_2} & G_3 \\
\delta_1 & \downarrow & \delta_2 & \downarrow & \delta_3 \\
H_1 & \xrightarrow{\kappa_1} & H_2 & \xrightarrow{\kappa_2} & H_3
\end{array} \]  

(15)

Let \((\mu, \kappa) := \gamma((\mu_2, \kappa_2), (\mu_1, \kappa_1)), (\mu', \kappa') := \gamma((\mu'_2, \kappa'_2), (\mu'_1, \kappa'_1))\). Then

\[ \begin{array}{cccc}
G_1 & \xrightarrow{\mu} & G_3 \\
\delta_1 & \downarrow & \delta_3 \\
H_1 & \xrightarrow{\kappa} & H_3
\end{array} \]  

(16)

is a morphism in M

Proof: The only condition from Definition 12 that is not clearly satisfied by (16) is that restriction of \((\mu, \kappa)\) to the images of \((\delta_1, \delta_3)\) equals \((\mu', \kappa')\). It is obvious that the underlying direct functors are equal, the question is about the factorization. To compare factorizations it is enough to compare the mergers, i.e. it is enough to prove that \(\kappa_1 \circ \mu_1\)-vertices in the image of \(\delta_1\) are the same as \(\kappa'_1 \circ \mu'_1\)-vertices. This follows from Proposition 3. ■

Proposition 10 The compositions from Definitions 14 and 15 extend to a functor

\[ \mathcal{M}_\sigma \prod_\tau \mathcal{M} \to \mathcal{M}. \]  

(17)

Proof: This is almost obvious. A morphism in \(\mathcal{M}_\sigma \prod_\tau \mathcal{M}\) can be described as a triple of dependencies \((\delta_1, \delta_2, \delta_3)\) (as in (15)), and we extend Definitions 14 15 by sending \((\delta_1, \delta_2, \delta_3)\) to \((\delta_1, \delta_3)\). According to Proposition 9 we do get a morphism in \(\mathcal{M}\). Functoriality is obvious. ■

2.5 Associativity

In section 2.4 we have constructed a functor \(\mathcal{M}_\sigma \prod_\tau \mathcal{M} \to \mathcal{M}\). In section 2.3 we have defined \(\iota : \mathcal{O} \to \mathcal{M}\) and \(\sigma, \tau : \mathcal{M} \to \mathcal{O}\). Here we prove that \(\mathcal{N} : = \{\mathcal{O}, \mathcal{M}, \iota, \sigma, \tau, \gamma\}\) is a double category. The only non-obvious property, that has not been proved yet, is associativity of \(\gamma\).

By definition, \(\gamma\) consists of compositions of functors, and factorizations of direct functors into mergers, followed by contractions. Therefore, to prove...
associativity of $\gamma$ we should mostly analyze the factorizations, since the usual composition of functors is associative.

In the proof of the following proposition we do just that, and the reason why everything works out is that the factorization of direct functors, given by (13), into mergers, followed by contractions, is minimal among all possible factorizations.

**Proposition 11** Let $\gamma : \mathcal{M}_\sigma \prod \mathcal{M} \to \mathcal{M}$ be the functor from (17). Then the following diagram is commutative up to a unique natural isomorphism

$$
\begin{array}{ccc}
\mathcal{M}_\sigma \prod \mathcal{M} & \xrightarrow{\gamma \prod Id} & \mathcal{M}_\sigma \prod \mathcal{M} \\
Id \prod \gamma & \downarrow & \downarrow \gamma \\
\mathcal{M}_\sigma \prod \mathcal{M} & \xrightarrow{\gamma} & \mathcal{M}
\end{array}
$$

(18)

**Proof:** Let $\mathcal{G}_1 \xrightarrow{\mu_1, \kappa_1} \mathcal{G}_2 \xrightarrow{\mu_2, \kappa_2} \mathcal{G}_3 \xrightarrow{\mu_3, \kappa_3} \mathcal{G}_4$ be 3 objects in $\mathcal{M}$. We would like to prove that the two possible compositions coincide. Since composition of mergers is just composition of functors, it is easy to see that we can assume $\mu_1$ to be trivial. Similarly we can assume $\kappa_3$ being trivial. Therefore, all we have to prove is that

$$
\gamma(\mu_3, \gamma((\mu_2, \kappa_2), \kappa_1)) = \gamma(\gamma(\mu_3, (\mu_2, \kappa_2)), \kappa_1).
$$

(19)

We will start with a simplification: let $\kappa$ be a contraction, and let $\mu_1, \mu_2$ be mergers. We claim

$$
\gamma(\mu_2 \mu_1, \kappa) = \gamma(\mu_2, \gamma(\mu_1, \kappa)).
$$

(20)

Let’s denote $\gamma(\mu_2 \mu_1, \kappa)$ by $((\mu_2 \mu_1)'', \kappa'')$, and $\gamma(\mu_2, \gamma(\mu_1, \kappa))$ by $(\mu_2' \mu_1', \kappa')$. In construction of $(\mu_2 \mu_1)'$ we identify vertices in $\kappa$-fibers, over nodes, that are identified by $\mu_2 \mu_1$; on the right hand side this identification is split in two steps – first we identify according to $\mu_1$, and then $\mu_2$. Clearly $(\mu_2 \mu_1)' = \mu_2' \mu_1'$, and hence (20) is true, since any decomposition of a given direct functor into a merger, followed by a contraction, is determined by the merger.

Equation (20) implies that in (19) we can assume $\mu_2$ to be trivial. And hence the problem is reduced to proving that for any contractions $\kappa_1, \kappa_2$ and a merger $\mu$ we have

$$
\gamma(\mu, \kappa_2 \kappa_1) = \gamma(\gamma(\mu, \kappa_2), \kappa_1).
$$

(21)
Let $A$ be a node in the domain of $\mu$, let $B$ be the vertex in $\kappa_2(A)$. The fiber $(\kappa_2\kappa_1)^{-1}(A)$ is a corolla, its vertex is the vertex $C$ in $\kappa_1^{-1}(B)$. If $\mu$ identifies $A$ and $A'$, then the merger $\mu'$, obtained by commuting $\mu$ and $\kappa_2\kappa_1$, identifies $C$ and $C'$.

On the right hand side we have two steps: first we identify $B$ and $B'$, and then $C$ and $C'$. The result is clearly the same, and so we obtain the same merger on both sides of (21), and therefore the same contraction. ■

Finally we can organize plain graphs into a category. Let $\mathcal{O}_p$, $\mathcal{M}_p$ be the discrete categories, obtained from $\mathcal{O},\mathcal{M}$ by taking plain graphs and equivalence classes of contractions/mergers between them. Here we say that $(\mu, \kappa) \sim (\mu', \kappa')$ if there is an isomorphism $\alpha$ s.t.

$$\mu' = \alpha \circ \mu, \quad \kappa' \circ \alpha = \kappa. \quad (22)$$

Since $\{\mathcal{O}_p, \mathcal{M}_p, \sigma, \tau, \iota, \gamma\}$ is a discrete double category, it is just a category, and it is easy to see that it has the same objects and morphisms as $\mathcal{P}$, defined in section 2.1.

Now we can also explain the reason for exclusion of the trivial graphs from $\mathcal{P}$. Had we allowed corollas having no legs, we would not have been able to distinguish between such graphs and single flags, not attached to a node. The reason is obvious: since for us all nodes are operations, a point becomes a node, and not a flag, only when it has legs of its own.

So, by allowing trivial graphs in $\mathcal{P}$, we would have obtained dependencies between objects of $\mathcal{P}$, that are not inclusions of full plain subgraphs. Such dependencies are present in [BoM08], namely they are necessary to define algebras over operads. Indeed, an algebra is given by decorating legs of graphs with objects from a given category (usually the same object for all legs).

Here we have a very simple observation: in the theory of nested graphs and operads there are no algebras, only operads. In some cases one can artificially divide between algebras and operads. However, in general such divisions are impossible.

In [BoM08] all graphs have height $\leq 2$, and hence, differentiating by height, one can define operads and their algebras. In [Ba98] all graphs are oriented, and hence one can define endomorphism operads and representations.

In the rest of the paper, where we describe the algebraic structure, carried by $\mathcal{M}$, it will be important for us to assume that $\mathcal{O}, \mathcal{M}$ are small categories. Since we have defined graphs as finite direct categories, we have
small versions of $O$, $M$. We will use the same notation $R$ for such versions, and below we will always assume that $Obj(O), Obj(M)$ are sets.

3 Algebras of graphs and their representations

In section 2 we have constructed a double category $N$ of nested graphs, generalizing the category $P$ of plain graphs. In this section we will use $N$ to define higher (nested) operads, and eventually higher categories.

Our approach is an extension of the one, used in [BoM08], [BeM96], [GK98], [KM94] with $P$. There it is observed that $P$ has a monoidal structure, given by the direct sum. This monoidal product allows us to decompose any plain graph into corollas. Then a $P$-operad in any monoidal category $M$ is just a monoidal functor $P \rightarrow M$, that maps these decompositions into isomorphisms.

The case of $N$ is more complicated, since operations have dependencies between them, and hence a monoidal structure is not enough to give decompositions of nested graphs into corollas. We have to take into account intersections of these corollas, intersections of the intersections and so on. Instead of a direct sum, a suitable operation is taking colimits of simplicial diagrams.

To have the right language, in this section we develop the machinery of simplicial sets, acting on categories, in the same way as actions of discrete simplicial sets produce monoidal structures. First we review how this approach works for the monoidal product, and then generalize it to arbitrary simplicial sets.

Then we use this language to describe the algebraic structure, present on $N$, and axiomatize it in the notion of a graph-algebra, which is the generalization to nested graphs of abstract categories of labeled graphs from [BoM08].

3.1 Monoidal categories revisited

Here we rewrite the definition of monoidal categories in a language that allows generalization to actions of arbitrary finite simplicial sets. We redefine monoidal categories as algebras over a monad $A$ on $Cat$, constructed from a set of discrete finite categories $\{A_n\}$.

After that, we recall the definition of operads from [BoM08], that uses monoidal structure on $P$, given by the direct sum.
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Let \( \mathcal{A} \) be the subcategory of \( \text{Cat} \), having \( \{\mathcal{A}_n\}_{n \geq 0} \) as objects, where each \( \mathcal{A}_n \) is the ordinal \( n \), considered as a discrete category\(^7\). The only morphisms in \( \mathcal{A} \) are the identity functors on \( \mathcal{A}_n \)’s.

**Definition 16** Let \( \mathcal{M} \) be any category. We define \( \mathfrak{A}(\mathcal{M}) \) to be the category whose objects are functors \( D_n : \mathcal{A}_n \to \mathcal{M} \) for \( n \geq 0 \), and whose morphisms are commutative diagrams

\[
\begin{array}{ccc}
\mathcal{A}_m & \xrightarrow{F} & \mathcal{A}_n \\
\downarrow & & \downarrow \\
\mathcal{D}_m & \xrightarrow{\phi} & \mathcal{D}_n \\
\downarrow & & \downarrow \\
\mathcal{M} & & \mathcal{M}
\end{array}
\]

where \( F \) is a morphism in \( \mathcal{A} \), and \( \phi : D_m \Rightarrow D_n \circ F \) is a natural transformation\(^8\).

Clearly \( \mathcal{M} \mapsto \mathfrak{A}(\mathcal{M}) \) is a functor \( \mathfrak{A} : \text{Cat} \to \text{Cat} \).

When \( \mathcal{M} = \mathcal{A} \), there is a functor \( K : \mathfrak{A}(\mathcal{A}) \to \mathcal{A} \), defined by

\[
K : D_m \mapsto \text{colim}(D_m),
\]

where colimit is taken in \( \text{Cat} \), and then identified with an object in \( \mathcal{A} \), preserving the (lexicographic) order on elements of \( \mathcal{A}_n \)’s.

The main property of \( K \) is that for any category \( \mathcal{M} \), it induces a functor

\[
K^* : \mathfrak{A}^2(\mathcal{M}) \to \mathfrak{A}(\mathcal{M}),
\]

defined as follows: if \( D_m \in \mathfrak{A}^2(\mathcal{M}) \) maps \( \mathcal{A}_m \) to \( \{D_n\}_{1 \leq i \leq m} \), then

\[
K^*(D_m) := \prod_{1 \leq i \leq m} D_n_i : K(\pi \circ D_m) \to \mathcal{M},
\]

where \( \pi : \mathfrak{A}(\mathcal{M}) \to \mathcal{A} \) sends \( D_n \) to \( \mathcal{A}_n \). Note that if \( m = 0 \), \( K^*(D_m) \) is the unique functor \( \mathcal{A}_0 \to \mathcal{M} \).

In addition, for any \( \mathcal{M} \) there is a trivial functor \( \epsilon : \mathcal{M} \to \mathfrak{A}(\mathcal{M}) \), sending each object to itself, considered as a diagram over \( \mathcal{A}_1 \). We have the following obvious proposition.

---

\(^7\)We need an order on the objects of \( \mathcal{A}_n \)'s because for a general monoidal product \( \otimes \) \( A \otimes B \) is not the same as \( B \otimes A \).

\(^8\)Since we allow only identity morphisms in \( \mathcal{A} \), it is clear that \( F \) has to be an identity, but, with a generalization below in mind, we prefer the more general formulation.
Proposition 12 Defined as above, \( K^* : A^2 \to A, \epsilon : Id_{\text{Cat}} \to A \) are natural transformations.

Less obvious is the following claim.

Proposition 13 The triple \((A, K^*, \epsilon)\) defines a monad on \(\text{Cat}\).

Proof: The statement is an easy consequence of commutativity of the following diagram

\[
\begin{array}{ccc}
A^2(A) & \xrightarrow{K^*} & A(A) \\
\downarrow \scriptstyle{A(\epsilon)} & & \downarrow \scriptstyle{\epsilon} \\
A(A) & \xrightarrow{\epsilon} & A
\end{array}
\] (27)

which is equivalent to associativity of direct sums. \(\blacksquare\)

Definition 17 An \(A\)-algebra is an algebra \((M, R : A(M) \to M)\) over the monad \((A, K^*, \epsilon)\).

A morphism of \(A\)-algebras is a morphism of algebras over the monad \(A\), with the usual diagrams commutative up to coherent natural isomorphisms.

It is easy to see that an \(A\)-algebra is just a strict monoidal category. Indeed, the functor

\[
A(M) \supseteq \text{Fun}(A_2, M) \to M
\] (28)

defines the monoidal product. Its associativity is expressed by \(A(M) \to M\) being an \(A\)-algebra, and the unit is given by the image of \(A_0 \to M\) in \(M\).

Similarly a morphism of \(A\)-algebras is just a monoidal functor. We would get the general notion of a monoidal category, if we consider pseudo-algebras over \(A\), but we do not need it in this paper, since the whole story of monoidal categories here is just an illustration, to prepare for the more complicated actions of simplicial sets, discussed in section 3.2.

A natural example of an \(A\)-category is any category \(M\), that has all finite direct sums, and where we define \(R\) to map \(D_n\) to \(\text{colim}(D_n)\). This is the case of the category \(\mathbf{P}\) of plain graphs or of the category \(\text{Cat}\) of small categories.

\[\text{\[\text{[9]}\text{Since we have chosen special representatives for direct sums of objects in } A, \text{ the associativity here is on the nose, and not only up to coherent natural isomorphisms.}\]}
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In order to produce a meaningful theory of (plain) operads, sometimes one has to consider only parts of \( P \), or, on the other hand, plain graphs with additional structure (labeling), and so on. To formalize many of these constructions, we need to axiomatize properties of \( P \), that we would like abstract categories of labeled graphs also to have.

Here are the properties of \( P \), that we would like to axiomatize:

1. It is an \( A \)-algebra (i.e. a monoidal category).

2. It has a (full) subcategory \( P_1 \) of corollas, s.t. for every morphism \( \phi : G' \to G \) in \( P \), there is a unique (up to a unique isomorphism, trivial on \( \phi \)) diagram

\[
\begin{array}{ccc}
\coprod G' & \to & \coprod C_i \\
\downarrow \alpha' & & \downarrow \alpha \\
G' & \to & G
\end{array}
\]  

where each \( C_i \) is a corolla, \( \alpha, \alpha' \) are mergers, and are injective, when restricted to \( G_i, C_i \) respectively; and for every object \( G \in P \) there is at least one morphism

\[
\beta : G \to C,
\]

where \( C \) is a corolla.

We will call diagram (29) the atomization diagram for \( \phi \), and \( \alpha \) will be called the atomization morphism for \( G \), we will call \( \beta \) from (30) a full contraction of \( G \).

3. For any set of full contractions \( \{ \phi_i : G_i' \to C_i \} \) and an atomization morphism \( \alpha : \coprod C_i \to G \), there is a unique (up to a unique isomorphism) morphism \( \phi : G' \to G \), s.t. its atomization diagram is

\[
\begin{array}{ccc}
\coprod G' & \to & \coprod C_i \\
\downarrow \phi & & \downarrow \alpha \\
G' & \to & G
\end{array}
\]

In short, \( P \) is an \( A \)-algebra, that is generated by corollas, i.e. every object can be decomposed into corollas, and every morphism can be decomposed into morphisms with corollas as codomains, and these decompositions are compatible with compositions of morphisms. Axiomatically this can be stated as follows.
Definition 18 (BoM08) An abstract category of labeled plain graphs is an $\mathfrak{A}$-algebra $(\mathcal{L}, \otimes)$, and a faithful monoidal functor $U : \mathcal{L} \to \mathcal{P}$, s.t.

1. For every object $L \in \mathcal{L}$ there is at least one morphism

$$\beta : L \to C,$$

s.t. $U(\beta)$ is a full contraction.

2. For every morphism $\phi : L' \to L$ in $\mathcal{L}$, there is a unique (up to unique isomorphism, trivial on $\phi$) diagram

$$\begin{array}{c}
\otimes L'_i \\
\downarrow \phi \\
L'
\end{array} \xrightarrow{\alpha} \begin{array}{c}
\otimes C_i \\
\downarrow \alpha \\
L
\end{array}$$

where each $U(C_i)$ is a corolla, and the image of $U$, applied to the diagram above, is the atomization of $U(\phi)$. We will call this diagram the atomization diagram for $\phi$, and $\alpha$ will be called the atomization morphism for $L$.

3. For any set of morphisms $\{\phi_i : L'_i \to C_i\}$ and an atomization morphism $\alpha : \otimes C_i \to L$, there is a unique (up to a unique isomorphism) morphism $\phi : L' \to L$, s.t. its atomization diagram is

$$\begin{array}{c}
\otimes L'_i \\
\downarrow \phi \\
L'
\end{array} \xrightarrow{\otimes \phi_i} \begin{array}{c}
\otimes C_i \\
\downarrow \alpha \\
L
\end{array}$$

The definition of an abstract category of labeled plain graphs $\mathcal{L}$ is the basis for the theory of (plain) operads. Let $\mathcal{M}$ be a monoidal category. An $\mathcal{L}$-operad in $\mathcal{M}$ is a morphism of $\mathfrak{A}$-algebras $\mathcal{L} \to \mathcal{M}$ (i.e. a monoidal functor), that maps atomization morphisms to isomorphisms.

In the next two sections we are going to define another monad $\mathcal{S}$ on $Cat$, given by arbitrary finite simplicial sets. When restricted to discrete finite simplicial sets $\mathcal{S}$ becomes essentially $\mathfrak{A}$.

However, when the simplicial sets are not discrete, and $\mathcal{S}$ is acting on a non-discrete category, the resulting structure is more complicated, than just a monoidal product.
We will define an action of $\mathfrak{S}$ on the double category $\mathfrak{N}$ of nested graphs, and use it to introduce the notion of graph-algebras, which are generalizations of abstract categories of labeled plain graphs, and provide the basis for the theory of nested operads.

### 3.2 Simplicial diagrams

In section 3.1 we have re-formulated the notion of monoidal categories in terms of a particular monad $A$ on $\text{Cat}$. Given a category $\mathcal{M}$, an action of $A$ on $\mathcal{M}$ is defined by functorially assigning an object of $\mathcal{M}$ to every functor $A_n \to \mathcal{M}$, where $A_n$ is a discrete category with $n$ objects.

In this section we use the same approach – assignment of objects to diagrams, but we will use diagrams, parameterized by categories that are not discrete. More precisely, we will use finite simplicial sets to parameterize diagrams.

Let $\text{SSet}$ be the category of finite simplicial sets. We will consider it as a subcategory of $\text{Cat}$, where we think of a simplicial set $S \rightarrow \mathcal{D}/\mathcal{A}/\mathcal{S}$ as a category by taking $\prod S_k$ as the set of objects, and the morphisms being generated by the structure maps $\{\partial_i : S_k \rightarrow S_{k-1}\}$, $\{d_j : S_k \rightarrow S_{k+1}\}$, subject to the usual simplicial relations. A morphism of simplicial sets maps structure maps to structure maps, and hence it induces a functor between the corresponding categories.

**Definition 19** Let $\mathcal{M}$ be any category. We define $\mathfrak{S}(\mathcal{M})$ to be the category, whose objects are functors $D_S : S \rightarrow \mathcal{M}$ for some $S \in \text{SSet}$, and morphisms are commutative diagrams

\[
\begin{array}{ccc}
S & \xrightarrow{F} & T \\
\downarrow{\mathcal{D}_S} & \downarrow{\phi} & \downarrow{\mathcal{D}_T} \\
\mathcal{M} & \xrightarrow{} & \mathcal{M}
\end{array}
\]

where $F : S \rightarrow T$ is a morphism in $\text{SSet}$, and $\phi : \mathcal{D}_S \Rightarrow \mathcal{D}_T \circ F$ is a natural transformation.

It is clear that $\mathcal{M} \mapsto \mathfrak{S}(\mathcal{M})$ is a functor $\mathfrak{S} : \text{Cat} \rightarrow \text{Cat}$. There is also an obvious projection

\[\pi : \mathfrak{S}(\mathcal{M}) \rightarrow \text{SSet},\]
sending $D_S$ to $S$, and $(F, \phi)$ to $F$.

When $\mathcal{M} = SSet$, there is a functor $K : \mathcal{S} \to SSet$, defined by

$$K : D_S \mapsto \text{diag}(\bigsqcup D_S),$$

where $\bigsqcup D_S$ is the bisimplicial set, obtained from $D_S$ by taking direct sums of simplicial sets in the image of each $S_k$; and $\text{diag}$ is the diagonal functor from bisimplicial sets to simplicial sets.

Let $\mathcal{M}$ be any category. We define a functor

$$K^* : \mathcal{S}^2(\mathcal{M}) \to \mathcal{S}(\mathcal{M}),$$

as follows. Let $S \in SSet$, and let $D_S : S \to \mathcal{S}(\mathcal{M})$ be an object in $\mathcal{S}^2(\mathcal{M})$. We have a simplicial set $K(\pi \circ D_S)$, where $\pi$ is the projection from $\mathcal{S}^2(\mathcal{M})$. Since this simplicial set is obtained by taking a direct sum and a diagonal, there is a functor

$$K^*(D_S) : K(\pi \circ D_S) \to \mathcal{M},$$

defined by $D_S$.

For any category $\mathcal{M}$ we also have a functor $\epsilon_\mathcal{M} : \mathcal{M} \to \mathcal{S}(\mathcal{M})$, sending every object $A \in \mathcal{M}$ to $D_{pt} : pt \mapsto A$, where $pt$ is the one-point simplicial set.

**Proposition 14** As defined above, $\epsilon : \text{Id}_{Cat} \to \mathcal{S}$, $K^* : \mathcal{S}^2 \to \mathcal{S}$ are natural transformations.

**Proof:** Straightforward application of definitions. ■

**Proposition 15** The triple $(\mathcal{S}, K^*, \epsilon)$ defines a 2-monad on $\text{Cat}$.

**Proof:** We claim that $\mathcal{S}$ is only weakly associative (i.e. a 2-monad) and not strictly, because direct sum in $Set$ (and therefore in $SSet$) is not strictly associative, but only up to a unique isomorphism. However, this universal property of direct sums implies that we do not have to check the coherence conditions for the natural isomorphisms, and we can assume in this proof that the direct sums in $Set$ are associative on the nose.

The claim of the Proposition is a consequence of commutativity of the following diagram:

$$\begin{array}{ccc}
\mathcal{S}^2(\text{SSet}) & \xrightarrow{K^*} & \mathcal{S}(\text{SSet}) \\
\mathcal{S}(\mathcal{K}) \downarrow & & \downarrow \mathcal{K} \\
\mathcal{S}(\text{SSet}) & \xrightarrow{\mathcal{K}} & \text{SSet}
\end{array}$$
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To equate the two possible functors from $\mathcal{S}^2(SSet)$ to $SSet$ in \cite{40}, we factorize each one of them in a different way, and equate the factorizations.

Consider the following two operations, performed on $\mathcal{S}^2(SSet)$: the first one is building simplicial diagrams in bisimplicial sets and then continuing to trisimplicial sets; the second one is building bisimplicial diagrams in simplicial sets, and then continuing to the trisimplicial sets. These constructions lead to the same result (up to a unique natural isomorphism), since taking direct sums is an associative procedure.

Now having a trisimplicial set we can take the diagonal in two ways, which are equal. It is easy to see that the two functors in \cite{40} are obtained by building trisimplicial sets in two ways, and then taking the diagonal in two ways. Therefore, the result is the same. ■

In the following definition we use algebras over 2-monads. As with algebras over any kind of monads, there are some diagrams that have to be commutative. In case of a 2-monad, the commutativity is in general only up to a natural transformation (\cite{KS74}). We would like to require that these natural transformations are invertible.

**Definition 20** An $\mathcal{S}$-algebra is an algebra $(\mathcal{M}, \mathcal{R} : \mathcal{S}(\mathcal{M}) \to \mathcal{M})$ over the 2-monad $(\mathcal{S}, \mathcal{K}^*, \epsilon)$, s.t. the usual diagrams are commutative up to natural isomorphisms, that satisfy coherence conditions.

A morphism between $\mathcal{S}$-algebras is a morphism between algebras over the 2-monad, s.t. the usual diagrams are commutative up to natural isomorphisms, that satisfy coherence conditions.

Consider an example of $\mathcal{S}$-algebra $(\mathcal{M}, \mathcal{R})$, s.t. $\mathcal{M}$ is a discrete category. It is clear, that in this case any functor $\mathcal{S} \to \mathcal{M}$, where $\mathcal{S}$ is a simplicial set, factors through $\mathcal{A}_n$, where $n$ is the number of connected components in $\mathcal{S}$, and $\mathcal{A}_n$ is a discrete category with $n$-objects. Therefore, an $\mathcal{S}$-algebra structure on a discrete category carries as much information as a (symmetric) monoidal structure.

The main tool in this paper is construction of an $\mathcal{S}$-algebra structure on the double category $\mathcal{N}$, i.e. both the category of objects $\mathcal{O}$, and the category of morphisms $\mathcal{M}$ are $\mathcal{S}$-algebras in a compatible way. Inside these categories we have the discrete categories $\mathcal{O}_p$, $\mathcal{M}_p$ of plain graphs and morphisms between them, and we will see that properties of $\mathcal{P}$, that we have axiomatized in section 3.1 are degenerations of properties of $\mathcal{N}$.

The following proposition provides the main mechanism for constructing $\mathcal{S}$-algebras. It states that any finitely cocomplete category is automatically an $\mathcal{S}$-algebra, and hence we get many more by taking its subcategories. For
our purposes here, the two most important examples of finitely cocomplete categories are \( \text{Cat} \) and \( \text{Set} \).

**Proposition 16** Let \( \mathcal{M} \) be a category having all finite colimits. For any \( \mathcal{D}_S \in \mathcal{G}(\mathcal{M}) \) let \( \mathcal{R}(\mathcal{D}_S) \) be the colimit of \( \mathcal{D}_S \). Then \( (\mathcal{M}, \mathcal{R}) \) is an \( \mathcal{G} \)-algebra.

**Proof:** It is easy to see that \( \mathcal{R} \) is a functor. We need to prove that the diagram

\[
\begin{array}{ccc}
\mathcal{G}^2(\mathcal{M}) & \xrightarrow{\mathcal{G}(\mathcal{R})} & \mathcal{G}(\mathcal{M}) \\
\downarrow{\mathcal{K}^*} & & \downarrow{\mathcal{R}} \\
\mathcal{G}(\mathcal{M}) & \xrightarrow{\mathcal{R}} & \mathcal{M}
\end{array}
\]

is commutative up to a coherent natural isomorphism.

It is easy to see that for any \( \mathcal{D}_S \in \mathcal{G}^2(\mathcal{M}) \), the object \( (\mathcal{R} \circ \mathcal{K}^*)(\mathcal{D}_S) \) is a colimit of the diagram \( \mathcal{K}(\pi \circ \mathcal{D}_S) \to \mathcal{M} \). On the other hand, a standard argument shows that colimit of a diagram, parameterized by a bisimplicial set, is also a colimit of the simplicial diagram, obtained by taking the diagonal. The latter is precisely \( (\mathcal{R} \circ \mathcal{K}^*)(\mathcal{D}_S) \).

Since this isomorphism \( \mathcal{R} \circ \mathcal{K}^* \simeq \mathcal{R} \circ \mathcal{G}(\mathcal{R}) \) is obtained by using universal properties of colimits, coherence conditions are automatically satisfied. ■

Since we will be often using double categories, that carry an \( \mathcal{G} \)-algebra structure on both the category of objects and the category of morphisms, in a compatible way, we need a special term for such double categories.

Recall that a double category is given by \((\mathcal{O}, \mathcal{M}, \sigma, \tau, \iota, \gamma)\), where \( \mathcal{O}, \mathcal{M} \) are categories, \( \sigma, \tau : \mathcal{M} \to \mathcal{O}, \mathcal{O} \to \mathcal{M} \) are source, target, and identity maps respectively, and \( \gamma : \mathcal{M}_\sigma \prod_{\tau} \mathcal{M} \to \mathcal{M} \) is the composition map, s.t. together they constitute a category object in \( \text{Cat} \).

**Definition 21** An \( \mathcal{G} \)-category is a double category \((\mathcal{O}, \mathcal{M}, \sigma, \tau, \iota, \gamma)\), s.t. both \( \mathcal{O} \) and \( \mathcal{M} \) are \( \mathcal{G} \)-algebras, in a compatible way, i.e. \( \sigma, \tau, \iota \) are morphisms of \( \mathcal{G} \)-algebras, and the following diagram is commutative (up to coherent natural isomorphisms):

\[
\begin{array}{ccc}
\mathcal{G}(\mathcal{M}) \otimes \mathcal{G}(\mathcal{M}) & \xrightarrow{\mathcal{G}(\mathcal{\gamma})} & \mathcal{G}(\mathcal{M}) \\
\downarrow{\mathcal{R} \otimes \mathcal{R}} & & \downarrow{\mathcal{R}} \\
\mathcal{M}_\sigma \prod_{\tau} \mathcal{M} & \xrightarrow{\gamma} & \mathcal{M}
\end{array}
\]
Usually we will denote a double category by the categories of objects and morphisms only. An important example of an $\mathcal{S}$-category is provided by any $\mathcal{S}$-algebra, if we consider morphisms as objects.

**Proposition 17** Let $(\mathcal{M}, \mathcal{R})$ be an $\mathcal{S}$-algebra. Let $(\mathcal{M}, \text{Mor}(\mathcal{M}))$ be the double category, where objects in $\text{Mor}(\mathcal{M})$ are morphisms in $\mathcal{M}$, and morphisms are commutative squares. Then $(\mathcal{M}, \text{Mor}(\mathcal{M}))$ is an $\mathcal{S}$-category.

**Proof:** Straightforward. It is an easy consequence of $\mathcal{R}$ being a functor. ■

As with any algebraic object, admitting a free construction, one can introduce the notion of generators for an $\mathcal{S}$-algebra $\mathcal{M}$. This would be a subcategory $\mathcal{N} \subseteq \mathcal{M}$, s.t. every object and every morphism in $\mathcal{M}$ can be written using $\mathcal{S}$-products and compositions of objects, morphisms in $\mathcal{N}$.

In this paper, however, we will use the term *generators* of an $\mathcal{S}$-algebra in a different way, that is more suitable for applications to the theory of operads.

**Definition 22** Let $\mathcal{M}$ be an $\mathcal{S}$-algebra. We will say that $\mathcal{M}$ is *generated* by a set $G \subseteq \text{Obj}(\mathcal{M})$, if every object in $\mathcal{M}$ can be written as an $\mathcal{S}$-product of elements of $G$, and every morphisms in $\mathcal{M}$ can be obtained by taking $\mathcal{S}$-products and compositions of morphisms, having elements of $G$ as codomains.

We will say that an $\mathcal{S}$-category $(\mathcal{O}, \mathcal{M})$ is *generated* by a set of objects $\mathcal{C} \subseteq \text{Obj}(\mathcal{O})$, if the $\mathcal{S}$-algebra $\mathcal{O}$ is generated by $\mathcal{C}$, and the $\mathcal{S}$-algebra $\mathcal{M}$ is generated by $\tau^{-1}(\mathcal{C}) \subseteq \text{Obj}(\mathcal{M})$.

To see why this definition of generation is more suitable from the point of view of operads, consider the example of an $\mathcal{S}$-category, that is discrete as a double category (i.e. both $\mathcal{M}, \mathcal{O}$ are discrete categories). Then $\mathcal{S}$-structure is reduced to a monoidal product, and if $(\mathcal{O}, \mathcal{M})$ is generated by $\mathcal{C} \subseteq \text{Obj}(\mathcal{O})$, then $(\mathcal{O}, \mathcal{M})$ is just a colored May operad, with the set of colors being $\mathcal{C}$.

We will define an $\mathcal{S}$-algebra structure on the double category of nested graphs $\mathcal{R} = (\mathcal{O}, \mathcal{M})$ by taking colimits in $\text{Cat}$. We will see that colimits of objects in $\mathcal{S}(\mathcal{O})$ are themselves nested graphs. However, not all morphisms in $\mathcal{S}(\mathcal{O})$ are mapped by $\text{colim}$ to dependencies between graphs, and similarly for $\mathcal{M}$. In the next section, using the notion of fibrations between objects in $\mathcal{S}(\mathcal{O})$, we will single out those, that are mapped by $\text{colim}$ to dependencies.

---

10 Recall that $\tau : \mathcal{M} \to \mathcal{O}$ is the target map of the double category $(\mathcal{O}, \mathcal{M})$.

11 To be precise, one has to assume here, that $\mathcal{O}$ is a free $\mathcal{S}$-algebra, generated by $\mathcal{C}$.
Therefore we need the notion of a partial $\mathcal{S}$-algebra, where $\mathcal{R}$ is defined not on all of $\mathcal{S}(\mathcal{M})$, but on a subcategory $\mathcal{R}(\mathcal{M}) \subseteq \mathcal{S}(\mathcal{M})$.

Since $\mathcal{S}$ is a 2-monad, we need, in addition, to choose subcategories $\mathcal{R}^k(\mathcal{M}) \subseteq \mathcal{S}^k(\mathcal{M})$ for all $k \geq 1$, s.t. iterating $\mathcal{R}$, and applying $\mathcal{K}^*$ does not take us out of this sequence of subcategories. This is the contents of the following definition.

**Definition 23** A (partial) $\mathcal{S}$-algebra is $(\mathcal{M}, \mathcal{R}, \{\mathcal{R}^k(\mathcal{M})\}_{k \geq 1})$, where $\mathcal{M}$ is a category, $\mathcal{R}^k(\mathcal{M}) \subseteq \mathcal{S}^k(\mathcal{M})$ are subcategories, and $\mathcal{R} : \mathcal{R}(\mathcal{M}) \to \mathcal{M}$ is a functor, s.t.

1. For any $k \geq 0, n > k$ we have
   \[ \mathcal{S}^k(\mathcal{R})(\mathcal{R}^n(\mathcal{M})) \subseteq \mathcal{R}^{n-k-1}(\mathcal{M}), \]
   where we put $\mathcal{R}^0(\mathcal{M}) := \mathcal{M}$. For any $k \geq 0, n > k + 1$ we have
   \[ \mathcal{S}^k(\mathcal{K}^*)(\mathcal{R}^n(\mathcal{M})) \subseteq \mathcal{R}^{n-k-1}(\mathcal{M}). \]
   For any $k \geq 0, n \geq 0$ we have
   \[ \mathcal{S}^k(\epsilon)(\mathcal{R}^n(\mathcal{M})) \subseteq \mathcal{R}^{n+k+1}(\mathcal{M}). \]

2. The following diagrams are commutative up to coherent natural isomorphisms
   \[
   \begin{array}{ccc}
   \mathcal{R}^2(\mathcal{M}) & \xrightarrow{\mathcal{S}(\mathcal{R})} & \mathcal{R}(\mathcal{M}) \\
   \downarrow{\mathcal{K}^*} & & \downarrow{\mathcal{R}} \\
   \mathcal{R}(\mathcal{M}) & \xrightarrow{\mathcal{R}} & \mathcal{M}
   \end{array}
   \quad
   \begin{array}{ccc}
   \mathcal{M} & \xrightarrow{\epsilon} & \mathcal{R}(\mathcal{M}) \\
   \downarrow{\mathcal{R}} & & \downarrow{\mathcal{R}} \\
   \mathcal{M} & & \mathcal{M}
   \end{array}
   \]

Conditions (43), (44), (45) require that the sequence $\{\mathcal{R}^k(\mathcal{M})\}$ is closed with respect to the structure maps, given by $\mathcal{S}$. Without them one cannot define coherence in part 2.

Let $\mathcal{M}, \mathcal{N}$ be two partial $\mathcal{S}$-algebras. A functor $\mathcal{F} : \mathcal{M} \to \mathcal{N}$ is a **morphism of partial $\mathcal{S}$-algebras**, if for any $k \geq 1$ we have

\[ \mathcal{S}^k(\mathcal{F})(\mathcal{R}^k(\mathcal{M})) \subseteq \mathcal{R}^k(\mathcal{N}), \]

and the diagram

\[
\begin{array}{ccc}
\mathcal{R}(\mathcal{M}) & \xrightarrow{\mathcal{R}} & \mathcal{M} \\
\downarrow{\mathcal{S}(\mathcal{F})} & & \downarrow{\mathcal{F}} \\
\mathcal{R}(\mathcal{N}) & \xrightarrow{\mathcal{R}} & \mathcal{N}
\end{array}
\]
is commutative (up to coherent natural isomorphisms).

A double category \((\mathcal{O}, \mathcal{M})\) is a partial \(\mathcal{S}\)-category, if both \(\mathcal{O}, \mathcal{M}\) are partial \(\mathcal{S}\)-algebras, and all the structure functors are morphisms of partial \(\mathcal{S}\)-algebras. It is clear how to extend the notion of generators of an \(\mathcal{S}\)-category to partial \(\mathcal{S}\)-categories.

### 3.3 Simplicial diagrams of nested graphs

Here we define a partial \(\mathcal{S}\)-category structure on \(\mathcal{N}^{\text{op}}\): \(\mathcal{O}^{\text{op}}\), \(\mathcal{M}^{\text{op}}\). Taking the opposite categorical structure is necessary, because we define the \(\mathcal{S}\)-algebra structures on \(\mathcal{O}^{\text{op}}, \mathcal{M}^{\text{op}}\) by considering them as subcategories of \(\text{Cat}\), and hence we have to reverse dependencies back into the directions of functors.

First we explain why \(\mathcal{N}^{\text{op}}\) has only a partial \(\mathcal{S}\)-structure, and what is the nature of restrictions \(R_k\) that we make.

We would like to see \(R(D_S)\), for \(D_S \in \mathcal{S}(\mathcal{O}^{\text{op}})\), as the result of gluing of graphs in the image of \(D_S\). The images in \(R(D_S)\) of the components of \(D_S\) should be full subgraphs of \(R(D_S)\).

Here we are led to the following question: when does a morphism of diagrams \(D_S \to D_T\) correspond to \(R(D_S) \to R(D_S)\) being a full subgraph? It is only the morphisms that have this property, that should be allowed in \(R(\mathcal{O}^{\text{op}})\), and similarly for \(R(\mathcal{M}^{\text{op}})\).

The answer includes requiring that each component of \(D_S \to D_T\) is a dependency, but this is not enough. One should also require the morphism between diagrams to be a fibration. We define this notion here, using the usual notion of fibrations between simplicial sets. We formulate our definitions in the context of a general category \(\mathcal{M}\), so that we can apply the resulting machinery to \(\mathcal{O}^{\text{op}}, \mathcal{M}^{\text{op}}\), and in general to any category of labeled graphs.

Let \(\mathcal{M}\) be a category, having a set \(\mathcal{I}\) of generators. Our main example for \((\mathcal{M}, \mathcal{I})\) is \((\mathcal{O}, \mathcal{C})\), where \(\mathcal{C}\) is the set of corollas in \(\mathcal{O}\). Let \(D_S : \mathcal{S} \to \mathcal{M}\) be an object in \(\mathcal{S}(\mathcal{M})\).

**Definition 24** Let \(I \in \mathcal{I}\). An **I-point** in \(D_S\), is a morphism \(I[n] \to D_S\) in \(\mathcal{S}(\mathcal{M})\), where \(I[n]\) is \(I\), considered as a constant diagram over \(\Delta[n]\).

It is clear that for each such \(I \in \mathcal{I}\) we obtain a simplicial set \(I(D_S)\) of I-points. If \((F, \phi) : D_S \to D_T\) is a morphism in \(\mathcal{S}(\mathcal{M})\), it induces a morphism of simplicial sets \((F, \phi)_I : I(D_S) \to I(D_T)\).

---

12Here we use the term “generator” in the usual categorical meaning.

13Here \(\Delta[n]\) is the standard \(n\)-simplex.
Definition 25 We will say that \((F, \phi)\) is a fibration, if for each \(I \in \mathcal{I}\) the morphism of simplicial sets \((F, \phi)_I\) is a fibration.

We will call \((F, \phi)\) a dependency, if \(F\) is injective, and \((F, \phi)\) is a fibration. We will denote by \(\mathcal{D}(\mathcal{M})\) the subcategory of \(\mathcal{G}(\mathcal{M})\), consisting of dependencies.

It is clear that our definitions depend not only on the category \(\mathcal{M}\), but also on the choice of generators \(I\). Since \(\Delta\) is a set of generators for \(SSet\), in many important examples, e.g. \(\mathcal{O}^{op}, \mathcal{M}^{op}\), it is easy to see that \(\mathcal{D}(I) := \{I[n]\}_{n \geq 0, \ell I}\) is a set of generators for \(\mathcal{D}(\mathcal{M})\). If we can, we will always assume that for an \(\mathcal{M}\) under consideration, \(\mathcal{D}(I)\) is chosen as the set of generators for \(\mathcal{D}(\mathcal{M})\).

One could extend \(\mathcal{D}\) to a monad on pairs \((\mathcal{M}, I)\), where \(\mathcal{M}\) is a category and \(I\) is a set of generators. Functors between such pairs should map generators to generators. However, this is too narrow for our purposes, since very often it will happen that functors that we consider do not preserve generators, e.g. the source functor \(\mathcal{M} \to \mathcal{O}\), or the action of \(\mathcal{G}\) on \(\mathcal{O}\).

Now we are ready to define a partial \(\mathcal{G}\)-category structure on \((\mathcal{O}^{op}, \mathcal{M}^{op})\), using \(\mathcal{D}\) introduced above (Definition 25). The first step is choosing generators for \(\mathcal{O}^{op}, \mathcal{M}^{op}\). The following obvious proposition provides them (here again, by generators we mean the usual categorical ones).

Proposition 18 Let \(\mathcal{O}, \mathcal{M}\) be the categories of objects and morphisms in the category of nested graphs \(\mathfrak{N}\). Let \(\mathcal{C} \subseteq \text{Obj}(\mathcal{O})\) consist of corollas, and et \(\mathcal{MC} \subseteq \text{Obj}(\mathcal{M})\) consist of those morphisms, that have corollas as codomains. Then \(\mathcal{C}, \mathcal{MC}\) are generators for \(\mathcal{O}^{op}, \mathcal{M}^{op}\) respectively.

It is easy to see that \(\mathcal{D}(\mathcal{C}), \mathcal{D}(\mathcal{MC})\) are generators for \(\mathcal{D}(\mathcal{O}^{op}), \mathcal{D}(\mathcal{M}^{op})\), and so on. Therefore we have sequences of categories

\[
\mathcal{D}^k(\mathcal{O}^{op}) \subseteq \mathcal{G}^k(\mathcal{O}^{op}), \quad \mathcal{D}^k(\mathcal{M}^{op}) \subseteq \mathcal{G}^k(\mathcal{M}^{op}), \quad \forall k \geq 1. \tag{49}
\]

These sequences satisfy the following compatibility conditions.

Proposition 19 Let \(\iota : \mathcal{O}^{op} \to \mathcal{M}^{op}\), \(\sigma, \tau : \mathcal{M}^{op} \to \mathcal{O}^{op}\) be the identity, source, and target functors respectively. Then for any \(k \geq 1\)

\[
\mathcal{G}^k(\iota)(\mathcal{D}^k(\mathcal{O}^{op})) \subseteq \mathcal{D}^k(\mathcal{M}^{op}), \quad \mathcal{G}^k(\sigma), \mathcal{G}^k(\tau)(\mathcal{D}^k(\mathcal{M}^{op})) \subseteq \mathcal{D}^k(\mathcal{O}^{op}). \tag{50}
\]

Proof: Since \(\tau : \mathcal{M}^{op} \to \mathcal{O}^{op}\) maps generators to generators, it is clear that it satisfies (50). It is straightforward to prove the same statement about \(\iota\).
To prove that $S^k(\sigma)$ preserves dependencies, we use the fact that $S^k(\tau)$ does it. We give details only for $k = 1$, the rest is similar.

Let $\phi: (\pi, \pi') \rightarrow (\pi', \pi'')$ be a morphism in $\mathcal{D}(\mathcal{M}^{op})$, where $(\pi, \pi') : \mathcal{G} \rightarrow \mathcal{H}$ is a diagram over $S$, $(\pi', \pi'') : \mathcal{G} \rightarrow \mathcal{H'}$ is a diagram over $T; S, T$ being finite simplicial sets.

By definition of $\mathcal{M}$, $\phi$ is a triple $(F, \delta, \delta')$, where $F : S \rightarrow T$ is an injective map of simplicial sets, and $\delta : \mathcal{G} \rightarrow \mathcal{G'}, \delta' : \mathcal{H} \rightarrow \mathcal{H'}$ are fibrations.

To prove that $\sigma$ satisfies (50) we should show that for any node $A$ in $\mathcal{G}$, if $A$ is in the image of $\delta$, then so is any pre-image $B$ of $A$ in $\mathcal{G}$. The analogous statement is obviously true for images of $A, B$ in $\mathcal{H}$, and therefore $B$ is in the image of $\delta$ because, by definition of morphisms in $\mathcal{M}$, image of $\delta$ is the pre-image of the image of $\delta$. ■

Now we define the partial $S$-algebra structures on $\mathcal{O}^{op}, \mathcal{M}^{op}$. We use the fact, proved in Proposition 16, that any finitely cocomplete category is automatically an $S$-algebra, with the action given by taking colimits of simplicial diagrams.

In our case the finitely cocomplete category is the category of small categories $\mathcal{C}at$. We start with objects in the category of objects $\mathcal{O}^{op}$. Let $\mathcal{G} \in \mathcal{O}(\mathcal{O}^{op})$, we define

$$R(\mathcal{G}) := \text{colim}(\mathcal{G}),$$

with the colimit taken in $\mathcal{C}at$.

**Proposition 20** Defined as above, $R(\mathcal{G})$ is an object in $\mathcal{O}^{op}$.

**Proof:** It is obvious that $R(\mathcal{G})$ is a finite category. We claim it is also direct, i.e. it is a nested graph. Indeed, it is clear that if $\delta : \mathcal{G}_2 \rightarrow \mathcal{G}_1$ is a dependency between two graphs, then it preserves the gradings on $\mathcal{G}_1, \mathcal{G}_2$, given by height (Definition 9). Therefore this grading is invariant with respect to morphisms in the diagram $\mathcal{G}$, and hence it induces a grading on the colimit, i.e. the colimit is a direct category. ■

Next we would like to show that $R$ from (51) can be extended to a map $\text{Obj}(\mathcal{D}(\mathcal{M})) \rightarrow \text{Obj}(\mathcal{M})$. First we prove that colimit of a diagram of direct functors is a direct functor.

**Proposition 21** Let $D_S : S \rightarrow \mathcal{M}^{op}$ be an object in $\mathcal{D}(\mathcal{M}^{op})$. Let $\phi : \mathcal{G} \rightarrow \mathcal{G'}$ be $D_S$, considered as a diagram of direct functors between graphs (i.e. we forget the factorizations into mergers/contractions). Then $\phi := \text{colim}(\phi)$ is a direct functor between graphs.
Proof: From Proposition 21 we know that \( \mathcal{G} := \text{colim}(\overline{\mathcal{G}}), \mathcal{G}' := \text{colim}(\overline{\mathcal{G}}') \) are nested graphs. So all we have to prove is that \( \text{colim}(\overline{\phi}) \) is a direct functor.

First we make the following important observation: let \( A \) be a node in \( \mathcal{G} \), if \( A \) is a \( \phi \)-vertex, then for any simplex \( s \in \mathcal{S} \), and any pre-image \( A_s \) of \( A \) with respect to the canonical \( \mathcal{G}_s \rightarrow \mathcal{G} \), the node \( A_s \) is a \( \phi_s \)-vertex, and conversely, if \( A \) is not a \( \phi \)-vertex, then \( A_s \) is not a \( \phi_s \)-vertex for any \( s \in \mathcal{S} \).

Suppose that \( A \) is a \( \phi \)-vertex, and let \( A_s \in \mathcal{G}_s \) be a non-\( \phi_s \)-vertex, that is mapped to \( A \). Let \( f_s \) be a flag, decorated by \( A_s \), and contracted by \( \phi_s \). It is clear that \( \mathcal{G}_s \rightarrow \mathcal{G} \) does not contract flags (to see this consider the grading by height, as in the proof of Proposition 20), and hence \( f_s \) has a non-trivial image \( f \) in \( \mathcal{G} \), which has to be contracted by \( \phi \), since also \( \mathcal{G}'_s \rightarrow \mathcal{G}' \) does not contract flags. Clearly \( f \) is decorated by \( A \) -- contradiction.

Suppose now that \( A \) is not a \( \phi \)-vertex, and let \( A_s \) be a pre-image of \( A \) in \( \mathcal{G}_s \). Let \( f \) be a flag in \( \mathcal{G} \), decorated by \( A \) and contracted by \( \phi \), let \( f_t \in \mathcal{G}_t \) be a pre-image of \( f \). Then clearly \( f_t \) is contracted by \( \phi_t \). Suppose there is a simplex \( u \in \mathcal{S} \) and a node \( A_u \in \mathcal{G}_u \), s.t. one boundary of \( A_u \) is \( A_s \) and another is \( A_t \). According to Proposition 21 there is a flag \( f_u \), decorated by \( A_u \), and contracted by \( \phi_u \). Consequently \( A_s \) cannot be a \( \phi_s \) vertex either.

It is easy to see that if there is no such \( A_u \), gluing \( A_s \) and \( A_t \), there has to be a sequence of \( A_u \)’s, gluing vertices, s.t. at the end \( A_s \) and \( A_t \) are glued (otherwise they cannot have the same image in \( \mathcal{G} \)). Applying the above analysis to each one of these \( A_u \)’s we conclude that \( A_s \) is not a \( \phi_s \)-vertex.

Now let \( A \in \mathcal{G} \) be a node, that is contracted by \( \phi \), and let \( f \) be a flag, decorated by \( A \), that is not contracted by \( \phi \). Clearly, there is \( s \in \mathcal{S} \), and a flag \( f_s \in \mathcal{G}_s \), that is mapped to \( f \) by \( \mathcal{G}_s \rightarrow \mathcal{G} \). Let \( A_s \) be the decoration of \( f_s \). According to the observation above, \( A_s \) is not a \( \phi_s \)-vertex, and hence there is a \( \phi_s \) vertex \( B_s \in \mathcal{G}_s \) and a flag \( g_s \), decorated by \( B_s \), s.t. \( \phi_s(B_s) = \phi_s(A_s) \), and \( \phi_s(g_s) \) factors \( \phi_s(f_s) \).

According to the observation above, the image \( B \) of \( B_s \) in \( \mathcal{G} \) is a \( \phi \)-vertex, and it is obvious that \( \phi(g) \) factors \( \phi(f) \), where \( g \) is the image of \( g_s \).

Now let \( \mathcal{D} \) be an object in \( \mathcal{D}(\mathcal{M}^{op}) \). Since, by definition, every object in \( \mathcal{M}^{op} \) is a merger, followed by a contraction, we can decompose \( \mathcal{D} \) into \( \overline{\mu}, \overline{\kappa} \), where the former is a diagram of mergers, and the latter is a diagram of contractions.

According to Proposition 21 the functors \( \mu := \text{colim}(\overline{\mu}), \kappa := \text{colim}(\overline{\kappa}) \) are direct functors. It is not true, in general, that \( \mu \) is a merger, but \( \kappa \) has to be a contraction, as the following proposition shows.
**Proposition 22** Let \( \overline{\phi} \) be as in Proposition \ref{prop:identification}. If \( \overline{\phi} \) is a diagram of contractions, then \( \phi := \text{colim}(\overline{\phi}) \) is a contraction as well.

**Proof:** We have to show that for any node \( A \in \mathcal{G}' \), the fiber \( \phi^{-1}(A) \) is a corolla in \( \mathcal{G} \). Suppose it is not, then let \( B, B' \) be two distinct vertices in \( \phi^{-1}(A) \), and let \( B_s, B'_s \) be pre-images of \( B, B' \) in \( \mathcal{G}_s, \mathcal{G}_t \) respectively.

According to the observation, we made in the proof of Proposition \ref{prop:identification}, \( B_s, B'_s \) have to be \( \phi_s, \phi_t \)-vertices, and therefore \( \phi_s(B_s) \neq \phi_t(B'_s) \) (since fibers of contractions are corollas). On the other hand the images of \( \phi_s(B_s), \phi_t(B'_s) \) in \( \mathcal{G}' \) are equal, i.e. \( \phi_s(B_s), \phi_t(B'_s) \) are glued together in the diagram \( \overline{\phi}' \).

If there is a simplex \( u \in \mathcal{S} \), and a node \( X_u \in \mathcal{G}'_u \), s.t. \( \phi_s(B_s), \phi_t(B'_s) \) are its boundaries, then taking the pre-image of \( X_u \) in \( \mathcal{G}_u \) we find that \( B_s, B'_s \) are glued as well. If there is no such \( X_u \), there has to be a sequence of gluings, resulting in identification of \( \phi_s(B_s), \phi_t(B'_s) \) in \( \mathcal{G}' \). Taking pre-images at each step of the sequence we obtain that still \( B = B' \).  

Now having \( D \in \mathcal{D}(\mathcal{M}^{op}) \), and its decomposition into \( \overline{\mu}, \overline{\kappa} \), we define

\[
\mathcal{R}(D) := (\mu', \kappa') \in \mathcal{M}^{op}, \tag{52}
\]

where \( \kappa := \text{colim}(\overline{\kappa}) \), and \( (\mu', \kappa') \) is the factorization of \( \mu := \text{colim}(\overline{\mu}) \) into a merger, followed by a contraction, given by (13).

The following statement is the reason we have introduced \( \mathcal{D} \subset \mathfrak{G} \). In general, it is not true that taking colimit of a morphism in \( \mathfrak{G}(\mathcal{D}^{op}) \) we obtain a morphism in \( \mathcal{D}^{op} \), but if the start with a morphism in \( \mathcal{D}(\mathcal{Y}^{op}) \), it is true.

**Proposition 23** The maps from (51), (52) extend to functors

\[
\mathcal{R} : \mathcal{D}(\mathcal{Y}^{op}) \to \mathcal{D}^{op}, \quad \mathcal{R} : \mathcal{D}(\mathcal{M}^{op}) \to \mathcal{M}^{op}, \tag{53}
\]

and these functors commute with \( \iota : \mathcal{Y}^{op} \to \mathcal{M}^{op}, \sigma, \tau : \mathcal{M}^{op} \to \mathcal{D}^{op} \).

**Proof:** Let \( \mathfrak{G}, \mathfrak{H} \) be two objects in \( \mathcal{D}(\mathcal{O}) \), and let \( \overline{\delta} : \mathfrak{G} \to \mathfrak{H} \) be a dependency. Taking colimit in \( \text{Cat} \) we obtain two graphs \( \mathfrak{G}, \mathfrak{H} \), and a functor \( \delta : \mathfrak{H} \to \mathfrak{G} \).

We claim that \( \delta \) is injective, and its image is a full subgraph.

To see that \( \delta \) is injective one should look at the way \( \mathfrak{G} \) is built. It is the colimit of the diagram \( \overline{\mathfrak{G}} \), and every morphism in this diagram is a dependency. Consequently \( \mathfrak{G} \) is obtained by gluing objects in \( \overline{\mathfrak{G}} \) along morphisms.

In addition every component of \( \overline{\delta} \) is a dependency, and for any node \( A \) in the image of \( \overline{\delta} \), any pre-image of \( A \) is also in the image of \( \overline{\delta} \). This means that if two nodes or flags in the image of \( \overline{\delta} \) are glued together in \( \overline{\mathfrak{G}} \), then the nodes/flags that perform the gluing, are themselves in the image of \( \overline{\delta} \).
Now it is clear that injectivity of $\delta$ follows from injectivity of components of $\delta$. Similarly the fact that images of components of $\delta$ are full subgraphs implies that $\delta$ also has a full subgraph as the image.

Once we know that $R$ extends to morphisms in $\mathcal{O}^{\text{op}}$ by taking colimits, its functoriality follows from functoriality of colimits.

Applied to diagrams of pairs of dependencies, that are morphisms in $\mathcal{D}(\mathcal{M}^{\text{op}})$, we obtain pairs of dependencies, and it is easy to see, that these pairs are dependencies between morphisms (i.e. the condition on images/pre-images is satisfied). Again, functoriality follows from functoriality of colimits.

Finally, commutativity of $R$ with the identity, source, and target functors is obvious, since we define $R$ on $\mathcal{D}(\mathcal{M}^{\text{op}})$ by extending its definition on $\mathcal{D}(\mathcal{O}^{\text{op}})$.

Now we can formulate the main proposition of this section.

**Proposition 24** The functors from (53) make $\mathcal{R}^{\text{op}} = (\mathcal{O}^{\text{op}}, \mathcal{M}^{\text{op}})$ into a partial $\mathcal{S}$-category, i.e. $(\mathcal{O}^{\text{op}}, R, \{\mathcal{D}^k(\mathcal{O}^{\text{op}})\})$, $(\mathcal{M}^{\text{op}}, R, \{\mathcal{D}^k(\mathcal{M}^{\text{op}})\})$ are partial $\mathcal{S}$-algebras, the functors $\iota, \sigma, \tau$ are morphisms of $\mathcal{S}$-algebras, and the following diagram is well defined and commutative

$$\mathcal{D}(\mathcal{M})\mathcal{D}(\sigma) \prod \mathcal{D}(\tau) \mathcal{D}(\mathcal{M}) \xrightarrow{\mathcal{S}(\gamma)} \mathcal{D}(\mathcal{M})$$

$$\downarrow R \quad \downarrow R$$

$$\mathcal{M}_\sigma \prod \tau \mathcal{M} \xrightarrow{\gamma} \mathcal{M}$$

**Proof:** Since we know that $(\mathcal{C}, \text{colim})$ is an $\mathcal{S}$-algebra (Proposition 16), all we have to prove here, to show that $\mathcal{D}^{\text{op}}, \mathcal{M}^{\text{op}}$ are $\mathcal{D}$-algebras, is that taking colimits of the diagrams that we consider, we get objects and morphisms in the right categories, i.e. we have to show that equations (43), (44) are satisfied for both $\mathcal{O}^{\text{op}}$ and $\mathcal{M}^{\text{op}}$. Validity of (45) is obvious.

1. For any $k \geq 0, n > k + 1$ $\mathcal{S}^k(K^\ast)(\mathcal{D}^n(\mathcal{O}^{\text{op}})) \subseteq \mathcal{D}^{n-k-1}(\mathcal{O}^{\text{op}})$ and similarly for $\mathcal{M}^{\text{op}}$. This is almost obvious: $K^\ast$ is defined by taking direct sums of simplicial sets, and then taking the diagonal in a bisimplicial set. Both operations preserve injectivity and map fibrations to fibrations. When we apply $\mathcal{S}$ to $K^\ast$, everything is the same, just happens component-wise.

2. For any $k \geq 0, n > k$ we have $\mathcal{S}^k(R)(\mathcal{D}^n(\mathcal{O}^{\text{op}})) \subseteq \mathcal{R}^{n-k-1}(\mathcal{O}^{\text{op}})$, and similarly for $\mathcal{M}^{\text{op}}$. This is less obvious than the previous property, but the proof is straightforward.
To finish the proof we have to show that (54) is commutative. If we did not care for factorization of direct functors into mergers/contractions, commutativity is clear: it just follows from functoriality of taking colimit.

So all we have to do is to compare the factorizations, obtained in two paths of (54). To do this, it is enough to compare the mergers, and to compare the mergers it is enough to compare the nodes that get merged.

It is clear that \( R(D_4) S(D_4) \gamma(D_5) \kappa(D_5) \), \( R(D_4) \kappa(D_5) \), and \( R(D_4) \mu(D_5) \) is clear. Here all nodes are vertices in fibers, and on both sides factorizations into mergers/contractions are unique.

The only non-trivial case is \( R(D_4) S(D_4) \gamma(D_5) \kappa(D_5) \), \( R(D_4) \mu(D_5) \). This is true, because the only nodes that are merged are the vertices in fibers, and we know that as far as fibers are concerned \( R \) maps vertices to vertices, and non-vertices to non-vertices (proof of Proposition 21).

3.4 Graph-algebras

In this section we define the central notion of a graph-algebra. This is the generalization to the nested context of abstract categories of labeled plain graphs (section 3.1). We could have used the term “abstract categories of labeled nested graphs”, but it is rather long, and we have opted for “graph-algebra” instead.

As in the case of plain graphs, graph-algebras are given by axiomatization of the important properties of \( N \). We already know that \( N^{\text{op}} = (\mathcal{Q}^{\text{op}}, \mathcal{M}^{\text{op}}) \) is a partial \( \mathcal{S} \)-category (section 3.3). The other important property of \( N^{\text{op}} \) is given in the following proposition.

**Proposition 25** The partial \( \mathcal{S} \)-category \( (\mathcal{Q}^{\text{op}}, \mathcal{M}^{\text{op}}) \) is generated (as an \( \mathcal{S} \)-category, section 3.2) by the set of corollas \( \mathcal{E} \subset \text{Obj}(\mathcal{Q}) \).

**Proof:** Let \( \mathcal{G} \in \mathcal{Q} \) be a nested graph. We define a simplicial set \( S(\mathcal{G}) \) as follows: \( S(\mathcal{G})_0 \) is the set of components of \( \mathcal{G} \) (Definition 7), if we have defined \( S(\mathcal{G})_k \), then \( S(\mathcal{G})_{k+1} \) is the set of components in pairwise intersections of the corollas, corresponding to elements of \( S(\mathcal{G})_k \). The boundary and degeneration maps are obvious, and so we have a diagram

\[
\mathcal{D}_{S(\mathcal{G})} : S(\mathcal{G}) \to \mathcal{Q}^{\text{op}}.
\]
Clearly this diagram is an object in $\mathcal{D}(\mathcal{D}^{\text{op}})$ (since inclusions of components are dependencies), and clearly all graphs in this diagram are corollas. Taking $\mathcal{R}$ we get $\mathcal{G}$ back.

Similarly, given an object $(\bar{\mu}, \bar{\pi})$ in $\mathcal{M}$, we can decompose it into generators by taking components in the codomain, their inverse images in the domain, and restricting the merger/contraction to them. Iterating as above, we get a diagram $\mathcal{D}_S(\bar{\mu}, \bar{\pi}) \in \mathcal{D}(\mathcal{M}^{\text{op}})$, consisting of generators. Clearly $\mathcal{R}(\mathcal{D}_S(\bar{\mu}, \bar{\pi})) = (\bar{\mu}, \bar{\pi})$.

If $\mathcal{H} < \mathcal{G}$ is a morphism in $\mathcal{D}^{\text{op}}$, we can obtain it as an $\mathcal{S}$-product of morphisms, having corollas as codomains, by decomposing $\mathcal{G}$ into components, taking inverse images in $\mathcal{H}^{[15]}$, taking intersections as above, and iterating. Similarly for morphisms in $\mathcal{M}^{\text{op}}$. ■

In section 3.1 we have defined abstract categories of labeled plain graphs as monoidal categories, having a faithful monoidal functor to $\mathcal{P}$, and being generated by corollas. The functor to $\mathcal{P}$ is the bookkeeping device, that allows us to track combinatorics of compositions of operations in labeled graphs.

We would like to do the same in the case of nested graphs, and use $\mathcal{R}$ as the bookkeeping device, however, for many purposes, in particular for defining higher categories, $\mathcal{R}$ is not enough to keep books on all operations.

An example of operation, that cannot be described by $\mathcal{R}$ is association of the identity automorphism to an object. This is basic for higher categories, yet one cannot parameterize it by a merger/contraction between nested graphs.

If a category has only one object, then the identity automorphism is just the unit in the monoid of endomorphisms of the object. If a category has more than one object, one has to choose a unit for each one of the monoids.

In the language of plain operads, objects like units in monoids are described as constants (i.e. 0-ary operations) in the corresponding operads. In the nested context, 0-ary operations have to be given as functions of other operations, as for example identity automorphisms are functions of objects.

The following definition provides the systematic way to define constants in nested operads.

**Definition 26** An $\mathcal{S}$-category of nested graphs with constants is a partial $\mathcal{S}$-category $\mathcal{N}_c^{\text{op}} = (\mathcal{D}_c^{\text{op}}, \mathcal{M}_c^{\text{op}})$, and a morphism of partial $\mathcal{S}$-categories $\mathcal{R} : \mathcal{N}_c^{\text{op}} \to \mathcal{N}_c^{\text{op}}$, such that $\mathcal{R}_D : \mathcal{D}_c^{\text{op}} \to \mathcal{D}_c^{\text{op}}$, $\mathcal{R}_M : \mathcal{M}_c^{\text{op}} \to \mathcal{M}_c^{\text{op}}$ are faithful, and $\mathcal{N}_c^{\text{op}}$ is generated (as a partial $\mathcal{S}$-category) by $\mathcal{R}_D(\mathcal{E})$.

---

15 Some inverse images might be empty, but we allow empty graphs.
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In short, $N_c$ is obtained from $N$ by adding some objects to $M$, that have corollas as targets, and then closing with respect to $\gamma$ and the $S$-action.

There are some special conditions, one might require (and we will usually do), that the added objects in $M$ satisfy. One can require that constants are right inverses of dependencies in the following sense: let $\delta : G > H$ be a morphism in $O$. We will say that an object $\phi \in M_c$ is a right inverse of $\delta$ if $\sigma(\phi) = H$, $\tau(\phi) = G$, and there is a morphism $(Id_H, \delta) : \phi > Id_H$ in $M_c$. A simple example of this definition is the following morphism

\[
\begin{array}{ccc}
\cdot & \longrightarrow & \cdot \\
\end{array}
\]

which we suppose to be a right inverse to both of the boundaries in the opposite direction. This is the morphism representing association of the identity automorphism to an object.

Let $N_c$, $N_c'$ be two categories of nested graphs with constants. A morphism from $N_c$ to $N_c'$ is a morphism $N_c^{op} \to N_c'^{op}$ of partial $S$-categories under $N^{op}$, i.e. the following diagram is commutative

\[
\begin{array}{ccc}
N_c^{op} & \longrightarrow & N_c'^{op} \\
\downarrow & & \downarrow \\
N^{op} & \downarrow & N_c'^{op} \\
\end{array}
\]

\[
(57)
\]

**Definition 27** A graph-algebra is a pair $(G, \mathcal{U})$, where $G = (O_G, M_G)$ is a double category, having a partial $S$-category structure on $(O_G^{op}, M_G^{op})$, and $\mathcal{U}$ is a morphism of partial $S$-categories $U : G^{op} \to \mathcal{U}^{op}$, for some $N$, as in Definition 26, s.t. $(O_G^{op}, M_G^{op})$ is generated (as a partial $S$-category) by $U^{-1}(\mathcal{C}) \subseteq Obj(O_G)$.

A morphism between graph-algebras $(G, \mathcal{U})$, $(G', \mathcal{U}')$ is a pair $(\mathcal{F}, \mathcal{F}_N)$ of morphisms of partial $S$-categories, s.t. the following diagram is commutative

\[
\begin{array}{ccc}
G^{op} & \longrightarrow & G'^{op} \\
\downarrow & & \downarrow \\
N_c^{op} & \downarrow & N_c'^{op} \\
\end{array}
\]

\[
(58)
\]

and $\mathcal{F}_N$ is a morphism of categories of nested graphs with constants.

We will usually denote $(G, \mathcal{U})$ simply by $G$, and $(\mathcal{F}, \mathcal{F}_N)$ by $\mathcal{F}$, if it does not lead to confusion.

Recall, that having an $S$-algebra $M$, we have an $S$-category of morphisms $(M, Mor(M))$. 
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Definition 28 Let $\mathcal{G}$ be a graph-algebra. A $\mathcal{G}$-operad in an $\mathcal{G}$-algebra $\mathcal{M}^{op}$ is a morphism of partial $\mathcal{G}$-categories

$$\mathcal{R} : \mathcal{G}^{op} \to (\mathcal{M}^{op}, \text{Mor}(\mathcal{M}^{op})).$$

(59)

Note that, contrary to the case of abstract categories of labeled plain graphs, we do not require that $\mathcal{R}$ maps a particular class of morphisms to isomorphisms.

The reason is clear: in $\mathcal{P}$ the monoidal structure did not provide all the information on decomposition of graphs into corollas, and we needed atomization morphisms. In $\mathcal{R}$, and in graph-algebras in general, all the information on breaking graphs into subgraphs is contained in the $\mathcal{G}$-action, and all we need to require is $\mathcal{G}$-equivariance of $\mathcal{R}$.

Nested operads, introduced in Definition 28, are algebraic objects, tailored to describe operations, that have a hierarchy of interdependencies. It is natural, therefore, to ask the following question: let $\{\mathcal{G}_i, \mathcal{R}_i\}_{i \in I}$ be a set of nested operads in a given $\mathcal{G}$-algebra $\mathcal{M}$, what is the nested operad $(\mathcal{G}, \mathcal{R})$, parameterizing operations between these operads?

We could have formulated this question differently, asking for a category, having $\{\mathcal{G}_i, \mathcal{R}_i\}_{i \in I}$ as objects, but since the term “higher category” is already widely used, and, more importantly, $\{\mathcal{G}_i, \mathcal{R}_i\}_{i \in I}$ do not have to be only objects in $(\mathcal{G}, \mathcal{R})$, we prefer to say operad of operations between operads.

Just as a $\mathcal{G}$-operad depends on the choice of $\mathcal{G}$, so does $\mathcal{G}$ depend on the choice of the ambient graph-algebra, where $\mathcal{G}_i$’s live. If we take commutative algebras, for example, they constitute a category on their own, or part of the category of associative algebras and so on, i.e. given a commutative algebra we cannot decide in which category it sits, until we decide how to view the operad of commutative algebras.

So, there is no the operad $(\mathcal{G}, \mathcal{R})$, but many such. Let $\mathcal{H}$ be a graph-algebra, let $\{\alpha_i : \mathcal{G}_i \to \mathcal{H}\}_{i \in I}$ be morphisms of graph-algebras, and suppose we have a representation $\mathcal{R} : \mathcal{H} \to \mathcal{M}$, s.t. $\mathcal{R}_i$ are given by compositions

$$\mathcal{G}_i \xrightarrow{\alpha_i} \mathcal{H} \to \mathcal{M}.$$  

(60)

When can we regard $(\mathcal{H}, \mathcal{R})$ as an operad of operations between $\mathcal{R}_i$’s?

The first condition is that each $\mathcal{G}_i$’s is a full sub-category in $\mathcal{H}$, i.e. both components of the double functor $\alpha_i : \mathcal{G}_i \to \mathcal{H}$ are full and faithful, and for any $\phi \in \mathcal{M}_\mathcal{H}$ s.t. $\sigma(\phi), \tau(\phi) \in \alpha_i(\mathcal{G}_i)$ also $\phi \in \alpha_i(\mathcal{G}_i)$. We will call such $\alpha_i$’s embeddings.
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The second condition is that objects of $\mathcal{H}$ should represent operations between objects of $\alpha_i(\mathcal{G}_i)$’s. Let $\mathcal{O} \subset \text{Obj}(\mathcal{D}_\mathcal{H})$ be a set of graphs in $\mathcal{H}$. We will say that a graph $\mathcal{H} \in \text{Obj}(\mathcal{D}_\mathcal{H}) - \mathcal{O}$ is a boundary graph of $\mathcal{O}$, if for every non-invertible morphism $\mathcal{H} \rightarrow \mathcal{G}$ in $\mathcal{D}_\mathcal{H}$, we have $\mathcal{G} \in \mathcal{O}$.

We will say that a full sub-category of $\mathcal{O} \subset \mathcal{H}$ is closed in $\mathcal{H}$, if its boundary is empty. If $\mathcal{O} \subset \mathcal{H}$ is not closed, its closure $\overline{\mathcal{O}} \subset \mathcal{H}$ is the smallest closed full sub-category of $\mathcal{H}$, containing $\mathcal{O}$.

Now we can say, that $(\mathcal{H}, \mathcal{O})$ as above is an operad of operations between operads $\{(\mathcal{G}_i, \mathcal{R}_i)\}_{i \in I}$, if every $\alpha_i$ is an embedding, and closure of the image of

$$\bigsqcup_{i \in I} \mathcal{G}_i \rightarrow \mathcal{H},$$

is all of $\mathcal{H}$.

4 Examples

Now we come to the important concept of a weak higher category. Different from many approaches, we do not want to give the definition of weak higher categories, since in our opinion it involves too many choices, that might be valid only in some of the situations in practice. Instead, we view the notion of a weak category as relative to the class of graph-algebras chosen.

Some choices might lead to equivalent definitions, others might not, and all of it depends, of course, on the definition of “equivalence”. However, in this paper proving existence of equivalence is not as central as finding ways to translate from one approach to another. This ability to switch between different combinatorial models for higher categories was the main goal for this work.

In our language a category is a $\mathcal{G}$-operad, for some special graph-algebra $\mathcal{G}$, and therefore, to define weak categories we have to understand what are weak $\mathcal{G}$-operads, for a given graph-algebra $\mathcal{G}$.

There is a standard answer: a weak $\mathcal{G}$-operad is a representation of a graph-algebra $\mathcal{H}$, s.t. there is a weak equivalence of graph algebras $\mathcal{H} \rightarrow \mathcal{G}$. Of course, we have to define first which morphisms of graph-algebras are weak equivalences.

There are many different ways to define weak equivalences between graph-algebras. For example one can compare their nerves (which are category objects in simplicial sets) or nerves of some subcategories in $\mathcal{M}_\mathcal{G}, \mathcal{M}_\mathcal{H}$. Here the resulting homotopy theories of nested operads are rather crude.
A finer definition, used in the globular approach to weak higher categories ([Ba98]), has the following type: a morphism of graph algebras \( \mathcal{F} : \mathcal{H} \rightarrow \mathcal{G} \) is a weak equivalence, if the functor between categories of objects is an equivalence of categories, and \( \mathcal{F} \) has the right lifting property with respect to some class of morphisms between double categories \( \{F_i : \mathcal{U}_i \rightarrow \mathcal{V}_i \}_{i \in I}, \) s.t. for each \( i \) the functor between categories of objects, given by \( F_i \), is an isomorphism.

To make this definition type into an actual definition, one has to choose \( F_i \)'s, but their choice depends on the particular kind of graph-algebras \( \mathcal{G}, \mathcal{H} \) under consideration. For example, if \( \mathcal{G} \) is the graph-algebra, whose representations are strict globular categories, \( F_i \)'s are defined to ensure that if \( \mathcal{H} \) has two pastings for the same pasting diagram, they are connected by a higher morphism.

This type of definitions of weak equivalences is, in a sense, a generalization of the notion of weak equivalences between simplicial categories. Indeed, the latter consists of requiring that a simplicial functor \( \mathcal{F} : C_1 \rightarrow C_2 \) induces an equivalence of categories of components \( \pi_0(C_1) \rightarrow \pi_0(C_2) \), and for each pair of objects in \( C_1 \), the space of morphisms is weakly equivalent to the space of morphisms between the images in \( C_2 \).

We will not try to give a precise definition of a weak equivalence between general graph-algebras, nor will we investigate possible models for the resulting homotopy theory. Instead we will consider some special examples, and in the second paper ([Bo09]) we will compare them, and describe translations from one to another.

All of the examples that we will consider in this section describe oriented categories. Here by orientation we mean that morphisms have sources and targets, i.e. orientations.

Notice, that nowhere so far have we assumed that nested graphs under consideration are oriented. Nodes in nested graphs represent operations, but a priori there is no division of flags into incoming and outgoing.

So, orientation is a particular kind of labeling (just as in the theory of plain graphs), and we investigate oriented graphs in the first part of this section.

After that we consider two particular examples: weak globular and weak cubical categories. The former was developed by M.Batanin in [Ba98], and the latter is based on the notion of strict cubical categories ([ABS02], and references therein).

It was proved in [ABS02], that strict globular categories are equivalent to strict cubical ones, and this is the basis for equivalence of the weak ver-
However, we will need some additional machinery (construction of free $G$-operads, for a given graph-algebra $G$), and we postpone the actual comparison until [Bo09].

In the last part of this section we develop the general slice construction. Slice construction for colored May operads is the basis for the Baez-Dolan approach to weak higher categories ([BD98]), and we generalize it to arbitrary graph-algebras. That is, we show how, starting with a graph-algebra $G$, to build a new graph-algebra $G/A_0$, obtained from $G$ by turning compositions of operations into operations, laws for compositions of operations into compositions of operations and so on.

The generalization of the slice construction that we provide is more involved than the original one, not only because one can apply it to graph-algebras and operads of any combinatorics (e.g. cubical), but also because it has additional components, reflecting the fact that we deal with nested operads, and not merely colored May ones.

As a result we can obtain Batanin’s theory, as well as the Baez-Dolan one, starting with the trivial operad and iterating slice construction. This leads to comparison between theories, that will be done in [Bo09].

4.1 Oriented graphs

So far all of our graphs were non-oriented. We have used categories to represent nested graphs, and morphisms in such categories obviously have direction, however, it describes hierarchy of dependencies between operations, and not orientation on edges and stars of the graphs.

Now we restrict our attention to oriented nested graphs, that we introduce in the following definition.

**Definition 29** An oriented nested graph is a nested graph $G$, together with an orientation on some flags (i.e. choice of one of the two adjacent nodes as source, and the other as target, unrelated to direction of the flag as a morphism), s.t.

1. All irreducible flags are oriented\footnote{Recall that a flag is irreducible if it cannot be obtained as a composition of 2 flags.}

2. If two flags $f, g \in G$ are composable, and are oriented in a compatible way, then their composition is also oriented in the same direction.

3. If a flag $f \circ g \in G$ is oriented, then both $f, g$ are oriented in the same direction as $f \circ g$. 
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Notice that we do not assume absence of oriented cycles. If we impose such conditions, we would not be able to define contractions between oriented graphs, since in our definition contractions do not contract edges, but only loops.

It is easy to see that an orientation on a graph is completely determined by orientations of the irreducible flags.

We will say that a functor \( \phi : \mathcal{G} \to \mathcal{H} \) between oriented nested graphs preserves orientation, if for any flag \( f \in \mathcal{H} \), s.t. all of its pre-images in \( \mathcal{G} \) are oriented in a compatible way, \( f \) is oriented in the same direction.

Note, that this definition implies that dependencies and mergers preserve orientation if and only if they map oriented flags to oriented flags, and the orientations agree. The condition on contractions to preserve orientation is more complicated, since contractions can identify some flags.

We define dependencies, mergers, and contractions between oriented nested graphs as respectively dependencies, mergers, contractions between the underlying nested graphs, that preserve orientation. In this way we get the category \( \mathcal{O} \) of oriented nested graphs, and the category \( \mathcal{M} \) of morphisms, where objects are mergers/contractions between oriented nested graphs, and morphisms are triples of dependencies.

The following proposition shows that the double category structure on \( \mathcal{N} \) induces a double category structure on \( \mathcal{N} := (\mathcal{O}, \mathcal{M}) \).

**Proposition 26** Compositions of morphisms of oriented graphs are morphisms of oriented graphs.

**Proof:** It is clear that compositions of oriented mergers are oriented mergers, and compositions of oriented contractions are oriented contractions. Let \( \gamma : \mathcal{G}_1 \to \mathcal{G}_2 \), \( \mu : \mathcal{G}_2 \to \mathcal{G}_3 \) be an oriented contraction and an oriented merger respectively. We claim that \((\mu', \kappa') : \gamma(\mu, \kappa)\), as defined by (13), is a morphism of oriented graphs, i.e. both \( \mu' \) and \( \kappa' \) are oriented.

To prove it, we have to first define an orientation on the codomain \( \mathcal{G}_2' \) of \( \mu' \). By definition of \( \mu' \) in (13) \( \mathcal{G}_2' \) is given by identifying some nodes in \( \mathcal{G}_1 \), and flags of \( \mathcal{G}_2' \) are freely created by flags of \( \mathcal{G}_1 \), subject to relations of composition in \( \mathcal{G}_1 \). It is clear that there is a unique orientation on \( \mathcal{G}_2' \), that extends the orientation on the image of \( \mu' \) and is smallest such. Clearly \( \mu' \) is an oriented merger.

It is also easy to see that \( \kappa' \) has to be an oriented contraction, since the composite functor \( \mu' \circ \kappa \) preserves orientation. \( \blacksquare \)
It is straightforward to prove that the partial $\mathcal{G}$-category structure on $\mathcal{N}^\text{op}$, defined in section 3.3, extends to $\mathcal{N}^\text{op}$, such that the forgetful functor $\mathcal{N}^\text{op} \to \mathcal{N}^\text{op}$ is a morphism of $\mathcal{G}$-categories. Clearly $\mathcal{N}$ is a graph-algebra.

Direction is one example of labeling, that is used very often in the theory of operads and categories. There is another labeling, that is not general, but specific to our definitions of nested graphs and algebraic operations with them.

As we have defined them, nested graphs are categories, where objects represent nodes and morphisms represent flags. A contraction from one nested graph to another contracts some flags, and we have imposed a condition on these contractions: they have to be direct functors, which means that if a flag is contracted, and another flag is decorated by the same node, then the other flag has to be contracted as well, or at least identified with a flag, whose decoration is not contracted.

In other words, if two flags are decorated by the same node, they participate together in all contractions. However, sometimes we would like one object to participate in several compositions, each one of them being executed separately, as in the following example. Consider the operation of horizontal composition:

$$\begin{array}{c}
A \xrightarrow{f_1} B \xleftarrow{g_1} C \rightarrow A \xrightarrow{f_2} B \xleftarrow{g_2} C
\end{array} \quad (62)$$

The left part of (62) is naturally represented by a direct category as follows:

$$\begin{array}{c}
\phi \\
\downarrow \downarrow \downarrow \downarrow \downarrow \downarrow \downarrow \\
\phi \psi
\end{array} \quad (63)$$

and the right part is

$$\begin{array}{c}
\psi \phi
\end{array} \quad (64)$$
However, there is no functor, going from (63) to (64), that represents horizontal composition, because $B$ has to be contracted both into $f_2f_1$ and $g_1g_1$, which is impossible.

A natural way around this difficulty would be to take two copies of $B$ in (63), one for the edge $f_1,g_1$, and the other for $f_2,g_2$. However, we would like to have both $B$'s standing for the same set of objects, i.e. we should remember that they are just copies. We do this by having an equivalence relation on the nodes in a nested graph, and then requiring that representations of equivalent elements are equal.

**Definition 30** An equivalence relation $\sim$ on a nested graph $G$ is a pair of equivalence relations: one on nodes, and one on flags, s.t.

1. The relations are compatible with the categorical structure, i.e. the domain, codomain maps $\text{Mor}(G) \to \text{Obj}(G)$, and the composition map $\text{Mor}(G) \times _{\text{Obj}(G)} \text{Mor}(G) \to \text{Mor}(G)$ are $\sim$-invariant,

2. the category $G/\sim$ is a direct category.

It is clear, that we can extend the notion of equivalence relations from arbitrary nested graphs to oriented ones, by requiring that equivalences are compatible with orientations, in the obvious sense.

A functor $\phi$ between nested graphs with equivalence relations is **compatible with equivalence relations** if $A \sim B$ implies $\phi(A) \sim \phi(B)$ or at least one of $A,B$ is contracted by $\phi$, and $f \sim g$ implies $\phi(f) \sim \phi(g)$ or at least one of $f,g$ is contracted by $\phi$.

We can define mergers, contractions and dependencies between oriented graphs with equivalences, and it is clear that we have a new graph-algebra, that we will denote again by $\mathcal{N}$.

Let $\delta_1, \delta_2 : \mathcal{G} \to \mathcal{H}$ be two dependencies between nested graphs with equivalences. We will say that $\delta_1 \sim \delta_2$, if for any node $A \in \mathcal{H}$, $\delta_1(A) \sim \delta_2(A)$, and similarly for flags. It is clear that in this way we get an equivalence relation on the set of dependencies between nested graphs with equivalences, and in particular on $\text{Mor}(\mathcal{G})$ and $\text{Mor}(\mathcal{M})$.

Now, having $\mathcal{G}$-categories with equivalences on morphisms, both in the category of objects, and category of morphisms, we define a morphism of such $\mathcal{G}$-categories as a morphism, that preserves equivalence relations.

In particular we can apply it to representations of graph-algebras with equivalences. Let $\mathcal{M}$ be an $\mathcal{G}$-algebra. The corresponding $\mathcal{G}$-category
\( (\mathcal{M}, \text{Mor}(\mathcal{M})) \) has the trivial equivalence relations, and hence an operad \( \mathcal{R} \to (\mathcal{M}, \text{Mor}(\mathcal{M})) \) has the property that images of equivalent dependencies are equal.

### 4.2 Examples of oriented categories

In this section we consider two examples of applications of our constructions. First we show that globular operads, and weak globular categories, developed in [Ba98], can be obtained as a particular case of our constructions.

Then we develop the theory of cubical operads, based on the notion of strict cubical categories ([ABS02], and references therein).

#### 4.2.1 Globes

Here we present the theory of weak globular categories, formulated in the language of graph-algebras and their representations.

This theory is based on the notion of strict globular categories which are just the usual strict higher categories. The combinatorics of these categories is given by globes of dimensions \( \geq 0 \), where an \( n \)-dimensional globe is obtained form an \( n \)-dimensional ball, whose boundary is divided into two \( n-1 \)-dimensional balls, one incoming and one outgoing, that intersect on their boundaries, and so on.

One can glue an ordered pair of \( n \)-dimensional balls in \( n \)-different ways, and these operations satisfy the usual associativity and interchange axioms of strict higher categories. In addition one can consider an \( n-1 \)-ball as a degenerate \( n \)-ball, i.e. there is a degeneracy operation, that is right inverse to taking the boundary.

One can attempt to describe this structure in terms of nested graphs as follows: starting with an \( n \)-ball, and taking all \( m \)-balls, \( m \leq n \), in the boundary as objects, and inclusions as morphisms, we get the direct category \( \Phi_n \), having \( 2n + 1 \) objects and obvious morphisms.

It is immediately clear that \( \Phi_n \)'s are not compatible with our language of describing operations as direct functors between direct categories. Consider the example of gluing two copies of \( \Phi_2 \) along \( \Phi_0 \). This is the situation of [62], and as it was explained there, to describe such gluing in terms of nested graphs, one has to take copies of nodes and introduce equivalence relations.

This is what we are going to do now. As a motivation, consider \( \Phi_2 \). It has two nodes representing objects, two nodes standing for 1-morphisms, and one node representing a 2-morphism. To be able to describe horizontal
products by direct functors, we have to take an additional copy for each one of the object-nodes. Graphically this looks as follows:

\[
\begin{array}{c}
\circ \quad \Downarrow \\
\end{array}
\quad \longrightarrow
\begin{array}{c}
\circ \quad \Downarrow \\
\end{array}
\quad : (65)
\]

On the right hand side we get a direct category $\Phi_2$ having $2^2$ nodes representing objects, $2^1$-nodes standing for 1-morphisms, and $2^0$ nodes representing 2-morphisms. Performing this procedure for a general $\Phi_n$, we get a direct category $\Phi_n$ having, for each $0 \leq k \leq n$, $2^{n-k}$ nodes representing $k$-morphisms. In total $\Phi_n$ has $2^{n+1} - 1$ nodes.

Here are the precise definitions. Let $\Phi_n$ be a direct category defined as follows. The set $\text{Obj}$ has $2^n$ elements, and it is a disjoint union of subsets $\{V_i\}_{0 \leq i \leq n}$, s.t. $V_i$ has $2^i$ elements. We assume that each $V_i$ is totally ordered, and we number elements of $V_i$ with $1, \ldots, 2^i$, starting with the smallest. We will use the even-numbered nodes as outputs, and the odd-numbered ones as inputs.

To define morphisms we consider the (weakly) order preserving maps $\partial_i : V_i \to V_{i-1}$, s.t. every fiber of every $\partial_i$ has precisely 2 elements. It is easy to see that for each $i > 0$ there is exactly one such $\partial_i$.

If for $v_i \in V_i$ we have $\partial_i(v_i) = v_{i-1} \in V_{i-1}$, then we have a morphism $v_i \to v_{i-1}$. By definition of $\partial_i$, there are two elements $v_i, v_i'$ that are mapped to $v_{i-1}$. The morphism from the smaller one (according to the linear order on $V_i$) we will denote by $\partial_i^0$, and morphism from the larger one by $\partial_i^1$.

We define $\Phi_n$ to have $\bigcup_{0 \leq i \leq n} V_i$ as objects and having morphisms freely generated by $\partial_i^0, \partial_i^1$'s. There is an orientation on $\Phi_n$, where we define $\partial_i^0$ as being the input flag for $v_{i-1}$, and $\partial_i^1$ as the output flag.

We also define an equivalence relation, by declaring two nodes to be equivalent, if they are in the same $V_i$, and their numbers have the same parity. We say that two irreducible flags are equivalent if they connect pairwise equivalent elements, and we complete the definition by requiring that if $f \sim g$, then $h \circ f \sim h \circ g$ for any $h$.

It is easy to see that if we identify equivalent objects and morphisms in $\Phi_n$, we will get $\Phi_n$. Hence, $\Phi_n$ is an oriented nested graph with equivalences.

We allow all dependencies $\Phi_m \to \Phi_n$, and in this way we get the category of corollas. The rest of the category of objects $\mathcal{O}_\Phi$ and the category of morphisms $\mathcal{M}_\Phi$ are obtained in two steps.

Consider first two copies $\Phi_n, \Phi'_n$. If we identify equivalent nodes and flags, we obtain $\Phi_n, \Phi'_n$, and it is well known what it means to glue the
latter two along a $k$-dimensional boundary. We consider only those gluings that identify an output face of $\Phi'_n$ with an input face of $\Phi_n$.

If we don’t identify equivalent nodes and flags in $\Phi_n, \Phi'_n$, we still can perform the same gluing along a $k$-dimensional boundary, but now there are $2^{n-k-1}$ copies of this boundary in each one of $\Phi_n, \Phi'_n$. We glue pairwise, preserving the order relations on the copies.

Iterating this procedure, we get graphs, representing all possible pasting diagrams, where in each diagram the dimensions of participating globes are constant. To get diagram with some of the globes being degenerate, we have to perform the second step.

Now we define the category of morphisms $\mathcal{M}_\Phi$. First we take all non-degenerate pastings, i.e. having an object $G \in \mathcal{O}_\Phi$, defined in the first step, we introduce a map $G \rightarrow \Phi_n$, where $n$ is the common dimension of the globes in $G$.

In addition to the pastings, we define degeneracy morphisms $\Phi_n \rightarrow \Phi_{n+1}$, that are right inverse to boundaries $\Phi_{n+1} \rightarrow \Phi_n$. Now we complete the definition of $\mathcal{O}_\Phi, \mathcal{D}_\Phi$, by taking all compositions of morphisms, and all $\mathcal{S}$-products, subject to the usual associativity/interchange/identities laws of pastings in strict higher categories.

Here we have to add new objects to $\mathcal{O}_\Phi$, since, for example, composition of the degeneracy $\Phi_1 \rightarrow \Phi_2$, and the gluing $\Phi_2 * \Phi_1 \rightarrow \Phi_2$ is the gluing $\Phi_2 * \Phi_1 \rightarrow \Phi_2$.

Since we defined $\mathcal{O}_\Phi, \mathcal{M}_\Phi$ by taking closure with respect to compositions and $\mathcal{S}$-structure, starting with corollas and constants, it is clear that the resulting $\Phi := (\mathcal{O}_\Phi, \mathcal{M}_\Phi)$ is a graph-algebra.

Now let $\tilde{\Psi} : \tilde{\Phi} \rightarrow \Phi$ be a morphism of graph algebras, s.t. $\mathcal{O}_{\tilde{\Phi}} \rightarrow \mathcal{O}_\Phi$ is an isomorphism of categories, and $\mathcal{M}_{\tilde{\Phi}} \rightarrow \mathcal{M}_\Phi$ is a full and faithful functor.

We define $\mathcal{P}, \tilde{\mathcal{P}}$ to be the sets of isomorphism classes of those objects in $\mathcal{M}_\Phi, \mathcal{M}_{\tilde{\Phi}}$ respectively, whose codomains are corollas. We have a natural grading on both $\mathcal{P}$ and $\tilde{\mathcal{P}}$ by dimension of the codomain. We will denote by $\mathcal{P}_n, \tilde{\mathcal{P}}_n$ the sets of objects of degree $n$ in $\mathcal{P}, \tilde{\mathcal{P}}$ respectively.

In the following proposition we show that $\tilde{\Phi}$ as above determines an $\omega$-globular operad, as defined in [Ba98], and representations of $\tilde{\Phi}$ correspond to algebras over this operad. In its formulation and proof, we use freely the terminology of [Ba98].

**Proposition 27** Let $\tilde{\Phi}$ be as above. Then

1. Dependencies and constants make $\mathcal{P} = \{\mathcal{P}_n\}_{n \geq 0}$ into a discrete globular category, and the $\mathcal{S}$-category structure on $\Phi$ makes $\mathcal{P}$ into a
monoidal globular category, that is isomorphic to the category of many-stage trees \( Tr \).

2. By dividing \( \tilde{P} = \{ \tilde{P}_n \}_{n \geq 0} \) into fibers of \( \mathfrak{F} \), we realize \( \tilde{P} \) as a collection in the monoidal globular category \( \text{Span} \) of spans, and the \( \mathfrak{S} \)-structure on \( \mathfrak{F} \) makes \( \tilde{P} \) into a monoidal globular operad.

3. Let \( \mathcal{R} : \mathfrak{F} \to \text{Set} \) be a representation of \( \mathfrak{F} \). Then \( \mathcal{R} \) restricted to corollas in \( \mathcal{D}_\Phi \) defines a globular object in \( \text{Span} \), and the rest of \( \mathcal{R} \) defines the structure of a \( \tilde{P} \)-algebra on this globular object.

4. Conversely, every monoidal globular operad \( \tilde{P} \) in \( \text{Span} \), and every \( \tilde{P} \)-algebra in \( \text{Span} \) can be realized in this way as representation of a suitable \( \mathfrak{F} \) in \( \text{Set} \).

**Proof:**

1. Dependencies in \( \mathcal{M} \) are completely determined by their projection to \( \mathcal{D}_\Phi \), given by the target map \( \tau \). Since targets of objects in \( \mathcal{P} \) are corollas, and corollas in \( \mathcal{D}_\Phi \) are globes of all dimensions, it is clear that dependencies in \( \mathcal{P} \) satisfy the standard axioms of boundaries in globular combinatorics.

   We have added constants \( \Phi_n \to \Phi_{n+1} \), postulating that they are the right inverses for the boundaries, and moreover, they are supposed to have the properties of identities in globular combinatorics. So it is clear that \( \mathcal{P} \) is a globular category.

   To identify \( \mathcal{P} \) with \( Tr \) we note, that the source map \( \sigma : \mathcal{M}_\Phi \to \mathcal{D}_\Phi \) induces a surjective map \( \mathcal{P} \to \text{Obj}(\mathcal{D}_\Phi) \). Now objects of \( \mathcal{D}_\Phi \) are precisely direct categories, that are diagrams of multi-stage trees, so each object in \( \mathcal{P} \) corresponds to a multi-stage tree.

   Moreover, different elements of a fiber of \( \mathcal{P} \to \text{Obj}(\mathcal{D}_\Phi) \) correspond to different number of empty “layers” added to that tree. So we see that \( Tr \) and \( \mathcal{P} \) are isomorphic as globular categories.

   Finally, the globular monoidal structure on \( Tr \) is given by gluing trees over sub-trees, or in our language by gluing graphs over full subgraphs. It is easy to see that these operations in \( Tr \) and \( \mathcal{P} \) agree.

2. Dividing \( \tilde{P} \) into fibers over \( \mathcal{P} \) we obtain an assignment of a set (fiber) to each element of \( \mathcal{P} \), and since the functor \( \mathcal{M}_\Phi \to \mathcal{M}_\Phi \) is assumed...
to be full and faithful, this assignment is in fact a functor from $Tr$ to globular sets, i.e. $\hat{P}$ can be seen as a collection in $Span$.

Since $\hat{\Phi}$ is a graph-algebra, we know how, starting with a diagram of elements of $\hat{P}$, to compose these elements into an object $\phi \in M_{\hat{\Phi}}$, whose codomain is not necessarily a corolla, and then we can compose $\phi$ with an element of $\hat{P}$, whose domain is the codomain of $\phi$.

It is straightforward to check that these compositions define the structure of a globular operad on $\hat{P}$.

3. It is clear that $\mathcal{R}$, restricted to corollas, defines a globular object in $Span$ (simply because the category of corollas, dependencies and constants is the final globular category).

An action of $\hat{P}$ on a globular object is a representation of $\hat{P}$ in the corresponding endomorphism operad. It is easy to see that the endomorphism operad for the globular object in $Span$, given by restricting $\mathcal{R}$ to corollas, is $\{Hom(\mathcal{R}(G), C)\}_\phi$, where $\phi : G \to C$ is an element of $P$, and the claim is obvious.

4. Let $\hat{P}$ be any globular operad. We define the category $\hat{P}$ in the obvious way (using globular source/target maps to define morphisms, and degeneracies to define additional objects), and we have a functor $\hat{P} \to P$, sending every element to the tree, it is parameterized with.

Now we generate a partial $\mathcal{G}$-algebra by taking all allowed products (orientation, etc.), and dividing by relations of compositions in the operad $\hat{P}$. It is straightforward to check that we get a graph-algebra, and that the two operations are inverses for each other.

Having defined globular operads, we introduce weak equivalences between them. Let $\Lambda$ be the discrete double category, having two objects $A, B$, and only two non-trivial morphisms $A \Rightarrow B$.

Let $\Delta$ be the following double category. The category of objects has 3 objects $A, B, C$, and three non-trivial morphisms: $B \to C$, and $C \Rightarrow B$, s.t. the former is the right inverse to both of the latter. The category of morphisms has 3 objects: $A \Rightarrow B$, and $A \to C$, and 2 morphisms from the latter to the two former ones.

Following [Ba98], we say that $\hat{\Phi}$ is contractible, if $\hat{\Phi} \to \Phi$ has the right lifting property with respect to the inclusion $\Lambda \to \Delta$. Then a weak globular category is a representation of a contractible $\hat{\Phi}$ in $Set$. 
4.2.2 Cubes

Here we present the theory of cubical operads. It is based on the graph-algebra of strict cubical categories (for the latter see [ABS02], and references therein).

Different from the globular case, the straightforward combinatorial model of an $n$-cube is compatible with the theory of nested graphs, i.e. we do not have to use equivalences on nodes. Let $\Xi_n$ be the nested graph, obtained by taking one node for each $k$-face of the $n$-cube, for each $k \geq 0$, and taking a flag for each inclusion of a $k$-face into an $m$-face, $m > k$.

We assume that all of our cubes are oriented in the standard way, i.e. we choose one vertex in the $n$-cube as the input. Then the opposite end of the $n$-diagonal is declared as the output. This defines an orientation on $\Xi_n$ as follows.

An $n-1$-face is an input face if it contains the input vertex, and it is an output face if it contains the output vertex. It is clear that in this way we cover all $n-1$-faces. Now every $n-1$ is itself oriented, since it either already has the input vertex, or it has the output one, and then we choose the other end of the $n-1$-diagonal as the input.

Continuing like this we assign orientation to every irreducible flag in $\Xi_n$, and they generate an orientation on all of $\Xi_n$. It is straightforward to check that orientations on intersections of $n-1$-faces are compatible.

We have defined $\Xi_n$, and these are the corollas in our category of objects $\mathcal{O}_\Xi$. As in the globular case, we define the rest of the objects in $\mathcal{O}_\Xi$ in two steps.

First, for each $n \geq 0$, we take all possible cubical pasting diagrams, consisting of $n$-cubes, i.e. copies of $\Xi_n$. Each such diagram can be thought of as cutting an $n$-cube into smaller $n$-cubes, s.t. the cuts are parallel to the sides of the big cube.

Then we add one object $\phi_n$ to $\mathcal{M}_\Xi$, for each pasting diagram as above. The source of $\phi_n$ is the pasting diagram itself, the target is $\Xi_n$.

In the second step we add the degeneracy morphisms. Different from the globular case, for each $n \geq 0$ there is not one, but $(n+1)^2$ degeneracies $\Xi_n \to \Xi_{n+1}$. Indeed, there are $n+1$ usual ones, i.e. choosing two opposite $n$-faces in an $n+1$-cube, and there are also connections ([ABS02]): choosing two adjacent $n$-faces at the input, or at the output, altogether $n(n+1)$ choices.

Finally, we define $\Xi := (\mathcal{O}_\Xi, \mathcal{M}_\Xi)$ by taking all compositions of objects in $\mathcal{M}_\Xi$ and $\mathcal{S}$-products, corresponding to cubical pasting diagrams. This
forces us to add some objects to $O_\Xi$, consisting of pasting diagrams, where some $n$-cubes can be degenerate (in either one of $n^2$ ways).

The result is clearly a graph-algebra, and representations of $\Xi$ in $\mathbf{Set}$ are precisely the strict cubical categories. Now we can define cubical operads, in analogy to globular ones.

**Definition 31** A cubical operad is a representation $\hat{\Xi} \to \mathbf{Set}$, where $\hat{\Xi}$ is a graph algebra, having a morphism $\hat{\beta} : \hat{\Xi} \to \Xi$, s.t. the functor between categories of objects is an isomorphism, and the one between categories of morphisms is a full and faithful functor.

It is known that strict cubical categories are equivalent to strict globular ones ([ABS02]). In our language it means that $\Phi$ and $\Xi$ are Morita equivalent. This equivalence can be manifested by a kind of Morita context: we can define a graph algebra $\Phi + \Xi$, that contains copies of $\Phi$ and $\Xi$, and is generated by them and some additional morphisms.

To be precise, we should not take $\Xi_n$’s themselves, but their equivalent versions, where we add several copies of each $k$-face for each $k \geq 0$, so that the result will be compatible with $\Phi_n$’s. It is straightforward, but tedious, to describe the needed additions, and we will not do it here. We will denote the resulting combinatorial models for $n$-cubes again by $\Xi_n$’s.

The additional morphisms in $\Phi + \Xi$ consist of the obvious contractions

$$\Xi_n \to \Phi_n,$$

which “smooth out” corners, and the inclusions (which we consider as objects in $\mathcal{M}_{\Phi + \Xi}$, i.e. as constants)

$$\Phi_n \to \Xi_n$$

that put the two $n - 1$-globes as opposite faces.

The morphisms from (66), (67) provide the tools to prove Morita equivalence of $\Phi$ and $\Xi$ (and they are used in [ABS02]), but they also provide a way to translate cubical operads into globular ones, and vice versa. We will describe this explicitly in [Bo09].

### 4.3 The slice construction and opetopes

In [BD98] the slice construction was defined for colored May operads. Starting with such operad $P$, its slice construction $P^+$ is obtained by taking operations of composition of elements in $P$ as elements of $P^+$, and defining compositions of elements in $P^+$ by using relations on compositions in $P$. 
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Here we outline a generalization of slice construction to graph-algebras and nested operads. Presenting all the details is rather long, and we postpone it until [Bo09].

Let $G/\mathcal{O}/D_4$ be some graph-algebra, whose objects are oriented nested graphs (and possibly with other labelings). We are going to define a new graph algebra $G/\mathcal{O}/A_0$, that we will call the slice construction of $G$.

Operads, given as representations of $G/\mathcal{O}/A_0$, are the slice constructions of operads, defined by $G$. There are two steps.

1. First we add an object to $O/G$ for every object of $M/G$, i.e. we turn $G$-compositions into $G/\mathcal{O}/A_0$-operations. This is a straightforward generalization of the similar part in the original slice construction ([BD98]).

Let $\phi : G_1 \to G_2$ be an object of $M/G$ (i.e. $\phi$ is an oriented merger, followed by an oriented contraction). We define a new oriented graph $G/\phi$ as follows.

The construction is similar to the cone of a morphism in homological algebra. We take one copy of $G_1$, and two copies $G_2, G_2'$ of $G_2$, and we define $G/\phi$ by adding some flags to $G_1 \sqcup G_2 \sqcup G_2'$. The idea is that every node $A' \in G_2'$ should represent the morphism from $\phi^{-1}(A)$ to $A$, given by $\phi$, where $A$ is the copy of $A'$ in $G_2$.

For any node $A \in G_2$, and its copy $A' \in G_2'$, we add a flag $f_A : A \to A'$, and for every node $B \in \phi^{-1}(A) \subseteq G_1$, we add a flag $f_B : B \to A'$. Then we take all possible compositions of $\{f_A, f_B\}_{A \in G_1, B \in G_2}$ with flags in $G_1, G_2, G_2'$, subject to the following relations.

Let $g : A_1 \to A_2$ be a flag in $G_2$, and let $g'$ be its copy in $G_2'$. Then we set

$$f_{A_2} \circ g = g' \circ f_{A_1}.$$  \hspace{1cm} (68)

Let $h : B_1 \to B_2$ be a flag in $G_2$, s.t. $g = \phi(h)$, for some morphism $g \in G_2$ ($g$ can be an identity). Let $g'$ be the copy of $g$ in $G_2'$. We set

$$f_{B_2} \circ h = g' \circ f_{B_1}.$$  \hspace{1cm} (69)

It is clear that $G/\phi$ is a nested graph, and moreover, if $G_2$ is a corolla, then $G/\phi$ is a corolla as well. We define an orientation on $G/\phi$ by extending the orientations on $G_1, G_2, G_2'$, and declaring that irreducible flags from $G_1$ to $G_2'$ are incoming, and irreducible flags from $G_2$ to $G_2'$ are outgoing.

Consider some examples. Let $pt$ be the nested graph, consisting of one node, and let $\phi : pt \to pt$ be the unique automorphism. Then $G/\phi$ is just the

\[\text{One can also define slice construction for non-oriented graphs, but we will not need such generality in this paper.}\]
oriented interval. Let $\psi : G_{\phi} \to G_{\phi}$ be the unique (oriented) automorphism. Then $G_{\psi}$ is the square. Continuing like this we get all cubical corollas.

We can get globular corollas, if we collapse some of the faces of the cubes, or, better, substitute these faces with equivalence relations as in section 4.2.1. If we take $\phi$ to be a composition of globes, instead of the identity automorphism, and similarly collapse some faces, we get an opetope.

So we can see, that globes and opetopes are obtained by iterative application of the slice construction to the trivial graph, and then collapsing some faces.

So far we have graphs from $O_{G}$, and $\{G_{\phi}\}_{\phi \in \mathbb{M}_{G}}$. These are not all of the objects of $O_{G}$. To describe the rest we need to consider dependencies between graphs that we already have.

It is easy to see that given a morphism $\phi > \psi$ in $M_{G}$, we have a dependency $G_{\phi} > G_{\psi}$. We have, of course, the morphisms in $O_{G}$. And in addition we have dependencies $G_{\phi} > G_{1}$, $G_{\phi} > G_{2}$, where $\phi : G_{1} \to G_{2}$.

Correspondingly there are three types of gluings we can perform: the ones coming from the partial $S$-algebras structure on $M_{G}$, the ones coming from the partial $S$-algebra structure on $O_{G}$, and the ones given by the composition $\gamma$ on $M_{G}$.

We define $O_{G}$ to be the partial $S$-algebra, generated by the objects, morphisms, and gluings as above.

2. Now we describe $M_{G}$. For every pair $G_{1} \xrightarrow{\phi} G_{2} \xrightarrow{\psi} G_{3}$ of composable objects in $M_{G}$, we have a merger/contraction $\gamma_{\psi\phi} : G_{\psi} \ast G_{\phi} \to G_{\psi\phi}$, where $G_{\psi} \ast G_{\phi}$ is the result of gluing $G_{\phi}$, $G_{\psi}$ over $G_{2}$. We will call such $\gamma_{\psi\phi}$ a vertical composition, and we will denote the set of vertical compositions by $\Gamma$.

It is easy to see, that using the $S$-algebra structure on $M_{G}$ and vertical compositions, we get all possible “operadic” compositions of objects in $M_{G}$, i.e. if we apply this to $G$’s, that parameterize colored May operads, we will get all the opetopes.

However, there are also horizontal compositions that we should add to $M_{G}$. While in $[BD98]$ the operads are only colored, our graph algebras describe nested objects. The idea of a nested graph is that, given a corolla $C$, parameterizing some operation, the legs of that corolla are operations on their own, i.e. corollas $\{C_{i}\}$.

It is important to note that legs of $C_{i}$’s are also legs of $C$, and in particular if we compose a $C_{i}$ with some other operation, it should have an effect on $C$ itself. In terms of objects in $M_{G}$ this is described as follows.

Let $\phi : G_{1} \to G_{2}$, $\psi : H_{1} \to H_{2}$ be objects in $M_{G}$, and suppose we have
another pair of objects in $\mathcal{M}_{G}$: $\alpha : G_1 \to \mathcal{H}_1$, $\beta : G_2 \to \mathcal{H}_2$, making up a commutative square, i.e.

$$\gamma(\beta, \phi) = \gamma(\psi, \alpha).$$

(70)

We consider this square as an operation of composition in $\mathcal{M}_{G}$, and consequently represent it by a merger/contraction $D_{\alpha,\beta} : G_\phi \to G_\psi$, that is an object in $\mathcal{M}_{G^+}$. We will call such $D$ a horizontal composition. We will denote the set of horizontal compositions by $\Delta$.

Consider an example: if $\phi : pt \to pt$ is the unique automorphism of the trivial nested graph, let $G$ be the result of gluing two copies of $G_\phi$ at a point, and let $\psi : G \to G$ be the identity automorphism. And let $\nu : G_\phi \to G_\phi$ be the identity automorphism.

We have a commutative square

$$\begin{array}{ccc}
G & \xrightarrow{\psi} & G \\
\downarrow{\gamma} & & \downarrow{\gamma}\gamma \\
G_\phi & \xrightarrow{\nu} & G_\phi
\end{array}$$

(71)

where $\gamma : G \to G_\phi$ is the composition, and $\gamma \ast \gamma$ is the gluing of two copies of $\gamma$. It is clear that $D_{\gamma \ast \gamma, \gamma \ast \gamma} : G_\psi \to G_\phi$ is the usual (cubical) horizontal composition.

Now we define $\mathcal{M}_{G^+}$ to be generated by $\mathcal{M}_{G}$, $\Gamma$, and $\Delta$ by taking $\mathcal{G}$-products and compositions. One has to give, of course, a precise definition of $\mathcal{G}$-products allowed, and one has to prove that the result is a graph-algebra (i.e. a partial $\mathcal{G}$-category). This is rather long, and it will be done in [BD98].

There is an addition to $\mathcal{G}^+$, that one might want to make. It corresponds to the choice of universal compositions in [BD98]. Let $\phi : G_1 \to G_2$ be an object in $\mathcal{M}_{G}$, and let $G_\phi$ be the corresponding object in $\mathcal{O}_{G^+}$. There is an obvious dependency $G_\phi > G_1$, and one can add the right inverse to it, as a new object $G_1 \to G_\phi$ in $\mathcal{M}_{G^+}$, i.e. add a constant, as described in section 3.4. Such constants allow us to connect representations of $\phi \in \mathcal{M}_{G}$ and of $G_\phi \in \mathcal{O}_{G^+}$. Indeed, given a representation $\mathcal{R}$ of $\mathcal{G}^+$ in $\text{Set}$, every element $p \in \mathcal{R}(G_1)$ defines an element in $\mathcal{R}(G_\phi)$, by applying $\mathcal{R}(G_1 \to G_\phi)$ to $p$.

For example, if $\phi$ is the identity automorphism of $G_1$, we get in this way the usual degeneracy map. If, on the other hand, $\phi$ is the composition of 1-dimensional globes, then for every pair $(p, q) \in \mathcal{R}(G_1)$ of 1-dimensional globes, we have a chosen element $\mathcal{R}(G_1 \to G_\phi)(p, q)$ in the opetope $\mathcal{R}(G_\phi)$. 59
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