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Chemical gardens are mineral aggregates that grow in three dimensions with plant-like forms and share properties with self-assembled structures like nanoscale tubes, brinicles, or chimneys at hydrothermal vents. The analysis of their shapes remains a challenge, as their growth is influenced by osmosis, buoyancy, and reaction–diffusion processes. Here we show that chemical gardens grown by injection of one reactant into the other in confined conditions feature a wealth of new patterns including spirals, flowers, and filaments. The confinement decreases the influence of buoyancy, reduces the spatial degrees of freedom, and allows analysis of the patterns by tools classically used to analyze 2D patterns. Injection moreover allows the study in controlled conditions of the effects of variable concentrations on the selected morphology. We illustrate these innovative aspects by characterizing quantitatively, with a simple geometrical model, a new class of self-similar logarithmic spirals observed in a large zone of the parameter space.
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Chemical gardens are plant-like mineral forms existing in nature at various scales. Even though they have been described for more than three centuries thanks to their beauty and analogies with biological forms, their growth mechanisms remain largely not understood. To gain insight into their formation processes, we develop an innovative strategy to study these systems in which chemical gardens grow in a quasi-2D confined geometry upon injecting one reactant solution into the other. The advantage of this procedure over previous works is to allow studying, in controlled and reproducible conditions, the effects of variable concentrations and injection rates on the selected morphology.
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the viscous fingers, whereas at longer times the precipitate lags behind them. If, on the contrary, the metal salt is much more concentrated than the sodium silicate, a compact circular pink precipitate grows radially. Above a critical radius, we observe a destabilization of the circle rim toward small-scale hairs growing radially with a characteristic wavelength.

When the concentration of both reactants is in the large range of Fig. 1, thin filaments growing with complex turnarounds are observed. Along the fifth column of the phase diagram, the transition from flowers to filaments occurs smoothly when the concentration of CoCl₂ is increased at this fixed large concentration in sodium silicate.

Intermediate concentrations are characterized by worms, as seen in the lower middle zone of the diagram. These worm patterns are reminiscent of structures observed in micellar systems when a viscous gel product is formed in situ at the interface between reactive aqueous solutions (27). At later time, terrace-like precipitate layers grow along the first structure.

![Fig. 1. Experimental patterns. Classification of confined chemical gardens in a parameter space spanned by the concentration $C_1$ of the injected aqueous solution of cobalt chloride and the concentration $C_2$ of the displaced aqueous solution of sodium silicate. The diagram is divided into different colored frames referring to the various classes of patterns observed: lobes (dotted dark blue), spirals (solid red), hairs (dashed black), flowers (dashed-dotted green), filaments (long dashed-dotted purple), and worms (long dashed blue). The separation between each domain is not sharp as, for example, worms are sometimes delimited by curly boundaries that are reminiscent of spirals. The spiral category is divided into subcategories $S_i$ analyzed in Fig. 3 and in SI Text. The injection rate is $Q = 0.11$ mL/s and the field of view is $15$ cm $\times$ $15$ cm, shown 15 s after injection starts. SI Text shows some of the dynamics.](image-url)
Along the lower line of the phase diagram, i.e., at a large concentration in CoCl$_2$, the transition upon an increase of the sodium silicate concentration from hairs to worms and eventually filaments transits at intermediate values via the most compact precipitate structure from all those observed.

In the upper middle zone (squares $S_1$ to $S_7$ in Fig. 1), spirals growing upon successive break-ups of precipitate walls are observed. A zoom-in on some of these spirals (Fig. 2) shows that, after a longer time, other precipitates with a rich variety of colors start growing diffusively out of their semipermeable walls. A preliminary test with Raman microscopy has shown that some green precipitates (as in Fig. 2, for instance) are made of Co(OH)$_2$ and Co$_3$O$_4$, compounds also found in the inner surface of 3D tubes (25). This highlights the fact that different types of solid phases can form in the reaction zone between the two solutions (28).

We note that friction phenomena with the cell plates do not seem to be crucial to understand the properties of the patterns as no stick–slip phenomena are observed during the growth of the patterns. Preliminary data also show that the area $A$ enclosed by the visible spiral, worm, and filament patterns scales linearly with time with an angular coefficient proportional to the flow rate $Q$ divided by the gap $b$ of the Hele–Shaw cell, i.e., $A = Q t / b$. This suggests that the related patterns hence span the whole gap of the reactor. Additional experiments must be conducted to obtain statistical information on such growth properties for these patterns and for the other structures observed.

In the following, we focus on the spiral shape precipitate, because it is a robust pattern existing over a quite large range of concentrations and is also formed in reversed gardens, i.e., when sodium silicate is used as the injected fluid (Fig. 2 C and D).

**Geometrical Model**

The spiral formation mechanism can be understood with a minimal geometrical argument. Consider a reagent 1 injected radially from a source point $S$ into reagent 2 in a 2D system (Fig. 3 A). The contact zone between the reactive solutions, in which precipitation occurs, initially grows as a circle of arbitrarily small radius $r$. If, because of further injection, this layer of precipitate breaks at a critical value $r_c$, the new precipitate, formed as the bubble of reagent 1 expands, pushes the already existing solid layer. As a result, the branch of solid precipitate starts being advected out along with the bubble of reagent 1.

Along the lower line of the phase diagram, i.e., at a large concentration in CoCl$_2$, the transition upon an increase of the sodium silicate concentration from hairs to worms and eventually filaments...
of the growing bubble and rotates as a whole around the breaking point, which later on identifies as being the tip of the spiral (see also SI Text for growing spirals). An arc of spiral is hence observed to develop with its tip moving in the fixed frame of reference centered on $S$. It further grows by precipitation at its tail located on the circle of growing radius $r(t)$.

The equation of the resulting curly shaped precipitation layer is obtained by considering two infinitesimally close time steps as shown in Fig. 3A. At time $t \, dt$, the precipitate layer formed at time $t$ is pushed away by the newly added material and rotates by an angle $d\theta$. The precipitate layer produced between $t$ and $t+dt$ is created from the reaction occurring at the new section of the contact line between the two reagents (29). Because this new section of contact line is generated by the bubble expansion, its length $ds$ is proportional to the increase of perimeter ($\sim d\theta$) of the expanding bubble, namely

$$ds = \theta_0 \, d\theta(t),$$

where $\theta_0$ is a constant growth rate controlling the length of the precipitate layer created as the bubble radius increases. A large value of $\theta_0$ implies that the length $ds$ of the new segment of precipitate created at $t \, dt$ is large compared with the increase of length $d\theta$ along the radial direction and leads to a more coiled spiral.

Upon integration of Eq. 1 we get $s = \theta_0(r-r_c)$, where $s$ is the length of the curve from the tip to the tail. The constant of integration was fixed by considering that the tip of the curve ($\theta = 0$) is generated from a circle of radius $r_c$. In addition, the radius $r$ of the expanding bubble coincides with the radius of curvature $R(s)$ of the tail because the bubble is also the osculating circle (Fig. 3A). Therefore, we obtain $R(s) = r_c + s/\theta_0$, which is the Cesàro equation of a logarithmic spiral giving the evolution of the radius of curvature along the curve as a function of the arclength (ref. 30, p. 26) (see SI Text for more details).

Alternatively, we can also proceed as follows to obtain the expression of the spiral curve in polar coordinates. To derive this equation, the relation existing between $dr$ and $d\theta$ should be known everywhere along the curve in the fixed frame of reference centered around $S$. For nonmoving curves, this relation is usually found by analyzing how $dr$ varies in a sector of constant central angle $d\theta$ which rotates to span the entire curve. In our case, the growing arc of spiral is moving in a fixed system of coordinates centered on the source point $S$. Its $R(\theta)$ equation is therefore alternatively obtained by considering a nonmoving sector of constant central angle $d\theta$ as in Fig. 3A and analyzing how $dr$ varies in it when the curve spans this angular sector thanks to its motion (SI Text).

As seen in Fig. 3A, the length $ds$ of the precipitate layer added at $t \, dt$ in the fixed sector of angle $d\theta$ is given by $ds = r(t + dt)d\theta$, which at first order in $dt$ and $d\theta$, reduces to

$$ds = r(t)d\theta.$$  \hspace{0.5cm} (2)

Combining [1] and [2], we get

$$d\theta = \theta_0\frac{dr}{r},$$  \hspace{0.5cm} (3)

which is readily integrated to yield

$$r = r_0 \sqrt{1 + \theta_0^2/\theta_0},$$  \hspace{0.5cm} (4)

$r_0$ is a constant of integration that can be computed for each spiral if we note that $\theta = 0$ fixes the starting point of the spiral, i.e., its tip. Reminding that the tip originated from the breaking by injection of the initial small circle of radius $r_c$, the radius of curvature of the spiral at $\theta = 0$ is nothing else than $r_c$. Therefore, $r_c = r_0 \sqrt{1 + \theta_0^2/\theta_0}$, which relates the constant of integration $r_0$ to $r_c$. Note that Eq. 4 exactly describes the (blue) segments of spiral of Fig. 3A in the frame of reference centered on $S$ provided this segment is translated and rotated such that the center $C_S$ of the spiral coincides with $S$ (SI Text).

Eq. 4 constructs a logarithmic spiral in polar coordinates and quantitatively describes structures in many natural systems such as seashells, snails, or the horns of animals where the growth mechanism preserves the overall shape by the simple addition of new material in successive self-similar steps (31). It appears thus logical that a similar logarithmic shape is recovered here in the case of regular additional precipitation at the tail of a growing arc of solid precipitate upon further injection of reactants at a fixed flow rate. Eq. 4 quantitatively describes the spiral structures observed in a large part of our phase diagram as demonstrated in the next section.

**Comparison Between Experiments and Model**

To test our geometrical model, the radii of 173 spirals observed in 9 experiments for 7 pairs of concentrations (sectors $S$ of Fig. 1) have been measured as a function of the polar angle (Fig. 3B and SI Text). We have selected precipitate layers which were not deformed by other structures growing in their neighborhood or fractured. Among them, we have also selected sufficiently coiled segments such that their polar angle spans the interval $[0, \theta_{\text{max}}]$ with $\theta_{\text{max}} > 2.44$ (140°) to obtain significant constraints on the model, i.e., $\theta/\theta_0$ large enough in Fig. 3B. Indeed, segments which are not sufficiently coiled cannot be used to determine the type of spiral emerging in the system. If the interval spanned by $\theta$ is too small, Eq. 4 is hardly distinguishable from the equation $r = r_0(1 + \theta/\theta_0)$ describing an Archimedean spiral. The distribution of $\theta_{\text{max}}$ among the analyzed spirals is shown in SI Text. As seen in Fig. 3B, where the radial distance and the polar angle are rescaled by $r_0$ and $\theta_0$, respectively, all of the analyzed spiral profiles collapse onto an exponential master curve, illustrating that indeed they are all logarithmic to a good accuracy.

The dispersion occurring at low $\theta$ (near the spiral center) is related to the fact that the experimental spiral structures emerge from an arc of an initial tiny circular section of radius $r_c$. Sixty-three other spirals corresponding to the inverted cases $S_1$ and $S_3$ (i.e., sodium silicate injected into cobalt chloride) have also been analyzed and prove to follow the same logarithmic scaling law (SI Text). We note that, in our confined chemical gardens, the spiral growth continues only as long as the precipitate can pivot within the system. When it becomes pinned by encountering a solid wall or another precipitate, the spiral growth ceases, the membrane breaks, and a new radial source is produced, leading regularly to a new fresh spiral. This behavior is reminiscent of the periodic pressure oscillations reported in the growth of some 3D chemical gardens (13, 32).

Thus, self-similar logarithmic spirals emerging in a significant part of the phase diagram can be quantitatively analyzed on the basis of a simple geometrical argument. The model, which describes an isolated source producing a circular precipitation zone that then ruptures, proves to be robust even when spirals are interacting, as in the current experiments.

**Conclusions**

This work shows that new insight into the complexity of self-assembled chemical garden structures can be obtained by growing them by injection of reactive solutions in confined geometries. The control of the concentrations of the reagents and of the flow rate will allow the study of phase diagrams in reproducible experimental conditions (15, 33), as well as the switch from dominant reaction-diffusion processes to flow-driven ones. Moreover, the quasi-2D nature of the precipitates will permit, as done here, an easier characterization of the patterns using tools of classical 2D pattern selection analysis (34). Modeling and
numerical simulations of this injection-driven aggregation process will thus be simplified. This will facilitate the analysis of growth mechanisms and of the relative effects of reactions, hydrodynamics, and mechanics in the resulting structure, a prerequisite to the rational design of complex, hierarchical microarchitectures (10, 35).

Materials and Methods

The experimental setup is a horizontal Hele–Shaw cell consisting of two transparent acrylate plates of size 21.5 cm × 21.5 cm × 0.8 cm separated by a gap of 0.5 mm and initially filled with a sodium silicate solution. A cobalt chloride solution of concentration $C_C$ is injected into the sodium silicate solution of concentration $C_S$. Acetyl chloride was chosen instead of glass to avoid interactions between the sodium silicate and the glass. For visualization purposes, the cell is placed on top of a diffuse light table and the dynamics is recorded from above using either a complementary metal-oxide-semiconductor (CMOS) camera or a photography camera. Some earlier work on chemical gardens used a similar confined geometry but used seed crystals rather than injection, which leads to different dynamics than those studied here (20). The metallic salt solution is prepared from dissolution in water of the classical metallic salts used to grow chemical gardens in 3D: structures form with a smaller induction time and a higher linear growth than with calcium, nickel, and manganese salts, for instance (25). In Fig. 1, we used a constant injection rate of 0.11 mL/s, which is larger than those typically used for 3D injection experiments (11) and leads to a growth process mainly driven by the flow. We vary the concentration of sodium silicate within the same range as in 3D experiments (25), from 6.25 M to 0.25 M by dilution. The cobalt chloride concentration is varied from 0.100 to 1.375 M.
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SI Text

Geometrical Model: Alternative Derivation

**Intrinsic Equation.** We give here an alternative and equivalent derivation of the equation describing the curve generated by the geometrical model. This derivation is independent of the coordinate system and leads to a so-called natural (or intrinsic) equation giving the evolution of the local radius of curvature of the curve as a function of the arclength (ref. 1, p. 26).

We still consider the system at two infinitesimally close time steps such that the length of the curve has increased by an amount $ds$ given by Eq. 1 of the main text, namely

$$ds = r_0 \, dr_0 = \frac{dr_0}{dl} \, dt,$$  \[S1\]

where $r_0(t)$ is the radius of the bubble of injected reagent at time $t$ (Fig. S1A). The curve is parametrized by its arclength $s$ such that the value of $s$ of an arbitrary point $P$ is equal to the length of the curve measured from the first point $P_0$ to $P$ (Fig. S1A). As explained in the main text, $P_0$ is generated from an initial small circle of radius $r_0(0) = r_c$. The radius of curvature at $s = 0$ is thus given by $R(0) = r_c$. At time $t$, the radius of curvature of the last point of the curve at its tail is given by

$$R(s) = r_0(t).$$  \[S2\]

Similarly, at time $t + dt$, the radius of curvature of the last point of the curve is given by

$$R(s + ds) = r_0(t + dt) = r_0(t) + \frac{dr_0}{dl} \, dt,$$  \[S3\]

where we used a first-order expansion in $dt$. Therefore, the difference between Eq. S3 and Eq. S2 leads to

$$R(s + ds) - R(s) = \frac{dR}{ds} \, ds = \frac{dr_0}{dl} \, dt,$$  \[S4\]

where we used a first-order expansion in $ds$. Using the expression S1 of $ds$, we obtain

$$\frac{dR}{ds} = \frac{1}{\theta_0}.$$  \[S5\]

Integration of this last equation leads to

$$R(s) = R(0) + \frac{s}{\theta_0} = r_c + \frac{s}{\theta_0}.$$  \[S6\]

The radius of curvature is thus a linear function of the arclength. This is the Cesàro equation of a logarithmic (equiangular) spiral (ref. 1, p. 26). Let us now obtain the equation of the curve in polar coordinates.

**Polar Equation.** We have thus obtained above the curvature $\kappa$ as a function of the arclength $s$:

$$\kappa(s) = \frac{1}{R(s)} = \frac{\theta_0}{\theta_0 r_c + s}.$$  \[S7\]

The relation between the Cesàro equation and the Cartesian coordinates is (ref. 1, p. 26)

$$x(s) = \int \cos \kappa(s) \, ds = \frac{\theta_0 r_c + s}{1 + \theta_0^2} (\cos \kappa(s) + \theta_0 \sin \kappa(s)), \quad [S8a]$$

$$y(s) = \int \sin \kappa(s) \, ds = \frac{\theta_0 r_c + s}{1 + \theta_0^2} (\sin \kappa(s) - \theta_0 \cos \kappa(s)), \quad [S8b]$$

where

$$\kappa(s) = \int \kappa(s) \, ds = \theta_0 \ln(\theta_0 r_c + s) + K,$$  \[S9\]

and $K$ is a constant of integration which fixes the orientation of the curve in space and is fixed below. The constants of integration in Eq. S8 correspond to translations of the curve and are set to zero.

Using Eqs. S8 and S9, the polar equation is obtained as follows:

$$r(s) = \sqrt{x^2(s) + y^2(s)} = \frac{\theta_0 r_c + s}{\sqrt{1 + \theta_0^2}},$$  \[S10\]

and

$$\theta(s) = \arctan \left( \frac{y}{x} \right) = \arctan \left( \frac{\sin \kappa(s) - \theta_0 \cos \kappa(s)}{\cos \kappa(s) + \theta_0 \sin \kappa(s)} \right),$$  \[S11\]

$$= \arctan \left( \frac{\tan \kappa(s) - \theta_0}{1 + \theta_0 \tan \kappa(s)} \right),$$

$$= \arctan \left[ \tan (\kappa(s) - \arctan \theta_0) \right],$$

$$= \kappa(s) - \arctan \theta_0,$$

$$= \theta_0 \ln(\theta_0 r_c + s) + K - \arctan \theta_0.$$

Eliminating $s$ between Eqs. S10 and S11, we have

$$r = \frac{e^{(\arctan \theta_0 - K)/\theta_0}}{\sqrt{1 + \theta_0^2}} e^{\theta_0 \theta_0 \theta_0 \theta_0 \theta_0}.$$  \[S12\]

The constant $K$ can be fixed by imposing that $s = 0$ corresponds to $\theta = 0$, meaning that the radius of curvature of the curve S12 at $\theta = 0$ should be equal to $r_c$. This leads to $K = \arctan \theta_0 - \arctan (\theta_0 r_c)$ and Eq. S12 reduces to

$$r = \frac{r_c \theta_0}{\sqrt{1 + \theta_0^2}} e^{\theta_0} \equiv r_0 e^{\theta_0}.$$  \[S13\]

**Discrete Algorithm**

The curves generated by the proposed mechanism and depicted schematically in Fig. S1A can also be directly constructed using the following discrete algorithm (Fig. S1B). We start from a circle of radius $r_c$ with a point $P_0$ at the top which represents the first point of the generated curve.

i) The radius of the circle is increased by a given $\Delta r$. The ordinate of $P_0$ is increased by $\Delta r$ and then rotated by an angle $\Delta \theta$. A point $P_1$ is added at the top of the circle and represents a new amount of precipitate.
The radius of the circle is increased by a constant \(\Delta r\). The ordinates of \(P_0\) and \(P_1\) are increased by \(\Delta r\) and then are both rotated by an angle \(\Delta \theta\). A point \(P_2\) is added at the top of the circle.

The procedure is then iterated to generate the next points. The discrete angle used is provided by Eq. 3 of the main text: \(\Delta \theta = \theta_0 / \Delta \theta / r\). Fig. S1B shows the generation of the first few points using a large value of \(\Delta \theta\) for clarity. Fig. S1C shows the resulting structures emerging from the 2,000 and 4,000 iterations of the algorithm using a smaller value of \(\Delta \theta = 0.01\) and \(\theta_0 = 2\). Fig. S1D shows that these two curves, once properly rotated and translated, are exactly described by Eq. S13 using the same value of \(\theta_0\) as the one used in the algorithm and a value of \(\theta_0\) such that the radius of curvature at \(P_0\) is equal to the radius \(r_c\) of the initial small circle, namely \(r_0 = r_c / (1 + \theta_0^2)^{-1/2}\).

**Spiral Analysis**

Each experiment is recorded by taking photos at regular time steps adapted according to the injection rate. Typically the time interval between two photos is 1 s for the injection rate used. The pattern is then analyzed at one given time for each experiment when the spirals are sufficiently developed and/or when the overall pattern is as large as the field of view. To analyze the spirals observed in our experiments, we measure the evolution of the spiral radii \(r\) as a function of the polar angle \(\theta\). By convention, the starting point \(P_0\) of the spiral, which is the closest to the spiral center, is characterized by \(\theta = 0\) and \(r = r_0\) (Fig. S2). However, the exact position of the spiral center \(C_s\), from which the radii should ideally be measured, is not known. In this section, we explain the method used to overcome this difficulty.

**System of Coordinates Centered on the Spiral Center.** The equation of a logarithmic spiral written in a system of coordinates centered on the spiral center \(C_s\) is given by

\[
r = r_0 e^{\theta / \theta_0},
\]

where \(r_0\) and \(\theta_0\) are constant parameters. If the spiral radii \(r\) are measured from the exact position of the spiral center \(C_s\), then the evolution of \(r\) as a function of the polar angle \(\theta\) can be fitted using Eq. S14. The measured spiral radii and the polar angle can then be rescaled by \(r_0\) and \(\theta_0\), respectively, to produce the graph displayed in Fig. 3B of the main text.

**Arbitrary System of Coordinates.** The exact position of the spiral center is generally not known a priori and the radii are measured in an arbitrary system of coordinates whose origin does not coincide with \(C_s\). In such a system of coordinates centered on, say, \(C_A\), the expression of a logarithmic spiral is no longer given by the simple form Eq. S14. In this section, we derive the general expression describing a logarithmic spiral off centered with regard to \(C_s\) which is used to fit the data.

The approximate position of the spiral center \(C_A\) used to measure the spiral radii is obtained from the osculating circle passing through \(P_0\). Fig. S2A shows this construction on an exact logarithmic spiral to illustrate and test the proposed procedure. Fig. S2B shows the evolution of the spiral radii \(r\) as a function of the polar angle \(\theta\) when the radii are measured from the exact \((C_s)\) and approximate \((C_A)\) positions of the spiral center, respectively. The polar coordinates of the spiral obtained from the approximate position of the center are noted \((r', \theta')\), whereas the polar coordinates of the spiral obtained from the exact position of the center are noted \((r, \theta)\).

These two curves are obviously equivalent and describe the same spiral. As shown in Fig. S3, they are just measured in two different systems of coordinates related by a rotation and a translation as

\[
\begin{align*}
\begin{pmatrix} x' \\ y' \end{pmatrix} &= \begin{pmatrix} \cos \phi & -\sin \phi \\ \sin \phi & \cos \phi \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix} - \begin{pmatrix} x_0 \\ y_0 \end{pmatrix},
\end{align*}
\]

with

\[
\phi = \arcsin \left( \frac{y_0}{r_0} \right), \quad x' = r' \cos \theta', \quad y' = r' \sin \theta'.
\]

\(x_0\) and \(y_0\) are the Cartesian coordinates of \(C_A\) in the \((x, y)\) system of coordinates whose origin coincides with the spiral center \(C_s\). Because \(r', \theta'\), and \(r_0\) are the quantities measured in practice, the curve \((r, \theta)\) obtained from the exact position of the center can thus be reconstructed once \(x_0\) and \(y_0\) are known by using

\[
r = \sqrt{x^2 + y^2}, \quad \theta = \arccos \left( \frac{x}{r} \right).
\]

Notice that if the spiral is exactly logarithmic and if the approximate center is constructed using the osculating circle passing through \(P_0\), then \(x_0 = 0\) as seen in Fig. S2A. In practice, the spirals are obviously never exactly logarithmic and the position of the osculating circle is never perfect. Consequently, one needs to allow for a nonvanishing value for \(x_0\) in the procedure. We show below how \(x_0\) and \(y_0\) can be obtained.

The spiral parameters \(r_0\) and \(\theta_0\), together with the translation parameters of the center \(x_0\) and \(y_0\), are obtained all at once by fitting the data by the general expression of a logarithmic spiral valid in an arbitrary system of coordinates. This general expression is simply obtained by considering the reverse of the transformation S15:

\[
\begin{align*}
\begin{pmatrix} x' \\ y' \end{pmatrix} &= \begin{pmatrix} \cos \phi & -\sin \phi \\ \sin \phi & \cos \phi \end{pmatrix} \begin{pmatrix} x + x_0 \\ y + y_0 \end{pmatrix},
\end{align*}
\]

with

\[
x = r_0 e^{\phi / \theta_0} \cos t, \quad y = r_0 e^{\phi / \theta_0} \sin t,
\]

and \(\phi\) is given by Eq. S16. The parametric equations, where \(t\) is the parameter describing a logarithmic spiral in an arbitrary system of coordinates, are finally given by

\[
r'(r_0, \theta_0, x_0, y_0; t) = \sqrt{x'^2 + y'^2},
\]

\[
\theta'(r_0, \theta_0, x_0, y_0; t) = \arccos \left( \frac{x'}{r'} \right).
\]

The values of the parameters \(r_0\), \(\theta_0\), \(x_0\), and \(y_0\) are obtained for each spiral by fitting the expression S20 to the measured values of \(r'\) and \(\theta'\) using a nonlinear regression procedure (Mathematica).

At this stage, because \(x_0\) and \(y_0\) are known, we apply the transformation S15 to the data to obtain the measured curve in a system of coordinates centered on the spiral center. The result is shown in Fig. S2B with a very good agreement compared with the measurements performed directly in a system of coordinates centered on the spiral center. This illustrates the correctness of the procedure proposed to treat the data.

**Results from the Analysis**

The results of the analysis described in the previous section are gathered in Fig. 3B of the main text where the radial distance and the polar angle are rescaled by \(r_0\) and \(\theta_0\). The same results are presented here separately for each categories \(S_i\) defined in Fig. 1 of the main text. The spirals are logarithmic in good approximation in each of the seven sectors \(S_i\) of the phase diagram (Fig. S4 below).
Only the sector \( S_1 \) displays more dispersion for low values of \( \theta/\theta_0 \) but, at larger values of the rescaled polar angle, the spirals follow closely the evolution of a logarithmic spiral. For information, we also show in Fig. S4 the results obtained for the inverted case, where sodium silicate is injected into cobalt chloride, corresponding to the sectors \( S_1 \) and \( S_3 \). Those spirals are also logarithmic.

In Fig. S5, we show the distributions of the values of \( r_0 \) and \( \theta_0 \) characterizing all of the analyzed spirals. Those distributions show also the contributions of each sector \( S_i \). Notice that those distributions have a meaning only if \( r_0 \) and \( \theta_0 \) are both independent of the reagent concentrations (or if the dependence is weak). It seems that this is roughly the case by inspecting the contributions of each sector \( S_i \). However, the number of analyzed spirals per sector is not large enough to draw definitive conclusions. Notice that the sector \( S_2 \) is characterized by larger values of \( r_0 \) (\( r_0 > 0.5 \) mm). However, only seven spirals have been analyzed for this sector. For clarity, those data are not reported in Fig. S5.

The distribution of \( r_c \) in the experiments is displayed in Fig. S6 and also follows a log-normal distribution. We find

\[
r_c = (0.51 \pm 0.24) \text{mm}.
\]

Three typical spirals constructed by considering a constant value of \( r_c \) equal to its expectation value and \( \theta_0 \) varying by 1 SD around its expectation value are shown in Fig. S6B. Those three spirals are generated from the same expanding bubble of reagent having a radius equal to 40 \( r_c \). Consequently, they all have the same pair of radii of curvature at their end points. An animation showing the growth of these spirals can be found in Movie S2. Movie S3 shows a qualitative comparison between the growth a spiral observed experimentally and a spiral obtained from the geometrical model.

Finally, Fig. S7 shows the distribution of the maximal value \( \theta_{\text{max}} \) of the polar angle characterizing each analyzed spiral. As explained in the main text, we choose \( \theta_{\text{max}} > 2.44 (140^\circ) \) such that the maximal value of \( \theta/\theta_0 \) for each spiral is large enough to obtain a relevant comparison with the model.

Within our minimal geometric model, the radius of curvature of the spiral at its starting point \( P_0 \) should be close to the radius \( r_c \) of the initial circle of solid precipitate before the solid layer breaks. The radius of curvature \( R \) of a logarithmic spiral is given by

\[
R = r_0 e^{\theta_0/\theta_0} \sqrt{1 + \theta_0^2/\theta_0^2}.
\]

Consequently, at the point \( P_0 \) (\( \theta = 0 \)), the radius of curvature \( r_{P_0} \equiv r_c \) is given by

\[
r_c = r_0 \sqrt{1 + \theta_0^2/\theta_0^2}.
\]

The distribution of \( r_c \) in the experiments is displayed in Fig. S6A and also follows a log-normal distribution. We find

\[
r_c = (0.51 \pm 0.24) \text{mm}.
\]
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Fig. S1. (A) Schematic of the growth mechanism of the curly shaped precipitates during an infinitesimal interval of time. (B) First few points generated by this mechanism and obtained from a discrete algorithm using $\Delta r = 0.2$, $\theta_0 = 2$, and $r_c = 1$. The red straight lines are added to help with visualizing the emerging structure. Due to symmetry, the generation of only one curve is shown. (C) Curves generated from a discrete algorithm using $\Delta r = 0.01$, $\theta_0 = 2$, and $r_c = 1$. The curves obtained after $n = 2,000$ and $n = 4,000$ iterations are shown and correspond to a bubble of injected reagent having a radius of $21r_c$ and $41r_c$, respectively ($n \Delta r + r_c$). (D) If the emerging curves are logarithmic spirals, the position of the spiral center can be deduced from the position of the center of curvature of $P_0$ (see Spiral Analysis). In the context of this algorithm, the position of the center of curvature of $P_0$ is tracked during the growth process. The total angle of rotation of the curves during the growth is simply equal to the sum of all $\Delta \theta$ applied. Therefore, these two curves can be properly rotated and translated such that their centers coincide with the origin of coordinates. These curves are exactly described by Eq. S13 with $\theta_0 = 2$ and $r_0 = r_c/\left(1 + r_0^2\right)^{1/2} \approx 0.89$, such as its radius of curvature at $P_0 (\theta = 0)$ is equal to $r_c$.

Fig. S2. (A) Logarithmic spiral together with the osculating circle passing through the point $P_0$ which is the closest to the spiral center. The center of the osculating circle $C_s$ is used as approximate center to measure the spiral radii. The black dots show where the radii are measured. $C_s$ indicates the position of the spiral center. (B) Plot of the radius $r$ of the spiral as a function of the polar angle $\theta$ using the exact and the approximate positions of the spiral center. The curve reconstructed from the data obtained with the approximate position of the spiral center is also shown (orange dots) and agrees well with the spiral curve measured directly from the exact center position $C_s$. 
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Fig. S3. Representation of the two systems of coordinates. The system of coordinates \((x,y)\) is centered on the spiral center \(C_s\), whereas the system of coordinates \((x',y')\) is centered on \(C_a\) and is used to measure the spiral radii.
Fig. S4. (A–G) Evolution of the rescaled spiral radii $r/r_0$ as a function of the rescaled polar angle $\theta/\theta_0$ for each category $S_i$ identified in Fig. 1 of the main text. (H) Evolution of the rescaled spiral radii $r/r_0$ as a function of the rescaled polar angle $\theta/\theta_0$ for the inverted case, where sodium silicate is injected into cobalt chloride, corresponding to the sectors $S_1$ and $S_3$. 
Fig. S5. (A) Distribution of $r_0$ and (B) distribution of $\theta_0$ for all analyzed spirals. The contributions of each sector $S_i$ are indicated. The log-normal distributions $S_{21}$ are characterized by $\mu = -0.97$ and $s = 0.45$ for $r_0$ and $\mu = 0.47$ and $s = 0.31$ for $\theta_0$.

Fig. S6. (A) Distributions of $r_c$ for all analyzed spirals. The contribution of each sector $S_i$ is indicated. The log-normal distribution $S_{21}$ is characterized by $\mu = -0.77$ and $s = 0.47$. (B) Three typical spirals constructed by considering a constant value of $r_c$ equal to its expectation value and $\theta_0$ varying by 1 SD around its expectation value. The spirals are generated from the same expanding bubble (in gray) of reagent having a radius equals to 40 $r_c$. Consequently, they all have the same pair of radii of curvature at their end points. The graph graduations are in millimeters.
**Fig. S7.** Distribution of $\theta_{\text{max}}$ defined as the maximal value of the polar angle of the analyzed spiral segments.

**Movie S1.** Some examples of chemical gardens growing in a confined geometry upon injecting one solution of cobalt chloride into sodium silicate.

[Movie S1](#)
Movie S2. Photos of spiraling precipitates and animation of the spiral growth according to the geometrical model.

Movie S3. Qualitative comparison between the spiral growth observed in experiments and the one obtained from the geometrical model.