Near-Deterministic Weak-Value Metrology via Collective non-Linearity
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We demonstrate a linear enhancement in the weak-value strategy of the success probability while simultaneously displaying an extensive growth in the weak value. We propose an experimental implementation of our scheme.

Introduction.— Quantum metrology employs non-classical correlations and Hamiltonian interactions to enhance parameter estimation [1, 2]. An example of a metrology scheme with demonstrable advantages to measure weak signals in the presence of technical noise sources [3] and also for saturated signals [4] is weak-value metrology. Weak-value amplification (WVA) uses postselection to enhance measurements of small parameters via amplification [5–9]. Such postselection involves rejecting measurement outcomes and there exists a trade-off between the postselection probability of the desired measurement and the amplification produced by the apparatus. This trade-off has always limited the applicability of weak-value metrology. Given its practical applications [10–13], it is desirable to have (at least) linear scaling in both quantities, since this promises that a modest increase in the number of atoms participating in the collective interaction will amplify the signal while simultaneously making the desired measurements more probable. Such a solution was lacking until now. In this manuscript, we show that non-linear collective Hamiltonians can enhance existing WVA schemes substantially. We demonstrate a linear enhancement in the weak-value $A_w$ and a simultaneous quadratic enhancement in the success probability $P_s$, both defined below. Furthermore, we discuss a near-deterministic WVA scheme that shows a quadratic enhancement of $A_w$. Finally, we propose an experimental scheme that realizes the initial state preparation, the final system state measurement and an implementation of the non-linear WVA Hamiltonian to realize this advantage using existing experimental resources.

Success Probability and Weak Value.— Consider the bipartite Hamiltonian $H_I = gA \otimes B \delta(t - t')$, where $A(B)$ is a Hermitian operator defined in the system(meter) Hilbert space and $g$ is the extremely small parameter of interest. The initial state $|\Psi_i\rangle = |\psi_i\rangle \otimes |\phi_i\rangle$ is allowed to weakly interact for a small time and is then postselected in a final system state $|\psi_f\rangle$. The resulting postselected or “kicked” meter state is given by $|\phi_f\rangle = M|\phi_i\rangle / ||M|\phi_i||$, where $M = \exp(-igA_wB)$ is the non-unitary evolution defined in terms of the weak value $A_w$ [6], given by

$$A_w = \frac{\langle \psi_f | A | \psi_i \rangle}{\langle \psi_f | \psi_i \rangle}. \quad (1)$$

We will refer to the choice of the initial state of the system, the final state of the system and the initial state of the meter as the weak value strategy. Note that the $A_w$ is inversely proportional to the square-root of the success probability $P_s = |\langle \psi_f | \psi_i \rangle|^2$. A small success probability hence implies a large amplification. WVA hence allows for the small value $g$ to be amplified due to the effect of the measurement of the system. In general, $A_w$ can be a complex number and greater than the expectation value of the observable $A$. For unbiased estimators, when the weak value is chosen to be purely imaginary [14] the expectation value of a meter observable $R$ is approximately given by

$$\langle R \rangle_{\phi_I} \approx 2g|Im(A_w)Re(\alpha)| \quad (2)$$

where $\alpha = \langle RB \rangle_{\phi_f}$, offering the potential amplification of $g$ in the measured signal [14]. For example, if $A = \sigma_x$, $|\psi_i\rangle = |\downarrow\rangle$ and $|\psi_f\rangle = |\theta\rangle = \sin(\theta)|\uparrow\rangle + \exp(i\frac{\theta}{2})\cos(\theta)|\downarrow\rangle$, then $A_w \approx i/\theta$ for small $\theta$. This implies that the choice of the postselected state to be nearly orthogonal to the initial state amplifies $g$ to a larger number which can then be read from the kicked meter state. The central trade-off of the not deterministic WVA technique is that enhancing weak value comes at a corresponding loss of the success probability of the postselection event. This hinders the utility of the WVA procedure in practice, since the successful detector clicks are always competing with the amplification. One may seek to remedy this by having multiple probes.

If measurements are performed on $2j$ independent copies, the success probability of at least one positive click scales extensively in the number of independent ancilla [15] since

$$P_s^{(2j)} = 1 - (1 - P_s)^{2j} \approx 2jP_s \quad (2)$$

where we denote the success probability associated with multiple probes as $P_s^{(2j)}$. This presupposes that at the end of these $2j$ detector clicks, we are satisfied with
just one of the experimental runs returning an amplification. If we require that all $2j$ independent measurements simultaneously produce weak value amplification, then the corresponding success probability decreases exponentially. A natural question that arises is whether this extensive scaling of $P_s$ can be improved while enhancing the weak value. Since entanglement provides an advantage in computing and allows us to go beyond shot-noise variance in metrology, it is reasonable to expect an entanglement advantage in WVA as well. Furthermore, since an advantage due to collective interactions has been observed in disparate technologies such as metrology [16, 17] and energy storage [18–21], it is reasonable to expect collective interactions to lead to an advantage in weak-value metrology. This was explored by Pang and Brun [14] whose proposal leads to sub-linear scaling in $A_w$ with a simultaneous linear enhancement in $P_s$, which we briefly review.

**Optimized Trade-off for Linear Hamiltonians.** — The postselection probability, the weak value and the variance of the Hamiltonian in the initial state are related to each other [14]. Hence an optimization of $P_s^{(2j)}$ or $A_w$ can be performed separately, each time at the expense of the other. To optimize $P_s^{(2j)}$, Eq. (1) can be modified to read $\langle \psi_f | (A - A_w) | \psi_i \rangle = 0$. The postselected state is hence orthogonal to the state $(A - A_w) | \psi_i \rangle$. The optimal postselected state can be found using Gram-Schmidt orthogonalization and the corresponding maximum $P_s^{(2j)}$ is

$$\max P_s^{(2j)} \approx \frac{Var(A) | \langle \psi_i | \psi_i \rangle |}{|A_w|^2},$$

where $Var(A) | \psi_i \rangle = \langle \psi_i | A^2 | \psi_i \rangle - | \langle \psi_i | A | \psi_i \rangle |^2$. This equation is valid for $|A_w| \gg \max(A)$. For the collective operator $A = J_z$, maximizing the variance over an arbitrary initial state $| \psi_i \rangle$ yields $\max Var(J_z) | \psi_i \rangle = j^2$, corresponding to the state

$$| \psi_i \rangle \propto |j, j\rangle + |j, -j\rangle,$$

where normalization constant has been omitted. This initial state is well known for its advantage in various quantum metrology protocols [1]. For a fixed value of $A_w$, the postselection probability hence scales as $j^2$. This is $j$ times better than using uncoupled ancillas which shows linear scaling in $j$. Using the orthogonalisation argument presented above, the final postselection state for linear collective Hamiltonians takes of the form

$$| \psi_f \rangle \propto (j + A_w)(j, j) + (j - A_w)(j, -j).$$

Hence the entanglement of the initial/final state and the collective Hamiltonian interactions are leveraged to produce a quantifiable advantage in the success probability. To compare collective and individual strategies for weak value amplification, we define the success probability advantage of collective strategies as

$$\sigma := \frac{P_s^{(2j)}}{2jP_s}.$$  

While an uncorrelated weak-value strategy yields an advantage $\sigma \propto 1$, the aforementioned entanglement strategy offers $\sigma \propto j$ for a fixed $A_w$. Clearly the limitation of this strategy is the extensive scaling of $\sigma$ comes at the cost of holding $A_w$ fixed, though a large number of particles are participating in the dynamics.

On the other hand, WVA can be optimized by holding $\sigma$ fixed. Consider a postselection state $| \psi_f \rangle$ of the form

$$| \psi_f \rangle = \sqrt{P_s^{(2j)}} | \psi_i \rangle + \sqrt{1 - P_s^{(2j)}} | \psi_i^\perp \rangle,$$

where $| \psi_i^\perp \rangle$ is a state that is orthogonal to the initial state $| \psi_i \rangle$. The weak value in Eq. (1) becomes

$$A_w = \langle \psi_i | A | \psi_i \rangle + \sqrt{1 - P_s^{(2j)}} \langle \psi_i^\perp | A | \psi_i \rangle.$$  

For small $P_s$, it can be shown that

$$\max |A_w| \approx \sqrt{\frac{Var(A) | \langle \psi_i | \psi_i \rangle |}{P_s^{(2j)}}}.$$  

As noted in Eq. (3), the maximum weak value depends only on the variance of observable $A$ with respect to initial state. By fixing $\sigma \propto 1$, the maximum attainable weak-value scaling is $A_w \propto \sqrt{j}$.

To summarize the case of linear collective Hamiltonians, there is a definite trade off between either maximizing post-measurement quantum advantage $\sigma$ or gaining
FIG. 2. Deterministic Dicke state preparation involves the action of the unitary operators $U_{j,m_1}$ and $U_{j,m_2}$ on the computational state prepare Dicke states. The state after passing through the control-SWAP gate is projected onto $|j⟩⟨j|$. The non-zero overlaps $⟨j, m_1|ζ⟩$ and $⟨j, m_2|ζ⟩$ are used to define the state $|μ⟩$ which produces the desired initial state as shown.

A collective advantage in the weak value $A_w$. Different strategies involving linear Hamiltonians can either produce an extensive success probability advantage for fixed $A_w$ or no advantage for the case where $A_w \propto \sqrt{j}$. We now show that non-linear Hamiltonian metrology offers a simultaneous collective advantage $σ$ and an enhancement in $A_w$ that scales favorably with $j$.

Non-Linearity and Joint Optimization.— Consider the Hamiltonian

$$H = g(J^2 - J_z^2) \otimes a^†a,$$  \hspace{1cm} (10)

whose physical implementation is discussed below. The maximum and minimum eigenvalues of the system Hamiltonian are $j(j + 1)$ and $j$ respectively [23] correspond to the eigenstates $|j, 0⟩$ and $|j, ±j⟩$. Choosing $|j, -j⟩$ as the lower eigenstate, the initial state is taken as the equal superposition of these eigenstates, namely

$$|ψ_i⟩ \propto |j, 0⟩ + |j, -j⟩.$$  \hspace{1cm} (11)

Following the analysis outlined for linear Hamiltonians, the maximum variance with $A = J^2 - J_z^2$ is

$$\max Var(A)|ψ_i⟩ = \frac{j^4}{4}. \hspace{1cm} (12)$$

Since the maximum value of $A_w$ in Eq. (9) depends on the square root of variance over the postselection probability, if we fix $P_s^{(2j)} = κj^2 \ll 1$, the maximum weak value will scale as $A_w \propto j$. This means that simultaneously we have achieved superextensive scaling in the success probability denoted by $σ \propto j$ and extensive weak value amplification due to collective non-linearity. This is one of the main results of our manuscript. The corresponding postselected state (see Appendix A) can be evaluated to be

$$|ψ_f⟩ \propto (\sqrt{κ}j + 1)|j, 0⟩ + (\sqrt{κ}j - 1)|j, -j⟩.$$  \hspace{1cm} (13)

Near-Deterministic Strategy.— On the other hand, we can optimize the final state differently to obtain a near-deterministic weak-value metrology protocol. Let us consider Eq. (8). once again, but seek a near-deterministic protocol by setting $P_s^{(2j)} = 1 - ε$. If we choose $|ψ_f⟩ \propto (1 + \sqrt{ε})|j, 0⟩ + (1 - \sqrt{ε})|j, -j⟩$, with the same initial state as before, we obtain a nearly deterministic protocol with quadratic scaling in $A_w$ simultaneously. This quantum advantage is predicated on (a) an implementation of the non-linear Hamiltonian in Eq. (10) and (b) preparation of the initial state and measurement in the final system state. We now detail an experimental proposal to implement this.

Implementation of non-Linear Hamiltonian.— Consider the two-photon Tavis-Cummings Hamiltonian namely

$$H_0 = g_0(J_xa^2e^{iδ−t} + J_−a^†2e^{−iδ−t}). \hspace{1cm} (14)$$

Such a two-photon collective Hamiltonian can be implemented by generalizing existing two-photon Jaynes-Cummings [24, 25] models to include several atoms or modifying an existing Dicke model implementation to introduce a two-photon term [26, 27]. We propose the second method, wherein $2j$ transmon atoms [28] are coupled to a resonator mode whose fundamental frequency is at $ω_c$. Since the cavity frequency is close to half the transmon’s frequency $ω_{01}$, one needs to ensure that any higher modes of the cavity are sufficiently detuned from $ω_{01}$. This can be achieved by either using lumped-element resonators [29] which effectively only have one mode, or by choosing a quarter-wave transmission line resonator [30] whose second harmonic is at three times the fundamental frequency. This is depicted in Fig. (1) alongside the energy level of a (different) cavity used to perform the qubit transformations highlighted in the next section.

In order to derive the Hamiltonian from a two-photon Rabi model [31], the frequency $ω_{01}$ and the cavity frequency $ω_c$ are related to the bare coupling via $g_0 ≪ |δ−| ≪ δ+$. Here $δ_± = ω_0 ± 2ω_c$ is the two-photon detuning (sum frequency) and we have already dropped the counter-rotating terms owing to the magnitude of $δ_±$ to arrive at Eq. (14). In the far-detuned regime $g_0 ≪ δ−$, we can write the effective Hamiltonian [32, 33] as Eq. (10) with the identification $g = −4g_0^2/δ−$. This Hamiltonian can be understood to induce a (collective) state dependent Bloch-Siegert [34] like shift in the harmonic spectrum. Such a Hamiltonian represents a non-linear interaction between atoms mediated by a cavity and is crucially different from the Tavis-Cummings model where twisting Hamiltonians [2, 35] are produced by adiabatically eliminating the cavity. We note that the coupling
in Eq. (14) is significantly small and hence the spectral collapse [25] of the Hamiltonian in ultra-strong coupling regime is avoided. A small magnetic field would displace the energy levels represented by $\omega_{01}$ linearly, which can be inferred from a corresponding weak-value amplified shift in the measured value of $4g_{2}^{2}/\delta_{\omega}$.

**State Preparation & Measurement.**— Now we propose a scheme to prepare the initial state and perform the measurement in the final state. The solution is presented as multi-qubit circuit implementations, which may be implemented by using an additional resonator mode. The initial state for all of the weak value strategies considered is the superposition of two Dicke states, which we can write as $\alpha(j, m_{1}) + \beta(j, m_{2})$. Dicke states can be prepared with an efficient deterministic quantum algorithm [23]. We combine this with a probabilistic protocol for implementing superposition of two pure states [36, 37] if the overlap with a reference state $|\zeta\rangle$ is known. The choice of the reference state $|\zeta\rangle$ is arbitrary and constrained only to have non-zero overlap with the two states being superposed. The two states $|j, m_{1,2}\rangle$ are input into the device shown in Fig. (2). An ancilla is initialized in the state $\alpha|0\rangle + \beta|1\rangle$ and the control-SWAP gate is implemented. Following this, the second output is projected onto the state $|\zeta\rangle$ and the ancilla qubit is projected onto a state whose coefficients are drawn from $|\zeta\rangle$ [36] (see Appendix B). Since a projector onto the state $|\zeta\rangle$ has to be implemented, a judicious choice of the state incorporates ease of implementation. To prepare the initial state in Eq. (4) we choose $|\zeta\rangle = |+\rangle^{\otimes 2j}$. Although the success probability of this state preparation is $2^{-4j^{2}}$, this procedure can serve as an offline resource for the initial state. Once prepared, the success probability of the metrology scheme follows the scaling arguments we outline.

Finally, we address the task of measurement in the states $|\zeta\rangle$ and $|\psi_{f}\rangle$. The circuit presented in Fig. (3) implements the projector $|\psi_{f}\rangle\langle\psi_{f}|$ on the time-evolved state (see Appendix C for a detailed derivation). This circuit is the standard modification of the superposition circuit that exchanges sources with detectors. Our modified scheme hence starts with the initial state $|R_{1}\rangle = |\mu\rangle \otimes |\Psi(t)\rangle \otimes |\zeta\rangle$, where $|\Psi(t)\rangle$ is the time evolved system-meter state. We then pass it through the circuit shown in Fig. (3). The evolved state $|R_{2}\rangle$ is projected onto the system basis $|\nu\rangle \otimes |j, m_{1}\rangle \otimes |j, m_{2}\rangle$. The successful projection onto $|\psi_{f}\rangle$ happens with probability $P_{s} \propto \alpha^{*}(\langle\Psi(t)|j, m_{1}\rangle + \beta^{*}(\Psi(t)|j, m_{2}\rangle)|\alpha(j, m_{1}|\Psi(t)| + \beta(j, m_{2}|\Psi(t))|$. For the state in Eq. (13), we choose $m_{1} = 0$ and $m_{2} = -j$ which yields the same scaling $P_{s} \propto j^{2}$ as $P^{(2j)}$.

**Fisher Analysis.**— Postselecting on a rare outcome always involves discarding many measurement results. The question that arises is to establish under what conditions the postselected states have a majority of the information available from the full measurement of the joint pre-measurement state. The information content is quantified by the quantum Fisher information $I(g)$ (QFI) associated with the joint state is $[38, 39]$ given by

$$I(g) = 4\frac{d|\Psi_{g}\rangle}{dg} \frac{d|\Psi_{g}\rangle}{dg} - 4\left|\frac{d|\Psi_{g}\rangle}{dg}|\Psi_{g}\rangle\right|^{2},$$

where $|\Psi_{g}\rangle = \exp(-igH)|\Psi_{1}\rangle$. For an unbiased estimator, it is well known [39] that the variance of the unknown parameter scales inversely with the QFI namely $\text{Var}(g) \propto I^{-1}(g)$. For the bipartite Hamiltonian $gA \otimes B$ the QFI is evaluated as $I(g) = 4[\langle A^{2}\rangle\langle B^{2}\rangle - \langle A\rangle\langle B\rangle]^{2}$. For the initial state of the system given by Eq. (11) and meter being in the coherent state $|\phi_{i}\rangle = |\eta\rangle$, this is evaluated to be

$$I(g) = 4\left[\frac{1}{2}(j^{4} + 2j^{3} + 2j^{2})(|\eta|^{4} + |\eta|^{2}) - \frac{1}{4}(j^{4} + 4j^{3} + 4j^{2})|\eta|^{4}\right],$$

$$\approx 2j^{4}||\eta||^{2},$$

for $|\eta| \ll 1$.

Furthermore, we also investigate if the QFI present in the measurement of the state in Eq. (13) saturates the total QFI available to the initial state. Let $I'(g)$ denote the quantum Fisher information of the kicked meter state after postselection of the system state. The ratio of the post-measurement Fisher information to the total QFI in this case is evaluated to be

$$\frac{I'(g)}{I(g)} \approx \frac{1}{2}(1 - |\eta g A_{w}|^{2}),$$

FIG. 3. The time-evolved system-meter state $|\Psi(t)\rangle$ enters the circuit where $|\mu\rangle$ and $|\zeta\rangle$ are ancilla and reference states defined in the text. The final state is projected onto the joint quantum state $|\nu\rangle \otimes |j, m_{1}\rangle \otimes |j, m_{2}\rangle$ which results in the postselection of the system in the state $|\psi_{f}\rangle$. 
where $|\eta g A_m| \ll 1$. Hence though only half of all of the information is available from the rarely postselected states from the full measurement, this is a constant reduction in the total QFI independent of the number of particles. A Fisher analysis of the near-deterministic scheme provides a similar scaling.

Conclusions.— One of the drawbacks of WVA is that detector clicks are competing with the desired amplification. In this work, we describe a metrology scheme that simultaneously enhances the success probability and weak value. Furthermore, we demonstrate a collective advantage from non-linear Hamiltonians and prove that the success probability advantage scales linearly $\sigma \propto j$. This extends the well-known advantage of non-linear Hamiltonians [16] to WVA metrology. This super-extensive enhancement of the success probability implies that with a modest enhancement in the number of spins $2j$, there can be a dramatic enhancement of the success probability and the amplified weak value. We propose experimental implementations of the crucial steps of the protocol, namely the preparation of the initial states, the measurement in the final state and the implementation of the proposed interaction Hamiltonian. The initial and reference states are prepared as an offline resource which does not impact the success probability of the metrology scheme. Our scheme makes it possible to perform weak-value metrology with linear enhancement in weak-value and quadratic enhancement in success probability. Such an enhancement can be further generalized to other higher order non-linear Hamiltonians using our theoretical approach and the corresponding experimental proposal. An information theoretic analysis of both our schemes show that approximately half of the available Fisher information is collected by our scheme, a ratio that does not scale with the number of atoms. Finally, we formalize the quantum advantage due to collective interactions and non-linear Hamiltonians via the success probability advantage $\sigma$.

This simultaneous enhancement can be used for practical metrology protocols which still retain the known advantages of WVA metrology, in the amplifying exceedingly small parameters, in the presence of technical noise sources and in the presence of detector saturation while boosting the underlying probabilities. Such enhancement will find applications in sensing various physical parameters of interest.
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A: Proof of Simultaneous Optimization

The final state can be written as

$$|\psi_f\rangle = \sqrt{P_s^{(2j)}}|\psi_i\rangle + \sqrt{1 - P_s^{(2j)}}|\psi_i^+\rangle,$$  \hspace{1cm} \text{(18)}$$

where $P_s^{(2j)}$ is small. In Eq. (18) $|\psi_i^+\rangle$ is orthogonal to the state $|\psi_i\rangle$. The orthogonal state can be written in terms of initial state $|\psi_i\rangle$ as

$$|\psi_i^+\rangle = (A - \langle A|\psi_i\rangle)|\psi_i\rangle \sqrt{\text{Var}(A)_{|\psi_i\rangle}}.$$  \hspace{1cm} \text{(19)}$$

If we fix $P_s^{(2j)} = \kappa j^2$, the equation above can be rewritten as

$$|\psi_f\rangle = \sqrt{\kappa j^2} \frac{1}{\sqrt{2}}(|j, 0\rangle + |j, -j\rangle) + \sqrt{1 - \kappa j^2} \frac{1}{\sqrt{\text{Var}(A)_{|\psi_i\rangle}}} \sqrt{\frac{1}{2}} \left(\kappa j \frac{|j, 0\rangle - |j, -j\rangle}{2}\right).$$  \hspace{1cm} \text{(20)}$$

The variance of $A$ goes as $j^4/4$, so Eq. (20) becomes

$$|\psi_f\rangle \propto \sqrt{\kappa j} (|j, 0\rangle + |j, -j\rangle) + \sqrt{1 - \kappa j^2} (|j, 0\rangle - |j, -j\rangle).$$  \hspace{1cm} \text{(21)}$$

Since $P_s^{(2j)}$ is small, $\sqrt{1 - \kappa j^2}$ is approximated to unity. Finally we get the postselection state as

$$|\psi_f\rangle \propto (\sqrt{\kappa j} + 1)|j, 0\rangle + (\sqrt{\kappa j} - 1)|j, -j\rangle.$$  \hspace{1cm} \text{(22)}$$

This is Eq. (13) in the main text.

B: Preparation of Initial State

We propose a non-deterministic scheme for preparing the initial state of the system. The initial state can be constructed from the circuit diagram given in Fig. (2). The Dicke states $|j, m_1\rangle$ and $|j, m_2\rangle$ are created by the action of unitaries $U_{j,m_1}$ and $U_{j,m_2}$ on the computational states $|0\rangle^{\otimes j-m_1} \otimes |1\rangle^{\otimes j+m_1}$ and $|0\rangle^{\otimes j-m_2} \otimes |1\rangle^{\otimes j+m_2}$. Thus the input state of the circuit is

$$|R_1\rangle = |\nu\rangle \otimes |j, m_1\rangle \otimes |j, m_2\rangle.$$  \hspace{1cm} \text{(23)}$$

The ancilla state $|\nu\rangle$ is taken to be $\alpha|0\rangle + \beta|1\rangle$. Setting $\alpha = \beta = 1/\sqrt{2}$. The control-SWAP gate gets activated when state $|1\rangle$ passes through the first terminal. The state after the control-SWAP gate is

$$|R_2\rangle = \frac{1}{\sqrt{2}} (|0\rangle \otimes |j, m_1\rangle \otimes |j, m_2\rangle + |1\rangle \otimes |j, m_2\rangle \otimes |j, m_1\rangle).$$  \hspace{1cm} \text{(24)}$$

Finally the state is projected onto $K = |\mu\rangle \langle \mu| \otimes I \otimes |\zeta\rangle \langle \zeta|$. For convenience, $|\mu\rangle$ is set to $|\langle j, m_1|\zeta\rangle| |0\rangle + |\langle j, m_2|\zeta\rangle| |1\rangle$. The only condition required is the overlaps $\langle j, m_1|\zeta\rangle$ and $\langle j, m_2|\zeta\rangle$ are non-zero. After measurement the state $|R_2\rangle$ becomes

$$|R_3\rangle = |\mu\rangle \otimes \left[ \frac{1}{\sqrt{2}} \langle \langle j, m_2\rangle | j, m_1 \rangle \rangle |j, m_1\rangle + \frac{1}{\sqrt{2}} \langle \langle j, m_1\rangle | j, m_2 \rangle \rangle |j, m_2\rangle \right] \otimes |\zeta\rangle.$$  \hspace{1cm} \text{(25)}$$

For our problem, we choose $m_1 = 0$ and $m_2 = -j$ and the reference state $|\zeta\rangle$ as $|+\rangle^{\otimes 2j}$. The overlaps in Eq. (25) are $\langle \zeta|j, 0\rangle = |\langle j, 0\rangle| = (1/\sqrt{2})^{2j}$ and $\langle \zeta|j, -j\rangle = |\langle j, -j\rangle| = (1/\sqrt{2})^{2j}$. Finally we get the input state from the output of second terminal as
For convenience, we assume the first terminal. The state after control-SWAP gate is
\[
|\psi_i\rangle = \frac{1}{\sqrt{2}}(|j, 0\rangle + |j, -j\rangle). \tag{26}
\]

The success probability of this state preparation is evaluated to be
\[
P = \langle R_2|K^\dagger K|R_2\rangle = |\langle j, m_1|\zeta\rangle|^2|\langle j, m_2|\zeta\rangle|^2. \tag{27}
\]

For the initial state defined in Eq. (4), the success probability of state preparation is
\[
P = \left(\frac{1}{2}\right)^{j}\left(\frac{1}{2}\right)^{j}. \tag{28}
\]

### C: Implementation of Measurement

The post-measurement can be implemented using the circuit in Fig. (3). The input state of the circuit is
\[
|R_1\rangle = |\mu\rangle \otimes |\Psi(t)\rangle \otimes |\zeta\rangle.
\]

The ancilla state is chosen to be $|\mu\rangle = \alpha|0\rangle + \beta|1\rangle$. The control-SWAP gate gets activated when $|1\rangle$ passes through the first terminal. The state after control-SWAP gate is
\[
|R_2\rangle = \alpha|0\rangle \otimes |\Psi(t)\rangle \otimes |\zeta\rangle + \beta|1\rangle \otimes |\zeta\rangle \otimes |\Psi(t)\rangle.
\]

We finally measure the states with a joint quantum state $|\nu\rangle \otimes |j, m_1\rangle \otimes |j, m_2\rangle$ with the measurement operator defined as
\[
K = (|\nu\rangle\langle\nu| \otimes |j, m_1\rangle\langle j, m_1| \otimes |j, m_2\rangle\langle j, m_2|).
\tag{29}
\]

The state after measurement $K$ is
\[
|R_3\rangle = \frac{(|\nu\rangle\langle\nu| \otimes |j, m_1\rangle\langle j, m_1| \otimes |j, m_2\rangle\langle j, m_2|)|R_2\rangle}{\sqrt{\langle R_2|K^\dagger K|R_2\rangle}}.
\]

For convenience, we assume $\langle \nu|0\rangle = \lambda(j, m_1|\zeta)$ and $\langle \nu|1\rangle = \lambda(j, m_2|\zeta)$, we get
\[
|R_3\rangle = \frac{\lambda(j, m_1|\zeta)\langle j, m_2|\zeta|\alpha\langle j, m_1| + \beta\langle j, m_2||\Psi(t)||\nu\rangle \otimes |j, m_1\rangle \otimes |j, m_2\rangle}{\sqrt{\langle R_2|K^\dagger K|R_2\rangle}}. \tag{30}
\]

$\lambda$ can be obtained by normalizing $|\nu\rangle$. On normalizing $|\nu\rangle$, we get
\[
\lambda = \frac{1}{\sqrt{|\langle j, m_1|\zeta\rangle|^2 + |\langle j, m_2|\zeta\rangle|^2}}. \tag{31}
\]

The probability of the measurement Eq. (28) for a particular outcome can be obtained from evaluating $\tilde{P}_s = \langle R_2|K^\dagger K|R_2\rangle$ as follows
\[
\tilde{P}_s = \langle R_2|K^\dagger K|R_2\rangle, \quad 
\tilde{P}_s = \left(\frac{\lambda(j, m_1|\zeta)\langle j, m_2|\zeta|\alpha\langle j, m_1| + \beta\langle j, m_2||\Psi(t)||\nu\rangle \otimes |j, m_1\rangle \otimes |j, m_2\rangle}{\sqrt{\langle R_2|K^\dagger K|R_2\rangle}}\right)^2.
\tag{32}
\]
For postselecting onto the state given in Eq. (13), we set $\alpha = (\sqrt{\kappa}j + 1)/\sqrt{2(1 + \kappa j^2)}$ and $\beta = (\sqrt{\kappa}j - 1)/\sqrt{2(1 + \kappa j^2)}$, $m_1 = 0$ and $m_2 = -j$. Choosing reference state as the equal superposition of Dicke states (i.e., $|\zeta\rangle = 1/\sqrt{2}|j, 0\rangle + |j, -j\rangle$), which can be prepared with the circuit in the Fig. (2) with low probability by choosing the reference state as $|\!\!+\rangle^\otimes 2j$ and using it as an offline resource. Therefore the overlaps are $|\langle j, m_1 | \zeta\rangle| = |\langle j, m_2 | \zeta\rangle| = 1/\sqrt{2}$.

The input state of the circuit is $|\Psi(t)\rangle = \exp(-igA \otimes B)|\psi_i\rangle \otimes |\phi_i\rangle \approx (1 - igA \otimes B)|\psi_i\rangle \otimes |\phi_i\rangle$ for small values of $g$.

Before evaluating the probability, we first calculate the following overlaps

$$\alpha^* \langle \Psi(t)|j, m_1\rangle + \beta^* \langle \Psi(t)|j, m_2\rangle \approx \langle \phi_i| \left( \frac{1}{\sqrt{1 + \kappa j^2}} (\sqrt{\kappa}j + \frac{igB}{2} [j(j+1)(\sqrt{\kappa}j + 1) + j(\sqrt{\kappa}j - 1)]) \right) \right),$$

$$\approx \langle \phi_i| \left( \frac{\sqrt{\kappa}j}{\sqrt{1 + \kappa j^2}} (1 + \frac{igB}{2} [j^2 + 2j + j/\sqrt{\kappa}]) \right),$$

$$= \langle \phi_i| \left( \frac{\sqrt{\kappa}j}{\sqrt{1 + \kappa j^2}} \exp \left( \frac{ig}{2} \left[ j^2 + 2j + j/\sqrt{\kappa} \right] B \right) \right).$$

(32)

Since the assumption $\kappa j^2$ is very small, $j/\sqrt{\kappa}$ is the dominant term in the exponential. So the overlap can be written as

$$\alpha^* \langle \Psi(t)|j, m_1\rangle + \beta^* \langle \Psi(t)|j, m_2\rangle \approx \langle \phi_i| \left( \frac{\sqrt{\kappa}j}{\sqrt{1 + \kappa j^2}} \exp(i gA_w B) \right) \right).$$

(33)

Similarly the other overlap can also be evaluated in the same fashion

$$\alpha \langle j, m_1|\Psi(t)\rangle + \beta \langle j, m_2|\Psi(t)\rangle \approx \langle \phi_i| \left( \frac{\sqrt{\kappa}j}{\sqrt{1 + \kappa j^2}} \exp(-i gA_w B) \right) \right).$$

(34)

Substituting Eq. (33) and Eq. (34) in Eq. (31), we get

$$\tilde{P}_s \propto \frac{\kappa j^2}{4(1 + \kappa j^2)}.$$  

(35)

Approximating $1 + \kappa j^2$ to unity, the probability of measurement is $\tilde{P}_s \propto \kappa j^2$, which has the same quadratic scaling in $j$ as $P_s^{(2j)}$.  

