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ABSTRACT

The learning data requirements are analyzed for the construction of stealth attacks in state estimation. In particular, the training data set is used to compute a sample covariance matrix that results in a random matrix with a Wishart distribution. The ergodic attack performance is defined as the average attack performance obtained by taking the expectation with respect to the distribution of the training data set. The impact of the training data size on the ergodic attack performance is characterized by proposing an upper bound for the performance. Simulations on the IEEE 30-Bus test system show that the proposed bound is tight in practical settings.
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1. INTRODUCTION

Data injection attacks [1] are one of the main threats that the smart grid faces. Attack constructions that exploit the sparsity of the data injection vector have been proposed [2] as practical constructions that can disrupt the state estimation performed by the operator. Distributed attack construction and detection strategies are studied in [3,4,5,6] where it is shown that the bad data detection procedures put in place by the operator can be defeated by several attackers that control a subset of the sensing infrastructure in the grid. Modelling the state variables as a random process, attack constructions that exploit the statistical knowledge of the state variables are proposed in [7,8]. The addition of probabilistic structure to the state variables opens the door to the definition of information theoretic attacks for which the damage and probability of detection are characterized in terms of information measures [9]. In [10] the assumption of perfect knowledge of the statistics of the state variables is relaxed by considering a training data set to learn the statistics. Therein, it is numerically shown that the performance of the attack when imperfect knowledge of the statistics is available changes significantly with respect to the case with perfect knowledge. In this paper, we analytically characterize the impact of the training data size and the correlation between state variables over the attack performance.

2. SYSTEM MODEL

2.1. State Estimation and Bad Data Detection

The measurement model for state estimation with linearized dynamics is given by

\[ Y^M = HX^N + Z^M, \]

where \( Y^M \in \mathbb{R}^M \) is a vector of random variables describing the measurements; \( X^N \in \mathbb{R}^N \) is a vector of random variables describing the state variables; \( H \in \mathbb{R}^{M \times N} \) is the linearized Jacobian measurement matrix which is determined by the power network topology and the admittances of the branches; and \( Z^M \in \mathbb{R}^M \) is the additive white Gaussian noise (AWGN) with distribution \( \mathcal{N}(0, \sigma^2 I_M) \) where \( \sigma^2 \) is the variance of the error introduced by the sensors [11,12]. The vector of the state variables is assumed to follow a multivariate Gaussian distribution given by \( X^N \sim \mathcal{N}(0, \Sigma_{XX}) \), where \( \Sigma_{XX} \) is the positive-definite covariance matrix of the distribution of the state variables. The Gaussian assumption for the vector of the state variables is also adopted by [7] and [8]. As a result of the linear measurement model in (1), the vector of measurements also follows a multivariate Gaussian distribution denoted by \( Y^M \sim \mathcal{N}(0, \Sigma_{YY}) \), where \( \Sigma_{YY} = H\Sigma_{XX}H^T + \sigma^2 I_M \).

Data injection attacks corrupt the measurements available to the operator by adding an attack vector to the measurements. The resulting vector of compromised measurements is given by

\[ Y_A^M = HX^N + Z^M + A^M, \]

where \( A^M \in \mathbb{R}^M \) is the attack vector and \( Y_A^M \in \mathbb{R}^M \) is the vector containing the compromised measurements [11]. Following the approach in [9] we adopt a Gaussian framework for the construction of the attack vector, i.e. \( A^M \sim \mathcal{N}(0, \Sigma_{AA}) \), where \( \Sigma_{AA} \) is the covariance matrix of the attack distribution. The rationale for choosing a Gaussian distribution for the attack vector follows from the fact that for the attack model in [2] the additive attack distribution that minimizes the mutual information between the...
The operator of the power system makes use of the acquired measurements to detect the attack. The detection problem is cast as a hypothesis testing problem with hypotheses

\[ H_0 : Y^M \sim N(0, \Sigma_{YY}) \text{ versus } H_1 : Y^M \sim N(0, \Sigma_{Y_AY_A}). \]

The null hypothesis \( H_0 \) describes the case in which the power system is not compromised, while the alternative hypothesis \( H_1 \) describes the case in which the power system is under attack. The Neyman-Pearson lemma [11] states that for a fixed probability of Type I error, the likelihood ratio test (LRT) achieves the minimum Type II error when compared with any other test with an equal or smaller Type I error. Consequently, the LRT is chosen to decide between \( H_0 \) and \( H_1 \) based on the available measurements. The LRT between \( H_0 \) and \( H_1 \) takes following form:

\[ L(y) = \frac{f_{Y_A^M}(y)}{f_{Y^M}(y)} \geq \tau, \]  

where \( y \in \mathbb{R}^M \) is a realization of the vector of random variables modelling the measurements, \( f_{Y_A^M} \) and \( f_{Y^M} \) denote the probability density functions (p.d.f.’s) of \( Y_A^M \) and \( Y^M \), respectively, and \( \tau \) is the decision threshold set by the operator to meet the false alarm constraint.

### 3. LEARNING ATTACK CONSTRUCTION

The purpose of the attacker is to disrupt the normal state estimation procedure by minimizing the information that the operator acquires about the state variables, while guaranteeing that the probability of attack detection is small enough, and therefore, remain concealed in the system. To that end, the attacker aims to minimize the mutual information between the vector of state variables and the vector of compromised measurements denoted by \( I(X^N; Y_A^M) \). On the other hand, we assess the performance of attack detection by the LRT via the Chernoff-Stein lemma [15], which characterizes the asymptotic exponent of the probability of detection when the number of observations of measurement vectors grows to infinity. In our setting, the Chernoff-Stein lemma states that for any LRT and \( \epsilon \in (0, 1/2) \), it holds that

\[ \lim_{n \to \infty} \frac{1}{n} \log \beta^*_n = -D(P_{Y_A^M} || P_{Y^M}), \]

where \( D(\cdot || \cdot) \) is the Kullback-Leibler (KL) divergence, \( \beta^*_n \) is the minimum Type II error such that the Type I error \( \alpha \) satisfies \( \alpha < \epsilon \), and \( n \) is the number of \( M \)-dimensional measurement vectors that are available for the LRT. Therefore, for the attacker, minimizing the asymptotic detection probability is equivalent to minimizing \( D(P_{Y_A^M} || P_{Y^M}) \), where \( P_{Y_A^M} \) and \( P_{Y^M} \) denote the probability distributions of \( Y_A^M \) and \( Y^M \), respectively.

A stealthy attack construction that combines these two information measures in one cost function is proposed in [10]. Interestingly, the resulting cost function boils down to the effective secrecy proposed in [16] which can be written as

\[ I(X^N; Y_A^M) + D(P_{Y_A^M} || P_{Y^M}) = D(P_{X^N Y_A^M} || P_{X^N Y^M}), \]  

where \( P_{X^N Y_A^M} \) is the joint distribution of \( X^N \) and \( Y_A^M \). The resulting attack construction problem is equivalent to solving the following optimization problem:

\[ \min_{A^M} D(P_{X^N Y_A^M} || P_{X^N Y^M}). \]  

Under the attack Gaussianity assumption the cost function in (7) is a function of the attack covariance matrix \( \Sigma_{AA} \). Let us define the cost function for the Gaussian case as

\[ f(\Sigma_{AA}) = \frac{1}{2} \left[ \text{tr}(\Sigma_{YY}^{-1} \Sigma_{AA}) - \log |\Sigma_{AA} + \sigma^2 I_M| - \log |\Sigma_{YY}| \right]. \]  

It is shown in [9] that (8) is a convex optimization problem and that the covariance matrix for the optimal Gaussian attack is \( \Sigma_{AA}^* \sim H \Sigma_{XX} H^T \).

The stealth attack construction proposed above requires perfect knowledge of the covariance matrix of the state variables and the linearized Jacobian measurement matrix. In the following we study the performance of the attack when the second order statistics are not perfectly known by the attacker but the linearized Jacobian measurement matrix is known. We model the partial knowledge by assuming that the attacker has access to a sample covariance matrix of the state variables. Specifically, the training data consisting of \( K \) state variable realizations \( \{X^N_k\}_{k=1}^K \) is available to the attacker. That being the case the attacker computes the unbiased estimate of the covariance matrix of the state variables given by

\[ S_{XX} = \frac{1}{K-1} \sum_{i=1}^K X^N_i (X^N_i)^T. \]  

The stealth attack constructed using the sample covariance matrix follows a multivariate Gaussian distribution given by

\[ \tilde{A}^M \sim N(0, \Sigma_{\tilde{A}A}), \]  

where \( \Sigma_{\tilde{A}A} = HS_{XX} H^T \).

Since the sample covariance matrix in (10) is a random matrix with central Wishart distribution given by

\[ S_{XX} \sim \frac{1}{K-1} W_N(K-1, \Sigma_{XX}), \]  

vector of state variables and the compromised measurements is Gaussian [13]. Because of the Gaussianity of the attack distribution, the vector of compromised measurements is distributed as \( Y_A^M \sim N(0, \Sigma_{Y_AY_A}) \), where \( \Sigma_{Y_AY_A} = H \Sigma_{XX} H^T + \sigma^2 I_M + \Sigma_{AA} \).
the ergodic counterpart of the cost function in (7) is defined in terms of the conditional KL divergence given by
\[
\mathbb{E}_{S_{XX}} \left[ D \left( P_{X \mid Y, A} \parallel P_{X \mid Y} \right) \right].
\]
(13)
The ergodic cost function characterizes the expected performance of the attack averaged over the realizations of training data. Note that the performance using the sample covariance matrix is suboptimal [10] and that the ergodic performance converges asymptotically to the optimal attack construction when the size of the training data set increases.

4. UPPER BOUND FOR ERGODIC ATTACK PERFORMANCE

In this section, we analytically characterize the ergodic attack performance defined in (13) by providing an upper bound using random matrix theory tools. Before introducing the upper bound, some auxiliary results on the expected value of the extreme eigenvalues of Wishart random matrices are presented below.

4.1. Auxiliary Results in Random Matrix Theory

**Lemma 1.** Let \( Z_L \) be an \((K-1) \times L\) matrix whose entries are independent standard normal random variables, then
\[
\text{var}(s_{\max}(Z_L)) \leq 1,
\]
(14)
where \( \text{var}(\cdot) \) denotes the variance and \( s_{\max}(Z_L) \) is the maximum singular value of \( Z_L \).

**Proof.** Note that \( s_{\max}(Z_L) \) is a 1-Lipschitz function of matrix \( Z_L \), the maximum singular value of \( Z_L \) is concentrated around the mean [17] Proposition 5.34] given by \( \mathbb{E}[s_{\max}(Z_L)] \). Then for \( t \geq 0 \), it holds that
\[
P[|s_{\max}(Z_L) - \mathbb{E}[s_{\max}(Z_L)]| > t] \leq 2 \exp\{-t^2/2\}
\]
(15)
\[
\leq \exp\{1-t^2/2\}.
\]
(16)
Therefore \( s_{\max}(Z_L) \) is a sub-gaussian random variable with variance proxy \( \sigma_p^2 \leq 1 \). The lemma follows from the fact that \( \text{var}(s_{\max}(Z_L)) \leq \sigma_p^2 \). \( \square \)

**Lemma 2.** Let \( W_L \) denote a central Wishart matrix distributed as \( \frac{1}{K-1} W_L(K-1, I_L) \), then the non-asymptotic expected value of the extreme eigenvalues of \( W_L \) is bounded by
\[
(1 - \sqrt{L/(K-1)})^2 \leq \mathbb{E}[\lambda_{\min}(W_L)]
\]
(17)
and
\[
\mathbb{E}[\lambda_{\max}(W_L)] \leq (1 + \sqrt{L/(K-1)})^2 + 1/(K-1),
\]
(18)
where \( \lambda_{\min}(W_L) \) and \( \lambda_{\max}(W_L) \) denote the minimum eigenvalue and maximum eigenvalue of \( W_L \), respectively.

**Proof.** Note that [17] Theorem 5.32]
\[
\sqrt{K-1} - \sqrt{L} \leq \mathbb{E}[s_{\min}(Z_L)]
\]
(19)
and
\[
\sqrt{K-1} + \sqrt{L} \geq \mathbb{E}[s_{\max}(Z_L)],
\]
(20)
where \( s_{\min}(Z_L) \) is the minimum singular value of \( Z_L \). Given the fact that \( W_L = \frac{1}{K-1} Z_L^T Z_L \), then it holds that
\[
\mathbb{E}[\lambda_{\min}(W_L)] = \mathbb{E}[s_{\min}(Z_L)]^2 / (K-1) \geq \mathbb{E}[s_{\min}(Z_L)]^2
\]
(21)
and
\[
\mathbb{E}[\lambda_{\max}(W_L)] = \mathbb{E}[s_{\max}(Z_L)]^2 / (K-1) \leq \mathbb{E}[s_{\max}(Z_L)]^2 + 1 / (K-1),
\]
(22)
where (22) follows from Lemma 1. Combining (19) with (21), and (20) with (22), respectively, yields the lemma. \( \square \)

4.2. Main Result

The ergodic attack performance is given by
\[
\mathbb{E}[f(\Sigma_{\hat{A}})] = \frac{1}{2} \mathbb{E}\left[ \text{tr}(\Sigma_{\hat{A}}^{-1} \Sigma_{\hat{A}}^{*}) - \log(\Sigma_{\hat{A}}^{-1} + \sigma^2 I_M) - \log(\Sigma_{\hat{A}}^{*}) \right]
\]
\[
\leq \frac{1}{2} \left( \text{tr}(\Sigma_{\hat{A}}^{-1} \Sigma_{\hat{A}}^{*}) - \log(\Sigma_{\hat{A}}^{-1} + \sigma^2 I_M) \right).
\]
(23)
The assessment of the ergodic attack performance boils down to evaluating the last term in (23). Closed form expressions for this term are provided in [13] for the same case considered in this paper. However, the resulting expressions are involved and are only computable for small dimensional settings. For systems with a large number of dimensions the expressions are computationally prohibitive. To circumvent this challenge we propose a lower bound on the term that yields an upper bound on the ergodic attack performance. Before presenting the main result we provide the following auxiliary convex optimization result.

**Lemma 3.** Let \( W_p \) denote a central Wishart matrix distributed as \( \frac{1}{K-1} W_p(K-1, I_p) \) and let \( B = \text{diag}(b_1, \ldots, b_p) \) denote a positive definite diagonal matrix. Then
\[
\mathbb{E}[\log |B + W_p^{-1}|] \geq \sum_{i=1}^{p} \log (b_i + 1/x_i^*) \geq \sum_{i=1}^{p} \log (b_i + 1/x_i),
\]
(24)
where \( x_i^* \) is the solution to the convex optimization problem given by
\[
\min_{\{x_i\}_{i=1}^{p}} \sum_{i=1}^{p} \log (b_i + 1/x_i)
\]
(25)
s.t.
\[
\sum_{i=1}^{p} x_i = p
\]
(26)
\[
\max_{i=1}^{p} x_i \leq \left(1 + \sqrt{p/(K-1)}\right)^2 + 1/(K-1)
\]
(27)
\[
\min_{i=1}^{p} x_i \geq \left(1 - \sqrt{p/(K-1)}\right)^2.
\]
(28)
Proof. Note that
\[
\mathbb{E} \left[ \log \left( \frac{1}{b_i + \frac{1}{\lambda_i(W_p)}} \right) \right] = \sum_{i=1}^{p} \mathbb{E} \left[ \log \left( \frac{1}{b_i + \frac{1}{\lambda_i(W_p)}} \right) \right]
\]
where in (29), \(\lambda_i(W_p)\) is the \(i\)-th eigenvalue of \(W_p\) in decreasing order. \(\Box\)

The following theorem provides a lower bound for the last term in (23), and therefore, it enables us to characterize the ergodic attack performance.

**Theorem 1.** Let \(\Sigma_{AA} = H\Sigma_{XX}H^T\) with \(\Sigma_{XX}\) distributed as \(K^{-1}W_N(K-1, \Sigma_{XX})\) and denote by \(\Lambda_p = \text{diag}(\lambda_1, \ldots, \lambda_p)\) the diagonal matrix containing the nonzero eigenvalues in decreasing order. Then
\[
\mathbb{E} \left[ \log |\Sigma_{AA} + \sigma^2 I_M| \right] \\
\geq \left( \sum_{i=0}^{p-1} \psi(K - 1 - i) \right) - p \log(K - 1) \\
+ \sum_{i=1}^{p} \log \left( \frac{\lambda_i}{\sigma^2 + \frac{1}{\lambda_i}} \right) + 2M \log \sigma \tag{31}
\]
where \(\psi(\cdot)\) is the Euler digamma function, \(p = \text{rank}(H\Sigma_{XX}H^T)\), and \(\{\lambda_i\}_1^p\) is the solution to the optimization problem given by (25) - (28) with \(b_i = \frac{2}{\lambda_i}\) for \(i = 1, \ldots, p\).

**Proof.** We proceed by noticing that
\[
\mathbb{E} \left[ \log |\Sigma_{AA} + \sigma^2 I_M| \right] \\
= \mathbb{E} \left[ \log \left| \frac{1}{(K-1)\sigma^2} Z^T_M \Lambda Z_M + I_M \right| \right] + 2M \log \sigma \tag{32}
\]
\[
= \mathbb{E} \left[ \log \left| \frac{\Lambda_p Z^T_p Z_p}{\sigma^2} K^{-1} + I_M \right| \right] + 2M \log \sigma \tag{33}
\]
\[
= \mathbb{E} \left[ \log \left| \frac{Z^T_p Z_p}{K^{-1}} + \frac{\Lambda_p}{\sigma^2 + \frac{1}{\lambda_i}} \left( \frac{Z^T_p Z_p}{K^{-1}} \right)^{-1} \right| \right] + 2M \log \sigma \tag{34}
\]
\[
\geq \left( \sum_{i=0}^{p-1} \psi(K - 1 - i) \right) - p \log(K - 1) \\
+ \sum_{i=1}^{p} \log \left( \frac{\lambda_i}{\sigma^2 + \frac{1}{\lambda_i}} \right) + 2M \log \sigma, \tag{35}
\]
where in (32), \(\Lambda\) is a diagonal matrix containing the eigenvalues of \(H\Sigma_{XX}H^T\) in decreasing order. (33) follows from the fact that \(p = \text{rank}(H\Sigma_{XX}H^T)\); (35) follows from [19, Theorem 2.11] and Lemma 2. This completes the proof. \(\Box\)

**Theorem 2.** The ergodic attack performance given in (23) is upper bounded by
\[
\mathbb{E} \left[ f(\Sigma_{AA}) \right] \leq \frac{1}{2} \left( \text{tr}(\Sigma_{Y^2}^{-1} \Sigma_{AA}) - \log |\Sigma_{Y^2}^{-1}| - 2M \log \sigma \right) \\
- \left( \sum_{i=1}^{p} \psi(K - 1 - i) \right) + p \log(K - 1) \\
- \sum_{i=1}^{p} \log \left( \frac{\lambda_i}{\sigma^2 + \frac{1}{\lambda_i}} \right). \tag{36}
\]

**Proof.** The proof follows immediately from combing Theorem 1 with (25). \(\Box\)

5. NUMERICAL RESULTS

The numerical results are obtained on the IEEE 30-Bus test system where the Jacobian matrix \(H\) is obtained using MATPOWER [20]. For the construction of the stealth attack the covariance matrix of the state variables is chosen to be a Toeplitz matrix with exponential decay parameter \(\rho\) as in [8]. Specifically, the Toeplitz matrix of dimension \(N \times N\) with exponential decay parameter \(\rho\) is given by
\[
\Sigma_{XX} = [\sigma_{ij} = \rho^{i-j}; i, j = 1, 2, \ldots, N].
\]
We define the Signal-to-Noise Ratio (SNR) as
\[
\text{SNR} = 10 \log_{10} \left( \frac{\text{tr}(H\Sigma_{XX}H^T)}{M\sigma^2} \right). \tag{37}
\]
Fig. 1 depicts the upper bound in Theorem 2 as a function of number of sample for \(\rho = 0.1\) and \(\rho = 0.8\) when SNR = 20 dB. Interestingly, the upper bound in Theorem 2 is tight for large values of the training data set size for all values of the exponential decay parameter determining the correlation.
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