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Planar Josephson junctions comprising semiconductors with strong spin-orbit interaction (SOI) are promising platforms to host Majorana bound states (MBSs). Previous works on MBSs in planar Josephson junctions have focused on electron gases, where SOI is linear in momentum. In contrast, a two-dimensional hole gas in planar germanium (Ge) exhibits SOI that is cubic in momentum. Nevertheless, we show here that due to the particularly large SOI, Ge is a favorable material. Using a discretized model, we numerically simulate a Ge planar Josephson junction and demonstrate that also cubic SOI can lead to the emergence of MBSs. Interestingly, we find that the cubic SOI yields an asymmetric phase diagram as a function of the superconducting phase difference across the junction. We also find that trivial Andreev bound states can imitate the signatures of MBSs in a Ge planar Josephson junction, therefore making the experimental detection of MBSs difficult. We use experimentally realistic parameters to assess if the topological phase is accessible within experimental limitations. Our analysis shows that two-dimensional Ge is an auspicious candidate for topological phases.

I. INTRODUCTION

Majorana bound states (MBSs) are exotic quasiparticles that emerge in topological superconductors [1–7]. Due to their non-Abelian exchange statistics [8], MBSs are suitable candidates to store and manipulate quantum information in an intrinsically fault-tolerant way [9–11]. Numerous physical systems have been predicted to host MBSs, with prominent examples including one-dimensional semiconductor nanowires with linear spin-orbit interaction (LSOI) [12–17], carbon nanotubes and nanoribbons [18–21], chains of magnetic adatoms [22–31], proximitized topological insulators [32–37], thin semiconducting films [38–40], and planar Josephson junctions (JJs) [41–54] (see Fig. 1), which will be the focus of this work. Over the last few years, MBSs in planar JJs based on two-dimensional electron gases (2DEGs) with strong LSOI have been the focus of extensive theoretical [41–51] and experimental [52–54] studies. Compared to one-dimensional systems such as nanowires, planar JJs have several advantages. First, the phase difference between the two superconductors adds an additional control knob to tune the system into the topological phase [41]. Furthermore, two-dimensional systems such as planar JJs offer additional flexibility for the design of braiding setups [52]. For example, multiterminal Josephson junctions [53, 55, 60] hint at the promising possibility to implement networks of Majorana qubits. Additionally, the normal section of the planar JJ can be formed by selectively removing the superconductor [53, 60], allowing for a flexible geometry of the normal section, e.g., zigzag-shaped or otherwise spatially modulated, which has been demonstrated to increase the bulk gap in the topological phase [45, 48–51].

Although previous works on planar JJs focused on 2DEGs, it is well known that also two-dimensional hole gases (2DHGs) can offer a large SOI, a critical requirement to host MBSs. For this reason, we study a planar JJ based on a 2DHG in this work. In particular, we focus on holes in planar Ge, a promising material for various quantum information applications [61]. A reason for the large interest in Ge is its strong and tunable SOI [61–69]. Further, the hyperfine interactions in Ge can be minimized by isotopical purification [61, 70] or by the design of the nanostructure [71], and Ge structures are highly compatible with existing CMOS technology [61, 72]. In addition, proximity induced superconducting gaps in Ge heterostructures have been realized experimentally [73–77]. Going a step further, a planar JJ in Ge was recently realized in an experiment, demonstrating an induced hard superconducting gap and phase control of the junction [77]. Since MBSs require superconductivity, the successful combination of Ge with superconductors...
makes Ge an ideal platform to host MBSs. The possibility to host MBSs in Ge/Si core/shell nanowires has been theoretically investigated in Ref. [78].

In this work, we numerically simulate a Ge planar JJ using the effective Hamiltonian of a Ge 2DHG. In contrast to electron gases, holes in planar Ge present a large cubic SOI (CSOI), which is known to cause qualitatively different effects compared to LSOI in a variety of cases. For example, CSOI can lead to an anisotropy in the exchange interaction of hole spin quibits even at zero magnetic field [79] and to Rabi frequencies that are two orders of magnitude smaller than in systems with LSOI [80]. Furthermore, the spin relaxation time for holes subject to CSOI has a different power-law dependence on the magnetic field compared to electrons [81]. CSOI can also lead to a larger spin Hall conductivity [82], different behavior in the spin-photon interaction [83], and a large non-reciprocal transport that is based on spin-to-charge current conversion [84].

Because of the qualitatively different behavior of CSOI compared to LSOI in many instances, it is not clear from the outset that a planar JJ based on a 2DHG with CSOI can host MBSs in the same way as a planar JJ based on a 2DEG with LSOI. Therefore, the main purpose of this paper is to demonstrate that MBSs can emerge in a planar JJ based on a 2DHG with CSOI. Indeed, by calculating the topological phase diagram numerically, we find an extended region of parameter space where the 2DHG JJ hosts MBSs at the junction ends. The most striking qualitative difference to planar JJ based on a 2DEG with LSOI is that the CSOI leads to a phase diagram that is asymmetric under the inversion of the superconducting phase difference $\phi \rightarrow -\phi$. In contrast, the phase diagram for LSOI is symmetric.

In addition to MBSs, we show that also trivial Anderson bound states (ABSs) can emerge in the JJ. The presence of these states complicates the experimental detection of MBSs since ABSs can imitate the signatures of MBSs, a phenomenon that has been studied thoroughly for nanowires [85, 86]. A further difficulty in the experimental realization of MBSs is that the magnetic field needed to tune the system into the topological phase is limited by the critical field of the superconductor. Therefore, having a material with a large $g$ factor is advantageous. Unfortunately, the in-plane $g$ factor of a 2DHG in Ge is rather small and typically ranges between 0.2 and 1.4 [87, 88, 89]. We use experimentally realistic parameters to assess the accessibility of the topological phase within these limitations and propose changes to the experiment to increase the $g$ factor. With our analysis we conclude that, while challenging, these issues could be overcome and planar Ge JJs can realistically host MBSs.

We note that a planar JJ with CSOI has also been studied in Ref. [99]. However, the MBSs studied there are localized in one direction and infinitely extended in the other direction. In contrast, the MBSs we analyze in the current paper are localized in two directions and located at the ends of the junction, see Fig. 1. Furthermore, in Ref. [100], planar JJs in semimetals such as two-dimensional $\beta$-Sn-$\alpha$-Sn-$\beta$-Sn are studied. Similarly to Ge, these materials can be described in terms of the Luttinger-Kohn Hamiltonian (see Sec. III). However, the resulting effective Hamiltonian describing the semimetal 2DHG takes on a different form without CSOI terms and without strain, making these systems fundamentally different from the 2DHGs in semiconducting Ge heterostructures we study in this work.

This paper is structured as follows. The effective Hamiltonian of a Ge 2DHG is introduced in Sec. II. The setup and Hamiltonian of the planar JJ are described in Sec. III. We analyze the topological phase diagram of this system in Sec. IV. In Sec. IV C we study ABSs in the planar JJ. We do numerical simulations with experimentally realistic parameters in Sec. V. A conclusion and outlook are given in Sec. V. Further details on the system and the numerical calculations are given in the Appendixes A-F.

II. EFFECTIVE HAMILTONIAN FOR PLANAR GERMANIUM

To study Ge planar JJs, we first derive the effective Hamiltonian describing a 2DHG, following Ref. [101]. The holes at the top of the valence band have spin $3/2$. The valence bands in bulk Ge are well described by the isotropic Luttinger-Kohn Hamiltonian [102]:

$$H_{\text{LK}} = \frac{\hbar^2}{m} \left[\left(\gamma_1 + \frac{5\gamma_5}{2}\right) \frac{k^2}{2} - \gamma_6 \left(\vec{k} \cdot \vec{J}\right)^2\right] - \mu, \quad (1)$$

where $m$ is the bare electron mass, $\gamma_5 = (\gamma_2 + \gamma_3)/2$, the $\gamma_i$ are the Luttinger parameters [103], $\vec{k} = (k_x, k_y, k_z)$ is the vector of momentum, $\vec{J} = (J_x, J_y, J_z)$ are the spin-3/2 operators, and $\mu$ is the chemical potential. The holes are divided into heavy holes with spin eigenvalues $J_z = \pm 3/2$ and light holes with $J_z = \pm 1/2$ [104]. While the isotropic Luttinger-Kohn Hamiltonian in Eq. (1) provides in general a good description of the Ge heterostructure, anisotropic corrections arising from the cubic lattice can become relevant in certain cases [68, 105]. The effect of these anisotropic corrections is addressed in Sec. IV and App. A. We find that the qualitative behavior of the phase diagram is not affected by these anisotropic corrections.

Next, we study the situation where the holes are confined to a two-dimensional plane. The axis normal to this plane is referred to as the confinement axis. Since the material is isotropic, the choice of confinement axis is arbitrary and we choose the $z$ axis, see Fig. 2. For SOI to be present, the structural inversion symmetry of the system must be broken. This can be achieved, e.g., by applying an electric field of strength $E$ along the confinement axis [105]. Moreover, state-of-the-art Ge heterostructures are sandwiched between two layers of Si$_{1-x}$Ge$_x$
with $x \in [0.7, 0.9]$ [61][100], see Fig. 2 Because these materials have different lattice constants, the Ge is strained. For holes this results in the additional energy $E_\text{s} > 0$ that is typically of a few tens of meV [68][101][107]. By adding these contributions, one obtains [68][108]:

$$H_{2\text{DHG}}(k_x, k_y, z) = H_{\text{LK}}(k_x, k_y, -i\hbar \partial_z) - e\mathcal{E}z - E_\text{s}l_z,$$

(2)

where $H_{\text{LK}}(k_x, k_y, -i\hbar \partial_z)$ is the Hamiltonian defined in Eq. (1), but the momentum $k_z$ is replaced by its position-space representation, and $e > 0$ is the elementary charge.

We confine the 2DHG by enforcing Dirichlet boundary conditions on the wave function $\psi(x, y, z = 0) = 0$ and $\psi(x, y, z = -l) = 0$, where $l$ is the thickness of the Ge, see Fig. 2. These boundary conditions physically model the large energy gap that arises abruptly at the SiGe-Ge interfaces. In contrast to Ref. [101], in this work, we consider the case where the electric field is strong such that the hole wave function is confined to the top boundary of the Ge structure within the electric length [68]

$$l_\mathcal{E} = \left( \frac{\hbar^2 \gamma_1}{2me\mathcal{E}} \right)^{1/3}. \quad \text{(3)}$$

The electric length determines the characteristic energy

$$E_\mathcal{E} = \frac{\hbar^2 \gamma_1}{2ml_\mathcal{E}^2} = e\mathcal{E}l_\mathcal{E}.$$  

(4)

In the limit of a strong electric field, the quantum well is much thicker than the electric length, i.e., $l \approx 15$ - 30 nm and $l_\mathcal{E} \approx 8$ nm for $\mathcal{E} = 1$ V/µm. Therefore, we neglect the lower boundary at the well and assume a semi-infinite system in $z$ direction [68]. Thus, we will assume $z \in (-\infty, 0]$.

We then discretize the Hamiltonian $H_{2\text{DHG}}$ in Eq. (2) by using the eigenfunctions of a particle with mass $m/\gamma_1$ in a triangular well with slope $-e\mathcal{E}$ as basis states:

$$f_n(z) = \frac{\text{Ai}' \left( \text{Ai}_0^{(n)} - z/l_\mathcal{E} \right)}{\sqrt{l_\mathcal{E} \text{Ai}'(\text{Ai}_0^{(n)})}}, \quad \text{(5)}$$

where $\text{Ai}(x)$ is the Airy function, $\text{Ai}_0^{(n)}$ is the $n$-th zero of the Airy function with $n = 1, 2, \ldots$ being a quantum number, and $\text{Ai}'(x)$ is the derivative of $\text{Ai}(x)$. We project the Hamiltonian $H_{2\text{DHG}}$ of Eq. (2) onto the basis states defined in Eq. (5) and diagonalize the resulting Hamiltonian to obtain the energy spectrum of the Luttinger-Kohn Hamiltonian confined to two dimensions. At $k_x = k_y = 0$, the two lowest energy bands are degenerate, as is expected from time-reversal symmetry. The bands split for $k_x^2 + k_y^2 \neq 0$ (see Fig. 3) resulting in two circular Fermi surfaces.

A low-energy effective Hamiltonian to describe the two lowest bands of Eq. (2) is derived by treating the momentum perturbatively (see Ref. [103] for an introduction to quasi-degenerate perturbation theory). To third order, the effective Hamiltonian acting on the subspace of heavy holes with the spin quantization axis aligned to the confinement axis ($z$ axis) contains only a kinetic and a CSOI term and is given by [101][109][111]:

$$H_{\text{eff}} = \frac{\hbar^2 k^2}{2m^*} - \mu + i\alpha \left( k_3 \sigma_- - k_3 \sigma_+ \right),$$

(6)
where \( m^* \) is the effective mass, \( k^2 = k_x^2 + k_y^2 \), \( k_x = k_x \pm ik_y \), \( \sigma_{\pm} = \sigma_x \pm i\sigma_y \), and \( \sigma_i \) are the Pauli matrices. In the derivation of the effective Hamiltonian in Eq. (6), only the two lowest subbands of the Luttinger-Kohn Hamiltonian are considered. This approximation is justified because the gap to the next subband is of the order of the electric energy \( E_F \) [defined in Eq. (4)], typically a few meV to a few tens of meV and much larger than the chemical potential and the superconducting gap.

We emphasize again that the effective Hamiltonian in Eq. (6) comes from a perturbation theory valid at small momenta. However, in Secs. III and IV we intend to use this effective Hamiltonian in a numerical tight-binding simulation, which cannot be restricted to small momenta only. It is therefore crucial to check that the large momentum behavior of the effective model does not introduce unphysical effects, see Fig. 3(c). Here, the blue curve indicates the energy eigenvalues of Eq. (6). At large momenta, the cubic term dominates over the quadratic term, causing the lower energy band to bend downwards. The CSOI therefore causes an additional unphysical Fermi surface at large momenta. This is in striking contrast to LSOI, where the quadratic term dominates at large momenta, preventing the appearance of unphysical Fermi surfaces. We stress again that this high-momentum behavior of CSOI is not physical since the effective model is only valid at low momenta. To remove the unphysical Fermi surface, we introduce a fictitious quartic potential of the form

\[
H_4 = \beta k^4 = \beta(k_x^2 + k_y^2)^2.
\]  

We need to choose \( \beta \) large enough to remove the unphysical Fermi surface but small enough to keep the small momentum physics unchanged. We therefore require

\[
\beta k_F \ll \alpha k_F^2,
\]

where \( k_F \) is the largest Fermi momentum of the two physical Fermi surfaces. In App. D it is explained in more detail how the value of \( \beta \) is chosen in this work. Moreover, to assess the validity of the fictitious quartic term, we treat the CSOI terms as a perturbation to the quadratic spectrum, see App. C. In this case, the quartic term is not required. We find that the perturbatively calculated energies agree well with the energies calculated using \( H_{\text{eff}} + H_4 \) defined in Eqs. (6) and (7). Therefore, by adding this quartic term, we can still accurately capture the low-energy physics of the system.

The energy eigenvalues and Fermi surfaces of \( H_{\text{eff}} + H_4 \) defined in Eqs. (6) and (7) are shown by the red dashed curves in Fig. 3. The spectrum of the effective Hamiltonian grows more rapidly with momentum compared to the spectrum of the Luttinger-Kohn Hamiltonian, leading to a larger deviation between the two models the larger the momentum becomes. However, this variation is not caused by the quartic term \( H_4 \) because it does not significantly change the energies in the momentum range shown in the plot, see the inset in Fig. 3(c). Rather, this deviation shows the range of validity of the third-order perturbation theory used to obtain \( H_{\text{eff}} \) and we believe that it has no qualitative effect on the topological properties of the system. We comment further on this deviation in App. A.

We also note that the problem with the unphysical Fermi surface cannot be solved by simply expanding the perturbation theory up to fourth order in momentum because we find that the coefficient of the fourth-order term is typically negative. Therefore, one would now require an unphysical \( k^6 \) term to remove the unphysical Fermi surface. We comment further on the fourth-order perturbation theory in App. A.

### III. GERMANIUM PLANAR JOSEPHSON JUNCTION

#### A. Setup

We use the effective Hamiltonian of Eq. (6) to describe a planar JJ, see Fig. 4. The coordinate system is defined such that the 2DHG lies in the \( xy \) plane and the \( x \) axis points along the junction. The Ge 2DHG has size \( L_x \times L_y \) and is described by the real-space version of the effective Hamiltonian defined in Eq. (6) and the quartic term defined in Eq. (7):

\[
\mathcal{H}_{\text{eff}}(x,y) = -\left[ \frac{\hbar^2}{2m^*} (\partial_x^2 + \partial_y^2) + \mu \right] \tau_z \\
+ 2i\alpha \left[ \partial_y (\partial_y^2 - 3\partial_x^2) \sigma_x + \partial_x (\partial_x^2 - 3\partial_y^2) \sigma_y \tau_z \right],
\]

\[
\mathcal{H}_4 = \beta (\partial^4_x + \partial^4_y + 2\partial_x^2 \partial_y^2) \tau_z,
\]

written in the Nambu basis

\[
\Psi(x,y) = \left( \psi^\uparrow(x,y), \psi^\downarrow(x,y), \psi^\uparrow_1(x,y), \psi^\downarrow_1(x,y) \right)^T,
\]

where \( \psi^\uparrow_1(x,y) \) creates a particle with effective spin \( s \) at position \( (x,y) \). We note that this definition of the Nambu basis follows a different convention compared to Ref. 11. The \( \sigma_i (\tau_i) \) are the Pauli matrices acting in spin (particle-hole) space.

The 2DHG is proximitized by two \( s \)-wave superconductors. The proximity-induced superconducting pairings have strengths \( \Delta_{\text{SC}} \) on the left and \( \Delta_{\text{SC}} \) on the right side, respectively, and there is a relative superconducting phase difference of \( \phi \) across the junction. Between the two superconducting regions, there is a narrow gap of width \( W \) with no induced superconductivity. Therefore, the superconducting term of the Hamiltonian is given by:

\[
\mathcal{H}_{\text{SC}}(y) = \frac{i\sigma_y}{2} \left( e^{-i\phi(y)/2} \tau_+ - e^{i\phi(y)/2} \tau_- \right),
\]

where the energy eigenvalues and Fermi surfaces of \( H_{\text{eff}} + H_4 \) defined in Eqs. (6) and (7) are shown by the red dashed curves in Fig. 3.
with \( \tau_{\pm} = \tau_x \pm i \tau_y \) and

\[
\Delta_{SC}(y) = \begin{cases} 
\Delta_{SC}^l & \text{if } 0 \leq y < S \\
0 & \text{if } S \leq y < S + W \\
\Delta_{SC}^r & \text{if } S + W \leq y < L_y
\end{cases}, \tag{13}
\]

\[
\phi(y) = \begin{cases} 
\phi & \text{if } 0 \leq y < S \\
-\phi & \text{if } S + W \leq y < L_y
\end{cases}, \tag{14}
\]

where \( S = (L_y - W)/2 \) is the width of the superconducting regions. A more comprehensive analysis of superconductivity in a hole gas would require considering the pairing between holes with total angular momentum projection \( J_z = \pm 3/2 \) and \( J_z = \pm 1/2 \) separately \[75\] \[112\]. However, the superconducting term in Eq. (12) is the effective lowest-energy pairing term \[75\] and we will limit our model to this term only.

In the normal-conducting region between the two superconductors, a magnetic field \( \vec{B} \) is applied parallel to the \( x \) axis. The resulting Zeeman energy \( \Delta_Z \) is given by:

\[
\Delta_Z = \frac{1}{2} g \mu_B |\vec{B}|, \tag{15}
\]

where \( g \) is the effective \( g \) factor of the holes and \( \mu_B \) is the Bohr magneton. This leads to the following Zeeman term in the Hamiltonian:

\[
\mathcal{H}_Z(y) = \Delta_Z(y) \sigma_x \tau_z, \tag{16}
\]

with

\[
\Delta_Z(y) = \begin{cases} 
0 & \text{if } 0 \leq y < S \\
\Delta_Z & \text{if } S \leq y < S + W \\
0 & \text{if } S + W \leq y < L_y
\end{cases}. \tag{17}
\]

The total Hamiltonian of the system is then given by:

\[
H = \frac{1}{2} \int dx \, dy \, \Psi^\dagger(x, y) \mathcal{H}(x, y) \Psi(x, y), \tag{18}
\]

\[
\mathcal{H}(x, y) = \mathcal{H}_{eff}(x, y) + \mathcal{H}_4(x, y) + \mathcal{H}_{SC}(y) + \mathcal{H}_Z(y). \tag{19}
\]

The Hamiltonian in Eq. (19) is particle-hole symmetric:

\[
\tau_z \mathcal{H}^\ast(x, y) \tau_z = -\mathcal{H}(x, y). \tag{20}
\]

The usual time-reversal symmetry is broken by the Zeeman term \( \Delta_Z \) and the superconducting phase difference \( \phi \). Therefore, the system is in symmetry class D and its topological phase is characterized by an invariant \( Q_{Zz} = \pm 1 \) \[11\] \[43\] \[113\]. However, if \( \Delta_{SC}^l = \Delta_{SC}^r \), the system has an additional effective time-reversal symmetry even if \( \Delta_Z \neq 0 \) and \( \phi \neq 0 \) \[11\] \[43\]:

\[
\mathcal{H}^\ast(L_y - y, -\partial_y) = \mathcal{H}(y, \partial_y), \tag{21}
\]

which is reminiscent of a mirroring symmetry. This brings the system into the BDI symmetry class and its topological phase is characterized by an invariant \( Q_z \in \mathbb{Z} \) \[41\] \[43\] \[113\]. The topological invariants of the D and BDI symmetry classes are related as follows \[114\]:

\[
Q_{Zz} = (-1)^{Q_z}. \tag{22}
\]

The consequences of the effective time-reversal symmetry are further discussed in Sec. III C.

In the following, we study the total Hamiltonian given in Eq. (19) for two different geometries: the finite and the semi-infinite one. In the finite geometry, it is assumed that the system has finite extent in both \( x \) and \( y \) directions. In the semi-infinite geometry it is assumed that the junction is finite in the \( y \) direction but extends infinitely in the \( x \) direction, such that \( k_x \) is a good quantum number. The discretized Hamiltonians for both geometries are given explicitly in App. D.

### B. Majorana bound states

The narrow normal section in the planar JJ can host MBSs at its ends, see Fig. 1. This has been shown for planar JJs based on 2DEG with LSOI \[41\] \[44\] \[47\] \[50\] \[52\] \[54\]. In this section, we demonstrate that MBSs also appear in a Ge planar JJ with CSOI.

Before presenting the result of the numerical simulations, we comment on the parameters used in this section and Sec. III C. For simplicity, we assume that the Ge is unstrained. Furthermore, we assume an electric field of \( E = 1 \) V/\( \mu m \), resulting in \( l_Z \approx 8 \) nm and \( E_Z \approx 8 \) meV. Instead of perturbatively calculated values for \( h^2/2m^* \) and \( \alpha \), we refer to Ref. \[110\] Tab. III], where \( h^2/2m^* = 584 \) meV nm\(^2\) = 1.141\(E_Z l_Z^2\) and \( \alpha = 800 \) meV nm\(^3\) = 0.195\(E_Z l_Z^3\). We use the specified value for \( h^2/2m^* \) but, to keep the localization length of the MBSs small enough for numerical simulations, we set \( \alpha = 0.39\(E_Z l_Z^2\). We note that using the perturbative calculation explained in Sec. I to derive \( h^2/2m^* \) and \( \alpha \) in unstrained Ge gives similar values. The chemical potential is pinned close to the bottom of the valence band \[61\] but can be tuned by gate potentials in experiments \[53\]. The smaller the chemical potential, the better is the fit of the effective model to the Luttinger-Kohn Hamiltonian at the Fermi surface. However, if the chemical potential is too small, there are not enough particles in the system to induce superconductivity. In addition, the CSOI is larger at large momenta. As a tradeoff, we set \( \mu = 0.33E_Z \). For the superconducting gap, we assume \( \Delta_{SC} = \Delta_{SC}^l = \Delta_{SC}^r = \mu/3 = 0.8 \) meV, which, for the convenience of the numerical simulations, is chosen rather large compared to the superconducting gap in aluminum, i.e. \( 0.34 \) meV \[115\] p. 268]. We note that the proximity effect of the superconductor might renormalize material parameters of the Ge heterostructure \[116\] \[117\]. However, we expect that this does not change the qualitative behavior of the system and therefore do not consider it in this analysis. We will limit our analysis to relatively small Zeeman fields, i.e., \( \Delta_Z/\Delta_{SC} \leq 3 \).
FIG. 4. (a), (b), and (c): Topological invariant $Q_Z$ of the BDI symmetry class, the bulk gap $\Delta_g$ [defined in Eq. (23)], and the lowest energy level $E_0$ (calculated in the finite geometry) as functions of the Zeeman energy $\Delta_Z$ and the superconducting phase difference $\phi$. The black cross in panel (b) indicates the maximum bulk gap $\Delta_m$ in the topological phase. The black curves in panels (b) and (c) indicate where the bulk gap closes at $k_x = 0$. (d): Probability distribution $|\Psi|^2$ of a MBS in arbitrary units. Boundaries between regions with different values of $Q_Z$ in panel (a) coincide with a closing of the bulk gap, i.e., $\Delta_g = 0$, in panel (b). If the parity of $Q_Z$ changes, the bulk gap closes at $k_x = 0$, whereas otherwise it closes at some finite $k_x \neq 0$. Regions where $Q_Z \neq 0$ coincide with regions where the lowest energy level $E_0$ is close to zero in panel (c). These bound states are MBSs. Used parameters: $L_x = 199.5 t_x$ [in (c) and (d)], $L_y = 49.5 t_x$, $W = 4.5 t_x$, $\hbar^2/2m^* = 1.141E_k t_x^2$, $\alpha = 0.39E_k t_x^2$, $\beta = 0.14E_k t_x^2$, $\mu = 0.3 E_k$, $\Delta_{SC} = \mu/3$. In (d) $\phi = 1.3\pi$ and $\Delta_Z/\Delta_{SC} = 1.4$ [indicated by the white cross in panel (c)].

exact numerical values for the parameters used in the tight-binding calculations are given in App. [D].

As already mentioned in Sec. III A if the two superconductors induce the same gap $\Delta_{SC} = \Delta_S^C = \Delta_{SC}^{BDI}$, the system is in the BDI symmetry class [11,13], giving the invariant $Q_Z \in \mathbb{Z}$ [11]. Consequently, it is possible for several MBSs to be present at the same end of the system without them hybridizing. Following the procedure explained in Ref. [11], we calculate $Q_Z$ numerically as a function of the Zeeman energy $\Delta_Z$ and the superconducting phase difference $\phi$ in order to obtain the phase diagram shown in Fig. 3(a). This phase diagram can be complemented by calculating the bulk gap $\Delta_g$, which comes from quasi-one-dimensional states located within the normal section. The bulk gap is therefore defined in the semi-infinite geometry as:

$$\Delta_g = \min_{k_x} |E(k_x)|,$$

where $E(k_x)$ are the energy eigenvalues of the Hamiltonian in the semi-infinite geometry. As expected, we find that the boundaries where $Q_Z$ changes its value correspond to lines where $\Delta_g$ goes to zero, see Fig. 4(b). We note that at boundaries where the parity of $Q_Z$ changes, the bulk gap closes at $k_x = 0$. If $Q_Z$ changes but its parity remains unchanged, the bulk gap closes at some finite value $k_x \neq 0$ [11]. We denote the maximum bulk gap in the topological phase as $\Delta_m$. Its value in Fig. 4(b) is $\Delta_m/\Delta_{SC} = 0.37$ at $\phi = 1.16\pi$ and $\Delta_Z/\Delta_{SC} = 1.27$.

Additionally, further insight can be gained by calculating the lowest-energy level $E_0$ of the system in the finite geometry, see Fig. 4(c). In the trivial phase, i.e., $Q_Z = 0$, the lowest-energy state is either a bulk state or an ABS [118, 119], see also Sec. III C. If $Q_Z \neq 0$, the lowest energy states are the MBSs. In an infinitely long system, MBSs occur at zero energy due to particle-hole symmetry [7]. In a system with finite length, MBSs at opposite ends of the junction overlap and therefore their energy is not exactly zero but vanishes exponentially with the system length $L_x$, sometimes exhibiting oscillations [120, 121]. As a first approximation, $E_0$ can therefore help to distinguish between the trivial and the topological phases: In the topological phase $E_0$ is close to zero and in the trivial phase $E_0$ has a finite value. However, the localization length of the MBSs depends on the size of the bulk gap, which varies throughout the phase diagram. If the localization length is comparable to the system length $L_x$, the MBSs significantly overlap with each other, causing $E_0$ to split away from zero. This is the case e.g. in the upper left and right corner of Fig. 4(c). In this case, using only the energy $E_0$ is not enough to distinguish the topological phase from the trivial phase. In addition, right after the topological phase transition, the bulk gap is still small and the MBSs have very long localization lengths. Therefore, Fig. 4(c) shows no sharp boundaries between the trivial and topological phases. A further drawback of an $E_0$ diagram is that a planar JJ can host trivial ABSs that are at, or close to, zero energy, see Sec. III C. A plot showing $E_0$ cannot distinguish these ABSs from MBSs. Moreover, such a plot cannot distinguish MBSs in regions with $Q_Z = \pm 1$ and $\pm 2$ from each other [122]. In addition to the above described properties of Fig. 4(c), we observe a strong oscillation of the MBS energy as a function of the Zeeman energy $\Delta_Z$. There is also an oscillation of the MBS energy as a function of the superconducting phase difference $\phi$, but this dependence
is less pronounced. For LSOI, the MBS energy was also found to oscillate both with the Zeeman energy $\Delta_Z$ and with the phase difference $\phi$ [53, 54].

In realistic systems, the effective time-reversal symmetry of Eq. (21) is broken, e.g., by impurities, fabrication imperfections, or having $\Delta_{SC} \neq \Delta_{SC}$. In this case, the MBSs will hybridize locally until either no or one MBS remains on each side of the junction. Thus, in the remainder of this paper, we will treat our system as belonging to the symmetry class D, where $Q_{2x} = 1$ characterizes the trivial phase with no MBSs and $Q_{2x} = -1$ characterizes the topological phase with one pair of MBSs. Transitions between these two phases are indicated by a bulk gap closing at $k_x = 0$.

At $\phi \approx \pi$, the Zeeman energy required to enter the topological phase is at its minimum, see Fig. 4. However, this minimum is not exactly centered at $\phi = \pi$ and the curve indicating the topological phase transition is not symmetric around $\phi = \pi$. To characterize this asymmetry, we notice that the phase transition curve is parabolic near its minimum, which we denote as $\phi^{(m)}$. Further away from $\phi^{(m)}$, the curve is approximately linear, i.e., $\Delta_Z/\Delta_{SC} = p_0 + p_1 \phi$, for real coefficients $p_0$ and $p_1$. Fitting a line to the phase transition curve for superconducting phase differences $\phi < \phi^{(m)}$ ($\phi > \phi^{(m)}$) gives a slope $p_1$ ($p_1$) [123]. The difference between these two slopes is a measure of the asymmetry of the phase diagram. We find that the larger the CSOI strength, the more asymmetric the phase diagram becomes, see Fig. 5. These observations are in contrast to JJs based on 2DEGs with LSOI, where it was found that the phase diagram is symmetric around $\phi = \pi$ [31]. To explain this difference, it suffices to consider the Hamiltonian in the semi-infinite geometry (defined in App. D) at $k_x = 0$ because this case determines the curve of the phase transition. We note that $H^*(k_x = 0, \phi, \alpha) = H(k_x = 0, -\phi, -\alpha)$, and, in addition, the Hamiltonian is Hermitian giving us $E(k_x = 0, \phi, \alpha) = E(k_x = 0, -\phi, -\alpha)$. This relation holds true for both LSOI and CSOI. The main difference is that LSOI can be gauged away without altering the superconducting term [31, 124], therefore giving $E(k_x = 0, \phi) = E(k_x = 0, -\phi)$, which implies a symmetric phase diagram around $\phi = \pi$. In contrast, CSOI cannot be gauged away and therefore the phase diagram is generally not symmetric.

Finally, we can also study how the normal section width, which had been kept fixed up to now, influences the topological gap and therefore the stability of the MBSs. Varying the superconducting phase difference $\phi$ and the Zeeman energy $\Delta_Z$, we determine the largest bulk gap in the topological phase $\Delta_m$ as a function of the normal section width $W$. As the normal section becomes wider, $\Delta_m$ decreases. The parameters are $N_y = 49.5\ell_x$, $\hbar^2/2m^* = 1.14E\ell_x^3$, $\alpha = 0.30E\ell_x$, $\beta = 0.14E\ell_x^3$, $\mu = 0.3E\ell_x$, $\Delta_{SC} = \mu/3$.

**C. Andreev bound states**

In the previous section we analyzed MBSs, which are zero-energy states that are present in the topological...
phase. However, it is possible to have ABSs that are at, or close to, zero energy in the trivial phase over a wide range of Zeeman energies \( \Delta_Z \). Such states can mimic the experimental signatures of topological MBSs, as was extensively investigated for nanowires \cite{86-94}. In this section, we give two examples of how such ABSs can arise in a planar JJ.

One way such ABSs appear in the system is as remnants of the BDI symmetry class. As already explained in Sec. III A if \( \Delta_{SC} = \Delta_{SC} \), the system has an effective time-reversal symmetry and is in the BDI symmetry class. In this case there are regions in parameter space with a pair of MBSs at each end of the junction, see Fig. 7(b), 7(d). When the effective time-reversal symmetry is broken, the two pairs of MBSs hybridize locally and their energies split away from zero. Even though these states are now trivial ABSs, they are still well localized to the ends of the junction and their energies can still be sufficiently close to zero to be misinterpreted as MBSs in an experiment, see Fig. 7(e)-7(h).

Near-zero-energy ABSs can also occur if there is disorder at the ends of the junction, resulting in spatially varying system parameters \cite{87, 88, 90, 92, 94}. As an example, we model a system with a spatially nonuniform normal section width. For a planar JJ with LSOI, it was shown that the normal section width influences the value at which the phase transition occurs \cite{42, 47}, and we observe this behavior also in the presence of CSOI. We focus on the case when the normal section is wider at the left side of the junction, see Fig. 8. We vary the width of the normal section according to:

\[
W(x) = W_{-\infty} + \frac{W_{-\infty} - W_{+\infty}}{2} \left[ \tanh \left( \frac{x - p}{\sigma} \right) + 1 \right], 
\]

where \( W_{\pm\infty} \) are positive parameters, \( \sigma \) characterizes how abruptly the width changes, and \( p \) is the point at which \( W(p) = (W_{-\infty} + W_{+\infty})/2 \). We choose \( p \) to be close to the left side of the junction and \( \sigma \) small compared to the MBS.
localization length. In this case, the normal section width is equal to \( W(x = L_x) \) throughout the entire system except at the left end of the junction, where the spatial variation of the width acts as a defect. The bulk of the system with normal section width \( W(x = L_x) \) enters the topological phase at Zeeman energy \( \Delta_{Z,r} \). In contrast, a system with a uniform normal section width of \( W(x = 0) \) would enter the topological phase at Zeeman energy \( \Delta_{Z,l} \).

For the parameters chosen in Fig. 8(c) one gets \( \Delta_{Z,l} < \Delta_{Z,r} \), such that, for \( \Delta_Z \in [\Delta_{Z,l}, \Delta_{Z,r}] \), the bulk of the system is trivial. However, trivial ABSs that are localized to the defect on the left side of the junction emerge. These states have energies close to zero, see Figs. 8(a) and 8(b). For Zeeman energies \( \Delta_Z > \Delta_{Z,r} \), the bulk of the system enters the topological phase and MBSs appear on both sides of the junction, see Fig. 8(c).

To see the relation between the ABSs and \( \Delta_{Z,l/r} \) better, consider the phase diagram in Fig. 8(d). The black solid line indicates \( \Delta_{Z,r} \), where the bulk enters the topological phase. The black dashed line indicates \( \Delta_{Z,l} \). The region between these two lines is the region in parameter space where the near-zero-energy ABSs appear.

We stress that a nonuniform normal section width is only one possibility of modeling this sort of ABSs. Spatial variations of other parameters can have a similar effect, if the value of the corresponding parameter influences the Zeeman energy \( \Delta_Z \) at which the phase transition occurs.

IV. EXPERIMENTAL FEASIBILITY

In Sec. III.B we demonstrated that Ge planar JJs can be brought into the topological phase either by varying the Zeeman energy \( \Delta_Z \) or the superconducting phase difference \( \phi \). The model and parameters used were based on a simplified minimal model, which allowed us to characterize the main qualitative features of the phase diagram. In this section, we analyze if the Ge planar JJ can also host MBSs with a more sophisticated model and experimentally realistic parameters.

So far, we neglected strain in the Ge heterostructure. However, Ge heterostructures are generally strained in experiments, which reduces the strength of the CSOI [101]. This changes the shape of the phase transition curve, the bulk gap, and the localization length (in \( x \) direction) of the MBSs. Furthermore, to accurately model the valence band of Ge, we include the Luttinger-Kohn anisotropy, which depends on \( \gamma_3 - \gamma_2 \). In this case, the choice of the confinement axis is no longer arbitrary. If we keep the crystallographic (001) axis as the confinement axis, the effective Hamiltonian defined in Eq. 8 obtains an additional CSOI term, see App. A. Choosing a different confinement axis will give additional CSOI and even LSOI terms [104], if strain is included. Moreover, the superconducting gap \( \Delta_{SC} \) is typically smaller than the value \( \Delta_{SC} = 0.8 \text{ meV} \) used in Sec. III. Instead, in this section we use \( \Delta_{SC} = 0.486 \text{ meV} \), a value achieved experimentally in Ref. [76] by proximitizing Ge with superconducting aluminum and niobium. Further, for sim-
plicity, in the previous section we assumed that the Zeeman energy is zero in the superconducting regions. A non-zero Zeeman energy in the superconducting regions is more realistic and thus we replace Eq. (17) by:

$$\Delta_Z(y) = \Delta_Z \quad \forall y \in [0, L_y]. \quad (25)$$

This choice also decreases the induced superconducting gap in the superconducting regions. Generally, a smaller superconducting gap results in a longer localization length of the MBSs and ABSs in $y$ direction. Finally, the maximum value of the external magnetic field is limited by the critical magnetic field $B_c$ of the superconductor. Following Ref. [74], we consider $B_c = 1.8$ T. This poses the most severe limitation on the experimental feasibility of MBSs in Ge planar JJs because the in-plane $g$ factor of holes in Ge is rather small, with experimentally measured values ranging from 0.2 to 1.4 [61, 66, 73, 85–88].

In the following, we first analyze the same experimental setup as in Sec. III A (see Fig. 1). Then we propose two different setups that overcome the issues caused by the small $g$ factor. First, a different confinement axis is chosen, giving LSOI and CSOI terms and enhancing the $g$ factor. A second method to overcome the small in-plane $g$ factor is to proximitize the Ge with a ferromagnetic insulator, such that the Zeeman term is induced via the ferromagnetic proximity effect [125]. For all three cases we assume an electric field $\mathcal{E} = 10$ V/µm, giving $l_\mathcal{E} = 3.7$ nm and $E_\mathcal{E} = 37$ meV. We consider a lightly strained Ge/SiGe heterostructure, where $E_s \approx 9.6$ meV, i.e. $E_s/E_\mathcal{E} = 0.26$ (compare to Ref. [106] where $E_s \approx 17$ meV). All other parameters are given in App. E.

Case 1: Same setup as in Sec. III A

In the first scenario, the setup is the same as described in Sec. III A but with experimentally realistic parameters. Additionally, we no longer neglect the anisotropy of Ge, which is why the effective Hamiltonian acquires an additional term, see Eq. (A2).

Calculating the $g$ factor perturbatively [68, 71, 126], we find that the Ge 2DHG has a small in-plane $g$ factor of approximately $g \approx 0.18$ consistent with experimental measurements [61, 66, 73, 95–98]. Giving a critical Zeeman field $\Delta_{Z,c}/\Delta_{SC} \approx 0.019$. In this case, it is possible to find a region in parameter space where the topological phase is accessible within the limitations discussed in the previous section, but this region in parameter space is rather small and $\phi$ is required to stay close to $\pi$, see Fig. 5. Since one cannot move far into the topological phase, the MBSs have a large localization length and the bulk gap is at most $\Delta_m/\Delta_{SC} = 0.004$ in the experimentally accessible topological phase. We also note that the exact shape of the phase transition curve, and thus especially its minimum, depends on the normal section width. In Fig. 5 we display results for $W = 24l_\mathcal{E}$, however, already $W = 22.5l_\mathcal{E}$ will result in no experimentally accessible topological phase. As was shown in Sec. III B, the bulk gap in the topological phase can be increased by narrowing the normal section width. However, because the width of the normal section $W$ also affects the shape of the phase transition curve, decreasing $W$ can lead to overall smaller accessible bulk gaps. Because of this, we are not able to find a $W$ that increases the bulk gap in the experimentally accessible topological phase.

Case 2: Different confinement axis

In case 1, the confinement axis was aligned to the crystallographic (001) axis. This leads to an effective Hamiltonian that has only CSOI terms and a small effective $g$ factor. A different choice of confinement axis can help in different ways. Using perturbation theory [68, 71, 126], we find that confinement along the crystallographic (110) axis increases the in-plane $g$ factor up to $g \approx 1.33$. Additionally, in a strained Ge/SiGe quantum well, the effective Hamiltonian for this confinement direction contains LSOI terms [104] and additional quadratic and CSOI terms, see Eq. (A4). Although the effective Hamiltonian is different compared to case 1, the phase diagram does not change significantly, see Fig. 5. However, due to the larger $g$ factor, the available topological phase space is larger than in case 1. Nevertheless, one is still limited to superconducting phase differences $\phi$ that are close to $\pi$ and the largest accessible bulk gap in the topological phase is $\Delta_m/\Delta_{SC} = 0.01$. For the same reason as in

![FIG. 9. Phase diagram showing the closing of the bulk gap at $k_x = 0$, i.e., the line $E(k_x = 0) = 0$ (calculated in the semi-infinite geometry) as a function of the Zeeman field $\Delta_Z$ and the superconducting phase difference $\phi$ for cases 1 and 2 discussed in Sec. IV. In case 1 the confinement axis of the 2DHG is the crystallographic (001) axis, in case 2 it is the (110) axis. The horizontal lines indicate the critical Zeeman energies $\Delta_{Z,c}$ for each case. The shaded regions indicate the experimentally accessible topological regions. The parameters are given in App. E.](image-url)
case 1, we do not find an increased experimentally accessible bulk gap in the topological phase when decreasing the normal section width $W$.

### Case 3: Ferromagnetic proximity effect

To overcome the limitations posed by the small $g$ factor of Ge, we propose to instead induce a Zeeman energy by proximitizing the Ge with a ferromagnetic insulator, see Fig. 10. This approach is motivated by the experimental achievements reported in Ref. [125], where an InAs nanowire is proximitized by both a superconductor (Al) and a ferromagnetic insulator (EuS), inducing both superconducting and Zeeman gaps in the nanowire. In such a setup for Ge, the strength of the induced Zeeman energy is independent of the $g$ factor of Ge and can be adapted by introducing a thin layer of insulating material between the ferromagnetic insulator and the Ge. Once the structure is fabricated, the Zeeman energy is fixed. However, by varying the superconducting phase difference, the system can still be tuned in and out of the topological phase.

We compare the accessible bulk gaps in the topological phase to values for a 2DEG planar JJ with LSOI, with the corresponding Hamiltonian and parameters given in App. F. The largest accessible bulk gap for $\Delta_Z < \Delta_{SC}$ is $\Delta_m/\Delta_{SC} = 0.2$ for a normal section width $W = 24\xi$. Decreasing the Zeeman strength in the normal section to $W = 11.5\xi$ increases the bulk gap to $\Delta_m/\Delta_{SC} = 0.3$. Thus, the bulk gaps resulting from CSOI are smaller than the gaps resulting from LSOI. However, finding appropriate parameters for case 3 might bring the bulk gap within the same order of magnitude as the value for LSOI, therefore bringing MBSs in Ge within experimental reach.

To conclude this section, we note that, so far, we did not consider the possible presence of a potential barrier at the interface between the superconducting region and the normal region. Introducing such a barrier changes the shape of the phase diagram [41]. This is particularly detrimental to case 1 because its experimentally accessible topological phase space is small even without a potential barrier. The effects of a potential barrier are discussed in App. F.

### V. CONCLUSION

We have numerically simulated a planar JJ comprising a Ge hole gas. The Ge 2DHG is described by a discretized effective Hamiltonian containing CSOI terms, where we introduce a fictitious $k^4$ term to remove unphysical Fermi surfaces. Using this Hamiltonian, we show that a Ge planar JJ with CSOI can host MBSs, as was previously shown for planar JJs based on 2DEGs with LSOI. However, the topological phase diagram in dependence on the Zeeman energy $\Delta_Z$ and the superconducting phase difference $\phi$ is generally asymmetric under $\phi \rightarrow -\phi$ for CSOI, whereas it is symmetric for LSOI. We also demonstrate that near-zero energy ABSs can be present in the system, either as a remnant of a symmetry or due to spatially nonuniform parameters. These ABSs may imitate the experimental signatures of MBSs. Further, we use experimentally realistic parameters to assess the possibility of entering the topological phase within experimental limitations. The main drawback of using Ge is its small in-plane $g$ factor. We proposed two methods to increase the $g$ factor of the system. Alternatively, it was argued in Refs. [128, 129] that a superconductor-normal-superconductor-normal-superconductor (SNSNS) junction can be brought into the topological phase simply by tuning the relative phases of the superconductors, therefore requiring no Zeeman field. Thus, a Ge-based SNSNS junction would not be disadvantaged by the small in-plane $g$ factor.

We showed that the width of the normal section influences the maximum bulk gap in the topological phase in a Ge planar JJ. This was also shown for 2DEG planar JJs with LSOI [41]. However, the normal section width is only one parameter that can be optimized to get a maximally large bulk gap. In Refs. [44, 48, 50] it was demonstrated that the orientation of the in-plane magnetic field relative to the junction and the orientation of the junction relative to the crystal structure of the material influences the bulk gap. Further, it was shown in Refs. [46, 48, 51] that a zigzag shaped or otherwise spatially modulated junction geometry can also increase the bulk gap. While these observations were made for 2DEG planar JJs with LSOI, similar modifications might also help to make MBSs in Ge planar JJs experimentally more accessible. It would be interesting to see to which extent these modifications change the bulk gap in Ge planar JJs.

Our analysis shows that a Ge planar JJ is a promising platform to host MBSs. Due to its many favorable properties, Ge could also prove to be suitable platform for other types of MBSs, e.g., MBSs in thin semiconducting
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Appendix A: Anisotropic spectrum

In this appendix, the anisotropic corrections to the Luttinger-Kohn Hamiltonian are introduced and we study how they affect the effective Hamiltonian. The anisotropic Luttinger-Kohn Hamiltonian is given by [68 102 103]:

$$H_{LK} = \frac{\hbar^2}{m} \left[ \gamma_1 + \frac{5\gamma_2}{2} \right] \frac{k^2}{2} - \gamma_2 \left( k_x^2 J_x + k_y^2 J_y + k_z^2 J_z \right)$$

$$-2\gamma_3(k_x k_y(J_x, J_y) + k_y k_z(J_y, J_z) + k_z k_x(J_z, J_x))$$

$$-\mu - E_g J_z^2,$$

where $\vec{k} = (k_x, k_y, k_z)$ is the momentum vector, the $\gamma_i$ are the Luttinger parameters [103], and the anti-commutator is defined as $\{A, B\} = (AB + BA)/2$. We have added strain explicitly in this Hamiltonian to emphasize its importance for the following discussion. The coordinate axes are aligned to the main crystallographic axes of Ge [103 110]. For an isotropic material $\gamma_2 = \gamma_3 = \gamma_1$, which will give Eq. (1). For Ge, the isotropic approximation is appropriate because the difference $\gamma_3 - \gamma_2$ is about 10% of $\gamma_1$ [110]. In the following, we consider what the effect on the effective Hamiltonian is if one does not want to neglect the anisotropy. Because the system is anisotropic, the choice of the confinement axis is not arbitrary. Choosing the crystallographic $<001>$ axis as the confinement direction and following the steps discussed in Sec. II gives the following anisotropic effective Hamiltonian [101 110]:

$$H_{\text{eff},a} = H_{\text{eff}} + i\alpha_a \left( k_x^2 \sigma_x - k_y^2 \sigma_y \right),$$

where $H_{\text{eff}}$ is the isotropic effective Hamiltonian defined in Eq. (6) and $|\alpha_a/\alpha| = |\gamma_3 - \gamma_2|/(\gamma_3 + \gamma_2)$ [110]. Therefore, $\alpha_a = 0$ in the isotropic case, which reproduces Eq. (6).

The spectrum of the anisotropic effective Hamiltonian is compared to the Luttinger-Kohn Hamiltonian in Fig. 11. As was the case for the isotropic case (see Fig. 3), the effective Hamiltonian deviates from the Luttinger-Kohn Hamiltonian at momenta away from $k = 0$. We stress again that this deviation is not caused by the fictitious quartic term defined in Eq. (7), but is rather a measure of the range of validity of the third-order perturbation theory used to obtain the effective model. To improve the fit of the effective model to the Luttinger-Kohn Hamiltonian, one may expand it up to fourth order. The effective Hamiltonian is then given by:

$$H_{\text{eff},a}^{(4)} = H_{\text{eff},a} + \eta_1 k^4 + \eta_2 (k_x^4 + k_y^4),$$

where $H_{\text{eff},a}$ is defined in Eq. (A2). The spectrum of this Hamiltonian is also shown in Fig. 11. We stress that the $\eta_1$ term in Eq. (A3) and the fictitious quartic term proportional to $\beta$ defined in Eq. (7) have the same form, but the $\eta_2$ term has a physical origin, while the $\beta$ term is fictitious. However, we typically find that the $\eta_2$ term is negligible compared to the $\eta_1$ term and that $\eta_1 < 0$. Therefore, a fictitious $k^6$ term would have to be introduced to remove unphysical Fermi surfaces. Since the fourth order terms in $H_{\text{eff},a}^{(4)}$ do not introduce any dependency on spin, they do not qualitatively change the SOI behavior of the system. We conclude that going to third order perturbation theory is sufficient to capture the qualitative behavior of the system. We note that for the parameters used in Sec. IV where we make quantitative predictions, the fit between the Luttinger-Kohn Hamiltonian and the third-order effective theory is even better, see App. E.

Confining the Ge along a different axis changes the effective Hamiltonian. If the confinement direction is the crystallographic <110> axis and strain is included, the effective Hamiltonian has linear and cubic SOI terms [103] and the quadratic term receives anisotropic corrections. Using the same method as described in Sec. II we derive the effective Hamiltonian:

$$H_{\text{eff}} = \frac{i\alpha_1}{2} \left( k_- \sigma_+ - k_+ \sigma_- \right) + \frac{i\alpha_2}{2} \left( k_+ \sigma_+ - k_- \sigma_- \right) + b_1 \left( k_-^2 + k_+^2 \right) + b_2 k_- k_+ + \frac{i c_1}{2} \left( k_x^3 \sigma_+ - k_y^3 \sigma_- \right)$$

$$+ \frac{i c_2}{2} k^2 \left( k_- \sigma_+ - k_+ \sigma_- \right) + \frac{i c_3}{2} k^2 \left( k_+ \sigma_+ - k_- \sigma_- \right) + \frac{i c_4}{2} \left( k_x^3 \sigma_+ - k_y^3 \sigma_- \right),$$

where $\alpha_i$, $b_i$, and $c_i$ are parameters that are calculated from the original Luttinger-Kohn Hamiltonian perturba-
The Kohn Hamiltonian are to fourth order in perturbation theory, which corresponds to the effective Hamiltonian expanded up to fourth order in perturbation theory, which corresponds to $H^{(4)}_{\text{eff},a}$ defined in Eq. (A3). The parameters for the Luttinger-Kohn Hamiltonian are $E_0 = 0$, $\gamma_1 = 13.38$, $\gamma_2 = 4.24$, and $\gamma_3 = 5.69$. Due to the normalization, the spectrum is independent of the electric field $E$. The parameters for the effective model are determined using perturbation theory and they are: $\hbar^2/2m^* = 0.906E_\text{F}l_2^2$, $\alpha = 0.189E_\text{F}l_2^2$, $\alpha_4/\alpha = 0.146$, $\mu = 0.3E_\text{F}$, $\beta = 0.06E_\text{F}l_2^2$, $\eta_1 = -0.480E_\text{F}l_2^2$, and $\eta_2 = 0.046E_\text{F}l_2^2$.

tively. This Hamiltonian is used for case 2 in Sec. IV. We stress that the LSOI terms in Eq. (A4) are specific to 2DHGs and not to be confused with the LSOI terms arising in 2DEGs.

Appendix B: High momentum Fermi surfaces

The effective Hamiltonian defined in Eq. (6) contains a quadratic term and a CSOI term. At large momenta, the CSOI term dominates over the quadratic term, leading to unphysical Fermi surfaces. Because a numerical tight-binding calculation cannot be restricted to small momenta, these Fermi surfaces pose a problem. To eliminate them, a fictitious quartic term of strength $\beta$ is introduced [see Eq. (7)]. This appendix explains how we determine $\beta$.

To not significantly alter the low-momentum behavior, $\beta$ should be kept as small as possible, yet large enough to eliminate unphysical Fermi surfaces. A rough estimate of the upper bound for $\beta$ is given in Eq. (8). To get a lower bound for $\beta$, we need to plot the Fermi surfaces of the effective Hamiltonian. The energy eigenvalues of the Hamiltonian $H_{\text{eff}} + H_4$ defined in Eqs. (6) and (7) with different values of $\beta$ are shown in the top row of Fig. (12). The corresponding Fermi surfaces are shown in the bottom row of Fig. (12). The red curves correspond to the physical Fermi surfaces while the black curves are the unphysical ones. As $\beta$ is increased, the unphysical Fermi surfaces change their shape, while the physical Fermi surfaces do not change noticeably. Once $\beta$ is large enough, the unphysical Fermi surfaces disappear. This is the value of $\beta$ that we want to use for the numerical simulations.

Appendix C: Perturbation calculation to verify the quartic term

To test the validity of the quartic term defined in Eq. (7), we treat the CSOI term as a perturbation to the quadratic spectrum, following the quasi-degenerate perturbation theory explained in App. B of Ref. [103]. In this case, the quartic term is not required. For simplicity, we consider the Hamiltonian in the semi-infinite...
FIG. 13. Energy levels of the Hamiltonian given in Eq. (19) that includes the fictitious quartic term (black solid curve) compared to the energy levels calculated using perturbation theory to third order in the CSOI strength \( \alpha \) (red dashed curve). Both calculations are done in the semi-infinite geometry at \( k_x = 0 \). The parameters are: \( L_y = 49.5 \ell_x \), \( W = 4.5 \ell_x \), \( \hbar^2/2m^* = 1.141 \ell_x^2 \ell_x^2 \), \( \mu = 0.3 \ell_x \), and \( \Delta_{SC} = \mu/3 \). In the top row \( \phi = \pi/4 \), in the bottom row \( \phi = 3\pi/4 \). In column (a) \( \Delta_2/\Delta_{SC} = 1 \), in column (b) \( \Delta_2/\Delta_{SC} = 2 \), and in column (c) \( \Delta_2/\Delta_{SC} = 3 \). The values for \( \beta \) change together with \( \alpha \), as explained in the caption of Fig. 5.

geometry at \( k_x = 0 \), as this is the Hamiltonian that defines the phase diagram. The unperturbed Hamiltonian is:

\[
H_0(y) = H_{\text{kin}}(y) + H_{SC}(y) + H_Z(y),
\]

where \( H_{SC}(y) \) is defined in Eq. (12), \( H_Z(y) \) is defined in Eq. (10), and \( H_{\text{kin}}(y) \) is:

\[
H_{\text{kin}}(y) = - \left( \frac{\hbar^2 \partial^2_y}{2m^*} + \mu \right) \tau_z.
\]

We then consider the cubic SOI term as a perturbation:

\[
H'(y) = 2i\alpha \partial^3_y \sigma_x
\]

and we expand in powers of \( \alpha \) using quasi-degenerate perturbation theory [103].

We compare the perturbatively calculated energy levels to the eigenvalues of the Hamiltonian of Eq. (19), which includes the fictitious quartic term. At small CSOI strengths, the two results agree well with each other, see Fig. 13 This demonstrates that the fictitious quartic term is suitable to remove the unphysical Fermi surfaces while not changing the low-energy behavior. In the numerical simulations of Sec. III, we use \( \alpha = 0.39 \ell_x l_x^4 \). As expected, perturbation theory for such a large CSOI strength can deviate significantly from the energy eigenvalues of the Hamiltonian defined in Eq. (19). However, we use such a large CSOI strength in order to obtain MBSs with localization length short enough to use reasonable system sizes. We verified that there are MBSs in the system even for \( \alpha = 0.11 \ell_x l_x^4 \), for which perturbation theory agrees well with the eigenvalues of the Hamiltonian defined in Eq. (19). In contrast, the strengths of the CSOI used in Sec. IV are smaller, therefore we expect the energy eigenvalues to agree better with the perturbatively calculated energies.

Appendix D: Discretized Hamiltonian

For our numerical calculations, we discretize the Hamiltonian of Eq. (19) on a square lattice with effective lattice constant \( a \), resulting in an effective tight-binding Hamiltonian. Throughout Secs. III and IV we set \( a = l_x/2 \). However, note that \( l_x \) in Sec. III is different from \( l_x \) in Sec. IV.

1. Finite Geometry

The discrete Nambu basis in the finite geometry is:

\[
c_{n,m} = (c_{\uparrow,n,m}, c_{\downarrow,n,m}, c_{\uparrow,n,m}^\dagger, c_{\downarrow,n,m}^\dagger)^T,
\]

where \( c_{\sigma,n,m}^\dagger \) creates a particle with effective spin \( s \) at position \((x,y) = (na,ma)\) and \( n,m \in \mathbb{Z} \). Using this basis, the tight-binding Hamiltonian of the planar JJ in the finite geometry is:

\[
\tilde{H} = \frac{1}{2} (\tilde{H}_{\text{eff}} + \tilde{H}_4 + \tilde{H}_{SC} + \tilde{H}_Z)
\]

with
\[ \hat{H}_{eff} + \hat{H}_4 = \sum_{n=1}^{N_x-1} \sum_{m=0}^{N_y-1} \sum_{n,m=0}^{m} c_{n,m}^\dagger \left( \begin{array}{c} -\frac{t}{a^2} \tau_x - \frac{4i\alpha}{a^4} \sigma_y - \frac{8\beta}{a^4} \tau_z \end{array} \right) \tau_z c_{n-1,m} + \sum_{n=0}^{N_x-1} \sum_{m=1}^{N_y-1} \sum_{n,m=1}^{m} c_{n,m}^\dagger \left( \begin{array}{c} -\frac{t}{a^2} \tau_z - \frac{4i\alpha}{a^4} \sigma_x - \frac{8\beta}{a^4} \tau_z \end{array} \right) c_{n,m-1} + \sum_{n=1}^{N_x-1} \sum_{m=0}^{N_y-1} \sum_{n,m=0}^{m} c_{n,m}^\dagger \left( \begin{array}{c} -i\alpha/a^2 \sigma_y + \frac{\beta}{a^4} \tau_z \end{array} \right) \tau_z c_{n-2,m} + \sum_{n=0}^{N_x-1} \sum_{m=2}^{N_y-1} \sum_{n,m=2}^{m} c_{n,m}^\dagger \left( \begin{array}{c} -i\alpha/a^2 \sigma_x + \frac{\beta}{a^4} \tau_z \end{array} \right) c_{n,m-2} + \sum_{n=1}^{N_x-1} \sum_{m=1}^{N_y-1} \sum_{n,m=1}^{m} c_{n,m}^\dagger \left( \begin{array}{c} 3i\alpha/a^3 (\sigma_x + \sigma_y \tau_z) + \frac{2\beta}{a^4} \tau_z \end{array} \right) c_{n-1,m-1} + \sum_{n=0}^{N_x-1} \sum_{m=1}^{N_y-1} \sum_{n,m=1}^{m} c_{n,m}^\dagger \left( \begin{array}{c} 3i\alpha/a^3 (\sigma_x - \sigma_y \tau_z) + \frac{2\beta}{a^4} \tau_z \end{array} \right) c_{n+1,m-1} + \sum_{n=0}^{N_x-1} \sum_{m=0}^{N_y-1} \sum_{n,m=0}^{m} c_{n,m}^\dagger \left( \frac{2t}{a^2} - \frac{\mu}{2} + \frac{10\beta}{a^4} \right) \tau_z c_{n,m} + \text{H.c.,} \right) \]

(Eq. D3)

where \( N_x = 1 + L_x/a \) and \( N_y = 1 + L_y/a \) are the number of lattice points in \( x \) and \( y \) direction, respectively, and \( t = h^2/2m^* \). Here, \( \sigma_y \) and \( \tau_z \), \( \mu, \nu = x, y, z \), are Pauli matrices acting in spin and particle-hole space, respectively. In Sec. III we set \( h^2/2m^* = 1.141Eg \), which leads to \( t = 4.56E_ga^2 \). The other system parameters can be expressed in terms of \( a \) and \( t \) as \( \alpha = 0.39E_ga^2 = 0.68t, \beta = 0.14E_ga^2 = 0.49t, \) and \( \mu = 0.3E_g = 0.065t \).

The superconducting term \( \hat{H}_{SC} \) and the Zeeman term \( \hat{H}_Z \) are:

\[ \hat{H}_{SC} = \sum_{n=0}^{N_x-1} \sum_{m=0}^{N_y-1} \sum_{n,m=0}^{m} \Delta_{SC,m} c_{n,m}^\dagger \frac{i\sigma_y}{2} \times \left( e^{i\phi_m/2\tau_+} - e^{-i\phi_m/2\tau_-} \right) c_{n,m}, \]

(D4)

\[ \hat{H}_Z = \sum_{n=0}^{N_x-1} \sum_{m=0}^{N_y-1} \sum_{n,m=0}^{m} \Delta_{Z,m} c_{n,m}^\dagger \sigma_z \tau_z c_{n,m}, \]

(D5)

where the parameters \( \Delta_{SC,m}, \phi_m, \) and \( \Delta_{Z,m} \) are position-dependent:

\[ \Delta_{SC,m} = \begin{cases} \Delta_{SC} & \text{if } m < \frac{N_y-N_W}{2} \\ \Delta_{SC} & \text{if } m \geq \frac{N_y-N_W}{2} \\ 0 & \text{otherwise} \end{cases} \]

(D6)

\[ \phi_m = \begin{cases} \phi & \text{if } m < \frac{N_y-N_W}{2} \\ -\phi & \text{if } m \geq \frac{N_y-N_W}{2} \\ 0 & \text{otherwise} \end{cases} \]

(D7)

\[ \Delta_{Z,m} = \begin{cases} \Delta_{Z} & \text{if } \frac{N_y-N_W}{2} \leq m < \frac{N_y+N_W}{2} \\ 0 & \text{otherwise} \end{cases} \]

(D8)

where \( N_W = 1 + W/a \) is the number of lattice points in \( y \) direction within the normal section. In Sec. III the width of the normal section is varied as follows:

\[ N_W(n) = \begin{cases} N_y + \left[ 1 + \frac{W(na)}{2} \right] & \text{if } n < \frac{N_y-N_W}{2} \\ N_y - \left[ 1 + \frac{W(na)}{2} \right] & \text{if } n \geq \frac{N_y-N_W}{2} \end{cases} \]

(D9)

where \( N_W(n) \) gives the number of lattice points (in \( y \) direction) at position \( x = na, \) \( \lfloor \cdot \rfloor \) is the rounding down operator, and \( W(x) \) is given by Eq. (24). The values for \( W \) in Fig. 8 are derived as follows. Using the parameters given in the caption of Fig. 8, \( N_y = 1 + L_y/a, \) and Eqs. (24) and (D9), one gets that at the left end of the junction, the number of lattice points in the normal section is given by \( N_W(n=0) = 9 \), which corresponds to a junction width \( W = a(N_W - 1) = 4\epsilon \). On the right side, the index \( n \) has the value \( n = N_x - 1 = L_x/a = 299 \), which gives \( N_W(n = 299) = 5 \), therefore giving \( W = 2\epsilon \).

2. Disorder

In Fig. 7 disorder is added to the system. We model disorder by a position-dependent chemical potential of the form:

\[ \mu_{n,m} = \mu_0 + \delta\mu_{n,m}, \]

(D10)

where \( n \) and \( m \) label the position in the system \( (x, y) = (na, ma) \), \( \mu_0 \) is a constant chemical potential and \( \delta\mu_{n,m} \) are random fluctuations drawn from a normal distribution with mean value zero. For Fig. 7 the parameters used for the chemical potential are \( \mu_0 = 0.3E_g \) and the standard deviation of the normal distribution of \( \delta\mu_{n,m} \) is 0.2\( \mu_0 \).

3. Semi-infinite geometry

In the semi-infinite geometry, it is assumed that the system is infinitely extended in \( x \) direction. In this case, \( k_x \) is a good quantum number and the Nambu basis is:

\[ c_{k_x,m} = \left( c_{k_x,m}^\dagger, c_{k_x,m}, c_{-k_x,-m}^\dagger, c_{-k_x,m} \right)^T, \]

(D11)

where \( m \in \mathbb{Z} \) and \( c_{k_x,m}^\dagger \) creates a particle at position \( y = ma \) with effective spin \( s \) and momentum \( k_x \) in \( x \) direction. The tight-binding Hamiltonian in the semi-infinite geometry is:

\[ \hat{H} = \frac{1}{2} \int_{-\infty}^{\infty} dk_x \left[ \hat{H}_{eff}(k_x) + \hat{H}_4(k_x) + \hat{H}_Z(k_x) + \hat{H}_{SC}(k_x) \right], \]

(D12)

with
\begin{align*}
\hat{H}_{\text{eff}} (k_x) + \hat{H}_\Delta (k_x) &= \sum_{m=0}^{N_y-1} c_{k_x,m}^\dagger \left\{ \frac{t [2 \cos (ak_y)] - \mu}{a^2} + \frac{\beta}{a^4} \left[ 10 - 8 \cos (ak_x) + \cos (2ak_x) \right] - \frac{\alpha}{a^5} \left[ 4 \sin (ak_x) + \sin (2ak_x) \right] \right\} \tau_z c_{k_x,m} + \sum_{m=1}^{N_y-1} c_{k_x,m}^\dagger \left\{ - \frac{t}{a^2} \tau_x + \frac{4\beta}{a^4} [2 - \cos (ak_x)] \tau_z + \frac{6\alpha}{a^5} \sin (ak_x) \sigma_y \tau_z \right\} \\
&+ \sum_{m=2}^{N_y-1} c_{k_x,m}^\dagger \left\{ \frac{-i\alpha}{a^3} \sigma_x + \frac{\beta}{a^4} \tau_z \right\} c_{k_x,m-1} + \sum_{m=2}^{N_y-1} c_{k_x,m}^\dagger \left\{ \frac{3 \cos (ak_x) - 2}{2} \sigma_y \right\} c_{k_x,m-1} + \sum_{m=2}^{N_y-1} c_{k_x,m}^\dagger \left\{ \frac{3 \cos (ak_x) - 2}{2} \sigma_y \right\} c_{k_x,m-1} + \text{H.c.,} \quad (D13) \\
\hat{H}_\text{SC} (k_x) &= \sum_{m=0}^{N_y-1} \Delta_{\text{SC},m} c_{k_x,m}^\dagger i\sigma_y \frac{i\Phi_m/2\tau_+ - e^{i\Phi_m/2\tau_-}}{2} c_{k_x,m}, \quad (D14) \\
\hat{H}_z (k_x) &= \sum_{m=0}^{N_y-1} \Delta_{Z,m} c_{k_x,m}^\dagger \sigma_x \tau_z c_{k_x,m} \quad (D15)
\end{align*}

where \( \Delta_{\text{SC},m} \) is defined in Eq. \((D6)\), \( \phi_m \) in Eq. \((D7)\), and \( \Delta_{Z,m} \) in Eq. \((D8)\).

4. **Anisotropic term**

The discretized version of the anisotropic contribution in Eq. \((A2)\) in the finite geometry is given by:

\[
\hat{H}_a = \frac{\alpha a}{a^3} \left[ -4 \sum_{n=1}^{N_y-1} \sum_{m=0}^{N_y-1} c_{n,m}^\dagger \sigma_y \tau_z c_{n-1,m} - 4 \sum_{n=1}^{N_y-1} \sum_{m=0}^{N_y-1} c_{n,m}^\dagger \sigma_x c_{n,m-1} - 4 \sum_{n=1}^{N_y-1} \sum_{m=0}^{N_y-1} c_{n,m}^\dagger \tau_z c_{n-2,m} \right. \\
+ \sum_{n=0}^{N_y-1} \sum_{m=2}^{N_y-1} c_{n,m}^\dagger \sigma_x c_{n,m-2} + \sum_{n=1}^{N_y-1} \sum_{m=0}^{N_y-1} c_{n,m}^\dagger (\sigma_x + \sigma_y \tau_z) c_{n-1,m-1} \\
+ \sum_{n=0}^{N_y-1} \sum_{m=1}^{N_y-1} c_{n,m}^\dagger (\sigma_x - \sigma_y \tau_z) c_{n+1,m-1} \left. \right] + \text{H.c.,} \quad (D16)
\]

where \( c_{n,m} \) is the Nambu basis defined in Eq. \((D1)\). In the semi-infinite geometry, this term is:

\[
\hat{H}_a (k_x) = \frac{\alpha a}{a^3} \left[ -4 \sin (ak_x) + \sin (2ak_x) \tau_z c_{k_x,m} \\
+ \sum_{m=1}^{N_y-1} 2c_{k_x,m}^\dagger \left\{ [\cos (ak_x) - 2] i\sigma_x + \sin (ak_x) \sigma_y \tau_z \right\} c_{k_x,m-1} + \sum_{m=2}^{N_y-1} c_{k_x,m}^\dagger i\sigma_x c_{k_x,m-2} \right] + \text{H.c.,} \quad (D17)
\]

where the \( c_{k_x,m} \) is the Nambu basis defined in Eq. \((D11)\).

---

**Appendix F: Potential barrier**

A potential barrier at the interface between the superconducting region and the normal region changes the transparency of the junction. Although this does not qualitatively change the behavior of the system, it affects borders of the phase diagram \cite{41}. In this section, we study the effect of a potential barrier on the systems described in Sec. \cite{14}. To account for a potential barrier of width \( W_b \), we introduce a Hamiltonian \( \hat{H}_b \) that is added

---

**Appendix E: Experimentally realistic parameters**

Table \ref{table:1} lists the values used for the numerical calculations in Sec. \cite{14}. The momentum space spectrum for case 1 is shown in Fig \ref{fig:14}. We choose a relatively small chemical potential, so the results obtained by using the Luttinger-Kohn Hamiltonian and the effective model agree very well at the Fermi level. We checked that this is also true for the parameters used in case 2.


|                        | case 1 | case 2 | 2DEG LSOI |
|------------------------|--------|--------|-----------|
| confinement axis       | (001)  | (110)  |           |
| strain $E_s/E_L$       | 0.26   | 0.26   |           |
| axis of magnetic field | $x$    | $x$    | $x$       |
| $g$ factor             | 0.18   |        |           |
| critical magnetic field $B_c$ | 1.8    | 1.8    |           |
| $\Delta_{Z,CE}/\Delta_{SC}$ | 0.0193 | 1      |           |
| $\Delta_{SC}/E_L$     | 0.0131 | 0.0131 | 0.0131    |
| $\mu/E_L$             | 0.04   | 0.04   | 0.1       |
| linear coefficients $[E_E/\epsilon]$ | 0      | $a_1 = -0.00115$, $a_2 = -0.000785$, $a_{lin} = 0.075$ |
| quadratic coefficients $[E_E/\epsilon^2]$ | $b_1 = -0.100$, $b_2 = 1.176$, $b_3 = 0.0275$, $b_4 = 0.167$, $b_5 = 3$ |
| cubic coefficients $[E_E/\epsilon^3]$ | $c_1 = -0.00278$, $c_2 = -0.0195$, $c_3 = 0.021$, $c_4 = 0.171$ |
| $\beta$ $[E_E/\epsilon^2]$ | 0.01375 | 0.00975 |
| $W_1 \epsilon$        | 24     | 28     | 24        |
| $L_y \epsilon$        | 299.5  | 299.5  | 399.5     |

TABLE I. Parameters for the two cases presented in Sec. [IV] and for a 2DEG system with LSOI. The linear, quadratic, and cubic coefficients as well as the $g$ factors are calculated using perturbation theory [63, 71, 103, 110, 111, 126]. We set $\mu \approx 3 \Delta_{SC}$. The parameters are given in units of the electric energy $E_c = 37$ meV and electric length $\ell_c = 3.7$ nm. The normal section in all three cases is between $W \approx 90$ nm and $W \approx 100$ nm, which is comparable to the 80 nm used in Ref. [53]. For cases 1 and 2, the proximitized regions are approximately 510 nm wide and for the 2DEG it is approximately 690 nm. The critical magnetic field and superconducting gap are taken from Ref. [76], where a combination of aluminum and niobium is used to induce superconductivity. For the 2DEG LSOI system, the Hamiltonian is $H_{\text{ini}} = \hbar^2 k^2/2m^* - \mu + \alpha_{lin}(k_x \sigma_y - k_y \sigma_x)$. The quadratic and linear symmetry coefficients are experimental values taken from Ref. [53]. We assume the same values for $\Delta_{SC}$ as in cases 1 and 2 and set the critical Zeeman field $\Delta_{Z,CE}$ to be equal to $\Delta_{SC}$. Although $E_E$ and $\ell_c$ are not relevant scales for a 2DEG system, we still give the parameters in these units for better comparison to the 2DHG Ge system.

![FIG. 14. Spectrum $E(k_x)$ of the 2DHG with parameters used for case 1 in Sec. [IV] The momentum $k_y$ is fixed to $k_y = 0$ in (a) and $k_y \ell_c = 0.18$ in (b). The solid black line corresponds to the two lowest energy bands of the Luttinger-Kohn (LK) Hamiltonian confined to two dimensions [see Eq. (2)]. The red dashed lines correspond to the energy eigenvalues of the effective model [see Eqs. (3) and (4)]. Due to the fact that the chemical potential is rather small, the two models agree well at the Fermi level. The Luttinger parameters used for the LK Hamiltonian are the same as in Fig. 11; the strain is $E_s/E_L = 0.26$, and the chemical potential is $\mu = 0.04E_L$. The parameters used for the effective model are given in the column “case 1” in Tab. 1.](image)

to the existing Hamiltonian defined in Eq. (19):

$$H_b(x,y) = \mu_b(x,y) \tau_z,$$

(F1)

$$\mu_b(x,y) = \begin{cases} 
\mu_b & \text{if } S - \frac{W_b}{2} < y < S + \frac{W_b}{2} \\
S + W - \frac{W_b}{2} < y < S + W + \frac{W_b}{2} \\
0 & \text{otherwise}.
\end{cases}$$

(F2)

The potential barrier changes the shape of the phase transition curve. Most crucially, it increases the minimally required Zeeman energy $\Delta_Z$ to reach the topological phase, see Fig. 15. This effect does not have a noticeably detrimental effect on the available topological phase space for case 2. However, even without a potential barrier, case 1 has a significantly smaller available topological phase space compared to case 2. A high enough potential barrier can therefore make the topological phase unreachable in case 1, see Fig. 15.
FIG. 15. Phase diagram analogous to Fig. 9, with the only difference that a potential barrier [see Eq. (14)] is included here. Due to the potential barrier, the topological phase can no longer be reached within the experimental limitations of case 1. Case 2 still has an experimentally accessible topological phase. The barrier height is $\mu_b = 0.06E_c$ and the barrier width is $W_b = l_c$. All other parameters are as in Fig. 9.
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