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Abstract

Generative Adversarial Networks (GANs) are now capable of producing synthetic face images of exceptionally high visual quality. In parallel to the development of GANs themselves, efforts have been made to develop metrics to objectively assess the characteristics of the synthetic images, mainly focusing on visual quality and the variety of images. Little work has been done, however, to assess overfitting of GANs and their ability to generate new identities. In this paper we apply a state of the art biometric network to various datasets of synthetic images and perform a thorough assessment of their identity-related characteristics. We conclude that GANs can indeed be used to generate new, imagined identities meaning that applications such as anonymisation of image sets and augmentation of training datasets with distractor images are viable applications. We also assess the ability of GANs to disentangle identity from other image characteristics and propose a novel GAN triplet loss that we show to improve this disentanglement.

1. Introduction

Generative Adversarial Networks (GANs) \cite{goodfellow2014generative} are now well known for their ability to generate highly realistic data-samples. Perhaps most famously, this includes high resolution images of faces such as those of the Progressive GAN \cite{mirza2014conditional}. Whilst these synthetic images are of impressive quality, there is still debate as to their utility beyond purely aesthetic applications such as image in-painting \cite{tancik2019fourier} and image editing \cite{ulyanov2017towards}. For example, with the recent implementation of the General Data Protection Regulation (GDPR) in Europe, a natural question to ask is whether GANs can be used to generate sets of synthetic identities as a method of dataset anonymisation. Many researchers have also attempted to use GAN-generated data to augment training datasets with varying degrees of success \cite{richter2017learning, tian2019domain, zhang2018unsupervised}.

In this paper we study the ability of GANs to generate new synthetic identities, and their ability to disentangle identity from the description of other image characteristics in the latent space. Our investigations show that the former is indeed possible whereas the latter is problematic. Our contributions are:

1. An explicit demonstration that GANs do indeed generate new identities;
2. Introduction of biometric analysis as a measure the degree of overfitting and mode-collapse in GANs;
3. A novel GAN triplet loss that improves disentanglement of identity in SD-GANs \cite{chen2019}. 

The paper is organised as follows: in Section 2 we present other works that attempt to quantify the characteristics of GAN-generated images as well as works attempting to disentangle identity; in Section 3 we discuss potential applications of GAN-generated images; in Section 4 we assess overfitting in GANs with respect to identity; in Section 5 we introduce our novel GAN triplet loss and compare its
ability to disentangle identity with various other methods; and in Section 6 we draw conclusions as to legitimate uses of GAN-generated data.

2. Related work
2.1. GAN metrics
The de facto standards for assessing GANs are currently the Inception Score (IS) [22], the Fréchet Inception Distance (FID) [11], and Precision and Recall (P&R) [21,15]. IS and FID each combine measures of the quality and variety of generated images whereas P&R avoids ambiguity by providing Precision as a measure of image quality and Recall as a measure of variety. None of these metrics, however, is sensitive to the problem of overfitting. A “Memory GAN” that memorises and reproduces exact copies of training data would still give optimal IS, FID and P&R scores.

The lack of a suitable metric for assessing overfitting was identified in [17] although, despite being stated as one of the motivations for proposing their measure of P&R calculated for toy datasets, the paper does not elaborate on how overfitting might be measured. In [30], overfitting is measured by analysing discrepancies in the distributions of reconstruction error for training and validation images upon inversion of the generator. The method appears to be informative. However, in practice it is expensive to invert the GAN’s generator for all training images. In this work, we efficiently project datasets of facial images into a biometric feature-space where comparisons can be made based on subtle yet robust features. Doing so is primarily motivated by our interest in identity. However, biometric datasets may serve as a useful standard for evaluating GANs in general.

2.2. Disentanglement
The second analysis presented in this paper is of the ability of GANs to disentangle identity from other image characteristics in their latent spaces. Such an ability would enable, for example, augmentation of datasets with mated sets of images, as opposed to augmentation with distractor images of arbitrary identity. In the literature we find three general methods of controlling images generated by GANs:

1. Training a conditional GAN (cGAN) and adding a biometric constraint on the identity. In this work we evaluate IVI-GAN [18]. However, there are many other works that fall into this category [28,29].

2. Training a standard GAN and retrospectively discovering semantically meaningful axes of variation in the latent space [25,10]. We assess the InterFaceGAN method of [25]. The method does not explicitly avoid changes to identity upon traversing the GAN’s latent space and assumes that a robustly trained GAN will naturally learn to disentangle semantic factors.

3. Training the discriminator of the GAN to act upon pairs of images and to simultaneously penalise poor realism and poor identity consistency. The only work of which we are aware that has previously attempted this is that of [5].

Examples of each of these types of method are described in more detail and evaluated in Section 5.

3. GAN Applications
3.1. Data-anonymisation
The anonymisation of data is increasingly becoming a research topic of interest. Unrestricted use of datasets of face-images depends on the ability to remove information that allows identification of the original subjects. A crude method of doing this might be simply to detect faces and set those pixels to zero. Ideally, however, we would like to remove identity information without affecting other semantic properties of the image or of the dataset as a whole.

Most methods in the literature tackle the problem of data-anonymisation by modifying individual images, leaving all properties untouched except for the identity. Some of the more successful early attempts at doing so involved reconstructing the subject of the original image using a 3D morphable model (3DMM) [2] before modifying the model’s shape parameters to change the identity [9,23]. In [19], a CNN conditioned on biometric vectors is used to generate a face-image that is a mixture of nearby identities before blending it back into the original image. More recent methods treat the problem as image-to-image translation or as image in-painting. In [32] an auto-encoder is trained to optimise a reconstruction loss, but also a biometric loss to enforce distance between the original and translated images in an identity feature-space. In [26] and [12] faces are first obscured and then auto-encoders trained to in-paint the obscured regions, harmonising them as best they can with the rest of the image in order to fool an adversarial loss. In [27] a hybrid 3DMM plus in-painting method is used.

Due to the constraint of having to maintain the specific contexts of individual images, the aforementioned problem is difficult and generated images tend to be of low quality, either lacking in high-frequency detail or containing obvious artefacts. It is possible, however, to generate images of the required quality by training a GAN whose soul objective is to accurately approximate the distribution of real images as a whole, i.e. not endeavouring to preserve the specific contexts of individual images. As mentioned in Section 2.1 although much work has been done to assess the quality and variety of GAN-generated images, there is no work explicitly demonstrating GANs to consistently generate new identities.
3.2. Data-augmentation

Data-augmentation using synthetic identities might take one of two forms:

1. Supervised: generation of sets of ID-labelled images where each set contains a “unique” identity;

2. Semi-supervised: generation of examples of arbitrary identity (the goal being to avoid classifying them as the labelled identities of the training dataset).

We are aware of only a handful of examples of “supervised” data-augmentation using synthetic identities. The works of [29], [6] and [7] each train facial recognition (FR) networks using both real and synthetic identities simultaneously. This makes it important to be sure that new, synthetic identities are being generated to ensure that collisions with existing identities are rare. If this were not the case, there would be undesirable consequences for the compactness of learned class-representations in the feature-space.

To our knowledge, there are no evaluations of semi-supervised learning for FR in the literature. However, the technique has been evaluated for the similar problem of person re-identification. Semi-supervised learning using GANs was originally proposed in [22], and concurrently in [20]. These works proposed what we will term a “$k + 1$” method in which the classifier that they are trying to improve (which has $k$ classes) is also trained to be the discriminator of a GAN by assigning synthetic images to an additional, $k + 1$st class. Why this was found to improve classification of real images is not entirely clear. One might imagine that it has something to do with multi-task learning, or alternatively that the larger generator+classifier network acts as teacher of the smaller, student network that is the classifier alone.

The findings of [3] suggest that it might not be straightforward to train a classifier with a $k + 1$st class using realistic face images generated by a standard GAN. The assumption that the GAN generates only new identities might be too strong. An alternative semi-supervised training method that makes a weaker assumption is Label Smoothing Regularisation for Outliers (LSRO) [35]. LSRO takes a randomly generated set of synthetic images and assigns each a label vector with uniformly distributed values, as opposed to a one-hot vector indicating a specific class. This label-smoothing for the synthetic images is thought to have a regularising effect on the classifier, reducing the classifier’s confidence when seeing identities that are similar to those in the training set.

For both $k + 1$ methods and LSRO, it is important that the synthetic training set contains identities different from those in the training dataset. In the following section we show results that explicitly confirm this to be the case.

4. Overfitting of identity

As previously discussed, existing GAN metrics (e.g. IS, FID and P&R) measure the quality and variety of generated images but do not indicate whether overfitting to the training dataset has occurred. This means that these metrics give no indication of whether generated images depict new subjects or whether identities are biased towards those of the training dataset. In this section, we explicitly assess the proximity of generated images to faces in the training dataset using a state-of-the-art biometric network based on [4]. Inevitably, some images match more closely than others. There is no threshold that we can define, however, that tells us when any individual image has “overfit” to the training dataset. We wish for the GAN to approximate the real-world distribution of images of faces and, as in the real world, sometimes lookalikes do occur. Instead, we must ensure that the frequency at which lookalikes occur is not significantly greater than in the training dataset. We therefore make a comparison between two distributions of matching scores: the distribution of matching scores between synthetic images and training images, and the distribution of matching scores between the training images themselves.

The matching scores used in our analysis are analogous to cosine similarities in the feature space of the biometric network. Feature vectors were generated and then converted to scores such that higher scores represent stronger similarity between identities. In the following subsection we present details and results of this study, showing that new identities are indeed generated by GANs; then in Section 4.2 we describe how a similar assessment of matching scores can be used as a measure of mode-collapse.

4.1. Overfitting results

In Figures 2 (left) and 3 (left) we assess overfitting of the official versions of the Progressive GAN [13], and of the more recent StyleGAN [14]. We show results for two versions of StyleGAN: the default, validation version, and a version with StyleGAN’s style-mixing enabled, labelled as “mix” in the figures and in Table 1. Style-mixing is typically only enabled during training of StyleGAN to help disentangle different scales. However, we note that reducing the variability of input to StyleGAN by disabling style-mixing causes increased mode-collapse. Each GAN was trained on the CelebA-HQ dataset containing 30,000 images at 1024 × 1024 resolution. Figures 2 (right) and 3 (right) show the same analysis for two brands of SD-GAN trained on a proprietary dataset of mugshot images. SD-GAN are capable of disentangling identity from other forms of variation and will be described in Section 5 where we also introduce our novel GAN triplet loss. For the Progressive GAN and StyleGAN, datasets of 30,000 images of random, synthetic identities were generated, and for the SD-GAN, 10,000 images for 1000 identities (10 images each).
Figure 2. False acceptance rates across biometric matching score thresholds for all pairs of non-mated images either within or between real and synthetic datasets as indicated in the legend.

The three curves labelled as “Fake vs. Real” show the distributions of matching scores between the dataset generated by the indicated GAN and CelebA-HQ. (Note that the green curve of the Progressive GAN is hidden beneath the red curve of the standard StyleGAN.) Each of these curves demonstrates consistently lower matching frequencies than for the images of CelebA-HQ. What is more, the matching frequencies are in close agreement with those of the clean, Mugshots dataset indicating that the synthetic datasets do not resemble CelebA-HQ significantly more than you would expect non-mated identities to resemble one-another in a dataset of real images. Figure 2 (right) shows that the same is true of images generated by both flavours of SD-GAN. In this case, the dataset of mugshots was used for training of the GANs. The fact that Fake-Real
5. Disentanglement of identity

In order for GANs to be useful for supervised data-augmentation for FR, they must be able to adequately disentangle identity from other image properties. To assess this ability, we analyse distributions of matching scores within mated image sets intended to depict the same subject. If disentanglement is successful, we should expect the distribution of matching scores to be similar to that for sets of real images. We perform this analysis for datasets generated by an example of each type of GAN identified in Section 2.2. These methods are IVI-GAN [18], InterFaceGAN [25], SD-GAN [5], and also an SD-GAN trained using our novel GAN triplet loss that will be introduced in the following subsection. IVI-GAN and the Progressive GAN used by the InterFaceGAN method were trained using CelebA and CelebA-HQ respectively. The SD-GAN were trained on our proprietary dataset of mugshots since the discriminators must also learn reliable biometric functions. (CelebA is not cleanly labelled and contains fewer identities than are typically used to train state-of-the-art biometric networks such as that used by IVI-GAN.) Since pose is disentangled by both IVI-GAN and InterFaceGAN, we ensure a fair comparison with the SD-GAN by selecting pose parameters such that the standard deviation of yaw angles detected in generated images matches that of images generated by the SD-GAN. Each GAN was used to generate sets of ten images for 1000 identities as described in the subsection. IVI-GAN and the Progressive GAN used by the InterFaceGAN method were trained using CelebA and CelebA-HQ respectively. The SD-GAN were trained on our proprietary dataset of mugshots since the discriminators must also learn reliable biometric functions. (CelebA is not cleanly labelled and contains fewer identities than are typically used to train state-of-the-art biometric networks such as that used by IVI-GAN.) Since pose is disentangled by both IVI-GAN and InterFaceGAN, we ensure a fair comparison with the SD-GAN by selecting pose parameters such that the standard deviation of yaw angles detected in generated images matches that of images generated by the SD-GAN. Each GAN was used to generate sets of ten images for 1000 identities as described in the subsections below.

5.1. A Triplet Loss for SD-GANs

The triplet loss was first used for FR in [23], derived from [31], and is typically used to train classifier networks. It has two terms that each ensure desirable characteristics of embeddings in the discriminative feature space: a first term minimises the distance between pairs of images of the same class and ensures intra-class compactness, while a second term maximises the distance from one image of each pair to an image of a different class and ensures good inter-class

| Comparison                  | False Acceptance Rate @3000 | False Acceptance Rate @3614.5 |
|-----------------------------|-----------------------------|--------------------------------|
| Real vs. Real (CelebA-HQ)   | $1.29 \times 10^{-3}$       | $1.00 \times 10^{-4}$         |
| Fake vs. Real (ProGAN)      | $1.26 \times 10^{-3}$       | $0.80 \times 10^{-4}$         |
| Fake vs. Real (StyleGAN)    | $1.25 \times 10^{-3}$       | $0.80 \times 10^{-4}$         |
| Fake vs. Real (StyleGAN mix)| $1.11 \times 10^{-3}$       | $0.66 \times 10^{-4}$         |
| Fake vs. Fake (ProGAN)      | $7.19 \times 10^{-3}$       | $1.16 \times 10^{-3}$         |
| Fake vs. Fake (StyleGAN)    | $8.64 \times 10^{-3}$       | $1.62 \times 10^{-3}$         |
| Fake vs. Fake (StyleGAN mix)| $5.80 \times 10^{-3}$       | $0.82 \times 10^{-3}$         |

Table 1. FARs read from Figure 2 (left) at two thresholds.
parameters for simplicity of notation. Here, the standard SD-GAN are then written as:

\[ \mathcal{L}_{\theta_D} = D(x) - \frac{1}{2}[D(G(z_1), G(z_2)) + D(\bar{x})] \]

(5)

\[ + \lambda[D(G(z_1), G(z_2)) - D(\bar{x})]^2 \]

(6)

where \( \bar{x} \) is a pair of images containing non-mated identities. To strictly follow the analogy with the original triplet loss, one of these images would be shared with \( x \) and the second would be an imposter. However, in practice we sample \( \bar{x} \) randomly from a set of pre-defined image pairs that demonstrate high matching scores as judged by a biometric network.

The core idea of the GAN triplet loss is encapsulated in the second term of the discriminator loss: the discriminator is applied to the non-mated image pairs and the resulting scores averaged with those of the synthetic images to create a new “fake data” term. These two different ways of image pairs appearing to be “fake” (either being synthetic, or real but non-mated) are then contrasted with a real pair of matching images in the first term of the loss. Having added the term \( D(\bar{x}) \), \( \mathcal{L}_{\theta_D} \) could now be minimised by simply forcing apart the embeddings of \( x \) and \( \bar{x} \) in the feature space of the discriminator and ignoring the synthetic images. To avoid this, we add the third, quadratic term to ensure that the synthetic and non-matching terms retain roughly the same magnitude. This ensures that useful gradients are back-propagated to the generator. In our experiments we found that a weight of \( \lambda = 0.001 \) worked well and that a value of \( \lambda = 0 \) resulted in decreased image quality.

As official code is not available for SD-GAN, we implemented our own version, building upon NVidia’s Progressive GAN. A variety of formulations of SD-GAN is proposed in [5]. The one we opted for is depicted in Figure 4. Since the discriminator operates on pairs of images, we double the number of filters in each convolutional layer. We found that doing so improved the visual quality of generated images. Other than this modification, the architectures of the generator and discriminator are the same as those found in [13]. Examples of synthetic image sets generated by SD-GAN and our SD-GAN with triplet loss can be found in Figures 1 and 5 respectively.

5.2. IVI-GAN

IVI-GAN [13] is a conditional GAN trained to have disentangled parameters. Synthetic images, \( x \), are generated by a function \( x = G(z; \rho; \theta_G) \) where \( z \) is a vector of random values selected from a Gaussian distribution; \( \rho \) is a parameter vector consisting of vectors \( [p_1 \ldots p_N] \), each with random values describing a different image attribute, for example, lighting or pose; and \( \theta_G \) are the trained parameters of the Generator, \( G \). A biometric constraint is applied to the generated images during training to ensure
Figure 5. Synthetic samples generated by an SD-GAN trained using our GAN triplet loss.

Figure 6. Two sets of synthetic samples generated by IVI-GAN [18] with random pose, expression, lighting and eyewear.

Figure 7. Two sets of synthetic samples generated using the InterFaceGAN method [25] with random pose, expression and eyewear.

\[ B(G(z, \rho_1; \theta_G); \theta_B) \approx B(G(z, \rho_2; \theta_G); \theta_B) \]

where \( \theta_B \) are the parameters of a pre-trained biometric network, \( B \). This constraint ensures that the vector \( z \) contains information describing the generated identity and that the identity does not change upon varying \( \rho \). To generate our 1000 sets of images, 1000 random \( z \) were selected as well as ten random \( \rho \) for each, corresponding to varying pose, expression, lighting and eyewear. All parameters were selected as during training with the exception of the pose parameters which were selected from a standard Gaussian distribution but then scaled by 0.21 in order for the standard deviation of detected yaw angles to match those generated by SD-GAN. Two sets of samples generated by IVI-GAN can be seen in Figure 6.

5.3. InterFaceGAN

InterFaceGAN [25] is not a GAN architecture but rather a method of controlling properties in images generated by existing, pre-trained GANs. By observing generated images \( G(z; \theta) \) and associating binary attribute labels with latent vectors, \( z \), e.g. “smiling/not smiling”, classifiers can be trained to find the hyper-planes in the latent space separating these image characteristics. An image characteristic can then be controlled by traversing the latent space by random distances in the pose, smile and eyewear directions. Final distances from each of the three hyper-planes were selected from standard Gaussian distributions. We then scaled the pose distances by 0.15 to give the same standard deviation of yaw angles as for the SD-GAN. In [25] correlations were observed between eyewear and gender. To help avoid these unwanted changes to the identity, the eyewear boundary conditioned on gender, provided by the authors, was used. Two sets of samples generated by PGAN using the InterFaceGAN method can be seen in Figure 7.

5.4. Comparison of matching-score distributions for disentangled, synthetic datasets

Figure 8 shows distributions of matching scores for all mated image pairings within the various datasets. Ideally, score distributions should be similar to those calculated for the dataset of mugshots (blue curve). We note, however, that significant portions of each synthetic distribution lie below the threshold of 3677.5. Table 2 reports FRRs at this threshold, and also at points corresponding to FAR=10^{-4} based on the matching scores between non-mated pairs. We have taken special care to ensure that the distributions of yaw angles are similar for each synthetic dataset. To give an idea of the remaining discrepancies in non-identity variation, Table 2 also reports average perceptual distances between mated pairs (“LPIPS-Intra”) and non-mated pairs (“LPIPS-Inter”) as measured by the LPIPS perceptual similarity metric [34]. We used version 0.1 of LPIPS with a VGGNet base and additional linear calibration layer. (Note that these distances are not insensitive to changes in identity.)

In absolute terms (based on FRR@3677.5), InterFaceGAN proved to be the least effective method at maintaining identity with an FRR of 10.5\% despite demonstrating lower intra-class LPIPS distances than all other datasets. It appears that, without applying an explicit biometric constraint, identity is not well disentangled from other properties in the latent space of the Progressive GAN. SD-GAN with triplet loss was found to be the most effective at preserving identity, followed by IVI-GAN and the standard SD-GAN. FRR@3677.5 for IVI-GAN remains lower than for the standard SD-GAN even if we do not limit the pose variation, which results in larger intra-class LPIPS distances than for SD-GAN. (See the grey rows of Table 2.) While the identity constraint of IVI-GAN is effec-
Table 2. A selection of statistics for mated image sets from various datasets. Also reported are mean, inter-class LPIPS distances. The grey rows show statistics for datasets with unscaled poses. These do not correspond to the distributions shown in Figure 8.

| Dataset                | FRR@3677.5 | FRR@FAR=10^{-4} | StdDev(Yaw) | LPIPS-Intra | LPIPS-Inter |
|------------------------|------------|------------------|-------------|-------------|-------------|
| Mugshots               | 2.97 × 10^{-3} | 2.97 × 10^{-4}  | 5.5°        | 0.402       | 0.506       |
| IVI-GAN (CelebA)       | 4.14 × 10^{-2} | 4.35 × 10^{-1}  | 10.1°       | 0.334       | 0.558       |
| InterFacePGAN (CelebA-HQ) | 2.75 × 10^{-1} | 3.78 × 10^{-1}  | 10.1°       | 0.315       | 0.583       |
| IVI-GAN (CelebA)       | 2.45 × 10^{-2} | 2.95 × 10^{-4}  | 3.4°        | 0.225       | 0.527       |
| InterFaceGAN (CelebA-HQ) | 1.05 × 10^{-1} | 1.71 × 10^{-3}  | 3.4°        | 0.176       | 0.555       |
| SD-GAN (Mugshots)      | 4.37 × 10^{-2} | 8.94 × 10^{-2}  | 3.4°        | 0.320       | 0.419       |
| SD-Triplet (Mugshots)  | 1.86 × 10^{-2} | 6.69 × 10^{-2}  | 3.4°        | 0.306       | 0.428       |

Figure 8. Distributions of matching scores for mated image sets within the real or synthetic datasets indicated in the legend.

Figure 9. ROC curves for the identity-disentangled datasets.

6. Conclusions

We performed an analysis of the ability of GANs to generate new identities. In doing so, we introduced a technique of analysing both the degree of overfitting of generators to the training dataset, and the degree of mode-collapse. We used this technique to show that overfitting is minimal and that GANs trained on face images are capable of generating new identities. This validates the use of GANs for data anonymisation and allows us to publish the synthetic identities shown in Figures 1 and 5 despite having used a proprietary dataset for training. It also validates the assumptions made during semi-supervised learning, for example, that synthetic images can indeed be safely assigned to a $k + 1^{th}$ class without detrimentally affecting existing classes.

We also assessed the performance of methods designed to disentangle identity from other image properties. We evaluated InterFaceGAN, IVI-GAN and SD-GAN, and showed that our novel GAN triplet loss can be used to improve the disentanglement of identity. None of the algorithms, however, is able to do so to a satisfactory degree. Even the lowest value of FRR@FAR=10^{-4}, found for our SD-GAN with triplet loss, is more than an order of magnitude larger than that found for real data. More advanced forms of data-augmentation, involving the generation of sets of images for new, synthetic identities, are therefore unlikely to be fruitful when using methods similar to those evaluated here.
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