Bayesian emulator optimisation for cosmology: application to the Lyman-alpha forest
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Abstract. The Lyman-alpha forest provides strong constraints on both cosmological parameters and intergalactic medium astrophysics, which are forecast to improve further with the next generation of surveys including eBOSS and DESI. As is generic in cosmological inference, extracting this information requires a likelihood to be computed throughout a high-dimensional parameter space. Evaluating the likelihood requires a robust and accurate mapping between the parameters and observables, in this case the 1D flux power spectrum. Cosmological simulations enable such a mapping, but due to computational time constraints can only be evaluated at a handful of sample points; “emulators” are designed to interpolate between these. The problem then reduces to placing the sample points such that an accurate mapping is obtained while minimising the number of expensive simulations required. To address this, we introduce an emulation procedure that employs Bayesian optimisation of the training set for a Gaussian process interpolation scheme. Starting with a Latin hypercube sampling (other schemes with good space-filling properties can be used), we iteratively augment the training set with extra simulations at new parameter positions which balance the need to reduce interpolation error while focussing on regions of high likelihood. We show that smaller emulator error from the Bayesian optimisation propagates to smaller widths on the posterior distribution. Even with fewer simulations than a Latin hypercube, Bayesian optimisation shrinks the 95\% credible volume by 90\% and, e.g., the 1\% error on the amplitude of small-scale primordial fluctuations by 38\%. This is the first demonstration of Bayesian optimisation applied to large-scale structure emulation, and we anticipate the technique will generalise to many other probes such as galaxy clustering, weak lensing and 21cm.

\textsuperscript{1}Corresponding author.
The cosmic large-scale structure informs us about the late-time evolution of the Universe as well as bearing imprints of the primordial fluctuations; the most accurate modelling of this epoch requires numerical simulation. For example, the Lyman-alpha forest is simultaneously sensitive to a wide range of cosmological and astrophysical parameters. It is sourced by the (mildly) non-linear gas in the intergalactic medium (IGM), meaning that forward modelling requires the computationally-expensive calculation of a cosmological hydrodynamical simulation. This requires one to estimate the likelihood function with millions of samples (to adequately sample the parameter space by Markov chain Monte Carlo methods) while only being able to compute tens of cosmological simulations.

This challenge is worth overcoming because of the unique range of scales (hundreds of Mpc to sub-Mpc) and redshifts (2 < \(z\) < 5) at which the Lyman-alpha forest is observed. This allows the forest to put tight limits on the presence of additional cosmological components like massive neutrinos or non-cold dark matter, and deviations from a power-law primordial power spectrum (on small scales) [1–6]; and (on large scales) measure the cosmological expansion rate [7–12] and geometry [13–16] at a redshift before dark energy came to dominate the energy contents of the Universe. The Lyman-alpha forest is also sensitive to the thermal history (temperature and density) of the IGM from the end of hydrogen reionisation through the
reionisation of helium, e.g., refs. [17, 18]. These constraints are forecast [19] to tighten further with ongoing and future spectroscopic surveys, e.g., the extended Baryon Oscillation Sky Survey (eBOSS) [20] and the Dark Energy Spectroscopic Instrument (DESI) [21, 22]. It may also be possible to learn about the sources of ionising radiation on large scales [23]. However, in order to learn about either cosmology or astrophysics, it is necessary to marginalise over the uncertainty in the other. It follows that in order to estimate the likelihood function of a given dataset, it is necessary to simultaneously vary multiple parameters (e.g., in this study, we consider a model with seven parameters in total). This puts even further strain on the small number (approximately 50 – 100; e.g., ref. [18] run a suite of ~70) of cosmological simulations that can be reasonably run in the available computing time.

The solution lies in emulating the outputs of simulations. This is a form of interpolation, meaning that a small number of forward simulations can be used to predict simulation outputs throughout parameter space. Emulators have found use in various branches of science, wherever forward modelling is computationally expensive due e.g., either to complex non-linearities (e.g., fluid dynamics problems in engineering [24–27]) or an extremely large number of elements that require calculation (e.g., the simulation of microbial communities in biology [28]).

Indeed, emulators have found use in modelling the cosmological large-scale structure, e.g., modelling the small-scale non-linear matter power spectrum [29]; the galaxy power spectrum [30, 31]; galaxy weak lensing peak counts and power spectrum [32, 33]; the 21cm power spectrum [34]; or the halo mass function [35]. Ref. [18] emulate the one-dimensional (1D) Lyman-alpha forest flux power spectrum for three thermal parameters and the mean flux in their inference on the IGM thermal history (for a fixed cosmology). Also, ref. [36] interpolate the small-scale ($0.005 \text{s km}^{-1} \leq k || \leq 0.08 \text{s km}^{-1}$), high-redshift ($4.2 \leq z \leq 5$) 1D flux power spectrum using the “ordinary kriging” method (e.g., ref. [37]) for the study of non-cold dark matter models.

The standard approach for the interpolation of Lyman-alpha forest observables (as used in refs. [38–41]) is to make use of quadratic polynomial interpolation using a second-order Taylor expansion around a fiducial simulation. However, most importantly for statistical inference, this method gives no theoretical error estimate in the interpolation. Instead, errors are estimated empirically from test simulations and a global worst-case error is assigned. In this work and a companion article [42], we use Gaussian processes to model the 1D flux power spectrum for a full set of cosmological and astrophysical parameters. A Gaussian process is a stochastic process where any finite subset forms a multivariate Gaussian distribution (see ref. [43] for a review). The Gaussian process provides a principled theoretical estimate of the uncertainty in interpolated simulation values, eliminating any need to resort to worst-case empirical estimates.

The key practical element is the construction of the training dataset for optimising the Gaussian process. In this study, we investigate Bayesian optimisation [44–48] as a method to decide where in parameter space to run training simulations. In cosmology, ref. [49] used Bayesian optimisation in likelihood-free inference from Joint Light-curve Analysis supernovae data [50] in order to gain more precise posterior distributions with fewer forward simulations than existing methods. The approach iteratively uses knowledge about the approximate likelihood function and the regions of parameter space where there is greatest uncertainty. The principle of Bayesian optimisation is to propose new training samples balancing exploration of the prior volume where the current uncertainty in the optimised function is highest with exploitation of previous iterations of the emulator revealing the most interesting (for us,
Bayesian optimisation has been developed as a technique to find the optima of functions in as few evaluations as possible; it achieves this by using prior information in the manner set out above. This naturally dovetails into Gaussian process emulation, which provides a robust estimate of uncertainty in predictions across the parameter space [51]. The details of the balance between exploration and exploitation are encoded in the acquisition function used to determine future proposals, of which many examples have been developed (we use a novel expansion of the GP-UCB acquisition function) [52–56]. We also show how to propose multiple training samples simultaneously (batch acquisition).

The key point here is that cosmologists are mostly interested in accurately characterising the peak of the posterior distribution (i.e., the ∼ 95% – 99% credible region). Indeed, the standard approach to sampling the posterior distribution – Markov chain Monte Carlo (MCMC) methods – is optimised for this purpose. Therefore, we do not actually require (and often cannot afford) uniform accuracy in the modelling of cosmological observables across the prior volume. Bayesian optimisation solves this problem by concentrating available resources in regions of high posterior probability using informed Bayesian decision making.

Bayesian optimisation can help in our inference problem, where we specify the likelihood function but where model evaluations are extremely computationally expensive and the parameter space is high-dimensional – as well as many other inference problems in cosmology with computationally expensive forward simulations and many parameters. This is compared to the “brute-force” method of simply increasing the number of simulations in the uniform Latin hypercube sampling scheme described in our companion paper [42]. This could “waste” samples on the edges of the prior volume. The informed decision-making of the Bayesian optimisation can ultimately lead to the robust statistical inference necessary to exploit the full potential of ongoing and future spectroscopic surveys such as eBOSS and DESI – as well as improve the performance of many other cosmological emulators.

The article is organised as follows. In section 2.1, we review the use of Gaussian processes to emulate the 1D Lyman-alpha forest flux power spectrum. We detail our use of Bayesian optimisation in section 2.2. We present our main results in section 3, discuss them in section 4 and draw our final conclusions in section 5.

2 Method

2.1 Gaussian process emulator

The full details of our Gaussian process emulator are given in our companion paper [42]; here we summarise the key points.

2.1.1 Simulated training data

The data vector which we emulate (see section 2.1.2) and from which we calculate our likelihood function (see section 2.1.3) is the 1D Lyman-alpha forest flux power spectrum $P^{1D}(\theta; k_{||}, z)$ – line-of-sight fluctuations of transmitted flux in quasar spectra. It is a function of line-of-sight wavenumber $k_{||}$, redshift $z$ and cosmological and astrophysical model parameters $\theta$. In order to evaluate accurate theoretical predictions for $P^{1D}$, it is necessary to run a cosmological hydrodynamical simulation for each $\theta$. For this, we use the publicly-available code MP-Gadget\(^1\) [57], itself derived from the public GADGET-2 code [58, 59], in order to evolve

\(^1\)https://github.com/MP-Gadget/MP-Gadget
256$^3$ particles each of dark matter and gas in a $(40 \, h^{-1} \, \text{Mpc})^3$ box$^2$ from a starting redshift $z = 99$ to the redshifts at which the Lyman-alpha forest is observed in BOSS Data Release 9 (DR9) [40, 60, 61], $2.2 \leq z \leq 4.2$. From the simulated particle data, we then generate mock quasar spectra containing only the Lyman-alpha absorption line and calculate the 1D flux power spectrum using fake_spectra [62]. We use the same 35 $k_{||}$ and 11 $z$ bins as used in BOSS DR9.

The model parameters $\theta$ we elect to use are:

- three cosmological: the amplitude $A_s$ and scalar spectral index $n_s$ of the primordial power spectrum with a pivot scale $k_{\text{pivot}} = \frac{2\pi}{8} \, \text{Mpc}^{-1}$ corresponding to the scales probed by the 1D flux power spectrum, and the dimensionless Hubble parameter$^3 h$;
- two astrophysical: the heating amplitude $H_A$ and slope $H_S$ of the (over)density $\Delta$-dependent rescaling of photo-heating rates$^4 \epsilon = H_A \epsilon_0 \Delta H_S$;
- two for the mean flux, a multiplicative correction to the amplitude $\tau_0$ and an additive correction to the slope $d\tau_0$ of the empirical redshift dependence of the mean optical depth as measured by ref. [64].

We use a uniform prior (in the evaluation of our posterior distribution of model parameters; see section 2.1.3) on $\theta$ as given in table 1 (the limits differ slightly from our companion paper [42]). More details about our parameterisation and possible alternatives are discussed in our companion paper [42].

Before considering Bayesian optimisation (see section 2.2), the basic set-up of our emulator is to generate training data (the sample points from which we emulate) on a Latin hypercube sampling of the full prior volume. We calculate $P^{1D}(\theta; k_{||}, z)$ as described above at a certain number $N_{\text{Latin}}$ (our base emulator uses 21 training samples) of values of $\theta$, as sampled by the Latin hypercube. A Latin hypercube is a random sampling scheme with good space-filling properties (low discrepancy). It sub-divides the prior volume along each axis into $N_{\text{Latin}}$ equal sub-spaces. It then randomly distributes $N_{\text{Latin}}$ samples under the constraint

\begin{table}[h]
\centering
\begin{tabular}{|c|c|}
\hline
Model parameter & Prior range \\
\hline
$A_s$ & $[1.5 \times 10^{-9}, 2.8 \times 10^{-9}]$ \\
$n_s$ & $[0.9, 0.99]$ \\
$h$ & $[0.65, 0.75]$ \\
$H_A$ & $[0.6, 1.4]$ \\
$H_S$ & $[-0.4, 0.4]$ \\
$\tau_0$ & $[0.75, 1.25]$ \\
d$\tau_0$ & $[-0.25, 0.25]$ \\
\hline
\end{tabular}
\caption{The ranges of the uniform prior on our model parameters.}
\end{table}

$^2$Our hydrodynamical simulations lack the size or resolution for a robust comparison to real data, but they are sufficient for the explication of this method. We do not expect any complication in applying this method with fully-converged simulations; the only difference is that simulated flux power spectra will be more precisely determined. In particular, the Gaussian process model and Bayesian optimisation method that we prove here will be equally applicable to these converged simulations.

$^3$Note that we otherwise fix the (physical) total matter density $\Omega_m h^2 = 0.1327$ and baryon density $\Omega_b = 0.0483$. Indeed, the vast majority of our apparent constraining power on $h$ in section 3 arises from the inverse scaling of $\Omega_m$ and its effect on the linear growth factor.

$^4$This effectively allows us to modify the temperature-density relationship of the IGM gas [63].
that each sub-space is sampled once. We randomly generate many different Latin hypercubes and choose the one that maximises the minimum Euclidean distance between different samples.

The number of simulations necessary in the base Latin hypercube emulator for accurate estimation of the likelihood function is a non-trivial choice dependent on the number of model parameters, the size of the prior volume and the particular correlation structure of the parameter space – i.e., quite particular to the problem at hand. In our testing, however, we found that if the density of training samples in the full prior volume \( N_{\text{Latin}} / V_{\text{prior}} \) is insufficient, the resulting large error in the interpolation (same order of magnitude as the “measurement” error) causes spurious bias and/or multi-modality in the approximate likelihood function (see sections 2.1.2 and 2.1.3). Our base emulator of 21 simulations gives a good first approximation of the likelihood for this particular context (with the emulator-to-measurement error ratio \( \sim 20\% \)); see section 4 and our companion paper [42] for further discussion.

Because the mean flux can be adjusted in the post-processing of hydrodynamical simulations (with comparatively negligible computational cost), its parameters are handled differently. Although we sample in the likelihood function the two parameters \([\tau_0, d\tau_0]\) described above, we actually emulate the mean optical depth separately in each redshift bin. This means that the \( N_{\text{Latin}} \) training samples from above are only distributed in the five cosmological and astrophysical parameters. Then, at each of these training points, the mean optical depth in each redshift bin is sampled uniformly from a prior range translated from the prior ranges on \([\tau_0, d\tau_0]\). We use 10 mean flux samples per redshift bin; this number can in effect be arbitrarily increased though tests show no improvement in the accuracy of Gaussian process modelling from doing so\(^5\).

Finally, we anticipate sections 2.1.3 and 3 and note that we test our method on simulated rather than real data because we wish to compare our results to a known truth. We therefore generate a mock data vector \( d \equiv P^{1D}(\theta_{\text{true}}; k|, z) \) by the same process as our theory evaluations described above, where \([\tau_0, d\tau_0, A_s, n_s, h, H_A, H_S] = [0.95, 0.224 \times 10^{-9}, 0.974, 0.685, 1.09, 0.0509]\).

### 2.1.2 Gaussian process emulation as interpolation

In section 2.1.3, we will want to estimate our likelihood function by evaluating \( P^{1D}(\theta; k|, z) \) for very many (\( \sim 10^6 \)) different values of \( \theta \), but we have only \( N_{\text{Latin}} = 21 \) model evaluations. We want to find a flexible model to interpolate \( P^{1D}(\theta; k|, z) \) between the evaluations we have and to have a robust estimate of the uncertainty in this interpolation so that we can include it in the statistical model. We achieve this by modelling the simulation output as a Gaussian process (a stochastic process where any finite sub-set forms a multivariate Gaussian distribution):

\[
P^{1D}(\theta) \sim \mathcal{N}(0, K(\theta, \theta'; \psi)).
\]

Here, we have dropped the dependence on \( k| \) and \( z \); each \( z \) bin is emulated separately and correlations between \( k| \) bins are not modelled. The zero mean condition is approximated by normalising the flux power spectra by the median value in the training set. It is then necessary to specify a form for the covariance \( K(\theta, \theta'; \psi) \) between two points in parameter space \( \theta \) and \( \theta' \); note however that this is a much more general specification than in traditional interpolation methods where the functional form for \( P^{1D}(\theta) \) must be given. We use a linear

\(^5\)Our treatment of the mean flux is somewhat akin to the concept of “fast” and “slow” parameters in MCMC sampling [65].
combination of a squared exponential (or radial basis function; RBF) and a linear kernel:
\[ K(\theta, \theta'; \psi) = \sigma^2_{\text{RBF}} \exp \left( -\frac{(\theta - \theta')^2}{2l^2} \right) + \sigma^2_{\text{linear}} \theta \cdot \theta'. \] This gives three hyper-parameters \( \psi \): two variances for the squared exponential (\( \sigma^2_{\text{RBF}} \)) and the linear (\( \sigma^2_{\text{linear}} \)) kernels and a length-scale \( l \) for the squared exponential. We optimise these hyper-parameters (or “train” the emulator) by maximising the (Gaussian) marginal likelihood of the training data.

Once the emulator has been trained, we can use the Gaussian process to interpolate \( P^{1D}(\theta) \) at arbitrary values of \( \theta \). For this, we calculate the posterior predictive distribution of simulation output \( P^{1D}(\theta^*) \) conditional on the training data \( P^{1D}(\theta_i) \), for \( i \) in \( \{1, \ldots, N\} \), where \( N \) is the number of training samples:

\[
p(P^{1D}(\theta^*)|P^{1D}(\theta_i), \theta_i, \theta^*) \sim \mathcal{N}(K_sK^{-1}P^{1D}(\theta_i), K_{ss} - K_sK^{-1}K_{s}^T).
\] (2.2)

Here, \( K_s = K(\theta^*, \theta_i; \psi) \) and \( K_{ss} = K(\theta^*, \theta^*; \psi) \). Since we have determined the full distribution of interpolated flux power spectra, we have a robust estimate of the error in our interpolation as given by the variance term in eq. (2.2). Note that this variance is independent of the training output, being only dependent on the locations in parameter space and number of training samples; this will be of use in section 2.2.4.

### 2.1.3 Likelihood function and Markov chain Monte Carlo sampling

We now have all the pieces to construct the likelihood function and perform inference. We use a simple Gaussian likelihood function\(^6\). The mean is inferred by our trained Gaussian process \( \mu(\theta^*) = K_sK^{-1}P^{1D}(\theta_i) \) [eq. (2.2)]. The covariance matrix adds in quadrature the “data” covariance matrix as estimated by BOSS DR9 for their real data and the diagonal “emulator” covariance matrix, using the variance as inferred by the trained Gaussian process \( \sigma^2(\theta^*) = K_{ss} - K_sK^{-1}K_{s}^T \) [eq. (2.2)]. In this way, the statistical model accounts for the uncertainty in the theoretical predictions (emulation) and we are able to test our method using realistic BOSS errors. Note that the Gaussian process is not currently modelling correlations between different scale bins. In our companion paper [42], these are conservatively estimated as being maximally correlated (though uncorrelated across redshifts). Both approaches amount to approximations in the likelihood function; in future work, explicit modelling of these correlations by the Gaussian process can be investigated. These likelihood approximations do not change our main results on demonstrating the effect of Bayesian emulator optimisation for a given likelihood function. Having constructed the likelihood function, we then estimate the posterior probability distribution for our mock data \( d \) by MCMC sampling using the \texttt{emcee} package [66].

### 2.2 Bayesian optimisation

For Gaussian process emulators (as with machine learning problems generically), the construction of the training dataset is critical. In section 2.1.1, we detailed the use of Latin hypercube sampling to construct the training dataset. Latin hypercubes have good space-filling properties ensuring that the prior volume is well sampled. However, this is not necessarily the most efficient use of the limited resources available. In optimisation problems, such as the estimation of a posterior probability distribution where we are only interested in the peak and surrounding credible region of the distribution, evenly sampling the full prior volume may waste training samples on the edges of that volume. The idea of Bayesian optimisation is to

\(^6\)In principle, a non-Gaussian likelihood function could be used if necessary as long as a robust statistical model can be constructed which propagates uncertainty from the emulator.
build up the training dataset actively and iteratively using, at each stage, the information we have gained from previous iterations of the emulator. This is expressed in the acquisition function (section 2.2.1). Bayesian optimisation proceeds by iteratively proposing new training data points at the maximum of the acquisition function (plus a small random displacement; section 2.2.3), which is continually updated as the emulator is re-trained on the expanded training dataset. This procedure can be modified to allow “batches” of training data to be acquired simultaneously (section 2.2.4), which may be preferred depending on the availability of computational resources.

2.2.1 Acquisition function

At each iteration, the next training simulation is run at the parameters of the maximum of the acquisition function (plus a small random displacement; see below). This function should peak where uncertainty in the emulated function is high so that it is better characterised. It should also peak where the objective function is high so that training samples accumulate where it matters. This manifests in a function which increases with the Gaussian process uncertainty or variance (exploration) and with the objective function itself (exploitation).

We use the Gaussian process upper confidence bound (GP-UCB) acquisition function \([52–55]\). This is a weighted linear combination of exploitation and exploration terms, usually \(\mu(\theta) + \alpha \sigma(\theta)\), where \(\mu(\theta)\) and \(\sigma(\theta)\) are respectively the mean and standard deviation of the posterior predictive distribution as given by the Gaussian process (see eq. (2.2)). Here, \(\theta\) is the parameter vector and \(\alpha\) is a hyper-parameter, which can be optimised to give minimum regret\(^7\) in the decisions made (ref. [67] calculate optimal values for various Gaussian process covariance kernels when the objective is the emulated function). A subtlety arises because in this study, we are not emulating the function which must be optimised (the posterior), but rather the flux power spectrum, which, along with its uncertainty, goes into the likelihood function (see section 2.1.3). We therefore use a modified form of the acquisition function:

\[
A(\tilde{\theta}) = \mathcal{P}(\tilde{\theta}|d) + \alpha \sigma^T(\tilde{\theta}) \Sigma^{-1} \sigma(\tilde{\theta}),
\]

(2.3)

where \(\mathcal{P}(\tilde{\theta}|d)\) is the logarithm of the posterior probability distribution given data \(d\) and \(\Sigma\) is the data covariance matrix (see section 2.1.3). This function exploits the current best estimate of the posterior (by the first term) but explores the parameter space where this estimate is most uncertain (by the second term). The second term is constructed by estimating the uncertainty on the (log) posterior as \(\frac{1}{2} |\mathcal{P}(\mu(\tilde{\theta}) + \sigma(\tilde{\theta})) - \mathcal{P}(\mu(\tilde{\theta}) - \sigma(\tilde{\theta}))|\).

A further subtlety is that although the mean flux parameters \([\tau_0, d\tau_0]\) are emulated, an arbitrary number of training samples can be constructed for these parameters since their effect on the flux power spectrum is estimated in the post-processing of hydrodynamical simulations (section 2.1.1). Therefore, no Bayesian optimisation is necessary for the training set in these dimensions. It follows that the posterior in eq. (2.3) is marginalised over the mean flux parameters and that \(\tilde{\theta}\) only lists the remaining cosmological and astrophysical parameters (see section 2.1.1). For the hyperparameter \(\alpha\), we use the optimised form as given by refs. [67, 68]. Here, we simplify their notation to \(\alpha = 0.97 \sqrt{\nu}\) and \(\nu\) linearly decreases from a starting value of 1 to 0.4 by convergence as the size of the training set increases in order to reflect the increasing confidence in the emulator. Since \(\nu \sim 1\), this approximates to about a 1σ uncertainty in the log posterior.

\(^7\)I.e., \(\lim_{T \to \infty} \frac{R_T}{T} = 0\), where the cumulative regret \(R_T = \sum_{t=1}^{T} [f_{\text{max}} - f(\theta_t)]\), where \(f_{\text{max}}\) is the true maximum of the objective function \(f\) and \(\theta_t\) are the positions of acquisition function proposals for the training set. Minimising regret puts a lower limit on the convergence rate of finding the true optimum.
Gaussian processes are unsuited to extrapolation and so the emulator error increases sharply at the edges of the prior volume. This can spuriously dominate the acquisition function (we manifestly do not want to add samples on the perimeter of the prior volume). Therefore, we apply a uniform prior when finding the maximum of the acquisition function which excludes the outer 5% of parameter space in each dimension (approximating the convex hull formed by the initial training samples).

Finally, following e.g., refs. [49, 69], once the maximum of the acquisition function has been found, the final proposal for a new training sample is a small random displacement away from the maximum. This helps to ensure that the same position in parameter space cannot be proposed more than once, which can in principle be the case especially when the emulator is (near-)converged. It also helps to explore the credible region around the peak of the posterior distribution (to the extent desired by the user, usually the 95% credible region), bearing in mind that the optimisation procedure should not only find the peak of the distribution but should correctly characterise the region around it. Therefore, this random displacement can be drawn from a Gaussian distribution with a full-width-at-half-maximum set by the current estimation of the posterior contours (most simply approximated by using the desired number (e.g., two) of sigma from the 1D marginalised distributions; see ref. [56] for discussion and comparison of deterministic and stochastic acquisition rules). In general, these “exploration” terms should be tuned to the size of the credible region which is required to be well estimated.

2.2.2 Initial Latin hypercube

We initiate the Bayesian optimisation with a Latin hypercube (see section 2.1.1; other sampling schemes with good space-filling properties, e.g., a Sobol sequence [70], can be used) on the full prior volume. The size of this initial hypercube should not be so small as to characterise the emulated function poorly. As mentioned in section 2.1.1, when the density of training samples (for the Latin hypercube) in the prior volume $N_{\text{Latin}}/V_{\text{prior}}$ is too low, the emulated function is characterised so poorly that the likelihood function, in propagating emulator error, is biased. In testing with an initial hypercube of only nine simulations, the convergence rate of the Bayesian optimisation from this initialisation became such that it was more efficient to run an initial hypercube with more simulations. Equally, the size of the initial hypercube should not be too large. This would waste samples on the edges of the prior volume and negate the power of Bayesian optimisation to propose training samples efficiently. Ultimately, the best size for the initial hypercube is a trade-off and we show the results of our experiments (our initial hypercube has 21 simulations) in section 3, with discussion in section 4.

2.2.3 Serial optimisation

Serial Bayesian optimisation proceeds by proposing and running training simulations one-by-one. After each training simulation has been added to the training dataset, the emulator is re-trained and the acquisition function re-evaluated. The procedure can be summarised by these steps:

1. Construct the initial training dataset by running hydrodynamical simulations (see section 2.1.1 for details) at parameters sampled by a Latin hypercube on the full prior volume (section 2.2.2). (Also see our companion paper [42] for more discussion about using Latin hypercubes.)
2. Train the Gaussian process emulator for the flux power spectrum (section 2.1.2) and then evaluate the posterior probability distribution for the given data (section 2.1.3).

3. Evaluate the acquisition function (eq. (2.3)) and find its maximum in order to propose the location of the next training simulation (plus a small random displacement; section 2.2.1).

4. Run this “refinement” simulation, re-train the emulator using the optimised and expanded training set and then re-evaluate the posterior distribution.

5. Repeat the previous two steps (3 and 4) until the desired number of optimisation steps have been executed.

6. Optimisation can continue until successive estimations of the posterior (practically, summary statistics like the mean and 1σ limits can be used) are seen to sufficiently converge (to some specified tolerance like a fraction, e.g., 0.2, of a sigma).

7. Performance can be checked by cross-validation and/or a test suite of fiducial simulations (bearing in mind that the emulator is optimised only for the true parameters of the data but that tests with fiducial simulations will still inform us about performance in relevant areas of parameter space).

Figure 1 illustrates two example iterations of the serial optimisation method. It shows the procedure for a toy (cubic) function. It demonstrates how Bayesian optimisation efficiently proposes training samples in order to better characterise the emulated function and therefore the true likelihood function. In the actual case, the emulated function is the 1D flux power spectrum and there are six model parameters (three cosmological, two astrophysical and the mean flux at each redshift; see section 2.1.1).

### 2.2.4 Batch optimisation

Batch Bayesian optimisation proceeds as in the serial case (section 2.2.3) except that at each optimisation step, multiple training samples are proposed and evaluated simultaneously in a single batch. This may be preferred depending on the particular allocation of computational resources for running hydrodynamical simulations. Within each batch, decisions are in fact still made in series but without running the simulations from earlier decisions or re-training the emulator until the set of batch proposals is completed. The positions in parameter space of new proposals from earlier on in the batch can be added to the training set in order to help inform later decisions within the same batch. This will correctly update the expected error distribution of the emulator. We can do this because the variance of a Gaussian process is independent of the training output (it is only a function of the Gaussian process covariance kernel; see section 2.1.2 and eq. (2.2)). Thus, in turn, before each proposal in a given batch, the second “exploration” term in the acquisition function (eq. (2.3)) can be updated and a new maximum found. The disadvantage is that, even so, proposals later on in a given batch are less informed about the true objective function (for us, the posterior distribution) than they would be in the equivalent serial case.

Once all the proposals in a given batch have been made and the simulations have finished running, the emulator can be re-trained and the acquisition function fully re-evaluated. A new batch can be started as necessary. For maximum efficiency of the Bayesian optimisation, the procedure should be as serial as possible so that each proposal is as informed as it can be;
**Figure 1.** An illustration of *(from left to right)* two example successive iterations of the serial Bayesian optimisation (section 2.2.3) for a toy function. *(From top to bottom)*, we show the emulated function (the truth is a cubic function); the (Gaussian) likelihood function; and the acquisition function. The blue dotted lines show the truth and the red solid lines show the emulated estimation of the toy function (the mean as inferred by the Gaussian process model; see section 2.1.2) in the top panels and the likelihood propagating the emulator error (as described in section 2.1.3) in the middle panels. The red band shows the ±1σ error on the emulated function as inferred by the Gaussian process. The training data (with which the Gaussian process is optimised) are indicated by the black crosses. At the end of each iteration, the next training sample is proposed at the maximum of the acquisition function (plus a small random displacement; see section 2.2.1). Bayesian optimisation efficiently proposes new training samples in order to better characterise the emulated function and therefore the true likelihood function.

i.e., the batch size should be as small as the allocation of computational resources reasonably allows. In our testing in section 3, we use a batch size of three. The procedure can be summarised by these steps:

1. As with serial optimisation (section 2.2.3), the procedure starts with an initial Latin hypercube training set, which is used to train a first iteration of the emulator (see section 2.2.2).

2. The first proposal of each optimisation batch is made using the maximum of the full acquisition function as given by eq. (2.3) (see section 2.2.1).

3. Subsequent proposals in each batch use the acquisition function, partially updated with the new Gaussian process standard deviation $\sigma(\theta)$ including the effect of proposals made previously in the same batch. This is achieved by adding to the training set the positions in parameter space of earlier proposals from the same batch without re-
training the emulator. This exploits the fact that the variance of a Gaussian process is independent of training output.

4. Within each batch, repeat the above step (3) until the desired number of samples per batch has been chosen.

5. Simultaneously run all the “refinement” simulations of the batch, re-train the emulator using the optimised and expanded training set (including its simulation output) and then re-evaluate the posterior distribution.

6. Repeat the previous four steps (2 to 5) until the desired number of optimisation batches have been executed.

7. The same convergence and cross-validation tests can be carried out as in the serial case (see section 2.2.3).

3 Results

3.1 Serial optimisation

Figure 2 shows the results of serial Bayesian optimisation (section 2.2.3) on the (1D and 2D marginalised) posterior probability distribution (in the filled coloured contours) of our model parameters $\theta$ given our mock data $d$ (the true parameters $\theta_{\text{true}}$ of which are indicated by the gray dotted lines)$^8$. The coloured crosses indicate the projected positions in parameter space of our training simulations. Note that the mean flux parameters $[d\tau_0, \tau_0]$ do not form part of the Latin hypercube and are treated differently (see section 2.1.1 for more details). Most importantly, these parameters are adjusted in the post-processing of hydrodynamical simulations and hence it is not necessary to employ Bayesian optimisation in these axes. Otherwise, our initial Latin hypercube (section 2.2.2; in gray; consisting of 21 simulations) fills the full prior volume with random samples, uniformly in projection on each parameter axis. By employing the procedure detailed in section 2.2.3, five optimisation samples were chosen (until the inferred posterior distributions were seen to converge as confirmed by subsequent optimisation steps by the tests and details set out in section 2.2.3). The first three of these are coloured in red and the final two in blue. Thanks to the Bayesian optimisation exploiting our knowledge of the approximate posterior distribution as inferred using previous iterations of the emulator, these optimisation samples are concentrated in the most important region of parameter space (the 95% credible region of the posterior distribution). This region is explored by including the emulator error $\sigma(\theta)$ in the Bayesian optimisation acquisition function (eq. (2.3)) and the stochastic element in the final acquisition (see section 2.2.1). Note that although the projection makes some of the hypercube samples seem to appear in the peak of the posterior, it is the optimisation samples that are actually located in the central posterior volume.

It can be seen in figure 2 that reduced emulator error after Bayesian optimisation propagates to reducing the widths of the marginalised posterior distributions, e.g., the 1$\sigma$ error on $A_s$ reduces by 38%. The effect of the Bayesian optimisation is to reduce the emulator error in the central posterior volume. For example, the emulator error at $\theta_{\text{true}}$ is reduced by

$^8$Note that, in general, our inferred posterior distributions differ from our companion paper [42] in their width due to different approximations in the likelihood function (see section 2.1.3). However, this does not change our main conclusions on the effect of Bayesian emulator optimisation.
Figure 2. The 1D and 2D marginalised posterior probability distributions (see section 2.1.3) for the seven model parameters $\theta$ (section 2.1.1) given the mock data vector $d$. The gray, red and blue contours use an emulator trained respectively on the initial Latin hypercube of 21 samples; the initial hypercube plus three serial Bayesian optimisation simulations; and the initial hypercube plus five serial optimisation simulations. The darker and lighter shaded contours show respectively the 68% and 95% credible regions. The gray dotted lines indicate the true model parameter values $\theta_{\text{true}}$ of our mock data vector. The gray, red and blue crosses indicate the projected positions in parameter space of our training samples respectively for the initial Latin hypercube; the first three serial optimisation simulations; and the final two serial optimisation simulations. Note that we do not show the training samples for the mean flux parameters $[d\tau_0, \tau_0]$, which do not form part of our Latin hypercube or Bayesian optimisation and are treated differently (see section 2.1.1 for details).

61% (averaged over all the $k_\parallel$ and $z$ bins of the data vector) after the five serial optimisation steps; meaning that the ratio of emulator error to “data” error (the diagonal elements of the
data covariance matrix; see section 2.1.3), again averaged over all bins, goes from 16% for the initial hypercube to 6% after optimisation. By reducing this ratio, the more accurate emulator provides a more accurate estimation of the posterior distribution (see eq. (2.3) and section 2.2.1). Figure 1 shows schematically how this effect works. In general, when the error in the emulated function is high, the likelihood at those parameter values, in propagating the error, is inflated. This is because the increased uncertainty means that there is more probability than otherwise that the data are drawn from that region of parameter space. The general effect is to broaden the peak of the likelihood function. However, the addition of new training points better characterises the interpolated function and therefore the true likelihood. (Spurious biases, rather than simple broadening of the peak, can also arise in the limit of the emulator-to-data error ratio being too large, as is discussed in section 4.2.)

3.2 Batch optimisation

Figure 3 shows the results of batch Bayesian optimisation (section 2.2.4) on the posterior probability distribution of our model parameters $\theta$ given our mock data $d$; again, the coloured crosses indicate the projected positions in parameter space of our training simulations. The difference from above is that now optimisation samples are proposed in batches of three. The results and explanations are very similar to the serial case (see above): the optimisation samples are concentrated in the central posterior volume exploiting our knowledge of the posterior; the emulator-to-data error ratio is reduced to the same extent; and the widths of the marginalised posterior distributions shrink. The main difference is that the batch optimisation takes longer to converge (after three batches each of three simulations). This makes sense since the second and third proposals in each batch are less informed than the equivalent serial proposal because the emulator is only re-trained after each batch of three has finished running in parallel. We will discuss the benefits and disadvantages of batch acquisition in section 4.

3.3 Comparison to a Latin hypercube

Figure 4 compares the results of Bayesian optimisation with a Latin hypercube of 30 simulations (our initial hypercube from above from which we optimise has 21 simulations). For a fair comparison, we construct this larger Latin hypercube (still spanning the full prior volume) using the initial Latin hypercube as a sub-set of its samples; the extra nine training points are indicated by the red crosses in figure 4. It can be seen in figure 4 that the smaller emulator error from Bayesian optimisation with respect to the Latin hypercube propagates to reducing the size of the 68% and 95% credible regions of the posterior distribution. Indeed, the full volume of these regions reduces by 90% and, e.g., the 1\(\sigma\) error on $A_s$ reduces by 38%. Although the Latin hypercube has a larger training set than our serial Bayesian optimisation example (which has 26 simulations in total), because the samples of the larger hypercube are spread throughout the prior space, the Latin hypercube actually has larger emulator error in the central posterior volume. The large Latin hypercube has $\sim 20\%$ greater emulator error at $\theta_{\text{true}}$. A more accurate emulation of the flux power spectrum means more accurate estimation of the posterior probability distribution (see above, section 4 and figure 1 for explanation). This in particular means that the weakening of parameter constraints from uncertainty in forward modelling (emulation) can be reduced.
4 Discussion

Figures 2 and 3 demonstrate the ability of Bayesian optimisation to determine more accurately the posterior distribution in the central, high-probability parameter space. It achieves this by concentrating training samples for the Gaussian process emulator of the 1D Lyman-alpha forest flux power spectrum (section 2.1) in the parameter space corresponding to the central, high-probability region of the posterior distribution. As a consequence, the error on the emulated flux power spectrum is more than halved (e.g., a 61% reduction when averaged over all power spectrum bins at $\theta_{\text{true}}$, the true model parameters of our mock data vector). More accurate estimation of the flux power spectrum means more accurate estimation of the posterior probability distribution. This is because, in the likelihood function (see section 2.1.3), the theory prediction has smaller interpolation error and in the covariance matrix,
the ratio of emulator-to-data error is reduced. Figure 1 demonstrates how this more accurate determination of the “true” (zero emulator error) likelihood in general manifests in reducing the width of the peak. This is because areas of parameter space with high (interpolation) uncertainty in the flux power spectrum have increased possibility than otherwise that the data are drawn from there.

We also consider how well the Gaussian process estimates interpolation error. There is detailed discussion on this matter in our companion paper [42], where the estimated error distribution is compared to the true error distribution as evaluated at a suite of test simulations. The general tendency is for the Gaussian process to overestimate the emulator error moderately. This will tend to have a conservative effect on parameter estimation as it will

Figure 4. As figure 2 except comparing the results of Bayesian optimisation (with a total number of 26 training simulations) to a Latin hypercube (with 30 training simulations).
tend to broaden the peak of the posterior distribution more than necessary.

4.1 Comparison between serial and batch acquisition

The difference between the two cases in figures 2 and 3 is in respectively the serial (section 2.2.3) and batch (section 2.2.4) acquisition. The batch optimisation takes longer to converge in its posterior distribution (requiring four more simulations). This is because training sample proposals are less informed than in the equivalent serial case (after the first proposal in each batch). The scaling of our simulation code with the number of computing cores means that, in this case, the serial acquisition was marginally more efficient in terms of overall computing time. However, we have not yet carried out detailed tests of how the convergence rate scales with batch size. Therefore, in future uses of this method, it will probably still be preferable to use batch acquisition in order to make efficient use of the available computational resources. The size of the batch to use can be determined by balancing the specifics of the distribution of computational power, the optimal load balancing of the forward modelling code and the decrease in the convergence rate from batch acquisition. A potential approach is to start with serial optimisation until the estimation of posterior distributions for the validation set is unbiased (e.g., the truth is recovered to 68% credibility) and then to continue with batch optimisation once exploration of the 95% credible region is required.

4.2 The importance of the initial sampling density

In our examples, the initial Latin hypercube (section 2.2.2), from which we optimise, has 21 training simulations. We found this to be a sufficient number to give a reasonable first estimate of the posterior distribution. We found in testing with an initial hypercube of nine simulations (with emulator error on the same order of magnitude as the “measurement” error) that using fewer simulations in the initial hypercube (or, more specifically, having a lower density of initial training samples in the prior volume $N_{\text{Latin}}/V_{\text{prior}}$) can lead to significant bias and/or spurious multi-modality in the inferred posterior distribution using this initial training set. (In particular, using Bayesian optimisation from this initial set proved less efficient than simply starting from a hypercube with more simulations and a better characterisation of the objective function – the likelihood.) Figure 1 helps to qualitatively understand this phenomenon. Where the emulator error is high, the likelihood function is inflated taking account of the uncertainty in model prediction. If the error is sufficiently high, it can form local maxima (i.e., multi-modality) in the likelihood function, which are not otherwise present in the limit of zero emulator error.

However, the precise threshold on $N_{\text{Latin}}/V_{\text{prior}}$ to keep the bias at a level below $2\sigma$ (by reducing the ratio of emulator to data error) has not been determined. It is additionally dependent on the particular correlation structure of the model parameter space (as estimated by the optimal Gaussian process hyper-parameter values; see section 2.1.2), i.e., the extent to which any particular training sample can predict model values elsewhere in the prior volume. In particular, each correlation length of the parameter volume should be sampled at least once. It follows that this is a non-trivial, problem-dependent decision. It is possible to construct Latin hypercubes with more simulations using an existing Latin hypercube as a subset of the samples, as we demonstrate in section 3. This problem of determining the size of the initial Latin hypercube could be tackled by iteratively increasing its size until the spurious biases are removed. In future uses of this method with more precise datasets, in order to maintain the same level of final emulator-to-data error ratio ($\sim 10\%$), it will be necessary to reduce the emulator error further. This may require a higher density of training samples, especially
in the central posterior volume using Bayesian optimisation, but also in the initial training set (in order to avoid the spurious biases discussed above). Future testing of the method with alternative model parameterisations and data vectors, with different optimal Gaussian process hyper-parameter values, (e.g., the 3D flux power spectrum; see our companion paper [42] for more discussion) will address these important issues further.

4.3 Comparison to a Latin hypercube

Figure 4 demonstrates the power of Bayesian optimisation compared to “brute-force” Latin hypercube sampling. Following the explanations from above, smaller emulator error reduces the size of the 68% and 95% credible regions of the posterior volume by 90%, with, e.g., a 38% reduction in the 1σ error on $A_s$, for the posterior using the Bayesian optimisation emulator compared to the Latin hypercube with four more simulations. Because the emulator error varies as a function of parameter value, there is no simple way to estimate how it affects the shape of the posterior distribution. The extreme limit of this with few training points and high emulator error leads to the spurious bias and multi-modality in the likelihood function discussed in section 4.2 (rather than just simply broadening the posterior). Ultimately, the most robust method is the Bayesian optimisation which will concentrate training samples at the peak of the posterior. This will smoothly lower the emulator error at the peak of the posterior in order to determine more accurately the 95% credible volume.

The details of optimal batch size and the size of the initial training set will be explored further in future work and is expected to be specific to the particular survey (data errors) and distribution of computational resources available. Our results (see also our companion paper [42]) on BOSS DR9 – the current state-of-the-art in terms of large-scale survey 1D flux power spectrum – mock data have shown that Bayesian optimisation can lead to smaller errors propagating through to the final model parameter estimation. This is achieved with fewer simulations than simply running a Latin hypercube with more simulations.

5 Conclusions

We have investigated Bayesian emulator optimisation – iterative addition of extra simulation samples to an existing emulator of the Lyman-alpha forest 1D flux power spectrum. We found that this method produces converged posterior parameter constraints with 15% fewer simulations than a single-step Latin hypercube. Bayesian optimisation of the training set reduces the error (compared to brute-force Latin hypercube sampling) in the required interpolation (emulation) of simulated flux power spectra. This propagates to more accurate inference of the posterior distribution. In our companion paper [42], we showed how Gaussian processes can be used to robustly interpolate between a training set of simulations so that the likelihood function can be evaluated. Gaussian processes give a principled estimate of the error in this interpolation which can be propagated to the final inference.

However, the construction of the training set is essential, especially considering how few simulations are available. We found that building the training set using Bayesian optimisation concentrates training samples in areas of high posterior probability (i.e., the 95% credible region), where we most care about correctly inferring the posterior distribution. This is akin to the standard MCMC approaches to sampling posterior distributions, which focus on characterising the peak of the distribution accurately. Bayesian optimisation achieves this by iteratively proposing training samples, exploiting knowledge of the approximate posterior from previous iterations of the emulator and exploring the prior volume where our current
characterisation of the posterior is most uncertain. We initiated the procedure with a Latin hypercube training set; we found that if this initial set has too low a density of samples in the prior volume, the emulator error is high enough to bias the inferred posterior distribution. We explored two types of acquisition for the Bayesian optimisation: one where proposals are made serially and the decisions are maximally informed; and one where proposals are made in batches and simulations are run in parallel. The latter can make more efficient use of computational resources at the expense of some increase in the number of optimisation steps until convergence.

We found that both Bayesian optimisation acquisition methods can give smaller emulator error in interpolated flux power spectra in areas of high posterior probability than by using a Latin hypercube to construct the training dataset. Despite having four more simulations in the training set, the emulator using a large Latin hypercube had \(~20\%\) larger error at the true parameters of our mock data than by using Bayesian optimisation to concentrate training samples around the peak of the posterior. This reduced emulator error propagates to reduced widths on the inferred posterior distribution, with the volume of the 68\% and 95\% credible regions shrunk by an order of magnitude and, e.g., a 38\% reduction in the 1\(\sigma\) error on the amplitude of the small-scale primordial fluctuations (\(k_{\text{pivot}} = \frac{2\pi}{8} \text{Mpc}^{-1}\)).

This is the first demonstration of Bayesian optimisation applied to large-scale structure emulation. Having tested the efficacy of Bayesian emulator optimisation on mock data with BOSS DR9 data covariance, this study outlines a new methodology for the cosmological and astrophysical parameter estimation from ongoing and future spectroscopic surveys like eBOSS and DESI. Furthermore, we anticipate that these methods will be of benefit to the many other emulators of the large-scale structure (e.g., galaxy clustering, weak lensing and 21cm).
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