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ABSTRACT

Various methods to obtain the analytic continuation near $z = 1$ of the hypergeometric series $p+1F_p(z)$ are reviewed together with some of the results. One approach is to establish a recurrence relation with respect to $p$ and then, after its repeated use, to resort to the well-known properties of the Gaussian hypergeometric series. Another approach is based on the properties of the underlying generalized hypergeometric differential equation: For the coefficients in the power series expansion around $z = 1$ a general formula, valid for any $p$, is found in terms of a limit of a terminating Saalschützian hypergeometric series of unit argument. Final results may then be obtained for each particular $p$ after application of an appropriate transformation formula of the Saalschützian hypergeometric series. The behaviour at unit argument of zero-balanced hypergeometric series, which have received particular attention in recent years, is discussed in more detail. The related problem involving the behaviour of partial sums of such series is addressed briefly.
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1. Introduction

Generalized hypergeometric series like the Gaussian hypergeometric series but with
greater parameters have received renewed attention in recent years, especially their value
(if finite) at or behaviour near unit argument. This interest was partly motivated by
some result of this type contained without proof in the notebooks of Ramanujan (cf. [15],
[3], [10], and [4]), partly by the need for such information in the context of generalized
hypergeometric functions of several variables (cf. [16] and [20]). In this article we are
concerned with hypergeometric series or functions (see, e.g., [2] and [18]):

\[ p+1F_p \left( \begin{array}{c} a_1, a_2, \ldots, a_{p+1} \\ b_1, b_2, \ldots, b_p \end{array} \right; z) \]

\[ = \sum_{n=0}^{\infty} \frac{(a_1)_n(a_2)_n \cdots (a_{p+1})_n}{(b_1)_n(b_2)_n \cdots (b_p)_n} \frac{z^n}{n!} \quad (|z| < 1), \]

written in terms of Pochhammer symbols \((\lambda)_n\), where

\[(\lambda)_n = \lambda(\lambda + 1) \cdots (\lambda + n - 1) = \frac{\Gamma(\lambda + n)}{\Gamma(\lambda)}.\]

An important quantity for such functions is

\[ s = s_p = \sum_{j=1}^{p} b_j - \sum_{j=1}^{p+1} a_j , \]

the sum of the denominator parameters minus the sum of the numerator parameters, which
is the non-trivial characteristic exponent of the underlying (generalized) hypergeometric
differential equation at unit argument and so determines the behaviour of the hyperge-
ometric function near this point. We may also recall that a hypergeometric series (1.1)
with \(s\) equal to an integer is called \(s\)-balanced and that a one-balanced series is called a
Saalschützian series.

It is the zero-balanced case which has received particular attention, beginning with
the following formula in the notebook of Ramanujan ([15], [3], [10], and [4]) for parameters
such that \(a_1 + a_2 + a_3 = b_1 + b_2\):

\[ \frac{\Gamma(a_1)\Gamma(a_2)\Gamma(a_3)}{\Gamma(b_1)\Gamma(b_2)} \cdot 3F_2 \left( \begin{array}{c} a_1, a_2, a_3 \\ b_1, b_2 \end{array} \right; z) \]

\[ = -\log(1-z) + L + O((1-z)\log(1-z)), \quad z \to 1, \]

with, if \(\Re(a_3) > 0\),

\[ L = 2\psi(1) - \psi(a_1) - \psi(a_2) + \sum_{k=1}^{\infty} \frac{(b_2 - a_3)_k(b_1 - a_3)_k}{k(a_1)_k(a_2)_k}, \]
where
\[ \psi(z) = \frac{\Gamma'(z)}{\Gamma(z)} \]

is the logarithmic derivative of the gamma function. Early proofs of (1.3) and (1.4) were supplied by Saigo [16] and Berndt [3], and by Evans and Stanton [9]. In a more general setting, the subject was reconsidered by Saigo and H.M. Srivastava [17] and by Bühring ([5] and [6]). Finally, A.K. Srivastava [19] addressed the related but different problem, earlier treated by Ramanujan [15] as well as by Evans and Stanton [9], of the asymptotic behaviour of partial sums of zero-balanced hypergeometric series.

In the present article we shall portray the different methods available in the literature, and review some of the results obtained by these methods.

2. Recurrence with respect to \( p \)

One approach is to establish a recurrence relation with respect to \( p \) between generalized hypergeometric series (1.1) and then to apply it repeatedly until one arrives at the Gaussian hypergeometric series, for which all the required properties are known. In particular, it may be helpful to remember that, if

\[ s_1 = b_1 - a_1 - a_2 \]

is not equal to an integer, the analytic continuation near \( z = 1 \) is given by the continuation formula:

\[ \frac{\Gamma(a_1)\Gamma(a_2)}{\Gamma(b_1)} {}_2F_1 \left( \begin{array}{c} a_1, a_2; \\ b_1 \end{array} ; z \right) = \sum_{n=0}^{\infty} (-1)^n \frac{\Gamma(a_1 + n)\Gamma(a_2 + n)\Gamma(s_1 - n)}{\Gamma(a_1 + s_1)\Gamma(a_2 + s_1)} \frac{(1-z)^n}{n!} \]

\[ + (1-z)^s_1 \sum_{n=0}^{\infty} (-1)^n \frac{\Gamma(a_1 + s_1 + n)\Gamma(a_2 + s_1 + n)\Gamma(-s_1 - n)}{\Gamma(a_1 + s_1)\Gamma(a_2 + s_1)} \frac{(1-z)^n}{n!}. \]

(2.2)

Also, if the real part of \( s_1 \) is positive, the Gaussian hypergeometric function is finite at \( z = 1 \) and its value is given by the Gaussian summation formula:

\[ \frac{1}{\Gamma(b_1)} {}_2F_1 \left( \begin{array}{c} a_1, a_2; \\ b_1 \end{array} ; 1 \right) = \frac{\Gamma(b_1 - a_1 - a_2)}{\Gamma(b_1 - a_1)\Gamma(b_1 - a_2)} = \frac{\Gamma(s_1)}{\Gamma(a_1 + s_1)\Gamma(a_2 + s_1)}, \]

(2.3)

and this formula may be viewed as a limiting case of the formula of Saalschütz:

\[ \frac{1}{\Gamma(b_1)} {}_3F_2 \left( \begin{array}{c} a_1, a_2, -m; \\ b_1, 1 - s_1 - m; \end{array} ; 1 \right) = \frac{(a_1 + s_1)_m(a_2 + s_1)_m}{(s_1)_m \Gamma(b_1 + m)}, \]

(2.4)
which is valid for \( m = 0, 1, 2, \ldots \), if \( s_1 \) is not equal to a negative integer or zero. Finally, we remember that, when \( z \to 1 \), the zero-balanced series has the behaviour:

\[
\frac{\Gamma(a_1)\Gamma(a_2)}{\Gamma(a_1 + a_2)} \, _2F_1 \left( \begin{array}{c} a_1, a_2; \\ a_1 + a_2; \end{array} \right) = 2\psi(1) - \psi(a_1) - \psi(a_2) - \log(1 - z) + o(1). \tag{2.5}
\]

Assuming that \( \Re(a_{p+1}) > 0 \), we may use the Gaussian summation formula to get

\[
\frac{\Gamma(a_1)\Gamma(a_2) \cdots \Gamma(a_{p+1})}{\Gamma(b_1) \cdots \Gamma(b_p)} \, _{p+1}F_p \left( \begin{array}{c} a_1, a_2, \ldots, a_{p+1}; \\ b_1, \ldots, b_p; \end{array} \right) = \sum_{n=0}^{\infty} \frac{\Gamma(a_1 + n) \cdots \Gamma(a_p + n)\Gamma(a_{p+1} + n)}{\Gamma(b_1 + n) \cdots \Gamma(b_{p-2} + n)\Gamma(b_{p-1} + n)\Gamma(b_p + n)} \frac{z^n}{n!} \tag{2.6}
\]

Writing the \(_2F_1(1)\) as a series and interchanging the order of the summations, we may obtain the required recurrence relation ([17] and [6]):

\[
p_{p+1}F_p \left( \begin{array}{c} a_1, a_2, \ldots, a_{p+1}; \\ b_1, \ldots, b_p; \end{array} \right) = \frac{\Gamma(b_p)\Gamma(b_{p-1})}{\Gamma(a_{p+1})\Gamma(b_p + b_{p-1} - a_{p+1})} \cdot \sum_{m=0}^{\infty} \frac{(b_p - a_{p+1})(b_{p-1} - a_{p+1})}{(b_p + b_{p-1} - a_{p+1})m!} \, _{p+1}F_{p-1} \left( \begin{array}{c} a_1, a_2, \ldots, a_p; \\ b_1, \ldots, b_{p-2}, b_p + b_{p-1} - a_{p+1} + m; \end{array} \right), \tag{2.7}
\]

valid if \( \Re(a_{p+1}) > 0 \). This recurrence relation may be used as it stands [6] or first be rewritten [17] as follows with the term for \( m = 0 \) separated:

\[
p_{p+1}F_p \left( \begin{array}{c} a_1, a_2, \ldots, a_{p+1}; \\ b_1, \ldots, b_p; \end{array} \right) = \frac{\Gamma(b_p)\Gamma(b_{p-1})}{\Gamma(a_{p+1})\Gamma(b_p + b_{p-1} - a_{p+1})} \, _{p+1}F_{p-1} \left( \begin{array}{c} a_1, a_2, \ldots, a_p; \\ b_1, \ldots, b_{p-2}, b_p + b_{p-1} - a_{p+1}; \end{array} \right)
\]

\[
+ \frac{(b_p - a_{p+1})(b_{p-1} - a_{p+1})\Gamma(b_p)\Gamma(b_{p-1})}{\Gamma(a_{p+1})\Gamma(b_p + b_{p-1} - a_{p+1} + 1)} \cdot \sum_{m=0}^{\infty} \frac{(b_p - a_{p+1} + 1)(b_{p-1} - a_{p+1} + 1)}{(b_p + b_{p-1} - a_{p+1} + 1)m!} \, _{p}F_{p-1} \left( \begin{array}{c} a_1, a_2, \ldots, a_p; \\ b_1, \ldots, b_{p-2}, b_p + b_{p-1} - a_{p+1} + m + 1; \end{array} \right), \tag{2.8}
\]
In both cases, the sum over $m$ may be viewed as a special Kampé de Fériet series, (cf., e.g., [20]), but we do not want to introduce and use the notation for such series here. While (2.7) can be applied in any case, (2.8) is specially designed for the case when the series on the left is zero-balanced. Then only the first term on the right is singular at $z = 1$, but the hypergeometric series in the second term is $(m+1)$-balanced and therefore finite at $z = 1$ and can be summed by the Gaussian summation formula (2.3) when $p = 2$ (or by its generalization when $p > 2$). The results so obtained [17], that is, the leading terms of the behaviour when $z \to 1$ of the zero-balanced hypergeometric series, shall be displayed below in Section 4.

Alternatively, using (2.7) repeatedly and rearranging the summations, we finally arrive at [6]

$$\frac{\Gamma(a_1)\Gamma(a_2) \cdots \Gamma(a_{p+1})}{\Gamma(b_1) \cdots \Gamma(b_p)} \, \, _{p+1}F_p \left( a_1, a_2, \cdots, a_{p+1}; b_1, \cdots, b_p; z \right) = \sum_{k=0}^{\infty} A_k^{(p)} \frac{\Gamma(a_1)\Gamma(a_2)}{\Gamma(s + a_1 + a_2 + k)} \, \, _2F_1 \left( s + a_1 + a_2; a_1, a_2; z \right),$$  \hspace{1cm} (2.9)

where

$$A_k^{(2)} = \frac{(b_2 - a_3)k(b_1 - a_3)}{k!},$$  \hspace{1cm} (2.10)

$$A_k^{(3)} = \frac{(b_3 + b_2 - a_4 - a_3)k(b_1 - a_3)}{k!} \cdot \, _3F_2 \left( b_3 - a_4, b_2 - a_4, -k; b_3 + b_2 - a_4 - a_3, 1 + a_3 - b_1 - k; 1 \right),$$  \hspace{1cm} (2.11)

$$A_k^{(4)} = \frac{(b_4 + b_3 + b_2 - a_5 - a_4 - a_3)k(b_1 - a_3)}{k!} \cdot \sum_{\ell=0}^{k} \frac{(b_4 + b_3 - a_5 - a_4)\ell(b_2 - a_4)\ell(-k)\ell}{(b_4 + b_3 + b_2 - a_5 - a_4 - a_3)\ell(1 + a_3 - b_1 - k)\ell!} \cdot \, _3F_2 \left( b_4 - a_5, b_3 - a_5, -\ell; b_4 + b_3 - a_5 - a_4, 1 + a_4 - b_2 - \ell; 1 \right),$$  \hspace{1cm} (2.12)
and

\[ A_k^{(p)} = \left( \frac{b_p + b_{p-1} + \cdots + b_2 - a_{p+1} - a_p - \cdots - a_3}{k!} \right) (b_1 - a_3)_k \]

\[ \cdot \sum_{k_2=0}^k \frac{(-k)_{k_2}}{(b_p + b_{p-1} + \cdots + b_2 - a_{p+1} - a_p - \cdots - a_3)_{k_2} (1 + a_3 - b_1 - k)_{k_2}} \]

\[ \cdot \sum_{k_3=0}^{k_2} \frac{(-k_2)_{k_3}}{(b_p + b_{p-1} + \cdots + b_3 - a_{p+1} - a_p - \cdots - a_4)_{k_3} (1 + a_4 - b_2 - k_2)_{k_3}} \]  

\[ \cdot \sum_{k_{p-1}=0}^{k_{p-2}} \frac{(-k_{p-2})_{k_{p-1}}}{(b_p + b_{p-1} - a_{p+1} - a_p)_{k_{p-1}} (1 + a_p - b_{p-2} - k_{p-2})_{k_{p-1}}} \]

\[ \cdot \frac{(b_p - a_{p+1})_{k_{p-1}} (b_{p-1} - a_{p+1})_{k_{p-1}}}{k_{p-1}!} \]

provided that \( \Re(a_j) > 0 \) for \( j = 3, 4, \cdots, p + 1 \).

Substituting for the \( _2F_1(z) \) in (2.9) its analytic continuation near \( z = 1 \), we get, if \( s \) is not equal to an integer, for \( |1 - z| < 1, |\arg(1 - z)| < \pi, \) and \( p = 2, 3, \cdots, \)

\[ \frac{\Gamma(a_1)\Gamma(a_2)\cdots\Gamma(a_{p+1})}{\Gamma(b_1)\cdots\Gamma(b_p)} \left[ \sum_{n=0}^{\infty} g_n(0)(1 - z)^n + (1 - z)^s \sum_{n=0}^{\infty} g_n(s)(1 - z)^n \right] = \sum_{n=0}^{\infty} g_n(0)(1 - z)^n + (1 - z)^s \sum_{n=0}^{\infty} g_n(s)(1 - z)^n \]

with

\[ g_n(r) = (-1)^n \frac{\Gamma(a_1 + r + n)\Gamma(a_2 + r + n)\Gamma(s - 2r - n)}{\Gamma(a_1 + s)\Gamma(a_2 + s) n!} \]

\[ \cdot \sum_{k=0}^{\infty} \frac{(s - r - n)_k}{(a_1 + s)_k(a_2 + s)_k} A_k^{(p)} \]  

Here the series terminates when \( r = s \), but in the case when \( r = 0 \), the condition:

\[ \Re(a_3 + n) > 0 \land \cdots \land \Re(a_{p+1} + n) > 0 \]
is required for convergence.

A related result, which is obtained from (2.9) with \( z = 1 \), is a generalization of the Gaussian summation formula, for \( \Re(s) > 0 \), and we have

\[
\frac{\Gamma(a_1)\Gamma(a_2) \cdots \Gamma(a_{p+1})}{\Gamma(b_1) \cdots \Gamma(b_p)} p+1 F_p \left( \begin{array}{c} a_1, a_2, \cdots, a_{p+1} \\ b_1, \cdots, b_p \end{array}; 1 \right) = \frac{\Gamma(a_1)\Gamma(a_2)\Gamma(s)}{\Gamma(a_1 + s)\Gamma(a_2 + s)} \sum_{k=0}^{\infty} \frac{(s)_k}{(a_1 + s)_k(a_2 + s)_k} A_k^{(p)},
\]

where the series converges if

\[ \Re(a_3) > 0 \land \cdots \land \Re(a_{p+1}) > 0. \]

For \( p = 2 \), (2.16) reduces to a known formula ([2] and [11]).

3. Limit formulas

Another approach is to get the coefficients in the continuation formula as certain limits of terminating Saalschützian hypergeometric series. The generalized hypergeometric function or series (1.1) is a particular solution of a \((p + 1)\)-th order linear differential equation with three regular singular points at \( z = 0, 1, \infty \). The characteristic exponents of this differential equation at \( z = 1 \) are \( 0, 1, 2, \cdots, p - 1 \) and \( s \) defined by (1.2). If \( s \) is not equal to an integer, then all the exponents (despite the occurrence of integral differences between them) give solutions of the differential equation which are linearly independent of each other, and therefore the analytic continuation near \( z = 1 \) of the generalized hypergeometric function is then given by (2.14), already obtained above by a different reasoning. While it is also known from the detailed investigation by Nørlund (cf. [13] and [12]) that the connection coefficient \( g_0(s) \) is equal to \( \Gamma(-s) \) for any \( p \), the remaining connection coefficients \( g_0(0), g_1(0), \cdots, g_{p-1}(0) \) could only more recently be determined, first in [5] for \( p = 2 \) and later in [6], using the method of Section 2, for any \( p \).

The coefficient of the leading singular contribution to (2.14) (at \( z = 1 \)) can most conveniently be obtained by Darboux’s method [14] as described in [5] for \( p = 2 \). Applied to any \( p \), this method yields the same result:

\[ g_0(s) = \Gamma(-s), \]  

if presented in terms of \( s \), which according to (1.2) depends on \( p \).
In order to obtain \(g_0(0)\) by the same method, we multiply (2.14) by \((1 - z)^{-s}\). The left-hand side then becomes

\[
\sum_{n=0}^{\infty} \frac{(s)_n}{n!} z^n \sum_{k=0}^{\infty} \frac{\prod_{j=1}^{p+1} \Gamma(a_j + k)}{\prod_{j=1}^{p} \Gamma(b_j + k)} z^k \frac{1}{k!}.
\]

\[
= \sum_{m=0}^{\infty} \sum_{k=0}^{\infty} \frac{\prod_{j=1}^{p+1} \Gamma(a_j + k)}{\prod_{j=1}^{p} \Gamma(b_j + k)} \frac{(s)_{m-k}}{(m-k)!} \frac{1}{k!(m-k)!} z^m.
\]

If this is written in the form \(\Sigma u_m z^m\), the coefficients \(u_m\), after application of the identity:

\[
\frac{(s)_{m-k}}{(m-k)!} = \frac{(s)_m (-m)_k}{m! (1 - s - m)_k},
\]

are

\[
u_m = \frac{\prod_{j=1}^{p+1} \Gamma(a_j)}{\prod_{j=1}^{p} \Gamma(b_j)} \frac{(s)_m}{m!} p+2F_{p+1} \left( \begin{array}{c} a_1, a_2, \cdots, a_{p+1}, -m; \\ b_1, b_2, \cdots, b_p, 1 - s - m; 1 \end{array} \right) .
\]

On the right-hand side the leading singular term is \(g_0(0)(1 - z)^{-s}\), which, when expanded in powers of \(z\) and written in the form \(\Sigma w_m z^m\), has coefficients

\[
w_m = g_0(0) \frac{(s)_m}{m!}.
\]

Comparison of the \(u_m\) and \(w_m\), which have to agree asymptotically as \(m \to \infty\), then yields

\[
g_0(0) = \frac{\prod_{j=1}^{p+1} \Gamma(a_j)}{\prod_{j=1}^{p} \Gamma(b_j)} \lim_{m \to \infty} p+2F_{p+1} \left( \begin{array}{c} a_1, a_2, \cdots, a_{p+1}, -m; \\ b_1, b_2, \cdots, b_p, 1 - s - m; 1 \end{array} \right) .
\]

In order to obtain the \(g_n(0)\) for \(n > 0\) too, we consider the \(n\)-th derivative with respect to \(z\) of (2.14) multiplied by \((1 - z)^{-s+n}\), so that the term with \(g_n(0)\) becomes the leading singular term. Proceeding as above, we get, as a generalization of (3.6),

\[
g_n(0) = \frac{(-1)^n}{n!} \frac{\prod_{j=1}^{p+1} \Gamma(a_j + n)}{\prod_{j=1}^{p} \Gamma(b_j + n)} \cdot \lim_{m \to \infty} p+2F_{p+1} \left( \begin{array}{c} a_1 + n, a_2 + n, \cdots, a_{p+1} + n, -m; \\ b_1 + n, b_2 + n, \cdots, b_p + n, 1 - s + n - m; 1 \end{array} \right) .
\]
The \( g_n(s) \) for \( n > 0 \) could be derived from \( g_0(s) \) and the recurrence relation which they satisfy [13], but it is desirable to get an explicit representation the following way. The coefficients \( g_n(r) \) satisfy a recurrence relation which is obtained from the differential equation by inserting, according to the Frobenius method, a power-series solution:

\[
\sum_{n=0}^{\infty} g_n(r)(1 - z)^{r+n}.
\]

The recurrence relation, therefore, depends on the exponent \( r \) via the combination \( r + n \) only. Starting from the \( g_n(0) \) of (3.7), rewriting the factor

\[
\frac{(-1)^n}{n!} = \frac{\sin(\pi(s-n))}{\Gamma(1+n)\sin(\pi s)} = \frac{\Gamma(1-s)\Gamma(s)}{\Gamma(1+n)\Gamma(1-s+n)\Gamma(s-n)},
\]

and replacing \( n \) by \( r + n \), we obtain a solution of the recurrence relation corresponding to the exponent \( r \). For \( r = s \), this solution can differ from the desired \( g_n(s) \) only by a constant factor which does not depend on \( n \). We may, therefore, write

\[
g_n(r) = \frac{V(r)\Gamma(1-s)\Gamma(s)}{\Gamma(1+r+n)\Gamma(1-s+r+n)} \lim_{m \to \infty} \frac{1}{\Gamma(s-r-n)} \cdot \sum_{j=1}^{p+1} \frac{\Gamma(a_j + r + n)}{\Gamma(b_j + r + n)}\, p+2F_{p+1}\left(\begin{array}{c}
-a_1 + r + n, a_2 + r + n, \ldots, a_{p+1} + r + n, -m; \\
-b_1 + r + n, b_2 + r + n, \ldots, b_p + r + n, 1 - s + r + n - m;
\end{array}\right),
\]

where \( V(0) = 1 \) and \( V(s) \) is such that (3.1) holds true. In order to determine \( V(s) \), we first consider the case when \( p = 1 \). Then the hypergeometric series in (3.9) can be summed by means of Saalschütz’s formula (2.4), which yields

\[
\frac{(a_1 + s)_m(a_2 + s)_m}{(s-r-n)_m(b_1 + r + n)_m} \lim_{m \to \infty} \frac{\Gamma(s-r-n)\Gamma(b_1 + r + n)}{\Gamma(a_1 + s)\Gamma(a_2 + s)}. \tag{3.10}
\]

The factor \( \Gamma(s-r-n) \), which is singular for \( r = s \), now cancels in (3.9) and we have, for \( p = 1 \),

\[
g_n(r) = \frac{V(r)\Gamma(1-s)\Gamma(s)}{\Gamma(1+r+n)\Gamma(1-s+r+n)} \frac{\Gamma(a_1 + r + n)\Gamma(a_2 + r + n)}{\Gamma(a_1 + s)\Gamma(a_2 + s)}. \tag{3.11}
\]

For \( r = s \) and \( n = 0 \), comparison with (3.1) shows that \( V(s) = -1 \). This value is independent of the parameters of the hypergeometric function and so it holds true for any \( p \). The first fraction on the right of (3.9) may now be rewritten as follows:

\[
\frac{V(r)\Gamma(1-s)\Gamma(s)}{\Gamma(1+r+n)\Gamma(1-s+r+n)} = \left\{ \begin{array}{ll}
\frac{(-1)^n\Gamma(s-n)}{n!} & \text{for } r = 0 \\
\frac{(-1)^n\Gamma(-s-n)}{n!} & \text{for } r = s
\end{array}\right. \tag{3.12}
\]

\[
= \frac{(-1)^n}{n!} \Gamma(s - 2r - n),
\]
where the last equality holds true in view of the fact that \( r \in \{0, s\} \). Combining (3.9) and (3.12), we have found the desired formula for the coefficients in the continuation formula (2.14):

\[
g_n(r) = \frac{(-1)^n}{n!} \frac{\Gamma(s - 2r - n) \prod_{j=1}^{p+1} \Gamma(a_j + r + n)}{\prod_{j=1}^p \Gamma(b_j + r + n)} \lim_{m \to \infty} \frac{1}{\Gamma(s - r - n)} \cdot p+2 F_{p+1} \left( \begin{array}{c} a_1 + r + n, a_2 + r + n, \ldots, a_{p+1} + r + n, -m; \\ b_1 + r + n, b_2 + r + n, \ldots, b_p + r + n, 1 - s + r + n - m; 1 \end{array} \right),
\]

where \( r \in \{0, s\} \) and \( r \) may be set equal to \( s \) only after the limit has been evaluated. The hypergeometric series of unit argument is Saalschützian and terminating because of the numerator parameter \(-m\). Such series can be summed for \( p = 1 \) by means of the formula (2.4) of Saalschütz, and for larger \( p \) analogous transformation formulas are available (cf. [7] and [8]). It is by means of these formulas that the limit \( m \to \infty \) can be performed and (3.13) becomes meaningful. For example, we may use

\[
\frac{1}{\Gamma(b_1)\Gamma(b_2)} 4F_3 \left( \begin{array}{c} a_1, a_2, a_3, -m; \\ b_1, b_2, 1 - s - m; 1 \end{array} \right) = \frac{(a_1 + s)_m(a_2 + s)_m(a_3)_m}{(s)_m \Gamma(b_1 + m)\Gamma(b_2 + m)} 4F_3 \left( \begin{array}{c} b_1 - a_3, b_2 - a_3, s, -m; \\ a_1 + s, a_2 + s, 1 - a_3 - m; 1 \end{array} \right)
\]

\((s = b_1 + b_2 - a_1 - a_2 - a_3 \neq 0, -1, -2, \cdots; \ m = 0, 1, 2, \cdots)\)

from [7] in order to obtain

\[
g_n(r) = \frac{(-1)^n}{n!} \frac{\Gamma(a_1 + r + n)\Gamma(a_2 + r + n)\Gamma(s - 2r - n)}{\Gamma(a_1 + s)\Gamma(a_2 + s)} \cdot 3F_2 \left( \begin{array}{c} b_1 - a_3, b_2 - a_3, s - r - n; \\ a_1 + s, a_2 + s; 1 \end{array} \right)
\]

\((p = 2)\) in accordance with (3.32) in [5] and with (2.10) and (2.15) above. In a similar
the transformation:

\[
\frac{1}{\Gamma(b_1)\Gamma(b_2)\Gamma(b_3)} \text{}_5F_4 \left( \begin{array}{c} a_1, a_2, a_3, a_4, -m; \\ b_1, b_2, b_3, 1 - s - m; \end{array} \right) \\
= \frac{(a_1 + s)_m (a_2 + s)_m (a_3)_m (a_4)_m}{(s)_m \Gamma(b_1 + m) \Gamma(b_2 + m) \Gamma(b_3 + m)} \\
\cdot \sum_{k=0}^{m} \frac{(b_1 + b_3 - a_3 - a_4)_k (b_2 + b_3 - a_3 - a_4)_k (1 - b_3 - m)_k (s)_k (-m)_k}{(a_1 + s)_k (a_2 + s)_k (1 - a_3 - m)_k (1 - a_4 - m)_k k!} \\
\cdot \text{}_4F_3 \left( \begin{array}{c} b_3 - a_3, b_3 - a_4, a_1 + a_2 + s + m - 1, -k; \\ b_1 + b_3 - a_3 - a_4, b_2 + b_3 - a_3 - a_4, b_3 + m + k; \end{array} \right) \\
(s = b_1 + b_2 + b_3 - a_1 - a_2 - a_3 - a_4 \neq 0, -1, -2, \ldots; \hspace{1em} m = 0, 1, 2, \ldots)
\]

yields

\[
g_n(r) = \frac{(-1)^n}{n!} \frac{\Gamma(a_1 + r + n) \Gamma(a_2 + r + n) \Gamma(s - 2r - n)}{\Gamma(a_1 + s) \Gamma(a_2 + s)} \\
\cdot \sum_{k=0}^{\infty} \frac{(b_1 + b_3 - a_3 - a_4)_k (b_2 + b_3 - a_3 - a_4)_k (s - r - n)_k}{(a_1 + s)_k (a_2 + s)_k k!} \\
\cdot \text{}_3F_2 \left( \begin{array}{c} b_3 - a_3, b_3 - a_4, -k; \\ b_1 + b_3 - a_3 - a_4, b_2 + b_3 - a_3 - a_4; \end{array} \right)
\]

(3.17)
for \( p = 3 \). Finally, using the transformation:

\[
\frac{1}{
\Gamma(b_1)\Gamma(b_2)\Gamma(b_3)\Gamma(b_4)
} \ _6F_5\left( \begin{array}{c}
a_1, a_2, a_3, a_4, a_5, -m; \\
b_1, b_2, b_3, b_4, 1 - s - m; 
\end{array} \right)
\]

\[
= \frac{(a_1 + s)m(a_2 + s)m(a_3)m(a_4)m(a_5)m}{(s)m\Gamma(b_1 + m)\Gamma(b_2 + m)\Gamma(b_3 + m)\Gamma(b_4 + m)}
\]

\[
\cdot \sum_{k=0}^{m} \frac{(b_1 + b_3 + b_4 - a_3 - a_4 - a_5)_k(b_2 + b_3 + b_4 - a_3 - a_4 - a_5)_k}{(a_1 + s)_k(a_2 + s)_k}
\]

\[
\cdot \frac{(1 - b_3 - m)_k(1 - b_4 - m)_k(s)_k(-m)_k}{(1 - a_3 - m)_k(1 - a_4 - m)_k(1 - a_5 - m)_k k!}
\]

\[
\cdot \sum_{\ell=0}^{k} \frac{(b_3 + b_4 - a_3 - a_5)_{\ell}(b_3 + b_4 - a_3 - a_5)_{\ell}}{(b_1 + b_3 + b_4 - a_3 - a_4 - a_5)_{\ell}(b_2 + b_3 + b_4 - a_3 - a_4 - a_5)_{\ell}}
\]

\[
\cdot \frac{(a_5 + m - k)_{\ell}(a_1 + a_2 + s + m - 1)_{\ell}(-k)_{\ell}}{(b_3 + m - k)_{\ell}(b_4 + m - k)_{\ell}!}
\]

\[
\cdot _4F_3\left( \begin{array}{c}
b_3 - a_5, b_4 - a_5, b_3 + b_4 - a_3 - a_4 - a_5 - m + k; -\ell; \\
b_3 + b_4 - a_3 - a_5, b_3 + b_4 - a_4 - a_5, 1 - a_5 - m + k - \ell; 
\end{array} \right)
\]

\[(s = b_1 + b_2 + b_3 + b_4 - a_1 - a_2 - a_3 - a_4 - a_5 \neq 0, -1, -2, \ldots; \ m = 0, 1, 2, \ldots),
\]

we can obtain

\[
g_n(r) = \frac{(-1)^n}{n!} \frac{\Gamma(a_1 + r + n)\Gamma(a_2 + r + n)\Gamma(s - 2r - n)}{\Gamma(a_1 + s)\Gamma(a_2 + s)}
\]

\[
\cdot \sum_{k=0}^{\infty} \frac{(b_1 + b_3 + b_4 - a_3 - a_4 - a_5)_k(b_2 + b_3 + b_4 - a_3 - a_4 - a_5)_k(s - r - n)_k}{(a_1 + s)_k(a_2 + s)_k k!}
\]

\[
\cdot \sum_{\ell=0}^{k} \frac{(b_3 + b_4 - a_3 - a_5)_{\ell}(b_3 + b_4 - a_4 - a_5)_{\ell}}{(b_1 + b_3 + b_4 - a_3 - a_4 - a_5)_{\ell}(b_2 + b_3 + b_4 - a_3 - a_4 - a_5)_{\ell}!}
\]

\[
\cdot _3F_2\left( \begin{array}{c}
b_3 - a_5, b_4 - a_5, -\ell; \\
b_3 + b_4 - a_3 - a_5, b_3 + b_4 - a_4 - a_5; 
\end{array} \right)
\]

for \( p = 4 \). Writing these results in the form of (2.15), we may get the corresponding expressions:

\[
A_k^{(3)} = \frac{(b_1 + b_3 - a_3 - a_4)_k(b_2 + b_3 - a_3 - a_4)_k}{k!}
\]

\[
\cdot _3F_2\left( \begin{array}{c}
b_3 - a_3, b_3 - a_4, -k; \\
b_1 + b_3 - a_3 - a_4, b_2 + b_3 - a_3 - a_4; 
\end{array} \right)
\]
and
\[ A_k^{(4)} = \frac{(b_1 + b_3 + b_4 - a_3 - a_4 - a_5)k(b_2 + b_3 + b_4 - a_3 - a_4 - a_5)k}{k!} \]
\[ \cdot \sum_{\ell=0}^{k} \frac{(b_3 + b_4 - a_3 - a_5)\ell(b_3 + b_4 - a_5)\ell(-k)\ell}{(b_1 + b_3 + b_4 - a_3 - a_4 - a_5)\ell(b_2 + b_3 + b_4 - a_3 - a_4 - a_5)\ell\ell!} \sum_{\ell=0}^{\infty} \frac{b_3 - a_5, b_4 - a_5, -\ell;}{b_3 + b_4 - a_3 - a_5, b_3 + b_4 - a_4 - a_5; 1} \cdot 3F_2 \]
\[ \frac{3F_2}{(b_3 - a_5, b_4 - a_5, -\ell; b_3 + b_4 - a_3 - a_5, b_3 + b_4 - a_4 - a_5; 1)} \cdot 3F_2 \]

These representations are different from (2.11) and (2.12), respectively, and this implies the existence of certain identities considered in [7]. There is another set of Saalschützian-like formulas [8], however, such that when they are applied in (3.13) they do yield just (2.11) and (2.12) above.

4. Zero-balanced series

There are two ways to treat the s-balanced series, that is, the case when s is equal to an integer. We may start from the formulas for general s, Equations (2.14) and (2.15), add \(-\epsilon\) to each of the parameters and, as a consequence, replace s by \(s + \epsilon\). Assuming then that s is an integer, we have to perform the limit \(\epsilon \to 0\). This procedure here is not more complicated than in the Gaussian case, \(p = 1\), due to the fact that the crucial dependence on \(a_1, a_2, s, r\) remains essentially the same for \(p = 2, 3, \ldots\) or, stated otherwise, the \(A_k^{(p)}\) are not modified by the replacements but remain independent of \(\epsilon\). Alternatively, if we want to avoid the task of the limit procedure, we may start from (2.9) and use the known analytic continuation formulas of the Gaussian hypergeometric series from Equations (15.3.10) to (15.3.12) of [1] for instance. Both of these ways lead to the same results displayed in [6] for arbitrary s. Here we want to restrict our attention to the simplest case, the zero-balanced series. We have, if \(s\) according to (1.2) is equal to zero,
for $|1 - z| < 1$, $|\arg(1 - z)| < \pi$, and $p = 2, 3, \ldots$, where the $A_k^{(p)}$ are given by (2.10) to (2.13), or (3.20) and (3.21), and the condition

$$\Re(a_3 + n) > 0 \land \cdots \land \Re(a_{p+1} + n) > 0$$

is required for convergence of the infinite series.

Restricting our attention to the leading terms, when $z \to 1$, we have

$$\frac{\Gamma(a_1)\Gamma(a_2) \cdots \Gamma(a_{p+1})}{\Gamma(b_1) \cdots \Gamma(b_p)} p+1 F_p \left( \begin{array}{c} a_1, a_2, \ldots, a_{p+1} \\ b_1, \ldots, b_p; z \end{array} \right)$$

$$= L(p) \left( [1 + O(1 - z)] - \log(1 - z) [1 + O(1 - z)] \right)$$

(4.2)

with

$$L(p) = 2\psi(1) - \psi(a_1) - \psi(a_2) + B(p),$$

(4.3)

where, if the condition $\Re(a_j) > 0$ for $j = 3, 4, \ldots, p + 1$ is satisfied,

$$B(p) = \sum_{k=1}^\infty \frac{(k-1)!}{(a_1)_k(a_2)_k} A_k^{(p)}.$$  

(4.4)

While we obtain

$$B(2) = \sum_{k=1}^\infty \frac{(b_2 - a_3)_k(b_1 - a_3)_k}{k(a_1)_k(a_2)_k}$$

$$= \frac{(b_1 - a_3)(b_2 - a_3)}{a_1a_2} 4F3 \left( \begin{array}{c} b_1 - a_3 + 1, b_2 - a_3 + 1, 1, 1 \\ a_1 + 1, a_2 + 1, 2; 1 \end{array} \right),$$

(4.5)

in accordance with (1.4), the $B(p)$ for $p \geq 3$ appear in different forms depending on which of the various ways discussed above they are derived. We have

$$B(3) = \sum_{k=1}^\infty \frac{(b_3 + b_2 - a_4 - a_3)_k(b_1 - a_3)_k}{k(a_1)_k(a_2)_k}$$

$$\cdot 3F2 \left( \begin{array}{c} b_3 - a_4, b_2 - a_4, -k \\ b_3 + b_2 - a_4 - a_3, 1 + a_3 - b_1 - k; 1 \end{array} \right),$$

(4.6)

if we use (4.4) together with (2.11), or

$$B(3) = \sum_{k=1}^\infty \frac{(b_1 + b_3 - a_3 - a_4)_k(b_2 + b_3 - a_3 - a_4)_k}{k(a_1)_k(a_2)_k}$$

$$\cdot 3F2 \left( \begin{array}{c} b_3 - a_3, b_3 - a_4, -k \\ b_1 + b_3 - a_3 - a_4, b_2 + b_3 - a_3 - a_4; 1 \end{array} \right)$$

(4.7)
if we use (4.4) together with (3.20). Similarly, we find from (4.4) and (2.12) that

\[ B(4) = \sum_{k=1}^{\infty} \frac{(b_4 + b_3 + b_2 - a_5 - a_4 - a_3)k(b_1 - a_3)_k}{k(a_1)_k(a_2)_k} \]

\[ \cdot \sum_{\ell=0}^{k} \frac{(b_4 + b_3 - a_5 - a_4)\ell(b_2 - a_4)\ell(-k)_\ell}{(b_1 + b_3 + b_2 - a_5 - a_4 - a_3)_\ell(1 + a_3 - b_1 - k)_\ell \ell!} \]

\[ \cdot \text{}_{3}F_{2} \left( \begin{array}{c} b_4 - a_5, b_3 - a_5, -\ell; \\ b_4 + b_3 - a_5 - a_4, 1 + a_4 - b_2 - \ell; 1 \end{array} \right), \]

or from (4.4) and (3.21) that

\[ B(4) = \sum_{k=1}^{\infty} \frac{(b_1 + b_3 + b_4 - a_3 - a_4 - a_5)k(b_2 + b_3 + b_4 - a_3 - a_4 - a_5)_k}{k(a_1)_k(a_2)_k} \]

\[ \cdot \sum_{\ell=0}^{k} \frac{(b_3 + b_4 - a_3 - a_5)\ell(b_3 + b_4 - a_4 - a_5)\ell(-k)_\ell}{(b_1 + b_3 + b_4 - a_3 - a_4 - a_5)_\ell(b_2 + b_3 + b_4 - a_3 - a_4 - a_5)_\ell \ell!} \]

\[ \cdot \text{}_{3}F_{2} \left( \begin{array}{c} b_3 - a_5, b_4 - a_5, -\ell; \\ b_3 + b_4 - a_3 - a_5, b_3 + b_4 - a_4 - a_5; 1 \end{array} \right). \]

Alternatively, starting from (2.8) with \( p = 2 \) and using (2.5) and (2.3), we obtain, because of \( s = 0, \) (4.5) above again. In a similar way, with \( p = 3 \) in (2.8) and application of (4.2) and (4.3) with (4.5), we find that

\[ B(3) = \frac{(b_1 - a_3)(b_2 + b_3 - a_3 - a_4)}{a_1a_2} \]

\[ \cdot \text{}_{4}F_{3} \left( \begin{array}{c} b_1 - a_3 + 1, b_2 + b_3 - a_3 - a_4 + 1, 1, 1; \\ a_1 + 1, a_2 + 1, 2; 1 \end{array} \right) \]

\[ + \frac{(b_2 - a_4)(b_3 - a_4)\Gamma(a_1)\Gamma(a_2)\Gamma(a_3)}{\Gamma(b_1)\Gamma(b_2 + b_3 - a_4 + 1)} \]

\[ \cdot \sum_{\ell=0}^{\infty} \frac{(b_2 - a_4 + 1)\ell(b_3 - a_4 + 1)\ell}{(\ell + 1)! (b_2 + b_3 - a_4 + 1)\ell} \text{}_{3}F_{2} \left( \begin{array}{c} a_1, a_2, a_3; \\ b_1, b_2 + b_3 - a_4 + 1 + \ell; 1 \end{array} \right). \]
The general formula of this type turns out to be

\[ B(p) = \frac{(b_1 - a_3)}{a_1 a_2} \left( \sum_{j=2}^{p} b_j - \sum_{j=3}^{p+1} a_j \right) \]

\[ \cdot \quad {}_4F_3 \left( \begin{array}{c} b_1 - a_3 + 1, \sum_{j=2}^{p} b_j - \sum_{j=3}^{p+1} a_j + 1, 1, 1; \\ a_1 + 1, a_2 + 1, 2; \end{array} \right) \]

\[ + \sum_{k=3}^{p} \frac{(b_{k-1} - a_{k+1}) \left( \sum_{j=k-1}^{p} b_j - \sum_{j=k+1}^{p+1} a_j \right) \Gamma(a_1) \cdots \Gamma(a_k)}{\Gamma(b_1) \cdots \Gamma(b_{k-2}) \Gamma \left( \sum_{j=k-1}^{p} b_j - \sum_{j=k+1}^{p+1} a_j + 1 \right)} \] \quad (4.11)

\[ \cdot \quad \sum_{\ell=0}^{\infty} \frac{(b_{k-1} - a_{k+1} + 1)\ell \left( \sum_{j=k-1}^{p} b_j - \sum_{j=k+1}^{p+1} a_j + 1 \right)}{(\ell + 1)! \left( \sum_{j=k-1}^{p} b_j - \sum_{j=k+1}^{p+1} a_j + 1 \right)^\ell} \]

\[ \cdot \quad kF_{k-1} \left( \begin{array}{c} a_1, a_2, \cdots, a_k; \\ b_1, \cdots, b_{k-2}, \sum_{j=k-1}^{p} b_j - \sum_{j=k+1}^{p+1} a_j + 1 + \ell; \end{array} \right). \]

Various other representations can be found. An example for \( p = 3 \) is

\[ B(3) = \sum_{k=1}^{\infty} \frac{(b_1 - a_3)_k(b_2 + b_3 - a_3 - a_4)_k}{k(a_1)_k(a_2)_k} \]

\[ + \sum_{k=1}^{\infty} \frac{(b_2 - a_4)_k(b_3 - a_4)_k}{k(a_1)_k(a_2)_k} \quad {}_3F_2 \left( \begin{array}{c} b_1 - a_3, b_2 + b_3 - a_3 - a_4 + k, k; \\ a_1 + k, a_2 + k; \end{array} \right). \] \quad (4.12)

This follows from (2.7) if the term for \( m = 0 \) is evaluated separately by means of (4.2) and (4.3) and if the hypergeometric series in the remaining sum is evaluated at \( z = 1 \) by means of (2.16) and (2.10). It is closely related to (4.10) if the hypergeometric series there in the second term is transformed by means of (2.16). It also follows from (4.6) if there the sum over \( k \) and the sum implied by the hypergeometric series are interchanged. Of the various possibilities demonstrated here for \( p = 3 \) as an example, the representation (4.6) or (4.7) has the advantage that only a single infinite series occurs, the hypergeometric series involved consisting of a finite number of terms because of the numerator parameter \( -k \).
5. Partial sums of zero-balanced series

A related problem is to find the asymptotic behaviour of the partial sums of hypergeometric series at unit argument in the zero-balanced case. This problem was solved by Ramanujan (cf. [15], [3], and [4]) and later proved by Evans and Stanton [9] for $p = 2$. More generally, we have, if $s$ according to (1.2) is equal to zero,

$$\sum_{k=0}^{m-1} \frac{\Gamma(a_1 + k)\Gamma(a_2 + k)\cdots\Gamma(a_{p+1} + k)}{\Gamma(b_1 + k)\cdots\Gamma(b_p + k)\Gamma(1 + k)}$$

$$= \mathcal{L}(p) - \psi(1) + \log(m) + O(m^{-1}), \quad m \to \infty$$

(5.1)

with

$$\mathcal{L}(p) = \sum_{k=0}^{\infty} \left\{ \frac{\Gamma(a_1 + k)\Gamma(a_2 + k)\cdots\Gamma(a_{p+1} + k)}{\Gamma(b_1 + k)\cdots\Gamma(b_p + k)\Gamma(1 + k)} - \frac{1}{k+1} \right\}.$$  

(5.2)

To derive (5.1) we observe that, in the zero-balanced case, the ratio of the gamma functions is equal to $k^{-1} \{1 + O(k^{-1})\}$ and so each summand is $O(k^{-2})$ as $k \to \infty$. Therefore, we have for the partial sum

$$\mathcal{L}(p) = \sum_{k=0}^{m-1} \left\{ \frac{\Gamma(a_1 + k)\Gamma(a_2 + k)\cdots\Gamma(a_{p+1} + k)}{\Gamma(b_1 + k)\cdots\Gamma(b_p + k)\Gamma(1 + k)} - \frac{1}{k+1} \right\} + O(m^{-1})$$

(5.3)

as $m \to \infty$. Also we have

$$\sum_{k=0}^{m-1} \frac{1}{k+1} = -\psi(1) + \psi(1 + m) = -\psi(1) + \log m + \frac{1}{2}m^{-1} + O(m^{-2})$$

(5.4)

as $m \to \infty$, by means of Stirling’s formula. Combining (5.3) and (5.4), we get (5.1). On the other hand, from (4.2) we have

$$\sum_{k=0}^{\infty} \frac{\Gamma(a_1 + k)\Gamma(a_2 + k)\cdots\Gamma(a_{p+1} + k)}{\Gamma(b_1 + k)\cdots\Gamma(b_p + k)\Gamma(1 + k)} z^k = L(p) - \log(1 - z) + o(1)$$

(5.5)

as $z \to 1$. Expanding the logarithmic term and putting it on the left-hand side, we arrive at

$$\sum_{k=0}^{\infty} \left\{ \frac{\Gamma(a_1 + k)\Gamma(a_2 + k)\cdots\Gamma(a_{p+1} + k)}{\Gamma(b_1 + k)\cdots\Gamma(b_p + k)\Gamma(1 + k)} - \frac{z}{k+1} \right\} z^k = L(p) + o(1).$$

(5.6)

The limit as $z \to 1$ now yields

$$\mathcal{L}(p) = L(p),$$

(5.7)

and this is the really interesting point: the constant needed here in (5.1) for the asymptotic behaviour of the partial sum of a zero-balanced hypergeometric series at unit argument is
equal to the constant needed above, in (4.2) and (4.3), for the analytic continuation of the
infinite series. For example, (5.7) with (4.3) and \( p = 3 \) yields

\[
\mathcal{L}(3) = 2 \psi(1) - \psi(a_1) - \psi(a_2) + B(3),
\]

where any of the various representations of \( B(3) \) according to (4.6), (4.7), (4.10), or (4.12)
above may be inserted. The use of (4.10) corresponds to the formula given by A.K.
Srivastava [19]. All the other results of the same author [19] concern the partial sums of
zero-balanced series with additional relations between the parameters, a topic beyond the
scope of the present investigation.
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