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We consider agents in a social network competing to be selected as partners in collaborative, mutually beneficial activities. We study this through a model in which an agent $i$ can initiate a limited number $k_i > 0$ of games and selects partners from its one-hop neighborhood. Each agent can accept as many games offered by its neighbors. Each game signifies a productive joint activity, and players attempt to maximize their individual utilities. Unsurprisingly, more trustworthy agents, as measured by the game-theoretic concept of limited-trust, are more desirable as partners. Agents learn about their neighbors’ trustworthiness through interactions, and their behaviors evolve in response. Empirical trials performed on realistic social networks show that when given the option, many agents become highly trustworthy; most or all become highly trustworthy when knowledge of their neighbors’ trustworthiness is based on past interactions rather than known a priori. This trustworthiness is not the result of altruism, instead, agents are intrinsically motivated to become trustworthy partners by competition. Two insights are presented: first, trustworthy behavior drives an increase in the utility of all agents, where maintaining a relatively modest level of trustworthiness may easily improve net utility by as much as 14.5%. If only one agent exhibits modest trust among self-centered ones, it can increase its personal utility by up to 25% in certain cases! Second, and counter-intuitively, when partnership opportunities are abundant, agents become less trustworthy.

I. INTRODUCTION

Choose your friends wisely. It’s good advice, and it also applies to the problem of selecting partners to work with. Effective partnerships are based on trust: Suppose you must collaborate on a project and need to decide between two potential collaborators. Both candidates possess the same basic level of expertise, leading you to expect that the project will be a success with either of them. However, one candidate has a reputation for taking all of the credit in collaborations and using them to advance their own interests over those of their partners. Naturally, you would prefer to avoid the candidate with a poor reputation and instead collaborate with your other colleague with no such negative history.

In this paper, we consider the problem of partner selection within the larger context of a social network. Agents in the network must secure partnership opportunities with mutual benefits. These agents are in a state of co-opetition with each other rather than pure cooperation or competition, forcing them to rely on the concepts of trust and reputation to initiate strategic partnerships. We use the following definitions of trust and reputation from [25]:

Definition 1 (Reputation). Perception that an agent creates through past actions about its intentions and norms.

Definition 2 (Trust). A subjective expectation an agent has about another’s future behavior based on the history of their encounters.

The two definitions go hand-in-hand, and in practice, we will use terms such as “trustworthy” both academically and in life to refer to an agent who maintains a highly positive reputation. The interactions between agents occur as limited-trust leader-follower games, where limited-trust (and associated equilibria) is a concept recently developed by [27]. Loosely speaking, limited-trust assumes that an agent will help their fellow agent, provided that the cost is not too high and the net utility of all players improves. The trustworthiness of an agent $i$ is determined by a metric $\delta_i \geq 0$ so that if $\delta_i = 1$, agent $i$ is willing to lose up to one unit of utility to improve the net utility of all agents. More precisely, for any $0 < x < y$, agent $i$ is willing to incur a cost of $x$ to increase the net utility of other agents by $y$, provided that $x \leq \delta_i$. Limited-trust is naturally applicable to social network-based interactions, as it provides a mechanism for agents to increase their long-run utilities through more complex behaviors while still being fundamentally self-interested rather than altruistic. We find that these self-interested agents maintain highly positive reputations and trust-confirming behavior, as deviating causes them to lose partnership opportunities.

The main contribution of this paper is developing a system for modeling interactions between individuals in
a social network. This system is thoroughly analyzed, with algorithms developed for individuals to learn their neighbors' reputations and alter their trust levels accordingly. Depending on how ties are broken when selecting partners, this can lead either to the majority of agents maintaining positive reputations or cycling behavior between low and highly positive reputation levels and trustworthiness. However, this cycling can be curtailed by subsidizing a small number of seed vertices to act as leaders and maintain a positive reputation. In both cases, we find these behavioral changes increase average reputation and trustworthiness, leading to a substantial increase in the total utility in the network. Empirically, such a system is substantiated by numerous studies in evolutionary biology and psychology, whose results mirror the behaviors we observe in the model. These results indicate that individuals behaving in a trustworthy manner are typically the most successful. What they lose in individual interactions they more than makeup for by increasing their opportunities. In the long term, they also spur other agents to adopt trustworthy behaviors, resulting in more utility from the same interactions. Further, because the trust level captures all temporal knowledge in a single, easily-updated value, otherwise myopic agents arrive at trustworthy behavior naturally without using external history-based mechanisms such as grim trigger or tit-for-tat strategies. As such, we feel that limited-trust concept is more natural and intuitive for the social scenario we consider.

Our own empirical studies also reveal two counterintuitive insights. First, while one might expect selfishness when opportunities are limited and individuals try to make the most of them, we find that individuals are at their most trustworthy when opportunities are limited and do their best to maintain positive reputations to capture what few are available. Second, it is similarly natural to expect individuals to be more trustworthy when there are more opportunities, as taking advantage of any one opportunity is not worth the resulting reputational damage. Instead, we observe that the glut of opportunities outweighs the reputational consequences for selfish individuals, as their behavior will not limit their future opportunities (subject to network structure).

We consider a toy example given by the network in Figure 1. Suppose that each agent may lead $k = 2$ leader-follower games and can select any 2 neighbors as followers for these games, which are randomly drawn from a known distribution. Let the games be over $2 \times 2$ pay-off matrices with each entry drawn independently and identically distributed (iid) at random from an exponential distribution where $\lambda = 2$. If all agents play selfishly, with $\delta_i = 0$ for every agent $i$, then each agent will select partners uniformly at random. That means that agent 7 can expect to be a leader in 2 games and be chosen as a follower for $\frac{17}{2}$ games. Suppose that agent 7 now behaves in a slightly trustworthy manner, with $\delta_7 = 0.01$ whenever it interacts with any other agent, while all of its neighbors remain selfish: it now attracts game invitations from all of its neighbors and participates in 4 games as a follower. It will expect to achieve slightly less utility per game but will play in an additional $\frac{4}{17}$ games on average. Table I compares these two settings: when all other agents are selfish, agent 7 can improve its average utility by over 25% by being only slightly trustworthy! The table also reveals a second insight: when all agents are equally trustworthy ($\delta_i = 2$ for $i \in \{1, 2, ..., 7\}$), all stand to gain a significant amount of utility (approximately 14.5% per agent) driving a significant increase in the net utility of the system. Utilities in the table are the mean of 1000 rounds of interaction between the agents in the network. While exact utility increases vary according to network structure and the distribution of the values in the payoff matrices, we will see similar values in our numerical studies in Section V and Appendix C.

After defining the model in Section II, we will return to this example to understand how the utility is jointly impacted by network position and the distribution of $\delta_i$ across players. We will see that generally, having a higher value of $\delta$ leads to an agent increasing its utility by increasing its number of interactions. We also note that while we constrain agent $i$ to express a single value $\delta_i$ to each of its neighbors for simplicity, in Section IV A we will cover how agent $i$ can optimally set personal values $\delta_i(j)$ for each of its neighbors $j$.

The rest of the paper is organized as follows: the remainder of this section conducts a literature review of
relevant work, particularly on the subjects of network games and evolutionary biology and psychology. In Section [I], we define the model mechanics and how agents within it behave with complete knowledge, while in Section [III] we define the same functions for agents with incomplete knowledge. In Section [IV] we consider the metagame which occurs on top of the system when agents can adjust their levels of trustworthiness, before exploring the model numerically in Section [V]. In Section [VI] we discuss the numerical results and future directions of our work, then conclude our paper in Section [VII]. Additionally, we provide an e-companion [28] for the exploration of additional topics related to our system (Appendix A), proofs of some theorems (Appendix B), and additional numerical results (Appendix C).

Readers who are primarily interested in the numerical results may wish to skip Sections [III] and [IV] while these sections are necessary to explain the system when players have incomplete information or vary their level of trustworthiness, they are in-depth descriptions of functions which can be grasped intuitively.

We also acknowledge here that a large portion of this paper comes from work first appearing in the lead author’s doctoral dissertation [29].

A. Literature Review

Explaining and modeling non-selfish behavior is an intriguing problem within Game Theory, one apparently at odds with the idea of Nash equilibria [31]. One situation in which it is explainable is in settings with incomplete information. [21] shows mathematically that players in multi-stage games may deviate from apparent Nash equilibria to build reputations when information is incomplete, yet still result in personal utility maximization. [20] considers the finitely repeated prisoner’s dilemma and finds that players in this setting who lack information about each other similarly engage in cooperative behavior. Both papers also show that these behaviors do not emerge in settings with perfect information. Another explanation for non-selfish behavior suggested by [23] and formalized by [8] is \( \alpha \)-altruism. \( \alpha \)-altruism is loosely inspired by Hamilton’s rule for kin selection [10], which defines a linear factor \( r \) based on genetic closeness by common descent from shared ancestors; it states that for a non-selfish behavior to occur, the benefit to the recipient times \( r \) must be greater than the cost to the provider. \( \alpha \)-altruism models this through perceived costs for each player, a convex combination of the player’s personal cost and the net cost for all players. Hamilton’s rule applies only to kin, however, and thus \( \alpha \)-altruism is less solidly grounded outside of this setting.

However, evolutionary biology offers another explanation for non-selfish behavior: partner selection. Studies such as [3, 6, 37, 38] consider various settings in which participants engage in 2-stage interactions: after random partnerships in the first stage, participants select partners in the second stage. In each study, participants who were generous in the first stage were more desirable as partners in the second; participants were also more likely to be generous in the first stage to build their reputation if they had prior knowledge of the second stage. [6] also finds that generosity may be faked in the first round to take advantage of the second-round partner. [12] conducts an empirical study which demonstrates that generosity and cooperation only tend to arise between partners of relatively similar opportunities. [13] empirically tests partner selection as a motivation for generosity with a competing theory, threat premium, which states that individuals are generous in order to avoid potential conflict or danger, and finds partner selection is a stronger motivator. Each study is also an example of evolutionary game theory, examining how behaviors evolve among groups over time and subsequent interactions.

This paper makes use of the recent concept of a limited-trust equilibrium (LTE) from [27], a game theoretic modeling method to explain how and to what extent non-selfish behavior takes place in a game. It is explicitly motivated by partner selection and in this paper, the LTE is applied to study partnerships within social networks. Social networks are a frequent topic of study in evolutionary game theory; papers such as [1, 7, 10, 17, 19, 30, 32] study how coalitions and cooperative behaviors form naturally within networks under various settings and assumptions. [34] study the problem of seed selection to trigger cooperative behavior in social networks. Similarly, [2] conducts a large-scale experiment to identify network structures that increase peer influence effects. For the interested reader, [39] surveys evolutionary game theory through 2015, and [18] provides surveys a larger class of games in social networks through 2015.

However, none of the papers mentioned above study partner selection in conjunction with social networks. To the best of our knowledge, there are only two other than ours which do so. The first is [14]. It finds that frequent partner switching helps to dissuade defection in the prisoner’s dilemma, as selfish individuals quickly lose potential partners. As in our setting, players make partner selections based on reputation and past observations of their two-hop neighborhoods. However, these agents select partner groups by altering their one- and two-hop neighborhoods within the network and updating their own reputations by mimicking their successful neighbors rather than determining best responses. We consider a broader class of games than [15], generated from arbitrary distributions which model any interactions including the prisoner’s dilemma. The second is [36], in which agents similarly alter their local neighborhoods to determine who they can interact with. They make use of discounted future horizons to determine these alterations, with interactions taking place between all neighbors as a variant of Public Goods games. We consider these games within the limited-trust setting, which allows agents to avoid considering future payments as in [36], and find our results congruent with the recent papers on partner se-
lection mentioned above. To the best of our knowledge, the limited-trust equilibrium is the first game theoretic model of trust. By extending it to social networks here, we provide the first mathematically precise study of trust in partner selection, unlike previous studies that focused on human experiments.

II. GAME MODEL

A. Preliminary Concepts

Before defining the systems we consider, we begin with a review of some standard concepts in game theory.

Definition 3 (Strategy Profile of a Finite Game). Given a finite N-player game in which each player \( i \) has a set \( \Sigma_i \) of pure non-mixed strategies, a valid pure strategy profile for the game is given by \( \sigma = \{\sigma_1, \sigma_2, ..., \sigma_N\} \) where \( \sigma_i \in \Sigma_i \) is the pure strategy played by agent \( i \).

Note that \( \Sigma_i \) is the set of pure strategies, not the probability simplex of mixed strategies over them.

Definition 4 (Stackelberg Equilibrium). A 2-player leader-follower (Stackelberg) game displays a pure Stackelberg equilibrium \( (\sigma_1, \sigma_2) \) when player 2 is playing its utility-maximizing response to player 1’s strategy, and any deviation by player 1 from \( \sigma_1 \) to a new strategy \( \sigma_1' \) will result in utility \( u_1(\sigma_1', \sigma_2) \leq u_1(\sigma_1, \sigma_2) \) after player 2 makes its own utility-maximizing response \( \sigma_2' \) to \( \sigma_1' \).

We are interested in a related concept, the Limited-Trust Stackelberg Equilibrium (LTSE) [27]. The LTSE similarly possesses pure-strategy equilibria and will govern player interactions. In a limited-trust game each player \( i \) has a trust-level \( \delta_i \geq 0 \) which it is willing to give up from its greedy best-response (the strategy which maximizes its own utility given the strategy of the other player) provided that doing so increases the net utility of all players. Players are not motivated to do so by generosity or altruism but by a desire to promote similar actions in other players which they can later benefit from. In the context of [25], to an external agent \( j \) is the reputation of agent \( i \), with limited-trust providing a mechanism to translate this reputation into the behavior of corresponding trustworthiness. In contrast, agent \( i \) views \( \delta_i \) as the degree to which it can be trusted to behave in cooperative behavior. In Section II, we will consider what happens when \( i \)’s trust level (the true value of \( \delta_i \)) is not aligned with its reputation (\( j \)’s perception of \( \delta_i \)) but until then we will assume they are aligned.

As an example, consider the 2-player game in Table II in which player 2 must decide between two strategies \( a_2 \) and \( b_2 \). Suppose that player 1 has selected \( a_1 \), and so player 2 must decide between \( u_1(a_1, a_2) = 4, u_2(a_1, a_2) = 3 \) if it selects \( a_2 \) and \( u_1(a_1, b_2) = 2, u_2(a_1, b_2) = 4 \) if it selects \( b_2 \). Suppose that \( \delta_2 = 2 \). Then the second player’s best response to the first player is to play \( a_2 \), as it maximizes net utility (4 + 3 > 2 + 4) and results in an acceptable loss of 1 from player 2’s greedy best response, given \( \delta_2 \geq 1 \). This is a common occurrence, as [27] provides empirical evidence that the limited-trust concept provides higher expected net utility for both Stackelberg and simultaneous games generated from several distributions. This allows all players to benefit in the long run by avoiding inefficient equilibria which only benefit one player.

In a 2-player leader-follower game the limited-trust best response of the follower to the leader playing \( s_1 \) is

\[
    r_2(s_1, \delta_2) = \arg \max_{s_2 \in \Sigma_2} u_1(s_1, s_2) + u_2(s_1, s_2)
\]

s.t. \( u_2(s_1, G_2(s_1)) - u_2(s_1, s_2) \leq \delta_2 \),

where \( G_2(s_1) = \arg \max_{s_2 \in \Sigma_2} u_2(s_1, s_2) \) is the follower’s greedy best response. \( r_2(s_1, \delta_2) \) is thus the strategy that maximizes net utility, subject to the constraint that the follower does not give up more than \( \delta_2 \) than it could have obtained from the greedy best response. The leader’s limited-trust optimal strategy is

\[
    s_1^*(\delta_1, \delta_2) = \arg \max_{s_1 \in \Sigma_1} u_1(s_1, r_2(s_1, \delta_2)) + u_2(s_1, r_2(s_1, \delta_2))
\]

s.t. \( u_1(G_1(\delta_1), r_2(G_1(\delta_1), \delta_2)) - u_1(s_1, r_2(s_1, \delta_2)) \leq \delta_1 \),

where \( G_1(\delta_1) = \arg \max_{s_1 \in \Sigma_1} u_1(s_1, r_2(s_1, \delta_2)) \) is the leader’s greedy best strategy, given the limited-trust best response which will be made by the follower.

Definition 5 (Limited-Trust Stackelberg Equilibrium). A strategy pair \( (s_1, s_2) \) in a 2-player limited-trust Stackelberg game with trust levels \( \delta_1, \delta_2 \) is said to be a limited-trust Stackelberg equilibrium if and only if \( s_1 \in s_1^*(\delta_1, \delta_2) \) and \( s_2 \in r_2(s_1, \delta_2) \) (if each player plays its Stackelberg limited-trust best response or strategy to the other).

Note that when \( \delta_1 = \delta_2 = 0 \), the LTSE reduces to a Stackelberg equilibrium.

B. System Model

Having covered the preliminaries, we now introduce our model for interactions in a social network. We consider a system over a social network \( G(V, E) \) with a set of vertices \( V \) and edges \( E \). Vertices represent agents in the network and an edge between vertices implies that the corresponding agents can interact. There are no self-loops. Each agent in \( G \) is self-interested and seeks to

| TABLE II: Example 2 × 2 game |
|-----------------------------|
| Player 2 | a₂ | b₂ |
| Player 1 | a₁ | 4.3 | 2.4 |
| | b₁ | 3.2 | 1.3 |
maximize its own utility. However, direct interactions between agents occur only in a one-on-one setting through 2-player limited-trust Stackelberg games. As such, each agent \( i \) has a trust level \( \delta_i \) which serves as its reputation and governs its individual interactions with other agents. As it is odd to assume that agent \( i \) interacts with each of its neighbors with the same level of trust \( \delta_i \), in Section \( V.A \) we will extend the system so that agent \( i \) may have an individual trust level \( \delta_{ij} \) for each of its neighbors \( j \). The system as a whole can be considered as an \( N \)-player utility maximization game, where \( N = |V| \).

Let \( N_i^1 \) represent the one-hop neighborhood of agent \( i \) in \( G \): \( N_i^1 \) is the set of all agents \( j \) for which \((i, j) \in E\). Note that as there are no self-loops \( i \) cannot be its own neighbor and thus \( i \notin N_i^1 \). Define the 2-hop neighborhood of \( i \), the set of agents (other than \( i \)) who are not in \( N_i^1 \) but have neighbors in \( N_i^1 \), as

\[
N_i^2 = \left( \bigcup_{j \in N_i^1} N_j^1 \right) \setminus (N_i^1 \cup \{i\}).
\]

For one time period in the system, agent \( i \) may invite at most \( k_i \in \mathbb{Z}^+ \) of its neighbors in \( N_i^1 \) to interact. If agent \( j \in N_i^2 \) accepts an invitation from \( i \), they engage in a leader-follower game with leader \( i \) and follower \( j \) over payoff matrices \( A \) and \( B \), respectively, such that \( A \sim A_{ij} \) and \( B \sim B_{ij} \) where \( A_{ij}, B_{ij} \) are probability distributions for interactions between \( i \) and \( j \) initiated by \( i \).

While agent \( i \) may issue at most \( k_i \leq |N_i^2| \) invitations per time period, it may accept as many as it receives. This consideration is motivated by the fact that it is easy for an individual to take a supporting role in many endeavors, but it only has the time or resources to take a lead role in a small number. Further, while \( i \) may both issue and receive an invite from a neighbor \( j \neq i \), leading to two separate interactions, it may not issue more than one invitation to \( j \) within a single time period. Agent \( i \) may have up to a maximum of \( k_i + |N_i^2| \) interactions per time period, if all invitations it issues are accepted and all neighbors issue it an invitation. An interaction in which \( i \) invites \( j \) can thus be fully characterized by \( \theta_{ij} = \{A_{ij}, B_{ij}, \delta_i, \delta_j\} \), with expected utilities \( u_i(\theta_{ij}), u_j(\theta_{ij}) \) for each player. Agent \( j \) accepts \( i \)'s invitation provided \( u_j(\theta_{ij}) \geq 0 \). \( i \) will choose to invite (at most) \( k_i \) of its neighbors, selecting neighbor \( j \neq i \) if it provides one of the \( k_i \) highest values for \( u_i(\theta_{ij}) \) in \( N_i^1 \). While it may appear contradictory for an agent to select partners to maximize its personal utility while then interacting in a limited-trust manner (i.e., focusing on maximizing net utility), the contradiction disappears when considering \( \delta \) as a reputation parameter: behaving well is the cost paid by the agent to have access to more interactions. Such coevolutionary settings arise naturally in evolutionary studies of personal interactions such as those mentioned in [3–6, 37, 38]. This is subject to \( u_i(\theta_{ij}), u_j(\theta_{ij}) \geq 0 \) as otherwise the interaction will cost at least one of \( i \) or \( j \).

Given how \( i \) determines who to invite and which invitations to accept, we can characterize all behavior in the system if we know \( \theta = \{G, A, B, \delta\} \) where \( A = \{A_{ij}\}_{(i, j) \in E}, B = \{B_{ij}\}_{(i, j) \in E}, \delta = \{\delta_i\}_{i \in [N]} \). Let \( K_i^1 \) be the set of neighbors that \( i \) invites to interact and \( K_i^2 \) be the set of neighbors that invite \( i \) to interact. Agent \( i \)'s expected net utility is

\[
u_i(\theta) = v_i(\theta) + w_i(\theta),\]

where \( v_i(\theta) = \sum_{j \in K_i^2} u_i(\theta_{ij}) \), the value of the games \( i \) initiates which are accepted, and \( w_i(\theta) = \sum_{j \in K_i^1} u_j(\theta_{ji}) \), the value of the games \( i \) accepts invitations to. Note that \( K_i^1 \) can be determined from knowledge of \( N_i^1 \), and \( K_i^2 \) can be determined from knowledge of \( N_i^1 \cup N_i^2 \), meaning that agent \( i \)'s interactions depend only on its 1- and 2-hop neighborhoods, not the network as a whole.

To illustrate these concepts more concretely, consider agent 1 in the network in Figure 1. Agent 1 has a 1-hop neighborhood \( \{2, 5, 7\} \) and a 2-hop neighborhood of \( \{3, 4, 6\} \). \( v_1(\theta) \) will be determined by the 1-hop neighborhood, with agent 1 inviting the \( k > 0 \) members who will accept the invite and provide the most utility. \( w_1(\theta) \) will also be provided by the 1-hop neighborhood, but agent 1 must compete with the members of \( \{N_2^1, N_3^1, N_7^1\} \): if \( k = 1 \) and agent 2 decides agent 4 provides more utility than agent 1, then 1 will not receive utility from agent 2 in \( w_1(\theta) \). Thus agent 1’s utility in \( v_1 \) is determined by its own 1-hop neighborhood \( N_1^1 \), and in \( w_1 \) by \( N_2^1 \cup N_3^1 \cup N_7^1 = N_1^1 \cup N_2^2 \).

**Lemma 1.** Given a 2-player limited-trust Stackelberg game between a leader \( i \) and a follower \( j, u_{ij}(\theta_{ij}) \) increases monotonically as \( \delta_i \) increases.

**Proof.** Consider a follower \( j \) with fixed \( \delta_j \). For any action \( s_i \) the leader \( i \) takes, \( j \) has a deterministic response \( r_2(s_i, \delta_j) \). Note that \( r_2 \) is not a function of \( \delta_i \), so \( j \)'s response is fixed for fixed \( \delta_i \). Suppose that for given \( \delta_i \), player \( i \) takes action \( a \) and that for \( \delta_i' = \delta_i + \varepsilon, \varepsilon > 0 \), player \( i \) takes action \( b \). Given \( r_2 \) is not a function of \( \delta_i \), it must be that the reason \( i \) switches to \( b \) when operating under \( \delta_i' \) is that it increases the net utility, but results in a loss of more than \( \delta_i \) from \( i \)'s greedy best strategy \( G_1(\delta_i) \). Given \( i \)'s utility decreases and the net utility increases, it must be that \( j \)'s utility increases. \( \square \)

**Corollary 1.** Given a 2-player limited-trust Stackelberg game between a leader \( i \) and a follower \( j, u_i(\theta_{ij}) \) decreases monotonically as \( \delta_i \) increases.

**Corollary 2.** Given a 2-player limited-trust Stackelberg game between a leader \( i \) and a follower \( j, \) net utility increases monotonically as \( \delta_i \) increases.

While Lemma 1 shows that for any fixed game the follower \( j \) can only benefit if \( \delta_i \) of the leader \( i \) increases, the same is not true for \( i \) if \( \delta_j \) increases. However, [27] provides strong empirical evidence that in games randomly generated from several types of distributions, the utility
of the leader has a strong positive correlation to the \( \delta \) of the follower. With that in mind, we make the assumption that given two players \( l \) and \( j \) such that \( A_{il} = A_{ij} \), player \( i \) sends an invitation to whichever of the two has a higher \( \delta \), and is indifferent between them if \( \delta_j = \delta_l \).

**Corollary 3.** Given a network \( G \) in which all games between any two players have nonnegative expected utilities and are independent, \( v_i(\theta) \) is monotonically decreasing with \( \delta_i \).

**Proof.** Given all games have nonnegative expected utility for \( i \) and a game between players \( i \) and \( j \) is independent of the utility in a later game between \( i \) and \( l \) or \( j \) and \( h \), all players accept any games they are invited to. Therefore, by Lemma 1 every term in the sum \( v_i(\theta) = \sum_{j \in K_i} u_i(\theta_{ij}) \) decreases monotonically with \( \delta_i \) and so \( v_i(\theta) \) decreases monotonically with \( \delta_i \).

Note that the lemma and corollaries do not imply that the utility of the follower \( j \) in a specific game decreases monotonically with \( \delta_j \); games can be constructed where \( j \)'s utility increases with \( \delta_j \). Intuitively, these games reflect situations in which the leader \( i \) can trust \( j \) not to take advantage of its strategy \( s_i \), allowing both players to benefit. However, 24 again provides empirical evidence that \( j \)'s expected utility decreases monotonically with \( \delta_j \) for games generated from several distribution types.

**Theorem 1.** Given two agents \( i, j \) with continuous distributions \( A_{ij}, B_{ij} \) in which any element \( d \) which is dependent on any other set of elements \( D \) has a continuous marginal distribution function \( f_{d|D} \) for any realization of the elements of \( D \), \( u_i(\theta_{ij}) \) and \( u_j(\theta_{ij}) \) are both continuous and have finite variance in \( \delta_i \) and \( \delta_j \) for all \( \delta_i, \delta_j \geq 0 \) provided \( u_i(\theta_{ij}), u_j(\theta_{ij}) < \infty \).

**Proof.** Consider the set of games \( C \subseteq (A_{ij}, B_{ij}) \) for which \( u_i(C, \delta_i, \delta_j) \) is discontinuous on the interval \( \delta_i \in [x, x+\varepsilon) \) for \( \varepsilon > 0 \). Note that in each of these games \( (A, B) \in C \), \( u_i(A, B, \delta_i, \delta_j) \) is a constant-valued step function where it is not discontinuous. By definition as an expected value,

\[
u_i(\theta_{ij}) = u_i(A_{ij}, B_{ij}, \delta_i, \delta_j) = \int_{A_{ij}, B_{ij}} f_{ij}(A, B) u_i(A, B, \delta_i, \delta_j) dA dB
\]

where \( f_{ij} \) is the distribution function over \( (A_{ij}, B_{ij}) \). Therefore, as \( \varepsilon \to 0 \)

\[
u_i(A_{ij}, B_{ij}, x + \varepsilon, \delta_j) - \nu_i(A_{ij}, B_{ij}, x, \delta_j) = \int_C f_{ij}(A, B) (u_i(A, B, x + \varepsilon, \delta_j) - u_i(A, B, x, \delta_j)) dA dB
\]

due to \( u_i(A, B, \delta_i, \delta_j) \) being a constant-valued step function. Note the change in the limits due to \( (u_i(A, B, x + \varepsilon, \delta_j) - u_i(A, B, x, \delta_j) = 0 \) for \( A, B \notin C \).

As \( \varepsilon \to 0 \), then for all \( \delta_i \geq 0 C \to \emptyset \) by the continuity of the \( A_{ij}, B_{ij} \) and all marginal distributions therein. Therefore, \( u_i(A_{ij}, B_{ij}, x + \varepsilon, \delta_j) - u_i(A_{ij}, B_{ij}, x, \delta_j) \) goes to 0 because \( u_i(\theta_{ij}), u_j(\theta_{ij}) < \infty \) and \( u_i(\theta_{ij}), u_j(\theta_{ij}) \) have finite variance. Therefore, \( u_i(\theta_{ij}) \) is continuous in \( \delta_i \).

Identical arguments show that \( u_j(\theta_{ij}) \) is continuous in \( \delta_j \), and that \( u_j(\theta_{ij}) \) is continuous in both \( \delta_i \) and \( \delta_j \).

In this paper we assume that \( u_i(\theta_{ij}), u_j(\theta_{ij}) < \infty \) and have finite variance for all \( \delta_i, \delta_j \geq 0 \), all \( i, j \in [N] \). We will use Theorem 1 in Section IV for games in which agents are able to change their value of \( \delta \). Such a result is desirable in this setting because, unlike in 13 and 30 where agents choose to shift their network structure between rounds of play and make a binary decision of whether or not to play cooperatively, \( \delta \) is a continuous-valued variable, and so it is necessary that the utility of a random game distribution is continuous in \( \delta \) in order for players to select the optimal value.

We now return to the example we gave in Figure 1. Suppose that \( k_1 = 2 \) for all agents \( i \) and all games between any players are nonnegative and independent and identically distributed. This means \( A_{ij} = B_{ih} \) for \( i, j, h \in [N] \) where \( [N] = \{1, 2, ..., N - 1, N\} \). Further suppose that \( \delta_i < \delta_{i+1} \) for \( i \in [6] \); in particular \( \delta_i = \frac{2(i-1)}{5} \) for \( i \in [7] \). We can predict exactly who will invite whom to interact (since all outcomes are nonnegative, the expected utility for any interaction for both leader and follower is nonnegative and all invitations will be accepted). The behavior is fully characterized by Table 1.

Table 1 shows the interaction between \( \delta \) and network structure. When \( \delta_i = \frac{2(i-1)}{5} \), agent 7 is invited to play by each of its neighbors in the network. This is unsurprising as \( \delta_7 > \delta_6 = \delta_5 \). So is agent 6 as \( k_1 = 2 \) for all \( i \in [7] \) and the only agent for which \( \delta_j > \delta_6 \) is \( j = 7 \). What is more interesting is that agent 4 is being invited to play by all of its neighbors, and is engaging in as many games per round as agent 7. Further, it is engaging with agents that have a higher \( \delta \) than agent 7's partners, both as a leader and as a follower, so we expect that it achieves a higher utility per round than agent 7, especially because it is behaving more selfishly. If we define \( A_{ij} = B_{ih} \) to be a probability distribution over \( 2 \times 2 \) matrices with all entries generated iid from an exponential distribution with \( \lambda = 2 \), we see that this expectation is confirmed. Column 5 shows the average utility each agent receives per round after 1000 rounds of play. Columns 6-8 consider the same setting, but when \( \delta_1 = \frac{2(7-1)}{5} \), reversing which agents are the most valuable partners.

We also remind the reader of the information in Table 1 which considers the same values of \( k \) and \( A_{ij}, B_{ij} \). For the two cases in Table 1 the average value of \( \delta \) is 2, so it is unsurprising that they have roughly the same average utility as when \( \delta \) is uniformly equal to 2 for all agents in Table 1. With that being said, the more even distribution of a uniform \( \delta = 2 \) produces higher average utility, an increase of approximately 14.5% over \( \delta = 0 \), compared to Table 1 in which the first case shows an increase of 13.1% and the second shows an increase of approximately 12.9%. In Section V we numerically examine...
the relationship between network structure and $\delta$.

We saw that the behavior of systems with fixed, known $\theta$ can be characterized and readily predicted. We now focus on when parts of $\theta$ are unknown or are not fixed. Section III focuses heavily on the algorithmic methods agents use to learn the $\delta$ of their neighbors, and Section IV mathematically details how agents adjust their $\delta$ to maximize their utility in response to their 1- and 2-hop neighborhoods. For those who are concerned primarily with the results of our numerical studies, we recommend skipping ahead to Section V.

### III. LEARNING UNDER UNKNOWN $\delta$

In this section, we consider how agents behave with incomplete information about their neighbors’ $\delta$ values. In other words, an agent’s reputation (its neighbors’ perception of $\delta$) does not match the agents’ true trustworthiness. The expected utility agent $i$ gains by interacting with agent $j$ is dependent on both the utility $j$ brings ($A_{ij}$ and $B_{ij}$) and its trustworthiness being aligned with its reputation ($i$’s perception of $\delta_j$ being accurate). These parameters are independent, so each may be estimated separately. $A_{ij}, B_{ij}$ are multi-dimensional distributions and can be estimated using standard statistical methods if they are not known a priori. Therefore we focus on how agent $i$ estimates $\delta_{-i}$, where $\delta_{-i} = \{\delta_j\}_{j \in [N] \backslash \{i\}}$ is the set of $\delta$ values for all agents $j \neq i$.

Because much of this section considers only interactions between two players in a game rather than agents in a larger network, we will use the terms “player” and “agent” interchangeably here.

#### A. Learning $\delta_{-i}$ as Leader

Consider an $m \times n$ leader-follower game with leader player 1 and follower player 2. Assume that player 1 knows through past observations that $\delta_2 \in [\delta_{21}^l, \delta_{21}^u)$, a pair of lower and upper bounds. The interval $[\delta_{21}^l, \delta_{21}^u)$ is half-open because when we observe $\delta_{ji}^l$ being given up we know $\delta_j \geq \delta_{ji}^l$, but when $\delta_{ji}^u$ is not given up all we know is $\delta_j < \delta_{ji}^u$. Suppose that player 1 has selected strategy $s_i$ to play. Then the game is equivalent to the $1 \times n$ game given in Table IV.

#### TABLE IV: $1 \times n$ Leader-Follower Game

| Player | Strategy | Utility per Round |
|--------|----------|-------------------|
| 1      | $s_1$    | $u_1$             |
| 2      | $s_2$    | $u_2$             |

Player 1 can refine its knowledge of $\delta_2$ based on player 2’s response by considering the Pareto frontier of player 2’s strategies measured in the values of $u_2$ and $u_1 + u_2$. Assume that there are $k$ strategies on the frontier and they are relabeled $\{s_1, s_2, ..., s_k\}$ such that $u_2(s_1) > u_2(s_2) > ... > u_2(s_k)$ and $u_1(s_1) + u_2(s_1) < u_1(s_2) + u_2(s_2) < ... < u_1(s_k) + u_2(s_k)$. Figure 2 depicts such a frontier with $k = 5$. If player 2 plays $s_j$ in response, then it must be that $b_1 - b_j \leq \delta_2 < b_1 - b_{j+1}$. Let $b_{k+1} = -\infty$ for the case where $j = k$.

![FIG. 2: Pareto frontier of game/strategy in Table IV for the Leader.](image)

Analyzing the Pareto frontier allows player 1 to determine whether a better bound for $\delta_2$ is found and whether
δ_2 has changed. Consider Figure 2 again: based on player 1’s previous bounds for δ_2, it expects player 2 to select either s_2 or s_3, depending on whether b_1 – b_3 > δ_2. Thus if player 2 responds with s_j \in \{s_1, s_4, s_5\}, there has been a change to δ_2. Algorithm 1 how the leader player 1 notices detectable changes and updates its bounds for δ_2.

For the interested reader, Appendix B contains additional work deriving the expected time for the leader to learn the follower’s δ to arbitrary precision levels.

### Algorithm 1: Leader: Update δ_{21}^{l}, δ_{21}^{u}

**Require:** δ_{21}^{l}, δ_{21}^{u}, S = \{s_1, s_2, ..., s_k\}, j

1. \textit{l} \leftarrow b_1 - b_j
2. \textit{u} \leftarrow b_1 - b_{j+1}
3. \textit{change} \leftarrow \text{False}
4. \textbf{if} \ l \geq δ_{21}^{l} \textbf{or} \ u \leq δ_{21}^{u} \textbf{then}
5. \quad δ_{21}^{l} \leftarrow \textit{l}
6. \quad δ_{21}^{u} \leftarrow \textit{u}
7. \quad \textit{change} \leftarrow \text{True}
8. \textbf{else}
9. \quad δ_{21}^{l} \leftarrow \text{max}\{l, δ_{21}^{l}\}
10. \quad δ_{21}^{u} \leftarrow \text{min}\{u, δ_{21}^{u}\}
11. \textbf{end if}
12. \textbf{return} δ_{21}^{l}, δ_{21}^{u}, change

### B. Learning δ_{i,j} as Follower

We now show how a follower can learn the δ value of a leader. Consider an m \times n game with leader player 1 and follower player 2. From past observations player 2 knows δ_1 \in [δ_{12}^{l}, δ_{12}^{u}]. Recall that player 2’s best response to player 1 selecting s_i is s_i^* = r_2(s_i, δ_2). While player 1 does not know δ_2, it does have an estimate δ_{21}. Unless otherwise specified, δ_{21} = \frac{δ_{21}^{l} + δ_{21}^{u}}{2}. This estimate is based on player 1 assuming a uniform distribution for δ_2; in the event, it has further distributional knowledge of δ_2 it can of course use that to estimate δ_{21} on that distribution truncated to the range [δ_{21}^{l}, δ_{21}^{u}]. Thus from player 1’s perspective, the game can be rewritten as the m \times 1 game in Table V.

### TABLE V: m \times 1 Leader-Follower Game

| Player 2 | Player 1 |
|----------|----------|
| r_2(s_i, δ_{21}) | s_i \in \{a_1, b_1\} |
| ... | ... |
| s_m \in \{a_m, b_m\} | s_m \in \{a_m, b_m\} |

If player 2 knows δ_{21}, player 1’s estimate of δ_2, it can construct the m \times 1 game that player 1 is considering. Based on past interactions, player 2 can compute δ_{21}^{l}, δ_{21}^{u} from its own past actions, and therefore compute δ_{21}. Player 2 can then construct a Pareto frontier of player 1’s strategies similar to Figure 3 but measured in the values of u_1 and u_1 + u_2. Without loss of generality, if there are k strategies on the frontier assume that u_1(s_1) > u_1(s_2) > ... > u_1(s_k) and u_1(s_1) + u_2(s_1) < u_1(s_2) + u_2(s_2) < ... < u_1(s_k) + u_2(s_k). Figure 3 gives an example with k = 5. If player 1 selects s_i while anticipating r_2(s_i, δ_{21}) in response, it must be that a_1 - a_i < δ_1 < a_1 - a_{i+1}, where a_{k+1} = −∞ in the case that i = k. δ_{12}^{l} and δ_{12}^{u} are updated if this implies a better bound.

Similar to the leader in the previous section, the follower can use the Pareto frontier to determine if δ_1 has changed. For the frontier in Figure 3 player 2’s previously derived bounds for δ_1 indicate that if δ_1 hasn’t changed, player 1 will select s_2, s_3, or s_4, with s_2 occurring if δ_1 < a_1 - a_3. Thus if player 1 selects s_1 or s_5, δ_1 has changed. The follower can then use Algorithm 1 with slight modifications (consider b_1, b_i, b_{i+1} rather than a_1, a_i, a_{i+1}) to update its knowledge of the leader player 1, while noticing any detectable changes in δ_1.

### C. Network Dynamics Under Unknown δ

So far we have focused on the learning of unknown δ between two players. Now we consider the broader network. Recall that each agent i can initiate at most k_i interactions per round. Therefore, any agent i with neighborhood |N_i| > k_i faces an exploration-exploitation dilemma: invite neighbor j ≠ i where u_i(θ_{ij}) is maximized or invite neighbor h ≠ i where δ_{hi}^u - δ_{hi}^l is large.

We consider agents which address this dilemma in the following manner: at the beginning of round t, agent i invites at most k_i of its neighbors N_i to interact. Agent i selects some of these neighbors for the purpose of exploration and some for exploitation. For each neighbor j, although i does not know δ_j it has an estimate δ_{j|i} from past interactions. Unless otherwise specified, δ_{j|i} = \frac{δ_{j|i}^u + δ_{j|i}^l}{2}. If i decides to exploit h(t) of its interac-
tions in round \( t \), then it selects the set of \( S \) neighbors such that \( S = \arg \max_S \sum_{j \in S} u_i(\theta_{ij}) \), subject to \( |S| \leq h(t) \) and \( u_i(\theta_{ij}) \geq 0 \forall j \in S \), as otherwise the invitation will be refused. Based on past interactions, agent \( i \) is capable of determining the value \( \delta_{ij} \) that agent \( j \) estimates for \( \delta_i \), and can avoid sending an invitation which will be rejected. \( h(t) \) is determined according to a multi-armed bandit scheduling policy, such as uniform \( \varepsilon \)-greedy, \(-\)first, or \(-\)decreasing, or a more sophisticated policy such as Thompson sampling. Which policy is appropriate depends on the distribution of game utilities and agent \( i \)'s observations thus far. Agent \( i \) then randomly samples \( k_1 - |S| \) of its remaining neighbors for exploration, according to a discrete probability distribution \( f_i(N_i^1 \setminus S, \delta_i') \), where \( \delta_i' = \{ (\delta_{ji}', \delta_{ji}'' \} \}_{j \in N_i^1} \) is \( i \)'s estimates of the \( \delta \) values of its neighbors. For each invited neighbor \( j \) agent \( i \) plays according to \( \delta_i \) and its estimate \( \delta_{ji} \); agent \( i \) should not forego a large opportunity or accept a large cost while exploring agent \( j \). Instead, it will take that into account in determining whether to issue \( j \) future invitations.

### IV. NETWORK GAMES WITH VARIABLE \( \delta \)

In Sections II and III we defined the mechanics under which network games function. A natural extension to consider is how a player might change \( \delta_i \) in order to take advantage of \( \delta_{-i} = \{ \delta_1, \delta_2, ..., \delta_{1-1}, \delta_{1+1}, ..., \delta_N \} \). Therefore, if agent \( i \) can change \( \delta_i \) between rounds, it should set it to

\[
\delta^*_i = \arg \max_{\delta_i \in \Delta_i} u_i(\delta_i, \theta_{-i}),
\]

where \( \theta_{-i} = \{ G, A, B, \delta_{-i} \} \) and where \( \Delta_i = [0, \delta_{\max}] \) and \( \delta_{\max} \) is an arbitrarily enforced maximum value of \( \delta \) for the system. Note that while \( \delta_{\max} \) can be arbitrarily large, we require \( \delta_{\max} \in \mathbb{R}^+ \).

Finding \( \delta^*_i \) is complicated by two factors. First, agent \( i \) does not know \( \delta_{-i} \). Instead, it has estimates of \( \delta_{ji} \) for its neighbors \( j \in N_i^1 \) based on past interactions. This prevents it from accurately determining whether it will receive an invitation from \( j \) for a given value of \( \delta_i \), and it must estimate the expected value of the game if it does receive the invitation. Second, agent \( i \)'s neighbor \( j \) does not know \( \delta_{-j} \); agent \( j \) will not immediately notice a change in \( \delta_i \), and so agent \( i \) will not immediately receive the expected utility from shifting to \( \delta^*_i \). This comes from \( j \) not correctly deciding whether or not to issue an invitation to \( i \), as well as not estimating agent \( i \)'s trust level correctly if they do interact.

With mild re-use of notation, we let \( \delta_{ji}' = \{ \delta_{ji}', \delta_{ji}'' \} \}_{j \in N_i^1} \) be agent \( i \)'s estimates of \( \delta_j \) for each of its neighbors \( j \). Because we consider social networks, we assume that agents share impressions of their own neighbors during their interactions via gossip. Although this assumption is made for model tractability it is a theoretically reasonable assumption for social groups. This leads to agent \( i \) knowing \( \delta_{ji}' \) for each of its neighbors \( j \in N_i^1 \). This allows \( i \) to address the first complication in finding \( \delta^*_i \): by knowing \( \delta_{ji}' \), agent \( i \) can predict whether or not it will receive an invitation from agent \( j \) if it shifts the value of \( \delta_i \). As noted in Section II, agent \( i \)'s expected utility can be determined entirely from its 2-hop neighborhood. \( i \) therefore does not need any additional information from other agents \( l \neq N_i^1 \). While it must estimate the expected value of the game \( j \) initiates as a function of \( \delta_{ji} \) and \( \delta_i \), after several interactions, it is likely that \( \delta_{ji} \approx \delta_i \). By the continuity implied by Theorem I, this means that as \( \delta_{ji} \to \delta_j \), \( u_i(A_{ji}, B_{ji}, \delta_{ji}, \delta_j) \to u_i(\theta_{ji}) \) and \( u_i(A_{ji}, B_{ji}, \delta_i, \delta_{ji}) \to u_i(\theta_{ij}) \).

We address the second complication heuristically. Because a change in \( \delta_i \) takes time to become apparent to agent \( i \)'s neighbors \( j \in N_i^1 \), \( i \) does not benefit by changing \( \delta_i \) frequently. Doing so results in it never gaining the expected utility it computed when determining \( \delta^*_i \). Therefore, agent \( i \) adjusts \( \delta_i \) in a given round with arbitrary probability \( p_i \). The number of rounds that each agent \( i \) commits to a given \( \delta_i \) before reevaluating is thus a geometric random variable. Another heuristic option is for agents to update on an epoch schedule, every \( t \) rounds. This allows agent \( i \) to better estimate \( \delta_{ji}' \), and allows agent \( j \in N_i^1 \) to better determine \( \delta_i \) so that \( i \) realizes the value it expected when it set \( \delta_i \). It is natural to assume that in this setting without an immediately observable \( \delta \) a myopic agent \( i \) will select \( \delta_i = 0 \) to take advantage of its neighbors in their next interactions. This is correct, but under both heuristic mechanisms agent \( i \) chooses \( \delta_i \) which maximizes its utility until the next update. This does mean that agent \( i \) is non-myopic when selecting \( \delta_i \), as it makes the assumption that its reputation will eventually match the new value of \( \delta_i \). Once \( \delta_i \) is selected though, each subsequent interaction can continue to be evaluated myopically until \( \delta_i \) is updated. We consider both mechanisms in Section V.

Having covered the mechanics by which \( \delta_i \) varies for a given agent \( i \), we now address changes to the exploration-exploitation methodology from Section III C. This framework works well when \( \delta \) is fixed for all agents, as the value of exploration decreased with accumulated knowledge. However, whenever \( \delta_i \) shifts, agent \( i \)'s past knowledge of \( \delta_j \) becomes obsolete and additional exploration is beneficial. Thus, instead of using \( h(t) \) to determine how many of its neighbors to exploit and explore, agent \( i \) should also take into account how recently each of its neighbors \( j \in N_i^1 \) changed \( \delta_j \). Algorithm 1 already reports whether or not a change in \( \delta_j \) has been detected, so a vector \( t_i \) of how many rounds ago each neighbor \( j \in N_i^1 \) changed \( \delta_j \) is easily maintained and exploration and exploitation can instead be determined by \( h(t_i) \).

#### A. Personalized \( \delta \)

Before our numerical studies in the next section, we consider the setting in which agent \( i \) uses different values of \( \delta_i \) depending on which of its neighbors it is interacting with. This reflects when individuals may prefer specific
trusted partners or be more willing to help them than they would other acquaintances.

Let \( \delta_i(j) \) be the value of \( \delta_i \) agent \( i \) uses when interacting with agent \( j \). Similarly, let \( \delta_j(i) \) be agent \( i \)'s estimate of \( \delta_j(i) \). In many ways this will make the problem of selecting \( \delta_i^* \) simpler, despite the fact that agent \( i \) now needs to select a vector rather than a single value. This is because \( i \) can determine \( \delta_i^* \) while only considering \( j \) and \( N_j^1 \), and only taking \( N_j^1 \) into account at the end.

The procedure for agent \( i \) to determine \( \delta_i^* \) is straightforward. First, \( i \) determines \( \delta_i^* \), where

\[
\delta_i^* = \arg \max_{\delta_i} \max_{\delta_j} I_1(A_{ji}, B_{ji}, \delta_i, \delta_j)
\]

and \( I_1(A_{ji}, B_{ji}, \delta_i, \delta_j) \) is an indicator function which is 1 if agent \( j \) will issue an invitation and 0 otherwise. \( \delta_i^* \) is the optimal value of \( \delta_i^* \) if agent \( i \) does not intend to issue \( j \) an invitation, but would still benefit from receiving one from \( j \). Note that the term \( \max \{0, u_i(A_{ji}, B_{ji}, \delta_i, \delta_j)\} \) indicates that \( i \) will decline the invitation if \( u_i < 0 \). Next, agent \( i \) determines \( \delta_i^* \) such that

\[
\delta_i^* = \arg \max_{\delta_i} \max_{\delta_j} I_1(A_{ji}, B_{ji}, \delta_i, \delta_j)
\]

where \( I_2(A_{ji}, B_{ji}, \delta_i, \delta_j, \delta_i, \delta_j) \) is an indicator variable which is 1 if agent \( j \) would accept an invitation from agent \( i \) at the specified \( \delta_i \). \( \delta_i^* \) represents the optimal value of \( \delta_i^* \) if agent \( i \) would like to issue an invitation to \( j \), as well as potentially receive one.

Having compiled a pair \( (\delta_i^*, \delta_i^*) \) for each neighbor \( j \in N_j^1 \), agent \( i \) now can select \( \delta_i \) as one of the two values from each pair. This is subject only to the constraint that \( i \) may select \( \delta_i = \delta_i^* \) for at most \( k_i \) of its neighbors, as it can only issue at most \( k_i \) invitations. By choosing at most \( k_i \) neighbors for which this difference is highest, agent \( i \) can determine \( \delta_i^* \).

Note that while we assumed \( \delta_i \) to be known for simplicity, the procedure for determining \( \delta_i^* \) when \( \delta_i \) is unknown is analogous, utilizing the techniques from earlier in Section II.

### B. Variable Known \( \delta \)

Before moving on we again pause to consider the case when \( \delta_i \) is known to agent \( i \). While agents in the network interact with each other in 2-player Stackelberg games, allowing agents to modify their values of \( \delta \) between rounds gives them a second, indirect interaction. When an agent selects a value for \( \delta \) it does not directly result in utility, but it influences which agents will interact with it as well as how they will interact, which in turn results in utility. For this reason, selecting \( \delta \) represents an \( N \)-player game on top of the system. Because the strategies for this game indirectly influence utility, instead influencing the system that will determine utility, we refer to this as an \( N \)-player continuous strategy “metagame” over the system. As each player displays trust only in its own self-interest, we can show that under certain settings the metagame displays mixed Nash equilibria despite its continuous strategy sets.

**Definition 6 (Mixed Nash Equilibrium).** Given an \( N \)-player game with strategy profiles \( \sigma = (\sigma_1, \sigma_2, \ldots, \sigma_N) \) for each player where for a given player \( i \), \( \sigma_i \) is the set of strategies played by all other players, \( \sigma \) is a mixed Nash equilibrium (MNE) if and only if for any other valid strategy profiles \( \sigma_i' \), \( u_i(\sigma_i, \sigma_{-i}) \geq u_i(\sigma_i', \sigma_{-i}) \) for all \( i \in [N] \), and \( u_i(\sigma_i, \sigma_{-i}) \) is the expected utility of the game for player \( i \) when it plays strategy \( \sigma_i \).

**Theorem 2.** Consider a social network \( G \) with uniform interactions \( A_{ij} = B_{ij} \) for all \( i, j, h \in [N] \) such that all payoffs are nonnegative and for agent \( i \) with neighbors \( j \) and \( l \), \( \delta_i \) and \( \delta_l \) lie in \( N_i^1 \) and are fixed. Then the \( N \)-player metagame with closed interval strategy space \( \Delta_i \subseteq \mathcal{R} \) and utility function \( u_i \) for \( i \in [N] \) possesses a mixed Nash equilibrium.

The proof to Theorem 2 is given in our e-companion [24] in Appendix B. To the best of our knowledge, this is the first such equilibrium result for a continuous metagame over a network system without non-myopic controls. The closest similar result is from [30] which explores the requirements in their system for network structure and interaction convergence where portions of the strategy sets are continuous but assumes that agents are non-myopic and punish defectors via grim-trigger strategies. This result also requires that all agent interactions be a specific variation of public goods games, while our metagame allows for agents who interact in a more generalized game without external controls.

### V. NUMERICAL STUDIES

In this section, we empirically examine the relationship between network position and trust level \( \delta \) in realistic social networks. We will study Zachary’s Karate Club network from [40], as well as the ego-Facebook network curated by SNAP [24]. The network is a social network representing friendships in a university karate club studied by Wayne Zachary from 1970-72, and is commonly employed as an example of a real-world social network with a community structure. It is visually represented in Figure 4 [24]. We will consider separately when \( \delta_i \) is known and unknown for agent \( i \) in each network. When agent \( i \) determines which of its neighbors \( j \in N_i^1 \) to issue invitations to, \( u_i(\theta_{ij}) \) is estimated as the mean of \( i \)'s utility in 1000 games drawn iid at random from \( A_{ij}, B_{ij} \) with \( \delta_i \) and \( \delta_j \). We will confine our attention to distributions where \( u_i(\theta_{ij}) \geq 0 \), so that all invitations will be accepted.
In addition to the two networks mentioned above, we conduct numerical studies on five other networks from the Konect [22] network collection. We have omitted them from the main paper due to space constraints, but the results reinforce the conclusions we reach here and can be viewed in the appendices of our e-companion [23].

A. Known $\delta$

We consider the Karate Club network with the following parameters:

- $A_{ij} = B_{hi}$ for all $h, i, j, l \in [N]$. $A_{ij} \sim A_{ij}$ is a $2 \times 2$ matrix with entries generated iid from the exponential distribution with $\lambda = 4$.
- $\delta_i \in [0, 30]$ $\forall i \in [N]$.
- $\delta_i$ is known to all agents.
- $\delta_i$ updates between rounds. $\delta_i$ at time $t$ is a greedy best response to $\delta_{i-1}$ at time $t-1$. For $t = 0$, $\delta_i = 0$, $\forall i \in [N]$.
- $k_i = 2$ for each agent $i$. In the event that $|N_i| < 2$, we set $k_i = |N_i|$.

$u_i(\theta_{ij})$ and $u_j(\theta_{ij})$ as functions of $\delta_i, \delta_j$ are estimated by taking the sample mean utilities of 1000 simulated games generated iid according to $A_{ij}, B_{ij}$.

Figure 4 illustrates $u_1(\theta_{-1}, \delta_1)$ as a function of $\delta_1$ for fixed (random) $\delta_{-1}$, for vertex 1 in the karate club network. The left plot gives the value of $u_1(\theta_{-1}, \delta_1)$ and the right plot shows the number of games the agent at vertex 1 in the Karate Club network participates in per round. We see in the left plot that $u_1(\theta_{-1}, \delta_1)$ is flat or monotonically decreasing with $\delta_1$ at all but a handful of points where there is a sharp increase. These jumps occur when $\delta_1$ is large enough to attract a new agent to interact with agent 1, shown in the plot on the right. This is unsurprising: the utility of a single game for the follower may not monotonically decrease as $\delta$ increases, but as stated in Section II we strongly suspect that for many distributions it monotonically decreases in expectation. Based on Corollary III we also expect the flat areas to monotonically decrease over the true distribution, as this figure comes from a sample of 2000 rounds.

Now we examine how players behave under these parameters when all adjust $\delta$ together between rounds. As noted, $u_i(\theta_{ij})$ is estimated numerically. Between rounds, it is sampled at a number of points in the interval $[0, 30]$ then set to the one which maximizes $u_i(\theta_{ij}, \delta_i)$. Each curve in Figure 5 plots $\delta_i$ for an individual agent as it varies over time. Because each curve is an individual agent whose label is an arbitrary number, we have not included a legend. The same is true of the majority of the other figures in this section. The majority of players reach $\delta_{\text{max}} = 30$ and stay there in order to be competitive in attracting partners, with only occasional decreases to $\delta = 0$ when they are not competitive enough. In this context, non-competitive means that the agents are not attracting a sufficiently high number of additional interactions to justify selecting $\delta > 0$. There are generally between 1-3 agents selecting $\delta \approx 0$ in each of these rounds. The curves in Figure 4 display the mean value of $\delta$ for all vertices of the same degree. For example, the yellow curve is the mean value of $\delta$ across all vertices of degree 4. Figure 5 shows what is occurring: at any given time there are generally between 0 and 2 vertices of degree 2 (out of 11) with low values of $\delta$. The variance of which ones are not at $\delta = 30$ may be due to best response dynamics between them, or to insufficient sample size when estimating utilities.

Vertex 12, the only vertex with degree 1, is easier to examine. Its only neighbor is vertex 1, which has degree 16. If all of vertex 1’s other neighbors have $\delta = 30$, then if $\delta_{12} = 30$, vertex 12 can expect to be invited to $\frac{1}{8}$ games per round. Figure 5 indicates that $u_{12}(\theta_{12}1, \delta_{12} = 0) > u_{12}(\theta_{12}1, \delta_{12} = 30)$. The occasional jumps of $\delta_{12} = 30$ can be attributed to the changes in the behavior of the vertices of degree 2. The points at which $\delta_{12}$ is low but not 0 are attributable to insufficient sample size in 12’s estimates.

We previously focused on breaking ties randomly when deciding whom to issue invitations. Now, we examine tie-breaking according to a lexicographic ordering. Figure 8 is analogous to Figure 6 with this change. It shows a
strong, consistent, and repeating pattern in the values of player $\delta$s. When $\delta$ is low for most players, there is a general pattern of one-upmanship between players: each tries to slightly outdo its competitors, which progresses toward large jumps as the costs of increasing $\delta$ relative to a player’s current $\delta$ value shrink. The result is a very clear S-curve. However, once many players reach $\delta = 30$, the “losers” of the tie-breaking drop to $\delta = 0$ starting a cascade of all players back to low $\delta$ values. The process then repeats. This echoes the findings of [6], in which players “fake” generosity to attract partners: once they have either failed to attract partners or their competitors have given up, each player returns to selfish behavior until competition again forces it to behave in a trustworthy manner. In contrast, random tie-breaking maintains a constant state of competition, preventing backsliding. Further, it is supported by [15] which finds that semi-frequent partner changes are necessary to motivate generous behavior, as otherwise partners become complacent and take advantage of each other.

Interestingly, this behavior in which all agents cyclically return to low values of $\delta$ does not persist when certain agents are willing to take a “leadership” role and maintain a high value for $\delta$ at all times. In Figure 9 we consider the same setting as in Figure 8 except that we constrain $\delta_i = 30$ for $i \in \{30, 31, ..., 34\}$. As ties are broken lexicographically, these agents are losers in terms of tie-breaking, so their drop down to lower values of $\delta$ triggers a cascade of other agents doing the same. By keeping $\delta = 30$ for these agents, many other agents never drop their $\delta$ values back to near 0. In addition to causing more stable $\delta$ values, curtailing the cycling also improves total utility in the network: the average utility per agent per round is 26.535 in the setting in Figure 8, but improves to 26.884 in Figure 9. A broader implication of this result is that careful subsidization of key agents can result in an overall increase in $\delta$ for the whole system. While we would like to devote more study to this fascinating topic in the future, the problem seed selection for trusting behavior, such as is considered in [34], is beyond the scope of this paper.

We also consider a second, larger social network where $N = 333$. This network is a subset of the ego-Facebook network curated by SNAP. We let $k_i = 3$ invitations for each agent $i$ and keep all other conditions identical to our previous setting, breaking ties uniformly at random. Figure 10 displays the similar behavior which occurred in
FIG. 10: Mean \( \delta \) in Facebook Ego Network

the karate club network in Figure \[6\] but aggregated as a mean due to the large number of players. This contrasts with the repeated S-curves seen in Figure \[8\]. From the raw data, we found that most agents stayed at \( \delta_{\text{max}} = 30 \) with a small number playing very small values of \( \delta \approx 0 \). This divide, with approximately \( \frac{5}{6} \) agents using a high \( \delta \) while \( \frac{1}{6} \) use a low \( \delta \), leads to a stable average \( \delta \approx 25 \) which is similar to the \( \frac{9}{10} \) to \( \frac{1}{10} \) split seen in the karate club network. The exact differences are attributable to network structure and how many agents had limited opportunities. Also, as in Figure \[6\], a handful of agents drop briefly to low \( \delta \) values at times when they judge it too competitive before returning to \( \delta = 30 \). This suggests that the pattern of an S-curve increase in \( \delta \) followed by a plateau may be characteristic of naturally occurring social networks engaged in partner selection.

B. Unknown \( \delta \)

In Section \[VA\] we considered networks in which each player \( i \) knew the value of \( \delta_{-i} \), and was immediately aware of any changes in it. Now we consider behavior when \( \delta_{-i} \) is unknown, and agent \( i \) estimates it using Algorithm 1. Ties are broken lexicographically in this setting. However, as games are drawn from a continuous distribution, the probability of a tie in perceived \( \delta \) values is 0, so the results of random tie-breaking would be identical. We again consider the Karate Club Network and ego-Facebook Network. For easy comparison, all parameters will be identical to those in the previous subsection. The points in the curve in Figure \[11\] are computed as the average of 1000 independent identically distributed games and provide a direct comparison to Figure \[5\]. We see that the estimates in the unknown case approximate those in the known case. This suggests that as knowledge of \( \delta_{-i} \) improves, players will approach the same behaviors they display when \( \delta_{-i} \) is known to agent \( i \).

We consider agents who update their values of \( \delta \) in the two ways we discussed in Section \[IV\]: all agents either update their \( \delta \) value probabilistically between rounds, or all agents work on an epoch system, updating their \( \delta \) values every \( t \) rounds after they and their neighbors have learned about each other.

Figure \[12\] illustrates how delta shifts when players update according to an epoch system, every \( t = 100 \) round. Agents move from \( \delta = 0 \) to \( \delta = 30 \) in fewer value changes than in the known \( \delta \) setting due to agents overestimating their competitors’ trustworthiness and overcompensating in response. Since players only have estimates of each other’s \( \delta \), we see some gaming occur in Figure \[8\]: agents attempt to lower their \( \delta \) value once they believe they’ve discouraged their competitors from raising \( \delta \) values. Upon learning otherwise, they increase again. However, the time these agents spent with decreased \( \delta \) values acts as a signal to their competitors, who now believe that they can lower their \( \delta \) value in the same way the original agent did. This then acts as a new signal for the original agent leading to an oscillation between points in the range [23, 30] for \( \delta \). However, agents’ estimates are accurate enough that they rarely underestimate so badly as to drop below this range.

FIG. 11: Utility for vertex 1, unknown \( \delta_{-1} \)

FIG. 12: \( \delta \) in Karate Club Network, epoch = 100 rounds, \( k = 2 \) invitations per round

Figure \[13\] illustrates the same setting when players independently update their \( \delta \) value with probability \( \frac{1}{100} \) after each round. The behavior is very similar to that in the previous figure, again showing the attempts at gamesmanship where agents lower \( \delta \) once they feel they have discouraged competition. They also oscillate within a
FIG. 13: $\delta$ in Karate Club Network with update probability = $\frac{1}{100}$, $k = 2$ invitations per round

similar range of $\delta$ values. It is worth noting that for both heuristic update schemes, lexicographic tie-breaking results in identical behavior to that pictured in Figures 12 and 13 rather than the sharply cyclical behavior seen in Figure 8. This due to agents not having any ties to break, as the continuous payoff distribution leads to $\delta_{ji} \neq \delta_{li}$ for $i, j \in N_i^1$, even if $\delta_j = \delta_l$.

Finally, we consider the ego-Facebook network with $k_i = 3$ invitations for each agent $i$. The mean $\delta$ value is displayed in Figure 14 where players update under the epoch system. The comparison between Figures 10 and 14 appears identical to that of Figures 6 and 12. As in Figure 10, the network quickly settles to an average $\delta$ value of $\approx 25$. Player behavior is closer to that of Figure 12 than Figure 10: the majority of players oscillating in the range [23,30], with some few consistently playing $\delta \approx 0$. The similarities are unsurprising as both are in the same setting of epoch updates with unknown $\delta$.

We see in both networks that competition between agents strongly pushes them to maintain increasing levels of trustworthiness; this stops only at the point they are no longer competitive. This increase in trustworthy behavior is healthy for the system as a whole both when $\delta$ is known and when it is not. When $\delta = 0$ for all players in the karate club network under the setting considered, the average utility per player per round is 22.792. When $\delta$ is known, it is 27.578; when $\delta$ is unknown, and updates are on an epoch schedule, it is 27.540; and when $\delta$ is unknown and updates probabilistically it is 27.747, which represents increases of approximately 21.0%, 20.8%, and 21.7%, respectively. Similarly, for the ego-Facebook network, when $\delta = 0$ the average utility per player per round is 30.905; when $\delta$ is known, it is 37.750 and when $\delta$ is unknown and updates on an epoch schedule, it is 38.297 which represent increases of approximately 22.1% and 23.9%, respectively!

VI. DISCUSSION

In both social networks in the previous section, there was a naturally occurring increase in trustworthiness. However, we can construct “artificial” networks where this does not occur. Consider the 5-star graph in Figure 15: the central vertex does not need to compete to receive invitations from the other vertices, as it is their only option. Conversely, for $k_i \leq 4$ for the central vertex $i$, the other vertices must compete to attract invitations and thus maintain a high level of trustworthiness. This competition vanishes for $k_i \geq 5$: each non-central vertex is invited, provided the expected utility for the central vertex is positive, causing all $\delta$ values to drop to 0. This dynamic is present in all networks: by restricting a resource and the number of invitations that may be issued, agents become more trustworthy as behaving otherwise causes a loss of access to the resource. Counter-intuitively, they become more selfish when the resource is abundant rather than less. This is apparent in the diad graph in Figure 16: each player knows that it is the other players’ only option and need not compete for an invitation. However, a lack of competition does not mean that both do not stand to benefit from trustworthy behavior in the long term, merely that it is less beneficial for myopic agents in the short term. Traditional mechanisms for repeated games, such as grim trigger and discounted horizon analysis, have been shown to help players avoid such short-sighted behavior; we hope to incorporate these techniques into future versions of our system.

Nonetheless, as we noted previously, this behavior does not seem to exist in naturally occurring social networks.
While there are “singleton” vertices with only one neighbor who does not need to compete for their invitation, the desire of these neighbors to attract other invitations keeps the singleton vertices from being taken advantage of. We thus conjecture that this is why humans in social settings generally behave in a trustworthy manner even when they have the chance to take advantage of each other. It is only when the model is taken to extremes that we observe this behavior in social networks.

In addition to the numerical and theoretical results discussed in this paper, there are still areas to explore within the model. Empirically, the interactions we examined were strictly nonnegative between to avoid the computational cost. If this is changed, we expect to see different behavior so that the interactions are only nonnegative in expectation. This is a reasonable avenue of exploration, as sometimes partnerships may not work out despite positive expectations. Another area of exploration non-uniform interactions between agents, for example if agent $i$ provides a better partnership than agent $j$. How will $\delta_i$ and $\delta_j$ change in response? In this case, we expect to see “diva”-like behavior, with $i$ displaying a low $\delta_i$ and still attracting many more partners than $j$.

VII. CONCLUSION AND FUTURE DIRECTIONS

In this paper, we considered pairwise interactions between agents arranged in a social network. We modeled how agents behave when competing with each other for interaction opportunities, using the limited-trust equilibrium of \cite{27} to define player interactions. The agents in the network evolved to display behaviors that mirrored various empirical findings on human interaction, particularly \cite{6} and \cite{15} from the field of evolutionary biology. This is particularly notable as agents within this model were not forward thinking as real humans are: each updated to display a level of trustworthiness which was a best response to that currently displayed by other players. Yet despite their myopia, agents are motivated to behave in a trustworthy manner without foresight or historically-based mechanisms such as Grim Trigger or Tit-for-Tat.

In addition to the empirical results of the model, a thorough mathematical analysis was presented. Simple learning algorithms were derived so that agents can learn about their neighbors through interactions. A process for agents to update their trustworthiness metric $\delta$ based solely on their two-hop neighborhood within the network was presented, and a Nash equilibrium was shown to exist in the $\delta$-selection metagame that agents engage in. Along with the algorithms and processes which define the evolution of agent behavior over time, mathematical bounds were developed for the expected time for agents to learn each others’ $\delta$s to a given level of precision. These bounds can be viewed in our e-companion \cite{28} in Appendix B.

The model and experiments performed present many directions for future research. While agents need not utilize mechanisms such as Grim Trigger or Tit-for-Tat in the social networks we considered, we also saw that limited-trust is not enough to encourage trustworthy behavior in the networks in Figures \cite{15} and \cite{16}. Therefore, it will be interesting to incorporate these concepts into the social network model proposed here. We believe that doing so will allow our model to more accurately represent interactions in smaller communities which run the risk of exhibiting the behaviors discussed, such as diads.

We are also interested in incorporating historical data into the decision-making process. Individuals who interact frequently are more likely to have an established relationship. They are thus less likely to switch partners if the utility increase is minor. Another way to incorporate historical data is based on past utility earned. Agents who do well are able to increase the number of interactions they can initiate per round. Changes to network structure based on past behavior is a related topic: edges may wither if unused, or new edges may appear from an agent $i$ to an agent $j$ if the two have a mutual neighbor $l \neq i, j$ whom both interact with frequently.

Another potential topic for study is how agents behave when they may only accept a limited number of invitations. This brings with it a host of considerations: are invitations received in order, do they need to be accepted or declined sequentially, and do some agents decide who to invite only after receiving their invitations?

One final area of interest is how agents behave with unknown network structures. Consider the case in which an agent $i$ is aware of its one-hop neighborhood $N_i^1$ but is uncertain of its two-hop neighborhood when updating $\delta_i$. We wish to develop methods for $i$ to estimate the structure of $N_i^2$ as this will remove agent $i$’s need to know $\delta_j^2$ of its neighbor $j$.

We hope the wider research community is as excited by this work as we are. To make it easier for interested researchers to explore this setting, we have made a portion of our code publicly available on GitHub at \cite{26}. This repository is written in Python3 and contains the class file, used to generate a network and track player behavior, as well as demo scripts to show its use. We hope that making it available will enable further exploration by interested researchers.
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Appendix A: Additional Notes: Rate of learning $\delta_{i-1}$

In Section III we looked at how a player $i$ can learn $\delta_j$ through interactions with player $j$ as both a leader and a follower. In this appendix we provide bounds on how quickly $i$ can learn a fixed $\delta_j$. We focus on doing so from $i$’s perspective as a leader, rather than as a follower: although we saw in Section III-B that information about $\delta_j$ can be inferred when $j$ is the leader, $i$ cannot guarantee that $j$ will ever invite it to interact. Further, the likelihood of gaining this information changes with $\delta_{ij}$, player $j$’s estimate of $\delta_i$. We will assume that $j$ believes that $u_j(\theta_{ij}) \geq 0$, as otherwise it will never accept an invitation from $i$ to interact. We now consider how many games are needed for $i$ to determine $\delta_j$ to within an error of $\varepsilon > 0$.

First, we note that in order to guarantee that $|\delta_j - \delta_{ji}| \leq \varepsilon$, where $\delta_{ji}$ is player $i$’s estimate of $\delta_j$, both of the following must be true:

1. $\delta_j - \delta_{ji} \leq \varepsilon$
2. $\delta_{ji} - \delta_j \leq \varepsilon$

While trivial, this implies that if player $i$ can determine an interval $[\delta_{ji}', \delta_{ji}'']$ such that $\delta_j \in [\delta_{ji}', \delta_{ji}'']$ and $\delta_{ji}' - \delta_{ji}'' < 2\varepsilon$, then $\delta_j$ must be within $\varepsilon$ of at least one of the lower bound $\delta_{ji}'$ or the upper bound $\delta_{ji}''$. Consider the expected number of observations required for player $i$ to determine both an upper and lower bound within $\varepsilon$ of $\delta_j$. As this is a stricter condition than is required to estimate $\delta_j$ to within an error of $\varepsilon$, determining it serves as an upper bound on the expected number of observations to estimate $\delta_j$ to within $\varepsilon$.

Suppose that player 1 and player 2 are participating in a randomly generated $n \times n$ leader-follower game generated via $A_{12}, B_{12}$ in which all entries of each matrix are generated iid to all other entries in the matrix. Without loss of generality, we will assume that player 1 chooses to play $s_i$ as the leader. We want to determine the probability that the follower player 2 will choose a strategy $s_j$ which reveals a lower bound $\delta_{21}'$ such that $\delta_2 - \delta_{21}' \leq \varepsilon$. Note that a leader-follower game after the leader has chosen its strategy is equivalent to a $1 \times n$ game, as in Table IV in Section III-A. In order for player 1 to observe a lower bound $\delta_{21}' > 0$, it is necessary for player 2 to not pick the $s_j$ in Table IV that maximizes its utility. Without loss of generality, assume $b_1 \geq b_j \forall j \in [n]$, where $[n] = \{1, 2, ..., n\}$. If player 2 instead chooses to play $s_j$ then player 1 can deduce that $\delta_2 \geq b_1 - b_j$ and set $\delta_{21}' = b_1 - b_j$ using Algorithm 1. Based on the fact that all such values are randomly generated from known distributions $A_{12}, B_{12}$, we can compute the probability of finding an acceptable lower bound $\delta_{21}'$ by taking the cumulative distribution functions of the distributions over the relevant areas in $R^2$.

**Lemma 2.** For the game in Table IV, the probability of the game revealing $\delta_{21}'$ such that $\delta_2 - \delta_{21}' \leq \varepsilon$ is

$$P^l(\varepsilon) = n(n-1) \int_{-\infty}^{\infty} \left( \int_{-\infty}^{\infty} \left( \int_{b_1 - \delta_2}^{b_1 - \delta_2 + \varepsilon} \left( \int_{-\infty}^{\infty} \left( \int_{a_1 + b_1 - b_1}^{\infty} P(E|s_1, s_2) f_a(a_2) da_2 \right) f_b(b_2) db_2 \right) f_a(a_1) da_1 \right) f_b(b_1) db_1 \right)$$

where

$$P(E|s_1, s_2) = \left( \int_{b_1 - \delta_2}^{b_1} \left( \int_{-\infty}^{\infty} f_a(a_2) da_2 \right) f(b_j) db_j + \int_{-\infty}^{\infty} \left( \int_{-\infty}^{b_1 - \delta_2} f_b(b_j) db_j \right) f_a(a_2) da_2 \right) \frac{n-2}{n}.$$  

**Proof.** We begin by considering the probability of an event $E$ occurring where $E$ is the event that $b_1$ is the greedy choice for player 2, $s_2$ is chosen, and this results in a lower bound $\delta_{21}'$ within $\varepsilon$ of the true $\delta_2$. In order for this to occur, the relationship between $s_1$ and $s_2$ must be as in Figure 17 where both $s_2$ gives better net utility than $s_1$ and $b_2$ is within $\varepsilon$ of $\delta_2$ but not greater than it. The diagonal line which passes through $s_1$ is the set of all points which provide equal net utility to $s_1$: points above the line provide better net utility and points below it provide worse net utility. Additionally, given $s_1$ and $s_2$ it is necessary for another strategy $s_j$ where $j \neq 1, 2$ to not both give better net utility than $s_2$ and have $b_1 - b_j \leq \delta_2$. If both of these conditions are met, $s_j$ will be picked instead of $s_2$. Therefore, for a given $s_1, s_2$ that fulfill the necessary conditions, $s_j$ must lie in the shaded region of Figure 18 for event $E$ to occur. Thus if $E_j$ is the event that $s_j$ is in an acceptable position

$$P(E_j|s_1, s_2) = \int_{b_1 - 2}^{b_1} \left( \int_{-\infty}^{\infty} \left( \int_{-\infty}^{\infty} f(a_2) da_2 \right) f(b_j) db_j + \int_{-\infty}^{\infty} \left( \int_{-\infty}^{b_1 - \delta_2} f_b(b_j) db_j \right) f_a(a_2) da_2 \right) f_b(b_1) db_1.$$
This must be true for every \( s_j \) with \( j \neq 1, 2 \), so \( P(E|s_1, s_2) = P(E_2|s_1, s_2)^{n-2} \). Next we note that for event \( E \) to occur for a given \( s_1 \), we require that \( s_2 \) lie in the shaded area in Figure 17 which occurs with probability

\[
P(E|s_1) = \int_{b_1-b_2}^{b_1-b_2+\epsilon} \left( \int_{a_1+b_1-b_2}^{b_1} P(E|s_1, s_2) f_a(a_2) da_2 \right) f_b(b_2) db_2.
\]

This allows us to integrate over all values of \( s_1 \) to get that

\[
P(E) = \int_{-\infty}^{\infty} \left( \int_{-\infty}^{\infty} P(E|s_1) f_a(a_1) da_1 \right) f_b(b_1) db_1.
\]

Given that any \( s_i \) could be the greedy response and any \( s_j \) for \( j \neq i \) could provide the bound upper bound with equal probability, but each of these events is mutually exclusive, we finally get that \( P^i(\epsilon) = n(n-1)P(E) \), which completes the proof.

\[
\text{FIG. 17: Area for } s_2 \text{ given } s_1 \text{ to establish lower bound}
\]

\[
\text{FIG. 18: Area for } s_i \text{ given } s_1, s_2 \text{ to establish lower bound}
\]

The role of \( n \) as indicated by Lemma 2 is somewhat counterintuitive. The Lemma shows that the probability of the first player establishing an acceptable lower bound \( \delta_{21}^l \) on \( \delta_2 \) goes to 0 as the second player’s number of strategies \( n \to \infty \); if the second player is presented with more choices, shouldn’t they have a higher probability of getting one which allows them to precisely play near \( \delta_2 \) and maximize utility? This may be the case in smaller values of \( n \), but it does not occur in general.

Suppose \( f_a = f_b = U[0,1] \), the uniform distribution. For high values of \( n \), when the first player chooses strategy \( s_i \) the second player will have a greedy best response \( s_j = G_2(s_i) \) with \( b_{ij} \approx 1 \) with high probability, as for a high number of independent samples of \( U[0,1] \), the expected value of the maximum sample goes to 1. Also due to the high value of \( n \), there will be another response \( s_i \) with \( b_{ij} < b_{kl} \) but \( a_{il} \approx a_{jl} \approx 1 \) with high probability due to the same independent sampling. Consider this game with \( n = 1000 \) and suppose the first player selects strategy \( s_i \). The second player’s strategy set now resembles Figure 19 which is a randomly generated row of the \( m \times 1000 \) game matrix. In the figure, a \( \delta_2 \) of approximately 0.02 appears to be sufficient for the socially optimal strategy near the top right corner to be played. This means that if, for example, \( \delta_2 = 0.2 \) it will be nearly impossible to ever establish an acceptable lower bound within \( \epsilon = 0.05 \) of \( \delta_2 \); it is similarly difficult to establish any upper bound at all.

Next we derive the probability player 1 observes an upper bound \( \delta_{21}^u < \infty \) on \( \delta_2 \) in the game in Table IV. For this to occur, player 2 must choose \( s_j \) over \( s_i \) because \( b_i > b_j \) despite the fact that \( a_i + b_i < a_j + b_j \). If, without loss of generality, \( s_1 \) is the greedy best response for player 2, this allows player 1 to conclude that \( \delta_2 < b_1 - b_j \) and set \( \delta_{21}^u = b_1 - b_j \). As we have already seen, it would also allow player 1 to set \( \delta_{21}' = b_1 - b_j \), thus showing that both upper and lower bounds can be observed within a single game.

**Lemma 3.** For the game in Table IV, the probability of the game revealing \( \delta_{21}^l \) such that \( \delta_{21}^l - \delta_2 \leq \epsilon \) for \( \epsilon > 0 \) is

\[
P^u(\epsilon) = n \int_{-\infty}^{\infty} \left( \int_{-\infty}^{\infty} (P(E \cap E_1|s_1) + (n-1)P(E \cap E_2|s_1)) f_a(a_1) da_1 \right) f_b(b_1) db_1
\]
which means that case 1 occurs and an acceptable bound is established with probability $P_{1} = \frac{1}{2}$. Despite its complicated appearance, this lemma is simply the result of integrating probability distribution functions over $\mathbb{R}^2$. Consider the event $E$ that $s_1$ is the greedy choice for player 2. There are two possible outcomes: player 2 chooses $s_1$ (event $E_1$) or player 2 chooses another strategy (without loss of generality we assume that strategy to be $s_2$) with better net utility such that $b_1 - b_2 \leq \delta_2$ (event $E_2$). We refer to these two outcomes as (respectively) case 1 and case 2.

Case 1 occurs if all strategies $s_i$ are in the shaded region in Figure 20. As a function of $s_1$, a strategy $s_i$ is in this region $A_1$ with probability

$$P(s_i \in A_1 | s_1) = \int_{-\infty}^{b_1 - \delta_2} \left( \int_{-\infty}^{\infty} f_a(a_i) da_i \right) f_b(b_i) db_i + \int_{b_1 - \delta_2}^{b_1} \left( \int_{-\infty}^{\infty} f_a(a_i) da_i \right) f_b(b_i) db_i,$$

Next, for fixed $s_1$, we need to consider the probability that case 1 occurs and at least one strategy is able to provide an upper bound on $\delta_2$. This occurs if all strategies lie within the shaded area in Figure 20 and at least one strategy lies in the shaded area $A_2$ in Figure 21. The probability of a strategy lying in $A_2$ is

$$P(s_i \in A_2 | s_1) = \int_{b_1 - \delta_2}^{b_1 - \epsilon} \left( \int_{-\infty}^{\infty} f_a(a_i) da_i \right) f_b(b_i) db_i,$$

which means that case 1 occurs and an acceptable bound is established with probability $P(E \cap E_1 | s_1) = P(s_i \in A_1 | s_1) = (P(s_i \in A_1 | s_1) - P(s_i \in A_2 | s_1))^n - 1$.
We now consider case 2, that another strategy is played, and assume without loss of generality that the strategy played is $s_2$. Case 2 requires that occurs if all strategies $s_i$ are in the shaded region in Figure 22 for $i \neq 1, 2$. As a function of $s_1$ and $s_2$, a strategy $s_i$ is in this region with probability

$$P(A_2|s_1, s_2) = \int_{b_1-\delta_2}^{b_1} \left( \int_{-\infty}^{\infty} f_a(a_i)da_i \right) f_b(b_i)db_i + \int_{b_1-\delta_2}^{b_1} \left( \int_{-\infty}^{a_2+b_2-b_i} f_a(a_i)da_i \right) f_b(b_i)db_i.$$ 

Next, we want to consider the probability that case 2 occurs and an acceptable upper bound is observed. For a fixed $s_1, s_2$, $s_2$ is played if all other $s_i$ lie in the shaded region $A_3$ in Figure 18, the probability of which we know from the proof of Lemma 2 is

$$P(s_i \in A_3|s_1, s_2) = \int_{b_1-\delta}^{b_1} \left( \int_{-\infty}^{a_2+b_2-b_i} f(a_i)da_i \right) f_b(b_i)db_i + \int_{-\infty}^{\infty} \left( \int_{a_2+b_2-b_i}^{b_1-\delta} f_b(b_i)db_i \right) f_a(a_i)da_i.$$ 

In order for one of these $s_i$ to provide an acceptable upper bound, at least one of them must be in the shaded region $A_4$ in Figure 22, providing better net utility than $s_2$ and providing utility $b_i$ such that $b_1-\delta_2-\epsilon \leq b_i \leq b_1-\delta_2$. The probability of an $s_i$ being in this region is

$$P(s_i \in A_4|s_1, s_2) = \int_{b_1-\delta_2}^{b_1} \left( \int_{a_2+b_2-b_i}^{a_2+b_2} f_a(a_i)da_i \right) f_b(b_i)db_i,$$

which means that case 2 occurs and establishes an acceptable upper bound with probability $P(A_3|s_1, s_2)^n - (P(A_3|s_1, s_2) - P(A_4|s_1, s_2))^n$. Note that this value is zero for $n = 2$, indicating that in a two strategy game an upper bound cannot be established if case 2 occurs. Therefore, as a function of $s_1$ the probability case 2 occurs and an acceptable upper bound is established is

$$P(E \cap E_2|s_1) = \int_{b_1-\delta_2}^{b_1} \left( \int_{a_1+b_1-b_2}^{a_1+b_1} (P(A_3|s_1, s_2)^n - (P(A_3|s_1, s_2) - P(A_4|s_1, s_2))^n) f_a(a_2)da_a2 \right) f_b(b_2)db_2.$$ 

Finally, this gives us that the probability of establishing an acceptable upper bound is

$$P^u(\epsilon) = n \int_{-\infty}^{\infty} \left( \int_{-\infty}^{\infty} (P(E \cap E_1|s_1) + (n-1)P(E \cap E_2|s_1)) f_a(a_1)da_1 \right) f_b(b_1)db_1.$$ 

As we noted before the lemma, when $n \geq 3$, it is possible for both upper and lower bounds to be established in a single game. The derivation of Lemma 3 allows us to do so directly through our derivation of $P(E \cap E_2|s_1)$, which was the probability that the player 2 did not select the greedy best response but still revealed an upper bound within $\epsilon$ of $\delta_2$. 

\qed
Lemma 4. The probability of player 1 observing both an upper and lower bound within $\varepsilon$ of $\delta_2$ is given by

$$Q(\varepsilon) = n(n-1) \int_{-\infty}^{\infty} \left( \int_{-\infty}^{\infty} \left( P'(E \cap E_2|s_1) \right) f_a(a) \, da \right) f_b(b) \, db,$$

where

$$P'(E \cap E_2|s_1) = \int_{b_1-\delta_2}^{b_1-\delta_2+\varepsilon} \left( \int_{a_1-b_1}^{a_1-b_1+\varepsilon} \left( P(A_3|s_1,s_2)^{n-2} - \left( P(A_3|s_1,s_2) - P(A_4|s_1,s_2) \right)^{n-2} \right) f_a(a) \, da \right) f_b(b) \, db.$$ 

Theorem 3. For the game in Table IV the expected number of games for player 1 to get an estimate $\delta_{21}$ of $\delta_2$ guaranteed to have error most $\varepsilon$ from the true value is less than or equal to

$$E[T(\varepsilon)] \leq T(\varepsilon) = \frac{1}{P^u(\varepsilon) + P^l(\varepsilon) - Q(\varepsilon)} \left( 1 + \frac{P^u(\varepsilon) - Q(\varepsilon)}{P^l(\varepsilon)} + \frac{P^l(\varepsilon) - Q(\varepsilon)}{P^u(\varepsilon)} \right).$$

Proof. We note that the only way for player 1 to make an estimate of $\delta_2$ which is guaranteed to be within at most $\varepsilon$ of the true value is to find an interval $[\delta_{21}', \delta_{21}']$ such that $\delta_{21} - \delta_{21}' \leq 2\varepsilon$. Next, we note that in order to obtain this interval at least one of $\delta_{21}'$ and $\delta_{21}''$ must be within $\varepsilon$ of $\delta_2$. Therefore we can find an upper bound on the expected number of games required by finding the expected number of games required to observe both upper and lower bounds within $\varepsilon$ of $\delta_2$.

Beginning from the first game, the expected time to discover one or more bounds is $\frac{1}{P^u(\varepsilon) + P^l(\varepsilon) - Q(\varepsilon)}$. This event can occur in any of three ways: an acceptable upper bound is found, an acceptable lower bound is found, or both are found. The probabilities of these events are proportional to $P^u(\varepsilon) - Q(\varepsilon)$, $P^l(\varepsilon) - Q(\varepsilon)$, and $Q(\varepsilon)$ respectively. The expected total time to discover both is therefore

$$\frac{1}{P^u(\varepsilon) + P^l(\varepsilon) - Q(\varepsilon)} + \frac{P^u(\varepsilon) - Q(\varepsilon)}{P^u(\varepsilon) + P^l(\varepsilon) - Q(\varepsilon)} \frac{1}{P^l(\varepsilon)} + \frac{P^l(\varepsilon) - Q(\varepsilon)}{P^u(\varepsilon) + P^l(\varepsilon) - Q(\varepsilon)} \frac{1}{P^u(\varepsilon)}$$

$$= \frac{1}{P^u(\varepsilon) + P^l(\varepsilon) - Q(\varepsilon)} \left( 1 + \frac{P^u(\varepsilon) - Q(\varepsilon)}{P^l(\varepsilon)} + \frac{P^l(\varepsilon) - Q(\varepsilon)}{P^u(\varepsilon)} \right).$$
With the completion of Theorem 3, we now have an upper bound on the expected time to discover both an upper and lower bound within $\varepsilon$ of the game in Table IV. However, we are interested in that $1 \times n$ game because it is equivalent to an $m \times n$ game in which the leader has made its decision and is waiting for the follower. Now we return to our original goal, estimating the expected time for the leader in an $m \times n$ game to estimate the follower’s $\delta$ value to within $\varepsilon$.

If player 1’s goal is to learn $\delta_2$, rather than to play according to $\delta_1$, the challenge it faces is deciding which of its $m$ strategies to select each game. Note also that in pursuing this behavior player 1 has decided to focus purely on exploration and has abandoned any interest in its own utility, which means that it is impossible for its neighbors to learn anything about $\delta_1$ based on its actions as a leader. Theorem 3 implies that the expected time for strategies which reveal an upper and lower bound within $\varepsilon$ of $\delta_2$ to occur in a randomly generated game is $\frac{1}{m}T(\varepsilon)$, which provides an upper bound on the expected time of player 1’s theoretical optimum strategy. Similarly, it implies that if the leader chooses its strategy $s_i$ randomly, it has an upper bound of $T(\varepsilon)$ on the expected time to achieve this estimate.

However, choosing in such a random manner ignores what the leader has already learned from the follower: while it may not have $\delta_{21} - \delta_{21}' \leq 2\varepsilon$, it will still over time gain some $[\delta_{21}', \delta_{21}']$ interval in which $\delta_2$ is located through the use of Algorithm 1. This allows the leader to determine whether or not it will refine its knowledge of $\delta_2$ by selecting $s_i$. Assume without loss of generality that $s_i$ is the follower’s greedy best response to the leader selecting $s_i$; if the Pareto frontier of player 2’s responses to $s_i$ contains an $s_j$ such that $\delta_{21} < b_i - d_j < \delta_{21}'$, selecting $s_i$ will result in the player 1 refining at least one of the bounds on $\delta_2$. If the frontier does not contain such an $s_j$, there will be no improvement in the bounds by selecting $s_i$. Figure 1 in Section III-A gives an example of this with player 2’s potential response $s_3$: if player 2 responds with $s_3$ then the lower bound $\delta_{21}'$ will be raised, and if it responds with $s_2$ the upper bound $\delta_{21}'$ will be lowered.

Appendix B: Derivations

1. Proof of Theorem 2

**Theorem 2** Consider a social network $G$ with uniform interactions $A_{ij} = B_{j}^i$ for all $i,j,h \in [N]$ such that all payoffs are nonnegative and for agent $i$ with neighbors $j,l \neq i,$ $\delta_j \leq \delta_i$ then $u_i(\theta_{ij}) \leq u_i(\theta_{il})$. Then the $N$-player metagame with closed interval strategy space $\Delta_i \subseteq \mathcal{R}$ and utility function $u_i$ for $i \in [N]$ possesses a mixed Nash equilibrium.

For simplicity of notation, in this proof we will use $u_i(\delta_i, \delta_{-i})$ instead of $u_i(\theta_{-i}, \delta_i)$. Also, before formally starting the proof we first state the following definition and result:

**Definition 7** (Weak lower semi-continuity). $U_i(\sigma_i, \sigma_{-i})$ is weakly lower semi-continuous in $\sigma_i$ if $\forall \sigma_i' \in \Sigma^*_i(i)$, $\exists \lambda \in (0, 1]$ such that $\forall \sigma_{-i} \in \Sigma^*_{-i}(\sigma_i')$, $\lambda \lim \inf_{\sigma_i \rightarrow \sigma_i'} U_i(\sigma_i, \sigma_{-i}) + (1 - \lambda) \lim \inf_{\sigma_i \rightarrow \sigma_i'} U_i(\sigma_i, \sigma_{-i}) \geq U_i(\sigma_i', \sigma_{-i})$.

**Theorem 4** (Dasgupta & Maskin, 1986) Let $\Sigma_i \subseteq \mathcal{R}$ for $i \in [N]$ be a closed interval and let $U_i : \Sigma \rightarrow \mathcal{R}$ be continuous on a subset $\Sigma^*_i(i) \subseteq \Sigma^*_i$. If $\sum_{i=1}^{N} U_i(\sigma)$ is upper semi-continuous and $U_i(\sigma_i, \sigma_{-i})$ is bounded and weakly lower semi-continuous in $\sigma_i$ then the $N$-player game with closed interval strategy space $\Sigma_i \subseteq \mathcal{R}$ and utility function $U_i$ for $i \in [N]$ possesses a mixed-strategy Nash equilibrium.

We are now ready to begin the proof.

**Proof of Theorem 2.** This proof will make use of Theorem 4. As such, we need to show three things: a set $\Delta^*_i(i) = \{(\delta_1, \ldots, \delta_N) \in \Delta | \exists j \neq i, 3d, 1 \leq d \leq D(i) \text{ such that } \delta_j = f_{ij}^N(\delta_i)\}$ which appropriately captures discontinuities in $u_i(\delta_i)$, that $U_i(\delta_i, \delta_{-i})$ is bounded and weakly lower semi-continuous in $\delta_i$, and that $\sum_{i \in [N]} U_i(\delta)$ is upper semi-continuous.

We begin by determining the set $\Delta^*_i(i)$. We earlier noted that $u_i(\delta_i, \delta_{-i})$ has at most $|N| - 1$ discontinuities in $\delta_i$ when all interactions are uniform and nonnegative and $\delta_j \leq \delta_i \rightarrow u_i(\theta_{ij}) \leq u_i(\theta_{il})$, and that all of them occur in $w_i(\delta_i, \delta_{-i})$. $w_i$ is the utility gained by agent $i$ receiving invitations. Therefore, if $i$ receives an invitation from agent $j$ when $\delta_i$ changes, another agent $l$ that previously received an invitation from $j$ now loses it. Given that $\delta_i \leq \delta_i \rightarrow u_i(\theta_{ij}) \leq u_i(\theta_{il})$, this discontinuity occurs when $\delta_i = \delta_i$. Therefore, we can let $D(i) = 1$, $f_{ij}^N(x) = x$, the identity function, and $\Delta^*_i(i) = \{(\delta_1, \ldots, \delta_N) \in \Delta | \exists j \neq i, \text{ such that } \delta_j = \delta_i\}$ will contain all potential discontinuities.
Next we will show that \( u_i(\delta_i, \delta_{-i}) \) is bounded and weakly lower semi-continuous in \( \delta_i \). From Theorem 1 we observe that \( u_i(\theta_{ji}) \) and \( u_i(\theta_{ij}) \) are both continuous in \( \delta_i \). Therefore all discontinuities in \( w_i(\delta_i, \delta_{-i}) \) occur due to \( K^2_i \) changing. Consider one such discontinuity point \( \delta' \): We know that there is an agent \( l \) such that \( \delta'_l = \delta'_l \) and there is another agent \( j \) which \( i \) and \( l \) both neighbor who is now indifferent between sending an invitation to agent \( i \) and agent \( l \). Let \( K^2_i \) be the set of invitations \( i \) receives from other agents \( h \neq j \).

\[
\lim_{\delta_i \to \delta'_i} \inf \ u_i(\delta_i, \delta_{-i}) = \lim_{\delta_i \to \delta'_i} \inf \ v_i(\delta_i, \delta'_{-i}) + \sum_{h \in K^2_i} u_i(\delta'_h, \delta_i) = v_i(\delta'_i, \delta'_{-i}) + \sum_{h \in K^2_i} u_i(\delta'_h, \delta_i)
\]

\[
\lim_{\delta_i \to \delta'_i} \inf \ u_i(\delta_i, \delta_{-i}) = \lim_{\delta_i \to \delta'_i} \inf \ v_i(\delta_i, \delta'_{-i}) + \sum_{h \in K^2_i} u_i(\delta'_h, \delta_i) + u_i(\delta'_j, \delta_i)
\]

Therefore \( u_i(\delta_i, \delta_{-i}) \) is weakly lower semi-continuous by selecting \( \lambda = 1 \).

Finally, we prove \( u(\delta) = \sum_{i \in |N|} u_i(\delta) \) is upper semi-continuous. Actually, we will prove the stronger condition that it is continuous. Let \( \delta' \) be a point of discontinuity for some \( u_i \). As we have discussed, this occurs due to some other agent \( j \) shifting on whether or not to issue an invitation to agent \( i \) or another of its neighbors agent \( l \) (the case where it is actually a set of neighbors \( L \) follows naturally). As a consequence, \( \delta' \) is also a point of discontinuity for \( u_i \). However, it is not a point of discontinuity for \( u_j \). Theorem 1 shows \( u_j(\theta_{ji}) \) and \( u_j(\theta_{ij}) \) are continuous in \( \delta_i \) and \( \delta_j \), respectively. Therefore \( w_j(\delta) \) is continuous in both. While the set of invites \( j \) issues, \( K^2_j \), is subject to change, \( v_j(\delta) \) the sum of the \( j \) highest values in the set of functions \( \{ u_j(\theta_{jh}) \}_{h \in K^2_j} \), all of which are continuous in \( \delta \) and is therefore continuous as well. This means \( u_i(\delta) \) is continuous, leaving us to show that while \( u_i \) and \( u_i \) are discontinuous at \( \delta' \), the sum of the two functions is not. Again, we only need concern ourselves with showing \( w_i + w_l \) is continuous.

\[
\lim_{\delta_i \to \delta'_i} \inf \ u_i(\delta_i, \delta_{-i}) + \lim_{\delta_i \to \delta'_i} \inf \ u_l(\delta_i, \delta_{-i}) = \sum_{h \in K^2_i} u_i(\delta'_h, \delta_i) + \sum_{h \in K^2_i \setminus j} u_l(\delta'_h, \delta_i) + \sum_{h \in K^2_i \setminus j} u_i(\delta'_h, \delta_i) + \sum_{h \in K^2_i \setminus j} u_l(\delta'_h, \delta_i)
\]

The fact that \( u_l(\delta'_l, \delta'_l) = \lim_{\delta_i \to \delta'_i} u_i(\delta'_l, \delta_i) \) implies that the left- and right-side limits are equal, and that they are equal to the actual value

\[
w_i(\delta'_i, \delta'_{-i}) + w_l(\delta'_i, \delta'_{-i}) = \sum_{h \in K^2_i \setminus j} u_i(\delta'_h, \delta'_i) + \sum_{h \in K^2_i \setminus j} u_l(\delta'_h, \delta'_i) + \frac{1}{2} u_i(\delta'_l, \delta'_l) + \frac{1}{2} u_l(\delta'_l, \delta'_l)
\]

at \( \delta' \). This implies that \( u_i + u_l \) is continuous at \( \delta' \) and hence that \( u(\delta) \) is continuous. Therefore, the metagame of selecting \( \delta_i \in \Delta_i \) possesses a mixed Nash equilibrium in this setting.

\[\square\]

Appendix C: Additional Social Network Validation

In Section 5, we presented a numerical analysis of the LTE in the Zachary’s Karate Club and the Facebook-ego social networks. To reinforce the results of this analysis, we have repeated it on five additional networks from the Konect Project [22]. Four of these networks are human social networks, and the fifth we have constructed from an event-based human contact network; more details will be given on this later. By repeating the numerical analysis from Section 5, we find that the behaviors we observed in Zachary’s Karate Club and the Facebook-ego network are echoed in these networks and provide further experimental validation for our model.

For all testing in this appendix, the following parameters are used:
• \( A_{ij} = B_{hl} \) for all \( h, i, j, l \in [N] \). \( A_{ij} \sim A_{ij} \) is a \( 2 \times 2 \) matrix with entries generated iid from the exponential distribution with \( \lambda = 4 \).

• \( \delta_i \in [0, 30] \forall i \in [N] \).

• For tests in the epoch update system, epochs last 100 rounds.

• For tests in the probabilistic update system, each agent updates its \( \delta \) with independent probability \( \frac{1}{100} \).

• Unless computational concerns are present, each trial runs for either 50 epochs or 3000 rounds depending on which update scheme is being used.

1. Highland Tribes

The first social network we will consider is the Gahuku-Gama tribal alliance network from the Eastern Central Highlands of New Guinea, from [33]. The network consists of 16 vertices, each representing a different tribe. Edges between vertices are undirected and signed, with a sign of 1 denoting allies and a sign of -1 denoting enemies. Because we are interested in cooperative activities within social networks, we removed all -1 signed edges from the network prior to performing our numerical analysis. The resulting network contains 16 vertices and 29 edges. Interestingly, though perhaps not unexpectedly for an alliance network, this resulted in two entirely separate components within the network with one 4-clique and one less densely connected 12-vertex component with 23 edges. This is the only network we analyzed with multiple components.

The plots from the numerical analysis appear to strongly reinforce our conclusions from Section 5: In Figures 23 and 24 we can see behavior which strongly resembles that in Figures 12 and 13 respectively, with a sharp s-curve to \( \delta = 30 \) followed by oscillating values as agents work to understand each others’ \( \delta \) values and change their own accordingly. Figures 25 displays the same repeating s-curves found in Figure 8 as a result of lexicographic tie-breaking.
Figure 26 strongly resembles Figure 6, with the primary difference being that unlike in the Karate Club network, no agents deviate from $\delta = 30$ after reaching it. The two separate s-curves seen in the figure are due to the Alliance network containing two separate non-connected components, with each curve corresponding to one of the components. While not as clearly visible, this same separate behavior from the two components can also be seen in Figures 23 and 25.

The average utility per round for the settings displayed in Figures 23-26 is 28.104, 28.221, 26.988, and 27.687 which correspond to percentage increases of 21.049%, 21.553%, 16.242% and 19.253% over the average utility of 23.217 per round produced by agents engaging in selfish behavior.

2. Southern Women

We will next consider the Southern Women (large) network from [11]. Unlike the other networks, this is an interaction network rather than a social network. It is a bipartite graph consisting of 32 vertices, with $n_1 = 18$ vertices in one set and $n_2 = 14$ vertices in the other, with 89 edges between the sets. The left set of vertices represents a group of 18 white women from the Southern United States in the 1930’s. The right set of vertices represents a set of 14 social events which took place over a nine-month period, and an edge between two vertices indicates that the woman corresponding to the vertex from the left set attended the event corresponding to the vertex from the right set.

This network cannot be considered a social network, as no individuals are connected to other individuals only to events. However, we are able to construct a social network from it by doing the following:

1. Create a new network with 18 vertices and no edges.
2. Assign each woman from the original network to a vertex in the new network.
3. For each pair of vertices in the new network, add an edge between them if the corresponding vertices in the original network had at least three neighbors in common (i.e. the corresponding women attended at least three of the same events).

The new network can be considered an underlying social network of the original. The decision to only include an edge between women if they attended at least three of the same events is arbitrary, however it is unreasonable to assume that any two women who attended one common event are friend. It contains 15 vertices and 42 edges; while the original network contained 18 women, two of their vertices became isolated after as they had only attended two events in total and a third had not attended three events with another woman and so all were dropped.

![FIG. 27: $\delta$ in Southern Women Interaction Network, $\delta$ unknown, epoch = 100](image1)

![FIG. 28: $\delta$ in Southern Women Interaction Network, $\delta$ unknown, update probability = $\frac{1}{100}$](image2)

Figures 27 and 28 display a strong resemblance to Figures 12 and 13 respectively, exhibiting the same behavior of a quick jump to $\delta = 30$ followed by oscillating values in the mid-to-high 20’s as agents work to understand each others’ $\delta$ values and change their own accordingly. Figure 29 displays the repeating s-curves associated with lexicographic tie-breaking as seen in Figure 8. Likewise, Figure 30 displays similar behavior to Figure 6.

The average utility per round for the settings displayed in Figures 27-30 is 27.149, 27.237, 26.298, and 26.844 which correspond to percentage increases of 40.348%, 40.803%, 35.949% and 38.772% over the average utility of 19.344 per round produced by agents engaging in selfish behavior.
3. Taro Exchange

The next social network is a gift giving network between households in a Papuan village from [35]. Vertices represent households, while an edge from vertex $i$ to vertex $j$ represents that household $i$ gave a gift to household $j$. While these edges are directed, the network is symmetric in that for every edge $(i, j)$ there is an edge $(j, i)$ and so for our analysis it is equivalent to an undirected network. The original network has 22 vertices and 78 edges, while the undirected version has 22 vertices and 39 edges.

Figures 31 and 32 display a strong resemblance to Figures 12 and 13 respectively, exhibiting the same behavior of a quick jump to $\delta = 30$ followed by oscillating values in the mid-to-high 20’s as agents work to understand each others’ $\delta$ values and change their own accordingly. Figures 33 and 34 display the repeating $s$-curves associated with
lexicographic tie-breaking as seen in Figure 8. As in Figures 26 and 30, while 34 does not initially appear to display the same results as Figures 6 and 30, as it has no agents deviating from a high $\delta$ value after reaching the max, they are actually very similar: over 90% of agents in the Karate Club network and 80% in the Southern Women network maintain a high $\delta$ value at any given time. The difference in the ratios between the three networks is due to internal structure.

The average utility per round for the settings displayed in Figures 31-34 is 28.140, 27.860, 27.040, and 27.394 which correspond to percentage increases of 23.709%, 22.478%, 18.873% and 20.429% over the average utility of 22.747 per round produced by agents engaging in selfish behavior.

4. High School

The next social network is a friendship network among boys attending a small high school in Illinois from [9]. Each boy was asked to name whether other boys were their friends, with a directed edge from vertex $i$ to vertex $j$ indicating that boy $i$ said boy $j$ was a friend. Each boy was asked twice, once in the fall of 1957 and once in the spring of 1958, and this network is an aggregate of the results. The edges have weights in \{1, 2\}, with 1 indicating that $i$ identified $j$ as a friend during only one of the two asking dates and 2 indicating that $i$ identified $j$ as a friend both times.

While it is a fascinating topic that we are looking to explore in our future work, our model does not consider edge weights and so we treated all edges as having weight 1. Additionally, while our model does allow for directed edges, we used an undirected version of the network in order to keep consistency in our analysis, as the majority of our networks are undirected. The resulting network has 70 vertices and 274 edges.

As in the Facebook-ego network and the Residence Hall network (Appendix C 5), the number of vertices makes it impractical to view the set of all individual values of $\delta$ simultaneously, so in Figures 35-38 we instead present the mean $\delta$ values. Figures 35 and 36 echo the pattern of a sharp s-curve acceleration to a steady, high $\delta$ value seen in Figure 14, while Figures 37 reinforces the repeating s-curve pattern that occurs in lexicographic tie-breaking, and Figure 38 exhibits the same pattern which will be seen in Figure 42.
The average utility per round for the settings displayed in Figures 35-38 is 27.992, 28.194, 27.173, and 27.330 which correspond to percentage increases of 22.044%, 22.925%, 18.473%, and 19.158% over the average utility of 22.936 per round produced by agents engaging in selfish behavior.

5. Residence Hall

The final social network is a friendship network among 217 residents of a residence hall located on the Australian National University campus from [13]. Residents in 1987 were asked whether other residents were friends, and if they were then an edge was added to the network. As with the High School friendship network in Appendix C, 4 edges indicating friendship are directed and positively weighted, with weight here corresponding to strength of friendship, and for the same reasons as in that case we use an unweighted, undirected version of the network. The resulting undirected network has 217 vertices and 1839 edges.

Given the number of individuals in this network, we present the mean value of $\delta$ rather than the individual values. Also due to computational practicalities, we reduce the number of epochs for the trials in Figures 39 and 41 from 100 to 20, and the number of rounds in Figures 40 and 42 to 2000. However, we can already see the same patterns of behavior emerging, with Figures 39 and 40 displaying the sharp s-curve followed by a steady high $\delta$ value characteristic of the cases where $\delta$ is unknown. Similarly, Figure 41 displays the repeated s-curves associated with lexicographic tie-breaking, while Figure 42 displays the same behavior seen in Figures 10 and 38.

The average utility per round for the settings displayed in Figures 39-42 is 28.0267, 28.221, 26.880, and 27.350 which correspond to percentage increases of 25.742%, 26.614%, 20.598%, and 22.706% over the average utility of 22.289 per round produced by agents engaging in selfish behavior.