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Topological defects can act as local impurities that seed cosmological phase transitions. In this paper we study the case of domain walls, and how they can affect the electroweak phase transition in the Standard Model extended with a $\mathbb{Z}_2$–odd scalar singlet. When the transition is two–step, the early breaking of the $\mathbb{Z}_2$ symmetry implies the formation of domain walls which can then act as nucleation sites for the second step. We develop a method based on dimensional reduction to calculate the rate of the catalyzed phase transition within the 3d theory on the domain wall surface. By comparison with the standard homogeneous rate, we conclude that the seeded phase transition is generically faster and it ultimately determines the way the phase transition is completed. We comment on the phenomenological implications for gravitational waves and baryogenesis.
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I. INTRODUCTION

The study of cosmological phase transitions is of great importance in high energy physics as it can shed light on major open questions in the Standard Model (SM), such as the origin of the matter–anti matter asymmetry in the Universe, and can help us uncovering the dynamics of the electroweak symmetry breaking thanks to the exciting prospects for detecting the corresponding background of gravitational waves in the near future \cite{1, 2}.

The physics of first order phase transitions crucially depends on the mechanism controlling the bubble nucleation. This is usually assumed to proceed via thermal or quantum fluctuations in a homogeneous spacetime. There is, however, the possibility that impurities that are present in the Universe at the time of the phase transition can actually seed the bubble nucleation, thus providing a competing mechanism to complete the phase transition \cite{3–7}. Following \cite{3}, we will refer to the first case as homogeneous nucleation, and to the second case as inhomogeneous or seeded nucleation, since in the latter the tunneling probability is not uniformly distributed on the spacetime, but it is enhanced at the location of the seeds.

The nature of the impurities can be vastly different, ranging from black holes \cite{8–13} and local overdensities \cite{14, 15}, to topological defects \cite{3–5, 7, 16–27}, with also possible implications for the lifetime of the metastable SM vacuum \cite{28–30}. Concerning phase transitions seeded by topological defects, previous studies have mostly focussed on cosmic strings \cite{16, 17, 19–21, 25} and monopoles \cite{3, 22, 23, 27}.

In this paper we investigate the case of domain walls, topologically stable two–dimensional objects forming at the spontaneous breakdown of a discrete symmetry \cite{31, 32}. In particular, we will focus on two–step phase transitions where the defects created in the first step can act as seeds for the second one. As a primary case of study, we consider the possibility that domain walls have played a role in the electroweak phase transition.

As a matter of fact, probably the simplest physics beyond the SM that can turn the electroweak crossover into a first order phase transition is the addition of a real scalar field, $S$, singlet under the SM gauge group \cite{33–51}. Since our focus is the role of domain walls, we will be interested in the case in which $S$ is odd under a $\mathbb{Z}_2$ symmetry. This scenario actually implies a very minimal set of new physics effects, given that any mixing between the Higgs and the singlet is suppressed, and it has been studied extensively at present and future colliders \cite{43–45, 49, 52, 53}.

A typical way in which the phase transition can proceed in this scenario is indeed by a two–step process in
which first the singlet $S$ develops a non–zero vacuum expectation value (vev), and a second step (which is usually first order) leading to the breakdown of the electroweak symmetry. Given that the singlet is odd under a $Z_2$, the first step will lead to the formation of domains whose vacua are related by this symmetry, with walls forming at their boundaries according to the Kibble mechanism [52].

These domain walls are however not cosmologically stable if the actual vacuum of the theory entails a vanishing singlet vev, so that the $Z_2$ symmetry is eventually restored at the end of the electroweak phase transition, as also noted in Ref. [53]. This means that domain walls can act as seeds for the phase transition while being collapsed upon its completion.

The purpose of this paper is to study the details of this process. As we shall see, domain walls can catalyze the electroweak phase transition in two ways, namely either by developing a classical instability and dissociating, or by acting as nucleation sites favoring the quantum/thermal tunneling. In order to calculate the rate of this tunneling we will develop a formalism based on a Kaluza-Klein reduction technique, which could in principle be extended to study other defects as well. We will also present a complementary approach based on the thin–wall approximation to gain further intuition on this inhomogeneous nucleation.

In the parameter space that we have covered for the Higgs-singlet model, we find that the inhomogeneous transition is always faster than the homogeneous one. Moreover, regions of parameter space in which bubbles would fail to nucleate according to the standard tunnelling rate can now become viable thanks to the domain walls—see Fig.3 for an overview of our results. This can largely affect the phenomenological properties of the electroweak phase transition, such as for instance its duration and the geometry of the nucleated bubbles with implications for the gravitational wave signal, as discussed in Sec.7 together with interesting future directions.

II. SEEDED VS HOMOGENEOUS VACUUM DECAY

The phase transition seeded by domain walls can proceed via two mechanisms:

- domain walls can become classically unstable while the Universe cools down, developing a region of the true vacuum in their interior, and then dissociate;
- even if an instability never develops, domain walls can nevertheless facilitate the tunneling towards the true vacuum by acting as local impurities.

Both these possibilities, dubbed Rolling and Tunneling, respectively, can be described in the dimensionally–reduced theory presented in Sec. IV.

In order to first understand in generality the dynamics of the seeded tunneling, we here revisit the computation of the nucleation condition for the homogeneous phase transition and compare it with the one derived when domain walls act as nucleation sites.

The rate of false vacuum decay per unit volume for a homogeneous tunneling can be written as [55, 57]

$$\gamma_N \equiv \Gamma \frac{V}{V} = A \exp(-S_3/T),$$  \hspace{1cm} (1)

where $S_3$ is the time–independent euclidean action evaluated on the $O(3)$ symmetric bounce solution, and the prefactor can be estimated as $A \sim T^4$. In order to determine the nucleation temperature, $T_n$, at which the phase transition actually takes place in an expanding Universe, one needs to impose (see e.g. [58])

$$\mathcal{N}(T_n) = \int_{T_n}^{T_c} \gamma_N \frac{dT}{H^3T} = 1$$  \hspace{1cm} (2)

where $\mathcal{N}$ is the number of bubbles nucleated inside one Hubble volume, $H^{-3}$, in the range between the critical temperature, $T_c$, and $T_n$. The integral for $\mathcal{N}$ is typically dominated by temperatures around $T_n$. Moreover, with the notable exception of strongly supercooled phase transitions, we can assume radiation domination throughout the whole nucleation process. This leads to the standard condition

$$\frac{S_3(T_n)}{T_n} \approx 4 \log(M_{pl}/T_n) - 11.4 \approx 145,$$  \hspace{1cm} (3)

where in the last step we have set $T_n$ around the electroweak scale, and $M_{pl}$ is the Planck mass.

Let us now move to discuss the case of a tunneling process than can only occur in the vicinity of an impurity, which we shall take to be a domain wall. It is then natural to define a nucleation rate per unit surface given by [18, 19]

$$\gamma_S \equiv \frac{\Gamma}{S} = A' \exp(-S_{ih})$$  \hspace{1cm} (4)

where $A' \sim \sigma_{DW}$ is the tension of the domain wall and $S_{ih}$ is the action describing the inhomogeneous tunneling. In order to evaluate the nucleation condition we parameterize the total surface occupied by domain walls inside one Hubble volume as $S_H = \xi H^{-2}$, where $\xi$ is $O(1)$ in the scaling regime [59]. The new condition then reads

$$\mathcal{N}(T_n) = \int_{T_n}^{T_c} \xi \frac{\gamma_S dT}{H^3T} = 1$$  \hspace{1cm} (5)

and therefore

$$S_{ih} = 3 \log(M_{pl}/T_n) + \log(\sigma_{DW}/T_n^3) + \log \xi - 8.5 \approx 105$$  \hspace{1cm} (6)

for a transition around the electroweak scale, where we have assumed in addition that also the tension of the domain wall is set by the electroweak scale, as this will be the focus of our study.
The bounce action $S_{\text{inh}}$ is associated with the formation of a bubble that modifies the original domain wall profile, and that also extends in the $z$ direction orthogonal to it. Its geometry will then deviate from the $O(3)$ spherical symmetry at high temperatures, but it will preserve the $O(2)$ rotational invariance in the plane parallel to the domain wall described by $r$. As we shall see in Sec. V C, the shape of the bubble may then resemble the one of a spheroid nucleated inside the domain wall.

The euclidean action setting the tunneling rate can be computed once the field profiles corresponding to the bounce solution are known. In the case of a tunneling seeded by domain walls, we may then search for a high-temperature solution for the fields $\Phi_i$, involved in the tunneling process, $\Phi_i = (S, h)$ for the Higgs–singlet model, that is independent of the euclidean time, $\Phi_i(r, z)$. The boundary conditions will be such that the unperturbed domain wall is recovered for $r \to \infty$ and $z \to \pm \infty$, together with $\partial_t \Phi_i(r = 0, z) = 0$. The bounce action at the temperature $T$ will then be given in this case by $S_{\text{inh}} = S_2/T$, where the subscript refers to the $O(2)$ symmetry of the solution.

This solution may be obtained by solving the coupled system of partial differential equations with the aforementioned boundary conditions. In Sec. IV A we will instead introduce a new approach based on a Kaluza–Klein (KK) decomposition along the direction orthogonal to the domain wall. As we shall see, this provides an alternative way of computing the bounce action (and hence the transition rate), and at the same time gives a more physical picture of the inhomogeneous tunneling.

### III. THE SM PLUS SCALAR SINGLET

Before introducing the formalism needed to describe the seeded phase transition, we shall here introduce our case of study, namely the SM extended with a real scalar singlet that is odd under a $Z_2$ symmetry. The potential at the renormalizable level in the unitary gauge reads

$$V(h, S) = -\frac{\mu^2}{2}h^2 + \frac{\lambda}{4}h^4 - \frac{m^2}{2}S^2 + \frac{\eta}{4}S^4 + \frac{\kappa}{2}h^2S^2,$$  \hspace{1cm} (7)

where the Higgs component $h$ is such that $\mathcal{H} = (0, h)/\sqrt{2}$, and we shall take $\kappa > 0$ and $\mu^2, m^2 > 0$. The parameter $m^2$ can be traded for the physical singlet mass in the $(h = v, S = 0)$ vacuum at zero temperature, $m^2_S$, as

$$m^2 = \kappa v^2 - m^2_S.$$  \hspace{1cm} (8)

Since our focus is the seeded vacuum decay, we will only consider the case in which the electroweak phase transition occurs in two steps, as we shall briefly discuss. Assuming that the vacuum at high temperatures corresponds to vanishing $h$ and $S$ so that all symmetries are “restored”, the first step entails the spontaneous breaking of the discrete $Z_2$ symmetry at the temperature $T_d$, with the singlet scalar developing a non–vanishing vacuum expectation value (vev) $v_s = m/\sqrt{\eta}$, while the Higgs minimum is still at zero. At this point, given that $\langle S \rangle = \pm v_s$ are energetically equivalent configurations, regions with $+$ and $-$ will form inside a Hubble patch separated by domain walls. With profile given by

$$S_{\text{DW}}(z) = v_s \tanh(mz/\sqrt{2}).$$  \hspace{1cm} (9)

At temperatures below the critical temperature, $T_c$, the $(0, \pm v_s)$ vacuum becomes metastable and decays to the (true) electroweak vacuum $(v, 0)$. The two–step phase transition can then be summarized as

$$(0, 0) \to (0, v_s) \to (v, 0).$$  \hspace{1cm} (10)

The second step of the chain is usually assumed to occur in homogeneous spacetime, equivalently either inside the + or − domains, and it is typically first–order. However, if walls are present at the time of electroweak symmetry breaking they can induce a seeded vacuum decay that can only take place close to the boundary between the domains. In fact, at the center of the domain wall, $z = 0$ in (9), the singlet vev is vanishing, and so would be the barrier to reach the true vacuum according to the potential in (7). Even though an actual barrier still exists due to the non–zero gradient of the domain wall profile, this argument gives an intuitive understanding of how the phase transition can be facilitated by the domain walls. This process then provides a competing mechanism for the second step in (10), since homogeneous tunneling can of course still occur far away from the domain walls.

In order to have a seeded vacuum decay, domain walls formed at $T_d$ need not to collapse before the electroweak phase transition has completed. This aspect is connected to the quality of the corresponding discrete symmetry. In fact, the effect of small $Z_2$–breaking terms in the scalar potential (7) is to induce a bias $\epsilon$ between the two minima at $\pm v_s$, which acts as a vacuum pressure that tends to expand the domain corresponding to the deepest minimum over the other until the domain structure is destroyed. This collapse can of course be prevented by the domain wall tension. However, if the characteristic scale of the network (and hence the curvature radius) is of order $H^{-1}$ as eventually expected in the scaling regime, the collapse will be almost instantaneous after formation, unless the energy difference $\epsilon$ is extremely small, see e.g. [54, 60]. In practice, this means that the $Z_2$ needs to be exact for all the operators up to dimension four.

On the other hand, no “special” quality for the $Z_2$ symmetry is required if its breaking is due to gravity. In fact, even if this breaking is generated already at dimension five with an operator $S^2/A$, domain walls can still play a role in the electroweak phase transition if the cutoff $\Lambda$ is at the Planck scale and $v_s \sim 100$ GeV [60]. Indeed the domain wall annihilation temperature, $T_{\text{ann}}$, can be estimated by requiring that the tension force $\sigma_{\text{DW}}/R$ (where $\sigma_{\text{DW}} \sim \eta^{1/2}v_s^3$ is the domain wall tension and $R \sim 1/\xi H$
is the typical curvature radius) equals the vacuum pressure due to the bias, \( \epsilon \sim c \nu_s^3/M_{Pl} \) with \( c \) a \( O(1) \) coefficient. We then obtain

\[
T_{\text{ann}}^{\nu} \sim 0.5 c^{1/2} \frac{1}{\xi^{1/2} \eta^{1/4}},
\]

where the Planck scale drops out from the calculation as this sets both the typical curvature radius through Hubble and the size of the bias. We then conclude that a \( Z_2 \) explicit breaking due to gravity is generically not enough to make the domain walls collapse before the electroweak phase transition, as \( T_{\text{ann}} \) in (11) can easily be below the nucleation temperature.

We nevertheless note that the model can have a viable phenomenology also with an exact \( Z_2 \) symmetry: even though scalar singlet dark matter with large portal coupling to the Higgs boson is almost excluded for the mass range of interest, \( S \) needs not to be the lightest state charged under this symmetry. In addition, domain walls are anyways collapsed at the end of the electroweak phase transition ensuring no contradiction with standard cosmology.

**IV. FORMALISM FOR THE SEEDED PHASE TRANSITION**

The seeded phase transition can be described as a process in which the unperturbed domain wall is modified by the onset of a Higgs vev at its core eventually filling up the whole space. As mentioned in Sec. [I], this can occur either via a classical instability of the unperturbed domain wall profile (rolling), or, if this configuration is metastable, via thermal or quantum tunneling.

Both these scenarios can be captured by analyzing the lower-dimensional effective theory obtained by performing a KK decomposition along the direction orthogonal to the domain wall. This strategy is discussed in Sec. [IVA]. In addition, we can gain further physical intuition by resorting to a thin wall approximation in which the role of the pre-existing domain wall becomes manifest in facilitating the tunneling to the true vacuum. This will be the topic of Sec. [IVB].

Interestingly, these two formalisms can actually describe the tunneling process in complementary temperature ranges, namely far from \( T_c \) (KK decomposition), and close to \( T_c \) (thin wall), as we shall discuss in detail in Sec. [V].

**A. Kaluza–Klein decomposition**

The starting point is to make an ansatz for the singlet and the Higgs field in the background of the unperturbed domain wall as

\[
S = S_{DW}(z) + \sum_k s_k(x) \sigma_k(z), \quad h = \sum_k h_k(x) \phi_k(z)
\]

where \( S_{DW}(z) \) is the profile given in Eq. (11), which is a solution to the equations of motion together with \( h = 0 \), and we have denoted by \( x \) the remaining three spacetime coordinates. The sum runs over a complete set of eigenfunctions, \( \sigma_k(z) \) and \( \phi_k(z) \). The ansatz (12) can be plugged into the 4d action of the Higgs–singlet model in order to obtain a theory for the 3d modes \( s_k(x) \) and \( h_k(x) \), which will allow us to study the occurrence of classical instabilities, and furthermore to calculate the seeded tunneling rate as a standard homogeneous process in three spacetime dimensions.

The 4d potential (7) is of course temperature dependent. This means that in principle a new decomposition needs to be performed at each temperature of interest. As we shall see, however, in some limits such as the leading high temperature expansion this is not necessary. We will then present our procedure at \( T = 0 \) and then discuss a simple way to extend it at finite temperature.

In order to diagonalize the quadratic part of the 3d action, the profiles \( s_k \) and \( \phi_k \) are taken to be solutions to the eigenvalue equations

\[
- \sigma_k'' + \left(3\eta S_{DW}^2(z) - m^2 \right) \sigma_k = m_0^2 \sigma_k,
\]

\[
- \phi_k'' + \left(\kappa S_{DW}^2(z) - \mu^2 \right) \phi_k = \omega_k^2 \phi_k
\]

which correspond to a Pösch–Teller potential and can be solved exactly in terms of Legendre polynomials. A cartoon of the spectrum for the Higgs and singlet states is shown in Fig. [I].

The singlet spectrum consists of a discrete mode, \( \sigma_0 \), corresponding to a bound state, and a tower of scattering states, \( \sigma_k \), with plane–wave asymptotic behaviour. The
where \( \nu \) or even, the profile will be symmetric for \( \nu = 0 \). The corresponding eigenfunctions read

\[
\sigma_0(z) \propto \frac{\tanh(bz)}{\cosh(bz)},
\]

(16)

\[
\sigma_k(z) \propto e^{iksz}(3 \tanh^2(bz) - 1) - 3i\nu_k \tanh(bz)),
\]

where we have introduced \( b = m/\sqrt{2} \).

The spectrum of the Higgs states is qualitatively the same. It consists of \( n \) discrete modes (bound states) with masses \( \omega_n^2 \) given by

\[
\omega_n^2 = \frac{m^2}{2} \left( p + 2np - n^2 \right) - \mu^2,
\]

(17)

where \( n = \nu - \mu \) with \( \nu (p + 1)/2 = \kappa/\eta \), namely

\[
p = \frac{1}{2} \left( \sqrt{1 + \frac{8\kappa}{\eta}} - 1 \right),
\]

(18)

The allowed values for \( \nu \) are

\[
0 < \nu = p, p - 1, p - 2, \ldots
\]

(19)

and the localized profiles are given by

\[
\phi_n(z) \propto (1 - x^2)^{-\nu/2} \frac{d^n}{dx^n}(1 - x^2)^{\nu/2}\big|_{x = \tanh \frac{mz}{2}},
\]

(20)

with \( O(m^{-1}) \) spread around \( z = 0 \). When \( n \) is zero or even, the profile will be symmetric for \( z \rightarrow -z \), and antisymmetric otherwise. The lightest discrete mode corresponds to \( n = 0 \).

On top of the bound states, there will be a gapped continuum in the Higgs decomposition as well, starting at \( \omega_{KK} > \nu \mu^2 + \mu^2 \) with definite parity. The masses of the continuum states are then given by

\[
\omega^2 = \left( \frac{\nu_k^2}{2} + \frac{\kappa}{\eta} \right) m^2 - \mu^2,
\]

(21)

where \( \nu_k \) is a dimensionless wavevector similarly to \( q_k \) in [15]. The even continuum profiles \( \phi_e^k \) are given by

\[
\phi_e^k(z) \propto \text{Im} \left\{ (1 + p + i\nu_k)P_{p+1}^{-i\nu_k}(0)P_p^{i\nu_k} \left( \tanh(bz) \right) \right\},
\]

(22)

Far from the domain wall they approach a plane wave form,

\[
\phi_e^k(z \rightarrow \infty) \propto \text{Im} \left\{ (1 + p + i\nu_k)P_{p+1}^{-i\nu_k}(0) \frac{1}{\Gamma(1 - i\nu_k)} e^{i\nu_kbz} \right\}.
\]

(23)

The allowed values for \( \nu_k > 0 \) are again dictated by the boundary conditions in the box \( z \in (-L, L) \), which we shall take to be \( \phi_e^k(L) = 0 \), and they merge into a continuum for \( L \rightarrow \infty \).

For completeness we present the odd solutions \( \phi_o^k \) as well,

\[
\phi_o^k(z) \propto \text{Im} \left\{ \int P_{p}^{i\nu_k} \left( \tanh(bz) \right) \right\},
\]

(24)

with a similar plane–wave asymptotic behaviour.

Plugging the decomposition above into the 4d action, we obtain the quadratic part of the 3d theory,

\[
S^{(2)} = \int d^3x \left[ \frac{1}{2} (\partial_\mu h_0)^2 + \frac{1}{2} (\partial_\mu s_0)^2 - \frac{\omega_k^2}{2} h^2 - \frac{m^2}{2} s_k^2 \right],
\]

(25)

where the implicit sum over \( k \) runs over both the discrete and the continuum modes.

The interacting part of the 3d theory can be obtained from the 4d potential \( V \) by performing the various overlap integrals in the \( z \) direction. This will generate a 3d potential \( V \) with trilinear and quadrilinear terms in the fields. Restricting ourselves for a moment to the lowest-lying discrete states \( h_0 \) and \( s_0 \), we have

\[
\tilde{V} \supset \frac{1}{4} (c_\lambda m_3) \lambda h_0^4 + \left( c_{30} m^{3/2} \right) \sqrt{\eta} s_0^3 + \frac{1}{4} (c_{40} m) \eta s_0^4
\]

\[
+ \left( c_{30} m^{3/2} \right) \frac{\kappa}{\sqrt{\eta}} s_0 h_0^2 + \frac{1}{2} (c_{40} m) \kappa h_0^2 s_0^2,
\]

(26)

where the \( c \) coefficients are \( \propto O(1) \) numbers related to the relevant overlap integrals. For example, \( c_{30} \) is given by

\[
c_{30} = m^{-3/2} \int_{-L}^{L} dz \sigma_0(z) \sqrt{\eta} S_{DW}(z) \phi_e^2(z),
\]

(27)

and depends on the 4d couplings through the dimensionless combination \( \kappa/\eta \). Similar interaction terms where \( h_0 \) and \( s_0 \) are replaced by continuum states will also appear in \( V \) alongside the ones shown in [26].

Since the true vacuum of the 4d theory will have \( h = v \) everywhere, we expect only the even Higgs profiles to play a role in the phase transition. Similarly, the true vacuum corresponds to \( S = 0 \), so that only the odd singlet modes will be excited in order to (partly) cancel the unperturbed domain wall. In addition, we expect the seeded bubble to have a definite symmetry for \( z \rightarrow -z \), which requires either the odd or the even modes to be identically zero for each field. In the following we shall therefore neglect the odd and even states for the Higgs and the singlet, respectively. From the point of view of the 3d theory, we can see that some overlap integrals for these modes will vanish, so that their vevs are expected to be set to zero dynamically when minimizing the potential, leading to the same conclusion.
Up to this point the 3d theory under consideration is equivalent to the 4d theory provided that all the continuum states are taken into account. This may be however not possible in practice, and in the following we shall discuss how the heavy KK states may be integrated out in favor of an effective theory for the lowest-lying modes. In particular, we will focus on the theory obtained by integrating out the two towers of continuum Higgs and singlet KK modes, thus keeping only $h_0$ and $s_0$ as dynamical. The reason for including $s_0$ in the effective theory despite its rather large mass is that we expect its vev to change more significantly with respect to the vevs of the continuum states, as this will be the leading correction to the unperturbed domain wall.

The two-field effective theory obtained in this way will consist of operators made of $h_0$ and $s_0$ up to the sixth power at the order $O(1/m_{KK}^2)$, and even in $h_0$. At the order $O(1/m_{KK}^4)$ interactions are generated up to the eighth power together with momentum-dependent operators. All these new terms should then be added to the ones shown in (26).

We may estimate the condition for the validity of the effective theory in terms of the maximum size of the $h_0$ and $s_0$ vevs by requiring that the induced shift in the masses of the continuum modes remains a small correction. Considering the contribution from $h_0 \neq 0$ to all the singlet KK states, we can then require

$$\frac{\Delta m^2}{m_{KK}^2} \equiv \int_0^\infty \frac{dq}{\sqrt{2\pi}} \frac{c_{4\nu}(q)m_h h_0^2}{(q^2/2 + 2)m^2} < 1$$

(28)

where we have replaced the sum over the states in the box of size $2L$ with an integral over $q_k$. The coefficient $c_{4\nu}(q)$ is the analogue of $c_{4\nu}$ in (26) for the operator $h_0^2 s_0^2$, in which $s_0$ has now been replaced with states of the continuum tower. The integral (28) is dominated by the lightest KK states due to the $1/q^2$ suppression, so that we can write

$$\frac{\Delta m^2}{m_{KK}^2} = \bar{c}_{4\nu} \frac{h_0^2}{2\sqrt{2}m}$$

(29)

where we have defined $\bar{c}_{4\nu} < 1/2$ as an average coupling, resulting in the condition

$$h_0^2 < \frac{2\sqrt{2}m}{\bar{c}_{4\nu} \kappa}.$$  

(30)

A similar result is obtained for $s_0^2$ by estimating the correction to the Higgs continuum masses. We thus conclude that the 3d cutoff of the effective theory is set by the scale $\sim \sqrt{m/\kappa}$ to a order-few factor. We will use this as an approximate criterium to assess the validity of the effective theory.

Let us now discuss how temperature corrections can be taken into account in this picture. In general, the terms arising from thermal loops cannot be fully reabsorbed into a redefinition of the tree level couplings in (7). However, in the leading high-temperature approximation in which only the terms $\propto T^4$ are retained, these effects can be captured with a simple redefinition of the scalar mass terms,

$$\mu^2 \rightarrow \mu^2 - c_h T^2, \quad m^2 \rightarrow m^2 - c_s T^2$$

(31)

where $c_h$ and $c_s$ are given by

$$c_h = \frac{2m_w^2 + m_\mu^2 + m_\tau^2 + 2m_t^2}{4\nu^2} + \frac{\kappa}{12}, \quad c_s = \frac{4\kappa + 3\eta}{12}.$$  

(32)

The procedure outlined above can be promoted at finite temperature in a straightforward way by replacing the bare masses in (7) with their temperature corrected values. This also implies that a change in the temperature can be accounted for by a simple shift in all the 3d masses in (25). In addition, if the coordinates are measured in units of $1/m(T)$ the interaction Lagrangian can actually be kept constant with $T$. In practice this means that it is not necessary to perform the full KK reduction whenever the temperature is modified.

We note that beyond the high temperature approximation at order $T^2$ the profile of the domain wall will, in general, no longer respect the functional form in (9) so that the 3d eigensystem may be found only numerically, challenging the feasibility of our procedure. On the other hand, the additional terms in the thermal potential that involve only the Higgs field can in principle be added without spoiling the exact solution of the eigensystem, with the effect of introducing more interactions in the 3d potential. For simplicity we shall however stick to the high temperature approximation at order $T^2$ in what follows, and neglect in addition loop corrections to the potential (7) as we do not expect these to change the conclusions of our analysis.

Within these assumptions, we can now study the thermal history of the SM plus singlet model from the point of view of its 3d description and identify the two cases of rolling and tunneling mentioned in Sec. II. These two different scenarios can be distinguished by looking at the sign of $\omega_0^2$ from (17) at different temperatures,

$$\omega_0^2(T) = \frac{1}{2} p \left( m^2 - c_s T^2 \right) - \mu^2 + c_h T^2.$$  

(33)

Since by assumption the electroweak symmetry is still unbroken at the temperature $T_d$ (corresponding to the $Z_2$ breaking), we will have $c_h T_d^2 - \mu^2 > 0$ and thus $\omega_0^2(T_d)$...
is positive right after the formation of the domain walls. This means that the 3d potential will have a global minimum with all the vevs set to zero.

If then $\omega_0^2(T)$ turns negative for $T_d > T > T_c$, the domain wall will become classically unstable and roll towards a more favorable configuration with a non-vanishing Higgs profile inside the domain wall, in close analogy with the bosonic realization of string superconducitvity [62]. Finding this configuration corresponds to minimize the 3d potential $\tilde{V}$ in terms of the vevs of the discrete and continuum modes. When the temperature drops below the critical temperature, the true vacuum of the theory is the electroweak one where $S = 0$, and we then expect this 3d minimum to turn unstable and the domain wall to dissociate. This case will be discussed in more detail in Sec. V A.

The other possibility is that the Higgs eigenvalue $\omega_0^2(T)$ may turn negative only at $T < T_d$, or actually stay positive even at zero temperature. Considering the effective theory where the KK towers are integrated out, this means that the origin in the $(h_0, s_0)$ plane, where $\tilde{V} = 0$, is a local minimum. The actual location of the global minimum is instead beyond the capability of the effective theory: this is because the configuration with $b(x, z) = v$ and $S(x, z) = 0$ corresponds in the 3d picture to the whole tower of KK states taking non-negligible vevs. Nonetheless, if the 3d potential turns negative for field values close to the origin, the seeded false vacuum decay can be studied as a standard tunneling process

$$(0,0)_{3d} \rightarrow (h_0), (s_0))_{3d}, \quad (34)$$

provided that the release point is within the validity of the effective theory. Having calculated the release point in terms of $h_0$ and $s_0$, the actual profile of the 4d seeded bubble can be reconstructed through the KK decomposition in [42], where the vevs of the continuum states are fixed by their equations of motion that we have used to integrate them out.

The tunneling process (34) can be solved with usual techniques. In the high temperature limit, it consists of finding a time–independent solution with $O(2)$ symmetry to the system of ordinary differential equations

$$\phi'' + \frac{2}{\rho} \phi' = \frac{\partial \tilde{V}}{\partial \phi_i}, \quad \phi_i = h_0, s_0 \quad (35)$$

which can be solved e.g. with CosmoTransitions [63], with $r^2 = x^2 + y^2$ being the radius in the domain wall plane, and boundary conditions $\phi_i(\infty) = 0$ and $\phi_i'(0) = 0$ ensuring that the unperturbed domain wall is recovered at $r = \infty$. The bounce action corresponding to this solution will be indicated by $S_{3d}/T$, where the suffix refers to the $O(2)$ symmetry, and will be studied in detail in Sec. VI B and VI C.

The same strategy may be applied to search for solutions with a spherical symmetry $O(3)$ involving the radial variable on the domain wall and the euclidean time $\tau$,

$$\phi'' + \frac{2}{\rho} \phi' = \frac{\partial \tilde{V}}{\partial \phi_i}, \quad \phi_i = h_0, s_0 \quad (36)$$

where $\rho^2 = r^2 + \tau^2$, which can be solved with help of CosmoTransitions and FindBounce [64]. The corresponding $S_3$ action, where the suffix refers to the $O(3)$ symmetry, is expected to become smaller than $S_{3d}/T$ only at very low temperatures and will play no role in our analysis, as domain walls are anyway destroyed at the time of the electroweak phase transition. Let us however note that $S_3$ can be relevant in different scenarios where the defects survive until today and may then affect the SM life time.

Let us now briefly discuss how the boundary conditions for the bounce along $z$ are satisfied in the approach discussed above. These conditions are such that the false vacuum $(0, \pm v_s)$ needs to be recovered at $z \rightarrow \pm \infty$. As far as the discrete modes $h_0$ and $s_0$ are concerned, this is automatically the case because localized profiles $\phi_0(z) = \pm v_s$ vanish at $|z| = \infty$. On the other hand, scattering states will oscillate with a certain amplitude far away from the domain wall, and only an infinite superposition may lead to the exact boundary condition. However, already the individual amplitude of these oscillations is expected to be small given that they are suppressed by the KK scale, so that no additional condition needs to be imposed besides the validity of the effective theory.

Finally, let us mention that there is one caveat to this procedure when applied to the effective theory at $O(1/m_{KK}^4)$ due to the occurrence of momentum–dependent operators. These would in fact modify the equations of motion beyond a simple change in the shape of the potential $\tilde{V}$, which would then require a non–trivial modification of the solving procedure. In our analysis we will neglect the derivative operators when evaluating $S_{3d}/T$ at $O(1/m_{KK}^4)$ and leave this improvement for future work.

### B. Thin wall approximation

In this section we shall discuss an alternative approach, namely the thin wall (TW) approximation, to calculate the inhomogeneous tunneling rate induced by the domain walls. While the TW approximation has limited validity for what concerns the temperature range, it has the virtue of providing further insights in the physics of the
seeded tunneling, and, as we shall see in Sec. IV it can nicely complement the KK method described above.

In order to evaluate the transition probability at finite temperature, we need to estimate the change in energy between the bounce configuration and the initial configuration. As a first approximation we can assume that the bounce respects an $O(3)$ symmetry and that it is described by a spherical bubble of radius $R$ centered on the domain wall. The difference in energy between the bubble configuration and the false vacuum (corresponding to the unperturbed domain wall) is

$$E(R) = 4\pi R^2 \sigma_B - \frac{4}{3} \pi R^3 \Delta V - \pi R^2 \sigma_{DW}. \quad (37)$$

Here $\sigma_B$ is the bubble tension and $\Delta V$ is the (positive) potential difference between the false and the true vacuum. The domain wall tension is

$$\sigma_{DW} = \frac{4}{3} \sqrt{\frac{1}{2} \nu_s}, \quad (38)$$

where $\nu_s$ here denotes the temperature dependent vev of $S$. The first two terms in (37) are the usual surface term and volume term of a first order phase transition in homogeneous space [57, 58, 59]. Assuming that the presence of the domain wall does not affect significantly the shape and tension of the bubble, the tension $\sigma_B$ can then be estimated with standard techniques developed for first order phase transitions. For the case of a model with two scalar fields we illustrate a procedure to derive it in Appendix A. The last term in (37) is due to the presence of the domain wall, and characterizes the energy difference between the initial configuration with an extended domain wall, and the bounce configuration where the domain wall has a hole of radius $R$. The critical radius for the bubble to be created thermally can be obtained by extremizing the energy with respect to $R$, finding $R_c = \frac{2}{3} \Delta V (\sigma_B - \sigma_{DW}/4)$.

In Fig. 2 we display a representation of the energy of the nucleated bubble as a function of the radius $R$, both for the case without the domain wall corresponding to the homogeneous transition, and for the case with the domain walls. As it is clear also from Eq. (37), the presence of the domain wall makes the energy necessary to reach the critical radius smaller than in the case of the homogeneous transition. Note that this does not guarantee a priori that the seeded phase transition will dominate over the homogeneous one, since the nucleation condition is different, see Eqs. (3) and (4).

Given the expression for the energy (37), the rate for the thermal transition is $\propto \exp(-E(R_c)/T)$, and hence we can estimate the thermal bounce action as

$$\left( \frac{S_3}{T} \right)_{TW} \simeq \frac{16\pi (\sigma_B - \sigma_{DW}/4)^3}{3T \Delta V^2}, \quad (39)$$

where here the subscript indicates that we have considered an $O(3)$ spherical bubble geometry. Note that in the limit $\sigma_{DW} \to 0$ this expression reduces to the standard $O(3)$ bounce action for bubble nucleation for a homogeneous phase transition at finite temperature [57]. The net effect of the presence of the domain wall, in comparison with the homogeneous tunneling, is to reduce the bubble tension to an effective tension $\sigma_B - \sigma_{DW}/4$.

Let us now discuss how the previous estimate of the thin wall bounce action can be improved by taking into account that the symmetry of the bubble is actually not $O(3)$ but only $O(2)$. Indeed, when the domain wall tension is large and comparable to the bubble tension, the bubble of true vacuum has a lower energy if it gets flatter around the domain wall.

One may then consider different geometrical shapes for the bubble. A simple ansatz respecting a $O(2)$ symmetry is a spheroid centered on the domain wall with the two radii on the domain wall plane taken to be equal. In this case the energy difference between the bounce and the initial configuration is

$$E(R_1, R_2) = \Sigma(R_1, R_2) \sigma_B - \frac{4}{3} \pi R_1^2 R_2 \Delta V - \pi R_1^2 \sigma_{DW}. \quad (40)$$

where $R_1$ is the size of the two radii in the plane of the domain wall, and $R_2$ is the radius perpendicular to the domain wall plane. $\Sigma(R_1, R_2)$ denotes the spheroid surface. Given the tensions and $\Delta V$, this energy should be extremized numerically for $R_1$ and $R_2$ to find the critical radii $R_1^c$ and $R_2^c$. The thermal bounce action is then estimated in this case as $(S_2/T)_{TW} \simeq E(R_1^c, R_2^c)/T$. Note that in principle, the bubble tension in (40) is also a function of the radii $R_1$ and $R_2$, since it can change as a function of the curvature on the spheroid. In the following, we will instead approximate $\sigma_B$ in (40) with the tension computed assuming $O(3)$ symmetry, which is an underestimation of the $O(2)$ tension.

Let us finally note that when the tension of the domain wall, $\sigma_{DW}$, becomes of the order of the bubble tension, $\sigma_B$, the critical radius in Fig. 2 goes to zero and so does
the bounce action, signalling that the phase transition is not first order. This behaviour actually corresponds to
the same classical instability described in the previous
sections, and it occurs at \( \sigma_B \sim \sigma_{DW}/4 \) and \( \sigma_B \sim \sigma_{DW}/2 \)
for the \( O(3) \) and \( O(2) \) bounces, respectively. However, this typically happens at temperatures significantly lower
than \( T_c \) where the thin wall approximation is not precise, and in the following we shall rely only on the condition
discussed around Eq. (33) to identify this behaviour.

V. RESULTS

The Higgs–singlet model depends on three independent
parameters \((m_S, \kappa, \eta)\) according to the potential \[(7)\],
where \( m_S \) is the singlet mass in the electroweak vacuum
as given in \[(6)\]. As mentioned in Sec. [II] we will here
focus on the region of parameter space where a two–step
phase transition occurs, so that the domain walls formed
in the first step can act as seeds for the second one.

The general outcome of our study is that the seeded
vacuum decay is always found to be the fastest process
compared to the homogeneous tunneling. In addition,
regions of the parameter space where the fields would
stay trapped if domain walls were neglected become now
viable due to the seeded tunneling. An overview of our
results is shown in Fig. 3 where we have performed a scan
over the parameter space in terms of the portal coupling
\( \kappa \) and the singlet quartic \( \eta \), fixing the singlet mass to
\( m_S = 180 \) GeV as a representative value.

The red–shaded regions in Fig.3 are those where the
homogeneous phase transition is expected to be first or-
der. The corresponding tunneling rate is sufficiently fast
until the red solid line is reached, below which bubbles
fail to nucleate. When taking into account the presence
of the domain walls, however, the phase transition is found
to proceed always via seeded false vacuum decay in all
the parameter space according to either of the mecha-
nisms of Sec. [II] In the dark red region this is due to the
seeded nucleation being faster than the homogeneous one.
In the blue region the homogeneous bubbles would actually fail to nucleate and the only relevant process there is seeded nucleation. Below the dotted
blue line the barrier for the seeded tunneling persists also at
zero temperature, and the fields may be trapped if the nucle-
ation rate is too small. This is the case for the points below
the purple line which are then not viable. The benchmark
point close to the no–nucleation line indicated by the blue
star will be discussed in detail in Sec. [V C].

A. The rolling

We here discuss in more detail the case in which the
domain walls become unstable already above the critical
temperature. Let us assume that the first instability oc-
curs at \( T_r > T_c \) and corresponds to \( \omega_0^S(T_r) \) turning negative.
This signals that the linearized equation of motion
for the 4d Higgs field in the domain wall background
supports at least one solution in which perturbations
grow exponentially in time. Since we are still above \( T_c \),
this will eventually result in a new (stable) domain wall
configuration with a non–vanishing Higgs profile. When
the temperature drops below \( T_c \), these configuration will
eventually dissociate completing the phase transition.

We shall first consider classical instability in a toy
benchmark for which the new stable configuration above
\( T_c \) can be obtained exactly, and later on discuss the rel-
ence for the electroweak phase transition. This will
allow us to validate our method based on the KK de-
composition presented in Sec. [V] by comparing it against
these exact results.

Setting \( \eta = 1 \) and \( m = 1 \) (which is possible thanks to
field redefinitions and rescaling of the space time coordinates) the potential \[S(z) = \tanh(z/\delta),\] (41)
\[h(z) = \sqrt{1/\kappa + 2\mu^2/\kappa - 2 \text{sech}(z/\delta)},\] (42)
where \(\delta = (\kappa - \mu^2)^{1/2}\).

We can now try to approximate this exact result in our 3d theory, where the problem of finding the stable configurations (41) and (42) is equivalent to searching for the minimum of the potential \(V\). Discrete and scattering states will then take a vev in the new vacuum, thus modifying the overall profiles along \(z\) according to the superposition in (42).

In practice there are three ways to minimize the 3d potential: \(i\) Include a (large enough) number of scattering states together with the discrete modes and minimize a multi field potential. This way is the most reliable but it may become unpractical for a large number of fields. \(ii\) Include a (large enough) number of scattering states and integrate them out at tree level in favour of an effective potential for \(h_0\) and \(s_0\) only, according to the discussion in Sec. IV A. \(iii\) Neglect the scattering states altogether and minimize the quartic potential for \(s_0\) and \(h_0\) in (26). This corresponds to the lowest level of accuracy.

We compare these different options in Fig. 4 for a representative choice of \(\mu^2\) and \(\kappa\). The exact solutions (41) and (42) are shown by the blue lines. The results employing \(i\) are shown in orange, where we have included KK states up to masses \(\sim 10|\omega^0|\) for the two towers, and taking the size of the box to be \(2L \approx 50 m^{-1}\). The green line shows the solution integrating out KK states according to \(ii\) up to masses \(\sim 15|\omega^0|\) with \(O(1/m_{KK}^4)\) accuracy, using the same value for the size of the box. Finally, the red line is obtained by neglecting altogether the KK contribution to the potential according to \(iii\), and is based on the terms given in (26).

As we can see, options \(i\) and \(ii\) provide a quantitative agreement with the exact result, and improve on the simplest approach \(iii\). The location of the global minimum in terms of \(h_0\) turns out to be \(h_0 \approx 1.7\), and the ratio in (29) evaluates to \(\approx 0.3\) confirming the reliability of the expansion.

After having validated our 3d methods by reproducing these non–trivial results, let us now move to study more phenomenologically interesting benchmarks in the singlet–extended SM, where the unperturbed domain wall can develop an instability above \(T_c\) in some part of the parameter space.

We find that this is in fact the case in the region shaded in dark red in Fig. 3 for the choice \(m_S = 180\) GeV, (whereas this is never realized in our other scan in Fig. 5 with \(m_S = 250\) GeV). For these points we find that the rolling temperature \(T_r\) is only slightly above the critical temperature, so that a stable domain wall with a Higgs core may last only shortly. When the temperature drops below \(T_c\), no global minimum is found in the region where the effective theory is valid, in agreement with the intuition that domain walls with a non–vanishing Higgs profile should start dissociating when the true vacuum is the one with \(S = 0\).

The seeded vacuum decay in this case may resemble a very weakly first–order electroweak phase transition occurring at \(T_c\), with the notable difference that the process is not controlled by the bubble nucleation rate, but rather by the number of domain walls per hubble patch and their velocity [7]. This means that the time for completing the phase transition may differ significantly when compared to this first–order analogue. Possible phenomenological implications are discussed in more detail in Sec. VII.

Figure 4. The new stable configuration approached by the system following an instability of the unperturbed domain wall above the critical temperature in a toy benchmark of the Higgs–singlet model. The \(h\) and \(S\) profiles are respectively even and odd for \(z \rightarrow -z\). The dashed gray line shows the unperturbed domain wall which turns unstable when \(\omega_0^2 < 0\). Blue lines show the exact profiles of the stable configuration. The remaining colorful lines approximate the exact solutions according to the 3d methods discussed in the text: \(i\) minimizing the multi field potential (orange), \(ii\) integrating out the KK fields at tree level and minimize the effective–field potential for the discrete states (green), \(iii\) neglect altogether the KK states and minimize the effective–field potential for the discrete states (red). Once the minimum in terms of the 3d fields is found in the various approximation schemes, the overall profile along \(z\) can be reconstructed via (12). The model parameters were taken to be \(m = 1, \eta = 1, \mu^2 = 5/12\) and \(\kappa = 2/3\) (with these choices one also has \(v_s = 1\)).
Figure 6. Benchmark point for $m_S = 250$ GeV with $\kappa = 1.3$ and $\eta = 1.6$. The gray horizontal lines indicate the thresholds for a cosmologically fast tunneling at the electroweak scale for a homogeneous phase transition and for a transition seeded by domain walls, as discussed in Sec. III. The dashed vertical line indicates the temperature at which the (thermal) barrier for the seeded tunneling vanishes so that the corresponding bounce action approaches zero. The red line refers to the $S_3/T$ action for the homogeneous tunneling. The inhomogeneous action $S_3/T$ is shown according to the various approximations discussed in the text, namely neglecting the continuum KK states (green), in the effective theory at $O(1/m_{KK}^2)$ (orange) and $O(1/m_{KK}^4)$ (blue) accuracy, and in the thin wall approximation, which is reliable close to the critical temperature, with a $O(3)$ (purple) and $O(2)$ (light purple) ansatz for the bubble. By this latter method we estimate the nucleation temperature to be $\sim 0.96 T_c$ in this benchmark. The gray–shaded area corresponds to the temperature range in which none of the various methods implemented here can be applied reliably.

B. The tunneling

Let us now move to investigate the other possibility in which the mass of the discrete Higgs mode $\omega_0^2(T)$ is positive for a range of temperatures below $T_c$, implying that the seeded phase transition will proceed via bubbles nucleated inside the domain walls.

As mentioned at the beginning of this section, this process is the relevant one in the parameter space shaded in light red in Fig. 3 with $m_S = 180$ GeV. The same behaviour persists also when changing the mass of the singlet scalar to $m_S = 250$ GeV, as shown in Fig. 5 (with the only qualitative difference that the region of classical instability is no longer found).

In order to assess whether the phase transition will be completed via homogeneous or seeded tunneling, we have compared the homogeneous action $S_3/T$ with the inhomogeneous action $S_2/T$, taking into account the different nucleation conditions derived in Sec. IV.

The bounce action $S_3/T$ can be evaluated as a function of the temperature with the help of CosmoTransitions and FindBounce from the temperature–dependent 4d potential. As mentioned in Sec. IV, a full–fledged implementation of the thermal corrections is challenging for the formalism based on dimensional reduction. In order to make a consistent comparison we shall then use the high temperature approximation also for $S_3/T$.

The action $S_2/T$ can be computed in the 3d theory following three levels of approximations similarly to what discussed in the previous subsection. The difference here is that the option $ij$ that keeps the KK states in the theory becomes quickly unpractical as this would require to solve a multi–field bounce. For this reason, we will only study the two–field problem for the discrete modes $h_0$ and $s_0$ with different level of accuracy, namely in the effective theory where the continuum KK states are integrated out at $O(1/m_{KK}^4)$ and $O(1/m_{KK}^2)$, and neglecting the KK states altogether. Once the effective potential is obtained with these different approximations, we can find the bounce solution with the help of CosmoTransitions since the $O(2)$ bounce requires to set $d = 2$ for the spacetime dimension.

A comparison between the various tunneling rates for the benchmark indicated by the red star in Fig. 5 with $m_S = 250$ GeV, $\kappa = 1.3$ and $\eta = 1.6$, is shown in Fig. 6. For this benchmark the critical temperature is $T_c \approx 110$ GeV, whereas the spontaneous $Z_2$ breaking happens at $T_b \approx 140$ GeV. The 4d theory is such that the barrier between the false ($0, v_s$) and true ($v, 0$) vacuum is non–vanishing also at zero temperature. On the other hand, the $h_0$ mass in the 3d theory turns negative at the would–be rolling temperature $T_r \approx 0.67 T_c$, meaning that the
barrier for the seeded tunneling is only thermal.

The homogeneous bounce action is plotted in red and the nucleation condition is satisfied at $T \sim 0.8 T_c$. The action $S_2/T$ for the seeded tunneling is shown according to the various approximations at the order $O(1/m_{KK}^4)$ (blue), $O(1/m_{KK}^2)$ (orange), and neglecting the continuum states (green). At low temperatures close to the rolling at $T_c$, the barrier is small and the release point is very close to the origin. The effective operators arising from the exchange of the KK states are thus suppressed and all the approximation schemes give the same result. At higher temperatures the effect of the continuum states is more and more important, and around $T/T_c \sim 0.82$ it becomes crucial in making the origin $(0,0)_{3d}$ metastable. For this reason the prediction obtained considering only the discrete states starts departing from the other two.

The effective theories at $O(1/m_{KK}^2)$ and $O(1/m_{KK}^4)$ still agree with each other for $T \lesssim 0.9 T_c$. For higher temperatures the release point starts to leave the region of validity, with $\theta^2$ being $\gtrsim O(1)$, and calculability is lost. This corresponds to the gray–shaded region in Fig. 6. In fact, very close to $T_c$ the energy difference between the false and true vacuum is small. This means that a larger bubble is needed for the energy gain to compensate its tension. This bubble will then become more and more spherical, thus probing more and more the direction orthogonal to the domain wall. From the point of view of our 3d theory, this requires a number of KK continuum states to be excited, thus explaining the loss of validity of the effective theory.

However, in this very limit the bubble wall becomes thin, so that we can apply the approximation discussed in Sec. IV B. The prediction according to the $O(3)$ and $O(2)$ bounce actions in the thin wall limit are shown in Fig. 6 by the purple and light purple line, respectively, until $T = 0.95 T_c$, below which the thin wall approximation becomes less accurate. This information can nonetheless be used to estimate the nucleation temperature to be around $T \sim 0.96 T_c$ in this benchmark, and to complement the effective theory calculation of $S_2/T$ in the region close to the critical temperature. For illustration, in Appendix B we employ the thin wall approximation to estimate the nucleation temperature also for other points in the parameter space explored in Fig. 6.

We can then summarize our findings as follows. First of all, it is clear that in this benchmark point the seeded tunnelling is faster than the homogeneous one, since at the time of the would–be homogeneous nucleation the seeded bounce action is well below its nucleation condition. The light red regions in Fig. 3 and Fig. 4 are in fact identified in this way.

Secondly, we have encountered a rather generic feature of the 3d effective theory, namely the fact that it works the best at lower temperatures where the bubble is thick, and that it will necessarily break down close to the critical temperature. This shows an interesting complementarity with the thin wall approximation, which is instead most reliable in the opposite regime close to $T_c$. In general, a gap of calculability is expected for intermediate temperatures, as indicated by the gray zone in Fig. 6.

C. The bubble

As discussed in the previous subsection, the closer the seeded nucleation is to the critical temperature the more we can expect the bubbles to approach a spherical symmetry. Away from this limit, instead, the presence of the catalyzing domain wall will generally favor a spheroidal shape in which the size of the critical bubble along the domain wall plane is bigger than the one in the orthogonal $z$ direction.

Let us here investigate the properties of the seeded bubbles in detail within the 3d formalism for the benchmark point indicated by the blue star in Fig. 6 with $m_\phi = 180$ GeV, $\kappa = 1$ and $\eta = 2.2$. The critical temperature is $T_c \simeq 60$ GeV, whereas $T_d \simeq 180$ GeV. In this region of parameter space the homogeneous nucleation is very slow and the transition can be completed only via seeded tunneling. This benchmark is also rather close to the no–nucleation condition, so that we can expect the transition to take place significantly below the critical temperature, where the thin wall approximation can be hardly applied. In addition, the 3d barrier here persists also at $T = 0$ so that the bounce action $S_2/T$ will asymptotically grow at low temperatures.

Our results for $S_2/T$ are presented in Fig. 7. In the simplest approximation that neglects the continuum KK states, the metastability of the 3d vacuum $(0,0)_{3d}$ is not
captured at all, and thus no prediction for the tunneling can be obtained (unlike for the benchmark point shown in Fig. 6, where the vanishing of the barrier at the rolling temperature ensures a range of validity for this approach).

The solid lines in Fig. 7 are obtained according to the effective 3d potential at $O(1/m^4_{\text{KK}})$ (blue) and $O(1/m^3_{\text{KK}})$ (orange). The dashed lines are similarly based on integrating out the KK states with the corresponding accuracy. The actual effective potential for $h_0$ and $s_0$ is however re-evaluated by substituting the profiles of the KK states obtained as a function of $h_0$, $s_0$ back in the 4d potential. The numerical integration over $z$ then gives an effective 3d potential that contains higher-order terms. The discrepancy between the dashed and solid lines can then be used as a further estimate of the theoretical uncertainty.

As we can see from Fig. 7, all the different levels of approximation agree at lower temperatures as the release point is there closer to the origin. This is already enough to conclude that the phase transition will certainly be completed as there is a range of temperatures for which $S_2/T$ is below the nucleation condition with small uncertainty. Points belonging to the blue regions in the scan plots of Fig. 3 and Fig. 6 are in fact conservatively determined in this way.

At higher temperatures, the release point moves further away from the origin and the theoretical uncertainty increases. We can nonetheless estimate the nucleation to be at $T \sim 0.5T_c$ according to the dashed blue line, and look at the bounce solution at this temperature to illustrate the general shape of the seeded bubbles.

The Higgs and singlet bounce profiles at the estimated nucleation temperature are shown in Fig. 8 as contour plots in the $(\rho, \zeta)$ plane, where $\rho = mr$ is the polar coordinate in the domain wall plane rescaled by the inverse of the domain wall width, and similarly for $\zeta = mz$ along the orthogonal direction. The Higgs profile is shown by three contour levels where it takes values 0.8 (solid), 0.6 (dashed) and 0.4 (dotted) times the value at the center of the bubble, $v_r \simeq 200$ GeV at $(r = 0, z = 0)$. The singlet field normalized to $v_s \simeq 110$ GeV is shown according to the color code in orange. The unperturbed domain wall profile at $\rho \rightarrow \infty$ is modified to host a non vanishing Higgs vev at $\rho = 0$. For $\zeta \rightarrow \pm \infty$ the false vacuum $(h = 0, S = \pm v_s)$ is approached everywhere.

VI. DISCUSSION

Our results in Sec. V show that domain walls can act as local impurities at the time of electroweak symmetry breaking, and can thus have a strong impact on the dynamics of the phase transition. Interestingly, all the ingredients for this to occur are already present in the minimal extension of the SM including a $Z_2$-odd real scalar singlet undergoing a two-step phase transition. The tunneling process catalyzed by the domain walls is studied with a new method based on dimensional reduction, by which the seeded phase transition is reduced to a standard homogeneous problem in 3d, and in a complementary way by employing the thin wall approximation. Our conclusion is that in the parameter space under consideration the vacuum decay seeded by domain walls is always faster than the homogeneous tunneling, and it ultimately determines the phenomenological properties of the phase transition. In addition, new regions of parameter space where the fields would be trapped in the false vacuum become now viable as a result of the inhomogeneous tunneling.

We shall now discuss the phenomenological implications of a catalyzed electroweak phase transition.

First of all, the gravitational wave signal in this scenario will be mainly controlled by the parameter $\xi$ counting the number of defects per Hubble volume $[7]$. This in fact determines the duration of the phase transition by setting the initial average distance between the domain walls. In the case of rolling, the walls will start disso-
ciating as a whole with velocity $v$ around $T_c$, and will then collide with an inverse time scale $\sim v \xi(T_c) H$. If instead the transition proceeds by inhomogeneous tunneling, bubbles will be nucleated on the domain walls with a standard rate $\sim 100 H$ setting the time scale for the collisions inside the domain walls. The collision with bubbles from the nearby walls will on the other hand depend on the average distance, thus giving an inverse time scale $\sim v \xi(T_c) H$. Characteristic features may then appear in the gravitational wave spectrum associated to these two types of collisions.

The amplitude of the gravitational wave signal from a catalyzed phase transition can then be significantly larger than the one from its homogeneous counterpart provided that $\xi < 100$, as this effectively corresponds to take a naturally smaller value for the inverse duration of the phase transition. Two–step phase transitions in which there is a larger gap in temperature between the steps are more transition. Two–step phase transitions in which there is a larger gap in temperature between the steps are more than the one from its homogeneous counterpart provided that $\xi < 100$, as this effectively corresponds to take a naturally smaller value for the inverse duration of the phase transition. Two–step phase transitions in which there is a larger gap in temperature between the steps are more promising in this regard, as domain walls will have more time to reach the scaling regime where $\xi \sim O(1)$. In addition, the sizeable violation of spherical symmetry of the seeded bubbles can contribute to induce the production of gravitational waves. A quantitative analysis of these different effects is left for future work.

Let us now comment on how electroweak baryogenesis may be realized in this scenario in connection with a possible origin of the $Z_2$ symmetry. The singlet and the Higgs scalars may in fact arise as pseudo Nambu–Goldstone bosons in the next–to–minimal composite Higgs model \[57\] based on the SU(4)/Sp(4) coset. The $Z_2$ symmetry comes then from the automorphisms of this coset and can be identified with $\mathbb{C}P^1$ in the scalar sector, with the Higgs and the singlet being even and odd, respectively. Since a vacuum expectation value for $S$ breaks $\mathbb{C}P^1$ spontaneously, the model can lead to successful electroweak baryogenesis during the second step of the phase transition. However, if the two possible configurations $\langle S \rangle = \pm v_s$ are equally probable, any asymmetry produced via this mechanism will eventually average out when combining the contributions of the two different domains. This issue was circumvented in Refs. \[54, 60\] by adding a small explicit breaking of $\mathbb{C}P^1$ so that domain walls will collapse before the electroweak phase transition, leaving the Universe with a single homogeneous value of $v_s$ when baryogenesis takes place. Alternatively, the $Z_2$ symmetry may never be restored at high temperatures eliminating altogether the formation of the different domains \[68\]. However we remark that the presence of a small bias induced by Planck–suppressed operators (as discussed in Sec. III) could prevent the cancellation of the baryon asymmetry by favoring a slightly larger volume corresponding to one minimum over the other, as also noted in Ref. \[54\], without necessarily collapsing the domain walls at the time of the electroweak phase transition.

Let us conclude this section by noticing that defects, and in particular domain walls, can form and act as impurities also in models with a richer symmetry breaking pattern than the one studied in this paper. This may occur for instance in extensions of the SM with new electroweak scalars \[69, 72\], but it can also be relevant for symmetry breaking chains happening at higher energies in scenarios where the SM gauge group is embedded in a larger group \[73, 76\]. We expect that the strategy developed here may be similarly applied to these scenarios as well, possibly involving other types of defects such as for instance in the case of cosmic strings.
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Appendix A: Bubble tension in the thin wall approximation

In this Appendix we discuss how we can estimate the tension of the bubble in the thin wall limit for a multifield potential. The tension in the thin wall approximation is the one–dimensional bounce action evaluated across the bubble wall \[57, 65, 66\]

$$S_1 = \int_{R-\delta R}^{R+\delta R} \sum_i \frac{1}{2} \left( \frac{d \phi_i}{dr} \right)^2 + V(\phi_i) dr,$$  \hspace{1cm} (A1)

where we will normalize $V(\phi_i^f) = 0$ for simplicity. Using the equation of motion in the thin wall approximation, one can simplify this expression and get

$$S_1 = \int_{R-\delta R}^{R+\delta R} 2V(\phi_i) dr.$$  \hspace{1cm} (A2)

Since the expressions for the bounce profiles $\phi_i$ are not known, it is useful to make a change of variables in the integral, moving from the radius to the fields themselves as done in the standard one-field case. In multi-field potentials, this is complicated by the fact that we do not know the path in field space that minimizes the tension. We shall here consider as optimal path the one that minimizes the scalar potential $V(\phi_i)$. Specializing to the two field case (having in mind the application to the Higgs–singlet model of the main text), we can parametrize this path by using $\phi_1$ and defining a function

$$\phi_2(\phi_1) \quad \text{with} \quad \phi_2(\phi_1^f) = \phi_2^f \quad \phi_2(\phi_1^0) = \phi_2^0 \quad (A3)$$

that follows the path that minimizes the scalar potential. The function $\phi_2(\phi_1)$ can be easily found numerically. We
can then make the change of variable from \( r \) to \( \phi_1 \) and find the Jacobian of the transformation by using again the equation of motions in the thin wall approximation. We then obtain

\[
S_1 = \int_{\phi_1^0}^{\phi_1^f} \sqrt{1 + \left( \frac{d\phi_2}{d\phi_1} \right)^2} 2V(\phi_1, \phi_2(\phi_1))d\phi_1. \tag{A4}
\]

In order to minimize the tension, the lower extremum of the integral is defined as the closest point to \( \phi_1^f \) along the path such that \( V(\phi_1^f, \phi_2(\phi_1)) = V(\phi_1^f, \phi_2^f) \). As expected, this expression reduces to the standard thin wall tension for one-field if \( \phi_2 \) is actually a constant along the path.

**Appendix B: Estimate of the nucleation temperature**

In this Appendix we push the thin wall approximation to its limit of validity and estimate the nucleation temperature moving more and more away from \( T_c \). We consider a vertical slice of the parameter space explored in Fig. 9 by fixing \( \kappa = 1.3 \) while varying \( \eta \). For each value of \( \eta \) we compute the \( O(3) \) and \( O(2) \) thin wall bounce action as described in Section [IVB] and we derive the corresponding nucleation temperature by the condition \( \eta \). Our results are shown in Fig. 9 where we have also included the homogeneous nucleation temperature \( T_n^{\text{hom}} \) evaluated with \texttt{FindBounce} for comparison.

As we can see, the \( O(2) \) and \( O(3) \) approximations give similar results close to \( T_c \), with the \( O(2) \) ansatz providing in general a higher nucleation temperature (or equivalently a smaller action). The behaviour shown in Fig. 9 agrees with the picture that the seeded phase transition on the domain walls anticipates the would–be homogeneous nucleation, as \( T_n^{\text{seed}} > T_n^{\text{hom}} \) for all the relevant values of \( \eta \).
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