Counterfactual Thermodynamics: Extracting work from a lack of macroscopic change
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A sudden change in the macroscopic parameters of a system will cause it to depart from equilibrium. In this paper we study how a lack of change can also inform of such a departure, and allow for work extraction. Potential events that are unrealized can provide information pertaining the microstates of the system, essentially playing the role of a passive Maxwell demon, thereby allowing one to infer details about the microstate probability distribution. Here, we first qualitatively argue that this effect is present and consequential in almost every physical system, but is ignored in the standard formulation of equilibrium statistical mechanics. Then, as a case study, we quantitatively investigate the local and global thermodynamic properties of an ideal gas placed in a fragile container that nevertheless, does not burst. This non-event indicates a departure from equilibrium and allows work extraction from the system. It also leads to corrections to the heat capacity of the gas.
I. INTRODUCTION

Intuition suggests that if the macroscopic parameters of a closed system are kept constant, the system will approach thermodynamic equilibrium. This need not be the case. Here we study the thermodynamic properties of a simple system in which the absence of macroscopic change constitutes a continuous stream of information which indicates a departure from equilibrium, and allows work extraction from the system.

Consider for example, a gas sampled from a thermal bath, in equilibrium, with temperature $T$ and placed in an isolated container such that neither the gas nor the container undergoes an observable macroscopic change during some time $\tau$. At this stage, the fact that the container has not burst or deformed or leaked so far, informs that no molecule above a critical energy has yet hit the walls of the container. Since the original Boltzmann distribution actually included such high energies, the statistical description of the gas must be modified as a function of $\tau$. In this example, a non-event informs us of a position and time dependent energy distribution. The lack of an equilibrium-disrupting event is indicating a departure from equilibrium.

In similar vein, consider a molecule placed in a gas with which it can react explosively upon a sufficiently energetic collision. The lack of such an explosion indicates that there were no high-energy particles on the trajectory of the molecule. In other words, we can infer a region of low temperature - a cold trail - on the path of the explosive molecule.

Of course, similar qualitative arguments can be made more generally for other macroscopic non-events: Lack of chemical and nuclear reactions, evaporation and condensation, adsorption and desorption, dissolution and precipitation all occur when system constituents are within a specific energy window, and typically with higher likelihood near certain locations. Any system that has a potential to undergo such processes starts revealing its microstates every moment this potential is not realized. The longer nothing happens, the more information one gathers about the system, and the further away the system has departed from its original state of equilibrium.

This odd conclusion does not stem from the semantics of what is meant by thermodynamic equilibrium. It has concrete physical consequences. Since local information can be used to extract work, we will show that a lack of change in a system can also allow work extraction.

We will start with a specific system – an ideal gas placed in a non-bursting fragile container –, and quantify the local deviations from the Gibbs-Boltzmann distribution, as well modifications to global thermodynamic properties of a simple system, as a function of the time $\tau$ during which the container remains intact. We will show that a local temperature variation, as inferred by the non-event, as well as the evolving difference in global temperatures between the container and the original thermal bath, can be used to generate some amount of work, $W(\tau)$, which we will quantify.

Interestingly, based on the duration of the non-event, we can also make retrodictions and predictions (similar to [10, 11]) about the past and the future of the local temperature distribution in the container. Furthermore, we also show how the heat capacity $C_v(T) = dE/dT$ of the gas must also be modified in light of the non-event.

Of course, none of this violates any fundamental laws of physics. The statistical distribution of a system in phase space can be changed by performing measurements whose outcome restricts the space of microstates available to the system [6, 7, 12, 15], thereby turning the equilibrium state into a fluctuation state. Such deviations from equilibrium were
**Fig. 1:** Inferred local mean energy at $t = \tau$, for a 1D fragile container. Also see corresponding videos included as supplemental material. $N = 100, v_c = 2, k_B T = L = m = 1$ and the container domain is divided into 20 bins. The error bars show the standard error for $10^7$ Monte Carlo samples.

first quantified by the fluctuation theorems [20–29], and have interesting consequences such as second law violation. They have since been generalized to quantum systems and systems with feedback control [30–35]. The study of the fluctuations of a system and the information contained in them forms the subject of stochastic thermodynamics [36–42]. Like almost all the results in this field, our predictions, while valid for systems of any size, can be most easily observed in finite particle systems.

As we conclude our introduction, we should point out that whether a measurement of a microstate causes a deviation from equilibrium or simply informs of such a deviation has been an issue of considerable debate [43–46]. Depending on one’s philosophical inclinations the present paper can be read in two ways. A Bayesian who thinks that an update in our subjective knowledge of a system causes an update in its entropy might interpret the local energy fluctuations as “deviations from equilibrium caused by a lack of change”. In contrast, a frequentist will treat the container of gas as a member of an imaginary ensemble of similar containers, and will view the non-event as a revelation of what kind of a container was “picked” from this ensemble. In this interpretation the local energy fluctuations were already present in the container and the lack of change informs the observer of their presence. While we find merit in both interpretations, in the present context we prefer to leave it aside, and anchor our discussion solely on concrete physical observables such as energy distribution, heat capacity and work extraction.

**II. MODEL**

Suppose that $N$ ideal-gas particles are sampled from a heat bath of temperature $T$ and placed in an isolated cubical container of size $L$. Suppose further that the container walls undergo a macroscopically visible change when hit by a particle whose normal velocity component is greater than a critical velocity, $v_c$. We refer to this event as a detection.
Protocols for detecting high energy particles using walls of a container have been discussed in the context of explosions \cite{47}. Chemical reactions caused by high velocity particles, including ignition and explosions, have also been studied extensively \cite{48,49,50,51}.

Let $\tau$ be a time period of no detection and $E(\vec{r}, t)$ be the energy density in an infinitesimal volume around $\vec{r}$ at time $t$. We use the Bayes’ theorem to infer the probability that the energy density at $\vec{r}$ at time $t$ is $E(\vec{r}, t)$,

$$P(E; \vec{r}, t | \tau) = P(\tau | E; \vec{r}, t)P_a(E; \vec{r}) / P(\tau).$$

(1)

Here, $P(\tau) = \int dE P(\tau | E; \vec{r}, t)P_a(E; \vec{r})$ is an integral over all possible $E(\vec{r}, t)$, and the a-priori probability distribution, $P_a(E; \vec{r})$ is defined below. For simplicity, we now consider particles in a one-dimensional box. The following equations can be easily generalized to higher dimensions. The a-priori probability that a single particle in 1D has energy $E$ and is at a point $x$ is

$$P_{a,1}(E, x) dEdx = \exp(-E/kT)(dx/L)(dE/\sqrt{\pi kT E}).$$

(2)

Whereas for $N$ particles with energies and positions $\{E_i, x_i\}$, the a-priori probability density of total energy density $E$ at position $x$ is,

$$P_{a,N}(E, x) = \int \prod_{i=1}^{N} (dE_i dx_i) P_{a,1}(E_i, x_i) \delta [E - \sum_{j=1}^{N} E_j \delta (x - x_j)].$$

(3)

The summation over $j$ inside the $\delta$ function adds the energies of all particles that are close to $x$. The integral of the product over the index $i$ sums over all possible combinations of the positions ($x_i$) and energies ($E_i$) weighted by the corresponding probability density.

In a 1D container, a detection can occur at either at 0 or $L$. For this to happen before some time $\tau$, there must be a particle with a velocity greater than $v_c$ and that particle should reach one of the walls before time $\tau$. Therefore, the conditional probability of no detection before $\tau$ given the energies and positions of the $N$ particles is,

$$P_N(\tau | \{E_i, x_i\}, t) = \prod_{i=1}^{N} \theta(E_i - E_c) \eta(E_i, x_i)$$

$$\eta(E_i; x_i) = \frac{1}{2} [\theta(t - \tau - x_i \sqrt{2mE_i / c^2}) + \theta(t - \tau - (L-x_i) \sqrt{2mE_i / c^2})].$$

(4)

where $\theta$ is the unit step function, and $E_c = mv^2 / 2$. The two step functions in time are for two possible velocities, $\pm v_i$ that would lead to detection at $x = L$ and $x = 0$. The total energy density as a function of position and time, $E(x, t)$, can easily be obtained from particle energies and positions, $\{E_i, x_i\}$, by binning $-E(x, t) = \sum_{i=1}^{N} E_i(t) \delta (x - x_i(t)).$

We can then obtain $P_N(\tau)$ by integrating over all possible energies and positions of the particles,

$$P_N(\tau) = \int \prod_{i=1}^{N} (dE_i dx_i) P_{a,1}(E_i, x_i) P_N(\tau | \{E_i, x_i\}, t).$$

(5)

2D and 3D analogs of the above equations can be obtained by the same procedure. We can now substitute the expressions for $P_N(\tau)$, $P_{a,N}(E, x)$ and $P_N(\tau | E; x, t)$ (obtained by binning) into eq. \cite{1} to obtain the inferred local energy distribution, which we discuss in the following section.
FIG. 2: Heat maps of the local mean energy of an ideal gas in a 2D fragile container. Also see corresponding videos included as supplemental material. \( \tau \) is varied along rows. Different columns show the inferred state of the system at different times, \( t \) at present time \( \tau \). The total number of Monte-Carlo trials is \( 10^6 \), \( k_B T = 1 \), \( v_c = 2 \), \( N = 500 \) and the box is divided into 625 bins in all cases. \( M \) is the number of trials in which there was no detection until \( \tau \). \( k_B = L = m = 1 \).
III. VARIATIONS IN LOCAL MEAN ENERGY

The probability distributions in eqns. 3, 4 and 5 are then substituted into eqn. 1 to yield an energy distribution $P(E(\vec{r}, t)|\tau)$ at every location $\vec{r}$. In Fig.1 and Fig.2, we use this distribution to plot the local mean energy $\langle E(\vec{r}) \rangle$ for various values of $\tau$. We can interpret this as the temperature variations within the container, as local mean energy is a convenient proxy for local temperature [5, 52].

We evaluate the integrals in eqns.3-5 and their respective 2D analogs by Monte-Carlo integration. To do so, we first generate $10^6$ sets of initial positions and velocities with the a priori distributions for $N$ particles. We then select the configurations that lead to detection times greater than $\tau$ and calculate the local mean energy of those configurations.

In the one dimensional system, we observe a higher energy density near the detecting end-points for small $\tau$, indicating that high energy particles are close to the end-points and moving towards them. As $\tau$ increases, the high energy particles must be closer to the center, hence a single peak appears near center. For $\tau > (L/2v_c)$ (where $L/2v_c = 0.25$ in Fig.1), the time it takes for a critical velocity particle to go from the center to any one end, we see that two high energy peaks appear. This is because these values of $\tau$ can only arise when all the high velocity particles are close to one of end-points and are moving in a direction opposite to the closest end-point. In 2D, we only observe events where $\tau$ is much smaller than $(L/2v_c)$ since they are already very rare (see Fig.3 for the distribution of detection times). In this regime we infer a local mean energy distribution consisting of a combination of the high and low energy peaks similar to the $\tau = 0.1$ curve in Fig.1. Videos of the time dependent energy distribution in 1D and 2D are included as supplementary material.

Fig.3 (a) shows how non-detection events get rarer as $\tau$ increases. We see that non-detection at greater $\tau$ is less likely if the initial temperature of the particles is higher, as we would intuitively expect.

We have explored how the particle number, temperature, and particle density affect the frequency of non-detection events in Fig. 3. We observe that the probability density function (PDF) of non-detection of particles is approximately an exponential distribution. We can therefore characterize it by the average detection time, which determines the approximate slope of the lines in Fig. 3 (a,b). We plot the average detection time as a function of temperature, particle density and system size in Fig. 3 (c-e). For the 2D ideal gas, as we increase the number of particles (but keeping the density constant) the non-detection events at larger $\tau$ become rarer. In the 2D analog of Eq. 5, as $N \to \infty$, $P_N(\tau) \to \delta(\tau)$.

However, in 1D, we see that the effect is reversed. Non-detection for large $\tau$ becomes more common as the system size increases. This difference arises due to the fact that in 2D, the detection region is proportional to the perimeter of the box ($4L$), while in 1D, it is constant. As the size of the container increases, the number of particles arbitrarily close to the detector increases linearly in 2D, but remains constant in 1D. Therefore, larger non-detection times become less likely in 2D, but not in 1D. In both 1D and 2D, the average detection time decreases as we increase the particle density or the temperature.

Since we are considering non-interacting particles, we can exactly determine the past and future trajectories of all particles given their present state. This allows us to evaluate the probability distribution of the local mean energy at all times from the distribution at any one point of time. This means that we can infer the initial state of a system in which we know that no detection occurred, and predict its future. Fig.2 also shows the retrodicted and predicted local mean energy. We see that even if the container walls were to lose their
FIG. 3: Probability of detection vs. time ($\tau$) for particles in a 2D fragile container. Panel (a) shows the dependence on temperature for $N = 500, L = 1$, and the arrow indicates the rare events that are considered in Figs. (2) and (5). Panel (b) shows the dependence on the number of particles, $N$, for $T = 1, L = 1$. Panels (c), (d) and (e) show the dependence of $\langle \tau \rangle$: (c) on the density of particles, i.e., varying the number of particles in a box of unit size ($T = 1, L = 1$); (d) temperature ($N = 500, L = 1$); and (e) on the system size, i.e., the number of particles, while keeping the particle density constant ($T = 1$). The bin size of the probability density is $5 \times 10^{-4}$, $v_c = 2$, and the units are determined by setting $k_B = m = 1$.
potential to respond to high energy particles at some time, the local temperature variations would persist afterwards.

IV. CORRECTIONS TO THE HEAT CAPACITY

As the particles bounce off the container walls, their direction of motion changes, but their speed remains constant. Since the collisions are elastic, only the component of velocity normal to the wall changes its sign, thus preserving the magnitude of all components of the velocity. This means that a high velocity particle, if any, must already be present in the initial state of the system, thus putting an upper limit on $\tau$. The maximum time required for the first detection, if any, is $\tau_{\text{max}} = L/v_c$, which occurs when the high velocity particle starts at one edge of the box and is detected at the opposite edge. If no particles are detected before $\tau_{\text{max}}$, one can infer that there exist no particles with velocity greater than $v_c$ anywhere in the box. This simple inference will have significant thermodynamic outcomes.

For an ideal gas with total energy $E$, the global temperature is given by

$$T = (\partial S/\partial E)^{-1} = (k_B \partial \log(\Omega)/\partial E)^{-1}. \quad (6)$$

where the initial volume of allowed microstates is

$$\Omega(t = 0) = L^{3N}/h^{3N} N! \int d^3\vec{v}_1...d^3\vec{v}_N \delta[(m/2)(\vec{v}_1^2 + ... + \vec{v}_N^2) - E]. \quad (7)$$

This integral is the surface area of a $3N$ dimensional sphere. For $t > \tau_{\text{max}}$, since there can be no velocity component greater than $v_c$, the volume of allowed microstates becomes

$$\Omega(t) = \frac{L^{3N}}{h^{3N} N!} \int \left[ \delta\{(m/2)(\vec{v}_1^2 + ... + \vec{v}_N^2) - E\} \theta(\vec{v}_1 - \vec{v}_c)...\theta(\vec{v}_N - \vec{v}_c) \right] d^3\vec{v}_1...d^3\vec{v}_N. \quad (8)$$

This integral is the surface area of intersection of a $3N$ dimensional sphere with a $3N$ dimensional cube. The radius of the sphere depends on the total energy and the side of the cube depends on the critical velocity. Analytical formulas for this surface area can be found in [53].

Changing the total energy ($E$) of the particles inside the box corresponds to changing the radius of the $3N$–sphere. The volume of allowed microstates, $\Omega(E)$, is not differentiable at points where the sphere touches various hyperplanes of intersection of the faces of the cube. This causes the temperature to be a discontinuous function of energy, as shown in Fig.4. For example, for the special case of a single particle (where the velocity space is three dimensional), these singularities occur when the sphere touches the faces, edges and vertices of the cube (see Fig.4(a)).

At higher dimensions (i.e. for systems with larger number of particles) there will be a larger number of such singularities, as we move up the energy scale, i.e. whenever the velocity hypersphere crosses hyper-faces, lesser dimensional hyper-faces, faces, edges and finally the corners of the hypercube. The heat capacity $C_v$, which is the derivative of energy with respect to temperature, has singularities at these points.

When the total energy is very small, we do not see any deviation from the ideal gas law. This is because even if all the energy were due to one velocity component of a single particle, the velocity would not exceed $v_c$. When the total energy exceeds a critical value,
FIG. 4: (a) Comparison between the temperature-energy relations for an ideal gas in a container with (dashed line) and without (solid line) fragile walls ($v_c = 2$). We geometrically illustrate why there are singular points in the energy-temperature curve in terms of the phase space of the system of a single particle. (b) Temperature-energy relations for 10 particles in a fragile container for various $v_c$. $k_B = L = m = 1$, and the energy, $E$, is measured in units of $E/2E_c$.

The temperature of the system becomes negative. This indicates that the system is in a population-inverted state and confirms that it must be out of equilibrium [54–56]. This transition occurs when the high total energy along with the constraint, $v < v_c$ for every particle causes there to be more high energy particles than low energy particles. Finally, when the energy is so large that there can be no particles with $v < v_c$, the number of microstates becomes exactly zero, implying that such an event is impossible.

We evaluate the integral in Eq.8 by Monte Carlo integration by generating $10^9$ sets of random $3N$-dimensional vectors with norm $\sqrt{2m/E}$ and finding the fraction of sets where no component of the vector exceeds $v_c$. We then multiply this by the surface area of the entire sphere to get the area of intersection.
FIG. 5: Free energy of a 2D gas in a fragile container. (a) Temperature dependence of free energy at \( \tau = 0.05 \). (b) Variation of free energy with \( \tau \) for \( k_B T = 0.8 \). Each data point was obtained by \( 5 \times 10^6 \) Monte Carlo samples. \( v_c = 2, L = 1, N = 500, k_B = l = m = 1 \).

V. WORK EXTRACTION

Local differences in energy, such as those shown in Figs. 1 and 2 can be used to extract work. For example, after some non-detection time \( \tau \) one may remove the detecting parts from the walls, and place turbines or balloons between the inferred warmer and colder regions. The turbines will turn or the balloons will expand as the container thermalizes back to a uniform energy distribution. Subsequently, we can extract additional work if the container as a whole is cooler or warmer than the heat bath from which it was sampled. In this paper, we will not concern ourselves with practical techniques to extract work, as they have already been studied [7, 8, 57, 58].

We now proceed to finding the maximum possible work that can be extracted from the system using the inferences derived from the non-event. The maximum work that can be extracted from the system by coupling it to the heat bath from which the particles were
sampled is equal to the free energy difference between the inferred state and the equilibrium state.

The maximum work that can be extracted from a non-equilibrium state of a system at a fixed temperature is equal to the Helmholtz free energy. The simple expression for free energy in terms of the average energy and entropy allows us to find the maximum work that can be extracted from the system without the need for specific details about the work extraction mechanism. We use the Sackur-Tetrode equation to find the local entropy of the ideal gas. Since the particles under consideration are non-interacting, the energy and entropy are additive. Therefore, the total energy and total entropy are the integral of the local energy and entropy densities. Using the standard definition of free energy, and the equation for the entropy of an ideal gas in $d$-dimensions,

$$
\Delta F = \Delta U - T \Delta S = \int d^d x \left[ (U(x) - \bar{U}) - \bar{U} \log \left( \frac{U(x)}{\bar{U}} \right) \right].
$$

(9)

Here, $\bar{U} = (d/2L^d) N k_B T$ is the a-priori mean energy density and $U(x)$ is the inferred mean energy density at $x$ (plotted in Figs. 1 and 2). We have also assumed constant particle density in space.

Fig. 5 shows the variation of $\Delta F$ with bath temperature $T$ and non-detection time $\tau$. We observe that as inferred state becomes rarer, we can extract more work from it. $\Delta F_{bath}$ is the amount of work that can be extracted only due to the container as a whole having a different temperature than the bath its particles were sampled from. As $\tau \to 0$ at a fixed temperature, non-detection is more common and system has not yet moved far from equilibrium. Therefore the free energy differences decrease to zero. When $\tau = 0$, we have no information about the system, hence the free energy differences are exactly zero.

VI. DISCUSSION

Any finite ensemble is expected to fluctuate about its equilibrium state [16–19]. Then the non-detection of macroscopic changes in the finite system informs us of the degree of the departure from equilibrium as much as the detection of such changes.

As the number of particles increases, the probability of non-detection events decreases. Therefore the effects considered in Section 4 can be more easily observed in systems with a small number of particles. Many other finite size effects such as second law violations also vanish in the thermodynamic limit [20–25, 27–29].

Extracting work from thermodynamic fluctuations, as shown in section 3, is not by virtue of finite size/number but rather, by virtue of finite number density. In systems where the detector size does not scale with the particle number, such as in case of a single explosive particle inside an ideal gas, the deviations from equilibrium will occur even if the system size approaches infinity with a constant particle density. We also see this in Fig. 3(e), where $\tau$ increases and then becomes constant in 1D as the system size increases.

In this article, we only considered non-interacting particles, which played a key role in the results. If the particles interact, then there is no upper limit on the time of the first detection. Even if the initial configuration, as drawn from the bath, does not contain any high velocity particles, the interactions can produce one at any time. Conversely, a high velocity particle initially present in the system is likely to dissipate its energy before being detected by the walls. Therefore, the local and global thermodynamic effects of non-detection will be different, and this remains an open problem.
As we see in Fig. 2, the local energy distribution has features that depend on the shape of the container. This effect may also be extended to quantum mechanics, where confinement is already known to play a role. In particular, the effect of finite size and confinement geometry on quantum gases and their phase transitions has been studied [59–63].

Here we used the Bayes theorem to find the local mean energy of the system. Bayesian methods and the general relation between thermodynamics and information theory were developed in [64–67]. However, the use of Bayesian methods to determine thermodynamic quantities can lead to conceptual problems [13].

While we only considered the local mean energy in the article, the problem of using it to define a local temperature has been a subject of considerable debate. Conventionally, local temperature is defined either through a mapping to the ensemble average of energy, or as the temperature measured by a model thermometer after coupling for a sufficiently long time. For further discussion on this issue, see [12, 13, 52, 68–70].
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