Quantum phase transitions in long-range interacting hyperuniform spin chains in a transverse field
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Hyperuniform states of matter are characterized by anomalous suppression of long-wavelength density fluctuations. While most of the interesting cases of disordered hyperuniformity are provided by complex many-body systems such as liquids or amorphous solids, classical spin chains with certain long-range interactions have been shown to demonstrate the same phenomenon. Such spin-chain systems are ideal models for exploring the effects of quantum mechanics on hyperuniformity. It is well-known that the transverse field Ising model shows a quantum phase transition (QPT) at zero temperature. Under the quantum effects of a transverse magnetic field, classical hyperuniform spin chains are expected to lose their hyperuniformity. High-precision simulations of these cases are complicated because of the presence of highly nontrivial long-range interactions. We perform an extensive analysis of these systems using density matrix renormalization group simulations to study the possibilities of phase transitions and the mechanism by which they lose hyperuniformity. Even for a spin chain of length 30, we see discontinuous changes in properties like the “τ order metric,” the measure of hyperuniformity, and the second cumulant of the total magnetization along the x-direction, all suggestive of first-order QPTs. An interesting feature of the phase transitions in these disordered hyperuniform spin chains is that, depending on the parameter values, the presence of a transverse magnetic field may lead remarkably to an increase in the order of the ground state as measured by the “τ order metric,” even if hyperuniformity is lost. Therefore, it would be possible to design materials to target specific novel quantum behaviors in the presence of a transverse magnetic field. Our numerical investigations suggest that these spin chains can show no more than two QPTs. We further analyze the long-range interacting spin chains via the Jordan-Wigner mapping onto a system of spinless fermions, showing that under the pairwise-interaction approximation and a mean-field treatment, there can be at most two quantum phase transitions. Based on these numerical and theoretical explorations, we conjecture that for spin chains with long-range pair interactions that have convergent cosine transforms, there can be a maximum of two quantum phase transitions at zero temperature.
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1. INTRODUCTION

The notion of hyperuniformity provides a unifying framework to characterize the large-scale structure of systems as disparate as crystals, liquids, and exotic disordered states of matter. A hyperuniform state of matter is one in which the density fluctuations at very large length scales are suppressed, and consequently the structure factor, \( S(0) = 0 \). All perfect crystals and perfect quasicrystals are hyperuniform and can be rank ordered in terms of their capacity to suppress large-scale density fluctuations [1,2]. Disordered hyperuniform materials are exotic amorphous states of matter that are like crystals in the manner in which their large-scale density fluctuations are anomalously suppressed and yet behave like liquids or glasses in that they are statistically isotropic without any Bragg peaks [1,2].

Classical disordered hyperuniform systems are attracting a great deal of attention because they are endowed with novel physical properties [3–9]. There are far fewer studies of quantum-mechanical hyperuniform systems. Some exactly solvable quantum systems, such as free fermion systems [10], superfluid helium [11], the ground state of the fractional quantum Hall effect [12], and Weyl-Heisenberg ensembles [13], are hyperuniform [14]. Recently, quantum phase transitions (QPTs) have been studied in nearest-neighbor Ising chains with hyperuniform couplings [15]. The exploration of the interplay between hyperuniformity, order, and quantum fluctuations is a fertile area for research.

Stealthy hyperuniform systems are ones in which the structure factor is zero for wave numbers in the vicinity of the origin, i.e., there exists a critical radius \( K \), such that \( S(|k|) = 0 \) for all \( 0 < |k| < K \) [16–19]. For sufficiently small \( K \), stealthy hyperuniform many-particle systems are the highly degenerate disordered ground states of certain long-ranged interactions [18]. Disordered materials based on such stealthy hyperuniform distribution of particles.
often possess desirable physical properties, such as photonic band gaps that are comparable in size to photonic crystals [8,20], transparent dense materials [21], and optimal transport characteristics [4,22]. The collective coordinate optimization technique has been used to generate disordered stealthy hyperuniform many-particle systems [16,17,19]. Such inverse statistical-mechanical algorithms have also been extended to deal with discrete spin systems [23], and to determine long-range Ising interactions that have stealthy hyperuniform classical ground states [24]. More recently, inverse statistical-mechanical techniques have been applied to quantum-mechanical problems to construct the Hamiltonian for which the input wave function is an eigenstate [25].

Historically, spin chains have proven to be fertile ground for exploration of the effects of quantum mechanics. In this paper, we characterize the effects of a transverse field on spin systems whose ground states, in the absence of such fields, are stealthily hyperuniform. Quantum fluctuations are typically associated with a loss of order in general. This is true for the usual interactions that decay monotonically with distance. Examples of this include the loss of ferromagnetic order in the Ising model in the presence of a transverse field and the broadening of the peaks of the pair correlation function $g(r)$ of quantum liquids as compared to their classical counterparts at similar thermodynamic conditions. We demonstrate the very interesting possibility of optimizing magnetic materials such that the quantum effects of an external transverse magnetic field can be used to increase the order of the ground state of the spin system, while still remaining more disordered than the standard antiferromagnetic or ferromagnetic materials.

In the presence of a transverse field, classical mechanics alone cannot account for the physics of a spin chain. Since hyperuniformity is extremely sensitive to the exact nature of the ground state and the interactions involved, it is natural to expect that the transverse field would lead to a loss of hyperuniformity. It is, therefore, interesting to study the quantum mechanism by which hyperuniformity is lost, and the phase transitions involved. In this study, we consider spin chains with long-range interactions that have been optimized to have disordered stealthy hyperuniform ground states in the absence of magnetic field [24]. We explore these systems using density matrix renormalization group (DMRG) simulations [26–38] with a particular emphasis on the difference in the physics due to the disordered nature of the classical ground state in the absence of the transverse magnetic field and the long-range nature of the interactions. DMRG is one of the best algorithms for dealing with one-dimensional lattice-based problems that are not at the critical points. However, it is typically applied to systems with short-range interactions with open boundary conditions. Recently, DMRG has been applied to study the physics of long-range systems with monotonically decaying interactions with open boundaries [39]. Stealthy hyperuniform systems, however, can only be generated in the presence of periodic boundary conditions. Hence, this study involves complex nonmonotonic, long-range interactions on periodic boundary conditions, which make the simulations very challenging. All DMRG calculations in this paper were performed using the ITensor library [40].

In Sec. II, we describe the system under study, the methods employed, and the observables calculated. In Sec. III, we illustrate the most important classes of results obtained through the DMRG simulations. Our results demonstrate that it is possible for the $\tau$ order metric [18,24,41] of the ground state to increase with a transverse magnetic field. Our numerical simulations also suggest that these long-range spin systems can sustain no more than two QPTs. Of these, we choose the case with two discontinuous QPTs and illustrate a basis-set calculation inspired by the “configuration interactions” method (CI) [42] in Appendix B. The finite bases chosen for this exact diagonalization is defined using a “reference” wave function and all states with less than a certain number of spin-flips with respect to this reference [42]. We note that the exact diagonalization in the bases of the reference state (which can be the classical ground state) and the single spin-flips, which we call the CI-singles (CIS) approximation, is similar to the spin-waves [43,44,51]. In Appendix B, we additionally look at the ground state when the diagonalization is done in a space that involves not just the reference and the single spin-flip states, but also states involving more than one spin-flip. We carry out further analytical explorations by mapping the system onto a system of spinless fermions via the Jordan-Wigner transformation, which results in a fermionic Hamiltonian with more than pairwise interactions that make the direct solution nontrivial. We analyze the resultant Hamiltonian using a simple approximate model with only the pairwise interaction terms as well as under a mean-field treatment of the terms involving more than pairwise interactions. Consistent with our numerical results, we show in Sec. III C that for both the approximate model and the mean-field Hamiltonian there can be a maximum of two phase transitions. This leads us to a conjecture that for spin chains with long-range pair interactions with convergent cosine transforms, there can be no more than two zero-temperature quantum phase transitions. We end this paper in Sec. IV with concluding remarks and an outlook for further interesting explorations.

II. DESCRIPTION OF THE SYSTEM AND THE METHODS EMPLOYED

We study one-dimensional (1D) spin systems with long-range interactions. The basic Hamiltonian is evaluated with periodic boundary conditions (PBCs), and it has the following form on the integer lattice $\mathcal{Z}$:

$$H = -\sum_i \sum_{1 \leq r < R} J_r \hat{\sigma}^{(i)}_z \hat{\sigma}^{(i+r)}_z + \sum_i -\Gamma \hat{\sigma}^{(i)}_z,$$  \hspace{1cm} (1)

where $\hat{\sigma}^{(i)}_z$ and $\hat{\sigma}^{(i)}_x$ are the Pauli spin matrices along the $z$ and $x$ directions, respectively, on the $i$th site, $J_r$ is the coupling between two spins separated by $r$ lattice points, and $\Gamma$ is the strength of the transverse field.

We simulate the system for various sets of $J_r$ in order to understand how the systems with stealthy hyperuniform ground states in the absence of a transverse field behave with increasing $\Gamma$. These hyperuniform parameters were obtained by Chertkov et al. [24] (see Appendix A for the parameters). They are often atypical in the sense that the interaction strength does not necessarily decrease with distance.
Therefore, we also show results for simulations where the couplings decay according to the inverse power law with the distance.

Due to the increased computational complexity of the DMRG algorithm for periodic systems, all the parameters considered have $N = 30$ spins. It is important to note here that in the case of simulating long-range interactions in these systems with periodic boundary conditions, one encounters strong finite-size effects. A system with $N = 30$ spins might not be enough to get rid of these effects. Other investigations have used Ewald summation techniques to take care of this finite-size effect [45]. However, here we do not attempt to alleviate this problem in order to maintain consistency with the work on hyperuniform spin chains [24].

Because of the long-range interactions, which do not decay with distance, and the presence of periodic boundary conditions, the entanglement entropy grows faster than for the regular Ising model in a transverse field. This makes DMRG calculations significantly more difficult to converge and likely to get stuck in other low-lying local minima. Therefore, we perform ten independent simulations of the system. In each simulation, we run 20 DMRG calculations with random initial starting points and taking the state with the minimum energy. We compare results across the various runs and take the lowest energy state as the ground state. Since DMRG is variational in nature, none of the higher-energy states can be the true ground state. Performing multiple DMRG calculations often allows us to access other low-lying states. Having an idea of other low-lying states expedites the analysis of the problem using basis-set expansions. Because of the multiple DMRG calculations we run, we can converge the wave function despite the long-range interactions. However, the convergence gets increasingly difficult in the immediate vicinity of the critical points. This is a well understood limitation of DMRG. At the critical points, the correlation lengths become very large, reducing the effectiveness of the DMRG algorithm. Therefore, these phase transitions and the critical exponents involved cannot be characterized by DMRG. Other methods, such as the multiscale entanglement renormalization ansatz (MERA) [46,47] and the family of quantum Monte Carlo (QMC) methods, especially the so-called projective QMC methods such as diffusion Monte Carlo (DMC), prove to be useful in such studies. Because we are limiting ourselves to chains of length $N = 30$, the locations of the critical points are unlikely to be correct in the thermodynamic limit. However, as our results show, the transitions show a remarkable sharpness, which suggests that these transitions are not artifacts of the finite size of our systems. Hence our results regarding the possibility of an increase in the order metric of the ground state and the variable number of phase transitions would continue to hold qualitatively, even for larger systems.

For each parameter, we first investigate the variation of basic observables such as the average energy, and the second cumulant of the transverse magnetization,

$$h_z = \frac{1}{N} \left( \langle M_z^2 \rangle - \langle M_z \rangle^2 \right).$$

Typically, one would use either the average magnetization along the $z$-direction, $m_z$, for the “standard” long-range Ising model, or the average magnetization along the $x$-direction, $m_x$, defined, respectively, by

$$m_z = \frac{1}{N} \left( \sum_j \hat{a}^{(j)} \hat{a}^{(j)} \right).$$

$$m_x = \frac{1}{N} \left( \sum_j \hat{a}^{(j)} \hat{a}^{(j)} \right).$$

However, as we will illustrate, we have found that $h_z$ suffers significantly less from finite-size effects than $m_z$ for the long-range Ising models, and it performs just as well as $m_x$ for the hyperuniform cases in identifying the critical points. We also report the structure factor at the origin, the deviation from zero of which is a measure of hyperuniformity,

$$S_0 \equiv \lim_{k \to 0^+} S(k) = \frac{1}{N} \langle (M_z^2 - \langle M_z \rangle^2) \rangle,$$

where $M_z$ is the total magnetization along the $z$-direction, as a function of $\Gamma$. The structure factor at the origin $S_0 = 0$ for hyperuniform systems. The deviation of $S_0$ from 0 measures how far the system is from being hyperuniform. As $\Gamma \to \infty$, we should recover a disordered state, irrespective of the exact nature of $J_r$, and so $S_0$ would asymptotically tend to 1. The degree of order of the ground state is measured using the $\tau$ order metric [18,24,41], defined as follows:

$$\tau = \sum_k \frac{(S(k) - S_{\ref}(k))^2}{N^2},$$

where $S_{\ref}(k)$ is a reference structure factor. In this paper, we use the structure factor for a Poisson point pattern, $S_{\ref}(k) = 1$, as the reference. The normalization factor of $N^2$ is chosen to make most of the results for $\tau$ be of order unity. With this normalization factor, the antiferromagnetic spin configuration has $\tau \approx 1$, and the ferromagnetic spin configuration has $\tau \approx 2$. The same metric has been used without this normalization factor by Chertkov et al. [24]. The structure factor of a given ground state is defined as

$$S(k) = \frac{1}{N} \sum_{l=1}^{N} \sum_{j=1}^{N} \hat{a}_l^{(l)} \hat{a}_j^{(j)} \exp(\imath k(l - j)).$$

In addition to the hyperuniformity of the ground state, we also want to study the loss of the stealthiness of the hyperuniformity of the ground state. Since, for the examples demonstrated here, the stealthiness extends only to the first nonzero wave vector, we use the structure factor at the first nonzero wave vector as a measure of stealthiness in the ground state:

$$S_1 = S(\Delta k) = S\left(\frac{2\pi}{N}\right).$$

Finally, for the spin systems with hyperuniform ground states, we also report the plots of $S(k)$ as a function of $\Gamma$. This allows for greater clarity in the changes that happen to the ground state before and after the phase transitions.
**FIG. 1.** Size dependence of the critical point using various observables as the order parameters for the nearest-neighbor ferromagnetic Ising model: (a) Average magnetization along the $z$-axis, Eq. (3); (b) $\tau$ order metric, Eq. (7); (c) second cumulant of the transverse magnetization, $h_x$, Eq. (2); (d) measure of hyperuniformity, $S_0$, Eq. (6). The variation of the critical value of $\Gamma$ with $N$ is the least for $h_x$. The value of $h_x$ undergoes a maximum for small $N$, which changes to a point of nondifferentiability as $N$ becomes larger.

**III. RESULTS**

This section is organized in the following manner. First, we report results for “standard” long-range Ising models with interactions that decay with the distance between the spins. These results allow us to set a point of comparison for the hyperuniform spin chains. We illustrate the finite-size effect on the various observables, and we demonstrate how the quantum effects of a transverse field reduce the order of the ground state of the system. Thereafter, we examine the systems with interactions optimized to give stealthy hyperuniform ground states. We demonstrate that for systems with these nontrivial long-range interactions, it is possible to generate order from disorder using the quantum effects of a transverse magnetic field. Numerically, we observe no more than two QPTs. To further theoretically explore the nature of these phase transitions, we map the spin systems onto chains of spinless fermions. The long-range spin-spin interaction not only manifests in long-distance pairwise interaction terms in the Hamiltonian, but it results also in terms involving higher-order nonpairwise interaction terms (interactions involving triplets of spins, quadruplets of spins, and so on). We analyze the resultant Hamiltonian under a very simple long-range pairwise-interaction approximation, and a subsequent mean-field treatment of nonpairwise interaction terms, showing that in both cases a maximum of two phase transitions is possible. This is consistent with our numerical results, and it leads us to conjecture that for Ising models with long-range interactions that have convergent cosine transforms, there can be a maximum of two zero-temperature quantum phase transitions.

**A. Interactions that decay with distance**

For purposes of comparison to parameters that were specifically optimized to have stealthy hyperuniform ground states, we consider systems with interactions that decay with distance. These models have been extensively studied using various analytic and numerical techniques [48,49]. Qualitatively, as decay of the interaction becomes faster, we expect the system to asymptotically approach the nearest-neighbor interaction limit, that is, the standard Ising model. So, we would expect these systems to undergo a continuous phase transition like the standard Ising model. It is trivial to show using Eq. (6) that all of these long-range Ising models have an ordered hyperuniform ground state at $\Gamma = 0$ due to the ground states being direct products of eigenvectors of $\hat{\sigma}_z$.

First, we consider the family of $J_r = r^{-a}$ for $a \in \{2, 3, 4\}$ and $J_r = (-1)^t r^{-a}$ up to a cutoff radius, $R = 14$ with $N = 30$. As a point of comparison, we also include the simulation result for the standard ferromagnetic and antiferromagnetic Ising model. These sets of parameters lead to a ferromagnetic and an antiferromagnetic ground state, respectively, for low values of $\Gamma$. In Fig. 1, we show the effect of finite size on some observables. The average magnetization along the $z$-axis, $m_z$, happens to be a very convenient observable to
FIG. 2. Basic observables as functions of $\Gamma$ for systems of size $N = 30$: (a) Energy per site; (b) $\tau$ order metric; (c) second cumulant of the transverse magnetization, $h_x$; (d) degree of hyperuniformity, $S_0$. Black line: $J_r = r^{-2}$. Red line: $J_r = r^{-3}$. Green line: $J_r = r^{-4}$. Blue line: ferromagnetic Ising model. Black markers: $J_r = (-1)^r r^{-2}$. Red markers: $J_r = (-1)^r r^{-3}$. Green markers: $J_r = (-1)^r r^{-4}$. Blue markers: antiferromagnetic Ising model. The degree of hyperuniformity, $S_0$, undergoes a sudden jump for the ferromagnetic cases at the critical point. This jump in $S_0$ is absent in the antiferromagnetic cases.

study the ferromagnetic systems. However, $m_z$ suffers from the finite-size effect. We note that $h_x$ can also be used as an order parameter. This is a measure that is unity for all cases in which the ground state is a direct product of eigenstates of the $\hat{\sigma}_z$ operator, that is, when in the ground state, all the spins point either “up” or “down.” These “direct-product” states can either be “ordered,” that is, either ferromagnetic or antiferromagnetic, or “disordered,” as we shall see in Sec. III B. However, as we increase $\Gamma \to \infty$, $h_x$ decays to zero. It is seen that the second cumulant of the transverse magnetization, $h_x$, does not suffer as badly from the finite-size effect. The most notable change in $h_x$ as a function of the system size is that the maximum near the “critical point” for small systems seems to change into a point of nondifferentiability as the system size gets larger, resulting in a slight movement of the critical point toward the infinite-size limit. The critical points as demonstrated by these different observables converge to the correct thermodynamic value of the critical points in the limit of $N \to \infty$.

In Fig. 2, we report our simulation results that describe the phase transition in the various ferromagnetic and antiferromagnetic generalized Ising models. The ordered character of the ground state at $\Gamma = 0$ changes at the critical value of the transverse field. The critical point for both the ferromagnetic and the antiferromagnetic models happens at exactly the same point. The $\tau$ order parameter decreases monotonically to zero and does not show a discontinuous change at the phase transition. The antiferromagnetic ground state is, of course, less ordered than the ferromagnetic ground state, and this is reflected in the $\tau$ order metric. The degree of hyperuniformity $S_0$ is an order metric for the ferromagnetic chains but not for the phase transition in the antiferromagnetic chains. This is reflected in the sudden, sharp rise in $S_0$ for the ferromagnetic chains shown in Fig. 2. In all of the inverse power-law interaction Hamiltonians, we see a transition from an ordered hyperuniform state to a disordered nonhyperuniform state. The degree of hyperuniformity, $S_0$, like $m_z$, shows a large finite-size effect. Therefore, the critical point should be obtained from the $h_x$ curve. Moreover, note that the behavior of all the ferromagnetic and the corresponding antiferromagnetic models in terms of $h_x$ is identical, showing that it is a valid order parameter in both cases.

B. Interactions optimized for hyperuniformity

The interactions that are optimized for hyperuniformity have disordered stealthy hyperuniform ground states at $\Gamma = 0$. These ground states, unlike the ones for the typical ferromagnetic long-range interactions that decay with distance, have an average magnetization $m_z = 0$ throughout the range of $\Gamma$, and unlike the typical antiferromagnetic long-range interactions, they are not ordered. They undergo phase transitions between various “disordered” phases with $m_z = 0$. The stealthy hyperuniform ground state at $\Gamma = 0$, which is a disordered
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FIG. 3. Basic observables as functions of $\Gamma$ for systems of size $N = 30$ interacting via $J_1(r)$ (described in Appendix A): (a) Energy per site; (b) $\tau$ order metric; (c) second cumulant of the transverse magnetization, $h_x$; (d) degree of hyperuniformity, $S_0$ and $S_1$, Eq. (9). Parameter demonstrates the possibility of a weak first-order QPT.

direct-product state, is to be contrasted with the disordered state that is the ground state as $\Gamma \to \infty$. Now, the ground state is a direct product of eigenstates of $\hat{\sigma}_x$ operators. This state also has zero total magnetization in the $z$-direction, but the individual spins are not pointing along the $z$-direction. We call this the “disordered quantum” state.

The spin systems that we simulated can be grouped into two broad classes, i.e., systems with one or two first-order quantum phase transitions. Of course, we would need to increase the system size to truly characterize the phase transitions. However, the sharpness of the discontinuities observed even in the finite-sized systems seems to strongly suggest the existence of first-order phase transitions. In the following subsections, we give representative examples of each class. The behavior of stealthiness as measured by $S_1$ is universal across the three classes. Stealthiness is a more sensitive property than hyperuniformity. We will show, in the following sections, that $S_1$ increases faster than $S_0$, but the basic features of $S_1$ are identical to those of $S_0$ in all the classes.

1. Parameters with one weak first-order QPT: No order from disorder

As a first example of the parameters that were optimized for hyperuniformity, consider a system with a weak first-order quantum phase transition [see $J_1(r)$ in Appendix A], where the qualitative features of the $\tau$ order metric are similar to that in the standard long-range Ising model discussed in Sec. III A. Figure 3 shows the variation of various basic observables as a function of the transverse field. There is a transition at $\Gamma \approx 1.5$ between the classically disordered ground state at “low” values of $\Gamma$ and the disordered quantum state at “large” values of $\Gamma$.

Notice that the $\tau$ order metric in Fig. 3(b) is smooth and monotonically decreasing with the transverse field $\Gamma$, similar to the behavior depicted in Fig. 2(b). This is surprising because the interactions in the case of Fig. 2 decay rapidly with distance, whereas the ones in Fig. 3 have been optimized to produce stealthy hyperuniform ground states by long-range interactions. Of course, in the limit of $\Gamma \to \infty$, all structure is lost and the ground state of the Hamiltonian is a direct product of the ground state of the local $\hat{\sigma}_z$ operator. This indicates that the system starts at a disordered hyperuniform ground state at $\Gamma = 0$ and continues to lose that order as well. We see that $S_0$ shows a monotonic increase with $\Gamma$, implying that hyperuniformity is degraded. There is a very small “jump” in the measures of hyperuniformity, $S_0$ and $S_1$, around $\Gamma \approx 1.5$, which seems to suggest the presence of a weak first-order QPT. $S(k_\parallel)$ as a function of $\Gamma$ is shown in Fig. 4, which, however, seems to show a smooth transition from the disordered classical ground state at low values of $\Gamma$ to the disordered quantum ground state at high values. The smooth decay of the $\tau$ order metric and the small discontinuities in $S_0$ and $S_1$ as functions of $\Gamma$ at the critical point might be a result of the weakness of the first-order QPT in this case.
2. Parameters with one first-order QPT

Next, we consider the $J_r$'s which lead to systems with a single first-order phase transition [see $J_2(r)$ in Appendix A]. The observables corresponding to one such parameter are shown in Fig. 5. There is a phase transition at $\Gamma = 0.09$. It is interesting to note the behavior of the order metric in the vicinity of the phase transition. In this case, the system starts from a relatively disordered, hyperuniform ground state. As the magnetic field is increased, initially the order metric does not undergo any substantial change. Surprisingly, the new structure after the critical point is much more structured than the one with $\Gamma = 0$. This order is then smoothly lost as the magnetic field is increased, leading asymptotically to a completely disordered system. In Fig. 6, we provide a surface plot of $S(k, \Gamma)$ to demonstrate the changes in the structure factor as a function of $\Gamma$.

3. Parameters with two first-order QPTs

Finally, there are cases with two first-order phase transitions as demonstrated by the observables in Fig. 7 [see $J_3(r)$ in Appendix A]. From the $S_0$ plot, it is clear that there are two phase transitions: one between $\Gamma = 0.0675$ and 0.07, and another between $\Gamma = 0.125$ and 0.1275. We further analyze this particular parameter using configuration-interaction
FIG. 7. Basic observables as functions of $\Gamma$ for systems of size $N = 30$ interacting via $J_3(r)$ (described in Appendix A): (a) Energy per site; (b) $\tau$ order metric; (c) second cumulant of the transverse magnetization, $h_x$; (d) degree of hyperuniformity, $S_0$ and $S_1$. Parameter demonstrates the possibility of two first-order QPTs indicated by sharp discontinuities in (b), (c), and (d) around $\Gamma \approx 0.065$ and $\Gamma \approx 0.125$.

(CI) -like basis-set expansions to get a better intuition regarding the phase transition. In the ten independent simulations that we performed, there were occasions when the DMRG procedure produced energetically low-lying states that were not the ground state. In Fig. 8, we plot the structure factors of the ground state and the other low-lying states that we encountered. These low-lying states are not relevant to the current discussion, but they are useful as additional references for the CI-like basis-set analysis of the phase transitions presented in Appendix B. As shown in Fig. 8, the ground state goes from $|0\rangle$ before the first phase transition ($\Gamma < 0.06$), to a structure like $|2\rangle$ between the two phase transitions ($0.07 < \Gamma < 0.12$). Finally, after the phase transition at $\Gamma \approx 1.2$, the structure becomes significantly more similar to $|1\rangle$. Figure 9 shows $S(k)$ as a function of the transverse field.

These last two cases are extremely interesting from the fundamental perspective of understanding the impact of a transverse field on these complicated long-range interacting spin chains. It is curious that depending on the parameters of the system, phase transitions caused by transverse magnetic

FIG. 8. Structure factors for spins interacting via $J_3(r)$ (described in Appendix A). Left: ground states for select intervals of $\Gamma$ for systems of size $N = 30$. Ground state before the first critical point ($\Gamma < 0.06$) is labeled $|0\rangle$. Right: other low-lying states at $\Gamma = 0$, labeled $|1\rangle$, $|2\rangle$, and $|3\rangle$, respectively.
fields can serve to increase the order of the ground state as measured by the order parameter. Additionally, the order does not necessarily have to increase. Parameters can be defined where the phase transitions involved have a predefined effect on the order metric. As in this case, the system starts off from a disordered hyperuniform state similar to the previous two cases. At the first QPT, there is a sudden increase in order, which decays smoothly until we encounter the second phase transition. Then there is a sudden decrease in order from where the order parameter relaxes smoothly to the disordered state as \( \Gamma \to \infty \).

We have numerically demonstrated that there are no cases with more than two QPTs. To provide some analytical motivation for this observation, in the next section we analyze the problem using the Jordan-Wigner transform. We prove that under the pairwise-interaction approximation and a mean-field Hamiltonian, there can be no more than two QPTs.

### C. Analysis using the Jordan-Wigner mapping

Our goal here is to analytically diagonalize the Hamiltonian and study the nature of the ground state under a couple of limiting cases. Using a unitary rotation, the Hamiltonian defined in Eq. (1) can be written as

\[
H = -\sum_{j} \sum_{1 \leq \mu < \nu < R} J_{\mu} \hat{\sigma}_{\mu}^{(j)} \hat{\sigma}_{\nu}^{(j+\nu-\mu)} + \sum_{i} -\Gamma \hat{\sigma}_{z}^{(i)}.
\]

The Pauli matrices on the same site anticommute, and the ones on different sites commute. This makes it difficult to apply analytic tools to treat this system. A common method of overcoming this difficulty is to apply a Jordan-Wigner string mapping \([50]\) to convert the spin operators to fermionic creation and annihilation operators. The mapping can be summarized as

\[
\hat{\sigma}_{z}^{(i)} = 1 - 2 \hat{c}_{i}^{\dagger} \hat{c}_{i},
\]

\[
\hat{\sigma}_{x}^{(i)} = \exp \left( i \pi \sum_{l \neq j} n_{l} \right) c_{j} = \prod_{l \leq j} (1 - 2 \hat{c}_{l}^{\dagger} \hat{c}_{l}) c_{j},
\]

\[
\hat{\sigma}_{y}^{(i)} = \exp \left( -i \pi \sum_{l \neq j} n_{l} \right) \hat{c}_{j}^{\dagger} = \prod_{l \leq j} (1 - 2 \hat{c}_{l}^{\dagger} \hat{c}_{l}) c_{j}^{\dagger}.
\]

Under this mapping, the Hamiltonian, Eq. (10), would get transformed as follows:

\[
H = -\sum_{j} \sum_{1 \leq \mu < \nu < R} J_{\mu} (\hat{\sigma}_{\mu}^{(j)} + \hat{\sigma}_{\nu}^{(j)}) (\hat{\sigma}_{\mu}^{(j+\nu-\mu)} + \hat{\sigma}_{\nu}^{(j+\nu-\mu)})
\]

\[-\Gamma \sum_{j} (1 - 2 \hat{c}_{j}^{\dagger} \hat{c}_{j})
\]

\[-\sum_{j} \sum_{1 \leq \mu < \nu < R} J_{\mu} \prod_{l \neq j} (1 - 2 \hat{c}_{l}^{\dagger} \hat{c}_{l}) (\hat{c}_{j}^{\dagger} \hat{c}_{l}^{\dagger} \hat{c}_{l} \hat{c}_{j}) + \hat{c}_{j}^{\dagger} \hat{c}_{j} + \hat{c}_{j+\nu} \hat{c}_{j} + \hat{c}_{j} \hat{c}_{j+\nu}) - \Gamma \sum_{j} (1 - 2 \hat{c}_{j}^{\dagger} \hat{c}_{j}).
\]

Here, \( c \) and \( c^{\dagger} \) are the fermionic annihilation and creation operators. The exponentials for \( \hat{\sigma}_{\pm} \) in the Hamiltonian lead to more than pairwise interactions between the fermions. To simplify analysis, we make two approximations: (i) consider only the pairwise interaction terms, and (ii) treat the nonpairwise interaction terms in a mean-field manner.

#### 1. Pairwise-interaction approximation

We begin the analysis by making the crudest simplifying assumption: we consider only the pairwise interaction terms in the Hamiltonian, and we make an approximate long-range fermionic model that can be directly solved because it is quadratic:

\[
H = -\sum_{j} \sum_{1 \leq \mu < \nu < R} J_{\mu} (\hat{c}_{j}^{\dagger} \hat{c}_{\mu}^{\dagger} + \hat{c}_{\mu} \hat{c}_{j} + \hat{c}_{j+\nu} \hat{c}_{\mu} + \hat{c}_{\mu+\nu} \hat{c}_{j})
\]

\[-\Gamma \sum_{j} (1 - 2 \hat{c}_{j}^{\dagger} \hat{c}_{j}).
\]

Now, transforming the creation and annihilation operators into Fourier space using \( \hat{c}_{j} = \frac{1}{\sqrt{N}} \sum_{k} s_{k} e^{ikja} \) and \( \hat{c}_{j}^{\dagger} = \frac{1}{\sqrt{N}} \sum_{k} s_{k}^{*} e^{-ikja} \), where \( a \) is the lattice constant, we get

\[
H = \sum_{0 \leq k < \pi} \left[ 2 (s_{k}^{\dagger} s_{k} + s_{-k}^{\dagger} s_{-k}) \left( \Gamma - \sum_{1 \leq \mu \leq R} J_{\mu} \cos(\kappa a) \right) + 2i (s_{k}^{\dagger} s_{-k}^{\dagger} + s_{-k} s_{k}) \left( \sum_{1 \leq \mu \leq R} J_{\mu} \sin(\kappa a) \right) \right]
\]

\[-2 s_{0}^{\dagger} s_{0} \left( \Gamma - \sum_{1 \leq \mu \leq R} J_{\mu} \right) - 2 s_{0}^{\dagger} s_{0} \left( \Gamma - \sum_{1 \leq \mu \leq R} J_{\mu} \cos(\pi a) \right) - N \Gamma.
\]

\[014118-9\]
Here we have already gotten rid of terms with double creation (due to the fermionic nature of the particles) or double annihilation operators. This Hamiltonian can be diagonalized using a standard Bogoliubov transform \([51–53]\). First, let us solve the problem for the “inner” part of the Hamiltonian \((k \neq 0 \text{ and } k \neq \pi)\). Let \(\alpha_k = [\Gamma - \sum_{1 \leq r \leq R} J_r \cos (kar)]\) and \(\beta_k = \sum_{1 \leq r \leq R} J_r \sin (kar)\),

\[
H_k = \begin{pmatrix} s_k^+ & s_{-k} \end{pmatrix} \begin{pmatrix} \alpha_k & -i\beta_k \\ i\beta_k & -\alpha_k \end{pmatrix} \begin{pmatrix} s_k^- \\ s_{-k} \end{pmatrix}.
\]

(17)

To diagonalize this Hamiltonian, consider the Bogoliubov transform defined by \(s_k = u_k y_k + iv_k y_k^\dagger\), where \(u_k = u_{-k}\), \(v_k = -v_{-k}\), and \(u_k^2 + v_k^2 = 1\). We also define a single parameter, \(\theta_k\), such that \(u_k = \cos (\frac{\theta_k}{2})\) and \(v_k = \sin (\frac{\theta_k}{2})\). The solution for all \(k \neq 0, \pi\) is given by \(\tan (\theta_k) = \frac{\beta_k}{\alpha_k}\). The eigenvalues of the matrix are given by \(\pm \sqrt{\alpha_k^2 + \beta_k^2}\). For \(k = 0\) or \(k = \pi\), the Hamiltonian in Eq. (16) is already diagonal. Putting everything together, the final diagonalized Hamiltonian is

\[
H = \sum_{k \neq 0, \pi} 2\sqrt{\alpha_k^2 + \beta_k^2} (\gamma_k^\dagger j_k - \frac{1}{2})
\]

\[
-2 \left( \Gamma - \sum_{1 \leq r \leq R} J_r \right) s_0^\dagger s_0
\]

\[
-2 \left( \Gamma - \sum_{1 \leq r \leq R} J_r \cos (\pi ar) \right) s_\pi^\dagger s_\pi.
\]

(18)

Now, all the \(k\)-modes are independent. Therefore, we can write down the ground state of the Hamiltonian in mixed Bogoliubov (space of \(s_k\))/non-Bogoliubov (space of \(\gamma_k\)) space. We only keep \(s_0\) and \(s_\pi\) in the standard space, and we talk about the rest of the modes in terms of \(\gamma_k\). We define the vacuum \(\rangle\rangle\) as a state that is annihilated by \(j_k\) for all \(k \neq 0\) and \(k \neq \pi\), and also by \(s_0\) and \(s_\pi\). Because the Hamiltonian is basically just the harmonic oscillator Hamiltonian for all modes with \(k \neq 0\) or \(k \neq \pi\), the vacuum state is the ground state for the Hamiltonian. The phase transitions in the model are caused by changes in the occupation of the \(k = 0\) or the \(k = \pi\) modes. If \(\Gamma > \sum_{1 \leq r \leq R} J_r\), then the \(k = 0\) state being populated lowers the energy, and the ground state must have this state populated. Similarly, if \(\Gamma > \sum_{1 \leq r \leq R} J_r \cos (\pi ar)\), then \(k = \pi\) must be populated. This change in the nature of the ground state is a phase transition.

Consider the nearest-neighbor ferromagnetic \((R = 1, J_r = J > 0)\) and antiferromagnetic \((R = 1, J_r = J < 0)\) Ising models with the lattice constant \(a = 1\) as trivial examples of the mapping and cases in which the model is exact. For \(0 \leq \Gamma < |J|\), in the case of the ferromagnetic Ising model, the \(k = \pi\) mode is populated. On the other hand, for the antiferromagnetic Ising model, the \(k = 0\) mode is populated for \(0 \leq \Gamma \leq |J|\). When \(\Gamma > |J|\), in the case of the ferromagnetic Ising model, the \(k = 0\) mode gets populated in addition to the \(k = \pi\) mode, and in the case of the antiferromagnetic Ising model, the \(k = \pi\) mode gets populated. This represents a phase transition, with the critical value of \(\Gamma = |J|\), that happens by different mechanisms in the two cases: the occupation of the \(k = 0\) mode in the ferromagnetic case, and the \(k = \pi\) mode in the antiferromagnetic case.

Now, we come to the question of the number of such phase transitions. If any one of \(\sum_{1 \leq r \leq R} J_r\) and \(\sum_{1 \leq r \leq R} J_r \cos (\pi ar)\) is greater than zero, then there would be one phase transition, and if both of them are greater than zero, then there would be two phase transitions with the critical points being at these values of \(\Gamma\). There is no other variable phase transition that is possible because the \(k \neq 0\) and \(k \neq \pi\) modes are always in the vacuum state. Thus, consistent with the numerical results that we have encountered in the previous sections, this approximate model also allows a maximum of two phase transitions. We would like to emphasize that this condition on \(J_r\) for the number of phase transitions is only valid for the current approximate model. It is not valid in general for the long-range spin system, for which closed-form analytic solutions do not exist.

Observables can be calculated by mapping them onto the spinless fermions by using the Jordan-Wigner mapping. As an example, we choose \(\frac{1}{N} \sum_{1 \leq j \leq N} (\sigma_j^{(j)}\rangle\rangle\). This would be useful in doing the mean-field analysis in the next section. In the following, \(\gamma_0 = s_0\) and \(\gamma_\pi = s_\pi\).

\[
\frac{1}{N} \sum_{1 \leq j \leq N} (\sigma_j^{(j)}\rangle\rangle) = \frac{1}{N} \sum_k (1 - 2(\gamma_k^\dagger s_k)) = 1 - \frac{2}{N} \sum_k ((u_k \gamma_k^\dagger - i v_k \gamma_{-k}^\dagger)(u_k \gamma_k + i v_k \gamma_{-k}^\dagger))
\]

\[
= 1 - \frac{2}{N} \sum_{k \neq 0, \pi} (u_k^2 (\gamma_k^\dagger \gamma_k) - v_k^2 (\gamma_{-k}^\dagger \gamma_{-k})) - \frac{2}{N} \sum_{k \neq 0, \pi} v_k^2 - \frac{2}{N} (|\gamma_0^\dagger \gamma_0\rangle + |\gamma_\pi^\dagger \gamma_\pi\rangle)
\]

(19)

\[
= 1 - \frac{2}{N} \sum_{k \neq 0, \pi} v_k^2 - \frac{2}{N} (|\gamma_0^\dagger \gamma_0\rangle + |\gamma_\pi^\dagger \gamma_\pi\rangle)
\]

(20)
Since no $k$-modes apart from $k = 0$ and $k = \pi$ are populated with Bogoliubov fermions, the term marked “A” is zero in Eq. (19). The equality between Eqs. (20) and (21) is obtained by noting that $\tan(\theta_k) = \frac{\theta_k}{\alpha_k}$ and $v_k = \sin(\frac{\theta_k}{2})$, while the third equality is a result of having $N - 2$ modes with $k \neq 0, \pi$. Similar expressions can be derived for other observables.

### 2. Mean-field analysis

For the mean-field analysis of Eq. (14), let us assume that at the $i$th iteration, the value of $\tilde{N} \sum_{k \leq 2} (1 - 2c_{k}c_{\bar{k}}) = g_i$. We will use this assumption to solve the Hamiltonian as a function of $g$:

$$H(g) = -\sum_{j} \sum_{1 \leq r \leq R} J_{r}g^{-1}(c_{j}^{\dagger}c_{j+r}^{\dagger} + c_{j}^{\dagger}c_{j+r}) + c_{j+r}^{\dagger}c_{j} + c_{j+r}c_{j}) - \Gamma \sum_{j} (1 - 2c_{j}^{\dagger}c_{j}).$$

Of course, the analysis of Eq. (23) is simplified through the observation that it is isomorphic with Eq. (15), and consequently Eq. (16) under the transformation $J_{r} \rightarrow \tilde{J}_{r} = J_{r}g^{-1}$. To start the process, we use the $g_0$ obtained under the pairwise interaction approximation, using Eq. (21). If we are only interested in the value of $\tilde{N} \sum_{k \leq 2} (1 - 2c_{k}c_{\bar{k}})$, it might be possible to directly search for the root of the following equation:

$$g = \frac{2}{\tilde{N}} + \sum_{k \neq 0, \pi}^{N} \frac{\alpha_k}{\sqrt{\alpha_k^2 + \beta_k^2}} - \frac{2}{\tilde{N}}(\gamma_0^4 + \gamma_2^4).$$

where $\bar{a} = \Gamma - \sum_{1 \leq r \leq R} J_{r}g^{-1}\cos(kar)$, \quad (25)

and $\bar{b} = \sum_{1 \leq r \leq R} J_{r}g^{-1}\sin(kar)$.

However, here we are interested in characterizing the number of phase transitions in the ground state as the transverse field is increased. This can be achieved much more simply by observing that because the Hamiltonian at every step is isomorphic to Eq. (15) at every step of the self-consistent field procedure, the constraint on the maximum number of phase transitions in the model would hold. Thus, even after solving the long-range problem in a self-consistent manner, we expect that there cannot be more than two phase transitions, which is consistent with our numerical exploration.

### IV. Conclusions

Long-range Ising models can exhibit very rich physics, especially when the long-range couplings do not decay with distance. Such atypical long-range couplings are essential to ensuring that spin systems have stealthy hyperuniform ground states in the absence of any transverse field. Spin systems with hyperuniform ground states thus show very interesting physics that is qualitatively different from standard long-range Ising models with interactions that decay with distance. We have presented here one of the first analyses of the physics of stealthy, hyperuniform spin systems with nontrivial, nonmonotonic, long-range interactions under a transverse magnetic field. We demonstrate numerically that for these systems, unlike standard long-range Ising models, the number of phase transitions is not fixed. Their loss of hyperuniformity, in the presence of transverse fields, is not always accompanied by a loss of order, as measured by the $\tau$ order metric. This feature is very unusual and leads to the possibility of designing hyperuniform materials whose ground state in the presence of external transverse magnetic fields can be more ordered than that in the absence of an external field. We also showed that the rate of loss of the property of stealthiness is much faster than that of the loss of hyperuniformity, proving that stealthiness is a much more delicate property.

To better theoretically understand the phase transitions we identified numerically, we have analyzed the long-range Ising spin models using the Jordan-Wigner mapping Hamiltonian. Under this mapping, the long-range spin-spin interactions manifest themselves as nonpairwise interaction terms. We showed that for a generic long-range Ising model, under the pairwise-interaction and mean-field “approximations,” there can be a maximum of two phase transitions, which is consistent with our numerical results. Therefore, we conjecture that a long-range pairwise interacting 1D Ising spin chain with arbitrary couplings, for which a discrete cosine transform is convergent, can show at most two quantum phase transitions at zero temperature.

Future work on understanding the critical scaling of these phase transitions using MERA or QMC should lead to further insights into the nature of these long-range hyperuniform spin chains. Spin waves [51] are commonly used to understand the origins and nature of phase transitions. They are obtained via direct diagonalization of a Hamiltonian in the space of the ground state and states with a single excitation above the ground state. This is exactly what we do numerically in the CI-singles (CIS) approximation discussed in Appendix B [42]. Future analysis of these phase transitions in terms of the “spin-wave” spectrum [43,44,51] should yield valuable insights into the nature of the phases. It would also be interesting to study these systems under a combination of longitudinal and transverse fields to map out the full phase diagram. Such studies would prove useful in the design of novel materials with simple models.
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APPENDIX A: DESCRIPTION OF HAMILTONIAN

We considered Hamiltonians of the form

\[ H = -\sum_i \sum_{1 \leq r < R} J_i \hat{\sigma}_z^{(i)} \hat{\sigma}_z^{(i+r)} + \sum_i -\Gamma \hat{\sigma}_x^{(i)} \] (A1)

in the body of the paper. In Table I, we list the three different interaction parameters used in Sec. III on hyperuniform spin chains. In Sec. III B 1, we discussed the parameter with the single weak first-order phase transition. This corresponds to \( J_1(r) \) and does not show a transition from disorder to order. In Sec. III B 2, we show results corresponding to \( J_2(r) \), which shows one first-order transition and an increase in the \( r \) order metric. Finally, \( J_3(r) \) shows two first-order transitions (Sec. III B 3).

APPENDIX B: EXPLORATIONS USING CONFIGURATION INTERACTION EXPANSIONS

The Hamiltonian can be decomposed in the following manner:

\[ H = -\sum_i \sum_{1 \leq r < R} J_i \hat{\sigma}_z^{(i)} \hat{\sigma}_z^{(i+r)} + \sum_i -\Gamma \hat{\sigma}_x^{(i)}, \] (B1)

\[ H_{\text{ref}}|\phi\rangle = E_0|\phi\rangle. \] (B2)

As in the DMRG simulations, we evaluate the Hamiltonian in a PBC. We have already solved for the “reference” \( |\phi\rangle \), which is the classical long-range Ising problem with \( \Gamma = 0 \). Now, we expand the true ground-state wave function \( |\psi\rangle \) in a configuration interaction (CI) expansion:

\[ |\psi\rangle = c_0|\phi\rangle + \sum_a c_a|\phi_a\rangle + \sum_{a,b} c_{a,b}|\phi_{a,b}\rangle + \cdots, \] (B3)

where \( |\phi_a\rangle \) is obtained by flipping the \( a \)th spin with respect to \( |\phi\rangle \), \( |\phi_{a,b}\rangle \) is obtained by flipping the \( a \)th and \( b \)th spins, and so on. We will refer to the series of approximate solutions as CI-singles (CIS), CI-singles-doubles (CISD), CI-singles-doubles-triples (CISDT), and CI-singles-doubles-triples-quadruples (CISDQT), respectively, depending on the truncation of the expansion used. The CIS approximation is very similar to spin-waves.

We solve the eigenvalue equation representing the Hamiltonian in the orthonormal basis described above. First, consider the matrix elements of \( H_{\text{ref}} \). Since \( H_{\text{ref}} \) is a function of \( \hat{\sigma}_z \) and the basis vectors are eigenvectors of \( \hat{\sigma}_z \), \( H_{\text{ref}} \) is diagonal in the basis defined.

Though the basis consisting of all possible excitations is complete, the smaller basis set obtained using a truncated number of excitations is not. As a method of exploring the nature of the ground state qualitatively, we use not just \( |0\rangle \) as a reference but also \(|1\rangle, |2\rangle, \) and \(|3\rangle. \) Of course, in the full basis, the results should be independent of the reference used. To gain a better understanding, we truncate the expansion such that the bases defined on all of the references are nonintersecting. So, the Hamiltonian matrix defined in terms of all the references would have a block diagonal structure, implying that we can solve the problem for each of the references independently. Additionally, this allows us to probe into the nature of the ground state. We can now make qualitative statements about which reference the ground state looks like. Note that in Fig. 10, for \(|2\rangle \), the inclusion of quartic excitations includes vectors that are similar to \(|0\rangle \). Once the quartic excitations are included, using \(|2\rangle \) as a reference, we can get the correct behavior in the low \( \Gamma \) region as well, even though up to CISDT, \(|2\rangle \) is higher in energy than \(|0\rangle \) at \( \Gamma = 0 \).

Obviously at \( \Gamma \) close to 0.3 the results are not converged. However we are interested in the nature of the “crossovers.” Figure 10 demonstrates that if we consider only single excitations, then there is no phase transition. The ground state

| Table I. Interaction parameters for the stealthy hyperuniform long-ranged spin chains. |
|---|---|---|
| \( r \) | \(-J_1(r)\) | \(-J_2(r)\) |
| 1 | 0.285714285714285874 | 0.55769230769230704325 |
| 2 | 0.17754228440175393033 | 0.406249999999996142 |
| 3 | 0.11776898932971439727 | 0.95673076923076916245 |
| 4 | 0.676592399248280044 | 0.0937499999999472664 |
| 5 | 1 | 0.081730769230768635092 |
| 6 | 0.2787638337857594184 | 0.90144230769230759837 |
| 7 | 0.76894967634161570658 | 0.3173076923076922351 |
| 8 | 0.10471914804760995565 | 0.45673076923076807374 |
| 9 | 0.6765923992482822644 | 0.1 |
| 10 | 0.238880764274688557 | 0.11147186147186512749 |
| 11 | 0.33284610568801239 | 0.097402597402597379528 |
| 12 | 0.2481206932537697284 | 0.11147186147186512749 |
| 13 | 0.370641052417736083 | 0.11147186147186512749 |
| 14 | 1 | 0.11147186147186512749 |
remains similar to $|0\rangle$ over the range of $\Gamma$ considered. However, as soon as we introduce more excitations, phase transitions start appearing. We notice that for the CISDT calculations, there is a crossover from a $|0\rangle$-like ground state to a $|2\rangle$-like ground state at around 0.074, followed by a crossover from a $|2\rangle$-like ground state to a $|1\rangle$ like ground state at 0.22. The $|0\rangle$-like ground-state to $|2\rangle$-like ground-state transition lies within the range of $\Gamma$ where the calculations were better converged. Therefore, we get an estimate of the critical value of $\Gamma$ that is in good agreement with the estimate from DMRG calculations (0.0675–0.07). Though the second phase transition is predicted accurately, the critical value of $\Gamma$ is significantly overestimated because the expansion calculations are not converged.
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