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Abstract
As we make tremendous advances in machine learning and artificial intelligence (ML/AI) technosciences, there is a renewed understanding in the ML/AI community that we must ensure that humans being are at the center of our deliberations so that we don’t end in technology-induced dystopias. As strongly argued by Green in his book “Smart Enough City”, the incorporation of technology in city environs does not automatically translate into prosperity, wellbeing, urban livability, or social justice. There is a great need to deliberate on the future of the cities worth living and designing. There are philosophical and ethical questions involved along with various challenges that relate to the security, safety, and interpretability of ML/AI algorithms that will form the technological bedrock of future cities. A number of research institutes on human-centered AI (HAI) have been established at top international universities—including Stanford Institute for Human-Centered Artificial Intelligence (HAI), Berkeley’s Center for Human-Comparable AI (CHAI), and MIT Institute for Data, Systems, and Society (IDSS). Globally there are calls for technology to be made more humane and human-compatible. For example, Stuart Russell has a book called Human-Compatible AI. The Center for Humane Technology advocates for regulators and technology companies to avoid business models and product features that contribute to social problems such as extremism, polarization, misinformation, and Internet addiction. In this paper, we analyze and explore key challenges including security, robustness, interpretability, and ethical (data and algorithmic) challenges to a successful deployment of AI/ML in human-centric applications, with a particular emphasis on the convergence of these concepts/challenges. We provide a detailed review of existing literature on these key challenges and analyze how one of these challenges may lead to others or help in solving other challenges. The paper also advises on the current limitations, pitfalls, and future directions of research in these domains, and how it can fill the current gaps and lead to better solutions. We believe such rigorous analysis will provide a baseline for future research in the domain.
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1. Introduction
According to a recent report [1], around 54% of the world’s population lives in cities, and the number is expected to reach 66% by 2050. Rapid urbanization is driven by economic incentives but it also has a significant collateral environmental and social impact. Therefore, environmental, social, and economic sustainability is very crucial to maintain a balance between rapid expansion in the urbanization and resources of the cities. Thanks to modern technologies, striving for an improvement in the environmental, financial, and social aspects of urban life, and mitigating the associated challenges. More recently, the concept of smart cities has been introduced, which aims to make use of modern technologies including a wide range of Internet of things (IoT) sensors to collect and analyze data on different aspects of urban life [2,3]. A smart city application demands a joint effort of people from different disciplines, such as engineering, architecture, urban design, and economics, to plan, design, implement, and deploy a smart solution for an underlying task.

Machine Learning (ML) techniques have also been proved very effective to gain insights from data collected through different IoTs sensors to manage and utilize the resources more efficiently. According to Greg Stone [4], “If you know the right questions and understand the risks, data can help build better cities”, and ML helps you extract such insights from the data. Some key smart city applications where ML has been proved very effective include healthcare, transportation, education, environment, agriculture, defense, and public services [5,6,7,8,9]. We note here that while our focus in this paper is on ML, our ideas apply more broadly to the the more general case of artificial intelligence (AI) technology for smart
Some key services of the group include...
advancement in deep learning. For instance, a solution proposed by Google [30] outperformed human doctors (i.e., by around 16% accuracy) in the identification of breast cancer in mammograms. Similarly, ML solutions proposed in [31, 32], have been proved very effective in the diagnosis of skin and lung cancer, respectively.

- **Transportation and Autonomous Cars**: Transportation can benefit from ML in several ways. For instance, its predictive capabilities can help in traffic volume and congestion estimation for route optimization [33]. ML algorithms can also be jointly used with multimedia processing techniques for road safety, driver distraction, and accident events detection and road passability analysis [34, 35, 36, 37]. However, ML can be considered as a backbone of autonomous cars where one of the key responsibilities of the ML module is continuous monitoring of the surrounding environment and the prediction of different events, which generally involves the detection and recognition of various objects such as pedestrians, vehicles, and roadside objects [38].

- **Education**: ML brings several advantages in education by contributing to several tasks, such as automatic grading and evaluation, students’ retention and dropout prediction, personalized learning, and intelligent tutoring systems [8]. ML predictive capabilities could also help in predicting students’ career paths by applying ML techniques on students’ data covering different aspects, such as interests and performances in different subjects. We believe, ML is equally useful for all stack-holders in the education sector including students, teaching and support staff, and administration.

- **Crime Detection/prediction and Tracking**: It is another interesting smart city application where ML has shown its potential. ML is transforming the way law enforcement agencies operate to prevent, detect, and deal with crimes. In the modern world, law enforcement agencies are heavily relying on predictive analysis to track crimes and identify the most vulnerable areas of a city, where additional force and patrolling teams could be deployed. One example of such tools is PredPol, which relies on ML techniques to predict “hot spot” crime neighborhoods [39].

- **Clean and Sustainable Environment**: ML also helps in monitoring and maintaining a clean and sustainable environment. Thanks to the recent advancement in deep learning and satellite technologies, environment monitoring and enforcement are more efficient than ever [40]. ML techniques have been widely deployed in analyzing remotely sensed data for environmental changes. Moreover, ML techniques have also been proved very effective in disaster detection, water management, and waste classification [41, 42].

- **Smart Agriculture and Livestock**: ML has also revolutionized the agriculture and livestock sector especially after the emergence of the recent concept of smart agriculture, where predictive capabilities of ML have been exploited for different tasks, such as automatic and optimized irrigation system, crop and animal monitoring, fruit/crop quality and diseases detection, etc. [43]. In precision agriculture, which is a relevant concept, real-time and historical data is analyzed through ML techniques to extract meaningful insights about production/agriculture in a smaller region [44].

- **Smart Building**: Smart building represents an automatic structure/system to control the building’s operations such as lighting, heating, ventilation, air conditioning, and security. ML has been widely exploited for various tasks in smart systems as elaborated upon in [45].

- **Tourism, Culture, Services, and Entertainment**: Tourism and entertainment industries are also benefited big time by ML and social media [46]. For instance, ML-based recommendation systems are widely used by travelers in the decisions of their holidays’ destinations considering different variables, such as transportation and accommodation facilities, cost, food, and historical points. In addition, ML-based applications could help travelers in fraud detection, cost optimization, and identification of entertainment venues and transportation facilities at the destination. Apart from the recommendation systems, which is one of the main applications of ML in the sector, ML enabled visual sentiment analysis tools could be used to search or extract scenes from long TV show videos based on sentiment analysis [47].

- **Defence**: Similar to other aspects of smart cities, unfortunately, a significant impact of ML can also be noticed in the defense sector. The scope of ML in defense is
quite diverse, ranging from smart weapons to cybersecurity, monitoring, target detection and recognition, training, and military intelligence [48]. Modern technologies and ML-based defense applications are now a critical part of modern warfare. ML algorithms enable military systems to handle larger volumes of data more efficiently leading to wiser and accurate combat systems.

Despite the outstanding performances and success, ML also brings challenges in the form of privacy and unintentional bias in public services. For instance, to analyze people’s commute patterns, the administration needs to collect and process a lot of people’s data, including their movements risking people’s personal information to be leaked. The intentional and unintentional bias in decisions of ML is even more dangerous, which might endanger citizens’ lives in healthcare or law enforcement applications. For instance, an ML-based software used for future criminals predictions was found biased against blacks [14]. Similarly, Amazon’s ML-based job hiring application used to unfairly favor male candidates over similarly qualified female candidates [19]. It must be noted that the algorithms do not learn the bias on their own rather it comes from the data used to train the algorithms, which reflects the social and institutional biases of the society practiced over the years [3]. Moreover, being a product of humans, ML algorithms reflect the beliefs, objectives, priorities, and design choices of humans (i.e., developers). For instance, to make accurate predictions, ML algorithms need the training data to be properly annotated and must contain sufficient representation for each class. An over-representation of a class may develop a tendency towards the class in predictions. A trade-off between false positives and false negatives is also very crucial for ML predictions. These limitations of ML hinder its way of overcoming social and political biases to achieve smart cities’ true objectives. According to Green [5], ML algorithms in smart city applications are mostly influenced by the social and political choices of the society and authorities. Therefore, to ensure privacy and reduce bias of ML algorithms in human-centric applications, we need to discuss the need, goals, and potential impact of their decisions on society before deploying them.

Moreover, there are several security threats to ML models in smart city applications, for instance, attackers can launch adversarial attacks on ML models to bias the decisions by disturbing their prediction capabilities. For example, an adversarial attacker might turn off an autonomous car on a high way, and ask for money to restart it. A more serious situation could be stopping a train on the platform just before the arrival of the next train [49]. Another challenge is the lack of interpretability—which results in humans being unable to understand the causes of an ML model’s decision. To deal with such risks involved in deploying ML in smart city applications, the concept of explainability and ethics in ML has been introduced.

In the next sections, we provide a detailed overview and analysis of the potential security, robustness, interpretability, and ethical (data and algorithmic) challenges to ML in smart city applications.
of technique for explainable ML. For instance, [58] and [59] survey web technologies and reinforcement learning-based approaches for explainability. Baum et al. [60] on the other hand, provides a survey of AI projects on ethics, risk, and policy. Similarly, Morely et al. [61] provide an overview of the literature on AI ethics in healthcare. In contrast to other surveys, this paper emphasizes the connection between these four challenges, and analyze how a solution to one of the challenges may also help or cause the others. Table 1 provides summary of existing related surveys.

1.4. Contributions
In this paper, we provide a detailed survey of the literature on the security, safety, robustness, interpretability, and ethical (data and algorithmic) challenges to ML in smart city applications. The paper mainly focuses on the connection among these concepts, and analyzes how these concepts and challenges are dependent on each other.

The main contributions of the paper are summarized as follow:

• We provide a detailed analysis of how ML is helping in developing our cities, and the potential challenges, such as salient ethical, interpretation, safety, security, and fairness, hindering its way in different smart city applications.
• The paper analyzes the literature on major challenges including security, safety, robustness, interpretability, and ethical challenges in deploying ML in human-centric applications.
• The paper provides useful insights into the relationship among these challenges and describes how they may affect each other.
• We also identify the limitations, pitfalls, and open research challenges in these domains.

The rest of the paper is organized as follows. Section 2 provides an overview of different security and robustness challenges to ML in smart city applications. Section 3 details the importance of interpretability and explains how explainable ML can help in extracting more insightful information from ML decisions, and how it can be linked with adversarial attacks. Section 4 details the challenges associated with data collection and sharing. Section 5 focuses on the ethical aspects of deploying ML in human-centric smart city applications. Section 6 summarizes the key insights and lessons learned from the literature. In Section 7, we highlights the open issues and future research directions. Finally, Section 8 provides some concluding remarks.

2. Smart City ML Security and Robustness
Machine Learning has tremendous potential in smart cities that can improve the productivity and effectiveness of the different city systems. Despite the positive outcomes and the promise of ML in smart cities, security is one of the main concerns that still need further investigation and experiments. ML models can be vulnerable to different kinds of attacks; such as adversarial examples, model extraction attacks, backdooring attacks, Trojan attacks, membership inference, model inversion [63].

Attacks on ML models introduce new challenges to the existing software security systems and approaches that need to address a bit different nature of challenges [65]. ML has its unique security issues where a small modification on the objects (inputs or data consumed by ML algorithms) might change the decision of ML models and cause serious consequences. The following shortlist, on the security issues of ML applications in the last five years, clearly raises the urgent need to intensively study the safety and security aspects of ML while transforming cities to be smart.

• 2015, Google Photo App tags black people as gorillas.
• 2016, the Auto-driver system in Tesla also confused the white side of a truck with the sky in 2016, leading to the deadly crash [67].
• 2016, Microsoft chatbot was shut down and closed after a few hours of its release time. The model was attacked and forced to post offensive tweets for users [68].
• 2016, Google AV was in autonomous mode where a failure in speed estimation caused a crash [69].
• 2016, face recognition detection attack using eyeglasses frames [66].
• 2017, Facebook shut down two AI-robots when they started use a special language the developers cannot understand [7].
• 2018, Uber’s self-driving cars killed a pedestrian. The AV has not stopped at the right time [7].
• 2018, robust physical perturbations could fool the DNN-based classifier of a self-driving car to misclassify speed limit signs [67].
• 2018, ML algorithms can hear something different from what humans do with regular sound files such as songs. ML works on sounds wave which can carry secret commands to the connected devices [68].
• 2019, the Tesla autopilot ML system has been attacked at Tencent’s Keen Security Lab by small changes on the lane markings, yet clear for humans. Tesla Model S swerve to the wrong lane making the lane recognition models in Tesla risky and unreliable under some conditions [69].

1Media: https://www.theverge.com/2015/5/24/17388696/uber-self-driving-crash-ntsb-report
2Tesla website: https://www.tesla.com/en_J0/blog/tragic-loss
3Microsoft: https://blogs.microsoft.com/blog/2016/03/25/learning-tags-introduction/
4Media, technology news on BBC https://www.bbc.com/news/technology-35692845
5Media: https://www.independent.co.uk
6The National Transportation Safety Board (NTSB). Media: at: https://www.theverge.com/2018/5/24/17388696/uber-self-driving-crash-ntsb-report
Table 1: An overview and comparisons against existing surveys in the domain in terms of challenges covered.

| Ref. | Year | Main Focus     | Adversarial Attacks | ML Challenges                     | Data Management/Ethics | Algorithmic Ethics |
|------|------|----------------|---------------------|-----------------------------------|------------------------|-------------------|
| [51] | 2020 | Adversarial ML | ✓                   | Bias                              | X                      | X                 |
| [52] | 2020 | Adversarial ML | ✓                   | Privacy                           | ✓                      | X                 |
| [53] | 2019 | Adversarial ML | ✓                   | Interpretation                    | ✓                      | X                 |
| [54] | 2019 | Adversarial ML | ✓                   | Informed Consent                  | ✓                      | X                 |
| [55] | 2018 | Explainability | ✓                   | Data Ownership                    | ✓                      | X                 |
| [56] | 2018 | Explainability | ✓                   | Ethics                            | ✓                      | X                 |
| [57] | 2017 | Ethics         | ✓                   | Explainability                    | ✓                      | X                 |
| [58] | 2020 | Ethics         | ✓                   | Data Management                    | ✓                      | X                 |
| [59] | 2019 | Smart City     | ✓                   | Security Attacks                  | ✓                      | X                 |
| [60] | 2019 | Data Collection| ✓                   | Robustness                        | ✓                      | X                 |
| [61] | 2016 | Smart City     | ✓                   | Explainability                    | ✓                      | X                 |
| [62] | 2019 | Smart City     | ✓                   | Explainability                    | ✓                      | X                 |
| [63] | 2019 | Smart City     | ✓                   | Explainability                    | ✓                      | X                 |
| This work | 2020 | Smart City     | ✓                   | Explainability                    | ✓                      | X                 |

Figure 4: Structure of the survey.

- 2019, a neural network model diagnosis a benign mole as Malignant because of tiny noise added to the medical image [70].
- 2019, attacks on a text classifier by making changes in the order of few words [71].
- 2019, Deepfakes. Facebook creates a dataset for Deepfake
2019, the smart algorithm is biased against dark-skinned patients in New Jersey, USA.

This list indicates that there are several issues to be handled beyond building ML models of good performance. In the following subsections, we discuss the strategies of attacks on machine learning models in smart city applications which shed the light on the necessity for safe and robust ML solutions at both technical and policy levels.

2.1. Adversarial Attacks

This challenge has been recognized and discussed either for crafting fake data that could belong to different domains; text[72], images[73], audio[68], network signals[74] known as adversarial examples or evaluating and developing solutions against this security threat[75]. Formally, given a benign input data X which is classified as class 1 by model M, find a function $F$ to generate $X'$ (poisoning function $F$; $F(X) = X'$) so that $X'$ is classified as class 2 by the same model $M$ where the difference between $X$ and $X'$ is not being discovered by humans.

This former definition is referred to as un-targeted adversarial attacks. The targeted attacks have a target class $Y$ where function $F$ is trying to find another version of any benign input where model $M$ becomes biased towards $Y$ in prediction. Another classification of adversarial attacks is based on the amount of knowledge the attackers have about the target model (victim). The threat model can be a white-box, gray-box, or black-box. In white-box attacks, adversaries have full knowledge about the targeted model architecture. This eases the process of crafting poisoned data and thus fools the system. While in gray-box threat models attackers could have some information about the overall structure of the model, in black-box threat models all that they have is just access to use the model[76]. A detailed taxonomy of adversarial attacks can be found in[5].

Figure 5 illustrates a common adversarial attack on an image classification classifier, where an ML model has been deceived by adding a tiny perturbation, amplified in the figure for visual depiction, to a legitimate sample to disturb the prediction capabilities of the model.

Since the main focus of the paper is on smart city applications, thus without going into further details, in the next subsection, we provide an overview of the literature on adversarial attacks on ML models in smart city applications.

2.1.1. Adversarial ML and Smart City Applications

Adversarial attacks are considered severe security threats in learner-based models due to its possible consequences. In smart cities, complex networks, and collaborations of data-driven applications and devices, the impact of misleading a model, e.g., a classifier, could result in harsh situations and a costly mess. This could happen no matter the attack has intentionally misled the model such as crafted inputs by attackers, or unintentionally "accidentally" such as a defect in traffic light signals, or varying weather conditions that could impact signs illumination consumed by autonomous vehicles[78]. In[79], a perturbation on a regular image of a stop sign forces a deep neural network classifier to see it as a yield sign. This information can lead the vehicle to behave unsafely and might cause severe accidents. This case could be worse if other neighboring vehicles consume some data sent by the attacked vehicle. A DNN-based solution was developed in[80] to detect and then isolate the attacked vehicle from the cooperative vehicles. ML models in Autonomous vehicles depend not only on the exchanged sensors data but also on consuming street signs to control the driving and traffic. The security of these models is crucial since a slight change in sign image could be enough to fool the model, for example, one pixel is often enough to attack a classifier in [81].

Similarly, human lives and billions of dollars could be victims of ML models that are misclassifying the diseases and medical reports. In[70] using a slight noise on disease images or even replacing some words in disease description by their synonyms, the ML models changed the decisions to the opposites of the true ones. Despite that medical images are taken in pre-defined settings, where some manipulations applied to other domains images are not valid such as rotations, some manipulation methods can be easily detected by specialists eyes[82], there is still a chance to be manipulated by other methods[83]. In[84], GAN was able to modify breast medical images through adding/removing features and change the AI decision while radiologists never discriminate the difference between the original and manipulated images at low-resolution rates. Brain medical images have been manipulated by three different methods; noise generated, fast gradient sign, and virtual adversarial training to generate adversarial examples to mislead the brain tumor classifier[85]. Fortunately, with the help of DNN, a detector has been developed and showed surprising high accuracy in detecting manipulated medical images[86]. Another detector is a result of ensemble CNN networks[87], or by training dataset augmentation by the adversarial examples of modified CT scan images[88]. The literature shows more evaluation of medical image attacks than text attacks. This is probably because the attacks arise in the computer vision field. However, texts in natural language are...
also liable to attacks. This means prescriptions, medical records classification for insurance decisions, patient history, and allergic information, medical claims codes that determine reimbursement, are all vulnerable to attacks. The sensitive nature of these applications and the resulting harms (economic and well as social) raises the concern for safety, security, and dependability of ML systems. In the future, extra computational interventions (e.g., adversarial data detectors) may form an integral part of ML-based medical solutions.

Other components of smart cities are not far from serious attacks. In the smart energy sector, attacks come in different forms; denial-of-service where systems or part of them become inaccessible and can also be optimized for more sufficient energy needs, randomly manipulate the sensor readings, or with some information the attacker has about the system and sensors, false data are injected to the system. Several detection solutions have been proposed and evaluated to mitigate the attacks in a grid such as false data injection detection, securing the grid physical layers against attacks.

Adversarial attacks also have a serious impact on food safety and production control. Several ML solutions feed on images, videos, text in smart agriculture, and smart waste. These two smart sectors may be more vulnerable to unintentional attacks, one reason is because of natural conditions where the sensors and cameras work. Table 2 provides a summary of some of the works on adversarial ML in smart city applications.

2.2. Security Attacks on ML

In this section, we would like to introduce the readers to some other common strategies to launch attacks on ML particularly in cloud and edge deployments, which are very common in smart city applications.

2.2.1. Data Poisoning

In this attack, as illustrated in Figure 6, attackers intentionally share manipulated data, e.g. incorrect labels, so the model would consume in any re-training process with a target to degrade the ML models’ performance. In this case, attackers somehow have control over the training data or can contribute to the training data. In smart cities, crowdsensing is an integral data source for smart services which is involved in several areas such as transportation, pollution monitoring, and energy management. However, it is highly susceptible to data poisoning attacks, and in some settings, gain greater degrees of reliability so that they are hard to be identified. In a very sensitive field of study, an experiment on around 17,000 records of healthy, unhealthy (disease-infected) people, a poisoning attack on the training data was able to drop the classifier accuracy of about 28% of its original accuracy by poisoning 30% of the data. This could have severe consequences, for example, on dosage or treatment management.

2.2.2. Evasion Attacks

Compared to data poisoning, evasion attacks can take place after model training as shown in Figure 7. The attackers may have no idea about the required data manipulation to attack the model. A practical evaluation in shows that commonly used classification algorithms, such as SVM and NN, can be easily evaded even with limited knowledge about the system, and an artificial dataset. To highlight the risk of using deep learning in the context of malware detection, proposed a novel attack that changes a few bytes in the file header without injecting any other data and forces MalConv, a convolutional neural network for malware detection, to misclassify the benign and fabricated inputs. In this attack strategy, attackers would keep querying the ML models in a trial and error fashion so they can learn how to design their inputs to pass the model. This would create an overhead on the systems and a solution to identify suspicious queries that may save the availability of the systems and the power consumption, especially if the target models run on devices of limited energy supply.

2.2.3. Trojan Attacks

Trojan attacks on ML algorithms are also very common in cloud and edge deployments of ML. In a trojan attack, the attackers modify the weights of a model in a way that its structure remains the same. Moreover, a trojan attacked ML model works fine on normal samples, however, it predicts the trojan target label for an input sample when a trojan trigger, which is an infected sample to activate the attack, is activated. Figure 8 illustrates how trojan attacks behaves when a trojan attack is triggered on a face recognition system. In this case, the victim classifier always predicts the trojan target label when test samples with trojan trigger are used.
Table 2: Summary of some key works in adversarial ML in terms of smart city application, type of attack (white/black-box), dataset and key features of the method.

| Ref. | Application       | Type of attack | ML Model | Dataset          | Description of the method                                                                 |
|------|-------------------|----------------|----------|------------------|------------------------------------------------------------------------------------------|
| [96] | Transportation    | White-box and Black-box | CNNs      | GTSRB [83] and GTSDB [87] | It proposes adversarial attacks on the traffic sign recognition systems/models of autonomous cars. It mainly proposes two types of attacks namely (i) Out-of-Distribution attacks, and (ii) Lenticular Printing attacks. The former modifies the innocuous signs in a way that the model predicts it as potentially dangerous traffic signs while the latter relies on an optical phenomenon to deceive the traffic sign recognition system. |
| [98] | Transportation    | White-box      | DNNs     | KITTI [92]        | Introduces adversarial attacks on LiDAR-based perception in autonomous vehicles where LiDAR spoofing attacks are used for generating fake obstacles in front of the target autonomous vehicle to disturb its decision-making abilities. |
| [100] | Transportation    | Black-box      | DNNs     | GTSRB [78]        | It targets Deep Neural Networks (DNNs) based traffic sign recognition model with black-box attacks by employing an efficient sampling strategy for Adaptive Square Attack (ASA) able of generating perturbations for traffic sign images with fewer query times. |
| [83] | Healthcare        | White and black-box attacks | CNNs      | Chest X-ray [103] | The work demonstrates how adversarial attacks can be launched against deep learning based systems for healthcare. Moreover, it also analyzes how healthcare is susceptible to adversarial attacks both in terms of monetary incentives and technical vulnerabilities. |
| [104] | Healthcare        | White-box      | MLP       | Los Alamos National Laboratory (LANL) dataset [103] | It explores and demonstrates the vulnerabilities of data-driven approaches to structural health monitoring by generating/mapping the records of Los Alamos National Laboratory into adversaries using a white-box attack. Moreover, the work also proposes an adversarial threat model specific to structural health monitoring. |
| [104] | Healthcare        | White and black-box | DT, RF, and ANNs | Self-collected | It proposes a new type of adversarial attacks for targeting ML models in healthcare where the attacker/adversary has partial information about the data distribution and ML model. The attacks are intended to change medical device readings to alter patient status/diagnosis results. |
| [105] | Industry          | White and black-box | DNNs     | Self-collected | Proposes a decentralized framework namely DeSVig to identify and to guard against adversarial attacks on an industrial AI system. The biggest advantage of the framework is its ability to reduce failure of identifying and being deceived by adversaries. |
| [106] | Smart Grids       | White-box      | GANs     | Self-collected | Explores the vulnerabilities in smart grids. To this aim, a data-driven learning-based algorithm has been proposed to detect un-observable false data injection attacks in distribution systems. Moreover, the method needs less training samples and makes use of unlabelled data in a semi-supervised way. |
| [92] | Smart Grids       | Black-box      | RNN and LSTM | Self-collected | The work analyzes and explores the vulnerabilities of smart grids against adversarial attacks. The authors mainly focus on the key functions of smart grids, such as load forecasting algorithms, and analyze the potential impact of the adversaries on load shedding and increased dispatch costs using data injection attacks. |
| [107] | Smart Grids       | Black-box      | RNN and LSTM | Self-collected | The paper analyzes the vulnerabilities and resilience of ML models in power distribution networks against adversarial attacks on smart meters via a domain-specific deep learning architecture. Smart meters are attacked under the assumption that the attacker has full knowledge of both the model and the detector. |
| [108] | Person Re-identification (Surveillance) | Black-box attacks | CNNs      | Market1501 [109], CUHK03 [110], and DukeMTMC [111] | The paper analyzes the vulnerabilities of deep learning algorithms in time-series data by adding noise to the input samples to decrease a deep learning model’s confidence in food safety and quality assurance applications. |

2.2.4. Model Stealing (Model Extraction)

This strategy is also called model extraction as illustrated in Figure 9. As its name implies, the ultimate objective of the adversary is to clone or reconstruct the target model, re-engineering a black-box model, or to compromise the nature and the properties of the training data [123]. This strategy of attacking the ML models dated back to 2005 when the authors of [124] were able to develop an effective algorithm for reverse engineering a spam filter model. Compared to the above two attack strategies in ML applications, model extraction needs neither any knowledge about the training data nor the model properties and architecture. All that the adversaries have is access to the model and they get its answers to the submitted queries [125, 79]. The MLaaS could be the main target of this attack since a few dollars may help in creating a free copy of the paid model over cloud [126]. Creating a private copy of the victim model not only a copyright issue but also expose the victim model to other attacks of different strategies since the at-
tackers have new information on crafting adversarial examples.

2.2.5. Membership Inference Attacks

In such attacks, the attackers do not necessarily need knowledge about the parameters of an ML model rather a knowledge of the type and architecture of the model and/or the service used for developing the model is used to launch an attack. Such attacks are very common due to the growing interest in using ML as a service allowing the attackers to develop and launch membership inference attacks using the same services. For instance, Shokri et al. [128] proposed a membership attack technique capable of launching attacks on ML models developed using Amazon and Google services.

The severity and risks associated with membership inference attack largely depend on the applications and the type of data used for training an ML model. In certain applications involving complex image and speech classification tasks, the efforts involved in generating training data reduce the severity of the attacks. On the other hand, in some human-centric applications, such as education, finance, and healthcare applications with tabular data, which can be easily generated, membership inference attacks may have severer implications.

Table 3 provides a summary of some of the works on security attacks on ML in cloud and edge deployment for smart city applications.

2.3. ML Safety in Smart City

The concept of safety in machine learning is not much different from its definition in other engineering sectors. It mainly covers the minimization of risk and uncertainty of damage [144].

An important issue is that the safety evaluation of the ML-based systems could need further effort beyond the testing dataset since the real environment could have a larger probability of uncertainty and risk. The models trained and tested on large datasets could be more robust in production environments [145]. This simply means the availability of useful and representative datasets not only a concern to get benefit from ML algorithms, but also to build more safe and robust solutions. In subsequent sections, we discuss the challenge of dataset availability.

Unsafe machine learning-based solutions could impact the lives of creatures directly; such as those systems in AV that killed people, or indirectly by raising racist issues, for example. The serious issue of Tesla auto-driver is the human driver.
was killed because of a mistake after millions of miles in testing the auto-driver system. The Google photo app also returned racist results after training on thousands of images. This simply means, even with the availability of massive datasets, ML-based systems still need serious and solid research works to mitigate the effect of mistakes and develop counter-strategies against illegal usage; adversarial attacks for example.

An interesting discussion on strategies for achieving safety in ML-based solutions is explained in [145]. The strategies come in four categories based on four general safety strategies in engineering. We highlight the basics of each of them with possible examples related to the discussion in this section.

- **Safe Design Strategy.** The main idea in this strategy is to study the data and any potential bias or harm before building ML solutions. For example, training a model on a mix of animals and humans could lead to harmful results. Using a dataset that is biased to specific classes such as lighter-skin examples are overwhelming in a dataset compared to other darker-skin colors could also be a biased solution towards specific classes [211]. Therefore, the imbalance of the examples in the dataset forces the classifiers to perform better, in terms of accuracy, with specific classes related to male over female, and lighter-skin color over darker-skin color. The general purpose IBM face recognition was stopped because it was used for racial profiling, the MIT technology review showed that this software does well with lighter-skinned color female than dark-skin color female.9

- **Safety reserves.** The feature set could be partitioned into protected, such as gender, race…etc, and unprotected groups where the risk ratio of harm of a protected group to an unprotected group should not exceed a predefined threshold.

- **Safe Fail.** If the decision cannot be given with confidence, the rejection option would be the choice. The human would step in to have manual decisions.

- **Procedural Safeguards.** The availability of the open-source machine learning algorithms could improve the testing and auditing works. However, since the data is playing a major role in any ML-based solution, the open dataset; freely available, could help in developing more safe applications.

9https://www.technologyreview.com/2020/06/12/1003482/amazon-stopped-selling-police-face-recognition-fight/

### Table 3: Summary of some key works on security attacks on ML in cloud and edge deployment in terms of application, type of attack, dataset and key features of the method.

| Ref. | Application                  | Type of attack | ML Model | Dataset                     | Description of the method                                      |
|------|------------------------------|----------------|----------|-----------------------------|----------------------------------------------------------------|
| 129  | Fashion and supply chain     | Trojan         | DNNs     | Fashion-MNIST               | It targets DNNs using stealth infection on the models in a cloud-based neural computing frameworks. It is to be noted the attack aims to harm the end users without any impact on the service provider. |
| 131  | Communication                | Trojan         | CNNs     | RML2016.10A                 | It introduces and launches Trojan attack against a ML model for wireless signal classification. Moreover, the authors evaluate several types of mechanisms for the detection of such attacks on wireless signal classification. |
| 132  | Autonomous Cars              | Trojan         | DNNs     | GTSRB                      | It proposes and develops a framework namely STRong Intentional Perturba- tion (STRIP) to guard against run-time Trojan attacks on image classification frameworks where certain input samples are intentionally perturbed by superimposing various image patterns to analyze the behavior of the model for the detection of malicious samples. |
| 133  | Communication                | Data Poisoning (exploratory attack) | DNNs | Spectrum Sensing          | It proposes a data poisoning attack on an ML model for the cognitive trans-mitter by changing the channel occupancy information, for instance from busy to idle or vice-versa, to disturb the decision capabilities of the model on certain samples. |
| 135  | Sentiment Analysis           | Data Poisoning | DNNs     | IMDB                        | It guards against data poisoning attacks on ML models by constructing approximate upper bounds on the loss under two assumptions: (i) the “dataset is large enough for a statistical concentration between train and test error to hold”, and (ii) the outliers in the cleaned dataset does not have any impact on the model. The technique is meant to the defender aiming outlier detection. |
| 139  | IRS tax pattern and Email Extraction | Model Extraction | DT     | IRS Tax Pattern, GSS Survey, Email Importance, and Steak Survey | It provides a mechanism for guarding against extraction attacks where a framework is firstly attacked with extraction attacks by measuring the learning rate of the model. A cloud-based extraction monitoring mechanism is then developed to quantify the extraction status of models by analyzing the query and the corresponding response streams. |
| 138  | Facial Expression Recognition | Model Extraction | CNNs | Multiple dataset including AR Face, BU3DFE, and JAFFE | It aims to analyze whether a black box CNNs model can be steal or not? To this aim, a CNN model is queried with unlabeled samples to extract the model’s information by analyzing its response to the unlabeled samples, which are used to create a fake dataset then. |
| 144  | Digits Classification        | Evasion Attacks | CNNs     | MNIST                       | It analyzes the robustness and reliability of one of the commonly used types of evasion attacks defense methods namely watermarking schemes for CNNs where the authors claim that attackers can evade the verification of original ownership under such schemes. |
Although the above strategies could improve the safety of ML-based solutions, several defense methods have been developed against security attacks to maintain the safety of ML-based applications. The defense methods developed are of different natures and techniques depend on the expected attack on the ML-based system; while training the model or after training the model. Table 5 shows different approaches to mitigate the effect of security attacks on machine learning discussed in this section.

Table 4: Defense methods against the security attacks in machine learning by detecting or mitigating the effect of attacks

| Attacks               | Defense Approach                                      |
|-----------------------|------------------------------------------------------|
| Adversarial example   | • Feature scattering for adversarial training [146]  |
|                       | • Federated approach to share the capabilities of defense over the cloud [137] |
|                       | • Dirichlet Neighborhood Ensemble method, DNE [138] |
|                       | • Gossipuard, using graph structure and node features to prune the edges connecting unrelated nodes [139] |
| Poising attacks       | • TRIM algorithm to train a regression model with poisoned data [150] |
|                       | • Removing outliers from the training datasets, or data sanitization [135][131] |
|                       | • Spectral clustering with similarity metric for dataset legitimacy evaluation [152] |
|                       | • kernel distance in the Local Intrinsic Dimensionality metric [153] |
| Evasion attack        | • Dimensionality reduction as a defense against evasion attacks [150] |
|                       | • Adversarial training of ensemble [134] |
|                       | • Ensemble Adversarial Training where the training dataset is augmented by adversarial examples from different models [135] |
|                       | • OMNI, an ensemble of unexpected models that have a way different hyperparameter values [156] |
| Trojan                | • IAD, Input Anomaly Detection [157] |
|                       | • Re-Training the model if the defender has access to the NN [135] |
|                       | • Autoencoder neural network to preprocess the input before the neural network to prevent any inputs that would trigger the Trojan [135] |
|                       | • Pruning: The defender iteratively prunes specific neurons from the DNN that can be triggered by trojan, the accuracy of the pruned network is evaluated in each iteration [159] |
| Model stealing (extraction attacks) | • Using synthesis queries and parameters optimization [123] |
|                       | • Output probability manipulation [160] |
|                       | • Removing the probability of some classes and output [161] |
|                       | • Watermarking [162] |

3. Smart City ML Interpretability

In a typical ML framework, a set of features is feed to an ML algorithm, which learns from the data by identifying a hidden pattern, and in return produces some predictions. In such frameworks, which are also termed as black-boxes, the predictions come without any justification/explanation, and the users have no idea of the reasons behind the outcome. On the other hand, in an explainable ML framework, besides prediction/decisions, an ML model also details the causes of the prediction/decision. To this aim, additional functions/interface is used to interpret the causes behind an underlying decision [57]. In the literature, interpretability and explainability are generally used interchangeably. However, the terminologies are relevant but slightly different. Interpretability shows the extent to which a cause and effect can be observed within a system while explainability represents the extent of explanation/description of ML algorithms mechanism to a human.

There are several factors motivating the need of explanation/justification of the potential causes of an ML model in general and in smart city applications in particular, where justification and explanation of an ML model’s outcome are very critical for developing the users’ trust in ML models used to take some critical decisions about their lives, such as whether we get a job or not (AI-based recruitment), whether an individual is guilty/involved in a crime or not (i.e., predictive policing) etc. [24]. According to Guidotti et al. [163], these justification of the causes of an ML model’s predictions could be obtained in two ways either by developing techniques/methods to describe the potential reasons behind the model’s decision, which they termed as “Black-box Explanation” or directly designing and developing transparent ML algorithms.

In the literature, several interesting solutions have been proposed to highlight the causes behind an ML model’s decision. For instance, Spinner et al. [164] proposed an explainable ML framework namely explAIner to understand, diagnose the limitations, and improve ML models for visual analysis. In [165], an explainable deep learning-based recommendation framework, leveraging the advantages of deep learning and existing explainability methods, has been proposed. Some key advantages of explainable ML are:

- **Explainability** of ML models helps in building users’ trust in the technology, which will ultimately speed up its adoption by industry.
- **Explainability** is a must characteristic for ML models in some sensitive smart city applications, such as healthcare and banking.
- Explainable ML models are more impactful compared to traditional ML models in decision making.
- Helps in detecting algorithms’ biases.

Explainable ML methods could be categorized, at different levels, using different criteria [166][167][57]. Figure 10 provides a taxonomy of explainable ML. There are two main categories of explainable ML, namely (i) transparent model, and (ii) Post-hoc explainability. The former represents the methods restricting the complexity of ML models for explainability
while the other category represents the methods used for analyzing the models’ behavior after the training. Thus, the transparent also known as intrinsic models are the ones considered explainable due to their simple structure while post hoc represents the ones where some techniques are used to interpret the decisions of the models. It is to be noted that there’s a trade-off between performance (e.g., accuracy) and explanation. In literature lower accuracy has been observed for the transparent models, such as fuzzy rule-based predictors, compared to the so-called black-box methods, such as CNNs [168]. However, the explanation and interpretability are preferred properties in critical applications, such as healthcare, smart grids, and predictive policing. Thus, there’s a particular focus on developing post hoc explainable methods to keep a better balance between accuracy and transparency.

The post hoc methods could be further divided into different categories, such as model explanation, output explanation, and model inspection. Post hoc techniques could also be applied to intrinsic models to interpret their outcomes if needed [166]. Some commonly used methods to interpret ML models’ decisions include feature summary statistic and visualization, analyzing a model’s internals (e.g., learned weights), and data point methods returning data points to make a model interpretable. The feature summary statistic and visualization methods provide summary statistics/visualizations for each feature in terms of contribution to the decision. A simple illustration of the feature selection based explainability methods is provided in Figure[11] where only two features namely trouble in breathing and pressure/pain in chest are the most distinctive for the model and are selected for decision making from the six features to diagnose COVID-19 by differentiating it from other diseases having some common symptoms, such as flu. Feature selection is widely practiced in healthcare applications to ensure that the decision made the models are interpretable for the physicians [169].

A more detailed description of the explainability methods focusing on the data and features analysis is provided in Section 4.2. Some commonly used examples of model agnostic methods include Local Interpretable Model-agnostic Explanations (LIME) [170], Quadratic Local Interpretable Model-Agnostic Explanation (QLIME) [171], and GraphLIME [172]. The data points methods include counterfactual explanations [173], and the identification of prototypes of predicted classes [174]. There are also some deep learning specific methods, such as Saliency Maps [175], DeepLift [176], Uncertainty based Class Activation Maps (U-CAM) [177], and Gradient-weighted Class Activation Mapping (Grad-CAM) [18].

There’s another relevant terminology, namely “auditing black box models”, used in the literature, which can be linked with the feature summarization and visualization techniques for
Figure 11: An illustration of a simple explainable ML (feature selection/summarization) framework in a smart city application, where a number of symptoms in a patient are provided as feature to an ML model, which needs to diagnose and differentiate between several disease having some common symptoms, such as flu and COVID-19. In this example, trouble in breathing and a consistent pain in chest are the features contributing more in the decision made by the model.

3.1. Explainable ML for Smart City Applications

As described earlier, explainability brings several advantages to ML. In smart city applications, its impact is more evident and crucial especially given the direct impact of the technology on society and its people. Explainable ML is particularly important in some key applications of smart cities, such as healthcare, transportation, banking, and other financial services, where key decision about humans—such as who should get a particular service? which medicine should be used? who should get a job?—are made. Such decisions in smart city applications require interpretation of data (i.e., features) to mitigate the impurities, if any, for better predictions/decisions. Healthcare is one of the critical smart city applications demanding explainable ML models instead of traditional black-box ML. No doubt ML has been proven very effective in healthcare facilitating health professional in diagnosis and treatment, however, traditional black-box ML just make decisions without interpretation. Several factors are motivating the need for explainable ML in healthcare, such as the far-reaching consequences and the cost associated with a mistake in prediction. Moreover, understanding the causes of ML predictions/decisions is very critical for building doctors’ trust in ML-based diagnosis. Doctors would feel more confident in taking decisions given an ML-based diagnosis if the decision of the ML model is understandable/interpretable by humans. Explainable ML models would also benefit from the domain experts’ knowledge to be refined. Moreover, in healthcare, the predictive performance is not enough to obtain clinical insights for decisions. In seven pillars of explainable AI/ML in healthcare, showing its relationship with transparency, domain sense, consistency, parsimony, generalizability, trust/performance, and fidelity, have been provided.

Transportation and autonomous cars is another critical smart cities application where the consequences and the cost associated with a mistake by an ML model is very high. For instance, an error in differentiating between red and green traffic lights or an error in pedestrian detection may lead to heavy losses in terms of human lives and damage to public property and vehicles. It has already happened when a self-driving Uber killed a woman in Arizona, where the object (i.e., the lady)
was detected but treated it in the same way it would a plastic bag or tumbleweed carried on the wind, due to a prediction/classification error [56, 192]. We believe transportation in general and autonomous cars, in particular, will benefit from explainable ML. Some interesting works, such as proposed in [193, 194, 195, 196], have already been reported in the domain.

ML models also need to be interpretable and explainable to fully explore their potential in the education sector. Despite outstanding capabilities, it is still risky to blindly follow ML models’ prediction in making a critical decision in such a high-stake domain. How people will allow a machine (i.e., ML tools) to determine their child’s education? In order to trust ML in education, ML models need to make sure stakeholders (i.e., parents, teachers, and administration) understand the decision-making processes [197, 198]. There are already some efforts in this directions [199, 200].

The literature also reports some efforts for explainable ML in defense. The concept of explainable ML has been firstly introduced in a defense project by Defence Advanced Research Project Agency (DARPA) [201]. Explainable ML is also a need for modern entertainment and businesses [202]. In order to trust ML predictions, the decision and decision-making process of the models should be understandable for all the stakeholders, such as investors, customers, and CEOs, etc., in the business. Table 1 summarises some key explainable ML publications in different smart city applications.

3.2. Explainable ML and Adversarial Attacks

The literature also shows a connection between adversarial attacks and explainability [25, 219, 26]. It is believed that explainable ML models are robust against adversarial attacks, and can help in the identification of adversarial inputs/samples by generating an anomalous explanation for the perturbed samples [26]. To verify the hypothesis, several efforts have been made in the literature to guard the ML model against adversarial attacks via the emerging concept of explainability. For instance, Dhaliwal et al. [26] employed an explainable ML framework namely Shapley Additive Explanations (SHAP) [203], which evaluates the relevance/importance of a feature by assigning it an important value for a particular prediction, to generate ‘XAI Signatures’ for the internal layers of a Deep Neural Network (DNN) classifier to differentiate between normal and adversarial inputs. However, the explanations/information regarding the working mechanism of ML algorithms revealed by explainability methods could also be utilized to generate more effective adversarial attacks on the algorithms [57].

Adversarial ML also provides an opportunity to increase interpretability (i.e., human’s understanding) of ML models [221, 222]. For instance, in [223] an adversarial ML approach is used to identify the relevance of features concerning the predictions made by an ML. The adversarial ML technique aims to find the magnitude of changes required in the features of the input samples to correctly classify a given set of misclassified samples, which is then used as an explanation of the misclassification. In [224], on the other hand, adversarial ML techniques are used for explaining the predictions of a DNN by identifying the relevance/importance of features for the predictions based on the behavior of an adversarial attack on the DNN.

4. Smart City and Data-related Challenges

Several challenges are associated with the collection, storage, sharing, ensuring, and maintaining the quality of data. For instance, the smart city’s infrastructure requires physical resources for storing and processing the data. In addition, these resources also consume a significant amount of electricity and space as well as the environmental issues due to the carbon emissions by these resources. Smart city applications may also make use of cloud and edge deployment to overcome the lack of physical infrastructure for data storage and computing [64, 225, 226, 227]. Thanks to the recent advancement and popularity of cloud storage, the technology meets the data storage and processing requirements of a diversified set of smart city applications. However, cloud and edge deployment are also vulnerable to several adversarial, security, privacy and ethical challenges [64].

Several challenges are associated with the heterogeneous nature of the data, collected through several IoTs devices from different vendors, in smart city research [230]. Some of the key challenges are:

- **Quality of the data**: The quality of the data in smart city applications largely depends on the accuracy of the IoTs devices/sensors used for collecting the data. Therefore, it should be ensured that the data infrastructure is accurate and error-free [230]. In addition, some external factors, such as temperature, weather, etc., may also affect the accurate data collection.

- **Diversity/characters of the data**: Generally in typical smart city applications data is collected through several devices, making it hard to understand the characteristics of the data for removing outliers [231]. Moreover, the data is collected continuously, which may result in scalability issues in the infrastructure.

- **Constrained Environment**: In smart city applications, generally, the devices including data collection sensors and data transfer networks have limited resources (i.e., storage, bandwidth, and processing power, etc.) [230, 232].
Table 5: Summary of some key works on explainable ML in terms of smart city application, type (intrinsic and post hoc), dataset, and key features of the method.

| Ref. | Application                  | Type       | Dataset                          | Description of the Method                                                                 |
|------|------------------------------|------------|----------------------------------|------------------------------------------------------------------------------------------|
| 2103 | Healthcare                   | Post hoc   | Self-collected                   | It is a game theoretic post hoc approach explaining the predictions of an ML model. To this aim, it assigns each feature an importance value based on contribution in a decision by conditioning predictions on the underlying feature. |
| 2177 | Healthcare                   | Post hoc   | Self-collected                   | The method provides a real-time prediction of the risk of hypoxemia during a surgery. The model is trained on time-series data from a large collection of medical records. The existing explanation methods namely Model-agnostic prediction explanation [177] [204] are employed for the explanation of the model’s prediction. |
| 2003 | Healthcare                   | Post hoc   | Multiple online sources [205]    | It provides a distributed deep learning based framework for COVID-19 diagnosis in a distributed environment ensuring low-latency and high-bandwidth using edge computing. Feature visualization methods are used for the explanation of the model’s outcome. |
| 2005 | Environment (air quality)    | Intrinsic  | SIRTA [207]                      | It relies on a tree-based method Gradient Boosted Regression Trees (GBRT) to predict daily total and specified PM1 concentrations. Moreover, to further improve the performance of the model, decision trees are combined to form an ensemble prediction. |
| 2008 | Transportation              | Post hoc   | Madrid Open Data Portal [209]    | It relies on the existing xAI tools to extract insights from black-box traffic forecasting models namely Random Forests and Recurrent Neural Networks. |
| 2100 | Transportation              | Post hoc   | Self-collected                   | It focuses on three major steps of decision support, namely (i) synthesis of diverse traffic data, (ii) multilayered traffic demand estimation, and (iii) marginal effect analyses for transport policies. For implementation, the authors rely on the big data-driven transportation computational graph (BTCG) framework [211]. The framework integrates data from several external sources including surveys, mobile phone data, floating car data etc... |
| 2112 | Transportation              | Post hoc   | Self-collected                   | Proposes a reinforcement learning based solution for traffic volumes and road lanes occupancy prediction. For explanation of the outcome, the method relies on the SHAP model-agnostic technique. |
| 2113 | Agriculture                 | Post hoc   | Self-collected dataset           | Proposes a deep learning framework namely xPLNet to identify and classify different types of biotic (bacterial and fungal diseases) and abiotic (chemical injury and nutrient deficiency) stresses in plant images. For better explanation, the authors rely on high-resolution feature maps isolating the visual symptoms in plants. |
| 2114 | Agriculture                 | Post hoc   | Self-collected                   | Relays a 3-D DCNN for the identification different diseases in plants in hyper-spectral imagery. The explanation purposes, the method relies on saliency maps, visualizing the most sensitive pixels for a decision. Moreover, the method also identifies the most sensitive wavelengths used by the model for classification/differentiating in different plant diseases. |
| 2115 | Agriculture                 | Post hoc   |                                   | It relies on a deep neural network applied to multivariate time-series of vegetation and meteorological data crop yield estimation. For the explanation of the predictions, the method makes use feature visualization techniques to analyze the relevance of the features to the predictions made by the model. |
| 2116 | Fake News Detection         | Post hoc   | Buzzface [217]                   | The methods relies on Extreme Gradient Boosting (XGB) machines [218] for fake news detection. Explanation of the outcomes is provided using feature relevance, and observed that some features favour in detecting certain types of fake news. |

In order to collect and transfer a large amount of data, such systems require a reliable data collection and transmission infrastructure.

In the next subsection, we will focus on some major challenges and concerns in data collection, developing, and sharing smart cities data/datasets.

4.1. Challenges in collection and sharing Data

The performance of ML algorithms is also constrained by the quality of the data. Thus, it is important to discuss the major challenges and issues related to dataset collection and sharing. These challenges and concerns are raised as a result of data collection, analysis, sharing, and the use of the data in sensitive applications [233]. The main challenges and concerns in dataset collection and sharing include informed consent in the form of understanding of how and for what purpose the data will be used, transparency, interpretation, and trust [234, 235]. Though informed consent is one of the key concerns of data collection, considering the fact that future applications are sometimes unspecified and unknown, it may be inconvenient to give prior commitments regarding potential future use of the data. Moreover, data could be merged with other existing sources making informed consent even more challenging [236]. In several cases, it is even not possible to make sure informed consent of all people subject to data collection. For instance, these days delivery by drone is very common where those who opt for free delivery consent to unlimited data collection from their home. In areas where drone delivery is permitted, a whole neighbor-
For data collection or annotation, usually, crowdsourcing studies are conducted where a large population is usually involved to collect or annotate training data for ML models in a particular application. During the process, several factors need to be considered. For instance, it is really important to inform the participants about your organization and the purpose for which the data is collected or annotated. The information of the participants should be kept confidential, and they should be allowed to withdraw from the data collection process at any time. More importantly, one should remain neutral and unbiased in conducting a crowd-sourcing study as personal preconceptions or opinions may affect the quality of the data. In the modern world, data is also collected as a result of a product/service. For instance, social media platforms can be used to collect users’ data for different services. In such cases, several questions arise [49]. For instance, are the users aware of the data collection process and purpose? do they have a right and access to the data? is the company is sharing or selling the users’ data? is there any policy for maintaining the informed consent if the company is sold to another one? how the companies can ensure the privacy of the users if their data is leaked to some bad actors?

Data sharing is also subject to several questions, such as the transparency of the data, interpretation, and how much trusty the data is in a particular application? According to [237], “data sharing is not simply the sharing of data, it’s also the sharing of interpretation”. Moreover, the re-identification of individuals or groups linking back to them through data mining and analysis are also key ethical concerns in data sharing. For instance, the possibility of identification or linking data to an individual or a particular group may result in gender, race and religious discrimination [233][238]. Recently, a growing concern has been noticed for the transparency and interpretation of the data used for training ML models [239][240]. For instance, Bauchner et al. [239] emphasize the importance of data sharing in healthcare, and ethical concerns regarding data collection and sharing in the domain. Bertino et al. [241] also analyze the importance of transparency and interpretation, which they termed as providing a 360° view, of data in sensitive applications. The authors link the transparency and interpretation of data with the privacy, trust, compliance, and ethics of the data management systems.

Figure 12 shows some of the major challenges in data management (collection and sharing) highlighted in the literature, and are summarized as follows:

- **Privacy**: The biggest challenge in human-centric smart city applications is ensuring the privacy of the citizens, which is their fundamental right. An improved data privacy mechanism not only helps in developing citizens’ trust in different smart city services and businesses but also ensures individuals’ safety as the leakage of sensitive information may endanger individuals’ lives. For instance, though some off-the-shelf encryption, authentication, and anonymity techniques could reduce the chances, intelligent malicious attackers may misuse residences’ sensitive information collected from smart home applications and surveillance systems to harm the individuals using a side-channel and cold boot attack [242][243][244]. Thus for the effectiveness of smart city applications, the concerned authorities should ensure that individuals’ information is not misused by the authorities or any individual for any sort of personal or financial gains [231]. In recent years, there’s a growing concern over citizens’ privacy, and several international bodies, such as the European Union (EU), have introduced new privacy regulations. One recent example of community’s concerns over privacy and radical bias is the demand for abandonment of face recognition technology from giant companies, such as Amazon, Microsoft, and IBM, for law enforcement [20]. To address the privacy-related concerns, various privacy-friendly techniques and algorithms have been developed using methods where AI systems’ “sight” is “darkened” via cryptography [245]. On the other hand, some believe that the traditional “narrow” understanding of privacy as a moral concept will eventually cease to exist and there is a need to revise the concept itself in the post-AI age [246]. Although it may entail some challenges, the newly introduced concept “data philanthropy” can also be of help in this regard. [247]. The basic idea is that the scope of some individuals’ privacy can be narrowed if they voluntarily “donated” their data for the advancement of science or better-functioning smart cities. Moreover, there are also different solutions, such as differential privacy, to ensure individuals’ privacy by withholding individual’s information or information that could lead to identification of an individual in a dataset [248].

- **Informed Consent**: Informed consent, which is the process of informing and obtaining participant’s consent for
data collection, is a key element of data ethics. In a data collection process, it is important to make sure the users subject to data collection know about the data collection process, goal, and the way and purpose of its use in future [49]. Informed consent should fulfill four conditions including (i) the participants have information/knowledge about the data collection process, (ii) they understand the information and fully aware of the goal, future use, and the way data is collected, (iii) the participants should volunteers and should not be manipulated or persuaded in any way, and (iv) the participants should have the capabilities to understand the risks involved with the data, and able to decide whether to participate or not [249].

- **Open Data**: For transparency and developing trust, the data and insights obtained from the data should be openly accessible. However, there are also several challenges associated with open data. For instance, it is important to determine which information should be made open, who should have an access to the data, and for what purpose the data should be allowed to be made open/used to ensure the individuals’ privacy [250].

- **Data Ownership**: Data ownership is another key aspect of smart cities that raised serious concerns recently [251]. In smart cities, a lot of services are generally deployed by private companies, whose ultimate goal and priorities unlike public authorities are to make a profit, posing serious threats to citizens’ data being monetized [252]. Under these circumstance, key questions will include: who will have access to, and control over, these data? Will the upper hand be given to private companies, where the market logic will dominate or will the voice of the normal citizen count and thus more weight will be given to the public control? The answer could have been straightforward if the services were initiated and sponsored by public authorities, however, the investment from the private sector makes it very complicated. The various choices to be made in this regard will greatly determine the level of (im)morality in big data management [253]. According to Ben Rossi [254], unfortunately in smart cities, public authorities provide the private companies with the opportunities to monetize smart city data by allowing them to deploy different services, and these companies have more information about citizens’ compared to the public authorities. There are also some debates on data nationalization. For instance, Ben Rossi [254] provides hints on how the public authorities can get hold back on the data. One of the potential solutions is to encourage joint ventures of public and private sectors where public authorities could have control? The answer could have been straightforward if the services were initiated and sponsored by public authorities, however, the investment from the private sector makes it very complicated. The various choices to be made in this regard will greatly determine the level of (im)morality in big data management [253]. According to Ben Rossi [254], unfortunately in smart cities, public authorities provide the private companies with the opportunities to monetize smart city data by allowing them to deploy different services, and these companies have more information about citizens’ compared to the public authorities. There are also some debates on data nationalization. For instance, Ben Rossi [254] provides hints on how the public authorities can get hold back on the data. One of the potential solutions is to encourage joint ventures of public and private sectors where public authorities could have control over the data. Some efforts have been already noticed in this direction. For instance, the Chinese Government has initiated several joint smart city projects with big private companies. There are also debates, and some efforts have been made in terms of legislation to give citizens/users the ownership of the data [255]. Moreover, there are also some solutions allowing users to retain ownership of their data while attaining different services. For instance, Bozzelli et al. [256] proposed a user data protection service. The service allows users to analyze and evaluate their data protection requirements by considering the terms and conditions of a service, which are normally overlooked by users, before using and accepting the terms and conditions of a service that might compromise their personal data.

- **Interpretation**: Interpretation is another key challenge of data shared and used for training ML models. For better results, the data used for training an ML model should be interpretable as also demanded by explainable ML. For instance, the big data predictive policing solution namely PredPol used by police in the USA collects and analyzes the usefulness of the data before training and making predictions about crimes in an underlying area. A very significant reduction has been observed in the crimes mainly because of the useful and interpretable data [257]. However, in smart city applications data is collected through different IoTs sensors from various vendors. Managing, interpreting, and picking relevant and useful data from such a heterogeneous and unstructured collection is a very challenging task.

- **Data Biases**: The datasets generally contain different types of hidden biases, either due to the collector or the respondent, in the collection phase, which are generally hard to undo and have a direct impact on the analysis [10]. These biases are very risky in human-centric applications and need to be eliminated at the beginning. In dataset collection using surveys/questionnaires, generally two types of biases can be incorporated, namely (i) response bias, and (ii) non-response bias. The former represents the intentional bias from the respondents by giving wrong answers while the latter type of bias is encountered when no response at all is received from the respondent. One of the possible solutions for avoiding bias in such processes is to use close end surveys or restrict the respondents to some pre-defined options [258]. However, in smart city application data is collected from different services using different IoT sensors, and the problem of data bias is beyond the typical data collection issues. Therefore, to avoid bias in such applications a more proactive response from the citizens and authorities is needed to help in eliminating unintended bias in smart city solutions. For instance, the authorities need to invest more in research before deploying the technology in an application. Moreover, better communication and messaging strategies need to be adopted to inform and educate citizens about the goal, process, importance, and risks involved with the data collected around their city [259].

- **Data Auditing**: Data auditing involves the assessment of data to analyze whether the available data is suitable for a specific application or not, and the risks associated with poor data. In smart cities, data is generally collected through several IoTs sensors from various vendors, which results in an unstructured collection of data. There are several challenges associated with the unstructured collection
of data as detailed earlier. Data auditing is essential, under such circumstances, to analyze and assess the quality of collected data as the performance of ML algorithms in smart city applications is also constrained by the quality of the data \[270\]. In literature, several interesting data auditing techniques have been proposed \[260\] \[261\] \[262\] \[263\]. For instance, Yu et al. \[260\] propose a decentralized big data auditing scheme for smart city application by employing blockchain technology. One of the key advantages of the method is the elimination of third-party auditors, which are prone to several security threats.

Table [5] lists some key papers on the data associated challenges in different smart city applications.

### 4.2. Explainability and Datasets

In the literature, the majority of the efforts made for explainable ML focus on the design of the algorithm to interpret ML predictions/decisions. However, other aspects are contributing to the interpretation of ML decision, such as the datasets, and post-modeling analysis \[278\]. For instance, a dataset used for training an ML model may contain features incomprehensible for the stakeholders, which may result in a lack of trust in the ML predictions. Therefore, to achieve better interpretation/explains of ML models’ decision, explainability should be considered throughout the process starting from data/features and concluding at the post-modeling explainability \[278\] \[279\]. In this section of the paper, we focus on the explainability aspects of the dataset used for training and validation of ML models. The literature on the explainability of the dataset can be divided into four main categories, namely (i) exploratory data analysis of the dataset, (ii) description and standardization of dataset, (iii) explainable features, and (iv) dataset summarization methods. In the next subsections, we provide the details of these methods.

#### 4.2.1. Exploratory analysis of the datasets

Exploratory analysis of datasets aims to provide a summary of key characteristics, such as dimensionality, mean/average, standard deviation, and missing features, of the dataset used for training an ML model. Different data visualization tools are available to visualize different properties of a dataset and extract informative insights that could help in understanding its impact on the decisions of the ML model. For instance, Google’s Facets \[280\], which is an opensource data visualization library/tool, allows us to visualize and better understand data. The exploratory analysis helps in understanding the limitations of a dataset. For instance, in the case of an imbalanced dataset, such analysis could provide an early clue for the poor performance of a classifier, which can then be mitigated using different sampling techniques.

#### 4.2.2. Dataset description and standardization

ML datasets are usually released without proper documentation and description. In order to fully understand a dataset, proper description should be provided. In this regard, a standardized documentation/description of the dataset could be really helpful to mitigate the communication gap between the provider and user of a dataset. To this aim, several schemes, such as datasheets, data statements, and nutrition labels, have been proposed \[281\]. All the schemes aim to associate detailed and standardized documents containing a detailed description of a dataset’s creation/collection process, composition, and legal/ethical considerations. Nutrition labeling, which is a diagnostic framework for datasets, provides a comprehensive overview of a dataset’s ingredients helping the developers of ML models to be trained on the dataset \[282\].

#### 4.2.3. Explainable Features

Another important aspect of explainable ML is explainable feature engineering, which aims for the identification of features influencing an ML model’s decision. Moreover, as one of the key characteristics of a dataset, the features should also be explainable, and make sense to the users and developers. Besides improvement in an ML model’s performance, explainable features also help in the model’s explainability. Explainable feature engineering can be performed in two different ways, namely (i) domain-specific feature engineering, and (ii) model-based feature engineering \[279\]. The former method utilizes a domain expert’s knowledge in combination with the insights extracted from exploratory data analysis while the latter makes use of various mathematical models to unlock the underlying structure of a dataset \[283\] \[284\]. For instance, Shi et al. \[283\] used domain exploratory data analysis for relevant feature selection for cloud detection in satellite imagery.

#### 4.2.4. Dataset summarization

Dataset summarization is a technique to achieve a representative subset of a dataset for case-based reasoning. Case-based reasoning is an explainable modeling approach aiming to predict an underlying sample based on its similarity with training samples, which are both presented to the users for explanations. One of the main limitations of case-based reasoning is keeping track of the complete training set for comparison purposes. Dataset summarization is one of the possible solutions to avoid...
keeping track of the complete training set and rather selects a subset providing a condensed view of the training set.

5. AI Ethics

AI code of ethics is another aspect of smart city applications that has recently received a lot of attention from the community. AI code of ethics is a formal document/statement from an organization that defines the scope and role of AI in human-focused applications. The three-volume Handbook of artificial intelligence published in 1981-1982 [285] hardly paid any attention to ethics [286]. After the lapse of about three decades, the situation has radically changed. The exponential progress in the AI systems and their applications in various aspects of life have produced great benefits but have concurrently continued to trigger complex moral questions and challenges. In response, an interdisciplinary AI ethics discourse is emerging. This is owed to scholarly input from cognate disciplines, including data ethics, information ethics, robot ethics, internet ethics, machine ethics, and military ethics. These new developments were reflected in an increasing number of publications that assumed more than one form. To provide a systematic overview, relevant literature will be divided into two main categories, viz., (a) academic publications and (b) policies and guidelines.

5.1. Academic Publications

The interdisciplinary character of AI ethics was manifested in the considerably diverse backgrounds and research interests of the academics who contributed to this emerging field. Due to their close connections with AI ethics, many of the contributing authors came from the cognate fields of (moral) philosophy, engineering, and computer science. Additionally, many important authors came from other fields as well, including nanotechnology, psychology, social sciences, applied ethics, bioethics, legal studies along with some researchers who simply identified themselves as AI researchers. It is to be noted that some of the contributing authors already have an interdisciplinary background. This diverse group of researchers contributed to the AI ethics in various ways, e.g., writing book chapters, journal articles, book-length studies, editing volumes, and editing journal special issues. Below, we give representative examples of each type of these publications.

Besides individual book chapters [287] [288], important book-length studies have provided rigorous and critical insights on the moral questions of the AI systems, ML and related fields. Examples include Moral machines: Teaching robots right from wrong, published in 2008 [289]. Machine ethics, published in 2011 [290]. The Machine question: Critical perspectives on AI, robots, and ethics, published in 2012 [291]. Robot ethics: The Ethical and social implications of robotics, published in 2012 [292]. Superintelligence: Paths, dangers, strategies, published in 2014, Programming machine ethics, published in 2016 [293], and Robot ethics 2.0: From autonomous cars to artificial intelligence, published in 2017 [294].

In addition, many individual journal articles [295] [296] [297] [298] [299], and a number of academic journals dedicated special issues to contribute to AI ethics. For instance, the Journal of Experimental & Theoretical Artificial Intelligence published “Philosophical foundations of artificial intelligence”, in 2000 [300], the Proceedings of the IEEE published “Machine Ethics” in 2006 [301], the AI & Society: Journal of Knowledge, Culture and Communication published “Ethics and artificial agents” in 2008 [302], the Minds and Machines: Journal for Artificial Intelligence, Philosophy and Cognitive Science published “Ethics and artificial intelligence” in 2017, the Ethics and Information Technology published “Ethics in artificial intelligence” in 2018 [303], the IEEE Intelligent Systems published “Machine ethics: The Design and governance of ethical AI and autonomous systems” in 2019 [304], and The American Journal of Bioethics published “Planning for the known unknown: ML for human healthcare systems” [305].

An important milestone towards the maturation and canonization of AI ethics, as a scholarly discipline, was the publication of some authoritative reference works. The Cambridge handbook of artificial intelligence, published in 2014, included a distinct chapter on “the ethics of artificial intelligence” [306]. Recently, dedicated handbooks started to appear, including Handbuch Maschinenethik (handbook of machine ethics), published in 2019 [307], and The Oxford Handbook of Ethics of AI, published in 2020 [308], where the last chapter was dedicated to “Smart City Ethics” [253].

These publications addressed a wide range of moral issues that are relevant to the context of smart cities, even if not explicitly stated. Thus, no serious moral discourse on smart cities can be developed without critical engagement with such publications. Additionally, an increasing number of publications started to highlight the AI moral questions within the specific context of smart cities, especially themes like privacy and information transparency. Besides the aforementioned chapter in The Oxford Handbook of Ethics of AI, various journal articles and book chapters were also published [246] [309] [310] [311].

5.2. Policies & Guidelines

Besides academic researchers, AI ethics has proved to be of interest to a wide range of stakeholders. For instance, AI ethics is appealing to managers of tech giants such as Apple, Facebook, and Google, as well as politicians and policymakers. Rather than the theoretical and philosophical ramifications, which usually dominate the academic discourse, these stakeholders are more interested in applicable policies and practical guidelines that would help in developing morally-justified (self-) governance frameworks. For tech giants and multinational companies, having such policies and guidelines in hand usually serve the purpose of calming critical voices and improving the image of these companies among the general public, and particularly among their potential clients and customers.

The efforts made by these stakeholders, especially from 2016 onwards, resulted in a great number of AI guidelines, policies, and principles. These documents and reports were surveyed, sometimes with analytical and critical insights, by some recently published papers [312] [313] [304] [314] [245]. Furthermore, some academic researchers contributed to this debate by providing theoretical foundations and critical views concerning drafting AI codes of ethics [315] [316]. In her work, Bod-
dington paid special attention to the Future of Life Institute’s “Asilomar AI principles”, which was the outcome of an international conference that hosted a large interdisciplinary group, with expertise in various disciplines, including law, philosophy, economics, industry, and social science [315].

From their side, almost all tech giants and multinational companies developed their own guidelines (see Table 7). Facebook and Twitter, with no published systematic AI guidelines, represent the exception to the rule [245]. Google has “Artificial Intelligence at Google: Our Principles” [317] and “Perspectives on issues in AI governance” [318]. OpenAI issued their “OpenAI Charter” [319]. IBM has “Everyday ethics for artificial intelligence”, and Microsoft has “Microsoft AI principles” [320]. Sometimes, the adopted guidelines are the product of joint efforts and collaboration among more than one company. A good example here is the coalition “Partnership on AI”, where large companies like Amazon, Apple, Facebook, Google, IBM, Sony, and Intel collaborated to facilitate and support the responsible use of AI [245]. Table 7 provides an overview of moral principles in the AI codes of Tech companies. One recent example of considering the ethical aspects of AI in human-centric applications from these companies is quitting the use of face recognition technology for law enforcement after the privacy and racial concerns over it from the community [220].

At the governmental level, many countries drafted guidelines and policy frameworks for AI governance. The two leading AI superpowers, China and the United States, were at the forefront in this regard. For the USA, there are several documents and reports, including the “Preparing for the future of artificial intelligence” published in 2016 and “The National artificial intelligence research and development strategic plan: 2019 update”, by the National Science and Technology [321, 322]. As for China, there is the “Beijing AI Principles” issued in 2019 by the Beijing Academy of Artificial Intelligence and backed by the Chinese Ministry of Science and Technology [324].

At the transnational or global level, there are also important initiatives. The Institute of Electrical and Electronics Engineers (IEEE) produced two versions of the “Ethically Aligned Design”. The first version came out in 2016 and the second in 2019 [325, 326]. After open consultation on a draft made publicly available in December 2018, the European Commission published “Ethics guidelines for trustworthy AI” [327]. The last example to be mentioned here is the intergovernmental Organization for Economic Co-operation and Development (OECD), which adopted in May 2019 the “OECD Principles on AI”. The document is meant to promote innovative and trustworthy AI that respects human rights and democratic values [328]. Inspired by this initiative, the G20 adopted the human-centered AI Principles [328, 329].

5.3. Analytical review of the key issues

Figure 13 provides a taxonomy of the key ethical issues discussed in the literature. In this section, we will mainly focus on the algorithmic issues as a detailed description of the data ethics has been provided in Section 4.

Before delving into the detailed issues addressed by the above-sketched literature (see overview below and in Table 8), a methodological note is in order. Due to the popularity of AI and the polarizing debates in media, some of the contributors to the field of AI ethics stresses the need to distinguish between genuine and pretentious moral problems and to stress that this field should focus on the former rather than the latter type of problems [330, 331]. The publicity of certain “exotic” anecdotes and their wide circulation in media would make people mistakenly think that they raise genuine ethical issues. This holds true for the public unveiling of the Japanese roboticist Hiroshi Ishiguro’s Geminoids, an android that so closely resembles his own appearance and does human-like movements, such as blinking and fidgeting with its hands. Another example here is the robot “Sophia,” which received the “citizenship” status from Saudi

| Company  | Key Principles |
|----------|----------------|
| BOSCH    | • Innovation with a sense of social responsibility. |
|          | • Involvement of a human arbiter in all AI predictions/decisions affecting humans. |
|          | • Robust and interpretable products/decisions. |
|          | • Trustworthiness |
|          | • Ethical and legal requirements of AI products should be fulfilled. |
| IBM      | • Accountability |
|          | • Value alignment |
|          | • Explainability |
|          | • Fairness |
|          | • User data rights |
| Google   | • No overall harm to society |
|          | • No use of AI for weapons |
|          | • No violation of human rights and international law |
| Microsoft| • Fairness |
|          | • Security and privacy |
|          | • Empower and engage everyone |
|          | • Transparency and interpretability |
|          | • Accountability |
| Samsung  | • Equality and diversity |
|          | • No unfair bias |
|          | • Easy access for all |
|          | • Explainability |
|          | • Social and ethical responsibility |
|          | • Benefit to society and corporate citizenship |
| Intel    | • New employment opportunities |
|          | • People’s welfare |
|          | • Accountability and responsibility |
|          | • Privacy |

Table 7: Overview of moral principles in the AI codes of Tech companies.
Table 8: Overview of the key issues that (should) deserve attention in the moral discourse on AI. The significance of some issues is agreed upon (Serious Issues), while other issues are viewed as less important or simply non-issues (Pretentious Issues). The (in)significance of some other issues, mainly represented by the singularity hypothesis, is still a point of controversy and agreement.

| Pretentious Issues | Serious Issues | Machine-centered branch (Machine ethics) |
|--------------------|---------------|----------------------------------------|
| Worries raised by  | (A, 1) Data-related concerns | (B) Accountability  |
| the Hiroshi Ishiguro’s | Confidentiality  | Morality |
| Geminoid  | Privacy | Autonomy |
| Worries raised by | Accountability | Culpability |
| the Humanoid robot | Fairness | Liability |
| Sophia, especially | Justice | Moral agency |
| when she delivered | Transparency |  |
| a talk at the UN    | Trust |  |
| Preserving key values | Discrimination |  |
| Addressing the moral | Undermining Inter-human relations |  |
| implications | Unemployment |  |
| of technical problems |  |  |
| Adversarial attacks |  |  |
| Explainability |  |  |

Singularity hypothesis (7)

Figure 13: A taxonomy of key ethical issues.

Arabia after her speech at a United Nations meeting [331]. It is to be noted that it is quite difficult to get the Saudi citizenship, even for people who were born in this country and spent a great deal of their life there but had no Saudi parents. Such incidents make some people imagine or create fearful scenarios that ethicists and policymakers should urgently address their moral ramifications, as if they are part of an already existing dilemma. However, Ishiguro’s robot is a remotely controlled android, not an autonomous agent and the speech given by Sophia was not her own work but it was prerecorded by an organic human female. Thus, the fears and concerns promoted after such incidents are more pretentious in nature and are usually viewed as non-issues, from a moral perspective. They come close to analogous claims made about earlier technologies, e.g., writing will destroy memory, trains are too fast for souls, telephones will destroy personal communication, video cassettes will make going out redundant, etc. [330].

Moral philosophers argue that such “non-issues” should not be part of the mainstream AI ethics. However, sometimes it proves difficult to agree whether some AI-related questions and challenges should be considered as genuine or pretentious issues. The main example here is the so-called “singularity hypothesis”, which will be discussed in a distinct section below.

5.3.1. Singularity/Superintelligence

Unlike the usual concern linked with most technological advances, viz., undermining people’s health or wellbeing, advances in the AI systems (sometimes together with the related field of neurology) is believed to pose an existential threat to the human species altogether. This concern is usually couched under the so-called “singularity hypothesis”.

The basic idea of this hypothesis is that once the AI systems are able to produce machines or robots with a human level of intelligence, these machines will also be able to act autonomously and create their own “superintelligent” machines that will eventually surpass the human level of intelligence. With such a shift-making sequence of developments, the point of “singularity”, similar to that of physics, will be a natural outcome. After this point, the superintelligent machine will be the last invention made by man because humans will not be able to have things under control anymore, including their own destiny. Consequently, human affairs and basic values in life (including even what it means to be human), as we understand them today, will collapse [332][330].

For those who believe in the singularity hypothesis, one of the possible post-singularity scenarios is that humans will be replaced by superintelligent machines and thus mankind will become obsolete. The proponents of a more optimistic scenario do not speak of human extinction but of transformation into superhuman intelligent beings. Owing to mutual hybridization between men and machines, humans will be able to exponentially increase their levels of intelligence, all other capacities, and their lifespan up to the possibility of achieving immortality [332][330].

On the other hand, some voices consider the singularity hypothesis dubious, untenable and overestimation of AI risks. Thus, some wonder whether this hypothesis ever deserves to be viewed as a real moral issue or it should actually be seen as something imaginary whose right place is science fiction rather than moral discourse [332][331][330]. The critics of the singularity hypothesis sometimes even accuse its proponents of lacking work experience in the AI field [316][245]. Such reservations about the singularity hypothesis and questioning whether it is even a serious issue to be addressed may explain the silence of many of the above-reviewed policies and guidelines on this issue [323]. Even the report released in 2017 by the US Center for a New American Security (CNAS), which had
the term singularity in its title, did not provide serious analysis of the singularity hypothesis [333]. When the aforementioned “Preparing for the future of artificial intelligence” specifically touched upon the singularity hypothesis, it was stated that it should have little impact on current policy and that it should not be the main driver of AI public policy [323]. The same attitude was adopted by the first version of the IEEE’s “Ethically aligned design”, where an implicit reference was made to the singularity hypothesis warning against adopting “dystopian assumptions concerning autonomous machines threatening human autonomy” [325].

5.3.2. AI ethics (human-centered branch)

Beyond the question of distinguishing between genuine and pretentious issues and the debate on the singularity hypothesis, the moral discourse on the AI systems is usually divided into two main branches. The larger and more mature branch, sometimes named just “AI ethics” or “robot ethics”, is premised on a human-centered perspective which focuses on the morality of humans who deal with the AI systems, including developers, manufacturers, operators, consumers, etc. The smaller and younger branch, usually called “machine ethics”, is a machine-centered discourse which mainly examines how the AI systems, intelligent machines and robots can themselves behave ethically [314] [330] [334].

This section will review the moral questions addressed within the first branch and those of the second branch will be examined in another section below.

Data-related concerns (e.g., privacy, transparency, explainability, adversarial attacks). Broadly speaking, the efficiency of AI systems heavily depends on the quality of the training data. Thus, a great deal of the AI moral issues and dilemmas revolve around the central question of how such big data should be managed in an ethical way. While trying to collect and process as much data as possible, the AI systems can actually be seen as performing a modernized form of the conventional state surveillance by secret services. Various techniques that can be used in smart cities, such as face recognition and device fingerprinting, in combination with “smart” phones and TVs, “smart governance” and “Internet of Things”, are tools for huge data-gathering machinery. As some observers stated, the resulting data will not only include “private” or “confidential” information about us but these tools will even know more about us than what we know about ourselves. Consequently, the data gathered can be used to manipulate one’s behavior. Besides the possibility of deploying it to infringe upon people’s privacy and confidentiality of information, this massive data-gathering machinery can also make money through our collected data without consenting or even informing us. This is sometimes called “surveillance economy” and “surveillance capitalism” [335] [336] [330]. A more detailed discussion on the data-related ethical issues and concerns, such as privacy, bias, ownership, data openness, interpretation, and informed consent, has been provided in Section 4.

Explainability—which is closely related to key moral concepts such as fairness, bias, accountability, and trust—is another significant aspect of big data management. The minimum level of required explainability intersects with the concept of transparency, which would simply mean developing easily-understood overview of system functionality. In other words, the AI systems should at least maintain precise accounts of when, how, by whom, and with what motivation these systems have been constructed, and these accounts should be explainable and understandable. Moreover, the very tools used to build the AI systems can be set to capture and store such information [337]. On the other hand, explainability, as a technical term, has further moral requirements. It means that the causes behind an ML model’s decision should be explainable and understandable for humans so that stakeholders can be aware of the ML model’s biases, potential causes of the bias, etc. [338]. The lack of explainability and transparency, which will be seen as opacity, continues to trigger public and scholarly debates about the possible moral violations related to discrimination, manipulation, bias, injustice, etc. An AI algorithm developed by Goldman Sachs was said to be discriminating against women [339]. Also, the Google Health study, published in Nature, which argued that an AI system can outperform radiologists at predicting cancer, was said to violate transparency and reproducibility [340] [341] [342]. To address such concerns, the AI field has been developing techniques to facilitate the so-called “explainable AI” and “discrimination aware data mining” [245]. On the other hand, governmental efforts continue to push pressure on the AI industry to produce more explainable applications. For instance, the EU General Data Protection Regulation (GDPR) underlined the “right to explanations” [338]. Furthermore, the aforementioned EU “Ethics guidelines for trustworthy AI” included the principle of explicability, as one of the four core ethical principles in the context of AI systems [227].

Another major concern related to data governance has to do with ensuring its security and developing protective measures against adversarial attacks, which can have a serious impact on the AI systems. ML algorithms, whose behavior fairly shapes life in smart cities, mainly feed on data collected from every participated device to have fully integrated complex smart solutions. However, ML algorithms are not safe by nature since the adversarial attacks have been approved in different smart domains. This creates deep ethical responsibility shared by all stakeholders to ensure data safety for both assets and people, to the extent that some considered it a human-rights issue [343].

Several defense techniques have been developed to mitigate or minimize the risk of adversarial attacks [344] [345] [146]. Also, the Generative Adversarial Networks (GANs) support decision systems in several smart areas by generating realistic examples to enrich the available data set (data augmentation) and thus improve the efficiency of the ML models [346] [347] [348]. It is to be noted that the commissioned cyberattacks, originally meant to test the immunity of the AI systems to the threat of Adversarial AI or Offensive AI, can also help address some of the aforementioned concerns. For instance, it can step in to secure fairness in ML solutions so that classifiers will not judge based on any protected attributes related to gender, religion, rich, poor, etc. [349] and this is called adversarial fairness. They may also need to keep a level of privacy of some sensi-
tive data and this is called adversarial representation [350,351]. Such benefits explain the presence of a clear trend in literature to expose all possible adversarial attacks on different systems. This can be viewed as part of typical ethical hacking, where ML specialists look for every possible form of attack to improve the process of defenders’ development.

Social concerns (e.g., discrimination, unemployment). In addition to the problems highlighted above, big data misgovernance can also create social problems. For instance, the absence of explainability can pose a serious threat to democracy; the so-called “threat of algocracy” [352]. This threat will likely happen by standardizing dependence on “intelligent” systems whose rationale or mode of reasoning for the decision they made is inaccessible to individual citizens and sometimes even experts [330].

Additionally, the aforementioned example of Goldman Sachs and similar stories show that data-driven algorithms can contribute to sexism, racism, or reproducing other negative stereotypes that we collectively agreed to judge as bad, even if they sometimes reflect part of our current reality. Unregulated usage of AI applications like automated facial analysis proved to have systematic biases by skin type and gender [286,337]. Instead of helping us reform the exiting inequalities in societies, mathematical models and algorithms often reinforce them [24]. To address such biases and discriminatory stereotyping, more carefully programmed AI systems are being developed. For instance, some discrimination-sensitive programs can be used in the early stages of human resources processes to help shortlist diverse CVs [337]. What is also important in this regard is that the AI field itself should be more inclusive and diverse when it comes to the cultural and ethnic background and gender of the AI teams [303].

By its increasing ability to outsource skilled and unskilled jobs, another socio-economic concern is that AI will disrupt the labor market. The pessimistic view sometimes goes as far as to warn of a dystopian climax, where a handful of AI giants will take jobs away from millions of people who will end up having nothing to do except “entertaining” themselves by what the AI industry would allow them to access. At the other end of the spectrum, there is an optimistic view whose advocates promise of an AI utopia where the AI systems will generate wealth, create more jobs, and improve the overall economic growth. One of the key challenges to properly navigate these concerns is that there is little economics research in this area and available predictions are premised on past technologies. The state of academic research makes it difficult for policymakers to prepare well for the prospective AI impact on the labor market and economy in general [353,354,355]. Beyond the AI positive or negative economic impact, some researchers expressed specific concerns in certain applications, like the so-called “carebots”, which are meant to offload caregiving to a machine. Even if this automation of caregiving will not result in job cuts, replacing human care will still have social costs, e.g., exchanging feelings and emotions among humans will cease to be part of caregiving [356].

5.3.3. Machine-centered branch (Machine ethics)

The machine-centered branch of AI ethics, or “machine ethics”, approaches machines as subjects or agents, rather than objects or tools used by humans. Despite some vagueness about the exact scope and subject of this branch, the basic idea is that “machine ethics” discourse would focus on questions related to the morality of the machine itself, e.g., can a machine behave ethically towards humans or other machines? and if yes, which moral standards should apply to judge this behavior? Would the machine in such a case be held accountable, morally responsible, or holder of rights and obligations? [304,330].

Available research shows a variety of approaches, already applied in experimental demonstrations with robots, that explore how the machine can be trained to recognize and correctly respond to morally challenging situations. It is to be noted that the outcome of these trials is still far away from producing even a human-like being whose acts can be judged in the same way we judge human moral agents. Researchers just speak about “robots with very limited ethics in constrained laboratory settings” [304]. In order to accommodate the restricted moral autonomy in some (future) AI systems, some researchers proposed multi-layered typologies for ethical agents. In these typologies, the highest category of full ethical agents is (now) exclusive to an average adult human whereas the machines trained to behave ethically fall under lower categories [357].

Whatever one’s conviction is about the nature of morality that can be assigned to certain AI systems and how far we can regard them as “artificial moral agents”, the very idea itself raised complex questions about key concepts like moral responsibility, accountability, and liability. This holds particularly true for the two famous AI applications, namely autonomous vehicles and autonomous weapons. In principle, such applications challenge the conventional idea that whenever there is a victim, there should an identifiable culprit. The victims of violations made by autonomous cars or weapons will face the difficulty of allocating punishment, sometimes called the “retribution gap”. This is because they will not have a human driver or shooter who can be held accountable [358,330]. In response to these difficulties, proposals were made to forgo the idea of accountability assigned to a specific individual (e.g., the motorist or the shooter) and to assign it to a pool of involved stakeholders (e.g., programmers, manufacturers, and operators of the AI systems, besides the bodies responsible for taking infrastructure, policy and legal decisions, etc.) [290,330,359].

6. Insights and Lessons Learned

In this section, we present the insights and lessons learned from the literature on each challenge to ML in smart cities.

6.1. Smart City ML Security and Robustness

The topic of adversarial ML is not an emerging topic, however, it becomes a crucial and hot topic in the era of smart cities which needs extra efforts to reach an acceptable level of trust in our ML-based products. Trust might be defined concerning
the possible attacks, defense mechanisms, and the expected effect on the overall system. This may create a trade-off between safety and performance which needs further exploration. Some key lessons learned from this section are summarized as:

- Adversarial attacks are proved in several smart city applications and they have serious consequences on people’s lives, privacy, opportunities, and assets. They could also significantly impact the economy and the environment of countries.
- All stakeholders in developing smart city applications are ethically responsible to follow the good technical practices and extensively evaluate the impact of any ML applications on fairness, privacy, and lives.
- Anti-adversarial attack solutions are not magic and all authorities and organizations share the responsibility of risk prevention and mitigation.
- Adversarial data do not mean “harm” all the time, it can be utilized as a data augmentation technique and to build more robust ML-based solutions.
- Due to the high severity, adversarial attacks should be put into the educational track as an integral part of the model building and deployment process of ML applications.
- The transferability of adversarial examples across models enables the attacker to target even the black-box model. There is no effective defense mechanism currently exist which shed the light on the techniques of substitution models.
- Organizations may need to invest more not only in their collected data but also in securing the models they developed. This probably needs more budget on security, training, and tools.
- ML models that show high accuracy at testing time could not be good choices if the robustness of the model against attacks becomes part of the evaluation process.

6.2. Smart City ML Interpretability

Despite the outstanding capabilities, the decisions/predictions made by the traditional black-box ML algorithms are not straightforward, in fact un-understandable, for different stakeholders, such as government authorities and citizens, involved in a smart city application. Even the data scientists that created the model may have trouble explaining why their algorithm made a particular decision. One way to achieve better model transparency is to adopt from a specific family of models that are considered explainable. Even, sometimes the developers of the ML models are not fully aware of the causes of a particular decision. Understanding the causes of a model’s decision, in general, and in smart city applications in particular, are critical for developing users’ trust in the system. For instance, in healthcare, understanding the causes of ML predictions/decisions is very critical for doctors to consider ML-based clinical insights. Doctors would feel more confident in taking decisions given ML-based diagnosis if the decision of the ML model is understandable/interpretable by a human. Explainability also provides an opportunity for ML models/developers to benefit from the domain experts’ knowledge to deal with the impurities in data and structure of the models.

Some key lessons learned from this section are summarized as:

- A lot of interest and demand has been observed for explainable ML over the last few years.
- Explainability helps in building stakeholders’ trust in ML models’ predictions, which will ultimately speed up its adoption in critical smart city applications, such as healthcare.
- Explainability also plays a vital role in ensuring fair ML decision by identifying and eliminating decisions based on protected attributes such as race, gender, and age.
- There’s a trade-off between explanation and performance. Transparent models are good for explanation, however, their performance is lower compared to the black box models, such as deep learning models.
- There’s a deep connection between explainability and other emerging concepts in ML, namely adversarial attacks and ethics.
- Explainability helps ML models to guard against adversarial attacks by differentiating between genuine samples and adversaries.
- Explainability and ethics also link and cross-fertilize each other in ML.

6.3. AI Ethics

The literature reviewed in this section demonstrates a growing interest and concern over the ethical aspects of the AI systems and their applications. A diverse group contributed to the emerging field of AI ethics, including not only academics and researchers but also governments and tech giants, such as Apple, Facebook, and Google. They all have realized the growing impact of AI technology on society and believe that ethical deliberations, guidelines, and governing policies are necessary to make a rigorous trade-off between potential benefits and possible harms.

The key lessons learned can be summarized as follows:

- AI ethics is increasingly moving towards a distinct scholarly field of inquiry with strong interdisciplinary character. Besides the two main involved groups, namely philosophers and engineers, this young field is also benefiting from insights provided by an interdisciplinary group of scholars, researchers, and practitioners.
• In their attempt to canonize the young field of AI ethics and to theorize and standardize its scope, questions, and methodology, various academic journals and publishers have been actively producing books, edited volumes, journal special issues, and recently also handbooks.

• The key players in the AI industry, including multinational companies alongside national and transnational governmental bodies, drafted various policies and guidelines meant to demonstrate their commitment to ethical governance of their activities in the AI industry.

• The wide range of moral issues addressed by academic publications and/or guidelines show disagreement on certain issues (such as the singularity hypothesis) and whether they should be regarded as real problems. On the other hand, a great number of issues were consensually viewed as serious challenges, including those with relevance to smart city applications. Representative examples were discussed under broad themes, including big data management (e.g., privacy, explainability, transparency, opacity, bias), social problems (e.g., facilitating discrimination and disrupting the labor market).

7. Open Issues and Future Research Directions

7.1. Smart City ML Security and Robustness

Google scholar shows growth in the number and scope of adversarial attacks research since the last decade [64]. The collaboration of multidisciplinary teams including data scientists, cybersecurity engineers, and domain-specific-professionals is needed for adversarial attacks research and development. Future research is expected to set a policy to accurately describe ethical outlines, and how and when the ML should be part of the organization’s ecosystems [83][70]. Some of possible research opportunities and open issues are:

• Performance and Accuracy vs. Security.

  The classical trade-off between the response time and the safety procedure would be the first concern raised in deploying ML in smart cities where decisions are supposed to be taken on time. Applying detection algorithms against adversarial attacks must be carefully evaluated in different fields especially those that depend mainly on fast decisions such as autonomous vehicles (AVs). Another concern related to performance is the accuracy of ML models when these are trained on both benign and adversarial data, i.e., the false positive and true negative rates. Different parameter optimization methods of learning-based algorithms share the same objective, i.e., maximizing the overall accuracy of the model [360]. However, the interesting question would be: do those parameters have any impact on the model’s immune system against adversarial attacks?

• Estimating attacks implications (The ripple effect). The ripple effect of the attacks must be considered in future works. Given the complexity of the smart city’s ecosystems, attacking one model may have a series of consequences on the whole city and also may unintentionally attack other models. Estimating the loss and effect of attacking a model and functional dependency evaluation could be integral parts of the future ML-based systems development life-cycle. We can expect more interest in simulation works in this area soon.

• Real-Time Adversarial Attacks.

  This is another challenge for ML safety teams. There is a need to evaluate the current techniques in generating poisoning data when only part of benign data is available, i.e., streaming. How about the structures of defenders in real-time environments? [361]

• Future works may show more efforts in defining the roles in operating smart cyber-systems and the accountability of the services providers and operators [362].

• Unintentional attacks in smart waste and agriculture

  Smart waste and agriculture mainly depend on a network of sensors that work in harder conditions compared to some other fields such as transportation. In such a scenario, the environments might be wet, humid, dirty, have different temperatures, and may suffer from pollution. For example, the sensors attached to the animals in large farms, sensors on trash bins, electrochemical sensors for soil nutrients, etc, are subject to convey some noise besides the required data due to the environmental effects. This could be an important source of unintentional attacks that should be evaluated and taken into account in future works.

• ML models detection and isolation techniques

  In [80], a technique of abnormal vehicle behavior detection and isolation is applied on the object level (i.e., vehicle) which may run several models to control the driving tasks and traffic management. Evaluating the approach on a lower level, i.e., models, to detect and isolate the possibly attacked models might add value to the overall safety. Developing guidelines for replacing suspected models or defining alternatives in ML models’ maintenance plan could improve consumers’ trust.

• Robustness and safety metrics to be involved in the evaluation process of ML models

  The current metrics to evaluate the performance of ML models could take into account the factor of safety and the robustness of the model against different types of attacks. ML models of high accuracy at testing time might be the worse with a little noise added by attackers at production environments [363]. This leads to the possible need of revisiting the ML models evaluation policy before deployment. Thus, the agreement between the stakeholders or services.
7.2. Smart City ML Interpretability

Although a lot of efforts have been made for the interpretation/explainability of ML algorithms since the concept of explainable ML has been introduced. However, there are still many aspects of explainable ML that need to be analyzed. In this section, we provide some of the open issues and future research directions in the domain.

7.2.1. Interpretation vs. Performance

Despite all the benefits it brings for all the stakeholders in different application domains, there are some concerns about its impact on the performance and the development process. It is believed that the efforts for explainability will not only slow down the development process but also put constraints on it, which might also hurt the performance (i.e., accuracy) of the models [564]. For better interpretability ML models to be simple as simpler the model more explainable is the causes of an underlying decision. However, literature shows that usually complex ML algorithms (e.g., deep learning) tend to be more accurate. The trade-off between explainability and performance is believed to be optimized with better explainability methods, which is one of the key research challenges in the domain [57, 365, 57].

7.2.2. Concepts and Evaluation Metrics

The literature still lacks a common ground, structure, and a unified concept of explainability [57]. However, several efforts have been made in this regard. For instance, Arrieta et al. [57] attempted to provide a common ground or a reference point in this regard. According to them, the explainability of an ML model refers to its ability to make its functioning (i.e., causes of its decisions) clearer to an audience. The authors also emphasize the need and definition of an evaluation metric or set of metrics for the evaluation and comparison of ML models in terms of explainability and interpretation capabilities.

7.2.3. Explanation of Deep Learning Models

Despite the sincere efforts made for explainable ML, there are still several challenges hindering its success and adoption. One of the key challenges is the interpretability of deep learning. In this regard, efforts are ongoing to develop explainable deep learning techniques or applications. To this aim, different visualization techniques are used to explain their reasoning steps, which is expected to make them explainable and trustworthy.

7.2.4. Explainability and Adversarial ML

As detailed earlier, explainability and adversarial ML has a direct connection. Explainability on the one side can guard against adversarial attacks by differentiating between a genuine sample and an adversary while on the other hand the information revealed by explainability techniques can be used both to generate more effective adversarial attacks on ML algorithms [52]. One of the interesting directions of research on explainable ML is to analyze how effectively it can be used to guard against adversarial attacks. There are already ongoing efforts in this direction as detailed in Section 3.2.

7.3. AI Ethics

Despite the significant progress AI ethics could make in a short period, many issues still remain open and various challenges still need to be addressed by future research. Below, we summarize the key points in this regard.

- Due to its strongly interdisciplinary character and relatively young age, AI ethics suffers from serious conceptual ambiguity. Many of the key terms have fundamentally different and, sometimes even incompatible, meanings for different people. For example, key terms like agent, autonomy, and intelligence do not have the same meaning for moral philosophers and AI engineers. For engineers, cars or weapons will be “autonomous” when they can behave without direct human intervention. Moral philosophers, however, would use the term “autonomous” exclusively for an entity that can define its own laws or rules of behavior by itself [331]. To improve the AI moral discourse and make it more efficient, there is a dire need for future research that will enhance its conceptual clarity and standardize the primary and secondary meanings of its key terms.

- There is a need for exploring innovative ways to bridge the existing gaps between academic research and policymaking on one hand and between policymaking and the AI reality on the other hand. The questions raised and addressed by the academics are sometimes too abstract and theoretical to be of relevance for policymakers and those engaged in the AI business. Instead of broad philosophical questions like “Will this contribute to human flourishing or put human species at risk?”, policymakers are more interested in practical questions like “Which harms should we expect if we are going to do this, and how to mitigate or minimize these harms?”. Despite some good but still seemingly exceptional instances, various researchers also warn that there is hardly any touchable impact of ethics in general or policies and guidelines in particular on the reality of the AI industry. Most of the time, large companies are driven by economic logic and incentives rather than by value or principle-based ethics [245, 366].

- The moral discourse on AI systems is almost exclusively “Western” in nature. In other words, ethical deliberations and academic publications are published by institutions based in Western Europe and the United States and thus imbued with secular-oriented moral thought. With the expected growth of the AI industry and the adoption of its technologies by other communities worldwide, there is a need for diversifying and enriching the current AI moral discourse by incorporating insights from other cultural and religious traditions. Available research shows that people’s cultural norms do influence their understanding of what makes AI systems ethical [367]. Moreover, reports coming from Muslim-majority countries like Qatar, show that their interest in having AI technologies is espoused with a parallel interest in developing religio-culturally sensitive
discourse and compliant policies, where also Arabic language processing will be a national priority [368].

8. Conclusions

In this paper, we have reviewed the key challenges in the successful deployment of ML in smart city applications. In particular, we focused on four key challenges namely security and robustness, interpretability, and ethical (data and algorithmic) challenges in the deployment of ML in human-centric applications. We particularly focused on the connection between these challenges and discussed how they are linked. Based on our analysis of the existing literature and experience in the domain, we also identified the current limitations and the pitfalls of existing solutions proposed for tackling these challenges. We also identify open research issues in the domain. We believe such a rigorous analysis of the domain will provide a baseline for future research.
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