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THE $Q$-SHAPED DERIVED CATEGORY OF A RING — COMPACT AND
PERFECT OBJECTS

HENRIK HOLM AND PETER JØRGENSEN

ABSTRACT. In a previous work we constructed the $Q$-shaped derived category of any ring $A$ for any suitably nice category $Q$. The $Q$-shaped derived category of $A$, which is denoted by $D_Q(A)$, is a generalization of the ordinary derived category. In this paper we prove that the $Q$-shaped derived category of $A$ is a compactly generated triangulated category. We also define perfect objects in $D_Q(A)$ and prove that these constitute a triangulated subcategory, $D_Q^{\text{perf}}(A)$, of the category $D_Q(A)^c$ of compact objects in the $Q$-shaped derived category. The subcategories $D_Q^{\text{perf}}(A)$ and $D_Q(A)^c$ coincide if and only if the former is thick.

1. INTRODUCTION

A chain complex over a ring $A$ can be viewed as an $A\text{Mod}$-valued representation of the quiver

$$\Gamma = \cdots \xrightarrow{a} \bullet \xrightarrow{a} \bullet \xrightarrow{a} \bullet \xrightarrow{a} \bullet \xrightarrow{a} \cdots$$

(1)

with the relations $a^2 = 0$. Expressed more formally, the category of chain complexes $\text{Ch}_A$ can be identified with $\mathcal{Q}_A\text{Mod}$, the category of additive functors $\mathcal{Q} \to A\text{Mod}$, where $\mathcal{Q}$ is the path category of $\Gamma$ with these relations.

A key property of $\Gamma$ is that it is a self-injective quiver with relations; equivalently, $Q$ has a Serre functor (see 2.6). We showed in [18] that many properties of chain complexes can be generalized to $\mathcal{Q}_A\text{Mod}$ when $Q$ is another suitable category with a Serre functor. This permits $Q$ to be the path category of many different quivers with relations. Among them are cyclic quivers, like:

$\circ \quad \begin{pmatrix} \circ \end{pmatrix} \quad \begin{pmatrix} \circ & \circ \end{pmatrix} \quad \begin{pmatrix} \circ & \circ & \circ \end{pmatrix} \quad \cdots$

repetitive quivers, like:

$\cdots \quad \circ \quad \cdots \quad \circ \quad \cdots \quad \circ \quad \cdots$

and double quivers, like:

$\cdots \quad \circ \quad \circ \quad \cdots \quad \circ \quad \circ \quad \cdots \quad \circ \quad \circ \quad \cdots$

To wit, the following was proved in [18] when $Q$ has a Serre functor.

- There is a notion of “quasi-isomorphism” in $\mathcal{Q}_A\text{Mod}$, which generalizes the usual notion of quasi-isomorphism in $\text{Ch}_A$. Inverting the quasi-isomorphisms in $\mathcal{Q}_A\text{Mod}$ gives a category $D_Q(A)$, which we call the $Q$-shaped derived category of $A$.
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• $\mathcal{D}_Q(A)$ is a triangulated category. If $Q$ is the path category of $\mathbb{Z}^1$ with the relations $\partial^2 = 0$, then $\mathcal{D}_Q(A)$ can be identified with the classic derived category $\mathcal{D}(A)$.

• $\mathcal{O}_A\text{Mod}$ contains three classes of objects, $\delta^-, \delta^+$, and $\delta^\perp$, which generalize the exact, semi-projective, and semi-injective complexes (see Example 3.3).

• These classes provide $\mathcal{O}_A\text{Mod}$ with two model category structures, which generalize the standard projective and injective model category structures on $\text{Ch}_A$ (see 2.10).

• Either model category structure on $\mathcal{O}_A\text{Mod}$ has the associated homotopy category $\text{Ho}(\mathcal{O}_A\text{Mod}) = \mathcal{D}_Q(A)$.

However, there are key properties of the (classic) derived category $\mathcal{D}(A)$ which do not generalize to $\mathcal{D}_Q(A)$, and the purpose of this paper is to compare and contrast these categories by investigating several key classes of objects.

1.1 Strictly perfect objects. Recall that a strictly perfect complex $P$ is a bounded complex of finitely generated projective modules. It is well-known that a strictly perfect complex is compact in $\mathcal{D}(A)$, that is, $\text{Hom}_{\mathcal{D}(A)}(P, -)$ preserves set-indexed coproducts. However, as shown in Theorem A.3, the corresponding property does not always hold for $\mathcal{D}_Q(A)$.

Theorem A. Let $Q$ be the path category of the Jordan quiver

\[ \bullet \xrightarrow{\partial} \bullet \] with the relation $\partial^2 = 0$. There exists a commutative noetherian ring $A$ and an object

\[ M = A \xrightarrow{x} A \] in $\mathcal{D}_Q(A)$ which is not compact in $\mathcal{D}_Q(A)$, despite having the finitely generated projective module $A$ at the (unique) vertex.

Note that for this quiver, $\mathcal{O}_A\text{Mod}$ is the category of differential $A$-modules, i.e. $A$-modules equipped with an endomorphism squaring to zero. Differential modules have been studied intensively in the literature, see for instance [1], but Theorem A is new.

The object $M$ in Theorem A is an obvious generalization of a strictly perfect complex. Indeed, we will say that a functor $K : Q \to \mathcal{O}_A\text{Mod}$ in $\mathcal{O}_A\text{Mod}$ is strictly perfect if it has finite support, that is, if the set supp $K = \{ q \in Q \mid K(q) \neq 0 \}$ is finite, and the $A$-module $K(q)$ is finitely generated and projective for each $q \in Q$ (see Definition 5.3). As shown by Theorem A, strictly perfect objects need not be compact in $\mathcal{D}_Q(A)$, but we do have the following (positive) result, which is proved in Section 5. For the notion of cycles in the category $Q$, see Definition 5.13 under the assumptions in Setup 2.9.

Theorem B. Assume Setup 2.9 and one of the next conditions:

1. The category $Q$ has no cycles, or
2. The ring $A$ has finite left global dimension.

The following assertions hold:

a) Every strictly perfect object is compact in $\mathcal{D}_Q(A)$.

b) Every strictly perfect object is cofibrant in the projective model structure on $\mathcal{O}_A\text{Mod}$; that is, every strictly perfect object is in $\perp \delta^+$ (see Definition 5.3).

(c) An object in $\mathcal{D}_Q(A)$ is perfect if and only if it is isomorphic to a strictly perfect object.

Notice that in the special case of chain complexes, the category $Q$ has no cycles and hence condition (1) in Theorem B holds. Also note that by condition (2) in Theorem B, the ring in Theorem A must necessarily have infinite global dimension (and, indeed, it has). We now turn to perfect objects in $\mathcal{D}_Q(A)$, which are already mentioned in part (c) of Theorem B.
1.2 Perfect objects. Since strictly perfect objects in the category $\mathcal{Q}_A$Mod need not be compact in $\mathcal{D}_Q(A)$, we propose in [5,3] the following definition:

$$X \in \mathcal{D}_Q(A) \text{ is perfect } \iff \begin{cases} \text{There is an isomorphism } X \cong K \text{ in } \mathcal{D}_Q(A) \\ \text{for some strictly perfect object } K \in \mathcal{E}^\perp. \end{cases}$$

Observe that if condition (1) or (2) in Theorem B holds, then by part (c) of that theorem, the perfect objects are just those which are isomorphic in $\mathcal{D}_Q(A)$ to a strictly perfect object.

With this definition, we show in Section 5 the following result where $\mathcal{D}_Q^\perp(A)$ is the class of perfect objects and $\mathcal{D}_Q(A)^c$ is the class of compact objects in $\mathcal{D}_Q(A)$:

**Theorem C.** Assume Setup 2.9. There is an inclusion of triangulated subcategories of the $\mathcal{Q}$-shaped derived category of $A$,

$$\mathcal{D}_Q^\perp(A) \subseteq \mathcal{D}_Q(A)^c.$$

Equality holds if and only if the subcategory $\mathcal{D}_Q^\perp(A)$ is thick.

A triangulated subcategory of a triangulated category is called thick if it is closed under direct summands (see also Definition 4.3). In the special case of chain complexes, it is known that $\mathcal{D}_Q^\perp(A)$ is a thick subcategory of $\mathcal{D}(A)$; whence equality holds in Theorem C. We conjecture that the same is true in general:

**Conjecture.** Assume Setup 2.9. There is always an equality of triangulated subcategories of the $\mathcal{Q}$-shaped derived category of $A$,

$$\mathcal{D}_Q^\perp(A) = \mathcal{D}_Q(A)^c.$$

1.3 Compact objects. The notion of (strictly) perfect objects aside, another main result is the following, generalizing that the (classic) derived category is compactly generated. This will be proved in Section 4 (the objects in the set $S$ are defined in 2.8):

**Theorem D.** Assume Setup 2.9. Then $\mathcal{D}_Q(A)$ is a compactly generated triangulated category; in fact,

$$S = \{ S_q(A) \mid q \in \mathcal{Q} \},$$

is a set of compact generators for $\mathcal{D}_Q(A)$. In particular, one has

$$\mathcal{D}_Q(A) = \text{Loc}(S) \quad \text{and} \quad \mathcal{D}_Q(A)^c = \text{Thick}(S).$$

1.4 Cofibrant and fibrant objects. Our final main result concerns the two model category structures on the functor category $\mathcal{Q}_A$Mod. In the projective model structure on $\mathcal{Q}_A$Mod, the class of cofibrant objects is $\mathcal{E}^\perp$ and in the injective model structure the class of fibrant objects is $\mathcal{E}^\perp$, see [18, Thm. 6.1]. The following shows that over a ring with finite global dimension, it is possible to give hands-on descriptions of these classes:

**Theorem E.** Assume Setup 2.9. There are inclusions:

$$\mathcal{E}_Q \subseteq \{ X \in \mathcal{Q}_A \text{Mod} \mid X(q) \in A_{\text{Prj}} \text{ for all } q \in \mathcal{Q} \} \quad \text{and} \quad \mathcal{E}_Q^\perp \subseteq \{ X \in \mathcal{Q}_A \text{Mod} \mid X(q) \in A_{\text{Inj}} \text{ for all } q \in \mathcal{Q} \},$$

and equalities hold if $A$ has finite left global dimension.

In this theorem, $A_{\text{Prj}}$ and $A_{\text{Inj}}$ denote the classes of projective and injective left $A$-modules. Theorem E, which is proved in Section 3, generalizes well-known descriptions of semi-projective and semi-injective complexes over a ring with finite left global dimension; see Avramov and Foxby [2] and Example 3.3 for further details. By contrast, a complete understanding of $\mathcal{E}^\perp$ and $\mathcal{E}^\perp$ is generally not available, not even for chain complexes. An illustration of how complicated the class $\mathcal{E}^\perp$ can be is found in Appendix A.

This concludes the introduction. In the next section we recap some main definitions and results from [18] which are key to understanding the present paper.
2. PREREQUISITES

We start by recalling some general facts about (abelian) model categories.

2.1. Let \( W \) be a collection of morphisms in a category \( C \). By definition, the localization of \( C \) with respect to \( W \) is a category \( C[W^{-1}] \) together with a functor \( C \to C[W^{-1}] \) satisfying the expected universal property; see for example Krause [25, §1.1] or Weibel [32, §10.3]. There is a standard construction of the category \( C[W^{-1}] \) and the functor \( C \to C[W^{-1}] \) that always works if one ignores set-theoretical difficulties. In this construction, the category \( C \) is always worked if one ignores set-theoretical difficulties. In this construction, the category \( C[W^{-1}] \) has the same objects as \( C \); however, in general, the hom “sets” in \( C[W^{-1}] \) need not be small, so the “category” \( C[W^{-1}] \) might not exist within the same set-theoretic universe as \( C \). In the situation where \( C \) is a model category and \( W \) is the collection of weak equivalences in \( C \) (which is the situation of interest in this paper), the localization \( C[W^{-1}] \) does exist; it is called the homotopy category of \( C \) and denoted by \( \text{Ho}(C) \); see e.g. Hovey [19, §1.2].

We assume that the reader has basic knowledge of cotorsion pairs; in particular, (s)he must know what a cotorsion pair is and what it means for such a pair to be complete or hereditary. The book [14] (Chaps. 2 and 3) by G"obel and Trlifaj is an excellent account on cotorsion pairs in module categories. Cotorsion pairs in general abelian or exact categories are complete, and exact categories are treated in various papers, see e.g. Saorín and Štovíček [31] and Gillespie [11, 12].

2.2. Let \( M \) be an abelian category. An abelian model structure on \( M \) is a model structure compatible with the abelian structure in the sense of [20, Dfn. 2.1]. By Thm. 2.2 in loc. cit. any abelian model structure on \( M \) corresponds to a triple \((Q,W,R)\) of classes of objects in \( M \) for which \( W \) is thick and \((Q\cap W,R)\) and \((Q,W\cap R)\) are complete cotorsion pairs. Such a triple is called a Hovey triple in \( M \); in fact, \( Q \) is the class of cofibrant objects, \( R \) is the class of fibrant objects, and \( W \) is the class of trivial objects, i.e. objects that are weakly equivalent to 0. If the complete cotorsion pairs \((Q\cap W,R)\) and \((Q,W\cap R)\) are hereditary, then \((Q,W,R)\) is called a hereditary Hovey triple and the associated abelian model structure on \( M \) is called a hereditary abelian model structure. In this case, the full subcategory \( M_{Qf} = Q \cap R \) of cofibrant and fibrant (also called bifibrant) objects in \( M \) is a Frobenius exact category whose class of pro-injective objects is \( Q \cap W \cap R \), see Gillespie [12, Prop. 4.2]. The stable category \( \text{Stab}(M_{Qf}) = (Q\cap R)/(Q\cap W\cap R) \) is by [12, Thm. 4.3] triangulated equivalent to the homotopy category \( \text{Ho}(M) = M/\{\text{weak equivalences}\}^{-1} \); in fact, the inclusion functor \( M_{Qf} \to M \) induces a triangulated equivalence,

\[
\text{Stab}(M_{Qf}) \xrightarrow{\sim} \text{Ho}(M)
\]

whose quasi-inverse is the bifibrant replacement functor \( RD \) described in [12, Lem. 2.5]: For \( X \in M \) write \( DX \) for a cofibrant replacement and \( RX \) for a fibrant replacement of \( X \). A bifibrant replacement of \( X \) is \( RDX \). Note that \( DX \in Q, RX \in R, \) and \( RDX \in Q \cap R \).

As explained in Happel [15, Chap. §2], the stable category of any Frobenius category is triangulated in a canonical way, so the triangulated equivalence (2) provides a rather explicit description of the triangulated structure on \( \text{Ho}(M) \). This will be useful for us.

We now give a brief summary of some definitions and results from [18], which are key to this paper.

2.3 Blanket assumption. Unless otherwise stated, \( k \) denotes in this paper any commutative ring, \( Q \) any small \( k \)-preadditive category, and \( A \) any \( k \)-algebra.

2.4 Notation. We will use the notation from [18]. In particular, \( \text{A-Mod} \) denotes the category of left \( A \)-modules and \( Q\cdot \text{A-Mod} \) is the category of \( k \)-linear functors \( Q \to \text{A-Mod} \), see [18, Dfn. 3.1]. Further symbols along with references to where they appear in [18] will follow.
2.5. Recall from [18] Cor. 3.9 that for every $q \in Q$ there is an adjoint triple $(F_q, E_q, G_q)$:

![Diagram](image)

given by

$$F_q(M) = Q(q, -) \otimes_k M$$
$$E_q(X) = X(q)$$
$$G_q(M) = \text{Hom}_k(Q(-, q), M)$$

for $M \in _A \text{Mod}$ and $X \in Q_A \text{Mod}$. Note that $E_q$ is the evaluation functor at $q$.

Some of the definitions below are borrowed from Dell’Ambrogio, Stevenson, and Šťovíček [6] Dfn.s 4.1, 4.5 and Rmk. 4.7. Note that Serre functors were originally introduced by Bondal and Kapranov in [4] (in the case where $k$ is a field). The definitions play a key role in [18] and in the present work.

2.6. We consider the following conditions on $k$ and $Q$ (which may or may not hold).

1. Hom-finiteness: Each hom $k$-module $Q(p, q)$ is finitely generated and projective.

2. Local boundedness: For each $q \in Q$ there are only finitely many objects in $Q$ mapping nontrivially into or out of $q$, that is, the following sets are finite:

$$N_{-}(q) = \{ p \in Q \mid Q(p, q) \neq 0 \} \quad \text{and} \quad N_{+}(q) = \{ r \in Q \mid Q(q, r) \neq 0 \} .$$

3. Existence of a Serre functor: There exists a $k$-linear autoequivalence $S: Q \to Q$ and a natural isomorphism $Q(p, q) \cong \text{Hom}_k(Q(q, S(p)), k)$.

4. Strong Retraction Property: For $q \in Q$ the unit map $k \to Q(q, q)$ given by $x \mapsto x \cdot \text{id}_q$ has a $k$-module retraction; whence there is a $k$-module decomposition:

$$Q(q, q) = (k \cdot \text{id}_q) \oplus \tau_q .$$

Moreover, the $k$-submodules $\tau_q$ are compatible with composition in $Q$ as follows:

1. $\tau_q \circ \tau_q \subseteq \tau_q$ for all $q \in Q$.

2. $Q(q, p) \circ Q(p, q) \subseteq \tau_p$ for all $p \neq q$ in $Q$.

2.7. The Strong Retraction Property, i.e. condition (4) in 2.6 makes it possible to define the pseudo-radical $\tau$. This important ideal in $Q$ is explained in detail in [18] Rmk. 7.4 and Lem. 7.7. Using the pseudo-radical one can for every $q \in Q$ define stalk functors:

$$S(q) = Q(q, -)/\tau(q, -) \in _Q \text{Mod} \quad \text{and} \quad S\{ q \} = Q(-, q)/\tau(-, q) \in \text{Mod}_Q ,$$

see [18] Dfn. 7.9 and Lem. 7.10]. Using the stalk functors one can for each $q \in Q$ and $i \geq 0$ define (co)homology functors:

$$H^n_{\tau q} = \text{Ext}^n_Q(S(q), ?) \quad \text{and} \quad H^n_{\tau q} = \text{Tor}^n_Q(S(q), ?) ,$$

which are functors from $Q_A \text{Mod}$ to $_A \text{Mod}$; see [18] Dfn. 7.11.

2.8. Assume that $Q$ satisfies the Strong Retraction Property, i.e. condition (4) in 2.6. Recall from [18] Prop. 7.15] (see also Setup 7.13 in loc. cit.) that for every $q \in Q$ there is an adjoint triple $(C_q, S_q, K_q)$:

![Diagram](image)

given by

$$C_q(X) = S\{ q \} \otimes_Q X$$
$$S_q(M) = S(q) \otimes_k M$$
$$K_q(X) = \text{Hom}_Q(S(q), X)$$

for $M \in _A \text{Mod}$ and $X \in Q_A \text{Mod}$.

Many of the results in [18] and in this paper require the following setup.
2.9 Setup. The commutative ring \( \mathbb{k} \) and the \( \mathbb{k} \)-preadditive category \( Q \) from 2.3 satisfy:

- \( Q \) is Hom-finite, locally bounded, has a Serre functor, and has the Strong Retraction Property, that is, all all four conditions in 2.3 hold.
- The pseudo-radical \( r \) from 2.7 is nilpotent, that is, \( r^N = 0 \) for some \( N \in \mathbb{N} \).
- The ring \( \mathbb{k} \) is noetherian and hereditary (e.g. \( \mathbb{k} \) is a field or \( \mathbb{k} = \mathbb{Z} \)).
- \( A \) can be any \( \mathbb{k} \)-algebra.

Let us explain the importance and the power of this setup:

2.10. Assume Setup 2.9. In this case, there is by [18, Dfn. 4.1] an equality:

\[
\mathcal{E} = \{ X \in Q_A \text{Mod} \mid X^3 \text{ has finite projective dimension in } Q \text{Mod} \}
\]

\[
= \{ X \in Q_A \text{Mod} \mid X^3 \text{ has finite injective dimension in } Q \text{Mod} \}
\]

where \((-)^3\) is the forgetful functor, see [18, Dfn. 3.2]. Objects in \( \mathcal{E} \) are called exact and the class \( \mathcal{E} \) is by [18, Thm. 6.1] part of two different hereditary Hovey triples,

\[
(Q, \mathcal{W}, \mathcal{R}) = (\mathcal{E}, \mathcal{E}', Q_A \text{Mod}) \quad \text{and} \quad (Q, \mathcal{W}, \mathcal{R}) = (Q_A \text{Mod}, \mathcal{E}, \mathcal{E}')
\]

which, as explained in 2.2, yield two different model structures on \( Q_A \text{Mod} \):

- The projective model structure on \( Q_A \text{Mod} \) where \( \mathcal{E}' \) is the class of cofibrant objects, \( \mathcal{E} \) is the class of trivial objects, and every object is fibrant.
- The injective model structure on \( Q_A \text{Mod} \) where \( \mathcal{E} \) is the class of fibrant objects, \( \mathcal{E}' \) is the class of trivial objects, and every object is cofibrant.

These two model structures have by [18, Prop. 6.3] the same weak equivalences and the associated homotopy category is, as in [18, Dfn. 6.4], denoted by

\[
D_Q(A) = \text{Ho}(Q_A \text{Mod}).
\]

It is called the \( Q \)-shaped derived category of \( A \). By the general theory from 2.2, the category \( \mathcal{E}' \) and \( \mathcal{E} \) have finite injective dimension in \( Q_A \text{Mod} \). By the general theory from 2.2, the category \( \mathcal{E}' \) and \( \mathcal{E} \) are locally bounded, and every object is fibrant. The main purpose of this section is to prove Theorem E from the Introduction, which gives hands-on descriptions of the classes \( \mathcal{E}' \) and \( \mathcal{E} \) in the case where \( A \) has finite global dimension. Theorem E is also an important ingredient in the proof of Theorem B from the Introduction, which is established in Section 5. Another goal in this section is Theorem 3.9, which shows how that classes \( \mathcal{E}' \) and \( \mathcal{E} \) behave in short exact sequences.

To parse the next definition, recall from [16, 6.4 and 6.7] the definitions of \textit{filtrations} and \textit{cofiltrations} with respect to some class of objects in an abelian category.
3.1 Definition. For a class $C$ of objects in a bicomplete abelian category $\mathcal{M}$ we set

\[ \text{Filt}(C) = \{ M \in \mathcal{M} \mid M \text{ has a } C\text{-filtration} \}, \]

\[ \text{coFilt}(C) = \{ M \in \mathcal{M} \mid M \text{ has a } C\text{-cofiltration} \}. \]

This definition is important in the next result, and so are the (stalk) functors $S_q$ from \[2,8\] Furthermore, $\lambda \text{Prj}$ and $\lambda \text{Inj}$ denote the classes of projective and injective left $A$-modules.

3.2 Proposition. Assume Setup \[2,9\] The following assertions hold.

(a) With $\mathcal{P} = \{ S_q(P) \mid q \in Q \text{ and } P \in \lambda \text{Prj} \}$ there are inclusions,

\[ \text{Filt}(\mathcal{P}) \subseteq {^\perp B} \subseteq \{ X \in q_{\lambda \text{A}} \text{Mod} \mid \text{X}(q) \in \lambda \text{Prj} \text{ for all } q \in Q \}. \]

(b) With $\mathcal{I} = \{ S_q(I) \mid q \in Q \text{ and } I \in \lambda \text{Inj} \}$ there are inclusions,

\[ \text{coFilt}(\mathcal{I}) \subseteq {^\perp B} \subseteq \{ X \in q_{\lambda \text{A}} \text{Mod} \mid \text{X}(q) \in \lambda \text{Inj} \text{ for all } q \in Q \}. \]

Proof. (a): To prove the first inclusion, it suffices by Eklof’s lemma \[16\] Lem. 6.6] to show that $\mathcal{P}$ is a subset of $^{\perp B}$. Let $q \in Q$ and $P \in \lambda \text{Prj}$ be given. Recall from \[2,8\] that the functor $S_q$ is exact with right adjoint $K_q$. The first right derived functor $R^1 K_q$ is the cohomology functor $H_{q,1}$ from \[2,7\]. Thus, for every $E \in {^\perp B}$, one has $R^1 K_q(E) = H_{q,1}(E) = 0$ by \[18\] Thm. 7.1, and the first isomorphism below now follows from \[17\] Lem. 1.3. The second isomorphism holds as $P \in \lambda \text{Prj}$.

\[ \text{Ext}^1_{q_{\lambda \text{A}}}(S_q(P), E) \cong \text{Ext}^1_{q_{\lambda \text{A}}}(P, K_q(E)) \cong 0. \]

This proves that $S_q(P)$ belongs to $^{\perp B}$, and hence $\mathcal{P} \subseteq {^\perp B}$, as desired.

To prove the second inclusion, let $X \in {^\perp B}$ and $q \in Q$ be given. The evaluation functor $E_q$ at $q$ has by \[2,5\] a right adjoint $G_q$, so there is a natural isomorphism,

\[ \text{Hom}_{q_{\lambda \text{A}}}(X(q), -) = \text{Hom}_{q_{\lambda \text{A}}}(E_q(X), -) \cong \text{Hom}_{q_{\lambda \text{A}}}(X, G_q(-)). \]

Thus, we must prove that the last functor above is exact. Let $\xi = 0 \to M' \to M \to M'' \to 0$ be an exact sequence in $\lambda \text{Mod}$. As the category $Q$ is assumed to be Hom-finite, the functor $G_q$ is exact by \[18\] Cor. 3.9(b)] and hence $G_q(\xi)$ is an exact sequence in $q_{\lambda \text{Mod}}$. To prove exactness of the sequence $\text{Hom}_{q_{\lambda \text{A}}}(X, G_q(\xi))$, it suffices to argue that one has

\[ \text{Ext}^1_{q_{\lambda \text{A}}}(X, G_q(M'')) = 0. \]

By the the assumptions on $Q$, we can apply \[18\] Thm. 7.1 and Lem. 7.14(b)] to conclude that $G_q(M') \in {^\perp B}$; and since one has $X \in {^\perp B}$, it follows that \[3\] holds.

(b): Dual to the proof of part (a). Note that instead of Eklof’s lemma \[16\] Lem. 6.6] and \[17\] Lem. 1.3] one uses Trlifaj’s lemma \[16\] Lem. 6.8] and \[17\] Lem. 1.2].

We are now in a position to prove Theorem E from the Introduction.

Proof of Theorem E. The inclusions were established in Proposition \[3,2\]. Now assume that $A$ has finite left global dimension. We only prove that the first inclusion is an equality; a similar argument shows that the second inclusion is an equality. Let $X \in q_{\lambda \text{Mod}}$ be an object that satisfies $X(q) \in \lambda \text{Prj}$ for all $q \in Q$. We must argue that $X$ belongs to $^{\perp B}$. Since $(^{\perp B}, {^\perp B})$ is a complete cotorsion pair in $q_{\lambda \text{Mod}}$, see \[2,10\] (or \[18\] Thm. 5.5], there exists an exact sequence,

\[ 0 \to E \to P \to X \to 0 \]

with $P \in {^\perp B}$ and $E \in {^\perp B}$. The goal is to show that this sequence splits; this will imply that $X \in {^\perp B}$ since $P \in {^\perp B}$. We have $P(q), X(q) \in \lambda \text{Prj}$ for all $q \in Q$ by Proposition \[3,2\] a) and by assumption. As the sequence $0 \to E(q) \to P(q) \to X(q) \to 0$ is exact, it follows that also $E(q) \in \lambda \text{Prj}$ for all $q \in Q$.

At this point, we pause to make a general observation: Let $n \in \mathbb{N}_0$ be the left global dimension of $A$. Evidently, the category $\lambda \text{Mod}$ is locally $n$-Gorenstein in the sense of \[6\] Dfn. 2.1 and 2.5], so by definition (see the remarks above \[6\] Thm. 4.6]), this means that
A is an \( n \)-Gorenstein algebra. Hence \([6]\text{ Cor. 4.8}\) implies that an object \( M \in {}_A]\text{Mod} \) is Gorenstein projective if and only if the \( A \)-module \( M(q) \) is Gorenstein projective for every \( q \in Q \). Since \( A \) has finite left global dimension, the latter condition just means that \( M(q) \in {}_A]\text{Prj} \) for every \( q \in Q \), see \([5]\text{ Prop. 10.2.3}\).

By the observation above, it follows that \( X, P, \) and \( E \) are Gorenstein projective objects in \( {}_A]\text{Mod} \). We will now show that \( E \) is even a projective object in \( {}_A]\text{Mod} \). Once this has been shown, it follows immediately from the definition of Gorenstein projective objects, see \([7]\text{ Dfn. 2.20}\), that \( \text{Ext}_i^{Q,A}(X,E) = 0 \), and thus \((24)\) will split. We already know that \( E \in \mathcal{E} \). Thus, to show that \( E \) is projective, we need by \([18]\text{ Thms. 7.1 and 7.29}\) to argue that the \( A \)-module \( C_q(E) \) is projective for every \( q \in Q \), where \( C_q \) is the functor from \((2,8)\).

As \( E \) is a Gorenstein projective object in \( {}_A]\text{Mod} \) there is, by definition, an exact sequence,

\[
0 \longrightarrow E \longrightarrow P^0 \longrightarrow \cdots \longrightarrow P^{n-1} \longrightarrow E' \longrightarrow 0
\]

in \( {}_A]\text{Mod} \) where each \( P^i \) is projective (and \( E' \) is Gorenstein projective, but that is not important here). By another application of \([18]\text{ Thms. 7.1 and 7.29}\), each \( P^i \) belongs to \( \mathcal{E} \), and hence \( E' \) belongs to \( \mathcal{E} \) by the last assertion in \([18]\text{ Thm. 4.4}\]. Now fix \( q \in Q \). The right exact functor \( C_q \) is, in general, not exact; indeed, its \( q^\text{th} \) left derived functor \( L_q C_q \) is the homology functor \( H_q(\mathcal{E}) \) from \([2,7]\). Since \( E' \in \mathcal{E} \) we have \( L_q C_q(E') = H_q(\mathcal{E}) = 0 \) for all \( i > 0 \) by \([18]\text{ Thm. 7.1}\), and thus \((55)\) does, in fact, induce an exact sequence,

\[
0 \longrightarrow C_q(E) \longrightarrow C_q(P^0) \longrightarrow \cdots \longrightarrow C_q(P^{n-1}) \longrightarrow C_q(E') \longrightarrow 0 ,
\]

of left \( A \)-modules. Each module \( C_q(P^i) \) is projective by \([18]\text{ Thm. 7.29}\), and the module \( C_q(E') \) has projective dimension at most \( n (= \text{the left global dimension of } A) \). The exact sequence therefore shows that \( C_q(E) \) is projective, as desired.

\[\text{□}\]

3.3 Example. Consider the situation where \( Q \) is the mesh category of the repetitive quiver of \( \tilde{A}_0 = \bullet \rightarrow \bullet \); in other words, \( Q \) is the path category of the quiver \((21)\) with the relations \( \tilde{a}^2 = 0 \). In this case, \( {}_A]\text{Mod} \) is equivalent to the category \( \text{Ch} A \) of (chain) complexes of left \( A \)-modules, see \([18]\text{ Rmk. 8.5 and Exa. 8.13}\). For the class \( \mathcal{E} \) one has:

\[
\mathcal{E} = \{ \text{exact (or acyclic) complexes} \} ,
\]

\[
\mathcal{E}^- = \{ \text{semi-projective (or DG-projective) complexes} \} , \quad \text{and}
\]

\[
\mathcal{E}^- = \{ \text{semi-injective (or DG-injective) complexes} \} .
\]

Indeed, the first equality follows easily from \([18]\text{ Thm. 7.1}\) and the other two follow from García Rozas \([10]\text{ Props. 2.3.4 and 2.3.5}\).

In this case, the class \( \mathcal{P} \) from Proposition \((3,2)\) is just \( \{ \Sigma^i P \mid q \in \mathbb{Z} \text{ and } P \in {}_A]\text{Prj} \} \), where \( \Sigma \) is the shift functor on \( \text{Ch} A \). It is easy seen that every bounded below complex of projective \( A \)-modules, \( P_* = \cdots \rightarrow P_{u+2} \rightarrow P_{u+1} \rightarrow P_u \rightarrow 0 \rightarrow 0 \rightarrow \cdots \), is in \( \text{Filt}(\mathcal{P}) \).

Hence every such complex is semi-projective by the first inclusion in part (a) of Proposition \((3,2)\). Similarly, the first inclusion in part (b) of the same result shows that every bounded above complex of injective \( A \)-modules, \( I_* = \cdots \rightarrow 0 \rightarrow 0 \rightarrow I_v \rightarrow I_{v-1} \rightarrow I_{v-2} \rightarrow \cdots \), is semi-injective. This is of course well-known. The second inclusions in parts (a) and (b) of Proposition \((3,2)\) assert that every semi-projective/injective complex must consist of projective/injective modules, which is also well-known. Theorem E in the Introduction shows that over a ring with finite global dimension, a semi-projective/injective complex is nothing but a complex consisting of projective/injective modules. This special case of Theorem E can be found in \([2]\text{ Prop. 3.4}\) by Avramov and Foxby. Applications of their result (and related results) can be found in \([21,22]\) by Iacob and Iyengar.

\[\text{Note that } [6] \text{ Cor. 4.8] deals with } A \circ商业模式 M, \text{ i.e. } k\text{-linear functors } M : A \circ商业模式 Q \rightarrow {}_k]\text{Mod}, \text{ where } A \circ商业模式 Q \text{ is the extension of } Q \text{ by } A \text{ defined above } [6] \text{ Thm. 4.6}. \text{ However, it is easy to see that the category } {}_A}\text{Mod} \text{ of } A \circ商业模式 Q\text{-modules is equivalent to the category } {}_A]\text{Mod} \text{ of } k\text{-linear functors } Q \rightarrow {}_A]\text{Mod}.\]
An important fact, which we shall now prove, is that when $Q$ is Hom-finite and has a Serre functor, the family \( \{ F_q \}_{q \in Q} \) is just a permutation of the family \( \{ G_q \}_{q \in Q} \), see 2.5

3.4 Lemma. Assume that $Q$ is Hom-finite and has a Serre functor, i.e. conditions (1) and (3) in 2.6 hold. For every $q \in Q$ there is a natural isomorphism of functors $G_{S(q)} \cong F_q$.

Proof. Let $q \in Q$ be given. For every $M \in \text{Mod}$ and $p \in Q$ one has the following isomorphisms of left $A$-modules:

\[
G_{S(q)}(M)(p) \cong \text{Hom}_k(Q(p, S(q)), M) \\
\cong \text{Hom}_k(Q(p, S(q)), \mathbb{k}) \otimes_k M \\
\cong Q(q, p) \otimes_k M \\
\cong f_q(M)(p).
\]

In this computation, the first and last isomorphisms hold by the definitions of the functors $G_{S(q)}$ and $F_q$, see 2.5. The second isomorphism is induced by the so-called tensor evaluation map, which in this case is an isomorphism as the $k$-module $Q(p, S(q))$ is finitely generated and projective by Hom-finiteness of $Q$. This isomorphism can easily be proved but it can also be found in e.g. [23, Lem. 1.1]. The third isomorphism holds by the definition of the Serre functor. All the isomorphisms above are natural in $p$ and $M$. \( \square \)

3.5 Definition. A family \( \{ X_i \}_{i \in I} \) of objects in $Q, A \text{Mod}$ is called locally finite if for each $q \in Q$ the set \( \{ i \in I \mid X_i(q) \neq 0 \} \) is finite.

3.6 Lemma. If \( \{ X_i \}_{i \in I} \) is a locally finite family of objects in $Q, A \text{Mod}$, then there is an isomorphism \( \bigoplus_{i \in I} X_i \cong \prod_{i \in I} X_i \).

Proof. Straightforward. \( \square \)

3.7 Proposition. Assume that $Q$ is locally bounded, that is, condition (2) in 2.6 holds. For every family \( \{ M_q \}_{q \in Q} \) of objects in $A \text{Mod}$, there are isomorphisms:

\[
\bigoplus_{q \in Q} F_q(M_q) \cong \bigoplus_{q \in Q} G_q(M_q) \qquad \text{and} \qquad \bigoplus_{q \in Q} F_q(M_q) \cong \prod_{q \in Q} G_q(M_q).
\]

Proof. By Lemma 3.6 it suffices to argue that the families \( \{ F_q(M_q) \}_{q \in Q} \) of \( \{ G_q(M_q) \}_{q \in Q} \) are locally finite. We only consider the first family. It must be proved that for every $r \in Q$ the set \( \{ q \in Q \mid F_q(M_q)(r) \neq 0 \} \) is finite. By definition one has \( F_q(M_q)(r) = Q(q, r) \otimes_k M_q \), see 2.5, so the desired conclusion follows from the local boundedness of $Q$, which yields that the set \( \text{N} \cdot (r) = \{ q \in Q \mid Q(q, r) \neq 0 \} \) is finite. \( \square \)

3.8 Definition. A short exact sequence $\xi = 0 \rightarrow X' \rightarrow X \rightarrow X'' \rightarrow 0$ in $Q, A \text{Mod}$ is said to be objectwise split if the sequence $E_q(\xi) = \xi(q) = 0 \rightarrow X'(q) \rightarrow X(q) \rightarrow X''(q) \rightarrow 0$ splits in $A \text{Mod}$ for every object $q \in Q$.

We end by proving Theorem 3.9 which announced in the beginning of this section. This result plays an important role in the proof of Proposition 5.11 which yields certain canonical conflations in the exact categories $\perp \mathcal{E}$ and $\mathcal{E} \perp$.

3.9 Theorem. Assume that Setup 2.9 holds and let $\xi = 0 \rightarrow X' \rightarrow X \rightarrow X'' \rightarrow 0$ be a short exact sequence in $Q, A \text{Mod}$. For the class $\perp \mathcal{E}$ the following assertions hold:

(a) Assume that $X'' \in \perp \mathcal{E}$. One has $X' \in \perp \mathcal{E}$ if and only if $X \in \perp \mathcal{E}$.
(b) Assume that $\xi$ is objectwise split. If one has $X', X \in \perp \mathcal{E}$, then $X'' \in \perp \mathcal{E}$.

Dually, for the class $\mathcal{E} \perp$ the following assertions hold:

(c) Assume that $X' \in \mathcal{E} \perp$. One has $X \in \mathcal{E} \perp$ if and only if $X'' \in \mathcal{E} \perp$.
(d) Assume that $\xi$ is objectwise split. If one has $X, X'' \in \mathcal{E} \perp$, then $X' \in \mathcal{E} \perp$. 

Proof. Parts (a) and (c) follow immediately from the fact that the cotorsion pairs \((\mathcal{E}, \mathcal{E}'\subseteq)\) and \((\mathcal{E}', \mathcal{E}')\) are hereditary, see \cite[2.10]{11} (or \cite[Thm. 4.4]{11}). It remains to show parts (b) and (d); we only prove (b) as the proof of (d) is dual. Write \(\alpha\) for the monomorphism \(X' \to X\) in the given exact sequence \(\xi\). By assumption, \(\alpha(q)\) is split monic in \(\Lambda Mod\) for every \(q \in Q\) and the objects \(X'\) and \(X\) belong to \(\mathcal{E}'\subseteq\). It must be shown that \(\text{Ext}^1_{\Lambda}(X'', E) = 0\) holds for every \(E \in \mathcal{E}'\subseteq\). Fix \(E \in \mathcal{E}'\subseteq\). Application of the functor \(\text{Hom}_{\Lambda}(\cdot, E)\) to the sequence \(\xi\) yields an exact sequence,

\[
\text{Hom}_{\Lambda}(X, E) \xrightarrow{\alpha} \text{Hom}_{\Lambda}(X', E) \xrightarrow{\text{Ext}^1_{\Lambda}(X'', E)} \text{Ext}^1_{\Lambda}(X, E) = 0,
\]

so it suffices to argue that the homomorphism \(\text{Hom}_{\Lambda}(\alpha, E)\) is surjective. The category \(\Lambda Mod\) has enough projectives, see e.g. \cite[Prop. 3.12]{11}, so there exists an exact sequence \(0 \to E' \to P \xrightarrow{q} E \to 0\) with \(P\) projective. As \(P \in \Lambda Prj \subseteq \mathcal{E}'\subseteq\) it follows from \cite[Thm. 4.4]{11} that \(E' \in \mathcal{E}'\subseteq\). Application of \(\text{Hom}_{\Lambda}(X', \cdot)\) to this sequence yields an exact sequence,

\[
\text{Hom}_{\Lambda}(X', P) \xrightarrow{\text{Hom}_{\Lambda}(\alpha, P)} \text{Hom}_{\Lambda}(X', E) \xrightarrow{\text{Ext}^1_{\Lambda}(X', E')} \text{Ext}^1_{\Lambda}(X', E') = 0,
\]

so the map \(\text{Hom}_{\Lambda}(X', \pi)\) is surjective. In view of this and of the commutative diagram

\[
\begin{array}{ccc}
\text{Hom}_{\Lambda}(X, P) & \xrightarrow{\text{Hom}_{\Lambda}(\alpha, P)} & \text{Hom}_{\Lambda}(X, E) \\
\text{Hom}_{\Lambda}(X', P) & \xrightarrow{\text{Hom}_{\Lambda}(\alpha, P)} & \text{Hom}_{\Lambda}(X', E) \\
\text{Hom}_{\Lambda}(X, \pi) & \xrightarrow{\text{Hom}_{\Lambda}(\alpha, \pi)} & \text{Hom}_{\Lambda}(X', \pi)
\end{array}
\]

surjectivity of \(\text{Hom}_{\Lambda}(\alpha, E)\) will follow if we can prove surjectivity of \(\text{Hom}_{\Lambda}(\alpha, P)\). Recall from \cite[Prop. 3.12(a)]{11} that \(\{E_q(A)\}_{q \in Q}\) is a family of projective generators of \(\Lambda Mod\), and hence the projective object \(P\) is a direct summand in an object of the form \(\bigoplus_{q \in Q} F_q(A)^{(I_q)}\) for suitable index sets \(I_q\). Note that one has

\[
\bigoplus_{q \in Q} F_q(A)^{(I_q)} \cong \bigoplus_{q \in Q} F_q(A^{(I)}) \cong \prod_{q \in Q} G_{\text{Sim}}(A^{(I_q)}).
\]

The first isomorphism holds as each functor \(F_q\) preserves coproducts; indeed, \(F_q\) is a left adjoint by \cite[2.5]{11}. The second isomorphism follows from Lemma \cite[3.4]{11} and Proposition \cite[3.7]{11}.

These considerations, and the fact that the functor \(\text{Hom}_{\Lambda}(\alpha, 
\cdot)\) preserves products, show that without loss of generality we may assume that \(P\) has the form \(P = G_p(A^{(I)})\) for some object \(p \in Q\) and index set \(I\). Set \(M = A^{(I)}\) and note that one has

\[
\text{Hom}_{\Lambda}(\alpha, P) = \text{Hom}_{\Lambda}(\alpha, G_p(M)) \cong \text{Hom}_{\Lambda}(\alpha(p), M)
\]

since \(G_p\) is right adjoint of the evaluation functor at \(p\), see \cite[2.5]{11}. By assumption, \(\alpha(p)\) is split monic, and hence \(\text{Hom}_{\Lambda}(\alpha(p), M)\) is (split) surjective, as desired. \(\square\)

3.10 Remark. Easy examples show that the conclusions in parts (b) and (d) in Theorem \cite[3.9]{11} above fail if the exact sequence \(\xi\) is not objectwise split.

4. COMPACT OBJECTS IN \(\mathcal{D}_Q(A)\)

The purpose of this section is to prove Theorem D from the Introduction. We will obtain this theorem as a special case of Theorem \cite[4.4]{11} which is akin to Hovey’s \cite[Cor. 7.4.4]{12}.

We begin with a familiar looking Ext-formula for the hom sets in the homotopy category of an abelian model category. This formula can certainly be found in various special cases in the literature. Even in the generality below, the formula is probably known to the experts; however, since we were not able to find a reference, we have included a proof. To parse the result, recall from \cite[2.2]{11} that \(\mathcal{P}\) and \(\mathcal{Q}\) denote the fibrant and cofibrant replacement functors.
4.1 Proposition. Let $\mathcal{M}$ be an abelian category equipped with a hereditary abelian model structure. Consider the associated triangulated homotopy category $\text{Ho}(\mathcal{M})$ whose translation functor we denote by $\Sigma$. For every $X,Y \in \mathcal{M}$ and $n > 0$ there are isomorphisms:

$$\text{Hom}_{\text{Ho}(\mathcal{M})}(\Sigma^{-n}X,Y) \cong \text{Ext}^1_{\mathcal{M}}(\mathcal{R}^nX,\mathcal{R}^nY) \cong \text{Hom}_{\text{Ho}(\mathcal{M})}(X,\Sigma^nY).$$

Proof. Since $\Sigma$ is an autoequivalence on $\text{Ho}(\mathcal{M})$, the abelian groups $\text{Hom}_{\text{Ho}(\mathcal{M})}(\Sigma^{-n}X,Y)$ and $\text{Hom}_{\text{Ho}(\mathcal{M})}(X,\Sigma^nY)$ are isomorphic, so we only need to prove the second of the asserted isomorphisms. Let $(\mathcal{Q},\mathcal{W},\mathcal{R})$ be the hereditary Hovey triple that corresponds to the given hereditary abelian model structure on $\mathcal{M}$ via [20] Thm. 2.2. As explained in [22] the bifibrant replacement functor $\mathcal{R}\mathcal{D}$ yields a triangulated equivalence $\text{Ho}(\mathcal{M}) \rightarrow \text{Stab}(\mathcal{M}_{\mathcal{D}})$. We will use the standard notation $\text{Hom}_{\mathcal{M}}$ for the hom-sets in the stable category, that is, for bifibrant objects $A$ and $B$ in $\mathcal{M}$ one has

$$\text{Hom}_{\mathcal{M}}(A,B) = \text{Hom}_{\mathcal{M}}(A,B)/\mathcal{I}(A,B),$$

(6)

where $\mathcal{I}(A,B)$ is the subgroup of $\text{Hom}_{\mathcal{M}}(A,B)$ consisting of morphisms $A \rightarrow B$ in $\mathcal{M}$ that factor through some object in $\mathcal{Q} \cap \mathcal{W} \cap \mathcal{R}$. As $\mathcal{R}\mathcal{D}$: $\text{Ho}(\mathcal{M}) \rightarrow \text{Stab}(\mathcal{M}_{\mathcal{D}})$ is a triangulated equivalence there is an isomorphism,

$$\text{Hom}_{\text{Ho}(\mathcal{M})}(X,\Sigma^nY) \cong \text{Hom}_{\mathcal{M}}(\mathcal{R}\mathcal{D}X,\mathcal{R}\mathcal{D}\Sigma^nY),$$

for every $X,Y \in \mathcal{M}$ and $n \in \mathbb{Z}$. In view of this isomorphism, the second isomorphism in the Proposition will follow if we can establish an isomorphism

$$\text{Hom}_{\mathcal{M}}(A,\Sigma^nB) \cong \text{Ext}^1_{\mathcal{M}}(A,B)$$

(7)

for all objects $A,B \in \mathcal{Q} \cap \mathcal{R}$ (for example $A = \mathcal{R}\mathcal{D}X$ and $B = \mathcal{R}\mathcal{D}Y$) and $n > 0$.

To establish the isomorphism (7), we start with the case $n = 1$. By definition of the translation functor $\Sigma$ in the stable category of a Frobenius category, see Happel [13] Chap. I§2], the (translated) object $\Sigma B \in \mathcal{Q} \cap \mathcal{R}$ fits into a short exact sequence in $\mathcal{M}$,

$$0 \rightarrow B \rightarrow W \rightarrow \Sigma B \rightarrow 0,$$

(8)

where $W$ is in $\mathcal{Q} \cap \mathcal{W} \cap \mathcal{R}$. Application of the functor $\text{Hom}_{\mathcal{M}}(A,\cdot)$ to this sequence yields the exact sequence

$$\text{Hom}_{\mathcal{M}}(A,W) \rightarrow \text{Hom}_{\mathcal{M}}(A,\Sigma B) \rightarrow \text{Ext}^1_{\mathcal{M}}(A,B) \rightarrow \text{Ext}^1_{\mathcal{M}}(A,W) = 0;$$

here $\text{Ext}^1_{\mathcal{M}}(A,W)$ is zero as $(\mathcal{Q},\mathcal{W} \cap \mathcal{R})$ is a cotorsion pair, $A$ is in $\mathcal{Q} \cap \mathcal{R} \subseteq \mathcal{Q}$, and $W$ is in $\mathcal{Q} \cap \mathcal{W} \cap \mathcal{R} \subseteq \mathcal{W} \cap \mathcal{R}$. Thus, $\text{Ext}^1_{\mathcal{M}}(A,B)$ is the cokernel of $\text{Hom}_{\mathcal{M}}(A,\theta)$ and the isomorphism (7), still for $n = 1$, will follow if we can show the equality

$$\text{Im} \text{Hom}_{\mathcal{M}}(A,\theta) = \mathcal{I}(A,\Sigma B).$$

The inclusion “$\subseteq$” is clear as $W$ belongs to $\mathcal{Q} \cap \mathcal{W} \cap \mathcal{R}$. Conversely, let $\alpha: A \rightarrow \Sigma B$ be any morphism that factors through an object in $\mathcal{Q} \cap \mathcal{W} \cap \mathcal{R}$, i.e. there is some factorization,

$$A \rightarrow \Sigma B \leftarrow \mathcal{V} \downarrow \omega$$

with $V \in \mathcal{Q} \cap \mathcal{W} \cap \mathcal{R}$. Application of the functor to $\text{Hom}_{\mathcal{M}}(\mathcal{V},\cdot)$ to the short exact sequence (8) yields an exact sequence

$$\text{Hom}_{\mathcal{M}}(\mathcal{V},W) \rightarrow \text{Hom}_{\mathcal{M}}(\mathcal{V},\Sigma B) \rightarrow \text{Ext}^1_{\mathcal{M}}(\mathcal{V},B) = 0;$$

here $\text{Ext}^1_{\mathcal{M}}(\mathcal{V},B)$ is zero since $(\mathcal{Q} \cap \mathcal{W},\mathcal{R})$ is a cotorsion pair, $\mathcal{V}$ is in $\mathcal{Q} \cap \mathcal{W} \cap \mathcal{R} \subseteq \mathcal{Q} \cap \mathcal{W}$, and $B$ is in $\mathcal{Q} \cap \mathcal{R} \subseteq \mathcal{R}$. Thus the homomorphism $\text{Hom}_{\mathcal{M}}(\mathcal{V},\theta)$ is surjective, so there exists a morphism $\omega: \mathcal{V} \rightarrow W$ in $\mathcal{M}$ with $\theta \omega = \psi$. Therefore $\alpha = \psi \varphi = \theta \omega \varphi = \text{Hom}_{\mathcal{M}}(A,\theta)(\omega \varphi)$. This proves the other inclusion “$\supseteq$” and hence the isomorphism in (7) is proved for $n = 1$. 
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4.4 Lemma. Our proof of Theorem 4.5 uses the Ext-formula from Proposition 4.1.

4.2 Definition. Let $\mathcal{A}$ be an additive category (e.g. an abelian or a triangulated category) with set-indexed coproducts. An object $T$ is called compact if the functor $\text{Hom}_\mathcal{A}(C, -)$ preserves coproducts, that is, if the canonical map

$$\bigoplus_{i \in I} \text{Hom}_\mathcal{A}(C, X_i) \rightarrow \text{Hom}_\mathcal{A}(C, \bigoplus_{i \in I} X_i)$$

is an isomorphism for every (set-indexed) family $\{X_i\}_{i \in I}$ of objects in $\mathcal{A}$. We set $\mathcal{A}^c = \{ C \in \mathcal{A} \mid C$ is compact $\}$.

4.3 Definition. Let $\mathcal{T}$ be a triangulated category with set-indexed coproducts.

- One says that $\mathcal{T}$ is compactly generated if there exists a set (as opposed to a proper class) $\mathcal{S}$ of compact objects in $\mathcal{T}$ with the property that the only object $X \in \mathcal{T}$ that satisfies $\text{Hom}_\mathcal{T}(S, X) = 0$ for every $S \in \mathcal{S}$ is $X = 0$. See Neeman [27, Dfn. 1.7].

Next, let $\mathcal{S}$ be a triangulated subcategory of $\mathcal{T}$.

- One says that $\mathcal{S}$ is thick (or épaisse) if it is closed under direct summands in $\mathcal{T}$. See Neeman [28, Dfn. 2.1.6] (and Rickard [29, Prop. 1.3]).

- One says that $\mathcal{S}$ is localizing if it is closed under coproducts in $\mathcal{T}$. Such a subcategory is thick, see Bökstedt and Neeman [3] Dfn. 1.3, Rmk. 1.4, and Prop. 3.2].

Finally, let $\mathcal{S}$ be any collection (usually a set) of objects in $\mathcal{T}$.

- Write $\text{Thick}(\mathcal{S})$ for the thick subcategory generated by $\mathcal{S}$, that is, the smallest thick triangulated subcategory of $\mathcal{T}$ containing $\mathcal{S}$.

- Write $\text{Loc}(\mathcal{S})$ for the localizing subcategory generated by $\mathcal{S}$, that is, the smallest localizing triangulated subcategory of $\mathcal{T}$ containing $\mathcal{S}$.

The next two results, Lemma 4.4 and Theorem 4.5 are akin to Hovey’s [19, Thm. 7.4.3 and Cor. 7.4.4]. Our proof of Theorem 4.5 uses the Ext-formula from Proposition 4.1.

4.4 Lemma. Let $\mathcal{M}$ be a cocomplete abelian category equipped with a hereditary abelian model structure, and assume that the class $\mathcal{R}$ of fibrant objects is closed under coproducts in $\mathcal{M}$ (for example, if $\mathcal{R} = \mathcal{M}$). Let $C$ be an object in $\mathcal{M}$ that is both cofibrant and fibrant. If $C$ is compact in $\mathcal{M}$, then $C$ is also compact in the homotopy category $\text{Ho}(\mathcal{M})$.

Proof. Let $(\mathcal{Q}, \mathcal{W}, \mathcal{R})$ be the hereditary Hovey triple that corresponds to the given hereditary abelian model structure on $\mathcal{M}$. As the object $C \in \mathcal{M}$ is both cofibrant and fibrant, it can be viewed as an object in the stable category $\text{Stab}(\mathcal{M}_{cl}) = (\mathcal{Q} \cap \mathcal{R})/ (\mathcal{Q} \cap \mathcal{W} \cap \mathcal{R})$. As this category is equivalent to $\text{Ho}(\mathcal{M})$, it suffices to show that compactness of $C$ in $\mathcal{M}$ implies compactness of $C$ in $\text{Stab}(\mathcal{M}_{cl})$. Let $\{X_i\}_{i \in I}$ be any family of objects in $\mathcal{Q} \cap \mathcal{R}$. Assuming that $C$ is compact in $\mathcal{M}$, we know that the canonical homomorphism

$$\sigma: \bigoplus_{i \in I} \text{Hom}_\mathcal{M}(C, X_i) \rightarrow \text{Hom}_\mathcal{M}(C, \bigoplus_{i \in I} X_i)$$

exists for every $A, B \in \mathcal{Q} \cap \mathcal{R}$. As also $\Sigma B$ belongs to $\mathcal{Q} \cap \mathcal{R}$, the induction hypothesis yield:

$$\text{Hom}_\mathcal{M}(A, \Sigma^{n+1} B) \cong \text{Hom}_\mathcal{M}(A, \Sigma B) \cong \text{Ext}^n_M(A, \Sigma B) . \quad (\#9)$$

Moreover, by applying $\text{Hom}_\mathcal{M}(A, -)$ to the short sequence $(\#8)$ we get an exact sequence

$$0 = \text{Ext}^n_M(A, W) \rightarrow \text{Ext}^n_M(A, \Sigma B) \rightarrow \text{Ext}^{n+1}_M(A, B) \rightarrow \text{Ext}^{n+1}_M(A, W) = 0 ;$$

note that $\text{Ext}^n_M(A, W) = 0$ for all $i \geq 1$ as $(\mathcal{Q}, \mathcal{W} \cap \mathcal{R})$ is a hereditary cotorsion pair, $A$ is in $\mathcal{Q} \cap \mathcal{R} \subseteq \mathcal{Q}$, and $W$ is in $\mathcal{Q} \cap \mathcal{W} \cap \mathcal{R} \subseteq \mathcal{W} \cap \mathcal{R}$. Hence $\text{Ext}^n_M(A, \Sigma B) \cong \text{Ext}^{n+1}_M(A, B)$, which in combination with $(\#9)$ yields an isomorphism $\text{Hom}_\mathcal{M}(A, \Sigma^{n+1} B) \cong \text{Ext}^n_M(A, B)$. □
is bijective. By definition, $\sigma$ is given by $(\alpha_i)_{i \in I} \mapsto \sum_{i \in I} t_i \alpha_i$, where $t_i : X_i \to \bigoplus_{i \in I} X_i$ is the canonical injection. Recall that in any model category, the class $Q$ of cofibrant objects is closed under coproducts while the class $R$ of fibrant objects is closed under products. We have assumed that $R$ is closed under coproducts in $\mathcal{M}$, and hence so is the intersection $Q \cap R$. This implies that the coproduct of the family $\{X_i\}_{i \in I}$ computed in $\text{Stab}(\mathcal{M}_{ct})$ is just $\bigoplus_{i \in I} X_i$, i.e. the coproduct in $\mathcal{M}$, and the canonical injections are $[t_i] : X_i \to \bigoplus_{i \in I} X_i$, where $[\cdot] : Q \cap R \to \text{Stab}(\mathcal{M}_{ct})$ denotes the canonical functor. Consequently, for the category $\mathcal{A} = \text{Stab}(\mathcal{M}_{ct})$, the canonical homomorphism from Definition 4.2 takes the form

$$\tau : \bigoplus_{i \in I} \text{Hom}_\mathcal{M}(C, X_i) \to \text{Hom}_\mathcal{M}(C, \bigoplus_{i \in I} X_i)$$

given by

$$(\alpha_i)_{i \in I} \mapsto \sum_{i \in I} t_i [\alpha_i] = [\sum_{i \in I} t_i \alpha_i].$$

Here we have used the same notation as in the proof of Proposition 4.1, see (4). We want to show that $\tau$ is an isomorphism. In view of the definitions of $\tau$ and the hom-sets $\text{Hom}_\mathcal{M}$, this amounts to showing that the isomorphism $\sigma$ from (4.10) restricts to an isomorphism

$$\sigma : \bigoplus_{i \in I} I(C, X_i) \to I(C, \bigoplus_{i \in I} X_i).$$

This is straightforward to prove and left to the reader. □

4.5 Theorem. Let $\mathcal{M}$ be a cocomplete abelian category equipped with a hereditary abelian model structure induced by the Hovey triple $(Q, W, R)$. Assume that:

(1) The model structure is projective, i.e. one has $R = \mathcal{M}$.

(2) The cotorsion pair $(Q, W)$ is generated by a set of compact objects in $\mathcal{M}$, i.e. there exists a subset $\mathcal{S} \subseteq \mathcal{M}^c$ with $\mathcal{S}^\perp = W$.

In this case, the homotopy category of $\mathcal{M}$ is a compactly generated triangulated category; in fact, $\mathcal{S}$ is a set of compact objects in $\text{Ho}(\mathcal{M})$ that generates $\text{Ho}(\mathcal{M})$. In particular,

$$\text{Ho}(\mathcal{M}) = \text{Loc}(\mathcal{S})$$

and

$$\text{Ho}(\mathcal{M})^c = \text{Thick}(\mathcal{S}).$$

Proof. First observe that $\mathcal{S}$ is contained in $Q$ since $\mathcal{S}^\perp = W$ implies that $\mathcal{S} \subseteq (\mathcal{S}^\perp) = \perp W = Q$. Evidently, $\mathcal{S}$ is also contained in $R = \mathcal{M}$. We have assumed that $\mathcal{S} \subseteq \mathcal{M}^c$, so Lemma 4.4 implies that $\mathcal{S}$ is a set of compact objects in $\text{Ho}(\mathcal{M})$. To see that $\mathcal{S}$ generates $\text{Ho}(\mathcal{M})$, in the sense of Definition 4.3, note that for every $S \in \mathcal{S}$ and $Y \in \mathcal{M}$ one has:

$$\text{Hom}_{\text{Ho}(\mathcal{M})}(S, Y) \cong \text{Hom}_{\text{Ho}(\mathcal{M})}(S, \Sigma(\Sigma^{-1} Y)) \cong \text{Ext}^1_{\mathcal{M}}(S, \mathcal{O}(\Sigma^{-1} Y)).$$

Indeed, the first isomorphism is trivial and the second follows from Proposition 4.1, where it has been used that every object in $\mathcal{M}$ is a fibrant replacement of itself (since $R = \mathcal{M}$) and $S$ is a cofibrant replacement of itself (since $\mathcal{S} \subseteq \mathcal{Q}$). Thus, if $\text{Hom}_{\text{Ho}(\mathcal{M})}(S, Y) = 0$ holds for every $S \in \mathcal{S}$, then $\mathcal{O}(\Sigma^{-1} Y)$ belongs to $\mathcal{S}^\perp = W$, and hence one has $\mathcal{O}(\Sigma^{-1} Y) = 0$ in $\text{Ho}(\mathcal{M})$. But in $\text{Ho}(\mathcal{M})$ there is an isomorphism $\mathcal{O}(\Sigma^{-1} Y) \cong \Sigma^{-1} Y$, and consequently $\Sigma^{-1} Y = 0$ in $\text{Ho}(\mathcal{M})$, which implies that $Y = 0$. This proves that $\mathcal{S}$ generates $\text{Ho}(\mathcal{M})$.

The last assertion is now an immediate consequence of Neeman [27, Thm. 2.1]. □

To parse the next result, recall that the definition of the (co)homology functors from 2.7 only requires the Strong Retraction Property (condition (4) in 2.6). Recall also the functors $C_q$ and $K_q$ from 2.8.

4.6 Proposition. Assume that $Q$ is Hom-finite, locally bounded and satisfies the Strong Retraction Property, i.e. conditions (1), (2), and (3) in 2.6 hold, and that $k$ is noetherian. For every $q \in Q$ and $i \geq 0$ the (co)homology functors

$$H^i_q, H^i_q : Q_\Lambda \text{Mod} \to \Lambda \text{Mod}$$

preserve products and filtered colimits. In particular, the left adjoint functor $C_q$ preserves products and right adjoint functor $K_q$ preserves filtered colimits.
Proof. Under the given assumptions \[13\] Lem. 5.6 shows that the Grothendieck categories \( Q \text{-Mod} \) and \( \text{Mod}_Q \) are locally noetherian; in fact, \( \{Q(p, -)\}_{p \in Q} \) and \( \{Q(-, p)\}_{p \in Q} \) are generating families of noetherian projective objects in these categories. Thus, the noetherian objects \( S(q) \in Q \text{-Mod} \) and \( S\{q\} \in \text{Mod}_Q \) from \[2,7\] have projective resolutions,

\[
P_\ast = \cdots \rightarrow P_1 \rightarrow P_0 \rightarrow 0 \quad \text{in} \quad Q \text{-Mod} \quad \text{and} \quad P'_\ast = \cdots \rightarrow P'_1 \rightarrow P'_0 \rightarrow 0 \quad \text{in} \quad \text{Mod}_Q,
\]

where each \( P_i \) and each \( P'_i \) is a finite direct sum of representable objects, that is, objects of the form \( Q(p, -) \) and \( Q(-, p) \), respectively. By the Yoneda isomorphisms \[24\] eq. (3.10) the functors \( \text{Hom}_Q(Q(p, -), -) \) and \( Q(-, p) \otimes Q \) are both naturally isomorphic to the evaluation functor \( E_p(-): Q \text{-Mod} \to \text{Mod}_Q \) from \[2,5\] which evidently preserves all limits and colimits. It follows that for every \( i \geq 0 \) the functors \( \text{Hom}_Q(P_i, -) \) and \( P'_i \otimes Q \) preserve all limits and colimits and hence so does the functors \( \text{Hom}_Q(P'_i, -) \) and \( P'_i \otimes Q \), which goes from \( Q \text{-Mod} \to \text{Mod}_Q \) to the category \( \text{Ch} A \) of chain complexes of left \( A \)-modules. Since homology \( H_i: \text{Ch} A \to \text{Mod}_Q \) preserves products and filtered colimits, it follows that the functors

\[
\mathbb{H}_{iQ}^q = \text{Ext}^i_Q(S\{q\}, -) = H_i \text{Hom}_Q(P_\ast, -) \quad \text{and} \quad H_{iQ}^q = \text{Tor}^Q_i(S\{q\}, -) = H_i(P'_\ast \otimes Q),
\]

preserve products and filtered colimits too. The last assertion in the proposition now follows immediately as one has \( C_q = \mathbb{H}_{iQ}^q \) and \( K_q = \mathbb{H}_{iQ}^0 \) by definition. \( \square \)

4.7 Remark. Let \( \mathcal{M} \) be a Grothendieck category. Following Gillespie \[13\] Dfn. 3.1, an object \( F \in \mathcal{M} \) is said to be of type \( FP_\infty \) if the functors \( \text{Ext}^{i,F}_\mathcal{M}(F, -) \) preserve filtered colimits for all \( i \geq 0 \). Evidently, every such object is also compact in the sense of Definition \[4.2\]

As mentioned in the proof above, the category \( Q \text{-Mod} \) is locally noetherian and the object \( S\{q\} \) is noetherian (under the assumptions in Proposition \[4.5\]). Thus \[13\] Thm. 3.17 shows that \( S\{q\} \) is of type \( FP_\infty \), and hence \( \mathbb{H}_{iQ}^q = \text{Ext}^i_Q(S\{q\}, -) \) preserves filtered colimits for every \( i \geq 0 \). So part of the statement in Proposition \[4.5\] follows directly from \[13\].

4.8 Corollary. Adopt the assumptions from Proposition \[4.5\]. If \( M \in \mathcal{M} \) is finitely generated, then \( S\{q\}(M) \) is a compact object in \( Q.A \text{-Mod} \) for every \( q \in Q \).

Proof. Fix \( q \in Q \). By \[2,5\] there is a natural isomorphism,

\[
\text{Hom}_{Q.A}(S\{q\}(M), -) \cong \text{Hom}_A(M, K_q(-)).
\]

The functor \( K_q \) preserves coproducts by Proposition \[4.5\] and \( \text{Hom}_A(M, -) \) preserves coproducts as \( M \) is finitely generated. Thus, the functor in \( \mathbb{H}_{iQ}^q \) preserves coproducts. \( \square \)

We are now in a position to prove Theorem D from the Introduction.

Proof of Theorem D. We will apply Theorem \[4.5\] to the abelian category \( M = Q.A \text{-Mod} \) equipped with the projective model structure corresponding to the hereditary Hovey triple

\[
(Q, W, R) = (\mathcal{E}', \mathcal{E}, M),
\]

see \[4.8\]. It remains to verify condition (2) in Theorem \[4.5\]. We have \( S \subseteq \mathcal{M}^c \) by Corollary \[4.8\]. Furthermore, for every \( X \in M = Q.A \text{-Mod} \) and \( q \in Q \) there are isomorphisms:

\[
\text{Ext}^i_{Q,A}(S\{q\}(A), X) \cong \text{Ext}^i_{Q,A}(S\{q\}(\otimes_k A), X) \cong \text{Ext}^i_Q(S\{q\}, X^\ell) \cong \mathbb{H}^i_{iQ}(X^\ell) \cong \mathbb{H}^i_{iQ}(X)^\ell.
\]

Indeed, the 1st isomorphism holds by definition, see \[2,8\]. By \[18\] Lem. 7.10, the stalk functor \( S\{q\}: Q \to \text{Mod}_Q \) satisfies \( S\{q\}(p) \in G \text{Prj} \subseteq G \text{GPrj} \) for every \( p \in Q \). Hence \( S\{q\} \) is a Gorenstein projective object in \( Q \text{-Mod} \) by \[18\] Thm. 2.71; in symbols: \( S\{q\} \in G \text{GPrj} \). Thus, the 2nd isomorphism above follows from \[18\] Lem. 4.3(a)]. The 3rd and 4th isomorphisms hold by \[18\] Dfn. 7.11 and Rmk. 7.12. From these isomorphisms the first equivalence below follows; the second equivalence holds by \[18\] Thm. 7.11:

\[
\text{Ext}^1_{Q,A}(S\{q\}(A), X) = 0 \quad \text{for each} \quad q \in Q \iff \mathbb{H}^1_{iQ}(X) = 0 \quad \text{for each} \quad q \in Q \iff X \in \mathcal{E}'.
\]

Consequently, one has \( S^\perp = \mathcal{E}' = W \), as desired. \( \square \)
In this section, we introduce perfect objects and compare them to compact objects.

5.1 Definition. The support of an object $X$ in $\mathcal{Q}_A\text{-Mod}$ is defined as

$$\text{supp } X = \{ q \in \mathcal{Q} \mid X(q) \neq 0 \};$$

it is a subset of $\text{Ob}(\mathcal{Q})$. We say that $X$ has finite support if $\text{supp } X$ is a finite set.

The next lemma follows immediately from the definition.

5.2 Lemma. For every short exact sequence $0 \to X' \to X \to X'' \to 0$ in $\mathcal{Q}_A\text{-Mod}$ one has

$$\text{supp } X = \text{supp } X' \cup \text{supp } X''.$$

Thus, the class of objects in $\mathcal{Q}_A\text{-Mod}$ with finite support is a Serre subcategory. □

5.3 Definition. We introduce the following notions.

- An object $K$ in $\mathcal{Q}_A\text{-Mod}$ is called strictly perfect if it has finite support and $K(q)$ is a finitely generated projective left $A$-module for every $q \in \mathcal{Q}$. We set

$$\mathcal{Q}_A K = \{ K \in \mathcal{Q}_A\text{-Mod} \mid K \text{ is strictly perfect} \}.$$

- Assume Setup\ref{setup}. An object $X$ in $\mathcal{D}_Q(A)$ is called perfect if it has a strictly perfect cofibrant replacement in the projective model structure on $\mathcal{Q}_A\text{-Mod}$; that is:

$$X \text{ is perfect} \iff \begin{cases} \exists \text{ a isomorphism } X \cong K \text{ in } \mathcal{D}_Q(A) \\ \text{for some object } K \in \mathcal{Q}_A K. \end{cases}$$

We set

$$\mathcal{D}_Q^{\text{perf}}(A) = \{ X \in \mathcal{D}_Q(A) \mid X \text{ is perfect} \}.$$ 

5.4 Example. As mentioned in the Introduction: In the special case of chain complexes, strictly perfect objects are bounded complexes of finitely generated modules.

Beware that a strictly perfect object need not be perfect; see Theorem\ref{thm:A.3} for a counterexample. On the positive side, one does have Theorem B (part (c)) from the Introduction, which will be proved later in this section.

The next result follows immediately from Lemma\ref{lem:5.2} and the definition\ref{def:5.3} of strictly perfect objects.

5.5 Lemma. Let $0 \to X' \to X \to X'' \to 0$ be an exact sequence in $\mathcal{Q}_A\text{-Mod}$ with $X'' \in \mathcal{Q}_A K$. Then one has $X' \in \mathcal{Q}_A K$ if and only if $X \in \mathcal{Q}_A K$. □

5.6 Construction. Consider the adjoint triple from\ref{adj-trip}. We introduce the notation:

- $\varepsilon_q$ for the counit of the adjunction $(F_q, E_q)$.
- $\eta_q$ for the unit of the adjunction $(E_q, G_q)$.

Consider the endofunctors on the category $\mathcal{Q}_A\text{-Mod}$ given by

$$\mathcal{F} = \bigoplus_{q \in \mathcal{Q}} F_q E_q \quad \text{and} \quad \mathcal{G} = \prod_{q \in \mathcal{Q}} G_q E_q.$$

By the universal properties of coproducts and products, there exist unique morphisms $\varepsilon$ and $\eta$ in $\mathcal{Q}_A\text{-Mod}$ that make the diagrams

$$\varepsilon_p \quad \text{and} \quad \eta_p$$

commute.
commutative for every \( p \in Q \); here \( \iota_p \) is the injection, \( \pi_p \) is the projection, and \( \text{Id} \) denotes the identity functor on \( Q \text{-Mod} \). We set
\[
\mathcal{K} = \text{Ker}\,\varepsilon \quad \text{and} \quad \mathcal{C} = \text{Cok}\,\eta,
\]
which are also endofunctors on \( Q \text{-Mod} \).

5.7 Proposition. With the notation from Construction 5.6 one has short exact sequences of endofunctors on \( Q \text{-Mod} \),
\[
\mathfrak{F} = 0 \longrightarrow \mathcal{K} \longrightarrow \mathcal{F} \xrightarrow{\varepsilon} \text{Id} \longrightarrow 0 \quad \text{and} \quad \mathfrak{G} = 0 \longrightarrow \text{Id} \xrightarrow{\eta} \mathcal{G} \longrightarrow \mathcal{C} \longrightarrow 0.
\]
For every object \( X \) in \( Q \text{-Mod} \), the short exact sequences \( \mathfrak{F}(X) \) and \( \mathfrak{G}(X) \) in \( Q \text{-Mod} \) are objectwise split (see Definition 3.8).

Proof. We only prove the assertions about the sequence \( \mathfrak{F} \) as the sequence \( \mathfrak{G} \) can be handled similarly. For every \( X \) in \( Q \text{-Mod} \), Construction 5.6 yields an exact sequence
\[
0 \longrightarrow \mathcal{K}(X) \longrightarrow \mathcal{F}(X) \xrightarrow{\varepsilon_X} X.
\]
Here we have used the notation \( \varepsilon_X \) instead of \( \varepsilon(X) \). We must prove that \( \varepsilon_X \) is epic, i.e., that the morphism \( \varepsilon_X(p) \) in \( \text{Mod} \) is epic for every \( p \in Q \). We will even show that \( \varepsilon_X(p) \) is split epic, which also takes care of the last assertion in the lemma. By evaluating the leftmost diagram in \( \text{[12]} \) at \( X \) and applying the functor \( \mathcal{F}_p \) to the resulting diagram, one gets
\[
\mathcal{F}_p(\varepsilon_X) \circ \varepsilon_X(p) = \mathcal{F}_p(\varepsilon_X(p)). \quad (\#13)
\]
Let \( \zeta_p \) be the unit of the adjunction \( (\mathcal{F}_p, \mathcal{E}_p) \). By the triangle (or the zigzag) identities for adjoint functors, see [28] Chap. IV.1, Thm. 1(ii), the composite
\[
\mathcal{F}_p = \varepsilon_X(p) \circ \varepsilon_X(p) \xrightarrow{\varepsilon_X(p)} \varepsilon_X(p)
\]
is the identity transformation on \( \mathcal{F}_p \), so the morphism \( \mathcal{F}_p(\varepsilon_X(p)) \) is a right inverse of \( \mathcal{F}_p(\varepsilon_X(p)) \). Combined with the identity \( \text{[13]} \), it follows that the composite \( \mathcal{F}_p(\varepsilon_X(p)) \circ \varepsilon_X(p) \) is a right inverse of the morphism \( \mathcal{F}_p(\varepsilon_X(p)) = \varepsilon_X(p) \), as desired. \( \square \)

5.8 Lemma. Assume that \( Q \) is Hom-finite and locally bounded, i.e. \( Q \) satisfies conditions \( \text{[1]} \) and \( \text{[3]} \) in \( \text{[2]} \). For every object \( X \in Q \text{-Mod} \) the following assertions hold.

(a) If \( X \) has finite support, then \( \mathcal{F}(X), \mathcal{G}(X), \mathcal{K}(X), \) and \( \mathcal{C}(X) \) have finite support.
(b) If \( X \) belongs to \( Q \text{-K} \), then \( \mathcal{F}(X), \mathcal{G}(X), \mathcal{K}(X), \) and \( \mathcal{C}(X) \) belong to \( Q \text{-K} \).
(c) If \( X \) belongs to \( Q \text{-K} \), then \( \mathcal{F}(X) \) is a finitely presented projective object in \( Q \text{-Mod} \).

Proof. Recall from Proposition 5.7 that there are short exact sequences,
\[
\mathfrak{F}(X) = 0 \longrightarrow \mathcal{K}(X) \longrightarrow \mathcal{F}(X) \longrightarrow X \longrightarrow 0 \quad \text{and} \quad \mathfrak{G}(X) = 0 \longrightarrow \text{Id} \longrightarrow \mathcal{G}(X) \longrightarrow \mathcal{C}(X) \longrightarrow 0.
\]
(a): Assume that \( X \) has finite support. By the short exact sequences above and by Lemma 5.2, it suffices to argue that the objects \( \mathcal{F}(X) \) and \( \mathcal{G}(X) \) have finite support. By Construction 5.6 and by the definition of support, see [5.1], there are for each \( p \in Q \) equalities:
\[
\begin{align*}
\mathcal{F}(X)(p) &= \bigsqcup_{q \in Q} F_q(X(q))(p) = \bigsqcup_{q \in \text{supp} \, X} F_q(X(q))(p), \\
\mathcal{G}(X)(p) &= \prod_{q \in Q} G_q(X(q))(p) = \prod_{q \in \text{supp} \, X} G_q(X(q))(p).
\end{align*}
\]
Now fix \( q \in \text{supp} \, X \) and recall from [2.5] that one has
\[
\begin{align*}
F_q(X(q))(p) &= Q(q,p) \otimes_k X(q), \\
G_q(X(q))(p) &= \text{Hom}_k(\mathcal{Q}(p,q), X(q)).
\end{align*}
\]
We see that if $F_q(X(q))(p) \neq 0$ then $p$ must be in the set $N_+(q)$, and if $G_q(X(q))(p) \neq 0$ then $p$ must be in the set $N_-(q)$; the sets $N_\pm(q)$ are defined in condition (3) in [2.6]. Hence there are inclusions:

$$\text{supp}(F(X)) \subseteq \bigcup_{q \in \text{supp} X} N_+(q) \quad \text{and} \quad \text{supp}(G(X)) \subseteq \bigcup_{q \in \text{supp} X} N_-(q).$$

By assumption, the set $\text{supp} X$ is finite, and so are the sets $N_\pm(q)$ for each $q$ as $Q$ is locally bounded. Thus, the inclusions above show that $F(X)$ and $G(X)$ have finite support.

(b) Assume that $X$ belongs to $Q_AK$. From part (a) we know that $F(X)$, $G(X)$, $K(X)$, and $C(X)$ have finite support, so it remains to show that for each $p \in Q$ the left $A$-modules $F(X)(p)$, $G(X)(p)$, $K(X)(p)$, and $C(X)(p)$ are finitely generated projective. Proposition 5.7 shows that for each $p \in Q$ the sequences $\mathcal{F}(X)(p)$ and $\mathcal{G}(X)(p)$ are split exact in $A\text{-Mod}$, so it suffices to see that $F(X)(p)$ and $G(X)(p)$ are finitely generated projective. Fix $p \in Q$. As $Q$ is Hom-finite, the $k$-modules $Q(q,p)$ and $Q(p,q)$ are finitely generated projective for every $q \in Q$. As $X(q)$ is a finitely generated projective left $A$-module for every $q \in Q$, it follows from [2.15] that $F_q(X(q))(p)$ and $G_q(X(q))(p)$ are finitely generated projective left $A$-modules for every $q \in Q$. Since $\text{supp} X$ is a finite set, [2.14] now shows that $F(X)(p)$ and $G(X)(p)$ are finite direct sums of finitely generated projective left $A$-modules; hence $F(X)(p)$ and $G(X)(p)$ are finitely generated projective left $A$-modules.

(c) From [2.14] we know that $F(X)$ is the finite direct sum $\bigoplus_{q \in \text{supp} X} F_q(X(q))$; and by [18] Lem. 3.11] each object $F_q(X(q))$ is finitely presented and projective in $Q_A\text{-Mod}$. □

5.9 Proposition. Assume that $Q$ is Hom-finite and locally bounded, i.e., $Q$ satisfies conditions (1) and (2) in [2.6]. Every strictly perfect object in $Q_A\text{Mod}$ is of type $FP_\infty$ (see Remark 4.7); in particular, there is an inclusion:

$$Q_AK \subseteq (Q_A\text{Mod})^\wedge.$$

Proof. Consider the endofunctors $\mathcal{F}$ and $K$ on $Q_A\text{Mod}$ from Construction 5.6. For $i \geq 0$ we denote by $K^i$ the $i$-fold composite $K \circ \cdots \circ K$ with the convention that $K^0 = 1\text{Id}$ is the identity functor. Let $X \in Q_A\text{Mod}$. Pasting together the short exact sequences,

$$\mathcal{F}(K^i(X)) = 0 \to K^{i+1}(X) \to F(K^i(X)) \to K^i(X) \to 0 \quad (i \geq 0)$$

coming from Proposition 5.7, we get a long exact sequence,

$$\cdots \to F(K^1(X)) \to F(K^2(X)) \to F(K(X)) \to X \to 0. \quad (\#16)$$

If $X \in Q_AK$, then successive applications of Lemma 5.8(b) show that $K^i(X) \in Q_AK$ for every $i \geq 0$, and hence each $F(K^i(X))$ is finitely presented and projective by Lemma 5.8(c). Thus (\#16) is a projective resolution of $X$ by finitely presented (and projective) objects, and it follows that $X$ is of type $FP_\infty$. □

5.10 Corollary. Assume Setup 2.9. Every perfect object in $D_Q(A)$ is compact, that is:

$$D_Q^\text{perf}(A) \subseteq D_Q(A)^\wedge.$$

Proof. The class of compact objects in $D_Q(A)$ is closed under isomorphisms, so to prove the inclusion $D_Q^\text{perf}(A) \subseteq D_Q(A)^\wedge$ it suffices by Definition 5.4 to argue that every object $K \in \perp Q_AK$ is compact in $D_Q(A)$. Recall from 2.10 that $D_Q(A)$ is the homotopy category of $Q_A\text{Mod}$ equipped with the hereditary abelian model structure where $Q = \perp \mathcal{E}$ is the class of cofibrant objects and every object is fibrant. Thus every object $K \in \perp \mathcal{E} \cap Q_AK$ is both cofibrant and fibrant, and by Proposition 5.9 it is also compact in $Q_A\text{Mod}$. Thus, Lemma 4.4 implies that $K$ is also compact in $\text{Ho}(Q_A\text{Mod}) = D_Q(A)$. □

Our next goal is to show that $D_Q^\text{perf}(A)$ is even a triangulated subcategory of $D_Q(A)^\wedge$. 

5.11 Proposition. Assume Setup 2.9. Consider for \( X \in \mathcal{Q}_A \text{Mod} \) the exact sequences, \( \mathfrak{F}(X) = 0 \to \mathfrak{E}(X) \to \mathfrak{G}(X) \to X \to 0 \) and \( \mathfrak{G}(X) = 0 \to X \to \mathfrak{G}(X) \to \mathfrak{C}(X) \to 0 \)

in \( \mathcal{Q}_A \text{Mod} \) from Proposition 5.7. The following assertions hold:

(a) If \( X \in \perp^{+}\delta \), then one has \( \mathfrak{F}(X), \mathfrak{G}(X) \in \mathcal{Q}_A \text{Prj} \) and \( \mathfrak{G}(X), \mathfrak{C}(X) \in \perp^{+}\delta \), and hence:

- The sequences \( \mathfrak{F}(X) \) and \( \mathfrak{G}(X) \) are conflations in the exact category \( \perp^{+}\delta \).

- In the triangulated stable category \( \perp^{+}\delta / \mathcal{Q}_A \text{Prj} \), whose translation functor we denote by \( \Sigma \), there are isomorphisms \( \Sigma X \cong \mathfrak{C}(X) \) and \( \Sigma^{-1}X \cong \mathfrak{K}(X) \).

(b) If \( X \in \delta^{+} \), then one has \( \mathfrak{F}(X), \mathfrak{G}(X) \in \mathcal{Q}_A \text{Inj} \) and \( \mathfrak{G}(X), \mathfrak{C}(X) \in \delta^{+} \), and hence:

- The sequences \( \mathfrak{F}(X) \) and \( \mathfrak{G}(X) \) are conflations in the exact category \( \delta^{+} \).

- In the triangulated stable category \( \delta^{+} / \mathcal{Q}_A \text{Inj} \), whose translation functor we denote by \( \Sigma \), there are isomorphisms \( \Sigma X \cong \mathfrak{C}(X) \) and \( \Sigma^{-1}X \cong \mathfrak{K}(X) \).

Proof. (a): Assume that \( X \) belongs to \( \perp^{+}\delta \). For every \( q \in \mathcal{Q} \) the left \( A \)-module \( E_q(X) = X(q) \) is projective by Proposition 3.2(a), and hence \( E_qE_q(X) \) is a projective object in \( \mathcal{Q}_A \text{Mod} \) by [13] Lem. 3.11. Since the class \( \mathcal{Q}_A \text{Prj} \) is closed under coproducts, it follows that the object \( \mathfrak{F}(X) = \bigoplus_{q \in \mathcal{Q}} E_qE_q(X) \) belongs to \( \mathcal{Q}_A \text{Prj} \). Lemmas 3.4 and Proposition 5.7 now imply that also \( \mathfrak{G}(X) = \prod_{q \in \mathcal{Q}} G_qE_q(X) \) belongs to \( \mathcal{Q}_A \text{Prj} \). In particular, the objects \( X, \mathfrak{F}(X), \) and \( \mathfrak{G}(X) \) are in \( \perp^{+}\delta \). As the exact sequences \( \mathfrak{F}(X) \) and \( \mathfrak{G}(X) \) are objectwise split by Proposition 5.7 it now follows from Theorem 5.9(a,b) that \( \mathfrak{K}(X) \) and \( \mathfrak{C}(X) \) are in \( \perp^{+}\delta \).

As the class \( \perp^{+}\delta \) is closed under extensions in the abelian category \( \mathcal{Q}_A \text{Mod} \), it naturally inherits the structure of an exact category where the conflations are short exact sequences \( 0 \to Y' \to Y \to Y'' \to 0 \) in \( \mathcal{Q}_A \text{Mod} \) with \( Y', Y'' \in \perp^{+}\delta \). This explains the first bullet point. The second bullet point is evident from the general construction/definition of the translation functor in the stable category of a Frobenius category; see Happel [15] Chap. I§2.

(b): Dual to the proof of part (a).

5.12 Theorem. Assume Setup 2.9. The subcategory \( \mathcal{T}^{\text{perf}}(A) \) of \( \mathcal{D}_\mathcal{Q}(A) \) is triangulated.

Proof. Write \( \mathcal{T} = \perp^{+}\delta / \mathcal{Q}_A \text{Prj} \) for the stable category of the Frobenius category \( \perp^{+}\delta \). Set

\[ \mathcal{K}' = \perp^{+}\delta \cap \mathcal{Q}_A \mathcal{K}. \]

By [18] Thm. 6.5] there is an equivalence of triangulated categories, \( \mathcal{D}_\mathcal{Q}(A) \simeq \mathcal{T} \); and via this equivalence, the full subcategory \( \mathcal{T}^{\text{perf}}(A) \subseteq \mathcal{D}_\mathcal{Q}(A) \) corresponds, in view of Definition 5.3 to the full subcategory \( \mathcal{T}^{\text{perf}} \subseteq \mathcal{T} \) defined by

\[ \mathcal{T}^{\text{perf}} = \left\{ X \in \mathcal{T} \middle| \text{There is an isomorphism } X \cong K \text{ in } \mathcal{T} \text{ for some object } K \in \mathcal{K}' \right\}. \]

Thus, it suffices to argue that \( \mathcal{T}^{\text{perf}} \) is a triangulated subcategory of \( \mathcal{T} \). We will verify the requirements in Neeman [28] Dfn. 1.5.11.

As \( \mathcal{K}' \) is clearly an additive subcategory of \( \perp^{+}\delta \subseteq \mathcal{Q}_A \text{Mod} \), it follows that \( \mathcal{T}^{\text{perf}} \) is an additive subcategory of \( \mathcal{T} \). By definition, \( \mathcal{T}^{\text{perf}} \) is closed under isomorphisms in \( \mathcal{T} \).

Let \( \Sigma \) denote the translation functor in the triangulated category \( \mathcal{T} \). We must show that one has \( \Sigma(\mathcal{T}^{\text{perf}}) = \mathcal{T}^{\text{perf}} \); equivalently, that the following two inclusions hold:

\[ \Sigma(\mathcal{T}^{\text{perf}}) \subseteq \mathcal{T}^{\text{perf}} \quad \text{and} \quad \Sigma^{-1}(\mathcal{T}^{\text{perf}}) \subseteq \mathcal{T}^{\text{perf}}. \]

By the definition of \( \mathcal{T}^{\text{perf}} \), it suffices to prove the inclusions:

\[ \Sigma(\mathcal{K}') \subseteq \mathcal{T}^{\text{perf}} \quad \text{and} \quad \Sigma^{-1}(\mathcal{K}') \subseteq \mathcal{T}^{\text{perf}}. \]

To establish these inclusions, let \( X \) be an object in \( \mathcal{K}' \). By part (a) in Proposition 5.11 we have \( \Sigma \mathcal{X} \cong \mathfrak{C}(X) \) and \( \Sigma^{-1}X \cong \mathcal{K}(X) \), so it suffices to argue that the objects \( \mathfrak{C}(X) \) and \( \mathcal{K}(X) \) belong to \( \mathcal{K}' \), but this follows from Lemma 5.8(b) and Proposition 5.11(a).
It remains to prove that if \( X \to Y \to Z \to \Sigma X \) is a distinguished triangle in \( \mathcal{T} \) with \( X, Y \in T_{\text{perf}} \), then one has \( Z \in T_{\text{perf}} \). Without loss of generality, we can assume that \( X \) and \( Y \) belong to \( K' \). Let \( [\alpha] : X \to Y \) be the morphism from \( X \) to \( Y \) in the given distinguished triangle; here \( \alpha : X \to Y \) is a morphism in \( Q_A \text{-Mod} \) (between objects \( X, Y \in K' \subseteq \Sigma \mathcal{C} \)) and \([\alpha]\) denote its class (image) in the stable category \( \mathcal{T} \). Consider in the abelian category \( Q_A \text{-Mod} \) the pushout diagram below where the upper exact sequence comes from Proposition 5.7.

\[
\begin{array}{c}
0 \rightarrow X \xrightarrow{\alpha} \mathcal{C}(X) \xrightarrow{C(X)} 0 \\
\downarrow \downarrow \downarrow \downarrow \\
0 \rightarrow Y \xrightarrow{P} \mathcal{C}(X) \xrightarrow{C(X)} 0
\end{array}
\]  

(proof)

Recall from Proposition 5.11(a) that \( \mathcal{C}(X) \cong \Sigma X \) in \( \mathcal{T} \). The diagram \( X \xrightarrow{[\alpha]} Y \to P \to \Sigma X \) is a distinguished triangle in \( \mathcal{T} \) (called a standard triangle), see Happel [15, Chap. I§2, (2.5)], and hence there exists by [28, Rmk. 1.1.21] an isomorphism \( Z \cong P \) in \( \mathcal{T} \). Thus, to show \( Z \in T_{\text{perf}} \) it suffices to argue that \( P \in K' \). As \( X \in K' \) we have, as above, \( \mathcal{C}(X) \in K' \). Since also \( Y \in K' \) we can now apply Lemma 5.5 to the bottom exact sequence in (¶17) to conclude that \( P \in K' \), as desired.

We are now ready to show Theorem C from the Introduction.

**Proof of Theorem C.** Theorem 5.12 shows that \( D_{Q}(A) \) is a triangulated subcategory of \( D_{Q}(A) \). And it is a general fact that the subcategory \( D_{Q}(A) \) of compact objects is triangulated and thick, see [3 Property 6.3] or more generally [28 Lem. 4.2.4, Rmk. 4.2.6, and Dfn. 4.2.7]. Corollary 5.10 shows that there is always an inclusion \( D_{Q}(A) \subseteq D_{Q}(A) \).

For each \( q \in Q \) the object \( S_q(A) \) is evidently strictly perfect, see Definition 5.3, and it also belongs to \( \Sigma \mathcal{C} \) by Proposition 5.2(a). Thus, \( S_q(A) \) belongs to \( D_{Q}(A) \), again by Definition 5.3. By Theorem E in the Introduction (proved in Section 3) we have

\[ D_{Q}(A) = \text{Thick}(\{S_q(A) \mid q \in Q\}) \, . \]

It follows that if the subcategory \( D_{Q}(A) \) is thick, then one has \( D_{Q}(A) = D_{Q}(A) \), and hence equality holds, i.e. \( D_{Q}(A) = D_{Q}(A) \). Conversely, if this this equality holds, then the subcategory \( D_{Q}(A) \) must be thick, as this is true for \( D_{Q}(A) \).

The Strong Retraction Property allows one to define a notion of cycles.

**5.13 Definition.** Assume that \( Q \) satisfies the Strong Retraction Property, i.e. condition (4) in 2.6 holds. A cycle in \( Q \) (more precisely, a \( \tau \)-cycle, where \( \tau \) is the pseudo-radical of \( Q \)) is a sequence of \( n \geq 1 \) morphisms in \( Q \),

\[
q_1 \to q_2 \to \cdots \to q_n \to q_{n+1} \, ,
\]

where \( q_1 = q_{n+1} \) and \( 0 \neq q_i \in \tau \) for every \( i = 1, \ldots, n \). The number \( n \) is called the length of the cycle. A cycle of length \( n = 1 \) is called a loop.

Recall from 2.8 the functor \( K_q \). Let \( X \in Q_A \text{-Mod} \). As shown in [18 Prop. 7.18] the left \( A \)-module \( K_q(X) \) is isomorphic to \( \bigcap_{g \in \tau(q, q)} \text{Ker} X(g) \) where the intersection is taken over all morphisms \( g \in \tau \) with domain \( q \). In particular, \( K_q(X) \) can be seen as a submodule of \( X(q) \).

**5.14 Lemma.** Assume that \( Q \) satisfies the Strong Retraction Property, i.e. condition (4) in 2.6 holds. Assume furthermore that \( Q \) has no cycles. If an object \( X \neq 0 \) in \( Q_A \text{-Mod} \) has finite support, then there exists \( q \in \text{supp} X \) with \( K_q(X) = X(q) \).

**Proof.** Suppose (for contradiction) that \( K_q(X) \neq X(q) \) holds for every \( q \in \text{supp} X \). Since \( X \) is non-zero, it has non-empty support, so we can choose an element \( q_1 \in \text{supp} X \). By assumption we have \( K_{q_1}(X) \neq X(q_1) \); this means that there exists some \( g_1 : q_1 \to q_2 \in \tau \) with \( X(g_1) \neq 0 \); in particular, \( q_1 \neq 0 \) and \( q_2 \in \text{supp} X \). Note that \( q_1 \neq q_2 \) as \( Q \) has no cycles.
By assumption we have $K_{g_1}(X) \neq X(q_2)$, so as before there exists some $g_2 : q_2 \to q_3$ in $\tau$ with $X(g_2) \neq 0$; in particular, $g_2 \neq 0$ and $q_3 \in \text{supp } X$. Note that $q_3 \neq q_1$ and $q_3 \neq q_2$ as $Q$ has no cycles. Continuing in this manner, we construct an infinite sequence,

$$q_1 \xrightarrow{g_1} q_2 \xrightarrow{g_2} q_3 \xrightarrow{g_3} \cdots,$$

of morphisms in $\tau$ where each $X(g_i)$ is non-zero and $q_1, q_2, q_3, \ldots$ are different objects in $\text{supp } X$. However, this contradicts the assumption that $X$ has finite support. \hfill $\Box$

**5.15 Remark.** An similar argument shows that if an object $X \neq 0$ in $\mathcal{Q}_A\text{Mod}$ has finite support, then there also exists some $p \in \text{supp } X$ with $C_p(X) = X(p)$.

We now prove Theorem B from the Introduction.

**Proof of Theorem B.** (b): If $A$ has finite left global dimension, the inclusion $\mathcal{Q}_A\mathcal{K} \subseteq \perp \mathcal{C}$ follows from Definition 5.3 and Theorem E from the Introduction (proved in Section 3).

Next consider the case where $Q$ has no cycles (and $A$ is arbitrary). Let $X \in \mathcal{Q}_A\mathcal{K}$; we must show that $X$ belongs to $\perp \mathcal{C}$. We argue by induction on the cardinality $n = |\text{supp } X|$ of the support of $X$. If $n = 0$, then $\text{supp } X = \varnothing$ and hence $X = 0 \in \perp \mathcal{C}$. Now assume that $n > 0$ and that every $Y \in \mathcal{Q}_A\mathcal{K}$ with $|\text{supp } Y| < n$ belongs to $\perp \mathcal{C}$. By Lemma 5.14 there exists $q \in \text{supp } X$ with $K_q(X) = X(q)$. Let $\varepsilon_q$ be the counit of the adjunction $(S_q, K_q)$ from 2.8 and note that the morphism

$$S_q(X(q)) = S_qK_q(X) \xrightarrow{\varepsilon_q^X} X$$

is monic as $\varepsilon_q^Y(q) : X(q) \to X(q)$ is the identity map and $\varepsilon_q^X(p) : 0 \to X(p)$ is the zero map for $p \neq q$. Thus there is a short exact sequence in $\mathcal{Q}_A\text{Mod},$

$$0 \longrightarrow S_q(X(q)) \longrightarrow X \longrightarrow Y \longrightarrow 0,$$

where $Y(q) = 0$ and $Y(p) = X(p)$ for $p \neq q$. It follows that $Y \in \mathcal{Q}_A\mathcal{K}$ with $|\text{supp } Y| = n - 1$, and hence $Y$ belongs to $\perp \mathcal{C}$ by the induction hypothesis. As the left $A$-module $X(q)$ is (finitely generated and) projective, one has $S_q(X(q)) \in \perp \mathcal{C}$ by Proposition 5.2(a). As the class $\perp \mathcal{C}$ is closed under extensions, see Theorem 5.9(a), we conclude that $X$ is in $\perp \mathcal{C}$.

(c): Having established the inclusion $\mathcal{Q}_A\mathcal{K} \subseteq \perp \mathcal{C}$, the assertion follows directly from the definition of perfect objects.

(a): By part (c), every strictly perfect object is perfect in $\mathcal{D}_Q(A)$ and every such object is compact in $\mathcal{D}_Q(A)$ by Corollary 5.10. \hfill $\Box$

We end this paper with an appendix that contains a proof of Theorem A from the Introduction. In fact, we prove the more general Theorem A.3 which shows that the conclusions in parts (a)–(c) of Theorem B (from the Introduction) may fail without further assumptions on the category $Q$ or the ring $A$ (like conditions (1) or (2) of that theorem).

**APPENDIX A. AN EXAMPLE OF A STRICTLY PERFECT NON-COMPACT OBJECT**

Let $k$ be any commutative, noetherian, and hereditary ring (e.g. $k$ is a field or $k = \mathbb{Z}$) as in Setup 2.2 and consider the commutative noetherian $k$-algebra

$$A = k[X,Y]/(X^2,XY).$$

We write $x$ and $y$ for the images of $X$ and $Y$ in the quotient ring $A$. Note that in $A$ one has $x^2 = xy = 0$; moreover, $A$ is a free $k$-module with basis $\{1,x,y,x^2,y^2,\ldots\}$.

We consider the Jordan quiver; it has a single vertex ($\ast$) and a single loop ($\varepsilon$):

$$\Gamma : \quad \ast \xrightarrow{\varepsilon} \ast$$

equipped with the relation $\varepsilon^2 = 0$. Let $Q$ be the path category of $\Gamma$ over $k$ modulo the ideal generated by $\varepsilon^2$; in symbols: $Q = k\Gamma/(\varepsilon^2)$. Clearly there is an equivalence of categories,

$$\mathcal{Q}_A\text{Mod} \cong \text{Diff}(A).$$
where $\text{Diff}(A)$ denotes the category of differential $A$-modules. An object in $\text{Diff}(A)$ is a pair $(X,d)$ where $X$ is an $A$-module and $d$ is an endomorphism of $X$ with $d^2 = 0$.

**A.1 Remark.** As the path algebra of $\Gamma$ over $k$ modulo the ideal generated by $\varepsilon^2$ is the ring $k[\varepsilon]/(\varepsilon^2)$ of dual numbers over $k$, the category $Q_1\text{Mod}$ is also equivalent to the category of modules over $A[\varepsilon]/(\varepsilon^2)$. However, we will work with the category $\text{Diff}(A)$ instead.

**A.2.** It is easily seen that $Q$ satisfies all the assumptions in 2.6 and the ideal $\varepsilon$ is a pseudo-radical in $Q$ with $\varepsilon^2 = 0$. Hence we are in the setting of Setup 2.9 so the results and definitions from 2.10 apply. The category $Q$ has only one object, which we denote by "$x$". In this case the functors $F_*$ and $S_*$ from 2.8 are given by

$$F_*(M) = (M^2, \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix}) \quad \text{and} \quad S_*(M) = (M, 0)$$

for $M \in A\text{Mod}$; elements in $M^2$ are viewed as column vectors. The stalk differential module $S(x) = S_*(k) = (k, 0)$ in $\text{Diff}(k)$, see 2.7, has the following projective resolution:

$$\cdots \rightarrow \begin{bmatrix} 0 \\ 0 \end{bmatrix} F_*(k) \rightarrow \begin{bmatrix} 0 \\ 0 \end{bmatrix} F_*(k) \rightarrow \begin{bmatrix} 0 \\ 0 \end{bmatrix} F_*(k) \rightarrow S(x) \rightarrow 0.\]$$

Let $(X,d)$ be in $\text{Diff}(A)$. Applying the functor $\text{Hom}_{\text{Diff}(k)}(-,(X,d))$ to the non-augmented version of the projective resolution above, and using the natural isomorphism

$$\text{Hom}_{\text{Diff}(k)}(F_*(k),(X,d)) \cong \text{Hom}_k(k,X) \cong X$$

from 2.5 one gets the complex $0 \rightarrow X \rightarrow X \rightarrow \cdots$. It follows that the cohomology $H^i_\alpha(X,d)$ for $\alpha > 0$, see 2.7, is the ordinary (co)homology $H(X,d) = \text{Ker} \rightarrow \text{Im} d$ for differential modules. The same is true for homology, i.e. $H^{i+1}_\beta = H$ for every $i > 0$. Thus:

- A differential $A$-module $(X,d)$ is exact in the sense of [18, Dfn. 4.1] (see also 2.10) if and only if $H(X,d) = 0$, that is, $\text{Ker} d = \text{Im} d$. This follows from [18, Thm. 7.1].
- A morphism $\varphi$ of differential $A$-modules is a weak equivalence in the projective (or injective) model structure on $\text{Diff}(A)$, see [18, Thm. 6.1 and Prop. 6.3] (and 2.10) if and only if $H(\varphi)$ is an isomorphism. This follows from [18, Thm. 7.2].

As $x^2 = 0$ holds in $A$ the pair $(A,x)$ is a differential $A$-module. The goal of this appendix is to prove the next result; it contains Theorem A from the Introduction and shows that the conclusions in parts (a)--(c) of Theorem B (from the Introduction) may fail without further assumptions on $Q$ or $A$. Note that the category $Q$ under investigation in this appendix has a loop, and the ring $A$ has infinite global dimension, so neither assumption (1) nor (2) in Theorem B is satisfied in this case.

**A.3 Theorem.** Let the rings $k$ and $A$ be as above. The following assertions hold.

(a) $(A,x)$ is a strictly perfect object in $\text{Diff}(A)$.

(b) $(A,x)$ does not belong to $^1\alpha^\varepsilon$.

(c) $(A,x)$ is neither perfect nor compact in $\text{Ho}(\text{Diff}(A))$.

As stated in part (b) of the theorem above, $(A,x)$ does not belong to $^1\alpha^\varepsilon$; that is, $(A,x)$ is not a cofibrant object in the projective model structure on $\text{Diff}(A)$. In Proposition A.13 below we give a cofibrant replacement of $(A,x)$; to construct it we need Zeckendorf expansions, which we now explain.

**A.4.** Consider the Fibonacci numbers $F_{-2}, F_{-1}, F_0, F_1, F_2, F_3, \ldots$ defined by

$$F_{-2} = 0, F_{-1} = 1 \quad \text{and} \quad F_i = F_{i-1} + F_{i-2} \quad \text{for} \quad i \geq 0;$$

that is $F_0 = 1, F_1 = 2, F_2 = 3, F_3 = 5, F_4 = 8, F_5 = 13, F_6 = 21, F_7 = 34$ etc.
Zeckendorf’s theorem [33] (see also Dekking [5]) asserts that for every \( n \in \mathbb{N}_0 \) there exists a unique sequence \( [n]_Z = \cdots d_2 d_1 d_0 \) of digits \( d_i \in \{0,1\} \), called the Zeckendorf expansion of \( n \), satisfying
\[
n = d_0 F_0 + d_1 F_1 + d_2 F_2 + \cdots \quad \text{and} \quad d_i \cdot d_{i+1} = 0 \quad \text{for all} \quad i \geq 0.
\]
The last condition means that in the Zeckendorf expansion the digit combination \( \cdots 11 \cdots \) (with two consecutive 1’s) is not allowed. Without this condition the Zeckendorf expansion would not be unique as e.g. \( 6 = F_0 + F_1 + F_2 = F_0 + F_3 \).

A number \( n \in \mathbb{N}_0 \) is said to have even respectively, odd, Zeckendorf expansion if one has \( d_0 = 0 \), respectively, \( d_0 = 1 \), in the Zeckendorf expansion \( [n]_Z = \cdots d_2 d_1 d_0 \) of \( n \). For example, the numbers 49 and 50 have even Zeckendorf expansions \([49]_Z = 10100100\) and \([50]_Z = 1010010\) while 51 has odd Zeckendorf expansion \([51]_Z = 1010011\).

For every \( i \geq 1 \) we let \( e(i) \), respectively, \( o(i) \) be the \( i^{th} \) number in \( \mathbb{N}_0 \) whose Zeckendorf expansion is even, respectively, odd. The first few values of the functions \( e \) and \( o \) are:

| \( i \) | 1  | 2  | 3  | 4  | 5  | 6  | 7  | 8  | 9  | 10 | 11 | 12 | 13 | 14 | 15 | \ldots |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| \( e(i) \) | 0  | 2  | 3  | 5  | 7  | 8  | 10 | 11 | 13 | 15 | 16 | 18 | 20 | 21 | 23 | \ldots |
| \( o(i) \) | 1  | 4  | 6  | 9  | 12 | 14 | 17 | 19 | 22 | 25 | 27 | 30 | 33 | 35 | 38 | \ldots |

The number sequences \( e(1), e(2), e(3), \ldots \) and \( o(1), o(2), o(3), \ldots \) can be found in the OEIS [9] [A022342 and A003622]. By Zeckendorf’s theorem, mentioned above, one has
\[
\{e(1), e(2), e(3), \ldots \} \uplus \{o(1), o(2), o(3), \ldots \} = \mathbb{N}_0.
\]

We shall need the following well-known formula, also recorded in the OEIS [9] [A003622].
\[
o(i) = e(e(i) + 1) + 1 \quad \text{for every} \quad i \geq 1.
\]

**A.5 Definition.** Define an \( \mathbb{N} \times \mathbb{N} \) matrix \( \partial \) with entries from \( A \) as follows:

- If \( i \in \mathbb{N} \) is a number with odd Zeckendorf expansion \( (i = 1, 4, 6, 9, \ldots) \), then
  \[
  \partial_{ij} = \begin{cases} x & \text{if} \quad j = e(i + 1) \\ 0 & \text{otherwise}. \end{cases}
  \]

- If \( i \in \mathbb{N} \) is a number with even Zeckendorf expansion \( (i = 2, 3, 5, 7, 8, \ldots) \), then
  \[
  \partial_{ij} = \begin{cases} x & \text{if} \quad j = e(i + 1) \\ y & \text{if} \quad j = e(i + 1) + 1 \\ 0 & \text{otherwise}. \end{cases}
  \]

Thus, the upper left 13 \times 20 corner of \( \partial \) looks like this:

\[
\begin{array}{cccccccccccccccccc}
0 & x & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \ldots \\
0 & 0 & x & y & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \ldots \\
0 & 0 & 0 & 0 & 0 & x & y & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \ldots \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & x & y & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \ldots \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & x & y & 0 & 0 & 0 & 0 & 0 & 0 & \ldots \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & x & y & 0 & 0 & \ldots \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & x & y & \ldots \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \ldots \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \ldots \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \ldots \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \ldots \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \ldots \\
\end{array}
\]
For every $n \geq 1$ let $\partial_n$ denote the $n \times n$ upper left corner of $\partial$, for example
\[
\partial_1 = \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \quad \partial_2 = \begin{bmatrix} 0 & x \\ 0 & 0 \end{bmatrix}, \quad \partial_3 = \begin{bmatrix} 0 & x & 0 \\ 0 & 0 & x \\ 0 & 0 & 0 \end{bmatrix}, \quad \text{and} \quad \partial_4 = \begin{bmatrix} 0 & x & 0 & 0 \\ 0 & 0 & x & y \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}.
\]

A.6 Remark. Note that $\partial$ is both row and column finite, that is, each row and each column in $\partial$ contains only finitely many (actually at most two) non-zero entries. Furthermore, every entry in $\partial$ is either $0$, $x$ or $y$.

We view elements in $A^{(N)}$ and $A^n$ as column vectors.

A.7 Lemma. One has $\partial^2 = 0$ and $\partial^n = 0$ for every $n \geq 1$; whence the pairs $(A^{(N)}, \partial)$ and $(A^n, \partial_n)$ are differential $A$-modules.

Proof. Note that for each $n \geq 1$ we can write $\partial$ as a block matrix of the form
\[
\partial = \begin{bmatrix} \partial_n & * \\ 0 & * \end{bmatrix}
\]
and hence $\partial^2$ has the form
\[
\partial^2 = \begin{bmatrix} \partial_n^2 & * \\ 0 & * \end{bmatrix}.
\]
Thus, it suffices to argue that $\partial^2 = 0$ holds. Fix $i, j \in \mathbb{N}$. Entry $(i, j)$ in the matrix $\partial^2$ is the sum $s_{ij} = \sum_{k \geq 0} \partial_i \partial_j k$, so we must argue that $s_{ij}$ is zero.

If $i$ has odd Zeckendorf expansion, then by \((\ref{19})\) one has $s_{ij} = x \cdot \partial_{e(i+1), j}$, which is zero as $\partial_{e(i+1), j}$ belongs to $\{0, x, y\}$ and $x^2 = xy = 0$ holds in $A$.

If $i$ has even Zeckendorf expansion, then \((\ref{20})\) yields $s_{ij} = x \cdot \partial_{e(i+1), j} + y \cdot \partial_{e(i+1)+1, j}$.

As above, the first term in this sum is zero. As the number $i$ has even Zeckendorf expansion, it has the form $i = e(\ell)$ for some $\ell > 1$. Thus $e(i + 1) + 1 = e(e(\ell) + 1) + 1 = o(\ell)$ by \((\ref{18})\), so the number $e(i + 1) + 1$ has odd Zeckendorf expansion. Hence $\partial_{e(i+1)+1, j}$ is in $\{0, x\}$ by \((\ref{19})\), and since $xy = 0$ holds in $A$ the second term in the sum $s_{ij}$ is zero as well. \(\square\)

A.8 Lemma. For every $n \geq 1$ there is a short exact sequence of differential $A$-modules,
\[
0 \longrightarrow (A^n, \partial_n) \xrightarrow{\iota_n} (A^{n+1}, \partial_{n+1}) \xrightarrow{[0 \ 1]} (A, 0) \longrightarrow 0
\]

Proof. Since the differential module $(A^{n+1}, \partial_{n+1})$ can be written as
\[
(A^{n+1}, \partial_{n+1}) = \left( A^n \xrightarrow{\partial_n} A^n \right),
\]
the assertion follows immediately. \(\square\)

A.9 Lemma. In the abelian category $\text{Diff}(A)$, the (filtered) colimit of the telescope
\[
(A, \partial_1) \xrightarrow{\iota_1} (A^2, \partial_2) \xrightarrow{\iota_2} (A^3, \partial_3) \xrightarrow{\iota_3} \cdots
\]
is the differential module $(A^{(N)}, \partial)$. In symbols: $(A^{(N)}, \partial) = \operatorname{lim}_{n \geq 1} (A^n, \partial_n)$.

Proof. This is evident from the definitions of $(A^n, \partial_n)$ and $(A^{(N)}, \partial)$. \(\square\)

A.10 Proposition. The differential modules $(A^{(N)}, \partial)$ and $(A^n, \partial_n)$ for $n \geq 1$ belong to $\hat{\mathcal{E}}$.

Proof. The class $\mathcal{P}$ in Proposition \((\ref{32})\) is $\mathcal{P} = \{ (P, 0) \mid P \in \mathcal{A} \text{Prj} \}$. By Lemma A.8 each $\iota_n$ is a monomorphism with cokernel $(A, 0)$, which belongs to $\mathcal{P}$. Recall from Definition A.5 that $\partial_1 = 0$ holds, and therefore $(A, \partial_1)$ is also equal to $(A, 0)$. Hence \((\ref{21})\) is a $\mathcal{P}$-filtration of $(A^{(N)}, \partial) = \operatorname{lim}_{n \geq 1} (A^n, \partial_n)$ and the assertion follows from Proposition \((\ref{12})\). \(\square\)

To parse the next result, recall from Neeman \([28\text{ Dfn. 1.6.4}]\) the definition of homotopy colimits in a triangulated category. Recall from \((\ref{21})\) that $\hat{\mathcal{E}}$ is a Frobenius category and its stable category is therefore triangulated by Happel \([15\text{ Chap. I§2}]\).
A.11 Corollary. In the stable category of the Frobenius category $\perp \mathcal{E}$, the object $(A^{(0)}, \partial)$ is the homotopy colimit of the sequence \[(\ref{eq:sequence})\]. In symbols: $(A^{(0)}, \partial) = \operatorname{hocoll}_{n \geq 1} (A^n, \partial_n)$.

Proof. We know from Proposition A.10 that $(A^n, \partial_n)$ and $(A^{(0)}, \partial)$ are objects in $\perp \mathcal{E}$. As $(A^{(0)}, \partial)$ is the direct limit of \[(\ref{eq:sequence})\] in $\operatorname{Diff}(A)$, there is a short exact sequence in $\operatorname{Diff}(A)$,

\[
0 \longrightarrow \bigoplus_{n \in \mathbb{N}} (A^n, \partial_n) \overset{\iota}{\longrightarrow} \bigoplus_{n \in \mathbb{N}} (A^n, \partial_n) \longrightarrow (A^{(0)}, \partial) \longrightarrow 0 ,
\]

where $\iota$ is the morphism given by

\[
\iota(x_1, x_2, x_3, \ldots) = (x_1, x_2 - \ell_1(x_1), x_3 - \ell_2(x_2), \ldots) .
\]

As the class $\perp \mathcal{E}$ is closed under coproducts in $\operatorname{Diff}(A)$, the sequence \[(\ref{eq:sequence})\] is a conflaction in the Frobenius category $\perp \mathcal{E}$. It now follows from Happel \cite[Chap. I§2.7]{Happel} that there is a distinguished triangle,

\[
\bigoplus_{n \in \mathbb{N}} (A^n, \partial_n) \xrightarrow{\iota} \bigoplus_{n \in \mathbb{N}} (A^n, \partial_n) \longrightarrow (A^{(0)}, \partial) ,
\]

in the stable category of $\perp \mathcal{E}$. By definition, see \cite[Dfn. 1.6.4]{Happel}, this means that $(A^{(0)}, \partial)$ is the homotopy colimit of the sequence \[(\ref{eq:sequence})\] the stable category of $\perp \mathcal{E}$. \hfill $\square$

A.12 Lemma. For $a, b \in A$ one has $ax + by = 0$ if and only if $a \in (x, y)$ and $b \in (x)$.

Proof. This follows easily from the fact that $A$ is free over $k$ with basis $\{1, x, y, y^2, y^3, \ldots\}$ and from the relations $x^2 = xy = 0$ in $A$. \hfill $\square$

A.13 Proposition. There is a weak equivalence in $\operatorname{Diff}(A)$,

\[
\varphi: (A^{(0)}, \partial) \longrightarrow (A, x)
\]

given by $(a_1, a_2, a_3, \ldots) \mapsto ya_1$;

so $(A^{(0)}, \partial)$ is a cofibrant replacement of $(A, x)$ in the projective model structure on $\operatorname{Diff}(A)$.

Proof. For every element $(a_1, a_2, \ldots)$ in $A^{(0)}$ one has

\[
\varphi \partial(a_1, a_2, \ldots) = \varphi(xa_2, xa_3 + ya_4, \ldots) = yxa_2 = 0 = xy a_1 = x\varphi(a_1, a_2, \ldots) ,
\]

so $\varphi$ is a morphism of differential $A$-modules. As $(A^{(0)}, \partial)$ is in $\perp \mathcal{E}$ by Proposition A.10 it is a cofibrant object in the projective model structure on $\operatorname{Diff}(A)$, see \[(\ref{seq:cofibrant})\]. Below we show

\[
H(A^{(0)}, \partial) = A/(x) \oplus 0 \oplus 0 \oplus \cdots ,
\]

and clearly $H(A, x) = (x, y)/(x)$. Thus, the map $H(\varphi)$ is the map $A/(x) \rightarrow (x, y)/(x)$ given by multiplication with the element $y$. Since this is evidently an isomorphism, $\varphi$ is a weak equivalence by \[(\ref{eq:weak-equivalence})\]. It remains to prove \[(\ref{seq:cofibrant})\], which requires a bit more work:

It follows directly from the definition of $\partial$, see Definition A.5, that its image is a direct sum, $\operatorname{Im} \partial = \bigoplus_{n \in \mathbb{N}} I_n$, where

\[
I_n = \begin{cases} (x) & \text{if } i \text{ has odd Zeckendorf expansion} \\ (x, y) & \text{if } i \text{ has even Zeckendorf expansion} \end{cases} \quad (i \in \mathbb{N}) .
\]

That is,

\[
\operatorname{Im} \partial = I_1 \oplus I_2 \oplus I_3 \oplus I_4 \oplus I_5 \oplus \cdots = (x) \oplus (x, y) \oplus (x, y) \oplus (x, y) \oplus \cdots .
\]

If $(a_1, a_2, a_3, \ldots) \in A^{(0)}$ belongs to $\ker \partial$, then the definition of $\partial$ shows that one has

\[
\begin{cases} xa_{e(i+1)} = 0 & \text{if } i \text{ has odd Zeckendorf expansion} \\ xa_{e(i+1)} + y a_{e(i+1)+1} = 0 & \text{if } i \text{ has even Zeckendorf expansion} \end{cases} \quad (i \in \mathbb{N}) .
\]

By Lemma A.12, this means that

\[
\begin{cases} a_{e(i+1)+1} \in (x) & \text{for every } i \in \mathbb{N} \text{ with even Zeckendorf expansion,} \\ a_{e(i+1)} \in (x, y) & \text{for every } i \in \mathbb{N} .
\end{cases}
\]

When $i$ ranges over $\mathbb{N}$, the values $e(i+1)$ ranges over all natural numbers with even Zeckendorf expansion; thus the last condition above is equivalent to saying that $a_j \in (x, y)$ for
every $j \in \mathbb{N}$ with even Zeckendorf expansion. As just mentioned, every $i \in \mathbb{N}$ with even Zeckendorf expansion has the form $i = e(\ell)$ for some $\ell \geq 2$, so the first condition above can be phrased as: $a_{e(\ell)+1} \in (x)$ for every $\ell \geq 2$. By using (22), this is exactly the same as: $a_{\ell} \in (x)$ for every $\ell \geq 2$. When $\ell$ ranges over numbers $\geq 2$, the values $a_{\ell}$ ranges over all natural numbers $j$ with odd Zeckendorf expansion except for $j = 1$. Thus the first condition above is equivalent to saying that $a_j \in (x)$ for every $j > 1$ with odd Zeckendorf expansion. In conclusion: an element $(a_1, a_2, a_3, \ldots) \in A^{(\mathbb{N})}$ belongs to $\ker \partial$ if and only if
\[
\begin{cases}
  a_j \in (x) & \text{for every } j > 1 \text{ with odd Zeckendorf expansion,} \\
  a_j \in (x,y) & \text{for every } j \in \mathbb{N} \text{ with even Zeckendorf expansion};
\end{cases}
\]

note that there is no condition on the element $a_1 \in A$. Consequently, the kernel of $\partial$ is a direct sum, $\ker \partial = \bigoplus_{j \in \mathbb{N}} K_j$, where
\[
K_j = \begin{cases}
  A & \text{if } j = 1 \\
  (x) & \text{if } j > 1 \text{ has odd Zeckendorf expansion} \\
  (x,y) & \text{if } j \text{ has even Zeckendorf expansion}
\end{cases}.
\]

That is,
\[
\ker \partial = K_1 \oplus K_2 \oplus K_3 \oplus K_4 \oplus K_5 \oplus \cdots = A \oplus (x,y) \oplus (x,y) \oplus (x,y) \oplus \cdots.
\]

Comparing (22) and (225) we see that $I_1 = (x) \subset A = K_1$ while $I_j = K_j$ for every $i > 1$. As one has $\ker \partial/\im \partial = \bigoplus_{j \in \mathbb{N}} K_j/I_j$, the equality (223) follows.\qed

A.14 Remark. Since we view elements in $A^{(\mathbb{N})}$ as column vectors, the map $\varphi$ from Proposition A.13 could be written as the $1 \times \mathbb{N}$ matrix $\varphi = [y \ 0 \ 0 \ \cdots]$.

Proof of Theorem A.3 (a): It is immediate from Definition 5.3 that $(A, x)$ is a strictly perfect object in Diff$(A)$. (In the situation at hand, the category $Q_A$ has just one object, so every object in $Q_A\text{-Mod} \simeq \text{Diff}(A)$ actually has finite support.)

(b): Note that there is an epimorphism of differential $A$-modules:
\[
F_i(1) : (A^2, \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}) \xrightarrow{\begin{bmatrix} 1 & x \end{bmatrix}} (A, x).
\]

By adding this epimorphism to the morphism $\varphi$ from Proposition A.13 we get, in view of Remark A.14 the epimorphism
\[
(L, d) := \left( \bigoplus_{j \in \mathbb{N}} A^{(j)}, \begin{bmatrix} A^2 \\ 0 \\ 0 \\ 0 \\ 0 \\ \vdots \end{bmatrix} \right) \xrightarrow{\varphi = [1 \ x \ y \ 0 \ 0 \ \cdots]} (A, x).
\]

As $F_i(1)$ is exact and $\varphi$ is a weak equivalence, the morphism $\psi$ is a weak equivalence too. Now, consider in Diff$(A)$ the short exact sequence,
\[
0 \rightarrow \ker \psi \rightarrow (L, d) \xrightarrow{\psi} (A, x) \rightarrow 0.
\]

In the projective model structure on Diff$(A)$ every object is fibrant, see 2.10 and hence the fibrations in this model structure are nothing but epimorphisms, see 20 [Dfn. 5.1]. Thus, $\psi$ is a fibration. Since $\psi$ is also a weak equivalence, it follows from 20 [Lem. 5.8] that its kernel is exact, that is, $\ker \psi \in \mathcal{E}$. (Using the same method as in the proof of Proposition A.13 it is not hard to show that $H(\ker \psi) = 0$. Some readers may prefer this more direct approach.) Thus, if $(A, x)$ were an object in $\mathcal{E}$, then $\text{Ext}_{\text{Diff}(A)}(1, (A, x), Ker \psi) = 0$ would hold and hence the short exact sequence above would split. But this is impossible; indeed, we now prove that $\psi$ does not have a right inverse ($= a$ section).

Suppose that $\sigma : (A, x) \rightarrow (L, d)$ is a right inverse of $\psi$ in Diff$(A)$. Every $A$-linear map $A \rightarrow A^2 \oplus A^{(\mathbb{N})}$, in particular, $\sigma$, has the form
\[
\sigma(a) = (b' a, b'' a, b_1 a, b_2 a, \ldots), \quad a \in A
\]
for some fixed elements $b', b'', b_1, b_2, \ldots \in A$ (of which only finitely many are non-zero). As $\sigma$ is a morphism of differential modules, one has $d\sigma = \sigma x$; in particular:
\[
(0, b', b_2 x, \ldots) = d(b', b'', b_1, b_2, \ldots) = d\sigma(1) = \sigma(x) = (b' x, b'' x, b_1 x, b_2 x, \ldots).
\]
By comparing the second coordinates (which is all we need for the argument), we see that $b' = b'' x$ holds. As $\sigma$ is a right inverse of $\psi$ we have:
\[
1 = \psi\sigma(1) = \psi(b', b'', b_1, b_2, \ldots) = b' + b'' x + b_1 y = 2b'' x + b_1 y,
\]
where the last equality holds by the just established relation $b' = b'' x$. But this is impossible since 1 does not belong to the maximal ideal $(x, y) \subset A$.

(c): To prove that $(A, \mathfrak{x})$ is neither perfect nor compact in $\mathcal{D}_Q(A) \simeq \text{Ho}(\text{Diff}(A))$, it suffices by Corollary 5.10 to argue that $(A, \mathfrak{x})$ is not compact. To this end, let $\mathcal{T}$ be the stable category of the Frobenius category $\text{Diff}(A)$ and recall from [2] that the inclusion functor $\mathcal{L} : \mathcal{L} \to \text{Diff}(A)$ induces a triangulated equivalence $\mathcal{T} \to \text{Ho}(\text{Diff}(A))$. By Proposition A.13 the objects $(A, \mathfrak{x})$ and $(A^{(\mathfrak{n})}, \partial)$ are isomorphic in $\text{Ho}(\text{Diff}(A))$ and by Proposition A.11 the object $(A^{(\mathfrak{n})}, \partial)$ is in $\mathcal{T}$. Hence $(A, \mathfrak{x})$ will be a compact object in $\text{Ho}(\text{Diff}(A))$ if and only if $(A^{(\mathfrak{n})}, \partial)$ is a compact object in $\mathcal{T}$. We now show that $(A^{(\mathfrak{n})}, \partial)$ is not compact in $\mathcal{T}$.

By Corollary A.11 we have $(A^{(\mathfrak{n})}, \partial) = \text{hocolim}_{n \geq 1} (A^n, \partial_n)$ in $\mathcal{T}$, so if $(A^{(\mathfrak{n})}, \partial)$ is compact, then the canonical homomorphism
\[
\lim_{n \to \infty} \text{Hom}_\mathcal{T}((A^{(\mathfrak{n})}, \partial), (A^n, \partial_n)) \longrightarrow \text{Hom}_\mathcal{T}((A^{(\mathfrak{n})}, \partial), (A^{(\mathfrak{n})}, \partial)) \quad (\#26)
\]
is an isomorphism; see Neeman [27] Lem. 2.8] or Rouquier [30] Lem. 3.12]. In particular, the identity morphism on $(A^{(\mathfrak{n})}, \partial)$ is in the image of the map (26), which implies that:
\[
\text{In } \mathcal{T} \text{ the object } (A^{(\mathfrak{n})}, \partial) \text{ is a direct summand of some } (A^n, \partial_n) . \quad (\#27)
\]
Now consider the ring homomorphism $A \to A/(x, y) = k$ and the following composition of functors, where the first functor is the inclusion and the third functor is the canonical one:
\[
\xymatrix{ \mathcal{L} \ar[r] & \text{Diff}(A) \
\downarrow k \otimes_A \ar[r] & \text{Diff}(k) \
\downarrow \text{Ho}(\text{Diff}(k)) \ar[r] & \text{Ho}(\text{Diff}(k)) \}
\]
The functor $k \otimes_A -$ preserves projective objects, and every projective object in $\text{Diff}(k)$ is exact and hence mapped to zero in $\text{Ho}(\text{Diff}(k))$. It follows that the composite functor above induces a functor $k \otimes_A - : \mathcal{T} \to \text{Ho}(\text{Diff}(k))$. From (27) we now conclude that
\[
\text{In } \text{Ho}(\text{Diff}(k)) \text{ the object } (k^{(\mathfrak{n})}, 0) \text{ is a direct summand of some } (k^n, 0) . \quad (\#28)
\]
Here we have used that $k \otimes_A \partial = 0$ and $k \otimes_A \partial_n = 0$ since the matrices $\partial$ and $\partial_n$ have entries in the ideal $(x, y) \subset A$, see Definition A.5. Finally, we apply the homology functor $H : \text{Ho}(\text{Diff}(k)) \to k \text{Mod}$. From (28) we now conclude that in the category $k \text{Mod}$ the module $k^{(\mathfrak{n})}$ is a direct summand of $k^n$ for some $n \geq 1$. But this is impossible. \hfill \square
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