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Abstract
A stability of nearly limiting Stokes waves to superharmonic perturbations is considered numerically in approximation of an infinite depth. Investigation of the stability properties can give one an insight into the evolution of the Stokes wave. The new, previously inaccessible branches of superharmonic instability were investigated. Our numerical simulations suggest that eigenvalues of linearized dynamical equations, corresponding to the unstable modes, appear as a result of a collision of a pair of purely imaginary eigenvalues at the origin, and a subsequent appearance of a pair of purely real eigenvalues: a positive and a negative one that are symmetric with respect to zero. Complex conjugate pairs of purely imaginary eigenvalues correspond to stable modes, and as the steepness of the underlying Stokes wave grows, the pairs move toward the origin along the imaginary axis. Moreover, when studying the eigenvalues of linearized dynamical equations we find that as the steepness of the Stokes wave grows, the real eigenvalues follow a universal scaling law, that can be approximated by a power law. The asymptotic power law behavior of this dependence for instability of Stokes waves close to the limiting one is proposed. Surface elevation profiles for several unstable eigenmodes are made available through \url{http://stokeswave.org} website.
1 INTRODUCTION

A key object in ocean dynamics is a swell, which is a spatially periodic train of surface gravity waves propagating in one direction with constant velocity. Such a train is well described by Stokes waves discovered by Stokes.\textsuperscript{1–3} A Stokes wave is a fully nonlinear 2-dimensional solution of Euler equation for the potential motion of an ideal incompressible fluid with a free surface. It provides a reasonable approximation for ocean dynamics in the absence of strong winds for wavelengths exceeding few centimeters (which ensures that the surface tension is negligible and dynamics is determined by gravity). We consider a fluid of infinite depth, which is a good approximation if the Stokes wave wavelength exceeds the depth of the fluid significantly. There is a long history of study of Stokes’ waves including Refs.\textsuperscript{4–20}.

A stability of Stokes waves determines an eventual fate of such waves in ocean. We follow Ref.\textsuperscript{21} and Ref.\textsuperscript{22} to distinguish superharmonic stability and subharmonic stability. Superharmonic stability means addressing perturbations with the same spatial period as the spatial period $\Lambda$ of Stokes wave (with the cases of the smaller spatial periods $\Lambda/n$, $n = 2, 3, \ldots$ of perturbations also included as particular cases). Subharmonic perturbations have larger period than $\Lambda$. Subharmonic instability of deep water with small amplitudes has been extensively studied since.\textsuperscript{23–26} The same instability was discovered in Ref.\textsuperscript{27} for nonlinear optics. That instability is now called either by Benjamin–Feir instability or modulational instability, see also Ref.\textsuperscript{28} for a historical overview. Modulational instability is efficiently described by the approximation of nonlinear Schrödinger equation for the envelope of slowly modulated Stokes wave.\textsuperscript{26} A nonlinear stage of the development of that instability results in formation of solitons as well as in weak turbulence of surface gravity waves with dynamics of time scales greatly exceeding a period of Stokes wave. Another type is high-frequency instability of Stokes waves of small amplitude, which typically produces small growth rates, see Refs.\textsuperscript{29, 30}. Ref.\textsuperscript{31} provides a conformal mapping approach to linear stability of Stokes waves in irrotational and waves on shear current setting for both super- and subharmonic instability. There are periodic solutions of the reduced Ostrovsky equation\textsuperscript{32} and the Camassa–Holm equation\textsuperscript{33} both somewhat mimicking Stokes wave of small amplitude. Refs.\textsuperscript{34} and 35–37 prove the linear instability of these solutions, respectively. These references find that the unstable spectrum is in the vertical strip of the complex plane for perturbations, which are periodic with the period of the wave.

In this work, we focus on superharmonic instability of strongly nonlinear Stokes waves. Instability growth rate is much larger than the growth rate of modulational instability of small-amplitude waves. Thus, this instability may play a significant role in wavebreaking at the nonlinear stage of instability development. This is consistent with well-known oceanic observations, water tank experiments, and large-scale simulations that strongly nonlinear gravity waves quickly result in multiple wavebreaking events provided steepness $H/\Lambda$ exceeds $\approx 0.0178$.\textsuperscript{38–41} The major motivation for investigation of the stability properties is to better understand evolution of the Stokes wave in the turbulent ocean in the presence of other small waves, which can be considered as perturbation of the solution.
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A nonlinearity of Stokes wave is determined by a steepness $H/\Lambda$, where $H$ is the Stokes wave height defined as the vertical distance from the crest to the trough of Stokes wave. Without loss of generality, we use scaled units at which a phase speed $c_0$ of linear gravity wave of wavelength $\lambda$ is $c_0 = 1$ and we set $\Lambda = 2\pi$ (see, e.g., Ref. 18 for details of that scaling). In these units Stokes wave has a speed $c > 1$ with the limit $H \to 0$, $c \to 1$ corresponding to the linear gravity wave. The Stokes wave of the greatest height $H = H_{\text{max}}$ (also called by the limiting Stokes wave) has the singularity in the form of the sharp angle of $2\pi/3$ radians on the crest.\(^3\) Refs. 18, 20 and a website, http://stokeswave.org, provide high precision numerical approximation for Stokes wave including the estimate $H_{\text{max}}/\Lambda = 0.141063483980 \pm 10^{-12}$.

In Ref. 21 the superharmonic instability of Stokes waves was predicted at the steepness exceeding $H/\Lambda \approx 0.1388$ (Ref. 21 used $ka$ for waves steepness with $k = 2\pi/\lambda$ and $a = H/2$ implying $ka = \pi H/\lambda$) and suggested that the instability threshold corresponds to the maximum of $c$ as the function of $H/\Lambda$. In Ref. 42 the first computation of a growth rate of superharmonic instability was performed from the analysis of the eigenvalue problem of the linearization around Stokes wave and found that superharmonic instability has a threshold at $H/\Lambda = 0.1366$, with one unstable mode appearing above that threshold. In addition, in Ref. 42 it was conjectured that this threshold corresponds to the first maximum of the total energy of Stokes wave as the function of $H/\Lambda$ in the contrast with the prediction of Ref. 21. This conjecture was confirmed analytically in Ref. 43 based on the Hamiltonian formulation of free surface dynamics.\(^{26}\) see also Ref. 44 for more discussion. In Ref. 45 it was found that as steepness of the Stokes wave increases past $H/\Lambda \approx 0.1366$, a second unstable mode appears at $H/\Lambda \approx 0.141$. It is natural to assume that as we approach the limiting Stokes waves, more unstable modes would appear. A nonlinear stage of the development of Stokes waves instability of all these modes typically results in wave breaking as were studied from simulations in multiple papers including Refs. 46–48.

In this paper, we provide a numerical solution of eigenvalue problem for superharmonic instability and obtain three unstable branches. These branches originate from extrema of Stokes wave energy as a function of $H/\Lambda$. In particular, the first instability branch originates at $H_1/\Lambda = 0.1366035 \pm 10^{-7}$, the second branch at $H_2/\Lambda = 0.1407965 \pm 10^{-7}$, and the third branch at $H_3/\Lambda = 0.1410496 \pm 10^{-7}$. The accuracy of these numerical values can be further improved to any desired level by computing Stokes wave with variable precision following approaches of Refs. 17–20. The latter paper discusses implementation of an auxiliary conformal mapping to improve the convergence rate of Fourier series representing Stokes solutions; this mapping was used to improve the numerical resolution of the eigenfunctions appearing in the linear stability analysis implemented in the present paper. We found that the dependence of these growth rates as functions of $H/\Lambda$ collapses into a universal curve via a shift and a rescaling of $H/\Lambda$ into $(H_{\text{max}} - H)/(H_{\text{max}} - H_n)$, where $n = 1, 2, 3$ is the number of the unstable eigenmode.

The paper is organized as follows. Section 2.1 provides basic dynamic equations for free surface dynamics. Section 2.2 considers a linearization of these equations and formulates an eigenvalue for the stability analysis of Stokes wave. Section 2.3 describes a numerical approach to solve the large-scale eigenvalue problem. A shift-invert method in combination with Arnoldi algorithm is used to address eigenvalues for large matrices up to $90,000 \times 90,000$ of linearized problem. Section 3 provides the main results including the numerical results on three unstable branches in Section 3.1 and a rescaling of these branches to the universal curve in Section 3.2. Section 4 summarizes the main results and discusses future directions.
2 | FORMULATION OF THE PROBLEM

2.1 | Dynamical equations of free surface dynamics

We consider a 2D flow of an ideal incompressible fluid with a free surface in a gravity field without surface tension. Fluid occupies the region $-\infty < x < \infty$ and $-\infty < y < \eta(x, t)$ with the elevation of the moving free surface given by the function $y = \eta(x, t)$ at a moment of time $t$. A gravity field is pointed in the negative direction of $y$. We consider a potential flow with the velocity $\mathbf{v}$ represented through the scalar velocity potential $\Phi(x, y; t)$ as follows: $\mathbf{v} = \nabla \Phi$. The incompressibility condition $\text{div}(\mathbf{v}) = 0$ requires the velocity potential to be a harmonic function $\nabla^2 \Phi = 0$. The kinematic boundary condition (BC)

$$\frac{\partial \eta}{\partial t} = \left( -\frac{\partial \Phi}{\partial x} \frac{\partial \eta}{\partial x} + \frac{\partial \Phi}{\partial y} \right) \bigg|_{y=\eta(x,t)}$$

(1)

and dynamic BC

$$\left( \frac{\partial \Phi}{\partial t} + \frac{1}{2} (\nabla \Phi)^2 \right) \bigg|_{y=\eta(x,t)} + g\eta = 0,$$

(2)

have to be satisfied on the free surface, where $g$ is the acceleration due to gravity. The kinematic BC means that the free surface moves together with fluid particles located at that surface, that is, there is no separation of fluid particles from the free surface. The dynamic BC is given by the time-dependent Bernoulli equation at the free surface ensuring the zero pressure at the free surface. We also assume decaying BC on the velocity potential deep inside fluid $\Phi(x, y)|_{y \to -\infty} \to 0$. We consider periodic solutions thus focusing of one period of length $\Lambda$ with $x \in [-\Lambda/2, \Lambda/2]$ and periodic BC in $x$.

As a result, we have to solve Laplace equation $\nabla^2 \Phi = 0$ in a time-dependent domain with the motion of free surface determined by BCs (1) and (2), which form a closed set of equation. An efficient way to solve these equation is through the time-dependent conformal mapping $z(w, t) = x(u, v; t) + iy(x, y; t)$ of a fixed domain (lower complex half-plane $\mathbb{C}^-$) of the auxiliary variable $w = u + iv$, $u, v \in \mathbb{R}$ into a time-dependent fluid domain in the physical complex plane $z = x + iy$. Because of assumed $\Lambda$-periodicity in $x$, we restrict to one spatial period (along $u$) in $w$-plane as well, see Figure 1. This choice is motivated by possibility to efficiently apply numerically Hilbert transform (see below) using spectral methods.

The idea of using such type of time-dependent conformal transformation was exploited by several authors including Refs. 15, 49–54. We follow Ref. 52 to recast Equations (1) and (2) into the equivalent form for $x(u, 0; t)$, $y(u, 0; t)$, and $\Psi(u, 0; t)$ (here and below we abuse the notation and use the same symbol $\Psi$ for function of both $(x, y, t)$ and $(u, v, t)$) at the real line $w = u$ of the complex plane $w$ as follows:

$$y_t = (y_u \hat{H} - x_u) \left[ \frac{\hat{H} \Psi_u}{|z_u|^2} \right], \quad \Psi_t = \Psi_u \hat{H} \left[ \frac{\hat{H} \Psi_u}{|z_u|^2} \right] + \frac{\hat{H} \Psi_u}{|z_u|^2} - gy, \quad x = u - \hat{H} y.$$  

(3)

Here subscripts denote partial derivatives and $\hat{H} f(u) = \frac{1}{\pi} \text{p.v.} \int_{-\infty}^{\infty} f(u') du'$ is the Hilbert transform with p.v. meaning a Cauchy principal value of the integral. The Hilbert transform in Fourier
FIGURE 1 Half-strip in $w$ plane ($u, v \in [-\pi, \pi] \times (-\infty, 0]$) is mapped into the area in $(x, y)$ plane under the free-surface $\eta(x, t)$. The line $v = 0$ is mapped into the fluid surface.

The space is given by $(\hat{H} f(u))_k = i \text{sign}(k) f_k$, with $f_k$ being the harmonics of Fourier series specified for $\Lambda$-periodic function $f(u) = f(u + \Lambda)$ as follows:

$$f_k = \frac{1}{\Lambda} \int_{-\Lambda/2}^{\Lambda/2} f(u) \exp\left(-i\frac{k\pi}{\Lambda}\right) du, \quad f(u) = \sum_{k=-\infty}^{\infty} f_k \exp\left(i\frac{k\pi}{\Lambda}\right),$$

(4)

where $\text{sign}(k) = -1, 0, 1$ for $k < 0, k = 0$ and $k > 0$, respectively.

More compact but equivalent form of Equations (3) was found in Ref. 55 as follows:

$$\frac{\partial R}{\partial t} = i(U R_u - R U_u),$$

(5)

$$U = \hat{P}^- (R V + R V), B = \hat{P}^- (|V|^2),$$

(6)

$$\frac{\partial V}{\partial t} = i[U V_u - R B_u] + g(R - 1),$$

(7)

and is often called “Tanveer–Dyachenko equations.” Here the new unknowns

$$R \equiv \frac{1}{z_u} \text{ and } V \equiv \frac{i(\Psi + i\hat{H}\Psi)u}{z_u},$$

(8)

were introduced by S. Tanveer in Ref. 15 for the periodic BC and later independently obtained by A. I. Dyachenko in Ref. 55 for the decaying BCs so we refer to these variables as “Tanveer-Dyachenko variables.” Also $\hat{P}^- \equiv \frac{1}{2}(1 + i\hat{H})$ is the projector operator of any function $f(u)$ defined by the Fourier series (4) into the space of functions analytic in lower half plane $w \in \mathbb{C}^-$, which is given by $\hat{P}^-(f(u)) = f_0/2 + \sum_{k=-\infty}^{-1} f_k \exp\left(i\frac{k\pi}{\Lambda}\right)$. Here and below $\bar{f}$ means a complex conjugate of $f$. Equations (5)–(7) are convenient to consider below in a problem of stability of the Stokes waves.

2.2 Linearization and eigenvalue problem

Stokes wave is a time-independent solution of Equations (5)–(7) in the moving frame with the speed $c$ such that both $R$ and $V$ are functions of $u - ct$ only. To study stability of Stokes waves, we first consider a small perturbation of general solutions $R, V$ of Equations (6) and (7) in the
following form: $R \rightarrow R + \delta R, V \rightarrow V + \delta V$. Equations in $\eta, \psi$ and $R, V$ variables are both equivalent to potential Euler equations, so they have to describe the same physics in the system. Growth rates and the appearance of the unstable modes come from physics of the system so one has to expect these two processes to coincide in these two descriptions. We confirmed it in our simulations, thus below we focus on $R$ and $V$ variables only. A linearization of Equations (5)–(7) with respect to perturbations $\delta R$ and $\delta V$ gives that

$$\frac{\partial \delta R}{\partial t} = i(\delta UR_u + U\delta R_u - \delta RU_u - R\delta U_u),$$

(9)

$$\delta U = \hat{P}^{-}(\delta R\bar{V} + R\delta V + \bar{R}\delta V), \quad \delta B = \hat{P}^{-}(\delta V\bar{V} + V\delta V),$$

(10)

$$\frac{\partial \delta V}{\partial t} = i[\delta UV_u + U\delta V_u - \delta RB_u - R\delta B_u] + g\delta R.$$  

(11)

Now we add a restriction that both $R$ and $V$ in Equations (9)–(11) correspond to Stokes wave. Assuming an exponential time dependence of perturbation around Stokes wave, we represent these perturbations as follows:

$$\delta R(u - ct, t) = e^{\lambda t} \delta R_1(u - ct) + e^{\bar{\lambda} t} \delta R_2(u - ct),$$

$$\delta V(u - ct, t) = e^{\lambda t} \delta V_1(u - ct) + e^{\bar{\lambda} t} \delta V_2(u - ct),$$

(12)

where subscripts 1 and its complex conjugate 2 are used to distinguish different functions of $u$. $\text{Re}(\lambda)$ is the growth rate of perturbation. Then

$$\delta \tilde{R}(u - ct, t) = e^{\lambda t} \delta \tilde{R}_1(u - ct) + e^{\bar{\lambda} t} \delta \tilde{R}_2(u - ct),$$

$$\delta \tilde{V}(u - ct, t) = e^{\lambda t} \delta \tilde{V}_1(u - ct) + e^{\bar{\lambda} t} \delta \tilde{V}_2(u - ct).$$

(13)

A dynamics of general perturbations can be represented as superposition of solutions with different $\lambda$. Thus, our goal is to find possible values of $\lambda$.

Substituting (12) and (13) into (9)–(11) and collecting terms $\propto e^{\lambda t}$ we obtain that

$$\lambda \delta R_1 = c(\delta R_1)_{u} + i[\delta U_1 R_u + U(\delta R_1)_{u} - \delta R_1 U_u - R(\delta U_1)_{u}],$$

$$\lambda \delta R_2 = c(\delta R_2)_{u} - i[\delta U_2 R_u + U(\delta R_2)_{u} - \delta R_2 U_u - R(\delta U_2)_{u}],$$

(14)

$$\lambda \delta V_1 = c(\delta V_1)_{u} + i[\delta U_1 V_u + U(\delta V_1)_{u} - \delta R_1 B_u - R(\delta B_1)_{u}] + g\delta R_1,$$

$$\lambda \delta V_2 = c(\delta V_2)_{u} - i[\delta U_2 V_u + U(\delta V_2)_{u} - \delta R_2 B_u - R(\delta B_2)_{u}] + g\delta R_2,$$

where

$$\delta U_1 = \hat{P}^{-}(\delta R_1 \bar{V} + R\delta V + \bar{R}\delta V_1),$$

$$\delta U_2 = \hat{P}^{+}(\delta \tilde{R}_2 V + \tilde{R}\delta V_1 + \delta R_1 \bar{V} + R\delta \tilde{V}_2),$$

$$\delta B_1 = \hat{P}^{-}(\delta V_1 \bar{V} + V\delta V),$$

$$\delta B_2 = \hat{P}^{+}(\delta \tilde{V}_2 V + \tilde{V}\delta V_1).$$

(15)
Here \( \hat{P}^+(f(u)) \equiv \frac{1}{2}(1 - i\hat{H})f \) is the projector onto the class of functions analytic in the upper half-plane \( \mathbb{C}^+ \) of \( u \).

Equations (14) together with the periodicity of \( \delta R_1, \delta \bar{R}_2, \delta V_1, \delta \bar{V}_2 \) in \( u \) form the eigenvalue problem for the eigenvector

\[
(\delta R_1, \delta \bar{R}_2, \delta V_1, \delta \bar{V}_2)^T,
\]

where \( T \) means transposition. Without loss of generality we assume the spatial period \( 2\pi \).

### 2.3 Numerical solution of the eigenvalue problem

For \( R \) and \( V \) in Equations (14), we use high precision Stokes waves available in Ref. 56. Eigenvalue problem given by Equations (14) were solved by application of shift-invert method in combination with Arnoldi algorithm for largest magnitude eigenvalues, specifically ARPACK-NG (available in Ref. 57) realization was used. We briefly describe that algorithm below.

We represent each of \( \delta R_1, \delta \bar{R}_2, \delta V_1, \delta \bar{V}_2 \) by a truncated Fourier series of \( N \) Fourier harmonics (an efficiency of usage of Fourier harmonics space for harmonics stability analysis of water waves was demonstrated in Ref. 58). Then Equations (14) can be written in a matrix form as follows:

\[
\hat{A}x = \lambda x,
\]

where \( \hat{A} \) is a \( 4 \times 4 \) block operator matrix. It can be reduced to a matrix of coefficients \( A \) by acting on the natural basis \( (e_i)_j = \delta_{i,j} \) in wavenumbers space with where \( \delta_{i,j} \) being the Kroneker delta, \( \delta_{i,j} = 1 \) for \( i = j \) and \( \delta_{i,j} = 0 \) for \( i \neq j \).

Arnoldi algorithm is the most efficient, when it tries to locate few eigenvalues of largest magnitude. Let us suppose that we have a guess of an eigenvalue \( \sigma \). Then we can consider the modified eigenvalue problem:

\[
(A - \sigma I)^{-1}x = \nu x,
\]

eigenvalues of which \( \nu_j \) are related to the eigenvalues of original problem \( \lambda_j \) by a simple formula:

\[
\nu_j = \frac{1}{\lambda_j - \sigma}.
\]

It is clear, that if our guess \( \sigma \) is close enough to the eigenvalue \( \lambda_j \) we are looking for, the magnitude of the \( \nu_j \) eigenvalue will be the largest one. In practice, it was enough to take \( \sigma = 0.1 \) and to request to find 16 largest magnitude eigenvalues of the modified problem (18) to find all purely real value \( \lambda_j \)'s corresponding to unstable eigenmodes. Instead of computation of \( (A - \sigma I)^{-1} \) with multiplication on \( x \), it is more efficient to perform once \( LU \)-factorization of \( A - \sigma I \) and then solve a linear system \( (A - \sigma I)v = x \) to find \( v = (A - \sigma I)^{-1}x \). To decrease memory requirements, we use our knowledge of analytic structure of parts of (16). Specifically, in Fourier space, all functions without complex conjugation signs have to be analytic in the lower half plane, meaning that we can neglect harmonics with positive \( k \) (pay attention, that \( k = 0 \) harmonic has to be kept!), while for functions with bars it is enough to keep only harmonics with positive \( k \) (these functions are analytic in the upper half of a complex plane). Such an approach allows to decrease the memory...
requirements for storage of $A$ by a factor of 4. Additionally, we also considered iterative methods for solving of $(A - \sigma I)v = x$ using one of the standard algorithms for nonsymmetric matrices, as application of $\hat{A}$ operator can be performed using $O(N \log N)$-operations, where $N$ is the number of harmonics. In particular, we used GMRES, as there are no extra symmetries (matrix $(A - \sigma I)$ is not positive definite or even semidefinite). Observed convergence of GMRES was relatively slow due to relatively low number of Arnoldi vectors, which could fit into available memory, so we already work on a more efficient formulation, allowing to use simpler and faster iterative methods, which is beyond the scope of this paper.

Another approach, which accelerated our computations dramatically, is auxiliary conformal mapping, effectively introducing a nonhomogeneous grid, which was originally introduced in Ref. 20. Specifically, we employ additional conformal mapping given by the formula:

$$u(q) = 2\tan L \tan \frac{q}{2}, \quad \text{and} \quad q_u = \frac{1}{L} \left( \cos^2 \frac{q}{2} + L^2 \sin^2 \frac{q}{2} \right)$$

(20)

that allows to reduce the number of Fourier modes for resolving eigenfunctions of the linearization problem from $N$ to $\sim \sqrt{N}$ and allows to find eigenvalues in the vicinity of the third extremum of the Stokes wave.

The eigenvalue problem formulated in the $q$-plane is closely related to Equations (14) and is given by:

$$\lambda u_q \delta R_1 = c(\delta R_1)_q + i[\delta U_1 R_q + U(\delta R_1)_q - \delta R_1 U_q - R(\delta U_1)_q],$$

$$\lambda u_q \delta \tilde{R}_2 = c(\delta \tilde{R}_2)_q - i[\delta \tilde{U}_2 \tilde{R}_q + \tilde{U}(\delta \tilde{R}_2)_q - \delta \tilde{R}_2 \tilde{U}_q - \tilde{R}(\delta \tilde{U}_2)_q],$$

(21)

$$\lambda u_q \delta V_1 = c(\delta V_1)_q + i[\delta U_1 V_q + U(\delta V_1)_q - \delta R_1 B_q - R(\delta B_1)_q] + g u_q \delta R_1,$$

$$\lambda u_q \delta \tilde{V}_2 = c(\delta \tilde{V}_2)_q - i[\delta \tilde{U}_2 \tilde{V}_q + \tilde{U}(\delta \tilde{V}_2)_q - \delta \tilde{R}_2 \tilde{B}_q - \tilde{R}(\delta \tilde{B}_2)_q] + g u_q \delta \tilde{R}_2,$$

Calculation with the same level of accuracy on the homogeneous grid would would require, for example, $N \sim 10^9$ harmonics instead of $N = 45000$.

During the computations, spurious eigenvalues were observed close to the origin of the complex plane with both real and imaginary parts of the order of $10^{-8}$ and smaller. One could detect them by changing the number of used harmonics, as they were slightly changing in position, while the physically relevant eigenvalues (both real and imaginary ones) were practically stationary. Also, computations of eigenvalues with different resolutions and methods allowed us to determine how many digits of precision after decimal point we could trust (usually at least 6).

We were able to compute eigenvalues for matrices of the size up to $90000 \times 90000$ (corresponding to resolution of $N = 45000$ harmonics for the original Stokes’ wave), which for complex double precision numbers corresponds to $\sim 120$ GiB. Computations in such a case were taking more than 24 h on a relatively modern 24-core computational workstation and used practically all available 128 GiB of RAM. The memory usage could be substantially decreased by application of iterative methods for solution of (18) instead of formation of the full matrix, as it is described above.

3 | MAIN RESULTS

For the Stokes wave, it is traditional to introduce a wave steepness $s$ as a ratio $s = H/\Lambda$ of crest-to-trough height $H$ and the wavelength $\Lambda$. It is well known that integral quantities associated
with the Stokes wave oscillate as a function of wave steepness $s$ (see Figure 2 for values calculated directly from high accuracy Stokes waves). Following the asymptotic theory of Refs. 61 and 62, we may identify the extrema of the Hamiltonian,

$$E = \frac{1}{2} \int \psi \dot{\psi} \, du + \frac{g}{2} \int y^2 x_{tt} \, du,$$

as Stokes waves approach the wave of the greatest height.

This theory provides formulae for Stokes wave speed, and total energy, $E$, in the vicinity of limiting wave:

$$c^2(\varepsilon) = \frac{g}{k} \left[ 1.1931 - 1.18\varepsilon^3 \cos \left( 2.143 \ln \varepsilon + 2.22 \right) \right],$$

$$E(\varepsilon) = \frac{g}{k} \left[ 0.07286 - 0.383\varepsilon^3 \cos \left( 2.143 \ln \varepsilon + 1.59 \right) \right],$$

where $\varepsilon^2 = \frac{kq^2}{2g}$ provides a distinct parameterization of the Stokes wave family. Here $k = 2\pi/\Lambda$ and $q$ is the magnitude of velocity of a fluid particle located at the crest of the wave measured in the reference frame moving with the speed $c$. Local extrema of Hamiltonian can be obtained from formula (24) as

$$\frac{\partial E}{\partial \varepsilon} = 0, \quad \text{when} \quad \tan \left( 2.143 \ln \varepsilon + 1.59 \right) = 1.4.$$

In Table 1, we show the comparison of the results obtained from Longuet–Higgins asymptotic theory and the results of numerical simulations of the fully nonlinear equations for the Stokes wave. In the first column, we show the locations for extrema of the Hamiltonian at which unstable eigenmodes occur as estimated from Longuet–Higgins formula (24), and the second column are
the locations of extrema of Hamiltonian obtained from our direct computations. The third and the fourth columns show the corresponding values of Hamiltonian at these extrema.

Positions of extrema in our computations were obtained using polynomial interpolation of the Hamiltonian values for available Stokes waves in the vicinity of extrema. One could to suppose that Hamiltonian is an infinitely differentiable function of steepness, so the order of the interpolating polynomial could be increased until an error in extremum position starts to saturate. We considered polynomials of the second, fourth, sixth, and eighth degree. It was clear that increase of the order of interpolating polynomial further than the sixth one is unnecessary. The worst resulting absolute error was close to $10^{-7}$, so we rounded all the values in Table 1 to nine digits. The accuracy can be increased by using higher precision computations of the Hamiltonian as the waves are known with an accuracy way higher than double precision, which we used, but we considered it to be beyond the scope of this work.

It was shown in Refs. 42, 63 that as we increase steepness of the Stokes wave, after some threshold, there appears the first unstable eigenmode. It was investigated in detail in the papers mentioned before. Also it was demonstrated that with further increase of steepness the second unstable mode appears. The values of steepness, which are thresholds for new unstable modes appearance, correspond to the local extrema of the Hamiltonian of the Stokes wave. We were able to investigate in details the first three unstable modes.

It is convenient to consider square of the eigenvalues corresponding to unstable modes as a function of steepness. Before the threshold eigenvalues are purely imaginary and above the threshold they are purely real. So we can define the threshold as a point where square of the eigenvalue goes through zero. Corresponding functions for the first two unstable modes are represented in Figure 3.

We used a least square fit to a linear function:

$$f_n(s) \sim (s - s_n)$$

in the vicinity of appearance of every eigenmode. As a result of this procedure we were able to find thresholds for the appearance of the first unstable mode $s_1 = 0.136603552635709$ and the second mode $s_2 = 0.140796170578837$. These numbers correspond to the values obtained from direct Stokes waves calculations (see Table 1 up to seven and six digits, respectively [close to accuracy of the obtained eigenvalues]). For the third unstable eigenmode, the fitting procedure gave $s_3 = 0.141049633798808$, seven digits of which coincide with the result of direct computations in Table 1. The plot of squared eigenvalues is given in the left panel of Figure 4.
FIGURE 3  (Left) The square of the first real eigenvalue $\lambda^2(s)$ is crossing the instability threshold at $s_1 = 0.1366035$ when Hamiltonian goes through the first local extremum. The eigenvalues computed in the present work (red circles), the numerical data of the work (blue squares) all fit well with the same line (green line). (Right) The square of the second real eigenvalue $\lambda^2(s)$ crosses the instability threshold at $s_2 = 0.140796$.

FIGURE 4  (Left) The square of the third real eigenvalue is crossing the instability threshold at $s_3 = 1.410496$ at the third local extremum of the Hamiltonian. Circles are numerical solutions of eigenvalue problem, and solid line is a numerical fit. (Right) A motion of eigenvalues near the origin just after the second extremum of the Hamiltonian, shows that there are two kinds of eigenvalues, the ones that are sensitive to small changes in $s$ (red, yellow, and green), and the less sensitive ones (cyan). It is evident that more eigenvalues are moving to the origin to collide and produce more unstable eigenmodes.

3.1 Dependence of eigenvalues on the steepness and appearance of new branches of instability

In the right panel of Figure 4 one can observe that eigenvalues continuously move in the complex plane as steepness grows. We find that some eigenvalues are more sensitive than others to small changes of steepness of the underlying Stokes wave. The less sensitive eigenvalues are marked with cyan pentagons, they are located at the origin and on the imaginary axis.

The green, yellow, and red circles correspond to the sensitive eigenvalues that are observed as complex conjugated pairs. These eigenvalues continuously move toward the origin as the steepness of the underlying Stokes wave grows. The first pair collides at the origin when the steepness of the underlying Stokes wave reaches the first maximum of the Hamiltonian, the second pair
all eigenvalues corresponding to unstable eigenmodes collapse close to a single universal curve as a function of normalized steepness \((s_{\text{max}} - s) / (s_{\text{max}} - s_n)\), where \(n = 1, 2, 3\) is the number of the unstable eigenmode and \(s_{\text{max}}\) corresponds to the steepness of the limiting Stokes wave. (Right panel) Plot in loglog scale of eigenvalues and power law \(\lambda_n^2 \sim 1 / (s_{\text{max}} - s)\) in the vicinity of the limiting wave for all \(n\).

The linear dispersion relation of the gravity wave in the frame moving with velocity \(c\) is given by \(\omega_k = \pm ck \pm \sqrt{gk}\). It provides a good estimate to the eigenvalues for linearization about small amplitude Stokes waves, but we find that finite amplitude Stokes waves always have small deviations from the linear dispersion relation due to the nonlinear frequency shift.\(^{65}\) The discrepancy between the linear dispersion and less sensitive eigenvalues obtained numerically become more evident as the steepness of the Stokes waves, hence nonlinearity of the system, grows.

### 3.2 Universal dependence of branches of instability

It is striking to note, that all computed eigenvalues for all eigenmodes \((n = 1, 2, 3)\) collapse close to one curve (see Figure 5, left panel). Here we used the normalized variable \((s_{\text{max}} - s) / (s_{\text{max}} - s_n)\) on horizontal axis where \(n = 1, 2, 3\) is the number of the unstable eigenmode and \(s_{\text{max}}\) corresponds to the steepness of the limiting Stokes wave (e.g., see Ref. 18).

The curve is fitted by the nonlinear least squares algorithm to the function \((b_0 + b_1 x + b_2 x^2 + b_3 x^3) \log(x)\) with \(b_0 = -0.140023, b_1 = 0.0366936, b_2 = -0.0129251,\) and \(b_3 = 0.00125835\). In the right panel of the Figure 5, we see that the eigenvalues can be well approximated by the power law \(\lambda_n^2 \propto 1 / (s_{\text{max}} - s)\) in the vicinity of the limiting Stokes wave for all \(n\).

## 4 DISCUSSION AND CONCLUSIONS

We compute the first three unstable eigenmodes of linearized equations about Stokes waves with the same spatial period as in Stokes wave (superharmonic instability). It is shown that these unstable modes emerge at the threshold values of steepness, which correspond to the extrema of Hamiltonian. This fact supports and extends observations in Ref. 63. The results of numerical
computations suggest that eigenvalues corresponding to unstable eigenmodes appear due to a collision of a pair of purely imaginary eigenvalues at the origin in the complex plane when steepness reaches the threshold values.

Our conjecture based on the results in the Figure 5 is that all eigenvalues corresponding to unstable eigenmodes above and below the thresholds of instability lie close to a single curve if we plot them as a function of normalized steepness \((s_{\text{max}} - s)/(s_{\text{max}} - s_n)\). In addition, our simulations suggest power law for \(\lambda_n^2 \sim 1/(s_{\text{max}} - s)\) in the vicinity of the limiting wave for unstable eigenmodes \(n = 1, 2, 3\). Further analytical work is needed to explain these observations.

Investigation of the stability properties can give one an insight into the evolution of the Stokes wave. In practice trains of Stokes waves in a turbulent ocean are always accompanied by other small waves, which can be considered as perturbation of the solution. If we can represent such a perturbation as a combination of unstable eigenmodes, the initial stage of the dynamics of the perturbation will be determined by growth rates of the unstable eigenmodes.

The approach to investigation of instabilities of solutions similar to Stokes waves on infinite depth developed in this paper can be applied to study stability of Stokes waves with constant vorticity\(^{31,66}\) or Stokes waves on finite depth, capillary waves as well as to other similar problems. We plan to extend the stability analysis of the present paper to waves on a linear shear current formulated in conformal variables such as see, for example, Ref. \(^{67}\).
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