1. Introduction

The superconformal index (the index) of a four-dimensional superconformal field theory is the partition function of the theory on $S^1 \times S^3$ with supersymmetric boundary conditions. Equivalently, the index is the generating function of the number of operators weighted by their fermion number, so that the contributions from the long multiplets cancel out [1, 2]:

$$I(t, y) = \text{Tr} \left( -1 \right)^F t^{2(E+j_2)} y^{2j_1},$$

where $E$ is the operator dimension, $F$ is the fermion number, and $(j_1, j_2)$ are the spins of the operator.

The index is a robust quantity independent of the exact marginal deformations of the theory, and is securely calculable in terms of elliptic beta integrals [3] if one knows the ultraviolet Lagrangian description which flows to the superconformal theory in the infrared, assuming that the superconformal R-symmetry in the infrared can be identified in the ultraviolet [4]. This allows us to perform checks of various Seiberg dualities, by calculating the indices using different ultraviolet realizations of the same infrared theory and showing that they agree. This program has been successfully carried out for theories with single gauge groups [5–8]. Attempts have also been made
to read off information such as ’t Hooft anomaly coefficients from the index [9, 10].

A large class of superconformal field theories is realized as the low-energy limit of the theory on multiple D3-branes put on the tip of a Calabi-Yau cone in type IIB string theory. Equivalently, these theories can be described as the holographic duals of type IIB string theory on the product of AdS\(_5\) and a Sasaki-Einstein 5-manifold [11]. Prototypical examples involving orbifolds of \(S^5\) and \(T^{1,1}\) were studied intensively in the last century. The 2004 discovery of a completely new class of Sasaki-Einstein manifolds [12, 13] reinvigorated the subject. The corresponding quiver gauge theories were found [14] and led to the discovery of the field theory duals of all toric Sasaki-Einstein manifolds [15]. The algebraic a-maximization procedure for determining the superconformal R-symmetry on the gauge theory side was then mapped to the geometric process of volume minimization on Sasaki manifolds [16].

During these developments, the usefulness of the index to the holographic study of the superconformal theories was not well-appreciated. Consequently, the superconformal index was only calculated for the orbifolds of \(S^5\) and \(T^{1,1}\) [17, 18]. In [19], the first significant step was made to study the superconformal index of the ‘new’ Sasaki-Einstein geometries. The authors of [19] described how to extract the single-trace index

\[
\mathcal{I}_{\text{s.t.}}(t, y) = \text{Tr}_{\text{single trace ops.}} (-1)^F t^{2(E+j)} y^{2j},
\]

from the quiver description of the gauge theory, and observed that the single-trace index has a rather remarkable factorization. They also compared the gauge theory result to the index calculated from the gravity description, but the results from gravity were available only for the \(S^5\) and \(T^{1,1}\) manifolds, based on the classic Kaluza-Klein analysis in [20] and [21, 22].

The first aim of this paper is to explain how to translate the single-trace index of the gauge theory into a geometric quantity of the Calabi-Yau cone \(X\) over the smooth base \(Y\):

\[
ds^2_X = (d\rho)^2 + \rho^2 \ds^2_Y
\]

\(^1\text{We do not count the identity operator } 1 \text{ as a single-trace operator.}\)
where $\rho > 0$ is the radial coordinate. We find that the single-trace index is independent of $y$ and essentially given by

$$1 + \mathcal{I}_{s.t.}(t) = \sum_{0 \leq p - q \leq 2} (-1)^{p-q} \operatorname{Tr} t^{2D} \left| H^q(X, \wedge^p \Omega_X') \right|. \tag{1.4}$$

Here, $X$ is the Calabi-Yau cone, $D$ is the dilatation vector field of the cone, and $\Omega_X'$ is the part of the holomorphic cotangent bundle $\Omega_X$ perpendicular to $D$. We write $\operatorname{Tr} A \mid V$ for the trace of an operator $A$ acting on a vector space $V$. By an abuse of notation we, the $D$ in $t^{2D}$ represents the eigenvalue of the Lie derivative along the dilation vector field $D$ acting on the differential forms. The group $H^q(X, V)$ is the space of harmonic sections of $V \otimes \Omega_X^{(0,q)}$, or equivalently the $q$-th sheaf cohomology valued in a vector bundle $V$.

Also, due to various vanishing theorems, the sum is effectively only over $(p,q) = (0,0), (1,0), (2,0)$ and $(1,1)$.

We will check that the gauge theory index is given by (1.4) by directly computing (1.4) and comparing it against the gauge theory formula found in [19] for general toric Calabi-Yau cones and for cones over del Pezzo surfaces. We will also see that the index of the quiver gauge theory was already introduced under a different name in 2006 in a mathematics paper [23]. There, the index was calculated with the same technique yielding the same result as in [19]. However, the index was called the Euler characteristic of the cyclic homology of Ginzburg’s dg algebra associated to the quiver. Mathematical machinery then allows us (under certain assumptions) to re-express the Euler characteristic as the expression (1.4) in general.

Our second aim is to compare the gauge theory result with the index calculated from the gravity description. For this purpose, we perform the Kaluza-Klein expansion on general Sasaki-Einstein 5-manifolds to identify the shortened multiplets contributing the index. We find that the index on the gravity side is given by

$$\sum_{0 \leq p - q \leq 2} (-1)^{p-q} \operatorname{Tr} t^{2\xi} \left| H^{p,q}_{\partial_B}(Y) \right|. \tag{1.5}$$

where $Y$ is the Sasaki-Einstein base, $\xi = J (r \partial_r)$ is the Reeb vector, and $H^{p,q}_{\partial_B}(Y)$ are the Kohn-Rossi cohomology groups of $Y$ under the tangential Cauchy-Riemann differential $\partial_B$, defined as follows. Let $\xi = ID$ be the Reeb

\footnote{Note that we do not include the tip $\rho = 0$ in the cone $X$ in this paper. This distinction is mathematically relevant, since the cohomology groups on $X$ and on $X \cup \{\text{tip}\}$ can be different.}
vector, where $\mathcal{I}$ is the complex structure of $X$. Let $\eta$ be the corresponding one-form on $Y$. The complexified cotangent bundle of $Y$ can then be decomposed as

$$(1.6) \quad \Omega_Y = \mathbb{C}\eta \oplus \Omega_Y^{(1,0)} \oplus \Omega_Y^{(0,1)}$$

where $\Omega_Y^{(1,0)}$ is the holomorphic part under the restriction of $\mathcal{I}$ on $Y$. We form the bundle $\Omega_Y^{(p,q)} = \wedge^p \Omega_Y^{(1,0)} \otimes \wedge^q \Omega_Y^{(0,1)}$. Then $\bar{\partial}_B$ is the projection of the exterior derivative $d$ which sends a section of $\Omega_Y^{(p,q)}$ to a section of $\Omega_Y^{(p,q+1)}$. The Kohn-Rossi cohomology $H^{p,q}(Y)$ is the cohomology of this complex.

The expressions (1.4) and (1.5) agree, because an element in $H_{\bar{\partial}_B}^{p,q}(Y)$ is always given by restricting an element in $H^q(X, \wedge^p \Omega_X')$ to $Y$, thus showing that the index calculated from the gauge theory side and the index calculated from the gravity side coincide.

**Organization.** The rest of the paper is organized as follows. We first give an overview of our results in Section 2. Then in Section 3 we compute the the index of the gauge theory. In Section 4 we study the index by performing the Kaluza-Klein expansion of supergravity modes on a Sasaki-Einstein manifold. Finally in Section 5 we conclude with a discussion of future directions for research. We have two appendices. In Appendix A we give details of the supergravity calculations. In Appendix B we relate the cyclic homology of Ginzburg’s dg algebra to the cohomology groups $H^q(X, \wedge^p \Omega_X')$. In this paper, we assume the Sasaki-Einstein manifold $Y$ is smooth, and the corresponding quiver does not have loops starting and ending at the same node.

**2. Overview of the results**

We first present a summary of our findings. We follow the conventions of [19]. The superconformal index is defined as

$$(2.1) \quad \mathcal{I}(t, y, \mu_a) = \text{Tr} \left( (-1)^F t^{2(E+j_2)} y^{2j_1} \prod_i \mu_a^F \right)$$

where the trace is over the Hilbert space of the theory on $S^3$, or equivalently over the space of operators. Here, $j_{1,2}$ are the left and the right spin, $E$ is the scaling dimension, and $F_a$ are charges under the flavor symmetries; $t$, $y$ and $\mu_a$ are exponentiated chemical potentials, and $F$ is the fermion number.
Consider a Calabi-Yau cone $X$ over a Sasaki-Einstein 5-manifold $Y$. Place $N$ D3-branes at the tip of $X$. The low-energy limit of the world-volume theory is a quiver gauge theory consisting of a gauge group $G_v = SU(k_v N)$ for each vertex $v$, a chiral field $\Phi_e$ for each edge $e$ which is fundamental under $G_{h(e)}$ and anti-fundamental under $G_{t(e)}$, and a suitable superpotential $W$. Here $h(e)$ and $t(e)$ stand for the vertices that are the head and the tail of an edge $e$. See Fig. 1 for the quiver for $Y = S^5 / \mathbb{Z}_3$ and for the circle bundle over $dP_5$.

We are interested in the index $I_{s.t.}$ of the single trace operators,

$$ I_{s.t.}(t, y, \mu_a) = \text{Tr}_{\text{single trace op.}} (-1)^F t^{2(E+j_2)} y^{2j_1} \prod_i \mu_a^{F_a} $$

which is related to the full superconformal index in the large $N$ limit by

$$ I(t, y, \mu_a) \sim \text{PE}[I_{s.t.}(t, y, \mu_a)]. $$

Here $\text{PE}$ is the plethystic exponential defined by

$$ f(t) = \sum_{n \geq 1} a_n t^n \mapsto \text{PE}[f(t)] = \prod_{n \geq 1} \frac{1}{(1 - t^n)^{a_n}}. $$

Figure 1: The quiver for $Y = S^5 / \mathbb{Z}_3$ (left) and for the circle bundle over $dP_5$ (right).
The plethystic exponential formalizes the relation between multi-trace and single-trace operators. The full index can be computed by identifying operators contributing the index. This can be done by identifying the components in a multiplet which give non-zero contributions to the index [19]. The result is summarized in Table 1, where \( r \) stands for the IR R-charge of the lowest component \( \phi \) of a chiral multiplet.

### 2.1. Operators associated to holomorphic functions

A fundamental property of the gauge theories we are considering is that the single trace scalar chiral operators consisting solely of the chiral bifundamental fields correspond to the holomorphic functions \( f \) on the Calabi-Yau cone \( X \). Let us denote by \( O_f \) a string of chiral bifundamentals such that \( \text{tr} O_f \) corresponds to \( f \). This operator contributes \( t^{3r} \) to the single-trace index, where \( r \) is the R-charge of \( f \).

For each non-constant \( f \), we find six short single-trace operators in the theory, consisting of

\[
(2.6) \quad \text{tr} O_f, \quad \text{tr} W_\alpha O_f, \quad \text{tr} W_\alpha W^\alpha O_f
\]

and

\[
(2.7) \quad \text{tr} \bar{W}_\dot{\alpha} O_f, \quad \text{tr} \bar{W}_\dot{\alpha} W_\alpha O_f, \quad \text{tr} \bar{W}_\dot{\alpha} W_\alpha W^\alpha O_f.
\]

Here, appropriate insertions of \( e^V \) are implied to make the operators gauge invariant, and \( W_\alpha \) and \( \bar{W}_\dot{\alpha} \) are field-strength superfields of a gauge group involved in the string of operators \( O_f \). When \( O_f \) consists of \( k \) bifundamentals, there are \( k \) choices of field strengths superfields \( W_\alpha \) to insert in the trace, but they all give rise to the same element in the chiral ring due to the chiral ring relation \( W^{(h(e))}_\alpha \Phi_e \sim \Phi_e W^{(t(e))}_\alpha \), and similarly for the other four
operators. In total, the three operators (2.6) and their spacetime derivatives contribute
\[(2.8)\]
\[t^{3r} \left( \frac{1}{(1-t^3y)(1-t^3y^{-1})} - \frac{t^3}{(1-t^3y)(1-t^3y^{-1})} + \frac{t^3y}{(1-t^3y)(1-t^3y^{-1})} \right) = t^{3r}\]
and similarly the three operators (2.12) contribute
\[(2.9)\]
\[t^{3(r+2)} \left( \frac{1}{(1-t^3y)(1-t^3y^{-1})} - \frac{t^{3(r+2)}}{(1-t^3y)(1-t^3y^{-1})} + \frac{t^{3(r+2)}y}{(1-t^3y)(1-t^3y^{-1})} \right) = t^{3(r+2)}\]
to the single-trace superconformal index, where \(r\) is the R-charge of the holomorphic function \(f\). Note that the dependence on \(y\) disappeared, due to the cancellation of the contributions of the bosonic spacetime derivatives and the fermionic insertions of \(W_\alpha\).³

### 2.2. Operators associated to holomorphic vector fields

There are also short multiplets of the form
\[(2.10)\]
\[\sum_e c_e \text{tr} \Phi_e O_e\]
where \(O_e\) are strings of chiral bifundamentals, such that the operator (2.10) is gauge invariant; again the appropriate insertions of \(e^V\) is to be understood.

The operator (2.10) determines an operation
\[(2.11)\]
\[\mathcal{L}_v : \text{tr} O_f \mapsto \text{tr} O_g = \sum_e c_e \text{tr} [O_e \frac{\partial}{\partial \Phi_e}] O_f\]
Here, \(O_e \partial/\partial \Phi_e O_f\) stands for the operation where we remove a \(\Phi_e\) from a string of operators \(O_f\), and insert \(O_e\) in its place. As an operation from \(f\) to \(g\), both holomorphic functions on \(X\), this is a derivation by a holomorphic vector field \(v\) on \(X\), so let us denote the operator (2.10) by \(O_v\).

³This mechanism has a similar flavor of the roles \(W_\alpha\) played in the gauge-theory analysis [24] of the Dijkgraaf-Vafa matrix model [25]. The authors do not understand the precise relationship between two mechanisms.
We again find three short operators for each holomorphic vector field \( v \), given by

\[
\text{tr} \, \mathcal{O}_v, \quad \text{tr} \, W_\alpha \mathcal{O}_v, \quad \text{tr} \, W_\alpha W^\alpha \mathcal{O}_v.
\]

Together, their contribution to the single-trace index is

\[
-t^3(r+2)
\]

where \( r \) is the R-charge of the vector field \( v \). Again, we have the cancellation between the insertion of \( W_\alpha \) and the spacetime derivatives.

### 2.3. Total single-trace superconformal index

So far we identified three contributions to the index, (2.8), (2.9), and (2.13). The contributions in (2.8) are associated to holomorphic functions on the cone \( X \). In mathematical terms, the holomorphic functions are elements of \( H^0(X, \mathcal{O}_X) \). The contributions in (2.13) are again associated to holomorphic functions on the cone \( X \), but with the R-charge shifted by 2. This shift can be accounted for by multiplying the function by the holomorphic (3,0)-form on the Calabi-Yau cone, which has the R-charge 2. As \( X \) is a Calabi-Yau cone, the holomorphic tangent bundle \( T_X \) decomposes into \( T_X = T'_X \oplus CD \) where \( D \) is the holomorphic part of the dilatation on the cone. The cotangent bundle is decomposed accordingly; we denote by \( \Omega' \) the part of \( \Omega \) perpendicular to \( D \). Then the operators in (2.9) are naturally associated to elements in \( H^0(X, \wedge^2 \Omega'_X) \).

Finally, the operators in (2.13) are associated with holomorphic vector fields not involving \( D \), i.e. the elements of \( H^0(X, T'_X) \). For such a holomorphic vector \( v \) of R-charge \( r \), \( v \llangle \Omega \) is an element of \( H^0(X, \Omega'_X) \), of R-charge \( r + 2 \), which naturally accounts for the shift by 2 in the exponent in (2.13).

As we will see later during our more detailed analysis of the gauge and gravity theories, there is also a contribution from \( H^1(X, T'_X) \). This contribution vanishes when \( X \) is a toric Calabi-Yau manifold, but is non-zero for non-toric del Pezzo cones. If \( X \) is compact, a standard result is that its complex structure deformations are elements of \( H^1(X, T_X) \approx H^{1,2}(X) \). The lowest R-charge component of \( H^1(X, T'_X) \) indeed gives the complex structure deformations of the del Pezzo base, and induces the deformation of \( X \) itself.
Combining the contributions above, we find that the single-trace index \( \mathcal{I}_{s.t.} \) is given by

\[
1 + \mathcal{I}_{s.t.}(t, \mu_a) = \sum_{0 \leq p-q \leq 2} (-1)^{p-q} \Tr t^3 \left( \prod_{i} \mu_a^{F_a} \right) \left| H^q(X, \wedge^p \Omega'_X) \right|.
\]

Here \( \mathcal{O}_X = \wedge^0 \Omega'_X \) is the structure sheaf corresponding to the trivial bundle, and we have reinstated the chemical potentials for the mesonic flavor symmetries. We also used the fact that \( H^p(X, \mathcal{O}_X) = 0 \) for \( p > 0 \) for a Calabi-Yau cone \( X \).

To compare with the supergravity analysis, it is more convenient to phrase the result in terms of the Sasaki-Einstein manifold \( Y \), which is the base of the cone \( X \). On \( Y \), the appropriate notion of the ‘holomorphy’ is given by the so-called tangential Cauchy-Riemann operator \( \bar{\partial}_B \), and the corresponding Kohn-Rossi cohomologies, as explained in the introduction and will be described in more detailed later. We then have

\[
1 + \mathcal{I}_{s.t.} = \sum_{0 \leq p-q \leq 2} \Tr t^3 \mu_a^{F_a} \left| H^p,q_{\bar{\partial}_B}(Y) \right|.
\]

When \( Y \) is a regular Sasaki-Einstein manifold, there is a circle fibration \( \pi : Y \to S \) over a Kähler-Einstein base \( S \). The single-trace index in this case can then be phrased purely in terms of the geometry of \( S \), which is

\[
1 + \mathcal{I}_{s.t.} = \sum_n t^{2n} \sum_{0 \leq p-q \leq 2} (-1)^{p-q} \Tr \mu_a^{F_a} \left| H^q(S, (-K_S)^{\otimes n} \otimes \Omega^{(p,0)}_S) \right|.
\]

This follows immediately from (2.14), because the a section of the bundle \( \Omega'_X \) on \( X \) with R-charge \( 2n/3 \) comes from a section \( \Omega_S \otimes (-K_S)^{\otimes n} \) on \( S \).

In Section 3, we will see how the study of the gauge theory leads to the expression (2.14), and in Section 4, we will see how the Kaluza-Klein expansion on the Sasaki-Einstein manifold give rise to the sum (2.15).

### 2.4. Further simplification of the index

Our formulae (2.14), (2.15), (2.16) for the single-trace index phrased in terms of the geometry of the Calabi-Yau cone \( X \), the Sasaki-Einstein manifold \( Y \), or the Kähler-Einstein base \( S \) if available, are already quite aesthetically pleasing, but can in fact be further simplified. We now show how this simplification arises.
2.4.1. Toric Calabi-Yaus. Let us consider a toric Calabi-Yau cone $X$. In this case, there is one superconformal R-symmetry and two mesonic flavor symmetries. We will take a new basis of these symmetries such that the exponentiated chemical potentials are given by $x_1, x_2, x_3$ with $t^6 = x_1 x_2 x_3$. Then each holomorphic function $f$ has integer charges $q = (q_1, q_2, q_3)$ under the three isometries, and contributes $x^q = x_1^{q_1} x_2^{q_2} x_3^{q_3}$ to the index. It is well known that the charges form a cone $M \subset \mathbb{Z}^3$ and

$$\text{Tr} \ x^q \ | \ H^0(X, \mathcal{O}_X) = \sum_{q \in M} x^q. \quad (2.17)$$

We easily have

$$\text{Tr} \ x^q \ | \ H^0(X, \wedge^2 \Omega'_X) = \sum_{q \in M} x^{q+(1,1,1)}. \quad (2.18)$$

The groups $H^{\geq 1}(X, \Omega_X)$ vanish. The elements of $H^0(X, \Omega'_X)$ are found using

$$\text{Tr} \ x^q \ | \ H^0(X, \Omega'_X) = \sum_{q \in M} n_q x^q, \quad (2.19)$$

where

$$n_q = \begin{cases} 
0 & \text{if } q \text{ is on a 1-dimensional edge of } M, \\
1 & \text{if } q \text{ is on a 2-dimensional face of } M, \\
2 & \text{if } q \text{ is on the bulk of } M. 
\end{cases} \quad (2.20)$$

These theorems are standard in toric geometry and are nicely explained in [26], see in particular Proposition 8.2.18 of [26] and Theorem 4.3 in [27]. Then it is clear that

$$1 + I_{s.t.} = \text{Tr} \ x^q | H^0(X, \mathcal{O}_X) - \text{Tr} \ x^q | H^0(X, \Omega'_X) + \text{Tr} \ x^q | H^0(X, \wedge^2 \Omega'_X)$$

$$= 1 + \sum_{\text{q on an edge of } M} x^q = 1 + \sum_i \frac{x^{q(i)}}{1 - x^{q(i)}}, \quad (2.21)$$

where $q(i) = (q(i),1, q(i),2, q(i),3)$ is the lattice point on the $i$-th edge closest to the origin. This explains the observation of [19] that the single-trace index is just a sum of contributions from the extremal chiral operators identified in [28].
2.4.2. Cones over del Pezzo surfaces. Next, let us suppose that our Calabi-Yau cone $X$ is a complex cone over the del Pezzo surface $dP_k$ of degree $9 - k$, which is obtained by blowing up $k$ points on $\mathbb{C}P^2$. We assume $4 \leq k \leq 9$, so that the cone is non-toric. Our expression in Equation (2.16) can be succinctly written as

\[
\mathcal{I}_{s.t.} = \chi(S, V),
\]

where $V$ is the virtual vector bundle

\[
V = \sum_{n \geq 1} t^{2n} (-K_S)^{\otimes n} \otimes \mathcal{E}, \quad \mathcal{E} = \bigoplus (-1)^k \wedge^k \Omega_S,
\]

and $\chi(S, V)$ is the holomorphic Euler characteristic

\[
\chi(S, V) = \sum_q (-1)^q \dim H^q(S, V).
\]

We have

\[
\text{ch}(\mathcal{E}) = \text{ch}(\bigoplus (-1)^k \wedge^k \Omega_S) = (-1)^{\dim S_{\text{ctop}}},
\]

where $c_{\text{ctop}}$ is the top-degree Chern class of $S$. We then use the Hirzebruch-Riemann-Roch theorem to compute

\[
\chi(S, (-K_S)^{\otimes n} \otimes \mathcal{E}) = \int_S e^{\text{nci}} \text{ch}(\mathcal{E}) \text{Todd}(S) = \int_S c_{\text{ctop}}(S) = k + 3,
\]

which is independent of $n$. It then follows that the single-particle index equals

\[
\mathcal{I}_{s.t.} = (k + 3) \sum_{n \geq 1} t^{3n} = (k + 3) \frac{t^3}{1 - t^3}.
\]

Therefore, the single trace superconformal index behaves as if there are $k + 3$ ‘edges’ as in (2.22), each with the sequence of R-charges $2, 4, 6, \ldots$. Note that we have this simple result because we sum over $q$ in (2.25). In particular, $H^1(S, \Omega_S \otimes (-K_S)) \simeq H^1(S, T_S)$ is $2k - 8$ dimensional, corresponding to the complex structure deformations of $S$. 
3. Gauge theory

3.1. Review of the large $N$ evaluation of the index

Let us briefly review the computation of the index of a superconformal field theory with a weakly-coupled UV Lagrangian description [5, 19]. For simplicity, we set the exponentiated chemical potentials of flavor symmetries to be 1, unless otherwise noted. They can be easily reinstated. We assume that the quiver does not contain loops starting and ending at the same node.

For a quiver gauge theory with chiral multiplets labeled by edges $e \in E$ and gauge fields represented by vertices $v \in V$ we can define the single-letter index

\[ i(t, y; U_v) = \sum_{e \in E} i_{\chi(r)}(t, y; U_{h(e)}, U_{t(e)}) + \sum_{v \in V} i_V(t, y; U_v) \]

as the sum over all the fundamental fields ("letters") contributing to the trace. Here $U_v$ is the exponentiated chemical potential for the gauge group $SU(k_v N)$ associated to the vertex $v$. These letters must satisfy

\[ E - 2j_2 - \frac{3}{2}r = 0. \]

The single-letter index of a chiral multiplet with R-charge $r$ is

\[ i_{\chi(r)}(t, y; U) = i_{\phi(r)}(t, y; U) + i_{\bar{\psi}(r)}(t, y; U), \]

where

\[ i_{\phi(r)}(t, y; U) = \frac{t^r \chi_R(U)}{(1 - t^3 y)(1 - t^3 y^{-1})}, \]

\[ i_{\bar{\psi}(r)}(t, y; U) = -\frac{t^{3(2-r)} \chi_{\bar{\Pi}}(U)}{(1 - t^3 y)(1 - t^3 y^{-1})}. \]

Similarly the single-letter index of a vector multiplet is

\[ i_V(t, y; U) = \frac{2t^6 - t^3(y + \frac{1}{y})}{(1 - t^3 y)(1 - t^3 y^{-1})} \chi_{\text{adj}}(U). \]

These formulas can be reproduced using the table of contributing letters, see Table 1.

Now, the index of the gauge theory is obtained by first taking the plethystic exponential (2.5) of the single letter index (3.1) to enumerate arbitrary
words constructed from the single letters, and then projecting to the gauge-invariant operators by integrating over $U$:

\[(3.6) \quad \mathcal{I}(t, y) = \int \prod_v [dU_v] \text{PE}[i(t, y; U_v)].\]

In the large $N$ limit the matrix integral is evaluated using the saddle-point method \cite{2, 19}. The result is that the superconformal index for $\text{SU}(N)$ gauge group is

\[(3.7) \quad \mathcal{I}(x) = \prod_k \frac{e^{-\frac{1}{k} \text{Tr}(i(x^k))}}{\det(1 - i(x^k))}.\]

Here, $i(x) \equiv i(t, y)$ is a matrix of size $n_v \times n_v$, where $n_v$ is the number of vertices of the quiver, and is given by

\[(3.8) \quad i(t, y) = \sum_v i_V(t, y) E_{v,v} + \sum_e i_{\phi(r)}(t, y) E_{h(e),t(e)} + \sum_e i_{\bar{\psi}(r)}(t, y) E_{t(h(e))},\]

where $E_{v,w}$ is a matrix such that the $(v, w)$ entry is 1 and all other entries are zero. For example, for the quiver in the left hand side of Fig. 1, we have

\[(3.9) \quad i(t, y) = \begin{pmatrix} i_V(t, y) & 3i_{\phi(2/3)}(t, y) & 3i_{\bar{\psi}(2/3)}(t, y) \\ 3i_{\bar{\psi}(2/3)}(t, y) & i_V(t, y) & 3i_{\phi(2/3)}(t, y) \\ 3i_{\phi(2/3)}(t, y) & 3i_{\bar{\psi}(2/3)}(t, y) & i_V(t, y) \end{pmatrix}.\]

Finally, the single-trace superconformal index can be extracted from the multi-trace index using the plethystic logarithm

\[(3.10) \quad \mathcal{I}_{s.t.} = \sum_{n=1}^{\infty} \frac{\mu(n)}{n} \log \mathcal{I}(x^n) = - \sum_{n=1}^{\infty} \frac{\varphi(n)}{n} \log[\det(1 - i(x^n))] - \text{Tr} i(x).\]

### 3.2. Further manipulation

We see that the main quantity entering the expression for the large-$N$ superconformal index is the determinant $\det(1 - i(t, y))$. Since $i_V$ is on the diagonal, we can use

\[(3.11) \quad 1 - i_V(t, y) = 1 - \frac{2t^6 - t^3(y + \frac{1}{y})}{(1 - t^3y)(1 - t^3y^{-1})} = \frac{1 - t^6}{(1 - t^3y)(1 - t^3y^{-1})}.\]
By clearing common denominators, we find that

\[
1 - i(t, y) = \frac{\chi(t)}{(1 - t^3 y)(1 - t^3 y^{-1})},
\]

where \(\chi(t)\) is independent of \(y\) and is given by

\[
\chi(t) = 1 - M_Q(t) + t^6 M_Q^T(t^{-1}) - t^6.
\]

Here 1 is the identity matrix and \(M_Q(t)\) is the weighted adjacency matrix

\[
M_Q(t) = \sum_e t^{3R(e)} E_{h(e), t(e)},
\]

where \(R(e)\) is the r-charge of the edge \(e\). For example, for the quiver in the left hand side of Fig. 1, we have

\[
M_Q(t) = \begin{pmatrix}
0 & 3t^2 & 0 \\
0 & 0 & 3t^2 \\
3t^2 & 0 & 0
\end{pmatrix}.
\]

If there are no adjoint chiral fields then (3.10) becomes

\[
\mathcal{I}_{s.t.}(t, y) = -\sum_{n=1}^{\infty} \frac{\varphi(n)}{n} \log[\det(\chi(t^n))]
\]

due to the cancellation from the denominator of (3.12) and the subtraction of the trace in (3.10). Note that this expression is now independent of \(y\). If the geometry has a gauge theory description with adjoint chiral fields, such as \(\mathbb{C}^3\) or non-isolated singularities, we can easily account for their contribution to the trace, but our expressions become \(y\)-dependent.

Let us now reinstate the chemical potentials \(\mu_a\) of flavor symmetries. Suppose furthermore that the determinant of \(\chi(t, \mu_a)\) factorizes

\[
\text{det}(\chi(t, \mu_a)) = \prod_{i=1}^{n_v} (1 - t^{r_i} \prod_a \mu_a^{f_{i,a}}).
\]

Then the plethystic logarithm (3.16) can be easily evaluated, and gives

\[
\mathcal{I}_{s.t.}(t, \mu_a) = \sum_i \frac{t^{r_i} \prod_a \mu_a^{f_{i,a}}}{1 - t^{r_i} \prod_a \mu_a^{f_{i,a}}},
\]

For example, for the quiver for \(dP_{k \geq 4}\) given in \([29, 30]\) and shown in Fig. 1 for \(k = 5\), we find \(\text{det}(\chi(t)) = (1 - t^3)^{k+3}\) via explicit calculations,
and obtain the single-trace index

\[ I_{s.t.}(t) = (k + 3) \frac{t^3}{1 - t^3}, \]

which agrees with the index obtained geometrically in (2.28).

### 3.3. Factorization for toric Calabi-Yaus

In the last step of the calculation in the previous subsection, we assumed the determinant of the matrix \( \chi(t) \) factorizes. We now prove that the determinant of \( \chi(t) \) factorizes for a toric Calabi-Yau cone. As in Section 2.4.1, we re-introduce three \( U(1) \) charges so that the exponentiated chemical potentials satisfy \( t^2 = x_1 x_2 x_3 \), and denote \((x_1, x_2, x_3)\) collectively as \( x \). Now, recall that the Hilbert series

\[ h(x) \equiv \text{Tr} x^q |H^0(X) = \sum_{q \in M} x^q \]

of the Calabi-Yau \( X \) equals the \((i, i)\) component of the inverse of \( \chi(x) \).

\[ \chi(x)^{-1} = \frac{C(x)}{\det \chi(x)} \]

for a suitable choice of the vertex \( i \) [23, 31, 32]. Here \( C(x) \) is the cofactor matrix of \( \chi(x) \), and is polynomial in \( bx \). Now, it is proven in Theorem 4.6.11 of [33] that the Hilbert series has the expression as an irreducible fraction

\[ h(x) = \frac{P(x)}{D(x)} \quad \text{where} \quad D(x) = \prod_{q \in CF(M)} (1 - x^q), \]

where \( CF(M) \) is the set of lattice points in \( M \) that are not positive-integral linear combinations of other lattice points in \( M \). Comparing (3.21) and (3.22), we find that \( D(x) \) divides \( \det(\chi(x)) \).

We now show that the polynomials \( D \) and \( \det \chi \) have the same degree so they must in fact be equal. As \( \chi(x) \) has degree 2 in \( t \), the determinant has degree \( 2n_v \). It is known that the number of the gauge groups \( n_v \) is equal to the twice of the area of the toric diagram. Suppose the toric diagram has vertices \( v_1, v_2, \ldots, v_k \), all on a plane defined by \( w \), such that \( \langle w, v_i \rangle = 1 \) for all \( i \). This condition ensures that we have a toric Calabi-Yau cone of dimension 3. For simplicity we further assume that the vertices are cyclically ordered and that there are no interior lattice points on the segment connecting two cyclically
adjacent vertices $v_i$ and $v_{i+1}$. This condition ensures the smoothness of the geometry away from the tip of the cone.

The charges of the holomorphic functions are integral lattice points $x$ defined by the conditions $\langle v_i, x \rangle \geq 0$ for all $i$. So, the edges of the cone of charges are given by the condition $\langle v_i, z \rangle = \langle v_{i+1}, x \rangle = 0$. One such $x$ is given by $q_i = v_i \times v_{i+1}$, where $\times$ is the cross product. The requirement that there are no integral points on the segment between $v_i$ and $v_{i+1}$ is equivalent to the fact that this $x$ is the closest lattice point on this edge. This $q_i$ clearly belongs to $\text{CF}(M)$. Its degree of $t$ is then $(2/3)\langle w, (v_i \times v_{i+1}) \rangle$. Therefore, the sum of the degrees of $t$ of $x^{q_i}$ is

\[
\frac{2}{3} \sum_i \langle w, (v_i \times v_{i+1}) \rangle,
\]

which is four times the area of the toric diagram and equals $2n_v$. This means that the $q_i$ exhausts $\text{CF}(M)$, and $D(x) = \det(\chi(x))$.

### 3.4. Superconformal index and Ginzburg’s DG algebra

So far, we saw that one reason for the simplification of the index is the cancellation between the contribution from the insertions of $W_\alpha$ and the insertions of the spacetime derivatives, in the case of quiver gauge theories. Once this is taken into account\(^4\), the superconformal index gets contributions from the letters $\phi, \bar{\psi}_2$ from the chiral multiplet in the bifundamental, and $\bar{f}_{22}$ in the vector multiplet, as listed in Table 2. Among them, the supersymmetry transformation $\delta$ used to define the superconformal index acts as

\[
\delta \phi_e = 0,
\]
\[
\delta \bar{\psi}_{e,2} = \partial W(\phi_e)/\partial \phi_e,
\]
\[
\delta \bar{f}_{v,22} = \sum_{h(e)=v} \phi_e \bar{\psi}_{e,2} - \sum_{t(e)=v} \bar{\psi}_{e,2} \phi_e.
\]

\(^4\)The cancellation works except for the single-trace operators without any letter from chiral multiplets, e.g. the would-be triple of operators $\text{tr} \bar{W}_\alpha, \text{tr} \bar{W}_\alpha W_\alpha, \text{tr} \bar{W}_\alpha W^\alpha W_\alpha$. Among these three, the first one is zero because we consider SU gauge groups, thus spoiling the cancellation of $y$-dependent terms. This can introduce a difference between the superconformal index and the Euler characteristic of the cyclic homology of a term of the form $at^6$ for an integer $a$. We use $\hat{=} \text{in } (3.27)$ and (3.28) to signify this possible discrepancy. Explicit calculation suggests that it is always just $t^6$. Assuming this, the formula (3.32) holds literally.
We can then assign charges $F = 0$, $F = 1$ and $F = 2$ to $\phi$, $\bar{\psi}_2$, and $\bar{f}_{22}$ respectively. The charge is twice the spin $j_2$ and the transformation $\delta$ decreases this charge by one. Calculating the single-trace superconformal index then reduces to evaluating

$$I_{s.t.}(t) = \text{Tr}(-1)^F t^{3R} |(\text{cyclic gauge invariants made of } \phi_e, \bar{\psi}_{e,2} \text{ and } \bar{f}_{v,22}).$$

Remarkably, Ginzburg introduced exactly the same fields $\phi_e$, $\bar{\psi}_{e,2}$ and $\bar{f}_{v,22}$ and the differential $\delta$ for a quiver $Q$ with a superpotential $W$ in 2006 in [23]. There, the fields are denoted by $x_e$, $x^*_e$ and $t_v$. Let us consider a modified quiver $\hat{Q}$, whose edges consist of all the edges of $Q$, together with a reverse edge $\tilde{e}$ for each $e$ and a loop edge $\tilde{v}$ at each vertex $v$. Associate variables $X_E$ for each edge $E$ of $\hat{Q}$ so that $X_e = x_e$, $X_{\tilde{e}} = x^*_e$ and $X_{\tilde{v}} = t_v$. Ginzburg’s differential-graded (DG) algebra $\mathfrak{D}$ is then generated by non-commutative elements $X_E$ with the relation $X_E X_{E'} = 0$ unless $t(E) = h(E')$, with the action of the derivation $\delta$ given by (3.24), (3.25) and (3.26). Note that any basis monomial in $\mathfrak{D}$ is given by choosing a (possibly open) path on $\hat{Q}$, and multiplying $X_E$ for edges on the path.

Let $[\mathfrak{D}, \mathfrak{D}]$ be a $\mathbb{C}$-linear space spanned by the commutators of two elements in $\mathfrak{D}$. Then, it is easy to see that the basis of $\mathfrak{D}_{\text{cyc}} = \mathfrak{D}/(\mathbb{C} + [\mathfrak{D}, \mathfrak{D}])$ corresponds to the set of closed path of $\hat{Q}$, or equivalently, the single-trace operators formed from $\phi_e$, $\bar{\psi}_{e,2}$ and $\bar{f}_{v,22}$. We would like to consider the single-trace operators, up to the pairing given by the supersymmetry transformation $\delta$. This corresponds to taking the homology $H_*(\mathfrak{D}_{\text{cyc}}, \delta)$ with respect to the action of $\delta$ on $\mathfrak{D}_{\text{cyc}}$. This homology is known as the reduced cyclic homology of the algebra $\mathfrak{D}$, and is usually denoted by $HC_*(\mathfrak{D})$.

---

5 The relevance of the cyclic homology to the quiver gauge theory was first pointed out and developed in e.g. [34–37].
Therefore, the single-trace index (3.27) is now
\[
I_{s.t.}(t) = \text{Tr}(-1)^F t^{3R} |\mathcal{D}_{\text{cyc}} = \sum_i (-1)^i \text{Tr} t^{3R} |H^0 \mathcal{C}^i(\mathcal{D}).
\]

So far, we have only formally rewritten the single-trace index and have not gained any new insight. The single-trace index was already evaluating in [39, 55] and simplified to the form (3.16), using essentially the same method independently rediscovered in [19]. The advantage of reformulating the gauge theory index in terms of cyclic homology is that the cyclic homology groups can be directly related to the supergravity index. As will be explained in more detail in the Appendix B, we have
\[
\mathbb{C} \oplus H\mathcal{C}^0(\mathcal{D}) = \mathcal{H}^0(\wedge^0 \Omega'_X) \oplus \mathcal{H}^1(\wedge^1 \Omega'_X) \oplus \mathcal{H}^2(\wedge^2 \Omega'_X),
\]
\[
\mathcal{H}^1(\mathcal{D}) = \mathcal{H}^0(\wedge^1 \Omega'_X) \oplus \mathcal{H}^1(\wedge^2 \Omega'_X),
\]
\[
\mathbb{C} \oplus \mathcal{H}^2(\mathcal{D}) = \mathcal{H}^0(\wedge^2 \Omega'_X),
\]
assuming a few mathematical results which are explained in the appendix. We conclude that the single-trace index is
\[
1 + I_{s.t.}(t) = \sum_{0 \leq p-q \leq 2} (-1)^{p-q} \text{Tr} t^{3R} |H^q(\wedge^p \Omega'_X).\]

4. Supergravity

In this section, we perform the Kaluza-Klein expansion of type IIB supergravity on $\text{AdS}_5 \times S^5$ and identify the structure of the superconformal multiplets. This analysis was originally done for $S^5$ in [20] and for $T^{1,1}$ in [21, 22]. In those papers, the fact that these manifolds are homogeneous is used to its full extent in order to determine the complete spectrum of the Kaluza-Klein fields. On a general Sasaki-Einstein manifold, the determination of the complete spectrum is too much to be desired, but as we will see below, we can still identify the structure of all the superconformal multiplets. In this paper, we will only consider the bosonic components of the multiplets.

4.1. Expansion on general Einstein manifolds

First, let us recall the well-known relation between the mass eigenvalues of the Kaluza-Klein modes and the Laplacian eigenvalues of the internal

\footnote{Also see a recent review [40].}
Table 3: Masses of the bosonic modes on AdS$_5$ in terms of the Laplacian eigenvalues of the internal wavefunctions. $\Delta_0$, $\Delta_1$, and $\Delta_L$ are the eigenvalues of the Laplacian on scalars, one-forms, and traceless symmetric modes respectively. $Q$ is the eigenvalue of $i \star d$. The indices $\mu, \nu, \ldots$ are for AdS$_5$, and $a, b, \ldots$ are for the internal manifold. We set $R_{ab} = 4g_{ab}$ for simplicity. Other symbols are explained in the main text.

wavefunctions on an Einstein 5-manifold, see Table 3, taken from [21, 22] and Section 3.6 of [41]; we take the standard normalization $R_{ab} = 4g_{ab}$. In the table, the names of the AdS$_5$ modes follow those used in [20–22]. Here $\Delta_0$, $\Delta_1$, and $\Delta_L$ are the eigenvalues of the Laplacian on scalars, one-forms, and traceless symmetric modes respectively. $Q$ is the eigenvalue of $i \star d$. The 10d fields are the metric $g_{MN}$, the axiodilaton $i e^\phi + C$, the combined two-form $C_{MN} = B_{MN}^{NSNS} + \imath C_{MN}^{RR}$, and the potential $C_{MNR}^{RS}$ of the self-dual five-form. Note that the axiodilaton and the combined two-form are complex fields. Therefore, for a scalar eigenfunction $f$ on $Y$, the AdS$_5$ scalars $\pi(f)$ and $\pi(f^*)$ are complex conjugates of each other, but $B(f)$ and $B(f^*) = [B^*(f)]^*$ are independent fields, etc. Note also that the on-shell components of a massive two-form field $B_{\mu \nu}$ on 5d spacetime split into two little group multiplets, with spins $(1, 0)$ and $(0, 1)$. We denote them $B_{\alpha \beta}$ and $B_{\dot{\alpha} \dot{\beta}}$.

---

$^7$We use $\imath$ for the unit imaginary number and $\star$ for the Hodge star.
4.2. Expansion on Sasaki-Einstein manifolds

We now restrict our attention to Sasaki-Einstein manifolds. Then, the bosonic modes listed in Table 3 should be organized into supermultiplets. To analyze these structures, we first need to recall the geometry of the Sasaki-Einstein manifolds.

Let $X$ be the Calabi-Yau cone, and take the Sasaki-Einstein manifold $Y$ to be the locus $\rho = 1$, where $\rho$ is the radial distance from the tip of the cone. Using the complex structure $I$ on $X$, we can construct a Killing vector $\xi = I (\rho \partial_\rho)$ on $Y$ called the Reeb vector. The rescaled Reeb vector $(2/3)\xi$ is the generator of the R-charge. Let $\eta$ be the one-form obtained by contracting $\xi$ with the metric. Define the two-form $J$ via

$$d\eta = 2J,$$

this two-form $J$ is the restriction of the Kähler form on the cone $X$ to the base $Y$. Similarly, there is a covariantly-constant $(3,0)$-form $\Omega_{CY}$ on $X$. From this, we can define a $(2,0)$-form $\Omega$ on $Y$, satisfying

$$d\Omega = 3i\eta \wedge \Omega, \quad d\bar{\Omega} = -3i\eta \wedge \bar{\Omega}.$$

We can restrict the complex structure $I$ of the cone $X$ to the sub-bundle of $TY$ perpendicular to $\eta$; we still denote it by $I$. This determines the so-called CR structure on the Sasaki-Einstein manifold. Using this, we can split the complexified tangent bundle locally as

$$T_Y = \mathbb{C}\xi \oplus T^{(1,0)}Y \oplus T^{(0,1)}Y$$

where $T^{(1,0)}Y$ is the eigenspace on which $I$ acts by $i$, and $T^{(0,1)}$ is its conjugate. The one-forms split accordingly,

$$\Omega_Y = \mathbb{C}\eta \oplus \Omega^{(1,0)}Y \oplus \Omega^{(0,1)}Y$$

and therefore we can split the exterior derivative as

$$d = \eta \wedge \mathcal{L}_\xi + \partial_B + \bar{\partial}_B.$$

The operator $\bar{\partial}_B$ is called the tangential Cauchy-Riemann operator. It satisfies

$$\bar{\partial}_B^2 = \partial_B^2 = 0, \quad \bar{\partial}_B \partial_B + \partial_B \bar{\partial}_B = -2J \wedge \mathcal{L}_\xi.$$
For a holomorphic vector bundle $V$ (in the tangential Cauchy-Riemann sense), we can then consider the sections of the bundle

\[(4.7) \quad V \otimes \oplus_q \Omega^{(0,q)} Y\]

on which $\bar{\partial}_B$ naturally acts. The cohomology of this complex is called the Kohn-Rossi cohomology of $V$, and is denoted by $H^q_{\bar{\partial}_B}(Y, V)$. For $V = \Omega^{(p,0)} Y$, this is abbreviated as $H^{p,q}_{\bar{\partial}_B}(Y)$. For details, see e.g. [42, 43].

Recall that we split the holomorphic tangent bundle of $X$ as $T_C X = T' X \oplus \mathbb{C} D$, where $D$ is the holomorphic part of the dilatation vector field on the cone. Similarly, we defined $\Omega'_X$ to be the subspace of $\Omega X$ perpendicular to $D$. The restrictions of the bundles $T'_X$ and $\Omega'_X$ to the base $Y$ are $T^{(1,0)} Y$ and $\Omega^{(1,0)} Y$ respectively, as defined above. Therefore, there is a natural map $H^q(X, \wedge_p \Omega'_X) \to H^{p,q}(Y)$ given by the restriction. Conversely, for an element $\omega \in H^{(p,q)}(Y)$ of R-charge $r$, we can define an element $\rho^{3r/2} \omega \in H^q(X, \wedge_p \Omega'_X)$; note that our $X$ does not contain the tip, so we can multiply by $\rho^{3r/2}$ without problem. Thus we have an isomorphism between these two linear spaces.

After these preparations, we will now discuss the scalar, vector, antisymmetric and the symmetric traceless modes in turn. We will find that most of the modes can be constructed from the scalar eigenfunctions. We only state the results in this section; the details for the scalar, vector, and two-form modes are given in Appendix A. We have not completed the analysis of the symmetric traceless modes. Similar analysis for four-dimensional Kähler-Einstein spaces was performed by Pope [44].

**4.2.1. Scalar eigenfunctions.** The scalar Laplacian $\Delta_0$ and the R-charge operator $(2/3) \mathcal{L}_\xi$ commute with each other, so we can choose simultaneous scalar eigenfunctions $f$. We abuse the notation and denote the eigenvalue of the scalar Laplacian $\Delta_0$ by $\Delta_0$. We normalize the $r$-charge of $f$ by $(2/3) \mathcal{L}_\xi f = rf$ where $r$ is a real number. Obviously, $f^*$ has the same eigenvalue, $\Delta_0$, but has the eigenvalue $-r$ under $(2/3) \mathcal{L}_\xi$. It turns out to be useful to introduce a positive number $E_0$ satisfying $\Delta_0 = E_0(E_0 + 4)$. Then there is an eigenvalue bound

\[(4.8) \quad E_0 \geq \frac{3}{2} r,\]

which is saturated if and only if $\bar{\partial}_B f = 0$. This happens if and only if $f$ is a restriction of a holomorphic function on the Calabi-Yau cone $X$ to the Sasaki-Einstein base $Y$. See Appendix A.2.1 for details.
4.2.2. Vector eigenfunctions. We now analyze the one-form eigenfunctions of the one-form Laplacian. Given a scalar eigenmode \( f \) with the R-charge \( r \), consider the one-form modes

\[
(4.9) \quad f_\eta, \quad \partial B f, \quad \bar{\partial} B f,
\]

and the modes

\[
(4.10) \quad df \Omega = \bar{\partial} B f. \Omega, \quad df \bar{\Omega} = \partial B f. \bar{\Omega}
\]

where the contraction \( x.y \) of a one-form \( x \) and a two-form \( y \) is defined to be \( x_\mu g^{\mu \nu} y_{\nu \rho} \). Out of the three modes in (4.9), one linear combination is a gauge mode, the other two are eigenmodes with eigenvalues

\[
(4.11) \quad \Delta_1 = E_0 (E_0 + 2), \quad (E_0 + 2)(E_0 + 4).
\]

These two modes have R-charge \( r \). We denote the corresponding eigenmodes schematically by \( (f_\eta)^- \) and \( (f_\eta)^+ \) respectively. When \( \bar{\partial} B f = 0 \) we have \( (f_\eta)^- = \partial B f \), and \( (f_\eta)^+ = 0 \). The two modes (4.10) are automatically eigenmodes themselves, with eigenvalues

\[
(4.12) \quad \Delta_1 = (E_0 + 1)(E_0 + 3),
\]

and R-charges \( r \pm 2 \).

A one-form eigenmode \( \nu \) orthogonal to the modes in (4.9) is a co-closed section of \( \Omega^{(1,0)} Y \oplus \Omega^{(0,1)} Y \). If \( \nu \) is furthermore orthogonal to the modes in (4.10), either \( \nu \) is a section of \( \Omega^{(1,0)} Y \) closed under \( \partial B \) or a section of \( \Omega^{(0,1)} Y \) closed under \( \bar{\partial} B \), i.e.

\[
(4.13) \quad \nu \text{ or } \nu^* \in H^0_{\bar{\partial} B} (Y).
\]

But this cohomology group is known to be empty, as \( H^1(\mathcal{O}_X) \) vanishes. We conclude that any vector eigenmode is either in (4.9) or in (4.10).

Note that a holomorphic vector field \( \nu \) can be thought of as a one-form via \( \nu = \nu \lrcorner \Omega \) satisfying \( \partial B \nu = 0 \). From the discussions above, there is a scalar function \( f \) such that \( \nu \) is given either by \( \partial B f \) in (4.9) or \( \bar{\partial} B f. \Omega \) in (4.10). The former is impossible. Therefore, any holomorphic vector field \( \nu \) has the form

\[
(4.14) \quad \nu \lrcorner \Omega = \bar{\partial} B f. \Omega.
\]

Note that this relation allows us to write down explicit scalar eigenfunctions of the Laplacian of \( Y^{p,q} \) and \( L^{a,h,c} \), starting from known holomorphic vector
fields. For the $Y^{p,q}$ and $L^{a,b,c}$ manifolds these explicit scalar eigenfunctions were previously identified in [45, 46]. More details of the calculations in this section can be found in Appendix A.2.2.

4.2.3. Two-form eigenfunctions. Now we construct two-form eigenfunctions in terms of scalar eigenmodes. For two-forms, it is convenient to use the operator $i \star d$, which satisfies $(i \star d)(i \star d) = \Delta_2$. We denote the eigenvalue of $i \star d$ by $Q$. Given a scalar eigenmode $f$ with $\Delta_0 = E_0(E_0 + 4)$ and the R-charge $r$ as before, we first consider modes

\begin{equation}
(4.15) \quad df \wedge \eta, \quad fJ, \quad \partial_B \bar{\partial}_B f.
\end{equation}

One linear combination is a gauge mode, the other two linear combinations give eigenmodes with

\begin{equation}
(4.16) \quad Q = \pm (E_0 + 2),
\end{equation}

and R-charge $r$. We denote these eigenmodes schematically by $(fJ)^\pm$.

Next, consider modes

\begin{equation}
(4.17) \quad f\Omega, \quad \partial_B \bar{\partial}_B f.\Omega, \quad \eta(\bar{\partial}_B f.\Omega), \quad \bar{\partial}_B(\partial_B f.\Omega),
\end{equation}

where $x.y$ for two-forms stand for $x_{\mu[\nu|y_{\rho]}} g^{\mu\rho}$. As shown in the appendix, $\partial_B \bar{\partial}_B f.\Omega$ is linearly dependent on the others. The remaining three modes give two eigenmodes with

\begin{equation}
(4.18) \quad Q = E_0 + 3, \quad -E_0 - 1,
\end{equation}

and R-charge $r + 2$. We denote these eigenmodes by $(f\Omega)^+$ and $(f\Omega)^-$. When $\partial_B f.\Omega$ corresponds to a holomorphic vector field as in (4.14), the eigenmode with the eigenvalue $E_0 + 3$ disappears. When $f$ is holomorphic, both modes disappear.

Similarly, the modes

\begin{equation}
(4.19) \quad f\bar{\Omega}, \quad \partial_B \bar{\partial}_B f.\bar{\Omega}, \quad \eta(\partial_B f.\bar{\Omega}), \quad \bar{\partial}_B(\partial_B f.\bar{\Omega})
\end{equation}

give two eigenmodes

\begin{equation}
(4.20) \quad Q = E_0 + 1, \quad -E_0 - 3
\end{equation}

with the R-charge $r - 2$. We denote the eigenmodes by $(f\bar{\Omega})^+$ and $(f\bar{\Omega})^-$. When $\partial_B f.\bar{\Omega}$ corresponds to an anti-holomorphic vector field as in (4.14),
the eigenmode with the eigenvalue $-E_0 - 3$ disappear. When $f$ is antiholomorphic, both modes disappear.

We see that the modes listed in (4.15), (4.17) and (4.19) include all two-forms of the form

\[(4.21) \begin{array}{c}
\partial_B v, \quad \bar{\partial}_B v, \quad \partial_B v, \Omega, \quad \bar{\partial}_B v, \bar{\Omega},
\end{array}\]

for all one-form modes $v$ together with

\[(4.22) \begin{array}{c}
fJ, \quad f\Omega, \quad f\bar{\Omega},
\end{array}\]

for all scalar modes $f$. Therefore, a two-form $\omega$ orthogonal to all the modes in (4.15), (4.17) and (4.19) is a co-closed section of $\Omega(1,1)_Y$ which is closed either under $\partial_B$ or $\bar{\partial}_B$. Equivalently,

\[(4.23) \quad \omega \text{ or } \omega^* \in H^{1,1}_{\partial_B}(Y)\]

If the first of these possibilities is realized, we have

\[(4.24) \quad Q = \frac{3}{2} r.\]

If we further impose $r = 0$, $\omega$ is in the ordinary second cohomology $H^2(Y)$. Further details of the calculations in this section are given in Appendix A.2.3.

**4.2.4. Symmetric traceless eigenfunctions.** Finally, let us consider the symmetric traceless deformation $\delta g_{\mu\nu}$ of the metric tensor. For each 2-form $\omega$ with $Q = E$ and R-charge $r$, we find\(^9\) three symmetric traceless modes we schematically denote by

\[(4.25) \begin{array}{c}
\omega, \Omega, \quad \omega, J, \quad \omega, \bar{\Omega},
\end{array}\]

They have eigenvalues

\[(4.26) \quad (E + 1)(E - 3) + 8, \quad (E + 2)(E - 2) + 8, \quad (E + 3)(E - 1) + 8\]

\(^8\)These modes were also constructed in Section 3.3 and Appendix A of [47].

\(^9\)Based on the explicit expansions given for $Y = S^5$ in [20] and for $Y = T^{1,1}$ implicitly given in [21, 22] and kindly provided explicitly by Professor Gianguido Dall’Agata to the authors. A general direct analysis is in progress. This structure can also be deduced by demanding that all the bosonic modes fit in the superconformal multiplets correctly, as tabulated in Section 4.3.
Superconformal indices, Sasaki-Einstein manifolds

and the R-charges

\[ r + 2, \quad r, \quad r - 2. \quad \tag{4.27} \]

When \( \omega \) is itself constructed from a scalar \( f \) as in the previous subsection, there are some overlaps in this construction such as \((f\Omega)^+\bar{\Omega} \propto (f\bar{\Omega})^-.\Omega \) and \((f\Omega)^-.\Omega \propto (f\bar{\Omega})^-\Omega \). In the end, we find nine metric modes constructed from \( f \), which are

\[
(f\Omega)^+.\Omega, \quad (fJ)^+.\Omega, \quad (f\bar{\Omega})^-\Omega, \\
(f\Omega)^+.J, \quad (fJ)^+.J, \quad (f\bar{\Omega})^-J, \\
(f\Omega)^+.\bar{\Omega}, \quad (fJ)^+.\bar{\Omega}, \quad (f\bar{\Omega})^-\bar{\Omega}.
\]

whose eigenvalues under the Lichnerowicz Laplacian are given by

\[
E_0(E_0 + 4) + 8, \quad (E_0 - 1)(E_0 + 3) + 8, \quad (E_0 - 2)(E_0 + 2) + 8, \\
(E_0 + 1)(E_0 + 5) + 8, \quad E_0(E_0 + 4) + 8, \quad (E_0 - 1)(E_0 + 3) + 8, \\
(E_0 + 2)(E_0 + 6) + 8, \quad (E_0 + 1)(E_0 + 5) + 8, \quad E_0(E_0 + 4) + 8.
\]

and the R-charges are

\[
r + 4, \quad r + 2, \quad r, \\
r + 2, \quad r, \quad r - 2, \\
r, \quad r - 2, \quad r - 4.
\]

We have not directly checked that there are no other eigenmodes. However, the fact that the modes found so far can be fit into supermultiplets implies that there cannot be any other modes.

4.3. Supermultiplet structures on Sasaki-Einstein manifolds

The mass eigenvalues of various Kaluza-Klein modes are given by feeding the Laplacian eigenvalues obtained in Section 4.2 to the relations given in Table 3. The Kaluza-Klein modes nicely arrange into superconformal multiplets which we now describe. The multiplets containing modes constructed from a scalar eigenmode \( f \) with \( \Delta_0 = E_0(E_0 + 4) \) with the R-charge \( r \) is listed in Tables 4, 5, 6, 7, 8, 9. We call them the “graviton multiplets”, the “gravitino multiplets I, II, III, IV”, and the “vector multiplets I, II, III, IV”
following [21, 22]. The name refers to the top component of the supermultiplet when it is not shortened. For the particular case of $T^{1,1}$, our tables reproduce theirs.\textsuperscript{10}

| mode  | w.f.       | dim    | R |
|-------|------------|--------|---|
| $\diamond\star\bar{*}$ | $H_{\mu\nu}$ | $E_0 + 4$ | $r$ |
| $\diamond\star\bar{*}$ | $\phi_\mu$ | $(f\eta)^-$ | $E_0 + 3$ | $r$ |
| $\star$ | $a_\mu$ | $(\partial_B f)\Omega$ | $E_0 + 4$ | $r + 2$ |
| $\bar{*}$ | $a^*_\mu$ | $(\partial_B f)\Omega$ | $E_0 + 4$ | $r - 2$ |
| $B_\mu$ | $(f\eta)^+$ | $E_0 + 5$ | $r$ |
| $\star$ | $b^+_{\alpha\beta}$ | $(fJ)^+$ | $E_0 + 4$ | $r$ |
| $\bar{*}$ | $b^-_{\bar{\alpha}\bar{\beta}}$ | $(fJ)^-$ | $E_0 + 4$ | $r$ |
| $\phi$ | $(fJ)^+.J$ | $E_0 + 4$ | $r$ |

Table 4: The “graviton multiplet”. When conserved, the lowest component is $\phi_\mu$. The symbols $\diamond$, $\star$ and $\bar{*}$ denote the components which remain when $f$ is a constant, holomorphic, and antiholomorphic, respectively.

The modes constructed from $\omega \in H^{1,1}_{\partial B}(Y)$ with $E_0 = Q = (3/2)r$ are in the multiplets shown in Table 10. Note that the KK modes in these three multiplets are complements of the shortened multiplets in “vector multiplet I” of Table 7, in “gravitino multiplet I” of Table 5 and “vector multiplet IV” of Table 8, and respectively. There are of course three CP conjugate multiplets constructed from $\bar{\omega}$.

For $\omega \in H^2(Y)$, we have the “Betti” multiplets given in Table 11. Formally, they are obtained by setting $r = 0$ to the modes in Table 10, but the outcome is quite different. The mode $B_\mu$ purely comes from the 4-form: $C_{\mu abc} = B_\mu \wedge (\ast \omega)_{abc}$. This is the same mode as $b^-_{\mu\nu}$ with the internal wavefunction $\omega$, appearing in Table 10; recall that a massless two-form potential is electro-magnetically dual to a massless one-form potential in five dimensions. Also, the choice of the two branches of $E$ given by solving $\Delta_0 = E(E + 4)$ needs to be different from those in Table 10.

\textsuperscript{10}Note that the tables in [21, 22] contain typos, as already pointed out in Section 5.2 of [47]. The authors thank Professor Gianguido Dall’Agata for correspondences concerning this point.
Table 5: The “gravitino multiplet I” (top) and its CP conjugate the “gravitino multiplet III”. When long, the lowest component has spin $(1/2, 0)$, with dimension $E_0 + 3/2$ and the R-charge $r + 1$. The symbols $\bullet$ and $\star$ mark the components which remain when $f$ is a holomorphic function and when $(\partial_B f).\Omega$ is a holomorphic vector, respectively. The symbol $\diamond$ is when $f$ is holomorphic and of dimension 1. Then $\phi_\mu$ becomes massless with non-zero R-charge, signifying the enhancement of the supersymmetry.

### 4.4. Short multiplets contributing to the index

After all these labors, we can now enumerate short multiplets contributing to the superconformal index and compare them with the gauge theory. First, for each non-constant holomorphic function $f$, we find (cf. Section 2.1)

- A chiral scalar in the “vector multiplet I” marked by $\bullet$ in Table 7, identifiable with $\text{tr} \mathcal{O}_f$,
- A chiral spinor in the “gravitino multiplet I” marked by $\bullet$ in Table 5, identifiable with $\text{tr} W_\alpha \mathcal{O}_f$,
- Another chiral scalar in the “vector multiplet IV” marked by $\bullet$ in Table 9, identifiable with $\text{tr} W_\alpha W^\alpha \mathcal{O}_f$,
- A semiconserved spinor in the “gravitino multiplet III” marked by $\star$ in Table 5, identifiable with $\text{tr} \bar{W}_\dot{\alpha} \mathcal{O}_f$, 

| mode | w.f. | dim | R |
|------|------|-----|---|
| $\diamond$ $\bullet$ $\star$ | $\phi_\mu$ | $(\partial_B f).\Omega$ | $E_0 + 2$ | $r + 2$ |
| $\bullet$ | $a_\mu$ | $(f^\eta)^-$ | $E_0 + 3$ | $r$ |
| $\diamond$ $\bullet$ $\star$ | $a_{\alpha \beta}$ | $f$ | $E_0 + 2$ | $r$ |
| $\bullet$ | $b_{\alpha \beta}$ | $(f \Omega)^-$ | $E_0 + 3$ | $r + 2$ |
| $\diamond$ $\bullet$ $\star$ | $a_\mu^*$ | $(f^\eta)^-$ | $E_0 + 3$ | $r$ |
| $\bar{\diamond}$ $\bullet$ $\bar{\star}$ | $a_{\dot{\alpha} \dot{\beta}}$ | $f$ | $E_0 + 2$ | $r$ |
| $\bullet$ | $b_{\dot{\alpha} \dot{\beta}}$ | $(f \bar{\Omega})^-$ | $E_0 + 3$ | $r - 2$ |
| $\bar{\bullet}$ | $a$ | $(f J)^+$ | $E_0 + 2$ | $r$ |
| $\phi$ | $(f J)^+.\bar{\Omega}$ | $E_0 + 3$ | $r - 2$ |
Table 6: The “gravitino multiplet II” (top) and its CP conjugate the “gravitino multiplet IV”. The lowest component has spin $(1/2, 0)$, with dimension $E_0 + 9/2$ and the R-charge $r + 1$. The symbols $\ast, \bar{\ast}$ mark the components which remain when $f$ is holomorphic or anti-holomorphic, respectively.

| mode | w.f.  | dim     | R   |
|------|-------|---------|-----|
| $\ast$ | $a_\mu$ | $(f\eta)^+$ | $E_0 + 5$ | $r$ |
|       | $B_\mu$ | $(\bar{\partial}_B f).\Omega$ | $E_0 + 6$ | $r + 2$ |
| $\ast$ | $b_{\alpha\beta}$ | $(f\Omega)^+$ | $E_0 + 5$ | $r + 2$ |
| $\ast$ | $a_{\alpha\beta}$ | $f$ | $E_0 + 6$ | $r$ |
|       | $\phi$ | $(f\Omega)^+.J$ | $E_0 + 5$ | $r + 2$ |
|       | $a$ | $(fJ)^+$ | $E_0 + 6$ | $r$ |
| $\bar{\ast}$ | $a_\mu$ | $(f\eta)^+$ | $E_0 + 5$ | $r$ |
|       | $B_\mu$ | $(\partial_B f).\Omega$ | $E_0 + 6$ | $r - 2$ |
| $\bar{\ast}$ | $b_{\alpha\beta}$ | $(f\Omega)^+$ | $E_0 + 5$ | $r - 2$ |
| $\bar{\ast}$ | $a_{\alpha\beta}$ | $f$ | $E_0 + 6$ | $r$ |
|       | $\phi$ | $(f\Omega)^+.J$ | $E_0 + 5$ | $r - 2$ |
|       | $a$ | $(fJ)^+$ | $E_0 + 6$ | $r$ |

Table 7: The “vector multiplet I”. The symbols $\diamond, \ast, \bar{\ast}, \bar{\ast}, \bar{\ast}$ denote the components which survive when $f$ generates a Killing vector, when $f$ is holomorphic, when $\bar{\partial}_B f.\Omega$ is a holomorphic vector, when $f$ is anti-holomorphic or when $\partial_B f.\Omega$ is an antiholomorphic vector, respectively.

| mode | w.f.  | dim     | R   |
|------|-------|---------|-----|
| $\diamond \ast$ | $\phi_\mu$ | $(f\eta)^-$ | $E_0 + 1$ | $r$ |
| $\diamond \ast \ast \bar{\ast} \bar{\ast}$ | $b$ | $f$ | $E_0$ | $r$ |
| $\ast \ast$ | $a$ | $(f\bar{\Omega})^-$ | $E_0 + 1$ | $r - 2$ |
| $\bar{\ast} \ast$ | $a$ | $(f\Omega)^-$ | $E_0 + 1$ | $r + 2$ |
|       | $\phi$ | $(f\Omega^+).\Omega$ | $E_0 + 2$ | $r$ |

- A semiconserved vector in the “graviton multiplet” marked by $\ast$ in Table 4, identifiable with $\text{tr} \bar{W}_\alpha W_\alpha \mathcal{O}_f$,
- Another semiconserved spinor in the “gravitino multiplet IV” marked by $\ast$ in Table 6, identifiable with $\text{tr} \bar{W}_\alpha W_\alpha W^\alpha \mathcal{O}_f$. 
Table 8: The “vector multiplet II”. This multiplet never shortens.

| mode | w.f. | dim | R |
|-------|------|-----|---|
| $B_\mu$ | $(f\eta)^+$ | $E_0 + 7$ | $r$ |
| $\phi$ | $(f\Omega)^+\bar{\Omega}$ | $E_0 + 6$ | $r$ |
| $a$ | $(f\Omega)^+$ | $E_0 + 7$ | $r + 2$ |
| $a$ | $(f\bar{\Omega})^+$ | $E_0 + 7$ | $r - 2$ |
| $\pi$ | $f$ | $E_0 + 8$ | $r$ |

Table 9: The “vector multiplet III” (top) and its CP conjugate the “vector multiplet IV”. The symbols $\bullet$, $\bar{\bullet}$, $\star$ and $\bar{\star}$ mark the components that survive when $f$ is holomorphic, when $f$ is anti-holomorphic, when $\bar{\partial}_B f\Omega$ is a holomorphic vector, or when $\partial_B f\bar{\Omega}$ is an antiholomorphic vector, respectively.

| mode | w.f. | dim | R |
|-------|------|-----|---|
| $\star$ | $a_\mu$ | $(\partial_B f)\Omega$ | $E_0 + 4$ | $r - 2$ |
| $\bar{\bullet}$ | $a$ | $(f\bar{\Omega})^-$ | $E_0 + 3$ | $r - 2$ |
| $\bullet$ | $B$ | $f$ | $E_0 + 4$ | $r$ |
| $\phi$ | $(f\bar{\Omega})^+\bar{\Omega}$ | $E_0 + 4$ | $r - 4$ |
| $a$ | $(f\Omega)^+$ | $E_0 + 5$ | $r - 2$ |
| $\star$ | $a_\mu$ | $(\partial_B f)\Omega$ | $E_0 + 4$ | $r + 2$ |
| $\bullet$ | $a$ | $(f\Omega)^-$ | $E_0 + 3$ | $r + 2$ |
| $\bullet$ | $B$ | $f$ | $E_0 + 4$ | $r$ |
| $\phi$ | $(f\Omega)^+\Omega$ | $E_0 + 4$ | $r + 4$ |
| $a^*$ | $(f\bar{\Omega})^+$ | $E_0 + 5$ | $r + 2$ |

They are the modes associated to nonconstant elements in $H^0(X,\mathcal{O}_X)$ and $H^0(X,\wedge^2\Omega_X')$. Together, they contribute $t^{3r} + t^{3r+6}$ to the index.

When $f = 1$, we only include the third, the fifth, and the sixth modes from the sextuple above, because the first, the second and the fourth are singletons and correspond to a decoupled U(1) multiplet. Together, the contribution to the index is $t^6$.

Second, for each holomorphic vector $v$ with R-charge $r$ that comes from a non-holomorphic scalar $f$ as in (4.14), we find (cf. Section 2.2)
mode | w.f. | dim | R
---|---|---|---
a | $\omega$ | $E_0$ | $r$
$\phi$ | $\omega\bar{\Omega}$ | $E_0 + 1$ | $r - 2$
$b^\alpha_{\beta}$ | $\omega$ | $E_0 + 2$ | $r$
$\phi$ | $\omega$ | $E_0 + 2$ | $r$
$\phi$ | $\omega\bar{\Omega}$ | $E_0 + 3$ | $r + 2$
$a^*$ | $\omega$ | $E_0 + 4$ | $r$

Table 10: The special multiplets constructed from $\omega$. The second one has the lowest component with spin $(1/2, 0)$, dimension $E_0 - 1/2$, R-charge $r + 1$.

mode | w.f. | dim | R
---|---|---|---
$B_\mu$ | $\omega$ | 3 | 0
$\phi$ | $\omega$ | 2 | 0
$\phi$ | $\omega\bar{\Omega}$ | 3 | 2
$a$ | $\omega$ | 4 | 0
$\phi$ | $\omega\bar{\Omega}$ | 3 | $-2$
$a^*$ | $\omega$ | 4 | 0

Table 11: The Betti multiplets; note that $\omega = \omega^*$, $r = 0$, $E_0 = 0$.

- A semiconserved scalar in the “vector multiplet I” marked by $\ast$ in Table 7, identifiable with $\text{tr} O_v$,
- A semiconserved spinor in the “gravitino multiplet I” marked by $\ast$ in Table 5, identifiable with $\text{tr} W_\alpha O_v$,
- Another semiconserved scalar in the “vector multiplet IV” marked by $\ast$ in Table 9, identifiable with $\text{tr} W_\alpha W^\alpha O_v$.

These are the modes associated to $H^0(X, \Omega'_X)$. Together, they contribute $-t^{3r}$ to the index.

We also have the modes listed in Table 10 which come from two-forms in $\omega = H^{1,1}(Y) \simeq H^1(X, \Omega'_X)$. For each $\omega$, we find three short multiplets whose charges match those of $\text{tr} O_w$, $\text{tr} W_\alpha O_w$ and $\text{tr} W_\alpha W^\alpha O_w$ for some word $O_w$. Then there is again a cancellation of the contributions from insertions of $W_\alpha$ and of spacetime derivatives to the superconformal index.
Finally we have the modes listed in Table 11 which come from two-forms in the ordinary second cohomology, $H^2(Y)$. For each such two-form $w$, we have a conserved current for a baryonic symmetry and a exactly marginal chiral scalar. The contributions to the index from these modes cancel out. Thus we confirm that the supergravity analysis and the gauge theory analysis fully agree.

5. Conclusions

We have examined the single-trace superconformal index of the gauge theory on the D3-branes probing a Calabi-Yau cone $X$ using both gauge theory and supergravity. On the gauge theory side, we have a quiver gauge theory, whose index can be calculated from the determinant of a matrix $\chi(t)$ encoding the quiver diagram. Utilizing the gauge theory’s relation to Ginzburg’s dg algebra, we showed that the superconformal index is given by

$$\sum_{0 \leq p-q \leq 2} (-1)^{p-q} \operatorname{Tr} t^3 R \mid H^q(X, \wedge^p \Omega_X).$$  \hspace{2cm} (5.1)

On the supergravity side, we performed the Kaluza-Klein expansion of type IIB supergravity fields on the Sasaki-Einstein base $Y$, and found that the index is given by

$$\sum_{0 \leq p-q \leq 2} (-1)^{p-q} \operatorname{Tr} t^3 R \mid H^{p,q}_{\partial_n}(Y).$$  \hspace{2cm} (5.2)

The equality of the two expressions follows from the fact that an element of $H^{p,q}_{\partial_n}(Y)$ is given by a restriction of an element of $H^q(X, \wedge^p \Omega_X)$ to $Y$.

In our paper we assumed the Sasaki-Einstein manifold $Y$ to be smooth. It would be interesting to allow orbifold singularities in $Y$ itself, and to see how the analysis is modified. Furthermore, we only considered mesonic operators; it would be interesting to consider (di)baryonic operators involving the determinants in the gauge groups.

The superconformal index of quivers for toric Calabi-Yau cones were also studied in [48, 49] from a rather different perspective. It will be of interest to see what connections, if any, there are with our work.

One problem we have not been able to answer in general is why the determinant $\det \chi(t)$ factorizes in general:

$$\det(\chi(t)) = \prod_{i=1}^{n_v} (1 - t^{3r_i}).$$  \hspace{2cm} (5.3)
Also, we would like to understand the role the elements $v_i \in \bigoplus_{p,q} H^q(\wedge^p \Omega_X')$ corresponding to the factors in (5.3) play in the physics and the mathematics of the quiver gauge theory. We observe that the vector space

$$\bigoplus_{p,q} H^q(\wedge^p \Omega_X') \simeq \bigoplus_{p,q} H^q(\wedge^p T_X)$$

is the space of states of the closed topological string on $X$. This space of states was extracted from Ginzburg’s dg algebra $\mathcal{D}$ which describes the algebra of open-string states of various D-branes on $X$, as was proposed in [50]. The factorization seems to arise from the interaction between the open and closed topological strings on $X$.

Another question which deserves to be better understood is the structure of the eigenmodes of $p$-forms and of traceless symmetric tensor fields on the Sasaki-Einstein 5-manifolds. In this paper, they are studied by a laborious, brute-force manipulation, and we found that eigenvalues of various modes are related in a regular, intricate manner. Morally speaking, these relations arise from the fact that each eigenmode can be used as an internal wave-function for more than one supergravity field, thus giving rise to component fields in more than one supermultiplet of five-dimensional supergravity. The actions of the supersymmetry generators on those different multiplets correspond to different geometric operations we can perform on the same eigenmode to produce multiple eigenmodes with Laplacian eigenvalues related to the original one. One should be able to distill this structure and express it purely in terms of the geometry of the Sasaki-Einstein manifold, thus streamlining the analysis of this paper. Of course, it would also be nice to study the Kaluza-Klein expansion of the fermionic modes explicitly, and to check that they fit into the supermultiplets we found in this paper.

We can also endeavor to compare the supergravity and the gauge theory indices for other holographic pairs, such as the large class of 4d $\mathcal{N} = 2$ and $\mathcal{N} = 1$ models based on M-theory compactification on AdS$_5$ [51–53], or even 3d supersymmetric Chern-Simons-matter theories holographically dual to M-theory on AdS$_4$ times Sasaki-Einstein 7-manifolds.

The authors hope to come back to at least some of these topics in the future.
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Appendix A. Details of the supergravity calculation

A.1. Conventions

We give detailed derivations complementing the material presented in Section 4. Before doing so, we list our conventions. The Hodge star, the adjoint to the exterior derivative, and Hodge Laplacian are defined via

\[ \star \omega_{\mu_1 \ldots \mu_{d-p}} = \frac{\sqrt{g}}{p!} \epsilon_{\mu_1 \ldots \mu_{d-p} \nu_1 \ldots \nu_p} \omega_{\nu_1 \ldots \nu_p}, \]

\[ \delta \omega_{\mu_1 \ldots \mu_{p-1}} = -\nabla^\mu \omega_{\mu_0 \ldots \mu_{p-1}}, \]

\[ \Delta = \delta d + d \delta. \]

Imposing transverse gauge, \( \delta \omega = 0 \), the Hodge Laplacian takes the form

\[ \Delta \omega = -(p+1) \nabla^\mu \nabla_{[\mu_0} \omega_{\mu_1 \ldots \mu_p]} dx^1 \otimes \cdots \otimes dx^p. \]

The curvature tensor satisfies

\[ R^\kappa_{\lambda \mu \nu} = \partial_\mu \Gamma^\kappa_{\nu \lambda} - \partial_\nu \Gamma^\kappa_{\mu \lambda} + \Gamma^\kappa_{\mu \rho} \Gamma^\rho_{\nu \lambda} - \Gamma^\kappa_{\nu \rho} \Gamma^\rho_{\mu \lambda}, \]

with the Ricci tensor given by \( R_{\mu \nu} = R^\kappa_{\mu \kappa \nu \rho} \).

Let us now turn to some aspects of Sasaki-Einstein geometry. Quantities on the CY cone are denoted with an \( X \), quantities on the KE base with \( KE \), quantities on the five-dimensional \( SE \) come without any modifiers. Due to the Einstein condition, the Ricci tensor is related to the metric via \( R_{\mu \nu} = 4g_{\mu \nu} \). Next, note that the symplectic forms satisfy

\[ J = \frac{1}{2} d\eta, \quad J_X = \frac{1}{2} d(\rho^2 \eta). \]
where $\rho$ is the radial coordinate. Since $J_X$ is covariantly constant ($\nabla^X J_X = 0$), one finds\(^{11}\)

\[ (A.5) \quad \nabla_\kappa J_{\mu\nu} = -g_{\kappa\mu}\eta_{\nu} + g_{\kappa\nu}\eta_{\mu}. \]

We deal similarly with the holomorphic $(3,0)$ form $\Omega^X$ (again $\nabla^X \Omega^X = 0$). Decomposing

\[ (A.6) \quad \frac{\Omega^X}{\rho^3} = \left( \frac{d\rho}{\rho} + \eta \right) \wedge \Omega, \]

and subsequently expanding $\eta^\lambda (\nabla^X \Omega^X_{\lambda\mu\nu})$ leads to

\[ (A.7) \quad \nabla_\kappa \Omega_{\mu\nu} = \eta \wedge \Omega_{\kappa\mu\nu}. \]

This implies

\[ (A.8) \quad d\Omega = 3\eta \wedge \Omega, \quad \delta \Omega = 0, \quad \mathcal{L}_\xi \Omega = 3\eta \Omega. \]

The restriction of the symplectic form to the base satisfies

\[ (A.9) \quad J^{KE}_{ab} = \iota g^{KE}_{ab}. \]

On Kähler manifolds, one can choose the symplectic two-form to be either self dual or anti-self dual. In the Sasaki-Einstein case, self duality generalizes to

\[ (A.10) \quad \star J = J \wedge \eta. \]

Calculating $\star (J \wedge J)$ one finds that

\[ (A.11) \quad \star \eta = \frac{1}{2} J \wedge J. \]

Similarly, the $(2,0)$ form satisfies

\[ (A.12) \quad \star \Omega = \Omega \wedge \eta, \quad \star \eta = \frac{1}{4} \Omega \wedge \bar{\Omega}. \]

\(^{11}\)This makes use of the relation between six- and five-dimensional connection:

\[ (\Gamma^X)^\rho_{\mu\nu} = -\rho g_{\mu\nu}, \quad (\Gamma^X)^\kappa_{\mu\rho} = \rho^{-1}\delta^\kappa_{\mu}, \quad (\Gamma^X)^\kappa_{\mu\nu} = \Gamma^\kappa_{\mu\nu}. \]
Since $\star \eta \wedge \eta = \text{vol}_{SE}$, the volume form can be expressed using $\star 1 = \frac{1}{2} J \wedge J \wedge \eta$.

The tangential Cauchy-Riemann operators are

\[(A.13) \quad \partial_B = \partial - A^+ \wedge \mathcal{L}_\xi, \quad \bar{\partial}_B = \bar{\partial} - A^- \wedge \mathcal{L}_\xi.\]

They satisfy

\[(A.14) \quad \partial_B \bar{\partial}_B + \bar{\partial}_B \partial_B = -2 J \wedge \mathcal{L}_\xi, \quad \partial_B \bar{\partial}_B = 0, \quad d = \partial_B + \bar{\partial}_B + \eta \wedge \mathcal{L}_\xi, \quad \bar{\partial}_B \partial_B = 0.\]

It is convenient to introduce a series of projection operators,

\[(A.15) \quad \Pi_{\mu}^{\text{KE}\nu} = g_{\nu \mu} - \eta_{\mu} \eta_{\nu} = -J_{\mu}^{\lambda} J_{\lambda}^{\nu}, \quad \Pi^{\pm \nu}_{\mu} = \frac{1}{2} (g_{\nu}^{\mu} \mp i J_{\mu}^{\nu} - \eta_{\mu} \eta_{\nu}) = \frac{1}{2} (g_{\lambda}^{\mu} \mp i J_{\mu}^{\lambda}) \Pi_{\nu}^{\text{KE}\nu},\]

that project onto the Kähler-Einstein base and (anti-) holomorphic indices respectively. For index calculations, it can be useful to express forms of definite degree as

\[(A.16) \quad \alpha^{(p,q)} = \frac{1}{p!q!} \Pi^{+\mu}_{\mu_1} \cdots \Pi^{-\nu_{p+q}}_{\nu_{p+q}} \alpha_{\nu_1 \cdots \nu_{p+q}} dx^{\mu_1} \wedge \cdots \wedge dx^{\mu_{p+q}}.\]

To give an example, consider the action of $\partial_B$ on a $(1,0)$ form $\alpha$:

\[(A.17) \quad \partial_B \alpha = \frac{1}{2} \Pi^{+\kappa}_{\mu} \Pi^{+\lambda}_{\nu} d\alpha_{\kappa \lambda} dx^{\mu} \wedge dx^{\nu}.\]

Also, the projection operators allow us to easily generalize identities that are more obvious for Kähler manifolds:

\[(A.18) \quad \bar{\Omega}^{\mu \lambda} \Omega_{\lambda \nu} = -4 \Pi^{-\mu}_{\nu}.\]

**A.2. Details of the calculations**

To avoid clutter, we frequently denote the eigenvalue of the R-charge by $q = \frac{3}{2} r$. 
A.2.1. Scalar eigenfunctions. We start with the bound on scalars. Normalizing \( f \) suitably, one finds
\[
\int \text{vol } \bar{\Delta}_0 f = \int \text{vol } \nabla^\mu \bar{f} \nabla_\mu f = \int \text{vol } \left( 2g^{ab} \nabla_{Ba} \bar{f} \nabla_B \bar{f} + g^{ab} \bar{f} [\nabla_{Ba}, \nabla_B] f + \mathcal{L}_\xi \bar{f} \mathcal{L}_\xi f \right).
\]

Acting on scalar functions, the commutator evaluates to
\[
[\nabla_{Ba}, \nabla_B] f = -2J_{a\bar{b}} \xi f
\]
and since \( \xi f = i q f \), it follows that
\[
\int \text{vol } \bar{\Delta}_0 f = \int \left[ \text{vol } 2|\partial_B f|^2 + 4q \bar{f} f + q^2 \bar{f} f \right].
\]

Therefore
\[
E_0(E_0 + 4) = \Delta_0 \geq q(q + 4),
\]
confirming that \( E_0 \geq \frac{3}{2} r \) with equality if and only if \( f \) is holomorphic with respect to the CR operator.

A.2.2. Vector eigenfunctions. While the one-form eigenmodes with R-charge \( r \) can be expressed in the basis (4.9), the choice
\[
\begin{align*}
v_1 &\equiv f\eta, & v_2 &\equiv i(\partial_B f + \bar{\partial}_B f) = i dx^\mu \Pi^{K E \nu} \partial_\nu f, \\
v_3 &\equiv i(\partial_B f - \bar{\partial}_B f) = \bar{dx}^\mu J^\nu_\mu \partial_\nu f,
\end{align*}
\]
is more suitable for calculations. Of course, this basis includes the gauge mode \( df = iq v_1 - v_2 \). However, not all of \( v_i \) are eigenmodes of the Laplacian. Instead,
\[
\Delta_1 v_i = M_{ij} v_j,
\]
where
\[
M_{ij} = \begin{pmatrix}
\Delta_0 + 8 & 0 & 2 \\
8q & \Delta_0 & 2q \\
2(\Delta_0 - q^2) & 2q & \Delta_0
\end{pmatrix}.
\]
The eigenvalues of the Laplacian are thus those of \( M \),
\[
\begin{array}{c|c|c}
\text{Mode} & \text{Eigenvalue} & \\
\hline
df & \Delta_0 & E_0(E_0 + 4) \\
f\eta^- & \Delta_0 + 4 - 2\sqrt{\Delta_0 + 4} & E_0(E_0 + 2) \\
f\eta^+ & \Delta_0 + 4 + 2\sqrt{\Delta_0 + 4} & (E_0 + 2)(E_0 + 4)
\end{array}
\]
with

\[
\begin{align*}
    f\eta^- &= \frac{i}{8q(E_0 + 2)} [(E_0^2 - q^2)v_1 +qv_2 - E_0v_3], \\
    f\eta^+ &= -\frac{E_0^2}{8q(E_0 + 2)} \left\{ [(E_0 + 4)^2 - q^2]v_1 +qv_2 + (E_0 + 4)v_3 \right\}.
\end{align*}
\]

Now, holomorphy of \(f\) translates to \(v_2 = v_3\). \(\Delta_1 v_2 = \Delta_1 v_3\) demands \(E_0 = q\), saturating the bound derived in the previous Section A.2.1. One sees that \(f\eta^- = 0\), while

\[
   f\eta^+ = -\frac{iq}{4} (4v_1 + v_2) = df + \frac{q - 4}{4} \partial_B f.
\]

The one-forms

\[
\text{(A.28)} \quad df.\Omega, \quad df.\bar{\Omega}
\]

are considerably simpler. Using (A.7) one finds by direct calculation

\[
    \Delta_1 \nabla^\lambda f\Omega_{\lambda\mu} = (\Delta_0 + 3) \nabla^\lambda f\Omega_{\lambda\mu}
\]

and similar for \(\bar{\Omega}\). The change in R-charge is similarly straightforward.

**A.2.3. Two-form eigenfunctions.** In this section, the dot operator is defined as

\[
\text{(A.30)} \quad \alpha_{(2)}(1).\beta_{(2)} = \frac{1}{2} \alpha_{\mu\nu} \beta^\rho \partial^\rho dx^\mu \wedge dx^\nu, \quad \alpha_{(1)}(1).\beta_{(2)} = \alpha^\lambda \beta^\mu \partial_B dx^\mu.
\]

**R-charge \(r\).** For the two-forms with R-charge \(r\), we choose the following basis:

\[
\text{(A.31)} \quad v_1 \equiv \partial_B \bar{\partial}_B f, \quad v_2 \equiv df \wedge \eta = (\partial_B f + \bar{\partial}_B f) \wedge \eta, \quad v_3 \equiv \iota(df.J) \wedge \eta = (\partial_B f - \bar{\partial}_B f) \wedge \eta.
\]

Note that \(df \wedge \eta = -2fJ + d(f\eta)\). We want to calculate the eigenvalue of \(Q = \iota \star d\).
Making use of (A.14) one finds

\begin{align*}
    dv_1 &= iq(\partial_B \bar{\partial}_B f \wedge \eta - 2\bar{\partial}_B f \wedge J), \\
    dv_2 &= -2df \wedge J, \\
    dv_3 &= 2 \left[ -\partial_B \bar{\partial}_B f \wedge \eta - iqf J \wedge \eta - (\partial_B f - \bar{\partial}_B f) \wedge J \right].
\end{align*}

We deal with the Hodge dual by combining

\begin{align*}
    (A.33) \quad \star (\alpha_p \wedge \omega_q) &= \frac{1}{p!} \alpha^{\lambda_1 \ldots \lambda_p} \star \omega_{\kappa_1 \ldots \kappa_{d-p-q}} \lambda_1 \ldots \lambda_p dx^{\kappa_1} \otimes \cdots \otimes dx^{\kappa_{d-p-q}}
\end{align*}

with (A.10) and (A.11). The result is

\begin{align*}
    i \star dv_1 &= iqv_2 - iqv_3 - \frac{q}{4} \omega, \\
    i \star dv_2 &= -qv_2 - 2v_3, \\
    i \star dv_3 &= -(q + 2)v_2 - i\omega.
\end{align*}

Here we defined

\begin{align*}
    (A.35) \quad \omega &\equiv (\partial_B \bar{\partial}_B f)^{\lambda_1 \lambda_2} J \wedge J_{\kappa_1 \kappa_2} \lambda_1 \ldots \lambda_p dx^{\kappa_1} \otimes dx^{\kappa_2} = -4v_1 - i(\Delta_0 - 4q - q^2)v_2.
\end{align*}

The second equality here can be derived using the projection operators (A.15). Putting everything together, one finds

\begin{align*}
    (A.36) \quad Qv_i &= M_{ij} v_j,
\end{align*}

with

\begin{align*}
    (A.37) \quad M_{ij} &= \begin{pmatrix}
        q & \frac{iq[\Delta_0 + 4 - q(q+4)]}{4} & -iq \\
        0 & -q & -2 \\
        2i & \frac{\Delta_0 + 4 - q(2+q)}{2} & 0
    \end{pmatrix}.
\end{align*}

Once again, we diagonalize $M$ and find

\begin{align*}
    (A.38) \quad \text{Mode} & \quad \text{Eigenvalue} \\
    fJ^0 & \quad 0 \\
    fJ^- & \quad -(E_0 + 2) \\
    fJ^+ & \quad E_0 + 2
\end{align*}
The first of these is a gauge mode, while the others are a bit more complicated:

\begin{equation}
\begin{aligned}
f.J^0 &= q(-2w_1 - qv_2 + qv_3) = -2q(d\bar{\partial}_B f), \\
f.J^- &= \frac{E_0 + 2 - q}{4} \left\{-4w_1 + [4 + E_0(E_0 + 4 + q)] v_2 + 2(E_0 + 2 + q)v_3\right\}, \\
f.J^+ &= \frac{E_0 + 2 + q}{4} \left\{4w_1 - [(E_0 + 2)^2 - (E_0 + 4)q] v_2 + 2(E_0 + 2 - q)v_3\right\}.
\end{aligned}
\end{equation}

If \( f \) is holomorphic, we have \( v_2 = v_3, \) \( v_1 = 0, \) and \( E_0 = q. \) In this case only \( f.J^- = (q + 2)^2v_2 \) is non-vanishing.

**R-charge \( r + 2. \)** We proceed by considering

\begin{equation}
\Omega, \quad \partial_B \bar{\partial}_B f.\Omega, \quad \partial_B(\bar{\partial}_B f.\Omega), \quad \eta \wedge (\bar{\partial}_B f.\Omega).
\end{equation}

Again, this is not an ideal basis for calculating the action of \( Q. \) From (A.16), it follows that

\begin{equation}
\begin{aligned}
\partial_B \bar{\partial}_B f.\Omega &= \frac{1}{2} \Pi^+_{\mu} \nabla_{\kappa} \nabla^{\lambda} f\Omega_{\lambda\nu} dx^\mu \wedge dx^\nu + qf\Omega = \frac{1}{2} \partial_B(\bar{\partial}_B f.\Omega), \\
\bar{\partial}_B(\bar{\partial}_B f.\Omega) &= \Pi^-_{\mu} \nabla_{\kappa} \nabla^{\lambda} f\Omega_{\lambda\nu} dx^\mu \wedge dx^\nu.
\end{aligned}
\end{equation}

Clearly, \( \partial_B \bar{\partial}_B f.\Omega \) is a \( (2, 0) \) form and it follows that there is a function \( h \) such that

\begin{equation}
\partial_B(\bar{\partial}_B f.\Omega) = hf\Omega.
\end{equation}

Contracing with \( \Omega \) using (A.18) gives

\begin{equation}
h = \frac{-\Delta_0 + q^2 + 4q}{2}.
\end{equation}

So \( h \) vanishes for holomorphic \( f. \)

In the end, we choose the following basis:

\begin{equation}
\begin{aligned}
v_1 &= f\Omega, \quad v_2 = (\partial_B + \bar{\partial}_B)(\bar{\partial}_B f.\Omega), \quad v_3 = \eta \wedge (\bar{\partial}_B f.\Omega),
\end{aligned}
\end{equation}

which allows us to immediately anticipate the form of the gauge mode:

\begin{equation}
f\Omega^0 \equiv v_2 + v(q + 3)v_3.
\end{equation}
Also, note that \((\partial_B - \bar{\partial}_B)(\bar{\partial}_B f. \Omega) = (-\Delta_0 + q^2 + 4q)v_1 - v_2\). Finally, the following identity is quite useful:

\[
\alpha^{\lambda_1 \lambda_2} J \wedge J_{\kappa_1 \kappa_2} \lambda_1 \lambda_2 \, dx^{\kappa_1} \otimes dx^{\kappa_2} = 2J\alpha^{\mu\nu} J_{\mu\nu} + 4 \left( \alpha^{(2,0)} + \alpha^{(0,2)} - \alpha^{(1,1)} \right),
\]

where the first equality holds for generic tensors \(\alpha\), while the second concerns only two-forms.

Direct calculation yields

\[
dv_1 = df \wedge \Omega + 3f \eta \wedge \Omega,
\]

\[
dv_2 = -2i(q + 3)J \wedge (df. \Omega) + i(q + 3)\eta \wedge (\partial_B + \bar{\partial}_B)(df. \Omega),
\]

\[
dv_3 = 2J \wedge (\bar{\partial}_B f. \Omega) - \eta \wedge d(\bar{\partial}_B f. \Omega),
\]

and

\[
i \star dv_1 = -(q + 3)v_1 - iv_3,
\]

\[
i \star dv_2 = -(q + 3)(-\Delta_0 + q^2 + 4q)v_1 + (q + 3)v_2 + 2i(q + 3)v_3,
\]

\[
i \star dv_3 = -i(-\Delta_0 + q^2 + 4q)v_1 + iv_2 - 2v_3.
\]

This time, the matrix \(M (Qv_i = M_{ij}v_j)\) is given by

\[
M_{ij} = \begin{pmatrix}
-(q + 3) & 0 & -i \\
-(q + 3)(-\Delta_0 + q^2 + 4q) & q + 3 & 2i(q + 3) \\
-i(-\Delta_0 + q^2 + 4q) & i & -2
\end{pmatrix}
\]

and diagonalization leads to

\[
\begin{array}{c|c}
\text{Mode} & \text{Eigenvalue} \\
\hline
f\Omega^0 & 0 \\
f\Omega^- & -(E_0 + 3) \\
f\Omega^+ & E_0 + 1
\end{array}
\]

\(f\Omega^0\) is of course the gauge mode. As to the others,

\[
f\Omega^- = (E_0 - q) [(E_0 + 3)(E_0 + q + 4)v_1 + v_2 + i(E_0 + q + 6)v_3],
\]

\[
f\Omega^+ = v_2 + 2v_3 + (E_0 - q) [(E_0 + 1)v_1 - v_3].
\]
In the holomorphic case, \(v_2\) and \(v_3\) disappear, as do \(f\Omega\) and the function \(h\).

The eigenmodes with R-charge \(r - 2\) can be calculated by considering \(\iota \star d(f\Omega)\) etc. and taking the complex conjugate. Note that this procedure gives the negative of the actual values, since \(\iota \star d\) changes its sign under complex conjugation.

**Appendix B. Cyclic homology of the Calabi-Yau**

Here, we continue the last paragraph of Section 3.4, and (attempt to) rewrite the single trace index of the quiver \(Q\) with the potential \(W\) in terms of geometric quantities on the Calabi-Yau cone \(X\). Admittedly there are many mathematical gaps in the argument; we will at least state where the gaps lie.

In that section, we introduced Ginzburg’s DG algebra \(\mathcal{D}\) constructed from the modified quiver \(\hat{Q}\) with the differential \(\delta\) determined by the superpotential \(W\). We now use the fact

\[
H_i(\mathcal{D}_{cyc}, \delta) = HC_i(\mathcal{D})
\]

where \(HC_i(\mathcal{D})\) is the reduced cyclic homology of a DG algebra, see [54]. This equality holds because \(\mathcal{D}\) is a free commutative DG algebra. The non-reduced homology \(HC(A)\) of an algebra over \(\mathbb{C}\) satisfies

\[
HC_{2n-1}(A) = HC_{2n-1}(A), \quad HC_{2n}(A) = \mathbb{C} \oplus HC_{2n}(A),
\]

where \(n\) is a positive integer. We also need to use Hochschild homology \(HH_*\) below.

From the quiver \(Q\) with superpotential \(W\), we can define another algebra

\[
A = \mathbb{C}Q/dW,
\]

which is the path algebra generated by the monomials \(x_e\) associated to the edge of the quiver \(Q\), modulo the F-term relations coming from the derivative of the superpotential. When the pair \((Q, W)\) describes the Calabi-Yau cone \(X\), the algebra \(A\) satisfies a mathematical condition called \(3\text{-}Calabi-Yau\), which in particular implies [23]

\[
HC_i(\mathcal{D}) = HC_i(A) = HC_i(Z), \text{ and } HH_i(\mathcal{D}) = HH_i(A) = HH_i(Z).
\]

Here, \(Z\) is the crepant resolution of the Calabi-Yau cone \(X \cup \{0\}\) where 0 is the tip.
We need to use the long-exact sequence \( \cdots \to HC_{n+2} \to HC_n \to HH_n \to HH_{n-1} \to \cdots \) relating the cyclic homology and the Hochschild homology. In our case, we know \([23, 55]\) that \( HC_{\bullet \geq 3}(D) = 0 \), \( HH_{\bullet \geq 4}(D) = 0 \) and \( HC_2(D) = HH_3(D) \). We also have \( HC_0(D) = HH_0(D) \). The remaining relevant part of the long exact sequence is

\[
\begin{align*}
(B.5) \quad 0 & \to HC_1(D) \to HH_2(D) \to HC_2(D) \xrightarrow{S} HC_0(D) \\
& \to HH_1(D) \to HC_1(D) \to 0.
\end{align*}
\]

Goodwillie’s theorem implies the map \( S \) is the zero map, so the long exact sequence splits into short exact sequences \([56, 57]\). Then we have

\[
\begin{align*}
(B.6) \quad HH_0 &= HC_0, \\
(B.7) \quad HH_1 &= HC_0 \oplus HC_1, \\
(B.8) \quad HH_2 &= HC_1 \oplus HC_2, \\
(B.9) \quad HH_3 &= HC_2
\end{align*}
\]

in our case. We also have the Hodge decomposition of the Hochschild homology

\[
(B.10) \quad HH_i(Z) = \bigoplus_{q-p=i} H^q(Z, \wedge^p \Omega^\cdot Z).
\]

Now, we assume the natural map \( H^q(Z, \wedge^p \Omega^\cdot Z) \to H^q(X, \wedge^p \Omega^\cdot X) \) is an isomorphism for \( 0 \leq p-q \leq 3 \). (Again, the AdS/CFT correspondence fails if this is not the case.) On the cone \( X \) there is a globally-defined holomorphic vector field \( D \), using which we can globally split

\[
(B.11) \quad \Omega^\cdot X = \Omega^\cdot X' \oplus O^\cdot X.
\]

Combining these isomorphisms, we have

\[
(B.12) \quad HC_i(D) = \bigoplus_{p-q=i} H^q(X, \wedge^p \Omega^\cdot X').
\]
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