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Abstract

We introduce intrinsic Sobolev-Slobodeckij spaces for a class of ultra-parabolic Kolmogorov type operators satisfying the weak Hörmander condition. We prove continuous embeddings into Lorentz and intrinsic Hölder spaces. We also prove approximation and interpolation inequalities by means of an intrinsic Taylor expansion, extending analogous results for Hölder spaces. The embedding at first order is proved by adapting a method by Luc Tartar which only exploits scaling properties of the intrinsic quasi-norm, while for higher orders we use uniform kernel estimates.
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1 Introduction

In this paper we develop a functional framework for the study of kinetic Fokker-Planck equations. Specifically, we introduce intrinsic Sobolev spaces suitably related to a system of Hörmander’s vector fields: our main results are embedding, interpolation and approximation theorems that are the basic tools in many problems concerning partial differential equations.

Let \((t, x)\) denote a point in \(\mathbb{R} \times \mathbb{R}^N\) and, for fixed \(d \leq N\), consider the vector fields

\[
\partial_{x_1}, \ldots, \partial_{x_d} \quad \text{and} \quad Y := \langle Bx, \nabla_x \rangle + \partial_t,
\]

where \(B\) is a constant \(N \times N\) matrix and \(\nabla_x = (\partial_{x_1}, \ldots, \partial_{x_N})\). We assume the Hörmander’s condition is satisfied:

\[
\text{rank } \text{Lie}(\partial_{x_1}, \ldots, \partial_{x_d}, Y) = N + 1.
\]
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The classical example we have in mind is the Langevin kinetic model, given by the system of stochastic differential equations

\begin{align*}
\frac{dV_t}{dt} &= dW_t, \\
\frac{dP_t}{dt} &= V_t dt,
\end{align*}

(1.3)

where \( W \) is a \( d \)-dimensional Brownian motion. Here the processes \( V \) and \( P \) represent the velocity and position of a system of \( d \) particles. The forward Kolmogorov (or Fokker-Planck) operator of (1.3), written in terms of the variables \( x = (v, p) \in \mathbb{R}^d \times \mathbb{R}^d \), is in the form of a sum of squares of the vector fields \( \partial_{v_1}, \ldots, \partial_{v_d} \) plus a drift (or transport term) \( Y_0 \), precisely

\[ \frac{1}{2} \sum_{i=1}^d \partial^2_{v_i} - Y_0, \quad Y_0 := \langle v, \nabla_p \rangle + \partial_t. \]

(1.4)

In this example, \( N = 2d \) and

\[ B = \begin{pmatrix} 0_d & 0_d \\ I_d & 0_d \end{pmatrix} \]

where \( I_d \) and \( 0_d \) denote the \( d \times d \) identity and null matrices respectively. Operator (1.4) satisfies the Hörmander’s condition, is hypoelliptic and has a Gaussian fundamental solution that is the transition density of the Markov process \( (V, P) \) in (1.3).

The literature on generalized Sobolev spaces for Hörmander’s vector fields is vast (see, for instance, [25], [26], [10], [31], [17]). When dealing with the regularity properties of PDEs modeled on the vector fields (1.1)-(1.2), as for example the equation in divergence form

\[ \sum_{i,j=1}^d \partial_{x_i} \left( a_{ij} \partial_{x_j} u \right) - Yu = 0, \]

(1.5)

it is standard to assign a formal weight to each of the vector fields, that is one for the directions \( \partial_{x_i}, \ldots, \partial_{x_d} \) of diffusion and is two for the drift \( Y \); also, consistently with the structure of the equation, \( Y \) should be interpreted as a second order derivative in intrinsic sense. As earlier noted in [25] among others, this fact raises a question about the role of \( Y \) in the definition of first order intrinsic Sobolev space \( W^{1,p} \); indeed, in the degenerate case \( d < N \), the regularity properties of (1.5) strongly rely on Hörmander’s condition and involve the second order derivative \( Y \) in a crucial way. Many remarkable results have been proven for weak solutions of (1.5), defined as functions \( u \) such that \( Yu \) belongs to \( L^2 \), in addition to the minimal assumptions \( u, \partial_{x_1} u, \ldots, \partial_{x_d} u \in L^2 \) needed to write the equation (1.5) in the sense of distributions: we refer for instance to [3], [4], [19], [5], [6], [1] and [9]. In [22] a first \( L^2 - L^\infty \) estimate has been proven by using Moser’s approach; moreover, in [12] a Harnack inequality for kinetic Fokker-Planck equations with rough coefficients has been proven extending the De Giorgi-Nash-Moser theory.

In Section 2 we introduce intrinsic Sobolev-Slobodeckij spaces for (1.1), denoted by \( W^{k,p}_B \), where at first order (i.e. \( k = 1 \)) the vector field \( Y \) appears as a fractional derivative of order 1/2; this approach is coherent with the scaling properties of the Hörmander vector fields and therefore seems suitable for the study of (1.5). In particular, we can give a natural definition of weak solution \( u \) of (1.4) in the Sobolev space \( W^{1,2}_B \) without requiring \( Yu \in L^2 \) as it is usually done in the literature: as far as we know, this is the first result in this direction.
We mention that the use of fractional derivatives makes it difficult to prove embedding results by means of representation formulas in terms of a parametrix, at least for \( k = 1 \), as in \([22]\) or \([5]\). Indeed, for the proof of our main embedding result, Theorem 1.1, we use a remarkable method developed by Tartar \([28]\), that is only based on scaling arguments and a characterization of Lorentz spaces given in Lemma A.5.

In the following statement \( \mathbf{d} \) denotes the homogeneous dimension of \( \mathbb{R}^{N+1} \) induced by the vector fields \((1.1)\), whose precise definition is given in \([26]\): to fix ideas, \( \mathbf{d} = 4d + 2 \) for the Fokker-Planck operator \((1.4)\).

**Theorem 1.1 (\( W_{B}^{1,p} \) embeddings).**

i) For \( 1 \leq p < \mathbf{d} \) we have

\[
W_{B}^{1,p} \subseteq L^{q,p}, \quad p \leq q \leq p^{*}, \quad \frac{1}{p^{*}} = \frac{1}{p} - \frac{1}{\mathbf{d}},
\]

where \( L^{p,q} \) denotes the Lorentz space. In particular, \( W_{B}^{1,p} \subseteq L^{q} \) for \( p \leq q \leq p^{*} \);

ii) for \( \mathbf{d} < p < \infty \) we have

\[
W_{B}^{1,p} \subseteq C_{B}^{0,1 - \frac{d}{p}};
\]

iii) for \( p = \mathbf{d} \) we have

\[
W_{B}^{1,\mathbf{d}} \subseteq L^{q,\mathbf{d}} \subseteq L^{q}, \quad q \geq \mathbf{d}.
\]

Moreover, if \( u \in W_{B}^{1,\mathbf{d}} \) then for every \( \lambda, \delta > 0 \) we have

\[
\int_{|u| > \delta} e^{\lambda|u(z)|} \frac{dz}{|x|^{\mathbf{d}+1}} < \infty.
\]

The Morrey embedding \([1.7]\) is given in terms of the optimal generalized Hölder spaces \( C_{B}^{k,\alpha} \) only recently introduced in \([18]\) together with an intrinsic Taylor formula. Embeddings for higher order spaces \( W_{B}^{k,p} \) are provided in Theorem 7.1. Remarkably, estimate \([1.9]\) extends Trudinger’s result \([30]\). Embedding results for Kolmogorov equations were also proved in \([7]\) and more recently in \([11]\).

We acknowledge that Tartar himself applied his approach to the Langevin operator \((1.3)\): according to \([28]\), Appendices II and III, he proved that for a function \( f = f(t, x, v) \) on \( \mathbb{R} \times \mathbb{R}^{d} \times \mathbb{R}^{d} \), with \( f, \nabla_{v}f, Y_{0}f := (\partial_{t} + v \cdot \nabla_{x})f \in L^{p} \), one can first prove the “crude” embedding estimate

\[
\|f\|_{q} \lesssim \|f\|_{p} + \|\nabla_{v}f\|_{p} + \|Y_{0}f\|_{p},
\]

for some \( q > p \) and then get the embeddings:

- in \( L^{p^{**},p} \) if \( 1 \leq p < 3d + 1 \), with \( \frac{1}{p^{**}} = \frac{1}{p} - \frac{1}{3d+1} \);
- in \( L^{\infty} \) if \( p > 3d + 1 \);
- in \( L^{r} \) if \( p = 3d + 1 \), for any \( p \leq r < \infty \).
As a main motivation, our study is a first step in the development of a theory of generalized Besov spaces for possible applications to stochastic partial differential equations: we mention that recent results for stochastic kinetic equations were established in [21] and [32]. Secondly, even for deterministic kinetic equations, our results improve the known regularity estimates available in the literature by providing the natural functional framework for weak solutions of kinetic Fokker-Planck equations.

The paper is structured as follows. In Section 2 we state the precise assumptions, introduce the intrinsic Sobolev and Hölder spaces and collect some preliminary result concerning the geometric structure induced on $\mathbb{R}^{N+1}$ by the vector fields (1.1). In Section 3 we prove a first interpolation result, Proposition 3.3, that provides a simplified and equivalent definition of intrinsic Sobolev quasi-norm. In Section 4 we show an intrinsic Taylor expansion, Theorem 4.1, for functions in $W^{k,p}_B$ which extends the analogous results for intrinsic Hölder spaces proved in [18]. Crucial approximation and interpolation results, Theorems 5.2 and 5.3, are proven in Section 5. Section 6 contains the proof of our main result, Theorem 1.1, on the embeddings of $W^{1,p}_B$. Eventually, in Section 7 we prove Theorem 7.1 on the higher order embeddings. For reader’s convenience, in the Appendix we recall some basic result about interpolation and Lorentz spaces.

In the context of our proofs we will often use the notation $A \preceq B$, meaning that $A \preceq cB$ for some positive constant $c$ which may depend on the quantities specified in the corresponding statement.

2 Preliminaries

2.1 Assumptions

We recall that Hörmander’s condition is equivalent to the well-known Kalman rank condition for controllability of linear systems (cf., for instance, Section 9.5 in [20]); also, it was shown in [13] that, up to a change of basis, condition (1.2) is equivalent to the following

**Assumption 2.1 (Hörmander’s condition).** The matrix $B$ takes the block-form

\[
B = \begin{pmatrix}
* & * & \cdots & * & * \\
B_1 & * & \cdots & * & * \\
0 & B_2 & \cdots & * & * \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & B_r & *
\end{pmatrix}
\]

(2.1)

where $B_j$ is a $(d_{j-1} \times d_j)$-matrix of rank $d_j$ with

\[d \equiv d_0 \geq d_1 \geq \ldots \geq d_r \geq 1, \quad \sum_{j=0}^{r} d_j = N.\]

In general, the *-blocks in (2.1) are arbitrary. Our second standing assumption is the following

**Assumption 2.2 (Homogeneity).** All the *-blocks in (2.1) are null.
As proven in [13], Assumption 2.2 is equivalent to the fact that the kinetic Fokker-Planck operator

\[ \mathcal{K} := \frac{1}{2} \sum_{i=1}^{d} \partial_{x_i}^2 - Y \]  

(2.2)
is homogeneous of degree two with respect to the family of dilations defined as follows: first of all, consistently with the block decomposition (2.1) of \( B \), we write \( x \in \mathbb{R}^N \) as the direct sum \( x = x[0] + \ldots + x[r] \) where \( x[i] \in \mathbb{R}^{d_i} \) is defined as

\[
x_k := \begin{cases} 
  x_k & \text{if } \bar{d}_{i-1} < k \leq \bar{d}_i, \\
  0 & \text{otherwise},
\end{cases}
\]

where \( \bar{d}_1 := \sum_{j=0}^{i} d_j, \quad \bar{d}_{-1} := 0, \quad i = 0, \ldots, r. \)

Then, we have \( \mathcal{K}(u(D_\lambda)) = \lambda^2(\mathcal{K} u)(D_\lambda) \) where

\[ D_\lambda(t,x) := (\lambda^2 t, \hat{D}_\lambda x), \quad \hat{D}_\lambda x := \sum_{i=0}^{r} \lambda^{2i+1} x[i]. \]  

(2.3)

For instance, the Langevin operator (1.4) is homogeneous with respect to the dilation group \( D_\lambda(t,v,p) = (\lambda^2 t, \lambda v, \lambda^3 p) \) in \( \mathbb{R}^{2d+1} \).

2.2 Intrinsic Hölder and Sobolev spaces

In this section we recall the definition of intrinsic Hölder space as given in [18] and introduce a notion of intrinsic Sobolev space, naturally associated to the system of vector fields (1.1).

Let \( h \mapsto e^{hX}z \) denote the integral curve of a Lipschitz vector field \( X \) starting from \( z \in \mathbb{R}^{N+1} \), defined as the unique solution of

\[
\begin{align*}
  \frac{d}{dh} e^{hX}z &= X(e^{hX}z), \quad h \in \mathbb{R}, \\
  e^{hX}z\big|_{h=0} &= z.
\end{align*}
\]

For the vector fields in (1.1), we have

\[
e^{h\partial x_i}(t,x) = (t,x + he_i), \quad e^{hY}(t,x) = (t+h, e^{hB}x),
\]

where \( e_i \) is the \( i \)-th element of the canonical basis of \( \mathbb{R}^N \).

**Definition 2.3.** Let \( m_X \) be a formal weight associated to the vector field \( X \). For \( \alpha \in [0, m_X] \), we say that \( u \in C_X^\alpha \) if the quasi-norm

\[
\|u\|_{C_X^\alpha} := \sup_{z \in \mathbb{R}^{N+1}, h \in \mathbb{R} \setminus \{0\}} \frac{|u(e^{hX}z) - u(z)|}{|h|^\frac{\alpha}{m_X}}
\]
is finite.

Hereafter, we set the formal weight of the vector fields \( \partial x_1, \ldots, \partial x_d \) equal to one and the formal weight of \( Y \) equal to two, which is coherent with the homogeneity of the Fokker-Planck operator \( \mathcal{K} \) with respect to the dilations \( D_\lambda \) in (2.3). From [13] we recall the following
Definition 2.4 (Intrinsic Hölder spaces). For $\alpha \in [0, 1]$ we define the Hölder quasi-norms

$$
\|u\|_{C^{p,\alpha}_B} := \sup_{\mathbb{R}^{N+1}} |u| + \sum_{i=1}^d \|u\|_{C^{\alpha}_{\partial B_i}} + \|u\|_{C^{\alpha}_Y},
$$

$$
\|u\|_{C^{1,\alpha}_B} := \sup_{\mathbb{R}^{N+1}} |u| + \|\nabla d u\|_{C^{\alpha}_B} + \|Y u\|_{C^{\alpha-1}_Y},
$$

where $\nabla d := (\partial_{x_1}, \ldots, \partial_{x_d})$ and inductively, for $n \geq 2$,

$$
\|u\|_{C^{n,\alpha}_B} := \sup_{\mathbb{R}^{N+1}} |u| + \|\nabla d u\|_{C^{n-1,\alpha}_B} + \|Y u\|_{C^{n-2,\alpha}_B}.
$$

Next we introduce the intrinsic Sobolev spaces. First, as in [17], for any $u \in L^p$ with $p \geq 1$, we define the fractional Sobolev-Slobodeckij quasi-norm of order $s \in [0, 1]$ along a Lipschitz vector field $X$ as

$$
[u]_{X,s,p} := \left( \int_{\mathbb{R}^{N+1}} d z \int_{|h| \leq 1} \frac{|u(e^{hX} z) - u(z)|^p}{|h|^{ps+1}} dh \right)^{\frac{1}{p}}.
$$

Definition 2.5. For $p \geq 1$ we set

$$
|u|_{1,p,B} := \|\nabla q u\|_p + [u]_{Y,\frac{1}{p}},
$$

$$
|u|_{2,p,B} := |\nabla d u|_{1,p,B} + \|Y u\|_p,
$$

and inductively, for $n \geq 3$,

$$
|u|_{n,p,B} := |\nabla d u|_{n-1,p,B} + \|Y u|_{n-2,p,B}.
$$

Definition 2.6 (Intrinsic Sobolev spaces). For $p \geq 1$ we define the Sobolev quasi-norms

$$
|u|_{W^{1,p}_B} := \|u\|_p + |u|_{1,p,B},
$$

$$
|u|_{W^{2,p}_B} := \|u\|_p + \|\nabla d u\|_{W^{1,p}_B} + \|Y u\|_p,
$$

and inductively, for $n \geq 3$,

$$
|u|_{W^{n,p}_B} := \|u\|_p + \|\nabla d u\|_{W^{n-1,p}_B} + \|Y u\|_{W^{n-2,p}_B}.
$$

The following alternative definition of Sobolev quasi-norm is sometimes useful.

Definition 2.7. For $n \in \mathbb{N}$ and $p \geq 1$ we set

$$
\|u\|_{W^{n,p}_B} := \|u\|_p + |u|_{n,p,B}.
$$

Clearly we have $\| \cdot \|_{W^{n,p}_B} \geq \| \cdot \|_{W^{p,n}_B}$. In Section 3, Proposition 3.3, we prove that $\| \cdot \|_{W^{n,p}_B}$ and $\| \cdot \|_{W^{p,n}_B}$ are equivalent and therefore define the same functional spaces. This means that the intermediate orders quasi-norms are not needed to characterize $W^{n,p}_B$. 
Remark 2.8. Let

\[ |u|_{Y,s,p} := \left( \int_{\mathbb{R}^{N+1}} dz \int_{\mathbb{R}} |u(e^{hY}z) - u(z)|^p |h|^{ps+1} dh \right)^{\frac{1}{p}} \]

and notice that

\[ |u|_{Y,s,p} \leq |u|_{Y,s,p} + c_{p,s} \|u\|_p, \quad c_{p,s} := \left( \int_{|h| > 1} \frac{2}{|h|^{1+ps}} dh \right)^{\frac{1}{p}}. \]

Then, if we replace \( |u|_{Y,s,p} \) by \( |u|_{Y,s,p} \) in Definition 2.6, we get equivalent norms.

2.3 Dilation and translation groups

Besides the homogeneity with respect to \( D_\lambda \) in (2.3), operator \( K \) in (2.2) has also the remarkable property of being invariant with respect to the left translations in the group law

\[ (t,x) \circ (s,\xi) = (t+s, e^{sB} x + \xi), \quad (t,x), (s,\xi) \in \mathbb{R}^{N+1}. \]

Indeed, a simple computation shows that, for any \( z,\zeta \in \mathbb{R}^{N+1} \),

\[ \zeta^{-1} \circ e^{\delta Y} z = e^{\delta Y} (\zeta^{-1} \circ z), \quad \zeta^{-1} \circ e^{\delta \xi_i} z = e^{\delta \xi_i} (\zeta^{-1} \circ z), \quad i = 1, \ldots, d, \]

where \((t,x)^{-1} = (-t, -e^{-tB} x)\). Analogously, we have (see, for instance, [23])

\[ D_\lambda e^{\delta Y} (z) = e^{\delta X Y} (D_\lambda z), \quad D_\lambda e^{\delta \zeta_i} (z) = e^{\delta X^{j+1} \tilde{\xi}_i} D_\lambda z, \quad i = \tilde{d}_{j-1} + 1, \ldots, \tilde{d}_j. \]

A \( D_\lambda \)-homogeneous norm on \( \mathbb{R}^{N+1} \) is defined as

\[ \| (t,x) \|_{B} = |t|^\frac{d}{2} + |x|_{B}, \quad |x|_{B} = \sum_{i=0}^{r} |x^{[i]}|^\frac{1}{2^{i+1}}, \]

and

\[ d := 2 + \sum_{k=0}^{r} (2k + 1) d_k \quad (2.6) \]

is usually called the homogeneous dimension of \( \mathbb{R}^{N+1} \) with respect to \( D_\lambda \).

Lemma 2.9 ([16], Proposition 5.1). There exists \( m = m(B) \geq 1 \) such that

\[ \| \zeta^{-1} \circ z \|_{B} \leq m(\| \zeta \|_{B} + \| z \|_{B}) \quad m^{-1} \| z \|_{B} \leq \| z^{-1} \|_{B} \leq m \| z \|_{B} \quad z, \zeta \in \mathbb{R}^{N+1}. \]

Remark 2.10. Since \( e^{\delta Y} z = z \circ (\delta, 0) \), by (2.7) we have

\[ \frac{1 - mc}{m} \| z \|_{B} \leq \| e^{\delta Y} z \|_{B} \leq m(1 + c) \| z \|_{B}, \]

for any \( |\delta|^{\frac{1}{2}} \leq c \| z \|_{B} \) with \( c \in [0, \frac{1}{m^2}] \).
Remark 2.11. The matrix $B$ is nilpotent of degree $r + 1$. In particular, for any $n \leq r$ we have

$$B^n = \begin{pmatrix}
0_{d-1 \times d} & 0_{d-1 \times d_1} & \cdots & 0_{d-1 \times d_{r-n}} & 0_{d-1 \times (d_r-d_{r-n})} \\
\prod_{j=1}^n B_j & 0_{d_1 \times d} & \cdots & 0_{d_1 \times d_{r-n}} & 0_{d_1 \times (d_r-d_{r-n})} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0_{d_r \times d} & 0_{d_r \times d_1} & \cdots & \prod_{j=r-n+1}^r B_j & 0_{d_r \times (d_r-d_{r-n})}
\end{pmatrix},$$

where

$$\prod_{j=1}^n B_j = B_n B_{n-1} \cdots B_1,$$

and $B^n = 0$ for $n > r$. Thus

$$e^{\delta B} = I_N + \sum_{j=1}^r \frac{B_j^j}{j!} \delta^j$$

is a lower triangular matrix with diagonal $(1, \ldots, 1)$ and therefore it has determinant equal to 1.

Lemma 2.12. For any $n \in \mathbb{N}$ and $u \in L^p$, with $p \geq 1$, we have

$$\|u(D\lambda)\|_p = \lambda^{-\frac{d}{2}}\|u\|_p, \quad |u(D\lambda)|_{n,p,B} = \lambda^{n-\frac{d}{2}}|u|_{n,p,B} \quad (2.9)$$

Proof. The first equality follows by a simple change of variable. Next, for $i = 1, \ldots, d$ we have, by (2.9)

$$\|\partial_{x_i} u(D\lambda)\|_p^p = \int_{\mathbb{R}^d} |\partial_{x_i} u(D\lambda z)|^p dz = \int_{\mathbb{R}^d} |\lambda(\partial_{x_i} u) (D\lambda z)|^p dz =$$

(by the change of variable $z' = D\lambda z$)

$$= \lambda^p \int_{\mathbb{R}^d} |(\partial_{x_i} u)(z')|\lambda^{-d} dz' = \lambda^{p-d} \|\partial_{x_i} u\|_p^p. \quad (2.10)$$

Similarly

$$[u(D\lambda)]_{Y_1,\mathbb{R}^d}^p = \int_{\mathbb{R}^d} \int_{\mathbb{R}} |u(D\lambda(e^{h'Y} z)| - u(D\lambda z)|^p \frac{dh'}{|h'|^{1+\frac{d}{2}}} dz$$

(by the change of variables $(h', z') = (\lambda^2 h, D\lambda z)$)

$$= \int_{\mathbb{R}^d} \int_{\mathbb{R}} \lambda^{2+p}|u(e^{h'Y} D\lambda z)| - u(D\lambda z)|^p \frac{dh'}{|\lambda^{2h}|^{1+\frac{d}{2}}} dz =$$

$$= \lambda^p \int_{\mathbb{R}^d} \int_{\mathbb{R}} |u(e^{h'Y} z') - u(z')|^p \frac{dh'}{|h'|^{1+\frac{d}{2}}} \lambda^{-d} dz = \lambda^{p-d} [u]_{Y_1,\mathbb{R}^d}^p. \quad (2.11)$$

(2.10) and (2.11) give the second equality for $n = 1$. The case $n = 2$ is analogous and the general case $n > 2$ follows by induction. \hfill \square
3 Alternative Sobolev norms and a first interpolation result

3.1 Intrinsic weak derivatives in $W^{n,p}_{B}$

By definition, the quasi-norm $| \cdot |_{n,p,B}$ only controls weak derivatives of order $n$ and $n-1$, which are made up of compositions of $\partial_{x_1}, \ldots, \partial_{x_d}$ and $Y$ for any possible permutation. We show that actually a function $u \in W^{n,p}_{B}$ supports all the weak derivatives of intrinsic order $l$, $l \leq n$, and for $k \in \mathbb{N}_0$ and $\beta \in \mathbb{N}_0^N$ we have

$$Y^k \partial^\beta u \in W^{n-l,p}_{B}, \quad 2k + \langle \beta \rangle_B = l,$$

where

$$\partial^\beta = \partial_{x_{1}}^{\beta_1} \cdots \partial_{x_{N}}^{\beta_N}, \quad \langle \beta \rangle_B := \sum_{i=0}^{r} (2i + 1) \sum_{k=1+d_{i-1}}^{d_i} \beta_k. \tag{3.1}$$

Indeed these derivatives can be recovered by taking appropriate iterated commutators of the vector fields $\partial_{x_1}, \ldots, \partial_{x_d}$ and $Y$: exploiting these commutators, we can also rearrange the terms appearing in $| \cdot |_{n,p,B}$ and provide a more explicit characterization which only make use of the intrinsic derivatives in the form (3.1).

First we recall some preliminary notions from [18], Section 4. By the structure of the matrix $B$, for any $n = 0, \ldots, r$ and $v \in \mathbb{R}^N$ we have

$$B^n v \in \bigoplus_{i=n}^{r} V_i, \quad V_i := \{ x^{[i]} \mid x \in \mathbb{R}^N \}, \tag{3.3}$$

and $B^n = 0$ for $n > r$. In particular, if $v \in V_0$ then we have

$$B^n v \in V_n, \quad n = 0, \ldots, r.$$

Moreover there exist subspaces

$$V_{0,r} \subseteq V_{0,r-1} \subseteq \cdots \subseteq V_{0,1} \subseteq V_{0,0} := V_0$$

such that the linear map

$$\psi_n : V_{0,n} \rightarrow V_n, \quad \psi_n(v) := B^n v \tag{3.4}$$

is bijective. For $v \in V_0$, we introduce the following iterated commutators

$$X_v^{(0)} := \sum_{k=1}^{d} v_k \partial_{x_k},$$

and recursively

$$X_v^{(n)} := [X_v^{(n-1)}, Y] = X_v^{(n-1)} Y - Y X_v^{(n-1)}, \quad n \in \mathbb{N}. \tag{3.5}$$

**Lemma 3.1.** Let $u \in W^{n,p}_{B}$. Then, for any $i \in \mathbb{N}_0$, $2i + 1 \leq n$, and $v \in V_0$ we have

$$X_v^{(i)} u \in W^{n-2i-1,p}_{B}. \tag{3.6}$$
Proof. We use an induction argument on $n$. If $n \leq 2$ there is nothing to prove because $X^{(0)}_v$ is a linear combination of the vector fields $\partial_{x_1}, \ldots, \partial_{x_n}$ and the thesis follows by definition.

Assume (3.6) is true for some fixed $n > 2$ and let us prove it for $n + 1$. We proceed by induction on $i$. For $i = 0$, again there is nothing to prove. We assume (3.6) for some $i > 0$ such that $2(i + 1) + 1 \leq n + 1$ and prove it for $i + 1$. If $u \in W^{n+1,p}_B$ then

$$X^{(i+1)}_v u = X^{(i)}_v Y u - Y X^{(i)}_v u.$$ 

Here $Y u \in W^{n-1,p}_B$ by definition and therefore $X^{(i)}_v Y u \in W^{n-1-(2i+1),p}_B$ by the inductive hypothesis on $n$. On the other hand $X^{(i)}_v u \in W^{n-1-(2i+1),p}_B$ by the inductive hypothesis on $i$ and therefore $Y X^{(i)}_v u \in W^{n-1-(2i+1)-2,p}_B$ by definition. Then (3.6) holds for $n + 1$, for any $i$, $2i + 1 \leq n + 1$, and this concludes the proof. 

**Proposition 3.2.** Let $u \in W^{n,p}_B$. Then for any $i \in \mathbb{N}_0$, $2i + 1 \leq n$, we have

$$\partial_{x_j} u \in W^{n-2i-1,p}_B, \quad j = 1 + \bar{d}_{i-1}, \ldots, \bar{d}_i.$$ 

Proof. By induction it is not difficult to prove that

$$X^{(i)}_v \varphi = \langle B^i v, \nabla_x \varphi \rangle, \quad \varphi \in C^\infty.$$ 

Next, since $\psi_i$ in (3.3) is bijective, for every $j = 1 + \bar{d}_{i-1}, \ldots, \bar{d}_i$ there exists $w_j \in V_{0,i}$ such that $B^i w_j = e_j \in V_i$. Then $f := X^{(i)}_{w_j} u \in W^{n-2i-1,p}_B$ is such that

$$\int_{\mathbb{R}^N} f(z) \varphi(z) dz = -\int_{\mathbb{R}^N} u(z) X^{(i)}_{w_j} \varphi(z) dz = -\int_{\mathbb{R}^N} u(z) \partial_{x_j} \varphi(z) dz, \quad \varphi \in C^\infty_0,$$

which means that $f$ is the weak derivative $\partial_{x_j} u$. 

By Proposition 3.2 and the definition of intrinsic Sobolev spaces we eventually infer the following:

**Corollary 3.3.** Let $u \in W^{n,p}_B$. Then, for any $k \in \mathbb{N}_0$, $\beta \in \mathbb{N}_0^\beta$ such that $2k + \langle \beta \rangle_B = l \leq n$, we have

$$Y^k \partial^\beta u \in W^{n-l,p}_B.$$ 

**Corollary 3.4.** The following quasi-norms are equivalent:

i) $|u|_{n,p,B}$;

ii) $\sum_{2k+\langle \beta \rangle_B = n} \|Y^k \partial^\beta u\|_p + \sum_{2k+\langle \beta \rangle_B = n-1} [Y^k \partial^\beta u]_{Y^{\frac{1}{2},p}}$; (3.7)

iii) $\begin{cases} \sum_{2k+\langle \beta \rangle_B = n-1} |Y^k \partial^\beta u|_{1,p,B}, & n = 2l + 1, \ l \in \mathbb{N}, \\ \sum_{2k+\langle \beta \rangle_B = n-1} |Y^k \partial^\beta u|_{1,p,B} + \|Y^l u\|_p, & n = 2l, \ l \in \mathbb{N}. \end{cases}$ (3.8)
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Proof. By induction it is not difficult to check that $|u|_{n,p,B}$ controls all the $L^p$-norms of the $n$th-order derivatives that are compositions of $Y$ and $\partial_x r, \ldots, \partial_x d$ for any possible permutation, as well as the fractional quasi-norms of the $(n-1)$th-order derivatives. Then it suffices to note that, by \eqref{3.5} we have

$$X_v^{(0)} Y^n = \sum_{i=0}^{n} \binom{n}{i} X_v^{(n-i)}, \quad v \in V_0; \quad (3.9)$$

then, proceeding as in the proof of Proposition \ref{3.2} to rearrange the derivatives, we get \eqref{3.7}.

Moreover, by definition we have

$$\sum_{2k+(\beta)_B=n-1} |Y^k \partial^\beta u|_{1,p,B} = \sum_{2k+(\beta)_B=n-1} \left( \sum_{j=1}^{d} \|\partial_x \partial^\beta Y^k u\|_p + \|Y^k \partial^\beta u\|_{1,p} \right),$$

and the fractional part of the quasi-norm coincides with \eqref{3.7}. As for the first term in the sum we need to distinguish two cases: if $n = 2l + 1$ for some $l \in \mathbb{N}$, then we get an equivalence with \eqref{3.7} by rearranging the derivatives as in the proof of Proposition \ref{3.2}; indeed, compared to $W_B^{n-1,p}$ we have the additional set of Euclidean derivatives $\partial_x r, j = 1 + d_{l-1}, \ldots, d_l$ which can be recovered from $\sum_{j=1}^{d} \partial_x \partial^\beta Y^k u$ by \eqref{3.9}, and similarly for the mixed derivatives. If $n = 2l$ we have the derivatives $Y^l u$ that cannot be written as sums of iterated commutators and thus we get \eqref{3.8}. \quad \square

3.2 Interpolation inequality and equivalence of the norms $\| \cdot \|_{W_B^{m,p}}$ and $\| \cdot \|_{W_B^{n,p}}$

Proposition 3.5. Let $1 \leq n < m$ and $p \geq 1$. There exists $c = c(m, p, B)$ such that

$$|u|_{n,p,B} \leq c \left( \varepsilon |u|_{m,p,B} + \varepsilon^{-\frac{m-n}{m}} \|u\|_p \right), \quad u \in W_B^{m,p}, \quad \varepsilon > 0. \quad (3.10)$$

In particular the norms $\| \cdot \|_{W_B^{m,p}}$ and $\| \cdot \|_{W_B^{n,p}}$ are equivalent.

Proof. The proof is based on a two-step induction.

Step 1: case $n = 1$ and $m = 2$. The estimate

$$|\partial_x u|_p \leq |u|_p + |\partial_x u|_p, \quad i = 1, \ldots, d,$$

is standard (cf. for instance \cite{2}, Chapter 5). On the other hand, by Fubini’s Theorem we have

$$[u]_{Y, \frac{1}{2}, p} = \int_{-1}^{1} \frac{dh}{|h|^{1+p}} \int_{\mathbb{R}^{N+1}} J_p(z, h) dz, \quad J_p(z, h) := |u(e^{h}Y z) - u(z)|^p.$$

By the mean value theorem along the vector field $Y$, for every $z \in \mathbb{R}^{N+1}$ and $h \in [-1, 1]$, $h \neq 0$, there exists $|\tilde{h}| \leq |h|$ such that $|J_p(z, h)| \leq |Y u(e^{h}Y z)|^p |h|^p$: then, by a change of variable and recalling Remark \ref{2.11}

$$[u]_{Y, \frac{1}{2}, p} \leq 2 \|Y u\|_p \int_{0}^{1} |h|^{\frac{1}{p}-1} dh \leq \frac{4}{p} \|Y u\|_p.$$

Thus we obtain

$$|u|_{1,p,B} \leq |u|_{2,p,B} + \|u\|_p. \quad (3.11)$$
The thesis follows by a scaling argument: indeed, applying (3.11) to \( u(D_{z-1} \cdot) \), by (2.9) we get
\[
\varepsilon^{1-\frac{d}{p}} |u|_{1,p,B} \lesssim \varepsilon^{2-\frac{d}{p}} |u|_{2,p,B} + \varepsilon^{-\frac{d}{p}} \|u\|_p.
\]

**Step 2: induction on \( n, m \) with \( m = n + 1 \).** We first prove the preliminary interpolation inequality:
\[
|Y u|_p \lesssim \varepsilon |Y u|_{Y, \frac{1}{2} p} + \varepsilon^{-1} |u|_{Y, \frac{1}{2} p}, \quad u \in W^3_B, \quad \varepsilon > 0.
\]
We have
\[
u(e^Y z) - u(z) - Y u(z) = \int_0^1 \left( Y u(e^{\delta Y} z) - Y u(z) \right) d\delta,
\]
and therefore
\[
\|Y u\|_p^p = \int_{\mathbb{R}^{n+1}} \left| u(e^Y z) - u(z) \right|^p dz + \int_{\mathbb{R}^{n+1}} \int_0^1 \left| Y u(e^{\delta Y} z) - Y u(z) \right|^p d\delta dz =: I_1 + I_2,
\]
where
\[
I_2 = \int_{\mathbb{R}^{n+1}} \int_0^1 \frac{|Y u(e^{\delta Y} z) - Y u(z)|^p}{\delta^{1+\frac{p}{2}}} d\delta dz \lesssim \frac{1}{2} |Y u|_{Y, \frac{1}{2} p}
\]
and
\[
I_1 \approx \int_{\mathbb{R}^{n+1}} \int_0^1 |u(e^Y z') - u(\varepsilon^Y z)|^p d\delta dz + \int_{\mathbb{R}^{n+1}} \int_0^1 |u(e^{\delta Y} z) - u(z)|^p d\delta dz =
\]
(by the change of variables \( z' = e^Y z \) and \( \delta' = \delta - 1 \))
\[
= \int_{\mathbb{R}^{n+1}} \int_0^1 |u(e^{\delta Y} z') - u(z)|^p d\delta dz + \int_{\mathbb{R}^{n+1}} \int_0^1 |u(e^{\delta Y} z) - u(z)|^p d\delta dz \lesssim |u|_{Y, \frac{1}{2} p},
\]
reasoning as for \( I_2 \) in the last step. Then (3.12) follows by a scaling argument.

Next we prove that if, for some \( \bar{n} \in \mathbb{N} \), (3.10) holds with \( n = \bar{n} \), \( m = \bar{n} + 1 \) then it also holds with \( n = \bar{n} + 1 \) and \( m = \bar{n} + 2 \). By Step 1, (3.8) and (3.12), if \( \bar{n} + 1 \) is even we have
\[
|u|_{\bar{n} + 1, p, B} \lesssim \sum_{2k + \langle \beta \rangle_B = \bar{n}} |Y^k \varepsilon^\beta u|_{1,p,B} + \|Y^{\bar{n} + 1} u\|_p
\]
If $\bar{n} + 1$ is odd, by (3.8) we derive the same estimate only exploiting Step 1. To conclude it suffices to take $\varepsilon_1 = \frac{\varepsilon}{2c_1c_2}$.

Step 3: backward induction on $n$. Let $m \in \mathbb{N}$, $m > 2$, be fixed. We prove that if (3.10) is true for $m$ and $n = \bar{n}$ for some $\bar{n} \in \{2, \ldots, m - 1\}$, then it is also true for $m$ and $n = \bar{n} - 1$.

By Step 2 we have

$$|u|_{\bar{n} - 1, p, B} \leq \varepsilon_1 |u|_{\bar{n}, p, B} + \varepsilon_1^{(\bar{n} - 1)} \|u\|_p \leq \varepsilon \left| u \right|_{\bar{n}, p, B}$$

(by the inductive hypothesis)

$$\leq \varepsilon_1 \left( \varepsilon_2 |u|_{m, p, B} + \varepsilon_1^{\frac{\bar{n} - 1}{m - (\bar{n} - 1)}} \|u\|_p \right) + \varepsilon_1^{(\bar{n} - 1)} \|u\|_p.$$

Letting now $\varepsilon = \varepsilon_1 \varepsilon_2$ and $\varepsilon_1 = \varepsilon^\frac{\bar{n} - 1}{m - (\bar{n} - 1)}$, we get

$$|u|_{\bar{n} - 1, p, B} \leq \varepsilon |u|_{m, p, B} + \varepsilon^{\frac{\bar{n} - 1}{m - (\bar{n} - 1)}} \|u\|_p,$$

which concludes the proof.

4 Taylor expansion in $W^{n, p}_B$

According to [18], the $n$-th order $B$-Taylor polynomial of $u$ around $\zeta = (s, \xi)$ is formally defined as

$$T_n u(\zeta, z) := \sum_{0 \leq 2k + \beta \leq n} \frac{(t - s)^k (x - \varepsilon^{(t-s)B} \xi)^\beta}{k! \beta!} Y^\beta \xi^\beta u(s, \xi), \quad z = (t, x) \in \mathbb{R}^{N+1},$$

with $\langle \beta \rangle_B$ as in (3.2). The main result of this section is the following.

**Theorem 4.1.** Let $n \in \mathbb{N}_0$ and $p \geq 1$. There exists $c = c(n, p, B)$ such that, for any $u \in W^{n+1, p}_B \cap C^\infty$ we have

$$\|u - T_n u(\cdot \circ \zeta, \cdot)\|_p \leq c \|\zeta\|^{n+1}_B \|u\|_{W^{n+1, p}_B}, \quad \zeta \in \mathbb{R}^{N+1}.$$

The proof is based on an induction procedure developed in [18] to derive the $C_B^{n, \alpha}$ estimate of the remainder. For completeness, here we give a fairly comprehensive presentation of the main lines, and refer to [18] for the details of the construction. To simplify the exposition we first split the proof in different steps, corresponding to particular cases of (4.2).

**Lemma 4.2.** There exists $c = c(n, p)$ such that, for any $u \in W^{n+1, p}_B \cap C^\infty$ and $\delta \in \mathbb{R}$, we have

$$\|u(\theta^{\delta Y} \cdot) - \sum_{k=0}^{[n/2]} \frac{\delta^k}{k!} Y^k u\|_p \leq c |\delta|^{n+1} \|u\|_{W^{n+1, p}_B},$$

where $[n/2]$ denotes the integer part of $n/2$. 
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Proof. We first check that, for $u \in W^{1,p}_B$, we have

$$\|u(e^{\delta Y} \cdot) - u\|_p \leq |\delta|^{1/2} \|u\|_{Y,\frac{1}{2},p}, \quad |\delta| \leq 1.$$  \hspace{1cm} (4.4)

Without loss of generality, we assume $\delta \in (0,1]$. Adding and subtracting $u(e^{hY} \cdot)$ and integrating on $h \in [0,\delta]$, we have

$$\|e^{\delta \frac{h}{2}Y} (e^{\frac{h}{2}Y} \cdot) - u\|_p \leq \int_0^\delta \|u'(e^{\delta \frac{h}{2}Y})(z)e^{\frac{h}{2}Y} \|_p dh + \int_0^\delta \|u'(e^{hY}) - u\|_p dh =: I_1 + I_2.$$  \hspace{1cm} (4.5)

Then we have

$$I_2 = \int_{\mathbb{R}^{n+1}} \int_0^\delta \frac{|u'(e^{hY} z) - u(z)|^p}{h^{1+\frac{p}{2}}} dh dz \leq \frac{1}{2} |\delta|^{1+\frac{p}{2}} \|u\|_{Y,\frac{1}{2},p}^p.$$  \hspace{1cm} (4.6)

By the change of variable $\tilde{z} = e^{\delta Y} z$, $\tilde{h} = h - \delta$ and Remark 2.11 the term $I_1$ is analogous, and thus we get (4.4). Similarly, we also see that if $u \in W^{2,p}_B$ then

$$\|u(e^{\delta Y} \cdot) - u\|_p \leq |\delta| \|u\|_{W^{2,p}_B}.$$  \hspace{1cm} (4.7)

More generally, for $u \in W^{n+1,p}_B \cap C^\infty$, by the mean-value theorem along the vector field $Y$, for some $\tilde{\delta}$ such that $|\tilde{\delta}| \leq |\delta|$ we have

$$u(e^{\delta Y} z) - \sum_{i=0}^{[n/2]} \frac{\delta^i}{i!} Y^i u(z) = \frac{\delta^{[n/2]}}{[n/2]!} \left( Y^{[n/2]} u(e^{\delta Y} z) - Y^{[n/2]} u(z) \right).$$  \hspace{1cm} (4.8)

Now, if $n = 2h$ for some $h \in \mathbb{N}$ then $Y^h u \in W^{1,p}_B$: thus (4.3) follows by combining (4.6) with (4.1) applied to $Y^h u$. Similarly, if $n = 2h + 1$ for some $h \in \mathbb{N}$ then (4.3) follows by combining (4.6) with (4.5) applied to $Y^h u \in W^{2,p}_B$. \hfill $\square$

Lemma 4.3. There exists $c = c(p,B)$ such that

$$\|u(\cdot \circ (0,\xi)) - u\|_p \leq c |\xi|_B \|u\|_{W^{1,p}_B}, \quad u \in W^{1,p}_B, \quad \xi \in \mathbb{R}^N.$$  \hspace{1cm} (4.9)

Proof. We have the standard inequality

$$\|u(e^{\delta \bar{c}_{xi} \cdot}) - u\|_p \leq |\delta| \|\bar{c}_{xi} u\|_p, \quad i = 1, \ldots, d.$$  \hspace{1cm} (4.10)

Notice that, for $u \in W^{1,p}_B$, we have $L^p$-bounds only on the first $d$ spatial derivatives. Thus, in order to prove (4.7) we must exploit estimate (4.11) and connect any arbitrary point $z = (t,x) \in \mathbb{R}^{n+1}$ to $z \circ (0,\xi) = (t,x + \xi)$ through a chain of integral curves associated only to the vector fields $\partial_{x_i}, \ldots, \partial_{x_d}$ and $Y$.

To do so, we define a sequence of points $(z_k = (t,x(k)))_{k=0,\ldots,r}$ adjusting, at any step $k$, the set of variables of the layer $V_k$ in (3.3). Following [18], Lemma 4.22 we set

$$v_{\xi_0} = \frac{\xi^0}{|\xi^0|}, \quad |\delta_0| = |\xi^0|.$$
and
\[ z_{-1} = z, \quad z_0 = \gamma^{(0)}_{v_k, \delta_k}(z_{-1}) := e^{\delta_k \langle v_k, \nabla \rangle} z = (t, x + \xi^{[0]}). \]

For \( k = 1, \ldots, r \) let
\[ z_k = \gamma^{(k)}_{v_k, \delta_k}(z_{k-1}) := e^{-\delta_k^2 Y} \left( e^{\delta_k^2 Y} \left( \gamma^{(k-1)}_{v_k, \delta_k}(z_{k-1}) \right) \right), \quad \delta_k = |w_k|^{\frac{1}{2k+1}}, \]
where \( v_k = w_k/|w_k| \) and \( w_k \) is the unique vector in \( V_0, k \subset V_0 \) such that \( B^k w_k = \xi^{[k]} + x^{[k]} - x^{[k]}(k-1) \).

Importantly, it can be proven by induction that, for any \( v \in V_0 \) we have
\[ \gamma^{(k)}_{v, \delta}(t, x) = (t, x + S_k(\delta)v), \quad S_k(\delta)v = (-1)^k \sum_{k=0}^{r} \left( \frac{(-B)|h|}{h!} \delta^2|h|+1 \right) v \in \bigoplus_{j=k} V_j. \]

In other words the flow \( \gamma^{(k)}_{v, \delta} \) only affects the set of variables \([k : r]\). Moreover, \( \gamma^{(r)}_{v, \delta}(z_{r-1}) = (t, x + \xi) \) by construction. Notice also that at any step, \( \delta_k \) does not depend on \( x \) and also, the specific choice of \( w_k \) implies \( \delta_k \leq c B \| \xi \| B \) (cf. [18], Lemma 4.22).

We are ready to prove Theorem 4.1: by the Minkowski inequality we have
\[ \|u(\cdot \circ (0, \xi)) - u\|_p \leq \sum_{k=0}^{r} \int_{\mathbb{R}^{N+1}} |u(z_k) - u(z_{k-1})|dz = \sum_{k=0}^{r} \|u(\gamma^{(k)}_{v_k, \delta_k}) - u\|_p, \]
where we exploited the changes of variables \( z' = z_{k-1} = z_{k-1}(z) \) in the last step: here we use the fact that, by Remark 2.11 the Jacobian of the change of variables has determinant equal to one. Then the proof is completed once we have proved that, for any \( k, i \in \{0, \ldots, r\} \) we have
\[ \|u(\gamma^{(k)}_{v_k, \delta_k}) - u\|_p \leq \delta_i \|u\|_{W^{1,p}_B} \leq |\xi| \|u\|_{W^{1,p}}. \quad (4.9) \]

We proceed by induction on \( k \). The case \( k = 0 \) follows from (4.8). Assume now (4.9) holds for some \( k \in \{0, \ldots, r-1\} \): as before we have
\[ \|u(\gamma^{(k+1)}_{v_k, \delta_k}) - u\|_p \leq \|u(\gamma^{(k)}_{v_k, \delta_k}) - u\|_p + \|u(e^{\delta_k^2 Y} \cdot) - u\|_p + \|u(e^{-\delta_k^2 Y} \cdot) - u\|_p, \]
and the thesis follows from the inductive step and (4.4). \( \square \)

We are ready to prove Theorem 4.1.

**Proof of Theorem 4.1.** We prove that, for any \( n \in \mathbb{N}_0, \xi \in \mathbb{R}^{N+1} \) and \( u \in W^{n+1,p}_B \cap C^{\infty} \), we have
\[ \|u(\cdot \circ \xi) - T_n u(\cdot \circ \xi)\|_p \leq c \|\xi\|_{W^{n+1,p}} \|u\|_{W^{n+1,p}_B}. \quad (4.10) \]

Estimate (4.2) follows from (4.10) since
\[ \|u - T_n u(\cdot \circ \xi)\|_p = \|u(\cdot \circ \xi^{-1}) - T_n u(\cdot \circ \xi^{-1})\|_p. \]
Now, for $z = (t, x), \zeta = (s, \xi) \in \mathbb{R}^{N+1}$, we write

$$u(z \circ \zeta) - T_n u(z, z \circ \zeta) = u(z \circ \zeta) - T_n u(e^{sY} z, z \circ \zeta) + T_n u(e^{sY} z, z \circ \zeta) - T_n u(z, z \circ \zeta).$$

By definition

$$e^{sY} z = (t + s, e^{sB} x), \quad z \circ \zeta = (t + s, \xi + e^{sB} x).$$

Hence $F_1(z, \zeta)$ contains increments that only differ in the spatial variables, while $F_2(z, \zeta)$ contains increments that only differ along $Y$.

To estimate $F_2(z, \zeta)$ we first notice that the increments in the Taylor polynomials appearing in $F_2(z, \zeta)$ are given by

$$(e^{sY} z)^{-1} \circ (z \circ \zeta) = (0, \xi), \quad z^{-1} \circ (z \circ \zeta) = (s, \xi),$$

thus we have

$$F_2(z, \zeta) = \sum_{\langle \beta \rangle_B \leq n} \frac{s^\beta}{\beta!} (\partial^\beta u)(e^{sY} z) - \sum_{2k + \langle \beta \rangle_B \leq n} \frac{s^k \xi^\beta}{k! \beta!} (Y^k \partial^\beta u)(z)$$

$$= \sum_{\langle \beta \rangle_B \leq n} \frac{s^\beta}{\beta!} \left((\partial^\beta u)(e^{sY} z) - \sum_{2k + \langle \beta \rangle_B \leq n} \frac{s^k \xi^\beta}{k! \beta!} (Y^k \partial^\beta u)(z)\right).$$

Taking the $L^p$ norm in $dz$ and using (4.13) for $\partial^\beta u \in W_B^{n-(\langle \beta \rangle_B)}$ by Corollary 3.3 we get

$$\|F_2(\cdot, \zeta)\|_p \leq \sum_{\langle \beta \rangle_B \leq n} \|\xi\|_{\langle \beta \rangle_B}^\beta s^{\frac{n-(\langle \beta \rangle_B)+1}{2}} \|\partial^\beta u\|_{W_B^{n+1-(\langle \beta \rangle_B),p}} \leq \|\xi\|_{\langle \beta \rangle_B}^\beta \|u\|_{W_B^{n+1,p}}.$$

It remains to prove

$$\|F_1(\cdot, \zeta)\|_p \leq \|\xi\|_{\langle \beta \rangle_B}^\beta \|u\|_{W_B^{n+1,p}}. \quad (4.11)$$

First notice that, by a change of variable we have

$$\|F_1(\cdot, \zeta)\|_p = \|u(\cdot \circ (0, \xi)) - T_n u(\cdot \circ (0, \xi))\|_p.$$  

The case $n = 0$ corresponds to Lemma 4.3. Next we assume that (4.11) holds for $n = \bar{n} - 1$ and prove it for $n = \bar{n}$. We have

$$u(z \circ (0, \xi)) - T_{\bar{n}} u(z, z \circ (0, \xi))$$

$$= u(t, x + \xi) - T_{\bar{n}} u((t, x), (t, x + \xi))$$

$$= u(t, x + \xi) - T_{\bar{n}} u((t, \bar{x}), (t, x + \xi)) + T_{\bar{n}} u((t, \bar{x}), (t, x + \xi)) - T_{\bar{n}} u((t, x), (t, x + \xi)),$$

where $\bar{x}$ the point in $\mathbb{R}^N$ defined by

$$\bar{x}[i] = \begin{cases} x[i] & \text{if } 2i + 1 \leq \bar{n}, \\ x[i] + \xi[i] & \text{if } 2i + 1 > \bar{n}. \end{cases}$$
Notice that \((x + \xi - \bar{x})^\beta = \xi^\beta\) for \(\langle \beta \rangle_B \leq \bar{n}\) and \(|x - \xi - \bar{x}|_B \leq |\xi|_B\). For \(x \in \mathbb{R}^N\), we introduce the notation
\[
x^{[ij]} = \sum_{k=i}^{j} x^{[k]} \quad 0 \leq i < j \leq r.
\]
Then
\[
T_{\bar{n}} u((t, \bar{x}), (t, x + \xi)) = \sum_{\langle \beta \rangle_B \leq \bar{n}} \frac{1}{\beta!} \xi^\beta \partial^\beta u(t, x + \xi([\frac{\bar{n} + 1}{2}]^r)) \xi^\beta. \tag{4.12}
\]
Now, since \(u \in W^{\bar{n}+1,p}_B\) has weak derivatives of order \([\frac{\bar{n} + 1}{2}]^r\) in any direction of the increments \(i\), \(i \leq \lfloor \frac{\bar{n}}{2} \rfloor\), it is not difficult to check, similarly to (4.3) that
\[
\|F_{11}(\cdot, \zeta)\|_p \leq |\xi|_{B,1}^{\frac{n+1}{n+1}} u\|_{W^{\bar{n}+1,p}_B}.
\]
On the other hand, by (4.12), we have
\[
F_{12}(z, \zeta) = \sum_{\langle \beta \rangle_B \leq \bar{n}} \frac{\xi^{\beta}}{\beta!} \left(\partial^\beta u(t, \bar{x}) - \partial^\beta u(t, x)\right).
\]
Then, taking the \(L^p\) norm in \(dz\), we have
\[
\|F_{12}(\cdot, \zeta)\|_p \leq \sum_{\langle \beta \rangle_B \leq \bar{n}} |\xi^{\beta}|_{B,1}^{\frac{n+1}{n+1}} \|\partial^\beta u(t, \cdot) \circ \xi([\frac{\bar{n} + 1}{2}]^r) - \partial^\beta u\|_p
\]
Now we use the inductive hypothesis on \(\partial^\beta u \in W^{\bar{n}-(\langle \beta \rangle_B + 1),p}_B\) for \(\{|\beta|_B \geq 1\}\), and finally get
\[
\|F_{12}(\cdot, \zeta)\|_p \leq \sum_{\langle \beta \rangle_B \leq \bar{n}} |\xi^{\beta}|_{B,1}^{\frac{n+1}{n+1}} \|\partial^\beta u\|_{W^{\bar{n}-(\langle \beta \rangle_B + 1),p}_B} \leq |\xi|_{B,1}^{\frac{n+1}{n+1}} u\|_{W^{n+1,p}_B}.
\]

**Remark 4.4.** By Theorem 4.1, for any \(i \in \{\bar{d}_{j-1} + 1, \ldots, \bar{d}_j\}\) with \(2j + 1 > n\) we have in particular
\[
\|u(e^{\delta x_i} \cdot) - u\|_p \leq |\delta|_{\frac{n+1}{2j+1}}^{|\langle \beta \rangle_B|_{\bar{n}+1}} u\|_{W^{n+1,p}_B}, \quad u \in W^{n+1,p}_B.
\]
Then, using Fubini’s Theorem it is straightforward to check that, for any \(\varepsilon > 0\)
\[
[u]_{\mathcal{E}_{\bar{s}}, \frac{n+1}{2j+1}, \varepsilon} \leq \varepsilon^{-1} u\|_{W^{n+1,p}_B}, \quad u \in W^{n+1,p}_B.
\]
Together with Corollary 3.3 this gives the expected regularity in any spatial direction, which is not prescribed a priori by the definition of the spaces. Also, by Corollary 3.3 we can further infer that, for any \(k \in \mathbb{N}_0, \beta \in \mathbb{N}_0^N\) with \(2j + 1 > n - 2k - \langle \beta \rangle_B \geq 0\) we have
\[
[u]_{\mathcal{E}_{\bar{s}}, \frac{n+1-2k-(\langle \beta \rangle_B + 1)}{2j+1}, \varepsilon} \leq \varepsilon^{-1} u\|_{W^{n+1,p}_B}, \quad u \in W^{n+1,p}_B.
\]
5 Approximation and interpolation

5.1 Approximation in $W_{B}^{n,p}$

Let $\phi$ be a test function supported on $\|z\|_{B} \leq 1$ with unitary integral. Following [23], we define the $n$-th order approximation for $u \in W_{B}^{n,p}$ as

$$u_{n,\varepsilon}(z) := \int_{\mathbb{R}^{N+1}} T_{n-1}u(\zeta, z) \varphi(D_{e^{-1}}(\zeta^{-1} \circ z)) \frac{d\zeta}{\varepsilon^d}, \quad \varepsilon > 0,$$

where $T_{n}u(\zeta, z)$ is the $B$-Taylor polynomial in $(1.1)$ and $d$ the homogeneous dimension of $\mathbb{R}^{N+1}$. Notice that

$$\int_{\mathbb{R}^{N+1}} \varphi(D_{e^{-1}}(\zeta^{-1} \circ z)) \frac{d\zeta}{\varepsilon^d} = \int_{\|\zeta\|_{B} \leq 1} \varphi(\zeta) d\zeta = 1.$$

We also recall the useful Lemma 3.2 from [23] which still holds for functions in $W_{B}^{n,p}$: indeed, its proof relies only on basic algebraic rules of derivation, namely the Leibniz formula and the chain rule for compositions with smooth functions.

**Lemma 5.1.** For any $u \in W_{B}^{n,p}$ and $z, \zeta \in \mathbb{R}^{N+1}$ we have

$$\partial_{x_{i}}T_{n}u(\zeta, z) = T_{n-1}(\partial_{i}u)(\zeta, z), \quad n \geq 1, \ i = 1, \ldots, d,$$

$$Y_{2}T_{n}u(\zeta, z) = T_{n-2}(Y_{2}u)(\zeta, z), \quad n \geq 2.$$

**Theorem 5.2 (Approximation).** Let $n, m \in \mathbb{N}$ with $n < m$. There exist constants $c_{1} = c(n, p, B)$ and $c_{2} = c(n, m, p, B)$ such that for any $u \in W_{B}^{n,p}$ and $0 < \varepsilon \leq 1$ we have

$$\|u - u_{n,\varepsilon}\|_{B} \leq c_{1} \varepsilon^{n} \|u\|_{W_{B}^{n,p}},$$

$$\|u_{n,\varepsilon}\|_{W_{B}^{m,p}} \leq c_{2} \varepsilon^{n-m} \|u\|_{W_{B}^{n,p}}.$$  

**Proof.** We denote by $\mathcal{D}^{l}$ any weak derivative of intrinsic order $l$, that is $\mathcal{D}^{l} = Y^{k}\partial_{x}^{\beta}$ with $2k + \langle \beta \rangle_{B} = l$, and let

$$I_{\varepsilon}^{(n,l)}u(z) := \int_{\mathbb{R}^{N+1}} (T_{n-1}u(\zeta, z) - u(z)) (\mathcal{D}^{l}\varphi) (D_{e^{-1}}(\zeta^{-1} \circ z)) \frac{d\zeta}{\varepsilon^d}.$$

We prove the following preliminary estimates for $u \in W_{B}^{n,p} \cap C_{0}^{\infty}$:

$$\|I_{\varepsilon}^{(n,l)}u\|_{B} \leq \varepsilon^{n-l} \|u\|_{W_{B}^{n,p}},$$

$$[u_{0,\varepsilon}]_{Y^{1,p}} \leq \varepsilon^{-1} \|u\|_{B},$$

$$[I_{\varepsilon}^{(n,l)}u]_{Y^{1,p}} \leq \varepsilon^{n-l-1} \|u\|_{W_{B}^{n,p}}.$$

First observe that by $(2.4), (2.5)$ and the change of variable $\eta = D_{e^{-1}}(\zeta^{-1} \circ z)$, we have

$$I_{\varepsilon}^{(n,l)}u(z) : = \varepsilon^{-l} \int_{\mathbb{R}^{N+1}} (T_{n-1}u(\zeta, z) - u(z)) (\mathcal{D}^{l}\varphi) (D_{e^{-1}}(\zeta^{-1} \circ z)) \frac{d\zeta}{\varepsilon^d}$$

$$= \varepsilon^{-l} \int_{\|\eta\|_{B} \leq 1} (T_{n-1}u(z \circ (D_{e}\eta)^{-1}, z) - u(z)) \mathcal{D}^{l}\varphi(\eta) d\eta.$$
Then, by Minkowski integral inequality and Theorem 4.1, we get
\[ \|I_{\varepsilon}^{(n,l)}u\|^p_p \leq \varepsilon^{-p} \int_{|\zeta|B \leq 1} \|T_{n-1}u(\cdot \circ (D\varepsilon^{-1})^{-1}, \cdot) - u\|^p_{W_{h}^{p, p}} |D^l \varphi(\zeta)|d\zeta \]
(since \( |D\varepsilon^{-1}| = \varepsilon \|\| \)) we get
\[ \leq \varepsilon^{-p} \int_{|\zeta|B \leq 1} \varepsilon^{np}\|\|_{H}^{np}\|u\|^p_{W_{h}^{np, p}} |D^l \varphi(\zeta)|d\zeta \leq \varepsilon^{-(n-l)p}\|u\|^p_{W_{h}^{np, p}} \]
which proves (5.4). By a similar argument, we have
\[ \left[ u_{0, \varepsilon}\right]_{Y, \frac{1}{h}, p}^p = \int_{\mathbb{R}^{N+1}} \int_{|h| \leq \varepsilon^2} u(\zeta) \left( \varphi \left( D_{e^{-1}}(\zeta^{-1} \circ e^{hY}z) \right) - \varphi \left( D_{e^{-1}}(\zeta^{-1} \circ z) \right) \right) \frac{dh}{|h|^1 + \frac{\varepsilon^2}{2}} \leq \int_{|h| \leq \varepsilon^2} u(z \circ (D\varepsilon^{-1})^{-1}) \left( \varphi(e^{hY} \zeta) - \varphi(\zeta) \right) \frac{dh}{|h|^1 + \frac{\varepsilon^2}{2}} \]
(by Minkowski inequality)
\[ \leq \|u\|^p_p \left( \int_{|h| \leq \varepsilon^2} + \int_{|h| \leq \varepsilon^2} \right) \left( \int_{\mathbb{R}^{N+1}} \left| \varphi(e^{hY} \zeta) - \varphi(\zeta) \right| d\zeta \right) \frac{dh}{|h|^1 + \frac{\varepsilon^2}{2}} =: I_1 + I_2 \]
By the triangular and Hölder inequalities we have
\[ I_1 \leq \|u\|^p_p \left( \int_{|h| \leq \varepsilon^2} 2\varphi(\zeta)d\zeta \right) \frac{dh}{|h|^1 + \frac{\varepsilon^2}{2}} \leq \|u\|^p_p \|\varphi\|^p_p \int_{|h| \leq \varepsilon^2} \frac{dh}{|h|^1 + \frac{\varepsilon^2}{2}} \leq \varepsilon^{-p}\|u\|^p_p \|\varphi\|^p_p. \]
Next, noting that \( e^{hY} \zeta = \zeta \circ \left( \frac{h}{\varepsilon^2}, 0 \right) \), by (2.7) we have
\[ \|e^{hY} \zeta\|_B \leq m \left( \|\zeta\|_B + \sqrt{|h| \varepsilon} \right) \leq 2m \]
in the integration set of \( I_2 \), and therefore, again by Hölder inequality, we have
\[ I_2 \leq \|u\|^p_p \left( \int_{|h| \leq \varepsilon^2} \int_{\mathbb{R}^{N+1}} \left| \varphi(e^{hY} \zeta) - \varphi(\zeta) \right|^p d\zeta \frac{dh}{|h|^1 + \frac{\varepsilon^2}{2}} \right) \leq \varepsilon^{-p}\|u\|^p_p \|\varphi\|^p_p \]
where the last inequality easily follows by a change of variables, and this proves (5.5).
Lastly, (5.6) requires more attention. We have
\[ \left[ I_{\varepsilon}^{(n,l)}u\right]_{Y, \frac{1}{h}, p}^p \leq S_1 + S_2 \]
where
\[ S_1 = \int_{\mathbb{R}^{N+1}} \int_{|h| \leq \varepsilon^2} \left( \left( T_{n-1}u(\zeta, e^{hY}z) - u(e^{hY}z) \right) \times \right) \left( (D^l \varphi) \left( D_{e^{-1}}(\zeta^{-1} \circ e^{hY}z) \right) - (D^l \varphi) \left( D_{e^{-1}}(\zeta^{-1} \circ z) \right) \right) \frac{dh}{|h|^1 + \frac{\varepsilon^2}{2}} \right) \frac{dh}{|h|^1 + \frac{\varepsilon^2}{2}}. \]
\[ S_2 = \int_{|h| \in \mathbb{N}_1} \int_{\mathbb{R}^{N+1}} J_n(\zeta, z) \mathcal{D}^l \varphi \left( D_{\varepsilon^{-1}}(\zeta^{-1} \circ z) \right) \frac{d\zeta}{\varepsilon^d} \frac{dh}{|h|^{1+\frac{p}{2}}} dz \]

with

\[ J_n(\zeta, z) = T_{n-1} u(\zeta, e^{hY} z) - u(e^{hY} z) - (T_{n-1} u(\zeta, z) - u(z)). \]

The term \( S_1 \) can be controlled as \( [u_0, \varepsilon]_{\mathcal{Y}, \frac{1}{2}, p} \): for simplicity here we assume that we can control the support of the increment of \( \mathcal{D}^l \varphi \) independently of \( \varepsilon \) on the whole integration set of \( h \) to exploit a Hölder inequality (otherwise we can just split the integration set and proceed as for the terms \( I_1 \) and \( I_2 \) of \( [u_0, \varepsilon]_{\mathcal{Y}, \frac{1}{2}, p} \)).

Then we have

\[ S_1 = \varepsilon^{-lp} \int_{|h| \in \mathbb{N}_1} \int_{\mathbb{R}^{N+1}} \left( T_{n-1} u(e^{hY} z \circ (D_{\varepsilon^{-1}}) \zeta^{-1}, e^{hY} z) - u(e^{hY} z) \right) \times \left( \mathcal{D}^l \varphi(e^{hY} hY) - \mathcal{D}^l \varphi(h) \right) \frac{dh}{|h|^{1+\frac{p}{2}}} \]

\[ \leq \varepsilon^{-lp} \int_{|h| \in \mathbb{N}_1} \int_{\mathbb{R}^{N+1}} |T_{n-1} u(\cdot \circ (D_{\varepsilon^{-1}}(\zeta)^{-1}, \cdot) - u(\cdot)|p \mathcal{D}^l \varphi(e^{hY} hY) - \mathcal{D}^l \varphi(\cdot)|p \frac{dh}{|h|^{1+\frac{p}{2}}} \leq \]

(by Theorem 4.1)

\[ \varepsilon^{(n-l)p} \||u||_{W_{B}^{m,p}} \varepsilon^{-p} \left[ \mathcal{D}^l \varphi \right]_{\mathcal{Y}, \frac{1}{2}, p} \leq \varepsilon^{(n-l-1)p} \||u||_{W_{B}^{m,p}}. \]

On the other hand, we have \( S_2 = S_{21} + S_{22} \) where

\[ S_{21} := \int_{\mathbb{R}^{N+1}} \int_{|h| \in \mathbb{N}_1} \int_{\mathbb{R}^{N+1}} J_n(\zeta, z) \varepsilon^{-l} (\mathcal{D}^l \varphi) \left( D_{\varepsilon^{-1}}(\zeta^{-1} \circ z) \right) \frac{d\zeta}{\varepsilon^d} \frac{dh}{|h|^{1+\frac{p}{2}}} dz \]

(reasoning as above)

\[ \leq \varepsilon^{-lp} \int_{\mathbb{R}^{N+1}} \int_{|h| \in \mathbb{N}_1} \int_{\mathbb{R}^{N+1}} 2|T_{n-1} u(\cdot \circ (D_{\varepsilon^{-1}}(\zeta)^{-1}, \cdot) - u(\cdot)|p \mathcal{D}^l \varphi(\cdot)|p \frac{dh}{|h|^{1+\frac{p}{2}}} d\zeta \]

\[ \leq \varepsilon^{(n-l)p} \||u||_{W_{B}^{m,p}} \||\mathcal{D}^l \varphi||_{p} \int_{|h| > \varepsilon^2} \frac{dh}{|h|^{1+\frac{p}{2}}} \leq \varepsilon^{(n-l-1)p} \||u||_{W_{B}^{m,p}} \]

and

\[ S_{22} := \int_{\mathbb{R}^{N+1}} \int_{\varepsilon^2 < |h| \in \mathbb{N}_1} \int_{\mathbb{R}^{N+1}} J_n(\zeta, z) \varepsilon^{-l} (\mathcal{D}^l \varphi) \left( D_{\varepsilon^{-1}}(\zeta^{-1} \circ z) \right) \frac{d\zeta}{\varepsilon^d} \frac{dh}{|h|^{1+\frac{p}{2}}} dz. \]

To estimate \( S_{22} \), assume for a moment that \( n \geq 3 \): then by Theorem 4.1 we have

\[ S_{22} \leq \varepsilon^{-lp} \int_{|h| < \varepsilon^2} \left( \int_{|\zeta| \leq 1} \left( \int_{\mathbb{R}^{N+1}} |h|^p \int_{0}^{1} |T_{n-3} Y u(\zeta \circ (D_{\varepsilon^{-1}}(\zeta)^{-1}, e^{\lambda Y} z) \right. \right. \]

\[ \left. \left. - Y u(e^{\lambda Y} z) |d\lambda|^p \right) \frac{1}{p} |\mathcal{D} \varphi(\zeta)| d\zeta \right)^p \frac{dh}{|h|^{1+\frac{p}{2}}}. \]
Notice that 
\[ z \circ (D_x \zeta)^{-1} = e^{\lambda h} z \circ (-\lambda h, 0) \circ (D_x \zeta)^{-1} = e^{\lambda h} Y z \circ (e^{\lambda h} D_x \zeta)^{-1}. \]

Then, after the change of variables \( \bar{z} = e^{\lambda h} z \) and exchanging the order of integration, the term inside the square brackets in \((5.7)\) is bounded by
\[ \int_0^1 \|T_{n-2} Y u(-) \circ (e^{\lambda h} D_x \zeta)^{-1}, \cdot) - Y u\|_{W_{B}^{n-2,p}}^p d\lambda \lesssim \int_0^1 \|e^{\lambda h} D_x \zeta\|_{p}^{(n-2)p} \|Y u\|_{W_{B}^{n-2,p}}^p d\lambda. \]

By \((2.5)\) and \((2.8)\), recalling that \( \lambda h \lesssim \varepsilon^2 \) and \( \|\zeta\|_{B} \lesssim 1 \) in the current integration set, we have
\[ \|e^{\lambda h} D_x \zeta\|_{B} = \|D_x(e^{\lambda^{1/2} h} \zeta)\|_{B} = \|e^{\lambda^{1/2} Y \zeta}\|_{B} \lesssim \varepsilon(1 + \|\zeta\|_{B}) \lesssim \varepsilon. \]

Therefore, substituting in \((5.7)\) we find
\[ S_{22} \lesssim \varepsilon^{-l_p} \|Y u\|_{W_{B}^{n-2,p}}^p \int_{|h| \leq \varepsilon^2} \left( \int_{|\zeta| \leq 1} \varepsilon^{(n-2)|D^l \varphi(\zeta)|} d\zeta \right)^p \frac{dh}{|h|^{1-\frac{p}{2}}} \lesssim \varepsilon^{(n-2-l)p} \|Y u\|_{W_{B}^{n-2,p}}^p. \]

The cases \( n = 1 \) or \( n = 2 \) are easier: it is easy to check that \( T_0 u(\zeta, e^{h Y} z) = T_0 u(\zeta, z) = u(\zeta) \) and \( T_1 u(\zeta, e^{h Y} z) = T_1 u(\zeta, z) \), therefore it suffices to use \((4.3)\) and proceed as above. Collecting the estimates for \( S_1, S_{21}, S_{22} \) we get \((5.6)\).

We are ready to prove \((5.2)\) and \((5.3)\) for \( u \in W_{B}^{m,p} \cap C_{0}^{\infty} \), then the general statement follows by density. Clearly
\[ \|u - u_{n,\varepsilon}\|_{p} \lesssim \|I_{\varepsilon}^{(n,0)} u\|_{p} \lesssim \varepsilon^n \|u\|_{W_{B}^{m,p}} \]

by \((5.4)\). On the other hand, by \((3.7)\), with some slight abuse of notation, we have
\[ \|u_{n,\varepsilon}\|_{m,p,B} \lesssim \|D^m u_{n,\varepsilon}\|_{p} + [D^m u_{n,\varepsilon}]_{Y_{m-1,p}}. \]

Since \( D_z^i T_n u(\zeta, z) = 0 \) for any \( i > n \) we have
\[ D^m u_{n,\varepsilon}(z) = \sum_{i=0}^{n} \int_{R^{N+1}} D_z^i T_{n-1} u(\zeta, z) D_z^{m-i} \varphi(D_{\varepsilon^{-1}}(\zeta^{-1} \circ z)) \frac{d\zeta}{\varepsilon^d}, \]

meaning that \( D^m, D^{m-i}, D^i \) may stand for any intrinsic derivative of order \( m, m-i, i \). Then, using Lemma \((5.1)\) and that
\[ \int_{R^{N+1}} D^i \varphi(z) dz = 0, \quad i > 1, \]

we can write
\[ D^m u_{n,\varepsilon}(z) = \sum_{i=0}^{n} \int_{R^{N+1}} (T_{n-1-i} D^i u(\zeta, z) - D^i u(z)) D_z^{m-i} \varphi(D_{\varepsilon^{-1}}(\zeta^{-1} \circ z)) \frac{d\zeta}{\varepsilon^d}, \]

and thus
\[ \|D^m u_{n,\varepsilon}\|_{p} \lesssim \sum_{i=0}^{n} (\varepsilon^{n-i} \|D^i u\|_{W_{B}^{m-i,p}} \lesssim \varepsilon^{n-m} \|u\|_{W_{B}^{n,p}}. \]

\[ (5.9) \]
It only remains to estimate \([\mathcal{D}^{m-1}u_{n,\varepsilon}]_{Y,\frac{1}{2},p}^p\); as before, if \(m > n + 1\), the test function is affected by at least one derivative for any non-null term of \(\mathcal{D}^{m-1}u_{n,\varepsilon}\). Therefore we have

\[
[\mathcal{D}^{m-1}u_{n,\varepsilon}]_{Y,\frac{1}{2},p} \leq \begin{cases} 
\sum_{i=0}^{n} [L_{\varepsilon}^{(n-1,m-1-i)}\mathcal{D}^i u]_{Y,\frac{1}{2},p}, & m > n + 1 \\
\sum_{i=0}^{m-1} [L_{\varepsilon}^{(n-1,m-1-i)}\mathcal{D}^i u]_{Y,\frac{1}{2},p} + [(\mathcal{D}^n u)_{0,\varepsilon}]_{Y,\frac{1}{2},p}, & m = n + 1.
\end{cases}
\]

By (5.5) and (5.6), we directly derive

\[
[\mathcal{D}^{m-1}u_{n,\varepsilon}]_{Y,\frac{1}{2},p} \leq \varepsilon^{n-m} \|u\|_{W_B^{n,p}},
\]

and recalling (5.8), (5.9) we finally get (5.3).

\[\Box\]

### 5.2 Interpolation on the degree of smoothness

In this section, we establish an interpolation result. The primary definitions and key results pertaining to interpolation theory are succinctly summarized in Appendix A.

**Theorem 5.3 (Interpolation).** For \(1 \leq n \leq m\) and \(1 \leq p \leq \infty\) we have

\[
(L^p, W_B^{m,p})_{\frac{n}{m},1} \subseteq W_B^{m,p} \subseteq (L^p, W_B^{m,p})_{\frac{n}{m},\infty}.
\]

\[
(5.10)
\]

**Proof.** The first embedding in (5.10) is a direct consequence of Proposition 3.5. Indeed, from (3.10) we deduce

\[
\|u\|_{W_B^{n,p}} \leq \varepsilon \|u\|_{W_B^{m,p}} + \varepsilon^{-\frac{n}{m-n}} \|u\|_p, \quad \varepsilon > 0.
\]

In particular, taking the optimal \(\varepsilon = \left(\|u\|_p/\|u\|_{W_B^{m,p}}\right)^{\frac{m-n}{n}}\) we get

\[
\|u\|_{W_B^{n,p}} \leq \|u\|_{W_B^{m,p}}^{\frac{m-n}{n}} \|u\|_p^{\frac{n}{n}}
\]

and, by Proposition A.1, estimate (5.11) is equivalent to the embedding \((L^p, W_B^{m,p})_{\frac{n}{m},1} \subseteq W_B^{n,p}\).

The second embedding in (5.10) is a direct consequence of Theorem 5.2. Indeed, by (5.2) and (5.3), for any \(\varepsilon > 0\) we have

\[
t^{-\frac{m}{n}} K(t, u; L^p, W_B^{m,p}) \leq t^{-\frac{m}{n}} (\|u - u_{n,\varepsilon}\|_p + t \|u_{n,\varepsilon}\|_{W_B^{m,p}}) \leq t^{-\frac{m}{n}} (\varepsilon^n + t^{n-m}) \|u\|_{W_B^{n,p}}.
\]

Therefore, taking \(\varepsilon = t^{\frac{1}{n}}\) we get

\[
t^{-\frac{m}{n}} K(t, u; L^p, W_B^{m,p}) \leq \|u\|_{W_B^{n,p}}.
\]

\[\Box\]
6 Proof of Theorem 1.1

The proof of Theorem 1.1 is based on some basic result from interpolation theory, which we briefly recall in Appendix A for reader’s convenience. As a first step we derive a “crude” embedding which will serve as a starting point to derive the general result, through the characterization of Lorentz spaces of Lemma A.5.

Lemma 6.1. For \( p \in [1, \infty) \), let \( u \in W^{1,p}_B \). There exists \( r = r(p, B) > p \), such that

\[
\|u\|_q \lesssim \|u\|^{1-\theta}_{p} |u|_{1,p,B}^{\theta}, \quad q \in [p, \infty), \quad \theta = \frac{1}{p} - \frac{1}{q}.
\]  

(6.1)

Proof. As in the proof of Theorem 5.3 we start from the decomposition \( u = u_\varepsilon + (u - u_\varepsilon) \) with \( u_\varepsilon = u_{\varepsilon,n} \) as in (5.1) with \( n = 1 \) and \( \varepsilon > 0 \). By (6.2)

\[
\|u - u_\varepsilon\|_p \lesssim \varepsilon \|u\|_{W^{1,p}_B}.
\]

On the other hand, by Young’s inequality we have

\[
\|u_\varepsilon\|_\infty \lesssim \varepsilon - \|u\|_p \|\varphi(D_{\varepsilon-1})\|_{p^{-1}} \lesssim \varepsilon - \frac{d}{p} \|u\|_p, \quad \varepsilon > 0.
\]

Therefore, for \( K \) as in (A.1), we have

\[
K(t, u, L^p, L^\infty) \lesssim (\varepsilon + t \varepsilon - \frac{d}{p}) \|u\|_{W^{1,p}_B}, \quad \varepsilon, t > 0.
\]

In particular, for \( \varepsilon = t^{\frac{p}{d+p}} \) we get

\[
K(t, u, L^p, L^\infty) \lesssim t^{\frac{p}{d+p}} \|u\|_{W^{1,p}_B}, \quad t > 0,
\]

that is

\[
W^{1,p}_B \subseteq (L^p, L^\infty)_{\frac{p}{d+p}, \infty} = L^r_w, \quad r = \frac{p(d+p)}{d} > p,
\]

by (A.6). By (A.5), this yields in particular that \( W^{1,p}_B \subseteq L^q \), for any \( q \in [p, \infty) \) and

\[
\|u\|_q \lesssim \|u\|_p + |u|_{1,p,B}, \quad u \in W^{1,p}_B.
\]  

(6.2)

Finally, by the usual scaling argument, applying (6.2) to \( u(D_{\varepsilon-1}(\cdot)) \), and using (2.9) we get

\[
\|u\|_q \lesssim \varepsilon \frac{d}{p(d+p)} \|u\|_p + \varepsilon \frac{d}{p(d+p)} |u|_{1,p,B}, \quad u \in W^{1,p}_B, \varepsilon > 0,
\]  

(6.3)

and this directly yields (6.1), optimizing on \( \varepsilon \).

Remark 6.2. For \( 1 \leq p < d \) we must have \( q \leq p^* = \frac{dp}{d-p} \) in (6.3) or we would get a contradiction by letting \( \varepsilon \) tend to 0. This means that the critical exponent \( p^* \) is optimal for the embedding (1.6).  
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Next we use an ingenious approach, devised by Tartar [28], which consists of applying (6.1) to a suitable non-linear transformation of \( u \). Precisely, we consider \( \varphi_k(u) \) where \( (\varphi_k)_{k \in \mathbb{Z}} \) is an appropriate sequence of functions involving the levels \( a_k := u^*(e^k) \) of Lemma A.3 for \( v \in \mathbb{R} \) and \( k \in \mathbb{Z} \) we set
\[
\varphi_k(v) = \begin{cases} 
0 & \text{if } |v| \leq a_{k+1}, \\
|v| - a_{k+1} & \text{if } a_{k+1} \leq |v| < a_k, \\
a_k - a_{k+1} & \text{if } |v| \geq a_k.
\end{cases}
\]

We have the following crucial

**Lemma 6.3.** For \( p \in [1, \infty) \), let \( u \in W^{1,p}_{B} \). There exists a positive constant \( c = c(p,B) \) such that
\[
e^{\frac{k}{q}}(a_k - a_{k+1}) \leq c|\varphi_k(u)|_{1,p,B}, \quad k \in \mathbb{Z},
\] (6.4)
where \( p^* \) is the critical exponent in (1.6).

**Proof.** Notice that
\[
(a_k - a_{k+1})\mathbb{I}_{|u| \geq a_k} \leq \varphi_k(u) \leq (a_k - a_{k+1})\mathbb{I}_{|u| > a_{k+1}},
\]
where \( \mathbb{I}_A \) denotes the indicator function of the set \( A \). Hence, for any \( q \geq 1 \) we have
\[
\text{Leb}(|u| \geq a_k)^\frac{1}{q}(a_k - a_{k+1}) \leq \|\varphi_k(u)\|_q \leq (a_k - a_{k+1})\text{Leb}(|u| \geq a_{k+1})^\frac{1}{q}
\]
where \( \text{Leb}(\cdot) \) represents the Lebesgue measure. By (A.4), which follows by construction of \( (a_k)_{k \in \mathbb{Z}} \) (also recall definition (A.3) of distribution function), we get
\[
e^{\frac{k-1}{q}}(a_k - a_{k+1}) \leq \|\varphi_k(u)\|_q \leq e^{\frac{k+1}{q}}(a_k - a_{k+1})
\] (6.5)
From the first inequality in (6.5) and (6.1) applied to \( \varphi_k(u) \in W^{1,p}_{B} \) with \( q, \theta \) as in Lemma 6.1 we infer
\[
e^{\frac{k-1}{q}}(a_k - a_{k+1}) \leq \|\varphi_k(u)\|_p^{1-\theta}|\varphi_k(u)|_{1,p,B}^\theta \leq
\]
(by the second inequality in (6.5))
\[
\leq e^{\frac{(k+1)(1-\theta)}{p}}(a_k - a_{k+1})^{1-\theta}|\varphi_k(u)|_{1,p,B}^\theta.
\]
Equivalently, we have
\[
e^{\frac{k-1}{q}}(a_k - a_{k+1})^{1-\theta}|\varphi_k(u)|_{1,p,B}^\theta \leq e^{\frac{k+1}{q}}(a_k - a_{k+1})^{1-\theta}|\varphi_k(u)|_{1,p,B}^\theta
\]
and this concludes the proof since \( \frac{1}{q} - \frac{1-\theta}{p} = \frac{\theta}{p^*} \).

**Proof of Theorem 6.1** Using that \( |\varphi_k'(v)| = 1 \) for \( a_{k+1} < |v| < a_k \) and \( \varphi_k'(v) = 0 \) elsewhere, it is not difficult to prove that
\[
|u|_{1,p,B} < \infty \quad \text{if and only if} \quad |\varphi_k(u)|_{1,p,B} \in \ell^p(\mathbb{Z}).
\] (6.6)
Thus, combining (6.4) with (6.6), we deduce that \( e^{\frac{\lambda}{p} (a_k - a_{k+1})} \in \ell^p(\mathbb{Z}) \) for any \( u \in W_B^{1,p} \).

[Case 1 \( \leq p < d \)] A direct application of Lemma [A.3] gives the improved Sobolev embedding

\[
W_B^{1,p} \subseteq L^{p^*_d} \subseteq L^{p^*_p}.
\]

In particular \( W_B^{1,p} \subseteq L^q \) for any \( q \in [p, p^*_d] \) by a standard application of the Young inequality.

[Case \( p > d \)] We have \( p^*_d < 0 \) and therefore for any \( k \leq 0 \) we have

\[
a_k^{p^*_d} = \left( \sum_{k=-\infty}^{k} (a_k - a_{k+1}) \right)^{\frac{p}{p^*_d}} \leq \sum_{k=-\infty}^{k} (a_k - a_{k+1})^{\frac{p}{p^*_d}} \left( \sum_{k=-\infty}^{k} e^{-\frac{\lambda}{p} (a_k - a_{k+1})^p} \right)^{\frac{1}{p^*_d}} \leq \sum_{k \in \mathbb{Z}} (a_k - a_{k+1})^{p^*_d} e^{\frac{\lambda}{p} k^p} < \infty
\]

by (6.4). Being decreasing, \((a_k)_{k \in \mathbb{Z}}\) is then a bounded sequence and this yields \( W_B^{1,p} \subseteq L^\infty \), that is \( \|u\|_\infty \leq \|u\|_p + |u|_{1,p,B} \) by the usual scaling argument we have

\[
\|u\|_\infty \leq \|u\|_{1,p}^{1-\frac{d}{p}} |u|_{1,p,B}^{\frac{d}{p}}.
\]

Applying (6.7) to \( u(e^{h\varphi_{x_1}} - u) \), for \( i = 1, \ldots, d \), using (4.8) and noticing that \( |u(e^{h\varphi_{x_1}} - u)|_{1,p,B} \leq 2|u|_{1,p,B} \), we get

\[
\|u(e^{h\varphi_{x_1}} - u)\|_\infty \leq |h|^{1-\frac{d}{p}} \|\varphi_{x_1}\|_p |u|_{1,p,B}^{1-\frac{d}{p}} |u|_{1,p,B}^{\frac{d}{p}} \leq |h|^{1-\frac{d}{p}} |u|_{1,p,B}, \quad i = 1, \ldots, d.
\]

Analogously, applying (6.7) to \( u(e^{h\varphi_1}) - u \) and using (4.4) we get

\[
\|u(e^{h\varphi_1}) - u\|_\infty \leq |h|^{\frac{1}{2}(1-\frac{d}{p})} \|\varphi_1\|_{1,p}^{1-\frac{d}{p}} |u|_{1,p,B}^{\frac{d}{p}} \leq |h|^{\frac{1}{2}(1-\frac{d}{p})} |u|_{1,p,B},
\]

which proves the Morrey embedding (1.7).

[Case \( p = d \)] As in the case \( p < d \), the embeddings (1.8) follow from Lemma [A.3]. To get estimate (1.9), it suffices to repeat the argument used by Tartar in [29], Chapter 30: more precisely, for \( p = d \) we have \( 1/p^*_d = 0 \) so that \( a_k - a_{k+1} \in \ell^d(\mathbb{Z}) \) by (6.4)-(6.6); applying Hölder’s inequality we first prove that for every \( \varepsilon > 0 \) there exists a constant \( c = c(\varepsilon, u) > 0 \) such that

\[
a_k^{\frac{d}{d-1}} \leq \varepsilon |k| + c, \quad k \leq 0.
\]

On the set where \( a_{k+1} \leq |u| < a_k \), which has measure less than \( e^{k+1} \) by (4.8), we have

\[
e^{\lambda |u|^{\frac{d}{d-1}}} \leq e^{\lambda a_k^{\frac{d}{d-1}}} \leq e^{\lambda (|k| + c)}, \quad k \leq 0,
\]

and by choosing \( \varepsilon < \frac{1}{\chi} \) we deduce that \( e^{\lambda |u|^{\frac{d}{d-1}}} \) is integrable on any set where \( |u| \geq \delta > 0 \). \( \square \)
Higher orders embeddings

Embeddings for higher order Sobolev spaces are classically derived by iteration from the \( n = 1 \) case. In our setting, because of the qualitative difference between even and odd orders of intrinsic spaces (cf. (3.8)) resulting from the two-steps iterative definition, we need some additional work at least when \( n = 2 \), in order to control the Holder and Sobolev-Slobodeckij quasi-norms involving the vector field \( Y \), in the high and low summability cases respectively. Our method here is based on the representation of a \( W^{2,p}_B \) function by means of the fundamental solution of a linear Kolmogorov operator with drift matrix \( B \) (see (7.8) below), which only allows to derive the embeddings in the case \( p > 1 \). The main result of this section is the following

\textbf{Theorem 7.1} \((W^{n,p}_B \text{ embeddings})\). \( \text{Let } k \in \mathbb{N}, n \in \mathbb{N}_0 \text{ and } 1 < p < \infty. \)

i) If \( kp < d \), then

\[ W^{n+k,p}_B \subseteq W^{n,q}_B, \quad p \leq q \leq p^*_k, \quad \frac{1}{p^*_k} = \frac{1}{p} - \frac{k}{d}. \]

In particular, \( W^{k,p}_B \subseteq L^q \) for \( p \leq q \leq p^*_k; \)

ii) if \( kp > d > (k-1)p \), then

\[ W^{n+k,p}_B \subseteq C^{n-k-d-p}_B. \]

7.1 Fundamental solution of Fokker-Planck equations

We recall some preliminary results about the fundamental solution of the Fokker-Planck operator \( K \) in (2.2).

\textbf{Proposition 7.2.} Hörmander’s condition (1.2) is equivalent to the fact that the matrix

\[ \mathcal{C}_t = \int_0^t e^{sB} \begin{pmatrix} I_d & 0_{d \times (N-d)} \\ 0_{(N-d) \times d} & 0_{(N-d) \times (N-d)} \end{pmatrix} e^{sB^*} ds \]

is positive definite every \( t > 0 \). In this case, the fundamental solution of \( \mathcal{K} \) with pole at \( 0 \) is given by

\[ \Gamma(t, x) = \begin{cases} \frac{1}{\sqrt{(2\pi)^N \det \mathcal{C}_t}} e^{-\frac{1}{2} \mathcal{C}_t^{-1} x, x}, & t > 0 \\ 0, & t \leq 0. \end{cases} \tag{7.1} \]

The fundamental solution with pole at \( \zeta \) is the left translation of \( \Gamma \) with respect to the group law, that is \( \Gamma(\zeta^{-1} \circ \cdot) \).

We recall that \( d \) denotes the homogeneous dimension of \( \mathbb{R}^{N+1} \) defined in (2.6). Since

\[ \mathcal{C}_t = D^D_\lambda \mathcal{C}_t \hat{D}_\lambda, \tag{7.2} \]

the fundamental solution \( \Gamma \) is homogeneous of degree \( -d + 2 \) with respect to \( (D_\lambda)_{\lambda > 0} \). Similarly \( \partial_{x_i} \Gamma \), \( \partial_{x_i x_j} \Gamma \) for \( i, j = 1, \ldots, d \) and \( Y \Gamma \) are homogeneous of degrees \( -d + 1, -d \) and \( -d \) respectively.

Later we will exploit the global estimates of the following
Lemma 7.3. For every \( z \in \mathbb{R}^{N+1} \) we have
\[
\Gamma(z) \lesssim \|z\|_{B}^{d+2}, \quad |YG(z)| \lesssim \|z\|_{B}^{d}. \tag{7.3}
\]

Proof. A local version of (7.3) has been proven in \([3]\) in the general framework of non-homogeneous Fokker-Planck operators. In our setting we provide a more direct proof. Let us only consider the second estimate in (7.3) for \( t > 0 \) since \( \mathcal{H} \Gamma = 0 \) we have
\[
|YG(z)| \lesssim \frac{1}{2} \sum_{i=1}^{d} |\partial_{x,i}^{2} \Gamma(z)| \lesssim \frac{1}{2} \sum_{i=1}^{d} \left( \frac{1}{2} |(\mathcal{E}^{-1}_{t} x)_{i}|^{2} + |(\mathcal{E}^{-1}_{t} x)_{ii}| \right) \Gamma(z). \tag{7.4}
\]

By (7.1) and (7.2) we have
\[
\Gamma(z) \leq t^{1-\frac{4}{d}} \exp \left( \frac{1}{2} \langle \tilde{D}_{\sqrt{t}} \mathcal{E}^{-1}_{t} \tilde{D}_{\sqrt{t}} x, x \rangle \right) \leq t^{1-\frac{4}{d}} \exp \left( -\frac{1}{2 \|\mathcal{E}^{-1}_{t}\|} |\tilde{D}_{\sqrt{t}} x|^{2} \right); \tag{7.5}
\]

On the other hand, for \( 1 \leq i \leq d \), again by (7.2) we have
\[
|(|(\mathcal{E}^{-1}_{t} x)_{i}|) = |(\tilde{D}_{\sqrt{t}} \mathcal{E}^{-1}_{t} \tilde{D}_{\sqrt{t}} x)_{i}| \lesssim \|\mathcal{E}^{-1}_{t}\| |\tilde{D}_{\sqrt{t}} x|, \tag{7.6}
\]
\[
|(|(\mathcal{E}^{-1}_{t} x)_{ii}|) = |(\mathcal{E}^{-1}_{t} x)_{ii}| \lesssim \frac{\|\mathcal{E}^{-1}_{t}\|}{t}. \tag{7.7}
\]

Therefore, using that \( \|z\|_{B} = t^{\frac{1}{4}} \|(1, \tilde{D}_{\sqrt{t}} x)\|_{B} = t^{\frac{1}{4}} (1 + |\tilde{D}_{\sqrt{t}} x|_{B}) \), by (7.4), (7.5) and (7.6) - (7.7) we finally get
\[
\|z\|_{B}^{d} |YG(z)| \lesssim t^{\frac{4}{d}} (1 + |\tilde{D}_{\sqrt{t}} x|_{B})^{d} \frac{1}{t^{\frac{4}{d}}} (1 + |\tilde{D}_{\sqrt{t}} x|_{B})^{d} \exp \left( -\frac{1}{2 \|\mathcal{E}^{-1}_{t}\|} |\tilde{D}_{\sqrt{t}} x|^{2} \right) \lesssim 1.
\]

The proof is completed. \( \square \)

7.2 Proof of Theorem 7.4

We first examine the regularity along the vector field \( Y \) in both the high and low summability case for \( W^{2,p}_{B} \). We recall a theorem for convolution with a homogeneous kernel proved in \([27]\), Theorem 1, p.119.

Theorem 7.4. For every \( \alpha \in ]0, d[ \) and \( g \in L^{p}(\mathbb{R}^{N+1}) \) with \( p > 1 \), the function
\[
I_{\alpha}(g)(z) = \int_{\mathbb{R}^{N+1}} \frac{g(\zeta)}{|\zeta^{-1} \circ z\|_{B}^{d-\alpha}} d\zeta,
\]
is a.e. defined and there exists \( c = c(p, \alpha) > 0 \) such that
\[
\|I_{\alpha}(g)\|_{q} \leq c\|g\|_{p}, \quad \frac{1}{p} = \frac{1}{q} + \frac{\alpha}{d}.
\]

Proposition 7.5. If \( p > d \), then there exists \( c = c(p, B) \) such that
\[
\text{ess sup}_{z \in \mathbb{R}^{N+1}} |u(e^{\delta Y} z) - u(z)| \leq c|\delta|^{-\frac{d}{p'}} \|u\|_{W^{2,p}_{B}}, \quad u \in W^{2,p}_{B}, \delta \in \mathbb{R}.
\]
Proof. By the definition of fundamental solution, for $u \in C^F_0$ we have the representation

$$u(z) = -\int_{\mathbb{R}^{N+1}} \Gamma(\zeta^{-1} \circ z) \mathcal{X} u(\zeta) d\zeta.$$  
\hfill (7.8)

Since $\Gamma$ is homogeneous of degree $-d + 2$, by Theorem (7.4) and a density argument we deduce that (7.8) holds a.e. for any $u \in W^2_p$ as well. Then we have

$$|u(e^{\delta Y} z) - u(z)| \leq \left( \int_{|\zeta^{-1} \circ z| \geq c \sqrt{|\delta|}} |\Gamma(\zeta^{-1} \circ e^{\delta Y} z) - \Gamma(\zeta^{-1} \circ z)| \mathcal{X} u(\zeta) |d\zeta \right)$$

(for some $\delta$, $|\delta| \leq |\delta|$, dependent on $z, \zeta$)

$$\leq \int_{|\zeta^{-1} \circ z| \geq c \sqrt{|\delta|}} |\delta| |\Gamma(\zeta^{-1} \circ e^{\delta Y} z) - \Gamma(\zeta^{-1} \circ z)| |\mathcal{X} u(\zeta) |d\zeta$$

$$+ \int_{|\zeta^{-1} \circ z| < c \sqrt{|\delta|}} \left( \Gamma(\zeta^{-1} \circ e^{\delta Y} z) + \Gamma(\zeta^{-1} \circ z) \right) |\mathcal{X} u(\zeta) |d\zeta \leq S_1 + S_{21} + S_{22}$$

by the uniform estimates (7.3), where

$$S_1 = \int_{|\zeta^{-1} \circ z| \geq c \sqrt{|\delta|}} |\delta| |\Gamma(\zeta^{-1} \circ z)| B^{-d} |\mathcal{X} u(\zeta) |d\zeta,$$

$$S_{21} = \int_{|\zeta^{-1} \circ z| < c \sqrt{|\delta|}} |\delta| |\Gamma(\zeta^{-1} \circ z)| B^{-d+2} |\mathcal{X} u(\zeta) |d\zeta,$$

$$S_{22} = \int_{|\zeta^{-1} \circ z| < c \sqrt{|\delta|}} |\zeta^{-1} \circ z| B^{-d+2} |\mathcal{X} u(\zeta) |d\zeta.$$

Choosing $c$ as in (2.8), we have $\|\zeta^{-1} \circ z\|_B \leq \|\zeta^{-1} \circ e^{\delta Y} z\|_B = \|e^{\delta Y} (\zeta^{-1} \circ z)\|_B$ on $\sqrt{|\delta|} \leq c |\zeta^{-1} \circ z|_B$. Then, as in [24], Lemma 2.9, we have

$$S_1 = |\delta| \sum_{k \geq 1} \int_{c^k \sqrt{|\delta|} \leq |\zeta^{-1} \circ z|_B \leq c^{k+1} \sqrt{|\delta|}} |\mathcal{X} u(\zeta) | \|\zeta^{-1} \circ z\|_B d\zeta$$

$$\leq |\delta| \sum_{k \geq 1} (c^k \sqrt{|\delta|})^{-d} \int_{|\zeta^{-1} \circ z|_B \leq c^{k+1} \sqrt{|\delta|}} |\mathcal{X} u(\zeta) |d\zeta \leq$$

(by Hölder's inequality)

$$\leq |\delta| \sum_{k \geq 1} c^{-kd} \|\mathcal{X} u\|_p \text{Leb} \left( \|\zeta^{-1} \circ z\|_B \leq c^{k+1} \sqrt{|\delta|} \right)^{1-\frac{1}{p}}$$

$$\leq |\delta| \sum_{k \geq 1} \frac{d}{p} \|u\|_{W^2_p} c^{d\left(1-\frac{1}{p}\right)} \sum_{k \geq 1} c^{-kd},$$

where we used that $\text{Leb} \left( \|\zeta^{-1} \circ z\|_B \leq r \right) \leq r^d \text{Leb} \left( \|z\|_B \leq 1 \right)$. Similarly, we have

$$S_{22} = \sum_{k \geq 1} \int_{c^{-k} \sqrt{|\delta|} \leq |\zeta^{-1} \circ z|_B \leq c^{1-k} \sqrt{|\delta|}} |\mathcal{X} u(\zeta) | \|\zeta^{-1} \circ z\|_B^{-d-2} d\zeta$$
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\[
\| \mathcal{K} u \|_{p} \| (c^{1-k} \sqrt{|\delta|})^{d(1-\frac{d}{p})} \| u \|_{W_{B}^{2,p}} \sum_{k \geq 1} c^{-k(2-\frac{d}{p})}.
\]

For \( S_{21} \) observe now that by (2.8) on \( \| \zeta^{-1} \circ \epsilon^{Y} z \|_{B} \leq c \sqrt{|\delta|} \) we have \( \| \zeta^{-1} \circ \epsilon^{Y} z \|_{B} \leq m(1+c) \sqrt{|\delta|} \equiv \bar{c} \sqrt{|\delta|} \), so that
\[
S_{21} = \int_{\| \zeta^{-1} \circ \epsilon^{Y} z \|_{B} \leq \bar{c} \sqrt{|\delta|}} | \zeta^{-1} \circ \epsilon^{Y} z |^{-d+2} \| \mathcal{K} u (\zeta) | d\zeta,
\]
and therefore it is analogous to \( S_{22} \). The proof is complete. \( \square \)

**Proposition 7.6.** If \( p < d \), then there exists \( c = c(p,B) \) such that
\[
[u]_{Y, \frac{1}{2}, p} \leq c \| u \|_{W_{B}^{2,p}}, \quad u \in W_{B}^{2,p}.
\]

**Proof.** Recall that
\[
[u]_{Y, \frac{1}{2}, p} = \int_{\mathbb{R}^{N+1}} \int_{|h| \leq 1} \int_{\mathbb{R}^{N+1}} \frac{|u(e^{Y} z) - u(z)|^{p}}{|h|^{1+\frac{p}{2}}} dh dz.
\]
Observe that, since \( |h| = \| z^{-1} \circ e^{Y} z \|_{B} = \| e^{Y} z \| \circ z \|_{B} \), possibly exchanging variables by \( z' = e^{Y} z \) (whose Jacobian has determinant equal to 1), we may assume that we are integrating over a subset of \( \{ (z,h) \in \mathbb{R}^{N+1} \times [-1,1] : |u(z)| \geq |u(e^{Y} z)| \} \).

(7.9)

Now, by representation (7.8) and Minkowski inequality
\[
[u]_{Y, \frac{1}{2}, p} \leq \int_{\mathbb{R}^{N+1}} \int_{|h| \leq 1} \int_{\mathbb{R}^{N+1}} \left( | \Gamma(\zeta^{-1} \circ e^{Y} z) - \Gamma(\zeta^{-1} \circ z) | \right) \| \mathcal{K} u (\zeta) | d\zeta \frac{dh}{|h|^{1+\frac{p}{2}}} dz.
\]

For \( c \) as in (2.8), we rewrite the inner integral of the last expression as
\[
\left( \int_{|h| \leq c |\zeta^{-1} \circ z|} + \int_{c |\zeta^{-1} \circ z| \leq |h| \leq 1} \right) | \Gamma(\zeta^{-1} \circ e^{Y} z) - \Gamma(\zeta^{-1} \circ z) |^{p} \frac{dh}{|h|^{1+\frac{p}{2}}} =: S_{1} + S_{2}.
\]

Now, for some \( h' \) dependent on \( h, z, \zeta \), with \( |h'| \leq |h| \), we have
\[
S_{1} = \int_{|h| \leq c |\zeta^{-1} \circ z|} | Y_{T}(e^{Y}(\zeta^{-1} \circ z)) |^{p} |h|^{\frac{p}{2}} \frac{dh}{|h|^{1+\frac{p}{2}}} \leq (by \ (7.3)) \leq \int_{|h| \leq c |\zeta^{-1} \circ z|} |e^{Y}(\zeta^{-1} \circ z) |^{p} \frac{dh}{|h|^{1+\frac{p}{2}}} \leq |\zeta^{-1} \circ z|^{p} \leq |\zeta^{-1} \circ z|_{B}^{p} (d-1)
\]
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using that \( \| \zeta^{-1} \circ z \|_B \leq \| e^{hY} (\zeta^{-1} \circ z) \|_B \) in the domain of the last integral.

On the other hand, by \((7.9)\) and \((7.3)\) we have
\[
S_2 \leq 2 \int_{c|\zeta^{-1} \circ z|^2 \leq |h|} \Gamma(\zeta^{-1} \circ z)^{p^*} \frac{dh}{|h|^{1 + \frac{p^*}{2}}} 
\lesssim \| \zeta^{-1} \circ z \|^{-p^*(d-2)} \int_{c|\zeta^{-1} \circ z|^2 \leq |h|} \frac{dh}{|h|^{1 + \frac{p^*}{2}}} \lesssim \| \zeta^{-1} \circ z \|^{-p^*(d-1)}.
\]
Therefore we have
\[
[u]_{Y, \frac{1}{2}, p^*} \lesssim \| I_1 (\mathcal{X} u) \|_{p^*},
\]
with \( I_1 \) as in Theorem \(7.4\) and the thesis follows since \( \mathcal{X} u \in L^p \) by assumption.

We are now in position to prove Theorem \(7.1\).

**Proof of Theorem \(7.1\).** The embeddings of \( W^{1,p}_B \) follow from Theorem \(1.1\). Regarding \( W^{2,p}_B \), the statement of the theorem can be rewritten more explicitly as follows:

1) if \( p > d \) then
\[
W^{2,p}_B \subseteq C^{1, \frac{d}{p}}_B;
\]

2) if \( \frac{d}{2} < p < d \) then:

- considering \( n = k = 1 \), we have
\[
W^{2,p}_B \subseteq W^{1,q}_B, \quad p \leq q \leq p^*, \quad \frac{1}{p^*} = \frac{1}{p} - \frac{1}{d};
\]

- considering \( n = 0 \) and \( k = 2 \), we have
\[
W^{2,p}_B \subseteq C^{0, \frac{d}{p}}_B.
\]

However, by \((1.7)\) we have that \((7.11)\) implies \((7.12)\) so that it suffices to prove \((7.11)\);

3) if \( p \leq \frac{d}{2} \), which implies \( n = 0 \) and \( k = 2 \), we have
\[
W^{2,p}_B \subseteq L^q, \quad p \leq q \leq p^*, \quad \frac{1}{p_2} = \frac{1}{p} - \frac{2}{d}.
\]

To prove \((7.10)\), we notice that for \( p > d \) we have \( u, \partial_x, u \in W^{1,p}_B \subseteq C^{0, \frac{d}{p}}_B \) for any \( i = 1, \ldots, d \) by \((1.7)\) and \( [u]_{C^{1, \frac{d}{p}}_B} \leq \| u \|_{W^{1,p}_B} \) by Proposition \(7.5\).

To prove \((7.11)\), it suffices to observe that if \( \frac{d}{2} < p < d \) then \( u, \partial_x, u \in W^{1,p}_B \subseteq L^{p^*} \) by \((1.6)\) and \( [u]_{Y, \frac{1}{2}, p^*} \leq \| u \|_{W^{2,p}_B} \) by Proposition \(7.6\).

Finally, if \( p < \frac{d}{2} \) then again \( W^{2,p}_B \subseteq W^{1,p^*}_B \) with \( p^* < d \) and by \((1.6)\) we get
\[
W^{2,p}_B \subseteq W^{1,p^*}_B \subseteq L^{2, \frac{p^* d}{d - p^*}} = L^{p^*_2}.
\]

The proof of higher order embeddings is analogous: by induction, it suffices to use iteratively the previous arguments. \( \square \)
A Interpolation

We briefly recall some basic tool and notion from interpolation theory: for a comprehensive presentation of the subject we refer, for instance, to [14], [29] and [2].

Given two real Banach spaces $Z_1$, $Z_2$, we write $Z_1 \sim Z_2$ if $Z_1$ and $Z_2$ have the same elements with equivalent norms; we write $Z_1 \subset Z_2$ if $Z_1$ is continuously embedded in $Z_2$. The pair $(Z_1, Z_2)$ is called an interpolation pair if both $Z_1$ and $Z_2$ are continuously embedded in some Hausdorff topological vector space: in this case, the intersection $Z_1 \cap Z_2$ and the sum $Z_1 + Z_2$ endowed with the norms

$$
\|u\|_{Z_1 \cap Z_2} := \max\{\|u\|_{Z_1}, \|u\|_{Z_2}\}, \quad \|u\|_{Z_1 + Z_2} := \inf_{u = u_1 + u_2} (\|u_1\|_{Z_1} + \|u_2\|_{Z_2}),
$$

are Banach spaces. For any $t > 0$ and $u \in Z_1 + Z_2$, we set

$$
K(t, u) \equiv K(t; u; Z_1, Z_2) := \inf_{u_1 \in Z_1, u_2 \in Z_2} (\|u_1\|_{Z_1} + t\|u_2\|_{Z_2}).
$$

(A.1)

Any Banach space $E$ such that

$$
Z_1 \cap Z_2 \subseteq E \subseteq Z_1 + Z_2,
$$

is called an intermediate space. Among these, for $0 < \theta < 1$ and $1 \leq p \leq \infty$, we have the real interpolation space $(Z_1, Z_2)_{\theta,p}$ consisting of $u \in Z_1 + Z_2$ such that

$$
\|u\|_{\theta,p} := \|t^{-\theta}K(t, u)\|_{L^p_{\theta}} < \infty
$$

(A.2)

where $L^p_{\theta} = L^p(\mathbb{R}_{>0})$ denotes the $L^p$ space with respect to the measure $\frac{dt}{t}$ on $\mathbb{R}_{>0}$ and $L^\infty := L^\infty$.

**Proposition A.1** ([15], Prop. 1.20). For an intermediate space $E$ the following conditions are equivalent:

i) $(Z_1, Z_2)_{\theta,1} \subseteq E$;

ii) there exists a constant $c$ such that

$$
\|u\|_E \leq c\|u\|_{Z_1}^{1-\theta}\|u\|_{Z_2}^{\theta}, \quad u \in Z_1 \cap Z_2.
$$

In the very particular case $Z_2 \subseteq Z_1$ (for instance, if $Z_1$ is an $L^p$ space and $Z_2$ is some intrinsic Sobolev space $W^{m,p}$), we have

$$
Z_1 \cap Z_2 = Z_2, \quad Z_1 + Z_2 = Z_1, \quad K(t, u) \leq \min\{\|u\|_{Z_1}, t\|u\|_{Z_2}\}. \quad \text{(A.3)}
$$

Then, since $t \to K(t, u)$ is bounded by (A.3), for $\|u\|_{\theta,p}$ in (A.2) to be finite, what really matters is only the behaviour of $K(t, u)$ near $t = 0$. 
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A.1 Interpolation between $L^p$ spaces

The distribution of a measurable function $u$ on $\mathbb{R}^N$ is defined as

$$\mu_u(\lambda) : = \text{Leb}(|u| > \lambda), \quad \lambda \geq 0,$$

while

$$u^*(t) : = \inf\{\lambda \geq 0 \mid \mu_u(\lambda) \leq t\}, \quad t \geq 0,$$

is called the rearranging of $u$. Distribution and rearranging are decreasing and right continuous functions. Since $u^*(t) > \lambda$ if and only if $\mu_u(\lambda) > t$, we have

$$\text{Leb}(u^* > \lambda) = \text{Leb}(0 \leq t < \mu_u(\lambda)) = \text{Leb}(|u| > \lambda)$$

i.e. $u$ and $u^*$ are equimeasurable and consequently $\|u\|_{L^p} = \|u^*\|_{L^p}$.

**Definition A.2 (Weak $L^p$ spaces).** For $1 \leq p < \infty$, the weak $L^p$ (or Marcinkiewicz) space is defined as the space of all measurable functions $u$ such that

$$\|u\|_{L^p_w} : = \sup_{\lambda > 0} \lambda^{\frac{1}{p}} \mu_u(\lambda)^{\frac{1}{q}} < \infty$$

and $L^{\infty}_w : = L^\infty$.

Clearly $L^p \subseteq L^p_w$ and in general the inclusion is strict: for instance, $u(x) = |x|^{-N/p} \in L^p_w(\mathbb{R}^N)$ but does not belong to any $L^q$. On the other hand

$$L^p_w \cap L^q_w \subseteq L^r, \quad 1 \leq p < r < q \leq \infty.$$

**Definition A.3 (Lorentz spaces).** For $1 \leq p < \infty$ and $1 \leq q \leq \infty$, the Lorentz space $L^{p,q}$ is defined as the set of all measurable functions $u$ such that the following quasi-norm

$$\|u\|_{L^{p,q}} := \left\{ \frac{\sup_{t \geq 0} (t^{1/p} u^*(t))^q dt}{\left( \int_0^\infty (t^{1/p} u^*(t))^q dt \right)^{\frac{1}{q}}} \right\}^{\frac{1}{q}}$$

is finite. We also set $L^{\infty,\infty} = L^\infty$.

By Hölder’s inequality $L^{p,q_1} \subseteq L^{p,q_2}$ if $q_1 \leq q_2$ and more generally we have

$$L^p \equiv L^{p,p} \subseteq L^{p,q} \subseteq L^{p,\infty} = L^p_w, \quad 1 \leq p \leq q \leq \infty.$$

Lorentz spaces have a classical characterization as interpolation of $L^p$ spaces (cf. [2], Corollary 7.27).

**Proposition A.4.** For any $1 \leq p_1 < p < p_2 \leq \infty$ and $1 \leq q \leq \infty$, we have

$$L^{p,q} = (L^{p_1}, L^{p_2})_{\theta,q}, \quad \frac{1}{p} = (1 - \theta)\frac{1}{p_1} + \theta\frac{1}{p_2},$$

and in particular

$$L^{p,q} = (L^1, L^\infty)_{1 - \frac{1}{p}q}.$$
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Another characterization of Lorentz spaces has been provided by L. Tartar with the aim of studying improved Sobolev’s embedding theorems.

**Lemma A.5** ([29], Lemma 29.4). Given a measurable function $u$ on $\mathbb{R}^N$ such that $\mu_u(\lambda) < \infty$ for any $\lambda > 0$, we consider a decreasing sequence $(a_k)_{k \in \mathbb{Z}}$ such that

$$u^*(e^k) \leq a_k \leq u^*(e^{k-}) \quad k \in \mathbb{Z}. \quad (A.7)$$

Then, for $1 \leq p < \infty$ and $1 \leq q \leq \infty$, we have

$$u \in L^{p,q} \quad \text{if and only if} \quad e^{k/p} a_k \in \ell^q(\mathbb{Z}).$$

Moreover, if $a_k \to 0$ as $k \to \infty$, then

$$u \in L^{p,q} \quad \text{if and only if} \quad e^{k/p} (a_k - a_{k+1}) \in \ell^q(\mathbb{Z}).$$

Notice that from (A.7) it follows that

$$\mu_u(a_k) \leq e^k \leq \mu_u(a_{k-}) \leq \mu_u(a_{k+1}) \quad k \in \mathbb{Z}. \quad (A.8)$$
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