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Abstract—Intelligent reflecting surface (IRS) has become a promising technology to aid next generation wireless communication systems. In this paper, we develop an alternating beamforming technique with a novel concept of IRS element allocation for multiple-input multiple-output systems when a base station supports multiple single antenna users aided with a single IRS. Specifically, we allocate each IRS element separately to each user; thus, in the beamforming stage allowing the IRS element only consider a single user at a time. In result to this separation, the complexity is vastly decreased. The proposed beamforming technique tries to maximize the minimum rate of all users with minimal complexity. In the numerical results, we show that the proposed technique is comparable to the convex optimization-based benchmark with sufficiently less complexity.

Index Terms—IRS element allocation, alternating beamforming, minimum rate maximization

I. INTRODUCTION

It has become the era of extravagant data where demands for wireless communication systems supporting extremely large data rates naturally follow. To satisfy this need, extensive research has been investigated through many attempts such as massive multiple-input multiple-output (MIMO) and millimeter wave communication [1]–[3]. However, practical issues such as power consumption and hardware cost are still in demand [4], [5].

Intelligent reflecting surface (IRS) is a promising new technology having enormous potential, being a powerful candidate for future wireless communication systems [6], [7]. It is a planar array surface equipped with passive elements each having the ability to shift the phase of impinging electromagnetic waves when reflected [8], [9]. One core feature of IRS is that the phase shifts are independently controllable. It has the capability of changing wireless channel characteristics, e.g., a multipath profile, to increase data rates or get rid of shadowing effects. Another main advantage of IRS is that by using passive elements, it is power- and cost-friendly.

Recently, there have been many works on IRS including beamforming, channel estimation, or physical channel modeling [10]–[14]. Most of works on IRS beamforming focused on alternating optimization, i.e., fixing the IRS phase shifts while optimizing the transmit beamformer at the base station and fixing the transmit beamformer when adjusting the IRS phase shifts. Especially, [12] and [15] proposed alternating optimization techniques with the objective functions of minimum rate maximization or multicast group sum rate maximization, respectively. Although effective, most of alternating optimization techniques are based on complex optimization methods and suffer from high computational complexity. Due to its cost-effectiveness, IRS is expected to have a large number of passive elements, thus, practical beamforming techniques must operate with low complexity.

In this paper, we propose a low complexity beamforming technique with the purpose of satisfying one of the key purposes of IRS, supporting the users with poor channel conditions [13]. To decrease complexity, we propose a novel concept of IRS element allocation. IRS element allocation is a selection technique similar to antenna sub-array formation, which groups transmit antennas into several subsets to transmit data streams with a limited number of RF chains [16]. The proposed IRS element allocation is based on the concept of allocating each IRS element to a single user, thus, allowing a single IRS element to consider only one user in the phase updating stage. Contrast to the conventional IRS beamforming techniques where each IRS element jointly considers all users simultaneously, the complexity of proposed beamforming technique is substantially reduced. Even with extremely low complexity, we confirm that the proposed technique only has marginal performance loss compared to the minimum rate maximization technique based on complicated optimization process in [12]. To the best of our knowledge, this is the first attempt to use a grouping technique on a single IRS for a multiuser (MU) scenario, and to develop a suitable alternating

Fig. 1: MU-MIMO downlink system of BS with $M$ antennas, $K$ UEs, and IRS with $N$ elements.
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beamforming technique to support this concept.

The rest of paper is organized as follows. Section II describes the system model of interest. Section III explains the proposed IRS element allocation and alternating beamforming technique, and Section IV shows simulation results of the proposed technique with several benchmark schemes. Finally, Section V concludes the paper.

**Notation:** Lower and upper boldface letters represent column vectors and matrices. $A^*$ and $A^H$ denotes the conjugate, and conjugate transpose of the matrix $A$. $\text{diag}(a)$ returns the diagonal matrix with $a$ on its diagonal. $\mathbb{C}^{m \times n}$ and $\mathbb{R}^{m \times n}$ represent the set of all $m \times n$ complex and real matrices. $|\cdot|$ denotes the amplitude of the scalar, and $\|\cdot\|$ represents the $\ell_2$-norm of the vector. $\lfloor \cdot \rfloor$ denotes the integer less than or equal to the real number $a$. $O$ denotes the Big-O notation. $0_m$ is used for the $m \times 1$ all zero vector, and $I_m$ denotes the $m \times m$ identity matrix. $\mathcal{CN}(\mu, \Sigma)$ denotes the circularly symmetric complex Gaussian distribution with mean $\mu$ and variance $\Sigma$.

II. SYSTEM MODEL

In this paper, we focus on a single-cell MU-MIMO downlink system with one IRS as in Fig. 1. The base station (BS) with $M$ antennas is serving $K$ single-antenna user equipments (UEs) with the aid from the IRS with $N$ elements. As in [15], [17], we assume the BS has perfect channel state information with $m$ used for the $m \times 1$ all zero vector, and $I_m$ denotes the $m \times m$ identity matrix. $\mathcal{CN}(\mu, \Sigma)$ denotes the circularly symmetric complex Gaussian distribution with mean $\mu$ and variance $\Sigma$.

The base station (BS) with $M$ antennas is serving $K$ single-antenna user equipments (UEs) with the aid from the IRS with $N$ elements. As in [15], [17], we assume the BS has perfect channel state information with $m$ used for the $m \times 1$ all zero vector, and $I_m$ denotes the $m \times m$ identity matrix. $\mathcal{CN}(\mu, \Sigma)$ denotes the circularly symmetric complex Gaussian distribution with mean $\mu$ and variance $\Sigma$.

III. PROPOSED ALTERNATING BEAMFORMING WITH IRS ELEMENT ALLOCATION

In this section, we first discuss the novel IRS element allocation technique, followed by the alternating beamforming reinforced by the IRS element allocation. Then, we illustrate the rationale of our proposed algorithm and summarize all the steps to explicitly develop the proposed min-rate maximization beamforming algorithm.

A. IRS Element Allocation

The proposed IRS element allocation is based on the key idea of matching one IRS element to one UE to reduce complexity. However, this concept should be more specified with two factors: 1) the number of IRS elements each UE should be assigned to, and 2) the selection of specific IRS elements each UE should be allocated with. These factors depend on our main objective, i.e., maximizing the minimum rate. To achieve this goal, we assign more IRS elements to the weak UEs. In mathematical sense,

$$\alpha_k = \frac{1}{p_k}, \quad \ell_k = \left\lfloor \frac{N \alpha_k}{\sum_{i=1}^{K} \alpha_i} \right\rfloor,$$

where $p_k$ is the metric for assigning the IRS elements, $\sum_{i=1}^{K} \alpha_i$ is the proportion of IRS elements the $k$-th UE is assigned, and $\ell_k$ is the number of IRS elements assigned to the $k$-th UE. Note that $p_k$ is also a design parameter. Although straightforward metrics are $R_k$ or $\gamma_k$, there are also indirect metrics such as $|\mathbf{h}_{d,k}^H \mathbf{w}_k|$, i.e., the direct channel beamforming gain. We have verified that the metric $|\mathbf{h}_{d,k}^H \mathbf{w}_k|$ gives performance similar to that using other metrics $R_k$ and $\gamma_k$, although these results are not included in the paper due to limited space. Therefore, we set $p_k = |\mathbf{h}_{d,k}^H \mathbf{w}_k|$ henceforth. The remaining IRS elements are assigned to the weakest UE as

$$r = N - \sum_{k=1}^{K} \ell_k,$$

$$\ell_{k_0} = \ell_k + r, \quad k_0 = \arg\max_k \alpha_k.$$

Note that the proposed allocation method does not assign all the IRS elements to the weakest UE but rather it assigns the elements to the UEs inversely proportional to the direct channel beamforming gains. This is to make all the UEs have a decent channel condition by using the IRS.

Although the number of IRS elements allocated to each UE is determined, still we need to define which IRS elements to allocate to each UE. Note that the main purpose of proposed method is to help the weak UEs more. Thus, we sort the UEs in descending order with respect to $\alpha_k$ as

$$\alpha_{m_1} \geq \alpha_{m_2} \geq \ldots \geq \alpha_{m_K}.$$  

Then, starting from the $m_1$-th UE, we allocate the strongest IRS elements with respect to the selected UE, e.g., for the $m_1$-th UE, we allocate $\ell_{m_1}$ IRS elements with the strongest channel beamforming gains within $\mathbf{g}_{m_1}^H \mathbf{H} \mathbf{w}_{m_1}$, i.e., the BS-IRS-UE channel beamforming gain. By allocating $\ell_{m_1}$ IRS
elements to the $m_z$-th UE, each IRS element will be allocated to only one UE. Since this allocation process is mixed with the proposed alternating beamforming technique, we leave the mathematical definition of allocation process to Section III-D.

B. Alternating Beamforming Technique

In this subsection, we illustrate the proposed transmit beamformer and phase updating technique. Similar to [12], [13], we alternatively update the IRS phases and the transmit beamformer at the BS, with the additional stage of IRS element allocation. The proposed alternating beamforming technique, however, does not rely on any complex optimization process for all three stages, vastly decreasing the complexity compared to the previous works.

We use the superscript $v$ to denote the $v$-th update of beamformer and IRS phases, i.e., $W^v = [w^v_1, \ldots, w^v_K]$, where $w^v_k$ is the $v$-th transmit beamformer update for the $k$-th UE, and $\Phi^v$ is the $v$-th IRS phase update as $\Phi^v = \text{diag} (\phi_1^v, \phi_2^v, \ldots, \phi_N^v)$ with $\phi_n^v = \omega_n^v\theta_n$ the phase of the $n$-th IRS element.

1) Transmit Beamformer Update: Recalling the system model, the received signal at the $k$-th UE with the $v$-th iteration of transmit beamformer and IRS phase update can be shown as

$$y_k = (H\Phi^v g_k + h_{d,k})^H \sum_{i=1}^K w^v_i s_i + z_k.$$  

By treating $(H\Phi^v g_k + h_{d,k})$ as an effective channel, the overall channel boils down to the conventional MU-MIMO downlink channel. Therefore, we may use well-known transmit beamformers such as the zero forcing (ZF) beamformer, regularized ZF (RZF) beamformer, or the maximum ratio transmission (MRT) beamformer. Note that we also have the flexibility to choose different beamformers at each iteration to our benefit. In Section IV we numerically verify the effect of each transmit beamformer on the proposed technique.

2) IRS Phase Update: With the fixed transmit beamformer at the BS, the SINR of the $k$-th UE is given as (3). By expanding $H$ and $g_k$, $\gamma_k$ can be reformulated as

$$\gamma_k = \frac{\left| h^H_{d,k} w_k^v + \sum_{n=1}^N g^*_{n,k} (\phi_n^v)^* h^H_n w^v_k \right|^2}{\sum_{i \neq k} \left| h^H_{d,k} w^v_i + \sum_{n=1}^N g^*_{n,k} (\phi_n^v)^* h^H_n w^v_i \right|^2 + \sigma^2 B}.$$  

with the $v$-th update of transmit beamformer and IRS phases. Considering only the numerator in (9), we can use the triangle inequality to find the upper-bound of the numerator,

$$\left| h^H_{d,k} w_k^v + \sum_{n=1}^N g^*_{n,k} (\phi_n^v)^* h^H_n w^v_k \right| \leq \left| h^H_{d,k} w_k^v \right| + \sum_{n=1}^N \left| g^*_{n,k} h^H_n w^v_k \right|,$$

where the equality holds when all the phases of IRS elements are properly aligned such that the $k$-th UE receives coherently combined signal. It may not be possible, however, to achieve the equality condition for all UEs since the IRS phases affect all the UEs simultaneously.

Assuming the IRS element allocation stage is finished, we align the BS-IRS-UE channels to the direct channel of the UEs, i.e., the phase of $n$-th IRS element assigned to the $k$-th UE is set as

$$\angle \theta_{n,k}^{v+1} = -\angle (h^H_{d,k} w^v_k) - \angle g_{n,k} + \angle (h^H_n w^v_k), \; n \in \mathcal{N}_k,$$

which makes

$$\angle (h^H_{d,k} w^v_k) = \angle \left( g_{n,k} (\phi_{n,k}^{v+1})^* h^H_n w^v_k \right), \; n \in \mathcal{N}_k,$$

where $\mathcal{N}_k$ denotes the set of IRS elements allocated to the $k$-th UE. After updating all IRS elements, we can express the numerator in (11) as

$$\left| h^H_{d,k} w^v_k + \sum_{n \in \mathcal{N}_k} \left| g^*_{n,k} h^H_n w^v_k \right| \right|^2 e^{j\angle (h^H_{d,k} w^v_k) + \angle \theta_{n,k}^{v+1}},$$

Due to the fact that each IRS element considers only one UE, each IRS element phase update can be expressed in closed form as in (11). Thus, by coherently combining the signal to a specific UE rather than jointly considering all UEs, the phase update can be computed with minimal complexity.

Note that in the IRS phase update process, we only focused on the received signal part without considering the interference, i.e., the denominator of (9). Although simple, the proposed IRS phase update works quite well as explained in the next subsection.

C. Rationale of Proposed Alternating Beamforming

In the transmit beamformer updating stage, recall that the effective channel is the conventional downlink channel. As the transmit beamformer and IRS phases are alternatively updated, the IRS phase update will change the effective channel, making the previous transmit beamformer inadequate to the new effective channel. For instance, let us assume that we use the equal power MRT beamformer. Then, in the transmit beamformer update,

$$h^v_{\text{eff},k} = H\Phi^v g_k + h_{d,k},$$

$$w^v_k = \frac{P}{K} \frac{h^v_{\text{eff},k}}{\|h^v_{\text{eff},k}\|}.$$

It is highly likely that $W^{v-1}$ is outdated for $h^v_{\text{eff},k}$, $\forall k \in \{1, 2, \ldots, K\}$ due to the $v$-th IRS phase update. Thus, by updating the transmit beamformer, with high probability the performance in this case the min-rate, would increase.

In the IRS element allocation stage, the IRS elements will be allocated to the UEs according to Section III-A. Note that as the transmit beamformer is updated, the beamforming gain of the UEs are also updated. Thus, by updating the IRS element allocation, the number of IRS elements will be newly assigned followed by newly allocating the IRS elements. This stage will
prevent the situation of reinforcing wrong UEs or allocating inadequate IRS elements during iterations.

In the IRS phase updating stage, $\gamma_k$ with $W^v$ and $\Phi^v$ is given as

$$\gamma_k = \frac{\left| h_{d,k}^H w_k^v + \sum_{n=1}^{N} g_{n,k}^* (\phi_n^v)^* h_{n}^H w_k^v \right|^2}{\sum_{i \neq k} \left| h_{d,k}^H w_i^v + \sum_{n=1}^{N} g_{n,k}^* (\phi_n^v)^* h_{n}^H w_i^v \right|^2 + \sigma^2 B}$$

(16)

Although not explicitly shown, the phases of BS-IRS-UE channels may not be aligned to the direct paths due to the transmit beamformer update. After the IRS phase update, $\gamma_k$ is given as

$$\gamma_k = \frac{\left| h_{d,k}^H w_k^v + \sum_{n \in N_k} g_{n,k}^* h_{n}^H w_k^v \right|^2 e^{j\angle(h_{d,k}^H w_k^v)} + \alpha_k^{v+1}}{\sum_{i \neq k} \left| h_{d,k}^H w_i^v + \sum_{n \in N_k} g_{n,k}^* h_{n}^H w_i^v \right|^2 + \sigma^2 B}$$

(17)

In (17), since the IRS phases for the $k$-th UE are uniquely determined by $w_k$, the BS-IRS-UE channels for $n \in N_k$ add up constructively in the numerator, but not in the denominator. Thus, by updating all the IRS elements, the rate of all UEs would increase with high probability. Due to the interference, the performance increase would not be for each instance though.

D. Summary of Proposed Beamforming Technique and Complexity Discussion

The overall proposed alternating beamforming technique is summarized in Algorithm 1 where $N_0$ is the set of unallocated IRS elements. First, with the transmit beamformer fixed, assign the IRS elements to the UEs. Then, by referring to (6) and (10), we allocate $\ell_m$, IRS elements to the $m$-th UE using the BS-IRS-UE channel beamforming gain $g_{n,k}^* h_{n}^H w_{m,k}$ as the metric. Thus, the allocation of a single IRS element can be shown as

$$n_0 = \arg\max_n \left| g_{n,m}^* h_{n}^H w_{m,k} \right|, \ n \in N_0,$$

$$N_{m} = N_{m} + \{n_0\}, \ N_0 = N_0 - \{n_0\}.$$  

(18)

The IRS element phase update and transmit beamformer update are then performed after allocating the IRS elements. By repeating this sequence iteratively $V$ times, we get the results.

Note that with the flexibility of the transmit beamforming stage, we can use various types of transmit beamformers including the min-rate maximizing beamformer [19], or RZF, ZF, MRT beamformers to decrease complexity with possible performance trade-off. If we use equal power RZF as the intermediate transmit beamformer for each iteration and the min-rate maximizing beamformer for the final transmit beamformer update, the complexity of the proposed algorithm is of the order $O((V + q)M^3K)$ when $NN$ is small, and $O(V(M + 1)N(N + 1))$ when $N$ is large, where $q$ is the number of iterations for the min-rate maximizing beamformer. Note that the benchmarks we adopt in the simulations, i.e., [12], [17], have the maximum complexity of order $O(VN^{4.5})$.

Algorithm 1 Pseudo-code for IRS allocation and alternating beamforming

1: Initialization: Random $\Phi$, $W$, $N_0 = \{1, 2, ..., N\}, N_k = \emptyset$, $1 \leq k \leq K$
2: repeat
3: With $\alpha_k = \frac{1}{\left| h_{d,k}^H w_k \right|}$, set $\ell_k = \left\lfloor \frac{N}{\sum_{i=1}^{M} \alpha_i} \right\rfloor$ with
remains as (6)
4: Order UEs as $\alpha_m \geq \alpha_m \geq ... \geq \alpha_M$
5: for $i = 1$ to $K$ do
6: repeat
7: $n_0 = \arg\max_n \left| g_{n,m}^* h_{n}^H w_{m,k} \right|, n \in N_0$
8: $N_{m} = N_{m} + \{n_0\}, \ N_0 = N_0 - \{n_0\}$
9: until Iteration is repeated $\ell_m$, number of times
10: for $k = 1$ to $K$ do
11: repeat
12: $\angle h_{n_k}^H w_k = -\angle(h_{d,k}^H w_k) - \angle g_{n_k,k} + \angle h_{d,k}^H w_k$
13: $N_k = N_k - \{n_k\}, \ N_0 = N_0 + \{n_k\}$
14: until $N_k = \emptyset$
15: Update transmit beamformer $W$ using effective channel formed by $\Phi$
16: until Iteration is repeated $V > 0$ number of times

20, which is excessive, especially when $N$ is large. Due to the fact that IRS will have a large number of elements compared to the numbers of BS antennas or UEs, the proposed algorithm is shown to have a drastic decrease in complexity.

IV. SIMULATION RESULTS

In this section, we verify the proposed beamforming technique through Monte-Carlo simulations. The number of BS antennas, IRS elements, and UEs are $M = 8, N = 100$, and $K = 4$ unless stated otherwise. The distance between the BS-IRS, BS-UE, and IRS-UE are 100 m, 105 m, and 10 m, respectively. The pathloss model is defined as $\epsilon = \sqrt{d^{-\beta}}$ where $d$ is distance and $\beta$ is the pathloss exponent. We assume independent Rayleigh fading for all channels as $h_n = \epsilon_{BF} \eta_n$, $h_{d,k} = \epsilon_{BU} \eta_M$, and $h_{k} = \epsilon_{WU} \eta_M$ where $\eta_m \sim CN(0, I_2)$. The pathloss exponent $\beta$ is 3.6, 4, 4 for the BS-IRS, BS-UE, and IRS-UE. The noise power is determined with the noise power density $\sigma^2 = -174$ dBm/Hz and the bandwidth of $B = 10$ MHz for every UE.

Simulations are also held for cases of no IRS and with an IRS but only performing downlink transmit beamforming with random IRS phases. These two cases are denoted as “No-IRS” and “Random” in the following figures. There are two benchmarks proposed in [12] and [17], where [12] exploits complex convex optimization techniques such as SDR, and [17] performs minimum secrecy rate maximization. For [17], we modified the proposed algorithm by setting the rate of the eavesdroppers as zero and use the min-rate maximizing beamformer [19] for the last transmit beamformer. The number of iterations of the proposed algorithm is $V = 5$ for all cases. For the intermediate transmit beamformer of proposed algorithm, we take MRT, ZF, and RZF into account while the last transmit beamformer update is based on the min-rate
maximizing beamformer [19]. We also use the same min-rate maximizing beamformer for baselines No-IRS and Random.

In Fig. 2 we observe that the proposed technique with all three beamformers outperform No-IRS, Random, and the benchmark modified from [17]. Especially, the ZF beamformer and RZF beamformer have performance close to the SDR technique based benchmark, which is denoted as [12]. The ZF and RZF beamformers are expected to outperform the MRT beamformer since they handle the interference in the transmit beamforming stage.

In Fig. 3 we plot the min-rates according to the number of IRS elements. The figure shows that the performance of proposed technique increases faster than [17] with respect to the number of IRS elements, verifying that the proposed technique exploits the IRS elements well. However, we can also observe that the gap between [12] and the proposed technique increases. This is due to the fact that each IRS element of proposed technique only focuses on one UE to reduce the complexity, thus, there is inevitable loss compared to [12], which updates each IRS element considering all UEs jointly. The joint update, however, is impractical due to excessive computational complexity. In fact, due to the complexity of [12], it is hard to compare the techniques in Fig. 3 with more IRS elements than 120.

V. CONCLUSION

In this paper, we proposed a novel alternating beamforming technique in a MU-MIMO downlink scenario with a BS serving multiple single antenna users aided with a single IRS. Through the novel concept of IRS element allocation and low-complexity alternative beamforming technique, the proposed beamforming technique enjoys very low-complexity while its performance is comparable to the benchmark based on the complex SDR process.
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