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Abstract

Argumentation provides a representation of arguments and attacks between these arguments. Argumentation can be used to represent a reasoning process over evidence to reach conclusions. Within such a reasoning process, understanding the value of information can improve the quality of decision making based on the output of the reasoning process. The value of an item of information is inherently dependent on the available evidence and the question being answered by the reasoning. In this paper we introduce a value of information on argument frameworks to identify the most valuable arguments within the finite set of arguments in the framework, and the arguments and attacks which could be added to change the output of an evaluation. We demonstrate the value of information within an argument framework representing an intelligence analysis in the maritime domain. Understanding the value of information in an intelligence analysis will allow analysts to balance the value against the costs and risks of collection, to effectively request further collection of intelligence to increase the confidence in the analysis of hypotheses.
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1. Introduction

Argumentation is the study of logical reasoning over evidence to reach conclusions. Argumentation is an inter-disciplinary area, with contributions from legal theory, linguistics, dialogics, mathematics and computer science. In this paper we concentrate on argumentation theory in the mathematical sense, where arguments are represented as a logical model which can be evaluated. Most argumentation theory is underpinned by Dung argument frameworks [1], a representation of arguments and attacks between these arguments. Dung frameworks can be evaluated according to some semantics, to identify subsets of arguments which can be accepted together. Argumentation theory has also been extended to probabilistic argumentation to represent uncertain arguments and attacks.

Understanding the value of information can improve the quality of a decision making process. The value of an item of information is inherently dependent on the available evidence and the question being answered. The value of information to the decision making process has not previously been considered in argument frameworks. In this paper we introduce a value of information on Dung and probabilistic argument frameworks. Within an argument framework, understanding the contribution of an argument towards a conclusion can help to identify the central arguments in an analysis and therefore possible weaknesses. Similarly we can consider the value of adding arguments and attacks to a framework in order to reinforce or change the conclusion of an argument map.

In this paper we consider value of information for argumentation in intelligence analysis but the concepts developed also have applications to other domains. In the legal domain, within a legal argument represented in argumentation, consideration of the value of information would help the Defence and Prosecution identify the most valuable arguments to attack in order to get the result they desire.

To perform an intelligence analysis, an analyst will begin with a body of evidence and will apply sensemaking techniques to build and evaluate hypotheses. This process can be represented in argumentation through the inferences
and conflicts identified between evidence and hypotheses. Analysts also use structured analytical techniques [2], many of which can be represented in argumentation, for example [3].

Intelligence analysis is not a passive process. Analysts can request collection of further evidence to improve their analysis. The collection of evidence can be expensive and may pose a risk to assets. It is therefore often not possible to collect all the evidence required to make a conclusion with full confidence. The value of making a collection to improve the confidence in the analysis outputs must be balanced against the cost and risk of making the collection. Currently, this judgement is made using analyst experience but with intelligence analyses represented in argumentation, the value of information will help identify the evidence which could be collected.

Intelligence analysts are taught to be aware of the biases which are part of human reasoning, such as confirmation bias. Confirmation bias [4] is the tendency to select information which reinforces prior beliefs. Confirmation bias is one of the key biases which requires consideration for the value of information problem, as many approaches to value of information encourage increasing the certainty of the most likely hypotheses (i.e. by reducing entropy). Instead we consider an argument to be valuable if it changes the conclusion of an analysis, in order to minimise confirmation bias.

Section 2 presents related work in the fields of argumentation, probabilistic argumentation and value of information. In section 3 we formally define argumentation theory in terms of Dung argument frameworks and probabilistic argument frameworks. In section 4 we introduce value of information functions for arguments within an argument framework and for arguments and attacks which could be added to an argument framework. Section 5 demonstrates how these value functions could be used in a maritime intelligence analysis problem represented in argumentation. Finally in section 6 we present conclusions and in section 7 some recommendations for future work to develop these concepts further.
2. Related Work

2.1. Argumentation

The argumentation framework introduced by Dung [1] has made a major contribution to argumentation theory, and the semantics introduced by Dung underpin the evaluation of most argumentation systems, including ASPIC+ [5]. A good overview of argumentation theory is given in [6], and semantics in [7].

A number of representations of argumentation have been developed, including ASPIC+ [5], description logic [8] and rationale [9]. Argument Interchange Format (AIF) [10] was the product of an international effort to standardise the representation of argumentation, whilst having lossless translation into other formats.

Argumentation has been applied in the legal domain, with Walton making a number of contributions [11, 12]. Argumentation has been demonstrated within the context of intelligence analysis in CISpaces [13], a tool developed to support situational understanding in intelligence analysis.

In value based argumentation frameworks [14] each argument is assigned a value. This introduces a notion of preference over arguments within the framework. This value is a completely different concept from the notion of value we consider in this paper. Bench-Capon considers argumentation frameworks with predefined values on arguments, whereas we look to determine a value from an argument framework.

2.2. Probabilistic Argumentation

There have been a number of extensions of argumentation to uncertain arguments or attacks. [15] splits these approaches into two camps, the constellations approach and the epistemic approach.

The constellations approach models uncertainty in the topology of the graph. Examples of constellation approaches are probabilistic argument frameworks [16], AAJ [17] and using subgraphs in [18].
Epistemic approaches model the uncertainty in the belief of an argument. Such approaches include probabilistic semantics [19], dialogical uncertainties [20], over incomplete data [21] and equational semantics [22].

2.3. Value of Information

The concept of value of information was introduced by Howard [23] in 1966 within the context of decision theory and has been the focus of significant research since. Much of the previous work on value of information has focussed on specific use cases, such as the oil industry [24], supply chain management [25] and the medical domain [26]. The value of information has also been considered within abstract structures, such as influence diagrams [27], probabilistic graphic models [28, 29] and Probabilistic Logic Programs [30].

3. Background

Many representations of argumentation have been developed, such as AIF [10] and ASPIC+ [5]. Most abstract argumentation representations are underpinned by Dung frameworks, introduced in Dung’s seminal paper [1] as a mathematical model to evaluate arguments. In this section we formally define Dung argument frameworks and a probabilistic extension to allow reasoning over uncertain arguments and attacks.

3.1. Argumentation

A Dung argumentation framework [1] is a model for arguments and attacks between these arguments. Arguments are represented as nodes in a graph, and attacks by directed edges from an argument to the argument it attacks.

**Definition 1** (Dung Argumentation Framework). A **Dung Argumentation Framework (DAF)** is a pair \( F = (A, D) \) where \( A \) is a set of arguments and \( D \subseteq A \times A \) is a binary relation on attacks between arguments. \( a \) is said to attack \( b \) if \( (a, b) \in D \).
A set of arguments from an argument framework is known as an extension. Extensions are considered according to some semantics, which relate to conditions on the acceptability of arguments. Considering the extensions of an argument framework with respect to some semantics gives a set of extensions with some meaningful properties.

**Definition 2** (Extension). An extension of an argumentation framework $F = (A, D)$ is a subset of arguments $S \subseteq A$.

**Definition 3** (Semantics for Argumentation Frameworks). A semantics for argumentation frameworks is a function $\sigma$ assigning a set of extensions $\sigma(F) \subseteq 2^A$ for each argumentation framework $F = (A, D)$.

Most semantics are defined on the basis of acceptability of arguments. An argument is accepted either if it is not attacked, or if it is defended by another argument, that is all of its attacking arguments are themselves attacked by other arguments.

**Definition 4** (Acceptable Argument). Let $F = (A, D)$ be a DAF and $S \subseteq A$ an extension. Then an argument $a \in A$ is acceptable with respect to $S$ iff $\forall b \in A$ such that $(b, a) \in D$, $\exists c \in S$ such that $(c, b) \in D$.

We can now define some common semantics on extensions. For a more extensive list of extension semantics, see [31]. Let $F = (A, D)$ be an argumentation framework and $S \subseteq A$ an extension. Then:

- $S$ is conflict-free if there are no $a, b \in S$ such that $(a, b) \in D$.
- $S$ is admissible if $S$ is conflict-free and $\forall a \in S$, $a$ is acceptable with respect to $S$.
- $S$ is complete if $S$ is admissible and if $a \in A$ is acceptable with respect to $S$, then $a \in S$.
- $S$ is grounded if $S$ is a minimal complete extension (under set inclusion).
- $S$ is preferred if $S$ is a maximal complete extension (under set inclusion).
To evaluate a Dung argument framework, the extensions are calculated according to a semantics and inference is applied to each argument to determine if it is accepted. The inference modes most commonly used are credulous and sceptical acceptance.

**Definition 5** (Credulous and Sceptical Acceptance). Let $F = (A, D)$ be an argument framework, $\sigma$ a semantics and $a \in A$ an argument. $a$ is credulously accepted in $\sigma(F)$ if $a$ is accepted in some extension $S \in \sigma(F)$. $a$ is sceptically accepted in $\sigma(F)$ if $a$ is accepted in all extensions in $\sigma(F)$.

### 3.2. Probabilistic Argumentation

Probabilistic argument frameworks [16, 32] are an extension of Dung argument frameworks, allowing numerical uncertainties against attacks and arguments.

**Definition 6** (Probabilistic Argumentation Framework). A Probabilistic Argumentation Framework (PrAF) is a tuple $PF = (A, PA, D, PD)$ where $(A, D)$ is a Dung Argumentation Framework, $PA: A \to (0, 1]$ and $PD: D \to (0, 1]$ are probabilities on arguments and attacks respectively.

An argument of probability zero would not exist in the framework, and therefore the probabilities are defined only on $(0, 1]$. A PrAF builds a probabilistic representation of a DAF, with the aim of predicting the reasoning outputs of the underlying DAF. We call this underlying DAF the target DAF.

**Definition 7** (Target DAF). Given PrAF $PF = (A, PA, D, PD)$, $DAF FT = (AT, DT)$ with $AT \subseteq A$ and $DT \subseteq D \cap (AT \times AT)$ is the target DAF of PrAF iff for any argument $a \in A$, $PA(a) = P(a \in AT)$ and for any attack $(s, t) \in D$ such that $s, t \in AT$, $PD((s, t)) = P((s, t) \in DT)$, where $P(a \in AT)$ is the probability that the argument $a$ exists in $AT$ and $P((s, t) \in DT)$ is the probability that the attack $(s, t)$ exists in $DT$, given that arguments $s$ and $t$ exist in $AT$.

Using the same semantics as for DAFs, PrAFs can be evaluated to determine the probability that an extension is an extension of the target DAF according to the semantics. This is known as the probabilistic justification of an extension.
Definition 8 (Probabilistic Justification). Given a PrAF $PF = (A, P_A, D, P_D)$, its target DAF $F^T = (A^T, D^T)$, DAF semantics $\sigma$ and an extension $S \subseteq A$, the probabilistic justification of $S$ with respect to semantics $\sigma$, $P_{PF}^S(S)$ is the probability that $S \in \sigma(F^T)$.

The notion of probabilistic justification provides a predicted probability on whether arguments are justified in the target DAF, but as the target DAF cannot be fully determined, we cannot compute it. Instead we must consider the space of all possible target DAFs, known as inducible DAFs.

Definition 9 (Inducible DAF). A DAF $F = (A', D')$ is induced from a probabilistic argumentation framework $PF = (A, P_A, D, P_D)$ iff all of the following hold:

- $A' \subseteq A$.
- $D' \subseteq D \cap (A' \times A')$.
- $\forall a \in A$ such that $P_A(a) = 1$, $a \in A'$.
- $\forall (f, t) \in D$ such that $P_D((f, t)) = 1$ and $P_A(f) = P_A(t) = 1$, $(f, t) \in D'$.

To simplify the calculations, we assume that the existence in the target DAF of an argument is independent from the existence of any other argument, and the existence of an attack is independent of the existence of any other attack. Approaches to relax this assumption are detailed in [32]. This assumption allows the calculation of the probability of an inducible DAF $F^I = (A^I, D^I)$ by

$$P_{PF}^I(F^I) = \prod_{a \in A^I} P_A(a) \prod_{a \in A \setminus A^I} (1 - P_A(a)) \prod_{d \in D^I} P_D(d) \prod_{d \in (D \cap (A^I \times A^I)) \setminus D^I} (1 - P_D(d)).$$

A probabilistic justification for each extension can be calculated by iterating through all inducible DAFs. The same credible and sceptical inference modes can be applied as for DAFs to provide a probability against each argument. Due to the exponential complexity of iterating though all inducible DAFs, for large graphs the probability is approximated by Monte Carlo methods.
4. Value of Information in Argumentation

Understanding the value of information within an argument framework allows the identification of the arguments which underpin the result of an evaluation of the framework. A value of information could also help identify the most important nodes in an argument framework to attack, in order to change the outcome of an evaluation. In legal argumentation, this could identify the arguments which the Prosecution and Defence should focus on to make their case. For argumentation in intelligence analysis, this will help to identify intelligence gaps, and help to direct the collection of further evidence to support or refute the hypotheses being evaluated.

The value of an item of information is inherently dependent on the available evidence and the question being answered. The argument framework provides a formal representation of the available evidence. Within an argument map there are a number of questions that could be asked. The objective could be to make the arguments in an extension acceptable, or to effect a change on the result of an evaluation. We formally define the objective for an (Dung or probabilistic) argument framework \( F \) as an extension \( O \subseteq A \), where \( A \) is the set of arguments in \( F \), and a utility function \( U: O \times F \rightarrow \mathbb{R} \), where \( F \) is the set of all (Dung or probabilistic) argument frameworks.

As described in section 2.3, a number of different constructs have been used for the value of information. Common objectives are the minimisation of uncertainty in the outputs, minimising entropy, and maximising information gain.

Within an argument framework, we can consider the value of arguments currently in the framework, but we can also consider the value of adding a new argument to the framework. We define these as the value of observed and value of observation respectively.

**Definition 10** (Value of Observed). Let \( F \) be an argument framework, \( O \subseteq A \) the objective extension, where \( A \) is the set of arguments in \( F \), and \( U: O \times F \rightarrow \mathbb{R} \) a utility function. Then the value for observed is a function \( V_{\text{observed}}: 2^A \rightarrow \mathbb{R} \),
defined by

\[ V_{\text{observed}}(\alpha) = \sum_{e \in O} d(U(e, F), U(e, F \setminus \{\alpha\})) , \]

where \( \alpha \subseteq A \) and \( F \setminus \{\alpha\} \) is the framework \( F \) with the arguments \( \alpha \) and all associated attacks removed, and \( d: \mathbb{R}^2 \to \mathbb{R} \) is a function representing the difference we want to maximise.

**Definition 11 (Value of Observation).** Let \( F \) be an argument framework, \( O \subseteq A \) the objective extension, where \( A \) is the set of arguments in \( F \), and \( U: O \times F \to \mathbb{R} \) a utility function. Then the value for observation is a real function \( V_{\text{observation}} \) defined on tuples \( B \) of arguments \( \alpha \) such that \( \alpha \cap A = \emptyset \) and attacks \( (a, b) \in \alpha \times A \cup A \times \alpha \cup \alpha \times \alpha \), with associated probabilities if \( F \) is a probabilistic argumentation framework. \( V_{\text{observation}} \) is defined by

\[ V_{\text{observation}}(B) = \sum_{e \in O} d(U(e, F \cup B), U(e, F)) , \]

where \( F \cup B \) is the argument framework \( F \) with the arguments and attacks in \( B \) added, and \( d: \mathbb{R}^2 \to \mathbb{R} \) is a function representing the difference we want to maximise.

The value of observed is defined on the finite closed world of arguments currently in the argument framework, whereas the value of an observation is defined on the open world of possible arguments and attacks which could be added to the argument framework.

4.1. Argumentation

The binary output of the evaluation of a Dung framework limits the utility functions supporting a value function. Let \( F = (A, D) \) be an argument framework and \( O \subseteq A \) the objective extension. Two examples of utility functions that can be used for DAFs are:

- **Target output:** If there is a target state of the objective, with accepted arguments \( O' \subseteq O \), a utility function can be defined by evaluating the
Dung framework $F$ with respect to some semantics and inference mode, which will result in a set of accepted arguments $E$. Then

$$U(e, F) = \begin{cases} 
1 & \text{if } e \in (O' \cap E) \cup (O \setminus O' \cap O \setminus E) \\
0 & \text{otherwise.}
\end{cases}$$

With $d(x, y) = x - y$, an argument will be valuable if it moves the set of accepted arguments towards the desired state.

- **Maximising change**: A utility function can be defined by evaluating the Dung framework $F$ with respect to some semantics and inference mode, which will result in a set of accepted arguments $E$. Then

$$U(e, F) = \begin{cases} 
1 & \text{if } e \in E \\
0 & \text{otherwise.}
\end{cases}$$

With $d(x, y) = |x - y|$, an argument will be valuable if it changes the evaluation of the Dung framework.

**Example 1.** Let $F = (A, D)$ be a Dung argument framework with arguments $A = \{a_1, a_2, a_3, a_4\}$ and attacks $D = \{(a_1, a_2), (a_2, a_3), (a_2, a_4), (a_4, a_3)\}$, as shown in figure [2]. Then $F$ under grounded semantics has only one extension $E = \{a_1, a_4\}$, and so the arguments $a_1$ and $a_4$ are sceptically accepted. In this example, take objective to be defined by extension $O = \{a_3, a_4\}$ and utility function defined as above to target the output $O' = \{a_3\}$. By removing argument $a_1$ and its related attacks from the framework, the sceptically accepted arguments are $\{a_2\}$. Therefore, with $d(x, y) = x - y$, $V_{\text{observed}}(\{a_1\}) = (0 - 0) + (0 - 1) = -1$, so the argument $a_1$ is detracting from the desired output. Now consider adding the argument $b$, with attack $\{(b, a_4)\}$. Then the sceptically accepted arguments are $\{a_1, a_3, b\}$ and $V_{\text{observation}}(\{(b, \{a_3\})\}) = (1 - 0) + (1 - 0) = 2$. Therefore, attacking the argument $a_4$ would be very valuable if the objective is to output $\{a_3\}$.

The target output utility function introduces confirmation bias, so would not be suitable for the intelligence analysis use case.
4.2. Probabilistic Argumentation

Probabilistic argumentation frameworks output a probability against each argument after evaluation which allows a much richer theory of value. Let $PF = (A, P_A, D, P_D)$ be a probabilistic argument framework and $O \subseteq A$ the objective extension. [28] presents a wide range of utility functions for information value. Here we select a few:

- **Target output**: If there is a target set of objective arguments to be accepted $O' \subseteq O$, a utility function can be defined by evaluating the PrAF $PF$ with respect to some semantics and inference mode, which will result in a set probability assigned to each argument $P: A \rightarrow [0, 1]$. Then

  $$U(e, PF) = \begin{cases} 
  P(e) & \text{if } e \in O' \\
  1 - P(e) & \text{otherwise}.
  \end{cases}$$

  With $d(x, y) = x - y$, an argument will be valuable if it moves the set of accepted arguments towards the desired state.

- **Minimising entropy**: A utility function can be defined by evaluating the PrAF $PF$ with respect to some semantics and inference mode, which will result in a set probability assigned to each argument $P: A \rightarrow [0, 1]$. Then

  $$U(e, PF) = -H(P(e)) = P(e) \log P(e) + (1 - P(e)) \log(1 - P(e)).$$

  With $d(x, y) = x - y$, an argument will be valuable if it minimises the entropy of PrAF output on the desired extension.
• **Maximising change**: A utility function can be defined by evaluating the PrAF $PF$ with respect to some semantics and inference mode, which will result in a set probability assigned to each argument $P : A \rightarrow [0, 1]$. Then $U(e, PF) = P(e)$. With $d(x, y) = |x - y|$, an argument will be valuable if it changes the evaluation of the PrAF.

• **Kullback–Leibler (KL) Divergence** A utility function can be defined by evaluating the PrAF $PF$ with respect to some semantics and inference mode, which will result in a set probability assigned to each argument $P : A \rightarrow [0, 1]$. Then $U(e, PF) = P(e)$. With $d(x, y) = \text{KL}([x, 1 - x] \parallel [y, 1 - y]) = x \log \left( \frac{x}{y} \right) + (1 - x) \log \left( \frac{1-x}{1-y} \right)$. This is an information theoretic way to construct a value function in which an argument is valuable if it changes the evaluation of the PrAF.

**Example 2.** Let $PF = (A, PA, D, PD)$ be a probabilistic argument framework with arguments $A = \{a_1, a_2, a_3, a_4\}$, attacks $D = \{(a_1, a_2), (a_2, a_3), (a_2, a_4), (a_4, a_3)\}$ and probabilities $PA$, $PD$ on $A$ and $D$ respectively as shown in figure [2]. Then under grounded semantics and sceptical inference the probabilities for each argument in $A$ are $P(a_1) = 0.8000$, $P(a_2) = 0.2240$, $P(a_3) = 0.4118$ and $P(a_4) = 0.7790$. As above, define an objective on $PF$ by extension $O = \{a_3, a_4\}$ and utility function defined to target the output $\{a_3\}$. By removing argument $a_1$ and its related attacks from the framework, the probabilities for each argument are $P(a_2) = 0.8000$, $P(a_3) = 0.3445$ and $P(a_4) = 0.4680$. Therefore

$$V_{\text{observed}}(\{a_1\}) = (0.4118 - 0.3445) + ((1 - 0.7790) - (1 - 0.4680)) = -0.2435.$$ 

Now consider adding the argument $b$ with probability $P^b_A(b) = 1$, and attack $\{(b, a_4)\}$ with probability $P^b_D((b, a_3)) = 0.9$. Then the argument probabilities are $P(a_1) = 0.8000$, $P(a_2) = 0.2240$, $P(a_3) = 0.5328$, $P(a_4) = 0.0779$ and $P(b) = 1.000$. Therefore

$$V_{\text{observation}}(\{b\}, P^b_A, \{(b, a_4)\}, P^b_D) = (0.5328 - 0.4118) - 
((1 - 0.0779) - (1 - 0.7790) = 0.8221.$$
5. Argumentation for Intelligence Analysis

In an intelligence analysis, analysts assess the evidence available to them, and perform inference on this evidence to support or refute the hypotheses they are assessing. Argumentation theory provides a mathematical model which can represent the arguments made during an intelligence analysis. Confirmation bias is a key consideration when performing an intelligence analysis. In order to reduce confirmation bias, an item of evidence should be valuable if it changes the output of the reasoning, rather than confirming or refuting a given hypothesis.

In order to reduce the biases in an intelligence analysis, analysts use structured analytical techniques \[2\] such as Analysis of Competing Hypotheses (ACH) \[33\]. The ACH structured analytical technique is underpinned by identifying inconsistencies between the evidence available and the hypotheses being assessed. This is generally represented in a matrix, with hypotheses along one axis and evidence along the other. For each hypothesis and evidence pair, a label is added in the ACH matrix to represent consistency, inconsistency or not applicable. ACH can be represented in argumentation by an attack between the arguments representing evidence and hypotheses if they are inconsistent. This representation of ACH as an argument and the value of information functions defined in this paper means we can now consider the value of evidence in an ACH. Using argumentation to represent an intelligence analysis can reduce con-
firmation bias in the same way as ACH can, as the focus is on finding conflicts between evidence and hypotheses, rather than evidence to support hypotheses.

Analysts may also attach uncertainties to evidence, based on the confidence from the intelligence source. We can therefore represent intelligence analyses as both Dung frameworks and PrAFs, and apply the values of information constructed above. In the evaluation of PrAFs, we assume the evidence is independent. This may not be true in real intelligence analyses. In his thesis [32], Li proposes probabilistic evidential argumentation frameworks to relax this independence assumption.

The objective of an intelligence analysis is to confirm or deny a set of hypotheses. Therefore an objective should be defined with respect to an extension $E$ consisting of arguments which correspond to hypotheses in the analysis. In order to minimise confirmation bias, and avoid the value function reinforcing the most likely hypotheses, the utility function must be carefully chosen. In particular we define information to be valuable if it changes the output of the analysis. This means that both evidence to support and disprove the hypotheses will be valuable. We will therefore use the maximising change utility functions defined above for DAFs and the KL divergence as an information theoretic approach for PrAFs.

5.1. Example

To demonstrate argumentation and value of information in an intelligence context, we provide an example in the maritime domain. On 16th August 2020, the chemical tanker Aegean II was allegedly hijacked by armed men in Somalia waters, while en route from UAE to Mogadishu, Somalia. Whilst travelling slowly through Somalian waters, with an apparent mechanical problem, a sudden change of direction was observed in AIS tracking. Every ship has Automated Identification System (AIS) transceiver which transmits information, including location, that is used by vessel traffic services. It has been claimed that the Aegean II was attacked by six armed men. There were conflicting reports on whether the Aegean II was hijacked by pirates, or seized by a local militia, who
act as the local police. There is a history of piracy in Somalian waters, although there have been no piracy incidents in the preceding 3 years. In the following example, we produce a simple ACH analysis of these two hypotheses on who hijacked the Aegean II, constructed purely for demonstration, using only open source news reporting.

Table 1 shows the ACH matrix for this problem. Each hypothesis and evidence pair is labelled with I or II if they are weakly inconsistent or inconsistent respectively, C or CC if they are weakly consistent or consistent respectively or N/A if the evidence is neither consistent or inconsistent with the hypothesis. We are certain on evidence $e_2$, but there is some uncertainty around evidence $e_1$ and $e_3$ so we label it likely.

| $h_1$: The Aegean II was hijacked by pirates | $h_2$: The Aegean II was seized by local police/media |
|---------------------------------------------|--------------------------------------------------|
| $e_1$: The men boarding the Aegean II were wearing police uniforms (*likely*) | II | C |
| $e_2$: History of piracy in Somalian waters (*certain*) | C | I |
| $e_3$: Local media reports the Aegean II was seized by local police/militia (*likely*) | II | CC |

Table 1: An analysis of competing hypotheses (ACH) on the hijacking of Aegean II.

To convert the ACH into a Dung argument framework, we take the arguments to be the evidence and hypotheses, and attacks from an item of evidence to a hypothesis if they are labelled as inconsistent (I or II) in the ACH matrix. The hypotheses are assumed to be mutually exclusive so we also add attacks between the two hypotheses.
The ACH can also be viewed as a probabilistic argument framework by mapping the uncertainties and strong and weak inconsistencies to numerical probabilities. For uncertainties we define certain to be probability 1 and likely as probability 0.65, and for inconsistencies, weakly inconsistent (I) is an attack with probability 0.5 and inconsistent (II) is an attack with probability 1. These probabilities were selected arbitrarily for this example. For the hypotheses, which we are testing in this analysis, we assign probability 1. The hypotheses and attacks between hypotheses are assigned probability 1, as this is what we are testing. A diagram of the PrAF produced is shown in figure 3.

![Diagram](https://via.placeholder.com/150)

Figure 3: The ACH in table 1, represented as a probabilistic argument framework.

Evaluating this as a Dung framework, with grounded semantics and sceptical inference, the arguments \(e_1, e_2, e_3\) are accepted. Therefore given the information in the ACH we have evidence against both hypotheses. Taking objective defined by the extension containing the hypotheses \(E = \{h_1, h_2\}\), with maximising change utility function and \(d(x, y) = |x - y|\), we have

\[
V_{\text{observed}}(\{e_2\}) = V_{\text{observed}}(\{e_1, e_2\}) = V_{\text{observed}}(\{e_1, e_3\}) = V_{\text{observed}}(\{e_2, e_3\}) = 1
\]

and \(V_{\text{observed}}(S) = 0\) otherwise, for \(S \subseteq \{e_1, e_2, e_3\}\). For the value of observation, we compare attacking \(h_2\) and \(e_3\). Attacking \(h_2\) with some argument \(b\) we have \(V_{\text{observation}}(\{(b, \{b, h_2\})\}) = 1\), whilst attacking \(e_3\) with some argu-
ment $b$ we have $V_{\text{observation}} ( (\{b\}, \{(b, e_3)\})) = 0$. Therefore evidence to refute hypothesis $h_2$ is more valuable to the analysis as evidence to refute evidence $e_3$.

As a probabilistic argumentation framework, this can be evaluated to give probabilities on arguments $P(e_1) = 0.65$, $P(e_2) = 1$, $P(e_3) = 0.65$, $P(h_1) = 0.06125$ and $P(h_2) = 0.43875$. Again we see hypothesis $h_1$ is rejected but we also have a degree of belief on hypothesis $h_2$. With objective defined by the extension containing the hypotheses $E = \{h_1, h_2\}$, utility function $U(e, F) = P(e)$ and $d$ the KL-divergence (calculated with base $e$), we calculate $V_{\text{observation}} (\{e_1\}) = V_{\text{observation}} (\{e_3\}) = 0.0850$ and $V_{\text{observation}} (S)$ is undefined for any other $S \subseteq \{e_1, e_2, e_3\}$, but we consider it as $+\infty$. This tells us the analysis is not particularly well founded, as it is easy to significantly change the output by removing observations. If we compare adding an uncertain argument (with probability 0.5), attacking (with probability 1) $h_2$ and $e_3$ respectively, we see that

$$V_{\text{observation}} ( (\{b\}, P_{A}^{h_2}, \{(b, h_2)\}, P_{D}^{h_2})) = 0.1126$$

and

$$V_{\text{observation}} ( (\{b\}, P_{A}^{h_3}, \{(b, e_3)\}, P_{D}^{h_3})) = 0.0291.$$ 

Therefore uncertain evidence which refutes the hypothesis $h_2$ is more valuable than attacking the evidence $e_3$. Using PrAF, we also have a figure of how much more valuable attacking $h_2$ is than $e_3$.

The values of these observations can then be balanced against the risks and costs of the potential methods of collection, such as sending a team to approach the Aegean II or sending a team to investigate at the port, to ensure the most suitable collection opportunity is taken.

The Aegean II was released safely on the 21st August 2020. The EU NAVFOR counter piracy operation cited a Bossaso port authority reporting that the Aegean II had not been hijacked and that Garadfoo police had been sent on board to inspect the vessel when she was drifting off Bereeda waiting for technical assistance.
6. Conclusions

This paper has introduced a notion of value of information within argument frameworks. We have introduced a family of functions representing the value of arguments existing in an argument framework, and also for arguments and attacks which could be added to an argument framework. These value functions could help identify the important arguments in a framework, and the attacks which could change the evaluation of an argument framework, to suit our objective. This could be particularly useful in legal argumentation - to identify the areas the Prosecution and Defence should focus on; and Intelligence analysis - to inform the collection of further evidence. We have demonstrated how argument frameworks could be used in the latter application in a maritime piracy example.

7. Future Work

In this paper, only argument frameworks with simple one-to-one attacks have been considered. Argument Interchange Format (AIF) [10] allows the representation of many-to-one conflicts, but also allows the representation of evidence to support arguments. AIF does not provide a method for evaluation and the Dung argument framework does not represent these complex arguments. AS-PIC+ [5] provides a way to transform arguments in AIF into Dung frameworks [34], and therefore enable the value functions defined in this paper to be applied to a wider range of arguments. For uncertain arguments, with conflict and evidential relationships, probabilistic evidential argumentation frameworks [32] may provide a method to extend the value of information to arguments represented in AIF. In intelligence analysis, this would allow the representation and application of the value function to more complex arguments.

Whilst understanding the value of information in an argument map is useful, when considering the value of observations this must be balanced by the cost of making the observation. In intelligence analysis the collection of further intelligence can be requested to improve the confidence in an analysis. The
collection of intelligence can be expensive and may pose a risk to assets. It is therefore often not possible to collect all the evidence required to make a conclusion with full confidence. The value of making a collection to improve the confidence in the analysis outputs must be balanced against the cost and risk of making the collection. The value functions defined in this paper, when balanced against a cost metric, could help to prioritise the collection of intelligence and understand when an analysis has sufficient evidence.
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