Global weak solutions to fully cross-diffusive systems with nonlinear diffusion and saturated taxis sensitivity
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Abstract

Systems of the type

\[
\begin{align*}
    u_t &= \nabla \cdot (D_1(u) \nabla u - S_1(u) \nabla v) + f_1(u, v), \\
    v_t &= \nabla \cdot (D_2(v) \nabla v + S_2(v) \nabla u) + f_2(u, v)
\end{align*}
\]

\[\text{(⋆)}\]

can be used to model pursuit-evasion relationships between predators and prey. Apart from local kinetics given by \(f_1\) and \(f_2\), the key components in this system are the taxis terms \(-\nabla \cdot (S_1(u) \nabla v)\) and \(+\nabla \cdot (S_2(v) \nabla u)\); that is, the species are not only assumed to move around randomly in space but are also able to partially direct their movement depending on the nearby presence of the other species. In the present article, we construct global weak solutions of (⋆) for certain prototypical nonlinear functions \(D_i, S_i\) and \(f_i, i \in \{1, 2\}\). To that end, we first make use of a fourth-order regularisation to obtain global solutions to approximate systems and then rely on an entropy-like identity associated with (⋆) for obtaining various a priori estimates.
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1. Introduction

Predator-prey relationships are often described by systems of differential equations. While systems of ordinary differential equations essentially assume a spatially homogeneous setting, the simplest way to account for nontrivial spatial behaviour is to assume that the species move around randomly. However, sufficiently intelligent predators and prey may also partially orient their movement towards or away from higher concentrations of the other species. In order to capture these abilities [28], proposes the so-called pursuit-evasion model

\[
\begin{align*}
    u_t &= \nabla \cdot (d_1 \nabla u - \chi_1 u \nabla v) + f_1(u, v), \\
    v_t &= \nabla \cdot (d_2 \nabla v + \chi_2 v \nabla u) + f_2(u, v),
\end{align*}
\]

(1.1)

where \( u, v \) correspond to the predator and prey densities, \( d_1, d_2, \chi_1, \chi_2 > 0 \) are given parameters and \( f_1, f_2 \) relate to intrinsic growth and certain functional responses. We discuss reasons for various choices of the later in a moment, but first motivate the fluxes present in (1.1).

Crucially, both species are not only assumed to move randomly in their habitat (which is modelled by the diffusion terms \( \nabla \cdot (d_1 \nabla u) \) and \( \nabla \cdot (d_2 \nabla v) \) with diffusion strength characterised by the parameters \( d_1 \) and \( d_2 \)), but may also partially direct their movement in response to the presence of the other species. More concretely, predators move towards higher prey concentrations and the prey seeks to avoid high predator concentrations. These effects are called attractive prey- and repulsive predator-taxis and modelled by the terms \( -\nabla \cdot (\chi_1 u \nabla v) \) and \( +\nabla \cdot (\chi_2 v \nabla u) \), respectively, again with the strength of the effects indicated by \( \chi_1 \) and \( \chi_2 \).

Similar terms are also present in the minimal Keller–Segel system

\[
\begin{align*}
    u_t &= \nabla \cdot (d_1 \nabla u - \chi_1 u \nabla v), \\
    v_t &= d_2 \Delta v - v + u,
\end{align*}
\]

(1.2)

which has been proposed in [18] to describe the behaviour of the slime mold \textit{Dictyostelium discoideum} with density \( u \), which are attracted by the chemical substance with density \( v \) they produce themselves. A key feature of this organism is to spontaneously form structures, which is reflected mathematically by the existence of solutions to (1.2) which aggregate so strongly that they blow up in finite time [13, 30]. For an overview of blow-up results and techniques for obtaining them, we refer to the recent survey [20]. In addition to questions of global well-posedness, various other aspects of (1.2) and relatives thereof have been analysed, culminating in a huge body of mathematical literature (see for instance the survey [2]).

In contrast to (1.1), however, (1.2) only features a single taxis term—which already forms a huge obstacle for obtaining global classical solutions, in that it can cause finite-time blow-up, as indicated above. Thus it has to be expected that solutions to doubly cross-diffusive systems such as (1.1) are generally even less regular or, at least, that constructing global (weak) solutions for such systems is more challenging. Accordingly, global existence results regarding (1.1) are, up to now, quite limited. Nontrivial unconditional a priori estimates can apparently only been derived by means of a certain entropy-like identity (which we discuss below in more detail), which in the one-dimensional setting are barely sufficient to conclude the existence of global weak solutions [26, 27]. Apart from that, only certain conditional functional inequalities, which fail to hold for general data, are known to exist. In [10], these have successfully been employed in order to prove existence of global classical solutions under the assumption that the initial data are sufficiently close to homogeneous steady states.
We also remark that, apart from (1.1), several other fully cross-diffusive systems have been examined, of which the one proposed by Shigesada et al to model spatial segregation [24], which we henceforth call the SKT model, is certainly one of the most famous. Again, the cross-diffusive terms pose challenges for obtaining any global existence results and, accordingly, global classical solutions are only known to exist in certain specific situations; see for instance [7, 22]. Moreover, a quite general global solution theory for such cross-diffusive systems has been developed, both for weak [17] and renormalised [3, 8] solutions, which is in part applicable to the SKT model. Unfortunately, however, the techniques employed there are not transferable to the system (1.1), the main reasons being that stronger versions of the entropy-like inequality (1.6) below would be needed. For a more thorough comparison between the SKT model and (1.1), we refer to the introduction of [27].

Nonlinear diffusion and saturated taxis sensitivities. Over time, various modifications of the minimal Keller–Segel system (1.2) have been proposed, see [14] for a (non-exhaustive) list. Prominent examples include replacing the linear diffusion term with a quasilinear one and allowing for nonlinear taxis sensitivities. While in part this has already been suggested by Keller and Segel in [18], the need for these adjustments has been further emphasised in [23] (see also [14, 33]). A key reason is the desire to incorporate effects such as volume-filling; that is, to take into account that the motility of bacteria may be impacted by the availability of free nearby space and thus reduced by a high presence of other bacteria.

Apart from biological motivations, suitable nonlinearities may also improve the regularity of the system. When replacing the constants \( d_1 \) and \( \chi_1 \) in (1.2) with functions of \( u \), if the growth rate of \( d_1 \) is higher than a certain threshold, solutions exist always globally in time and are bounded, even in situations where blow-up can occur for constant \( d_1 \) and \( \chi_1 \) [15, 16, 25]. On the other hand, if the growth rate is below that threshold, solutions may be unbounded [15, 29]. That is, if the motility of bacteria is only slightly reduced in high-density environments, chemotaxis may still lead to overcrowding. Determining when exactly these solutions fail to exist globally in time is still an open question, although quite large classes of examples for both finite-time [4–6] and infinite-time blow-up [31] have been detected. Generally, it is conjectured that the system (1.2) with nonconstant \( d_1, \chi_1 \) possesses similar properties as parabolic-elliptic simplifications thereof, for which a more complete answer to the question of global existence is available [19, 32].

In the present article, we adapt these ideas to the model (1.1) and thus consider the system

\[
\begin{align*}
\begin{cases}
\frac{\partial u}{\partial t} &= \nabla \cdot (D_1(u)\nabla u - S_1(u)\nabla v) + f_1(u, v) & \text{in } \Omega \times (0, \infty), \\
\frac{\partial v}{\partial t} &= \nabla \cdot (D_2(v)\nabla v + S_2(v)\nabla u) + f_2(u, v) & \text{in } \Omega \times (0, \infty), \\
\partial_\nu u &= \partial_\nu v = 0 & \text{on } \partial \Omega \times (0, \infty), \\
u(\cdot, 0) &= u_0, v(\cdot, 0) = v_0 & \text{in } \Omega
\end{cases}
\end{align*}
\]  

(P)

in smooth bounded domains \( \Omega \subset \mathbb{R}^n, n \in \mathbb{N} \). Although the methods established below would allow for more general choices, mainly for the sake of clarity we confine ourselves to certain prototypical functions in (P); that is, we set

\[
D_i(s) := d_i(s + 1)^{m_i - 1} \quad \text{and} \quad S_i(s) := \chi_i s(s + 1)^{q_i - 1}
\]  

for \( s \geq 0 \) and \( i \in \{1, 2\} \), and where the parameters therein are such that

\[
d_1, d_2, \chi_1, \chi_2 > 0, \quad m_1, m_2 \in \mathbb{R}, \quad q_1, q_2 \in (-\infty, 1].
\]
Moreover, we choose to either neglect zeroth order kinetics altogether or assume a typical Lotka–Volterra-type predator-prey interaction, meaning that apart from intrinsic growth the functions $f_1$ and $f_2$ should reflect that interspecies encounters are beneficial for the predator and harmful to the prey. Again, while the techniques developed in this article could be employed for a variety of choices for $f_1$ and $f_2$ and thus for various functional responses, we only consider the same zeroth order terms as in [10, 26], namely

$$f_i(s_1, s_2) := \lambda_i s_i - \mu_i s_i^2 + (-1)^{i+1} a_i s_i s_2$$  \hspace{1cm} (1.5)$$

for $s_1, s_2 \geq 0$ and $i \in \{1, 2\}$, where

- either $\lambda_1, \lambda_2, \mu_1, \mu_2, a_1, a_2 = 0$ \hspace{1cm} (H1)
- or $\lambda_1, \lambda_2, \mu_1, \mu_2, a_1, a_2 > 0$. \hspace{1cm} (H2)

**The entropy-like identity.** Our goal is to construct global weak solutions of (P) for widely arbitrary initial data. Thus, conditional estimates valid only as long $u$ and $v$ are close to certain steady states (such as those derived in [10]) are evidently insufficient for our purposes. Instead, we will rely on the following unconditional entropy-like identity which has already been made use of in [26, 27] for related systems. Setting

$$G_i(s) := \int_1^s \int_0^1 \frac{1}{S_i(\sigma)} \, d\sigma \, d\rho \quad \text{for } s \geq 0 \text{ and } i \in \{1, 2\},$$

a sufficiently smooth and positive global solution $(u, v)$ to (P) satisfies

$$\begin{align*}
\frac{d}{dt} \left( \int_\Omega G_1(u) + \int_\Omega G_2(v) \right) &+ \int_\Omega D_1(u) \left| \nabla u \right|^2 + \int_\Omega D_2(v) \left| \nabla v \right|^2 \\
&= \int_\Omega \left( \frac{S_1(u)}{S_1(u)} - \frac{S_2(v)}{S_2(v)} \right) \nabla u \cdot \nabla v + \int_\Omega G'_1(u) f_1(u, v) + \int_\Omega G'_2(v) f_2(u, v) \quad \text{in } (0, \infty).
\end{align*}$$

(1.6)

This functional inequality constitutes the main—if not essentially the only—source for a priori estimates. In order to indeed gain any useful bounds from (1.6), however, we have to control the right-hand side therein. Evidently, the first term there just vanishes; the functions $G_1$ and $G_2$ have been chosen precisely to guarantee a cancellation of the cross-diffusive contributions.

Moreover, the last two summands on the right-hand side in (1.6) also simply vanish if (H1) holds and they can be easily controlled if there are $C_1, C_2 > 0$ such that

$$G'_1(s_1) f_1(s_1, s_2) + G'_2(s_2) f_2(s_1, s_2) \leq -C_1 s_1^2 \ln s_1 - C_2 s_2^2 \ln s_2 + C_2 \quad \text{for all } s_1, s_2 \geq 1.$$

(We note that, while for bounding the right-hand side in (1.6) it would suffice to take $C_1 = 0$, positive values of $C_1$ guarantee uniform integrability of $f_i(u, v)$ which in turn will allow us to undertake certain limit processes in approximative problems.) Unfortunately, (F1) cannot hold unconditionally. Indeed, suppose $q_1 = q_2 = q \leq 1$ and that (F1) holds for $C_1 = 0$ and some $C_2 > 0$. Taking $s_1 = s_2 = s \geq 1$ in (F1) then implies

$$\begin{align*}
C_2 &\geq G'_1(s) (\lambda_1 s - \mu_1 s^2 + a_1 s^2) + G'_2(s) (\lambda_2 s - \mu_2 s^2 - a_2 s^2) \\
&\geq \int_1^s (\sigma + 1)^{1-q} \, d\sigma \left( -\frac{\mu_1 + a_1}{\lambda_1} \sigma + \frac{\mu_2 + a_2}{\lambda_2} \right) s^2,
\end{align*}$$
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where the right-hand side diverges to $\infty$ as $s \to \infty$, provided $\frac{m_1}{2} > \frac{m_2}{2} + \frac{m_1}{q_1}$. Still, in the case of $q_1 = q_2 = q \leqslant 1$, Young’s inequality shows that (F1) holds provided $a_1$ is sufficiently small or $\chi_1$ is sufficiently large compared to the other parameters, for instance.

Of course, instead of (F1) one may also rely on the dissipative terms in (1.6) for controlling the right-hand side in (1.6) and this idea will allow us to derive another sufficient condition for bounding the right-hand side in (1.6). As integrating certain linear combinations of the first two equations in (P) provides us with a locally uniform-in-time $L^1(\Omega)$ bound for both $u$ and $v$, combining the Gagliardo–Nirenberg and Young inequalities shows that requiring
\[
\begin{aligned}
m_1 > \frac{2n - 2}{n} + \frac{(3 - q)(2 - q) - (3 - q)(2 - q)}{2 - q_2} \\
m_2 > \frac{2n - 2}{n} + (q_2 - q_1)
\end{aligned}
\] (F2)
suffices to estimate the right-hand side in (1.6) against the dissipative terms therein (cf lemma 4.8). We note that if $q_1 = q_2$, then (F2) is equivalent to $\max\{m_1, m_2\} > \frac{2n}{q_2}$.

Next, one could discuss more refined approaches and for instance also make use of the $L^2$ space-time bounds (which in the case of (H2) result as a by-product when obtaining $L^1(\Omega)$ bounds). However, here we confine ourselves to the conditions (F1) and (F2), mainly because treating the most general case possible would lead to several technical difficulties which we would like to rather avoid here. Still, the important special cases that either $a_1$ is small or $\chi_1$ is large (condition (F1)) or $m_1$ or $m_2$ are large (condition (F2)) are included in our analysis and, as the examples above show, at least qualitatively, these conditions seem to be optimal.

**Obtaining further a priori estimates.** With the right-hand side of (1.6) under control, we then make use of (a corollary of) the Gagliardo–Nirenberg inequality to obtain space-time bounds for $u, v, \nabla u$ and $\nabla v$. That is, assuming
\[
m_i - q_i > -1 \quad \text{for } i \in \{1, 2\},
\] (1.7)
we can obtain estimates in $L^{p_i}, L^{p_i}, L^{r_i}$ and $L^{r_i}$, respectively, where
\[
p_i \coloneqq \begin{cases}
\max\left\{m_i + 1 - q_i + \frac{2(2 - q_i)}{n}, 2 - q_i\right\}, & \text{if (H1) holds} \\
\max\left\{m_i + 1 - q_i + \frac{2(2 - q_i)}{n}, 3 - q_i\right\}, & \text{if (H2) holds}
\end{cases}
\] for $i \in \{1, 2\}$ (1.8)
and
\[
r_i \coloneqq \min\left\{\frac{2p_i}{p_i - (m_i - q_i - 1)}, 2\right\}, \quad \text{for } i \in \{1, 2\},
\] (1.9)
see lemmata 4.11 and 4.12.

Lacking any other sources of helpful a priori bounds, these estimates need to be strong enough to inter alia assert convergence of the corresponding approximative terms to
\[
\begin{aligned}
\int_0^\infty \int_\Omega S_1(u) \nabla v \cdot \nabla \varphi \quad \text{and} \quad \int_0^\infty \int_\Omega S_2(v) \nabla u \cdot \nabla \varphi, \varphi \in C^\infty_c(\overline{\Omega} \times [0, \infty)).
\end{aligned}
\]
This is the case when $p_i$ and $r_i$ are sufficiently large. More precisely, we need to require
\[
\begin{aligned}
&\frac{1}{r_{3-i}} < 1, & q_i \leq 0, \\
&\frac{q_i}{p_i} + \frac{1}{r_{3-i}} < 1, & 0 < q_i < 1, \quad \text{for } i \in \{1, 2\}.
\end{aligned}
\]  

(1.10)

(In the case of \(q_i = 1\), we obtain slightly stronger bounds than outlined above so that equality in (1.10) is sufficient for that case.) We remark that if \(m_i = m \in \mathbb{R}\) and \(q_i = q \in (-\infty, 1]\) for \(i \in \{1, 2\}\), then \(q \leq 0\) implies (1.10) while for \(q \in (0, 1)\) and if (H1) holds, (1.10) is equivalent to

\[
m > \min \left\{ \frac{(2n + 1)q - 2}{n}, 4q - 1 \right\}.
\]  

(1.11)

Moreover, in the case of (H2) (and again \(q \in (0, 1)\)), (1.10) is not only implied by (1.11) but also by \(m > 4q - 2\).

**Main results.** Under these assumptions, we are then finally able to construct global weak solutions to (P).

**Theorem 1.1.** Let \(\Omega \subset \mathbb{R}^n, n \in \mathbb{N}\), be a smooth, bounded domain. Suppose that (1.3), (1.4), (1.5) and (1.7), either (H1) or (H2), (F1) or (F2), as well as (1.10) (with \(p_i\) and \(r_i\) as in (1.8) and (1.9), respectively) hold and that

\[
\begin{aligned}
&u_0, v_0 \in \begin{cases} L^{2-q_i}(\Omega), & q_i < 1, \\
L \log L(\Omega), & q_i = 1 \end{cases} \\
&\text{are nonnegative.}
\end{aligned}
\]  

(1.12)

Then there exists a global nonnegative weak solution \((u, v)\) of (P) in the sense of definition 5.1.

In conclusion, under certain conditions we are able show the existence of global weak solutions for variants of the pursuit-evasion model. As already mentioned above, the techniques employed in this paper should also be applicable for different choices of \(D_i, S_i\) and \(f\). In particular, theorem 2.1 below may serve as a starting point for global existence results of related systems.

Moreover, theorem 1.1 can be seen as a prerequisite for further analysis. That is, only if (global) solutions are known to exist, it sensible to ask questions such as: can patterns emerge at intermediate or large time scales? Are certain homogeneous steady states globally attractive in the sense that the solutions constructed in theorem 1.1 converge towards them? Can one show that taxis mechanisms are actually beneficial for the species subject to them, perhaps by comparing qualitative and quantitative results for (P) with those for systems without predator- or prey-taxis? However, all of these are out of scope for the current paper and thus left for further research.

**Structure of the paper.** A challenge not yet addressed is the construction of global solutions to certain approximative problems. For systems similar to (P) but where either \(S_1 \equiv 0\) or \(S_2 \equiv 0\), this is usually a straightforward task. For the fully cross-diffusive system (P), however, even if all given functions are assumed to be bounded, the question of global existence is already highly nontrivial, even for a weak solution concept.

Thus, section 2 is devoted to the construction of so-called weak \(W^{1,2}\)-solutions to systems suitably approximating (P). The corresponding proof then relies on an additional approximation; we make use of fourth-order regularisation terms. The general strategy is described more thoroughly at the beginning of section 2, so we do not go into much more detail at this point.
However, it seems worth emphasising that apart from obtaining these solutions, we also prove a corresponding version of the entropy-like identity (1.6).

Next, in section 3, we fix the final approximation functions used and rely on the results in the preceding section to obtain a global weak $W^{1,2}$-solution fulfilling a certain entropy-like inequality, see lemma 3.2.

Section 4 then makes use of this inequality and the hypotheses of theorem 1.1 in order to guarantee sufficiently strong convergence towards a function pair $(u, v)$, which in section 5 is then finally seen to be a weak solution of (P).

**Notation.** Throughout the article, we fix $n \in \mathbb{N}$ and a smooth bounded domain $\Omega \subset \mathbb{R}^n$. For $p \in (1, \infty)$, we set $W^{s,p}_N(\Omega) := \{ \varphi \in W^{s,p}(\Omega) : \partial \varphi = 0 \text{ in the sense of traces} \}$.

Additionally, we use the following notation for Sobolev spaces involving evolution triples. For an interval $I \subset \mathbb{R}$ and an evolution triple $V \hookrightarrow H \hookrightarrow V^*$, we set $W^{1,2}(I; V, H) := \{ \varphi \in L^2(I; V) : \varphi_t \in L^2(I; V^*) \}$ as well as $W^{1,2}_{\text{loc}}(I; V, H) := \bigcup_{[a,b] \subset I} W^{1,2}([a,b]; V, H)$ and abbreviate $W^{1,2}_{\text{loc}}(I; \Omega) := W^{1,2}_{\text{loc}}(I; W^{1,2}(\Omega), L^2(\Omega))$.

Moreover, for a set $X$, a function $\varphi : X \rightarrow \mathbb{R}$ and $A \in \mathbb{R}$, we abbreviate $\{ x \in X : \varphi(x) \leq A \}$ by $\{ \varphi \leq A \}$, the set $X$ being implied by the context. Similarly for other order relations.

## 2. Global weak $W^{1,2}$-solutions to approximative systems

In this section, we prove the following quite general global existence theorem, which we will then use in section 3 to obtain solutions to certain approximate problems. In contrast to the hypotheses of theorem 1.1, here we also assume that all given functions are bounded. That is, in this section, we do not need to assume any of the conditions introduced in the introduction but instead require that (2.1)–(2.6) below are fulfilled.

**Theorem 2.1.** Suppose that, for $i \in \{1, 2\}$,

\begin{align*}
D_i & \in C^0([0, \infty)) \cap L^\infty((0, \infty)), \\
S_i & \in C^1([0, \infty)) \cap W^{1,\infty}((0, \infty)) \quad \text{and} \\
f_i & \in C^0([0, \infty)^2) \cap L^\infty((0, \infty)^2)
\end{align*}

fulfill

\begin{align*}
\inf_{s \in [0, \infty)} D_i(s) > 0, \quad \inf_{s \in (0, 1)} S_i(s) > 0, \quad \inf_{s \in [1, \infty)} S_i(s) > 0 \quad \text{and} \quad S_i(0) = 0
\end{align*}

(2.4)

as well as

\begin{align*}
\limsup_{s_1 \downarrow 0, s_2 \geq 0} |f_1(s_1, s_2) \ln s_1| = 0 \quad \text{and} \quad \limsup_{s_2 \downarrow 0, s_1 \geq 0} |f_2(s_1, s_2) \ln s_2| = 0
\end{align*}

(2.5)

and assume that

\begin{align*}
u_0, v_0 \in C^\infty(\Omega) \quad \text{are positive in} \ \Omega.
\end{align*}

(2.6)

Then there exists a global nonnegative weak $W^{1,2}$-solution $(u, v)$ of (P), meaning that $u$ and $v$ belong to the space $W^{1,2}_{\text{loc}}([0, \infty); W^{1,2}(\Omega))$, satisfy

\begin{align*}
u(\cdot, 0) = u_0 \quad \text{as well as} \quad v(\cdot, 0) = v_0 \quad \text{a.e. in} \ \Omega
\end{align*}

(2.7)
and fulfill
\[
\int_0^\infty \int_\Omega u \phi = - \int_0^\infty \int_\Omega D_1(u) \nabla u \cdot \nabla \phi + \int_0^\infty \int_\Omega S_1(u) \nabla v \cdot \nabla \phi \\
+ \int_0^\infty \int_\Omega f_1(u, v) \phi \tag{2.8}
\]
as well as
\[
\int_0^\infty \int_\Omega v \phi = - \int_0^\infty \int_\Omega D_2(u) \nabla v \cdot \nabla \phi - \int_0^\infty \int_\Omega S_2(u) \nabla u \cdot \nabla \phi \\
+ \int_0^\infty \int_\Omega f_2(u, v) \phi \tag{2.9}
\]
for all \( \phi \in L^2_{\text{loc}}([0, \infty); W^{1,2}(\Omega)) \).

In what follows, we fix \( D_i, S_i, f_i, i \in \{1, 2\} \) fulfilling (2.1)–(2.4) as well as \( u_0, v_0 \) as in (2.6).

As already alluded to in the introduction, a cornerstone for gaining \textit{a priori} bounds for these solutions is the following theorem, which shows that the solutions constructed in theorem 2.1 fulfill an inequality reminiscent of (1.6).

**Theorem 2.2.** Denote the weak \( W^{1,2} \)-solution of \( (P) \) given by theorem 2.1 by \((u, v)\) and let
\[
G(s) := \int_1^s \int_1^\rho \frac{1}{S(\sigma)} \, d\sigma \, d\rho \quad \text{for } s \in \mathbb{R} \quad \text{and} \quad i \in \{1, 2\}
\]
as well as
\[
E(t) := \int_\Omega G_1(u(\cdot, t)) + \int_\Omega G_2(v(\cdot, t)), \\
D(t) := \int_\Omega D_1(u(\cdot, t)) |\nabla u(\cdot, t)|^2 + \int_\Omega D_2(v(\cdot, t)) |\nabla v(\cdot, t)|^2 \quad \text{and} \\
R(t) := \int_\Omega G_1(u(\cdot, t)) f_1(u(\cdot, t), v(\cdot, t)) + \int_\Omega G_2(v(\cdot, t)) f_2(u(\cdot, t), v(\cdot, t))
\]
for \( t \in [0, \infty) \). (We remark that \( D \) and \( R \) are to be understood as functions in \( L^0((0, \infty)) \); that is, they are only well-defined up to modifications on null sets.) Then
\[
E(T) \zeta(T) + \int_0^T D(t) \zeta(t) \, dt \leq E(0) \zeta(0) + \int_0^T R(t) \zeta(t) \, dt + \int_0^T E(t) \zeta'(t) \, dt \tag{2.10}
\]
for all \( T \in (0, \infty) \) and \( 0 \leq \zeta \in C^\infty([0, T]) \).

Next, we describe our approach of proving the theorems above. Similar to [26, 27], where one-dimensional relatives of (P) have been studied, our general approach is approximation by a fourth order regularisation. That is, for \( \varepsilon, \delta \in (0, 1) \), we will first construct global solutions
We note that (2.5) entails that suitably constructed limit functions as well as where to.
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To that end, non-degeneracy of the fourth order terms in \((P_{1,3})\) allows us to rather easily obtain certain Lemma 2.3. There exists an orthonormal basis \(\{\varphi_j : j \in \mathbb{N}\}\) of \(L^2(\Omega)\) consisting of smooth eigenfunctions of \(-\Delta\) with homogeneous Neumann boundary conditions.

\[ u_{\delta,t} = \nabla \cdot (-\varepsilon S_{1,\delta}(u_{\delta}) \nabla \Delta u_{\delta} + D_1(|u_{\delta}|) \nabla u_{\delta} - S_{1,\delta}(u_{\delta}) \nabla v_{\delta}) + f_{1,\delta}(u_{\delta}, v_{\delta}) \quad \text{in } \Omega \times (0, \infty), \]
\[ v_{\delta,t} = \nabla \cdot (-\varepsilon S_{2,\delta}(v_{\delta}) \nabla \Delta v_{\delta} + D_2(|v_{\delta}|) \nabla v_{\delta} + S_{2,\delta}(v_{\delta}) \nabla u_{\delta}) + f_{2,\delta}(u_{\delta}, v_{\delta}) \quad \text{in } \Omega \times (0, \infty), \]
\[ \partial_t \Delta u_{\delta} = \partial_t u_{\delta} = \partial_t \Delta v_{\delta} = \partial_t v_{\delta} = 0 \quad \text{on } \partial \Omega \times (0, \infty), \]
\[ u_{\delta}(\cdot, 0) = u_0, \quad v_{\delta}(\cdot, 0) = v_0 \quad \text{in } \Omega, \]

where

\[ S_{\sigma}(s) := S_i(|s|) + \delta \quad \text{for } s \in \mathbb{R}, \quad \delta \in (0, 1) \quad \text{and} \quad i \in \{1, 2\} \quad (2.11) \]

and

\[ f_{\sigma}(s_1, s_2) := f_i((s_1)_+, (s_2)_+) \quad \text{for } s_1, s_2 \in \mathbb{R}, \quad \delta \in (0, 1) \quad \text{and} \quad i \in \{1, 2\}. \quad (2.12) \]

We note that (2.5) entails \(f_i(0, \cdot) \equiv 0\) and hence \(f_i(\rho, \sigma) = 0\) for all \(\rho \leq 0\) and \(\sigma \in \mathbb{R}\). Likewise, \(f_{2,\delta}(\rho, \sigma) = 0\) for all \(\rho \in \mathbb{R}\) and \(\sigma \leq 0\).

For convenience, let us introduce several abbreviations. For \(i \in \{1, 2\}\), we set

\[ \mathcal{D}_i := ||D_i||_{L^\infty((0, \infty))}, \quad \mathcal{S}_i := ||S_i||_{L^\infty((0, \infty))} + 1 \quad \text{and} \quad \mathcal{S}_i := ||S_i||_{L^\infty((0, \infty))} \]

as well as

\[ \mathcal{D}_i := \inf_{s \in (0, \infty)} D_i(s) \quad \text{and} \quad \mathcal{S}_i := \inf_{s \in (0, \infty)} S_i(s)[(1/\varepsilon_1(0, 1)(s + 1)]. \]

Due to continuity of \(S_i\) up to 0, the definition of \(\mathcal{S}_i\) entails that \(S_i(s) \geq \mathcal{S}_i\) for all \(s \in [0, 1]\)

The rest of this section is organised as follows. The first step towards proving theorems 2.1 and 2.2 consists of constructing solutions to \((P_{1,3})\) and is achieved by a Galerkin approach.

To that end, non-degeneracy of the fourth order terms in \((P_{1,3})\) is of crucial importance, which is the reason for introducing the parameter \(\delta\).

A general problem for equations of fourth-order is the lack of a maximum principle; that is, \(u_{\delta,\delta}, v_{\delta,\delta}\) might become negative even for strictly positive initial data. Following [11], however, we see in subsection 2.2 that suitably constructed limit functions \(u_{\delta}, v_{\delta}\) are indeed nonnegative. Here, degeneracy for \(\delta = 0\) actually comes in handy.

In contrast to section 4, where we aim to argue similarly but only assume the hypotheses of theorem 1.1, the assumptions (2.3) and (2.5) allow us to rather easily obtain certain \textit{a priori} bounds from a version of the entropy-like identity (1.6). These allow us to finally let \(\varepsilon \searrow 0\) in subsection 2.3 and then to prove theorems 2.1 and 2.2.

2.1. The limit process \(k \to \infty\): existence of weak solutions to \((P_{1,3})\) by a Galerkin method

To prepare the Galerkin approach used below for constructing solutions to \((P_{1,3})\), we briefly state the well-known

\textbf{Lemma 2.3.} There exists an orthonormal basis \(\{\varphi_j : j \in \mathbb{N}\}\) of \(L^2(\Omega)\) consisting of smooth eigenfunctions of \(-\Delta\) with homogeneous Neumann boundary conditions.
Proof. The existence of an orthonormal basis consisting of eigenfunctions of $-\Delta$ with homogeneous Neumann boundary conditions is given by [12, theorem 1.2.8] and their smoothness is proved by iteratively applying [9, theorem 19.1]. □

For the Galerkin approach, we first construct local-in-time solutions to certain finite-dimensional problems.

Lemma 2.4. Let $(\varphi_j)_{j \in \mathbb{N}}$ be as in lemma 2.3 and set $X_k := \text{span}\{ \varphi_j : 1 \leq j \leq k \}$ for $k \in \mathbb{N}$. For $\varepsilon, \delta \in (0,1)$ and $k \in \mathbb{N}$, there exist $T_{\text{max},\varepsilon \delta} \in (0,\infty)$ and functions

$$u_{\varepsilon \delta k}, v_{\varepsilon \delta k} \in C^\infty(\overline{\Omega} \times [0, T_{\text{max},\varepsilon \delta}))$$

(2.13)

with

$$\partial_t u_{\varepsilon \delta k} = \partial_t \Delta u_{\varepsilon \delta k} = \partial_t \Delta v_{\varepsilon \delta k} = 0$$

(2.14)

fulfilling

$$\frac{d}{dt} \int_\Omega u_{\varepsilon \delta k} \varphi = \varepsilon \int_\Omega S_1(u_{\varepsilon \delta k}) \nabla \Delta u_{\varepsilon \delta k} \cdot \nabla \varphi - \int_\Omega D_1(|u_{\varepsilon \delta k}|) \nabla u_{\varepsilon \delta k} \cdot \nabla \varphi + \int_\Omega S_1(u_{\varepsilon \delta k}) \nabla v_{\varepsilon \delta k} \cdot \nabla \varphi + \int_\Omega f_1(u_{\varepsilon \delta k}, v_{\varepsilon \delta k}) \varphi$$

(2.15)

and

$$\frac{d}{dt} \int_\Omega v_{\varepsilon \delta k} \varphi = \varepsilon \int_\Omega S_2(v_{\varepsilon \delta k}) \nabla \Delta v_{\varepsilon \delta k} \cdot \nabla \varphi - \int_\Omega D_2(|v_{\varepsilon \delta k}|) \nabla v_{\varepsilon \delta k} \cdot \nabla \varphi - \int_\Omega S_2(v_{\varepsilon \delta k}) \nabla u_{\varepsilon \delta k} \cdot \nabla \varphi + \int_\Omega f_2(u_{\varepsilon \delta k}, v_{\varepsilon \delta k}) \varphi$$

(2.16)

in $(0, T_{\text{max},\varepsilon \delta k})$ for all $\varphi \in X_k$ as well as

$$\int_\Omega u_{\varepsilon \delta k}(\cdot, 0) \varphi = \int_\Omega u_0 \varphi \quad \text{and} \quad \int_\Omega v_{\varepsilon \delta k}(\cdot, 0) \varphi = \int_\Omega v_0 \varphi \quad \text{for all } \varphi \in X_k.$$  

(2.17)

Additionally, if $T_{\text{max},\varepsilon \delta k} < \infty$, then

$$\limsup_{t'/T_{\text{max},\varepsilon \delta k} \to 0} (\|u_{\varepsilon \delta k}(\cdot, t')\|_{L^2(\Omega)} + \|v_{\varepsilon \delta k}(\cdot, t')\|_{L^2(\Omega)}) = \infty.$$ 

(2.18)

Proof. We fix $\varepsilon, \delta \in (0,1)$ and $k \in \mathbb{N}$. For $w, z \in \mathbb{R}^d$, we define $f_1(w, z), f_2(w, z) \in \mathbb{R}^d$ by
\[ (F_i(w, z)_i := \int_\Omega S_{1,i} \left( \sum_{j=1}^k w_j \varphi_j \right) \nabla \left( \sum_{j=1}^k w_j \varphi_j \right) \cdot \nabla \varphi_i - \int_\Omega D_{1,i} \left( \left| \sum_{j=1}^k w_j \varphi_j \right| \right) \nabla \left( \sum_{j=1}^k w_j \varphi_j \right) \cdot \nabla \varphi_i + \int_\Omega S_{2,i} \left( \sum_{j=1}^k z_j \varphi_j \right) \nabla \left( \sum_{j=1}^k z_j \varphi_j \right) \cdot \nabla \varphi_i + \int_\Omega f_{2,i} \left( \sum_{j=1}^k w_j \varphi_j \right) \sum_{j=1}^k z_j \varphi_j \varphi_i \]

d and

\[ (F_i(w, z)_i := \int_\Omega S_{1,i} \left( \sum_{j=1}^k z_j \varphi_j \right) \nabla \left( \sum_{j=1}^k z_j \varphi_j \right) \cdot \nabla \varphi_i - \int_\Omega D_{2,i} \left( \left| \sum_{j=1}^k z_j \varphi_j \right| \right) \nabla \left( \sum_{j=1}^k z_j \varphi_j \right) \cdot \nabla \varphi_i + \int_\Omega S_{2,i} \left( \sum_{j=1}^k w_j \varphi_j \right) \nabla \left( \sum_{j=1}^k w_j \varphi_j \right) \cdot \nabla \varphi_i + \int_\Omega f_{2,i} \left( \sum_{j=1}^k z_j \varphi_j \right) \sum_{j=1}^k z_j \varphi_j \varphi_i \]

d for \( i \in \{1, \ldots, k\} \).

As \( F_1 \) and \( F_2 \) are locally Lipschitz continuous, the Picard–Lindelöf theorem asserts the existence of \( T_{\max, c, \delta k} \in (0, \infty) \) and \( w, z \in C^0([0, T_{\max, c, \delta k}); \mathbb{R}^k) \cap C^1((0, T_{\max, c, \delta k}); \mathbb{R}^k) \) which solve

\[
\begin{align*}
&w' = F_1(w, z) &\text{in } (0, T_{\max, c, \delta k}), \\
&z' = F_2(w, z) &\text{in } (0, T_{\max, c, \delta k}), \\
&w(0) = \int_\Omega u_{0,c} \varphi, \\
z(0) = \int_\Omega v_{0,c} \varphi
\end{align*}
\]

classically and, if \( T_{\max, c, \delta k} < \infty \), then

\[
\lim_{t \uparrow T_{\max, c, \delta k}} \left( |w(t)| + |z(t)| \right) = \infty.
\]

(2.19)

According to lemma 2.3, the functions

\[ u_{c, \delta k}(x, t) := \sum_{j=1}^k w_j(t) \varphi_j(x) \quad \text{and} \quad v_{c, \delta k}(x, t) := \sum_{j=1}^k z_j(t) \varphi_j(x), \quad x \in \Omega, \quad t \in [0, T_{\max, c, \delta k}), \]

satisfy (2.13) and (2.14). Moreover, they fulfill

\[
\frac{d}{dt} \int_\Omega u_{c, \delta k} \varphi_i = \frac{d}{dt} \int_\Omega \left( \sum_{j=1}^k w_j \varphi_j \right) \varphi_i = \sum_{j=1}^k u'_j \int_\Omega \varphi_i \varphi_j = u'_i
\]

for \( i \in \{1, \ldots, k\} \). Thus, (2.15) is fulfilled for \( \psi = \varphi_i \) for all \( i \in \{1, \ldots, k\} \) and, due to linearity, also for all \( \psi \in X_k \) as desired. Likewise, we obtain that (2.16) is also fulfilled for all \( \psi \in X_k \).

From \( \int_\Omega \varphi_i \varphi_j = \delta_{ij} \) for \( i, j \in \{1, \ldots, k\} \), we further infer
\[ \sum_{j=0}^{k} w_{\varepsilon\delta k}^2 = \sum_{j=0}^{k} \int_{\Omega} u_{\varepsilon\delta k j}^2 (\cdot, t) = \int_{\Omega} \left( \sum_{j=0}^{k} w_{\varepsilon\delta k j} \phi_j \right)^2 \]

\[ = \int_{\Omega} u_{\varepsilon\delta k}^2 \text{ in } (0, T_{\max, \varepsilon\delta k}) \]

and, likewise,

\[ \sum_{j=0}^{k} z_{\varepsilon\delta k j}^2 = \int_{\Omega} u_{\varepsilon\delta k}^2 \text{ in } (0, T_{\max, \varepsilon\delta k}). \]

Thus, if (2.18) is not fulfilled, then (2.19) is also not satisfied, implying \( T_{\max, \varepsilon\delta k} = \infty \). \( \square \)

In the following lemma, we show that the solutions \((u_{\varepsilon\delta k}, v_{\varepsilon\delta k})\) constructed in lemma 2.4 are global in time. Moreover, in order to prepare the application of certain compactness theorems, we also collect several \( k \)-independent \( a \) priori estimates.

As opposed to [11], however, these bounds may depend on \( \delta \), the reason being that in our situation the terms stemming from the possibly nonlinear diffusion terms \( D_1 \) and \( D_2 \) can no longer be controlled independently of \( \delta \), at least not in all situations covered by theorem 2.1. This problem will then be circumvented by deriving appropriate \( \delta \)-independent estimates in lemma 2.11 below, which are, however, weaker than those obtained in the present subsection.

**Lemma 2.5.** For all \( \varepsilon, \delta \in (0, 1) \) and \( k \in \mathbb{N} \), let \((u_{\varepsilon\delta k}, v_{\varepsilon\delta k})\) be as given by lemma 2.4. Then \( T_{\max, \varepsilon\delta k} = \infty \) for all \( \varepsilon, \delta \in (0, 1) \) and \( k \in \mathbb{N} \) and, moreover, for all \( \varepsilon, \delta \in (0, 1) \) and all \( T \in (0, \infty) \), there exists \( C > 0 \) such that for all \( k \in \mathbb{N} \), the estimates

\[
\sup_{t \in (0, T)} \int_{\Omega} u_{\varepsilon\delta k}^2 (\cdot, t) + \sup_{t \in (0, T)} \int_{\Omega} v_{\varepsilon\delta k}^2 (\cdot, t) \leq C, \quad (2.20)
\]

\[
\sup_{t \in (0, T)} \int_{\Omega} |\nabla u_{\varepsilon\delta k} (\cdot, t)|^2 + \sup_{t \in (0, T)} \int_{\Omega} |\nabla v_{\varepsilon\delta k} (\cdot, t)|^2 \leq C \quad \text{and} \quad (2.21)
\]

\[
\int_{0}^{T} \int_{\Omega} |\nabla \Delta u_{\varepsilon\delta k}|^2 + \int_{0}^{T} \int_{\Omega} |\nabla \Delta v_{\varepsilon\delta k}|^2 \leq C \quad (2.22)
\]

hold.

**Proof.** According to the Poincaré inequality (cf [10, lemma A.1]), there is \( C_p > 0 \) such that

\[
\int_{\Omega} |\Delta \psi|^2 \leq C_p \int_{\Omega} |\nabla \Delta \psi|^2 \quad \text{for all } \psi \in W^{2,2}_{\infty}(\Omega). \quad (2.23)
\]

We then fix \( \varepsilon, \delta \in (0, 1) \), take \( u_{\varepsilon\delta k} \) as test function in (2.15) and apply Young’s inequality to obtain

\[
\int_{\Omega} |\Delta \psi|^2 \leq C_p \int_{\Omega} |\nabla \Delta \psi|^2
\]
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Nonlinearity in (0, \( T_{\text{max},\varepsilon\delta} \)) for all \( k \in \mathbb{N} \). Moreover, as the Laplacian leaves the space \( X_k \) defined in lemma 2.4 invariant, we may also use \( -\Delta u_{\varepsilon\delta} \in X_k \) as a test function in (2.15), which when combined with Young’s inequality, (2.12), (2.23) and (2.11) gives

\[
\frac{1}{2} \frac{d}{dt} \int_{\Omega} u_{\varepsilon\delta}^2 \\
= \varepsilon \int_{\Omega} S(u_{\varepsilon\delta}) \nabla \Delta u_{\varepsilon\delta} \cdot \nabla u_{\varepsilon\delta} - \int_{\Omega} D(u_{\varepsilon\delta}) |\nabla u_{\varepsilon\delta}|^2 \\
+ \int_{\Omega} S(u_{\varepsilon\delta}) \nabla u_{\varepsilon\delta} \cdot \nabla V_{\varepsilon\delta} + \int_{\Omega} f(u_{\varepsilon\delta}, V_{\varepsilon\delta}) u_{\varepsilon\delta} \\
\leq \frac{\varepsilon}{4} \int_{\Omega} S(u_{\varepsilon\delta}) |\nabla \Delta u_{\varepsilon\delta}|^2 + \left( \frac{3\varepsilon}{4} - D_1 + \frac{3\varepsilon}{2} \right) \int_{\Omega} |\nabla u_{\varepsilon\delta}|^2 \\
+ \frac{3\varepsilon}{2} \int_{\Omega} |\nabla V_{\varepsilon\delta}|^2 + \frac{1}{2} \int_{\Omega} u_{\varepsilon\delta}^2 + \frac{|\Omega||f|_{L^\infty(0,\infty)^d}}{2}
\]

in (0, \( T_{\text{max},\varepsilon\delta} \)) for all \( k \in \mathbb{N} \).

Along with analogous computations for the second equation, we see that there are \( c_1, c_2 > 0 \) such that for all \( k \in \mathbb{N} \), the function

\[
y(t) := \frac{1}{2} \int_{\Omega} u_{\varepsilon\delta}^2 + \frac{1}{2} \int_{\Omega} |\nabla u_{\varepsilon\delta}|^2 + \frac{1}{2} \int_{\Omega} V_{\varepsilon\delta}^2 \\
+ \frac{1}{2} \int_{\Omega} |\nabla V_{\varepsilon\delta}|^2, \quad t \in [0, T_{\text{max},\varepsilon\delta}]
\]
solves the ODI

\[
y'(t) \leq -c_1 \int_{\Omega} |\nabla \Delta u_{\varepsilon\delta}|^2 - c_1 \int_{\Omega} |\nabla \Delta V_{\varepsilon\delta}|^2 + c_2 y + c_2 \quad \text{in} \ (0, T_{\text{max},\varepsilon\delta}).
\]

According to Grönwall’s inequality and as \( y(0) \) is finite and bounded independently of \( k \) by (2.6), the estimates (2.20)–(2.22) are then valid for all finite \( T \in (0, T_{\text{max},\varepsilon\delta}) \) and certain \( C > 0 \) (depending on \( \varepsilon, \delta \) and \( T \) but not on \( k \)). Due to the extensibility criterion (2.18), this then
implies $T_{\max,\varepsilon\delta k} = \infty$ for all $k \in \mathbb{N}$ and then that $(2.20)$–$(2.22)$ indeed hold for all $T \in (0, \infty)$ (and corresponding $C > 0$).

Having an application of the Aubin–Lions lemma in mind, we next collect a priori estimates for the time derivatives.

**Lemma 2.6.** For $\varepsilon, \delta \in (0, 1)$ and $k \in \mathbb{N}$, we denote the solution given by lemma 2.4 by $(u_{\varepsilon\delta k}, v_{\varepsilon\delta k})$. For all $\varepsilon, \delta \in (0, 1)$ and $T \in (0, \infty)$, there exist $C_1, C_2 > 0$ such that
\[
\|u_{\varepsilon\delta k}\|_{L^2(0,T;W^{1,2}(\Omega)^n)} + \|v_{\varepsilon\delta k}\|_{L^2(0,T;W^{2,2}(\Omega)^n)} \leq C_1 \tag{2.24}
\]
and
\[
\|
abla u_{\varepsilon\delta k}\|_{L^2(0,T;W^{1,2}(\Omega)^n)} + \|
abla v_{\varepsilon\delta k}\|_{L^2(0,T;W^{2,2}(\Omega)^n)} \leq C_2 \tag{2.25}
\]
for all $k \in \mathbb{N}$.

**Proof.** Let $\varepsilon, \delta \in (0, 1)$ and $T \in (0, \infty)$. Letting $X_k$ be as in lemma 2.4, we denote the orthogonal projection from $W^{1,2}(\Omega)$ onto $X_k$ by $P_k$. Applying lemma 2.4 and Hölder’s inequality shows that
\[
\int \nabla u_{\varepsilon\delta k} \cdot \varphi = \int \nabla u_{\varepsilon\delta k} P_k \varphi
\]
\[\leq \|S_1(u_{\varepsilon\delta k})\nabla \Delta u_{\varepsilon\delta k} \nabla P_k \varphi \| + \|D_1(u_{\varepsilon\delta k}) \nabla u_{\varepsilon\delta k} \cdot \nabla P_k \varphi \| \bigg\rceil_{\Omega^+} \| \nabla \varphi \|_{L^2(\Omega)}
\]
\[
\leq \left( \varepsilon \| \nabla \Delta u_{\varepsilon\delta k} \|_{L^2(\Omega)} + D_1 \| \nabla u_{\varepsilon\delta k} \|_{L^2(\Omega)} + \varepsilon \| \nabla \varphi \|_{L^2(\Omega)}
\right) \| P_k \varphi \|_{W^{1,2}(\Omega)}
\]
for all $\varphi \in W^{1,2}(\Omega)$ and $k \in \mathbb{N}$. Upon integrating this inequality over $(0, T)$ and in conjunction with an analogous argument for $v_{\varepsilon\delta k}$, we then infer $(2.24)$ from $(2.22), (2.21)$ and $(2.3)$.

Since for all $\varphi \in W^{2,2}(\Omega; \mathbb{R}^n)$ and $k \in \mathbb{N}$, we have
\[
\int \nabla u_{\varepsilon\delta k} \cdot \varphi = \int \nabla u_{\varepsilon\delta k} \cdot \varphi \|_{W^{1,2}(\Omega)^n} \| \nabla \varphi \|_{W^{1,2}(\Omega)}
\]
\[\leq \|u_{\varepsilon\delta k}\|_{L^2(0,T;W^{1,2}(\Omega)^n)} \| \nabla \varphi \|_{W^{1,2}(\Omega)^n}
\]
and likewise for $\nabla v_{\varepsilon\delta k}$, a consequence thereof is (2.25).

The bounds obtained above now allow us to obtain convergences of $u_{\varepsilon\delta k}$ and $v_{\varepsilon\delta k}$ along certain subsequences of $(k)_{k \in \mathbb{N}}$.

**Lemma 2.7.** For all $\varepsilon, \delta \in (0, 1)$, there exist a subsequence $(k_j)_{j \in \mathbb{N}}$ of $(k)_{k \in \mathbb{N}}$ and functions
\[
u_{\varepsilon\delta k}, v_{\varepsilon\delta k} \in W^{1,2}_{\text{loc}}([0, \infty); W^{2,2}_{\text{loc}}(\Omega), W^{1,2}(\Omega)) \cap L^2_{\text{loc}}((0, \infty); W^{3,2}(\Omega)) \cap C^0([0, \infty); W^{1,2}(\Omega))
\]
such that
\begin{align*}
  u_{εδ,k_j} \to u_{εδ} & \quad \text{and} \quad v_{εδ,k_j} \to v_{εδ} \quad \text{pointwise a.e.,} \tag{2.26} \\
  u_{εδ,k_j} \to u_{εδ} & \quad \text{and} \quad v_{εδ,k_j} \to v_{εδ} \quad \text{in } C^0([0, \infty); L^2(Ω)), \tag{2.27} \\
  \nabla u_{εδ,k_j} \to \nabla u_{εδ} & \quad \text{and} \quad \nabla v_{εδ,k_j} \to \nabla v_{εδ} \quad \text{in } L^2_{\text{loc}}(Ω \times [0, \infty); \mathbb{R}^n), \tag{2.28} \\
  \nabla Δ u_{εδ,k_j} \to \nabla Δ u_{εδ} & \quad \text{and} \quad \nabla Δ v_{εδ,k_j} \to \nabla Δ v_{εδ} \quad \text{in } L^2_{\text{loc}}(Ω \times [0, \infty); \mathbb{R}^n), \tag{2.29} \\
  u_{εδ,k_j,t} \to u_{εδ,t} & \quad \text{and} \quad v_{εδ,k_j,t} \to v_{εδ,t} \quad \text{in } L^2_{\text{loc}}([0, \infty); (W^{1,2}(Ω))^*) \tag{2.30}
\end{align*}
as $j \to \infty$.

**Proof.** As the claims for the second solution component can be shown analogously, it suffices to prove (2.26)–(2.30) for the first one. According to (2.20)–(2.22), (2.24) and (2.25), the sequence $(u_{εδ,k_j})_{k \in \mathbb{N}}$ is bounded in the space $W^{1,2}_{\text{loc}}([0, \infty); W^{2,2}(Ω), W^{1,2}(Ω))$ so that by a diagonalisation argument, we obtain a sequence $(k_j)_{j \in \mathbb{N}} \subset \mathbb{N}$ with $k_j \to \infty$ and a function $u_{εδ} \in W^{1,2}_{\text{loc}}([0, \infty); W^{2,2}(Ω), W^{1,2}(Ω))$ such that

\[ u_{εδ,k_j} \to u_{εδ} \quad \text{in } W^{1,2}_{\text{loc}}([0, \infty); W^{2,2}(Ω), W^{1,2}(Ω)) \] as $j \to \infty$,

which directly implies (2.29) and (2.30) and together with the Aubin–Lions lemma also (2.28). Thanks to (2.21) and (2.24), another application of the Aubin–Lions lemma yields (2.27) and thus also (2.26), possibly after switching to subsequences.\[ \square \]

We conclude this subsection by showing that the pair $(u_{εδ}, v_{εδ})$ constructed in lemma 2.7 indeed solves (P$_{εδ}$) in a weak sense.

**Lemma 2.8.** Let $ε, δ \in (0, 1)$. The tuple $(u_{εδ}, v_{εδ})$ constructed in lemma 2.7 is a weak solution of (P$_{εδ}$) in the sense that

\[ u_{εδ}(\cdot, 0) = u_0 \quad \text{as well as } v_{εδ}(\cdot, 0) = v_0 \quad \text{hold a.e. in } Ω \times (0, \infty), \tag{2.31} \]

and, for all $T \in (0, \infty)$ and $φ \in L^2((0, T); W^{1,2}(Ω))$, we have

\[ \int_0^T \int_Ω u_{εδ} φ - \int_0^T \int_Ω S_{1δ}(u_{εδ}) Δ u_{εδ} \cdot ν_φ = \int_0^T \int_Ω D_1(|u_{εδ}|) Δ u_{εδ} \cdot ν_φ + \int_0^T \int_Ω f_{1δ}(u_{εδ}, v_{εδ}) φ \tag{2.32} \]
as well as

\[ \int_0^T \int_Ω v_{εδ} φ = \epsilon \int_0^T \int_Ω S_{2δ}(v_{εδ}) Δ v_{εδ} \cdot ν_φ = \int_0^T \int_Ω D_2(|v_{εδ}|) Δ v_{εδ} \cdot ν_φ + \int_0^T \int_Ω f_{2δ}(v_{εδ}) φ. \tag{2.33} \]

**Proof.** We fix $T \in (0, \infty)$ as well as $φ \in L^2((0, T); W^{1,2}(Ω))$, denote the orthogonal projection on $X_k$ by $P_k$ (where $X_k$ is as in lemma 2.4) and set $(P_k φ)(x, t) := (P_k φ(\cdot, t))(x)$ for
\[(x, t) \in \Omega \times (0, T).\] Moreover, let \((u_{\varepsilon, \delta}, v_{\varepsilon, \delta})\) and \((k_j)_{j \in \mathbb{N}}\) be as given by lemma 2.7. According to lemmata 2.4 and 2.5, we then have

\[
\int_0^T \int_\Omega u_{\varepsilon, \delta} P_k \varphi = \varepsilon \int_0^T \int_\Omega S_{1,\delta}(u_{\varepsilon, \delta}) \nabla \Delta u_{\varepsilon, \delta} \cdot \nabla P_k \varphi - \int_0^T \int_\Omega D_1(|u_{\varepsilon, \delta}|) \nabla u_{\varepsilon, \delta} \cdot \nabla P_k \varphi
\]

\[+ \int_0^T \int_\Omega S_{1,\delta}(u_{\varepsilon, \delta}) \nabla v_{\varepsilon, \delta} \cdot \nabla P_k \varphi + \int_0^T \int_\Omega f_{1,\delta}(u_{\varepsilon, \delta}, v_{\varepsilon, \delta}) P_k \varphi
\]

for all \(k \in \mathbb{N}.\) Since \(P_k \varphi \to \varphi\) in \(L^2((0, T); W^{1,2}(\Omega))\) for \(k \to \infty,\) we infer

\[
\lim_{j \to \infty} \int_0^T \int_\Omega u_{\varepsilon, \delta} P_{k_j} \varphi = \int_0^T \int_\Omega u_{\varepsilon, \delta} \varphi
\]

from (2.30). Moreover, as \(f_{1,\delta}\) is bounded, (2.26) asserts \(f_{1,\delta}(u_{\varepsilon, \delta}, v_{\varepsilon, \delta}) \to f_{1}(u_{\alpha, \delta}, v_{\alpha, \delta})\) in \(L^2(\Omega \times (0, T))\) as \(j \to \infty\) and hence

\[
\lim_{j \to \infty} \int_0^T \int_\Omega f_{1,\delta}(u_{\varepsilon, \delta}, v_{\varepsilon, \delta}) P_{k_j} \varphi = \int_0^T \int_\Omega f_{1}(u_{\alpha, \delta}, v_{\alpha, \delta}) \varphi.
\]

**Boundness of** \(S_{1,\delta},\) (2.26) and Lebesgue’s theorem imply

\[
\|S_{1,\delta}(u_{\varepsilon, \delta}) \nabla P_{k_j} \varphi - S_{1,\delta}(u_{\varepsilon, \delta}) \nabla \varphi\|_{L^2(\Omega \times (0, T))} \\
\leq \|[S_{1,\delta}(u_{\varepsilon, \delta}) - S_{1,\delta}(u_{\alpha, \delta})] \nabla \varphi\|_{L^2(\Omega \times (0, T))} + \|S_{1,\delta}(u_{\alpha, \delta}) \nabla [P_{k_j} \varphi - \varphi]\|_{L^2(\Omega \times (0, T))} \to 0
\]

as \(j \to \infty\) and hence

\[
\lim_{j \to \infty} \int_0^T \int_\Omega S_{1,\delta}(u_{\varepsilon, \delta}) \nabla \Delta u_{\varepsilon, \delta} \cdot \nabla P_{k_j} \varphi = \int_0^T \int_\Omega S_{1,\delta}(u_{\alpha, \delta}) \nabla \Delta u_{\alpha, \delta} \cdot \nabla \varphi
\]

due to (2.29). A similar reasoning, relying on (2.28) instead of (2.29), gives

\[
\lim_{j \to \infty} \int_0^T \int_\Omega S_{1,\delta}(u_{\varepsilon, \delta}) \nabla u_{\varepsilon, \delta} \cdot \nabla P_{k_j} \varphi = \int_0^T \int_\Omega S_{1,\delta}(u_{\alpha, \delta}) \nabla u_{\alpha, \delta} \cdot \nabla \varphi
\]

and

\[
\lim_{j \to \infty} \int_0^T \int_\Omega D_1(|u_{\varepsilon, \delta}|) \nabla u_{\varepsilon, \delta} \cdot \nabla P_{k_j} \varphi = \int_0^T \int_\Omega D_1(|u_{\alpha, \delta}|) \nabla u_{\alpha, \delta} \cdot \nabla \varphi
\]

so that indeed (2.32) holds, while (2.33) can be derived analogously.

Finally, we note that (2.27) implies \(u_{\varepsilon, \delta}(\cdot, 0) \to u_{\alpha, \delta}(\cdot, 0)\) in \(L^2(\Omega)\) as \(j \to \infty\) so that (2.17) asserts

\[
\int_\Omega u_{\varepsilon, \delta}(\cdot, 0) \psi = \lim_{j \to \infty} \int_\Omega u_{\varepsilon, \delta}(\cdot, 0) P_{k_j} \psi = \int_\Omega u_0 \psi \quad \text{for all } \psi \in L^2(\Omega).
\]

This implies \(u_{\alpha, \delta}(\cdot, 0) = u_0\) a.e. and, by combining this with an analogous argument for the second solution component, we arrive at (2.31). \(\square\)
2.2. The limit process $\delta \searrow 0$: guaranteeing nonnegativity

As opposed to the problem solved by $(u_{\delta k}, v_{\delta k})$ for $k \in \mathbb{N}$, where (2.15) and (2.16) require that $\varphi(\cdot, t) \in X_k$ for all $t \in (0, \infty)$, in the weak formulation for the problem $(\mathcal{P}_\delta), (2.32)$ and (2.33), all $\varphi \in L^2_{\text{loc}}([0, \infty); W^{1,2}(\Omega))$ are admissible test functions. In particular, we may now test with anti-derivatives of $\frac{1}{\Sigma_1(u_{\delta k})}$ and $\frac{1}{\Sigma_2(v_{\delta k})}$, allowing us to obtain estimates independent of both $\varepsilon$ and $\delta$ in lemma 2.10. These bounds not only form the basis for the limit processes $\delta \searrow 0$ and $\varepsilon \searrow 0$ (which are finally performed in lemmata 2.14 and 2.17, respectively) but are also important for showing that the later obtained limit functions $u_, v_\varepsilon$ are nonnegative (see lemma 2.15).

To further prepare these testing procedures, we state the following lemma which should essentially be well-known.

**Lemma 2.9.** Let $T \in (0, \infty), w, z \in W^{1,2}((0, T); W^{1,2}(\Omega))$ and $\varphi \in C^1([0, T])$.

(a) For $H \in C^2(\mathbb{R}^2)$ with $D^2H \in L^\infty(\mathbb{R}^2; \mathbb{R}^{2 \times 2})$, $H_w(w, z)$ and $H_z(w, z)$ belong to $L^2((0, T); W^{1,2}(\Omega))$ and

$$
\int_0^T \int_\Omega w \frac{\partial H}{\partial w}(w, z) \varphi + \int_0^T \int_\Omega z \frac{\partial H}{\partial z}(w, z) \varphi \\
= -\int_0^T \int_\Omega H(w, z) \varphi_t + \int_\Omega H(w(\cdot, T), z(\cdot, T)) \varphi(\cdot, T) - \int_\Omega H(w(\cdot, 0), z(\cdot, 0)) \varphi(\cdot, 0)
$$

holds. (We remark that $w(\cdot, 0), w(\cdot, T), z(\cdot, 0)$ and $z(\cdot, T)$ are (well-defined) elements of $L^2(\Omega)$ since $W^{1,2}((0, T); W^{1,2}(\Omega)) \hookrightarrow C^0([0, T]; L^2(\Omega));$ that is, all terms in (2.34) are well-defined.)

(b) Let $H \in C^2(\mathbb{R})$ with $\tilde{H}'' \in L^\infty(\mathbb{R})$. Then $\tilde{H}'(w) \in L^2((0, T); W^{1,2}(\Omega))$ and

$$
\int_0^T \int_\Omega w \tilde{H}'(w) \varphi = -\int_0^T \int_\Omega \tilde{H}'(w) \varphi_t + \int_\Omega \tilde{H}(w(\cdot, T)) - \int_\Omega \tilde{H}(w(\cdot, 0)).
$$

**Proof.** We first fix $(w_j)_{j \in \mathbb{N}},(z_j)_{j \in \mathbb{N}} \subset C^\infty(\overline{\Omega} \times [0, T])$ with $w_j \to w$ and $z_j \to z$ in $W^{1,2}((0, T); W^{1,2}(\Omega))$ as $j \to \infty$. Hence, for $X := L^2((0, T); W^{1,2}(\Omega))$ and thus $X' = L^2((0, T); (W^{1,2}(\Omega))'$, we have $w_j \to w$ and $z_j \to z$ in $X$ as $w_j \to w$ and $z_j \to z$ in $C^0([0, T]; L^2(\Omega))$.

Then

$$
-\int_0^T \int_\Omega H(w_j, z_j) \varphi_t + \left[ \int_0^T H(w_j(\cdot, t), z_j(\cdot, t)) \varphi(\cdot, t) \right]_{t=0}^{t=T}
= \int_0^T \int_\Omega [H(w_j, z_j)] \varphi + \int_0^T \int_\Omega z_j H_z(w_j, z_j) \varphi.
$$

By Taylor’s theorem for multivariate functions and Young’s inequality, we obtain

$$
\int_0^T \int_\Omega H(w_j, z_j) \varphi_t \\
\leq C \int_0^T \left( \int_\Omega |w_j(\cdot, t) - w(\cdot, t)|^2 + |z_j(\cdot, t) - z(\cdot, t)|^2 \right) dt
$$

where $C$ is a constant dependent only on $\Omega$, $\varphi$, and the norms of $H$, $H_w$, and $H_z$. Since $w_j \to w$ and $z_j \to z$ in $L^2(\Omega)$, the right-hand side of the inequality converges to zero as $j \to \infty$. Therefore, $H(w_j, z_j) \varphi_t \to H(w, z) \varphi_t$ in $L^2(\Omega)$, and the conclusion follows.
\[ \left| \int_{\Omega} H(w(\cdot, t), z(\cdot, t)) - \int_{\Omega} H(w_\ell(\cdot, t), z_\ell(\cdot, t)) \right| \]
\[ \leq \sum_{|\alpha|=1} \int_{\Omega} \frac{|D^\alpha H(w(\cdot, t), z(\cdot, t))|}{\alpha!} \left| w(\cdot, t) - w_\ell(\cdot, t), z(\cdot, t) - z_\ell(\cdot, t) \right|^\alpha \]
\[ + \sum_{|\alpha|=2} \max_{|\beta|=|\alpha|} \frac{|D^\beta H|}{\alpha!} \int_{\Omega} \left| w(\cdot, t) - w_\ell(\cdot, t), z(\cdot, t) - z_\ell(\cdot, t) \right|^\alpha \]
\[ \leq |H_w(w(\cdot, t), z(\cdot, t))| \int_{\Omega} |w(\cdot, t) - w_\ell(\cdot, t)| + |H_z(w(\cdot, t), z(\cdot, t))| \int_{\Omega} |z(\cdot, t) - z_\ell(\cdot, t)| \]
\[ + \|D^2 H\|_{L^\infty(\mathbb{R}^2)} \int_{\Omega} (w(\cdot, t) - z(\cdot, t))^2 + \|D^2 H\|_{L^\infty(\mathbb{R}^2)} \int_{\Omega} (z(\cdot, t) - z_\ell(\cdot, t))^2 \]
\[ \to 0 \quad \text{as} \quad \ell \to \infty \quad \text{for all} \quad t \in [0, T]. \]

Since moreover
\[ \|H_w(w, z) - H_w(w_\ell, z_\ell)\|_{L^2(\Omega \times (0,T))} \]
\[ \leq \|H_w(w, z) - H_w(w_\ell, z_\ell)\|_{L^2(\Omega \times (0,T))} + \|H_w(w, z) - H_w(w_\ell, z_\ell)\|_{L^2(\Omega \times (0,T))} \]
\[ \leq \|H_w\|_{L^\infty(\mathbb{R}^2)} \|w - w_\ell\|_{L^2(\Omega \times (0,T))} + \|H_w\|_{L^\infty(\mathbb{R}^2)} \|z - z_\ell\|_{L^2(\Omega \times (0,T))} \]
\[ \to 0 \quad \text{as} \quad \ell \to \infty \quad (2.35) \]

by the mean value theorem and
\[ \sup_{t \in \mathbb{N}} \int_{0}^{T} \int_{\Omega} \left| \nabla H_w(w_\ell, z_\ell) \right|^2 = \sup_{t \in \mathbb{N}} \int_{0}^{T} \int_{\Omega} \left| \nabla H_w(w_\ell, z_\ell) \right|^2 \]
\[ \leq \sup_{t \in \mathbb{N}} \left( 2\|H_w\|_{L^\infty(\mathbb{R}^2)} \int_{0}^{T} \int_{\Omega} \left| \nabla w_\ell \right|^2 + 2\|H_w\|_{L^\infty(\mathbb{R}^2)} \int_{0}^{T} \int_{\Omega} \left| \nabla z_\ell \right|^2 \right) < \infty \]
by the chain rule, we conclude \( \sup_{t \in \mathbb{N}} \|H_w(w_\ell, z_\ell)\|^2 < \infty \). Therefore, after switching to subsequences if necessary, we have
\[ H_w(w_\ell, z_\ell) \to \tilde{w} \quad \text{in} \quad X \quad \text{as} \quad \ell \to \infty \quad (2.36) \]
for some \( \tilde{w} \in X \). From (2.35), we infer \( \tilde{w} = H_w(w, z) \) so that (2.36) and the convergence \( w_\ell \to w \) in \( X^* \) imply
\[ \int_{0}^{T} \int_{\Omega} w_\ell H_w(w_\ell, z_\ell) \varphi \to \int_{0}^{T} \int_{\Omega} w H_w(w, z) \varphi \quad \text{as} \quad \ell \to \infty. \]
 Likewise, we obtain
\[ \int_{0}^{T} \int_{\Omega} z_\ell H_z(w_\ell, z_\ell) \varphi \to \int_{0}^{T} \int_{\Omega} z H_z(w, z) \varphi \quad \text{as} \quad \ell \to \infty \]
and thus (2.34).

Finally, the second part follows from the first one by setting \( H(\rho, \sigma) = \tilde{H}(\rho) \) for \( \rho, \sigma \in \mathbb{R} \). \qed
With lemma 2.9 at hand, we are now able to prove an analogue to the entropy-like inequality (2.10).

**Lemma 2.10.** Let \( \varepsilon, \delta \in (0, 1) \) and \( u_{\varepsilon \delta}, v_{\varepsilon \delta} \) be as in lemma 2.7. Set moreover

\[
G_{i\delta}(s) := \int_1^s \int_1^{s_0} \frac{1}{S_{i\delta}(\sigma)} \, d\sigma \, d\rho \quad \text{for} \ i \in \{1, 2\}
\]

as well as

\[
\begin{align*}
\mathcal{E}_{\varepsilon \delta}(t) &:= \int_{\Omega} G_{1\delta}(u_{\varepsilon \delta}(\cdot, t)) + \int_{\Omega} G_{2\delta}(v_{\varepsilon \delta}(\cdot, t)), \\
\mathcal{D}_{\varepsilon \delta}(t) &:= \varepsilon \int_{\Omega} |\Delta u_{\varepsilon \delta}(\cdot, t)|^2 + \varepsilon \int_{\Omega} |\Delta v_{\varepsilon \delta}(\cdot, t)|^2 \\
&\quad + \int_{\Omega} \frac{D_1(|u_{\varepsilon \delta}(\cdot, t)|)}{S_{1\delta}(u_{\varepsilon \delta})} |\nabla u_{\varepsilon \delta}(\cdot, t)|^2 + \int_{\Omega} \frac{D_2(|v_{\varepsilon \delta}(\cdot, t)|)}{S_{2\delta}(v_{\varepsilon \delta})} |\nabla v_{\varepsilon \delta}(\cdot, t)|^2 \quad \text{and} \\
\mathcal{R}_{\varepsilon \delta}(t) &:= \int_{\Omega} G_{1\delta}(u_{\varepsilon \delta}(\cdot, t)) f_{1\delta}(u_{\varepsilon \delta}(\cdot, t), v_{\varepsilon \delta}(\cdot, t)) + \int_{\Omega} G_{2\delta}(v_{\varepsilon \delta}(\cdot, t)) f_{2\delta}(u_{\varepsilon \delta}(\cdot, t), v_{\varepsilon \delta}(\cdot, t))
\end{align*}
\]

for \( t \in [0, \infty) \). (Here, similarly as on theorem 2.2, \( \mathcal{D}_{\varepsilon \delta} \) and \( \mathcal{R}_{\varepsilon \delta} \) are to be understood as functions in \( L^0([0, \infty)) \).) Then

\[
\mathcal{E}_{\varepsilon \delta}(T) \zeta(T) + \int_0^T \mathcal{D}_{\varepsilon \delta}(t) \zeta(t) \, dt \leq \mathcal{E}_{\varepsilon \delta}(0) \zeta(0) + \int_0^T \mathcal{R}_{\varepsilon \delta}(t) \zeta(t) \, dt \\
+ \int_0^T \mathcal{E}_{\varepsilon \delta}(t) \zeta'(t) \, dt \quad (2.37)
\]

holds for any \( T \in (0, \infty) \) and \( 0 \leq \zeta \in C^\infty([0, T]) \).

**Proof.** As \( \frac{1}{S_{i\delta}} \) is continuous, positive and bounded, we may apply lemma 2.9 (b) and lemma 2.8 to obtain

\[
\begin{align*}
\int_{\Omega} G_{1\delta}(u_{\varepsilon \delta}(\cdot, T)) \zeta(T) - \int_{\Omega} G_{1\delta}(u_0) \zeta(0) - \int_0^T \int_{\Omega} G_{1\delta}(u_{\varepsilon \delta}) \zeta' \\
= \int_0^T \int_{\Omega} u_{\varepsilon \delta} G_{1\delta}(u_{\varepsilon \delta}) \zeta \\
= -\varepsilon \int_0^T \int_{\Omega} |\Delta u_{\varepsilon \delta}|^2 \zeta - \int_0^T \int_{\Omega} \frac{D_1(|u_{\varepsilon \delta}|)}{S_{1\delta}(u_{\varepsilon \delta})} |\nabla u_{\varepsilon \delta}|^2 \zeta \\
&\quad + \int_0^T \int_{\Omega} \nabla u_{\varepsilon \delta} \cdot \nabla v_{\varepsilon \delta} \zeta + \int_0^T \int_{\Omega} G_{1\delta}(u_{\varepsilon \delta}) f_{1\delta}(u_{\varepsilon \delta}, v_{\varepsilon \delta}) \zeta \quad (2.38)
\end{align*}
\]

for all \( \varepsilon, \delta \in (0, 1) \). Since the signs of the cross-diffusive terms in the first two equations in \( (P_{\varepsilon \delta}) \) are opposite, (2.38) and a corresponding identity for the second solution component already yield (2.37). \( \square \)
Aiming to derive \((\varepsilon, \delta)\)-independent \textit{a priori} estimates from (2.37) with \(\zeta \equiv 1\), we next estimate the right-hand side therein and obtain

**Lemma 2.11.** Let \(T \in (0, \infty)\) and \(G_{i\delta}, \delta \in (0,1) i \in \{1,2\}\) be as in lemma 2.10. Then there is \(C > 0\) such that

\[
\sup_{t \in (0,T)} \left( \int_{\Omega} G_{1\delta}(u_{\varepsilon\delta}(\cdot,t)) + \int_{\Omega} G_{2\delta}(v_{\varepsilon\delta}(\cdot,t)) \right) \leq C, \tag{2.39}
\]

\[
\varepsilon \int_{0}^{T} \int_{\Omega} |\Delta u_{\varepsilon\delta}|^2 + \varepsilon \int_{0}^{T} \int_{\Omega} |\Delta v_{\varepsilon\delta}|^2 \leq C, \tag{2.40}
\]

\[
\int_{0}^{T} \int_{\Omega} |\nabla u_{\varepsilon\delta}|^2 + \int_{0}^{T} \int_{\Omega} |\nabla v_{\varepsilon\delta}|^2 \leq C \quad \text{and} \tag{2.41}
\]

\[
\int_{0}^{T} \int_{\Omega} u_{\varepsilon\delta}^2 + \int_{0}^{T} \int_{\Omega} v_{\varepsilon\delta}^2 \leq C \tag{2.42}
\]

for all \(\varepsilon, \delta \in (0,1)\), where \(u_{\varepsilon\delta}\) and \(v_{\varepsilon\delta}\) are as in lemma 2.7.

**Proof.** Since the definition of \(S_1\) entails that

\[
S_{i\delta}(s) \geq S_1(|s|) + \delta \begin{cases} S_1 s, & |s| < 1, \\ S_1, & |s| \geq 1 \end{cases} \text{ for all } s \geq 0 \text{ and } \delta \in (0,1),
\]

we may estimate

\[
|G'_{i\delta}(u_{\varepsilon\delta})| = \int_{u_{\varepsilon\delta} S_{i\delta}(\sigma)}^{u_{\varepsilon\delta}} \frac{d\sigma}{S_{i\delta}(\sigma)} \leq \ln \frac{|u_{\varepsilon\delta}|}{S_{i\delta}} \text{ in } \{0 < u_{\varepsilon\delta} \leq 1\} \text{ for all } \varepsilon, \delta \in (0,1)
\]

and

\[
|G'_{i\delta}(u_{\varepsilon\delta})| = \int_{1}^{u_{\varepsilon\delta}} \frac{d\sigma}{S_{i\delta}(\sigma)} \leq \frac{u_{\varepsilon\delta} - 1}{S_{i\delta}} i \{1 < u_{\varepsilon\delta}\} \text{ for all } \varepsilon, \delta \in (0,1).
\]

Due to \(f_{i\delta}(u_{\varepsilon\delta}, v_{\varepsilon\delta}) = 0\) in \(\{u_{\varepsilon\delta} \leq 0\}\) and because of (2.3) and (2.5), we thus obtain \(c_1 > 0\) such that

\[
\int_{0}^{T} \int_{\Omega} f_{i\delta}(u_{\varepsilon\delta}, v_{\varepsilon\delta}) G'_{i\delta}(u_{\varepsilon\delta}) \leq c_1 \int_{0}^{T} \int_{\Omega} (1 + u_{\varepsilon\delta}^2) \text{ for all } t \in (0,T) \text{ and } \varepsilon, \delta \in (0,1).
\]

Moreover, positivity of \(u_0\) and \(v_0\) implies finiteness of

\[
\sup_{\delta \in (0,1)} \left( \int_{\Omega} G_{1\delta}(u_0) + \int_{\Omega} G_{2\delta}(v_0) \right).
\]

As \(\frac{\partial f_{i\delta}}{\partial u_{\varepsilon\delta}} \geq \frac{\partial f_{i\delta}}{\partial v_{\varepsilon\delta}}, \ i \in \{1,2\}\), for all \(s \in \mathbb{R}\), along with an analogous computation for the second solution component and choosing \(\zeta \equiv 1\) in (2.37), we obtain \(c_2 > 0\) such that

\[
\frac{\partial f_{i\delta}}{\partial u_{\varepsilon\delta}} \geq \frac{\partial f_{i\delta}}{\partial v_{\varepsilon\delta}}, \ i \in \{1,2\}, \text{ for all } s \in \mathbb{R}, \text{ along with an analogous computation for the second solution component and choosing } \zeta \equiv 1 \text{ in (2.37), we obtain } c_2 > 0 \text{ such that}
\]
\[
\int_{\Omega} G_{13}(u_{\delta}(\cdot, t)) + \int_{\Omega} G_{23}(v_{\delta}(\cdot, t)) \\
+ \varepsilon \int_0^t \int_{\Omega} |\Delta u_{\delta}|^2 + \varepsilon \int_0^t \int_{\Omega} |\Delta v_{\delta}|^2 + \frac{D_1}{S_1} \int_0^t \int_{\Omega} |\nabla u_{\delta}|^2 + \frac{D_2}{S_2} \int_0^t \int_{\Omega} |\nabla v_{\delta}|^2 \\
\leq c_2 + c_2 \int_0^t \int_{\Omega} u_{\delta}^2 + c_2 \int_0^t \int_{\Omega} v_{\delta}^2 \quad \text{for all } t \in (0, T) \quad \text{and } \varepsilon, \delta \in (0, 1).
\]

Since
\[
G_{13}(u_{\delta}) = \int_1^{u_{\delta}} \int_{S_1(\sigma)} \frac{1}{S_1(\sigma)} \, d\sigma \, d\rho \geq \frac{1}{S_1(1)} \int_1^{u_{\delta}} (\rho - 1) \, d\rho \\
= \frac{1}{S_1(1)} \left( \frac{1}{2} u_{\delta}^2 - \frac{1}{2} - (u_{\delta} - 1) \right) \geq \frac{1}{S_1(1)} \left( \frac{1}{4} u_{\delta}^2 - \frac{1}{2} \right)
\]
in \(\Omega \times (0, T)\) for all \(\varepsilon, \delta \in (0, 1)\) and hence
\[
\int_0^t \int_{\Omega} u_{\delta}^2 \leq 4S_1 \int_0^t \int_{\Omega} G_{13}(u_{\delta}) + 2|\Omega|T \quad \text{for all } t \in (0, T) \quad \text{and } \varepsilon, \delta \in (0, 1),
\]
a consequence of (2.43) is
\[
\int_{\Omega} G_{13}(u_{\delta}(\cdot, t)) + \int_{\Omega} G_{23}(v_{\delta}(\cdot, t)) \\
\leq c_3 + 4c_2 \max\{S_1, S_2\} \int_0^t \left( \int_{\Omega} G_{13}(u_{\delta}) + \int_{\Omega} G_{23}(v_{\delta}) \right)
\]
for all \(t \in (0, T), \varepsilon, \delta \in (0, 1)\) and \(c_3 := c_2 + 4c_2|\Omega|T\). Grönwall’s inequality thus asserts that
\[
\int_{\Omega} G_{13}(u_{\delta}(\cdot, t)) + \int_{\Omega} G_{13}(v_{\delta}(\cdot, t)) \\
\leq c_3 e^{4c_2 \max\{S_1, S_2\}T} \quad \text{holds for all } t \in (0, T) \quad \text{and } \varepsilon, \delta \in (0, 1),
\]
implies (2.39). Finally, (2.40)–(2.42) follow from (2.43), (2.44) and (2.39). \(\square\)

Again seeking to apply the Aubin–Lions lemma, we complement the bounds (2.39)–(2.41) by estimates for the time derivatives in the next two lemmata. However, in contrast to lemma 2.6 and owing to the fourth-order regularisation terms, we have to settle for bounds in \(L^2((0, T); (W^{n+1,2}(\Omega))^*)\) instead of \(L^2((0, T); (W^{1,2}(\Omega))^*)\).

**Lemma 2.12.** For \(T \in (0, \infty), \) there exists \(C > 0\) such that
\[
\left| \int_0^T \int_{\Omega} u_{\delta} \varphi + \int_0^T \int_{\Omega} D_1(|u_{\delta}|) \nabla u_{\delta} \cdot \nabla \varphi \\
- \int_0^T \int_{\Omega} S_1(u_{\delta}) \nabla v_{\delta} \cdot \nabla \varphi - \int_0^T \int_{\Omega} f_1(u_{\delta}, v_{\delta}) \varphi \right| \leq C \varepsilon \|\varphi\|_{L^2((0, T); (W^{n+1,2}(\Omega)))}
\]

(2.45)
Lemma 2.14. Let $\epsilon > 0$. Then there exists $C > 0$ such that
\[
\left| \int_0^T \int_\Omega \nabla v_{\epsilon, \delta} \cdot \nabla \varphi + \int_0^T \int_\Omega \Delta u_{\epsilon, \delta} \cdot \nabla \varphi \right| \leq C \epsilon^{\frac{1}{2}} \|\varphi\|_{L^2(0,T; W^{n+1,2}(\Omega))}
\]
(2.46)
for all $\epsilon, \delta \in (0, 1)$ and $\varphi \in L^2((0,T); W^{n+1,2}(\Omega))$, where $u_{\epsilon, \delta}$ and $v_{\epsilon, \delta}$ are as in lemma 2.11.

Proof. Since $n + 1 > \frac{q}{2} + 1$, Sobolev’s embedding theorem allows us to fix $c_1 > 0$ with
\[
\|\nabla \varphi\|_{L^\infty(\Omega)} \leq c_1 \|\varphi\|_{W^{n+1,2}(\Omega)} \quad \text{for all } \varphi \in W^{n+1,2}(\Omega).
\]
Moreover, we fix $T \in (0, \infty)$ and choose $c_2 > 0$ such that (2.40) and (2.41) hold (with $C$ replaced by $c_2^2$). Then
\[
\left| \int_0^T \int_\Omega S_{\delta}(u_{\epsilon, \delta}) \nabla \Delta u_{\epsilon, \delta} \cdot \nabla \varphi \right| \leq \|\Delta u_{\epsilon, \delta}\|_{L^2(\Omega \times (0,T))} \|\nabla \Delta u_{\epsilon, \delta}\|_{L^2(\Omega \times (0,T))} \|\nabla \varphi\|_{L^\infty(\Omega \times (0,T))} + C \|\nabla \varphi\|_{L^2(\Omega \times (0,T))}
\]
\[
\leq \epsilon^{-\frac{1}{2}} \cdot c_2 (c_2^2 + 3) \|\varphi\|_{L^2(0,T; W^{n+1,2}(\Omega))} \quad \text{for all } \epsilon, \delta \in (0, 1).
\]
Combined with (2.32), this already implies (2.45), while (2.46) can be shown analogously. □

Lemma 2.13. Let $\epsilon \in (0, 1)$, $T \in (0, \infty)$ and $(u_{\epsilon, \delta}, v_{\epsilon, \delta})$ be as in lemma 2.7 for $\delta \in (0, 1)$. Then there exists $C > 0$ such that
\[
\|u_{\epsilon, \delta}\|_{L^2(0,T; (W^{n+1,2}(\Omega))^*)} + \|v_{\epsilon, \delta}\|_{L^2(0,T; (W^{n+1,2}(\Omega))^*)} \leq C
\]
(2.47)
for all $\delta \in (0, 1)$.

Proof. This immediately follows from lemma 2.12 and the bounds provided by lemma 2.11. □

With the estimates above at hand, we are now able to obtain convergence of certain subsequences of $(u_{\epsilon, \delta}, v_{\epsilon, \delta})$.

Lemma 2.14. Let $\epsilon \in (0, 1)$. For $\delta \in (0, 1)$, let $u_{\epsilon, \delta}, v_{\epsilon, \delta}$ be as given by lemma 2.7. There are functions
\[
u_{\epsilon}, \nu_{\delta} \in L^2(0, \infty; W^{1,2}(\Omega)) \quad \text{with}
\]
\[
u_{\epsilon, \delta}, \nu_{\delta, \delta} \in L^2(0, \infty; (W^{n+1,2}(\Omega))^*)
\]
and a null sequence $(\delta_j)_{j \in \mathbb{N}} \subset (0, 1)$ along which
\[ u_{\delta j} \to u_e \quad \text{and} \quad v_{\delta j} \to v_e \quad \text{pointwise a.e.,} \quad (2.48) \]
\[ u_{\delta j} \to u_e \quad \text{and} \quad v_{\delta j} \to v_e \quad \text{in} \quad L^2_{\text{loc}}(\Omega \times [0, \infty)), \quad (2.49) \]
\[ u_{\ell j}(\cdot, t) \to u(\cdot, t) \quad \text{and} \quad v_{\ell j}(\cdot, t) \to v(\cdot, t) \quad \text{in} \quad L^2(\Omega) \quad \text{for a.e.} \quad t \in (0, \infty), \quad (2.50) \]
\[ \nabla u_{\delta j} \to \nabla u_e \quad \text{and} \quad \nabla v_{\delta j} \to \nabla v_e \quad \text{in} \quad L^2_{\text{loc}}(\Omega \times [0, \infty); \mathbb{R}^n), \quad (2.51) \]
\[ u_{\delta j} \to u_{\varepsilon t} \quad \text{and} \quad v_{\delta j} \to v_{\varepsilon t} \quad \text{in} \quad L^2_{\text{loc}}([0, \infty); (W^{n+1,2}(\Omega))^*), \quad (2.52) \]

as \( j \to \infty \).

**Proof.** Due to the bounds in (2.41), (2.42) and (2.47), by means of the Aubin–Lions lemma and a diagonalisation argument, we can obtain a null sequence \((\delta_j)_{j \in \mathbb{N}} \subset (0, 1)\) and functions \(u_e, v_e : \Omega \times (0, \infty) \to \mathbb{R}\) such that (2.48), (2.51) and (2.52) hold. Upon switching to subsequences, if necessary, (2.48) and (2.50) follow then from (2.49).

As already alluded to, the main reason for introducing the parameter \(\delta\) in \((P_{\varepsilon t})\) is to be able to establish a.e. nonnegativity of the functions \(u_e\) and \(v_e\) constructed in lemma 2.14. This will inter alia assure that each component of the solution \((u, v)\) to \((P)\) obtained in subsection 2.14 below is nonnegative and hence may be interpreted as a population density.

**Lemma 2.15.** For all \(\varepsilon \in (0, 1), u_e \geq 0\) and \(v_e \geq 0\) a.e. in \(\Omega \times (0, \infty),\) where \(u_e\) and \(v_e\) are given by lemma 2.14.

**Proof.** This can be shown similarly as in [11, pp 554–555]. However, since the solutions considered there fulfill regularity properties going beyond those stated in lemma 2.14, we give a (slightly) different proof here.

Let us fix \(\varepsilon \in (0, 1)\) as well as \(T \in (0, \infty)\) and for the sake of contradiction assume that (a henceforth fixed representative of) \(u_e\) is not nonnegative a.e. in \(\Omega \times (0, T)\). Then \(\{|u_e| < 0\} > 0\) and, by the sigma additivity of the Lebesgue measure, there is \(\eta > 0\) such that \(A := \{(x, t) \in \Omega \times (0, T) : u_e(x, t) \leq -\eta\}\) has positive measure.

For \(\delta \in (0, 1)\), we now let \(u_{\delta j}\) and \(G_{1\delta}\) be as in lemmata 2.7 and 2.10, respectively, and denote by \((\delta_j)_{j \in \mathbb{N}}\) the sequence given by lemma 2.14. Thanks to (2.48) and Egorov’s theorem, we then obtain a measurable \(A' \subset A\) with \(|A \setminus A'| < \frac{1}{2}\), such that \(u_{\delta j} \to u_e\) uniformly in \(A'\) as \(j \to \infty\); in particular, there is \(j_0 \in \mathbb{N}\) with \(u_{\delta j}(x, t) \leq -\frac{\eta}{2}\) for all \((x, t) \in A'\) and \(j \geq j_0\).

Thanks to nonnegativity of \(S_{1\delta}\), since \(S_{1\delta}(|s|) \leq -S_{1\delta}^\ast s\) for \(s \leq 0\) (due to the mean value theorem and as \(S_{1\delta}(0) = 0\) by (2.4)) and by Fatou’s lemma (we note that \(\lim_{\delta \to 0}(-\ln \delta + \ln(-\rho + \delta)) = \infty\) for all \(\rho < 0\)), we then have

\[
\liminf_{j \to \infty} \int_0^T \int_\Omega G_{1\delta}(u_{\delta j}) \geq \liminf_{j \to \infty} \int_0^T \int_{A'} \frac{1}{S_{1\delta}(|\sigma|)} \, d\sigma \, d\rho \, dx \, dt
\]
\[
\geq \liminf_{j \to \infty} |A'| \int_0^1 \frac{1}{S_{1\delta}(|\sigma|)} \, d\sigma \, d\rho
\]
\[
\geq \liminf_{j \to \infty} \frac{|A'|}{\max\{S_{1\delta}, 1\}} \int_0^1 \frac{1}{-\sigma + \delta_j} \, d\sigma \, d\rho
\]
\[
= \liminf_{j \to \infty} \frac{|A'|}{\max\{S_{1\delta}, 1\}} \int_0^1 (-\ln \delta_j + \ln(-\rho + \delta_j)) \, d\rho = \infty,
\]

contradicting (2.39). The same argument is also applicable for the second solution component. \(\square\)
Let us close this subsection by discussing in which way the pair \((u_\varepsilon, v_\varepsilon)\) obtained in lemma 2.14 can be seen as a solution to the problem obtained by formally setting \(\delta = 0\) in \((P_{\delta})\). Within a similar context, in [11, pp 552–553] it is shown that the limit functions solve the corresponding problem in a certain generalised sense. However, as already remarked in the preceding subsection, due to the possibly nonlinear diffusion terms \(D_1\) and \(D_2\), the convergences obtained in lemma 2.14 are slightly weaker than those established in [11]; that is, the methods developed in [11] are not directly applicable to our situation. Nonetheless, we are able to prove that \((u_\varepsilon, v_\varepsilon)\) is up to an error term of order \(\varepsilon^{\frac{1}{2}}\) a weak solution of that problem, which, having the limit process \(\varepsilon \searrow 0\) in mind, turns out to be more convenient for our purposes in any case.

**Lemma 2.16.** Let \(\varepsilon \in (0, 1), u_\varepsilon, v_\varepsilon\) be as in lemma 2.14 and \(T \in (0, \infty)\). Then there is \(C > 0\) such that

\[
- \int_0^T \int_\Omega u_\varepsilon \varphi_t - \int_\Omega u_0 \varphi(\cdot, 0) + \int_0^T \int_\Omega D_1(u_\varepsilon) \nabla u_\varepsilon \cdot \nabla \varphi
+ \int_0^T \int_\Omega S_1(u_\varepsilon) \nabla v_\varepsilon \cdot \nabla \varphi - \int_0^T \int_{\Omega} f_1(u_\varepsilon, v_\varepsilon) \varphi
\leq C \varepsilon^{\frac{1}{2}} \|\varphi\|_{L^2((0,T);W^{2,1}_0(\Omega))} \tag{2.53}
\]

and

\[
- \int_0^T \int_\Omega v_\varepsilon \varphi_t - \int_\Omega v_0 \varphi(\cdot, 0) + \int_0^T \int_\Omega D_2(v_\varepsilon) \nabla v_\varepsilon \cdot \nabla \varphi
+ \int_0^T \int_\Omega S_2(v_\varepsilon) \nabla u_\varepsilon \cdot \nabla \varphi - \int_0^T \int_{\Omega} f_2(u_\varepsilon, v_\varepsilon) \varphi
\leq C \varepsilon^{\frac{1}{2}} \|\varphi\|_{L^2((0,T);W^{2,1}_0(\Omega))} \tag{2.54}
\]

for all \(\varphi \in C_0^\infty(\Omega \times [0, \infty))\).

**Proof.** For \(\delta \in (0, 1)\), we let \((u_{\varepsilon, \delta}, v_{\varepsilon, \delta})\) be as in lemma 2.7 and we denote the null sequence given by lemma 2.14 by \((\delta_j)_{j \in \mathbb{N}}\). Since \(D_1, S_1\) and \(f_1\) are continuous by (2.1)–(2.3), the convergences (2.49), (2.51) and (2.48) imply that

\[
- \int_0^T \int_\Omega u_{\varepsilon, \delta} \varphi_t - \int_\Omega u_0 \varphi(\cdot, 0) + \int_0^T \int_\Omega D_1(u_{\varepsilon, \delta}) \nabla u_{\varepsilon, \delta} \cdot \nabla \varphi
+ \int_0^T \int_\Omega S_1(u_{\varepsilon, \delta}) \nabla v_{\varepsilon, \delta} \cdot \nabla \varphi - \int_0^T \int_{\Omega} f_1(u_{\varepsilon, \delta}, v_{\varepsilon, \delta}) \varphi
\]

\[
= \lim_{j \to \infty} \left[ - \int_0^T \int_\Omega u_{\varepsilon, \delta_j} \varphi_t - \int_\Omega u_0 \varphi(\cdot, 0) + \int_0^T \int_\Omega D_1(u_{\varepsilon, \delta_j}) \nabla u_{\varepsilon, \delta_j} \cdot \nabla \varphi
+ \int_0^T \int_\Omega S_1(u_{\varepsilon, \delta_j}) \nabla v_{\varepsilon, \delta_j} \cdot \nabla \varphi - \int_0^T \int_{\Omega} f_1(u_{\varepsilon, \delta_j}, v_{\varepsilon, \delta_j}) \varphi \right]
\]

for all \(\varphi \in C_0^\infty(\Omega \times [0, \infty))\). As lemma 2.9 (b) and (2.31) assert
Let us prepare the necessary steps to undertake the final limit process of this section, namely
\[ \text{yields} \quad (2.54). \]
we see that (2.53) (with C as in lemma 2.12) follows from (2.45). An analogous argumentation yields (2.54).

### 2.3. The limit process $\varepsilon \downarrow 0$: proof of theorems 2.1 and 2.2

Since lemmata 2.11 and 2.13 already contain $\varepsilon$-independent estimates, there are no further preparations necessary in order to undertake the final limit process of this section, namely $\varepsilon \downarrow 0$.

**Lemma 2.17.** Let $u_\varepsilon, v_\varepsilon$ be as in lemma 2.14. There are nonnegative functions $u, v \in L^2_{\text{loc}}([0, \infty); W^{1,2}(\Omega))$ and a null sequence $(\varepsilon_j)_{j \in \mathbb{N}} \subset (0, 1)$ such that
\[ u_\varepsilon \to u \quad \text{and} \quad v_\varepsilon \to v \quad \text{pointwise a.e.,} \quad (2.55) \]
\[ u_\varepsilon(\cdot, t) \to u(\cdot, t) \quad \text{and} \quad v_\varepsilon(\cdot, t) \to v(\cdot, t) \quad \text{in } L^2_{\text{loc}}(\Omega \times [0, \infty)) \text{ for a.e. } t \in (0, \infty), \quad (2.56) \]
\[ \nabla u_\varepsilon \to \nabla u \quad \text{and} \quad \nabla v_\varepsilon \to \nabla v \quad \text{in } L^2_{\text{loc}}(\Omega \times [0, \infty); \mathbb{R}^n) \quad (2.57) \]
as $j \to \infty$.

**Proof.** As the estimates (2.41) and (2.42) do not depend on $\varepsilon$, the right-hand sides in (2.45) and (2.46) are bounded in $\varepsilon$ and lemma 2.14 assures that these bounds also survive the limit $\delta \downarrow 0$ (along a certain null sequence), the existence of $u, v \in L^2_{\text{loc}}([0, \infty); W^{1,2}(\Omega))$ and a null sequence $(\varepsilon_j)_{j \in \mathbb{N}} \subset (0, 1)$ such that (2.55)–(2.58) hold can be shown as in lemma 2.14. Moreover, nonnegativity of $u$ and $v$ follow from lemma 2.15 and (2.55).

Next, we show that the convergence assertions by lemma 2.17 are sufficiently strong to imply that the pair $(u, v)$ constructed in that lemma at least solves (P) in the following sense, which is yet somewhat weaker than the solution concept imposed by theorem 2.1.

**Lemma 2.18.** The pair $(u, v)$ constructed in lemma 2.17 fulfills
\[ -\int_0^\infty \int_\Omega u \varphi_t - \int_\Omega u_0 \varphi(\cdot, 0) = -\int_0^\infty \int_\Omega D_1(u) \nabla u \cdot \nabla \varphi \]
\[ + \int_0^\infty \int_\Omega S_1(u) \nabla v \cdot \nabla \varphi + \int_0^\infty \int_\Omega f_1(u, v) \varphi \quad (2.59) \]
and
\[ -\int_0^\infty \int_\Omega v \varphi_t - \int_\Omega v_0 \varphi(\cdot, 0) = -\int_0^\infty \int_\Omega D_2(u) \nabla v \cdot \nabla \varphi \]
\[ - \int_0^\infty \int_\Omega S_2(u) \nabla u \cdot \nabla \varphi + \int_0^\infty \int_\Omega f_2(u, v) \varphi \quad (2.60) \]

632
for all \( \varphi \in C^\infty_c(\Omega \times [0, \infty)) \).

**Proof.** Since \( D_i, S_i \) and \( f_i, i \in \{1, 2\} \), are bounded, the statement immediately follows from lemmata 2.16 and 2.17.

In order to prove theorem 2.1, in addition to lemma 2.18, we need to make sure that \( u, v \) are sufficiently regular; that is, that they belong to \( W^{1,2}_{\text{loc}}((0, \infty); W^{1,2}(\Omega)) \). To that end, the \( \varepsilon \)-independent estimates of the time derivatives obtained in lemma 2.13 are insufficient. However, we can obtain the desired regularity by testing directly at the \( \varepsilon \) level.

**Lemma 2.19.** The functions \( u, v \) constructed in lemma 2.17 belong to \( W^{1,2}_{\text{loc}}((0, \infty); W^{1,2}(\Omega)) \) and satisfy (2.7) and (2.8) as well as (2.9) for all \( \varphi \in L^\infty_{\text{loc}}((0, \infty); W^{1,2}(\Omega)) \).

**Proof.** We fix \( T \in (0, \infty) \). From lemma 2.18 and Hölder’s inequality, we infer that

\[
\left| \int_0^T \int_\Omega u \varphi \right| = \int_0^T \int_\Omega u \varphi_t \geq \left| \int_0^T \int_\Omega D_1(u) \nabla u \cdot \nabla \varphi \right| + \left| \int_0^T \int_\Omega S_1(u) \nabla v \cdot \nabla \varphi \right| + \left| \int_0^T \int_\Omega f_1(u, v) \varphi \right|
\]

\[
\leq \left( \| \nabla u \|_{L^2(\Omega \times (0, T))} + \| \nabla v \|_{L^2(\Omega \times (0, T))} \right) \left( \| \varphi \|_{L^2(\Omega; W^{1,2}(\Omega))} \right)
\]

for all \( \varphi \in C^\infty_c(\Omega \times (0, T)) \), so that since \( u, v \in L^2((0, T); W^{1,2}(\Omega)) \) by lemma 2.17 and as \( C^\infty_c(\Omega \times (0, T)) \) is dense in \( L^2((0, T); W^{1,2}(\Omega)) \), we can conclude \( u_t \in (L^2((0, T); W^{1,2}(\Omega))^* = L^2((0, T); (W^{1,2}(\Omega))^*) \). Thus, \( u \), and by the same reasoning also \( v \), belongs to \( W^{1,2}((0, T); W^{1,2}(\Omega)) \).

As therefore

\[
\int_0^T \int_\Omega u \varphi = -\int_0^T \int_\Omega u \varphi_t - \int_\Omega u(\cdot, 0) \varphi(\cdot, 0) \quad \text{for all } \varphi \in C^\infty_c(\Omega \times [0, 1])
\]

(2.61)

by lemma 2.9 (b), we infer from (2.59) and the regularity of \( u \) and \( v \) that there is \( c_1 > 0 \) such that

\[
\left| \int_\Omega (u(\cdot, 0) - u_0) \varphi(\cdot, 0) \right| \leq \left( \| u \|_{L^2(0, 1); W^{1,2}(\Omega))^*} + \| D_1(u) \nabla u - S_1(u) \nabla v \|_{L^2(\Omega \times (0, 1))} \right) \left( \| \varphi \|_{L^2(0, 1; W^{1,2}(\Omega))} \right)
\]

\[
\leq c_1 \| \varphi \|_{L^2(0, 1; W^{1,2}(\Omega))} \quad \text{for all } \varphi \in C^\infty_c(\Omega \times [0, 1]).
\]

(2.62)

We now fix \( \zeta \in C^\infty(\mathbb{R}) \) with \( 0 \leq \zeta \leq 1 \), \( \zeta(s) = 1 \) for \( s \leq 0 \) and \( \zeta(s) = 0 \) for \( s \geq 1 \). For \( \psi \in C^\infty(\Omega) \) and \( \eta \in (0, 1) \), we choose \( \varphi_{\eta} : \Omega \times [0, 1] \ni (x, t) \mapsto \psi(x) \zeta(\frac{t}{\eta}) \) in (2.62) to obtain
\[
\left| \int_{\Omega} (u(\cdot,0) - u_0) \psi \right|^2 = \left| \int_{\Omega} (u(\cdot,0) - u_0) \varphi \right|^2 \\
\leq c_{17}^2 \| \psi \|^2_{W^{1,2}(\Omega)} \int_0^\eta \zeta^2 \left( \frac{t}{\eta} \right) dt \leq c_{17}^2 \| \psi \|^2_{W^{1,2}(\Omega)} \eta \rightarrow 0 \quad \text{as } \eta \rightarrow 0,
\]

that is, \( \int_{\Omega}(u(\cdot,0) - u_0)\psi = 0 \) for all \( \psi \in C^\infty(\overline{\Omega}) \). Due to density of \( C^\infty(\overline{\Omega}) \) in \( L^2(\Omega) \), this implies \( u(\cdot,0) = u_0 \) a.e. in \( \Omega \) and hence the first assertion in (2.7). Therefore, (2.8) follows from (2.59) and (2.61); first for all \( \varphi \in C^\infty(\overline{\Omega} \times [0, \infty)) \) and thus by a density argument also for all \( \varphi \in L^2_{\text{loc}}([0, \infty); W^{1,2}(\Omega)) \). The remaining statements for the second solution component can be derived analogously. \( \square \)

Finally, we show that an analogue to the entropy-type inequality (2.37) also holds for the limit functions \( u, v \).

**Lemma 2.20.** Let \( G_i, \ i \in \{1, 2\}, \mathcal{E}, \mathcal{D}, \mathcal{R} \) be as in theorem 2.2, \( T \in (0, \infty) \) and \( 0 \leq \zeta \in C^\infty([0, T]) \). The functions \( u, v \) given by lemma 2.23 then satisfy (2.10).

**Proof.** For \( \varepsilon, \delta \in (0, 1) \), we denote the pairs constructed in lemmata 2.7 and 2.14 by \( (u_{\varepsilon, \delta}, v_{\varepsilon, \delta}) \) and \( (u_\varepsilon, v_\varepsilon) \), respectively, and let the sequences \( (\varepsilon_j)_j \in \mathbb{N} \) and \( (\delta_j)_j \in \mathbb{N} \) be as in lemmata 2.14 and 2.17. Moreover, again for \( \varepsilon, \delta \in (0, 1) \), we let \( G_{i\delta}, \ i \in \{1, 2\}, \mathcal{E}_{i\delta}, \mathcal{D}_{i\delta} \) and \( \mathcal{R}_{i\delta} \) be as in lemma 2.10.

In order to prove (2.10), we essentially need to ensure that the inequality (2.37) survives the limit processes \( \varepsilon = \varepsilon_j \rightarrow 0 \) and \( \delta = \delta_j \rightarrow 0 \). To that end, we first note that for any \( \eta > 0 \), the family

\[
\left( \frac{D_1(|u_{\varepsilon, \delta}|)}{S_{i\delta;j}(u_{\varepsilon, \delta}) + \eta} \right)_{j, \varepsilon \in \mathbb{N}}
\]

is bounded in \( L^\infty(\Omega \times (0, T)) \) and, as first \( j \rightarrow \infty \) and then \( \varepsilon \rightarrow 0 \), converges a.e. in \( \Omega \times (0, T) \) to \( \frac{D_1(u)}{S(u) + \eta} \), thanks to (2.48) and (2.55). Thus, combined with (2.51) and (2.58), we see that

\[
\left( \frac{D_1(|u_{\varepsilon, \delta}|)}{S_{i\delta;j}(u_{\varepsilon, \delta}) + \eta} \right)^\frac{1}{2} \nabla u_{\varepsilon, \delta,j} \rightarrow \left( \frac{D_1(u)}{S(u) + \eta} \right)^\frac{1}{2} \nabla u
\]

in \( L^2(\Omega \times (0, T); \mathbb{R}^n) \) as first \( \varepsilon \rightarrow 0 \) and then \( j \rightarrow \infty \) for all \( \eta > 0 \). Consequently,

\[
\lim \inf \lim \inf_{j \rightarrow \infty} \lim \inf_{\varepsilon \rightarrow 0} \int_{\Omega} \frac{D_1(|u_{\varepsilon, \delta}|)}{S_{i\delta;j}(u_{\varepsilon, \delta}) + \eta} |\nabla u_{\varepsilon, \delta,j}|^2 \zeta \geq \int_{\Omega} \frac{D_1(u)}{S(u) + \eta} |\nabla u|^2 \zeta \quad \text{for all } \eta > 0
\]

by the weakly lower semicontinuity of the norm. Since \( \eta > 0 \) and by Fatou’s lemma, we can conclude that

\[
\lim \inf \lim \inf_{j \rightarrow \infty} \lim \inf_{\varepsilon \rightarrow 0} \int_{\Omega} \frac{D_1(|u_{\varepsilon, \delta}|)}{S_{i\delta;j}(u_{\varepsilon, \delta})} |\nabla u_{\varepsilon, \delta,j}|^2 \zeta \geq \int_{\Omega} \frac{D_1(u)}{S(u)} |\nabla u|^2 \zeta.
\]
Next, we show that
\[
\lim_{j \to \infty} \lim_{j' \to \infty} \int_0^T \int_\Omega G_{1j'}^{\varepsilon}(u_{\varepsilon,j}, f_1((u_{\varepsilon,j})_+, (v_{\varepsilon,j})_+)) \zeta
\]
\[
= \int_0^T \int_\Omega G'(u) f_1(u,v) \zeta.
\]
(2.63)

To that end, we first establish pointwise a.e. convergence to 0 of the integrand; that is, we prove that
\[
\lim_{j \to \infty} \lim_{j' \to \infty} G_{1j'}^{\varepsilon}(u_{\varepsilon,j}, f_1((u_{\varepsilon,j})_+, (v_{\varepsilon,j})_+)) = G'(u) f_1(u,v)
\]
a.e. in \( \Omega \times (0, \infty) \). We first prove convergence on the set
\[
A := \left\{ (x,t) \in \Omega \times (0, \infty) : \lim_{j \to \infty} \lim_{j' \to \infty} u_{\varepsilon,j}(x,t) = u(x,t) > 0 \right\}.
\]
For \((x,t) \in A\) and arbitrary \( \eta \in (0, \frac{\mu+\theta}{2}) \), there is \( j_0 \in \mathbb{N} \) such that for \( j \geq j_0 \), we can find \( j_0(j) \in \mathbb{N} \) with the property that \( |u_{\varepsilon,j}(x,t) - u(x,t)| < \eta \) and hence \( u_{\varepsilon,j}(x,t) > \frac{\mu+\theta}{2} \) for all \( j \geq j_0(j) \) and \( j \geq j_0 \). Since \( \frac{1}{\delta} \) is bounded on \( (\frac{\mu+\theta}{2}, \infty) \), Lebesgue’s theorem gives
\[
\lim_{j \to \infty} \lim_{j' \to \infty} G_{1j'}^{\varepsilon}(u_{\varepsilon,j}, f_1((u_{\varepsilon,j})_+, (v_{\varepsilon,j})_+)) = \int_0^\infty \frac{1}{S_1(\sigma)} S_{1j'}(\sigma) - 1 \frac{1}{S_1(\sigma)} \frac{S_{1j'}(\sigma) - 1}{S_{1}(\sigma)} \, d\sigma = G_1'(u(x,t)).
\]
As \( f_1 \) is continuous and \( u, v \geq 0 \), we thus obtain (2.64) for all points in \( A \). Next, we consider points in space-time where \( u \) vanishes and set
\[
B := \left\{ (x,t) \in \Omega \times (0, \infty) : \lim_{j \to \infty} \lim_{j' \to \infty} u_{\varepsilon,j}(x,t) = u(x,t) = 0 \right\}.
\]
Similarly as above, we can see that \( |u_{\varepsilon,j}| < 1 \) for sufficiently large \( j, j' \in \mathbb{N} \). Since
\[
|G_{1j}(u_{\varepsilon})| = \int_1^{u_{\varepsilon}} \frac{1}{S_1(\sigma)} \, d\sigma \leq \frac{1}{\delta} \int_1^{u_{\varepsilon}} \frac{1}{S_1(\sigma)} \, d\sigma = \frac{1}{\delta} |\ln(u_{\varepsilon})| \quad \text{in } \{0 < u_{\varepsilon} \leq 1\}
\]
for all \( \varepsilon, \delta \in (0,1) \), the assumption (2.5) and the fact that \( f_1((u_{\varepsilon})_+, (v_{\varepsilon})_+)) = 0 \) in \( \{u_{\varepsilon} \leq 0\} \) imply that (2.64) also holds for points in \( B \). As (2.48) and (2.55) and the nonnegativity of \( u \) assert that \( (\Omega \times (0, \infty)) \setminus (A \cup B) \) is a null set, we indeed obtain (2.64) a.e. in \( \Omega \times (0, \infty) \).

Again thanks to (2.5), there is \( c_1 > 0 \) such that
\[
|G_{1j}(u_{\varepsilon}) f_1(\varepsilon, v_{\varepsilon,j}) \zeta|
\]
\[
\leq \frac{\zeta}{\|f_1\|_{L^\infty(\Omega \times (0,T))}} \left( |\ln(u_{\varepsilon}) f_1((u_{\varepsilon})_+, (v_{\varepsilon})_+))| 1_{\{0 < u_{\varepsilon} \leq 1\}} + \|f_1\|_{L^\infty(0,\infty)^2} |u_{\varepsilon}| - 1 \right) 1_{\{1 < u_{\varepsilon}\}}
\]
\[
\leq c_1 (1 + |u_{\varepsilon}|) \quad \text{in } \Omega \times (0, T) \quad \text{for all } \varepsilon, \delta \in (0,1)
\]
so that (2.64), Vitali’s theorem as well as the bound (2.42) assert (2.63).
As moreover $0 \leq G_{1}(u, \alpha) \leq c_{2}(1 + u_{\alpha}^2)$ in $\Omega \times (0, T)$ for all $\varepsilon, \delta \in (0, 1)$ and some $c_{2} > 0$ and since $\lim_{j \to \infty} \lim_{j' \to \infty}(1 + u_{\varepsilon j}^2) = (1 + u^2)$ in $L^{1}(\Omega \times (0, T))$ is contained in (2.49) and (2.56), Pratt’s lemma asserts that

$$\lim_{j \to \infty} \lim_{j' \to \infty} \int_{0}^{T} \int_{\Omega} G_{1}(u, \alpha) \zeta' \, \mathrm{d}T = \int_{0}^{T} \int_{\Omega} G_{1}(u) \zeta' \, \mathrm{d}T \quad \text{for all } T \in (0, \infty).$$

Likewise, now relying on (2.50) and (2.57) instead of (2.49) and (2.56), we also obtain

$$\lim_{j \to \infty} \lim_{j' \to \infty} \int_{\Omega} G_{1}(u, \alpha) \zeta(0) = \int_{\Omega} G_{1}(u) \zeta(0) \quad \text{as } \delta \searrow 0.$$

by Beppo Levi’s theorem so that according to Lebesgue’s theorem,

$$\int_{\Omega} G_{1}(u) \zeta(0) \to \int_{\Omega} G_{1}(u) \zeta(0) \quad \text{as } \delta \searrow 0.$$

Combined with analogous arguments for the second solution component, these convergences show that (2.10) holds for a.e. $T \in (0, \infty)$. Since $u, v \in C^{0}([0, \infty); L^{2}(\Omega)) \cap L^{2}_{\text{loc}}([0, \infty); W^{1,2}(\Omega))$ by lemma 2.19, the inequality (2.10) holds indeed for all $T \in (0, \infty)$. \qed

Finally, we note that the previous two lemmata already contain the main results of this section.

**Proof of theorems 2.1 and 2.2.** Theorems 2.1 and 2.2 are direct consequences of lemmata 2.19 and 2.20, respectively. \qed

## 3. Approximative solutions to (P)

In the remainder of the article, we will construct global weak solutions (in the sense of definition 5.1 below) of (P). To that end, we henceforth suppose that (1.4), either (H1) or (H2), (F1) or (F2), (1.7) and (1.10) (with $\rho_{i}$ and $r_{i}, i \in \{1, 2\}$, as in (1.8) and (1.9)) as well as (1.12) hold and that $D_{i}, S_{i}, f_{i}, i \in \{1, 2\}$ are as in (1.3) and (1.5).

Sections 3–5 are organised as follows. In the present section, we will define approximations of $D_{i}, S_{i}, f_{i}, i \in \{1, 2\}$ as well as of $u_{0}$ and $v_{0}$ so that theorem 2.1, which has been proven in the preceding section, becomes applicable and thus provides us with global weak solutions $(u_{\alpha}, v_{\alpha}), \alpha \in (0, 1)$, to the corresponding approximative problems.

The main part of section 4 then consists of deriving $\alpha$-independent bounds from the entropy-like inequality given by theorem 2.2. This will then allow us to obtain solution candidates $(u, v)$ of (P) in lemma 4.14. Finally, in section 5, we show that under the hypotheses of theorem 1.1, these convergences are sufficiently strong to conclude that $(u, v)$ is indeed a global weak solution of (P).
Having an application of theorem 2.1 in mind, we now define approximative functions for each henceforth fixed \( \alpha \in (0, 1) \). We begin by setting
\[
D_{\alpha}(s) := d_s \left( \frac{s + 1}{1 + \alpha(s + 1)} \right)^{\alpha - 1} + \alpha \quad \text{and}
\]
\[
S_{\alpha}(s) := \frac{\chi_s(s + 1)^{\alpha - 1}}{(1 + \alpha(s + 1))^{\alpha}} \quad \text{for } s \geq 0 \quad \text{and} \quad i \in \{1, 2\}.
\]
We also fix \( \xi \in C^\infty(\mathbb{R}) \) with \( \xi(s) = 1 \) for \( s \leq 0 \) and \( \xi(s) = 0 \) for \( s \geq 1 \) and set
\[
f_{\alpha}(s_1, s_2) := f(s_1, s_2)\xi_{\alpha}(s_1)\xi_{\alpha}(s_2)
\]
where \( \xi_{\alpha}(s) := \xi(\alpha \frac{1}{\min\{0, s_2\}} s - 1) \) for \( s \in \mathbb{R} \); in particular,
\[
\xi_{\alpha}(s) = \begin{cases} 
1, & s \leq \alpha \frac{1}{\min\{0, s_2\}}, \\
0, & s \geq 2\alpha \frac{1}{\min\{0, s_2\}}.
\end{cases}
\]
(3.1)

As a last yet undefined component, let us construct initial data \( u_{0\alpha}, v_{0\alpha} \) approximating \( u_0, v_0 \) in a suitable sense as \( \alpha \searrow 0 \).

**Lemma 3.1.** There are families \( (u_{0\alpha})_{\alpha \in (0, 1)}, (v_{0\alpha})_{\alpha \in (0, 1)} \subset C^\infty(\overline{\Omega}) \) such that \( u_{0\alpha} > 0 \) and \( v_{0\alpha} > 0 \) in \( \Omega \) for all \( \alpha \in (0, 1) \), \( \int_\Omega u_{0\alpha} = \int_\Omega v_{0\alpha} = (\int_\Omega u_0)^2 \) and \( (\int_\Omega v_{0\alpha})^2 = (\int_\Omega v_0)^2 \) for all \( \alpha \in (0, 1) \),
\[
(u_{0\alpha}, v_{0\alpha}) \rightarrow (u_0, v_0) \quad \text{a.e. and in } X_1 \times X_2 \quad \text{as } \alpha \searrow 0,
\]
(3.2)
where \( X_i := L^{q_i}(\Omega) \) if \( q_i < 1 \) and \( X_i := L^\log L(\Omega) \) if \( q_i = 1 \) for \( i \in \{1, 2\} \), as well as
\[
\lim_{\alpha \searrow 0} \alpha \|u_{0\alpha}\|_{L^p(\Omega)}^p = 0 \quad \text{and}
\]
\[
\lim_{\alpha \searrow 0} \alpha \|v_{0\alpha}\|_{L^p(\Omega)}^p = 0, \quad \text{where } p := 3 - \min\{q_1, q_2\}.
\]
(3.3)

**Proof.** As \( C^\infty(\overline{\Omega}) \) is dense in \( X_1 \) (cf [1, theorem 8.21] for \( X_1 = L \log L(\Omega) \)), and since \( u_0 \) belongs to \( X_1 \) and is nonnegative by (1.12), there is a sequence of nonnegative functions \( (\tilde{u}_{j\alpha})_{j\in\mathbb{N}} \subset C^\infty(\overline{\Omega}) \) with \( \tilde{u}_{j\alpha} \rightarrow u_0 \) in \( X_1 \) as \( j \rightarrow \infty \). Since we may without loss of generality assume that \( u_0 \neq 0 \), \( \gamma_j := (\int_\Omega u_0(\int_\Omega (\tilde{u}_{j\alpha} + \frac{1}{\alpha}))^{-1} \) is positive for all \( j \in \mathbb{N} \) so that the functions \( u_{0j} := \gamma_j (\tilde{u}_{j\alpha} + \frac{1}{\alpha}) \) not only fulfill \( u_{0j} \rightarrow u_0 \) in \( X_1 \) as \( j \rightarrow \infty \) but also \( \int_\Omega u_{0j} = \int_\Omega \tilde{u}_{j\alpha} \) and \( u_{0j} \geq \frac{\tilde{u}_{j\alpha}}{\alpha} > 0 \) for \( j \in \mathbb{N} \). Since \( X_1 \hookrightarrow L^1(\Omega) \), after switching to a subsequence if necessary, we may without loss of generality also assume that \( \tilde{u}_{j\alpha} \rightarrow u_0 \) a.e. as \( j \rightarrow \infty \).

For \( \alpha \in (0, 1) \), we observe then that
\[
A_\alpha := \left\{ j \in \mathbb{N} : j \leq \frac{1}{\alpha} \quad \text{and} \quad \|u_{0j}\|_{L^1(\Omega)}^{p+1} \leq \frac{1}{\alpha} \right\} \cup \{1\}
\]
is nonempty and finite, so that
\[
\hat{j}_\alpha := \max A_\alpha \quad \text{and} \quad u_{0j_\alpha} := u_{0j_\alpha}, \quad \alpha \in (0, 1),
\]
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are well-defined. Because \( j_\alpha \to \infty \) as \( \alpha \downarrow 0 \) and \( \alpha \| u_{\alpha_{0}} \|_{L^p(\Omega)} \leq C_\alpha \) for all \( \alpha \in (0, 1) \) with \( j_\alpha > 1 \), we obtain the statement given an analogous definition of and argumentation for
\[(v_{\alpha_{0}})_{\alpha \in (0, 1)}.\]

With these preparations at hand, we are now able to apply theorem 2.1 to obtain global weak \( W^{1,2} \)-solutions of certain approximative problems.

**Lemma 3.2.** Let \( \alpha \in (0, 1), D_{\alpha}, S_{\alpha}, f_{\alpha}, i \in \{1, 2\} \) be as defined above and \( u_{\alpha_{0}}, v_{\alpha_{0}} \) be as given by lemma 3.1. Then there exists a global nonnegative weak \( W^{1,2} \)-solution (in the sense of theorem 2.1) \( (u_{\alpha}, v_{\alpha}) \) belonging to \( W^{1,2}_{\text{loc}}([0, \infty); W^{1,2}(\Omega)) \) of

\[
\begin{align*}
\begin{cases}
 u_{\alpha} = \nabla \cdot (D_{1\alpha}(u_{\alpha}) \nabla u_{\alpha} - S_{1\alpha}(u_{\alpha}) \nabla v_{\alpha}) + f_{1\alpha}(u_{\alpha}, v_{\alpha}) & \quad \text{in } \Omega \times (0, \infty), \\
 v_{\alpha} = \nabla \cdot (D_{2\alpha}(v_{\alpha}) \nabla v_{\alpha} + S_{2\alpha}(v_{\alpha}) \nabla u_{\alpha}) + f_{2\alpha}(u_{\alpha}, v_{\alpha}) & \quad \text{in } \Omega \times (0, \infty), \\
 \partial_\nu u_{\alpha} = \partial_\nu v_{\alpha} = 0 & \quad \text{on } \partial \Omega \times (0, \infty), \\
 u_{\alpha}(-, 0) = u_{\alpha_{0}}, v_{\alpha}(-, 0) = v_{\alpha_{0}} & \quad \text{in } \Omega.
\end{cases}
\end{align*}
\]

(3.4)

Setting

\[
G_{i\alpha}(s) := \int_{1}^{s} \int_{1}^{\rho} \frac{1}{S_{i\alpha}(\sigma)} \, d\sigma \, d\rho \quad \text{for } s \geq 0 \quad \text{and } i \in \{1, 2\},
\]

(3.5)

this solution moreover satisfies

\[
\begin{align*}
\int_{\Omega} G_{1\alpha}(u_{\alpha}(\cdot, T)) + \int_{\Omega} G_{2\alpha}(v_{\alpha}(\cdot, T)) + \int_{0}^{T} \int_{\Omega} \frac{D_{1\alpha}(u_{\alpha})}{S_{1\alpha}(u_{\alpha})} \nabla u_{\alpha}^2 + \int_{0}^{T} \int_{\Omega} \frac{D_{2\alpha}(v_{\alpha})}{S_{2\alpha}(v_{\alpha})} \nabla v_{\alpha}^2 & \\
\leq \int_{\Omega} G_{1\alpha}(u_{\alpha_{0}}) + \int_{\Omega} G_{2\alpha}(v_{\alpha_{0}}) + \int_{0}^{T} \int_{\Omega} G_{1\alpha}(u_{\alpha_{0}}) f_{1\alpha}(u_{\alpha_{0}}, v_{\alpha_{0}}) + \int_{0}^{T} \int_{\Omega} G_{2\alpha}(v_{\alpha_{0}}) f_{2\alpha}(u_{\alpha_{0}}, v_{\alpha_{0}})
\end{align*}
\]

(3.6)

for all \( T \in (0, \infty) \).

**Proof.** As \( u_{\alpha_{0}}, v_{\alpha_{0}} \) belong to \( C^\infty(\overline{\Omega}) \) and are positive in \( \overline{\Omega} \) by lemma 3.1, the statement follows from theorems 2.1 and 2.2 (with \( \xi \equiv 1 \)) once we have shown that (2.1)–(2.5) hold for \( D_{\alpha}, S_{\alpha}, f_{\alpha}, \) replaced by \( D_{\alpha_{0}}, S_{\alpha_{0}}, f_{\alpha_{0}} \), \( i \in \{1, 2\} \).

Indeed, by definition \( D_{\alpha_{0}}, S_{\alpha_{0}} \) belong to \( C^\infty((0, \infty)) \) with

\[
\alpha \leq D_{\alpha}(s) \leq \begin{cases}
\alpha^{1-m_i} + \alpha, & m_i > 1, \\
\frac{1}{1 + \alpha}, & m_i \leq 1
\end{cases}
\]

and \( 0 \leq S_{\alpha}(s) \leq \chi_i \left( \frac{\alpha - q_i}{1 + \alpha} \right)^{\mu_i} \), \( q_i > 0 \)

as well as

\[
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Lemma 4.1. Set regarding the parameters and nonlinearities involved in theorem 1.1. To streamline later arguments, in this subsection we first collect several elementary statements as well as entail that $[0, 1]$ is finite and thus (2.3) is fulfilled for $i \in \{1, 2\}$.

$$\left| S_{\alpha i}(s) \right| \leq \frac{(1 + \left| q_i - 1 \right|)(s + 1)^{\alpha - 1}}{(1 + \alpha(s + 1))^{\alpha}} + \frac{\left| q_i \right|(s + 1)^{\alpha}}{(1 + \alpha(s + 1))^{\alpha + 1}}$$

$$\leq (1 + \left| q_i - 1 \right| + \left| q_i \right|) \left\{ \begin{array}{ll}
\alpha^{-\alpha}, & q_i > 0, \\
\left( \frac{1}{1 + \alpha} \right)^{q_i}, & q_i \leq 0
\end{array} \right.$$

for $s \geq 0$ and $i \in \{1, 2\}$. Also, for $i \in \{1, 2\}$, the function

$$[0, 1] \ni s \mapsto \frac{S_{\alpha i}(s)}{s} = \frac{\chi_i(s + 1)^{\alpha - 1}}{(1 + \alpha(s + 1))^{\alpha}}$$

is continuous and positive and, as $s \geq \frac{s_i}{1 + s_i}$ for all $s \geq 1$,

$$\inf_{s \geq 1} S_{\alpha i}(s) \geq \frac{\chi_i}{2} \inf_{s \geq 1} \left( \frac{s + 1}{1 + \alpha(s + 1)} \right)^{\alpha} \geq \frac{\chi_i}{2} \left\{ \begin{array}{ll}
\left( \frac{2}{1 + 2\alpha} \right)^{q_i}, & q_i > 0, \\
\alpha^{-\alpha}, & q_i \leq 0
\end{array} \right.$$

That is, (2.1), (2.2) and (2.4) hold.

As $f_{\alpha i}$ is continuous with supp $f_{\alpha i} \subset [0, 2\alpha^{\alpha} - \min(\alpha - 1)]^2 =: K$, $\|f_{\alpha i}\|_{L^\infty([0,\infty]^2)} = \|f_{\alpha i}\|_{C_0(K)}$ is finite and thus (2.3) is fulfilled for $i \in \{1, 2\}$. Moreover, the definitions of $f_1$ and $f_{\alpha i}$ entail that $[0, \infty)^2 \ni (s_1, s_2) \mapsto \frac{\log(1 + \alpha)}{\alpha} f_{\alpha i}(s_1, s_2)$ is also continuous and supported in $K$, implying $\lim_{s_i \to 0} \sup_{s_2 \geq 0} |f_{\alpha i}(s_i, s_2)| = 0$. The second statement in (2.5) follows analogously. 

4. The limit process $\alpha \searrow 0$: obtaining solution candidates

Apart from assumptions made at the beginning of the preceding section, throughout this section, for $\alpha \in (0, 1)$, we also let $D_{\alpha i}, S_{\alpha i}, \xi_i, i \in \{1, 2\}$, as introduced in section 3, $u_{\alpha i}, v_{\alpha i}$ as well as $u_{\alpha}, v_{\alpha}$ as given by lemmata 3.1 and 3.2, respectively, and $G_{\alpha i}, i \in \{1, 2\}$, as in (3.5).

In order to prepare taking the limit $\alpha \searrow 0$, we collect several a priori estimates. As already alluded to in the introduction, the main ingredient will be an entropy-like inequality; that is, we will heavily rely on (3.6).

4.1. Preliminary observations

To streamline later arguments, in this subsection we first collect several elementary statements regarding the parameters and nonlinearities involved in theorem 1.1.

Lemma 4.1. Set $\beta_i := m_i - q_i - 1$ for $i \in \{1, 2\}$. Then the inequalities

$$2 \left( m_i - 1 - \frac{\beta_i}{2} \right) < p_i, \quad \beta_i > -2 \quad \text{and} \quad p_i > 0$$

hold.

Proof. Recalling that $p_i \geq \beta_i + 2 + \frac{2(2 - q_i)}{n}$ by (1.8) and $q_i \leq 1 < 2$ by (1.4), we have

$$2 \left( m_i - 1 - \frac{\beta_i}{2} \right) = \beta_i + 2q_i < \beta_i + 2q_i + \frac{2(2 - q_i)}{n} \leq p_i \quad \text{for} \ i \in \{1, 2\}.$$
which shows that the first inequality in (4.1) is fulfilled. The second one therein is equivalent to the assumption (1.7), upon which the third one follows by the definition of $p_i$ as $q_i < 2$. □

As further preparation, we estimate the functions $G_{ni}$ defined in (3.5) and their derivatives both from above and from below.

**Lemma 4.2.** Set

$$L_q(s) := \begin{cases} 1, & q < 1, \\ \ln s, & q = 1 \end{cases} \quad \text{for } s \geq 0 \text{ and } q \leq 1.$$

(4.2)

and let $G_{ni}$ be as in (3.5) for $i \in \{1, 2\}$ and $\alpha \in (0, 1)$. Then there are $C_1, C_2, C_3, C_4 > 0$ such that

$$G_{ni}(s) \begin{cases} \geq C_1 \left( \frac{s + 1}{1 + \alpha(s + 1)} \right)^{2-q_i} L_q(s + 1) - C_2 & \text{for } s \geq 0, \\ \leq C_2 s^{2-q_i} L_q(s) + C_3 \alpha s^{3-q_i} + C_2 & \end{cases}$$

(4.3)

$$G'_{ni}(s) \begin{cases} \geq C_3 \ln s & \text{for } s \in (0, 1), \\ \leq 0 & \end{cases}$$

(4.4)

$$G'_{ni}(s) \begin{cases} \geq G'(s) - C_4 \alpha s^{2-q_i} & \text{for } s \geq 1 \\ \leq G'(s) + C_4 \alpha s^{2-q_i} & \end{cases}$$

(4.5)

for $\alpha \in (0, 1)$ and $i \in \{1, 2\}$.

**Proof.** We fix $i \in \{1, 2\}$. Since

$$\left| \frac{\partial}{\partial \alpha} [1 + \alpha(s + 1)]^{q_i} \right| = |q_i||(1 + \alpha(s + 1))^{q_i-1}(s + 1)$$

$$\leq |q_i|(s + 1) \quad \text{for all } s \geq 0 \text{ and } \alpha \in (0, 1),$$

the mean value theorem implies that

$$\chi_i |G'_{ni}(s) - G'(s)| = \text{sign}(s - 1) \int_1^s \left[ (1 + \alpha(s + 1))^{q_i} - 1 \right] \frac{1}{\sigma(\sigma + 1)^{q_i-1}} d\sigma$$

$$\leq |q_i| \ln |1 - s| \int_s^1 \frac{1}{\sigma(\sigma + 1)^{q_i-1}} d\sigma$$

for all $s > 0$ and $\alpha \in (0, 1)$. Estimating here $\sigma + 1 \leq 2$ and $\sigma + 1 \leq 2\sigma$ for $\sigma \in (0, 1)$ and $\sigma \geq 1$, respectively, we obtain

$$\chi_i |G'_{ni}(s) - G'(s)| \leq 2^{2-q_i} |q_i| \int_s^1 \frac{1}{\sigma} d\sigma$$

$$= 2^{2-q_i} |q_i| \ln s \quad \text{for all } s \in (0, 1) \text{ and } \alpha \in (0, 1)$$
and

\[
\chi_i |G'_i(s) - G'_i(s)| \leq 2^{2-q_i} \alpha |q_i| \int_1^s \sigma^{1-q_i} \, d\sigma \\
\leq \frac{2^{2-q_i} \alpha |q_i|}{2-q_i} s^{2-q_i} \quad \text{for all } s \geq 1 \quad \text{and } \alpha \in (0, 1).
\]

As moreover \(G'_i(s) \leq 0\) for \(s \in (0, 1)\) and \(\alpha \in (0, 1)\) and

\[
\chi_i |G'_i(s)| = \int_s^1 \frac{(\sigma + 1)^{1-q_i}}{\sigma} \, d\sigma \\
\leq 2^{1-q_i} \ln s \quad \text{for all } s \in (0, 1) \quad \text{and } \alpha \in (0, 1),
\]

consequences thereof are (4.4) and (4.5) for a certain \(C_3, C_4 > 0\).

Furthermore, again making use of the fact that \(s + 1 \leq 2s\) for \(s \geq 1\), a direct computation shows that

\[
\chi_i G_i(s) = \int_1^s \int_1^{\rho} \frac{(\sigma + 1)^{1-q_i}}{\sigma} \, d\sigma \, d\rho \\
\leq 2^{1-q_i} \int_1^s \int_1^{\rho} \sigma^{1-q_i} \, d\sigma \, d\rho \\
\leq \frac{2^{1-q_i}}{1-q_i 1_{\{q_i \leq 1\}}} \int_1^s \rho^{\frac{1-q_i}{1-q_i}} L_{q_i}(\rho) \, d\rho \\
\leq \frac{2^{1-q_i}}{(2-q_i)(1-q_i 1_{\{q_i \leq 1\}})} s^{2-q_i} L_{q_i}(s) \quad \text{for } s \geq 1.
\] (4.6)

In a similar vein, we obtain \(c_1, c_2 > 0\) such that

\[
\chi_i G_{\mu}(s) = \int_1^s \int_1^{\rho} \frac{(1+\alpha(\sigma+1))^{y_i}}{\sigma(\sigma+1)^{y_i-1}} \, d\sigma \, d\rho \\
\geq (1+\alpha(s+1))^{\min\{q_i,0\}} \int_1^s \int_1^{\rho} \sigma^{-q_i} \, d\sigma \, d\rho \\
\geq \frac{c_1 s^{2-q_i} L_{q_i}(s)}{(1+\alpha(s+1))^{\max\{-q_i,0\}}} - c_2 s \\
\geq \frac{c_1 s^{2-q_i} L_{q_i}(s+e)}{(1+\alpha(s+1))^{\max\{-q_i,0\}}} - c_2 s \\
\quad \text{for } s \geq 1 \quad \text{and } \alpha \in (0, 1),
\]

where in the last step we have made use of the fact that \(\ln(s+e) - \ln s = \ln \frac{s+e}{s} \leq \ln(1+e)\) for \(s \geq 1\). Since the first term on the right-hand side herein grows faster than the other two, there is moreover \(c_3 > 0\) such that
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\[ \chi_i G_{\alpha}(s) \geq \frac{c_1 s^{2-q_1} L_{q_1}(s + \epsilon)}{2(1 + \alpha(s + 1))} - c_3 \]

\[ \geq \frac{c_1}{2} \left( \frac{s}{1 + \alpha(s + 1)} \right)^{2-q_1} L_{q_1}(s + \epsilon) - c_3 \]

\[ \geq \frac{c_1}{2^{2-q_1}} \left( \frac{s + 1}{1 + \alpha(s + 1)} \right)^{2-q_1} L_{q_1}(s + \epsilon) - c_3 \text{ for } s \geq 1 \text{ and } \alpha \in (0, 1), \]

which, when combined with (4.4)–(4.6), implies the existence of \( C_1, C_2 > 0 \) such that (4.3) holds for all \( s \geq 1 \) and \( \alpha \in (0, 1) \).

Finally, by integrating (4.4), we see that there is \( c_4 > 0 \) such that \(-c_4 \leq G_{\alpha}(s) \leq c_4 \) for all \( s \in [0, 1) \) and \( \alpha \in (0, 1) \) so that, possibly after enlarging \( C_1 \) and \( C_2 \), (4.3) is indeed valid for all \( s \geq 0 \) and \( \alpha \in (0, 1) \).

The estimates obtained in lemma 4.2 and the definitions of \( D_{\alpha} \) and \( S_{\alpha} \) now allow us to infer the following from the entropy-like inequality (3.6).

**Lemma 4.3.** Let \( T \in (0, \infty) \). Then there exists \( C_1, C_2 > 0 \) such that

\[ C_1 \int \Omega B_{\alpha}^{2-q_1}(u_{\alpha}(\cdot, t))L_{q_1}(u_{\alpha}(\cdot, t) + \epsilon) + C_1 \int \Omega B_{\alpha}^{2-q_1}(v_{\alpha}(\cdot, t))L_{q_1}(v_{\alpha}(\cdot, t) + \epsilon) \]

\[ + \frac{d_1}{\lambda_1} \int_0^t \int \Omega B_{\alpha}^{m-1}(|\nabla u_{\alpha}|^2 + |\nabla v_{\alpha}|^2) \]

\[ \leq C_2 + \int_0^t \int \Omega G_{1\alpha}(u_{\alpha})f_{1\alpha}(u_{\alpha}, v_{\alpha}) + \int_0^t \int \Omega G_{2\alpha}(v_{\alpha})f_{2\alpha}(u_{\alpha}, v_{\alpha}) \]

(4.7)

for all \( t \in (0, T) \) and all \( \alpha \in (0, 1) \), where \( L_{q_1} \) is as in (4.2) and

\[ B_{\alpha}(s) := \frac{s + 1}{1 + \alpha(s + 1)}, \quad s \geq 0, \quad \alpha \in (0, 1). \]

(4.8)

**Proof.** As according to (3.2) and (3.3), there is \( c_1 > 0 \) such that

\[ \int \Omega u_{\alpha}^{2-q_1} L_{q_1}(u_{\alpha}) + \alpha \int \Omega u_{\alpha}^{3-q_1} + \int \Omega v_{\alpha}^{2-q_2} L_{q_2}(v_{\alpha}) + \alpha \int \Omega v_{\alpha}^{3-q_2} \leq c_1 \text{ for all } \alpha \in (0, 1), \]

an application of (4.3) gives \( c_2 > 0 \) such that

\[ \int \Omega G_{1\alpha}(u_{\alpha}) + \int \Omega G_{2\alpha}(v_{\alpha}) \leq c_2 \text{ for all } \alpha \in (0, 1), \]

Moreover,

\[ D_{\alpha}(s) \geq d_{\alpha} B_{\alpha}^{m-1}(s) \text{ and } S_{\alpha}(s) \leq \chi_i B_{\alpha}^{q_2}(s) \]

and hence \( \frac{D_{\alpha}(s)}{S_{\alpha}(s)} \geq d_{\alpha} B_{\alpha}^{m-1}(s) \) for \( s \geq 0, \alpha \in (0, 1) \) and \( i \in \{1, 2\} \). Also making use of the first inequality in (4.3), we can then infer (4.7) from (3.6) for certain \( C_1, C_2 > 0 \). □
4.2. Controlling the right-hand side of (4.7)

In order to obtain \(\alpha\)-independent \textit{a priori} estimates from (4.7), we need to obtain an upper bound for the terms on the right-hand side therein. Restricted to the set where \(u_\alpha\) and \(v_\alpha\) are at least 1, we will bound the corresponding integrand using one of the assumptions \((F1)\) and \((F2)\). This is complemented by the following observation essentially showing we may indeed focus on that regime.

\textbf{Lemma 4.4.} There is \(C > 0\) such that

\[
G'_{1\alpha}(u_\alpha) f_{1\alpha}(u_\alpha, v_\alpha) + G'_{2\alpha}(v_\alpha) f_{2\alpha}(u_\alpha, v_\alpha) \leq C + \left( G'_1(u_\alpha) f_1(u_\alpha, v_\alpha) + G'_2(v_\alpha) f_2(u_\alpha, v_\alpha) \right) \xi_\alpha(u_\alpha) \xi_\alpha(v_\alpha) 1_{\{(u_\alpha \geq 1) \cap (v_\alpha \geq 1)\}}
\]

(4.9)
a.e. in \(\Omega \times (0, \infty)\) for all \(\alpha \in (0, 1)\).

\textbf{Proof.} For \(\alpha \in (0, 1)\), we fix representatives of \(u_\alpha\) and \(v_\alpha\) in \(L^1_{loc}(\Omega \times [0, \infty))\) so that sets such as \(\{u_\alpha < 1\}\) or \(\{v_\alpha < 1\}\) are well-defined.

According to (4.4), there is \(c_1 > 0\) such that

\[
c_1 \ln s \leq G'_{\alpha}(s) \leq 0 \quad \text{for all } s \in (0, 1), \quad \alpha \in (0, 1) \quad \text{and} \quad i \in \{1, 2\}.
\]

Recalling the definition of \(f_i\) and that \(u_\alpha, v_\alpha\) are nonnegative, this implies

\[
G'_{1\alpha}(u_\alpha) f_{1\alpha}(u_\alpha, v_\alpha) \leq c_1 |ln u_\alpha | u_\alpha \xi_\alpha(u_\alpha) \xi_\alpha(v_\alpha) \quad \text{in } \{u_\alpha < 1\}
\]

\[
G'_{2\alpha}(v_\alpha) f_{2\alpha}(u_\alpha, v_\alpha) \leq c_1 |ln v_\alpha | (u_\alpha v_\alpha) \xi_\alpha(u_\alpha) \xi_\alpha(v_\alpha) \quad \text{in } \{v_\alpha < 1\}
\]

for all \(\alpha \in (0, 1)\). Since \((0, 1) \ni s \mapsto s \ln s\) is bounded, there is \(c_2 > 0\) such that

\[
G'_{1\alpha}(u_\alpha) f_{1\alpha}(u_\alpha, v_\alpha) \leq c_2 \quad \text{in } \{u_\alpha < 1\} \quad \text{and} \quad (4.10)
\]

\[
G'_{2\alpha}(v_\alpha) f_{2\alpha}(u_\alpha, v_\alpha) \leq c_2 + c_2 u_\alpha \xi_\alpha(u_\alpha) \xi_\alpha(v_\alpha) \quad \text{in } \{v_\alpha < 1\} \quad (4.11)
\]

for all \(\alpha \in (0, 1)\) and thus (4.9) holds on the set \(\{u_\alpha < 1\} \cap \{v_\alpha < 1\}\) for some \(C > 0\).

Moreover, by (4.5), there is \(c_3 > 0\) such that

\[
|G'_{\alpha}(s) - G'_\alpha(s)| \leq c_3 \alpha s^{-q_\alpha} \quad \text{for all } s \geq 1, \quad \alpha \in (0, 1) \quad \text{and} \quad i \in \{1, 2\}.
\]

As (3.1) entails that \(u_\alpha\) and \(v_\alpha\) are bounded by \(2^{-\frac{1}{1+\alpha}}\) on supp \(\xi_\alpha(u_\alpha)\) and supp \(\xi_\alpha(v_\alpha)\), respectively, and hence

\[
\alpha u_\alpha^{-q_\alpha} f_{1\alpha}(u_\alpha, v_\alpha) \leq \alpha u_\alpha^{-q_\alpha} (\lambda_1 u_\alpha + \mu_1 u_\alpha^q + a_1 u_\alpha v_\alpha) \xi_\alpha(u_\alpha) \xi_\alpha(v_\alpha)
\]

\[
\leq 2^{1-q_\alpha} (\lambda_1 + \mu_1 + a_1) =: c_4 \quad \text{in } \{u_\alpha \geq 1\} \quad \text{for all } \alpha \in (0, 1),
\]

we can conclude

\[
G'_{1\alpha}(u_\alpha) f_{1\alpha}(u_\alpha, v_\alpha) \leq G'_1(u_\alpha) f_1(u_\alpha, v_\alpha) \xi_\alpha(v_\alpha) \xi_\alpha(u_\alpha) + c_3 c_4 \quad \text{in } \{u_\alpha \geq 1\} \quad \text{for all } \alpha \in (0, 1).
\]

(4.12)

Likewise, there is \(c_5 > 0\) such that

\[
G'_{2\alpha}(v_\alpha) f_{2\alpha}(u_\alpha, v_\alpha) \leq G'_2(v_\alpha) f_2(u_\alpha, v_\alpha) \xi_\alpha(v_\alpha) \xi_\alpha(u_\alpha) + c_3 c_5 \quad \text{in } \{v_\alpha \geq 1\} \quad \text{for all } \alpha \in (0, 1).
\]

(4.13)
Therefore, after enlarging \( C \) if necessary, (4.9) holds also in the regime \( \{u_\alpha \geq 1\} \cap \{v_\alpha \geq 1\} \). Furthermore,

\[
f_1(u_\alpha, v_\alpha) \leq u_\alpha \left( \frac{\mu_1}{2} u_\alpha + a_1 \right) - \frac{\mu_1}{2} u_\alpha^2 \\
\leq -\frac{\mu_1}{2} u_\alpha^2 \quad \text{in} \quad \left\{ u_\alpha \geq \frac{2(\lambda_1 + a_1)}{\mu_1} \right\} \cap \{ v_\alpha < 1 \} \quad \text{for all} \ \alpha \in (0, 1)
\]

so that since \( G'_1(s) \geq 0 \) for \( s \geq 1 \), we have

\[
G'_1(u_\alpha) f_1(u_\alpha, v_\alpha) \xi_\alpha(u_\alpha) \xi_\alpha(v_\alpha) \\
\leq c_6 - \frac{\mu_1}{2} u_\alpha^2 \xi_\alpha(u_\alpha) \xi_\alpha(v_\alpha) \quad \text{in} \quad \left\{ u_\alpha \geq 1 \right\} \cap \{ v_\alpha < 1 \} \quad \text{for all} \ \alpha \in (0, 1),
\]

where in \( c_6 := \| G'_1 f_1(\cdot, 1) \|_{L^\infty_\alpha(0, 2(\lambda_1 + a_1)\mu_1^{-1})} \) is finite as \( G'_1 f_1(\cdot, 1) \) is continuous on \([0, \infty)\). Combined with (4.11) and (4.12), and possibly after enlarging \( C \), this shows that (4.9) holds also on the set \( \{u_\alpha \geq 1\} \cap \{v_\alpha < 1\} \), finally, for the remaining subset \( \{u_\alpha < 1\} \cap \{v_\alpha \geq 1\} \) of \( \Omega \times (0, \infty) \), we can argue similarly as above.

If (F1) holds, the preceding lemma immediately allows us to bound the integrands on the right-hand side of (4.7).

**Lemma 4.5.** Let \( T \in (0, \infty) \) and suppose that (F1) holds. Then we can find \( C_1, C_2 > 0 \) such that

\[
\int_\Omega G_1(u_\alpha) f_1(u_\alpha, v_\alpha) + \int_\Omega G_2(v_\alpha) f_2(u_\alpha, v_\alpha) \\
\leq C_1 - C_2 \int_0^T \int_\Omega u_\alpha^2 \ln u_\alpha - C_2 \int_0^T \int_\Omega v_\alpha^2 \ln v_\alpha \quad \text{a.e. in} \ \Omega \times (0, \infty) \quad \text{for all} \ \alpha \in (0, 1).
\]

(4.14)

**Proof.** This directly follows from combining (F1), (4.7) and (4.9).

In the majority of the remainder of this subsection, we will show that (4.14) also holds if we assume (F2) instead of (F1). To that end, we may assume that (H2) holds since the right-hand side of (4.7) is trivially bounded in the case of (H1). The key ingredient to the corresponding proof will be the Gagliardo–Nirenberg inequality whose application we prepare by obtaining locally uniform-in-time \( L^1(\Omega) \) bounds in the following.

**Lemma 4.6.** Let \( T \in (0, \infty) \) and suppose that (H2) holds. There is \( C > 0 \) such that

\[
\int_\Omega u_\alpha(\cdot, t) + \int_\Omega v_\alpha(\cdot, t) \leq C \quad \text{for all} \ t \in (0, T) \quad \text{and} \ \alpha \in (0, 1).
\]

(4.15)

**Proof.** Testing the first equation in (3.4) with the constant function \( a_2 > 0 \), recalling the definition of \( f_{1a_2} \) and applying Young’s inequality give
Lemma 4.7. Let $T \in (0, \infty)$, $\eta > 0$, $\beta_i := m_i - q_i - 1$ for $i \in \{1, 2\}$ and suppose that \((H2)\) holds. For $p \in \left(0, \frac{(\beta_1 + 2m + 2)}{n}\right)$, there is $C_1 > 0$ such that

\[
\int_{\Omega} u_n^p(t) \xi_\alpha(u_n(t)) \leq \eta \int_{\Omega} B_n^p(u_n(t)) |\nabla u_n(t)|^2 + C_1 \quad \text{for all } t \in (0, T) \text{ and } \alpha \in (0, 1)
\]

(4.16)

and, for $p \in \left(0, \frac{(\beta_1 + 2m + 2)}{n}\right)$, there is $C_2 > 0$ such that

\[
\int_{\Omega} v_n^p(t) \xi_\alpha(v_n(t)) \leq \eta \int_{\Omega} B_n^p(v_n(t)) |\nabla v_n(t)|^2 + C_2 \quad \text{for all } t \in (0, T) \text{ and } \alpha \in (0, 1),
\]

(4.17)

where $B_n$ is as in (4.8); that is, $B_n(s) = \frac{s+1}{s+\alpha+1}$ for $s \geq 0$ and $\alpha \in (0, 1)$.

Proof. As $B_n(s) \leq s + 1$ for all $s \geq 0$ and $\alpha \in (0, 1)$, lemma 4.6 allows us to fix $c_1 > 0$ such that

\[
\int_{\Omega} B_n(u_n(t)) + \int_{\Omega} B_n(v_n(t)) \leq c_1 \quad \text{for all } t \in (0, T) \text{ and } \alpha \in (0, 1).
\]

The definitions $p_1 := \frac{2(\beta_1 + 2m + 2)}{(\beta_1 + 2m)}$ and $q_1 := \frac{2}{\beta_1 + 2}$ imply

\[
\int_{\Omega} u_n^p(t) \xi_\alpha(u_n(t)) \leq a_1 \int_{\Omega} v_n^p(t) \xi_\alpha(v_n(t)) \quad \text{for } t \in (0, T) \quad \text{and } \alpha \in (0, 1).
\]
Since \( \bar{q}_b = 1 \), an application of the Gagliardo–Nirenberg inequality (cf [21, lemma 2.3] for a version allowing for merely positive \( \bar{q}_1 \)) gives \( c_2 > 0 \) such that
\[
\int_{\Omega} \varphi \bar{p}_t \leq c_2 \left( \int_{\Omega} |\nabla \varphi|^2 \right)^{\frac{1}{\bar{p}}} \left( \int_{\Omega} \frac{\varphi}{\bar{q}_1} \right)^{\frac{\bar{p}(1-b)}{\bar{q}_1}} + c_2 \left( \int_{\Omega} \varphi \bar{p}_t \right)^{\frac{\bar{p}}{\bar{q}_1}} \text{ for all } \varphi \in W^{1,2}(\Omega).
\]

Thus, setting \( c_3 := \frac{(\alpha+1)^2}{1+(\alpha+1)^2} \), and noting that \( |B_\alpha'|(s) = \frac{1}{(1+(\alpha+1)^2)^2} \leq 1 \) for \( s \geq 0 \) and \( \alpha \in (0,1) \), we conclude
\[
\int_{\Omega} B_\alpha^{\frac{(\beta+2n+2)}{n}}(u_{\alpha}(\cdot,t)) \leq \left( \int_{\Omega} B_\alpha^{\frac{\beta+2}{\beta+1}}(u_{\alpha}(\cdot,t)) \right)^{\frac{\beta+1}{\beta}} \leq c_3 \left( \int_{\Omega} \nabla u_{\alpha}(\cdot,t) \right)^2 \left( \int_{\Omega} B_\alpha^{\frac{\beta+1}{\beta}}(u_{\alpha}(\cdot,t)) \right)^{\frac{\beta(1-b)}{\beta+1}} + c_4 \left( \int_{\Omega} B_\alpha^{\frac{\beta+1}{\beta}}(u_{\alpha}(\cdot,t)) \right)^{\frac{\beta(1-b)}{\beta+1}} \text{ for all } t \in (0,T) \text{ and } \alpha \in (0,1).
\]

We now fix \( \eta > 0 \) and \( p \in (0, \frac{\beta+1}{n+2} + 1) \). By Young’s inequality, we then obtain \( c_4 > 0 \) such that
\[
\int_{\Omega} B_\alpha^p(u_{\alpha}(\cdot,t)) \leq \frac{\eta}{4p} \int_{\Omega} B_\alpha^\beta(u_{\alpha}(\cdot,t)) |\nabla u_{\alpha}(\cdot,t)|^2 + c_4
\]
for all \( t \in (0,T) \) and \( \alpha \in (0,1) \). (4.18)

For \( \alpha \in (0,1) \) and \( s \in \text{supp } \xi_\alpha \subset [0, 2\alpha^{-1/(4-\min(\eta_1,\eta_2))}] \subset [0, 2\alpha^{-1}] \), we have
\[
s = 1 + \alpha(s+1) \frac{s}{1+\alpha(s+1)} \leq 4B_\alpha
\]
so that the monotonicity of \([0, \infty) \ni s \mapsto s^p \) asserts
\[
\int_{\Omega} \left( \frac{u_{\alpha}(\cdot,t)}{4} \right)^p \xi_\alpha(u_{\alpha}(\cdot,t)) \leq \int_{\Omega} B_\alpha^p(u_{\alpha}(\cdot,t)) \text{ for all } t \in (0,T) \text{ and } \alpha \in (0,1).
\]
Together with (4.18), this implies (4.16) for \( C_1 := 4^p c_4 \). By an analogous argumentation, we also obtain the corresponding statement for the second solution component. \( \Box \)
If $\beta_1$ and $\beta_2$ are sufficiently large compared to $q_1$ and $q_2$, one might hope that the estimates obtained in lemma 4.7 are strong enough to control the right-hand side of (4.7). This idea can be quantified as follows.

**Lemma 4.8.** Let $T \in (0, \infty)$ and suppose that (F2) and (H2) hold. Then there are $C_1, C_2 > 0$ such that (4.14) holds.

**Proof.** We will crucially rely on the assumption (F2) which asserts that $m_1 > m_1$ or $m_2 > m_2$, where

\[
\begin{align*}
\overline{m}_1 &= \frac{2n - 2}{n} + \frac{(3 - q_2)(2 - q_1) - (3 - q_1)(2 - q_2)}{2 - q_2} \\
\overline{m}_2 &= \frac{2n - 2}{n} + (q_2 - q_1).
\end{align*}
\]

Setting again $\beta_i := m_i - q_i - 1$ for $i \in \{1, 2\}$, these definitions imply

\[
\frac{\overline{m}_1 - q_1 + 1}{m_1} > \frac{(3 - q_2)(2 - q_1)}{2 - q_2} \quad \text{if } m_1 > \overline{m}_1 \quad \text{and}
\]

\[
\frac{\overline{m}_2 - q_2 + 1}{m_2} > \frac{3 - q_1}{1 - \eta} \quad \text{if } m_2 > \overline{m}_2,
\]

whence there is $\eta \in (0, 1)$ such that still

\[
\begin{align*}
\frac{\beta_1 + 2n + 2}{n} &> \frac{(3 - q_2)(2 - q_1 + \eta)}{2 - q_2} \quad \text{if } m_1 > \overline{m}_1 \quad \text{and} \\
\frac{\beta_2 + 2n + 2}{n} &> \frac{3 - q_1}{1 - \eta} \quad \text{if } m_2 > \overline{m}_2. 
\end{align*}
\]

For $s \geq 1$, we have $\mu_{i+1} \in [1, 2]$ and hence $s^{1-q_2} \leq (s + 1)^{1-q_2} \leq 2^{1-q_2}s^{1-q_2}$ for $i \in \{1, 2\}$ which due to $\chi_i(G_i(s)) = \int_1^s (s+1)^{1-q_2} \sigma \, d\sigma$ for $s \geq 1$ and $i \in \{1, 2\}$ implies that

\[
\frac{s^{1-q_2}L_0(s)}{1-q_11_{\{q_1<1\}}} \leq \chi_i(G_i(s)) \leq \frac{2^{1-q_2}s^{1-q_2}L_0(s)}{1-q_11_{\{q_1<1\}}} \quad \text{for } s \geq 1 \quad \text{and} \quad i \in \{1, 2\}.
\]

(We recall that $L_0(s) = 1_{\{q_1<1\}} + 1_{\{q_1=1\}} \ln s$ for $s \geq 1$ and $q \leq 1$ by (4.2).) Combined with the facts that $\ln(s + \varepsilon) - \ln s = \ln \frac{s+\varepsilon}{s} \leq \ln(1 + \varepsilon)$ and $\ln s \leq s^\delta$ for $s \geq 1$ and Young’s inequality, we thus obtain $c_1, c_2 > 0$ such that

\[
\begin{align*}
&[G_1^i(u_i, v_i) + G_2^i(v_i)] \xi_i(u_i)\xi_i(v_i) \\
&\leq \left[c_1u_i^{q_2-q_2-q_1}v_i + 2c_2u_i^{3-q_1}L_1(u_i + \varepsilon) - 2c_2v_i^{3-q_2}L_2(v_i + \varepsilon)\right] \\
&\times \xi_i(u_i)\xi_i(v_i) + c_1
\end{align*}
\]

in $\{u_\alpha \geq 1\} \cap \{v_\alpha \geq 1\}$ for all $\alpha \in (0, 1)$.

We now distinguish between the cases $m_1 > m_1$ and $m_2 > m_2$. In the former one, we first employ Young’s inequality to obtain $c_3 > 0$ such that
we obtain the following
\[
\forall \alpha \in (0, 1)
\]
and then make use of the assumption \( m_1 > m_2 \) which allows us to apply (4.19) and lemma 4.7 to obtain \( c_4 > 0 \) such that
\[
c_3 \int_0^T \int_\Omega \frac{(3 - q_2)\xi_\alpha(u_\alpha) \xi_\alpha(v_\alpha)}{\xi_\alpha(u_\alpha) + c_2 \alpha \xi_\alpha(u_\alpha) \xi_\alpha(v_\alpha)} \leq \frac{d_1}{2\chi^2} \int_0^T \int_\Omega B_{\alpha}^{[3]}(u_\alpha)|\nabla u_\alpha|^2 + c_4 \text{ for all } \alpha \in (0, 1).
\]

If on the other hand \( m_2 > m_2 \), then we again make first use of Young’s inequality to obtain \( c_5 > 0 \) such that
\[
c_1 u_\alpha^{2-q_1\theta_1} v_\alpha \xi_\alpha(u_\alpha) \xi_\alpha(v_\alpha) \leq c_2 u_\alpha^{3-q_1\theta_1} \xi_\alpha(u_\alpha) \xi_\alpha(v_\alpha) + c_5 v_\alpha^{\frac{3}{\theta_2}} \xi_\alpha(v_\alpha)
\]
in \( \Omega \times (0, T) \) for all \( \alpha \in (0, 1) \). According to lemma 4.7 (which is applicable thanks to (4.20)), there is then \( c_6 > 0 \) such that
\[
c_5 \int_0^T \int_\Omega \frac{1}{\xi_\alpha(v_\alpha)} \leq \frac{d_2}{2\chi^2} \int_0^T \int_\Omega B_{\alpha}^{[3]}(v_\alpha)|\nabla v_\alpha|^2 + c_6 \text{ for all } \alpha \in (0, 1).
\]
In both cases \( m_1 > m_1 \) and \( m_2 > m_2 \), we then conclude from the estimates above that there is \( c_7 > 0 \) such that
\[
\int_0^T \int_\Omega [G_1(u_\alpha)f_1(u_\alpha, v_\alpha) + G_2(v_\alpha)f_2(u_\alpha, v_\alpha)] \xi_\alpha(u_\alpha) \xi_\alpha(v_\alpha) \frac{1}{(u_\alpha \geq 1) \cap (v_\alpha \geq 1)} \leq \frac{d_1}{2\chi^2} \int_0^T \int_\Omega B_{\alpha}^{[3]}(u_\alpha)|\nabla u_\alpha|^2 + d_2 \int_0^T \int_\Omega B_{\alpha}^{[3]}(v_\alpha)|\nabla v_\alpha|^2
\]
\[- c_2 \int_0^T \int_\Omega u_\alpha^{3-q_1} L_{q_1}(u_\alpha + e) \xi_\alpha(u_\alpha) \xi_\alpha(v_\alpha) - c_2 \int_0^T \int_\Omega v_\alpha^{3-q_2} L_{q_2}(u_\alpha + e) \xi_\alpha(u_\alpha) \xi_\alpha(v_\alpha) + c_7
\]
for all \( \alpha \in (0, 1) \), which in conjunction with (4.7) and (4.9) gives the claim. \( \square \)

This concludes our journey of controlling the right-hand side in (4.7). As a consequence, we obtain the following \textit{a priori} bounds.

Lemma 4.9. \textit{Let } \( T \in (0, \infty) \). There is \( C_1 > 0 \) such that
\[
\sup_{(u_\alpha(t), v_\alpha(t)) \in (0, T)} \left( \int_\Omega B_{\alpha}^{[3]}(u_\alpha(\cdot, t))L_{q_1}(u_\alpha(\cdot, t) + e) + \int_\Omega B_{\alpha}^{[3]}(v_\alpha(\cdot, t))L_{q_2}(v_\alpha(\cdot, t) + e) \right) \leq C_1 \quad (4.21)
\]
and
\[
\int_0^T \int_\Omega B_{\alpha}^{[3]}(u_\alpha)|\nabla u_\alpha|^2 + \int_0^T \int_\Omega B_{\alpha}^{[3]}(v_\alpha)|\nabla v_\alpha|^2 \leq C_1 \quad (4.22)
\]
for all \( \alpha \in (0, 1) \), where again \( \beta_i := m_i - q_i - i \) for \( i \in \{1, 2\} \), and \( L_{q_1} \) and \( B_{\alpha}^{[3]} \) are as in (4.2) and (4.8), respectively. Moreover, if (H2) holds, then we can find \( C_2 > 0 \) with the property that
Moreover, if \( p(1.8) \), it remains to be shown that \( 4.24 \) also holds for 2-component.

\[
\int_0^T \int_{\Omega} u_\alpha^2 \ln(u_\alpha + e) + \int_0^T \int_{\Omega} v_\alpha^2 \ln(v_\alpha + e) \lesssim C_2 \quad \text{for all } \alpha \in (0, 1).
\]

**Proof.** According to lemmata 4.3, 4.5 and 4.8, there are \( c_1, c_2 > 0 \) and \( c_3 \geq 0 \) such that \( c_3 \) is positive if (H2) holds and

\[
c_1 \int_{\Omega} B_{\alpha}^{q_1}(u_\alpha(\cdot, t))L_{q_1}(u_\alpha(\cdot, t) + e) + c_1 \int_{\Omega} B_{\alpha}^{q_2}(v_\alpha(\cdot, t))L_{q_2}(v_\alpha(\cdot, t) + e) +
+ \frac{d_1}{2\lambda_1} \int_0^T \int_{\Omega} B_{\alpha}^{q_1}(|\nabla u_\alpha|^2) + \frac{d_2}{2\lambda_2} \int_0^T \int_{\Omega} B_{\alpha}^{q_2}(|\nabla v_\alpha|^2)
\lesssim c_2 - c_3 \int_0^T \int_{\Omega} u_\alpha^2 \ln(u_\alpha + e) - c_3 \int_0^T \int_{\Omega} v_\alpha^2 \ln(v_\alpha + e) \quad \text{for } t \in (0, T) \quad \text{and } \quad \alpha \in (0, 1),
\]
as desired. \( \square \)

### 4.3. Space-time bounds and the limit process

As a next step, we derive further space-time bounds from (4.21) and (4.22). To that end, we make use of the following interpolation inequality which is both a refinement and a consequence of the Gagliardo–Nirenberg inequality and has been proven by Tao and Winkler in [27].

**Lemma 4.10.** Let \( 0 < q < p < \frac{2p}{(n-2)+p} \) and suppose that \( \Lambda \in C^0(\mathbb{R}) \) fulfills \( \Lambda \geq 1 \) on \( \mathbb{R} \). Then there exist \( C > 0 \) and \( \theta \in (0, 1] \) such that

\[
\int_{\Omega} |\varphi|^p \Lambda^\theta(\varphi) \leq C \left( \int_{\Omega} |\nabla \varphi|^2 \right)^{\frac{p}{p+\theta}} \left( \int_{\Omega} |\varphi|^q \Lambda(\varphi) \right)^{\frac{p-q}{p+\theta}} + C \left( \int_{\Omega} |\varphi|^q \Lambda(\varphi) \right)^{\frac{p}{p+\theta}} \quad \text{for all } \varphi \in W^{1,2}(\Omega),
\]

where

\[
b := \frac{\frac{1}{q} - \frac{1}{p}}{\frac{1}{q} + \frac{1}{p} - \frac{1}{2}} \in (0, 1).
\]

**Proof.** This is a direct consequence of [27, lemma 7.5]. \( \square \)

**Lemma 4.11.** For all \( T \in (0, \infty) \), there are \( C > 0 \) and \( \theta_1, \theta_2 \in (0, 1] \) such that

\[
\int_0^T \int_{\Omega} B_{\alpha}^{p_1}(u_\alpha) L_{q_1}(u_\alpha + e) + \int_0^T \int_{\Omega} B_{\alpha}^{p_2}(v_\alpha) L_{q_2}(v_\alpha + e) \leq C \quad \text{for all } \alpha \in (0, 1),
\]

(4.24)

where \( p_1 \) and \( p_2 \) are as in (1.8), and \( L_{q_1} \) and \( B_{\alpha} \) are as in (4.2) and (4.8), respectively.

**Proof.** We fix \( T \in (0, \infty) \). As usual, it suffices to show the statement for the first solution component.

Let us first assume \( p_1 = 3 - q_1 \) and that (H2) holds. Then (4.23) already contains (4.24). Moreover, if \( p_1 = 2 - q_1 \), then (4.21) and an integration in time also show (4.24). According to (1.8), it remains to be shown that (4.24) also holds for \( 2 - q_1 < p_1 = \beta_1 + 2 + \frac{2(2-q_1)}{n} \), where
again $\beta_1 := m_1 - q_1 = 1$. As already alluded to, the main ingredients for this proof are (4.21) and (4.22) which assert that there are $c_1, c_2 > 0$ such that

$$\sup_{t \in (0,T)} \int_\Omega B_\alpha^{q_1}(u_n(\cdot, t))L_{q_1}(u_n(\cdot, t) + e) \leq c_1 \quad \text{and} \quad \int_0^T \int_\Omega B_\alpha^{q_1}(u_n)\lvert \nabla u_n \rvert^2 \leq c_2.$$ 

Preparing an application of lemma 4.10, we set $\tilde{q}_1 := \frac{2\beta - q_1}{\beta_1 + 2}$, which is positive as $\beta_1 > -2$ is contained in (4.1). Moreover,

$$\tilde{p}_1 := \frac{2(n + \tilde{q}_1)}{n} = 2 \left(1 + \frac{\tilde{q}_1}{\beta_1 + 2} \right) = \frac{2}{\beta_1 + 2} > \tilde{q}_1$$

thanks to $p_1 > 2 - q_1$. Thus, $\tilde{p}_1 < \frac{2n + \tilde{q}_1}{n}$ and hence $\frac{n - 2}{n} \tilde{p}_1 < 2$ which in turn implies $\tilde{p}_1 < \frac{2n + \tilde{q}_1}{n}$. Therefore, we may indeed apply lemma 4.10 to obtain $c_3 > 0, \theta_1 \in (0, 1]$ and $b \in (0, 1)$ such that with $\Lambda(s) := L_{q_1}(s^{\frac{1}{\beta_1 + 2}} + e), s \geq 0,$

$$\int_\Omega \tilde{p}_1^\alpha \Lambda^\beta_1(\varphi) \leq c_3 \left( \int_\Omega \lvert \nabla \varphi \rvert^2 \right)^\frac{\tilde{p}_1}{\beta_1 + 2} \left( \int_\Omega \varphi \frac{2\beta - q_1}{\beta_1 + 2} \Lambda(\varphi) \right)^\frac{\tilde{p}_1}{\beta_1 + 2}$$

$$+ c_3 \left( \int_\Omega \varphi \frac{2\beta - q_1}{\beta_1 + 2} \Lambda(\varphi) \right)^\frac{\tilde{p}_1}{\beta_1 + 2}$$

for all nonnegative $\varphi \in W^{1,2}(\Omega)$. Taking here $\varphi = B_\alpha^{q_1}(u_n(\cdot, t)), t \in (0, T)$, and integrating in time yield

$$\int_0^T \int_\Omega B_\alpha^{q_1}(u_n) L_{q_1}^\beta_1(B_\alpha^{q_1}(u_n) + e)$$

$$= \int_0^T \int_\Omega \left( B_\alpha^{\frac{\bar{p}_1}{\beta_1 + 2}}(u_n) \right)^{\frac{2\bar{p}_1}{\beta_1 + 2}} \Lambda^{\theta_1} \left( B_\alpha^{\bar{p}_1}(u_n) \right)$$

$$\leq c_3 \int_0^T \left( \int_\Omega \lvert \nabla B_\alpha^{\frac{\bar{p}_1}{\beta_1 + 2}}(u_n) \rvert^2 \right)^\frac{\bar{p}_1}{\beta_1 + 2} \left( \int_\Omega B_\alpha^{\frac{2\beta - q_1}{\beta_1 + 2}}(u_n) L_{q_1}(u_n + e) \right)^\frac{\bar{p}_1}{\beta_1 + 2}$$

$$+ c_3 \int_0^T \left( \int_\Omega B_\alpha^{\frac{2\beta - q_1}{\beta_1 + 2}}(u_n) L_{q_1}(u_n + e) \right)^\frac{\bar{p}_1}{\beta_1 + 2}$$

$$\leq \frac{c_1}{\tilde{q}_1^{\beta_1 + 2}} \frac{c_3(\beta_1 + 2)^2}{4} \int_0^T \int_\Omega B_\alpha^{\bar{p}_1}(u_n) B'(u_n) L_{q_1}(u_n + e) \leq \frac{c_1}{\tilde{q}_1^{\beta_1 + 2}} \frac{c_3(\beta_1 + 2)^2}{4} + T \tilde{c}_1^{\tilde{p}_1/\tilde{q}_1} c_3$$

for all $\alpha \in (0, 1),$

where in the last step we have used that $\lvert B'_\alpha(s) \rvert = \frac{1}{(1 + (\alpha + 1)s)^\beta_1} \leq 1$ for $s \geq 0$ and $\alpha \in (0, 1)$. Thus, (4.24) indeed holds in all cases treated by this lemma.
As an application of Young’s inequality reveals, (4.22) and (4.24) allow us to also obtain gradient space-time bounds.

**Lemma 4.12.** Let \( T \in (0, \infty) \) and \( r_1, r_2 \) be as in (1.9). Then there is \( C > 0 \) such that
\[
\int_0^T \int_{\Omega} |\nabla u_\alpha|^r_1 + \int_0^T \int_{\Omega} |\nabla v_\alpha|^r_2 \leq C \quad \text{for all } \alpha \in (0, 1).
\]

**Proof.** Again, it suffices to prove the bound only for \( u_\alpha, \alpha \in (0, 1) \). We first assume that \( r_1 < 2 \) and hence \( r_1 = \frac{2p_1}{p_1 - \beta_1} \) by (1.9), where \( \beta_1 := m_1 - q_1 - 1 \). With \( B_\alpha \) as in (4.8), we then make use of Young’s inequality to obtain
\[
\int_0^T \int_{\Omega} |\nabla u_\alpha|^r_1 = \int_0^T \int_{\Omega} B_\alpha^{\frac{\beta_1}{r_1}}(u_\alpha)|\nabla u_\alpha|^r_1 B_\alpha^{\frac{\beta_1}{r_1}}(u_\alpha)
\leq \frac{r_1}{2} \int_0^T \int_{\Omega} B_\alpha^{\beta_1}(u_\alpha)|\nabla u_\alpha|^2 + \frac{2 - r_1}{2} \int_0^T \int_{\Omega} B_\alpha^{\frac{\beta_1}{r_1}}(u_\alpha)
\]
for all \( \alpha \in (0, 1) \) which due to (4.24) and
\[
- \frac{\beta_1}{2 - r_1} = \frac{-\beta_1}{\frac{2p_1}{p_1 - \beta_1} - 1} = \frac{-\beta_1}{\frac{p_1}{p_1 - \beta_1}} = p_1
\]
implies (4.25) for some \( C > 0 \).

If, on the other hand \( r_1 \geq 2 \) and hence \( r_1 = 2 \leq \frac{2p_1}{p_1 - \beta_1} \) by (1.9), then \( \beta_1 \geq 0 \) since positivity of \( p_1 \) is contained in (4.1). Thus, in this case the estimate (4.22) directly implies (4.25). \( \square \)

As a last preparation before obtaining limit functions \( u \) and \( v \) by applying several compactness theorems— in particular, the Aubin–Lions lemma—, we derive estimates for the time derivatives \( u_\alpha \) and \( v_\alpha, \alpha \in (0, 1) \).

**Lemma 4.13.** Let \( T \in (0, \infty) \). Then there exists \( C > 0 \) such that
\[
\|u_\alpha\|_{L^1(0,T;W^{m+1,2}(\Omega))^s} + \|v_\alpha\|_{L^1(0,T;W^{m+1,2}(\Omega))^s} \leq C \quad \text{for all } \alpha \in (0, 1).
\]

**Proof.** Since \( u_\alpha \in L^2((0,T);W^{1,2}(\Omega)) \) by lemma 3.2, the weak formulation (2.8) entails that
\[
\int_{\Omega} u_\alpha(\cdot, t)\psi = -\int_{\Omega} D_{1\alpha}(u_\alpha(\cdot, t))\nabla u_\alpha(\cdot, t) \cdot \nabla \psi
+ \int_{\Omega} S_{1\alpha}(u_\alpha(\cdot, t))\nabla v_\alpha(\cdot, t) \cdot \nabla \psi + \int_{\Omega} f_{1\alpha}(u_\alpha(\cdot, t), v_\alpha(\cdot, t))\psi
\]
for a.e. \( t \in (0, T) \), all \( \psi \in W^{1,2}(\Omega) \) and all \( \alpha \in (0, 1) \). Thus, recalling that \( D_{1\alpha}(u_\alpha) \leq d_1 B_\alpha^{m-1}(u_\alpha) + 1 \) and \( S_{1\alpha}(u_\alpha) \leq \chi_1 B_\alpha^p(\mu_\alpha) \) for \( \alpha \in (0, 1) \) if \( B_\alpha \) as in (4.8), we may estimate
Lemma 4.14. Set

\[ \mathcal{P}_1 := \begin{cases} [1, p_1), & q_i < 1, \\ [1, p_1], & q_i = 1. \end{cases} \]

Then there exists a null sequence \((\alpha_j)_{j \in \mathbb{N}} \subset (0, 1)\) and nonnegative \(u, v \in L^{1,\infty}_{\text{loc}}(\Omega \times [0, \infty))\) such that

\[
\begin{align*}
|\int_{\Omega} u_{\alpha_j} \cdot \psi | & \leq |\int_{\Omega} (D_{1,\alpha}(u_{\alpha_j}) \nabla u_{\alpha_j} \cdot \nabla \psi | + |\int_{\Omega} S_{1,\alpha}(u_{\alpha_j}) \nabla v_{\alpha_j} \cdot \nabla \psi | + |\int_{\Omega} f_{1,\alpha}(u_{\alpha_j}, v_{\alpha_j}) \cdot \psi | \leq d_1 \left( \int_{\Omega} \left( B_{m-1}^\frac{1}{p} (u_{\alpha_j}) + 1 \right)^2 \right)^{\frac{1}{2}} \\
& + \int_{\Omega} \left( \left( B_{1,\alpha}^\frac{2}{p} (u_{\alpha_j}) \right)^{\frac{p}{p-1}} + \int_{\Omega} |\nabla v_{\alpha_j}| |\psi| \right)^2 \|\nabla \psi\|_{L^\infty(\Omega)} \\
& + \chi_1 \left( \int_{\Omega} \left( B_{1,\alpha}^\frac{2}{p} (u_{\alpha_j}) \right)^{\frac{p}{p-1}} + \int_{\Omega} |\nabla v_{\alpha_j}| |\psi| \right)^2 \|\nabla \psi\|_{L^\infty(\Omega)} \\
& + \int_{\Omega} |f_{1,\alpha}(u_{\alpha_j}, v_{\alpha_j})| \|\psi\|_{L^\infty(\Omega)}
\end{align*}
\]

for a.e. \(t \in (0, T)\), all \(\psi \in W^{1,\infty}(\Omega)\) and all \(\alpha \in (0, 1)\),

wherein as usual \(\beta_1 := m_1 - q_1 - 1\). As according to (4.1) and (1.10), both \(2(m_1 - 1 - \frac{\beta_1}{2})\) and \(\frac{m_1 - 1}{\beta_1} + \frac{1}{2}\) are at most \(p_1\), the bounds (4.24), (4.22), (4.25) and (4.23) along with the embeddings

\[ W^{m+1,2}(\Omega) \hookrightarrow W^{1,\infty}(\Omega) \hookrightarrow L^\infty(\Omega) \]

and an integration in time yield \(c_1 > 0\) such that

\[ \int_0^T \sup_{\psi \in W^{m+1,2}(\Omega), \|\psi\|_{W^{m+1,2}(\Omega)} \leq 1} |\int_{\Omega} u_{\alpha_j} \cdot \psi | \leq c_1 \text{ for all } \alpha \in (0, 1), \]

which together with analogous considerations regarding \(v_{\alpha_j}\) implies (4.26). \[\square\]

The \textit{a priori} bounds gained in the lemmata above now allow us to conclude that \((u_{\alpha_j}, v_{\alpha_j})\) converge in certain spaces along some null sequence \((\alpha_j)_{j \in \mathbb{N}}\),
as \( j \to 0 \), where \( B_\alpha \) is as in (4.8) for \( \alpha \in (0, 1) \).

**Proof.** Thanks to (4.25) and (4.26), the Aubin–Lions lemma (along with a diagonalisation argument) provides us with a null sequence \((\alpha_j)_{j \in \mathbb{N}} \subset (0, 1)\) and functions \( u_j, v_j \in L^1_\text{loc}(\Omega \times [0, \infty)) \) such that \( u_{\alpha_j} \to u \) and \( v_{\alpha_j} \to v \) in \( L^1_\text{loc}(\Omega \times [0, \infty)) \) as \( j \to \infty \). After switching to a subsequence, if necessary, we may thus assume that (4.27) and (4.28) hold. Thus, nonnegativity of \( u \) and \( v \) is inherited from nonnegativity of \( u_{\alpha_j} \) and \( v_{\alpha_j} \), \( j \in \mathbb{N} \), which in turn is asserted by lemma 3.2. Due to the bound (4.24), and because \( B_\alpha(u_{\alpha_j}) \to u_\alpha + 1 \) and \( B_\alpha(v_{\alpha_j}) \to v_\alpha + 1 \) pointwise a.e. as \( \alpha \searrow 0 \) by (4.27) and (4.28), Vitali’s theorem asserts that (4.29) and (4.30) hold.

Moreover, possibly after switching to further subsequences, (4.31) and (4.32) follow from (4.25). (We note that (4.27) and (4.28) guarantee that the corresponding limit functions coincide.)

Finally, additional consequences of (4.27) and (4.28) are (4.33) and (4.34): for fixed \( T \in (0, \infty) \), the complement of

\[
A := \left\{ (x, t) \in \Omega \times (0, T) : \max\{u(x, t), v(x, t)\} < \infty \ \text{and} \ (u_{\alpha_j}, v_{\alpha_j})(x, t) \to (u, v)(x, t) \ \text{as} \ j \to \infty \right\}
\]

in \( \Omega \times (0, T) \) is a null set (since the inclusions \( u, v \in L^1(\Omega \times (0, T)) \) imply \( u, v \in L^\infty \) a.e.). Given \((x, t) \in A\), there is \( M > 0 \) with \( \max\{u(x, t), v(x, t)\} < M \). Thus, we can find \( j_1 \in \mathbb{N} \) such that \( \max\{u_{\alpha_j}(x, t), v_{\alpha_j}(x, t)\} < 2M \) for all \( j \geq j_1 \). Taking moreover \( j_2 \in \mathbb{N} \) so large that \( 2M \leq \alpha^{-1/4(\min\{q_1, q_2\})} \) for all \( j \geq j_2 \), we see that \( \xi_{\alpha_j}(u(x, t)) = \xi_{\alpha_j}(v(x, t)) = 1 \) and hence \( f_{\alpha_j}^{(1)}(u_{\alpha_j}(x, t), v_{\alpha_j}(x, t)) = f_1(u_{\alpha_j}(x, t), v_{\alpha_j}(x, t)) \) for all \( j \geq \max\{j_1, j_2\} \) so that \( f_{\alpha_j}(u_{\alpha_j}(x, t), v_{\alpha_j}(x, t)) \to f_1(u(x, t), v(x, t)) \) as \( j \to \infty \) by the continuity of \( f_1 \). Since \((x, t) \in A\) was arbitrary, \( f_{\alpha_j}(u_{\alpha_j}, v_{\alpha_j}) \to f_1(u, v) \) a.e. as \( j \to \infty \). In the case of (H1) and (4.33) is trivially true while for (H2), we make first use of Young’s inequality to obtain \( c_1 > 0 \) such that \( |f_{\alpha_j}(s_1, s_2)| \leq c_1(s_1^2 + s_2^2 + 1) \) for all \( s_1, s_2 \geq 0 \) and \( \alpha \in (0, 1) \) and then employ Vitali’s theorem along with (4.23) and the just obtained pointwise convergence of \( f_{\alpha_j} \) to also obtain (4.33) in that case. As usual, (4.34) can be shown analogously. \( \square \)

**5. Existence of global weak solutions to (P): proof of theorem 1.1.**

In this final section, we show that the pair \((u, v)\) constructed in lemma 4.14 is a solution to (P) in the following sense.

**Definition 5.1.** A pair \((u, v) \in L^1_\text{loc}(\Omega \times [0, \infty))\) is called a **global nonnegative weak solution** of (P) if \( u, v \geq 0 \),

\[
f_1(u)\nabla u, S_1(u)\nabla v, D_2(u)\nabla v, S_2(v)\nabla u, f_1, f_2 \in L^1_\text{loc}(\Omega \times [0, \infty))
\]

and

\[
-\int_0^\infty \int_\Omega u\varphi_t - \int_\Omega u_0\varphi(\cdot, 0) = -\int_0^\infty \int_\Omega D_1(u)\nabla u \cdot \nabla \varphi + \int_0^\infty \int_\Omega S_1(u)\nabla v \cdot \nabla \varphi + \int_0^\infty \int_\Omega f_1(u, v)\varphi
\]

(5.1)
as well as

\[ -\int_0^\infty \int_\Omega w \varphi_t - \int_\Omega w_0 \varphi(\cdot, 0) = -\int_0^\infty \int_\Omega D_2(u) \nabla v \cdot \nabla \varphi \\
+ \int_0^\infty \int_\Omega S_2(u) \nabla u \cdot \nabla \varphi + \int_0^\infty \int_\Omega f_3(u, v) \varphi \]

(5.2)

hold for all \( \varphi \in C^\infty_c(\bar{\Omega} \times [0, \infty)) \).

**Lemma 5.2.** The tuple \((u, v)\) constructed in lemma 4.14 is a weak solution of \((P)\) in the sense of definition 5.1.

**Proof.** Both the required regularity and nonnegativity of \(u\) and \(v\) are contained in lemma 4.14.

In order show that (5.1) holds, we first fix \(\varphi \in C^\infty_c(\bar{\Omega} \times [0, \infty))\). For all \(\alpha < 0\), the pair \((u_\alpha, v_\alpha)\) given by lemma 3.2 solves (3.4) weakly so that by (2.8) and an integration by parts,

\[ I_{1\alpha} := -\int_0^\infty \int_\Omega u_\alpha \varphi_t - \int_\Omega u_0 \varphi(\cdot, 0) \]

is a weak solution of (3.4) weakly so that by (2.8) and an integration by parts,

\[ I_{2\alpha} := -\int_0^\infty \int_\Omega D_1(u_\alpha) \nabla u_\alpha \cdot \nabla \varphi + \int_0^\infty \int_{\Omega} S_1(u_\alpha) \nabla u_\alpha \cdot \nabla \varphi \]

are direct consequences of (3.2) and (4.33). Moreover, as \(r_1 > 1\) by (1.10), we infer from (4.31) that \(u_{\alpha_j} \rightharpoonup u\) in \(L^1_{\text{loc}}(\Omega \times [0, \infty))\) and thus

\[ I_{1\alpha_j} := -\int_0^\infty \int_\Omega u_{\alpha_j} \varphi_t \]

are direct consequences of (3.2) and (4.33). Moreover, as \(r_1 > 1\) by (1.10), we infer from (4.31) that \(u_{\alpha_j} \rightharpoonup u\) in \(L^1_{\text{loc}}(\Omega \times [0, \infty))\) and thus

\[ I_{1\alpha_j} \to \int_\Omega u_0 \varphi(\cdot, 0) \quad \text{as} \quad j \to \infty \]

are direct consequences of (3.2) and (4.33). Moreover, as \(r_1 > 1\) by (1.10), we infer from (4.31) that \(u_{\alpha_j} \rightharpoonup u\) in \(L^1_{\text{loc}}(\Omega \times [0, \infty))\) and thus

\[ I_{2\alpha_j} \to \int_\Omega f_1(u, v) \varphi \quad \text{as} \quad j \to \infty \]

are direct consequences of (3.2) and (4.33). Moreover, as \(r_1 > 1\) by (1.10), we infer from (4.31) that \(u_{\alpha_j} \rightharpoonup u\) in \(L^1_{\text{loc}}(\Omega \times [0, \infty))\) and thus

\[ I_{3\alpha_j} := \int_\Omega u_{\alpha_j} \varphi \]

are direct consequences of (3.2) and (4.33). Moreover, as \(r_1 > 1\) by (1.10), we infer from (4.31) that \(u_{\alpha_j} \rightharpoonup u\) in \(L^1_{\text{loc}}(\Omega \times [0, \infty))\) and thus

\[ I_{5\alpha_j} := \int_\Omega I_{\alpha_j} + I_{4\alpha_j} + I_{5\alpha_j} \quad \text{for all} \quad \alpha < 0 \]

are direct consequences of (3.2) and (4.33). Moreover, as \(r_1 > 1\) by (1.10), we infer from (4.31) that \(u_{\alpha_j} \rightharpoonup u\) in \(L^1_{\text{loc}}(\Omega \times [0, \infty))\) and thus

\[ I_{3\alpha_j} \to \int_\Omega u_{\alpha_j} \varphi \quad \text{as} \quad j \to \infty \]

are direct consequences of (3.2) and (4.33). Moreover, as \(r_1 > 1\) by (1.10), we infer from (4.31) that \(u_{\alpha_j} \rightharpoonup u\) in \(L^1_{\text{loc}}(\Omega \times [0, \infty))\) and thus

\[ I_{3\alpha_j} \to \int_\Omega u_{\alpha_j} \varphi \quad \text{as} \quad j \to \infty \]

are direct consequences of (3.2) and (4.33). Moreover, as \(r_1 > 1\) by (1.10), we infer from (4.31) that \(u_{\alpha_j} \rightharpoonup u\) in \(L^1_{\text{loc}}(\Omega \times [0, \infty))\) and thus

\[ I_{3\alpha_j} \to \int_\Omega u_{\alpha_j} \varphi \quad \text{as} \quad j \to \infty \]

are direct consequences of (3.2) and (4.33). Moreover, as \(r_1 > 1\) by (1.10), we infer from (4.31) that \(u_{\alpha_j} \rightharpoonup u\) in \(L^1_{\text{loc}}(\Omega \times [0, \infty))\) and thus

\[ I_{3\alpha_j} \to \int_\Omega u_{\alpha_j} \varphi \quad \text{as} \quad j \to \infty \]
\[ \int_0^\infty \int_\Omega B_{\alpha_j}^{m_j-1}(u_{\alpha_j}) \nabla u_{\alpha_j} \cdot \nabla \varphi \rightarrow \int_0^\infty \int_\Omega (u + 1)^{m_j-1} \nabla u \cdot \nabla \varphi \quad \text{as } j \rightarrow \infty, \]

and since additionally \( \alpha_j \int_0^\infty \int_\Omega \nabla u_{\alpha_j} \cdot \nabla \varphi \rightarrow 0 \) as \( j \rightarrow \infty \) by (4.31), we conclude
\[ I_{\alpha_j} \rightarrow - \int_0^\infty \int_\Omega D_1(u) \nabla u \cdot \nabla \varphi \quad \text{as } j \rightarrow \infty. \]

Finally, we concern ourselves with the term stemming from the cross diffusion: precisely due to our main condition (1.10), we can choose \( p > 1 \) such that
\[
\frac{1}{p} + \frac{1}{q_1} = 1 \quad \text{and} \quad p \in \begin{cases} [1, \infty), & q_1 \leq 0, \\ [1, 1/p_1), & 0 < q_1 < 1, \\ [1, q_1], & q_1 = 1. \end{cases}
\]

As also \( 0 \leq S_{1}(s) \leq \chi_1 B_{\alpha_j}^1(s) \) for all \( s \geq 0 \) and \( \alpha \in (0, 1) \) as well as \( S_{1}(u_{\alpha_j}) \rightarrow S_1(u_{\alpha_j}) \) a.e. as \( \alpha \downarrow 0 \), Pratt’s lemma and (4.29) assert that \( S_{1}^{p_j}(u_{\alpha_j}) \rightarrow S_1^{p_j}(u) \) in \( L^1_{\text{loc}}(\Omega \times [0, \infty)) \) as \( j \rightarrow \infty \), provided that \( q_j \geq 0 \). For \( q_j < 0 \), the same conclusion can be reached by Lebesgue’s theorem. Combined with (4.32), this entails that \( S_{1}(u_{\alpha_j}) \nabla v_{\alpha_j} \rightharpoonup S_1(u) \nabla v \) in \( L^1_{\text{loc}}(\Omega \times [0, \infty)) \) as \( j \rightarrow \infty \) and thus
\[ I_{\alpha_j} \rightarrow \int_0^\infty \int_\Omega S_1(u) \nabla v \cdot \nabla \varphi \quad \text{as } j \rightarrow \infty. \]

In combination, these convergences and (5.3) prove (5.1), and since (5.2) can be shown analogously, \( (u, v) \) is indeed a weak solution of (P).

This lemma already contains our main theorem.

**Proof of theorem 1.1.** All claims have been proven in lemma 5.2. □
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