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Abstract: In this article, a two-grid mixed finite element (TGMFE) method with some second-order time discrete schemes is developed for numerically solving nonlinear fourth-order reaction diffusion equation. The two-grid MFE method is used to approximate spatial direction, and some second-order θ schemes formulated at time $t_{k-θ}$ are considered to discretize the time direction. TGMFE method covers two main steps: a nonlinear MFE system based on the space coarse grid is solved by the iterative algorithm and a coarse solution is arrived at, then a linearized MFE system with fine grid is considered and a TGMFE solution is obtained. Here, the stability and a priori error estimates in $L^2$-norm for both nonlinear Galerkin MFE system and TGMFE scheme are derived. Finally, some convergence results are computed for both nonlinear Galerkin MFE system and TGMFE scheme to verify our theoretical analysis, which show that the convergence rate of the time second-order θ scheme including Crank-Nicolson scheme and second-order backward difference scheme is close to 2, and that with the comparison to the computing time of nonlinear Galerkin MFE method, the CPU-time by using TGMFE method can be saved.
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1 Introduction

Fourth-order partial differential equations (PDEs) have many important applications, so increasing people have made a lot of researches in looking for numerical solutions for these fourth-order PDEs. Li [1] studied mixed methods with radial basis function for fourth-order parabolic and elliptic PDEs. In [2], Li gave the optimal convergence analysis of MFE methods for parabolic and elliptic problems with fourth-order derivatives. In [3], Li considered optimal error estimates of MFE method for a fourth-order elliptic problem with nonlinear term. In [17], Liu et al. discussed a MFE method for a fourth-order PDE with time-fractional derivative. In [26], Khiari and Omrani considered a finite difference method for two-dimensional extended Fisher-Kolmogorov equation. Liu et al. [20] considered MFE method for time-fractional fourth-order reaction-diffusion problem with a nonlinear term. In [24], Danumjaya and Pani considered $C^1$-conforming FE method for the extended Fisher-Kolmogorov (EFK) equation. In [25], Danumjaya and Pani gave the
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studies of MFE methods for a fourth order reaction diffusion equation. In \cite{Yang2014}, Yang et al. numerically solved fourth-order partial integro-differential equation by Crank-Nicolson/quasi-wavelets method. Doss and Nandini \cite{Doss2015} give a MFE method for the extended Fisher-Kolmogorov equation. In \cite{Mohanty2015}, Mohanty and Kaur solved a class of fourth order non-linear parabolic equations by high accuracy implicit variable mesh methods. In \cite{Wang2015}, Wang et al. solved the extended Fisher-Kolmogorov equation by using a new linearized Crank-Nicolson MFE scheme.

In this article, we consider MFE method with two-grid scheme \cite{Xu2016, Xu2017} to look for the numerical solution of nonlinear fourth-order reaction diffusion equation

\[ u_t + \gamma \triangle^2 u - \triangle u + f(u) = g(z, t), \quad (z, t) \in \Omega \times J, \tag{1.1} \]

with initial condition

\[ u(z, 0) = u_0(z), \quad z \in \Omega, \tag{1.2} \]

and Dirichlet boundary conditions

\[ u(z, t) = \triangle u(z, t) = 0, \quad (z, t) \in \partial \Omega \times J, \tag{1.3} \]

where \( J = (0, T] \) is the time interval with \( 0 < T < \infty \) and \( \Omega \) is a bounded convex polygonal domain in \( \mathbb{R}^d, d \leq 2 \) with boundary \( \partial \Omega \). The coefficient \( \gamma \) is a positive constant, \( u_0(z) \) is given function, \( f(u) \) is the nonlinear term, which satisfies \( |f(u_1) - f(u_2)| \leq C|u_1 - u_2| \), \( g(z, t) \) is the source term. If we choose \( \gamma = 0 \), the equation (1.1) is the general second-order reaction diffusion equation; if we take \( g(z, t) = 0 \) and \( f(u) = u^3 - u \), the equation (1.1) is called the extended Fisher-Kolmogorov (EFK) equation \cite{Dawson2015, Wang2015}.

Two-grid finite element (FE) method was proposed by Xu \cite{Xu2016, Xu2017}, which is an important numerical method and can save the computing time. This method includes mainly two computing steps: Firstly, a nonlinear system on the coarse grid is solved by the iterative method; secondly, based on the coarse solution solved by the first step, a linearized numerical scheme on the fine grid is constructed, then the two-grid solution for this linear system is arrived at. Compared to the nonlinear Galerkin FE method, the two-grid method can save the CPU time and also get the almost the same errors and convergence rate to the one of nonlinear Galerkin FE method. In view of the advantages of two-grid method, the method has been developed by increasing researchers, the detailed contents can be found in Dawson and Wheeler \cite{Dawson2015}, Chen and Jeng \cite{Chen2016}, Mu and Xu \cite{Mu2016}, Wu and Allen \cite{Wu2016}, Chen et al. \cite{Chen2017}, Liu et al. \cite{Liu2017}, Chen and Liu \cite{Chen2017}, Shi and Yang \cite{Shi2017}, Weng et al. \cite{Weng2017}, Bajpai and Nataraaj \cite{Bajpai2017}, Zhong et al. \cite{Zhong2017}, Liu et al. \cite{Liu2017}, Yan et al. \cite{Yan2017} and some other references. Based on these discussions for two-grid method, ones can see that the time direction is approximated mainly by the second-order Crank-Nicolson (CN) scheme, the second-order two step backward difference (BD) method, and backward Euler (BE) method with first-order convergence rate.

Very recently, Liu et al. in \cite{Liu2017} developed some linearized time second-order \( \theta \) schemes for nonlinear time fractional Cable equation. In \cite{Liu2017}, ones approximate the integer derivative \( \frac{d^\theta}{dt^\theta}(t_{n-\theta}) \), \( \theta \in [0, 1] \) by some second-order \( \theta \) approximations. Here we will develop the second-order \( \theta \)-scheme with TGMFE method for nonlinear fourth-order reaction diffusion equation, and we do not use the time linearized method for nonlinear term and only apply the second-order \( \theta \)-scheme to approximating time direction. In these \( \theta \) schemes, our methods include general second-order CN method with \( \theta = \frac{1}{2} \) and second-order BD method with \( \theta = 0 \).

For formulating our scheme, we introduce \( \sigma = \triangle u \) and split the fourth-order problem (1.1) into the coupled system of second-order equations

\[ u_t + \gamma \triangle \sigma - \triangle u + f(u) = g(z, t), \tag{1.4} \]

and

\[ \sigma - \triangle u = 0. \tag{1.5} \]
In this paper, based on the lower coupled system, we consider the nonlinear Galerkin MFE system with some second-order \( \theta \)-scheme in time and second-order \( \theta \) scheme with TGMFE method, then give the stability and error analysis with second-order convergence rate. For testing the effectiveness of second-order \( \theta \) scheme and making some comparisons between nonlinear MFE system and TGMFE method, we provide some numerical examples.

Throughout this article, \( C > 0 \) is a constant, which is free of space mesh parameters \( h \) and \( H \) and the time step parameter \( \Delta t \). The layout of the paper is as follows. In Section 2, nonlinear Galerkin MFE scheme and TGMFE system are given. In Section 3, the stability and a priori error estimates are made. In Section 4, some numerical results are shown to confirm the theoretical analysis. In Section 5, some conclusions are shown.

## 2 Numerical scheme

For obtaining fully discrete scheme, we insert the nodes \( t_n = n\Delta t (n = 0, 1, 2, \ldots, N) \) in the time interval \([0, T]\), where \( t_n \) satisfy \( 0 = t_0 < t_1 < t_2 < \cdots < t_N = T \) with mesh length \( \Delta t = T/N \) for some positive integer \( N \). We now define \( \phi^n \) as the approximation of \( \phi(t_n) \) at time \( t = t_n \).

To formulate the time discrete scheme, referring to Ref. [23], we have the following lemmas at time \( t = t_{n-\theta} \).

**Lemma 2.1** For sufficiently smooth function \( \phi(t) \), at time \( t_{n-\theta} \), the following approximation for first-order derivative with second-order convergence rate for any \( \theta \in [0, \frac{1}{2}] \) holds

\[
\begin{align*}
\phi_t(t_{n-\theta}) &= \frac{(3 - 2\theta)\phi(t_n) - (4 - 4\theta)\phi(t_{n-1}) + (1 - 2\theta)\phi(t_{n-2})}{2\Delta t} + O(\Delta t^2) \\
&= \frac{(3 - 2\theta)\phi^n - (4 - 4\theta)\phi^{n-1} + (1 - 2\theta)\phi^{n-2}}{2\Delta t} \\
&\triangleq D_t \phi^{n-\theta}, \ n \geq 2.
\end{align*}
\]

**Lemma 2.2** With sufficiently smooth function \( \phi(t) \), at time \( t_{n-\theta} \), the following approximate formula

\[
\begin{align*}
\phi(t_{n-\theta}) &= (1 - \theta)\phi(t_n) + \theta\phi(t_{n-1}) + O(\Delta t^2) \\
&= (1 - \theta)\phi^n + \theta\phi^{n-1} \\
&\triangleq \phi^{n-\theta}
\end{align*}
\]

holds for any \( \theta \in [0, \frac{1}{2}] \).

**Lemma 2.3** For series \( \{\phi^n\} \ (n \geq 2) \), the following inequality holds

\[
\begin{align*}
\left(D_t \phi^{n-\theta}, \phi^{n-\theta}\right) &\geq \frac{1}{4\Delta t}(\mathbb{H}[\phi^n] - \mathbb{H}[\phi^{n-1}]), \\
\mathbb{H}[\phi^n] &= (3 - 2\theta)\|\phi^n\|^2 - (1 - 2\theta)\|\phi^{n-1}\|^2 + (2 - \theta)(1 - 2\theta)\|\phi^n - \phi^{n-1}\|^2, \ n \geq 1,
\end{align*}
\]

and

\[
\mathbb{H}[\phi^n] \geq \frac{1}{\frac{1}{1 - \theta}}\|\phi^n\|^2,
\]

where \( 0 \leq \theta \leq 1/2 \).

Based on the above lemmas 2.1, 2.2, we take the values for system (1.4)-(1.5) at time \( t_{n-\theta} \) and drop the time errors to get for \( n \geq 2 \)

\[
D_t u^{n-\theta} + \gamma \Delta \sigma^{n-\theta} - \Delta u^{n-\theta} + f^{n-\theta}(u) = g(z, t_{n-\theta}),
\]

(2.6)
\[ \sigma^{n-\theta} - \Delta u^{n-\theta} = 0. \]  
(2.7)

Similarly, we have for \( n = 1 \)
\[ D_t u^\frac{1}{2} + \gamma \Delta \sigma^\frac{1}{2} - \Delta u^\frac{1}{2} + f^\frac{1}{2}(u) = g(z, t^\frac{1}{2}), \]  
(2.8)

and
\[ \sigma^\frac{1}{2} - \Delta u^\frac{1}{2} = 0. \]  
(2.9)

At time \( t_{n-\theta} \), we use lemmas 2.1 and 2.2 to get time semi-discrete scheme for the case \( n \geq 2 \)
\[ \left( D_t u^{n-\theta}, v \right) - \gamma (\nabla \sigma^{n-\theta}, \nabla v) + (\nabla u^{n-\theta}, \nabla v) + (f^{n-\theta}(u), v) = (g^{n-\theta}, v), \forall v \in H_0^1, \]  
(2.10)

and
\[ (\sigma^{n-\theta}, w) + (\nabla u^{n-\theta}, \nabla w) = 0, \forall w \in H_0^1. \]  
(2.11)

For solving time semi-discrete coupled system (2.10)-(2.11), we need to solve the solution pair \((u^1, \sigma^1)\) based on the initial value \((u^0, \sigma^0)\) by the following time discrete system
\[ \left( D_t u_h^{n-\theta}, v_h \right) - \gamma (\nabla \sigma_h^{n-\theta}, \nabla v_h) + (\nabla u_h^{n-\theta}, \nabla v_h) + (f^{n-\theta}(u_h), v_h) = (g^{n-\theta}, v_h), \forall v_h \in L_h, \]  
(2.12)

and
\[ (\sigma_h^{n-\theta}, w_h) + (\nabla u_h^{n-\theta}, \nabla w_h) = 0, \forall w_h \in L_h, \]  
(2.13)

Considering the above time semi-discrete coupled system (2.10)-(2.13), we get standard nonlinear MFE scheme for the case \( n \geq 2 \)
\[ \left( D_t u_h^{n-\theta}, v_h \right) - \gamma (\nabla \sigma_h^{n-\theta}, \nabla v_h) + (\nabla u_h^{n-\theta}, \nabla v_h) + (f^{n-\theta}(u_h), v_h) = (g^{n-\theta}, v_h), \forall v_h \in L_h, \]  
(2.14)

and
\[ (\sigma_h^{n-\theta}, w_h) + (\nabla u_h^{n-\theta}, \nabla w_h) = 0, \forall w_h \in L_h, \]  
(2.15)

in which the MFE solution pair \((u_h^1, \sigma_h^1)\) can be arrived at by the following coupled MFE scheme
\[ \left( D_t u_h^\frac{1}{2}, v_h \right) - \gamma (\nabla \sigma_h^\frac{1}{2}, \nabla v_h) + (\nabla u_h^\frac{1}{2}, \nabla v_h) + (f^\frac{1}{2}(u_h), v_h) = (g^\frac{1}{2}, v_h), \forall v_h \in L_h, \]  
(2.16)

and
\[ (\sigma_h^\frac{1}{2}, w_h) + (\nabla u_h^\frac{1}{2}, \nabla w_h) = 0, \forall w_h \in L_h. \]  
(2.17)

where \( L_h \) is the finite element subspace of \( H_0^1 \).

For saving the CPU-time of standard MFE method, we consider TGMFE method based on the coarse grid \( \mathcal{T}_H \) and the fine grid \( \mathcal{T}_h \) for \( n \geq 1 \).

**Step I:** Based on the coarse grid \( \mathcal{T}_H \), we solve nonlinear coupled system by looking for the coarse solution pair \( \{u_H^0, \sigma_H^0\} : [0, T] \mapsto L_H \subset L_h \) such that for the case \( n \geq 2 \):
\[ \left( D_t u_H^{n-\theta}, v_H \right) - \gamma (\nabla \sigma_H^{n-\theta}, \nabla v_H) + (\nabla u_H^{n-\theta}, \nabla v_H) + (f^{n-\theta}(u_H), v_H) = (g^{n-\theta}, v_H), \forall v_H \in L_H, \]  
(2.18)

and
\[ (\sigma_H^{n-\theta}, w_H) + (\nabla u_H^{n-\theta}, \nabla w_H) = 0, \forall w_H \in L_H, \]  
(2.19)

which can be solved based on the coarse solution pairs \((u_H^1, \sigma_H^1)\) and \((u_H^0, \sigma_H^0)\), where \((u_H^1, \sigma_H^1)\) need to be
solved by the following system
\[
(D_t u_H^+, v_H) - \gamma (\nabla \sigma_H^+, \nabla v_H) + (\nabla u_H^+, \nabla v_H) + (f_H^+(u_H), v_H) = (g_H^+, v_H), \quad \forall v_H \in L_H,
\] (2.20)
and
\[
(\sigma_H^+, w_H) + (\nabla u_H^+, \nabla w_H) = 0, \quad \forall w_H \in L_H.
\] (2.21)

**Step II:** Based on the coarse solution pair \( \{ u_H^n, \sigma_H^n \} \in L_H \), we solve a linear coupled system on the fine grid \( \mathcal{T}_h \), by finding the fine solution pair \( \{ U_h^n, \Sigma_h^n \} : [0, T] \mapsto L_h \) such that for the case \( n \geq 2 \):
\[
\left(D_t U_h^{n-\theta}, v_h\right) - \gamma (\nabla \Sigma_h^{n-\theta}, \nabla v_h) + (\nabla U_h^{n-\theta}, \nabla v_h) + \left((1 - \theta)\mathcal{F}(U_h^n, u_H^n) + \theta f(U_h^{n-1}), v_h\right) = (g^{n-\theta}, v_h), \quad \forall v_h \in L_h,
\] (2.22)
and
\[
(\Sigma_h^{n-\theta}, w_h) + (\nabla U_h^{n-\theta}, \nabla w_h) = 0, \quad \forall w_h \in L_h,
\] (2.23)
in which the two-grid solution pair \( \{ U_h^1, \Sigma_h^1 \} \) can be arrived at by the system
\[
\left(D_t U_h^+, v_h\right) - \gamma (\nabla \Sigma_h^+, \nabla v_h) + (\nabla U_h^+, \nabla v_h) + \frac{1}{2} \left(\mathcal{F}(U_h^1, u_H^1) + f(U_h^0), v_h\right) = (g^+, v_h), \quad \forall v_h \in L_h,
\] (2.24)
and
\[
(\Sigma_h^+, w_h) + (\nabla U_h^+, \nabla w_h) = 0, \quad \forall w_h \in L_h,
\] (2.25)
where \( \mathcal{F}(u_H^n, u_H^n) = f(u_H^n) + f'(u_H^n)(U_H^n - u_H^n) \), \( n \geq 1 \).

**Remark 2.4 (i).** With \( \sigma = \Delta u \), we have the second mixed formulation for the case \( n \geq 2 \)
\[
\left(D_t u^{n-\theta}, v\right) - \gamma (\nabla \sigma^{n-\theta}, \nabla v) + (\sigma^{n-\theta}, v) + (f^{n-\theta}(u), v) = (g^{n-\theta}, v), \quad \forall v \in H_0^1,
\] (2.26)
and
\[
(\sigma^{n-\theta}, w) + (\nabla u^{n-\theta}, \nabla w) = 0, \quad \forall w \in H_0^1.
\] (2.27)

(ii). With \( \sigma = \gamma \Delta u - u \), we have the third mixed formulation for the case \( n \geq 2 \)
\[
\left(D_t u^{n-\theta}, v\right) - (\nabla \sigma^{n-\theta}, \nabla v) + (f^{n-\theta}(u), v) = (g^{n-\theta}, v), \quad \forall v \in H_0^1,
\] (2.28)
and
\[
(\sigma^{n-\theta}, w) + \gamma (\nabla u^{n-\theta}, \nabla w) + (u^{n-\theta}, w) = 0, \quad \forall w \in H_0^1.
\] (2.29)

(iii). For the above two schemes (i)-(ii), we can discuss the numerical theories by the similar process to the one of the current scheme. Here, we do not consider that.

## 3 Numerical analysis for fully discrete scheme

### 3.1 Stability

In what follows, we consider the following stable inequality.

**Theorem 3.1** For the standard MFE solution pair \( \{ u_H^n, \sigma_H^n \} \in L_H \), the stability for nonlinear MFE system (2.14)-(2.15) holds
\[
\| u_H^n \|^2 + \Delta t \sum_{k=2}^{n} \| \nabla u_H^{k-\theta} \|^2 + \gamma \Delta t \sum_{k=2}^{n} \| \sigma_H^{k-\theta} \|^2 \leq C(\| u_H^0 \|^2 + \Delta t \sum_{k=1}^{n} \| g^k \|^2).
\] (3.1)
Proof. In (2.18)-(2.19), we choose \( v_h = u_h^{n-\theta} \) and \( w_h = \sigma_h^{n-\theta} \) to arrive at
\[
(D_h u_h^{n-\theta}, u_h^{n-\theta}) + \| \nabla u_h^{n-\theta} \|^2 = -\gamma (\nabla \sigma_h^{n-\theta}, \nabla u_h^{n-\theta}) - (f^{n-\theta}(u_h), u_h^{n-\theta}) + (g^{n-\theta}, v_h)
\]
\[
= -\gamma \| \sigma_h^{n-\theta} \|^2 - (f^{n-\theta}(u_h), u_h^{n-\theta}) + (g^{n-\theta}, u_h^{n-\theta}).
\]
(3.2)

We use Cauchy-Schwarz inequality as well as Young inequality to get
\[
\frac{1}{4\Delta t} (\| u_h^n \| - \| u_h^{n-1} \|) + \| \nabla u_h^{n-\theta} \|^2 + \gamma \| \sigma_h^{n-\theta} \|^2 \leq - (f^{n-\theta}(u_h), u_h^{n-\theta}) + (g^{n-\theta}, u_h^{n-\theta})
\]
\[
\leq \frac{1}{2} \| f^{n-\theta}(u_h) \|^2 + \| u_h^{n-\theta} \|^2 + \frac{1}{2} \| g^{n-\theta} \|^2.
\]
(3.3)

Sum from 2 to \( n \) for the above inequality and make use of lemma 2.3 to get
\[
\mathbb{H}[u_h^n] + 4\Delta t \sum_{k=2}^{n} \| \nabla u_h^{k-\theta} \|^2 + 4\gamma \Delta t \sum_{k=2}^{n} \| \sigma_h^{k-\theta} \|^2
\]
\[
\leq \mathbb{H}[u_h^2] + 2\Delta t \sum_{k=1}^{n} \| (1-\theta) u_h^{k} + \theta u_h^{k-1} \|^2 + 2\Delta t \sum_{k=2}^{n} \| (1-\theta) g^k + \theta g^{k-1} \|^2
\]
\[
\leq \mathbb{H}[u_h^2] + 2\Delta t \sum_{k=1}^{n} \| u_h^k \|^2 + 2\Delta t \sum_{k=1}^{n} \| g^k \|^2.
\]
(3.4)

In the next step, we need to estimate \( \mathbb{H}[u_h^n] \). We first compute \( u_h^1 \) by using Crank-Nicolson scheme, then apply lemma 2.3 we have
\[
\frac{1}{1-\theta} \| u_h^1 \|^2 + 4\Delta t \sum_{k=2}^{n} \| \nabla u_h^{k-\theta} \|^2 + 4\gamma \Delta t \sum_{k=2}^{n} \| \sigma_h^{k-\theta} \|^2
\]
\[
\leq C \Delta t \sum_{k=0}^{n} \| u_h^k \|^2 + 2\Delta t \sum_{k=1}^{n} \| g^k \|^2.
\]
(3.5)

Using Gronwall lemma for the above inequality, we complete the proof.

**Theorem 3.2** For the coarse solution pair \( \{ u_h^n, \sigma_h^n \} \in L_H \), the stability for the coupled system (2.18)-(2.19) holds
\[
\| u_h^n \|^2 + \Delta t \sum_{k=2}^{n} \| \nabla u_h^{k-\theta} \|^2 + \gamma \Delta t \sum_{k=2}^{n} \| \sigma_h^{k-\theta} \|^2 \leq C(\| u_h^0 \|^2 + \Delta t \sum_{k=1}^{n} \| g^k \|^2).
\]
(3.6)

**Proof.** Follow the similar process to the one in theorem 3.1 to accomplish the proof.

In what follows, we will give the stability of TGMFE scheme.

**Theorem 3.3** For the two-grid solution pair \( \{ U_h^n, \Sigma_h^n \} \in L_h \), the stability for the TGMFE system (2.23) holds
\[
\| U_h^n \|^2 + \Delta t \sum_{k=2}^{n} \| \nabla U_h^{k-\theta} \|^2 + \gamma \Delta t \sum_{k=2}^{n} \| \Sigma_h^{k-\theta} \|^2 \leq C(\| U_h^0 \|^2 + \| u_h^n \|^2 + \Delta t \sum_{k=1}^{n} \| g^k \|^2).
\]
(3.7)

**Proof.** Using the similar derivation to that in theorem 3.1 again, we have
\[
\| U_h^n \|^2 + \Delta t \sum_{k=2}^{n} \| \nabla U_h^{k-\theta} \|^2 + \gamma \Delta t \sum_{k=2}^{n} \| \Sigma_h^{k-\theta} \|^2
\]
\[
\leq C(\| U_h^0 \|^2 + \Delta t \sum_{k=1}^{n} \| g^k \|^2) + \Delta t \sum_{k=1}^{n} \| U_h^n \|^2 + \Delta t \sum_{k=1}^{n} \| u_h^n \|^2.
\]
(3.8)
Combining Gronwall lemma with (3.4), we obtain the result (3.7).

3.2 Error analysis

To carry out the error analysis, we give the projection operator and the estimate inequality.

Lemma 3.4 Define a Ritz projection operator \( \Omega_h : H^1_0(\Omega) \to L_h \) satisfying

\[
(\nabla(y - \Omega_h y), \nabla y_h) = 0, \quad \forall y_h \in V_h,
\]

with the estimate inequality

\[
\|y - \Omega_h y\| + \|(y - \Omega_h y)_t\| + h\|y - \Omega_h y\|_1 \leq Ch^{m+1}, \quad \forall y \in H^1_0(\Omega) \cap H^{m+1}(\Omega),
\]

where the norms are defined by \( \|y\| = \sqrt{\sum_{0 \leq |\tau| \leq t} \|D^\tau y\|^2} \) and \( h = h \) or \( H \).

In what follows, we will give the detailed proof of error estimates in \( L^2 \)-norm.

Theorem 3.5 Let \( u^n \) be the solution of system (2.10)-(2.13), \( u^n_h \) be the solution of system (2.14)-(2.17), \( u^n_H \) be the coarse solution of system (2.18)-(2.21), \( U^n \) be the two-grid solution of system (2.18)-(2.21), respectively. With \( u^n_H = \Omega_H u^n_0, u^n_H = \Omega_H u^n_0, U^n = \Omega_H u^n_0 \), there exists a constant \( C \) free of space-time mesh step length \( h, H, \Delta t \) such that

\[
\|u^n - u^n_h\| + \gamma \left( \Delta t \sum_{k=1}^n \|\sigma - \sigma_h\|^{k-\theta}\right)^\frac{1}{2} + \left( \Delta t \sum_{k=1}^n \|\nabla(u - u_h)\|^{k-\theta}\right)^\frac{1}{2} \leq Ch^{m+1},
\]

\[
\|u^n - u^n_H\| + \gamma \left( \Delta t \sum_{k=1}^n \|\sigma - \Sigma_h\|^{k-\theta}\right)^\frac{1}{2} + \left( \Delta t \sum_{k=1}^n \|\nabla(u - u_H)\|^{k-\theta}\right)^\frac{1}{2} \leq CH^{m+1},
\]

and

\[
\|u^n - U^n_H\| + \gamma \left( \Delta t \sum_{k=1}^n \|\sigma - \Sigma_h\|^{k-\theta}\right)^\frac{1}{2} + \left( \Delta t \sum_{k=1}^n \|\nabla(u - U_h)\|^{k-\theta}\right)^\frac{1}{2} \leq C[h^{m+1} + H^{2m+2}].
\]

Proof. 1. Combine (2.10)-(2.11) with (2.14)-(2.15), we use projection operator (3.9) to get

\[
\left( P_t(u - u_h)^{n-\theta}, v_h \right) - \gamma(\nabla(\Omega_h \sigma - \sigma_h)^{n-\theta}, \nabla v_h)
\]

\[
+ (\nabla(\Omega_h u - u_h)^{n-\theta}, \nabla v_h) + (f^{n-\theta}(u) - f^{n-\theta}(u_h), v_h) = 0,
\]

and

\[
((\sigma - \Omega_h \sigma)^{n-\theta}, w_h) + (\nabla(\Omega_h u - u_h)^{n-\theta}, \nabla w_h) = 0.
\]

Now we take \( (v_h, w_h) = ((\Omega_h u - u_h)^{n-\theta}, (\Omega_h u - u_h)^{n-\theta}) \) in system (3.14)-(3.15) to get

\[
\left( P_t(\Omega_h u - u_h)^{n-\theta}, (\Omega_h u - u_h)^{n-\theta} \right) + \gamma \|\nabla(\Omega_h \sigma - \sigma_h)^{n-\theta}\|^2 + \|\nabla(\Omega_h u - u_h)^{n-\theta}\|^2
\]

\[
- (f^{n-\theta}(u) - f^{n-\theta}(u_h), (\Omega_h u - u_h)^{n-\theta}) - \left( P_t(u - \Omega_h u)^{n-\theta}, (\Omega_h u - u_h)^{n-\theta} \right)
\]

\[
- \gamma((\sigma - \Omega_h \sigma)^{n-\theta}, (\Omega_h \sigma - \sigma_h)^{n-\theta}).
\]
Now we estimate the three terms on the right hand side of the above equation. For the first term, we use lemma 2.3 Cauchy-Schwarz inequality as well as Young inequality to get
\[
- (f^{n-\theta}(u) - f^{n-\theta}(u_h), (\Omega_h u - u_h)^{n-\theta})
\leq \|f^{n-\theta}(u) - f^{n-\theta}(u_h)\| \| (\Omega_h u - u_h)^{n-\theta} \|
= \|(1 - \theta)(f^n(u) - f^n(u_h)) + \theta(f^{n-1}(u) - f^{n-1}(u_h))\| \| (\Omega_h u - u_h)^{n-\theta} \|
\leq C(\| u^n - \Omega_h u^n \|^2 + \| \Omega_h u^n - u_h^n \|^2 + \| u^{n-1} - \Omega_h u^{n-1} \|^2 + \| \Omega_h u^{n-1} - u_h^{n-1} \|^2).
\] (3.17)

For the second and third terms on the right hand side of (3.16), we use Cauchy-Schwarz inequality as well as Young inequality to arrive at
\[
\leq \frac{1}{2} \| D_t (u - \Omega_h u)^{n-\theta} \|^2 + \frac{1}{2} \| (\Omega_h u - u_h)^{n-\theta} \|^2 + \frac{\gamma}{2} \| (\sigma - \Omega_h \sigma)^{n-\theta} \|^2 + \frac{\gamma}{2} \| (\Omega_h \sigma - \sigma_h)^{n-\theta} \|^2
\leq \frac{1}{2} \| (u - \Omega_h u)^{n-\theta} \|^2 + \frac{1}{2} \| (\Omega_h u - u_h)^{n-\theta} \|^2 + \frac{\gamma}{2} \| (\sigma - \Omega_h \sigma)^{n-\theta} \|^2 + \frac{\gamma}{2} \| (\Omega_h \sigma - \sigma_h)^{n-\theta} \|^2
\leq C \int_{t_{n-2}}^{t_n} \| (u - \Omega_h u)^{n-\theta} \|^2 dt + \frac{1}{2} \| (\Omega_h u - u_h)^{n-\theta} \|^2 + \frac{\gamma}{2} \| (\sigma - \Omega_h \sigma)^{n-\theta} \|^2 + \frac{\gamma}{2} \| (\Omega_h \sigma - \sigma_h)^{n-\theta} \|^2.
\] (3.18)

Substitute (3.17) and (3.18) into (3.16) and use inequality (2.3) to get
\[
\mathbb{H}[\| (\Omega_h u - u_h)^n \|^{\frac{\gamma}{2}}] + 2 \Delta t \sum_{n=2}^{L} \| (\Omega_h \sigma - \sigma_h)^{n-\theta} \|^2 + 2 \| (\Omega_h u - u_h)^{n-\theta} \|^2
\leq \mathbb{H}[\| (\Omega_h u - u_h)^1 \|] + C \int_{t_0}^{t_L} \| (u - \Omega_h u)^n \|^2 dt + 2 \Delta t \sum_{n=2}^{L} \| (\Omega_h u - u_h)^{n-\theta} \|^2 + 2 \gamma \Delta t \sum_{n=2}^{L} \| (\sigma - \Omega_h \sigma)^{n-\theta} \|^2
+ C \Delta t \sum_{n=2}^{L} \| u^n - u_h^n \|^2 + \| u^{n-1} - u_h^{n-1} \|^2 + \| (\Omega_h u - u_h)^{n-\theta} \|^2.
\] (3.19)

Sum (3.19) with respect to n from 2 to L to get
\[
\mathbb{H}[\| (\Omega_h u - u_h)^n \|] + 2 \Delta t \sum_{n=2}^{L} \| (\Omega_h \sigma - \sigma_h)^{n-\theta} \|^2 + 2 \| (\Omega_h u - u_h)^{n-\theta} \|^2
\leq \mathbb{H}[\| (\Omega_h u - u_h)^1 \|] + C \int_{t_0}^{t_L} \| (u - \Omega_h u)^n \|^2 dt + 2 \Delta t \sum_{n=2}^{L} \| (\Omega_h u - u_h)^{n-\theta} \|^2 + 2 \gamma \Delta t \sum_{n=2}^{L} \| (\sigma - \Omega_h \sigma)^{n-\theta} \|^2
+ C \Delta t \sum_{n=2}^{L} \| u^n - u_h^n \|^2 + \| u^{n-1} - u_h^{n-1} \|^2 + \| (\Omega_h u - u_h)^{n-\theta} \|^2.
\] (3.20)

Now we need to give the estimate of \( \mathbb{H}[\| (\Omega_h u - u_h)^1 \|] \). We combine (2.12)-(2.13) with (2.16)-(2.17) to get
\[
(D_t (u - u_h)^{\frac{1}{2}}, v_h) - \gamma (\nabla (\sigma - \sigma_h)^{\frac{1}{2}}, \nabla v_h) + (\nabla (u - u_h)^{\frac{1}{2}}, \nabla v_h)
+ (f^{\frac{1}{2}}(u) - f^{\frac{1}{2}}(u_h), v_h) = 0,
\] (3.21)
and
\[
((\sigma - \sigma_h)^{\frac{1}{2}}, w_h) + (\nabla (u - u_h)^{\frac{1}{2}}, \nabla w_h) = 0.
\] (3.22)
We take \((v_h, w_h) = ((\Omega_h u - u_h)^{\frac{1}{2}}, (\Omega_h \sigma - \sigma_h)^{\frac{1}{2}})\) in \((3.21)-(3.22)\), and use the similar derivation to the one of inequality \((3.20)\) to get

\[
\|(\Omega_h u - u_h)^{\frac{1}{2}}\|^2 + 2\Delta t(\gamma(\Omega_h \sigma - \sigma_h)^{\frac{1}{2}} + 2\|\nabla(\Omega_h u - u_h)^{\frac{1}{2}}\|^2
\leq \|(\Omega_h u - u_h)^{\frac{1}{2}}\|^2 + C \int_{t_0}^{t} \|(u - \Omega_h u)_t\|^2 dt + 2\Delta t(\|\nabla(\Omega_h u - u_h)^{\frac{1}{2}}\|^2 + 2\gamma\Delta t\|(\sigma - \Omega_h \sigma)^{\frac{1}{2}}\|^2) \\
+ C\Delta t\|(u^1 - u^1_h)^{\frac{1}{2}}\|^2 + \|(u^0 - u^0_h)^{\frac{1}{2}}\|^2 + \|(\Omega_h u - u_h)^{\frac{1}{2}}\|^2).
\]

From \((3.23)\), we easily know that

\[
\|[(\Omega_h u - u_h)^{\frac{1}{2}}]\| = (3 - 2\theta)(\|(\Omega_h u - u_h)^{\frac{1}{2}}\|^2 - (1 - 2\theta)(\|(\Omega_h u - u_h)^{\frac{1}{2}}\|^2 \\
+ (2 - \theta)(1 - 2\theta)(\|(\Omega_h u - u_h)^{\frac{1}{2}}\|^2 - (\Omega_h u - u_h)^{\frac{1}{2}}\|^2) \\
\leq C(\|(\Omega_h u - u_h)^{\frac{1}{2}}\|^2 + \|(\Omega_h u - u_h)^{\frac{1}{2}}\|^2).
\]

Combine \((3.21), (3.22)\) with \((3.24)\) to get

\[
\|[(\Omega_h u - u_h)^{\frac{1}{2}}]\| + 2\Delta t \sum_{n=1}^{L} \|(\Omega_h \sigma - \sigma_h)^{n-\theta}\|^2 + 2\|\nabla(\Omega_h u - u_h)^{n-\theta}\|^2
\leq C \int_{t_0}^{t} \|(u - \Omega_h u)_t\|^2 dt + 2\Delta t \sum_{n=2}^{L} \|(\Omega_h u - u_h)^{n-\theta}\|^2 + 2\gamma\Delta t \sum_{n=2}^{L} \|(\sigma - \Omega_h \sigma)^{n-\theta}\|^2 \\
+ C\Delta t \sum_{n=2}^{L} \|(u^n - u^n_h)^{\frac{1}{2}}\|^2 + \|(u^{n-1} - u^{n-1}_h)^{\frac{1}{2}}\|^2 + \|(\Omega_h u - u_h)^{n-\theta}\|^2)
\]

which is combined with Gronwall lemma, triangle inequality and \((3.10)\) to arrive at the conclusion \((3.11)\). Using the similar proof to the one of \((3.11)\), we arrive at the conclusion \((3.12)\) based on the coarse grid. 3). Now we combine system \((2.10)-(2.11)\) with \((2.22)-(2.23)\) to get for \(n \geq 2\)

\[
\left(\mathcal{D}_t(u - U_h)^{n-\theta}, v_h\right) - \gamma(\nabla(\sigma - \Sigma_h)^{n-\theta}, \nabla v_h) + (\nabla(u - U_h)^{n-\theta}, \nabla v_h) \\
+ (f^{n-\theta}(u) - (1 - \theta)\theta(U^0_h, u^n_h) - \theta f(U^{n-1}_h), v_h) = 0,
\]

and

\[
((\sigma - \Sigma_h)^{n-\theta}, w_h) + (\nabla(u - U_h)^{n-\theta}, \nabla w_h) = 0.
\]

Take \((v_h, w_h) = ((\Omega_h u - U_h)^{n-\theta}, (\Omega_h \sigma - \Sigma_h))^{n-\theta})\) in system \((3.26)-(3.27)\), use \((3.30)\) and sum for the resulting equations to get

\[
\left(\mathcal{D}_t(\Omega_h u - U_h)^{n-\theta}, (\Omega_h u - U_h)^{n-\theta}\right) + \gamma\|(\Omega_h \sigma - \Sigma_h)^{n-\theta}\|^2 + \|(\nabla(\Omega_h u - U_h)^{n-\theta}\|^2
\leq - \left(\mathcal{D}_t(u - \Omega_h u)^{n-\theta}, (\Omega_h u - U_h)^{n-\theta}\right) - \gamma((\sigma - \Omega_h \sigma)^{n-\theta}, (\Omega_h \sigma - \Sigma_h))^{n-\theta}) \\
- (f^{n-\theta}(u) - (1 - \theta)\theta(U^0_h, u^n_h) - \theta f(U^{n-1}_h), (\Omega_h u - U_h)^{n-\theta}) \\
= I + II + III.
\]
Now we estimate the three terms on the right hand side of (3.28). Using Cauchy-Schwarz inequality as well as Young inequality, we make use of the similar derivation as the one in (3.18) to get

\[ I + II = - \left( D_t(u - \Omega_h u)^{n-\theta}, (\Omega_h u - U_h)^{n-\theta} \right) - \gamma((\sigma - \Omega_h \sigma)^{n-\theta}, (\Omega_h \sigma - \Sigma_h))^{n-\theta} \]

\[ \leq \frac{C}{\Delta t} \int_{t_{n-2}}^{t_n} \| (u - \Omega_h u)_t \|^2 dt + \frac{1}{2} \| (\Omega_h u - U_h)^{n-\theta} \|^2 \]

\[ + \frac{\gamma}{2} \| (\sigma - \Omega_h \sigma)^{n-\theta} \|^2 + \frac{\gamma}{2} \| (\Omega_h \sigma - \Sigma_h)^{n-\theta} \|^2. \]

(3.29)

Use Taylor formula, Cauchy-Schwarz inequality to get

\[ III = - (f^{n-\theta}(u) - (1 - \theta) \tilde{f}(U_h^n, u_H^n) - \theta f(U_h^{n-1}), (\Omega_h u - U_h)^{n-\theta}) \]

\[ \leq \|(1 - \theta)[f^n - \tilde{f}(U_h^n, u_H^n)] + \theta [f^{n-1} - f(U_h^{n-1})]\| \| (\Omega_h u - U_h)^{n-\theta} \| \]

\[ = \|(1 - \theta)[f^n - f(u_H^n) - f'(u_H^n)(u_H^n - u_H^{n-1})] + \theta [f^{n-1} - f(U_h^{n-1})]\| \| (\Omega_h u - U_h)^{n-\theta} \| \]

\[ = \|(1 - \theta)f'(u_H^n)(u^n - U_h^n) + \frac{1}{2} f''(\phi_1)(u^n - u_H^n)^2 \| + \theta [f'(\phi_2)(u^{n-1} - U_h^{n-1})]\| \| (\Omega_h u - U_h)^{n-\theta} \| \]

\[ \leq C \| u^n - U_h^n \|^2 + \| (u^n - u_H^n)^2 \|^2 + \| u^{n-1} - U_h^{n-1} \|^2 + \| (\Omega_h u - U_h)^{n-\theta} \|^2. \]

(3.30)

Substitute (3.29) and (3.30) into (3.28) and use inequality (2.3) to get

\[ \frac{1}{4\Delta t} \left( \mathbb{H}[(\Omega_h u - U_h)^n] - \mathbb{H}[(\Omega_h u - U_h)^{n-1}] \right) + \frac{\gamma}{2} \| (\Omega_h \sigma - \Sigma_h)^{n-\theta} \|^2 + \| \nabla (\Omega_h u - U_h)^{n-\theta} \|^2 \]

\[ \leq \frac{C}{\Delta t} \int_{t_{n-2}}^{t_n} \| (u - \Omega_h u)_t \|^2 dt + \frac{1}{2} \| (\Omega_h u - U_h)^{n-\theta} \|^2 + \frac{\gamma}{2} \| (\sigma - \Omega_h \sigma)^{n-\theta} \|^2 \]

\[ + C \| u^n - U_h^n \|^2 + \| (u^n - u_H^n)^2 \|^2 + \| u^{n-1} - U_h^{n-1} \|^2 + \| (\Omega_h u - U_h)^{n-\theta} \|^2. \]

(3.31)

Sum (3.31) with respect to $n$ from 2 to $L$ to get

\[ \mathbb{H}[(\Omega_h u - U_h)] + 2\Delta t \sum_{n=2}^{L} \left( \gamma \| (\Omega_h \sigma - \Sigma_h)^{n-\theta} \|^2 + 2 \| \nabla (\Omega_h u - U_h)^{n-\theta} \|^2 \right) \]

\[ \leq \mathbb{H}[(\Omega_h u - U_h)] + C \int_{t_0}^{t_L} \| (u - \Omega_h u)_t \|^2 dt + 2\Delta t \sum_{n=2}^{L} \| (\Omega_h u - U_h)^{n-\theta} \|^2 + 2\gamma \Delta t \sum_{n=2}^{L} \| (\sigma - \Omega_h \sigma)^{n-\theta} \|^2 \]

\[ + C\Delta t \sum_{n=2}^{L} \left( \| u^n - U_h^n \|^2 + \| (u^n - u_H^n)^2 \|^2 + \| u^{n-1} - U_h^{n-1} \|^2 + \| (\Omega_h u - U_h)^{n-\theta} \|^2 \right). \]

(3.32)

Now we need to give the estimate of $\mathbb{H}[(\Omega_h u - U_h)]$. We combine (2.12)-(2.13) with (2.24)-(2.25) to get

\[ \left( D_t(u - U_h)^{\frac{1}{2}}, v_h \right) - \gamma(\nabla (\sigma - \Sigma_h)^{\frac{1}{2}}, \nabla v_h) + (\nabla (u - U_h)^{\frac{1}{2}}, \nabla v_h) \]

\[ + (f^{\frac{1}{2}}(u) - \frac{1}{2} \tilde{f}(U_h^1, u_H^{1/2}) - \frac{1}{2} f(U_h^0), v_h) = 0, \]

(3.33)

and

\[ ((\sigma - \Sigma_h)^{\frac{1}{2}}, w_h) + (\nabla (u - U_h)^{\frac{1}{2}}, \nabla w_h) = 0. \]

(3.34)
In (3.33)-(3.34), we take \((v_h, w_h) = ((\Omega_h u - U_h)^\frac{1}{2}, (\Omega_h \sigma - \Sigma_h)^\frac{1}{2})\) and use the similar derivation to the one of inequality (3.32) to get
\[
\|((\Omega_h u - U_h)^1)^2 + 2\Delta t (\gamma (\Omega_h \sigma - \Sigma_h)^\frac{1}{2})^2 + 2\|\nabla((\Omega_h u - U_h)^\frac{1}{2})^2 \\
\leq\|((\Omega_h u - U_h)^0)^2 + C \int_{t_0}^{t_L} \|u - \Omega_h u\|dt + 2\Delta t \|((\Omega_h u - U_h)^\frac{1}{2})^2 + 2\gamma \Delta t (\sigma - \Omega_h \sigma)^\frac{1}{2})^2 \\
+ C\Delta t ((u^1 - U_h^1)^2 + \|(u^1 - u^1_H)^2\|^2 + \|u^0 - U_h^0\| + \|(\Omega_h u - U_h)^\frac{1}{2})^2). \tag{3.35}
\]

By the similar process to the derivation (3.24), we have
\[
\mathbb{H}[((\Omega_h u - U_h)^1)] \leq C\|((\Omega_h u - U_h)^1)^2 + \|(\Omega_h u - U_h)^0\|2^2. \tag{3.36}
\]

Combining (3.35), (3.36) with (3.32) and using Gronwall lemma with (3.12), we have
\[
\|((\Omega_h u - U_h)^L)^2 + 2\Delta t \sum_{n=1}^{L} (\gamma (\Omega_h \sigma - \Sigma_h)^{n - \theta})^2 + 2\|\nabla((\Omega_h u - U_h)^{n - \theta})^2 \\
\leq C \int_{t_0}^{t_L} \|(u - \Omega_h u)\|^2 dt + C\Delta t \sum_{n=1}^{L} \|((u^n - u^n_H)^2 + h^{2m+2}) + C\Delta t h^{2m+2} \tag{3.37}
\]

\[
\leq C \int_{t_0}^{t_L} \|(u - \Omega_h u)\|^2 dt + C\Delta t \sum_{n=1}^{L} (H^{4m+4} + h^{2m+2}) + C\Delta t h^{2m+2}.
\]

Using triangle inequality, we arrive at the conclusion (3.13).

Combine (1.4)-(1.5), (2.8)-(2.7) with the above results to arrive at the main error theorem in this paper.

**Theorem 3.6** There exists a constant \(C\) independent of space-time mesh step length \(h, H, \Delta t\) such that
\[
\|u(t_n) - u_H^n\| + \gamma \left(\Delta t \sum_{k=1}^{n} \|\sigma(t_{k-\theta}) - \sigma_H^{k-\theta}\|^2\right)^\frac{1}{2} + \left(\Delta t \sum_{k=1}^{n} \|\nabla(u(t_{k-\theta}) - u_H^{k-\theta})\|^2\right)^\frac{1}{2} \leq C[\Delta t^2 + h^{m+1}], \tag{3.38}
\]
\[
\|u(t_n) - u_H^n\| + \gamma \left(\Delta t \sum_{k=1}^{n} \|\sigma(t_{k-\theta}) - \sigma_H^{k-\theta}\|^2\right)^\frac{1}{2} + \left(\Delta t \sum_{k=1}^{n} \|\nabla(u(t_{k-\theta}) - u_H^{k-\theta})\|^2\right)^\frac{1}{2} \leq C[\Delta t^2 + H^{m+1}], \tag{3.39}
\]
and
\[
\|u(t_n) - U_H^n\| + \gamma \left(\Delta t \sum_{k=1}^{n} \|\sigma(t_{k-\theta}) - \Sigma_H^{k-\theta}\|^2\right)^\frac{1}{2} + \left(\Delta t \sum_{k=1}^{n} \|\nabla(u(t_{k-\theta}) - U_H^{k-\theta})\|^2\right)^\frac{1}{2} \leq C[\Delta t^2 + h^{m+1} + H^{2m+2}]. \tag{3.40}
\]

**Proof.** Let \(E_u^{n - \theta} = u(t_{n-\theta}) - u^{n-\theta}\) and \(E_\sigma^{n - \theta} = \sigma(t_{n-\theta}) - \sigma^{n - \theta}\) and we easily know from systems (1.4)-(1.5) and (2.6)-(2.9) that for \(n \geq 2\)
\[
\left(D_t E_u^{n - \theta}, v\right) - \gamma (\nabla E_u^{n - \theta}, \nabla v) + (\nabla E_\sigma^{n - \theta}, \nabla v) + (f(u(t_{n-\theta})) - f^{n-\theta}(u), v) = (R_1^{n - \theta}, v), \quad \forall v \in H_0^1, \tag{3.41}
\]
and
\[
(E_u^{n - \theta}, w) + (\nabla E_u^{n - \theta}, \nabla w) = (R_2^{n - \theta}, w), \quad \forall w \in H_0^1, \tag{3.42}
\]
where
\[
R_1^{n - \theta} = D_t(u(t_{n-\theta}) - u^{n-\theta}) + \gamma \Delta (\sigma(t_{n-\theta}) - \sigma^{n-\theta}) - \Delta(u(t_{n-\theta}) - u^{n-\theta}) + (f(u(t_{n-\theta})) - f^{n-\theta}(u)) = O(\Delta t^2), \tag{3.43}
\]
\[ R_2^{n-\theta} = (\sigma(t_{n-\theta}) - \sigma^n) - \Delta(u(t_{n-\theta}) - u^n) = O(\Delta t^2), \] (3.44)

Also, we easily follow that
\[
\left( \frac{D_t E_{\frac{k}{n}}}{\bar{\Omega}}, v \right) - \gamma (\nabla E_{\frac{k}{n}}, \nabla v) + (\nabla E_{\frac{k}{n}}, \nabla v) + (f(u(t_{\frac{k}{n}})))^{-\frac{2}{3}}(u), v \right) = (R_3^{\frac{k}{n}}, v), \quad \forall v \in H_0^1, \quad (3.45)
\]
and
\[
(E_{\frac{k}{n}}, w) + (\nabla E_{\frac{k}{n}}, \nabla w) = (R_4^{\frac{k}{n}}, w), \quad \forall w \in H_0^1, \quad (3.46)
\]
where
\[
R_3^{\frac{k}{n}} = D_t(u(t_{\frac{k}{n}}) - u^\frac{k}{n}) + \gamma \Delta (\sigma(t_{\frac{k}{n}}) - \sigma^\frac{k}{n}) - \Delta(u(t_{n-\theta}) - u^{n-\theta}) + (f(u(t_{\frac{k}{n}})))^\frac{2}{3}(u) = O(\Delta t^2), \quad (3.47)
\]
\[
R_4^{\frac{k}{n}} = (\sigma(t_{\frac{k}{n}}) - \sigma^\frac{k}{n}) - \Delta(u(t_{\frac{k}{n}}) - u^\frac{k}{n}) = O(\Delta t^2). \quad (3.48)
\]

We use the similar analysis as the ones in the theorem 3.6 to easily get
\[
\|u(t_n) - u^n\| + \gamma^\frac{1}{2} \left( \Delta t \sum_{k=1}^n \|\sigma(t_{k-\theta}) - \sigma^{k-\theta}\|^2 \right)^\frac{1}{2} + \Delta t \sum_{k=1}^n \|\nabla u(t_{k-\theta}) - u^{k-\theta}\|^2 \leq C \Delta t^2. \quad (3.49)
\]

We combine (3.49) with the results in theorem 3.5 and use triangle inequality to get the conclusions of theorem 3.6.

4 Numerical tests

In this section, we take some numerical examples to test the computational efficiency of TGMFE method combined with \(\theta\)-scheme with second-order convergence rate. For implementing the numerical computations in two-dimensional cases, we take rectangular partition for spatial domain \(\Omega\) and choose continuous bilinear element with basis function \(P(x_1, x_2) = a + bx_1 + cx_2 + dx_1x_2\). We also consider a one-dimensional case based on the piecewise continuous linear element. In the following discussions, we take \(H\) as the length of the edge of coarse grid rectangular unit and \(\hat{h}\) the length of the edge of fine grid rectangular unit, respectively. It is easy to see that we have \(H = \sqrt{2}\hat{H}\) and \(h = \sqrt{2}\hat{h}\).

Example 4.1

In [1,1], based on the spatial domain \(\Omega = [-1, 1] \times [-1, 1]\) and the temporal interval [0, 1], we take nonlinear term \(f(u) = u^3 - u\) and the exact solution \(u(z, t) = \exp(-t) \sin(2\pi x_1) \sin(2\pi x_2), z = (x_1, x_2)\). Then we get the source term \(g(z, t) = (8\pi^2 - 2 + 64\gamma^2) \exp(-t) \sin(2\pi x_1) \sin(2\pi x_2) + \exp(-3t) \sin^3(2\pi x_1) \sin^3(2\pi x_2)\).

In Table 1, by taking \(\theta = 0.2\), changed \(\gamma = 0.01, 1, 10\) and \(\Delta t = \hat{h} = \hat{H}^2 = 1/25, 1/64, 1/100\), we arrive at TGMFE and nonlinear Galerkin MFE error estimates with second-order convergence rate. By the comparison between TGMFE method and standard nonlinear Galerkin MFE method, ones see that TGMFE method can save the CPU time largely. We also see from Tables 2-4 that the similar results can be obtained based on the cases \(\theta = 0.4, 0, 0.5\). Compared with nonlinear MFE method in this example, ones can see clearly from the calculated data in Tables 2-4 that the TGMFE method not only save the computing time, but also get the better convergence rate.

Example 4.2

Based on the spatial domain \(\Omega = [0, 1] \times [0, 1]\) and the time interval [0, 1] and taking the source term \(g(z, t) = 0\), the nonlinear term \(f(u) = u^3 - u\), we choose another numerical example only including the initial value \(u(z, 0) = x^3(1 - x)^3y^3(1 - y)^3\) to verify the convergence order in space.

For testing the spatial convergence order, we choose the numerical solution pair \(\{U_h, \Sigma_h\}\) with \(\hat{h} = 1/100\) and \(\Delta t = 1/200\) as the approximate exact solution. In Tables 5-8 with the parameter \(\gamma = 0.1\), the fixed time
step length $\Delta t = 1/200$ and changed $\theta = 0, 0.1, 0.3, 0.5$, we make the errors between the case $\hat{h} = \hat{H}^2 = 1/100$ with the cases $\hat{h} = H^2 = 1/9, 1/16, 1/25$ to get the convergence results, which show the convergence order of our method is close to 2. Similarly, we also arrive at second-order convergence rate based on the case $\gamma = 20$ in Tables 5-8. In the second example, by using TGMFE method, we get almost the same convergence results as the ones of nonlinear MFE method.

Further, we show the figures of numerical solutions. In Figs. 1-4, based on the parameters $\theta = 0.1$, $\gamma = 0.1$ and $\Delta t = 1/200$, we give the figures of numerical solution $U_h$ at $t = 0.5$ under the parameters $\hat{h} = \hat{H}^2 = 1/100$ and $\hat{h} = \hat{H}^2 = 1/25$, respectively. Based on this case, we see that the numerical solutions have the same approximate trend. In Figs. 5-8, choosing the same parameters as in Figs. 1-4 we also draw the numerical solutions $U_h$ with $\gamma = 20$ and $\theta = 0.3$ at $t = 0.5$. From Figs. 5-8 we can find that the two figures also have the same numerical behavior. By the comparisons in Figs. 1-4 we see that the numerical solutions $U_h$ with parameters $\gamma = 0.1$ and $\gamma = 10$ have different numerical behavior. At the same time, we also provide the behavior of numerical solution $\Sigma_h$ in Figs. 9-12.

**Example 4.3**

Here we consider the third example to test the temporal convergence rate of second-order $\theta$ schemes. Now we choose in the nonlinear term $f(u) = u^3 - u$, the source term $g(x, t) = (4\pi^2 - 2 + 16\gamma \pi^4) \exp(-t) \sin(2\pi x) + \exp(-3t) \sin^3(2\pi x)$ and the exact solution $u(x, t) = \exp(-t) \sin(2\pi x)$ based on the taken spatial domain $\Omega = [-1, 1]$ and the temporal interval $[0, 1]$. In Table 9 we list the error results and convergence order with
CPU time, which show our TGMFE method can achieve the same calculation accuracy with approximating time second-order convergence rate as the ones by classical nonlinear Galerkin MFE method, and reduce the computing time. In summary, we compute three numerical examples including two-dimensional problem with exact solution, two-dimensional example covering initial value and a one-dimensional equation to test our numerical methods. In view of these calculated data in Tables 1-9, ones know that the \( \theta \) scheme can keep the second-order approximate accuracy in time, TGMFE scheme reduces the CPU time greatly without loss of calculation accuracy.

5 Conclusions

In this paper, we mainly consider TGMFE method and standard nonlinear Galerkin MFE method with some second-order \( \theta \)-schemes to solve nonlinear fourth-order reaction-diffusion equation, discuss the numerical theories including stability and error estimates, and make some numerical calculations. By the comparisons between two numerical methods, we find that TGMFE method can save the CPU-time, also see that time convergence rate is 2 and second-order \( \theta \)-schemes include general Crank-Nicolson scheme and second-order backward difference method.

In another work, we will apply the second-order \( \theta \) scheme with finite element method to solving the following time-dependent nonlinear thermistor system

\[
\begin{align*}
    u_t - \Delta u &= \sigma(u)|\nabla \phi|^2, \\
    -\nabla \cdot (\sigma(u)\nabla \phi) &= 0.
\end{align*}
\]
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Table 5: $\theta = 0, \Delta t = 1/200, H = \sqrt{2}H$ and $h = \sqrt{2}h$

| $\gamma$ | $\hat{H}$ | $\hat{h}$ | $\|u - U_h\|$ | Order | $\|\sigma - \Sigma_h\|$ | Order | CPU time |
|---------|-----------|-----------|----------------|-------|----------------|-------|----------|
| 0.1     | 1/3       | 1/9       | 2.06411E-06    | 4.70651E-04 | 0.350528 |
|         | 1/4       | 1/16      | 6.46351E-07    | 2.01805    | 1.99777 | 0.79282 |
|         | 1/5       | 1/25      | 2.56619E-07    | 2.06986    | 5.89125E-05 | 2.08077 | 2.055724 |
| 20      | 1/3       | 1/9       | 1.64081E-06    | 4.55079E-04 | 0.351056 |
|         | 1/4       | 1/16      | 4.68907E-07    | 2.17696    | 1.42591E-04 | 2.01696 | 0.792415 |
|         | 1/5       | 1/25      | 1.98760E-07    | 1.92321    | 5.64742E-05 | 2.07534 | 2.073567 |

| MFE method | $\|u - u_h\|$ | $\|\sigma - \Sigma_h\|$ | CPU time |
|------------|----------------|----------------|----------|
| 0.1        | 2.06411E-06    | 4.70651E-04    | 0.484523 |
| 1/4        | 6.46351E-07    | 2.01805        | 1.99777 | 1.674808 |
| 1/5        | 2.56619E-07    | 2.06986        | 5.89125E-05 | 2.08077 | 5.390575 |
| 20         | 1/3           | 1/9            | 1.64081E-06 | 4.55079E-04 | 0.471047 |
| 1/4        | 4.68907E-07    | 2.17696        | 1.42591E-04 | 2.01696 | 1.657236 |
| 1/5        | 1.98760E-07    | 1.92321        | 5.64742E-05 | 2.07534 | 5.345355 |

Table 6: $\theta = 0.1, \Delta t = 1/200, H = \sqrt{2}H$ and $h = \sqrt{2}h$

| $\gamma$ | $\hat{H}$ | $\hat{h}$ | $\|u - U_h\|$ | Order | $\|\sigma - \Sigma_h\|$ | Order | CPU time |
|---------|-----------|-----------|----------------|-------|----------------|-------|----------|
| 0.1     | 1/3       | 1/9       | 2.06411E-06    | 4.70651E-04 | 0.366366 |
|         | 1/4       | 1/16      | 6.46351E-07    | 2.01805    | 1.49109E-04 | 1.99777 | 1.674808 |
|         | 1/5       | 1/25      | 2.56619E-07    | 2.06986    | 5.89125E-05 | 2.08077 | 2.066031 |
| 20      | 1/3       | 1/9       | 1.64081E-06    | 4.55079E-04 | 0.349122 |
|         | 1/4       | 1/16      | 4.68907E-07    | 2.17696    | 1.42591E-04 | 2.01696 | 1.657236 |
|         | 1/5       | 1/25      | 1.98760E-07    | 1.92321    | 5.64742E-05 | 2.07534 | 5.345355 |

| MFE method | $\|u - u_h\|$ | $\|\sigma - \Sigma_h\|$ | CPU time |
|------------|----------------|----------------|----------|
| 0.1        | 2.06411E-06    | 4.70651E-04    | 0.467958 |
| 1/4        | 6.46351E-07    | 2.01805        | 1.99777 | 1.692304 |
| 1/5        | 2.56619E-07    | 2.06986        | 5.89125E-05 | 2.08077 | 5.398899 |
| 20         | 1/3           | 1/9            | 1.64081E-06 | 4.55079E-04 | 0.474875 |
| 1/4        | 4.68907E-07    | 2.17696        | 1.42591E-04 | 2.01696 | 1.672167 |
| 1/5        | 1.98760E-07    | 1.92321        | 5.64742E-05 | 2.07534 | 5.473512 |

References

[1] J.C. Li, Mixed methods for fourth-order elliptic and parabolic problems using radial basis function, Adv. Comput. Math. 23 (2005) 21-30.
[2] J.C. Li, Optimal convergence analysis of mixed finite element methods for fourth-order elliptic and parabolic problems, Numer. Methods Partial Differential Equ. 22 (2006) 884-896.
[3] J.C. Li, Optimal error estimates of mixed finite element method for a fourth-order nonlinear elliptic problem, J. Math. Anal. Appl. 334 (2007) 183-195.
[4] J.C. Xu, A novel two-grid method for semilinear elliptic equations, SIAM J. Sci. Comput. 15 (1994) 231-237.
[5] J.C. Xu, Two-grid discretization techniques for linear and nonlinear PDEs, SIAM J. Numer. Anal. 33 (1996) 1759-1777.
[6] C.N. Dawson, M.F. Wheeler, Two-grid methods for mixed finite element approximations of nonlinear parabolic equations, Contemp. Math. 180 (1994) 191-203.
[7] D.Y. Shi, H.J. Yang, Unconditional optimal error estimates of a two-grid method for semilinear parabolic equation, Appl. Math. Comput. 310 (2017) 40-47.
[8] M. Mu, J.C. Xu, A two-grid method of a mixed Stokes-Darcy model for coupling fluid flow with porous media flow, SIAM J. Numer. Anal. 45(5) (2007) 1801-1813.
[9] C.S. Chien, B.W. Jeng, Two-grid discretization scheme for semilinear elliptic eigenvalue problems, SIAM J. Sci. Comput. 27(4) (2006) 1287-1304.
Table 7: $\theta = 0.3$, $\Delta t = 1/200$, $H = \sqrt{2}H$ and $h = \sqrt{2}h$

| $\gamma$ | $\dot{H}$ | $\dot{h}$ | $\|u - U_h\|$ | Order | $\|\sigma - \Sigma_h\|$ | Order | CPU time Seconds |
|----------|---------|---------|----------------|--------|----------------|--------|-----------------|
| 0.1      | $1/3$   | $1/9$   | 2.06411E-06    |        | 4.70651E-04    |        | 0.343843        |
|          | $1/4$   | $1/16$  | 6.46351E-07    | 2.01805| 1.49109E-04    | 1.99777| 0.796913        |
|          | $1/5$   | $1/25$  | 2.56619E-07    | 2.06986| 5.89125E-05    | 2.08077| 2.091595        |
| 20       | $1/3$   | $1/9$   | 1.64081E-06    |        | 4.55079E-04    |        | 0.344435        |
|          | $1/4$   | $1/16$  | 4.68907E-07    | 2.17696| 1.42591E-04    | 2.01696| 0.783419        |
|          | $1/5$   | $1/25$  | 1.98760E-07    | 2.19231| 5.64742E-05    | 2.07534| 2.103889        |

MFE method

| $\gamma$ | $\dot{H}$ | $\dot{h}$ | $\|u - u_h\|$ | $\|\sigma - \sigma_h\|$ | Order | Order |
|----------|---------|---------|----------------|----------------|--------|--------|
| 0.1      | $1/9$   |         | 2.06411E-06    | 4.70651E-04    |        |        |
|          | $1/6$   |         | 6.46351E-07    | 2.01805        | 1.49109E-04| 1.99777|        |
|          | $1/5$   |         | 2.56619E-07    | 2.06986        | 5.89125E-05| 2.08077|        |
| 20       | $1/9$   |         | 1.64081E-06    | 4.55079E-04    |        |        |
|          | $1/6$   |         | 4.68907E-07    | 2.17696        | 1.42591E-04| 2.01696|        |
|          | $1/5$   |         | 1.98760E-07    | 2.19231        | 5.64742E-05| 2.07534|        |

Table 8: $\theta = 0.5$, $\Delta t = 1/200$, $H = \sqrt{2}H$ and $h = \sqrt{2}h$

| $\gamma$ | $\dot{H}$ | $\dot{h}$ | $\|u - U_h\|$ | Order | $\|\sigma - \Sigma_h\|$ | Order | CPU time Seconds |
|----------|---------|---------|----------------|--------|----------------|--------|-----------------|
| 0.1      | $1/3$   | $1/9$   | 2.06411E-06    |        | 4.70651E-04    |        | 0.339484        |
|          | $1/4$   | $1/16$  | 6.46351E-07    | 2.01805| 1.49109E-04    | 1.99777| 0.790358        |
|          | $1/5$   | $1/25$  | 2.56619E-07    | 2.06986| 5.89125E-05    | 2.08077| 2.095047        |
| 20       | $1/3$   | $1/9$   | 1.95560E-06    |        | 4.73633E-04    |        | 0.481473        |
|          | $1/4$   | $1/16$  | 6.06713E-07    | 2.03419| 1.49540E-04    | 2.00372| 1.642476        |
|          | $1/5$   | $1/25$  | 2.39347E-07    | 2.08417| 5.90755E-05    | 2.08106| 2.136019        |

MFE method

| $\gamma$ | $\dot{H}$ | $\dot{h}$ | $\|u - u_h\|$ | $\|\sigma - \sigma_h\|$ | Order | Order |
|----------|---------|---------|----------------|----------------|--------|--------|
| 0.1      | $1/9$   |         | 2.06411E-06    | 4.70651E-04    |        |        |
|          | $1/6$   |         | 6.46351E-07    | 2.01805        | 1.49109E-04| 1.99777|        |
|          | $1/5$   |         | 2.56619E-07    | 2.06986        | 5.89125E-05| 2.08077|        |
| 20       | $1/9$   |         | 1.95560E-06    | 4.73633E-04    |        |        |
|          | $1/6$   |         | 6.06713E-07    | 2.03419        | 1.49540E-04| 2.00372|        |
|          | $1/5$   |         | 2.39347E-07    | 2.08417        | 5.90755E-05| 2.08106|        |

[10] Y.P. Chen, Y.Q. Huang, D.H. Yu, A two-grid method for expanded mixed finite-element solution of semilinear reaction-diffusion equations, Int. J. Numer. Meth. Engrg. 57(2) (2003) 193-209.

[11] Y.P. Chen, P. Luan, Z. Lu, Analysis of two-grid methods for nonlinear parabolic equations by expanded mixed finite element methods, Adv. Appl. Math. Mech. 1(6) (2009) 830-844.

[12] L. Chen, Y.P. Chen, Two-grid method for nonlinear reaction-diffusion equations by mixed finite element methods, J. Sci. Comput. 49 (2011) 383-401.

[13] L. Wu, M.B. Allen, A two grid method for mixed finite element solution of reaction-diffusion equations, Numer. Methods Partial Differ. Equ. 15 (1999) 317-332.

[14] W. Liu, H.X. Rui, F.Z. Hu, A two-grid algorithm for expanded mixed finite element approximations of semi-linear elliptic equations, Comput. Math. Appl. 66 (2013) 392-402.

[15] C. Chen, W. Liu, A two-grid method for finite volume element approximations of second-order nonlinear hyperbolic equations, J. Comput. Appl. Math. 233 (2010) 2975-2984.

[16] Z.F. Weng, S.Y. Zhai, X.L. Feng, An improved two-grid finite element method for the Steklov eigenvalue problem, Appl. Math. Model. 39(10) (2015) 2962-2972.

[17] Y. Liu, Z.C. Fang, H. Li, S. He, A mixed finite element method for a time-fractional fourth-order partial differential equation, Appl. Math. Comput. 243 (2014) 703-717.

[18] S. Bajpai, N. Nataraj, On a two-grid finite element scheme combined with Crank-Nicolson method for the equations of motion arising in the Kelvin-Voigt model, Comput. Math. Appl. 68(12) (2014) 2277-2291.

[19] Y. Liu, Y.W. Du, H. Li, J.C. Li, S. He, A two-grid mixed finite element method for a nonlinear fourth-order reaction-diffusion problem with time-fractional derivative, Comput. Math. Appl. 70(10) (2015) 2474-2492.
Two-grid finite element solution $U_h$ at $t=0.5$

Figure 1: $U_h$ with $h = \frac{H^2}{100}$, $\Delta t = \frac{1}{200}$, $\theta = 0.1$ and $\gamma = 0.1$

Figure 2: $U_h$ with $h = \frac{H^2}{25}$, $\Delta t = \frac{1}{200}$, $\theta = 0.1$ and $\gamma = 0.1$

Figure 3: $U_h$ with $h = \frac{H^2}{100}$, $\Delta t = \frac{1}{200}$, $\theta = 0.3$ and $\gamma = 20$

Figure 4: $U_h$ with $h = \frac{H^2}{25}$, $\Delta t = \frac{1}{200}$, $\theta = 0.3$ and $\gamma = 20$

[20] Y. Liu, Y.W. Du, H. Li, S. He, W. Gao, Finite difference/finite element method for a nonlinear time-fractional fourth-order reaction-diffusion problem, Comput. Math. Appl. 70(4) (2015) 573-591.

[21] L.J.T. Doss, A.P. Nandini, An $H^1$-Galerkin mixed finite element method for the extended Fisher-Kolmogorov equation, Int. J. Numer. Anal. Model. (Series B), 3(4) (2012) 460-485.

[22] J.F. Wang, H. Li, S. He, W. Gao, Y. Liu, A new linearized Crank-Nicolson mixed element scheme for the extended Fisher-Kolmogorov equation, Sci. World J. Volume 2013, Article ID 756281, 11 pages.

[23] Y. Liu, Y.W. Du, H. Li, F.W. Liu, Y.J. Wang, Some second-order $\theta$ schemes combined with finite element method for nonlinear fractional Cable equation, Numerical Algorithms, https://doi.org/10.1007/s11075-018-0496-0.

[24] P. Danumjaya, A.K. Pani, Numerical methods for the extended Fisher-Kolmogorov (EFK) equation, Int. J. Numer. Anal. Model. 3(2) (2006) 186-210.

[25] P. Danumjaya, A.K. Pani, Mixed finite element methods for a fourth order reaction diffusion equation, Numer. Methods Partial Differential Equ. 28(4) (2012) 1227-1251.

[26] N. Khiai, K. Omrani, Finite difference discretization of the extended Fisher-Kolmogorov equation in two dimensions, Comput. Math. Appl. 62 (2011) 4151-4160.

[27] Y. Liu, Y.W. Du, H. Li, J.F. Wang, A two-grid finite element approximation for a nonlinear time-fractional Cable equation, Nonlinear Dyn. 85 (2016) 2535-2548.

[28] L.Q. Zhong, S. Shu, J.X. Wang, J. Xu, Two-grid methods for time-harmonic Maxwell equations, Numerical Linear Algebra with Applications, 20(1) (2013) 93-111.

[29] X.H. Yang, D. Xu, H.X. Zhang, Crank-Nicolson/quasi-wavelets method for solving fourth order partial integro-differential equation with a weakly singular kernel, J. Comput. Phys. 234(1) (2013) 317-329.
Figure 5: $\Sigma_h$ with $\hat{h} = \hat{H}^2 = \frac{1}{100}$, $\Delta t = \frac{1}{200}$, $\theta = 0.1$ and $\gamma = 0.1$.

Figure 6: $\Sigma_h$ with $\hat{h} = \hat{H}^2 = \frac{1}{25}$, $\Delta t = \frac{1}{200}$, $\theta = 0.1$ and $\gamma = 0.1$.

Figure 7: $\Sigma_h$ with $\hat{h} = \hat{H}^2 = \frac{1}{100}$, $\Delta t = \frac{1}{200}$, $\theta = 0.3$ and $\gamma = 20$.

Figure 8: $\Sigma_h$ with $\hat{h} = \hat{H}^2 = \frac{1}{25}$, $\Delta t = \frac{1}{200}$, $\theta = 0.3$ and $\gamma = 20$.

[30] J.L. Yan, Q. Zhang, L. Zhu, Z.Y. Zhang, Two-grid methods for finite volume element approximations of nonlinear Sobolev equations, Numer. Funct. Anal. Optim. 37(3) (2016) 391-414.

[31] R.K. Mohanty, D. Kaur, High accuracy implicit variable mesh methods for numerical study of special types of fourth order non-linear parabolic equations, Appl. Math. Comput. 273 (2016) 678-696.
Table 9: Temporal convergence rate

| θ  | γ  | Δt  | H     | h    | \|u - U_h\| | Order | \|σ - Σ_h\| | Order | CPU time |
|----|----|-----|-------|------|-------------|-------|-------------|-------|----------|
| 0.1| 1  | 1/5 | 1/70  | 1/4900 | 1.17772E-05 | 4.68596E-04 | 0.3236 |
|    |    | 1/10|       |       | 3.18843E-06 | 1.29492E-04 | 1.85548 | 0.4184 |
|    |    | 1/20|       |       | 5.91163E-07 | 2.43122   | 2.70235E-05 | 2.26058 | 0.6056   |
| 0.3| 10 | 1/5 | 1/120 | 1/14400 | 1.20679E-06 | 4.80525E-05 | 0.9459 |
|    |    | 1/10|       |       | 3.24637E-07 | 1.89427   | 1.32293E-05 | 1.86087 | 1.2179   |
|    |    | 1/20|       |       | 8.07215E-08 | 2.00780   | 2.79307E-06 | 2.24382 | 1.7510   |
| MFE method | |     |       |       |             |          |             |        |          |
| 0.1| 1  | 1/5 | 1/4900 |       | 1.17746E-05 | 4.68493E-04 | 0.5560 |
|    |    | 1/10|       |       | 3.18549E-06 | 1.29376E-04 | 1.85646 | 0.8439 |
|    |    | 1/20|       |       | 5.88125E-07 | 2.43732   | 2.69034E-05 | 2.26571 | 1.4661   |
| 0.3| 10 | 1/5 | 1/14400 |       | 1.20676E-06 | 4.80512E-05 | 1.6176 |
|    |    | 1/10|       |       | 3.24601E-07 | 1.89440   | 1.32278E-05 | 1.86100 | 2.5707   |
|    |    | 1/20|       |       | 8.06300E-08 | 2.00928   | 2.78874E-06 | 2.24589 | 4.4280   |