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Abstract

We propose a class of weighted compact central (WCC) schemes for solving hyperbolic conservation laws. The linear version can be considered as a high-order extension of the central Lax–Friedrichs (LxF) scheme and the central conservation element and solution element (CESE) scheme. On every cell, the solution is approximated by a $P$th-order polynomial of which all the DOFs are stored and updated separately. The cell average is updated by a classical finite volume scheme which is constructed based on space-time staggered meshes such that the fluxes are continuous across the interfaces of the adjacent control volumes and, therefore, the local Riemann problem is bypassed. The $k$th-order spatial derivatives are updated by a central difference of the $(k-1)$th-order spatial derivatives at cell vertices. All the space-time information is calculated by the Cauchy-Kovalewski procedure. By doing so, the schemes are able to achieve arbitrarily uniform space-time high-order on a super compact stencil with only one explicit time step. In order to capture discontinuities without spurious oscillations, a weighted essentially non-oscillatory (WENO) type limiter is tailor-made for the schemes. The limiter preserves the compactness and high-order accuracy of the schemes. The accuracy, robustness and efficiency of the schemes are verified by several numerical examples of scalar conservation laws and the compressible Euler equations.
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1. Introduction

In continuum physics, many phenomena are governed by hyperbolic conservation laws. Most of them are nonlinear, thereby obtaining the analytical solutions is difficult, if not impossible. Therefore, the study of numerical methods for hyperbolic conservation laws attracts substantial contemporary interest.

When solving nonlinear hyperbolic conservation laws, one of the challenges is that discontinuous solutions may appear even when the initial conditions are sufficiently smooth. Therefore, shock-capturing (or discontinuity-capturing) is an essential feature of an effective numerical scheme for solving general hyperbolic conservation laws. The first-order upwind scheme and the Lax–Friedrichs (LxF) central scheme \cite{1} are forerunners of such schemes. The prototype of upwind schemes can be traced back to the CIR scheme proposed by Courant, Isaacson, and Rees \cite{2}. By comparison, upwind schemes need to determine the propagating direction of a wave in advance, but the LxF scheme does not require the structure of the solution for a specific problem. In this sense, central schemes are more general schemes for solving hyperbolic conservation laws than upwind schemes. Godunov \cite{3} extended the first-order upwind scheme to solve the Euler equations by incorporating an exact nonlinear Riemann solver into the scheme. For a general hyperbolic system, it is probably difficult to, or even not possible to get the exact Riemann solution, thereby limiting the application of the scheme. Afterwards, researchers realized that the Riemann solver is not necessarily exact, and a lot of approximate Riemann solvers were developed to simplify Godunov scheme, such as Roe Riemann solver \cite{4}, HLL Riemann solver \cite{5}, HLLC Riemann solver \cite{6}, and so forth.

The first-order upwind scheme and the LxF scheme have large numerical dissipation. As a result, they require very fine meshes to capture small structures in smooth regions and to obtain a sharp transition for discontinuities. Therefore, second- and higher-order methods are desired for real applications, but it is not an easy task. Godunov \cite{3} proved that a linear monotonicity-preserving scheme for the linear advection equation is at most first-order. It means that, even for the linear advection equation, spurious oscillations near discontinuities are inevitable if we use a high-order linear scheme to solve it. In order to get an oscillation-free high-order scheme for solving hyperbolic conservation laws, nonlinear operators are necessary. In general, the nonlinear operators can be categorized into three major approaches. The first approach is the artificial viscosity technique proposed by von Neumann and Richtmyer \cite{7} which is still widely used today. This technique uses a uniform scheme which is accurate in smooth regions but not oscillation-free near discontinuities. The key idea is using a solution-dependent nonlinear function to tune the numerical viscosity that is negligible in smooth regions to preserve accuracy but is large enough near discontinuities to kill spurious oscillations. The second approach is the flux-corrected transport (FCT) technique which was proposed by Boris and his coworkers \cite{8, 4, 10, 11}. This approach uses a nonlinear flux limiter to hybridize a first-order flux and a second-order flux. In smooth regions, the limiter will choose the second-order flux to achieve high accuracy; while near discontinu-
ilities, the limiter will choose the first-order one to tame spurious oscillations. The third approach is the monotonic upstream-centered scheme for conservation laws (MUSCL) proposed by van Leer \[12,13,14,15\]. This approach uses a nonlinear limiter to reconstruct the slope of the solution approximated by a linear polynomial. The philosophy of MUSCL and FCT is similar. When it degrades to the linear advection case, MUSCL is actually identical with FCT. It is interesting to note that the Russian scientist Kolgan independently proposed a similar approach as MUSCL \[16,17\]. In principle, the above mentioned approaches can apply to both upwind schemes and central schemes, but most of the early researches are second-order extensions of the first-order upwind scheme including the original MUSCL and FCT. In order to bypass the local Riemann problem at cell interfaces, there are some high-resolution Riemann-solver-free central schemes extended from the first-order LxF scheme. The Nessyahu-Tadmor (N-T) scheme \[18\] and the central space-time conservation element and solution element (CESE) scheme \[19,20\] are precursors of such schemes. The N-T scheme and the CESE scheme are fundamentally similar. Both of them are second-order schemes constructed on space-time staggered mesh and adopt a slope limiter to achieve the non-oscillatory feature. The major difference lies in the treatment of the slope. The N-T scheme first updates the cell averages and then reconstructs the slope using cell averages like the MUSCL does. However, the CESE scheme considers the slope as an additional degree of freedom (DOF) and updates it by a weighted central difference scheme.

The above mentioned second-order schemes paved the way for constructing high-order non-oscillatory schemes. Colella and Woodward \[21\] further extended MUSCL to the third-order piecewise parabolic method (PPM). Harten \[22\] introduced the concept of total variation (TV) and proved that MUSCL is total variation diminishing (TVD) in the scalar case \[23\]. By realising that a TVD scheme, regardless its particular form, is only first-order at local extrema. Harten and his coworkers \[23\] slightly relaxed the TVD constraint and constructed uniformly high-order accurate essentially non-oscillatory (ENO) schemes. ENO schemes achieve the non-oscillatory feature by the strategy of choosing the smoothest stencil from several local candidates. In the light of ENO schemes, Liu et al. \[24\] proposed weighted ENO (WENO) schemes by assigning proper weights to all the candidate stencils. Jiang and Shu \[25\] and Borges et al. \[26\] further improved the accuracy of WENO schemes by carefully design the weights. Bianco et al. \[27\] and Levy et al. \[28,29\] extended the LxF central scheme to high-order by utilizing ENO and WENO reconstruction respectively. In principle, ENO and WENO schemes can be extended to arbitrary order, but the stencil contains more and more cells as the order increases. This feature is not friendly for implementing ENO and WENO schemes on unstructured meshes, although we can do it, see for example the work of Abgrall \[30\] and the work of Hu and Shu \[31\]. In order to reduce the size of the stencil, Qiu and Shu \[32,33\] proposed a fifth-order Hermite WENO scheme which utilizes both the function and its first-order derivative in the reconstruction and has a more compact stencil than the original fifth-order WENO scheme. Levy et al. \[34\] proposed a third-order compact central WENO scheme by combining
a second-order polynomial with several first-order polynomials. Nevertheless, both the Hermite WENO scheme and the compact central WENO scheme have to enlarge the stencil for higher-order extensions. There are plenty of other variations of WENO schemes which we are not going to review here. One major strategy to build compact high-order schemes is increasing the internal DOF, such as the discontinuous Galerkin (DG) scheme [35, 36, 37, 38, 39], the compact least-squares finite-volume (CLSFV) scheme [40, 41, 42], the high-order CESE scheme [43, 44, 45], the spectral volume (SV) scheme [46, 47, 48], the spectral difference (SD) scheme [49, 50]. The DG, CLSFV and CESE schemes increase the internal DOF by increasing the degree of the polynomial, while SV and SD schemes increase the internal DOF by increasing the number of sub-cells and sub-points respectively. Based on the finite volume scheme and the DG scheme, Dumbser et al. [51, 52, 53] proposed a general framework to build high-order \( P_N P_M \) schemes, where \( N \) is the internal DOF and \( M \) is the reconstructed DOF. The \( P_N P_M \) scheme can flexibly choose the internal DOF, thereby adjusting the compactness of the stencil.

As for the time discretization, there are two major strategies. The first strategy is the method of lines which first discretizes the space and leaves a system of ordinary differential equations (ODEs) to which any numerical method for initial value problems of ODEs can be applied. One of the most popular high-order methods is the TVD Runge–Kutta (RK) time discretization which is simply a convex combination of several first-order Euler time discretization [54, 25, 36, 37, 38, 39]. Another strategy is the Lax-Wendroff-type time discretization [55] which is also called Cauchy-Kovalewski procedure. This approach repeatedly uses the original partial differential equations (PDEs) to calculate all the space-time information so that the scheme can achieve high-order accuracy within only one time-step. Because of the one-time-step feature, the Lax-Wendroff-type time discretization has been used in many schemes, such as the original ENO scheme [23], the WENO finite difference scheme with Lax-Wendroff-type time discretization [56], the DG scheme with Lax-Wendroff-type time discretization [57], the \( P_N P_M \) scheme [51, 52, 53], the ADER (arbitrary high-order schemes utilizing high-order derivatives) scheme [58, 59, 60, 61], the CESE scheme [45, 44, 43, 42], and so forth.

Second-order schemes significantly improve the resolution and narrow the thickness of discontinuities as comparing with first-order schemes. In academia and engineering, most people reach a consensus that second-order schemes are more efficient than first-order schemes for most problems. However, it seems that there is some controversy associated with the efficiency of second-order schemes and high-order (higher than second-order) schemes. In order to achieve a certain level of accuracy, we can either use a second-order scheme on a fine mesh or use a high-order scheme on a relatively coarse mesh. Although, on the same mesh, a high-order scheme is indeed more expensive than a second-order scheme based on the same framework, a high-order scheme converges much faster than a second-order scheme because the error of a \( P \)-th-order scheme is proportional to \( \Delta x^P \) where \( \Delta x \) is the mesh size. As a result, a high-order scheme is more efficient than a second-order scheme to achieve a high-level of accuracy.
In many applications, we have to simultaneously solve discontinuities and highly sophisticated structures, such as detonation waves, interface instabilities induced by a shock impact, shock-turbulence interaction, and so forth. This is the major motivation to develop high-order shock-capturing schemes.

In this work, we first introduce a class of arbitrarily high-order linear schemes for solving hyperbolic conservation laws. The schemes can be considered as an extension of the central conservation element and solution element (CESE) scheme. On every cell, the solution is approximated by a Pth-order polynomial of which all the DOFs are stored and updated separately. The cell average is updated by a classical finite volume scheme which is constructed based on space-time staggered meshes such that the fluxes are continuous across the interfaces of the adjacent control volumes and, therefore, a local Riemann solver is not required. The kth-order spatial derivatives are updated by a central difference of the (k−1)th-order spatial derivatives at cell vertices. All the space-time information is calculated by the Cauchy-Kovalewski procedure. In this way, the schemes are able to achieve uniformly space-time high-order on a super compact stencil with only one explicit time-step. In addition, a compact WENO-type limiter is designed to capture discontinuities. Because of the above features of the schemes, we call them weighted compact central (WCC) schemes for solving hyperbolic conservation laws.

2. Arbitrarily high-order WCC schemes in one dimension

2.1. Linear compact central schemes in one dimension

For the convenience of expression, we consider the one-dimensional scalar conservation law, equipped with certain initial conditions and boundary conditions, which can be expressed in the following form

\[
\frac{\partial u}{\partial t} + \frac{\partial f(u)}{\partial x} = 0, \quad x \in [x_L, x_R], \quad t \in [0, \infty),
\]  

(1a)

\[
u(x, 0) = u_0(x), \quad x \in [x_L, x_R],
\]  

(1b)

\[
u(x_L, t) = u_L(t), \quad u(x_R, t) = u_R(t), \quad t \in [0, \infty).
\]  

(1c)

The spatial domain \([x_L, x_R]\) is discretized by two mesh systems. One mesh is defined by \(x_i = x_L + (i - 1)\Delta x \quad (i = 1 \text{ to } N + 1)\), where \(\Delta x = (x_R - x_L)/N\). The other mesh is defined by \(x_{i+1/2} = (x_i + x_{i+1})/2 \quad (i = 0 \text{ to } N + 1)\), where \(x_{1/2}\) and \(x_{N+3/2}\) are ghost mesh points. The solution of Eq. (1) is updated by a staggered strategy as shown in Fig. 1.

- At \(t = t^n\), the solution is stored on the original cell \(C_i\) that is defined by \([x_{i-1/2}, x_{i+1/2}]\).
- At \(t = t^{n+1/2}\), the solution is shifted to the staggered cell \(C_{i+1/2}\) that is defined by \([x_i, x_{i+1}]\).
At \( t = t^{n+1} \), the solution reverts to \( C_i \), preparing for the next loop.

For the sake of concise expression, we denote a scaled arbitrary-order partial derivative of a sufficiently continuous function \( \psi(x_1, x_2, ...) \) as

\[
\psi_{k_1 x_1, k_2 x_2, ...} = \frac{\partial^{(k_1 + k_2 + ...)} \psi}{\partial x_1^{k_1} \partial x_2^{k_2} ...} \Delta x_1^{k_1} \Delta x_2^{k_2} \cdots.
\]  

(2)

On cell \( C_i \) at \( t^n \), the solution is approximated by a \( P \)th-order polynomial as

\[
u(x,t^n) = \sum_{k=0}^{P} \frac{1}{k!} (u_{kx})_i^n \left( \frac{x - x_i}{\Delta x} \right)^k, \quad x \in C_i,
\]  

(3)

where \((u_{kx})_i^n\) is the scaled \( k \)th-order spatial derivatives of the approximated solution at \((x_i, t^n)\).

The time marching scheme from \( t = t^n \) to \( t = t^{n+1/2} \) is almost the same as that from \( t = t^{n+1/2} \) to \( t = t^{n+1} \), except that the mesh is shifted by \( \Delta x/2 \). Without loss of generality, we consider the time marching scheme from \( t = t^n \) to \( t = t^{n+1/2} \). First, we perform the integral of Eq. (1) on the control volume \([x_i, x_{i+1}] \times [t^n, t^{n+1/2}]\), obtaining the cell average by a classical finite volume scheme as

\[
\bar{u}_{i+1/2}^{n+1/2} = \frac{1}{2} (\bar{u}_R)_i^n + (\bar{u}_L)_{i+1}^n + \frac{\Delta t}{\Delta x} (\bar{f}_i^n - \bar{f}_{i+1}^n),
\]  

(4a)

where

\[
(\bar{u}_R)_i^n = \frac{2}{\Delta x} \int_{x_i}^{x_{i+1/2}} u(x,t^n) dx = \sum_{k=0}^{P} \frac{1}{(k+1)!2^{k+1}} (u_{kx})_i^n,
\]  

(4c)

\[
(\bar{u}_L)_{i+1}^n = \frac{2}{\Delta x} \int_{x_{i+1/2}}^{x_{i+1}} u(x,t^n) dx = \sum_{k=0}^{P} \frac{(-1)^k}{(k+1)!2^{k+1}} (u_{kx})_{i+1}^n,
\]  

(4d)
\[ \Delta t = t^{n+1/2} - t^n, \quad \bar{f}_i^n = \frac{1}{\Delta t} \int_{t^n}^{t^{n+1/2}} f(x_i, t)dt. \] (4e)

In order to completely determine \( \bar{u}^{n+1/2}_{i+1/2} \), we still need to calculate \( \bar{f}_i^n \). As seen from Fig. 1 when \( \Delta t \) satisfies the Courant–Friedrichs–Lewy (CFL) condition, waves emitted from the cell interfaces do not interact with each other. As a result, any physical quantity \( \psi \) across the left and right boundaries of control volume \([x_i, x_{i+1}] \times [t^n, t^{n+1/2}]\) is still continuous thanks to the staggered mesh. Therefore, we may approximate \( \psi(x_i, t) \) by a \( P \)th-order polynomial as

\[ \psi(x_i, t) = \sum_{k=0}^{P} \frac{1}{k!} (\psi_{kt})_i^n \left( \frac{t - t^n}{\Delta t} \right)^k, \quad t \in [t^n, t^{n+1/2}]. \] (5)

Substituting Eq. (5) into Eq. (4e), we obtain

\[ \bar{f}_i^n = \sum_{k=0}^{P} \frac{1}{(k+1)!} (f_{kt})_i^n. \] (6)

Next, we use a central difference scheme to update the spatial derivatives \( (u_{(k+1)x})_{i+1/2} \) \((0 \leq k < P)\). The Taylor series on \( C_{i+1/2} \) imply that

\[ (u_{kx})_{i+1/2}^{n+1/2} = \sum_{m=0}^{P-k} \frac{1}{m!} (u_{(k+m)x})_{i+1/2}^{n+1/2} \left( \frac{-1}{2} \right)^m, \] (7a)

\[ (u_{kx})_{i+1}^{n+1/2} = \sum_{m=0}^{P-k} \frac{1}{m!} (u_{(k+m)x})_{i+1/2}^{n+1/2} \left( \frac{1}{2} \right)^m. \] (7b)

Subtracting Eq. (7a) from Eq. (7b), we obtain

\[ (u_{(k+1)x})_{i+1/2}^{n+1/2} = (u_{kx})_{i+1}^{n+1/2} - (u_{kx})_{i}^{n+1/2} - \sum_{m=3}^{P-k} \frac{1 - (-1)^m}{m!2^m} (u_{(k+m)x})_{i+1/2}^{n+1/2}, \] (8a)

where

\[ (u_{kx})_{i}^{n+1/2} = \sum_{m=0}^{P-k} \frac{1}{m!} (u_{kx,mt})_{i}^n. \] (8b)

We note that, when \( P - k < 3 \) the last term of Eq. (8a) vanishes, otherwise it contains higher than \((k + 1)\)th-order derivatives at \( t^{n+1/2} \). In order to get an explicit expression, we have to update the derivatives from high-order to low-order.

As we can see, Eqs. (6) and (8b) involve the time derivatives of \( f \) and \( u \). They can be calculated by the Cauchy-Kovalewski procedure. The derivatives
of \( f \) are calculated by the chain rule in calculus, and the time derivatives of \( u \) are calculated by repeatedly using the original PDE as

\[
\frac{\partial^{a+b}u}{\partial x^a \partial t^b} = -\frac{\partial^{a+b}f}{\partial x^{a+1} \partial t^{b-1}}. \tag{9}
\]

Then, \( \bar{u}^{n+1/2}_{i+1/2} \) can be explicitly updated by Eq. (4a) with the aid of Eqs. (4c), (4d), and (8), and the spatial derivatives can be explicitly updated by Eq. (8). Finally, we rearrange Eq. (4b) and obtain

\[
u^{n+1/2}_{i+1/2} = \bar{u}^{n+1/2}_{i+1/2} - \sum_{k=2, k \leq P}^{P} \frac{1 + (-1)^k}{(k+1)!2^{k+1}} (u_{kx})^{n+1/2}_{i+1/2} \tag{10}
\]

At this point, all the DOFs in \( C^{n+1/2}_{i+1/2} \) at \( t^{n+1/2} \) have been updated.

**Remark 1.** The proposed compact central schemes with arbitrarily high-order can be formally considered as an extension of the central CESE schemes [20, 43, 44]. However, the conservation element (CE) and the solution element (SE) defined in the CESE schemes are not building blocks of the schemes, so we do not use the terminology ‘CESE’.

**Remark 2.** The compact central schemes can be considered as special finite-volume-type schemes. They use a standard finite-volume scheme, Eq. (4a), to update cell averages, so they are naturally conservative. The main differences between the present schemes and standard finite-volume schemes are the calculation of spatial derivatives and the time-marching method. Standard finite-volume schemes reconstruct spatial derivatives using cell averages and require a large stencil to achieve high-order in space. In contrast, the present schemes use a central difference within the local control volume to calculate spatial derivatives, thereby having a super compact stencil, as shown by Eq. (8). Regarding the time stepping, standard finite-volume schemes usually use the method of lines which first discretizes the space, and then use a multi-step RK method to achieve high-order in time. However, the present schemes use the Cauchy-Kovalewski procedure to calculate all the space-time information and achieve the same order in time and space by using only one time step, which is similar to the ADER schemes [58, 59, 60, 61].

**Remark 3.** The present schemes are purely central schemes based on two facts: (i) the update of cell averages is Riemann-solver-free; and (ii) spatial derivatives are updated by central difference schemes.

### 2.2. Weighted compact central schemes in one dimension

Regardless of particular forms, high-order linear schemes always produce spurious oscillations near discontinuities. In order to tame the spurious oscillations, we design a non-linear WENO-type limiter for the high-order compact central schemes.
We denote the original polynomial Eq. (3) derived by the \((P + 1)\)th-order linear compact central scheme as
\[
u^n_0(x) = \sum_{k=0}^{P} \frac{1}{k!} (u^0_{k,x})^n_i \left( \frac{x - x_i}{\Delta x} \right)^k, \quad x \in C_i. \tag{11a}\]

Additionally, we construct another two first-order polynomials
\[
u^n_m(x) = (u^m_i)^n_i + (u^m_{i,x})^n_i \left( \frac{x - x_i}{\Delta x} \right), \quad x \in C_i, \quad m = 1, 2, \tag{11b}\]

where
\[
u^n_0(x) \text{ is the cell average of } u^n_0(x). \text{ We note that, the construction of } u^n_1(x) \text{ and } u^n_2(x) \text{ is rather straightforward, since } u^n_0(x) \text{ and } u^n_{i \pm 1/2} \text{ are respectively derived by Eq. (4a) and Eq. (8b) already.}

The final limited polynomial is defined as
\[
u^n_*(x) = \sum_{m=0}^{2} w_m u^n_m(x) \text{ with } w_m = \frac{\hat{w}_m}{\hat{w}_0 + \hat{w}_1 + \hat{w}_2}. \tag{12}\]

Apparently, \(\sum_{m=0}^{2} w_m = 1\), so it is easy to verify that \(\bar{u}^n = \bar{u}^n_0\) which means the limited polynomial preserves conservativeness. Depending on two different cases, the weights are calculated in the following two ways:

1. In the case of the second-order scheme \((P = 1)\), \(u^n_m(x) \quad (m = 0, 1, 2)\) have a uniform degree. Following Jiang and Shu [25], the weights are calculated as
\[
\hat{w}_m = \left( \frac{1}{\beta_m + \epsilon} \right)^\alpha, \tag{13}\]

where \(\epsilon = 10^{-40}\) is used to avoid dividing by 0, and \(\beta_m\) is the smoothness indicator of \(u^n_m(x)\). The smoothness indicator of a \(P\)th-order polynomial defined on \(C_i\) is calculated as [25]
\[
\beta_m = \sum_{k=1}^{P} \Delta x^{2k-1} \int_{x_1 - \Delta x/2}^{x_1 + \Delta x/2} \left( \frac{d^k u^n_m(x)}{dx^k} \right)^2 dx. \tag{14}\]

In this case, the limiter is a TVD-like limiter which degrades a second-order scheme to first-order at local extrema [23].

2. In the case of the higher than second-order schemes \((P \geq 2)\), \(u^n_m(x) \quad (m = 0, 1, 2)\) have unequal degrees. The weights are modified from Borges et al. [26]
\[
\hat{w}_0 = 1 + \left( \frac{\sigma \tau}{\beta_0^2 + \epsilon} \right)^\alpha, \quad \hat{w}_m = \left( \frac{\sigma \tau}{\beta_m^2 + \epsilon} \right)^\alpha \quad (m = 1, 2), \tag{15a}\]
have

$$\sigma = \left[ u_0^n (x_{i+1/2}) - u_i^n \right]^2 + \left[ u_0^n (x_{i-1/2}) - u_{i-1}^n \right]^2, \quad (15b)$$

$$\tau = \Delta x^{2P-1} \int_{x_i, \Delta x/2}^{x_i + \Delta x/2} \left( \frac{d^P u_0^n (x)}{dx^P} \right)^2 dx = \left[ (u_0^P x_i) \right]^2. \quad (15c)$$

We note that $u_0^n (x_{i+1/2})$ is derived by a space approximation using Eq. (11a), while $u_i^n$ is derived by a time approximation using Eq. (11d). Therefore, $\sigma$ is the measurement of the residuals at $x_{i+1/2}$, and $\tau$ is the smoothness indicator for the highest-order term of $u_0^n (x)$. For a $(P+1)$th-order scheme in smooth region, we have $\sigma \propto O (\Delta x^{2P+1})$, $\tau \propto O (\Delta x^{2P})$ and

$$\beta_m \propto \begin{cases} O (\Delta x^2), & \text{if } (u_x)_i^n \neq 0, \\
O (\Delta x^4), & \text{if } (u_x)_i^n = 0 \text{ and } (u_{2x})_i^n \neq 0, \quad (m = 0, 1, 2), \end{cases} \quad (16)$$

which imply that

$$w_m \propto \begin{cases} O (\Delta x^{(4P-2)}), & \text{if } (u_x)_i^n \neq 0 \\
O (\Delta x^{(4P-6)}), & \text{if } (u_x)_i^n = 0 \text{ and } (u_{2x})_i^n \neq 0, \quad (m = 1, 2). \end{cases} \quad (17)$$

Since $\sum_{m=0}^{2} w_m = 1$, the difference between the limited polynomial and the original solution can be written as

$$\varepsilon = u_i^n (x) - u_0^n (x) = \sum_{m=1}^{2} w_m (u_m^n (x) - u_0^n (x)). \quad (18)$$

Since $u_0^n (x)$ is a $(P+1)$th-order $(P \geq 2)$ solution and $u_1^n (x)$ and $u_2^n (x)$ are 2nd-order solutions, we have $\varepsilon \propto O (\Delta x^2)$. Combining Eqs. (17) and (18), we have the following estimation

$$\varepsilon \propto \begin{cases} O (\Delta x^{(4P-2)+2}), & \text{if } (u_x)_i^n \neq 0 \\
O (\Delta x^{(4P-6)+2}), & \text{if } (u_x)_i^n = 0 \text{ and } (u_{2x})_i^n \neq 0. \end{cases} \quad (19)$$

In order not to reduce the order of the original solution, it is sufficient to guarantee

$$\alpha (4P - 6) + 2 \geq P + 1 \Rightarrow \alpha \geq \frac{P - 1}{4P - 6} = \frac{1}{4} + \frac{1}{8P - 12}, \quad P \geq 2. \quad (20)$$

When $P = 2$, the right hand side of the inequality achieves the maximum value $1/2$, so it is sufficient to set $\alpha \geq 1/2$.

At discontinuities, the high-order solution $u_0^n (x)$ is not smooth, and we have $\sigma \propto O (1)$, $\tau \propto O (1)$, and $\beta_0 \propto O (1)$. However, one of the first-order polynomial $u_i^n (x)$ $(m=1$ or $2)$ is still smooth, and we have $\beta_m \propto O (\Delta x^2)$.
Therefore, the weight of $u_0^n(x)$ becomes very small, and $u^n_1(x)$ approaches to the smooth first-order polynomial. In this case, the weighted procedure behaves like a TVD limiter of which the strength increases with the increasing of $\alpha$. In practice, we set $\alpha = 2$.

**Remark 4.** The above high-order limiter is a variation of the WENO schemes with adaptive order that combine polynomials with different degrees as \[34, 67, 68, 69, 70, 71, 72\]

\[u^n_1(x) = w_0\left[\frac{1}{\gamma_0}u^n_0(x) - \frac{\gamma_1}{\gamma_0}u^n_1(x) - \frac{\gamma_2}{\gamma_0}u^n_2(x)\right] + w_1u^n_1(x) + w_2u^n_2(x),\]  

(21)

where $\gamma_m (m = 0, 1, 2)$ are linear weights. Obviously, the proposed limiter, Eq. (12), is more concise than Eq. (21). Moreover, Eq. (12) is a convex combination of three solutions, but the first term on the right hand side of Eq. (21) contains negative coefficients of $u^n_1(x)$ and $u^n_2(x)$ which implies that Eq. (21) is not a strictly convex combination of the three solutions.

### 2.3. Linear stability analysis

In order to provide a guidance for determining the time-step size, we perform von Neumann stability analysis to assess the linear stability of the proposed WCC schemes. As shown by Eqs. (11) and (12), a WCC scheme is actually a convex combination of three linear solutions, so it is linear stable if all the three linear solutions are stable. As a result, we study the stability of the three linear solutions respectively. Considering the one-dimensional linear advection equation, i.e., $f = au$ (a is a constant) in Eq. (1), then the linear compact central schemes expressed by Eqs. (4), (7), (10), and (11) can be written in the matrix form as

\[q^{n+1/2}_{i+1/2} = M_1 \cdot q^n_i + M_2 \cdot q^n_{i+1},\]  

(22)

where $q^n_i = [u^n_i, (u_x)^n_i, \cdots, (u_{Px})^n_i]^T$ for a $(P+1)$th-order scheme. Substituting the Fourier series of the solution $q(x,t^n) = \sum_m A_m^n e^{i k_m x}$ into Eq. (22), we have

\[A_m^{n+1/2} = \left(M_1 e^{-i \theta/2} + M_2 e^{i \theta/2}\right) \cdot A_m^n = G \cdot A_m^n,\]  

(23)

where $\theta = k_m \Delta x \in (0, 2\pi)$ is a scaled wave number for convenience and $G$ is the amplification matrix. The linear stability condition is

\[\max_{1 \leq i \leq P} |\lambda_i(G)| \leq 1,\]  

(24)

where $\lambda_i$ is the eigenvalue of $G$. The coefficient matrices $M_1$ and $M_2$ for 2nd-, 3rd-, and 4th-order compact central schemes are shown in Appendix A. It is difficult to get analytical solutions of the stability conditions because of the complexity of the amplification matrix, so we use MATLAB to get the numerical solutions as shown by Table I.
Table 1: Linear stability conditions of compact central schemes ($\nu = \alpha \frac{\Delta t}{\Delta x}$).

| Order   | Condition          | Order   | Condition          | Order   | Condition          |
|---------|--------------------|---------|--------------------|---------|--------------------|
| 2nd-order | $\nu \in [0, 0.5]$ | 3rd-order | $\nu \in [0, 0.5]$ | 4th-order | $\nu \in [0, 0.5]$ |
|          | $\nu \in [0, 0.5]$ |          | $\nu \in [0, 0.5]$ |          | $\nu \in [0, 0.5]$ |

Figure 2: Schematic diagram of the spatial mesh for 2D WCC schemes. Solution points at $t^n$ are denoted by $\bullet$ and solution points at $t^{n+1/2}$ are denoted by $\blacksquare$.

3. Arbitrarily high-order WCC schemes in two dimensions

3.1. Linear compact central schemes in two dimensions

We consider the following two-dimensional scalar conservation law, equipped with certain initial conditions and boundary conditions

$$\frac{\partial u}{\partial t} + \frac{\partial f(u)}{\partial x} + \frac{\partial g(u)}{\partial y} = 0, \quad (x, y) \in \Omega, \quad t \in [0, \infty), \quad (25a)$$

$$u(x, y, 0) = u_0(x, y), \quad (x, y) \in \Omega, \quad (25b)$$

$$u(x, y, t) = u_{\partial \Omega}(x, y, t), \quad (x, y) \in \partial \Omega, \quad t \in [0, \infty). \quad (25c)$$

A regular spatial domain $[x_S, x_E] \times [y_S, y_E]$ is discretized by two sets of Cartesian meshes. As shown by Fig. 2, the first mesh is defined by the solid lines, where $x_i = x_S + (i-1)\Delta x$ ($i = 1$ to $N_x + 1$) with $\Delta x = (x_E - x_S)/N_x$, and
Figure 3: Schematic diagram of 2D fluxes in Eq. (27). Solution points at \( t^n \) are denoted by \( \bullet \) and solution points at \( t^{n+1/2} \) are denoted by \( ■ \).

\[ y_j = y_S + (j - 1) \Delta y \quad (j = 1 \text{ to } N_y + 1) \] with \( \Delta y = (y_E - y_S) / N_y \). The other mesh is defined by the dash lines, where \( x_{i+1/2} = (x_i + x_{i+1}) / 2 \) (\( i = 0 \text{ to } N_x + 1 \)), \( y_{j+1/2} = (y_j + y_{j+1}) / 2 \) (\( j = 0 \text{ to } N_y + 1 \)). Similar to the one-dimensional case, a staggered updating strategy is adopted:

- At \( t^n \), the solution is stored on the original cell \( C_{i,j} \) that is defined by \([x_{i-1/2}, x_{i+1/2}] \times [y_{j-1/2}, y_{j+1/2}]\).
- At \( t^{n+1/2} \), the solution is shifted to the staggered cell \( C_{i+1/2,j+1/2} \) that is defined by \([x_i, x_{i+1}] \times [y_j, y_{j+1}]\).
- At \( t^{n+1} \), the solution reverts to \( C_{i,j} \), entering the next loop.

On cell \( C_{i,j} \) at \( t^n \), the solution is approximated by a \( P \)th-order polynomial as

\[
    u(x, y, t^n) = \sum_{l=0}^{P} \sum_{k=0}^{P-l} \frac{1}{k! l!} (u_{kx,ly})_{i,j}^{n} \left( \frac{x - x_i}{\Delta x} \right)^k \left( \frac{y - y_j}{\Delta y} \right)^l, \quad (x, y) \in C_{i,j},
\]

where \( (u_{kx,ly})_{i,j}^{n} \) is the scaled spatial derivatives of the approximated solution at the cell center \((x_i, y_j, t^n)\).

The time marching scheme from \( t = t^n \) to \( t = t^{n+1/2} \) is almost the same as that from \( t = t^{n+1/2} \) to \( t = t^{n+1} \), except that the mesh is shifted by \((\Delta x/2, \Delta y/2)\). Without loss of generality, we consider the time marching scheme from \( t = t^n \) to \( t = t^{n+1/2} \). First, we perform the integral of Eq. (25) on the control volume \([x_i, x_{i+1}] \times [y_j, y_{j+1}] \times [t^n, t^{n+1/2}]\), obtaining the cell average by
a classical finite-volume scheme as

\[
\begin{align*}
\tilde{u}_{i+1/2,j+1/2}^{n+1/2} &= \frac{1}{4} \left[ (\tilde{u}_{RU})_{i,j}^{n} + (\tilde{u}_{RD})_{i+1,j+1}^{n} + (\tilde{u}_{LU})_{i+1,j}^{n} + (\tilde{u}_{LD})_{i+1,j+1}^{n} \right] \\
&\quad + \frac{\Delta t}{2\Delta x} \left[ (\tilde{f}_{L})_{i,j+1}^{n} + (\tilde{f}_{D})_{i+1,j+1}^{n} - (\tilde{f}_{R})_{i+1,j}^{n} - (\tilde{f}_{U})_{i,j+1}^{n} \right] \\
&\quad + \frac{\Delta t}{2\Delta y} \left[ (\tilde{g}_{L})_{i,j+1}^{n} + (\tilde{g}_{R})_{i+1,j+1}^{n} - (\tilde{g}_{U})_{i+1,j}^{n} - (\tilde{g}_{D})_{i,j+1}^{n} \right],
\end{align*}
\]

(27)

where all the terms on the right hand side represents the fluxes through the control volume. The physical meaning of each term is intuitively shown in Fig 3 and the mathematical form of each term is given in [Appendix B].

We note that \( f, g \) and their derivatives can be calculated by using \( u \) and the derivatives of \( u \), and the time derivatives can be calculated by repeatedly utilizing the original PDE, Eq. (25a). Therefore, only \( u \) and its spatial derivatives are independent variables. Next, we use a central difference to calculate the spatial derivatives. The Taylor series at the four vertices of \( C_{i+1/2,j+1/2} \) read

\[
\begin{align*}
(u_{kx,ly})_{i+1, j+1/2}^{n+1/2} &= \sum_{t=0}^{P-k-l} \sum_{s=0}^{P-k-l-t} \frac{1}{s! t!} (u_{(k+s)x,(l+t)y})_{i+1/2,j+1/2}^{n+1/2} \left( -\frac{1}{2} \right)^{s+t}, \quad (28a) \\
(u_{kx,ly})_{i+1, j+1}^{n+1/2} &= \sum_{t=0}^{P-k-l} \sum_{s=0}^{P-k-l-t} \frac{1}{s! t!} (u_{(k+s)x,(l+t)y})_{i+1/2,j+1/2}^{n+1/2} \left( -\frac{1}{2} \right)^{s+t}, \quad (28b) \\
(u_{kx,ly})_{i, j+1}^{n+1/2} &= \sum_{t=0}^{P-k-l} \sum_{s=0}^{P-k-l-t} \frac{1}{s! t!} (u_{(k+s)x,(l+t)y})_{i+1/2,j+1/2}^{n+1/2} \frac{1}{2^{s+t}}, \quad (28c) \\
(u_{kx,ly})_{i, j+1}^{n+1/2} &= \sum_{t=0}^{P-k-l} \sum_{s=0}^{P-k-l-t} \frac{1}{s! t!} (u_{(k+s)x,(l+t)y})_{i+1/2,j+1/2}^{n+1/2} \frac{1}{2^{s+t}}, \quad (28d)
\end{align*}
\]

(28b) - (28c) - (28a) + (28d) yields

\[
\begin{align*}
(u_{(k+1)x,(l+1)y})_{i+1/2,j+1/2}^{n+1/2} &= 0.5 \left[ (u_{kx,ly})_{i+1, j+1}^{n+1/2} + (u_{kx,ly})_{i+1, j+1}^{n+1/2} - (u_{kx,ly})_{i,j}^{n+1/2} \right] \\
&- 0.5 \sum_{s=3}^{P-k-l} \frac{1}{s! t!} (u_{(k+s)x,(l+t)y})_{i+1/2,j+1/2}^{n+1/2} \left( -\frac{1}{2} \right)^{s+t} \\
&- 0.5 \sum_{t=2}^{P-k-l} \sum_{s=1}^{P-k-l-t} \frac{1}{s! t!} (u_{(k+s)x,(l+t)y})_{i+1/2,j+1/2}^{n+1/2} \left[ 1 - (-1)^{2s} \right] \left[ 1 + (-1)^{2s} \right],
\end{align*}
\]

(29a)
\[(28a) - (28d) \Rightarrow \]

\[
(u_{kx,(l+1)y})_{i,j+1/2,j+1/2} = 0.5 \left[ (u_{kx,ly})_{i,j+1}^{n+1/2} + (u_{kx,ly})_{i+1,j+1}^{n+1/2} - (u_{kx,ly})_{i,j}^{n+1/2} \right]
\]

\[
- (u_{kx,ly})_{i+1,j+1/2}^{n+1/2} - \sum_{t=3}^{P-k-l} \frac{1}{t!} (u_{kx,(l+t)y})_{i+1/2,j+1/2}^{n+1/2} \left[ \frac{1}{2t} - \left( \frac{1}{2} \right)^t \right]
\]

\[
- 0.5 \sum_{t=1}^{P-k-l} \sum_{s=2}^{P-k-l-t} \frac{1}{s! t!} (u_{(k+s)x,(l+t)y})_{i+1/2,j+1/2}^{n+1/2} \left[ 1 + (-1)^s \right] \left[ 1 - (-1)^t \right]
\]

\[
\frac{1}{2s+t},
\]

\[
(29b)
\]

where

\[
(u_{kx,ly})_{i,j+1/2}^{n+1/2} = \sum_{m=0}^{P-k-l} \frac{1}{m!} (u_{kx,ly,mt})_{i,j}^{n+1/2}
\]

\[
(29c)
\]

When \( P - k - l < 3 \) the last two summation terms of Eqs. \((29a)\) and \((29b)\) vanish, otherwise they contain high-order derivatives at \( t^{n+1/2} \). Therefore, we have to update the derivatives from high-order to low-order to obtain an explicit scheme.

**Remark 5.** We may get different numerical solutions for cross-derivative terms by using Eqs. \((29a)\) and \((29b)\), e.g., \( u_{xy} \neq u_{yx} \). In order to save computing memories, we take the arithmetic mean as the final solution, e.g., \( u_{x,y} = 0.5(u_{xy} + u_{yx}) \).

### 3.2. Weighted compact central schemes in two dimensions

Similar to the one-dimensional case, when a solution contains discontinuities, we design a WENO-type limiter for two-dimensional compact central schemes as

\[
u^s_n(x,y) = \sum_{m=0}^{4} w_m u^m_n(x,y) \text{ with } w_m = \frac{\hat{w}_m}{\sum_{k=0}^{4} \hat{w}_k}, \quad x \in C_{i,j},
\]

where \( u_0(x,y) \) denotes the high-order solution derived by 2D linear compact central schemes

\[
v^0_n(x,y) = \sum_{l=0}^{P} \sum_{k=0}^{P-l} \frac{1}{k! l!} (u^0_{kx,ly})_{i,j}^{n} \left( \frac{x-x_i}{\Delta x} \right)^k \left( \frac{y-y_j}{\Delta y} \right)^l,
\]

and \( u^m_n(x,y) (m = 1 \text{ to } 4) \) are four additional first-order polynomial constructed based on the four edges of \( C_{i,j} \). The specific forms of \( u^m_n(x,y) (m = 1 \text{ to } 4) \) are respectively constructed as

\[
u^m_n(x,y) = (u^m)^n_{i,j} + (u^m_x)^n_{i,j} \left( \frac{x-x_i}{\Delta x} \right) + (u^m_y)^n_{i,j} \left( \frac{y-y_j}{\Delta y} \right),
\]

where

\[
(u^1)^n_{i,j} = (u^2)^n_{i,j} = (u^3)^n_{i,j} = (u^4)^n_{i,j} = \overline{u^0_n(x,y)}.
\]
We note that of straightforward. The following two ways: P

\begin{equation}
P^2_{i,j} = u^2_{i+1/2,j} - u^2_{i-1/2,j},
\end{equation}

\begin{equation}
(u^2_y)_{i,j} = 2u^2_{i,j} - (u^2_{i-1/2,j} + u^2_{i+1/2,j}).
\end{equation}

Depending on the order of the scheme, the weights are calculated in the following two ways:

1. In the case of the second-order scheme \((P = 1)\), \(u^n_m(x, y) \) \((m = 0 \text{ to } 4)\) have a uniform degree. The weights are calculated as

\begin{equation}
\tilde{w}_m = \left( \frac{1}{\beta_m + \epsilon} \right)^\alpha,
\end{equation}

where \(\epsilon = 10^{-40}\) is used to avoid dividing by 0, and \(\beta_m\) is the smoothness indicator of \(u^n_m(x, y)\). Extending from the 1D case, the smoothness indicator of a 2D \(P\)th-order polynomial defined on \(C_{i,j}\) is calculated by

\begin{equation}
\beta_m = \sum_{l=0}^{P} \sum_{k=0, k+l>0} \Delta x^{2k-1} \Delta y^{2l-1} \int_{x_i}^{x_{i+1}} \int_{y_j}^{y{j+1}} \left( \frac{\partial^{k+l} u^n_m(x, y)}{\partial x^k \partial y^l} \right)^2 dx \; dy.
\end{equation}

2. In the case of the higher than second-order schemes \((P \geq 2)\), \(u^n_m(x, y) \) \((m = 0 \text{ to } 4)\) have unequal degrees. The weights are calculated as

\begin{equation}
\tilde{w}_0 = 1 + \left( \frac{\sigma \tau}{\beta_0^2 + \epsilon} \right)^\alpha, \quad \tilde{w}_m = \left( \frac{\sigma \tau}{\beta_m^2 + \epsilon} \right)^\alpha \quad (m = 1 \text{ to } 4),
\end{equation}

where

\begin{equation}
\sigma = \left[ u^n_0 \left( x_{i-1/2}, y_{j-1/2} \right) - u^n_{i-1/2,j} \right]^2 + \left[ u^n_0 \left( x_{i+1/2}, y_{j-1/2} \right) - u^n_{i+1/2,j} \right]^2 + \left[ u^n_0 \left( x_{i+1/2}, y_{j+1/2} \right) - u^n_{i+1/2,j+1} \right]^2 + \left[ u^n_0 \left( x_{i-1/2}, y_{j+1/2} \right) - u^n_{i-1/2,j+1} \right]^2,
\end{equation}

\begin{equation}
\tau = \left[ u^n_m \left( x_{i-1/2}, y_{j-1/2} \right) - u^n_{i-1/2,j} \right]^2 + \left[ u^n_m \left( x_{i+1/2}, y_{j-1/2} \right) - u^n_{i+1/2,j} \right]^2 + \left[ u^n_m \left( x_{i+1/2}, y_{j+1/2} \right) - u^n_{i+1/2,j+1} \right]^2 + \left[ u^n_m \left( x_{i-1/2}, y_{j+1/2} \right) - u^n_{i-1/2,j+1} \right]^2.
\end{equation}
\[\tau = \sum_{k=0}^{P} \Delta x^{2k-1} \Delta y^2(P-k-1) \int_{x_i-\Delta x/2}^{x_i+\Delta x/2} \int_{y_j-\Delta y/2}^{y_j+\Delta y/2} \left( \frac{d^P u^0_n(x,y)}{\partial x^k \partial y^{P-k}} \right)^2 \, dx \, dy \]
\[= \sum_{k=0}^{P} \left[ \left( u^0_{kx,(P-k)y} \right)_{i,j} \right]^2 , \] (35c)

where, \(u^0_n\left(x_{i\pm1/2},y_{j\pm1/2}\right)\) is derived by a space approximation using Eq. (31), while \(u^0_{i\pm1/2,j\pm1/2}\) is derived by a time approximation using Eq. (29c). Therefore, \(\sigma\) is the measurement of the residuals at the four vertices of \(C_{i,j}\), and \(\tau\) is the smoothness indicator for the highest-order terms of \(u^0_n(x,y)\).

As we can see, the 2D limiter is a straightforward extension of the 1D limiter, so the order of convergence at smooth regions and shock-capturing properties follow exactly the same as the one-dimensional case.

4. High-Order WCC schemes for hyperbolic systems

In Sec. 2 and Sec. 3, we introduce WCC schemes for solving scalar hyperbolic conservation laws in one dimension and two dimensions respectively. When we extend the WCC schemes to solve hyperbolic systems, almost everything follows exactly the same as the scalar cases, except the Cauchy–Kovalevski procedure which seems to become cumbersome for high-order cases. Fortunately, there is a very efficient algorithm based on the generalized Leibniz rule which was originally developed by Dyson [73], and was further developed by Dumbser and Munz for ADER schemes [74]. Although, this technique is originally developed for the Euler equations, it can be extended to other systems using similar technique as well.

In addition, when we implement the WENO-type limiter to a hyperbolic system, we can choose different variables to apply the limiter. Usually, the most straightforward and efficient choice is conservative variables, but the numerical oscillations near strong discontinuities can not be completely eliminated by high-order WCC schemes. Following many other high-order schemes, we apply the limiter to characteristic variables to effectively control spurious oscillations.

For a one-dimensional system
\[
\frac{\partial U}{\partial t} + \frac{\partial F}{\partial x} = 0 , \] (36)
the limiting process is as follows:

- Calculate the left eigenvector matrix \(L(U)\) and the right eigenvector matrix \(R(U)\) of the Jacobian matrix \(A(U) = \frac{\partial F}{\partial U}\), i.e. \(A(U) = R(U) \Lambda L(U)\). Here, \(\Lambda\) is a diagonal matrix with \(\Lambda_{kk} = \lambda_k\), where \(\lambda_k\) is the eigenvalue of \(A(U)\);
• Project the three solutions in Eq. (11) into the characteristic space as 
\[ \tilde{U}_n^m(x) = L(\bar{U}_n) \cdot U_n^m(x) \];

• Apply the limiter to the characteristic vector \( \tilde{U}_n^m(x) \) component by component as
\[ (\tilde{U}_k)^n(x) = \sum_{m=0}^{2} \tilde{w}_m^k (\tilde{U}_k)^n_m(x) ; \]

• Project the limited characteristic vector \( \tilde{U}_n^m(x) \) back to physical space as \( U_n^m(x) = R(\bar{U}_n) \cdot \tilde{U}_n^m(x) \).

For a two-dimensional system
\[ \frac{\partial U}{\partial t} + \frac{\partial F}{\partial x} + \frac{\partial G}{\partial y} = 0, \tag{37} \]
there are two normal directions in each cell of a Cartesian mesh. A traditional method performs characteristic decompositions in every normal direction and applies the limiter two times. This process consumes a lot of CPU times and makes the algorithm inefficient. Here, we adopt a rotated characteristic decomposition technique as follows:

• Determine the rotated direction as
\[ \mathbf{n} = \frac{\nabla \phi}{|\nabla \phi|} = (\cos \theta, \sin \theta) \tag{38} \]
where \( \nabla \phi \) is the gradient of a physical quantity \( \phi \) which is approximated by a central difference;

• Calculate the left eigenvector matrix \( L(U, \theta) \) and the right eigenvector matrix \( R(U, \theta) \) of the Jacobian matrix \( A(U, \theta) = \frac{\partial F}{\partial U} \cos \theta + \frac{\partial G}{\partial U} \sin \theta \);

• Project the linear solutions in Eqs. (31) and (32) into the characteristic space as \( U_n^m(x, y) = L(\bar{U}_{i,j}) \cdot U_n^m(x, y) \);

• Apply the limiter to the characteristic vector \( \tilde{U}_n^m(x, y) \) component by component as
\[ (\tilde{U}_k)^n(x, y) = \sum_{m=0}^{4} \tilde{w}_m^k (\tilde{U}_k)^n_m(x, y) ; \]

• Project the limited characteristic vector \( \tilde{U}_n^m(x, y) \) back to physical space as \( U_n^m(x, y) = R(\bar{U}_{i,j}) \cdot \tilde{U}_n^m(x, y) \).

As we can see, this technique requires only one-time characteristic decomposition in the direction of a physical quantity’s gradient, so it reduces the computational cost significantly. When we implemented a third-order finite-volume WENO scheme for solving the Euler equations on Cartesian meshes,
the rotated characteristic decomposition technique eliminates spurious oscillations effectively and saves about 40% CPU times comparing to the traditional characteristic decomposition method [75]. If we want to further reduce the computational cost, we can employ the current approach in addition to the existing ones that only perform characteristic decomposition near discontinuities [74, 77, 78, 80].

5. Numerical examples

For convenience, we denote $P$th-order linear and weighted compact central schemes as LCCS-$P$ and WCCS-$P$ respectively. In the light of the linear stability analysis in Sec. 2.3 we set CFL=0.4 for LCCS-2 and WCCS-2, CFL=0.3 for LCCS-3 and WCCS-3, CFL=0.25 for LCCS-4 and WCCS-4 in all the numerical examples.

5.1. Numerical examples for the 1D linear advection equation

We consider the 1D linear advection equation

$$\frac{\partial u}{\partial t} + \frac{\partial u}{\partial x} = 0. \quad (39)$$

The first case is the advection of a sinusoidal wave. The computational domain is $[-1, 1]$, the initial condition is $u_0(x) = \sin(\pi x)$, and periodic boundary conditions are applied on the left and right sides. Table 2 shows the numerical convergence of LCCS and WCCS at $t = 2$, where $L_1$ is the average error and $L_\infty$ is the maximum error. We observe that LCCS achieve the expected convergence rate for $L_1$ and $L_\infty$. When applied the limiter, WCCS-2 loses some accuracy for $L_\infty$ because the TVD-type limiter degrades the second-order scheme to first-order at local extrema. However, the WENO-type limiter has no effect on the 3rd- and 4th-order schemes. The numerical results agree well with the analysis in Sec. 2.2.

The second case is the advection of a combination of Gaussians, a square wave, a sharp triangle wave, and a half ellipse arranged from left to right. This case was originally proposed by Jiang and Shu [25], and then was widely used to test the high-fidelity property high-order schemes for different shape of solutions. The computational domain is $[-1, 1]$. The initial condition is given by

$$u_0(x) = \begin{cases} \frac{1}{6} [G(x, \beta, z - \delta) + 4G(x, \beta, z) + G(x, \beta, z + \delta)], & \text{if } -0.8 \leq x \leq -0.6 \\ 1, & \text{if } -0.4 \leq x \leq -0.2 \\ 1 - 10 |x - 0.1|, & \text{if } 0 \leq x \leq 0.2 \\ \frac{1}{6} [F(x, \alpha, a - \delta) + 4F(x, \alpha, a) + F(x, \alpha, a + \delta)], & \text{if } 0.4 \leq x \leq 0.6 \\ 0, & \text{otherwise.} \end{cases}$$

where,

$$G(x, \beta, z) = e^{-\beta(x-z)^2},$$
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Figure 4: The advection of a combination of Gaussians, a square wave, a sharp triangle wave, and a half ellipse arranged from left to right at $t = 12$ calculated by WCCS with $\Delta x = 1/200$. 
Table 2: Numerical errors of the advection of a sinusoidal wave at \( t = 2 \) computed by LCCS and WCCS with different mesh sizes.

\[
F(x, \alpha, a) = \sqrt{\max(1-\alpha^2(x-a)^2, 0)}.
\]

The constants are set as \( a = 0.5, z = -0.7, \delta = 0.005, \alpha = 10, \) and \( \beta = \frac{\log 2}{36} \). Periodic boundary conditions are implemented on the left and right sides. We run this case to \( t = 12 \) with 400 uniform cells. Fig. 4 shows the profiles of \( u \) calculated by WCCS comparing with the exact solution. We observe that WCCS-3 and WCCS-4 perform much better for all kinds of solutions than WCCS-2. The solution of WCCS-2 has an evident kink for the half ellipse which can be eliminated by refining the mesh. WCCS-4 has the best performance for the smooth Gaussians among the three schemes, but WCCS-3 has a shaper transition for discontinuous solutions than WCCS-4. This is because the smoothness indicator Eq. (14) of a 3rd-order polynomial is much larger than that of a 4th-order polynomial at discontinuities. As a result, the limited polynomial Eq. (12) of WCCS-4 is closer to the 1st-order polynomials than that of WCCS-3.

5.2. Numerical examples for the 1D Euler equations

The 1D compressible Euler equations can be written as Eq. (36) with \( \mathbf{U} = [\rho, \rho u, \rho e]^T \) and \( \mathbf{F} = [\rho u, \rho u^2 + p, (\rho e + p)u]^T \), where \( \rho, u, p, \) and \( e \) denote the density, velocity, pressure, and specific total energy respectively. We use the prefect gas model and the specific total energy is calculated as \( e = \frac{p}{\rho(\gamma - 1)} + \frac{1}{2}u^2 \).

Here, we set the specific heat ratio \( \gamma = 1.4 \).

The first case is the Sod [81] shock tube problem that is used to test the shock-capturing property of numerical methods. The computational domain is
Figure 5: The density profiles of the Sod shock tube problem at $t = 0.4$ calculated by WCCS with $\Delta x = 1/100$. 
and the initial condition is given by

\[
(\rho, u, p) = \begin{cases} 
(1, 0, 1), & \text{if } x < 1 \\
(0.125, 0, 1), & \text{otherwise}
\end{cases}
\]

Non-reflection boundary conditions are applied on the left and right sides. Fig. 5 shows the density profiles at \( t = 0.4 \) calculated by WCCS with \( \Delta x = 1/100 \). As we see, WCCS-3 and WCCS-4 obviously perform better than WCCS-2, especially at the contact discontinuity. WCCS-3 and WCCS-4 have similar performance, because the simple structures do not fully exploit the advantage of high-order schemes.

The second case is the modified Shu-Osher problem \([54]\) proposed by Titarev and Toro \([82]\). It depicts the interaction of a high-frequency entropy sine wave with a Mach 1.1 moving shock which is very suitable for testing the ability of a numerical scheme to capture sophisticated structures. The computational domain is \([-5, 5]\), and the initial condition is given by

\[
(\rho, u, p) = \begin{cases} 
(1.515695, 0.523346, 1.805), & \text{if } x < -4.5 \\
(1 + 0.1\sin(20\pi x), 0, 1), & \text{otherwise}
\end{cases}
\]

Non-reflection boundary conditions are applied on the left and right sides. Fig. 6 shows the density profiles at \( t = 5 \) calculated by WCCS with \( \Delta x = 1/200 \). The reference solution is calculated by the fifth-order finite-difference WENO-Z scheme \([26]\) with \( \Delta x = 1/1000 \). We observe that WCCS-2 damps the wave seriously because it is only first-order at local extrema. The comparison of the enlarged view demonstrates that WCCS-4 performs the best among the three schemes.

5.3. Numerical examples for the 2D Euler equations

The 2D compressible Euler equations can be written as Eq. (37) with \( \mathbf{U} = [\rho, \rho u, \rho v, \rho e]^T \), \( \mathbf{F} = [\rho u, \rho u^2 + p, \rho u v, (\rho e + p) u]^T \), and \( \mathbf{G} = [\rho v, \rho u v, \rho v^2 + p, (\rho e + p) v]^T \), where \( \rho \), \( u \), \( v \), \( p \), and \( e \) denote the density, \( x \)-velocity, \( y \)-velocity, pressure, and specific total energy respectively. We use the perfect gas model and the specific total energy is calculated as \( e = \frac{\gamma}{\gamma - 1}(\frac{p}{\rho}) + \frac{1}{2}(u^2 + v^2) \). Here, we set the specific heat ratio \( \gamma = 1.4 \). When implementing the rotated characteristic decomposition technique, we use \( \phi = \rho e \) in Eq. (38) to determine the rotated direction. The details of the characteristic information for the Euler equations can be found in Toro’s book \([83]\).

5.3.1. Isentropic vortex evolution problem

The computational domain is \([-5, 5] \times [-5, 5] \), and all boundaries are periodic. The initial condition is a uniform flow \( \rho = 1, p = 1 \) and \((u, v) = (1, 1)\) adding an isentropic perturbation expressed as

\[
(\delta u, \delta v) = \frac{\psi}{2\pi} e^{-\frac{1}{2}(1-r^2)}(-y, x), \quad \delta T = -\frac{(\gamma - 1)\psi^2}{8\gamma\pi^2} e^{(1-r^2)} \quad \text{and} \quad \delta S = 0,
\]

(41)
Figure 6: Density profiles of the modified Shu-Osher problem at $t = 5$ calculated by WCCS with $\Delta x = 1/200$. 

(a) WCCS-2 

(b) WCCS-3 

(c) WCCS-4 

(d) Comparison of the enlarged view
Table 3: Density errors of the isentropic vortex evolution problem at $t = 2$ computed by LCCS and WCCS with different mesh sizes.

where the entropy $r^2 = x^2 + y^2$, $S = p/\rho^\gamma$, the temperature $T = p/\rho$, and the vortex strength $\psi = 5$.

The exact solution of the problem is the vortex moving at the mean velocity, so we can use it to test the convergence rate of 2D numerical schemes. Table 3 shows density errors at $t = 2$ computed by LCCS and WCCS with different mesh sizes. All the schemes achieve the expected convergence rates. The limiter has slight effects on the numerical errors, especially for WCCS-3 and WCCS-4. The 2nd-order convergence rates of WCCS-2 deserve special attention, because we should expect 1st-order convergence for $L_\infty$ of WCCS-2 due to the TVD like limiter. We found that $L_\infty$ of WCCS-2 indeed converges lower than 2nd-order without using characteristic decomposition technique. The reason is not completely clear because of the complexity of the rotated characteristic decomposition.

5.3.2. Two-dimensional Riemann problems

The initial condition of the first Riemann problem is given by

$$
\rho, u, v, p = \begin{cases}
(0.138, 1.206, 1.206, 0.029), & \text{in } [-1, 0] \times [-1, 0], \\
(0.5323, 1.206, 0, 0.3), & \text{in } [-1, 0] \times [0, 1], \\
(1.5, 0, 0, 1.5), & \text{in } [0, 1] \times [0, 1], \\
(0.5323, 0, 1.206, 0.3), & \text{in } [0, 1] \times [-1, 0].
\end{cases}
$$

This configuration depicts the interaction of four normal shocks which results in two double-Mach reflections and an oblique shock moving along the diagonal.
Figure 7: Density contours of the first Riemann problem at $t = 1.1$ calculated by WCCS with $1200 \times 1200$ cells.
of the computational domain. The density contours at $t = 1.1$ calculated by WCCS schemes with $1200 \times 1200$ cells are shown in Fig. The WCCS-3 begins to trace out the Kelvin–Helmholtz (KH) instabilities which are absent in the results of WCCS-2. WCCS-4 captures the most details of the vortices among the three schemes.

The second Riemann problem starts off four contact discontinuities which are expressed as

$$
(\rho, u, v, p) = \begin{cases}
(1, -0.75, 0.5, 1), & \text{in } [-1, 0] \times [-1, 0], \\
(2, 0.75, 0.5, 1), & \text{in } [-1, 0] \times [0, 1], \\
(1, 0.75, -0.5, 1), & \text{in } [0, 1] \times [0, 1], \\
(3, -0.75, -0.5, 1), & \text{in } [0, 1] \times [-1, 0].
\end{cases}
$$
Figure 9: Density contours of the double Mach reflection problem at \( t = 0.28 \) calculated by WCCS with \( 1600 \times 400 \) cells.

The density contours at \( t = 1 \) calculated by WCCS schemes with \( 1200 \times 1200 \) cells are shown in Fig. 8. We observe a large-scale spiral at the center of the domain in all results, but small-scale vortices at the vicinity of contact discontinuities only appear in the results of WCCS-3 and WCCS-4.

5.3.3. Double Mach reflection problem

This problem is a classical test case for high-resolution numerical methods which was originally proposed by Woodward and Colella [84]. At the beginning, the computational domain \([0, 4] \times [0, 1]\) contains an oblique Mach 10 shock which is inclined at an angle of 60° to the horizontal direction. The pre- and post-shocked states are given by

\[
(r, u, v, p) = \begin{cases} 
(1.4, 0, 0, 1) & \text{if } x > \frac{1}{5} + \frac{u}{\sqrt{3}}, \\
(8, 8.25 \sin(60^\circ), -8.25 \cos(60^\circ), 116.5) & \text{otherwise. }
\end{cases} \tag{42}
\]
Figure 10: Enlarged view of the density contours of the double Mach reflection problem at $t = 0.28$ calculated by WCCS with $1600 \times 400$ cells.
On the left, the post-shocked states are imposed; On the right, nonreflective boundary conditions are implemented; On the top, the boundary conditions are determined by the exact motion of the oblique shock; On the bottom, non-reflective boundary conditions are imposed if $x \leq \frac{1}{6}$, otherwise reflective wall boundary conditions are imposed. Fig. 9 shows the entire view of the density contours at $t = 0.28$ calculated by WCCS with $1600 \times 400$ cells. As we see, all schemes capture the shocks and Mach stems very well. However, when we zoom in the view as shown in Fig. 10, we observe that WCCS-3 and WCCS-4 capture the small-scale vortices induced by KH instabilities that are completely dissipated by WCCS-2.

5.3.4. Single-mode Richtmyer–Meshkov instabilities

The computational domain is $[-0.5, 0.5] \times [0.0, 5.0]$ with the initial conditions given by

$$
(\rho, u, v, p) =
\begin{cases}
(\rho_1, u_1, v_1, p_1), & \text{if } y \geq 1 - 0.3 \cos(2\pi x), \\
(\rho_2, u_2, v_2, p_2), & \text{else if } y \geq 0.6, \\
(\rho_s, u_s, v_s, p_s), & \text{else}.
\end{cases}
$$

The gas status on two sides of the cosine-shaped contact discontinuity are $(\rho_1, u_1, v_1, p_1) = (0.1, 0, 0, 1/\gamma)$ and $(\rho_2, u_2, v_2, p_2) = (1.0, 0, 0, 1/\gamma)$. The post-
shock status is calculated by the following normal shock relation

\[
\frac{\rho_s}{\rho_2} = \frac{0.5 (\gamma + 1) M_s^2}{1 + 0.5 (\gamma - 1) M_s^2},
\]

\[
u_s = 0, \quad \frac{v_s}{a_2} = \frac{2 (M_s^2 - 1)}{(\gamma + 1) M_s}, \quad a_2 = \sqrt{\frac{\gamma p}{\rho}},
\]

\[
\frac{p_s}{p_2} = \frac{2 \gamma M_s^2 - \gamma + 1}{\gamma + 1}.
\]

Here, we set the shock Mach number \(M_s = 2\). The left and right boundaries are periodic, and the upper and lower boundaries are non-reflective.

After the simulation starts, the shock wave moves towards the cosine-shaped contact discontinuity. Richtmyer–Meshkov instabilities (RMI) [85] occur when the contact discontinuity is impulsively accelerated by the impact of the shock wave. Fig. 11 shows the density contours at \(t = 1.8\) calculated by WCCS with 300 \(\times\) 1500 cells. Obviously, a higher-order scheme captures a sharper contact discontinuity and more details of the RMI.

6. Conclusions

We propose a class of high-order weighted compact central finite-volume-type schemes for solving hyperbolic conservation laws. The schemes do not need a Riemann solver to calculate the fluxes through the boundaries of a control volume thanks to the space-time staggered mesh. In addition, the schemes can achieve arbitrarily high-order on a super compact spatial stencil, and can achieve the same order in space and time with only one explicit time step. When the order increases, the maximum CFL number for the numerical stability becomes smaller, but it is still at a relatively high level. A series of numerical examples demonstrate that the proposed schemes can capture discontinuities without spurious oscillations while maintaining high order for smooth solutions. High-order schemes perform much better than the second-order scheme for the problems evolving small-scale structures.
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Appendix A.

The coefficient matrices \( \mathbf{M}_1 \) and \( \mathbf{M}_2 \) in Eq. (22) for the three linear solutions \([11]\) of 1D 2nd-, 3rd-, and 4th-order WCC schemes are derived as follows:
For the 1D 2nd-order WCC scheme, the corresponding coefficient matrices of the three linear solutions are

\[
M_{01} = \begin{bmatrix}
\frac{1}{2} + \nu & \frac{1}{2} - \frac{\nu^2}{2} \\
-1 & -1
\end{bmatrix},
M_{02} = \begin{bmatrix}
\frac{1}{2} - \nu & -\frac{1}{2} + \frac{\nu^2}{2} \\
1 & -\nu
\end{bmatrix},
\] (A.1a)

\[
M_{11} = \begin{bmatrix}
\frac{1}{2} + \nu & \frac{1}{2} - \frac{\nu^2}{2} \\
-1 + 2\nu & 1 + 2\nu - \nu^2
\end{bmatrix},
M_{12} = \begin{bmatrix}
1 - \nu & \frac{1}{2} + \frac{\nu^2}{2} \\
1 - 2\nu & \frac{1}{2} - 2\nu - \nu^2
\end{bmatrix},
\] (A.1b)

\[
M_{21} = \begin{bmatrix}
\frac{1}{2} + \nu & \frac{1}{2} - \frac{\nu^2}{24} \\
-1 - 2\nu & \frac{1}{4} + \nu^2 - \frac{\nu^2}{2}
\end{bmatrix},
M_{22} = \begin{bmatrix}
\frac{1}{2} - \nu & -\frac{1}{2} + \frac{\nu^2}{24} \\
1 + 2\nu & \frac{1}{4} - 2\nu - \nu^2
\end{bmatrix},
\] (A.1c)

where \(\nu = a \Delta t / \Delta x\), and the first subscript of \(M\) corresponds to the subscript of \(u\) in Eqs. (11) and (12). When \(\nu \in [0, 0.5]\), the stability conditions Eq. (24) of the three 2nd-order linear solutions are satisfied, so the linear stability condition of the 2nd-order WCC is \(\nu \in [0, 0.5]\).

For the 1D 3rd-order WCC scheme, the corresponding coefficient matrices of the three linear solutions are

\[
M_{01} = \begin{bmatrix}
\frac{1}{2} + \nu & \frac{1}{6} - \frac{\nu^2}{2} & \frac{1}{18} - \frac{\nu^2}{12} + \frac{\nu^3}{6} \\
-1 & 0 & 0 \\
0 & -1 & \nu
\end{bmatrix},
\] (A.2a)

\[
M_{02} = \begin{bmatrix}
\frac{1}{2} - \nu & -\frac{1}{6} + \frac{\nu^2}{2} & \frac{1}{18} + \frac{\nu^2}{12} - \frac{\nu^3}{6} \\
1 & -\nu & 0 \\
0 & 1 & -\nu
\end{bmatrix},
\] (A.2b)

\[
M_{11} = \begin{bmatrix}
\frac{1}{2} + \nu & \frac{1}{6} - \frac{\nu^2}{2} & \frac{1}{18} + \frac{\nu^2}{12} - \frac{\nu^3}{6} \\
-1 + 2\nu & \frac{1}{4} + 2\nu - \nu^2 & \frac{1}{24} - \nu^2 + \frac{\nu^3}{3} \\
0 & 0 & 0
\end{bmatrix},
\] (A.2c)

\[
M_{12} = \begin{bmatrix}
\frac{1}{2} - \nu & -\frac{1}{6} + \frac{\nu^2}{2} & \frac{1}{18} - \nu^2 + \frac{\nu^3}{3} \\
1 - 2\nu & -\frac{1}{4} + \nu^2 & \frac{1}{24} + \nu^2 - \frac{\nu^3}{3} \\
0 & 0 & 0
\end{bmatrix},
\] (A.2d)

\[
M_{21} = \begin{bmatrix}
\frac{1}{2} + \nu & \frac{1}{6} - \frac{\nu^2}{2} & \frac{1}{18} + \frac{\nu^2}{12} - \frac{\nu^3}{6} \\
-1 - 2\nu & \frac{1}{4} + \nu^2 & \frac{1}{24} - \nu^2 + \frac{\nu^3}{3} \\
0 & 0 & 0
\end{bmatrix},
\] (A.2e)

\[
M_{22} = \begin{bmatrix}
\frac{1}{2} - \nu & -\frac{1}{6} + \frac{\nu^2}{2} & \frac{1}{18} - \nu^2 + \frac{\nu^3}{3} \\
1 + 2\nu & \frac{1}{4} - 2\nu - \nu^2 & \frac{1}{24} + \nu^2 - \frac{\nu^3}{3} \\
0 & 0 & 0
\end{bmatrix},
\] (A.2f)

When \(\nu \in [0, 0.384]\), \(u_0\) is stable. When \(\nu \in [0, 0.5]\), \(u_1\) and \(u_2\) are stable.
• For the 1D 4th-order WCC scheme, the corresponding coefficient matrices of the three linear solutions are

\[ M_{01} = \begin{bmatrix}
\frac{1}{2} + \nu & \frac{1}{6} - \frac{\nu^2}{2} & \frac{1}{12} - \frac{\nu^4}{6} & \frac{1}{36} + \frac{\nu^2}{2} - \frac{\nu^4}{24} \\
-1 & \nu & -\nu^2/2 + \frac{1}{24} & -\nu/24 + \frac{\nu^4}{24} \\
0 & -1 & \nu & -\nu/2 \\
0 & 0 & -1 & \nu
\end{bmatrix} , \quad (A.3a) \]

\[ M_{02} = \begin{bmatrix}
1 - \nu & \frac{1}{6} + \nu^2 & \frac{1}{12} + \nu^4/6 & \frac{1}{36} - \nu^2/24 - \nu^4/24 \\
1 & -\nu & \nu^2/2 - \frac{1}{24} & -\nu^2/24 - \frac{\nu^4}{24} \\
0 & 1 & -\nu & \frac{\nu^4}{2} \\
0 & 0 & 1 & -\nu
\end{bmatrix} , \quad (A.3b) \]

\[ M_{11} = \begin{bmatrix}
\frac{1}{2} + \nu & \frac{1}{6} - \frac{\nu^2}{2} & \frac{1}{12} - \frac{\nu^4}{6} & \frac{1}{36} + \frac{\nu^2}{2} - \frac{\nu^4}{24} \\
-1 + 2\nu & \frac{1}{4} + 2\nu - \nu^2 & \frac{1}{24} - \nu^2 + \frac{\nu^4}{3} & \frac{1}{192} + \nu^3 - \frac{\nu^4}{12} \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix} , \quad (A.3c) \]

\[ M_{12} = \begin{bmatrix}
\frac{1}{2} - \nu & -\frac{1}{6} + \nu^2 & \frac{1}{12} - \frac{\nu^4}{6} & \frac{1}{36} + \frac{\nu^2}{2} - \frac{\nu^4}{24} \\
1 - 2\nu & -\frac{1}{4} + \nu^2 & \frac{1}{24} - \nu^2 + \frac{\nu^4}{3} & \frac{1}{192} - \nu^3 + \frac{\nu^4}{12} \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix} , \quad (A.3d) \]

\[ M_{21} = \begin{bmatrix}
\frac{1}{2} + \nu & \frac{1}{6} - \frac{\nu^2}{2} & \frac{1}{12} - \frac{\nu^4}{6} & \frac{1}{36} + \frac{\nu^2}{2} - \frac{\nu^4}{24} \\
-1 - 2\nu & -\frac{1}{4} - \nu^2 & \frac{1}{24} - \nu^2 - \frac{\nu^4}{3} & \frac{1}{192} - \nu^3 - \frac{\nu^4}{12} \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix} , \quad (A.3e) \]

\[ M_{22} = \begin{bmatrix}
\frac{1}{2} - \nu & -\frac{1}{6} + \nu^2 & \frac{1}{12} - \frac{\nu^4}{6} & \frac{1}{36} + \frac{\nu^2}{2} - \frac{\nu^4}{24} \\
1 + 2\nu & -\frac{1}{4} + 2\nu - \nu^2 & \frac{1}{24} + \nu^2 + \frac{\nu^4}{3} & \frac{1}{192} - \nu^3 - \frac{\nu^4}{12} \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix} . \quad (A.3f) \]

When \( \nu \in [0, 0.304] \), \( u_0 \) is stable. When \( \nu \in [0, 0.5] \), \( u_1 \) and \( u_2 \) are stable.

Appendix B.

All the terms in Eq. \((27)\) are calculated as

\[
u_{i+1/2,j+1/2}^{n+1/2} = \frac{1}{\Delta x \Delta y} \int_{x_i}^{x_{i+1}} \int_{y_j}^{y_{j+1}} u(x, y, t^{n+1/2}) dx dy
\]

\[= \sum_{l=0}^{P} \sum_{k=0}^{P-l} \frac{1 + (-1)^k}{(k + 1)!^{2(l+1)}} \frac{1 + (-1)^l}{(l + 1)!^{2(l+1)}} (u_{kx,ly})_{i+1/2,j+1/2}^{n+1/2}. \quad (B.1a)\]
\[
(\bar{u}_{RU})_{i,j}^n = \frac{4}{\Delta x \Delta y} \int_{x_i}^{x_i + \frac{1}{2}} \int_{y_j}^{y_j + \frac{1}{2}} u(x, y, t^n) \, dx \, dy \\
= \sum_{l=0}^{P} \sum_{k=0}^{P-l} \frac{1}{(k+1)!2^k} \frac{1}{(l+1)!2^l} (\hat{u}_{kx,ly})_{i,j}^n, \tag{B.1b}
\]

\[
(\bar{u}_{RD})_{i,j+1}^n = \frac{4}{\Delta x \Delta y} \int_{x_i}^{x_i + \frac{1}{2}} \int_{y_{j+1/2}}^{y_{j+1}} u(x, y, t^n) \, dx \, dy \\
= \sum_{l=0}^{P} \sum_{k=0}^{P-l} \frac{(-1)^l}{(k+1)!2^k} \frac{1}{(l+1)!2^l} (\hat{u}_{kx,ly})_{i,j+1}^n, \tag{B.1c}
\]

\[
(\bar{u}_{LU})_{i+1,j}^n = \frac{4}{\Delta x \Delta y} \int_{x_{i+1/2}}^{x_{i+1}} \int_{y_j}^{y_j + \frac{1}{2}} u(x, y, t^n) \, dx \, dy \\
= \sum_{l=0}^{P} \sum_{k=0}^{P-l} \frac{(-1)^k}{(k+1)!2^k} \frac{1}{(l+1)!2^l} (\hat{u}_{kx,ly})_{i+1,j}^n, \tag{B.1d}
\]

\[
(\bar{u}_{LD})_{i+1,j+1}^n = \frac{4}{\Delta x \Delta y} \int_{x_{i+1/2}}^{x_{i+1}} \int_{y_{j+1/2}}^{y_{j+1}} u(x, y, t^n) \, dx \, dy \\
= \sum_{l=0}^{P} \sum_{k=0}^{P-l} \frac{(-1)^k}{(k+1)!2^k} \frac{(-1)^l}{(l+1)!2^l} (\hat{u}_{kx,ly})_{i+1,j+1}^n, \tag{B.1e}
\]

\[
(\hat{f}_D)_{i,j}^n = \frac{2}{\Delta y \Delta t} \int_{y_{j-1/2}}^{y_j} \int_{t_{n-1/2}}^{t_n} f(x_i, y, t) \, dy \, dt \\
= \sum_{l=0}^{P} \sum_{k=0}^{P-l} \frac{(-1)^k}{(k+1)!2^k} \frac{1}{(l+1)!2^l} (\hat{f}_{kx,ly})_{i,j}^n, \tag{B.1f}
\]

\[
(\hat{f}_U)_{i,j}^n = \frac{2}{\Delta y \Delta t} \int_{y_j}^{y_j + \frac{1}{2}} \int_{t_{n-1/2}}^{t_n} f(x_i, y, t) \, dy \, dt \\
= \sum_{l=0}^{P} \sum_{k=0}^{P-l} \frac{1}{(k+1)!2^k} \frac{1}{(l+1)!2^l} (\hat{f}_{kx,ly})_{i,j}^n, \tag{B.1g}
\]

\[
(\hat{g}_L)_{i,j}^n = \frac{2}{\Delta x \Delta t} \int_{x_{i-1/2}}^{x_i} \int_{t_{n-1/2}}^{t_n} g(x, y_j, t) \, dx \, dt \\
= \sum_{l=0}^{P} \sum_{k=0}^{P-l} \frac{(-1)^k}{(k+1)!2^k} \frac{1}{(l+1)!2^l} (\hat{g}_{kx,ly})_{i,j}^n, \tag{B.1h}
\]
\[
(\bar{g}R)_{i,j} = \frac{2}{\Delta x \Delta t} \int_{x_i}^{x_{i+1/2}} \int_{t^n}^{t^{n+1/2}} g(x, y_j, t) dx dt
= \sum_{l=0}^{P} \sum_{k=0}^{P-l} \frac{1}{(k+1)!2^k} \frac{1}{(l+1)!} (g_{kx,lt})_{i,j}^{n}.
\] (B.1i)
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