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Abstract

In particle simulations, the weights of particles determine how many physical particles they represent. Adaptively adjusting these weights can greatly improve the efficiency of the simulation, without creating severe nonphysical artifacts. We present a new method for the pairwise merging of particles. Pairwise merging reduces the number of particles by combining two particles into one. To find particles that are ‘close’ to each other, we use a \(k\)-d tree data structure. With a \(k\)-d tree, close neighbors can be searched for efficiently, and independently of the mesh used in the simulation. The merging can be done in different ways, conserving for example momentum or energy. We introduce probabilistic schemes, which set properties for the merged particle using random numbers. The effect of various merge schemes on the energy distribution, the momentum distribution and the grid moments is compared.
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1. Introduction

Particle-based simulations are widely used, for example to study fluid flows or plasmas. The physical particles of interest are often not simulated individually, but as groups of particles, called super-particles or macro-particles. Most systems contain so many particles that simulating them individually would be very slow or impossible. And for many macroscopic properties of a system, individual particle behavior is not important. On the other hand, a sufficient number of particles is required to limit stochastic fluctuations.

The weight of a simulation particle indicates how many physical particles it represents. Traditionally, particles had a fixed weight \([1, 2]\). More recently, Lapenta and Brackbill \([3–5]\), Assous et al. \([6]\), Welch et al. \([7]\) and others have introduced methods that adapt the weight of particles during a simulation. As discussed in \([6]\), adaptive methods have significant advantages if:

1. Many new particles are created in the simulation. Adaptive re-weighting is required to limit the total number of particles. Examples can be found in \([3]\) and \([6]\).
2. The system has a multiscale nature. In some regions more macro-particles are required, especially if some type of mesh refinement is employed, see for example \([10]\).
3. Control is needed over the number of particles per cell, for example to limit stochastic noise to a realistic value.

The goal of these methods is to change the number of particles to a desired value, while keeping the distribution of particles intact. Most methods operate on a single grid cell at a time; arguments for this approach are given in \([6]\). There are different ways to change the number of particles. One option is to
merge two (or sometimes three) particles, to form particles with higher weights. Reversely, splitting can be performed to reduce weights. Another option is to replace all the particles in a cell by a new set of particles, with different weights. We will use the name ‘adaptive particle management’, introduced in [7], for such algorithms.

We present a technique for the merging of particles, that extends earlier work of Lapenta [3]. This method can operate independently of the mesh, and in any space dimension. The main idea is to store the particle coordinates (typically position and velocity) in a $k$-d tree. A $k$-d tree is a space partitioning data structure that given $N$ points enables searching for neighbors in $O(\log N)$ time [11]. We can then efficiently locate pairs of particles with similar coordinates, and these pairs can be merged. Because the merged particles are similar, the total distribution of particles is not significantly altered.

In section 2 we briefly discuss the general principles of particle management and $k$-d trees. The implementation of the new particle management algorithm is discussed in section 3. In section 4 we provide numerical examples to demonstrate the method, and we compare different ways of merging particles.

2. Adaptive particle management and $k$-d trees

As stated in the introduction, it is typically impossible to simulate all the physical particles in a system individually. Therefore super-particles are used, representing multiple physical particles. Often, the simulation can run faster or give more accurate results if the weight of these super-particles is controlled adaptively. Different names have been introduced for these algorithms: ‘adaptive particle management’ [7], ‘control of the number of particles’ [5], ‘particle coalescence’ [6], ‘particle resampling’ [8], ‘particle remapping’ [12], ‘particle rezoning’ [3], ‘(particle) number reduction method’ [13] and probably others. There seem to be many independent findings, with independent names. We will use the name ‘adaptive particle management’ (APM), introduced in [7], to describe this class of algorithms.

2.1. Conservation properties

If weights of particles are adjusted, then the ‘microscopic details’ of a simulation are changed. But the relevant macroscopic quantities should be conserved as much as possible. To specify these macroscopic quantities, we consider a very common type of particle simulation: the particle in cell (PIC) method, also known as the particle mesh (PM) method [1, 2]. In PIC simulations, particles are mapped to moments on a grid. From the grid moments the fields acting on the particles are computed, and the particles move accordingly. For example, in an electrostatic code, the charge density is used to compute the electric field.

An APM algorithm typically changes a set of $N_{in}$ particles to a new set of $N_{out}$ particles. If the two sets give rise to the same grid moments, they give rise to the same fields. Therefore, most algorithms are designed to (approximately) conserve the relevant grid moments.

Only conserving the grid moments is not enough, because the dynamics of a system are not fully determined by the fields. For example, the results of a simulation can be very sensitive to changes in the momentum or energy distribution. Therefore, some methods try to preserve the shape of these distributions. More generally, we would like to keep the important aspects of the particle distribution function $f(x, v, t)$ the same. The changes to $f(x, v, t)$ should not be significantly larger than the fluctuations that naturally occur. For example, in a collision dominated plasma, particles frequently change direction. Not conserving the momentum distribution in each direction might have little effect on the overall results. But for a collisionless plasma, a change in the momentum distribution might lead to significant differences. Similarly, due to the finite number of particles, fluctuations in the local particle density occur naturally. Therefore, keeping the particle density exactly the same on each grid point might not be necessary, as long as the total number of particles is conserved.

2.2. Merging and splitting particles

A set of $N_{in}$ particles can be transformed to a new set of $N_{out}$ particles in many ways. If $N_{in} > N_{out}$, we use a pairwise coalescence algorithm, that merges two particles into a single new one. Compared to algorithms that transform multiple particles at the same time, pairwise coalescence has two advantages.
First, it is a more local operation, because only closest neighbors in phase space are selected. This ensures that the distribution of particles is not changed very much. Second, it involves fewer degrees of freedom, which makes it simpler to set the properties for new particles. The pairwise coalescence of particles is illustrated in figure 1.

In $D$ dimensions, the momentum $p$ of the new particle has $D$ degrees of freedom. Imposing momentum and energy conservation puts $D + 1$ constraints on $p$. Therefore, it is in general not possible to conserve both energy and momentum in pairwise coalescence. This means that there is no single best way to merge particles, as different applications require the conservation of different properties. We consider several coalescence schemes, which are discussed in section 3.2.

The situation would be very different if $N_{\text{in}}$ particles are merged at the same time to form multiple new particles. We still have $D + 1$ constraints, but now $D \cdot N_{\text{out}}$ degrees of freedom in the momenta of the $N_{\text{out}}$ new particles. The system is under-determined, and additional information about the particles has to be used. This leads to more complicated algorithms, see for example [6, 7].

If $N_{\text{in}} < N_{\text{out}}$, particles have to be split. Several methods for particle splitting have been compared by Lapenta in [3]. As shown there, choosing the right splitting method can be important, depending on the type of simulation. Here, we will not consider this problem in detail, as our focus is on the merging of particles. We will simply split single particles into two new ones with the same properties, but half the weight. This can be viable if the simulation includes random collisions, so that the new particles will undergo different collisions and spread out.

### 2.3. k-d trees

To locate particles with similar coordinates we use a k-d tree [11], which is a space partitioning data structure. A k-d tree can be used to organize a set of points in a k-dimensional space, for any $k \geq 1$. The tree consists of nodes, that contain data (the coordinates of one of the points) and links to at most two ‘child’-nodes. The starting point of the tree is the root node, and it contains as many nodes as there are points.

We will briefly explain how such a k-d tree can be generated. To help with the explanation, we let nodes have a todo list, that contains points that need to be processed. Suppose we have a collection of points in the $(x, y)$ plane. Initially all points are in the todo list of the root node. Then the following algorithm, which is illustrated in figure 2, creates the k-d tree:

1. Pick a splitting coordinate, either $x$ or $y$. A simple choice is to alternate between them.
2. For each node with a non-empty todo list:
(a) Sort the particles in the list along the splitting coordinate. The particle in the middle of the list is the median. If the list contains an even number of particles, pick one of the two middle particles as the median.

(b) The point corresponding to the median is assigned to the node.

(c) The remaining points are moved to the todo lists of (at most) two new child nodes. The first one gets the points below the median, the second one those above the median.

3. If there are still points in todo lists, go back to step one. Otherwise, the tree is completed.

In k dimensions, the only difference would be that there are now k choices for the splitting coordinate. The computational complexity of creating a k-d tree like this is $O(N\log^2 N)$, with N the number of points in the tree. This can be reduced to $O(N\log N)$ if a linear-time median finding algorithm is used instead of sorting at step 2a. Searching for the nearest neighbor to a location $r$ can be done in $O(\log N)$ time. The basic idea is to first traverse the tree down from the root node, at each step selecting that side of the tree that $r$ lies in. (If $r$ happens to lie exactly on a splitting plane, it is a matter of convention which side to pick.) During the search, the closest neighbor found so far is stored. Then going upward in the tree, at every step determine whether a closer neighbor could lie on the other side of the splitting plane. If so, also traverse that other part of the tree down (but only where it can contain a closer neighbor). Typically, only a small number of these extra traverses is required. When the algorithm ends up at the root node again, the overall closest neighbor is found.

For the numerical tests presented in section 4, we have used the Fortran 90 version of the KDTREE2 library.

3. Implementation

We will discuss the implementation of our adaptive particle management algorithm in section 3.1. Different schemes that can be used for particle merging are given in section 3.2.

3.1. Adaptive particle management algorithm

Suppose that we have particles with coordinates $x_i$, $v_i$ and weights $w_i$. Furthermore, assume there is some function $W_{\text{opt}}(i)$ that gives the user-determined optimal weight for particle $i$. Then the APM algorithm works as follows:

1. Create a list $\text{merge}$ with all the particles for which $w_i < \frac{2}{3}W_{\text{opt}}(i)$. Similarly, create a list $\text{split}$ with particles for which $w_i > \frac{3}{2}W_{\text{opt}}(i)$.

   The function $W_{\text{opt}}(i)$ gives the desired weight for particle $i$. The factors $\frac{2}{3}$ and $\frac{3}{2}$ ensure that merged particles are not directly split again, and vice versa. A good choice of $W_{\text{opt}}(i)$ will often depend on the application. We typically want to keep the number of particles per cell close to a desired value $N_{\text{ppc}}$, and use $W_{\text{opt}}(i) = \max(1, N_{\text{phys}}(i)/N_{\text{ppc}})$. Here $N_{\text{phys}}(i)$ denotes the number of physical particles in the cell of particle $i$. This increases the number of particles in regions with finer grids.

2. For the particles in $\text{merge}$:

   a) Create a k-d tree with the (transformed) coordinates of the particles as input.

   We construct the k-d trees in two ways: using the coordinates $(x, \lambda v)$ or using the coordinates $(x, \lambda v | v)$, where $\lambda v$ is a scaling parameter. We will refer to them as the ‘full coordinate k-d tree’ and the ‘velocity norm k-d tree’, and we will denote them with a superscript $x,v$ and $x,v$, respectively. The scaling is necessary because the nearest neighbor search uses the Euclidean distance between points. There is some freedom in the choice of $\lambda v$, which should express the ratio of a typical length divided by a typical velocity. With higher values the differences in velocity become more important than the spatial distances.

   b) Search the nearest neighbor of each particle in the k-d tree. If the distance between particles $i$ and $j$ is smaller than $d_{\text{max}}$, merge them. Particles should not be merged multiple times during the execution of the algorithm, so mark them inactive.
We let $d_{\text{max}}$ be proportional to the grid spacing $\Delta x$, so particles in finer grids need to be closer to be merged. There is no single optimal way to merge two particles. Several schemes for merging are discussed below in section 3.2.

3. Split each of the particles in split into two new particles.

The new particles have the same position and velocity as the original particle $i$, and weights $w_i/2$ and $(w_i + 1)/2$ (both rounded down). As was discussed in section 2.2, for some applications a different method should be used.

3.2. Merge schemes

When two particles are merged, it is generally not possible to conserve both energy and momentum. Therefore we consider different schemes, that conserve either momentum, energy or other properties. The performance of these schemes is compared in section 4. We have not used ternary schemes, that merge three particles into two. As discussed in [3], such schemes do not necessarily perform better, although they can conserve both momentum and energy. Furthermore, they are more complicated to construct in 2D or 3D.

When particles $i$ and $j$ are merged, the weight of the new particle is always the sum of the weights $w_{\text{new}} = w_i + w_j$. For the new position we consider two choices. It can be the weighted average $x_{\text{new}} = (w_i x_i + w_j x_j)/(w_i + w_j)$. It can also be picked randomly as either $x_i$ or $x_j$, with the probabilities proportional to the weights. If we take the weighted average, then we introduce a (slight) bias in the spatial distribution. On the other hand, picking the position randomly increases stochastic fluctuations. For example, suppose we have a cluster of particles, and particles are being merged until there is only one left. If we use the weighted average position, then we always end up at the center of mass. So the spatial distribution of particles has become very different, a single peak at the center. With the probabilistic method we also end up with a single peak, located at the position of one of the original particles. But now the probability of ending up at particle $i$ is proportional to $w_i$. Therefore, the ‘average’ spatial distribution has the same shape as before the merging.

Below we list several schemes for picking a new velocity $v_{\text{new}}$. For convenience of notation, let

\[ v_{\text{avg}} = (w_i v_i + w_j v_j)/(w_i + w_j), \]
\[ v_{\text{avg}}^2 = (w_i |v_i|^2 + w_j |v_j|^2)/(w_i + w_j), \]

so $v_{\text{avg}}$ is the weighted average velocity and $v_{\text{avg}}^2$ is the weighted square norm of the velocity. The schemes are indicated by the following symbols:

- $p$: Conserve momentum strictly by taking $v_{\text{new}} = v_{\text{avg}}$. Because $|v_{\text{avg}}|^2 \leq v_{\text{avg}}^2$, the kinetic energy is reduced by an amount $\frac{1}{2} m w_{\text{new}} \left( v_{\text{avg}}^2 - |v_{\text{avg}}|^2 \right)$, where $m$ is the mass of a particle with weight one.

- $\varepsilon$: Conserve energy strictly by taking $v_{\text{new}} = \sqrt{v_{\text{avg}}^2} \cdot \hat{v}_{\text{avg}}$ (the hat denotes a unit vector). Because the energy is kept the same, the momentum increases by $m w_{\text{new}} \left( \sqrt{v_{\text{avg}}^2} - |v_{\text{avg}}| \right) \cdot \hat{v}_{\text{avg}}$.

- $v_r$: Conserve both momentum and energy on average, by randomly taking the velocity of one of the particles. The probability of choosing the velocity of particle $i$ is proportional to its weight $w_i$.

- $v_r\varepsilon$: Randomly take the velocity of one of the particles, but scale it to strictly conserve energy. The expected change in momentum is $m w_{\text{new}} \left( \sqrt{v_{\text{avg}}^2} (w_i \hat{v}_i + w_j \hat{v}_j)/w_{\text{new}} - v_{\text{avg}} \right)$, which is small if $|v_i| \approx |v_j|$.

Although they are quite simple, we are not aware of other authors that have used schemes with randomness. It is possible to use multiple schemes, where the choice of scheme depends on the properties of the particles to be merged.
4. Numerical tests and results

It is difficult to come up with a general test of the performance of an APM algorithm. The algorithm should not significantly alter the simulation results, compared to a run without super-particles. At the same time, it should decrease the computational cost as much as possible. But whether these criteria are met depends on the particular simulation that is performed. Therefore we perform tests on a simplified system, and we focus on the effects of the coalescence algorithm on the particle distribution.

As stated before, our method works in 1D, 2D, 3D or any other dimension. For testing, we use a 2D domain with periodic boundary conditions. The domain consists of $2 \times 2$ cells, each of size $1 \times 1$. (We let lengths and velocities be of order unity, and give them without a unit.) Initially, particles with weight 1 are distributed uniformly over the domain. Then the coalescence algorithm is performed once, with the desired weight of the particles set to 2. We compare how the different merge schemes change the momentum and energy distribution. We also measure their effect on the density, momentum and energy grid moments.

4.1. Effect of the merge schemes on the energy and momentum distribution

4.1.1. First test

In the first test, there are 400 particles with a Gaussian velocity distribution. Both components of the velocity have mean 1 and a standard deviation of $1/4$. The resulting energy and momentum distribution functions are shown in the top row of figure 3. We show the distribution of momentum along the first coordinate, not the total momentum of particles, therefore we label it $x$-momentum. To convert the velocity of a particle to momentum, we multiply it by the weight of the particle, which represents the mass.

Initially, the particles have weight 1, and a desired weight of 2. Then the particles are coalesced according to a merge scheme, and the changes in the energy, momentum and density distribution are recorded. The whole procedure is repeated $10^5$ times for each scheme, using different random numbers, to reduce stochastic fluctuations. We have used both the velocity norm $k$-d tree (containing $x, \lambda_v |v|$) and the full coordinate $k$-d tree (containing $x, \lambda_v v$). Somewhat arbitrarily we took $\lambda_v = 4/5$, as the mean velocity plus the standard deviation in velocity was $5/4$.

The bottom row of figure 3 shows the effects of the merge schemes on the cumulative energy and momentum distribution function. The schemes are indicated by the same symbols as in section 3.2:

- $p$: conserve momentum
- $\varepsilon$: conserve energy
- $v_r$: take velocity of one of the particles at random
- $v_r \varepsilon$: take velocity from one of the particles at random, scale to conserve energy
- $x, |v|$: velocity norm $k$-d tree
- $x, v$: full coordinate $k$-d tree

We present the cumulative differences because they are less noisy and reveal trends more clearly. The schemes $\varepsilon x, |v|$ and $v_r, \varepsilon x, |v|$ have the same effect on the energy distribution, so they are shown together there as $(v_r)\varepsilon x, |v|$. The schemes $v_r x, |v|$ and $v_r x, v$ are also shown together, as $v_r$. They take the new velocity randomly from one of the original particles. Therefore, on average, both do not change the shape of the energy and momentum distribution. The other schemes move particles from the tails of the distribution towards the center. To see this in the cumulative distribution functions, note that particles get removed where the slope is negative, and are moved to where the slope is positive. This happens because these schemes take averages, which are more likely to lie towards the center of the distribution. Results are not shown for the velocity norm $k$-d tree with the momentum conserving scheme, $p x, |v|$. This combination leads to large changes in the energy distribution.

For all the merge schemes, on average about 40% of the particles is merged. The number is below 50% because the $k$-d tree is created only once, in a static way. When a particle is merged, it is not removed from the tree, but marked as inactive. So it might later be the nearest neighbor of another particle, that is still to be merged. In that case, the second particle is not merged, and the algorithm moves on to the next particle. Another option would be to search for the second closest neighbor, and so on. But then merging would happen over greater distances towards the end of the algorithm.
4.1.2. Second test

The second test is performed in the same way as the first test, but now the particles have a different velocity distribution. Both components of the velocity have a mean of 1/4 and a standard deviation of 1. The resulting energy and momentum distribution functions are shown in the top row of figure 4. Because it is more isotropic, the second velocity distribution poses a bigger challenge for the merge schemes. The bottom row of figure 4 shows the effects of the merge schemes on the cumulative energy and momentum distribution function. Again, the schemes $v_r$ perform best, as the other schemes move particles from the tail of the distribution towards the center. Note that the schemes $v_r, \varepsilon_x, |v|$ and $\varepsilon_x, v$ also move particles away from zero momentum. As for the first test, on average about 40% of the particles is merged.

4.2. Effect on grid moments

In many particle simulations, a grid (or mesh) is used. Grid moments are defined at the grid points, and provide local averages from which the fields acting on the particles can be computed. For example, the first grid moment gives the particle density, the second the current density or momentum density, the third the energy density and so on. Particles can be mapped to grid moments in different ways, here we use first order interpolation, also known as cloud-in-cell (CIC) [1, 2].

Using the data of the second test, we now look at the effect of the merge schemes on the first three grid moments. An APM algorithm should not induce large differences in these grid moments. The mean
difference is often zero, because the corresponding quantity is conserved. Therefore, we also look at the relative standard deviation, or $\sigma/\mu$, where $\sigma$ is the standard deviation of a random variable with mean $\mu$. This is a measure of the relative size of fluctuations. We measure these fluctuations at a single grid point, as they would be correlated for multiple grid points. In table 1 the changes in the grid moments are given for various schemes. The schemes are labeled by the same symbols as before. In addition, $x_r$ indicates that the new position is picked randomly from one of the merged particles. The bottom part of the table is about cell-by-cell merging, which is discussed in section 4.3. The APM fluctuations should be compared to those resulting from advancing the particles in time. Therefore, the table includes entries that list the effect of taking a timestep $\Delta t$ without any merging. Since we have included no collisions, the particles simply move with a constant velocity during this timestep.

The average deviation in particle density $\rho$ is zero for all the schemes, because they conserve the total weight of the particles. Therefore this quantity is not included in table 1. The induced fluctuations in the grid moments can differ by almost an order of magnitude between the schemes. As expected, conserving momentum reduces the mean energy, and conserving energy increases momentum. This is especially problematic when the velocity norm $k$-d tree is used. The mean deviations are then larger than 10%. The full coordinate $k$-d tree in combination with the energy-conserving scheme, $\varepsilon^{x,v}$, gives good results regarding energy and momentum conservation. Schemes that select the new velocity at random do not lead to systematic differences in the energy and momentum grid moments. With the $v_r^{x,|v|}$ scheme, the fluctuations in momentum can be relatively large. The $v_r^{x,|v|}$ scheme leads to much smaller fluctuations. This scheme
performs well: on average it conserves the grid moments and also the shapes of the energy/momentum distribution functions, and it does not create big fluctuations.

Taking the new position at random at one of the original particles ($x_i$) increases the fluctuations in particle density. For all the schemes, the fluctuations in density, momentum or energy are smaller than those resulting from a timestep of $\Delta t = 0.4$.

### 4.3. Cell-by-cell merging

Using $k$-d trees, there is no reason to do cell-by-cell merging. But because this type of merging is commonly used, we briefly evaluate its effects. The bottom part of table 1 shows results for cell-by-cell merging, for various schemes, using the second test distribution. The notation is the same as before, and a superscript $\nu$ indicates that only the velocity was used in the $k$-d tree, not the position. The fluctuations are mostly similar if the particles are merged locally (cell-by-cell) instead of globally. With fewer particles per cell, the differences would be larger though, as close neighbors are more likely to lie in other cells.

The average spatial distribution of particles directly after merging are shown in figure 5. Only the type of $k$-d tree is important for the effect, because all the shown merge schemes take the average position. From left to right: With the velocity norm $k$-d tree the spatial distribution of particles is affected close to the cell boundaries. With the full coordinate $k$-d tree, the effect is similar as with the velocity norm $k$-d tree. Using the $k$-d tree that includes only the velocity, particles are moved to the center of the cells. The spatial distribution is severely affected. Furthermore, the fluctuations in particle density are higher, as can be seen in table 1. If particles would be merged globally (not cell-by-cell), the spatial distribution would be uniform.

### 4.4. Computational costs of $k$-d trees

The goal of an APM algorithm is to speed up a simulation, so the algorithm itself should not take too much time. Theoretically, the computational complexity of creating a $k$-d tree is $O(N_p \log N_p)$, with $N_p$ the number of points in the tree. The average cost of a random search in the tree is $O(\log N_p)$. We have tested the practical performance of the KDTree2 library on an Intel i7-2600 CPU. In figure 5 the creation time and the average search time are shown for $k$-d trees of various sizes. Neighbors can be found faster if

### Table 1

| Method                  | $N_{merge}$ | $d_{avg}$ | $\sigma_p$ | $\Delta p_x$ | $\sigma_{p_x}$ | $\Delta \varepsilon$ | $\sigma_{\varepsilon}$ |
|------------------------|-------------|-----------|------------|---------------|------------------|----------------------|-----------------------|
| $\Delta t = 0.1$       | -           | -         | 1.6%       | 0.0%          | 9%               | 0.0%                 | 3.8%                  |
| $\Delta t = 0.2$       | -           | -         | 2.9%       | 0.0%          | 16%              | 0.0%                 | 6.7%                  |
| $\Delta t = 0.4$       | -           | -         | 4.9%       | 0.0%          | 25%              | 0.0%                 | 9.4%                  |
| $\varepsilon^{x/_v}$   | 39%         | 0.16      | 0.3%       | 12%           | 16%              | 0.0%                 | 0.8%                  |
| $p^{x/_v}$             | 39%         | 0.16      | 0.3%       | 0.0%          | 4%               | -37%                 | 5.0%                  |
| $v^{x/_v}$             | 39%         | 0.16      | 0.3%       | 0.0%          | 24%              | 0.0%                 | 1.2%                  |
| $v_e x^{e/|v|}_v$       | 39%         | 0.16      | 0.3%       | 0.4%          | 25%              | 0.0%                 | 0.8%                  |
| $e^{x/v}$              | 40%         | 0.38      | 0.7%       | 0.1%          | 4%               | 0.0%                 | 1.5%                  |
| $p^{x/v}$              | 40%         | 0.38      | 0.7%       | 0.0%          | 4%               | -1.2%                | 1.5%                  |
| $\varepsilon^{x/v}$   | 40%         | 0.38      | 0.7%       | 0.0%          | 6%               | 0.0%                 | 2.4%                  |
| $p^{x/\nu}$, cell      | 40%         | 0.19      | 2.8%       | 0.0%          | 12%              | -0.9%                | 3.8%                  |
| $v^{x/\nu}$, cell      | 39%         | 0.17      | 0.3%       | 0.0%          | 23%              | 0.0%                 | 1.5%                  |
| $v_e x^{e/|v|}_\nu$, cell | 39%       | 0.17      | 1.0%       | 0.0%          | 23%              | 0.0%                 | 2.2%                  |
| $\varepsilon^{x/\nu}$ | 38%         | 0.40      | 0.8%       | 0.5%          | 5%               | 0.0%                 | 1.8%                  |
Figure 5: Results for cell-by-cell merging. Shown are the relative differences in particle density, for different ways of creating the $k$-d tree. The schemes are indicated by the same symbols as in table 1 and figure 3. Cell-by-cell merging leads to clear artifacts, especially when the $k$-d tree contains only the velocity.

Figure 6: Performance figures for $k$-d trees in 2D-5D with $N_p$ points, using the KDTREE2 [14] library. Left: the time it takes to create the $k$-d tree. Right: the time it takes to find a nearest neighbor (for uncorrelated searches). The calculations were performed on an Intel i7-2600 CPU.

the $k$-d tree is constructed in fewer dimensions. Note that the average search time is given for uncorrelated searches, that are done at random locations. This is the worst-case scenario, as the CPU cannot do efficient data caching. If the next search location is picked close to the previous search location, search times in 5D decrease by more than 80%.

5. Conclusion

Adaptively adjusting the weights of simulated particles can greatly improve the efficiency of simulations. We follow Welch et al. [7] and call algorithms that do this ‘adaptive particle management’ (APM) algorithms. In this work, we have focused on the pairwise merging of particles. We found that the use of a $k$-d tree offers several important advantages over present methods. First, only particles that are ‘close together’ are merged. ‘Close together’ can be defined as desired (for example close in position and velocity). This ensures that the distribution of particles is not significantly altered. Second, the merging can be performed completely independent of the numerical mesh used in the simulation. The algorithm works in the same way, whether the simulation is in 1D or in any higher dimension. Third, with a $k$-d tree, the closest neighbors can be located efficiently. Therefore, the method can be used for simulations with millions of particles. Fourth, from a practical point of view, the use of a $k$-d tree library greatly simplifies the implementation of pairwise merging.

Two particles can be merged in different ways, and we have compared various merge schemes. An interesting option is to select properties for the merged particle at random from the original particles. With
these stochastic schemes fluctuations increase, but on average both momentum and energy can be conserved. The optimal scheme depends on the application. In general, it is more important to preserve the essential characteristics of the particle distribution function than to exactly conserve grid moments. A scheme that conserves energy or momentum should typically be used with a full coordinate $k$-d tree (containing $x, v$). A velocity norm $k$-d tree (containing $x, |v|$) can be used with a stochastic scheme. The advantage of a velocity norm $k$-d tree is that it can be constructed and searched faster than one with the full coordinates. The combination of a stochastic scheme with a full coordinate $k$-d tree seems a good choice: on average, the shape of the energy and momentum distribution functions is conserved, while the induced fluctuations in the grid moments are relatively small.
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