Intensities of KCs $E(4)^1\Sigma^+ \rightarrow (a^3\Sigma^+, X^1\Sigma^+)$ band system up to dissociation threshold: an interplay between spin-orbit, hyperfine and rovibronic coupling effects
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The relative intensity distribution in the rotationally resolved laser-induced fluorescence spectra belonging to the $E(4)^1\Sigma^+ \rightarrow (a^3\Sigma^+, X^1\Sigma^+)$ band systems of the KCs molecule was analyzed. The experimental intensities in doublet $P,R$ progressions assigned to spin-allowed $E \rightarrow X$ and spin-forbidden $E \rightarrow a$ transitions up to their common ground dissociation limit were described in the framework of a coupled-channels (CC) deperturbation model applied for the interacting, $X^1\Sigma^+$ and $a^3\Sigma^+$ states. The CC intensity simulation was based solely on fixed electronic structure parameters as functions of the internuclear distance $R$, namely: accurate empirical potential energy curves for all three states, $ab\ initio$ estimates for matrix elements $A(R)$ of the hyperfine structure (HFS), and transition dipole moments $d_{EX}(R)$ and $d_{E\alpha}(R)$. A comparison between the measured intensities and their theoretical counterparts demonstrates a strong competition between different intramolecular interactions. A weak spin-orbit coupling of the upper $E(4)^1\Sigma^+$ state with the remote $^1\Pi$ states is responsible for appearance of the $E \rightarrow a$ vibrational bands for the intermediate $v_a$-values. In turn, the HFS coupling between $X^1\Sigma^+$ and $a^3\Sigma^+$ states leads to peculiarities in $E \rightarrow (X,a)$ intensities, which are pronounced for high $v_E/v_X$-values and are responsible for appearance of the unexpected $4\Sigma^+\rightarrow a^3\Sigma^+$ transition. Accurate information on rovibronic transition probabilities corresponding to weakly bound levels located near the ground states dissociation threshold are required to optimize laser synthesis of the ultracold molecular ensemble by means of Stimulated Raman Adiabatic Passage (STIRAP) method. Exploring such optical cycles allows for coherent transfer of weakly-bound ultracold molecules formed by photo-association or magneto-association in the weakly bound ground triplet $a^3\Sigma^+$ or singlet $X^1\Sigma^+$ state levels to a deeply bound ground state level, preferably the absolute ground state $X^1\Sigma^+$ ($v_X = 0, J_X = 0$).

I. INTRODUCTION

Polar bialkali molecules containing a heavier Rb or Cs atom attract great attention from cold-molecules community. One of the reasons is that when ultra-cold species of such molecules are oriented by electric field they exhibit anisotropic long-range interaction properties, which is important for quantum simulation and processing of quantum information, see [1–4]. In spectroscopic studies of such molecules a particular emphasis has been given to a proper understanding of various kinds of adiabatic and non-adiabatic interaction processes both in the excited and ground electronic states as they may have a critical impact on the probabilities of the optical transitions. Accurate information on rovibronic transition probabilities corresponding to weakly bound levels located near the ground states dissociation threshold are required to optimize laser synthesis of the ultracold molecular ensemble by means of Stimulated Raman Adiabatic Passage (STIRAP) method [4].

Exploring such optical cycles allows for coherent transfer of weakly-bound ultracold molecules formed by photo-association or magneto-association in the weakly bound ground triplet $a^3\Sigma^+$ or singlet $X^1\Sigma^+$ state levels to a deeply bound ground state level, preferably the absolute ground state $X^1\Sigma^+$ ($v_X = 0, J_X = 0$).

Important sources of reliable information on different kind of coupling effects are experimental studies of intensities of transitions, which involve the respective states. Although this piece of information is as valuable as the line frequencies, it usually requires much more experimental efforts and advanced computational methods. On the experimental site, one needs to account for the spectral response of the setup, background, overlapping with neighboring lines etc., therefore, the uncertainty of the experimental intensity distributions rarely is below few %.

It should be reminded that the often taking place breakdown of the traditional adiabatic approximation can lead to dramatic changes in the corresponding transition probabilities [3], and to evaluate this effect one needs non-adiabatic wave functions of the coupled states. In Ref. [5] it is shown that for example a relatively weak spin-orbit (SO) interaction between distant singlet and triplet states can be responsible for non-vanishing singlet-triplet optical transitions. At the same time a strong local SO coupling can even change the nodal structure of vibrational wave functions of the affected states. Similarly, the centrifugal distortion systematically shifts the rovibronic energy and a nodal structure of the corresponding rovibronic wave functions of an isolated (adiabatic) electronic state, while local non-adiabatic coupling of $\Omega = 0$ and $\Omega = \pm 1$ states may cause interference effects between so-called parallel ($\Delta \Omega = 0$) and perpendicular ($\Delta \Omega = \pm 1$) rovibronic transitions [6]. Eventually, both effects will result in a non-regular (non-H"{o}nl-London) redistribution of the intensities between $P$ and $R$ branches of the same band.

In the current work we focus on the KCs molecule, which is under active studies aimed to obtain it in ultra-cold conditions, see [6–8], because of its sufficiently large electric dipole moment of 1.92 D and stability with respect to molecular collisions [9]. In particular, the interspecies Feshbach resonances in ultra-cold K-Cs pairs have been
experimentally observed and modeled \[8\]. In the present paper we concentrate our efforts on analysis of adiabatic and non-adiabatic effects, which determine the intensities of optical transitions from the excited \(E(4)^1\Sigma^+\) state to the ground \(X^1\Sigma^+\) and \(a^3\Sigma^+\) states.

An empirical potential energy curve of the shelf-like \(E(4)^1\Sigma^+\) state (see Fig.1a), which converges to the K(4\(^2\)S) + Cs(5\(^2\)D) atomic limit was determined and presented in an analytical form in \[10\] and in a point-wise form in \[11\]. As suggested in \[12\], this state is prospective as intermediate state to transfer ultra-cold KCs species from weakly-bound rovibronic levels of the coupled \((a, X)\) states to the “absolute” ground state \(X^1\Sigma^+\) \((v_X = 0, J_X = 0)\) in one STIRAP process \((a, X) \rightarrow E \rightarrow X(0,0)\). The required STIRAP intensity simulations were based on the relevant \textit{ab initio} spin-allowed \(E - X\) and spin-forbidden \(E - a\) transition dipole moments \[12\]. However, in Ref. \[12\] the hyperfine (HF) interaction between the close-lying rovibrational levels of \(a^3\Sigma^+\) and \(X^1\Sigma^+\) states was disregarded at modeling the experimental intensity distributions of \(E(4)^1\Sigma^+ \rightarrow (a, X)\) Laser-Induced Fluorescence (LIF) spectra. The effects due to this HF interaction were observed in \[13, 14\] since the shelf-like structure of the upper state allows for \(E \rightarrow (a, X)\) LIF progressions ending on the levels close to the common dissociation limit of separated K and Cs ground state atoms. Ref. \[14\] presents a deeper insight into the mixing between the ground state \(v_X/v_a\) vibrational levels mainly due to Fermi contact interaction coming from the Cs atom’s large nuclear magnetic moment. As recommended in Ref. \[14\], a more comprehensive deperturbation treatment of a nodal structure of the \(X - a\) non-adiabatic rovibrational wave functions is necessary to cover all phenomena that determine \(E(4)^1\Sigma^+ \rightarrow (a, X)\) intensities. It should be also mentioned in this connection that the observed unusual intensity ratios between \(P\) and \(R\) lines of the same doublet have not been analyzed in previous studies \[12, 14\], in which the calculated values were averaged over the \(P\) and \(R\) components of a doublet.

During previous studies \[10, 12, 14\] a large number of \(E(v', J') \rightarrow (a, X)\) Fourier-transform (FT) LIF spectra were obtained in the University of Latvia Laser Center. The recorded spectra combine high spectral resolution with high detection sensitivity, which allowed for determining LIF intensity distributions including rather weak lines. A rich amount of not yet explored information on intramolecular interactions in ground and excited states contained in these spectra motivated us to perform a detailed analysis of the intensity distribution that would allow for testing of the applied deperturbation model. In a recent paper \[15\] we presented a simplified 2 \(\times\) 2 coupled channels (CC) model for the HF structure (HFS) of the interacting \(X^1\Sigma^+\) and \(a^3\Sigma^+\) states, which managed to accurately reproduce all existing experimental frequencies, including a weak, previously unobserved dependence of the HFS on \(v_a\). It was explained by accounting for the \(R\)-dependence of HFS matrix elements reported in \[16\]. Accounting for these considerations, the present paper is aimed to use the available experimental data and new theoretical calculations to describe the \(E(v', J') \rightarrow (a, X)\) LIF intensity distribution.

The present publication is organized as follows. In Section \[II\] we provide a brief summary of the experimental procedure followed by analysis of the obtained spectra. Then, in Section \[III\] a summary of the theoretical background behind the simulation of the relative line intensities is presented, whereas the relevant details may be found in the three Appendixes. In Section \[IV\] we present a comparison between experimental and calculated line intensities.

II. EXPERIMENTAL DETAILS AND SPECTRAL ANALYSIS

The experiments aimed to detect the \(E(4)^1\Sigma^+ \rightarrow (a^3\Sigma^+, X^1\Sigma^+)\) high-resolution LIF spectra have been described in our earlier papers \[10, 12, 14\]. In short, the KCs molecules have been produced in a linear heat-pipe. The spectra were recorded at temperatures of the heat-pipe of about 290° C. The admixture of about 1 mbar of Ar as buffer gas was necessary to prevent vapor condensation on the optical windows. A single mode ring dye laser (Coherent 699-21) with Rhodamine 6G dye was used to excite \(E(4)^1\Sigma^+ (v', J') \leftarrow X^1\Sigma^+ (v_X, J_X)\) transitions. The LIF was dispersed by a Fourier-transform spectrometer IFS-125HR (Bruker) with a typical instrumental resolution of 0.03 cm\(^{-1}\), but sometimes the resolution was increased up to 0.02 cm\(^{-1}\). The spectra have been limited by an optical band pass filter BP 716 to within 13 700 to 14 500 cm\(^{-1}\) and detected by a photomultiplier (Hamamatsu R928). Laser excitation frequencies have been chosen within the 17 809 - 17 816 cm\(^{-1}\) range and actively stabilized by a wave-meter (HighFinesse WS6). These frequencies were found in \[14\] to excite strong transitions to the \(E(4)^1\Sigma^+\) state rovibrational levels \((v' = 44\) and 45\) from the low vibrational levels of the \(X^1\Sigma^+\) state with \(v_X = 0\) and 1. Special efforts have been made to record “clean” LIF spectra, in which one progression is strongly dominating, so often several possible excitations of given \((v', J')\) from different \(X\)-state levels have been tried. To achieve a reasonable signal-to-noise ratio, the typical acquisition time was about 4 hours.

As established in \[14\], the excitation of \(E(4)^1\Sigma^+\) state levels with \(v' = 44\) and 45 and various \(J'\) values within 6 - 22 results in fluorescence progressions to the \(X^1\Sigma^+ (v_X, J_X)\) and \(a^3\Sigma^+(v_a, J_a)\) states, stretching to the highest values of \(v_X\) and \(v_a\) close to the dissociation limit, which are strongly coupled by HF interaction, see Fig. 1b.

Fig. \[1b\] presents a part of \(E (v' = 44, J' = 22) \rightarrow (a, X)\) LIF spectrum, with a strong \(P\), \(R\) doublet progression to the \(X\) state proceeding up to the dissociation limit. As can be seen, the strongest \(E - X\) line is observed for \(v_X\)
A pair of LIF progressions starting from triplet state level with $v_a$ ignored hereafter since it could not be resolved in the Doppler-limited LIF spectra. Appearance of singlet-triplet admixture. Another interesting feature is the changeover in the relative intensities of central $G$ with $S$ above splitting, appear systematically close to the dissociation limit starting from levels above $v_a = 16$, which HFS is shown in the inset. The triplet HFS components are labeled with their $G_1$ values (see Appendix C for details).

Since the optical filter cuts the LIF to lower $v_X$ our analysis of intensity distribution starts from $v_X = 68$ for most of progressions. The inset zooms in a fragment of the spectrum, in which the $E - a$ transition to $v_a = 16$ is also visible. One can recognize the characteristic three groups of lines, which appear due to the HFS splitting of the $a^3\Sigma^+_1$ levels by the magnetic dipole interaction. These triplet lines correspond roughly to the $G_1 = 9/2$, $G_1 = 7/2$ and $G_1 = 5/2$ components according to the Hund case coupling ($b_{3S}$) of the total electron spin with $S = 1$ and the nuclear spin of Cs $I_{Cs} = 7/2$ to an intermediate angular moment $G_1 = S + I_{Cs}$ (see Appendix A and C). The additional splitting of these triplet HFS components caused by a nuclear spin of K atom was completely ignored hereafter since it could not be resolved in the Doppler-limited LIF spectra. Appearance of singlet-triplet transitions to the almost pure $a^3\Sigma^+$ lines can only be explained by the entire non-vanishing $E - a$ transition dipole moment function, because as already shown in the $E(4)\Sigma^+$ state is free from local spin-orbit perturbations (see also Fig. 1 and Appendix B for details).

The high $v_X$-range of the same spectrum is given in Fig. 2a. Strong local $X - a$ perturbation may be recognized for $v_X = 94$ due to appearance of extra lines. They are explained by the HF-mixing of the $v_X$ level with the triplet state level with $v_a = 23$. Please note, that now the HFS of the $a^3\Sigma^+$ levels does not show up, but only the central $G_1 = 7/2$ component, which is involved in the $X - a$ interaction. Such $E - a$ P, R doublets, without HF splitting, appear systematically close to the dissociation limit starting from levels above $v_a = 27$, which have singlet admixture. Another interesting feature is the changeover in the relative intensities of $P$ and $R$ components with $v_X = 95$ (dominating $P$-component) and 96 (dominating $R$-component). Fig. 2b presents the low frequency end of another pair of LIF progressions starting from $v' = 45$, $J' = 17$ level, in which one also can see the $E - a$ doublets progression above $v_a = 27$. The inset illustrates the changeover between the intensities of $P$ and $R$ components of the $E - X$ progression for $v_X = 92$ and 93.

Fig. 3 presents fragments of $E - X$ LIF progressions from $v' = 44$ with $J' = 7$, 14, and 21, which have been chosen to demonstrate the characteristic features related to rotational-vibrational interaction. Thus, for $v_X = 97$ the changeover between the intensities of the $P$ and $R$ components is visible when comparing LIF from $J' = 7$ and 14, while for $v_X = 95$ the change of the relative intensities takes place at somewhat higher $J'$ – compare spectra from $J' = 14$, $J' = 21$ and also $J' = 22$ (Fig. 2b).

Detailed analysis of the intensity distribution of recorded LIF $E - (a, X)$ progressions from $v' = 44$ and 45 with various $J'$ values was carried out. Line intensities were measured from the peak of the line profile. It was necessary to accurately account for the spectral background, as well as for possible contributions of overlapping satellite lines. Such lines appear due to population of neighboring $E$ state rotational levels by collisions with the atoms of the inert buffer gas. First, we determined relative intensities of satellite lines with respect to the optically excited “main”
FIG. 2. Examples of LIF spectra. (a) The low frequency part of the progression shown in Fig. 1. Numbers denote vibrational levels (\(v_a\) -numbering is in italic). The visually overlapping lines \(100P/30R\) can be resolved at 0.02 cm\(^{-1}\) resolution. The changeover of \(P, R\) doublet lines intensities at transitions to \(v_X = 95\) and 96 is clearly seen. (b) The very end of a progression from the excited level \(v' = 45, J' = 17\) with energy 17871.665 cm\(^{-1}\). The inset zooms in a changeover of \(P, R\) doublet lines intensities at \(v_X = 92\) and 93.

Determination of LIF intensity distribution in the actual spectra involves also the issue of calibration of the overall spectral sensitivity of the detection system (optical filter, beam splitter, photodetector etc.). In the present analysis we used the spectral sensitivity curve \(S(\nu)\) determined in [12]. The overall correction was about 8 percent between the ends of spectral range. Each progression was recorded several times and then averaged. This allowed us to estimate the statistical uncertainty for the experimental intensities as being no more than 5 % for the lines with signal-to-noise ratio (SNR) above 10.

III. OUTLINE OF THE \(E \rightarrow (a, X)\) INTENSITY SIMULATIONS

In this section we provide only main details on the simplified non-adiabatic model which was used for explaining the relative intensity distribution of \(E \rightarrow (a, X)\) LIF progressions. The full computational procedure implemented in
a code for transition probabilities is given in Appendix A.

The absolute line intensity [W/m²] is proportional to:

$$I_{E \rightarrow a,X}^{\text{Calc}} \sim \nu_{E \rightarrow a,X}^4 |M_{E \rightarrow a,X}|^2,$$

(1)

where $\nu_{E \rightarrow a,X} = E_E(v_{E}', J') - E_{a,X}(J'' = J' \pm 1)$ is the wave number of the transition, and

$$M_{E \rightarrow a,X} \approx \alpha_{\parallel} (J') \langle v_{E}' |d_{EX}| \xi_{X}' \rangle + \alpha_{\perp} (J') \langle v_{E}' |d_{Ea}| \xi_{a}' \rangle$$

(2)

is the rovibronic matrix element of the corresponding transition dipole moment (see Appendix A). Only the $e$-symmetry $F_2$ components of the $a^3 \Sigma^+$ state (with $N_a = J' \pm 1$) are involved due to the $e$-symmetry of the $E(4)^1 \Sigma^+$ state levels (see Appendix C and also Ref. 15). $d_{EX}(R)$ and $d_{Ea}(R)$ are electronic transition dipole moments, which are available as functions of the internuclear distance $R$ from ab initio electronic structure calculations 12.

The adiabatic rovibronic energies of the “shelf-like” $E(4)^1 \Sigma^+$ state and the corresponding rovibrational wave functions $|v_{E}'(J') \rangle$ were obtained from the empirical potential $U_{E}(R)$ 10 11. The conventional adiabatic approximation has been applied for the isolated state although this singlet state is supposed to undergo regular spin-orbit mixing with the remote $^3\Pi$ states manifold (see Fig. 1b) introducing a non-zero singlet-triplet $d_{Ea}(R)$ transition moment (see details in Appendix B).
In turn, the non-adiabatic eigenvalues $E_{(a,X)}$ and $R$-dependant mixing coefficients $|\xi_{(a,X)}\rangle$ of the two-component vibronic eigenfunction

$$\Psi_{(a,X)} = \Phi_{a}^{v} \langle \xi_{X} \rangle + \Phi_{a}^{\perp} \langle \xi_{a} \rangle$$

(3)

corresponding to the bound levels of the mutually perturbed $X^1\Sigma^+$ and $a^3\Sigma^+$ states were obtained in the framework of the CC deperturbation model briefly discussed in Appendix \textnormal{C} and in details in Ref. \textnormal{15}. The components of the vibrational wave function $|\xi_{X}\rangle$ and $|\xi_{a}\rangle$ in Eq. \textnormal{(3)} are normalized as $P_{X} + P_{a} = 1$, where $P_{i} = \langle \xi_{i} | \xi_{i} \rangle$ with $i \in [X^1\Sigma^+, a^3\Sigma^+]$. It should be reminded that the conventional labeling of levels by vibrational quantum numbers $v_{a}$ and $v_{X}$ is not exactly correct for the non-adiabatically coupled states since their nodal structure does not satisfy the condition of the oscillation theorem \textnormal{10}. Nevertheless for the sake of simplicity we use it throughout the paper to indicate the predominant character of the wave function. In fact the dominant term $P_{a}$ or $P_{X}$ for most of the observed levels was always above 0.7 and reached about 0.5 only for the highest vibrational levels.

The two-by-two CC system of radial equations accounting explicitly for the hyperfine magnetic dipole interaction between the $X^1\Sigma^+$ state and the $\Omega = 1$ component of the $a^3\Sigma^+$ state was numerically solved by the Fourier-Grid-Hamiltonian method \textnormal{20} (see Appendix \textnormal{C}). To account correctly even for the levels close to the dissociation limit, the grid was composed out of 901 points from 2.2 Å to 40 Å. We computations were performed with the same code as in Ref. \textnormal{21}, supplied with a new module for evaluation of rovibronic transition probabilities.

The $M$-independent direction cosine matrix elements $\alpha_{\|/\perp}(J')$ involved in Eq. \textnormal{(2)} correspond to $3j$ symbols in Eq. \textnormal{(A3)}, and their expressions can be found for all rotational branches in closed analytical form (see, for example, Table 6.1 of Ref. \textnormal{5} and also Appendix \textnormal{A} for both $\Omega' = \Omega''$ (the so-called parallel) and $\Omega' = \Omega'' \pm 1$ (perpendicular) electronic transitions. The squares of the rotational matrix elements $\alpha_{\|/\perp}(J')$ correspond to the well-known Hönli-London factors \textnormal{20}, which were normalized \textnormal{22} as $\sum_{J'} |\alpha_{\|/\perp}|^2 = (2J' + 1)(2S + 1)$, where $S = 0, 1$ for the $E \to X$ and the $E \to a$ transitions, respectively.

It should be reminded that the $\alpha_{\|}$ and $\alpha_{\perp}$ values and $J' \to J + 1$ have opposite signs \textnormal{17} while their absolute values rapidly approach each other for both $J' \to J \pm 1$ branches as the rotational quantum number $J'$ increases: $|\alpha_{\|}| \approx |\alpha_{\perp}| \approx J'$. In this case, the relation \textnormal{(2)} can be reduced to the form

$$|M_{E \to (a,X)}^{P/R}| \sim |M_{E \to X}^{P/R} + M_{E \to a}^{P/R}|,$$

(4)

where

$$M_{E \to X}^{P/R} = \langle v_{X}^J | d_{EX} | \xi_{X}^{J' \pm 1} \rangle, \quad M_{E \to a}^{P/R} = \langle v_{a}^J | d_{a} | \xi_{a}^{J' \pm 1} \rangle.$$  

(5)

Using explicit relations for rotational $\alpha_{\|/\perp}$-factors from Ref. \textnormal{5} we can write:

$$\frac{I^{P}}{I^{R}} \approx \left( \frac{\nu^{P}}{\nu^{R}} \right)^{4} \left( \frac{\sqrt{J'M_{EX}^{P/R} - \sqrt{J' + 1}M_{Ea}^{P/R}}}{\sqrt{J' + 1}M_{EX}^{P/R} + \sqrt{J'}M_{Ea}^{P/R}} \right)^{2}.$$  

(6)

For relatively high $J'$-values the relation \textnormal{(6)} can be further reduced to:

$$\frac{I^{P}}{I^{R}} \approx \left( \frac{\nu_{a}^{J'}}{\nu_{a}^{J'}} \right)^{2} \left[ \frac{1 - K^{P}}{1 + K^{R}} \right]^{2}.$$  

(7)

under well-established $R_{c}$-centroid approximation \textnormal{23}. It is clearly seen from Eq. \textnormal{(7)} that the sign and the absolute value of the “sensitivity” coefficients

$$K^{P/R} = \frac{d_{a}R_{c}(R_{c})}{d_{EX}(R_{c})} \langle v_{a}^{J'} | d_{EX} | \xi_{a}^{J' \pm 1} \rangle, \quad R_{c}(a,X) = \frac{\langle v_{a}^{J'} | R | \xi_{a}^{J' \pm 1} \rangle}{\langle v_{a}^{J'} | \xi_{X}^{J' \pm 1} \rangle},$$  

(8)

should be responsible for the most part of peculiarities observed in the $P/R$ intensity ratios as a function of vibrational and rotational quantum numbers of upper and lower electronic states. The most pronounced variation of the $I^{P}/I^{R}$-values are expected for rovibronic transitions when $|K^{P/R}| \approx 1$ and the overlap integrals $\langle v_{a}^{J'} | \xi_{X}^{J' \pm 1} \rangle$ are small enough \textnormal{24}. 


The correct comparison of the calculated $E \rightarrow (a, X)$ line intensities $I^{\text{Calc}}$ with their measured counterparts $I^{\text{Expt}}$ as registered by the detector depends on a series of additional factors (population of the initial state, spectral sensitivity of the detector and the transmission of the optics, geometry of observation, etc.), which are not always easy to account for. Therefore it is much easier to compare relative intensities of spectral lines (corrected for the spectral response of the detecting system) which share common upper $E$-state level since most of these factors are canceled. In the present study we normalized all theoretical and experimental intensities of a given $E \rightarrow (a, X)$ progression to the intensity of the strongest among the observed lines. As already mentioned, the $R$ component of the transition to $v_X = 86$ (for $v' = 44$) or to $v_X = 87$ (for $v' = 45$) were chosen, because they are well isolated from the rotational relaxation satellites.

IV. RESULTS

In this Section we present typical examples, where the experimental SNR allows to recognize most of the theoretically predicted lines. We selected a high $J'$ and a low $J'$ progression from $v' = 44$ and one progression from $v' = 45$. It this way we can cover virtually all interesting phenomena and also demonstrate that the applied theoretical CC approach is able to account for most of them.

In Figure 3 we compare the experimentally determined intensities with the results from the CC code. The upper level is $E(4)^1\Sigma^+$ ($v' = 44, J' = 10$). Relative intensities are shown, scaled with the intensity of $E(v' = 44, J' = 10) \rightarrow X(v_X = 86, J_X = 9)$ transition. The normalized partial components $P_X$ and $P_a$ (see Section III) of the respective vibrational wave functions (in %) are presented for selected transitions above the bars. The numbers separated with forward slash are designating the $P$ and $R$ branches. For the $E \rightarrow X$ transitions the contribution due to the $a$ state is given ($P_a$), while for the $E \rightarrow a$ transitions – due to the $X$ state contribution $P_X$. For $E \rightarrow X$ lines (Fig. 3a) the calculation reproduces correctly not only the nodal structure of the spectrum, but also quite reasonably the overall intensity distribution, including the ratio between $P$ and $R$ components (e.g. $v_X = 83, 86, 92, 93,$ and $96$) and also the changeover which occurs for this $J'$ between $v_X = 94$ and $95$ (see the inset in Fig. 3b). For $v_X = 91$, however, the model predicts $P/R$ ratio, which disagrees with the experiment. It is not excluded that such sharp deviation, which exceed the typical experimental uncertainty of about $5\%$ is caused by accidental absorption of the LIF line at $13818.612$ cm$^{-1}$ in KCs $X^1\Sigma^+ - c^3\Sigma^+ [24, 26]$ or $K_2 X^1\Sigma_g^+ - A^1\Sigma_u^+$ bands [27].

The overall agreement for the $E \rightarrow a$ part of the fluorescence is also very convincing (see Fig. 3b) taken into account the much weaker experimental intensities, which should be compared to the noise level of about $0.002$ relative units for this spectrum. Therefore, for example, the transition to $v_a = 24$ is missing, because its intensity is comparable to the noise. Some transitions are blended by other lines (e.g. the $P$ component to $v_a = 27$), so their absence from the Figure does not demonstrate any disagreement with the experiment. The transitions up to $v_a = 20$ levels are due to the nonzero transition dipole moment $d_{Ea}$. These levels are of predominantly triplet character, isolated from the $X$ state and therefore intensity borrowing due to mixing with the $X^1\Sigma^+$ state is impossible. For higher $v_a$ the appearance of the $E \rightarrow a$ lines gradually changes from lines with HFS for “pure” $a^3\Sigma^+$ levels (like in the inset of Fig. 1) and to a single line pattern after about $v_a = 20$, where the mixing with the $X$ state increases (see e.g. Fig. 2). Apparently the direct $E \rightarrow a$ transitions ($M_{Ea}$ in Eq. 3) vanish close to the dissociation limit and transitions to the $a^3\Sigma^+$ are mainly due to the $M_{EX}$ part of eq. 3. The lines appear as singlets because only the $G_1 = 7/2$ component of the HF triplet mixes with the $X$ state. The most critical point is the intensities of lines to levels $v_X = 94, 95$ and $v_a = 23, 24$, where $X^1\Sigma^+$ and $a^3\Sigma^+$ states come to the closest separation and locally perturb each other. The changeover of the $P/R$ ratio between $v_X = 94$ and $95$ in Fig. 3b is also nicely reproduced. So the CC model [15] (based solely on experimental frequencies) not only correctly calculates the level energies, but also finds correctly the two component wave functions. The agreement between experimental and calculated weak $E \rightarrow a$ intensities is even more remarkable if one takes into account that all $E \rightarrow a$ and $E \rightarrow X$ transitions are normalized to the same singlet transition. A correct ratio between singlet and triplet parts of the spectra means that correct are also the relative values of the $d_{EX}(R)$ and $d_{Ea}(R)$ dipole moments.

Another example of intensity distribution is presented in Fig. 5 in which the upper level is $E(4)^1\Sigma^+ (v' = 44, J' = 22)$. Similarly to the case with $J' = 10$ (Fig. 4), both measured and calculated intensities are normalized to the $E(v' = 44, J' = 22) \rightarrow X(v'' = 86, J'' = 21)$ “clean” $R$ line intensity. Fig. 5a demonstrates excellent agreement between theoretical and measured values, except for $v_X = 86$ where the experimental value of $P$ component, contrary to calculations, is by about $10\%$ smaller than that of $R$ component. In the inset of the figure one can see that the intensity changeover between $P$ and $R$ lines, which in this case appears for $v_X = 95$ and $v_X = 96$ is nicely described by theory. Similar changeover for $v_X = 95$ and $v_X = 96$ was observed in the case of progression with $J' = 21$, see Fig. 4. Note that the changeover for $J' = 22$ is more pronounced than for $J' = 10$, see Fig. 4b. Presented in Fig. 5a intensity distribution to a state also shows good agreement between experiment and theory.

In Fig 5b we present the intensity distribution for $E \rightarrow X$ progression from a higher $E$ state level ($v' = 45, J' = 17$).
have different signs, while for vibration (see Fig. 3). Initially our guess was that here we observe interference effects (see chapter 6.3 of Ref. [5]).

For intensity distributions above line intensity. In a broad scope this picture confirms the quality of the CC model. Note that a change of upper state moment in the $^{1}S_{0}$ level. Vertical bars are the experiment, circles – CC calculations. All values are normalized to the $E-X$ transition with $v_X = 86$. Notations $Pn$ and $Rn$ relate to the normalized values. The red asterisk marks the overlapping lines. Open asterisks stay for lines, which can not be distinguished from noise level. Error bars are the estimated experimental uncertainties. Above the bars the mixing coefficient (in %) is given for selected $v_X$ and $v_a$ $P/R$ components, see text for details.

Both measured and calculated intensities are normalized to the strongest $E(v' = 45, J' = 17) \rightarrow X(v_X = 87, J_X = 16)$ line intensity. In a broad scope this picture confirms the quality of the CC model. Note that a change of upper state vibrational level causes a shift of the changeover range to $v_X = 92$ and $v_X = 93$, which is again correctly reproduced by the model. As to the $E \rightarrow a$ transitions, see Fig. 6b, we should draw reader’s attention to a different intensity distribution at $v_a > 23$ than for case of $v' = 44$. Despite of sparse experimental data, these observations in general prove the quality of the calculated dependence.

To demonstrate separately the contributions of line intensity borrowing by the HF mixing and the $d_{Ea}$ dipole moment in the $E \rightarrow a$ transitions in Figure 4 we present a calculation of the line intensities from the $E$ state (44, 10) level with CC calculation when $d_{Ea}$ is set to zero ($I_{E \rightarrow a} \sim M_{E}^{2}$, black dots) and without CC calculation and nonzero $d_{Ea}$ ($I_{E \rightarrow a} \sim M_{Ea}^{2}$, red squares). The experimental intensities are drawn with bars. One should compare these results with the calculations in Fig. 4 where both HF coupling and $d_{Ea}(R) \neq 0$ were taken into account. One may see that, as expected, below $v_a = 20$ the role of $X \rightarrow a$ mixing is negligible, whereas the presence of $d_{Ea}$ alone cannot explain the intensity distribution above $v_a = 20$. In the intermediate region between $v_a = 20$ and $v_a = 26$ both contributions are important. It is curious to compare the intensities for $v_a = 22$ and $v_a = 26$. For these levels both $M_{EX}$ and $M_{Ea}$ values predict comparable intensities when taken separately. However their joint effect results in a nearly zero intensity for $v_a = 22$ and a significant one for $v_a = 26$ (see Fig. 4). The reason is that for $v_a = 22$ $M_{EX}$ and $M_{Ea}$ have different signs, while for $v_a = 26$ the signs are the same.

We would like to mention one more detail on the changeover of the $P/R$ ratio in the vicinity of $X^{1}Σ^{+} \rightarrow a^{3}Σ^{+}$ perturbation (see Fig. 5). Initially our guess was that here we observe interference effects (see chapter 6.3 of Ref. [5]).

FIG. 4. Experimental and calculated relative intensity distributions in $E \rightarrow (a, X)$ LIF progressions starting from $v' = 44, J' = 10$ level. Vertical bars are the experiment, circles – CC calculations. All values are normalized to the $E-X \ R$ transition with $v_X = 86$. Notations $Pn$ and $Rn$ relate to the normalized values. The red asterisk marks the overlapping lines. Open asterisks stay for lines, which can not be distinguished from noise level. Error bars are the estimated experimental uncertainties. Above the bars the mixing coefficient (in %) is given for selected $v_X$ and $v_a$ $P/R$ components, see text for details.
FIG. 5. Experimental and calculated relative intensity distributions in $E - (a, X)$ LIF progressions starting from $v' = 44$, $J' = 22$ level. Notations are the same as in Fig. 4.

because all necessary conditions were fulfilled: parallel and perpendicular transitions contribute to the line intensity and therefore the relative signs for $M_{EX}$ and $M_{Ea}$ change for $P$ and $R$ transitions. However the calculated intensities with and without HF coupling (blue and red open circles in Fig. 3) show that in fact the changeover in this case is a pure adiabatic rotational (centrifugal distortion) effect while the non-adiabatic HF coupling influences only the overall intensity and leaves the $P/R$ ratio almost unchanged. Apparently, the mixing between interacting states (see the values of $P_a$ and $P_X$ in Figs. 4 and 5) is not sufficient in order to make the values of $M_{EX}$ and $M_{Ea}$ comparable for the $E - X$ transitions with predominantly singlet character. Interference effects might be observed in the $E - a$ transitions, but unfortunately these lines are weak and in present study the possible effects are most likely hidden within experimental uncertainty.

V. CONCLUDING REMARKS

In the present study it was shown that by constructing a realistic coupled-channels model and taking into account all important interactions it is possible to reproduce the experimental line intensities even in such a non-trivial case like the $E(4)^3\Sigma^+ \rightarrow (a^3\Sigma^+,X^1\Sigma^+)$ band system. The model functions were either empirical PECs (10, 11, 15) or ab initio coupling functions (the HF $A(R)$ function, Appendix C) and transition dipole moments $d_{EX}$ and $d_{Ea}$ [12]. It is difficult to estimate which of these functions has more impact on the accuracy of the model. In our case, lower states PECs and $A(R)$ functions were already tested in Ref. [15] and they reproduce accurately a huge set of experimental energies of $a^3\Sigma^+$ and $X^1\Sigma^+$ states, including the near asymptotic ones. Therefore it should be assumed that the wave functions of the mixed $(a, X)$ complex are accurately known. For the transition dipole moments, however, there is no additional independent experimental test to assure their quality, so here we relied entirely on the results of theoretical
FIG. 6. Experimental and calculated relative intensity distributions in $E-(a,X)$ LIF progressions starting from $v' = 45, J' = 17$ level. All values are normalized to the $E-X$ transition to $v_X = 87$ ($R$ component). The notations are the same as in Fig. 4.

FIG. 7. Line intensities from the $E$ state (44, 10) level with CC calculation but $d_{Ea} = 0$ (black dots) and without CC calculation but nonzero $d_{Ea}$ (red squares). Both calculations can not reproduce the experimental data (bars) for all $v_a$. 
calculations and the results proved to be very satisfactory. In this connection, we should stress on the increasing importance of accurate theoretical calculations. So far, transition dipole moments along with radial functions for various coupling operators can not be determined unambiguously from experimental observations, unlike the PECs. In principle, of course, the $d_{EX}(R)$ and $d_{Ea}(R)$ functions could have been fitted if systematic deviations between measured and calculated relative intensities were observed, but in our case it was not necessary. The question of using the measured line intensities together with the line frequencies as experimental data is still open, and studies like this may be used as test grounds to develop stable fitting routines.

One of the keys for the success of the present modeling is the thoroughly processing of experimental spectra in order to extract the correct line intensities. As already explained, part of the lines were overlapped with rotational relaxation satellites and accounting for them was a tedious procedure, which required \textit{a priori} knowledge of their line frequencies.

We believe that the simple CC model developed in Ref. [15] for KCs $a^3\Sigma^+$ and $X^1\Sigma^+$ states can be applied for other alkali diatomics and similar analysis of line intensities can be carried out for optimization of photoassociation or/and STIRAP processes. Of course, in some cases the upper state in cold-collisions studies is not as simple as here (a single $^1\Sigma^+$ state), but may be a mixture of singlet and triplet states (e.g. $(^1\Sigma^+,^3\Pi)$ or even $(^1\Pi,^3\Sigma^+,^3\Pi)$). This however leads only to a more complex model, but a multi-component wave function for the coupled excited states can be calculated in a similar manner.
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Appendix A: Computational procedure for calculation of line intensities

In order to determine the relative line intensities for the transitions from the $E(4)^1\Sigma^+$ to the coupled $(a^3\Sigma^+,X^1\Sigma^+)$ system first we will compute the Einstein coefficients through the formula:

$$A_{if} = \frac{8\pi^2\nu^3_{if}S_{if}}{3\varepsilon_0\hbar^3g_i} = 3.1361891 \times 10^{-7} \times \nu^3_{if} \times \frac{S_{if}}{g_i}, \quad (A1)$$

where $i$ and $f$ are labels for the initial and the final state. In the second part of (A1) the numerical factor is calculated by assuming that $\nu$ is the transition wave number measured in cm$^{-1}$. $S_{if}$ is the line strength, which represents the square of the transition dipole matrix element summed over the degenerate initial and final magnetic sub-levels $M$. $S_{if}$ is expressed in Debye square units, assuming that the involved transition dipole moment is in Debye units. $g_i = 2J_i + 1$ is the initial state degeneracy factor. As a result, the Einstein coefficients will be in $s^{-1}$ units. The evaluated Einstein coefficients of spontaneous emission is related to the experimental LIF intensities as

$$I_{if}^{exp} \sim \nu_{if}A_{if} \quad (A2)$$

For a transition between an initial state $|i\rangle$ and a final $|f\rangle$ state, the line strength (originally defined in Ref. [28]) is expanded as a sum over the associated $M'$ and $M$ quantum numbers:

$$S_{if} = \sum_{M'M} \sum_p |\langle f|T^p_{M'}(\mu)|i\rangle|^2 \quad (A3)$$
where $T^k_p(\mu)$ are the spherical tensor components of the electric-dipole operator expressed in a space-fixed coordinate system; $p$ is the index specifying the projection onto this system and $k$ is the rank of the tensor equal to 1 for electric-dipole single-photon transitions as in our case. Since $\mu$ is an internal characteristic of the molecule, it is more natural to be defined in the molecule-fixed system. We transform it using the Wigner $D$ rotation matrix [29]:

$$
T^k_p(\mu) = \sum_q D^k_{pq}(\omega)^* T^k_q(\mu) = \sum_q (-1)^{p-q} D_{p-q}(\omega) T^k_q(\mu) \tag{A4}
$$

where $q = 0, \pm 1$ are the spherical components in molecule-fixed system and $\omega$ is a short notation for the three Euler angles. To proceed, we must explicitly specify the initial and the final state vectors in Eq. (A3). In Hund’s case coupling (a) they are represented by the following set of quantum numbers: $|i\rangle \equiv |\eta AS\Sigma J(M)\rangle$ and $|f\rangle \equiv |\eta' AS'\Sigma' J'\Omega'M'\rangle$ where $\eta$ and $\eta'$ denote additional quantum numbers and labels required to compute the matrix element but not explicitly specified among the others. Taking into account that the Wigner matrix only acts on the rotational part of the wave function and utilizing some of its properties, we arrive at the final expression for the matrix element of the electric dipole moment:

$$
\langle \eta' AS'\Sigma' J'\Omega'M'|T^k_p(\mu)|\eta AS\Sigma JOM\rangle = \sum_{q=0,\pm 1} (-1)^{p-q} \langle \eta' AS'\Sigma'|T^k_q(\mu)|\eta AS\Sigma \rangle \\
\times (-1)^{M-\Omega'(2J' + 1)(2J + 1)}^{1/2} \begin{pmatrix} J' & 1 & J \\ M' & -p & -M \end{pmatrix} \begin{pmatrix} J' & 1 & J \\ \Omega' & -q & -\Omega \end{pmatrix} \tag{A5}
$$

with rotational conventions adopted from [17]. The last two factors represent the Wigner $3j$-symbols.

When considering a non-adiabatic coupled-channels problem, the convenient approximate separation of the matrix element into a product of electronic, vibrational, rotational and spin factors is inappropriate because the involved basis functions are no longer eigenfunctions of the total Hamiltonian. In the Hund’s case coupling in a system; the singlet is the regularly perturbed by remote unpolarized radiation and isotropic environment. In the last equation for a transition between an initial state $\Psi_i$ (i stands for $m, J, s, G_1$) and a final state $\Psi_f$ (f stands for $m', J', s', G_1$) becomes:

$$
\Psi^m_{m'} = \sum_n \xi^m_{n, Js}(R) \Phi^m_{n, Js} \tag{A7}
$$

where $\xi^m_{n, Js}(R)$ are the components of the $R$-dependent (rovibrational) eigenfunction corresponding to the eigenvalue with index $m$ obtained by solving the coupled-channels system i.e. by diagonalizing the Hamiltonian matrix for a specified rotational quantum number $J$ and symmetry label $s$ for $e$- or $f$-levels. Here $n$ stands for the group of quantum numbers $\eta, \Lambda, S, \Sigma, \Omega, IC_s, G_1$, designating each of the basis functions. With these wave functions the line strength for a transition between an initial state $\Psi_i$ (i stands for $m, J, s, G_1$) and a final state $\Psi_f$ (f stands for $m', J', s', G_1$) becomes:

$$
S_{fi} = \sum_q \sum_{n, s} \langle \xi^m_{n, Js}(R) | \mu^m_{q,n}(R) | \xi^m_{n, Js}(R) \rangle^2 \left\langle (2J' + 1)(2J + 1) \right\rangle^{1/2} \begin{pmatrix} J' & 1 & J \\ \Omega' & -q & -\Omega \end{pmatrix}^2 \tag{A8}
$$

where the summation over $M$ and $M'$ is performed taking into account the properties of the $3j$-symbols and assuming unpolarized radiation and isotropic environment. In the last equation $\mu^m_{q,n}(R)$ is the transition dipole moment function i.e. the electric dipole moment operator averaged over the electronic wave functions.

The singlet $E(4)\Sigma^+$ and $X\Sigma^+$ states formally belong to a pure Hund’s case coupling (a) whereas the triplet $a^3\Sigma^+\text{state should correspond to a pure Hund’s case (b). However, we deal here only with the } a^3\Sigma^+\text{ component of the triplet state, the } X\Sigma^+\text{ and } E(4)\Sigma^+\text{ states are } \Omega = 0^+ \text{ and the } E \text{ state is the regularly perturbed by remote } 3\Pi_{0^+}\text{ state (see Appendix [3]). Therefore, all states under consideration could be reassigned to Hund’s case (c) states with } \Omega = 0^+ \text{ for the } X\Sigma^+\text{ and } E(4)\Sigma^+\text{ states, and } \Omega = 1 \text{ for the } a^3\Sigma^+\text{ state. Using the notation we can redefine matrix elements } \mu^m_{q,n}(R) \text{ as } d_{EX}(R) \text{ (when } q = 0) \text{ and } d_{EO}(R) \text{ (when } q = \pm 1), \text{ respectively. Finally a comparison with Eq. [2] shows how the } \alpha \text{ factors are calculated.
Appendix B: The origin of the spin-forbidden $E(4)^1\Sigma^+ - a^3\Sigma^+$ transition moment

In this Section we demonstrate that effectively the matrix elements of the $E(4)^1\Sigma^+ - a^3\Sigma^+$ transitions can be reduced to the form $\langle \psi E | d_{Ea} | \xi a \rangle$ without the need to consider explicitly the non-adiabatic interaction of the $E(4)^1\Sigma^+$ state with the manifold of distant triplet states. Starting from here the rotational quantum number $J$ as index is omitted where possible for sake of clarity.

The appearance of spin-forbidden transitions can be natively understood if at least one of the considered upper or lower states is a superposition of triplet or singlet components. Let us assume that the energy isolated $E(4)^1\Sigma^+$ state (11) is regularly perturbed by remote triplet $^3\Pi$ states due to spin-orbit (SO) interactions (see Fig. 1). Then, using the second-order non-degenerated perturbation theory one can write for a triplet admixture of the $E$ state:

$$
\langle \psi E | \hat{d} | \psi a \rangle = \sum_i \Phi_i^{E} \sum_{\nu_i} \frac{\langle \nu E | V_{E\nu}^{so} | \nu_i \rangle R(\nu_i)}{E_E - E_i} \approx \langle \nu E | d_{Ea} | \xi a \rangle_R
$$

where the index $t$ runs over all distant $^3\Pi_0^+$ sub-states and $V_{E\nu}^{so}(R)$ are electronic matrix elements of the SO interaction. Due to the approximate vibrational sum rule (30) the vibronic matrix element of the transition dipole moment from the $E(4)^1\Sigma^+$ state to the lower $a^3\Sigma^+$ state can be represented as

$$
\langle \psi E | \hat{d} | \psi a \rangle = \sum_i \frac{\langle \nu E | V_{E\nu}^{so} | \nu_i \rangle R(\nu_i) d_{Ea}(R) | \xi a \rangle}{U_E(R) - U(\nu_i)} \approx \langle \nu E | d_{Ea} | \xi a \rangle_R
$$

where $d_{Ea}(R)$ is spin-allowed triplet-triplet electronic transition dipole moment and

$$
d_{Ea} = \sum_i \frac{V_{E\nu}^{so}(R)d_{Ea}(R)}{U_E(R) - U(\nu_i)}
$$

is the effective “spin-forbidden” transition dipole moment from the $E$ to the $a$ state.

In this way the direct transition the singlet $E(4)^1\Sigma^+$ and the triplet $a^3\Sigma^+$ state may be explained as a second order effect due to mixing of the $E$ state with distant triplet states (compare with Ref. [12], chapter 6.4). Similar spin-forbidden transitions were reported within the $X^1\Sigma^+ - c^3\Sigma^+$ band of the same molecule observed in absorption [23, 24]. The lower part of the $c^3\Sigma^+$ state is free from local singlet-triplet perturbations and this transitions in a similar manner (compare with [B3]) could be modeled by estimating the effective, second order $d_{cX}(R)$ dipole moment by summing over the interactions between the $c^3\Sigma^+$ state and the distant $^3\Pi$ states.

According to Eq. (B3) the sum-over-states transition dipole moment $d_{Ea}(R)$ as a function of $R$ was calculated in Ref. [12]. The required adiabatic potentials, singlet-triplet SO coupling matrix elements and triplet-triplet transition dipole moments were obtained in the framework of scalar-relativistic electronic structure calculations. A very similar $d_{EX}(R)$ and $d_{Ea}(R)$ functions have been evaluated directly using a fully relativistic $ab initio$ approach (e.g. [20, 31]). At the present work the required spin-allowed $E - X$ and spin-forbidden $E - a$ electronic transition dipole moment functions were borrowed from Ref. [12].

Appendix C: The $X^1\Sigma^+ - a^3\Sigma^+$ hyperfine interaction model

In this section we remind details on the simplified coupled-channel (CC) HFS deperturbation model used [13] to calculate the energy levels and the wave functions of the mutually perturbed $X^1\Sigma^+$ and $a^3\Sigma^+$ states.

It is assumed that the HFS of the $a^3\Sigma^+$ state is only due to interaction between the electronic spin $S$ and the nuclear spin of Caesium $I_{Cs}$ (which form an intermediate angular moment $G_{1}$) and that this interaction can be separated from the nuclear rotation. Without HFS interactions, the energy structure of the $e$ symmetry levels ($F_2$ levels in Hund’s case (b) notation) is governed by the adiabatic PECs $U_{X}(R)$ and $U_{a}(R)$. The $a^3\Sigma^+$ state levels split into three $G_{1}$ HFS components and the splitting is given by diagonal matrix element of Fermi contact interaction term $A_{1S}^{Cs}$ for the $a^3\Sigma_{1}^+$ state:

$$
A_{1S}^{Cs}(R) [G_{1}(G_{1} + 1) - I(I + 1) - S(S + 1)]/2 ,
$$

where $S = 1, I = 7/2$ while $G_{1} = 5/2, 7/2$ and 9/2. The interaction between the $G_{1} = 7/2$ component with the singlet $X^1\Sigma^+$ state levels is described by the off-diagonal matrix element:
Since the other two HFS components ($G_1 = 5/2$ and $G_1 = 9/2$) are not coupled to the $X^1\Sigma^+$, effectively the $X^1\Sigma^+ - a^3\Sigma^+$ HF interactions can be modeled by two channels as follows:

$$A_{G_1}^\text{Cs}(R) \sqrt{G_1(G_1+1)}. \quad (C2)$$

where the diagonal kinetic energy terms $-\hbar^2/(2\mu)(d^2/dR^2)$ and the rotational energy terms $\hbar^2 J(J+1)/(2\mu R^2)$ are omitted for sake of clarity.

To construct the CC HFS Hamiltonian above we have used the empirical adiabatic potential energy curves for both singlet $U_X(R)$ and triplet $U_a(R)$ states as well as ab initio HFS coupling functions $A_{G_1}^\text{Cs}(R)$ and $A_{G_1}^\text{Cs}(R)$ reported in Ref. [15]. The vibrational wave functions corresponding to $G_1 = 9/2$ and $G_1 = 5/2$ components of the $a^3\Sigma^+$ state could obtained under the conventional adiabatic approximation by means of the effective $U_a(R) + 7/2A_{G_1}^\text{Cs}(R)$ and $U_a(R) - 9/2A_{G_1}^\text{Cs}(R)$ interatomic PECs, respectively.
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