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ABSTRACT

The main purpose of this paper is allowing doubly fed induction generator wind farms (DFIG), which are connected to power system, to effectively participate in feeding electrical loads. The oscillation in power system is one of the challenges of the interconnection of wind farms to the grid. The model of DFIG contains several gains which need to be achieved with optimal values. This aim can be accomplished using an optimization algorithm in order to obtain the best performance. The multi-objective optimization algorithm is used to determine the optimal control system gains under several objectives. In this paper, a multi-objective genetic algorithm is applied to the DFIG model to determine the optimal values of the gains of DFIG control system. In order to point out the contribution of this work; the performance of optimized DFIG model is compared with the non-optimized model of DFIG. The results show that the optimized model of DFIG has better performance over the non-optimized DFIG model.

I. INTRODUCTION

The use of renewable energy in these days became necessary. Wind energy is one of renewable energy resources. Wind energy is a clean energy hence, it is a friend of the environment and human. This will decrease the releasing of harmful gases such as (CO2). These harmful gases are emitted from the conventional generation stations. Wind energy has several advantages such as cost-effective, a clean fuel source, does not pollute the air like power plants which rely on combustion of fossil fuels, such as coal or natural gas, which emit particulate matter, nitrogen oxides, and sulfur dioxide causing human health problems and economic damages, also does not produce atmospheric emissions that cause acid rain and smog [1]. The first appearance of wind farms was based on the squirrel cage induction generator (SCIG). The second appearance of wind farms was based on DFIG. The DFIG is a wound rotor induction machine hence it can operate in super-synchronous, sub-synchronous speed and unity power factor manner [2]. The active power from DFIG is produced from the captured mechanical energy which obtained from wind energy [3].

The benefits of the DFIG over SCIG are to improve power quality and to reduce mechanical stress. The optimization algorithm can be single objective or multi-objective. All single-objective optimization methods can find the solution of one specific control problem. This solution differs according to the change in the objective of the same control problem [4, 5].

The occurrence of power system oscillation could cause instability of DFIG wind farm and hence, of connected grid. According to the new optimization techniques that applied to achieve the optimal controller parameters, system stability and good performance are achieved. The
improvement of the performance of DFIG wind farms using single-objective optimization technique has been presented in [6, 7]. The improvement of the performance of DFIG wind farms using multi-objective genetic algorithm was investigated in [8]. Many researchers have achieved for enhancing the generated active power [9, 10]. In [11], the dynamic performance of DFIG has been well improved by achieving the optimal controller parameters. The output power from DFIG has been enhanced to help in system stability [12]. This paper aims to enhance the generated active power of DFIG and effective load frequency control with different power system areas. The optimized active power that connected to grid is produced via optimized controller parameters in the studied system. Hence, the oscillation and short settling time will be reduced. This paper represents the basis of DFIG working with power systems which are used in different applications. The control parameters of DFIG are investigated using MOGA. The simulation is carried out in two cases. Firstly, DFIG model performance without MOGA. Secondly, the performance of DFIG model with MOGA.

II. MULTI-OBJECTIVE OPTIMIZATION

A. Genetic Algorithm (GA)

The evolutionary Theory is the basis of GA working method. The process of finding the optimal solution using GA is composed of three stages. Selection or reproduction represents the first stage and it can be defined as the process of choosing the sets of parents from the population. Crossover is the second stage and it can be defined as the process of choosing two parent solutions from the selected sets. Mutation is the last stage of GA; in this process of generating the next generation from the selected parents [13, 14]. There are many papers studied the enhancement of DFIG based on single-objective optimization like using craziness-based particle swarm optimization (CRPSO) [13]. The energy of wind turbine and power factor have been enhanced using evolutionary computation algorithm (ECA) [15].

B. Multi-Objective Optimization Technique (MOO)

This optimization technique includes a set of several objectives that need to be achieved. All objectives are gained without overlapping between them. These objectives can be written in the form of functions; these functions can be written as shown in (1).

\[ F(x) = \left[f_1(x), f_2(x), f_3(x) \ldots f_i(x) \right] \tag{1} \]

The variables of the objective function are denoted by (x) where \( x = (x_1, x_2 \ldots x_n)^T \in X \) and the solution is represented by the vector of X. The role of multi-objective genetic algorithm is obtaining the fit solution. This solution must be suitable to a specific set of objectives and it is not requisite to be fit with single object [16]. The main objectives presented in this work are reducing the oscillation in active power wave form and reducing settling time to enhance performance of power system application.

III. WIND TURBINE MODEL

In this study a GE 3.6 MW is modeled using MATLAB Simulink program, all data are according to Ref [17]. The block diagram of wind turbine containing modeling of induction generator is shown in Fig. 1.

The captured power by the rotor of wind turbine of doubly fed induction generator from the wind is given by (2) [18]:

\[
P_{out} = \frac{1}{2} \pi r^2 \rho v^3 C_p(\lambda, \beta)
\]

\[
C_p(\lambda, \beta) = 0.517 \left( \frac{116}{\lambda} - 0.4 \beta - 5 \right) e^{-0.0068 \lambda}
\]

\[
116 = \frac{1}{\lambda + 0.08 \beta} \frac{0.035}{\beta^2 + 1}
\]

\[
\lambda = \omega_r r \frac{\omega_{ref}}{v}
\]

\[ P_{out} \] is referring to power in watts, \( \rho \) is referring to the density of air, \( r \) is the radius of the turbine rotor (blade-length that equals to 52m), \( v \) is referring to the wind speed. \( C_p \) represents the power coefficient (betz coefficient). Betz coefficient reaches maximum value = 0.5173, in fact the obtainable power coefficient is in the range of 45% according to pitch angle \( \beta \) and the tip speed ratio \( \lambda \). The optimal tip speed ratio is equal to \( \lambda_{opt} = 8.76 \omega_{ref} \) where \( \omega_{ref} \) is referring to the rotor speed in pu. \( \omega_r \) is the rotor based speed in Rad/s, its value is equal to 1.33 rad/s. \( (\omega_{ref}) \) is referring to reference speed associated with maximum power tracking in pu. It depends on the measured electric power \( (P_{ref}) \); \( \omega_{ref} \) can be computed according to the following equation:

\[
\omega_{ref} = -0.67 P_{ref}^3 + 1.42 P_{ref} + 0.51
\]

where \( P_{ref} \) is the measured electrical power in pu.

The reference speed calculated by (3) is around 1.2 pu when the generated power levels are above 0.75 pu. In this limit (above 0.75 pu), the pitch controller begins to reset and adjust the speed in order to generate the maximum power 1.0 pu. The pitch angle control is used to keep the generated power within the normal limit. The pitch angle control is applied to DFIG as shown in Fig. 2.

With the increase in wind speed above its rated value, the pitch angle control system role will start increasing in \( \beta \) to its maximum value \( \beta_{max} \). Thereby, power capture from the wind return to reference output power [19].

Fig. 3 shows the schematic diagram of DFIG connected to grid [20]. The converters of the DFIG are connected between the rotor and the electrical grid. The stator of DFIG is attached to the power system directly to feed grid with generated power.
The curves of $C_p$ of the turbine according to (2) are plotted for five values of $\beta \{0, 1, 3, 5, 10\}$. The power coefficient reaches maximum value at pitch angle equal to zero $\beta=0$ whenever. With the increase in the pitch angle value, the power coefficient value will be decreased as shown in Fig. 4.

IV. MODEL OF DFIG STUDIED SYSTEM

As it has been mentioned before, the first case represents the DFIG model without using a MOGA. This model has been modeled according to Ref [21] and it is shown in Fig.5. This studied model includes non-optimized controller parameters such as $T_f$ which gives the power reference, $P_{ef}$ extracts the speed reference $W_{ef}$. The controller parameter for obtaining the injected current to rotor of DFIG is $T_{con}$. The speed controller gains are divided into proportional gain $K_{pt}$ and integral gain $K_{it}$.

The second case represents the model of DFIG with MOGA. The model of DFIG with MOGA is shown in Fig. 6.

The optimized studied model contains transfer functions which are responsible for obtaining a good performance with less perturbations when achieving the best control parameters.

Fig. 7 shows the flowchart of MOGA which is applied on the DFIG model.

The MOGA is based on the fitness function shown in the next equation:

$$F = \left\{ \begin{array}{ll}
    f_1 = \int_0^t (\Delta \omega)^2 dt \\
    f_2 = \int_0^t (u_{out})^2 dt
    \end{array} \right.$$  \hspace{1cm} (4)

Where $F$ consists of two objectives $f_1$ and $f_2$. $f_1$ is minimizing the error signal of speed deviation ($\Delta \omega$) from 0 time to the duration time of simulation ($t$), $f_2$ is maximizing the output signal of DFIG from 0 time to the duration time of simulation ($t$). The included control parameters in studied model can be restricted to certain limits by specifying simple bound constrains to the constrained optimizer function. For fmincon, the command is

\begin{verbatim}
x = fmincon (@objfun, x0, [], [], [], [], lb, ub, @confun, options);
\end{verbatim}

which limits x to be within the range $lb \leq x \leq ub$. To restrict x (control parameters) to be greater than zero (i.e., $x1 \geq 0, x2 \geq 0, x3 \geq 0, x4 \geq 0, \ldots$), these commands are used [22]:

a) $X0 = [0.1 \ 0.1 \ 0.1 \ 0.1]$ this command makes a starting guess at the solution.

b) $Lb = [0 \ 0 \ 0 \ 0]$ this order includes the lower boundaries of controller gains in studied model.
c) \( \text{Ub} = [\] \) there are not any upper boundaries constrains.

The main steps which are related to MOGA technique for achieving the best controller parameters are mentioned as:

Step 1: write an M-file name at MATLAB script:

a) Function \( F = \text{tracklsq}(x_1, x_2, x_3, \ldots) \) where \( F \) is the function which presents the object, \( \text{tracklsq} \) is the name of M-file that will be stored and \( (x_1, x_2, x_3, \ldots) \) are the variables of the function.

b) To move variables into model parameters, this order must be added \( k_p1=x(1), k_p2=x(2), k_p3=x(3) \).

c) For choosing solver and set model workspace to this function, the next command needs to be written as mentioned:
\[
\text{opt} = \text{simset}('\text{solver}','ode5','\text{SrcWorkspace}','\text{Current}');
\]

d) For running Simulink model, this command must be added:
\[
[tout, xout, yout] = \text{sim}('\text{optsim}',[0 40], \text{opt});
\]
where \( \text{tout}, \text{xout} \) and \( \text{yout} \) are the optimized objectives, \( \text{sim} \) is MATLAB command used to run the simulation, \( \text{optsim} \) is the name of the Simulink model and \( [0 40] \) is the running time of simulation.

e) At the end, determination of what is the function such as:
\[
F = [\text{tout}, \text{xout}, \text{yout}], \text{where tout, xout, yout are the objective functions that need to be modified for a good performance.}
\]

Step 2: doing the optimization M-file in new MATLAB script and detecting the best method for minimizing output errors and enhancing the performance of studied model by obtaining best controller parameters. The optimal values of gains of the model of DFIG wind turbine which have been obtained by MOGA are given in Table II.

### TABLE II. Gains of Non-Optimized DFIG Model (With Using MOGA)

| Symbol | Quantity | Values  |
|--------|----------|---------|
| \( H_{\text{wc}} \) | The inertia of WT | 1.0879 s |
| \( T_{f} \) | WT control parameter for obtaining \( \dot{P}_e \) | 1.0985 s |
| \( T_{\text{con}} \) | WT control parameter for obtaining \( I_{\text{inj}} \) | 1.0791 s |
| \( k_p \) | Proportional gain | 1.0866 |

### V. SIMULATION RESULTS

The simulation results are carried out in two cases. The first case represents the effect of the change in wind speed on the DFIG wind turbine model without using optimization. The second case represents the effect of the change in wind speed on the model of DFIG with MOGA. The applied wind speed is changed from (0.1 m/s) to (16 m/s) as shown in Fig. 8.

1. **DFIG Model Results Without MOGA Method**

Fig. 9 shows the impact of the applied wind speed on the pitch angle. As it can be observed from Fig. 9, the pitch angle has varied from (0 degree) to (27 degree).
2. (DFIG) Model Results with (MOO) Method

Fig. 13 shows the power of the model of DFIG with MOGA: $p_m$, $p_e$ and $p_a$. As shown in this figure, oscillation in $p_e$ and $p_a$ are decreased to be very small value compared to non-optimized model. Not only that, the time of oscillation occurring became very small. This will lead to more stability of model and more reliability.

There is an effective performance of power system operation with optimized generated active power participation. In the case of DFIG participation to enhance the frequency of power system, good results are achieved with enhanced active power which are characterized by lowest perturbations with smallest settling time.

Fig. 14 shows the reference power $p_{	ext{ref}}$ of the model of DFIG with MOGA. Fig. 15 shows the reference wind speed of the model of DFIG with MOGA.
By comparing Fig. 14 with Fig. 11, it can be observed that the model of DFIG takes lower than 2s to reach the steady state value while in case of non-optimized DFIG it takes more than 20 s to reach the steady state value. Also, by comparing Fig. 15 with Fig. 12, it can be observed that in case of DFIG with MOGA the reference wind speed has reached its steady state much faster than in case of non-optimized DFIG.

VI. Conclusion

In this paper, the model of DFIG wind turbines has been based on the optimal value of control gains of DFIG. The optimal value of control gains of DFIG has been investigated using MOGA. The performance of the model (DFIG with MOGA) has been examined during wind speed variation as ramp function. The performance of the model of DFIG with MOGA has been compared with the performance of non-optimized model of DFIG.

From simulation results, it can be concluded that the model of DFIG with MOGA has much lower oscillation in electrical power and both the reference power and reference wind speed reach their steady state level much faster than non-optimized model of DFIG. This will lead to make DFIG wind turbines more stable and more reliable.
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