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Abstract—The Gene-pool Optimal Mixing Evolutionary Algorithm (GOMEA) is a model-based EA framework that has been shown to perform well in several domains, including Genetic Programming (GP). Differently from traditional EAs where variation acts randomly, GOMEA learns a model of interdependencies within the genotype, i.e., the linkage, to estimate what patterns to propagate. In this article, we study the role of Linkage Learning (LL) performed by GOMEA in Symbolic Regression (SR). We show that the non-uniformity in the distribution of the genotype in GP populations negatively biases LL, and propose a method to correct for this. We also propose approaches to improve LL when ephemeral random constants are used. Furthermore, we adapt a scheme of interleaving runs to alleviate the burden of tuning the population size, a crucial parameter for LL, to SR. We run experiments on 10 real-world datasets, enforcing a strict limitation on solution size, to enable interpretability. We find that the new LL method outperforms the standard one, and that GOMEA outperforms both traditional and semantic GP. We also find that the small solutions evolved by GOMEA are competitive with tuned decision trees, making GOMEA a promising new approach to SR.
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I. INTRODUCTION

SYMBOLIC Regression (SR) is the task of finding a function that explains hidden relationships in data, without prior knowledge on the form of such function. Genetic Programming (GP) [1] is particularly suited for SR, as it can generate solutions of arbitrary form using basic functional components.

Much work has been done in GP for SR, proposing novel algorithms [2], [4], [3], hybrids [5], [6], and other forms of enhancement [7], [8]. What is recently receiving a lot of attention is the use of so-called semantic-aware operators, which enhance the variation process of GP by considering intermediate solution outputs [9], [10], [11]. The use of semantic-aware operators has proven to enable the discovery of very accurate solutions, but often at the cost of complexity: solution size can range from hundreds to billions of components [9], [12]. These solutions are consequently impossible to interpret, a fact that complicates or even prohibits the use of GP in many real-world applications because many practitioners desire to understand what a solution means before trusting its use [13]. The use of GP to discover uninterpretable solutions can even be considered to be questionable in many domains, as many alternative machine learning algorithms exist that can produce competitive solutions much faster [14].

We therefore focus on SR when GP is forced to generate small-sized solutions, i.e., mathematical expressions consisting of a small number of basic functional components, so that interpretation is feasible. With size limitation, finding accurate solutions is particularly hard. It is not without reason that many effective algorithms work instead by growing solution size, e.g., by iteratively stacking components [11], [15].

A recurring hypothesis in GP literature is that the evolutionary search can be made effective if salient patterns, occurring in the representation of solutions (i.e., the genotype), are identified and preserved during variation [16]. It is worth studying if this holds for SR, to find accurate small solutions. The hypothesis that salient patterns in the genotype can be found and exploited is what motivates the design of Model-Based Evolutionary Algorithms (MBEAs). Among them, the Gene-pool Optimal Mixing Evolutionary Algorithm (GOMEA) is one of the most successful, and has seen applications in different domains: discrete optimization [17], [18], real-valued optimization [19], but also grammatical evolution [20]. and, the focus of this article, GP [21], [22]. GOMEA embodies within each generation a model-learning phase, where linkage, i.e. the inter-dependency within parts of the genotype, is modeled. During variation, the linkage information is used to propagate genotype patterns.

The GP instance of GOMEA (GP-GOMEA) was first introduced in [21], to efficiently tackle classic benchmark problems of GP, where pure optimization is pursued. The Interleaved Multistart Scheme (IMS) was also proposed, which is a scheme inspired by [23] that starts multiple evolutionary runs of increasing evolutionary resources (e.g., population size), and executes them in an interleaved fashion. The purpose of the IMS is to relieve the user from the need of tuning the population size, which is particularly crucial for MBEAs: the population needs to be big enough for linkage to be effectively modeled, yet small enough to allow efficient search.

GP-GOMEA has also seen a first adaptation to SR, to find small and accurate solutions for a clinical problem where interpretability is important [22]. There, GP-GOMEA was engineered to work for the particular problem, and no analysis of what linkage learning brings to SR was performed. Also, instead of using the IMS, a fixed population size was adopted.
This is because the IMS was originally designed in [21] to help finding solutions that solve synthetic benchmark problems to optimality. To successfully deal with SR, the IMS must be adapted to focus on two crucial aspects: promoting solutions that generalize to unseen data, and limiting solution size.

The aim of this article is to understand the role of linkage learning when dealing with SR, and consequently improve GP-GOMEA, to find small and accurate SR solutions. We present two main contributions. First, we propose an improved linkage learning approach, that, differently from the original one, is unbiased w.r.t. the way the population is initialized. We also analyze how linkage learning is influenced by the presence of many different constant values, sampled by Ephemerol Random Constant (ERC) terminals [16], and propose a strategy to handle them. Second, we introduce a new IMS that is designed to deal with SR, and with learning tasks in general.

The structure of this article interleaves methods with the respective experiments, to describe how we improve GP-GOMEA one step at a time. In Section II, we explain how GP-GOMEA and linkage learning work. Before proceeding with the description of the new contributions and experiments, Section III shows general parameter settings and datasets that will be used along the article. In Section IV we present the parent population. Note the lack of a separate selection operator. This is because GOM performs variation and selection at the same time (see Sec II-B). Second, each solution $P_i$ is used to generate an offspring solution $O_i$ by the variation operator Gene-pool Optimal Mixing (GOM). Last, the offspring replace the parent population. Note the lack of a separate selection operator. This is because GOM performs variation and selection at the same time (see Sec II-C).

For GP-GOMEA, an extra parameter is needed, the tree height $h$. This is necessary to determine the representation of solutions, as described in the following Section II-A.

### A. Solution representation in GP-GOMEA

GP-GOMEA uses a modification of the tree-based representation [11]. While typical GP trees can have any shape, GP-GOMEA uses a fixed template, that allows linkage learning and linkage-based variation to be performed in a similar fashion as for other, fixed string-length versions of GOMEA.

All solutions are generated as full $r$-ary trees of height $h$, with $r$ being the maximum number of inputs accepted by the functions provided in the function set (e.g., for $\{+, -, \times\}$, $r = 2$), and $h$ chosen by the user. This is achieved by appending $r$ child nodes to any node that is not at maximum depth, even if the node is a terminal, or if it is a function requiring less than $r$ inputs (in this case, the leftmost nodes are used as inputs). Some nodes are thus introns, i.e., they are not executed to compute the output of the tree. It follows that, while trees are syntactically full, they are not necessarily semantically full. All trees of GP-GOMEA have a number of nodes, equal to

\[
\ell = \sum_{i=0}^{h} r^i.
\]

Figure 1 shows an example of a tree for GP-GOMEA.

#### B. Linkage learning

The linkage model used by GOMEA algorithms is called the Family of Subsets (FOS), and is a set of sets:

\[ F = \{F_1, \ldots, F_{|F|}\}, F_i \subseteq \{1, \ldots, \ell\}. \]

Each $F_i$ contains indices representing node locations. It is sufficient to choose a parsing order to identify the same node locations in all trees, since trees share the same shape.

In GOMEA, linkage learning corresponds to building a FOS. Different types of FOS exist in literature, however, the by-far most adopted one is the Linkage Tree (LT) [25], [21]. The LT captures linkage in hierarchical levels. An LT is typically learned every generation, from the population. To assess whether linkage learning plays a key role, i.e. whether it is better than randomly choosing linkage relations, we also consider the Random Tree (RT) [21].

1) **Linkage Tree:** The LT arranges the sets $F_i$ in a binary tree structure. The LT uses mutual information as a proxy for linkage strength, as follows. Initially, the leaves of the LT are initialized to singletons $F_i = \{i\}, \forall i \in \{1, \ldots, \ell\}$. To build the next levels of the LT, mutual information is measured for any pair of genotype locations $i, j$ in the population, from the distribution of symbols. While in a binary genetic algorithm symbols are either ‘0’ or ‘1’, symbols in GP correspond to the...
types of function and terminal node, e.g., ‘+’, ‘−’, ‘x₁’, ‘x₂’. Mutual information between a pair of locations can be computed after measuring entropy for single locations \( H(i) \), and pairs of locations, \( H(i, j) \):

\[
MI(i, j) = H(i) + H(j) - H(i, j),
\]

(2)

where

\[
H(i) = -\sum P_i \log P_i, \quad H(i, j) = -\sum P_{ij} \log P_{ij},
\]

(3)

and \( P_i (P_{ij}) \) is the (joint) probability distribution over the symbols at location(s) \( i (i, j) \), which can be estimated by counting occurrences in the population genotype.

Once mutual information is computed for all location pairs, the next levels of the LT are built by clustering the algorithm Unweighted Pair Group Method with Arithmetic Mean (UPGMA) [20]. UPGMA only coarsely approximates the real mutual information between higher-order tuples of locations, however it is much faster than calculating mutual information exactly. The LT can be built in \( O(\ell^2p) \), and has proven to find higher-order dependencies with sufficient accuracy to effectively and efficiently solve many real-world problems [25]. We remove the root of the LT which corresponds to a set that contains all node locations, and thus provides no linkage information. Thus, the LT contains \( 2\ell - 2 \) sets.

2) Random Tree: While linkage learning assumes an inherent structural inter-dependency to be present within the genotype that can be captured in an LT, such hypothesis may not be true. In such a scenario, using the LT may be not better than building a similar FOS in a completely random fashion. The RT is therefore considered to test this. The RT shares the same tree-like structure of the LT, but is built randomly rather than using mutual information (computational time \( O(\ell) \)). We use the RT as an alternative FOS for GP-GOMEA.

C. Gene-pool Optimal Mixing

Once the FOS is learned, the variation operator GOM is used to generate the offspring population. GOM variates a given solution \( P_i \) in iterative steps, by overriding the nodes at the locations specified by each \( F_j \) in the FOS, with the nodes in the same locations taken from random donors in the population. Selection is performed within GOM in a hill-climbing fashion, i.e., variation attempts that result in worse fitness are undone.

The pseudo-code presented in Algorithm 2 describes GOM in detail. To begin, a backup \( B_i \) of the parent solution \( P_i \) is made, including its fitness, and similarly an offspring solution \( O_i = P_i \) is created. Next, the FOS \( F \) is shuffled randomly: this is to provide different combinations of variation steps along the run and prevent bias. For each set of node locations \( F_j \), a random donor \( D \) is then picked from the population, and \( O_i \) is changed by replacing the nodes specified by \( F_j \) with the homologous ones from \( D \). It is then assessed whether at least one non-intron node of the tree has been changed by variation (indicated by \( \neq \) in line 9). When that is not the case, \( O_i \) will have the same behavior as \( B_i \), thus the fitness is necessarily identical. Otherwise, the new fitness \( f_{O_i} \) is computed: if not worse than the previous one, the change is kept, and the backup is updated, otherwise the change is reversed.

Note that if a change results in \( f_{O_i} = f_{B_i} \), the change is kept. This allows random walks in the neutral fitness landscape [27], [28]. Note also that differently from traditional subtree crossover and subtree mutation [11], GOM can change unconnected nodes at the same time, and keeps tree height limited to the initially specified parameter \( h \).

Algorithm 2 Pseudocode of GOM

```
1 procedure GOM(P_i, P, F)
2    B_i ← P_i
3    f_B_i ← f_P_i
4    O_i ← P_i
5    F ← randomShuffle(F)
6     for F_j ∈ F do
7        D ← pickRandomDonor(P)
8        O_i ← overrideNodes(O_i, D, F)
9        if O_i ≠ B_i then
10           f_O_i ← computeFitness(O_i)
11           if f_O_i ≤ f_B_i then      #Assumption: minimization of f
12              B_i ← O_i
13           f_B_i ← f_O_i
14           else
15              O_i ← B_i
16           f_O_i ← f_B_i
17           else
18              B_i ← O_i
```

III. GENERAL EXPERIMENTAL SETTINGS

We now describe the general parameters that will be used in this article. Table I reports the parameter settings which are typically used in the following experiments, unless specified otherwise. The notation \( x \) represents the mean. We use the Analytic Quotient (AQ) [29] instead of protected division because it has been shown to lead to much better generalization in GP. This is because the AQ is continuous in \( 0 \) for the second operand: \( x_1 / x_2 = x_1 / \sqrt{1 + x_2^2} \).

We consider 10 real-world benchmark datasets from literature [12] that can be found on the UCI repository[7] [30] and other source[8]. The characteristics of the datasets are summarized in Table II.

We use the linearly-scaled Mean Squared Error (MSE) to measure solution fitness [17], as it can be particularly beneficial when evolving small solutions:

\[
MSE(y, \tilde{y}) = \frac{1}{n} \sum_i (y_i - (a + b\tilde{y}_i))^2,
\]

where \( y_i \) is the value of the variable to regress for the \( i \)th example, and \( \tilde{y}_i \) the respective solution prediction. The constants \( a \) and \( b \) can be calculated in \( O(n) \) with:

\[
a = \mu(y) - b\mu(\tilde{y}),
\]

\[
b = \frac{\sum_i (y_i - \mu(y))(\tilde{y}_i - \mu(\tilde{y}))}{\sum_i (\tilde{y}_i - \mu(\tilde{y}))^2},
\]

with \( \mu \) computing the mean. We present our results in terms of variance-Normalized MSE (NMSE), i.e. \( \frac{MSE(y, \tilde{y})}{\text{var}(y)} \), so that results from different datasets are on a similar scale.

To assess statistical significance when comparing two algorithms (or configurations) on a certain dataset, we use the
Table I
GENERAL PARAMETER SETTINGS FOR THE EXPERIMENTS

| Parameter            | Setting                          |
|----------------------|----------------------------------|
| Function set         | \{+, \cdot, \times, \div, \text{AQ}\} |
| Terminal set         | \mathbb{X} \cup \{\text{ERC}\}    |
| ERC bounds           | \{\text{min}(\mathbb{X}), \text{max}(\mathbb{X})\} |
| Initialization for GP-GOMEA | Half-and-Half as in [22]         |
| Tree height \(h\)    | 4                                |
| Train-validation-test split | 50\%–25\%–25\%                   |
| Experiment repetitions| 30                               |

Table II
REGRESSION DATASETS USED IN THIS WORK

| Name                  | Abbreviation | \# Features | \# Examples |
|-----------------------|--------------|-------------|-------------|
| Airfoil               | Air          | 5           | 1503        |
| Boston housing        | Bos          | 13          | 506         |
| Concrete comprs. str. | Con          | 8           | 1030        |
| Dow chemical          | Dow          | 57          | 1066        |
| Energy cooling        | EnC          | 8           | 768         |
| Energy heating        | EnH          | 8           | 768         |
| Tower                 | Tow          | 25          | 4999        |
| Wine red              | WiR          | 11          | 1599        |
| Wine white            | WiW          | 11          | 4898        |
| Yacht hydrodynamics   | Yac          | 6           | 308         |

Wilcoxon signed-rank test [31], paired by random seed. The seed determines the particular split of the examples between training, validation, and test sets, and also the sampling of the initial population. We consider a difference to be significant if a smaller \(p\)-value than 0.05 is found. We also apply the Holm-Bonferroni method [32], to prevent false positives. If more than two algorithms need to be compared, we first perform the Friedman test on mean performance over all datasets [31].

We use the symbols \(\Delta, \nabla\) to respectively indicate significant superiority, and inferiority (absence of a symbol means no significant difference). The result next to the symbol \(\Delta\) (\(\nabla\)) signifies a result being better (worse) than the result obtained by the algorithm that has the same color of the symbol. Algorithms and/or configurations are color coded in each table reporting results (colors are color-blind safe).

Our code (in C++) can be found at: https://goo.gl/15tMV7.

IV. IMPROVING LINKAGE LEARNING FOR GP

In previous work on GP-GOMEA, learning the LT was performed the same way it is done for any discrete GOMEA implementation, i.e. by computing the mutual information between pairs of locations \((i, j)\) in the genotype (Eq. 2) [21]. However, the distribution of node types is typically not uniform when a GP population is initialized (e.g., function nodes never appear as leaves). In fact, it depends on the cardinality of the function and terminal sets, and on the population initialization method, (e.g., Full, Grow, Half-and-Half, Ramp Half-and-Half [33]). This lack of uniformity leads to an imbalance in mutual information, suggesting the presence of linkage. However, it is reasonable to expect no linkage to be present in an initialized population, as evolution did not take place yet.

Figure 2 (left) shows the mutual information matrix between pairs of node locations in an initial population of 1,000,000 solutions with maximum height \(h = 2\), using Half-and-Half, a function set of size 4 with maximum number of inputs \(r = 2\), and a terminal set of size 6 (no ERCs are used). Each tree contains exactly 7 nodes (Eq. [1]). We index node locations with pre-order tree traversal, i.e., 1 is the root, 2 its first child, 5 its second child, 3, 4 are (leaves) children of 1, and 6, 7 are (leaves) children of 5. It can be seen that the mutual information matrix of location pairs falsely suggests the existence of linkage (e.g., larger mutual information values are present between non-leaf nodes).

We hypothesize that, if we correct linkage learning so that no patterns emerge at initialization, the truly salient patterns will have a bigger chance of emerging during evolution, and better results will be achieved. We now discuss how such a correction can be performed.

A. Not uniform sampling and mutual information

A possibility to overcome the aforementioned problem is to modify the mutual information to take into account the non-uniformity of the distribution of node types in the initial population. Since mutual information depends on entropy (Eq. 2 and 3), we can attempt to normalize the entropy.

We begin by considering the fact that, in principle, symbols at a specific location \(i\) can be sampled by a location-specific set \(\Omega_i\). For example, in GP, tree leaves are necessarily terminal nodes. For brevity, we now focus on univariate entropy \(H(i)\), but similar considerations hold for the joint entropy \(H(i,j)\). We rewrite Eq. 3 as:

\[
H(i) = - \sum_{\omega \in \Omega_i} P_i(\omega) \log P_i(\omega).
\]

A normalized entropy is then given by using a proper base \(b_i\) for the logarithm. Under normal circumstances, it suffices to set \(b_i = |\Omega_i|\).

For an initial population of GP, several issues are present. For a location \(i\), \(\Omega_i\) is typically not fixed, rather it depends on the probability that the function or the terminal set is used to sample nodes at that location (e.g., due to using the Ramped Half-and-Half initialization method). Even if \(b_i\) can be exactly determined, locations \(i, j\), \(i \neq j\) may have different a priori probability distributions \(P_i \neq P_j\), thus resulting in \(H(i) \neq H(j)\), and therefore introducing linkage learning bias. Thus, we propose a simple approximation method.

B. Sample-based normalization of mutual information

Let us consider the case where a correct logarithm base \(b\) is used (we now drop the subscript \(b\) for the sake of readability), and symbols in each location are distributed uniformly. We get \(H_0(i) = 1\), \(H_0(i,j) = 2\) for \(i \neq j\), and \(H_0(i,j) = 1\) for \(i = j\). The mutual information must then be (Eq. 2):

\[
\text{MI}_b(i,j) = 1 + 1 - 2 = 0 \text{ for } i \neq j, \text{ else } 1,
\]

i.e. the identity matrix \(I\).

Now, consider that \(H_0\) can be written as:

\[
H_0(i) = - \sum_{b} P_i \log_b P_i = - \sum_{b} P_i \log \frac{P_i}{b} = - \frac{1}{\log b} \sum_{b} P_i \log P_i = \frac{1}{\log b} H(i).
\]
This means we need to determine \( \beta_i =: \beta_i \) to transform \( H(i) \) into \( b_i(i) \). We now make the assumption that the initial population sample is sufficiently representative of the true distribution of nodes. We want the initial population to have \( H_{\text{init}}(i) = 1 \), and \( b_{\text{init}}(i,j) = 2 \). For this, it suffices to set:

\[
\beta_i = \frac{1}{H_{\text{init}}(i)}, \quad \beta_{i,j} = \frac{2}{H_{\text{init}}(i,j)}.
\]

Thus, we simply compute the \( \beta \) coefficients for the initial population, and then use them during the linkage learning phase (i.e., to build the LT) each generation. The mutual information computed at generation \( g \) will then be:

\[
M_{\tilde{b}}(i,j) = \beta_i H^p(i) + \beta_{i,j} H^p(j) - \beta_{i,j} H^p(i,j).
\] (4)

The tilde in \( \tilde{b} \) is to remark that this is an approximation.

C. Approximation error of \( M_{\tilde{b}} \)

As a preliminary step, we observe the error associated with using the approximately normalized mutual information \( M_{\tilde{b}} \). To have a crude estimate of the approximation error, we report a typical mutual information matrix computed at the second generation of a GP-GOMEA run on the dataset Yac (at the first one \( M_1 = I \) by construction). We repeat this for two population sizes, \( p = 10 \) and \( p = 1,000,000 \). We expect that, the bigger \( p \), the lower the approximation error.

We use the parameters of Table I, a terminal set of size 6 (the features of Yac, no ERC) and \( h = 2 \), i.e. \( \ell = 7 \) nodes per tree. Figure 2 (middle and right) shows the mutual information matrix between location pairs, for the two population sizes. It can be seen that the values can erroneously be lower than 0 or bigger than 1. However, while this is particularly marked for \( p = 10 \), with minimum of -0.787 and maximum of 1.032, it becomes less evident for \( p = 10^6 \), with minimum of -0.018 and maximum of 0.989. The fact that \( M_{\tilde{b}}^2 \approx I \) for \( p = 10^6 \) is because, with such a large population size, a lot of diversity is still present in the second generation.

D. Experiment: \( \text{LT} - M_{\tilde{b}} \) vs \( \text{LT} - M_2 \) vs RT

We now test the use of \( M_{\tilde{b}} \) over the standard MI for GP-GOMEA with the LT. We use the notation LT–MI\(_b\) and LT–MI to refer to the two configurations. We further consider the RT to see if using mutual information to drive variation is any better than random.

We set the population size to 2000 as a compromise between having enough samples for linkage to be learned, and meeting typical literature values, which range from hundreds to a few thousands. We use the function set of Table I, and a tree height \( h = 4 \) (thus \( \ell = 31 \)). We set a limit of 20 generations, which is approximately equivalent to 1200 generations of traditional GP, since each solution is evaluated up to \( 2\ell - 2 \) times (size of the LT minus non-meaningful changes, see Sec. II-B and Sec. II-C).

E. Results: LT–MI\(_b\) vs LT–MI vs RT

The training and test NMSE performances are reported in Table III. The Friedman test results in significant differences along training and test performance. GP-GOMEA with LT–MI\(_b\) is clearly the best performing algorithm, with significantly lower NMSE compared to LT–MI on 8/10 datasets when training, and 7/10 at test time. It is always better than using the RT when training, and in 9/10 cases when testing. The LT–MI is comparable with the RT.

The result of this experiment is that the use of the new \( M_{\tilde{b}} \) to build the LT simply enables GP-GOMEA to perform a more competent variation than the use of MI. Also, using the LT this way leads to better results than when making random changes with the RT. Figure 3 shows the evolution of the training NMSE for the dataset Yac. It can be seen that the LT–MI\(_b\) allows to quickly reach smaller errors than the other two FOS types. We observed similar training patterns for the other datasets (not shown here).

In the remainder, when we write “LT”, we refer to LT–MI\(_b\).

F. Experiment: impact of pattern propagation

The previous experiment showed that using linkage-driven variation (LT) can be favorable compared to random variation (RT). This result seems to confirm the hypothesis that, in certain SR problems, salient underlying patterns in the genotype exist that can be exploited.

Another aspect is how final solutions look: if linkage learning identifies specific patterns, it can be reasonably expected...
that their propagation will lead to the discovery of similar solutions over different runs.

Therefore, we now want to assess whether the use of the LT has a bigger chance to lead to the discovery of a particular solution, compared to the use of the RT. We use the same parameter setting as described in Sec. IV-D, but perform 100 repetitions. While each run uses a different random seed (e.g., for population initialization), we fix the dataset split, as changing the training set results in changing the fitness function. We repeat the 100 runs on 5 random dataset splits, on the smallest dataset Yac. Together with \( p = 2000 \) as in the previous experiment, we also consider a doubled \( p = 4000 \).

### G. Results: impact of pattern propagation

Table IV reports the number of solutions that have at least one duplicate, i.e., their genotype is semantically equivalent (e.g., \( x_1 + x_2 = x_2 + x_1 \)), along different runs for 5 random splits of Yac. It can be seen that the LT finds more duplicate solutions than the RT, by a margin of around 30%.

Figure 3 shows the distribution of solutions found for the second dataset split with \( p = 4000 \), i.e. where both the LT and the RT found a large number of duplicates. The LT has a marked chance of leading to the discovery of a particular solution, up to one-fourth of the times. When the RT is used, a same solution is found only up to 6 times out of 100.

This confirms the hypothesis that linkage-based variation can propagate salient patterns more than random variation should such patterns exist, enhancing the likelihood of discovering particular solutions.

### V. Ephemeral Random Constants & Linkage

In many GP problems, and in particular in SR, the use of ERCS can be very beneficial [16]. An ERC is a special terminal which is set to a constant only when instantiated in a solution. In SR, this constant is commonly sampled uniformly at random from a user-defined interval.

Because every node instance of ERC is a different constant, linkage learning needs to deal with a large number of different symbols. This can lead to two shortcomings. First, a very large population size may be needed for salient patterns to emerge. Second, data structures used to store the frequencies of symbols grow really big and become slow (e.g., hash maps).

We explore three strategies to deal with this:

1) all-const: Ignore the shortcomings, and consider all different constants as different symbols during linkage learning.
2) no-const: Skip all constants during linkage learning, i.e. set their frequency to zero. This approximation is reasonable since all constants are unique at initialization, and the respective frequency is almost zero. However, during evolution some constants will be propagated while others will be discarded, making this approximation less and less accurate over time.
3) bin-const: Perform on-line binning. We set a maximum number \( \gamma \) of constants to consider. After \( \gamma \) different constants have been encountered in frequency counting, any further constant is considered to fall into the same bin as the closest constant among the first \( \gamma \). The closest constant can be determined with binary search in \( \log_2(\gamma) \) steps. Contrary to strategy no-const, the error of this approximation lowers over time, as less useful constants get discarded during evolution.

### A. Experiment: linkage learning with ERCS

We use the same parameter setup of the experiment in Sec. IV-D, this time adding an ERC terminal to the terminal set. We compare the three strategies to handle ERCS when learning the LT. For this experiment and in the rest of the article, we use \( \gamma = 100 \) in bin-const. We observed that...
for problems with a small number of features (e.g., Air and Yac), i.e., where ERC sampling is more likely and thus more constants are produced, this choice reduces the number of constant symbols to be considered by linkage learning in the first generations by a factor of ~ 50. We also report the results obtained with the RT as a baseline, under the hypothesis that using ERCs compromises linkage learning to the point that random variation becomes equally good or better.

### B. Results: linkage learning with ERCs

The results of this experiment are shown in Table V, including the time taken to complete 20 generations. The Friedman test reveals significant differences among the configurations for train, test, and time performance. Note that the use of ERCs leads to lower errors compared to not using them (compare with Table III).

In terms of training error, the RT is always outperformed by the use of the LT, no matter the strategy. The all-const strategy is significantly better than no-const in half of the problems, and never worse. Overall, bin-const performs best, with 6 out of 10 significantly better results than all-const. The fact that all-const can be outperformed by bin-const supports the hypothesis that linkage learning can be compromised by the presence of too many constants to consider, which hide the true salient patterns. Test results are overall similar to the training ones, but less comparisons are significant.

In terms of time, all-const is almost always significantly worse than the other methods, and often by a consistent margin. This is particularly marked for problems with a small number of features (i.e., Air, Yac). There, more random constants are present in the initial population, since the probability of sampling the ERC from the terminal set is inversely proportional to the number of features.

Interestingly, despite the lack of a linkage-learning overhead, using the RT is not always the fastest option. This is because random variation leads to a slower convergence of the population compared to the linkage-based one, where salient patterns are quickly propagated, and less variation attempts result in changes of the genotype that require a fitness evaluation (see Sec. I-C). The slower convergence caused by the RT can also be seen in Figure 3 (for the previous experiment), and was also observed in other work, in terms of diversity preservation [34].

Between the LT-based strategies, the fastest is no-const, at the cost of a bigger training error. Although consistently slower than no-const, bin-const is still quite fast, and achieves the lowest training errors. We found bin-const to be preferable in test NMSE as well. In the following, we always use bin-const, with $\gamma = 100$.

### VI. INTERLADED MULTISTART SCHEME

The Interleaved Multistart Scheme (IMS) is a wrapper for evolutionary runs largely inspired by the work of [23] on genetic algorithms. It works by interleaving the execution of several runs of increasing resources (e.g., population size), each performing one generation only after $g$ generations of the run with one level less of computational resources ($g \geq 2$). The main motivation for using the IMS is to make an EA much more robust to parameter selection, and alleviate the need for practitioners to tinker with parameters. The IMS or similar schemes are often used with MBEAs [33], [36], where population size plays a crucial role in determining the quality of model building.

An IMS for GP-GOMEA was first proposed in [21], and its outline is as follows. A collection $\sigma_{base}$ is given as input, which is a collection of base parameter settings that will be used in the first run. The IMS runs until a termination criteria is met (e.g., number of generations, time budget). A certain run $R_i$ performs one generation if no previous runs exist ($i = 1$ or all previous run have been terminated), or if the previous run $R_{i-1}$ executed $g$ generations. The first time $R_i$ is about to execute a generation, it is initialized, using the run index $i$ to determine how to scale the base parameters $\sigma_{base}$. For example, the population size can be set to $2^{i-1}p_{base}$ (i.e., doubling the population size of the previous run). Finally, a check is done to determine if the run should be terminated (explained below).

#### A. Adapting the IMS to learning tasks

The first implementation of the IMS for GP-GOMEA was designed to deal with GP benchmark problems of pure optimization. Such implementation works as follows:

1) Scaling parameters — The scaling parameters are population size and tree height. The base population size scales with $p_i = 2^{i-1}p_{base}$, with $i$ the index of run $R_i$. The tree height scales with $h_i = h_{base} + \lfloor \frac{\log_2 i}{g} \rfloor$.

2) Termination — A run $R_i$ is terminated if the mean population fitness is worse than the one of a subsequent run $R_j$, $j > i$, or if it converges to all identical solutions.

All smaller runs $R_k$, $k < i$ are terminated as well.

Scaling the tree height was originally implemented to ensure that solutions will eventually be large enough to accommodate all necessary symbols to find the optimum for benchmark problems [21]. However, in SR and in general learning tasks, no optimum is known beforehand, and it is rather desired to find a solution that generalizes well to unseen examples. Thus, we remove the scaling of $h$ from the IMS (only $p$ scales). This is also motivated by the fact that $h$ bounds the maximum solution size, which then plays a role in interpretability. We leave $h$ as a parameter for the user to decide, and, if interpretability is sought for, we recommend to use small values for it, e.g., $\leq 4$ (see Sec. VIII).

We then change the run termination criteria. In SR, it can happen that the error of a few solutions becomes extremely big, compromising the mean population fitness. This can trigger the termination criteria even if solutions exist that are competitive with the ones of other runs. For this reason, we now consider the fitness of the best solution rather than the mean population fitness. Also different from the first version of the IMS, when terminating a run, we do not automatically terminate all previous runs. Indeed, some smaller runs may still be very competitive (e.g., due to the fortunate sampling of particular constants when using ERCs).

We lastly propose to exploit the fact that many runs are performed within the IMS to tackle a central problem of
learning tasks: generalization. Instead of discarding the best solutions of terminating runs, we store them in an archive. When the IMS terminates, we re-compute the fitness of each solution in the archive using a set of examples different from the training set, i.e., the validation set, and return the new best performing, i.e., the solution that generalized best. The final test performance is measured on a third, separate set of examples (test set).

VII. BENCHMARKING GP-GOMEA

We compare GP-GOMEA (using the new LT) with Tree-based GP with traditional subtree crossover and subtree mutation (GP-Trad), tree-based GP using the state-of-the-art, semantic-aware operator Random Desired Operator (GP-RDO) [9], and Decision Tree for Regression (DTR) [24]. We consider DTR as a state-of-the-art algorithm in delivering interpretable models [37]. We remark that DTR ensembles (e.g., [38, 13]) are typically markedly more accurate than single DTRs, but can quickly become uninterpretable.

A. Experimental setup

For the EAs, we use a fixed time limit of 1,000 seconds [7] so that the time taken by GP-GOMEA to learn the LT is taken into account. We consider maximum solution sizes \( l \) of 31 nodes, i.e., \( h = 4 \) for GP-GOMEA, as we found that interpretation of the resulting solutions can then already be considered difficult in some cases. The EAs are run with a typical fixed population size \( p = 1000 \) (if the population of GP-GOMEA converges, it is randomly re-started), and also with the IMS, considering three values for the number of subgenerations \( g \in \{4, 6, 8\} \) and 8 choices of \( h \) between 4 and 8 are standards from literature [19, 21, 23].

Our implementation of GP-Trad and GP-RDO mostly follows the one of [9]. The population is initialized with the Ramped Half-and-Half method, with tree height between 2 and \( h \). Selection is performed with tournament of size 7. GP-Trad uses a rate of 0.9 for subtree crossover, and of 0.1 for subtree mutation. GP-RDO uses the population-based library of subtrees, a rate of 0.9 for RDO, and of 0.1 for subtree mutation. Subtree roots to be variated are chosen with the uniform depth mutation method, which makes nodes of all depths equally likely to be selected [9]. Elitism is ensured by cloning the best solution into the next generation.

\[^{3}\]Experiments were run on an Intel® Xeon® Processor E5-2650 v2.
The performance of the EAs improves when adopting the IMS. Although not explicitly shown in Table VI using the IMS is almost always significantly better than using $p=1000$, for all EAs. In particular, the IMS makes the EAs reach bigger population sizes than $p=1000$, as shown in Figure 5 for GP-GOMEA and GP-Trad.

With the IMS, GP-GOMEA becomes preferable to GP-Trad, particularly when the number of subgenerations $g$ increases. This is linked to the size of populations instantiated by the IMS: the bigger $g$, the less runs and the smaller populations at play. Figure 5 shows that GP-Trad tends to reach much bigger population sizes than GP-GOMEA when $g=4$ (on average 3 times bigger). This is because GP-Trad executes subgenerations much faster than GP-GOMEA: it does not learn a linkage model, and performs $p$ evaluations per subgeneration. GP-GOMEA performs $(2e - 2)$ $p$ variation steps (size of LT times population size) and up to $(2e - 2)$ $p$ evaluations per subgeneration (only meaningful variation steps are evaluated).

Note that generating huge populations as done by GP-Trad with $g=4$ may be problematic when limited memory is available, especially if caching mechanisms are desirable to reduce the number of expensive evaluations (e.g., caching the output of each node as in 9, 21).

GP-GOMEA works well with much smaller populations, as long as they are big enough to enable effective linkage learning. Another difference between GP-GOMEA and GP-Trad is that the populations of the former ultimately converge to a same solution, and are terminated, allowing for bigger runs to start. This is unlikely to happen in GP-Trad because of the use of mutation and stochastic (tournament) selection. Consequently, for the larger $g=8$, GP-GOMEA reaches on average 1.6 times bigger populations than GP-Trad.

As to GP-RDO, it performs poorly on all problems, with all settings. It performs significantly worse than GP-GOMEA on all problems and settings (it is also worse than GP-Trad). This should not come as a surprise: it is known that GP-RDO normally finds big solutions, and also that it needs big solutions to work well, e.g., to build the library of unique subtrees from the population. The strict size limitation basically breaks GP-RDO. However, we remark that this EA was never designed to work under these circumstances. In fact, when population size is not strictly limited, GP-RDO achieves excellent performance.

DTR is compared with GP-GOMEA using the IMS with $g=8$. Although GP-GOMEA is not optimized (e.g., by tuning the function set), it outperforms tuned DTR on 7 out of 10 datasets, often by considerable magnitudes. DTR performs slightly, yet significantly, better on EnC and Tow, and is considerably better than only GP-GOMEA on EnH. Big magnitude differences are likely due to the very different way GP and DTR models are composed.

Test errors and statistical significance are reported in Table VII. Overall, these results are similar to the validation ones, however the difference between GP-GOMEA and GP-Trad is in general less marked (except for $p=1000$ where GP-GOMEA is 6 times better than GP-Trad). This can be expected since the solutions returned by the IMS are the best on the validation set, and normally do not generalize as well on the test set. Again, increasing $g$ makes GP-GOMEA better than GP-Trad, while lowering memory requirements due to smaller populations. GP-RDO remains the worst performing, while the relationship between DTR and GP-GOMEA is essentially the
same as observed on the validation set.

VIII. DISCUSSION & CONCLUSION

We built upon previous work on model-based GP, in particular on GP-GOMEA, to find accurate solutions with a strict limitation on their size, in the domain of SR. We focused on small solutions, in particular much smaller solutions than typically reported in literature, to prevent solutions becoming too large to be (easily) interpretable, a key reason to justify the use of GP in many practical applications.

A first limitation of this work is that to truly achieve interpretability may well require different measures. Interpretation is mostly subjective, and many other factors besides solution size are important, including the intuitiveness of the subfunctions composing the solution, the number of features considered, and the meaning of these features [13], [37]. Nonetheless, much current research on GP for SR is far from delivering any interpretable results precisely because the size of solutions is far too large (see, e.g., [12]).

We considered solution sizes up to \( \ell = 31 \) (corresponding to \( h = 4 \) for GP-GOMEA with subfunctions of arity \( \leq 2 \)), as interpreting some solutions at this level can already be non-trivial at times. For example, we show the (manually simplified) best test solution found by GP-GOMEA (IMS \( g = 8 \)) for Tower and Yacht, i.e. the biggest and smallest dataset respectively, in Figure 6. The solution for Tower is arguably easier to understand than the one for Yacht.

We believe future work should address the aforementioned limitation: effort should be put towards reaching some form of interpretability notions, that go beyond solution size or other custom metrics (e.g., [42]). User studies involving the end users of the model (e.g., medical doctors for a diagnosis model) could guide the design of notions of interpretability. If an objective that represents interpretability can be defined, the design of multi-objective (model-based) GP algorithms may lead to very interesting results.

Another limitation of this work lies in the fact that we did not study how linkage learning behaves in GP for SR in depth. In fact, it would be interesting to assess when linkage learning is beneficial, and when it is superfluous or harmful. To this end, a regime of experiments where linkage-related outcomes is beneficial, and when it is superfluous or harmful. To this end, a regime of experiments where linkage-related outcomes could provide more insights on how to improve linkage learning, leading to the best overall performance against other EAs, as well as tuned decision trees.
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