The Simultaneous Prediction of Soil Properties and Vegetation Coverage from Vis-NIR Hyperspectral Data with a One-Dimensional Convolutional Neural Network: A Laboratory Simulation Study
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Abstract: Remote sensing of land surface mostly obtains a mixture of spectral information of soil and vegetation. It is thus of great value if soil and vegetation information can be acquired simultaneously from one model. In this study, we designed a laboratory experiment to simulate land surface compositions, including various soil types with varying soil moisture and vegetation coverage. A model of a one-dimensional convolutional neural network (1DCNN) was established to simultaneously estimate soil properties (organic matter, soil moisture, clay, and sand) and vegetation coverage based on the hyperspectral data measured in the experiment. The results showed that the model achieved excellent predictions for soil properties ($R^2 = 0.88–0.91$, RPIQ = 4.01–5.78) and vegetation coverage ($R^2 = 0.95$, RPIQ = 7.75). Compared with the partial least-squares regression (PLSR), the prediction accuracy of 1DCNN improved 42.20%, 45.82%, 43.32%, and 36.46% in terms of the root-mean-squared error (RMSE) for predicting soil organic matter, sand, clay, and soil moisture, respectively. The improvement might be caused by the fact that the spectral preprocessing and spectral features useful for predicting soil properties were successfully identified in the 1DCNN model. For the prediction of vegetation coverage, although the prediction accuracy by 1DCNN was excellent, its performance ($R^2 = 0.95$, RPIQ = 7.75, RMSE = 3.92%) was lower than the PLSR model ($R^2 = 0.98$, RPIQ = 12.57, RMSE = 2.41%). These results indicate that 1DCNN can simultaneously predict soil properties and vegetation coverage. However, the factors such as surface roughness and vegetation type that could affect the prediction accuracy should be investigated in the future.
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1. Introduction

Remote sensing of vegetation cover and soil is key to land degradation assessment. Suitable remote sensing approaches should be investigated for both vegetation and soil-related properties [1]. However, previous studies have mostly concentrated on remote sensing of the soil or vegetation properties, and few have simultaneously focused on vegetation and soil-related properties. For example, Castaldi et al. [2] used hyperspectral and multispectral satellite data to predict soil organic matter (SOM) and soil texture. Ayehu et al. [3] developed a soil moisture prediction model using remote sensing data acquired from Sentinel-1 Synthetic-Aperture Radar, Moderate-Resolution Imaging Spectroradiometer, and the Shuttle Radar Topographic Mission. Wiesmair et al. [4] estimated vegetation cover based on two vegetation indices, the normalized difference vegetation index and the modified soil adjusted vegetation index, which were derived from multispectral WorldView-2 data. Spectral information in pixels of a satellite image is usually
a mixture of spectra of vegetation and soil [5,6]. Therefore, developing one model for retrieving both vegetation and soil-related properties simultaneously is worth investigating because of the improvement in modeling efficiency.

Machine learning (ML) methods have been used to retrieve vegetation cover and soil properties separately. Gholizadeh et al. [7] reported that the memory-based learning method performed better than the partial least-squares regression (PLSR), support vector machine regression (SVR), and boosted regression tree to predict soil texture with hyperspectral data. Yang et al. [8] evaluated four calibration models such as PLSR, least-squares support vector machines, extreme learning machines (ELMs), and cubist, to predict SOM based on visible and near-infrared (Vis–NIR) spectral data. The results showed that the ELM with the genetic algorithm was the best model for predicting SOM. Zhu et al. [9] found that the PLSR model could provides an accurate and stable prediction of soil moisture content (SMC). Dennison et al. [10] found that the PLSR model using the simulated hyperspectral data achieved the lowest average validation root-mean-squared error of coverage for three vegetation types. Recently, the coupling of Vis–NIR hyperspectral data and deep learning methods has demonstrated great potential in predicting soil properties and achieved higher predictive accuracy than traditional ML methods such as PLSR [11–13].

However, simultaneous prediction of soil and vegetation properties is a demanding task, which requires the prediction model could simultaneously learn multiple tasks. Recently, the convolutional neural network (CNN) has been used to predict multiple soil properties simultaneously because of its effective feature extraction structure and strong modeling capability [14,15]. For example, Padarian et al. [16] demonstrated that the two-dimensional CNN (2DCNN) could be used to simultaneously predict six soil properties (organic carbon, clay, sand, cation exchange capacity, pH, and total nitrogen) from hyperspectral data. Tsakiridis et al. [15] applied a multichannel, one-dimensional CNN (1DCNN) to predict 10 soil properties (organic carbon, silt, clay, sand content, pH, cation exchange capacity, total nitrogen, calcium carbonate, phosphorus, and extractable potassium) simultaneously with higher accuracy ($R^2 = 0.42–0.96$) than PLSR ($R^2 = 0.35–0.91$), SVR ($R^2 = 0.39–0.94$) and cubist ($R^2 = 0.39–0.95$). Ng et al. [14] reported that the 1DCNN model ($R^2 = 0.95–0.98$) outperformed the 2DCNN model ($R^2 = 0.90–0.95$), and the PLSR model ($R^2 = 0.87–0.95$) for the prediction of several soil properties. The above studies have demonstrated the potential of CNN, especially the 1DCNN model, in predicting soil properties simultaneously, compared with commonly used ML methods. However, previous studies rarely reported the remote sensing of soil properties and vegetation coverage simultaneously using 1DCNN.

Although CNN outperformed the traditional ML methods in many tasks, it is often considered a black box due to the lack of interpretability. Recently, visualization analysis has been introduced to explain how this kind of deep learning methods works [17–19]. Generally, the processes associated with CNN could be visualized by filter (kernel) or weight visualization [20], feature visualization, and occlusion sensitivity [19]. For example, weight visualization is helpful to understand how the filters address the input data, and feature visualization could help us understand the features learned by the deep learning model explicitly. In this study, we employed visualization analysis to interpret the features and identify the important wavelengths in 1DCNN.

Therefore, the objectives of this study were (1) to evaluate the ability of the 1DCNN model to simultaneously predict soil properties and vegetation coverage from Vis–NIR hyperspectral data, (2) to compare the results of 1DCNN with the widely used PLSR model, and (3) to visualize the features and identify the important wavelengths of predicting soil properties and vegetation coverage to understand and interpret the 1DCNN model.

2. Materials and Methods
2.1. Experimental Design

A laboratory experiment was conducted to simulate different land surface compositions, including various vegetation coverage and soils with several moisture contents. In
this study, a total of 164 soil samples were collected from the Inner Mongolia Autonomous Region, Heilongjiang, Henan, Shandong, Anhui, Jiangsu, Jiangxi, Zhejiang, Hunan, and Fujian provinces of China (Figure 1). All soil samples were sampled by the five-point, blended sampling method, and the sampling depth was 0–20 cm. The collected soil samples covered different parent materials, soil types, topographies, and land uses.

![Figure 1. Sampling points distribution. The background data were from Google.](image)

The obtained soil samples were air dried in a drying room and ground (<2 mm). Each soil sample was divided into two parts: one was for the reflectance spectral measurement, and the other was applied to analyze soil properties. In total, 30 soil samples that represented typical soil types in China, including the Aeolian sandy soils of the north, the black soils of the northeast, the fluvo-aquic soils of the North China Plain, the paddy soils of the Middle-Lower Yangtze Plain, and the red soils in southern China were selected to simulate various combinations of different soil types, soil moisture conditions, and vegetation coverage. The remaining soil samples were used to simulate bare soils with different SMCs.

To acquire different SMCs, each soil sample was placed in a black sample box with a diameter of 20 cm and a depth of 1.5 cm, with some uniform small holes lined with filter paper at the bottom. Then, the sample boxes containing the soil samples were placed in a larger container with distilled water to allow the soil to absorb water evenly from the bottom to the top until the soil was saturated with water. The saturated soil samples were placed in a cool and dry place for natural evaporation [21]. During the natural drying process, different SMCs were obtained.

In order to obtain different vegetation coverage, we planted corn in containers in the greenhouse. The fresh corn leaves were collected and cut into different sizes in advance and then were incrementally placed on the soil surface to simulate different percentages of vegetation coverage. We designed a total of 12 coverage levels (an interval of about 5%), with coverage varying from 0% to 60%.
2.2. Spectra Collection

The spectral measurements were implemented in a dark room with an ASD FieldSpec 4 Hi-Res (ASD PANalytical, Boulder, CO, USA) spectroradiometer with a spectral range from 350 nm to 2500 nm. The aperture angle of 25° was chosen and vertically mounted 35 cm above the sample surface, resulting in a field of view of 15.5 cm in diameter. The illumination was provided by two 50-watt quartz halogen lamps with a zenith angle of 45°. A standard white Spectralon panel (25 × 25 cm²) (Labsphere, North Sutton, NH, USA) was used to calibrate the instrument. During the natural evaporation of soil water, the reflectance spectra of all soil samples were measured regularly every about eight hours until the weight of the sample no longer changed. For each spectral measurement (Figure 2), the wet soils were weighed to calculate the corresponding SMC, the fresh corn leaves with different size combinations were only placed in the center of the soil surfaces of the selected 30 typical soil samples to obtain different vegetation coverage, the spectra were measured, and the digital photos were also taken after each spectral measurement to calculate the specific vegetation coverage. Twenty spectra of each sample from four directions were taken to eliminate the effects of shadows.

Figure 2. Schematic diagram of spectral measurement.

2.3. Data Preparation

SOM was measured using the modified Walkley–Black method [22]. The clay and sand contents were determined using the hydrometer method [23]. SMC (%) was calculated as the weight of wet soil minus the weight of dry soil, divided by the weight of dry soil multiplied by 100. The mean relative error of SOM, clay, and sand were 2.11%, 2.42%, and 2.85%, respectively, which were calculated based on replicate measurements of four soil samples randomly selected from all samples.

In order to calculate the vegetation coverage, we used the HSV (Hue, Saturation, and Value) color space to extract the vegetation from the previously taken digital photos since it can describe a target’s color independent of the illumination condition [24]. First, the Hough transform [25] was used to extract the regions of interest in batches. Then, the digital photos were converted from RGB into HSV, and a threshold was set to obtain the vegetation binary image. The vegetation coverage was determined by calculating the proportion of vegetation in the binary image. As some corn leaves were placed on the surface of wet soil during the natural evaporation of soil water, the corners of the leaves might be stained with soils, which could cause a minor error in the calculation result of vegetation coverage. However, this error is negligible. The summary statistics of all soil properties and vegetation coverage are shown in Table 1.

A total of 20 spectra of each sample were averaged, and then, the averaged spectrum was determined as the final spectrum of each sample. Only 380–2400 nm wavelengths were utilized for data analysis and modeling because of the low signal-to-noise ratio of the
wavelengths at both ends (350–379 nm and 2401–2500 nm, respectively). For the 1DCNN model, the raw spectra were fed into the model. For PLSR modeling, we investigated four spectral pretreatments (i.e., Savitzky–Golay (SG) smoothing, absorbance transform, standard normal variate, and first derivative) and their combinations. We selected the pretreatment of SG smoothing (with a polynomial degree of 2 and a window size of 9), followed by the first derivative to preprocess the spectra based on the prediction results (not shown).

### Table 1. Summary statistics of soil properties and vegetation coverage ($n = 11,165$).

| Property | SOM (g/kg) | Sand (%) | Clay (%) | SMC (%) | VC (%) |
|----------|------------|----------|----------|---------|--------|
| Minimum  | 3.07       | 0.12     | 3.30     | 0.07    | 0      |
| Maximum  | 62.99      | 94.00    | 40.50    | 68.85   | 58.60  |
| Mean     | 23.43      | 41.39    | 21.89    | 25.20   | 20.30  |
| Median   | 19.53      | 34.70    | 23.10    | 24.09   | 19.09  |
| Q1       | 12.53      | 23.50    | 14.00    | 11.76   | 4.12   |
| Q3       | 36.25      | 56.80    | 31.20    | 37.47   | 34.19  |
| SD       | 13.34      | 25.27    | 10.98    | 15.73   | 16.55  |
| Skewness | 0.57       | 0.69     | −0.11    | 0.28    | 0.27   |

Note: SOM, soil organic matter; SMC, soil moisture content; VC, vegetation coverage; Q1, the first quartiles; Q3, the third quartiles; SD, standard deviation.

A total of 11,165 spectra including 2503 spectra of bare soils with different SMCs and 8662 mixture spectra of soil–vegetation with different SMCs and vegetation coverage were obtained. The parts of the original spectra are shown in Figure 3. All of the data were randomly divided into a training set (80%, 8932 samples) and a test set (20%, 2233 samples). The random splits were repeated 20 times, with a result of 20 training and test data sets. We built prediction models using each training set and then evaluated model performance using the corresponding test set. Finally, the following evaluation metrics were averaged to evaluate the model performance.

![Figure 3](image-url)  
**Figure 3.** The part of original spectra.

### 2.4. Models

#### 2.4.1. Partial Least-Squares Regression (PLSR)

PLSR is a linear multivariate statistical analysis method where the data are projected into latent variables (LVs) that maximize the covariance between the independent and predictor variables [26]. It effectively overcomes the problem of multicollinearity, which cannot be solved by ordinary linear regression. A 10-fold cross-validation approach was
used to prevent overfitting and find the optimal number of LVs that resulted in the smallest root-mean-squared error (RMSE). The PLSR method was established to compare the performance with the proposed deep learning model in this study.

2.4.2. One-Dimension Convolutional Neural Network (1DCNN)

The 1DCNN model has proved effective for soil spectroscopy [15,27–29]. It requires one-dimensional data as input and uses a one-dimensional filter to construct convolutional layers. Generally, the 1DCNN model contains an input layer, a convolutional layer, an activation layer, a pooling layer, a flatten layer, a fully connected layer, and an output layer. Firstly, the input layer accepts one-dimensional data. Then, the convolutional layer performs feature extraction and feature mapping on the input data with different-sized convolutional filters, and the activation layer transforms the data after the convolution using a kernel function. Then, the pooling layer used to conduct sparse processing for the feature maps reduces the number of model hyperparameters. After pooling layers, the flatten layer is used to flatten the multidimensional matrix into a vector, and then the vector obtained is fed into the fully connected layer, where each input is connected to each output through a weight.

The 1DCNN model can predict more than one target property simultaneously, which is called multitask learning. In recent years, multitask deep learning has attracted much attention in recognition, classification, detection, and prediction tasks [15,30,31] because it could overcome overfitting issues in single-task learning by regularization effect of the parameter sharing mechanisms [32]. In this study, we used the hard parameter sharing method to perform the 1DCNN for predicting soil properties and vegetation coverage simultaneously, and the selected loss function was the RMSE value. The entire network was trained by the weighted sum loss function of all tasks (i.e., all soil properties and vegetation coverage), calculated as follows:

\[ L = \sum_{i=1}^{n} \lambda_i L_i \]  

where \( \lambda_i \) and \( L_i \) are the task loss weight and the task-specific loss, respectively.

The multitask-1DCNN model is depicted in Figure 4. Four convolution and max-pooling layers were shared in which a nonlinear activation function named the rectified linear unit (ReLU) [33] in the activation layer was used to allow the nonlinear transformation of the input. Then, a flatten layer was applied to flatten the data into one dimension. Finally, each specific task had a fully connected and output layer with a linear activation function. The parameters of the layers are reported in Table 2.

![Figure 4](image-url)
Table 2. Parameters of each layer used in the multitask one-dimensional convolutional neural network (1DCNN) model.

| Type   | Layers                          | Filter Size | Filters | Activation |
|--------|--------------------------------|-------------|---------|------------|
| Shared | Convolutional + Batch Normalization | 31          | 32      | ReLU       |
|        | Max-pooling                     | 3           | –       | –          |
|        | Convolutional + Batch Normalization | 25          | 64      | ReLU       |
|        | Max-pooling                     | 3           | –       | –          |
|        | Convolutional + Batch Normalization | 15          | 128     | ReLU       |
|        | Max-pooling                     | 2           | –       | –          |
|        | Convolutional + Batch Normalization | 7           | 256     | ReLU       |
|        | Max-pooling                     | 2           | –       | –          |
|        | Dropout (0.2)                   | –           | –       | –          |
|        | Flatten                          | –           | –       | –          |
| Unshared| Fully connected                 | –           | 100/10  | ReLU       |
|        | Fully connected                 | –           | 1       | Linear     |

In this study, the 1DCNN model was trained with a batch size of 128 and a maximum of 500 epochs using the Adam optimizer [34] to minimize the multitasking loss generated by calculating the sum of the product of each task-specific loss and the loss weighting. Besides, a dropout rate of 0.2 and early stopping patience of 15 (epochs without improvement of test loss) [35] were also implemented to prevent overfitting.

2.5. Implementation

The 1DCNN model was implemented on a GPU (NVIDIA Tesla P100-PCIE-16GB) in python 3.5.4 using Keras 2.15 with TensorFlow 1.4.0 as backend. The PLSR algorithm was implemented with the PLS module in python 3.6.1 on the CPU (Intel Core i7 7700k 4.20 GHz CPU with 16 GB of memory). All models were performed on the Windows operating system with Spyder [36] integrated development environment.

2.6. Model Performance

The performance of the models was assessed on the independent test set with the following evaluation metrics: the coefficient of determination ($R^2$), RMSE, and the ratio of performance to interquartile distance (RPIQ). RPIQ takes the variation of observed values and prediction error into account, hence making it less susceptible to the distribution of observed values [37].

$$R^2 = 1 - \frac{SSE}{SST}$$

(2)

where $SSE$ is the sum of squared errors, and $SST$ is the total sum of the squared differences of the observed values from the mean.

$$RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (\hat{y}_i - y_i)^2}$$

(3)

where $\hat{y}$ is the predicted value, $y$ is the observed value, and $n$ is the total number of samples.

$$RPIQ = \frac{IQR}{RMSE}$$

(4)

where IQR is the interquartile range.

Higher $R^2$ and RPIQ, and lower RMSE values indicate better accuracy. In this study, referring to the existing categories [38,39], and based on our data, we defined excellent predictions with $R^2 \geq 0.85$ and $RPIQ \geq 4.0$, good predictions with $0.6 \leq R^2 < 0.85$ and $2.0 \leq RPIQ < 4.0$, and poor predictions with $R^2 < 0.6$ and $RPIQ < 2.0$. 
3. Results

3.1. Results of 1DCNN

The average results of the 20 random independent test sets using the 1DCNN model are shown in Table 3. The results suggested that the 1DCNN model using raw spectra achieved excellent performance for predicting soil properties ($0.88 \leq R^2 \leq 0.91$ and $4.01 \leq RPIQ \leq 5.78$) and vegetation coverage ($R^2 = 0.95$, $RPIQ = 7.75$). The predicted and measured soil properties and vegetation coverage of 20 randomly selected test sets are plotted in Figure 5. It could be found that the scatter points of SMC and vegetation coverage were closer to the 1:1 line, although the prediction accuracy of SOM, clay, and sand content was also excellent. These results demonstrated the effectiveness of the 1DCNN model to simultaneously predict soil properties and vegetation coverage.

Table 3. The average prediction results of 20 randomly divided test sets using different models.

| Model   | Properties      | $R^2$ † | RMSE ‡ | RPIQ ‡ |
|---------|-----------------|---------|---------|---------|
| 1DCNN   | SOM (g/kg)      | 0.91(0.01) | 4.15(0.32) | 5.78(0.46) |
|         | Sand (%)        | 0.89(0.02) | 8.30(0.67) | 4.01(0.32) |
|         | Clay (%)        | 0.88(0.02) | 3.82(0.30) | 4.65(0.40) |
|         | SMC (%)         | 0.90(0.01) | 5.21(0.26) | 4.95(0.30) |
|         | VC (%)          | 0.95(0.00) | 3.92(0.24) | 7.75(0.45) |
| PLSR    | SOM (g/kg)      | 0.71(0.01) | 7.18(0.13) | 3.34(0.08) |
|         | Sand (%)        | 0.63(0.02) | 15.32(0.27) | 2.16(0.05) |
|         | Clay (%)        | 0.62(0.02) | 6.74(0.19) | 2.62(0.11) |
|         | SMC (%)         | 0.73(0.01) | 8.20(0.16) | 3.13(0.08) |
|         | VC (%)          | 0.98(0.00) | 2.41(0.04) | 12.57(0.28) |

Note: $R^2$, the coefficient of determination of the prediction; RMSE, the root-mean-squared error of the prediction; RPIQ, the ratio of performance to interquartile distance; 1DCNN, one-dimensional convolutional neural network; PLSR, partial least-squares regression; SOM, soil organic matter; SMC, soil moisture content; VC, vegetation coverage. † Mean with SD in parentheses.

Figure 5. Predicted and measured soil properties and vegetation coverage (VC) values of 20 randomly selected test sets of the one-dimensional convolutional neural network (1DCNN) model. The black dash line is the 1:1 line.

3.2. Comparison between 1DCNN and PLSR

As shown in Table 3, the PLSR model using preprocessed spectra obtained good performance ($0.62 \leq R^2 \leq 0.73$ and $2.16 \leq RPIQ \leq 3.34$) for soil properties and excellent performance for vegetation coverage ($R^2 = 0.98$, $RPIQ = 12.57$). The 1DCNN model
(0.88 ≤ R² ≤ 0.91 and 4.01 ≤ RPIQ ≤ 5.78) significantly outperformed the PLSR model for the prediction of soil properties. However, we found that the PLSR model had better performance than the 1DCNN model when predicting the vegetation coverage. To further compare the accuracy of the 1DCNN model with the PLSR model, the relative accuracy improvements in the RMSE value were calculated. Compared with the PLSR model, the 1DCNN model achieved relative accuracy improvements of 36.46–45.82% for soil properties. For the vegetation coverage prediction, the PLSR model (RMSE = 2.41%) had an improvement of RMSE, compared with the 1DCNN model (RMSE = 3.92%), although the prediction accuracy of 1DCNN was excellent. Chemometric analysis of spectral data depends on spectral preprocessing such as smoothing, derivatives, and standard normal variate. The 1DCNN with raw spectra achieved higher performance for soil properties and excellent performance for vegetation coverage. These results demonstrated that the 1DCNN model could significantly improve the prediction accuracy of soil properties, except for vegetation coverage, compared with the PLSR model.

3.3. Visualization of 1DCNN

As is well known, convolution is the process of feature extraction using filters where each filter affects the input in different ways. In order to determine how the filters address the input data, we visualized the weights of the first convolutional layer in the 1DCNN model. The weights of 32 filters in the first convolutional layer are presented in Figure 6. The results showed that the different filters affected the input spectrum in different ways. For example, filters 10, 21, and 23 could identify peaks or troughs, and filter 2 almost showed a gradual process.

![Figure 6. Visualization of 32 filters weights for the first convolutional layer by the one-dimensional convolutional neural network (1DCNN) model for simultaneous prediction of soil properties and vegetation coverage (VC).](image)

In addition, we also visualized the outputs of the first two convolutional layers (Figure 7) to understand what the convolutional layers learned. We found that there were fewer learned features in the first convolutional layer, and these features could be categorized into two types: one was similar to the original average spectrum, and the other resembled the average absorbance spectrum. Compared with the features extracted by the first convolutional layers, the features extracted by the second convolutional layer seemed...
more abundant and detailed. Some features resembled the original spectra (features 9, 12, 14, 16, 19, 23–25, 31, and 34) and the absorbance spectra (features 1, 2, 4, 6, 8, 17–18, 21, 26–27, 32–33, and 36–37) with some small morphological differences. Some were found to be similar to the first-order derivative spectrum (features 5, 13, 22, and 30), some looked similar to the spectra that were converted to absorbance first and then to first-order derivative (features 29 and 39), and the others seemed abstract. These results suggested that the convolution operation could play a role in spectral preprocessing and also extract some other spectral features, which might help improve the prediction accuracy of 1DCNN.

Figure 7. The partial convolution results of the first convolutional layer (A) and the second convolutional layer (B) in the one-dimensional convolutional neural network (1DCNN) model.

3.4. Determination of Important Wavelengths of 1DCNN

To determine which spectral wavelengths played important roles in the prediction of soil properties and vegetation coverage in the 1DCNN model, a sensitivity analysis based on the variance principle was implemented according to [40]. The results are shown in Figure 8. The important wavelengths to predict SOM were 552–1054 nm and 1555–1752 nm, and the most important wavelength was around 921 nm. The wavelengths between 547 and 1788 nm were considered significant for predicting clay content. For the prediction of sand content, the important wavelengths identified by the 1DCNN model were 518–1854 nm. It could be found that the important wavelength regions for the prediction of clay and sand content were similar; however, their most important wavelengths were not identical. Wavelengths around 1170 nm were deemed to be the most important for clay prediction, while near 1743 nm were the most important wavelengths to predict sand. The important wavelengths for SMC prediction were mainly distributed in 596–2096 nm, with the two highest peaks at 1683 and 1707 nm, respectively. For the prediction of vegetation coverage, the wavelengths of 462–2125 nm peaked at around 533, 582, 669, 778, 904, 1136, 1358, 1501, 1675, 1842, 1922, and 2077 nm, respectively, were identified to be important. We found that the important wavebands of soil properties overlapped at different degrees.
4. Discussion

In this study, we used a 1DCNN model to simultaneously predict soil properties and vegetation coverage and compared its performance with PLSR. The 1DCNN model significantly outperformed the PLSR counterpart for predicting soil properties. This finding was in line with the results found by Ng et al. [14] and Tsakiridis et al. [15]. However, the PLSR model performed slightly better at predicting vegetation coverage in this study, although the 1DCNN model achieved excellent performance. It is well known that CNN had higher capabilities to deal with complex nonlinear issues because the nonlinear activation function was introduced into the neural network that converted the linear input to a nonlinear output [41,42]. Soil moisture and soil spectra are nonlinearly related [43], resulting in a complicated relationship between other soil properties (SOM, clay, and sand) and spectra reflectance in this study, which could limit the performance of the linear PLSR. Nevertheless, the relationship between the vegetation coverage and reflectance spectra was relatively simple since the vegetation cover in this study was just a single layer of leaf cover, which made the linear PLSR model sufficient to predict vegetation coverage. Thus, it was not necessary to use the CNN model to predict the vegetation coverage. However, various leaf orientations and densities of the three-dimensional vegetation with a distinct layer structure could cause multidirectional reflections of light [44], increasing the complexity of
the vegetation reflectance. Consequently, it has not yet been validated whether the PLSR model can still perform well for the vegetation coverage prediction under field conditions.

Compared with the study using CNN to predict soil properties by Padarian et al. [16], the 1DCNN model in our study achieved better performance, with an $R^2$ of 0.88 vs. 0.68 and an RMSE of 3.82% vs. 7.29% for clay, an $R^2$ of 0.89 vs. 0.59 and an RMSE of 8.30% vs. 17% for sand. This might be caused by the dimension difference of the input data. We used the 1D spectra as input in this study, while they used the 2D spectrograms. Ng et al. [14] also demonstrated that 1D spectra input to the CNN model had higher performance than 2D spectrograms. When compared with the study of Tsakiridis et al. [15], who applied a localized, multichannel 1DCNN to predict soil properties, our 1DCNN model performed better for both clay ($R^2 = 0.88$ and $RPIQ = 4.65$ vs. $R^2 = 0.86$ and $RPIQ = 3.75$) and sand ($R^2 = 0.89$ and $RPIQ = 4.01$ vs. $R^2 = 0.79$ and $RPIQ = 3.77$). A possible reason for this is the higher soil difference in Tsakiridis et al. [15], with approximately 20,000 soil samples encompassing 23 countries of the European Union.

In the literature, many studies have predicted single soil property at a time from one model. Compared with these studies, our 1DCNN model performed better. For example, for SOM, the 1DCNN model ($R^2 = 0.91$ and RMSE = 4.15 g/kg) performed significantly better in our study than the model used by Tsakiridis et al. [45], i.e., a genetic algorithm-based stacking model ($R^2 = 0.76$ and RMSE = 5.20 g/kg) and that used by Yang et al. [8], which was an ELM model (best $R^2 = 0.81$ and RMSE = 5.17 g/kg). However, our 1DCNN model was not as good as some studies. For example, the prediction accuracy of clay ($R^2 = 0.88$, and RMSE = 3.82%) and sand ($R^2 = 0.89$ and RMSE = 8.30%) was relatively lower than that of Jaconi et al. [46], who used a memory-based learning model with log-ratio transformation to simultaneously estimate clay ($R^2 = 0.97$ and RMSE = 1.85%) and sand ($R^2 = 0.96$ and RMSE = 6.61%) contents. The reason might be that vegetation cover has an impact on the acquisition of soil spectral characteristics, resulting in a slightly lower performance of soil clay and sand in our study.

The performance of models could be affected by soil properties. In our study, the performance of both models in predicting clay and sand contents was relatively lower than SOM. Padarian et al. [16] also reported that the prediction accuracy of clay ($R^2 = 0.68$, RMSE = 7.29%) and sand ($R^2 = 0.59$, RMSE = 17%) was lower than organic carbon ($R^2 = 0.69$, RMSE = 16.82 g/kg). However, in the study of Teixeira et al. [47], clay (best $R^2 = 0.899$, the root-relative-squared error (RRSE) = 32.54%) presented better results than SOM (best $R^2 = 0.770$, RRSE = 47.73%). The reason for these mixed results might be from the difference of soil types among different studies. It should be noted that soil types were more diverse in Padarian et al. [16] and our study, compared with those in Teixeira et al. [47].

We also analyzed the important spectral wavelengths of 1DCNN to predict soil properties and vegetation coverage. For SOM prediction, the most important waveband identified was around 921 nm, which was similar to the results reported by Sung [48] and Lee et al. [49], in which around 910 and 965 nm were considered important for SOM estimation. The most significant wavelength for SOM prediction might be correlated with goethite [50] in this study. We found that the important wavelengths for the prediction of clay and sand contents were 547–1788 nm and 518–1854 nm, respectively. Ng et al. [40] also reported that 500–1800 nm were significant for predicting clay and sand contents in the CNN model. However, the most important wavelength for predicting clay and sand contents was not similar in this study, which was different from those found by Ng et al. [40] in which the most important wavelength shared a high similarity. In this study, the clay and sand content prediction might be related to -OH in clay minerals, iron oxides (primarily hematite and goethite), and organic matter [51]. For SMC prediction, the important wavelengths were distributed in Vis–NIR regions. Nevertheless, NIR regions contributed more to the SMC prediction and had two highest peaks at around 1683 and 1707 nm, which was similar to the results reported by Liu et al. [52], in which 1622 and 1834 nm performed better to estimate soil moisture. The important wavelength regions (462–2125 nm) for the vegetation coverage prediction by 1DCNN had several peak values (at 533, 582, 669, 778, 904, 1136,
1358, 1501, 1675, 1842, 1922, and 2077 nm, respectively). This result resembled the finding of Patel et al. [53] where 560, 670, 710, 870, 1100, 1470, 1700, and 1800 nm were highly correlated with the vegetation coverage.

As a prestudy for simultaneous inversion of soil properties and vegetation coverage by the unmanned aerial vehicle (UAV) and satellite imagery, this study was performed based on a simulated experiment in the laboratory. The study chose corn as the crop of interest because it is widely grown in China. However, different crops might grow in one region, affecting remote sensing of vegetation cover and soil properties by satellite imagery. Moreover, the prediction accuracy of vegetation coverage and soil properties by the UAV and satellite imagery could be affected by the vegetation canopy and soil surface roughness, especially for sensors with a non-nadir view geometry when imaging, compared with the scenario with corn leaves on the ground soils in the study. It should be noted that for remote sensing of soils (e.g., SOM), vegetation, soil surface roughness, and soil moisture can be limitations [54]. For remote sensing of vegetation (e.g., crop yield), the soil is commonly considered as the background factor, whose effects should be removed before modeling for a high prediction accuracy [55]. Therefore, the simultaneous acquisition of vegetation- and soil-related properties is more complex, compared with individually extracted properties. Our study aimed to explore and demonstrate the effectiveness of 1DCNN to simultaneously predict soil properties and vegetation coverage by simplifying complex scenarios in the field. In a subsequent study, we will use the hyperspectral data acquired by a UAV to verify the ability of 1D CNN for simultaneous prediction of soil properties and coverage under more complex field conditions, including various soil surface roughness and cover types.

5. Conclusions

Our study demonstrated that soil properties (SOM, SMC, and clay and sand contents) and vegetation coverage could be acquired simultaneously under complex conditions simulated in a laboratory experiment. The 1DCNN model obtained excellent prediction accuracy ($R^2 \geq 0.85$ and $\text{RPIQ} \geq 4.0$) for all soil properties and vegetation coverage, while the PLSR model had good prediction accuracy ($0.6 \leq R^2 < 0.85$ and $2.0 \leq \text{RPIQ} < 4.0$) for soil properties and excellent prediction accuracy for vegetation coverage. The better performance of the 1DCNN model compared with PLSR might be contributed to efficient spectral preprocessing and spectral feature extraction hidden in the convolutional layer. The factors (e.g., surface roughness, vegetation types) that probably affect the prediction accuracy should be investigated in the future, using the UAV and satellite imagery.
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