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Abstract—We introduce Transductive Information Maximization (TIM) for few-shot learning. Our method maximizes the mutual information between the query features and their label predictions for a given few-shot task, in conjunction with a supervision loss based on the support set. We motivate our transductive loss by deriving a formal relation between the classification accuracy and mutual-information maximization. Furthermore, we propose a new alternating-direction solver, which substantially speeds up transductive inference over gradient-based optimization, while yielding competitive accuracy. We also provide a convergence analysis of our solver based on Zangwill’s theory and bound-optimization arguments. TIM inference is modular: it can be used on top of any base-training feature extractor. Following standard transductive few-shot settings, our comprehensive experiments demonstrate that TIM outperforms state-of-the-art methods significantly across various datasets and networks, while used on top of a fixed feature extractor trained with simple cross-entropy on the base classes, without resorting to complex meta-learning schemes. It consistently brings between 2% and 5% improvement in accuracy over the best performing method, not only on all the well-established few-shot benchmarks but also on more challenging scenarios, with random tasks, domain shift and larger numbers of classes, as in the recently introduced META-DATASET. Our code is publicly available at https://github.com/mboudiaf/TIM. We also publicly release a standalone PyTorch implementation of META-DATASET, along with additional benchmarking results, at https://github.com/mboudiaf/pytorch-meta-dataset
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1 INTRODUCTION

Deep learning models have achieved unprecedented success, approaching human-level performances when trained on large-scale labeled data. Nevertheless, the generalization of such models might be seriously challenged when dealing with new (unseen) classes, with only a few labeled instances per class. Humans, however, can learn new tasks rapidly from a handful of instances, by leveraging context and prior knowledge. The few-shot learning (FSL) paradigm attempts to bridge this gap, and has recently attracted substantial research interest, with a large body of very recent works, e.g., [7], [10], [12], [13], [19], [24], [34], [40], [44], [45], [48], [57], [59], among many others. In the few-shot setting, a model is first trained on labeled data with base classes. Then, model generalization is evaluated on few-shot tasks, composed of unlabeled samples from novel classes unseen during training (the query set), assuming only one or a few labeled samples (the support set) are given per novel class.

Most of the existing approaches within the FSL framework are based on the "learning to learn" paradigm or meta-learning [12], [28], [45], [48], [54], where the training set is viewed as a series of balanced tasks (or episodes), to simulate test-time scenario. Popular works include prototypical networks [45], which describes each class with an embedding prototype and maximizes the log-probability of query samples via episodic training; matching network [54], which represents query predictions as linear combinations of support labels and employs episodic training along with memory architectures; MAML [12], a meta-learner, which trains a model to make it "easy" to fine-tune; and the LSTM meta-learner in [41], which suggests optimization as a model for few-shot learning. A large body of meta-learning works followed-up lately, to only cite a few [36], [59], [44], [48], [59].

1.1 Related work

Transductive inference: In a recent line of work, transductive inference has emerged as an appealing approach to tackle few-shot tasks [10], [19], [24], [33], [34], [38], [40], [62], showing performance improvements over inductive inference. In the transductive setting, the model classifies the unlabeled query examples of a single few-shot task at once, instead of one sample at a time as in inductive methods. These recent experimental observations in few-shot learning are consistent with established facts in classical transductive inference [9], [23], [55], which is well-known to outperform inductive methods on small training sets. While [38] used information of unlabeled query samples via batch normalization, the authors of [34] were the first to model explicitly transductive inference in few-shot learning. Inspired by popular label-propagation concepts [9], they built a meta-learning framework that learns to propagate labels from labeled to unlabeled instances via a graph. The meta-learning transductive method in [19] used attention mechanisms to propagate labels to unlabeled query samples.

1. Transductive few-shot inference is not to be confused with semi-supervised few-shot learning [29], [32]. The latter uses extra unlabeled data during meta-training. Transductive inference has access to exactly the same training/testing data as its inductive counterpart.
More closely related to our work, the recent transductive inference of Dhillion et al. [10] minimizes the entropy of the network softmax predictions at unlabeled query samples, reporting competitive few-shot performances, while using standard cross-entropy training on the base classes. The competitive performance of [10] is in line with several recent inductive baselines [7], [49], [53], which reported that standard cross-entropy training for the base classes matches or exceeds the performances of more sophisticated meta-learning procedures. Also, the performance of [10] is in line with established results in the context of semi-supervised learning, where entropy minimization is widely used [2], [14], [37]. It is worth noting that the inference runtimes of transductive methods are, typically, much higher than their inductive counterparts. For instance, the authors of [10] fine-tune all the parameters of a deep network during inference, which is several orders of magnitude slower than inductive methods such as ProtoNet [15]. Also, based on matrix inversion, the transductive inference in [34] has a complexity that is cubic in the number of query samples.

Info-max principle: While the semi-supervised and few-shot learning works in [10], [14] build upon Barlow’s principle of entropy minimization [1], our few-shot formulation is inspired by the general info-max principle enunciated by Linsker [31], which formally consists in maximizing the Mutual Information (MI) between the inputs and outputs of a system. In our case, the inputs are the query features and the outputs are their label predictions. The idea is also related to info-max in the context of clustering [21], [22]. More generally, info-max principles, well-established in the field of communications, were recently used in several deep-learning problems, e.g., metric learning [4] or domain adaptation [30], among other works.

1.2 Contributions

- We propose Transductive Information Maximization (TIM) for few-shot learning. Our method maximizes the MI between the query features and their label predictions for a few-shot task at inference, while minimizing the cross-entropy loss on the support set. We formally motivate the mutual information loss as a surrogate of the classification error.
- We derive an alternating-direction solver for our loss, which substantially speeds up transductive inference over gradient-based optimization, while yielding competitive accuracy. Furthermore, we provide a convergence analysis based on Zangwill’s theory and bound-optimization arguments.
- Following standard transductive few-shot settings, our comprehensive evaluations show that TIM outperforms state-of-the-art methods substantially across various datasets and networks, while using a simple cross-entropy training on the base classes, without complex meta-learning schemes. It consistently brings between 2% and 5% of improvement in accuracy over the best performing method, not only on all the well-established few-shot benchmarks but also on more challenging, recently introduced scenarios, with domain shifts and larger numbers of ways.

This work extends and generalizes in many different ways our preliminary results in [3], published at the NeurIPS 2020 conference. More specifically, it introduces an information-theoretic justification for the previous formulation in subsection 2.3 it provides new results on the convergence of our TIM-ADM algorithm in subsection 3.2 and subsection 3.3 and reports several new experiments and benchmarking results on META-DATASET, a recently introduced, challenging few-shot dataset, in subsection 4.5.

2 Transductive Information Maximization

2.1 Few-shot setting

Assume we are given a labeled training set, \( X_{\text{base}} := \{x_i, y_i\}_{i=1}^{N_{\text{base}}}, \) where \( x_i \) denotes raw features of sample \( i \) and \( y_i \) its associated one-hot encoded label. Such labeled set is often referred to as the meta-training or base dataset in the few-shot literature. Let \( Y_{\text{base}} \) denote the set of classes for this base dataset. The few-shot scenario assumes that we are given a test dataset: \( X_{\text{test}} := \{x_i, y_i\}_{i=1}^{N_{\text{test}}} \), with a completely new set of classes \( Y_{\text{test}} \) such that \( Y_{\text{base}} \cap Y_{\text{test}} = \emptyset \), from which we create randomly sampled few-shot tasks, each with a few labeled examples.

Standard tasks: Traditionally, models are (trained and) evaluated on \( K \)-ways \( N_{S} \)-shot task, which involve randomly sampling \( N_{S} \) labeled examples from each of \( K \) different classes, also chosen at random. Let \( S \) denote the set of these labeled examples with size \( |S| = N_{S}, K \), referred to as the support set. Furthermore, each task has a query set denoted by \( Q \) composed of \( |Q| = N_{Q}, K \) unlabeled (unseen) examples from each of the \( K \) classes. With models trained on the base set, few-shot techniques use the labeled support sets to adapt to the tasks at hand, and are evaluated based on their performances on the unlabeled query sets.

Random tasks: Recently, there has been an increasing interest to move towards random tasks, which arguably provide a more challenging but more realistic scenario. In particular, META-DATASET [50] proposes several improvements over the standard setting: break the symmetry in the support set by having each class contain a different random number of labelled samples, randomly sample the total number of support samples for a task and randomly samples the total number of ways. Both standard and random task setting will be evaluated in section 4.

2.2 Proposed formulation

We begin by introducing some basic notations and definitions before presenting our overall Transductive Information Maximization (TIM) loss and the different optimization strategies for tackling it. For a given \( K \)-way few-shot task, with a support set \( S \) and a query set \( Q \), let \( X \) denote the random variable associated with the raw features within \( S \cup Q \), and let \( Y \in \mathcal{Y} = \{1, \ldots, K\} \) be the random variable associated with the data labels. Let \( f_{\phi} : X \rightarrow Z \subset \mathbb{R}^{d} \) denote the encoder (i.e., feature-extractor) function of a deep neural network, where \( \phi \) denotes the trainable parameters, and \( Z \) stands for the set of embedded features. The encoder is first trained from the base training set \( X_{\text{base}} \) using the
standard cross-entropy loss, without any meta training or specific sampling schemes. Then, for each specific few-shot task, we propose to minimize a mutual-information loss defined over the query samples.

Formally, we define a soft-classifier associated to the random variable $\hat{Y} \in \mathcal{Y}$ and parametrized by weight matrix $W = [w_1, \ldots, w_K] \in \mathbb{R}^{K \times d}$, whose posterior distribution over labels given feature $z = [z_1, \ldots, z_n]$ is

$$ p_{ik} := \mathbb{P}(\hat{Y} = k | X = x_i; W, \phi), $$

and marginal distribution over query labels, $\hat{p}_k := \mathbb{P}(\hat{Y}_Q = k; W, \phi)$, are given by:

$$ p_{ik} \propto \exp \left( -\frac{\tau}{2} \| w_k - z_i \|^2 \right), \quad \hat{p}_k = \frac{1}{|Q|} \sum_{i \in Q} p_{ik}, \quad (1) $$

where $z_i = f_{\phi}(x_i) / \| f_{\phi}(x_i) \|_2$, the L2-normalized embedded features, and $\tau$ is a temperature parameter.

Now, for each single few-shot task, we introduce our empirical weighted mutual information between the query samples and their latent labels, which integrates two terms: The first is an empirical (Monte-Carlo) estimate of the marginal entropy, $H(\hat{Y}_Q)$, while the second is the empirical label-marginal entropy, $\mathcal{L}_a(X_Q; \hat{Y}_Q)$:

$$ \mathcal{L}_a(X_Q; \hat{Y}_Q) := -\sum_{k=1}^{K} \hat{p}_k \log \hat{p}_k + \alpha \left[ \frac{1}{|Q|} \sum_{k=1}^{K} \sum_{i \in Q} p_{ik} \log(p_{ik}) \right] $$

$$ H(\hat{Y}_Q): \text{marginal entropy} \quad \mathcal{L}_a(X_Q; \hat{Y}_Q): \text{conditional entropy} $$

with $\alpha$ a non-negative hyper-parameter. Notice that setting $\alpha = 1$ recovers the standard mutual information. Setting $\alpha < 1$ allows us to down-weight the conditional entropy term, whose gradients may dominate the marginal entropy gradients as the predictions move towards the vertices of the simplex. The role of both terms in Eq. (2) will be discussed after introducing our overall transductive inference loss in the following, by embedding supervision from the task’s support set.

We embed supervision information from support set $S$ by integrating a standard cross-entropy loss CE with the information measure in Eq. (2), which enables us to formulate our Transductive Information Maximization (TIM) loss as follows:

$$ \min_W \mathcal{L} = \lambda \cdot \text{CE} - \mathcal{L}_a(X_Q; \hat{Y}_Q) $$

$$ \text{with} \quad \text{CE} := -\frac{1}{|S|} \sum_{i \in S} \sum_{k=1}^{K} y_{ik} \log(p_{ik}), \quad (3) $$

where $y_{ik}$ denotes the $k^{th}$ component of the one-hot encoded label $y_i$ associated to the $i$-th support sample. Non-negative hyper-parameters $\alpha$ and $\lambda$ will be fixed to $\alpha = \lambda = 0.1$ in all our experiments. It is worth to discuss in more details the role (importance) of the mutual information terms in (3):

- Conditional entropy $H(\hat{Y}_Q | X_Q)$ aims at minimizing the uncertainty of the posterior at unlabeled query samples.

To simplify our notations, we deliberately omit the dependence of posterior $p_{ik}$ on the network parameters $(\phi, W)$. Also, $p_{ik}$ takes the form of softmax predictions, but we omit the normalization constants.

2. In order to simplify our notations, we deliberately omit the dependence of posterior $p_{ik}$ on the network parameters $(\phi, W)$. Also, $p_{ik}$ takes the form of softmax predictions, but we omit the normalization constants.

3. The global minima of each pointwise entropy in the sum of $H(\hat{Y}_Q | X_Q)$ are one-hot vectors at the vertices of the simplex.

4. This entropy loss is widely used in the context of semi-supervised learning (SSL) \cite{SSL1, SSL2, SSL3}, as it models effectively the cluster assumption: The classifier’s boundaries should not occur at dense regions of the unlabeled features \cite{SSL4}. Recently, \cite{SSL5} introduced this term for few-shot learning, showing that entropy fine-tuning on query samples achieves competitive performances. In fact, if we remove the marginal entropy $H(\hat{Y}_Q)$ in objective (3), our TIM objective reduces to the loss in \cite{SSL5}. The conditional entropy $H(\hat{Y}_Q | X_Q)$ is of paramount importance but its optimization requires special care, as its optima may easily lead to degenerate (non-suitable) solutions on the simplex vertices, mapping all samples to a single class. Such care may consist in using small learning rates and fine-tuning the whole network (which itself often contains several layers of regularization) as done in \cite{SSL5}, both of which significantly slow down transductive inference.

- The label-marginal entropy regularizer $H(\hat{Y}_Q)$ encourages the marginal distribution of labels to be uniform, thereby avoiding degenerate solutions obtained when solely minimizing conditional entropy. Hence, it is highly important as it removes the need for implicit regularization, as mentioned in the previous paragraph. In particular, high-accuracy results can be obtained even using higher learning rates and fine-tuning only a fraction of the network parameters (classifier weights $W$ instead of the whole network), speeding up substantially transductive runtimes. As it will be observed from our experiments, this term brings substantial improvements in performances (e.g., up to 10% increase in accuracy over entropy fine-tuning on the standard few-shot benchmarks), while facilitating optimization, thereby reducing transductive runtimes by orders of magnitude.

2.3 Mutual information and risk

We now give some theoretical justification on the proposed formulation, especially on the mutual information $\mathcal{L}_a$ used in Eq. (3). First, let us make a subtle difference between the soft decision $\hat{Y} | X$ that would correspond to sampling a decision from the softmax distribution output by the network, and the hard-decision:

$$ \hat{g}^*(X) := \arg \max_{y \in \mathcal{Y}} \mathbb{P}(\hat{Y} = y | X) \quad (4) $$

that simply picks the class with the highest softmax score. Let us now introduce define the probability of classification error (or risk) as:

$$ P_e := \mathbb{P}(Y_Q \neq \hat{g}^*(X_Q)), \quad (5) $$

where recall $X_Q, Y_Q$ model the data distribution on the query set.

We argue that without any assumption, mutual information needs not be a well-suited criterion for classification purposes. To illustrate this point, consider any permutation (except the identity) of the labels $\pi : \mathcal{Y} \rightarrow \mathcal{Y}$, and a classifier $\hat{Y} | X$ such that $\mathbb{P}(\hat{Y} = \pi(y) | X = x, Y = y) = 1$. Therefore, encouraging the model to output confident predictions
Then, one can verify that the classifier $\hat{Y} \mid X$ satisfies both 100% classification error and maximum mutual information $I(X; \hat{Y}) = \log(|\mathcal{Y}|)$. Therefore, restricting assumptions on the classifier $\hat{Y} \mid X$ must apply in order to relate the mutual information objective to the probability of classification error. In this section, we address the following question: Can we find sufficient conditions on the classifier $Y_Q \mid X_Q$ such that the mutual information $I(X_Q; \hat{Y})$ and the classification error $P_e$ can be explicitly related?

In our following result, we draw a theoretical link between mutual information maximization and classification error. Specifically, under the assumption that a classifier’s confusion matrix is diagonal dominant, we show its risk can be upper bounded by a non-decreasing function of mutual information.

**Proposition 1.** Consider the classifier $\hat{Y}_Q \mid X_Q$ defined on the query set $Q$. Assume the confusion matrix of $\hat{Y}_Q \mid X_Q$ is diagonal dominant that is:

$$\mathbb{P}(\hat{Y}_Q = y, Y_Q = y) > \mathbb{P}(\hat{Y}_Q = y', Y_Q = y), \quad \forall \ y \neq y'.$$

Without loss of generality, we assume there exists $\epsilon > 0$ such that:

$$\mathbb{P}(\hat{Y}_Q = y | Y_Q = y) > 1 - \epsilon, \quad \forall \ y \in \mathcal{Y}.$$

Then the following relation holds:

$$P_e \leq \delta \left( \sqrt{\frac{\ln 2}{2}} D_{KL} (\hat{Y}_Q \mid Y_Q) \right) + \delta \left( \mathcal{H}(\hat{Y}_Q \mid X_Q) \right) + g(\epsilon),$$

where $\delta(\cdot)$ is a strictly increasing function on the restricted domain $[0, \mathcal{Y}^\epsilon \mathcal{Y}^\epsilon]$, with $\delta(0) = 0$ and $f(0) = 0$.

In the case of a uniform prior distribution over classes $Y \sim \mathcal{U}[1 : K]$, expression (6) becomes:

$$P_e \leq \delta \left( \frac{\ln 2}{2} \mathcal{H}(\hat{Y}_Q) \right) + \delta \left( \mathcal{H}(\hat{Y}_Q \mid X_Q) \right) + g(\epsilon).$$

The full proof of Proposition 1 is provided in the Supplemental. In all few-shot benchmarks, we consider a uniform distribution on the query set. Therefore, Eq. (7) holds on the query set, which clearly motivates the transductive mutual information.

In the case of a perfectly diagonal confusion matrix, i.e., $\epsilon = 0$, one can verify that a maximum mutual information, i.e., $\mathcal{H}(\hat{Y}_Q) = \log(K)$ and $\mathcal{H}(\hat{Y}_Q \mid X_Q) = 0$ leads to a perfect classification $P_e = 0$. In practice, such assumption is purely unrealistic, but we show on Figure 1 that the assumption of a diagonal dominant confusion matrix is verified on average even at initialization.

### 3 Optimization

At this stage, we consider that the feature extractor has already been trained on base classes (using standard cross-entropy). We now propose two methods for minimizing our objective (5) for each test task. The first one is based on standard Gradient Descent (GD). The second is a novel way of optimizing mutual information, and is inspired by the Alternating Direction Method of Multipliers (ADMM). For both methods:

- The pre-trained feature extractor $f_e$ is kept fixed. Only the weights $W$ are optimized for each task. Such a choice is discussed in details in subsection 4.6.

Overall, and interestingly, we found that fine-tuning only classifier weights $W$, while fixing feature-extractor parameters $\phi$, yielded the best performances for our mutual-information loss.

- For each task, weights $W$ are initialized as the class prototypes of the support set:

$$w_k^{(0)} = \frac{\sum_{i \in S} y_{ik} z_i}{\sum_{i \in S} y_{ik}}.$$

#### 3.1 Gradient descent (TIM-GD)

A straightforward way to minimize our loss in Eq. (5) is to perform gradient descent over $W$, which we update using all the samples from the few-shot task (both support and query) at once (i.e., no mini-batch sampling). This gradient approach yields our overall best results, while being one order of magnitude faster than the transductive entropy-based fine-tuning in [10]. As will be shown later in our experiments, the method in [10] needs to fine-tune the whole network (i.e., to update both $\phi$ and $W$), which provides implicit regularization, avoiding the degenerate solutions of entropy minimization. However, TIM-GD (with $W$-updates only) still remains two orders of magnitude slower than inductive closed-form solutions [45]. In the following, we present a more efficient solver for our problem. The algorithm associated to TIM-GD is presented in Algorithm 2.

#### 3.2 Alternating direction method (TIM-ADM)

We derive an Alternating Direction Method (ADM) for minimizing our objective in (5). Such scheme yields substantial speedups in transductive learning (one order of magnitude), while maintaining excellent accuracy performances. To do
so, we introduce auxiliary variables representing latent assignments of query samples, and minimize a mixed-variable objective by alternating two sub-steps, one optimizing w.r.t classifier’s weights $W$, and the other w.r.t the auxiliary variables $q$.

**Proposition 2.** The objective $L$ in Eq. (3) can be minimized via the following constrained formulation of the problem:

$$
\min_{W,q} L_{ADM} = -\frac{\lambda}{|S|} \sum_{i \in S} y_i^T \log(p_{ik}) + \sum_{i \in S} \frac{K}{k=1} \hat{q}_{ik} \log \hat{q}_{ik} \quad \text{CE}
$$

$$
- \frac{\alpha}{|Q|} \sum_{i \in Q} q_i^T \log(p_i) + \frac{\beta}{|Q|} \sum_{i \in Q} q_i^T \log q_i - \frac{1}{|Q|} \sum_{i \in Q} \log q_i
$$

$$
s.t. \sum_{k=1}^K q_{ik} = 1, \quad q_{ik} \geq 0, \quad i \in Q, \quad k \in \{1, \ldots, K\},$$

where $q = [q_{ik}] \in \mathbb{R}^{\{|Q| \times K\}}$, $p = [p_{ik}] \in \mathbb{R}^{\{|Q| \times K\}}$, $\hat{q}_{ik}$ are auxiliary variables, and $\beta > 0$ a Lagrangian multiplier.

**Proof:** It is straightforward to notice that, when equality constraints $q_{ik} = p_{ik}$ are satisfied, the last term in objective (9), which can be viewed as a soft penalty for enforcing those equality constraints, vanishes. Objectives (3) and (9) then become equivalent.

Splitting the problem into sub-problems on $W$ and $q$ as in Eq. (9) is closely related to the general principle of ADMM (Alternating Direction Method of Multipliers) [5], except that the KL divergence is not a typical penalty for imposing the equality constraints. Note that the multiplier $\beta$ is kept fixed in practice, and treated as an hyperparameter. The main idea is to **decompose the original problem into two easier sub-problems**, one over $W$ and the other over $q$, which can be alternately solved, each in closed-form. Interestingly, this KL penalty is important as it completely removes the need for dual iterations for the simplex constraints in Eq. (9), yielding closed-form solutions.

We now describe the TIM-ADM algorithm. Consider the following closed-form updates for $t > 0$:

$$q_{ik}^{(t+1)} \propto \frac{p_{ik}^{(t)}}{\left(\sum_{i \in Q} p_{ik}^{(t)}\right)^{1+\frac{\alpha}{\beta}}} q_{ik}^{(t+1)} \quad \text{(10)}$$

$$w_{k}^{(t+1)} \propto \frac{\sum_{i \in S} f(y_i) + \frac{|S|}{|Q|} \sum_{i \in S} f(q_{ik}^{(t+1)})}{\sum_{i \in S} f(y_i) + \frac{|S|}{|Q|} \sum_{i \in S} q_{ik}^{(t+1)}}, \quad \text{(11)}$$

where $f(y) = y |z_i + p_{ik}^{(t)} (w_{ik}^{(t)} - z_i)$, and where we recall $\propto$ means "proportional to" (with the correct constant s.t. $\sum_k q_{ik} = 1$).

4. Typically, ADMM methods use multiplier-based quadratic penalties for enforcing the equality constraint.

**Proposition 3.** Assume that at each iteration $t > 0$, and for each class $k \in \{1, \ldots, K\}$, the matrices:

$$H_k^S = \sum_{i \in S} p_{ik}^{(t)} (p_{ik}^{(t)} - 1)(z_i - w_{ik}^{(t)}) (z_i - w_{ik}^{(t)})^T - p_{ik}^{(t)} I_d,$$

$$H_k^Q = \sum_{i \in Q} q_i^{(t)} (q_i^{(t)} - 1)(z_i - w_{ik}^{(t)}) (z_i - w_{ik}^{(t)})^T - p_{ik}^{(t)} I_d$$

are both semi-definite-negative, where $I_d \in \mathbb{R}^{d \times d}$ is the identity matrix. Then ADM formulation in Proposition 2 can be minimized w.r.t auxiliary assignment variables $q$ and classifier weights $W$ by alternating the closed-form updates (10) and (11). Specifically, updates (10) and (11) for some $t > 0$ are guaranteed to fulfill:

$$L_{ADM}(q^{(t+1)}, W^{(t+1)}) \leq L_{ADM}(q^{(t)}, W^{(t)}). \quad (12)$$

**Proof:** A detailed proof is deferred to the supplementary material. Here, we summarize the main technical ingredients. Keeping the auxiliary variables $q$ fixed, we optimize an auxiliary bound on Eq. (9), that is convex w.r.t $W$. With $W$ fixed, the objective (9) is strictly convex w.r.t the auxiliary variables $q$ whose updates come from a closed-form solution of the KKT (Karush–Kuhn–Tucker) conditions. Interestingly, the negative entropy of auxiliary variables, which appears in the penalty term, handles implicitly the simplex constraints, which removes the need for dual iterations to solve the KKT conditions.

In Proposition 3 the symmetric matrices $H_k^S$ and $H_k^Q$ introduced corresponds to hessian matrices w.r.t parameters $w_{ik}$ and their semi-definite negativeness allow to interpret $W$-update (11) as a bound optimization step. This assumption is empirically verified, as shown in Figure 2. The algorithm associated to TIM-ADM is presented in Algorithm 1. Note the loss $L_{ADM}$ is bounded from below, as the cross-entropy CE is positive, the two entropy terms are bounded between 0 and $\log(K)$, and the $D_{KL}$ is positive. Therefore, Proposition 3 allows us to affirm that, provided the assumptions are respected, the sequence of loss values $(L_{ADM}(W^{(t)}, q^{(t)}))_{t \in \mathbb{N}}$ is both non-increasing and bounded from below, hence converges. However, this does not inform us on the behavior of the parameter sequence $(W^{(t)}, q^{(t)})_{t \in \mathbb{N}}$. The latter is examined in the next subsection 3.3.
Algorithm 1: TIM-ADM inference

Input : Pre-trained encoder \( f_\phi \), Task \( \{S, Q\} \), # iterations iter, Temperature \( \tau \), Weights \( \{\lambda, \alpha\} \)
\[ z_i = f_\phi(x_i) / \|f_\phi(x_i)\|_2, i \in S \cup Q \]
Initialize \( w_k^{(0)}, k \in \{1, \ldots, K\} \) with Eq. (9)
for \( t \leftarrow 0 \) to iter do
  Compute \( p^{(t)} \) with Eq. (1)
  Update \( q^{(t+1)} \) with Eq. (10)
  Update \( w_k^{(t+1)} \) with Eq. (11)
end
Result: Query predictions \( \hat{Y}_i = \arg \max_k p_{ik}, i \in Q \)

Algorithm 2: TIM-GD inference

Input : Pre-trained encoder \( f_\phi \), Task \( \{S, Q\} \), # iterations iter, Temperature \( \tau \), Weights \( \{\lambda, \alpha\} \), Learning rate \( \mu \)
\[ z_i = f_\phi(x_i) / \|f_\phi(x_i)\|_2, i \in S \cup Q \]
Initialize \( w_k^{(0)}, k \in \{1, \ldots, K\} \) with Eq. (9)
for \( t \leftarrow 0 \) to iter do
  Compute \( p^{(t)} \) with Eq. (1)
  \[ w_k^{(t+1)} \leftarrow w_k^{(t)} - \mu \nabla_{w_k} \mathcal{L} \]
end
Result: Query predictions \( \hat{Y}_i = \arg \max_k p_{ik}, i \in Q \)

3.3 Convergence of TIM-ADM

In this section, we study the convergence of the sequence \( \{W^{(t)}, q^{(t)}\}_{t \in \mathbb{N}} \) in the TIM-ADM method. The idea is to show that each \( q \)-update and each \( W \)-update each strictly decrease the objective function unless the method has reached a stationary point. To formalize this idea, we analyze our proposed TIM-ADM algorithm through the lens of Zangwill’s global convergence theory [60], which provides a simple but general framework to study the convergence of iterative algorithms. Note that this theory was already used to prove the convergence of the concave-convex [46] and the EM/GEM iterative procedures [58]. In particular, we show that all limits points of any sequence \( \{W^{(t)}, q^{(t)}\}_{t \in \mathbb{N}} \) produced by our algorithm are stationary points. To avoid interrupting the flow of the main paper, we hereby only provide our convergence result. We defer the technical background on convergence of iterative algorithms that leads to our main result to the supplementary material.

Proposition 4. Starting from any initial point \( \{W^{(0)}, q^{(0)}\} \) such that \( \mathcal{L}_{ADM}(W^{(0)}, q^{(0)}) < \infty \), and assuming that at every iteration \( t > 0 \), the assumptions of Proposition 3 hold, then every limit point \( \{W^*, q^*\} \) of the sequence \( \{W^{(t)}, q^{(t)}\}_{t \in \mathbb{N}} \) built using TIM-ADM (Algorithm 1) is a fixed point (running more iterations leaves \( \{W^*, q^*\} \) unchanged).

The full proof of Proposition 4 is provided in the Supplemental material. The proof is a direct application of Zangwill’s convergence theorem.

4 Experiments

4.1 Datasets

We provide an extensive evaluation of TIM the following few-shot learning benchmarks:

Standard benchmarks: Standard benchmarks all use standard \( K \)-shot \( N \)-ways task generation procedures. Specifically, we experiment on:

- **mini-Imagenet** benchmark introduced in [53] dataset contains with 100 classes, split as in [41] in 64/16/20 classes for training/validation/testing. Each class contains exactly 600 images.
- **Caltech-UCSD Birds 200** (CUB) dataset [54] possesses 200 classes, split in 100/50/50 classes for training/validation/testing. Each class contains approximately 60 images.
- **Tiered-Imagenet** [42] dataset is composed of 608 classes. The train/val/test split of classes is 351/97/160. Each class contains close to 1300 images.

While these benchmarks have been traditionally used to evaluate few-shot learning methods, their fixed task format causes a problem as to the realism of the evaluation. In fact, [8] showed that using the same number of shots during training and evaluation already represents a learning bias.

META-dataset: To complement our experiments on standard benchmarks, we use the recently introduced META-dataset [50]. META-dataset aggregates the most popular image classification benchmarks. In total, it combines 10 different datasets including the well known ImageNet dataset. For each dataset, the classes are split between training/validation/testing, roughly following the 70%/15%/15% proportion. For instance, ImageNet classes are split in 712/158/130 train/val/test classes. Therefore, the first challenge of META-dataset lies in the presence of domain shift between base training set and test set. Second, META-dataset offers a significantly more challenging task generation process than the standard \( K \)-ways \( N \)-shot tasks. In particular, each task has a random number of ways, support and query shots. Moreover, the number of support samples varies across classes within a task. We refer the reader to [50] for more details on the task generation process and the exact splits of each of the 10 datasets present in META-dataset.

4.2 Hyperparameters

**Standard benchmarks:** Hyperparameters for TIM are kept fixed across benchmark experiments for both methods TIM-GD and TIM-ADM. Specifically, the conditional entropy weight \( \alpha \) and the cross-entropy weights \( \lambda \) in Objective (5) are both set to 0.1, and the penalty weight \( \beta \) is set to 1. The temperature parameter \( \tau \) in the classifier is set to 15. For TIM-GD method, we use the ADAM optimizer with the recommended parameters [25], and run 1000 iterations for each task. For TIM-ADM, we run 150 iterations.

**META-dataset:** Following the procedure of [50], the hyperparameters of each method are tuned (following the instructions of each method) on the validation split of ImageNet ILSVRC 2012, both for TIM methods and reproduced methods.
TABLE 1: Comparison to the state-of-the-art methods on mini-ImageNet, tiered-ImageNet and CUB. The methods are sub-grouped into transductive and inductive methods, as well as by backbone architecture. Our results (gray-shaded) are averaged over 10,000 episodes. "-" signifies the result is unavailable.

| Method                  | Transd. | Backbone | mini-ImageNet | tiered-ImageNet | CUB |
|-------------------------|---------|----------|---------------|-----------------|-----|
|                         |         |          | 1-shot | 5-shot | 1-shot | 5-shot | 1-shot | 5-shot |
| MAML [12]               |         | ResNet-18 | 49.6  | 65.7  | -     | -     | 68.4  | 83.5  |
| RelatNet [18]           |         | ResNet-18 | 52.5  | 69.8  | -     | -     | 68.6  | 84.0  |
| MatchNet [54]           |         | ResNet-18 | 52.9  | 68.9  | -     | -     | 73.5  | 84.5  |
| ProtoNet [47]           |         | ResNet-18 | 54.2  | 73.4  | -     | -     | 73.0  | 86.6  |
| MTL [47]                |         | ResNet-12 | 61.2  | 75.5  | -     | -     | -     | -     |
| vFSL [61]               |         | ResNet-12 | 61.2  | 77.7  | -     | -     | -     | -     |
| Neg-cosine [32]         |         | ResNet-18 | 62.3  | 80.9  | -     | -     | 72.7  | 89.4  |
| MetaOpt [28]            |         | ResNet-18 | 62.6  | 78.6  | 66.0  | 81.6  | -     | -     |
| SimpleShot [55]         |         | ResNet-18 | 62.9  | 80.0  | 68.9  | 84.6  | 68.9  | 84.0  |
| Distill [49]            |         | ResNet-18 | 64.8  | 82.1  | 71.5  | 86.0  | -     | -     |
| RelatNet + T [19]       |         | ResNet-12 | 52.4  | 65.4  | -     | -     | -     | -     |
| MatchNet + T [19]       |         | ResNet-12 | 55.2  | 71.1  | -     | -     | -     | -     |
| TPN [34]                |         | ResNet-12 | 56.3  | 69.8  | -     | -     | -     | -     |
| TEAM [40]               |         | ResNet-18 | 60.1  | 75.9  | -     | -     | -     | -     |
| Ent-min [10]            |         | ResNet-12 | 62.4  | 74.5  | 68.4  | 83.4  | -     | -     |
| CAN+T [19]              |         | ResNet-12 | 67.2  | 80.6  | 73.2  | 84.9  | -     | -     |
| LaplacianShot [62]      |         | ResNet-18 | 72.1  | 82.3  | 79.0  | 86.4  | 81.0  | 88.7  |
| TIM-ADM                 |         | ResNet-18 | 73.6  | 85.0  | 80.0  | 88.5  | 81.9  | 90.7  |
| TIM-GD                  |         | ResNet-18 | 73.9  | 85.0  | 79.9  | 88.5  | 82.2  | 90.8  |
| LEO [44]                |         | WRN28-10  | 61.8  | 77.6  | 66.3  | 81.4  | -     | -     |
| SimpleShot [55]         |         | WRN28-10  | 63.5  | 80.3  | 69.8  | 85.3  | -     | -     |
| MatchNet [54]           |         | WRN28-10  | 64.0  | 76.3  | -     | -     | -     | -     |
| CC+rot+unlabeled [13]   |         | WRN28-10  | 64.0  | 80.7  | 70.5  | 85.0  | -     | -     |
| FEAT [59]               |         | WRN28-10  | 65.1  | 81.1  | 70.4  | 84.4  | -     | -     |
| AWGIM [46]              |         | WRN28-10  | 63.1  | 78.4  | 67.7  | 82.8  | -     | -     |
| Ent-min [10]            |         | WRN28-10  | 65.7  | 78.4  | 73.3  | 85.5  | -     | -     |
| SIB [20]                |         | WRN28-10  | 70.0  | 79.2  | -     | -     | -     | -     |
| BD-CSPN [33]            |         | WRN28-10  | 70.3  | 81.9  | 78.7  | 86.9  | -     | -     |
| LaplacianShot [62]      |         | WRN28-10  | 74.9  | 84.1  | 80.2  | 87.6  | -     | -     |
| TIM-ADM                 |         | WRN28-10  | 77.5  | 87.2  | 82.0  | 89.7  | -     | -     |
| TIM-GD                  |         | WRN28-10  | 77.8  | 87.4  | 82.1  | 89.8  | -     | -     |

4.3 Base-training procedure

**Standard benchmarks:** For mini-ImageNet, tiered-ImageNet and CUB, we follow previous literature [7], [62] and resort to two architectures ResNet-18 and WRN28-10 as feature extractors. We train the feature extractors with standard cross-entropy training on the base classes, with label smoothing. We emphasize that base training does not involve any meta-learning or episodic training strategy. The label-smoothing parameter is set to 0.1. The models are trained for 90 epochs, with the learning rate initialized to 0.1, and divided by 10 once halfway through (epochs 45) and once at 3/4 of the training (epoch 66). Batch size is set to 256 for ResNet-18, and to 128 for WRN28-10. During training, all the images are resized to $84 \times 84$, and we used the same data augmentation procedure as in [62], which includes random cropping, color jitter and random horizontal flipping.

**META-DATASET:** For the newly introduced META-DATASET, we reimplement the data pipeline from scratch in PyTorch and we reproduce all compared methods in our framework.

5. We found the original Tensorflow implementation prohibitively slow when plugged in a Pytorch code. We make our reimplementation publicly available at https://github.com/mboudiaf/pytorch-meta-dataset.

For non-episodic methods, we train a Resnet-18 for 100'000 iterations on the train split of ImageNet ILSVRC 2012 [43].

Except for the total number of iterations, we use the exact same training procedure as for standard benchmarks. We also reproduce the Proto-Net [45] episodic baseline, for which we also train a Resnet-18 for 100'000 episodes, and same hyperparameters/augmentations as non-episodic methods. Note that contrary to [50], we train with fixed size episodes, as doing otherwise would represent an unfair learning bias for the episodic method (i.e knowing the testing task generation process prior to testing). Each training iteration represents two 5-ways 5-shot and 20 query shots episodes, such that the number of samples processed for each batch (250) amounts the batch size of non-episodic methods (256).

4.4 Comparison on standard benchmarks

We first evaluate our methods TIM-GD and TIM-ADM on the widely adopted mini-ImageNet, tiered-ImageNet and CUB benchmark datasets, in the most common 1-shot 5-way and 5-shot 5-way scenarios, with 15 query shots for each class. Results are reported in Table 1 and are averaged over 10,000 episodes, following [55]. We can observe that both TIM-GD and TIM-ADM yield state-of-the-art performances, consistently across all standard benchmarks, scenarios and
TABLE 2: The results for the domain-shift setting mini-Imagenet → CUB. All methods use a ResNet-18 as backbone. The results obtained by our models (gray-shaded) are averaged over 10,000 episodes.

| Methods          | mini-ImageNet → CUB |
|------------------|---------------------|
|                  | 5-shot              |
| MatchNet [54]    | 53.1                |
| MAML [12]        | 51.3                |
| ProtoNet [55]    | 62.0                |
| RelatNet [48]    | 57.7                |
| SimpleShot [55]  | 64.0                |
| GNN [51]         | 66.9                |
| Neg-Cosine [32]  | 67.0                |
| Baseline [7]     | 65.6                |
| LaplacianShot [62]| 66.3               |
| TIM-ADM          | 70.3                |
| TIM-GD           | 71.0                |

backbones, improving over both transductive and inductive methods by significant margins.

4.5 Beyond standard benchmarks

Impact of domain-shift: Chen et al. [7] recently showed that the performance of most meta-learning methods may drop drastically when a domain-shift exists between the base training data and test data. Surprisingly, the simplest discriminative baseline exhibited the best performance in this case. Therefore, we evaluate our methods in this challenging scenario. To this end, we simulate a domain shift by training the feature encoder on mini-Imagenet while evaluating the methods on CUB, similarly to the setting introduced in [7]. TIM-GD and TIM-ADM beat previous methods by significant margins in the domain-shift scenario, consistently with our results in the standard few-shot benchmarks, thereby demonstrating an increased potential of applicability to real-world situations.

Increasing the number of ways: Most few-shot papers only evaluate their method in the usual 5-ways scenario. Nevertheless, [7] showed that meta-learning methods could be beaten by their discriminative baseline when more ways were introduced in each task. Therefore, we also provide results of our method in the more challenging 10-ways and 20-ways scenarios on mini-ImageNet. These results, which are presented in Table 3, show that TIM-GD outperforms other methods by significant margins, in both settings.

Random tasks and domain shift: More recently, the META-DATASET [50] was introduced to provide a more realistic evaluation of few-shot methods. META-DATASET combines both randomness of number of samples and of ways, as well as domain-shift scenarios. To first validate our PyTorch implementation, we provide a comparison between the performances of the SimpleShot [55] baseline obtained with the original implementation and our implementation in Table 4. We found a significant difference of 3% on average, that we eventually identified to be due to the absence of Anti-aliasing when resizing images in the original implementation of [50]. More details on this can be found in the supplementary material. To provide the fairest comparison possible, we reproduce all methods with our implementation. The results are provided in Table 5. TIM-GD appears as the best overall performing method, followed by TIM-ADM. The simple inductive Finetune baseline achieves impressive performance, even above the transductive method BD-CSPN [33]. Note that the episodic ProtoNet baseline performs dramatically worse than other inductive baselines, which we hypothesize is due to the fact it was trained on fixed-size episodes, but tested on random tasks.

4.6 Ablation study

Influence of each term: We now assess the impact of each term in our loss in Eq. (3) on the final performance of our methods. The results are reported in Table 6. We observe that integrating the three terms in our loss consistently outperforms any other configuration. Interestingly, removing the label-marginal entropy, \( \mathcal{H}(Y_Q) \), reduces significantly the performances in both TIM-GD and TIM-ADM, particularly when only classifier weights \( W \) are updated and feature extractor \( \phi \) is fixed. Such a behavior could be explained by the following fact: the conditional entropy term, \( \mathcal{H}(Y_Q|X_Q) \), may yield degenerate solutions (assigning all query samples to a single class) on numerous tasks, when used alone. This emphasizes the importance of the label-marginal entropy term \( \mathcal{H}(Y_Q) \) in our loss (3), which acts as a powerful regularizer to prevent such trivial solutions.

Fine-tuning the whole network vs classifier only: While our TIM-GD and TIM-ADM optimize w.r.t \( W \) and keep base-trained encoder \( f_\phi \) fixed at inference, the authors of [10] fine-tuned the whole network \( \{W, \phi\} \) when performing their transductive entropy minimization. To assess both approaches, we add to Table 6 a variant of TIM-GD, in which we fine-tune the whole network \( \{W, \phi\} \), by using the same optimization procedure as in [10]. We found that, besides being much slower, fine-tuning the whole network for our objective in Eq. 5 degrades the performances, as also conveyed by the convergence plots in Figure 3. Interestingly, when fine-tuning the whole network \( \{W, \phi\} \), the absence of \( \mathcal{H}(Y_Q) \) in the entropy-based loss \( CE + \mathcal{H}(Y_Q|X_Q) \) does not cause the same drastic drop in performance as observed

6. The \( W \) and \( q \) updates of TIM-ADM associated to each configuration can be found in the supplementary material.
TABLE 4: Validation of our Pytorch implementation of Meta-Dataset [50]. We report the results of SimpleShot [55] with a Resnet-18. We found activating anti-aliasing when resizing images to 84x84 in the original code of [50] (deactivated by default) can significantly improve the performances. More details can be found in the supplementary material. Results are averaged over 600 random episodes.

| Implementation | ILSVRC | Omniglot | Aircraft | Birds | Textures | Quick Draw | Fungi | VGG Flower | Traffic Signs | MSCOCO | Mean |
|----------------|--------|----------|----------|--------|----------|------------|-------|------------|-------------|--------|------|
| Original       | 52.7   | 53.9     | 50.1     | 68.5   | 74.6     | 57.5       | 42.7  | 87.5       | 49.7        | 44.3   | 58.1 |
| Original + anti-aliasing | 59.7   | 54.0     | 55.1     | 79.1   | 77.4     | 56.9       | 48.7  | 90.8       | 49.3        | 45.9   | 61.7 |
| Ours           | 60.0   | 54.2     | 55.9     | 78.6   | 77.8     | 57.4       | 49.2  | 90.3       | 49.6        | 44.2   | 61.7 |

TABLE 5: Comparison to the state-of-the-art methods on Meta-Dataset. All methods use a Resnet-18 backbone trained on ILSVRC 2012 only, and tested on the test split of each of the following datasets, using our Pytorch implementation of Meta-Dataset [50]. Methods are grouped in inductive (Ind.) and transductive (Transd.) group. Following [50], results are averaged over 600 random episodes.

| Method          | ILSVRC | Omniglot | Aircraft | Birds | Textures | Quick Draw | Fungi | VGG Flower | Traffic Signs | MSCOCO | Mean |
|-----------------|--------|----------|----------|--------|----------|------------|-------|------------|-------------|--------|------|
| Finetune        | 59.8   | 60.5     | 63.5     | 80.6   | 80.9     | 61.5       | 45.2  | 91.1       | 55.1        | 41.8   | 64.0 |
| ProtoNet        | 48.2   | 46.7     | 44.6     | 53.8   | 70.3     | 45.1       | 38.5  | 82.4       | 42.2        | 38.0   | 51.0 |
| SimpleShot      | 60.0   | 54.2     | 55.9     | 78.6   | 77.8     | 57.4       | 49.2  | 90.3       | 49.6        | 44.2   | 61.7 |
| BD-CSPN         | 60.5   | 54.4     | 55.2     | 80.9   | 77.9     | 57.3       | 50.0  | 91.7       | 47.8        | 43.9   | 62.0 |
| TIM-ADM         | 64.1   | 62.4     | 63.8     | 84.6   | 84.1     | 63.4       | 57.6  | 94.4       | 62.9        | 52.1   | 68.9 |
| TIM-GD          | 63.6   | 65.6     | 66.4     | 85.6   | 84.7     | 65.8       | 57.5  | 95.6       | 65.2        | 50.9   | 70.1 |

TABLE 6: Ablation study on the effect of each term in our loss in Eq. (3), when only the classifier weights are fine-tuned, i.e., updating only $\{\phi, W\}$. The results are reported for ResNet-18 as backbone. The same term indexing as in Eq. (3) is used here: $\mathcal{H}(\hat{Y}_Q)$: Marginal entropy, $\mathcal{H}(\hat{Y}_Q | X_Q)$: Conditional entropy, CE: Cross-entropy.

| Method | Param. | Loss | mini-ImageNet 1-shot | 5-shot | tiered-ImageNet 1-shot | 5-shot | CUB 1-shot | 5-shot |
|--------|--------|------|----------------------|--------|------------------------|--------|------------|--------|
| TIM-ADM | $\{W\}$ | CE   | 60.0                 | 79.6   | 68.0                   | 84.6   | 68.6       | 86.4   |
|         |        | CE + $\mathcal{H}(\hat{Y}_Q | X_Q)$ | 36.0 | 77.0 | 48.1 | 82.5 | 48.5 | 86.5 |
|         |        | CE − $\mathcal{H}(\hat{Y}_Q)$ | 66.7 | 82.0 | 74.0 | 86.5 | 74.2 | 88.3 |
|         |        | CE − $\mathcal{H}(\hat{Y}_Q) + \mathcal{H}(\hat{Y}_Q | X_Q)$ | 73.6 | 85.0 | 80.0 | 88.5 | 81.9 | 90.7 |
| TIM-GD  | $\{W\}$ | CE   | 60.7                 | 79.4   | 68.4                   | 84.3   | 69.6       | 86.3   |
|         |        | CE + $\mathcal{H}(\hat{Y}_Q | X_Q)$ | 35.3 | 79.2 | 45.9 | 80.6 | 46.1 | 85.9 |
|         |        | CE − $\mathcal{H}(\hat{Y}_Q)$ | 66.1 | 81.3 | 73.4 | 86.0 | 73.9 | 88.0 |
|         |        | CE − $\mathcal{H}(\hat{Y}_Q) + \mathcal{H}(\hat{Y}_Q | X_Q)$ | 73.9 | 85.0 | 79.9 | 88.5 | 82.2 | 90.8 |
| TIM-GD  | $\{\phi, W\}$ | CE   | 60.8                 | 81.6   | 65.7                   | 83.5   | 68.7       | 87.7   |
|         |        | CE + $\mathcal{H}(\hat{Y}_Q | X_Q)$ | 62.7 | 81.9 | 66.9 | 82.8 | 72.6 | 89.0 |
|         |        | CE − $\mathcal{H}(\hat{Y}_Q)$ | 62.3 | 82.7 | 68.3 | 85.4 | 70.7 | 88.8 |
|         |        | CE − $\mathcal{H}(\hat{Y}_Q) + \mathcal{H}(\hat{Y}_Q | X_Q)$ | 67.2 | 84.7 | 73.0 | 86.8 | 76.7 | 90.5 |

4.7 Inference run-times

Transductive methods are generally slower at inference than their inductive counterparts, with run-times that are, typically, several orders of magnitude larger. In Table 7, we measure the average adaptation time per few-shot task, defined as the time required by each method to build the final classifier, for a 5-shot 5-way task on mini-ImageNet using the WRN28-10 network. Table 7 conveys that our ADM optimization gains one order of magnitude in run-time over our gradient-based method, and more than two orders of magnitude in comparison to [10], which fine-tunes the whole network. Note that TIM-ADM still remains slower than the inductive baseline. Our methods were run on the same GTX 1080 Ti GPU, while the run-time of [10] is directly reported from the paper.

| Method          | Parameters | Transductive | Inference/task (s) |
|-----------------|------------|--------------|--------------------|
| SimpleShot      | $\{W\}$   | $\times$     | 9.0 × 10^{-3}      |
| TIM-ADM         | $\{W\}$   |             | 1.2 × 10^{-3}      |
| TIM-GD          | $\{W\}$   |             | 2.2 × 10^{-4}      |
| Ent-min         | $\{\phi, W\}$ |             | 2.1 × 10^{-4}      |

5 Conclusion

TIM inference establishes new state-of-the-art results on the standard few-shot benchmarks, as well as in more challenging scenarios, with random numbers of classes, of
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**APPENDIX A**

**PROOF OF PROPOSITION [1]**

### A.1 Preliminary results

We first derive some results that will be needed in the main proof:

**Lemma A.1.** *(Soft-classifier vs hard-classifier)* The following relations hold:

\[
\left| \mathcal{I}(Y; \hat{Y}) - \mathcal{I}(Y; \hat{g}^*(X)) \right| \leq \delta(P_\Delta),
\]

(13)

where \(P_\Delta = \mathbb{P} (\hat{Y} \neq \hat{g}^*(X))\), and \(\delta(\cdot)\) is a strictly increasing function on the restricted domain \([0, \frac{3}{2}]\). \[\square\]

**Proof:**

\[
\mathcal{I}(Y; \hat{Y}) - \mathcal{I}(Y; \hat{g}^*(X)) = \mathcal{H}(\hat{g}^*(X)) - \mathcal{H}(\hat{Y}) \leq \mathcal{H}(\hat{Y}) \leq \mathcal{H}(\hat{Y}; \hat{g}^*(X)) \leq \mathcal{I}(Y; \hat{Y} | \hat{g}^*(X)).
\]

Now, let us introduce the error variable \(E = 1 \{ \hat{Y} \neq \hat{g}^*(X) \}\). Then, we have:

\[
\mathcal{I}(Y; \hat{Y} | \hat{g}^*(X)) \leq \mathcal{I}((Y, E); \hat{Y} | \hat{g}^*(X))
\]

(14)

because the variable \((Y, E)\) can only contain more information than \(Y\) alone. Using the chain rule for conditional mutual information, we can write:

\[
\mathcal{I}((Y, E); \hat{Y} | \hat{g}^*(X)) = \mathcal{I}(E; \hat{Y} | \hat{g}^*(X)) + \mathcal{I}(Y; \hat{Y} | \hat{g}^*(X), E)
\]

\[
= \mathcal{H}(E | \hat{g}^*(X)) - \mathcal{H}((E, \hat{Y}) | \hat{g}^*(X)) + \mathcal{P}(E = 1) \mathcal{I}(Y; \hat{Y} | \hat{g}^*(X), E = 1)
\]

\[
+ \mathcal{P}(E = 0) \mathcal{I}(Y; \hat{Y} | \hat{g}^*(X), E = 0)
\]

\[
= \mathcal{H}(E | \hat{g}^*(X)) + \mathcal{P}(E = 1) \mathcal{I}(Y; \hat{Y} | \hat{g}^*(X), E = 1)
\]

\[
\leq \mathcal{H}(E) + \mathcal{P}(E = 1) \log(|\mathcal{Y}| - 1).
\]

For ease, let us note \(\mathbb{P}(E = 1) = P_\Delta\). Then, one can verify that \(\delta : P_\Delta \to \mathcal{H}_2(P_\Delta) + P_\Delta \log(|\mathcal{Y}| - 1)\), where \(\mathcal{H}_2(p) = -p \log(p) - (1 - p) \log(1 - p)\) is the binary entropy, is a strictly increasing function in the domain \([0, \frac{3}{2}]\). We can prove the second inequality:

\[
\mathcal{I}(Y; \hat{g}^*(X)) - \mathcal{I}(Y; \hat{Y}) \leq \delta(P_\Delta)
\]

(15)

with similar arguments. \[\square\]

**Lemma A.2 (Continuity of entropy [3]).** For any arbitrary discrete random variables \(Y\) and \(\hat{Y}\) with probability distributions \(P_Y\) and \(P_{\hat{Y}}\), respectively, it follows that:

\[
\left| \mathcal{H}(Y) - \mathcal{H}(\hat{Y}) \right| \leq \frac{1}{2} \|P_Y - P_{\hat{Y}}\|_1 \cdot \log(|\mathcal{Y}| - 1)
\]

\[
+ \mathcal{H}_2 \left( \frac{1}{2} \|P_Y - P_{\hat{Y}}\|_1 \right),
\]

where \(\| \cdot \|_1\) denotes the total variation distance

\[
\|P_Y - P_{\hat{Y}}\|_1 := \sum_{y \in \mathcal{Y}} |P_Y(y) - P_{\hat{Y}}(y)|.
\]

**Lemma A.3.** Let us consider a soft classifier \(\hat{Y} | X\). Let us assume this classifier has a diagonal dominant confusion matrix. Then the following result holds:

\[
P_e \leq \frac{1}{2} \left[ \mathcal{H}(Y) - \mathcal{I}(Y; \hat{Y}) + \delta(P_\Delta) \right],
\]

where \(P_\Delta = \mathbb{P}(\{ \hat{Y} \neq \hat{g}^*(X) \})\), and \(\delta(\cdot)\) is a strictly increasing function on the restricted domain \([0, 1 - 1/|\mathcal{Y}|]\).

**Proof:** We will start by using a result from [20], that relates the conditional entropy to the MAP error probability:

\[
\mathcal{H}(Y | \hat{g}^*(X)) \geq \phi^*(P_e),
\]

where \(\phi^*\) is a piecewise linear convex function, and \(P_e\) is the error probability of the optimal MAP estimator of \(Y\) given \(\hat{g}^*(X)\), i.e.:  

\[
f_{\text{MAP}}(\hat{g}^*(x)) := \arg \max_{y \in \mathcal{Y}} \mathbb{P}_Y | \hat{Y} (x) (y | \hat{g}^*(x)).
\]

In other words, for a given sample \((x, y)\), this estimator is the best one at guessing the value of \(y\) given \(\hat{g}^*(x)\) only. Note that there is a difference a priori between \(P_e\) and \(P_e^{\text{MAP}}\). Still, they are not completely unrelated:

- First, it always holds that \(P_e^{\text{MAP}} \leq P_e\). This can be easily seen because the identity estimator \(f(\hat{g}^*(x)) = \hat{g}^*(X)\) already achieves \(P_e\) error. Therefore, the best estimator can only be equal or better. Intuitively, the MAP estimator allows for "a posterior" correction of the \(\hat{g}^*(X)\) predictions.
- Second, it can be shown that if the confusion matrix of the classifier \(\hat{g}^*\) is diagonal dominant, i.e. for any \(y \neq y'\):

\[
P_e(\hat{g}^*(X) = y, Y = y') \geq P_e(\hat{g}^*(X) = y, Y = y')
\]

(17)

then \(P_e^{\text{MAP}} = P_e\) [17] is exactly what we initially assumed such that we can write \(P_e^{\text{MAP}} = P_e\) in the rest of the proof. Furthermore, if we consider the common case where \(P_e \leq 1/2\), then \(\phi^*(P_e) = 2P_e\). Putting it all together, we finally obtain that:

\[
P_e \leq \frac{1}{2} \left[ \mathcal{H}(Y) - \mathcal{I}(Y; \hat{Y}) + \delta(P_\Delta) \right],
\]

(18)

Finally, we need to relate \(\mathcal{I}(Y; \hat{g}^*(X))\) and \(\mathcal{I}(Y; \hat{Y})\). In order to do this, we use Lemma A.1 which allows us to write that:

\[
\mathcal{I}(Y; \hat{g}^*(X)) \geq \mathcal{I}(Y; \hat{Y}) - \delta(P_\Delta)
\]

(19)

where \(P_\Delta = \mathbb{P}(\{ \hat{Y} \neq \hat{g}^*(X) \})\) reflects the uncertainty of the soft-decision (for a very peaked soft-decision, \(\hat{Y} = \hat{g}^*(X)\)) with high probability. Therefore, we have shown that:

\[
P_e \leq \frac{1}{2} \left[ \mathcal{H}(Y) + \delta(P_\Delta) - \mathcal{I}(Y; \hat{Y}) \right].
\]

(20)

\[\square\]
A.2 Proof

We now derive the proof of Proposition 1.

Proof:

In Lemma A.3 we showed that:

\[ P_e \leq \frac{1}{2} \left[ H(Y) - I(Y; \hat{Y}) + \delta(P_\Delta) \right]. \quad (21) \]

We begin by upper bounding the mutual information and the entropy as follows:

\[ H(Y) - I(Y; \hat{Y}) = H(Y) - H(\hat{Y}) + H(\hat{Y}|Y) \]
\[ \leq H(Y) - H(\hat{Y}) + H(\hat{Y}|Y), \]

where (22) follows by the data processing inequality. We now bound the absolute difference in (22) as follows:

\[ |H(Y) - H(\hat{Y})| \leq \delta \left( \sqrt{\frac{\ln 2}{2} D_{KL}(\hat{Y}|Y)} \right), \quad (23) \]

where \( P_Y \) is the prior probability distribution on the labels and \( P_{\hat{Y}} \) is the marginal probability on the labels computed from the data distribution. In order to show this, consider the following chain of inequalities:

\[ |H(Y) - H(\hat{Y})| \leq \frac{1}{2} \| P_Y - P_{\hat{Y}} \|_1 \cdot \log(|Y| - 1) \]
\[ + H(\hat{Y}), \quad (24) \]
\[ \leq \delta \left( \frac{1}{2} \| P_Y - P_{\hat{Y}} \|_1 \right), \]
\[ \leq \delta \left( \sqrt{\frac{\ln 2}{2} D_{KL}(\hat{Y}|Y)} \right), \quad (25) \]

where \( \cdot \|_1 \) denotes the total variation distance, i.e., \( \| P_Y - P_{\hat{Y}} \|_1 \); and (24) follows from the continuity Lemma A.2 and (25) follows from Pinsker’s inequality [8 Problem 3.18] which implies that

\[ \| P_Y - P_{\hat{Y}} \|_1 \leq \sqrt{2 \ln(2) \cdot D_{KL}(\hat{Y}|Y)}. \quad (26) \]

Provided that \( \sqrt{(\ln 2) D_{KL}(\hat{Y}|Y)/2} \leq (|Y| - 1)/|Y| \), by combining expressions (25) and (22), we have shown that

\[ H(Y) - I(Y; \hat{Y}) \leq \delta \left( \sqrt{\frac{\ln 2}{2} D_{KL}(\hat{Y}|Y)} \right) + H(\hat{Y}|Y). \quad (27) \]

We now bound the conditional entropy \( H(\hat{Y}|Y) \) in (27).

We’ve assumed that \( \exists \epsilon > 0 \) such that:

\[ P_{\hat{Y}|Y}(\hat{Y} = y|Y = y) \geq 1 - \epsilon, \quad \forall y. \quad (28) \]

Such relation allows us to have a tighter upper bound on \( H(\hat{Y}|Y) \) than the naive \( \log(K) \):

\[ H(\hat{Y}|Y) = - \sum_y P_Y(y) \sum_{y'} P_{\hat{Y}|Y}(y'|y) \log P_{\hat{Y}|Y}(y'|y) \]
\[ = - \sum_y P_Y(y) P_{\hat{Y}|Y}(y|y) \log P_{\hat{Y}|Y}(y|y) \]
\[ \leq - \sum_y P_Y(y) \sum_{y' \neq y} -P_{\hat{Y}|Y}(y'|y) \log P_{\hat{Y}|Y}(y'|y) \]
\[ \leq - \log(1 - \epsilon) - (|Y| - 1) \epsilon \log(\epsilon) \]
\[ := g(\epsilon). \quad (29) \]

One can check that as the confusion matrix becomes perfectly diagonal (i.e., \( \epsilon \to 0 \), \( g(\epsilon) \) goes to 0.

It remains to upper bound the uncertainty of the soft-classifier denoted by \( P_\Delta \). To this end, we begin by observing:

\[ P_\Delta := \mathbb{P}(\hat{Y} \neq \hat{y}^*(X)) \]
\[ = 1 - \mathbb{P}(\hat{Y} = \hat{y}^*(X)) \]
\[ = 1 - X_\hat{Y} \mathbb{I} \{ \hat{Y} = \hat{y}^*(X) \} \]
\[ = 1 - X \mathbb{E}_{P_{\hat{Y}|X}}(\hat{y}^*(X)|X). \quad (30) \]

At this point, we recall that \( \hat{y}^*(x) := \arg \max_y P_{\hat{Y}|X}(y|x) \) such that:

\[ P_{\hat{Y}|X}(\hat{y}^*(x)|x) \geq P_{\hat{Y}|X}(y|x), \quad \forall (x, y) \in \mathcal{X} \times \mathcal{Y}. \quad (31) \]

Since this holds for every pair \((x, y) \in \mathcal{X} \times \mathcal{Y}\), it holds in expectation that:

\[ EX \left[ E_{\hat{Y}|X} \left[ P_{\hat{Y}|X}(\hat{Y}|X)|X \right] \right] \leq EX \left[ E_{\hat{Y}|X} \left[ P_{\hat{Y}|X}(\hat{Y}|X)|X \right] \right], \quad (32) \]

with equality if \( \hat{Y} = \hat{y}^*(X) \) almost surely. We notice that by Jensen’s inequality,

\[ EX \left[ E_{\hat{Y}|X} \left[ P_{\hat{Y}|X}(\hat{Y}|X)|X \right] \right] \]
\[ = \exp \left( \log P_{\hat{Y}|X}(\hat{Y}|X) \right) \]
\[ \geq \exp \left( \log P_{\hat{Y}|X}(\hat{Y}|X) \right) \]
\[ = \exp \left( -H(\hat{Y}|X) \right), \quad (33) \]

where equality holds if \( P_{\hat{Y}|X} \) is degenerate. From expressions (30) to (33), we have:

\[ P_\Delta \leq 1 - \exp \left( -H(\hat{Y}|X) \right) \]
\[ \leq H(\hat{Y}|X). \quad (34) \]

Therefore, and again provided that \( H(\hat{Y}|X) \leq (|Y| - 1)/|Y| \), we can write

\[ \delta(P_\Delta) \leq \delta(H(\hat{Y}|X)). \quad (35) \]

Finally, by combining (21), (27), (29) and (35) together, we obtain:

\[ P_e \leq \delta \left( \sqrt{\frac{\ln 2}{2} D_{KL}(\hat{Y}|Y)} \right) + \delta \left( H(\hat{Y}|X) \right) + g(\epsilon). \]
APPENDIX B

PROOF OF PROPOSITION 2

Proof. Let us start from the initial optimization problem:

$$\min_W \sum_{k=1}^{K} \hat{p}_k \log \hat{p}_k - \frac{\alpha}{|Q|} \sum_{i \in Q} \sum_{k=1}^{K} p_{ik} \log p_{ik}$$

\[\text{(36)}\]

We can reformulate problem \(\text{(36)}\) using the ADM approach, i.e., by introducing auxiliary variables \(q = [q_{ik}] \in \mathbb{R}^{|Q| \times K}\) and enforcing equality constraint \(q = p\), with \(p = [p_{ik}] \in \mathbb{R}^{|Q| \times K}\), in addition to pointwise simplex constraints:

$$\min_{W,q} \sum_{k=1}^{K} \hat{q}_k \log \hat{q}_k - \frac{\alpha}{|Q|} \sum_{i \in Q} \sum_{k=1}^{K} q_{ik} \log q_{ik}$$

\[\text{(37)}\]

such that \(q_{ik} = p_{ik}\), \(i \in Q\), \(k \in \{1, \ldots, K\}\)

$$\sum_{k=1}^{K} q_{ik} = 1, \ i \in Q$$

$$q_{ik} \geq 0, \ i \in Q, \ k \in \{1, \ldots, K\}$$

\[\text{(38)}\]

We can solve constrained problem \(\text{(38)}\) with a penalty-based approach, which encourages auxiliary pointwise predictions \(q_{ik} = [q_{i1}, \ldots, q_{iK}]\) to be close to our model’s posteriors \(p_{ik} = [p_{i1}, \ldots, p_{iK}]\). To add a penalty encouraging equality constraints \(q = p\), we use the Kullback–Leibler (KL) divergence, which is given by:

$$D_{KL}(q_i||p_i) = \sum_{k=1}^{K} q_{ik} \log \frac{q_{ik}}{p_{ik}}.$$  

\[\text{(40)}\]

Thus, our constrained optimization problem becomes:

$$\min_{W,q} \sum_{k=1}^{K} \hat{q}_k \log \hat{q}_k - \frac{\alpha}{|Q|} \sum_{i \in Q} \sum_{k=1}^{K} q_{ik} \log q_{ik}$$

\[\text{(41)}\]

\[-\lambda \sum_{i \in S} \sum_{k=1}^{K} q_{ik} \log p_{ik} + \beta \sum_{i \in Q} D_{KL}(q_i||p_i),\]

such that

$$\sum_{k=1}^{K} q_{ik} = 1, \ i \in Q,$$

$$q_{ik} \geq 0, \ i \in Q, \ k = \{1 : K\}.$$  

\[\text{(42)}\]

where \(\beta > 0\) is the Lagrange multiplier associated with penalty \(\text{(40)}\). As said in the main text, we treat \(\beta\) as a fixed hyperparameter in practice. \(\square\)

APPENDIX C

PROOF OF PROPOSITION 3

Proof. Recall that we consider a softmax classifier over distances to weights \(W = \{w_1, \ldots, w_K\}\). To simplify the notations, we will omit the dependence upon \(\phi\) in what follows, and write \(z_i = \frac{f_\phi(x_i)}{[f_\phi(x_i)]]}\) such that:

$$p_{ik} = \frac{e^{-\frac{1}{2} ||z_i - w_k||^2}}{\sum_{j=1}^{K} e^{-\frac{1}{2} ||z_i - w_j||^2}}.$$  

\[\text{(43)}\]

Without loss of generality, we use \(\tau = 1\) in what follows. Plugging the expression of \(p_{ik}\) into Eq. \(\text{(9)}\), and grouping terms together, we get:

$$q_{ik} = \sum_{k=1}^{K} \hat{q}_k - \frac{\beta + \alpha}{|Q|} \sum_{i \in Q} \sum_{k=1}^{K} q_{ik} \log q_{ik}$$

\[\text{(44)}\]

\[-\frac{\lambda}{|S|} \sum_{i \in S} \sum_{k=1}^{K} q_{ik} \log q_{ik} + \beta \sum_{i \in Q} \sum_{k=1}^{K} q_{ik} \log q_{ik}.$$

\[\text{(45)}\]

Now, we can solve our problem approximately by alternating two sub-steps: one sub-step optimizes w.r.t classifier weights \(W\) while auxiliary variables \(q\) are fixed; another sub-step fixes \(W\) and update \(q\).

- \(q\)-update: With weights \(W\) fixed, the objective is convex w.r.t auxiliary variables \(q\), (sum of linear and convex functions) and the simplex constraints are affine. Therefore, one can minimize this constrained convex problem for each \(q_i\) by solving the Karush-Kuhn-Tucker (KKT) conditions\(^7\). The KKT conditions yield closed-form solutions for both primal variable \(q_i\) and the dual variable (Lagrangian multiplier) corresponding to simplex constraint \(\sum_{j=1}^{K} q_{ij} = 1\). Interestingly, the negative entropy of auxiliary variables, i.e., \(\sum_{k=1}^{K} q_{ik} \log q_{ik}\), which appears in the penalty term, handles implicitly non-negativity constraints \(q_{ik} \geq 0\). In fact, this negative entropy acts as a barrier function, restricting the domain of each \(q_i\) to non-negative values, which avoids extra dual variables and Lagrangian-dual inner iterations for constraints \(q_{ik} \geq 0\). As we will see, the closed-form solutions of the KKT conditions satisfy these non-negativity constraints, without explicitly imposing them. In addition to non-negativity, for each point \(i\), we need to handle probability simplex constraints \(\sum_{k=1}^{K} q_{ik} = 1\). Let \(\gamma_i \in \mathbb{R}\) denote the Lagrangian multiplier corresponding to this constraint. The KKT conditions correspond to setting the following gradient of the Lagrangian function to zero, while enforcing the simplex constraints:

7. Note that strong duality holds since the objective is convex and the simplex constraints are affine. This means that the solutions of the (KKT) conditions minimize the objective.
\[
\frac{\partial q_{ik}}{\partial q_{ik}} = -\frac{\beta + \alpha}{|Q|} \log p_{ik} + \frac{1}{|Q|} (\log q_{ik} + 1)
+ \frac{\beta}{|Q|} (\log q_{ik} + 1) + \gamma_i
\]
\[
= \frac{1}{|Q|} \left( \log \left( \frac{q_{ik}^{\frac{1+\beta}{\beta}}}{p_{ik}} \right) + 1 + \beta \right) + \gamma_i.
\]

This yields:
\[
q_{ik} = \frac{p_{ik}^{1+\frac{\beta}{\alpha}}}{q_{ik}^{\frac{\beta}{\alpha}}}. \quad (45)
\]

Applying simplex constraint \(\sum_{j=1}^K q_{ij} = 1\) to \(45\), Lagrange multiplier \(\gamma_i\) verifies:
\[
e^{-\left(\gamma_i\right)\left(1+\frac{\beta}{\alpha}\right)} = \frac{1}{K} \frac{p_{ij}^{1+\frac{\beta}{\alpha}}}{q_{ij}^{\frac{\beta}{\alpha}}}, \quad (46)
\]
Hence, plugging \(46\) in \(45\) yields:
\[
q_{ik} = \frac{p_{ik}^{1+\frac{\beta}{\alpha}}}{q_{ik}^{\frac{\beta}{\alpha}}}. \quad (47)
\]

Using the definition of \(q_k\), we can decouple this equation:
\[
q_k = \frac{1}{|Q|} \sum_{i \in Q} q_{ik} \propto \sum_{i \in Q} p_{ik}^{1+\frac{\beta}{\alpha}}. \quad (48)
\]

which implies:
\[
q_k \propto \left( \sum_{i \in Q} p_{ik}^{1+\frac{\beta}{\alpha}} \right)^{\frac{1}{1+\frac{\beta}{\alpha}}}. \quad (49)
\]
Plugging this back in Eq. \(47\), we get:
\[
q_{ik} \propto \left( \sum_{i \in Q} p_{ik}^{1+\frac{\beta}{\alpha}} \right)^{\frac{1}{1+\frac{\beta}{\alpha}}}. \quad (50)
\]

Notice that \(q_{ik} \geq 0\), hence the solution fulfills the positivity constraint of the original problem. Therefore, by updating \(q^{(t+1)}\) using \(50\) we can guarantee that the solution \(q^{(t+1)}\):
\[
\mathcal{L}(W^{(t)}, q^{(t+1)}) \leq \mathcal{L}(W^{(t)}, q^{(t)}). \quad (51)
\]

- **W-update**: Without loss of generality, we derive the update for \(w_k, k \in \{1, \ldots, K\}\). Omitting the terms that do not involve \(w_k\), Eq. \(43\) reads:
\[
\frac{\lambda}{|S|} \sum_{i \in S} y_{ik} \|z_i - w_k\|^2 + \frac{\beta + \alpha}{|Q|} \sum_{i \in Q} q_{ik} \|z_i - w_k\|^2
\]
\[
+ \frac{\lambda}{|Q|} \sum_{i \in Q} \log \left( \sum_{j=1}^K e^{-\frac{1}{2} \|z_i - w_j\|^2} \right)
\]
\[
+ \beta + \alpha \sum_{i \in Q} \log \left( \sum_{j=1}^K e^{-\frac{1}{2} \|z_i - w_j\|^2} \right). \quad (52)
\]

One can notice that objective \(43\) is not convex w.r.t \(w_k\). Actually, it can be split into convex and non-convex parts as in Eq. \(52\). Thus, we cannot simply set the gradients to 0 to get the optimal \(w_k\).

**Concavity of \(\bar{C}_S\) and \(\bar{C}_Q\)**: We show in what follows that in practical cases, the non-convex parts are actually concave. To see that, let us derive the hessian of \(\bar{C}_S\). To simplify equations, we will denote:
\[
C_i = \left( \sum_{j=1}^K e^{-\frac{1}{2} \|z_i - w_j\|^2} \right), \quad i \in S;
\]
\[
\frac{\partial \bar{C}_S}{\partial w_k} = \sum_{i \in S} \frac{e^{-\frac{1}{2} \|z_i - w_k\|^2}}{C_i}(z_i - w_k)
\]
\[
= \sum_{i \in S} p_{ik}(z_i - w_k). \quad (53)
\]

Now we compute the derivative of \(p_{ik}\):
\[
\frac{\partial p_{ik}}{\partial w_k} = C_i e^{-\frac{1}{2} \|z_i - w_k\|^2}(z_i - w_k) - e^{-\frac{1}{2} \|z_i - w_k\|^2}(z_i - w_k)
\]
\[
= (z_i - w_k)(p_{ik} - p_{ik}^2) \quad (54)
\]

Putting \(53\) and \(54\) together, we have:
\[
\frac{\partial^2 \bar{C}_S}{\partial^2 w_k} = \sum_{i \in S} \frac{\partial p_{ik}}{\partial w_k}(z_i - w_k)^T - p_{ik} \frac{\partial w_k}{\partial w_k}
\]
\[
= \sum_{i \in S} (p_{ik}^2 - p_{ik})(z_i - w_k)(z_i - w_k)^T - p_{ik} I_{d 	imes d}. \quad (56)
\]

By assumption, \(56\) is semi-definite negative, which allows us to say that \(\bar{C}_S\) is a concave function of \(w_k\), for all \(k\). The exact same reasoning applies to \(\bar{C}_Q\).

**Concave-Convex procedure**: Given the concavity of \(\bar{C}_S\) and \(\bar{C}_Q\), we find ourselves in the well-known concave-convex setting. Concave-convex techniques proceed as follows: for a function in the form of a sum of a concave term and a convex term, the concave part is replaced by its first-order approximation, while the convex part is kept as is. The result forms an auxiliary bound on the function \(W \rightarrow \mathcal{L}_{ADM}(W, q)\). In our case, linearizing the
were presented in Table 6. The proof for each of these updates is very similar to the proof of Proposition 3 detailed in section C. Therefore, we do not detail it here.

APPENDIX D
DETAILS OF ADM ABLATION

In Table 8, we provide the W and q updates for each configuration of the TIM-ADM ablation study, whose results were presented in Table 6. The proof for each of these updates is very similar to the proof of Proposition 3 detailed in section C. Therefore, we do not detail it here.

TABLE 8: The W and q-updates for each case of the ablation study. “-” refers to the updates in Proposition 3, “NA” refers to non-applicable.

| Loss | Wk update | qk update |
|------|-----------|-----------|
| CE   | \[\sum_{i \in S} y_{ik} z_i\] | N/A |
| CE + H(Y_Q|X_Q) | - | \[\propto \sum_{i \in Q} p_{ik}^{T+}\] |
| CE - H(Y_Q) | - | - |

APPENDIX E
PROOF OF PROPOSITION 4

E.1 Background

In this section, we try to introduce the minimal set of required elements to understand Zangwill’s theory, upon which our own convergence result is based. We first introduce the central concept of point-to-set map ψ which maps a point θ ∈ Θ to a set of points ψ(θ) ⊂ Θ. Intuitively, ψ has to be understood as representing one iteration of the algorithm considered that, from a point θ(t) in the parameter space Θ outputs a new point in the parameter space θ(t+1) ∈ ψ(θ(t)) from a set of (local minima) points. We hereby recall the notion of closedness, which generalizes the concept of continuity in standard point-to-point maps to point-to-set maps:

Definition E.1. (Closedness) Let’s consider two converging sequences:

\[\theta^n \xrightarrow{n \to \infty} \theta^*\]
\[\tilde{\theta}^n \xrightarrow{n \to \infty} \tilde{\theta}^*\]

Let us also assume that:

\[\forall n \in \mathbb{N}, \tilde{\theta}^n \in \psi(\theta^n)\].

(59)

Then, the point-to-set map ψ is said to be closed at point θ* if the relation (59) extends to the limit n → ∞, i.e:

\[\tilde{\theta}^* \in \psi(\theta^*)\].

The point-to-set map ψ is said to be closed on the set Θ if it is closed at every point of Θ.

We are now ready to enunciate Zangwill’s theorem:

Theorem E.1. (p.29) Consider Θ a compact set, Γ a subset of Θ, ψ : Θ → P(Θ) a point-to-set map, and L : Θ ↦ R a continuous function. Assume that for any θ ∈ Θ \ Γ:

(1) \[\psi(\theta)\] is nonempty and ψ closed at \(\theta\),
(2) \(\theta' \in \psi(\theta) \implies L(\theta') < L(\theta)\).

Then, any sequence \(\{\theta(t)\}_{t \in \mathbb{N}}\) defined by \(\theta(t+1) \in \psi(\theta(t))\) has all of its limit points in Γ.
algorithm $\Gamma = \{ \theta \in \{ \Theta \mid \psi(\theta) = \{ \theta \} \} \}$, and $L$ as the loss the algorithm minimizes. With that in mind, assumption (2) in [Theorem E.1] simply ensures that while the algorithm has not reached stationary points $\Gamma$, the loss is strictly decreasing. We first expose a result from [15] that will be used in the main proof:

**Lemma E.2.** (Proposition 7 of Appendix A in [15]) For a continuous function $\phi : A \times B \to B$ defined as

$$
\psi(a) = \arg\min_{b \in B} \phi(a, b).
$$

Then, $\psi$ is closed at $a$ if $\psi(a)$ is nonempty.

### E.2 Proof

We now start the main proof of Proposition 4.

**Proof.** The idea of the proof is to apply Theorem E.1 with the right ingredients. **Definition of $\psi$:** First, we define the point-to-set map $\psi$. First, we define the point-to-set map associated to the $q$ and $W$ updates:

$$
\psi_q(W^{(t)}, q^{(t)}) = (W^{(t)}, q^{(t+1)}),
$$

$$
\psi_W(W^{(t)}, q^{(t+1)}) = (W^{(t+1)}, q^{(t+1)}),
$$

where $W^{(t+1)}$ and $q^{(t+1)}$ are given by (11) and (10) respectively. Then, the point-to-set map associated to the algorithm is simply defined as a composition of the two previous:

$$
\psi = \psi_W \circ \psi_q.
$$

Then, we define $\Gamma$ as the set of fixed points of $\psi$:

$$
\Gamma = \{(W, q) : (W, q) = \psi(W, q)\}.
$$

We now define our parameter space. Given that the loss keeps decreasing, $\{(W^{(t)}, q^{(t)})\}_{t \in \mathbb{N}}$ has to live in the following parameter space:

$$
\Theta = L_0 \times \Delta_K,
$$

where

$$
L_0 = \{ W \mid L_{ADM}(W, q^0) \leq L_{ADM}(W^0, q^0) \}
$$

represents a sublevel set of $L_{ADM}(\ldots, q^0)$.

**Assumption (1):** Using the continuity of $L$ in both $W$ and $q$ and Lemma E.2, the closedness of $\psi_W$ and $\psi_q$ follows.

**Assumption (2):** We now prove that the loss strictly decreases for nonstationary points. Consider iteration $t \in \mathbb{N}$, and $W^{(t+1)}, q^{(t+1)} = \psi(W^{(t)}, q^{(t)})$, we want to show that:

$$
(W^{(t+1)}, q^{(t+1)}) \neq (W^{(t)}, q^{(t)}),
$$

$$
L(W^{(t+1)}, q^{(t+1)}) < L(W^{(t)}, q^{(t)}).
$$

Let us prove the contrapositive of (66), i.e., let us consider $L(W^{(t+1)}, q^{(t+1)}) \leq L(W^{(t)}, q^{(t)})$. First, we can rule out the case $L(W^{(t+1)}, q^{(t+1)}) > L(W^{(t)}, q^{(t)})$ because both $\psi_q$ and $\psi_W$ decrease the loss. Therefore, the only possible case is that $L(W^{(t+1)}, q^{(t+1)}) = L(W^{(t)}, q^{(t)})$. Note that $L(W, q)$ is strictly convex in $q$. Therefore,

$$
L(W^{(t)}, q^{(t+1)}) < L(W^{(t)}, q^{(t)}) \text{ or } q^{(t+1)} = q^{(t)}.
$$

In other words, either $q^{(t)}$ is already the global optima of $L(W^{(t)}, \ldots)$, and then $q^{(t+1)} = q^{(t)}$, or it is not and $q^{(t+1)}$ will achieve a strictly better loss. Given that we assumed $L(W^{(t+1)}, q^{(t+1)}) = L(W^{(t)}, q^{(t)})$, and given the subsequent $W$-update cannot increase the loss, there is no choice but $q^{(t+1)} = q^{(t)}$. Now note that $\psi_W$ is a deterministic step that only depends on $q^{(t+1)}$, we are left with $(W^{(t+1)}, q^{(t+1)}) = \psi_W(W^{(t)}, q^{(t+1)})$, which ends proving the contrapose of (66), and achieves the full proof.

### APPENDIX F

**ANTI-ALIASING FOR META-DATASET**

In our experimental section, we showed that our PyTorch implementation of META-DATASET [50] yielded significant gains over the original implementation. We found this to be caused by a simple but important implementation detail: the resize transform. In particular, two elements of the resizing have different defaults behaviors between TensorFlow and PyTorch frameworks:

- PyTorch resizes an image with dimension $(H, W)$ to a fixed size $R$ by multiplying both dimensions by $\max \left\{ \frac{R}{H}, \frac{R}{W} \right\}$, which can then complement by a central crop to obtain an $R \times R$ image with a preserved aspect ratio. In contrast, TensorFlow resizes the image by scaling with a factor $\min \left\{ \frac{R}{H}, \frac{R}{W} \right\}$ and padding the rest with zeros.

- More importantly, PyTorch uses by default anti-aliasing in its resize function, while TensorFlow does not. This typically leads to seemingly more pixelated images, which can lead to significant differences on datasets where tiny details matter a lot (for instance the beak of a bird in CUB). A visual illustration of this phenomenon is presented on Figure 4.

[Figure 4]
Fig. 4: Visual inspection of resized bird images from CUB [56] with and without anti-aliasing. Left pictures tend to have a more pixelated and less smooth appearance than those on the right. While this difference may look subtle to our eye, it certainly is not for a network.