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Abstract
We give precise estimates on the number of active/inactive half-edges in the configuration model used to generate random regular graphs. This is obtained by analyzing a more general urn model with negative eigenvalues.

1 Introduction and statements or results

Random $d$-regular graph, a random graph obtained by sampling uniformly a $d$-regular vertex labeled simple graph on $n$ vertices (for even $nd$), is an important random graph model. While for $d = 2$ the resulting graph is a union of disjoint cycles (and in particular disconnected with high probability), for $d \geq 3$ the random regular graph, with probability converging to 1 (as $n \to \infty$) is connected, and even has Hamiltonian cycles. Furthermore, for $d \geq 3$ it looks fundamentally different from a $d$-dimensional torus, in particular it is an expander, locally tree-like and has bounded number of cycles of fixed length (for more properties, proofs and references to the original work see \cite{4, 5}). One of the main tools used for both generating and studying random regular graphs is the configuration model introduced by Bollobás in \cite{3}. This is an algorithm which can be described as follows. Start with $n$ disconnected labeled vertices each equipped with $d$ half-edges. Select an arbitrary vertex and mark it and its half-edges as active, and label all other vertices and half-edges as inactive. At each stage of the algorithm choose in some way a labeled half-edge $e$ and connect it with a uniformly selected half-edge $f$ (active or not), and mark them both as used. If $f$ corresponds to an inactive vertex, also label this vertex and all its half-edges (except $f$) as active. When all half-edges are connected, collapse the connected half-edges to edges. The algorithm generates a random graph which might not be simple if two half-edges incident to the same vertex get connected, or there are two connections of half-edges incident to the same pair of vertices. However, conditioned on the event that the random graph is simple, it has the distribution of the random regular graph. Moreover, the probability that the graph produced by the configuration model is simple, is bounded away from zero as $n \to \infty$ and $d$ is fixed (see \cite{3}, and an earlier related work \cite{2}).

Denote by $A_n$ and $I_n$ the number of active and inactive half-edges after the $n$-th step respectively (the number of used half-edges is clearly $2n$). Then it is easy to see that when $I_n \geq 1$, $A_n \geq 1$

$$\mathbb{P}(I_{n+1} = I_n - d, A_{n+1} = A_n + d - 2) = \frac{I_n}{A_n + I_n - 1}$$
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and
\[ \mathbb{P}(I_{n+1} = I_n, A_{n+1} = A_n - 2) = \frac{A_n - 1}{A_n + I_n - 1}. \]

Therefore the process \((I_n, A_n - 1)_n\) is an urn model with the replacement matrix
\[ A = \begin{pmatrix} -d & d - 2 \\ 0 & -2 \end{pmatrix}. \]

In the present paper we will give precise estimates on the behavior of the process \((I_n, A_n)\). The results will be indispensable for the analysis of a competing multi-type version of a first passage percolation process on random regular graphs performed in \([1]\). To analyze the process \((I_n, A_n)\) we will consider a more general urn model with the replacement matrix
\[ A = \begin{pmatrix} -b & b - a \\ 0 & -a \end{pmatrix}, \quad (1.1) \]

for real valued \(0 < a < b\). The corresponding urn process \((X_n, Y_n)_n\) (which has the same distribution as \((I_n, A_n - 1)_n\) for \(a = 2\) and \(b = d\)) is a Markov chain with the transition probabilities
\[ \mathbb{P}(X_{n+1} = X_n - b, Y_{n+1} = Y_n + b - a) = \frac{X_n}{X_n + Y_n}, \]
\[ \mathbb{P}(X_{n+1} = X_n, Y_{n+1} = Y_n - a) = \frac{Y_n}{X_n + Y_n}. \quad (1.2) \]

The process stops at a random time \(\rho\) defined as the first time \(n\) such that \(X_n < 0\) or \(Y_n < 0\) or \(X_n + Y_n = M - an \leq 0\), where \(M = X_0 + Y_0\) \((X_n = X_\rho, Y_n = Y_\rho\) for \(n \geq \rho\)). Observe that \(\rho\) is a stopping time with respect to the natural filtration \(\mathcal{F}_n\) induced by the outcomes of the first \(n\) draws.

When \(a\) and \(b\) are integers it can be described as follows. Start with \(X_0\) blue and \(Y_0\) red balls in an urn. Draw a ball from the urn uniformly at random. If the drawn ball is blue return it into the urn and then add \(b - a\) red balls into the urn and remove \(b\) blue balls. If the drawn ball is red return it into the urn and remove \(a\) red balls from the urn. Stop when the urn contains no more balls, or when the number of balls of some type in the urn becomes “negative”. Then \(X_n\) and \(Y_n\) stand for the number of blue and red balls in the urn after \(n\) draws. In the discussion that follows we will use “the ball terminology” even when dealing with non-integer values of \(a\) and \(b\).

Since the number of blue balls \(X_n\) can decrease only by \(b\), we will always assume that \(X_0\) is a multiple of \(b\) (this in particular holds in the configuration model where \(X_0 = (n - 1)d\) is divisible by \(d\)). Having this assumption, the value of \(X_n\) can not become negative, and then \(\rho\) is the smallest integer \(n\) such that either \(Y_n < 0\) or \(X_n + Y_n = M - an \leq 0\). Observe that at each step the sum \(X_n + Y_n\) decreases by \(a\) (we remove exactly \(a\) balls), that is \(X_n + Y_n = M - an\), so a natural assumption could be that \(M = X_0 + Y_0\) is a multiple of \(a\). However, as Corollary 1.3 shows with probability converging to 1 (as \(M \to \infty\) and \(a\) and \(b\) stay fixed) blue balls indeed get exhausted before the red ones, after which the process is deterministic and consists of removing the leftover red balls. Therefore, with probability converging to 1 we have \(M - a\rho \leq 0\) and then the assumption that \(M\) is a multiple of \(a\) only affects the final number of balls \(M - a\rho\) by being either equal to zero or negative. For these reasons we will not assume that \(M\) is a multiple of \(a\). The configuration model does not satisfy the assumption that \(M = na - 1\) is a multiple of \(a = 2\) anyway. Furthermore,
the discussion above shows that the process is most interesting when the initial number of blue balls $X_0$ is large.

Using the notation and terminology described above we state our results. Our first result concerns with the number of blue balls in the urn. It provides estimates on the time when the blue balls are exhausted, as well as the number of balls except shortly before the exhaustion time. In particular it shows that blue blue balls get exhausted when the number of leftover red balls is $O(1)X_0^{-a/b}$. Furthermore, as long as the number of blue balls $X_n$ is large, it behaves as $X_n = (1 \pm o(1))X_0(1 - an/M)^{b/a}$.

In the rest of the paper we use the notation $C = C(a, b)$ for a strictly positive finite constant $C$ which only depends on the values of parameters $a$ and $b$.

**Theorem 1.1.** Consider the process

$$K_n = \frac{X_n}{X_0(1 - an/M)^{b/a}}$$

and the stopping time $\tau_{X_0, M} \leq \infty$ as the smallest integer $n$ such that $X_n = 0$. For fixed $\varepsilon < 1/2$ and $t > 0$ define the integer

$$n_t = \lfloor M(1 - tX_0^{-a/b})/a \rfloor.$$

and the event

$$K_{X_0, M, t, \varepsilon} = \{\rho > n_t \text{ and } |K_n - 1| \leq \varepsilon \text{ for all } 0 \leq n \leq n_t\}.$$

Then there exists a constant $C = C(a, b)$ such that

$$\mathbb{P}(K_{X_0, M, t, \varepsilon}) \geq 1 - \frac{C}{M^{b/a}\varepsilon^2}, \text{ for all } t \geq \frac{CX_0^{a/b}}{M\varepsilon},$$

(1.3)

and

$$\mathbb{P}(\tau_{X_0, M} \geq n_t) \leq Ct^{b/(2b-a)}, \text{ for all } t \geq \frac{bX_0^{a/b}}{M}.$$

(1.4)

The above estimates can be stated without introducing the variable $t$. The estimate in (1.3) can be written as follows: for any $n$ such that $M - an \geq C/\varepsilon$ we have both $\rho > n$ and $|K_n - 1| \leq \varepsilon$ for all $0 \leq k \leq n$ with probability at least

$$1 - \frac{C}{X_0(1 - an/M)^{b/a}\varepsilon^2}. \quad (1.5)$$

The estimate in (1.4) can be written as follows: for any $n$ such that $M - an \geq b$ we have

$$\mathbb{P}(\tau_{X_0, M} \geq n) \leq CX_0^{a/(2b-a)}(1 - an/M)^{b/(2b-a)}.$$

(1.6)

In particular the estimate (1.6) gives the bound for all relevant values of $n$.

The following two corollaries are straightforward from Theorem 1.1.

**Corollary 1.2.** For a positive real number $m$ define $\sigma_m$ as the first time $n$ such that $X_n \leq m$. There is a constant $C = C(a, b)$ such that for every $\varepsilon < 1/2$ with probability at least $1 - \frac{C}{m\varepsilon^2}$ hold both $\rho > \sigma_m$ and that

$$(1 - \varepsilon)X_0\left(1 - \frac{ak}{M}\right)^{b/a} \leq X_k \leq (1 + \varepsilon)X_0\left(1 - \frac{ak}{M}\right)^{b/a}, \text{ for all } k \leq \sigma_m.$$
Denote by $R$ the event that the process doesn’t end before blue balls are exhausted, that is $R = \{ M - a\rho \leq 0 \}$.

**Corollary 1.3.** There exist a positive constant $C = C(a,b)$ such that

$$\mathbb{P}(R) \geq 1 - \frac{CX_0^{a/(2b-a)}}{M^{b/(2b-a)}} \geq 1 - \frac{C}{M^{(b-a)/(2b-a)}}.$$ 

The second result gives the estimate on the number of red balls $Y_n$. As the previous theorem shows it is close to

$$(M - an) - X_0 \left(1 - \frac{an}{M}\right)^{b/a}.$$ 

The following result shows that this estimate holds throughout the process life-time and, as in the previous theorem does not depend on the starting configuration.

**Theorem 1.4.** Consider the process

$$L_n = \frac{Y_n}{(M - an) - X_0(1 - an/M)^{b/a}},$$

and the event

$$L_{X_0,M,\varepsilon} = \{|L_n - 1| \leq \varepsilon, \text{ for all } 0 \leq n < M/a\}.$$ 

For any $\varepsilon > 0$ there is a positive sequence $(\lambda_{\varepsilon,M})_M$ converging to 0 as $M \to \infty$ such that for all starting configurations $0 < X_0 < M$

$$\mathbb{P}(L_{X_0,M,\varepsilon}) \geq 1 - \lambda_{\varepsilon,M}.$$ 

Both of the above theorems can be applied to the configuration model. See Figure 1 for the ratio of active and inactive half-edges in the configuration model used to generate the random regular graph of degree $d = 20$ as predicted by the above theorems. In particular they imply that when inactive vertices get exhausted (and all the vertices get connected) there are still roughly $n^{1-2/d}$ active half-edges left. While to generate random regular graphs one usually runs the configuration model with $X_0 = d(n-1)$, $Y_0 = d$, the urn model with general positive integer $X_0$ and $Y_0$ corresponds to a configuration model in which the graph is partially constructed in the beginning. This generalization is relevant for the analysis of a competing first passage percolation model in [1].

### 2 Proofs

First we give an elementary technical estimate.

**Lemma 2.1.** For any positive integer $n$ such that $M - an \geq 2b$ we have

$$e^{-an(M-an)} \left(1 - \frac{an}{M}\right)^{b/a} \leq \prod_{k=0}^{n-1} \left(1 - \frac{b}{M-ak}\right) \leq e^{an(M-an)} \left(1 - \frac{an}{M}\right)^{b/a}.$$ 

---
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Figure 1: Proportion of active half-edges \( A_k/nd \) in the configuration model for \( d = 20 \) as predicted by theorems 1.1 and 1.4 represented by the blue line. Horizontal axis represents rescaled values of \( 2k/nd \in [0,1] \). Diagonal line represents the number of unused half-edges \( A_k + I_k = nd - 2k \).

Proof. Denote

\[ S_n = \sum_{k=0}^{n-1} \log \left( 1 - \frac{b}{M - ak} \right). \]

For \( 0 \leq t \leq 1/2 \) it holds that \( -t - t^2 \leq \log(1 - t) \leq -t \) and so we have

\[ -\sum_{k=0}^{n-1} \frac{b}{M - ak} - \sum_{k=0}^{n-1} \frac{b^2}{(M - ak)^2} \leq S_n \leq -\sum_{k=0}^{n-1} \frac{b}{M - ak}. \]

Comparing the sum and the integral

\[ \frac{b}{a} \int_{M-an}^{M} \frac{dt}{t} - \frac{b}{M - an} + \frac{b}{M} \leq \sum_{k=0}^{n-1} \frac{b}{M - ak} \leq \frac{b}{a} \int_{M-an}^{M} \frac{dt}{t}, \]

gives

\[ \frac{b}{a} \log \left( 1 - \frac{an}{M} \right) - \frac{b^2}{a(M - an)} \leq S_n \leq \frac{b}{a} \log \left( 1 - \frac{an}{M} \right) + \frac{b}{M - an}, \]

which implies the claim.

\[ \square \]

Remark 2.2. While by definition \( M - an_t \geq MtX_0^{-a/b} \) the condition \( t \geq aX_0^{-a/b}/M \), which is satisfied for all \( t \) appearing in \( (1.3) \) and \( (1.4) \) implies \( M - an_t \leq 2MtX_0^{-a/b} \). This will be used in estimates below.

Proof of Theorem 1.1 inequality (1.3). Recall the definitions of the \( \sigma \)-algebra \( \mathcal{F}_n \) and the stopping time \( \rho \), and consider the random variable \( \xi_n = 1_{\{\rho > n\}} \) which is the indicator of the event that
Combining this with the Doob’s maximal inequality we have that the event
and by Lemma 2.1 there is a constant $C$ while for $\rho$ is a martingale with
which shows that the process
is a martingale with $M_0 = 1$. To estimate the variance observe that for $\rho > n$ we have
while for $\rho \leq n$ the left hand side is equal to 0. In any case for $M - an \geq 2b$ we have
and by Lemma 2.1 there is a constant $C_1 = C_1(a, b)$ such that
Since by the assumptions
choosing the value $C$ in the statement larger than $b$, and using the fact that $M_n$ is a martingale yields
Combining this with the Doob’s maximal inequality we have that the event $|M_n - 1| \leq \epsilon/2$ for all
Now we need to replace the process $M_n$ with the process $K_n$ and account for the event $\rho < n_t$.
First observe that the above bound on the process extends to the process $K'_n = K_{n\wedge \rho}$. This follows
directly from the second equality in (2.1) and Lemma 2.1 using the inequality $M - an_t \geq C/\epsilon \geq 2C$.
To further replace the process $K'_n$ with $K_n$ and account for the event $\rho < n_t$, it suffices to show that
for a constant $C_2 = C_2(a, b)$, and the rest of the proof of (1.3) is devoted
to this. Note that without loss of generality we can assume that \( t \leq X_0^{a/b} \), otherwise \( n_t \leq 0 \). This assumption in turn implies \( t^{-b/a} \geq X_0^{-1} \geq M^{-1} \), and since \( \epsilon < 1/2 \), it actually suffices to prove that \( P(\rho < n_t) \leq \frac{4C}{M^2} \) for all \( \frac{C X_0^{a/b}}{M} \leq t \leq X_0^{a/b} \).

Now if \( \rho < n_t \), the fact that \( X_\rho > M - a \rho \) and the estimate \( K'_{n_t} = K_\rho \leq 1 + \epsilon \) would imply

\[
1 - \frac{a \rho}{M} \geq \left( \frac{M}{(1 + \epsilon)X_0} \right)^{a/(b-a)}.
\]

By the proven estimate for the process \( K'_n \)

\[
P(\rho < n_t, 1 - \frac{a \rho}{M} < \left( \frac{M}{(1 + \epsilon)X_0} \right)^{a/(b-a)}) \leq P(K'_{n_t} > 1 + \epsilon) \leq \frac{C}{b/a \epsilon^2}.
\]

In particular this completely handles the case when \( X_0 < M/(1 + \epsilon) \), so from now on assume that \( X_0 \geq M/(1 + \epsilon) \) (that is \( Y_0 \leq \epsilon M/(1 + \epsilon) \)). Note that in order to prove the bound \( (1.3) \) we can assume \( \epsilon \) to be bounded from above by a constant smaller than 1/2 (we simply need to adjust the constant \( C \) to extend the bound to all \( \epsilon < 1/2 \)). For the computations that follow it is convenient to assume that \( \epsilon < b/a - 1 \), so we will assume this to hold until the end of the proof of \( (1.3) \). Let \( \kappa = b/(1 + \epsilon) - a > 0 \).

Consider the stopping time \( \tau_3 \) as the first index \( n \) such that \( X_n < M/(1 + \epsilon)^{-1} \). We will prove that \( P(\rho < \tau_3) \leq C_3/M \) for some positive constant \( C_3 = C_3(a, b) \). The analysis will be split into three parts: bounding the probabilities of the events \( \{\rho < \tau_1\}, \{\tau_1 \leq \rho < \tau_2\} \) and \( \{\tau_2 \leq \rho < \tau_3\} \) where \( \tau_1 \) and \( \tau_2 \) are stopping times defined as the first times \( n \geq 0 \) such that \( Y_n > a \) (that is \( X_n < M - an - a) \) and \( Y_n > M^{1/3} \) (that is \( X_n < M - an - M^{1/3} \)).

First for \( \rho \leq \tau_1 \) assume that \( Y_0 > a \) (so that \( \tau_1 > 0 \)) and observe that (for some positive \( C_{3,1} = C_{3,1}(a, b) \)) with probability at least \( 1 - C_{3,1}/M \) initial \( a/(b - a) \) steps result in drawing a blue ball. After this the number of red balls will be strictly larger than \( a \), and thus this handles the case \( n < \tau_1 \).

Now we consider the case \( \tau_1 \leq \rho < \tau_2 \). Since we already analyzed the first case, by Markov property we can now assume that \( Y_0 > a \), so that \( \tau_1 = 0 \). Moreover, assume that \( Y_0 \leq M^{1/3} \), so that \( \tau_2 > 0 \). Select an integer \( l_1 \geq 2 \) such that \( (l_1 - 1)(b - a) \geq a + 1 \) and define \( A \) as the event that for all integers \( 0 \leq k \leq M^{1/3} \) there is at most one red draw in the steps \( l_1 k + 1, l_1 k + 2, \ldots, l_1 k + l_1 \). By the definition of \( l_1 \) and since \( Y_0 > a \), this event implies that \( Y_{l_1 M^{1/3} + l_1} > M^{1/3} \), and in particular \( \rho \geq \tau_2 \), so to handle this case we only need to show that the probability of \( A^c \) is at most \( O(1/M) \). To end this observe that in this regime the value of \( Y_n \) is always bounded from above by \( 2bl_1 M^{1/3} \) and so the probability that for a fixed integer \( 0 \leq k \leq M^{1/3} \) more than two of the steps \( l_1 k + 1, l_1 k + 2, \ldots, l_1 k + l_1 \) are red draws is at most

\[
1 - \left( 1 - \frac{2bl_1 M^{1/3}}{M} \right)^{l_1} - l_1 \frac{2bl_1 M^{1/3}}{M} \left( 1 - \frac{2bl_1 M^{1/3}}{M} \right)^{l_1 - 1} \leq l_1 (l_1 - 1) \left( \frac{2bl_1 M^{1/3}}{M} \right)^2 = \frac{4b^2 l_1^3 (l_1 - 1)}{M^{4/3}}.
\]

Now the expected number of steps \( 0 \leq k \leq M^{1/3} \) for which this happens is at most \( C_{5,2}/M \), for some positive constant \( C_{5,2} = C_{5,2}(a, b) \), so the desired upper bound on the probability of \( A^c \) follows by Markov inequality.

To handle the last case, by Markov property we can assume that \( Y_0 > M^{1/3} \), so that \( \tau_2 = 0 \). Consider the process \( Y'_n \) such that \( Y'_0 = Y_0 \) and such that at each step \( Y'_n \) either decreases by \( a \) with probability \( \epsilon/(1 + \epsilon) \) or increases by \( b - a \) with probability \( 1/(1 + \epsilon) \). It is a simple observation that
one can couple the processes \( Y_n \) and \( Y'_n \) so that \( Y'_n \leq Y_n \) for all \( n \leq \tau_3 \). Therefore, defining \( \rho' \) as the smallest index \( n \) such that \( Y'_n \leq Y_0/2 \) it is clear that \( \rho < \tau_3 \) implies \( \rho' < \infty \). Now the bound on the probability of \( \rho < \tau_3 \) follows from

\[
\mathbb{P}(\rho < \tau_3) \leq \mathbb{P}(\rho' < \infty) \leq e^{-cY_0/2} \leq e^{-cM^{1/3}/2},
\]

for a positive constant \( c = c(a,b) \). To justify the second inequality above choose the value of the constant \( c > 0 \) so that

\[
h(c) = \frac{1}{1+\epsilon} e^{-c(b-a)} + \frac{\epsilon}{1+\epsilon} e^{ca} = 1,
\]

which exist since \( h(0) = 1, \lim_{t \to \infty} h(t) = \infty \) and \( h'(0) = -b/(1+\epsilon) + a = -\kappa < 0 \). Such a choice then implies that \( e^{-cY_n} \) is a martingale and since \( e^{-cY_n-t\rho'} \) is bounded, optional stopping theorem implies that

\[
e^{-cY_0} \geq \mathbb{P}(\rho' < \infty) e^{-cY_0/2},
\]

which yields the inequality.

\[ \square \]

**Proof of Theorem 1.1** inequality \((1.4)\). It’s clear that by taking \( C \geq 1 \), it suffices to show the claim for \( t < 1 \), so we will assume this throughout the proof. In the proof below we will assume that \( M \) is sufficiently large, so that the presented estimates hold. The constant \( C \) from \((1.3)\) will be denoted by \( C_0 \).

First define \( s = t^{-a/(2b-a)} \). Since \( t < 1 \), we have \( s \geq 1 \geq 2C_0C_0^{a/b}M^{-1} \) for \( M \) large enough (as \( X_0 \leq M \), and by \((1.3)\) we have

\[
\mathbb{P}(K_{X_0,M,s,1/2}^c) \leq 4C_0s^{-b/a} = 4C_0t^{b/(2b-a)}, \tag{2.3}
\]

It is easy to check that the process \( X_n/(M-a(n \land \rho)) \) is a supermartingale: For \( \rho \leq n \) the value of the process remains unchanged, and when \( \rho > n \) we have

\[
\mathbb{E}\left(\frac{X_{n+1}}{M-a(n+1 \land \rho)} \mid \mathcal{F}_n\right) = \frac{X_n}{M-a(n+1 \land \rho)} = \frac{b}{M-a(n+1 \land \rho)} \frac{X_n}{M-a(n+1 \land \rho)} = \frac{X_n}{M-a(n \land \rho)} \left(1 - \frac{b-a}{M-a(n+1)}\right).
\]

Since \( n_s \leq n_t \), on the event \( K_{X_0,M,s,1/2} \) we have

\[
\mathbb{E}\left(\frac{X_{n_t}}{M-a(n_t \land \rho)} \mid \mathcal{F}_{n_t}\right) \leq \frac{X_{n_s}}{M-a(n_s \land \rho)} \leq \frac{3X_0}{2M} \left(1 - \frac{a}{M}\right) b^{a-1}. \tag{2.4}
\]

Observe that if \( \tau_{X_0,M} \geq n_t \) then either \( \rho \leq n_t \) which in turn implies \( X_{n_t} > M-a(n_t \land \rho) \) or \( \rho > n_t \) and \( X_n > b \). In either case we have

\[
\frac{X_{n_t}}{M-a(n_t \land \rho)} \geq \min\left\{1, \frac{b}{M-a(n_t)}\right\} \geq \frac{b}{M-a(n_t)}
\]

since the assumption on \( t \) in \((1.4)\) implies that \( M-a(n_t) \geq b \). Therefore, by Markov inequality

\[
\mathbb{P}(\tau_{X_0,M} \geq n_t) \leq \frac{M-a(n_t)}{b} \mathbb{E}\left(\frac{X_{n_t}}{M-a(n_t \land \rho)} 1_{K_{X_0,M,s,1/2}}\right) + \mathbb{P}(K_{X_0,M,s,1/2}^c),
\]
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where \( 1_{K_{X_0,M,t,\varepsilon,1/2}} \) is the indicator of the event \( K_{X_0,M,t,\varepsilon,1/2} \). Then by (2.3), (2.4) and Remark 2.2 we have

\[
\mathbb{P}(\tau_{X_0,M} \geq n_t) \leq \frac{3X_0}{2b} \left( 1 - \frac{an}{M} \right)^{b/a - 1} \left( 1 - \frac{an}{M} \right) + 4C_0 t^{b/(2b-a)}
\]

\[
\leq \frac{3}{b} \cdot 2^{b/a - 1} t s^{b/a - 1} + 4C_0 t^{b/(2b-a)} = \left( \frac{3}{b} \cdot 2^{b/a - 1} + 4C_0 \right) t^{b/(2b-a)},
\]

which finishes the proof.

\[\square\]

**Proof of Corollary 1.2** This is immediate from Remark 2.2 and the fact that the event in the statement is implied by \( K_{X_0,M,t,\varepsilon} \) for \( t = 2^{-a/b - 1} a/b \).

\[\square\]

**Proof of Corollary 1.3** This is immediate from the fact that the event in the statement is implied by \( \tau_{X_0,M} \geq n_t \) for \( t = X_0^{a/b} / M \).

\[\square\]

**Proof of Theorem 1.4** We will assume that \( \varepsilon < 1/6 \) which is clearly sufficient. We will use different argument in cases when the \( 1 - an/M \) falls in the intervals

\[
I_1 = \left( 0, \frac{1}{X_0^{a/b} \log M} \right], \quad I_2 = \left[ \frac{1}{X_0^{a/b} \log M}, \frac{\log M}{X_0^{a/b}} \right], \quad I_3 = \left[ \frac{\log M}{X_0^{a/b}}, \frac{M}{2X_0} \right]^{\frac{a}{b-a}}, \quad I_4 = \left[ \frac{M}{2X_0} \right]^{\frac{a}{b-a}}, \quad I_5 = \left( \frac{M}{2X_0} \right)^{\frac{a}{b-a}},
\]

First we will handle the cases \( I_1, I_2 \) and \( I_3 \). Then we will handle cases \( I_4 \) and \( I_5 \) and for this we will assume that \( X_0 \geq M/2 \) (that is \( Y_0 \leq M/2 \)), otherwise \( [0, 1] \subset I_1 \cup I_2 \cup I_3 \) so there is no need to consider the intervals \( I_4 \) and \( I_5 \). Note, that even though \( X_0 \geq M/2 \), the interval \( I_4 \) might still be empty. In the case when \( Y_0 \leq \sqrt{M} (\log M)^2 \) we will further consider two subcases of \( I_5 \), when \( 1 - an/M \) is in

\[
I_{5,1} = \left[ 1 - \frac{\log M}{\sqrt{M}}, 1 - \frac{1}{\sqrt{M} (\log M)^3} \right] \quad \text{and} \quad I_{5,2} = \left[ 1 - \frac{1}{\sqrt{M} (\log M)^3}, 1 \right].
\]

We start by writing

\[
L_n = \frac{M - a(n \wedge \rho) - X_n}{(M - an) - X_0 \left( 1 - \frac{an}{M} \right)^{b/a}},
\]

from where we easily get

\[
L_n - 1 = \frac{X_0 \left( 1 - \frac{an}{M} \right)^{b/a} - X_n}{(M - an) - X_0 \left( 1 - \frac{an}{M} \right)^{b/a}} + \xi_n, \quad \text{and} \quad \frac{|K_n - 1|}{|L_n - 1|} = \frac{M}{X_0 \left( 1 - \frac{an}{M} \right)^{b/a - 1} - 1 + \chi_n}, \quad (2.5)
\]

where \( \xi_n \) and \( \chi_n \) are equal to zero if \( \rho \geq n \). For all \( n \) such that \( 1 - an/M \in I_3 \), the right hand side of the second formula above without the \( X_n \) term is bounded from below by 1. The event \( K_{X_0,M,log,M,\varepsilon} \) from Theorem 1.1 implies that \( \chi_n = 0 \) and \( |K_n - 1| \leq \varepsilon \) for all \( 0 \leq n \leq n_{\log M} \), and in particular for
all $n$ such that $1 - an/M \in I_3$. Therefore, it also implies that $|L_n - 1| \leq \varepsilon$ when $1 - an/M \in I_3$. Moreover, for a given $\varepsilon > 0$ we can choose $M$ large enough so that $\log M \geq C \frac{1}{M^{1-a/b}\varepsilon} \geq \frac{CX_0^{a/b}}{M^\varepsilon}$, where $C$ is the constant from Theorem 1.1. Then by (1.3) we have that the probability of the event $K_{X_0,M,\log M,\varepsilon}$ is bounded from below by

$$1 - \frac{C}{(\log M)^{b/a}\varepsilon},$$

which resolves the case when $1 - an/M \in I_3$.

Now we look at the case when $1 - an/M \in I_2$. By Remark 2.2, $1 - an \log M/M \leq 2X_0^{-a/b} \log M$ holds for $M$ large enough, so the event $K_{X_0,M,\log M,\varepsilon}$ implies that

$$X_{n\log M} \leq (3 \log M)^{b/a}.$$

Thus, on the event $K_{X_0,M,\log M,\varepsilon} \cap R$, we have both $0 \leq X_n \leq (3 \log M)^{b/a}$ for all $n$ such that $1 - an/M \in I_2$ and $\varepsilon_n = 0$. From the first relation in (2.5) we get

$$- \frac{(3 \log M)^{b/a}}{M^{\frac{a}{b}\log M}}(\log M)^{b/a} \leq L_n - 1 \leq \frac{(\log M)^{b/a}}{M^{\frac{a}{b}\log M}}(\log M)^{b/a}.$$

The denominator above is bounded from below by $M^{1-a/b}/\log M - (\log M)^{b/a}$, and so for $M$ large enough the lower and the upper bound on $L_n - 1$ above are smaller than $\varepsilon$ in the absolute value. Since $\lim_{M \to \infty} P(K_{X_0,M,\log M,\varepsilon} \cap R) = 1$, we conclude that for any $\varepsilon > 0$ with probability converging to 1 we have that $|L_n - 1| \leq \varepsilon$, for all $n$ satisfying $1 - an/M \in I_2$.

Next we consider $n$ such that $1 - an/M \in I_1$, so in particular $n \geq n_{1/\log M}$. By (1.4), with probability of at least $1 - \frac{C}{(\log M)^{b/(2a-b)}}$ we have that $X_n = 0$ and $Y_n = M - an$ for all these $n$. This in particular implies the event $R$ and therefore, with probability converging to 1, for all such $n$, we have that

$$1 \leq L_n = \frac{1}{1 - \frac{X_n}{M}(1 - \frac{an}{M})} = \frac{1}{1 - \frac{X_0^{a/b}}{M^{(\log M)^{b/a}}}} = \frac{1}{1 - \frac{1}{M^{1-a/b}(\log M)^{b/a}}}$$

which converges to 1 as $M \to \infty$.

We are done with the cases $I_1$, $I_2$ and $I_3$. As we said we now assume $X_0 \geq M/2$. Consider the case when $1 - an/M \in I_4$. By the second relation in (2.5) the condition that both

$$|K_n - 1| \leq \varepsilon \left(MX_0^{-1}\left(1 - \frac{\log M}{\sqrt{M}}\right)^{-b/a+1} - 1\right)$$

and $\rho > n$ hold when $1 - an/M \in I_4$ implies that $|L_n - 1| \leq \varepsilon$ holds for these $n$ as well. Denote the right hand side of (2.6) by $\delta_M$. In particular the event $K_{X_0,M,t,\delta_M}$, for $t = (MX_0^{-a/b}/2)^{a/(b-a)}$ will imply that $|L_n - 1| \leq \varepsilon$ for $1 - an/M \in I_4$. To calculate the probability of $K_{X_0,M,t,\delta_M}$ we can apply (1.3). To justify this application we need to check that, for $M$ large enough and $\varepsilon < 1/6$ fixed, $\delta_M \leq 1/2$ and $t \geq \frac{CX_0^{a/b}}{M\delta_M}$. Both will follow if we prove that

$$\frac{2^{a/(b-a)}C}{M} \leq \delta_M \leq 1/2.$$  \hfill (2.7)
Since we assumed that $X_0 \geq M/2$ it is easy to show that 
\[
\frac{\epsilon b - a \log M}{\sqrt{M}} \leq \delta_M \leq 2\epsilon \left(1 - \frac{\log M}{\sqrt{M}}\right)^{-b/a+1}. \tag{2.8}
\]

These inequalities now immediately imply the ones in (2.7), for a fixed $\epsilon < 1/6$ and $M > M(\epsilon)$ large enough. Therefore we can apply the estimate in (1.3), and by the lower bound in (2.8), the probability that $|L_n - 1| \leq \epsilon$ for all $n$ such that $1 - an/M \in I_4$ is at least
\[
1 - \frac{C}{b/a \delta_M^2} \geq 1 - \frac{2^{b/(b-a)}a^2 C X_0^{a/(b-a)} M}{\epsilon^2 (b-a)^2 M^{b/(b-a)} (\log M)^2} \geq 1 - \frac{2^{b/(b-a)}a^2 C}{\epsilon^2 (b-a)^2 (\log M)^2}.
\]

Since the right hand side converges to 1 when $\epsilon$ is fixed and $M \to \infty$, we are only left to consider the final case when $1 - an/M \in I_5$. To this end write
\[
L_n = \frac{Y_n}{\left(1 - \frac{an}{M}\right) \left(Y_0 \left(1 - \frac{an}{M}\right)^{b/a-1} + M \left(1 - \left(1 - \frac{an}{M}\right)^{b/a-1}\right)\right)}. \tag{2.9}
\]

First consider the case when $Y_0 \geq \sqrt{M}(\log M)^2$ so that $Y_0(1-\epsilon/3) \leq Y_n \leq Y_0(1+\epsilon/3)$, for $M$ large enough and when $1 - an/M \in I_5$. Furthermore, for such $n$ and $M$ large enough the denominator satisfies
\[
\left(1 - \frac{\log M}{\sqrt{M}}\right)^{b/a} Y_0 \leq \left(1 - \frac{an}{M}\right) \left(Y_0 \left(1 - \frac{an}{M}\right)^{b/a-1} + M \left(1 - \left(1 - \frac{an}{M}\right)^{b/a-1}\right)\right) 
\leq Y_0 + 2(b-a)n \leq Y_0 + 2 \frac{b-a}{a} \sqrt{M} \log M,
\]

and so it is bounded by $Y_0(1-\epsilon/3)$ from below and by $Y_0(1+\epsilon/3)$ from above, for $M$ large enough. This now implies the deterministic fact that $|L_n - 1| \leq \epsilon$ when $1 - an/M \in I_5$.

Now assume $Y_0 \leq \sqrt{M}(\log M)^2$. Clearly, for $M$ large enough, and all $n$ which satisfy $1 - an/M \in I_5$ we have $Y_n \leq 2\sqrt{M}(\log M)^2$, and in particular the probability of drawing a red ball in this stage is at most $3(\log M)^2/\sqrt{M}$, for $M$ large enough. Therefore, the expected number of red balls drawn in the stage when $1 - an/M \in I_{5,1}$ is no more than $3(\log M)^3/a$, and in the the stage when $1 - an/M \in I_{5,2}$ is no more than $3(a \log M)^{-1}$. By Markov inequality, with probability converging to 1 (as $M \to \infty$) we have both
\[
Y_n = Y_0 + (b-a)n, \text{ whenever } 1 - an/M \in I_{5,2} \tag{2.10}
\]
and
\[
Y_0 + (b-a)n - (\log M)^4 \leq Y_n \leq Y_0 + (b-a)n, \text{ whenever } 1 - an/M \in I_{5,1}. \tag{2.11}
\]
(Note that if (2.10) holds then (2.11) implies that the value of $Y_n$ is positive throughout the $I_5$ phase.) Moreover, for a fixed $\epsilon > 0$, $M$ large enough, and any $n$ such that $1 - an/M \in I_5$
\[
\frac{1}{1 + \epsilon/2} \leq \left(1 - \frac{an}{M}\right)^{b/a} \leq 1, \text{ and } \frac{(b-a)n}{1 + \epsilon/2} \leq M \left(1 - \left(1 - \frac{an}{M}\right)^{b/a-1}\right) \leq \frac{(b-a)n}{1 - \epsilon/2}. \tag{2.12}
\]
In the view of (2.9), the case $I_{5,2}$ follows from (2.10) and (2.12). For the case $I_{5,1}$ we just need to argue about the lower bound and for this it suffices to show that for any $1 - an/M \in I_{5,1}$

$$\frac{(\log M)^4}{Y_0 + (b - a)n} < \epsilon/2,$$

for $M$ large enough which surely holds since for any $n \in I_{5,1}$ we have $n \geq \sqrt[3]{\frac{M}{a(\log M)^3}}$.

\[\square\]
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