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Abstract

The binary rank of a 0, 1 matrix is the smallest size of a partition of its ones into monochromatic combinatorial rectangles. A matrix $M$ is called $(k_1, \ldots, k_m; n_1, \ldots, n_m)$ circulant block diagonal if it is a block matrix with $m$ diagonal blocks, such that for each $i \in [m]$, the $i$th diagonal block of $M$ is the circulant matrix whose first row has $k_i$ ones followed by $n_i - k_i$ zeros, and all of whose other entries are zeros. In this work, we study the binary rank of these matrices as well as the binary rank of their complement, obtained by replacing the zeros by ones and the ones by zeros. In particular, we compare the binary rank of these matrices to their rank over the reals, which forms a lower bound on the former.

We present a general method for proving upper bounds on the binary rank of block matrices that have diagonal blocks of some specified structure and ones elsewhere. Using this method, we prove that the binary rank of the complement of a $(k_1, \ldots, k_m; n_1, \ldots, n_m)$ circulant block diagonal matrix for integers satisfying $n_i > k_i > 0$ for each $i \in [m]$ exceeds its real rank by no more than the maximum of gcd$(n_i, k_i) - 1$ over all $i \in [m]$. We further present several sufficient conditions for the binary rank of these matrices to strictly exceed their real rank. By combining the upper and lower bounds, we determine the exact binary rank of various families of matrices and, in addition, significantly generalize a result of Gregory (J. Comb. Math. & Comb. Comp., 1989).

Motivated by a question of Pullman (Linear Algebra Appl., 1988), we study the binary rank of $k$-regular 0, 1 matrices, those having precisely $k$ ones in every row and column, and the binary rank of their complement. As an application of our results on circulant block diagonal matrices, we show that for every $k \geq 2$, there exist $k$-regular 0, 1 matrices whose binary rank is strictly larger than that of their complement. Furthermore, we exactly determine for every integer $r$, the smallest possible binary rank of the complement of a 2-regular 0, 1 matrix with binary rank $r$.
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1 Introduction

The **binary rank** of a 0, 1 matrix $M$ of dimensions $n \times n$, denoted by $\text{rank}_{\text{bin}}(M)$, is the minimal integer $r$ for which there exist 0, 1 matrices $M_1$ and $M_2$ of dimensions $n \times r$ and $r \times n$ respectively, such that $M = M_1 \cdot M_2$ with the addition and multiplication operations over the reals. Equivalently, it is the smallest size of a partition of the ones in $M$ into monochromatic combinatorial rectangles. From the point of view of graph theory, $\text{rank}_{\text{bin}}(M)$ measures the smallest number of bicliques that form a partition of the edges of the bipartite graph associated with $M$ (with $n$ vertices on each part and an edge connecting the $i$th vertex of the first part with the $j$th vertex of the other part whenever $M_{ij} = 1$).

The binary rank has been intensively studied in combinatorics under various equivalent formulations (see, e.g., [7] 9, 13 15), as well as in the area of communication complexity, where it is closely related to the unambiguous non-deterministic communication complexity of functions (see [12] Chapter 2). It can be observed that every 0, 1 matrix $M$ satisfies $\text{rank}_{\text{bin}}(M) \geq \text{rank}_{\text{R}}(M)$, where $\text{rank}_{\text{R}}(M)$ stands for the standard rank of the matrix $M$ over the reals. In contrast to the latter, determining the binary rank of matrices turns out to be a difficult challenge in general. From a computational perspective, the decision problem associated with the binary rank is known to be NP-hard [11].

A 0, 1 matrix $M$ is said to be $k$-regular if every row and every column of $M$ has precisely $k$ ones. Let $\overline{M}$ denote the complement matrix obtained from $M$ by replacing the ones by zeros and the zeros by ones. In 1986, Brualdi, Manber, and Ross [3] proved that for every $k$-regular 0, 1 matrix $M$ of dimensions $n \times n$ with $n > k > 0$, the rank of $M$ over the reals is equal to that of $\overline{M}$, that is, $\text{rank}_{\text{R}}(M) = \text{rank}_{\text{R}}(\overline{M})$. Following their work, Pullman [14] asked in 1988 whether every such matrix $M$ satisfies $\text{rank}_{\text{bin}}(M) = \text{rank}_{\text{bin}}(\overline{M})$, as holds in the simple case of $k = 1$. In 1990, Hefner, Henson, Lundgren, and Maybee [9] conjectured that the answer to this question is negative (see [9] Conjecture 3.2; see also [13, Open problem 7.1]). Building on recent advances in communication complexity [1], the conjecture of [9] was settled in [8] in a strong form. Namely, it was shown there that for infinitely many integers $r$, there exists a regular matrix $M$ satisfying $\text{rank}_{\text{bin}}(M) = r$ and yet $\text{rank}_{\text{bin}}(\overline{M}) \leq 2^{O(\sqrt{\log r})}$. This separation is known to be optimal up to $\log \log r$ multiplicative factors in the exponent.

A prominent class of regular matrices is that of circulant matrices, i.e., square matrices in which every row is a cyclic shift of the row that precedes it by one element to the right. For integers $n \geq k \geq 0$, let $D_{n,k}$ denote the $n \times n$ circulant matrix whose first row starts with $n-k$ ones followed by $k$ zeros. The real rank of the matrix $D_{n,k}$ is known to satisfy

$$\text{rank}_{\text{R}}(D_{n,k}) = n - \gcd(n,k) + 1$$

for $n > k \geq 0$ (see Lemma 2.1). Since the real rank forms a lower bound on the binary rank, it follows that $\text{rank}_{\text{bin}}(D_{n,k}) = n$ whenever $n$ and $k$ are relatively prime. For $k = 2$, Gregory proved in [6], relying on an algebraic technique of Graham and Pollak [5], that $\text{rank}_{\text{bin}}(D_{n,2}) = n$ for all $n \geq 3$. It is not difficult to see that the binary rank of the complement of $D_{n,2}$, which is equal up to a permutation of columns to the matrix $D_{n,n-2}$ is also $n$ (see Lemma 2.2). In light of Pullman’s question [14], this means that the 2-regular matrix $D_{n,n-2}$ does not separate the binary rank from the binary rank of the complement.
1.1 Our Contribution

In the current work, we aim to study the binary rank of a family of circulant block diagonal matrices and the binary rank of their complement. This family is defined as follows.

**Definition 1.1.** Let \( k_1, \ldots, k_m \) and \( n_1, \ldots, n_m \) be integers satisfying \( n_i \geq k_i \geq 0 \) for all \( i \in [m] \). A matrix \( M \) is called \((k_1, \ldots, k_m; n_1, \ldots, n_m)\) circulant block diagonal if it is a block matrix with \( m \) diagonal blocks, such that for each \( i \in [m] \), the \( i \)th diagonal block of \( M \) is \( D_{n_i, n_i - k_i} \), and all of whose other entries are zeros. If \( k = k_1 = \cdots = k_m \), the matrix \( M \) is said to be \((k; n_1, \ldots, n_m)\) circulant block diagonal.

Note that every \((k; n_1, \ldots, n_m)\) circulant block diagonal matrix is \( k \)-regular. For the case \( k = 2 \), an old result of Breuer [2] asserts that every 2-regular 0, 1 matrix is equal, up to permutations of rows and columns, to some \((2; n_1, \ldots, n_m)\) circulant block diagonal matrix (see Lemma 2.7).

Our first contribution is a general method for proving upper bounds on the binary rank of block matrices whose diagonal blocks are of some specified structure and all of whose other entries are ones (see Section 3.1). The method is applied to prove the following upper bound on the binary rank of the complement of \((k_1, \ldots, k_m; n_1, \ldots, n_m)\) circulant block diagonal matrices.

**Theorem 1.2.** Let \( M \) be the complement of a \((k_1, \ldots, k_m; n_1, \ldots, n_m)\) circulant block diagonal matrix for integers satisfying \( n_i \geq k_i > 0 \) for all \( i \in [m] \). For every \( i \in [m] \), put \( d_i = \gcd(n_i, k_i) \) if \( n_i > k_i \), and \( d_i = 1 \) if \( n_i = k_i \). Then,

\[
\text{rank}_{\text{bin}}(M) \leq \text{rank}_{\text{R}}(M) + \max_{i \in [m]} d_i - 1.
\]

As a consequence, we produce for every \( k \geq 2 \), a family of \( k \)-regular matrices whose binary rank is strictly larger than that of their complement.

**Theorem 1.3.** For all integers \( k \geq 2 \) and \( r \geq 2k \), there exists a \( k \)-regular 0, 1 matrix \( M \) satisfying

\[
\text{rank}_{\text{bin}}(M) = r \quad \text{and} \quad \text{rank}_{\text{bin}}(\overline{M}) \leq \left\lfloor \frac{k + 1}{2k} \cdot r \right\rfloor + (2k - 3).
\]

In particular, for every integer \( r \geq 4 \), there exists a 2-regular 0, 1 matrix \( M \) satisfying

\[
\text{rank}_{\text{bin}}(M) = r \quad \text{and} \quad \text{rank}_{\text{bin}}(\overline{M}) \leq \left\lfloor \frac{3r}{4} \right\rfloor + 1.
\]

Theorem 1.3 shows that the answer to the aforementioned question of Pullman [14] remains negative even when it is restricted to 2-regular matrices. Note that this is in a strong contrast to the matrices provided in [8] whose regularity grows with their dimensions. We further mention that the construction given in the proof of Theorem 1.3 is elementary and is from the family of circulant block diagonal matrices, whereas the construction of [8] relies on powerful tools from communication complexity (see [1]).

By combining Theorem 1.2 with a result of [2], we determine the binary rank of the complement of any 2-regular matrix up to an additive 1, as stated below.

**Theorem 1.4.** Let \( M \) be a 2-regular 0, 1 matrix of dimensions \( n \times n \). Then, \( M \) is equal, up to permutations of rows and columns, to a \((2; n_1, \ldots, n_m)\) circulant block diagonal matrix for some integers \( m \geq 1 \) and \( n_1, \ldots, n_m \geq 2 \). Let \( m_2 \) denote the number of indices \( i \in [m] \) with \( n_i = 2 \), and let \( m_{\text{even}} \) denote the number of indices \( i \in [m] \) for which \( n_i \) is even. Unless \( M \) is the all-one \( 2 \times 2 \) matrix, it holds that

\[
\text{rank}_{\text{bin}}(M) = n - m_2 \quad \text{and} \quad \text{rank}_{\text{bin}}(\overline{M}) \in \{n - m_{\text{even}}, n - m_{\text{even}} + 1\}.
\]
We now turn to present our lower bounds. For certain families of 2-regular matrices $M$, we show that the upper bound of $n - m_{\text{even}} + 1$ on $\text{rank}_{\text{bin}}(M)$ given in Theorem 1.4 is tight (see Theorems 5.1 and 5.2). This is used to prove the following lower bound on the binary rank of the complement of any 2-regular matrix with a given binary rank $r$.

**Theorem 1.5.** For every integer $r \geq 4$ and for every 2-regular 0,1 matrix $M$ with $\text{rank}_{\text{bin}}(M) = r$, the binary rank of its complement satisfies

$$\text{rank}_{\text{bin}}(M) \geq \left\lceil \frac{3r}{4} \right\rceil + 1.$$  

Note that Theorem 1.3 implies that the bound given in Theorem 1.5 is tight (see Corollary 5.3).

The proof of Theorem 1.5 relies on some general lower bounds we provide on the binary rank of the complement of $(k_1, \ldots, k_m; n_1, \ldots, n_m)$ circulant block diagonal matrices. In this context, we are particularly interested in identifying the cases for which the binary rank of those matrices exceeds their real rank. We provide a variety of sufficient conditions for such a statement to hold. One of them is given by the following theorem.

**Theorem 1.6.** Let $M$ be the complement of a $(k_1, \ldots, k_m; n_1, \ldots, n_m)$ circulant block diagonal matrix for integers satisfying $n_i \geq k_i > 0$ for all $i \in [m]$. Suppose that for each $i \in [m]$, $k_i$ divides $n_i$, and that some $i \in [m]$ satisfies $n_i > k_i > 1$. Then,

$$\text{rank}_{\text{bin}}(M) \geq \text{rank}_{\text{R}}(M) + 1.$$

For the complement of a $(k; n_1, \ldots, n_m)$ circulant block diagonal matrix, the condition in Theorem 1.6 requires $k$ to divide $n_i$ for all $i \in [m]$. However, we prove that the desired lower bound holds even under the weaker condition that some integer $d > 1$ satisfies $d = \gcd(n_i, k)$ for all $i \in [m]$ (see Theorem 4.9). As a consequence, we derive the following result for the matrices $D_{n,k}$, thus extending a result of [6] which concerns the case of $k = 2$.

**Theorem 1.7.** For all integers $n > k > 0$, $\text{rank}_{\text{bin}}(D_{n,k}) \geq \min(\text{rank}_{\text{R}}(D_{n,k}) + 1, n)$.

We refer the reader to Theorems 4.6, 4.8 and 4.10 for additional sufficient conditions for the binary rank of the complement of a $(k_1, \ldots, k_m; n_1, \ldots, n_m)$ circulant block diagonal matrix to exceed its real rank.

We conclude this section with a few questions raised by our work. It would be interesting to better understand the binary rank of the complement of $(k_1, \ldots, k_m; n_1, \ldots, n_m)$ circulant block diagonal matrices. In particular, it would be nice to figure out when the upper bound provided by Theorem 1.2 is tight. While we have shown that this bound is tight in several cases, we are not aware of any choice of the parameters for which it is not. Of special interest is the problem of determining the binary rank of the single-block matrices $D_{n,k}$ for $k \geq 3$. Note that for $k = 3$, a conjecture of Hefner et al. [9] asserts that $\text{rank}_{\text{bin}}(D_{n,3}) = n$ for all $n \geq 6$. Finally, it would be interesting to extend the statement of Theorem 1.5 and to determine for all integers $k$ and $r$, the smallest possible binary rank of the complement of a $k$-regular matrix with binary rank $r$. 


1.2 Outline

The rest of the paper is organized as follows. In Section 2, we gather several definitions and results that will be used throughout the paper. In Section 3, we present our general method for proving upper bounds on the binary rank of block matrices and derive Theorems 1.2, 1.3, and 1.4. In Section 4, we provide sufficient conditions for the binary rank of the complement of a \((k_1, \ldots, k_m; n_1, \ldots, n_m)\) circulant block diagonal matrix to exceed its real rank, and confirm Theorems 1.6 and 1.7. Finally, in Section 5, we focus on the binary rank of the complement of 2-regular matrices and prove Theorem 1.5.

2 Preliminaries

2.1 The Matrix \(D_{n,k}\)

A circulant matrix is a square matrix in which every row is obtained by a cyclic shift of the row that precedes it by one element to the right. Recall that for integers \(n \geq k \geq 0\), \(D_{n,k}\) is the \(n \times n\) circulant matrix whose first row starts with \(n-k\) ones followed by \(k\) zeros. It will be convenient here to state the results on these matrices in terms of the \(k\)-regular matrix \(D_{n,n-k}\), whose first row has \(k\) ones followed by \(n-k\) zeros. Its real rank is determined by the following lemma, which stems from a result of Ingleton [10] (see, e.g., [4]).

**Lemma 2.1.** For all integers \(n \geq k > 0\), \(\text{rank}_R(D_{n,n-k}) = n - \gcd(n,k) + 1\).

We next observe that the binary rank of \(D_{n,n-k}\) is full, provided that the number \(k\) of ones in a row does not exceed \([n/2]\).

**Lemma 2.2.** For all integers \(n\) and \(k\) such that \(0 < k \leq [n/2]\), \(\text{rank}_{\text{bin}}(D_{n,n-k}) = n\).

**Proof:** It clearly holds that \(\text{rank}_{\text{bin}}(D_{n,n-k}) \leq n\), because the ones of every row can be covered by a single combinatorial rectangle. For the other direction, consider the \(n\) diagonal entries of \(D_{n,n-k}\). By \(k > 0\), they are all ones. Using \(k \leq [n/2]\), it can be verified that they form an isolation set, that is, no two of them belong to an all-one \(2 \times 2\) matrix. Therefore, no two of them can belong to a common combinatorial rectangle of ones. This implies that \(\text{rank}_{\text{bin}}(D_{n,n-k}) \geq n\) and completes the proof. 

2.2 Block Matrices

2.2.1 Notation

For integers \(m \geq 1\) and \(n_1, \ldots, n_m \geq 1\), let \(M\) be a block matrix with \(m\) diagonal blocks, where for each \(i \in [m]\), the \(i\)th diagonal block of \(M\) is of dimensions \(n_i \times n_i\). Throughout the work, we denote the index of a row or a column of such a matrix \(M\) by a pair \((i,j)\) with \(i \in [m]\) and \(j \in [n_i]\), referring to the \(j\)th row or column of the \(i\)th diagonal block of \(M\). We refer to the sub-matrix of \(M\) that consists of the rows of \(\{i\} \times [n_i]\) and the columns of \(\{j\} \times [n_j]\) as the \((i,j)\) block of \(M\). Note that the \((i,i)\) block of \(M\) is its \(i\)th diagonal block.
2.2.2 Regular Diagonal Blocks

It was shown in [3] that for every $k$-regular $0,1$ matrix $M$ of dimensions $n \times n$ with $n > k > 0$, it holds that $\text{rank}_R(M) = \text{rank}_R(\overline{M})$. The following lemma generalizes the result of [3] to block diagonal matrices whose diagonal blocks are regular.

**Lemma 2.3.** Let $M$ be a block matrix with $m$ diagonal blocks, where for each $i \in [m]$, the $i$th diagonal block of $M$ is a $k_i$-regular $0,1$ matrix of dimensions $n_i \times n_i$ for integers $n_i \geq k_i > 0$, and all of whose other entries are zeros. Then, $\text{rank}_R(M) = \text{rank}_R(\overline{M})$, unless $M$ is an all-one matrix.

For the proof of Lemma 2.3, we need the following lemma attributed to Ryser in [3].

**Lemma 2.4 ([3] Lemma 2.1).** For every $0,1$ matrix $M$, the following two statements are equivalent.

1. $\text{rank}_R(M) = \text{rank}_R(\overline{M})$.

2. The all-one vector belongs to the row span of $M$ if and only if it belongs to the row span of $\overline{M}$.

**Proof of Lemma 2.3** Let $M$ be a matrix as in the statement of the lemma. It can be assumed that $m \geq 2$ or $n_1 > k_1$, because otherwise $M$ is an all-one matrix. For every $i \in [m]$, the $i$th diagonal block of $M$ is $k_i$-regular, so in particular, it has $k_i$ ones in each of its columns. Consider the vector obtained by summing the rows of $M$ that correspond to the $i$th block, and observe that it has the value $k_i$ in the entries of the $i$th block and zeros elsewhere. By considering the linear combination of the rows of $M$, where for each $i \in [m]$, the coefficient of every row of the $i$th block is $1/k_i$, it follows that the all-one vector belongs to the row span of $M$.

Consider next the linear combination of the rows of $\overline{M}$, where for each $i \in [m]$, the coefficient of every row of the $i$th block is $a_i = \prod_{j \in [m]\setminus\{i\}} k_j$. Observe that for each $i \in [m]$, the value of the obtained vector in the entries of the $i$th block is

$$a_i \cdot (n_i - k_i) + \sum_{j \in [m]\setminus\{i\}} a_j \cdot n_j = \sum_{j=1}^{m} a_j \cdot n_j - a_i \cdot k_i = \sum_{j=1}^{m} a_j \cdot n_j - \prod_{j=1}^{m} k_j.$$

Notice that the latter is independent of $i$. Moreover, it is nonzero, because $a_i > 0$ for all $i \in [m]$ and, in addition, $m \geq 2$ or $n_1 > k_1$. It thus follows that the all-one vector belongs to the row span of $\overline{M}$. Since the all-one vector belongs to the row span of both $M$ and $\overline{M}$, Lemma 2.4 implies that $\text{rank}_R(M) = \text{rank}_R(\overline{M})$, as required.\[\square\]

2.2.3 Circulant Block Diagonal Matrices

Recall that a matrix is called $(k_1, \ldots, k_m; n_1, \ldots, n_m)$ circulant block diagonal if it is a block matrix with $m$ diagonal blocks, such that for each $i \in [m]$, its $i$th diagonal block is $D_{n_i, n_i - k_i}$, and all of whose other entries are zeros (see Definition 1.1). By combining Lemmas 2.1 and 2.3, we determine the real rank of such matrices and of their complement.

**Lemma 2.5.** Let $M$ be a $(k_1, \ldots, k_m; n_1, \ldots, n_m)$ circulant block diagonal matrix for integers satisfying $n_i \geq k_i > 0$ for all $i \in [m]$. If $M$ is not an all-one matrix, then

$$\text{rank}_R(M) = \text{rank}_R(\overline{M}) = \sum_{i=1}^{m} (n_i - \gcd(n_i, k_i) + 1).$$
Proof: By Definition 1.1, for each $i \in [m]$ it holds that the $i$th diagonal block of $M$ is equal to $D_{n_i, n_i-k_i}$ and is thus $k_i$-regular, and all the other entries of $M$ are zeros. Since $M$ is not an all-one matrix, using the assumption $n_i \geq k_i > 0$ for all $i \in [m]$, we can apply Lemma 2.3 to obtain that 

$$\text{rank}_R(M) = \text{rank}_R(M).$$

Further, since $M$ is block diagonal, its real rank is the sum of the real rank of its diagonal blocks. Using Lemma 2.1 we obtain that 

$$\text{rank}_R(M) = \sum_{i=1}^{m} \text{rank}_R(D_{n_i, n_i-k_i}) = \sum_{i=1}^{m} (n_i - \gcd(n_i, k_i) + 1),$$

and we are done.

We derive the following lemma.

Lemma 2.6. Let $M$ be a $(2; n_1, \ldots, n_m)$ circulant block diagonal matrix for integers satisfying $n_i \geq 2$ for all $i \in [m]$, and put $n = \sum_{i=1}^{m} n_i$. Let $m_{\text{even}}$ denote the number of indices $i \in [m]$ for which $n_i$ is even. If $M$ is not the all-one $2 \times 2$ matrix, then 

$$\text{rank}_R(M) = \text{rank}_R(M) = n - m_{\text{even}}.$$

Proof: Suppose that $M$ is not the all-one $2 \times 2$ matrix. By Lemma 2.3, we obtain that 

$$\text{rank}_R(M) = \text{rank}_R(M) = \sum_{i=1}^{m} (n_i - \gcd(n_i, 2) + 1) = n - m_{\text{even}},$$

so we are done.

2.2.4 A Characterization of 2-Regular Matrices

The following simple lemma characterizes the structure of 2-regular 0,1 matrices. Its proof uses an argument of Breuer [2], presented here essentially for completeness. In what follows, a matrix is said to have a single block if it is impossible to apply permutations to its rows and columns and to obtain a block matrix with two square diagonal blocks, where all the other entries are zeros.

Lemma 2.7. Every 2-regular 0,1 matrix is equal, up to permutations of the rows and columns, to a $(2; n_1, \ldots, n_m)$ circulant block diagonal matrix for some integers $m \geq 1$ and $n_1, \ldots, n_m \geq 2$.

Proof: Let $M$ be a 2-regular 0,1 matrix. We first claim that $M$ is equal, up to permutations of rows and columns, to a block matrix with square diagonal blocks, such that each diagonal block has a single block and all the other entries are zeros. Indeed, this trivially holds in case that $M$ has a single block. Otherwise, it is possible to apply permutations to its rows and columns to obtain a block matrix with two square diagonal blocks, where all the other entries are zeros. By repeatedly applying this procedure to the obtained diagonal blocks, we get a matrix with the desired form. Let $m \geq 1$ denote the number of its diagonal blocks, and for each $i \in [m]$, let $n_i$ denote the number of rows (or columns) in the $i$th diagonal block.
Since $M$ is 2-regular, it follows that each of the above diagonal blocks is 2-regular as well, and thus $n_i \geq 2$ for all $i \in [m]$. We claim that the $i$th diagonal block is equal, up to permutations of its rows and columns, to the matrix $D_{n_in_i-2}$. Indeed, if $n_i = 2$, then the $i$th diagonal block is $D_{2,0}$. Otherwise, using the 2-regularity, one can apply a suitable permutation of columns to obtain $(1,1,0\ldots,0)$ as the first row of the block. Using again the 2-regularity and the fact that $n_i > 2$, one can apply suitable permutations of rows and columns to obtain $(0,1,1,0\ldots,0)$ as the second row of the block. Proceeding this way, it follows that by applying some permutations to the rows and columns of the $i$th diagonal block, the $j$th row of the block, for $j \in [n_i]$, has ones in columns $j$ and $j+1$ of the block and zeros elsewhere (where $n_i + 1$ is identified with 1). This implies that the $i$th diagonal block of the obtained matrix is $D_{n_in_i-2}$ for every $i \in [m]$. Hence, it is a $(2;n_1,\ldots,n_m)$ circulant block diagonal matrix for integers satisfying $n_i \geq 2$ for all $i \in [m]$, and we are done. 

3 Upper Bounds

In this section, we present a general method for proving upper bounds on the binary rank of block matrices with diagonal blocks of some specified structure and ones elsewhere. We then apply this method to the complement of circulant block diagonal matrices and prove Theorem 1.2.

3.1 The General Method

We start with the following definition.

**Definition 3.1.** For integers $t > r \geq 0$, let $\mathcal{M}_{t,r}$ be the collection of all $0,1$ matrices $M$ of dimensions $n \times n$ for an integer $n \geq 1$ for which there exist sets $A_1,\ldots,A_t \subseteq [n]$ and $B_1,\ldots,B_t \subseteq [n]$ such that

1. the combinatorial rectangles $A_1 \times B_1,\ldots,A_t \times B_t$ form a partition of the ones in $M$,
2. the sets $A_1,\ldots,A_t$ are pairwise disjoint,
3. there exists a set $L \subseteq [t] \setminus [r]$ for which the sets $B_l$ with $l \in L$ form a partition of $[n]$, and
4. for every $s \in [r]$, there exists a set $L_s \subseteq [t] \setminus [r]$ for which the sets $B_l$ with $l \in L_s$ form a partition of $[n] \setminus B_s$.

Our method supplies an upper bound on the binary rank of a block matrix $M$ that has diagonal blocks from the families $\mathcal{M}_{t,r}$ and ones elsewhere. Before the formal statement and proof, let us briefly describe the high-level idea of our construction. For concreteness, suppose that $M$ has $m$ diagonal blocks, and that for every $i \in [m]$, the $i$th diagonal block of $M$ belongs to the family $\mathcal{M}_{t_i,r_i}$ for the integers $t_i > r_i \geq 0$.

First, it is easy to see that the binary rank of $M$ is at most $\sum_{i=1}^{m} t_i$. Indeed, for any $i \in [m]$, Item 1 of Definition 3.1 implies that there exist $t_i$ combinatorial rectangles that form a partition of the ones in the $i$th diagonal block of $M$. Moreover, Item 3 of Definition 3.1 guarantees that the set of columns of the $i$th block can be represented as a disjoint union of column sets of these rectangles. This allows us to extend the sets of rows of these $t_i$ rectangles so that they will also cover the ones above and below the $i$th diagonal block. By applying this procedure to all diagonal blocks, we get...
a partition of the ones in the matrix \( M \) into \( \sum_{i=1}^{m} t_i \) combinatorial rectangles, yielding the claimed bound on its binary rank.

To obtain a more economical partition of the ones in \( M \), we use the other properties of the partitions of the diagonal blocks of \( M \) given by Definition 3.1. Specifically, the definition guarantees that among the \( t_i \) rectangles of the \( i \)th diagonal block of \( M \), there are \( r_i \) special rectangles, those labelled 1, \ldots, \( r_i \). We show, roughly speaking, that the special rectangles of the \( m \) diagonal blocks can be combined together into fewer rectangles which can be completed to a relatively small partition of the ones in \( M \).

To do so, we first consider some set of special rectangles of different diagonal blocks of \( M \), and construct a rectangle whose rows and columns consist of all the rows and columns of these rectangles. Next, we consider a set of some other special rectangles of different diagonal blocks of \( M \), and construct a rectangle whose rows and columns consist of the rows and columns of all of them. Proceeding this way, we obtain a collection of merged rectangles, whose number is the largest \( r_i \) with \( i \in [m] \). We further add to this collection the other \( t_i - r_i \) non-special rectangles of every block \( i \in [m] \). It turns out that the properties of the rectangles from Definition 3.1 allow us to extend the row sets of the non-special rectangles of each block to cover the remaining uncovered ones in its columns without increasing the number of rectangles. This results in a partition of the ones in \( M \) into only \( \sum_{i=1}^{m} (t_i - r_i) + \max_{i \in [m]} r_i \) combinatorial rectangles.

We now present the formal statement and the full proof (see Figure 1 for an illustration).

**Theorem 3.2.** For an integer \( m \), let \( t_1, \ldots, t_m \) and \( r_1, \ldots, r_m \) be integers satisfying \( t_i > r_i \geq 0 \) for each \( i \in [m] \). Let \( M \) be a block matrix with \( m \) diagonal blocks, such that for each \( i \in [m] \), the \( i \)th diagonal block of \( M \) belongs to \( \mathcal{M}_{t_i, r_i} \), and all of whose other entries are ones. Then,

\[
\text{rank}_{\text{bin}}(M) \leq \sum_{i=1}^{m} (t_i - r_i) + \max_{i \in [m]} r_i.
\]

**Proof:** For each \( i \in [m] \), consider the \( i \)th diagonal block \( M^{(i)} \) of \( M \), and let \( n_i \) denote the number of its rows (or columns). Put \( n = \sum_{i \in [m]} n_i \). By assumption, the matrix \( M^{(i)} \) belongs to \( \mathcal{M}_{t_i, r_i} \). Considering the indices of \( \{i\} \times [n_i] \) for the rows and columns of \( M^{(i)} \), let \( A_{i}^{(i)} \), \( B_{i}^{(i)} \subseteq \{i\} \times [n_i] \) for \( i \in [t_i] \) be the sets that satisfy the conditions given in Definition 3.1 with respect to \( M^{(i)} \). It follows, using Item 1 of Definition 3.1 that the rectangles \( R_{i}^{(i)} = A_{i}^{(i)} \times B_{i}^{(i)} \) for all \( i \in [m] \) and \( l \in [t_i] \) do not overlap and cover the ones of the diagonal blocks of \( M \). Assume without loss of generality that \( r_1 = \max_{i \in [m]} r_i \).

The matrix \( M \) can be viewed as a concatenation of \( m \) sub-matrices \( Q_1, \ldots, Q_m \), where \( Q_i \) is the \( n \times n_i \) matrix that consists of the columns of \( M \) that correspond to the \( i \)th block. Note that \( Q_i \) consists of the matrix \( M^{(i)} \) in the rows of \( \{i\} \times [n_i] \) and ones elsewhere, and that its columns are indexed by \( \{i\} \times [n_i] \).

We turn to describe a partition of the ones in \( M \) into combinatorial rectangles. We first define a collection of \( r_1 \) rectangles based on the rectangles \( R_{s}^{(i)} \) with \( i \in [m] \) and \( s \in [r_i] \). To do so, for every \( s \in [r_1] \), consider the set \( F_s \) of all blocks \( i \in [m] \) whose \( s \)th rectangle \( R_{s}^{(i)} \) exists and is among the first \( r_i \) rectangles of the block, namely, \( F_s = \{i \in [m] \mid s \leq r_i\} \). For every \( s \in [r_1] \), we define the rectangle

\[
P_s = \left( \bigcup_{i \in F_s} A_{s}^{(i)} \right) \times \left( \bigcup_{j \in F_s} B_{s}^{(j)} \right),
\]
and we let $P$ denote the collection of these $r_1$ rectangles. We claim that for every $s \in [r_1]$, $P_s$ is a rectangle of ones in $M$. Indeed, for every $i, j \in F_s$, the rectangle $P_s$ covers in block $(i, j)$ of $M$ the ones covered by the rectangle $A_s^{(i)} \times B_s^{(j)}$. For $i = j$, this rectangle belongs to the given partition of the ones in $M^{(i)}$, and for $i \neq j$, all the entries of block $(i, j)$ in $M$ are ones, hence for both cases, the entries of $P_s$ have ones in $M$. We further claim that the rectangles of $P$ do not overlap. This indeed follows from Item 2 of Definition 3.1 that guarantees that their sets of rows are pairwise disjoint.

We turn now to cover the remaining uncovered ones in $M$. To do so, fix some $i \in [m]$, and let us describe a collection of rectangles that form a partition of the remaining uncovered ones in the sub-matrix $Q_i$. First, we consider the $t_i - r_i$ rectangles $R^{(i)}_l$ for $l \in [t_i] \setminus [r_i]$ whose support lies on the $i$th diagonal block of $M$. Recall that these rectangles, together with the rectangles $R^{(i)}_s$ for $s \in [r_i]$ that are contained in the rectangles of $P$, form by Item 1 of Definition 3.1 a partition of the ones in the rows of $\{i\} \times [n_i]$ in $Q_i$. Each of the other rows of $Q_i$, whose indices do not belong to $\{i\} \times [n_i]$, is either uncovered at all so far, or is covered by the rectangles of $P$ at the columns of a unique set $B^{(i)}_s$ with $s \in [r_i]$, where the uniqueness follows from Item 2 of Definition 3.1. By Item 3 of Definition 3.1, the set of columns $\{i\} \times [n_i]$ of $Q_i$ is a disjoint union of certain column sets $B^{(i)}_l$ with $l \in [t_i] \setminus [r_i]$. This implies that the all-one rows in $Q_i$ that are not covered at all so far, can be covered by adding them to the row sets of the corresponding rectangles $R^{(i)}_l$ with $l \in [t_i] \setminus [r_i]$. Similarly, by Item 4 of Definition 3.1, for every $s \in [r_i]$ it holds that the set of columns $(\{i\} \times [n_i]) \setminus B^{(i)}_s$ of $Q_i$ is a disjoint union of certain column sets $B^{(i)}_l$ with $l \in [t_i] \setminus [r_i]$. Therefore, the sets of rows of the rectangles $R^{(i)}_l$ with $l \in [t_i] \setminus [r_i]$ can be extended to cover the remaining uncovered ones in $Q_i$, as well.

By applying the construction described above to all diagonal blocks $i \in [m]$ and by combining the produced rectangles with those of $P$, we obtain a collection of $\sum_{i=1}^m (t_i - r_i) + r_1$ rectangles that form a partition of the ones in $M$. This yields the desired upper bound on the binary rank of $M$, so we are done.

3.2 The Complement of Circulant Block Diagonal Matrices

The following lemma relates the matrices $D_{n,k}$ to the families $\mathcal{M}_{t,r}$ (see Definition 3.1 and Figure 1).

Lemma 3.3. Let $n \geq 1$ be an integer.

1. The matrices $D_{n,0}$ and $D_{n,n}$ belong to $\mathcal{M}_{1,0}$.

2. For every integer $k$ such that $n > k > 0$, the matrix $D_{n,k}$ belongs to $\mathcal{M}_{n,d-1}$ for $d = \gcd(n,k)$.

Proof: It is easy to see that $D_{n,0} \in \mathcal{M}_{1,0}$, as follows from the choice of the sets $A_1 = B_1 = [n]$ which satisfy the conditions of Definition 3.1 (in a somewhat trivial manner). Similarly, $D_{n,n} \in \mathcal{M}_{1,0}$, as follows from the choice of the sets $A_1 = [n]$ and $B_1 = \emptyset$.

For the second item of the lemma, let $n$ and $k$ be integers satisfying $n > k > 0$, and put $d = \gcd(n,k)$. We turn to show that the matrix $D_{n,k}$ belongs to $\mathcal{M}_{n,d-1}$. To do so, consider the $n$ subsets of $[n]$ that include $d$ cyclically consecutive elements, that is, the sets

$$B_l = \{l, l+1, \ldots, l+d-1\}$$
for $l \in [n]$, where the elements are considered modulo $n$ with their representatives in $[n]$. Observe that for every $i \in [n]$, the support of row $i$ in $D_{n,k}$ can be represented as a disjoint union of $(n-k)/d$ sets $B_l$ with $l = i \pmod{d}$. For every $l \in [n]$, let $A_l$ denote the set of rows $i \in [n]$ of $D_{n,k}$ for which this representation of row $i$ includes the set $B_l$.

We claim that the sets $A_l$ and $B_l$ for $l \in [n]$ satisfy the conditions of Definition 3.1. For Item 1, it follows from the definition of the sets that the rectangles $A_l \times B_l$ for $l \in [n]$ form a partition of the ones in $D_{n,k}$. For Item 2, the definition of the sets implies that for every $l \in [n]$, the set $A_l$ includes only elements that are congruent to $l$ modulo $d$, so in particular, the sets $A_1, \ldots, A_{d-1}$ are pairwise disjoint. For Item 3, observe that the sets $B_l$ with $l = d \pmod{d}$, whose indices $l$ clearly satisfy $l \in [n] \setminus [d-1]$, form a partition of $[n]$. Finally, for Item 4, fix some $s \in [d-1]$, and observe that the sets $B_l$ with $l = s \pmod{d}$ and $l \neq s$, whose indices $l$ again satisfy $l \in [n] \setminus [d-1]$, form a partition of $[n] \setminus B_s$. It therefore follows that $D_{n,k} \in \mathcal{M}_{n,d-1}$, and we are done.

---

Figure 1: An illustration for the proof of Theorem 3.2. Consider the matrix that has two diagonal blocks that are equal to $D_{9,3}$ and ones elsewhere. The matrix $D_{9,3}$ belongs to the family $\mathcal{M}_{9,2}$. This follows from the choice of sets $A_l = \{l, l+6\}$ and $B_l = \{l, l+1, l+2\}$ for $l \in [9]$, where the elements are considered modulo 9 in [9] (see Lemma 3.3). In the partition of the ones described in the figure, the rectangles $A_1 \times B_1$ of the two diagonal blocks are merged into a single rectangle (labelled 1), and the rectangles $A_2 \times B_2$ of the two diagonal blocks are merged into a single rectangle (labelled 2). The extensions of the other rectangles $A_l \times B_l$ for $l \in [9] \setminus [2]$, as defined in the proof of Theorem 3.2, are labelled in the figure by $l$ and $l'$ in the left and right blocks respectively. It follows that the binary rank of the matrix is at most 16.
Equipped with Theorem 3.2 and Lemma 3.3 we restate and prove Theorem 1.2.

**Theorem 1.2.** Let \( M \) be the complement of a \((k_1, \ldots, k_m; n_1, \ldots, n_m)\) circulant block diagonal matrix for integers satisfying \( n_i \geq k_i > 0 \) for all \( i \in [m] \). For every \( i \in [m] \), put \( d_i = \gcd(n_i, k_i) \) if \( n_i > k_i \), and \( d_i = 1 \) if \( n_i = k_i \). Then,

\[
\text{rank}_{\text{bin}}(M) \leq \text{rank}_R(M) + \max_{i \in [m]} d_i - 1.
\]

**Proof:** It may be assumed that the matrix \( M \) is nonzero, as otherwise the statement of the theorem trivially holds. Using the assumption \( n_i \geq k_i > 0 \) for all \( i \in [m] \), we can apply Lemma 2.5 to the complement of \( M \) to obtain that

\[
\text{rank}_R(M) = \sum_{i=1}^{m} (n_i - \gcd(n_i, k_i) + 1) = |I| + \sum_{i \in [m] \setminus I} (n_i - d_i + 1).
\]

By Lemma 3.3 the \( i \)th diagonal block of \( M \), which is the complement of \( D_{n_i, n_i - k_i} \), belongs to \( M_{1,0} \) for \( i \in I \) and to \( M_{n_i, d_i - 1} \) for \( i \in [m] \setminus I \). By Theorem 3.2 this implies that

\[
\text{rank}_{\text{bin}}(M) \leq |I| + \sum_{i \in [m] \setminus I} (n_i - d_i + 1) + \max_{i \in [m]} d_i - 1 = \text{rank}_R(M) + \max_{i \in [m]} d_i - 1,
\]

and the result follows.

We next prove Theorem 1.3.

**Proof of Theorem 1.3.** Write \( r = 2k \cdot \ell + t \) for integers \( \ell \geq 1 \) and \( 0 \leq t \leq 2k - 1 \), and define \( n = 2k \cdot \ell + k \cdot t \). Let \( M \) be the \( n \times n \) block diagonal matrix that consists of \( \ell \) diagonal blocks that are equal to \( D_{2k,k} \) and \( t \) diagonal blocks that are equal to \( D_{k,0} \). Equivalently, \( M \) is the \((k;2k,\ldots,2k,k,\ldots,k)\) circulant block diagonal matrix, where \( 2k \) and \( k \) appear, respectively, \( \ell \) and \( t \) times. By Lemma 3.3 it holds that \( D_{2k,k} \in M_{2k,k-1} \) and \( D_{k,0} \in M_{1,0} \). Applying Theorem 3.2 to \( M \), we obtain that

\[
\text{rank}_{\text{bin}}(M) \leq (k+1) \cdot \ell + t + (k-1) = (k+1) \cdot \ell + \left\lfloor \frac{k+1}{2k} \cdot t \right\rfloor + \left\lfloor \frac{k-1}{2k} \cdot t \right\rfloor + (k-1) \leq \left\lfloor \frac{k+1}{2k} \cdot r \right\rfloor + (2k-3),
\]

where the last inequality holds using \( t \leq 2k - 1 \). This completes the proof.

We end this section with the proof of Theorem 1.4, which determines, almost exactly, the binary rank of 2-regular matrices and of their complement.
Proof of Theorem 4.4 Let \( M \) be a 2-regular 0,1 matrix of dimensions \( n \times n \). By Lemma 2.7, \( M \) is equal, up to permutations of rows and columns, to a \((2; n_1, \ldots, n_m)\) circulant block diagonal matrix for some integers \( m \geq 1 \) and \( n_1, \ldots, n_m \geq 2 \). Note that \( n = \sum_{i=1}^{m} n_i \). Let \( m_2 \) denote the number of indices \( i \in [m] \) with \( n_i = 2 \), and let \( m_{\text{even}} \) denote the number of indices \( i \in [m] \) for which \( n_i \) is even.

Suppose that \( M \) is not the all-one \( 2 \times 2 \) matrix. By Lemma 2.6 it holds that

\[
\text{rank}_R(M) = \text{rank}_R(M) = n - m_{\text{even}}. \tag{2}
\]

Since \( M \) is a block diagonal matrix, its binary rank is equal to the sum of the binary rank of its diagonal blocks. It clearly holds that \( \text{rank}_{\text{bin}}(D_{2,0}) = 1 \), and Lemma 2.2 implies that for every \( i \in [m] \) with \( n_i > 2 \), it holds that \( \text{rank}_{\text{bin}}(D_{n_i,n_i-2}) = n_i \). This implies that

\[
\text{rank}_{\text{bin}}(M) = \sum_{i=1}^{m} \text{rank}_{\text{bin}}(D_{n_i,n_i-2}) = n - m_2.
\]

As for the complement of \( M \), the real rank forms a lower bound on its binary rank. Hence, it follows from (2) that

\[
\text{rank}_{\text{bin}}(M) \geq \text{rank}_R(M) = n - m_{\text{even}}.
\]

On the other hand, Theorem 1.2 combined with (2) implies that

\[
\text{rank}_{\text{bin}}(M) \leq \text{rank}_R(M) + 1 = n - m_{\text{even}} + 1.
\]

It thus follows that \( \text{rank}_{\text{bin}}(M) \in \{n - m_{\text{even}}, n - m_{\text{even}} + 1\} \), as required. \( \blacksquare \)

4 Lower Bounds

In this section, we prove for several families of circulant block diagonal matrices that the binary rank of their complement is strictly larger than the real rank. We start with some lemmas that will be used later to prove the lower bounds on the binary rank.

4.1 Lemmas

Consider the following definition.

Definition 4.1 (Row and Column Sequences). Let \( M \) be the complement of a \((k_1, \ldots, k_m; n_1, \ldots, n_m)\) circulant block diagonal matrix for integers satisfying \( n_i \geq k_i \geq 0 \), and let \( R = A \times B \) be a rectangle of ones in \( M \). For any \( i \in [m] \), put \( d_i = \gcd(n_i, k_i) \). The row sequence of \( R \) in block \( i \) is defined as the sequence of integers \((a_1, \ldots, a_{d_i})\), where for each \( t \in [d_i], a_t \) is the number of rows of \( R \) in the \( i \)th diagonal block of \( M \) whose indices in the block are congruent to \( t \) modulo \( d_i \), i.e., the number of rows \( (i, j) \in A \) of \( R \) with \( j = t \, (\text{mod} \, d_i) \). If \( a_1 = a_2 = \cdots = a_{d_i} \), then we say that \( R \) is balanced in rows in block \( i \). Similarly, the column sequence of \( R \) in block \( i \) is defined as the sequence of integers \((b_1, \ldots, b_{d_i})\), where for each \( t \in [d_i], b_t \) is the number of columns of \( R \) in the \( i \)th diagonal block of \( M \) whose indices in the block are congruent to \( t \) modulo \( d_i \), i.e., the number of columns \( (i, j) \in B \) of \( R \) with \( j = t \, (\text{mod} \, d_i) \). If \( b_1 = b_2 = \cdots = b_{d_i} \), then we say that \( R \) is balanced in columns in block \( i \).
The following lemma relates the size of a partition of the ones in the complement of a circulant block diagonal matrix to the row and column sequences of its rectangles. We will use it to show that if the partition includes a rectangle that is not balanced in rows or in columns in some block then its size is larger than the real rank of the matrix (see Corollary 4.3).

Lemma 4.2. Let $M$ be the complement of a $(k_1, \ldots, k_m; n_1, \ldots, n_m)$ circulant block diagonal matrix for integers satisfying $n_i \geq k_i \geq 0$ for all $i \in [m]$, and let $P$ be a partition of the ones in $M$ into combinatorial rectangles. For some $h \in [m]$, put $d_h = \gcd(n_h, k_h)$. Suppose that $P$ includes $\ell$ rectangles whose row (or column) sequences in block $h$ are $a^{(1)}, \ldots, a^{(\ell)} \in \mathbb{Z}^{d_h}$, and let $a^{(0)}$ denote the all-one vector in $\mathbb{Z}^{d_h}$. If the vectors of $\{a^{(0)}, a^{(1)}, \ldots, a^{(\ell)}\}$ are linearly independent, then

$$|P| \geq \text{rank}_R(M) + \ell.$$ 

Proof: Let $M$ and $P$ be a matrix and a partition of its ones into combinatorial rectangles as in the statement of the lemma. Let $R_1, \ldots, R_\ell \in P$ be the $\ell$ rectangles, viewed as 0, 1 matrices, whose row sequences in block $h$ are respectively $a^{(1)}, \ldots, a^{(\ell)} \in \mathbb{Z}^{d_h}$ where $d_h = \gcd(n_h, k_h)$, and suppose that they form together with $a^{(0)}$ a linearly independent set.

Consider the 0, 1 matrix $M' = M - \sum_{s=1}^\ell R_s$. We turn to prove that $\text{rank}_R(M') \geq \text{rank}_R(M)$. Since the rectangles of $P$ excluding $R_1, \ldots, R_\ell$ form a partition of the ones in $M'$ into combinatorial rectangles, this will imply that

$$|P| \geq \text{rank}_{\text{bin}}(M') + \ell \geq \text{rank}_R(M') + \ell \geq \text{rank}_R(M) + \ell,$$

and will thus complete the proof.

To prove that $\text{rank}_R(M') \geq \text{rank}_R(M)$, consider the system of linear equations

$$M' \cdot x = 0,$$  \hspace{1cm} (3)

where $x$ is a real vector whose entries are naturally denoted by $x_{i,j}$ for $i \in [m]$ and $j \in [n_i]$, such that $x_{i,j}$ is the $j$th entry of the $i$th block in $x$. Throughout the proof, the indices $j$ in the pairs $(i,j)$ are considered modulo $n_i$ with their representatives in $[n_i]$. For every $i \in [m]$, put $X_i = \sum_{j \in [n_i]} x_{i,j}$, and let $X = \sum_{i=1}^m X_i$ denote the sum of all the entries of $x$. Further, for every $s \in [\ell]$, put $R_s = A_s \times B_s$, and let $y_s = \sum_{(i,j) \in B_s} x_{i,j}$ denote the sum of the variables that correspond to the columns of $R_s$. Notice that for each $i \in [m]$, the first row of the $i$th diagonal block of $M$ starts with $k_i$ zeros followed by $n_i - k_i$ ones. This implies that the $(i,j)$ equation of (3) can be written as

$$X_i - (x_{i,j} + x_{i,j+1} + \cdots + x_{i,j+k_i-1}) = z_{i,j},$$

where $z_{i,j}$ is the sum of the variables that correspond to the columns of the rectangles among $R_1, \ldots, R_\ell$ that include the row $(i,j)$. Equivalently, $z_{i,j}$ is the sum of $y_s$ over all $s \in [\ell]$ satisfying $(i,j) \in A_s$.

For every $t \in [d_h]$, consider the $n_h/d_h$ equations of (3) indexed by $(h,j)$ with $j = t \pmod{d_h}$. Observe that every variable $x_{i,j}$ with $i \neq h$ appears with coefficient 1 in the left hand side of each of these equations. For $i = h$, however, the variable $x_{i,j}$ has coefficient 0 in precisely $k_h/d_h$ of them and 1 elsewhere. Letting $\bar{X}$ denote the sum of the left hand side of these $n_h/d_h$ equations, it follows that

$$\bar{X} = \frac{n_h}{d_h} \cdot X - \frac{k_h}{d_h} \cdot X_h.$$
Note that \( \tilde{X} \) is independent of \( t \). As for the right hand side, the sum of these equations includes the variables \( y_s \) for \( s \in [\ell] \), where the coefficient of \( y_s \) is the number of rows \((h,j)\) with \( j = t \pmod{d_h} \) that belong to the set of rows \( A_s \) of the rectangle \( R_s \). By definition, this coefficient is the \( t \)th entry of the row sequence \( a^{(s)} \) of the rectangle \( R_s \). We thus get, for each \( t \in [d_h] \), the equation

\[
\tilde{X} = \sum_{s \in [\ell]} a^{(s)}_t \cdot y_s.
\]

This can be viewed as a system of \( d_h \) linear equations in the variables \( \tilde{X} \) and \( y_s \) for \( s \in [\ell] \). Since the vectors of \( \{a^{(0)}, a^{(1)}, \ldots, a^{(\ell)}\} \) are linearly independent, it follows that \( y_s = 0 \) for all \( s \in [\ell] \), and therefore \( z_{ij} = 0 \) for all pairs \((i, j)\). This implies that any solution \( x \) of the system (3) is also a solution of the system \( M \cdot x = 0 \). Hence, \( \text{rank}_R(M') \geq \text{rank}_R(M) \), and we are done. \hfill \( \blacksquare \)

**Corollary 4.3.** Let \( M \) be the complement of a \( (k_1, \ldots, k_m; n_1, \ldots, n_m) \) circulant block diagonal matrix for integers satisfying \( n_i \geq k_i \geq 0 \) for all \( i \in [m] \), and let \( P \) be a partition of the ones in \( M \) into combinatorial rectangles. Suppose that \( P \) includes a rectangle that is not balanced in rows (or columns) in some block. Then, \( |P| \geq \text{rank}_R(M) + 1 \).

**Proof:** Suppose that \( P \) includes a rectangle that is not balanced in rows (or columns) in some block \( h \in [m] \), and put \( d_h = \gcd(n_h, k_h) \). This implies that the row (or column) sequence of this rectangle in block \( h \) and the all-one vector in \( \mathbb{Z}^{d_h} \) are linearly independent. By applying Lemma 4.2 with \( \ell = 1 \), the result follows. \hfill \( \blacksquare \)

The following lemma relates the size of a partition of the ones in the complement of a circulant block diagonal matrix to the numbers of rows and columns of its rectangles in each block.

**Lemma 4.4.** Let \( M \) be the complement of a \( (k_1, \ldots, k_m; n_1, \ldots, n_m) \) circulant block diagonal matrix for integers satisfying \( n_i \geq k_i \geq 0 \) for all \( i \in [m] \), and let \( P \) be a partition of the ones in \( M \) into combinatorial rectangles. For each \( i \in [m] \), put \( d_i = \gcd(n_i, k_i) \). Let \( R = A \times B \) be a rectangle of \( P \), and for each \( i \in [m] \), put \( A_i = A \cap \{i\} \times [n_i] \) and \( B_i = B \cap \{i\} \times [n_i] \). Define

\[
S = \left( \sum_{i=1}^{m} \frac{|A_i|}{k_i} \right) \cdot \left( \sum_{i=1}^{m} \frac{|B_i|}{k_i} \right) \quad \text{and} \quad N = \sum_{i=1}^{m} \frac{n_i}{k_i} - 1.
\]

If \( S \) cannot be written as \( S = \sum_{i=1}^{m} e_i \cdot \frac{d_i}{k_i} \) for integers \( e_1, \ldots, e_m \in \mathbb{Z} \), then, \( |P| \geq \text{rank}_R(M) + 1 \).

**Proof:** If the given rectangle \( R = A \times B \) is not balanced in rows or in columns in some block, then it follows from Corollary 4.3 that \( |P| \geq \text{rank}_R(M) + 1 \) and we are done. It thus can be assumed that \( R \) is balanced in rows and in columns in all blocks.

Viewing \( R \) as a 0,1 matrix, consider the 0,1 matrix \( M' = M - R \). We turn to prove that \( \text{rank}_R(M') \geq \text{rank}_R(M) \). Since the rectangles of \( P \) excluding \( R \) form a partition of the ones in \( M' \) into combinatorial rectangles, this will imply that

\[
|P| \geq \text{rank}_{\text{bin}}(M') + 1 \geq \text{rank}_R(M') + 1 \geq \text{rank}_R(M) + 1,
\]

and will thus complete the proof.
To prove that $\text{rank}_R(M') \geq \text{rank}_R(M)$, consider the system of linear equations

$$M' \cdot x = 0,$$

where $x$ is a real vector whose entries are denoted by $x_{i,j}$ for $i \in [m]$ and $j \in [n_i]$, such that $x_{i,j}$ is the $j$th entry of the $i$th block in $x$. As before, the indices $j$ in the pairs $(i, j)$ are considered modulo $n_i$ with their representatives in $[n_i]$. For every $i \in [m]$, put $X_i = \sum_{j \in [n_i]} x_{i,j}$, and let $X = \sum_{i=1}^m X_i$. Further, let $y = \sum_{(i,j) \in R} x_{i,j}$ denote the sum of the variables that correspond to the columns of $R$. Observe that the $(i, j)$ equation of (4) can be written as

$$X - (x_{i,j} + x_{i,j+1} + \cdots + x_{i,j+k_i-1}) = z_{i,j},$$

where $z_{i,j} = y$ if $(i, j) \in A$ and $z_{i,j} = 0$ otherwise.

For each $i \in [m]$, consider the $n_i/d_i$ equations of the $i$th block whose indices in the block are congruent modulo $d_i$ to, say, 1, i.e., the equations indexed by $(i, j)$ with $j = 1 \pmod{d_i}$. Observe that every variable $x_{i',j'}$ with $i' \neq i$ appears with coefficient 1 in the left hand side of each of these equations. For $i' = i$, however, the variable $x_{i',j'}$ has coefficient 0 in precisely $k_i/d_i$ of the equations and 1 elsewhere. This implies that the sum of the left hand side of these $n_i/d_i$ equations is

$$\frac{n_i}{d_i} \cdot X - \frac{k_i}{d_i} \cdot X_i.$$ 

As for the right hand side, the sum of these equations is the variable $y$ multiplied by the number of rows $(i, j')$ with $j' = 1 \pmod{d_i}$ that belong to the rectangle $R$. Since $R$ is balanced in rows in block $i$, this coefficient is $|A_i|/d_i$. Hence, for each $i \in [m]$, we derive the equation

$$\frac{n_i}{d_i} \cdot X - \frac{k_i}{d_i} \cdot X_i = \frac{|A_i|}{d_i} \cdot y,$$

and by multiplying it by $d_i/k_i$, we obtain the equation

$$\frac{n_i}{k_i} \cdot X - X_i = \frac{|A_i|}{k_i} \cdot y.$$ 

The sum of these $m$ equations gives the equation

$$(\sum_{i=1}^m \frac{n_i}{k_i} - 1) \cdot X = \left( \sum_{i=1}^m \frac{|A_i|}{k_i} \right) \cdot y.$$ 

We turn to obtain another equation relating $X$ and $y$. To do so, let us first consider, for any block $i \in [m]$ with $n_i > k_i$, the $n_i$ equations obtained by subtracting equation $(i, j)$, given in (5), from equation $(i, j + 1)$ for $j \in [n_i]$ (again, the indices $j$ are considered modulo $n_i$ in $[n_i]$). Every such equation has the form

$$x_{i,j} - x_{i,j+k_i} = z_{i,j+1} - z_{i,j}.$$ 

Recalling that each $z_{i,j}$ is either $y$ or 0, this implies that every variable $x_{i,j}$ can be written as the sum of the variable $x_{i,j+k_i}$, which is the cyclic shift of $x_{i,j}$ by $k_i$ locations in the block, and an integer multiple of $y$. Moreover, the fact that $d_i = \gcd(n_i, k_i)$ implies that $d_i = a \cdot k_i \pmod{n_i}$ for some integer $a \geq 0$. Hence, by applying the above argument $a$ times, it follows that $x_{i,j}$ can be written as
the sum of the variable \( x_{i,j+d_i} \) and an integer multiple of \( y \). By repeatedly applying this argument, it follows that for every \( j \in [n_i] \) there exists some \( c_{i,j} \in \mathbb{Z} \) such that
\[
x_{i,j} = x_{i,t} + c_{i,j} \cdot y,
\]
for the \( t \in [d_i] \) that satisfies \( j = t \) (mod \( d_i \)). By substituting the equations of (7) into the first equation of block \( i \), indexed \((i,1)\), it follows that there exists an integer \( e_i \in \mathbb{Z} \) for which
\[
X - \frac{k_i}{d_i} \cdot \sum_{t=1}^{d_i} x_{i,t} = e_i \cdot y,
\]
and by rearranging, we obtain that
\[
\frac{1}{d_i} \cdot \sum_{t=1}^{d_i} x_{i,t} = \frac{1}{k_i} \cdot (X - e_i \cdot y).
\]
By substituting the equations of (7) into the first equation of block \( i \), indexed \((i,1)\), it follows that there exists an integer \( e_i \in \mathbb{Z} \) for which
\[
X - \frac{k_i}{d_i} \cdot \sum_{t=1}^{d_i} x_{i,t} = e_i \cdot y,
\]
and by rearranging, we obtain that
\[
\frac{1}{d_i} \cdot \sum_{t=1}^{d_i} x_{i,t} = \frac{1}{k_i} \cdot (X - e_i \cdot y).
\]
By substituting the equations of (7) into the first equation of block \( i \), indexed \((i,1)\), it follows that there exists an integer \( e_i \in \mathbb{Z} \) for which
\[
X - \frac{k_i}{d_i} \cdot \sum_{t=1}^{d_i} x_{i,t} = e_i \cdot y,
\]
and by rearranging, we obtain that
\[
\frac{1}{d_i} \cdot \sum_{t=1}^{d_i} x_{i,t} = \frac{1}{k_i} \cdot (X - e_i \cdot y).
\]
By substituting the equations of (7) into the first equation of block \( i \), indexed \((i,1)\), it follows that there exists an integer \( e_i \in \mathbb{Z} \) for which
\[
X - \frac{k_i}{d_i} \cdot \sum_{t=1}^{d_i} x_{i,t} = e_i \cdot y,
\]
and by rearranging, we obtain that
\[
\frac{1}{d_i} \cdot \sum_{t=1}^{d_i} x_{i,t} = \frac{1}{k_i} \cdot (X - e_i \cdot y).
\]
By substituting the equations of (7) into the first equation of block \( i \), indexed \((i,1)\), it follows that there exists an integer \( e_i \in \mathbb{Z} \) for which
\[
X - \frac{k_i}{d_i} \cdot \sum_{t=1}^{d_i} x_{i,t} = e_i \cdot y,
\]
and by rearranging, we obtain that
\[
\frac{1}{d_i} \cdot \sum_{t=1}^{d_i} x_{i,t} = \frac{1}{k_i} \cdot (X - e_i \cdot y).
\]
By substituting the equations of (7) into the first equation of block \( i \), indexed \((i,1)\), it follows that there exists an integer \( e_i \in \mathbb{Z} \) for which
\[
X - \frac{k_i}{d_i} \cdot \sum_{t=1}^{d_i} x_{i,t} = e_i \cdot y,
\]
and by rearranging, we obtain that
\[
\frac{1}{d_i} \cdot \sum_{t=1}^{d_i} x_{i,t} = \frac{1}{k_i} \cdot (X - e_i \cdot y).
\]
By substituting the equations of (7) into the first equation of block \( i \), indexed \((i,1)\), it follows that there exists an integer \( e_i \in \mathbb{Z} \) for which
\[
X - \frac{k_i}{d_i} \cdot \sum_{t=1}^{d_i} x_{i,t} = e_i \cdot y,
\]
and by rearranging, we obtain that
\[
\frac{1}{d_i} \cdot \sum_{t=1}^{d_i} x_{i,t} = \frac{1}{k_i} \cdot (X - e_i \cdot y).
\]
4.2 The Binary Rank versus the Real Rank

We turn to present several families of circulant block diagonal matrices for which the complement satisfies that its binary rank is strictly larger than its real rank. We start with the following simple consequence of Corollary 4.3.

**Theorem 4.6.** Let $M$ be the complement of a $(k_1, \ldots, k_m; n_1, \ldots, n_m)$ circulant block diagonal matrix for integers satisfying $n_i \geq k_i \geq 0$ for all $i \in [m]$. Suppose that some $j \in [m]$ satisfies $n_j = k_j + \gcd(n_j, k_j)$ and $\gcd(n_j, k_j) > 1$. Then, $\text{rank}_{\text{bin}}(M) \geq \text{rank}_R(M) + 1$.

**Proof:** Let $P$ be a partition of the ones in $M$ into combinatorial rectangles. Consider the $j$th diagonal block of $M$, which is equal to the complement of $D_{n_j, n_j - k_j}$, and notice that each of its rows consists of $n_j - k_j$ ones. By $n_j > k_j$, this diagonal block is nonzero, hence there exists a rectangle $R \in P$ that includes a row and a column of the $j$th block of $M$. We turn to show that this $R$ is not balanced in rows or in columns in block $j$. This will imply, by Corollary 4.3, that $|P| \geq \text{rank}_R(M) + 1$, and will thus complete the proof.

Assume for the sake of contradiction that $R$ is balanced in rows and in columns in block $j$, and put $d = \gcd(n_j, k_j) = n_j - k_j$. It follows that $R$ includes at least $d$ rows and at least $d$ columns in block $j$, and therefore, it must cover all the $d$ ones in at least $d > 1$ rows of the $j$th diagonal block of $M$. But this is impossible because the rows of the $j$th diagonal block of $M$ are pairwise distinct, and therefore a rectangle cannot cover all the ones in two of them.

We next prove Theorem 1.6 whose proof uses the following lemma.

**Lemma 4.7.** Let $M$ be the complement of a $(k_1, \ldots, k_m; n_1, \ldots, n_m)$ circulant block diagonal matrix for integers satisfying $n_i \geq k_i > 0$ for all $i \in [m]$. Suppose that for each $i \in [m]$, $k_i$ divides $n_i$, and that some $i \in [m]$ satisfies $n_i > k_i > 1$. Every partition $P$ of the ones in $M$ into combinatorial rectangles either satisfies $|P| \geq \text{rank}_R(M) + 1$, or includes a rectangle $R = A \times B$ such that

$$
\left( \sum_{i=1}^{m} \frac{|A_i|}{k_i} \right) \cdot \left( \sum_{i=1}^{m} \frac{|B_i|}{k_i} \right) < \sum_{i=1}^{m} \frac{n_i}{k_i} - 1,
$$

where $A_i = A \cap (\{i\} \times [n_i])$ and $B_i = B \cap (\{i\} \times [n_i])$ for all $i \in [m]$.

**Proof:** The assumptions of the lemma imply that $k_i = \gcd(n_i, k_i)$ for all $i \in [m]$. Since some $i \in [m]$ satisfies $n_i > k_i > 0$, it follows that $M$ is nonzero. By applying Lemma 2.5 to $M$, we obtain that $\text{rank}_R(M) = \sum_{i=1}^{m} (n_i - k_i + 1)$. If the given partition satisfies $|P| \geq \text{rank}_R(M) + 1$, then we are done. So suppose that it satisfies $|P| \leq \text{rank}_R(M)$. Since the real rank forms a lower bound on the binary rank, it follows that

$$
|P| = \text{rank}_R(M) = \sum_{i=1}^{m} (n_i - k_i + 1).
$$

(11)

For every rectangle $R = A \times B$ of $P$, consider the quantity

$$
g(R) = \left( \sum_{i=1}^{m} \frac{|A_i|}{k_i} \right) \cdot \left( \sum_{i=1}^{m} \frac{|B_i|}{k_i} \right) = \sum_{i,j \in [m]} \frac{|A_i| |B_j|}{k_i k_j}.
$$
Observe that for every \( i, j \in [m] \), the sum of the term \(|A_i| \cdot |B_j|\) over all rectangles \( R = A \times B \) of \( P \) precisely counts the ones of the matrix \( M \) in the \((i, j)\) block. The latter is equal to \( n_i \cdot n_j \) whenever \( i \neq j \) and to \( n_i \cdot (n_i - k_i) \) whenever \( i = j \). It thus follows that

\[
\sum_{R \in P} g(R) = \sum_{i \neq j \in [m]} \frac{n_i n_j}{k_i k_j} + \sum_{i=1}^{m} \frac{n_i (n_i - k_i)}{k_i^2} = \left( \sum_{i=1}^{m} \frac{n_i}{k_i} \right)^2 - \sum_{i=1}^{m} \frac{n_i}{k_i^2}.
\]

It can be checked that for every \( i \in [m] \), it holds that \( \frac{n_i}{k_i} \leq n_i - k_i + 1 \), and that a strict inequality holds whenever \( n_i > k_i > 1 \). By assumption, there exists an \( i \in [m] \) with a strict inequality, which using (11) implies that

\[
\sum_{R \in P} g(R) < \sum_{i=1}^{m} (n_i - k_i + 1) \cdot \left( \sum_{i=1}^{m} \frac{n_i}{k_i} - 1 \right) = |P| \cdot \left( \sum_{i=1}^{m} \frac{n_i}{k_i} - 1 \right).
\]

This implies that there exists a rectangle \( R \in P \) satisfying \( g(R) < \sum_{i=1}^{m} \frac{n_i}{k_i} - 1 \), as desired. \( \blacksquare \)

We now restate and prove Theorem 1.6.

**Theorem 1.6.** Let \( M \) be the complement of a \((k_1, \ldots, k_m; n_1, \ldots, n_m)\) circulant block diagonal matrix for integers satisfying \( n_i \geq k_i > 0 \) for all \( i \in [m] \). Suppose that for each \( i \in [m] \), \( k_i \) divides \( n_i \), and that some \( i \in [m] \) satisfies \( n_i > k_i > 1 \). Then, \( \text{rank}_{\text{bin}}(M) \geq \text{rank}_{\text{R}}(M) + 1 \).

**Proof:** Let \( P \) be a partition of the ones in \( M \) into combinatorial rectangles. By Lemma 4.7, we either have \(|P| \geq \text{rank}_{\text{R}}(M) + 1\), or there exists a rectangle \( R = A \times B \) in \( P \) satisfying

\[
\left( \sum_{i=1}^{m} \frac{|A_i|}{k_i} \right) \cdot \left( \sum_{i=1}^{m} \frac{|B_i|}{k_i} \right) < \sum_{i=1}^{m} \frac{n_i}{k_i} - 1,
\]

where \( A_i = A \cap (\{i\} \times [n_i]) \) and \( B_i = B \cap (\{i\} \times [n_i]) \) for each \( i \in [m] \). For the latter case, apply Lemma 4.4 with this rectangle \( R \) and with \( d_i = \gcd(n_i, k_i) = k_i \) for \( i \in [m] \) (see Remark 4.5 Item 1). Since the left hand side of (12) is not an integer multiple of the right hand side, it follows that \(|P| \geq \text{rank}_{\text{R}}(M) + 1\), and we are done. \( \blacksquare \)

Our next result is the following.

**Theorem 4.8.** Let \( M \) be the complement of a \((k; n_1, \ldots, n_m)\) circulant block diagonal matrix for integers satisfying \( n_i \geq k > 0 \) for all \( i \in [m] \). Put \( d_i = \gcd(n_i, k) \) for every \( i \in [m] \), and define \( n = \sum_{i=1}^{m} n_i \). Suppose that there exists an integer \( d > 1 \) that divides \( d_i \) for all \( i \in [m] \) and that satisfies \( \text{rank}_{\text{R}}(M) > \frac{n}{d} \). Then, \( \text{rank}_{\text{bin}}(M) \geq \text{rank}_{\text{R}}(M) + 1 \).

**Proof:** Let \( P \) be a partition of the ones in \( M \) into combinatorial rectangles. The assumption implies that \(|P| \geq \text{rank}_{\text{R}}(M) > \frac{n}{d}\). Since the total number of ones in \( M \) is \( n \cdot (n - k) \), it follows that there exists a rectangle \( R = A \times B \) in \( P \) for which it holds that

\[
|A| \cdot |B| \leq \frac{n \cdot (n - k)}{|P|} < d \cdot (n - k).
\]
Since \( d \) divides \( d_i \) for all \( i \in [m] \), it follows that \(|A| \cdot |B|\) cannot be written as \( e \cdot (n - k) \) where 
\[
e = \sum_{i=1}^{m} e_i \cdot d_i \quad \text{and} \quad e_1, \ldots, e_m \in \mathbb{Z}.
\]
Applying Lemma 4.4 with the rectangle \( R \) (see Remark 4.5 Item 2), it follows that \(|P| \geq \text{rank}_R(M) + 1\), as required.

As a corollary of Theorem 4.8, we obtain the following result.

**Theorem 4.9.** Let \( M \) be the complement of a \((k; n_1, \ldots, n_m)\) circulant block diagonal matrix for integers satisfying \( n_i \geq k > 0 \) for all \( i \in [m] \). Suppose that there exists an integer \( d > 1 \) such that \( d = \gcd(n_i, k) \) for all \( i \in [m] \) and such that \( n_i > d \) for some \( i \in [m] \). Then, \( \text{rank}_{\text{bin}}(M) \geq \text{rank}_R(M) + 1 \).

**Proof:** Put \( n = \sum_{i=1}^{m} n_i \), and apply Lemma 2.5 to obtain that the real rank of \( M \) satisfies
\[
\text{rank}_R(M) = \sum_{i=1}^{m} (n_i - d + 1) = n - m \cdot (d - 1) > \frac{n}{d},
\]
where the inequality holds because \( d > 1 \) and because \( n > m \cdot d \), which follows from the fact that \( n_i \geq d \) for all \( i \in [m] \) with a strict inequality for some \( i \in [m] \). This allows us to apply Theorem 4.8 and to complete the proof.

As an immediate corollary, we obtain that the binary rank of \( D_{n,k} \) exceeds its real rank, whenever the latter is not \( n \), and thus confirm Theorem 1.7.

**Proof of Theorem 1.7**. Let \( n > k > 0 \) be integers. If \( \gcd(n, k) = 1 \), then it follows from Lemma 2.1 that \( \text{rank}_{\text{bin}}(D_{n,k}) = \text{rank}_R(D_{n,k}) = n \). Otherwise, it holds that \( n > k \geq \gcd(n, k) > 1 \), allowing us to apply Theorem 4.9 with \( m = 1 \) and to obtain that \( \text{rank}_{\text{bin}}(D_{n,k}) \geq \text{rank}_R(D_{n,k}) + 1 \), so we are done.

We end this section with the following result that deals with the complement of \( k \)-regular \( n \times n \) circulant block diagonal matrices for which \( n - k \) is a prime.

**Theorem 4.10.** Let \( M \) be the complement of a \((k; n_1, \ldots, n_m)\) circulant block diagonal matrix for integers satisfying \( n_i \geq k > 0 \) for all \( i \in [m] \), and put \( n = \sum_{i=1}^{m} n_i \). Suppose that \( n - k \) is a prime number. Then, \( \text{rank}_{\text{bin}}(M) \geq \min(\text{rank}_R(M) + 1, n) \).

**Proof:** Let \( P \) be a partition of the ones in \( M \) into combinatorial rectangles. If there exists a rectangle \( R = A \times B \) in \( P \) such that \(|A| \cdot |B|\) is not an integer multiple of \( n - k \), then by Lemma 4.4 (see Remark 4.5 Item 2), it holds that \(|P| \geq \text{rank}_R(M) + 1\). Otherwise, all the rectangles \( R = A \times B \) of \( P \) satisfy that \(|A| \cdot |B|\) is an integer multiple of \( n - k \). Since \( n - k \) is a prime, using the fact that \( M \) is an \((n - k)\)-regular matrix with distinct rows, it follows that every such rectangle satisfies either \(|A| = n - k, |B| = 1\) or \(|A| = 1, |B| = n - k\), and thus \(|A| \cdot |B| = n - k\). Since the total number of ones in \( M \) is \( n \cdot (n - k) \), it follows that \(|P| \geq n\), so we are done.

5 Matrices with Regularity 2

In this section, we further explore 2-regular matrices. The following two theorems determine the exact binary rank of families of matrices whose complement is 2-regular.
Theorem 5.1. For even integers $n_1, \ldots, n_m \geq 2$, let $M$ be the complement of a $(2; n_1, \ldots, n_m)$ circulant block diagonal matrix. Put $n = \sum_{i=1}^{m} n_i$, and suppose that $n_i > 2$ for some $i \in [m]$. Then,

$$\text{rank}_{\text{bin}}(M) = n - m + 1.$$  

Proof: For every $i \in [m]$, it holds that $\gcd(n_i, 2) = 2$. By Lemma 2.6, the real rank of $M$ satisfies $\text{rank}_{\text{R}}(M) = n - m$. By Theorem 1.4, it holds that $\text{rank}_{\text{bin}}(M) \in \{n - m, n - m + 1\}$, and by Theorem 1.6 we obtain that $\text{rank}_{\text{bin}}(M) \geq \text{rank}_{\text{R}}(M) + 1 = n - m + 1$, so we are done.

Theorem 5.2. For integers $n_1, \ldots, n_m \geq 2$, let $M$ be the complement of a $(2; n_1, \ldots, n_m)$ circulant block diagonal matrix. Let $m_{\text{even}}$ denote the number of indices $i \in [m]$ for which $n_i$ is even. Let $n_{\text{odd}}$ denote the sum of the $n_i$'s that are even, and let $n_{\text{even}}$ denote the sum of the $n_i$'s that are odd. Put $n = n_{\text{even}} + n_{\text{odd}}$. Suppose that $n$ is odd and that

$$n > 2 \cdot m_{\text{even}} + n_{\text{odd}} \cdot (n_{\text{odd}} - 2).$$

Then, $\text{rank}_{\text{bin}}(M) = n - m_{\text{even}} + 1$.

Proof: By Theorem 1.4, it holds that $\text{rank}_{\text{bin}}(M) \leq n - m_{\text{even}} + 1$. To prove a matching lower bound, let $P$ be a partition of the ones in $M$ into combinatorial rectangles. Using Lemma 2.6, we clearly have

$$|P| \geq \text{rank}_{\text{R}}(M) = n - m_{\text{even}}.$$  

If the partition $P$ includes a rectangle that is not balanced in rows or in columns in some block, then Corollary 4.3 implies that $|P| \geq n - m_{\text{even}} + 1$, and we are done. If the partition $P$ includes a rectangle $R = A \times B$ such that $|A| \cdot |B|$ is not an integer multiple of $n - 2$, then Lemma 4.4 (see Remark 4.5, Item 2) implies that $|P| \geq n - m_{\text{even}} + 1$. Otherwise, all the rectangles of $P$ are balanced in rows and in columns in all blocks, and the number of ones that each of them covers is divisible by $n - 2$.

Assume for the sake of contradiction that $|P| = n - m_{\text{even}}$. Since the total number of ones in $M$ is $n \cdot (n - 2)$, it follows that at least $n - 2 \cdot m_{\text{even}}$ of the rectangles of $P$ cover precisely $n - 2$ ones. Indeed, otherwise the total number of ones covered by the rectangles of $P$ would be larger than

$$(n - 2 \cdot m_{\text{even}}) \cdot (n - 2) + m_{\text{even}} \cdot 2(n - 2) = n \cdot (n - 2).$$

Since $n - 2$ is odd, it follows that each of those $n - 2 \cdot m_{\text{even}}$ rectangles has an odd number of rows and an odd number of columns. Since they are balanced in rows and in columns in the blocks of even size, it follows that the total number of rows of every such rectangle in the blocks of odd size is odd, and similarly, the total number of their columns in these blocks is odd. In particular, each of these $n - 2 \cdot m_{\text{even}}$ rectangles covers at least one entry whose both row and column belong to a block of odd size. Since there are $n_{\text{odd}} \cdot (n_{\text{odd}} - 2)$ ones in such entries, it follows that $n - 2 \cdot m_{\text{even}} \leq n_{\text{odd}} \cdot (n_{\text{odd}} - 2)$, a contradiction.

We finally turn to prove Theorem 1.5 and to determine for every integer $r$, the smallest possible binary rank of the complement of a 2-regular matrix with binary rank $r$. The proof uses Theorems 5.1 and 5.2.
Proof of Theorem 1.5. For an integer \( r \geq 4 \), let \( M \) be a 2-regular 0,1 matrix with \( \text{rank}_{\text{bin}}(M) = r \). Since applying permutations to the rows and columns of a matrix does not change its binary rank, it can be assumed, by Lemma 2.7, that \( M \) is a \((2;n_1,\ldots,n_m)\) circulant block diagonal matrix for integers \( m \geq 1 \) and \( n_1,\ldots,n_m \geq 2 \). Note that \( M \) is an \( n \times n \) matrix for \( n = \sum_{i=1}^{m} n_i \).

Let \( m_{\text{even}} \) denote the number of indices \( i \in [m] \) for which \( n_i \) is even. Since \( M \) is not the all-one \( 2 \times 2 \) matrix, Lemma 2.6 implies that
\[
\text{rank}_{\text{R}}(M) = \text{rank}_{\text{R}}(\overline{M}) = n - m_{\text{even}}.
\]  

Let \( m_2 \) denote the number of indices \( i \in [m] \) for which \( n_i = 2 \), and let \( m_l \) denote the number of indices \( i \in [m] \) for which \( n_i \) is even and larger than 2, that is, \( m_l = m_{\text{even}} - m_2 \). Recall, using Lemma 2.2 that the binary rank of \( D_{n_i,n_i-2} \) is equal to \( n_i \) whenever \( n_i > 2 \) and to 1 whenever \( n_i = 2 \). This implies that the binary rank of \( M \) satisfies \( \text{rank}_{\text{bin}}(M) = r = n - m_2 \).

Consider first the case where \( n_i \) is even for all \( i \in [m] \). If \( n_i = 2 \) for all \( i \in [m] \), then it follows from (13) that \( \text{rank}_{\text{bin}}(\overline{M}) \geq \text{rank}_{\text{R}}(\overline{M}) = r \), so the required bound is clearly satisfied in this case for all \( r \geq 4 \). Otherwise, observe that \( n \geq 2 \cdot m_2 + 4 \cdot m_l \), and that this implies that
\[
r = n - m_2 \geq 2 \cdot m_2 + 4 \cdot m_l \geq 4 \cdot m_l.
\]

Since \( n_i > 2 \) for some \( i \in [m] \), we can apply Theorem 5.1 to obtain that
\[
\text{rank}_{\text{bin}}(\overline{M}) = n - m_{\text{even}} + 1 = n - m_2 - m_l + 1 = r - m_l + 1 \geq \frac{3r}{4} + 1.
\]

Since the binary rank of a matrix is an integer, the desired bound follows.

It remains to consider the case where there exists an \( i \in [m] \) for which \( n_i \) is odd and thus satisfies \( n_i \geq 3 \). Using (13), we obtain that
\[
\text{rank}_{\text{bin}}(\overline{M}) \geq \text{rank}_{\text{R}}(\overline{M}) = n - m_{\text{even}} = n - m_2 - m_l = r - m_l.
\]

Observe that \( n \geq 2 \cdot m_2 + 4 \cdot m_l + 3 \), which implies that \( r = n - m_2 \geq 2 \cdot m_2 + 4 \cdot m_l + 3 \). If this inequality is strict, that is, \( r \geq 2 \cdot m_2 + 4 \cdot m_l + 3 \), then
\[
\text{rank}_{\text{bin}}(\overline{M}) \geq r - m_l \geq r - \frac{r - m_2 - 4}{4} \geq \frac{3r}{4} + 1,
\]
and the desired bound follows. Otherwise, it holds that \( r = 2 \cdot m_2 + 4 \cdot m_l + 3 \). This implies, using Lemma 2.2 that all the blocks of \( M \) are of even size besides one of them whose size is 3, and in particular it follows that \( n \) is odd. By Theorem 5.2 applied with \( m_{\text{even}} \geq 1 \) and \( n_{\text{odd}} = 3 \), it follows that if \( n > 5 \) then it holds that
\[
\text{rank}_{\text{bin}}(\overline{M}) = n - m_{\text{even}} + 1 = r - m_l + 1 = r - \frac{r - m_2 - 3}{4} + 1 \geq \frac{3r}{4} + 1,
\]
as required. It remains to check the case of \( n = 5 \), where \( M \) has two diagonal blocks that are equal to \( D_{3,1} \) and \( D_{2,0} \). In this case we have \( \text{rank}_{\text{bin}}(M) = \text{rank}_{\text{R}}(M) = 4 \), and thus \( \text{rank}_{\text{bin}}(\overline{M}) \geq 4 \), satisfying the claimed bound, and we are done.

We conclude with the statement of the following corollary of Theorems 1.3 and 1.5.

**Corollary 5.3.** For every integer \( r \geq 4 \), the smallest possible binary rank of the complement of a 2-regular 0,1 matrix with binary rank \( r \) is \( \lceil \frac{3r}{4} \rceil + 1 \).
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