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Abstract—Completing low-rank matrices from subsampled measurements has received much attention in the past decade. Existing works indicate that $O(nr \log^2(n))$ datums are required to theoretically secure the completion of an $n \times n$ noisy matrix of rank $r$ with high probability, under some quite restrictive assumptions: 1) the underlying matrix must be incoherent and 2) observations follow the uniform distribution. The restrictiveness is partially due to ignoring the roles of the leverage score and the oracle information of each element. In this article, we employ the leverage scores to characterize the importance of each element and significantly relax assumptions to: 1) not any other structure assumptions are imposed on the underlying low-rank matrix and 2) elements being observed are appropriately dependent on their importance via the leverage score. Under these assumptions, instead of uniform sampling, we devise an ununiform/biased sampling procedure that can reveal the “importance” of each observed element. Our proofs are supported by a novel approach that phrases sufficient optimality conditions based on the Golfing scheme, which would be of independent interest to the wider areas. Theoretical findings show that we can provably recover an unknown $n \times n$ matrix of rank $r$ from just about $O(nr \log^2(n))$ entries, even when the observed entries are corrupted with a small amount of noisy information. The empirical results align precisely with our theories.
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I. INTRODUCTION

MATRIX completion [1], [2], [3], [4], [5], [6], [7], [8], [9] is a fundamental task aimed at recovering a low-rank matrix from a small subset of its elements. This problem has attracted considerable attention from researchers due to its wide range of applications across various fields, including image processing [10], [11], recommendation systems [12], multitask learning [13], [14], dimensionality reduction [15], clustering and localization in sensor networks [16], drug-target interactions prediction [17], and traffic speed estimation [18], to name a few. However, in real-world application, noise is an inevitable factor during the data acquisition process, as it reflects the uncertainty of the environment and/or the measurement processes. For example, in the context of the Netflix problem, users’ ratings are uncertain [19]. Similarly, in the positioning problem, local instances are imperfect [20]. Additionally, in the acquisition of the functional MRI, its signal may be contaminated by subject motion artifacts [21].

To formulate the above-mentioned problem precisely, imagine that we consider the scenario where our objective is to recover an unknown low-rank matrix $\hat{L} \in \mathbb{R}^{n_1 \times n_2}$ from a collection of partially observed and corrupted entries $X$ as follows:

$$X_{ij} = \hat{L}_{ij} + \hat{S}_{ij}, \quad (i,j) \in \mathcal{O}$$

where $\hat{S} \in \mathbb{R}^{n_1 \times n_2}$ is a matrix representing random noises, and we only observe entries over an index subset $\mathcal{O} \subseteq [n_1] \times [n_2]$ with $[n_1] := \{1, \ldots, n_1\}$ and $[n_2] := \{1, \ldots, n_2\}$. The aim is to reliably recover $\hat{L}$ given the incomplete and even grossly corrupted data.

Candès and Plan [22] first showed that this goal can be achieved by means of a principled convex program:

$$\min_{L,S} \|L\|_* + \lambda \|S\|_1 \quad \text{s.t.} \quad \mathcal{P}_\mathcal{O}(X) = \mathcal{P}_\mathcal{O}(L) + S$$

where $\|L\|_*$ denotes the nuclear norm (the sum of the singular values) of $L$, $\|S\|_1 = \sum_{i,j} |S_{ij}|$ denotes the entrywise $l_1$ norm and $\mathcal{P}_\mathcal{O}(-)$ is the orthogonal projection operator which keeps the elements in $\mathcal{O}$ invariant and 0 otherwise; and $X \in \mathbb{R}^{n_1 \times n_2}$ is the matrix containing the known entries (with values known only on $\mathcal{O}$). Specifically, they suggest that at least $O(nr \log^2(n))$ observations are required to theoretically secure completing an $n \times n$ noisy matrix of rank $r$ with high probability under the assumptions that the observed elements follow the uniform distribution and that the low-rank matrix to be recovered should satisfy incoherence property [23]. The incoherence property, while useful in various applications, such as non-negative matrix factorization [24] and face recognition [25], necessitates that the row or column spaces of the considered data should be diffuse [22], [26].

Unfortunately, these restrictive assumptions do not hold in the majority of real-world applications. For example, in the sensor network localization problem [27], information observed by the key nodes is evidently more informative than that observed by the edge nodes [28]. Thus, it is necessary...
to consider the “importance” of elements being observed during the sampling processing, which may result in nonuniform sample processing. In this context, leverage score can offer a promising solution. It was first introduced to detect outliers in regression diagnostics [29], and has proven successful in analyzing the large-scale data and implementing randomized matrix due to its capacity to measure the correlation of the dominant subspace with the canonical basis [30]. For an element in the matrix, its “importance” thus can be characterized by the sum of the leverage scores of its corresponding row and column.

In this article, we address two interconnected questions simultaneously.

1) Can we devise a specific sampling strategy suitably dependent on the “importance” of each observed entry?

2) Does this sampling strategy works effectively even under noisy cases?

Indeed, we show that achieving reasonably accurate matrix completion from noisy sampled entries is feasible, given that the sampling process incorporates a biased distribution based on the leverage scores of the target low-rank matrix. Specifically, we consider a noisy low-rank matrix completion problem, in which each sampled element follows a specific distribution defined by its leverage scores, and the incoherence property of the low-rank matrix is nonessential in our approach. Under these reasonable conditions, we devise a more compact sample complexity $O(nr \log^2(n))$ with respect to noisy low-rank matrix completion. This sampling upper bound is derived mainly on the basis of Golffing scheme (an elegant technique to construct dual certificates [31], [32], [33]) and several concentration inequalities involving two norms defined by the leverage score. Our theoretical findings are further validated through empirical results.

The main contributions of this article are summarized as follows.

1) Our theoretical results show that if the sampling probability follows a biased distribution determined by the row and column leverage scores of the underlying matrix, only $O(nr \log^2(n))$ observed entries are needed to exactly recover the underlying low-rank matrix with high probability, even in the presence of corruption in a subset of the observed entries (Theorem 1).

2) Our proof techniques introduce a new method for formulating sufficient optimality conditions (Lemma 1) based on the Golffing scheme by constructing a particular matrix-valued random process that converges to the dual certificate $Y$ (Section V-B).

3) Two norms, which involve leverage scores, are presented to better characterize the probability of each element being observed. Furthermore, several concentration properties [34] and upper bounds with respect to these norms are also rigorously derived (Section V-C).

The remainder of the article is organized as follows. In Section II, we briefly review some related work. Section III elaborates on some preliminaries about the problem we considered. Our main theoretical findings are presented in Section IV. Proof of our theoretical results are provided in Section V. Section VI reports our empirical results. Section VII concludes the work. The proofs of some theorems are available in the Appendix in the supplementary material.

II. RELATED WORK

Matrix completion has been extensively studied in both theory and algorithm due to its wide application in numerous scenarios. If $S$ in the convex optimization (2) equals to 0, then it involves the following realistic matrix completion problem

$$\min_{L} \|L\|_*$$

s.t. \( P_O(L) = P_O(X) \).

Next, we first give some notations utilized in this article, and then briefly review some literature on matrix completion with and without noises from both theory and algorithm perspectives.

Notations: \( X_{ij} \) denotes the \((i, j)\)th element of a matrix \( X \in \mathbb{R}^{m \times n} \), \( X_i \) and \( X_j \) are the \(i\)th row and \(j\)th column of \( X \), respectively. \( X^* \) denotes the transpose of \( X \). There are five norms associated with a matrix \( X \): 1) \( \|X\|_F \) denotes the Frobenius norm; 2) \( \|X\|_* \) denotes the nuclear norm; 3) \( \|X\|_1 \) denotes the spectral norm and \( \|X\|_1 \) represent the \( l_1 \); and 4) \( \|X\|_\infty \) represent the \( l_\infty \) norms of the long vector stacked by \( X \). The inner product between two matrices is \( \langle X, Y \rangle = \text{trace}(X^*Y) \). We denote by Range(\( P \)) the range of an operator \( P \). A linear operator \( A \) acts on the space of matrices and \( \|A\| \) denotes the operator norm given by \( \|A\| = \sup_{\|X\|_F = 1} \|A(X)\|_F \).

A. Theory

In general, restoration of a matrix from a small amount of observations is impossible. However, if the unknown matrix has low-rank structure, then accurate and even exact recovery is possible.

Candès and Recht [1] provide the first algorithm and theoretical guarantees for low-rank matrix completion, where they show that the nuclear norm minimization problem (3) works when the low-rank matrix is incoherent and the sampling process is uniform and independent of the matrix, obtaining that the underlying low-rank matrix can be exactly recovered with high probability from only $O(n^{1.25}r \log(n))$ entries. Subsequent works have refined provable completion results that $O(nr \log^2(n))$ entries are needed for incoherent matrices recovery under the uniform random sampling model [31], [32], [35]. The same complexity has also been obtained under a more suitable setting. Chen et al. [36] proved that any coherent matrix can be exactly recovered from $O(nr \log^2(n))$ entries if the random sampling processing follows a specific biased distribution. If the row space is coherent and the column space is still incoherent, Krishnamurthy and Singh [37] established that merely $O(n^{1.5} \log(n))$ entries can exactly recover the low-rank matrix with high probability under an adaptive sampling strategy. Further, they also prove that $O(nr^{1.5} \log(r))$ entries can recover the noisy low-rank matrix. For life-long or online matrix completion, Balcan and Zhang [38] established an optimal guarantee that exactly recovers an $\mu$-incoherent matrix by probability at least $1 - \delta$ with sample complexity $O(\mu n \log(r/\delta))$ in the
TABLE I
SHORT SUMMARY OF SEVERAL UPPER BOUNDS FOR LOW-RANK MATRIX COMPLETION UNDER DIFFERENT SETTINGS

| Ref. | Noisy | Sampling | Assumption | Upper Bound |
|------|-------|----------|------------|-------------|
| [1]  | no    | uniform  | incoherence| $O(n^{1.5}r\log(n))$ |
| [35] | no    | uniform  | incoherence| $O(nr\log^{2}(n))$ |
| [22] | yes   | uniform  | incoherence| $O((n^2 \log^{2}(n))$ |
| [38] | yes   | uniform  | incoherence| $O((n\mu r \log^{2}(\frac{1}{\mu}))$ |
| [39] | no    | uniform  | incoherence| $O((\mu r \log^{2}(n))$ |
| [36] | no    | non-uniform| coherence | $O((nr\log^{2}(n))$ |
| [37] | no    | adaptive | coherence  | $O((n^{1.5}r \log(r))$ |
| [38] | yes   | adaptive | coherence  | $O((nr^{1.5} \log(n))$ |
| ours | yes   | non-uniform| coherence  | $O((nr\log^{2}(n))$ |

context of sparse random noise. More recently, based on leave-one-out technique, Ding and Chen [39] showed that only $O((\mu r \log(\mu r) n \log(n))$ observations are suffice to recover an $n \times n$ $\mu$-incoherence matrix of rank $r$ by using nuclear norm minimization methods. Although Ding and Chen [39] and Balcan and Zhang [38] established a tighter sampling bound for noise-free and noisy matrix completion, respectively, these results are developed under the $\mu$-incoherence assumption, a stronger assumption than coherence considered in this article.

To make a clear comparison, Table I summarizes these theoretical results. Our theoretical findings establish that the required number of observations for successfully recovering a noisy low-rank matrix is $O(nr \log^{2}(n))$, which is in the same order as the state-of-the-art results when no corruptions exist and more reasonable assumptions are satisfied.

B. Algorithm

Existing matrix completion methods can be generally classified into three categories: 1) regularization-based methods; 2) matrix factorization-based methods; and 3) others.

1) Regularization-Based Method: The regularization-based method for matrix completion involves using singular values or their variations to construct different norms to surrogate rank function. The most famous surrogation for the rank function is the nuclear norm, which corresponds to the nuclear norm-based matrix completion problem (3). The singular value threshold (SVT) method [40] and the inexact augmented Lagrange multiplier (IALM) method [41], [42] are two representative methods designed to solve the optimization problem (3). Afterward, some other regularizers are also developed to surrogate the low-rank function, such as weighted nuclear norm [43], [44], truncated nuclear norm [45], [46], Shatten $p$-norm [47], [48], weighted Shatten $p$-norm [49], and Schatten capped $p$-norm [50]. Specific algorithms are rigorously devised concerning these different norms. Note that these norms can be used not only in matrix completion but also in other computer vision tasks, such as image denoising [51], [52], [53], image inpainting [54], etc.

The key challenge of the regularization-based method is the computationally expensive calculation of singular values, especially in large scale cases. To improve the computational efficiency, matrix approximation is often used as an efficient alternative, thus inducing the following section.

2) Matrix Factorization-Based Method: This kind of method is to factorize or approximate the original matrix by the product of two or more small-sized matrices. Compared with the regularization-based methods, this type of method is usually computationally cheap and less memory-consuming.

The maximum margin factorization (MMF) method [55] is a representative factorization-based method. However, empirical studies show that the MMF method only can obtain suboptimal solutions. The low-rank matrix fitting (LMaFit) method [56] is devised by constructing a nonlinear successive over-relaxation algorithm. LMaFit only requires solving a series of linear least-squares problems, which enables this method to handle the large-scale problem well. Recently, Shang et al. [57], [58] proposed a bilinear factorization method to solve the low-rank matrix recovery problem. The method approximates the original matrix by two small-sized matrix and some specific norms, that is nuclear norm, are imposed on each small-sized matrix to induce the low-rank property. Factor group-sparse regularization is also developed for completing matrices [48]. Additionally, it proves that the Schatten-$p$ norm is the sum of two group-sparse norms, which greatly enhances computational efficiency [48]. Based on the factorization framework, Wang et al. [59] proposed a novel robust matrix completion scheme via using the truncated-quadratic loss function, and half-quadratic theory is adopted for its optimization.

3) Others: Besides the aforementioned methods, some other methods are also extensively developed. Based on a sum of multiple orthonormal side information and nuclear-norm regularization, Ledent et al. [60] proposed an interpretable approach to matrix completion with a provable convergence. To handle the data matrices with nonlinear structures, Fan and Chow [61] proposed nonlinear matrix completion (NLMC), which extends the conventional matrix completion method to nonlinear structures. For high-rank matrix completion problem, a novel online method is proposed by using kernel trick, where it maps the data into a high-dimensional polynomial feature space [62]. The proposed online method enjoys much lower space and time complexity since the data admit a low-dimensional subspace in this feature space. Based on the correntropy criterion, He et al. [63] proposed a half-quadratic alternating steepest descent (HQ-ASD) algorithm for a robust matrix completion problem (2). To further utilize the smooth Riemannian manifold of a matrix with a fixed-rank, Riemannian optimization [64] was introduced to accelerate the optimization process [65]. Based on linear latent variable models, deep matrix factorization (DMF) [66] is proposed for nonlinear matrix completion. Recently, learning-based methods have also been introduced to the task of completion [67]. For distributed matrix completion problem, Abubaker et al. [68] proposed a framework for scaling stratified SGD through significantly reducing the communication overhead. Zhang et al. [69] employed the alternating direction method of multiplier (ADMM) with two dual variables to optimize the generalized nonconvex nonsmooth low-rank matrix recovery problems.
III. PRELIMINARY

Suppose matrix $X \in \mathbb{R}^{n_1 \times n_2}$ is the sum of an underlying low-rank matrix $\bar{L} \in \mathbb{R}^{n_1 \times n_2}$ and a sparse “noises” matrix $\tilde{S} \in \mathbb{R}^{n_1 \times n_2}$. We consider the following problem: suppose we only observe a subset $O \subseteq [n_1] \times [n_2]$ of the entries of $X$; the remaining entries are unobserved. Our goal is to exactly and provably recover $\bar{L}$ from partially observed entries with noise. Formally, we focus on the matrix completion problem

$$\left(\hat{L}, \hat{S}\right) = \arg \min_{L,S} \|L\|_* + \lambda\|S\|_1$$

s.t. $\mathcal{P}_O(X) = \mathcal{P}_O(L) + S$ \hspace{1cm} (4)

where $S$ is supported on the index matrix $\Omega \subset O$, $\mathcal{P}_O(X)$ is the matrix obtained by setting the entries of $X$ that are outside the observed set $O$ to zero, and $\lambda$ is a parameter that trades off between these two elements of the objective function. The value of $\lambda$ is chosen for a theoretical guarantee of exact recovery in Theorem 1. The nuclear norm is used as a convex surrogate for the rank of a matrix and the $l_1$ norm is used as a convex surrogate for its sparsity [70].

Notice that the observed data is $\mathcal{P}_O(L) + S$, where $O \subseteq [n_1] \times [n_2]$ and $S$ is supported on $\Omega \subset O$. We assume that the index set $O$ of the observation data is obtained by nonuniform sampling with probability $p_{ij}$.

Random uniform corruption of these observations with probability $q$ yields the index set $\Omega$ of the “noise” matrix $S$. Specifically, the index matrix $O, \Omega$ and sparse “noise” matrix $S$ satisfy the following model.

**Model 1:**
1) $L$ is supported by $O \subseteq [n_1] \times [n_2]$; $O$ is determined by Bernoulli sampling with nonuniformly probability with $p_{ij}$, denoted as $O \sim \text{Ber}(p_{ij})$. That is, to say, $p_{ij}$ represents the probability that the $(i,j)$th entry of $L$ to be observed or sampled.
2) Assume that $\Omega$ is uniformly sampled from $O$ with probability $q$ and that “noise” matrix $S$ is supported by $\Omega$. In other words, given $(i,j) \in O$, we have $\mathbb{P}(i,j) \in \Omega | (i,j) \in O) = q$. This implies that $\Omega$ is determined by Bernoulli sampling with nonuniformly probability $q_{ij}$, denoted as $\Omega \sim \text{Ber}(q_{ij})$.
3) Define $\Gamma := O/\Omega$. We then have $\Gamma \sim \text{Ber}(p_{ij}(1-q))$.
4) Define $\text{sgn}(S) = \mathcal{P}_\Omega(K)$, where $K \in \mathbb{R}^{n_1 \times n_2}$ and its entries are either 1 or -1.

We assume $L$ is of rank $r$ and its reduced singular value decomposition (SVD) is denoted as $L = U\Sigma V^*$, where $U \in \mathbb{R}^{n_1 \times r}$, $\Sigma \in \mathbb{R}^{r \times r}$ and $V \in \mathbb{R}^{n_2 \times r}$. We next provide the definition of leverage scores, which is used to determine the nonuniformly sampling process.

**Definition 1 (Leverage Scores):** For a real-valued matrix $L \in \mathbb{R}^{n_1 \times n_2}$ with rank $r$, its SVD is $U\Sigma V^*$. Then its row leverage score $\mu_i(L)$ for any row $i$ and column leverage score $\nu_j(L)$ for any column $j$ are defined as

$$\mu_i = \frac{n_1}{r}\|UU^*e_i\|_2^2, \quad \text{for } i = 1, 2, \ldots, n_1$$

$$\nu_j = \frac{n_2}{r}\|VV^*e_j\|_2^2, \quad \text{for } j = 1, 2, \ldots, n_2$$

1Note that the value of $p_{ij}$ is determined by the leverage scores of each datum. Details can be seen in Section IV to follow.

where $e_i$ is the $i$th canonical basis vector in Euclidean space (the vector with all entries equal to 0 but the $i$th equal to 1) with appropriate dimension.

Note that the leverage scores of the matrix $X$ are nonnegative, and are functions of the column and row spaces of $L$. The standard coherence parameter $\mu$ of $L$ used in the previous literature [1], [23] corresponds to a global upper bound on the leverage scores, that is $\mu = \max_{ij}\{\mu_i(L), \nu_j(L)\}$. Clearly, standard coherence parameters characterize the quality of a matrix from a holistic perspective, while leverage scores from a local perspective. Therefore, the leverage scores can be considered as localized versions of the standard coherence parameter.

Two norms $\mu(\infty)$-norm and $\mu(\infty, 2)$-norm with respect to leverage scores are needed in the following concentration properties establishment. The $\mu(\infty, 2)$-norm of a matrix $Z \in \mathbb{R}^{m \times n}$ is defined as

$$\|Z\|_{\mu(\infty, 2)} := \max_{a,b} \left\{ \sqrt{m} \mu_{a}^* \|Z_{a,:}\|_2, \sqrt{n} \mu_{b}^* \|Z_{:,b}\|_2 \right\}$$

which is the maximum of the weighted column and row norms of $Z$. $\mu(\infty)$-norm of $Z$ is defined as

$$\|Z\|_{\mu(\infty)} := \max_{a,b} \|Z_{ab}\|_{\mu(\infty)}$$

which is the weighted elementwise magnitude of $Z$. $\|Z\|_{\mu(\infty, 2)}$ and $\|Z\|_{\mu(\infty)}$ are exactly norms. Detailed proofs can be seen in Appendix A in the supplementary material.

IV. LEVERAGED MATRIX COMPLETION WITH NOISE

A. Main Results

To facilitate the derivation of the upper bound for noisy matrix completion by using leverage scores, Model 1 is transformed into the following model in an equivalent manner.

**Model 2:**
1) Fix an $n \times n$ matrix $K$, whose entries are either 1 or -1.
2) Define two independent random subset of $[n_1] \times [n_2]$: a) $\Gamma' \sim \text{Ber}(p_{ij}(1-2q))$ and b) $\Omega' \sim \text{Ber}(2p_{ij}q/[1-p_{ij} + 2q_{ij}])$. Let $O := \Gamma' \cup \Omega'$, it is easy to verify that $O \sim \text{Ber}(p_{ij})$.
3) Define an random matrix $W \in \mathbb{R}^{n_1 \times n_2}$ with independent entries $W_{ij}$ satisfying $\mathbb{P}(W_{ij} = 1) = \mathbb{P}(W_{ij} = -1) = (1/2)$.
4) Define $\Omega'' \subset \Omega'$, where $\Omega'' := \{(i,j) | W_{ij} = K_{ij}, (i,j) \in \Omega'\}$. Then define $\Omega := \Omega'' \cup \Gamma' = (1/2)\Omega' \cup \Gamma'$ and $\Omega := O/\Omega$.
5) Let $\text{sgn}(S) := \mathcal{P}_\Omega(K)$.

Clearly, in both Model 1 and Model 2, if we fix $(O, \Omega)$, the whole setting is deterministic. Therefore, the probability of $(\hat{L}, \hat{S}) = (L, S)$ is determined by the joint distribution of $(O, \Omega)$. Besides, it is easy to verify that the joint distribution of $(O, \Omega)$ in the two models is identical.

We are now ready to state our main results presented as follows. For simplicity, results provided here are on the basis of square matrix with size $n \times n$; similar results can be extended to a general rectangle case in the same fashion.
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Theorem 1: Under the Model 2, if each element \((i,j)\) is independently observed with probability \(p_{ij}\) and satisfies
\[
p_{ij} \geq \max \left\{ c_p \left( \frac{(\mu_i + \nu_j) r \log^2(n)}{n}, \frac{1}{n^2} \right) \right\}
\]
\[q \leq c_q \text{ and } \lambda = \left[ \frac{1}{(24 \sqrt{n \log n})} \right], \text{then } (\hat{L}, \hat{S}) \text{ is the unique optimal solution to problem (2) with probability at least } 1 - Cn^{-5} \text{ for a positive constant } C, \text{ provided that the positive constants } c_p \text{ is sufficiently large and } c_q \text{ is sufficiently small.}

Proof Sketch: Due to space constraints, we present only the outline of the theorem’s proof here. The full proof is outlined in Section V and the Appendix in the supplementary material. The high-level roadmap of the proof follows.

Remark 1: In Theorem 1, \(c_p\) and \(c_q\) are universal positive constants, whose values can be well-designed during the proofs of the corresponding inequalities or lemmas. Details can be see at Section V and the Appendixes in the supplementary material.

Remark 2: The power of our results is that one can recover a low-rank matrix with rank \(r\) from nearly minimal number of samples in the order of \(O(nr \log^2 n)\) even when a constant proportion of these samples has been corrupted. From experimental results, we know that this corruption proportion empirically approximates 0.6 by using leverage sampling, while 0.18 by using uniform sampling (see Section VI for detail). Moreover, this theorem implies that elements with higher-leverage scores should be sampled with higher probability. Informally, elements with higher-leverage scores have more “important information” of the matrix, thereby tolerating larger noise density.

Remark 3: Theorem 1 states us that only \(O(nr \log^2(n))\) datums can theoretically guarantee the exact recovery of a noisy low-rank matrix. This upper bound on sampling is consistent with to the findings in [36]. However, our results are based on the assumption of mild noise contamination in the sampled data, while the results in [36] are based on the assumption of no noise contamination. Consequently, our results can be viewed as an extension of the work in [36], with broader applicability.

B. Leverage Sampling in Practice

So far, we have established that one can exactly recover an arbitrary \(n \times n\) rank-\(r\) matrix from just about \(O(nr \log^2(n))\) observations if sampled in accordance with the leverage scores. However, partial observations (sometimes even corrupted) result in the lack of a prior knowledge about the leverage scores, preventing the implementation of leveraged sampling in practice.

To overcome the restriction on applications, we find that \(X\) and \(L\), intuitively, share the same row and column space and that perturbation or sparse noise \(\tilde{S}\) does not change the leverage scores if \(\text{range}(X) = \text{range}(L)\). These findings provide a possible way to calculate leverage scores via the observed matrix \(X\). Formally, the following theorem can theoretically ensure that leverage scores of \(L\) can be approximated via observed matrix \(X\).

Theorem 2: Let \(X\), \(L\), and \(S\) are defined in (2), with \(\text{Range}(L) = \text{Range}(X)\) and \(\delta = \|S\|_{\|L^\dagger\|} \leq (1/2)\), where \(L^\dagger\) denotes the Moore–Penrose inverse of \(L\) Then
\[
\left\| \tilde{\mu}_i - \mu_i \right\| \leq \left( 2 \sqrt{1 - \mu_i} \right) \delta, \quad \text{for } i = 1, \ldots, m \quad (5)
\]
and
\[
\left\| \tilde{\nu}_j - \nu_j \right\| \leq \left( 2 \sqrt{1 - \nu_j} \right) \delta, \quad \text{for } j = 1, \ldots, n \quad (6)
\]
where \(\tilde{\mu}_i\) and \(\tilde{\nu}_j\) denote the \(i\)th row and \(j\)th column leverage score of \(X\); and \(\mu_i\) and \(\nu_j\) denote the \(i\)th row and \(j\)th column leverage score of \(L\).

Proof Sketch: Based on principal angle theory [71], it can be observed that the contribution of noise \(\tilde{S}\) to the range of \(L\) is limited. Then by the oracle information of the leverage scores and [71, Th. 2.4], our results hold under appropriate assumptions. Detailed proofs can be seen in Appendix B in the supplementary material.

Remark 4: From Theorem 2, we get that the relative leverage score difference between \(L\) and \(X\) is bounded by a very small constant under some suitable conditions. Thus, we can directly use the observation data to calculate the leverage score by existing methods [36], [72]. For the number of samples, we can rank the leverage scores in a descending order and then select the top \(N\) samples, as long as \(N\) satisfies the sampling upper bound provided in Remark 2.

Based on Theorem 2 and the existing methods [36], [72], we propose Algorithm 1 for leveraged matrix completion with noise: first estimating the leverage scores of the noisy matrix from a small number of uniform samples, then using these estimated leverage scores to select the remaining samples. Specifically, given a total budget of \(N\) samples, draws a subset \(O\) uniformly without replacement such that \(|O| = \theta N\), where \(\theta \in [0, 1]\) denotes the fraction of the budget to estimate the leverage scores of the underlying matrix. Then take a rank-\(r\) approximation to \(P_O(X)\), obtaining the estimated leverage scores \(\hat{\mu}_i = \mu_i(U\hat{S}^\dagger V^T)\) \(\nu_j = \nu_j(U\hat{S}^\dagger V^T)\). Last, generate the remaining \((1 - \theta)N\) samples by sampling without replacement with distribution \(p_{ij} \propto (\hat{\mu}_i + \hat{\nu}_j)r \log^2(n)/n\), obtaining the new set of samples \(\hat{O}\). Take a union of \(O\) and \(\hat{O}\) to construct the observation data \(P_{O \cup \hat{O}}(X)\) as constraints in robust matrix completion problem (2).

V. PROOF OF THEOREM 1

Our analysis of nonuniform error bound is based on leverage scores, where \(\mu(\infty)\)-norm and \(\mu(\infty, 2)\)-norm are utilized.
Algorithm 1: Leverage Sampling for Matrix Completion With Noise

**Input:** Noisy data $X$, rank $r$, sampling budget $N$, $\theta$

1. Draw a subset $\mathcal{O}$ by sampling uniformly without replacement such that $|\mathcal{O}|=\theta N$.
2. Compute rank-$r$ approximation to $\mathcal{P}_O(X)$, $\bar{U}\bar{\Sigma}\bar{V}^T$.
3. Calculate the estimated leverage scores $\bar{\mu}_i = \mu_i(\bar{U}\bar{\Sigma}\bar{V}^T)$ and $\bar{v}_j = v_j(\bar{U}\bar{\Sigma}\bar{V}^T)$.
4. Generate the remaining $(1-\theta)N$ samples by sampling without replacement with distribution $p_{ij} \propto (\bar{\mu}_i + \bar{v}_j)r\log^2(n)/n$.
5. Replace $\mathcal{P}_O$ with $\mathcal{P}_{O,\hat{S}}(X)$ in problem (2) to obtain

$$
\min_{L, S} \|L\|_* + \lambda \|S\|_1 \\
\text{s.t.} \quad \mathcal{P}_{O,\hat{S}}(X) = \mathcal{P}_{O,\hat{S}}(L) + S.
$$

6. Solve problem (7) to obtain $\hat{L}$.

**Output:** Recovered problem (7) to obtain $\hat{L}$.

B. Construction of the Dual Certificate

Since $O := \Gamma \cup \Omega'$, we know that $\mathcal{P}_{O,\Gamma'}(W) = \mathcal{P}_{\Omega'}(W)$. From Model 2, we know that the distribution of $(\Gamma', \mathcal{P}_{\Omega'}(W))$ and $(\Gamma', 2\mathcal{P}_{\Omega'}(W) - \mathcal{P}_O(W))$ are same.

Suppose there exist $Y_1$ and $Y_2$ satisfying

$$
\|\mathcal{P}_{\Gamma'}(Y_1 + Y_2) + \mathcal{P}_{\Gamma'}[\lambda(2\mathcal{P}_{\Omega'}(W) - 2UV^*)]\|_F \\
\leq \|\mathcal{P}_{\Gamma'}(Y_1) + \mathcal{P}_{\Gamma'}[\lambda(2\mathcal{P}_{\Omega'}(W) - \mathcal{P}_O(W) - UV^*)]\|_F \\
+ \|\mathcal{P}_{\Gamma'}(Y_2) + \mathcal{P}_{\Gamma'}(\lambda\mathcal{P}_O(W) - UV^*)\|_F
$$

and

$$
\|\mathcal{P}_{\Gamma'}(Y_1 + Y_2) + \mathcal{P}_{\Gamma'}[\lambda(2\mathcal{P}_{\Omega'}(W))]\|_F \\
\leq \|\mathcal{P}_{\Gamma'}(Y_1) + \mathcal{P}_{\Gamma'}[\lambda(2\mathcal{P}_{\Omega'}(W) - \mathcal{P}_O(W))]\|_F \\
\leq \|\mathcal{P}_{\Gamma'}(Y_2) + \mathcal{P}_{\Gamma'}(\lambda\mathcal{P}_O(W))\|_F
$$

Then we know that $Y = [(Y_1 + Y_2)/2]$ satisfies the condition (8). To prove Theorem 1, we need to prove that there exists $Y$ satisfying

$$
\|\mathcal{P}_{\Gamma'}(Y) + \mathcal{P}_{\Gamma'}[\lambda\mathcal{P}_O(W) - UV^*)\|_F \leq \frac{\lambda}{n^3} \\
\|\mathcal{P}_{\Gamma'}(Y) + \mathcal{P}_{\Gamma'}[\lambda\mathcal{P}_O(W)]\|_F \leq \frac{1}{4} \\
\|\mathcal{P}_{\Gamma'}(Y)\|_\infty \leq \frac{\lambda}{4} \\
\mathcal{P}_{\Gamma'}(Y) = 0
$$

with high probability under the assumptions of Lemma 1.

Notice that $1' \sim \text{Ber}(p_2t(1 - 2q))$. Suppose that $\rho$ satisfies $1 - p_2(1 - 2q) = (1 - (p_2(1 - 2q))/6)(1 - \rho)^{-2}$, where $t = \lfloor 5\log n + 1 \rfloor$. We know that $\rho \leq (C\rho)/(|\log n|)$. Define $\rho_1 = \rho_2 = (p_2(1 - 2q))/6$, $\rho_3 = \cdots = \rho_t = \rho$. Let $\Gamma' = \Gamma_1 \cup \Gamma_2 \cup \ldots \cup \Gamma_t$, where $\Gamma_k \sim \text{Ber}(\rho_k)$ independently.

Construct

$$
\begin{align*}
X_0 &= \mathcal{P}_{\Gamma'}(UV^* - \lambda\mathcal{P}_{\Omega'}(W)) \\
X_k &= \left(\mathcal{P}_{\Gamma'} - \frac{1}{\rho_k}\mathcal{P}_{\Gamma_k}\mathcal{P}_{\Gamma'}\right)X_{k-1} \\
Y &= \sum_{k=1}^t \frac{1}{\rho_k}\mathcal{P}_{\Gamma_k}X_{k-1}
\end{align*}
$$

By this construction, we see that

$$
X_k = \mathcal{P}_{\Gamma'}(X_k), \quad k = 0, 1, \ldots, t
$$

which implies that $X_k$ is in the range of $\mathcal{P}_{\Gamma'}(X_k)$.

C. Validity of the Dual Certificate

We next show that $Y$ satisfies all the constraints (9)–(12) simultaneously under our assumptions. The inequality (12) is immediately held by the construction of $Y$. Before validating the constraints (9)–(11), we present some lemmas.

Lemma 2 (Matrix Bernstein Inequality [74]): Let $X_1, X_2, \ldots, X_n \in \mathbb{R}^{n_1 \times n_2}$ be independent zero mean random matrices. Suppose

$$
\max\left\{\left\|\mathbb{E}\sum_{k=1}^n X_kX_k^*\right\|_F, \left\|\mathbb{E}\sum_{k=1}^n X_k^T X_k\right\|_F\right\} \leq \sigma^2
$$

A. Sufficient Condition for Optimality

We first derive the first order subgradient sufficient conditions for Problem (2) as below.

**Lemma 1:** If $p_{ij} \geq \max\{c_\rho(\mu_i + v_j)r\log^2(n)/n, (1/n^5)\}$, $\lambda = 1/(2\sqrt{n}\log n)$ and there exists a dual variable $Y \in \mathbb{R}^{n \times n}$ satisfying

$$
\begin{align*}
\|\mathcal{P}_{\Gamma'}(Y + \lambda\mathcal{P}_{\Omega'}(W) - UV^*)\|_F &\leq \frac{\lambda}{n^3} \\
\|\mathcal{P}_{\Gamma'}(Y + \lambda\mathcal{P}_{\Omega'}(W))\|_F &\leq \frac{1}{4} \\
\|\mathcal{P}_{\Gamma'}(Y)\|_\infty &\leq \frac{\lambda}{4} \\
\mathcal{P}_{\Gamma'}(Y) &\neq 0
\end{align*}
$$

then the solution $(\hat{L}, \hat{S})$ is the unique optimal solution to the original optimization problem (2).

**Proof:** The proof details of this lemma can be found in Appendix C in the supplementary material.
and $\|X_k\| \leq B$ almost surely for all $k$. Then we have
\[ \mathbb{P}\left\{ \left\| \sum_{k=1}^{n} X_k \right\| \geq t \right\} \leq (n_1 + n_2) \exp\left( \frac{-t^2/2}{Bt/3 + \sigma^2} \right). \]
As a consequence, for any $c > 0$, we have
\[ \left\| \sum_{k=1}^{n} X_k \right\| \leq 2\sqrt{\alpha^2 \log(n_1 + n_2) + cB \log(n_1 + n_2)} \]
with probability at least $1 - (n_1 + n_2)^{1-c}$.

**Lemma 3:** If $p_{ij} \geq c_p((\mu_i + \nu_j)r\log^2(n))/n$ for all $(i, j)$ and $q \leq c_q$, then with high probability
\[ \left\| \frac{1}{(1 - 2q)p_{ij}} \mathcal{P} \mathcal{P} \mathcal{P} \mathcal{P} - \mathcal{P} \right\| \leq \frac{1}{2} \]
provided that $c_p$ is sufficiently large and $c_q$ is sufficiently small.

From Lemma 3, we have
\[ \left\| X_k \right\|_F \leq \frac{1}{2} \left\| X_{k-1} \right\|_F , \quad k = 1, 2, \ldots, t \]
with high probability, provided $c_p$ is sufficiently large and $c_q$ is sufficiently small. Therefore, it is easy to obtain
\[ \left\| X_k \right\|_F \leq \frac{1}{2^k} \left\| X_0 \right\|_F , \quad k = 1, 2, \ldots, t. \]

**Lemma 4:** Suppose $Z$ is a fixed $n \times n$ matrix and $Z \in \text{Range}(\mathcal{P})$. If $p_{ij} \geq c_p((\mu_i + \nu_j)r\log^2(n))/n$ for all $(i, j)$ and $q \leq c_q$, then with high probability
\[ \left\| \frac{1}{(1 - 2q)p_{ij}} \mathcal{P} \mathcal{P} \mathcal{P} \mathcal{P} - \mathcal{P} \right\| \leq \frac{1}{2} \left( \|Z\|_{\mu(\infty)} + \|Z\|_{\mu(\infty, 2)} \right) \]
provided that $c_p$ is sufficiently large and $c_q$ is sufficiently small.

**Proof:** The proof details of this lemma are provided in Appendix D in the supplementary material.

**Lemma 5:** Suppose $Z$ is a fixed $n \times n$ matrix and $Z \in \text{Range}(\mathcal{P})$. If $p_{ij} \geq c_p((\mu_i + \nu_j)r\log^2(n))/n$ for all $(i, j)$ and $q \leq c_q$, then with high probability
\[ \left\| \frac{1}{(1 - 2q)p_{ij}} \mathcal{P} \mathcal{P} \mathcal{P} \mathcal{P} - \mathcal{P} \right\|_{\mu(\infty)} \leq \frac{1}{2} \|Z\|_{\mu(\infty)} \]
provided that $c_p$ is sufficiently large and $c_q$ is sufficiently small.

**Proof:** The proof details of this lemma are provided in Appendix E in the supplementary material.

**Corollary 1:** Suppose $Z$ is a fixed $n \times n$ matrix and $Z \in \text{Range}(\mathcal{P})$. If there exists a $\alpha > 0$ such that $p_{ij} \geq c_0((\mu_i + \nu_j)r)/[\alpha n^2]$ $\geq c((\mu_i + \nu_j)r\log^2(n))/n$ for all $(i, j)$, provided $c_0$ and $c$ is sufficiently large and $q$ is sufficiently small. Then with high probability
\[ \left\| \frac{1}{(1 - 2q)p_{ij}} \mathcal{P} \mathcal{P} \mathcal{P} \mathcal{P} - \mathcal{P} \right\|_{\mu(\infty)} \leq \frac{\alpha}{2} \|Z\|_{\mu(\infty)}. \]

Note that this Corollary can be seen as a generalization of [33, Lemma 3.1].

Armed with the above lemmas, dual certifications of (9)-(11) can be extensively conducted, which is provided in Appendix F in the supplementary material.

**VI. EXPERIMENTS**

In this section, we provide numerical experiments for solving extensive synthetic and real-world problems to demonstrate the effectiveness of our proposed leveraged sampling strategy and the correctness of the theoretical findings.

**A. Synthetic Experiment**

We first conduct an experiment by considering a simulated task on artificially generated data, whose goal is to restore a clean matrix from partially observed entries with noises. We declare that a trial is successful if $\|L - L\|_F/\|L\|_F \leq 0.05$. Robust bilinear factorization (RBF) [57], a classical decomposition-based method for robust matrix completion problems, is utilized to solve problem (7).

The low-rank matrix $L$ is constructed by $L = X_1X_2^T$, where the entries of $X_1, X_2 \in \mathbb{R}^{n \times r}$ are independently sampled from Gaussian distribution $N(0, [1/n^2])$. In order to verify that sampling by leverage scores can bear more corruptions, we study the following two types of models.

1) **Uniform Sampling + Uniform Corruption (UU):** Each entry is sampled with equal probability $p_{ij} = p$, for all $(i, j) \in [n] \times [n]$; each observed entries are corrupted by $S$, where $P(S_{ij} = 1) = P(S_{ij} = -1) = (1/2)$ and $E(S_{ij}) = q$, for all $(i, j) \in O$.

2) **Leveraged Sampling + Uniform Corruption (LU):** Each entry is sampled with probability
\[ p_{ij} = p \frac{n^2 \sqrt{\mu_i + \nu_j}}{\sum_{i,j} \sqrt{\mu_i + \nu_j}} \]
for all $(i, j) \in [n] \times [n]$; $S$ is the same as UU.

In LU model, the probability is adaptive to the leverage scores.

We first demonstrate that exact recovery of a low-rank matrix with noise not only depends on the percentage of the entries but also how entries are observed. For UU and LU models, we set $n = 1000$, $r = 10$. Fig. 1 shows the successful frequency versus the observed percentage $p$, where we fix $q = 0.1$. For each value of $p$, we perform 50 trials.
of independent observations and error corruptions and count the number of successes. We observe that the LU model outperforms the UU model. With same ratio of successes, LU needs less observed entries; with same observed entries, LU can obtain higher ratio of success. This is because LU is based on leverage scores, which can be used to characterize the importance of each element in a matrix.

We next study the influence of the corruption percentage on the ratio of successes. We also set $n = 1000$, $r = 10$. Fig. 2 shows the successful frequency versus the corruption percentage $q$, where we fix $p = 0.4$. For each value of $q$, the ratio of successes are obtained in the same way as above. We observe that the LU model performs significantly higher robustness to noise. Specifically, in this setting, the capacity of noise immunity increases about 2.33 times, from 0.18 to 0.6. This is mainly because sampling by leverage scores can reveal “dominating” elements of a low-rank matrix.

B. Collaborative Filtering

In this section, we propose to verify the effectiveness of our proposed leverage sampling method on real-world applications—collaborative filtering; this is a technique for some recommender systems, aiming to recommend movies to its users. Formally, it predicts the unknown preference of a user on a set of unrated items according to other similar users or items.

MovieLens\(^2\) and Jester\(^3\) are two widely used datasets for recommender systems [75], [76]. For MovieLens, we select MovieLens 100K (ML-100K) and MovieLens 1M (ML-1M) in our experiments. ML-100K contains 100,000 ratings for 1682 movies by 943 users and the ratings range from 1 to 5. ML-1M contains 1 000 209 ratings for about 3900 movies by 6040 users and the ratings range from 1 to 5. Jester dataset is a joke rating dataset. It consists of three rating matrices, namely, Jester-1, Jester-2, and Jester-3. Ratings of these datasets are uniformly distributed between 1 and 5.

| Datasets | #Users | #Items | #Rated Items | Range |
|----------|--------|--------|--------------|-------|
| ML-100K  | 943    | 1,682  | 100,000      | [1,5] |
| ML-1M    | 6,040  | 3,706  | 1,000,209    | [1,5] |
| Jester-1 | 24,983 | 100    | 100,000      | [-10,10] |
| Jester-2 | 23,500 | 100    | 100,000      | [-10,10] |
| Jester-3 | 24,938 | 100    | 60,000       | [-10,10] |

Table II

Information of the Real Datasets Utilized in Our Experiments

| $\phi_1$ | $\phi_2$ | $\theta$ | RBF-uni | RBF-lev | HQASD-uni | HQASD-lev |
|----------|----------|----------|---------|---------|-----------|-----------|
| 0.9      | 0.6      | 0.8294   | 0.8109  | 0.8100  | 0.8073    |
| 0.7      | 0.8229   | 0.8033   | 0.8020  | 0.7981  |
| 0.8      | 0.8297   | 0.8174   | 0.8044  | 0.8006  |
| 0.9      | 0.8324   | 0.8263   | 0.8221  | 0.8147  |

Table III

Average RMSE of Ten Trials by Different Sampling Strategies on ML-100K Dataset Under Different Parameters Setting
also see that parameter $\theta = 0.7$ leads to the best performance, which is consistent with the empirical findings in [36].

Furthermore, empirical results also demonstrate the effectiveness and the superiority of our proposed algorithm, implying that just a small fraction of observations, even corrupted, to rate a few selected movies according to the estimated leverage scores obtained by previous samples have the potential to greatly improve the quality of the recovered preference matrix.

### VII. CONCLUSION

The incoherence condition presents a challenge in many real-world scenarios. To address this challenge, we propose a biased sampling processing method based on the row and column leverage scores of the underlying matrix. We demonstrate that an unknown $n \times n$ matrix of rank $r$ can be exactly recovered from approximately $O(nr\log^2(n))$ entries, even in cases where some entries are corrupted. Numerical experiments support our theoretical results and demonstrate the effectiveness of the biased sampling processing.

We propose a leverage score-based biased sampling strategy for matrix completion with noise. Our analysis of the sampling upper bound is rigorous. However, the sampling lower bound remains an open problem worthy of exploration. In addition, developing other methods for estimating leverages and tuning the sampling procedure would be interesting. The extension of the results and techniques presented in this article for matrix completion has potential implications for broader fields and is therefore of independent interest.
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