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Abstract—We describe a method for classification of handwritten Kannada characters using Hidden Markov Models (HMMs). Kannada script is agglutinative, where simple shapes are concatenated horizontally to form a character. This results in a large number of characters making the task of classification difficult. Character segmentation plays a significant role in reducing the number of classes. Explicit segmentation techniques suffer when overlapping shapes are present, which is common in the case of handwritten text. We use HMMs to take advantage of the agglutinative nature of Kannada script, which allows us to perform implicit segmentation of characters along with recognition. All the experiments are performed on the Chars74k dataset that consists of 657 handwritten characters collected across multiple users. Gradient-based features are extracted from individual characters and are used to train character HMMs. The use of implicit segmentation technique at the character level resulted in an improvement of around 10%. This system also outperformed an existing system tested on the same dataset by around 16%. Analysis based on learning curves showed that increasing the training data could result in better accuracy. Accordingly, we collected additional data and obtained an improvement of 4% with 6 additional samples.
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1 INTRODUCTION

Even with the advent of new technologies, handwritten text continues to be a method of recording information and is also a means of communication. Tasks such as automatically interpreting postal addresses, reading bank checks and automatic processing of handwritten forms necessitates the need for a handwriting recognition system. Several open-source and commercial systems exist for the recognition of printed text [1], [2]. However, recognition of handwritten characters is a more challenging problem as it involves variability of handwriting such as intra-writer and inter-writer differences and overlapping of characters which increases difficulty in segmentation. There is still scope for improvement in these systems.

Research in handwriting recognition has been popular in the past few decades [3], [4]. In recent years, substantial work has been done in the field of online handwriting recognition of Indic scripts [5], [6], [7], [8]. However, viable offline HWR systems have been developed for only a few languages and most Indic languages are still beyond the pale of current HWR techniques. To the authors’ best knowledge, offline recognition of Kannada script has been addressed in very few works [9]. Further, no Markov model based handwriting recognition system exists for Kannada even though HMM based offline models have been shown to perform well in recognizing English [10] and Chinese handwritten text [11]. Using HMMs allows for the distinct advantage of simultaneous training and segmentation. Implicit segmentation, which leaves the task of segmentation to the recognizer, has been described by Cavalin et al [12]. The offline system searches a word for components that match characters in its alphabet.

Building an offline HWR system for Kannada involves solving many problems including image preprocessing, character and word segmentation, recognition, integration of language models and context, etc. Indic scripts have rich morphological structure where in a character can lead to many other characters after morphological changes and agglutination. This results in a large number of classes. Segmentation, even at the character level, becomes an important task to obtain a high accuracy. In this paper, we propose a method to reduce the number of classes by character segmentation and show that it results in better character recognition. The character recognizer is a building block for freeform handwriting recognition since the same models can be
used to recognize words.

Explicit segmentation is generally the first step in handwriting recognition followed by recognition [6], [13]. In online recognition systems, the coordinates of the points of writing are stored as a function of time, i.e., the order of strokes made by the writer is readily available. This extra information helps in performing explicit segmentation. In printed text, there are no overlapping characters and this makes segmentation relatively easy. However, explicit segmentation of the characters is not popular for offline handwritten data since time-based information is not available and also because of the increased variability as compared to printed text.

Our contribution is to extend the word level implicit segmentation to the character level by taking advantage of the agglutinative nature of Kannada characters. That is, the system searches a character for simpler shapes. We show that this technique improves character recognition accuracy not only by reducing the number of classes, but also by increasing the training samples. The system is based on a sliding window approach: Feature vectors are extracted from fixed width windows which shift column-by-column from left-to-right. The sequence of vectors are modeled with continuous density HMMs. HMM framework allows for simultaneous training and segmentation of these shapes using the features extracted from character images.

The paper is organized as follows: Section 2 describes the feature extraction methodology. These features are used to train the HMM models as described in Section 3. The dataset and the intuition for segmentation is described in Section 4, followed by experiments and results in Section 5. We also discuss parameter selection and compare with existing systems in this section. Concluding remarks are drawn in Section 6.

2 Feature extraction

The Chars74k dataset [14] contains 657 characters of the Kannada script with 25 samples for each character. These characters are binary images. A sequence of observation vectors are fed as input to the HMMs. These vectors are obtained by feature extraction. We use left-to-right HMMs (discussed in Section 3). Hence we use a sliding window of fixed width which shifts column-by-column from left-to-right. At each position, feature vectors are extracted.

The features extracted from this binary image are gradient-based descriptors. Such features have found to be useful in handwritten text recognition [15], human detection [16] and hand gesture recognition [17]. The idea behind using these features is that local shapes can be characterized using edge directions or by the distribution of local gradient intensities without knowing the precise locations of the corresponding gradient points and edges.

The features are extracted only from the region of the image which contains foreground pixels. In Kannada all the characters are of nearly the same height. Hence, we rescale the isolated character images to a standard height. We implement the algorithm by first dividing this image into vertical strips of width $w$ pixels. We divide each strip into $h$ regions which we call cells. In each cell, we compute the histogram of gradient directions over the pixels of the cell. These directions are specified by orientation bins evenly spaced over $0^\circ$ to $360^\circ$. The combined histogram entries form the feature.

The parameters $w$ and $h$ are fixed by validation. We found that 5 bins are sufficient for a binary image. Each pixel in a cell accounts for a weight being added to one of the histogram channels. A fixed weight of one indicating existence in that particular channel is used. We calculate the gradients using a simple $[-1 \ 0 \ 1]$ mask in both the X and Y directions without any Gaussian smoothing. We found no improvement by using derivative of Gaussian (DoG) kernels to calculate the gradient.

We also build HMM models using histogram of oriented gradients (HOG) features. The weights used for this feature is the magnitude of the gradient intensity. Comparison of the two different features have been shown in Section 5.

3 HMM Training and Recognition

The input to our HMM model is a sequence of observation vectors which we obtain from the images of characters (as discussed in Section 2). We train a different HMM model for each class. The recognition task involves finding a character $C$ which maximizes the a posteriori probability of the class $(C)$ given the observation sequence $(O)$

$$
\hat{C} = \arg\max\limits_C p(C/O),
$$

Fig. 3: An example of a 3 state left-to-right HMM with no state skips
where $C$ could be a vowel, a base class or a modified class as defined in Section 4. We rewrite Equation (1) using Bayes Theorem as

$$
\hat{C} = \arg \max_C \frac{p(O/C)p(C)}{p(O)}.
$$

(2)

$P(O/C)$ is the probability of the observation sequence $O$ being generated by a character $C$. Since $p(O)$ does not depend on class information, Equation (2) is same as

$$
\hat{C} = \arg \max_C p(O/C)p(C).
$$

(3)

Since this is a single character recognition problem, $p(C)$ is assumed to be a uniform distribution over the lexicon (all character classes) and hence Equation (3) is simply

$$
\hat{C} = \arg \max_C p(O/C).
$$

(4)

This probability $p(O/C)$ is modeled using HMMs. A HMM can be thought of to be a probability density function over a sequence of observations. We use continuous density functions [18]. The emission probabilities of the HMMs are modeled with Gaussian mixtures. In our experiments all models have left-to-right topology i.e only transitions to the next state and self transitions are allowed. A character model is a concatenation of these class models. When the final state of a class is reached, there is either a self transition or a transition to the first state of model of the next class. The number of states of the HMM is represented by $S$ and the number of components in the Gaussian Mixture Model (GMM) by $G$. The assumption made is that each model has the same number of states and same number of components in the GMM.

The models are trained using the Baum-Welch algorithm which is a specific case of the Expectation-Maximization algorithm. It maximizes the likelihood of the training set given the models [19]. This algorithm allows for implicit segmentation. We do not segment each class and then train individual models but instead apply this algorithm to the characters. The model training is an iterative process. It first segments all the characters into individual classes using existing model parameters. Based on this segmentation, the parameters are again re-estimated. This process continues till convergence. Thus the boundary of segmentation need not be specified.

The recognition process involves finding the class or the sequence of classes with the highest probability for the observation sequence. This class or sequence of classes is nothing but a character and the list of characters forms the lexicon. The Viterbi algorithm is used to recognize one of the characters in the lexicon [20]. This gives the best likelihood $\lambda$ that can be obtained by following a unique state sequence with the features extracted from the handwritten data. The state sequence giving the highest value of $\lambda$ is selected as the result of the input handwritten character.

4 Dataset

The Chars74k dataset contains 657 characters of the Kannada script collected using a tablet PC. There are 25 samples for each character and only offline data is available. The stroke thickness of the samples is not uniform, which is the case in handwritten text.

Modern Kannada script has 13 vowels, 34 consonants and two other letters, namely the anuswara ˘ and visarga ˛. All consonants combine with all the vowels to form consonant-vowel combinations (CV). In addition, there are 10 numerals. Our work describes initial efforts at developing a recognition system with implicit segmentation of the characters using Hidden Markov Models. We have considered vowels, consonants and consonant-vowel combinations which are available in the dataset. The characters shown in Fig. 4 to Fig. 8 are not handwritten and shown to describe the intuition behind the segmentation. These are not characters from the dataset.

In Figure 5 we have a list of all the CV combinations for the consonant /K/. All consonants combine with the vowels /A/, /AA/, /I/, /E/, /AU/, /VOCALIC R/ and /AI/ (refer Figure 4) to form base classes. Figure 6 is a list of the base classes of the consonant /K/. These characters can not have further left-to-right segmentation into simpler shapes. Since we use a left-to-right sliding window, it is currently possible to identify only left-to-right segmentation.

In Figure 7 we have the list of modifiers which join at the right side of some of the base classes to form the list of characters shown in Figure 8. We refer to these as the modified classes. These modifiers are common to all the consonants. The base classes and the modified classes together form all the CV combinations. We therefore

Fig. 4: 13 vowels and some consonants of the Kannada script

Fig. 5: CV combinations for /K/
have 8 base classes for a consonant and 5 modifiers required to form the modified classes.

As a result of the previous split we have 13 vowels, 34 consonants, 8 base classes, 5 modifiers and 10 numerals. Hence the total number of classes is given by:

\[ 13 + (34 \times 8) + 5 + 10 = 300 \]

The problem is thus reduced to a 300 class classification task.

The Chars74k dataset contains 657 characters with 25 samples for each character. Some of the characters are obsolete in the present Kannada script (कृ, कृ, कृ). Hence we consider only 569 characters out of the 657. These are either vowels, base classes, modified classes or numerals. We use the segmentation methodology described and build only a 300 class classifier to classify these 569 characters.

We not only reduce the number of classes by this method but also increase the number of training samples for most classes since base classes are repeated in the modified classes of the corresponding consonant and modifiers are common to all CV combinations of different consonants.

5 Experiments and results

The Chars74k dataset contains 25 samples of each character. For all our experiments we divide the dataset into 15 samples for training, 5 for validation and 5 for testing. For the 15 - 5 training - validation split, we have done a 4-fold cross validation. We extract HOG features and gradient-based features from the image representation and we use the validation data to select feature parameters \( w \) and \( h \) (See Section 2) and HMM parameters such as number of states \((S)\) and number of Gaussians \((G)\). We use the Hidden Markov Model Toolkit (HTK) for HMM parameter estimation and evaluation [21].

5.1 569 classes

We consider each of the 569 characters as separate classes to form a benchmark for later comparison. We model each class separately using a left-to-right HMM (569 HMMs). We considered HOG and gradient-based features and tuned all the parameters in the validation set. The best classification accuracy obtained was 50.61\%. This result corresponds to HMM parameters \( S = 15 \) and \( G = 4 \) and gradient-based features with \( h = 8 \) and \( w = 8 \).

The total number of parameters in this system is too high. The system has 569 HMMs each with 15 states; each state modeled with a 4 component GMM. The training accuracy is 98.21\% which shows that the system overfits the data. This is expected because of the large number of parameters and the low number of training samples.

5.2 Implicit segmentation

The 569 characters is split into 300 classes as described in Section 4 Baum-Welch algorithm identifies the segmentation and trains the parameters. The Viterbi algorithm finds the best sequence of classes during testing. In our experiments we start with a simple set of single component GMMs and then iteratively refine them by using multiple mixture component Gaussian distributions. The HMM parameters are re-estimated in these iterations. For a single Gaussian component we re-estimate the parameters twice and then double \( G \) and continue the procedure.

5.2.1 Parameter selection

It is important to avoid overfitting of the training data. We select our parameters for the features, number of states in the HMM, and number of components in the GMM optimally in the following way.

We try different parameters \( w \) and \( h \) for feature extraction for the gradient-based and HOG features. Validation

![Fig. 9: Validation accuracy for the two features and different feature parameters. Left bar represents gradient-based features and right bar represents HOG features. (color online)](image)
is performed for feature parameters \( w \) and \( h \) and HMM parameters \( S \) and \( G \).

Based on validation, the parameters chosen are

\[
S = 10; \quad G = 4; \quad w = 8; \quad h = 8;
\]

The bar graph in Figure 9 shows the comparison of validation accuracy for the two features for varying \( w \). We found best results for \( h \) equal to 8. Hence we choose gradient features for all the subsequent experiments.

The graph in Figure 10 shows the best classification accuracy on the validation data with respect to the number of states \( S \) for the optimal values of \( w \) and \( h \). The reduction in validation accuracy for \( S \) greater than 10 is a consequence of overfitting.

The graph in Figure 11 shows the performance of the classifier with increasing \( G \) for the validation data. A single Gaussian is not capable of modeling the data well enough but using 8 components in the GMM is leading to overfitting.

The best validation accuracy of 61.22% was obtained for number of states \( S = 10 \). Using implicit segmentation at the character level results in reduced number of classes to train and also more number of samples for some classes. This reduction in the number of class has not only increased the accuracy but also for a simpler model. The new model has only 10 states as compared to 15 for the classifier used in the previous experiment. The new model has fewer parameters which results in faster training and recognition time.

The accuracy on the test data we obtained with these parameters is 61.0%. This is around 10% higher than treating the 569 characters as independent classes. This is the result of HMMs exploiting the underlying structure and increased training samples as explained above.

Furthermore, we compare our system with a nearest neighbour classifier based on DCT features (DCT - NN) [9]. We also performed experiments to directly compare with this system which considers all the 657 characters in the dataset. The 25 samples are split into 12 training samples and 13 test samples. The results are listed in Table 1.

Typically, state-of-the-art handwriting recognition systems for other languages have better performance [10]. We further analyze the system using learning curves. Learning curve is the plot of training and/or validation accuracy as the number of training samples increases. In this experiment, we increase the number of training samples from 5 till 15 and find the corresponding validation and training set accuracy. When the number of training samples is low training accuracy will be high (overfitting) and validation accuracy is low (poor generalization). As the number of training samples increase, the training accuracy will decrease and validation accuracy will increase. A good machine learning system will have comparable training and validation accuracy.

Figure 12 shows the learning curve for our system. It can be seen that the training accuracy is decreasing and the validation accuracy is increasing. However the trend shows that more training samples could be added to increase the accuracy.

Accordingly, we collected 6 more samples for each of the 500 characters and added it to the training data. The accuracy we obtained with the increased data is 65.34%. An improvement of 4% is observed with the addition of just 6 samples which further reiterates our analysis that the poor accuracy is due to the lack of data. The graph in Figure 12 includes results with the additional data.

1. The additional data collected is available at [https://sites.google.com/site/manasijvenkatesh/research-projects/hwr](https://sites.google.com/site/manasijvenkatesh/research-projects/hwr)
large number of words). This technique can be employed to the recognition of other Indic scripts which have agglutinative nature (Devanagari, Telugu).
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Fig. 12: Improvement in test accuracy with increase in training samples indicates the requirement for more training data.

6 CONCLUSIONS

Our work presents a recognizer system for the offline recognition of Kannada handwritten characters based on continuous density Hidden Markov Models. The Kannada script has a large number of characters most of which are morphological changes of a base character. Hence, segmentation becomes an important task in reducing the complexity of the classifier. Since we use HMMs for classification, explicit segmentation is avoided and is a byproduct of the recognition. This implicit segmentation technique at the character level has showed improved results by reducing the number of classes along with the increase in the training samples. In addition, it also reduces difficulty in the task of data collection as the data need not include segmentation boundaries.

Very few works have been dedicated to the offline recognition of Kannada handwritten text. This is, to the authors’ best knowledge, the best reported accuracy on the Chars74k dataset. It suggests that the features are robust to high variability in input pattern. However, this accuracy is inferior compared to state-of-the-art handwriting recognition systems of other scripts. The reason, as evident from the learning curves, is the lack of training data. However, adding data improved the accuracy. An important future work is to collect more data. In addition, this data collection effort should include Consonant Consonant Vowel (CCV) combinations of characters which are currently not present in the dataset.

We currently exploit the agglutinative nature of the script in the horizontal direction, but not in the vertical direction. Potentially, one can look into techniques such as HMM adaptation to address the issue. Future work also involves including CCV combinations to build a complete system and to further improve the accuracy by introducing a language model (lexicon containing a