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Abstract

We establish the equivalence between two formulations of superstring perturbation theory, one based on integration over the supermoduli space of super Riemann surfaces (SRS), the other based on integration over the bosonic moduli space with insertions of picture changing operators (PCO) on the worldsheet and the vertical integration prescription, by showing how the latter arises from a specific construction of the supermoduli integration contour.
1 Introduction

A cornerstone of superstring theory is the formulation of perturbative closed string scattering amplitudes based on the path integral of two-dimensional supergravity coupling to matter fields on the worldsheet. The precise definition of the worldsheet path integral requires...
fixing the gauge redundancy of super-diffeomorphism and super-Weyl invariance. There are two standard gauge choices. The first one sets the worldsheet gravitino field to zero on local coordinate patches. The gauge choices for two different patches generally differ on the overlap by a superconformal transformation, giving rise to a super-Riemann surface (SRS) structure of the worldsheet [1,2]. In this “SRS formalism”, the asymptotic closed string states are represented as punctures, of Neveu-Schwarz (NS) or Ramond (R) type, and their S-matrix elements are formulated as integrals of a form $\Omega$, defined through correlation functions of a superconformal field theory (SCFT) on the worldsheet SRS, over the supermoduli space of the latter. More precisely, for type II superstring considered in this paper, the integration of $\Omega$ is defined over a super contour $\mathcal{S}$ of $\mathcal{M} \times \overline{\mathcal{M}}$, where $\mathcal{M}$ and $\overline{\mathcal{M}}$ are the supermoduli spaces of a pair of holomorphic and anti-holomorphic SRSs.

A second gauge choice is to set the worldsheet gravitino to a distribution supported at a finite set of points on the worldsheet. Up to regularization ambiguities that can be fixed by requirement of BRST invariance at the quantum level, integration over the gauge-inequivalent degrees of freedom of the gravitino gives rise to the insertions of picture-changing operators (PCOs) on the worldsheet equipped with an ordinary (bosonic) Riemann surface structure [3,4]. The space of states or vertex operators of the worldsheet SCFT is graded according to the picture number, of integer and half-integer values in the NS and R sectors respectively. The asymptotic string states are represented by BRST-closed vertex operators subject to Siegel constraint, in the NS sector of picture number $-1$, or in the R sector of picture number $-\frac{1}{2}$. The data of the worldsheet geometry together with the locations of PCOs are parameterized by a fiber bundle $\mathcal{Y}$ over the moduli space $\mathcal{M}$ of ordinary Riemann surfaces. The spacetime S-matrix elements are formulated as integrals of a form $\Omega$, defined through worldsheet SCFT correlators with PCO insertions, over a suitable contour $\mathcal{S} \subset \mathcal{Y}$. We refer to this as the PCO formalism, and will refer to $\mathcal{S}$ as the “PCO contour”.

Heuristically, the SRS and PCO formalisms of superstring amplitudes come from different gauge choices of the worldsheet path integral, and are anticipated to be equivalent by virtue of the Faddeev-Popov/BRST quantization procedure. However, as the path integral is only well-defined after gauge fixing, to establish such an equivalence requires demonstrating that the two formalisms are related by BRST-exact deformations at the quantum level, which is not at all obvious. Furthermore, the gauge choice that leads to PCOs may suffer from “spurious singularities” that occur along complex codimension 1 loci in the fiber bundle $\mathcal{Y}$ [4,5], an issue that cast doubt on the consistency of the PCO formalism for over two decades.

The problem of spurious singularity was overcome in [6,7] through the prescription of “vertical integration”. The basic idea is that the PCO contour $\mathcal{S}$ need not be a section of the bundle $\mathcal{Y} \rightarrow \mathcal{M}$, nor even a cycle; it suffices for $\mathcal{S}$ to be a chain that projects onto $\mathcal{M}$,
such that the boundary of $S$ consists of only “vertical” components that extend in the fiber directions, on which a PCO moves along a closed path on a given Riemann surface. This allows for $S$ to evade the loci of spurious singularities, while preserving the BRST-invariance and unitarity of superstring amplitudes.

The SRS formalism involves integrations over supermanifolds that, while in principle defined say via partition of unity, are often difficult to evaluate due to lack of convenient parameterizations of the supermoduli space $[8, 9]$. In contrast, the PCO formalism gives a relatively straightforward algorithm for evaluating superstring amplitudes (numerically if necessary), and has been further extended to define off-shell amplitudes and vertices of superstring field theory $[6, 10]$. On the other hand, the choice of the PCO contour $S$ is highly non-canonical. Nonetheless, it has been shown in $[6, 7, 11]$ that deformations of $S$ do not affect on-shell amplitudes.

In this paper, we establish the equivalence between the two formalisms by showing that a specific choice of the super contour $S$, upon patchwise integration over fermionic coordinates, produces the PCO formalism. Our construction of $S$ consists of “horizontal patches” in the supermoduli space that corresponds to PCOs at fixed locations, and interpolating “vertical patches” that amount to vertical integration. In defining a patch of $S$ as the image of a map $I$ into the supermoduli space, and the integration of $\Omega$ via the pullback $I^!\Omega$, it is important to ensure that $I$ has non-singular Berezinian $[8]$. The latter is closely related to the evasion of spurious singularity in the PCO formalism.

In section 2, we review the notion of SRS, its supermoduli space, the meaning of a SCFT on a general SRS, and the formulation of type II superstring amplitudes as an integral over the supermoduli space. Section 3 reviews the PCO, spurious singularities, and the integration contour used to define superstring amplitudes in the PCO formalism. In section 4, we explain the definition of integral over a supermanifold $\mathcal{M}$ via partition of unity, and then introduce an alternative way of performing the integration by “lifting and interpolation”. The basic idea is that one can cover $\mathcal{M}$ with super coordinate patches $\mathcal{U}_\alpha$, each of which projects onto a bosonic patch $U_\alpha$ of reduced space $\mathcal{M}$ via the projection map $\pi_\alpha : U_\alpha \to U_\alpha$. Dividing $\mathcal{M}$ into cells $D_\alpha \subset U_\alpha$, one can reduce the integration over $\pi_\alpha^{-1}(D_\alpha)$ to a bosonic one by integrating out the fermionic fibers. However, the fermionic fibers of $\pi_\alpha$ and $\pi_\beta$ generally do not agree on the boundary between adjacent cells, $D_\alpha \cap D_\beta$. This is corrected for by an interpolating chain between $\pi_\alpha^{-1}(D_\alpha)$ and $\pi_\beta^{-1}(D_\beta)$ constructed as the image of an interpolation map $I_{\alpha\beta}$. To recover the full integral over $\mathcal{M}$, one must include the interpolating chains that account for the mismatch of fermionic fibers along all-codimensional interfaces between adjacent cells. An explicit construction of the super coordinate patches $U_\alpha$ of the supermoduli space $\mathcal{M}$, and the transition maps between them, is given in section 4.3. The general structure of the interpolating chains for the supermoduli integration contour $S \subset \mathcal{M} \times \overline{\mathcal{M}}$ of type II
superstring theory is described in section 4.4.

Section 5 is the core of the paper. In section 5.1, we explain how PCO insertions arise from the integration over the fiber of the projection map $\pi_\alpha$ of section 4.3. The interpolation map $I_{\alpha\beta}$ between the fibers of adjacent patches is constructed in section 5.2, and shown to reproduce the vertical integration in the codimension 1 case. This is then generalized to the higher codimension case in section 5.3. An application of this general construction in the example of genus two SRSs will be discussed in a follow-up paper [12]. Some concluding remarks are given in section 6.

2 The SRS formalism

2.1 SRS and its moduli space

A super-Riemann surface (SRS) $\mathcal{C}$ is a 1|1 complex supermanifold, equipped with a totally non-integrable rank 0|1 sub-bundle of its tangent bundle. It can be covered with super coordinate charts $U_i$, parameterized by bosonic and fermionic coordinates $(z_i, \theta_i)$, such that the transition map on the overlap $U_i \cap U_j$ takes form of a superconformal transformation

$$
\begin{align*}
  z_i &= f_{ij}(z_j) + \theta_j g_{ij}(z_j) h_{ij}(z_j), \\
  \theta_i &= g_{ij}(z_j) + \theta_j h_{ij}(z_j), \quad \text{with } h_{ij} = \pm \sqrt{\partial f_{ij} + g_{ij} \partial g_{ij}}.
\end{align*}
$$

(2.1)

Generally, the transition functions $f_{ij}$ and $g_{ij}$ can be deformed by a set of bosonic and fermionic parameters, while each $h_{ij}$ involves a choice of sign. Modulo superconformal diffeomorphism, the former give rise to the even and odd moduli, denoted by $\tau^m (m = 1, \cdots, d_e)$ and $\nu^a (a = 1, \cdots, d_o)$ respectively, whereas the latter give rise to a choice of spin structure, denoted by $\epsilon$. We will sometimes indicate the moduli dependence of the SRS with the notation $\mathcal{C}_{t, \nu}$, or simply $\mathcal{C}_{\nu}$ to indicate the odd moduli dependence.

By setting all the odd parameters in the transition maps that define $\mathcal{C}$ to zero, which includes setting all of $g_{ij}$'s to zero, we obtain the reduced space $\Sigma$ which is an ordinary Riemann surface. Conversely, given an ordinary Riemann surface $\Sigma$ with a choice of spin structure $\epsilon$, there is a corresponding SRS $\mathcal{C}_0$ with $g_{ij} = 0$, known as a split SRS.

For our purpose it is important to extend the definition of SRS to allow for punctures of NS and R type. The NS puncture amounts to marking a point, say $(z, \theta) = (0, 0)$, on a super disc $D$ with coordinates $(z, \theta)$. The R puncture is defined by further splitting the disc $D$ into two wedges, parameterized by $(z, \theta)$ and $(z', \theta')$ such that the transition map between them takes the form $z' = z$, $\theta' = \pm \theta$, where the sign is the opposite on the two disjoint wedges of the overlap.
The string worldsheet in the superconformal gauge, where the worldsheet gravitino are set to zero patch wise, can be viewed as a diagonal subspace of $\mathcal{C} \times \mathcal{C}'$, where $\mathcal{C}'$ is a SRS whose reduced space is $\Sigma$, the complex conjugate Riemann surface of $\Sigma$. Note that the choice of spin structure of $\mathcal{C}'$ and the types of its punctures are a priori independent from those of $\mathcal{C}$.

The SRS $\mathcal{C}$ can be classified topologically according to the genus $g$ of its reduced space, the number of NS and R punctures, $n_{\text{NS}}$ and $n_{\text{R}}$, and the spin structure $\epsilon$. The supermoduli space of such SRS, denoted $\mathcal{M}_{g,n_{\text{NS}},n_{\text{R}},\epsilon}$ or simply $\mathcal{M}$, is a complex supermanifold of dimension $d_e|d_o$, where $d_e = 3g - 3 + n_{\text{NS}} + n_{\text{R}}$, $d_o = 2g - 2 + n_{\text{NS}} + \frac{1}{2} n_{\text{R}}$. Its reduced space $\mathcal{M}_{g,n_{\text{NS}},n_{\text{R}},\epsilon}$ is the moduli space of an ordinary Riemann surface of genus $g$, with $n_{\text{NS}} + n_{\text{R}}$ punctures and a choice of spin structure.

One should be cautious that a supermanifold is defined not as a set but as a locally ringed space. In particular, the operation of “forgetting the fermionic coordinates” does not define a map from $\mathcal{M}$ to its reduced space $\mathcal{M}$, as the pullback of a function under such an operation does not give a well-defined function on the supermanifold $\mathcal{M}$. For our purpose, it is important to have a notion of integration of super forms on a supermanifold, that may be defined via partition of unity and respects Stokes’ theorem, which we review in section 4 (see also [2,8]).

2.2 SCFT on SRS

Throughout this paper we will consider a superconformal field theory (SCFT) of central charge $c = 0$ on the worldsheet, with holomorphic stress-energy tensor $T(z)$ and supercurrent $G(z)$ that obey the super-Virasoro algebra, as well as their anti-holomorphic counter parts. In particular, the singular part of the OPE of a pair of supercurrents takes the form

$$G(z)G(0) \sim \frac{2}{z} T(0).$$

With the absence of Weyl anomaly, the SCFT is a priori defined on a Riemann surface $\Sigma$ equipped with a spin structure $\epsilon$ that specifies the (anti-)periodicity of the supercurrent via transport along closed paths. Equivalently, we may view this as defining the SCFT on the corresponding split SRS $\mathcal{C}_0$.

This notion of SCFT can be extended to that over an arbitrary SRS by deforming away from the split case, as follows. Given a set of super coordinate charts $U_i$ of $\mathcal{C}$, parameterized by $(z_i, \theta_i)$, a deformation of the supermoduli amounts to a deformation of the transition maps (2.1). This is represented at the level of SCFT correlators by inserting

$$\delta \mathcal{T} = - \sum_{(ij)} \int_{C_{ij}} \frac{dz_i d\theta_i}{2\pi i} T(z_i, \theta_i) \left[ \delta z_i - (\delta \theta_i) \theta_i \right]_{z_j, \theta_j},$$

(2.3)
where $T(z, \theta) \equiv \frac{1}{2} G(z) + \theta T(z)$ is the super stress tensor, and $C_{ij}$ are a set of arcs defined as follows. Let $D_i$ be a closed domain contained within the bosonic part of $U_i$, such that $D_i$ and $D_j$ only meet along their boundary, and the union of $D_i$’s is the entirety of $\Sigma$. $C_{ij}$ is the arc along $D_i \cap D_j$, oriented such that $\sum_j C_{ij} = \partial D_i$. The superconformal covariance of (2.3) ensures that two different sets of coordinate charts and transition maps describe equivalent SRS if the corresponding super stress tensor insertions (2.3) are equivalent (in the SCFT sense) via contour deformations and OPEs as governed by the superconformal algebra.

A particularly useful parameterization of the odd moduli is through the gluing map of super discs, as follows. Starting with a split SRS $\mathcal{C}_0$ with its reduced space $\Sigma$, we choose a set of points $z_a$ on $\Sigma$, $a = 1, \cdots, d_o$, along with sufficient small discs $D_a$ centered at $z_a$. Denote by $U_a$ a coordinate patch of $\Sigma$ that contains $D_a$, which is further split into two patches $U_a = U'_a \cup D_a$, where $U'_a$ is an annulus that does not contain $z_a$. Each of these patches is promoted to a super coordinate chart of $\mathcal{C}_0$, which we will denote by the same symbol. Let $(z, \theta)$ be the coordinates on the super chart of $U'_a$, and $(w, \eta)$ be the coordinates on the super chart of $D_a$, such that the transition map on their overlap in $\mathcal{C}_0$ is simply $(w, \eta) = (z, \theta)$. Now we can construct a new SRS $\mathcal{C}_\nu$ by deforming these transition maps to

$$w = z - \frac{\theta \nu^a}{z - z_a},$$

$$\eta = \theta - \frac{\nu^a}{z - z_a},$$

(2.4)

where $\nu^a$ is a fermionic parameter, for each $a = 1, \cdots, d_o$. In the language of SCFT, the deformation from $\mathcal{C}_0$ to $\mathcal{C}_\nu$ amounts to the insertion of

$$\prod_a \left[ 1 - \oint_{\partial D_a} \frac{dw}{2\pi i} G(w) \frac{\nu^a}{w - z_a} \right] = \prod_a \left[ 1 + \nu^a G(z_a) \right]$$

(2.5)

on $\Sigma$.

For generic choice of $z_1, \cdots, z_{d_o}$, the $\nu^a$’s give a set of non-degenerate local fermionic coordinates on the supermoduli space. Degeneration occurs if there is a weight $-\frac{1}{2}$ meromorphic differential $r(z)(dz)^{-\frac{1}{2}}$ with only $d_o$ simple poles at the $z_a$ with residue $r_a$, so that the linear combination of supercurrent insertions $\sum_a r_a G(z_a) = \oint_{\partial D_a} \frac{dz}{2\pi i} r(z) G(z)$ vanishes by shrinking the contour $\sqcup_a \partial D_a$ away from $\{z_a\}$. This is precisely the condition for a spurious singularity (see section 3.1).

### 2.3 Superstring amplitude

In type II superstring theory, the perturbative scattering amplitude of $n$ closed string asymptotic states, represented by BRST-closed vertex operators $V_i$ that obey Siegel constraint,
takes the general form

\[ A[V_1, \ldots, V_n] = \sum_{g \geq 0} \frac{g^{2g-2}}{2^{2g}} \sum_{\epsilon, \tilde{\epsilon}} A_{g, \epsilon, \tilde{\epsilon}}[V_1, \ldots, V_n], \tag{2.6} \]

where \( g \) is the genus and \( \epsilon, \tilde{\epsilon} \) label the holomorphic and anti-holomorphic spin structures, respectively. For simplicity of exposition we will focus on the case where all of the asymptotic string states are of (NS, NS) type. The distinction between type IIA and type IIB strings is reflected in the choice of overall sign of the odd spin structure contributions to the amplitude. We have

\[ A_{g, \epsilon, \tilde{\epsilon}}[V_1, \ldots, V_n] = \int_{\mathcal{S}} \Omega, \tag{2.7} \]

where the integration contour \( \mathcal{S} \subset \mathcal{M}_{g,n,\epsilon} \times \mathcal{M}_{g,n,\tilde{\epsilon}} \) is a subspace of codimension \( d_e|0 \), whose reduced space is the diagonal subspace of \( \mathcal{M}_{g,n,\epsilon} \times \mathcal{M}_{g,n,\tilde{\epsilon}} \). \( \Omega \) is the super integral form defined in a neighborhood of \( \mathcal{S} \) in \( \mathcal{M}_{g,n,\epsilon} \times \mathcal{M}_{g,n,\tilde{\epsilon}} \), given by the following correlator of the worldsheet SCFT on the SRS \( \mathcal{E} \times \overline{\mathcal{E}} \),

\[ \Omega = \left\langle e^\mathcal{B} \prod_{i=1}^n V_i \right\rangle, \tag{2.8} \]

where \( \mathcal{B} \) is the 1-form

\[ \mathcal{B} = \sum_{k=1}^{2d_e} B_{t_k} dt^k + \sum_{a=1}^{d_o} \delta(dv^a)\delta(B_{\nu^a}) + c.c., \tag{2.9} \]

with

\[ B_{t_k} = \sum_{(ij)} \int_{C_{ij}} \frac{[dz_i|d\theta_i]}{2\pi i} \mathbb{B}(z_i, \theta_i) \left[ \frac{\partial z_i}{\partial t^k} - \frac{\partial \theta_i}{\partial t^k} \theta_i \right] \bigg|_{z_j, \theta_j}, \tag{2.10} \]

\[ B_{\nu^a} = \sum_{(ij)} \int_{C_{ij}} \frac{[dz_i|d\theta_i]}{2\pi i} \mathbb{B}(z_i, \theta_i) \left[ \frac{\partial z_i}{\partial \nu^a} - \frac{\partial \theta_i}{\partial \nu^a} \theta_i \right] \bigg|_{z_j, \theta_j}. \]

Here \( \mathbb{B} = \beta(z) + \theta b(z) \). The domain of integration is defined as in (2.3). Here \( t^k = (\tau^m, \bar{\tau}^m) \) are bosonic moduli parameters. We emphasize that the superconformal transition maps need not depend holomorphically on \( \tau^m \). We have also adopted the convention of \( \mathbb{B} \) in which the 1-form \( dt^k \) is Grassmann-odd, \( dv^a \) is Grassmann-even, and the integral form \( \delta(dv^a) \) is Grassmann-odd.

Note that \( B_{\nu^a} \) is a Grassmann-even object, and \( \delta(B_{\nu^a}) \) is generally not a local operator. The latter should be understood as a holomorphic distribution that serves to absorb the integration over zero modes of \( \beta \). Typically, \( B_{\nu^a} \) takes the form

\[ B_{\nu^a} = \int_C \frac{dz}{2\pi i} \beta(z) g_a(z) + \cdots, \tag{2.11} \]
where $g_a(z)$ is a holomorphic vector field defined in a neighborhood of the path $C$, and $\cdots$ represents terms that involve odd moduli. The functional integration over $\beta$ involves an integration over zero modes of the form $\beta(z) = \sum_k \beta^{(k)}(z)$, where $\lambda^{(k)}(z)(dz)^{3/2}$ are a basis of meromorphic weight $\frac{3}{2}$ forms that are compatible with the spin structure $\epsilon$ and have simple poles at the location of vertex operators $V_1, \cdots, V_n$. The result of the zero mode integral with $\delta(B_{\nu a})$ insertion is

$$
\int \prod_k d\beta^{(k)} \prod_a \delta(B_{\nu a}) = \frac{1}{\det M_a^k}, \quad M_a^k = \int_C \frac{dz}{2\pi i} \lambda^{(k)}(z) g_a(z). \tag{2.12}
$$

The matrix $M_a^k$ is non-degenerate provided that $\nu^a$ are non-degenerate fermionic coordinates on the supermoduli space. Consequently, the integrand $\Omega$ is non-singular at least away from the boundary of the moduli space.

### 3 The PCO formalism

#### 3.1 The PCO and spurious singularities

Gauge fixing the worldsheet supergravity path integral by setting the gravitino to a sum over delta functions $[1,4]$, upon suitable regularization, leads to the insertion of PCO, defined by

$$
X(z) = -Q_B \cdot \Theta(\beta(z)) = \frac{1}{2} \lim_{w \to z} \left[ G(w) \delta(\beta(z)) - \frac{1}{w - z} b(z) \delta'(\beta(z)) \right] - \frac{1}{4} \partial b(z) \delta'(\beta(z)) \tag{3.1}
$$

and similarly for its anti-holomorphic counterpart $\tilde{X}(\bar{z})$.

It is convenient to pass to an equivalent representation of the $\beta\gamma$ system in terms of a linear dilaton field $\phi$ and Grassmann-odd fields $(\xi, \eta)$ $[3]$, with $\beta \simeq e^{-\phi} \partial \xi$, $\gamma \simeq \eta e^{\phi}$, $\delta(\beta) \simeq e^{\phi}$, $\delta(\gamma) \simeq e^{-\phi}$. We adopt a cocycle convention in which $e^{\alpha \phi}$ is Grassmann odd for odd integer $\alpha$. In the $(\phi, \xi, \eta)$ representation, the PCO is written as

$$
X(z) = Q_B \cdot \xi(z) = -\frac{1}{2} e^{\phi} G^{\text{matter}} + c \partial \xi - \frac{1}{4} e^{2\phi} \partial \eta b - \frac{1}{4} \partial (e^{2\phi} \eta b). \tag{3.2}
$$

The correlators of an arbitrary set of $\xi, \eta, \text{ and } e^{\alpha \phi}$ insertions on any Riemann surface $\Sigma$ with a choice of spin structure are given in terms of theta functions on the Jacobian variety of $\Sigma$ and prime forms in $[4]$. An important feature of such correlators is the presence of so-called spurious singularities, which occur whenever there is a zero mode of $\gamma(z)$, that is, a weight $-\frac{1}{2}$ meromorphic differential with a simple pole at every $\delta(\beta)$ insertion (or the

---

1The nontrivial OPEs among $\phi, \xi, \eta$ are $\phi(z)\phi(0) \sim -\ln z$, $\xi(z)\eta(0) \sim \frac{1}{z}$. 

---
location of a PCO) and a simple zero at every \(\delta(\gamma)\) insertion (or location of a vertex operator for an NS string state).

Let us remark that the correlators of \(\delta(\beta)\) and \(\delta(\gamma)\) can be used to construct half-integer weight meromorphic differentials of certain prescribed zeros and poles, which will be used extensively later. For instance, given a generic set of \(n\) points \(\{w_i\}\) and \(2g - 1 + n\) points \(\{z_a\}\) on \(\Sigma\), there is a weight \(-\frac{1}{2}\) meromorphic differential \(\zeta = f(z) dz\) with simple poles at \(z_a\) and zeros at \(w_i\), that is unique up to constant rescaling, given by

\[
f(z) = \frac{1}{\langle \delta(\gamma(z)) \prod_{i=1}^{n} \delta(\gamma(w_i)) \prod_{a=1}^{2g-1+n} \delta(\beta(z_a)) \rangle_{\Sigma,\epsilon}}.
\]

(3.3)

### 3.2 The integration contour

We will refer to the diagonal subspace \(\mathcal{M} \subset \mathcal{M}_{g,n,\epsilon} \times \mathcal{M}_{g,n,\tilde{\epsilon}}\) (i.e. the reduced space of the supermanifold \(\mathcal{S}\) of section 2.3) as the bosonic moduli space of the Riemann surface \(\Sigma\) with holomorphic spin structure \(\epsilon\) and anti-holomorphic spin structure \(\tilde{\epsilon}\). Let \(\pi : \mathcal{Y} \to \mathcal{M}\) be the fiber bundle whose fiber

\[
\pi^{-1}(x) \simeq (\Sigma_x \times \overline{\Sigma_x})^{d_o}
\]

(3.4)

is the space of the loci of \(d_o\) pairs of holomorphic and anti-holomorphic PCOs inserted on the surface \(\Sigma_x\) corresponding to the point \(x \in \mathcal{M}\).

In the formalism of type II string amplitude based on PCOs \([6,7]\), the genus \(g\) amplitude takes the form

\[
A_{g,\epsilon,\tilde{\epsilon}}[V_1, \cdots, V_n] = \int_{\mathcal{S}} \tilde{\Omega}.
\]

(3.5)

Here \(\tilde{\Omega}\) is a form on \(\mathcal{Y}\) defined as the worldsheet SCFT correlator

\[
\tilde{\Omega} = \left\langle e^{\pi^* B} \prod_{i=1}^{n} V_i \prod_{a=1}^{d_o} [\mathcal{X}(z_a) + d\xi(z_a)] [\mathcal{\tilde{X}}(\bar{z}_a) + d\tilde{\xi}(\bar{z}_a)] \right\rangle_{\Sigma,\epsilon,\tilde{\epsilon}},
\]

(3.6)

where \((z_a, \bar{z}_a)\) are viewed as coordinates on the fiber of \(\mathcal{Y} \to \mathcal{M}\). \(B\) is the 1-form on \(\mathcal{M}\) defined by

\[
B = \sum_{(ij)} \int_{C_{ij}} \frac{dz_i}{2\pi i} b(z_i) \frac{\partial z_i}{\partial t_k} \bigg|_{z_j, \theta_j} dt_k + c.c.
\]

(3.7)

The integration contour \(\mathcal{S}\) in (3.5) is a \(d_e\)-dimensional chain in \(\mathcal{Y}\) that evades spurious singularities of \(\tilde{\Omega}\), such that \(\pi(\mathcal{S})\) covers \(\mathcal{M}\) once. Importantly, \(\mathcal{S}\) need not be a cycle\(^2\)

\(^2\)In these considerations we ignore the boundary of the moduli space \(\mathcal{M}\) whose proper treatment requires string field theory \([6]\).
rather, its boundary $\partial \mathcal{S}$ consists of only “vertical components”, in the sense that

$$\partial \mathcal{S} = \sum_k \mathcal{Q}_k,$$

(3.8)

where each component $\mathcal{Q}_k$ is a fiber bundle over a chain $\pi(\mathcal{Q}_k) \subset \mathcal{M}$ of nonzero codimension, whose fiber is of the form $\gamma \times W \subset (\Sigma \times \overline{\Sigma})^{d_o}$, where $\gamma$ is a 1-cycle in one of the $\Sigma$ or $\overline{\Sigma}$ factors, and $W$ is a chain in the product of the remaining $\Sigma$ and $\overline{\Sigma}$ factors.

Under a BRST variation of the string vertex operators, $\tilde{\Omega}$ obeys

$$\tilde{\Omega}[Q_B(\otimes_i \mathcal{V}_i)] = -d\tilde{\Omega}[\otimes_i \mathcal{V}_i].$$

(3.9)

It follows that the BRST variation of the amplitude (3.5),

$$A_{g,\epsilon,\tilde{\epsilon}}[Q_B(\otimes_i \mathcal{V}_i)] = -\int_S d\tilde{\Omega} = -\sum_k \int_{\mathcal{Q}_k} \tilde{\Omega}$$

(3.10)

vanishes, since the integral of $\tilde{\Omega}$ along each fiber of $\mathcal{Q}_k$ vanishes by virtue of $\oint_\gamma d\xi = 0$ for 1-cycle $\gamma \subset \Sigma$ (and similarly for $\gamma \subset \overline{\Sigma}$ with $\xi$ replaced by $\tilde{\xi}$).

In [7], an explicit construction of $\mathcal{S}$ is given based on a dual triangulation of $\mathcal{M}$. We can describe a local model of this construction as follows. Let $D_1, D_2, \cdots, D_{2d_o+1}$ be cells of a dual triangulation of $\mathcal{M}$ that meet at a point. We will denote $D_{i_1 \cdots i_{p+1}} = D_{i_1} \cap \cdots \cap D_{i_{p+1}}$ ($i_1 \cdots i_{p+1}$) the $(2d_o - p)$-dimensional faces along which a subset of the cells meet. The restriction of $\mathcal{S}$ to the interior of $\pi^{-1}(\cup_i D_i)$ is of the form

$$\mathcal{S}|_{\text{Int}(\pi^{-1}(\cup_i D_i))} = \sum_{i_1 \cdots \leq i_{p+1}} \mathcal{S}_{i_1 \cdots i_{p+1}},$$

(3.11)

where $\mathcal{S}_{i_1 \cdots i_{p+1}}$ is a piecewise fiber bundle over $D_{i_1 \cdots i_{p+1}}$, whose fiber is a $p$-dimensional chain in $(\Sigma \times \overline{\Sigma})^{d_o}$ that is the sum of $p$-cubes of the form $\gamma_1 \times \cdots \times \gamma_p$, where each $\gamma_i$ is an arc in one of the $\Sigma$ or $\overline{\Sigma}$ factors. In the $p = 0$ case, $S_i$ is a section of $\mathcal{Y}|_{\mathcal{D}_i}$, which amounts to choosing the locations of $2d_o$ PCOs over the moduli domain $\mathcal{D}_i$. Moving along $D_{i_1 \cdots i_{p+1}}$, the fiber $\mathcal{S}_{i_1 \cdots i_{p+1}}$ may jump only by $\gamma_i \to \gamma_i + \gamma'$, where $\gamma'$ is a 1-cycle in $\Sigma$ or $\overline{\Sigma}$ (as explained above, such jumps do not affect the integral of $\tilde{\Omega}$ along the fiber). Furthermore, the components of (3.11) are subject to the matching condition

$$\sum_{m=1}^{p+1} \mathcal{S}_{i_1 \cdots i_{m-1}i_{m+1} \cdots i_{p+1}}|_{D_{i_1 \cdots i_p}} = -\partial_f \mathcal{S}_{i_1 \cdots i_p},$$

(3.12)

where $\partial_f$ stands for taking the boundary of the fiber of $\mathcal{S}_{i_1 \cdots i_p} \to D_{i_1 \cdots i_p}$. 
4 Integration over the supermoduli space

4.1 Partition of unity

The integration over a supermanifold $M$ of dimension $n_e | n_o$ can be defined via partition of unity, as follows. We begin with a sufficiently fine covering of the reduced space $M$ with open patches $U_\alpha$, such that each patch $U_\alpha$ can be lifted to a super coordinate patch $U_\alpha$ of $\mathfrak{M}$ via\(^3\)

$$\varphi_\alpha : U_\alpha \times \mathbb{R}^{0|n_o} \to U_\alpha.$$  

Let $\pi_\alpha : U_\alpha \to U$ be the corresponding projection map, namely $\pi_\alpha \circ \varphi_\alpha : U_\alpha \times \mathbb{R}^{0|n_o} \to U$ simply forgets the fermionic coordinates. Note that both the lift and projection are highly non-canonical.

Starting with a partition of unity on $M$,

$$\sum_\alpha f_\alpha = 1, \quad \text{Supp}(f_\alpha) \subset U_\alpha,$$

we can construct a partition of unity on $M$ via

$$F_\alpha = \frac{\pi_\alpha^* f_\alpha}{\sum_\beta \pi_\beta^* f_\beta}, \quad \sum_\alpha F_\alpha = 1.$$  

(4.3)

Note that the (fermionic) fibers of the projection $\pi_\alpha$ and $\pi_\beta$ onto two patches $U_\alpha$ and $U_\beta$ generally do not agree on the overlap $U_\alpha \cup U_\beta$. Nonetheless, $\sum_\beta \pi_\beta^* f_\beta|_{U_\alpha}$ is equal to 1 plus quadratic and higher order terms in the fermionic coordinates and therefore invertible, ensuring that (4.3) is well-defined.

The integration of a super form $\Omega$ over $M$ is then defined as

$$\int_M \Omega = \sum_\alpha \int_{U_\alpha \times \mathbb{R}^{0|n_o}} \varphi_\alpha^*(F_\alpha \Omega).$$

(4.4)

Importantly, the resulting integral does not depend on the choice of partition of unity, and obeys the supermanifold version of Stokes’ theorem \[8\].

4.2 Integration by lifting and interpolation

An alternative way to perform the integration over the supermanifold $M$ is to begin with a cell decomposition of the reduced space $M = \bigsqcup D_\alpha$, say a dual triangulation, where each

\[^3\]Following \[8\], we denote by $\mathbb{R}^{p|q}$ the complex supersymmetric vector space parameterized by $p$ real bosonic coordinates and $q$ fermionic coordinates, emphasizing that there is no reality condition involving the fermionic coordinates.
domain $\mathcal{D}_\alpha$ is contained in a patch $\mathcal{U}_\alpha$ that lifts to a super chart $\pi_\alpha : \mathcal{U}_\alpha \to \mathcal{U}_\alpha$ as in the previous subsection, perform the integration over each $\pi_\alpha^{-1}(\mathcal{D}_\alpha)$, and account for the mismatch between the fibers of $\pi_\alpha$ and $\pi_\beta$ along $\mathcal{U}_\alpha \cap \mathcal{U}_\beta$ by an “interpolating integral”. Such a construction amounts to patch-by-patch integration over a top dimensional chain that is homologically equivalent to $\mathfrak{M}$.

We begin by illustrating the interpolation scheme in a basic example. Consider a supermanifold of real dimension $1|n_o$ covered by two patches $\mathfrak{U}$ and $\tilde{\mathfrak{U}}$, with coordinate maps

$$\varphi : \{(t, \nu^a) \in \mathbb{R}^{1|n_o} : t < \delta\} \to \mathfrak{U},$$

$$\tilde{\varphi} : \{(\tilde{t}, \tilde{\nu}^a) \in \mathbb{R}^{1|n_o} : \tilde{t} > -\delta\} \to \tilde{\mathfrak{U}},$$

where $\delta > 0$, and the transition map $\tilde{\varphi}^{-1} \circ \varphi$ takes the form

$$\tilde{t} = t + f(t, \nu), \quad \tilde{\nu}^a = g^a(t, \nu),$$

for $t \in (-\delta, \delta)$, with $f(t, 0) = 0$. The reduced space is simply $\mathbb{R}$, covered by $\mathfrak{U} = (-\infty, \delta)$ and $\tilde{\mathfrak{U}} = (-\delta, \infty)$. We denote by $\pi : \mathfrak{U} \to \mathfrak{U}$ the projection map such that $\pi \circ \varphi$ simply forgets $\nu^a$, and similarly for $\tilde{\pi} : \tilde{\mathfrak{U}} \to \tilde{\mathfrak{U}}$.

![Figure 1: A schematic depiction of the interpolation scheme for integrating over $\mathfrak{M}$. The horizontal axis represents the bosonic coordinate $t$ while the vertical direction represents the fermionic coordinates $\nu^a$. Top: The mismatched fibers coming from the projections $\pi$ (red, left) and $\tilde{\pi}$ (blue, right). Bottom: The splitting of the integration contour into integration over the fibers of $\pi$, the fibers of $\tilde{\pi}$, and the image of the interpolation map $\mathfrak{I}$.](image)

The idea is to break the integration over $\mathfrak{U} \cup \tilde{\mathfrak{U}}$ into the integration over $\pi^{-1}(-\infty, 0)$ and $\tilde{\pi}^{-1}(0, \infty)$, together with an integral over a super patch that interpolates between the fibers.
\( \pi^{-1}(0) \) and \( \tilde{\pi}^{-1}(0) \). Namely, given a degree \( 1|n_0 \) form \( \Omega \), we can write

\[
\int_{\Omega\cup\tilde{\Omega}} \Omega = \int_{t<0} \varphi^*\Omega + \int_{t>0} \tilde{\varphi}^*\Omega + \int_{[0,1] \times \mathbb{R}^{0|n_0}} \mathcal{I}^*\Omega, \tag{4.7}
\]

where \( \mathcal{I} \) is an “interpolation map”

\[
\mathcal{I} : [0,1] \times \mathbb{R}^{0|n_0} \to \Omega \cap \tilde{\Omega} \tag{4.8}
\]

such that \( \mathcal{I}([0] \times \mathbb{R}^{0|n_0}) \) agrees with \( \pi^{-1}(0) \), and that \( \mathcal{I}([1] \times \mathbb{R}^{0|n_0}) \) agrees with \( \tilde{\pi}^{-1}(0) \). The latter amounts to the matching condition

\[
\varphi^{-1} \circ \mathcal{I} (0, \nu) = (0, R(\nu)), \quad \tilde{\varphi}^{-1} \circ \mathcal{I} (1, \tilde{\nu}) = (0, \tilde{R}(\tilde{\nu})), \tag{4.9}
\]

where \( R \) and \( \tilde{R} \) are super-diffeomorphims from \( \mathbb{R}^{0|n_0} \) to itself. Importantly, we require that \( \mathcal{I} \) has non-singular Berezinian, so that the pullback \( \mathcal{I}^*\Omega \) is a well-defined form. An explicit construction of the interpolation map \( \mathcal{I} \) and the verification of (4.7) is given in Appendix A.

To extend this construction to the integration over the supermanifold \( \mathcal{M} \), based on a dual triangulation of its reduced space \( \mathcal{M} \), it suffices to describe a local model of the breakup of the integral. We begin with a local model of dual triangulation in \( n_e \) dimensions, where \( \mathbb{R}^{n_e} \) is divided into \( n_e + 1 \) domains \( D_1, \ldots, D_{n_e+1} \), defined as

\[
D_i = \{ \vec{t} \in \mathbb{R}^{n_e} : t_k = \sum_{j \neq i} e_j^k x_j, \; x_j \geq 0 \}, \tag{4.10}
\]

where \( e_j \) are a set of \( n_e + 1 \) vectors in \( \mathbb{R}^{n_e} \) that lie on the vertices of a simplex that contains the origin in its interior. We further define the codimension-\( p \) faces

\[
D_{i_1 \cdots i_{p+1}} = D_{i_1} \cap \cdots \cap D_{i_p} = \{ \vec{t} \in \mathbb{R}^{n_e} : t_k = \sum_{j \neq i_1, \ldots, i_{p+1}} e_j^k x_j, x_j \geq 0 \}, \tag{4.11}
\]

where the subscripts \( i_1 \cdots i_{p+1} \) are always assumed to be in increasing order. Let

\[
i_j : D_{i_1 \cdots i_{m-1}, j} \to D_{i_1 \cdots i_p} \tag{4.12}
\]

be the obvious inclusion map.

Let \( \mathcal{U}_i \) be the open charts containing \( D_i \),

\[
\mathcal{U}_i = \{ \vec{t} \in \mathbb{R}^{n_e} : t_k = \sum_{j \neq i} e_j^k x_j, \; x_j \geq -\delta \}, \tag{4.13}
\]

for some \( \delta > 0 \). Now consider a supermanifold covered by the super charts \( \mathcal{U}_1, \ldots, \mathcal{U}_{n_e+1} \), each of which admits a coordinate map

\[
\varphi_i : \mathcal{U}_i \times \mathbb{R}^{0|n_0} \to \mathcal{U}_i, \tag{4.14}
\]
We can then break up the integral of a form $\Omega$ over the supermanifold according to
\[ \int_{\bigcup_i \mathcal{U}_i} \Omega = \sum_{p=0}^{n_\epsilon} \sum_{i_1 < \cdots < i_{p+1}} \int_{\Delta^p \times \mathcal{D}_{i_1 \cdots i_{p+1}} \times \mathbb{R}^{0|s_{n_\epsilon}}} \mathcal{J}_{i_1 \cdots i_{p+1}}^* \Omega, \] (4.15)
where $\Delta^p$ is a standard $p$-simplex. The interpolation maps
\[ \mathcal{J}_{i_1 \cdots i_{p+1}} : \Delta^p \times \mathcal{D}_{i_1 \cdots i_{p+1}} \times \mathbb{R}^{0|s_{n_\epsilon}} \rightarrow \mathcal{U}_{i_1} \cap \cdots \cap \mathcal{U}_{i_{p+1}} \] (4.16)
are required to have non-singular Berezinian, such that the following matching conditions hold:
\[ \mathcal{J}_{i_1 \cdots i_{p+1}} \mid_{\partial_m \Delta^p} = \mathcal{J}_{i_1 \cdots i_{m-1} i_{m+1} \cdots i_{p+1}} \circ \mathcal{R}_{i_1 \cdots i_{p+1}}^{(m)} \circ (\sigma_{m,p} \times \iota_{m}), \quad p \geq 1, \] (4.17)
where $\partial_m \Delta^p$ is the $m$-th face ($1 \leq m \leq p+1$) of $\Delta^p$, which is identified with the standard $(p-1)$-simplex via the map
\[ \sigma_{m,p} : \partial_m \Delta^p \cong \Delta^{p-1}. \] (4.18)

### 4.3 Explicit construction of patches on the supermoduli space

We will now give an explicit construction of the lifted super charts on the the supermoduli space $\mathcal{M}_{g,n,\epsilon}$. Let $\{ \mathcal{D}_\alpha \}$ be a sufficiently fine dual triangulation of the reduced space $\mathcal{M}_{g,n,\epsilon}$, such that each cell $\mathcal{D}_\alpha$ has an open neighborhood $\mathcal{U}_\alpha$ parameterizing a family of punctured Riemann surfaces $\Sigma$ equipped with spin structure $\epsilon$, on which we can specify a set of points $\{ z_1, \cdots, z_{d_\alpha} \} \subset \Sigma$ that are sufficiently generic in the sense described following (2.5). Namely, we choose the points $z_a$ to be such that that there is no weight $-\frac{1}{2}$ meromorphic differential on $\Sigma$ that is compatible with the spin structure $\epsilon$, with only simple poles at $\{ z_1, \cdots, z_{d_\alpha} \}$ and simple zeros at the punctures.

The construction of (2.4) and (2.5) then defines a family of SRS $\mathcal{C}_\nu$ whose reduced space is $\Sigma$ with spin structure $\epsilon$, that depend on the fermionic parameters $\nu^a$, $a = 1, \cdots, d_\nu$. Said equivalently, this construction give the coordinate map of a super chart $\mathcal{U}_\alpha \subset \mathcal{M}_{g,n,\epsilon}$,
\[ \varphi_\alpha : \mathcal{U}_\alpha \times \mathbb{R}^{0|s_{d_\nu}} \rightarrow \mathcal{U}_\alpha, \] (4.20)
that takes \((\Sigma, \epsilon) \in U_\alpha\) and \(\nu \in \mathbb{R}^{0 \times d_0}\) to \(C_\nu\). Importantly, the genericness of \(\{z_a\}\) in the sense defined above ensures that \(\varphi_\alpha\) is non-degenerate. As before we will write \(\pi_\alpha : U_\alpha \to U_\alpha\) as the projection map, such that \(\pi_\alpha \circ \varphi_\alpha^{-1}\) simply forgets the odd parameters.

On the overlap between two super charts \(U_\alpha\) and \(U_\beta\), the coordinate maps \(\varphi_\alpha\) and \(\varphi_\beta\) are constructed by choosing two different sets of points \(\{z_a\}\) and \(\{z'_a\}\) on \(\Sigma\). To exhibit the transition map \(\varphi_\beta^{-1} \circ \varphi_\alpha\), it suffices to consider the case where \(z'_a = z_a\) for \(a = 2, \cdots, d_0\), and only \(z'_1\) differs from \(z_1\), as follows.

The SRS that corresponds to \(\varphi_\alpha(\Sigma, \epsilon, \nu)\) (omitting the anti-holomorphic data) is obtained from the split SRS \(C_0\) by the insertion of

\[
\prod_{a=1}^{d_0} [1 + \nu^a G(z_a)].
\]  

There is a weight \(-\frac{1}{2}\) meromorphic differential \(\zeta = f(z)(dz)^{-\frac{1}{2}}\) on \(\Sigma\) (see \(3.3\)), with \(d_0 + 1\) poles at \(z_1, z_2, \cdots, z_{d_0}\) and \(z'_1\), as well as simple zeros at each puncture of \(\Sigma\), normalized such that the residue of \(f(z)\) at \(z = z_1\) is equal to 1. This allows us to express the insertion of \(G(z_1)\) as a contour integral,

\[
G(z_1) = \oint_{C_{z_1}} \frac{dz}{2\pi i} f(z) G(z),
\]

(4.22)

where \(C_{z_1}\) is a counterclockwise contour that encloses \(z_1\). We will denote by \(f^{(n)}(w)\) the coefficient of \((z - w)^n\) in the Laurent series of \(f(z)\) around \(z = w\) (which can be nonzero for \(n \geq -1\)). (4.21) can be written equivalently as

\[
\left[1 + \nu^1 \oint_{C_{z_1}} \frac{dz}{2\pi i} f(z) G(z)\right] \prod_{a=2}^{d_0} [1 + \nu^a G(z_a)]
\]

\[
= \left[1 - \nu^1 f^{(-1)}(z'_1)G(z'_1) - \nu^1 \sum_{b=2}^{d_0} \oint_{C_{z_b}} \frac{dz}{2\pi i} f(z) G(z)\right] \prod_{a=2}^{d_0} [1 + \nu^a G(z_a)]
\]

\[
= \left[1 - \nu^1 f^{(-1)}(z'_1)G(z'_1)\right] \prod_{a=2}^{d_0} [1 + \nu^a G(z_a)]
\]

\[\quad - \nu^1 \sum_{b=2}^{d_0} \left[f^{(-1)}(z_b)G(z_b) - 2\nu^b f^{(0)}(z_b)T(z_b)\right] \prod_{a=2, a \neq b}^{d_0} [1 + \nu^a G(z_a)],
\]

(4.23)

where in deriving the last equality we have used (2.2) and the absence of order \(z^0\) term in the \(G(z)G(0)\) OPE. We can then put (4.23) back in the product form,

\[
\left[1 + \nu^1 G(z'_1)\right] \prod_{a=2}^{d_0} [1 + \nu^a G(z_a)] \left[1 + \sum_{b=2}^{d_0} 2\nu^1 \nu^b f^{(0)}(z_b)T(z_b)\right],
\]

(4.24)
where
\[ \nu'^1 = -\nu^1 f(-1)(z'_1), \]
\[ \nu'^a = \nu^a - \nu^1 f(-1)(z_a), \quad a = 2, \ldots, d_o. \]  
(4.25)

From this we read off the transition map \( \varphi_\beta^{-1} \circ \varphi_\alpha \) on \( (\mathcal{U}_\alpha \cap \mathcal{U}_\beta) \times \mathbb{R}^{0|d_o} \),
\[ \varphi_\beta^{-1} \circ \varphi_\alpha : (\tau^m, \nu^a) \mapsto (\tau'^m = \tau^m + \delta \tau^m, \nu'^a), \]  
(4.26)
where the bosonic moduli shift \( \delta \tau^m \) is generated by the insertion of
\[ \sum_{b=2}^{d_o} 2\nu^1 \nu^b f(0)(z_b) T(z_b). \]  
(4.27)

By moving points of \( \{ z_a \} \) one at a time, we can obtain the general transition maps between arbitrary pairs of super charts \( \mathcal{U}_\alpha \).

### 4.4 The supermoduli integration contour \( \mathcal{S} \)

As explained in section 2.3, we will be integrating not over the supermoduli space itself, but rather a complex codimension \( d_e \mid 0 \) contour \( \mathcal{S} \subset \mathcal{M}_{g,n,\epsilon} \times \overline{\mathcal{M}_{g,n,\epsilon}} \), whose reduced space is the diagonal subspace \( \mathcal{M} \subset \mathcal{M}_{g,n,\epsilon} \times \overline{\mathcal{M}_{g,n,\epsilon}} \). Different choices of \( \mathcal{S} \) are equivalent in homology, and result in the same integral of the form \( \Omega \) which is closed for on-shell amplitudes.

Given a sufficiently fine dual triangulation \( \{ D_\alpha \} \) of \( \mathcal{M} \) and open patches \( \mathcal{U}_\alpha \supset D_\alpha \), we can construct the lifting map \( \varphi_\alpha \) defined as in (4.20), based on the choice of a set of points \( \{ z^{(a)}_\alpha \} \subset \Sigma \), with \( \varphi_\alpha (\mathcal{U}_\alpha \times \mathbb{R}^{0|d_o}) = \mathcal{U}_\alpha \subset \mathcal{M}_{g,n,\epsilon} \), and \( \pi_\alpha (\mathcal{U}_\alpha) = \mathcal{U}_\alpha \). Similarly, we can define the anti-holomorphic lifting map \( \overline{\varphi}_\alpha \) that depends on \( \{ \overline{z}^{(a)}_\alpha \} \subset \overline{\Sigma} \), and the corresponding super chart \( \overline{\mathcal{U}}_\alpha \subset \overline{\mathcal{M}_{g,n,\epsilon}} \). Note that \( \overline{z}^{(a)}_\alpha \) need not be complex conjugate to \( z^{(a)}_\alpha \). Applying both the holomorphic and anti-holomorphic lifting map to a cell \( D_\alpha \) produces a patch
\[ (\varphi_\alpha \times \overline{\varphi}_\alpha)(D_\alpha \times \mathbb{R}^{0|d_o} \times \overline{\mathbb{R}^{0|d_o}}) = (\pi_\alpha^{-1} \times \overline{\pi}_\alpha^{-1})(D_\alpha) \]  
(4.28)
of the contour \( \mathcal{S} \), which we will refer to as a “horizontal” patch.

Next, we would like to construct interpolating “vertical” patches that fill in the gaps between horizontal patches of the form (4.28) and close the chain \( \mathcal{S} \). This is analogous to (4.15) but applied to integration over a submanifold. Suppose the cells \( D_{\alpha_1}, \ldots, D_{\alpha_{p+1}} \) of the dual triangulation of \( \mathcal{M} \) meet along the codimension-\( p \) face \( D_{\alpha_1 \cdots \alpha_{p+1}} \). We aim to construct a set of interpolation maps
\[ \mathcal{I}_{\alpha_1 \cdots \alpha_{p+1}} : \Delta^p \times D_{\alpha_1 \cdots \alpha_{p+1}} \times \mathbb{R}^{0|d_o} \times \mathbb{R}^{0|d_o} \to \mathcal{U}_{\alpha_1 \cdots \alpha_{p+1}} \times \overline{\mathcal{U}}_{\alpha_1 \cdots \alpha_{p+1}}, \]  
(4.29)
where \( U_{\alpha_1 \cdots \alpha_{p+1}} \equiv U_{\alpha_1} \cap \cdots \cap U_{\alpha_{p+1}} \), that obey matching conditions analogous to (4.17), of the form

\[
\mathcal{I}_{\alpha_1 \cdots \alpha_{p+1}} \mid_{\partial_m \Delta^p} = \mathcal{I}_{\alpha_1 \cdots \alpha_{m-1} \alpha_{m+1} \cdots \alpha_{p+1}} \circ R^{(m)}_{\alpha_1 \cdots \alpha_{m-1} \alpha_{m+1} \cdots \alpha_{p+1}} \circ (s_{m,p} \times t_m), \quad p \geq 1.
\]

(4.30)

The contour \( \mathcal{S} \) is then built as

\[
\mathcal{S} = \sum_{p=0}^{2d_\nu} \sum_{\{\alpha_1, \cdots, \alpha_{p+1}\}} \mathcal{I}_{\alpha_1 \cdots \alpha_{p+1}} (\Delta^p \times D_{\alpha_1 \cdots \alpha_{p+1}} \times \mathbb{R}^{0+d_\nu} \times \mathbb{R}^{0+d_\nu}).
\]

(4.31)

In the next section, we will describe a specific construction of (4.29) that leads to precisely the vertical integration prescription.

## 5 From the supermoduli contour to the PCO contour

### 5.1 PCO from cutting a super disc

We begin by considering the effect of integrating out a single fermionic modulus on a patch of the supermoduli space that parameterizes the gluing map of a super disc according to (a slight generalization of) (2.4). Namely, consider a super disc \( D \) with coordinates \((w, \eta)\), and an overlapping super annulus \( U' \) with coordinates \((z, \theta)\), with the transition map

\[
\begin{align*}
    w &= z - \frac{\theta \nu}{z - z_0(t)}, \\
    \eta &= \theta - \frac{\nu}{z - z_0(t)}.
\end{align*}
\]

(5.1)

Here \( \nu \) is an odd parameter, and the \( z_0(t) \) can have arbitrary dependence on the bosonic moduli \( t^k = (\tau^m, \bar{\tau}^m) \).

According to (2.5) and (2.8), the transition map (5.1) gives rise to the following \( \nu \)-dependent factor in the supermoduli integrand,

\[
[1 + \nu \oint \frac{dz}{2\pi i} \frac{G(z)}{z - z_0(t)}] \exp \left[ \mathcal{B}_{z_0(t)} \right] \delta(d\nu)\delta(\mathcal{B}_\nu),
\]

(5.2)

where the \( z \)-integral contour encircles \( z_0(t) \). \( \mathcal{B}_{z_0(t)} \) and \( \mathcal{B}_\nu \) are given by

\[
\mathcal{B}_{z_0(t)} = \oint \frac{dw}{2\pi i} d\eta (\beta + \eta b) \left[ \frac{\partial w}{\partial \theta^k} - \frac{\partial \eta}{\partial \theta^k} \right] \bigg|_{z,\theta} \, dt^k
\]

(5.3)
and
\[
\mathcal{B}_\nu = \oint_{\frac{2\pi i}{\nu}(\beta + \eta b)} \left[ \frac{\partial w}{\partial \nu} - \frac{\partial \eta}{\partial \nu} \right]_{z,\theta} \nu \eta = 2\beta(z_0(t)) - \nu \partial b(z_0(t))
\] (5.4)
respectively. Thus, (5.2) can be written as
\[
\left[ 1 + \nu \oint_{2\pi i z - z_0(t)} \frac{G(z)}{z - z_0(t)} \right] \cdot (1 - 2\nu \delta(z_0(t))) \left[ \frac{1}{4} \delta(\beta(z_0(t))) - \frac{1}{4} \nu \partial b(z_0(t)) \delta'(\beta(z_0(t))) \right]
\] (5.5)
Integrating this over \( \nu \) gives
\[
\frac{1}{2} \oint_{2\pi i z - z_0(t)} \delta(\beta(z_0(t))) - \frac{1}{4} \nu \partial b(z_0(t)) \delta'(\beta(z_0(t))) - dz_0(t) \partial \Theta(\beta(z_0(t)))
\] (5.6)
where \( \xi = -\Theta(\beta) \), and
\[
\mathcal{X}(z) = \frac{1}{2} \oint_{2\pi i z' - z} \delta'(\beta(z)) - \frac{1}{4} \nu \partial b(z) \delta'(\beta(z))
\] (5.7)
is precisely the PCO.

Applying this to all of the odd moduli parameters in the integration over the lifted patch \((\pi^{-1}_a \times \pi^{-1}_a)(D_\alpha)\) of section 4.3, where the points \( \{z^{(a)}_{\alpha} \} \subset \Sigma \) and \( \{\bar{z}^{(a)}_{\alpha} \} \subset \Sigma \) are chosen to be independent of the local bosonic moduli parameter \( t^k \), we obtain
\[
\int_{(\pi^{-1}_a \times \pi^{-1}_a)(D_\alpha)} \Omega = \int_{D_\alpha} \left\langle e^B \prod_{i=1}^{n} \nu_i \prod_{a=1}^{d_{\alpha}} \mathcal{X}(z^{(a)}_a \bar{z}^{(a)}_a) \right\rangle.
\] (5.8)
This amounts to a “horizontal patch” of the integration over the PCO contour (3.5). We could of course slightly generalize (5.8) to allow \( z_a \) and \( \bar{z}_a \) to depend on \( t \), and recover an expression that involves the integrand (3.6) including the \( d\xi, d\bar{\xi} \) terms, but this is inessential for our consideration. In fact, simply allowing \( z_a, \bar{z}_a \) to depend on \( t \) would not enable us to close the chain \( \mathcal{S} \), as we must ensure that the former evade configurations that lead to spurious singularities. Instead, we will proceed by constructing the interpolating patches in the supermoduli space.

### 5.2 The emergence of vertical integration

We now construct the interpolation map \( I_{\alpha\beta} \) between a pair of neighboring cells \( D_\alpha, D_\beta \subset \mathcal{M} \) that meet along the codimension 1 face \( D_{\alpha\beta} \), as the \( p = 1 \) case of (4.29). The lifting maps
$\varphi_\alpha, \overline{\varphi}_\alpha$ are defined as in section 4.4 involving the choice of points \{\(z^{(a)}_a\) \(\subset\Sigma, \{z^{(a)}_a\} \subset \Sigma\), and similarly for \(\varphi_\beta, \overline{\varphi}_\beta\) with the points \{\(z^{(\beta)}_a\), \{\(z^{(\beta)}_a\). \(I_{\alpha\beta}\) will be constructed as a composition (in the sense of homotopy) of a sequence of 2\(d_o\) interpolation maps

\[
I_a : [0, 1] \times D_{\alpha\beta} \times \mathbb{R}^{0|*d_o} \to U_{\alpha\beta},
\]

\[
\overline{I}_a : [0, 1] \times D_{\alpha\beta} \times \mathbb{R}^{0|*d_o} \to \overline{U}_{\alpha\beta}, \tag{5.9}
\]

according to

\[
I_{\alpha\beta}(s, t, \nu, \overline{\nu}) = (I_a(2d_o - a + 1, t, \nu), \overline{\varphi}_\alpha(t, \nu)), \quad \frac{a - 1}{2d_o} \leq s \leq \frac{a}{2d_o},
\]

\[
I_{\alpha\beta}(s, t, \nu, \overline{\nu}) = (\varphi_\beta(t, \nu), \overline{I}_a(2d_o - d_o - a + 1, t, \overline{\nu})), \quad \frac{a - 1}{2d_o} + \frac{1}{2} \leq s \leq \frac{a}{2d_o} + \frac{1}{2}, \tag{5.10}
\]

for \(a = 1, \ldots, d_o\).

\(I_a(s, t, \nu)\) is defined as the SRS obtained from the split SRS \(C_0\) over \((\Sigma_t, \epsilon)\) by cutting \(d_o + 1\) super discs centered at \(z^{(\beta)}_1, z^{(\beta)}_2, \ldots, z^{(\beta)}_a, z^{(\alpha)}_a, \ldots, z^{(\alpha)}_{d_o}\).

The gluing maps at the boundary of the first \(a - 1\) discs, centered at \(z^{(\beta)}_1, \ldots, z^{(\beta)}_{a-1}\), are the same as those that define the lifting map \(\varphi_\beta\), namely (2.4) with \(z_a\) replaced with \(z^{(\beta)}_a\), that depend on the Grassmann-odd parameters \(\nu^1, \ldots, \nu^{a-1}\). The gluing maps at the boundary of the last \(d_o - a\) discs, centered at \(z^{(\alpha)}_{a+1}, \ldots, z^{(\alpha)}_{d_o}\), are the same as those that define the lifting map \(\varphi_\alpha\), that depend on \(\nu^{a+1}, \ldots, \nu^{d_o}\). On the boundary of the discs centered at \(z^{(\beta)}_a\) and \(z^{(\alpha)}_a\), however, we use a gluing map that interpolates between those that define \(\varphi_\alpha\) and \(\varphi_\beta\) as follows.

Let \((w, \eta)\) be the coordinates on the super disc centered at \(z^{(\alpha)}_a\), and \((\tilde{w}, \tilde{\eta})\) be the coordinates on the super disc centered at \(z^{(\beta)}_a\). The gluing maps that depend on \(\nu^a\) are

\[
w = z - \frac{\theta(1 - s)R(s)\nu^a}{z - z^{(\alpha)}_a}, \quad \eta = \theta - \frac{(1 - s)\overline{R}(s)\nu^a}{z - z^{(\alpha)}_a}, \tag{5.12}
\]

and

\[
\tilde{w} = z - \frac{\theta s\overline{R}(s)\nu^a}{z - z^{(\beta)}_a}, \quad \tilde{\eta} = \theta - \frac{s\overline{R}(s)\nu^a}{z - z^{(\beta)}_a}, \tag{5.13}
\]

where \(R(s)\) and \(\overline{R}(s)\) are nowhere vanishing complex valued functions on \([0, 1]\). Note that our matching conditions do not require \(R(0)\) and \(\overline{R}(1)\) to be identity.

To first order in \(\nu\), the deformation that defines the SRS \(I_a(s, t, \nu)\) amounts to the insertion of

\[
\sum_{b=1}^{a-1} \nu^b G(z^{(\beta)}_b) + \sum_{b'=a+1}^{d_o} \nu^{b'} G(z^{(\alpha)}_{b'}) + \nu^a \left[(1 - s)R(s)G(z^{(\alpha)}_a) + s\overline{R}(s)G(z^{(\beta)}_a)\right] \tag{5.14}
\]
on the worldsheet. For generic \( \{ z^{(\alpha)}_a \} \) and \( \{ z^{(\beta)}_a \} \), up to constant rescaling there is a unique weight \(-\frac{1}{2}\) meromorphic differential \( \zeta = f(z)(dz)^{-\frac{1}{2}} \) with \( d_a + 1 \) simple poles at \( (5.11) \). By consideration of contour deformation similarly to that at the end of section 2.2, the variation similarly via gluing maps on the complex conjugate SRS. Note that the points \( \bar{f} \) where integrals involved in this construction need not be the complex conjugates of \( z \). For generic choices of complex \( R(s) \) and \( \tilde{R}(s) \), \( (5.15) \) can certainly be avoided, thereby ensuring that \( I_a \) has non-singular Berenzinian, as needed.

The anti-holomorphic counterpart to \( I_a \), which we denoted by \( \bar{I}_a \) in \( (5.9) \), is defined similarly via gluing maps on the complex conjugate SRS. Note that the points \( z^{(\alpha)}_a, z^{(\beta)}_a \in \Sigma \) involved in this construction need not be the complex conjugates of \( z^{(\alpha)}_a, z^{(\beta)}_a \in \Sigma \).

The integration over the interpolation patch defined by \( \mathcal{I}_{\alpha \beta} \) can be written as

\[
\int_{[0,1] \times \mathcal{D}_{\alpha \beta} \times \mathbb{R}^{d_a} \times \mathbb{R}^{d_a} \times d_o} \mathcal{I}_{\alpha \beta}^* \Omega = \int_{[0,1] \times \mathcal{D}_{\alpha \beta} \times \mathbb{R}^{d_a} \times \mathbb{R}^{d_a} \times d_o} \left[ \sum_{a=1}^{d_a} (I_a \times \varphi_a)^* \Omega + \sum_{a=1}^{d_o} (\varphi \times \bar{I}_a)^* \Omega \right]
\]

The integrand \( (I_a \times \varphi_a)^* \Omega \), for instance, contains the following \( s \) and \( \nu^a \) dependent factor

\[
\mathcal{B}_s \delta(d\nu^a) \delta(B_{\nu^a}),
\]

where

\[
\mathcal{B}_s = -2\nu^a \left[ \beta(z^{(\alpha)}_a) \frac{d}{ds} ((1-s)R(s)) + \beta(z^{(\beta)}_a) \frac{d}{ds} (s \tilde{R}(s)) \right] ds
\]

\[
\mathcal{B}_{\nu^a} = 2 \left[ (1-s)R(s)\beta(z^{(\alpha)}_a) + s \tilde{R}(s)\beta(z^{(\beta)}_a) \right] - \nu^a \left[ ((1-s)R(s))^2 \partial b(z^{(\alpha)}_a) + (s \tilde{R}(s))^2 \partial b(z^{(\beta)}_a) \right].
\]

Note that we don’t need to include insertion of \( G \) associated with the \( \nu^a \)-deformation in \( (5.17) \) because \( \mathcal{B}_s \) already saturates the \( \nu^a \)-integral.

Integrating \( (5.17) \) over \( s \) and \( \nu^a \) results in

\[
- \int_{0}^{1} ds \left[ \beta(z^{(\alpha)}_a) \frac{d}{ds} ((1-s)R(s)) + \beta(z^{(\beta)}_a) \frac{d}{ds} (s \tilde{R}(s)) \right] \delta \left( (1-s)R(s)\beta(z^{(\alpha)}_a) + s \tilde{R}(s)\beta(z^{(\beta)}_a) \right)
\]

\[
= - \int_{0}^{1} ds \partial_s \Theta \left( (1-s)R(s)\beta(z^{(\alpha)}_a) + s \tilde{R}(s)\beta(z^{(\beta)}_a) \right)
\]

\[
= - \Theta(\tilde{R}(1)\beta(z^{(\beta)}_a)) + \Theta(R(0)\beta(z^{(\alpha)}_a)).
\]

(5.19)
Recall that the holomorphic distribution $\Theta(\beta)$ is homogenous in its argument, and thus the RHS of (5.19) is the same as

$$\xi(z_a^{(\beta)}) - \xi(z_a^{(\alpha)}).$$

(5.20)

This matches precisely the vertical integration prescription associated with moving a holomorphic PCO from $z_a^{(\alpha)}$ to $z_a^{(\beta)}$.

(5.16) is therefore equivalent to the sum over $2d_o$ vertical integrals, each of which involves moving a single holomorphic or anti-holomorphic PCO. The result can be written as

$$\int_{[0,1] \times D_{\alpha\beta} \times \mathbb{R}^{d_o} \times \mathbb{R}^{d_o}} T_{\alpha\beta}^{\prime} \Omega$$

$$= \int_{D_{\alpha\beta}} \left\langle e^{B} \prod_{i=1}^{n} \mu_i \left[ \sum_{a=1}^{d_o} \prod_{b=1}^{a-1} \mathcal{X}(z_b^{(\beta)}) \left[ \xi(z_a^{(\beta)}) - \xi(z_a^{(\alpha)}) \right] \prod_{b'=a+1}^{d_o} \mathcal{X}(z_{b'}^{(\alpha)}) \prod_{c=1}^{d_o} \mathcal{X}(\bar{z}_c^{(\alpha)}) \right] \right\rangle.$$  

(5.21)

### 5.3 Recovering the full PCO contour $\mathcal{S}$

To complete the supermoduli integration contour $\mathcal{S}$ outlined in section 4.4, we now extend the construction of the interpolation map of the previous subsection to $\mathcal{T}_{\alpha_1 \ldots \alpha_{p+1}}$ supported at the codimension $p$ interface between $\mathcal{D}_{\alpha_1}, \ldots, \mathcal{D}_{\alpha_{p+1}} \subset \mathcal{M}$. Each cell $\mathcal{D}_{\alpha_m}$ is contained in its open neighborhood $\mathcal{U}_{\alpha_m}$, the latter being lifted to a supermoduli patch $\mathfrak{U}_{\alpha_m}$ via the map $\varphi_{\alpha_m}$ specified through PCO locations $\{z_a^{(\alpha_1)}, \ldots, z_a^{(\alpha_{p+1})}\}$ in the sense of section 5.1, along with their anti-holomorphic counter parts.

We begin with an auxiliary space

$$V = \Delta_1 \times \cdots \times \Delta_{d_o},$$

(5.22)

where each $\Delta_a$ is a $p$-simplex, whose vertices are denoted $\{v_{a,1}, \ldots, v_{a,p+1}\}$. We will refer to a tuple of vertices $(v_{1,x_1}, \ldots, v_{d_o,x_{d_o}}) \in V$, where $1 \leq x_a \leq p+1$, as a vertex of $V$. Such vertices are in 1-1 correspondence with “shuffled” PCO locations $\{z_{a(x_a)}\}_{1 \leq a \leq d_o}$, where the $a$-th PCO position is taken from that of the lifting map $\varphi_{\alpha_m}$. A sequence of PCO moves from $\{z_a^{(\alpha_{x_a})}\}$ to $\{z_{a}^{(\alpha_{y_a})}\}$ can be associated with a path along the edges of the embedded $d_o$-hypercube $\prod_{a=1}^{d_o} \mathfrak{v}_{a,x_a} \mathfrak{v}_{a,y_a} \subset V$. For instance, the interpolation map $\mathfrak{I}_{a_2,a_y}$ of section 5.2 is associated with the path

$$\Gamma_{xy} : (v_{1,x}, v_{2,x}, \ldots, v_{d_o,x}) \to (v_{1,y}, v_{2,x}, \ldots, v_{d_o,x}) \to \cdots \to (v_{1,y}, v_{2,y}, \ldots, v_{d_o,y}),$$

(5.23)

which shall be viewed as a piecewise linear map from the standard 1-simplex to $V$. 
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Given three such paths, say $\Gamma_{\alpha_1\alpha_2}$, $\Gamma_{\alpha_2\alpha_3}$, $\Gamma_{\alpha_1\alpha_3}$ associated with $I_{\alpha_1\alpha_2}$, $I_{\alpha_2\alpha_3}$, $I_{\alpha_1\alpha_3}$, we can form a closed path as the piecewise linear map

$$\partial \Gamma_{\alpha_1\alpha_2\alpha_3} : \partial \Delta^2 \to V$$

(5.24)

composed by joining the three paths, each of which is defined on a boundary segment $\partial_m\Delta^2$, $m = 1, 2, 3$. Evidently, $\partial \Gamma_{\alpha_1\alpha_2\alpha_3}$ is contractible and can be extended to

$$\Gamma_{\alpha_1\alpha_2\alpha_3} : \Delta^2 \to V.$$  

(5.25)

It is convenient to realize $\Gamma_{\alpha_1\alpha_2\alpha_3}$ as a homotopy between the path $\Gamma_{\alpha_1\alpha_2} \triangleright \Gamma_{\alpha_2\alpha_3}$ (here $\triangleright$ stands for “joining”) and $\Gamma_{\alpha_1\alpha_3}$, that is composed of a sequence of elementary homotopies of two types.

The first type of elementary homotopy, which we refer to as a “merger”, is a homotopy between two paths $\Gamma$ and $\Gamma'$ that differ only at the respective segments

$$u_{a,1} \to v_{a,2} \to v_{a,3} \subset \Gamma,$$

$$u_{a,1} \to v_{a,3} \subset \Gamma',$$

(5.26)

where we have exhibited only the movement between vertices in $\Delta_a$, while the coordinates in each of the other simplex factors of $V$, namely $\Delta_1, \cdots, \Delta_{a-1}, \Delta_{a+1}, \cdots, \Delta_d$, are fixed to be at some vertex. The merger is defined as the homotopy associated with the obvious map from $\Delta^2$ to the 2-simplex spanned by $\{v_{a,1}, v_{a,2}, v_{a,3}\}$ in $\Delta_a$.

The second type of elementary homotopy, which we refer to as a “square move”, is a homotopy between two paths $\Gamma$ and $\Gamma'$ that differ at the following segments,

$$(v_{a,2}, v_{b,1}) \to (v_{a,2}, v_{b,2}) \to (v_{a,3}, v_{b,2}) \subset \Gamma,$$

$$(v_{a,2}, v_{b,1}) \to (v_{a,3}, v_{b,1}) \to (v_{a,3}, v_{b,2}) \subset \Gamma',$$

(5.27)

where we have exhibited only the movement of a pair of vertices on $\Delta_a$ and $\Delta_b$, where $1 \leq a < b \leq d$, while the coordinates on the other $\Delta_c$ factors for $c \neq a, b$ are at some fixed vertices along these segments of the paths. The square move is defined as the homotopy associated with the obvious map from $[0, 1]^2$ to the square $v_{a,2}v_{a,3} \times v_{b,1}v_{b,2}$ in $\Delta_a \times \Delta_b$.

To construct the interpolation map associated with (5.25), which is composed of a sequence of elementary homotopy moves, we first choose a set interpolation maps of the form (5.9) associated with each edge of a path $\Gamma$ that appear in the homotopy sequence, and then construct the interpolation map associated with each merger or square move between the $\Gamma$’s, subject to compatibility conditions as follows.

We associate the merger move of (5.26) with an interpolation map

$$T^M : \Delta^2 \times D_{\alpha_1\alpha_2\alpha_3} \times \mathbb{R}^{0,d} \to U_{\alpha_1\alpha_2\alpha_3},$$

(5.28)
Figure 2: An example of a construction of a homotopy between $\Gamma_{\alpha_1 \alpha_2} \Rightarrow \Gamma_{\alpha_2 \alpha_3}$ and $\Gamma_{\alpha_1 \alpha_3}$ for a specific choice of $\Gamma_{xy}$ using a square move and two triangle moves.

where $I_M(\vec{s}, t, \nu)$ is the SRS obtained by deforming the split SRS over $\Sigma_t$ with a set of $d_o + 2$ superconformal gluing maps along boundaries of super discs that depend on the odd parameter $\nu^a$, $a = 1, \cdots, d_o$. Among them, the $d_o - 1$ gluing maps that involve $\nu^b$ for $b \neq a$ are those of the standard form (2.4), where the center of the super disc $z_b$ is the $b$-th PCO location as specified by the vertex in $\Delta_b$ of the segment appearing in (5.26). The gluing maps that involve $\nu^a$, on the other hand, are defined on the boundaries of three super discs $D_1, D_2, D_3$ centered at the PCO locations associated with $v_{a,1}$, $v_{a,2}$, $v_{a,3}$. Let $(w_i, \eta_i)$ be the super coordinates on $D_i$. The gluing maps are of the form

$$w_i = z - \frac{\theta P_i(\bar{s}) \nu^a}{z - z_{a}^{(i)}}, \quad \eta_i = z - \frac{P_i(\bar{s}) \nu^a}{z - z_{a}^{(i)}}, \quad (5.29)$$

for $i = 1, 2, 3$, $\bar{s} \in \Delta^2$. Here $P_i$ are a set of three complex valued smooth functions on $\Delta^2$, subject to the following conditions.

Let us label the three vertices of the domain $\Delta^2$ of $I_M$ as $\{12, 23, 13\}$. We demand that $I_M|_{\Delta_t}$ agrees with the interpolation map $I_{ij}$ of the form (5.9) already chosen for the edge $v_{a,i} v_{a,j}$ in $\Gamma$ or $\Gamma'$, up to rescaling $\nu^a$ by a non-vanishing complex valued function $Q_i(s)$ on $[0, 1]$. In other words, let $R_{ij}(s)$ and $\tilde{R}_{ij}(s)$ be the complex valued functions appearing in the gluing maps (5.12), (5.13) associated with the interpolation map $I_{ij}$, we demand

$$P_1|_{\overline{12}}(s) = (1 - s) R_{12}(s) Q_3(s), \quad P_2|_{\overline{12}}(s) = s \tilde{R}_{12}(s) Q_3(s), \quad P_3|_{\overline{12}}(s) = 0, \quad (5.30)$$

and similar relations related by cyclic permutation of the vertices $\{1, 2, 3\}$. By virtue of the construction of $I_{ij}$ as in section 5.2, the compatibility condition (5.30) already ensures that
$\mathcal{I}^\text{M}$ has non-singular Berezinian when restricted to $\partial \Delta^2$. However, we must ensure that this is the case when extending $\mathcal{I}^\text{M}$ to the interior of its domain $\Delta^2$.

By a similar argument as below (5.14), the Berezinian of $\mathcal{I}^\text{M}$ would be singular if there exists a weight $-\frac{1}{2}$ meromorphic differential $\zeta = f(z) dz^{-\frac{1}{2}}$ with $d_o + 2$ poles at $\{z_b : 1 \leq b \leq d_o, b \neq a\} \cup \{z_a^{(i)}, i = 1, 2, 3\}$, whose residue at $z_a^{(i)}$ is equal to $P_i(\tilde{s})$ for some $\tilde{s} \in \Delta^2$. This is equivalent to the locus

$$\sum_{i=1}^{3} c_i P_i(\tilde{s}) = 0 \quad (5.31)$$

where $c_i$ are given by the inverse of the correlators $\langle \delta(\beta(z_a^{(i)})) \prod_{b \neq a} \delta(\beta(z_b)) \rangle$ of the $\beta\gamma$ system.

While we already know that $\sum_{i=1}^{3} c_i P_i(\tilde{s})$ is non-vanishing on $\partial \Delta^2$, a priori the phase of the former could have a nonzero winding number around $\partial \Delta^2$ which would force (5.31) somewhere in the interior of $\Delta^2$. By choosing the functions $Q_i(s)$ appearing in (5.30), however, such a winding number can be eliminated, which allows for extending $P_i(\tilde{s})$ to $\Delta^2$ while evading (5.31).

Having constructed the interpolation map for the merger move, a calculation similar to section 5.2 shows that it does not contribute to the integral of $\Omega$. We now turn to the interpolation map of the square move (5.27), of the form

$$\mathcal{I}^{\text{Sq}}: [0, 1]^2 \times \mathcal{D}_{\alpha_1\alpha_2\alpha_3} \times \mathbb{R}^{0*d_o} \rightarrow \mathcal{U}_{\alpha_1\alpha_2\alpha_3}. \quad (5.32)$$

$\mathcal{I}^{\text{Sq}}(\tilde{s}, t, \nu)$ is the SRS defined by deforming gluing maps on the boundary of $d_o + 2$ discs. Among them, $d_o - 2$ gluing maps that involve $\nu^c$ for $c \neq a, b$ are on the boundary of discs centered at $z_c$ as specified by the vertex in $\Delta_c$ of the segment of the paths appearing in (5.27). The gluing maps that involve $\nu^a$ and $\nu^b$ are defined on the boundaries of four super discs $D_{ij}$, $i, j = 1, 2$, centered at PCO locations $\{z_a^{(2)}, z_a^{(3)}, z_b^{(1)}, z_b^{(2)}\} \equiv \{z_{11}, z_{12}, z_{21}, z_{22}\}$ associated with the vertices $v_{a, 2}$, $v_{a, 3}$, $v_{b, 1}$, $v_{b, 2}$. Let $(w_{ij}, \eta_{ij})$ be the supercoordinates on $D_{ij}$. The gluing maps are of the form

$$w_{ij} = z - \frac{\theta P_{ij}(\tilde{s}) \cdot \nu}{z - z_{ij}}, \quad \eta_{ij} = z - \frac{P_{ij}(\tilde{s}) \cdot \nu}{z - z_{ij}} \quad (5.33)$$

for $i, j = 1, 2$, where we used the notation $\nu = (\nu^a, \nu^b)$. Each $P_{ij}(\tilde{s}) \equiv (P_{ij1}(\tilde{s}), P_{ij2}(\tilde{s}))$ is a $\mathbb{C}^2$-valued function on $[0, 1]^2$, subject to the boundary conditions

$$P_{ij1}(0, s) = \left( \begin{array}{cc} R_{11}(0) & 0 \\ (1 - s)R_{21}(s) & R_{21}(s) \end{array} \right)_{ij}, \quad P_{ij1}(1, s) = \left( \begin{array}{cc} 0 & \tilde{R}_{11}(1) \\ (1 - s)R_{22}(s) & s\tilde{R}_{22}(s) \end{array} \right)_{ij},$$

$$P_{ij2}(s, 0) = \left( \begin{array}{cc} (1 - s)R_{11}(s) & s\tilde{R}_{11}(s) \\ R_{21}(0) & 0 \end{array} \right)_{ij}, \quad P_{ij2}(s, 1) = \left( \begin{array}{cc} (1 - s)R_{12}(s) & s\tilde{R}_{12}(s) \\ R_{21}(1) & 0 \end{array} \right)_{ij} \quad (5.34)$$
where the functions $R_{ij}, \tilde{R}_{ij}$ for $ij = \{11, 21\}$ and $\{12, 22\}$ are those appearing in the gluing maps $\eqref{5.12}, \eqref{5.13}$ used in constructing the interpolation map attached to the edges $\{v_{a,2}v_{a,3}, v_{b,1}v_{b,2}\}$ in $\Gamma$ and $\Gamma'$, respectively. $Q_1, \ldots, Q_4$ are $GL(2, \mathbb{C})$-valued functions on $[0, 1]$ that are chosen to allow for extending $P_{ijt}$ smoothly into the interior of $[0, 1]^2$ while ensuring that $I_{S^q}$ has non-singular Berezinian.

Figure 3: An illustration of the interpolation map $I_{S^q}$ associated with a square move. The shaded square at the center represents the domain of the interpolation parameters $(s_1, s_2)$. The neighboring shaded domains are those of other interpolation maps. In each region, the (up to four) circles represent the nontrivial gluing maps of the discs centered at $z_{ij}$ on the SRS. An arrow pointing between two circles indicates interpolation between the gluing maps as $s_1$ or $s_2$ varies, in accordance with the pattern of PCO movement. Matching the boundaries segments of $I_{S^q}$ to the neighboring segments of the integration contour involves further $GL(2, \mathbb{C})$ rotations on the fermionic coordinates $(\nu^a, \nu^b)$ by $Q_i$. 
More explicitly, the Berezinian of $\mathcal{I}^{sq}$ would be singular if the $2 \times 2$ matrix

$$A^m_{ij}(\vec{s}) = \sum_{i,j=1}^2 c^m_{ij} P_{ij}(\vec{s})$$

(5.35)

is singular, where the coefficients $c^m_{ij}$ are such that $\sum_{i,j} c^m_{ij} f(-1)(z_{ij}) = 0$ for all weight $-\frac{1}{2}$ meromorphic differentials $\zeta = f(z) dz^{-\frac{1}{2}}$ with $d_o+2$ poles at $\{ z_c : 1 \leq c \leq d_o, c \neq a, b \} \cup \{ z_{ij} : i, j = 1, 2 \}$. Up to overall rescaling, such $c^m_{ij}$ are related to $\beta \gamma$ system correlators via

$$c^1_{ij} c^2_{i'j'} - c^2_{ij} c^1_{i'j'} = \left\langle \delta(\beta(z_{ij})) \delta(\beta(z_{i'j'})) \prod_{c \neq a,b} \delta(\beta(z_c)) \right\rangle^{-1}.$$ 

(5.36)

We can choose $Q_1, \cdots, Q_4$ in (5.34) to eliminate the winding number of $A^m_{ij}(\vec{s})$ in $GL(2, \mathbb{C})$ as $\vec{s}$ moves around the boundary of the square $[0,1]^2$. This then removes the obstruction in extending $P_{ij}$ to $[0,1]^2$ while maintaining the non-degeneracy of (5.35).

The integration of $(\mathcal{I}^{sq})^* \Omega$ with respect to $\vec{s} \in [0,1]^2$ and $\nu^a, \nu^b$ can be performed analogously to the computation of section 5.2, and produces the factor

$$\left[ \xi(z^{(3)}_a) - \xi(z^{(2)}_a) \right] \left[ \xi(z^{(2)}_b) - \xi(z^{(1)}_b) \right]$$

(5.37)

in precise agreement with the vertical integration prescription associated with moving a pair of holomorphic PCOs, over a codimension 2 locus in the bosonic moduli space.

The above construction can be generalized inductively to $\mathcal{I}_{a_1 a_2 \cdots a_{p+1}}$, which is associated with a “$p$-path”

$$\Gamma_{a_1 a_2 \cdots a_{p+1}} : \Delta^p \to V,$$

(5.38)

whose restriction to the $m$-th face $\partial_m \Delta^p$ agrees with $\Gamma_{a_1 \cdots a_{m-1} a_{m+1} \cdots a_{p+1}}, m = 1, \cdots, p + 1$. Viewed as a homotopy, (5.38) is composed of merger moves that do not contribute to the supermoduli integral, and the $p$-dimensional analog of square moves, or “hypercube moves”. Each hypercube move is associated with an embedded hypercube of the form

$$\prod_{m=1}^p \Delta_{a_n,p+1-m} \subset \prod_{m=1}^p \Delta_{a_m},$$

(5.39)

and gives rise to an interpolation map

$$\mathcal{I}^{HC} : [0,1]^p \times \mathcal{D}_{a_1 \cdots a_{p+1}} \times \mathbb{R}^{d_o} \to \mathcal{U}_{a_1 \cdots a_{p+1}},$$

(5.40)

such that the integral of $(\mathcal{I}^{HC})^* \Omega$ with respect to $\vec{s} \in [0,1]^p$ and the odd parameters $\nu^{a_1}, \cdots, \nu^{a_p}$ gives rise to the factor

$$\prod_{m=1}^p \left[ \xi(z^{(p+2-m)}_a) - \xi(z^{(p+1-m)}_a) \right]$$

(5.41)

that amounts to the vertical integration associated with moving $p$ holomorphic PCOs.
6 Concluding remarks

While the emergence of PCO from integrating over the fermionic moduli parameter in the gluing map of the super disc is well known (see e.g. [13]), a key point of the construction of section 5 is that the interpolation map $I_{\alpha \beta}$ that defines the segment of the supermoduli integration contour at the interface between the cells $D_\alpha$ and $D_\beta$ involves not actual continuous movement of the PCO location, but rather deforming simultaneously the gluing maps on a pair of discs corresponding to the initial and final positions of the PCO in the vertical integration. Furthermore, it is important that $I_{\alpha \beta}$ need not serve as interpolation, in the sense of a continuous map, between the coordinate maps $\varphi_\alpha$ and $\varphi_\beta$. Rather, we only need to demand that the boundary of the image of $I_{\alpha \beta}$ to cancel against the boundaries of $D_\alpha$ and $D_\beta$ lifted into the supermoduli space, so as to close the supermoduli contour $\mathcal{S}$ into a cycle. This relaxation in the interpolation condition, characterized by the freedom of the super-diffeomorphism $R$ appearing in (4.17) or (4.30), allows for the construction of the interpolation maps over arbitrary codimension interfaces with non-singular Berezinian without obstruction.

In a follow-up paper [12], we will illustrate the general construction of section 5 in the example of genus two SRSs, for both odd and even spin structures, with explicit parameterization of the supermoduli space related to specific PCO configurations.

Given the understanding of this paper, one may hope to recast closed superstring field theory, currently formulated in the PCO language [10], in terms of SRS and supermoduli integration. Another possible future direction is to find a local projection of the supermoduli space that recovers the bosonic moduli space integrand of the pure spinor formalism [14,16].
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A Explicit verification of the interpolation integral identity

Here we explicitly verify (4.7) with the following choice of \( \mathcal{I} \),

\[
\mathcal{I}(s, \nu) = \varphi(s r(\nu), \ell_s(\nu)),
\]

where \( \ell_s \) is a 1-parameter family of \( GL(n_o, \mathbb{C}) \) rotations on the \( \nu^a \)'s, and \( r(\nu) \) is a Grassmann-even function of \( \nu^a \) that obeys

\[
r(\nu) + f(r(\nu), \ell_1(\nu)) = 0,
\]

so that

\[
\varphi^{-1} \circ \mathcal{I}(0, \nu) = (0, \ell_0(\nu)), \quad \varphi^{-1} \circ \mathcal{I}(1, \nu) = (0, g(r(\nu), \ell_1(\nu))).
\]

By assumption, \( R(\nu) = \ell_0(\nu) \) and \( \tilde{R}(\nu) = g(r(\nu), \ell_1(\nu)) \) are super-diffeomorphisms. Note that \( r(\nu) \) is determined by expanding \( \text{(A.2)} \) order by order in \( \nu^a \). Explicitly, for the form

\[
\varphi^* \Omega = \omega(t, \nu)[dt|d^{n_o} \nu],
\]

the interpolation term in \( (4.7) \) can be written, using the Berezinian of \( \varphi^{-1} \circ \mathcal{I} \), as

\[
\int_{[0,1] \times \mathbb{R}^{n_o}} \mathcal{I}^* \Omega
\]

\[
= \int_0^1 [ds|d^{n_o} \nu] \left[ r(\nu) + s \frac{\partial r(\nu)}{\partial \nu^b} ((\partial_\nu \ell_s)^{-1})^a_b \partial_\nu \ell_s^a(\nu) \right] \left( \det \frac{\partial \ell_s^a(\nu)}{\partial \nu^b} \right)^{-1} \omega(sr(\nu), \ell_s(\nu)).
\]

Let us consider the simplest nontrivial case \( n_o = 2 \), with the transition map \( \text{(4.6)} \) given by

\[
\tilde{t} = t + f_{12}(t) \nu^1 \nu^2, \quad \tilde{\nu}^a = \nu^a.
\]

We will take \( \ell_s^a(\nu) = R^a_{b}(s) \nu^b \), and solve \( \text{(A.2)} \) with \( r(\nu) = -f_{12}(0) \det(R(1)) \nu^1 \nu^2 \). The interpolation integral \( \text{(A.5)} \) evaluates to

\[
\int_0^1 [ds|d^2 \nu] \left[ -f_{12}(0) \det(R(1)) \nu^1 \nu^2 \right] \left[ 1 - s \text{tr}(R(s)^{-1} \partial_s R(s)) \right] \left( \det R(s) \right)^{-1} \omega(0, 0)
\]

\[
= -f_{12}(0) \omega(0, 0).
\]

The first two terms on the RHS of \( (4.7) \) are

\[
\int_{t < 0} [dt|d^2 \nu] \omega(t, \nu) + \int_{t > 0} [dt|d^2 \nu] (1 + f'_{12}(\tilde{t}) \nu^1 \nu^2)^{-1} \omega(\tilde{t} - f_{12}(\tilde{t}) \nu^1 \nu^2, \nu)
\]

\[
= \int_{-\infty}^0 [dt|d^2 \nu] \omega(t, \nu) - \int_{t > 0} dt \left[ f_{12}(\tilde{t}) \partial_t \omega(\tilde{t}, 0) + f'_{12}(\tilde{t}) \omega(\tilde{t}, 0) \right]
\]

The last terms on the RHS cancels against \( \text{(A.7)} \), leaving the integral \( \int [dt|d^2 \nu] \omega(t, \nu) \) as desired.
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