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Abstract—Dynamic state and parameter estimation (DSE) plays a key role for reliably monitoring and operating future, power-electronics-dominated power systems. While DSE is a very active research field, experimental applications of proposed algorithms to real-world systems remain scarce. This motivates the present paper, in which we demonstrate the effectiveness of a DSE algorithm previously presented by parts of the authors with real-world data collected by a Phasor Measurement Unit (PMU) at a substation close to a power plant within the extra-high voltage grid of Germany. To this end, at first we derive a suitable mapping of the real-world PMU-measurements recorded at a substation close to the power plant to the terminal bus of the power plants’ synchronous generator (SG). This mapping considers the high-voltage (HV) transmission line, the tap-changing transformer and the auxiliary system of the power plant. Next, we introduce several practically motivated extensions to the estimation algorithm, which significantly improve its practical performance with real-world measurements. Finally, we successfully validate the algorithm experimentally in an auto- as well as a cross-validation.
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I. INTRODUCTION

A. Motivation and existing literature

Dynamic monitoring of the transient behavior of power systems is increasingly important due to the major changes implemented as a consequence of the world-wide energy transition. Vastly increasing amounts of renewable, power-electronics interfaced energy sources are deployed in different hierarchical levels of the power systems. Meanwhile, more complex loads and novel demand-response technologies are introduced [1]. This yields higher and reverse power flows, causing faster and more volatile dynamics of the overall system and leading to an operation closer to the stability limit [2]. Thus, dependable methods for DSE are of utmost importance for the reliable operation of future power systems [3]. Moreover, accurate knowledge of the dynamic parameters of power system components and initial conditions are essential for accurate simulation within the framework of dynamic security assessment [4]. This is an essential topic for 50Hertz Transmission GmbH in order to setup reliable dynamic simulations.

Enabled by the expanding deployment of Phasor Measurement Units (PMUs) and advanced communication infrastructure, novel DSE designs are facilitated and the area of DSE has (again) become an active field of research [3]. Most works presented in the literature focus on Kalman filter (KF)-based methods, which include extended KFs (EKF) [5], unscented KFs (UKFs) [6], [7] and particle filters [8], [9]. In recent years, efforts have been made to propose methods based on state observation techniques for nonlinear systems and providing rigorous convergence guarantees. A robust observer with known inputs is proposed in [10] and in [11] a sliding mode observer for a risk mitigation strategy is developed. In [12] a cubature KF and a nonlinear observer are proposed and compared.

Yet, in all above mentioned works the developed methods are only validated using simulation studies. In fact, experimental demonstration of DSE methods employing PMU-measurements from real-world power systems are only very rarely reported in the literature. In [13] a real-time distribution state estimator is presented for steady state conditions. The proposed method is successfully verified using Supervisory Control and Data Acquisition (SCADA) data from the Distribution Utility Elektrovovodina in Serbia. The same method is tested in real-life operation of the Distribution Utility Guizhou Power Corporation in China in [14].

B. Contributions

Motivated by the aforementioned challenges and developments, we experimentally demonstrate the effectiveness of the unknown input decentralized mixed algebraic and dynamic state observation algorithm derived by part of the authors previously in [15]. In this setting our contributions are three-fold:

• In close cooperation with the German TSO 50Hertz Transmission GmbH and using a PMU provided by Studio Elektronike Rijeka d.o.o., we obtained PMU-measurements from the extra-high voltage grid of Germany at a substation close to a power plant. This measurement location is different from the terminal bus of the SG considered in [15] and most of the publications in the literature, e.g., [5], [16], [11]. Thus, we map
the recorded PMU-measurements to the terminal bus of the SG, making our algorithm applicable. This mapping considers the tap-changing transformer and the auxiliary system of the power plant.

- We relax the assumptions made in [15]. More precisely, we remove the assumption on the direct-axis transient reactance \( x_d' \) and the quadrature-axis reactance \( x_q \) being equal and on the stator resistance being negligible. Also, we extend the algorithm to a case with time-varying and known mechanical torque \( T_m \), e.g. modeled using a governor and turbine model. Furthermore, we present a novel layout scheme for designing the dynamic regressor extension and mixing (DREM)-filters, which shows to largely improve the convergence of the parameter identification using the recorded real-world PMU-measurements. Moreover, we develop an improved filtering with better attenuation of measurement noise and adaptive estimator gains. In the recorded real-world PMU-measurements this greatly simplified the application of the DREM-based parameter identification in different operational conditions without the need to re-tune the estimator gains.

- We utilize the recorded real-world PMU-measurements to experimentally validate our unknown input DSE algorithm. For this, we perform an auto- as well as a cross-validation. That is, we use two time-series from different operational regimes of the SG, of which only one is employed in tuning the algorithm, while the other one is used for the cross-validation.

The remainder of the paper is organized as follows. In Section II, the model of the considered power system is introduced. The mapping of the PMU-measurements is derived in Section III. Extensions of the decentralized mixed algebraic and dynamic state observation from [15] are presented in Section IV. By using real-world PMU-measurements, the proposed algorithm is experimentally validated in Section V. Finally, conclusive remarks and a brief outlook on future work are given in Section VI.

II. REAL-WORLD SETUP AND EMPLOYED SG MODEL

A. Real-world setup

For the work in the present paper, we consider a power plant in the 500 - 1000 MW class within the extra-high voltage grid (410 kV) of Germany. At a substation close to this power plant, a PMU is installed. This PMU positioning is advantageous and realistic as the substation is typically operated by the TSO. Thus, for an installation at this point no coordination with the plant operator is required. A typical connection of such a substation to a SG is shown in Figure 1. The SG’s terminal bus is denoted as Bus 1. The SG is connected to a common bus (Bus 3) together with the auxiliary system of the power plant, which is connected to Bus 2. Bus 3 is connected to the substation via a tap-changing transformer and a HV transmission line.

In this setup, the employed SG model is given below. The models of the transmission line, the tap-changing transformer and the auxiliary system of the power plant are introduced in Section III together with a mapping of the PMU-measurements taken at Bus 5 to the terminal bus of the SG (Bus 1).

The SG dynamics at the power plant is represented by the well-known third-order flux-decay model, see e.g., [17, Eq. (3.3), (3.5), (3.15)], [18, Eq. (5.135-5.137)] and Model 1.0 described in Table 1 on page 17 in [19], i.e.,

\[
\begin{align*}
\dot{x}_1 &= x_2, \\
\dot{x}_2 &= \frac{\omega_s}{2H}(T_m - T_e - D x_2), \\
\dot{x}_3 &= \frac{1}{T_{d0}}(-x_3 - (x_d - x_d')I_{td} + E_f),
\end{align*}
\]

where we have defined the unknown state vector as

\[
x := [x_1 \ x_2 \ x_3]^\top = [\delta \ \omega - \omega_s \ E_q']^\top,
\]

with \( \omega \) being the shaft speed, \( \omega_s \) the nominal synchronous speed, \( \omega_t \) the terminal voltage speed, \( \delta \) the rotor angle, \( E_q' \) the quadrature-axis internal voltage, \( E_f \) the field voltage and \( T_e \) the electrical air-gap torque and \( V_t \) the terminal voltage magnitude. Moreover, the unknown constants are the inertia constant \( H \), the damping factor \( D \), the mechanical power \( T_m \), the direct-axis transient reactance \( x_d' \), the direct-axis reactance \( x_d \) and the direct-axis transient open-circuit time constant \( T_{d0} \).

The stator algebraic equation for the third-order model reads (see [18, Eq. (5.134)])

\[
jx_3 e^{j(x_1 - \frac{\pi}{2})} = (R_s + jx_d')I_t e^{j\theta_t} + V_f e^{j\phi_t} - (x_q - x_d')I_{te} e^{j(x_1 - \frac{\pi}{2})},
\]

where \( R_s \) is the stator resistance, \( x_q \) is the quadrature-axis reactance, \( \theta_t \) is the terminal voltage angle and \( \phi_t \) is the terminal current angle. Thus, the terminal current \( I_t \) and active
and reactive powers \((P_t \text{ and } Q_t)\) can be expressed as
\[
I_{td} = \frac{1}{R_d^2 + x_d^2 x_q}(x_q x_3 - x_q V_q + R_s V_{td}), \\
I_{tq} = \frac{1}{R_d^2 + x_d^2 x_q}(R_s x_3 - R_s V_{tq} + x_d^2 V_{td}), \\
I_t = \sqrt{I_{td}^2 + I_{tq}^2}, \\
P_t = \frac{1}{R_d^2 + x_d^2 x_q}(x_3(x_q V_{td} + R_s V_{tq}) + V_{td} V_{tq}(x_d' - x_q) + R_s (V_{td}^2 - V_{tq}^2)), \\
Q_t = \frac{1}{R_d^2 + x_d^2 x_q}(x_3(x_q V_{td} + R_s V_{tq}) + 2R_s V_{td} V_{tq} - x_d' V_{td} - x_q V_{tq}^2).
\]

We define the unknown constants
\[
a_1 = \frac{\omega_b D}{2H}, \quad a_2 = \frac{\omega_b}{2H},
\]
and can thus write the model (1) for the SG compactly as
\[
\begin{align*}
\dot{x}_1 &= x_2, \\
\dot{x}_2 &= -a_1 x_2 + a_2 (T_m - T_e), \\
\dot{x}_3 &= \frac{1}{x_{d0}} (-x_3 - (x_d - x_d') I_{td} + E_t).
\end{align*}
\]

The mechanical torque \(T_m\) is assumed time-varying and modeled by a standard power control governor and turbine model used by 50Hertz Transmission GmbH, where the torque reference \(T_{\text{ref}}\) is assumed constant and known. The governor and turbine model is shown in Figure 2, where \(s\) denotes the Laplace operator.

### III. Mapping PMU-measurements

In the following, we present the mathematical models needed to derive a map of the PMU-measurements from the substation to the terminal bus of the SG, i.e., Bus 1 in Figure 1. This mapping is essential as our algorithm, introduced in [15] and most of the publications in the literature, e.g., [5], [16], [11], assume PMU-measurements available at the terminal bus of the SG. Thus, by applying the mapping these algorithms can be utilized in the considered case of measuring at a substation close to a power plant. This is advantageous, as this measurement location is far more accessible to TSO’s than the terminal bus of a SG. The corresponding mapping involves the HV transmission line, the tap-changing transformer and the auxiliary system of the power plant, for which there are - to the best of the author’s knowledge - no standard models, as those highly depend on the individual setup of the power plant.

The PMU-measurement vector \(y_{\text{PMU}}\) is denoted by
\[
y_{\text{PMU}} = [V_{\text{PMU}}^\top \quad \theta_{\text{PMU}}^\top \quad I_{\text{PMU}}^\top \quad \phi_{\text{PMU}}^\top]^\top,
\]

where \(V_{\text{PMU}}\) is the PMU voltage magnitude, \(\theta_{\text{PMU}}\) the PMU voltage angle, \(I_{\text{PMU}}\) the PMU current magnitude and \(\phi_{\text{PMU}}\) the PMU current angle. The mapped terminal bus measurement vector \(y\) is denoted by
\[
y = [V_t \quad \theta_t \quad I_t \quad \phi_t]^\top.
\]

We assume that the positive sequence components of the voltages and currents are significantly larger in magnitude than the negative and zero sequence components. Thus, before applying the mapping to the measurement data we decompose the latter in symmetrical components and consider only the positive sequence for further modeling and signal processing.

**Remark 1.** All variables are given in per unit values.

#### A. Model of the HV transmission line

The HV transmission line connecting Bus 4 with Bus 5 is modeled using a standard \(\pi\)-equivalent model [20, Chap. 3.1], shown in the left hand-side of Fig. 3. The model maps the PMU voltage \(\vec{V}_{\text{PMU}}\) and current \(\vec{I}_{\text{PMU}}\) phasors recorded at the substation (Bus 5) to the HV side of the tap-changing transformer \((\vec{V}_{\text{HV}}\) and \(\vec{I}_{\text{HV}}\) at Bus 4) and is given as
\[
\begin{align*}
\vec{V}_{\text{HV}} &= (1 + \frac{1}{2} Z Y) \vec{V}_{\text{PMU}} - Z \vec{I}_{\text{PMU}}, \\
\vec{I}_{\text{HV}} &= (Y + \frac{Z Y^2}{4}) \vec{V}_{\text{PMU}} - (1 + \frac{1}{2} Z Y) \vec{I}_{\text{PMU}},
\end{align*}
\]
where \(Z\) represents the total series impedance and \(Y\) the total shunt admittance of the line.

#### B. Model of the tap-changing transformer

The transformer is represented using a standard T-equivalent model [21, Chap. 3.2], shown in the right hand-side of Figure 3. The tap-changer is modeled by an additional, ideal transformer connected to the high-voltage (HV) side. The model maps the voltage and current phasors at the HV side of the
tap-changing transformer \( \vec{V}^{HV} \) and \( \vec{I}^{HV} \) to the low-voltage (LV) side \( \vec{V}^{LV} \) and \( \vec{I}^{LV} \), i.e., to Bus 3, and is given as
\[
\begin{align*}
\vec{I}^{LV} & = e^{-j\varphi} \left( \frac{\vec{V}^{HV}(r_{Fe} + jx_{M})}{(1 + \tau)|\vec{F}_{FeX-M}|} + \vec{I}^{HV}(1 + \tau) + \vec{I}^{HV}(1 + \tau) \left( \frac{r_{Cu}^{LV} + jx_{\sigma}^{LV}}{j|\vec{F}_{FeX-M}|} \right) \right), \\
\vec{V}^{LV} & = \vec{I}^{LV}(r_{Cu}^{LV} + jx_{\sigma}^{LV}) + e^{-j\varphi} \left( \vec{V}^{HV}(1 + \tau) + \vec{I}^{HV}(r_{Cu}^{HV} + jx_{\sigma}^{HV})(1 + \tau) \right),
\end{align*}
\]
where \( r_{Cu}^{HV} \) and \( r_{Cu}^{LV} \) are the winding resistance on the HV and LV sides, \( x_{\sigma}^{HV} \) and \( x_{\sigma}^{LV} \) are the leakage reactances on the HV and LV sides, \( x_{M} \) is the magnetizing reactance and \( r_{Fe} \) is the parallel shunt resistance. The phase shift of the transformer is denoted by \( \varphi \) and the additional voltage per tap is denoted by \( \tau \).

C. Model of the auxiliary system of the power plant

Detailed modeling of the auxiliary system of a power plant depends to a large extent on the specific setup of the individual power plant and is, in general, not completely known to the TSO. Nonetheless, it needs to be considered in the overall power balance between the total power generated by the plant and the power measured by the PMU at the substation. Thus, for the purposes of the present paper we propose to model the active power demand of the auxiliary system in dependency of the average power generation of the power plant over a time-window \([t_0, t_1]\), \( t_1 > t_0 \). The reactive power demand is modeled with a constant power factor to account for the induction machines typically present in the auxiliary system [22, Chap. 7].

\[
\begin{align*}
P^{AS} & = \frac{P_{max}^{AS}}{P_{max}^{SG}} \frac{1}{t - t_0} \int_{t_0}^{t} P^{LV} \, d\rho, \\
Q^{AS} & = \frac{P_{max}^{AS}}{\tan(\arccos(p_f))},
\end{align*}
\]
where \( P^{AS} \) and \( Q^{AS} \) are the active and reactive power demand of the auxiliary system, i.e., at Bus 2, \( P^{LV} \) is the active power at the LV side of the transformer, i.e., at Bus 3. \( P_{max}^{SG} \) is the maximum power generation of the SG, \( P_{max}^{AS} \) is the maximum power consumption of the auxiliary system and \( p_f \) is the power factor.

Thus, the current phasor of the auxiliary system \( \vec{I}^{AS} = I_{x}^{AS} + jI_{y}^{AS} \) can be derived from the calculated apparent power \( S^{AS} = P^{AS} + jQ^{AS} \) and the mapped LV side voltage phasor \( \vec{V}^{LV} = V_{x}^{LV} + jV_{y}^{LV} \), as follows
\[
\begin{align*}
I_{x}^{AS} & = \frac{1}{\vec{V}^{LV}} \left( P^{AS} - V_{y}^{LV} I_{y}^{AS} \right), \\
I_{y}^{AS} & = \frac{1}{\left( (V_{x}^{LV})^2 + (V_{y}^{LV})^2 \right)} \left( P^{AS} V_{y}^{LV} - Q^{AS} V_{x}^{LV} \right).
\end{align*}
\]
The current and voltage phasors at the SG terminal (Bus 1) can be expressed as
\[
\begin{align*}
\vec{V}^{SG} & = \vec{V}^{LV}, \\
\vec{I}^{SG} & = \vec{I}^{LV} + \vec{I}^{AS}.
\end{align*}
\]

IV. PRACTICAL EXTENSIONS OF THE DECENTRALIZED MIXED ALGEBRAIC AND DYNAMIC STATE OBSERVER

We present several extensions of the decentralized mixed algebraic and dynamic state observation algorithm introduced in [15] (see also Figure 4), which are instrumental for its successful practical implementation in Section V.

More precisely, in Section IV-A we present a new version of the algebraic observer for \( x_1 \) and \( x_3 \) in (5) under relaxed assumptions, while in Section IV-B1 we propose several extensions of the DREM-based I&I adaptive observer for \( x_2 \) in (5). In summary, compared to the algorithm presented in in [15], these extensions and modifications allow us to significantly ease the required assumptions and substantially improve the algorithm’s performance when using real-world PMU-measurements. At the same time, they support a structured implementation and tuning procedure, which we hope eases the accessibility of our proposed approach for end-users, e.g., in the industry.

A. Extension of the algebraic observer for \( x_1 \) and \( x_3 \)

In [15], it was assumed for the SG model (5), (2) that the direct-axis transient reactance \( x_1 \) and the quadrature-axis reactance \( x_0 \) are equal and that the stator resistance is

\[
\begin{align*}
\begin{array}{c}
\begin{array}{c}
\text{Physical layer} \\
\text{PMU} \\
\text{DREM-based parameter estimator} \\
\text{Algebraic observer} \\
\text{Substation} \\
\text{Adaptive observer}
\end{array} \\
\begin{array}{c}
\text{Observer structure}
\end{array}
\end{array}
\end{align*}
\]
that the so-called single machine infinite bus system, with the
planning, open-loop control and a simple linearizing feedback
system. However, in [23] this property is used for trajectory
Remark 2.
A related result is given in [23], where it is shown
improve the algorithms performance when using real-world
extensions, which in our experience proved to significantly
extension.

\[ x_1 = \arg \{ \psi \}, \]
\[ x_3 = | \psi | - (x_q - x'_q) \cos \left( \frac{\pi}{2} - x_1 + y_3 \right), \]

where the phasor \( \psi \) corresponds to
\[ \psi := (R_0 + jx_q)y_3 e^{jy_3} + y_1 e^{jy_2}. \]

With \( x_3 \) known from (14b), the electrical air-gap torque \( T_e \)
can be expressed as
\[ T_e = (x_q - x'_q)I_d I_q + x_3 I_d. \]

**Remark 2.** A related result is given in [22], where it is shown
that the so-called single machine infinite bus system, with the
SG modeled by the flux-decay model (5), is a differentially flat
system. However, in [23] this property is used for trajectory
planning, open-loop control and a simple linearizing feedback
scheme, but not for state observation.

**B. Practical extensions of the DREM-based I&I adaptive
observer for \( x_2 \)**

Building on the DREM-based I&I adaptive observer for \( x_2 \)
introduced in [15, Sec. 4], we propose the following extensions,
which in our experience proved to significantly improve the algorithms performance when using real-world
PMU-measurements.

1) An extension of the parameter estimator to the case of
time-varying and known mechanical torque \( T_m \).

2) A regressor extension based on approximating its time-
derivatives. This regressor extension is inspired by the linear
independence test using the Wronskian (see [24, Sec. 18.4.4])
and showed significantly improved convergence and decreased excitation requirements using the
recorded real-world PMU-measurements in comparison to the one based on delay operators proposed in [15, Eq.
20].

3) An improved filtering design which shows better attenuation
of measurement noise when using the recorded real-world
PMU-measurements. Furthermore, adaptive estimator gains, which improve the parameter estimators
performance in presence of time-varying excitation levels in the recorded real-world PMU-measurements.

4) A simplified observer structure utilizing the measured
voltage and current phase angles (\( \theta_t \) and \( \phi_t \)) instead of the voltage frequency.

In the following, we give more details about each proposed extension.

1) Practical modifications of the parameter estimator:
We extend the DREM-based parameter estimator to the case of
time-varying and known mechanical torque \( T_m \). This is
possible if, for example, a model for the governor and turbine
is available and used to generate \( T_m \). The case of unknown
and constant mechanical torque \( T_m \) is addressed in [15]. Thus,
the vector of unknown parameters can be defined as follows
\[
\theta := [a_1 \ a_2]^T. \tag{16}
\]

Details of the derivation can be found in Appendix B.

2) Practical modifications of the regressor extension:
The suitable design of the regressor extension is a fundamental,
yet often non-trivial, step in implementing the DREM ap-
proach [25]. By taking inspiration from the linear indepen-
dence test using the Wronskian (see [24, Sec. 18.4.4]), we
propose to extend the regressor with the following linear,
bounded-input bounded-output (BIBO)-stable operator \( \mathcal{H} \)
\[
\mathcal{H} = K \left[ \frac{c_j c_k}{(c_1 + s)(c_2 + s)} \right]^T, \tag{17}
\]

with positive real gain \( K \) and tuning parameters \( c_j > 0 \), \( j = 1, 2 \). The second output of the operator \( \mathcal{H} \)
approximates the first-time derivative of its input. In this way, the second output is phase shifted w.r.t. the first output by approximately 90
degrees within a tuneable bandwidth. This is advantageous as
the goal of extending the regressor \( \psi \) (see (25) in Appendix B)
is to generate a square regressor \( \Psi \) with linearly independent
rows. This is facilitated by the introduced phase shift.

3) Improved filtering and adaptive estimator gains: Instead of the second-order delay filter proposed in [15, Eq. 9], we
utilize the following third-order delay filter
\[
\mathcal{F} = \frac{\lambda_1 \lambda_2 \lambda_3}{(\lambda_1 + s)(\lambda_2 + s)(\lambda_3 + s)}, \tag{18}
\]

with tuning parameters \( \lambda_j > 0 \), \( j = 1, 2, 3 \). This filter attenuates high frequency signal components and thus decreases the influence of measurement noise. Furthermore, we scale
the parameter estimator gains in dependence of the amount of excitation present over a moving average window by an additional time-varying gain \( K_j^* \in [\epsilon, 100] \), \( j = 1, 2 \), where \( \epsilon > 0 \) denotes the lower bound of the additional gain. Hence, during periods of low excitation the estimator gain is increased and vice versa (see (27) and (28) in Appendix B).

4) Simplified adaptive I&I Observer: By utilizing the measured
voltage and current phase angles, i.e., \( \theta_t \) and \( \phi_t \) in (13),
the DREM-based I&I adaptive observer introduced in [15, Eq.
17] can be simplified as stated in the Lemma below.

**Lemma 2.** Consider the dynamics (1b) with \( x_1 \) from (14a).
Define the DREM-based I&I adaptive observer as
\[
\begin{align*}
\dot{x}_2 &= -(\hat{\theta}_1 + k)(x'_E + kx_1) + \hat{\theta}_2 (T_m - T_e), \\
\dot{x}_1 &= x'_2 + kx_1,
\end{align*}
\tag{19}
\]

where \( k > 0 \) is a tuning parameter. Then, if the excitation
assumption (29) is satisfied,
\[
\lim_{t \to \infty} x_2(t) = 0, \quad \lim_{t \to \infty} \hat{\theta} = 0, \quad i \in \{1, 2\},
\]

where \( \tilde{x}_2 = \tilde{x}_2 - x_2 \) is the state observation error and \( \hat{\theta} = \hat{\theta} - \theta \)
is the parameter estimation error.
The proof follows the same procedure as depicted in [15, Sec. 4] and is not included here due to the space limitations. Provided the excitation assumption (29) is fulfilled, convergence of the adaptive observer is guaranteed via cascaded systems stability analysis (see e.g., [26]).

V. EXPERIMENTAL VALIDATION

In this section, we present the experimental validation of the proposed algorithm, see Figure 4, using real-world PMU-measurements\(^1\). The measurements were acquired in cooperation with the German TSO 50Hertz Transmission GmbH at a substation in Germany close to a power plant as depicted in Figure 1. The PMU was provided by Studio Elektronike Rijeka d.o.o.\(^2\).

To validate the proposed algorithm given in Figure 4, at first we map the acquired PMU-measurements to the terminal bus of the SG (Bus 1 in Figure 1) by using (8)-(12). Subsequently, we estimate \(x_1\) and \(x_3\) algebraically via Lemma 1. Then, we follow a two-step approach.

- Step 1: We employ the adaptive observer of Section IV-B1 to estimate the state \(x_2\) and the parameters \(a_1, a_2\). As the reference for \(a_2\) is known, the estimated value \(\hat{a}_2\) is compared to the known reference \(a_2\). Furthermore, the estimated state \(\hat{x}_2\) is compared to the mapped PMU-measurement \(x_2\).

- Step 2: To verify the estimated parameters, we simulate the SG model according to (5), using the mapped measurement of the terminal voltage magnitude \(V_t\) and angle \(\theta_t\), as well as an estimate of the exciter voltage \(\hat{E}_t\) obtained via

\[
\hat{E}_t = T_{d0}^{\prime} \hat{x}_3 + \hat{x}_3 + (x_d - \hat{x}_d)I_{td},
\]

where \(\hat{x}_3\) is estimated according to (14b) and its time derivative \(\dot{\hat{x}}_3\) is numerically calculated. We carry out this simulation using the parameters obtained via the DREM-based I&I adaptive observer. The simulation results, more specifically the simulated \(x_2^{\text{sim}}, I_t^{\text{sim}}, P_t^{\text{sim}}, Q_t^{\text{sim}}\), are compared to the mapped PMU-measurements. This step is commonly used for model validation in commercial software and is often referred to as ”event playback” [3].

This two-step approach is presented for a first measurement time-series, which was used to tune the parameters of the adaptive observer, i.e., the auto-validation.

After this procedure is completed successfully, we employ a second time-series, which was not involved in tuning the parameters of the adaptive observer and where the SG operates at a much lower power setpoint, to perform the cross-validation. The latter comprises repeating Steps 1 and 2 with the tuning parameters obtained from the auto-validation.

To quantify the results, we use the symmetric mean absolute percentage error (sMAPE) as introduced below [28]

\[
s\text{MAPE} = \frac{100}{M} \sum_{k=1}^{M} \frac{|\hat{z}_k - z_k|}{0.5(|\hat{z}_k| + |z_k|)}, \tag{20}
\]

\(1\)For detailed simulation results employing the New England IEEE 39 bus system [27], the reader is referred to [15].

\(2\)For further information, see http://www.ster.hr/

We perform an auto-validation of the proposed algorithm following the two-step approach described previously.

- Step 1: For the first step, the results of the adaptive observer are shown in Figure 5. The observers’ performance is evaluated using the sMAPE, see (20), to quantify the difference between the measured and estimated value of the state \(x_2\). For the calculation of the sMAPE merely the

| Symbol | Description | Value |
|--------|-------------|-------|
| \(\lambda_1\) | Filter parameter | 8 |
| \(\lambda_2\) | Filter parameter | 6.2 |
| \(\lambda_3\) | Filter parameter | 7.4 |
| \(c_1\) | Filter parameter | 8 |
| \(c_2\) | Filter parameter | 6 |
| \(c_3\) | Filter parameter | 7 |
| \(K\) | Filter gain | 6.5 |
| \(\gamma_1, 2\) | Adaptation gain (DREM) | 850 |
| \(k\) | Observer gain | 8 |

where \(z\) is the measured value and \(\hat{z}\) is the estimated value or simulated value of the variable to be quantified, e.g., \(\dot{x}_2, x_2^{\text{sim}}, I_t^{\text{sim}}, P_t^{\text{sim}}\) or \(Q_t^{\text{sim}}\). \(M\) denotes the number of data points to be considered.

The torque reference \(T_{\text{ref}}\), according to Figure 2, is calculated from the experimental data assuming quasi steady-state conditions. The design parameters for the DREM-based I&I adaptive observer are shown in Table I.

**Remark 3.** A direct validation of the results is infeasible in the considered scenario as the rotor angle \(x_1\) and the virtual quantity of the quadrature-axis internal voltage \(x_2\) can not be measured by a PMU located at a substation close to the SG. Hence, no reference values are known for these two states. The performance of the algebraic observer according to Lemma 1 can thus only be validated indirectly through the DREM-based I&I adaptive observer for \(x_2\), as the performance of the observer critically relies on the knowledge of the correct \(\hat{x}_1\) (see Lemma 2). Furthermore, the parameter \(a_1\) is unknown as it contains the damping factor \(D\), which is introduced in the SG model to account for the simplifications made, when reducing the SG model order to four or lower, see [18].

**Remark 4.** The relative shaft speed of the rotor \(x_2\) can not be measured directly by the PMU. As can be seen from [15, Fig. 1], \(x_2\) can be calculated from the mapped frequency of the voltage at the SGs terminal \(f_t\) and the time derivative of the rotor angle, i.e.,

\[
x_2 = (2\pi f_t - \omega_s) + \dot{x}_1. \tag{21}
\]

by using the experimental measurements, \(\dot{x}_1\) was numerically calculated employing \(x_1\) estimated by the algebraic observer according to Lemma 1 and was found to be approximately two orders of magnitude smaller than \((2\pi f_t - \omega_s)\). Thus, for the experimental validation the influence of \(\dot{x}_1\) on \(x_2\) was neglected.

A. Auto-validation

We perform an auto-validation of the proposed algorithm following the two-step approach described previously.

- Step 1: For the first step, the results of the adaptive observer are shown in Figure 5. The observers’ performance is evaluated using the sMAPE, see (20), to quantify the difference between the measured and estimated value of the state \(x_2\).
values of $x_2$ after convergence of the parameter estimator are considered, i.e., after $t \approx 88$ s. The calculated sMAPE is depicted in Table II. It can be seen that the sMAPE has a very low value of below 0.4 % and the observer for $x_2$ hence shows a very good performance. For the parameter $a_2$, for which a reference value is known - the parameter estimator shows a good result. The reference value is $a_2 = 25.41$, while the estimated values is $\hat{a}_2 = 26.65$. Thus, the estimate is very accurate with an error between the reference and the estimated value of only 5 %.

- Step 2: To further investigate the accuracy of the estimated parameters, we perform the second step of the validation procedure. For this, we simulate the mechanical part of the third-order SG model (5) using the identified parameters of the adaptive observer. The errors between the simulated and the mapped measurements, defined as

$$
\begin{align*}
\bar{x}_{2,\text{sim}} &= x_{2,\text{sim}} - x_2, \\
\bar{I}_{t,\text{sim}} &= I_{t,\text{sim}} - I_t, \\
P_{t,\text{sim}} &= P_{t,\text{sim}} - P_t, \\
Q_{t,\text{sim}} &= Q_{t,\text{sim}} - Q_t,
\end{align*}
$$

(22)

are shown in Figure 6 and the calculated sMAPE is depicted in Table II. It can be seen that all sMAPE values are below 1.65 %. Thus, together with the accurately identified parameter $\hat{a}_2$ it can be concluded that for the auto-validation the adaptive observer shows very good results and is able to accurately estimate the unknown parameters as well as reconstruct the state $x_2$.

### Table II: sMAPE of the adaptive observer and the simulation results for the auto-validation.

| State    | sMAPE in % |
|----------|------------|
| Adaptive observer | $x_2$ | 0.24 % |
|           | $I_t$     | 0.07 % |
| Simulation results | $P_t$ | 0.07 % |
|           | $Q_t$     | 1.65 % |

Therefore, we can conclude that overall the performance of the adaptive observer is very good. As to be expected, the results of the auto-validation are overall slightly better in relation to the cross-validation. The reconstruction of the state $x_2$ as well as the parameters works reliably for both time-series, thus for the auto- as well as the cross-validation.

During the analysis of the real-world PMU-measurements the practical extensions introduced in Section IV showed to significantly improve the algorithms performance. More precisely, the practical modification of the parameter estimator to the case of time-varying and known mechanical torque $T_m$ (see Section IV-B1) yields more accurate parameter estimates compared to the case of unknown and constant mechanical torque $T_m$ introduced in [15]. This extension is feasible, as the standard power control governor and turbine model used by 50Hertz Transmission GmbH shown in Figure 2 is available and was used to generate $T_m$. Employing the practical modifications of the regressor extension (see IV-B2), improved filtering and adaptive estimator gain (see IV-B3) it was possible to successfully apply the algorithm to very different recorded PMU-measurement time-series with largely

### B. Cross-validation

Next, we perform a cross-validation with experimental measurements, which were not employed for tuning the adaptive observer. The results are presented analogously to the auto-validation.

- Step 1: Figure 7 shows the results of the adaptive observer. The evaluated observer performance using the sMAPE is depicted in Table III. For the calculation of the sMAPE merely the values of $x_2$ after convergence of the parameter estimator are considered, thus after $t \approx 105$ s. It can be seen that the parameter estimator takes approximately 17 s longer to converge and the sMAPE has a slightly increased value of about 1.2 %. The estimated value for the parameter $\hat{a}_2$ is $\hat{a}_2 = 27.26$. Thus, there is an error between the reference and the estimated value of 7 %.

- Step 2: The error between the simulated values using the identified parameters and the mapped measurements (see (22)), are shown in Figure 8. The calculated sMAPE is depicted in Table III. It can be seen that the the sMAPE values are again very low with a maximum value of 0.73 %.

Therefore, we can conclude that overall the performance of the adaptive observer is very good. As to be expected, the results of the auto-validation are overall slightly better in relation to the cross-validation. The reconstruction of the state $x_2$ as well as the parameters works reliably for both time-series, thus for the auto- as well as the cross-validation.
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TABLE III: sMAPE of the adaptive observer and the simulation results for the cross-validation.

| State | sMAPE in % |
|-------|------------|
| Adaptive observer | $x_2$ | 1.18 % |
| Simulation results | $I_1$ | 0.73 % |
| | $P_1$ | 0.05 % |
| | $Q_1$ | 0.22 % |

VI. Conclusions and Future Research

The effectiveness of an algorithm for the problem of unknown-input DSE in multi-machine power systems was experimentally demonstrated using real-world PMU-measurements. The algorithm - originally presented by part of the authors in [15] - was modified such that the measurement location, at a substation close to a power plant. Such measurement location is far more accessible to TSOs, than the actual terminal bus of the SG. For this, a mapping of the measurements from this substation to the terminal bus of the SG was derived. Moreover, the parameter estimator was extended to the case of time-varying and known mechanical torque $T_m$. This was possible, as a standard power control governor and turbine model used by 50Hertz Transmission GmbH shown in Figure 2 is available and was used to generate $T_m$. Furthermore, the assumptions used in [15] on the direct-axis transient reactance $x_d'$ and the quadrature-axis reactance $x_q$ being equal and the stator resistance $R_s$ being neglectable were dropped. Also, by utilizing a improved regressor extension, improved filtering with better attenuation of measurement noise and adaptive estimator gains, the algorithm showed significantly improved convergence and decreased excitation requirements when using the recorded real-world PMU-measurements. The algorithm was experimentally validated using real-world PMU-measurements acquired in cooperation with the German TSO 50Hertz Transmission GmbH and a PMU provided by Studio Elektronike Rijeka d.o.o. An auto- as well as a cross-validation was performed. The adaptive observer showed very good performance in both the auto- as well as the cross-validation. It showed low sMAPE values for the observed state $x_2$ and good estimates of the unknown parameters. Furthermore, in the event playback simulations for the auto- and cross-validation, the error between the mapped measurements and the simulated state $x_{sim}$, terminal active and reactive power $P_{t_{sim}}$, $Q_{t_{sim}}$ and current $I_{t_{sim}}$ showed low sMAPE values.

In the future, the algorithm’s accuracy might be improved by incorporating a more complex model of the auxiliary system of the power plant. Furthermore, the estimation of the parameters of the utilized, potentially simplified, governor and turbine model could be assumed unknown and included in the parameter estimation of the adaptive observer. Lastly, the SG model could be extended to the fourth order flux decay model. First results along this line are presented in [29].

APPENDIX

A. Proof of the algebraic observer

We present the proof of Lemma 1.

Proof. Adding $(jx_qI_d - jx_qI_d)e^{j(x_1 - \frac{\pi}{2})}$ to (2) and applying some algebraic manipulations gives

$$jx_3e^{j(x_1 - \frac{\pi}{2})} = y_1e^{jy_2} + R_s(I_d + jI_q)e^{j(x_1 - \frac{\pi}{2})} + (jx_qI_d - jx_qI_d - x_d'I_d + x_q'I_d)e^{j(x_1 - \frac{\pi}{2})}.$$ 

By using $(I_d + jI_q)e^{j(x_1 - \frac{\pi}{2})} = y_0e^{jy_4}$ and further algebraic manipulations yields

$$((x_q - x_d'I_d + x_3)e^{jx_1} = (R_s + jx_q)y_3e^{jy_4} + y_1e^{jy_2} = y.$$ 

As $\psi \in \mathbb{C}$, $x_1$ can be calculated as

$$x_1 = \arg\{\psi\}.$$ 

With $x_1$ known, $x_3$ is obtained as

$$x_3 = ||\psi| - (x_q - x_d')\cos(\frac{\pi}{2} - x_1 + y_4)y_4.$$
B. Practical modifications of the parameter estimator

Following [15], we present details of the derivation of a DREM-based parameter estimator for $a_1$ and $a_2$ of the SG assuming $T_m$ time-varying and known, e.g., modeled via a governor and turbine model. By using $x_1$ from (14a) and considering the swing equation (1b), we define the vector of unknown parameters

$$\theta := [a_1 \ a_2]^T,$$

with tuning parameters $\lambda_j > 0$, $j = 1, 2, 3$ and the signals

$$z := \mathcal{F}[s^2[x_1]],$$
$$\psi := \left[ -\mathcal{F}[s[x_1]] \right],$$

where $s$ denotes the Laplace operator. Thus, we can extend (24) with a linear, single-input 2-output, bounded-input bounded-output (BIBO)-stable operator $\mathcal{H}$ and define the vector $Z \in \mathbb{R}^2$ and the matrix $\Psi \in \mathbb{R}^{2 \times 2}$

$$Z := \mathcal{H}[z],$$
$$\Psi := \mathcal{H}[\psi]^T,$$

the matrix $Z \in \mathbb{R}^{2 \times 2}$ and the signal $\Delta$

$$Z := \text{adj}\{\Psi \ Z\},$$
$$\Delta := \det\{\Psi\},$$

with $\det\{\cdot\}$ being the determinant and $\text{adj}\{\cdot\}$ being the adjunct matrix. Hence, taking the result in the time-domain the scalar parameter estimators can be defined as

$$\dot{\tilde{\theta}}_j = -\gamma_j K_j^\gamma \Delta \Delta \dot{\tilde{\theta}}_j - Z_j, \quad j = 1, 2,$$

where $\gamma_j$ denotes the constant gain and $K_j^\gamma$ the additional time-varying gain defined as

$$K_j^\gamma = \frac{\Delta^2_{\text{ref}}}{\Delta^2},$$

where $\Delta^2_{\text{ref}}$ is the average value of $\Delta^2$ during a reference scenario, e.g. the auto-validation, and $\Delta^2$ is the moving average of the $\Delta^2$.

The dynamics of the parameter estimation error satisfies

$$\dot{\tilde{\theta}}_j = e^{-\gamma_j \int_0^t K_j^\gamma \Delta^2 d\tau} \tilde{\theta}_j(0), \quad j = 1, 2,$$

where the parameter estimation error is defined as $\tilde{\theta}_j := \dot{\tilde{\theta}}_j - \theta_j$. Provided that $K_j^\gamma$ is positive and lower and upper bounded, the following inequality holds

$$100 \Delta^2 \geq K_j^\gamma \Delta^2 \geq \epsilon \Delta^2,$$

with $\epsilon > 0$ and 100 denoting the constant lower and upper bound of $K_j^\gamma$, respectively. Integration yields

$$100 \lim_{t \to \infty} \int_0^t \Delta^2 d\tau \geq \lim_{t \to \infty} \int_0^t K_j^\gamma \Delta^2 d\tau \geq \epsilon \lim_{t \to \infty} \int_0^t \Delta^2 d\tau.$$

Hence, it follows that

$$\dot{\theta}_j \leq e^{-\gamma_j \int_0^t K_j^\gamma \Delta^2 d\tau} \theta_j(0), \quad j = 1, 2,$$

and provided that $\gamma_j > 0$ and $\Delta \not\in L^2[0, \infty)$, that is

$$\lim_{t \to \infty} \int_0^t \Delta^2 d\tau = \infty,$$

the parameter estimation error satisfies

$$\lim_{t \to \infty} \int_0^t \Delta^2 d\tau = 0, \quad j = 1, 2.$$
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