Properties of dislocation drag from phonon wind at ambient conditions
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Abstract: It is well known that under plastic deformation, dislocations are not only created but also move through the crystal, and their mobility is impeded by their interaction with the crystal structure. At high stress and temperature, this “drag” is dominated by phonon wind, i.e. phonons scattering off dislocations. Employing the semi-isotropic approach discussed in detail in Ref. [1], we discuss here the approximate functional dependence of dislocation drag $B$ on dislocation velocity in various regimes between a few percent of transverse sound speed $c_T$ and $c_T$ (where $c_T$ is the effective average transverse sound speed of the polycrystal). In doing so, we find an effective functional form for dislocation drag $B(v)$ for different slip systems and dislocation characters at fixed (room) temperature and low pressure.
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1 Introduction

Many modern material strength models, such as for example those of Refs. [2–8], are based on dislocation dynamics. Yet, dislocation mobility, especially in the high temperature and high stress regime, is poorly understood theoretically. Moving dislocations experience a drag due to their interaction with the crystal structure, and this drag coefficient $B$ determines the dislocation glide time between obstacles. The lack of a well-established functional form for $B(v,T,...)$ has led many researchers to assume $B$ to be a constant (or a constant over a simple “relativistic” factor) as a first order approximation within their strength models. Thus, better insight into the true functional form of $B$ could improve those models.

Different mechanisms dominate dislocation drag in different regimes. However, at temperatures comparable to or higher than the Debye temperature and at high stress (leading to dislocation velocities in the range $0.01 \lesssim v/c_S < 1$, where $c_S$ denotes the lowest shear wave speed corresponding to the direction of dislocation glide), phonons scattering off dislocations (commonly referred to as “phonon wind”) constitutes the dominating effect. The lower end of this range is known as the “viscous” regime where $B(v)$ at given temperature and pressure is known to be roughly constant. However, with increasing stress and thus increasing dislocation velocity, $B$ exhibits a non-linear velocity dependence. This is seen in numerous molecular dynamics (MD) simulations, see e.g. [9–13] and references therein, but also within the recent theoretical framework of Refs. [1, 14].

In Ref. [1], the theory developed by Alshits and collaborators [15] was taken to the next level by including not only the full velocity dependence of $B$, but by also including longitudinal phonons (in addition to the dominating contribution of transverse phonons) as well as an anisotropic dislocation field and single crystal elastic constants. Hence, this model which was developed having polycrystals in mind, keeps the phonon spectrum isotropic (for simplicity), but dislocations are modeled according to the single crystal symmetry (bcc, fcc, hcp, etc.) in order to take into account their anisotropy to some extent. This “semi-isotropic” approach constitutes an intermediate step in an ongoing long-term endeavor to include all anisotropic effects and the true phonon spectrum (which is beyond the scope of the current work). Nonetheless, valuable insights were already gained, like the non-trivial dependence of the drag coefficient on the dislocation character angle $\theta$ (between line sense and Burgers vector).

For now, the model is also restricted to the subsonic regime where $v < c_T$. The question whether dislocations in metals can reach supersonic speeds is still under debate, although numerous MD simulations suggest it is possible [9, 12, 16–19]; see also the recent discussion...
on interpreting those results in the context of line tension and dislocation dissipation [20]. For recent literature on supersonic dislocations, see e.g. [21–23] and references therein.

Here, our main goal is to highlight the effective functional dependence of $B$ on the dislocation velocity within the theory of [1] (and its numerical implementation of Ref. [24]), and to explain how to derive simple analytic representations of $B(v)$ which are amenable to subsequent use in applications (such as material strength models). We also present new results for metals and slip systems not presented in [1] (i.e. prismatic and pyramidal slip for hcp metals). Thus, the current work in a sense complements Ref. [1] and the theory developed there.

## 2 Phonon wind in the semi-isotropic approach

The drag coefficient $B$ of a dislocation is defined as the proportionality coefficient of the force $F = Bv$ needed to maintain dislocation dissipation $D$ per unit length due to phonon scattering via $D = Bu^2$, and takes the form [25, 26]

$$B = \frac{4\pi}{\hbar v_0^2} \sum_{s',s''} \sum_{q',q''} \int d^2 q \Omega_q |\Gamma_{s',s''}(q',q'')|^2 (n_{q''} - n_{q'}) \times \delta(q' - q'' - q) \delta(\omega_{q'} - \omega_{q''} - \Omega_q),$$

$$\Gamma_{s',s''}(q',q'') = h \sum_{l,i,j,k} \frac{d_{kl}(\tilde{q}) \tilde{w}_{s''}^l(\tilde{q}) \tilde{w}_{s'}^j(q)}{4\rho/\omega_{q''}/\omega_{q'}} \sum_{i'j'k'} q_{i'}(q) A_{i'j'k'},$$

(2.1)

where $\tilde{q}''$, $\tilde{q}'$ are the wave vectors of incoming and outgoing phonons, $s'$, $s''$ label their polarizations (2 transverse, 1 longitudinal), and $\tilde{q}$ is the wave vector associated with the dislocation field in Fourier space, $d_{kl}$. In contrast to the phonons (which are quantized and have discrete wave vectors determined from the perfect lattice), the dislocation wind is modeled as a classical field in the continuum limit. Assuming an infinitely long, straight dislocation, its only spatial dependence is within the plane perpendicular to the dislocation line. The sums over discrete phonon momenta can subsequently be approximated as integrals over the first Brillouin zone.

The phonon frequencies presently depending linearly on the wave vector length in accordance with the isotropic Debye approximation, i.e. $\omega_{q'} = c_p |\tilde{q}|$ where $c_p$ is the sound speed of a phonon with polarization $s$ (either transverse $c_T$ or longitudinal $c_L$). $\Omega_q = |\tilde{q} \cdot \tilde{v}|$ is the energy transfer whenever a phonon scatters on the dislocation. $n_{q''}$ denotes the equilibrium phonon distribution function $n_{q''} = (\exp(h\omega_{q''}/k_BT) - 1)^{-1}$, which controls the number of scattering events per unit time. $h$ is Planck’s constant, $\rho$ is the material density, and the two Dirac delta functions in the second line of (2.1) encode momentum and energy conservation within each scattering event. $\Gamma$ finally represents the associated matrix element, or scattering probability. As such, it depends on the (anisotropic) dislocation displacement gradient field $d_{kl}$, the (quantized, isotropic) phonons whose orthonormal polarization vectors are presently denoted by $\tilde{w}_{s''} := \tilde{w}_{s''}(\tilde{q}, s)$, and a linear combination of second (SOEC) and third order elastic constants (TOEC) of the anisotropic single crystal grains of a polycrystal, $A_{i'j'k'}$. For technical details on the theory we refer to [1] as well as [14, 15].

## 2.1 Steady state dislocations and slip geometries

The displacement gradient field in the continuum limit and within the realm of linear elasticity of a dislocation moving at constant velocity, can be determined from solving the equations of motion (e.o.m.) and the (leading order) stress-strain relations known as Hooke’s law:

$$\sigma_{ij} = \rho \ddot{u}_{j}, \quad \sigma_{ij} = C_{ijkl} \epsilon_{kl} = C_{ijkl} u_{k,j},$$

(2.2)

where we have introduced the notation $u_{k,l} := \partial_t u_k$ for the gradient of the displacement field $u_k$, and $\ddot{u}_j := \frac{\partial^2 u_j}{\partial t^2}$ for the time derivatives. For constant velocity $v$, this system of equations can be rewritten as $\ddot{C}_{ijkl} u_{k,jl} = 0$ with “effective” elastic constants $\ddot{C}_{ijkl} := \{C_{ijkl} - \rho v_i v_j \delta_{jk}\}$, see [43]. Upon introducing perpendicular unit vectors $\tilde{m}_0$ and $\tilde{n}_0$ which are normal to the sense vector $\tilde{t}$ of the dislocation, i.e. $\tilde{t} = \tilde{m}_0 \times \tilde{n}_0$, the solution takes the form $u_{j,k}(r, \phi) = \tilde{u}_{j,k}(\phi)/r$ where $\tilde{u}_{j,k}(\phi)$ is a function of Burgers vector, $\tilde{m}$, $\tilde{n}$, and $\ddot{C}_{ijkl}$ [44, p. 476]:

$$\tilde{u}_{j,k} = \frac{b_j}{2\pi} \left\{ n_k (nn)^{-1} (nn)^{-1} S \right\}_{jl} + m_k S_{jl} + n_k (nn)^{-1} K_{il} \right\},$$

$$S = \frac{1}{2\pi} \int_0^{2\pi} (nn)^{-1} (nm) d\phi,$n

$$K = \frac{1}{2\pi} \int_0^{2\pi} [(nn)(nn)^{-1} (nm) - (nm)] d\phi,$$

(2.3)

with the shorthand notation $(ab)_{jk} := a_i \ddot{C}_{ijkl} b_l$. Variables $r$, $\phi$ are polar coordinates in the plane spanned by $\tilde{m} = \tilde{m}_0(\theta) \cos \phi + \tilde{n}_0(\theta) \sin \phi$ and $\tilde{n} = \tilde{n}_0 \cos \phi - \tilde{m}_0(\theta) \sin \phi$, where $\tilde{n}_0$ is the slip plane normal and $\tilde{m}_0(\theta)$ is perpendicular to $\tilde{n}_0$ and $\tilde{t}(\phi) = \frac{1}{2} \left[ b \cos \theta + \tilde{b} \times \tilde{n}_0 \sin \theta \right]$. As such, $\tilde{m}_0(\theta)$ depends on the dislocation character angle $\theta$ and is parallel to $\tilde{v}$. The important feature to note is that $\tilde{u}_{j,k}(\phi)$ includes terms proportional to $(nn)^{-1}$ and hence exhibits divergences whenever $\det(nn) = 0$. This happens at certain combinations of polar angle $\phi$ and critical velocity $|\tilde{v}_c|$. As was shown in Ref. [20, 45], critical velocities are typically close to (and sometimes equal
Table 1: List of input data for cubic crystals used in the calculation of the drag coefficient; all elastic constants are given in units of GPa. The references we used to compile these data are: Ref. [27, Sec. 12] (lattice parameters \(a\) and densities \(\rho\), Refs. [28, p. 10] and [29] (effective Lamé constants of the polycrystal except for Mo), Ref. [27, Sec. 12] (single crystal SOEC and Zener anisotropy ratio \(A := 2c_{44}/(c_{11} - c_{12})\), and Refs. [30–35] (TOEC). The Lamé constants of Mo (marked with *) are analytical averages of the single crystal SOEC, see e.g. [36]. The conventions for the single crystal elastic constants are those of Brugger [37].

|      | Ag(fcc) | Al(fcc) | Au(fcc) | Cu(fcc) | Fe(bcc) | Mo(bcc) | Nb(bcc) | Ni(bcc) |
|------|---------|---------|---------|---------|---------|---------|---------|---------|
| \(a\)[Å] | 4.09    | 4.05    | 4.08    | 3.61    | 2.87    | 3.15    | 3.30    | 3.52    |
| \(\rho\)[g/ccm] | 10.50   | 2.70    | 19.30   | 8.96    | 7.87    | 10.20   | 8.57    | 8.90    |
| \(\lambda\)[GPa] | 83.6    | 58.1    | 198.0   | 105.5   | 115.5   | 176.4*  | 144.5   | 126.1   |
| \(\mu\)[GPa]    | 30.3    | 26.1    | 27.0    | 48.3    | 81.6    | 125.0*  | 37.5    | 76.0    |
| \(c_{11}\)      | 123.99  | 106.75  | 192.44  | 168.30  | 226.00  | 463.70  | 246.50  | 248.10  |
| \(c_{12}\)      | 93.67   | 60.41   | 162.98  | 121.20  | 140.00  | 157.80  | 134.50  | 154.90  |
| \(c_{44}\)      | 46.12   | 28.34   | 42.00   | 75.70   | 116.00  | 109.20  | 28.73   | 124.20  |
| \(A\)           | 3.04    | 1.22    | 2.85    | 3.21    | 2.70    | 0.71    | 0.51    | 2.67    |

Table 1: List of input data for cubic crystals used in the calculation of the drag coefficient; all elastic constants are given in units of GPa. The references we used to compile these data are: Ref. [27, Sec. 12] (lattice parameters \(a\) and densities \(\rho\), Refs. [28, p. 10] and [29] (effective Lamé constants of the polycrystal except for Mo), Ref. [27, Sec. 12] (single crystal SOEC and Zener anisotropy ratio \(A := 2c_{44}/(c_{11} - c_{12})\), and Refs. [30–35] (TOEC). The Lamé constants of Mo (marked with *) are analytical averages of the single crystal SOEC, see e.g. [36]. The conventions for the single crystal elastic constants are those of Brugger [37].

As noted in the previous section, dislocation field \(u_{j,k}(r,\phi)\) (more precisely its Fourier transform \(d_{j,k}(\vec{q})\)) enters \(\Gamma\) within (2.1), and thus the drag coefficient \(\bar{B}\) depends quadratically on \(u_{j,k}\). For simplicity, we presently only consider perfect dislocations; Incorporating more realistic models of the dislocation core as well as the effect of partial dislocations into the dislocation drag coefficient are beyond the scope of the present paper and we leave those considerations to future work. For recent advances on the theoretical modeling of dislocation cores (albeit disconnected from phonon wind theory), see [46–50] and references therein.

The slip systems we have considered here are:

\[
\vec{b}_{\text{fcc}} = \frac{b_{\text{fcc}}}{\sqrt{2}}(1, 1, 0), \quad \vec{b}_{\text{bcc}} = \frac{b_{\text{bcc}}}{\sqrt{3}}(1, -1, 1), \quad \vec{b}_{\text{hcp}} = b_{\text{hcp}}(-1, 0, 0), \quad \vec{n}_{\text{hcp-prismatic}} = (0, -1, 0), \quad \vec{n}_{\text{hcp-pyramidal}} = \frac{1}{\sqrt{\frac{3}{4}a^2 + c^2}} \left(0, -c, \frac{\sqrt{3}}{2}a\right),
\]

where \(a\) and \(c\) are the lattice constants given in Tables 1 and 2, and \(\vec{b}, \vec{n}_0\) denote the Burgers vector and slip plane normals, respectively; see Refs. [1, 20] for details. For the case of close-packed hexagonal (hcp) crystals, we assume the basal plane is normal to the third axis in Cartesian crystal coordinates. The three hcp slip systems we consider, basal, prismatic, and pyramidal slip, share the same Burgers vector but have different slip plane normals. All except for the bcc slip system above lead to expressions which are symmetric with respect
Table 2: List of input data for hcp crystals used in the calculation of the drag coefficient; all elastic constants are given in units of GPa. The references we used to compile these data are: Refs. [27, Sec. 12] (lattice parameters $a$, $c$ and densities $\rho$), Refs. [28, p. 10] and [29] (effective Lamé constants of the polycrystal except for Zr), Ref. [27, Sec. 12] (single crystal SOEC), and Refs. [38–42] (TOEC). The Lamé constants of Zr (marked with *) are analytical averages of the single crystal SOEC, see e.g. [36]. The conventions for the single crystal elastic constants are those of Brugger [37].

| (hcp) | Cd | Mg | Ti | Zn | Zr |
|-------|----|----|----|----|----|
| $\sigma$[Å] | 2.98 | 3.21 | 2.95 | 2.67 | 3.23 |
| $c$[Å] | 5.62 | 5.21 | 4.68 | 4.95 | 5.15 |
| $\rho$[g/ccm] | 8.69 | 1.74 | 4.51 | 7.13 | 6.52 |
| $\lambda$[GPa] | 28.8 | 24.1 | 78.5 | 43.1 | 71.3* |
| $\mu$[GPa] | 19.2 | 17.3 | 43.8 | 36.0 | 36.0* |

In Tables 1 and 2 we list all input data that were used in the computation of the drag coefficient below. For the effective Lamé constants of the polycrystal, we have chosen to use the separate experimental values (where available) listed in those tables rather than an analytic averaging over the single crystal values. The only exceptions are Mo and Zr due to lack of experimental data, and because the Voigt and Reuss bounds are very close to each other in those cases. In fact, for SOEC of cubic crystals, analytic averaging would be a viable avenue as well\(^1\) (assuming negligible texturing), but not so much for hcp and other crystals; see [36] and references therein.

### 2.2 The low velocity limit

In the limit of small velocity $v$, small meaning $v \ll c_T$ and $v \ll c_S$ (where $c_T$ is the effective polycrystalline transverse sound speed and $c_S$ is the lowest shear wave speed of the single crystal in the direction of $\vec{v}$), drag coefficient $B$ simplifies to

$$B \approx \frac{4\pi}{\hbar} \sum_{\vec{q},\vec{q}'} \int_{\text{BZ}} \frac{d^3q}{(2\pi)^3} \int_{\text{BZ}} \frac{d^2q}{(2\pi)^2} |\Gamma_{\vec{q},\vec{q}'}(\vec{q},\vec{q}'-\vec{q},v=0)|^2 \times (\vec{q} \cdot \hat{v})^2 \frac{\partial (\delta(\vec{q}' - \vec{q}))}{\partial \omega_{\vec{q}'}} \delta(\omega_{\vec{q}' - \vec{q}} + C v + \theta(\vec{u}^2)), \quad (2.5)$$

where $\hat{v}$ denotes the unit vector in the direction of $\vec{v}$. Explicit numerical calculations for a number of metals show that the first order velocity correction has a negative coefficient $C < 0$. To understand why this is the case, we note that the dislocation field itself depends only on the square of its velocity and thus its Taylor expansion around small $v$ has no linear term. Furthermore, since $\omega_{\vec{q}'} = c_S q'$ and $G$ scales like $1/\omega_{\vec{q}'},\omega_{\vec{q}}$, the drag coefficient depends on the sound speeds as $1/c_S^3$. Since $c_T \sim c_L/2$, the largest contribution to $B$ at low velocity $v$ is due to the purely transverse branch (where both incoming and outgoing phonons are transverse), as was already observed in earlier work [1, 14, 25]. In this case, it is convenient to introduce a dimensionless integration variable proportional to the ratio $t \propto |\vec{q}'|/|\vec{q}|$. The energy conserving delta function then restricts the integration range of this new variable $t$ such that it shrinks with growing dislocation velocity $v$, see [1, 14]. This is the dominating effect and the reason for negative $C$.

### 2.3 High velocity limit

Our use of an isotropic Debye phonon spectrum introduces the limitation $v < c_T$ on our present theory. Nonetheless, $B$ does not diverge at $v = c_T$: All divergences within $B$ are inherited from the poles present in the dislocation field, as pointed out in Sec. 2.1 above. Indeed, those appear at critical velocities $v_c$ which depend on the slip geometry, material constants, as well as the dislocation character $\theta$. In order to determine the highest degree of divergence, we first recall the study done in Ref. [14] in the purely isotropic limit and only for the transverse phonon modes: There it was found that the highest degree of divergence of a dislocation field for pure edge was $1/(1-\beta_T^m)$ with $\beta_T := v/c_T$ and $m = 1$ at polar angle $\phi = 0$ (or $\pi$), whereas the one for pure screw exhibited the milder divergence of $m = 1/2$.\(^1\)

\(^1\)In fact, the single crystal averages for the Lamé constants of cubic crystals agree well (within a few percent) with the experimental results listed in Table 1, with the exception of Ni whose averaged shear modulus is $\sim 11\%$ lower than the measured value, and also Au whose averaged $\lambda$ is $\sim 12\%$ lower than the measured value.
Within $B$, where the dislocation field enters quadratically and angles $\phi$ are integrated over, this led to initial estimates for the degree of divergence of $B$ of $m = 3/2$ for pure edge and $m = 1/2$ for pure screw. However, within the purely transverse branch, the kinematic terms in $\Gamma$ additionally suppressed the degree of divergence by 1, ultimately leading to $B \sim 1/(1 - \beta_T^{2m})$ as $\beta_T \rightarrow 1$ with $m = 1/2$ for edge and finite $B$ for screw dislocations.

In the more general semi-isotropic case considered here, this latter cancellation cannot occur because now we have divergences at $v_c(\theta)$ whereas the kinematic terms in $\Gamma$ coming from the phonons only know about $c_T$, $c_L$. Likewise, the cancellation leading to the milder divergence of the pure screw dislocation in the isotropic limit is indeed special to the strictly isotropic case: For an isotropic screw dislocation, $\vec{S} \cdot \vec{b} \rightarrow 0$, $K \cdot \vec{b} \sim (0, 0, \sqrt{1 - \beta_T^2})$, and $(nn)^{-1} \sim 1/(1 - \beta_T^2)$ within (2.3) yield the milder divergence noted above. Finally, one must also not forget that edge and screw dislocations decouple only in the isotropic limit, but not in general, which is why mixed dislocations cannot be represented as superpositions of edge and screw in “real” crystals.

To sum up: we presently expect the highest degree of divergence of the drag coefficient $B(v, \theta)$ at $v \rightarrow v_c(\theta)$ to

---

**Figure 1:** We show the drag coefficient $B(\beta_T)$ from phonon wind for dislocations in Ni of various character angles $\theta$. The dashed lines represent the three-parameter fitting functions with fitting parameters $C_i$ in units of $\mu$Pas, critical velocity $\beta_T^{crit} = v_c/c_T$, and $\beta_T = v/c_T$. The solid lines show the results of numerically evaluating $B$ according to Eq. (2.1) using the software of Ref. [24], see Ref. [1] for details on the method.
be \(1/(1-v^2/2)^m\) with \(m = 3/2\) for arbitrary dislocation characters \(\theta\). Indeed, this expectation is confirmed by numerical results, where the asymptotic region cannot be well represented by fitting functions with \(m < 3/2\).

3 Results and their effective functional form

Based on the analysis of the previous section, the simplest form of a fitting function for the drag coefficient at fixed temperature, pressure, and dislocation character angle which captures its velocity dependence in the small \(v\) as well as in the asymptotic regime \(v \to v_c\) is given by

\[
B(\theta) \approx C_0(\theta) - C_1(\theta)x + C_2(\theta) \left( \frac{1}{(1-x^2)^{3/2}} - 1 \right),
\]

\[
x = \frac{v}{v_c(\theta)} = \frac{\beta_T c_T T}{v_c(\theta)}.
\]

As is illustrated in Figure 1 at the example of Ni at room temperature and ambient pressure for a number of dislocation character angles ranging from pure screw \((\theta = 0)\) to pure edge \((\theta = \pi/2)\), Eq. (3.1) is perfectly sufficient in some cases. Corresponding fitting parameters (in units of \(\mu\text{Pa}s\)) and critical velocities — all dependent on \(\theta\) — are listed in the figure legends and titles.

However, if \(B\) shows a stronger \(v\) dependence in the intermediate region, which is the case for a number of metals and slip systems, additional terms are required to improve the fits. Candidates for such additional terms include of course any polynomial \(x^k\) with \(k \geq 2\) or subleading divergences (which are always present), like \((1-x^2)^{-m}\) with \(0 < m < 3/2\) or \(\ln(1-x^2)\). Our goal is to keep \(B\) simple and the number of fitting parameters small. Empirically, we find that adding only one additional term, \((1-x^2)^{-1/2}\), greatly improves the fits in most cases where Eq. (3.1) is insufficient.

Hence, better fits to the drag coefficient from phonon wind for a dislocation of fixed character angle \(\theta\) are achieved using the function

\[
B(\theta) \approx C_0(\theta) - C_1(\theta)x + C_2(\theta) \left( \frac{1}{\sqrt{1-x^2}} - 1 \right) + C_3(\theta) \left( \frac{1}{(1-x^2)^{3/2}} - 1 \right),
\]

\[
x = \frac{v}{v_c(\theta)} = \frac{\beta_T c_T T}{v_c(\theta)}.
\]

Once again, it depends on the velocity in ratio to the critical velocity \(v_c(\theta)\). Note, that since \((nn)\) is a 3x3 matrix, one always has three solutions for \(\det(nn) = 0\), and each can be represented as \(v_c(\theta)\). The branch with the smallest value for \(v_c\) will lead to a divergence in \((nn)^{-1}\) first. However, that solution need not always lead to a divergent drag coefficient since subtle cancellations can lead to a finite dislocation field. In this case, the second smallest value for \(v_c\) is the true limiting velocity, see the recent review article \cite{45} for details.

According values for \(v_c\) corresponding to divergences in \(B\), as well as the five fitting parameters \(C_i\) for pure screw and edge dislocations, as well as for \(B\) averaged over all dislocation character angles\(^2\), and each for the various metals computed (at room temperature and ambient pressure), are listed in Tables 3–6. Comparisons of these fits to the numerically computed results for \(B\) are shown in Figures 2–5 as a function of velocity over effective transverse sound speed of the polycrystal, \(\beta_T = v/c_T\). Fits using Eq. (3.2) can of course be derived for any other character angle \(\theta\). All numerical results presented here can be reproduced with the software of Ref. \cite{24} developed by the present author.

With the exception of Ag, Au, and Cd, most metals shown here, have \(B\) well below \(0.04\text{mPas}\) in the low velocity regime, for the most part due to lower values of their transverse sound speeds \(c_T\) (see Tables 3, 4).

Figures 1–5 show that \(B(v, \theta)\) at ambient temperature and pressure are well represented\(^3\) by (3.2) (or even (3.1)), especially in light of the uncertainty in our current model for \(B\) (which is hard to quantify): For one, we considered only isotropic phonons, whose spectrum deviates from the true one especially in the high frequency regime. Furthermore, we have neglected the dislocation core as well as the separation of dislocations into partials. But also the uncertainties in the experimental (or computational) determination of the TOEC have a large effect on the accuracy of our present predictions. We also need to stress that the present model is limited to the subsonic regime, i.e. \(v < v_c(\theta)\) and \(v < c_T\). Furthermore, only straight dislocations moving at constant velocity were considered, i.e. the effect of acceleration or changes in shape are not (yet) considered. Finally, the stress field required to reach velocities close to \(v_c\) will likely lead to sizeable temperature and pressure gradients which would have to be considered in future improvements to \(B\) as well. A first attempt at incorporating the temperature dependence into \(B\) is published in Ref. \cite{51}.

Direct comparison of \(B\) to experiments is limited to the low velocity regime (low meaning the viscous regime of \(\beta_T \sim 0.01\)): As was (in part) pointed out in

\(^2\) Averages were computed as mean values from \(B(\theta)\) for 91 character angles \((0 \leq \theta \leq \pi/2)\) with \(B(0) = B(\theta)\) for fcc and hcp metals, and from 181 character angles \((-\pi/2 < \theta \leq \pi/2)\) for bcc metals using\(^{24}\).

\(^3\) In our example of nickel, both equations, (3.1), (3.2), yield exactly the same fit for pure edge dislocations. In the case of screw dislocations, the 4-parameter equation (3.2) slightly improves an already decent fit by making use of the additional term \(1/\sqrt{1-x^2}\), thereby changing also the values of the other 3 fitting parameters.
Ref. [1], our predictions for $B(\beta T \sim 0.01)$ agree well with experimental results for Al (ranging from $\sim 0.005$ mPas to $\sim 0.06$ mPas, cf. [52–54]) and Cu (ranging from $\sim 0.007$ mPas to $\sim 0.08$ mPas, cf. [55–59]). MD simulation results are in the range $\sim 0.007$–$0.2$ mPas for Al [9, 60, 61], and $\sim 0.016$–$0.022$ mPas for Cu [11, 62].

Our predictions are lower than experimental results for Fe ($\sim 0.34$ mPas for edge and $\sim 0.661$ mPas for screw, cf. [63]) and Zn for both basal slip (0.035 mPas for edge and $\sim 0.034$ mPas for screw, cf. [64]) as well as for pyramidal slip (0.27 mPas for edge and $\sim 0.16$ mPas for screw, cf. [65]).

Our drag coefficient for Mo is lower than the MD-simulation value of $\sim 0.078$ mPas for edge dislocations reported in [66]. Likewise, our drag coefficient for Ni, is lower than the MD-simulation results of 0.0321 mPas for edge dislocations reported in [66], and $\sim 0.015$ mPas for edge dislocations reported in [9, 13, 67], albeit close...
Figure 3: We show the drag coefficient $B(\beta_T)$ from phonon wind for pure screw and edge dislocations as well as averaged over all character angles $\vartheta$ for basal slip of 5 hcp metals. Dashed lines represent the fitting functions and $\beta_T = \nu/c_T$.

Figure 4: We show the drag coefficient $B(\beta_T)$ from phonon wind for pure screw and edge dislocations as well as averaged over all character angles $\vartheta$ for prismatic slip of 5 hcp metals. Dashed lines represent the fitting functions and $\beta_T = \nu/c_T$.

Figure 5: We show the drag coefficient $B(\beta_T)$ from phonon wind for pure screw and edge dislocations as well as averaged over all character angles $\vartheta$ for pyramidal slip of 5 hcp metals. Dashed lines represent the fitting functions and $\beta_T = \nu/c_T$.

to the latter.
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| basal | Cd  | Mg  | Ti  | Zn  | Zr  |
|-------|-----|-----|-----|-----|-----|
| c_T  | 1486 | 3153 | 3118 | 2466 | 2350 |
| v_c^/c_T | 1.017 | 0.972 | 1.033 | 0.943 | 0.943 |
| v_c^0 | 1511 | 3065 | 3219 | 2326 | 2215 |
| C_e^0 | 67.73 | 3.37 | 7.59 | 9.56 | 4.61 |
| C_s^0 | 78.74 | 4.42 | 10.40 | 18.73 | 4.62 |
| C_s^2 | 0.00 | 0.00 | 1.17 | 0.00 | 1.25 |
| C_s^3 | 15.53 | 1.08 | 2.05 | 9.05 | 0.64 |
| v_c^/c_T | 1.398 | 0.982 | 0.896 | 1.211 | 0.990 |
| v_c^s | 2077 | 3097 | 2795 | 2987 | 2327 |
| C_s^s | 72.77 | 6.88 | 18.35 | 12.13 | 12.61 |
| C_s^2 | 98.31 | 10.56 | 28.29 | 16.52 | 18.57 |
| C_s^3 | 82.02 | 0.00 | 0.00 | 18.90 | 0.00 |
| C_s^4 | 0.00 | 2.80 | 7.00 | 0.66 | 4.65 |
| v_c^av/c_T | 1.017 | 0.972 | 1.033 | 0.945 | 0.943 |
| v_c^av | 1511 | 3065 | 3219 | 2322 | 2215 |
| C_s^av | 91.85 | 7.65 | 19.30 | 16.80 | 13.09 |
| C_s^2 | 59.31 | 6.21 | 17.41 | 13.04 | 12.40 |
| C_s^3 | 32.21 | 0.44 | 0.95 | 8.37 | 1.42 |
| C_s^4 | 0.00 | 0.01 | 0.09 | 0.02 | 0.00 |
| v_c^av | 1.017 | 0.972 | 0.896 | 0.724 | 0.943 |
| v_c^av | 1409 | 3065 | 2795 | 1786 | 2215 |
| C_s^av | 76.98 | 8.10 | 17.44 | 15.62 | 12.00 |
| C_s^2 | 46.95 | 11.09 | 16.28 | 9.74 | 15.58 |
| C_s^3 | 19.77 | 6.16 | 0.00 | 8.63 | 10.74 |
| C_s^4 | 0.00 | 0.45 | 1.59 | 0.00 | 0.02 |

Table 4: List of critical velocities $v_c [m/s]$, and fitting function coefficients $C_i [\mu Pa s]$ for basal slip. The critical velocities are given in units of m/s as well as in ratio to $c_T$. The fits are only valid up to 0.99$c_T$ and do not capture the asymptotic behavior for those metals/dislocations whose critical velocity is larger than this value. Superscripts “e”, “s”, and “av” refer to “edge”, “screw”, and “average”, respectively. Furthermore, $v_c^av$ coincides with the smallest critical velocity for all dislocation characters $\theta$ within the basal slip system.

| prismatic | Cd  | Mg  | Ti  | Zn  | Zr  |
|-----------|-----|-----|-----|-----|-----|
| c_T       | 1486 | 3153 | 3118 | 2466 | 2350 |
| v_c^/c_T  | 1.398 | 0.982 | 0.896 | 1.211 | 0.990 |
| v_c^0     | 1511 | 3065 | 3219 | 2326 | 2215 |
| C_e^0     | 72.77 | 6.88 | 18.35 | 12.13 | 12.61 |
| C_s^0     | 98.31 | 10.56 | 28.29 | 16.52 | 18.57 |
| C_s^2     | 82.02 | 0.00 | 0.00 | 18.90 | 0.00 |
| C_s^3     | 0.00 | 2.80 | 7.00 | 0.66 | 4.65 |
| v_c^/c_T  | 1.017 | 0.972 | 1.033 | 0.945 | 0.943 |
| v_c^s     | 2077 | 3097 | 2795 | 2987 | 2327 |
| C_s^s     | 72.77 | 6.88 | 18.35 | 12.13 | 12.61 |
| C_s^2     | 98.31 | 10.56 | 28.29 | 16.52 | 18.57 |
| C_s^3     | 82.02 | 0.00 | 0.00 | 18.90 | 0.00 |
| C_s^4     | 0.00 | 2.80 | 7.00 | 0.66 | 4.65 |

Table 5: List of critical velocities $v_c [m/s]$, and fitting function coefficients $C_i [\mu Pa s]$ for prismatic slip. The critical velocities are given in units of m/s as well as in ratio to $c_T$. The fits are only valid up to 0.99$c_T$ and do not capture the asymptotic behavior for those metals/dislocations whose critical velocity is larger than this value. Superscripts “e”, “s”, and “av” refer to “edge”, “screw”, and “average”, respectively. Furthermore, $v_c^av$ coincides with the smallest critical velocity for all dislocation characters $\theta$ within the prismatic slip system.

References

[1] D. N. Blaschke, *J. Phys. Chem. Solids* **124** (2019) 24–35, arXiv:1804.01586.
[2] V. S. Krasnikov, A. Yu. Kuksin, A. E. Mayer, A. V. Yanilkin, *Phys. Solid State* **52** (2010) 1386–1396.
[3] J. Marian, A. Caro, *Phys. Rev. B* **74** (2006) 024113.
[4] M. R. Gilbert, S. Queyreau, J. Marian, *Phys. Rev. B* **81** (2010) 024101, arXiv:0908.2371.
Table 6: List of critical velocities \( v_c [\text{m/s}] \), and fitting function coefficients \( C_i [\mu \text{Pa s}] \) for pyramidal slip. The critical velocities are given in units of m/s as well as in ratio to \( c_T \). The fits are only valid up to 0.99\( c_T \) and do not capture the asymptotic behavior for those metals/dislocations whose critical velocity is larger than this value. Superscripts “e”, “s”, and “av” refer to “edge”, “screw”, and “average”, respectively. Furthermore, \( v_c^{av} \) coincides with the smallest critical velocity for all dislocation characters \( \theta \) within the pyramidal slip system.

| pyramidal | Cd  | Mg  | Ti  | Zn  | Zr  |
|-----------|-----|-----|-----|-----|-----|
| \( c_T \) | 1486| 3153| 3118| 2466| 2350|
| \( v_c^{e}/c_T \) | 1.017| 0.972| 0.896| 0.945| 0.943|
| \( v_c^{s}/c_T \) | 1511| 3065| 2795| 2332| 2215|
| \( v_c^{av}/c_T \) | 68.37| 5.91 | 14.48| 11.47| 9.51 |
| \( C_0^{s} \) | 62.25| 8.70 | 21.63| 9.83 | 12.96 |
| \( C_0^{av} \) | 31.95| 4.78 | 0.00 | 0.00 | 12.51 |
| \( C_0^{av}/c_T \) | 0.50 | 1.46| 5.48 | 1.38 | 0.51 |

[33] F. F. Voronov, V. M. Prokhurov, E. L. Gromnitskaya, G. G. Il'ina, Phys. Met. Metallogr. 45 (1978) 123, [Phys. Met. Metallogr. 45 (1978) 123].

[34] L. J. Graham, H. Nadler, R. Chang, J. Appl. Phys. 39 (1968) 3025–3033.

[35] M. W. Riley, M. J. Skove, Phys. Rev. B8 (1973) 466–474.

[36] D. N. Blaschke, J. Appl. Phys. 122 (2017) 145110, arXiv:1706.07132.

[37] K. Brugger, J. Appl. Phys. 36 (1965) 759–768.

[38] G. A. Saunders, Y. K. Yögürçu, J. Phys. Chem. Solids 47 (1986) 421–427.

[39] E. R. Naimon, Phys. Rev. B4 (1971) 4291–4296.

[40] R. Ramji Rao, C. S. Menon, Phys. Rev. B7 (1973) 644–650.

[41] K. D. Schlotz, C. Elbaumer, Phys. Rev. B1 (1970) 1512–1517.

[42] A. Singh, R. P. S. Rathore, R. M. Agrawal, Acta Phys. Hung. 72 (1993) 133–140.

[43] D. J. Bacon, D. M. Barnett, R. O. Scattering, Progr. Mater. Sci. 23 (1980) 51–262.

[44] J. P. Hirth, J. Lothe, Theory of Dislocations, second ed., (New York: Wiley, 1982).

[45] D. N. Blaschke, J. Phys.: Cond. Mat. 33 (2021) 503005, arXiv:2107.01220.

[46] E. Clouet, Phys. Rev. B84 (2011) 224111, arXiv:1112.4938.

[47] B. A. Szajewski, A. Hunter, I. J. Beyerlein, Phil. Mag. 97 (2017) 2143–2163.

[48] Y.-P. Pellegrini, J. Micromech. Molec. Phys. 3 (2018) 1840004, arXiv:1808.10272.

[49] M. Boeleining, T. D. Swinburne, S. L. Dudarev, Phys. Rev. Mater. 2 (2018) 083803.

[50] D. N. Blaschke, B. A. Szajewski, “Estimates of the energy and core force of a metallic fcc dislocation core”, LA-UR-19-29609, work in progress.

[51] D. N. Blaschke, L. Buravkovskiy, D. L. Preston, J. Appl. Phys. 130 (2021) 015901, arXiv:2104.08650.

[52] A. Nakata, R. A. Johnson, C. Elbaumer, Phys. Rev. B2 (1970) 4856–4863, Erratum-ibid. 4 (1971) 674.

[53] J. A. Gorman, D. S. Wood, T. Vreeland Jr., J. Appl. Phys. 40 (1969) 833–841.

[54] V. R. Parameswaran, N. Urabe, J. Weertman, J. Appl. Phys. 43 (1972) 2982–2986.

[55] T. Suzuki, A. Ikushima, M. Aoki, Acta Metall. 12 (1964) 1231–1240.

[56] E. B. Zaretsky, G. I. Kanel, J. Appl. Phys. 113 (2013) 083511.

[57] R. M. Stern, A. V. Granato, Acta Metall. 10 (1962) 358–381.

[58] W. F. Greenman, T. Vreeland Jr., D. S. Wood, J. Appl. Phys. 38 (1967) 3595–3603.

[59] G. A. Alers, D. O. Thompson, J. Appl. Phys. 32 (1961) 283–293.

[60] A. V. Yanilkin, V. S. Krasnikov, A. Yu. Kukshin, A. E. Meyer, Int. J. Plast. 25 (2014) 94–107.

[61] J. Cho, J.-F. Molinari, G. Anciaux, Int. J. Plast. 90 (2017) 66–75.

[62] E. Oren, E. Yehel, G. Makov, Mod. Simul. Mater. Sci. Eng. 25 (2017) 025002.

[63] N. Urabe, J. Weertman, Mater. Sci. Eng. 18 (1975) 41–49.

[64] D. P. Pope, T. Vreeland Jr., Phil. Mag. 20 (1969) 1163–1176.

[65] K. M. Jassby, T. Vreeland Jr., Mater. Sci. Eng. 27 (1977) 1–9.

[66] C. R. Weinberger, Acta Metall. 58 (2010) 6535–6541.

[67] E. Bitzek, P. Gumbsch, Mater. Sci. Eng. A387–389 (2004) 11–15, Special issue: 13th International Conference on the Strength of Materials.