GRU-based Encoder-Decoder for Short-term CHP Heat Load Forecast

Kuan LU\(^1\), Xiang Rong MENG\(^1\), Wen Xue SUN\(^2\), Rong Gui ZHANG\(^3\), Ying Kun HAN\(^1\), Song GAO\(^3\), Dongliang Su\(^4\)

\(^1\) State Grid Shandong Electric Power Research Institute, Jinan, Shandong China.
\(^2\) State Grid Zhangqiu Power Supply Company, Jinan, Shandong, China.
\(^3\) Shandong Luneng Software Technology Co., LTD, Jinan, Shandong, China.
\(^4\) Shandong Zhongshi Yitong Group Co., LTD., Jinan, Shandong, China.
\(^a\) Email: lk83@163.com

Abstract. A gated recurrent units (GRU) network based encoder-decoder (E-D) model is proposed for combined heat and power (CHP) heat load forecasting. First, we use the GRU based E-D model as an auto-encoder to map the historical CHP heat load time series into a fixed length representation. Then, concatenate the representation with weather forecasting information as a new input to another multiple GRUs network for heat load prediction. Data collected from Rizhao, Shandong province is used to verify the conclusions. Results illustrate that GRU-based E-D model can give a more accurate forecast to the short-term CHP heat load compared with non-auto-encoded RNN model.

1. Introduction

It is required by the government to determine power generation by heat for CHPs in China. This indicates that CHP heat load forecast should not be neglected in the process of regional power dispatch management to improve the coordination of grids. What is more, subject to the transmission constraint, accurate CHP heat load forecast is also helpful for a more flexible peak load management [1].

Traditional heat load forecasting methods include regression analysis [2-3], exponential smooth method [4], time-series method [5-6], support vector machine (SVM) [7] and BP neural network [8-9] etc. The regression and exponential smooth methods are mainly applied to load data that changes smoothly and has clear trend. Time-series method neglects the analysis for the factors that influence heat loads. Meanwhile, volatility and randomness in short-term heat load data has negative effects on the load forecasting accuracy using traditional methods. As for SVM, there exists arbitrariness in the selection of kernel function. In addition, the increase of the sample data volume and dimension will lead to higher computational complexity [10].

With the success of dealing with temporal and sequential forecasting problem [11-15], more and more recurrent neural network (RNN) models are put into use in the field of energy forecast. Daniel M., Kasun A. and Milos M. [16] compare the short-term electric load forecasting accuracy of standard LSTM using LSTM-based sequence to sequence (Seq2Seq) architecture. Huiting Zheng, Jiabin Yuan, and Long Chen [17] show a generic framework that combines extreme gradient boosting, k-means on SD selection, empirical mode decomposition and LSTM based Seq2Seq model to forecast short-term
electric load. Kuan Lu, Zhenfu Bi and Xin Wang, et al [18] use a concatenated LSTM architecture to make CHP load forecast.

In this work, a GRU based encoder-decoder (E-D) model is proposed for CHP heat load forecasting. First, we use the GRU based E-D model as an auto-encoder to map the historical heat load time series into a fixed length representation. Then, concatenate the representation with weather forecasting information as a new input to another multiple GRUs network for prediction. Data collected from Rizhao, Shandong province is used to verify the improved performance using the proposed model compared with non-auto-encoded GRU model.

2. Data Preprocessing

Min-max scaling method is used to scale the features of input data down to a given range, as follows:

\[ y = \frac{x - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}} \]  

(1)

This is because the proposed model uses hyperbolic tangent (tanh) function as the activation function for GRU and the fully connected layer:

\[ \tanh(x) = 2 \cdot \text{sig}(x) - 1 \]  

(2)

where tanh function has a range of \([-1,1]\).

![Figure 1. Hyperbolic Tangent Function](image)

As is shown in Fig1 [19], the neurons of a layer will saturate if the value is too close to 1 or -1. So, we choose the scaled range of \([-0.5, 0.5]\).

3. Models and Forecasting Process

3.1. Gated Recurrent Units

Among all the gated RNNs, gated recurrent units (GRU) architecture introduced in 2014 [20] shows a better computational performance with less parameter [21]. The GRU combines input gate and forget gate of LSTM into an update gate \( z_t \), while, the output gate in LSTM is called a reset gate \( r_t \) in GRU shown in Fig2 [22].

\[ \bar{s}_t = \phi_{\text{tanh}}(W_s(r_t \odot s_{t-1}) + U_s x_t + b_s) \]  

(3)

\[ s_t = (1 - z_t) \odot s_{t-1} + z_t \odot \bar{s}_t \]  

(4)

with two gates:

\[ r_t = \sigma_{\text{sig}}(W_r s_{t-1} + U_r x_t + b_r) \]  

(5)

\[ z_t = \sigma_{\text{sig}}(W_z s_{t-1} + U_z x_t + b_z) \]  

(6)

Where: \( \odot \) is element-wise multiplier; \( W_s, W_r, \) and \( W_z \) are weight matrix for update gate, reset gate and candidate state; \( x_t \) is input data; \( \bar{s}_t \) is candidate state; \( s_t \) is output; \( b_s, b_r, \) and \( b_z \) are constants. \( \sigma_{\text{sig}} \)
and $\phi_{\text{tanh}}$ are sigmoid and tanh activation function. In the GRU architecture, $z_t$ determines how to combine new input with the previous memory while $r_t$ defines how much of the previous memory to let through.

![GRU Structure](image)

**Figure 2. GRU Structure**

### 3.2. GRU based E-D Architecture

In the GRU based E-D structure, shown in Fig3 [23], the encoder reads the historical CHP heat load sequence and maps it into a fixed-length vector representation i.e. the candidate state $\tilde{s}$. After that, the decoder will use $\tilde{s}$ and the value predicted by the previous time step to forecast the next time step. Given input $X = \{x^1, x^2, ..., x^n\}$, $\tilde{s}^E_t$ is the intermediate state of the encoder at step $t$, where $\tilde{s}^E_t \in \mathbb{R}^m$ and $m$ is the number of neurons in the encoder. The decoder decodes $\tilde{s}^E_t$ into the target sequence $Y = \{y^1, y^2, ..., y^n\}$.

![GRU based E-D Architecture](image)

**Figure 3. GRU based E-D Architecture**

### 3.3. GRU-based E-D CHP Heat Load Forecast Model

As is shown in Fig4, the GRU-based E-D CHP heat load forecast model uses the encoder-decoder architecture to perform auto-encoding (AE) to reduce model's misspecification error [24]. During AE process, the fixed-length intermediate state is extracted as an abstract representation of the heat load.
timing relationship. In order to improve the training efficiency, target value equals input value with reverse order. That is to say, given the input value \( \{x^1, x^2, \ldots, x^n\} \), the target value is \( \{x^n, \ldots, x^2, x^1\} \). Here, the auto-encoder use GRU architecture with 2 layers of which the number of neurons for each layer are 128 and 64.

After the AE process, an embedding layer representing the features of heat load time series is obtained. Then combine this embedding layer with future weather data to form a new input and feed it into another GRU network. The intuition is that change in weather patterns is the main reason for the volatility of heat load. If weather time series pattern remains unchanged, heat load historical information has been already learned during the AE process. If there are new changes in weather patterns, the forecast model should consider both of this and features learned from AE process.

Here, we use another 3-layer GRU network as a prediction model, where: input data has a dimension of 68 (including 64 dimensions of the embedded layer as well as wind speed, air temperature, air pressure and humidity) and neurons are set to 128, 64, 32. To train the model, back-propagation through time (BPTT) is used and the loss function has the form as follows:

\[
\text{Loss} = \sum_{t=1}^{M} (y_t - \hat{y}_t)^2
\]

4. Dataset and experimental results

The presented architecture was implemented on a dataset of weather and heat load with 10-minutes interval from a CHP in Rizhao, Shandong province.

The model aims to forecast the heat load of 36, 72, 144 time steps ahead. The whole dataset includes winter time that ranges from 20161218 to 20180309, totally 19164 observations. Divide the dataset into train set, validation set and test set with percentage of 50%, 30% and 20%. Use the deep-learning toolkit Keras to construct the GRU based E-D model. Root Mean Square Error (\( R_{MSRE} \)) for the percent of forecast vs. actual value is selected as evaluating indicator:

\[
R_{MSRE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} \left( \frac{\hat{y}_i - y_i}{y_i} \right)^2}
\]
where $y_t$ is the actual value, while $\hat{y}_t$ is the forecasting value.

Validation errors of 144 time-steps-ahead forecasting for 30 training epochs in Fig.5 show the comparison of the proposed model with non-auto-encoded GRU model. Both of the models use the same data min-max scaling method. The result shows that GRU based E-D model has a lower learning error and converges to the optimal solution earlier than non-auto-encoded GRU model.

![Figure 5. Validation Errors for 144 Time-step-ahead Training](image)

Table 1 illustrates that the GRU-based E-D model obviously has a better performance. $R_{MSRE}$ of the test data using the proposed model is 3.4%, 5.2% and 8.3% less than GRU with no AE preprocessing.

| Time     | Test data       |               |
|----------|-----------------|---------------|
|          | GRU-based E-D   | Non-auto-encoded GRU |
| 6-hour   | 3.8             | 7.2           |
| 12-hour  | 5.3             | 10.5          |
| 24-hour  | 9.5             | 17.8          |

This is because the GRU network based on E-D extracts the time series feature of historical heat load during AE process, which takes into account new changes in the weather during the forecast period, such as sudden changes in wind speed and temperature. Therefore, the predictions made by GRU-based E-D model are more sensitive as shown in Fig. 6, whereas the non-auto-encoded GRU model has a delay. The error distribution of two methods can be seen in Fig7.
5. Conclusion
This work presents a GRU-based E-D neural network for CHP heat load forecast. The key idea in this framework is firstly proposing GRU-based E-D architecture as an auto-encoder to extract the feature of the heat load time series to reduce the model’s misspecification risk. Then, the extracted fixed-length intermediate state from AE combined with future weather data are fed into another multi-layered GRU network to make the forecast. Comparison results demonstrate that the proposed model can more effectively forecast the heat loads over a long horizon. Further, we plan on using other deep learning algorithms, activation functions and optimization methods to improve the performance of the model.
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