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Abstract

The subject-verb-object (SVO) word order prevalent in English is shared by about 42% of world languages. Another 45% of all languages follow the SOV order, 9% the VSO order, and fewer languages use the three remaining permutations. None of the many extant explanations of this phenomenon take into account the difficulty of implementing these permutations in the brain. We propose a plausible model of sentence generation inspired by the recently proposed Assembly Calculus framework of brain function. Our model results in a natural explanation of the uneven frequencies. Estimating the parameters of this model yields predictions of the relative difficulty of dis-inhibiting one brain area from another. Our model is based on the standard syntax tree, a simple binary tree with three leaves. Each leaf corresponds to one of the three parts of a basic sentence. The leaves can be activated through lock and unlock operations and the sequence of activation of the leaves implements a specific word order. More generally, we also formulate and algorithmically solve the problems of implementing a permutation of the leaves of any binary tree, and of selecting the permutation that is easiest to implement on a given binary tree.

1 Introduction

In English, the subject of a sentence generally comes before the verb while the object, if present, follows both: “dogs chase cats”. This ordering is not universal, as many languages adopt any of the six possible orderings [1–11]. The same order as in English, denoted SVO, is prevalent in French, Hebrew, modern Greek and Romanian, and overall in about 42% of world languages. The order SOV is slightly more common, accounting for 45% of languages, including Hindi, Urdu, Japanese, Latin, and ancient Greek. The orders VSO (9%), VOS (2%) and OVS (1%) are much less common, while the order OSV (< 1%) is practically disregarded. In English, changing the language’s SVO order creates either meaningless sentences (“chase cats dogs”) or changes the meaning (“cats chase dogs”). In other languages, such as German, Russian, or modern Greek, deviations from the standard order are tolerated, because nouns have a case in these languages, which makes their syntactic role (subject vs object) easy to identify independently of position. However, all languages seem to have a dominant, default word order.

There is extensive literature on justifying the widely varying frequencies of basic word orders. These past explanations are based on plausible linguistic principles related to the ease of communicating meaning, or the difficulty of learning grammar, while more recent explanations consider the mutability and evolution of word orders in languages [2–6, 10, 11]. Here we propose that differences in the difficulty of generating sentences in the brain may play a major role in determining the relative prevalence of basic word orders.

Preprint. Under review.
Language emerges in the human brain through the activity of neurons, synapses, and neural circuits. Properties of language, such as the basic word orders, are undoubtedly affected and constrained by the structure and function of the language-processing brain areas. In the past decade, there has been tremendous expansion of our experimental insight into the ways whereby the human brain processes and generates language (see [12] for a book-length exposition). However, we are not aware of hypotheses about the function of the language organ providing insights into the origins of linguistic phenomena, such as the basic word orders.

Exploring the neural basis of cognitive functions, such as language, is daunting because of the current large gap in scale between high-level models of the brain used in cognitive science and the low-level models of neurons, synapses and circuits common in neuroscience. A computational system of intermediate scale is necessary for bridging this gap. Such a system was recently introduced, the Assembly Calculus (AC) [13]. This system’s fundamental computational object is the assembly of neurons – a large set of excitatory neurons representing a real world object or concept, such as a word. The AC creates and manipulates assemblies of neurons using a set of operations, e.g. project, associate, merge, etc. These operations can be shown to be realizable by the activity of real neurons and synapses through mathematical proofs, simulations in an idealized model, as well as in models of realistic spiking neurons. They can also arguably implement cognitive functions, such as language generation and comprehension. In particular, [13] proposes a program in the AC that is capable of generating simple sentences, such as “dogs chase cats”, by building a basic syntactic tree of assemblies in Broca’s area, whose leaves are representations of the individual words in Wernicke’s area. It is noted in [13] that, once such a tree has been generated, the person may choose to articulate the associated sentence, that is, to turn the tree into sequential speech [Figure 1 A & B]. At this stage, word order becomes relevant – whereas generation of the tree is order-independent.

Here we propose a simple computational model for sequentially articulating the words of a sentence, starting from the basic syntactic tree. We show that the words, which are stored in the leaves of the sentence-tree [Figure 1 A], can be ordered in the brain through Assembly Calculus operations inhibiting and dis-inhibiting specific brain areas (called lock and unlock operations in this paper). We point out that this simple model immediately predicts the prevalence of the two orders SOV and SVO over the other four, a direct consequence of the asymmetries inherent in the standard syntax tree [Figure 1 C], whose root represents the Sentence, internal node represents the Verb Phrase and leaves represent Subject, Verb and Object. Linguistic arguments [3, 6, 10, 14] as well as experimental evidence [15] are in favor of this particular form of the basic syntax tree. In addition, we show that a refinement of our model can recover, through appropriate parameters, the precise frequencies of the six orders.

2 The Model

Our computational model is based on the basic operations of the AC, summarized here (see [13] for mode details). An extant assembly $x$ in a brain area $A$ can be projected in another brain area $B$ to create a new assembly $y$. The new assembly is endowed with strong synaptic connectivity from $x$ and hence will theretofore fire whenever $x$ fires. Two assemblies $x$ and $y$ from two different brain areas, $A$ and $B$, can create a merge assembly $z$ in a third brain area, $C$, with strong synaptic connectivity back and forth from $x$ and $y$. The merge assembly, $z$, can henceforth considered to be the parent of $x$ and $y$ in a tree thus constructed. This process can be repeated to build arbitrary binary trees – for example, the basic syntax tree of a sentence.

A short sequence of AC operations can generate sentences. A simple sentence such as “dogs chase cats” can be generated by first identifying the three assemblies corresponding to the three words in the lexicon, believed to reside in the medial temporal lobe [12]. Then, these word-assemblies project to create three new assemblies within separate subareas of Wernicke’s area in the Superior Temporal Gyrus, corresponding to Subject, Verb and Object brain areas. Next, the Verb and Object assemblies (in this example corresponding to “chase” and “cats”, respectively) merge to create a Verb Phrase assembly in Broca’s area [12]. Finally, the Subject and Verb Phrase assemblies merge to create an assembly representing the Sentence [Figure 1], in another subarea of Broca’s area [12]. A sentence may have many other constituents, such as determiners, adjectives, adverbs, and propositional phrases, but we focus only on the tree built from its three basic syntactic parts: Subject, Verb, and Object (see Section 5 for a treatment of the general problem).
Three different binary trees can be built from three leaves, by grouping any two of these leaves first. There is a broad consensus in Linguistics [3, 6, 10, 14], as well as evidence from cognitive experiments [15], supporting the basic tree described above [Figure 1A] with an internal Verb Phrase node whose constituents are Verb and Object.

Once the sentence is generated, it may be articulated, that is, converted into speech. This can be done by exciting the root of the tree – the Sentence assembly – which then will excite its children in the tree and so on. Eventually, all three leaves will be excited. Each leaf can mobilize motor programs which will articulate each word, but this must be done sequentially. Therefore, one of the six orders must be selected and implemented.

Perhaps the simplest and most biologically realistic mechanism for implementing a particular order involves two plausible primitives, which we call lock and unlock. These primitives correspond to the familiar neural processes of inhibition of an area (the activation of a population of inhibitory neurons which will prevent excitatory neurons in this area from firing) and dis-inhibition (the inhibition of the inhibitory population) [16–18]. In particular, upon firing, an assembly in the tree can inhibit one of its children from firing, assuming that the child is a leaf. Secondly, any leaf can, upon firing, dis-inhibit any other leaf.

Sentence articulation arises from a syntax tree whose (internal) nodes and leaves are equipped with appropriate lock and unlock operations. Generally, nodes activate their children on the next time-step upon firing; however, nodes can lock any of its leaf children for any number of time-steps. A leaf can unlock a single other leaf which is being locked by a node. This process makes the inhibited leaf fire at the next time-step. A particular realizable choice of lock and unlock operations determines the basic word order articulated from the basic syntax tree; Figure 1C shows the choices with the smallest possible number of lock and unlock operations implementing the six orders.
Basic Model  Our basic model is based on the observation that among the six orders, only two can be implemented by just one lock and one unlock operation, whereas all others require two lock and two unlock operations [Figure 1C]. In particular, this model deliberately ignores the relative difficulty of various lock operations, or the additional difficulty of maintaining an operation for multiple time-steps by sustained inhibition over long times.

Extended Model  The extended version incorporates detailed metabolic costs of implementing each order. Metabolic costs of brain function have been well documented [16][19][22], in particular in relation to differences between excitatory and inhibitory energy consumption [16][21] and in relation to information transmission [19][20] and sustained neural activity [16]. Our extended model integrates this evidence using parameters which stand for specific costs associated with each operation and the number of time-steps which maintained that operation. That is, we propose a parametrized model, whose parameters represent energy-time costs of certain brain functions. We note here that, instead of, or in addition to, metabolic costs, one could consider the costs involved in learning to implement the sequence of brain operations required; however, since such costs are difficult to assess without further assumptions we do not pursue this approach here, except to note that the basic model arguably models it adequately: a sequence of two operations must be easier to learn than a sequence of four.

3 Complexity of Generation Explains SVO Frequencies

Basic Model  The basic model immediately predicts the prevalence of the SVO and SOV basic word orders. Each choice of articulation order requires a number of inhibition and dis-inhibition operations. Importantly, inhibition and dis-inhibition primitives are known to require significant brain energy consumption [16][19][21]. Furthermore, each additional operation makes the articulation program longer and more complex, and hence presumably renders this aspect of language more difficult for the learner. The orders SVO or SOV can be generated with one lock and one unlock operation, while the other four orders need two lock and two unlock operations [Figure 1C]. Therefore, the prevalence of the SVO and SOV basic word orders arises spontaneously from this account.

A naïve statistical-mechanical argument applied to our basic model qualitatively predicts the frequencies of the basic word orders. This argument [Section 3.4.1] is based on the Boltzmann distribution [23], in which states with energy level $L$ are prevalent with probability proportional to $e^{-\beta L}$, for a constant $\beta$. For simplicity, we take $\beta = 1$ in this account (but in our experiments for the extended model we use a wide range of values for $\beta$ [Figure 2]). The states of our model are the six basic word orders and the associated energies are the number of operations required by each articulation choice. The optimal choices for SVO or SOV have low energies, requiring only two operations (one lock and one unlock), while the other four optimal choices have high energies, requiring four operations (two lock and two unlock) [Figure 1C]. The prevalence of the six orders SVO, SOV, VSO, VOS, OSV, and OVS would be proportional to the numbers $e^{-2}, e^{-2}, e^{-4}, e^{-4}, e^{-4}, e^{-4}$, respectively. The orders SVO and SOV would then be expected to be more frequent than the rest by a factor of $e^2 \approx 7.4$, which qualitatively matches the observations. Our basic model predicts frequencies of approximately 39% on average for SVO and SOV, and 5.5% on average for the rest, while the true average frequencies are 43.5% and, respectively 3.25%.

Extended Model  The extended model can recover the precise frequencies of the six basic word orders by introducing more parameters and fitting them to the observed data; it is robust to various hyper-parameters, including $\beta$. The extended model also takes into account the cost of the sustained lock operations over a period of time-steps, whose cost is a variable hyper-parameter [Section 4.2]. The remaining six parameters represent the different costs of the unlock operations between each of the six pairs of leaves of the syntax tree. These six costs form the basis of a system of six non-linear equations; these equations arise from matching the Boltzmann distribution model for the six basic word orders with the respective observed frequencies [each term in Equation 8]. We note that the equations display an analytical degeneracy which is also recovered from the simulations; specifically, four of the six parameters can only be found up to a common additive constant [Section 4.2]. This degeneracy is manifest in Equation 1 in that these four parameters cannot be compared with the other two.

The system of equations does not have an analytical solution, but the six parameters can be approximated using gradient optimization. This method finds the same qualitative results for different values
of the coefficient $\beta$ [Figure 2 A] and for different values of other hyper-parameters. The results of these calculations are robust enough to support certain predictions about the relative costs of dis-inhibiting one brain area from another [Figure 2 B]. More specifically, we find that:

$$U_{S \rightarrow V} > U_{V \rightarrow O} \geq U_{O \rightarrow V} > U_{S \rightarrow O} \quad \text{and} \quad U_{V \rightarrow S} > U_{O \rightarrow S},$$

where $U_{x \rightarrow y}$ is the cost to dis-inhibit assembly $y$ from assembly $x$.

### 4 A Statistical-Mechanical Argument

In statistical mechanics, the probability of a given state of a system depends on its energy and ambient temperature. The Boltzmann distribution provides a way to estimate the thermal equilibrium configuration of all the states of a system. The probability of a state with energy $E_i$ is proportional to:

$$p_i \propto \exp \left( - \beta E_i \right),$$

where $\beta$ is a scale factor, inversely proportional to temperature. The system we describe has six states, therefore, the probability of each state is:

$$p_i = \frac{\exp \left( - \beta E_i \right)}{\sum_j \exp \left( - \beta E_j \right)},$$

for $i, j \in \{SVO, SOV, VSO, VOS, OVS, OSV\}$.

These formulas are simply a heuristic way, aligned with physical principles, of modeling how complexity affects probabilities; however, we also note that in the neuroscience literature (see e.g. [19]) metabolic costs are thoroughly discussed with respect to thermal energy. On this account, we choose the energies of our states to be $E_i \sim 1$ and we assume $\beta \lesssim 1$.

#### 4.1 Basic Model

The basic model only takes into account the number of lock or unlock operations required to implement a specific order. It is clear by inspection of Figure 1 C that:

$$\begin{cases} 
E_{SVO} = E_{SOV} = 2, \\
E_{VSO} = E_{VOS} = E_{OVS} = E_{OSV} = 4.
\end{cases}$$

The probabilities of occurrence of each order are then:

$$\begin{cases} 
psvo = psov = \frac{\exp(-2)}{2\exp(-2)+4\exp(-4)} \approx 0.39, \\
pvso = pvos = povs = posv = \frac{\exp(-4)}{2\exp(-2)+4\exp(-4)} \approx 0.055,
\end{cases}$$
which qualitatively match the observed frequencies.

4.2 Extended Model

The probabilities of the states are invariant with respect to an additive constant to all energies possible in the system (follows from Equation 3). Therefore, we skip global metabolic costs, such as the three leaves firing and the ‘R’ and ‘VP’ nodes being activated, which add to all six energies. We include them as an additive constant, together with other global costs associated to speech. We define three sets of parameters which correspond to different costs in the sentence generation process. \( A \) is the cost to directly activate leaf \( x \), where \( x \in \{ S, V, O \} \). \( L_{x \rightarrow y} \) is the cost to maintain a lock from \( x \) to \( y \) for one time-step, where \( x \rightarrow y \in \{ R \rightarrow S, VP \rightarrow V, VP \rightarrow O \} \). \( U_{x \rightarrow y} \) is the cost to unlock leaf \( y \) from leaf \( x \), where \( x, y \in \{ S, V, O \} \). By inspection from Figure 1C, the energies of the six states are:

\[
\begin{align*}
E_{SVO} &= A_S + A_V + 2L_{VP \rightarrow O} + U_{V \rightarrow O} + C, \\
E_{SOV} &= A_S + A_O + 2L_{VP \rightarrow V} + U_{O \rightarrow V} + C, \\
E_{VSO} &= A_V + 3L_{VP \rightarrow O} + 3L_{R \rightarrow S} + U_{V \rightarrow S} + U_{S \rightarrow O} + C, \\
E_{VOS} &= A_V + 2L_{VP \rightarrow O} + 4L_{R \rightarrow S} + U_{V \rightarrow S} + U_{O \rightarrow S} + C, \\
E_{OVS} &= A_O + 2L_{VP \rightarrow V} + 4L_{R \rightarrow S} + U_{O \rightarrow S} + U_{V \rightarrow S} + C, \\
E_{OSV} &= A_O + 3L_{VP \rightarrow V} + 3L_{R \rightarrow S} + U_{O \rightarrow S} + U_{S \rightarrow V} + C.
\end{align*}
\]

(6)

We assume that the unknown parameters of this model are the \( U_{x \rightarrow y} \)'s and that the activation and inhibition of different nodes have similar metabolic costs, specifically \( A_x = L_{x \rightarrow y} = 1 \). Plugging these in Equation 4 and subtracting a global constant, the relevant energies are:

\[
\begin{align*}
E_{SVO} &= U_{V \rightarrow O}, \\
E_{SOV} &= U_{O \rightarrow V}, \\
E_{VSO} &= U_{V \rightarrow S} + U_{S \rightarrow O} + 3, \\
E_{VOS} &= U_{V \rightarrow O} + U_{O \rightarrow S} + 3, \\
E_{OVS} &= U_{O \rightarrow V} + U_{V \rightarrow S} + 3, \\
E_{OSV} &= U_{O \rightarrow S} + U_{S \rightarrow V} + 3.
\end{align*}
\]

(7)

The six unknown parameters cannot be found analytically, but adding an arbitrary constant to four of the parameters does not change the Boltzmann distribution of the system. In particular, adding a constant metabolic cost to \( U_{V \rightarrow O}, U_{O \rightarrow V}, U_{S \rightarrow V}, U_{S \rightarrow O} \) changes all six energies by the same constant, and thus leaves probabilities unaffected. This effect appears in the simulations: \( U_{V \rightarrow S}, U_{O \rightarrow S} \) are found to have fixed values, while \( U_{V \rightarrow O}, U_{O \rightarrow V}, U_{S \rightarrow V}, U_{S \rightarrow O} \) are found up to a common additive constant [Figure 2B].

The six unknown parameters can be estimated using gradient methods. The mean squared error between the probabilities of occurrence, \( p_i \) from Equation 3 and observed data on the frequency of the basic word orders, called \( f_i \), is minimized [Equation 8]. Gradient descent on this loss function with various initial conditions provides the solutions of our simulations. Our model is robust to various parameters, in the sense that the solutions found over broad parameter values maintain the same relative magnitude of the six main parameters as in Equation 1. Indeed, the optimization is robust with respect to various assumptions for the values of \( A_x \) and \( L_{x \rightarrow y} \). Moreover, \( \beta \) can vary across many orders of magnitude, from 0.01 to 2, yet smaller \( \beta \) makes the optimization converge faster. The simulations reach small loss values and are robust to the hyper-parameters mentioned [Figure 2A].

\[
\text{loss} = \frac{1}{6} \sum_i (p_i - f_i)^2
\]

(8)

5 The Leaf Order Problem

The problem of generating the leaves of a tree in a given order through lock and unlock steps, so that the total cost is minimized, can be generalized to arbitrary binary trees — presumably representing
To define the problem, suppose that we are given a binary tree with \( n \) leaves, and a permutation \( \sigma \) of \( \{1, \ldots, n\} \) which dictates the order of the leaves firing, such that leaf \( i \) fires before leaf \( j \) if and only if \( \sigma(i) < \sigma(j) \). An internal node can lock any leaf child when it fires, including locking both leaf children if it has two. A leaf can unlock any other leaf upon firing. We are interested in creating a schedule for the firings of the nodes of the tree so that the permutation \( \sigma \) of the leaves is realized. We want to find the schedule which requires the fewest lock and unlock operations and can be completed in the fewest number of parallel time steps — that is, the last leaf \( z \) with \( \sigma(z) = n \) will fire as soon as possible. We call this Problem 1. Note that it may not be possible for the leaves to fire consecutively (imagine a tree that has two leaves 1, 2 with \( \sigma(1) = 1, \sigma(2) = 2 \) that are grandchildren of the root, while all other leaves have much larger depth).

A slightly more complicated problem requires us to find the permutation \( \sigma \) which uses the smallest possible number of lock and unlock operations, given an arbitrary tree. We call this Problem 2. We can prove the following results:

**Theorem:**

1. Problem 1 can be solved in \( O(n \log n) \) time through a greedy algorithm.
2. Problem 2 can be solved by an adaptation of the same greedy algorithm, if all lock and unlock steps have unit cost.
3. However, if the unlock steps have different costs, even if the costs are restricted to be either one or two, Problem 2 is NP-hard.

**Proof:**

(1) We describe the algorithm informally. It entails the sequential firing of all nodes of the tree, starting from the root; the firing propagates from a node to its children down the tree (a breadth-first search implemented by a queue of nodes). Specifically, the root fires at the first parallel time step. At step \( t + 1 \), the internal nodes whose parents fired at step \( t \) will fire. Additionally, any leaf unlocked by another leaf at time \( t \) will fire at time \( t + 1 \) (there will be at most one unlocked leaf at any time step). Finally, if one of the internal nodes firing has any leaf children, then each child is locked unless it is the next leaf to be output.

To keep track of leaves we maintain a separate heap of locked leaves ordered by \( \sigma \), initially empty, and an index next, initially 1. If at some step we encounter a leaf child \( i \) of a node being processed, there are two cases: If \( \sigma(i) = \text{next} \), and no other leaf has been output during this step, then the leaf is output immediately and next is increased by 1. Otherwise, \( \sigma(i) > \text{next} \), and \( i \) joins the heap of locked leaves. At the beginning of parallel step \( t \) (the round of breadth-first-search processing the nodes of the tree at depth \( t - 1 \)), we check whether the min of the heap, call it \( m \), has \( \sigma(m) = \text{next} \). If so, then we output \( m \) and increment next. We then proceed with the breadth-first search. The algorithm terminates when both the heap and the queue are empty.

We claim that this algorithm outputs the leaves in the \( \sigma \) order, and that it does so with the fewest lock and unlock operations and in the fewest parallel steps possible. We first claim that every leaf is output as early, in terms of parallel time, as possible. This follows from two things: (a) no leaf \( i \) can be output earlier than time \( T(i) \), where \( T(i) \) satisfies the recurrence \( T(i) = \max\{T(\sigma^{-1}((\sigma(i) - 1) + 1), \text{depth}(i)) \} \) if \( i \) is not the first leaf and \( T(i) = \text{depth}(i) \) otherwise; and (b) the algorithm achieves this time, as can be shown by induction on \( \sigma(i) \). We also claim that it implements the permutation with the fewest locks, which follows from the two facts that (c) the minimum possible number of locks is \( n - 1 \) minus the number of coincidences, where a coincidence is an \( i \) for which the two terms in the recursive definition of \( T \) above are equal, and (d) such coincidences are caught and exploited by the algorithm.

(2) For Problem 2, we start by noticing that every leaf \( i \) becomes available to be output at time \( \text{depth}(i) \). Second, a leaf can be output without lock/unlock steps only if it is output at the precise time it becomes available. Otherwise, if many leaves have the same depth, all but one of them can be feasibly postponed to any time in the future, and unlocked by the leaf that was output immediately before it. Hence the following greedy algorithm achieves the minimum number of lock/unlock steps: We define a one-to one mapping from the \( n \) leaves to the time slots \( \{d, d + 1, \ldots, D + n\} \), where
d and D is the minimum and maximum depth of a leaf of the tree: First, each leaf i is mapped to depth(i), which creates a map which is not one-to-one because of collisions. We then repeatedly go through the time slots, from smaller to larger starting from d and execute the following algorithm: for any time slot t, if it has ℓ > 1 leaves mapped to it, select ℓ − 1 of these leaves and assign them to the ℓ − 1 empty time slots greater than t and closest to t, resolving ties arbitrarily. It is easy to see that this algorithm chooses the permutation of the leaves which has the maximum number of coincidences (leaves fire exactly when they become available), in the sense of the previous paragraph, and thus the minimum possible number of lock and unlock steps.

3) Finally, for NP-hardness: Imagine that the tree is a full binary tree of depth d — that is, n = 2^d and all leaves arrive simultaneously. Then all permutations are available, and we need to chose the ones that order σ(1), σ(2), . . . , σ(n) such that ∑_{i=2}^{n} unlockcost(σ(i − 1), σ(i)) is as small as possible. It is easy to see that this is a generic instance of the (open-loop) traveling salesman problem, which is known to be NP-hard even if the lengths of the edges are either one or two [24]. This completes the proof of Part (3) and of the theorem.

6 Discussion

Linguistic phenomena should be constantly reinterpreted under the light of new findings, including advancements in our understanding of language processing in the brain. Despite recent progress in this front, articulating the constraints imposed by the neural processes involved in the language function is not easy, due to a large gap, in both scale and focus, between cognitive and systems neuroscience. This work attempts to bridge this gap using an intermediary computational framework, the Assembly Calculus, providing a new explanation of the difference in frequencies of the six basic word orders in languages in terms of the difficulty of generating an order from the basic syntax tree of the sentence.

The simplest version of our model qualitatively matches the observed basic word order frequencies, and the the most complex version can be tuned to predict the exact frequencies. However, we suspect that the latter calculation may constitute overfitting, as other considerations are likely to enter in the determination of these frequencies, including linguistic considerations of communication efficiency and learnability. These other factors were heretofore the only ones used for this purpose. Our model is not meant to replace these arguments, but add to them and it provides an additional basis for breaking the symmetry of the basic word orders.

We believe that the ultimate explanation of the phenomenon of word orders will integrate both linguistic and neurocomputational evidence, and perhaps learnability considerations or more kinds to come. For an example of how this can be done, let us take the linguistic argument that the primary cause of the extreme rarity of orders starting with “O” may not be the difficulty of unlocking Subject
or Verb subareas from the Object area according to our model, but the relative subsidiary semantic role of Object in a sentence, compared to the primacy of the Subject and the Verb [3,6,10]. In the face of this, we may decide that the low frequencies of the OSV and OVS orders are adequately explained on linguistic grounds, and focus on explaining the remaining 4 frequencies through the corresponding equations. This leads to 4 equations with 5 parameters (since $U_{S\rightarrow V}$ no longer enters the picture). To balance the number of equations and parameters, we may fix the ratio of the parameters $U_{O\rightarrow S}$ and $U_{V\rightarrow S}$ (the ones that were not subject to degeneracy in [Figure 2]), and solve by gradient descent. The results are shown below [Figure 3]. We notice that our predictions that $U_{V\rightarrow O} \gtrapprox U_{O\rightarrow V} > U_{S\rightarrow O}$ and $U_{V\rightarrow S} > U_{O\rightarrow S}$ are stable, while our previous prediction that $U_{S\rightarrow V}$ is very large vanishes because this unlock operation only plays a role in the OSV order, whose frequency we ignore. The “$U_{S\rightarrow V}$ is very large” prediction was proposed as the cause of the small frequencies of OSV and OVS, a phenomenon which now has another causal explanation based on linguistic principles. It may still be that $U_{S\rightarrow V}$ would be large, presumably because this brain connection is rarely used, but a different model or experimental evidence may need to be employed to answer this question.
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