Physico-chemical properties of selenium–tellurium alloys across the scales

Luke D. Geoffrion and Grégory Guisbiers *

Selenium and tellurium are both energy critical elements as defined by the American Physical Society and the Materials Research Society. When mixed together, both elements form an alloy. The size- and shape-dependent thermal and optical properties of this alloy are investigated in this manuscript by using nano-thermodynamics and machine learning techniques. This alloy is found to have particularly interesting properties for solar cell applications.

1. Introduction

Selenium (Se) and tellurium (Te) are chalcogenide elements (i.e. they belong to the oxygen column in the periodic table) that have been classified as energy critical elements by the American Physical Society (APS) and the Materials Research Society (MRS). Se and Te are not abundant in the Earth’s crust and they have crustal abundances of 0.130 ppm (ref. 3) and 0.001 ppm, respectively. Due to their scarcity, they cannot be mined directly and are recovered as by-products of copper refining. Due to the non-homogeneous geographic repartition of copper ores around the world, only a small number of countries have access to most of the world reserves of Se and Te (Fig. 1a and b) maintaining their prices above ~$25 per kilogram (Fig. 1c). The worldwide consumption of Se and Te is illustrated in Fig. 1d and e. Specifically, Se is used essentially for metallurgy (30%), glass manufacturing (25%), agriculture (10%), chemicals (10%), electronics (10%) and some other minor uses (5%), while Te is used for solar cells (40%), thermoelectrics (30%), metallurgy (15%), rubber manufacturing (5%) and some other minor uses (10%). Currently, there is an increasing demand for Se to be used in copper–indium–gallium–diselenide (CIGS) solar cells and for Te to be used in cadmium telluride (CdTe) solar cells, making the domestic availability of these chalcogenide elements at risk. Se is now even added to CdTe to boost solar cell efficiency up to 22%. Se and Te are used in solar cells due to their energy bandgaps (1.79 and 0.33 eV, respectively), which allow them to absorb light in the visible and near infrared regions, respectively. A broadband solar absorber made exclusively of Te nanoparticles, with a size distribution ranging from 10 nm to 300 nm, has achieved more than 85% absorption of the solar radiation. Furthermore, Se is also used in lithium–selenium batteries for its electrical and electrochemical properties. Due to their low glass transition and crystallization temperatures, Se and Te are also widely used as phase change memory materials. Besides their use in electronics and optoelectronics, Se and Te are both used in medicine as antibacterial, antifungal, and anticancer drugs. For this type of application, the chalcogenide elements are synthesized as nanoparticles suspended in a solvent, consequently, forming a colloidal solution.

Most of the scientific research regarding Se and Te has been focusing on each chemical element separately; however the two chemical elements can easily form an alloy, $\text{Se}_{1-x}\text{Te}_x$, which allows a fine tuning of the physico-chemical properties through the control of its chemical composition. Relatively few papers have been published on this alloy and besides the chemical composition used to tune the physico-chemical properties of the $\text{Se}_{1-x}\text{Te}_x$ alloy, other variables such as size and shape were also studied. Indeed, $\text{Se}_{1-x}\text{Te}_x$ thin films, nanorods and nanowires were successfully prepared and characterized.

From a theoretical point of view, several techniques have been developed to predict the physico-chemical properties of alloys at the nanoscale. The Monte Carlo method was the first one to appear in the 1960s, followed by molecular dynamics in the 1980s, nano-thermodynamics in the 1990s, and Density Functional Theory (DFT) in the 2000s. Machine learning flourished in physical chemistry during the 2010s and grew as a separate field from artificial intelligence. Among those techniques, nano-thermodynamics is certainly the lesser known. It is only in 2001 that nano-thermodynamics was brought to broad daylight, due to an invited paper written by the pioneer of nano-thermodynamics “Terrence Hill” who published his ideas on thermodynamics of small systems in the first volume of Nano Letters. The ideas used in nano-thermodynamics allow the prediction of various material properties at the nanoscale such as phase diagrams. In this manuscript, nano-thermodynamics and machine learning techniques are used to predict the binary phase diagram, the surface segregation, Debye and Einstein temperature, glass and crystallization transition temperatures, and...
finally the optical properties including the bandgap, refractive index, dielectric constant, and exciton Bohr radius of Se\textsubscript{1-x}Te\textsubscript{x}. All the thermal properties are discussed as a function of chemical composition while the optical properties are additionally discussed as functions of crystallinity. After presenting the theory, each result is discussed individually at the bulk- and nano-scales with respect to the available experimental data. Finally, the most important material properties of Se\textsubscript{1-x}Te\textsubscript{x} are summarized in the conclusion.

2. Binary phase diagram

In order to understand the formation of Se\textsubscript{1-x}Te\textsubscript{x} at the bulk scale, let’s analyze the Hume-Rothery rules which are a set of basic rules that describe the conditions under which two chemical elements can form a solid solution.\textsuperscript{42} The rules state that an alloy forms if the chemical elements involved in the binary compound have similar crystal structures, similar electronegativity, similar valence, and a difference between their
respectively. According to Table 1, Se and Te have the same hexagonal crystal structure (hcp), the same valence (+6), similar electronegativities (~6% difference), and a difference between their atomic radii of 14.6%, just below the 15% threshold, therefore satisfying all the conditions. Since all of these conditions are met, the bulk phase diagram of Se$_{1-x}$Te$_x$ should display complete miscibility across the entire temperature–composition space.\textsuperscript{43,44}

To determine quantitatively the phase diagram of a binary alloy (A$_1$–B$_x$), the composition (\%) of the alloy in the liquid and solid states (\(x_1, x_2\), respectively) has to be determined at each temperature \(T\) (K), while the total Gibbs free energy of the alloy, \(G_{\text{total}}\) (J mol$^{-1}$), must be minimized. The total Gibbs free energy is given by the following equation:\textsuperscript{36}

$$G_{\text{total}} = x_1 G(x_1, T) + x_2 G(x_2, T)$$  \hspace{1cm} (1a)

where \(x_1\) (\%) is the molar percent of element B in the alloy, \(T\) (K) is the temperature, \(G_1\) (J mol$^{-1}$) and \(G_2\) (J mol$^{-1}$) are the Gibbs free energy of the liquid and solid phases, respectively, which are described by the following equations:\textsuperscript{36}

$$G(x_1, T) = R[T_m \ln x_1 + \frac{(1 - x_1)\ln(1 - x_1)}{1 - x_1}] + U_1 x_1 (1 - x_1)$$  \hspace{1cm} (1b)

$$G(x_2, T) = R[T_m \ln x_2 + \frac{(1 - x_2)\ln(1 - x_2)}{1 - x_2}] + U_2 x_2 (1 - x_2)$$

where \(R\) (8.314 J mol$^{-1}$ K$^{-1}$) is the ideal gas constant, \(\Delta H_{\text{m}}^a\) (J mol$^{-1}$) and \(\Delta H_{\text{m}}^b\) (J mol$^{-1}$) are the size-dependent melting enthalpies of elements A and B respectively, \(T_{\text{m}}^a\) (K) and \(T_{\text{m}}^b\) (K) are the size dependent-melting points of elements A and B respectively, and \(\Omega_1\) (J mol$^{-1}$)$^2$ and \(\Omega_2\) (J mol$^{-1}$)$^2$ are the size-dependent enthalpies of mixing for the liquid and solid state respectively.

For each temperature \(T\), between the melting points of the two chemical elements (A = Se and B = Te) constituting the alloy, the compositions that minimize the total Gibbs free energy are determined. Therefore, at equilibrium, when the solid and liquid phases coexist \((\Omega_1 = \Omega_2)\), the solutions of eqn (1) form the solidus and liquidus curves in the binary phase diagram.

By using the bulk material properties of Se and Te listed in Table 1, the solidus–liquidus curves of Se$_{1-x}$Te$_x$ are displayed in Fig. 2a. The excellent agreement between the calculated bulk phase diagram and the experimental data points, Fig. 2a, proved that the phase diagram is described well by the subregular solution model (eqn (1)).

| Material property | Se | Te | Ref. |
|-------------------|----|----|-----|
| Crystalline structure | Hexagonal | Hexagonal | 9 |
| Atomic radius (pm) | 117 | 137 | 9 |
| Valence | +6 | +6 | 9 |
| Electron affinity (eV) | 2.02 | 1.97 | 9 |
| $1^{\text{st}}$ ionization energy (eV) | 9.7524 | 9.0096 | 9 |
| Mulliken electronegativity$^a$ (eV) | 5.88 | 5.50 | 9 |
| a (pm) | 237 | 258 | 9 |
| $T_{\text{fm}}$ (K) | 350 | — | 43 |
| $T_{\text{pm}}$ (K) | 494 | 723 | 9 |
| $\Delta H_{\text{m}}$ (kJ mol$^{-1}$) | 6.694 | 17.376 | 9 |
| $\Delta H_{\text{vap}}$ (kJ mol$^{-1}$) | 90 | 104.5 | 9 |
| $\gamma_1$ (J \(m^{-2}\)) | 0.106 | 0.186 | 9 |
| $\gamma_2$ (J \(m^{-2}\)) | 0.291 | 0.355 | 77 and 78 |
| $\Omega_1$ (J mol$^{-1}$) | 8.788437 + 467.8(x$_{\text{Se}}$ - x$_{\text{Te}}$) | | |
| | 8.788437 + 467.8(x$_{\text{Se}}$ - x$_{\text{Te}}$) | | |
| $\Omega_2$ (J mol$^{-1}$) | 1222.6 - 128157 | | |
| $\alpha_{\text{seg}}$ (kJ mol$^{-1}$) | -16.8 | This work |
| $\alpha_{\text{seg}}$ (kJ mol$^{-1}$) | 147 | This work |
| $\theta_{\text{D}}$ (K) | 150 | 141 | 79 |
| $\theta_{\text{E}}$ (K) | 43 | 85 | 58 and 59 |
| $E_b$ (eV) | 0.179 | 0.33 | 9 |
| $\mu$ (mJ) | 0.08 | 0.01775 | This work |

$^a$ Calculated by taking the average of the electron affinity and the $1^{\text{st}}$ ionization energy. $^b$ Using values for a film with grain size greater than 1000 nm from ref. 58.

Table 1: Bulk material properties of selenium (Se) and tellurium (Te).

With the homogeneous melting, the solid particle is always at equilibrium with the melted one. With the heterogeneous melting, a liquid layer nucleates at the surface of the...
particle and grows with temperature; this is also called “surface melting”. Both types of melting predict a linear relationship between the melting temperature and the reciprocal size of the particle. Consequently, they can be described by eqn (2), but the value of $\alpha_{\text{shape}}$ will be different in each case.\(^{46}\) Surface melting has already been observed in metallic gold nanoparticles by in situ transmission electron microscopy.\(^{47}\) The shape transformation of gold nanoparticles was caused by surface melting.\(^{48}\) However, here we are studying two semiconductors Se and Te which have a much smaller Hamaker constant compared to gold, consequently hindering surface melting.\(^{49}\) Therefore, no surface melting was considered in this manuscript.
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(a) Binary phase diagram of the bulk Se\(_{1-x}\)Te\(_x\) alloy displaying the solidus–liquidus curves (eqn (1)). Experimental data points are taken from ref. 81. Binary phase diagram for the Se\(_{1-x}\)Te\(_x\) alloy displaying the solidus–liquidus curves (eqn (1) and (2)) at the nanoscale (50, 10 and 5 nm) for the (b) sphere, (c) wire, and (d) film morphologies.
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**Table 2** Parameters quantifying the size effect on selenium (Se), tellurium (Te) and Se\(_{1-x}\)Te\(_x\) for the sphere, wire, and film morphologies

| Shape   | $a_{\text{Se}}^{\text{shape}}$ (nm) | $a_{\text{Te}}^{\text{shape}}$ (nm) | $a_{\text{Se}, \text{Te}}^{\text{shape}}(x)$ (nm) |
|---------|----------------------------------|----------------------------------|----------------------------------|
| Sphere  | 2.733                            | 1.193                            | 2.733 – 1.540x                   |
| Wire    | 1.822                            | 0.796                            | 1.822 – 1.026x                   |
| Film    | 0.911                            | 0.398                            | 0.911 – 0.513x                   |
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**Fig. 3** Size-dependent enthalpy of mixing at 500 K for the solid solution of Se\(_{1-x}\)Te\(_x\) alloy considering the spherical morphology.
3. Surface segregation

Shrinking the size of an alloy to the nanoscale is often accompanied by some surface segregation. Indeed, there is always a natural tendency between the two chemical elements that one of the two prefers to be at the surface. In the seventies, Williams and Nason\(^{30}\) predicted the surface segregation of binary compounds by describing the enrichment of the outermost layer of the material only. According to their model, the surface composition of the binary alloy is given by:

\[
x_{\text{surface}} = \frac{x_{\text{solidus}}}{1 - x_{\text{solidus}}} \cdot e^{-\Delta H_{\text{vap}}/2RT} + 1 \cdot \frac{x_{\text{liquidus}}}{1 - x_{\text{liquidus}}} \cdot e^{-\Delta H_{\text{vap}}/2RT}
\]  

(3a)

where \(x_{\text{solidus}}\) and \(x_{\text{liquidus}}\) are the size-dependent solidus and liquidus composition given by minimizing the Gibbs’ free energy when no surface segregation effect is considered. \(\Delta H_{\text{vap}}\) (J mol\(^{-1}\)) and \(\Delta H_{\text{sub}}\) (J mol\(^{-1}\)) are the absolute difference between the two pure elements for the vaporization enthalpy and sublimation enthalpy, respectively. \(z_{\text{opt}}/z_1\) is the ratio between the number of atoms in the vertical direction and the coordination number; those numbers are equal to 2 and 3, respectively, for the hexagonal structure of Se and Te.

Tomanek et al.\(^{51}\) described surface segregation in terms of a surface segregation energy, the work required for exchanging a surface atom with a core atom. This concept is described for a bulk material (eqn (4a)) and a nano material (eqn (4b)) by the following equations, respectively:

\[
x_{\text{surface}} = \frac{x_{\text{core}}}{1 - x_{\text{core}}} \cdot e^{Q_{\text{seg}}}/RT
\]  

(4a)

\[
x_{\text{surface}} = \frac{x_{\text{core}}}{1 - x_{\text{core}}} \cdot e^{Q_{\text{seg}}}/RT
\]  

(4b)

where \(x_{\text{surface}}\) and \(x_{\text{core}}\) are the composition of the surface and the core of the material, respectively, \(R\) (J mol\(^{-1}\) K\(^{-1}\)) is the ideal gas constant, and \(T\) (K) is the temperature. \(Q_{\text{seg}}\) (J mol\(^{-1}\)) is the surface segregation energy at the bulk and nanoscale, respectively. As surface segregation is also size-dependent, Guisbiers et al.\(^{52}\) described the size effect on the surface segregation energy as:

\[
\frac{Q_{\text{seg}}(D)}{Q_{\text{seg}}} = 1 - \frac{\alpha_{\text{shape}}}{D}
\]  

(4c)

By using the solidus data from Fig. 2b–d as the core composition within eqn (3a), the surface segregation in nanoparticles, wires, and films can be predicted (Fig. 4a–c). Indeed, Fig. 4a–c show the plot of the surface composition of the nanostructure, \(x_{\text{surface}}\) versus its core composition, \(x_{\text{core}}\). The x-axis of Fig. 4a–c can be understood as when the core composition is zero the structure is only made of Se, while when the core composition equals one, the structure is only made of Te. When the core composition varies between zero and one, the surface composition does not evolve linearly with the core composition anymore. As seen in Fig. 4a–c, Se segregates to the surface.

The bulk surface segregation energy of Se\(_{1-x}\)Te\(_x\) has been determined as \(-16.8\) kJ mol\(^{-1}\), by equaling eqn (4a) to eqn (3a). The value reported here is comparable to the surface segregation energy reported for Bi\(_{1-x}\)Sb\(_x\)\(^{53}\) \(-15.7\) kJ mol\(^{-1}\) and for Ni\(_{1-x}\)Pd\(_x\)\(^{54}\) \(-16.8\) kJ mol\(^{-1}\). In those alloys, it was demonstrated that Bi and Pd were the chemical elements segregating preferentially to the surface of Bi\(_{1-x}\)Sb\(_x\), and Ni\(_{1-x}\)Pd\(_x\), respectively. The surface segregation is enhanced as the surface-to-volume ratio increased.

According to Guisbiers et al.,\(^{54}\) in the case of total miscibility the material with the highest melting point should segregate to the surface, but this is not the case in Se\(_{1-x}\)Te\(_x\). When developing their rules, they only considered face centered cubic (f.c.c.) alloy systems; therefore, due to the hexagonal crystal structure of Se\(_{1-x}\)Te\(_x\), it does not follow the rules described in ref. 54. This suggests that the rules need to be revised when considering hexagonal crystal systems.

In Fig. 4d, the Surface Segregation Index (SSI) of Se\(_{1-x}\)Te\(_x\) is calculated versus the size of the structure. The SSI was defined in ref. 53, as the surface area between the no segregation line and the segregated line in a plot displaying the surface composition versus core composition (Fig. 4a–c). When SSI is negative, Se is found to be preferentially at the surface while when SSI is positive, Te is found preferentially at the surface. This index helps to quantify the intensity of the surface segregation. The SSI becomes more negative as the size of the Se\(_{1-x}\)Te\(_x\) structure decreases. In absolute value, the sequence SSI\(_{\text{film}}\) > SSI\(_{\text{wire}}\) > SSI\(_{\text{sphere}}\) is observed because \(\alpha_{\text{sphere}} > \alpha_{\text{wire}} > \alpha_{\text{film}}\).

4. Debye and Einstein temperatures

The bulk Debye temperature, \(\theta_{D,\infty}\) (K) is the temperature of a material’s highest normal mode of vibration, i.e., the highest temperature that can be achieved due to a single phonon.\(^{55}\)

\[
\theta_{D,\infty} = \frac{h_{\text{D,\infty}}}{k_B}
\]  

(5)

where \(h\) is the reduced Planck’s constant (J Hz\(^{-1}\)), \(k_B\) is the Boltzmann’s constant (J K\(^{-1}\)), and \(\omega_D\) (Hz) is the maximal phonon frequency of the bulk material. The Debye temperature indicates the approximate temperature limit below which quantum effects may be observed.

The Debye temperature is closely related to the melting temperature through Lindeman’s melting criterion.\(^{56,57}\) Indeed, according to Lindeman, solids liquefy when the amplitude of vibration exceeds a fraction of the interatomic spacing. The modern form of Lindeman’s criterion is given by:

\[
\theta_D = \frac{1}{\eta\alpha} \left( \frac{T_m - T}{\varepsilon} \right) \frac{1}{2}
\]  

(6)
where $\eta$ is the Lindeman coefficient, $\xi = 2.29 \times 10^{20}$ mol J$^{-1}$ K$^{-1}$ s$^{-1}$, $A$ is the atomic mass, and $\alpha$ is the interatomic distance. From the data listed in Table 1, the Lindeman coefficients of Se and Te were determined at 0.147 and 0.125, respectively.

From Lindeman’s criterion, the square of the Debye temperature is directly proportional to the melting temperature i.e. $\theta_D^2 \propto T_m$. Assuming that this relationship holds at the nanoscale, then we have:

$$\frac{T_m}{T_m^*} = \left(\frac{\theta_D}{\theta_D^*}\right)^2 = 1 - \frac{\alpha_{\text{shape}}}{D}$$  

(7)

The bulk Einstein temperature, $\theta_{E,\text{b}}$ (K) characterizes a bulk solid composed of single-frequency quantum harmonic oscillators. All the atoms are supposed to oscillate at the same frequency, called Einstein frequency, $\omega_{E,\text{b}}$ (Hz). Einstein’s single frequency can be viewed as a kind of mean value of all the frequencies available in the Debye model. The bulk Einstein’s temperature is defined as:

$$\theta_{E,\text{b}} = \frac{\hbar \omega_{E,\text{b}}}{k_B}$$  

(8)

As the Debye temperature and the Einstein temperature are proportional to each other, we consequently have:

$$\frac{\theta_D}{\theta_D^*} = \frac{\theta_E}{\theta_{E,\text{b}}} = \sqrt{1 - \frac{\alpha_{\text{shape}}}{D}}$$  

(9)

In Fig. 5, the Debye and Einstein temperatures of Se and Te nanostructures are plotted using eqn (10). The available experimental data are extracted from ref. 58 and 59 and used for comparison with the theoretical curves. As it can be seen in Fig. 5a, c and d, the theoretical curves are in good agreement with the available experimental data. In Fig. 5b, the theoretical curves are displayed without comparison to experimental data because the Debye temperature of Te nanostructures has not been reported yet at the nanoscale.

Furthermore, in an alloy like Se$_{1-x}$Te$_x$, the Debye temperature becomes composition dependent i.e. Se$_{1-x}$Te$_x$. Some evidence of composition dependence for the Debye Temperature of Se$_{1-x}$Te$_x$ is found in ref. 60 and 44. In order to evaluate this temperature, the melting temperature in eqn (8) is substituted by the solidus temperature of the alloy. It is assumed that the material’s molar volume varies with Vegard’s law since...
the material’s crystalline indices vary linearly throughout the entire composition range.\textsuperscript{43}

Fig. 6 shows how the Debye temperature varies with increasing Te composition for the bulk, sphere, wire, and film morphologies in (a), (b), (c) and (d), respectively. Fig. 6a is obtained by using eqn (7). This shows that the Debye temperature varies non-linearly between pure Se and pure Te with that of Te being lower and that of Se being higher. When the size effect is applied, Fig. 6b–d, this changes significantly. At sizes around 10 nm for the spherical morphology, the Debye temperatures for pure Se and Te become almost equal, and below this size a tilting effect is noted, i.e., the Debye temperature of Se is now lower and that of Te is higher.

5. Glass and crystallization temperatures

Depending on the kinetics of the cooling process, a solid may have two solidification paths, the crystallization path and the glass transition path. Indeed, the crystallization path displays the transition from a liquid into a crystalline solid which occurs at the melting temperature, \( T_{m,\text{m}} \); while the glass transition path displays the transition from a liquid into an amorphous solid which occurs at the glass temperature, \( T_{g,\text{g}} \). Glass formation is a matter of bypassing crystallization by cooling down the liquid “fast enough” and “far enough”. “Far enough” means that the cooling temperature must be well below the glass temperature of the material (\( T < T_{g,\text{g}} \)). “Fast enough” means that the cooling process to bring the liquid from a temperature \( T_{m,\text{m}} \) to a temperature \( T \) lower than \( T_{g,\text{g}} \) must be performed in a timeframe shorter than the crystallization time. Fig. 7a shows the process by which a material either becomes a glass or a crystal based on the volume of the material. As seen in Fig. 7b, there is some discrepancy in the data collected from ref. 24 and \textsuperscript{43} in the measurement of the glass and crystallization temperatures of \( \text{Se}_{1-x}\text{Te}_x \) alloys, which is due to the heating rate used in the experiments. Generally, when a slower heating rate is used the crystallization occurs at a lower temperature.

Prediction of glass temperature in an alloy is still an open question in materials science since no analytical or \textit{ab initio} model can predict it accurately.\textsuperscript{62} Therefore, machine learning techniques have been used to predict the transition

Fig. 5  Debye temperature versus the size of (a) Se nanostructures, (b) Te nanostructures. Einstein temperature versus the size of (c) Se nanostructures, (d) Te nanostructures. Experimental data for (a) and (c) are from ref. 59 for spherical nanoparticles, and (d) from ref. 58 for Te films.
The points (composition, temperature) within the phase diagram underwent a binary classification allowing machine learning techniques to determine precisely the glass/crystallization boundary all across the phase diagram. Glass transition and crystallization were represented by 0 or 1, respectively. A logistic regression classifier was used to predict the region where the glass transition or crystallization would be likely to occur. Logistic regression was chosen as it is simple and has been applied widely in many fields. It was implemented in python code utilizing the sklearn library. The model validation was performed by choosing the model fitting parameters that resulted in the highest accuracy. In Fig. 7c, the output of the logistic regression model for the bulk Se$_{1-x}$Te$_x$ alloy is presented. From this figure, it is easy to see that the points above the line, in yellow, indicate the crystalline phase. Below this line, in cyan, the points represent the glass phase across the entire composition range. The model produced is simple and it is easily interpretable. Obviously, other models may produce a tighter fit on the data (K-Nearest Neighbors or Artificial Neural Networks), but these methods are difficult to interpret and generally overfit the data. This method gives a range of temperatures that experimentalists should investigate in order to detect a possible transition to the crystalline phase from the glassy one or from the liquid to the glass.

Like any other material property, the glass temperature is also size and shape-dependent. It has been shown theoretically by Jiang et al. and confirmed experimentally by Guisbiers et al. that glass temperatures follow this type of scaling law:

$$\frac{T_g}{T_{g,\infty}} = 1 - \frac{\alpha_{\text{shape}}}{D}$$

where $T_g$ (K) is the size/shape-dependent glass temperature and $T_{g,\infty}$ (K) is the bulk glass temperature. Following a reheating of the glassy material, crystallization may occur. Crystallization temperatures, $T_{c,\infty}$ (K), are always higher than the glass transition temperature of the material while also being lower than the melting temperature. Consequently, the crystallization temperature should follow the same trend as the melting temperature when looking at size and shape effects at the nanoscale, i.e.,

$$\frac{T_c}{T_{c,\infty}} = 1 - \frac{\alpha_{\text{shape}}}{D}$$
where $T_c$ (K) is the size/shape dependent crystallization temperature and $T_{c,bulk}$ (K) is the bulk crystallization temperature.

Fig. 8 shows the same analysis as above but on the nanoscale counterpart. The data in this analysis were generated by applying the scaling laws (eqn (11) and (12)) to each data point. It is noted that as the size of the structure is decreased, the boundary starts tilting more towards the Se rich parts of the alloy, due to the much larger $\alpha_{\text{shape}}$ parameter of Se compared to Te.

6. Glass forming ability

Glass formation and glass stability are interesting properties of amorphous materials to study, and here we have described two criteria that we used to evaluate the Se$_{1-x}$Te$_x$ system. The ability of a material to form a glass during solidification has been termed the Glass-Forming Ability (GFA). One of the earliest criteria to determine the GFA was by using the reduced glass transition temperature defined as the ratio between the glass temperature and the melting temperature (the melting temperature is substituted by the liquidus temperature in the case of an alloy). Reduced glass transition is typically correlated with GFA or the minimum cooling rate to cause a glass to form. The results here are supported by the results for the cooling rates reported in ref. 24 where samples' minimum cooling rates evolved linearly with increase in Te composition. This implies that low reduced glass transition values correspond to very high cooling rates, leading to low GFA; see Fig. 9a. It is defined by the following equation:

$$T_{rg} = \frac{T_g}{T_m}$$

(12)

The reduced glass transition temperature, $T_{rg}$, is a unitless number varying between 0 and 1. It has been found to be a good indicator of GFA, i.e. the higher its value, the easier it is to form a glass. Turnbull suggested that at $T_{rg} \approx 2/3$, the crystallization is suppressed.$^{67}$ The reduced glass transition temperature considers only the Glass Forming Ability (GFA) but does not consider the Glass Stability (GS). Many other criteria exist in the literature to determine the GFA.$^{68,69}$ In order to consider GFA and GS at the same time, there is the Hruby's criterion: $^{14,70}$

$$\chi = \frac{T_c - T_g}{T_m - T_g}$$

(13)

Hruby's criterion tells a similar story for the bulk material, Fig. 9a. This criterion is different from the reduced glass transition by being more sensitive to the crystallization temperature and not just the glass and liquidus temperatures. This is evident when investigating the samples where Te composition is above 0.4. Indeed, large spread in the data reveals sharp dips towards difficult glass formation, i.e., below 0.1 in Hruby's criterion.

At the nanoscale, a similar story to that at the bulk scale is noticed. However, there is a burning question at the nanoscale: does having a nano-sized material help stabilize the glass?
phase? The results plotted in Fig. 9b–c for the spherical nanoparticles with sizes of 50 nm, 10 nm, and 5 nm do not support the claim that glass formation is more difficult at the nanoscale. Indeed, most of the data points stay above 0.1 threshold in Hruby's criterion, but the data underwent simply an overall shift downward. Physically this can be understood as when the size decreases, the number of particles in the system also decreases, which means that the number of degrees of freedom in the system is less in comparison to the bulk; and as such the number of possible movements that are available upon moving to a lower size are not there, i.e., lower entropy in the nano-system.

7. Optical properties

At room temperature, Se$_{1-x}$Te$_x$ is a semiconductor all over its entire composition range. Therefore, it is interesting to look at the optoelectronic properties of this alloy as a function of its chemical composition, size, and shape. At the bulk scale, the optoelectronic properties of Se$_{1-x}$Te$_x$ are well understood; however, very little is known regarding this material at the nanoscale.

At the bulk scale, the energy bandgap of Se$_{1-x}$Te$_x$ follows Vegard’s law:

$$E_{g}^{\text{Se-Te}}(x) = (1 - x)E_{g}^{\text{Se}} + xE_{g}^{\text{Te}} + bx(1 - x)$$  \hspace{1cm} (14)

where $E_{g}^{\text{Se-Te}}(x)$ is the energy bandgap of Se$_{1-x}$Te$_x$ at the composition $x$. $E_{g}^{\text{Se}}$ (eV) and $E_{g}^{\text{Te}}$ (eV) are the energy bandgap of Se and Te, respectively. $b$ is the bowing parameter. The data gathered from ref. 21 suggest that $b$ equals zero (i.e. $b_{\text{amorphous}} = 0$) when Se$_{1-x}$Te$_x$ is amorphous, and as such its energy bandgap exhibits a linear dependence with respect to the chemical composition, $x$ (Fig. 10a). When Se$_{1-x}$Te$_x$ is crystalline, its energy bandgap does not follow a linear trend anymore but displays bowing characterized by the following bowing factor, $b_{\text{crystalline}} = 1.102$.\textsuperscript{72} When crystalline, Se and Te have slightly different energy bandgap values as seen in ref. 72, 1.73 and 0.35 eV, respectively, due to the change in their lattice parameter. As a note, glassy or amorphous Se$_{1-x}$Te$_x$ has not been
reported for compositions greater than 80%, due to not high enough cooling rates when transitioning from the liquid to the glassy state. For the crystalline phase, the material is reported to exist across the entire composition as seen in ref. 72. Also in that reference, they reported the energy bandgap of the crystalline phase to exhibit some bowing. The energy bandgaps of the amorphous and crystalline phases are consequently given by:

\[
E_{a-SeTe}^g, N (x) = \frac{1.84}{C_0} \frac{1.50}{x} (15a)
\]

\[
E_{c-SeTe}^g, N (x) = 0.35x + 1.73(1 - x) - 1.102x(1 - x) (15b)
\]

From this and with eqn (16a) and (16b), respectively, the refractive index and high-frequency dielectric constant are plotted in Fig. 10b and c, respectively. The refractive index (16a) and high-frequency dielectric constant (eqn (16b)) of Se\(_{1-x}\)Te\(_x\) (ref. 73) are modelled using the following:

\[
n_{Se-Te}^SeTe(x) = k^{1/4} [E_{Se-Te}^g(x)]^{-1/4} (16a)
\]

\[
\epsilon_{Se-Te}^SeTe(x) = [n_{Se-Te}^SeTe(x)]^2 (16b)
\]

where \(\epsilon_{Se-Te}^SeTe(x)\) and \(n_{Se-Te}^SeTe(x)\) are the high-frequency dielectric constant and refractive index of Se\(_{1-x}\)Te\(_x\) at a composition \(x\), respectively. \(k\) is a constant equal to 95 eV. By using eqn (16a) and (16b), the refractive index and high frequency dielectric constant of Se\(_{1-x}\)Te\(_x\) can be determined as a function of the chemical composition of the alloy.

The exciton Bohr radius is a measure of when a material becomes quantum confined and is expressed as follows:

\[
a_{Boh}^{Se-Te}(x) = \frac{\epsilon_{Se-Te}^{SeTe}(x)}{m_e m_h(x)} a_0 a_0 (17)
\]

where \(\epsilon_{Se-Te}^{SeTe}(x)\) is the high-frequency dielectric constant of Se\(_{1-x}\)Te\(_x\), \(m_e\) is the rest mass of an electron, \(9.11 \times 10^{-31}\) kg, \(a_0\) is the atomic Bohr radius, 0.053 nm, and \(m(x)\) is the exciton reduced mass given by

\[
\frac{1}{m(x)} = \frac{1}{m_e^* (x)} + \frac{1}{m_h^* (x)}
\]

where \(m_e^* (x)\) and \(m_h^* (x)\) are the effective mass of the electron and hole, respectively.

The exciton Bohr radius of Se\(_{1-x}\)Te\(_x\) can be calculated by using the relationship between the exciton Bohr radius and the energy bandgap established in ref. 73:

\[
\log[a_{Boh}^{Se-Te}(x)] = \xi + \eta \log[E_{Se-Te}^g(x)] (18)
\]

Fig. 9 Reduced glass criterion and Hruby’s criterion for the (a) bulk, and spherical particle morphologies with sizes equal to (b) 50 nm, (c) 10 nm, and (d) 5 nm. Typically, those with a value greater than 0.1 in the Hruby’s criterion are good glass formers.
where $a_{\text{Se-Te}}^{\text{ex}}(x)$ and $E_{\text{Se-Te}}^{\text{ex}}(x)$ are the exciton Bohr radius and the bulk energy bandgap of Se$_{1-x}$Te$_x$ at a composition $x$, respectively. $\xi$ and $\eta$ are the fitting parameters given as 1.04434 ± 0.04976 and $-1.37696 \pm 0.10488$, respectively. Fig. 10d shows the amorphous and crystalline exciton Bohr radius as given by eqn (18). The exciton Bohr radius of a semiconductor material is of primary importance to determine the onset of quantum confinement effects. By using eqn (17) and (18), the material’s exciton reduced mass, $\mu(x)$, was determined. In order to achieve this, the exciton reduced mass was assumed to vary linearly with the composition, which seems reasonable based on the data gathered from ref. 74. Indeed, Beyer et al. determined experimentally from conductivity measurements that the hole reduced mass varied linearly. Adopting this allows for good fitting found in comparison to eqn (17) (Fig. 9d). The exciton reduced masses for the amorphous and crystalline states are consequently described by:

$$\mu^{\text{Se-Te}}(x) = 0.01775x + 0.08(1 - x)$$  \hspace{1cm} (19a)

$$\mu^{\text{c-SeTe}}(x) = 0.185x + 0.08(1 - x) - 0.048x(1 - x)$$ \hspace{1cm} (19b)

By increasing the Te composition, the reduced mass of Se$_{1-x}$Te$_x$ decreases. The exciton effective mass for the pure amorphous and the crystalline structures of Se is 0.080$m_e$ while the exciton effective mass of crystalline Te is 0.019$m_e$. According to Beyer et al., a fairly heavy hole effective mass, evolving as $m^*_h(x) = 1.4m_e(1-x) + 0.2m_e x$, is expected in Se$_{1-x}$Te$_x$ alloys. A large hole effective mass is common in some material systems such as Si and GaN, where it is shown that it makes a very low contribution to the quantum confinement of those structures. This is very apparent by examining Te on its own which has a very large hole effective mass, 1.4$m_e$. In contrast, Se has a much smaller hole effective mass, commonly found in semiconductor systems (i.e., AlN, AlP, AlAs, InN, InP, InAs), consequently showing contributions from both the hole and the electron in the exciton effective mass. This suggests that there is a strong change in the band structure of this alloy. Further theoretical studies using DFT and experiments using Angle

Fig. 10  (a) Energy bandgap versus the Te composition of the bulk Se$_{1-x}$Te$_x$ alloy. Experimental data points taken from ref. 21 for the amorphous case and ref. 72 for the crystalline case. (b) Refractive index versus the Te composition for the amorphous and crystalline cases. (c) High-frequency dielectric constant versus the Te composition for the amorphous and crystalline cases. (d) Exciton Bohr radius versus the Te composition calculated according to ref. 73 for the amorphous and crystalline cases, and curve fitting by eqn (17) using the calculated high-frequency dielectric constant from Fig. 8c and assuming a linear exciton effective mass for the amorphous case and Vegard’s law like with bowing for the crystalline case.
Resolved Photo-Electron Spectroscopy (ARPES) should be performed to provide a better insight into the band structure of Se, Te, and Se$_{1-x}$Te$_x$. These studies are out of the scope of this paper.

In order to determine the energy bandgap of Se$_{1-x}$Te$_x$ at the nanoscale, the following scaling law is used:

\[
\frac{E_{\text{Se-Te}}^{E_{\text{Se}}}}{E_{\text{Se-Te}}^{E_{\text{Te}}}} = 1 + \alpha_{\text{shape}}(x) \frac{D}{\lambda}
\]  

(20)

where $E_{\text{Se-Te}}^{E_{\text{Se}}}$ and $E_{\text{Se-Te}}^{E_{\text{Te}}}$ are the bulk and size-dependent energy bandgaps of Se$_{1-x}$Te$_x$ at a fixed composition, $x$. In the case of an alloy, $\alpha_{\text{shape}}(x)$ becomes composition-dependent. Eqn (20) is valid for sizes larger than the exciton Bohr radius of the material.\textsuperscript{16}

By using eqn (20), the energy bandgap of Se$_{1-x}$Te$_x$ as a function of its chemical composition and size can be calculated and it is illustrated in Fig. 11 for the sphere, wire, and film morphologies. The region where the size is below the

\[ \lambda \]

exciton Bohr radius is shown in grey.

Fig. 11  Contour plots displaying the energy bandgap of the Se$_{1-x}$Te$_x$ alloy versus the Te composition and size of the alloy in crystalline and amorphous states for the (a and b) sphere, (c and d) wire, and (e and f) film morphologies. Areas in grey are the respective exciton Bohr radii for the crystalline and amorphous phases.
exciton Bohr radius, is indicated in grey in Fig. 11. The sphere displays the largest size effect compared to the wire and the film because $a_{\text{sphere}} > a_{\text{wire}} > a_{\text{film}}$; see Table 2. In order to use those nanostructures in solar cells, it has been demonstrated by Zdanowicz et al.\textsuperscript{75} that the best energy bandgap to absorb the solar light was \(\sim 1.39\) eV for a cell having only one single absorbing material. Therefore, the green areas in Fig. 11 are the most adequate regions to select the nanostructures from. This region corresponds to a chemical composition of Te varying between 20 and 40%. Above \(\sim 2\) eV, the region in red in Fig. 11 represents the nanostructures that could be used in wide-bandgap semiconductor applications such as biological and chemical sensors.\textsuperscript{76} Special consideration should be given to the crystallinity (crystalline or amorphous) and morphology (sphere, wire, and film) when selecting materials for this purpose. From Fig. 11, it is clear that nanoparticles are best for wide-bandgap semiconductor applications by comparison to wires or films. Indeed, wires and films only appear to be the right material properties to cater to these applications at very small sizes, \textit{i.e.}, below 20 nm, and below 20% Te composition.

8. Material selection for solar cell technology

Fig. 12a–d show the transition temperature \textit{versus} the reduced bandgap energy of Se\textsubscript{1-x}Te\textsubscript{x} alloys at various sizes (bulk, 50 nm, 10 nm, and 5 nm). The reduced bandgap energy is defined as the observed energy bandgap divided by the target bandgap, which results in the optimal value being 1. For a glassy material, the crystalline temperature is used as the transition temperature since a material should remain in the glassy state unless the temperature is above the crystalline transition temperature. For crystalline materials, the \textit{liquidus} temperature is used as the transition temperature. This kind of plot elucidates which materials and under which conditions it might be appropriate to use bulk or nanoparticle morphologies for solar cell technologies. As stated previously, an energy bandgap around 1.39 eV has been shown to be the optimal bandgap for a material to harvest solar energy. Due to this, a large number of Te-rich alloys would not be advantageous to use for these goals as they predominately have bandgaps below 1.39. However, this may not be a hard and fast rule for material selection as

---

Fig. 12  Transition temperature vs. reduced energy bandgap of the amorphous (stars) and crystalline (circles) phases for the (a) bulk and nano-sized spherical nanoparticles with sizes equal to (b) 50 nm, (c) 10 nm, and (d) 5 nm.
shown in ref. 10 wherein by using a broad range of sizes of Te nanoparticles they were able to absorb 85% of the solar spectrum. Another condition that is necessary to impose is that of the transition temperature; if a material undergoes a phase change then the material properties change which results in the material becoming something else. For example, for a bulk Se\textsubscript{0.8}Te\textsubscript{0.2} material, the bandgap energy of the crystalline state is 0.84 eV, while the amorphous phase has a bandgap of 1.23 eV, which results in a difference of ∼0.4 eV. This kind of transition does not bode well for any material system that relies on a specific material property. Solar cells typically operate between 20 °C and 50 °C, so a material should not experience a transition in this window. This condition limits our search to particles with sizes above 10 nm and with compositions around 0.3.

9. Conclusions

In conclusion, the thermal and optoelectronic properties of Se\textsubscript{1−x}Te\textsubscript{x} alloys are investigated and discussed. It is found that the properties are strongly size-dependent, i.e., both Se and Te have large \( \alpha_{\text{shape}} \) parameters. Se naturally segregates preferentially at the surface of the alloy at the nanoscale. The surface segregation energy has been determined at the bulk scale to be equal to \(-16.8\) kJ mol\(^{-1}\). Debye and Einstein temperatures of Se, Te, and Se\textsubscript{1−x}Te\textsubscript{x} were investigated and were found to be in good agreement with the model proposed here in. Additionally, a logistic regression model was introduced to determine where the boundary between amorphous and crystalline states is. This model was extended to the nanoscale through nano-thermodynamics. The exciton Bohr radius of Se\textsubscript{1−x}Te\textsubscript{x} increases with the Te composition. Se\textsubscript{1−x}Te\textsubscript{x} nanostructures with a Te composition ranging between 20 and 40% are the most adequate structures to be used in solar cells.
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