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Abstract

Interpreting RG flows as dynamical systems in the space of couplings we produce a variety of constraints, global (topological) as well as local. These constraints, in turn, rule out some of the proposed RG flows and also predict new phases and fixed points, surprisingly, even in familiar theories such as $O(N)$ model, QED$_3$, or QCD$_4$.
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1. Motivation

1.1. Spectra and flows

Aiming for a non-perturbative description of RG flows [1], it was proposed in [2] to view spectra of the UV and IR theories as measuring degrees of freedom, in a way similar to the standard $C$-function [3–5]. Hopefully, comparing the spectra of the UV and IR theories can teach us useful lessons about RG flows and provide information not captured by the $C$-function.

Here, “spectra” could mean several different things, and all options are interesting. Thus, in the context of supersymmetric theories, it is natural to consider spectra of supersymmetric operators or states, such as chiral rings, BPS states, etc. Even though all these candidates have been extensively studied in the past 20 years, surprisingly, the question of comparing them in the
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UV and the IR has not been emphasized. Moreover, apart from different types of spectra, one could explore different types of relation between UV and IR objects. For example, applying this philosophy to chiral rings

\[
\mathcal{R}_{\text{UV}} \xrightarrow{\text{RG flow}} \mathcal{R}_{\text{IR}}
\]  

(1.1)

one could ask if \(\dim \mathcal{R}_{\text{UV}} \leq \dim \mathcal{R}_{\text{IR}}\) always holds or, if not, what physical consequences of violating this bound are. A stronger version of such “\(\mathcal{R}\)-theorem” might look like \(\mathcal{R}_{\text{IR}} \subset \mathcal{R}_{\text{UV}}\) or a similar relation that goes beyond numbers.

Similarly, and staying for a moment with supersymmetric theories, the “spectrum” could refer to the spectrum of states annihilated by some supercharge \(\mathcal{Q}\) modulo \(\mathcal{Q}\)-exact states (a.k.a. BPS states) on various branches of the superconformal theory. Regarded as a characteristic of the superconformal theory itself, such BPS spectrum is expected to “loose” states via a mechanism analogous to a spectral sequence [6]:

\[
\mathcal{H}^{BPS}_{\text{UV}} \xrightarrow{? \text{ spectral sequence}} \mathcal{H}^{BPS}_{\text{IR}}
\]  

(1.2)

since the supersymmetry algebra and, as part of it, the supercharge \(\mathcal{Q}\) are deformed upon the RG flow. Here, and also in the \(\mathcal{R}\)-theorem (1.1), the most dramatic change is discrete and, in particular, requires flowing to the deep IR where some states/operators decouple at the very last stage. There are many concrete examples of SUSY theories where the BPS spectrum is known exactly, e.g. many examples of two-dimensional SUSY theories with and without boundary considered in [6] support this form of the “\(\mathcal{H}\)-theorem” (1.2). Pursuing this direction quickly leads to other interesting questions, such as the “flow” of walls of marginal stability that separate different chambers. For example, the structure of walls and the spectra of BPS states in each chamber are known for \(A_2\) and \(A_3\) Argyres–Douglas theories [7]. Although it points in the general direction of “loosing BPS states” along the RG flow, it would be interesting to explore more precise relations along the lines of (1.2).

In this paper, we consider most general non-supersymmetric RG flows, deferring the study of additional structures associated with supersymmetry to future work. Typical examples of such flows — which will also be our examples here — include the RG flow in the \(O(N)\) model in \(d\) dimensions as well as RG flows in strongly coupled gauge theories, such as the four-dimensional QCD and three-dimensional QED (often denoted QCD\(_4\) and QED\(_3\), respectively).

Without further assumptions about supersymmetry, our options are more limited and the “spectrum” could simply stand for the structure of all operators (or states). Since the latter is ordered by conformal dimension \(\Delta\), it is natural to aim for a finite-dimensional version that, on the one hand, could be sufficiently simple to deal with and, on the other hand, would hopefully capture interesting information about the RG flow in question. But where do we draw the line? In other words, when we make a comparison of the UV and IR spectra below a certain cutoff \(\Delta_0\), what value of \(\Delta_0\) should we choose?

On the scale of conformal dimensions, there are several natural benchmarks, illustrated in Fig. 1 for scalar operators of spin-0. Starting with the lowest, \(\Delta_{\text{min}} = \frac{d-2}{2}\) is the unitarity bound for scalar operators in \(d\) space–time dimensions. This cut-off is a bit too low for our purposes since in a unitary theory it would essentially lead to counting free fields. The special value \(\Delta = d\) is the “marginality bound” which will be our choice of the cutoff in this paper. The scalar operators which are singlets (in theories with symmetries) can be added to the Lagrangian without explicitly breaking any of the symmetries; in particular, the operators with \(\Delta(\mathcal{O}) < d\) are rel-
evant, while the operators with $\Delta(\mathcal{O}) > d$ are irrelevant. Hence, the part of the spectrum with $\Delta(\mathcal{O}) < d$ can be conveniently characterized by the following quantity:

$$
\mu = \#\left(\text{relevant spin-0 singlet } \mathcal{O}\right)
$$

which can be viewed as a measure of degrees of freedom in a CFT. The remaining line in Fig. 1, namely $\Delta = \frac{d}{2}$, is what we call the BF bound because in a holographic dual it would correspond to bulk scalar fields saturating the Breitenlohner–Freedman stability bound $m^2 \ell^2 = \Delta(\Delta - d) \geq -\frac{d^2}{4}$. From the CFT point of view, there is nothing special about operators with $\Delta(\mathcal{O}) = \frac{d}{2}$, except the fact that, in a weakly coupled theory, $\mathcal{O}^2$ crosses the marginality precisely when $\mathcal{O}$ reaches the BF bound. This, however, effectively takes us back to the analysis of the spectrum below the marginality cutoff.

The operators below the marginality cutoff are also the most relevant ones from the Wilsonian point of view (no pun intended). Indeed, since irrelevant operators do not destabilize a given conformal theory $T_n$ they can be integrated in or integrated out without affecting the physics at the fixed point $T_n$ which, in turn, can be “embedded” in a larger field theory or even into string theory. A similar sequence of embeddings is ubiquitous in holography, where a $(d + 1)$-dimensional AdS dual arises as a “consistent truncation” of ten- or eleven-dimensional supergravity which, in turn, is embedded in the full-fledged string theory. This reasoning naturally leads to the idea of universality that turns out to be extremely useful in describing real macroscopic systems whose physics is dominated by relevant operators and one has little control over small effects due to irrelevant operators. From this perspective, a renormalization that violates the inequality

$$
\mu_{\text{UV}} > \mu_{\text{IR}}
$$

would almost undermine the ideas of universality and the Wilsonian approach because it would mean that some irrelevant spin-0 singlet operators suddenly become relevant along the RG flow. It has been argued that such peculiar RG flows can not be smooth [2], either themselves or in a larger family of flows. Mathematically, the lack of smoothness is due to violation of the transversality (Morse–Smale) condition in the theory space $\mathcal{T}$. Physically, phenomena where certain quantities cease to be smooth are usually called phase transitions and one of the main goals of this paper is to shed light on the nature of transitions that accompany marginality crossing.

In order to understand if there is anything special about RG flows that violate (1.4) we need to examine carefully simple concrete examples where this happens. We should have no difficulty
finding such examples if marginality crossing (a.k.a. dangerously irrelevant operators) is really abundant in quantum field theory. Moreover, unless marginality crossing is inherent to free theories or theories with conformal manifolds (which is very hard to believe), the simplest examples should be RG flows among isolated interacting CFTs (cf. minimal models in two dimensions) where computing \( \mu \) is especially clear and leads to a finite value.\(^1\) How easily does one find such examples? And how abandon they really are?

1.2. Is marginality crossing difficult to find?

On the one hand, irrelevant operators that upon renormalization become relevant (also known as dangerously irrelevant operators) seem to be extremely rare, which makes our task of finding a simple model that would shed light on their nature unexpectedly difficult. Below we summarize their status in various dimensions and comment on the violation of (1.4). Basically, the upshot is that a possibility of violating (1.4) decreases in theories with larger supersymmetry and larger values of \((d - 4)^2\), where \(d\) is the space–time dimension,\(^2\) and the search for the simplest isolated interacting CFTs that are supposed to help us understand marginality crossing takes us to strongly interacting theories on par with QCD4:

\(d = 2\): This case is (by far) most well-understood. In particular, both the weak version and the stronger version of the \(C\)-theorem are proved in two dimensions \([3]\), and the strongest version is believed to hold \([8]\). There are no known RG flows among isolated interacting CFTs that violate (1.4).

\(d = 3\): This is one of the least understood cases, e.g. the proposed candidates for the \(C\)-function do not appear to be stationary at the fixed points \([9]\) and a lot more work is needed before one can conclude whether marginality crossing is easy to find in \(2 + 1\) dimensions.

\(d = 4\): Four-dimensional theories and RG flows provide most interesting examples for our study. In this case, the weak and the stronger versions of the \(C\)-theorem are known to hold \([5]\). While supersymmetry helps to maintain analytical control over RG flows, it seems to suppress marginality crossing, which is still possible in \(\mathcal{N} = 1\) theories \([2]\), but was conjectured not to exist in \(\mathcal{N} = 2\) theories \([10]\).

\(d = 5\): This is another case where little is known. In particular, we are not aware of any examples of marginality crossing in \(4 + 1\) dimensions.

\(d = 6\): As we approach \(d = 6\), the structure of conformal theories becomes even more constrained and, in a way, mirrors what happens at the lower end of \(d\). In fact, six-dimensional CFTs with \(\mathcal{N} = (0, 1)\) SUSY or higher do not admit any relevant operators at all \([11]\). (There are, however, moduli-space flows in \(d = 6\).

To summarize, using the field theory techniques, it seems that examples where irrelevant operators cross through marginality are extremely rare and, roughly speaking, are centered around \(d = 4\) and low amount of supersymmetry. In fact, no single weakly-coupled example of such phenomenon seems to be known, and all proposed candidates rely on various assumptions, typically about the strongly-coupled dynamics, which, in turn, is more robust in supersymmetric theories. Thus, a four-dimensional \(\mathcal{N} = 1\) RG flow from a superconformal family of \(A_3\) theories to \(\mathcal{N} = 1\) SQCD has a 4-quark operator that crosses through marginality \([2]\). However, for the

\(^1\) In theories with conformal manifolds, moduli spaces, or free fields the definition of \(\mu\) requires extra care \([2]\); a naive definition can give \(\mu = \infty\).

\(^2\) The reader may find it helpful to picture a distribution, such as a bell-shaped curve, centered around \(d = 4\) and with tails near \(d = 2\) and \(d = 6\).
Fig. 2. In holography, marginality crossing is realized by a model solution that “rolls” between two saddle points of a potential function $V(\phi_1, \phi_2)$.

purposes of understanding the physics of such phenomena they are just as strongly interacting as ordinary, non-supersymmetric QED$_3$ or QCD$_4$ near the lower end of the conformal window, which we will use as our examples and where marginality crossing may indeed be responsible for phase transitions and lead to dynamical symmetry breaking a la Nambu–Jona-Lasinio [12,13].

1.3. Is marginality crossing easy to find?

On the other hand, from the holographic viewpoint, constructing RG flows with irrelevant operators crossing through marginality appears to be incredibly easy (in any dimension and even in supersymmetric cases, where field theory techniques tell us otherwise). Indeed, in phenomenological models, including numerous applications to AdS/CMT, one usually takes a $(d + 1)$-dimensional gravity minimally coupled to scalar fields $\phi_i$ interacting via a potential $V(\phi)$:

$$S = \int d^{d+1}x \sqrt{-g} \left( \frac{1}{4} R + \frac{1}{2} g^{\mu\nu} \partial_\mu \phi_i \partial_\nu \phi_i + V(\phi) \right)$$

(1.5)

The standard AdS/CFT dictionary [14,15] tells us that AdS vacua (i.e. critical points of the potential function with $V < 0$) correspond to conformal fixed points in the $d$-dimensional theory on the boundary, mass eigenvalues of the scalar fields at the critical point determine the conformal dimensions of the corresponding primary operators, etc. Therefore, in order to engineer a marginality crossing we only need to come up with a potential $V(\phi)$ such that the effective mass squared for one of the fields, say $\phi_2$, changes sign as the other field, say $\phi_1$, “rolls” between two vacua of $V(\phi)$, see Fig. 2:

$$V(\phi) = V_0 + \frac{g}{4} (\phi_1^2 - a^2)^2 + (m^2 - C\phi_1)\phi_2^2 + \ldots$$

(1.6)

Here, $V_0$, $g$, $a$, $m$ and $C$ are some constants, such that $C, g > 0$ and $0 < \frac{m^2}{C} < a$. The marginality crossing takes place at $\phi_1^{\text{crit}} = \frac{m^2}{C}$ when $\phi_1$ “rolls” from $\phi_1 = 0$ to another critical point $\phi_1 = a$. (See also Fig. 10 for an illustration of this flow in the boundary theory.)

A reader may notice that we adopted the terminology as well as the form of this model potential from the hybrid inflation [16], where time evolution in the same theory of gravity coupled to scalar fields is used model the early universe cosmology which ends abruptly with a phase
transition and spontaneous symmetry breaking. In our present context, the time evolution is replaced by a radial evolution — that, in the context of AdS/CFT, corresponds to RG flow of the boundary theory — and the very rapid roll (“waterfall”) at \( \phi^\text{crit}_1 = \frac{m^2}{\mathcal{C}} \) corresponds to marginality crossing in our holographic RG flow. It is natural to expect, therefore, that a similar behavior in our context also means some kind of phase transition, elucidating which will be one of our main motivations.

Scalar field potentials with the features described here appear to be ubiquitous in (super)gravity theories. In theories without supersymmetry, there are virtually no constraints on \( V(\phi) \), and one often takes it to be any desired function, hoping that there exists an embedding into a consistent quantum theory. Scalar field potentials in supergravity theories are usually more constrained, but there still seems to be a fairly large number of potential candidates for marginality crossing. For example, following [17], in Table 1 we list AdS vacua\(^3\) in 3d \( \mathcal{N} = 8 \) gauged supergravity with gauge group \( SO(4) \times SO(4) \). Note, that a flow from the critical point denoted (b) in Table 1, to the critical point (A.6), while consistent with the \( c \)-theorem, has at least one irrelevant operator crossing through marginality.

1.4. RG flows and dynamical systems

In the theory of dynamical systems, a compact space \( \mathcal{T} \) with a vector field \( \beta \) is called, well, a dynamical system.

Therefore, whether we like it or not, our task of understanding RG flows and marginality crossing naturally belongs to the domain of dynamical systems. In particular, the space \( \mathcal{T} \) is what one often calls the “theory space”, while the vector field \( \beta \) is the beta-function. The dictionary between RG flows and dynamical systems goes much deeper and, as a result, it is perhaps not too surprising after all that powerful techniques developed in dynamical system can be successfully applied to RG flows. As a prelude, consider a flow shown in Fig. 3; from the Poincaré–Hopf index theorem it follows that it should have at least one fixed point in the interior of the region \( \mathcal{N} \subset \mathcal{T} \).

As in dynamical systems, we define a flow on the space \( \mathcal{T} \) to be a continuous map \( \beta : \mathbb{R} \times \mathcal{T} \rightarrow \mathcal{T} \) such that

\(^3\)To produce this list, one actually needs to correct a few small typos in [17]: the potential in eq. (2.15) has to contain a term \( 16 \prod_{i} x_{i} y_{i} \) instead of \( 16 \prod_{i} x_{i}^2 y_{i}^2 \), and the critical point (b) in Table II should have \( (x_1, x_2, y_1, y_2) = (0, z_0, 0, z_0) \) instead of \( (z_0, 0, z_0, 0) \). We thank M. Berg and H. Samtleben for correspondence and for the help in identifying these issues.
Fig. 3. By knowing the flow at the boundary of a region $N$ one can deduce whether the RG flow should have any fixed points in the interior of $N$. For example, is it possible that the RG flow shown in this figure has no fixed points in $\text{Int}(N)$?

$$\beta(0, \lambda) = \lambda$$
$$\beta(t, \beta(s, \lambda)) = \beta(t + s, \lambda)$$

(1.7)

(1.8)

where $t \in \mathbb{R}$ is the RG “time” and $\lambda \in T$ labels a point on the space of couplings $T$. A fixed point or equilibrium is a point $\lambda \in T$ such that $\beta(\mathbb{R}, \lambda) = \lambda$. In other words, these are conformal fixed points. More generally, a set $S \subset T$ is called an invariant set for the flow $\beta$ if

$$\beta(\mathbb{R}, S) := \bigcup_{t \in \mathbb{R}} \beta(t, S) = S$$

(1.9)

This notion will play a key role in analyzing topology of the RG flows. Note, $S$ does not need to consist entirely of fixed points, see e.g. Fig. 4 for an illustration of fixed points and the invariant set $S$ in the $O(N)$ model. One of the fundamental theorems in dynamical systems is the decomposition theorem of Conley which states that any compact invariant set can be divided into its chain recurrent part and the rest. Furthermore, on the latter part one can define a strictly decreasing Lyapunov function and has gradient-like dynamics. In the context of RG flows, it means that the strongest form of the $C$-theorem holds on the latter part of $S$ and provides a candidate for the $C$-function.

This is a convenient place to remark that, in the study of both RG flows and dynamical systems, one often makes a further assumption that $T$ is a locally compact metric space with metric $g$. In the context of RG flows, the Zamolodchikov-type metric can be defined via two-point correlation functions and without it the strongest form of the $C$-theorem would not even be a viable possibility.4 We will return to this point throughout the text, notably in section 6. Note, however, that interesting phenomena, such as violation of (1.4) or marginality crossing, do not necessarily require degeneration of the metric $g$. In fact, many examples of such phenomena that we shall encounter in this paper occur at a perfectly regular point on $T$ where the metric $g$ is positive and non-degenerate. In other words, the physics of such phenomena has little to do with the regularity of the metric $g$ and, for this reason, in many of our model examples we simply take $g$ to be a flat Euclidean metric $g_{ij} = \delta_{ij}$.

In the course of applying the techniques from dynamical systems to RG flows we gradually develop the dictionary between the two subjects and introduce standard notions from dynamical systems in the context of quantum field theory. Although no prior familiarity with dynamical systems is required, a reader interested in further mathematical details may find it helpful to

---

4 Indeed, $\lambda^i$ — when interpreted as a coordinate on the coordinate patch of the space $T$ — naturally carries a contravariant index $i$. On the other hand, a gradient of the $C$-function is then a covariant object (which carries a lower index) and requires a metric $g_{ij}$ or, rather, its inverse $g^{ij}$ to turn it into a beta-function for $\lambda^i$. 
consult the book by Charles Conley [18], some of the relevant mathematics papers [19–22], or applications to mechanics [23] (see also [24] for a good introduction to the subject). For introduction to dynamical systems and bifurcation theory see e.g. [25–29].

In this paper, when we talk about “renormalization” we mostly mean renormalization in the Wilsonian sense, which is most readily suited for the interpretation in the language of dynamical systems. It should be interesting, though, to explore application of the techniques presented here to other closely related problems, e.g. to the 1-PI effective action and various other questions that are waiting to be translating from the language of QFT to dynamical systems or vice versa.

1.5. Organization and summary

The rest of the paper is roughly divided into a part devoted to general techniques and ideas (sections 2, 3, and 6) and a part illustrating how these tools and ideas can be applied in concrete examples to produce new results (sections 3.3, 4, and 5).

In section 2 we start building a bridge between dynamical systems and RG flows. Among other things, we introduce several tools that can help in finding fixed points of an RG flow only from partial information about the flow, as in Fig. 3. A typical situation where such tools can be useful is when complementary methods (e.g. perturbation theory, large $N$ techniques, etc.) can provide us with the asymptotic behavior or various limits of the RG flow in space of couplings and/or parameters. This is indeed a standard situation in non-supersymmetric theories, where exact analytical control over RG flows away from fixed points is extremely limited, and we hope that it is in such situations where the techniques from dynamical systems can be most helpful.

In section 3 we transition from the study of a fixed point set in a given theory to questions that involve creation, annihilation, and collision of fixed points as the parameters of a system vary. When a fixed point disappears or becomes unstable (while remaining in the bounded region of the coupling space), does it necessarily require existence of another fixed point nearby? Is the “merger and annihilation” of fixed points that already appeared in the CFT literature the only type of generic behavior? Or, are there alternative ways in which fixed points can generically appear and disappear? As we explain in section 3, the answer to such questions depends very much on the number of couplings in the RG flow and on the number of parameters. The proper tool to answer these questions is called bifurcation theory, which roughly speaking studies different ways in which fixed points can merge, appear, or disappear. And, of all available possibilities,
only the simplest ones (notably, the merger and annihilation scenario) have been explored so far in the QFT literature, while a much longer list of interesting phenomena is waiting to be explored, especially in RG flows with several couplings and parameters.

These general techniques and ideas can be applied in many concrete examples of RG flows. Aiming to gain a better analytical control of non-supersymmetric RG flows, in this paper we mainly consider three prominent examples:

- \( O(N) \) model in three dimensions,
- three-dimensional Quantum Electrodynamics (QED3),
- four-dimensional Quantum Chromodynamics (QCD4).

They all share certain similarities, including the existence of a “conformal window” in a certain range of parameters. In each of these cases, the physics becomes strongly coupled near the lower end of the conformal window, leaving us without any reliable tools or controlled approximations to analyze the system. We illustrate how the techniques from dynamical systems can fill this gap and work well in conjunction with other methods.

For example, bifurcation theory shifts the focus from the much-studied question about the position of the lower end of the conformal window to the question: What happens near the lower end of the conformal window? Moreover, it leads to concrete verifiable predictions for the scaling dimension of a nearly marginal operator, which in our examples can be either a “square root behavior”

\[
\Delta - d \sim \sqrt{N - N_{\text{crit}}} \tag{1.10}
\]

or a “quadratic behavior” (with some \( N \)-independent constant \( \Delta_0 > d \)):

\[
\Delta - \Delta_0 \sim (N - N_{\text{crit}})^2 \tag{1.11}
\]

or a “linear behavior”

\[
\Delta - d \sim N - N_{\text{crit}} \tag{1.12}
\]

Bifurcation analysis leads to precise criteria that, in conjunction with other methods, can uniquely identify which type of the characteristic behavior takes place in a given system near the lower end of the conformal window. And some of the results are rather interesting. For example, the bifurcation analysis leads to interesting and somewhat surprising predictions in the case of QED3, which recently received a lot of attention due to numerous applications in condensed matter physics. Contrary to some of the current scenarios, which are more likely to predict a linear behavior (1.12), if anything at all,\(^5\) in the case of QED3 the bifurcation analysis leads to the square root behavior (1.10) or even to the less familiar quadratic behavior (1.11), depending on the precise criteria that we spell out in section 4. On the other hand, in QCD4 where the square root behavior (1.10) is more in line with the existent scenarios, ironically we find that a more complex behavior is possible at special values of \( N_c \) along the curve \( N_{\text{crit}}^{\text{c}}(N_c) \).

Since (1.10)\textendash(1.12) are supposed to describe the behavior of conformal dimensions near the lower end of the conformal window, where each of our examples is strongly coupled, the only practical way to test such predictions at present is either by experimental studies or in lattice

\(^5\) In most of the studies, the focus is usually on finding the best estimate for \( N_{\text{crit}} \) rather than dependence of scaling dimensions on \( N \).
simulations of these systems. We could not find any experimental or lattice studies of the $O(N)$ model, QED$_3$, or QCD$_4$ that could verify the behavior of $\Delta$ as a function of $N$.

We also make some predictions for the $\epsilon$-expansion in the higher-dimensional version of the $O(N)$ model and for the $N_f$-dependence of the $C$-function in 3d $\mathcal{N} = 2$ theories with many flavors.

2. The Conley index of RG flows

The existence of conformal fixed points and RG flows connecting them is subject to certain topological constraints. A simple illustration is the RG flow shown in Fig. 3, where the existence of a fixed point can be inferred from very limited information in a completely different regime which in the space of couplings may be very far from the fixed point in question.

Here, our goal is to develop this line of thought into a more elaborate and refined framework which then can be applied to strongly coupled systems such as QCD$_4$ or QED$_3$. In particular, we explain that the Conley index theory is an ideal tool for studying topology of RG flows. In order to keep the discussion concrete and less formal, we introduce relevant mathematical techniques through a familiar example of $O(N)$ model in $4-\epsilon$ dimensions (see e.g. [32]). In the presence of a symmetry breaking quartic interaction, it exhibits a simple yet non-trivial flow diagram shown in Fig. 4, with several fixed points. Moreover, the $O(N)$ model is also a good illustration of families of RG flows, to which we turn in section 2.3.

2.1. What’s inside a black box?

Suppose we are presented with a “black box”, i.e. a compact set $N \subset \mathcal{T}$ in our theory space $\mathcal{T}$. And suppose we only know what an RG flow $\beta$ is doing at the boundary$^7$ of $N$, just as in our toy example in Fig. 3. Then, it may seem surprising at first that from such extremely limited information one can actually infer what the RG flow is doing in the interior of $N$, in particular, not only the existence but also some of the structure of the fixed points of $\beta$. This can be done by computing the Conley index of the RG flow, and the main goal of the present section is to explain how to carry out such calculations in practice, in concrete examples.

As we already mentioned, the input data is extremely limited: it consists of $N$ itself and the information about RG flow at the boundary of $N$. Clearly, we couldn’t even formulate the question (about fixed points inside $N$) without the former and the latter does not seem like much information either: it basically tells us on which part of the boundary the RG flow is entering (or, alternatively, exiting) the “black box” $N$.

Below we shall give a more formal definition of the exit set of $N$ where the RG flow exists $N$. Denoting the exit set by $L$, one defines the pointed space$^8$ $(N/L, [L])$:

$$\frac{N}{L} := (N \setminus L) \cup [L]$$

where $[L]$ denotes the equivalence class of points in $L$ under the equivalence relation $\lambda_1 \sim \lambda_2$ if and only if $\lambda_1, \lambda_2 \in L$. The Conley index essentially captures the topology of (2.1).

$^6$ One of the simplest systems where the square root behavior (1.10) can be observed and signals the merger of two fixed points is the $q$-state Potts model in two dimensions. Its thermal exponent and the latent heat both exhibit the characteristic behavior $\sim \sqrt{q - q_c}$ near the critical point $q_c = 4$ where the critical and tricritical Potts models “annihilate” [30,31].

$^7$ This problem can be generalized to other “black boxes” which will be covered by the general framework outlined in this section.

$^8$ A pointed set $(X, x_0)$ is a topological space $X$ with a distinguished point $x_0 \in X$. 
Fig. 5. Computing the Conley index of the RG flow shown on the left involves identifying the points of the exit set \( L \). The resulting pointed space \( N/L \) has the homotopy type of the wedge sum of two circles (shown on the right) [33].

For example, for the RG flow in Fig. 3, the set \( N \) is homeomorphic to a 2-dimensional disk and the exit set \( L \) consist of two disjoint arcs on its boundary. Identifying the points of these arcs, we quickly learn that \( N/L \cong S^1 \) in this example (or, to be more precise, a circle with a marked point). A slightly more interesting RG flow shown in Fig. 5 also has \( N \cong D^2 \), but this time the exit set \( L \) consists of three disjoint arcs. Identifying the points of \( L \) as shown in the center of Fig. 5 leads to a pointed space homeomorphic to a bouquet of two circles,

\[
N/L \cong S^1 \vee S^1
\]  

These examples clearly illustrate that topology of \( N/L \) can be non-trivial and probably tells us something about the RG flow inside \( N \), but how do we read off or “decode” this information from \( N/L \)?

Roughly, the topology of \( N/L \) tells us about the topology of the invariant set (1.9) in the interior of \( N \). In order to give a more precise answer, we need to introduce an important notion of isolating neighborhoods which should come well motivated at this point. Thus, an isolating neighborhood is a compact set \( N \subset \mathcal{T} \) such that

\[
\text{Inv}(N, \beta) := \{ \lambda \in N | \beta(\mathbb{R}, \lambda) \subset N \} \subset \text{int}(N)
\]  

where \( \text{int}(N) \) denotes the interior of \( N \). Given an isolating neighborhood \( N \), the invariant set \( S = \text{Inv}(N) \) is called an isolated invariant set.

One of the most important properties of an isolated invariant set is that it is robust with respect to perturbations. This stability\(^9\) plays an important role in our story. We also note that the definitions of an isolating neighborhood and an isolated invariant set carry over to discrete dynamical systems, which means we can study “discrete RG flows” where the RG time \( t \) takes discrete values.

Every isolated invariant set \( S \) has an index pair, that is a pair of compact sets \((N, L)\) such that \( L \subset N \) and

1. \( S = \text{Inv}(N \setminus L) \) and \( N \setminus L \) is a neighborhood of \( S \).
2. \( L \) is positively invariant in \( N \), that is \( \lambda \in L \) and \( \beta([0, t], \lambda) \subset N \) imply \( \beta([0, t], \lambda) \subset L \).
3. \( L \) is an exit set for \( N \), that is given \( \lambda \in N \) and \( t_1 > 0 \) such that \( \beta(t_1, \lambda) \notin N \), then there exists \( t_0 \in [0, t_1] \) for which \( \beta([0, t_0], \lambda) \subset N \) and \( \beta(t_0, \lambda) \in L \).

Now we are finally ready to introduce the Conley index. There are two versions. The homotopy Conley index of \( S \) is basically what we saw before:

---

\(^9\) A more technical notion called the structural stability is going to enter the stage soon.
\[ h(S) = h(S, \beta) \sim (N/L, [L]) \] (2.4)

In particular, the Conley index is well-defined and does not depend on the choice of the index pair. This version, however, is slightly more difficult to work with compared to another version called the homological Conley index, defined by

\[ CH_\ast(S) := H_\ast(N/L, [L]) \cong H_\ast(N, L) \] (2.5)

where \( H_\ast(N, L) = (H_k(N, L))_{k \in \mathbb{Z}_{\geq 0}} \) denotes the relative homology groups.\(^{10}\)

In the Conley index theory, whether the primary role is played by an isolating neighborhood \( N \) or by an isolated invariant set \( S \) is somewhat analogous to the chicken and egg dilemma. On the one hand, the definition of the Conley index (2.4)–(2.5) involves \( N \). On the other hand, it can be interpreted as an invariant of isolated invariant sets in the sense that if \( N \) and \( N' \) are isolating neighborhoods for the flow \( \beta \) and

\[ \text{Inv}(N, \beta) = \text{Inv}(N', \beta), \]

then the Conley index of \( N \) is the same as that of \( N' \).

If the Conley index of \( N \) is non-trivial,

\[ CH_\ast(\text{Inv}N) \not\equiv 0, \] (2.7)

then \( \text{Inv}(N) \not= \emptyset \). A good illustration is an isolated conformal fixed point \( S \) with \( \mu \) relevant operators; the Conley index of such theory is

\[ CH_k(S) \cong \begin{cases} \mathbb{Z}, & \text{if } k = \mu \\ 0, & \text{otherwise} \end{cases} \] (2.8)

In dynamical system, it would be called a hyperbolic fixed point with an unstable manifold of dimension \( \mu \). In our example of the \( O(N) \) model, there are four such points with indices

\[ CH_\ast(T_C) = (\mathbb{Z}, 0, 0, 0, \ldots) \]
\[ CH_\ast(T_H) = (0, \mathbb{Z}, 0, 0, \ldots) \] (2.9)
\[ CH_\ast(T_I) = (0, \mathbb{Z}, 0, 0, \ldots) \]
\[ CH_\ast(T_G) = (0, 0, \mathbb{Z}, 0, \ldots) \]

where \( T_G \) denotes the Gaussian CFT, \( T_H \) denotes the Wilson–Fisher fixed point, etc.

The homology Conley index is additive under taking a disjoint union. Namely, if \( S_1 \) and \( S_2 \) are disjoint and \( S = S_1 \sqcup S_2 \) is an isolated invariant set, then

\[ CH_\ast(S) \cong CH_\ast(S_1) \oplus CH_\ast(S_2) \] (2.10)

A typical application of this summation property is to establish the existence of flow lines between \( S_1 \) and \( S_2 \). For example, in the \( O(N) \) model we quickly deduce that \( S \) is not just a set of four fixed points \( \{C, H, I, G\} \), so there must exist flows between these points, cf. Fig. 4. Indeed, applying (2.10) to (2.9) we get

\[ CH_\ast(T_C \sqcup T_H \sqcup T_I \sqcup T_G) = (\mathbb{Z}, \mathbb{Z} \oplus \mathbb{Z}, \mathbb{Z}, 0, 0, \ldots) \] (2.11)

\(^{10}\) One usually takes the coefficients in \( \mathbb{Z} \) or in \( \mathbb{Z}_2 = \mathbb{Z}/2\mathbb{Z} \).
On the other hand, since \( N \) is topologically a disk and the exit set \( L \) has a single component (\( \cong \) interval on the boundary of \( N \)), it follows from (2.5) that \( \text{CH}_k(S) = 0 \). This example illustrates a general qualitative pattern that we shall explore in detail later: when the topology of the exit set \( L \) is trivial, so is the Conley index.\(^{11}\) But, in such situation, if conformal fixed points are found in the interior of \( N \), then they necessarily must be connected by RG flows.

The power of the Conley index, though, has its limitations. In particular, without additional information it is not very sensitive to the nature of the isolated invariant set \( S \). For example, \( S \cong S^1 \) can be a circle on which two hyperbolic fixed points are connected by two heteroclinic orbits, or it can be a hyperbolic periodic orbit, or it can consist entirely of fixed points (in which case \( S \) is a conformal manifold). In all of these cases,

\[
\text{CH}_k(S) \cong \begin{cases} 
\mathbb{Z} & \text{if } k = \mu, \mu + 1 \\
0 & \text{otherwise}
\end{cases}
\]

(2.12)

where, as usual, \( \mu \) is the number of unstable (relevant) directions from \( S \). However, supplying additional information about the RG flow can break the tie. For example, if \( S \) has the Conley index of a periodic orbit and the isolating neighborhood possesses a Poincaré section, then \( S \) must indeed contain a periodic orbit. Another theorem [34] relevant to the strongest form of the C-conjecture says that if \( S \) be an isolated invariant set for a Morse–Smale gradient flow \( \beta \), then the Morse homology computed from the set of all critical points and flow lines in \( S \) is isomorphic to the reduced homology of the Conley index \( h(S, \beta) \).

Relegating a more detailed analysis of families of RG flows to section 2.3, here we briefly mention one property that can be especially useful in relating a flow of interest to a simpler RG flow. Suppose we have a family of RG flows \( \beta(x) \) parametrized by a continuous parameter \( x \in [a, b] \). For example, \( x = \frac{N_f}{N_c} \) in the Veneziano limit of QCD\(_4\). If \( N \) is an isolating neighborhood for the entire family, that is

\[
\text{Inv}(N, \beta(x)) \subset \text{int}(N), \quad x \in [a, b]
\]

(2.13)

then the Conley index of \( N \) under \( \beta(a) \) is the same as the Conley index of \( N \) under \( \beta(b) \).

### Two-dimensional flows

In many physical systems, just like in real life, there are two main characters, namely, two “relevant” coupling constants that we denote \( \lambda_1 \) and \( \lambda_2 \). We put “relevant” in quotes because here it is used not in the technical sense, but rather to indicate that \( \lambda_1 \) and \( \lambda_2 \) are essential for a given physical problem, whereas other couplings have negligible effect and can be ignored. Various potential candidates of marginality crossing, such as the \( O(N) \) model, QED\(_3\) and QCD\(_4\) in the conformal window are essentially of this type (see also Table 2).

Up to quadratic order, an RG flow with two coupling constants \( \lambda_1 \) and \( \lambda_2 \) looks like:

\[
\dot{\lambda}_1 = \beta_1 = (d - \Delta_1)\lambda_1 - C_{111}\lambda_1^2 - C_{122}\lambda_2^2 - 2C_{112}\lambda_1\lambda_2 + \mathcal{O}(\lambda^3)
\]
\[
\dot{\lambda}_2 = \beta_2 = (d - \Delta_2)\lambda_2 - 2C_{212}\lambda_1\lambda_2 - C_{222}\lambda_2^2 - C_{211}\lambda_1^2 + \mathcal{O}(\lambda^3)
\]

(2.14)

This fairly simple class of flows may have different types of behavior, that depends in a rather complicated way on the values of conformal dimensions \( \Delta_i \) and the OPE coefficients \( C_{ijk} \). Even

\(^{11}\) In most of our applications, \( N \) is topologically trivial and, therefore, the topology of the pointed space (2.1) is determined by the exit set \( L \).
finding critical points directly, by solving this system of second order equations is a rather non-
trivial problem.\footnote{This problem is equivalent to finding intersection points of two arbitrary quadrics in \( \mathbb{RP}^2 \).}

Let us see how the Conley Index theory can help. In order to find the Conley index of a flow \((2.14)\) we need to know the isolating invariant neighborhood \( N \) and the exit set \( L \). The former is just a disk, like in our other examples, including the \( O(N) \) model in Fig. 4. So, we only need to find the exit set \( L \), which is also easy. If we denote by \( \vec{n} \) the unit normal vector to the boundary of \( N \) (pointing outward), then the exit set \( L \) is a set of points where \( \vec{\beta} \cdot \vec{n} \) is positive,

\[
L := \{ \lambda \in \partial N \mid \vec{\beta}(\lambda) \cdot \vec{n}(\lambda) > 0 \}
\]

Specifically, in our class of flows \((2.14)\), we can choose \( N \cong D^2 \) to be a disk of radius \( r \) in the two-dimensional \( \lambda \)-plane, and parametrize its boundary circle \( \partial N \cong S^1 \) by the angle \( \phi \in (0, 2\pi] \). Then, \( \vec{\beta} \cdot \vec{n} \) is a cubic polynomial in \( \cos \phi \) and \( \sin \phi \) with real coefficients.\footnote{Its explicit form is easy to write (but we won’t actually need it here):}

\[
\vec{\beta} \cdot \vec{n} = (d - \Delta_1)r \cos^2 \phi + (d - \Delta_2)r \sin^2 \phi - r^2 C_{111} \cos^3 \phi - r^2 C_{222} \sin^3 \phi - r^2 (C_{112} + 2C_{121}) \cos \phi \sin \phi - r^2 (C_{122} + 2C_{212}) \cos \phi \sin^2 \phi
\]

and parametrize its boundary circle \( \partial N \cong S^1 \) by the angle \( \phi \in (0, 2\pi] \). Then, \( \vec{\beta} \cdot \vec{n} \) is a cubic polynomial in \( \cos \phi \) and \( \sin \phi \) with real coefficients.\footnote{Its explicit form is easy to write (but we won’t actually need it here):}

\[
\vec{\beta} \cdot \vec{n} = (d - \Delta_1)r \cos^2 \phi + (d - \Delta_2)r \sin^2 \phi - r^2 C_{111} \cos^3 \phi - r^2 C_{222} \sin^3 \phi - r^2 (C_{112} + 2C_{121}) \cos \phi \sin \phi - r^2 (C_{122} + 2C_{212}) \cos \phi \sin^2 \phi
\]

\( \vec{\beta} \cdot \vec{n} \) is a cubic polynomial in \( \cos \phi \) and \( \sin \phi \) with real coefficients.\footnote{Its explicit form is easy to write (but we won’t actually need it here):}

\[
\vec{\beta} \cdot \vec{n} = (d - \Delta_1)r \cos^2 \phi + (d - \Delta_2)r \sin^2 \phi - r^2 C_{111} \cos^3 \phi - r^2 C_{222} \sin^3 \phi - r^2 (C_{112} + 2C_{121}) \cos \phi \sin \phi - r^2 (C_{122} + 2C_{212}) \cos \phi \sin^2 \phi
\]

\( \vec{\beta} \cdot \vec{n} \) is a cubic polynomial in \( \cos \phi \) and \( \sin \phi \) with real coefficients.\footnote{Its explicit form is easy to write (but we won’t actually need it here):}

\[
\vec{\beta} \cdot \vec{n} = (d - \Delta_1)r \cos^2 \phi + (d - \Delta_2)r \sin^2 \phi - r^2 C_{111} \cos^3 \phi - r^2 C_{222} \sin^3 \phi - r^2 (C_{112} + 2C_{121}) \cos \phi \sin \phi - r^2 (C_{122} + 2C_{212}) \cos \phi \sin^2 \phi
\]

\( \vec{\beta} \cdot \vec{n} \) is a cubic polynomial in \( \cos \phi \) and \( \sin \phi \) with real coefficients.\footnote{Its explicit form is easy to write (but we won’t actually need it here):}

\[
\vec{\beta} \cdot \vec{n} = (d - \Delta_1)r \cos^2 \phi + (d - \Delta_2)r \sin^2 \phi - r^2 C_{111} \cos^3 \phi - r^2 C_{222} \sin^3 \phi - r^2 (C_{112} + 2C_{121}) \cos \phi \sin \phi - r^2 (C_{122} + 2C_{212}) \cos \phi \sin^2 \phi
\]

\( \vec{\beta} \cdot \vec{n} \) is a cubic polynomial in \( \cos \phi \) and \( \sin \phi \) with real coefficients.\footnote{Its explicit form is easy to write (but we won’t actually need it here):}

\[
\vec{\beta} \cdot \vec{n} = (d - \Delta_1)r \cos^2 \phi + (d - \Delta_2)r \sin^2 \phi - r^2 C_{111} \cos^3 \phi - r^2 C_{222} \sin^3 \phi - r^2 (C_{112} + 2C_{121}) \cos \phi \sin \phi - r^2 (C_{122} + 2C_{212}) \cos \phi \sin^2 \phi
\]
Listed here are the homotopy Conley index and the homological Conley index for different exit sets $L$ that can be realized in the family of flows (2.14). We use the standard notation from homological algebra, where $\mathbb{Z}[\mu]$ denotes a copy of $\mathbb{Z}$ placed in degree $\mu$. Non-vanishing of the Conley index in all but one case implies that RG flow must have at least one fixed point.

| Exit set $L$ | $N/L$ | $CH_*(S)$ |
|--------------|-------|-----------|
| $\emptyset$  | $D^2 \sqcup [pt]$ | $\mathbb{Z}[0]$ |
| $S^1$        | $S^2$ | $\mathbb{Z}[2]$ |
| $I$          | $D^2$ | $0$       |
| $I \sqcup I$ | $S^1$ | $\mathbb{Z}[1]$ |
| $I \sqcup I \sqcup I$ | $S^1 \vee S^1$ | $\mathbb{Z}[1] \oplus \mathbb{Z}[1]$ |

Fig. 6. An RG flow with $L = I$ and $CH_*(S) = 0$ can have one source and one saddle.

the $O(N)$ model, cf. Fig. 4. Similarly, Figs. 8 and 9 illustrate two different RG flows that have $CH_*(S) = \mathbb{Z}[1] \oplus \mathbb{Z}[1]$ and realize the last case listed in Table 3. The flow in Fig. 8 is an example of the marginality crossing: it violates (1.4) since both fixed points have $\mu = 1$. While this flow looks perfectly smooth, there is indeed something special about it, as will become evident shortly, in section 2.3.

Note, the RG flows in Figs. 6 and 8 have the same number of critical points connected by a flow line, but the types of critical points are different. This difference is detected by the Conley index. Similarly, a pair of RG flows shown in Figs. 7 and 9 has four critical points each, but the structure of flow lines and the types of critical points are not the same. Again, this difference is detected by the Conley index. In fact, the Conley index can recognize even a more subtle phenomenon: two RG flows with the same number of critical points and the same types of critical points may have different Conley index if they are connected by RG flows differently. This leads us to the notion of a connection matrix that, roughly speaking, serves as a bridge connecting such delicate information and $CH_*(S)$. 
Fig. 7. Another example of RG flow with $L = I$ and $CH_s(S) = 0$ that has one sink, one source, and two saddles.

Fig. 8. An RG flow with $L = I \sqcup I \sqcup I$ and $CH_s(S) = \mathbb{Z}[1] \oplus \mathbb{Z}[1]$ can have two saddles.

Fig. 9. Another realization of RG flow with $L = I \sqcup I \sqcup I$ and $CH_s(S) = \mathbb{Z}[1] \oplus \mathbb{Z}[1]$ that has a source and three saddles.
2.2. Homological algebra of RG flows: connection matrices

In our favorite example of the $O(N)$ model in Fig. 4, we already noted that vanishing of the Conley index, $CH_\ast(S) = 0$, implies the existence of RG flows connecting conformal fixed points. Indeed, the Conley index can be computed just from the exit set $L$, without any information about RG flows in the interior of $N$. And, if we happen to know about the four fixed points $\{C, H, I, G\}$, then (2.10) immediately tells us that $S$ can not be merely a set of these points and must contain RG trajectories connecting them.

In this section, we explain how more detailed information about the connecting RG flows can be deduced from the algebraic conditions obtained by interpreting (2.11) as a chain complex with a boundary map $\Delta$ which, on the one hand, packages information about RG flows and, on the other hand, has homology equal to the Conley index $CH_\ast(S) = H_\ast(N, L)$:

$$\ker \Delta \cong \text{im} \Delta \subseteq CH_\ast(S) \tag{2.17}$$

In particular, as a boundary map, $\Delta$ must square to zero,

$$\Delta \circ \Delta = 0 \tag{2.18}$$

which, together with (2.17), provides a set of constraints on the entries of $\Delta$. The latter, in turn, “count” RG flows with $\Delta \mu = -1$.

To summarize, the data of connecting RG flows is packaged into an upper triangular connection matrix $\Delta$ whose precise definition will follow shortly and which satisfies (2.17) and (2.18). For example, as the reader might have guessed by now, in our example of the $O(N)$ model the connection matrix looks like

\[
\Delta = \begin{pmatrix}
C & H & I & G \\
C & 0 & 1 & 1 & 0 \\
H & 0 & 0 & 0 & 1 \\
I & 0 & 0 & 0 & 1 \\
G & 0 & 0 & 0 & 0
\end{pmatrix} \tag{2.19}
\]

and, regarded as a differential acting on the complex (2.11), its cohomology is indeed trivial. The $(p, q)$-entry in this matrix counts the number of RG flows from a fixed point $T_p$ to the fixed point $T_q$, such that $\mu(T_p) = \mu(T_q) + 1$.

The technology of connection matrices can be viewed as a generalization of the Morse theory that does not rely on the existence of a Morse function and works in much greater generality. In particular, the flow $\beta$ does not need to be a gradient flow and the generators of the chain complex do not need to be isolated fixed points, as in our example of the $O(N)$ model. In fact, they don’t even need to be conformal manifolds; they only need to be isolated invariant subsets which, as we explained above, is a much weaker notion. Thus, extrapolating Morse theory terminology to our dynamical system $(T, \beta)$, we introduce a Morse decomposition of an isolated invariant set $S \subset T$ into a finite collection of disjoint isolated invariant subsets $S_p$ labeled by elements of $(P, >)$, a partially ordered set (a.k.a. poset),

$$\mathcal{M}(S) = \{ S_p \mid p \in P \} \tag{2.20}$$

such that for every theory $T \in S \setminus \bigcup_{p \in P} S_p$ there exist $p, q \in P$ which satisfy $p > q$ and $T \in \text{Con}(S_p, S_q)$ (= set of heteroclinic connections from $S_p$ to $S_q$). For example, in the flow of Fig. 4,
there are four equilibrium points, which we can label by elements of the set $P := \{C, H, I, G\}$ and take $S_p$ to be the equilibrium $p$.

Before we proceed with the definition of $\Delta$, let us pause to remark that there can be several natural orders on the index set $P$. The most natural is the flow induced order $>^\beta$:

$$ p >^\beta q \iff \text{Con}(S_p, S_q) \neq \emptyset $$

(2.21)

For example, in the flow of Fig. 4, we have

$$ G >^\beta H, I >^\beta C $$

(2.22)

Sometimes there exists a useful function $C : T \to \mathbb{R}$ and one can define an order $>^C$ induced by it:

$$ p >^C q, \text{ iff } C(T_1) > C(T_2) \text{ for all } T_1 \in S_p \text{ and } T_2 \in S_q $$

(2.23)

Most of the time, in this paper we use the flow induced order.

Now we come to the main point of this subsection: the definition of the connection matrix $\Delta$. Introduce a collection of abelian groups

$$ C_* = \bigoplus_{p \in P} CH_*(S_p) $$

(2.24)

A theorem of [18,35,36] states that, given a Morse decomposition of $S$, there exists a (not necessarily unique) linear map $\Delta : C_* \to C_*$ represented by a matrix with $(p, q)$-entries:

$$ \Delta(p, q) : CH(S_p) \to CH(S_q) \quad p, q \in P $$

(2.25)

such that

- $\Delta$ is strictly upper triangular, i.e. $\Delta(p, q) \neq 0$ implies $p > q$;
- $\Delta$ is a boundary map, i.e. it is a homomorphism of degree $-1$ that maps $C_\mu$ to $C_{\mu-1}$, and $\Delta^2 = 0$;
- The cohomology of the chain complex $(C_*, \Delta)$ is the Conley index of $S$:

$$ H_*(C_*, \Delta) \cong CH_*(S) $$

(2.26)

As we already mentioned earlier, the main application of the connection matrix is to determine the existence of connecting orbits. Thus, $\Delta(p, q) \neq 0$ implies the existence of an RG flow from $S_p$ to $S_q$.

Now, let’s come back to our examples and revisit RG flows shown in Figs. 6–9. For the RG flow in Fig. 7 (same as in Fig. 4), we already wrote the connection matrix in (2.19) and verified (2.26). The RG flow in Fig. 8 has two saddle points connected by a flow line, but since both fixed points have the same value of $\mu$, the connection matrix $\Delta$ is completely trivial. (All of its entries are zero.) Therefore, in this case, cohomology of $\Delta$ is the same as the complex $C_*$, which is generated by two saddle points with $\mu = 1$. This agrees with the Conley index, $C H_*(S) \cong \mathbb{Z}[1] \oplus \mathbb{Z}[1]$, computed earlier in a different way and listed in Table 3.

The RG flow in Fig. 6 is similar to the RG flow in Fig. 8 in a sense that both have complex $C_*$ generated by two fixed points and in both cases there is one flow line connecting the two fixed points. However, unlike our previous example, the fixed points in Fig. 6 have $\mu = 2$ and $\mu = 1$, so that the connection matrix in this case is non-trivial:
Fig. 10. A typical example of RG flow exhibiting “marginality crossing” along the segment from a fixed point \( T_1 \) to another fixed point \( T_2 \). Both \( T_1 \) and \( T_2 \) have \( \mu = 1 \) in this example.

\[
\Delta = \begin{pmatrix}
0 & 1 \\
0 & 0
\end{pmatrix}
\] (2.27)

Acting on the complex \( C_* = \mathbb{Z}[1] \oplus \mathbb{Z}[2] \), it has trivial cohomology, in agreement with \( CH_*(S) = 0 \) tabulated in the third line of Table 3.

Finally, the RG flow in Fig. 9 has four fixed points, much as the RG flow in the \( O(N) \) model, but the types of fixed points and the connecting orbits are different. In particular, the connection matrix for the RG flow in Fig. 9 looks like, cf. (2.19):

\[
\Delta = \begin{pmatrix}
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0
\end{pmatrix}
\] (2.28)

Acting on the chain complex \( C_* = \mathbb{Z}[1] \oplus \mathbb{Z}[1] \oplus \mathbb{Z}[1] \oplus \mathbb{Z}[2] \) it yields cohomology \( H_*(C_*, \Delta) \cong \mathbb{Z}[1] \oplus \mathbb{Z}[1] \), in agreement with the Conley index computed earlier via a different method and listed in Table 3.

2.3. Marginality crossing and transitions

Now we are ready to take our first look at the RG flows with irrelevant operators crossing through marginality. We already came across an example of such flow in Fig. 8, which for convenience we reproduce again in Fig. 10 showing only the essential flow lines, and with an extra stable IR fixed point added:

\[
T_1 \rightarrow T_2 \rightarrow T_3 , \quad \mu(T_1) = \mu(T_2) = 1 , \quad \mu(T_3) = 0
\] (2.29)

In particular, a separatrix from \( T_1 \) to \( T_2 \) shown in Fig. 10 gives a classic illustration of a non-transverse flow \( \beta \) that violates \( \mu_{UV} > \mu_{IR} \). Here, the flow-defined order is

\[
T_1 > T_2 > T_3
\] (2.30)

The flow described here has a property which is a general feature of any RG flow that violates \( \mu_{UV} > \mu_{IR} \): it is not structurally stable. In other words, it requires a certain degree of fine-tuning (that we quantify below) that, furthermore, needs to be “stabilized”, much like in the hierarchy problem of particle physics. By definition, a flow (or, as we later say, a phase portrait) is structurally stable if its topology can not be changed by an arbitrarily small perturbation of the vector
Fig. 11. Small perturbations of the marginality crossing flow in Fig. 10.

field. This is clearly not the case for the flow (2.29) in Fig. 10 since arbitrarily small perturbations destroy a non-generic trajectory from $T_1$ to $T_2$ and lead to one of the two scenarios, shown in Fig. 11. One has the flow-defined order $T_2 > T_3$ and no relation to $T_1$ since the perturbed flows to/from $T_1$ “decouple”. The corresponding connection matrix looks like:

$$\Delta_a = \begin{pmatrix} T_3 & T_2 & T_1 \\ T_3 & 0 & 1 & 0 \\ T_2 & 0 & 0 & 0 \\ T_1 & 0 & 0 & 0 \end{pmatrix} \quad (2.31)$$

The second perturbation has the flow-defined order $T_1 > T_3 < T_2$ and the connection matrix

$$\Delta_b = \begin{pmatrix} T_3 & T_2 & T_1 \\ T_3 & 0 & 1 & 1 \\ T_2 & 0 & 0 & 0 \\ T_1 & 0 & 0 & 0 \end{pmatrix} \quad (2.32)$$

which is easy to read off the Fig. 11b by applying the steps of the previous section. At this point, it is natural to ask: Is there a simple relation between topology of the original flow in Fig. 10 and its perturbations in Fig. 11? In other words, if we know two out of three, can we determine the remaining one?

These questions can be answered in the affirmative with the help of connection matrices and their analogues, called transition matrices, that encode information about extra flow lines which generically should not be present\footnote{Since they are structurally unstable.} and only appear “momentarily” in transitions between topologically different RG flows. Specifically, if $\Delta_b$ and $\Delta_a$ are the connection matrices “before” and “after” the transition, then in general the relation has the form

$$\Delta_a T = T \Delta_b \quad (2.33)$$

where $T$ is the transition matrix. Its diagonal entries are all equal to 1, and off-diagonal entries “count” the unstable flow trajectories with $\Delta \mu = 0$, much like connection matrices count flows with $\Delta \mu = -1$. Note, since $T$ is invertible, we can also write this relation as $T^{-1} \Delta_a = \Delta_b T^{-1}$ which can be interpreted as a reverse transition. In particular, in our example of the transition
between flows in Fig. 11 it is easy to verify that the above $\Delta_a$ and $\Delta_b$ satisfy (2.33) with the transition matrix:

$$T = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 1 \\ 0 & 0 & 1 \end{pmatrix}$$

(2.34)

whose non-zero off-diagonal entry indicates that there must be an RG flow from $T_1$ to $T_2$ at the “phase transition” between flows described by $\Delta_a$ and $\Delta_b$. This is another version of the “black box” problem where we can reconstruct what happens in the middle from the boundary data.

In general, the topological transition matrices are degree 0 maps. In other words, $T_{pq}$ can only be non-zero if there is some $\mu$ for which $CH_\mu(S_p)$ and $CH_\mu(S_q)$ are both non-trivial. Then, if we also recall that $\Delta_a$ and $\Delta_b$ both square to zero, the condition (2.33) which we used to determine the transition matrix can be equivalently expressed as $\Delta^2 = 0$ for a “connection matrix” of a larger system:

$$\Delta = \begin{pmatrix} \Delta_a & T \\ 0 & -\Delta_b \end{pmatrix}$$

(2.35)

In fact, this interpretation of (2.33) is more than just a mathematical trick.

As in (2.13), let $\beta(\lambda; x)$ be a parametrized family of flows on $\mathcal{M}$ with parameter space $X = \mathbb{R}$. The parametrized system

$$\dot{\lambda} = \beta(\lambda; x)$$

(2.36)

can be viewed as a flow $\widehat{\beta}$ on $\mathcal{M} \times X$ governed by the flow equations

$$\dot{x} = \beta(\lambda; x)$$

$$\dot{x} = 0$$

(2.37)

such that $\widehat{\beta}(\lambda, x) = (\beta(\lambda), x)$. Because of this interpretation of the parametrized flows, which we shall adopt in what follows, there is often no harm in omitting the “hat” when we talk about the flow trivially extended to $\mathcal{M} \times X$. The latter, in turn, can be regarded as a limit $\epsilon \to 0$ of the transition system:

$$\dot{\lambda} = \beta(\lambda; x)$$

$$\dot{x} = \epsilon(x - a)(x - b)$$

(2.38)

The connection matrix for this larger system is precisely (2.35), where the entries $\Delta_a$ and $\Delta_b$ are the familiar connection matrices for $\mathcal{M}(x=a)$ and $\mathcal{M}(x=b)$, respectively, and $T$ is a degree-0 isomorphism

$$T : \bigoplus_{p \in P} CH_{x=b}(S_p(x=b)) \rightarrow \bigoplus_{p \in P} CH_{x=a}(S_p(x=a))$$

(2.39)

which has the properties described above and gives a more formal definition of the transition matrix. In particular, it clarifies the elegant interpretation of (2.33) as the condition $\Delta^2 = 0$.

In fact, in this one-parameter family of flows, the transition illustrated in Fig. 11 is what in dynamical systems is known as the heteroclinic saddle bifurcation.

Note, even though many of our RG flows here (and in the following sections) exhibit non-trivial topology — captured e.g. by the Conley index or connection matrices — the theory space
\( \mathcal{T} \) and the isolating neighborhood \( N \subset \mathcal{T} \) are topologically trivial in these examples. This does not need to be the case and was only assumed for simplicity of the exposition; many of the techniques discussed here and below extend to \( N \) and \( \mathcal{T} \) which \( e.g. \) may not be connected or simply-connected. In fact, one of the main ideas in [2] was that topology of \( \mathcal{T} \) can be studied with the invariants such as the index \( \mu \) or the Conley index.

3. Bifurcations of RG flows

In section 2.3 we described situations where the structure of the RG flows changes, but the fixed point set remains unchanged under the variation of the parameters. (In particular, if fixed points are non-degenerate critical points, their \( \mu \)-index (1.3) remains unchanged.) Here we consider a more dramatic change where fixed points (or periodic orbits, if they exist) of the flow \( \beta \) change themselves or change their stability properties, as parameters of the system are varied. In dynamical systems, these changes are called \textit{bifurcations} and parameters are often called \textit{control parameters}. As before, we denote the control parameters by \( x \in X \).

What are the different ways in which fixed points can appear or disappear? And, can one classify them? Bifurcation theory is precisely the right tool to address this type of questions. Moreover, just like in section 2, it can make the best use of topology to predict what type(s) of phase transitions the system should undergo as the parameters vary, based only on symmetries and partial information about the RG flow.

3.1. Different types of critical behavior

In bifurcation theory, one often divides bifurcations into two general classes: \textit{local} and \textit{global}. The former can be detected entirely by the stability analysis of the equilibria (fixed points), whereas the latter take place when larger invariant sets of the system 'collide' with fixed points or with each other. In particular, local bifurcations can be always confined within a bounded isolating neighborhood \( N \) and, therefore, do not change the exit set \( L \) and the Conley index of the system.

A more detailed classification of bifurcations depends on the dimension of space \( \mathcal{T} \) in which the flow is defined (\textit{i.e.} on the number of coupling constants \( \lambda_i \)) and also on the type of flow. For example, existence of Lyapunov functions highly restricts the types of bifurcations. Note, in particular, that no oscillations are possible for such flows or if the flow is one-dimensional, that is when there is only one participating coupling constant \( \lambda \). The latter exhibit very simple types of bifurcation: saddle-node bifurcation, transcritical bifurcation, pitchfork bifurcation, and imperfect bifurcation, all of which will be described below and can be found in higher-dimensional flows as well. Many interesting RG flows, even in simple systems such as \( O(N) \) model involve at least two relevant\textsuperscript{15} coupling constants, and the structure of bifurcations can be much richer, possibly producing \textit{chaotic dynamics} (see also Fig. 12).

Bifurcations are often described with the help of either a \textit{phase portrait} or a \textit{bifurcation diagram}. The former comprises all trajectories of a dynamical system — though, of course, in practice one shows only representative trajectories and the equilibrium points — whereas the latter shows only fixed points, periodic orbits, or \textit{chaotic attractors} of the flow as a function of the bifurcation parameter. It is customary to represent stable points (attractors) with a solid line

\textsuperscript{15} Figuratively speaking and also in a technical sense of this term.
Fig. 12. As the parameter $x$ changes from $x > 0$ to $x < 0$, the flow $\dot{\lambda} = \beta(\lambda)$ undergoes a saddle-node bifurcation: two fixed points collide and annihilate each other.

Fig. 13. (Extended) phase portrait for saddle-node bifurcation.

Fig. 14. Bifurcation diagram for saddle-node bifurcation.

and unstable points (repellers) with a dashed line. For example, Figs. 13 and 14 show, respectively, the phase portrait and the bifurcation diagram of the simplest bifurcation type that will be discussed in great detail below and will play an important role in applications to RG flows. A bifurcation is called supercritical (resp. subcritical) if the new branch(es) is stable (resp. unstable). Switching from one to the other is usually achieved by changing the sign of the control parameter.

In the previous section, we already encountered a notion of the structural stability in the context of flows that violate $\mu_{UV} > \mu_{IR}$ and saw that such flows are structurally unstable. Closely related to it is the notion of codimension, which, in a way, quantifies the structural stability
(or, rather, instability) of the flow. Namely, the codimension of a bifurcation is the number of parameters that must be adjusted for the bifurcation to occur. For example, in a one-dimensional flow

\[ \frac{d\lambda}{dt} = \beta(\lambda) \]  

(3.1)

the derivative \( \beta'(\lambda) \) is in general non-zero when \( \beta(\lambda) \) itself vanishes. Indeed, two independent equations \( \beta'(\lambda) = 0 \) and \( \beta(\lambda) = 0 \) form an overdetermined system for a single variable \( \lambda \) and in general have no solutions. However, in the presence of parameters they generically do have solutions, e.g. if \( \beta(\lambda; x) \) depends on a parameter \( x \) the system of two equations \( \beta = \beta' = 0 \) in general has solutions for isolated values of \( \lambda \) and \( x \), which are precisely the points where bifurcations take place.

A simple example illustrating this can be obtained by taking \( \beta(\lambda; x) = \lambda^2 - x \) in our one-dimensional flow (3.1):

\[ \frac{d\lambda}{dt} = \lambda^2 - x \]  

(3.2)

This flow has the so-called saddle-node bifurcation at \( x = 0 \) (and \( \lambda = 0 \)). Indeed, \( \beta = 0 \) has two solutions \( \lambda = \pm \sqrt{x} \) when \( x > 0 \), and no solutions (i.e. no fixed points) when \( x < 0 \). As the parameter \( x \) varies from \( x > 0 \) to \( x < 0 \) the two fixed points coalesce and annihilate each other at \( x = 0 \). Note, using the language of dynamical systems, we can rephrase the proposal of [37–40] by saying that the saddle-node bifurcation takes place at the lower end of the conformal window in QCD4; in what follows we revisit this proposal more carefully once we master other tools from bifurcation theory.

What we just presented is a standard argument showing that saddle-node bifurcation is of codimension 1 and that, in a system with one parameter \( x \), it occurs at points in the parameter space \( X \). However, if the parameter space \( X \) is \( n \)-dimensional, then the same argument implies that a saddle-node bifurcation occurs on an \((n - 1)\)-dimensional hypersurface in \( X \). In other words, it is a codimension-1 bifurcation in any dimension. Bifurcations of codimension \( \geq 2 \) are usually called degenerate; in a general system such bifurcations may be encountered only “by chance” since additional conditions need to be satisfied.

To summarize, bifurcations can be local or global, subcritical or supercritical, and of various codimension. Now we go more systematically through the standard textbook list of bifurcations, and describe each one in turn paying special attention to codimension, which will be important in applications to RG flows. We start with the simplest ones and then gradually build our way up. Among local bifurcations, there are only two which are truly of codimension-one, namely the saddle-node bifurcation and the Hopf bifurcation:

- **Saddle-node (fold) bifurcation** is one of the simplest and most common types of bifurcation in which two fixed points collide and annihilate each other. Since the Conley index must remain invariant in local bifurcations, we immediately conclude that the fixed points involved in the saddle-node bifurcation must have index (1.3) equal to \( \mu \) and \( \mu + 1 \). In particular, in two-dimensional flows one of the fixed points must be a saddle and the other a node (either an attractor or a repellor). The normal form of this bifurcation can be obtained from its one-dimensional variant (3.2) that we discussed earlier by adding a decoupled equation \( \dot{\lambda}_2 = -\lambda_2 \).
The saddle-node bifurcation can be found in many models of population dynamics, e.g. in dynamics of the constantly harvested population.

- **Hopf bifurcation** (a.k.a. Andronov–Hopf or Poincaré–Andronov–Hopf bifurcation) is a birth of a stable limit cycle from a fixed point which looses its stability, see Fig. 15. The normal form

\[
\begin{align*}
\dot{\lambda}_1 &= \lambda_1^2 - x \\
\dot{\lambda}_2 &= -\lambda_2
\end{align*}
\]  

(3.3)

is easy to understand in polar coordinates $\lambda_1 + i\lambda_2 = re^{i\theta}$ where it becomes $\dot{r} = r(x - r^2)$ and $\dot{\theta} = 1$. For $x < 0$ the fixed point at the origin is a stable focus (spiral point) and for $x > 0$ it is an unstable focus; in addition, for $x > 0$ there is a stable limit cycle at $r = \sqrt{x}$. Although this bifurcation has many applications, we do not expect to see it in unitary RG flows since the Jacobian matrix of the linearization at the fixed point has complex eigenvalues $x \pm i$; it may play an important role, however, in non-unitary theories.
Even though we do not expect to see them in RG flows, for completeness we briefly summarize more complex\(^1\) local codimension-one bifurcations that involve periodic orbits:

- **Period-doubling (flip) bifurcation** often appears in discrete-time dynamical systems and refers to an appearance of a new periodic orbit with double the period of the original orbit. For example, the iterated logistic map on the interval \( \lambda \in [0, 1] \),

  \[
  \beta : \lambda \mapsto x\lambda(1-\lambda), \quad (0 < x \leq 4)
  \]

  exhibits an entire cascade of period-doubling bifurcations when \( x > 1 + \sqrt{6} \approx 3.449499 \) followed by a transition to chaos at \( x \geq 3.569946 \). The bifurcation diagram of a period-doubling is similar to that of a pitchfork bifurcation, cf. Fig. 17.

- **Neimark–Sacker bifurcation** (a.k.a. secondary Hopf or torus bifurcation) is a Hopf bifurcation of a periodic solution when two complex conjugate Floquet multipliers cross the unit circle.\(^2\) Depending on the ratio of the two new frequencies, the bifurcating solution can be periodic or quasi-periodic. The latter almost covers a torus in a theory space. A supercritical Neimark–Sacker bifurcation in which a new stable quasi-periodic solution appears can be found e.g. in large-amplitude vibrations of circular cylindrical shells.

Continuing with local bifurcations, we now turn to bifurcations of higher codimension (a.k.a. degenerate bifurcations):

- **Transcritical bifurcation** requires three conditions to be satisfied, \( \beta = \partial_\lambda \beta = \partial_x \beta = 0 \). Its normal form is \( \beta(\lambda;x) = x\lambda - \lambda^2 \) or, in a two-dimensional flow:

  \[
  \dot{\lambda}_1 = x\lambda_1 - \lambda_1^2
  \]

  \[
  \dot{\lambda}_2 = -\lambda_2
  \]

  It describes two fixed points which exist for all values of the control parameter \( x \neq 0 \) and exchange their stability properties at \( x = 0 \), as illustrated in the bifurcation diagram in Fig. 16. A good example for a transcritical bifurcation is a laser at the threshold, where \( \lambda \) is the photon density.

---

\(^1\) They can occur only in three- or higher-dimensional continuous dynamical systems.

\(^2\) If one Floquet multiplier crosses the unit circle along the negative real axis, then a period-doubling bifurcation occurs. On the other hand, a real multiplier crossing at \( +1 \) can give rise to three different bifurcations, depending on the non-linear nature of the system: saddle-node, transcritical, or pitchfork bifurcation.
• **Pitchfork bifurcation** requires four conditions to be satisfied, \( \beta = \partial_\lambda \beta = \partial_x \beta = \partial^2_x \beta = 0 \), and is usually found in systems with a symmetry \( \lambda \to -\lambda \). This implies that more terms need to vanish in the Taylor series expansion of \( \beta(\lambda; x) \), compared to the transcritical bifurcation (3.6). Thus, in a two-dimensional system, the normal form of a supercritical pitchfork bifurcation is

\[
\begin{align*}
\dot{\lambda}_1 &= x_0 + x_1 \lambda_1 - \lambda_1^3 \\
\dot{\lambda}_2 &= -\lambda_2
\end{align*}
\]

(3.7)

The bifurcation diagram is shown in Fig. 17. Changing the sign of a cubic term we obtain a subcritical pitchfork bifurcation. The pitchfork bifurcation occurs e.g. in dissipative magnetization dynamics.

• **Imperfect bifurcation** is a version of a pitchfork bifurcation with a symmetry-breaking term (external magnetic field in applications to magnetization dynamics):

\[
\begin{align*}
\dot{\lambda}_1 &= x_0 + x_1 \lambda_1 - \lambda_1^3 \\
\dot{\lambda}_2 &= -\lambda_2
\end{align*}
\]

(3.8)

Bifurcations where stable fixed points continue to exist before and after the transition are called *safe* (or *soft*) bifurcations. On the other hand, when stable fixed points disappear and can be found only before or after the bifurcation, such bifurcations are called *dangerous* (or *hard*). Simple examples of soft bifurcations are transcritical bifurcation and supercritical pitchfork bifurcation, whereas examples of hard ones are saddle-node and subcritical pitchfork bifurcation.

We now briefly review some of the global bifurcations:

• **Homoclinic bifurcation** is a codimension-one bifurcation that occurs when a limit cycle is destroyed by colliding with a saddle point. This may happen e.g. if one of the flow trajec-
Heteroclinic SNIPER bifurcation is precisely the transition illustrated in Fig. 11 that we discussed in section 2.3 in the context of marginality crossing. Now we can give it a proper name and identify it as a codimension-one global bifurcation. In a way, this entire paper grew out of the attempt to understand RG flows that exhibit a heteroclinic bifurcation [2].

SNIPER (Saddle-Node Infinite PERiod), also known as Andronov bifurcation or saddle-node homoclinic bifurcation, occurs when a stable node and a saddle collide on a closed trajectory. In polar coordinates $\lambda_1 + i \lambda_2 = re^{i\theta}$ which we also used in discussing (3.4), the normal form looks like:

$$\begin{align*}
\dot{r} &= r(1 - r^2) \\
\dot{\theta} &= x + 1 + \cos \theta
\end{align*} \quad (3.10)$$

The limit cycle created in this bifurcation has a slow phase in the vicinity of the former fixed points (sometimes called ghosts of the fixed points). As a result, the period of traversing the limit cycle is of the order of $1/\sqrt{x}$.

Blue sky catastrophe is a typical phenomenon in slow-fast dynamical systems where a periodic orbit “vanishes into the blue sky” without loss of stability. This is a codimension-one bifurcation in at least three-dimensional phase space, such that both the period and the length of the periodic orbit exhibit unbounded growth as the control parameter approaches its critical value, while the entire orbit remains in the bounded region of the phase space. Examples of the blue sky bifurcation can be found in fluid dynamics and in computational/mathematical neuroscience, e.g. in Hodgkin–Huxley models.

Prominent examples which combine both local and global bifurcations include:

- **Bogdanov–Takens bifurcation** is a codimension-2 bifurcation where saddle-node bifurcation, Andronov–Hopf bifurcation, and a homoclinic bifurcation all meet at the same time. It has the normal form:

$$\begin{align*}
\dot{\lambda}_1 &= \lambda_2 \\
\dot{\lambda}_2 &= x_1 + x_2\lambda_1 + \lambda_1^2 \pm \lambda_1\lambda_2
\end{align*} \quad (3.11)$$

- **Dumortier–Roussarie–Sotomayor bifurcations** are degenerate codimension-3 versions of Bogdanov–Takens bifurcations. They have normal form:

$$\begin{align*}
\dot{\lambda}_1 &= \lambda_2 \\
\dot{\lambda}_2 &= x_1\lambda_2\lambda_1 + x_2\lambda_1^2 + x_3\lambda_1^3 + x_4\lambda_2\lambda_1^2
\end{align*} \quad (3.12)$$

A constant and coefficients of linear terms in the second equation are called unfolding parameters whose general definition will come shortly. Turning on these parameters one finds that the above system represents a codimension-3 point where three lines of codimension-2
bifurcations meet: subcritical Bogdanov–Takens bifurcation, supercritical Bogdanov–Takens bifurcation, and a generalized Hopf (a.k.a. Bautin) bifurcation.

Now, once we familiarized ourselves with different types of bifurcations, a natural question is: Which RG flows realize these bifurcations? Clearly, the simpler types, of lower codimension will be easier to find and, not surprisingly, the saddle-node bifurcation and the transcritical bifurcation will show up in many simple examples with one control parameter, as we shall see below. More interesting systems, however, with several parameters may exhibit more sophisticated bifurcations. It would be interesting to produce a list of RG flows that realize different types of bifurcations; in this work we only make a few initial steps in this direction.

3.2. Stability and unfolding

In our previous discussion we already came across the question of stability of the fixed points and RG flows, which is indeed a very important question that determines the fate of the system. In particular, we already saw the notion of structural stability which refers to the property of the RG flow (resp. bifurcation) to be immune to small perturbations. And, in case of bifurcations, it is related to the codimension.

For example, both transcritical bifurcation and the pitchfork bifurcation need multiple conditions to be satisfied. In other words, these are not codimension-1 bifurcations. Therefore, in one-parameter system such bifurcations can be found either if there is a certain symmetry of the system (that leads to structural stability) or these higher-codimension bifurcations are degenerate, in which case even arbitrarily small perturbations will change bifurcation diagram qualitatively. This is called unfolding of degenerate bifurcations.

Thus, a pitchfork bifurcation is not structurally stable and under a small perturbation breaks into a saddle-node bifurcation and an extra fixed point, as we saw in Fig. 18. Completing (3.7) by lower-degree terms gives the deformed equation \( \beta = x_0 + x_1\lambda + x_2\lambda^2 - \lambda^3 \), where the new parameters \( x_0 \) and \( x_2 \) are usually called the unfolding parameters. Values of these parameters determine the structure of the deformed bifurcation, which can be conveniently presented on a unfolding diagram.

For the pitchfork bifurcation, the unfolding diagram consists of the \((x_0, x_2)\) divided by the curves \( x_0 = 0 \) and \( x_0 = x_2^3/27 \). In the regions \( 0 < x_0 < x_2^3/27 \) and \( x_2^3/27 < x_0 < 0 \) one finds three saddle-node bifurcations, while for other values of the unfolding parameters there is only one. For \( x_0 = 0 \) the leading behavior of \( \beta(\lambda; x) \) coincides with (3.6) and so one finds transcritical bifurcation along this line, cf. Fig. 19. Specializing further to \( x_0 = x_2 = 0 \) gives the original pitchfork bifurcation.

Note, the other special case \( x_2 = 0 \) leads to the imperfect bifurcation (3.8), which was indeed introduced as a deformation (or, unfolding) of the pitchfork bifurcation with two parameters \((x_0, x_1)\). Depending on the values of these parameters, the system has

\[
3 \text{ fixed points when } x_1 > 0 \text{ and } x_0 \in \left[ -\frac{2}{3\sqrt{3}}(x_1)^{3/2}, +\frac{2}{3\sqrt{3}}(x_1)^{3/2} \right]
\] (3.13)

or one fixed point otherwise. As illustrated in Fig. 18, a saddle-node bifurcation takes place at \( x_0 = \pm \frac{2}{3\sqrt{3}}(x_1)^{3/2} \). Keeping \( x_1 > 0 \) fixed and changing the value of \( x_0 \), the system exhibits the phenomenon of hysteresis, i.e. an irreversible behavior as \( x_0 \) is ramped up and down. On the other hand, for \( x_1 < 0 \) the behavior is completely reversible and the system simply retraces its path.
Fig. 19. Partial unfolding of the pitchfork. Equivalently, a transcritical bifurcation with higher-order terms, $\beta = x\lambda - \lambda^2 - \lambda^3$.

Fig. 20. Higher-order terms stabilize the subcritical pitchfork and lead to hysteresis.

The starting point of any stability analysis is the linear stability analysis near each fixed point. It is determined by the Jacobian of $\beta$, i.e. the matrix of partial derivatives $\partial_i\beta_j$ with respect to $\lambda_i$:

$$J = \begin{pmatrix} \partial_1\beta_1 & \partial_2\beta_1 & \cdots \\ \partial_1\beta_2 & \partial_2\beta_2 & \cdots \\ \vdots & \vdots & \ddots \end{pmatrix} \quad (3.14)$$

Sometimes the Jacobian matrix is called the stability matrix. If real parts of eigenvalues of this matrix are all non-zero, then the fixed point in question is called hyperbolic. Since these eigenvalues are precisely the values of $d - \Delta_i$, cf. (2.14), we conclude that hyperbolic fixed points correspond to CFTs without marginal deformations. According to Hartman–Grobman theorem, the local phase portrait near such a fixed point is topologically equivalent to phase portrait of its linearized system,

$$\frac{d\tilde{\lambda}}{dt} = J \cdot \tilde{\lambda} \quad (3.15)$$

When some couplings are marginal at the fixed point, the Jacobian matrix has zero eigenvalues and, in the language of dynamical systems, we deal either with non-isolated fixed points (when the couplings are exactly marginal) or with higher order fixed points. In either case, the analysis of such fixed points requires extra care, cf. [2].

In unitary theories all conformal dimensions are real. And, since in this paper we are mainly interested in RG flows between unitary CFTs, we can safely assume throughout that the eigenvalues of the Jacobian matrix are all real. Then, continuing with the dictionary, we also learn that stability in the sense of dynamical systems means that a fixed point has no relevant deformations. Indeed, the fixed point is generally considered unstable if there are relevant operators which are...
singlets under global symmetries. Likewise, in dynamical systems, a fixed point is called stable if all eigenvalues of the Jacobian matrix are negative.

Note, that many bifurcations require the determinant of the Jacobian matrix to vanish at the bifurcation point \( x = x_{\text{crit}} \). Moreover, as \( x \) approaches \( x_{\text{crit}} \), the rate of vanishing is different for different types of bifurcations and, therefore, can be used as a “fingerprint” helping to identify the bifurcation in question. In Table 4 we summarize the order of the vanishing of \( \det(J) \) for different types of local bifurcations. For example, the Andronov–Hopf bifurcation occurs when a pair of complex conjugate eigenvalues crosses the imaginary axis, and so the determinant of the Jacobian matrix remains non-zero at the bifurcation point.

As a first simple application of this formalism, we can clarify and formalize an expectation from the early days of the subject that an irrelevant four-fermion operator should acquire large anomalous dimensions and cross through marginality exactly at the lower end of the conformal window (see e.g. [41–45]). For simplicity, let us assume that the lower end of the conformal window is described either by a saddle-node or transcritical bifurcation, an assumption that, on the one hand will be justified in many of the examples below and, on the other hand, easy to relax and generalize. Then, from the above discussion (cf. Table 4) it follows that:

**Theorem 3.1.** If the loss of conformality at the lower end of the conformal window is either due to annihilation of the IR stable fixed point with another fixed point (“merger and annihilation” scenario) or due to exchange of stability with another fixed point (so that the two fixed points “go through each other”), then at least one irrelevant operator should cross through marginality precisely at the transition point.

Now let us briefly discuss the role of the higher-order terms, which also affect stability. For example, in order to stabilize the subcritical pitchfork bifurcation one often uses fifth-order terms. This adds two saddle-node bifurcations to the pitchfork bifurcation:

\[
\dot{\lambda} = x \lambda + \lambda^3 - \lambda^5
\]  

(3.16)

Then, as \( x \) varies, one finds three regions, with one, five, and three fixed points, respectively, cf. Fig. 20. In particular, in the region \( x \in [-\frac{1}{2}, 0] \) the system exhibits the famous *hysteresis effect*: starting at a stable fixed point and, say, increasing \( x \), the fixed point becomes unstable causing the system to “jump” to the other branch at the same value of \( x \) upon an arbitrarily small perturbation. Then, decreasing \( x \), the system remains on the second branch, thus showing an irreversible behavior.

Another example illustrating the influence of higher-order terms is the following flow:

\[
\dot{\lambda}_1 = -\lambda_2 + x \lambda_1 (\lambda_1^2 + \lambda_2^2)
\]  

(3.17)
\[ \dot{\lambda}_2 = \lambda_1 + x\lambda_2(\lambda_1^2 + \lambda_2^2) \]

where the linear stability analysis leads to a wrong conclusion when \( x \neq 0 \): a center at \((\lambda_1, \lambda_2) = (0, 0)\) instead of a stable \((x < 0)\) or an unstable spiral \((x > 0)\). This is easy to see in polar coordinates \( \lambda_1 + i\lambda_2 = re^{i\theta} \), where the system is simply \( \dot{\theta} = 1 \) and \( \dot{r} = x r^3 \).

3.3. Application to the \( O(N) \) model

The standard lore\(^\text{18}\) says that the \( O(N) \) model in three dimensions undergoes a transition at some value of \( N \), usually called \( N_{\text{crit}} \), in which the Wilson–Fisher fixed point and the cubic fixed point exchange their stability properties. In the language of dynamical systems, it can be neatly summarized by saying that the RG flow has a transcritical bifurcation at \( N_{\text{crit}} \), modulo one small caveat... this type of behavior is not to be found in a system with only one parameter!

Indeed, as we now know, the transcritical bifurcation is not of codimension-1 and, as such, cannot occur in a one-parameter system unless there is a fine-tuning and, in addition, a symmetry (or a similar mechanism) protecting the fine-tuning from perturbations. Otherwise, an arbitrarily small perturbation will destabilize the transcritical bifurcation transforming it either into a pair of two independent saddle-node bifurcations or into two smoothly changing branches of fixed points without any bifurcation, as illustrated in Fig. 21. A string theorist might call these two ways of unfolding the transcritical bifurcation a resolution and deformation, respectively.

Another way to explain this phenomenon is to imagine that — as was often the case in sections 2 and 3 — we know the limiting behavior of the system for small values of \( N \) and for large \( N \), but need to determine what happens in the intermediate regime. This situation, illustrated in Fig. 22, is in fact a fairly accurate summary of numerical simulations and experimental measurements in the 3d \( O(N) \) model. There are three ways to complete the partial bifurcation diagram in Fig. 22, which are precisely the possibilities shown in Fig. 21. Two of these possibilities (namely, the two lower panels) represent generic behavior and do not require any fine

\(^{18}\) It goes back to [46]; see [47] for a nice review and comparative analysis.
tuning, whereas the third possibility (shown in the top panel) can be viewed as a special case of the lower panels where one has to arrange the two curves meet at a point. This is the reason why transcritical bifurcation has codimension 2 and is structurally unstable in a theory with one control parameter.

Nevertheless, there is a simple and instructive reason why it is the latter possibility (represented by the top panel in Fig. 21) which is realized in the 3d $O(N)$ model. First, since numerical evidence rather clearly shows that the Wilson–Fisher fixed point is stable for small $N$ and the cubic fixed point is stable for large $N$,

\begin{align}
N = 2: & \quad \det(J)|_{\text{Wilson–Fisher}} > 0, \quad \det(J)|_{\text{Cubic}} < 0 \\
N = 4: & \quad \det(J)|_{\text{Wilson–Fisher}} < 0, \quad \det(J)|_{\text{Cubic}} > 0
\end{align}

it immediately rules out the possibility (shown in the lower left panel of Fig. 21) that the transcritical bifurcation is “deformed” into two smoothly changing branches of fixed points without any bifurcation. Normally, i.e. in the absence of fine tuning and symmetries, this would be the end of the story, leaving us with only one option, illustrated in the lower right panel of Fig. 21.

However, in the 3d $O(N)$ model the story is a little more interesting because the Wilson–Fisher fixed point has $O(N)$ symmetry, whereas the cubic fixed point enjoys only a part of this symmetry given by the semi-direct product of the symmetric group $S_N$ with $(\mathbb{Z}_2)^N$. This is precisely the symmetry that, in the 3d $O(N)$ model, prevents the unfolding of the transcritical bifurcation, at least to all orders in perturbation theory.\footnote{It is a pleasure to thank I. Klebanov and V. Rychkov for useful discussions on this point.} In general, if the operator crossing through marginality in a transcritical bifurcation preserves the full symmetry of the system, then nothing prevents the “unfolding” shown in the lower panels of Fig. 21. This will be indeed the situation in some other examples, such as the higher-dimensional version of the $O(N)$ model or QED$_3$, where the transcritical bifurcation will show up again. However, if the marginality crossing involves an operator that breaks the symmetry of the stable fixed point, then it prevents the unfolding and protects the transcritical bifurcation. This is precisely what happens in the 3d $O(N)$ model, where the Wilson–Fisher fixed point and the cubic fixed point have different symmetries.

This behavior can be also verified directly, by examining the perturbative RG flow in the 3d $O(N)$ model. Namely, one can check that including the higher-loop terms does not affect the structure of the transcritical bifurcation:

\[
\dot{\lambda}_1 = (d - 4)\lambda_1 + \frac{9\lambda_1^2 + (N - 1)\lambda_2^2}{8\pi^2} - \frac{51\lambda_1^3 + 5(N - 1)\lambda_1\lambda_2^2 + 4(N - 1)\lambda_2^3}{64\pi^4} + \ldots
\]
Fig. 23. Different types of phase transitions e.g. in the $O(N)$ model correspond to very different characteristic behavior of the scaling dimension of a nearly marginal operator. One common feature, though, is that both the saddle-node (right) and the transcritical (left) bifurcations require this operator to become marginal at the transition point.

$$\dot{\lambda}_2 = (d - 4)\lambda_2 + \frac{6\lambda_1\lambda_2 + (N + 2)\lambda_2^2}{8\pi^2} - \frac{15\lambda_1^2\lambda_2 + 36\lambda_1\lambda_2^2 + 9(N - 1)\lambda_2^3}{64\pi^4} + \ldots \quad (3.19)$$

Written here is a 2-loop RG flow (see e.g. [48,49]) and one can verify that truncating it to 1-loop terms or, in the opposite direction, including 3-loop corrections, does not unfold the transcritical bifurcation where the cubic fixed point and the Wilson–Fisher fixed point exchange their stability properties.

Note, that all three bifurcation diagrams shown in Fig. 21 belong to the family

$$\dot{\lambda} = u + x\lambda - \lambda^2 \quad (3.20)$$

where we added the unfolding parameter $u$ to the normal form of the transcritical bifurcation (3.6). Here, $u > 0$ and $u < 0$ correspond to the two topologically distinct ways of unfolding the original transcritical bifurcation (3.6) which, in turn, corresponds to $u = 0$. In all of these cases, one can read off the scaling dimensions of the nearly marginal operators at the two fixed points of the RG flow equation (3.20):

$$\Delta - d \sim \pm \sqrt{4u + x^2} \quad (3.21)$$

In our applications, the control parameter $x = N - N_{\text{crit}}$. And, since (3.21) is supposed to describe scaling dimensions only in the vicinity of $N_{\text{crit}}$, we can focus only on the leading behavior, which turns out to be either square root (1.10), or quadratic (1.11), or linear (1.12), depending on whether $u < 0$, $u > 0$, or $u = 0$, respectively:

$$u < 0 : \quad \Delta - d \sim \sqrt{N - N_{\text{crit}}} \quad (3.22a)$$

$$u > 0 : \quad \Delta - \Delta_0 \sim (N - N_{\text{crit}})^2 \quad (3.22b)$$

$$u = 0 : \quad \Delta - d \sim N - N_{\text{crit}} \quad (3.22c)$$

We can summarize this by saying that the scaling dimension of a slightly irrelevant operator can be used as a diagnostic tool for each of the three types of behavior in Fig. 21. In other words, measuring $\Delta$ as a function of $N$ can unambiguously determine topology of the bifurcation diagram and, conversely, merely from topology of the bifurcation one can predict the shape of $\Delta(N)$ near the critical value $N_{\text{crit}}$.

Thus, in the ordinary 3d $O(N)$ model, the transcritical bifurcation at $N_{\text{crit}}$ implies that the scaling dimension of a slightly irrelevant operator crosses through marginality in a linear fashion, as illustrated in Fig. 23. We hope that measuring $\Delta(N) \sim \det(J)$ with sufficient level of precision can help to reconcile some of the discrepancies in various studies of the behavior of 3d $O(N)$
model near $N_{\text{crit}}$ and various attempts to determine this value precisely (which lead to results scattered around $N_{\text{crit}} \approx 3$).

For example, in earlier studies based on $\epsilon$-expansion it was found that the Wilson–Fisher fixed point is stable at $N = 3$, suggesting that $N_{\text{crit}} > 3$. Then, later studies based on careful resummation of the perturbative series [50,51] computed the eigenvalues of the Jacobian matrix at the Wilson–Fisher fixed point for $N = 3$ and concluded that $\det(J) < 0$, i.e. this fixed point is unstable at $N = 3$. On the other hand, a high precision Monte Carlo simulation [52] led to $\det(J) > 0$ for the same problem (Wilson–Fisher fixed point at $N = 3$), though the error bars on the smallest eigenvalue of $J$ were rather high, $d - \Delta = -0.0007(20)(9)$. (Here, the first error in parenthesis denotes the statistical uncertainty, while the second error is due to uncertainty of the critical coupling used in simulations.) Curiously, the results of Monte Carlo simulation [52] show a rather strong asymmetry for the behavior of $\det(J)$ above and below the critical regime. See [47] for further discussion and references therein.20

In general — meaning not only in the $O(N)$ model, but also in other examples — measuring one of the characteristic types of behavior (3.22) may require sufficiently high level of precision, especially since control parameters often take integer values, just like $N$ in the case of the $O(N)$ model. In some cases, however, recognizing different types of bifurcations may turn out to be extremely easy. For example, if the same fixed point remains stable throughout the entire neighborhood of $N_{\text{crit}}$, it is definitely a signature of (3.22b) illustrated in the lower left panel of Fig. 21. Or, it may happen that fixed points simply cease to exist for certain (integer) values of $N$; that would be a smoking gun for the behavior in the lower right of Fig. 21 and scaling dimensions (3.22a).

This latter possibility is, in fact, realized in a version of the $O(N)$ model analytically continued to $d = 6 - \epsilon$, which shows a huge “gap” between $N_{\text{crit}}^{(C)}$ and $N_{\text{crit}}^{(H)}$ where the higher-dimensional analogues of the cubic and the Heisenberg fixed points disappear in two independent bifurcations [53,54]:

\[
N_{\text{crit}}^{(C)} = 1038.266 - 609.840\epsilon - 364.173\epsilon^2 + O(\epsilon^3)
\]

\[
N_{\text{crit}}^{(H)} = 1021.45 + 0.03253\epsilon - 0.00163\epsilon^2 + O(\epsilon^3)
\]

Note, these two curves meet at $\epsilon \approx 1.04664$, which is not unexpected since the two saddle-node bifurcations at $N_{\text{crit}}^{(C)}$ and $N_{\text{crit}}^{(H)}$ must turn into a transcritical bifurcation in $d = 4$, i.e. at $\epsilon = 2$, where the “intermediate phase” must completely disappear. However, this also suggests that the higher-loop corrections, which are especially large in the case of $N_{\text{crit}}^{(C)}$, change the behavior of $N_{\text{crit}}^{(C)}(\epsilon)$ and $N_{\text{crit}}^{(H)}(\epsilon)$ in such a way that the two meet precisely at $\epsilon = 2$ or, equivalently, in $d = 4$:

\[
N_{\text{crit}}^{(C)}|_{\epsilon=2} = N_{\text{crit}}^{(H)}|_{\epsilon=2} = 4
\]

where we also used the fact that $N_{\text{crit}} = 4$ in $d = 4$ (or, rather, in $d = 4 - 0$). It would be interesting to test this prediction numerically or analytically.21

20 Note, that our sign conventions for the eigenvalues of the stability matrix (a.k.a. the Jacobian matrix) follow the standard conventions in dynamical systems. Some of the physics papers use the opposite sign conventions, motivated by the sign of the beta-function.

21 Note, this is yet another instance of the same principle we encounter over and over again, where alternative approaches provide information about the RG flow in two different limits or regimes, while methods of dynamical systems “fill in” the rest, at least qualitatively. In the present case, the standard perturbative techniques give us rather detailed
It is curious to note that similar intermediate phases appeared in analytical and numerical studies of gauge theories that will be our next subject, see e.g. [55] for a lattice study\textsuperscript{22} of compact QED\(_4\) or [56,57] for functional RG and \(\epsilon\)-expansion in non-compact QED\(_3\). In particular, the latter proposed that chiral symmetry breaking in non-compact QED\(_3\) is separated from conformal phase transition by a new intermediate phase characterized by a Lorentz-breaking vector condensate \(\langle \overline{\Psi} \gamma_\mu \Psi \rangle \neq 0\) (with \(\langle \overline{\Psi} \Psi \rangle = 0\)). On the other hand, in compact QED\(_4\), four-fermion interactions — which will be the main subject of the following discussion — separate the line of second-order chiral symmetry breaking phase transition from a first-order confinement–deconfinement phase transition controlled by monopole condensation (where the monopole concentration \(\langle M \rangle\) jumps discontinuously).

4. Application to QED\(_3\)

During the past 30 years, three-dimensional parity-invariant quantum electrodynamics (QED\(_3\)) received a lot of attention for its numerous applications in modern condensed matter physics and its similarities to four-dimensional QCD-like theories.

There are several closely related versions of this theory, and we shall primarily focus on the so-called non-compact QED\(_3\), which has no monopoles\textsuperscript{23} and \(N_f\) four-component charged massless spinors, \(\Psi\) and \(\overline{\Psi}\), acted upon by the usual \(4 \times 4\) Dirac matrices \(\gamma_\mu\), \(\mu = 0, 1, 2\). Although in three dimensions such spinor representations are reducible, this formulation has some advantages: it preserves parity and is convenient for extrapolating to four dimensions. In terms of irreducible complex two-component fermions, the total number of flavors is \(2N_f\) and the flavor (“chiral”) symmetry is \(SU(2N_f)\); it combines the obvious \(SU(N_f)\) symmetry of 4-component fermions with rotations in the space of irreducible subcomponents of the Dirac spinors. The latter is generated by \(1, \gamma_3, \gamma_5\), and \(i\gamma_3\gamma_5\), resulting in a global \(U(2)\) symmetry for each four-component spinor.

The Lagrangian of massless QED\(_3\) that preserves parity and the \(SU(2N_f)\) flavor/chiral symmetry simply consists of the (gauge covariant) kinetic terms for the gauge field and for the fermions. Since the gauge coupling \(e^2\) has mass dimension one, it sets the scale analogous to \(\Lambda_{QCD}\) in four dimensions, above which QED\(_3\) is weakly-interacting. As a result, the theory is asymptotically free for very simple dimensional reasons. For sufficiently large \(N_f\), the screening of fermion fluctuations keeps the coupling small, so that the theory remains in the disordered massless phase and has a non-trivial IR stable fixed point. Starting with the early analysis of Schwinger–Dyson equations [43,60], the theory is believed to exhibit logarithmic confinement of electric charges and chiral symmetry breaking when the number of fermion flavors \(N_f\) becomes smaller than some critical value \(N_{f\text{crit}}\). If the fermions acquire dynamical mass the \(SU(2N_f)\) symmetry is broken spontaneously to \(SU(N_f) \times SU(N_f) \times U(1)\):

\[
SU(2N_f) \rightarrow SU(N_f) \times SU(N_f) \times U(1)
\]  

\[\text{(4.1)}\]

\textsuperscript{22} One puzzling aspect of the study in [55] is that it finds critical exponents of the chiral phase transition far from mean field theory values.

\textsuperscript{23} Sometimes this version of QED\(_3\) is presented as a theory with non-compact gauge group \(G = \mathbb{R}\), see e.g. [58]. The monopole dynamics in the compact and non-compact versions may be different at small values of \(N_f\). Some lattice simulations suggest that, for \(N_f > 1\), monopole dynamics does not affect confining properties of the theory, see e.g. [59].
and $2N_f^2$ Goldstone bosons appear in the particle spectrum. In practice, e.g. in numerical simulations, one often studies whether non-zero chiral condensate is generated by introducing bare fermion mass $m \neq 0$ (which is known to generate $\langle \overline{\Psi}\Psi \rangle \neq 0$) and then taking the limit $m \to 0$, see e.g. [61]. Therefore, in our study of massless QED$_3$ it will be convenient to embed it in a larger family of theories,

$$\mathcal{L} = -\frac{1}{4e^2} F_{\mu\nu} F^{\mu\nu} + \sum_{a=1}^{N_f} \overline{\psi}_a (i\gamma^\mu D_\mu - m) \psi^a + \mathcal{L}_{4\text{-fermi}}$$

(4.2)

which includes a bare mass term and irrelevant four-fermion self-interactions

$$\mathcal{L}_{4\text{-fermi}} = \frac{g}{N_f} (\overline{\psi}_a \psi^a)^2 + \frac{g'}{N_f} (\overline{\psi}_a \gamma_\mu \gamma_5 \psi^a)^2$$

$$+ \frac{\lambda}{N_f} (\overline{\psi}_a \gamma_5 \psi^a)^2 + \frac{\lambda'}{N_f} (\overline{\psi}_a \gamma_\mu \psi^a)^2$$

(4.3)

As the reader may anticipate from the general theme of this paper, the four-fermion interaction will become relevant at some point, literally and figuratively.

The extra terms which we added to the massless QED$_3$ Lagrangian can be generated dynamically and, if so, can break some part of the symmetry. In general, there are two possible mass terms: $m \overline{\Psi}\Psi = m (\overline{\psi}_a \psi^a - \overline{\psi}_{a+N_f} \psi^{a+N_f})$ and $\tilde{m} \overline{\Psi}\gamma_5 \Psi = \tilde{m} \overline{\psi}_i \psi^i$. In particular, writing these mass terms in terms of complex two-component fermions $\psi_i$, $i = 1, \ldots, 2N_f$, makes it clear that the first mass term preserves parity and corresponds to a symmetry breaking pattern (4.1), whereas the second one preserves $SU(2N_f)$ but breaks parity and time-reversal symmetry.

Likewise, the four-fermion interactions that preserve $SU(2N_f)$ flavor symmetry and the discrete $C$, $P$, and $T$ symmetries have been completely classified, see e.g. [56,62]. In the flavor-singlet channel, the space of such couplings is two-dimensional, and the last two terms in (4.3) could be chosen as its basis (with all other choices related to it via linear transformations and Fierz identities). Note, these two 4-fermion operators preserve the same symmetries as $F_{\mu\nu} F^{\mu\nu}$ and, therefore, they all can mix together. As one can anticipate from section 3, mixing between these operators will play an important role below in unfolding the bifurcation at $N_f^{\text{crit}}$. Relaxing the symmetry to $SU(N_f) \times SU(N_f) \times U(1)$, the space of 4-fermion interactions becomes four-dimensional, spanned by the linear combinations of the four terms in (4.3).

In various special limits the above Lagrangian (4.2) reduces to other interesting theories. For example, the special case of $e = 0$ and $g' = \lambda = \lambda' = 0$ gives the Gross–Neveu model (where a runaway flow for $g$ can be interpreted as dynamical mass generation, $m \sim \langle \overline{\Psi}\Psi \rangle$, see e.g. [62]). Another special limit, $e = 0$ and $g = g' = \lambda = 0$, gives the Thirring model.

While in the case of the $O(N)$ model that we discussed in the previous section the debate is whether $N_f^{\text{crit}} < 3$ or $N_f^{\text{crit}} > 3$, in the case of QED$_3$ a lot of attention is centered around $N_f = 2$ and how $N_f^{\text{crit}}$ is positioned relative to it. The reason, in part, comes from applications to layered

---

24 On a lattice, only a subgroup $SU(N_f) \times SU(N_f) \subset SU(2N_f)$ of the chiral/flavor symmetry is manifest, which is further broken to $SU(N_f)$ either explicitly by $m \neq 0$ or spontaneously by the chiral condensate $\langle \overline{\Psi}\Psi \rangle \neq 0$.

25 Following the standard practice, we assume the summation over the repeated flavor index $a = 1, \ldots, N_f$.

26 Other fermion bilinears involving $\gamma_5$ and $\gamma_5$ are $SU(2N_f)$ equivalent to these two.

27 The four-fermion interaction proportional to $\lambda$ is also similar to the interaction in the Gross–Neveu model; in fact, it becomes identical to the Gross–Neveu interaction when written in terms of two-component spinors.
condensed matter systems, such as high-$T_c$ cuprate superconductors, surface states of topological insulators [63], or the unconventional quantum Hall effect in graphene [64]. For example, QED$_3$ was proposed to describe the effective theory for the underdoped and non-superconducting phase of high-$T_c$ superconducting cuprate compounds [65,66], where the low-energy gapless quasiparticle excitations at the four nodes on the Fermi surface compose $N_f = 2$ four-component Dirac spinors of QED$_3$. And, if $N_f^{\text{crit}} < 2$ in QED$_3$, then the superconducting phase in these CuO$_2$ layers is separated from the antiferromagnetic phase by an unconventional non-Fermi-liquid phase ("pseudogap phase") whose properties differ from those of the standard Fermi liquid due to non-perturbative anomalous dimensions of the fermions. On the other hand, if $N_f^{\text{crit}} > 2$, then QED$_3$ predicts a direct phase transition at some non-zero doping (and $T = 0$) from the $d$-wave superconducting phase to the antiferromagnetic phase, where the chiral condensate of QED$_3$ plays the role of an order parameter for spin density waves.

Therefore, determining the numerical value of $N_f^{\text{crit}}$ is an important problem, for both practical and theoretical reasons. Even though it has been the subject of active research in the past 30 years, we still do not know what this value is. Basically, a reader can think of any number between 1 and 10, and there is a good chance this number will appear as one of the proposed estimates for $N_f^{\text{crit}}$ within 10% accuracy, see Table 5. For all we know, $N_f^{\text{crit}}$ may even be zero, meaning that QED$_3$ flows to a conformal IR fixed point for all values of $N_f$ and the chiral symmetry breaking (4.1) does not happen at all [67].

Adding to the controversy, there is a wide range of opinions about what actually happens at $N_f^{\text{crit}}$. For example, some lattice simulations [69] suggest a relatively smooth second order phase transition. Further support for this conclusion comes from the study of 3d Thirring model [80], which has the same global chiral/flavor symmetries and is expected to have $\chi$SB phase transition in the same universality class. On the other hand, some analytical calculations predict that as $N_f$ approaches $N_f^{\text{crit}}$ the theory undergoes a conformal phase transition [81–83], which is a generalization of the infinite order Berezinskii–Kosterlitz–Thouless transition in two dimensions. Alternatively, it has been suggested that (in the compact version of QED$_3$) the transition is due to monopole operators reaching the unitarity bound [84]. Yet another proposal [56] is that a chiral symmetry breaking transition is separate from the conformal phase transition which, in turn, is

---

**Table 5**

| $N_f^{\text{crit}}$ | Method | Year and Reference |
|---------------------|--------|--------------------|
| $\leq \frac{3}{7}$ | thermal free energy | 1999 [44,68] |
| 1.5                 | lattice simulations | 2008 [69] |
| $\leq 2$            | one-loop $\epsilon$-expansion | 2015 [58] |
| $\leq 2$            | Hybrid Monte Carlo | 2002 [61,70,71] |
| 2.16                | divergence of the chiral susceptibility | 2002 [72] |
| 2.85                | $1/N_f$ expansion | 2016 [73] |
| 2.89                | $\epsilon$-expansion | 2016 [74] |
| $\frac{32}{\pi^2} \approx 3.24$ | Schwinger–Dyson equations | 1984–88 [43,60] |
| $\leq 4$            | F-theorem | 2015 [75] |
| 4                    | covariant solutions for propagators | 2004 [76] |
| 4.3                 | Schwinger–Dyson equations | 1996–97 [77,78] |
| 6                    | perturbative RG in the large-$N_f$ limit | 2004 [62] |
| $5.1 \ldots 6.6$    | comparison to the Thirring model | 2007–12 [79,80] |
| $4 \approx N_f^{\chi \text{SB}} \leq N_f^{\text{conf}} \leq 10$ | functional RG | 2014 [56] |
due to annihilation of the IR stable fixed point and another fixed point where the four-fermion interaction of the Thirring model is turned on.

Our goal is to examine the problem from the vantage point of bifurcation theory. Consider, for example, one-loop RG flow equations from [62] that describe massless QED$_3$ with large $N_f$ (and $m = 0$):

\[
\frac{d e^2}{d \ln l} = e^2 - N_f e^4 + \ldots
\]
\[
\frac{d g}{d \ln l} = -g - g^2 + 4e^2 g + 18e^2 g' + \ldots
\]
\[
\frac{d g'}{d \ln l} = -g' + g'^2 + \frac{2}{3}e^2 g + \ldots
\]
\[
\frac{d \lambda}{d \ln l} = -\lambda - \lambda^2 + 4e^2 \lambda + 18e^2 \lambda' + 9N_f e^4 + \ldots
\]
\[
\frac{d \lambda'}{d \ln l} = -\lambda' + \lambda'^2 + \frac{2}{3}e^2 \lambda + \ldots
\]

(4.4)

where all couplings have been redefined to produce dimensionless quantities, e.g. in the case of gauge coupling $\frac{2\pi^2}{3\lambda^2} \rightarrow e^2$, similarly $\frac{4g\lambda}{\pi^2} \rightarrow g$, etc. Since to the leading order the $\beta$-function for the gauge coupling does not depend on the 4-fermion interactions, all fixed points have $e^2 = 0$ or $e^2 = \frac{1}{N_f}$. The former leads to the Gaussian UV fixed point (all 4-fermion interactions are zero), to the Gross–Neveu model ($g \neq 0$), to the Thirring model ($\lambda' \neq 0$), and to their various hybrids and generalizations. On the other hand, the non-trivial value of the gauge coupling $e^2 = \frac{1}{N_f}$ leads to interacting CFT in the conformal window $N_f \geq N_f^\text{crit}$.

Moreover, as emphasized in [62], to the one-loop order, the RG flow equations for the 4-fermion interactions (4.4) split into two pairs, in both of which $e^2 = \frac{1}{N_f}$ can be treated as a parameter. Using a simple change of variables $e^2 = \frac{1}{N_f} = \frac{1+x}{6}$, $g = \frac{3}{2}\lambda_1 - \frac{3}{2}\lambda_2$ and $g' = \frac{1}{6}\lambda_1 + \frac{1}{2}\lambda_2$, the first pair of the beta-function equations for the symmetry-breaking interactions can be conveniently written as

\[
\dot{\lambda}_1 = x\lambda_1 - \frac{13}{12}\lambda_1^2 - \frac{3}{4}\lambda_2^2 + \frac{5}{2}\lambda_1\lambda_2 + \ldots
\]
\[
\dot{\lambda}_2 = -\frac{4+x}{9}\lambda_2 - \frac{2x}{9}\lambda_1 + \frac{41}{108}\lambda_1^2 + \frac{5}{12}\lambda_2^2 - \frac{13}{18}\lambda_1\lambda_2 + \ldots
\]

(4.5)

In the range of definition of $x \in (-1, +\infty)$, the linear stability analysis gives only one critical value, $x_{\text{crit}} = 0$, near which the anomalous dimension of $\lambda_2$ remains finite, whereas the RG flow equation for $\lambda_1$ exhibits a transcritical bifurcation, cf. (3.6). At this critical value of $x$, the fixed point with no 4-fermion interactions interchanges its stability properties with the gauged Gross–Neveu fixed point at $(\lambda_1, \lambda_2) \cong \left(\frac{12x}{13}, -\frac{2x^2}{13(4+x)}\right)$. Even though the above leading order RG flow equations indicate otherwise, [62] talks about annihilation of these two fixed points at $x_{\text{crit}}$, see also [74].

Curiously, while this conclusion was not fully justified by the approximation used in [62], it is actually consistent with our approach based on bifurcation theory. Indeed, as we learned earlier, transcritical bifurcations never stay in the exact theory with a single parameter (unless there are symmetries protecting them), and in our present context of QED$_3$ higher-loop corrections and strong coupling effects will “unfold” the transcritical bifurcation either as in Fig. 19 or as in
Fig. 21. Both the higher-order effects (as in Fig. 19) and the unfolding with $u < 0$ (as in (3.22a) illustrated in the lower right of Fig. 21) are signaled by a characteristic square-root approach to marginality,

$$\Delta - d \sim \sqrt{N_f - N_f^{\text{crit}}}$$  \hspace{1cm} (4.6)

instead of a linear behavior $\Delta - d \sim (N_f - N_f^{\text{crit}})$, cf. Fig. 23. On the other hand, if the unfolding parameter ends up with a different sign, namely $u > 0$ in the notations of (3.22b), also illustrated in the lower left of Fig. 21, then the scaling dimensions of nearly marginal operators should exhibit quadratic behavior (with $\Delta_0 > d$):

$$\Delta - \Delta_0 \sim \left(N_f - N_f^{\text{crit}}\right)^2$$  \hspace{1cm} (4.7)

which is probably less familiar among the three options in (3.22). Indeed, such corrections (that lead to unfolding) already show up at the leading order in the second pair of 4-fermion beta-functions (4.4). In particular, the term $9N_f e^4$ has the effect of unfolding the transcritical bifurcation in the space of chiral symmetry preserving couplings $\lambda$ and $\lambda'$, which otherwise are identical to the RG flow equations for $g$ and $g'$. And, it was stressed already in [62] that, to the next order in the $1/N_f$ expansion, the $\beta$-functions for the 4-fermion interactions mix all of the couplings, so the terms leading to unfolding of the transcritical bifurcation are indeed generated.

It is also instructive to point out that $e^2$, which plays the role of the control parameter in the four last equations of (4.4), affects only lower-order terms. In particular, it affects the structure of the fixed point set in each pair of couplings, but not the exit set $L \supseteq I$, which in both cases is determined by the 3-point functions. We already encountered such two-coupling systems several times in section 2 and from the previous computations summarized in Table 3 we know that the homological Conley index is trivial,

$$CH_e(S) = 0$$  \hspace{1cm} (4.8)

The RG flows which realize this must have an even number of fixed points (if the fixed points are isolated) that can be organized in pairs of fixed points with index (1.3) equal to $\mu$ and $\mu + 1$, cf. examples in Fig. 6 and in Fig. 7. This agrees with the structure of the phase portraits shown in [62].

Similarly, we can perform a “bifurcation diagnostics” on RG flows obtained by other methods. For instance, a recent work [58] studied one-loop $\beta$-functions and anomalous dimensions in QED$_3$ using the $\epsilon$-expansion. If one is to hope that the quantitative estimate for $N_f^{\text{crit}}$ produced in this analysis is reasonable, certainly the qualitative features of the analysis must be reliable too. However, the latter imply that the transition at $N_f^{\text{crit}}$ is a transcritical bifurcation. Indeed, the RG flow equation for the gauge coupling in [58] is essentially identical to the first equation in (4.4). Although the authors of [58] do not write the $\beta$-function for the 4-fermion couplings

$$O_1 = \left(\sum_{a=1}^{N_f} \Psi_a \gamma^\mu \Psi^a\right)^2, \quad O_2 = 6 \left(\sum_{a=1}^{N_f} \Psi_a \gamma^\mu \gamma^\nu \Psi^a\right)^2$$  \hspace{1cm} (4.9)

they compute the matrix of anomalous dimensions at the fixed point with $e^2 \neq 0$ and $\lambda_1 = \lambda_2 = 0$. By adding the classical contributions, one finds the eigenvalues of the stability matrix at the conformal IR fixed point:
\[ d - \Delta_{4\text{-fermi}} = -\frac{1}{2N_f} \left( 4N_f + 1 \pm 2\sqrt{N_f^2 + N_f + 25} \right) \]  

(4.10)

In particular, as noted in [58], one eigenvalue crosses through marginality at certain value \( N_f^{\text{crit}} = -\frac{1 + \sqrt{299}}{6} \approx 2.71 \). The quantitative estimate for \( N_f^{\text{crit}} \) is not as important as the qualitative fact that the crossing is linear in \( N_f \), cf. Fig. 23 (left):

\[ d - \Delta_{4\text{-fermi}} \approx 0.54 \left( N_f^{\text{crit}} - N_f \right) \]  

(4.11)

This implies that the transition is described by a transcritical bifurcation,\(^\text{28}\) not the saddle-node bifurcation (a.k.a. fixed point merger / annihilation)! Again, just like in our earlier discussion, we conclude that this leading order analysis must be \textit{qualitatively} modified at strong coupling, thereby transforming — or, to use proper terminology, “unfolding” — the transcritical bifurcation at \( N_f^{\text{crit}} \), as illustrated in the lower panels of Fig. 21, and transforming the linear behavior (4.11) into a “square root law” (4.6) or perhaps even into a more surprising “quadratic behavior” (4.7).

The scenario where QED\(_3\) fixed point annihilates with another fixed point (QED\(_3^k\)) in a merger was advocated in several recent papers, \textit{e.g.} in [75] using F-theorem combined with the \( \epsilon \)-expansion and in [74] using another variant of the \( \epsilon \)-expansion approach. In fact, one of these studies, namely [75], points out that it cannot distinguish between what we call the saddle-node and the transcritical bifurcation, and poses this as a question. Here we propose an answer based on bifurcation theory and argue that in QED\(_3\) the saddle-node bifurcation always prevails over the transcritical bifurcation.

In order to gain further insight into unfolding of the transcritical bifurcation in QED\(_3\), it is natural to explore a larger class of theories. Since until so far we restricted our attention to theories with \( N_f \) 4-component Dirac fermions, one such generalization is to allow an arbitrary number, \( N_f^{(2)} \), of 2-component Dirac fermions. Another generalization is to introduce a level-\( k \) Chern–Simons term for the gauge field which, in effect, introduces another control parameter. These two generalizations are closely related; when \( N_f^{(2)} \) is odd, the “parity” anomaly [85] requires the Chern–Simons coupling to be non-zero, which in general has to satisfy

\[ k - \frac{N_f^{(2)}}{2} \in \mathbb{Z} \]  

(4.12)

Yet another generalization and another control parameter could be introduced by considering theories with \( U(N_c) \) or \( SU(N_c) \) gauge groups, \textit{i.e.} variants of QCD\(_3\) instead of QED\(_3\). For simplicity, here we discuss only abelian theories.

A generalization of QED\(_3\) with a level-\( k \) Chern–Simons term and an arbitrary number of 2-component fermions recently received a lot of attention, in part due to proposed infra-red CFTs at small values of \( N_f^{(2)} \) [86–88] and dualities between them [89–92]. Note, the existence of IR fixed points at small number of fermion flavors does not necessarily contradict a conformal phase transition at higher values of \( N_f^{(2)} \); in recent work [93] it was attributed to the fact that theories with small values of \( N_f^{(2)} \) have fewer 4-fermion interaction channels and, therefore, less “room” for breaking conformal symmetry in the IR.

\(^{28}\) From Table 4 we know that such behavior can be also characteristic of a pitchfork bifurcation. However, the latter requires cubic \( \beta \)-functions, whereas the discussion here and in [58] is only at the level of quadratic terms. So, it can not be a pitchfork bifurcation.
From the bifurcation theory perspective, the infra-red CFTs at small values of $N_f^{(2)}$ could be on the same branch of fixed points as the family of weakly coupled CFTs at large $N_f^{(2)}$ (see the lower left panel of Fig. 21), or they could be on two different branches of fixed points separated by a “gap” (as in the lower right panel of Fig. 21). These two ways of unfolding the transcritical bifurcation correspond to two characteristic types of behavior of scaling dimensions and, with sufficient level of precision, can be tested either numerically or experimentally. Namely, the second option can be tested by fitting scaling dimensions to the curve (4.6); plus, an integer value of $N_f^{(2)}$ might fall into the “gap”. And, in the first option, the scaling dimensions of nearly marginal operators should exhibit the quadratic behavior (4.7) near $N_{f,\text{crit}}^{(2)}$:

$$|\Delta - d| \sim \delta + \left( N_f^{(2)} - N_{f,\text{crit}}^{(2)} \right)^2$$

(4.13)

with $\delta > 0$. Indeed, since larger values of $|k|$ tend to increase scaling dimensions (see e.g. [94] for a clear illustration), it is conceivable that conformality is never lost for $|k| > 0$ and any number of fermion flavors simply because none of the 4-fermi operators crosses through marginality when $|k| > 0$. In that case, asking for the critical number of flavors is not even the right question and one should instead focus on the behavior of scaling dimensions.29

One can also use the conjectured dualities to find the scaling dimensions $\Delta$ of the 4-fermion interactions for various values of $k$ and $N_f^{(2)}$. For example, a version of QFD$_3$ with the smallest non-trivial $N_f^{(2)}$ — sometimes called $U(1)_{-1/2}$ theory or, counting 4-component fermions as in the above discussion, “QED$_3$ with $N_f = \frac{1}{2}$” [93] — has been conjectured to be IR-dual to the critical boson (a.k.a. the $O(2)$ Wilson–Fisher fixed point). If this duality maps “$|\phi|^4$” operator of the bosonic theory to the scalar operator “$(\overline{\psi}\psi)^2$” in the fermionic theory, then the latter should have the scaling dimension $\Delta \approx 3.8$ when $k = -\frac{1}{2}$ and $N_f^{(2)} = 1$. Gradually increasing complexity, the next theory with $N_f^{(2)} = 2$ and $k = -1$ is also conformal; not only it preserves chiral symmetry, it was conjectured that chiral flavor symmetry of this theory is actually enhanced in the IR to the $SU(2) \times SU(2) = Spin(4)$ symmetry, see e.g. [90,92]. While at present $\Delta((\overline{\psi}\psi)^2)$ is not known in this theory, the enhanced quantum symmetry can impose tight constraints on its value in the conformal bootstrap approach as well as in other methods. Assuming this self-dual theory is precisely at the critical value $N_{f,\text{crit}}^{(2)} = 2$ where the curve (3.21) has a turning point, it is tempting to propose the following bifurcation-inspired fit for the scaling dimensions:

$$\Delta^{4-\text{fermi}} - d \approx \frac{1}{N_f^{(2)}} \sqrt{4u + \left( N_f^{(2)} - N_{f,\text{crit}}^{(2)} \right)^2}$$

(4.14)

where $u$ is some constant (presumably, $u \sim |k|^2$ + const). This fit would approximate the behavior of scaling dimensions at small $N_f^{(2)}$ and also at large $N_f^{(2)}$, where $\Delta^{4-\text{fermi}} \simeq 4$. Note, however, that even and odd values of $N_f^{(2)}$ possibly belong to two different families; in particular, the former makes sense with $k = 0$, while the latter requires $k \neq 0$.

As a generalization in a different direction, it would be interesting to apply the techniques of bifurcation theory and the Conley index theory to close cousins of QED$_3$, e.g. to a version with $N_f$ complex scalar fields charged under $U(1)$ gauge group. This system, also known as the

29 In the approach based on Schwinger–Dyson equations, this may be similar to the scenario in [95].
non-compact \( \mathbb{CP}^{N_f-1} \) model, exhibits a marginality crossing that may describe \cite{96} the quantum phase transition between Néel antiferromagnet and valence bond solid (VBS). In the future work we hope to explore phases of this system with the methods of dynamical systems.

5. Application to QCD\(_4\)

As we come to one of our most interesting examples, the four-dimensional quantum chromodynamics (QCD\(_4\)), we encounter a new feature: this theory has two control parameters, namely the number of colors \( N_c \) and the number of flavors \( N_f \).

Therefore, codimension-2 bifurcations that in our previous examples could not exist without fine tuning and a symmetry protecting it, in QCD\(_4\) can be generic and require neither fine tuning nor additional symmetries. Moreover, codimension-1 bifurcations will now appear along lines in the two-dimensional plane of \( N_c \) and \( N_f \), where the full structure of RG flows and bifurcations can be much richer than in one-parameter flows. In particular, mutual intersections of such lines of codimension-1 bifurcations will result in more interesting codimension-2 bifurcations, etc. In order to map out the geography of the \((N_c, N_f)\)-plane, it is often convenient consider varying \( N_f \) for a fixed number of colors \( N_c \). Equivalently, one can vary the ratio

\[
x = \frac{N_f}{N_c}
\]  

(5.1)

which is particularly useful in the large color and flavor (Veneziano) limit.

Another interesting feature of QCD\(_4\) is that the upper end of the conformal window occurs at a finite value of \( N_f \). In particular, in the Veneziano limit, the conformal window looks like

\[
N^\text{crit}_f(N_c) < N_f < \frac{11}{2} N_c
\]  

(5.2)

or, equivalently, \( x_{\text{crit}} < x < \frac{11}{2} \). This is easy to see already from the perturbative beta-function. In \( SU(N_c) \) gauge theory with \( N_f \) quarks in the fundamental representation, \( \text{supersymmetry}, \) the two-loop beta-function for the gauge coupling \( \alpha = \frac{g^2}{(4\pi)^2} \) has the form

\[
\beta_\alpha = \gamma \alpha - b_1 \alpha^2 - b_2 \alpha^3 + \ldots
\]  

(5.3)

where

\[
\gamma = 0
\]

\[
b_1 = \frac{2N_c}{3} (11 - 2x)
\]  

(5.4)

\[
b_2 = \frac{2N_c^2}{3} \left( 34 - 13x + \frac{3x}{N_c^2} \right)
\]

expressed in terms of \( N_c \) and \( x \) (instead of \( N_c \) and \( N_f \)) in order to facilitate applications to the Veneziano limit as well as to finite values of \( N_c \). Clearly, \( \alpha = 0 \) is one of the zeros of the beta-function and corresponds to a free UV fixed point when \( b_1 > 0 \). In this regime, the theory is asymptotically free and exhibits confining QCD-like behavior when \( b_2 > 0 \). On the other

---

\( ^{30} \) Versions of the problem with other gauge groups and representations are also interesting, see e.g. [97–99] for lattice studies of the theory with quarks in symmetric representations.
hand, for $b_2 < 0$, the RG flow described by this perturbative beta-function also has an interacting infra-red (Caswell–Banks–Zaks) fixed point [100,101] at

$$\alpha_* = \frac{b_1}{b_2} = \frac{1}{N_c} \cdot \frac{11 - 2x}{13x - 34 - \frac{3x}{N_c}}$$  \hspace{1cm} (5.5)$$

This fixed point is weakly coupled near the upper edge of the conformal window and, if (5.5) were also valid at strong coupling, the transition from conformal to confining behavior would take place where the 2-loop coefficient $b_2(x)$ changed sign, i.e. around $x \simeq 2.6$ (for $N_c \geq 10$). Unfortunately, $\alpha_*(x)$ has a pole there, indicating that the phase transition at the lower edge of the conformal window is a more interesting strongly-coupled phenomenon.\textsuperscript{31}

The phase transition at the lower edge of the conformal window in QCD\textsubscript{4} has been the subject of many analytical and lattice studies, which lead to a variety of different predictions for the value of $N_{f}^{\text{crit}}$ and the nature of the phase transition. For example, the study of Schwinger–Dyson equations with rainbow (ladder) resummations [45,82,103–105] suggests that QCD\textsubscript{4} is in a hadronic phase (exhibiting confinement and chiral symmetry breaking) below

$$N_{f}^{\text{crit}} = N_c \left( \frac{100N_c^2 - 66}{25N_c^2 - 15} \right)$$  \hspace{1cm} (5.7)$$

where the order parameter (the dynamical fermion mass) vanishes continuously as $N_f \to N_{f}^{\text{crit}}$ from below and the gauge constant “walks” (rather than “runs”). The IR spectrum of this hadronic phase is characterized by massless bosonic excitations, the Nambu–Goldstone bosons associated with the chiral symmetry breaking

$$SU(N_f)_L \times SU(N_f)_R \to SU(N_f)_V$$  \hspace{1cm} (5.8)$$

Moreover, both the functional RG approach [106] and the holographic models [107,108] for QCD\textsubscript{4} in the Veneziano limit (called V-QCD) indicate that the conformal phase at zero temper-

\textsuperscript{31} Note, a qualitative feature of the perturbative result (5.5) is that the anomalous dimension of the scalar glueball operator $\text{Tr}(F_{\mu\nu}^2)$, i.e. the derivative of the beta-function $\beta_\alpha$ at the IR fixed point, diverges as $N_f$ approaches the critical value from above:

$$\beta_\alpha' |_{\alpha = \alpha_*} \to \infty \quad \text{as} \quad N_f - N_{f}^{\text{crit}} \to 0^+,$$  \hspace{1cm} (5.6)$$

a behavior also claimed by a recent lattice study [102].
nature is continuously connected to the chirally symmetric quark–gluon plasma (QGP) phase at high temperature, as illustrated in Fig. 24. While this general picture is in agreement with most lattice simulation (see e.g. [109] for a review), the nature of the phase transition at $N_f^{\text{crit}}$ and the precise value of $N_f^{\text{crit}}$ are much less certain (Table 6).

For example, Pisarski–Wilczek scenario [110] as well as the jumping scenario [111] might suggest a first order phase transition. Another possibility could be an infinite order BKT-like phase transition characterized by the exponential Miransky scaling for the dynamical fermion mass ($N_f \leq N_f^{\text{crit}}$) [82]:

$$m_{\text{dyn}} \sim \Lambda e^{-\frac{c}{\sqrt{N_f^{\text{crit}}}-N_f}}$$

(5.9)

It has also been argued [106,112] that QCD$_4$ is a multi-scale theory when approaching the conformal window from below. One popular scenario [37,39] is that the IR stable fixed point in the conformal window of QCD$_4$ annihilates with another fixed point at $N_f^{\text{crit}}$ via what we now can call a saddle-node bifurcation. We also know from Theorem 3.1 that this behavior requires an irrelevant operator to cross through marginality at $N_f^{\text{crit}}$, precisely as anticipated e.g. in [45, 104,105], so that the instability at the phase transition is triggered by a 4-fermion interaction. Specifically, for the saddle-node bifurcation, cf. (4.6):

$$A_{4-\text{fermi}} - d \sim \sqrt{N_f - N_f^{\text{crit}}}$$

(5.10)

and this scenario has also been used in [40] to give further evidence for the Miransky scaling (5.9). (Note that, contrary to (5.6), in this scenario $\beta'_g$ remains finite as $N_f$ approaches the lower end of the conformal window.)

Anticipating one of the four-fermion operators to cross marginality at $N_f^{\text{crit}}$, it is natural to consider the Lagrangian for the $SU(N_c)$ gauge theory with $N_f$ flavors of massless Dirac fermions in the fundamental representation ($j = 1, \ldots, N_f$):

$$\mathcal{L} = -\frac{1}{4g^2} \text{Tr} F_{\mu\nu} F^{\mu\nu} + i \overline{\psi} j \Psi \psi + \mathcal{L}_{4-\text{fermi}}$$

(5.11)

deformed by the fermion self-interaction terms:

$$\mathcal{L}_{4-\text{fermi}} = \frac{\lambda_1}{4\pi^2 \Lambda^2} \mathcal{O}_1 + \frac{\lambda_2}{4\pi^2 \Lambda^2} \mathcal{O}_2 + \frac{\lambda_3}{4\pi^2 \Lambda^2} \mathcal{O}_3 + \frac{\lambda_4}{4\pi^2 \Lambda^2} \mathcal{O}_4$$

(5.12)

| $N_f^{\text{crit}}$ | Method | Year and reference |
|-----------------|--------|-------------------|
| ≈ 6            | instanton–anti-instanton pairs | 1997 [113] |
| ≤ 7            | lattice simulations | 1991 [114] |
| $6 \leq N_f^{\text{crit}} \leq 8$ | lattice simulations | 2015 [102] |
| > 8.25         | NSVZ-inspired $\beta$-function | 2007 [115] |
| $8 \leq N_f^{\text{crit}} \leq 12$ | lattice simulations | 2007–09 [116,117] |
| $8 \leq N_f^{\text{crit}} \leq 12$ | Monte Carlo Renormalization Group (MCRG) | 2009–10 [118,119] |
| 10             | functional RG | 2005 [37] |
| 11.58          | 4-loop RG | 2011 [120] |
| < 12           | Highly Improved Staggered Quark (HISQ) action | 2015 [121] |
| > 12           | staggered lattice fermions | 2011 [122] |
where $\Lambda$ is a mass scale introduced to make the couplings $\lambda_i$ dimensionless. Up to Fierz transformations, there are four independent 4-fermi operators which are invariant under $SU(N_c)$ gauge symmetry, parity (which acts on fermions as $\psi_L \leftrightarrow \psi_R$), and $SU(N_f)_L \times SU(N_f)_R$ chiral flavor symmetry [38,123,124]:

$$
\begin{align*}
\mathcal{O}_1 &= \overline{\psi}_i \gamma^\mu \psi^j \overline{\psi}_j \gamma_\mu \psi^i + \overline{\psi}_i \gamma^\mu \gamma_5 \psi^j \overline{\psi}_j \gamma_\mu \gamma_5 \psi^i \\
\mathcal{O}_2 &= \overline{\psi}_i \gamma^\mu \gamma_5 \psi^j - \overline{\psi}_i \gamma_5 \psi^j \overline{\psi}_j \gamma_\mu \psi^i \\
\mathcal{O}_3 &= \overline{\psi}_i \gamma^\mu \psi^j \psi^j - (\overline{\psi}_i \gamma^\mu \gamma_5 \psi^j)^2 \\
\mathcal{O}_4 &= \overline{\psi}_i \gamma^\mu \gamma_5 \psi^j)^2 + (\overline{\psi}_i \gamma^\mu \gamma_5 \psi^j)^2
\end{align*}
$$

Together with the gauge coupling $\alpha$, the RG flow equations in this theory define a dynamical system in the five-dimensional phase space, whose analysis requires powerful tools such as the Conley index discussed in section 2.

As a toy model, consider for example the RG flow equations of [120]:

$$
\begin{align*}
\dot{\alpha} &= -\frac{2}{3} (11 - 2x) \alpha^2 - \frac{2}{3} (34 - 13x) \alpha^3 + 2x \alpha^2 \lambda_1 \\
\dot{\lambda}_1 &= 2\lambda_1 + (1 + x) \lambda_2^2 + \frac{x}{4} \lambda_2^2 - \frac{3}{4} \alpha^2 \\
\dot{\lambda}_2 &= 2\lambda_2 - 2\lambda_2^2 + 2x \lambda_1 \lambda_2 - 6\alpha \lambda_2 - 9 \alpha^2
\end{align*}
$$

(5.14)

which were proposed to describe the Veneziano limit of the five-coupling system that governs the RG flow in QCD4 with the four-fermi interactions (5.12). As usual, in the large $N_c$ limit we rescaled $\alpha \rightarrow \frac{1}{N_c} \alpha$ (so that the new coupling $\tilde{\alpha} = \frac{\alpha^{3/4}}{\sqrt{N_c}}$ is the standard 't Hooft coupling), $\lambda_{1,2} \rightarrow \frac{1}{N_c} \lambda_{1,2}$ in the vector and scalar channels with non-trivial flavor structure, and $\lambda_{3,4} \rightarrow \frac{1}{N_c^2} \lambda_{3,4}$ for the color and flavor singlets. The RG flow equations for the latter decouple in the Veneziano limit, thus resulting in a simpler system (5.14) that depends on a single control parameter $x$.

However, even with all of the simplifying assumptions that went into (5.14), it is not easy to find the exact fixed points and all the bifurcations of this system directly. In Fig. 25 we illustrate how the Conley index theory can help with this task. Specifically, as in (2.15), we construct the exit set $L \subset S^2$ as a set of points in the boundary of our coupling space, $N \cong D^3$, where $\vec{p} \cdot \vec{n}$ is positive. It is curious to note that, in the interesting range of control parameters, $L$ undergoes a topology changing transition near $x_0 \approx 4.7$:

$$
L = \begin{cases} 
D^2, & \text{if } x < x_0 \\
S^1 \times I, & \text{if } x \geq x_0
\end{cases}
$$

(5.15)

This leads to the change of the homological Conley index $CH_\ast(S) = H_\ast(N/L, [L])$:

$$
CH_\ast(S) = \begin{cases} 
0, & \text{if } x < x_0 \\
\mathbb{Z}[0] \oplus \mathbb{Z}[2], & \text{if } x \geq x_0
\end{cases}
$$

(5.16)

indicating that the isolated invariant set $S$ changes, i.e. some fixed points enter or exit $N$. In order to get further insight into the structure of $S$, we note that the first equation in (5.14), namely the beta-function for $\alpha$, has a double zero at $\alpha = 0$ and a non-trivial solution at

$$
\alpha_* = \frac{11 - 2x - 3x \lambda_1}{13x - 34}
$$

(5.17)
which is basically a slight modification of the familiar expression (5.5). By looking at the derivative of the beta-function for $\alpha$, it is easy to see that $\alpha_*$ is stable (attractive in the IR) provided that $\lambda_1$ is sufficiently small at each of the fixed points (as can be verified a posteriori) and for $x$ in the interesting range, say $3 < x < 11/2$. For the purpose of analyzing the invariant set $S$ in the system (5.14), it effectively means that the problem can be reduced to a two-coupling flow of $(\lambda_1, \lambda_2)$ with $\alpha = \alpha_*$. This two-coupling system has $N \cong D^2$ and its exit set consists of only one component for all $4 < x < 11/2$, indicating that fixed points with $\alpha = \alpha_*$ have $CH_*(S) = 0$. Furthermore, this “reduced” two-coupling flow has a saddle-node bifurcation near $x_{\text{crit}} \simeq 4.05$, which is basically the result of [120] re-derived here with the help of the Conley index theory and the bifurcation theory.

It would be interesting to extend this bifurcation analysis to the entire 5-coupling RG flow of $(\alpha, \lambda_1, \ldots, \lambda_4)$. Regarded as a family of flows with two control parameters $N_f$ and $N_c$, it is likely to exhibit more interesting types of bifurcations that we saw in section 3. We plan to pursue a more detailed study of this interesting possibility in future work. It would be also interesting to try bifurcation analysis on more general 4d gauge theories that include scalar fields (e.g. as in [125]) and matter in other representations of the gauge group.

6. Epilogue: $C$-function and resurgence

In conclusion we wish to return to some of the questions that motivated our journey. As we now know, marginality crossing always happens for a reason and usually signals a bifurcation. For example, in a family of RG flows labeled by $x$, a marginality crossing in the IR theory $T_{\text{IR}}(x)$ at some value of the parameter $x = x_{\text{crit}}$ often indicates the existence of a nearby fixed point and a local bifurcation listed in Table 4. A more interesting type of behavior occurs when marginality crossing happens “along the flow” and does not involve collision of fixed points: in such cases, a violation of (1.4) is a signal of a global bifurcation discussed in section 2.3 and illustrated in Fig. 10. Both types of behavior can be identified with the help of the Conley index, $\mu$-index (1.3), and other quantities.
One of the physically important quantities is the C-function, whose behavior along the RG flow was a part of our motivation. When the strongest form of the C-theorem holds, we deal with the steepest descent (gradient) flows

$$\dot{\lambda}^i = -g^{ij}(\lambda) \frac{\partial C(\lambda)}{\partial \lambda^j}$$

(6.1)

which, in particular, require a positive-definite metric $g_{ij}$ on the space of couplings and a definition of the function $C(\lambda)$ away from the fixed points. Under these conditions, a heteroclinic saddle bifurcation illustrated in Fig. 11 is also known as the Stokes phenomenon [126]. It represents a “phase transition” under which the RG flow changes topology, while the metric $g_{ij}$ remains positive and non-degenerate throughout the entire transition.

In many of the interesting RG flows, however, we do not have the full access to the function $C(\lambda)$ away from the starting point $T_{UV}$ and the end-point $T_{IR}$. In fact, even the value $C_{IR}$ at the IR fixed point is often inaccessible, unless one can use supersymmetry, or expansion in a control parameter $x$, or similar tricks. Suppose, one of such methods (or combination thereof) provides us with an expression for $C_{IR}$. Can this information about the IR value of the $C$-function alone say something about bifurcations?

The answer turns out to be “yes”, at least when we deal with a family of RG flows and can say something about $C_{IR}(x)$ as a function of $x$. As in [2], the basic idea is that a non-analytic behavior of $C_{IR}(x)$ is a signal for bifurcations. For example, if $\beta(\lambda)$ is a gradient flow of the form (6.1), then a heteroclinic saddle bifurcation illustrated in Fig. 11 will cause $C_{IR}(x)$ to “jump” as the steepest descent trajectory hits another critical point of $C(\lambda)$. After all, the IR end-point of the flow trajectory starting at a given UV theory (denoted by $T_1$ in Fig. 11) is very different before and after the bifurcation. Similarly, other types of bifurcations lead to different types of non-analytic behavior in $C_{IR}(x)$. For example, at a transcritical bifurcation $C_{IR}(x)$ itself is continuous, but its derivative in general is not, because $T_{IR}(x)$ goes to a different branch at $x = x_{crit}$.

In order to explain this in more detail consider, for example, three-dimensional theories with $\mathcal{N} = 2$ supersymmetry, where the value of the $C$-function (usually called $F$) at the IR fixed point (but not throughout the flow) can be determined [127] by locally maximizing the free energy $F = -\log |Z|$, 

$$\partial_\Delta \log |Z| = 0,$$

(6.2)

where $Z$ is the 3-sphere partition function. The latter, in turn, can be reduced to a matrix model by means of supersymmetric localization. For example, in the $\mathcal{N} = 2$ SQCD with gauge group $SU(2)$ and $N_f$ fundamental flavors, it is given by a single, one-dimensional integral

$$Z = \int_{-\infty}^{+\infty} dz \sinh^2(2\pi z) e^{N_f[\ell(1-\Delta+iz)+\ell(1-\Delta-iz)]}$$

(6.3)

where

$$\ell(z) = -z \log \left( 1 - e^{2\pi i z} \right) + \frac{i}{2} \left( \pi z^2 + \frac{1}{\pi} \text{Li}_2(e^{2\pi i z}) \right) - \frac{i\pi}{12}$$

$$\ell'(z) = -\pi z \cot(\pi z)$$

(6.4)

Evaluating the integral (6.3) in the large $N_f$ limit, the extremization (6.2) leads to the $\frac{1}{N_f}$-expansion of the partition function,
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where the “perturbative” coefficients $a_n$ can be computed numerically to the desired accuracy, see e.g.
[94].

Similarly, in the case of $\mathcal{N} = 4$ SQED with $N_f$ charged “flavors” the partition function is also given by a single integral, which can be evaluated explicitly and does not require the extremization (6.2) (since $\Delta$ is fixed by the $\mathcal{N} = 4$ supersymmetry):

$$Z = \frac{1}{2N_f} \int_{-\infty}^{+\infty} \frac{dz}{\cosh^{N_f}(\pi z)} = \frac{2^{-N_f} \Gamma\left(\frac{N_f}{2}\right)}{\sqrt{\pi} \Gamma\left(\frac{N_f+1}{2}\right)}$$

(6.6)

$$Z \simeq \frac{1}{\sqrt{N_f}} e^{-N_f \log 2} \sum_{n=0}^{\infty} a_n N_f^{-n} \quad \text{as} \quad N_f \to \infty$$

Note, both (6.5) and (6.6) have the form of the perturbative expansion of the partition function in complex Chern–Simons TQFT, where $N_f$ plays the role of the Chern–Simons level $k$ or, equivalently, $h = \frac{2\pi i}{N_f}$ is the usual perturbative expansion parameter (see e.g. [128] for recent work and references therein). This connection is actually not too surprising in view of the 3d–3d correspondence; in fact, both of our examples are particular limits of the so-called “Lens space theory” related to the equivariant Verlinde formula [129].

Not only in these examples (which we use for concreteness), but also more generally, there are many parallels between $\hbar$-expansion in complex Chern–Simons theory and $\frac{1}{N_f}$-expansion in 3d $\mathcal{N} = 2$ gauge theories with many flavors. In particular, as we illustrate next, many salient features of the resurgent analysis in complex Chern–Simons theory [128] carry over directly to the $\frac{1}{N_f}$-expansion of the partition function and $F_{IR}$ in 3d $\mathcal{N} = 2$ theories. Specifically, starting with the asymptotic series like (6.5) or (6.6),

$$Z_0 = e^{-N_f S_0} \sum_{n=0}^{\infty} a_n N_f^{-n-\delta} \quad \text{as} \quad N_f \to \infty$$

(6.7)

we expect it to be completed by resurgence (Borel resummation) to the exact partition function\(^{32}\) (that makes sense even for complex values of $N_f$):

$$Z = e^{-F_{IR}} = \sum_{\alpha} n_{\alpha} e^{-N_f S_0} \sum_{n=0}^{\infty} a_{n\alpha} N_f^{-n-d_\alpha}$$

(6.8)

where $\alpha = 0$ labels the original contribution (6.7) (with $d_0 \equiv \delta$, etc.). The transseries parameters $n_{\alpha}$ are piecewise constant functions of $\theta = \arg(N_f)$ and experience jumps along the Stokes lines, see e.g. [130,131] for a nice introduction. In addition, different branches of solutions to (6.2) may cross. In general, this crossing happens when there are two (or more) solutions to (6.2), $\Delta_1(x)$ and $\Delta_2(x)$, such that at $x = x_{\text{crit}}$:

$$\text{Re } F(\Delta_1) = \text{Re } F(\Delta_2) \quad \text{at} \quad x = x_{\text{crit}}$$

(6.9)

\(^{32}\) In fact, this is a slightly simplified form of the more general expression given in eq. (2.24) of [128], which will not be needed here.
If $\Delta_1(\chi_{\text{crit}}) = \Delta_2(\chi_{\text{crit}})$, then we are dealing with a local bifurcation, otherwise it is sign of a global bifurcation.

Comparing (6.7) to (6.5) and (6.6), it is clear that $S_0 = \log 2$ in both of these examples. Then, the “action” $S_\alpha$ of the next transseries in (6.8), i.e. the one with the smallest absolute value of $A = S_\alpha - S_0$, can be determined by the growth rate of the “perturbative” coefficients $a_n$, which for a Gevrey order-1 asymptotic series like (6.5) or (6.6) is expected to be

$$|a_n| \sim \frac{\Gamma(n+\delta)}{|A|^n} \quad \text{as} \quad n \to \infty \quad (6.10)$$

For example, it is easy to verify numerically that the asymptotic series in (6.6), where $\delta = \frac{1}{2}$, indeed has this expected behavior with $\log \frac{1}{|A|} \approx -1.14$. This matches perfectly the exact value $A = i\pi$. Indeed, both integrals (6.3) and (6.6) have the form

$$Z = \int_{-\infty}^{+\infty} dz \, e^{-N_f V(z,N_f)} \quad (6.11)$$

where $V(z,N_f) = \log 2 + \log \cosh(\pi z)$ in the case of 3d $\mathcal{N} = 4$ SQED. Critical points of this “potential”, i.e. the saddle points of the integral (6.11), are located at $iz_\alpha \in \mathbb{Z}$ and yield

$$S_\alpha - S_0 = \begin{cases} 
 i\pi, & \text{if } iz_\alpha \in 2\mathbb{Z} + 1 \quad (\text{odd}) \\
 0, & \text{if } iz_\alpha \in 2\mathbb{Z} \quad (\text{even}) 
\end{cases} \quad (6.12)$$

Even though the potential is slightly more complicated for $\mathcal{N} = 2$ SQCD (6.3),

$$V = -\ell(1 - \Delta + iz) - \ell(1 - \Delta - iz) + \mathcal{O}\left(\frac{1}{N_f}\right) \quad (6.13)$$

in the large $N_f$ limit it also has critical points at $z_\alpha = i\alpha, \alpha \in \mathbb{Z}$, and the extremization (6.2) gives $\Delta = \frac{1}{2}$ in this limit. The saddle point at $z = 0$ is what gives rise to the “perturbative” $\frac{1}{N_f}$-expansion (6.5), whereas the other saddle points of the integral (6.11) have the “instanton action”:

$$S_\alpha - S_0 = -i\pi \alpha^2 \quad (z_\alpha = i\alpha, \alpha \in \mathbb{Z}) \quad (6.14)$$

Since the instanton with the smallest absolute value of $A = S_\alpha - S_0$ has $|A| = \pi$, from (6.10) we predict the asymptotic behavior of the coefficients $a_n$ in (6.5):

$$|a_n| \sim \frac{\Gamma(n+\frac{3}{2})}{\pi^n} \quad \text{as} \quad n \to \infty \quad (6.15)$$

where we also used the fact that (6.5) has $\delta = \frac{3}{2}$ in the conventions of (6.7). It would be interesting to test this prediction either numerically, by computing the coefficients $a_n$ order by order in (6.3), or analytically.

Notice many close parallels with the volume conjecture and resurgence in complex Chern–Simons theory [128]. Namely, just like in Chern–Simons theory, on a Seifert manifold $M_3$, the instanton factor $e^{-N_f(S_\alpha - S_0)}$ is a “pure phase” in our examples (6.12) and (6.14), both of which

---

33 The instanton action $A$ corresponds to $-2\pi \ell \ell^*$ in [128]. In particular, $\ell^*$ is real-valued for $SU(2)$ or $SL(2, \mathbb{R})$ flat connections on $M_3$. When $\ell^*$ has non-zero imaginary part, i.e. when $S_\alpha - S_0$ has non-trivial real part, one needs to replace a crude estimate (6.10) with a more refined analysis, as in section 5.3 of [128].
are “non-chiral” (in the terminology of [94]). Moreover, the tower of critical points \( z_\alpha \) on the imaginary axis is analogous to lifting the flat connections on \( M_3 \) to the universal cover, so that for integer values of \( N_f \) (that plays the role of “level” in Chern–Simons TQFT) these lifts give the same result. In particular, summing over these contributions often requires a regularization that, when done carefully, leads to a more refined version of (6.10) which no longer requires the absolute value on \( a_n \) and can even give the subleading asymptotics. But when \( N_f \) is analytically continued to non-integer (complex) values, these lifts give distinct contributions to (6.8) and can be easily “seen”.

What we described so far is only a small part of the powerful arsenal of the resurgent analysis, namely the part which has to do with the first transseries or the first singularity near the origin of the Borel plane. In order to get a full picture about the analytic structure of the \( C \)-function \( F_{IR} \) as a function of \( N_f \), one needs to produce the full portrait of singularities in the Borel plane. In practice, this means constructing (the analytic continuation of) the Borel transform from the “perturbative” coefficients \( a_n \) of the power series (6.7):

\[
\widehat{BZ}_0(\xi) = \sum_{n=0}^{\infty} a_n \frac{\xi^{n+\delta-1}}{\Gamma(n+\delta)}
\]

(6.16)

In our examples, this function is expected to have poles along the imaginary axis in the Borel \( \xi \)-plane, whose locations \( \xi_\alpha = S_\alpha - S_0 \) are given in (6.12) and (6.14), respectively (and whose residues we did not compute). Then, the exact partition function (6.8) can be recovered from the directional Borel resummation,

\[
S_0 Z_0 = \int_{e^{-i\theta}} d\xi \frac{BZ_0(\xi)}{e^{-\xi}}^N
\]

(6.17)

What is the structure of singularities in the Borel plane for 3d \( \mathcal{N} = 2 \) SQCD? That could be a good subject for another paper.
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