Beam-Plasma Dynamics in Finite-Length, Collisionless Inhomogeneous Systems
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This study investigates the streaming instability triggered by ion motion in a plasma system that is finite in length, collisionless, and inhomogeneous. Employing numerical simulations using Particle-In-Cell (PIC) techniques and kinetic equations, the study examines how inhomogeneity emerges from integrating a cold ion beam with a background plasma within a confined system. The findings suggest that steady ion flow can modify ion sound waves through acoustic reflections from system boundaries, leading to instability. Such phenomena are known to be a hydrodynamic effect. However, there are also signatures of the beam-driven ion sound instability where kinetic resonances play a pivotal role. The main objective is to understand the impact of a finite-length system on beam-plasma instability and to identify the wave modes supported in such configurations.

I. INTRODUCTION

Streaming instability is one of the oldest and most elementary examples of collective instabilities in plasma physics. For example, astrophysical plasmas containing small populations of non-thermal particles are susceptible to strong beam-plasma instabilities, leading to redistribution of energy among non-thermal populations. Examples include but are not limited to, var-
ious astrophysical phenomena, such as active galactic nuclei (AGNs) driven beam-plasma instabilities, the solar wind, pulsar wind outflows, shock formation and the associated acceleration of cosmic rays.

Moving on to bounded systems, there is a large relevance of beam-plasma interactions in intense heavy ion beams for applications to ion-beam-driven high energy density physics (HEDP) and heavy ion fusion (HIF). Even after several decades of research, the complex nature of the instability and a great deal of open questions continue to draw the attention of the plasma community.

The concept of collective beam-plasma interaction was first introduced by Langmuir in 1925. However, it took a couple of decades to finally realize the potential of this specific phenomenon. In 1948, Pierce and later in the same year, Haeff showed the prospects of two-stream instability in signal amplification. In the following year, Bohm and Gross theorized the problem as an electrostatic phenomenon in the absence of any magnetic field with kinetic equations. In the past several decades, the problem has been explored by numerous scientists.

Most of the works highlighted above deal with electron beams in a plasma. Since the ion-beam-induced gas ionization is faster than that of electron-beam in the same setting, the dynamics are different when an intense ion beam is introduced in a charge-neutralizing background plasma. Similar situations can be found in experiments where plasma beams are introduced inside chambers filled with neutral gas. The beam interacts with the background neutrals and produces a plasma that provides nearly complete charge neutralization of the beam. A complete description of such systems can be described by nonlinear Vlasov-Maxwell equations. However, if we consider the effect of inhomogeneity and intense self-field, it becomes extremely difficult to predict the beam equilibrium, stability, and transport properties. In this manuscript, we do not intend to deal with relativistic beams; hence self-field can be ignored. However, the presence of electrically conducting boundaries such as a typical plasma chamber wall causes inhomogeneity, and it has a significant impact on the nature of streaming instabilities. Such instabilities appear to be more absolute than convective, much like a Pierce diode.

In the absence of any external or self-generated magnetic field, the most significant process among the collective processes associated with an ion beam and a charge-neutralizing background plasma is the electrostatic electron-ion two-stream instability. The source of free energy to drive the classical two-stream instability comes from the relative streaming of beam
electrons through the charge-neutralizing background plasma. The nature of such beam-plasma interactions is found to be highly dependent on the system length. In infinite systems, for the simplest case where collisions are neglected, and the ions do not have any drift velocity, the growth of such waves occurs at a certain frequency of the order of electron plasma frequency $\omega_{pe}$. For finite-length systems with small drift velocities for background ions, the wave appears to grow at frequencies of the order of the ion plasma frequency $\omega_{pi}$ instead. The inclusion of collisions and increasing temperature certainly affects the growth and effectively bounds the amplification rate. However, it is worth mentioning, that the present work does not consider any effect of collision.

In systems where ion beams stream through thermal electrons, in relatively cold plasmas, the growth of waves is found to be strongest near the electron plasma frequency. However, it can also be of the order of the ion plasma frequency, provided the unperturbed beam velocity is very small compared to the average thermal velocity of background plasma electrons. Such non-equilibrium systems may also exhibit excitation of ion-sound waves when the relative velocity between the ion stream and background electrons exceeds the ion sound velocity ($\Delta v > c_s$).

There are limitless implications of instabilities due to streaming ion beams such as in electric propulsion systems, plasma diodes, double layers, and even for the sheath region at plasma-material boundaries. Depending on the triggering mechanism, it can either lead to hydrodynamic instabilities or kinetic instabilities.

In our present work, we present a collective picture of instabilities due to ion beams streaming through thermal plasma in a bounded system. In complex systems such as ours, the most difficult part is to address the effect of inhomogeneity due to the presence of the boundary in the system. The ideal theory of beam-plasma instability does not stand well when we bring all the factors into the picture. Upon examining the effects of inhomogeneity, it is found that wave modes exhibit significant variations with increasing levels of inhomogeneity. There are several studies associated with beam-plasma instability that address inhomogeneous medium. Apart from the classical papers by Takakura and Shibahashi, Magelssen and Smith, the recent works by Shalaby et al. are worth mentioning in this regard. However, these papers address the inhomogeneity assuming the electron/positron beams streaming within inhomogeneous media. The most relevant work...
with the closest proximity would be the work by Rapson et al.\cite{36}, where they studied the effect of boundaries on the ion-acoustic beam-plasma instability. The present paper stands out in two different aspects. First, we assume a cold ion beam streaming through thermal electrons and background ions. Secondly, the inhomogeneity in the system arises naturally due to the presence of conducting surfaces on both ends.

One of the important aspects of such studies is to understand the plasma waves excited in ionospheric simulators. The ionospheric simulators are plasma chambers equipped with ion sources of high Mach number flow in a neutralizing environment. These chambers can reproduce ionospheric plasma conditions to test electrical probes before they go out for space missions. The present paper aims to explain the instabilities found in such devices to improve the control environment for space probes.

The paper is organized as follows. In section II, dispersion theory for homogeneous and inhomogeneous medium are presented followed by numerical methods and simulation setup details in section III. Results and relevant discussions are provided in section IV. Finally, in section V the work is summarized and concluded.

II. ANALYTICAL THEORIES OF WAVE DISPERSION IN BEAM-PLASMA SYSTEMS

A. Dispersion theory for homogeneous medium

For the ion beam-driven ion acoustic instability, the dispersion relation for the simplest one-dimensional case takes the following form\cite{52,53},

\[
\epsilon(k, \omega) = 1 + \frac{e^2}{\epsilon_0 m_e k} \int_u \frac{\partial F_{0e}/\partial u}{\omega - ku} du \\
+ \frac{e^2}{\epsilon_0 m_i k} \int_u \frac{\partial F_{0i}/\partial u}{\omega - ku} du \\
+ \frac{e^2}{\epsilon_0 m_{ib} k} \int_u \frac{\partial F_{0ib}/\partial u}{\omega - ku} du = 0
\]

where, \( m_e \) and \( m_i \) are the mass of electron and ion respectively. \( \epsilon_0 \), \( e \) represents the permittivity of free space and elementary charge. \( k \) stands for the wave number and \( \omega \) is the wave frequency. \( F_{0e}, F_{0i}, \) and \( F_{0ib} \) are the phase space distributions of background thermal electrons, thermal ions, and cold beam ions respectively.

For a wave with a phase velocity \( \omega/k \) much less than electron thermal velocity but larger than ion thermal velocity, we can assume \( \omega \ll ku \) for background electrons and \( \omega \gg ku \) for background ions. Hence, the second term in the right-hand side of (1) can be approximated as,
considering that the background electrons are Maxwellian with a temperature \( T_e \),
the electron plasma frequency:
\[ \omega_{pe} = \sqrt{\frac{n_e e^2}{\epsilon_0 m_e}} \]
the Debye length:
\[ \lambda_D = \sqrt{\frac{n_e k_B T_e}{\epsilon_0 e^2}} \]
\( n_e \) is electron density, and \( k_b \) represents Boltzmann constant.

Similarly, the third term can be approximated as,
\[
\frac{e^2}{\epsilon_0 m_i k} \int u \frac{\partial F_{0i}/\partial u}{\omega - ku} du = -\frac{\omega_{pib}^2}{\omega^2} \tag{3}
\]
where, ion plasma frequency: \( \omega_{pib} = \sqrt{\frac{n_{ib} e^2}{\epsilon_0 m_i}} \)

For the ion beam contribution, we can not consider \( \omega \gg ku \), as the beam velocity \( (v_b) \) is comparable to the wave velocity. Hence, the fourth term can be approximated as,
\[
\frac{e^2}{\epsilon_0 m_i k} \int u \frac{\partial F_{0ib}/\partial u}{\omega - ku} du = -\frac{\omega_{pib}^2}{(\omega - kv_b)^2} \tag{4}
\]
Using, eq. 2 to eq. 4 in eq. 1 we get,
\[
\epsilon(k, \omega) = 1 + \frac{1}{k^2 \lambda_D^2} - \frac{\omega_{pe}^2}{\omega^2} - \frac{\omega_{pib}^2}{(\omega - kv_b)^2} = 0 \tag{5}
\]
The first three terms represent the bulk plasma oscillations and the last term comes due to the presence of the beam. The frequencies of the excited wave modes are of the order of ion time scale \( (\omega_{pi}) \). The normalized eq. 5 takes the following form,
\[
\epsilon(\tilde{k}, \tilde{\omega}) = 1 + \frac{1}{\tilde{k}^2 \omega_{pi}^2} - \frac{\alpha}{(\tilde{\omega} - \tilde{\omega}_b)^2} = 0 \tag{6}
\]
where, \( \tilde{k} = k\lambda_D \), \( \tilde{\omega} = \frac{\omega}{\omega_{pi}} \), \( \tilde{v}_b = v_b/C_s \)

We aim to use the dispersion theory to draw conclusions for complex cases from PIC simulations where we expect to have kinetic effects. Such comparison will help in isolating the effects from kinetic properties of beam plasma systems and to assess the finite-length effects on such systems.

### B. Dispersion theory for beam-plasma in inhomogeneous medium

The formalism for estimating the growth of a beam-plasma instability in an inhomogeneous medium is naturally complicated as there are many factors in play. In this section, we adopt the formalism developed by Shalaby et al.\(^{47}\) to estimate the growth in such a system. In the present case, the first-order (linearized) Vlasov-Poisson equations can be re-written as an eigenvalue problem as:
integrating over
Using eq. 10 in the first term of eq. 7 and
transform, the equation becomes,
giving, where

\begin{align*}
F_{0e}(k', u) &= n_e(x) F_{0e}(u) \\
F_{0e}(x, u) &= n_e(x) F_{0e}(u)
\end{align*}

Assuming the plasma inhomogeneity to be quadratic, the background density for electrons can be expressed as,

\begin{equation}
n_e(x) = n_e(1 + \xi x^2); \quad \xi \geq 0
\end{equation}

where \(\xi\) is the inhomogeneity factor and has a dimension of inverse length squared and Using eq. 9 in eq. 8 and taking the Fourier transform, the equation becomes,

\begin{equation}
F_{0e}(k', u) = n_e(1 + \xi \delta''(k')) F_{0e}(u)
\end{equation}

Using eq. 10 in the first term of eq. 7 and integrating over \(k'\) gives,

\begin{equation}
\frac{e^2}{\epsilon_0 m_e k} \int_k \frac{\partial F_{0e}(k', u)}{\omega - k u} E_1(k, \omega) dk' du
\end{equation}

Splitting eq. 11 and simplifying we obtain,

\begin{equation}
\frac{e^2}{\epsilon_0 m_e k} \int_u \frac{\partial F_{0e}/\partial u}{\omega - k u} du E_1(k, \omega)
\end{equation}

Now, using eq. 2 the integrals in eq. 12 can be rewritten as,

\begin{equation}
\left(\frac{1}{k^2 \lambda_D^2}\right) E_1(k, \omega) - \xi \left(\frac{1}{k^2 \lambda_D^2}\right) \partial_k^2 E_1(k, \omega)
\end{equation}

Using eq. 3 to eq. 4 and eq. 13, we can rewrite eq. 11 as,

\begin{align*}
\epsilon(k, \omega) &= \left(\frac{1}{k^2 \lambda_D^2}\right) E_1(k, \omega) - \xi \left(\frac{1}{k^2 \lambda_D^2}\right) \partial_k^2 E_1(k, \omega) \\
&+ \left[1 - \frac{\omega_p^2}{\omega^2} - \frac{\omega_{pib}^2}{(\omega - k v_b)^2}\right] E_1(k, \omega) = 0
\end{align*}

Now, eq. 14 can be rewritten as,

\begin{align*}
\epsilon(k, \omega) &= \left(\frac{1}{k^2 \lambda_D^2}\right) E_1(k, \omega) - \xi \left(\frac{1}{k^2 \lambda_D^2}\right) \partial_k^2 E_1(k, \omega) \\
&+ \left[1 - \frac{\omega_p^2}{\omega^2} - \frac{\omega_{pib}^2}{(\omega - k v_b)^2}\right] E_1(k, \omega) = 0
\end{align*}

Similar to eq. 6 if we write eq. 15 using normalized expressions for \(\omega, k, \) and \(\xi,\)

\begin{equation}
-\frac{\xi}{k^2} \partial_k^2 E_1 + \left[1 - \frac{1}{\omega^2} - \frac{\alpha}{(\omega - k v_b)^2}\right] E_1 + \frac{1}{k^2} E_1 = 0
\end{equation}

where, \(\tilde{\xi} = \xi \lambda_D^2,\) and \(E_1\) is a function of \(\tilde{k}, \tilde{\omega}.\)
In the limit of small perturbation to the potential by the beam, using the solution for Weber differential equations, the solution for first order perturbation in the E-field can be written as,

\[ E_1(\tilde{k}) = C_1 D_\nu(y) + C_2 D_{-\nu-1}(iy) \] (18)

where, \( \nu = -\frac{1}{2} - \frac{1}{2\sqrt{A\sqrt{B}}} \), \( y = \frac{\sqrt{2\sqrt{A\sqrt{B}}}}{\sqrt{A}} \), \( D_\nu(y) \) is the parabolic cylinder function, \( C_1 \) and \( C_2 \) are the constants of integration. For real values of \( \nu \) and \( y \) the function \( D_\nu(y) \) will be real.

We consider \( \nu \) to be a non-negative integer it can be denoted as \( n \). Then \( D_\nu(y) \) (ignoring the complex solution part) can be rewritten as,

\[ D_n(y) = 2^{-n/2}e^{-y^2/4}H_n \left( \frac{y}{\sqrt{2}} \right), \quad n \in \mathbb{Z}^+ \] (19)

where \( H_n \) is a Hermite polynomial.

Now, using \( \nu = 0 \) the general expression for \( \tilde{\xi} \) can be written as,

\[ E_1(\tilde{k}, \tilde{\omega}) = C_1 2^{-n/2}e^{-y^2/4}H_n \left( \frac{y}{\sqrt{2}} \right) \] (20)

Substituting eq\( \text{20} \) in eq\( \text{16} \) and eliminating common factors on both sides we get,

\[ -(n + \frac{1}{2}) \frac{\tilde{\xi}}{k^2} + \frac{1}{2} \sqrt{\tilde{\xi}} \sqrt{B} + B + \frac{1}{2} k^2 = 0 \] (21)

From eq\( \text{21} \) we can see as the inhomogeneity \( (\tilde{\xi}) \) approaches zero, the dispersion takes the shape of eq\( \text{6} \) representing homogeneous periodic beam plasma system.

III. NUMERICAL METHOD AND SIMULATION SETUP

Kinetic simulations are performed with a 2D3V particle-in-cell (PIC) code, XOOPIC (X11-based Object-Oriented Particle-In-Cell). The model uses two-dimensional Cartesian geometry to represent a plasma system of variable lengths (see figure\( \text{1} \)). The system is assumed periodic in the \( y \)-direction, reducing the problem to 1D. A plasma source is introduced in the system from the left-hand side of the domain. The source is modeled such that ions can have different drift velocities. We have considered ions to be cold \((0.01 \text{ eV})\), background ions with no drift and ion beam with drift velocities, ranging from \(0.1 \text{ eV}\) to \(7.5 \text{ eV}\) which in normalized units, is equivalent to \(\sim 0.489 \ C_s\) to \(\sim 4.242 \ C_s\). Electrons are introduced with only the thermal component at \(0.5 \text{ eV}\). The specific values for system parameters have been adopted from the ionospheric environment simulator system at the University of Oslo, Norway. The plasma is considered unmagnetized, and
the self-generated magnetic field is ignored, assuming small current values. The plasma density has been taken as \( \approx 10^{13} \, \text{m}^{-3} \), and hydrogen has been considered to be the ion species. The ratio of ion beam to ion density is \( \alpha = 0.1 \). Field quantities are dumped periodically to measure the temporal growth rate of instability as well as the dispersion of the electrostatic waves.

In all of the case studies, the cell size (\( \Delta x \)) is taken as the electron Debye length (\( \lambda_D \)) of the respective system. The time step is considered sufficiently small to resolve electron plasma oscillations. In order to study finite-length effects, the system length has been investigated for different lengths 512 \( \lambda_D \), 1024 \( \lambda_D \), and 2048 \( \lambda_D \). The baseline numerical parameters have been used from the table I.

| Parameters                     | Value                      |
|-------------------------------|----------------------------|
| Plasma density (\( N_{e,i} \)) | \( \sim 10^{13} \, \text{m}^{-3} \) |
| Electron temperature (\( T_e \)) | 0.5 eV                     |
| Ion temperature (\( T_i \))    | 0.01 eV                    |
| Ion beam temperature (\( T_{ib} \)) | 0.01 eV                   |
| Debye length (\( \lambda_d \)) | 0.001 m                    |
| Number of cells (\( N_x, N_y \)) | 1024, 4                  |
| Spatial Grid size (\( \delta x, \delta y \)) | 0.001 m, 0.001 m          |
| System length (\( L_x, L_y \)) | 1.7 m, 0.006 m            |
| Time step (\( \Delta t \))    | \( 0.02 \omega_{pe}^{-1} \) |
| No. of particles              | 1048576                    |

TABLE I. Numerical simulation parameters.

Although the code accepts unnormalized input, the outputs have been normalized using relevant quantities to emphasize the physical scaling. Ion velocities are normalized with ion sound speed (\( C_s \)), whereas electron velocities are normalized with the electron thermal velocity (\( v_{th} \)). Normalized ion and electron velocities are expressed as \( \tilde{v}_i \) and \( \tilde{v}_e \) respectively. Time is normalized with the inverse of ion plasma frequency (\( \omega_{pi} \)) and denoted as \( \tau \). Lengths are normalized with electron Debye length (\( \lambda_D \)) and expressed as \( \tilde{x} \). Lastly, kinetic energies (\( \varepsilon_{i,e} \)) are normalized by the thermal energy (\( \varepsilon_{th,i,e} \)) of the respective species.

IV. RESULTS AND DISCUSSIONS

The main objective of this investigation is to establish the role of ion flow in the development of streaming instabilities in inhomogeneous bounded systems. It is expected that bounded systems act very differently as compared to periodic systems and theoretical justifications for such cases are hard to establish. In order to understand the parameter range unaffected by boundary effects, we initially developed an analytical framework applicable to both homogeneous and inhomogeneous media. The results for the infinite/periodic system are not included, as the scope of this work was confined to a bounded system.
Additionally, investigating the relevance of the inhomogeneous dispersion theory in the present context requires various factors to be taken into account. One major simplification that has been introduced was neglecting pressure impacts by setting the temperature to zero, meaning the thermal velocity \( v_{th} \) is much less than the beam velocity \( v_b \). Later in the paper, we highlight how this simplification helps in pinpointing the wave modes.

A. Results from kinetic dispersion theory

Figure 2 shows the solutions for different wave modes with subsonic, sonic, and supersonic beam velocities in the presence of small and large inhomogeneity in the system. The four roots of the dispersion relation I, II, III, and IV has been obtained by solving the equation \( n = 0 \) (shown in figure 2 (a and c)). Ion acoustic mode (blue solid line) are from the theory of ion acoustic wave shown here for reference. The numerical parameters we have used here are from the experimental set of the ionospheric simulator present at the University of Oslo. One of the significant outcomes from this is the presence of a ion-acoustic branch (figure 2 (a and c)). Interaction of the ion beam with the background plasma system shows the presence of unstable modes.

Inhomogeneity plays a big role in the growth of the wave modes. For strong inhomogeneity, the wave modes gets more damped for higher beam velocity. The wave modes appear to be coupled at low \( \tilde{k} \) and get separated for the higher values of the wave vector. When there is a small inhomogeneity present, the analysis shows that the wave modes have zero imaginary parts for the subsonic beam velocity (figure 2(b)). Whereas the presence of imaginary components is observed in the roots II and IV, indicating instability within the system, for the ion beam exhibiting the sonic and supersonic velocities. Furthermore, the wave growth remains consistent even with increasing the velocities of the ion beam than supersonic values. Additionally, a correlation has been identified between the enhancement of inhomogeneity values and the emergence of unstable modes in the subsonic beam velocities (figure 2c and d). Growth and damping of the wave mode is also seemed to be have reasonable effect on the ion beam velocity.

As the inhomogeneity gets stronger, with \( \tilde{k} \) the wave undergoes a reflection as is expected in a bounded system. In the remainder of this paper, we will see how this could explain the results from kinetic simulations.
FIG. 2. Analytic solutions for the inhomogeneous bounded system from [21] with (a) - (b) $\tilde{\xi} = 0.08$, (c) - (d) $\tilde{\xi} = 1.5$. Four different wave modes represented by I, II, III, IV. (b) and (d) shows the growth and damping of the wave modes.

B. Results from kinetic simulations

To explore the effect of the ion beam on the development of instability within the system, our model employs a two-component plasma, consisting of the ion, ion beam and electrons. We will consider the effects of the finite-length system on the evolution of beam-plasma instability. Since the ion acoustic waves are compressional in nature, the presence of a boundary will lead to a significant modification in the plasma properties. To differentiate the effects induced by the boundaries, along with the analytic dispersion theory of inhomogeneous medium (section II.B), we have performed kinetic simulations of the same set-up introducing boundaries and beam as a source at one of the boundaries.

In the simulation model particles have been injected system from the left boundary of the domain. The right boundary is
assumed to be a perfectly absorbing conductor, i.e. as soon as any particle hits the right boundary it is removed from the domain. For such systems, we run simulations for a enough longer time to reach a sufficiently developed state to study the growth of the irregularities. For all of our cases, we set the limit at $\tau = 500$. In our simulation setup, observations were made until the system attained a steady state. It is seen that particle interactions, both among themselves and with the boundary, result in energy loss, leading to the formation of a subset of particles exhibiting varied energy levels. Consequently, within the analytical framework, we focused on that steady-state scenarios in which an ion beam propagates through a system that includes ions and electrons as the background.

**FIG. 3.** Phase space of ions at different stages of simulation for the bounded system with $\tilde{v}_b = 0.489$ and $\tilde{x} = 1024$. Times are mentioned inside each panel.

**FIG. 4.** Phase space of electrons at different stages of simulation for the bounded system with $\tilde{v}_b = 0.489$ and $\tilde{x} = 1024$. Times are mentioned inside each panel.
FIG. 5. Distribution of ions for bounded systems with $\tilde{v}_b = 0.489$ and $\tilde{x} = 1024$, $\tau = 500$. The distribution shown here represents the distribution after observing the instability in the phase space.

The figure 3 and 4 show the phase space structures of individual species over time for system length $\tilde{x} = 1024$. A significant observation has been made from the phase spaces of individual species. The particles launched from the left reach the boundary, and the acoustic branch present in the system undergoes reflection resulting in the decelerating particles with different energy modes. Therefore this reflection created the situation where particles with accelerating and decelerating nature are present. The kinetic interaction between these particles makes the system unstable. The reflected particle with decelerating nature forms the populations of trapped ions, leading to the formation of an ion hole (as illustrated in figure 3). To understand the dynamics of particles following reflection, we analyzed the distribution of the ion beam (figure 5), and found that that a segment of the particle population exhibits ion velocities exceeding the initially provided input velocity. Furthermore, analysis of the ion phase space and density we noticed, the region encompassing the ion hole is characterized by a thin population of ion particles. This can be clearly seen in the figure 6 for the region near to the boundary (around $\tilde{x} \sim 950$). From figure 5, it can be concluded that these thin populations within the ion distribution are playing a pivotal role in the creation of an ion hole. In the figure 7 and 8 we have plotted the phase space of ions for $\tilde{v}_b = 1.0$ and $\tilde{v}_b = 4.242$. In the fig-

FIG. 6. Ion density(blue) and phase velocity(red) of ions for $\tilde{v}_b = 0.489$ and $\tilde{x} = 1024$. This data has been considered for $\tau = 800$. Density is normalised with ions equilibrium density and velocity with ion acoustic speed.
ure we can see that for both the beam velocity interaction between the reflected and the initial particles started at a very early stage like for $\tilde{v}_b = 1.0 \tau = 202$ and for $\tilde{v}_b = 4.242 \tau = 140$. The another interesting observation is that even after increasing the beam velocity higher than $\tilde{v}_b = 4.242$ there are not much significant changes in the phase space. This observation is very much similar to our analytical results.

Next we investigated the energy of the particle with different varying system length to see the time of emergence of instability. In figure 7 we can see a significant energy growth in the average electron energy at $\tau \sim 100$ and around $\tau \sim 200$. Here, one can make an important observation in terms of the beam acceleration. As soon as the beam enters the system, it starts to accelerate toward the boundary and loses its energy to the background plasma particles.

One of the important mechanisms behind ion sound instability in bounded systems is charge separation. As we increase the system length, the charge separation becomes less prominent, resulting in a decreasing instability growth rate\cite{38}. For long systems where $\lambda_D \ll L$, the medium is considered weakly dispersive i.e. $k\lambda_D \ll 1$. For a fixed-length system, the instability growth rate is a function of the ion beam velocity ($\tilde{v}_b$).

Fig. 9 and 10 show the phase space structure of ions and electrons over time for the system length $\tilde{x} = 512$. In comparison with 3 and 4 the dependency of instability growth on the boundary is visible: in the former case the phase space holes are more prominent at an earlier stage ($\tau \sim 202$).

Figure 11 gives us an overview of the evolution of the average kinetic energy of individual species for different system lengths ($\tilde{x}$).
FIG. 8. Phase space of ions at different stages of simulation for the bounded system with $\tilde{v}_b = 4.242$ and $\tilde{x} = 1024$. Times are mentioned inside each panel.

FIG. 9. Phase space of ions at different stages of simulation for a bounded system with $\tilde{v}_b = 0.489$ and $\tilde{x} = 512$. Times are mentioned inside each panel.

and beam velocities ($v_b$). For the subsonic case (see figure 11 (a)) with lengths $\tilde{x} = 512$, and $\tilde{x} = 1024$, the average kinetic energies for electrons and ions seem to follow the same trend. At around $\tau \sim 100$, as the instability starts to develop in the system ($\tilde{x} = 512$), the ion energy falls rapidly and transfers energy to electrons. One important observation for the sonic case is that it takes a longer time to develop instability for the larger system length. For sonic and supersonic cases (see figure 11b and 11c), due to the higher beam velocity, the system starts to support the wave growth faster and the energy becomes oscillatory. For the near highly supersonic case (see figure 9 (d)), we did not notice any difference in the trend. From figure 9, it is clear that the growth is stronger for
systems with longer lengths as compared to shorter ones similar to the case reported by Koshkarov et al.\cite{Koshkarov2001}.

The stronger growth for the longer system can be explained in terms of average kinetic energies for particles (see figure 11). For shorter systems, the instability is triggered faster, and in due process, the ions start to lose their energy to the electrons. Therefore, the wave modes start to disperse faster as compared to the larger systems. Due to the presence of the conducting boundary, the particles are removed as soon as they hit the boundary leading to a self-consistent formation of the sheath. The presence of a sheath influences the particle flow to the boundary. The shorter system gets affected strongly in contrast to longer systems. In figures 3 and 9, we can see that for the same $\tilde{v}_b$, the ion velocities are limited to $\sim 3$ for a shorter system, whereas ions have higher velocities ($\sim 5$) in the larger system.

V. SUMMARY AND CONCLUSIONS

The present work addresses the effects of finite-length systems on beam plasma instability for a cold ion-beam streaming through a background plasmas. The study reveals a significant influence of boundary conditions on the excitation of wave modes within plasmas. The ion acoustic waves has been observed across all beam velocities. In the current working model, using specific numerical parameters, neither growth nor damping of the wave was observed for subsonic beam velocities when the inhomogeneity was small. However, with an increase in inhomogeneity, unstable modes became apparent even at subsonic beam velocities. Additionally, we also observed the increase of wave frequency...
amplitude of one of the wave modes for increasing beam velocity.

The phase spaces for ions in bounded systems appear very interesting as it indicates the presence of ion hole. One of the important reasons for such nature is thought to be the acoustic reflection at the boundary which can destabilize the sound waves. The interaction of the accelerated an decelerated particles forms the ion hole in which it is assumed that the particles with decelerating nature gets trapped in the hole. These trapped particles have higher energy as compared to the initial particles. For increasing the beam velocity to sonic and supersonic region, the interactions between the particles occurs at the early stage. From the phase space investigation we found the similarity between the analytical and simulation results. Increasing the beam velocity beyond supersonic levels does not markedly impact the system. From this observation, we can conclude that our chosen
numerical parameters yield results that agree with both simulation and kinetic outcomes.

Inhomogeneous plasmas are non-trivial to address. In the present work, alongside theory, we have been able to simulate the effects of boundaries on beam plasma instability. The implications of the present work will greatly help in understanding the wave modes in ionospheric plasma simulator devices (e.g. plasma devices at the University of Oslo, Norway, and at ESTEC in the Netherlands or any devices with ion sources (e.g. ion thrusters, hollow cathodes, field effect emitters, plasma contactors, etc.) streaming through a thermal neutralizing environment.

One of the critical outcomes of this study is the ability to quantify the beam plasma instability. Extensive parameter scans for such systems allow us to configure the modes and control the plasma for several applications. The insights are applicable to experimental systems involving ion beams injected in background plasmas in bounded systems, and provide a framework to understand observations of beam-plasma instability. The dynamics are complex and require detailed numerical simulations, possibly with parameter sweeps, to quantitatively match and explain experimental results.
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