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The properties of the QED-vacuum energy $\mathcal{E}_{VP}$ under Coulomb super-criticality condition $Z > Z_{cr,1}$ are explored in essentially non-perturbative approach. It is shown that in the supercritical region $\mathcal{E}_{VP}$ is the decreasing function of the Coulomb source parameters, resulting in decay into the negative range as $\sim -Z^4/R$. The conditions, under which the emission of vacuum positrons can be unambiguously detected on the nuclear conversion pairs background, are also discussed. In particular, for a super-critical dummy nucleus with charge $Z$ and $R(Z) \simeq 1.2 (2.5 Z)^{1/3}$ fm the lowest 1s-level dives into the lower continuum at $Z_{cr,1} \simeq 170$ (the model of uniformly charged ball) or $Z_{cr,1} \simeq 173$ (the spherical shell model), whereupon there appears the vacuum shell with the induced charge (-2|e|) and the QED-vacuum becomes charged, but in both cases the actual threshold for reliable spontaneous positrons detection is not less than $Z^* \simeq 210$.

I. INTRODUCTION

Nowadays the behavior of QED-vacuum under influence of a supercritical Coulomb source is subject to an active research [1–6]. Of the main interest is that in such external fields there should take place a deep vacuum state reconstruction, caused by discrete levels diving into the lower continuum and accompanied by such nontrivial effects as spontaneous positron emission combined with vacuum shells formation (see e.g., Refs. [1, 7–10] and citations therein). In 3+1 QED such effects are expected for extended Coulomb sources of nucleus size with charges $Z > Z_{cr,1} \simeq 170$, which are large enough for direct observation and probably could be created in low energy heavy ions collisions at new heavy ion facilities like FAIR (Darmstadt), NICA (Dubna), HIAF (Lanzhou) [11–13].

In the present paper the non-perturbative VP-effects, caused by quasi-static supercritical Coulomb sources with $Z > Z_{cr,1}$, are explored in terms of VP-energy $\mathcal{E}_{VP}$. Actually, $\mathcal{E}_{VP}$ is nothing else but the Casimir vacuum energy for the electron-positron system in the external EM-field [8]. As a component of the total electrostatic energy of the whole system, it plays an essential role in attaining the region of super-criticality and its properties. Moreover, the most important consequences of discrete levels diving into the lower continuum beyond the threshold of super-criticality including vacuum shells formation and spontaneous positron emission, show up in the behavior of $\mathcal{E}_{VP}$ even more clear compared to VP-density $g_{VP}(r)$. In particular, $\mathcal{E}_{VP}$ being considered as a function of $Z$ reveals with growing $Z$ a pronounced decline into the negative range, accompanied with negative jumps, exactly equal to the electron rest mass, which occur each time when the subsequent discrete level attains the threshold of the lower continuum. Furthermore, it is indeed the decline of $\mathcal{E}_{VP}$, which supplies the spontaneous positrons with corresponding energy for emission. At the same time, from its properties there follows a significant shift $\Delta Z \simeq 30–40$ with respect to corresponding diving point $Z_{cr}$ of the threshold for reliable vacuum positron detection on the nuclear conversion pairs background. In view of intimate relation between spontaneous positron emission and lepton number conservation [14] the last circumstance requires additional attention.

These questions are explored within the Dirac-Coulomb problem (DC) with external static or adiabatically slowly varying spherically-symmetric Coulomb potential, created by uniformly charged sphere

$$V(r) = -Z\alpha \left( \frac{1}{R(Z)} \theta(R(Z) - r) + \frac{1}{r} \theta(r - R(Z)) \right), \quad (1)$$

or charged ball

$$V(r) = -Z\alpha \left( \frac{3 R^2(Z) - r^2}{2 R^3(Z)} \theta(R(Z) - r) + \frac{1}{r} \theta(r - R(Z)) \right). \quad (2)$$

Here and henceforth

$$Q = Z\alpha, \quad (3)$$

while the relation between the radius of the Coulomb source and its charge is given by

$$R(Z) \simeq 1.2 (2.5 |Z|)^{1/3} \text{ fm}, \quad (4)$$

which roughly imitates the size of super-heavy nucleus with charge $Z$. In what follows $R(Z)$ will be quite frequently denoted simply as $R$.

It should be specially noted that the parameter $Q$ plays actually the role of effective coupling constant for VP-effects under question. At the same time, the main input parameter is the source charge $Z$, which determines both $Q$ and the shape of the Coulomb potential. The size of the source $R(Z)$ and its shape are also the additional input parameters, but their role in VP-effects is quite different from $Q$ and in some important questions, in particular, in the renormalization procedure this difference must be clearly tracked. Furthermore, the difference
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between the charged sphere and ball, which seems more preferable as a model of super-heavy nucleus or heavy ions cluster, in VP-effects of super-criticality under consideration is very small. At the same time, the spherical shell model allows for almost completely analytical study of the problem, which has clear advantages in many positions. The ball model doesn’t share such options, since explicit solution of DC problem in this case is absent and so one has to use from beginning the numerical methods or special approximations. We will briefly consider one of these approximations in Sect. VII.

As in other works on this topic [1, 7–10, 15–17], radiative corrections from virtual photons are neglected. Henceforth, if it is not stipulated separately, relativistic units $h = m_c = c = 1$ and the standard representation of Dirac matrices are used. Concrete calculations, illustrating the general picture, are performed for $\alpha = 1/137.036$ by means of Computer Algebra Systems (such as Maple 21) to facilitate the analytic calculations and GNU Octave code for boosting the numerical work.

II. PERTURBATIVE APPROACH TO $\mathcal{E}_{VP}$

It this section it would be pertinent to show explicitly the dependence on $m$. To the leading order, the perturbative VP-energy $\mathcal{E}_{VP}^{(1)}$ is obtained from the general first-order relation

$$\mathcal{E}_{VP}^{(1)} = \frac{1}{2} \int d\vec{r} \varrho_{VP}^{(1)}(\vec{r}) \mathcal{A}_0^{ext}(\vec{r}) \ ,$$

(5)

where $\varrho_{VP}^{(1)}(\vec{r})$ is the first-order perturbative VP-density, which is obtained from the one-loop (Uehling) potential $A_{VP,0}^{(1)}(\vec{r})$ in the next way [9, 18]

$$\mathcal{E}_{VP}^{(1)}(\vec{r}) = -\frac{1}{4\pi} \Delta A_{VP,0}^{(1)}(\vec{r}) \ ,$$

(6)

where

$$A_{VP,0}^{(1)}(\vec{r}) = \frac{1}{(2\pi)^3} \int d\vec{q} \ e^{i\vec{q}\vec{r}} \Pi_{R}(\vec{q}^2) \tilde{A}_0(\vec{q}) \ ,$$

$$\tilde{A}_0(\vec{q}) = \int d\vec{r} e^{-i\vec{q}\vec{r}} \mathcal{A}_0^{ext}(\vec{r}) \ .$$

(7)

The polarization function $\Pi_{R}(\vec{q}^2)$, which enters eq. (7), is defined via general relation $\Pi_{R}(\vec{q}) = \langle q^\mu q^\nu - g^\mu\nu q^2 \rangle \Pi_{R}(\vec{q}^2)$ and so is dimensionless. In the adiabatic case under consideration $\vec{q}^2 = 0$ and $\Pi_{R}(\vec{q}^2)$ takes the form

$$\Pi_{R}(\vec{q}^2) =$$

$$= \frac{2\alpha}{\pi} \int_0^1 d\beta (1-\beta) \ln \left[ 1 + \beta (1-\beta) \frac{\vec{q}^2}{m^2 - i\epsilon} \right] =$$

$$= \frac{\alpha}{\pi} S(|\vec{q}|/m) \ ,$$

(8)

where

$$S(x) = -5/9 + 4/3x^2 + (x^2 - 2) \sqrt{x^2 + 4} \times$$

$$\times \ ln \left[ \left( \sqrt{x^2 + 4} + x \right) / \left( \sqrt{x^2 + 4} - x \right) \right] / 3x^3 \ .$$

(9)

Proceeding further, from (5–7) one finds

$$\mathcal{E}_{VP}^{(1)} = \frac{1}{64\pi^4} \int d\vec{q} \ \mathcal{A}_0^{ext}(\vec{r}) \times$$

$$\times \left| \int d\vec{r} e^{i\vec{q}\vec{r}} \mathcal{A}_0^{ext}(\vec{r}) \right|^2 \ .$$

(10)

Note that since the function $S(x)$ is strictly positive, the perturbative VP-energy is positive too.

In the spherically-symmetric case with $\mathcal{A}_0^{ext}(\vec{r}) = A_0(r)$ the perturbative VP-term belongs to the $s$-channel and equals to

$$\mathcal{E}_{VP}^{(1)} = \frac{1}{\pi} \int dq \ q^4 \Pi_{R}(-q^2) \times$$

$$\times \left( \int dq' J_0(qr) A_0(r) \right) \ ,$$

(11)

whence for the sphere there follows

$$\mathcal{E}_{VP, sphere}^{(1)} = \frac{Q^2}{2\pi R^3} \int dq \ S(q/m) J_{5/2}(qR) \ ,$$

(12)

while for the ball one obtains

$$\mathcal{E}_{VP, ball}^{(1)} = \frac{9Q^2}{2\pi R^3} \int dq \ S(q/m) J_{3/2}(qR) \ .$$

(13)

By means of the condition

$$mR(Z) \ll 1 \ ,$$

(14)

which is satisfied by the Coulomb source with relation (4) between its charge and radius up to $Z \sim 1000$, the integrals (12,13) can be calculated analytically (see Ref. [8] for details). In particular,

$$\mathcal{E}_{VP, sphere}^{(1)} = \frac{Q^2}{3\pi R} \left[ \ln \left( \frac{1}{2mR} \right) - \gamma_E + \frac{1}{6} \right]$$

(15)

for the sphere and

$$\mathcal{E}_{VP, ball}^{(1)} = \frac{2Q^2}{5\pi R} \left[ \ln \left( \frac{1}{2mR} \right) - \gamma_E + \frac{1}{5} \right]$$

(16)

for the ball.

It would be worth to note that the expressions (15,16) take place only under condition (14), when $\ln (1/2mR) \gg 1$. If the last condition is satisfied, then the relation for $\mathcal{E}_{VP}^{(1)}$ between ball and sphere

$$\mathcal{E}_{VP, ball}^{(1)} / \mathcal{E}_{VP, sphere}^{(1)} \simeq 6/5$$

(17)

is almost the same as for their classical electrostatic self-energies $3Z^2\alpha/5R$ and $Z^2\alpha/2R$. 


III. VP-ENERGY IN THE NON-PERTURBATIVE APPROACH

The starting expression for $\mathcal{E}_{VP}$ is

$$\mathcal{E}_{VP} = \frac{1}{2} \left( \sum_{\epsilon_n < \epsilon_F} \epsilon_n - \sum_{\epsilon_n = \epsilon_F} \epsilon_n + \sum_{\epsilon_n = 1} 1 \right) - \frac{1}{2} \left( \sum_{\epsilon_n \leq i} \epsilon_n - \sum_{\epsilon_n > i} \epsilon_n \right),$$  

(18)

where $\epsilon_F = -1$ is the Fermi level, which in such problems with strong Coulomb fields is chosen at the lower threshold, while $\epsilon_n$ are the eigenvalues of corresponding DC.

The expression (18) is obtained from the Dirac hamiltonian, written in the form which is consistent with Schwinger prescription for the current (for details see, e.g., Ref. [8]) and is defined up to a constant, depending on the choice of the energy reference point. In (18) VP-energy is negative and divergent even in absence of external fields $A_{ext} = 0$. But since the VP-charge density is defined so that it vanishes for $A_{ext} = 0$, the natural choice of the reference point for $\mathcal{E}_{VP}$ should be the same. Furthermore, in presence of the external Coulomb potential of the type (1,2) there appears in the sum (18) also an (infinite) set of discrete levels. To pick out exclusively the interaction effects it is therefore necessary to subtract from each discrete level the mass of the free electron at rest.

Thus, in the physically motivated form and in agreement with $g_{VP}$, the initial expression for the VP-energy should be written as

$$\mathcal{E}_{VP} = \frac{1}{2} \left( \sum_{\epsilon_n < \epsilon_F} \epsilon_n - \sum_{\epsilon_n = \epsilon_F} \epsilon_n + \sum_{\epsilon_n = 1} 1 \right) - \frac{1}{2} \left( \sum_{\epsilon_n \leq 1} \epsilon_n - \sum_{\epsilon_n > 1} \epsilon_n \right),$$  

(19)

where the label A denotes the non-vanishing external field $A_{ext}$, while the label 0 corresponds to $A_{ext} = 0$. Defined in such a way, VP-energy vanishes by turning off the external field, while by turning on it contains only the interaction effects, and so the expansion of $\mathcal{E}_{VP}$ in (even) powers of the external field starts from $O(Q^2)$.

For what follows it would be pertinent to introduce a number of additional definitions and notations. The reason is that the purely Coulomb problem with spherical symmetry is just a start-up for more complicated problems, where only the axial symmetry is preserved. These are, in particular, two-center Coulomb one, which initiates the slow collision of two heavy ions, and one-center Coulomb in presence of an axial magnetic field, when the total angular moment $j$ is not conserved, there remains only its projection $m_j$. Thence the angular quantum number $k = \pm (j + 1/2)$, which is very suitable for enumerating the Coulomb states of the Dirac fermion both in momentum and parity, lies aside. In this situation it is useful to represent the Dirac bispinor with fixed $m_j$ in the form

$$\psi_{m_j}(\vec{r}) = \left( \varphi_{m_j}(\vec{r}) \right)_{\mp} \chi_{m_j}(\vec{r}) ,$$  

(20)

where the spinors $\psi, \chi$ are defined as the partial series over integer orbital momentum $l$

$$\varphi_{m_j}(\vec{r}) = \sum_{l=0}^{\infty} \left( u_l(r) \Omega_{l_mj}(\vec{n}) + v_l(r) \Omega_{l_+1,m_j}(\vec{n}) \right),$$

$$\chi_{m_j}(\vec{r}) = \sum_{l=0}^{\infty} \left( p_l(r) \Omega_{l_mj}(\vec{n}) + q_l(r) \Omega_{l_+1,m_j}(\vec{n}) \right),$$  

(21)

with $\vec{n} = \vec{r}/r$ and $\Omega_{l_mj}^{(\pm)}(\vec{n})$ being the spherical spinors with the total momentum $j = l \pm 1/2$ and fixed $m_j$. Each term in parentheses in series (21) correspond to $j = l+1/2$, while from the structure of DC problem there follows that the radial functions $u_l(r), v_l(r), p_l(r), q_l(r)$ can be always chosen real.

The phase of spherical spinors is rigorously fixed by their explicit form

$$\Omega_{l_mj}^{(+)}(\vec{n}) = \left( \frac{l+m+1/2}{2l+1} \right)^{1/2} Y_{l,m,-1/2} - \left( \frac{l-m+1/2}{2l+1} \right)^{1/2} Y_{l,m,+1/2},$$

$$\Omega_{l_mj}^{(-)}(\vec{n}) = \left( \frac{l+m+1/2}{2l+1} \right)^{1/2} Y_{l,m,-1/2} + \left( \frac{l-m+1/2}{2l+1} \right)^{1/2} Y_{l,m,+1/2},$$  

(22)

thence $(\vec{n})\Omega_{l_mj}^{(+)}(\vec{n}) = \Omega_{l_+1,m_j}(\vec{n})$, whereas the phase of spherical functions is chosen in a standard way, providing $l_\pm Y_{lm} = \sqrt{(l \mp m)(l \pm m + 1)} Y_{l,m \pm 1}$ and $Y_{l,-|m|} = (-1)^{|m|} Y^*_{l,|m|}$.

For the spherically-symmetric Coulomb potential $V(r)$ of the type (1.2) the spectral DC problem for the energy level $\epsilon$ divides into two radial subsystems, containing either $(u_t, q_t)$- or $(p_t, v_t)$-pairs, of the following form

$$\left\{ \begin{array}{l} \partial_r - \frac{1}{r} u_t = (\epsilon - V(r) + 1) u_t , \\ \partial_r + \frac{1}{r} v_t = (\epsilon - V(r) - 1) v_t , \end{array} \right.$$  

(23)

$$\left\{ \begin{array}{l} \partial_r - \frac{1}{r} p_t = (\epsilon - V(r) - 1) p_t , \\ \partial_r + \frac{1}{r} v_t = (\epsilon - V(r) + 1) v_t . \end{array} \right.$$  

(24)

Eqs. (23,24) are subject of crossing symmetry: under simultaneous change of the sign of external potential and energy $Q \rightarrow -Q, \epsilon \rightarrow -\epsilon$ the pairs $(u_t, q_t)$ and $(p_t, v_t)$ interchange. This symmetry will be used further by calculation the VP-energy via phase integral method.

Now let us extract from (19) separately the contributions from the discrete and continuous spectra for each value of orbital momentum $l$, and afterwards use for
the difference of integrals over the continuous spectrum \((\int dk \frac{k^2 + 1}{k^2 + 1})_a - (\int dk \frac{k^2 + 1}{k^2 + 1})_b\) the well-known technique, which represents this difference in the form of an integral of the elastic scattering phase \(\delta_0(k)\) [3, 19–21].

Omitting a number of almost obvious intermediate steps, which have been considered in detail in Ref. [3], let us write the final answer for \(\mathcal{E}_{VP}(Z)\) as a partial series

\[
\mathcal{E}_{VP}(Z) = \sum_{l=0} (l+1) \left( 1 \frac{1}{\pi} \int_0^\infty \frac{k dk}{k^2 + 1} \right) \delta_{\text{tot}}(l, k) +
+ \sum_{\pm} \delta_{n,l} \left( 1 - \epsilon_{n,l}^\pm \right),
\]

where

\[
\mathcal{E}_{VP,l}(Z) = (l+1) \left( \frac{1}{\pi} \int_0^\infty \frac{k dk}{k^2 + 1} \delta_{\text{tot}}(l, k) +
+ \sum_{\pm} \delta_{n,l} \left( 1 - \epsilon_{n,l}^\pm \right) \right). \tag{26}
\]

In (26) \(\delta_{\text{tot}}(l, k)\) is the total phase shift for the given values of the wavenumber \(k\) and orbital momentum \(l\), including the contributions of the scattering states of the problem (23,24) from both continua and both parities. In the discrete spectrum contribution to \(\mathcal{E}_{VP,l}(Z)\) the additional sum \(\sum_{l=1}\) takes also account of both parities. Note also that the multiplier \(l+1\) in (26) appears as a product of the degeneracy factor \(2(l+1) = 2j + 1\) and \(1/2\) in (19).

Such approach to evaluation of \(\mathcal{E}_{VP}\) turns out to be quite effective, since for the external potentials of the type (1,2) each partial VP-energy turns out to be finite without any special regularization. First, \(\delta_{\text{tot}}(l, k)\) behaves both in IR and UV-limits in the \(k\)-variable much better, than each of the scattering phase shifts separately. Namely, \(\delta_{\text{tot}}(l, k)\) is finite for \(k \rightarrow 0\) and behaves like \(O(1/k^2)\) for \(k \rightarrow \infty\), hence, the phase integral in (26) is always convergent. Moreover, \(\delta_{\text{tot}}(l, k)\) is by construction an even function of the external field, more precisely, of the effective coupling constant \(Q\). Thereby the complete dependence on \(Z\) is more diverse, since the latter defines also the shape of the external source and potential in a quite different way via (4). Second, in the bound states contribution to \(\mathcal{E}_{VP,l}(Z)\) the condensation point \(\epsilon_{n,l}^\pm \rightarrow 1\) turns out to be regular for each \(l\) and parity, because \(1 - \epsilon_{n,l}^\pm \sim O(1/n^2)\) for \(n \rightarrow \infty\). The latter circumstance permits to avoid intermediate cutoff of the Coulomb asymptotics of the external potential for \(r \rightarrow \infty\), what significantly simplifies all the subsequent calculations.

The principal problem of convergence of the partial series (25) can be solved along the lines of Ref. [22], demonstrating the convergence of the similar expansion for \(\mathcal{E}_{VP}(Z)\) in 2+1 D. Let us explore first the behavior of partial VP-energy (26) for large \(l \gg Q\). More precisely, the last condition implies

\[
(l+1)^2 \gg Q^2 + 2QR. \tag{27}
\]

For such \(l\) the main component \(\sim Q^2\) of the total scattering phase \(\delta_{\text{tot}}(l, k)\) per each parity (or equivalently, for pairs \((u_l, q_l)\) or \((p_l, v_l)\)) can be reliably estimated via quasi-classical (WKB) approximation:

\[
\delta_{\text{WKB}}(l, k) = \delta_+(l, k) + \delta_-(l, k) - 2 \delta_0(l, k), \tag{28}
\]

where

\[
\delta_\pm(l, k) = \int dr \sqrt{(\epsilon(k) \mp V(r))^2 - 1 - \frac{(l+1)^2}{r^2}}, \tag{29}
\]

\[
\delta_0(l, k) = \int dr \sqrt{k^2 - \frac{(l+1)^2}{r^2}},
\]

and

\[
\epsilon(k) = \sqrt{k^2 + 1}, \tag{30}
\]

while the integration is performed over regions, where the expressions under square root are non-negative. In turn, the total WKB-phase shift is twice the contribution of each parity

\[
\delta_{\text{tot}}(l, k) = 2 \delta_{\text{WKB}}(l, k). \tag{31}
\]

For a rigorous justification of such formulae for WKB-like phases in DE with spherically-symmetric Coulomb-like potentials see Refs. [23] (and refs. therein).

For the case of a charged sphere (1) all the calculations can be performed analytically and lead to the following result

\[
\delta_{\text{WKB}}(l, k) = \theta(0 \leq k \leq k_\pm) \pi (l + 1 - \kappa_l) + \theta(k_\pm \leq k \leq k_\mp) \left[ \pi (l + 1) - \frac{\pi \kappa_l}{2} - (l + 1) \arctg \left( \frac{A_+(k)}{l + 1} \right) + \right.
+ \left. k_\mp \arctg \left( \frac{\epsilon(k)QR - \kappa_l^2}{\kappa_l A_+(k)} \right) + \frac{\epsilon(k)Q}{k} \ln \left( \frac{\sqrt{Q^2 + k^2(l + 1)^2}}{k A_+(k) + k^2 R + \epsilon(k)Q} \right) \right] + \right.
+ \left. \theta(k_\pm \leq k \leq \infty) \left[ (l + 1) \left( \pi - \arctg \left( \frac{A_+(k)}{l + 1} \right) - \arctg \left( \frac{A_-(k)}{l + 1} \right) \right) \right] + \right.
+ \left. k_\mp \left( \arctg \left( \frac{\epsilon(k)QR - \kappa_l^2}{\kappa_l A_+(k)} \right) - \arctg \left( \frac{\epsilon(k)QR + \kappa_l^2}{\kappa_l A_-(k)} \right) \right) + \frac{\epsilon(k)Q}{k} \ln \left( \frac{k A_-(k) + k^2 R + \epsilon(k)Q}{k A_+(k) + k^2 R + \epsilon(k)Q} \right) \right], \tag{32}
\]
and under consideration. This applies equally to calculation expressions, regardless which VP-observable is

\[ k_R \]

exact total phase \( \delta \), \( R \) can be easily understood by comparing them to the total phase for a point-like Coulomb source with the potential \( V(r) = -Q/r \) (for \( l + 1 > Q \)). The analytic solution of corresponding DE is well-known (see, e.g., Ref. [25]) and gives the following exact answer for each of the partial phase shifts. Namely, for \((u_l, v_l)\)-pair

\[ \delta_{\iota l}(l, k) = \frac{\pi}{2} (l + 1) \pm \frac{\epsilon(k)Q}{k} \ln 2kR - \frac{\pi x_l}{2} + \right] \]

\[ \mp \text{Arg} [\Gamma(1 + x_l + i\epsilon(k)Q/k)] + \frac{1}{2} \text{Arg} \left[ \frac{l + 1 + iQ/k}{x_l \pm i\epsilon(k)Q/k} \right], \]

(38)

where the signs \( \pm \) correspond to the phase shifts for the upper and lower continua, while for \((p_l, v_l)\)-pair the phase shifts are obtained from (38) via simple replacement \( l + 1 + iQ/k \rightarrow l - iQ/k \) in the last term. From these results one obtains that for all \( 0 \leq k \leq \infty \) the exact total phase for a point-like source equals to a constant

\[ \delta_{\iota l}(l, k) |_{R \rightarrow 0} = 2\pi (l + 1 - x_l), \]  

(39)  

which exactly coincides with the answer coming from WKB-approximation (36) for \( k < k_+ < (l + 1)/R \). This result should be quite clear, since for large \( l \) the condition \( kR \ll l \) implies scattering with large sighting distances \( d \) to target \( d \gg R \). In the last case, the difference between the sphere of the size \( R \) and a point-like source is negligibly small. It should be remarked, however, that for such behavior of the exact phase the WKB-condition \( l \gg Q \) is crucial, otherwise \( \delta_{\iota l}(l, k) \) for \( k \rightarrow 0 \) remains finite, but its limiting value in this case can be sufficiently different from (39), especially in the case \( l + 1 < Q \), when \( x_l \) becomes imaginary (see below).

In the next step let us consider the behavior of the partial phase integrals in (26)

\[ I(l) = \frac{1}{\pi} \int_0^\infty \frac{kdk}{\sqrt{k^2 + 1}} \delta_{\iota l}(l, k), \]  

(40)

for \( l \gg Q \), or more precisely, subject to condition (27). The details of calculation are given in Appendix. The result is

\[ I(l) \rightarrow \frac{2}{\pi} \int_0^\infty \frac{dr V^2(r) - \frac{Q^2}{l + 1} + O \left( \frac{Q^4}{(l + 1)^4} \right)}{l + 1}, \quad l \rightarrow \infty. \]  

(41)

At the same time, the discrete spectrum with the same conditions on \( l \) (that means \( l \rightarrow \infty \) or at least \( l \) subject to condition (27)) corresponds with a high precision to well-known solution of the Coulomb-Schroedinger problem for a point-like source with the same \( Z \). In this limit
the main contribution to the total sum of discrete levels comes from the vicinity of condensation point $\epsilon_{n,l} \to 1$, where both parities reveal the same properties and so can be freely treated at the same footing. The leading $\sim Q^2$ terms in bound energies of discrete levels per each parity are given by the Bohr formula

$$1 - \epsilon_{n,l}^\pm = \frac{Q^2}{2(n_r + l + 1)^2}, \quad l \to \infty.$$  

(42)

Upon summing the bound energies (42) over $n_r$ one obtains

$$\sum_{n_r=0}^{\infty} (1 - \epsilon_{n_r,l}^\pm) = \frac{Q^2}{2} \text{Polygamma}[1, l + 1] = \frac{Q^2}{2} \left( \frac{1}{(l + 1)} + \frac{1}{2(1 + l)^2} + \frac{1}{6(l + 1)^3} + \ldots + O\left( \frac{1}{(l + 1)^4} \right) \right).$$  

(43)

The next-to-leading $\sim Q^4$ terms in bound energies in this limit are given by the first relativistic (fine-structure) corrections to (42)

$$Q^4 \left( \frac{1}{2(l + 1)^3} - \frac{3}{8(n_r + l + 1)^2} \right).$$  

(44)

and upon summing over $n_r$ yield the terms $\sim Q^4/(l + 1)^{3}$ in the sum over discrete levels in $\mathcal{E}_{VP,l}(Z)$. At the same time, the correction to Bohr levels (42), caused by the non-vanishing size of the Coulomb source, equals to (for the external potential (1))

$$- \frac{Q^2}{(n_r + l + 1)^2} \left( \frac{2QR}{n_r + l + 1} \right)^{2l+2} \times \frac{1}{n_r!} \frac{(2l + 1)(2l + 2)(2l + 3)}{(2l + 3)!},$$  

(45)

and for growing $l$ turns out to be negligibly (in fact exponentially) small, since in this limit the dominating factor in (45) is $1/(2l + 3)^2$. It should be noted however, that for small or even moderate $l$ and especially for the case $l + 1 < Q$ the nonzero size of the Coulomb source plays an essential role in all VP-effects and so by no means should be treated at the same footing with the other most important input parameters.

As a result, the partial VP-energy (26) in the large $l$ limit can be represented as

$$\mathcal{E}_{VP,l}(Z) = (l + 1) \left[ \frac{2}{\pi} \int_0^\infty dr V^2(r) - \frac{Q^2}{l + 1} + Q^2 \text{Polygamma}[1, l + 1] + O\left( \frac{Q^4}{(l + 1)^4} \right) \right].$$  

(46)

Thus, in complete agreement with similar results in 1+1 and 2+1 D cases [3, 22, 26, 27], the partial series (25) for $\mathcal{E}_V$ diverges quadratically in the leading $O(Q^2)$-order and so requires regularization and subsequent renormalization, although each partial $\mathcal{E}_{VP,l}(Z)$ in itself is finite without any additional manipulations. The degree of divergence of the partial series (25) is formally the same as in 3+1 QED for the fermionic loop with two external lines. The latter circumstance shows that by calculation of $\mathcal{E}_{VP}$ via principally different non-perturbative approach, that does not reveal any connection with perturbation theory (PT) and Feynman graphs, we nevertheless meet actually the same divergence of the theory, as in PT 1. Actually, it should be indeed so, since both approaches deal with the same physical phenomenon (VP-effects caused by the strong Coulomb field) with the main difference in the methods of calculation. Therefore in the present approach the cancelation of divergent terms should follow the same rules as in PT, based on regularization of the fermionic loop with two external lines, that preserves the physical content of the whole renormalization procedure and simultaneously provides the mutual agreement between perturbative and non-perturbative approaches to the calculation of $\mathcal{E}_{VP}$. This conclusion is in complete agreement with results obtained earlier in Refs. [16, 28].

One more but quite general reason is that for $Q \to 0$, but with fixed $R(Z)$, both the total renormalized VP-density and VP-energy should coincide with results obtained within PT by means of (5-7). Due to spherical symmetry of the external field they both belong to the partial s-channel with $l = 0$. However, in the general case the non-renormalized (but already finite) partial VP-density $\nu_{VP}(r)$ and VP-energy $\mathcal{E}_{VP,0}$ do not reproduce the corresponding perturbative answers for $Q \to 0$. For $\mathcal{E}_{V,P}$ and $\mathcal{E}_{VP,0}$ the difference is quite transparent, since the perturbative VP-energy is built only from the distorted continuum and so has nothing to do with the discrete levels. To the contrary, $\mathcal{E}_{VP,0}$ contains by construction a non-vanishing $O(Q^2)$-contribution from the latter, since for Coulomb-like potentials the discrete spectrum exists for any infinitesimally small $Q$.

Thus, in the complete analogy with the renormalization of VP-density [3, 14, 16, 22, 26-28] we should pass to the renormalized VP-energy by means of relations

$$\mathcal{E}_{VP}^{ren}(Z) = \sum_{l=0}^{\infty} \mathcal{E}_{VP,l}^{ren}(Z),$$  

(47)

where

$$\mathcal{E}_{VP,l}^{ren}(Z) = \mathcal{E}_{VP,l}(Z) + \zeta Z^2,$$  

(48)

with the renormalization coefficients $\zeta$ defined in the

---

1 In 3+1 D the loop with 4 legs is also (logarithmically) divergent. But it is apart of interest in our approach since the calculation of VP-density and VP-energy implies averaging over the vortex indices, which removes the divergency of the 4-legs diagram (see, e.g., Ref. [25]). Second, our approach deals only with gauge-invariant quantities, and so does not require for any additional regularization.
and, moreover, for any finite series.

The essence of relations (47-49) is to remove (for fixed $Z$ and $R(Z)$) the divergent $O(Q^2)$-components from the non-renormalized partial terms $E_{VP,j}(Z)$ in the series (25) and replace them further by renormalized via fermionic loop perturbative contribution to VP-energy $E_{VP,j}^{(1)}(Z_0)$. Such procedure provides simultaneously the convergence of the regulated this way partial series (47) and the correct limit of $E_{VP,P}^{(1)}(Z)$ for $Q \to 0$ with fixed $R(Z)$.

So renormalization via fermionic loop turns out to be a universal method, which removes the divergencies of the theory simultaneously in purely perturbative and essentially non-perturbative approaches to VP. However, the concrete implementation of this general method depends on the VP-quantity under consideration. The considered approach to evaluation of $E_{VP}$ treats separately the contributions to $E_{VP,j}(Z)$ from discrete spectrum and continua. The subtraction in this case proceeds directly on the level of $E_{VP,j}(Z)$ by means of $(48,49)$, where the renormalization coefficients $\zeta_j$ are determined through a special limit, in which the effective coupling constant $Q_0 = Z_0\alpha$ tends to zero, but the shape of the external field (in the present case it is the radius $R(Z)$) is preserved. So $\zeta_j$ contain a non-trivial dependence on $R(Z)$, and hence, on the current charge $Z$ of the Coulomb source. This dependence, however, has nothing to do with the renormalization procedure presented above, since in fact the latter deals with the dependence on $Q = Z\alpha$, but not on the shape of the external potential.

Moreover, the complete analogy between renormalizations of VP-density and VP-energy implies the validity of Schwinger relation [3, 8, 9] for renormalized quantities

$$\delta E_{VP} = \int d^2r \, \delta E_{VP}^{ren}(r) \delta A_0^{ext}(r) + \delta E_N,$$  

(50)

since $E_N$ is responsible only for jumps in the VP-energy caused by discrete levels crossing through the border of the lower continuum and so is an essentially non-perturbative quantity, which doesn’t need any renormalization. The relation (50) can be represented also in the partial form

$$\delta E_{VP,j}^{ren} = \int_0^\infty dr \, \delta E_{VP,j}^{ren}(r) \delta A_0^{ext}(r) + \delta E_{N,j}.$$  

(51)

from which there follows that the convergence of partial series for VP-density implies the convergence of partial series for VP-energy and vice versa. $E_{N,j}$ is always finite and, moreover, for any finite $Z$ vanishes for $l \geq l_{max}(Z)$, therefore doesn’t influence the convergence of the partial series.

\[ \zeta_j = \lim_{Z_0 \to 0} \left[ \frac{E_{VP,j}^{(1)}(Z_0) \delta_{l,0} - E_{VP,P}^{(1)}(Z_0)}{Z_0^2} \right]_{R=R(Z)}. \]  

(49)

IV. EVALUATION OF THE TOTAL ELASTIC PHASE $\delta_{tot}(l,k)$ FOR THE POTENTIAL (1)

Now — having dealt with the first principles of essentially nonperturbative evaluation of VP-energy by means of the phase integral method this way — let us turn to the explicit evaluation of $E_{VP}^{(1)}(Z)$ for the external potential (1). It would be pertinent to present the details of this procedure in terms of separate pairs $(u_l,q_l)$ and $(p_l,v_l)$, introduced via general expansion (21). Although each pair contains a set of states with different parity, more detailed description of solutions of DC per each parity is here of no use, since the calculation of $E_{VP}^{(1)}(Z)$ itself implies the summation over both parities.

The evaluation of total elastic phase $\delta_{tot}(l,k)$ proceeds as follows. It suffices to consider only $(u_l,q_l)$-pair, since the contribution of $(p_l,v_l)$-pair to $\delta_{tot}(l,k)$ can be achieved via crossing symmetry of the initial DC (23,24).

First we consider the region $l+1 > Q$, that means for real $\delta_l$ defined in (33). In this case in the upper continuum with

$$\epsilon(k) = +\sqrt{k^2 + 1} \geq 1$$  

(52)

the solutions of DC up to a common normalization factor can be represented in the next form.

For $r \leq R(Z)$

$$\begin{align*}
  u_l(k,r) &= \sqrt{\epsilon(k)} + V_0 + 1 J_{l+1/2}(\xi(k)r) / \sqrt{r}, \\
  q_l(k,r) &= -\sqrt{\epsilon(k)} + V_0 + 1 J_{l+3/2}(\xi(k)r) / \sqrt{r},
\end{align*}$$  

(53)

with $J_{\nu}(z)$ being the Bessel functions,

$$\xi(k) = \sqrt{(\epsilon(k) + V_0)^2 - 1}, \quad V_0 = Q/R.$$  

(54)

For $r \geq R(Z)$ the scattering states of DC should be written in terms of the Kummer $\Phi(b,c,z)$ and Tricomi $\tilde{\Phi}(b,c,z)$ or modified Kummer $\tilde{\Phi}(b,c,z)$ functions [29]. The reason is that due to the Kummer relation $\Phi(b,c,x) = e^x \Phi(b-1,c-1,x)$ for real $\delta_l$ such solutions cannot be represented in terms of $\Phi(b,c,z)$ and $\Phi^*(b,c,z)$. For our purposes the modified Kummer function $\tilde{\Phi}(b,c,z)$ is more preferable than the Tricomi one due to the reasons of numerical calculations. The Tricomi function contains combination of two Kummer’s ones and so is calculated twice longer.

The parameters $b,c$ of the Kummer’s functions are defined as

$$b_l = \delta_l - i\epsilon(k)Q/k, \quad c_l = 1 + 2\delta_l.$$  

(55)

Upon introducing the subsidiary phases $\xi_1, \xi_2$

$$e^{-2i\xi_1} = \frac{b_l}{l + iQ/k}, \quad e^{2i\xi_2} = \frac{b_l}{l + 1 - iQ/k},$$  

(56)

and corresponding functions

$$\Phi_1(l,k,r) = e^{i(kr + \xi_1)} \tilde{\Phi}(b_l, c_l, -2ikr),$$  

$$\Phi_2(l,k,r) = e^{i(kr + \xi_2 - \pi\delta_l)} \tilde{\Phi}(b_l, c_l, -2ikr),$$  

(57)

the real-valued scattering solutions in the upper continuum are defined as follows.
\[
\begin{align*}
\begin{cases}
u_l(k, r) = \sqrt{\epsilon(k) + 1} r^{\kappa_l-1} \left( \text{Re} \, [\Phi_1(l, k, r)] + \lambda_{uq}^+(l, k) \text{Im} \, [\Phi_2(l, k, r)] \right), \\
q_l(k, r) = \sqrt{\epsilon(k) - 1} r^{\kappa_l-1} \left( -\text{Im} \, [\Phi_1(l, k, r)] + \lambda_{uq}^+(l, k) \text{Re} \, [\Phi_2(l, k, r)] \right),
\end{cases}
\end{align*}
\]

with \( \lambda_{uq}^+(l, k) \) being the matching coefficient between inner \( r \leq R(Z) \) and outer \( r \geq R(Z) \) solutions.

\[
\lambda_{uq}^+(l, k) = \frac{\sqrt{(\epsilon - 1) (\epsilon + V_0 + 1)} J_{\kappa_l/2} (\xi R) \text{Im} \, [\Phi_1] - \sqrt{(\epsilon + 1) (\epsilon + V_0 - 1)} J_{\kappa_l+\frac{3}{2}} (\xi R) \text{Re} \, [\Phi_2]}{\sqrt{(\epsilon - 1) (\epsilon + V_0 + 1)} J_{\kappa_l/2} (\xi R) \text{Re} \, [\Phi_2] + \sqrt{(\epsilon + 1) (\epsilon + V_0 - 1)} J_{\kappa_l+\frac{3}{2}} (\xi R) \text{Im} \, [\Phi_2]}. 
\]

Note that in the case under consideration \( V_0 \) turns out to be about several dozens or even hundreds, so \( k_1 \) is always well-defined.

According to this division the inner solutions of DC problem in the lower continuum are defined as follows. For \( 0 \leq k \leq k_1 \)

\[
\begin{align*}
\begin{cases}
u_l(k, r) = \sqrt{\epsilon(k) + V_0 + 1} J_{\kappa_l/2} (\xi(k) r) / \sqrt{r}, \\
q_l(k, r) = -\sqrt{\epsilon(k) + V_0 - 1} J_{\kappa_l+\frac{3}{2}} (\xi(k) r) / \sqrt{r},
\end{cases}
\end{align*}
\]

where \( \xi(k) \) is defined as before in (54), while for the second interval \( k_1 \leq k \leq k_2 \)

\[
\begin{align*}
\begin{cases}
u_l(k, r) = \sqrt{\epsilon(k) + V_0 + 1} I_{\kappa_l/2} (\xi(k) r) / \sqrt{r}, \\
q_l(k, r) = \sqrt{|\epsilon(k)| - V_0 + 1} I_{\kappa_l+\frac{3}{2}} (\xi(k) r) / \sqrt{r},
\end{cases}
\end{align*}
\]

with \( I_u(z) \) being the Infeld functions and

\[
\xi(k) = \sqrt{1 - (\epsilon(k) + V_0)^2}.
\]

In the third interval \( k_2 \leq k \leq \infty \)

\[
\begin{align*}
\begin{cases}
u_l(k, r) = \sqrt{|\epsilon(k)| - V_0 - 1} J_{\kappa_l+\frac{3}{2}} (\xi(k) r) / \sqrt{r}, \\
q_l(k, r) = \sqrt{|\epsilon(k)| - V_0 + 1} J_{\kappa_l+\frac{3}{2}} (\xi(k) r) / \sqrt{r},
\end{cases}
\end{align*}
\]

The real-valued scattering solutions in the lower continuum are

\[
\begin{align*}
\begin{cases}
u_l(k, r) = \sqrt{|\epsilon(k)| - r^{\kappa_l-1}} (\text{Re} \, [\Phi_1(l, k, r)] + \lambda_{uq}^- l, k) \text{Im} \, [\Phi_2(l, k, r)]), \\
q_l(k, r) = \sqrt{|\epsilon(k)| + r^{\kappa_l-1}} (\text{Im} \, [\Phi_1(l, k, r)] - \lambda_{uq}^- l, k) \text{Re} \, [\Phi_2(l, k, r)])
\end{cases}
\end{align*}
\]

while the corresponding matching coefficients contain now triplets \( \lambda_{uq}^- l, k, i = 1, 2, 3 \), which belong to 3 intervals.
0 \leq k \leq k_1, \ k_1 \leq k \leq k_2, \ k_2 \leq k \leq \infty \) and take the following form

\[
\begin{align*}
\lambda_{1,uq}(l,k) &= \sqrt{(1 - \epsilon) (\epsilon + V_0 + 1)} J_{l+1/2} (\xi R) \text{Im} [\Phi_1] + \sqrt{(1 + \epsilon) (\epsilon + V_0 - 1)} J_{l+3/2} (\xi R) \text{Re} [\Phi_1] \\
\lambda_{2,uq}(l,k) &= \sqrt{(1 - \epsilon) (\epsilon + V_0 + 1)} J_{l+1/2} (\xi R) \text{Re} [\Phi_2] - \sqrt{(1 + \epsilon) (\epsilon + V_0 - 1)} J_{l+3/2} (\xi R) \text{Im} [\Phi_2] \\
\lambda_{3,uq}(l,k) &= \sqrt{(1 - \epsilon) (\epsilon + V_0 + 1)} J_{l+1/2} (\xi R) \text{Im} [\Phi_1] - \sqrt{(1 + \epsilon) (\epsilon + V_0 - 1)} J_{l+3/2} (\xi R) \text{Re} [\Phi_1] \\
&\quad \sqrt{(1 - \epsilon) (\epsilon + V_0 + 1)} J_{l+1/2} (\xi R) \text{Re} [\Phi_2] + \sqrt{(1 + \epsilon) (\epsilon + V_0 - 1)} J_{l+3/2} (\xi R) \text{Im} [\Phi_2] , \\
&\quad \text{where} \quad \epsilon \equiv \epsilon(k) < -1, \ \xi = \xi(k), \ \xi = \xi(k) , \ R = R(Z) \text{, the parameters } b, c \text{ of the Kummer’s functions remain the same as in (55), but with negative } \epsilon(k) < -1, \text{ while the arguments } (l, k, R(Z)) \text{ in the functions } \Phi_1, \Phi_2 \text{ remain the same as above.} \\
\text{The phase shifts } \delta_{uq}(l,k) \text{ are given by the same expressions (60-62) as for the upper one with two main differences. First, } \epsilon(k) \text{ is negative and, second, the matching coefficients are defined via (70) in accordance with 3 intervals } 0 \leq k \leq k_1, \ k_1 \leq k \leq k_2, \ k_2 \leq k \leq \infty .\]

The calculation of phase shifts for the region \( l + 1 < Q \), that means for imaginary \( \alpha_0 \), proceeds as follows. The inner solutions for \( r < R(Z) \) remain unchanged, while for \( r \geq R(Z) \) the scattering states of DC can be written now in terms of the Kummer \( \Phi(h, c, z) \) and conjugated Kummer \( \Phi^*(h, c, z) \) ones, since for imaginary \( \alpha_0 \) the Kummer relation doesn’t destroy the independence of solutions built in such a way.

Upon introducing the notation

\[
\alpha_0 = i \eta , \quad \text{where} \quad \eta_l = \sqrt{Q^2 - (l + 1)^2} , \quad \text{and the parameters } b, c \text{ of Kummer’s functions in the form}
\]

\[
b_l = i (\eta_l - \epsilon(k)Q/k) , \quad c_l = 1 + 2i \eta_l ,
\]

the real-valued scattering solution for \( (u_l, q_l) \)-pair in the upper continuum is represented as

\[
\begin{align*}
\left\{ \begin{array}{l}
u(b, c, k) = \frac{1}{r} \sqrt{\epsilon(k) + 1} \text{Re} \left[ e^{ik(r-R)} \left( \frac{r}{R} \right)^{\eta_l} N^*_R(l,k) F_1(l,k,r) \right] , \\
q(b, c, k) = \frac{1}{r} \sqrt{\epsilon(k) - 1} \text{Im} \left[ e^{ik(r-R)} \left( \frac{r}{R} \right)^{\eta_l} N^*_R(l,k) F_2(l,k,r) \right] ,
\end{array} \right.
\end{align*}
\]

where

\[
F_1(l,k,r) = b_l \Phi(b_l + 1, c_l, -i \eta_l k r) + (l + 1 + i Q/k) \Phi(b_l, c_l, -i \eta_l k r) ,
\]

\[
F_2(l,k,r) = b_l \Phi(b_l + 1, c_l, -i \eta_l k r) - (l + 1 + i Q/k) \Phi(b_l, c_l, -i \eta_l k r) ,
\]

and

\[
N_R(l,k) = \sqrt{(\epsilon - 1) (\epsilon + V_0 + 1)} J_{l+1/2} (\xi R) F_{2R} + \sqrt{(\epsilon - 1) (\epsilon + V_0 - 1)} J_{l+3/2} (\xi R) F_{1R} .
\]

In the r.h.s. of (76) \( \epsilon \equiv \epsilon(k) = \sqrt{k^2 + 1} \geq 1, \ \xi = \xi(k) , \ R = R(Z) \text{ with the same arguments } (l, k, R(Z)) \text{ in functions } F_{1R} \text{ and } F_{2R}. \)

From (74-76) for the phase shift \( \delta_{uq}^+(l,k) \) one finds

\[
\delta_{uq}^+(l,k) = \frac{\pi l}{2} + \frac{\epsilon(k)Q}{k} \ln(2kr) + \text{Arg} [C(l,k)] ,
\]

where

\[
C(l,k) = i \left[ e^{-\eta_l k/2} \tilde{N}_R(l,k) \left( \frac{\Gamma(c_l)}{\Gamma(b_l)} \right)^* + e^{\eta_l k/2} N^*_R(l,k) (l + 1 + i Q/k) \frac{\Gamma(c_l)}{\Gamma(1 + i (\eta_l + \epsilon(k)Q/k))} \right] ,
\]
and
\[ \tilde{N}_R(l, k) = e^{i(kR + \eta_1 \ln(2kR))} N_R(l, k), \]  
(79)

In the lower continuum with \( \epsilon(k) < -1 \) we again deal with 3 separate intervals \( 0 \leq k \leq k_1, k_1 \leq k \leq k_2, k_2 \leq k \leq \infty \). The general answer for scattering solutions in this case reads
\[
\begin{align*}
\alpha_i(k, r) &= \frac{1}{r} \sqrt{\epsilon(k)} - 1 \, \text{Im} \left[ e^{i k(r-R)} \left( \frac{r}{R} \right)^{i n} N_R^i(l, k) F_i(l, k, r) \right], \\
\beta_i(k, r) &= \frac{1}{r} \sqrt{\epsilon(k)} + 1 \, \text{Re} \left[ e^{i k(r-R)} \left( \frac{r}{R} \right)^{i n} N_R^i(l, k) F_i(l, k, r) \right],
\end{align*}
\]
(80)

where
\[
N_R(l, k) = \begin{cases}
\sqrt{(1 + \epsilon) (\epsilon + V_0 - 1)} J_{l+3/2}(\xi_R) F_{1R} + i \sqrt{(1 - \epsilon) (\epsilon + V_0 + 1)} J_{l+1/2}(\xi_R) F_{2R}, & 0 \leq k \leq k_1, \\
\sqrt{(1 + \epsilon) (\epsilon + V_0 - 1)} I_{l+3/2}(\xi_R) F_{1R} - i \sqrt{(1 - \epsilon) (\epsilon + V_0 + 1)} I_{l+1/2}(\xi_R) F_{2R}, & k_1 \leq k \leq k_2, \\
\sqrt{(1 + \epsilon) (\epsilon + V_0 - 1)} I_{l+3/2}(\xi_R) F_{1R} - i \sqrt{(1 - \epsilon) (\epsilon + V_0 + 1)} I_{l+1/2}(\xi_R) F_{2R}, & k_2 \leq k \leq \infty.
\end{cases}
\]

From (80,81) for the phase shift one finds
\[ \delta_{\text{tot}}^{-}(l, k) = \frac{\pi l}{2} + \frac{\epsilon(k) Q}{k} \ln(2kr) + \text{Arg}[D(l, k)], \]
(82)

where
\[ D(l, k) = e^{\pi \eta_1/2} \tilde{N}_R^\infty(l, k) (l + 1 + iQ/k) \frac{\Gamma(c_l)}{\Gamma(1 + i (\eta + \epsilon(k)Q/k))} - e^{-\pi \eta_1/2} \tilde{N}_R(l, k) \left( \frac{\Gamma(c_l)}{\Gamma(b_l)} \right)^*, \]
(83)

Finally, the total elastic phase \( \delta_{\text{tot}}(l, k) \) is obtained by summing up all the four separate phases for \( (\alpha_i, \beta_i) \)- and \( (\alpha_i, \beta_i) \)-pairs
\[ \delta_{\text{tot}}(l, k) = \delta_{\text{tot}}^{+}(l, k) + \delta_{\text{tot}}^{-}(l, k) + \delta_{\text{tot}}^{+}(l, k) + \delta_{\text{tot}}^{-}(l, k), \]
(84)

where \( \delta_{\text{tot}}^{\pm}(l, k) \) are obtained from \( \delta_{\text{tot}}^{\pm}(l, k) \) via crossing-symmetry prescription. \( \delta_{\text{tot}}^{\pm}(l, k) \) automatically includes contributions from both continua and both parities, and reveals the following general properties. First, each separate phase in (84) is determined from the asymptotics of scattering solutions only up to additional term \( \pi s \). Therefore the term \( 2\pi l \) in \( \delta_{\text{tot}}(l, k) \) can be freely replaced by any other \( 2\pi s \) and so should be chosen by means of additional grounds, the main of which is \( \delta_{\text{tot}}(l, k \to \infty) \to 0 \). Second, the Coulomb logarithms \( \pm Q(\ln(2kR)), \) which enter each separate phase, in the total phase cancel each other. However, after canceling Coulomb logarithms the separate phase shifts contain still the singularities for both \( k \to 0 \) and \( k \to \infty \). In particular, for \( k \to \infty \) in the asymptotics of separate phases there remain the singular terms \( \pm Q(\ln(2kR))/k \), but they also cancel mutually in the total phase just as in \( 2+1 \) D case [22, 27]. As a result, \( \delta_{\text{tot}}(l, k \to \infty) \) shows up for any \( \eta_1 \) the following vanishing asymptotics \(^2\)

\(^2\) Here there are shown only 3 first orders of asymptotical expansion of \( \delta_{\text{tot}}(l, k \to \infty) \) in inverse powers of \( kR \). At the same time, by means of computer algebra tools it is possible to derive in explicit form as many orders of this expansion as needed. It is quite important, since for concrete calculation of phase integral such explicit terms of asymptotics are very useful, because it allows to perform the integration over large \( k \) in the phase integral with given accuracy purely analytically.
\[ \delta_{\text{tot}}(l, k \to \infty) = \frac{1}{(kR)^2} \left[ \frac{4}{3} Q^2 ((l+1)^2 - 3 R^2) - (l+1) Q \sin(2Q) \cos(2kR - \pi l) \right] + \right. \\
+ \frac{\sin(2kR - \pi l)}{(kR)^4} (l+1) \left[ 3 Q^2 \cos(2Q) + Q \sin(2Q) ((l+1)^2 - 5/2) \right] + \right. \\
+ \frac{1}{(kR)^4} \left\{ \frac{8Q^4}{15} (3(l+1)^2 - 5R^2) + \frac{Q^2}{2} \left[ \frac{(l+1)^2}{5} (4(l+1)^2 - 5) + \frac{R^2}{3} (12(l+1)^2 - 1) \right] + \right. \\
+ \frac{l+1}{2} \left[ ((l+1)^2 - 6 l(l+1) + 6 - R^2 - 12Q^2) Q \sin(2Q) + (8(l+1)^2 - 23 - 2R^2) Q^2 \cos(2Q) \right] \cos(2kR - \pi l) \left\} + \right. \\
+ O \left( \frac{1}{(kR)^6} \right). \tag{85} \]

As it was already stated above in the Section III, the leading \( O(1/(kR)^3) \) non-oscillating term of \( \delta_{\text{tot}}(l, k \to \infty) \) coincides exactly with the leading-order-WKB asymptotics \( (37) \), while the oscillating ones in \( \delta_{\text{tot}}(l, k \to \infty) \) are responsible for diffraction on a sphere of the radius \( R \). It would be also worth-while noticing that the explicit asymptotics \( (85) \) confirms that the total phase is an even function of \( Q \), but not of \( Z \), since the dependence on \( Z \) includes the function \( R = R(Z) \), which is quite different.

The IR-asymptotics of separate phases contain also the singularities of the form \( \pm Q (1 - \ln(Q/k))/k \). However, these singularities again cancel each other in \( \delta_{\text{tot}}(l, k \to 0) \), and so the total phase for \( k \to 0 \) possesses a finite limit, which for large \( l \gg Q \) coincides with the WKB-approximation and reproduces the answer for a point-like source, but in general case turns out to be quite different, especially for imaginary \( \chi_l \). The explicit expressions for \( \delta_{\text{tot}}(l, k \to 0) \) depend strongly on either \( \chi_l \) is real or imagine. In the case of real \( \chi_l \) by means of the subsidiary functions

\[
\begin{align*}
\delta_l & = \frac{J_{2\eta_1} \left( \sqrt{8QR} \right) \left[ z_0 j_1 - (l+1 + \chi_l) j_2 \right] + J_{2\eta_2} \left( \sqrt{8QR} \right) \left[ j_0 - (l+1 - \chi_l) j_2 \right]}{J_{-2\eta_1} \left( \sqrt{8QR} \right) \left[ z_0 j_1 - (l+1 + \chi_l) j_2 \right] + J_{-2\eta_2} \left( \sqrt{8QR} \right) \left[ j_0 - (l+1 - \chi_l) j_2 \right]} , \\
g_l & = \frac{J_{2\eta_1} \left( \sqrt{8QR} \right) \left[ (l+1 + \chi_l) j_1 - z_0 j_2 \right] + J_{2\eta_2} \left( \sqrt{8QR} \right) \left[ j_0 - (l+1 + \chi_l) j_2 \right]}{J_{-2\eta_1} \left( \sqrt{8QR} \right) \left[ (l+1 + \chi_l) j_1 - z_0 j_2 \right] + J_{-2\eta_2} \left( \sqrt{8QR} \right) \left[ j_0 - (l+1 + \chi_l) j_2 \right]} , \tag{86}
\end{align*}
\]

where

\[
z_0 = \sqrt{Q^2 + 2QR} , \quad j_1 = J_{l+1/2}(z_0) , \quad j_2 = J_{l+3/2}(z_0) , \tag{87}
\]

the answer for \( \delta_{\text{tot}}(l, k \to 0) \) reads

\[
\tan (\delta_{\text{tot}}(l, k \to 0)) = \tan \left\{ \text{Arg} \left[ (1 - e^{2\pi i \eta_1} f_l) (1 - e^{2\pi i \eta_1} g_l) \right] - 2\pi \eta_l \right\} , \tag{88}
\]

At the same time, for imaginary \( \chi_l = i\eta_l \) by means of two subsidiary phases

\[
\begin{align*}
\varphi_l & = -\text{Arg} \left\{ \sqrt{1 + \frac{V_0}{2j_1}} 2Q J_{2\eta_l} \left( \sqrt{8QR} \right) + \sqrt{2} V_0 j_2 \left[ \sqrt{2QR} J_{1+2\eta_l} \left( \sqrt{8QR} \right) - (l+1 + i\eta_l) J_{2\eta_l} \left( \sqrt{8QR} \right) \right] \right\} , \\
\chi_l & = -\text{Arg} \left\{ \sqrt{2} V_0 j_1 \left[ \sqrt{2QR} J_{1+2\eta_l} \left( \sqrt{8QR} \right) + (l+1 - i\eta_l) J_{2\eta_l} \left( \sqrt{8QR} \right) - \sqrt{1 + \frac{V_0}{2j_2}} 2Q J_{2\eta_l} \left( \sqrt{8QR} \right) \right] \right\} , \tag{89}
\end{align*}
\]

instead of \( (88) \) one finds

\[
\tan (\delta_{\text{tot}}(l, k \to 0)) = \tan \left\{ \text{Arg} \left[ (e^{\pi \eta_l + i\varphi_l} - e^{-\pi \eta_l - i\varphi_l}) (e^{\pi \eta_l + i\chi_l} - e^{-\pi \eta_l - i\chi_l}) \right] \right\} . \tag{90}
\]

The peculiar feature in the behavior of \( \delta_{\text{tot}}(l, k) \) is the appearance of (positronic) elastic resonances upon diving of each subsequent discrete level into the lower continuum. Here it should be noted that the additional \( \pi \delta s \) in the separate phase shifts, mentioned above, are in principle unavoidable, since this arbitrariness comes from the possibility to alter the common factor in the corresponding wavefunctions. So one needs to apply a special procedure, which provides to distinguish between such artificial jumps in the phases by \( \pi \) of purely mathematical origin in the inverse tan-function, and the physical ones, which are caused by resonances and for extremely narrow low-energy resonances look just like the same jumps by \( \pi \). Removing the first ones, coming from the inverse tan-function, we provide the continuity of the phases, while the latter contain an important physical information. Hence, no matter how narrow they might be, they must necessarily be preserved in the phase function, and so this procedure should be performed with a very high level of accuracy.
In Fig. 2 the pertinent set of total phase curves for $Z = 300$ is present. For such $Z$ only 4 first levels from the $s$-channel have already dived into the lower continuum, namely $1s_{1/2} \ (Z_{cr,1} \approx 173.6), 2p_{1/2} \ (Z_{cr,2} \approx 188.5), 2s_{1/2} \ (Z_{cr,3} \approx 244.3) \text{ and } 3p_{1/2} \ (Z_{cr,4} \approx 270.5)^3$. So for $Z = 300$ it is only the $s$-channel, where $\delta_{tot}(l,k)$ undergoes corresponding resonant jumps by $\pi$. It

---

$^3$ $Z_{cr,i}$ are determined from (97) with $R(Z)$ defined as in (102).
FIG. 3. $\delta_{\text{tot}}(l,k)$ for $Z = 600$ and (a): $l = 0$; (b): $l = 1$; (c): $l = 2$; (d): $l = 3$; (e): $l = 4$; (f): $l = 5$; (g): $l = 6$.

should be remarked however, that each $Z_{\text{cr},i}$ given above correspond to the case of external Coulomb source with
charge $Z = Z_{cr,i}$ and radius $R_i = R(Z_{cr,i})$. Hence, this is not exactly the case under consideration with $Z = 300$ and $R(Z = 300)$ fixed, rather it is a qualitative picture of what happens with 4 lowest $s$-levels in this case. They are absent in the discrete spectrum and show up as positronic resonances, which rough disposition can be understood as a result of diving of corresponding levels at $Z_{cr,i}$. But their exact positions on the $k$-axis can be found only via thorough restoration of the form of $\delta_{tot}(0,k)$. In particular, the two first low-energy narrow jumps in Fig.2(a) correspond to resonances, which are caused by diving of $2s_{1/2}$ and $3p_{1/2}$, what happens quite close to $Z = 300$. At the same time, the jumps caused by diving of $1s_{1/2}$ and $2p_{1/2}$ have been already gradually smoothed and almost merged together, hence look like one big $2\pi$-jump, which is already significantly shifted to the region of larger $k$. In the other channels with $l \geq 1$ there are no dived levels for such $Z$, and so $\delta_{tot}(l,k)$ in these channels look like a smooth decreasing function, which behavior roughly resembles the one of WKB-phase in Fig.1.

In Fig.3 the behavior of total phases in pertinent channels is presented for $Z = 600$. For this $Z$ diving of discrete levels occurs already up to $l = 3$. The dived levels naturally group into pairs of different parity. For $l = 0$ these are $\{1s_{1/2}, 2p_{1/2}\}, \ldots, \{5s_{1/2}, 6p_{1/2}\}$ and the last unpaired $6s_{1/2}$ with corresponding $Z_{cr} \simeq 576.4$. For $l = 1$ this is the set $\{2p_{3/2}, 3d_{3/2}\}, \ldots, \{5p_{3/2}, 6d_{3/2}\}$, with the last unpaired $6p_{3/2}$ ($Z_{cr} \simeq 581.2$), while for $l = 2$ one has $\{3d_{5/2}, 4f_{5/2}\}, \ldots, \{5p_{3/2}, 6f_{5/2}\}$, with the last $6f_{5/2}$ ($Z_{cr} \simeq 564.5$). Diving stops at $l = 3$ with the pair $\{4f_{7/2}, 5g_{7/2}\}$, corresponding to critical charges $\simeq 578.6$ and $\simeq 582.7$. The meaning of $Z_{cr,i}$ in this case is the same as for $Z = 300$. The behavior of total phases in these channels is quite similar and differs only by the number of resonant jumps, hence in the appearance of curves. For the $s$-channel the total number of dived levels exceeds 11, and so $\delta_{tot}(0,k)$ undergoes the corresponding number of jumps by $\pi$, which at small $k$ practically overlap each other. At the same time, for $l = 2$ and $l = 3$ all the jumps are quite clearly pronounced, transparent and lie in one-to-one correspondence with the sequence of dived levels. In the other channels with $l \geq 4$ there are no dived levels, so $\delta_{tot}(l,k)$ transforms into a smooth decreasing function similar to the WKB-phase (compare Fig.3(g) with Fig.1).

Thus, for any $l$ the total phase $\delta_{tot}(l,k)$ turns out to be regular everywhere on the whole half-axis $0 \leq k \leq \infty$ and for $k \to \infty$ decreases sufficiently fast to provide the convergence of the phase integral (40). So the latter could be quite reliably evaluated by means of the standard numerical recipes with a special account for the region of small $k$ caused by extremely narrow low-energy resonances.

\textbf{V. EVALUATION OF THE DISCRETE SPECTRUM FOR THE POTENTIAL (1)}

Quite similar to the case of the total elastic phase $\delta_{tot}(l,k)$, it suffices to consider only $(u_t, q_t)$-pair, since the contribution of $(p_t, v_t)$-pair can be again achieved via crossing symmetry of initial DC. For the external potential (1) the discrete levels with $|\epsilon| < 1$ are found via equations in terms of the Tricomi function $\Psi(b, c, z)$, which are valid for any $\epsilon_0$. By means of denotations

$$\gamma = \sqrt{1 - \epsilon^2}, \quad b_t = \epsilon_0 - \epsilon Q/\gamma, \quad c_t = 1 + 2\epsilon_0,$$

$$\Psi = \Psi(b_t, c_t, 2\gamma R), \quad \Psi_+ = \Psi(b_t + 1, c_t, 2\gamma R),$$

and

$$\xi = \sqrt{(\epsilon + V_0)^2 - 1},$$

the equation for $(u_t, q_t)$-levels reads

\begin{equation}
(l + 1 - Q/\gamma) \frac{\Psi_+}{\Psi} = \frac{\sqrt{(1 + \epsilon)(\epsilon + V_0 - 1)} J_{l+1/2}(\xi R) - \sqrt{(1 - \epsilon)(\epsilon + V_0 + 1)} J_{l+1/2}(\xi R)}{\sqrt{(1 + \epsilon)(\epsilon + V_0 + 1)} J_{l+1/2}(\xi R) + \sqrt{(1 - \epsilon)(\epsilon + V_0 - 1)} J_{l+1/2}(\xi R)} \tag{93}
\end{equation}

However, for imagine $\epsilon_0 = i \eta$ another form of equations turns out to be more pertinent for concrete calculations, since it deals with the Kummer function instead of the Tricomi one

\begin{equation}
\frac{\text{Im}[X_t b_t \Phi_+]}{\text{Im}[X_t \Phi]} = (l + 1 + Q/\gamma) \frac{\sqrt{(1 - \epsilon)(\epsilon + V_0 + 1)} J_{l+1/2}(\xi R) - \sqrt{(1 + \epsilon)(\epsilon + V_0 - 1)} J_{l+1/2}(\xi R)}{\sqrt{(1 - \epsilon)(\epsilon + V_0 + 1)} J_{l+1/2}(\xi R) + \sqrt{(1 + \epsilon)(\epsilon + V_0 - 1)} J_{l+1/2}(\xi R)} \tag{94}
\end{equation}

where

$$b_t = i \eta - \epsilon Q/\gamma, \quad c_t = 1 + 2i \eta,$$

$$\Phi = \Phi(b_t, c_t, 2\gamma R), \quad \Phi_+ = \Phi(b_t + 1, c_t, 2\gamma R),$$

and

$$X_t = e^{i\eta \ln(2\gamma R)} \frac{\Gamma(b_t)}{\Gamma(c_t)} \tag{96},$$

with the same $\gamma$ and $\xi$.

Discrete levels on the threshold of the lower continuum with $\epsilon = -1$ cannot be found by means of the confluent hypergeometric functions, since the latter becomes ill-defined. But since such levels are directly connected with the corresponding critical charges $Z_{cr,i}$ of the external source, there exists another well-known procedure, which deals specially with this case. For details see, e.g., Ref. [9]. The result is that such levels appear only for
\[ z_l = i\eta_l \text{, while the critical charges for both parities (±) are found in this case from equations} \]
\[
2 z_1 K_{2\eta_1} \left( \sqrt{Q R} \right) J_{\pm} \mp \left[ 2 K_{1+2\eta_1} \left( \sqrt{Q R} \right) + K_{1-2\eta_1} \left( \sqrt{Q R} \right) \right] + 2 k K_{2\eta_1} \left( \sqrt{Q R} \right) J_{\mp} = 0 , \quad (97)
\]
where \( K_\nu(z) \) is the McDonald function, \( \eta_\nu \) is defined in (72), and
\[
z_1 = \sqrt{Q^2 - 2QR} ,
J_+ = J_{l+3/2}(z_1) ,
J_- = J_{l+1/2}(z_1) . \quad (98)
\]
The meaning of eqs. (97,98) is twofold. First, for the

given charge \( Z \) and \( R = R(Z) \) by means of these eqs., the existence of levels with \( \epsilon = -1 \) can be checked. The answer is positive if and only if the current \( Z \) coincides with one of \( Z_{cr,i} \), otherwise there are no levels at the lower threshold. Second, by solving these eqs. with respect to \( Z \) and \( R = R(Z) \) one finds the complete set of critical charges \( Z_{cr,i} \).

The asymptotical behavior of the discrete spectrum for both \((u_l, q_l)\)- and \((p_l, v_l)\)-pairs in the vicinity of the condensation point \( \epsilon_{n,l} \to 1 \) reproduces the Coulomb-Schroedinger problem for a point-like source with the same \( Z \) including \( O(Q^4) \)-fine-structure correction and \( O(Q^{2f+4}) \)-correction coming from non-vanishing size of the Coulomb source

\[
1 - \epsilon_{n,l} = \frac{Q^2}{2 (n_r + l + 1)^2} + \frac{1}{2} \left[ \frac{1}{Q^4} \left( \frac{1}{2(l+1)(n_r + l + 1)^2} - \frac{3}{8(n_r + l + 1)^4} \right)^{2l+2} \frac{(n_r + 2l + 1)! (2l + 2)!}{(2l + 3)!} - \right] , \quad n_r \to \infty . \quad (99)
\]

For any \( l \) in this asymptotics the terms with Bohr levels and fine-structure correction are exactly summable over \( n_r \) starting from certain \( n_0 \) via

\[
\sum_{n_r = n_0}^{\infty} \frac{1}{(n_r + a)^2} = \psi^{(1)}(n_0 + a) ,
\sum_{n_r = n_0}^{\infty} \frac{1}{(n_r + a)^3} = -\frac{1}{2} \psi^{(2)}(n_0 + a) ,
\sum_{n_r = n_0}^{\infty} \frac{1}{(n_r + a)^4} = \frac{1}{6} \psi^{(3)}(n_0 + a) , \quad (100)
\]

where \( \psi^{(n)}(z) = d^n \psi(z)/dz^n , \psi(z) = \Gamma'(z)/\Gamma(z) \). The correction from non-zero size of the source in (99) is also exactly summable over \( n_r \geq n_0 \) in terms of \( \psi^{(n)}(n_0 + a) \), but the general expression for arbitrary \( l \) is very cumbersome.

Thus, for any \( l \) the global strategy of summation over discrete spectrum in order to find its contribution to the partial \( E_{VP,l}(Z) \) turns out to be the following. First, summation is performed separately for \((u_l, q_l)\)- and \((p_l, v_l)\)-pairs. In the first step for each pair one finds the set of lowest levels with \( n_r < n_0(l) \), where \( n_0(l) \) is subject of condition that for \( n_r > n_0(l) \) the levels coincide with the asymptotics (99) with a given accuracy. Since for any non-vanishing accuracy \( n_0(l) \) is finite, summation over this part of the discrete spectrum poses no problems. In the next step, the remaining infinite part of the spectrum is summed up by means of (99,100). Proceeding this way we find with the given accuracy the sum

\[
S(l) = \sum_{-1 \leq \epsilon_{n,l} < 1} \left( 1 - \epsilon_{n,l}^{\pm} \right) , \quad (101)
\]

which is the discrete spectrum contribution to the partial VP-energy (26). It should be noted however that for small or even moderate \( l \) and especially for the case \( l + 1 < Q \) with \( \epsilon_l = i\eta_l \) accounting for nonzero size of the Coulomb source in this calculation takes care, since the more current \( Z \) and \( R(Z) \), the more \( n_0(l) \). In actual calculations up to \( Z \approx 1000 \) the value of \( n_0(l) \) exceeds thousands or even dozens of thousands, and since all the levels with \( n_r < n_0(l) \) must be find by solving the corresponding equations numerically, it takes some definite time. \(^4\)

\(^4\) There exists another procedure of “quasi-exact” summation over discrete spectrum in such DC problems, elaborated by K.S. and Y.V., which takes account for nonzero size of the Coulomb source in essentially non-perturbative way and works much more rapidly. Within this approach one needs to calculate exactly via eqs. (93,94) only a few number, not more than one hundred for reasonable accuracies lying in the interval \( 10^{-16} - 10^{-20} \), of the lowest levels lying below 0.99, afterwards the summation for the rest is performed in a closed form by means of (99,100). However, this method requires for a thorough analysis of behavior of conuent hypergeometric functions in non-trivial asymptotical regimes combined with a number of additional original tricks and so will be presented separately.
VI. RENORMALIZED VP-ENERGY FOR THE COULOMB SOURCE (1).

For greater clarity of results we restrict this presentation to the case of charged sphere (1) on the interval $0 < Z < 600$ with the numerical coefficient in eq. (4) chosen as:

$$R(Z) = 1.228935 (2.5 Z)^{1/3} \text{ fm} \ . \ (102)$$

On this interval of $Z$ the main contribution comes from the partial channels with $l = 0, \ldots, 3$, in which a non-zero number of discrete levels has already reached the lower continuum. In Fig.4 there are shown the specific features of partial phase integrals, partial sums over discrete levels and renormalized partial VP-energies.

As it follows from Fig.4(a), phase integrals increase monotonically with growing $Z$ and are always positive. The clearly seen bending, which is in fact nothing else but the negative jump in the derivative of the curve, for each channel starts when the first discrete level from this channel attains the lower continuum. The origin of this effect is the sharp jump by $\pi$ in $\theta_{el}(l,k)$ due to the resonance just born. In each $l$-channel such effect is most pronounced for the first level diving, which takes place at $Z_{cr,1} \approx 173.6$ for $l = 0$, at $Z_{cr,5} \approx 307.4$ for $l = 1$, at $Z_{cr,15} \approx 442.7$ for $l = 2$ and at $Z_{cr,26} \approx 578.6$ for $l = 3$. The subsequent levels diving also jumps in the derivative of $I(l)$, but they turn out to be much less pronounced already, since with increasing $Z$ there shows up the effect of “catalyst poisoning” — just below the threshold of the lower continuum for $Z = Z_{cr} + \Delta Z$, where $\Delta Z \ll Z_{cr}$, the resonance broadening and its rate of further diving into the lower continuum are exponentially slower in agreement with the well-known result [30], according to which the resonance width just under the threshold behaves like $\sim \exp \left(-\sqrt{Z_{cr}/\Delta Z}\right)$. This effect leads to that for each subsequent resonance the region of the phase jump by $\pi$ with increasing $Z$ grows exponentially slower, and derivative of the phase integral changes in the same way. If not for this effect, then every next level reaching the lower continuum would lead to the same negative jump in the derivative as the first one, and the phase integral curve in the overcritical region would have a continuously increasing negative curvature with all the ensuing consequences for the rate of decrease of the total vacuum energy $\varepsilon_{VP}^{ren}(Z)$. At the same time, before first levels diving the curves of $I(l)$ in all the partial channels reveal an almost quadratical growth. For the last channel with $l = 3$ this growth takes place during almost the whole interval $0 < Z < 600$, since the first level diving in this channel occurs at $Z \approx 578.6$, which is very close to $Z = 600$ and simultaneously large enough already to be subject of Zeldovich-Popov effect discussed just above.

The behavior of the total bound energy of discrete levels per each partial channel $S(l)$ is shown in Fig.4(b). $S(l)$ are discontinuous functions with jumps emerging each time, when the charge of the source reaches the subsequent critical value and the corresponding discrete level dives into the lower continuum. At this moment the bound energy loses exactly two units of $mc^2$, which in the final answer must be multiplied by the degeneracy factor $l + 1$. Due to this factor the jumps in the curves of $S(l)$ are more pronounced with growing $l$. On the intervals between two neighboring $Z_{cr}$ the bound energy is always positive and increases monotonically, since there grow the bound energies of all the discrete levels, while on the intervals between $Z = 0$ up to first levels diving their growth is almost quadratic.

The partial VP-energies $\varepsilon_{VP}^{ren}(Z)$ are shown in Fig.4(c). Note that the behavior of s-channel is different from the others, since in this channel the structure of the renormalization coefficient $\phi_0$ differs from those with $l > 1$ by the perturbative (Uehling) contribution to VP-energy $\varepsilon_{VP}^{n}(Z)$. It is indeed the latter term in the total VP-energy, which is responsible for an almost quadratic growth with $Z$ of VP-energy on the interval $0 < Z < Z_{cr,1}$. The global change in the behavior of $\varepsilon_{VP}^{ren}(Z)$ from the perturbative quadratic growth for $Z \ll Z_{cr,1}$, when the dominant contribution comes from $\varepsilon_{VP}^{n}(Z)$, to the regime of decrease into the negative range with increasing $Z$ beyond $Z_{cr,1}$ is shown below in Sect.VIII in Figs.5,6. At the same time, in the channels with $l > 1$ the quadratic perturbative contribution is absent. Therefore upon renormalization (47-49), which removes the quadratic component in $I(l)$ and $S(l)$, just after first level diving $\varepsilon_{VP}^{ren}(Z)$ reveal with increasing $Z$ a well-pronounced decrease into the negative range.

To specify the dependence of partial VP-energies $\varepsilon_{VP}^{ren}(Z)$ on $l$ below there are given two tabs with the required information. From these tabs it is clearly seen that the main contribution to the total VP-energy for the given $Z$ is produced indeed by those partial channels, where a non-zero number of discrete levels has already reached the lower continuum. At the same time, the number of dived levels and the amount of contribution to VP-energy per partial channel do not correlate precisely. It is only the case $Z = 300$, when all the dived levels belong to s-channel, and indeed this channel dominates in the total VP-energy. However, already for $Z = 600$ the situation is different and with further growth of $Z$ this discrepancy becomes more and more pronounced. Note also that vanishing of $\varepsilon_{VP}^{ren}(Z)$ in the channels with $l$ large enough to prevent levels diving proceeds even faster than predicted by WKB-analysis performed in Sect.III.

The final answers for the total VP-energy achieved this way are

$$\varepsilon_{VP}^{ren}(300) = -23.3 \ , \ \varepsilon_{VP}^{ren}(600) = -1102.7 \ . \ (103)$$

On this interval of $Z$ the decrease of the total VP-energy into the negative range proceeds very fast, but with fur-

---

5 With such a choice for a charged ball with $Z = 170$ the lowest $1s_{1/2}$-level lies precisely at $\epsilon_{1s} = -0.99999$. Furthermore, it is quite close to 1.23, which is the most commonly used coefficient in heavy nuclei physics.
FIG. 4. (Color online) $(l + 1) I(l), (l + 1) S(l), \mathcal{E}_{VP,l}^{ren}(Z)$ and $J_{tot} = \sum_{l=0}^{3} (l + 1) I(l), S_{tot} = \sum_{l=3}^{4} (l + 1) S(l), \mathcal{E}_{VP,tot}^{ren}(Z) = \sum_{l=0}^{3} \mathcal{E}_{VP,l}^{ren}(Z)$ on the interval $0 < Z < 600$.

Further growth of $Z$ the decay rate becomes smaller. In particular,

$$\mathcal{E}_{VP}^{ren}(1000) = -8398.6.$$ (104)
while the reasonable estimate of asymtotical behavior of $\mathcal{E}_{VP}^{ren}(Z)$ as a function of $Z$, achieved from the interval $1000 < Z < 3000$, reads

$$\mathcal{E}_{VP}^{ren}(Z) \sim -Z^4/R(Z). \quad (105)$$

VII. CHARGED BALL COULOMB SOURCE CONFIGURATION

Now let us consider the main differences in VP-energy between the models of uniformly charged sphere and ball. Even more appropriate there should be the spherical layer model with uniform charge distribution in the range $R_2 \leq r \leq R_1$ and the potential

$$V(r) = -Q \left[ \theta(R_2 - r) \frac{3 (R_1 + R_2)}{2 (R_1^2 + R_1 R_2 + R_2^2)} + \theta(R_2 \leq r \leq R_1) \frac{3 R_1^2 / 2 - r^2 / 2 - R_2^2 / r}{R_1^2 - R_2^2} + \theta(r - R_1) \frac{1}{r} \right], \quad (106)$$

which includes both sphere and ball as limiting cases. However, it turns to be excessive, since the results for the layer lie always in between those for sphere and ball. Moreover, even the conversion factor for converting results from sphere and ball to layer can be estimated quite reliably. Therefore in what follows we restrict to the charged ball configuration (2).

Since the models of charged sphere and ball differ only by the shape of the potential inside the source, the general approach to evaluation the VP-effects for the ball configuration including the techniques of phase integral method and renormalization via fermionic loop remains unchanged. The main difference lies in the inner solutions of DC problem. In the case of the sphere they can be found in analytical form, but for the ball such option is absent. In the last case the most straightforward approach is to find numerically for given $Z$ the inner solutions of DC via direct solving corresponding DE. But it turns out to be time consuming, especially for the phase integrals (40), since in the latter case for $Z$ lying in the range $100 \leq Z \leq 1000$ one needs to calculate numerically $\theta_{int}(l,k)$ for $l \leq 1000$ and for $k$ up to $k_{max} \approx 10000 - 100000$. For the sets of $(l,k)$ close to $(l_{max}, k_{max})$ the inner solutions are rapidly oscillating functions akin to Bessel-type ones, but with more complicated behavior, calculation of which with given accuracy takes time. However, since the inner potential in (2) is just a parabola, it is possible to apply another method, based on approximation of the inner potential via step-like function. Such approximation works quite well and already for a step-like function consisting of $100 < N < 1000$ separate segments yields the answer, which coincides with exact numerical solution with the precision required. The main advantage of such approach is that the existing nowadays soft- and hard-ware is able to solve the appearing recurrences directly in analytical form and so avoid the problems with numerical solving DE.

The simplest grid for such approximation of $V(r)$ inside the ball, that means for $0 \leq r \leq R$, can be chosen as follows

$$R_i = \sqrt{\frac{i}{N} R}, \quad V_i = -\frac{3Q}{2R} + \frac{i N Q}{2N R}, \quad (107)$$

where $1 \leq i \leq N$ is the numerator of separate segments with constant values of the potential $V_i$. Note that the grid is uniform in the step between subsequent $V_i$.

$$\Delta V = V_i - V_{i-1} = \frac{1}{2N} \frac{Q}{R}, \quad (108)$$

but not uniform in the length of subsequent segments in the radial variable. This is made specially to optimize the approximation of parabolic behavior of $V(r)$ on this interval. Moreover, such grid approximates $V(r)$ from above and coincides with $V(r)$ only at points $R_i$. Here it

---

**TABLE I.** Dependence of partial VP-energies on $l$ for $Z = 300$ with and without multiplicity factor $l + 1$.

| $l$ | 0 | 1 | 2 | 3 |
|-----|---|---|---|---|
| $\mathcal{E}_{VP}^{ren}(Z)$ | -23.107040 | -0.172432 | -0.028663 | -0.007796 |
| $\mathcal{E}_{VP}^{ren}(Z)/(l + 1)$ | -23.107040 | -0.086216 | -0.009554 | -0.001944 |
| Number of dived levels with multiplicity factor $2j + 1$ | 8 | 0 | 0 | 0 |

**TABLE II.** Dependence of partial VP-energies on $l$ for $Z = 600$ with and without multiplicity factor $l + 1$.

| $l$ | 0 | 1 | 2 | 3 | 4 | 5 |
|-----|---|---|---|---|---|---|
| $\mathcal{E}_{VP}^{ren}(Z)$ | -277.969408 | -483.912426 | -302.902746 | -37.856795 | -0.035715 | -0.014984 |
| $\mathcal{E}_{VP}^{ren}(Z)/(l + 1)$ | -277.969408 | -241.956213 | -100.967582 | -9.462698 | -0.007143 | -0.002497 |
| Number of dived levels with multiplicity factor $2j + 1$ | 22 | 36 | 36 | 16 | 0 | 0 |
should be noted that there exists a plethora of other types of parabola approximation via step-like grids, which are slightly different in the rate of convergence to the exact answer, but for our purposes there isn’t any need to dive into such details here.

Within such a grid the inner solutions for DC problem in the ball take the following form. As for the case of the sphere, we start with assembling the total phase \( \delta_{0q}(l,k) \) from \((u_l,q_l)-\) and \((p_l,v_l)\)-components using the crossing symmetry to restore the contribution from \((p_l,v_l)\)-pair via \((u_l,q_l)\)-pair. For the latter in the upper continuum with \( \epsilon(k) = \sqrt{k^2 + 1} \geq 1 \) upon introducing

\[
\xi_l(k) = \sqrt{(\epsilon(k) - V_l)^2 - 1} \tag{109}
\]

the corresponding solutions on the i-th radial segment \((i = 1, \ldots, N)\) with \( R_{i-1} \leq r \leq R_i \) should be written as

\[
\begin{aligned}
\begin{cases}
u_l(k,r) = \sqrt{\epsilon(k) - V_{i-1} + 1} \left[ J_{l+1/2} (\xi_l(k) r) + \sigma_l(l,k) Y_{l+1/2} (\xi_l(k) r) \right] / \sqrt{\xi_l} , \\
q_l(k,r) = -\sqrt{\epsilon(k) - V_i - 1} \left[ J_{l+1/2} (\xi_l(k) r) + \sigma_l(l,k) Y_{l+1/2} (\xi_l(k) r) \right] / \sqrt{\xi_l} ,
\end{cases}
\end{aligned}
\tag{110}
\]

with \( Y_n(z) \) being the Neumann function.

The coefficients \( \sigma_l \) in eqs. (110) are determined from the following recurrence relations

\[
\begin{aligned}
\sigma_1(l,k) = 0 , \\
\sigma_i(l,k) = -U_1(i) / U_2(i) , \quad 2 \leq i \leq N ,
\end{aligned}
\tag{111, 112}
\]

where

\[
\begin{aligned}
\begin{cases}
U_1(i) = \sqrt{\epsilon(k) - V_{i-1} + 1} \left[ J_{l+1/2} (\xi_{i-1}(k) R_{i-1}) + \sigma_{i-1}(l,k) Y_{l+1/2} (\xi_{i-1}(k) R_{i-1}) \right] J_{l+3/2} (\xi_l(k) R_{i-1}) - \\
- \sqrt{\epsilon(k) - V_{i-1}} \left[ J_{l+1/2} (\xi_{i-1}(k) R_{i-1}) + \sigma_{i-1}(l,k) Y_{l+1/2} (\xi_{i-1}(k) R_{i-1}) \right] J_{l+1/2} (\xi_l(k) R_{i-1}) , \\
U_2(i) = \sqrt{\epsilon(k) - V_{i-1} + 1} \left[ J_{l+1/2} (\xi_{i-1}(k) R_{i-1}) + \sigma_{i-1}(l,k) Y_{l+1/2} (\xi_{i-1}(k) R_{i-1}) \right] J_{l+3/2} (\xi_l(k) R_{i-1}) - \\
- \sqrt{\epsilon(k) - V_{i-1}} \left[ J_{l+1/2} (\xi_{i-1}(k) R_{i-1}) + \sigma_{i-1}(l,k) Y_{l+1/2} (\xi_{i-1}(k) R_{i-1}) \right] J_{l+1/2} (\xi_l(k) R_{i-1}) ,
\end{cases}
\end{aligned}
\tag{113}
\]

Upon solving the recurrences (111-113) one finds the set of coefficients \( \sigma_l \), and so the solutions for \((u_l,q_l)\)-pair in each segment \( R_{i-1} \leq r \leq R_i \) of the grid, which are sewn together by continuity at points \( R_i \) by means of the coefficients \( \sigma_l \). As a result, for the matching point \( R = R(Z) \) between inner and outer solutions of DC one obtains from the inside

\[
\begin{aligned}
\begin{cases}
u_l(k,R) = \sqrt{\epsilon(k) + V_0 + 1} \left[ J_{l+1/2} (\xi R) + \sigma_N(l,k) Y_{l+1/2} (\xi R) \right] / \sqrt{\xi} , \\
q_l(k,R) = -\sqrt{\epsilon(k) + V_0 - 1} \left[ J_{l+3/2} (\xi R) + \sigma_N(l,k) Y_{l+3/2} (\xi R) \right] / \sqrt{\xi} ,
\end{cases}
\end{aligned}
\tag{114}
\]

where as in Sect.IV \( \xi = \xi_l(k) = \sqrt{(\epsilon(k) + V_0)^2 - 1} \), \( V_0 = Q/R \).

At the same time, the outer solutions remain the same as for the sphere. Therefore by means of the expression (114) the procedure of stitching by continuity between inner and outer solutions of DC for the charged ball in the upper continuum proceeds very simply by means of the following replacement in the matching coefficients \( \lambda_{aq}^+(l,k) \) and \( \Lambda_{aq}^+(l,k) \), defined in (59) and (76) for the case of charged sphere,

\[
\begin{aligned}
&J_{l+1/2} (\xi R) \rightarrow J_{l+1/2} (\xi R) + \sigma_N(l,k) Y_{l+1/2} (\xi R) , \\
&J_{l+3/2} (\xi R) \rightarrow J_{l+3/2} (\xi R) + \sigma_N(l,k) Y_{l+3/2} (\xi R) ,
\end{aligned}
\tag{115}
\]

while \( k_1(N), k_2(N) \) coincide with \( k_1, k_2, \) defined earlier in eq. (64). Upon introducing

\[
\tilde{\xi}_l(k) = \sqrt{1 - (\epsilon(k) - V_l)^2} \quad (117)
\]

Thereafter, the phase shifts \( \delta_{aq}^+(l,k) \) for the ball are obtained from those of the sphere via replacing the matching coefficients \( \lambda_{aq}^+(l,k) \) and \( \Lambda_{aq}^+(l,k) \) by the new ones, determined through substitutions (115).

In the lower continuum with \( \epsilon(k) = -\sqrt{k^2 + 1} < -1 \) for each segment \( R_{i-1} \leq r \leq R_i \) of the grid the half-axis \( 0 \leq k \leq \infty \) should be again divided in 3 intervals \( 0 \leq k \leq k_1(i) \), \( k_1(i) \leq k \leq k_2(i) \), \( k_2(i) \leq k \leq \infty \), where

\[
k_1(i) = \sqrt{(1 + V_i)^2 - 1} < k_2(i) = \sqrt{(1 - V_i)^2 - 1} ,
\]

\[
1 \leq i \leq N , \tag{116}
\]

Upon introducing

\[
\tilde{\xi}_l(k) = \sqrt{1 - (\epsilon(k) - V_l)^2} \tag{117}
\]
Stitching the solutions (118,119) separately by continuity at points \( R_i, i = 1, \ldots, N - 1 \), one obtains the recurrence relations for the coefficients \( \sigma_{ij}(l, k), j = 1, 2, 3 \), which are solved with initial conditions

\[
\sigma_{ij}(l, k) = 0, \quad j = 1, 2, 3.
\]  

(120)

Afterwards the phase shifts \( \delta_{ij}(l, k) \) for the ball are obtained from those for the sphere by the same procedure of replacing the matching coefficients \( \lambda_{ij}(l, k) \) and \( N_{ij}(l, k) \) by the new ones, determined through the set of substitutions, similar to (115). The main difference is that this procedure should be now implemented separately for each of 3 intervals \( 0 \leq k \leq k_1(N), k_1(N) \leq k \leq k_2(N), k_2(N) \leq k \leq \infty \).

Proceeding this way, one obtains for \( \delta_{tot}(l, k) \) within the step-like approximation (107) of the potential inside an analytical expression, which in explicit form looks quite cumbersome, but poses no problems for evaluation in any point \( (l, k) \). Moreover, it can be easily verified by means of the WKB-analysis, presented in Sect. III, that the leading-order asymptotics for \( k \to \infty \) of the total phase for the ball is still \( O(1/(kR)^3) \). \( \delta_{tot}(l, k \to 0) \) also remains finite, but now instead of compact explicit answers (88,90) for the sphere in the ball case they are given by quite lengthy expressions, which nevertheless allow for an effective numerical evaluation. So the calculation of phase integrals (40) for the ball configuration within the step-like approximation is implemented for any \( l \) without any serious loss of time and accuracy compared to the sphere.

The discrete spectrum for the charged ball configuration is found from the corresponding eqs. for the sphere (93,94) with the replacement (115), where instead of \( \epsilon(k) = \sqrt{k^2 + 1} > 1 \) in all the expressions including the recurrences (111-113) one should replace \( \epsilon(k) \to \epsilon, |\epsilon| < 1 \). Proceeding further this way, for the levels with \( \epsilon = -1 \) and so for the corresponding critical charges one obtains the equations similar to eqs.(97,98), where instead of \( J_{\pm} \) defined in (98) one should insert now the combinations

\[
\begin{align*}
J_{\pm} + \gamma_N(l) Y_{\pm},
\end{align*}
\]  

(121)

where

\[
Y_- = Y_{l+1/2}(z_1), \quad Y_+ = Y_{l+3/2}(z_1),
\]  

(122)

\( z_1 \) is defined in (98), while \( \gamma_N(l) \) are found from the recurrences (111-113) with the replacement \( \epsilon(k) \to -1 \).

All the square roots in recurrences remain well-defined, since the levels attain the lower threshold only for \( V_0 > 2 \), hence for \( |V| \geq V_0 > 2 \) for all \( 1 \leq i \leq N \). As it was already stated in Sect. IV, in the case under consideration \( V_0 \) exceeds actually several dozens or even hundreds, so the condition \( V_0 > 2 \) is always satisfied.

Applying such procedure to the search for critical charges in the ball configuration with the same relation (102) for \( R(Z) \), one finds for the grid with \( N = 1000 \) segments the results, which match those obtained via direct numerical solution of DE in all the characters given below. In particular, for the lowest 1s- and 2p-levels one finds \( Z_{\sigma,1} \approx 170.0048 \) and \( Z_{\sigma,2} \approx 183.0756 \) correspondingly. Compared to the case of the sphere with \( Z_{\sigma,1} \approx 173.613 \) and \( Z_{\sigma,2} \approx 188.5497 \) in the ball case the diving points reveal a small shift to the left by \( \Delta Z_{\sigma,1} \approx 3.608 \) and \( \Delta Z_{\sigma,2} \approx 5.4741 \). Actually, the last circumstance is the common feature of all the dived levels in the ball case, but with each subsequent diving point it becomes less and less pronounced.

So the step-like approximation (107) provides quite effective dealing with the discrete spectrum for the ball configuration too. Further steps in order to find the bound states contribution (101) to the partial VP-energy (26) for the ball are the same as described in Sect.V for the sphere \(^6\). The general behavior of obtained this way \( \xi_{V}^{ren}(Z) \) for the ball configuration looks quite similar to that for the sphere with two main differences. The first one is that all the negative jumps in \( \xi_{V}^{ren}(Z) \), caused by discrete levels diving into the lower continuum, are slightly shifted to the left. The second is that the general magnitude of VP-energy in the ball case is approximately \( (6/5) \times \) VP-energy for the sphere. Note that the same result (17) holds for the perturbative contributions \( \xi_{V}^{(1)}(Z) \) to VP-energy under condition (14).

\(^6\) The procedure of "quasi-exact" summation over discrete spectrum in such DC problems, which takes account for nonzero size of the Coulomb source in essentially non-perturbative way, can be extended for the ball case too.
VIII. SPONTANEOUS POSITRON EMISSION

Now — having dealt with the general properties of VP-effects this way — let us consider more thoroughly the interval 10 \( \leq Z \leq 240 \), when only two first levels \( 1s_{1/2} , 2p_{1/2} \) with opposite parity (\( \pm \)) have already dived into the lower continuum at \( Z_{cr,1} \) and \( Z_{cr,2} \). This issue is of special interest in view of intimate relation between spontaneous positron emission and lepton number conservation [14]. The plots of fixed parity \( E_{VP,\pm}^{ren}(Z) \) for the charged sphere and ball source configurations are presented in Figs.5,6, while their similarity has been discussed just before.

General theory (see Refs. [1, 7–9] and citations therein) based on the framework [31], predicts that after diving such a level transforms into a metastable state with lifetime \( \sim 10^{-19} \) sec, afterwards there occurs the spontaneous positron emission accompanied with vacuum shells formation. An important point here is that due to spherical symmetry of the source during this process all the angular quantum numbers and parity of the dived level are preserved by metastable state and further by positrons created. Furthermore, the spontaneous emission of positrons should be caused solely by VP-effects without any other channels of energy transfer.

So for each parity the energy balance suggests the following picture of this process. The rest mass of positrons is created just after level diving via negative jumps in the VP-energy at corresponding \( Z_{cr,i} \), which are exactly equal to \( 2 \times mc^2 \) in accordance with two possible spin projections. However, to create a real positron scattering state, which provides a sufficiently large probability of being in the immediate vicinity of the Coulomb source, it is not enough due to electrostatic reflection between positron and Coulomb source. This circumstance has been outlined first in Refs. [32, 33], and explored quite recently with more details in Refs. [4, 6].

From the analysis presented above there follows that to supply the emerging vacuum positrons with corresponding reflection energy, an additional decrease of \( E_{VP,\pm}^{ren}(Z) \) in each parity channel is required. So we are led to the following energy balance conditions for spontaneous positrons emission after level diving at \( Z_{cr,i} \):

\[
E_{VP,\pm}^{ren}(Z_{cr,i} + 0) - E_{VP,\pm}^{ren}(Z) = 2 \epsilon_{kin}(Z) , \tag{123}
\]

where \( \epsilon_{kin}(Z) \) is the positron kinetic energy and it is assumed that for each parity positrons are created in pairs with opposite spin projections. In agreement with Refs. [4, 6], in the considered range of \( Z \) the spontaneous positrons are limited to the energy \( 0 < \epsilon_{kin}(Z) < 800 \) (see Fig.7), while the related natural resonance widths do not exceed a few KeV [34]7.

It is also useful to introduce the parameter \( d \) by means of relation

\[
\epsilon_{kin}(Z) = Z\alpha/d , \tag{124}
\]

which can be interpreted as the distance from the center of the Coulomb source and the conditional point of the vacuum positron creation8. Upon solving eqs. (123) with respect to \( Z \), one finds that the vacuum positron emission is quite sensitive to \( d \), as it follows from Tabs.III,IV and Fig.8. The reasonable choice for \( d \) is approximately one electron Compton length \( \lambda_C (=1 \) in the units accepted). The latter is a rough estimate for the average radius of vacuum shells, created simultaneously with the positron emission. Therefore it provides the most favorable conditions for positron production, from the point of view of both the charge distribution and creation of a specific lepton pair.

However, the calculations performed show unambiguously that for such \( d \) the emission of vacuum positrons cannot occur earlier than \( Z \) exceeds \( Z^*(1s) = 217, Z^*(2p) = 227 \) (sphere), \( Z^*(1s) = 211, Z^*(2p) = 215 \) (ball) (to compare with \( Z_{cr,1} = 173.6, Z_{cr,2} = 188.5 \) (sphere), \( Z_{cr,1} = 170, Z_{cr,2} = 183.1 \) (ball)). Note also that \( Z^* \) increase very rapidly for \( d < \lambda_C \). In particular, already for \( d = 2/3 \) one obtains \( Z^*(1s) = 233, Z^*(2p) = 244 \) (sphere), \( Z^*(1s) = 224, Z^*(2p) = 229 \) (ball). Such \( Z^* \) lie far beyond the interval \( 170 \leq Z \leq 192 \), which is nowadays the main region of theoretical and experimental activity in heavy ions collisions aimed at the study of such VP-effects [4, 6, 11–13]. In the ball source configuration the condition \( 170 \leq Z^* \leq 192 \) is fulfilled by 1s-channel for \( d > 3\lambda_C \) and \( d > 5\lambda_C \) by 2p-channel, but although such result can considered as the encouraging one, it should be noted that it is achieved within the model (2) with a strongly underestimated size of the Coulomb source in comparison with the real two heavy-ion configuration.

It would be worth to note that if allowed by the lepton number, spontaneous positrons can by no means be emitted also just beyond the corresponding diving point. In particular, for \( d = 137 \) (one Bohr radius) one obtains \( Z^*(1s) \simeq 174.0, Z^*(2p) \simeq 188.8 \) (sphere), \( Z^*(1s) \simeq 170.7, Z^*(2p) \simeq 183.3 \) (ball), what is already quite close to corresponding \( Z_{cr,i} \). But in this case they appear in states localized far enough from the Coulomb source with small \( \epsilon_{kin} \sim 0.01 \) and so cannot be distinguished from those emerging due to nuclear conversion pairs production. To the contrary, vacuum positrons created with \( d \simeq \lambda_C \) possess a number of specific properties [4, 6, 7], which allow for an unambiguous detection, but the charge of the Coulomb source should be taken in this case not

---

7 In the spherically-symmetric case under consideration the widths of resonances can be found directly from the jumps by \( \pi \) in \( \delta_{tot}(l, k) \), considered in Sect.IV.

8 Due to uncertainty relation there isn’t any definite point of the vacuum positron creation in the scattering state with fixed energy. However, treatment of the parameter \( d \) by distance between conditional point of the vacuum positron creation and the Coulomb center turns out to be quite pertinent and besides, can be reliably justified at least in the quasiclassical approximation.
less than $Z^* \simeq 210$. The negative result of early investigations at GSI [35] can be at least partially explained by the last circumstance. Moreover, estimating the self-energy contribution to the radiative part of QED effects due to virtual photon exchange near the lower continuum shows [5] that it is just a perturbative correction to
FIG. 7. (Color online) $\epsilon_{kin}(Z)$ with definite parity on the pertinent intervals of $Z$ for sphere and ball source configurations and (a): 1s-channel (even); (b): 2p-channel (odd).

TABLE III. $Z^*(d)$ for $2/3 \leq d \leq 137$ (sphere).

| $d$   | 2/3 | 1  | 2  | 3  | 4  | 5  | 7  | 10 | 20 | 50 | 80 | 100 | 137 |
|-------|-----|----|----|----|----|----|----|----|----|----|----|-----|-----|
| $Z^*(1s)$ | 233.0 | 216.8 | 199.4 | 192.7 | 189.0 | 186.5 | 183.5 | 181.1 | 177.8 | 175.6 | 174.9 | 174.5 | 174.0 |
| $Z^*(2p)$ | 243.4 | 227.1 | 209.6 | 203.3 | 200.8 | 198.0 | 195.6 | 193.7 | 191.4 | 189.9 | 189.0 | 189.0 | 188.8 |

TABLE IV. $Z^*(d)$ for $2/3 \leq d \leq 137$ (ball).

| $d$   | 2/3 | 1  | 2  | 3  | 4  | 5  | 7  | 10 | 20 | 50 | 80 | 100 | 137 |
|-------|-----|----|----|----|----|----|----|----|----|----|----|-----|-----|
| $Z^*(1s)$ | 224.0 | 210.3 | 194.8 | 188.6 | 185.1 | 182.8 | 180.0 | 177.6 | 174.3 | 171.9 | 171.2 | 171.0 | 170.7 |
| $Z^*(2p)$ | 228.4 | 215.1 | 200.9 | 195.6 | 192.8 | 191.0 | 188.9 | 187.2 | 185.2 | 183.9 | 183.6 | 183.4 | 183.3 |

FIG. 8. (Color online) $Z^*(d)$ for $1 \leq d \leq 100.$

essentially nonlinear VP-effects caused by fermionic loop and so yields only a small increase of $Z_{cr,i}$ and of other
VP-quantities under question.

IX. CONCLUDING REMARKS

To conclude it should be mentioned first that as in the case of the one-dimensional “hydrogen atom” [3], as well as in two-dimensional “planar graphene-based heterostructures” [22, 26, 27, 36, 37], the evaluation of VP-energy by means of renormalization via fermionic loop is implemented via relations (47 -49) similar to, but actually without any references to VP-density and vacuum shells formation. So the renormalization via fermionic loop turns out to be a universal tool, that removes the divergence of the theory both in the purely perturbative and in the essentially non-perturbative regimes of vacuum polarization by the external EM-field. Moreover, such approach can be easily extended to the study of VP-effects in more complicated problems, e.g., with two Coulomb centers or including axial magnetic field, when the spherical symmetry is lost and so there remains only \( j_z \) as a conserved quantum number.

The substantial decrease of \( \xi_{VP}^{ren}(Z) \) in the overcritical region \( \sim -Z^4/R \) can be reliably justified via the properties of partial terms in the series (47). Each \( \xi_{VP}^{ren}(Z) \) in (47) has the structure, which by omitting the degeneracy factor 2\((l+1)\) is quite similar to \( \xi_{VP}(Z) \) in 1+1 D. The direct consequence of the latter is that in the overcritical region the negative contribution from the renormalization term \( \zeta Z^2 \) turns out to be the dominant one in \( \xi_{VP}^{ren}(Z) \), since in this region the growth rate of the non-renormalized partial VP-energies \( \xi_{VP}(Z) \), as in 1+1 2+1 D, is estimated as \( \sim Z^{-\nu}, \quad 1 < \nu < 2 \). Such estimate is clearly seen in plots shown in Fig.4, where both the phase integral and the sum over discrete spectrum reveal an almost quadratic growth before first level diving, but afterwards their curves undergo either bending or negative jumps, which noticeably change the slope of the curves. So in essence the decrease of \( \xi_{VP}^{ren}(Z) \) in the overcritical region is governed by the non-perturbative changes in the VP-density for \( Z > Z_{cr,1} \) due to discrete levels diving into the lower continuum. Furthermore, the total number of partial channels, in which the levels have already sunk into the lower continuum, grows approximately linearly with increasing \( Z \). At the same time, these channels yield the main contribution to VP-energy (see Tabs.1,11). So the rate of decrease of the total VP-energy into negative range acquires an additional factor \( \sim Z^2 \), which in turn leads to the final answer \( \xi_{VP}^{ren}(Z) \sim -Z^4/R \) in the overcritical region.

Lepton number also poses serious questions for both theory and experiment dealing with Coulomb supercriticality, since the emitted positrons must carry away the lepton number equal to \((-1)\times\)their total number. Hence, the corresponding amount of positive lepton number should be shared by VP-density, concentrated in vacuum shells. In this case instead of integer lepton number of real particles there appears the lepton number VP-density. Otherwise either the lepton number conservation in such processes must be broken, or the positron emission prohibited. So any reliable answer concerning the spontaneous positron emission — either positive or negative — is important for our understanding of the nature of this number, since so far leptons show up as point-like particles with no indications on existence of any kind intrinsic structure. Therefore the reasonable conditions, under which the vacuum positron emission can be unambiguously detected on the nuclear conversion pairs background, should play an exceptional role in slow ions collisions, aimed at the search of such events [14].
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XI. APPENDIX. I(l) FOR \( l \gg Q \)

For these purposes we replace first \( \delta_{tot}(l, k) \) by the total WKB-phase (32). In the limit (27) the difference between \( \delta_{tot}(l, k) \) and \( \delta_{tot}^{WKB}(l, k) \) shows up only in oscillations of the exact phase for large \( k \), caused by diffraction on a sphere of the radius \( R \), but they are smoothed upon integration over \( dk \), and so this difference can be freely ignored.

Proceeding further, we rewrite \( I(l) \) as

\[
I(l) = \frac{1}{\pi} \int_{1}^{\infty} d\epsilon \delta_{tot}^{WKB}(l, \epsilon) \quad (125)
\]

and introduce in (125) an intermediate UV-cutoff \( \Lambda \). The latter is necessary to provide the possibility of existence the sequence of integrations. As a result, upon introducing the turning point

\[
r_0 = \frac{(l + 1)^2 - Q^2}{2Q} \gg R, \quad (126)
\]

and the subsidiary function

\[
W(l, r) = \sqrt{1 + (l + 1)^2/r^2}, \quad (127)
\]

the expression (125) can be represented as
\[ I(l) = \frac{2}{\pi} \lim_{\Lambda \to \infty} \left\{ \left[ \int_{0}^{r_0} dr \int_{V(r)+W(l,r) \geq 1}^{\Lambda} de \right] \left[ \int_{r_0}^{\Lambda} \frac{d\epsilon}{de} \right] \sqrt{(\epsilon - V(r))^2 - W^2(l,r)} + \right. \\
\left. \int_{0}^{\infty} dr \int_{-V(r)+W(l,r) \geq 1}^{\Lambda} de \sqrt{(\epsilon + V(r))^2 - W^2(l,r)} - \right. \\
\left. 2 \int_{0}^{\Lambda} dr \int_{1}^{\infty} de \sqrt{\epsilon^2 - W^2(l,r)} \right\}, \quad (128) \]

where the first term originates from \( \delta_{+}(l,k) \), the second one comes from \( \delta_{-}(l,k) \), while the last one from \( \delta_{0}(l,k) \). Thereafter we replace \( \epsilon - V(r) \to tW(l,r) \) in the first term, \( \epsilon + V(r) \to tW(l,r) \) in the second, and \( \epsilon \to tW(l,r) \) in the last one, what gives

\[ I(l) = \frac{2}{\pi} \lim_{\Lambda \to \infty} \left\{ \left[ \int_{0}^{r_0} dr \int_{1}^{\Lambda} \frac{d\epsilon}{W(l,r)} \right] \int_{r_0}^{\Lambda} \frac{d\epsilon}{W(l,r)} \right\} \sqrt{t^2 - 1} + \\
\int_{0}^{\infty} dr W^2(l,r) \int_{1}^{\infty} dt \sqrt{t^2 - 1} - \\
2 \int_{0}^{\infty} dr W^2(l,r) \int_{1}^{\infty} dt \sqrt{t^2 - 1} \right\}. \quad (129) \]

Introducing further the subsidiary function

\[ Y(x) = \frac{1}{2} \left[ x\sqrt{x^2 - 1} - \ln \left( x + \sqrt{x^2 - 1} \right) \right], \quad (130) \]

we recast the expression (129) in the form

\[ I(l) = \frac{2}{\pi} \lim_{\Lambda \to \infty} \left\{ \int_{0}^{\infty} dr W^{2}(l,r) \left[ Y \left( \frac{\Lambda + V(r)}{W(l,r)} \right) + Y \left( \frac{\Lambda - V(r)}{W(l,r)} \right) - 2 Y \left( \frac{\Lambda}{W(l,r)} \right) \right] \right. \\
\left. - \int_{r_0}^{\infty} dr W^{2}(l,r) Y \left( \frac{1 - V(r)}{W(l,r)} \right) \right\}. \quad (131) \]

Since by construction there holds \( |V(r)| \ll \Lambda \) for all \( 0 \leq r \leq \infty \), we can freely expand the square bracket in (131) in the power series with the expansion parameter \( V(r)/W(l,r) \) in the vicinity of the point \( \Lambda \). Thereafter by noticing that for \( \Lambda \to \infty \) in this expansion there survives only the term with second derivative \( Y''(\Lambda) = \Lambda/\sqrt{\Lambda^2 - 1} \to 1 \), one obtains

\[ I(l) = I_0 + \Delta I(l), \quad (132) \]

where

\[ I_0 = \frac{2}{\pi} \int_{0}^{\infty} dr V^{2}(r), \quad (133) \]

and

\[ \Delta I(l) = -\frac{2}{\pi} \int_{r_0}^{\infty} dr W^2(l,r) \left( \frac{1 - V(r)}{W(l,r)} \right). \quad (134) \]

The most important for the present analysis feature of \( I_0 \) is that for any extended Coulomb-like source the integral in the r.h.s. of (133) converges and that it is \( O(Q^2) \)-quantity. The concrete value of \( I_0 \) depends on the profile of the Coulomb source chosen (sphere, ball, or spherical layer), but there is no need to dive into these details here.

The remaining integral (134) can be easily calculated analytically and so the leading-order-WKB answer for
\[ I(l) \text{ subject to condition (27) reads} \]
\[
I(l) = I_0 - 2(l + 1 - \pi l) = 
= \frac{2}{\pi} \int_0^\infty dr \frac{V^2(r)}{l+1} - \frac{Q^2}{l+1} - \frac{Q^4}{4(l+1)^3} + O \left( \frac{Q^6}{(l+1)^5} \right). 
\]
(135)

The next-to-leading orders of the WKB-approximation for the total phase lead to corrections, which should be proportional to \( Q^4/(l + 1)^3 \) \[23\]. Hence, there follows from (135) that with growing \( l \) the partial phase integral should behave as follows
\[
I(l) \to \frac{2}{\pi} \int_0^\infty dr \frac{V^2(r)}{l+1} + O \left( \frac{Q^4}{(l+1)^3} \right), \quad l \to \infty. 
\]
(136)
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