A FRAMEWORK FOR MODULAR PROPERTIES OF FALSE THETA FUNCTIONS

KATHRIN BRINGMANN AND CANER NAZAROGLU

Abstract. False theta functions closely resemble ordinary theta functions, however they do not have the modular transformation properties that theta functions have. In this paper, we find modular completions for false theta functions, which among other things gives an efficient way to compute their obstruction to modularity. This has potential applications for a variety of contexts where false and partial theta series appear. To exemplify the utility of this derivation, we discuss the details of its use on two cases. First, we derive a convergent Rademacher-type exact formula for the number of unimodal sequences via the Circle Method and extend earlier work on their asymptotic properties. Secondly, we show how quantum modular properties of the limits of false theta functions can be rederived directly from the modular completion of false theta functions proposed in this paper.

1. Introduction and Statement of results

In this paper we embed false theta functions into a modular framework. False theta functions are functions that are similar to theta functions, but they feature some different sign factors, which prevent them from being modular forms like theta functions. Although there are some results on how false theta functions behave under modular transformations [10], an overarching derivation and explanation of their modular properties is so far missing. As false theta functions (and closely related partial theta functions) have a rich history with applications in a variety of mathematical and physical subfields (see e.g. [1, 2, 5, 7, 8, 10, 11, 12, 13, 14, 15, 20]), understanding their modular properties is a worthy goal to pursue with potential implications for these applications. Our main result in the following discussion is to “complete” false theta functions by viewing them as boundary values of modular objects that are functions of three complex variables with two variables in the upper half plane and one elliptic variable.

Despite their apparent non-modularity, false theta functions possess some modular transformation properties on the rationals. To describe this, recall that quantum modular forms [21] are functions \( f : \mathbb{Q} \to \mathbb{C} \) whose obstruction to modularity, \( f(\tau) - (c\tau + d)^{-k}f\left(\frac{a\tau + b}{c\tau + d}\right) \) for \( \left(\begin{array}{cc} a & b \\ c & d \end{array}\right) \in \text{SL}_2(\mathbb{Z}) \) (or a vector-valued generalization with a suitable multiplier system), is “nice”. In our setting “nice” means that the obstruction extends to a real-analytic function on the reals except for a finite set of points. An interesting and important source of examples is given via quantum invariants of knots and 3-manifolds [15]. Rather generally, false theta functions yield quantum modular forms by taking vertical limits in the upper half-plane to rational numbers. Modular properties, in turn, are explained by the fact that their asymptotic behavior is also related to mock theta functions.

Recall that mock theta functions were initially introduced by Ramanujan in his last letter to Hardy (see pages 127-131 of [17]) with a list of 17 examples and the words
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I am extremely sorry for not writing you a single letter up to now . . . I discovered very interesting functions recently which I call “Mock” theta functions. Unlike the “False” theta functions (studied partially by Prof. Rogers in his interesting paper) they enter into mathematics as beautifully as the ordinary theta functions. I am sending you with this letter some examples.”

Zwegers in his Ph.D. thesis [22] viewed the mock theta functions as pieces of real-analytic functions, which transform like modular forms. To be more precise, the lack of modular invariance is repaired by adding non-holomorphic Eichler integrals of the shape \( \tau = \tau_1 + i\tau_2 \in \mathbb{H} \) with \( \tau_1, \tau_2 \in \mathbb{R} \)

\[
\int_{-\sqrt{-1}}^{i\infty} \frac{\theta(w)}{\sqrt{-i(w + \tau)}} \, dw
\]

to the mock theta functions, where \( \theta \) is a weight \( \frac{3}{2} \) unary theta function called the shadow of the mock theta function. The asymptotic relation between false theta functions and mock theta functions also goes through integrals of the form (1.1). Incidentally, it is again this integral (or equivalently its Fourier expansion involving the incomplete gamma function) that we generalize in this paper to understand false theta functions.

Therefore, the challenge we tackle in this paper is to find modular completions for false theta functions to parallel the situation with mock theta functions in contrast to what one may predict from the above quote by Ramanujan. To illustrate our results on a simple yet representative example, consider the false theta function in two variables \( (z, \tau) \in \mathbb{C} \) where \( q := e^{2\pi i \tau} \), \( \zeta := e^{2\pi iz} \)

\[
\psi(z; \tau) := i \sum_{n \in \mathbb{Z}} \text{sgn} \left( n + \frac{1}{2} \right) (-1)^n q^{\frac{1}{2}(n+\frac{1}{2})^2} \zeta^{n+\frac{1}{2}}.
\]

Here we use the usual convention that \( \text{sgn}(x) := \pm 1 \) for \( \pm x > 0 \) and \( \text{sgn}(0) := 0 \). Although the function \( \psi \) is invariant under \( T := \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix} \) it does not transform invariantly under \( S := \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \). To understand the problem, consider the formally similar Jacobi theta function

\[
\vartheta(z; \tau) := i \sum_{n \in \mathbb{Z}} (-1)^n q^{\frac{1}{2}(n+\frac{1}{2})^2} \zeta^{n+\frac{1}{2}}.
\]

This function is invariant under both the \( T \) and the \( S \) transformation and the invariance under the non-trivial of the two, namely \( S : (z, \tau) \mapsto (\frac{z}{2}, -\frac{1}{2}) \), follows by using Poisson summation and self-duality of Gaussian functions under the Fourier transform. It is this self-duality property that is broken by the extra sign function, hence preventing invariance under \( S \).

Before giving the precise statement of our solution to repair modular invariance, it is worth describing a qualitative picture for it. First, recall that a similar problem is also present for indefinite theta functions studied by Zwegers [22]. The factors of sign functions that ensure convergence of indefinite theta functions are also what prevent them from transforming like modular forms. The resolution in [22] is to replace those sign functions with error functions (taking also \( \sqrt{2\tau_2} \) factors as input) giving rise to real-analytic modular completions. One way to understand how modular invariance is recovered is to note that the convolution of a sign function and a Gaussian is an error function. Therefore, the modular completion is basically a linear combination of Gaussian functions whose self-duality under the Fourier transform gives an object that behaves invariantly under the modular group. Note that this intuition for how modular invariance is recovered is quite general and suggests a similar remedy for false theta functions. The fact that sign functions are inserted with variables depending on positive definite directions in the lattice however create some problems, since simply changing the sign of \( \tau \) in the error functions (to compensate for the changing signature) leads to a divergent series. However, note that in the case of indefinite theta functions replacing \( -\tau \) in \( \sqrt{2\tau_2} = \sqrt{-i(\tau - \bar{\tau})} \) with an independent complex variable \( w \in \mathbb{H} \) again leads to a modular invariant object as long as one transforms \( \tau \) and \( w \) simultaneously as \( (\tau, w) \mapsto (\frac{a\tau+b}{c\tau+d}, \frac{aw-b}{cw+d}) \) under
\((a \ b) \in \text{SL}_2(\mathbb{Z})\). The solution for false theta functions is then to use the same type of error function with the sign of \(\tau\) reversed but that of \(w\) kept the same and then to require both variables to transform in the same way as \((\tau, w) \mapsto (a\tau + b, aw + b)\).

More concretely, for \(\tau, w \in \mathbb{H}\) and \(z \in \mathbb{C}\) define (see the discussion in Section 2 for issues of convergence and holomorphicity) with \(z_2 := \text{Im}(z)\)

\[
\hat{\psi}(z; \tau, w) := i \sum_{n \in \mathbb{Z}} \text{erf} \left(-i \sqrt{\pi i(w - \tau)} \left(n + \frac{1}{2} + \frac{z_2}{\tau} \right)\right) (-1)^n q^{\frac{1}{2}(n+\frac{1}{2})^2} z^{n+\frac{1}{2}},
\]  

(1.2)

where \(\text{erf}(z) := \frac{2}{\sqrt{\pi}} \int_0^z e^{-t^2} dt\) denotes the error function and where we define the square root using the principal branch. Note that

\[
\lim_{t \to \infty} \hat{\psi}(z; \tau, \tau + it + \varepsilon) = \psi(z; \tau)
\]

if \(-\frac{1}{2} < \frac{z}{\tau} < \frac{1}{2}\) and \(\varepsilon > 0\) arbitrary. The following theorem gives the modular properties of \(\hat{\psi}\), for a more precise version see Theorem 2.3.

**Theorem 1.1.** The function \(\hat{\psi}\) transforms like a Jacobi form.

Theorem 1.1 is a special case of a more general result. To state this, let \(L\) be a lattice of rank \(N\) (which we can identify with \(\mathbb{Z}^N\)) and \(B : L \times L \to \mathbb{Z}\) a positive-definite bilinear form with \(Q(n) := \frac{1}{2}B(n, n)\). Note throughout this paper we write vectors in bold letters and their components with subscripts. Let \(\ell \in L\) be a characteristic vector, i.e., \(Q(n) + \frac{1}{2}B(\ell, n) \in \mathbb{Z}\) for all \(n \in L\). Moreover \(L^*\) denotes the dual lattice of \(L\). We let \(c \in \mathbb{R}^N\) be an arbitrary vector satisfying \(2Q(c) = 1\). Define for \(\mu \in L^*\)

\[
\Psi_{Q, \mu}(z; \tau) = \Psi_{Q, \mu, c}(z; \tau) := \sum_{n \in \mu + \frac{\ell}{2} + L} \text{sgn} \left(B(c, n)\right) q^{Q(n)} e^{2\pi i B(n, z + \frac{\ell}{2})},
\]

and its completion \((w \in \mathbb{H})\)

\[
\hat{\Psi}_{Q, \mu}(z; \tau, w) = \hat{\Psi}_{Q, \mu, c}(z; \tau, w) := \sum_{n \in \mu + \frac{\ell}{2} + L} \text{erf} \left(-i \sqrt{\pi i(w - \tau)} B\left(c, n + \frac{\text{Im}(z)}{\tau_2}\right)\right) q^{Q(n)} e^{2\pi i B(n, z + \frac{\ell}{2})}.
\]

We prove the following transformation law, which turns \(\hat{\Psi}_{Q, \mu}\) into a function transforming like a Jacobi form. For this, let

\[
\chi_{\tau, w} := \sqrt{\frac{i(w - \tau)}{\tau w} \frac{\sqrt{\tau} \sqrt{w}}{\sqrt{i(w - \tau)}}}.
\]

**Theorem 1.2.** The function \(\hat{\Psi}_{Q, \mu}\) is a holomorphic function of \(w\) (and of \(\tau\) if \(z = 0\)) away from the branch cut defined by \(\sqrt{i(w - \tau)}\). It satisfies the following Jacobi transformations properties:

1. For \(m, r \in L\), we have

\[
\hat{\Psi}_{Q, \mu}(z + m \tau + r; \tau, w) = (-1)^{2Q(m + r)} q^{-Q(m)} e^{-2\pi i B(m, z)} \hat{\Psi}_{Q, \mu}(z; \tau, w).
\]

2. We have

\[
\hat{\Psi}_{Q, \mu}(z; \tau + 1, w + 1) = e^{2\pi i Q(\mu + \frac{\ell}{2})} \hat{\Psi}_{Q, \mu}(z; \tau, w),
\]

\[
\hat{\Psi}_{Q, \mu}(\frac{z}{\tau} + \frac{1}{\tau}, -\frac{1}{\tau} w) = \chi_{\tau, w} \left(\frac{-i\tau}{\sqrt{L^*/L}}\right) e^{2\pi i Q(\mu - \frac{\ell}{2}) - 2\pi i B(\ell, z)} \sum_{\nu \in L^*/L} e^{-2\pi i B(\mu, \nu)} \hat{\Psi}_{Q, \mu}(z; \tau, w).
\]
We expect that completed false theta functions allow a theory parallel to that of mock theta functions. We will study this in future research and in this paper we give two applications, an exact formula for the number of unimodal sequences and quantum modular forms. We start with unimodal sequences. A finite sequence of positive integers \( \{a_j\}_{j=1}^n \) is called a unimodal sequence of size \( n \) if there exists \( k \in \mathbb{N} \) such that \( a_1 \leq a_2 \leq \ldots \leq a_k \geq a_{k+1} \geq \ldots \geq a_{n} \) and \( a_1 + \ldots + a_s = n \). Let \( u(n) \) denote the number of unimodal sequences of size \( n \). Then (see e.g. [4])

\[
U(q) := \sum_{n \geq 0} u(n)q^n = \frac{1}{(q; q)_{\infty}^2} \sum_{n \geq 1} (-1)^{n+1} q^{\frac{n(n+1)}{2}},
\]

where \( (q; q)_{\infty} := \prod_{j=1}^{\infty} (1 - q^j) \). Note that we may write

\[
U(q) = -\frac{i}{2} q^{-\frac{1}{24}} \eta(\tau) + \frac{\eta(\tau)}{\eta(\tau)^2},
\]

where \( \eta(\tau) := q^{\frac{1}{24}} \prod_{n \geq 1} (1 - q^n) \) is Dedekind’s eta function and \( \psi(\tau) := \psi(0, \tau) \). The first few Fourier coefficients of each term are given by

\[
\begin{align*}
-\frac{i}{2} \frac{\psi(\tau)}{\eta(\tau)^2} &= q^{\frac{1}{24}} (1 + q + 3 q^2 + 6 q^3 + 12 q^4 + 21 q^5 + 38 q^6 + 63 q^7 + 106 q^8 + 170 q^9 + \ldots), \\
\frac{1}{\eta(\tau)^2} &= q^{-\frac{1}{24}} (1 + 2 q + 5 q^2 + 10 q^3 + 20 q^4 + 36 q^5 + 65 q^6 + 110 q^7 + 185 q^8 + 300 q^9 + \ldots).
\end{align*}
\]

The leading asymptotics of \( u(n) \) was determined by Auluck [4] as

\[
u(n) = \frac{1}{8 \cdot 3\pi n^2} e^{2\pi \sqrt{\frac{3}{n^3}}} (1 + O \left( n^{-\frac{1}{2}} \right)).
\]

This result was then generalized by Wright [19], who gave the asymptotic expansion to all orders of \( n \) for the leading exponential term. In this paper, we prove an exact formula for \( u(n) \), that is a convergent series expression which thereby includes all the subleading exponential contributions for large \( n \). Our expression is analogous to the exact formula for the integer partition function \( p(n) \) found by Rademacher [16], which is solely determined by the modular transformation properties of its generating function and the principal parts of the corresponding modular form at the cusps.

To state the exact formula for \( u(n) \), we define for \( n, r \in \mathbb{Z} \) and \( k \in \mathbb{N} \) the Kloosterman sums

\[
K_k(n) := i \sum_{\substack{0 \leq h < k \ \text{gcd}(h, k) = 1}} \nu_\eta(M_{h,k})^2 \zeta_{12k}^{-(12n-1)h-h'},
\]

\[
K_k(n, r) := e^{\frac{3\pi i}{4}} (-1)^r \sum_{\substack{0 \leq h < k \ \text{gcd}(h, k) = 1}} \nu_\eta(M_{h,k})^{-1} \zeta_{24k}^{-(24n+1)h+(12r^2+12r+1)h'},
\]

where \( h' \) is a solution of \( hh' \equiv -1 \mod k \), \( M_{h,k} := \left( \frac{h'}{k}, \frac{h'k+1}{k} \right) \), \( \zeta_{\ell} := e^{2\pi i / \ell} \) for \( \ell \in \mathbb{N} \) and \( \nu_\eta \) is the multiplier for \( \eta \). In particular, for \( M = \left( \frac{a}{c} \frac{b}{d} \right) \) with \( c > 0 \) it is given by (see Theorem 3.4 in [3])

\[
u_\eta(M) := \exp \left( \pi i \left( \frac{a+d}{12c} - \frac{1}{4} + s(-d, c) \right) \right),\]

where \( s(h, k) := \sum_{r=1}^{k-1} \zeta_{k}^r (\frac{hr}{k} - |\frac{hr}{k}| - \frac{1}{2}) \).

Finally \( I_\kappa \) denotes the I-Bessel function of order \( \kappa \). We then have the following expression for \( u(n) \).
Theorem 1.3. We have
\[
    u(n) = \frac{2\pi}{12n-1} \sum_{k \geq 1} K_k(n) - \frac{\pi}{2} \sqrt{3(24n+1)} \sum_{k \geq 1} \sum_{r \mod 2k} K_k(n,r) k^2 \times \int_{-1}^{1} (1-x^2)^{\frac{3}{2}} \cot \left( \frac{\pi}{2k} \left( \frac{x}{\sqrt{6}} - r - \frac{1}{2} \right) \right) I_\frac{3}{2} \left( \frac{\pi}{3\sqrt{2k}} \sqrt{(1-x^2)(24n+1)} \right) dx.
\]

As a corollary we obtain (1.5).

Corollary 1.4. The asymptotics (1.5) hold.

Remark. Following the proof of Corollary 1.4 one can determine further terms in the asymptotic expansion of \( u(n) \).

We next turn to explaining how quantum modularity follows from the construction of completed false theta functions. For simplicity we consider a special family studied by Milas and the first author \[6\]. Define, for \( j \in \mathbb{Z} \) and \( N \in \mathbb{N}_{>1} \),
\[
    F_{j,N} (\tau) := \sum_{n \in \mathbb{Z}} \text{sgn}(n) q \frac{n^2}{4N}.
\]

In fact, we can further restrict to \( 1 \leq j \leq N-1 \), because \( F_{j,N} = -F_{-j,N} \) and \( F_{j+2N,N} = F_{j,N} \). The following theorem describes the (false) modular behavior of the \( F_{j,N} \). For this define the weight \( \frac{3}{2} \) unary theta functions
\[
    f_{j,N}(\tau) := \frac{1}{2N} \sum_{n \in \mathbb{Z}} \text{sgn}(n) q \frac{n^2}{4N}.
\]

Theorem 1.5. For \( M = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in \text{SL}_2(\mathbb{Z}) \), we have
\[
    F_{j,N}(\tau) - \text{sgn}(cr_1 + d)(cr + d)^{-\frac{1}{2}} \sum_{r=1}^{N-1} \psi_{j,r}(M^{-1}) F_{r,N} \left( \frac{ar+b}{cr+d} \right) = -i\sqrt{2N} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} f_{j,N}(\bar{\zeta}) d\bar{\zeta},
\]

where the integration path avoids the branch cut defined by \( \sqrt{-i(\bar{\zeta} - \tau)} \) and the multiplier \( \psi_{j,r} \) is defined in (4.4).

As a corollary we obtain quantum modular properties of \( F_{j,N} \).

Corollary 1.6. The functions \( F_{j,N} \) are vector-valued quantum modular forms with quantum set \( \mathbb{Q} \).

The paper is organized as follows. In Section 2 we prove Theorem 1.2, which then in particular implies Theorem 1.1. Section 3 is devoted to the proof of Theorem 1.3 and in Section 4 we show Theorem 1.5.
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2. Proof of Theorem 1.1 and Theorem 1.2

2.1. An auxiliary lemma. To determine the modular transformation of \( \hat{\Psi}_{Q,H} \) we use Poisson summation, for which we in particular require the explicit evaluation of a certain Fourier transform. For this, we define
\[
    F_{r,w}(x) := \sqrt{i(w - \tau)} \text{erf} \left( -i\sqrt{\pi i(w - \tau)} B(c, x) \right) e^{2\pi i Q(x) \tau}.
\]
Note that we may write
\[
F_{r,w}(x) = 2(w - \tau)B(c, x)e^{2\pi i Q(x)\tau} \int_0^1 e^{\pi i (w - \tau)B(c, x)t^2} dt. \tag{2.1}
\]
For a function \( f : \mathbb{R}^N \rightarrow \mathbb{C} \), we define the Fourier transform of \( f \) with respect to \( Q \)
\[Q \]then follows immediately from the following theorem.

**Proof of Theorem 1.2.**

2.2. Changing variables from \( y \) to \( t \).

Note that changing the order of integration is allowed since the integrals are absolutely convergent.

We next switch to an orthogonal basis for \( y \) with one of the basis vectors taken to be \( c \). In particular, we write \( A = CC^T \) for some \( C \in \mathbb{R}^{N \times N} \) with \( c^T C = (0 \ldots 01) \). Letting \( C^T y =: (y_0) \) and \( C^T x =: (\frac{x}{\tau}) \), with \( x, y \in \mathbb{R}^{N-1} \), \( x_0, y_0 \in \mathbb{R} \), we obtain
\[
F(F_{r,w}(x)) = 2(w - \tau) \int_{\mathbb{R}^{N-1}} \int_{\mathbb{R}} \int_0^1 y_0 e^{\pi i (w - \tau)y_0^2 + 2\pi i y_0 y \tau - 2\pi i x^T y - 2\pi i x_0 y_0} dt dy_0 dy.
\]
Explicitly computing the integrals on \( y \) and \( y_0 \), we get
\[
F(F_{r,w}(x)) = 2(-i)^{-\frac{N}{2}}(w - \tau)(-i\tau)^{-\frac{N+1}{2}} e^{-2\pi i Q(x)\tau} \int_0^1 e^{\pi i x_0 \tau} e^{\frac{1}{\tau + (w - \tau)^2} \frac{1}{\tau + (w - \tau)^2}} dt.
\]
Changing variables from \( t \) to \( u \) where
\[
\frac{1}{\tau} - \frac{1}{\tau + (w - \tau)^2} = \left(\frac{1}{\tau} - \frac{1}{w}\right) u^2
\]
gives the claim. \(\square\)

2.2. **Proof of Theorem 1.2**  To prove Theorem 1.2 we use a slightly modified function that avoids the multiplier \( \chi_{\tau, w} \), namely
\[
\tilde{\Psi}_{Q, \mu}(z; \tau, w) := \sqrt{i(w - \tau)} \tilde{\Psi}_{Q, \mu}(z; \tau, w).
\]

Theorem 1.2 then follows immediately from the following theorem.

**Theorem 2.2.** The function \( \tilde{\Psi}_{Q, \mu} \) is a holomorphic function of \( w \) (and of \( \tau \) if \( z = 0 \)) satisfying the following Jacobi transformation properties:

1. We have, for \( m, r \in L \),
\[
\tilde{\Psi}_{Q, \mu}(z + m \tau + r; \tau, w) = (-1)^{2Q(m + r)q - Q(m)} e^{-2\pi i B(m, z)} \tilde{\Psi}_{Q, \mu}(z; \tau, w).
\]

2. We have
\[
\tilde{\Psi}_{Q, \mu}(z; \tau + 1, w + 1) = e^{2\pi i Q(\mu + \xi)} \tilde{\Psi}_{Q, \mu}(z; \tau, w),
\]
\[
\tilde{\Psi}_{Q, \mu}(\frac{\xi}{\tau}; -\frac{1}{\tau}, -\frac{1}{w}) = \frac{(-i)^\frac{N}{2}}{\sqrt{L^* / L}} e^{\pi i \frac{Q(\xi)}{\tau}} e^{\pi i \frac{Q(\xi)}{\tau}} \sum_{\nu \in L^* / L} e^{-2\pi i B(\mu, \nu)} \tilde{\Psi}_{Q, \mu}(\xi; \tau, w).
\]
Proof. We first prove that the series defining $\tilde{\Psi}_{Q,\mu}$ converges to a holomorphic function of $w$. Each summand is holomorphic in $w$ (and in $\tau$ if $z = 0$) by (2.1), so we prove holomorphicity of the resulting series by showing that it is absolutely and uniformly convergent on compact subsets of $\mathbb{C}^N \times \mathbb{H} \times \mathbb{H}$. This follows by bounding (with $w_2 := \text{Im}(w)$)

$$\left| q(n) e^{2\pi i B(n, z + \frac{1}{2i})} \right| = e^{-2\pi Q(n)\tau_2 - 2\pi B(n, \text{Im}(z))} = e^{-2\pi Q\left(n + \frac{\text{Im}(z)}{\tau_2}\right)\tau_2 + \frac{2\pi}{\tau_2} Q(\text{Im}(z))},$$

and, using (2.1), we obtain

$$\left| \sqrt{i(w - \tau)} \text{erf} \left(-i\sqrt{\pi i(w - \tau)B \left(c, n + \frac{\text{Im}(z)}{\tau_2}\right)}\right) \right| \leq 2|w - \tau| B \left(c, n + \frac{\text{Im}(z)}{\tau_2}\right) \left\{ \begin{array}{ll} 1 & \text{if } w_2 > \tau_2, \\ e^{-\pi(w_2 - \tau_2)} B(c, n + \frac{\text{Im}(z)}{\tau_2})^2 & \text{if } w_2 \leq \tau_2. \end{array} \right.$$ 

(1) The claim follows directly by changing variables $n \mapsto n - m$.

(2) The first modular transformation follows immediately.

To prove the second modular transformation, we write

$$\tilde{\Psi}_{Q,\mu}(z; \tau, w) = e^{-2\pi i Q(\text{Im}(z))} \sum_{n \in \mu + \frac{1}{2} + L} F_{\tau, w} \left(n + \frac{\text{Im}(z)}{\tau_2}\right) e^{2\pi i B\left(n, -\frac{\text{Im}(z)}{\tau_2} + \frac{\ell}{2}\right)}.$$ 

We then compute

$$\tilde{\Psi}_{Q,\mu}\left(\frac{z}{\tau}; \frac{-1}{\tau}, -\frac{1}{w}\right) = e^{\frac{2\pi i Q(\text{Im}(z))}{\tau_2} + 2\pi i B \left(\mu + \frac{\ell}{2} \frac{\text{Im}(z)}{\tau_2} + \frac{\ell}{2}\right)} \sum_{r \in L} F_{-\frac{1}{\tau}, -\frac{1}{w}} \left(r + \mu + \frac{\ell}{2} + \frac{\text{Im}(z)}{\tau_2}\right) e^{2\pi i B \left(r, \frac{\text{Im}(z)}{\tau_2} + \frac{\ell}{2}\right)}.$$ 

We conclude from Lemma 2.1 and the general fact that $F(F(f))(x) = f(-x)$ that we have

$$F_{\tau, w}(-x) = (-i)^{-N} \frac{-\frac{N-1}{2}}{\sqrt{|L^*/L|}} F_{-\frac{1}{\tau}, -\frac{1}{w}}(x). \quad (2.2)$$

Moreover we use that if $g(x) = h(x + a)e^{2\pi i B(b, x)}$, then we have $F(g)(y) = F(h)(y - b)e^{2\pi i B(a, y - b)}$.

Using Poisson summation with equation (2.2) gives

$$\tilde{\Psi}_{Q,\mu}\left(\frac{z}{\tau}; \frac{-1}{\tau}, -\frac{1}{w}\right) = \frac{(-i)^{-N} \frac{-\frac{N-1}{2}}{\sqrt{|L^*/L|}}}{e^{\frac{2\pi i Q(\text{Im}(z))}{\tau_2} + 2\pi i B \left(\mu + \frac{\ell}{2} \frac{\text{Im}(z)}{\tau_2} + \frac{\ell}{2}\right)}} \sum_{r \in L^*} F_{\tau, w} \left(-r + \frac{\text{Im}(z)}{\tau_2} + \frac{\ell}{2}\right) e^{2\pi i B \left(r, \frac{\text{Im}(z)}{\tau_2} + \frac{\ell}{2} + \mu + \frac{\ell}{2} \frac{\text{Im}(z)}{\tau_2}\right)}.$$ 

Changing $r \mapsto -r$ and writing the sum over $L^*$ as $\sum_{r \in L^*} f(r) = \sum_{\nu \in L^*/L} \sum_{r \in L} f(r + \nu)$ we get that the sum on $r$ equals

$$\sum_{\nu \in L^*/L} \sum_{r \in L} F_{\tau, w} \left(r + \nu + \frac{\text{Im}(z)}{\tau_2} + \frac{\ell}{2}\right) e^{-2\pi i B \left(r + \nu + \frac{\text{Im}(z)}{\tau_2} + \frac{\ell}{2} + \mu + \frac{\ell}{2} \frac{\text{Im}(z)}{\tau_2}\right)}.$$ 

The claim then follows by some simplification. \qed
2.3. Proof of Theorem [1.1] To state a more precise version of Theorem [1.1] we let for $M := \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in \text{SL}_2(\mathbb{Z})$

$$\chi_{\tau,w}(M) := \sqrt{\frac{i(w-\tau)}{(c\tau+d)(cw+d)}} \sqrt{\frac{1}{i(w-\tau)}}.$$ 

Theorem 2.3. We have for $M = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in \text{SL}_2(\mathbb{Z})$ and $m, r \in \mathbb{Z}$

$$\hat{\psi}\left( \frac{z}{c\tau+d}; \frac{a\tau+b}{c\tau+d}, \frac{aw+b}{cw+d} \right) = \chi_{\tau,w}(M) \nu_\eta(M)^3 (c\tau + d)^\frac{1}{2} e^{\frac{\pi i z^2}{c\tau+d}} \hat{\psi}(z; \tau, w),$$

$$\hat{\psi}(z + m\tau + r; \tau, w) = (-1)^{m+r} q^{-m^2/2} \zeta^{-m} \hat{\psi}(z; \tau, w).$$

Proof. The claim follows from Theorem 1.2 with $L = \mathbb{Z}, Q(n) = \frac{n^2}{2}, \ell = 1, c = 1,$ and $\mu = 0.$ \qed

3. Proof of Theorem [1.3] and Corollary [1.4]

In this section we prove a Rademacher-type exact formula for unimodal sequences. For this purpose, in Section 3.1 we derive an obstruction to modularity equation for the false theta function $\psi(\tau)$ in terms of an Eichler-type integral. Then in Section 3.2 we cast this integral into a Mordell-type form where the $\tau$-dependence of the integrand is only through an exponential term. This allows us to identify the growing pieces of the obstruction to modularity near the rationals and define a “principal part” for this term. We bound the remaining “non-principal” parts in Section 3.3 and finish in Section 3.4 by applying the Circle Method.

3.1. Eichler integrals and modular transformations. Define for $g \in \mathbb{Q}$

$$f(\tau) := \frac{i}{2} \frac{\psi(\tau)}{\eta(\tau)^4}, \quad g(\tau) := \frac{1}{\eta(\tau)^2}, \quad \text{and} \quad E_\varrho(\tau) := \int_\varepsilon^{\tau+i\infty+\varepsilon} \frac{\eta(\zeta)^3}{\sqrt{i(\zeta - \tau)}} d\zeta,$$

where the integration path avoids the branch-cut. To apply the Circle Method we first determine the “false” modular behavior of $f.$

Lemma 3.1. We have, for $M = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in \text{SL}_2(\mathbb{Z})$ with $c > 0,$

$$f(\tau) = e^{\frac{\tau^2}{2}} \nu_\eta(M)^{-1} \sqrt{-i(c\tau+d)} \left( f\left( \frac{a\tau+b}{c\tau+d} \right) - \frac{1}{2} g\left( \frac{a\tau+b}{c\tau+d} \right) E_\varrho\left( \frac{a\tau+b}{c\tau+d} \right) \right).$$

Proof. Plugging $z = 0$ into (1.2) gives

$$\hat{\psi}(\tau, w) = i \sum_{n \in \mathbb{Z}} \text{erf} \left( -i \sqrt{\pi i (w - \tau)} (n + \frac{1}{2}) \right) (-1)^n q^{\frac{1}{2}(n+\frac{1}{2})^2},$$

where $\hat{\psi}(\tau, w) := \hat{\psi}(0; \tau, w).$ Using that $\text{erf}'(x) = \frac{2}{\sqrt{\pi}} e^{-x^2},$ we obtain, away from the branch cut

$$\frac{\partial}{\partial w} \hat{\psi}(\tau, w) = \frac{i}{\sqrt{i(w - \tau)}} \sum_{n \in \mathbb{Z}} (-1)^n (n + \frac{1}{2}) e^{\pi i (n+\frac{1}{2})^2 w} = \frac{i}{\sqrt{i(w - \tau)}} \eta(w)^3.$$

Using (1.3), we have

$$\hat{\psi}(\tau, w) = \psi(\tau) - i \int_w^{\tau+i\infty+\varepsilon} \frac{\eta(\zeta)^3}{\sqrt{i(\zeta - \tau)}} d\zeta,$$

with an integration path that avoids the branch-cut.

Our next goal is to determine the term preventing $\psi(\tau)$ from being a modular form. For this set $z = 0$ in Theorem 2.3 to obtain

$$\hat{\psi}\left( \frac{a\tau+b}{c\tau+d}; \frac{aw+b}{cw+d} \right) = \chi_{\tau,w}(M) \nu_\eta(M)^3 (c\tau + d)^\frac{1}{2} \hat{\psi}(\tau, w).$$
Plugging (3.1) into this directly implies that
\[
\psi(\tau) - \chi_{\tau,w}(M)\nu(M)^{-3}(c\tau + d)^{-\frac{1}{2}}\psi\left(\frac{a\tau + b}{c\tau + d}\right) = i \int_w^{\tau + i\infty + \varepsilon} \frac{\eta_3(3)}{\sqrt{i(3 - \tau)}} d\zeta - i\chi_{\tau,w}(M)\nu(M)^{-3}(c\tau + d)^{-\frac{1}{2}} \int_\frac{a\tau + b}{c\tau + d}^{\frac{a\tau + b}{c\tau + d} + i\infty + \varepsilon} \frac{\eta_3(3)}{\sqrt{i\left(\frac{3}{\tau} - \frac{a\tau + b}{c\tau + d}\right)}} d\zeta.
\]

Now we take \( w \to \tau + i\infty + \varepsilon \) in this equation and assume that \( c > 0 \). Noting that
\[
\lim_{w \to \tau + i\infty + \varepsilon} \chi_{\tau,w}(M) = 1,
\]
we get
\[
\psi(\tau) - \nu(M)^{-3}(c\tau + d)^{-\frac{1}{2}}\psi\left(\frac{a\tau + b}{c\tau + d}\right) = -i\nu(M)^{-3}(c\tau + d)^{-\frac{1}{2}} \int_\frac{a\tau + b}{c\tau + d}^{\frac{a\tau + b}{c\tau + d} + i\infty + \varepsilon} \frac{\eta_3(3)}{\sqrt{i\left(\frac{3}{\tau} - \frac{a\tau + b}{c\tau + d}\right)}} d\zeta.
\]

The claim then follows using the transformation law,
\[
\eta\left(\frac{a\tau + b}{c\tau + d}\right) = \nu(M)(c\tau + d)^{\frac{1}{2}} \eta(\tau).
\] (3.2) □

3.2. The obstruction to modularity term as a Mordell-type integral. In this section we rewrite the error integrals occurring in Lemma 3.3 as Mordell-type integrals.

**Lemma 3.2.** We have, for \( \rho \in \mathbb{Q} \) and \( V \in \mathbb{C} \) with \( \text{Re}(V) > 0 \),
\[
\mathcal{E}_\rho(\rho + iV) = \frac{i}{\pi} \sum_{n \in \mathbb{Z}} (-1)^n e^{\pi i (n + \frac{1}{2})^2} \lim_{\varepsilon \to 0+} \int_{-\infty - \varepsilon}^{\infty - \varepsilon} \frac{e^{-\pi V x^2}}{x - (n + \frac{1}{2}) (1 + i\varepsilon)} dx.
\]

**Proof.** We write
\[
\mathcal{E}_\rho(\rho + iV) = i \int_{-\infty}^{\infty - \varepsilon} \frac{\eta(\rho + i(3 + V))^3}{\sqrt{-3}} d\zeta,
\]
where the path of integration should avoid the branch-cut as in Figure 1.

![Figure 1. Integration path and the branch-cut on the \( \zeta \)-plane.](image)

Plugging in the Fourier expansion of \( \eta \), we obtain
\[
\mathcal{E}_\rho(\rho + iV) = i \int_{-\infty}^{\infty - \varepsilon} \sum_{n \in \mathbb{Z}} (-1)^n (n + \frac{1}{2}) e^{-\pi (n + \frac{1}{2})^2 (3 + V) + \pi i (n + \frac{1}{2})^2} \frac{\eta_3(3)}{\sqrt{-3}} d\zeta. \tag{3.3}
\]

Recall that the exponential decay of \( \eta(\rho + i(3 + V))^3 \) as \( \zeta \to -V \) and \( \zeta \to \infty \) ensures that the integral is absolutely convergent. In the series expansion in (3.3), the individual summands are
exponentially decaying as $\delta \to \infty$ but we lose that property as $\delta \to -V$. To be able to interchange
the integral and the sum, we rewrite
$$E_\varrho (\varrho + iV) = i \lim_{\delta \to 0^+} \int_{-V+\delta}^{\infty-i\epsilon} \sum_{n \in \mathbb{Z}} (-1)^n (n + \frac{1}{2}) e^{-\pi(n+\frac{1}{2})^2 (\delta+V)+\varrho i(n+\frac{1}{2})^2} d\delta.$$ We now have absolute convergence (as is clear from the explicit evaluation of the integrals below) and can exchange the sum and the integral to obtain
$$E_\varrho (\varrho + iV) = i \lim_{\delta \to 0^+} \sum_{n \in \mathbb{Z}} (-1)^n (n + \frac{1}{2}) e^{\pi i(n+\frac{1}{2})^2} e^{-\pi(n+\frac{1}{2})^2 V} \int_{-V+\delta}^{\infty-i\epsilon} e^{-\pi(n+\frac{1}{2})^2} \frac{d\delta}{\sqrt{-\delta}}.$$ (3.4)

To evaluate the integral we rewrite it as
$$\int_{-V+\delta}^{\infty-i\epsilon} \frac{e^{-\pi(n+\frac{1}{2})^2}}{\sqrt{-\delta}} d\delta = \int_{0}^{\infty-i\epsilon} \frac{e^{-\pi(n+\frac{1}{2})^2}}{\sqrt{-\delta}} d\delta + \int_{-V+\delta}^{0} \frac{e^{-\pi(n+\frac{1}{2})^2}}{\sqrt{-\delta}} d\delta$$
$$= \frac{i}{\sqrt{-\delta}} \left( \text{sgn} \left(n+\frac{1}{2}\right) + \text{erf} \left(i \left(n+\frac{1}{2}\right) \sqrt{\pi(V-\delta)} \right) \right).$$

Plugging this into (3.4), we obtain
$$E_\varrho (\varrho + iV) = \lim_{\delta \to 0^+} \sum_{n \in \mathbb{Z}} (-1)^n e^{\pi i(n+\frac{1}{2})^2} e^{-\pi(n+\frac{1}{2})^2 V} \left( \text{sgn} \left(n+\frac{1}{2}\right) + \text{erf} \left(i \left(n+\frac{1}{2}\right) \sqrt{\pi(V-\delta)} \right) \right).$$ (3.5)

Using that $\text{erf}(iz) = \frac{2}{\sqrt{\pi}} \int_{0}^{z} e^{t^2} dt$, yields the asymptotic behavior
$$\text{erf}(iz) = \frac{ie^{z^2}}{\sqrt{\pi z}} \left(1 + O \left(|z|^{-2}\right) \right),$$ if $|\text{Arg}(\pm z)| < \frac{\pi}{2}$ as $|z| \to \infty$. Therefore, we need to carefully take $\delta \to 0^+$ as the expression at $\delta = 0$ is not absolutely convergent. Separating this main term of the error function as
$$\left( \text{erf} \left(i \left(n+\frac{1}{2}\right) \sqrt{\pi(V-\delta)} \right) - \frac{ie^{\pi i(n+\frac{1}{2})^2 (V-\delta)}}{\pi \left(n+\frac{1}{2}\right) \sqrt{V-\delta}} \right) + \frac{ie^{\pi i(n+\frac{1}{2})^2 (V-\delta)}}{\pi \left(n+\frac{1}{2}\right) \sqrt{V-\delta}},$$ (3.6)

we find that everything except for the contribution from this last term is absolutely and uniformly convergent on compact subsets of $\text{Re}(V) > 0$ and $0 \leq \delta \leq \delta_0$ for sufficiently small $\delta_0$. That means we can plug in $\delta = 0$ for these terms to take the limit.

Thus we focus on the last term in (3.6) whose contribution to $E_\varrho (\varrho + iV)$ is
$$\lim_{\delta \to 0^+} \frac{i}{\sqrt{\pi V-\delta}} \sum_{n \in \mathbb{Z}} (-1)^n \frac{e^{\pi i(n+\frac{1}{2})^2}}{n+\frac{1}{2}} e^{-\pi(n+\frac{1}{2})^2}.$$ The series is absolutely convergent for any $\delta > 0$. If the corresponding series is also convergent for $\delta = 0$, then by Abel’s Theorem (viewing it as a power series in $e^{-\pi \delta}$), the limit as $\delta \to 0^+$ is simply the value at $\delta = 0$. To prove convergence at $\delta = 0$, let $\varrho = \frac{h}{k}$ with $\gcd(h, k) = 1$ and $k > 0$ and consider for $\nu_1, \nu_2 \in \mathbb{N}$ the following sum
$$\sum_{-\nu_1 \leq n \leq \nu_2} (-1)^n e^{\pi i(n+\frac{1}{2})^2} \frac{h}{n+\frac{1}{2}} = \frac{k}{2} \sum_{-\nu_1 \leq n \leq \nu_2} (-1)^n e^{\pi i(n+\frac{1}{2})^2} \frac{h}{n+\frac{1}{2}} \left(n+\frac{1}{2}\right) + O \left(\frac{k}{\nu_1} + \frac{k}{\nu_2}\right).$$

The sum on the right-hand side is absolutely convergent as $\nu_1, \nu_2 \to \infty$. 

We can now set $δ = 0$ in (3.5) and hence obtain
\[ E_ε(g + iV) = \sum_{n \in \mathbb{Z}} (-1)^n e^{\pi i (n + \frac{1}{2})^2} \varepsilon^{-\pi (n + \frac{1}{2})^2 V} \left( \text{sgn} \left( n + \frac{1}{2} \right) + \text{erf} \left( i \left( n + \frac{1}{2} \right) \sqrt{V} \right) \right). \] (3.7)

Next we use the following identity, which is valid for $s \in \mathbb{R} \setminus \{0\}$ and $\text{Re}(V) > 0$,
\[ e^{-\pi s^2 V} \left( \text{sgn}(s) + \text{erf}(i s \sqrt{V}) \right) = -i \lim_{\varepsilon \to 0^+} \int_{-\infty}^{\infty} \frac{e^{-\pi V x^2}}{x - s(1 + i \varepsilon)} dx. \] (3.8)

Plugging (3.8) into (3.7) gives the claim.

3.3. **Bounds on the Mordell-type integrals.** Let $g = \frac{h'}{k}$ where $h', k$ are integers satisfying $\gcd(h', k) = 1$ and $k > 0$. Given a real number $d$ with $0 \leq d < \frac{1}{8}$ we split the obstruction to modularity from Lemma 3.1 (as rewritten in Lemma 3.2) as follows
\[ e^{2\pi d V} E_{\frac{h'}{k}, d} \left( \frac{h'}{k} + iV \right) = E_{\frac{h'}{k}, d}^e \left( \frac{h'}{k} + iV \right) + \mathcal{E}_{\frac{h'}{k}, d}^o \left( \frac{h'}{k} + iV \right), \]

where
\[ E_{\frac{h'}{k}, d}^e \left( \frac{h'}{k} + iV \right) := -i \frac{e^{2\pi d V}}{\pi} \sum_{n \in \mathbb{Z}} (-1)^n e^{\pi i (n + \frac{1}{2})^2 \frac{h'}{k}} \lim_{\varepsilon \to 0^+} \int_{-\sqrt{2d}}^{\sqrt{2d}} \frac{e^{-\pi V x^2}}{x - (n + \frac{1}{2})^2 (1 + i \varepsilon)} dx, \] (3.9)
\[ \mathcal{E}_{\frac{h'}{k}, d}^o \left( \frac{h'}{k} + iV \right) := -i \frac{e^{2\pi d V}}{\pi} \sum_{n \in \mathbb{Z}} (-1)^n e^{\pi i (n + \frac{1}{2})^2 \frac{h'}{k}} \lim_{\varepsilon \to 0^+} \int_{|x| \geq \sqrt{2d}} \frac{e^{-\pi V x^2}}{x - (n + \frac{1}{2})^2 (1 + i \varepsilon)} dx. \]

In the following lemma, we bound $E_{\frac{h'}{k}, d}^e \left( \frac{h'}{k} + iV \right)$, by which we also prove its convergence and that of $\mathcal{E}_{\frac{h'}{k}, d}^o \left( \frac{h'}{k} + iV \right)$, making the splitting of $e^{2\pi d V} E_{\frac{h'}{k}, d} \left( \frac{h'}{k} + iV \right)$ justified.

**Lemma 3.3.** For $0 \leq d < \frac{1}{8}$, $h', k \in \mathbb{Z}$, $\gcd(h', k) = 1$, $k > 0$, and $\text{Re}(V) \geq 1$ we have
\[ E_{\frac{h'}{k}, d}^e \left( \frac{h'}{k} + iV \right) = O(\log(k)), \]
where the bound is independent of $h'$ and $V$.

**Proof.** We start by combining the integral over negative reals and positive reals to obtain
\begin{align*}
E_{\frac{h'}{k}, d}^e \left( \frac{h'}{k} + iV \right) &= -\frac{2i}{\pi} e^{2\pi d V} \sum_{n \in \mathbb{Z}} (-1)^n (n + \frac{1}{2}) e^{\pi i (n + \frac{1}{2})^2 \frac{h'}{k}} \lim_{\varepsilon \to 0^+} \int_{\sqrt{2d}}^{\infty} \frac{e^{-\pi V x^2}}{x^2 - (n + \frac{1}{2})^2 (1 + i \varepsilon)^2} dx = \\
&= -\frac{i}{\pi} \sum_{n \in \mathbb{Z}} (-1)^n (n + \frac{1}{2}) e^{\pi i (n + \frac{1}{2})^2 \frac{h'}{k}} \lim_{\varepsilon \to 0^+} \int_{0}^{\infty} \frac{e^{-\pi V u}}{\sqrt{u + 2d} \left( u + 2d - (n + \frac{1}{2})^2 (1 + i \varepsilon)^2 \right)} du, \\
\end{align*}
changing variables $u := x^2 - 2d$. Now we write
\begin{align*}
\frac{1}{u + 2d - (n + \frac{1}{2})^2 (1 + i \varepsilon)^2} &= \frac{1}{u + 2d - (n + \frac{1}{2})^2 (1 + i \varepsilon)^2} + \frac{1}{(n + \frac{1}{2})^2 (1 + i \varepsilon)^2} - \frac{1}{(n + \frac{1}{2})^2 (1 + i \varepsilon)^2} \\
&= \frac{1}{u + 2d} - \frac{1}{(n + \frac{1}{2})^2 (1 + i \varepsilon)^2} \left( u + 2d - (n + \frac{1}{2})^2 (1 + i \varepsilon)^2 \right) - \frac{1}{(n + \frac{1}{2})^2 (1 + i \varepsilon)^2},
\end{align*}

and consider the contribution of each term, which we denote by \( \mathcal{E}^e_{\frac{h'}{k},d,1}(\frac{h'}{k} + iV) \) and \( \mathcal{E}^e_{\frac{h'}{k},d,2}(\frac{h'}{k} + iV) \), separately. We start with \( \mathcal{E}^e_{\frac{h'}{k},d,1}(\frac{h'}{k} + iV) \) and write

\[
\mathcal{E}^e_{\frac{h'}{k},d,1}(\frac{h'}{k} + iV) = \left( \begin{array}{c} \sum_{n \in \mathbb{Z}} \left( \frac{1}{n + \frac{1}{2}} \right) \left( \frac{\pi}{2} \right) \int_{0}^{\infty} e^{-\pi i \left( n + \frac{1}{2} \right)^2 h'} du \right).
\]

Note that because \( \text{Re}(V) \geq 1 \) we have either \( \text{Re}(Ve^{\frac{\pi i}{4}}) \geq \frac{1}{\sqrt{2}} \) or \( \text{Re}(Ve^{-\frac{\pi i}{4}}) \geq \frac{1}{\sqrt{2}} \). Using Cauchy’s Theorem we rotate the path of integration to \( e^{\frac{\pi i}{4}} \mathbb{R}^+ \) or to \( e^{-\frac{\pi i}{4}} \mathbb{R}^+ \) if \( \text{Re}(Ve^{-\frac{\pi i}{4}}) \geq \frac{1}{\sqrt{2}} \), picking up residues from poles (which lie just above the real line) in the former case.

The contribution from the poles at \(-2d + (n + \frac{1}{2})^2(1 + i\varepsilon)^2\) sums to

\[
2 \sum_{n \in \mathbb{Z}} (-1)^n \text{sgn} \left( n + \frac{1}{2} \right) e^{\pi i \left( n + \frac{1}{2} \right)^2 \frac{h'}{k} - \pi \left( n + \frac{1}{2} \right)^2 - 2d} V.
\]

Since \( d < \frac{1}{8} \) and \( \text{Re}(V) \geq 1 \) we can bound the absolute value of this contribution against

\[
2 \sum_{n \in \mathbb{Z}} e^{-\pi \left( (n + \frac{1}{2})^2 - 2d \right)},
\]

which is a constant independent of \( k, h', V \) and thus the poles at most contribute \( O(1) \).

We next bound the remaining part and distinguish whether \( \text{Re}(Ve^{\frac{\pi i}{4}}) \geq \frac{1}{\sqrt{2}} \) or \( \text{Re}(Ve^{-\frac{\pi i}{4}}) \geq \frac{1}{\sqrt{2}} \). We first assume that \( \text{Re}(Ve^{\frac{\pi i}{4}}) \geq \frac{1}{\sqrt{2}} \), in which case we rotate the path of integration to \( e^{\frac{\pi i}{4}} \mathbb{R}^+ \).

Now, the poles are away from the path of integration and hence the integral is holomorphic in \( \varepsilon \) around zero, so we can set \( \varepsilon = 0 \) to take the limit (also changing variables \( u \mapsto e^{\frac{\pi i}{4}} u \)) to obtain

\[
\mathcal{I}_{\frac{h'}{k},d}(\frac{h'}{k} + iV) := -\frac{i}{\pi} e^{\frac{\pi i}{4}} \sum_{n \in \mathbb{Z}} (-1)^n e^{\pi i \left( n + \frac{1}{2} \right)^2 \frac{h'}{k}} \int_{0}^{\infty} e^{-\pi \left( n + \frac{1}{2} \right)^2 \frac{h'}{k}} \left( \frac{u^{1+\frac{1}{2}} + 2d}{u^{1+\frac{1}{2}} + 2d - (n + \frac{1}{2})^2} \right) du.
\]

Using the bounds

\[
|e^{-\pi \left( n + \frac{1}{2} \right)^2 \frac{h'}{k}}| \leq e^{-\frac{\pi h'}{k}} \quad \text{and} \quad \left| \frac{1}{u^{1+\frac{1}{2}} + 2d - (n + \frac{1}{2})^2} \right| \leq \frac{\sqrt{2}}{(n + \frac{1}{2})^2 - 2d},
\]

yields

\[
\left| \mathcal{I}_{\frac{h'}{k},d}(\frac{h'}{k} + iV) \right| \leq \frac{\sqrt{2}}{\pi} \sum_{n \in \mathbb{Z}} \left| \frac{1}{n + \frac{1}{2}} \right| \left| \frac{1}{(n + \frac{1}{2})^2 - 2d} \right| \int_{0}^{\infty} e^{-\frac{\pi h'}{k}} \left| u^{1+\frac{1}{2}} + 2d \right|^\frac{1}{2} du \ll 1,
\]

with the upper bound independent of \( k, h', V \).

If \( \text{Re}(Ve^{-\frac{\pi i}{4}}) \geq \frac{1}{\sqrt{2}} \), exactly the same argument with the path of integration rotated to \( e^{-\frac{\pi i}{4}} \mathbb{R}^+ \) shows all in all we have

\[
\mathcal{E}^e_{\frac{h'}{k},d,1}(\frac{h'}{k} + iV) = O(1),
\]

with the upper bound independent of \( k, h', V \).

Next, we investigate \( \mathcal{E}^e_{\frac{h'}{k},d,2}(\frac{h'}{k} + iV) \), for which we take \( \varepsilon \to 0^+ \) to obtain

\[
\mathcal{E}^e_{\frac{h'}{k},d,2}(\frac{h'}{k} + iV) = i \sum_{n \in \mathbb{Z}} (-1)^n e^{\pi i \left( n + \frac{1}{2} \right)^2 \frac{h'}{k}} \int_{0}^{\infty} e^{-\pi \left( n + \frac{1}{2} \right)^2 \frac{h'}{k}} \left( \frac{u^{1+\frac{1}{2}} + 2d}{\sqrt{u} + 2d} \right) du.
\]
We estimate
\[ \left| \int_0^\infty \frac{e^{-\pi Vu}}{\sqrt{u+2d}} \, du \right| \leq \int_0^\infty \frac{e^{-\pi u}}{\sqrt{u+2d}} \, du \ll 1. \]
So we only need to bound the series in \( n \). We start by writing
\[ I_{h',k} := \sum_{n \in \mathbb{Z}} \frac{(-1)^n e^{\pi i (n + \frac{1}{2})^2 h' / \pi}}{n + \frac{1}{2}} = \lim_{N \to \infty} \sum_{m=-N}^N \sum_{r \pmod{2k}} \frac{(-1)^r e^{\pi i (r + \frac{1}{2})^2 h' / \pi}}{2km + r + \frac{1}{2}}, \]
where we note that for \( n = 2km + r \) with \( m, r \in \mathbb{Z} \) we have
\[ (-1)^n e^{\pi i (n + \frac{1}{2})^2 h' / \pi} = (-1)^r e^{\pi i (r + \frac{1}{2})^2 h' / \pi}. \]
Moving the finite sum outside (which we can because the resulting series in \( m \) converges) gives
\[ I_{h',k} = \frac{1}{2k} \sum_{r \pmod{2k}} \frac{(-1)^r e^{\pi i (r + \frac{1}{2})^2 h' / \pi}}{2km + r + \frac{1}{2}}. \]
Now, we use the identity
\[ \pi \cot(\pi x) = \lim_{N \to \infty} \sum_{n=-N}^N \frac{1}{x + n}, \tag{3.10} \]
to get
\[ I_{h',k} = \frac{\pi}{2k} \sum_{r \pmod{2k}} \frac{(-1)^r e^{\pi i (r + \frac{1}{2})^2 h' / \pi}}{2km + r + \frac{1}{2}} \cot \left( \frac{\pi}{2k} \left( r + \frac{1}{2} \right) \right). \]
Noting that for \( 0 < x < 1 \) we have \( |\cot(\pi x)| \ll \frac{1}{x} + \frac{1}{1-x} \), we obtain
\[ I_{h',k} \ll \frac{1}{k} \sum_{r=0}^{2k-1} 2k \frac{2k}{r + \frac{1}{2}} = O(\log(k)). \]
This finishes the proof. \( \square \)

**Remark.** Lemma 3.3 with \( d = 0 \) implies that the obstruction to modularity term is bounded as
\[ E_{h',k} \left( \frac{h'}{\pi} + iV \right) = O(\log(k)), \]
for \( h', k, V \) satisfying the conditions of the lemma and with the bound independent of \( h' \) and \( V \).

**Remark.** Since in (3.9) we have \( d < \frac{1}{8} \), the poles are away from the path of integration and we can set \( \varepsilon = 0 \). Moreover, replacing \( n = 2km + r \) with \( m \in \mathbb{Z} \) and \( r \) running \( \pmod{2k} \) while taking the sum over \( n \) in a symmetric fashion, we have
\[ E_{h',d} \left( \frac{h'}{\pi} + iV \right) = -d \sum_{r \pmod{2k}} \frac{(-1)^r e^{\pi i (r + \frac{1}{2})^2 h' / \pi}}{2km + r + \frac{1}{2}} \int_{-\sqrt{2d}}^{\sqrt{2d}} e^{-\pi V x^2} \, dx. \]
We can switch the order of the integral and the sum over \( m \) and use (3.10) (note that the convergence is uniform in our finite range) to obtain
\[ E_{h',d} \left( \frac{h'}{\pi} + iV \right) = -\frac{ie^{2\pi dV}}{2k} \sum_{r \pmod{2k}} \frac{(-1)^r e^{\pi i (r + \frac{1}{2})^2 h' / \pi}}{2km + r + \frac{1}{2}} \int_{-\sqrt{2d}}^{\sqrt{2d}} \cot \left( \frac{\pi}{2k} \left( x - r - \frac{1}{2} \right) \right) e^{-\pi V x^2} \, dx. \tag{3.11} \]
3.4. **Applying the Circle Method.** In this section we finish the proof of Theorem 1.3 by using the Circle Method. Write
\[ f(\tau) = q^{\frac{1}{24}} \sum_{n \geq 0} \alpha_f(n) q^n = q^{\frac{1}{24}} (1 + O(q)) \quad \text{and} \quad g(\tau) = q^{-\frac{1}{24}} \sum_{n \geq 0} \alpha_g(n) q^n = q^{-\frac{1}{24}} (1 + O(q)). \]

Then, by (1.4), we have
\[ u(n) = \alpha_g(n) - \alpha_f(n). \]

Applying the Circle Method to \( g \) is standard and leads to the first term in Theorem 1.3.

To find an exact formula for \( \alpha_f(n) \) we start by writing
\[ \alpha_f(n) = \int_{i}^{i+1} f(\tau) e^{-2\pi i (n + \frac{1}{24}) \tau} d\tau. \]

where the integral goes along any path connecting \( i \) and \( i + 1 \). We decompose the integral into arcs lying near roots of unity \( \zeta_k \), where \( 0 \leq h \leq k \leq N \) with \( \gcd(h,k) = 1 \), and \( N \in \mathbb{N} \) is a parameter, which then tends to infinity. For this, the **Ford Circle** \( C_{h,k}(N) \) denotes the circle in the complex \( \tau \)-plane with radius \( \frac{1}{2k^2} \) and center \( \frac{h}{k} + i \frac{1}{2k^2} \). We let \( P_N := \bigcup_{\frac{h}{k} \in F_N} C_{h,k}(N) \), where \( F_N \) is the Farey sequence of order \( N \) and \( C_{h,k}(N) \) is the upper arc of the Ford Circle \( C_{h,k}(N) \) from its intersection with \( C_{h_1,k_1} \) to its intersection with \( C_{h_2,k_2} \), where \( \frac{h_1}{k_1} < \frac{h}{k} < \frac{h_2}{k_2} \) are consecutive fractions in \( F_N \). In particular \( C_{0,1}(N) \) and \( C_{1,1}(N) \) are half-arcs with the former starting at \( i \) and the latter ending at \( i + 1 \).

![Figure 2. Rademacher’s integration path \( P_N \) for \( N = 4 \).](image)

Therefore,
\[ \alpha_f(n) = \sum_{k=1}^{N} \sum_{0 \leq h \leq k \gcd(h,k)=1} \int_{C_{h,k}(N)} f(\tau) e^{-2\pi i (n + \frac{1}{24}) \tau} d\tau. \]

Next, we make the change of variables \( \tau = \frac{h}{k} + i \frac{Z}{k^2} \), which maps the Ford Circles to a standard circle with radius \( \frac{1}{2} \) which is centered at \( Z = \frac{1}{2} \) (see Figure 3). The image of the arc \( C_{h,k}(N) \) is now an arc on the standard circle from \( Z_1 \) to \( Z_2 \), where
\[ Z_1 = Z_1(h,k;N) := \frac{k}{k - ik_1} \quad \text{and} \quad Z_2 = Z_2(h,k;N) := \frac{k}{k + ik_2}. \]

We also combine the half-arcs \( C_{0,1}(N) \) and \( C_{1,1}(N) \) into an arc in the \( z \)-plane from \( z_1(0,1;N) := \frac{1}{1+1N} \) to \( z_2(0,1;N) := \frac{1}{1+1N} \) by shifting the \( C_{1,1}(N) \) half-arc as \( \tau \mapsto \tau - 1 \). Note that on the disc bounded by the standard circle we always have \( \text{Re}(\frac{1}{2}) \geq 1 \). Moreover, for any point \( z \) on the chord
that is connecting \( z_1 \) and \( z_2 \), we have \(|Z| \leq \frac{\sqrt{2}k}{N}\) and the length of this chord does not exceed \( \frac{2\sqrt{2}k}{N} \).

\[ Z_1 \]

\[ Z_2 \]

\[ \frac{1}{2} \]

\[ 1 \]

\[ 0 \]

**Figure 3.** Integration path on the standard circle.

This yields

\[
\alpha_f(n) = i \sum_{k=1}^{N} k^{-2} \sum_{0 \leq h < k \atop \gcd(h,k)=1} \int_{Z_1}^{Z_2} f \left( \frac{h}{k} + i\frac{Z}{k} \right) e^{-2\pi i \left( n + \frac{1}{24} \right) \left( \frac{h}{k} + i\frac{Z}{k} \right)} dZ.
\]

Since \( N \to \infty \) the end-points of the integration path get closer to the origin (in the \( \tau \)-plane, the integration path gets closer to the rationals numbers), we use the modular transformation \( M_{h,k} \) and have better control on the integrand’s behavior near rational points. Lemma 3.1 implies

\[
f \left( \frac{h}{k} + i\frac{Z}{k} \right) = e^{\pi i \frac{1}{4} \nu(M,h,k)^{-1}} \left. \frac{\phi(h')}{\phi(k')} e^{\frac{1}{12} \left( \frac{h'}{k'} + i \frac{Z}{k'} \right)^2} \right|_{\tau=\frac{1}{12}}.
\]

We then approximate the term in the parentheses by its principal part

\[
-\frac{1}{2} \zeta^{-h} \zeta^*_{1/12} \left( \frac{h'}{k'} + i \frac{Z}{k'} \right).
\]

The error to \( \alpha_f(n) \) that arises from this approximation can be estimated by deforming the integral for the remainder term to the chord connecting \( Z_1 \) to \( Z_2 \) using Cauchy’s Theorem. Then the bound in Lemma 3.3 with \( d = 0 \) and \( d = \frac{1}{12} \), together with the fact that \( g(\tau) - q^{-\frac{1}{12}} \) and \( f(\tau) \) are \( O(1) \) for \( \tau_2 \geq 1 \) uniformly in \( \tau \), yields

\[
\alpha_f(n) = -i \sum_{k=1}^{N} k^{-2} \sum_{0 \leq h < k \atop \gcd(h,k)=1} e^{\pi i \nu(M,h,k)^{-1}} \zeta^{-h} \zeta^*_{24k} \left. \frac{1}{\zeta^*_{1/12}} e^{\frac{1}{2} \pi i \frac{n+1}{24} \frac{Z}{k^2}} \right|_{Z_1}^{Z_2} + O \left( N^{-\frac{1}{2}} \log(N) \right).
\]

We next separate the integral as

\[
\int_{Z_1}^{Z_2} = \int_{C} - \int_{Z_1}^{0} - \int_{Z_2}^{0},
\]

where the integration over the whole standard circle \( C \) is oriented clockwise and we assume that both of the remaining two integrals are also over arcs on the standard circle. Over the standard circle we have \( \Re \left( \frac{1}{Z} \right) = 1 \) and hence \( \zeta^*_{1/12} \left( \frac{h'}{k'} + i \frac{Z}{k'} \right) \) is also bounded by \( \log(k) \). Since the arc lengths and the value of \( |Z| \) on the arcs from 0 to \( Z_1 \) or \( Z_2 \) are also bounded by \( \frac{k}{N} \), the same kind of bound
used for the error terms hold and the contribution to \( \alpha_f(n) \) from such integrals are bounded by \( N^{-\frac{1}{2}} \log(N) \) as well. Plugging in the expression for \( \mathcal{E}^* \) in equation (3.11) we then obtain

\[
\alpha_f(n) = -\frac{1}{4} \sum_{k=1}^{N} k^{-\frac{3}{2}} \sum_{0 \leq h < k \mod (2k)} e^{\pi i \nu_{h}(M_{h,k})} e^{-(24n+1)\frac{h}{2k} - 2h'} \sum_{r} (-1)^{r} e^{\pi i (r+\frac{1}{2})^{2} \frac{k'}{T}} \times \int_{\frac{1}{\sqrt{N}}}^{\frac{1}{\sqrt{N}}} \cot\left(\frac{\pi}{2k} (x - r - \frac{1}{2})\right) \int_{C} Z_{\frac{1}{2}} e^{2\pi (n + \frac{1}{2}) \frac{d}{dx} + 2\pi \left(\frac{1}{12} - \frac{2}{3}\right) \frac{d}{dx}} dZ dx + O \left( N^{-\frac{1}{2}} \log(N) \right). (3.12)
\]

We perform the integrals in \( Z \) using that for \( \delta_1, \delta_2 \in \mathbb{R}^{+} \),

\[
\int_{C} Z_{\frac{1}{2}} e^{2\pi \delta_{1} + 2\pi \delta_{2} Z} dZ = -2\pi i \left( \delta_{1} \delta_{2} \right) \frac{1}{2} \left( 4\pi \sqrt{\delta_{1}\delta_{2}} \right).
\]

Taking \( N \to \infty \) in (3.12) gives

\[
\alpha_f(n) = -\frac{\pi i}{24(24n + 1)^{\frac{1}{2}}} \sum_{k \geq 1} k^{-2} \sum_{0 \leq h < k \mod (2k)} e^{\pi i \nu_{h}(M_{h,k})} e^{-(24n+1)\frac{h}{2k} - 2h'} \sum_{r} (-1)^{r} e^{\pi i (r+\frac{1}{2})^{2} \frac{k'}{T}} \times \int_{\frac{1}{\sqrt{N}}}^{\frac{1}{\sqrt{N}}} \left( 1 - 6x^{2} \right)^{\frac{3}{2}} \cot\left(\frac{\pi}{2k} (x - r - \frac{1}{2})\right) I_{\frac{1}{2}} \left( 2\pi \sqrt{\frac{x}{24}} \right) \sqrt{(1 - 6x^{2}) \left( n + \frac{1}{2} \right)} dx. (3.13)
\]

Plugging in the definition of \( K_{k}(n, r) \) and changing variables then gives the claim.

3.5. **Proof of Corollary 1.4.** We are now ready to prove Corollary 1.4.

**Proof of Corollary 1.4.** We use the following asymptotic behavior of the Bessel function as \( x \to \infty \)

\[
I_{\alpha}(x) = \frac{e^{x}}{\sqrt{2\pi x}} \left( 1 + O \left( x^{-1} \right) \right).
\]

The leading exponential term for \( \alpha_{g}(n) \) then comes from the \( k = 1 \) contribution

\[
\frac{2\pi}{12n - 1} K_{1}(n) I_{\frac{1}{2}} \left( \frac{\pi}{3} \sqrt{12n - 1} \right).
\]

Using that \( K_{1}(n) = 1 \) we obtain

\[
\alpha_{g}(n) = -\frac{1}{48 \cdot 3^{\frac{3}{4}} n^{\frac{3}{4}}} e^{2\pi \sqrt{\frac{3}{4}}} \left( 1 + O \left( n^{-\frac{1}{2}} \right) \right).
\]

Similarly the leading exponential term for \( \alpha_{f}(n) \) comes from the \( k = 1 \) contribution. Using that \( K_{1}(n, r) = (-1)^{r+1} \), we write that term as

\[
\frac{2\pi}{3^{\frac{3}{4}}(24n + 1)^{\frac{3}{4}}} \int_{-1}^{1} \left( 1 - x^{2} \right)^{\frac{3}{4}} \cot\left(\frac{\pi}{2} \left( \frac{x}{\sqrt{6}} + \frac{1}{2} \right)\right) I_{\frac{1}{2}} \left( \frac{2\pi}{3^{\frac{3}{4}}} \sqrt{(1 - x^{2}) \left( n + \frac{1}{2} \right)} \right) dx.
\]

Using the saddle point method for the integral then yields

\[
\alpha_{f}(n) = -\frac{1}{8 \cdot 3^{\frac{8}{4}} n^{\frac{7}{4}}} e^{2\pi \sqrt{\frac{8}{3}}} \left( 1 + O \left( n^{-\frac{1}{2}} \right) \right).
\]

From this we conclude the claim. \( \square \)

3.6. **Numerical Results.** Here we display some numerical results and compare \( \alpha_{f}(n) \) for a number of cases to the result obtained by using equation (3.13) and numerically performing the sum over \( k \) from 1 to \( N \).
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which is also easy to directly deduce by a term-by-term integration using

\[ \lim_{t \to \infty} F_{j,N}(\tau, \tau + it \pm \varepsilon) = \pm F_{j,N}(\tau). \]  

Theorem 1.2 immediately implies the following modular transformation properties.

**Lemma 4.1.** The function \( \hat{F}_{j,N}(\tau, w) \) transforms as

\[ \hat{F}_{j,N}(\tau + 1, w + 1) = e^{2\pi i \frac{w^2}{N}} \hat{F}_{j,N}(\tau, w), \]

\[ \hat{F}_{j,N}\left(-\frac{1}{\tau}, -\frac{1}{w}\right) = \chi_{\tau,w}(-i)^{\frac{3}{2}} \frac{1}{2} \sum_{n=1}^{N-1} \sin \left(\frac{n\pi w}{N}\right) \hat{F}_{j,N}(\tau, w). \]

Next we formulate a proposition that clarifies the relation between \( \hat{F}_{j,N} \) and \( f_{j,N} \) in terms of Eichler-type integrals. The proof follows by a direct calculation.

**Proposition 4.2.** For \( \tau, w \in \mathbb{H} \) and \( \varepsilon > 0 \) we have

\[ \hat{F}_{j,N}(\tau, w) = \pm F_{j,N}(\tau) - \sqrt{2N} \int_{\tau}^{\tau+i\infty} \frac{f_{j,N}(3)}{\sqrt{i(3-\tau)}} d\zeta = \sqrt{2N} \int_{\tau}^{w} \frac{f_{j,N}(3)}{\sqrt{i(3-\tau)}} d\zeta, \]  

\[ F_{j,N}(\tau) = -i\sqrt{2N} \int_{\tau}^{i\infty} \frac{f_{j,N}(3/\zeta)}{\sqrt{\zeta-i(3-\tau)}} d\zeta. \]

**Remark.** The identity (4.3) is equivalent to writing

\[ F_{j,N}(\tau) = \sqrt{2N} \int_{0}^{\infty} \frac{f_{j,N}(\tau+iv)}{\sqrt{v}} dv, \]

which is also easy to directly deduce by a term-by-term integration using

\[ \text{sgn}(n) q_{\frac{1}{2} \tau}^2 = n \int_{0}^{\infty} e^{\pi n^2(v+i\tau)} dv. \]

\[ \text{Note that in } \mathbb{H} \text{ (using } p \text{ instead of } N \text{) the function } F_{j,N} \text{ is defined as } \sum_{n \in \mathbb{Z}} \text{sgn}(n+1/2)q^{(n+1/2)^2} \text{ and it corresponds to } F_{j,N}(\tau) \text{ in our notation.} \]
This gives us another perspective on how the modular completion of false theta functions works. In the form

$$F_{j,N}(\tau) = \pm \sqrt{2N} \int_{-\infty}^{\infty} \frac{f_{j,N}(3)}{\sqrt{i(3 - \tau)}} d\tau,$$

the reason for modular non-invariance is the fact that the upper-bound in the integral does not transform when $SL_2(\mathbb{Z})$ acts on $\tau$. The completion introduced in this paper works by replacing the upper bound with an arbitrary $w \in \mathbb{H}$ that transforms in the same way as $\tau$ under $SL_2(\mathbb{Z})$.

A related argument is used for indefinite theta functions, which yield mock modular forms. There, the convergence of indefinite theta functions is ensured by inserting combinations of factors such as $\text{sgn}(B(c,n))$ where $n$ is a (shifted) lattice element and $c$ is a vector satisfying $B(c,c) < 0$ (or $= 0$ in limiting cases)\(^2\). In this case, a similar identity involving the sign function is then

$$\text{sgn}(n)q^{-\frac{n^2}{4}} = n \int_0^\infty \frac{e^{-\pi in^2(t-iv)}}{\sqrt{v}} dv = -i \int_{-\tau}^{\infty} \frac{ne^{\pi in^2}}{\sqrt{-i(3 + \tau)}} d\tau.$$

Of course, if $\text{Im}(\tau) > 0$, summing $ne^{\pi in^2}$ gives rise to weight $\frac{1}{2}$ unary theta functions. Similar to the argument for false theta functions above, the reason for non-modularity comes from the fact that the upper bound in this integral does not transform under modular transformations. Thus the resolution is similarly to insert an arbitrary $w \in \mathbb{H}$ as the upper bound and transform it like $-\tau$ under the modular group. That $w$ should transform like $-\tau$, and not like $\tau$ is what distinguishes the completion for indefinite theta functions from those for the false theta functions. Indeed it is this fact that allows one to insert $w = -\bar{\tau}$, giving the more familiar notion of mock modular forms. Another significant difference between the two cases is that because $-\tau$ lives in the lower half-plane, the integral that yields the sign functions can not be commuted with the series defining the lattice sum. That this is possible for the false case allows us to write both the false theta function and its completion in terms of Eichler-type integrals. This is in a sense why false theta functions are simpler than their indefinite counterparts.

We are now ready to prove Theorem 1.5.

**Proof of Theorem 1.5.** We start by recalling the following transformation properties of $f_{j,N}$\(^3\). It is a classic result that this is a vector-valued modular form \([18]\) satisfying

$$f_{j,N}(\tau + 1) = e^{\frac{2\pi i j^2}{N}} f_{j,N}(\tau) \quad \text{and} \quad f_{j,N}(-\frac{1}{2}) = \sqrt{\frac{2}{N}} (-i\tau)^{\frac{N-1}{2}} \sum_{r=1}^{N-1} \sin\left(\frac{\pi r}{N}\right) f_{r,N}(\tau).$$

For reference we give the full multiplier system for $M = (a b \ c d) \in SL_2(\mathbb{Z})$ (see, for example, \([9]\) for further details), where $j, r \in \{1, \ldots, N - 1\}$,

$$\psi_{j,r}(M) := \begin{cases} e^{2\pi i a b / N} e^{-\frac{\pi i}{4}(1 - \text{sgn}(d))} \delta_{j,r} & \text{if } c = 0, \\ e^{-\frac{\pi i}{4} \text{sgn}(c)} \sqrt{\frac{2}{N|c|}} \sum_{k=0}^{N-1} e^{\frac{\pi i}{2Nk} (a(2Nk+j)^2 + dr^2)} \sin\left(\frac{\pi r(2Nk+j)}{N|c|}\right) & \text{if } c \neq 0. \end{cases} \tag{4.4}$$

Here $\delta_{j,r} := 1$ if $j = r$ and 0 otherwise. Therefore we have, for $M := (a b \ c d) \in SL_2(\mathbb{Z})$,

$$f_{j,N}(\frac{a \tau + b}{c \tau + d}) = (c \tau + d)^{\frac{N-1}{2}} \sum_{r=1}^{N-1} \psi_{j,r}(M) f_{r,N}(\tau).$$

\(^2\)These vectors need to satisfy more conditions to ensure convergence but we only focus on the aspect that their norm-squared is non-positive.

\(^3\) The function $\tau \mapsto f_{j,N}(\frac{\tau}{c})$ as defined in \([6]\) corresponds to $f_{j,N}(\frac{\tau}{c})$ here. Modular transformations for both $F_{j,N}$ and $f_{j,N}$ act more naturally in our notation.
Moreover Lemma 4.1 implies that
\[
\hat{F}_{j,N} \left( \frac{\alpha+b}{c\tau+d}, \frac{aw+b}{cw+d} \right) = \chi_{\tau,w}(M)(ct+d)^{\frac{N-1}{2}} \sum_{r=1}^{N-1} \psi_{j,r}(M) \hat{F}_{r,N}(\tau, w). \tag{4.5}
\]

Now, the \( c = 0 \) case of Theorem 1.5 directly follows by inspection using (4.4). So we assume from now on \( c \neq 0 \). Using (4.2) with a \( \pm \) sign to be chosen below, we write the modular transformation identity (4.5) for \( M = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in \text{SL}_2(\mathbb{Z}) \) (and \( \varepsilon_1, \varepsilon_2 > 0 \)) as,
\[
\pm F_{j,N} \left( \frac{\alpha+b}{c\tau+d} \right) - \sqrt{2N} \int_{\frac{\alpha+b}{c\tau+d}}^{\alpha+b+d+i\infty+\varepsilon_1} \frac{f_{j,N}(\zeta)}{\sqrt{i (\zeta - \frac{\alpha+b}{c\tau+d})}} d\zeta
\]
\[
= \chi_{\tau,w}(M)(ct+d)^{\frac{N-1}{2}} \sum_{r=1}^{N-1} \psi_{j,r}(M) \left( F_{r,N}(\tau) - \sqrt{2N} \int_{w}^{\tau+i\infty+\varepsilon_2} \frac{f_{r,N}(\zeta)}{\sqrt{i (\zeta - \tau)}} d\zeta \right). \tag{4.5}
\]
We then take \( w \to \tau + i\infty + \varepsilon_2 \). Thus we get, using that \( \chi_{\tau,w}(M) \to \text{sgn}(c) \),
\[
\pm F_{j,N} \left( \frac{\alpha+b}{c\tau+d} \right) - \text{sgn}(c)(ct+d)^{\frac{N-1}{2}} \sum_{r=1}^{N-1} \psi_{j,r}(M) F_{r,N}(\tau) = \sqrt{2N} \int_{\frac{\alpha+b}{c\tau+d}}^{\alpha+b+i\infty} \frac{f_{j,N}(\zeta)}{\sqrt{i (\zeta - \frac{\alpha+b}{c\tau+d})}} d\zeta.
\]
Now note that \( \frac{a}{c} - \frac{\alpha+b}{c\tau+d} = \frac{1}{c \tau} \frac{1}{\tau + \frac{s}{d}} \). So supposing that \( \tau_1 \neq -\frac{d}{c} \), if we let \( \varepsilon_1 := \frac{1}{c \tau} \left( \frac{\tau_1 + \frac{s}{d}}{\tau + \frac{s}{d}} \right) \) and \( \pm = \text{sgn}(\tau_1 + \frac{d}{c}) \), then we can choose the integration path to be a vertical path from \( \frac{\alpha}{c} \) to \( i\infty \). Making that choice we get
\[
F_{j,N} \left( \frac{\alpha+b}{c\tau+d} \right) - \text{sgn}(ct_1 + d)(ct+d)^{\frac{N-1}{2}} \sum_{r=1}^{N-1} \psi_{j,r}(M) F_{r,N}(\tau) = \text{sgn} \left( \tau_1 + \frac{d}{c} \right) \sqrt{2N} \int_{\frac{\alpha+b}{c\tau+d}}^{\tau_1 + \frac{d}{c} + i\infty} \frac{f_{j,N}(\zeta)}{\sqrt{i (\zeta - \frac{\alpha+b}{c\tau+d})}} d\zeta.
\]
Since on this vertical path we have \( \sqrt{i (\zeta - \frac{\alpha+b}{c\tau+d})} = \text{sgn}(\tau_1 + \frac{d}{c}) i \sqrt{-i (\zeta - \frac{\alpha+b}{c\tau+d})} \) we get
\[
F_{j,N} \left( \frac{\alpha+b}{c\tau+d} \right) - \text{sgn}(ct_1 + d)(ct+d)^{\frac{N-1}{2}} \sum_{r=1}^{N-1} \psi_{j,r}(M) F_{r,N}(\tau) = -i \sqrt{2N} \int_{\frac{\alpha+b}{c\tau+d}}^{\tau_1 + \frac{d}{c} + i\infty} \frac{f_{j,N}(\zeta)}{-i (\zeta - \frac{\alpha+b}{c\tau+d})} d\zeta,
\]
for any integration path that avoids the branch-cut\(^4\). Sending \( M \to M^{-1} \) we obtain
\[
F_{j,N} \left( \frac{\alpha+b}{c\tau+d} \right) - \text{sgn}(-ct_1 + a)(-ct + a)^{\frac{N-1}{2}} \sum_{r=1}^{N-1} \psi_{j,r}(M^{-1}) F_{r,N}(\tau)
\]
\[
= -i \sqrt{2N} \int_{-\frac{d}{c}}^{\tau_1 + \frac{d}{c} - i\infty} \frac{f_{j,N}(\zeta)}{-i (\zeta - \frac{\alpha+b}{c\tau+d})} d\zeta.
\]
Replacing \( \tau \mapsto M \tau \) yields the claim. \( \square \)

**Proof of Corollary 1.6.** The claim follows from taking vertical limits of \( \tau \) to rationals in the statement of Theorem 1.5 and noting that the integral giving the obstruction to modularity extends to \( \mathbb{R} \) as a function of \( \tau \) and is real-analytic in \( \mathbb{R} \setminus \left\{ -\frac{d}{c} \right\} \). \( \square \)

\(^4\)Note that the integrand is exponentially decaying as \( \text{Im}(\zeta) \to \infty \), so after rotating the branch-cut we can freely shift the upper-bound in the integral.
References

[1] K. Alladi, A new combinatorial study of the Rogers-Fine identity and a related partial theta series, Int. J. Number Theory 5 (2009), 1311–1320.
[2] G. Andrews, Ramanujan’s “lost” notebook I. Partial $\theta$-functions, Adv. Math. 41 (1981), 137–172.
[3] T. Apostol, Modular Functions and Dirichlet Series in Number Theory, vol. 41 of Graduate Texts in Mathematics, Springer, New York, NY, 1990.
[4] F. Auluck, On some new types of partitions associated with generalized Ferrers graphs, Proc. Camb. Philos. Soc. 47 (1951), 679–686.
[5] K. Bringmann, T. Creutzig, and L. Rolen, Negative index Jacobi forms and quantum modular forms, Res. Math. Sci. 1 (2014), 1–11.
[6] K. Bringmann and A. Milas, $W$-algebras, false theta functions, and quantum modular forms, I, Int. Math. Res. Not. 21 (2015), 11351–11387.
[7] M. Cheng, S. Chun, F. Ferrari, S. Gukov, and S. Harrison, 3d Modularity, arXiv:1809.10148 [hep-th].
[8] H. Chung, BPS Invariants for Seifert Manifolds, arXiv:1811.08863 [hep-th].
[9] H. Cohen and F. Strömb erg, Modular forms: a classical approach, vol. 179 of Graduate Studies in Mathematics, Amer. Math. Soc., Providence, RI, 2017.
[10] T. Creutzig and A. Milas, False theta functions and the Verlinde formula, Adv. Math. 262 (2014), 520–545.
[11] T. Creutzig, A. Milas, and S. Wood, On Regularised Quantum Dimensions of the Singlet Vertex Operator Algebra and False Theta Functions, Int. Math. Res. Not. 2017 (2017), 1390–1432.
[12] N. Fine, Basic hypergeometric series and applications, Mathematical Surveys and Monographs 27, Amer. Math. Soc., Providence, RI, 1988.
[13] S. Garoufalidis and T. Lê, Nahm sums, stability and the colored Jones polynomial, Res. Math. Sci. 2 (2015).
[14] S. Hikami, Mock (false) theta functions as quantum invariants, Regul. Chaotic Dyn. 10 (2005), 509–530.
[15] R. Lawrence and D. Zagier, Modular forms and quantum invariants of 3-manifolds, Asian J. Math. 3 (1999), 93–107.
[16] H. Rademacher, On the Partition Function $p(n)$, Proc. London Math. Soc. 43 (1937), 241–254.
[17] S. Ramanujan, The last notebook and other unpublished papers., Narosa, New Delhi, 1988.
[18] G. Shimura, On modular forms of half-integral weight, Annals of Math. 97 (1973), 440–481.
[19] E. Wright, Stacks (II), Quart. J. Math. Oxford Ser. (2) 22 (1971), 107–116.
[20] D. Zagier, Vassiliev invariants and a strange identity related to the Dedekind eta-function, Topology 40 (2001), 945–960.
[21] D. Zagier, Quantum modular forms, Clay Math. Proc. 11, Amer. Math. Soc., Providence, RI, 2010.
[22] S. Zwegers, Mock theta functions, Ph.D. Thesis, Universiteit Utrecht, 2002.

University of Cologne, Department of Mathematics and Computer Science, Weyertal 86-90, 50931 Cologne, Germany
E-mail address: kbringma@math.uni-koeln.de
E-mail address: cnazarog@math.uni-koeln.de