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Abstract
The Web is a constantly evolving, complex system, with important implications for both marketers and consumers. In this paper, we contend that over the next five to ten years society will see a shift in the nature of the Web, as consumers, firms and regulators become increasingly concerned about privacy. In particular, we predict that, as a result of this privacy-focus, various information sharing and protection practices currently found on the Dark Web will be increasingly adapted in the overall Web, and in the process, firms will lose much of their ability to fuel a modern marketing machinery that relies on abundant, rich, and timely consumer data. In this type of controlled information-sharing environment, we foresee the emersion of two distinct types of consumers: (1) those generally willing to share their information with marketers (Buffis), and (2) those who generally deny access to their personal information (Ghosts). We argue that one way marketers can navigate this new environment is by effectively designing and deploying conversational agents (CAs), often referred to as “chatbots.” In particular, we propose that CAs may be used to understand and engage both types of consumers, while providing personalization, and serving both as a form of differentiation and as an important strategic asset for the firm—one capable of eliciting self-disclosure of otherwise private consumer information.
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Introduction
Individuals talking about the Web often refer to it as a static entity. In reality, however, the Web is a constantly evolving, complex system, with important implications for both firms and consumers. In this paper, we begin by reviewing the Web’s evolution over time, noting that these changes are driven by shifts in the relative market power dynamic that plays out between firms and consumers, based primarily on the issue of which party controls or owns information. We build on this review to suggest how the Web may potentially change in the next five to ten years. Our contention is that society will see a shift in the nature of the Web, as various stakeholders become increasingly concerned about privacy issues, away from a largely automatic “opt-in” culture (wherein consumers typically allow firms to collect, use, and share their personal information with other organizations) to one characterized as substantially “opt-out.” This shift will have profound implications for the practice of marketing.

In particular, we predict that various information sharing and protection practices currently found only on the Dark Web will be increasingly adapted in the overall Web, resulting in a hyper-private, more adversarial environment. In the process of this transformation, firms will lose the ability to create in-depth profiles of consumers, leading to eroded customer
knowledge and the potential end of existing micro-targeting practices. Marketers will need to be nimble in order to survive this coming change. From the consumer perspective, this shift is likely to increase the costs of information search, and require new, more expensive, and more complex technological investments.

In this type of controlled information-sharing environment, we foresee the emersion of two broad types of consumers, with very different digital data footprints: (1) those consumers who are willing to give permission to firms to track, record, use, and share consequential information (e.g., purchase and site visit histories), rendering their digital essence “naked” to all, and (2) those who deny access to such information and thereby become digital “ghosts.” The first group of consumers (Buffs) will be similar to today’s digital consumers, whereas the second group (Ghosts) will be quite different. 1

Operating in such an environment will create problems for businesses familiar with current Web 2.0-based tools, designed to optimize marketing to the first group (Buffs). So how should firms respond? We argue that conversational agents (CAs)—often referred to as “chatbots”—will play an increasingly important role in helping firms market to both groups. We are already seeing signs of firms using artificial intelligence (AI) and machine learning techniques to provide value by replacing humans in social systems where the occupation or position is either “undesirable” or costly, and by augmenting and complementing humans in social systems where the task or job is either tedious or repetitive. For example, a growing number of chatbot service agents are replacing call center employees, but also freeing human claims processors to focus on resolving more complex cases (Juniper Research, “AI in Retail,” April 2019). Whereas all CAs will be “intelligent,” our prediction is that the underlying machine learning mechanisms required to engage the two consumer groups will be different, dictated by the data that they are willing to reveal. CAs interacting with Buff consumers will have supervised learning enabled, and greater personalization will be possible. In contrast, Ghost consumers will receive mass-personalized CA assistance, where aggregated data enabled by unsupervised learning algorithms will provide lower value for both the consumers and the firm. Furthermore, CAs may help firms elicit additional consumer information by nudging Ghost consumers to increase self-disclosure via the promise of more personalized and valuable CA interactions and through evoking social responses through anthropomorphic design. 2

**Evolution of the Web**

Each step in the Web’s evolution (summarized in Table 1) has been accompanied by a significant initial shift in the balance of power between firms and consumers, and a similar level of concern by managers seeking to leverage the available technology to maximize firm value. These initial threats to firm success are identified in the third column of Table 1. For example, in the early days of Web 1.0, there was a fear that by disseminating information widely (particularly price information), firms would lose their ability to effectively price discriminate across markets, segments, and purchase occasions, essentially collapsing markets to a lowest common denominator (e.g., Burke 1997). There was also the fear of engaging in competitive warfare, forcing firms to quickly “race to the bottom,” given the perception that consumers would have full information about competitive offerings (e.g., Peterson, Balasubramanian, & Bronnenberg 1997).

In a similar vein, the shift to Web 2.0 resulted in an increased ability for consumers to coordinate their activities, exchange information directly with one another, and further organize themselves into dedicated and vocal specific-interest communities. Version 2.0, in conjunction with the rise of social media, marked a substantial reduction in managerial control over the firm’s own messaging, as users created and disseminated their own content, with value-relevance to the firm (e.g., Edvardsson, Tronvoll & Gruber 2011).

However, in each of these first two evolutionary stages, over time managers were able to identify important firm advantages (listed in column four of Table 1) that resulted in a reallevelling of the balance of power between firms and consumers, in the form of increasing levels of data generated by consumers in these digital environments. Data-rich environments provide firms with greater amounts of consumer knowledge, and allow for less intrusive observation of actual behaviors and preferences. The resulting Digital, Social Media, and Mobile (DSMM) ecosystem has been considered as a source of intelligence (Lamberton & Stephen 2016) for observing, analyzing, and predicting behavior (Bucklin & Sismeiro 2003; Chatterjee, Hoffman, & Novak 2003; Montgomery et al. 2004). The advancements in this area have led to, among other developments, efficient behaviorally targeted ads (Lambrecht & Tucker 2013; Summers, Smith & Reczek 2016), intelligent product recommendation systems (Ghose

---

1 This segmentation into only two types of consumers is clearly somewhat simplistic. However, focusing on Buffs and Ghosts throughout the balance of this paper allows us to draw important distinctions between the two groups, and to discuss how marketers will need to adopt very different strategies for identifying and engaging each. In reality, of course, many consumers are likely to fall somewhere in between the two extremes that we describe in detail here.

2 In this paper, we use the term “nudge” to describe a process whereby bots have a perceived value that incentivizes consumers to share their data, rather than bots designed to extract data unwillingly. As we subsequently discuss, our perspective here is that marketers should not design CAs to “deliberately mislead users as to privacy features” (Leong & Selinger, 2019, p. 300).
## Table 1: Evolution of the Web, by stage

| Stage | Web Focus | Threats to Firms | Advantages to Firms | Representative Description |
|-------|-----------|------------------|---------------------|---------------------------|
| 1.0   | Focus on content and presentation; "Publication logic" | Consumers have full access to information and can look for best deal | Internet-related marketing can result in extreme price competition when products or services are perceived as homogeneous, partially because of the relative efficiency of price searching engendered by the Internet. | Peterson, Balasubramanian & Bronnenberg (1997, p. 336) |
| 2.0   | Focus on multiparty communication and information exchange; "Participation logic" | Consumers share content and opinions; firms have reduced control over messaging and branding | In the current Web 2.0 era, customers are not only passively using, but also actively creating and sharing, web content, and they thus not only co-create but also co-produce value and shape service as well as social systems. Organizations will have to adapt to—and ideally pro-actively influence—this new social reality if they want to be able to continue to understand and manage service exchanges and co-creation of value with their customers in the future. | Pettersen, Tronvoll & Grober (2011) |
| 3.0   | Focus on privacy-personalization balance; "Privacy logic" | Consumers empowered to assert right to privacy; firms must find ways to recognize, understand, and engage consumers | Evidence available from the recent past [suggests] that a market in privacy will emerge, with anonymity available to those who value and can afford it… | (Deighton 1997, p. 250) |

### What marketers can learn from the Dark Web

The Web is divided into three sub-components: the Surface Web (e.g., Clearnet), the Deep Web, and the Dark Web. The Surface Web is the component most people are immediately familiar with, as it incorporates all of the websites indexed by search engines, and represents all of the sites that a person can reasonably and easily navigate to. The Deep Web contains information that lies behind some sort of barrier (typically in the form of passwords) that inhibits easy, unapproved access. For example, individuals’ private bank account information resides in the Deep Web, secure behind a barrier, well away from any random access requests. Finally, the Dark Web (somewhat of a misnomer, in that it is not very web-like) is made up of non-indexed and disconnected websites that require specialized software (e.g., The Onion Router; usually referred to as TOR), as well as specific knowledge and authorization (i.e., a given URL or onion address) to gain access.

The Dark Web has gained recent popularity (and notoriety) in the press because of revelations about hidden criminal activity and black markets (such as the original Silk Road marketplace), whistleblowing websites (like Wikileaks), and et al. 2012), and morphing banner advertising (Urban et al., 2013), which are made possible by leveraging user profiling techniques (Trusov, Ma, & Jamal 2016).

However, in the current evolution to Web 3.0, marketers face the very real possibility of losing these advantages if they no longer have the ability to identify consumers and connect them to their previous behaviors (e.g., Deighton 1997). Customer privacy is central to this potential problem (Martin & Murphy 2017, Stewart 2017).

Over the past two decades, accompanying the growth of the market on personal identity and behavior data described above, consumers, firms, and governments have increasingly engaged in discussions of the nature of ownership of this data, as well as potential mechanisms and controls to protect the different needs of these parties. For example, consumers increasingly use AdBlock-like technologies to avoid advertising, cookies, and trackers online. Firms use this concern as additional points of differentiation (e.g., Apple refusing a government request to unlock a customer’s iPhone), and governments look for new ways to restrict access to customer data (e.g., the European Union’s General Data Protection Act (GDPR), California’s AB 375 bill).

Altogether, this shifting to a private-as-default behavior marks the emergence of a new Web 3.0 environment, wherein novel technologies and evolving consumer behaviors combine to create a new set of challenges and opportunities for marketers. Fortunately, there is a part of the Internet that we can examine to understand and learn more about this hyper-private future: the Dark Web.
activist safe-havens (e.g., Arab Spring). However, the environment is not exactly new. For example, the TOR system has been around since 2002 (eleven years before the launch of Silk Road), and similar connecting environments even longer (e.g., Napster (started in 1998), USENET (1979)).

Research examining darknets and the Dark Web

Over the past quarter century, marketers have studied the impact of darknets—restricted and parallel or isolated network (e.g., file transfer P2P, like Napster or BitTorrent)—on a number of categories and industries (e.g., music, film, software). This research has predominantly focused on the effects of P2P file sharing (and other piracy behaviors) on price sensitivity (Jain 2008, Sinha & Mandel 2008), substitution effects (Danaher et al. 2010), diffusion (Givon, Mahajan & Muller 1995), and control mechanisms/policy (Sinha, Machado, & Sellman 2010). Similarly, other fields have explored traditional marketing questions, like the profitability of vendors and residual value to consumers (Holt, Smirnova, & Chua 2016), while utilizing traditional marketing approaches to guide research in this environment (Li, Chen, & Nunamaker 2016; Benjamin, Valacich, & Chen 2019). (See Table 2 for a brief summary of these papers). What is important to recognize is that these early (and often illegal) consumer practices have evolved over time from darknets to the Clearenet, and from services like Napster and Pirate Bay into iTunes, Netflix, and others.

In contrast, the Dark Web, as a massive World Wide Web-scaled “darknet” in terms of size and scope of activity, has not been featured in the marketing literature. In the Dark Web, one can observe privacy-seeking customer behaviors, as well as the genesis of encrypted and private marketplaces that contain mundane items (e.g., books, services), in line with the existing “darknet” research. However, the Dark Web also entails a much broader set of both licit (e.g., Facebook, The New York Times) and illicit (e.g., trade in drugs, weapons, and human trafficking) commercial activities, as well as consumer-consumer, consumer-firm, and consumer-technology interactions that extend beyond individual preferences or singular marketplaces and platforms. Researchers outside of marketing (e.g., in criminology, information systems, and public policy) have started to explore a variety of topics relating to the Dark Web.

Table 3 provides a summary of some of these papers; they are included here because they touch on topics that are familiar to or that might normally be considered the domain of marketing scholars.

For instance, within criminology, researchers have examined the effect of specific news on illicit sales volumes, finding counterintuitive increases in Dark Web transactions (Ladegaard 2019). Other criminology scholars have examined the structure of illicit digital markets, and the associated efficiency and resiliency they exhibit (Bakken, Moeller & Sandberg 2018; Duxbury & Haynie 2019). In a related IS study, Yue, Wang, & Hui (2019) conducted a user-generated content analysis of Dark Web hacker communities, and found evidence connecting increases in user chatter to a lower frequency of cyber-attacks. Closer to home (for marketing researchers), policy scholars have focused on aspects of consumer well-being in terms of satisfaction and safety (Barratt,

| Paper | DV/Focus | Finding |
|-------|----------|---------|
| Givon, Mahajan & Muller (1995) | Sales and Product Diffusion | Models the diffusion of a product along an official channel and a shadow (illicit, darknet) path, showing that piracy can positively impact the official diffusion through word of mouth |
| Jain (2008) | Price Competition | Piracy can enable lower price competition as price sensitive consumers move to the illicit (darknet) channel |
| Sinha & Mandel (2008) | Willingness to pay/Willingness to pirate | Improved functionality in legal channels significantly reduce willingness to pirate, while either increased likelihood of getting caught or severity of punishment can actually increase piracy in more risk tolerant consumers |
| Sinha, Machado, & Sellman (2010) | Digital Rights Management (DRM) as piracy deterrent | Removal of DRM has the potential to convert darknet consumers into paying consumers, while increasing the demand and willingness to pay for the product |
| Danaher et al. (2010) | Sales and Cannibalization | The temporary removal of a legal channel resulted in a disproportionate demand for pirated (darknet) content, in evidence of larger relative fixed/learning costs of piracy, but low marginal cost of additional consumption. |
| Holt, Smirnova, & Chua (2016) | Revenue of Vendors/ Value to Buyers | Data vendors profit from all transactions, whether the items being sold have value or not, earning and estimated $326,000 over the observation period. Buyers bear more risk, but profit from exploitation of data, earning as much as $2 Million in return. |
| Li, Chen, & Nunamaker (2016) | Identification of key vendors | Utilization of social media analytics, sentiment scoring, and topic modeling to identify key vendors in data markets |
| Benjamin, Valacich, & Chen (2019) | Darknet Research Framework | Development of a framework for research on darknets, including the identification of data sources, data collection strategies, data evaluation, and ethical concerns |
marketing implications have been explored. Little is known about consumer Dark Web behavior, and virtually no research on Dark Web marketplaces has been conducted. Despite these early efforts, however, little is known about consumer Dark Web behavior, and virtually no marketing implications have been explored.

### The Dark Web as an unregulated, adversarial testbed

The Surface Internet has always lagged somewhat behind the Dark Web in terms of the available technology it utilizes. In contrast, the Dark Web functions as an unregulated testbed for new ideas and technologies, with its successes often later migrating to the Surface Web. In the Dark Web, unpolished user interfaces, unstable services, and higher levels of user involvement appear to be fairly standard.

Despite the illegal (and immoral) activities often associated with the Dark Web, it continues to embrace a libertarian, hacker ethos, especially in terms of its respect for experimentation and associated freedoms. In return, the beta-like environment of the Dark Web is often forgiving of errors; developments do not have to satisfy governmental (or other institutional) standards, and they are not beholden to other stakeholder concerns. As a result, trial-and-error is more rampant in the Dark Web. For example, whereas the Surface Web is currently grappling with the high volatility in the value of Bitcoin (the most familiar example of cryptocurrencies), the Dark Web trades in a variety of different cryptocurrencies, some of which are market-specific. Similarly, whereas the Surface Web is concerned with identifiable data leakage, misuse, and manipulation, the Dark Web operates with encrypted communications (PGP) and distributed signals to aid in anonymity (TOR).

Over time, we can expect that Surface Web consumers as well as digital/digitized consumption environments will become more similar to what is currently observed in the Dark Web, with commensurate impact on marketers and firms. What’s the basis for this claim? We already see some adoption of Dark Web technology and behaviors on the Surface. For example, in 2019 the Firefox web browser adopted an anti-fingerprinting measure to increase user privacy and circumvent advertising relying on tracking. This technology was originally developed for TOR, the Dark Web browser. Along similar lines, Google announced in 2019 anti-fingerprinting actions on their Chrome browser, as well as an entire set of open industry standards to safeguard user privacy for the entire web, dubbed the “Privacy Sandbox.” Lastly, as perhaps the best-known example, the WhatsApp application allows for end-to-end encrypted communication for individuals and communities, using established cell and data networks to ensure user privacy. Thus, WhatsApp usage creates a Dark Web-like experience, wherein consumers employ hyper-private communications of content hidden even from the service provider. As a result, it is impossible for the provider to pass on information to third parties; the type of information that has fueled many firms’ marketing successes in the Web 2.0 environment. Nor is WhatsApp alone in this space; encrypted messengers include Telegram and Signal, among others. New encrypted browsers that route all traffic through encrypted virtual private networks to mask user identity and location are also being introduced (e.g., Epic).

---

### Table 3 Recent (non-marketing) Dark Web research

| Paper | DV/Focus       | Finding |
|-------|----------------|---------|
| Bakken, Moeller & Sandberg (2018) | Market Efficiency | Dark Web black markets are formally organized, with hierarchical structures, rules, and limitations. These markets reduce the costs and risks associated with traditional drug marketplaces and allows for more efficient transactions. |
| Duxbury & Haynie (2019) | Criminal Network Resilience | Brokers (diverse connectivity) within a criminal network represent better targets for removal in law enforcement intervention when compared to high connectivity individuals. Recovery time is conditional on market strategies (secretcy/efficiency). |
| Ladegaard (2019) | Illicit trade volume | Media coverage of law enforcement activity on dark web marketplaces does not hinder trade, but rather increases the volume of transaction, including immediately following arrests and sentencing. |

**Information Systems**

| Paper | DV/Focus | Finding |
|-------|----------|---------|
| Yue, Wang, & Hui (2019) | Cybersecurity | Increasing the number of discussions in Dark Web hacker forums about denial of service (DDOS) attacks actually reduces the number of successful attacks executed. |

**Public Policy**

| Paper | DV/Focus       | Finding |
|-------|----------------|---------|
| Barratt, Ferris, & Winstock (2016) | Consumer Safety | Dark Web marketplaces are associated with significantly fewer threats and violence than alternative drug markets, even compared to relatively safe private/closed markets. |
| Caudevilla et al. (2016) | Drug Purity | Hundreds of samples of drugs from Dark Web were tested in a laboratory, finding that the samples contained the advertised substances, and the majority was of high purity. |
| Van Buskirk et al. (2016) | Consumer Characteristics | Dark web drug customers tended to be younger, involved in property crime, and engaging with a growing set of drugs. |
The primary aim of Dark Web innovation is to maintain complete user privacy (e.g., total anonymity). Users can utilize “anonymity-granting technologies” to protect their privacy from government agencies, political opponents, trolls, data-hungry organizations, and even Internet service providers (Jardine, 2018). In this adversarial environment, individuals view every other entity as a potential “enemy,” eager to acquire useful information and ready to deploy it against them. As a result, Dark Web participants use every possible measure, from technological to behavioral, to minimize (or eliminate) their digital footprints. The end-result of this is that very little information is visible about any individuals operating in the Dark Web, unless they choose to disclose it. (Due to the high costs of exposure, particularly in illegal markets, such disclosures are quite rare.)

This focus on privacy enables Dark Web users to personally control (and thus limit) access to information about themselves (Altman 1975; Westin, 1967). This view of privacy as selective control represents a common perspective on privacy that originated in Westin’s (1967) and Altman’s (1975) theories of general privacy. For example, Altman defined privacy as “the selective control of access to the self.” The control-based definition of privacy is broadly accepted and has been used as the foundation of most information privacy research (Smith et al. 2011). But the ability to completely limit access to the self in order to protect the self comes at a relatively high cost in terms of having to accept lower computer performance, slower internet browsing, and greater inconveniences. In fact, the desire to increase transaction efficiency while remaining anonymous drives much of the Dark Web innovation we described earlier.

The role of privacy in the emerging dark surface

The privacy-focused behaviors described above and enacted by Dark Web users represent a significant threat to marketing practices in the current Surface Web, which rely on easy capture of digitally-based consumer information from data rich environments that facilitate precise targeting, re-targeting (abandoned baskets), behavioral advertising, lookalike modeling, etc. Furthermore, many firms currently benefit from sharing or selling this information to third parties. However, in a system where consumers have control over their information and act in ways to look like unknown new visitors (i.e., no part of their digital character is revealed, but instead protected), the value of firms’ existing data and models will be vastly diminished. For example, lacking the ability to connect users to previously collected information (e.g., click-stream data, which is fairly common today), firms will be forced to resort to “average consumer” profiles to predict consumer behavior (only updating when consumers are willing to disclose specific information about themselves). This data-impoverished environment will result in firms adopting more traditional mass-market approaches (with attendant lower profit potential, loss of efficiency, and eroded effectiveness).

If the Dark Web is indeed the unstable precursor of the future Surface Web, we can expect the Surface to go “dark,” and that browsing will become incredibly private in a user-friendly way with minimal to no-cost. The incentive for greater privacy, allowing consumers to secure control over and limiting access to their own personal information in all levels of the Web, will come from a combination of: (1) a continued increase in the value of an individual consumer’s “Identity Graph” (the aggregated total digital and analog data footprint of an individual), (2) improved software, and (3) growing government and quasi-government concerns with privacy violations of individuals.

With respect to the last of these three drivers, there is increasing momentum towards the view of privacy as a fundamental “human right,” and is recognized as such under Article 12 of the 1948 UN Universal Declaration of Human Rights as well as by the constitutions of many countries. In the past, a distinction has been made (Smith 2001, pp. 1000-1001) between countries that viewed privacy as a human right and passed “sweeping privacy bills that address all the instances of data collection, use, and sharing (Bennett & Raab 2006; Dholakia & Zwick 2001)” versus those that viewed privacy as a commodity, and enacted a “patchwork of sector-specific privacy laws that apply to certain forms of data or specific industry sectors (Bennett & Raab 2006; Dholakia & Zwick 2001).” It follows that countries seeing privacy as a right generally adopt practices where the default is privacy, whereas the privacy-as-commodity countries instead consider the process of requiring opt-ins to disclosure to be an “undue burden.” However, the momentum towards a view of privacy as a right does shift the market towards an opt-in environment, where companies only have access to data about consumers who choose to make that specific information available (Smith 2001). Privacy that was once described as “the right to be let alone” (Warren & Brandeis, 1890) will be best described in a few years as “the right and ability to control information about the self.”

So, what is inhibiting this shift to a Dark Surface Web? First, Dark Web privacy currently comes with a significant performance loss (e.g., slow page loading speeds within TOR), and safe encryption requires managing long public keys. However, technological advances deployed in the Dark Web are increasingly making privacy protection technologically feasible at scale, and financially viable. Easy, single-click privacy and encryption software allowing consumers to minimize (or eliminate) their digital footprints will facilitate this shift in the longer term by minimizing the effort required.

3. https://en.wikipedia.org/wiki/Universal_Declaration_of_Human_Rights
to assure privacy. (For example, consider Google’s activities described earlier, and note that the fingerprinting protection enables greater user privacy at no cost to the user, and with a potential advertising revenue loss to Google).

Second, many current consumers are not fully aware of the value of their personal data, and tend to make it available to firms at little or no cost. Towards this end, states are passing privacy acts that protect consumers (e.g., see California’s AB 375 bill), raising awareness about the costs and risks of freely sharing information with firms and thus exacerbating the concerns consumers already have. However, even those consumers who are fully aware of the costs, and are concerned about their privacy, often choose to disclose identifiable personal data (Adjerid et al., 2018). This discrepancy between attitudes and behaviors is what scholars refer to as the “privacy paradox” (Acquisti et al., 2015). Thus, in addition to advances that make safeguarding privacy viable at the individual level, consumer-based behavioral changes on the Surface Web will be necessary in order to ensure that consumers do not “give away” information, rendering privacy software irrelevant.

In this new, Dark Surface Web environment, we believe that the default consumer behavior with respect to granting data usage permission to firms will be minimal, since customers are becoming more reluctant to opt-in and less predisposed to share information unless given strong incentives to do so (e.g., the “privacy calculus” phenomenon (Dinev & Hart, 2006). In this emerging dark surface environment, the standard consumer will be a Ghost, with the firm having very little insight into the nature of the individual. In order to overcome this, firms will need to provide some value, or incentive, for users to engage in a mental privacy calculus that may lead them to opt-in and provide the firm with additional, consumer-specific information. However, at the other end of the spectrum, it seems likely that a second general group of consumers (Buffs)—those who are readily willing to share their personal information with firms—may also exist.

How can firms, accustomed to having access to digital footprints of customers and other profile information to personalize offerings and interactions, operate in a hyper-private opt-in rather than a naked-to-all opt-out world? While Buff consumers will share personal information enabling firms to continue using their extant methods, firms will have little information on the digital footprint and preferences of Ghost consumers. One way to entice Ghost consumers to disclose personal information is to provide them with financial incentives. This strategy would result in an information market where firms could purchase personal information from consumers willing to sell it, but also where consumers could purchase this information ‘back’, or even sell it to other consumers. Studies on privacy calculus already show preliminary evidence of this dynamic, whereby consumers weigh privacy concerns and related risks against the benefits of information disclosure, and sometimes end up trading privacy for monetary rewards (e.g., Caudill & Murphy 2000; Hann et al. 2008; Phelps et al. 2000; Xu et al. 2010).

Another possibility is to utilize technology to nudge consumers toward self-disclosure in exchange for hyper-personalization. Hyper-personalization is a significant benefit, separate from those provided by financial rewards, and consumers are frequently willing to exchange their own privacy for personalized offerings. This complex trade-off between personalization and privacy is known as the “personalization paradox” (Aguirre et al. 2016; Bleier & Eisenbeiss 2015). Technology can play a prominent role in this trade-off. For example, anthropomorphized technology has the potential to nudge consumers towards greater self-disclosure by transmitting social cues that activate social scripts and through conversations that invoke norms of reciprocity (Moon 2000). Such anthropomorphization can evoke social responses that encourage greater self-disclosure, even by Ghost consumers.

Ultimately, firms will need to create strategies to personalize interactions and provide value to both Buffs and Ghosts. Though there has been extensive research on personalization, the emerging Dark Surface environment that makes consumer profiling less accessible creates new challenges. Firms adapting to this new environment will need to understand the ways in which they are affected by the “personalization paradox” and which consumer-facing technologies will generate the greatest value for consumers in a way to tip the trade-off towards data sharing. Among the set of candidate technologies that can provide a lever in this trade-off, the increasing shift towards conversational-commerce (a term coined by Uber’s Chris Messina) provides one of the most compelling candidates. Conversational commerce refers to the use of natural language interfaces (such as chats and messaging) by consumers to interact real-time with organizations (humans and bots). Gartner predicts that by 2020, 85% of all consumer interactions with a firm will occur via conversational agents (CAs). As such, given the expected ubiquity of the technology in consumer interactions, we see CAs as one critical technological facilitator of firm-consumer exchange in the emerging Dark Surface Web 3.0 environment. In the balance of this paper, we explore in greater detail the role that can be played by CAs to nudge consumers towards greater self-disclosure through anthropomorphization, and to provide varying personalization value to each of the two consumer groups described above.

**Conversational agents**

Conversational agents (also called chatbots, conversational AI-bots, virtual assistants, and dialogue systems) are natural language computer programs designed to approximate human speech (written or oral) and interact with people via a digital interface. Although they have existed since the 1960s (e.g.,
ELIZA developed by Joseph Weizenbaum in 1966), conversational agents (CAs) have recently garnered substantial industry attention. They are becoming the new front-office face of many companies, representing a shift from “clicks to conversations” (Daugherty & Wilson, 2018) and from e-commerce to conversational-commerce. CAs are also becoming critical components of the customer service infrastructure, by replacing or augmenting tasks traditionally performed by sales employees (Lariviére et al., 2017; Verhagen, van Nes, Feldberg, & van Dolen, 2014) and by providing consumers with successful service encounters (Lariviére et al., 2017; van Doorn et al., 2017). The recent availability of conversations-as-a-platform (CAAS) tools is making it easier for firms to develop and deploy such CAs.

Examples of CAs abound, and range from Alexa, which allows people to execute a variety of mundane tasks such as ordering food and tracking flight statuses, to Dressipi’s Amiya, which helps customers find and purchase products they want based on style preferences. CAs can be entirely digital and exist online (e.g., Bank of America’s Erica), or can have physical embodiments and exist offline in organizational settings, stores (e.g., LoveeBot), or one’s home (e.g., Alexa). Given the range of CAs, one way in which they have been classified is based on whether they are (a) general-purpose CAs, such as Siri and Alexa, or domain-specific CAs, such as IKEA’s Anna, and (b) whether their primary mode of communication is text-based or speech-based (Gnewuch, Morana, & Maedche, 2017).

The major aim of CAs is to enhance both the experience and the outcomes of consumer interactions with the organization across sales, marketing, and customer service (Daugherty & Wilson, 2018). For example, Hello Hipmunk is a CA that makes it easier and more convenient for people to search and book vacation trips. As Adam Goldstein, the CEO and co-founder of Hipmunk, noted:

The average traveller runs 20 searches when planning a trip. Hello Hipmunk shrinks that process to one simple conversation. It can process tons of information from flight pricing to room availability and synthesize it instantly (Staff, 2016, para. 3).

Conversational agents: Competitive assets in an increasingly dark surface web

CAs that interact with people as useful private assistants or effective customer service representatives are likely to be major assets for companies. For example, Juniper Research predicts that by 2022 CA use for customer service will save companies $8 billion. But beyond being just another customer interaction tool, CAs can also become a way firms differentiate themselves.

Because they make it more convenient for people to rapidly access data, evaluate information, and execute tasks (Sankar & Balakrishnan, 2016; Shum, He, & Li, 2018), in addition to providing more enjoyable experiences (Brandtzaeg & Følstad, 2018) and a sense of companionship (Turkle 2017; Brandtzaeg & Følstad, 2017), CAs can nudge consumers to voluntarily share personal data with companies. This sharing of data is clearly important for online interactions, where CAs can prod people to disclose identifiable, rather than de-identified, data (see section below on “Personalizing Interactions for Buff and Ghost Consumers” where we elaborate further on this). Furthermore, CAs provide a means for companies to collect offline consumer data, a task that has traditionally proven more challenging. For example, they can track what clothing items people bring into fitting rooms and answer questions related to size availability, color options, matching accessories, etc. (Daugherty & Wilson, 2018). In the process, they not only collect information on popular items in general, but can also incentivize consumers to share identifiable personal data in order to receive more personalized recommendations.

By directly collecting private data from consumers (both online and offline), CAs can enable the generation of more accurate identity graphs that allow companies to market products more efficiently and effectively by, for example, targeting people with the right content at the right time (McAfee & Brynjolfsson, 2012; Schumann, von Wangenheim, & Groene, 2014; Spangler, Hartzel, & Gal-Or, 2006). Collected personal data can also be leveraged by CAs in future interactions to further personalize, at great scale, conversations with people. Mattel’s Hello Barbie, the world’s first Barbie CA, represents an example. Not only can Hello Barbie engage in meaningful conversations with children, but she can also capitalize on the details of prior interactions, such as a child’s favorite color and beloved pet, to quickly become a close friend (Vlahos, 2018).

Moreover, CAs can be a source of differentiation and competitive advantage when they become orchestrators of customer interactions, not just within the company, but across other companies as well—for example, people can use Amazon’s Alexa to both order pizza from Domino’s and get flight status updates from Delta (Daugherty & Wilson, 2018). As Daugherty and Wilson (2018, p. 95) point out: “In the past, companies like Domino’s, Capital One, and Delta owned the entire customer experience, but now, with Alexa, Amazon owns part of the information exchange as well as the fundamental interface between the companies and the customer, and it can use the data to improve its own services.” Consequently,

---

---

---
companies owning the most popular CA interfaces will be advantaged.

The ability to use CAs to collect identifiable data from people, both online and offline, and both within and across firms, is going to become especially important in a world of web platforms where browsing activity is increasingly private (Bursztein, 2017). As a result, companies that motivate and nudge consumers to self-disclose private data, in interactions with CAs or otherwise, will have an edge.

Furthermore, firms will have to rise to the challenge of meaningfully personalizing consumer interactions in such an information impoverished environment. Personalization has been identified as one of the most successful relationship-building mechanisms used by firms (Claycomb & Martin, 2001), since it increases sales’ leads, customer acquisition and retention (Bojei et al., 2013; Sahni, Wheeler, & Chintagunta, 2018), firm profit, customer satisfaction, and enables the discovery of novel consumer needs and preferences (Arora et al., 2008; Huang & Rust, 2017). While some CAs may provide an impersonal experience, the more successful CAs will be designed to engage and personalize the experience even for Ghost consumers.

Our discussion of CAs in the next sections focuses on these two issues: ethically nudging consumers towards voluntary self-disclosure of personal data, and designing CAs to engage consumers through personalized interactions.

### Encouraging voluntary self-disclosure with conversational agents

Developing CAs to nudge people, especially Ghost consumers, to self-disclose private data requires research to inform which design features and personality traits may result in the creation of engaging, trustworthy, and ethical CAs.

#### Ethical anthropomorphism

One way to foster trust, increase engagement, and encourage self-disclosure is to ethically anthropomorphize CAs, as individuals often feel less inhibited when interacting with anthropomorphic computers, sharing private information (Leong & Selinger, 2019; Turkle, 2017), and even developing personal relationships (Moon, 2000) (see Appendix 1, Table 7 for a review of prior studies). The process of anthropomorphising CAs can occur in a variety of ways, but some dimensions to consider include name, gender, embodiment, a physical (or virtual) appearance that may include age, ethnicity, and attractiveness, a personality, a voice with a certain tone or expression (if speech-based), and a conversational style that can range from open-ended to predefined answers (see Leong & Selinger, 2019).

Anthropomorphization is especially effective when the anthropomorphic features of the CA (such as ethnicity (Qiu & Benbasat, 2009) or personality (Al-Natour, Benbasat, & Cenfetelli, 2006, 2011)) are designed to be similar to those of the consumer, a phenomenon we term homophilous anthropomorphism.

Anthropomorphization influences behaviors through a number of mediating mechanisms. First, anthropomorphised agents provide nonverbal cues that often generate “mindless” responses from people, to the extent that people apply social scripts—scripts for human-to-human interaction—to CAs, “essentially ignoring the cues that reveal the essential asocial nature of a computer” (Nass & Moon, 2000). These social responses occur as a result of conscious attention to a subset of contextual cues that trigger various scripts from the past (Langer, 1992; Moon, 2000, 2003; Nass & Moon, 2000; Nass, Steuer, & Tauber, 1994) that are applied mindlessly even when such behaviors seem irrational, inappropriate, or unnecessary (Nass & Moon, 2000).

Second, in addition to evoking social scripts that encourage social interaction, social responses to anthropomorphised CAs can nudge consumers towards self-disclosure through evoking norms of reciprocity. For example, Moon (2000, p. 328) shows that people share intimate data with computers “when computers initiate the disclosure process by sharing information first” and then follow a “socially appropriate sequence of disclosure by escalating gradually from superficial to intimate disclosures.” Thus, to nudge consumers to share information, anthropomorphic CAs can also incorporate design elements of reciprocity without violating patterns of escalation in disclosure (e.g., lie, share too much information too fast, or ask people to disclose data too early).

Third, anthropomorphization also increases social presence, defined as the degree to which a communication medium allows one to perceive the communicator as being psychologically present during an interaction (Short, Williams, & Christie, 1976). Social presence resulting from anthropomorphization has been associated with trust, engagement, and satisfaction (Kumar & Benbasat, 2006; Picard, 1997; Qiu & Benbasat, 2009; Turkle, 2017; Bleier, Harmeling, & Palmatier 2019). In examining specific anthropomorphic features, researchers have shown that certain personality characteristics such as friendliness and expertise (Verhagen et al., 2014) as well as embodiment and communication style (Qiu & Benbasat, 2009) influence perceptions of social presence. For example, recommendation agents with animated faces (rather than disembodied ones) and voice outputs providing rich social cues (rather than text) enhance socially presence and generate higher trust, enjoyment, and perceived benefits (Qiu and Benbasat 2009).

Since a CA’s anthropomorphic features can affect both people’s interactions and engagement with the CA, as well as their
perceptions of its trustworthiness and usefulness, they are also likely to influence their privacy-calculus assessments. Consumers weigh privacy concerns and related risks against the benefits of information disclosure (e.g., Dinev & Hart, 2006). The extent to which CAs are perceived as more engaging, enjoyable and useful will magnify their perceived benefits while the extent to which they are perceived as more trustworthy will reduce the perceived privacy risks. Both effects will shift the privacy-calculus towards greater information disclosure. Furthermore, emotions impact the privacy calculus of consumers, with positive affect leading to lowered perceptions of risk (Li, Sarathy, & Xu, 2011), higher intentions to disclose information (Anderson & Agarwal, 2011), and more self-disclosure (Kehr, Kowatsch, Wentzel, & Fleisch, 2015; Yu, Hu, & Cheng, 2015).

However, there is a non-linear relationship between anthropomorphization and outcomes. While anthropomorphization can generate positive marketing results (Aggarwal & McGill, 2007), too much of it can lead to negative effects. For example, some attempts to provide overly humanized agents have created unrealistic consumer expectations that turned into frustration (Knijnenburg & Willemesen, 2016) and abuse (Neff & Nagy, 2016). Excessive anthropomorphism can also trigger consumer discomfort (also known as the “uncanny valley” concept—see Mori, MacDorman, & Kageki, 2012; van Doom et al., 2017) leading to decreased favorability toward the CA (Mende et al., 2019).

Additional research is thus required to better understand the right level and type of anthropomorphic design features for each context and different consumer groups (i.e., for Buff consumers vs. Ghost consumers). For example, while homophilous anthropomorphism across a number of features (age, gender, personality, race, dialect, etc.) may be possible with Buffs (since identifiable data and personal characteristics are captured and used) there are limits to the level of homophilous anthropomorphism possible with Ghosts (given that only de-identifiable data at the aggregate level is used). More work is also needed to investigate which anthropomorphic cues are consequential to organizational outcomes and under what conditions and which of these may encourage Ghost consumers towards greater information disclosure.

**Fairness and transparency** Alternatively, self-disclosure can be encouraged when firms provide assurances of algorithmic fairness and transparency (Garfinkel et al., 2017). In terms of fairness, audits and certifications provide assurances that the firm’s CAs are fair and unlikely to generate biased interactions towards particular subgroups, such as customers of certain race, gender, or socioeconomic status. This concern is likely to be more prevalent for the Buffs who disclose such information. In terms of transparency, developing CAs with predictive models that provide explainability, such as logistic regression (rather than “black box” predictive options like neural networks) or using models such as LIME (Local Interpretable Model-Agnostic Explanations) that generate explanations to describe predictions made by machine learning algorithms, provide assurances that the firm is committed to accountability and transparency, and willing to share how the information delivered by CAs have been derived. Empirical evidence (e.g., Wang & Benbasat 2008) suggests that such transparency, i.e., explaining the logic behind a particular thought, decision, or recommendation, engenders trust.

Table 4 presents some research questions on how to encourage voluntary self-disclosure through conversational agents. Of great importance is identifying which of these are most effective for nudging Ghost consumers towards disclosing more personal information.

**Personalizing interactions for Buff and Ghost consumers**

Given that designing CAs to incentivize self-disclosure will nudge some consumers but not others, firms need to design CAs that personalize interactions for both types of consumers. While some CA design attributes are similar across the two groups, there are also differences and unique features for each that derive from the amount and type of data available for personalization.

To better understand which design elements impact the personalization of consumer interactions with CAs for Buff and Ghost consumers, we structure our discussion around two interdependent processes that are essential to understanding what the consumer needs and how to tailor the CA interaction to match the consumer’s needs.6 These processes are based on the three-process framework for personalized recommendations by Adomavicius and Tuzhilin (2005). We excluded the last process of their framework which focuses on impact since our discussion is restricted to CA design and not downstream consequences. The processes are also adapted to the context of CAs based on specifics of the CA architecture and design guidelines for the chat module of the CA (e.g., see Shum et al. 2018).

---

6 These processes are based on the three-process framework for personalized recommendations by Adomavicius and Tuzhilin (2005). We excluded the last process of their framework which focuses on impact since our discussion is restricted to CA design and not downstream consequences. The processes are also adapted to the context of CAs based on specifics of the CA architecture and design guidelines for the chat module of the CA (e.g., see Shum et al. 2018).
Table 4  Research questions on how to encourage voluntary self-disclosure through conversational agents

| Ethical Anthropomorphism | Anthropomorphic Features |
|--------------------------|--------------------------|
|                          | What anthropomorphic features are most effective towards encouraging self-disclosure? |
|                          | How do these features vary depending on whether the consumer is a Ghost consumer or a Buff consumer? |
|                          | How do these features vary based on the task (e.g., customer service vs. purchasing) and on the context (e.g., retail vs. healthcare vs. financial)? |
|                          | What homophilous anthropomorphic features are most effective, and do the features change based on outcomes of interest (e.g., trust vs. satisfaction)? |
|                          | What form of homophilous anthropomorphism is possible for Ghost consumers? |
|                          | What combination/level of anthropomorphic features lead to the “uncanny valley” and does this vary by Buff and Ghost consumer? |

| Mediating Mechanisms |
|----------------------|
| What are the mediating mechanisms between anthropomorphic features and self-disclosure? |
| Which anthropomorphic features operate through which mediating mechanisms? |
| How do these mediating mechanisms vary by Buff and Ghost consumer? |

| Privacy Calculus and Trust |
|---------------------------|
| What anthropomorphic or other CA design features shift the privacy calculus towards self-disclosure? |
| What anthropomorphic features influence the assessment of benefits of the CAs and what are these benefits (e.g., enjoyment, usefulness, etc.)? |
| What anthropomorphic features influence the assessment of risks of the CAs (e.g., build trust that reduces assessment of risk)? |

| Transparency and Fairness |
|--------------------------|
| What institutional and structural assurances (e.g., certifications, audit, etc.) are effective in providing assurances of algorithmic fairness? |
| How does their effectiveness in encouraging interaction and self-disclosure vary by Buff and Ghost consumer? |
| How does transparency influence self-disclosure? What type and level of transparency? How does this vary by Buff and Ghost consumer? |
| What is the appropriate level and type of transparency for CAs in different contexts (e.g., customer service vs. sales)? Can too much CA transparency backfire in different contexts? |

quotient (EQ) in establishing an emotional connection and identifying the consumer’s emotions through the conversation and generating responses that are emotionally appropriate, social, and engaging (Shum et al. 2018). Figure 1 shows the design implications of each process for Buff and for Ghost consumers. We organize our discussion around these processes and follow the structure in Fig. 1.

Understanding Buff and Ghost consumers

To personalize the consumer interaction, one must understand the consumer (Adomavicius & Tuzhilin, 2005; Johar, Mookerjee, & Sarkar, 2014; Shum et al. 2018; Tam & Ho, 2006). In order to understand the two different types of consumers we discuss here, CAs must first elicit and collect data from the consumers (data collection), use this data to estimate their preferences and build profiles (building profile) that they will consequently use to tailor the interaction (Mobasher, 2007; Mobasher, Cooley, & Srivastava, 2000). There are unique differences in these steps between Buffs and Ghosts, since the type of data available to the CA a priori as well as some of the methods used to elicit data from them will be different for each type of consumer. Table 5 shows the differences between Buff and Ghost consumers on the information sharing spectrum.

Data collection Two different mechanisms currently inform the collection of data: explicit and implicit methods (Adomavicius, Huang, & Tuzhilin, 2008; Li & Karahanna, 2015; Murthi & Sarkar, 2003). Explicit methods directly ask consumers for data, whereas implicit methods infer preferences by monitoring consumers’ behaviors (e.g., product views on a website). Since Buff consumers self-disclose private data to firms, CAs in this group can rely on stored demographic data and on implicit methods of data collection by tracking consumers’ online behaviors across devices and interactions. This implicit form of data collection is equivalent to how information is currently gathered and used for web, mobile, and other kinds of personalization services offered in the Surface Web (Chung, Wedel, & Rust, 2016). Such identifiable individual-level data can then be leveraged to build the profile of consumers.

The data collection method for Ghost consumers, however, will have to rely more heavily on explicit methods because such consumers are not identifiable a priori. As a result, CAs in this group must elicit stated needs and preferences by asking questions and engaging in two-way conversations about, for example, the purpose of buying a product, features or attributes of a desired item, etc. (Qiu & Benbasat, 2009). Research suggests that rich contextual information in long conversations with CAs may enable CAs to recognize consumers’ interests and intent even more accurately than having stored consumer profiles in which the data and information may be incomplete or ambiguous (Shum et al. 2018), making CAs’ potentially explicit methods of eliciting preferences of value to Buff consumers as well. Further, since people’s future actions are more
dependent on their past behaviors rather than their stated preferences (Hosanagar, 2019), CAs that also elicit data on prior behavioral activities (e.g., “what other products did you search for in the last week?”) will be able to build more accurate consumer profiles. As we have already discussed, anthropomorphization, norms of reciprocity in the conversation, and other conversational strategies are important in explicit methods of data collection to encourage data sharing, especially for Ghost consumers. For CAs to garner trust and enhance the provision of personal data from Ghosts, they may need to be able to be transparent about why a certain question was asked, how they will use the data provided, and what will happen to the data once the conversation is over. Such ask-but-explain-why transparency can mitigate feelings of vulnerability (Martin & Murphy, 2017) and incentivize Ghost consumers to share additional data with the CA. The ability to use CAs to collect personal data from people in one-on-one conversations is unique and key to understanding Ghosts better.

In addition to explicit methods of data collection, session context modelling by CAs (e.g., Shum et al. 2018) allows them to gather and use interactive click stream data during the specific interaction between the CA and the consumer (i.e., implicit data, see Johar et al., 2014; Padmanabhan, Zheng, & Kimbrough, 2001). This modelling approach can dynamically inform the CA’s understanding of the consumer and their intent and is an especially useful source of data to personalize interactions with Ghost consumers. For example, if a Ghost consumer clicks on a specific product and stays on the product’s page for some amount of time, CAs can utilize such behavior to gauge their interest in the product and provide helpful responses that can nudge the consumer towards purchase. The profile of Ghosts will, therefore, be based on their explicit answers to programmed questions, dynamic behavior during a specific session extracted through session context modelling, and also informed by anonymized aggregate data of other consumers behaving in similar ways.
Table 5 Differences between Buff and Ghost consumers

| Data Available Prior to CA Interaction | Buffs                                                                 | Ghosts                                                                 |
|---------------------------------------|-----------------------------------------------------------------------|-----------------------------------------------------------------------|
| Data Collected During CA Interaction  | Demographic data, prior transaction data, and tracking consumer online behaviour across devices and interactions | None                                                                  |
| Data Retention After CA Interaction   | Answers to explicit questions Session Information (clickstream data)  | Answers to explicit questions Session Information (clickstream data)  |
| Profile Available Prior to CA Interaction | Identifiable-Individual of the Buff (Rich)                            | Anonymized-Aggregate of Other Ghosts (Poor)                            |
| Profile Available After CA Interaction | Identifiable-Individual of the Buff (Richer since more data were collected) | Anonymized-Aggregate of this Ghost and Others (Less poor since more data were collected) |
| Personalized Interaction              | Hyper-Personalized                                                     | Mass-Personalized                                                      |

Given that CAs rely on natural language understanding, two other activities (separate from consumer profiling and session context modelling) are also important to understanding the consumer (Shum et al. 2018): (1) understanding the message, and (2) emotion and sentiment tracking. Understanding the message involves semantic encoding and intent understanding, that is, understanding the purpose of the message (e.g., Tur & Deng 2011; Vinyals & Le, 2015). This task is easier when the CA has a consumer profile in place (as in the case of Buff consumers) where preferences and a history of interactions can facilitate intent inference. However, emotion and sentiment tracking are generally based on the current interaction (e.g., Yang et al. 2016, Chen et al. 2016) and can be used to personalize interaction with Buff and Ghost consumers alike.

Building profile As the consumer data is collected by the CA, generating personalized interactions requires integrating the data collected to iteratively build accurate and holistic consumer profiles (Adomavicius et al., 2008; Gao, Liu, & Wu, 2010). Personalization of CA interactions occurs at each conversation turn as part of the CA’s response generation process, and is influenced by the consumer profile that has been developed up to that point in the conversation.

The more data collected by the CA, the smaller the group segmentations for Ghosts (with the segments getting smaller in size as the information disclosed is increased) and the more complete individualization for Buffs (i.e., segments of one) resulting in more personalized CA interactions. Thus, the amount of data collected by CAs will determine the number of different profiles constructed along with the level and value of CA personalization. Many systems utilize a collection of individual or aggregate consumer facts (e.g., demographic information, favorite product, amount spent in an online store) to represent factual profiles in relational databases (Adomavicius & Tuzhilin, 2001). But, as Adomavicius et al. (2008, p. 65) note “factual profiles may not be sufficient in certain more advanced personalization applications.” This observation is particularly true for Buff consumers, who will interact with CAs that utilize more advanced profiling techniques and leverage granular aspects of their behavior. These techniques may include descriptive models, such as rules, sequences, and signatures (Tuzhilin, 2008), or predictive models such as logistic regressions, neural networks, decision trees, support vector machines (SVM), and Bayesian networks (Adomavicius et al., 2008; Murthi & Sarkar, 2003). Though these models can be applied to both Buff and Ghost consumers, our discussion that follows highlights the differences in the types of data used for each group and the types of inferences made in terms of preferences.

Descriptive rules rely on CAs to examine the attributes of consumers and their respective activities (identifiable for Buffs and anonymized for Ghosts) to derive preferences using a variety of data mining techniques, such as association rules and classification rule discovery (Adomavicius & Tuzhilin, 2005). The sequence approach uses processual browsing activities to infer consumer preferences (Mannila, Toivonen, & Verkamo, 1997; Niu, Yan, Zhang, & Zhang, 2002). With this technique, CAs can leverage frequent episodes and other methods to learn sequential patterns of behavior, constructing profiles for both Buff (unique individual path) and Ghost (typical journey) consumers. Signatures are the data structures used to capture the evolving behavior learned from large streams of simple transactions (Cortes et al., 2000). An example signature is “top 5 most frequently browsed product categories over the last 30 days.” This signature can be stored in the profile of a specific person (Buff) or in the profile of a typical consumer (Ghost) (Adomavicius & Gupta, 2009).

Finally, predictive models are based on various aspects of consumer behavior and can be built either for a specific person (Buff) or a whole segment of similar individuals (Ghosts) (Adomavicius et al., 2008). While descriptive and predictive models represent advanced profiling techniques, more research is still needed to understand what models (descriptive
vs predictive) are more effective for CAs interacting with different types of consumers under different conditions. Similarly, more research is also needed to develop new models (e.g., prescriptive) of consumer profile building in this new hyper-private environment.

**Generating responses for Buff and Ghost consumers**

As the data are collected and the profiles of different consumers are iteratively built, CAs need to leverage the information they have in order to engage in personalized interactions with consumers. The first step here is **matchmaking**, which involves the identification of products, services, and information that accurately match the profile of consumers (Adomavicius & Tuzhilin, 2005; Johar et al., 2014; Mobasher, 2007). This matching would imply personalizing and guiding the conversation to align with what the CA has assessed as the consumer’s behaviors, preferences, emotions, and needs while minimizing the consumers’ effort (e.g., if a Buff customer interacts with a CA every week to ask about the status of their portfolio of investments, the CA can anticipate this, tailor the conversation, and provide this piece of information unprompted). After matching consumer preferences and selecting an appropriate response, CAs must engage in conversations with consumers to **present the personalized information**. (This dynamic two-way conversational channel is unique to CAs—web personalization, for instance, is not a dialogue but rather one-way where consumers receive personalized recommendations for related products or services.)

**Matchmaking**

Existing approaches differ in that they use different sources of information to match consumers preferences for products, services, or information (Adomavicius et al., 2008). These approaches include (a) **content-based**, which typically uses the consumers’ stored profile that includes historical ratings, viewing behavior, and purchases to match preferences; (b) **social networks**, which leverages the social connections of consumers to match their preferences assuming that people who are friends with one another tend to have similar characteristics and preferences; (c) **collaborative filtering**, which matches consumers’ preferences based on the preferences of others who exhibit similar behaviors/preferences as the consumer; and (d) a **hybrid** approach combining the above methods (Adomavicius & Tuzhilin, 2005; Adomavicius & Gupta, 2009; Arazy, Kumar, & Shapira, 2010; Li & Karahanna, 2015). The type of approach leveraged by the CA will heavily depend on the type of data used to build consumer profiles (Li & Karahanna, 2015), and consequently on whether the consumer is Buff or Ghost. For example, while collaborative filtering can be used for both types of consumers, social network approaches would only be feasible for Buff consumers, and content-based approaches for Ghost consumers would be constrained to data extracted from the session context modeling because of the lack of historical data on these consumers.

**Presenting personalized response**

The natural language dialog interaction style of CAs offer the possibility not only to personalize the response to match the consumer’s product or service preferences, but also to personalize the conversation in an anthropomorphic way (e.g., tone, style, accent, humor, sociability) to further match the consumer’s personality and emotions. Therefore, in addition to identifying what to respond to the consumer through the various matchmaking approaches, it is important to identify how to respond to the consumer. According to Shum et al. (2018, p. 6), a CA “may generate responses in attractive styles (e.g., having a sense of humor) that improve user engagement. It needs to guide conversation topics and manage an amicable relationship in which the user feels he or she is well understood and is inspired to continue to converse with the bot,” which is important for both types of consumers but more so for engaging Ghost consumers and understanding their needs. Generating responses that reflect a consistent CA personality makes the conversation easier and more predictable for the consumer and generates trust (Shum et al. 2018). As such, CA personality information (e.g., age, gender, etc.) is often incorporated into the process of generating responses (e.g., see Li et al. 2006; Mathews et al. 2015, Shum et al. 2018).

In addition, a conversation style that embodies both IQ in terms of the accuracy of the responses provided as well as EQ in terms of emotion appropriateness, can facilitate the generation of trust that what is being presented in the conversation is accurate, fair, explainable, and made benevolently in the interest of the consumer. While the personalization of “what” is delivered to the user may be hampered by the limited profile data of Ghost consumers, the personalization of “how” the conversation is conducted is likely less hampered, since it relies heavily on session information and personality settings of the CA.

**Personalized interactions**

As illustrated in Fig. 1, a **personalized interaction** is the resulting outcome of an iterative process of understanding consumers and generating responses that takes place as CAs chat with Buffs and Ghosts. Given that Buff consumers allow firms to implicitly collect their personal data and create identifiable profiles based on their historical interactions with the firm, the interactions they have with CAs will be hyper-personalized, more accurate, and generated with content-based or
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7 Clearly, there are many different things impacting how CAs respond to consumers (e.g., the strategic framing of a message and its linguistic features). Due to space limitations, however, we focus our discussion of the “how” on anthropomorphism.
social network approaches, or a hybrid of the two. Such hyperpersonalization makes it easier and faster for customers to interface with CAs since their existing patterns can be used to anticipate future requests, identify information relevant to their needs, and recommend products or services that match their preferences, and thus reduce search costs. In contrast, Ghost consumers will enjoy interactions that are tailored based on mass-personalization. Since the personal preferences of Ghost consumers are not stored in their consumer profiles, CAs will have to engage in conversations and elicit their stated preferences, needs, and prior behaviors during each conversation in order to provide them with more personalized experiences. Then, personalizing the interaction will be based on the data elicited through the conversation (the more data collected by the CA the more personalized the interaction will be) and collaborative filtering, where the consumer’s profile (dynamically built during the interaction) will be matched with aggregate profiles of other similar consumers. The interaction will therefore be personalized based on patterns that emerge from these other aggregate profiles.

The discussion above is meant to be illustrative of differences and similarities in CA design across the two consumer groups and is neither meant to be exhaustive nor comprehensive. In general, more research is needed to inform which design elements result in the creation of engaging and personalized, but also ethical and unobtrusive CAs. Table 6 presents some illustrative research questions along these lines organized around our framework. Deriving personalization benefits of using CAs without being “creepy” while morally attending to different needs of the two groups is important because, despite successes, there have been many failures and many challenges still remain in designing CAs that provide high quality interactions (Ben Mimoun, Poncin, & Garnier, 2012; Chakrabarti & Luger, 2015; Gnewuch et al., 2017; 2012; Chakrabarti & Luger, 2015; Gnewuch et al., 2017).

Table 6  Research agenda for personalizing consumer interactions through conversational agents in the era of hyper-privacy

| Process of Personalizing the CA Conversation | Research Questions |
|---------------------------------------------|-------------------|
| Understanding Consumers                     |                   |
| Data Collection                              |                   |
| Explicit / Implicit                          |                   |
| Click Stream                                |                   |
| Time Spent on Page                          |                   |
| Building Profile                            |                   |
| Individual / Aggregate Identifiable /       |                   |
| Anonymized                                  |                   |
| Session Context Modelling                    |                   |
| Emotion & Sentiment Models                  |                   |
| Generating Responses                        |                   |
| Matchmaking                                 |                   |
| Content-Based                               |                   |
| Collaborative                               |                   |
| Social Network                              |                   |
| Hybrid                                      |                   |
| Presenting Personalized Response*           |                   |
| Anthropomorphism                            |                   |
| Transparency                                |                   |
| Fairness                                    |                   |
| Explainability                              |                   |
| IQ & EQ                                     |                   |
| Personalized Interactions                   |                   |
| Mass-/Hyper-Personalization                 |                   |
| Accuracy                                    |                   |
| Engagement                                  |                   |
| Trust                                       |                   |
| Self-Disclosure                             |                   |
| Which models and combination of models (data collection, profile building, matching, response generation) provide more accurate and engaging interactions and a higher level of perceived personalization? |                   |
| Do these vary for Buff and Ghost consumers? |                   |
| To what extent is personalization for Buff consumers more accurate than for Ghost consumers? How does this vary by task and by context? |                   |
| How does the level of personalization (or perceived personalization) influence (a) trust, (b) the privacy-calculus, (c) self-disclosure? How does this vary by Buff and Ghost consumers? |                   |
| How does the level of personalization (or perceived personalization) influence consumer outcomes (e.g., customer satisfaction, loyalty) and firm outcomes (e.g., sales)? Does this vary by Buff and Ghost consumer? |                   |

Note: * See Table 4 for Ethical Anthropomorphism, Transparency, and Fairness Research Questions
Jenkins et al., 2007; McTear, Callejas, & Griol, 2016; Schuetzler et al., 2014; Shechtman & Horowitz, 2003).

Conclusion

The Web is an evolving complex system that impacts both firms and consumers. We review the evolution of the Web, and note that Web changes are driven by dynamics of information control embedded in market power disputes between firms and consumers. Based on this review, we suggest that the Web will significantly change in the next five to ten years. Stakeholder privacy violations will lead government agencies to enforce new legislations, resulting in an information sharing culture of “opt-in” where consumers will by default be ghost consumers and no longer allow firms to collect, use, and share their personal information with other organizations. As a result, firms will lose the ability to create in-depth profile of consumers, and personalized practices like micro-targeting may be at risk.

To survive this coming change, marketers will have to incentivize consumers to remain in the buff, as many are today, while also serving the needs of consumers who deny access and become ghost consumers. We suggest that CAs will play an increasingly important role in helping firms market to both ghost and buff consumers. In particular, we argue that CAs can be used to understand and engage both Ghost and Buff consumers by developing personalized interactions for both groups of consumers (see Fig. 1), albeit in different ways. We also suggest that CA design may be instrumental in nudging consumers to self-disclose private information. CAs that do so well can become a source of differentiation and competitive advantage for the firm.

Appendix

| Article | Features | Theory | Variables | Results | Context | Method |
|---------|----------|--------|-----------|---------|---------|--------|
| Aggarwal & McGill (2007) | Smile | Schema Congruity | IV: Feature Type Mediator; Anthropomorphic Product Perceptions Moderator; Affective Tag DV: Product Evaluation | The ability of consumers to anthropomorphize a product and their consequent evaluation of that product depend on the extent to which that product is endowed with characteristics congruent with the proposed human schema. Consumers’ perception of the product as human mediates the influence of feature type on product evaluation. The affective tag attached to the specific human schema moderates the evaluation but not the successful anthropomorphizing of the product | Marketing | Experiment |
| Al-Natour et al. (2006) | Appearance; Gender; Personality; Decision Strategy; Online | Decisional Guidance & Speech Act Theory | DVs: Perceived Similarity | Anthropomorphic features manifest desired personalities & behaviors | E-commerce | Experiment |
| Al-Natour et al. (2011) | Appearance; Gender; Personality; Decision Strategy; Online | Social Psychology & HCI Research | IV: Perceived Similarity DVs: Usefulness; Ease of Use; Trust; Social Presence; Enjoyment; | Perceived similarity influences enjoyment, social presence, trust, ease of use, & usefulness | E-commerce | Experiment |
| Araujo (2018) | Name; Language Style; Framing; Online | Computers as Social Actors | Mediator: Social Presence DVs: Satisfaction; Mindless / Mindful Anthropomorphism; Attitude; Emotional Connection | The usage of human-like language or name were sufficient to increase perception of the agent as being human-like. Adopting an intelligent frame does reduce perceptions of mindless anthropomorphism for machine-like agents, yet no such difference was | E-commerce | Experiment |
| Article | Features | Theory | Variables | Results | Context | Method |
|---------|----------|--------|-----------|---------|---------|--------|
| Mimoun & Poncin (2015) | Gender; Appearance; Ethnicity; Online | Selling Research | IVs: Playfulness; Social Presence | Use of a CA increases shopping value; shopping value mediates the effects of playfulness & social presence on satisfaction & intentions (hedonic) & decision quality (utilitarian) | E-commerce | Survey |
| Ben Mimoun et al. (2017) | Gender; Appearance; Ethnicity; Online | Online Selling Research IVs: Playfulness; Social Presence; Internet Familiarity; Need for Interaction | DV: Satisfaction; Purchase Intention; Decision Quality | Objective e-consumer productivity depends on interaction with CA. Individual characteristics affect perceived productivity, either independently from CA use (for involvement or product familiarity) or in interaction with CA (for Internet skills and need for interaction) | E-commerce | Experiment |
| Chattaraman, Kwon, & Gilbert (2012) | Appearance; Online | Computers as Social Actors & Social Response Theory | Mediators: Trust; Social Support; Perceived Risk | Embedding a CA that serves search and navigational support functions leads to increased perceived social support, trust, and intention. The effect of CAs on intentions is mediated by and perceived risks and the effect on trust is mediated by perceived social support | E-commerce | Experiment |
| Ciechanowski et al. (2019) | Appearance; Language Style; Online | The idea of the uncanny valley | DVs: Affect, Electromyography, Respirometry, Electrocardiography, & Electrophysiological Activity | Participants experienced less uncanny effects and less negative affect in cooperation with a text chatbot than with an animated avatar chatbot. The text chatbot also induced less intense psychophysiological reactions | E-commerce | Experiment |
| Elkins & Derrick (2013) | Tone; Online | Interpersonal Adaptation Theory | DV: Trust | Vocal pitch was inversely related to perceived trust, but temporally variant; vocal pitch early in the interview reflected trust. The CA was perceived as more trustworthy when smiling | Mock-Screening | Experiment |
| Knijnenburg & Willemsen (2016) | Appearance; Language Style; Online | Human-Computer Interaction & Agent-Based Interfaces | Mediator: Anthropomorphic Beliefs | Users of more humanlike agents try to exploit capabilities that were not signaled by the system. This severely reduces the usability of systems that look human but lack humanlike capabilities. Users of humanlike agents also form anthropomorphic beliefs about the system: They act humankindlike towards the system and try to exploit typical humanlike capabilities they believe the system possesses | Technology | Experiment |
| Li et al. (2019) | Voice; Online | Computers as Social Actors | IV: Space Type & Self-Awareness | Users were most willing to disclose information about their tastes and interests and least willing to disclose money information. Users in the living space were willing to disclose more information than those in the workspace, which was mediated by users’ expectations for the reciprocal services of CAs rather than the awareness of other persons or external factors | Control & Question & Answer Task | Experiment |
| Louwerse et al. (2005) | Appearance; Voice; Gender; Online | Social Agency Theory & Social Cue Hypothesis | DV: Comprehension & Impression Scores | Participants preferred natural agents with natural voices. Although female agents with male voices formed an exception, this was explained by a stereotype effect | Education | Experiment |
Table 7 (continued)

| Article                               | Features                      | Theory                                | Variables                                                        | Results                                                                 | Context            | Method   |
|---------------------------------------|-------------------------------|---------------------------------------|------------------------------------------------------------------|------------------------------------------------------------------------|--------------------|----------|
| Mende et al. (2019)                   | Appearance; Ethnicity; Tone; Name; Physical | The idea of the uncanny valley | Mediator: Eeriness Level, Perceived Threat to Human Identity; Machinization of CA Moderator: Social Belonging & Food Type DV: Compensatory Response; Customer Food Consumption | Consumers display compensatory responses when they interact with CAs rather than a human. CAs elicit greater consumer discomfort (i.e., eeriness and a threat to human identity), which in turn results in the enhancement of compensatory consumption. Compensatory responses are mitigated when social belongingness is high, food is perceived as more healthful, and the CA is machinized (rather than anthropomorphized) | E-commerce         | Experiment |
| Qiu & Benbasat (2009)                 | Appearance; Tone; Online      | Social Relationship Perspective       | Mediator: Social Presence DVs: Trust; Enjoyment; Intention         | Anthropomorphism influences users’ perceptions of social presence, which in turn enhances users’ trusting beliefs, perceptions of enjoyment, and ultimately, their intentions to use the agent as a decision aid | Services           | Conceptual |
| van Doom et al. (2017)                | Tendency to Anthropomorphize  | Social cognition & Psychological Ownership | Mediator: Social Cognition; Psychological Ownership Moderator: Customer’s Relationship Orientation; Technology Readiness DVs: Social Presence | We have proposed that social cognition and psychological ownership mediate the relationship between automated social presence (ASP) and service outcomes and that key factors (relationship orientation, anthropomorphism, and technology readiness) moderate the effects of ASP. | Services           | Conceptual |
| Verhagen et al. (2014)                | Appearance; Personality; Communication Style; Online | Implicit Personality, Social Response, Emotional Contagion, Social Interaction | IVs: Friendliness; Expertise; Smile DVs: Social Presence; Personalization; Satisfaction | An empirical study confirms the cross channel applicability of friendliness and expertise as determinants of social presence and personalization | E-commerce         | Experiment |
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