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Abstract—Object detection plays a deep role in visual systems by identifying instances for downstream algorithms. In industrial scenarios, however, a slight change in manufacturing systems would lead to costly data re-collection and human annotation processes to re-train models. Existing solutions such as semi-supervised and few-shot methods either rely on numerous human annotations or suffer low performance. In this work, we explore a novel object detector based on interactive perception (ODIP), which can be adapted to novel domains in an automated manner. By interacting with a grasping system, ODIP accumulates visual observations of novel objects, learning to identify previously unseen instances without human-annotated data. Extensive experiments show ODIP outperforms both the generic object detector and state-of-the-art few-shot object detector fine-tuned in traditional manners. A demo video is provided to further illustrate the idea [1].

I. INTRODUCTION

For automated manufacturing systems and warehouses, the cycle time of product transition could be short. To accommodate different workflows, it is important to develop a flexible robotic system that can generalize to novel domains within a short period. In a common robotic system, the upstream algorithms, such as object detectors [2], [3], aim to provide visual perception for downstream robotic agents. The more adaptable the upstream algorithm is, the more flexible downstream robotic systems could be. In this research, we explore a novel object detector interacting with a grasping system, which can generalize to previously unseen objects without any human-annotated data.

To develop a flexible deep learning-based object detector, the lack of annotated data is always the major challenge. As illustrated in Fig. 1, to follow traditional fine-tuning procedures, numerous annotated data would be required, which could be costly in real-world situations. In addition, since the deployed model can only recognize the objects included in the fine-tuning set, users must figure out all the potential targets in the upcoming workflows before re-collecting data. While few-shot object detection (FSOD) [4], [5] has made recent progress in alleviating data dependency, the performance of FSOD models is significantly inferior to conventional object detection models [2], [3]. Without a large corpus of annotated data, none of the existing methods reaches promising performance.

Observe these challenges, we propose a novel object detector called object detection by interactive perception (ODIP), which learns to identify novel objects by leveraging the interactions between a FSOD model [6] and an object-agnostic grasping system [7]. Instead of treating fine-tuning as a static process, the domain transition of ODIP is performed in an automated and online manner. There is no need to presume the targets of the upcoming workflows, and models can be facilitated without human intervention.

The basic idea of ODIP is to automatically collect visual observations via an object-agnostic grasp detector [8], [7], which can infer viable grasps based on point clouds irrespective of object categories. To train ODIP, the prerequisites are as follows: multiple novel (unseen) objects will be placed on the novel table (N-table), and a few base (seen) objects will be placed on the base table (B-table). The robotic arm is asked to (1) pick up a novel object from the N-table, and (2) show the grasped object to a camera in different views, and then (3) place it on the B-table (as illustrated in the demo video [1]). In each iteration, the scenes of the N-table can be captured as unlabeled, dense-object (UDO) images, and the scenes of the B-table are captured as multi-class, one-shot annotated (MOA) images. During the interaction, the
objects on the B-table must be sparse (less than six objects in our experiments) to prevent physical collisions between objects. Without collision, the 3D coordinates of the novel object placed on the B-table can be inferred by the robotic configuration during the release. The system can therefore acquire one-shot bounding box annotations of MOA images (see Fig. 3 (a)).

Training ODIP by MOA images with only sparse target objects would inhibit models from tackling cluttered environments. The multi-class, dense-object and fully-annotated data, however, are not available without human labeling. Motivated by self-training techniques [9], [10], we propose a joint-training strategy to address the difficulty. With class-agnostic FSOD models, the system can leverage unlabeled UDO images by assigning predicted labels to them. The quality of such pseudo labels might be a concern in the early stages, but it can be significantly improved as the system collects more data to update the model. By leveraging both MOA and UDO data, ODIP is capable of identifying instances within complicated environments (see Fig. 5).

All the experiments in this work are carried out in a robotic simulator due to the efficiency and reproducibility of robotic experiments. To test generalization ability, we leverage the simulator and YCB object set [11] to generate YCB2D and Dense-YCB2D datasets. The proposed YCB2D includes 4 object categories (Fig. 5). To train ODIP, we simulate a real-world scenario of workflow transition where the target objects are changing over time. Objects of different categories are sequentially presented to the system, and the system has to gradually recognize those objects. The baseline methods, on the other hand, can only be fine-tuned with fully annotated data prepared in advance. Though ODIP is trained under a more challenging setting, it still achieves promising results in comparison to the traditional object detector (Tab. II).

Overall, our contributions can be summarized as follows:

- We propose a novel object detector interacting with a grasping system, which can be updated in an automated and online manner.
- We propose a joint-training strategy, efficiently exploiting both unlabeled and partially-labeled data collected by the interaction.
- In comparison to existing methods, our approach achieves superior performance without fully-labeled data and is capable of tackling cluttered objects.

II. RELATED WORK

A. Semi-supervised Learning and Self-training

The costly human annotation process usually limits us from leveraging most of the real-world data. Semi-supervised learning (SSL) and self-training techniques have become increasingly popular in the research community. Transductive label propagation [12] is one of the important branches of SSL, which infers pseudo labels based on manifold assumption [12]. The idea of knowledge distillation [13] is widely adopted in SSL as well, where a teacher model transfers its knowledge to students by providing them with predicted pseudo labels [14]. Xie et al. [9] demonstrated that fitting both labeled and pseudo-labeled data can result in better performance, and the idea is further applied to object detection by Zoph et al. [10], showing that leveraging ImageNet [15] as a bounteous self-training data source can reach remarkable results on challenging COCO benchmark.

B. Few-shot Object Detection

Traditional object detectors [2], [3] can only identify instances included in the training data, seriously restricting their potential applications. Recent studies have explored few-shot object detection (FSOD) that facilitates models to generalize to novel domains with limited labeled images. [16] proposed RepMet based on distance metric learning.
C. 6-DoF Grasp Detection

The 6-DoF grasp is promising in many real-world applications because of the dexterity to deal with cluttered environments. Recent works are capable of directly inferring grasps from point cloud without assuming a known CAD model [18], [19]. The two-stage grasp detectors would be less efficient due to the onerous sampling and evaluating processes. To improve efficiency, the end-to-end frameworks have been proposed [20], [8] which can predict grasp configurations and corresponding quality scores in a single stage. The methods based on cascaded framework [21] are capable of collision-free grasping in dense clutter with the aid of instance segmentation model cropping the point cloud of specific objects. However, it remains challenging to completely encode the diversity of grasp distributions on clutter scenes. Therefore, Jeng et al. [7] proposed a coarse-to-fine (C2F) method to enrich the diversity, improving the accuracy of multi-trial grasps significantly. In our experiments, we leveraged the C2F grasping model [7] to build the grasping system due to its high stability and accuracy.

III. OBJECT DETECTION BY INTERACTIVE PERCEPTION

A. Preliminary

The basic idea of ODIP is to collect visual data and labels by the interaction between a grasping system and a few-shot object detector. To train ODIP, a well-developed FSOD model is indispensable since we will have to infer pseudo annotations of previously unseen instances as novel objects are presented. In the following sections, we will briefly introduce the problem setting of FSOD and then explain ODIP in detail.

Let \( x \) denote a query image (image to be tested) and \( s \) denote a support image (sample). To perform FSOD, the model \( f_\theta(s|S) \) should identify the instances in \( x \) contingent upon a given support set \( S = \{s\}_{i=1}^n \). Unlike conventional object detection, a foreground instance is regarded as a target only if its category is consistent with the given support set. We will use \( z \) to denote those bounding box annotations of positive instances. For FSOD, the basic unit of a dataset is a meta-learning task \( T = \{x, S, z\} \) comprised of queries, supports and corresponding box annotations. To train or evaluate a model, a task set \( \{T\}_{i=1}^n \) should be constructed in advance.

B. Grasp-Observe-Release Interaction

The proposed method is illustrated in Algorithm 1. As novel objects are presented, the grasping system will be asked to perform a series of actions, which is called Grasp, Observe and Release (GOR) interaction in this work. A batch of query and support images can be collected by performing GOR, and the annotations of images can be either estimated by robotic configurations or inferred by the model trained in the last stage.

To reset the environment, the system can directly remove all the objects on the B-table and re-scatter some base objects. Since we have to record the coordinates of the released object, the base objects placed on the B-table must be sparse to prevent physical collisions. For the N-table, there is no such restriction but all the novel objects on it should belong to the same category. The point cloud information \( \xi \) of objects on the N-table will be captured by a commodity RGBD camera and sent to the grasp detection model \( g_\theta \). Note that the employed grasp detector should be capable of inferring viable grasps based on partial point cloud from a single view, such as [7].

---

**Algorithm 1 Object Detection by Interactive Perception**

**Require:** a grasp detector \( g_\theta \), a few-shot object detector \( f_{\theta_0} \), \( T, N, L, \eta \)

1: Initialize \( D_{UDO} \leftarrow \{\} \), \( D_{MOA} \leftarrow \{\} \), \( D_{Support} \leftarrow \{\} \)

2: for each stage \( t = 1, 2, \ldots, T \) do

3:    for \( n = 1, 2, \ldots, N \) do

4:        \( \zeta \leftarrow \text{Reset the environment} \)

5:        \( \tilde{x}, \tilde{s}, x, \xi, \zeta \leftarrow \text{GOR}(g_\theta, \zeta) \)

6:        \( D_{UDO} \leftarrow D_{UDO} + \{\tilde{x}\} \)

7:        \( D_{Support} \leftarrow D_{Support} + \{\tilde{s}\} \)

8:        \( D_{MOA} \leftarrow D_{MOA} + \{(x, z, \xi)\} \)

9:    end for

10:   Sample \( S \leftarrow \{s\} \) from \( D_{Support} \)

11:   Infer pseudo labels \( \{\tilde{z}\}_{i=1}^N \leftarrow f_{\theta_{l-1}}(D_{UDO}|S) \)

12:   Define \( D_{Pseudo} \leftarrow \{\{\tilde{x}, \tilde{z}\}\}_{i=1}^N \)

13:   Define \( D_{All} \leftarrow D_{Pseudo} \cup D_{MOA} \)

14:   Let \( f_{\theta_l} \leftarrow f_{\theta_0} \)

15:   Sample task set \( T \) from \( D_{All} \) and \( D_{Support} \) to fine-tune \( f_{\theta_l} \) until convergence

16:    for \( l = 1, 2, \ldots, L \) do

17:        Sample task set \( T \) from \( D_{MOA} \) and \( D_{Support} \)

18:        Fine-tune \( f_{\theta_l} \) with learning rate \( \eta \)

19:    end for

20:   Evaluate \( f_{\theta_L} \)

21: end for
As illustrated in Fig. 2 (a), the GOR interaction consists of three actions. (1) The robotic arm picks up an object from the N-table according to the predicted grasps. (2) The mounted camera captures the images of the grasped object in different views. (3) The grasped object is released on the B-table. If the grasp in (1) fails, we can just restart the process. The scenes of the N-table are captured as unlabeled, dense-object (UDO) query images $\bar{x}_i$, and the scenes of the B-table are captured as multi-class, one-shot annotated (MOA) query image $x_i$. The close-up photos obtained in (2) will be the support images $x_i$ for FSOD models. Generally, the ground-truth box annotations of query images are unavailable without human labeling. However, the robot configurations enable the system to compute the 3D coordinates of that object released in (3), which will be the only novel object on the B-table due to the environment settings. Thus, a coarse, one-shot bounding box label of the novel object in $x_i$ can be estimated. Though the annotations of UDO images $\bar{x}_i$ could not be directly inferred by interaction, the system can still leverage them by self-training approaches.

C. Joint-training Strategy

After the novel instances in MOA images have been annotated, the system has already obtain necessary data to update FSOD models since the other base objects in the images will be considered as backgrounds contingent upon the given support set. However, training on MOA with only sparse objects would restrict models from tackling complicated scenes, which could be verified by our ablation study (Tab. III). Motivated by self-training [9], [10], we propose a joint-training strategy that enables ODIP to tackle cluttered environments without human annotation.

Ideally, models should be trained on the images comprised of dense, multi-class objects with precise bounding box annotations, but such data are unavailable without human intervention. Therefore, one of the expedient measures would be disentangling the ideal data into two different domains, the dense-object UDO images and the multi-class MOA images. Both of them can be collected during the GOR interaction. The labels of MOA can be estimated by the grasping system, while the labels of UDO can be inferred by the FSOD model $f_{\theta_{-1}}$. Note that the quality of pseudo labels in UDO could be improved by collecting more data to update $f_{\theta}$ (see Fig. 4). To fine-tune ODIP, a task set $\{T\}$ will be sampled from the joint-training set $D_{All}$, which is comprised of both UDO and MOA images. Since the pseudo annotations might contain considerable noise in early stages, ODIP will be slightly fine-tuned on only MOA data before proceeding to the next stage or being deployed [14].

IV. EXPERIMENTS

A. Experiment Details

In this work, the experiments are conducted in a robotic simulator to ensure reproducibility. To test the generalization ability, we leverage the robotic simulator and YCB dataset [11] to construct a simulated 2D object detection dataset called YCB2D (see Fig. 5). The proposed YCB2D is comprised of 4 object categories (e.g., cube, can, box, bottle). In addition, we prepare a much more challenging dataset called Dense-YCB2D. There will be at most 22 dense objects of various classes in a Dense-YCB2D image.

We choose C2F [7] and DAnA [6] as the grasp detector $g_{\theta}$ and few-shot object detector $f_{\theta}$ respectively due to their remarkable performance. In the experiments, the maximum stage is $T = 16$ and GOR interaction will be performed $N = 16$ times for each individual category in each stage. For instance, after stage 2 there will be totally 128 UDO images and 128 MOA images stored in the ODIP database. At training and inference, we provide FSOD models with $k = 3$ support images to predict. The $L$ and $\eta$ in Algorithm 1 are 16 and 0.0001 respectively. All the baseline models and ODIP have been pre-trained on COCO 2017 benchmark.

Instead of treating fine-tuning as an off-line process, ODIP can be adapted in an online manner where the 4 object categories in YCB2D are sequentially introduced to the system. The baseline methods [2], [6], however, can only be fine-tuned in a traditional manner. Therefore, we have to prepare a fine-tuning set for baseline methods in advance. To generate the fine-tuning set, we compute the ground-truth bounding box annotations of all the objects by rendering the object coordinates based on the configurations of the simulator. The images in the fine-tuning dataset prepared

| Stage | Added Category | Cube | Can | Box | Bottle |
|-------|---------------|------|-----|-----|--------|
| Stage 1 | Cube | 46.5 | -   | -   | -      |
|        | Can   | 47.4 | 23.2 | -   | -      |
|        | Box   | 48.0 | 23.0 | 45.3 | -      |
|        | Bottle| 47.9 | 23.7 | 45.9 | 22.4   |

TABLE I: In the experiments, different novel objects are sequentially introduced to the system and the model must identify those objects that have been presented. ODIP addresses the issue of catastrophic forgetting by managing a database to preserve the collected data. Note that this table includes the first-stage results only, and the performance can be improved as more visual data are collected.
TABLE II: Quantitative analysis on the proposed YCB2D and Dense-YCB2D datasets. Our approach outperforms both the standard object detector (row 1-4) and state-of-the-art few-shot object detector (row 5-8). Note that both baseline methods require fully supervised data to learn, while our approach can learn from the interaction with a grasping system. At stage 4, only 512 images are collected but ODIP has achieved remarkable performance in comparison to Faster R-CNN using 2048 fully-annotated images.

| Method            | YCB2D dataset | Dense-YCB2D dataset |
|-------------------|---------------|---------------------|
|                   |               |                     |
|                   | AP | AP | AP | AP | AP | AP | AP | AP | AP |
| Faster R-CNN 256 [2] | 46.9 | 80.9 | 54.5 | 43.3 | 46.8 | 43.1 | 31.8 | 62.9 | 46.8 | 41.8 | 24.7 | 21.1 |
| Faster R-CNN 512 [2] | 52.0 | 81.9 | 60.7 | 46.2 | 52.9 | 48.1 | 34.7 | 64.4 | 48.3 | 42.4 | 25.1 | 22.8 |
| Faster R-CNN 1024 [2] | 53.7 | 83.1 | 65.8 | 47.4 | 56.8 | 44.8 | 35.9 | 64.6 | 55.4 | 43.4 | 26.0 | 18.7 |
| Faster R-CNN 2048 [2] | 54.0 | 83.6 | 63.6 | 46.1 | 57.0 | 49.5 | 35.8 | 66.4 | 50.9 | 42.6 | 27.2 | 20.4 |
| DAnA 40 [6]       | 29.2 | 55.1 | 45.0 | 23.1 | 28.2 | 20.7 | 18.6 | 41.9 | 30.4 | 19.0 | 15.0 | 10.1 |
| DAnA 200 [6]      | 47.0 | 78.5 | 57.1 | 39.5 | 54.5 | 37.0 | 30.9 | 61.9 | 42.3 | 36.0 | 29.5 | 15.9 |
| DAnA 400 [6]      | 52.0 | 83.3 | 59.6 | 42.9 | 60.0 | 45.4 | 36.0 | 67.8 | 47.2 | 36.9 | 38.8 | 21.1 |
| DAnA 800 [6]      | 58.9 | 88.9 | 68.1 | 48.7 | 63.8 | 54.8 | 44.2 | 78.0 | 59.0 | 45.2 | 42.5 | 30.3 |
| ODIP Stage 2 (256 images) | 52.5 | 86.7 | 64.3 | 41.0 | 61.7 | 42.8 | 38.5 | 75.2 | 52.2 | 36.9 | 42.2 | 22.8 |
| ODIP Stage 4 (512 images) | 54.6 | 88.8 | 66.3 | 46.3 | 62.2 | 43.5 | 40.8 | 79.7 | 57.9 | 42.3 | 47.1 | 21.2 |
| ODIP Stage 8 (1024 images) | 59.8 | 91.4 | 65.6 | 51.5 | 65.9 | 56.2 | 45.6 | 85.1 | 56.6 | 48.0 | 44.9 | 32.9 |
| ODIP Stage 12 (1536 images) | 59.9 | 91.8 | 66.1 | 49.8 | 66.0 | 56.2 | 47.7 | 86.1 | 59.9 | 50.2 | 45.5 | 35.0 |
| ODIP Stage 16 (2048 images) | 62.4 | 91.7 | 69.6 | 53.5 | 67.5 | 59.2 | 49.4 | 86.7 | 62.4 | 52.0 | 46.6 | 36.7 |

B. Quantitative Analysis

In Tab. II, we compare ODIP with Faster R-CNN [2] and the state-of-the-art FSOD model, DAnA [6]. Faster R-CNN is fine-tuned on 256, 512, 1024 and 2048 images and DAnA is fine-tuned on 40, 200, 400 and 800 images with the conventional fine-tuning procedure. Note that the data used to fine-tune Faster R-CNN and DAnA are fully annotated.

It can be observed in Tab. II that the performance of Faster R-CNN could be improved as more annotated data are given. However, the increase in data only brings limited improvement, especially when testing on Dense-YCB2D. Such results imply general object detectors could only be deployed to the environments consistent with the domain of training data. If the model is to be applied to more cluttered environments, it might fail to identify target objects.

The few-shot object detectors are designed for efficient adaptation, and we observed DAnA indeed outperforms the general object detector as limited fine-tuning data are given. However, it is obvious in Tab. II that its performance still heavily depends on the size of the fine-tuning set. The model would still suffer overfitting if only a few annotated images are available.

Tab. II shows ODIP significantly outperforms the baselines, especially when testing on Dense-YCB2D. At stage 4, only 256 UDO images and 256 MOA images are collected by interacting with the grasping system. However, in comparison to Faster R-CNN using 2048 fully-annotated images, ODIP has surpassed Faster R-CNN on both YCB2D and Dense-YCB2D without ground-truth bounding boxes.

TABLE III: The ablation study. Ideally, models should be trained on images comprised of dense, multi-class objects with ground-truth bounding box annotations, but such data are unavailable without human intervention. We propose a joint-training strategy to separate the required data into two different domains (i.e., the dense-object UDO and the multi-class MOA images) that compensate each other.

| Method | UDO data | MOA data | AP |
|--------|----------|----------|----|
|        | stage 2  | stage 4  | stage 6 | stage 8 |
| ✓      | 21.2     | 33.0     | 32.8   | 32.7   |
| ✓      | 18.4     | 25.0     | 31.9   | 38.6   |
| ✓      | 38.5     | 40.8     | 44.3   | 45.6   |

C. Ablation Study

As we discussed in Sec. III-C, the ideal training data should be multi-class, dense-object and fully annotated, yet such data are unavailable without human intervention. Therefore, an expedient method would be training the model on both UDO (dense-object) and MOA (multi-class) images compensating each other to acquire comprehensive domain knowledge. However, such a strategy remains a presumption that the domain knowledge could be learned from the two separate datasets. Therefore, we conduct the ablations to verify the effectiveness of such a strategy.

Tab. III shows training on either only UDO images or only MOA images leads to lower performance. If we train the model on MOA only, the sparse objects would inhibit the model from tackling more complicated tasks. On the other hand, the noise in pseudo labels of UDO data would have negative impact on performance, so the system requires MOA data with one-shot ground truth to guide the network. Based on the results, we conclude that jointly training on both UDO and MOA images can learn more comprehensive information and result in better performance.
V. CONCLUSION

We explore an object detector that can be adapted to novel domains by interacting with a grasping system in an online and automated manner. The ability of the model can be enhanced as more visual observations are collected during the interaction. In the experiments, we leverage a robotic simulator to simulate the scenarios that previously unseen objects are sequentially introduced to the system. The results demonstrate that the system can generalize to novel domains without any human-annotated data, and the proposed model outperforms both traditional and few-shot object detectors.
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