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Abstract. We study Markov processes conditioned so that their local time must grow slower than a prescribed function. Building upon recent work on Brownian motion with constrained local time in Benjamini and Berestycki (2011); Kolb and Savov (2016), we study transience and recurrence for a broad class of Markov processes.

In order to understand the local time, we determine the distribution of a non-decreasing Lévy process (the inverse local time) conditioned to remain above a given level which varies in time. We study a time-dependent region, in contrast to previous works in which a process is conditioned to remain in a fixed region (e.g. Denisov and Wachtel, 2015; Garbit, 2009), so we must study boundary crossing probabilities for a family of curves, and thus obtain uniform asymptotics for such a family.

Main results include necessary and sufficient conditions for transience or recurrence of the conditioned Markov process. We will explicitly determine the distribution of the inverse local time for the conditioned process, and in the transient case, we explicitly determine the law of the conditioned Markov process. In the recurrent case, we characterise the “entropic repulsion envelope” via necessary and sufficient conditions.

1. Introduction

We study the asymptotic behaviour of a Markov process whose local time is constrained to grow slower than \( f \), an increasing function. The (right-continuous) inverse of the local time process is a subordinator (a non-decreasing Lévy process), so our study of the behaviour of the local time process is effectively equivalent to studying a subordinator conditioned to grow faster than the inverse function \( f^{-1} \).
This work is hence related to a number of works on stochastic processes conditioned to remain in a certain fixed region, such as cones in Denisov and Wachtel (2015); Garbit (2009), and Weyl chambers in Denisov and Wachtel (2010); König and Schmid (2010). We highlight the fact that our subordinator is conditioned to remain in a region which varies in time, whereas the aforementioned works consider fixed regions, as appears to be the case for all works prior to Kolb and Savov (2016).

We emphasise that in constraining the local time of a Markov process, the extent to which our constraint affects the process varies over time, depending on the past behaviour of the process. This is a “weak” constraint, in contrast to “strong” constraints such as conditioning a process to avoid a point, where the constraint does not change (see e.g. Bertoin, 1992; Bogdan et al., 2003; Chaumont, 1996). When our conditioned Markov process is recurrent, our constraint varies over all time, whereas when our conditioned Markov process is transient, the constraint varies for only a finite window of time. So our results, especially in the recurrent case, offer a significant contrast to many prior works with a “strong” constraint.

Many works, e.g. Aurzada et al. (2015); Biskup and Louidor (2018); Wachtel and Denisov (2016); Kerkhoff and Lerche (2013); Lerche (1986); Mallev (2016); Pöttzberger and Wang (2001), consider a time-dependent region, and the passage time out of this region is studied. In this paper, we study the boundary crossing probability for a family of curves and study the time at which this crossing occurs (the function $f^{-1}$ forms our boundary of interest). We study these asymptotics, uniformly, among a family of curves in Lemma 4.2 (in contrast to prior non-uniform asymptotic results), and consider the deeper problem of determining the law of a subordinator conditioned to remain in this time-dependent region. Our studies are also similar, in spirit, to various other works on Brownian motion as Kolb and Savov (2017); Roynette et al. (2006); Pitman (1975), Lévy processes Bertoin (1993); Bogdan et al. (2003); Chaumont (1996); Pantí (2017); Yano et al. (2009), and more general diffusions as Çetin (2018); Roynette et al. (2008); Salminen and Vallois (2009) with restricted path behaviour.

Specifically, this work is motivated by previous works on Brownian motion with constrained local time, such as Benjamini and Berestycki (2011), in which a 1-dimensional Brownian motion is conditioned so the local time at zero, $(L_t)_{t \geq 0}$, satisfies $L_t \leq f(t)$ for all $t \geq 0$, for a given function $f$, and a sufficient condition for transience of the conditioned Brownian motion is found.

In Kolb and Savov (2016), it is shown that the condition is necessary and sufficient for transience of the conditioned Brownian motion, and the law of the conditioned inverse local time process is explicitly determined in both the transient and recurrent cases. In the transient case, an explicit formulation for the conditioned Brownian motion is found, and in the recurrent case the “entropic repulsion envelope” is found.

This paper builds upon Kolb and Savov (2016) in particular, providing analogous results for a much broader class of processes than Brownian motion, with some mild regularity conditions. It was conjectured in Kolb and Savov (2016, Remark 9) that such analogous results hold when the inverse local time process has Lévy measure with regularly varying tail, which we confirm in this paper. We extend beyond this conjecture by including a much more general setting, see Assumption 3.5.

Constraining local time from above imposes weak repulsion on a Markov process. Many such processes are studied in works related to polymer physics, see e.g.
Berger et al. (2018); Caravenna et al. (2012); van der Hofstad and König (2001); van der Hofstad and Klenke (2001); Westwater (1980). Particularly important is the transition between a localised phase, where the polymer remains close to a point, and a delocalised phase, where it moves away.

The goal is often to understand when the transition occurs as underlying model parameters vary, as in e.g. Bolthausen (2002); Berger et al. (2018); Caravenna et al. (2012); den Hollander (1999); Hu et al. (2011). This motivates our study of transience and recurrence of Markov processes, transience and recurrence corresponding to delocalised and localised phases, respectively.

Now we provide a brief exposition of the main result, before introducing some key definitions.

Main Result. Starting with a recurrent Markov process, we constrain its local time \((L_t)_{t\geq 0}\) so that \(L_t \leq f(t)\) for all \(t\). The following necessary and sufficient condition tells us if the constraint is strong enough to change the process to become transient: it is transient if
\[
\int_1^{\infty} f(x) \Pi(dx) < \infty, \tag{1.1}
\]
and the process remains recurrent otherwise, where \(\Pi(dx)\) denotes the Lévy measure of the inverse local time subordinator. Our criterion (1.1) can also be understood in terms of the rate of growth of the inverse local time \((X_s)_{s\geq 0}\) as \(s \to \infty\), since it is known (Bertoin, 1996, Theorem III.13) that
\[
\int_1^{\infty} f(x) \Pi(dx) < \infty \iff \lim_{s \to \infty} \frac{X_s}{f^{-1}(s)} = 0, \text{ almost surely.}
\]
So the boundary choice of \(f\), at which the conditioned process changes from recurrent to transient, coincides with the boundary at which \(X_s\) grows to infinity faster or slower than \(f^{-1}(s)\).

The remainder of the paper is structured as follows: Section 2 provides key definitions; Section 3 outlines the statements of the main results and the conditions under which they hold, including the necessary and sufficient conditions for transience/recurrence, the distribution of the conditioned process, and the characterisation of the entropic repulsion envelope; Section 4 contains the proofs of the main results; Sections 5 and 6 contain the proofs of 2 key lemmas required for the main results; Section 7 contains the proofs of the remaining auxiliary lemmas.

2. Key Definitions

We shall provide some definitions, following conventions of Bertoin (1996, Chapter IV).

**Definition 2.1.** A Markov process \((M_t)_{t\geq 0}\), is a \(\mathbb{R}^d\)-valued stochastic process such that for each (almost surely) finite stopping time \(T\), under the conditional law \(\mathbb{P}(\cdot|M_T = x) = \mathbb{P}_x(\cdot)\), the shifted process \((M_{s+T})_{s\geq 0}\) is independent of \(\mathcal{F}_T\) and has the same as the law, \(\mathbb{P}_x\), as the process \(M\) started from \(x\). Moreover, we impose that \(M\) has right-continuous sample paths, \(M_0 = 0\), and that the origin is regular and instantaneous. Regular means that for each (almost surely) finite stopping time \(T\), if \(M_T = 0\), then \(\inf\{t > T : M_t = 0\} = T\) almost surely. Instantaneous means that for each (almost surely) finite stopping time \(T\), if \(M_T = 0\), then \(\inf\{t > T : M_t \neq 0\} = T\) almost surely.
Definition 2.2. For a Markov process, and for an arbitrary choice of $c \in (0,\infty)$, let $l_1(x)$ denote the length of the first excursion interval (away from zero) of length $l > x > 0$, and define

$$P(a) := \begin{cases} 1/P(l_1(a) > c), & 0 < a \leq c, \\ P(l_1(c) > a), & a > c. \end{cases}$$

Let $g_\alpha(a)$ be the start time of the $\alpha$th excursion of length $l > a > 0$, and write $N_\alpha(t) := \sup\{n \in \mathbb{N} : g_\alpha(a) < t\}$. Then the local time process at zero, $(L_t)_{t \geq 0}$, is defined by $L_t := \lim_{a \to 0} N_\alpha(t)/P(a)$.

A subordinator is defined to be a non-decreasing real-valued stochastic process with stationary independent increments, started from 0. The right continuous inverse local time, defined by $X(\lambda) := \sup\{n \in \mathbb{N} : g_\alpha(a) < t\}$, is a subordinator. The jumps of $(X_t)_{t \geq 0}$ correspond to excursions of $(M_t)_{t \geq 0}$ away from zero.

The Laplace exponent $\phi$ of a subordinator $X$ is defined by $e^{-\phi(\lambda)} = \mathbb{E}[e^{-\lambda X}]$, $\lambda \geq 0$. By the Lévy-Khintchine formula (Bertoin, 1996, p72), $\phi$ can be written

$$\phi(\lambda) = d\lambda + \int_0^\infty (1 - e^{-\lambda x})\Pi(dx),$$

where $d$ is the linear drift, and $\Pi$ is the Lévy measure, which determines the size and rate of the jumps of $X$, and satisfies $\int_0^\infty (1 \wedge x)\Pi(dx) < \infty$. We refer to Bertoin (1996) for background on subordinators.

Next, we define some important classes of functions with which we shall work.

Definition 2.3 (Regular Variation and Related Properties).

(i) A function $h : \mathbb{R} \to \mathbb{R}$ is regularly varying at $\infty$ with index $\alpha \in \mathbb{R}$ if for all $\lambda > 0$, we have $\lim_{t \to \infty} h(\lambda t)/h(t) = \lambda^\alpha$. We refer to Bingham et al. (1989) for background on regular variation.

(ii) A function $L : \mathbb{R} \to \mathbb{R}$ is slowly varying at $\infty$ if $\lim_{t \to \infty} L(\lambda t)/L(t) = 1$ for each $\lambda > 0$. A function $h$, regularly varying at $\infty$ of index $\alpha$, can always be written as $h(x) = x^\alpha L(x)$, where $L$ is slowly varying at $\infty$, see Bingham et al. (1989).

(iii) The lower index, $\beta(h)$, of a function $h : \mathbb{R} \to \mathbb{R}$ is the supremum of $\beta \in \mathbb{R}$ for which there exists $C > 0$ so that for all $\Lambda > 1$, $h(\lambda x)/h(x) \geq (1 + o(1))C\lambda^\beta$, uniformly in $\lambda \in [1, \Lambda]$, as $x \to \infty$, see Bingham et al. (1989, p68).

(iv) A function $h$ is CRV at $\infty$ if $\lim_{\lambda \to 1} \lim_{t \to \infty} h(\lambda t)/h(t) = 1$. The class of CRV functions lies between “extended regularly varying” functions and $O$-regularly varying functions. See Djurčić (1998) for details.

(v) A function $h : \mathbb{R} \to \mathbb{R}$ is $O$-regularly varying at $\infty$ if for each $\lambda > 0$, both $\limsup_{t \to \infty} h(\lambda t)/h(t) < \infty$ and $\liminf_{t \to \infty} h(\lambda t)/h(t) > 0$. See Djurčić (1998) for further details.

3. Statements of Main Results

We aim to constrain the local time so that $L_t \leq f(t)$ for all $t \geq 0$, where $f : [0,\infty) \to (0,\infty)$ is increasing, $f(0) \in (0,1)$, and $\lim_{t \to \infty} f(t) = \infty$. This work
concerns the behaviour of our process as \( t \to \infty \), which is unaffected by the condition on \( f(0) \). Before stating our main results, we define the regularity conditions under which these results hold.

3.1. Regularity Conditions. We shall impose regularity conditions on the function \( f \), its inverse function \( g := f^{-1} \) (extended so that for \( x \in [0, f(0)] \), \( g(x) = 0 \), and the tail \( \Pi(x) := \Pi(x, \infty) \)) in two main cases of interest. Our conditions are imposed on the inverse local time subordinator rather than directly on the Markov process. Now let us define the main cases of interest for our results:

**Assumption 3.1 (Case (i)).** We impose on our subordinator that the drift is zero, and the tail \( \Pi(x) = \Pi(x, \infty) \) is regularly varying at \( \infty \) with index \(-\alpha \in (-1, 0)\), so \( \Pi(x) = x^{-\alpha}L(x) \) for \( L \) slowly varying at \( \infty \). We further impose there exist \( B, N > 0 \) such that the function \( x \mapsto x^N L(x) \) is non-decreasing on \( (B, \infty) \).

We impose that \( f(0) \in (0, 1) \), \( \lim_{t \to \infty} f(t) = \infty \), \( f \) is differentiable, \( tf'(t)\Pi(t) \) decreases to 0 as \( t \to \infty \) (so \( f \) is increasing), the inverse \( g := f^{-1} \) satisfies \( \lim_{t \to \infty} g(t+\varepsilon)/g(t) = 1 \) for all \( \varepsilon > 0 \), and there exists some value \( \beta > (1 + 2\alpha)/(2\alpha + \alpha^2) > 1 \) such that

\[
\lim_{t \to \infty} t\Pi \left( \frac{g(t)}{\log(t)^\beta} \right) = 0. \tag{3.1}
\]

**Remark 3.2.** Case (i) includes stable subordinators, and subordinators whose Lévy measure has similarly well-behaved tail asymptotics. Thus the set of Markov processes corresponding to case (i) includes Bessel processes, stable Lévy processes of index \( \alpha \in (1, 2) \), and other Markov processes with similarly well-behaved asymptotics. Case (ii) corresponds to a much broader class of processes.

**Assumption 3.3 (Case (ia)).** Under the assumptions of case (i), define “case (ia)” by imposing \( f, f' \) are \( \mathcal{O} \)-regularly varying at \( \infty \), the densities \( f_t(x)dx := \mathbb{P}(X_t \in dx) \) and \( u(x)dx := \Pi(dx) \) exist, \( u \) has bounded increase and bounded decrease (see Bertoin et al. 1989, p71 for precise definitions), and there exist constants \( a, x_0 \in (0, \infty) \), such that for all \( t \in (0, \infty) \) and \( x \geq g(t) + x_0 \), where \( g = f^{-1} \),

\[
f_t(x) \leq atu(x). \tag{3.2}
\]

**Remark 3.4.** If \( \Pi \) is regularly varying at \( \infty \) and the density \( f_t \) exists, then (3.2) holds for each fixed \( t \) and \( x > x(t) \), where \( x(t) \) may depend on \( t \) (see e.g. Yakymiv, 2002, Theorem 1). Here we further impose a bound on \( x(t) \), so that (3.2) holds uniformly among sufficiently many \( x \) and \( t \) for us to prove Theorem 3.18. For a stable subordinator of index \( \alpha \in (0, 1) \), the density \( f_t \) exists (see Bertoin, 1996, p227) and (3.2) holds (see Corollary 3.19), so case (ia) includes stable subordinators.

**Assumption 3.5 (Case (ii)).** We impose on our subordinator that the drift is zero, and the tail function \( \Pi(x) = \Pi(x, \infty) \) is CRV at \( \infty \), with lower index \( \beta(\Pi) > -1 \). We impose that \( f(0) \in (0, 1) \), for \( f \) increasing, and that there exists \( \varepsilon > 0 \) such that for \( g := f^{-1} \),

\[
\lim_{t \to \infty} t^{1+\varepsilon}\Pi (g(t)) = 0. \tag{3.3}
\]

**Remark 3.6.** In Assumption 3.5, we impose \( \beta(\Pi) > -1 \), which is equivalent to imposing that the function \( f_0^\infty \Pi(y)dy \) has positive increase as \( x \to \infty \). This has many equivalent formulations Bertoin (1996, Ex. III.7), Bingham et al. (1989, Section 2.1), and appears naturally in a range of contexts Barker (2019, p2), Bertoin (1996, p87).
Now let us introduce some notation required to formulate our results. Recall that $f : [0, \infty) \to (0, \infty)$ is increasing, $f(0) \in (0, 1)$, and $g := f^{-1}$ is the inverse of $f$, where we take $g(x) = 0$ for $x \in [0, f(0))$. The event $\mathcal{O}_u$ corresponds to bounding the inverse local time until time $u$ (or equivalently, bounding the local time until time $g(u)$). We will study the asymptotics of $\mathbb{P}(\mathcal{O}_u)$ as $u \to \infty$, and those of the integral $\Phi(s)$ of this probability.

$$\mathcal{O}_u := \{X_s \geq g(s), \forall 0 \leq s \leq u\}, \quad \Phi(s) := \int_0^s \mathbb{P}(\mathcal{O}_u)du. \quad (3.4)$$

We also study the event $\mathcal{O}_u$ for the process $X^{(0,a)}$ with truncated Lévy measure $\Pi(dx)\mathbb{1}_{\{x \in (0,a)\}}$,

$$\mathcal{O}_{u,X^{(0,a)}} := \left\{X^{(0,a)}_s \geq g(s), \forall 0 \leq s \leq u\right\}. \quad (3.6)$$

The time of our subordinator’s first jump of size larger than $x > 0$, or in the interval $(a, b)$ for $b > a > 0$, are respectively denoted by

$$\Delta^x_1 := \inf \{t \geq 0 : X_t - X_{t-} > x\}, \quad (3.7)$$

$$\Delta^{(a,b)}_1 := \inf \{t \geq 0 : X_t - X_{t-} \in (a, b)\}. \quad (3.8)$$

In Proposition 3.10 and Proposition 3.15, we determine that $I(f) < \infty$ is a necessary and sufficient condition for transience of the conditioned process, where

$$I(f) := \int_1^\infty f(x)\Pi(dx). \quad (3.9)$$

**Remark 3.7.** The necessary and sufficient condition $I(f) < \infty$ arises naturally in a number of contexts, including rate of growth of subordinators (Bertoin, 1996, Theorem III.13) and spectrally negative Lévy processes (Pardo, 2008, Theorem 3).

For $h < t$, by the stationary independent increments property, $\{X_t > g(t)|X_h = y\}$ is effectively equivalent to $\{X_{t-h} > g(t) - y\} = \{X_{t-h} > g(t-h) + h - y\}$, in terms of probability. The new boundary for $X$ to stay above is given by $g^b_y(\cdot)$, with $\mathcal{O}^b_y(s)$ corresponding to $\mathcal{O}_u$, $\Phi(s)$, where

$$g^b_y(t) := g(t + h) - y, \quad (3.10)$$

$$\mathcal{O}^b_y := \{X_s \geq g^b_y(s), \forall 0 \leq s \leq u\}, \quad (3.11)$$

$$\Phi^b_y(s) := \int_0^s \mathbb{P}(\mathcal{O}^b_y)du. \quad (3.12)$$

The functions $\rho(\cdot)$, $\rho^b_y(\cdot)$ are error terms in the upcoming ODEs (3.16) and (3.17).

$$\rho(t) := \frac{\mathbb{P}(\mathcal{O}_t)}{\Phi(t)} - \Pi(g(t)), \quad \rho^b_y(t) := \frac{\mathbb{P}(\mathcal{O}^b_y)}{\Phi^b_y(t)} - \Pi(g^b_y(t)). \quad (3.13)$$
The law of our conditioned process will be found by taking limits. Recalling the notation (3.4) and (3.11), for the measure $Q(\cdot) := \lim_{t \to \infty} \mathbb{P}(\cdot | \mathcal{O}_t)$, for all $\mathcal{B}_h \subset \mathcal{O}_h, \mathcal{B}_h \in \mathcal{F}_h$, where $(\mathcal{F}_u)_{u \geq 0}$ is the natural filtration of $X$,

$$Q(X_h \in dy; \mathcal{B}_h) := \lim_{t \to \infty} \mathbb{P}(X_h \in dy; \mathcal{B}_h | \mathcal{O}_t)$$

$$= \lim_{t \to \infty} \frac{\mathbb{P}(\mathcal{O}_t | X_h \in dy; \mathcal{B}_h) \mathbb{P}(X_h \in dy; \mathcal{B}_h)}{\mathbb{P}(\mathcal{O}_t)}$$

$$= \mathbb{P}(X_h \in dy; \mathcal{B}_h) \lim_{t \to \infty} \frac{\mathbb{P}(\mathcal{O}_{t-h}^q)}{\mathbb{P}(\mathcal{O}_t)}. \tag{3.15}$$

We shall see in Theorems 3.8 and 3.14 that the limit in (3.15) exists and is finite. In order to understand the behaviour of $X$ under $Q$, we study the probabilities $\mathbb{P}(\mathcal{O}_{t-h}^q)$ and $\mathbb{P}(\mathcal{O}_t)$ as $t \to \infty$. Corollary 4.4 relates the asymptotics of $\mathbb{P}(\mathcal{O}_t)$ to $\Phi(t)$, and $\mathbb{P}(\mathcal{O}_{t-h}^q)$ to $\Phi_y(t)$. We obtain the ODEs

$$\mathbb{P}(\mathcal{O}_t) = \frac{d}{dt} \Phi(t) = (\Pi(g(t)) + \rho(t)) \Phi(t), \tag{3.16}$$

$$\mathbb{P}(\mathcal{O}_{t-h}^q) = \frac{d}{dt} \Phi_y(t) = (\Pi(g_y(t)) + \rho_y(t)) \Phi_y(t). \tag{3.17}$$

These ODEs are easily solved, yielding (for $B > 0$ as in Assumption 3.1) the expressions

$$\Phi(t) = \Phi(1) \exp \left( \int_1^t \Pi(g(s))ds + \int_1^t \rho(s)ds \right), \quad \tag{3.18}$$

$$\Phi_y(t) = \Phi_y(t_0(y)) \exp \left( \int_{t_0(y)}^t \Pi(g_y(s))ds + \int_{t_0(y)}^t \rho_y(s)ds \right), \tag{3.19}$$

$$t_0(y) := f(Ay) \vee f(1 + 2/A), \quad A > 3 \vee (B - 1). \tag{3.20}$$

The error terms $\rho(\cdot)$ and $\rho_y(\cdot)$ are later shown to be integrable (the latter uniformly in $y$ and $h$), which is key for determining the distribution of our conditioned process. The required bound for $\rho(\cdot)$ is given in Remark 4.5, and we provide a uniform bound for $\rho_y(\cdot)$ in Lemma 4.2, proven in Section 5.

3.2. Results in the $I(f) < \infty$ Case. We shall see in Theorem 3.12 that when $I(f) < \infty$, any possible weak limit of our conditioned process $M$ is transient. Theorem 3.8 finds the distribution of the process $X$ in this case.

**Theorem 3.8.** With assumptions on $f$ and $\Pi$ in case (i) or case (ii), if $I(f) < \infty$, then the measure $Q(\cdot) := \lim_{t \to \infty} \mathbb{P}(\cdot | \mathcal{O}_t)$ exists for the space $\mathcal{D}[0, \infty)$, to which $X$ belongs, of càdlàg paths on $[0, \infty)$, in the sense that for all $h > 0$, $y > g(h)$, for all $\mathcal{B}_h \subset \mathcal{O}_h, \mathcal{B}_h \in \mathcal{F}_h$, where $(\mathcal{F}_u)_{u \geq 0}$ is the natural filtration of $X$,

$$Q(X_h \in dy; \mathcal{B}_h) = \frac{\Phi_y(\infty)}{\Phi(\infty)} \mathbb{P}(X_h \in dy; \mathcal{B}_h),$$

where $\Phi(\infty) < \infty$, $\Phi_y(\infty) < \infty$. Define, independently of $M$ or $X$, the random variable $C$ by

$$\mathbb{P}(C \in ds) := \frac{\mathbb{P}(\mathcal{O}_s)}{\Phi(\infty)} ds, \quad s \geq 0, \tag{3.21}$$
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which exists since $\Phi(\infty) < \infty$. Then for all $h \geq 0$, $Q(X_h < \infty) = P(\mathcal{C} > h)$.

Remark 3.9. Since $Q(X_h < \infty) = P(\mathcal{C} > h)$ for all $h > 0$, $X$ under $Q$ is finite until a random time, which we denote by $T_{\infty}$, and which has the same distribution under $Q$ as $\mathcal{C}$ under $P$. In particular, $Q(T_{\infty} \in ds) = P(\mathcal{C} \in ds)$ for all $s \geq 0$. In Theorem 3.12, we will show that under any possible weak limit measure, the process $M$ never returns to 0 after time $X_{T_{\infty}-} = \lim_{t \uparrow T_{\infty}} X_t$.

We shall now determine the behaviour of the conditioned Markov process $M$ until its first excursion longer than $g(t)$, and the time at which this excursion occurs. Describing the behaviour until the first excursion longer than $g(t)$, as $t \to \infty$, in fact gives full knowledge of how $M$ behaves under $Q$ until the time of its final, infinite excursion. We verify in Proposition 3.11 that $M$ is transient under $Q$ by showing that the process $M$ never returns to 0 after the start of this final excursion. Remark 3.13 considers the behaviour after this time.

Proposition 3.10. In cases (i) and (ii), $((X_u)_{\Delta^0_{\text{f}}(u) \geq 0}, \Delta^0_{\text{f}}(u), t \geq 0)$ under $P(\cdot | \mathcal{O}_t)$ converges as $t \to \infty$, in the sense that there exists a unique limit measure $Q'(\cdot)$, on the space $\mathcal{D}(0, \infty) \times (0, \infty)$, such that for all $y > g(x)$, $t > b > a > x > 0$, with $a, b, x, y$ fixed, and for all events $\mathcal{B}_X \in \mathcal{F}_x$, where $(\mathcal{F}_u)_{u \geq 0}$ is the natural filtration of $X$, such that $\mathcal{B}_X \subseteq \mathcal{O}_x$, for $\mathcal{C}$ as in (3.21),

$$\lim_{t \to \infty} P(X_x \in dy; B_X; \Delta^0_{\text{f}}(t) \in (a, b)|\mathcal{O}_t) = \int_a^b P(X_x \in dy; B_X|\mathcal{O}_s)P(\mathcal{C} \in ds),$$

(3.22)

for the exploration time $T'_\infty$ defined under $Q'$ as $T_{\infty}$ is defined under $Q$ in Remark 3.9. The projection of $Q'$ onto $(0, \infty)$ agrees with $Q$ in the sense that $Q'(T_{\infty} \in ds) = Q(T_{\infty} \in ds) = P(\mathcal{C} \in ds)$.

We shall now determine the behaviour of the conditioned process $M$ until a time corresponding to the point at which $X$ becomes infinite. Theorem 3.12 and Remark 3.13 consider the behaviour after this time. Proposition 3.11 requires some understanding of excursion theory of Markov processes. For background on excursion theory, we direct the reader to Bertoin (1996, Chapter IV).

Proposition 3.11. In cases (i) and (ii), if $I(f) < \infty$ then there exists a measure $Q''(\cdot)$ on the product space of the space containing the excursion process with $\mathcal{D}(0, \infty) \times (0, \infty)$, such that for all fixed $b > a > h > 0$, and for $\mathcal{B} \subseteq \mathcal{O}_h$, $B \in \mathcal{F}_h$, where $\mathcal{F}$ denotes the natural filtration of $X$, with $F_1$ a bounded continuous functional on the excursion process $(\varepsilon_s)_{s \geq 0}$ of $M$, defining the operator $\pi_h((Z_u)_{u \geq 0}) := (Z_u)_{u \geq 0}$, and letting $F_1$ satisfy $F_1((\varepsilon_s)_{s \geq 0}) = F_1(\pi_h((\varepsilon_s)_{s \geq 0}))$, so $F_1$ depends only on the excursion process of $M$ up to time $h$, we have

$$\lim_{t \to \infty} \mathbb{E} \left[ F_1(\pi_h((\varepsilon_s)_{s \geq 0})) 1_{\{\pi_h(X) \in B\}} 1_{\{\Delta^0_{\text{f}}(t) \in (a, b)\}} \right] = \int_S \int_{\mathcal{D}(0, \infty)} \mathbb{E} \left[ F_1(\pi_h((\varepsilon_s)_{s \geq 0}))|\pi_h(X) = \nu\right] Q'(\pi_h(X) \in du; T'_\infty \in du),$$

where $T'_\infty$ is the exploration time under the measure $Q''(\cdot)$, and the projection of $Q''(\cdot)$ onto $\mathcal{D}(0, \infty) \times (0, \infty)$ agrees with $Q'(\cdot)$. In particular, with the notation $\Delta := \Delta^0_{\text{f}}$, $((M_t)_{t \geq 0}, (X_s)_{s \geq 0}, \Delta)$ under $P(\cdot | \mathcal{O}_t)$ converges weakly as $t \to$
∞ to \(((M_t)_{t \geq s}^r, (X_s)_{s \geq t > 0}, T^r_{s})\) under \(Q''(\cdot)\). The behaviour of \(M\) under \(Q''(\cdot)\) before time \(T^r_{s}\) has the same distribution as the following construction, expressed in terms of the original measure \(P\) as follows: sampling the random time \(\epsilon = s\) under \(P(\cdot)\), we run \(X\) conditioned on \(O_s\) until time \(s\), take \(X_u = \infty\) for all \(u \geq s\), then construct \(M\) via its excursions using \((X_u)_{u \geq \infty}\) to determine the timing and length of each excursion, where we sample each excursion of \(M\) until time \(X_u\) using the excursion measure conditional on the given excursion length.

**Theorem 3.12.** In cases (i) and (ii), if \(I(f) < \infty\) then \(M\) is transient under any possible weak limit of the measure \(P(\cdot|\Omega_t)\) as \(t \to \infty\).

**Remark 3.13.** While the last excursion of the Markov process \(M\) is not dealt with explicitly here, the behaviour of \(M\) from time \(X_{\epsilon^{-}}\) onwards should be the same as that of \(M\) conditioned to avoid zero. Proving this requires existence of the limit as \(g(t) \to \infty\) of the excursion measure conditioned on the length (lifetime) of an excursion being longer than \(g(t)\), which is beyond the scope of this work. This is verified in the simple, single case where \(M\) is a 1-dimensional Brownian motion in Kolb and Savov (2016, p8). When \(M\) is a Lévy process, the behaviour of the process conditioned to avoid zero is well understood, see Pantí (2017, Theorem 8). There is some technical difficulty in applying results from Pantí (2017) to our final excursion. The measures \(Q, Q', Q''\) are constructed by conditioning until a deterministic time \(t \to \infty\), but in Pantí (2017), the measure is constructed by conditioning until an independent exponential random time with parameter \(q \to 0\). Equivalence of such deterministic and random limits is a separate matter, beyond the scope of this work.

### 3.3. Results in the \(I(f) = \infty\) Case

We now restrict our attention to case (i). We will see that when \(I(f) = \infty\), our conditioned Markov process is recurrent. Theorem 3.14 finds the distribution of the conditioned inverse local time subordinator in this case.

**Theorem 3.14.** In case (i), if \(I(f) = \infty\), then the law \(Q(\cdot) = \lim_{t \to \infty} P(\cdot|\Omega_t)\) exists for the process \(X\) in the sense that for all \(h > 0\) and \(y \geq g(h)\), for all \(h > 0\), \(y > g(h)\), for all \(B_h \subseteq \Omega_h, B_h \in \mathcal{F}_h\), where \((\mathcal{F}_h)_{h \geq 0}\) is the natural filtration of \(X\),

\[
Q(X_h \in dy; B_h) = \lim_{t \to \infty} \frac{P(O_h^{g(h)} \cap \Omega_t)}{P(\Omega_t)} P(X_h \in dy; B_h)
\]

\[
= q_h(y) P(X_h \in dy; B_h),
\]

where \(q_h(y)\) is finite, non-decreasing in \(y\), and satisfies

\[
q_h(y) = \frac{\Phi^h(t_0(y))}{\Phi(1)} \exp \left( \int_{t_0(y)}^{\infty} \left( \Pi(g^h(s)) - \Pi(g(s)) + \rho^h(s) \right) ds 
- \int_{1}^{\infty} \rho(s) ds - \int_{1}^{t_0(y)} \Pi(g(s)) ds \right),
\]

\(t_0(y) := f(Ay) \vee f(1 + 2/A), \quad A > 3 \vee (B - 1),\)

for \(B > 0\) as in Assumption 3.1, and where each integral is finite. In the case that \(t_0(y) < 1\), the final integral should be interpreted as \(- \int_{1}^{t_0(y)} \Pi(g(s)) ds = \int_{t_0(y)}^{1} \Pi(g(s)) ds\).
We now verify that when $I(f) = ∞$, $M$ is recurrent under the new measure $Q''(\cdot)$, as $X$ never hits infinity at a finite time, $Q$-almost surely, and then $M$ under $Q''(\cdot)$ is constructed from its excursion process and $X$.

**Proposition 3.15.** In case (i), if $I(f) = ∞$, then for each $h > 0$,

$$Q(X_h ∈ (g(h), ∞)) = 1.$$  

**Proposition 3.16.** In case (i), if $I(f) = ∞$, then there exists a measure $Q''(\cdot)$ on the product space of the space containing the excursion process with the space $I(0, ∞)$ of càdlàg paths on $[0, ∞)$, such that for all fixed $h > 0$, and for $B ⊆ \mathcal{O}_h$, $B ∈ \mathcal{F}_h$, where $\mathcal{F}$ denotes the natural filtration of $X$, let $F_1$ be a bounded continuous functional on the excursion process $x_{s>0}$ of $M$, defining the operator $π_h((Z_u)_{u≥0}) := (Z_u)_{h≥u≥0}$, with $F_1$ such that $F_1((x_{s≥0}) = F_1(π_h((x_{s≥0})))$,

$$\lim_{t→∞} \mathbb{E} \left[ F_1(π_h((x_{s≥0})) | π_h(X) ∈ B) \right] = \int_{B} \mathbb{E} \left[ F_1(π_h((x_{s≥0})) | π_h(X) = ν) Q(π_h(X) ∈ dν) \right] := \mathbb{E}_Q' \left[ F_1(π_h((x_{s≥0})) | π_h(X) ∈ B) \right] ,$$  

(3.24)

where the projection of $Q''(\cdot)$ onto $I(0, ∞)$ agrees with $Q(\cdot) = \lim_{t→∞} \mathbb{P}(\cdot | \mathcal{O}_t)$. In particular, as $t → ∞$, $((M_t)_{t≥0}, (X_s)_{s≥0})$ under $\mathbb{P}(\cdot | \mathcal{O}_t)$ converges weakly to $((M_t)_{t≥0}, (X_s)_{s≥0})$ under $Q''(\cdot)$. We construct $M$ via its excursions using $(X_u)_{u≥0}$ to determine the timing and length of each excursion, where we sample the excursions of $M$ using the excursion measure conditional on each excursion length. Moreover, $M$ visits $0$ at arbitrarily large times, so $M$ is recurrent under $Q''(\cdot)$.

Now we shall determine the entropic repulsion envelope through Theorem 3.18.

**Definition 3.17.** A non-decreasing function $w$, with $\lim_{h→∞} w(h) = ∞$, is in the entropic repulsion envelope $R_g$ (for the function $g = f^{-1}$) if

$$\lim_{h→∞} Q''(X_h ≥ w(h)g(h)) = 1.$$  

(3.25)

**Theorem 3.18.** In case (ia), a necessary and sufficient condition for non-decreasing $w$, for which $\lim_{h→∞} w(h) = ∞$, to be in $R_g$ (for the function $g = f^{-1}$) is

$$w ∈ R_g ⇐⇒ \lim_{h→∞} \int_{h}^{f(w(h)g(h))} \Pi(g(s))ds = 0.$$  

As a result, one can verify that the entropic repulsion envelope is always non-empty in case (ia), by finding suitable $w$. We illustrate the generality of Theorem 3.18 via the following corollary, expanding upon Kolb and Savov (2016, Theorem 4).

**Corollary 3.19.** In case (i), with $f, f' O$-regularly varying at $∞$, for a stable subordinator of index $α ∈ (0, 1)$, a necessary and sufficient condition for non-decreasing $w$, with $\lim_{h→∞} w(h) = ∞$, to be in $R_g$, for $g = f^{-1}$ is

$$w ∈ R_g ⇐⇒ \lim_{h→∞} \int_{h}^{f(w(h)g(h))} g(s)^{-α}ds = 0.$$
4. Proofs of Main Results

This section contains the proofs of the results stated in Section 3. First we state Lemmas 4.2 and 4.3, which are proven in Sections 5 and 7, respectively.

**Definition 4.1.** In this paper we use the following asymptotic notation:

\( f(x) \sim g(x) \) as \( x \to \infty \) if \( \lim_{x \to \infty} f(x)/g(x) = 1 \).

\( f(x) \lesssim g(x) \) if there exists \( C \in (0, \infty) \) such that for all large enough \( x \), \( f(x) \leq Cg(x) \).

Moreover, we write \( f(x) \gtrsim g(x) \) if \( g(x) \lesssim f(x) \), and

\( f(x) \asymp g(x) \) if both \( f(x) \gtrsim g(x) \) and \( f(x) \lesssim g(x) \).

**Lemma 4.2.** In cases (i) and (ii), there exists a function \( u(t) \) with \( \lim_{t \to \infty} u(t) = 0 \), and there exists \( \varepsilon > 0 \) such that for all \( A > 3 \), uniformly in \( h > 0 \), \( y > g(h) \), and \( t > t_0(y) \) as defined in (3.20),

\[
\rho^h(t) \lesssim \frac{1}{t \log(t)^{1+\varepsilon}} \left( 1 + \frac{1}{f(y) - h} \right),
\]

(4.1)

\[
\rho^h(t) \leq u(t) \Pi(g(t)) \left( 1 + \frac{1}{f(y) - h} \right).
\]

(4.2)

The inequalities (4.1) and (4.2) also hold when \( y = h = 0 \), for \( t > t_0(0) > 0 \), with \( \rho(t) \) in place of \( \rho^h(t) \).

**Lemma 4.3.** In cases (i) and (ii), for the function \( \rho \) as defined in (3.13), \( \rho(t) = o(\Pi(g(t))) \) as \( t \to \infty \), and moreover, \( \int_1^\infty \rho(s)ds > -\infty \).

Corollary 4.4 follows immediately from Lemmas 4.2 and 4.3.

**Corollary 4.4.** In cases (i) and (ii), as \( t \to \infty \),

\[
\mathbb{P}(O_t) = (\Pi(g(t)) + \rho(t)) \Phi(t) = (1 + o(1)) \Pi(g(t)) \Phi(t).
\]

**Remark 4.5.** Taking \( y = h = 0 \) in (4.1), it follows that \( \int_1^\infty \rho(s)ds < \infty \). Then as \( \int_1^\infty \rho(s)ds > -\infty \) by Lemma 4.3, it follows immediately from (3.18) that as \( t \to \infty \),

\[
\Phi(t) = \Phi(1) \exp \left( \int_1^t (\Pi(g(s)) + \rho(s))ds \right) \asymp \exp \left( \int_1^t \Pi(g(s))ds \right).
\]

(4.3)

4.1. Proofs in the \( I(f) < \infty \) Case.

4.1.1. Proof of Theorem 3.8.

**Proof of Theorem 3.8:** First, let us verify that \( \Phi(\infty) < \infty \). Recalling that \( g := f^{-1} \),

we have

\[
I(f) = \int_1^\infty f(x)\Pi(dx) = \int_1^\infty \int_0^{f(x)} dy\Pi(dx)
\]

(4.4)

\[
= \int_0^\infty \int_{1 \vee g(y)}^\infty \Pi(dx)dy = \int_0^\infty \Pi(1 \vee g(y))dy.
\]

Now, recall from (3.18) that

\[
\Phi(\infty) = \Phi(1) \exp \left( \int_1^\infty \Pi(g(s))ds + \int_1^\infty \rho(s)ds \right).
\]
By Corollary 4.4, as \( s \to \infty \), \( \rho(s) = o(\Pi(g(s))) \). Then by (4.4), since \( I(f) < \infty \),

\[
\int_1^\infty \Pi(g(s))ds + \int_1^\infty \rho(s)ds \overset{(4.4)}{\lesssim} \int_1^\infty \Pi(g(s))ds < \infty,
\]

so \( \Phi(\infty) < \infty \). Now, \( \int_1^\infty \rho(s)ds > -\infty \) by Lemma 4.3, and hence

\[
I(f) < \infty \iff \Phi(\infty) < \infty.
\]

To show \( \Phi_y^h(\infty) < \infty \), with \( t_0(y) \) as defined in (3.20), recall that by (3.19),

\[
\Phi_y^h(\infty) = \Phi_y^h(t_0(y)) \exp \left( \int_{t_0(y)}^\infty \Pi(g_y^h(s))ds + \int_{t_0(y)}^\infty \rho_y^h(s)ds \right).
\]

Now, observe that for each fixed \( y, h > 0 \), \( g(s) \sim g_y^h(s) \) as \( s \to \infty \), by (3.10) and the properties of \( g \) introduced in Assumption 3.1, so \( \Pi(g(s)) \sim \Pi(g_y^h(s)) \) as \( s \to \infty \), since \( \Pi \) is CRV at \( \infty \). Now, applying (4.2) and (4.4), since \( y \) and \( h \) are fixed and \( y > g(h) \) implies \( f(y) - h > 0 \), noting \( s > t_0(y) \) ensures \( g_y^h(s) > 0 \), we get

\[
\int_{t_0(y)}^\infty \Pi(g_y^h(s))ds + \int_{t_0(y)}^\infty \rho_y^h(s)ds \overset{(4.2)}{\lesssim} \left( 1 + \frac{1}{f(y) - h} \right) \int_{t_0(y)}^\infty \Pi(g(s))ds \overset{(4.4)}{<} \infty,
\]

so \( \Phi_y^h(\infty) < \infty \). By (3.15) and Corollary 4.4, since \( \Pi(g(t)) \sim \Pi(g_y^h(t - h)) \) as \( t \to \infty \),

\[
\mathbb{Q}(X_h \in dy; \mathcal{B}_h) \overset{\text{(3.15)}}{=} \mathbb{P}(X_h \in dy; \mathcal{B}_h) \lim_{t \to \infty} \frac{\mathbb{P}(O_y^h(t - h))}{\mathbb{P}(O_y^h)} (4.6)
\]

\[
\mathbb{P}(X_h \in dy; \mathcal{B}_h) \lim_{t \to \infty} \frac{\Pi(g_y^h(t - h))\Phi_y^h(t - h)}{\Pi(g(t))\Phi(t)} = \mathbb{P}(X_h \in dy; \mathcal{B}_h) \frac{\Phi_y^h(\infty)}{\Phi(\infty)}. (4.7)
\]

Now we show \( \mathbb{Q}(X_h < \infty) = \mathbb{P}(C > h) \). Applying (4.6) with \( \mathcal{B}_h = \mathcal{O}_h \),

\[
\mathbb{Q}(X_h < \infty) = \int_{g(h)}^\infty \mathbb{Q}(X_h \in dy) \overset{\text{(3.15)}}{=} \int_{g(h)}^\infty \frac{\Phi_y^h(\infty)}{\Phi(\infty)} \mathbb{P}(X_h \in dy; \mathcal{O}_h)
\]

\[
= \frac{1}{\Phi(\infty)} \int_{g(h)}^\infty \mathbb{P}(O_y^h) \mathbb{P}(X_h \in dy; \mathcal{O}_h)
\]

\[
= \frac{1}{\Phi(\infty)} \int_{g(h)}^\infty \int_0^\infty \mathbb{P}(O_y^h) \mathbb{P}(X_h \in dy; \mathcal{O}_h) dv.
\]

Now, \( \mathbb{P}(O_y^h) \mathbb{P}(X_h \in dy; \mathcal{O}_h) = \mathbb{P}(O_{v+h}; X_h \in dy) \) by (3.11). Then by the definition (3.4) of \( O_{v+h} \),

\[
\mathbb{Q}(X_h < \infty) = \frac{1}{\Phi(\infty)} \int_0^\infty \int_{g(h)}^\infty \mathbb{P}(O_{v+h}; X_h \in dy) dv
\]

\[
= \frac{1}{\Phi(\infty)} \int_0^\infty \mathbb{P}(O_{v+h}; X_h > g(h)) dv
\]

\[
\overset{\text{(3.4)}}{=} \frac{1}{\Phi(\infty)} \int_0^\infty \mathbb{P}(O_{v+h}) dv
\]
= \frac{1}{\Phi(\infty)} \int_{h}^{\infty} \mathbb{P}(\mathcal{O}_u) \, du =: \mathbb{P}(\mathcal{C} > h).

4.1.2. Proof of Proposition 3.10.

Proof of Proposition 3.10: For \( y > g(x) \), \( t > b > a > x > 0 \), with \( a, b, x, y \) fixed, and an event \( B_X \in \mathcal{F}_t \), where \( (\mathcal{F}_u)_{u \geq 0} \) is the natural filtration of \( X_t \), such that \( B_X \subseteq \mathcal{O}_t \), consider

\[
\lim_{t \to \infty} \mathbb{P} \left( X_x \in dy; B_X; \Delta_1^{g(t)} \in (a, b) | \mathcal{O}_t \right). \quad (4.8)
\]

If \( \Delta_1^{g(t)} \in ds \), then \( X_s > g(t) \), so \( \mathcal{O}_t \) is fully attained by time \( s \), and \( \mathcal{O}_t \) can be replaced by \( \mathcal{O}_s \), so

\[
(4.8) = \lim_{t \to \infty} \frac{1}{\mathbb{P}(\mathcal{O}_t)} \int_{a}^{b} \mathbb{P} \left( X_x^{(0, g(t))} \in dy; B_X^{(0, g(t))}; \Delta_1^{g(t)} \in ds; \mathcal{O}_t \right) \]

\[
= \lim_{t \to \infty} \frac{1}{\mathbb{P}(\mathcal{O}_t)} \int_{a}^{b} \mathbb{P} \left( X_x^{(0, g(t))} \in dy; B_X^{(0, g(t))}; \mathcal{O}_s^{(0, g(t))} \right) \mathbb{P} \left( \Delta_1^{g(t)} \in ds \right) \]

\[
= \lim_{t \to \infty} \frac{\Pi(g(t))}{\mathbb{P}(\mathcal{O}_t)} \int_{a}^{b} \mathbb{P} \left( X_x^{(0, g(t))} \in dy; B_X^{(0, g(t))}; \mathcal{O}_s^{(0, g(t))} \right) e^{-\Pi(g(t))s} \, ds. \quad (4.9)
\]

Now, since \( \lim_{t \to \infty} e^{-\Pi(g(t))s} = 1 \), uniformly among \( s \in (a, b) \),

\[
(4.8) = \lim_{t \to \infty} \frac{\Pi(g(t))}{\mathbb{P}(\mathcal{O}_t)} \int_{a}^{b} \mathbb{P} \left( X_x^{(0, g(t))} \in dy; B_X^{(0, g(t))}; \mathcal{O}_s^{(0, g(t))} \right) \, ds.
\]

Applying Corollary 4.4, and recalling from (4.5) that \( \Phi(\infty) < \infty \) when \( I(f) < \infty \),

\[
(4.8) = \frac{1}{\Phi(\infty)} \lim_{t \to \infty} \int_{a}^{b} \mathbb{P} \left( X_x^{(0, g(t))} \in dy; B_X^{(0, g(t))}; \mathcal{O}_s^{(0, g(t))} \right) \, ds \quad (4.10)
\]

\[
= \frac{1}{\Phi(\infty)} \lim_{t \to \infty} \int_{a}^{b} \mathbb{P} \left( X_x^{(0, g(t))} \in dy; B_X^{(0, g(t))}; \mathcal{O}_s^{(0, g(t))} \right) \mathbb{P} \left( \mathcal{O}_s^{(0, g(t))} \right) \, ds.
\]

Now, \( \lim_{t \to \infty} \mathbb{P}(\mathcal{O}_s^{(0, g(t))})/\mathbb{P}(\mathcal{O}_s) = 1 \), uniformly among \( s \in (a, b) \), so

\[
(4.8) = \lim_{t \to \infty} \int_{a}^{b} \mathbb{P} \left( X_x^{(0, g(t))} \in dy; B_X^{(0, g(t))}; \mathcal{O}_s^{(0, g(t))} \right) \frac{\mathbb{P}(\mathcal{O}_s)}{\Phi(\infty)} \, ds,
\]
and similarly \( \mathbb{P}(X^0_s \in dy; B_X \mid \mathcal{O}_{s, X^0_s}) \sim \mathbb{P}(X_s \in dy; B_X \mid \mathcal{O}_s) \) as \( t \to \infty \), uniformly among \( s \in (a, b) \). Then by the definition of \( \mathcal{C} \) in (3.21),

\[
(4.8) = \int_a^b \mathbb{P}(X_s \in dy; B_X \mid \mathcal{O}_s) \frac{\mathbb{P}((\mathcal{O}_s))}{\Phi(\infty)} ds = \int_a^b \mathbb{P}(X_s \in dy; B_X \mid \mathcal{O}_s) \mathbb{P}(\mathcal{C} \in ds)
\]

\( =: \mathbb{Q}'(X_s \in dy; B_X; T'_\infty \in (a, b)) \).

(4.11)

It is clear that (4.11) uniquely determines the limit measure \( \mathbb{Q}'(\cdot) \) on \( \mathcal{D}(0, \infty) \times (0, \infty) \). To verify that \( T'_\infty \) under \( \mathbb{Q}'(\cdot) \) has the desired properties, by (4.11) with \( B_X = \mathcal{O}_x \), since \( x < a < b \),

\[
\mathbb{Q}'(T'_\infty \in (a, b)) = \int_{g(x)}^\infty \mathbb{Q}'(X_s \in dy; \mathcal{O}_s; T'_\infty \in (a, b)) ds
= \int_{g(x)}^\infty \int_a^b \mathbb{P}(X_s \in dy; \mathcal{O}_s) \mathbb{P}(\mathcal{C} \in ds)
= \int_a^b \mathbb{P}(X_s > g(x); \mathcal{O}_s) \mathbb{P}(\mathcal{C} \in ds)
= \int_a^b \mathbb{P}(\mathcal{C} \in ds) = \mathbb{P}(\mathcal{C} \in (a, b)) = \mathbb{Q}(T'_\infty \in (a, b)).
\]

Similarly, by (4.11) with \( B_X = \mathcal{O}_x \), taking limits as \( a \to x \) and \( b \to \infty \), since \( x < s \), we also have

\[
\mathbb{Q}'(X_s < \infty) = \int_{g(x)}^\infty \int_x^\infty \mathbb{P}(X_s \in dy; \mathcal{O}_s) \mathbb{P}(\mathcal{C} \in ds)
= \int_x^\infty \mathbb{P}(X_s > g(x); \mathcal{O}_s) \mathbb{P}(\mathcal{C} \in ds)
= \int_x^\infty \mathbb{P}(\mathcal{C} \in ds) = \mathbb{P}(\mathcal{C} > x) = \mathbb{Q}'(T'_\infty > x),
\]

so that \( T'_\infty \) is indeed the explosion time for the process \( X \) under \( \mathbb{Q}'(\cdot) \).

4.1.3. **Proof of Proposition 3.11.**

**Proof of Proposition 3.11:** Recall \( \Delta_1^{(t)} \) is the time of \( X \)'s first jump bigger than \( g(t) \), \( \pi_h(X) \) is the sample path of \( X \) up to time \( h \). \( F_1 \) is a functional on the excursion process, and \( B \subseteq \mathcal{O}_h, B \in \mathcal{F}_h \), where \( (\mathcal{F}_n)_{n \geq 0} \) is \( X \)'s natural filtration. For fixed \( b > a > h > 0 \), disintegrating on the values of \( \Delta_1^{(t)} \) and \( \pi_h(X) \),

\[
\mathbb{E} \left[ \prod_{(\pi_h(X) \in B)} \prod_{(\Delta_1^{(t)} \in (a, b))} F_1(\pi_h((\epsilon_s)_{s \geq 0})) \mid \mathcal{O}_t \right]
\]

\[
= \int_{v \in B} \int_{u \in (a, b)} \mathbb{E}[F_1(\pi_h((\epsilon_s)_{s \geq 0}))|\mathcal{O}_t; \pi_h(X) = \nu; \Delta_1^{(t)} = u]
\]

\[\times \mathbb{P}(\pi_h(X) \in dv; \Delta_1^{(t)} \in du|\mathcal{O}_t).\]

Given a fixed path \( \pi_h(X) = \nu, \pi_h((\epsilon_s)_{s \geq 0}) \) depends only on \( \nu \), so \( \pi_h((\epsilon_s)_{s \geq 0}) \) is conditionally independent of \( \Delta_1^{(t)} \) and \( \mathcal{O}_t \). Here, \( h < a < u \), so the excursion process \((\epsilon_s)_{s \geq 0}\) contains only excursions of length at most \( g(t) \), so we may replace
\( \pi_h((s, s > 0)) \) by \( \pi_h((s, s > 0)) \), where \( (s, s > 0) \) is the excursion process sampled using the conditional excursion measure on the space of excursions of length at most \( g(t) \), so

\[
(4.12) = \int_B \int_a^b \mathbb{E} \left[ F_1(\pi_h((s, s > 0))) \right] \pi_h(X) = \nu \mathbb{P} \left( \pi_h(X) \in dv; \Delta_t^{(g(t))} \in du \mid \mathcal{O}_t \right),
\]

Now, \( \lim_{t \to 0} \mathbb{E}[F_1(\pi_h((s, s > 0))) \mid \pi_h(X) = \nu] = \mathbb{E}[F_1(\pi_h((s, s > 0))) \mid \pi_h(X) = \nu] \), and moreover by Proposition 3.10, \( \lim_{t \to \infty} \mathbb{P}(\pi_h(X) \mid \Delta_t^{(g(t))} \in du; \mathcal{O}_t = \mathbb{Q}'(\pi_h(X) \mid \mathcal{O}_t) = \mathbb{Q}'(\pi_h(X) \mid du; T_{\infty}^t \in du) \), so

\[
\lim_{t \to \infty} (4.12) = \int_B \int_a^b \mathbb{E} \left[ F_1(\pi_h((s, s > 0))) \right] \pi_h(X) = \nu \mathbb{Q}'(\pi_h(X) \mid du; T_{\infty}^t \in du)
\]

\[
= \mathbb{E}_{\mathbb{Q}'} \left[ F_1(\pi_h((s, s > 0))) \mathbb{I}_{\{\pi_h(X) \in \mathcal{O}\}} \right], \tag{4.13}
\]

where we are able to exchange the order of limits and integration since \( F_1 \) is bounded. Taking \( F_1 \equiv 1 \), it follows immediately that \( \mathbb{Q}'(\cdot) \) and \( \mathbb{Q}'(\cdot) \) agree on \( D[0, \infty) \times (0, \infty) \). The weak convergence of \( (\mathbb{M}_t X_{\infty - t > 0}, (X_s)_{s > 0}, T_{\infty}) \) under \( \mathbb{P}(\cdot \mid \mathcal{O}_t) \) to \( (\mathbb{M}_t X_{\infty - t > 0}, (X_s)_{s > 0}, T_{\infty}'(\cdot)) \) under \( \mathbb{Q}'(\cdot) \) as \( t \to \infty \) then follows immediately from the fact (see e.g. Bertoin, 1996, Ex. IV.6.3 or Kolb and Savov, 2016, p113) that for all \( x > 0 \), \( (\mathbb{M}_t X_{\infty - t > 0}) \) is uniquely determined by \( (s, s > 0) \) and \( (X_s)_{s > 0} \), and both of \( (s, s > 0) \) and \( (X_s)_{s > 0} \) have weak limits as determined in (4.13). That is, we construct \( M \) pathwise via its excursions using \( (X_n)_{n > 0} \) to determine the timing and length of each excursion, where we sample the excursions of \( M \) until time \( X_{\infty -} \) using the excursion measure conditional on each excursion length. Similarly, the explicit description of the behaviour of \( M \) until time \( X_{\infty -} \) under \( \mathbb{Q}'(\cdot) \) follows immediately from the definition of \( \mathbb{Q}'(\cdot) \) in (3.22), using the fact that \( \mathbb{Q}'(\cdot) \) and \( \mathbb{Q}'(\cdot) \) agree on \( D[0, \infty) \times (0, \infty) \). \( \square \)

4.1.4. Proof of Theorem 3.12.

Proof of Theorem 3.12: As \( X \) determines the lengths and timings of excursions of \( M \) (see Bertoin, 1996, Ex. IV.6.3), it follows that for all \( K > 0 \) and \( b > a > 0 \), for all \( t \) large enough that \( g(t) > K \),

\[
\{\Delta_t^{(g(t))} \in (a, b)\} = \{\Delta_t^{(g(t))} \in (a, b)\} \cap \{M_v \neq 0, \text{ for all } v \in (X_{\Delta_t^{(g(t))} -}, X_{\Delta_t^{(g(t))} +} + K)\}. \tag{4.14}
\]

Let us assume that a weak limit measure \( \mathbb{Q}'(\cdot) = \lim_{t \to \infty} \mathbb{P}(\cdot \mid \mathcal{O}_t) \) exists on the space containing \( (M_t)_{t \geq 0} \). Such a measure must agree with \( \mathbb{Q}'(\cdot) \) on \( D(0, \infty) \times (0, \infty) \), as we proved in Proposition 3.10 that any such limit measure is uniquely determined on \( D(0, \infty) \times (0, \infty) \) by (3.22). It follows that for all \( K > 0 \) and \( b > a > 0 \),

\[
\lim_{t \to \infty} \mathbb{P}(M_v \neq 0, \text{ for all } v \in (X_{\Delta_t^{(g(t))} -}, X_{\Delta_t^{(g(t))} +} + K); \Delta_t^{(g(t))} \in (a, b) \mid \mathcal{O}_t) \tag{4.15}
\]

\[
= \mathbb{Q}'(M_v \neq 0, \text{ for all } v \in (X_{\Delta_t^{(g(t))} -}, X_{\Delta_t^{(g(t))} +} + K); \hat{T}_{\infty} \in (a, b)),
\]

where \( \hat{T}_{\infty} \) is the explosion time for \( X \) under \( \mathbb{Q}'(\cdot) \). But also by (4.14) and uniqueness of the limit measure on \( D[0, \infty) \times (0, \infty) \), we have for all \( K > 0 \) and \( b > a > 0 \),

\[
\mathbb{Q}'(M_v \neq 0, \text{ for all } v \in (X_{\hat{T}_{\infty} -}, X_{\hat{T}_{\infty} +} + K); \hat{T}_{\infty} \in (a, b)) = (4.15)
\]
Then by Lemma 4.6. In case (i), for \( t_0(y) \) as in (3.20), uniformly in \( h > 0, y > g(h) \), and \( t \in (t_0(y), \infty] \),
\[
\int_{t_0(y)}^{t} \left( \Pi(g(s + h) - y) - \Pi(g(s)) \right) ds \lesssim y f'(y) \Pi(y).
\] (4.16)

4.2. Proofs in the \( I(f) = \infty \) Case. The next three proofs require Lemma 4.6, proven in Section 7.

**Lemma 4.6.** In case (i), for \( t_0(y) \) as in (3.20), uniformly in \( h > 0, y > g(h) \), and \( t \in (t_0(y), \infty] \),
\[
\int_{t_0(y)}^{t} \left( \Pi(g(s + h) - y) - \Pi(g(s)) \right) ds \lesssim y f'(y) \Pi(y).
\] (4.16)

4.2.1. Proof of Theorem 3.14.

**Proof of Theorem 3.14:** For fixed \( h > 0 \), \( y > g(h) \), we will prove that \( q_h(y) := \lim_{t \to \infty} \mathbb{P}(O^{\mathcal{F}_{t-h}}_h) / \mathbb{P}(O_t) < \infty \). For each \( h > 0 \), \( y > g(h) \), note that \( g(t) \sim g^h_b(t - h) \) by the properties of \( g(t) \) given in Assumption 3.1. Hence \( \Pi(g(t)) \sim \Pi(g^h_b(t - h)) \) as \( t \to \infty \), since \( \Pi \) is CRV at \( \infty \). Thus, applying Corollary 4.4,
\[
\lim_{t \to \infty} \frac{\mathbb{P}(\mathcal{O}^{\mathcal{F}_{t-h}}_h)}{\mathbb{P}(O_t)} = \lim_{t \to \infty} \frac{\Pi(g^h_b(t - h)) \Phi^h_b(t)}{\Pi(g(t)) \Phi(t)} = \lim_{t \to \infty} \frac{\Phi^h_b(t)}{\Phi(t)}.
\] (4.17)

Then by (3.18) and (3.19), for \( t_0(y) \) as defined in (3.20),
\[
\int_{t_0(y)}^{t} \left( \Pi(g^h_b(s)) + \rho^h_b(s) \right) ds - \int_{1}^{t} \left( \Pi(g(s)) + \rho(s) \right) ds.
\]

By (4.1) in Lemma 4.2, the integral \( \int_{t_0(y)}^{\infty} \rho^h_b(s) ds \) is uniformly bounded for all \( h > 0 \), \( y > g(h) \). By Lemma 4.3, it follows that \( - \int_{1}^{\infty} \rho(s) ds < \infty \), so
\[
(4.17) \lesssim \frac{\Phi^h_b(t_0(y))}{\Phi(1)} \lim_{t_0(y) \to \infty} \left( \int_{t_0(y)}^{t} \left( \Pi(g^h_b(s)) - \Pi(g(s)) \right) ds \right)
\]
\[
\lesssim \frac{\Phi^h_b(t_0(y))}{\Phi(1)} \lim_{t_0(y) \to \infty} \left( \int_{t_0(y)}^{t} \left( \Pi(g^h_b(s)) - \Pi(g(s)) \right) ds \right).
\]

Applying Lemma 4.6, and recalling that \( y f'(y) \Pi(y) \) decreases to zero as \( y \to \infty \),
\[
(4.17) \lesssim \frac{\Phi^h_b(t_0(y))}{\Phi(1)} \exp \left( y f'(y) \Pi(y) \right) < \infty.
\]

Now, \( q_h(y) := \lim_{t \to \infty} \mathbb{P}(O^{\mathcal{F}_{t-h}}_h) / \mathbb{P}(O_t) \) is non-decreasing in \( y \) since for all \( y < y' \),
\( g^h_b(t) = g(t + h) - y > g(t + h) - y' = g^h_{y'}(t) \), and so \( \mathbb{P}(O^{\mathcal{F}_{t-h}}_h) \leq \mathbb{P}(O^{\mathcal{F}_{t-h}}_{y'}) \). Finally, we conclude by (3.15) that \( \mathcal{Q}(X_h \in dy; \mathcal{B}_h) = \mathbb{P}(X_h \in dy; \mathcal{B}_h) q_h(y) \), as required. \( \square \)
Proof of Proposition 3.15: For \( h > 0 \), \( \lim_{t \to \infty} \mathbb{P}(X_h \in (g(h), \infty)) = 1 \). We will prove by dominated convergence Kallenberg (2002, Theorem 1.21) that limits and integration can be exchanged from (4.18) to (4.19), so by (3.15), for all \( h > 0 \),

\[
1 = \lim_{t \to \infty} \mathbb{P}(X_h \in (g(h), \infty)|O_t) = \lim_{t \to \infty} \int_{g(h)}^{\infty} \mathbb{P}(X_h \in dy|O_t)
\]

\[
= \lim_{t \to \infty} \int_{g(h)}^{\infty} \frac{\mathbb{P}(O_t^g \cap \{ h \}} {\mathbb{P}(O_t)} \mathbb{P}(X_h \in dy; O_h) \tag{4.18}
\]

\[
\leq \int_{g(h)}^{\infty} \lim_{t \to \infty} \frac{\mathbb{P}(O_t^g \cap \{ h \}} {\mathbb{P}(O_t)} \mathbb{P}(X_h \in dy; O_h) \tag{4.19}
\]

\[
= \mathbb{Q}(X_h \in (g(h), \infty)), \tag{4.20}
\]

as required. For \( A > 3 \vee (B - 1) \), we will bound the integral over \((g(h), \infty)\) via:

\[
\left[ \frac{g(t - h)}{A}, \infty \right) \cup (g(h), g(h + 1))] \cup \left( g(h + 1), \frac{g(t - h)}{A} \right] =: I_1 \cup I_2 \cup I_3. \tag{4.21}
\]

Proof for \( I_1 \). Since \( y \in I_1 \) if and only if \( t \leq f(Ay) + h \), by Corollary 4.4,

\[
\int_{g(h)}^{\infty} \mathbb{1}_{(y \in I_1)} \frac{\mathbb{P}(O_t^g \cap \{ h \}} {\mathbb{P}(O_t)} \mathbb{P}(X_h \in dy; O_h) \leq \int_{g(h)}^{\infty} \mathbb{1}_{(y \in I_1)} \frac{\mathbb{P}(O_t^g \cap \{ h \}} {\mathbb{P}(g(t)) \Phi(t)} \mathbb{P}(X_h \in dy)
\]

\[
= \frac{\mathbb{P}(X_h \geq \frac{g(t-h)}{A})}{\Pi(g(t)) \Phi(t)}. \tag{4.22}
\]

Now, \( I(f) = \infty \), so \( \lim_{t \to \infty} \Phi(t) = \infty \) by (4.5), and it suffices to show that

\[
\limsup_{t \to \infty} \frac{\mathbb{P}(X_h \geq \frac{g(t-h)}{A})}{\Pi(g(t))} \tag{4.22}
\]

is finite for each fixed \( h > 0 \), as the integral in (4.18) over the region \( I_1 \) tends to 0 as \( t \to \infty \), so the dominated convergence theorem applies, trivially, on \( I_1 \).

Recall the notation in (3.7). Observe that \( \Delta_{g(t)} \) has exponential distribution of rate \( \Pi(g(t)) \), so

\[
\mathbb{P}(X_h \geq \frac{g(t-h)}{A}) = \mathbb{P}(X_h \geq \frac{g(t-h)}{A}; \Delta_{g(t)} > h) + \mathbb{P}(X_h \geq \frac{g(t-h)}{A}; \Delta_{g(t)} \leq h)
\]

\[
\leq \mathbb{P}(X_{h^{(0,g(t))}} \geq \frac{g(t-h)}{A}) + \mathbb{P}(\Delta_{g(t)} \leq h)
\]

\[
= \mathbb{P}(X_{h^{(0,g(t))}} \geq \frac{g(t-h)}{A}) + 1 - e^{-h \Pi(g(t))}
\]

\[
\leq \mathbb{P}(X_{h^{(0,g(t))}} \geq \frac{g(t-h)}{A}) + h \Pi(g(t)), \tag{4.23}
\]

where \( X_{h^{(0,g(t))}} \) has the same Lévy measure as \( X \), but restricted to \((0, g(t))\), so \( X_{h^{(0,g(t))}} \) has no jumps larger than \( g(t) \). By (4.23) and Markov’s inequality,

\[
(4.22) - h \leq \limsup_{t \to \infty} \frac{\mathbb{P}(X_{h^{(0,g(t))}} \geq \frac{g(t-h)}{A})}{\Pi(g(t))}
\]
\[ \limsup_{t \to \infty} \frac{A\mathbb{E}[X_h^{0,g(t)}]}{\prod(g(t))g(t-h)} = \limsup_{t \to \infty} \frac{A h \int_0^{g(t)} x \Pi(dx)}{\prod(g(t))g(t-h)}. \]

Now, \( \int_0^{g(t)} x \Pi(dx) = \int_0^{g(t)} \int_{y=0}^x dy \Pi(dx) = \int_0^{g(t)} \int_{y=y}^{g(t)} \Pi(dx)dy \leq \int_0^{g(t)} \Pi(y)dy. \) Then because \( \Pi \) is regularly varying at \( \infty \), by Karamata’s theorem (Bingham et al., 1989, Prop 1.5.8), we deduce, as required for dominated convergence on \( I_1 \), that for each \( h > 0 \),

\[
(4.22) \lesssim h + \limsup_{t \to \infty} \frac{A h \int_0^1 \Pi(y)dy + A h \int_1^{g(t)} \Pi(y)dy}{\prod(g(t))g(t-h)} < \infty.
\]

Proof for \( I_2 \). By Theorem 3.14, \( q_h(y) \) is non-decreasing in \( y \), so by (3.23), \( \mathbb{P}(O_{t-h}^h) \) is non-decreasing in \( y \). Now, \( \lim_{t \to \infty} \mathbb{P}(O_{t-h}^{g(h+1)})/\mathbb{P}(O_t) = q_h(g(h+1)) < \infty \) for each fixed \( h \) by Theorem 3.14, and we conclude that

\[
\lim_{t \to \infty} \int_{g(h)}^\infty \mathbb{P}(O_{t-h}^h) \mathbb{P}(X_h \in dy; \mathcal{O}_h) \\
\leq \lim_{t \to \infty} \frac{\mathbb{P}(O_{t-h}^{g(h+1)})}{\mathbb{P}(O_t)} \int_{g(h)}^\infty \mathbb{P}(X_h \in dy; \mathcal{O}_h) \\
= q_h(g(h+1)) \mathbb{P}(X_h \in I_2; \mathcal{O}_h),
\]

which is finite for each \( h > 0 \), so dominated convergence applies on \( I_2 \).

Proof for \( I_3 \). By (3.17) and Corollary 4.4, for all large enough \( t \),

\[
\frac{\mathbb{P}(O_{t-h}^h)}{\mathbb{P}(O_t)} \leq 2 \frac{[\prod(g_h^b(t-h)) + \rho_b^h(t-h)] \Phi_b^h(t-h)}{\prod(g(t))\Phi(t)}.
\]

For \( y \in I_3, y > g(h+1) \), so \( f(y) - h > f(g(h+1)) - h = 1 \), and \( 1 + 1/(f(y) - h) < 2 \). By (4.2), as \( \lim_{t \to \infty} u(t) = 0 \), for all large enough \( t \) and for all \( y \in I_3 \),

\[
\frac{\mathbb{P}(O_{t-h}^h)}{\mathbb{P}(O_t)} \leq 2 \frac{(1 + u(t)(1 + 1/(f(y) - h)) \prod(g_b^h(t-h))\Phi_b^h(t-h)}{\prod(g(t))\Phi(t)}
\]

\[
\frac{\mathbb{P}(O_{t-h}^h)}{\mathbb{P}(O_t)} \leq 6 \frac{\prod(g_b^h(t-h))\Phi_b^h(t-h)}{\prod(g(t))\Phi(t)}.
\]

Now, \( y < g(t-h)/A < g(t)/3 \) for \( y \in I_3 \), so by (3.10), since \( \Pi \) is regularly varying at \( \infty \), \( \prod(g_b^h(t-h)) = \prod(g(t) - y) \lesssim \prod(g(t)) \), uniformly among \( y \in I_3 \). So for each fixed \( h > 0 \), for all large enough \( t \), uniformly in \( y \in I_3 \),

\[
\frac{\mathbb{P}(O_{t-h}^h)}{\mathbb{P}(O_t)} \lesssim \frac{\Phi_b^h(t-h)}{\Phi(t)}. \tag{4.24}
\]
Now, by (3.19), for $t_0(y)$ as defined in (3.20), we have

$$\Phi^b_h(t-h) = \Phi^b_h(t_0(y)) \exp \left( \int_{t_0(y)}^{t-h} \Pi(g^b_y(s)) ds + \int_{t_0(y)}^{t-h} \rho^b_y(s) ds \right).$$

Applying (4.1) and recalling that $1 + 1/(f(y) - h) < 2$ for $y \in I_3$, the integral $\int_{t_0(y)}^{\infty} \rho^b_y(s) ds$ is uniformly bounded among $y$, so uniformly among $y \in I_3$,

$$\Phi^b_h(t-h) \lesssim \Phi^b_h(t_0(y)) \exp \left( \int_{t_0(y)}^{t-h} \Pi(g^b_y(s)) ds \right).$$

By Lemma 4.3, $\lim_{t \to \infty} \int_1^t \rho(s) ds > -\infty$, so by (3.16),

$$\Phi(t) = \Phi(1) \exp \left( \int_1^t \Pi(g(s)) ds + \int_1^t \rho(s) ds \right) \geq \exp \left( \int_1^t \Pi(g(s)) ds \right).$$

Since $y > g(h+1)$ in $I_3$, recalling (3.20), $t_0(y) \geq f(Ay) > f(y) \geq h + 1 > 1$, so

$$\frac{\Phi^b_h(t-h)}{\Phi(t)} \lesssim \Phi^b_h(t_0(y)) \exp \left( \int_{t_0(y)}^{t-h} \Pi(g^b_y(s)) ds - \int_1^t \Pi(g(s)) ds \right) \leq \Phi^b_h(t_0(y)) \exp \left( \int_{t_0(y)}^t (\Pi(g^b_y(s)) - \Pi(g(s))) ds \right).$$

Now, by Lemma 4.6, since $yf'(y)\Pi(y)$ decreases to zero as $y \to \infty$, we have uniformly among $y > g(h)$,

$$\int_{t_0(y)}^t (\Pi(g^b_y(s)) - \Pi(g(s))) ds \leq \int_{t_0(y)}^\infty (\Pi(g^b_y(s)) - \Pi(g(s))) ds \lesssim \sup_{y > g(h)} yf'(y)\Pi(y) < \infty.$$

So for each fixed $h > 0$, uniformly among $y > g(h)$, by (3.12),

$$\lim_{t \to \infty} \frac{\Phi^b_h(t-h)}{\Phi(t)} \lesssim \Phi^b_h(t_0(y)) e^{-f^{(0)(y)}_1 \Pi(g(s)) ds} \leq t_0(y) e^{-f^{(0)(y)}_1 \Pi(g(s)) ds}. \quad (4.25)$$

Now, it follows from (4.24) and (4.25) that for each fixed $h > 0$, uniformly for all $t$ large enough,

$$\int_{g(h)}^{\infty} 1_{\{y \in I_3\}} \frac{\mathbb{P}(\mathcal{O}^y_{t-h})}{\mathbb{P}(\mathcal{O}_t)} \mathbb{P}(X_h \in dy; \mathcal{O}_h) \lesssim \int_{g(h)}^{\infty} 1_{\{y \in I_3\}} t_0(y) e^{-f^{(0)(y)}_1 \Pi(g(s)) ds} \mathbb{P}(X_h \in dy; \mathcal{O}_h). \quad (4.26)$$
Now (by choice of $A$ sufficiently large if necessary) we have $t_0(y) = f Ay \vee (1 + 2/A) = f Ay$ for all $y > g(h+1) > g(1)$. Then writing $\zeta(x) := x e^{- f_i^* \Pi(g(u)) du}$, noting $\zeta(\cdot)$ is differentiable and $\zeta(1) = 1$,

\begin{align}
(4.26) &= \int_{g(h)}^{\infty} \mathbb{1}_{\{y \in I_1\}} f(A) e^{- f_i^{(A_y)} \Pi(g(s)) ds} \mathbb{P}(X_h \in dy; \mathcal{O}_h) \\
&= \int_{g(h+1)}^{\infty} f(A) e^{- f_i^{(A_y)} \Pi(g(s)) ds} \mathbb{P}(X_h \in dy; \mathcal{O}_h) \\
&\leq \int_{g(h+1)}^{\infty} f(A) e^{- f_i^{(A_y)} \Pi(g(s)) ds} \mathbb{P}(X_h \in dy) = \int_{g(h+1)}^{\infty} \zeta(f(A)) \mathbb{P}(X_h \in dy) \\
&= \int_{g(h+1)}^{\infty} \left( \int_{1}^{\infty} \zeta'(x) dx + 1 \right) \mathbb{P}(X_h \in dy) \\
&= \mathbb{P}(X_h \geq g(h+1)) + \int_{g(h+1)}^{\infty} \zeta'(x) dx \mathbb{P}(X_h \in dy).
\end{align}

Changing the order of integration, and then applying the result that for each fixed $c, h > 0$, $\mathbb{P}(X_h \geq z) \asymp \Pi(z)$, uniformly in $z > c$, since $\Pi$ is regularly varying, see Embrechts et al. (1979, Theorem 1 (iii)),

\begin{align}
\int_{1}^{\infty} \zeta'(x) \int_{g(h+1) \vee \frac{g(x)}{A}}^{\infty} \mathbb{P}(X_h \in dy) dx &\leq \int_{1}^{\infty} \zeta'(x) \int_{\frac{g(x)}{A}}^{\infty} \mathbb{P}(X_h \in dy) dx \\
&= \int_{1}^{\infty} \zeta'(x) \mathbb{P}(X_h \geq \frac{g(x)}{A}) dx \\
&\asymp \int_{1}^{\infty} \zeta'(x) \Pi \left( \frac{g(x)}{A} \right) dx \\
&\leq \int_{1}^{\infty} \zeta'(x) \Pi(g(x)) dx \\
&= \int_{1}^{\infty} \left[ e^{- f_i^* \Pi(g(u)) du} - x \Pi(g(x)) e^{- f_i^* \Pi(g(u)) du} \right] \\
&\times \Pi(g(x)) dx \\
&\leq \int_{1}^{\infty} e^{- f_i^* \Pi(g(u)) du} \Pi(g(x)) dx \\
&= \int_{1}^{\infty} \frac{d}{dx} \left( - e^{- f_i^* \Pi(g(u)) du} \right) dx < \infty,
\end{align}

and therefore $(4.26) < \infty$, so the dominated convergence theorem applies on $I_1$, and the order of limits and integration can be swapped between (4.18) and (4.19), as required.

Proof of Proposition 3.16: Recall $\pi_h(X)$ is the sample path of $X$ up to time $h$, $F_1$ is a functional on the excursion process, and $B \subseteq \mathcal{O}_h$, $B \in \mathcal{F}_h$, where $(\mathcal{F}_u)_{u \geq 0}$ is $X$’s filtration. Disintegrating on the value of $\pi_h(X) \in B$,

$$
\mathbb{E} \left[ F_1(\pi_h(\mathbb{1}_{\mathcal{O}_h})) \mathbb{1}_{(\pi_h(X) \in B)} \mid \mathcal{O}_t \right]
$$

(4.27)
Given a fixed path \( \pi_h(X) = \nu, \pi_h((\varepsilon_s)_{s \geq 0}) \) depends only on \( \nu \), so \( \pi_h((\varepsilon_s)_{s \geq 0}) \) is conditionally independent of \( \mathcal{O}_t \), and then as \( \lim_{t \to \infty} \mathbb{P}(\pi_h(X) \in d\nu|\mathcal{O}_t) = Q(\pi_h(X) \in d\nu) \) by Theorem 3.14,

\[
\lim_{t \to \infty} (4.27) = \lim_{t \to \infty} \int_{\mathcal{B}} \mathbb{E} \left[ F_1(\pi_h((\varepsilon_s)_{s \geq 0}))|\pi_h(X) = \nu \right] \mathbb{P}(\pi_h(X) \in d\nu|\mathcal{O}_t)
\]

\[
= \int_{\mathcal{B}} \mathbb{E} \left[ F_1(\pi_h((\varepsilon_s)_{s \geq 0}))|\pi_h(X) = \nu \right] Q(\pi_h(X) \in d\nu) \quad (4.28)
\]

where we can swap the order of limits and integration since \( F_1 \) is bounded. Taking \( F_1 \equiv 1 \), it follows immediately that \( Q''(\cdot) \) and \( Q(\cdot) \) agree on \( \mathcal{D}[0, \infty) \). The weak convergence as \( t \to \infty \) of \( (M_t)_{t \geq 0}, (X_s)_{s \geq 0} \) under \( \mathbb{P}(\cdot|\mathcal{O}_t) \) to \( (M_t)_{t \geq 0}, (X_s)_{s \geq 0} \) under \( Q''(\cdot) \) then follows immediately from the fact (see e.g. Bertoin, 1996, Ex. IV.6.3 or Kolb and Savov, 2016, p4113) that for all \( x > 0 \), \( (M_t)_{t \geq 0} \) is uniquely determined by \( (\varepsilon_s)_{s \geq 0} \) and \( (X_s)_{s \geq 0} \), and both of \( (\varepsilon_s)_{s \geq 0} \) and \( (X_s)_{s \geq 0} \) have weak limits as determined in \( (4.28) \). That is, we construct \( M \) pathwise via its excursions using \( (X_u)_{u \geq 0} \) to determine the timing and length of each excursion, where we sample the excursions of \( M \) using the excursion measure conditional on each excursion length. The fact that \( M \) is recurrent under \( Q''(\cdot) \) follows immediately from this construction, since \( X \) does not explode to infinity by Proposition 3.15.

\[\square\]

4.2.2. Proof of Theorem 3.18. Lemmas 4.7, 4.8, 4.9, 4.10, proven in Sections 6, 7, are needed for the proof of Theorem 3.18.

**Lemma 4.7.** For each subordinator and \( g = f^{-1} \) in case (ia), there exist \( K, h_0 > 0 \) such that for all \( h > h_0 \), with \( \Pi(y) = y^{-\alpha}L(y) \), uniformly in \( y > K \),

\[
\mathbb{P}(X_h \in g(h)dy; \mathcal{O}_h) \asymp y^{1-\alpha} \frac{L(g(h)y)}{L(g(h))} \mathbb{P}(\mathcal{O}_h) dy.
\]

**Lemma 4.8.** For \( \delta > 0 \) small enough that \( 0 < f(0) < f(\delta) < 1 \), uniformly for all \( h > 0 \) and \( y > g(h + f(\delta)) \),

\[
q_h(y) \asymp \Phi_y^h(f(Ay)) \exp \left( - \int_1^{f(Ay)} \Pi(g(s)) ds \right).
\]

**Lemma 4.9.** For a subordinator and \( g = f^{-1} \) in case (ia), let \( S_{\Delta^g(h)} \) denote the size of its first jump of size greater than \( g(h) \). Then there is \( h_0 > 0 \) such that uniformly in \( h > h_0 \) and \( \nu > 0 \),

\[
\mathbb{P}(S_{\Delta^g(h)} \in g(h)dv) = \frac{\Pi(g(h)dv)}{\Pi(g(h))} \asymp \frac{L(g(h)v)}{L(g(h))} v^{1-\alpha} dv.
\]

In particular there is \( x_0 \in (0, \infty) \) so that for all \( x > x_0 \), with \( \Pi(dx) = u(x)dx \),

\[
u(x) \asymp x^{-\alpha} |\Pi(x)| = L(x) x^{-1-\alpha}.
\]

**Lemma 4.10.** Recall the notation \((3.12), (3.20)\). If \( h > 0, y > g(h), \) and \( t \geq f(Ay), \) for \( A > 3 \vee (B - 1) \), then \( \Phi_y^h(t) \geq f(y) - h. \)
Proof of Theorem 3.18: By Proposition 3.15, \( Q(X_h \in (g(h), \infty)) = 1, h \geq 0 \). By Definition 3.17,

\[
w \in R_q \iff \lim_{h \to \infty} Q(X_h \in (g(h), w(h)g(h))) = 0,
\]

since \( Q'(') \) and \( Q(') \) agree on the space \( D[0, \infty) \) containing \( X \). Now, by Theorem 3.14,

\[
\lim_{h \to \infty} Q(X_h \in (g(h), w(h)g(h))) = \lim_{h \to \infty} \int_{g(h)}^{w(h)g(h)} q_h(y)\mathbb{P}(X_h \in dy; \mathcal{O}_h). \tag{4.32}
\]

We begin by showing that if \( \lim_{h \to \infty} \int_h^{f(w(h)g(h))} \Pi(g(s))ds = 0 \), then \( w \in R_q \).

Proof of Sufficient Condition. Let \( \lim_{h \to \infty} \int_h^{f(w(h)g(h))} \Pi(g(s))ds = 0 \). To show \( w \in R_q \), we will show that the limit of the integral in \( (4.32) \) is zero on each of \( [g(h), g(h + 1)] \cup [g(h + 1), Kg(h)] \cup [g(h + 1) \lor Kg(h), w(h)g(h)] =: R_1 \cup R_2 \cup R_3 \) separately, where \( K \) is the constant as in Lemma 4.7. Note that if \( g(h + 1) > Kg(h) \), we need only consider \( R_1 \cup R_3 \). Since \( g \) is non-decreasing, we only need to consider the value \( K \) if \( K > 1 \).

Proof for \( R_1 \). By Theorem 3.14, \( q_h(y) \) is non-decreasing in \( y \), so

\[
\lim_{h \to \infty} \int_{g(h)}^{g(h+1)} q_h(y)\mathbb{P}(X_h \in dy; \mathcal{O}_h) \leq \lim_{h \to \infty} q_h(g(h+1))\mathbb{P}(X_h \in dy; \mathcal{O}_h) \leq \lim_{h \to \infty} q_h(g(h+1))\mathbb{P}(\mathcal{O}_h). \tag{4.33}
\]

Applying Lemma 4.8, then applying Corollary 4.4,

\[
(4.33) \lesssim \lim_{h \to \infty} \Phi_h^{g(h+1)}(f(Ag(h+1)))e^{-\int_1^{(Ag(h+1))} \Pi(g(s))ds} \mathbb{P}(\mathcal{O}_h)
= \lim_{h \to \infty} \Phi_h^{g(h+1)}(f(Ag(h+1)))e^{-\int_1^{(Ag(h+1))} \Pi(g(s))ds} \Phi(h)\Pi(g(h)).
\]

Now, \( \Phi_h^{g(h+1)}(f(Ag(h+1))) \leq f(Ag(h+1)) \lesssim h, \) and \( f(Ag(h+1)) \geq h, \) as \( f = g^{-1} \) is \( \mathcal{O} \)-regularly varying, increasing, and \( A > 1 \). By (4.3) and (3.1),

\[
(4.33) \lesssim \lim_{h \to \infty} he^{-\int_1^{(Ag(h+1))} \Pi(g(s))ds} \Phi(h)\Pi(g(h)) \lesssim \lim_{h \to \infty} h\Pi(g(h)) \lesssim 0. \tag{4.3}
\]

Proof for \( R_2 \). Recall that we only need to consider \( R_2 \) when \( g(h + 1) < Kg(h) \), in which case \( K \) must satisfy \( K > 1 \). By Theorem 3.14, \( q_h(y) \) is non-decreasing in \( y \), so

\[
\lim_{h \to \infty} \int_{g(h+1)}^{Kg(h)} q_h(y)\mathbb{P}(X_h \in dy; \mathcal{O}_h) \leq \lim_{h \to \infty} q_h(Kg(h))\int_{g(h+1)}^{Kg(h)} \mathbb{P}(X_h \in dy; \mathcal{O}_h) \leq \lim_{h \to \infty} q_h(Kg(h))\mathbb{P}(\mathcal{O}_h). \tag{4.34}
\]
Applying Corollary 4.4, then Lemma 4.8 \( g(h + f(\delta)) < g(h + 1) < Kg(h) \) for \( \delta \) in Lemma 4.8,

\[
\tag{4.34} \lim_{h \to \infty} q_h(Kg(h)) \Phi(h) \Pi(g(h)).
\]

\[
\leq \lim_{h \to \infty} \Phi^h_{Kg(h)}(f(AKg(h))) e^{-f(AKg(h))} \Pi(g(s)) ds \Phi(h) \Pi(g(h)).
\]

Observe that \( \Phi^h_{Kg(h)}(t) \leq t \) for all \( t > 0 \), by (3.12), and \( f(AKg(h)) \geq f(g(h)) = h \) since \( f \) increasing and \( A, K > 1 \). Moreover, as \( f \) is \( O \)-regularly varying at \( \infty \), \( f(AKg(h)) \lesssim f(g(h)) = h \), as \( h \to \infty \), so

\[
\tag{4.34} \leq \lim_{h \to \infty} f(AKg(h)) \exp \left( - \int_1^{f(AKg(h))} \Pi(g(s)) ds \right) \Phi(h) \Pi(g(h)).
\]

\[
\leq \lim_{h \to \infty} f(AKg(h)) \exp \left( - \int_1^h \Pi(g(s)) ds \right) \Phi(h) \Pi(g(h))
\]

\[
\lesssim \lim_{h \to \infty} h \exp \left( - \int_1^h \Pi(g(s)) ds \right) \Phi(h) \Pi(g(h)).
\]

By (4.3), \( \Phi(h) \asymp \exp \left( \int_1^h \Pi(g(s)) ds \right) \) as \( h \to \infty \), so as \( \lim_{h \to \infty} h\Pi(g(h)) = 0 \) by (3.1), we conclude that (4.34) = 0, so the integral over \( R_2 \) is zero, and thus

\[
\lim_{h \to \infty} \int_{R_1 \cup R_2} q_h(y) \mathbb{P}(X_h \in dy; O_h) = 0. \tag{4.35}
\]

Proof for \( R_3 \). Now we wish to show convergence to zero of

\[
\int_{g(h+1) \cup Kg(h)} q_h(y) \mathbb{P}(X_h \in dy; O_h) = \int_{g(h+1) \cup Kg(h)} q_h(g(h)v) \mathbb{P}(X_h \in g(h)v; O_h).
\]

Applying Lemma 4.7, then changing variables back to \( y = g(h)v \), recalling that \( \Pi(g(h)) = g(h)^{-\alpha} L(g(h)) \), then applying Corollary 4.4, as \( h \to \infty \),

\[
\tag{4.36} \lesssim \int_{g(h+1) \cup Kg(h)} q_h(g(h)v) v^{-1-\alpha} L(g(h)v) \frac{L(g(h)v)}{L(g(h))} d\mathbb{P}(O_h) dv
\]

\[
= \mathbb{P}(O_h) \frac{g(h)^{\alpha}}{L(g(h))} \int_{g(h+1) \cup Kg(h)} q_h(g(h)v) L(g(h)v) L^{-\alpha} v^{-1-\alpha} L(g(h)v) dv
\]

\[
= \mathbb{P}(O_h) \frac{g(h)^{\alpha}}{\Pi(g(h))} \int_{g(h+1) \cup Kg(h)} q_h(y) L^{-\alpha} L(y) dy
\]

\[
\lesssim \Phi(h) \int_{g(h+1) \cup Kg(h)} q_h(y) L^{-\alpha} L(y) dy.
\]

Changing variables \( (u = Ay) \), applying Lemma 4.8 and then the uniform convergence theorem (Bingham et al., 1989, Theorem 1.2.1), as \( L \) is slowly varying at \( \infty \) and \( \Phi^h_{Kg(h)}(f(u)) \leq f(u) \), it follows that as \( h \to \infty \),

\[
\tag{4.36} \lesssim \Phi(h) \int_{g(h+1) \cup Kg(h)} \Phi^h_{Kg(h)}(f(Ay)) \exp \left( - \int_1^{f(Ay)} \Pi(g(s)) ds \right) y^{-1-\alpha} L(y) dy
\]
\[ \leq \Phi(h) \int_{g(h)h}^{w(h)g(h)} \Phi_y^h(f(Ay)) \exp \left( - \int_1^{f(Ay)} \Pi(g(s)) ds \right) y^{-1 - \alpha} L(y) dy \]
\[ \leq \Phi(h) \int_{A g(h)}^{A w(h)g(h)} \Phi_y^h(f(u)) \exp \left( - \int_1^{f(u)} \Pi(g(s)) ds \right) u^{-1 - \alpha} L(u) du \]
\[ \leq \Phi(h) \int_{A g(h)}^{A w(h)g(h)} f(u) \exp \left( - \int_1^{f(u)} \Pi(g(s)) ds \right) u^{-1 - \alpha} L(u) du. \]

Since \( A, K > 1 \), we can split up the integral as follows, and we will deal with each term separately:

\[ (4.36) \leq \Phi(h) \int_{g(h)}^{w(h)g(h)} f(u) \exp \left( - \int_1^{f(u)} \Pi(g(s)) ds \right) u^{-1 - \alpha} L(u) du \]
\[ + \Phi(h) \int_{w(h)g(h)}^{A w(h)g(h)} f(u) \exp \left( - \int_1^{f(u)} \Pi(g(s)) ds \right) u^{-1 - \alpha} L(u) du \]
\[ =: J_1(h) + J_2(h). \] (4.37)

Proof for \( J_2(h) \). As \( f(u) \geq f(w(h)g(h)) \geq f(g(h)) = h \) for \( u \geq w(h)g(h) \), by (4.3),

\[ J_2(h) = \Phi(h) \int_{w(h)g(h)}^{A w(h)g(h)} f(u) e^{-\int_1^{f(u)} \Pi(g(s)) ds} u^{-1 - \alpha} L(u) du \]
\[ = \Phi(h) \int_{w(h)g(h)}^{A w(h)g(h)} f(u) e^{-\int_1^{f(u)} \Pi(g(s)) ds} u^{-1 - \alpha} L(u) du \]
\[ \leq \int_{w(h)g(h)}^{A w(h)g(h)} f(u) u^{-1 - \alpha} L(u) du. \] (4.3)

Since \( f, f' \) are \( O \)-regularly varying at \( \infty \), one can verify that, uniformly for all sufficiently large \( u, f(u)/u \approx f'(u) \), see Bingham et al. (1989, Prop 2.10.3). Recall that in case (i), \( u f'(u) \Pi(u) \) decreases to 0 as \( u \to \infty \), so as \( h \to \infty \),

\[ J_2(h) \leq \int_{w(h)g(h)}^{A w(h)g(h)} f'(u) u^{-\alpha} L(u) du = \int_{w(h)g(h)}^{A w(h)g(h)} u f'(u) \Pi(u) u^{-1} du. \]
\[ \leq w(h)g(h) f'(w(h)g(h)) \Pi(w(h)g(h)) \int_{w(h)g(h)}^{A w(h)g(h)} u^{-1} du \]
\[ = o(1) \times \int_{w(h)g(h)}^{A w(h)g(h)} u^{-1} du = o(1) \times \log(A) = o(1), \] (4.38)

so \( \lim_{h \to \infty} J_2(h) = 0 \), and \( J_2(h) \) never contributes. Now we consider \( J_1(h) \).

Proof for \( J_1(h) \). First, changing variables from \( s \) to \( v := g(s) \), so that \( s = f(v) \),

\[ J_1(h) = \Phi(h) \int_{g(h)}^{w(h)g(h)} f(u) \exp \left( - \int_1^{f(u)} \Pi(g(s)) ds \right) u^{-1 - \alpha} L(u) du \]
Thus by applying Corollary 4.4, and Lemmas 4.8 and 4.10, changing variables from $u$ to $z := e^{-f_{g(1)}(h)} \pi(v) f^\prime(v) du$ and applying (4.3), it follows that as $h \to \infty$,

$$J_1(h) \leq \Phi(h) \left[ e^{-f_{g(1)}(h)} \pi(v) f^\prime(v) du - e^{-f_{g(1)}(h)} \pi(v) f^\prime(v) du \right]$$

$$= \Phi(h) \left[ e^{-f_{g(1)}(h)} \pi(g(s)) ds - e^{-f_{g(1)}(h)} \pi(g(s)) ds \right]$$

$$\leq 1 - e^{-f_{g(1)}(h)} \pi(g(s)) ds. \quad (4.39)$$

Thus by (4.35), (4.38) and (4.39), whenever $\lim_{h \to \infty} f_{h}(w(h) g(h)) \pi(g(s)) ds = 0$, $w$ is in the entropic repulsion envelope $R_g$, as required for the sufficient condition.

Now we will prove that if $w \in R_g$, then $\lim_{h \to \infty} f_{h}(w(h) g(h)) \pi(g(s)) ds = 0$. Proof of Necessary Condition. Let $w \in R_g$. Then by (3.23),

$$0 = \lim_{h \to \infty} \mathbb{Q} \left( X_h \in (g(h), w(h) g(h)) \right)$$

$$= \lim_{h \to \infty} \int_{g(h)}^{w(h) g(h)} q_h(g) \mathbb{P} \left( X_h \in dy; \mathcal{O}_h \right) = \lim_{h \to \infty} \int_{K g(h)}^{w(h) g(h)} q_h(y) \mathbb{P} \left( X_h \in dy; \mathcal{O}_h \right),$$

since the limit of the integral over $R_1 \cup R_2 = (g(h), K g(h))$ is always zero by (4.35), regardless of $\lim_{h \to \infty} f_{h}(w(h) g(h)) \pi(g(s)) ds = 0$. Changing variables to $v = y / g(h)$ and applying Lemma 4.7,

$$0 = \lim_{h \to \infty} \int_{K}^{w(h) g(h)} k_h(g(h) v) \mathbb{P} \left( X_h \in g(h) dv; \mathcal{O}_h \right)$$

$$\overset{4.7}{=} \lim_{h \to \infty} \mathbb{P} \left( \mathcal{O}_h \right) \int_{K}^{w(h) g(h)} k_h(g(h) v) v^{-1-\alpha} \frac{L(g(h) v)}{L(g(h) v)} dv.$$

Changing variables to $y = g(h) v$ and recalling that $\pi(g(h)) = g(h)^{-\alpha} L(g(h))$, then applying Corollary 4.4, and Lemmas 4.8 and 4.10,

$$0 = \lim_{h \to \infty} \frac{\mathbb{P} \left( \mathcal{O}_h \right)}{\pi(g(h))} \int_{K g(h)}^{w(h) g(h)} q_h(y) y^{-1-\alpha} L(y) dy$$

$$\overset{4.4}{=} \lim_{h \to \infty} \Phi(h) \int_{K g(h)}^{w(h) g(h)} q_h(y) y^{-1-\alpha} L(y) dy$$

$$\overset{4.8}{=} \lim_{h \to \infty} \Phi(h) \int_{K g(h)}^{w(h) g(h)} \Phi^h(f(Ay)) e^{-f_{g(1)}(h) \pi(g(s)) ds} y^{-1-\alpha} L(y) dy$$
First we consider $I_2$. Note that $AK > 1$, so $f(Ay) \geq f(AKg(h)) \geq h$ for all $y \geq Kg(h)$. Then since $\Phi(h) \asymp e^{-\int_1^h \Pi(g(s))} ds$ by (4.3),

$$\lim_{h \to \infty} \sqrt[4.10]{|I_2|} \leq \lim_{h \to \infty} h\Phi(h) \int_{Kg(h)}^{u(h)g(h)} e^{-\int_1^h \Pi(g(s))} ds \geq h^{-\alpha} L(y) dy$$

By Lemma 4.9, $\Pi(y) dy \asymp \Pi(dy)$, so as $\Pi$ is regularly varying at $\infty$, by (3.1),

$$\lim_{h \to \infty} \sqrt[4.9]{|I_2|} \leq \lim_{h \to \infty} h\Phi(h) \int_{Kg(h)}^{u(h)g(h)} \Pi(dy) \leq \lim_{h \to \infty} h\Pi(Kg(h)) \asymp \lim_{h \to \infty} h\Pi(g(h)) = 0,$$

so $I_2 = 0$, and thus $\lim_{h \to \infty} I_1 \leq 0$. As $I_1$ is non-negative, $\lim_{h \to \infty} I_1 = 0$. Now, changing variables to $v = Ay$, as $f$ is $O$-regularly varying at $\infty$ and $L$ is slowly varying at $\infty$, by the uniform convergence theorem Bingham et al. (1989, Theorem 1.2.1),

$$0 = \lim_{h \to \infty} I_1 = \lim_{h \to \infty} \Phi(h) \int_{AKg(h)}^{Au(h)g(h)} f\left(\frac{v}{A}\right) e^{-\int_1^v \Pi(g(s))} ds \geq h^{-\alpha} A^\alpha L\left(\frac{u}{A}\right) dv$$

Recall $v^{-\alpha} L(v) = \Pi(v)$, and $f(v) \asymp v f'(v)$ uniformly for all large enough $v$, because $f$, $f'$ are $O$-regularly varying at $\infty$, see Bingham et al. (1989, Prop 2.10.3). Then

$$0 = \lim_{h \to \infty} \Phi(h) \int_{AKg(h)}^{Au(h)g(h)} f(v) e^{-\int_1^v \Pi(g(s))} ds v^{-1} \Pi(v) dv$$

Now, one can verify that $P(v) := \int_1^v \Pi(u) f'(u) du = \int_1^v \Pi(g(s)) ds$ by changing variables from $u$ to $s = f(u)$. Then as $A > 3$ and $P'(v) = \Pi(v) f'(v) \geq 0,$

$$0 = \lim_{h \to \infty} \Phi(h) \int_{AKg(h)}^{Au(h)g(h)} P'(v) e^{-P(v)} dv$$

$$\geq \lim_{h \to \infty} \left[ \Phi(h) \int_{Kg(h)}^{u(h)g(h)} P'(v) e^{-P(v)} dv - \Phi(h) \int_{g(h)}^{AKg(h)} P'(v) e^{-P(v)} dv \right]$$

$$= \lim_{h \to \infty} [K_1 - K_2].$$
Now, recall that by (4.39), as \( h \to \infty \), we have
\[
K_1 \sim J_1 \sim \left( 1 - e^{-\int_h^{s(h)} \Pi(s)ds} \right),
\] (4.40)
So if we prove \( \lim_{h \to \infty} K_1 = 0 \), then \( \lim_{h \to \infty} \int_h^{s(h)} \Pi(s)ds = 0 \), and the proof is complete. As \( K_1 \) is always non-negative, it suffices to prove that \( \lim_{h \to \infty} K_1 \leq 0 \). To prove this, we will show that \( \lim_{h \to \infty} |K_2| = 0 \). Since \( g = f^{-1} \), note \( f(v) > h \) for \( v > g(h) \), then as \( \Phi(h) \sim e^{\int_0^h \Pi(s)ds} \) by (4.3),
\[
\lim_{h \to \infty} |K_2| = \lim_{h \to \infty} \Phi(h) f'(v) e^{-\int_0^h f'(v) ds} dv.
\]
Now consider the result (Nolan, 2018, Theorem 1.12) that for a stable subordinator \( (\alpha, \mathcal{K}) \), we have
\[
v f'(v) \Pi(v) v^{-1} dv.
\]
Recall that by assumption, \( v f'(v) \Pi(v) \) decreases to 0 as \( v \to \infty \), and hence
\[
\lim_{h \to \infty} |K_2| \lesssim \lim_{h \to \infty} g(h) f'(g(h)) \Pi(g(h)) \int_{g(h)}^{\alpha g(h)} v^{-1} dv = \lim_{h \to \infty} g(h) f'(g(h)) \Pi(g(h)) \times \log(\alpha) = 0.
\]

4.2.3. Proof of Corollary 3.19.

Proof of Corollary 3.19: We need to verify that a stable subordinator of index \( \alpha \in (0, 1) \) satisfies (3.2), so Theorem 3.18 applies. For \( t > 0 \) and \( x > g(t) + x_0 \), by the scaling property of stable subordinators (see Bertoin, 1996, p227),
\[
f_t(x) = t^{-\frac{1}{\alpha}} f_1 \left( \frac{x}{t^\frac{1}{\alpha}} \right).
\] (4.41)
Now consider the result (Nolan, 2018, Theorem 1.12) that for a stable subordinator of index \( \alpha \in (0, 1) \), \( f_1(v) \sim c_{v} v^{-1-\alpha} \) as \( v \to \infty \), for \( c_{v} > 0 \) constant. In particular, for all large enough \( v \), \( f_1(v) \) is arbitrarily close to \( c_{v} v^{-1-\alpha} \). Taking \( a' = 2c_{v} \), it follows that there exist \( a', C \in (0, \infty) \) such that for all \( v > C \), \( f_1(v) \leq a' v^{-1-\alpha} \).

As \( \Pi(dv) = u(v)dv = cv^{-1-\alpha}dv \) for a constant \( c > 0 \), if we can show that \( x/t^{1/\alpha} \geq C \) for all \( t > 0 \), \( x > g(t) + x_0 \), with a suitable choice of \( x_0 > 0 \), then by (4.41),
\[
f_t(x) = t^{-\frac{1}{\alpha}} f_1 \left( \frac{x}{t^{\frac{1}{\alpha}}} \right) \leq a' c t^{-1-\alpha} = a' t u(x),
\]
for \( a := a' c \), so condition (3.2) is satisfied, and the proof will be complete. Indeed, by (3.1), we have \( \lim_{t \to \infty} \Pi(g(t)) = \lim_{t \to \infty} g(t)^{-\alpha} = 0 \), so there exists \( D \in (0, \infty) \) such that for all \( t > D \), \( g(t)^{-\alpha} \leq C^{-\alpha} \), so \( t^{1/\alpha} \leq C^{-1} g(t) \), and hence for all \( t > D \),
\[
x \geq \frac{g(t) + x_0}{t^{\frac{1}{\alpha}}} \geq \frac{g(t)}{t^{\frac{1}{\alpha}}} \geq C.
\]
On the other hand, if \( t \leq D \), then \( x/t^{1/\alpha} \geq (g(t) + x_0)/D^{1/\alpha} \geq x_0/D^{1/\alpha} \), and (choosing \( x_0 \) large enough that \( x_0/D^{1/\alpha} > C \) if necessary), we conclude that
Recalling Lemma 5.2. Let hold uniformly in $x > g(t) + x_0$, so Nolan (2018, Theorem 1.12) applies to (4.41). It follows that condition (3.2) is satisfied, and so Theorem 3.18 applies, as required.

\[ \square \]

5. Proof of Lemma 4.2

In order to prove Lemma 4.2, we require Lemmas 5.1 and 5.2. The proof of Lemma 5.1 is provided in Section 7, whereas the proof of Lemma 5.2 is provided immediately below.

**Lemma 5.1.** Let $(X_t)_{t \geq 0}$ be a subordinator satisfying the assumptions in case (i) or (ii). Then there exists a constant $C > 0$, which depends only on the law of $X$, such that for all $t > 0$, $A(t) \in (1, \infty)$, $B(t) > 0$, and $H(t) \in (0, 1)$,

\[
P \left( X_t^{(0,A(t))} > B(t) \right) \leq \exp \left( C t \log \left( \frac{1}{H(t)} \right) H(t) - \frac{A(t)}{H(t)} \Pi(A(t)) \frac{A(t)}{B(t)} H(t) \right).
\]

**Lemma 5.2.** Recall (3.10) and (3.20), if $t > t_0(y)$, $h \geq 0$, and $y \geq 0$, then $g_h^b(t) \geq (1 - 1/A) g(t)$.

**Proof of Lemma 5.2:*** By (3.20), $t > t_0(y) \geq f(A y)$. The result holds trivially when $y = 0$. Otherwise, as $g = f^{-1}$ is increasing,

\[
g_h^b(t) = \left( \frac{g(t+h)}{g(t)} - \frac{y}{g(t)} \right) g(t) \geq \left( 1 - \frac{y}{g(t)} \right) g(t) \\
\geq \left( 1 - \frac{y}{g(f(A y))} \right) g(t) = (1 - A^{-1}) g(t).
\]

Now, in addition to showing that for each $A > 3$, the inequalities (4.1) and (4.2) hold uniformly in $h > 0$, $y > g(h)$, and $t > t_0(y)$, we shall show that the inequalities (4.1) and (4.2) hold when $y = h = 0$ for $t > t_0(0) > 0$, with $\rho(t)$ in place of $\rho_h^b(t)$. For brevity, let us introduce the following notation:

\[
S := \{(h, y, t) \in \mathbb{R}^3 : h > 0, y > g(h), t > t_0(y)\} \cup \{(0, 0, t) \in \mathbb{R}^3 : t > t_0(0)\}.
\]

Lemma 4.2 shall be proven by splitting up $\rho_h^b(t)$ into smaller pieces, and then showing that the inequalities (4.1) and (4.2) hold for each piece separately.

**Proof of Lemma 4.2:** Lemma 4.2 is simpler to prove in case (ii) than case (i) thanks to the condition (3.3). We thus omit the proof in case (ii). Firstly, since $g = f^{-1}$ is continuous (and hence so is $g_h^b(t)$), for all $h, y \geq 0$ and $x, t > 0$,

\[
P(\mathcal{O}_t^h \leq x) = \mathbb{P}(\mathcal{O}_t^h \leq x),
\]

where $\mathcal{O}_t^h := \bigcap_{u \leq t} \mathcal{O}_u^{g_h^b}$. Moreover, by (3.6), for all $h, y \geq 0$, $x > 0$, and $t \geq s > 0$,

\[
P(\mathcal{O}_t^h \leq x) \leq \mathbb{P}(\mathcal{O}_s^{g_h^b} \leq x \geq g_h^b(t)) \leq \mathbb{P}(X_t^{(0,x)} > g_h^b(t)).
\]
Now, we partition and disintegrate on the value of $\Delta_1^{(5)}(t)$, which is exponentially distributed with rate $\Pi(\gamma_0(\tau))$. It follows by (3.11), (5.3) and (3.6), since $s < t$, that for all $h, y \geq 0$ and $t > 0$,

\[
P(O_t^{(5)} | \Delta_1^{(5)}(t) = s) = P(O_t^{(5)} | \Delta_1^{(5)}(t) = s) = P(O_t^{(5)} | \Delta_1^{(5)}(t) = s) = P(O_t^{(5)} | \Delta_1^{(5)}(t) = s) = P(O_t^{(5)} | \Delta_1^{(5)}(t) = s),
\]

(5.5)

where the last equality holds since the small and large jumps are independent, so it follows that

\[
P(O_t^{(5)}) = P(O_t^{(5)}; \Delta_1^{(5)}(t) \leq t) + P(O_t^{(5)}; \Delta_1^{(5)}(t) > t)
\]

\[
= \Pi(g(t)) \int_0^t P(O_t^{(5)} | \Delta_1^{(5)}(t) = s) e^{-\Pi(\gamma_0(t)) s} ds + P(O_t^{(5)}; \Delta_1^{(5)}(t) > t)
\]

\[
= \Pi(g(t)) \int_0^t P(O_t^{(5)}; \Delta_1^{(5)}(t) > t) e^{-\Pi(\gamma_0(t)) s} ds + P(O_t^{(5)}; \Delta_1^{(5)}(t) > t). (5.6)
\]

Now, observe that by the definition (3.6), $P(O_s^{(5)} | \Delta_1^{(5)}(t) > s) = P(O_s^{(5)} = s, \Delta_1^{(5)}(t) > t)$, so for all $h, y \geq 0$,

\[
P(O_s^{(5)}) = P(O_s^{(5)}; \Delta_1^{(5)}(t) \leq s) + P(O_s^{(5)}; \Delta_1^{(5)}(t) > s)
\]

\[
= P(O_s^{(5)}; \Delta_1^{(5)}(t) \leq s) + P(O_s^{(5)}; \Delta_1^{(5)}(t) > s) P(\Delta_1^{(5)}(t) > s)
\]

\[
= P(O_s^{(5)}; \Delta_1^{(5)}(t) \leq s) + P \left( O_s^{(5)}; \Delta_1^{(5)}(t) > s \right) e^{-\Pi(\gamma_0(t)) s}. (5.7)
\]

Disintegrating on $\Delta_1^{(5)}(t)$, recalling the notation introduced in (3.7) and (3.12), by (5.6), (5.7), and (5.3),

\[
P(O_t^{(5)}) = \Pi(g(t)) \int_0^t \left[ P(O_t^{(5)}; \Delta_1^{(5)}(t) \leq s) - P(O_t^{(5)}; \Delta_1^{(5)}(t) > s) \right] ds + P(O_t^{(5)}; \Delta_1^{(5)}(t) > t)
\]

\[
\leq \Pi(g(t)) \Phi(h(t)) - \Pi(g(t))^2 \int_0^t \int_0^s \left[ P(O_t^{(5)} | \Delta_1^{(5)}(t) > s) e^{-\Pi(\gamma_0(t)) v} dv ds.
\]

\[
\leq \Pi(g(t)) \Phi(h(t)) + \left( O_t^{(5)}; \Delta_1^{(5)}(t) > t \right)\]

\[
= \Pi(g(t)) \Phi(h(t)) + \left( O_t^{(5)}; \Delta_1^{(5)}(t) > t \right)\]

\[
\leq \Pi(g(t)) \Phi(h(t)) + \left( O_t^{(5)}; \Delta_1^{(5)}(t) > t \right).
\]

(5.8)

Recall the notation (3.7), (3.8), and (3.14). By (5.9), partitioning on the value of $\Delta_1^{(5)}(t)$,

\[
\rho(h(t)) := \frac{P(O_t^{(5)}; \Delta_1^{(5)}(t) = s)}{\Phi(h(t))} \leq \frac{1}{\Phi(h(t))} P(O_t^{(5)}; \Delta_1^{(5)}(t) > t),
\]

(5.9)
\[
\begin{align*}
= \frac{1}{\Phi_y^h(t)} \left[ \mathbb{P} \left( \mathcal{O}_{t,X_t^{(0, g_y^h(t))}}^{g_y^h(t)} (\Delta_1 \geq t) \right) + \mathbb{P} \left( \mathcal{O}_{t,X_t^{(0, g_y^h(t))}}^{g_y^h(t)} (\Delta_1 \leq t) \right) \right]
= \frac{1}{\Phi_y^h(t)} [(a) + (b)]. \quad (5.10)
\end{align*}
\]

So to prove (4.1), we need to prove, uniformly in \((h, y, t) \in \mathcal{S}\),
\[
(a) + (b) \lesssim \frac{\Phi_y^h(t)}{t \log(t)^{1+\varepsilon} \left( 1 + \frac{1}{f(y) - h} \right)}. \quad (5.11)
\]

For (4.2), we need suitable \(u\) so that uniformly in \((h, y, t) \in \mathcal{S}\),
\[
(a) + (b) \leq \Phi_y^h(t) u(t) \Pi(g(t)) \left( 1 + \frac{1}{f(y) - h} \right). \quad (5.12)
\]

Proof for (a). Recall the notation (3.6) and (3.11). By (5.4),
\[
(a) = \mathbb{P} \left( \mathcal{O}_{t,X_t^{(0, g_y^h(t))}}^{g_y^h(t)} (\Delta_1 > t) \right) \leq \mathbb{P} \left( X_t^{(0, \frac{\Delta_1}{\log(t)})} > g_y^h(t) \right). \quad (5.13)
\]

To bound (5.13), we shall bound \(\mathbb{P} \left( X_t^{(0, \frac{\Delta_1}{\log(t)})} > K g_y^h(t) \right)\), with \(K \in (0, 1]\), giving a more general bound which will also be used later in the proof of Lemma 4.2. By Lemma 5.2, for all \((h, y, t) \in \mathcal{S}\), \(g_y^h(t)/\log(t) \geq (1 - A^{-1}) g_y^h(t)/\log(t) > 1\), so by Lemma 4.10, applying Lemma 5.1 with \(H(t) = t^{-n}\), for \(n > 1\), it follows that uniformly in \((h, y, t) \in \mathcal{S}\),
\[
\begin{align*}
\mathbb{P} \left( X_t^{(0, \frac{\Delta_1}{\log(t)})} > K g_y^h(t) \right) & \leq \frac{\Phi_y^h(t)}{f(y) - h} \mathbb{P} \left( X_t^{(0, \frac{\Delta_1}{\log(t)})} > K g_y^h(t) \right) \\
& \leq \frac{\Phi_y^h(t)}{f(y) - h} \exp((*) \cdot t^{-n}) \\
& \leq t \log(t^n) t^n \frac{g_y^h(t)}{K g_y^h(t) \log(t)} \Pi \left( \frac{g_y^h(t)}{K g_y^h(t) \log(t)} \right) \frac{g_y^h(t)}{K g_y^h(t) \log(t)} \quad (5.14)
\end{align*}
\]

since \(\lim_{t \to \infty} t \Pi \left( \frac{g_y^h(t)}{\log(t)} \right) = 0\), uniformly in \(h, y\), by Lemma 5.2 and (3.1), and so \(\lim_{t \to \infty} (*) = 0\). Thus \((a) \leq t^{-n} \Phi_y^h(t) / (f(y) - h) \leq t^{-1} \log(t)^{-1-\varepsilon} \Phi_y^h(t) / (f(y) - h)\), uniformly in \((h, y, t) \in \mathcal{S}\), as required for (5.11).

To show \((a) \leq \Phi_y^h(t) u(t) \Pi(g(t)) / (f(y) - h)\), by Lemma 5.1 with \(H(t) = \Pi(g(t))^2\), applying Lemma 5.2, as \(\Pi\) is regularly varying at \(\infty\) with index \(-\alpha \in (-1, 0)\), uniformly in \((h, y, t) \in \mathcal{S}\),
\[
\mathbb{P} \left( X_t^{(0, \frac{\Delta_1}{\log(t)})} > K g_y^h(t) \right) \leq \exp((*) \cdot \Pi(g(t))^2), \quad (5.15)
\]

\((*) \leq t \log \left( \Pi(g(t))^{-2} \right) \Pi(g(t))^{-\frac{\alpha^2}{2}} \Pi \left( \frac{g_y^h(t)}{K g_y^h(t) \log(t)} \right) \frac{g_y^h(t)}{K g_y^h(t) \log(t)} \).
\[ 5.2 \lesssim t \Pi(g(t)) - \frac{2}{\log(t)} \log \left( \frac{\Pi(g(t))}{\log(t)} \right) \]
\[ = 2t \frac{1}{\log(t)} e^{\frac{2}{\log(t)} \log \left( \frac{1}{\Pi(g(t))} \right)} \Pi \left( \frac{g(t)}{\log(t)} \right). \]

Now, using the inequality \( x \leq e^x \), bounding \( \Pi(g(t)/\log(t))/\Pi(g(t)) \leq t \), it follows that
\[ (\ast) \lesssim t \Pi \left( \frac{g(t)}{\log(t)} \right) e^{\frac{2K}{\log(t)} \log \left( \frac{1}{\Pi(g(t))} \right)} \]
\[ = t \Pi \left( \frac{g(t)}{\log(t)} \right) e^{\frac{2K}{\log(t)} \log \left( \frac{1}{\Pi(g(t))} \right) + \frac{2K}{\log(t)} \log \left( \frac{1}{\Pi(g(t))} \right)} \]
\[ \lesssim t \Pi \left( \frac{g(t)}{\log(t)} \right) e^{\frac{2K}{\log(t)} \log \left( \frac{1}{\Pi(g(t))} \right)} = e^{\frac{2K}{\log(t)} - 1} \log \left( \frac{1}{\Pi(g(t))} \right), \quad (5.16) \]

which is thus bounded uniformly in \((h, y, t) \in \mathcal{S}\) because \( \lim_{t \to \infty} t \Pi(g(t)/\log(t)) = 0 \) by (3.1). By (5.15) and Lemma 4.10, it follows that \((a) \leq \Phi^h_y(t)u(t)\Pi(g(t)) / (f(y) - h)\) uniformly in \((h, y, t) \in \mathcal{S}\), for suitable \(u\), as required for (5.12).

Partitioning \((b)\). Now we partition \((b)\). Let \( \Delta_{(a,b)}^m \) denote the time of our subordinator’s \(m\)th jump of size larger in \((a, b)\), as in (3.8). With \(\beta\) as in (3.1), for \(m \geq 1\) such that \(m \geq \beta/(\beta - 1)\) and \(m > 1/(\alpha(\beta - 1))\), for \(c > 0\) such that \(1 - (m-1)c > 0\), for all \(t\) large enough that \(1/\log(t) \leq c\),
\[ (b) = P \left( O_{g, \Xi}^{a,b} ; \Delta_{1}^c \left( \frac{g(t)}{\log(t)} \right) \leq t \right) \]
\[ = P \left( O_{g, \Xi}^{a,b} ; \Delta_{m}^c \left( \frac{g(t)}{\log(t)} \right) > t ; \Delta_{1}^c \left( \frac{g(t)}{\log(t)} \right) > t \right) \]
\[ + P \left( O_{g, \Xi}^{a,b} ; \Delta_{m}^c \left( \frac{g(t)}{\log(t)} \right) > t ; \Delta_{1}^c \left( \frac{g(t)}{\log(t)} \right) > t \right) \]
\[ + P \left( O_{g, \Xi}^{a,b} ; \Delta_{1}^c \left( \frac{g(t)}{\log(t)} \right) > t \right) \]
\[ =: (2A) + (2B) + (2C). \quad (5.17) \]

Proof for \((2A)\). Disintegrating on the value of \(\Delta_1 := \Delta_{1}^c \left( \frac{g(t)}{\log(t)} \right) \), the time of the first jump whose size lies between \(g(t)/\log(t)\) and \(cg(t)/\log(t)\) as defined in (3.8), which is exponentially distributed,
\[ (2A) = P \left( O_{g, \Xi}^{a,b} ; \Delta_{1}^c \left( \frac{g(t)}{\log(t)} \right) \leq t ; \Delta_{m}^c \left( \frac{g(t)}{\log(t)} \right) > t ; \Delta_{1}^c \left( \frac{g(t)}{\log(t)} \right) > t \right) \]
\[ = \int_0^t P \left( O_{g, \Xi}^{a,b} ; \Delta_{m}^c \left( \frac{g(t)}{\log(t)} \right) > t ; \Delta_{1}^c \left( \frac{g(t)}{\log(t)} \right) > t \right) \mathcal{D} \Xi \in \mathcal{S} \mathcal{D} \Xi = s \} \mathcal{P} \left( \mathcal{D} \Xi \in \mathcal{S} \right) \]
\begin{align*}
  &\leq \prod \left( \frac{g^h_y(t)}{\log(t)} \right) \int_0^t \mathbb{P} \left( \mathcal{O}^h_y \left( \frac{g^h_y(t)}{\log(t)} ; \Delta \left( \frac{g^h_y(t)}{\log(t)} , cg^h_y(t) \right) \right) > t \mid \Delta_1 = s \right) ds.
\end{align*}

Now, with \( \Delta_k \) denoting the time of the \( k \)th jump of size between \( g^h_y(t) / \log(t) \) and \( cg^h_y(t) \),

\begin{align*}
  &\mathbb{P} \left( \mathcal{O}^h_y \left( \frac{g^h_y(t)}{\log(t)} ; \Delta \left( \frac{g^h_y(t)}{\log(t)} , cg^h_y(t) \right) \right) > t \mid \Delta_1 = s \right) \\
  &= \sum_{k=1}^{m-1} \mathbb{P} \left( \mathcal{O}^h_y \left( \frac{g^h_y(t)}{\log(t)} ; \Delta_1 = s ; \Delta_{k+1} > t \mid \Delta_k \leq t \right) \mathbb{P} \left( \Delta_{k+1} > t \mid \Delta_k \leq t \mid \Delta_1 = s \right) \\
  &\leq \sum_{k=1}^{m-1} \mathbb{P} \left( \mathcal{O}^h_y \left( \frac{g^h_y(t)}{\log(t)} ; \Delta_1 = s ; \Delta_{k+1} > t \right) \right).
\end{align*}

and then it follows that

\begin{align*}
  (2.4) \leq \sum_{k=1}^{m-1} \prod \left( \frac{g^h_y(t)}{\log(t)} \right) \int_0^t \mathbb{P} \left( \mathcal{O}^h_y \left( \frac{g^h_y(t)}{\log(t)} ; \Delta_1 = s ; \Delta_{k+1} > t \right) \right) ds.
\end{align*}

Now, by (5.4), given that by time \( t \) there are \( k \) jumps of size in \([g^h_y(t) / \log(t), cg^h_y(t)]\),

\begin{align*}
  (2.4) \leq \sum_{k=1}^{m-1} \prod \left( \frac{g^h_y(t)}{\log(t)} \right) \int_0^t \mathbb{P} \left( X^0_{t} ; (1 - kc)g^h_y(t) \right) ds \\
  \leq \sum_{k=1}^{m-1} \prod \left( \frac{g^h_y(t)}{\log(t)} \right) t \mathbb{P} \left( X^0_{t} ; (1 - kc)g^h_y(t) \right) \\
  \leq (m - 1) \prod \left( \frac{g^h_y(t)}{\log(t)} \right) t \mathbb{P} \left( X^0_{t} ; (1 - (m - 1)c)g^h_y(t) \right). 
\end{align*}

Now, \( \lim_{t \to \infty} t \Pi(g^h_y(t) / \log(t)) \leq \lim_{t \to \infty} t \Pi((1 - 1/A)g(t) / \log(t)) = 0 \) by (3.1), uniformly in \( h, y \) by Lemma 5.2. Then by (5.14) and (5.18), it follows that

\begin{align*}
  (2A) \lesssim \mathbb{P} \left( X^0_{t} ; (1 - (m - 1)c)g^h_y(t) \right) \lesssim \frac{\Phi^h_y(t)}{f(y) - h} t^{-n} (5.19)
\end{align*}

uniformly in \((h, y, t) \in S\), as required for (5.11).

For the remaining bound on (2A), applying (5.15) and (5.18), recalling \((*) \leq 1 \) by (5.16), it follows that \((2A) \leq \Pi(g(t))^2 \lesssim \Phi^h_y(t)u(t) \Pi(g(t)) / (f(y) - h) \) for suitable \( u \), uniformly in \((h, y, t) \in S\), as required for (5.12).
Proof for (2B). Disintegrating on the value of \( \Delta_1 \left( \frac{\phi(y)}{\log(t)} - c g_y^h(t) \right) \), which is exponentially distributed with parameter \( \Pi \left( g_y^h(t)/\log(t) \right) - \Pi (cg_y^h(t)) \leq \Pi \left( g_y^h(t)/\log(t) \right) \),

\[
\text{By } (5.3), \ O_s^h = O_{x^+}^h. \text{ Note that given } \Delta_1 \left( \frac{\phi(y)}{\log(t)} - c g_y^h(t) \right) = s, \text{ } O_s^h \text{ is independent of } \\
\left( \frac{\phi(y)}{\log(t)} - c g_y^h(t) \right), \text{so}
\]

\[
\begin{align*}
(2B) & \leq \Pi \left( \frac{g_y^h(t)}{\log(t)} \right) \int_0^t \mathbb{P} \left( O_{x^+}^h \right) \mathbb{P} \left( \Delta_{m-1} \left( \frac{\phi(y)}{\log(t)} - c g_y^h(t) \right) \leq t \right) \Pi \left( \frac{g_y^h(t)}{\log(t)} \right) ds.
\end{align*}
\]

Now, since \( \Delta_1 \left( \frac{\phi(y)}{\log(t)} - c g_y^h(t) \right) \) is exponentially distributed with parameter \( \Pi \left( g_y^h(t)/\log(t) \right) \),

\[
\mathbb{P} \left( \Delta_{m-1} \left( \frac{\phi(y)}{\log(t)} - c g_y^h(t) \right) \leq t \right) \leq \left( 1 - e^{-\Pi \left( g_y^h(t)/\log(t) \right) \Delta_{m-1} \left( \frac{\phi(y)}{\log(t)} - c g_y^h(t) \right) } \right) \leq \left( 1 - e^{-\Pi \left( g_y^h(t)/\log(t) \right) \Delta_{m-1} \left( \frac{\phi(y)}{\log(t)} - c g_y^h(t) \right) } \right) \leq \left( 1 - e^{-\Pi \left( g_y^h(t)/\log(t) \right) \Delta_{m-1} \left( \frac{\phi(y)}{\log(t)} - c g_y^h(t) \right) } \right),
\]

so recalling the notation in (3.12), by Lemma 5.2, uniformly in \((h,y,t) \in \mathcal{S},
\]

\[
\begin{align*}
(2B) & \leq \Pi \left( \frac{g_y^h(t)}{\log(t)} \right) \left( \frac{m}{2} \Phi_y^h(t) \right) \Pi \left( \frac{g_y^h(t)}{\log(t)} \right) \left( \frac{m}{2} \Phi_y^h(t) \right).
\end{align*}
\]

Recall \( \Pi(x) = x^{-\alpha} L(x) \) for \( L \) slowly varying at \( \infty \), so by Potter’s theorem (Bingham et al., 1989, Theorem 1.5.6), for arbitrarily small \( \delta > 0 \), uniformly in \((h,y,t) \in \mathcal{S},
\]

\[
\Pi \left( \frac{g_y^h(t)}{\log(t)} \right) = \log(t)^\alpha g(t)^{-\alpha} L(g(t)) \left( \frac{g(t)}{\log(t)} \right) \lesssim \log(t)^{\alpha + \delta} \Pi(g(t)).
\]

Similarly, defining \( g_{\beta}(t) := g(t)/\log(t)^{\beta} \), for \( \beta > (1 + \alpha)/(2\alpha + \alpha^2) \) as in (3.1), uniformly in \((h,y,t) \in \mathcal{S},
\]

\[
\Pi \left( \frac{g(t)}{\log(t)} \right) = \log(t)^\alpha g(t)^{-\alpha} L(g_{\beta}(t)) \left( \frac{g(t)}{\log(t)} \right) \lesssim \log(t)^{\alpha(1-\beta) + \delta(\beta-1)} \Pi(g_{\beta}(t)).
\]
Applying (5.21) to \( \Pi(g(t)) \) and (5.22) to \( \Pi(g(t)) \), then by (3.1), uniformly in \((h,y,t) \in S\),

\[
(2B) \lesssim \log(t)^{m\alpha+m\delta-(m-1)\alpha\beta+\delta(\beta-1)(m-1)} \Pi(g(t)) \Pi(g_{\beta}(t)) \log(t)^{-m-1} \Phi_{h,y}(t)
\]

\[
\leq \log(t)^{m\alpha+m\delta-(m-1)\alpha\beta+\delta(\beta-1)(m-1)} \Pi(g(t)) \Phi_{h,y}(t).
\]

Now, for \( \beta \) as in (3.1), \( m > \beta/(\beta - 1) \), so \( m\alpha - (m-1)\alpha\beta < 0 \), choosing \( \delta > 0 \) small enough, we conclude by Lemma 4.10 that for suitable \( u \), \((2B) \leq u(t) \Pi(g(t)) \Phi_{h,y}(t)/(f(y) - h) \), uniformly in \((h,y,t) \in S\), as required for (5.12).

Now we prove \((2B) \leq t^{-1} \log(t)^{-1-\varepsilon} \Phi_{h,y}(t)/(f(y) - h) \). With \( g_{\beta}(t) := g(t)/\log(t)^{\beta} \), by (5.20) and (5.22), for arbitrarily small \( \delta > 0 \), uniformly in \((h,y,t) \in S\),

\[
(2B) \leq \Pi \left( \frac{g(t)}{\log(t)} \right)^{m} t^{m-1} \Phi_{h,y}(t) \lesssim \log(t)^{m\alpha+\delta(m\alpha+(m-1)\alpha\beta)} \Pi(g_{\beta}(t)) t^{m-1} \Phi_{h,y}(t).
\]

By (3.1), \( \Pi(g_{\beta}(t)) \leq t^{-1} \), and so \((2B) \leq t^{-1} \log(t)^{m\alpha+\delta(m\alpha+(m-1)\alpha\beta)} \Phi_{h,y}(t) \). Finally, applying Lemma 4.10, our choice of \( m \) ensures \( m\alpha(1-\beta) < -1 \), so choosing \( \delta \) small enough, there exists \( \varepsilon > 0 \) such that \((2B) \leq t^{-1} \log(t)^{-1-\varepsilon} \Phi_{h,y}(t)/(f(y) - h) \), uniformly in \((h,y,t) \in S\), as required for (5.11).

Partitioning (2C). Define \( p^{*}(t) := 1 - \log(t)^{-\gamma} \) for \( \gamma := (1-\alpha)/(2+\alpha) \), and let \( \Delta_{2}^{(a,b)} \) denote the time of our subordinator’s second jump of size in \((a,b)\). Then we partition:

\[
(2C) = \mathbb{P} \left( \mathcal{O}_{t,X(0,\phi_{h}(t)))}^{g_{h},g_{y}} : \Delta_{1}^{(c,g_{h}(t),g_{y}(t))} \leq t \right)
\]

\[
= \mathbb{P} \left( \mathcal{O}_{t,X(0,\phi_{h}(t)))}^{g_{h},g_{y}} : \Delta_{1}^{(c,g_{h}(t),g_{y}(t))} \leq t ; \Delta_{1}^{(p^{*}(t)g_{h}(t),g_{y}(t))} \leq t \right)
\]

\[
+ \mathbb{P} \left( \mathcal{O}_{t,X(0,\phi_{h}(t)))}^{g_{h},g_{y}} : \Delta_{2}^{(c,g_{h}(t),g_{y}(t))} \leq t ; \Delta_{2}^{(c,g_{h}(t),g_{y}(t))} > t \right)
\]

\[
= (2Ca) + (2Cb) + (2Cc) \quad (5.23)
\]

Proof for (2Ca). As \( c \in (0,1) \) is fixed, \( c < 1 - \log(t)^{-\gamma} = p^{*}(t) \) for all large enough \( t \), and so

\[
(2Ca) = \mathbb{P} \left( \mathcal{O}_{t,X(0,\phi_{h}(t)))}^{g_{h},g_{y}} : \Delta_{1}^{(p^{*}(t)g_{h}(t),g_{y}(t))} \leq t \right).
\]

Disintegrating on the value of \( \Delta_{1}^{(p^{*}(t)g_{h}(t),g_{y}(t))} \), then by (5.4) and the independence as in (5.3),

\[
(2Ca) \leq \left[ \Pi \left( \left( p^{*}(t)g_{h}(t) \right) - \Pi \left( g_{h}(t) \right) \right) \right] \int_{0}^{t} \mathbb{P} \left( \mathcal{O}_{t,X(0,\phi_{h}(t)))}^{g_{h},g_{y}} : \Delta_{1}^{(p^{*}(t)g_{h}(t),g_{y}(t))} = s \right) ds
\]

\[
\leq \left[ \Pi \left( \left( p^{*}(t)g_{h}(t) \right) - \Pi \left( g_{h}(t) \right) \right) \right] \int_{0}^{t} \mathbb{P} \left( \mathcal{O}_{s,X(0,\phi^{*}(t))}^{g_{h},g_{y}} \right) ds
\]

\[
\leq \left[ \Pi \left( \left( p^{*}(t)g_{h}(t) \right) - \Pi \left( g_{h}(t) \right) \right) \right] \Phi_{h,y}(t)
\]
\[
\begin{align*}
&= \Pi (p^*(t)g^b_y(t)) \left( 1 - \frac{\Pi (g^b_y(t))}{\Pi (p^*(t)g^b_y(t))} \right) \Phi^b_y(t). \\
\text{By Lemma 5.2, } \Pi (p^*(t)g^b_y(t)) \leq \Pi (p^*(t)g(t)) \leq \Pi (g(t)) \text{ uniformly in } (h, y, t) \in S, \\
\text{so } \quad (2Ca) \leq \Pi (g(t)) \left( 1 - \frac{\Pi (g^b_y(t))}{\Pi (p^*(t)g^b_y(t))} \right) \Phi^b_y(t). \tag{5.24}
\end{align*}
\]

As \( \lim_{t \to \infty} p^*(t) = 1 \) and \( \Pi \) is CRV at \( \infty \), \( \lim_{t \to \infty} \Pi (p^*(t)g^b_y(t)) / \Pi (g^b_y(t)) = 1 \). Now, \( g^b_y(t) \geq g(t) \) uniformly in \( y, h \) by Lemma 5.2, so by (5.24) and Lemma 4.10, \( (2Ca) \leq \Phi^b_y(t)u(t) \Pi (g(t)) / (f(y) - h) \) for suitable \( u \), uniformly in \( (h, y, t) \in S \), as required for (5.12).

Now we prove (2Ca) \( \leq t^{-1} \log(t)^{1-\epsilon} \Phi^b_y(t) / (f(y) - h) \). As \( \Pi \) is regularly varying at \( \infty \), \( \Pi(x) = x^{-\alpha}L(x) \) for \( L \) slowly varying at \( \infty \), where \( x^N L(x) \) is non-decreasing. Then by (5.24), uniformly in \( (h, y, t) \in S \),

\[
(2Ca) \leq \Pi (g(t)) \left( 1 - \frac{p^*(t)^{\alpha}L \left( g^b_y(t) \right)}{L \left( p^*(t)g^b_y(t) \right)} \right) \Phi^b_y(t) \\
= \Pi (g(t)) \left( 1 - \frac{p^*(t)^{\alpha+N}g^b_y(t)^N L \left( g^b_y(t) \right)}{p^*(t)^N g^b_y(t)^N L \left( p^*(t)g^b_y(t) \right)} \right) \Phi^b_y(t) \\
\leq \Pi (g(t)) \left( 1 - (1 - \log(t)^{\alpha+N}) \right) \Phi^b_y(t) \\
\leq (\alpha + N) \Pi (g(t)) \log(t)^{\gamma} \Phi^b_y(t).
\]

For \( \beta \) as in (3.1), \( g_\beta(t) := g(t) / \log(t)^{\beta} \), by Potter’s theorem and (3.1), for arbitrarily small \( \tau > 0 \), \( \Pi (g(t)) \leq \Pi (g_\beta(t)) \log(t)^{-\alpha\beta + \beta\tau} \leq t^{-1} \log(t)^{-\alpha\beta + \beta\tau} \) uniformly in \( (h, y, t) \in S \), so that

\[
(2Ca) \leq t^{-1} \log(t)^{-\gamma - \alpha\beta + \beta\tau} \Phi^b_y(t).
\]

Since \( \gamma = (1 - \alpha)/(2 + \alpha) > 1 - \alpha\beta \), we may choose \( \tau \) sufficiently small that \( -\gamma - \alpha\beta + \beta\tau < -1 - \epsilon < -1 \). Then it follows that (2Ca) \( \leq t^{-1} \log(t)^{-1 - \epsilon} \Phi^b_y(t) \), uniformly in \( (h, y, t) \in S \), as required for (5.11).

Proof for (2Cb). Disintegrating on the value of \( \hat{\Delta}_i := \Delta_i^{(c\epsilon^b_y(t), g^b_y(t))} \), by (5.3),

\[
(2Cb) \quad = P \left( \mathcal{O}^b_{h,t,X^{(0,s^0_y(t))}}; \Delta_2^{(c\epsilon^b_y(t), g^b_y(t))} \leq t; \Delta_1^{(p^*(t)g^b_y(t), g^b_y(t))} > t \right) \\
\quad \leq P \left( \mathcal{O}^b_{h,t,X^{(0,s^0_y(t))}}; \Delta_2^{(c\epsilon^b_y(t), g^b_y(t))} \leq t \right) \\
\quad \leq \Pi (c\epsilon^b_y(t)) \int_0^t P \left( \mathcal{O}^b_{h,t,X^{(0,s^0_y(t))}}; \Delta_2^{(c\epsilon^b_y(t), g^b_y(t))} \leq t \mid \hat{\Delta}_i = s \right) ds \\
\quad \leq \Pi (c\epsilon^b_y(t)) \int_0^t P \left( \mathcal{O}^b_{s,X^{(0,s^0_y(t))}} \mid \hat{\Delta}_1 = s \right) \times P \left( \Delta_2^{(c\epsilon^b_y(t), g^b_y(t))} \leq t \mid \hat{\Delta}_i = s \right) ds.
\]
Recall for $L$ slowly varying at $\infty$, $\Pi(x) = x^{-\alpha}L(x)$. Now, $\mathbb{P}(\Delta_1^{c_g^h(t)} \leq t) = 1 - e^{-\Pi(c_g^h(t))}$, so by (3.12) and Lemma 5.2, uniformly in $(h, y, t) \in \mathcal{S}$,

\begin{equation}
(2Cb) \leq \Pi(c_g^h(t))^2 t\Phi_y^h(t) \leq \Pi(g(t))^2 t\Phi_y^h(t) = g(t)^{-2\alpha}L(g(t))^2t\Phi_y^h(t) \quad (5.25)
\end{equation}

By Potter’s theorem (Bingham et al., 1989, Theorem 1.5.6), for arbitrarily small $\delta > 0$, uniformly in $t$,

\begin{equation}
(2Cb) \leq \Pi(g(t)/\log(t))^\beta \leq t^{-2} \quad \text{uniformly in } t, \text{ and hence}
\end{equation}

\begin{equation}
(2Cb) \leq \Pi(g(t)/\log(t))^\beta \leq t^{-1} \quad \Phi_y^h(t).
\end{equation}

It follows by (3.1) that $\Pi(g(t)/\log(t))^\beta \leq t^{-2}$ uniformly in $t$, and hence

\begin{equation}
(2Cb) \leq \Pi(g(t)/\log(t))^\beta \leq t^{-1} \Phi_y^h(t).
\end{equation}

Now, $2\alpha\beta > 1$ by (3.1). Taking $\delta$ small enough that $2\alpha\beta - 2\beta\delta \geq 1 + \varepsilon > 1$, it follows by Lemma 4.10 that $(2Cb) \leq t^{-1} \log(t)^{-1-\varepsilon}\Phi_y^h(t)/(f(y) - h)$, uniformly in $(h, y, t) \in \mathcal{S}$, as required for (5.11).

Now we show $(2Cb) \leq \Phi_y^h(t)u(t)\Pi(g(t))/(f(y) - h)$. By (5.25), as $\lim_{t \to \infty} t\Pi(g(t)) = 0$ by (3.1), uniformly in $(h, y, t) \in \mathcal{S}$,

\begin{equation}
(2Cb) \leq \Pi(g(t))^2 t\Phi_y^h(t) = o(1) \times \Pi(g(t))\Phi_y^h(t),
\end{equation}

so by Lemma 4.10, $(2Cb) \leq \Phi_y^h(t)u(t)\Pi(g(t))/(f(y) - h)$ for suitable $u$, uniformly in $(h, y, t) \in \mathcal{S}$, as required for (5.12).

Partitioning $(2Cc)$. Disintegrating on the value of $\Delta_{\frac{c^p}{1}} := \Delta_1^{c_g^p(t), p^*},$ by (5.3), (5.4), and Lemma 5.2, uniformly in $(h, y, t) \in \mathcal{S}$,

\begin{equation}
(2Cc) = \mathbb{P}\left(\bigcap_{t \geq 0} \bigcup_{0 < c_g^h(t)} \Delta_1^{c_g^h(t), g^h_y(t)} \leq t; \Delta_2^{c_g^h(t), g^h_y(t)} > t; \Delta_1^{p^*(t), g^h_y(t), g^h_y(t)} > t \bigg| \Delta_{\frac{c^p}{1}} = s \right) ds
\end{equation}

\begin{equation}
\leq \Pi(c_g^h(t)) \int_0^t \mathbb{P}\left(\bigcap_{t \geq 0} \bigcup_{0 < c_g^h(t)} \Delta_2^{c_g^h(t), g^h_y(t)} > t; \Delta_1^{p^*(t), g^h_y(t), g^h_y(t)} > t \bigg| \Delta_{\frac{c^p}{1}} = s \right) ds
\end{equation}

\begin{equation}
\leq \Pi(c_g^h(t)) \int_0^t \mathbb{P}\left(\bigcap_{s \geq 0} \bigcup_{0 < c_g^h(t)} \Delta_1^{c_g^h(t), g^h_y(t)} > t; \Delta_1^{p^*(t), g^h_y(t), g^h_y(t)} > t \bigg| \Delta_{\frac{c^p}{1}} = s \right) ds
\end{equation}
\[
(5.3) \quad \Pi(g)(t) \int_0^t \mathbb{P}\left( \mathcal{O}_{s,X_{s}(0,cg_{y}^b)}; \tilde{X}_{t-s}^{(0,cg_{y}^b)}(t) + X_{s}^{(0,cg_{y}^b)}(t) > (1 - p^{*}(t))g_{y}^b(t) \right) ds
\]

\[
5.2 \quad \Pi(g)(t) \int_0^t \mathbb{P}\left( \mathcal{O}_{g_{y}^b,s,X_{s}(0,cg_{y}^b)}; \tilde{X}_{t-s}^{(0,cg_{y}^b)}(t) + X_{s}^{(0,cg_{y}^b)}(t) > (1 - p^{*}(t))g_{y}^b(t) \right) ds,
\]

where \(\tilde{X}\) is an independent copy of \(X\), and we use that the jump at time \(s\) has size at most \(p^{*}(t)g_{y}^b(t)\). Recall that \(1 - p^{*}(t) = \log(t)^{-\gamma}\). Then partitioning according to \(\{X_{s}^{(0,cg_{y}^b)} > g_{y}^b(t)/(2\log(t)^{\gamma})\}\),

\[
(2Cc) \quad \Pi(g)(t) \int_0^t \mathbb{P}\left( \mathcal{O}_{g_{y}^b,s,X_{s}(0,cg_{y}^b)}; \tilde{X}_{t-s}^{(0,cg_{y}^b)}(t) > \frac{g_{y}^b(t)}{2\log(t)^{\gamma}} \right) ds
\]

\[
+ \Pi(g)(t) \int_0^t \mathbb{P}\left( \mathcal{O}_{g_{y}^b,s,X_{s}(0,cg_{y}^b)}; X_{s}^{(0,cg_{y}^b)}(t) > \frac{g_{y}^b(t)}{2\log(t)^{\gamma}} \right) ds
\]

\[
=: (S) + (S^{*}). \quad (5.26)
\]

Next we will bound \((S)\), then later we will split up \((S^{*})\) into more pieces. Proof for \((S)\). As \(\tilde{X}\) is an independent copy of \(X\), we can write

\[
(S) = \Pi(g)(t) \int_0^t \mathbb{P}\left( \mathcal{O}_{g_{y}^b,s,X_{s}(0,cg_{y}^b)}; X_{t-s}^{(0,cg_{y}^b)} > \frac{g_{y}^b(t)}{2\log(t)^{\gamma}} \right) \Phi_{y}^{b}(t) ds
\]

Since \(\Pi\) is regularly varying at \(\infty\), applying Potter’s theorem (Bingham et al., 1989, Theorem 1.5.6), with \(\beta\) as in (3.1), to \(\Pi(g)(t)/\Pi(g(t)/\log(t)^{\beta})\), for arbitrarily small \(\tau > 0\), it follows by (3.1) that uniformly in \((h,y,t) \in \mathcal{S}\),

\[
(S) \lesssim \Pi\left( \frac{g(t)}{\log(t)^{\beta}} \right) \log(t)^{-\alpha \beta + \tau \beta} \mathbb{P}\left( X_{t-s}^{(0,cg_{y}^b)} > \frac{g_{y}^b(t)}{2\log(t)^{\gamma}} \right) \Phi_{y}^{b}(t) \quad (5.28)
\]

\[
\lesssim t^{-1} \log(t)^{-\alpha \beta + \tau \beta} \mathbb{P}\left( X_{t-s}^{(0,cg_{y}^b)} > \frac{g_{y}^b(t)}{2\log(t)^{\gamma}} \right) \Phi_{y}^{b}(t). \quad (5.29)
\]

Now, we will show that there exists \(\varepsilon > 0\) such that uniformly in \((h,y,t) \in \mathcal{S}\),

\[
\mathbb{P}\left( X_{t-s}^{(0,cg_{y}^b)} > \frac{g_{y}^b(t)}{2\log(t)^{\gamma}} \right) \lesssim \log(t)^{-1 - \varepsilon + \alpha \beta - \tau \beta}. \quad (5.30)
\]

Then it follows from (5.29), (5.30), and Lemma 4.10 that

\[
(S) \lesssim \frac{\Phi_{y}^{b}(t)}{t \log(t)^{\alpha \beta}} \leq \frac{\Phi_{y}^{b}(t)}{t \log(t)^{1+\varepsilon}} \leq \frac{\Phi_{y}^{b}(t)}{t \log(t)^{1+\varepsilon}} \left( 1 + \frac{1}{f(y) - h} \right),
\]

uniformly in \((h,y,t) \in \mathcal{S}\), as required for (5.11). Moreover, it follows by (5.27) and (5.30) that for suitable \(u\), \((S) \leq \Phi_{y}^{b}(t)u(t)\Pi(g(t))/(f(y) - h)\), uniformly in \((h,y,t) \in \mathcal{S}\), as required for (5.12).
Now, to prove \((5.30)\), we set \(M := \gamma + 2/(2 + \alpha) = (3 - \alpha)/(2 + \alpha)\), and partition as follows
\[
\mathbb{P}\left(X_t^{(0, g^h_y(t))} > g^h_y(t)/2 \log(t)^\gamma\right)
= \mathbb{P}\left(X_t^{(0, g^h_y(t))} > \frac{g^h_y(t)}{2 \log(t)^\gamma}; \Delta^{s_{\log(t)^M}} > t\right) + \mathbb{P}\left(X_t^{(0, g^h_y(t))} > \frac{g^h_y(t)}{2 \log(t)^\gamma}; \Delta^{s_{\log(t)^M}} < t\right)
=: (Q) + (Q').
\] (5.31)

Then as \(\Delta^{s_{\log(t)^M}}\) is exponentially distributed with rate \(\Pi(g^h_y(t)/\log(t)^M)\), we can bound
\[
(Q) \leq \mathbb{P}\left(\Delta^{s_{\log(t)^M}} \leq t\right) \leq 1 - e^{-t\Pi(g^h_y(t)/\log(t)^M)} \leq t\Pi\left(\frac{g^h_y(t)}{\log(t)^M}\right).
\]

By Lemma 5.2 and (3.1), it follows for arbitrarily small \(\kappa > 0\), uniformly in \((h, y, t) \in S\), applying Potter’s Theorem to \(\Pi(g(t)/\log(t)^M) / \Pi(g(t)/\log(t)\beta)\), that
\[
(Q) \lesssim t\Pi\left(\frac{g(t)}{\log(t)^M}\right) \leq t\Pi\left(\frac{g(t)}{\log(t)^\beta}\right) \log(t)^{-\alpha(\beta - M) + \kappa(\beta - M)}
\]
(3.1)
and then in order for \((5.30)\) to hold, we need \(-\alpha(\beta - M) + \kappa(\beta - M) \leq -1 - \varepsilon + \alpha\beta - \tau\beta\), so taking \(\kappa, \tau, \varepsilon\) small enough, we need \(-\alpha(\beta - M) < -1 + \alpha\beta\), that is, \((3 - \alpha)/(2 + \alpha) = M < 2\beta - 1/\alpha\). This is indeed true since \(\beta > (1 + 2\alpha)/(2\alpha + \alpha^2)\), from which it follows that
\[
2\beta - 1/\alpha > 2\frac{1 + 2\alpha}{2\alpha + \alpha^2} - \frac{1}{\alpha} = \frac{2 + 4\alpha - 2 - \alpha}{2\alpha + \alpha^2} = \frac{3}{2 + \alpha} > \frac{3 - \alpha}{2 + \alpha} = M,
\]
and the desired bound for \((Q)\) holds. To bound \((Q')\), we provide only a proof for \(\alpha\beta \leq 1\), as a similar, simpler argument works when \(\alpha\beta > 1\). By Lemma 5.1 with \(H(t) = \log(t)^{-1 - \varepsilon + \alpha\beta - \tau\beta}\),
\[
(Q') \leq \mathbb{P}\left(X_t^{(0, g^h_y(t))} > \frac{g^h_y(t)}{2 \log(t)^\gamma}\right) \leq \exp((*) \log(t)^{-1 - \varepsilon + \alpha\beta - \tau\beta})
(5.32)
\]
(*) \lesssim t \log(\log(t)^{1 + \varepsilon - \alpha\beta + \tau\beta}) \log(t)^{(1 + \varepsilon - \alpha\beta + \tau\beta)(2 + \alpha)^2} \Pi\left(\frac{g^h_y(t)}{\log(t)^M}\right) \log(t)^{-M}.

Now, for \(\eta > 0\) small enough that \(\eta < M - \gamma\), observe that since \(M > \gamma\), uniformly in \(t > t_0(y)\),
\[
(*) \lesssim t \log(t)^2 \log(t)^2 \Pi\left(\frac{g^h_y(t)}{\log(t)^M}\right) \log(t)^{-M} \lesssim t\Pi\left(\frac{g^h_y(t)}{\log(t)^M}\right) \log(t)^{-M}
(3.1)
\]
Now, recall \(M = (3 - \alpha)/(2 + \alpha)\), \(\beta > (1 + 2\alpha)/(2\alpha + \alpha^2)\), and \(\alpha < 1\), from which one can verify that \(M < \beta\). Then it follows by Lemma 5.2 and (3.1) that uniformly in \((h, y, t) \in S\),
\[
(*) \lesssim t\Pi\left(\frac{g(t)}{\log(t)^M}\right) \leq t\Pi\left(\frac{g(t)}{\log(t)^\beta}\right) \log(t)^{-M} = o(1),
(5.32)
\]
so the desired bounds for \((Q)\) and \((Q')\) are proven, and the proof of \((5.30)\) is complete.
Partitioning \((S^*)\). Now we partition \((S^*)\). For \(\beta\) as in (3.1), \(\gamma = (1 - \alpha)/(2 + \alpha)\), and \(\delta := 1 + \gamma\), write \(g_{\delta}(t) := g(t)/\log(t)^\delta\). Recall the notation (3.7). Then

\[
(S^*) = \Pi(g(t)) \int_0^t \mathbb{P} \left( \mathcal{O}^\delta_{s,X}^{(0,cg_{\delta}^b(t))} : X_{s-}^{(0,cg_{\delta}^b(t))} > \frac{g_{\delta}^b(t)}{2 \log(t)^\gamma} \right) ds
\]

\[
= \Pi(g(t)) \int_0^t \mathbb{P} \left( \mathcal{O}^\delta_{s,X}^{(0,cg_{\delta}^b(t))} : X_{s-}^{(0,cg_{\delta}^b(t))} > \frac{g_{\delta}^b(t)}{2 \log(t)^\gamma} ; \Delta_1^{g_{\delta}(t)} \leq s \right) ds
\]

\[
+ \Pi(g(t)) \int_0^t \mathbb{P} \left( \mathcal{O}^\delta_{s,X}^{(0,cg_{\delta}^b(t))} : X_{s-}^{(0,cg_{\delta}^b(t))} > \frac{g_{\delta}^b(t)}{2 \log(t)^\gamma} ; \Delta_1^{g_{\delta}(t)} > s \right) ds
\]

\[
=: (S_1^*) + (S_2^*). \tag{5.33}
\]

Proof for \((S_1^*)\). Disintegrating on the value of \(\Delta_1^{g_{\delta}(t)}\), by (5.3) and (3.12),

\[
(S_1^*) \leq t \Pi(g(t)) \Pi(g_{\delta}(t)) \int_0^t \int_0^s \mathbb{P} \left( \mathcal{O}^\delta_{v,x}^{(0,cg_{\delta}^b(t))} : X_{s-}^{(0,cg_{\delta}^b(t))} > \frac{g_{\delta}^b(t)}{2 \log(t)^\gamma} ; \Delta_1^{g_{\delta}(t)} = v \right) dv ds
\]

\[
\leq t \Pi(g(t)) \Pi(g_{\delta}(t)) \int_0^t \int_0^s \mathbb{P} \left( \mathcal{O}^\delta_{v,x}^{(0,cg_{\delta}^b(t))} : X_{s-}^{(0,cg_{\delta}^b(t))} > \frac{g_{\delta}^b(t)}{2 \log(t)^\gamma} ; \Delta_1^{g_{\delta}(t)} = v \right) dv ds
\]

\[
\leq t \Pi(g(t)) \Pi(g_{\delta}(t)) \int_0^t \mathbb{P} \left( \mathcal{O}^\delta_{v,x}^{(0,cg_{\delta}^b(t))} \right) dv \tag{3.12} \leq t \Pi(g(t)) \Pi(g_{\delta}(t)) \Phi_{\delta}^h(t). \tag{5.34}
\]

As \(\Pi\) is regularly varying with index \(-\alpha\), for \(g_{\delta}(t) := g(t)/\log(t)^\beta\) and \(\beta\) as in (3.1), applying Potter’s theorem (Bingham et al., 1989, Theorem 1.5.6) to \(\Pi(g(t))/\Pi(g_{\delta}(t))\) and \(\Pi(g_{\delta}(t))/\Pi(g_{\delta}(t))\), for \(\tau > 0\), uniformly in \(t\),

\[
(S_1^*) \leq t \Pi(g_{\delta}(t))^2 \log(t)^{-\alpha \beta - \alpha (\beta - \delta) + \beta \tau + (\beta - \delta) \tau} \Phi_{\delta}^h(t),
\]

Now, by (3.1), \(\lim_{t \to \infty} t \Pi(g_{\delta}(t)) = 0\), so uniformly in \(t\),

\[
(S_1^*) \leq t^{-1} \log(t)^{-\alpha \beta - \alpha (\beta - \delta) + \beta \tau + (\beta - \delta) \tau} \Phi_{\delta}^h(t).
\]

Now, one can verify that \(-\alpha \beta - \alpha (\beta - \delta) < -1\), using that \(\delta = 1 + \gamma = 1 + (1 - \alpha)/(2 + \alpha)\) and \(\beta > (1 + 2\alpha)/(2\alpha + \alpha^2)\). So taking \(\tau\) small enough, we conclude by Lemma 4.10 that \((S_1^*) \leq t^{-1} \log(t)^{-\alpha \beta - \alpha (\beta - \delta) + \beta \tau + (\beta - \delta) \tau} \Phi_{\delta}^h(t)\), uniformly in \((h, y, t) \in \mathcal{S}\), as required for (5.11).

To show \((S_1^*) \leq \Phi_{\delta}^h(t) u(t) \Pi(g(t))/(f(y) - h)\), one can verify that for each \(\alpha \in (0, 1)\) and for \(\beta\) as in (3.1), \(\delta = 1 + (1 - \alpha)/(2 + \alpha) < (1 + 2\alpha)/(2\alpha + \alpha^2) < \beta\). Thus \(\lim_{t \to \infty} \Pi(g_{\delta}(t)) = 0\) by (3.1). Then by (5.34) and Lemma 4.10, for suitable \(u\), uniformly in \((h, y, t) \in \mathcal{S}\), \((S_1^*) \leq t \Pi(g(t)) \Pi(g_{\delta}(t)) \Phi_{\delta}^h(t) \leq u(t) \Pi(g(t)) \Phi_{\delta}^h(t)/(f(y) - h)\), as required for (5.12).
Proof for \( (S_2) \). Note for \( g_\beta(t) := g(t)/\log(t)\beta \), by Lemma 5.2, for all \( h > 0, y > g(h) \), and for all large enough \( t \), \( g_\beta(t) \leq c g_y^h(t) \), so

\[
(S_2) = \Pi(g(t)) \int_0^t \mathbb{P} \left( \left. \mathcal{O}^{\Phi_y^h}_{s,\mathbb{H}^{(0)}_y} \left( X_{s^-}^{(0,\mathbb{H}^{(0)}_y)} > \frac{g_y^h(t)}{2\log(t)^\gamma} \right) \right| \Delta_{t}^{y_\alpha(t)} > s \right) ds
\]

\[
= \Pi(g(t)) \int_0^t \mathbb{P} \left( \left. \mathcal{O}^{\Phi_y^h}_{s,\mathbb{H}^{(0)}_y} \left( X_{s^-}^{(0,\mathbb{H}^{(0)}_y)} > \frac{g_y^h(t)}{2\log(t)^\gamma} \right) \right| \Delta_{t}^{y_\alpha(t)} > s \right) ds
\]

\[
\leq \Pi(g(t)) \int_0^t \mathbb{P} \left( X_{s^-}^{(0,\mathbb{H}^{(0)}_y)} > \frac{g_y^h(t)}{2\log(t)^\gamma} \right) ds
\]

\[
\leq t\Pi(g(t)) \mathbb{P} \left( X_{t}^{(0,\mathbb{H}^{(0)}_y)} > \frac{g_y^h(t)}{2\log(t)^\gamma} \right). \tag{5.35}
\]

For \( g_\beta(t) := g(t)/\log(t)^\beta \), with \( \beta \) as in (3.1), applying Potter’s theorem (Bingham et al., 1989, Theorem 1.5.6) to \( \Pi(g(t)) \), for arbitrarily small \( \tau > 0 \), by Lemma 5.2,

\[
(S_2) \lesssim t\Pi(g_\beta(t)) \log(t)^{-\alpha\beta + \tau\beta} \mathbb{P} \left( X_{t}^{\mathbb{H}^{(0)}_y} > \frac{g_y^h(t)}{2\log(t)^\gamma} \right) \tag{5.36}
\]

\[
\leq t\Pi(g_\beta(t)) \log(t)^{-\alpha\beta + \tau\beta} \mathbb{P} \left( X_{t}^{(0,\mathbb{H}^{(0)}_y)} > \left( 1 - A^{-1} \right) g(t) \right) \log(t)^{-\delta}. \tag{5.36}
\]

Applying Lemma 5.1 with \( H(t) = 1/(t \log(t)^{1+\varepsilon - \alpha\beta}) \), \( \varepsilon > \tau\beta \), then applying (3.1) and Lemma 4.10, uniformly in \( (h, y, t) \in S \) by Lemma 5.2,

\[
(S_2) \lesssim t\Pi(g_\beta(t)) \log(t)^{-\alpha\beta + \tau\beta} \exp((\ast)) \frac{1}{t \log(t)^{1+\varepsilon - \alpha\beta}} \tag{5.36}
\]

\[
\lesssim t \log \left( t \log(t)^{1+\varepsilon - \alpha\beta} \right) \left( t \log(t)^{1+\varepsilon - \alpha\beta} \right) \frac{1}{t \log(t)^{1+\varepsilon - \alpha\beta}} \frac{\Phi_y^h(t)}{f(y) - h}. \tag{5.36}
\]

Now, if \( \lim_{t \to \infty} (*) = 0 \), then \( (S_2) \lesssim t^{-1} \log(t)^{-1-\varepsilon \Phi_y^h(t)/(f(y) - h))}. \) Indeed,

\[
(*) \lesssim t \log \left( t \log(t)^{1+\varepsilon - \alpha\beta} \right) \left( t \log(t)^{1+\varepsilon - \alpha\beta} \right) \frac{2 \log(t)^{\gamma - \delta}}{1 - A^{-1}} \Pi(g_\beta(t)) \log(t)^{\gamma - \delta}
\]

\[
= t \Pi(g_\beta(t)) t^{\frac{2 \log(t)^{\gamma - \delta}}{1 - A^{-1}}} \log \left( t \log(t)^{1+\varepsilon - \alpha\beta} \right) \log(t)^{\gamma - \delta}.
\]

Now, \( \delta > \gamma \), so \( \lim_{t \to \infty} \log(t)^{\gamma - \delta} = 0 \), and for arbitrarily small \( \kappa > 0 \), uniformly in \( t \),

\[
(*) \lesssim t \Pi(g_\beta(t)) t^{\frac{2 \log(t)^{\gamma - \delta}}{1 - A^{-1}}} \log \left( t \log(t)^{1+\varepsilon - \alpha\beta} \right) \log(t)^{(1+\varepsilon - \alpha\beta)\kappa + \gamma - \delta}.
\]
Recalling $\gamma - \delta = -1$, $t^{2 \log(t)^{\gamma - \delta}} = e^{2 \log(t)^{1 + \gamma - \delta}} = e^{-\frac{2}{t^\alpha}}$. As $\lim_{t \to \infty} \Pi(g_\delta(t)) = 0$ by (3.1), using that $1 + \gamma - \delta = 0$, it follows that uniformly in $t$,

$$ (*) \lesssim \log(t)^{1 + (1 + \epsilon - \alpha - \beta)\kappa - (\beta - \delta)\alpha + (\beta - \delta)c + 1 + \gamma - \delta} = \log(t)^{1 + \epsilon - \alpha - \beta}.$$

(5.37)

Now, $\delta < \beta$, so $-\beta < \alpha$, so $\kappa, c$ small enough that the exponent in (5.37) is negative, $\lim_{t \to \infty} (\ast) = 0$. Then by (5.36), uniformly in $(h, y, t) \in \mathcal{S}$, $(S_2^\ast) \lesssim t^{-1} \log(t)^{-1 - \epsilon} \Phi_\delta^0(t)/(f(y) - h)$, as required for (5.11).

To prove $(S_2) \leq \Phi_\delta^0(t) u(t) \Pi(g(t))/(f(y) - h)$, applying Lemma 5.2 and Lemma 5.1 with $H(t) = 1/(t \log(\log(t)))$ to (5.35), uniformly in $(h, y, t) \in \mathcal{S}$,

$$(S_2^\ast) \underset{(5.35)}{\lesssim} t \Pi(g(t)) \mathbb{P}
\left(X_{t_0, g_\delta(t)} \geq \left(1 - t^{-1}\right) g(t) \right) \leq \frac{\Pi(g(t))}{\log(\log(t))} \exp\left( (\ast) \right),$$

(5.36)

Recall $1 + \gamma - \delta = 0$. Noting that $t \log(\log(t)) \lesssim t^2$ uniformly in $t > t_0(y) > 0$, it follows that

$$ (*) \lesssim t \log(t)^{1 + \gamma - \delta} \frac{\log(t)^{1 + \gamma - \delta}}{\Pi(g_\delta(t))} = t e^{\frac{4(1 - \alpha - 1)}{t^\alpha}} \Pi(g_\delta(t)).$$

Now, since $\delta < \beta$, by (3.1), $\lim_{t \to \infty} \Pi(g_\delta(t)) = 0$, and hence $\lim_{t \to \infty} (\ast) = 0$, so by Lemma for suitable $u$, $(S_2) \leq \Phi_\delta^0(t) u(t) \Pi(g(t))/(f(y) - h)$, uniformly in $(h, y, t) \in \mathcal{S}$, as required for (5.12).

\[ \square \]

6. Proof of Lemma 4.7

Proof of Lemma 4.7: Let $T_{g(h)}$ denote the time when $X$ first passes above $g(h)$, and let $S_{\Delta g(h)}$ be the size of $X$’s first jump of size larger than $g(h)$. For each $y > K$, with $K > 0$ a large, fixed constant,

$$ \mathbb{P} \left( X_h \in (g(h), dy); \mathcal{O}_h \right) = \mathbb{P} \left( X_h \in (g(h), dy); X_{T_{g(h)}} \leq \frac{g(h)y}{2}; \mathcal{O}_h \right)$$

$$ + \mathbb{P} \left( X_h \in (g(h), dy); X_{T_{g(h)}} > \frac{g(h)y}{2}; S_{\Delta g(h)} \leq \frac{g(h)y}{2}; \mathcal{O}_h \right)$$

$$ + \mathbb{P} \left( X_h \in (g(h), dy); X_{T_{g(h)}} > \frac{g(h)y}{2}; S_{\Delta g(h)} \geq \frac{g(h)y}{2}; \mathcal{O}_h \right)$$

$$ =: \sigma_h^1(dy) + \sigma_h^2(dy) + \sigma_h^3(dy).$$

(6.1)

We will bound $\mathbb{P} \left( X_h \in (g(h), dy); \mathcal{O}_h \right)$ by bounding these 3 terms separately.
Upper Bound for $\sigma_n^1(dy)$. We shall disintegrate on the values of $T_{g(h)}$ and $X_{T_{g(h)}}$. Observe by (3.4) that $\mathbb{P}(\mathcal{O}_h; T_{g(h)} \in ds) = \mathbb{P}(\mathcal{O}_s; T_{g(h)} \in ds)$, so that we can apply (5.3) and the independent increments property, with the notation $\mathbb{P}(X_t \in dx) = f_t(x)dx$, to yield

$$\sigma_n^1(dy) = \int_0^h \int_{u=1}^{\frac{h}{2}} \mathbb{P} \left( X_h \in g(h)dy; X_{T_{g(h)}} \in g(h)dw; T_{g(h)} \in ds; \mathcal{O}_h \right)$$

$$= \int_0^h \int_{1}^{\frac{h}{2}} f_{h-s}(g(h)(y-w))g(h)dy \mathbb{P} \left( X_{T_{g(h)}} \in g(h)dw; T_{g(h)} \in ds; \mathcal{O}_s \right)$$

$$= \int_0^h \int_{1}^{\frac{h}{2}} f_{h-s}(g(h)(y-w))g(h)dy \mathbb{P} \left( X_{T_{g(h)}} \in g(h)dw; T_{g(h)} \in ds; \mathcal{O}_h \right).$$

Now, $g(h)(y-w) > g(h)y/2 > g(h) + x_0 \geq g(h-s) + x_0$, for all large enough $h$, with $x_0$ as in Assumption 3.3, so (3.2) applies to $f_{h-s}(g(h)(y-w))$. Applying (4.30), since $y-w \geq y/2$ and $L$ is slowly varying at $\infty$, uniformly in $y > K$ by Bingham et al. (1989, Theorem 1.2.1), as $h \to \infty$,

$$\sigma_n^1(dy) \overset{(3.2)}{\leq} \int_0^h \int_{1}^{\frac{h}{2}} (h-s)u(g(h)(y-w))g(h)dy \mathbb{P} \left( X_{T_{g(h)}} \in g(h)dw; T_{g(h)} \in ds; \mathcal{O}_h \right)$$

$$\overset{(4.30)}{\lesssim} \int_0^h \int_{1}^{\frac{h}{2}} \frac{h-s}{g(h)^{\alpha}} (y-w)^{-1-\alpha} L(g(h)(y-w)) dy$$

$$\times \mathbb{P} \left( X_{T_{g(h)}} \in g(h)dw; T_{g(h)} \in ds; \mathcal{O}_h \right)$$

$$\lesssim \int_0^h \int_{1}^{\frac{h}{2}} \frac{h}{g(h)^{\alpha}} \frac{L(g(h))}{L(g(h))} y^{1-\alpha} L \left( \frac{g(h)y}{2} \right) dy$$

$$\times \mathbb{P} \left( X_{T_{g(h)}} \in g(h)dw; T_{g(h)} \in ds; \mathcal{O}_h \right)$$

$$\lesssim \frac{L(g(h)y)}{L(g(h))} dy \frac{hL(g(h))}{g(h)^{\alpha}} \int_0^h \int_{1}^{\frac{h}{2}} \mathbb{P} \left( X_{T_{g(h)}} \in g(h)dw; T_{g(h)} \in ds; \mathcal{O}_h \right)$$

$$\leq \frac{y^{1-\alpha} L(g(h)y)}{L(g(h))} dy \frac{h\Pi(g(h))}{\mathbb{P}(\mathcal{O}_h)} \cdot (6.2)$$

$$= o(1) \times y^{1-\alpha} \frac{L(g(h)y)}{L(g(h))} \mathbb{P}(\mathcal{O}_h) dy,$$

where, recalling $g(h)^{-\alpha}L(g(h)) = \Pi(g(h))$, the last step follows by (3.1).

Simplifying the Expressions for $\sigma_n^2(dy)$ and $\sigma_n^3(dy)$. Recall (3.7), and $\sigma_n^2(dy) + \sigma_n^3(dy) = \mathbb{P}(X_h \in g(h)dy; X_{T_{g(h)}} > g(h)y/2; \mathcal{O}_h)$. Choosing $K > 4$, we have $g(h)y/2 > 2g(h)$ for $y > K$. As $T_{g(h)}$ is the first passage time above $g(h)$, if $X_{T_{g(h)}} > 2g(h)$, then $X$ crosses $g(h)$ by a jump larger than $g(h)$, so since $T_{g(h)} \leq \Delta_{g(h)}^1$, $T_{g(h)} = \Delta_{g(h)}^1$.

Then since $X_t < g(h)$ for all $t < T_{g(h)}$, it follows that $X_{T_{g(h)}} = X_{\Delta_{g(h)}^1} < g(h)$, as $X$ has càdlàg sample paths, almost surely. Moreover, if $\mathcal{O}_h$ holds, then $X$ crosses
\( g(h) \) by time \( h \), so \( \Delta_1^{g(h)} = T_{g(h)} \leq h \). Thus:

\[
\begin{align*}
&\left\{ X_{T_{g(h)}} > \frac{g(h)y}{2}; S_{\Delta_1^{g(h)}} < \frac{g(h)y}{2}; \mathcal{O}_h \right\} \\
&\subseteq \left\{ \Delta_1^{g(h)} \leq h; X_{\Delta_1^{g(h)} -} < g(h); S_{\Delta_1^{g(h)}} < \frac{g(h)y}{2}; \mathcal{O}_h \right\},
\end{align*}
\]

and therefore we can bound \( \sigma_h^2(dy) \) by

\[
\begin{align*}
\sigma_h^2(dy) &= P \left( X_h \in g(h)dy; X_{T_{g(h)}} > \frac{g(h)y}{2}; S_{\Delta_1^{g(h)}} < \frac{g(h)y}{2}; \mathcal{O}_h \right) \\
&\leq P \left( X_h \in g(h)dy; \Delta_1^{g(h)} \leq h; X_{\Delta_1^{g(h)} -} < g(h); S_{\Delta_1^{g(h)}} < \frac{g(h)y}{2}; \mathcal{O}_h \right). \tag{6.4}
\end{align*}
\]

For \( \sigma_h^2(dy) \), the converse analogous inclusion to (6.4) holds too, that is, if \( \mathcal{O}_h, \Delta_1^{g(h)} \leq h, X_{\Delta_1^{g(h)} -} < g(h), \) and \( S_{\Delta_1^{g(h)}} \geq g(h)y/2 \) hold, then we have

\[
X_{T_{g(h)}} = X_{\Delta_1^{g(h)}} \geq X_{\Delta_1^{g(h)} -} - X_{\Delta_1^{g(h)} -} = S_{\Delta_1^{g(h)}} > g(h)y/2,
\]

and therefore \( \sigma_h^2(dy) \) satisfies

\[
\begin{align*}
\sigma_h^2(dy) &= P \left( X_h \in g(h)dy; X_{T_{g(h)}} > \frac{g(h)y}{2}; S_{\Delta_1^{g(h)}} \geq \frac{g(h)y}{2}; \mathcal{O}_h \right) \\
&= P \left( X_h \in g(h)dy; \Delta_1^{g(h)} \leq h; X_{\Delta_1^{g(h)} -} < g(h); S_{\Delta_1^{g(h)}} \geq \frac{g(h)y}{2}; \mathcal{O}_h \right). \tag{6.5}
\end{align*}
\]

Upper Bound for \( \sigma_h^2(dy) \). By (6.5) and (5.5), disintegrating on the values of \( \Delta_1^{g(h)}, X_{\Delta_1^{g(h)} -}, \) and \( S_{\Delta_1^{g(h)}} \), by independence of increments and the Markov property, with

\[
P(X_t \in dx) = f_t(x)dx,
\]

\[
\sigma_h^2(dy) \leq P \left( X_h \in g(h)dy; \Delta_1^{g(h)} \leq h; X_{\Delta_1^{g(h)} -} < g(h); S_{\Delta_1^{g(h)}} < \frac{g(h)y}{2}; \mathcal{O}_h \right)
\]

\[
= \int_{s=0}^{h} \int_{w=0}^{1} \int_{v=0}^{2} P(X_h \in g(h)dy; \Delta_1^{g(h)} \in ds; X_{\Delta_1^{g(h)} -} \in g(h)dw; S_{\Delta_1^{g(h)}} \in g(h)dv; \mathcal{O}_s)
\]

\[
= \int_{0}^{h} \int_{0}^{1} \int_{0}^{2} f_{h-s}(g(h)(y-w-v))g(h)dy
\]

\[
\times P \left( \Delta_1^{g(h)} \in ds; X_{\Delta_1^{g(h)} -} \in g(h)dw; S_{\Delta_1^{g(h)}} \in g(h)dv; \mathcal{O}_s \right)
\]

\[
= \int_{0}^{h} \int_{0}^{1} \int_{0}^{2} f_{h-s}(g(h)(y-w-v))g(h)dy
\]

\[
\times P \left( \Delta_1^{g(h)} \in ds; X_{\Delta_1^{g(h)} -} \in g(h)dw; S_{\Delta_1^{g(h)}} \in g(h)dv; \mathcal{O}_h \right).
\]

Note \( y - w - v > y/3 > K/3 \) for \( w \leq 1, v \leq y/2 \). So as \( h \to \infty, g(h)(y-w-v) \geq g(h-s) + x_0 \), so we can apply (3.2) and (4.30). Now, \( g(h)^{-\alpha} L(g(h)) = \Pi(g(h)) \) for \( L \) slowly varying at \( \infty \), so by (3.1), uniformly in \( y \geq K \) by the uniform convergence theorem (Bingham et al., 1989, Theorem 1.2.1), as \( h \to \infty, \)

\[
\sigma_h^2(dy) \lesssim \int_{0}^{h} \int_{0}^{1} \int_{0}^{2} (h-s)u(g(h)(y-w-v))g(h)dy
\]
\[
\begin{align*}
\text{(4.30)} & \quad \int_0^h \int_0^1 \int_0^{\frac{y-u}{w}} \frac{(h-s)L(g(h)(y-w-v))}{g(h)^{\alpha} (y-w-v)^{1+\alpha}} dy \\
& \quad \times \mathbb{P} \left( \Delta_1^{g(h)} \in ds; X_{\Delta_1^{g(h)}-} \in g(h)dw; S_{\Delta_1^{g(h)}} \in g(h)dv; \mathcal{O}_h \right) \\
& \lesssim \int_0^h \int_0^1 \int_0^{\frac{y-u}{w}} \frac{(h-s)L(g(h)y)}{g(h)^{\alpha} y^{1+\alpha}} L(g(h)y) dy \\
& \quad \times \mathbb{P} \left( \Delta_1^{g(h)} \in ds; X_{\Delta_1^{g(h)}-} \in g(h)dw; S_{\Delta_1^{g(h)}} \in g(h)dv; \mathcal{O}_h \right) \\
& \leq \frac{hL(g(h))}{g(h)^{\alpha}} \int_0^h \int_0^1 \int_0^{\frac{y-u}{w}} y^{-1-\alpha} L(g(h)y) L(g(h)) dy \\
& \quad \times \mathbb{P} \left( \Delta_1^{g(h)} \in ds; X_{\Delta_1^{g(h)}-} \in g(h)dw; S_{\Delta_1^{g(h)}} \in g(h)dv; \mathcal{O}_h \right) \\
& \overset{(4.1)}{=} o(1) \times \int_0^h \int_0^1 \int_0^{\frac{y-u}{w}} y^{-1-\alpha} \frac{L(g(h)y)}{L(g(h))} dy \\
& \quad \times \mathbb{P} \left( \Delta_1^{g(h)} \in ds; X_{\Delta_1^{g(h)}-} \in g(h)dw; S_{\Delta_1^{g(h)}} \in g(h)dv; \mathcal{O}_h \right) \\
& \leq o(1) \times y^{-1-\alpha} \frac{L(g(h)y)}{L(g(h))} \mathbb{P}(\mathcal{O}_h) dy. 
\end{align*}
\]

Upper Bound for \( \sigma_0^A(dy) \). Disintegrating on the values of \( \Delta_1^{g(h)}, X_{\Delta_1^{g(h)}-} \) and \( S_{\Delta_1^{g(h)}} \), then applying (5.5), independence of increments, the Markov property, and Lemma 4.9, it follows that uniformly among \( y > K \) as \( h \to \infty \), with \( \mathbb{P}(X_t \in dx) = f_t(x)dx \),

\[
\sigma_0^A(dy) = \int_{s=0}^h \int_{w=0}^1 \int_{w=\frac{y-w}{2}}^{y-w} \mathbb{P} \left( X_h \in g(h)dy; \Delta_1^{g(h)} \in ds; X_{\Delta_1^{g(h)}-} \in g(h)dw; S_{\Delta_1^{g(h)}} \in g(h)dv; \mathcal{O}_h \right) \\
= \int_0^h \int_0^1 \int_{\frac{y-w}{2}}^{y-w} f_{h-s}(g(h)(y-w-v))g(h)dy dp \left( S_{\Delta_1^{g(h)}} \in g(h)dv \right) \\
& \quad \times \mathbb{P} \left( \Delta_1^{g(h)} \in ds; X_{\Delta_1^{g(h)}-} \in g(h)dw; \mathcal{O}_h \right) \\
\overset{(4.9)}{=} \int_0^h \int_0^1 \int_{\frac{y-w}{2}}^{y-w} f_{h-s}(g(h)(y-w-v))g(h)dy v^{-1-\alpha} \frac{L(g(h)v)}{L(g(h))} dv \\
& \quad \times \mathbb{P} \left( \Delta_1^{g(h)} \in ds; X_{\Delta_1^{g(h)}-} \in g(h)dw; \mathcal{O}_h \right) \\
\overset{(5.5)}{=} \int_0^h \int_0^1 \int_{\frac{y-w}{2}}^{y-w} f_{h-s}(g(h)(y-w-v))g(h)dy v^{-1-\alpha} \frac{L(g(h)v)}{L(g(h))} dv \\
& \quad \times \mathbb{P} \left( \Delta_1^{g(h)} \in ds; X_{\Delta_1^{g(h)}-} \in g(h)dw; \mathcal{O}_h \right). 
\]

Now, as \( y/3 \leq y/2 - 1 \leq y/2 - w \leq v \leq y \), applying the uniform convergence theorem Bingham et al. (1989, Theorem 1.2.1) to \( L(g(h)v)/L(g(h)y) \), uniformly in \( y > K \) as \( h \to \infty \),

\[
\sigma_0^A(dy) \lesssim y^{-1-\alpha} \frac{L(g(h)y)}{L(g(h))} dy \int_0^h \int_0^1 \int_{\frac{y-w}{2}}^{y-w} f_{h-s}(g(h)(y-w-v))g(h)dv \quad (6.8)
\]
Changing variables to \( u = g(h)(y - w - v) \), uniformly in \( y > K \), as \( h \to \infty \),

\[
\sigma_h^1(dy) \lesssim y^{-1-\alpha} \frac{L(g(h)y)}{L(g(h))} dy \int_0^h \int_0^1 P(h-s) \, du \times P \left( \Delta_1^{g(h)} \in ds; X_{\Delta_1^{g(h)}-} \in g(h)dw; O_h \right)
\]

\[
= y^{-1-\alpha} \frac{L(g(h)y)}{L(g(h))} dy \int_0^h \int_0^1 P \left( X_{h-s} \leq \frac{g(h)y}{2} \right) \times P \left( \Delta_1^{g(h)} \in ds; X_{\Delta_1^{g(h)}-} \in g(h)dw; O_h \right)
\]

\[
\leq y^{-1-\alpha} \frac{L(g(h)y)}{L(g(h))} dy \int_0^h \int_0^1 P \left( \Delta_1^{g(h)} \in ds; X_{\Delta_1^{g(h)}-} \in g(h)dw; O_h \right)
\]

\[
= y^{-1-\alpha} \frac{L(g(h)y)}{L(g(h))} dy P \left( \Delta_1^{g(h)} \leq h; X_{\Delta_1^{g(h)}-} \in g(h); O_h \right)
\]

\[
\leq y^{-1-\alpha} \frac{L(g(h)y)}{L(g(h))} P(O_h) dy. \tag{6.10}
\]

Conclusion of Upper Bound. By (6.1), (6.3), (6.7), and (6.10), we conclude, as required for the upper bound in (4.29), that uniformly in \( y > K \), as \( h \to \infty \),

\[
P(X_h \in g(h)dy; O_h) \lesssim y^{-1-\alpha} \frac{L(g(h)y)}{L(g(h))} P(O_h) dy. \tag{6.11}
\]

Now we will prove the lower bound on \( P(X_h \in g(h)dy; O_h) \).

Proof of Lower Bound. Now, fixing \( y_0 > 0 \), for all \( y > K \), as \( h \to \infty \),

\[
P(X_h \in g(h)dy; O_h) \geq P \left( X_h \in g(h)dy; \Delta_1^{g(h)} \leq h - 1; X_{\Delta_1^{g(h)}-} \in g(h); \frac{g(h)y}{2} \leq S_{\Delta_1^{g(h)}} \leq g(h)y - y_0; O_h \right). \tag{6.12}
\]

Disintegrating on the values of \( \Delta_1^{g(h)}, X_{\Delta_1^{g(h)}-}, \) and \( S_{\Delta_1^{g(h)}} \), applying the Markov property, noting that by (5.5), \( \{ \Delta_1^{g(h)} \in ds; O_h \} = \{ \Delta_1^{g(h)} \in ds; O_{\Delta_1^{g(h)}} \} \) for each \( s \leq h \), with \( P(X_t \in dx) = f(x)dx \),

\[
(6.12) \overset{(5.5)}{=} \int_{s=0}^{h-1} \int_{w=0}^{1} \int_{v=-\frac{y_0}{g(h)}}^{y_0} P \left( X_h \in g(h)dy; \Delta_1^{g(h)} \in ds; X_{\Delta_1^{g(h)}-} \in g(h)dw; S_{\Delta_1^{g(h)}} \in g(h)dv; O_{\Delta_1^{g(h)}} \right)
\]

\[
\overset{(5.5)}{=} \int_0^{h-1} \int_0^1 \int_{v=-\frac{y_0}{g(h)}}^{y_0} f_{h-s}(g(h)(y-w-v))g(h)dy \times P \left( \Delta_1^{g(h)} \in ds; X_{\Delta_1^{g(h)}-} \in g(h)dw; O_h \right). 
\]
Applying Lemma 4.9, noting $h - s \geq 1$, $y/2 < 2y/3 - w$, $v \asymp y$, and $L(g(h)v) \asymp L(g(h)g)$ uniformly in $y > K$ as $h \to \infty$ by the uniform convergence theorem Bingham et al. (1989, Thm 1.2.1), it follows that uniformly in $y > K$ as $h \to \infty$,

$$ (6.12) \quad \int_0^{h-1} \int_0^1 \int_{v=0}^{\frac{y}{2}} \int_{w=0}^{\frac{y}{2} - w} f_{h-s}(g(h)(y-w-v)) g(h) dy dy - \frac{1}{} \frac{L(g(h)v)}{L(g(h))} dy \times \mathbb{P} \left( \Delta_{1}^{(h)} \in ds; X_{\Delta_{1}^{(h)}-} \in g(h) dw; O_h \right) $$

Changing variables to $u = g(h)(y-w-v)$, noting that $y/3 > 1$ for all $y > K$ and that $h - s \geq 1$,

$$ (6.12) \quad \int_0^{h-1} \int_0^1 \int_{u=0}^{\frac{y}{2}} \int_{u=0}^{\frac{y}{2} - u} f_{h-s}(u) du \times \mathbb{P} \left( \Delta_{1}^{(h)} \in ds; X_{\Delta_{1}^{(h)}-} \in g(h) dw; O_h \right) $$

$$ = y^{1-\alpha} \frac{L(g(h)g)}{L(g(h))} dy \int_0^{h-1} \int_0^1 \int_{u=0}^{\frac{y}{2}} \int_{u=0}^{\frac{y}{2} - u} f_{h-s}(u) du \times \mathbb{P} \left( \Delta_{1}^{(h)} \in ds; X_{\Delta_{1}^{(h)}-} \in g(h) dw; O_h \right) $$

Now, with $X^{(0,g(h))}$ again denoting the process with no jumps bigger than $g(h)$,

$$ \mathbb{P} \left( X_h \leq g(h) \right) = \mathbb{P} \left( X_h^{(0,g(h))} \leq g(h) \right) \mathbb{P} \left( \Delta_{1}^{(h)} > h \right) = \mathbb{P} \left( X_h^{(0,g(h))} \leq g(h) \right) e^{-h \Pi(g(h))}, $$

and since $\lim_{h \to \infty} h \Pi(g(h)) = 0$ by (3.1), by Markov’s inequality, as $h \to \infty$,

$$ \mathbb{P} \left( X_h \leq g(h) \right) \quad (3.1) \quad \mathbb{P} \left( X_h^{(0,g(h))} \leq g(h) \right) \geq 1 - \frac{\mathbb{E} \left[ X_h^{(0,g(h))} \right]}{g(h)} \geq 1 - \frac{h \Pi(g(h))}{g(h)}. $$

By (3.1) and Karamata’s theorem (Bingham et al., 1989, Prop 1.5.8), as $h \to \infty$,

$$ \mathbb{P} \left( X_h \leq g(h) \right) \geq 1 - \frac{h \Pi(g(h))}{g(h)} = 1 - h \Pi(g(h)) \quad (3.1) \sim 1. $$

Then as $\mathbb{P}(X_1 \leq y_0) = \text{constant} < 1$, taking $y_0$ large enough that $\mathbb{P}(X_h \leq g(h)) - \mathbb{P}(X_1 \leq y_0) \geq 1$ uniformly, we get that uniformly in $y > K$ as $h \to \infty$,

$$ (6.12) \quad \frac{L(g(h)g)}{L(g(h))} y^{1-\alpha} dy \int_0^{h-1} \int_0^1 \mathbb{P} \left( \Delta_{1}^{(h)} \in ds; X_{\Delta_{1}^{(h)}-} \in g(h) dw; O_h \right) $$

$$ = L(g(h)g) y^{1-\alpha} dy \mathbb{P} \left( \Delta_{1}^{(h)} \leq h - 1; X_{\Delta_{1}^{(h)}-} < g(h); O_h \right). \quad (6.13) $$
Proof by Contradiction Step. Now we assume for a contradiction that

\[
\liminf_{h \to \infty} \frac{\mathbb{P} \left( \Delta_i^{g(h)} \leq h - 1; X_{\Delta_i^{g(h)}} < g(h); \mathcal{O}_h \right)}{\mathbb{P}(\mathcal{O}_h)} = 0. \tag{6.14}
\]

As \( \Delta_i^{g(h)} \) is exponentially distributed with rate \( \Pi(g(h)) \), by Corollary 4.4, as \( h \to \infty \),

\[
\mathbb{P} \left( \Delta_i^{g(h)} \in [h - 1, h]; X_{\Delta_i^{g(h)}} < g(h); \mathcal{O}_h \right) \leq \mathbb{P} \left( \Delta_i^{g(h)} \in [h - 1, h] \right)
\]

\[
\leq \mathbb{P} \left( \Delta_i^{g(h)} \leq 1 \right) = 1 - e^{-\Pi(g(h))} \leq \Pi(g(h)) \frac{\mathbb{P}(\mathcal{O}_h)}{\Phi(h)} \overset{\text{(4.5)}}{=} o(1) \times \mathbb{P}(\mathcal{O}_h),
\]

since \( \lim_{h \to \infty} \Phi(h) = \infty \) by (4.5), so it follows that (6.14) holds if and only if

\[
\liminf_{h \to \infty} \frac{\mathbb{P} \left( \Delta_i^{g(h)} \leq h; X_{\Delta_i^{g(h)}} < g(h); \mathcal{O}_h \right)}{\mathbb{P}(\mathcal{O}_h)} = 0. \tag{6.15}
\]

By (6.1), (6.3), (6.7), and (6.9), we get that (6.15) implies, along a subsequence of \( h \), as \( h \to \infty \),

\[
\mathbb{P} \left( X_h \geq Kg(h); \mathcal{O}_h \right) = \int_K \mathbb{P}(X_h \in g(h)dy; \mathcal{O}_h)
\]

\[
= o(1) \times \mathbb{P}(\mathcal{O}_h) \int_K y^{-1-\alpha} L(g(h)y) \frac{L(g(h))}{L(g(h))} dy.
\]

Changing variables from \( y \) to \( u = g(h)y \),

\[
\mathbb{P} \left( X_h \geq Kg(h); \mathcal{O}_h \right) = o(1) \times \frac{g(h)^{\alpha} \mathbb{P}(\mathcal{O}_h)}{L(g(h))} \int_{Kg(h)} u^{-1-\alpha} L(u) du.
\]

As \( L \) is slowly varying, applying the result Bingham et al. (1989, Prop 1.5.10) to \( \int_{Kg(h)} u^{-1-\alpha} L(u) du \), as \( h \to \infty \),

\[
\mathbb{P} \left( X_h \geq Kg(h); \mathcal{O}_h \right) \lesssim o(1) \times \frac{g(h)^{\alpha} \mathbb{P}(\mathcal{O}_h)}{L(g(h))} (Kg(h))^{-\alpha} L(Kg(h)) = o(1) \times \mathbb{P}(\mathcal{O}_h). \tag{6.16}
\]

But considering the subevent \( \{ \Delta_i^{g(h)} = \Delta_i^{Kg(h)} \leq h; \mathcal{O}_h \} \subseteq \{ X_h \geq Kg(h); \mathcal{O}_h \} \), disintegrating on the value of \( \Delta_i^{g(h)} \), and applying the Markov property,

\[
\mathbb{P} \left( X_h \geq Kg(h); \mathcal{O}_h \right) \geq \mathbb{P} \left( \Delta_i^{g(h)} = \Delta_i^{Kg(h)} \leq h; \mathcal{O}_h \right)
\]

\[
= \int_0^h \mathbb{P} \left( \Delta_i^{g(h)} = \Delta_i^{Kg(h)} \in ds; \mathcal{O}_h \right)
\]

\[
= \int_0^h \mathbb{P} \left( \Delta_i^{g(h)} \in ds; S_{\Delta_i^{g(h)}} \geq Kg(h); \mathcal{O}_{s,X^{(0,g(h))}} \right)
\]

\[
= \int_0^h \mathbb{P} \left( \mathcal{O}_{s,X^{(0,g(h))}}; \Delta_i^{g(h)} \in ds \right) \mathbb{P} \left( S_{\Delta_i^{g(h)}} \geq Kg(h) \right)
\]

\[
= \frac{\Pi(Kg(h))}{\Pi(g(h))} \int_0^h \mathbb{P} \left( \mathcal{O}_{s,X^{(0,g(h))}}; \Delta_i^{g(h)} \in ds \right)
\]
Proof of Lemma 4.3: Firstly, we will show that \( \rho(t) = o(\Pi(g(t))) \) as \( t \to \infty \). By (4.2) with \( y = h = 0 \), it is immediate that \( \lim_{s \to \infty} \rho(s)/\Pi(g(s)) \leq 0 \). Now, by (3.13) and (5.8),
\[
-\rho(s) = \frac{1}{\Phi(s)} \left[ \Pi(g(s))^2 \int_0^s \int_0^v \mathbb{P}(\mathcal{O}_w; \Delta_1^{g(s)} \leq s) \right] \\
\leq \frac{1}{\Phi(s)} \Pi(g(s))^2 \int_0^s \int_0^v \mathbb{P}(\mathcal{O}_w; \Delta_1^{g(w)} \leq w) dw dv \\
\leq \frac{1}{\Phi(s)} s \Pi(g(s))^2 \int_0^s \mathbb{P}(\mathcal{O}_w) dw = s \Pi(g(s))^2.
\]

Now, applying (3.1) and (3.3) in cases (i) and (ii) respectively, it follows that \( \lim_{s \to \infty} -\rho(s)/\Pi(g(t)) \leq 0 \), and hence \( \rho(s) = o(\Pi(g(s))) \) as \( s \to \infty \).

Next we will show that \( -\int_1^\infty \rho(s) ds < \infty \). Indeed, this follows immediately in case (ii) by (7.1) and (3.3). In case (i), for arbitrarily small \( \tau > 0 \), applying Potter’s theorem (Bingham et al., 1989, Theorem 1.5.6) to \( \Pi(g(s))/\Pi(g(s)/\log(s)\beta) \), it follows by (7.1) and (3.1) that
\[
-\int_1^\infty \rho(s) ds \lesssim \int_1^\infty s^2 \Pi \left( \frac{g(s)}{\log(s)\beta} \right)^2 s^{-1} \log(s)^{-2\alpha\beta+2\tau} ds \\
\overset{(3.1)}{\lesssim} \int_1^\infty s^{-1} \log(s)^{-2\alpha\beta+2\tau} ds < \infty,
\]
where we simply take \( \tau \) small enough that \(-2\alpha\beta+2\tau < -1\), which is possible since \( \alpha\beta > 1/2 \).
Proof of Lemma 4.6: Recall that $\Pi(x) = x^{-\alpha}L(x)$ for $L$ slowly varying at $\infty$, so as $\Pi$ is non-increasing, for large $N > 0$, using that $t_0(y) \geq f(Ay),$

\[
\int_{t_1(Ay)}^{t_2(Ay)} (\Pi(g(s+h) - y) - \Pi(g(s)))ds \leq \int_{t_1(Ay)}^{t_2(Ay)} (\Pi(g(s) - y) - \Pi(g(s)))ds \tag{7.2}
\]

\[
\leq \int_{t_1(Ay)}^{\infty} (\Pi(g(s) - y) - \Pi(g(s)))ds = \int_{t_1(Ay)}^{\infty} \left( \frac{L(g(s) - y)}{(g(s) - y)^\alpha} - \frac{L(g(s))}{g(s)^\alpha} \right)ds 
\]

\[
= \int_{t_1(Ay)}^{\infty} \frac{L(g(s) - y)}{(g(s) - y)^\alpha} \left( 1 - \left( \frac{g(s) - y}{g(s)} \right)^{\alpha+N} \right) \frac{g(s)^N L(g(s))}{(g(s) - y)^N L(g(s) - y)}ds.
\]

Now, $A > B - 1$, and $x^N L(x)$ is non-decreasing in $x$ for $x > B$ in case (i), so

\[
\tag{7.2} \leq \int_{t_1(Ay)}^{\infty} \frac{L(g(s) - y)}{(g(s) - y)^\alpha} \left( 1 - \left( \frac{g(s) - y}{g(s)} \right)^{\alpha+N} \right)ds.
\]

One can verify $1 - (1 - y/g(s))^{\alpha+N} \lesssim y/g(s)$, uniformly in $y > 0, s > f(Ay)$, so

\[
\tag{7.2} \lesssim y \int_{t_1(Ay)}^{\infty} \frac{L((1 - A^{-1})g(s))}{g(s)^{1+\alpha}}ds.
\]

As $g(s) - y \geq (1 - A^{-1})g(s)$ for $s > f(Ay)$, and $\Pi(x) = x^{-\alpha}L(x)$ is non-increasing,

\[
\tag{7.3} \lesssim y \int_{t_1(Ay)}^{\infty} \frac{L((1 - A^{-1})g(s))}{g(s)^{1+\alpha}}ds.
\]

Applying the uniform convergence theorem (Bingham et al., 1989, Theorem 1.2.1) to the slowly varying function $L$, substituting $u = g(s)$, as $uf'(u)\Pi(u)$ is decreasing, we conclude that uniformly in $y > 0$ (and also uniformly in $h > 0, y > g(h)$),

\[
\tag{7.2} \lesssim y \int_{t_1(Ay)}^{\infty} \frac{L(g(s))}{g(s)^{1+\alpha}}ds = y \int_{A_y}^{\infty} \frac{L(u)}{u^{1+\alpha}}f'(u)du = y \int_{A_y}^{\infty} u^{-2}uf'(u)\Pi(u)du
\]

\[
\leq Ay^2 f'(Ay)\Pi(Ay) \int_{A_y}^{\infty} u^{-2}du = \frac{1}{2}yf'(Ay)\Pi(Ay) \lesssim yf'(y)\Pi(y).
\]

\[
\square
\]

**Proof of Lemma 4.8:** First recall that by Theorem 3.14,

\[
q_h(y) = \frac{\Phi^h_{\rho}(t_0(y))}{\Phi(1)} \lim_{t \to \infty} \exp \left( \int_{t_0(y)}^{t} (\Pi(\rho^h_{y}(s)) + \rho^h_{y}(s))ds - \int_{t}^{t_1} (\Pi(g(s)) + \rho(s)) ds \right).
\]

Now, by (4.1) in Lemma 4.2, uniformly in $h > 0, y > g(h),$

\[
\left| \int_{t_0(y)}^{\infty} \rho^h_{y}(s)ds \right| \lesssim \int_{t_0(y)}^{\infty} \frac{1}{s \log(s)^{1+\varepsilon}} \left( 1 + \frac{1}{f(y) - h} \right)ds,
\]

and $1/(f(y) - h) \leq 1/f(\delta) < \infty$ since $y \geq g(h + f(\delta))$, so the $\rho^h_{y}$ integral is bounded uniformly in $h > 0, y > g(h + f(\delta))$. By Remark 4.5, $\int_{1}^{\infty} \rho(s)ds < \infty$. For $y > g(h + f(\delta)) > \delta, f(Ay) > f(A\delta)$, so taking $A$ sufficiently large if necessary, $t_0(y) :=
we conclude that $x u_0$ has positive increase. Thus we can apply Bingham et al. (1989, Prop 2.2.1), yielding $\Phi_{\eta_0}^h (f (Ay)) \exp \left( - \int_1^{f(Ay)} \Pi (g(s)) ds \right)$.

For the converse inequality, as $\Pi$ is non-increasing, for $y > g(h)$ (so $f(y) > h$),

$$\int_t^{f(Ay)} (\Pi (g(s)) - \Pi (g(s + h) - y)) ds \leq \int_t^{f(Ay)} (\Pi (g(s)) - \Pi (g(s + h))) ds$$

$$= \int_t^{f(Ay)} \Pi (g(s)) ds - \int_{f(Ay) + h}^{t + h} \Pi (g(s)) ds \leq \int_{f(Ay)}^{f(Ay) + h} \Pi (g(s)) ds$$

$$\leq h \Pi (g(f(Ay))) \leq h \Pi (y) \leq f(y) \Pi (y).$$

Then as $y > g(h + f(\delta)) > \delta$ and $\lim_{y \to \infty} f(y) \Pi (y) = 0$ by (3.1) (recall $f^{-1} = g$), we conclude

$$q_h (y) \leq \Phi_{\eta_0}^h (f (Ay)) \exp \left( - \int_1^{f(Ay)} \Pi (g(s)) ds \right).$$

**Proof of Lemma 4.9:** In case (ia), with $\Pi (dx) = u(x) dx$, $u(x)$ has bounded decrease and bounded increase, and as $\Pi$ is regularly varying at $\infty$ with index $\alpha \in (-1, 0)$ case (i), it follows that $\Pi$ has positive increase and bounded increase (see Bingham et al., 1989, p71 for precise definitions of bounded decrease, bounded increase, and positive increase). Thus we can apply Bingham et al. (1989, Prop 2.2.1), yielding that $x u(x) \leq \Pi (x)$ for all sufficiently large $x$, so

$$\frac{\Pi (g(h)v) dv}{\Pi (g(h))} = \frac{u(g(h)v) dv}{\Pi (g(h))} \leq \frac{\Pi (g(h)) v (g(h)) dv}{\Pi (g(h))} = v^{-1 - \alpha} L(g(h)v) = L(g(h)) dv.$$

**Proof of Lemma 4.10:** For $t \geq f(Ay)$, $A > 3 \vee (B - 1)$, as $f$ is increasing,

$$t \geq f(Ay) \geq f(y) \geq f(y) - h.$$ 

For $y > 0$, $y > g(h)$, and $s \leq f(y) - h$, we have $g_h^\delta (s) \leq 0$, so

$$\mathbb{P} (\mathcal{O}_{s}^{g_h^\delta}) = \mathbb{P} (X_u \geq g_h^\delta (u), \forall u \leq s) \geq \mathbb{P} (X_u \geq 0, \forall u \leq s) = 1,$$ 

and we conclude, as required, that

$$\Phi_{\eta_0}^h (t) = \int_0^t \mathbb{P} (\mathcal{O}_{s}^{g_h^\delta}) ds \geq \int_0^{f(y) - h} \mathbb{P} (\mathcal{O}_{s}^{g_h^\delta}) ds = f(y) - h.$$ 

**Proof of Lemma 5.1:** By Markov’s inequality and (2), with $\lambda = \log(1/H(t))/B(t), 

$$\mathbb{P} \left( X^{(0,A(t))} > B(t) \right) = \mathbb{P} \left( e^{X^{(0,A(t))}} \geq e^{\lambda B(t)} \right)$$

$$\leq \mathbb{E} \left[ e^{\lambda X^{(0,A(t))}} \right] e^{-\lambda B(t)} \exp \left( t \int_0^{A(t)} \lambda e^{\lambda x} (\Pi (x) - \Pi (A(t))) dx \right) H(t)$$
\[
\begin{align*}
\exp \left( t \frac{\log(1/H(t))}{B(t)} \right) & \leq \exp \left( t \frac{\log(1/H(t))}{B(t)} \int_0^{A(t)} \Pi(x) dx \right) H(t) \\
& = \exp \left( t \frac{\log(1/H(t))}{B(t)} H(t) - \frac{A(t)}{B(t)} \int_0^{A(t)} \Pi(x) dx \right) H(t).
\end{align*}
\] (7.4)

Now, by Bingham et al. (1989, Theorem 2.6.1(b)), which applies as \( \Pi \) has lower index \( \beta(\Pi) > -1 \) in cases (i) and (ii), there exists \( C > 0 \) such that for all \( A(t) > 1 \),

\[
\int_0^{A(t)} \Pi(x) dx \leq \int_0^1 \Pi(x) dx + C\Pi(A(t))A(t). \quad (7.5)
\]

Now, consider \( \mu(\Pi) := \lim \inf_{x \to \infty} \log(\Pi(x))/\log(x) \), which satisfies \( \mu(\Pi) \geq \beta(\Pi) > -1 \) by Bingham et al. (1989, Prop 2.2.5), so \( \lim \inf_{x \to \infty} \log(\Pi(x))/\log(x) > 1 \), and thus \( \lim \inf_{x \to \infty} x\Pi(x) > 0 \). So uniformly among \( A(t) > 1 \),

\[
\int_0^1 \Pi(x) dx \lesssim A(t)\Pi(A(t)), \quad (5.1)
\]

follows from (7.4) and (7.5), as required. \( \square \)
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