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Abstract
Quantum natural gradient has emerged as a superior minimisation technique in quantum variational algorithms [1, 2, 3]. Classically simulating the algorithm running on near-future quantum hardware is paramount in its study, as it is for all variational algorithms. In this case, state-vector simulation of the $P$-parameter/gate ansatz circuit does not dominate the runtime; instead, calculation of the Fisher information matrix becomes the bottleneck, involving $O(P^3)$ gate evaluations, though this can be reduced to $O(P^2)$ gates by using $O(P)$ temporary state-vectors. This is similar to the gradient calculation subroutine dominating the simulation of quantum gradient descent, which has attracted HPC strategies [4, 5] and bespoke simulation algorithms with asymptotic speedups [6, 7]. We here present a novel simulation strategy to precisely calculate the quantum natural gradient in $O(P^2)$ gates and $O(1)$ state-vectors. While more complicated, our strategy is in the same spirit as that presented for gradients in Ref [6], and involves iteratively evaluating recurrent forms of the Fisher information matrix. Our strategy uses only “apply gate”, “clone state” and “inner product” operations which are present in practically all quantum computing simulators. It is furthermore compatible with parallelisation schemes, like hardware acceleration and distribution. Since our scheme leverages a form of the Fisher information matrix for strictly unitary ansatz circuits, it cannot be simply extended to density matrix simulation of quantum natural gradient with non-unitary circuits [8].

1 Introduction

Variational quantum eigensolving (VQE) is a promising application of first generation quantum computers [9, 10, 11], with consequences for chemistry and material science [12, 13]. VQE aims to compute the minimum eigenvalue of some quantum operator by studying the states produced by a parameterized ansatz circuit. A simple example is energy gradient descent, whereby the $P$ parameters, $\theta$, are updated iteratively (with timestep $\Delta t$) under

$$\Delta \theta = -\Delta t \nabla \langle E(\theta) \rangle. \quad (1)$$

The energy gradient

$$\nabla \langle E(\theta) \rangle = \left\{ \frac{\partial \langle E(\theta) \rangle}{\partial \theta_1}, \ldots, \frac{\partial \langle E(\theta) \rangle}{\partial \theta_P} \right\}. \quad (2)$$

is a length-$P$ vector which can be tractably computed in a number of ways using a quantum device [14, 15, 16]. Many superior methods to gradient descent have emerged, such as ADAM [17], BFGS [18] and imaginary time evolution [19], though which require additional computation. Recently, a quantum adaptation [20] of natural gradient descent [21] was shown to be superior still [2], and equivalent to imaginary time evolution in a noise-free setting [8]. The quantum natural gradient prescribes a change in parameters

$$g(\theta) \Delta \theta = -\Delta t \nabla \langle E(\theta) \rangle, \quad (3)$$
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where in the absence of noise, \( g(\theta) = \mathbb{R}[G(\theta)] \) is the Fubini-Study tensor \([20]\); a \( P \times P \) matrix recently identified as the (classical) Fisher information matrix \([8\ 22]\). We note quantum natural gradient was recently extended to make use of the *quantum* Fisher information matrix to support non-unitary ansätze \([8]\), though we do not explore this presently. For a unitary ansatz \( \hat{U} \) and ansatz state(vector) \( |\psi\rangle = \hat{U} |\text{in}\rangle \), the Quantum Geometric Tensor \( G(\theta) \) is defined as

\[
G_{ij}(\theta) = \left\langle \frac{\partial \psi(\theta)}{\partial \theta_i}, \frac{\partial \psi(\theta)}{\partial \theta_j} \right\rangle - \left\langle \frac{\partial \psi(\theta)}{\partial \theta_i}, \psi(\theta) \right\rangle \left\langle \psi(\theta), \frac{\partial \psi(\theta)}{\partial \theta_j} \right\rangle.
\]

The quantum evaluation of this entire tensor \([3]\) requires \( O(P^2) \) rounds of sampling, each of which involve repeated but parallelisable evaluation of an ansatz circuit with \( O(P) \) gates. This means that if hypothetically an expected value could be calculated in one shot from an input state (like a classical simulation might), then the total number of quantum gates applies is \( O(P^3) \). When the global phase of the ansatz state \( |\psi\rangle \) is independent of the parameters, the latter terms of Eq \([3]\) vanish and \( G(\theta) \) becomes equivalent to the coefficient matrix in imaginary time evolution \([3\ 23]\), and can leverage the slightly simpler circuits therein \([19]\). These still prescribe a total of \( O(P^3) \) gates, before sampling. We furthermore note there exist quantum circuits to more efficiently evaluate a block-diagonal approximation to the tensor \( G(\theta) \) \([20]\).

Like many variational algorithms which offer limited mathematical treatment, study of quantum natural gradient has been done numerically \([8\ 19\ 2]\). However, the memory cost of classically representing a state-vector, and the time cost of simulating a gate, both grow exponentially with the number of qubits \([24]\). There is a growing wealth of simulators which use hardware-acceleration and other high-performance computing techniques to parallelise simulation at the gate level \([25\ 26]\), like QuEST \([27]\), ProjectQ \([28]\), qHIPSTER \([29]\) and Quantum++ \([30]\). However, this simulators which use hardware-acceleration and other high-performance computing techniques to parallelise simulation at the gate level \([25\ 26]\), like QuEST \([27]\), ProjectQ \([28]\), qHIPSTER \([29]\) and Quantum++ \([30]\). However, this is not an optimal strategy for simulating variational algorithms, which can make use of parallelisation at a different granularity. For example, the ansatz circuit, for different values of the parameters, can be evaluated simultaneously in an optimal strategy for simulating variational algorithms, which can make use of parallelisation at a different granularity.

For some variational algorithms, bespoke classical simulation routines can offer asymptotic speedup. For example, the gradient vector in gradient descent was previously simulated with \( O(P^2) \) total gates, but was recently shown to admit an \( O(P) \) gate optimisation \([6\ 7]\). This negates the need for custom parallelisation routines, or the excessive memory to store multiple state-vectors simultaneously. Such a strategy been implemented in Yao.jl \([7]\) and recently Qiskit \([6\ 31]\).

In this manuscript, we present a novel algorithm to classically evaluate the Fisher information matrix (and hence the Fubini-Study metric), used in quantum natural gradient, in an asymptotically faster fashion than previous methods. Naively emulating the quantum evaluation and replacing sampling with direct inner products admits an \( O(P^3) \) runtime cost. In contrast, our scheme leverages a recurrent form of the tensor to evaluate it in \( O(P^2) \) runtime, and a fixed memory overhead in terms of the number of parameters \( P \). This factor \( P \) speedup enables the simulation of significantly deeper ansatz circuits, and hence the study of previously intractable systems. For example, even Ref \([2]\) which simulated natural gradient with a modest 40 parameters could leverage our technique to simulate \( \approx 250 \) parameters in the same time. We furthermore present an additional algorithm to simulate quantum natural gradient a factor \( \approx 3 \) faster, though using \( O(P) \) additional state-vectors. This linearly growing memory cost may prove prohibitive in simulation of many qubits, or very deep ansätze.

2 Derivation

For clarity, we illustrate recurrent forms of the individual terms of the geometric quantum tensor in Equation \([4]\). We first consider the simpler expression, which is an inner product in the second term, which we’ll notate as

\[
T_i(\theta) = \left\langle \psi(\theta), \frac{\partial \psi(\theta)}{\partial \theta_i} \right\rangle.
\]

Assume \( \psi(\theta) \) is produced from an ansatz circuit \( \hat{U} \) on some fixed input state \( |\text{in}\rangle \), where \( \hat{U} \) is composed of \( P \) gates, \( \hat{U}_i \), each with a unique parameter \( \theta_i \). That is,

\[
\hat{U}(\theta) = \prod_{k=1}^{P} U_k(\theta_k) = \hat{U}_P(\theta_P) \ldots \hat{U}_1(\theta_1), \quad \text{and} \quad |\psi(\theta)\rangle = \hat{U}(\theta) |\text{in}\rangle.
\]
Then we have

\[ T_i(\theta) = \langle \text{in} | \left( \prod_{k=1}^{P} \hat{U}_k^\dagger \right) \left( \prod_{k=i+1}^{P} \hat{U}_k \right) \frac{d\hat{U}_i}{d\theta_i} \left( \prod_{k=i-1}^{1} \hat{U}_k \right) | \text{in} \rangle \]

\[ = \langle \text{in} | \left( \prod_{k=1}^{i} \hat{U}_k^\dagger \right) \frac{d\hat{U}_i}{d\theta_i} \left( \prod_{k=i-1}^{1} \hat{U}_k \right) | \text{in} \rangle, \]

where all gates \{\hat{U}_j : j > i\} have been eliminated. For clarity, we define

\[ |\psi\rangle_i = \prod_{k=i}^{1} \hat{U}_k |\text{in}\rangle, \quad \Rightarrow \quad |\psi\rangle_{i+1} = \hat{U}_{i+1} |\psi\rangle_i, \]

so that our term simplifies to

\[ T_i(\theta) = \langle \psi_i | \frac{d\hat{U}_i}{d\theta_i} | \psi_{i-1} \rangle. \]

This suggests a simple iterative strategy to calculate \( T_i \) for all \( i \in \{1, \ldots, P\} \), in a total of \( \mathcal{O}(P) \) gates, similar to that presented in Reference [6]. However, we will instead integrate this calculation into the more sophisticated calculation of the other term below.

Now we consider only the first term in the geometric tensor of Equation 4, which we’ll refer to as the Li tensor for its use in real-time simulation [32]:

\[ L_{ij}(\theta) = \left\langle \frac{\partial \psi(\theta)}{\partial \theta_i}, \frac{\partial \psi(\theta)}{\partial \theta_j} \right\rangle. \]

Then,

\[ L_{ij}(\theta) = \left\langle \text{in} | \left( \prod_{k=1}^{i-1} \hat{U}_k^\dagger \right) \frac{d\hat{U}_i}{d\theta_i} \left( \prod_{k=i+1}^{j} \hat{U}_k \right) \frac{d\hat{U}_j}{d\theta_j} \left( \prod_{k=j+1}^{P} \hat{U}_k \right) | \text{in} \rangle. \]

Note \( L_{ij} = L_{ji}^* \). For \( i < j \), all gates after \( j \) can be eliminated from the expression;

\[ L_{ij}(\theta) \bigg|_{i<j} = \left\langle \text{in} | \left( \prod_{k=1}^{i-1} \hat{U}_k^\dagger \right) \frac{d\hat{U}_i}{d\theta_i} \left( \prod_{k=i+1}^{j} \hat{U}_k \right) \frac{d\hat{U}_j}{d\theta_j} \left( \prod_{k=j+1}^{1} \hat{U}_k \right) | \text{in} \rangle. \]

Though in general not an L2 vector, we define \( |\phi\rangle \) as

\[ |\phi\rangle_{i,j} \big|_{i<j} = \prod_{k=i}^{j} \hat{U}_k \left( \frac{d\hat{U}_j}{d\theta_j} \right) |\psi\rangle_{j-1}, \]

and hence express the Li tensor as

\[ L_{ij}(\theta) \bigg|_{i<j} = \left\langle \psi \bigg|_{i-1} \frac{d\hat{U}_i}{d\theta_i} \left( \prod_{k=i+1}^{j} \hat{U}_k \right) \frac{d\hat{U}_j}{d\theta_j} |\psi\rangle_{j-1} \right. \]

\[ = \left\langle \psi \bigg|_{i-1} \frac{d\hat{U}_i}{d\theta_i} |\phi\rangle_{i+1,j}, \quad \text{and} \quad |\phi\rangle_{i-1,j} = \hat{U}_{i-1} |\phi\rangle_{i,j}, \]

\[ |\phi\rangle_{j+1,j+1} = \frac{d\hat{U}_{j+1}}{d\theta_{j+1}} |\psi\rangle_{j}, \]

By observing the recurrent forms:

\[ \langle \psi |_{i-1} = \langle \psi | \hat{U}_i, \quad \text{and} \quad \langle \psi |_{i-1} = \hat{U}_{i-1} |\phi\rangle_{i,j}, \]

\[ |\phi\rangle_{j+1,j+1} = \frac{d\hat{U}_{j+1}}{d\theta_{j+1}} |\psi\rangle_{j}, \]
and for clarity, noting \( \prod |a\rangle \langle b| = \langle a|b\rangle \), we make explicit a recurrency used by our strategy:

\[
L_{ij}(\theta) = \prod \left[ \frac{dU_i}{d\theta_i} \right] |\psi_i\rangle_{i-1}, |\phi_i\rangle_{i+1,j},
\]

\[
\therefore L_{i-1,j}(\theta) = \prod \left[ \frac{dU_{i-1}}{d\theta_{i-1}} \right] \hat{U}_{i-1}^\dagger |\psi_i\rangle_{i-1}, \hat{U}_i^\dagger |\phi_i\rangle_{i+1,j}.
\]

This form reveals that given \( |\psi_j\rangle \), we can produce \( |\phi_j\rangle_{j+1,j+1} \) in one (derivative) gate operation, and from that iteratively produce \( |\phi_i\rangle_{i,j} \) for every \( i < j \), one gate operation at a time (similarly for \( |\psi_i\rangle \)), without any caching or creating additional memory. This means all \( L_{ij} \) values, for \( i < j \), can be computed in a total \( \mathcal{O}(j) \) gate operations and \( \mathcal{O}(1) \) space, in decreasing \( i \) order. Since \( |\psi_j\rangle_{j+1} \) is further obtained from \( |\psi_j\rangle \) by a single gate operation, all \( L_{ij} \), for \( i < j \leq P \), may be calculated in \( \mathcal{O}(P^2) \) gates.

This leaves the diagonal elements, which are

\[
L_{ii}(\theta) = \langle \psi_{i-1} | \left( \prod_{k=1}^{i-1} \hat{U}_k^\dagger \right) \left( \prod_{k=i}^{j} \hat{U}_k \right) |\psi_{i-1}\rangle,
\]

\[
= \langle \psi_{i-1} | \frac{dU_{i-1}}{d\theta_{i-1}} \hat{U}_{i-1}^\dagger |\psi_{i-1}\rangle \tag{20}
\]

\[
= \langle \psi_{i-1} | \frac{dU_i}{d\theta_i} \hat{U}_i^\dagger |\psi_{i-1}\rangle \tag{21}
\]

where although \( \hat{U}_i^\dagger \hat{U}_i = 1 \), in general \( \frac{dU_i}{d\theta_i} \) is non-unitary, and hence \( \langle \phi_{i,i} | \phi_{i,i} \rangle \) is not necessarily unity. Note that for typical rotation gates, the corresponding diagonal element need not be evaluated through simulation, but can be known \textit{a priori}. Any \( N \)-qubit unitary \( \hat{V} \) is generated by

\[
\hat{V}(\theta) = \exp \left( \sum_{j=1}^{4^N} f_j(\theta) \hat{\sigma}_j \right), \quad \Longrightarrow \quad \frac{d\hat{V}}{d\theta} = i \sum_{j=1}^{4^N} f'_j(\theta) \hat{\sigma}_j \hat{V}(\theta). \tag{23}
\]

where \( f_j : \mathbb{R} \rightarrow \mathbb{R} \) and \( \hat{\sigma}_j \) are Pauli strings. A ubiquitous example is a rotation around an axis of the Bloch sphere, like \( R_X(\theta) = \exp(i \theta/2 \hat{X}) \); even multi-qubit rotation gates often admit a single term \( \hat{A} \). Since \( [\hat{A}, \exp(\hat{A})] = 0 \) and \( \hat{\sigma}^\dagger = \hat{\sigma} \), our diagonal elements simplify to

\[
L_{ii}(\theta) = \langle \psi_{i-1} | \left( -i \sum_{j=1}^{4^N} f'_j(\theta) \sigma_j \hat{U}_i(\theta) \right) \left( \hat{U}_i(\theta) \right) \left( i \sum_{k=1}^{4^N} f'_k(\theta) \sigma_k \right) |\psi_{i-1}\rangle \tag{24}
\]

\[
= \sum_{j=1,k=1}^{4^N} f'_j(\theta) f'_k(\theta) \langle \psi_{i-1} | \hat{\sigma}_j \hat{\sigma}_k |\psi_{i-1}\rangle \tag{25}
\]

Whenever \( \hat{U}_i(\theta) \) can be expressed as an exponential of a \textit{single} Pauli string with coefficient \( f(\theta_i) \), then

\[
L_{ii}(\theta) = f(\theta_i)^2 \langle \psi_{i-1} | \sigma^2 |\psi_{i-1}\rangle = f(\theta_i)^2. \tag{26}
\]

Hence \( L_{ii}(\theta) \) can be calculated \textit{a priori} directly from the description of gate \( \hat{U}_i(\theta_i) \). Often this quantity is independent of \( \theta \), like for the common rotation gates;

\[
\hat{U}_i(\theta_i) = \exp (i \theta \hat{\sigma} / 2), \quad \Longrightarrow \quad f'_i(\theta_i) = \frac{1}{2}, \quad L_{ii}(\theta) = \frac{1}{4}. \tag{27}
\]

We point out that though that \textit{controlled} Pauli-string rotations lose this property;

\[
\hat{U}_i(\theta_i) = |0\rangle \langle 0| \otimes \mathbb{I} + |1\rangle \langle 1| \otimes \exp(i \theta \hat{\sigma} / 2), \quad \Longrightarrow \quad \frac{d\hat{U}_i}{d\theta_i} \frac{d\hat{U}_i}{d\theta_i} = \frac{1}{4} |1\rangle \langle 1| \otimes \mathbb{I}, \tag{28}
\]

\[
\therefore L_{ii}(\theta) = \frac{1}{4} \langle \psi_{i-1} | 1 \rangle \langle 1 |\psi_{i-1}\rangle = \frac{1}{4} \langle \psi_{i-1} | 1 \rangle^2. \tag{29}
\]

Having evaluated \( L_{ij} \) and \( T_i \) recurrrently, the natural gradient is then simply

\[
G_{ij}(\theta) = L_{ij}(\theta) - T_i^*(\theta) T_j(\theta). \tag{30}
\]
3 Algorithm

Our presented simulation strategy, Algorithm 1 evaluates the Fisher information matrix (Eq. 30), using separate (but concurrent) evaluation of \( L_{ij} \) and \( T_j \) via the recurrent relations derived in Equations 10 and 18 respectively. The presentation below is however slightly more complicated, since it re-uses some temporary state-vectors in order to minimise the number of gate operations needed (without compromising the constant memory overhead).

Algorithm 1: Calculating the complete Fisher information matrix \( G_{ij} \) in a total \( \mathcal{O}(P^2) \) gates / clone operations, and \( \mathcal{O}(1) \) temporary state-vectors. Here, \( |a\rangle := |b\rangle \) denotes cloning state \( |b\rangle \) into \( |a\rangle \), while \( |a\rangle \leftarrow \hat{U} \) denotes modifying \( |a\rangle \) under the action of operator \( \hat{U} \). Comments on the right-hand-side indicate the state of the modified register after an operation.

Input: Initial state, which is input to the ansatz, \( |\text{in}\rangle \)
Input: Temporary state-vectors \( |\chi\rangle, |\psi\rangle, |\phi\rangle, |\lambda\rangle, |\mu\rangle \)
Input: Ansatz circuit \( \prod_i \hat{U}_i(\theta_i) \)
Output: Fisher information matrix \( G_{ij} \) \( \forall 1 \leq i, j \leq P \)
Output: \( |\psi\rangle \) is left in ansatz state \( \hat{U}_P \ldots \hat{U}_1 |\text{in}\rangle \)

// Handle edge-cases
1 \( |\chi\rangle := |\text{in}\rangle \) // \( |\chi\rangle = \hat{U}_1 |\text{in}\rangle \), permanently
2 \( |\psi\rangle \leftarrow \hat{U}_1 \)
3 \( |\phi\rangle := |\chi\rangle \)
4 \( |\phi\rangle \leftarrow \frac{d\hat{U}_i}{d\theta_i} \)
5 \( T_1 = \langle \chi | \phi \rangle \)
6 \( L_{1,1} = \langle \phi | \phi \rangle \)

// Compute \( L_{ij}, j \geq 2 \) and \( T_k \) (Eq. 18)
7 \( \text{for } j \in \{2, \ldots, P\} \text{ do} \)
8 \( |\lambda\rangle := |\psi\rangle \)
9 \( |\phi\rangle := |\psi\rangle \)
10 \( |\phi\rangle \leftarrow \frac{d\hat{U}_i}{d\theta_i} \)
11 \( L_{i,j} = \langle \phi | \phi \rangle \)
12 \( \text{for } i \in \{j - 1, \ldots, 1\} \text{ do} \)
13 \( |\phi\rangle \leftarrow \hat{U}_{i+1}^\dagger \)
14 \( |\lambda\rangle := |\phi\rangle \)
15 \( |\mu\rangle := |\lambda\rangle \)
16 \( |\mu\rangle \leftarrow \frac{d\hat{U}_i}{d\theta_i} \)
17 \( L_{ij} = \langle \mu | \phi \rangle \)
18 \( \text{// \( \mu | \phi \rangle = \langle \text{in} | \hat{U}_1 \ldots \hat{U}_i \hat{U}_1^\dagger \ldots \hat{U}_i^\dagger \hat{U}_i \ldots \hat{U}_1 |\text{in}\rangle \)} \)
19 \( \text{end} \)
20 \( T_j = \langle \chi | \phi \rangle \)
21 \( |\psi\rangle \leftarrow \hat{U}_j \)
22 \( \text{end} \)

// Unpack \( T \) and \( L \) values into the Hermitian quantum tensor \( G \)
23 \( \text{for } i \in \{1, \ldots, P\} \text{ do} \)
24 \( \text{for } j \in \{1, \ldots, P\} \text{ do} \)
25 \( \text{if } i \leq j \text{ then} \)
26 \( G_{ij} = L_{ij} - T_j^* T_j \)
27 \( \text{else} \)
28 \( G_{ij} = L_{ij}^* - T_i^* T_j \)
29 \( \text{end} \)
30 \( \text{end} \)
31 \( \text{end} \)
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A Alternate algorithms

We now demonstrate how a series of optimisations transform a naive, inefficient evaluation, into our presented algorithm. Besides clarifying the nature of our algorithm in a form more intuitive than the recurrent relations presented in Section 2, seeing each revised algorithm may help the reader identify their own implementation of evaluating the Fubini-Study matrix and the steps to optimise it. Note in all these algorithms, gates are always applied directly onto a state, and products of gate matrices are never explicitly evaluated. This is because, while (e.g.) single-qubit gates operating on \(N\)-qubit state-vectors take time \(\mathcal{O}(2^N)\), direct multiplication of gate matrices require ‘tensoring’ these matrices to the full \(2^N \times 2^N\) Hilbert space, and multiply at a cost \(\mathcal{O}(2^{2N})\). There seems to be no practical regime where a multiplicative speedup of factor \(P\) would outweigh the slowdown of \(\mathcal{O}(2^{3N})\). So the primitives of these algorithms are strictly “clone state”, “apply gate to state” and “compute inner product”, each of which take time \(\mathcal{O}(P)\) and our complexity remains \(\mathcal{O}(-qubit state-vectors take time \(\mathcal{O}(2^N)\times\mathcal{O}(N)\), direct multiplication of gate matrices require ‘tensoring’ these matrices to the full \(2^N \times 2^N\) Hilbert space, and multiply at a cost \(\mathcal{O}(2^{2N})\) and \(\mathcal{O}(2^{2N})\). There seems to be no practical regime where a multiplicative speedup of factor \(P\) would outweigh the slowdown of \(\mathcal{O}(2^{3N})\). So the primitives of these algorithms are strictly “clone state”, “apply gate to state” and “compute inner product”, each of which take time \(\mathcal{O}(P)\) and our complexity remains \(\mathcal{O}(-qubit state-vectors take time \(\mathcal{O}(2^N)\times\mathcal{O}(N)\), direct multiplication of gate matrices require ‘tensoring’ these matrices to the full \(2^N \times 2^N\) Hilbert space, and multiply at a cost \(\mathcal{O}(2^{2N})\).

We begin with Alg. 2 which evaluates an unsimplified form of \(L_{ij}\). Alg. 3 is a simple improvement on Alg. 2, calculating only \(L_{i,j}\) obtained from a previous iteration in a fixed number of gates, the total scaling becomes the number of unique \((i,j)\) pair, recomputes \(\varphi_A\) and \(\varphi_B\) (respectively). It unnecessarily visits every \((i,j)\) pair, recomputes \(\varphi_A\) for every value of \(y\), and simulates all gates \(U_{i+1} \ldots U_{j} \hat{U}_{j+1}\) without cancellation.

Algorithm 3 is a simple improvement on Alg. 2 calculating only \(L_{i,j}\) (since \(L_{ij} = \hat{L}_{ji}\)), and cancelling the sub-expression \(U_{i+1} \ldots U_{j} \hat{U}_{j+1}\). These changes come from the simplified analytic forms of \(L_{ij}\), and are not in themselves algorithmic optimisations, nor achieve an asymptotic speedup.

The first algorithmic speedup is introduced in Alg. 4, where in lieu of preparing the state \(\psi = |\psi\rangle = |\hat{U}_{j} - 1 \ldots \hat{U}_{1}|\text{in}\rangle\) afresh every \(j\) iteration, we instead compute the suffix \(\hat{U}_{j} - 1 \ldots \hat{U}_{1}|\text{in}\rangle\) and then apply \(\hat{U}_{i}^{-1} \ldots \hat{U}_{1}\) to the state in a rolling fashion, from the previous iteration’s state of \(\hat{U}_{j} - 2 \ldots \hat{U}_{1}|\text{in}\rangle\). We keep track of this suffix state in register \(|\psi\rangle\), which is updated every \(j\) iteration by a single gate. Still, each inner iteration of \(i\) requires performing the full infix and prefix operations, which vary in number between 1 and \(j\), and our complexity remains \(\mathcal{O}(P^3)\).

Algorithm 5 additionally computes the infix operators in a similar rolling fashion. The direction of the \(i\) iteration is reversed (now visiting \(i = j\) first, then decreasing) so that the state \(|\psi\rangle = |\hat{U}_{j}^{-1} \ldots \hat{U}_{1}|\text{in}\rangle\) (infix + suffix) is obtained by applying one gate to the previous \(i\) iteration’s state, stored in \(|\mu\rangle\). However, each \(i\) iteration must still compute the prefix state (with which to compute the inner product) in \(i - 1\) gates, maintaining the total \(\mathcal{O}(P^3)\) scaling.

The final optimisation is to also evaluate the prefix state in a rolling fashion, as introduced in Alg. 6. The trick is to identify that for a given \(j\) iteration, the suffix state \(|\psi\rangle\) has the form of the first prefix state, needed by the first iteration \(i = j\). Then, the subsequent prefix states can be obtained from the previous by a single gate, by ‘removing’ a gate; that is, apply its adjoint. Alg. 6 stores the partial prefix state in \(|\mu|\). Now that every state in an \((i,j)\) iteration can be obtained from a previous iteration in a fixed number of gates, the total scaling becomes the number of unique \((i,j)\) elements to evaluate; \(\mathcal{O}(P^2)\). This makes Alg. 6 a simplified form of the manuscript’s main novel algorithm, Alg. 1.

An entirely different but (factor) faster protocol is to independently evaluate all the states \(|\frac{\partial \hat{U}_{j}}{\partial \theta}\rangle \forall i \in \{1, \ldots, P\}\), store each in an independent register and compute the inner products as a final step. This is done in Alg. 7 and yields \(\mathcal{O}(P^2)\) runtime but an \(\mathcal{O}(P)\) memory cost. Even this scheme can be sped-up (by an approx factor 2) by evaluating the suffix state \(\hat{U}_{j} - 1 \ldots \hat{U}_{1}|\text{in}\rangle\) in a rolling fashion, as done in Alg. 8. Note in these algorithms, since we’re not computing inner products during iteration, we cannot rolling evaluate the expression “from both ends” as before, since we do not know the final \(|\frac{\partial \hat{U}_{j}}{\partial \theta}\rangle\) state a priori. Hence further speedup is likely impossible.

The exact number of operations invoked by each algorithm, and the number of quantum registers used, is collated in Table 1. The total number of operations is also visualised in Figure 1 and makes clear the strict improvement for every practical regime (e.g. \(P > 10\)) across Algorithms 4-8. For illustration, at \(P = 1000\) parameters, Algorithms 5-6 and 8 respectively cost 681750, 20401 and 5251 total gates and clone operations respectively.
Algorithm 2: Compute each element independently, by preparing each state independently.

Input : State-vector $|\phi_A\rangle$
Input : State-vector $|\phi_B\rangle$

for $i \in \{1, \ldots, P\}$ do
    for $j \in \{1, \ldots, P\}$ do
        $|\phi_A\rangle := \text{in}$
        $|\phi_B\rangle := \text{in}$
        for $k \in \{1, \ldots, i - 1\}$ do
            $|\phi_A\rangle \leftarrow \tilde{U}_k$
        end
        $|\phi_A\rangle \leftarrow a\tilde{U}_j$
        for $k \in \{i + 1, \ldots, P\}$ do
            $|\phi_A\rangle \leftarrow \tilde{U}_k$
        end
        $|\phi_A\rangle \leftarrow a\tilde{U}_j$
        for $k \in \{j + 1, \ldots, P\}$ do
            $|\phi_B\rangle \leftarrow \tilde{U}_k$
        end
        $// L_{ij} = \langle \phi_A | \phi_B \rangle$
    end
end

Algorithm 3: Compute each element independently, for $i \leq j$ and eliminate gates $\{\tilde{U}_{j+1}, \ldots, \tilde{U}_P\}$.

Input : State-vector $|\phi\rangle$
for $j \in \{1, \ldots, P\}$ do
    for $i \in \{1, \ldots, j\}$ do
        $|\phi\rangle := \text{in}$
        for $k \in \{1, \ldots, j - 1\}$ do
            $|\phi\rangle \leftarrow \tilde{U}_k$
        end
        $|\phi\rangle \leftarrow a\tilde{U}_j$
        for $k \in \{j + 1, \ldots, j + 1\}$ do
            $|\phi\rangle \leftarrow \tilde{U}_k$
        end
        $|\phi\rangle \leftarrow a\tilde{U}_j$
        for $k \in \{j - 1, \ldots, 1\}$ do
            $|\phi\rangle \leftarrow \tilde{U}_k$
        end
        $// L_{ij} = \langle \phi | \phi \rangle$
    end
$|\psi\rangle \leftarrow \tilde{U}_j$

Algorithm 4: Compute each element independently, for $i \leq j$, eliminate gates $\{\tilde{U}_{j+1}, \ldots, \tilde{U}_P\}$, rolling cache suffix, infix and prefix.

Input : State-vector $|\psi\rangle$
Input : State-vector $|\phi\rangle$
Input : State-vector $|\lambda\rangle$

for $j \in \{1, \ldots, P\}$ do
    $|\psi\rangle := \text{in}$
    $|\phi\rangle := |\psi\rangle$
    $|\phi\rangle \leftarrow a\tilde{U}_j$
    for $i \in \{j, \ldots, 1\}$ do
        $|\lambda\rangle := |\phi\rangle$
        $|\lambda\rangle \leftarrow \tilde{U}_k$
        for $k \in \{i - 1, \ldots, 1\}$ do
            $|\lambda\rangle \leftarrow \tilde{U}_k$
        end
        $// L_{ij} = \langle \phi | \lambda \rangle$
        $|\phi\rangle \leftarrow \tilde{U}_j$
    end
$|\mu\rangle \leftarrow \tilde{U}_j$
if $i > 1$ then
    $|\mu\rangle \leftarrow \tilde{U}_{i-1}$
end
$|\psi\rangle \leftarrow \tilde{U}_j$

Algorithm 5: Compute each element independently, for $i \leq j$, rolling cache suffix and infix.

Input : State-vector $|\psi\rangle$
Input : State-vector $|\phi\rangle$
Input : State-vector $|\lambda\rangle$

for $j \in \{1, \ldots, P\}$ do
    $|\psi\rangle := |\phi\rangle$
    $|\phi\rangle \leftarrow a\tilde{U}_j$
    for $i \in \{j, \ldots, 1\}$ do
        $|\lambda\rangle := |\phi\rangle$
        $|\lambda\rangle \leftarrow \tilde{U}_k$
        for $k \in \{i - 1, \ldots, 1\}$ do
            $|\lambda\rangle \leftarrow \tilde{U}_k$
        end
        $// L_{ij} = \langle \phi | \lambda \rangle$
        $|\phi\rangle \leftarrow \tilde{U}_j$
    end
$|\psi\rangle \leftarrow \tilde{U}_j$

Algorithm 6: Compute each element independently, for $i \leq j$, rolling cache suffix, infix and prefix.

Input : State-vector $|\psi\rangle$
Input : State-vector $|\phi\rangle$
Input : State-vector $|\lambda\rangle$
Input : State-vector $|\mu\rangle$

for $j \in \{1, \ldots, P\}$ do
    $|\psi\rangle := |\phi\rangle$
    $|\phi\rangle := |\psi\rangle$
    $|\phi\rangle \leftarrow a\tilde{U}_j$
    for $i \in \{j, \ldots, 1\}$ do
        $|\lambda\rangle := |\phi\rangle$
        $|\lambda\rangle \leftarrow \tilde{U}_k$
        $// L_{ij} = \langle \phi | \lambda \rangle$
        $|\phi\rangle \leftarrow \tilde{U}_j$
    end
$|\mu\rangle \leftarrow \tilde{U}_j$
if $i > 1$ then
    $|\mu\rangle \leftarrow \tilde{U}_{i-1}$
end
$|\psi\rangle \leftarrow \tilde{U}_j$
| Algorithm | # Registers | # Gates | # Clones | # Gates + # Clones |
|-----------|-------------|---------|----------|-------------------|
| 2         | 2           | $2P^3$  | $2P^2$   | $2P^3 + 2P^2$    |
| 3         | 1           | $\frac{3}{2}P^3 + P^2 + \frac{1}{3}P$ | $\frac{1}{2}P^2 + \frac{1}{3}P$ | $\frac{3}{2}P^3 + 3P^2 + \frac{5}{4}P$ |
| 4         | 3           | $\frac{1}{7}P^3 + \frac{1}{2}P^2 + \frac{13}{4}P$ | $\frac{1}{2}P^2 + \frac{3}{13}P + 1$ | $\frac{1}{7}P^3 + P^2 + \frac{11}{7}P + 1$ |
| 5         | 3           | $\frac{1}{2}P^3 + P^2 + \frac{11}{14}P$ | $\frac{1}{4}P^2 + \frac{3}{7}P + 1$ | $\frac{1}{2}P^3 + \frac{3}{14}P^2 + \frac{10}{7}P + 1$ |
| 6         | 4           | $\frac{3}{7}P^2 + \frac{3}{2}P$ | $\frac{1}{2}P^2 + \frac{5}{7}P + 1$ | $2P^2 + 4P + 1$ |
| 7         | $P$         | $P^2 + P$ | $P$      | $P^2 + 2P$       |
| 8         | $P + 1$     | $\frac{1}{2}P^2 + \frac{3}{4}P$ | $P + 1$ | $\frac{1}{2}P^2 + \frac{5}{4}P + 1$ |

Table 1: Runtime and memory costs of Algorithms 2-8, which compute $L_{ij}$ (Equ. 11). Algorithms 2-6 have fixed memory costs, and include progressive optimisations to shrink the runtime from $O(P^3)$ to $O(P^2)$; indeed Alg. 6 is a simplified form of our main presented Alg. 1. Algorithms 7 and 8 are alternate strategies with superior runtime performances, but growing (and possibly prohibitive) memory costs. All algorithms ultimately compute a total of $(P^2 + P)/2$ inner products (being the number of upper triangular elements in $[L_{ij}]$, including the diagonal), with the exception of Alg. 2 which needlessly computes the full $P^2$ matrix for illustration purposes.

Algorithm 7: Compute each derivative state independently.

```
Input : $P$ state-vectors $\{\ket{\phi}_i\}$
for $i \in \{1, \ldots, P\}$ do
    $\ket{\phi}_i := \ket{\text{in}}$
    for $k \in \{1, \ldots, i - 1\}$ do
        $\ket{\phi}_i \leftarrow U_k$
    end
    $\ket{\phi}_i \leftarrow \frac{dU_i}{d\theta_i}$
for $k \in \{i + 1, \ldots, P\}$ do
    $\ket{\phi}_i \leftarrow U_k$
end
// $L_{ij} = \langle \phi_i | \phi_j \rangle ~ \forall i \neq j$
```

Algorithm 8: Compute each derivative state, rolling cache suffix.

```
Input : $P$ state-vectors $\{\ket{\phi}_i\}$
Input : State-vector $\ket{\psi}$
$\ket{\psi} := \ket{\text{in}}$
for $i \in \{1, \ldots, P\}$ do
    $\ket{\phi}_i := \ket{\psi}$
    $\ket{\phi}_i \leftarrow \frac{d\hat{U}_i}{d\theta_i}$
for $k \in \{i + 1, \ldots, P\}$ do
    $\ket{\phi}_i \leftarrow \hat{U}_k$
end
$\ket{\psi} \leftarrow \hat{U}_i$
// $L_{ij} = \langle \phi_i | \phi_j \rangle ~ \forall i \neq j$
```
Figure 1: The total expected runtime cost (number of gates plus the number of clones) of Algorithms 2-8 as a function of the number of parameters. This plot visualises the expressions in Table 1.