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Abstract
Adverse ground behavior events, such as convergence and ground falls, pose critical risks to underground mine safety and productivity. Today, monitoring of such failures is primarily conducted using legacy techniques with low spatial and temporal resolution while exposing workers to hazardous environments. This study assesses the potential of novel simultaneous localization and mapping (SLAM)-based light detection and ranging (Lidar) data quality for rapid, digital, and eventually autonomous mine-wide underground geotechnical monitoring. We derive a comprehensive suite of quality metrics based on tests in two underground mines for two state-of-the-art mobile laser scanning (MLS) systems. Our results provide evidence that SLAM-based MLS provides data of the quality required to detect geotechnically relevant changes while being significantly more efficient for large mine layouts when compared to traditional static systems. Additionally, we show that SLAM-specific processing can achieve an order of magnitude better relative accuracy relevant for change detection than quality metrics derived from traditionally deployed tests would suggest while reducing SLAM drift error by up to 90%. In collaboration with an operating block cave mine, we confirm these capabilities in field tests on a mine-wide scale and, for the first time, demonstrate methods of rockfall detection using MLS data. While more work is required to investigate optimal collection, processing, and utilization of MLS data, we demonstrate its potential to become an effective and widely applicable data source for rapid, accurate, and comprehensive geotechnical inspections.
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1 Introduction
Adverse ground behavior events, such as convergence and rock and ground falls, pose some of the most significant risks in underground mines. Fall of ground events, i.e., the dislodging and fall of rock or shotcrete from mine drift faces, ribs, and roofs, are hazards to personnel and non-human assets in US and international underground coal, metal, and nonmetal mines [1–6]. Therefore, geotechnical monitoring and ground control ensure the safety of underground mines, operational reliability, and economic viability. The need for near real-time and mine-wide geotechnical situational awareness will become more prominent with the increasing depth of mines, more challenging ground conditions, and fewer personnel at the face [7, 8].

Many surface mining operations utilize automated remote sensing tools such as radar and robotic total stations for efficient mine-wide, real-time geotechnical monitoring [9, 10]. In contrast, underground mines primarily rely on in-person, visual inspections and stationary sensors with a limited spatial resolution [11]. Visual inspections generate analog, qualitative, and low-accuracy data of variable accuracy and cannot deliver technically robust data on a frequent, mine-wide scale. In contrast, embedded sensors
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such as multi-point borehole extensometers can provide high accuracy, 2D digital data at a much higher temporal resolution. However, their spatial resolution as a function of the number of deployed sensors is limited by installation and maintenance costs. Stationary remote sensors, such as tripod-mounted light detection and ranging (Lidar) scanners, have been used to collect high-accuracy three-dimensional data for several underground applications, including geotechnical monitoring [12]. Besides limitations in terms of accuracy, spatial, and temporal resolution, traditional monitoring techniques also expose personnel to some of the most common hazards in underground mining—slips, trips, and falls, ground fall, and vehicle impact [13].

Our work investigates novel simultaneous localization and mapping (SLAM) mobile Lidar scanning (MLS) to enable frequent, mine-wide geotechnical monitoring. In contrast to static lidar scanners, an MLS system can be locomoted during data collection, significantly reducing the data acquisition time compared to static lidar and other traditional monitoring methods. While uncrewed aerial vehicle (UAV) lidar scanning is now standard for areas with limited access, such as stopes [14], mine-wide mapping, change detection, and monitoring are still in their early stages. Therefore, many questions related to underground SLAM-based MLS monitoring that are highly relevant to users (e.g., geotechnical engineers, mine management) and suppliers (instrumentation, equipment, and software developers and manufacturers) are currently unanswered.

The primary contribution of this paper is an in-depth and geotechnically focused investigation of multiple state-of-the-art SLAM MLS systems in multiple underground mines. For the first time, we show that MLS data can be utilized for rapid, mine-wide detection of convergence and is capable of detecting centimeter-scale discrete geotechnical failures such as rockfall. We also demonstrate significantly higher relative accuracy than traditional absolute accuracy metrics suggest for multi-epoch underground mine MLS data. We achieve this with SLAM-based loop closure to minimize drift error by up to 90% and SLAM-based scan registration. Our results provide evidence that SLAM-based MLS can deliver data quality at or above the required accuracy for geotechnical monitoring while being significantly faster than static LiDAR or other traditional monitoring methods.

2 Review of Lidar for Geotechnical Applications

2.1 The Need for Underground Geotechnical Monitoring

In underground mining and tunneling, rock mass deformation or convergence manifests in cross section area changes and results from the redistribution of in situ stresses around an excavation [15]. An acceleration of strain can indicate an onset of tertiary creep, which in brittle rock will be accompanied by fracturing, rock block releases, and eventually collapse of the excavation [16]. While convergence is often observed over relatively large spatial extents, more discrete rock block or slab releases in the roof (roof fall) or the rib (rib spalling) can be an associated failure and act as both precursors and symptoms of convergence. Although the magnitudes and rates of these geotechnical failures depend on various factors (e.g., rockmass conditions, magnitude, orientation, and the ratio of the in situ stresses, extraction methods and rate and type and location of installed support), absolute strain and strain rates can differ significantly from mine to mine [17]. Critical magnitudes with a potential negative impact on safety and productivity can be classified by diametrical strain anywhere from 1 to 10%, i.e., 0.05 to 0.5 m of wall-to-wall convergence in a 5-m-wide drift [18].

Such steady-state convergence rates will eventually require rehabilitation work or redesigns, potentially creating mid- to long-term operational challenges. Associated rockfall events are a more imminent threat to mine personnel and equipment. Rockfalls as small as 10 cm in diameter have been shown to cause fatal injuries in underground mines [19], but are often hard to detect and monitor on a mine-wide scale. For mine-wide monitoring of geotechnical hazards, we can assume that a practical limit of detection for convergence should at most be 0.05 m wall-to-wall change and 0.1 m of change for evaluating rockfall events.

2.2 Mobile Lidar Scanning in Underground Geotechnical Monitoring

Numerous studies have examined the use of static lidar for characterization and multi-epoch monitoring of failures common for surface mine and rock slope engineering applications. Static lidar is primarily used to monitor relatively small regions of interest with known geotechnical hazards such as rockfall [20–33]. In underground excavations, static LiDAR has been primarily deployed for single-epoch mapping of geological features and properties such as structural discontinuities and surface characteristics [34, 35]. Static lidar has also been investigated for multi-epoch monitoring of geotechnical deformations and changes in underground construction and tunneling [12, 17, 36–45]. So far, most of these studies have focused on monitoring progressive changes such as displacements caused by convergence. Only a few authors have investigated discrete failure types such as rockfall, roof sag, or spalling of shotcrete [36, 46, 47]. The main obstacle to the widespread adoption of static lidar-based underground monitoring is the slow data collection speed that makes frequent (e.g., daily or weekly) monitoring campaigns of large areas impractical.
SLAM-based MLS shows promise for large-scale, multi-epoch, and frequent underground mine monitoring applications. Since mobile units, such as standalone MLS and sensor payloads on autonomous mining equipment, do not need to be set up at a specific scan station, they can significantly increase lidar data collection speed. MLS data’s high temporal and spatial resolution makes it ideal for rock mass deformation and failure monitoring applications [16, 18]. Although research on mobile lidar systems in underground environments has been ongoing for more than 20 years, geological monitoring of the failures described above has not been investigated in much detail (Table 1).

Heavy mining equipment automation research introduced the concept of mobile laser scanning in underground mines [46]. Parallel research efforts concentrated on the robotic exploration of non-operating mines with purpose-built robotic platforms [49]. Subsequent improvements in simultaneous localization and mapping (SLAM) techniques were then leveraged to develop MLS that were used to produce 2D and 3D maps of mines and caves [50, 51]. Zlot and Bosse’s [50, 52] work and other studies using MLS developed by GeoSLAM (e.g., [53–57]) comprised some of the first systematic studies that tested the accuracy of MLS in indoor and outdoor environments, including underground mines. The results of the prior studies indicate that point clouds generated with the tested MLS can achieve a target-level accuracy of 1–3 cm, but SLAM drift error and noise can significantly increase errors at a site-wide scale. Multi-temporal and mine-wide scanning for change detection have not previously been investigated in much detail.

Lavigne and Marshall [58] described a different approach in tackling the SLAM problem for underground mine mapping by localizing an MLS against local metric sub-maps tied to RFID tags to reduce the drift error in large-scale and unknown environments. To perform monitoring of convergence, Lynch et al. [59] and Vanderbeck [60] later used data from a commercial MLS based on the system developed by Lavigne and Marshall [58]. Significant drift and scan alignment errors were encountered in field tests in underground mines, and no conclusive results regarding the performance of the convergence detection based on field data were presented [61].

Data quality limitations of earlier mobile lidar systems have rendered them mostly impractical for large-scale, frequent geotechnical monitoring applications in operating mines. Improvements in the quality of compact lidar sensors and advancements in simultaneous localization and mapping (SLAM) algorithms recently led to the commercialization of the latest generation of compact SLAM-based MLS [86, 87]. These incorporate high-resolution lidar sensors and new SLAM algorithms optimized to improve target- and site-level data quality. New SLAM systems use loop closure to optimize trajectories and maps globally when the system recognizes a previously visited location [88, 89]. SLAM-based registration is another critical capability that allows new scan epochs to be registered to a baseline point cloud. The release of a new generation of compact MLS with advanced SLAM technology requires a closer investigation of MLS for mine-scale geotechnical monitoring.

3 Material and Methods

This study aims to provide a current and detailed analysis of MLS lidar data quality by deploying two state-of-the-art SLAM-based systems. We collected data in two underground mines: an operational block caving mine (Mine-A) and the Colorado School of Mines Edgar Experimental Mine (Edgar). We derived quality metrics on MLS data collection efficiency, density, coverage, and absolute and relative

| Table 1: Research on mobile lidar data in underground environments |
|---------------------------------------------------------------|
| **Domain**          | **Lidar data use**                                      | **Limitations**                                      | **Literature** |
|---------------------|-------------------------------------------------------|-----------------------------------------------------|----------------|
| Equipment automation| Equipment perception and control                       | Low-resolution lidar                                 | [48, 62–69]    |
|                     |                                                       | No focus on mapping                                  |                |
|                     |                                                       | No multi-temporal comparison                         |                |
|                     |                                                       | No focus on geotechnical monitoring                  |                |
| Robotic exploration of abandoned mines                       | Robot perception and control                           | Low-resolution lidar                                 | [49, 70–79]    |
|                     | Offline generation of rudimentary maps using simultaneous localization and mapping (SLAM) techniques | Offline map generation                               |                |
|                     |                                                       | No focus on geotechnical monitoring                  |                |
| Cave and mine mapping                                       | General and geological structure mapping               | SLAM drift errors                                    | [50–55, 57, 80–85] |
|                     |                                                       | Noisy lidar data                                     |                |
|                     |                                                       | Limited to small-scale environments                  |                |
|                     |                                                       | No focus on geotechnical monitoring                  |                |
| Geotechnical monitoring                                     | Multi-epoch mapping and convergence monitoring        | Drift errors without RFID infrastructure              | [59–61]        |
|                     |                                                       | No conclusive results on convergence monitoring      |                |
accuracy metrics. Furthermore, we tested the effect of loop closure and SLAM-based registration on data accuracy. We also conducted specific geotechnical monitoring tests for rockfall and convergence detection. The study closes with a discussion of SLAM-based MLS data in underground geotechnical monitoring. Table 2 summarizes our experimental design, and the following sections detail our chosen accuracy metrics, instrumentation, data collection, processing, and analysis.

3.1 Accuracy Metrics

A key challenge in mine-scale MLS monitoring is the need for high data quality in spatiotemporally dynamic, large, and complex environments. On a spatial scale, achieving high local (target-level) and global (site-level) accuracy [90] is critical and depends on three types of errors [38]:

1. **Sensor-related**: range error, angular error, scanner noise, beam divergence and sport size, ambiguity interval (for phase-based lidar), scan density, and spatial resolution
2. **Environment-related**: surface reflectivity, angle of incidence, spurious scan points
3. **Processing-related**: georeferencing and alignment

In addition to target- and site-level accuracy, a differentiation between absolute and relative accuracy of MLS data is important. We define absolute accuracy as a measure of error between an MLS point cloud and a ground-truth representation of the scene, such as a surveyed static lidar point cloud. Relative accuracy measures the error between two MLS point clouds collected by the same system. The uniformity of data quality over space and time, measured, for example, in terms of density and coverage, is another critical quality metric for MLS-based monitoring [91] that we investigate. We also investigated intrinsic and extrinsic SLAM precision. Ideally, multiple instances of SLAM-based processing of one dataset with unchanged SLAM parameters should result in identical outputs. Any variation in the output can be attributed to intrinsic inaccuracies of the SLAM system and is part of the processing-related errors in lidar data. The extrinsic SLAM precision combines intrinsic SLAM inaccuracies with sensor and environment-associated errors. We determined intrinsic SLAM precision based on the distances of two SLAM outputs of the same scan. We measured extrinsic SLAM precision by comparing two independently collected scans of the same, unchanged scene and evaluated the differences between those scans.

Similar to Toschi et al. [92] we utilized parametric and non-parametric statistics to evaluate MLS data accuracy.

### Table 2 Overview of tests, metrics, and instruments used in this study

| Results section                  | Tested variable                  | Key metric                                                                 | Spatial scale          | Instrument                          | Site                  |
|----------------------------------|----------------------------------|-----------------------------------------------------------------------------|------------------------|-------------------------------------|-----------------------|
| Data quality investigation       | Normality                        | Q-Q plot, skewness, kurtosis                                                | Target- and site-level| Stencil 2/Hovermap                  | Mine-A/Edgar          |
|                                  | Density                          | Minimum spacing                                                             | Target- and site-level| Stencil 2/Hovermap/Faro Focus S70   | Mine-A                |
|                                  | Coverage                         | Percent occlusion                                                           | Target- and site-level| Stencil 2/Hovermap/Faro Focus S70   | Mine-A                |
|                                  | Absolute accuracy                | Trueness (μ/m)                                                              | Target- and site-level| Stencil 2/Hovermap/Faro Focus S70 and 3D X 330 | Mine-A/Edgar          |
|                                  |                                  | Precision (σ/MAD)                                                           | Target- and site-level| Stencil 2/Hovermap/Faro Focus S70 and 3D X 330 | Mine-A/Edgar          |
|                                  | Relative accuracy                | Trueness (μ/m)                                                              | Target level           | Stencil 2/Hovermap                  | Mine-A/Edgar          |
|                                  |                                  | Precision (σ/MAD)                                                           | Target level           | Stencil 2/Hovermap                  | Mine-A/Edgar          |
|                                  |                                  | Intrinsic and extrinsic SLAM precision (σ/MAD)                              | Site level             | Hovermap                            | Mine-A/Edgar          |
| MLS operational tests            | Data collection efficiency       | Points per second                                                           | Target- and site-level| Stencil 2/Hovermap/Faro Focus S70   | Mine-A                |
|                                  | Loop closure quality             | Delta sensor accuracy and delta x, y, z static                              | Target- and site-level| Stencil 2/Hovermap/Faro Focus 3D X 330 | Edgar                 |
|                                  | SLAM registration quality        | m/MAD                                                                       | Target- and site-level| Stencil 2/Faro Focus 3D X 330       | Edgar                 |
|                                  | Rockfall and convergence detection| Visual comparison/practical detection limit                                | Target- and site-level| Stencil 2/Hovermap                  | Mine-A/Edgar          |

μ, mean error of the distribution; m, median; σ, standard deviation; MAD, median absolute deviation
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First, we determined if outlier robust (non-parametric) statistics must be utilized by testing if the data errors follow a normal (Gaussian) distribution. We tested the normality assumption using a graphical evaluation of Q-Q plots, skewness, and kurtosis measurers. The Q-Q plot allows for visual evaluation of normality for extensive sets of samples, i.e., the distances between point clouds. Normally distributed errors will plot as a straight line. Skewness provides an indication of departure from symmetry in a distribution and is expressed as:

\[
\text{Skewness} = \frac{\sum_{i=1}^{n} (x_i - \mu)^3}{(n-1)\sigma^3}
\]

where \(x_i\) is a random variable (i.e., the distance of a point \(i\)), \(\mu\) the sample mean error of the distribution, \(n\) the number of variables in the distribution, and \(\sigma\) the standard deviation. Kurtosis is a measure of whether the data are peaked or flat relative to a normal distribution and is expressed as:

\[
\text{Kurtosis} = \frac{\sum_{i=1}^{n} (x_i - \mu)^4}{(n-1)\sigma^4}
\]

Normal distributions will display skewness values of 0 and kurtosis values of 3. We measure data accuracy as defined by the ISO [93] by its trueness, i.e., “the closeness of agreement between the arithmetic mean of a large number of test results and the true or accepted reference value,” and precision, i.e., “the closeness of agreement between test results.” The sample mean error \(\mu\) and standard deviation \(\sigma\) can be utilized as metrics for trueness and precision if the normality hypothesis is supported. Non-Gaussian distributions can be evaluated using the median \(m\) for trueness and median absolute deviation MAD for precision. The MAD is defined as the median of the absolute deviations from the data’s median \((m_x)\):

\[
\text{MAD} = m(|x_i - m_x|)
\]

### 3.2 Instrumentation

Both MLS systems used in this study are state-of-art in commercial mobile scanning and utilize a Velodyne Puck lidar sensor [94], inertial measurement unit (IMU), and their respective proprietary SLAM solutions. For comparison, we also collected static lidar data. At Mine-A, a static FARO Focus S70 LiDAR was operated by an experienced geotechnical engineer. At Edgar, we deployed a FARO Focus 3D X 330.

The Kaarta Stencil 2 [87] uses a Velodyne VLP-16 Puck lidar scanner, a MEMS-based inertia measurement unit, and a gray-scale camera that was not activated during our tests because it is less reliable in irregularly lit underground conditions. The Stencil 2 is based on Lidar odometry and mapping (LOAM) SLAM [95], enabling mapping of environments without using external global referencing systems such as ground control points or GPS. The Stencil 2 can nominally collect 300,000 pts/s in single-return mode over a 360° horizontal field of view. The VLP-16 uses 16 channels, with an angular (vertical) resolution of 2.0° and a uniform 30° vertical field of view. Velodyne reports an accuracy of ± 0.03 m and a range of up to 100 m [94].

The Emesent Hovermap can be mounted on various mobile platforms and provides flight assistance and autonomous navigation capabilities to specific UAVs. It utilizes the same sensor as the Karata Stencil 2 and a MEMS-based IMU. An action camera can be attached to colorize point clouds. Hovermap uses an implementation of the WILDCAT SLAM system [96]. Hovermap rotates the lidar sensor 360° along the long axis of the unit at a rate of 0.5 Hz resulting in a near 360° × 360° field of view.

The Faro Focus S 70 is a survey-grade static lidar scanner with a manufacturer quoted range of up to 70 m. It can nominally collect up to 1 M pts/s and provides 1 mm range accuracy and 3D point accuracy of 2 mm and 0.15 mm noise error at 10 m [97]. The Faro 3D x330 has a higher maximum range of up to 330 m and equivalent range error and noise specifications [98]. In our tests, the static scan resolution was set to 1/8 and quality to 3x, resulting in 10.9 M points per scan (spaced at ~12 mm) with a scan time of 1.5 min. The scan settings were chosen based on geotechnical practitioner experience to resemble regular operational use.

### 3.3 Data Collection

At Mine-A, we collected a primary (i.e., baseline or reference) scan epoch with both the static system and the MLS for the tests for target-level analysis in a 45-m-long section of the mine’s production level, including multiple drawpoints and mine pillars. Additionally, we installed a target board with removable targets and a flat reference surface. Three scan stations for static scans were spaced approximately 15 m apart in the center of the drift. We carried out the mobile scans with a vehicle-mounted forward and backward pass at 10 km/h. After recording baseline scan epochs, we introduced changes by simulating shotcrete spalling and removing target board elements. We then recorded a secondary static scan epoch and mobile scans. Static data acquisition, including setup, required approximately 18 min for the three scans required to cover the test environment. Mobile data acquisition (not including the installation on the mine utility vehicle) required 30 s. Additionally, we performed data collection for the site-level convergence detection tests at Mine-A on a bi-monthly interval on nine different dates. Data were collected similar to the target-level test with two
passes at about 5 km/h driving speed, allowing us to complete 5 km of mobile data acquisition in about 1.5 h.

At Edgar, we performed data collection using the static FARO x330, the Emesent Hovermap, and Stencil 2 MLS in a handheld fashion for target- and site-level tests. MLS scans were collected at an average walking speed of approximately 3–5 km/h. We collected static scans 10 m apart for site-level analysis and aligned them to existing mine survey data using spherical targets. We collected two scan epochs for rockfall detection tests at Edgar, one baseline and one post-change scan for a structured and unstructured scene. Rockfall was simulated by placing rocks of multiple sizes at known locations within the scene.

Fig. 1 Flowchart of our test methodology

3.4 Data Processing and Analysis

Static lidar and MLS require post-processing before generating statistical analysis and quality metrics. Figure 1 shows the flowchart of the data processing and analysis process we followed in this study.

After data collection, we used manual coarse registration to align static data for initial positioning and survey target alignment at Edgar. Then, we used iterative closest point (ICP) registration for scan-to-scan fine registration in CloudCompare [99]. For alignments of site-wide static scans, we utilized the “Global Registration” function in Maptek PointStudio [100] as it allows a combined ICP registration
of multiple scans and the use of survey target constraints. Both Stencil 2 and Hovermap utilize their proprietary SLAM engine and software package for real-time processing and initial post-processing to generate point clouds. For co-registration, we used manual transformation followed by ICP. We tested different alignment methods for site-level accuracy, including rigid, global alignment (GLO), an ICP constrained to the start of the MLS scan to highlight drift versus surveyed scans (ENT), pseudo-non-rigid alignment using 10-m segmented (SEG), and SLAM-based iterative closest point algorithms.

For SLAM-based processing, Mine Vision Systems’ proprietary software allows for in-field alignment of scan data to a base map for our bi-monthly data collection at Mine-A. Emesent’s processing software was used with default settings to output loop-closed and non-loop-closed datasets. The “merge” function was only used to generate data for the SLAM-based registration accuracy tests. We then cropped the data based on the tested variable and associated quality metric.

For distance calculations, we utilized cloud-to-cloud (C2C), cloud-to-mesh (C2M), and multi-scale model to model cloud comparison (M3C2) implemented in CloudCompare [99]. Meshes were generated at a 0.01-m resolution. For M3C2 parameters at least 20 times larger than surface roughness, normal scales were selected at 2–3.0 m in 0.5-m increments [101]. The projection scale was set to 0.5 m and the maximum projection depth to 1.0 m. C2C, C2M, and M3C2 distances were then exported for analysis in R-Studio [102].

4 Results

4.1 Assessment of Normality

Our initial data exploration found that our accuracy metric for Stencil 2 and Hovermap, static-to-MLS distance (Appendices 1 and 2), does not conform to a Gaussian distribution for most datasets. A high quantity of large outliers causes high kurtosis, while skewness is low for most C2M distance distributions but significantly higher for all M3C2 distributions. The Q-Q plots and histograms for our data in Figure 2 confirm this observation. High positive kurtosis is most prominent for rough surfaces common in underground mining environments, while distance measurements on flat surfaces show much closer Gaussian conformance based on their kurtosis and skewness. The distribution of M3C2 distances also shows higher kurtosis for all scenes than the distribution of distances calculated by C2M. The difference between M3C2 and C2M is most significant for rough surfaces. Kurtosis is on average 4 times higher for distance distributions of
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Fig. 2 Q-Q plots and histograms for the Stencil 2 mobile lidar system vs. static lidar distances by scenes for cloud-to-mesh and multi-scale model to model cloud comparison computations based on 1000 random samples for each scene.
rough surfaces compared to those of flat surfaces when using M3C2, while only being 2 times higher for C2M-calculated distance distributions. Statistical outlier removal (SOR) filtering proves highly effective in removing outliers in both flat and rough C2M distance distribution, resulting in good normal distribution conformance of MLS errors.

4.2 Data Collection Efficiency

Table 3 highlights the efficiency of MLS compared to static lidar scanning. The total number of points in each of the two MLS datasets is about 80% lower than the number of points in the static dataset. As MLS data collection is 30 times faster, the effective sampling rate measured in points per second is approximately five times higher than the rate for the static system. This is likely a lower-bound estimate, as time requirements for static scanning can increase if scans are interrupted, larger scanners and more elaborate leveling procedures are used, and the time for moving between scans is considered.

Subsampling is commonly applied as a post-processing step to reduce and standardize the point cloud density. The result is a more consistent sample distribution and improved computational efficiency. Figure 3a illustrates the decay of the number of points as a function of the subsampling minimum point for static and MLS point clouds. A 0.5-cm minimum spacing does not significantly reduce the MLS data. The static dataset is reduced from 26 million to less than eight million points, with only 30% of the initially collected data remaining. Subsampling to a 1-cm minimum spacing commonly used at Mine-A for geotechnical applications only retains three million points of the original 26 million static points (approximately 10%), resulting in fewer points than the MLS at the same subsampling level. The sensitivity of static data to subsampling is primarily caused by the large variations in point cloud density as a function of distance from the scanner shown in Figure 3b. If the subsampling is increased beyond 2 cm, the point reduction rate becomes more linear, and the total number of static lidar points approaches the total number of points in the mobile clouds.

4.3 Density and Coverage

Table 4 summarizes the spatial distribution of static and vehicle-mounted MLS data collected at Mine-A. The relative regional distribution of points between the systems is comparable. The static system and Hovermap collect about

| Table 3 | Point collection efficiency of static lidar and two MLS |
|-----------------|-----------------|-----------------|
| Trajectory length (m) | 45 (single pass) | 2 × 45 (in and out) | 2 × 45 (in and out) |
| Trajectory time (s) | 900 | 30 | 33 |
| Avg. speed (km/h) | 0.18 | 10.8 | 9.7 |
| Total points (M) | 26.1 | 4 | 5.2 |
| Points per second (pts/s) | 29,000 | 133,333 | 156,000 |

Fig. 3  Effect of subsampling on total points for static and mobile lidar systems Stencil 2 and Hovermap (a) and histogram of static point cloud density as a function of distance to the scanner (b)

| Table 4 | Comparison of point distribution between three static lidar scan stations and MLS with Stencil 2 and Hovermap mounted to a mine buggy |
|-----------------|-----------------|-----------------|
| Ground points (M) | 6.7 | 26% | 1.1 | 28% | 1.2 | 23% |
| Rib points (M) | 8.2 | 31% | 1.7 | 43% | 1.9 | 37% |
| Roof points (M) | 11.2 | 43% | 1.2 | 30% | 2.1 | 40% |
| Total points (M) | 26.1 | 100% | 4 | 100% | 5.2 | 100% |
40% roof points, compared to the Stencil 2, which collects the highest proportion of drift rib points (43%) out of all systems, but only 30% roof points. Hovermap data only shows a 3% difference between the number of points on the ribs and roof. Hovermap also collects the lowest proportion of ground points (23%) from all systems.

Figure 4 shows the density of the point clouds generated by the static scanner compared to the two MLS at 10 km/h. The color scale indicates the number of volumetric neighbors calculated in a spherical radius of 2 cm, from low to high (blue, green, yellow, orange, red). Static scan point density decreases exponentially with distance from the scan station as 91% of data are collected within a 5-m radius (Figure 4b). Out of these points, 20% are collected in a 7 m² area in immediate proximity to the scanner. Point density and coverage significantly decrease beyond a 5-m distance to the scanner, with occlusions impeding a correct representation of most surfaces. The density of both MLS point clouds remains constant at around 8000–10,000 pts/m² for wall segments 1 m above the floor and 10 km/h driving speeds. Figure 4c, f, and i also show that the sampling patterns vary significantly between each system. The static scanner generates a regularly spaced sample grid while the non-rotating Stencil 2 samples in a diagonally crossed scan line pattern. This pattern results from the angled scanner orientation and the back- and forth pass. The Hovermap’s rotating sensor produces a more even point distribution with less pronounced scan lines.

The complex and confined geometry of mine drifts often causes occlusion, i.e., reduced coverage in static scan point clouds of more complex scenes like the mine pillar shown in Figure 5a. The pillar is located between static scan stations III and IV, as shown in Figure 4a. Although station III is located 5 m to the pillar’s left, the line of sight is occluded so that only points from station IV, which is 10 m to its right, cover the area highlighted in the red box. Figure 5d shows the significantly denser point cloud from the MLS.

![Fig. 4 Coverage and density difference between static lidar (a, b, c) and mobile lidar systems Stencil 2 (d, e, f), and Hovermap (g, h, i) point cloud data. Color scale indicates increasing density from blue, green to red. Arrows indicate static scan station locations](image-url)
4.4 Absolute Accuracy

We calculate target- and site-level absolute trueness and precision to determine MLS absolute accuracy compared to static lidar ground-truth data. The target-level data are shown in Appendices 1 and 2. In our tests of target-level absolute trueness at Mine-A and Edgar, the maximum mean and median values are 1.58 and 1.65 cm, respectively. The Hovermap datasets show lower mean and median values at 0.75 cm and 0.72 cm, respectively. Both systems’ target-level trueness metrics stay well within the sensor’s quoted accuracy of ±3.0 cm, indicating that SLAM processing does not negatively affect data trueness. For an analyzed cross section of the Stencil 2, most points fall into the ±3.0 cm sensor accuracy envelope, but we can observe a bias towards measurements >3.0 cm compared to the static reference data (Fig. 6). This finding is consistent with the analysis of the complete dataset showing a maximum mean and median of 0.71 cm, closely resembling the values derived for the Hovermap datasets. Using a statistical outlier removal filter in CloudCompare only marginally improved the target-level trueness of Stencil 2 data.

For our target-level absolute precision test at Mine-A and Edgar, we evaluate absolute precision by standard deviation σ and mean absolute deviation MAD of the distances between MLS and static data. Standard deviation and MAD for Stencil 2 data ranged from 0.23 to 2.15 cm and from 0.2 to 1.62 cm, respectively. For Hovermap data, σ ranged from 0.44 to 1.31 cm and MAD from 0.4 to 1.03 cm. While all precision metrics stay within the sensor’s quoted range accuracy of ±3.0 cm, M3C2-based metrics stay well within a ±1.5 cm envelope. Absolute precision shows an order of magnitude of difference between flat and rough surfaces for both MLS, with a minimum MAD of 0.2 cm for the flat surfaces and a maximum σ of 2.15 cm for the rough mine drift walls. On average, σ and MAD, when measured by M3C2 distances, are 48% lower than the equivalent metric derived by C2M. This difference is 46% higher for distances between flat surfaces than for those between rough surfaces. These differences highlight the significance of the chosen calculation method on the derived precision metric. C2M tends to be more reliable on flat surfaces, while M3C2 usually performs better on surfaces with varying roughness. Therefore, we compare C2M for flat (0.85 cm MAD) and M3C2 for rough (1.01 cm MAD) and reveal a much smaller difference in the MAD as a metric for MLS precision. It is important to note that the standard deviation and MAD of distances as an estimator for MLS data precision are impacted by the MLS and static data precision and the precision of the change calculation algorithm.

As part of our site-level absolute trueness and precision test, we investigated the consistency of ICP alignment results of 170 m of MLS data to surveyed static data in Maptek Point Studio and CloudCompare. Based on nine outputs, 3 in CloudCompare, 3 in PointStudio with and three without “Smart Sampling” enabled, the average median error between
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Coverage and density difference between static lidar (a) and Stencil 2 mobile lidar system (c) point cloud data on a mine pillar and zoomed view of the red box in (b) for static and (d) for mobile lidar
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Cross section of cloud-to-mesh comparison showing range bias of mobile lidar system data registered to static (black) data and histogram with a zoomed section in (A)
MLS and static data is 1.2 cm with a MAD of 6.9 cm and minor static-to-MLS distance deviations between all runs. ICP generally results in globally optimal trueness and precision within the accuracy constraints of the sensor while being repeatable with low deviations between outputs and software. Figure 7 shows a representative section of the data after global ICP alignment. The MLS data are shifted to the right of the surveyed static data with red and blue points indicating cloud-to-mesh differences larger than the sensor’s quoted range accuracy. The distribution of the differences resulting from global ICP (GLO) is also visible in the histogram.

Although the GLO ICP process results in a globally optimal alignment as measured by the root mean square error (RMSE), it obscures drift error common to MLS data. Figure 8 shows the drift error as it increases over the trajectory length in the entry-aligned data (ENT) in both the visual representation and the plot of the mean and MAD of the C2M differences. The mean distance deviation at 150 m is 0.18 m or 0.12% of trajectory length. As Figure 8 shows, the segmentation-based method (SEG) effectively reduces the increasing error seen in the ENT data. As seen in the SEG histogram, this method significantly increases the number of points falling within the sensor accuracy envelope and reduces the number of points in the data tails.

### 4.5 Relative Accuracy

Our analysis of relative target-level trueness and precision based on M3C2 distances is documented in Appendix Table 9. The skewness values are close to 0, and kurtosis is close to 3 after SOR filtering for all datasets, indicating good normal distribution conformance. Relative trueness ranges from 0.22 to 0.25 mm (mean) and from 0.07 to 0.43 mm (median) for Stencil 2 and from 0.25 from 0.58 mm (mean) and from 0.07 to 0.68 mm (median) for Hovermap. Relative precision ranges from 3.4 to 13.21 mm (σ) and from 2.9 to 6.7 mm (MAD) for Stencil data and from 4.96 to 8.24 mm (σ) and from 2.92 to 6.55 mm (MAD) for Hovermap data. Relative accuracy metrics are significantly better than the lidar sensor’s range accuracy envelope. When comparing absolute and relative accuracy on a target level for rough surfaces, Table 5 suggests significantly higher relative trueness and precision. Trueness is at least 14 times higher, while precision is at least 1.4 times higher.

For site-level precision tests at Edgar, we tested the intrinsic and extrinsic SLAM precision and loop closure of the Hovermap MLS. Table 6 shows the results of our intrinsic and extrinsic precision tests. Q-Q plots and kurtosis/skewness show that distances between two clouds do not follow a normal distribution. Intrinsic precision evaluated by median and MAD is very similar for both loop (INL), and non-loop-closed (INN) surveys with medians of −0.21 cm and 0.05 cm and MAD of 2.73 cm and 3.21 cm, respectively. Loop closure lowers the standard deviation significantly from 7.11 to 2.86 cm. Extrinsic precision is measured by comparing a baseline scan against scans following the same trajectory direction (SD) and the opposite direction (OD). The test results show that the precision of MLS data varies depending on the chosen scan trajectory. Scans carried out in opposite directions result in significantly higher medians (−0.66 cm) and MAD (10.30 cm) values for distances between the two scans, compared to scans carried out in the same direction with a median of −0.08 cm and MAD of 4.26 cm.

### 4.6 Loop Closure and SLAM Registration Quality

We tested loop closure and SLAM-based registration in more detail using a 650-m-long scan trajectory at Edgar. Figure 9 shows the C2M distances between two SLAM outputs of the same scan dataset on a 650-m-long trajectory, with distances exceeding the quoted sensor range accuracy of ±3 cm colored in red and blue. Both the loop and non-loop trajectories show regions with a concentration of point distances outside the ±3 cm sensor accuracy envelope. The
density plot in Figure 9 confirms the higher accuracy of loop-closed scans. The non-loop-closed scan shows a higher density of points with distances < ±5 cm.

To evaluate the effect of loop closure on absolute accuracy, we registered the previous MLS data to our static data for the first 240 m of drift by using a 30-m-long section at the beginning of each scan. Figure 10 highlights that the loop-closed scan trajectory conforms better with the surveyed static data than the non-loop-closed scan. We can observe a difference of up to 1.0 m in horizontal drift and 0.5 m in vertical drift in the non-loop-closed data. The loop-closed data shows a maximum of 0.25 m of horizontal difference and less than 5.0 cm of vertical difference from the survey data. This is a 75% decrease in drift horizontal drift error and a decrease of 90% in vertical drift error.

Besides loop closure, SLAM-based registration can significantly reduce drift error in point clouds by utilizing a baseline scan to align new scan epochs and constrain the SLAM algorithm. Figure 11 shows the results of SLAM-based alignment using the Stencil 2 and Mine Vision Systems’ SLAM solution to align MLS data to our surveyed, static data. We cannot observe systematic drift error, and differences between static and MLS data are comparable to the target-level accuracy of the system. The site-level accuracy metrics reflect the registration quality with very high trueness (median: 0.4 cm) and precision (MAD: 2.9 cm) close to the

---

Table 5 Comparison of absolute and relative accuracy metrics based on M3C2 distances

| System     | Hovermap | Stencil 2 |
|------------|----------|-----------|
|            | Absolute | Relative  | Factor | Absolute | Relative | Factor |
| Mean [mm]  | 7.50     | −0.25     | 30.00   | 7.10     | −0.22    | 32.27   |
| σ [mm]     | 12.70    | 5.16      | 2.46    | 19.00    | 13.21    | 1.44    |
| Median [mm]| 7.20     | −0.07     | 102.86  | 6.30     | −0.43    | 14.65   |
| MAD [mm]   | 6.10     | 2.92      | 2.09    | 14.60    | 6.68     | 2.19    |

1Data from Appendices Table 8 and 9—Rough M3C2. 2Appendix Table 9—Hovermap 5m. 3Appendix Table 7—RH M3C2. 4Appendix Table 9—Stencil 2 5m
sensor’s quoted range accuracy. Utilizing Emesent’s software for SLAM-based registration of two consecutive Hovermap scans of the same unchanged scene resulted in even higher accuracy with a median of 0.05 cm and MAD of 1.36 cm.

4.7 Rockfall and Convergence Detection Field Tests

Our field tests also evaluated artificial changes, simulated failures, and naturally occurring changes in underground mine drifts at Mine-A and Edgar. Figure 12 compares the detectability of four types of changes in static and Stencil 2 MLS data in an underground mine production area. Using C2C distance calculations between a pre- and post-change epoch, we can identify changes in artificial targets (A), a 15-cm-tall piece of rock placed on a boulder (B), simulated rockfall from the roof of the drift (C), and rock debris accumulation on the mine drift floor caused by the rockfall with individual fragments as small as 5 cm in diameter (D).

Figure 13 shows two tests using Hovermap data to evaluate the detectability of rock fragments in a size range typical for minor geotechnical failures that could be a potential precursor of a more significant event. In the structured scene in Figure 13a and b, we can make out all six rocks with the smallest (6) measuring about 2.5 × 5 cm. Four rocks from the structured scene were placed in the unstructured scene in Figure 13c and d. The larger three (1, 2, 5) can be easily detected using C2C, C2M, and M3C2 comparisons. The smallest (6) could not be identified in a C2C comparison, while the C2M and M3C2 analysis resulted in small but noticeable change signatures.

The quality of change detection in scenes with high surface roughness variations and occlusion not only does depend on the density of the data but also is largely impacted by the chosen change detection method. As shown in Figure 14, the normal-based approaches C2M and M3C2 resulted in more false-positive points or noise when compared to C2C. False negatives predominantly occur in areas of lower point density caused by occlusion. As a result, C2M generates false positives due to gaps in the reference mesh and is more prone to incorrectly orientated normals due to the high variability in surface roughness. For example, target (1) in Figure 14 shows data gaps in the center of the rock for C2M, while (A) shows many incorrectly classified points due to the mesh inconsistency.

### Table 6 SLAM precision for Hovermap data measured by C2M in cm

| Points | INL  | INN  | EXN, OD | EXN, SD |
|--------|------|------|---------|---------|
| Mean (cm) | −0.20 | 0.23 | −0.41 | 0.06 |
| σ (cm) | 2.86 | 7.11 | 11.01 | 5.94 |
| Median (cm) | −0.21 | 0.05 | −0.66 | −0.08 |
| MAD (cm) | 2.73 | 3.21 | 10.30 | 4.26 |
| Kurtosis | 17.17 | 10.45 | 3.21 | 13.29 |
| Skewness | −1.01 | 0.22 | 0.12 | 0.22 |

*INL*, intrinsic, loop; INN, intrinsic no loop; EXN, OD, extrinsic no SLAM registration, opposite direction; EXN, SD, extrinsic no SLAM registration.

Fig. 9 SLAM intrinsic precision measured by the cloud-to-mesh distance between two SLAM outputs over a 650-m-long mine drift trajectory with and without loop closing.

Fig. 10 Top-down view shows the drift error differences between data without loop closure (red) and with loop closure (green) compared to static data (black).
Fig. 11 Top-down view and horizontal cross section of signed cloud-to-mesh distances between Stencil 2 and static data using SLAM registration.

Fig. 12 Overview of a scene with changes in static and Stencil 2 MLS data. (A) Target board. (B) Placed rock. (C) Scaled rock. (D) Rockfall debris. Red box: 10x magnified close-up frontal view of (A).

Fig. 13 Test of detectability of progressively smaller rocks 1 (25 × 20 cm)–6 (2.5 × 5 cm) on a flat surface in a structured (a, b) and unstructured (c, d) scene with threshold filtered cloud-to-cloud distances.
Figure 15 shows an example of our mine-scale convergence monitoring tests at Mine-A. Over 3 months, we can detect significant changes in (A), (B), and (C) based on M3C2 distance computations and an assumed 3 cm limit of detection. Geotechnical engineers at Mine-A confirmed that changes in (A) correlate with the construction of concrete road surfaces and shotcrete work in the mine roof. The changes in (B) represent mining-induced convergence of up to 10 cm (1.0 mm/day) in the mine roof and ribs. Visual and range-finder monitoring confirmed both the magnitude and location of the convergence.

5 Discussion

5.1 MLS Acquisition and Processing Efficiency

Lidar data acquisition needs to be efficient enough to provide sufficiently frequent data updates to be an effective monitoring tool. Efficiency requirements increase as a function of the monitoring area and geotechnical stability. Fekete et al. [103] recognized this by stressing that static lidar scanning needs to limit interference with other underground operations. We show that static lidar data in underground drifts suffers from high point density decay over the scan distance, requiring closely spaced scan stations that result in time-consuming stop-and-go scanning and interruptions of operations. Single-pass static scanning of 2.5 km at Mine-A at an average speed of 0.18 km/h would take about 14 h or about 2 days. A double-pass MLS at 5 km/h requires about 1.5 h. Our tests on target-level accuracy indicate that even higher speeds of up to 10 km/h do not negatively impact MLS trueness and precision, making MLS data acquisition significantly faster than static scanning. Rapid MLS creates new MLS-specific use cases that require higher frequency data collection that can currently not be realized with static lidar data. Such applications could include ground support mapping and monitoring [104], mine ventilation surveying [105], and rock fragmentation analysis [106] in block cave drawpoints.

In our tests, we can see that static lidar data are subject to exponential point-loss by subsampling. Jones et al. [83]
highlighted the importance of uniformity of point cloud density for underground applications, and Gallwey et al. [104] described challenges due to oversampling of surfaces close to a static scanner. MLS achieves a more consistent point spacing, a five times higher effective sampling rate than static lidar, and maintains almost 10 times as many points when applying a common subsampling spacing of 1 cm. So far, the potential of SLAM-based MLS to alleviate these limitations could only be inferred from previous studies [52, 59, 61].

While the efficiency of MLS data collections offers various opportunities, dynamic underground mine environments can make the execution of complex and repeatable MLS survey trajectories challenging. In our experience, planning surveys on days with lower operational activity while increasing the monitoring frequency to ensure sufficient coverage and consistent trajectories in critical areas is beneficial. Higher speed and efficiency scanning also reduces data collection costs and improves the parallelization of operational and monitoring tasks. Integration of MLS with mining equipment presents an opportunity to reduce friction between operational and monitoring tasks. While MLS outperforms static scanning in data acquisition speed, traditional post-processing and evaluation methods are not optimally suited for the unique MLS data properties, namely higher data volume and lower lidar sensor accuracy. Accordingly, we believe there is significant further potential for workflow improvement for processing and analysis of mine-scale high-frequency MLS monitoring. With that said, we note that mine-scale monitoring using static laser scanning is also associated with significant post-processing requirements, most notably the need to co-register point clouds collected from multiple scan positions.

5.2 MLS Data Accuracy

Our evaluation of MLS accuracy combines non-parametric statistics with target- and site-level data analysis previously deployed separately by authors like Sofonia et al. [90] and Toschi et al. [92]. We also investigate traditional absolute accuracy and monitoring-relevant relative accuracy metrics. We found this approach well suited to evaluate outlier-heavy MLS datasets and clarify reporting and discussion of monitoring-centric accuracy metrics. For the first time, our work presents a systematic comparison of static-to-MLS data in multiple underground mining environments using multiple MLS and high-accuracy static lidar reference data.

At a target-level, both tested MLS operate within the sensor-specific accuracy envelope of ±3 cm, with most datasets showing conformance within a ±1.5 cm trueness envelope compared to static lidar data. Both systems’ absolute target-level precision remains below a MAD of 2 cm, with M3C2-derived MAD values of 1 cm. These metrics align well with reported findings in previous studies. Sofonia et al. [90] reported between 2 and 3 cm of root mean square error (RMSE) for UAV-MLS-to-static data collected at a 10–20 m range, and Hößelbarth et al. [81] and Frangez et al. [56] reported 0.7–8.6 cm of target error with an earlier generation SLAM-based MLS deployed in underground openings. Our results confirm that sensor range accuracy is the primary limiting factor of target-level MLS data accuracy, while SLAM processing does not introduce any measurable inaccuracy beyond the sensor-specific range noise. Although not observed for both MLS, systematic errors may reduce the data accuracy between different systems.

On a site-level, our tests show that current SLAM-based MLS are prone to three-dimensional drift error. For the first time, we provide quantitative metrics showing that loop closure and SLAM-based registration can significantly improve the data quality for underground geotechnical monitoring. Our Hovermap data showed an average deviation from static survey data of 0.12% of trajectory length. Zhang and Singh’s [107] tests of the Stencil 2 in an outdoor, urban environment have shown similar drift error results at about 0.09% [104].

As discussed by Jones et al. [83] and Jones et al. [108], lower drift error will enable longer scan segments when utilizing a segmentation-based ICP approach. Segment length should not exceed the maximum SLAM drift error trajectory length. A 0.12% drift error can accommodate a maximum 25-m scan trajectory before the 3-cm target-level accuracy bound of the lidar sensor is exceeded. To utilize longer scan trajectories for geotechnical monitoring, we show that a pseudo-non-rigid segmentation-based ICP approach can be used to maintain target-level accuracy. Manual processing is often not feasible for large-scale, mine-wide monitoring while also not leveraging additional positional and data quality information that can be utilized in a consistent, fully non-rigid SLAM-based registration process.

For the first time, our experiments demonstrate that state-of-the-art loop closure detection can reduce drift error in underground MLS data by up to 90%. This significantly improves site-level accuracy of underground MLS data collection, especially in mining environments with grid-based drift layouts providing opportunities for loop closures. In addition to loop closure, we found that state-of-the-art SLAM-based registration can further improve site-level data accuracy. Although manual segmentation-based registration approaches, described by Jones et al. [83], can reduce SLAM drift error, they require time-consuming and error-prone user input. They are therefore not ideally suited for frequent, mine-wide applications. Using fully automated SLAM-based alignment of two MLS scans, we could achieve sub-millimeter trueness and precision of 1.36 cm (less than half the quoted sensor range accuracy) while eliminating scan-to-scan drift error. Registering an MLS scan to a static reference scan resulted in slightly worse but still very high accuracy. We achieved absolute trueness and precision of 0.5 cm and 2.9 cm, respectively. For the first time, we show that current generation SLAM systems deliver
high-accuracy, multi-epoch geotechnical monitoring data when localizing to a georeferenced base map or consecutive MLS scan even without ground control points (GCPs). While the registration error using a GCP approach presented by Kumar et al. [109] was significantly higher at 50 cm, we believe that future SLAM systems will likely utilize GCPs to constrain the site-level optimization, enabling longer survey trajectories with less drift and less manual processing to achieve better site-level accuracy. Site-level overfitting remains a concern in environments that experience global shifts of drifts in the rock mass. In the future, robust methods of detecting non-stable GCP and SLAM overfitting could become more relevant research topics.

While absolute accuracy metrics show MLS data’s high absolute trueness and precision, we argue that relative accuracy is the more relevant metric for evaluating the quality of MLS data for monitoring applications. Relative accuracy metrics for the Hovermap MLS are almost an order of magnitude better than absolute accuracy metrics. Sub-millimeter relative precision and millimeter relative trueness are consistent with Evans’ [110] and Jones et al.’s [14] accuracy estimates using the Hovermap MLS for underground convergence monitoring. The difference between absolute and relative accuracy highlights the need to use task-appropriate metrics. We find that local averaging-based distance computations like M3C2 can significantly improve the relative precision of MLS data. This is consistent with Walton et al. [40], who state that the high density of static lidar data can be exploited to improve the precision of change detection [38]. An example is illustrated in Figure 16. M3C2 was applied to improve relative precision using two identical copies of the MLS point cloud to perform local averaging as described by Lague et al. [101].

5.3 MLS-Based Mine-Scale Geotechnical Monitoring

Our work presents the first use of MLS data to detect small-scale discrete geotechnical failures in underground mines. We could successfully and repeatedly detect rockfall as small as 2 cm in high-density MLS data. While C2M computations can produce ambiguous results under mining-specific conditions due to the high variability in surface roughness and resulting uncertainties in normal orientations, M3C2 distance calculations are better suited to capture discrete failures. These observations align with DiFrancesco et al. [111], who recently showed the effectiveness of M3C2 for rockfall detection on rock slopes. While we showcase the initial potential of MLS-based rockfall detection using manual workflows, future advances in change detection and classification could enable mine-wide rockfall data as a novel monitoring and predictive tool for geotechnical hazard detection. We also demonstrate the efficacy of multi-epoch MLS data. Combined with M3C2-based change detection, MLS enables mine-wide identification of geotechnically and operationally significant changes like convergence, ground support rehabilitation, and road construction. Previously, Iannacchione et al. [112] have used MLS data to verify meter-scale observations of roof failures in pre-defined study areas of an underground limestone mine. For the first time, our study could demonstrate the ability of MLS to generate geotechnical monitoring data with centimeter accuracy on a mine-wide, multi-kilometer scale. Compared to previous use cases with earlier generation MLS and traditional distance computation methods, our results indicate that significantly higher relative MLS data accuracy and limits of detection can be realized on larger, mine-wide scales.

6 Conclusion

With the increasing depth of underground mines, monitoring geotechnical risks becomes more critical. MLS and automated equipment make mobile lidar data more accessible and abundant. Utilizing MLS to improve safety and operational reliability requires a better understanding of SLAM-based MLS data quality. We show that MLS lidar data conforms with or exceeds the required quality to detect geotechnically relevant changes. We show that MLS monitoring can outperform static lidar scanning in target- and site-level coverage, uniformity of spatial sample distribution, and efficiency. In combination with advanced SLAM features like loop closure and scan registration, MLS data have the potential to become an effective and ubiquitous data source for rapid, accurate, and comprehensive geotechnical inspections. More work will be required to test the sensitivity of change detection accuracy to SLAM-based alignment and the possible improvements of site-level accuracy by tightly integrating GCP constraints for the SLAM algorithm. We see potential in developing mining-specific change detection, classification, and data utilization tools that can support the end-users of MLS data in deriving actionable insights.
Appendix 1

Table 7 Statistical analysis of absolute accuracy of Stencil 2 compared to static data

|       | F     |     | R     |     | FH   |     | RH   |     | FHS  |     | RHS  |     |
|-------|-------|-----|-------|-----|------|-----|------|-----|------|-----|------|-----|
|       | C2M   | M3C2| C2M   | M3C2| C2M  | M3C2| C2M  | M3C2| C2M  | M3C2| C2M  | M3C2|
| Points| 1020  | 166,203| 1108  | 86,147| 1065  | 84,250|
| Mean (cm) | 1.58 | 1.48 | 1.31 | 1.50 | −0.70 | −0.64 | 0.61 | 0.71 | −0.71 | −0.65 | 0.59 | 0.69 |
| σ (cm) | 0.87 | 0.31 | 1.96 | 1.67 | 0.80 | 0.24 | 2.15 | 1.90 | 0.75 | 0.23 | 1.96 | 1.80 |
| Median (cm) | 1.65 | 1.55 | 1.38 | 1.50 | −0.69 | −0.67 | 0.71 | 0.63 | −0.70 | −0.68 | 0.69 | 0.61 |
| MAD (cm) | 4.38 | 10.87 | 16.95 | 60.17 | 3.33 | 4.66 | 9.74 | 24.33 | 2.77 | 4.70 | 3.62 | 20.13 |
| Kurtosis | −0.56 | −1.99 | −0.96 | 1.23 | −0.08 | 1.03 | −0.28 | 1.13 | −0.05 | 0.98 | −0.06 | 1.04 |

C2M, cloud-to-mesh distances; M3C2, multi-scale model to model cloud comparison; F, flat; R, rough; H, half; S, SOR-filtered

Appendix 2

Table 8 Statistical analysis of absolute accuracy of hovermap compared to static data

|       | Flat | Rough |
|-------|-----|-------|
|       | C2M | M3C2 | C2M | M3C2 |
| Points | 3754 | 26,682 | 26,682 |
| Mean (cm) | 0.62 | 0.53 | 0.72 | 0.75 |
| σ (cm) | 1.04 | 0.44 | 1.31 | 1.27 |
| Median (cm) | 0.54 | 0.52 | 0.72 | 0.72 |
| MAD (cm) | 0.85 | 0.40 | 1.03 | 0.61 |
| Kurtosis | 5.95 | 5.89 | 11.27 | 112.31 |
| Skewness | −0.03 | −0.38 | −0.28 | 1.14 |

C2M, cloud-to-mesh distances; M3C2, multi-scale model to model cloud comparison

Appendix 3

Table 9 Statistical analysis of stencil and hovermap relative accuracy with M3C2

|       | Stencil 2 | Hovermap |
|-------|-----------|----------|
|       | 15 m | 5 m | SOR | 15 m | 5 m | SOR |
| Points | 1.5M | 553k | 544k | 5M | 1.58M | 1.57M |
| Mean (mm) | 0.25 | −0.22 | −0.23 | −0.58 | −0.25 | 0.29 |
| σ (mm) | 13.14 | 13.21 | 3.40 | 4.96 | 5.16 | 8.24 |
| Median (mm) | 0.11 | −0.43 | −0.07 | −0.68 | −0.07 | 0.43 |
| MAD (mm) | 6.70 | 6.68 | 2.90 | 3.06 | 2.92 | 6.55 |
| Kurtosis | 71.31 | 70.51 | 4.56 | 481.72 | 526.57 | 5.64 |
| Skewness | −0.05 | 0.08 | −0.22 | −0.36 | −0.37 | 0.05 |

SOR, statistical outlier removal filter
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