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Abstract—Target-driven visual navigation is a challenging problem that requires a robot to find the goal using only visual inputs. Many researchers have demonstrated promising results using deep reinforcement learning (deep RL) on various robotic platforms, but typical end-to-end learning is known for its poor extrapolation capability to new scenarios. Therefore, learning a navigation policy for a new robot with a new sensor configuration or a new target still remains a challenging problem. In this paper, we introduce a learning algorithm that enables rapid adaptation to new sensor configurations or target objects with a few shots. We design a policy architecture with latent features between perception and inference networks and quickly adapt the perception network via meta-learning while freezing the inference network. Our experiments show that our algorithm adapts the learned navigation policy with only three shots for unseen situations with different sensor configurations or different target colors. We also analyze the proposed algorithm by investigating various hyperparameters.

I. INTRODUCTION

Visual navigation is a fundamental skill for robotic creatures to conduct real-world autonomous missions, such as logistics, surveillance, or home-assistance. However, learning visual navigation policy is a challenging problem that involves multiple aspects of robotics research, from scene understanding to motion planning. Recent advances in deep learning have enabled robotic agents to learn effective navigation policies in various scenarios [1], [2], [3]. However, deep RL often requires a tremendous amount of computational costs. For instance, the work of Wijmans et al. [4] requires a large GPU cluster with 64 nodes to solve a point-to-point navigation problem, which corresponds to six-months of GPU time.

Learning visual navigation becomes even more challenging if we start to consider a lot of heterogeneous robots needing navigation skills for their missions, such as wheeled robots for warehouse logistics, legged robots for wilderness monitoring, or drones for last-mile delivery. A naive approach is to learn a navigation policy for each robot independently, but it will be computationally expensive. To make matters worse, there is no guarantee that the same scheme will lead to the same successful policy on all the robots. An alternative approach is to transfer a learned policy from one robot to another robot: however, heterogeneous robots have different sensing and actuation capabilities, making the transfer difficult. Figure 1 illustrates camera inputs of different robots sampled from the same location, which present noticeable different visual features.

In this work, we propose a novel algorithm for learning a visual navigation policy that can quickly adapt to new observations induced by different camera configurations or different target objects. We assume the same action space across different robots; under this assumption, all agents are controlled using the same abstract navigation commands, such as go straight, turn left, turn right, and stop. Under this assumption, the key technical challenges here are to extract invariant knowledge shared across different observation spaces and to adapt the learned policy to a new scenario with a minimal amount of additional data.

We tackle this problem based on two steps: the baseline agent learning step and the adaptation step. During the baseline agent learning step, we train an effective navigation agent that consists of two components: 1) a perception network that encodes visual inputs into the latent variable and 2) an inference network that infers the cost-to-go value and optimal actions from the latent variable. Because SL requires a lot of samples from the target environment that are not available for real-world applications, we propose a few-shot adaptation method via meta-learning.

We evaluate the proposed algorithm on a target-driven navigation problem on the Habitat simulator [5]. We investigate the adaptation of navigation skills to unseen scenarios with different camera heights and different target objects. Our
experimental results indicate that the learned agent with one visual observation space can be quickly adapted to a new scenario by using less than five shots, which is enabled by our novel method of meta-learning on the latent space. We further validate the algorithm’s design by comparing different hyper-parameters, the dimension of the latent parameters and the number of meta update steps.

II. RELATED WORK

A. DRL based Visual Navigation

Over the past few years, a tremendous effort has been put towards enabling autonomous navigation agents in realistic environments. For this purpose, many environments with various fidelity have been developed. The early work of Mirowski et al. [6] provides game-like maze environments, while recent simulators like MINOS [7], Habitat [5], and iGibson [8], [9], provide a physics-enabled simulated environment with a photo-realistic rendering for training and evaluation of autonomous agents performing various tasks such as object manipulation, navigation, and search. These simulators enable the agents to learn the task via trial-and-error, over millions or billions of environment interactions, aiming for successful sim-to-real transfer.

Recently, Decentralized Distributed Proximal Policy Optimization (DD-PPO) [4] demonstrates that a near-perfect point-goal agent can be trained to navigate based on visual observations and GPS information in an end-to-end fashion. Yuke Zhu et al. [10] trains scene-specific expert policies while demonstrating how the control policy can be conditioned on visual target information, such as a picture of the goal location in addition to the agent’s first-person view observation.

To enable longer-horizon navigation with spatio-temporal dependencies, the work of Fang [11] proposes a novel network architecture using Transformer [12] for visual navigation, which shows better performance than both reactive and Long short-term memory (LSTM) [13] agents. Active Neural SLAM [14], [15] shows that the careful hierarchical decomposition of the navigation policy leads to reduced sample complexity compared to typical end-to-end agents.

We utilize the Habitat simulator [5] and PPO [16] algorithm to train a vision-based target-driven expert policy. Our agent perceives the RGB visual information of the environment that contains a single visual target goal.

B. Skill Generalization in Visual Navigation

Various methods for generalizing the learned agents to new scenarios have been proposed [10], [17], [18], [19], [20], [21], [22]. One of the popular approaches to generalize over the various sensor and task configurations is Domain Randomization (DR) [19], [23], which trains an agent in randomized environments.

An alternative approach to address the generalization problem is a hierarchical approach that decomposes the problem into multiple sub-components. For instance, the object-search task can be decomposed into the detection of object-specific information and navigation based on the extracted information. The work of Ye et al. [17] jointly trains an object recognition model for predicting the object mask and a control policy. At the adaptation phase, only the object recognition model is adapted with supervised learning, while the control policy remains unchanged. Similarly, in the work of Devo et al. [18], the architecture is decomposed into two networks: object recognition network and navigation/exploration, where only the recognition part is adapted at the transfer stage.

Our policy is similarly decomposed into two components; however, we do not rely on any assumption regarding the task at hand. The expert policy (prior to adaptation) is trained in an end-to-end fashion with a constrain of a bottleneck between perception and inference components. We keep the inference network fixed at an adaptation stage and only adapt the perception part. While the task selected for experiments is related to navigation, our method can be applied to a wide range of vision-based control problems.

C. Meta-learning and Few Shot Adaptation

As opposed to learning a single policy exhibiting robust behaviors in all scenarios, researchers [24], [25], [26], [27], [28], [29] have developed algorithms to quickly adapt the learned policy to a new scenario, which is referred to as meta-learning. One notable algorithm is Model-agnostic Meta-learning (MAML) [24], which is a meta-learning algorithm that can be applied to both supervised learning and reinforcement learning. During the training phase of MAML, the optimizer brings the network parameters into the state where they are ready for fast adaptation to a new task. By taking a few gradient steps during the meta-adaptation phase, the agent becomes ready for the testing domain. In the work of Wortsman et al. [30], a self-supervised interaction objective is combined with MAML to enable the navigation agent to adapt throughout testing rollouts. Li et al. propose [31] to jointly meta-train a high-level policy with sub-skills in an unsupervised fashion and only adapt the high-level policy at the adaptation phase. Our approach also utilizes the MAML for training the perception network without relying on the learning of the sub-skills. We demonstrate that latent embedding enables rapid adaptation with only a handful of the target images set to the same configuration as in the source environment.

III. A FEW SHOT ADAPTATION WITH META LEARNING

In this section, we present our algorithm that adapts a learned visual navigation agent to a new observation function, which can be caused by different camera heights or different target objects. Our key idea is to train a baseline navigation agent with two components; the perception and inference networks connected by latent features, and to adapt
only the perception network efficiently via meta-learning while freezing the inference network.

The rest of the section is organized as follows. We first describe the problem formulation (Section III-A) and explain the training of a baseline navigation agent (Section III-B). Then we describe fast adaptation with supervised learning (Section III-C) and meta learning (Section III-D).

A. Problem Formulation

Let us consider a target-driven visual navigation problem, where the agent aims to learn a policy to find the given target with egocentric visual inputs. We formulate this task as Partially Observable Markov Decision Processes (PoMDPs), \((S, O, A, T, r, p_0, \gamma)\), where \(S\) is the state space, \(O\) is the observation space, \(A\) is the action space, \(T\) is the transition function, \(r\) is the reward function, \(p_0\) is the initial state distribution and \(\gamma\) is a discount factor.

In a typical navigation episode, at each time \(t\), the agent receives an observation \(o_t\) based on current state \(s_t\), \(o_t = c(s_t)\). After the agent takes an action \(a_t \sim \pi(o_t)\) based on the observation \(o_t\), it gets reward \(r\) from the environment and arrives at a new state \(s_{t+1} = T(s_t, a_t)\). The goal of reinforcement learning [32] is to find the optimal policy that maximizes the accumulated reward:

\[
J(\pi) = \mathbb{E}_{s_0, a_0, \ldots, s_T} \sum_{t=0}^{T} \gamma^t r(s_t, a_t).
\]  

(1)

Observation Space. In our problem, we assume that each robotic agent has its own observation function \(o_t = c(s_t) \in O\), which represents its unique camera perspective, possibly with the target object class present in observation. Here, we regard \(s_t\) as the ground truth state at time \(t\), which represents the agent’s position and orientation. For instance, Turtlebot [33] and Fetch [34] robots use different camera heights of \(0.15 - 0.55m\) and \(1.1 - 1.5m\), which results in distinctive visual features in input images from the same location. Also, the observed visual inputs of different targets from the same position will be different from each other. We assume that an observation function \(c\) typically returns a single RGB or RGB-D image. This robot-specific observation function defines our unique challenge of learning a common navigation policy that can be generalized to a new observation space.

Action Space. From the given observation \(o_t\), the agent takes an action \(a_t \in A\), where the discrete action space \(A\) is defined as \{MoveForward, TurnLeft, TurnRight, Stop\}, which is the default setting in the Habitat [5] environment. The episode is considered successful only if the agent calls the ’Stop’ action at the location close enough to the predefined target. Otherwise, the episode is considered failed, and the agent does not receive a success reward.

Reward function. Our reward function is designed to encourage the agent to reach the goal, which is slightly adapted from the default setting in the Habitat:

\[
r_t(s_t, a_t) = \begin{cases} 
    r_s, & \text{if } d_s^g < 0.1 \text{ and } a_t = \text{Stop} \\
    r_d + w_1(d_i^d - d_i^g) - w_2(d_i^d - d_i^g), & \text{others}
\end{cases}
\]

where \(r_s\) is the reward when the episode ends successfully, \(r_d\) is a fixed negative live penalty, and \(d_s^g\) and \(d_i^g\) are the distances from the agent to the goal and start point at time \(t\). The term \(d_i^d - d_i^g\) is designed to encourage exploration at the beginning of episode to prevent the agent from being trapped in a narrow room. We set \(r_s, r_d, w_1\), and \(w_2\) as \(10, -0.1, 1\) and \(0.1\) for all the experiments.

B. Navigation baseline

As the first step, we train a baseline navigation agent that successfully finds an object based on visual inputs. Our algorithm particularly requires a highly effective agent because it defines the nominal behaviors of all the agents. We train a baseline agent with a standard configuration with the 1.25 m camera height with a red color target.

We use an end-to-end RL framework to train an agent to find a specified target with a single observation function. Our policy architecture consists of two components: the perception network and the inference network (Figure 2). For the perception network, we use a simple 3-layer CNN visual encoder to extract features, or the latent variables, of the RGB image input. The inference network processes the features through a Long Short-Term Memory network (LSTM) [13] and computes the final actions and values. We optimize the entire policy network using Proximal Policy Optimization (PPO) algorithm [16].

C. Adaptation with Supervised Learning

Once we obtain a baseline agent, the next step is to adapt it to an updated observation function \(o_t \sim \tilde{c}(s_t)\) that is different from the original function \(c\). A naive solution is to train a new policy from scratch; however, this approach takes a lot of computational time and does not guarantee that the same hyperparameters can learn a satisfactory policy in a new scenario. Alternatively, a more structured approach is domain randomization (DR) [19], [23], where we train a single navigation agent while randomizing observation
functions during the training process. However, DR can learn a conservative policy that is suboptimal for many tasks.

Instead, we propose only to adapt the perception network to a new observation function \( \tilde{c} \) using supervised learning (Figure 3), which is similar to the idea of the prior work of Gordon et al. [22]. More specifically, we adapt the learned perception network to produce the same latent variables from the collected images, which will be the inputs to the inference network. We do not change the inference network because the agent can use the same actions to solve the problem if the current state is inferred correctly.

\[ L = \sum |\phi(c(s_i)) - \phi(\tilde{c}(s_i))| \]

Our preliminary experiment indicates that this adaptation with SL works well for a target navigation task in various scenarios given enough data from the new environment.

D. Adaptation with Meta-Learning

Algorithm 1 A Few Shot Adaptation with Meta-Learning

1: Initialize task distribution \( p(T) \), learning rates \( \alpha \) and \( \beta \), a number of gradient steps \( K \), and model parameter \( \theta \)
2: while not done do
3: Sample batch of tasks \( T_i \) based on \( p(T) \)
4: for all \( T_i \) do
5: Calculate \( \nabla_\theta L_{T_i}(f_\theta) \) and compute adapted parameters with \( K \) gradient descent: \( \theta'_i = \theta - \alpha \nabla_\theta L_{T_i}(f_\theta) \)
6: end for
7: \( \theta \leftarrow \theta - \beta \sum_{i} \nabla_\theta \sum_{T_i \sim p(T)} L_{T_i}(f_{\theta_i}) \)
8: end while

However, if we aim to apply the SL approach to real-world scenarios, it is likely to be infeasible because it requires a lot of samples from the target-environment. In addition, it requires us to collect the observation \( \tilde{c}(s_i) \) from the same simulation trajectory \( \{s_1, \ldots, s_K\} \). But it is difficult for a robot to exactly track the given simulation trajectory in the real-world environment due to the difference in observation functions and control errors, unless we exploit other frameworks, such as Simultaneous Localization and Mapping (SLAM) [35] or external motion capture systems.

Instead, it will be more data-efficient if we can adapt to a new scenario using only a handful of examples via meta-learning. In our scenario, this corresponds to collection of observations from a few key places, such as the four corners of the room or locations near the goal object. Please note that we simplified the problem by assuming that the sim-to-real gap is only introduced by a new observation function, while the other sim-to-real factors have minimal impacts due to the photo-realistic rendering of the environment.

We propose a data-efficient adaptation via meta-learning, which requires only a few shots. We exploit the existing meta-learning framework, Model Agnostic Meta-Learning [24], which explicitly learns to make a quick adaptation to the perception network \( \hat{\phi} \) with a small number of gradient steps. In our scenario, we consider a distribution of tasks, \( p(T) \), where each task \( T_i \) is to navigate with the given observation function \( \tilde{c}_i \). We train our meta-perception network \( \phi_{\theta_0} \), which is parameterized by \( \theta \), to learn an unseen task from only \( M \leq 10 \) samples. To this end, we first sample a batch of \( N \) tasks \( T_1 \ldots T_N \) from the distribution and compute the adapted parameters \( \theta_1 \ldots \theta_N \) by taking \( K \) gradient steps. Then we update the meta-parameters \( \theta \) by aggregating the changes of the adapted parameters, \( \theta_1 \ldots \theta_N \). The algorithm is summarized in Algorithm 1. For more details, please refer to the original paper [24].

IV. EXPERIMENTAL EVALUATION

In this section, we discuss the simulation experiments for validating the proposed algorithm. We design the experiments to answer the following questions.

1) Can our algorithm effectively adapt to unseen observation functions?
2) Does our meta-adaptation show better generalization than other algorithms?
3) How does the selection of hyper-parameters impact the performance?

A. Experiment Setup

We use the Habitat simulator as our testing platform, which offers photo-realistic rendering at high speed, up to over several thousand FPS on a single GPU. All the experiments are conducted on a laptop equipped with an 8GB Intel i7 8750H Processor and a GTX1060 GPU. We firstly train the navigation baseline (Section III-B) in the Habitat Avonia environment to find a red ball with the 1.25m camera height. The training dataset contains 4000 episodes, and the validation set contains 200 new episodes with randomized initial agent positions and target object locations.

We learn policies using PPO [16], where the discount factor is set to 0.99, and the GAE parameter is 0.95. After 6 hours of training, the agent could navigate to the target with 84% success rate and 0.69 success weighted path length (SPL) [36]. For adaptation with meta learning, our MAML implementation uses the same inner learning rate of 2e-4 and outer learning rate of 2e-4, three-shots(all containing the object), and ten gradient step updates.

B. Adaptation Experiments with Meta-Learning

Figure 4 shows the rollouts of three agents:

1) **Navigation Baseline**: The agent is trained and evaluated with fixed sensor (1.25m) and target configuration.
2) **Sensor Height Changing**: The agent is meta-trained with the heights between 0.6m and 1.3m and evaluated at 1.8m after meta-adaptation.
3) **Target Changing:** The agent is meta-trained with 10 target colors and evaluated with a new dark-blue color after meta-adaptation.

Each row contains three egocentric observations and three map images collected at three different moments: when an agent is searching the ball, locating the ball, and getting close to the ball, respectively. As shown in Figure 4, our algorithm successfully adapts the policy to new scenarios using only three-shots. As expected, the adapted agents show very similar behaviors to the baseline agent because we only adapt the perception network. The rightmost column of Figure 4 plots two-dimensional latent values in the rollouts, which become larger when the agent detects the target object. Meta-adapted agents in both scenarios closely track the baseline agent’s latent features, and are able to call the “STOP” action to end the episode successfully.

Figure 5 illustrates the learning curves of two meta-adapted agents. The training takes only 15 minutes for the sensor height changing scenario while taking three hours for the color-changing problem. For both scenarios, the testing loss after meta-updates is much lower than the testing loss before beta-updates, highlighting the importance of the meta-updates in our algorithm. And we also want to note that the testing loss for the color-changing problem is still going down even when the training curve is saturated.

We compare the proposed algorithm against the navigation baseline and a few other training methods:

1) **Navigation Baseline:** The agent is trained with a nominal observation function as described in Section III-B
2) **Domain Randomization:** The agent is trained with randomized observation functions within the training range.
3) **Domain Randomization with target embedding:** Inspired by the work of Zhu et al. [10], we amend domain randomization to take an observation of the target as additional inputs. Such augmentation serves as an oversampling mechanism that balances the distribution of target and non-target images.
4) **Supervised Learning (SL):** The agent is adapted with supervised learning as described in Section III-C
5) **SL + Few Shots:** Based on the perception network learned by SL, we further refine the model by leveraging three images from the target environment, which uses the same amount of data as meta-learning.
6) **MAML + Few Shot Adaptation** The agent is trained using the method described in Section III-D and task settings described in Section IV-B

We apply these methods to two tasks: camera sensor height
We further analyze the proposed algorithm by conducting an ablation study. Particularly, we investigate the impact of two hyperparameters: the dimension of the latent space between the perception and inference networks, which is studied based on three-shot MAML adaptation, and the number of shots in meta-adaptation studied with two-dimensional latent space. Intuitively, the dimension of the latent space is expected to have an impact on the performance: a smaller dimension may be easier to adapt but also may result in a more convoluted latent space. We also expect that more shots grant the meta-learning process more adaptation capability while making the entire network harder to learn.

We compare the performance of meta-learning with different hyperparameters in Figure 6. All of the experiments are evaluated in the testing sets for both sensor height changing and object color-changing tasks. Against our intuition, the dimension of the latent space does not significantly affect the success rate. We suspect that this is because a low-dimensional embedding is sufficient for our testing scenarios: please note that an agent can achieve the 70% success rate with only two-dimensional latent features. Then a high dimensional space is expected to have a similar embedding structure, which is also easy to learn. On the other hand, the number of shots positively impacts the success rate: one-shot adaptation results in only a 55% success rate while the ten-shot adaptation achieves a 73% success rate. However, more shots require us to collect more real-world data, which can be cumbersome on real robots. We choose three shots for all the experiments, which shows near the optimal performance with the minimal number of additional examples.

V. CONCLUSION

We showed that meta-learning on an embedding space produced by a visual encoder demonstrates promising results at the adaptation of the navigation agents in the new sensory configurations. We effectively apply our method to two different adaptation scenarios, object color and sensor height changing problems, in the target-driven visual navigation task. Our method requires only a handful of shots from the target environments and outperforms the baseline generalization methods described in the paper.

When we consider the fact that only a few shots are required at the adaptation stage, our method could potentially be effective in the sim-to-real transfer. In this approach, the agent will be firstly trained in the simulated environment utilizing the scalability of the recent deep RL algorithms, without the safety risk to the robot or its surroundings. Then the learned policy can be adapted to the real-world scenario via the proposed meta-adaptation algorithm, which requires only a few real-world images. We plan to further investigate our algorithm on real robots, such as Fetch [34] or TurtleBot [33].

While we evaluate our algorithm on two different scenarios, there exists a variety of sensory adaptation scenarios that can be further tested in the future. Such variations include environment lighting, camera properties (FoV, lens distortions), multiple cameras, different sensors (LIDAR and IMUs), more complex object shapes, and the combination of all of these factors.

| Task: Camera Height Changes | Training | Testing |
|----------------------------|----------|---------|
| SPL | Success | SPL | Success |
| Navigation Baseline | 0.69 | 0.84 | 0.00 | 0.00 |
| Domain Randomization | 0.71 | 0.86 | 0.04 | 0.10 |
| DR + target embedding | 0.69 | 0.82 | 0.06 | 0.09 |
| SL | 0.66 | 0.83 | 0.02 | 0.05 |
| SL + Few Shots | 0.61 | 0.75 | 0.01 | 0.03 |
| MAML + Few Shot Adaptation | 0.67 | 0.84 | 0.18 | 0.25 |

| Task: Target Color Changes | Training | Testing |
|----------------------------|----------|---------|
| SPL | Success | SPL | Success |
| Navigation Baseline | 0.69 | 0.84 | 0.06 | 0.10 |
| Domain Randomization | 0.41 | 0.50 | 0.16 | 0.21 |
| DR + target embedding | 0.43 | 0.52 | 0.16 | 0.22 |
| SL | 0.63 | 0.82 | 0.18 | 0.24 |
| SL + Few Shots | 0.60 | 0.78 | 0.08 | 0.11 |
| MAML + Few Shot Adaptation | 0.63 | 0.80 | 0.50 | 0.70 |
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