Ear disease determination on computer-assisted outer and middle ear images
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Abstract. This paper proposes a method to determine the outer and middle ear disease from image files in computer data efficiently and developed the environment friendly unit. The proposed method starts its method by analyzing the accessed file. If a file is labeled as a file that needs to be classified, the proposed method collects the list of image files in the directory, then it starts to run CNN-based classification to determine the type of ear disease suffered by the patient based on the information contained in the input image. If an image file is detected as a certain outer and middle ear disease, that file will be given a label and its probability. The CNN engine work for classifying the input image captured by Endoscope Ear Cleaning Tool Kit. The classification machine was developed using 1800 images for 18 disease classes with each class having a sample of 100 to 105 sample images. The sample image was augmented from 900 patient data. The experimental result shows that the Ear Disease Determination on Computer-Assisted Outer and Middle Ear Images which is based on CNN has run properly which is indicated by 80% accuracy and potentially implemented for the rural health center facility.

1. Introduction
During the pandemic covid-19 in the world, several limitations and challenges are faces in health services. For instance, the obstacle to access secondary services, especially to the hospital and specialist. This condition was also affected by the central government policy on regional lockdown and the limitation on population movement between the region. [1] Fortunately, with the industrial revolution 4.0, the population was exposed by several new technologies in their daily life, including health services. [2]

In Indonesia, health service providers were spread all around the country, even the village, moreover, in the cities. The health services which is divided into primary (Puskesmas) and secondary (hospital) have been running well. On the primary health services, mainly operated by a general practitioner and other health workers such as nurses, pharmacist assistants, laboratory workers, etc. On the other hand, the specialist is the main services stakeholders in the hospital. [3]

General practitioner have competencies for managing 144 diseases, including the disease on the otorhinolaryngology (ORL) field.[4] However, a general practitioner in primary health care faces the obstacles of establishing the diagnosis on the ORL field since the limited number and frequency of case visit. Due to this problem, the competencies could be reduced and need to be refresh. According to this reason, the equipment and simple software are needed to simplify the diagnosis and treatment decision.

One of the technologies that can be used for refreshment and deciding diagnosis was the information technology. The development of an expert system on ORL disease using a forward chaining method as an inferential and web-based machine was published. On this approach, it started from entering the information
and then draw the conclusion, the searching methods by looking for the forward fact following the IF-THEN rules. On the other hand, the ORL diseases consist of 10 ear disease, 9 nose disease, and 9 throat diseases were preserved. All diseases consist of 57 symptoms. According to the accuracy test of the forward chaining methods was found 100%, where the data from the expert system were obtained from ORL experts to establish the disease through the symptoms. In this system, some symptoms were not understood by the public because they can’t be seen or feel directly. [5]

The expert system can be combined with the electronic system. One of the common electronic systems is an integrated circuit with the raspberry-based. This circuit was used in several controlling systems of mechanical devices such as a robot, motor, IOT, and electronic key, etcetera. [6]

The related publication regarding information technology based on medical imaging to establish the outer and middle ear diseases is limited, hopefully, this study could be as one of the resources to develop the next technology in medical field, as well as an alternative methods for medical education learning. Moreover, this technology is friendly to environment.

2. Materials and methods
This research was implementation research which is used the previous informatics technology to establish the diagnosis of certain diseases based on the data of medical imaging. Medical imaging of the outer and middle ear will be segmented before classified because not all medical imaging has information about the outer and middle ear. To increase the accuracy, on classification process should insert the image that has the information regarding the outer and middle ear disease. The result of image segmentation will be used to develop the model of classification engine which is aided with learning engine type deep learning (DL). A deep learning-assisted classification engine model that fits the case of image classification of the outer and middle ear diseases should be tested through making a variation of several parameters, including the deep learning model, the number of the hidden layer, input layer model, etcetera[7–9]. Briefly, the outer and middle ear medical image segmentation system consists of color space transformation, filtering, erosion, thresholding, and labeling. The segmentation system must be able to work in real-time so that it can be implemented and integrated with an intelligent system. On the development of this engine, authors does not used any biochemical hazard. Finally, it is safe for the environment.

The outer and middle ear image classification engine model on this paper was designed independently, where the classification process ran only on the user's device (client-side only). An application developed by using a medical image classification engine that could classify a medical image of the outer ear and middle ear in realtime as well as off-line. The outer and middle ear medical image classification engine model was developed by using the Convolutional Neural Network (CNN) method, which was a supervised learning engine learning type with a specific architecture. In simple terms, the CNN model works with several stages where the input and output stages consist of several feature maps. Each stage consists of three stages, namely the convolution layer, the activation function layer, and the unification layer. The architecture of the Convolution Neural Network can be seen in Figure 1.
Figure 1. The architecture of the Convolution Neural Network.

Briefly, the model of the outer and middle ear medical image classification engine is shown in Figure 2, which consists of two main stages, the training stage, and the testing phase. The training stage is the step of searching for the CNN model and its parameters that correspond to the problem such as the classification of the outer and middle ear medical images. Meanwhile, the testing phase is the step to test the trained CNN model to determine its performance in the classification of the outer and middle ear medical images.

Next step, in the medical image (the outer and middle ear) classification process, the system will perform a process similar to the training process in the form of information segmentation, which only contains information on outer and middle ear diseases. Then, this feature is projected into the supervised vector domain in the training process. The projection vector is calculated its similarity level through the previously-stored DL model. For the validation process, medical images of the outer and middle ear are needed, which are associated as healthy image training data to determine the threshold that determines whether the input image (query) is included in the trained data group or not.

To determine the performance of the medical image classification system that has been designed and implemented, the system will be tested using BlackBox and Whitebox methods. Blackbox testing is used to determine the functionality of the system, while the Whitebox is used to determine the performance of the proposed system with several test parameters, including the level of recognition accuracy, the error rate in the detection of negative data (false acceptance rate, FAR), and the error rate in the detection of positive
data (false rejection rate, FRR) and its derived parameters from confusion table model. In addition, the
detection time (time needed to classify the input data) should be included as one of the important parameters.

If a file is labeled as a file that needs to be classified, the proposed method collects the list of image files
in the directory, then it starts to run CNN based classification to determine type of ear disease suffered by
the patient based on the information contained in the input image. If an image file is detected as a certain
outer and middle ear disease, that file will be given a label and its probability. The CNN engine work for
classifying the input image captured by Endoscope Ear Cleaning Tool Kit.

3. Results and discussion

The classification engine for outer and middle ear disease determination was developed using 1800 images
for 18 disease classes with each class having a sample of 100 to 105 sample images. The sample image was
augmented from 900 patient data. The experimental result show that the Ear Disease Determination on
Computer-Assisted Outer and Middle Ear Images which is based CNN has run properly which indicated by
80% accuracy.

The classification engine model for the medical image of outer and middle ear with the above accuracy
have a capacity to classify a group of data, then the images will be stored in one folder sequentially. An
example of the performance of this classification engine for classification of 28 outer and middle ear images
is shown in Figure 3. In addition, the single classification feature can be used to classify real-time images
recorded from ENT image sensors/cameras. An example of the classification results of this feature is
presented in Figure 3.

![Figure 3. The result of classification by classification engine of outer and middle ear image for a grouping data. Outer ear disease such as cerumen, otomycosis, otitis externa (OE), and midle ear diseases such chronic otitis media (OMK), acute otitis mediawi (OA), effusion otitis media (OME) were documented.](image-url)
Figure 4. The result of real-time single image classification by the classification engine for middle ear image with 3 probability diseases such as suppurative and hyperemic stage of acute otitis media (OMA), and tympanosclerotic.

An expert engine is an engine that has the capability to learning and improved their ability to perform certain tasks such as detection, recognition, and classification of objects/events. The concept of this engine is based on artificial intelligence systems such as naïve Bayes, LDA, Neural Networks, and even deep learning. Expert engine applications have been widely used such as facial recognition and electronic key control applications, [10] and pornographic image recognition. [11] An implementations of this system for recognition of pornographic or adult videos using a neural network (NN) and a convolutional neural network (CNN) reach an accuracy above 90%. [11], [12]

This expert engine can also be used as a learning simulator in medical education. Issenbert et al. (2005) in a systematic review published as Best Evidence in Medical Education (BEME), recommends that high-fidelity medical simulations are beneficial for learning if applied in the right conditions.[13]

With an accuracy of up to 80%, this feature can be utilized by primary health care centers (Puskesmas) that do not have otolaryngologist in analyzing ear, nose, and throat disorders. They could be aided to make a decision with the outcome whether the patient needs to be referred to an otolaryngologist or can be handled by the health personnel at the Puskesmas. This feature can also be used for learning in medical education for students at both the academic and professional stages.

If compared to similar studies, these results are quite encouraging. Barrera et al. (2010) found the effectiveness of medical images for gastrointestinal diseases by 75%.[14] In skin diseases, the accuracy is 90%.[15] In rheumatic diseases, the accuracy ranges from 43-99%. [16] Based on those study, the system that the authors have built is quite reliable but of course, it remains need an improvement for the future.

4. Conclusion
This paper proposes an environment friendly computer-assisted outer and middle ear disease diagnosis system that can be implemented in primary health centers. The computer-assisted which is applied in this study is a disease classification model based on the information recorded in the image from the outer and middle ear examination results. This system has succeeded in providing an accuracy of 80%, which means this system has the potential to be developed for an expert system that can translate the expertise of a doctor into a computer system; furthermore, the treatment of a disease can be handled early from the public health center.
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