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Abstract

It is difficult to collect data on a large scale in a monocular depth estimation because the task requires the simultaneous acquisition of RGB images and depths. Data augmentation is thus important to this task. However, there has been little research on data augmentation for tasks such as monocular depth estimation, where the transformation is performed pixel by pixel. In this paper, we propose a data augmentation method, called CutDepth. In CutDepth, part of the depth is pasted onto an input image during training. The method extends variations data without destroying edge features. Experiments objectively and subjectively show that the proposed method outperforms conventional methods of data augmentation. The estimation accuracy is improved with CutDepth even though there are few training data at long distances.

1. Introduction

Data augmentation is a practical way of improving the recognition performance without increasing the computational cost of inference. Various data augmentation methods have been proposed in the field of computer vision [1, 3, 5, 13, 14]. These data augmentation methods have been studied for higher-order tasks (e.g., object recognition). However, there has been little research on lower-order tasks, such as pixel-by-pixel transformations (e.g., monocular depth estimation).

The monocular depth estimation [7, 10] estimates depth from a single-view RGB image. This task requires the simultaneous acquisition of RGB images and depths. Data augmentation is required because it is difficult to collect a large amount of data. Image flipping, random cropping, and color and luminance transformation are often used for data augmentation. However, few studies have examined data augmentation that changes the geometry because such augmentation reduces the estimation accuracy.

Yoo et al. [12] proposed CutBlur, a data augmentation that adopts super-resolution. CutBlur improves the estimation accuracy by pasting a partial region of a high-resolution image onto the same position of a low-resolution image. The adoption of super-resolution generally has the problem of over-sharpening the estimated image. CutBlur, however, has a regularization effect, which prevents excessive sharpening and reduces the estimation error. Ghiasi et al. [2] proposed a data augmentation for segmentation in which images are cut and pasted in units of the instance.

We propose CutDepth, which is a data augmentation that pastes the area cut from the teacher data (depth) at the same position on the input image (RGB image). By replacing a part of the input image with depth, the change in appearance is greater than that in conventional data augmentations. Meanwhile, the change is small at the lower feature level because the edge positions of the depth and the RGB image are similar. CutDepth regularizes the image by depth because depth information is given to the input image. Therefore, the distance between the RGB image and the depth decreases in the latent space, and it becomes easier to estimate the depth.

The contributions of our work are as follows.

• We propose a new data augmentation method that both improves visual diversity and suppresses excessive geometric changes in the scene.
• We show the quality of the data distribution after data augmentation in terms of diversity and affinity.

• We show that the depth estimation performance is improved subjectively and objectively for a real image using the proposed data augmentation method.

2. Related work

2.1. Data augmentation

Optical transformations and geometric transformations can be conducted for data augmentation [8]. The former transformations include changing luminance and colors whereas the latter transformations include image flipping, translation, affine transformation, and random clipping.

There are methods of making changes optically and geometrically by replacing a partial area of the image with other information [1, 13, 14] (Figure 1). CutOut [1], CutMix [13], and Random Erasing (RE) [14] replace a portion of the image with the average value of the image or a random number. CutMix [13] replaces a portion of an image with another image.

2.2. Monocular depth estimation

Monocular depth estimation [7, 10] is the task of estimating the depth from a single-viewpoint image. In monocular depth estimation, the input is an RGB image and the teacher data are of depth. BTS [7] has a structure that implicitly estimates the normal in a decoder. Monocular depth estimation has difficulty in estimating object contours. However, the BTS structure improves the accuracy of the contour estimation. Laplacian Depth [10] uses a Laplacian pyramid structure in a decoder. The structure uses the residuals obtained from the input image for each resolution. It effectively estimates both local details and the global layout.

3. Data augmentation for depth estimation

We propose a data augmentation called CutDepth (Figure 2). Let $x_s \in \mathbb{R}^{W \times H \times C_s}$ be the input (RGB) image and $x_t \in \mathbb{R}^{W \times H \times C_t}$ be the teacher (depth) data. $W$ and $H$ are, respectively, the width and height of the image and $C_s$ and $C_t$ are, respectively, the numbers of channels in the input image and the teacher data. $x'_s$ with data augmentation on $x_s$ is obtained as

$$x'_s = M \ast x_s + (1 - M) \ast x_t. \quad (1)$$

If $C_s$ and $C_t$ are different, they are combined in the channel direction so that they are the same number in advance. $M$ is a matrix ($M \in \{0, 1\}$) that indicates the region where $x_s$ is replaced by $x_t$. The position $(l, u)$ and size $(w, h)$ of the replacement region are obtained as

$$(l, u) = (a \times W, b \times H) \quad (2)$$

$$(w, h) = (\min((W - a \times W) \times c \times p, 1), \min((H - b \times H) \times d \times p, 1)) \quad (4)$$

where $a$, $b$, $c$, and $d$ are $\mathcal{U}(0, 1)$. $p$ is a hyperparameter that determines the maximum values of $w$ and $h$ for $W$ and $H$, and it is set at a value of $0.1$.

4. Experimental results

4.1. Experimental setting

We use BTS [7] and Laplacian Depth [10] to evaluate the performance of the depth estimation. The optimizers are Adam and AdamW respectively. The learning rate is $10^{-4}$ for both, and the scheduling is performed with a polynomial decay (power of 0.9 and 0.5, respectively). The encoders are DenseNet161 [6] and ResNext-101 [11], pre-trained on ImageNet. The baseline data augmentation method uses horizontal flipping, color transformations, and image rotation randomly.

We use the NYU Depth V2 Dataset [9]. The image size used for training is $416 \times 544$ and that used for testing is $480 \times 640$, as in BTS [7]. As in BTS, 24,231 RGB image/depth pairs are used for training and 654 images are used for evaluation.

4.2. Depth estimation results

In addition to the baseline method, we use CutOut [1], RE [14], and CutMix [13]. Table 3 gives the evaluation results. The proposed method outperforms the conventional methods on all metrics. The depth estimation performance of the proposed method tended to be higher when $p$ was 0.5 or 0.75. The performances of the conventional methods decreased as $p$ increased. The performance of the proposed method did not degrade with increasing $p$ owing to the small change in the lower-order feature levels.
We next compare the depth estimation performances when the number of data are 25%, 50%, and 75% of the original number and \( p \) is set at 0.75. We randomly sample the data from the original dataset. Table 3 gives the evaluation results for different sizes of data. Even if the data size was small, the proposed method outperformed the other methods on various measures.

Figure 3 shows example results of depth estimation. Near distances are represented in blue and far distances in red. The proposed method outperformed the conventional methods in terms of the accuracy of the estimation for far distances and object contours. The conventional training model readily overfit some data because there were few data at a distance. However, the proposed method had better accuracy of the data at a distance because overfitting was reduced by regularization.

### 4.3. Evaluation of the effect of regularization

The distance between the RGB image and depth in the latent space becomes small if the image is regularized by depth. Therefore, to verify the regularization effect, we compare the distances in the latent space, which are the output of the BTS encoder, when the RGB image and depth are input to the BTS model. The root-mean-square error (RMSE), mean absolute error (MAE), and cosine distance are used as distance measures. Table 3 gives the comparison results. In terms of the RMSE and MAE, the distances of the proposed method and CutMix are comparable. However, the cosine distance is small for the proposed method. It is difficult to see the difference between the RMSE and MAE because of the small scale of the feature map. However, the difference becomes clear for the cosine distance where the scale is normalized.

### 4.4. Evaluation of the properties of data augmentation

We examine the properties of data augmentation. Gontijo-Lopes et al. [4] proposed the measurement of the properties of data augmentation in terms of diversity and affinity. A larger value of diversity corresponds to a greater spread of the data distribution due to data augmentation. A larger value of affinity corresponds to a smaller deviation from the original data distribution. Figure 4 plots the diversity and affinity of each method. Pink circles show the results of the proposed method and are encircled by a red dotted ellipse for clarity. Both the diversity and affinity of the proposed method are greater than those of the baseline method, and the distribution is thus more spread out and the deviation is smaller than for the original data. The proposed method has lower diversity than the various conventional methods, and the effect of suppressing excessive changes in edge features is thus confirmed.

### 5. Conclusion

We proposed a data augmentation method, called CutDepth, for depth estimation. CutDepth is a method of past-
ing part of the depth to an input image, which increases the variation of the input image. We confirmed that the estimation accuracy of the proposed method is better than that of conventional methods. In the proposed method, the edge features are similar before and after the data augmentation. We therefore found that the proposed method does not expand the data distribution excessively compared with the conventional methods. In future work, we will test the effectiveness of the proposed method in tasks other than depth estimation.
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