Fault Diagnosis Based on Multi-sensor Data Fusion for Numerical Control Machine

In order to improve the accuracy of diagnosis, there are two scopes which are focus on by researchers: advanced signal processing methods and artificial intelligence technology. In recent years the processing methods of non-stationary signal such as wavelet analysis & wavelet packet analysis, Empirical Mode Decomposition (EMD), stochastic resonance, etc. are used in fault diagnosis to mine more effective fault information. The technology of artificial intelligent including expert system, neural network, genetic algorithm and fuzzy logic, etc. is applied in fault diagnosis system to improve the degree of intelligent diagnosis. These methods and techniques are all applied in the diagnosis system which acquire better result in practice [3]. With the application and development of these new methods and techniques, the question that these methods have their own advantages and disadvantages and only can be applied in particular conditions is emerged [6]. So the method of hybrid intelligent fault diagnosis has been studied widely [7]. In these researches, multiple advanced signal processing method and artificial intelligent techniques are utilized simultaneously. But in most diagnosis system only one kind of information (such as vibration information) is used which often cause the incompleteness of information about objects especially in condition of fault diagnosis for complicated system. The lack of information even leads to misdiagnosis. The second point is that the extracted character features are concentrated in a certain single domain. The character features of other domains are abandoned. In fact the information of fault is reflected in time domain, frequency domain and time-frequency domain only in different degree.

Aiming at the problem existing in hybrid intelligent fault diagnosis, the diagnosis structure model based on multi-dimensional information system and multi-level information fusion is established, as shown in figure 1. The multi-dimensional information system providing the original information for fault diagnosis has two independent information sources: external sensors and internal running parameters. External sensors including vibration sensors, temperature sensors noise sensors, visual sensors and so on which are mounted at different locations. The type of sensor can be chosen according to the characteristics of fault. Because numerical control machine itself is equipped with many high accuracy sensors to ensure the accuracy of processing. So the running status parameters from numerical control machine or NC program form the internal sources of information. The multi-dimensional information system provides complete information to diagnosis system. The signals from different sources are investigated in the time domain, frequency domain and time-frequency domain respectively. The characteristic
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features are extracted in every domain. In order to choose sensitive fault characteristic features and simplify the structure of classifier, the select method of characteristic features based on correlation analysis is studied. Feature fusion is completed in this stage. In the stage of pattern recognition, Two-level diagnosis network mode is adopted. The first level network is parallel structure which comprises of multiple classifiers. These classifiers analysis sensitive characteristic features independently and diagnose fault type. The results of the classifiers in the first level are sent to the second level network for the deeper integration by fuzzy comprehensive evaluation. The method of classifiers weighted based on diagnostic accuracy is researched. The final diagnosis conclusion is gained after two levels fusion.

In this fault diagnosis model many measurements are taken to reduce the uncertainty in the diagnosis. Firstly the increase of numerical control machine's running parameters information form multi-dimensional information system which can reflect the fault information comprehensively and completely. Secondly the multi-level fusion mines the effective fault information hidden in the original signals. Thirdly the classifiers’ results are fused based on fuzzy comprehensive evaluation which is the simulation of the method of human decision. Every classifier's result is defined as a factor in diagnosis decision. Various intelligent fault diagnosis technologies are combined together in this model.

Numerical control machine itself is equipped with many high-precision sensors such as grating, rotary encoder, current sensor, temperature sensor to guarantee the accuracy. And closed loop or half closed loop control method is often adopted. That is to say, the operation status of the numerical control machine can be gained in real time by many parameters such as the current or torque, temperature of motor and different kinds of errors. With the appearance and development of open numerical control machine tools in recent years, the internal sensors's signals of numerical control machine can be achieved directly under the online state [10]. The information gathered from internal sensors is very useful for fault diagnosis. This method doesn't need any additional sensor or device, and the signals are more reliable compares with external sensor method.

So in the diagnosis model proposed in this paper external sensors and internal information of numerical control machine tool are the two information sources on condition monitor and fault diagnosis system. The problems of poor ability to reflect the fault information when the built-in sensor is far away from the fault [11] and the limit of installation position of external sensor are solved through the combination of information. Different kinds of multiple sensors mounted on different locations and multiple parameters gained from numerical control machine tool provide complementary information to characterize the state of the machine tool.

III. SIGNAL ANALYZING AND PROCESSING

Because the different type, degree or location of faults, the fault information will reflect in the time domain, frequency domain and time-frequency domain only in different levels. The necessary analysis and processing of the original signal is needed to find the effective information.

Time-frequency analysis is a powerful tool for analyzing time-varying, non-stationary signals, and can describe the relationship between signal frequency changes over time. The method Empirical Mode Decomposition [13] is used commonly in signal time-frequency analysis.

The basic idea of EMD is to decompose a signal into the sum of several multi-scale signals, called the intrinsic mode function (IMF) [14]. The original signal is decomposed into multiple IMFs and one residual component, as Eq.(1).

\[
 x(t) = \sum_{i=1}^{n} c_i(t) + r_n(t) \tag{1}
\]

In the field of signal and test technology, the energy of signal is as Eq.(2).

\[
 E(i) = \int_{-\infty}^{\infty} |x(t)|^2 dt \tag{2}
\]
when the signal $x(t)$ is a discrete signal, the total energy is the sum of every interval energy.

$$E(i) = \sum_{t=0}^{n-1} x^2(t) \Delta t$$

(3)

Where $\Delta t$ is sample interval.

When the fault occurs, the frequency of vibration changes obviously. So the energy value of same frequency band contains abundant information about fault. The signal can be decomposed into some frequency bands automatically by method of EMD. When the fault occurs, the energy of IMF's also change, which are treated as characteristic feature.

![Figure 2. EMD decomposition in different faults](image)

So in order to find the effective fault information, characteristic parameters of each domain are extracted. These parameters constitute the original failure data set which is listed in table I.

| TABLE I. CHARACTERISTIC PARAMETERS |
|------------------------------------|
| **Mode of signal processing**      | **Names of characteristic parameters** | **Number of characteristic parameters** |
| time domain                        | peak, RMS value, average root, mean, skewness, waveform factor, pulse factor, peak factor, margin factor, kurtosis factor | 11 |
| frequency domain                  | center frequency, mean square frequency, root mean square frequency | 3 |
| time-frequency domain (EMD)       | energy value of each IMF | 8 |

IV. 3 MULTI-SENSOR DATA FUSION

The multi-dimensional information system provide variously and complementary characteristic information for fault diagnosis. Then, how to fuse information is a vital issue[15]. Multi-sensor data fusion is the data processing in multi levels and multi-dimension to gain the new useful information which is unable to obtain with any single sensor, and then improves the diagnosis accuracy [14].

A. Characteristic feature reduction based on correlation analysis

After signal processing the feature set includes a large number of characteristic parameters. So many features will lead to complicated structure of classifier, the difficulty of operation, even reduce the diagnosis accuracy. In order to simplify the structure of classifier and improve the model accuracy, the irrelevant or low sensitivity characteristic parameters must be eliminated.

Several characteristic parameters may reflect the same change trend, only in different levels because the influence of measuring point location, sensor types. Firstly these characteristic features will increase the number of classifier input which leads to the complexity of classifier structure. Some researches indicate that the more classifier inputs cannot get better result and high relevant characteristic features may reduce the diagnosis accuracy. So characteristic parameters with high correlation relationship must be removed [17]. All characteristic parameters are processed by fuzzy clustering.

Step 1: matrix of characteristic feature

In order to remove high relevant characteristic features, a number of samples are needed. Please note that these samples must include all kinds of fault type. Then the matrix of characteristic feature M is got. The data of M has been normalized.

$$M = \begin{bmatrix} X_{11} & X_{12} & \cdots & X_{1n} \\ X_{21} & X_{22} & \cdots & X_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ X_{m1} & X_{m2} & \cdots & X_{mn} \end{bmatrix}$$

Where n is the number of characteristic value, m is the number of sample.

Step 2: similar relation matrix

The correlation coefficient of each two columns is calculated which reflects the correlation between the characteristic values. So the similar relation matrix $R_r$ is calculated by the method of correlation coefficient.

The linear correlation coefficient $r_{X_jX_k}$ is

$$r_{X_jX_k} = \frac{\sum_{i=1}^{m} (x_{ij} - \bar{x}_j)(x_{ik} - \bar{x}_k)}{\sqrt{\sum_{i=1}^{m} (x_{ij} - \bar{x}_j)^2} \sqrt{\sum_{i=1}^{m} (x_{ik} - \bar{x}_k)^2}} (j, J = 1, \ldots, n)$$

(4)

The research shows that clustering by the fuzzy similar matrix can reduce the calculation volume comparing with the fuzzy equivalence matrix. And it is more suitable to deal with high-dimensional data[18].

Step 3: fuzzy clustering

According to the principle of fuzzy clustering, after setting a certain threshold $\hat{A}$, the characteristic parameters will then be divided into several classes. The number of class is decided by the value of $\hat{A}$. The number of sample and characteristic parameter, the type of fault must taken into consideration when the value of $\hat{A}$ is determining.

The characteristic parameters within the same class have the high correlation. If there is not only one element in the same class, one characteristic parameter can be selected as the input of classifier at random in theory. And the selected methods by some evaluation functions such as revised Euclidean distance or be determined by search
optimization or genetic algorithms are researched by some experts [19].

B. Primary diagnosis based on single classifier

There are many different kinds of classifier whose theory and algorithm is different. In field of fault diagnosis, Bayesian classifier, neural network classifier and Support Vector Machine (SVM) are used widely. The method and result based on single classifier will introduce in the part of experiment. The result of experiment shows that every kind of classifier is not perfect which can not apply in all conditions. Even for the same type of fault, different classifiers have different diagnosis accuracy due to algorithm. That is to say, each kind of classifier has some limitations and the results of different classifier form the complementary relation. This is the foundation of multiple classifiers fusion.

C. Final diagnosis based on multiple classifiers fusion

In the method of multiple classifier fusion it establishes a simulation process of human decision. Each classifier’s output is a factor which would be taken into consideration to make the final diagnosis decision-making. The multiple classifier fusion method based on fuzzy comprehensive evaluation is introduced in this paper. The diagnostic accuracy of each classifier is the evaluation parameters to assign weights of classifiers.

The output of each member classifier \( E_i = \{y_{i1}, y_{i2}, \ldots, y_{im}\} (i = 1, 2, \ldots, N, N \) is the number of classifiers) can be seen as a discrete variable.

Therefore the member classifier’s output entropy formula is

\[
H_{y_j} = \begin{cases} 
-K \sum_{i=1}^{m} y_{ij} \ln y_{ij}, & \text{the result is correct} \\
1, & \text{the result is not correct}
\end{cases}
\]

(7)

Where the value of the constant \( K \) is related to the number of fault type \( m \), take \( K = \frac{1}{\ln m} \), thus \( 0 \leq H_{y_j} \leq 1 \).

A certain number of known samples are selected to test for each member classifier. The entropy values of all the outputs of member classifiers are calculated according to the formula (4). In order to eliminate the influence caused by individual factors, \( e_j \) the average entropy of each member classifier is calculated.

The degree of deviation

\[
d_{y_j} = 1 - \bar{H}_{y_j}
\]

(8)

Each member classifier weight is

\[
\omega_{y_j} = \frac{d_{y_j}}{\sum_j d_{y_j}}
\]

(9)

The weight vector \( A = (\omega_1, \omega_2, \omega_3, \ldots, \omega_m) \) is derived.

The result of every classifier is fused though the Eq.(10) by the way of fuzzy comprehensive evaluation. \( B \) is the final output results. According to the principle of maximum membership, the type of fault is determined and the final diagnosis result is given.

\[
B = A \circ R
\]

(10)

There are two advantages of the method of fuzzy comprehensive evaluation.

(1) According to a certain number of prior knowledge, the important level of each classifier in the final decision is determined and the weight value of each classifier is distributed objectively.

(2) The output of fuzzy comprehensive evaluation result is in a vector form which is a fuzzy subset. The result is represented in a variety of fault types of membership which describes the fuzzy nature of fault.

V. 4 EXPERIMENTS

In order to demonstrate the effectiveness of the method proposed in this paper, experiments are carried out on the part of bearing. According to the location and degree, the bearing wear fault are divided into ten types which includes ball bearing retention’s severe and mild wear, inner ring’s severe wear and mild wear, outer ring’s severe and mild wear, ball’s mild, moderate and severe wear and normal. Three acceleration sensors are mounted at measuring point 1,2,3 to monitor the vibration signals in X, Y, Z directions. One noise sensor is mounted at measuring point 4 and one temperature sensor is mounted at measuring point 5, as shown in fig.3.

In the experiment three international parameters of follow error of shaft, the control deviation and the actual speed of encoder are utilized which extracted by machine tool servo system information [21].

According to the method mentioned in section 2, after feature extraction feature vector of each measuring point is formed with 176 characteristic parameters. In order to reduce the amount of calculation, so before the fuzzy clustering, the characteristic features are chosen based on attributes reduction of rough set firstly and 17 characteristic features are remaining which are listed in table 1.

Then the 17 remained characteristic features data are further analyzed using fuzzy cluster analysis to obtain a fuzzy cluster trend diagram, as shown in fig 4. Ten samples of each kind of fault are selected at random and the
matrix of characteristic feature $M_{100\times 17}$ is gained after the normalization of original data matrix. The normalized functions is ‘mapminmax (M,0,1)’. According to the result of fuzzy cluster trend diagram, 12 classes are finally chosen in the experiment.

The select method of characteristic features in the same class is randomly. The result of characteristic feature reduction is listed in table II.

In order to prove that the characteristic features in the same class have the similar classification ability, the experiment is carried out. The characteristic features in the same class are combined with other categories respectively, and the same BP neural network structure is used to recognize patterns. The result is list in tableIII. Most characteristic value combinations have the better recognition rate, but the training time is different.

The classifiers of BP neural network, RBF network and SVM that are widely applied in fault diagnosis are select in this paper. Because of different algorithms the advantages of these three classifiers are also different. Firstly three models of each kind of classifier is set up and trained respectively. Please note the output of the BP network and RBF network can be directly used as a vector of the evaluation matrix $R$ after normalization. But the output of SVM is generally the result of classification then the output must be converted into the form of failure's probability value which can be used as a vector of the judgment matrix $R$. All kinds of failure probability values are obtained with the parameters of 'probability_estimates' in the program of SVM. Then 100 groups of sample data are chosen to determine the weight of BP, RBF and SVM according to the way described in part 3.2.2.

The weights of the classifiers are 0.3717, 0.2416 and 0.3867. In order to validate the proposed method, another 50 groups of sample are chosen to test. The experiment results show that the fault type can be diagnosed correctly if the members of classifier's conclusions are the same. If there is a conclusion conflict between the single classifiers, about 70% of the sample can identify the fault types after fusion correctly. The correct rate after fusion by fuzzy comprehensive evaluation is higher than any single classifier. This shows the effectiveness of the proposed diagnosis model and proves the method of single classifier integration based on fuzzy comprehensive evaluation is feasible.

| No. measuring point | Remained characteristic feature by rough set | Remained characteristic feature after fuzzy clustering |
|---------------------|---------------------------------------------|--------------------------------------------------|
| measuring point 1   | E1, E3, E5, skewness, square frequency, center frequency | E1, E3, E5, square frequency, center frequency |
| measuring point 2   | E1, skewness, mean square frequency | E1 |
| measuring point 3   | E2, center frequency, average root of frequency | E2, center frequency, average root of frequency |
| measuring point 4   | E2 | E2 |
| measuring point 5   | waveform factor, pulse factor | pulse factor |
| internal information | skewness of contour error, kurtosis factor of control deviation | kurtosis factor of control deviation |

| No. of characteristic feature | Recognition rate | training steps | TRAINING TIME(s) |
|------------------------------|------------------|----------------|------------------|
| 1, 2, 3, 5, 7, 8, 9, 10, 11, 13, 15, 16 | 80% | 109 | 0.6867 |
| 1, 2, 3, 5, 7, 8, 9, 10, 11, 14, 15, 16 | 85% | 264 | 1.0623 |
| 1, 2, 3, 12, 7, 8, 9, 10, 11, 13, 15, 16 | 50% | 150 | 0.7212 |
| 1, 2, 3, 6, 7, 8, 9, 10, 11, 13, 15, 16 | 75% | 264 | 1.0623 |
| 1, 2, 3, 6, 7, 8, 9, 10, 11, 13, 15, 17 | 80% | 75 | 0.4686 |
| 1, 2, 4, 6, 7, 8, 9, 10, 11, 13, 15, 17 | 100% | 85 | 0.4931 |

VI. 4 CONCLUSIONS

(1) Multi-source information is the direct source of the original information for CNC machine tool fault diagnosis. The configuration of the information source must be reasonable because necessary and sufficient information must provide for fault diagnosis. In addition to the traditional external sensor information sources, internal sources of CNC machine tools itself is set in this method. The two types of information sources can form the complementation relation effectively, so as to reduce or eliminate the uncertainty in diagnosis process caused by incomplete data. The experiments also show that the characteristic values from the internal information source have an important influence to the diagnosis decision.

(2) The essence of information fusion is in the process of multi-level and multi-dimensional fusion to find new information. There are data layer, feature layer and decision-making three different levels fusions in the diagnosis model. The signals from different types and different sample frequencies are aligned in time and space in the first data layer fusion. The characteristic values are compressed by the feature layer fusion, provide sensitive characteristic features for diagnosis. Compressed sensitive feature set is seen as a diagnostic network input. Level of each classifier in the diagnosis of parallel network respectively establishes a preliminary conclusion of the test sample, which is the equivalent result of a number of experts. Based on fuzzy comprehensive evaluation of secondary diagnosis network, the value is distributed objectively to the experts for comprehensive evaluation. The process of diagnosis is simulating human thinking and methods, integration in the process of diagnosis level.

Figure 4. fuzzy cluster trend diagram
of diversification, and organic combination of data fusion and fusion model, which are able to reduce or avoid the failure phenomenon of missed diagnosis and misdiagnosis.

(3) Diagnosis model, signal processing, feature extraction and diagnosis decision-making, etc., all are taken certain measures to reduce or eliminate the uncertain factors of diagnosis process, so as to improve the diagnostic accuracy.
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