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ABSTRACT

A new theory of non-harmonic topographic Rossby waves over a slowly varying bottom depth of arbitrary, one dimensional, profile is developed based on the linearized shallow water equations on the \(f\)-plane. The theory yields explicit approximate expressions for the phase speed and non-harmonic cross-slope structure of waves. Analytical expressions are derived in both Cartesian and Polar coordinates by letting the frequency vary in the cross-shelf direction and are verified by comparing them with numerical results obtained by running an ocean general circulation model (the MITgcm). The proposed approximation may be suitable for studying open ocean and coastal shelf wave dynamics.

1 Introduction

Variations in bottom topography may result in second class (low frequency) waves, similar to planetary Rossby waves (e.g., Rhines, 1969a;b; 1989; Csanady, 1982; Pedlosky, 2003). The similarity between the two wave types becomes evident upon considering the general case in which potential vorticity varies with both the Coriolis parameter and water depth. Due to this similarity, rotating tank experiments with varying bottom topography are often used in the study of many aspects of the two types of (Rossby) waves. The potential vorticity considerations make it clear that in the Northern Hemisphere shallower depths correspond to higher latitudes and thus topographic Rossby waves propagate with the shallower depths
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on their right, similar to the westward propagation of planetary Rossby waves under the influence of varying Coriolis parameter.

Topographic Rossby waves are of great importance in coastal ocean and lake dynamics. There are numerous observational indications for their existence (e.g., Csanady, 1973; 1976; Saylor et al., 1980; Raudsepp et al., 2003) and their unique dynamics has provided explanation of observed features throughout the world ocean (e.g., Ball, 1963; 1965; Shilo et al., 2007; 2008). Most theories of topographic Rossby waves have concentrated on a particular depth profile (mostly linear and rarely quadratic or exponential) that are amenable to analytical solutions, while general depth profiles received little attention. Here we propose a simple approximation for topographic wave dynamics in an arbitrary bottom profile in one direction assuming only that the bottom topography is slowly varying. With this approximation it is possible to estimate the evolution of an initial perturbation, even when the eigenstates of the system are not known. The approximation may be used to study more general coastal, and open ocean, topographic wave dynamics.

The paper is organized as follows: In Section 2.1 we develop the new approximation in Cartesian coordinates and then compare the analytical approximation to numerical simulation results obtained by the MITgcm (Section 2.2). In Section 3 we propose a similar approximation for a polar (cylindrical) coordinate system and a similar comparison to the numerical simulation. We conclude the study with a short discussion in Section 4.

2 A new approximation for Topographic Rossby waves in a channel

2.1 Analytical approximation

2.1.1 Zero-order approximation We start from the linearized shallow water equations (LSWE) in a channel of varying depth $H_0 - b(y)$ (see, for example, Fig. 1) on the $f$-plane (see Gill, 1982):

\[
\frac{\partial u}{\partial t} - f_0 v = -g \frac{\partial \eta}{\partial x}
\]  
\[
\frac{\partial v}{\partial t} + f_0 u = -g \frac{\partial \eta}{\partial y}
\]  
\[
\frac{\partial \eta}{\partial t} + \left[H_0 - b(y)\right] \left(\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y}\right) - v \frac{db}{dy} = 0,
\]

where $u$ and $v$ are the zonal and meridional velocities, $\eta$ is the free surface, $f_0$ is the Coriolis parameter, $g$ is the gravitation constant, $H_0$ is the unperturbed mean water level, and $b(y)$ is the (arbitrary) bottom topography profile. We will see below that, in order to be handled
by our proposed perturbation expansion, \( b(y) \) has to be slowly varying. We assume periodic boundary conditions in the zonal direction and vanishing meridional velocity at the zonally aligned channel walls. We note that an alternative setting is a channel that is bounded by a wall along the \( y \) direction, where the zonal velocity has to vanish. However, such a setting may result in reflecting topographic waves and fast Kelvin waves that propagate along one of the walls of the channel, which complicates the analytical and numerical treatment.

By differentiating Eqs. (1) and (2) with respect to \( t \), it is possible to express the zonal and meridional velocities, \( u, v \), as functions of \( \eta \):

\[
\mathcal{R}u = -\frac{g}{f_0} \left( \frac{1}{f_0} \partial_{xt} + \partial_y \right) \eta, \\
\mathcal{R}v = \frac{g}{f_0} \left( -\frac{1}{f_0} \partial_{yt} + \partial_x \right) \eta,
\]

where the operator \( \mathcal{R} \) is defined by

\[
\mathcal{R} = 1 + \frac{1}{f_0^2} \partial_{tt}. 
\]

It is possible to obtain a single equation for \( \eta \) by multiplying Eq. (3) by \( \mathcal{R} \) and using Eqs. (4),(5):

\[
\left( \partial_t - \frac{g}{f_0^2} (H_0 - b) \partial_{xxt} - \frac{g}{f_0} b' \partial_x + \frac{1}{f_0^2} \partial_t [ \partial_{ut} - g(H_0 - b) \partial_{yy} + gb' \partial_y ] \right) \eta = 0, 
\]

where \( b' = db/dy \). This equation is equivalent to Eqs. (1)-(3) and is similar to the one derived in Pedlosky (2003). Gill (1982) developed an equation similar to Eq. 7 but this equation is not applicable in our case, since the underlying assumption in its development was the rigid lid approximation, in which \( \eta \) is time-independent.

We nondimensionalize the equation by scaling the variables as follows: \( x = (\sqrt{gH_0/f_0}) \hat{x} \), \( y = (\sqrt{gH_0/f_0 \alpha}) \hat{y} \), \( t = \hat{t}/(\alpha f_0) \), and \( b = H_0 \hat{b} \), where the “hat” indicates nondimensional variables and \( \sqrt{gH_0/f_0} \) is the Rossby radius of deformation. To complete the scaling, we also use \( \eta = H_0 \hat{\eta} \), although this scaling is not necessary for the mathematical treatment presented below. \( \alpha \) is a parameter that characterizes the bottom slope and can be chosen to be the maximum of \( |b'(y)| \). Note that the proposed scaling is invalid in the absence of bottom slope, in which case one expects to find only Kelvin and Poincaré waves. \( \alpha \) is a small parameter and thus the above scaling of \( y \) and \( t \) implies “shrinking” of these variables; this indicates that the underlying assumption of this scaling is long meridional wave length (either compared to the zonal wave length or compared to the Rossby radius of deformation) and slow wave frequency (compared to \( f_0 \)). The idea behind the different scaling of the zonal and meridional coordinates is the asymmetry of the system, in which the bottom topography
is constant in $x$ but varies with $y$. As it is well known and consistent with the numerical results presented below, topographic waves propagate mainly along isobaths and hardly across bathymetry lines.

For convenience, we now drop the “hat” sign and, unless indicated, the variables are nondimensional. Under the above scaling, the nondimensional form of Eq. (7) is

$$
(\partial_t - (1 - b)\partial_{xx}t - b'\partial_x + \varepsilon\partial_t [\partial_t - (1 - b)\partial_{yy} + b'\partial_y]) \eta = 0,.
$$

(8)

where

$$
\varepsilon = \alpha^2.
$$

(9)

The high-order time derivative (fast waves) and the derivatives with respect to $y$ (short meridional waves) are multiplied by $\varepsilon$, in accordance with the rational behind the above scaling as explained earlier. If one also assumes, in addition, that the zonal wave length is also long, then the second term in Eq. (8) is also smaller than the first and third terms by order $\varepsilon$, which leads at zeroth-order approximation, to an equation equivalent to the planetary geostrophy equation (e.g., Primeau, 2002; Vallis, 2006).

Next, we assume that the solution to Eq. (8) is of the form

$$
\eta(x, y, t) = \tilde{\eta}(y, t)e^{ikx}.
$$

(10)

Eq. (8) then becomes

$$
\left(\partial_t + i\omega(y) - \varepsilon \frac{\omega(y)}{k\lambda'} \partial_t [\partial_t - (1 - b)\partial_{yy} + b'\partial_y]\right) \tilde{\eta} = 0,.
$$

(11)

where $\omega(y)$ is defined as

$$
\omega(y) = -\frac{k\lambda'}{1 + (1 - b)k^2}.
$$

(12)

We will shortly show that $\omega$ is associated with the zeroth-order approximation of the frequency of the waves.

To allow for a perturbation series expansion, $\tilde{\eta}$ is assumed to be of the form

$$
\tilde{\eta}(y, t) = \bar{\eta}(y)e^{i[\Omega_0(y, t) + \varepsilon\Omega_1(y, t) + \varepsilon^2\Omega_2(y, t) + \ldots]}.
$$

(13)

[An expansion of $\bar{\eta}(y)$ itself instead of the expansion in the exponential yields equivalent results.] The zeroth-order approximation (in $\varepsilon$) is obtained by using Eq. (13) in Eq. (11), leading to the following differential equation for $\Omega_0(y, t)$

$$
\partial_t \Omega_0 + \omega = 0,
$$

(14)

so that

$$
\Omega_0(y, t) = -\omega(y)t.
$$

(15)
It is thus clear that $\omega(y)$ may be regarded as the zeroth-order frequency. The zeroth-order approximation for the free surface $\eta_0(x, y, t)$ is thus

$$\eta_0(x, y, t) = \bar{\eta}(y)e^{i(kx - \omega(y)t)},$$

(16)

where $\bar{\eta}(y)$ is an arbitrary function that should be selected so as to guarantee that the meridional velocity vanishes at the channel walls. We note, however, that since the underlying assumption is that the $y$ derivatives are small, $\bar{\eta}(y)$ is a slowly varying function. Below we present the first-order approximation $\eta_1(x, y, t)$ for $\eta(x, y, t)$.

To evaluate the velocities we first apply the above scaling in Eqs. (4), (5) and scale the velocity components on $\sqrt{gH_0}$, the speed of gravity waves, i.e., $u = \alpha \sqrt{gH_0}\hat{u}$ and $v = \sqrt{gH_0}\hat{v}$. The nondimensional counterparts of Eqs. (4), (5) are:

$$\hat{\Re} \hat{u} = -\left(\partial_{\hat{x}\hat{t}} + \partial_{\hat{y}}\right) \hat{\eta},$$

(17)

$$\hat{\Re} \hat{v} = -\left(\varepsilon \partial_{\hat{y}\hat{t}} - \partial_{\hat{x}}\right) \hat{\eta},$$

(18)

where $\hat{\Re}$ [the nondimensional counterpart of the dimensional operator defined in Eq. (6)] is given by

$$\hat{\Re} = 1 + \varepsilon \partial_{\hat{t}\hat{t}}.$$

(19)

Thus, from Eq. (18) it is clear that the zeroth-order approximation for the meridional velocity $v_0$ is determined by the geostrophic balance, unlike the zeroth-order approximation for the zonal velocity $u_0$ [see Eq. (17)]. In addition, $u_0$ also contains a secular term (i.e., a term that grows with time), which results from the appearance of $y$-derivatives on the RHS of Eq. (17) and since $\omega$ is a function of $y$; see Ashkenazy et al. (2011) for further discussion regarding the appearance of secular terms in the approximation of planetary Rossby waves. Thus, the approximation is valid for limited times such that $\Omega_0(y, t) \approx \varepsilon \Omega_1(y, t)$. It is possible to show that the energy of the system is preserved for each order of approximation, despite the secular terms, and is actually expected owing to the fact that the LSWE conserve energy (e.g., Vallis, 2006) and from the nature of perturbation theory. We note that secular terms also arise from the classical planetary geostrophic approximation (Ashkenazy et al., 2011).

It follows from the fact that $\omega$ depends on $y$ that the phase speed, $\omega(y)/k$, varies with $y$, depending on the local slope, $b'(y)$, and on the water depth, $H_0 - b(y)$; this is true regardless of the specific bottom topography profile, $b(y)$. Thus, different parts of an initial perturbation will propagate with different phase speeds. This behavior will be demonstrated and explained below.
It is possible to find the specific bottom topography for which the (zeroth-order) phase speed is constant, i.e., $\omega = \text{const}$. Consistent with previous studies (Buchwald and Adams, 1968; Gill, 1982), this specific profile is an exponential profile.

For future reference we note that the dimensional frequency associated with the dispersion relation (12) is given by

$$\omega(y) = -\frac{gf_0b'(y)k}{f_0'^2 + g(H_0 - b)k^2}, \quad (20)$$

and the zonal phase speed is found by diving $\omega$ by $k$. The dimensional free surface $\eta_0$ can be easily calculated by multiplying Eq. (16) by $H_0$; the zeroth-order velocities $u_0$, $v_0$, may be found using Eqs. (17), (18), after neglecting terms of order $\varepsilon$ and using the scaling factors given above (i.e. multiplying these relations by $\alpha\sqrt{gH_0}$ and $\sqrt{gH_0}$ respectively).

The LSWE (1)-(3) can be rescaled using the above scaling. Then, the small parameter $\varepsilon = \alpha^2$ multiplies only the time derivative of the zonal momentum equation. Thus, the proposed scaling is relevant when the time derivative in Eq. (1) is small compared to the other term in this equation. Such a situation occurs when the wave frequency is small. According to Eq. (20), the wave frequency is small when the bottom topography is slowly varying; we thus associate the small parameter $\alpha$ with the bottom slope. In addition, when both the zonal and meridional wave lengths are long compared to the Rossby radius of deformation, or when the water depth approaches zero (i.e., $b(y) \to H_0$), the dispersion relation can be approximated as $\omega(y) \approx -gb'(y)k/f_0$. In this limit, the wave is non-dispersive in the zonal direction and long zonal wave length (small $k$) results in a smaller frequency and, hence, more accurate perturbation expansion. This limit is the analog of the extra-tropical planetary Rossby waves frequency under the long wave approximation, for which the wave frequency is $\omega \approx -\beta gH_0k/f_0^2$. Lastly, when the Rossby radius of deformation is much greater than the zonal and meridional wave lengths and the water depth is sufficiently large, the dispersion relation, [Eq. (20)], can be approximated as $\omega(y) \approx -f_0b'(y)/[(H_0 - b)k]$. In this limit, short zonal waves (large $k$) result in smaller wave frequency and hence better perturbation expansion. This limit is the analog of equatorial planetary Rossby wave frequency where $\omega \approx -\beta/k$.

2.1.2 First- and high- order approximations Using Eqs. (11), (13) and writing a differential equation for each order of approximation, we obtain the following general form for $\Omega_n(y, t)$

$$\partial_t \Omega_n - \sum_{j=0}^{2n} i^j \omega_{n,j}(y)t^j = 0, \quad (21)$$
where the coefficients $a_{n,j}(y)$ are real and may be found based on $a_{n-1,j}(y)$ using Eq. (11); see Adem (1956) for a similar expansion. It is clear that $a_{0,0}(y) = -\omega(y)$ so that starting from the zeroth-order approximation it is possible to find the first-order coefficients, that, in turn, yield the second-order approximation coefficients, etc. The general solution to Eq. (21) is trivial:

$$\Omega_n(y, t) = \sum_{j=0}^{2n} i^j a_{n,j}(y) \frac{t^{j+1}}{j+1}. \quad (22)$$

The first-order approximation coefficients are:

$$a_{1,0} = \frac{\omega}{k\bar{\eta}b} \left[ 2(1 - b)\bar{\eta}'\omega' + \omega(\bar{\eta}''(1 - b) - b'\bar{\eta}') + \bar{\eta}(\omega^2 - b'\omega' + (1 - b)\omega'') \right],$$
$$a_{1,1} = \frac{\omega}{k\bar{\eta}b} \left[ -2(1 - b)\bar{\eta}'\omega' + \bar{\eta}(\omega\omega'd' - (1 - b)(2\omega^2 + \omega\omega'')) \right], \quad (23)$$
$$a_{1,2} = \frac{(1 - b)\omega^2\omega'^2}{kb'},$$

where $\omega(y)$ is given in Eq. (12). For the special case of $\omega = \text{const}$ we get $a_{1,1} = a_{1,2} = 0$ and $a_{1,0}$ takes a simpler form.

### 2.1.3 Some remarks

A few comments regarding the approximations presented above are worth noting.

First, the different $\Omega_n$’s contain both real and imaginary terms. The imaginary terms ($a_{n,j}$ where $j$ is odd) will lead to exponential growth or decay with time, depending on the sign of $a_{n,j}$. Even if the infinite sum in Eq. (13) converges, each order of approximation may contain secular terms and, thus, the approximation is valid for times such that the highest order term is smaller than its preceding term, i.e., $\Omega_{n-1}(y, t) < \varepsilon \Omega_n(y, t)$.

Second, the coefficients $a_{n,j}$ depend on $\bar{\eta}$, $b$, and $\omega$ that are functions of $y$. In addition, in $a_{n,j}$ the derivatives of $\bar{\eta}$ are divided by $\bar{\eta}$ such that singular points may occur when $\bar{\eta}$ decays to zero slower than exponential (while for an exponential decay, the ratio between the derivative of $\bar{\eta}$ and $\bar{\eta}$ is constant). This limitation does not affect the solution outside the vicinity of the singularity. Such singular points can be seen in the numerical example discussed below, yet, as expected, other regions are not affected by these singularities.

Third, the higher-order approximations result in a non-typical wave propagation, i.e., a different evolution than that of a monochromatic wave propagation $\sin(kx - \omega t)$ where $\omega$ is constant. Thus, when computing the phase speed using, for example, longitude-time (Hovemöller) diagram, the phase speed changes with time (i.e., the crest or trough lines of the longitude-time diagram are not linear). We observe such changes of phase speed with...
time in the numerical simulation that support the proposed analytical result. The reason might be due to the set of eigenstates that make up the initial perturbation, each covering its own spatial range, that propagate in both horizontal directions. When starting from a true eigenstate of the system (which is hard to find for non-trivial bottom topography), there will be no change in wave frequency neither with time nor in space. The advantage of the proposed approximation is that there is no need to know the eigenstates of the system (corresponding to the bottom topography) in order to evaluate the short time evolution of an initial perturbation.

2.2 Comparing the analytical approximations with numerical simulations

We use the Massachusetts Institute of Technology general circulation model (MITgcm, see Adcroft et al., 2002; 2003) to validate the analytical approximation. We consider a channel on the $f$-plane ($f_0 = 10^{-4} \text{s}^{-1}$) covering 120 km in the zonal and meridional directions, with periodic boundary conditions in the zonal direction and walls in the meridional boundaries. Free-slip boundary conditions and vanishing meridional velocities at the channel walls are assumed. The lateral resolution is 2 km. There is only one layer and, since the MITgcm can handle partial cells, one can consider depth variations even in a single layer ocean. The maximal depth in the domain is $H_0=170 \text{ m}$, at the southern wall, and it decreases monotonically to a depth of 100 m at the northern edge such that $\varepsilon \approx 3.4 \times 10^{-7}$; linear and quadratic depth profiles are considered (Fig. 1). We use these two profiles in the numerical verification of the analytical results to demonstrate the dependence of the zonal phase speed on both the depth gradient and the actual depth [Eq. (20)], so the wave characteristics in the two depth profiles are different even though the overall bottom difference across the 120 km wide channel is identical. The gravitation constant used is $g = 9.81 \text{ m/s}^2$. The simulations were run for one week, a typical time of topographic Rossby waves evolution.

The initial conditions for the free surface of the two simulations are sinusoidal functions in both directions (two cycles in the zonal direction and half a cycle in the meridional direction), as depicted in Fig. 2a; the initial velocities were calculated based on the geostrophic approximation (Fig. 2b,c), which is not an eigensolution of the governing equations. As expected from the analytical considerations presented above, the wave propagates to the west, such that the shallower depths are on the right relative to the direction of propagation. However, there is a noticeable difference between the two cases of linear and quadratic
bottom topography: in the linear topography, the northward parts of the wave propagated faster than the southern parts, whereas the opposite occurred in the quadratic topography (Fig. 3). The agreement between the analytical approximation and the numerical results is good, both for the zeroth (Fig. 3c,d) and first (Fig. 3e,f) order approximations. Similar comparisons between the numerical results and the analytical approximations for the zonal and meridional velocities are shown in Figs. 4 and 5 respectively. Here, the first-order approximation is closer to the numerical results. Singular behavior may occur close to the channel’s walls (Fig. 3e, Figs. 4e,f, 5e), as expected from Eqs. (23).

In Fig. 6 we present the numerically calculated latitudinal variation of the zonal phase speed in the two cases and the corresponding analytical estimates. The phase speed is negative, indicating that indeed the wave travels to the west (such that the shallower depths are on the right). The observation of faster (i.e., more negative) zonal phase speeds at higher \( y \) for the linear topography, and the vice versa for the quadratic topography is clearly evident. The agreement between the numerically computed zonal phase speed and the analytical speed is good, where, as expected, the first-order approximation yields a closer agreement to the numerical results. We note that the agreement between the numerical and analytical approximations becomes less accurate with time due to the presence of the secular term in the analytical solution; see Sec. 2.1.2. As predicted by the analytical approximation, the numerically calculated phase speed depends on time and the one shown in Fig. 6 is based on the mean phase speed of the first 14 days of the simulations.

The initial states used here are eigenmodes (harmonic functions) of the quasigeostrophic approximation. These do not preserve their structure with time, as the perturbation propagates with different speeds for different latitudes; thus, the quasigeostrophic solution provides an inaccurate approximation for the setup studied here. This inaccuracy is most probably due to the more significant bottom slope, which cannot be considered to be small as required in the quasigeostrophic approximation.

The reason for the difference between the zonal phase speeds of the two runs is clear from Eq. (20). For the linear topography case, only the local water depth affects the zonal phase speed and thus, as the depth decreases, the denominator becomes smaller and hence the phase speed increases. In contrast, for the quadratic topography, the local bottom slope appears in the numerator and as it decreases towards higher \( y \), so does the phase speed. In this case, the effect of the local bottom slope in reducing the zonal phase speed towards
larger $y$ outweighs the effect of local depth that tends to increasing the zonal phase speed at larger $y$.

It is possible to approximate the eigenstates of LSWE in the case of a linear depth profile using Airy Functions and Parabolic Cylinder Functions [Cohen et al. (2010); see also the planetary counterpart in Paldor and Sigalov (2008)]. These functions oscillate at large depths and decay (faster than exponential) at shallower depths. Higher eigenmodes extend farther into shallower depths, where each of them propagates with its own phase speed. These straightforward considerations can explain the different phase speeds for different $y$'s by viewing an arbitrary initial perturbation as a collection of eigenstates, each propagating with its own speed in a different sub-regime of the domain, leading to different phase speeds at different latitudes.

Although we consider here the case of topographic wave within a channel, our approximation is also relevant for coastal shelf and open ocean topographic wave dynamics. The reason is that the problem that we solve is essentially an initial value problem in the meridional direction. Thus, the channel width can be as large as desired—it is possible to approximate the dynamics of initially meridionally concentrated perturbation within the channel. The perturbation can be located far from the channel walls, to mimic open ocean dynamics, or close to the shallow boundary to mimic coastal shelf dynamics. We have verified these claims by performing additional numerical simulations (results not shown) with a channel that is four times wider than the one considered in the numerical simulations discussed above. We found similar agreement between the analytical approximation and the numerical results, with better performance for the perturbation that is located far from the channel walls. As expected, the first-order approximation was more accurate than the zero-order one.

We performed an additional numerical simulation with a sinusoidal (two waves in the $y$ direction) bottom topography. Here, only the zero-order approximation exhibited a reasonable agreement with the numerical simulations. We speculate that the secular terms of the approximation diverge faster for rough topography profile.

It is unlikely to find exact analytical solutions of the LSWE for arbitrary bottom topography. The analytical approximation presented here provides the wave structure and zonal phase speed for bottom topography that is uniform in the zonal direction (i.e. the long-shelf direction), but is arbitrary in the meridional (cross-shelf) direction and the approximation is valid for small $\varepsilon$ values. Note that the time of validity of the approximate solution becomes
shorter as $\varepsilon$ increases. In addition, the details of the wave’s meridional structure are not required for calculating the (zeroth-order) dispersion relation.

3 An approximation for topographic Rossby waves in circular basins

3.1 Analytical approximation

3.1.1 Zero-order approximation  The derivations of the previous section can be straightforwardly extended to basins other than the channel studied above. Since circular basins seem to be closer to the geometry of a typical lake geometry, we find it useful to discuss this geometry in details.

The LSWE in polar coordinates on the $f$-plane and with varying depth $H_0 - b(r)$ are given by:

$$
\frac{\partial v_r}{\partial t} - f_0 v_\theta = -g \frac{\partial \eta}{\partial r},
\frac{\partial v_\theta}{\partial t} + f_0 v_r = -g \frac{\partial \eta}{\partial \theta},
\frac{\partial \eta}{\partial t} + \frac{H_0 - b(r)}{r} \left( \frac{\partial (rv_r)}{\partial r} + \frac{\partial v_\theta}{\partial \theta} \right) - v_r \frac{db}{dr} = 0,
$$

where $v_r$ and $v_\theta$ are the radial and azimuthal velocities, $\eta$ is the free surface displacement, $f_0$ is the constant Coriolis parameter, $g$ is the gravitation constant, $H_0$ is the unperturbed water depth, and $b(r)$ is the (radial) bottom topography. The independent variables are the radial, azimuthal, time coordinates $(r, \theta, t)$ respectively. Note that we assume here, similar to the previous section, that the depth changes only in the radial direction, $r$.

The velocities may be expressed in terms of the free surface:

$$
\Re v_r = -g \frac{1}{f_0} \left( \frac{1}{r} \partial_r + \frac{1}{r} \partial_\theta \right) \eta,
\Re v_\theta = g \frac{1}{f_0} \left( -\frac{1}{r} \partial_{\theta r} + \partial_r \right) \eta,
$$

where the time-operator $\Re$ is given by Eq. (6). From the set (24) it is possible to obtain a single equation for the free surface by applying the operator $\Re$ to the continuity (i.e. the third) equation and using Eqs. (25),(26) to eliminate the velocity components from this equation. The result is:

$$
\left( \partial_t - g \frac{H_0 - b}{r^2} \partial_{\theta \theta} + \frac{g}{r} \frac{b'}{f_0} \partial_r + \frac{1}{f_0} \partial_t \left[ \partial_r - g \frac{H_0 - b}{r} \partial_r - g(H_0 - b) \partial_r + gb' \partial_r \right] \right) \eta = 0.
$$

Note that the equation is singular at $r = 0$.  
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We now perform the following scaling to switch to nondimensional (or scaled) variables: 
\[ \theta = \alpha \hat{\theta}, \quad r = (\sqrt{gH_0/f_0} \alpha) \hat{r}, \quad t = \hat{t}/(\alpha f_0), \quad b = H_0 \hat{b}, \quad \text{and} \quad \eta = H_0 \hat{\eta} \]
where the “hat” indicates nondimensional (scaled) variable. \( \alpha \) is a parameter that characterizes the mean bottom slope.

We now omit the “hat” sign and, unless otherwise indicated, the different variables designate nondimensional variables.

Using the above scaling, Eq. (27) transforms to
\[
\left( \partial_t - \frac{1 - b}{r^2} \partial_{\theta \theta} + \frac{b'}{r} \partial_{\theta} + \varepsilon \partial_t \left[ \partial_t - \frac{1 - b}{r} \partial_r - (1 - b) \partial_{rr} + b' \partial_r \right] \right) \eta = 0,
\]
where \( \varepsilon = \alpha^2 \). Using Eq. (25), the boundary condition of vanishing radial velocity at the basin periphery is
\[
(\varepsilon \partial_r + \frac{1}{r} \partial_{\theta}) \eta = 0.
\]

The solution to Eq. (28) is assumed to be of the form
\[
\eta(\theta, r, t) = \tilde{\eta}(r, t) e^{ik\theta},
\]
and substituting this form in Eq. (28) leads to
\[
\left( \partial_t + \frac{\varepsilon}{kb'} \frac{\partial}{\partial r} \left[ \partial_t - \frac{1 - b}{r} \partial_r - (1 - b) \partial_{rr} + b' \partial_r \right] \right) \tilde{\eta} = 0,
\]
where \( \omega(r) \) is:
\[
\omega(r) = \frac{kb'r}{r^2 + (1 - b)k^2}.
\]

\( \omega(r) \) is associated below with the zeroth-order approximation for the frequency.

We next assume that \( \tilde{\eta} \) is of the form
\[
\tilde{\eta}(r, t) = \hat{\eta}(r, t) e^{i[k\theta + \omega(r)t + \varepsilon \Omega_1(r, t) + \varepsilon^2 \Omega_2(r, t) + \ldots]}.
\]
To zeroth-order approximation in \( \varepsilon \) one obtains
\[
\Omega_0(r, t) = -\omega(r)t,
\]
such that \( \omega(r) \) may be regarded as the zeroth-order term in the power series of the frequency. \( \eta_0(x, y, t) \) is then given by
\[
\eta_0(\theta, r, t) = \tilde{\eta}(r) e^{i[k\theta - \omega(r)t]},
\]
where \( \tilde{\eta}(r) \) should satisfy the boundary conditions of zero radial velocity at the basin periphery. Since the radial derivatives are assumed to be small (following the scaling given above), \( \tilde{\eta}(r) \) should be a slowly varying function. Below we present the first-order approximation for \( \eta \) (i.e. \( \eta_1 \)).

It is possible to find the zero-order velocities \( v_{\theta,0}, v_{r,0} \) using the scaling \( v_\theta = \alpha \sqrt{gH_0 \hat{v}_\theta} \) and \( v_r = \sqrt{gH_0 \hat{v}_r} \), and using Eqs. (25), (26).
Since $\omega$ is a function of $r$, the phase speed varies as a function of $r$, depending on the local slope $b'(r)$, and local water depth $H_0 - b(r)$. There exists a bottom topography profile for which the (zero-order) phase speed is constant, i.e., $\omega = \text{const}$. This particular profile is given by:

$$b(r) = 1 + \frac{\omega r^2}{k(2 + k\omega)} + C_1 r^{-k\omega},$$

(36)

where $C_1$ is an arbitrary constant. $\omega$ must be negative since for positive $\omega$ the constant $C_1$ must vanish (or else $b(r)$ tends infinity at $r = 0$), and for such positive $\omega$, $b(r) > 1$ implying the impossible scenario where the depth profile is larger than the total thickness of water. Thus, to zeroth-order approximation, the constant rotation of the topographic wave is a clockwise (anti-cyclonic). When $C_1 = 0$ (or when $|k\omega| \ll 1$), the profile is parabolic with the maximum/minimum $b(r)$ located at the center of the basin.

The dimensional zeroth-order frequency is given by:

$$\omega(r) = \frac{g f_0 b'(r) k r}{f_0^2 r^2 + g (H_0 - b) k^2},$$

(37)

and the dimensional depth profile that yields a constant $\omega$ is

$$b(r) = H_0 + \frac{f_0^2 \omega r^2}{g k(2 f_0 + k\omega)} + C_1 r^{-k\omega/f_0}.$$

(38)

The zeroth-order dimensional velocities and free surface may be found straightforwardly using the above scaling, and by neglecting terms of order $\epsilon$.

### 3.1.2 First and high order approximations

In a polar coordinates the higher-order approximation is essentially the same as that in Cartesian coordinates given in Eqs. (21),(22), with the trivial replacement of $y$ by $r$, and using Eqs. (31), (33).

The coefficients of the first-order approximations for $\Omega$ are:

$$a_{1,0} = \frac{\omega}{k \eta b'} \left[ -2 r (1 - b) \eta' \omega' + \omega (r b' \eta'' - (r \eta'' + \eta')(1 - b)) 
- \eta (r \omega^3 - r b' \omega' + (1 - b)(\omega' + r \omega'')) \right],$$

$$a_{1,1} = \frac{\omega}{k \eta b'} \left[ 2 r (1 - b) \eta' \omega' 
- \eta (r \omega \omega' b' - (1 - b)(\omega \omega' + 2 r \omega^2 + r \omega \omega'')) \right],$$

$$a_{1,2} = \frac{(1 - b) r \omega^2 \omega'^2}{k b'},$$

(39)

where $\omega(r)$ is given in Eq. (32). Also here, for constant $\omega$ the coefficients $a_{1,1}$ and $a_{1,2}$ are zero while $a_{1,0}$ takes a simpler form.
3.2 Comparison between the analytical approximation and numerical simulations

As in Sec. 2.2, we used the MITgcm for the numerical verification of our analytical approximations. The spatial dimensions of the square used in the simulation are 120×120 km with a resolution of 2 km. The Coriolis parameter is $f_0 = 10^{-4}$ s$^{-1}$, the gravitation constant is $g = 9.81$ m/s$^2$, and $H_0 = 90$ m. The (dimensional) $b(r)$ is depicted in Fig. 7 and it follows Eq. (38) so that the zeroth-order frequency is constant and corresponds to a topographic wave rotation of one cycle per ten days.

In Fig. 8 we present a comparison between the numerical simulation and the zeroth-order approximation of the free surface. The simulation is initiated with a Gaussian profile in the radial direction, multiplied by a sinusoidal function in the azimuthal direction, with a wave number, $k = 2$; see Fig. 8a. The initial velocities were chosen to be in geostrophic balance with the free surface and the initial perturbation rotated clockwise. The numerically calculated free surface for $t = 3$ and 8 days is depicted in Fig. 8b, c. It is evident that the initial perturbation rotates with constant angular velocity for different values of $r$, confirming the analytical prediction of constant $\omega$ for the profile given in Eq. (38). In Fig. 8d the zeroth-order approximation free surface for $t = 8$ days is depicted. The orientation of the numerical and analytical free surface for $t = 8$ days (Fig. 8c, d) is similar; yet, while the zeroth-order approximation exhibits only rotation of the initial perturbation, the numerically calculated free surface exhibits also radial propagation. This difference may be attributed to viscosity and nonlinear terms that are included in the numerical model. We note that the first-order approximation exhibits dependence of wave frequency on the radial coordinate; this difference between the analytical first-order approximation and the numerical results may be linked to higher wave frequency close to the periphery of the basin, making the perturbation expansion less accurate.

We have also compared numerical simulations (results not shown) to the zeroth-order approximation for other bottom topography profiles. As expected, the numerical simulations of these cases indicated different angular rotations at different values of $r$, i.e., $\omega$ does vary with $r$. The remarks listed in Sec. 2.1.3 for a periodic zonal channel are also relevant to the current case of a circular basin.
4 Discussion and summary

We have studied topographic Rossby waves dynamics on the $f$-plane using the LSWE. A slowly varying arbitrary bottom topography profile in one of the directions was assumed. We propose a new approximation, according to which the time and cross-bathymetry directions are considered to be slow and long, i.e., changes in the cross-bathymetry direction are small. The small nondimensional parameter is the square of a number representing the slope of the bottom topography (which we choose to be the maximum of the absolute value of the slope). It then follows that the cross-bathymetry coordinate, appears as a parameter, i.e., the underlying differential equation, for each order of approximation, does not contain derivatives with respect to the cross-bathymetry coordinate. This equation leads to a wave frequency (and hence phase speed) that explicitly depends on the cross-bathymetry coordinate where the wave propagation depends on the local slope of the bottom topography and on the local water depth. [We note that it is possible to apply an alternative expansion in which the wave number depends on $y$ (i.e., $k(y)$) instead of the $\omega(y)$ dependence. We however find the latter easier to interpret and implement as an initial value problem.] The analytical approximation is valid for slowly varying arbitrary initial conditions in the cross-bathymetry direction that satisfy the boundary conditions; the analytical approximation exhibits close similarity with the numerical simulations carried out using the MITgcm. The proposed approximation may be relevant to coastal shelf and open ocean wave dynamics since the channel can be very wide and the evolution of a meridionally localized perturbation is very well approximated by the analytical theory. Both linear and quadratic bottom topographies were used in the simulations, both spanning the same overall height difference. Yet, the linear bottom topography yielded faster wave propagation toward shallower depths, while the quadratic bottom topography exhibited the opposite behavior, due to the smaller local slope at shallower depths.

We have developed a similar approximation for a circular basin using the LSWE in polar coordinates on the $f$-plane and a general bottom topography profile in the radial direction. The approximation may be found useful in the study of lakes with (nearly-)circular symmetry. This case shares similar characteristics with a channel of periodic boundary conditions. We have found a specific form of the bottom topography that yields the same angular rotation as a function of the radial dimension; constant (zeroth-order) topographic wave rotation may be just clockwise rotation.
It had been shown previously that when changes in bottom topography are very moderate with respect to the changes in the wave length, it is possible to replace the mean water depth by the local water depth (e.g., Pedlosky, 2003). In essence, our proposed approximation is based on similar arguments, formulating the approximation rigorously and developing also the first-order approximation. The main advantage of the proposed approximation over existing ones is the ability to find the dispersion relation for arbitrary bottom topography. Extension of the present work to basins with elliptical shape is possible, which may be more relevant to lake dynamics in some cases.
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List of Figures

**Figure 1:** Linear (solid) and quadratic (dashed) topographies used for the simulation of topographic Rossby waves. Both profiles span the same height variation over the same latitudinal extent. Here $H_0=170$ m.

**Figure 2:** The initial (a) free surface $\eta$, (b) zonal velocity $u$, and (c) meridional velocity $v$ for the linear bottom topography case. The corresponding fields of the quadratic bottom topography are very similar to the linear topography ones. Note that the proportion of the figure does not reflect the same zonal and meridional extent. Also note that the meridional wave length is four times larger than the zonal one.

**Figure 3:** The numerical (upper panels), zeroth-order approximation (middle panels), and first-order approximation (lower panels) free surface $\eta$ after seven days of simulation, for the linear (left panels) and quadratic (right panels) bottom topographies. The agreement between the numerical and analytical results is good. In all cases the wave propagates westward (such that the shallower depths are on the right) where for the linear bathymetry case, faster wave propagation is observed at higher latitudes.

**Figure 4:** As Fig. 3 for the zonal velocity $u$. Note the large amplitude close to the boundary of the channel (small and large $y$). The first-order approximation (lower panels) is more similar to the numerical results (upper panels) compared to the zero-order approximation (middle panels).

**Figure 5:** As Fig. 3 for the meridional velocity $v$.

**Figure 6:** Zonal phase speed as a function of latitude for the numerical (solid), zeroth-order (long dashed), and first-order (short dashed) results, for the (a) linear and (b) quadratic bottom topographies. The wave propagates westward as the phase speed is negative but for the linear topography the wave propagation speed increases northwards and the opposite occurs for the quadratic topography. The phase speed calculated based on the first-order approximation is closer to the numerical one compared to the phase speed calculated based on the zero-order approximation. The phase speed was calculated based on the mean of the first 14 days of simulation.

**Figure 7:** Bottom topography $b(r)$ as a function of the radius $r$ of the circular basin. The dashed line indicates the unperturbed free surface, $H_0 = 90$ m. This depth profile yields a constant frequency $\omega$ for the zeroth-order approximation [Eq. (36)]. We choose $C_1 = 0$.

**Figure 8:** (a) Initial free surface $\eta(\theta, r)$. (b) The free surface of the numerical simulations.
for $t = 3$ days. (c) As (b) for $t = 8$ days. (d) As (c) but for the zero-order approximation. Note that the initial perturbation rotates clockwise and completes one full cycle in approximately ten days. Also note that angular frequency $\omega(r)$ is almost constant as a function of radius $r$, as predicted by the theory.
Figure 1. Linear (solid) and quadratic (dashed) topographies used for the simulation of topographic Rossby waves. Both profiles span the same height variation over the same latitudinal extent. Here $H_0=170$ m.
Figure 2. The initial (a) free surface $\eta$, (b) zonal velocity $u$, and (c) meridional velocity $v$ for the linear bottom topography case. The corresponding fields of the quadratic bottom topography are very similar to the linear topography ones. Note that the proportion of the figure does not reflect the same zonal and meridional extent. Also note that the meridional wavelength is four times larger than the zonal one.
Figure 3. The numerical (upper panels), zeroth-order approximation (middle panels), and first-order approximation (lower panels) free surface $\eta$ after seven days of simulation, for the linear (left panels) and quadratic (right panels) bottom topographies. The agreement between the numerical and analytical results is good. In all cases the wave propagates westward (such that the shallower depths are on the right) where for the linear bathymetry case, faster wave propagation is observed at higher latitudes.
Figure 4. As Fig. 3 for the zonal velocity $u$. Note the large amplitude close to the boundary of the channel (small and large $y$). The first-order approximation (lower panels) is more similar to the numerical results (upper panels) compared to the zero-order approximation (middle panels).
Figure 5. As Fig. 3 for the meridional velocity $v$. 
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Figure 6. Zonal phase speed as a function of latitude for the numerical (solid), zero-order (long dashed), and first-order (short dashed) results, for the (a) linear and (b) quadratic bottom topographies. The wave propagates westward as the phase speed is negative but for the linear topography the wave propagation speed increases northwards and the opposite occurs for the quadratic topography. The phase speed calculated based on the first-order approximation is closer to the numerical one compared to the phase speed calculated based on the zero-order approximation. The phase speed was calculated based on the mean of the first 14 days of simulation.
Figure 7. Bottom topography $b(r)$ as a function of the radius $r$ of the circular basin. The dashed line indicates the unperturbed free surface, $H_0 = 90$ m. This depth profile yields a constant frequency $\omega$ for the zeroth-order approximation [Eq. (36)]. We choose $C_1 = 0$. 
Figure 8. (a) Initial free surface $\eta(\theta, r)$. (b) The free surface of the numerical simulations for $t = 3$ days. (c) As (b) for $t = 8$ days. (d) As (c) but for the zero-order approximation. Note that the initial perturbation rotates clockwise and completes one full cycle in approximately ten days. Also note that angular frequency $\omega(r)$ is almost constant as a function of radius $r$, as predicted by the theory.