How Would We Cycle Today If We Had the Weather of Tomorrow? An Analysis of the Impact of Climate Change on Bicycle Traffic
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Abstract: Bicycle usage is significantly affected by weather conditions. Climate change is, therefore, expected to have an impact on the volume of bicycle traffic, which is an important factor in the planning and design of bicycle infrastructures. To predict bicycle traffic in a changed climate in the city of Berlin, this paper compares a traditional statistical approach to three machine learning models. For this purpose, a cross-validation procedure is developed that evaluates model performance on the basis of prediction accuracy. XGBoost showed the best performance and is used for the prediction of bicycle counts. Our results indicate that we can expect an overall annual increase in bicycle traffic of 1–4% in the city of Berlin due to the changes in local weather conditions caused by global climate change. The biggest changes are expected to occur in the winter season with increases of 11–14% due to rising temperatures and only slight increases in precipitation.
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1. Introduction

Cities around the world are facing challenges due to climate change and are increasingly required to formulate and implement adaptation strategies for changed climate conditions [1]. In transportation planning, this is particularly important for trips that are greatly affected by weather conditions, such as cycling trips. Many cities promote cycling as a mode of transport as it does not emit carbon or any other harmful air pollutants and contributes to a healthier lifestyle by increasing the amount of daily physical activity [2]. Therefore, planning future bicycle infrastructure will benefit from understanding the variations in bicycle usage brought about by the characteristics and the extent of climate change.

However, the scholarly literature on the impacts of climate change on bicycle usage is rather thin. Indeed, it is well understood how cultural, infrastructural, economic, and sociodemographic factors affect bicycle usage [3–9]. Furthermore, many studies looked into the impact of weather conditions on cycling rates and found significant effects of temperature [10–14], precipitation [9,15–17], wind speed [18–20], snow [21,22], and humidity [6]. Rising temperatures generally tend to increase bicycle traffic, while adverse weather conditions such as precipitation, snow, and high humidity usually have a negative impact on bicycle usage. Ref. [23] provides a more comprehensive review of the weather conditions whose impact on bicycle traffic was analysed.

In contrast, only two studies explicitly address the potential impact of climate change on bicycle usage with different approaches. Ref. [24] compared people’s mobility behaviour in years that weather-wise resemble the conditions that are expected to be brought about by climate change to that in years which resemble average seasonal weather conditions at the
moment in order to highlight the differences. Ref. [25] trained a negative binomial model on bicycle count station data and current weather conditions and applied it to predict future cycling rates on the basis of future weather conditions generated by climate models.

Against this background, this study aims at enriching the scholarly literature by using machine learning prediction algorithms and data from regional climate models to analyse the potential impact of climate change on bicycle usage. For this purpose, we focus on the changes in air temperature, precipitation, and wind speed as predicted by regional climate models, while keeping constant all other relevant factors such as infrastructure, economic development, etc. In this way, it is analysed how we would cycle today if we had the weather of tomorrow.

Hence, we follow the conceptual framework put forward by [25] but attempt to improve its accuracy by using machine learning models, which are known for their excellent prediction accuracy [26,27]. We first train four different time series models (seasonal autoregressive integrated moving average with exogenous factors (SARIMAX), Facebook Prophet (Prophet), XGBoost, long short-term memory neural network (LSTM)) on local weather and bicycle count data for the city of Berlin. Hence, we compare the traditional statistical approach SARIMAX to three are machine learning models suitable for analysing time series data. In a second step, we select the model with the highest prediction accuracy (XGBoost) and apply it to predict bicycle traffic based on the altered weather conditions that we expect in the future due to climate change.

The study is organised as follows. Section 2 presents the database and highlights necessary pre-processing and data fusion. Section 3 introduces the modelling approach. Section 4 presents the results, which are further discussed in Section 5, before conclusions for practitioners are drawn in Section 6.

2. Materials

Bicycle counts, weather, and climate data constitute the primary database for our study, which is described in more detail in the following two subsections. First, we explain how the data from the bicycle count stations in Berlin were prepared and aggregated to the daily level for further analysis. Thereafter, we provide a brief overview of the sources of weather and climate data used in this paper. In particular, we explain how the projections of future weather conditions for regional climate models are used in combination with the local weather conditions measured in Berlin in 2017, 2018, and 2019 to generate three scenarios of future weather conditions that we expect to be brought about by climate change.

2.1. Bicycle Count Data

Bicycles constitute an important means of transport in Berlin and account for 15% of the modal split of all trips conducted on a typical day [28]. For a more precise picture of its bicycle traffic, the city of Berlin started to install automatic bicycle count stations in 2012 [29]. Altogether, 26 bicycle count devices were installed throughout the city by 2020. Each device automatically detects the bicycles passing by and reports the aggregated number of cyclists per hour.

After data preparation and the exclusion of count stations with too many missing values (see Appendix A for more details), 17 bicycle count devices remained. Figure 1 shows the locations of the remaining bicycle count devices.

The count stations cover the whole area of the city including central, northern, eastern, southern, and western parts. Furthermore, most of the count stations are located in areas in which large shares of the population of Berlin live (see also Figure A2 in the Appendix A). Therefore, we assume that they represent the entire volume of bicycle traffic in Berlin quite well so that daily, weekly, monthly, seasonal, or yearly variations in the actual volume of bicycle traffic are also present in our data. Our rather conservative approach to data preparation gave rise to a data set with consistent patterns across the different count stations.
After data preparation, various statistical tests were performed to check the stationarity of the time series and to analyse whether the bicycle counts at the different count stations follow similar seasonal patterns and react to weather conditions in a similar manner. In particular, we looked at the mean and variance of the different count stations, computed correlation matrices and correlation coefficients, and conducted the Augmented Dickey–Fuller Test and the Kwiatkowski–Philipps–Schmidt–Shin Test. The details of this procedure are described in Appendix A.

All of these analyses have shown that our data can be regarded as stationary. In general, stationarity is an important concept in time series analysis and denotes that the statistical properties of a time series such as the mean and the variance do not change over time. Stationarity also implies that there is no trend in the time series data such as a linear growth trend, for example, which leads to increasing values in the data from year to year. In our case, stationarity implies among other things, that the volume of bicycle traffic measured at each count station reacts in a very similar way to changes in weather conditions over the entire period of time covered by our data.

The bicycle counts from these remaining devices were aggregated to a daily level for two reasons. First, we are interested in predicting the impact of climate change on the total volume of bicycle traffic in Berlin and not on the number of bicycle counts at individual stations. Second, the climate change data are generally provided on that level. There are procedures to narrow the data down to the hourly level but these would increase the uncertainty considerably.

Our data show a mean of 34,452 bicycle rides per day with a standard deviation of 479. The maximum number of bicycle rides was recorded on 21 June 2017 at 71,367, while the minimum was detected on 8 January 2017 at 2864. The total number of bicycle counts per year varied from 11.7 million in 2017 to 13.1 million in 2018 and 13.0 million in 2019. Figure A1 in the Appendix A provides a graphical illustration of our data with plots of the daily bicycle counts at each station as well as the aggregated number of counts over all stations.

2.2. Using Outputs from Regional Climate Models to Generate Future Weather Scenarios

In order to predict the impact of climate change on the volume of bicycle traffic, we generate changed local weather conditions for the year 2050 according to the three different Representative Concentration Pathways of the IPCC: RCP2.6, RCP4.5, and RCP8.5. RCPs...
are trajectories of greenhouse gas concentration in the atmosphere describing different climatic futures adapted by the IPCC. These emission scenarios for climate change should not be seen as forecasts or predictions of future climate conditions but rather as expert judgements of plausible future emissions based on socioeconomical, environmental, and technological developments incorporated in integrated assessment models. Since the future evolution of anthropogenic factors cannot be known in advance, the possible effects are presented in different scenarios describing several possible emission pathways [30].

RCP2.6 (meaning the radiative forcing is 2.6 Watts per square metre (W/m²) in 2100) shows a peak in greenhouse emission concentration around 2040 and then declines, RCP4.6 stabilises at ~4.5 (W/m²) after 2100, and RCP8.5 increases constantly even after 2100. Therefore, RCP8.5 can be regarded as a “business as usual” scenario in which no climate protection actions are realised, even after 2100. RCP2.6 represents a “moderate” emission scenario and RCP2.6 can be seen as a “climate protection” scenario. For more detailed information on RCPs and their societal and environmental implications, see [30].

This study uses outputs of a regional climate model (domain: EUR-11, driving model name: MPI-ESM-LR, realisation: r1i1p1, frequency: day) developed and calculated by the EURO-CORDEX initiative, which aims at downscaling global climate projections to a regional scale (12 km ground resolution) for the European continent [31–33]. In fact, the EURO-CORDEX initiative ran many different simulations with various regional climate models downscaling the output of 10 different global climate models. In order to decrease uncertainty and to avoid biases due to the features of a particular model, this study uses the output of one of those models whose simulations of maximum air temperature, sum of precipitation, and mean wind speed most often fell into the range of median values of the outputs of the different models for the three RCPs. To produce realistic climatic scenarios, the characteristics of their weather conditions need to be consistent with the actual weather in Berlin. Realistic refers to yearly distributions of weather conditions in terms of their mean, variance, and range as well as the number of extreme weather events such as hot days (≥30 °C) or days with heavy rain (≥10 mm). To do this, we adapt the output of regional climate models that predict the expected climatic changes to local weather conditions that were measured in Berlin in 2017, 2018, and 2019.

Therefore, we carry out the following data preparation steps: First, we link daily measurements from a local weather station to the bicycle counts to generate the training basis for the forecast model (see Section 3.2). Second, we calculate the absolute changes in weather conditions between historical and forecast periods from a regional climate model to extract the expected impact of climate change. Third, we adapt these expected changes to the weather conditions measured in Berlin in 2017, 2018, and 2019 in order to generate realistic local weather conditions for 2050. The details of this procedure are described in Appendix B.

The results of the data processing are synthetic distributions of the weather variables for each day of the year, reflecting the expected changes in weather from the future climate scenarios of RCP2.6, RCP4.5, and RCP8.5. These synthetic distributions will be fed into our time series model to predict the volume of bicycle traffic in 2020 under the changed weather conditions that we expect climate change to bring about. Figure 2 illustrates the results of our adaptation procedure for the RCP8.5 scenario and outlines the synthetic future values generated in relation to the weather station’s average daily maximum air temperature, sum of precipitation, and mean wind speed values in 2017, 2018, and 2019.
As can be seen, our adaptation procedure resulted in realistic yearly distributions of the three weather variables: maximum air temperature, sum of precipitation, and mean wind speed (see also the Section 4 for a more quantitative comparison). Realistic in this case means two things. First, the data meet the expected changes to be brought about by the different climate change scenarios in the number of extreme weather events as defined by the German Weather Service [34,35], such as hot days (≥30 °C) or days with heavy rain (≥10 mm) (see [33]). Second, the mean, the variation, and the range of the daily values of the three weather variables also reflect the expected changes to be brought about by the different climate change scenarios [33]. Hence, our adaptation procedure resulted in three different yearly distributions for 2020 that realistically portray the mean changes in local weather conditions in Berlin that can be expected until 2050 on the basis of RCP2.6, RCP4.5, and RCP8.5.
3. Methods

In this section, we explain our methodological framework in more detail. For this purpose, we first illustrate the general research design of this study. Subsequently, the four time series models that were chosen for comparison are described before we illustrate the cross-validation procedure developed for model selection. Finally, it is outlined what independent variables were used (see Table 1) and how the different models were tuned on the basis of the cross-validation procedure.

3.1. Research Design

Figure 3 illustrates the research design of this study including model selection, data preparation, and prediction.

We chose to compare three machine learning models to one traditional statistical approach for time series analysis which can be seen as a sort of benchmark. For this
comparison, a cross-validation procedure was developed based on the bicycle count data of 2017–2019 which were enriched with the measured weather conditions for the same period. The cross-validation procedure was used to tune the four models and to select the best model on the basis of prediction accuracy.

The trained algorithm is then used to predict bicycle counts for a future year using synthetically generated weather conditions. As we have measured weather data and bicycle counts for 2017, 2018, and 2019, we predict the bicycle traffic volume of 2020 under the changed climatic conditions of 2050 considering the three climate change scenarios RCP2.6, RCP4.5, and RCP8.5 in order to generate a consistent time series. This means that we use the different models to predict bicycle volume in 2020 in combination with weather data for 2050.

3.2. Forecast Models

In the following, we describe the four models that we chose to compare in this study. All four methods were selected due to their ability to model time series data. As the objective is to find the best method for the prediction of bicycle counts, prediction accuracy was used as the central benchmark in the cross-validation procedure. This suggests the use of machine learning models instead of traditional statistical approaches, as the former are directly optimised on increasing the prediction accuracy, while the latter are optimised on improving model fit [36]. Thus, three machine learning models and one traditional statistical approach are compared with regard to their prediction accuracy in this paper.

Seasonal autoregressive integrated moving average with exogenous factors (SARIMAX) constitutes the classic statistical approach for modelling time series data with seasonality [37]. SARIMAX models are parametric approaches based on the concepts of autoregression and moving averages [37]. As such, they allow a relatively straightforward interpretation of the relationships between the independent and the dependent variables and constitute a popular tool for analyses of time series data which aim at clarifying these relationships [6].

Prophet is a generalised additive model developed by Facebook for time series analyses [38]. It is a non-parametric approach in which the dependent variable is estimated by an addition of functions of the trend in the data, the seasonality, and the holidays as well as an error term [38]. While the trend function uses either a logistic or a linear growth model to capture the trend in the data accurately, the seasonal function relies on Fourier series to model periodic seasonality [38]. The holiday function incorporates the changes induced by specific, reoccurring events such as public holiday by assigning each holiday a parameter corresponding to its impact on the dependent variable [38]. These features make prophet models more flexible in terms of detecting complex relationship patterns in the analysis of time series data than SARIMAX approaches, while preserving some degree of the interpretability.

XGBoost constitutes a regression tree-based ensemble algorithm with a gradient boosting framework [39]. Hence, XGBoost is used for fitting multiple regression trees, each based on a random subsample of the data, which are pooled into a so-called ensemble. The boosting principle denotes that each tree is built on previous trees with particular emphasis on the mis-modelled values so that the overall prediction performance improves gradually. Thus, each tree constitutes a separate function and the final prediction output of the dependent variable is the sum of these functions [39]. These mechanisms increase the predictive power of XGBoost, yet they also decrease its interpretability. While approaches to measure the importance of the independent variables in predicting the dependent one have been developed, these interpretations rely solely on the data used and do not make any assumptions on general distributions of the variables beyond the data set [40].

Long short-term memory is an artificial recurrent neural network architecture which is well suited for predictions based on time series data due to its reliance on sequences rather than single values [41,42]. As all neural networks in general, lstm is a highly flexible model able to adapt to diverse and complex patterns in different kinds of data ranging
from tabular data (as in our case) to audio or visual data [41,42]. Yet, this flexibility comes at the price of decreased interpretability. Indeed, in spite of increasing efforts to open up the black box of neural networks [43], it still remains difficult to reveal the detected patterns in the data analysed in an understandable manner.

3.3. Cross-Validation

For selection of the best model, we developed a cross-validation procedure based on the concepts of simulated historical forecasts and rolling windows. This means that first, we had to specify a cut-off date. Then, we performed the first training on the data from the first date the data provide up to this cut-off date, and we made predictions for a specified time period of the remaining data after the cut-off date, called the forecast horizon. During consecutive training, the cut-off date was shifted forward in time by half the number of days of the forecast horizon and we repeated training based on the increased training data set before making predictions for the new forecast horizon, which extended into the future from the new cut-off date.

The development of this cross-validation procedure included the testing of many different specifications. It was, for instance, also tried to shift the cut-off date forward day by day, by a week, a month, a quarter of the year, etc. In fact, often the results in terms of the prediction accuracy did not differ that much between different cross-validation approaches. However, the cross-validation procedure presented in this paper is the one that generally led to the best results, even if not by large margins.

To provide an example of the cross-validation procedure developed: If 1 July 2017 was chosen as the first cut-off date and the forecast horizon was specified by 30 days, then the first training was performed on data from 1 January 2017 to 1 July 2017 and predictions were made for the first 30 consecutive days after 1 July 2017. For the next training, the cut-off date was shifted by half the number of days of the forecast horizon to 16 July 2017, the algorithm was trained on data from 1 January 2017 to this new cut-off date, and predictions were made for the first 30 consecutive days after 16 July 2017. This process was repeated until the shift of the forecast horizon extended beyond the last date of our data set (31 December 2019).

The final step in our cross-validation procedure was to calculate the mean absolute percentage error. This was realised by first calculating the mean absolute percentage error for each specific day of the predictions in consecutive order, then taking the mean of the mean absolute percentage error for the same days of the different prediction rounds, and finally taking the mean of the mean absolute percentage error for each day of the forecast horizon. In the example above, this means first calculating the mean absolute percentage error for the first day of the forecast horizon for the different predictions, then taking the mean of these calculations, repeating the same procedure for each other day of the forecast horizon, and finally taking the mean of the mean absolute percentage errors for each day of the forecast horizon.

3.4. Model Tuning

Based on our cross-validation procedure, we tuned the four different methods with the ambition of minimising the mean absolute percentage error for a forecast horizon of 365 days because our objective was to use the best model for the prediction year of 2020. All models were initially tested with the same set of features, including the numerical variables maximal air temperature, sum of precipitation, and mean wind speed as well as the categorical variables day of the week, month, and year, and the dummy variables public holiday and school holiday. Table 1 provides an overview of the independent and dependent variables:
Table 1. Independent and dependent variables.

| Name                  | Data Type | Unit       | Temporal Resolution |
|-----------------------|-----------|------------|---------------------|
| **Independent variables** |           |            |                     |
| Maximal air temperature | Numeric   | ° Celsius  | Daily (maximum)     |
| Sum of precipitation   | Numeric   | Millimetres| Daily (sum)         |
| Mean wind speed        | Numeric   | Metre per second | Daily (mean) |
| Day of the week        | Categorical | -          | Daily               |
| Month                  | Categorical | -          | Monthly             |
| Year                   | Categorical | -          | Yearly              |
| Public holiday         | Dummy     | -          | Daily               |
| School holiday         | Dummy     | -          | Daily               |
| **Dependent variable** |           |            |                     |
| Bicycle counts         | Numeric   | -          | Daily               |

As single days constitute our temporal level of analysis, each feature comprises 1095 observations that together cover the three years 2017, 2018, and 2019. As there is no linear trend in the bicycle counts in Berlin (see Section 2.1), we do not have to apply differencing transformations to our data. Consequently, it also means that our predictions for the year 2020 will have no linear trend that would predict a rise or decline in the bicycle counts, irrespective of the weather.

We applied the auto.arima function from the forecast package in R to evaluate the SARIMAX method. As the auto.arima function automatically detects the best combinations of \( p \) (autoregression order), \( d \) (difference order), and \( q \) (moving average order) values as well as the seasonal components \( P \) (seasonal autoregression order), \( D \) (seasonal difference order), \( Q \) (seasonal moving average order), and \( m \) (the number of time steps for a single seasonal period) based on the Bayesian Information Criterion (BIC), we did not perform any further manual parameter tuning for the SARIMAX method. The best model had the configuration of SARIMAX \((3, 1, 1) (0, 1, 0 (365))\) and a BIC of 15,826.

Prophet was developed with the specific intention of providing a tool that works quite well out of the box. Thus, using its implementation in the prophet package in R, we allowed the model to automatically detect the yearly, weekly, and daily seasonalities in our data set (with the default Fourier order of 10). We also tested the model by manually adding monthly seasonalities with a Fourier order of 12 and chose the additive instead of the multiplicative seasonal effect because we did not observe any changes in the strength of the seasonal patterns over the three years in our data set. We also chose the linear growth model because in general, it still seems more appropriate for the development of bicycle counts than the logistic growth model, although we did not detect a linear trend in the three years of our data.

For XGBoost, implementation in the library named likewise in Python was used. We chose the “dart” booster and linear regression as the objective. Since XGBoost was not developed to automatically detect specific patterns in time series data, categorical variables for the day of the week, month, and year were added to the training data set as well as the first lag of our bicycle count data.

For training of the LSTM, based on the keras and tensorflow packages in R, variables such as day of the week, month, and year were transformed into binary subvectors using one-hot-encoding. Together with the numerical features (air temperature, precipitation, and wind speed), these one-hot-encoded variables were then scaled based on the minimum and maximum of the training data to a range of \(-1\) to \(1\). In a manual trial and error approach, different configurations with one and two hidden layers; a batch size of one, five, and 73; SGD, Adam, and Adamax as optimisers; dropout rates of 0.05, 0.1, 0.2, 0.3, and 0.5; varying numbers of units in the first and the second hidden layer were tested with 50, 100, 500, 1000, and 2000 epochs. All algorithms were tested with and without weather information.
4. Results

This section first describes the results of our model comparison and selection. There-after, the prediction results of the XGBoost model are illustrated for the bicycle traffic in 2020 under the synthetically generated weather conditions.

4.1. Model Performance, Comparison and Selection

We used our cross-validation procedure to perform an exhaustive grid search for Prophet and XGBoost to find the optimal configuration of hyperparameters. For Prophet, this resulted in 5 for seasonality:prior.scale, 0.05 for changepoint:prior.scale, and 20 for holidays:prior.scale. The optimal values for XGBoost were 0.01 for eta, 0 for gamma, 15 for max_depth, 5 for min_child_weight, 0.5 for subsample, and 1 for colsample_bytree. The manual trial and error approach applied for the LSTM resulted in two hidden layers with 100 and 50 units, dropout rates of 0.2, a batch size of 5, the Adam optimiser, the mean absolute error as loss function, the hyperbolic tangent activation function, and 50 epochs yielding the lowest mean absolute percentage error.

Figure 4 shows the results of our cross-validation procedure for the best model specifications of all four methods for six different forecast horizons.

![Figure 4. Cross-validation results for different forecast horizons. The colours represent the different methods compared. The dashed lines show the mean absolute percentage error when only the bicycle counts were used for prediction. The solid line illustrates the mean absolute percentage error for the predictions based on bicycle counts and weather variables.](image)

The prediction accuracy of all four methods improves considerably if not only the bicycle count data are used for training but also the weather station measurements on daily maximum air temperature, sum of precipitation, and mean wind speed. This illustrates once more the importance of including weather conditions when modelling bicycle traffic. In particular, the parametric SARIMAX approach improves considerably when the weather conditions are included as further independent variables in the model. Furthermore, it
can be seen that the prediction error increases for all methods if the forecast horizon is extended to 365 days.

Our XGBoost configuration, trained on the bicycle counts and the weather station measurements, clearly yields the best prediction accuracy for all six forecast horizons. Its mean absolute percentage error is 11% for the forecast horizon of 365 days, while the errors for LSTM, Prophet, and SARIMAX are 20%, 25%, and 38% respectively. XGBoost was therefore chosen for prediction of the future bicycle counts based on the synthetically generated future weather conditions derived from global and regional climate science models.

Unfortunately, the relatively high prediction accuracy of machine learning approaches comes at the disadvantage of a more difficult interpretation of the results. Indeed, it is rather difficult to illustrate why one model performs better than the other. We assume, however, that the structure of our data in terms of size and heterogeneity is not complex enough to fully exploit the advantages of neural network approaches such as LSTM. These constitute generally the most flexible machine learning methods being able to adapt relatively well to complex non-linear relationships in the data. Yet, our data only comprised a very limited number of variables and cases by machine learning standards.

In contrast, XGBoost is based on regression-trees which in our case appears to better capture the underlying relationships in our data. This might be due to the fact that the relationship between temperature and bicycle traffic is of a rather linear nature. However, the relatively bad performance of the SARIMAX approach indicates that there are revent non-linear relationships in our data that are better captured by non-parametric machine learnings methods than by traditional parametric statistical approaches.

4.2. Predictions

Figure 5 illustrates the actual bicycle count data of 2017, 2018, and 2019 and the predicted bicycle counts per day for the year 2020 on the basis of the weather conditions of the three different RCPs in 2050.

Figure 5. Actual daily bicycle counts and future predictions. The black line illustrates the actual bicycle counts detected in 2017–2019. Therefore, these values are the same ones for all three RCPs. The light blue line shows the prediction of the bicycle counts which different among the RCPs due to different weather conditions.
Our model seems to capture the general seasonal patterns quite well and to some extent also accounts for the expectable daily variations. Table 2 summarises the synthetically generated future weather conditions for 2020 and the predicted bicycle traffic for the three representative concentration pathways compared to the weather station measurements and the actual bicycle count data of 2017, 2018, and 2019.

Table 2. Weather station measurements, synthetically generated future weather conditions, actual bicycle counts, and prediction results.

| Season        | 2017  | 2018  | 2019  | 2020 (RCP2.6) | 2020 (RCP4.5) | 2020 (RCP8.5) |
|---------------|-------|-------|-------|---------------|---------------|---------------|
| Maximal daily air temperature in °Celsius (mean) |       |       |       |               |               |               |
| Spring        | 15.35 | 16.38 | 15.21 | 15.94         | 16.34         | 16.98         |
| Summer        | 24.18 | 27.19 | 27.30 | 26.43         | 27.65         | 27.92         |
| Autumn        | 14.22 | 16.11 | 15.17 | 16.18         | 15.92         | 17.19         |
| Winter        | 4.19  | 5.17  | 6.65  | 5.74          | 5.97          | 6.52          |
| Daily precipitation in mm (sum) |       |       |       |               |               |               |
| Spring        | 89.8  | 103.5 | 91    | 120.92        | 116.36        | 129.18        |
| Summer        | 400.4 | 97    | 198.6 | 393.33        | 349.76        | 401.68        |
| Autumn        | 191.4 | 55.7  | 140.1 | 194.54        | 246.66        | 208.18        |
| Winter        | 114.8 | 119.7 | 94.8  | 137.18        | 113.84        | 125.99        |
| Total         | 796.4 | 375.9 | 524.5 | 845.86        | 825.61        | 865.01        |
| Daily wind speed in m/s (mean) |       |       |       |               |               |               |
| Spring        | 3.85  | 3.88  | 4.23  | 3.95          | 3.90          | 3.92          |
| Summer        | 3.35  | 3.47  | 3.26  | 3.23          | 3.17          | 3.24          |
| Autumn        | 3.62  | 3.39  | 3.22  | 3.41          | 3.32          | 3.35          |
| Winter        | 3.91  | 3.86  | 3.87  | 3.76          | 3.71          | 3.70          |
| Specific weather events (number of days) |       |       |       |               |               |               |
| Hot days * (≥30 °C) | 8     | 31    | 26    | 16            | 24            | 26            |
| Dry days *     | 171   | 240   | 207   | 213           | 227           | 209           |
| Days with heavy rain * | 22   | 7     | 13    | 20            | 17            | 19            |
| Days with moderate or strong winds * | 40 | 34    | 37    | 37            | 37            | 34            |
| Bicycle counts (sum) |       |       |       |               |               |               |
| Spring        | 3,189,554 | 3,369,275 | 3,301,122 | 3,215,209   | 3,317,420   | 3,340,132   |
| Summer        | 4,014,512 | 4,487,628 | 4,386,066 | 4,281,880   | 4,317,930   | 4,377,109   |
| Autumn        | 3,004,748 | 3,487,274 | 3,268,441 | 3,285,980   | 3,222,224   | 3,396,897   |
| Winter        | 1,450,916 | 1,755,762 | 2,009,325 | 1,931,819   | 1,974,888   | 1,982,382   |
| Total         | 11,659,730 | 13,099,939 | 12,964,954 | 12,714,888 | 12,832,461 | 13,096,522 |

* Hot days refers to days with a maximum air temperature of at least 30 °C. Dry days are days with less than 0.1 mm precipitation. Days with heavy rain refers to days with a precipitation of at least 10 mm. Days with moderate or strong winds refers to days with a mean wind speed of at least 5.5 m/s (Beaufort 4).

In a nutshell, the results indicate that climate change will contribute to an overall rise in bicycle traffic in Berlin if all other relevant factors are held constant. More specifically, we expect an increase in bicycle traffic compared to the mean total of 12,574,874 for the three years 2017, 2018, and 2019 for all representative concentration pathways (RCP2.6: +140,013; RCP4.5: +257,587; RCP8.5: +521,647). This corresponds to an overall expected relative increase of 1.1% for RCP2.6, 2.1% for RCP4.5, and 4.1% for RCP8.5. This general increase, however, varies significantly between the seasons and is slowed down partly by the expected increase in precipitation.

We expect the highest rise in bicycle traffic in the winter season. Compared to the mean bicycle traffic for the winters of 2017, 2018, and 2019, our model predicts an increase of 11.1% in RCP2.6, 13.6% in RCP4.5, and 14.0% in RCP8.5. The main reason for this is the expected increase in air temperature in winter. Its positive impact on bicycle traffic outweighs the negative impact of the increase in precipitation that is also expected. In
addition, comparison of the future predictions with the actual bicycle counts highlights the very high bicycle traffic in the exceptionally warm and dry winter months of 2019. Only the winter conditions in RCP8.5 lead to similar bicycle traffic, while the bicycle traffic predicted for a typical winter season in RCP2.6 and RCP4.5 remains below the level of 2019.

This large increase in bicycle traffic expected during winter outweighs all the changes in bicycle traffic predicted for the other seasons together. In a typical spring season in RCP2.6, we expect a decrease in bicycle traffic by 2.2% due to relatively high precipitation. In RCP4.5, the average maximum air temperature rises a bit, while precipitation is a bit lower than in RCP2.6, so an increase of 0.9% in bicycle traffic is predicted. In a typical spring season in RCP8.5, bicycle traffic is predicted to increase by 1.6% as the effects of higher air temperatures outweigh the impact of the increasing precipitation.

In fact, the relative changes in air temperature and precipitation due to climate change are the most important factors affecting the increase or decrease in bicycle traffic predicted for the different seasons. In summer and autumn in RCP2.6 and RCP4.5, the average maximum daily air temperature is expected to rise a bit but the expected relative increase in precipitation is even higher with the result that the predicted overall changes in bicycle traffic remain at a low level. For a typical summer season, our model predicts a decrease of 0.3% in RCP2.6 and an increase of 0.5% in RCP4.5, while in autumn, bicycle traffic is predicted to increase by 1.0% in RCP2.6 and to decrease by 1.0% in RCP4.5. In contrast, in RCP8.5, bicycle traffic is predicted to increase by 1.9% in summer and by 4.4% in autumn, reflecting, above all, the higher increases in the average maximum daily air temperature in comparison to RCP2.6 and RCP4.5.

5. Discussion

Our results show that climate change will lead to an overall increase in annual bicycle traffic in Berlin of between 1% and 4%. During winter, in particular, bicycle traffic might increase by 11–14% due to higher air temperatures and only a relatively low increase in precipitation. Although increases in air temperature are also expected in the other seasons, their positive effect on bicycle traffic is offset by relatively high increases in precipitation, which can even lead to a decrease in predicted bicycle traffic for some seasons, considering the representative concentration pathways 2.6 and 4.5.

This overall positive effect of climate change on bicycle usage in Berlin corresponds to the findings of [24] for the region of Randstad in the Netherlands. In addition, [24] also found that climate change might lead to a higher bicycle usage in winter due to milder temperatures and only slightly more precipitation. However, the results of [24] for the summer season show a decrease in bicycle traffic due to more intense precipitation expected to be brought about by climate change. The findings of our study also differ a bit from those of Wadud [25], produced for bicycle traffic in London. First, our expected annual increase with 1–4% is larger than his of 0.5% [25]. Second, he predicts the largest seasonal increase of 2.5% for the season of summer, while we expect the largest increases to occur in future winters [25].

The differences in our results and the other two studies could be based on the different historical weather data for Berlin, London, and Randstad, on different changes in the local weather expected to be brought about by climate change due to geographical differences, or on different reactions of cyclists to weather conditions in the three locations. Thus, the comparison of the results should be treated with care and rather illustrates the importance of further research on the impact of weather conditions on mobility behaviour in different climate zones.

However, given the fact that nearly all studies worldwide observe similar effects of weather patterns on cycling rates [23], it can be assumed that cities with similar climatic conditions (humid continental climate with dry winters and warm summers [44]) as Berlin and similar expected changes due to climate change can also expect similar impacts on cycling rates. This counts especially for European cities with a continental climate such as Prague, Warsaw, Vienna, Bratislava, Budapest, Kiev, etc.
Furthermore, it should be kept in mind that the annual changes in bicycle traffic might also be affected by population growth. Based on the data of the Office for Statistics for the region of Berlin and Brandenburg [45], we calculated annual growth rates of 1.08%, 0.87%, and 0.68% for the years 2017–2019. These are modest growth rates but other cities might have a more dynamic population growth, in which case, this factor should definitely be addressed in the analysis and also in the comparison with the results of this study.

Finally, the reliability of the results of this study also depends on the outputs of the climate change models. As already illustrated, regional and global climate models rely on various assumptions about ecological, economic, social, and technological developments and thus naturally come with a lot of uncertainties. To account for this uncertainty, various regional climate models based on the output of different global climate models simulating three different scenarios were run and compared with each other. This constituted the state-of-the-art procedure in climate science at the moment when this study was conducted.

6. Conclusions

In this paper, we introduce machine learning methods for the prediction of future bicycle traffic based on bicycle count, weather station, and regional climate model data. Our results have shown a higher prediction accuracy of machine learning methods in comparison to a traditional statistical approach for time series modelling. This should be considered by future studies that are more interested in predicting accurate results based on well-known relationships between dependent and independent variables than on exploring the nature of these relationships.

Furthermore, in contrast to model fit measures such as the Akaike information criterion, which is often used for model selection in traditional statistical approaches, but which cannot be directly calculated for non-parametric approaches, we developed a cross-validation procedure with the mean absolute percentage error as the central benchmark for model selection. This increases the comparability of the performance of our methodological framework to future studies as the mean absolute percentage error can easily be calculated for both parametric and non-parametric approaches.

Our results show that bicycle traffic in Berlin will most likely increase due to the effects of climate change, if all other factors remain constant. City planners should consider these findings since they need to prepare infrastructures that are suitable for changes in demand and allow for increased requirements for more sustainable mobility. In particular, the expected increase in cycling in the darker winter months contributes to a higher traffic load on bicycle lanes throughout the year, providing an additional argument for the further extension of street lighting and bicycle infrastructure in general. This might also increase public and political acceptance of the need to redistribute public space for bicycle usage.

In addition to the specific results, our research also highlights the importance of including weather conditions in any analysis of mobility behaviour in general. The prediction accuracy of all four methods compared improved considerably if not only bicycle count data were used for training but also the weather information regarding maximum daily air temperature, sum of precipitation, and mean wind speed. This not only illustrates the importance of weather conditions for bicycle traffic but also paves the way for further research which might investigate what other modes of transport benefit or suffer from increases or decreases in bicycle traffic due to climate change, and to what extent different groups of people, in terms of age, gender, etc., adjust their mobility behaviour to weather conditions.

However, the inclusion of weather variables has also illustrated the limitations of our approach. Our findings on the potential impact of climate change on bicycle traffic in Berlin are hardly comparable to the results of similar studies on other locations due to different present weather conditions and differing impacts of climate change. Therefore, more studies in different geographic and climatic regions are needed to better understand the impacts that climate change might have on mobility behaviour in different parts of the world.
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Appendix A

As the count devices were installed at different points in time and as some of them were occasionally out of operation or showed unreasonable results, some data preparation was needed to produce a consistent data set for our analysis. As our objective was to predict the volume of bicycle traffic for each day of an entire year, we decided to train our algorithm on data available for entire years. This left us with data for the years 2017, 2018, and 2019, as around half of the stations went into operation in 2016. Four count devices were excluded from further analysis because they showed missing values over several days, weeks, or months in a row.

Missing values at the remaining stations were imputed by taking the mean of the previous and following hour. If missing values occurred at 11 pm on 31 December 2019, the value of the previous hour was used. Days with zero bicycle counts were regarded as extremely unlikely under regular conditions and thus taken as an indicator for irregularities. Three stations showed consecutive days with zero bicycle counts over several months. Two other stations showed extremely low or extremely high values over several months. In both cases, these time periods were deemed too long for data imputation and thus, all five stations were excluded from further analysis.

Figure A1 illustrates the sum of the bicycle counts per day per stations for the remaining 17 devices after data preparation.
Figure A1. Bicycle counts for each count station per day from 2017 to 2020. * The aggregated number of all stations on the bottom right of the figure was divided by ten in order to fit on the same scale as the counts from the individual stations.
We first analysed whether the bicycle counts at the different count stations follow similar seasonal patterns and react to weather conditions in a similar manner. For this purpose, various statistical tests were conducted to check the stationarity of the time series of the different count stations. As can be seen in Figure A1, each station shows the same general seasonal trend with peaks in summer and the lowest number of bicycle counts during the winter months and has a relatively constant mean and variance per year. In addition, the Augmented Dickey–Fuller Tests and Kwiatkowski–Philipps–Schmidt–Shin Tests performed had \( p \)-values smaller than 0.05, allowing us to reject the null hypotheses of a unit root or trend-stationarity being present. Therefore, the time series of the different count stations can be regarded as stationary. This allows us to investigate the correlation between the bicycle counts per day at the different stations directly without the need of detrending the data first.

In fact, the lowest value in the correlation matrix of all count stations is the Pearson correlation coefficient of 0.87 between the count stations of Alberichstrasse and Frankfurter Allee West. For the combinations of the large majority of all count stations, the correlation coefficient has a value higher than 0.9. Consequently, the seasonal patterns of the individual count stations are also visible in the bicycle counts aggregated over all stations, shown in the bottom right corner of Figure 2.

The count station data are not just highly correlated between the individual stations but also the counts of the different stations show a very similar correlation to the weather variables taken from the weather station Berlin-Tempelhof of the German Weather Service. Pearson’s correlation coefficient between the maximum daily temperature and the daily bicycle count of each station falls into the range of 0.60 to 0.82. Moreover, the correlation between the bicycle counts of the individual stations per day and the sum of precipitation per day and the mean wind speed per day fall into the rather narrow ranges of \(-0.08\) to \(-0.12\) and \(-0.21\) to \(-0.26\). This shows that the volume of bicycle traffic measured at each count station reacts in a very similar way to changes in weather conditions.

We also inspected whether the locations of the remaining count stations after data preparation correspond to the population distribution in Berlin:

Figure A2. Count station locations and population distribution.
As can be seen in Figure A2, most of the count stations are located in areas where also large shares of the population reside. Only some areas with relatively many inhabitants in the north and in the east and southeast are not covered or not covered well.

Appendix B

Two types of weather and climate data were used in this paper: daily measurements from a nearby weather station (further called weather station measurements) and weather projections of a regional climate model for the time periods 1970–2000 (further called historical data) and 2035–2065 (further called forecast data). All data sources include the three weather variables of maximum air temperature, sum of precipitation, and mean wind speed for each day of the year (see Figure A2).

The weather station measurements are taken from the Berlin-Tempelhof station for 2017, 2018, and 2019. The station is operated by the German Weather Service (DWD) and provides data on an hourly and daily basis. For this study, we use the daily measurements for each day of the three years considered. These data are linked to the daily bicycle count data by their date to provide the basis for training the time series models.

To make reasonable assumptions about future changes in the weather, this study applies outputs from the regional climate model (REMO) [46] (domain: EUR-11, driving model name: MPI-ESM-LR, realisation: r1i1p1, frequency: day) for the historical data and the forecast data, considering the three different Representative Concentration Pathways (RCP): RCP2.6, RCP4.5, and RCP8.5.

The data of regional climate models are available in approximately 12.5 × 12.5 km ground resolution. In order to reflect the local uncertainties of the climate models, a mask of 6 × 6 pixels (appr. 75 × 75 km) is placed around Berlin. Finally, we use the mean of the resulting data.

Figure A3 illustrates the need to adapt the outputs of the regional climate model to the local weather conditions. This is performed by comparing the yearly distribution of the historical and forecast results from the regional climate model with the distribution of the measured values from the weather station in Berlin in 2018. Generally, the daily maximum air temperature from the regional climate model shows higher values than the measured weather data in 2018 since they illustrate the highest values of a 30-year interval instead of one single year. However, the absolute changes from historical to forecast data appear realistic, as they lead to an overall annual increase of 1.6 °C in the average maximum daily air temperature, which is consistent with the output of recent findings for Germany (Brasseur et al., 2017).

Therefore, in the case of air temperature, we can simply add the expected absolute changes from the climate models to the averaged weather station data to create realistic synthetic future temperature conditions for 2050 (see Figure A3). In contrast to air temperature, however, wind speed and precipitation are less continuous over time and rainy days and storms are mostly discrete events. This leads to an unwanted effect when averaging the historical and forecast data: the values are smoothed. Just adding the differences means there would be no cases of heavy rain and no cases without rain in the data set, leading to a bias in the variance in respect of single-year data. Hence, a more sophisticated procedure is required to adapt the expected changes in precipitation and wind speed from the climate models to the weather station data.

For this reason, the synthetic future precipitation values are generated using a variance adjustment procedure to harmonise measured and forecast yearly distributions. It can be assumed, however, that there are different effects on the variation of precipitation based on the time of year. Findings from the regional climate simulations in Germany (Pfeifer et al., 2015), for instance, suggest that summer precipitation is expected to decrease, while winter precipitation is expected to increase. Therefore, the measured, historical, and forecast data were first split into the meteorological seasons of winter (1 December to 28 February), spring (1 March to 30 May), summer (1 June to 30 August) and autumn (1 September to 30 November).
For each season, the absolute differences between the precipitation sums of the historical and forecast data are calculated. Here, we use the season with the highest variance because extreme events are expected to increase in the future and we want to adapt to the most “extreme” season we have. The expected absolute differences in precipitation are then added to the sum of the corresponding season in the measured weather station data to generate an expected future precipitation sum for the respective RCP. Then, we calculate the proportion of precipitation for each day in relation to the sum of precipitation for the respective season and multiply the result by the expected future precipitation sum. The outcome of this process is the expected daily precipitation with the distribution of the respective measured season.

Figure A3. Yearly distribution of the historical (orange) and forecast (green) weather variables based on the regional climate model and the measured weather variables for 2018 (blue dashed) from a local weather station. Forecast values are based on RCP.

Next, the variance of this synthetically generated future precipitation data is adjusted to meet the probability distribution of the year with the highest variance in the respective season (winter and spring of 2018 and summer and autumn of 2017) in order to achieve a realistic (but highly variable) distribution of precipitation. The variance adjustment is realised by performing the following steps. First, the synthetically generated precipitation values are centred by subtracting the yearly mean of each value. Second, the centred values are multiplied by the square root of the variance of the measured data divided by the
variance of the forecast data. Third, the data are brought out of centre again by adding
the yearly mean to each value. Since the results include negative values, the data are split
into positive and negative values. The latter are iteratively eliminated by setting negative
values to zero and subsequently adding the proportion of the sum of all negative values in
relation to the sum of positive values to each positive value as a fourth step. This step is
performed until all negative values are eliminated.

Figure A4. Process of generating daily synthetic temperature values based on the climate models. All line graphs represent
annual air temperature curves in °C. The process comprises the derivation of daily air temperature changes (4) between
historical (2) and forecasted (1) data and generation of future temperature air data (5) by calculating the sum of temperature
changes (4) and averaged measured values (3).

Wind speed values are generated analogously to precipitation, but since there were
very few negative values in the result (1 in RCP2.6 and RCP4.5, 2 in RCP8.5), these were
set straight to zero.

Although the synthetically generated weather data for 2050 are based on the outputs
of a single forecast model instead of an ensemble of different climate models, the results of
the climate data preparation are consistent with the findings of regional climate models
in Germany [33]. For the Berlin region, climate change leads to a general increase in
maximum air temperature throughout the year with precipitation sums rising but with a
trend towards more extreme events and therefore fewer wet days in summer.

References
1. Araos, M.; Berrang-Ford, L.; Ford, J.; Austin, S.E.; Biesbroek, R.; Lesnikowski, A. Climate change adaptation planning in large
cities: A systematic global assessment. Environ. Sci. Policy 2016, 66, 375–382. [CrossRef]
2. Raser, E.; Gaupp-Berghausen, M.; Dons, E.; Anaya-Boig, E.; Avila-Palencia, I.; Brand, C.; Castro, A.; Clark, A.; Eriksson, U.;
Göttschi, T.; et al. European cyclists’ travel behavior: Differences and similarities between seven European (PASTA) cities. J.
Transp. Health 2018, 9, 244–252. [CrossRef]
3. Aldred, R.; Jungnickel, K. Why culture matters for transport policy: The case of cycling in the UK. J. Transp. Geogr. 2014, 34, 78–87.
[CrossRef]
4. Dill, J.; Carr, T. Bicycle Commuting and Facilities in Major U.S. Cities: If You Build Them, Commuters Will Use Them. Transp. Res.
Rec. J. Transp. Res. Board 2003, 1828, 116–123. [CrossRef]
5. Mertens, L.; Compernolle, S.; Deforche, B.; Mackenbach, J.D.; Lakerveld, J.; Brug, J.; Roda, C.; Feuillet, T.; Oppert, J.-M.; Glonti, K.;
et al. Built environmental correlates of cycling for transport across Europe. Health Place 2017, 44, 35–42. [CrossRef]
6. Nosal, T.; Miranda-Moreno, I.F. The effect of weather on the use of North American bicycle facilities: A multi-city analysis using automatic counts. Transp. Res. Part A Policy Pract. 2014, 66, 213–225. [CrossRef]

7. Pucher, J.; Buehler, R. Making Cycling Irresistible: Lessons from The Netherlands, Denmark and Germany. Transp. Rev. 2008, 28, 495–528. [CrossRef]

8. Pucher, J.; Komanoff, C.; Schimek, P. Bicycling renaissance in North America?: Recent trends and alternative policies to promote bicycling. Transp. Res. Part A Policy Pract. 1999, 33, 625–654. [CrossRef]

9. Thomas, T.; Jaarsma, R.; Tutert, B. Exploring temporal fluctuations of daily cycling demand on Dutch cycle paths: The influence of weather on cycling. Transportation 2012, 40, 1–22. [CrossRef]

10. Bücker, L.; Uteng, T.P.; Liu, C.; Dijst, M. Weather and daily mobility in international perspective: A cross-comparison of Dutch, Norwegian and Swedish city regions. Transp. Res. Part D Transp. Environ. 2019, 77, 491–505. [CrossRef]

11. Gebhart, K.; Noland, R.B. The impact of weather conditions on bike share trips in Washington, DC. Transportation 2014, 41, 1205–1225. [CrossRef]

12. Liu, C.; Susilo, Y.O.; Karlström, A. The influence of weather characteristics variability on individual’s travel mode choice in different seasons and regions in Sweden. Transp. Policy 2015, 41, 147–158. [CrossRef]

13. Liu, C.; Susilo, Y.O.; Karlström, A. Investigating the impacts of weather variability on individual’s daily activity–travel patterns: A comparison between commuters and non-commuters in Sweden. Transp. Res. Part A Policy Pract. 2015, 82, 47–64. [CrossRef]

14. Sabir, M. Weather and Travel Behaviour. Ph.D. Thesis, Free University of Amsterdam, Amsterdam, The Netherlands, 2011.

15. Flynn, B.S.; Dana, G.S.; Sears, J.; Aultman-Hall, L. Weather factor impacts on commuting to work by bicycle. Prev. Med. 2012, 54, 122–124. [CrossRef] [PubMed]

16. Parkin, J.; Wardman, M.; Page, M. Estimation of the determinants of bicycle mode share for the journey to work using census data. Transportation 2008, 35, 93–109. [CrossRef]

17. Phung, J.; Rose, G. Temporal variations in usage of Melbourne’s bike paths. In Proceedings of the 30th Australasian Transport Research Forum, Melbourne, VIC, Australia, 25–27 September 2007.

18. Heinen, E.; Maat, K.; Van Wee, B. Day-to-Day Choice to Commute or Not by Bicycle. Transp. Res. Rec. J. Transp. Res. Board 2011, 2230, 9–18. [CrossRef]

19. Helbich, M.; Bücker, L.; Dijst, M. Geographic heterogeneity in cycling under various weather conditions: Evidence from Greater Rotterdam. J. Transp. Geogr. 2014, 38, 38–47. [CrossRef]

20. Saneieajmad, S.; Roorda, M.J.; Kennedy, C. Modelling the impact of weather conditions on active transportation travel behaviour. Transp. Res. Part D Transp. Environ. 2012, 17, 129–137. [CrossRef]

21. Creemers, L.; Wets, G.; Cools, M. Meteorological variation in daily travel behaviour: Evidence from revealed preference data from the Netherlands. Theor. Appl. Clim. 2015, 120, 183–194. [CrossRef]

22. Winters, M.; Buehler, R.; Götschi, T. Policies to Promote Active Travel: Evidence from Reviews of the Literature. Curr. Environ. Health Rep. 2017, 4, 278–285. [CrossRef]

23. Liu, C.; Susilo, Y.O.; Karlström, A. Weather variability and travel behavior—What we know and what we do not know. Transp. Rev. 2017, 37, 715–741. [CrossRef]

24. Böcker, L.; Prillwitz, J.; Dijst, M. Climate change impacts on mode choices and travelled distances: A comparison between commuters and non-commuters in Germany. Transportation 2013, 38, 11–30. [CrossRef]

25. Wadud, Z. Cycling in a changed climate. Transportation 2011, 38, 463–482. [CrossRef]

26. Lv, Y.; Duan, Y.; Kang, W.; Li, Z.; Wang, F.-Y. Traffic Flow Prediction With Big Data: A Deep Learning Approach. Transp. Res. Part A Policy Pract. 2014, 66, 213–225. [CrossRef]

27. Zhao, Z.; Chen, W.; Wu, X.; Chen, P.; Liu, J. LSTM network: A deep learning approach for short-term traffic forecast. IEEE Trans. Intell. Transp. Syst. 2014, 16, 865–873. [CrossRef]

28. Nobis, C.; Kuhnminhof, T. Mobilität in Deutschland–Tabellarische Grundauswertung, in Studie von Infas, DLR, IVT und Infas 360 im Auftrag des Bundesministers für Verkehr und Digitale Infrastruktur; (FE-Nr. 70.904/15); Bundesministerium für Verkehr und Digitale Infrastruktur: Bonn, Germany, 2018.

29. Senatsverwaltung für Umwelt, Verkehr und Klimaschutz Berlin. Karte: Zählung der Radfahrer. Available online: https://www.berlin.de/senuvk/verkehr/lenkung/vlb/de/karte.shtml (accessed on 3 April 2020).

30. Moss, R.H.; Edmonds, J.A.; Hibbard, K.A.; Manning, M.R.; Rose, S.K.; van Vuuren, D.P.; Carter, T.R.; Emori, S.; Kainuma, M.; Kram, T.; et al. The next generation of scenarios for climate change research and assessment. Nat. Cell Biol. 2010, 463, 747–756. [CrossRef]

31. Jacob, D.; Petersen, J.; Eggert, B.; Alias, A.; Christensen, O.B.; Bouwer, L.M.; Braun, A.; Colette, A.; Déqué, M.; Georgievski, G.; et al. EURO-CORDEX: New high-resolution climate change projections for European impact research. Reg. Environ. Chang. 2014, 14, 563–578. [CrossRef]

32. Giorgi, F.; Jones, C.; Asrar, G.R. Addressing Climate Information Needs at the Regional Level: The CORDEX Framework. WMO Bull. 2009, 58, 175–183.

33. Pfeifer, S.; Bülow, K.; Gobiet, A.; Hänsler, A.; Mudelsee, M.; Otto, J.; Rechid, D.; Teichmann, C.; Jacob, D. Robustness of Ensemble Climate Projections Analyzed with Climate Signal Maps: Seasonal and Extreme Precipitation for Germany. Atmosphere 2015, 6, 677–698. [CrossRef]
34. German Weather Service. Heißer Tag. 2021. Available online: https://www.dwd.de/DE/service/lexikon/Functions/glossar.html?lv2=101094&lv3=101162 (accessed on 6 September 2021).
35. German Weather Service. Starkregen. 2021. Available online: https://www.dwd.de/DE/service/lexikon/begriffe/S/Starkregen.html (accessed on 6 September 2021).
36. Breiman, L. Statistical Modeling: The Two Cultures (with comments and a rejoinder by the author). Stat. Sci. 2001, 16, 199–231. [CrossRef]
37. Hyndman, R.J.; Athanasopoulos, G. Forecasting: Principles and Practice, 2nd ed.; OTexts: Melbourne, VIC, Australia, 2018.
38. Taylor, S.J.; Letham, B. Forecasting at Scale. PeerJ Prepr. 2017, 5, 37–45. [CrossRef]
39. Chen, T.; Guestrin, C. XGBoost: A Scalable Tree Boosting System. In Proceedings of the 22nd ACM SIGKDD International Conference on Knowledge Discovery and Data Mining, San Francisco, CA, USA, 13–17 August 2016; pp. 785–794. [CrossRef]
40. Hastie, T.; Tibshirani, R.; Friedman, J. The Elements of Statistical Learning: Data Mining, Inference, and Prediction, 2nd ed.; Springer Science & Business Media: New York, NY, USA, 2009.
41. Aggarwal, C.C. Neural Networks and Deep Learning. A Textbook; Springer: Cham, Switzerland, 2018.
42. Skansi, S. Introduction to Deep Learning: From Logical Calculus to Artificial Intelligence; Springer: Cham, Switzerland, 2018.
43. Fan, F.-L.; Xiong, J.; Li, M.; Wang, G. On Interpretability of Artificial Neural Networks: A Survey. IEEE Trans. Radiat. Plasma Med. Sci. 2021. [CrossRef]
44. Köppen, W.P. Handbuch der Klimatologie: In Fünf Bänden, Allgemeine Klimalehre by W. Borchardt, Das geographische System der Klimate, 1st ed.; Köppen, W., Geiger, R., Eds.; Verlag von Gebrüder Borntraeger: Berlin, Germany, 1936.
45. Office for Statistics Berlin-Brandenburg. Bevölkerungsstand. 2021. Available online: https://www.statistik-berlin-brandenburg.de/bevoelkerung/demografie/bevoelkerungsstand (accessed on 6 September 2021).
46. Jacob, D. A note to the simulation of the annual and inter-annual variability of the water budget over the Baltic Sea drainage basin. Theor. Appl. Clim. 2001, 77, 61–73. [CrossRef]