Resolving Ambiguity of the Kondo Temperature Determination in Mechanically Tunable Single-Molecule Kondo Systems
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Abstract

Determination of the molecular Kondo temperature $T_K$ poses a challenge in most cases when the experimental temperature cannot be tuned to a sufficient extent. We show how this ambiguity can be resolved if additional control parameters are present, such as magnetic field and mechanical gating. We record the evolution of the differential conductance by lifting an individual molecule from the metal surface with the tip of a scanning tunneling microscope. By fitting the measured conductance spectra with the single impurity Anderson model we are able to demonstrate that the lifting tunes the junction continuously from the strongly correlated Kondo-singlet to the free spin 1/2 ground state. In the crossover regime, where $T_K$ is similar to the temperature of experiment, the fitting yields ambiguous estimates of $T_K$ varying by an order of magnitude. We show that analysis of the conductance measured in two distinct external magnetic fields can be used to resolve this problem.
The Kondo effect is one of the most prominent many-particle phenomena in which a magnetic moment of an atom or molecule is screened by the itinerant electrons of the metallic substrate. Its highly correlated singlet ground state is fully characterized by the energy $k_B T_K$, where $k_B$ is the Boltzmann constant and $T_K$ the Kondo temperature. $T_K$ depends exponentially on the strength of the antiferromagnetic exchange coupling between the localized moment and the metallic substrate. The Kondo effect is fundamental to various phenomena at nanoscale, ranging from the occurrence of zero-bias anomalies in transport measurements through quantum dots, nanowires, single atoms and molecular junctions, and molecular magnets, to quantum critical phenomena, and has implications for spintronics.

Scanning probe microscopy (SPM) allows studies of the Kondo effect in atomic and molecular systems with unprecedented detail. Since the first SPM observations of the Kondo effect on individual magnetic adatoms adsorbed on noble metal surfaces, it has become usual to extract $T_K$ from the differential $dI/dV(V)$ conductance spectra measured over the Kondo impurity: When the experimental temperature $T_{\text{exp}}$ is much lower than $T_K$ ($T_{\text{exp}} \ll T_K$), the system is in the strongly-correlated Kondo singlet state. The spectra are dominated by a zero-bias Kondo resonance whose half width at half maximum (HWHM) is directly proportional to $k_B T_K$. However, when $T_{\text{exp}} \gg T_K$, the spin of the magnetic impurity becomes asymptotically free and the tunneling spectra are best described by a perturbative spin-flip model, yielding temperature-broadened logarithmic singularities at zero bias.

The crossover between both regimes can be controlled via substrate hybridization. However, in spite of a significant experimental effort, a comprehensive study of the continuous evolution of $T_K$ still poses a significant challenge. One of the reasons is the difficulty in determining the relevant energy scale in the crossover regime from experimental data, which can lead to a drastically incorrect estimate of $T_K$. In this Letter we provide both the experimental data and the recipe for their quan-
titative analysis which are together showing a continuous evolution from strongly correlated Kondo-regime to the free spin 1/2 ground-state. Our key finding is that \( T_K \) cannot be deduced unambiguously from the experimental \( dI/dV \) spectra unless additional information is taken into account. We show that incipient (not fully evolved) Zeeman splitting is sufficient for this goal if two cases with distinct magnetic fields are analyzed together.

We use the archetypical 3,4,9,10-perylene-tetracarboxylic-dianhydride (PTCDA) molecule on the Ag(111) surface as our model system. The tuning of the hybridization is achieved by lifting the molecule with the tip of an SPM from the surface.\(^{22–25}\) The variation of the tip-sample distance during the lifting process provides effective control over the (dominant) coupling \( \Gamma_S \) between the singly occupied molecular orbital and the substrate. It is thus possible to transform the system from the strongly correlated Kondo singlet to the free spin 1/2 ground state (Fig. 1).

Figure 1: Schematics of the experiment. Lifting the molecule by changing the tip-sample distance \( z \) controls the coupling \( \Gamma_S \) between the molecule and the substrate, and consequently, the system transforms from the strongly coupled Kondo regime with \( T_K \gg T_{\text{exp}} \) (a), to the weakly-coupled spin-flip regime with \( T_K \ll T_{\text{exp}} \) (b). The coupling \( \Gamma_T \) of the molecule to the tip remains small and mainly constant.

In the lifting experiments, we record \( dI/dV \) spectra as a function of the vertical tip position \( z \), where \( z = 0 \) is defined as the tip position at which the tip apex atom makes contact with one of the carboxylic oxygen atoms of PTCDA (Fig. 1). This corresponds to a tip-sample distance of approximately 6.3 Å.\(^{22}\) All experiments in this study are carried out at a base temperature of 1.2 K. We focus on tip positions \( z \gtrsim 200 \) pm, where a symmetric resonance at zero bias is observed in the \( dI/dV \) spectra.

The evolution of the \( dI/dV \) spectra in the range \( z < 200 \) pm was previously discussed in Refs.\(^{22,25}\) In the flat adsorbed geometry (\( z \ll 200 \) pm) the occupancy of the lowest unoccupied molecular orbital (LUMO) is close to 2 electrons. Reducing the occupancy of the LUMO to 1 by lifting the molecule leads to the Kondo effect regime that we analyze here in detail. Fig. 2a displays five subsequently acquired spectra at \( B = 0 \). The broad Kondo peak at \( z = 250 \) pm becomes progressively sharper as the molecule is decoupled from the substrate by increasing \( z \), and the overall conductance is gradually decreasing.

As the first step to rationalize the data in Fig. 2a, we fit the spectra with the standard phenomenological Frota formula (blue curves in Fig. 2a),\(^{29}\)

\[
\frac{dI}{dV}(V) \propto R \sqrt{\frac{i\Gamma_F}{i\Gamma_F + eV}},
\]

where the Frota width \( \Gamma_F \) is related to the Kondo temperature by \( k_B T_K = 0.686 \Gamma_F \) which holds when \( T_K \gg T_{\text{exp}} \). We observe a drop in the apparent \( T_K \) from \( \approx 32 \) K at \( z \simeq 200 \) pm to \( \approx 4 \) K at \( z \simeq 350 \) pm (Fig. 2b).\(^{22}\) However, the apparent \( T_K \) steadily rises when \( z \) is increased further. The observed minimum is highly suspicious because \( T_K \) depends exponentially on the total coupling (\( \Gamma = \Gamma_T + \Gamma_S \)) of the molecule to tip (\( \Gamma_T \)) and sample (\( \Gamma_S \)). Specifically, \( T_K \) calculated for the suitable spin 1/2 single impurity Anderson model (SIAM) reads\(^{30,31}\)

\[
k_B T_K = 0.29 \sqrt{\Gamma U \exp \left( -\frac{\pi U}{8\Gamma} \right)},
\]

\(^{a}\)The value of the numerical prefactor depends on the definition of \( T_K \). We use the Wilson’s definition (for wide band limit) as it is common in NRG, perturbation theory, and Bethe Ansatz studies. A short discussion on how this definition relates to other commonly used ones can be found in Ref.\(^{28}\)

\(^{b}\)Note that a simple finite-temperature correction (Ref.\(^{28}\) Suppl. Note 2) does not differ significantly from the zero-temperature results.
Figure 2: (a) Spectra obtained for \( B = 0 \) at different tip heights \( z \) (dots) and their fits using Eq. 1 (blue lines) and NRG calculations (red lines). (b) Apparent \( T_K \) extracted from the line shapes using different types of fits: Frota fit (full line), procedure introduced by Žitko (dashed line) and direct fit to SIAM using NRG, for a broad range of the tip-substrate distances \( z \). (c, d) \( dI/dV \) spectra (dots) for \( B = 2.0 \) (c) and 2.8 T (d) and NRG-based fits (lines). Note the logarithmic scale on the vertical axis in panels (a), (c), and (d).

where \( U \) is the intraorbital Coulomb repulsion and the particle-hole symmetry is assumed. Because it is expected that lifting reduces \( \Gamma_S \) but keeps \( \Gamma_T \) approximately constant, any rise of \( T_K \) with increasing \( z \) is counterintuitive. The first hint, that the problem might be in the estimation of \( T_K \) comes from an alternative fitting procedure proposed by Žitko. Although it leads to a similar behavior as Frota fitting (Fig. 2b) the increase of \( T_K \) is much less dramatic.

Recalling that the Frota fit is bound to fail if \( T_K \ll T_{\exp} \) we turn to the numerical renormalization group (NRG) theory. Because the contact of the PTCDA molecule to the tip is electronically weak, we can assume a strongly asymmetric junction, resulting in an asymmetry parameter \( a \equiv \Gamma_T/\Gamma_S \ll 1 \) (Fig. 1). This justifies the interpretation of the \( dI/dV \) spectra as temperature-broadened equilibrium Kondo spectral functions, calculated as

\[
\frac{dI}{dV}(V) = -G \int_{-\infty}^{\infty} d\omega \pi \Gamma \rho(\omega, \Gamma, T, B) f'(\omega - eV, T),
\]

where the impurity spectral function \( \rho(\omega, \Gamma, T, B) \) of the SIAM calculated with NRG depends on the temperature \( T \), magnetic field \( B \), and total coupling \( \Gamma \). Here, \( f'(\omega, T) \) is the derivative of the Fermi-Dirac distribution with respect to \( \omega \). \( \Gamma_T \) and \( \Gamma_S \) are assumed to be independent of \( \omega \) and \( B \). Hence,

\[
G \equiv \frac{2e^2}{h} \frac{4\Gamma_S \Gamma_T}{\Gamma^2} = \frac{2e^2}{h} \frac{4a}{(1+a)^2}
\]

depends only on the coupling asymmetry \( a \), while the integrand in Eq. (3) depends on the total coupling \( \Gamma \).

The SIAM spectral functions calculated with NRG are commonly used for a qualitative comparison with experiments. However, a direct least-squares fitting of experimental spectra (shown, e.g., in Fig. 2b) is largely avoided because of its computational complexity (for recent counterexamples see, e.g., Refs. 35–37). Nevertheless, as we discuss in detail in the Supporting Information (SI), modern NRG packages make this task manageable. In our calculations we fix \( T \) and \( B \), and we have also found out that varying \( U \) within the expected range of 0.5 – 1 eV does not significantly change the fitted \( T_K \) as its influence can be mitigated by varying \( \Gamma \). Therefore, our relevant fitting parameters are \( G \) and \( \Gamma/U \) (see Eq. (2)). In practice we precalculated large sets of spectral functions of SIAM for a dense mesh of \( \Gamma/U \) values with \( G = 1 \). These are then used to approximate the experimental \( dI/dV \) curves by first fitting the optimal \( G \) and then picking \( \Gamma/U \) curves with the minimal sum of the least-squares residuals.

Kondo temperature obtained from the NRG fits (Fig. 2b) initially follows the Frota-estimated \( T_K \). However, around its minimum value at \( z \approx 350 \) pm, the NRG fit drops below...
1K. This is in compliance with the expectation that $T_K$ should monotonously decrease with increasing $z$. Nonetheless, one still has to be cautious with the interpretation of the results. Especially intriguing is the sudden discontinuous drop of $T_K$ over more than an order of magnitude. In addition, it is important to note that an analogous study of the weak coupling regime in a different system and with a different fitting procedure showed that the determination of $T_K$ from just the zero-field data can be tricky and even erroneous.\cite{20}

Therefore, in order to investigate the peculiar behavior of $T_K$ with changing $z$ and to stabilize the fitting in the (expected) weak coupling regime we repeated the lifting experiments in finite magnetic fields (Fig. 2c, d and Fig. 3a, b).

The presence of the magnetic field leads to a splitting of the zero-bias conductance peak at sufficiently large $z$. After an initial increase, the splitting remains constant during further tip retraction, as seen in Fig. 3a, b.

![Figure 3: (a, b) Experimental data represented by spectral intensity maps. Each measured spectrum (horizontal line) is normalized by subtracting its minimum value and dividing by its total range. (c, d) Equivalent maps obtained from the modeled spectra using NRG.](image)

For a visible splitting of the Kondo resonance, the Zeeman energy of $g\mu_B B \gtrsim 2k_B T_K$ is needed.\cite{29,40} The fact that the splitting occurs at $z \simeq 450$ pm for $B = 2.0$ T but already at $z \simeq 400$ pm for 2.8 T implies that $T_K(z = 450$ pm) $< T_K(z = 400$ pm). This is in a direct contradiction with the picture of a constant or even increasing $T_K$ for $z > 350$ pm as drawn from a simple Frota fit in Fig. 2b.

The NRG fits account for both, the changing width of the Kondo resonance, as well as its splitting for $g\mu_B B \gtrsim 2k_B T_K$ (Fig. 3). From the NRG fits, two important results are principally available: a mapping $z \rightarrow \Gamma/U$, and, via Eq. (2), the Kondo temperature as a function of the tip height $T_K(z)$.

The function $T_K(z)$ obtained from the NRG-based fitting for various $B$ drops roughly exponentially by nine orders of magnitude over the experimental $z$ range (Fig. 3a). Clearly, the huge discrepancy between the Frota fit and the NRG-based fit for $z \gtrsim 350$ pm is a direct consequence of the fact that in the weak-coupling regime the $B = 0$ zero-bias anomaly is not a Kondo resonance but a temperature-broadened logarithmic singularity, whose shape nevertheless resembles the Frota function. Consequently, the application of Eq. (1) leads to a dramatic overestimation of $T_K$ by several orders of magnitude (Fig. 4b). In contrast, the split Kondo peak at sufficiently high $B$ makes the data sets in this $z$ range feature-rich, which allows a meaningful fit with NRG-based SIAM spectra.

However, the direct NRG fits at finite $B$ do not solve the mystery of the discontinuous drop of the $T_K$ in the intermediate coupling regime, as they show the same feature. Nevertheless, the fact that the drop happens at different $z$ for different fields $B$ and even shows some instabilities does not point to a true physical interpretation but rather again to a problem with the fitting procedure.

Indeed, while the NRG-based fitting works well for the strong coupling as well as for the split resonance in the weak-coupling limit, it is problematic in the crossover regime where $T_K \simeq T_{\exp}$ (shaded blue area in Fig. 4). The reason is that the width of the yet unsplit Kondo peak in this regime is not very sensitive to $T_K$.

\cite{The experimental $dI/dV$ displays additional features that we interpret as arising from inelastic tunneling processes, see SI for details.}
(or, $\Gamma/U$). This produces fitting instabilities because the change of the height of the peak, which is sensitive to $\Gamma/U$, can be mimicked by the variation of the other fitting parameter $G$. This is demonstrated in the inset of Fig. 4h where by tuning $G$ a very good fit of the experimental data from the problematic regime can be achieved by significantly different values of $\Gamma/U$. As a consequence, no unique mapping $z \rightarrow \Gamma/U$ can be established in this range by directly comparing experimental and theoretical spectra unless the prefactor $G$ is eliminated from the fitting.

We have found out that a convenient way to surmount this difficulty is to assume that $G$ does not depend on $B$ in the crossover regime and investigate the independent ratio $\gamma(B_1, B_2) = [dI/dV(0, B_1)]/[dI/dV(0, B_2)]$ between zero-bias conductances obtained at two significantly different magnetic field strengths $B_x$. In particular one with $g\mu_B B > 2k_BT_{\text{exp}}$, and the other with $g\mu_B B < 2k_BT_{\text{exp}}$, e.g., at $B = 2.8$ T and 1 T as plotted in Fig. 4b. For small $z$, we find $\gamma \approx 1$, because here $T_K > T_{\text{exp}}$ and both magnetic fields are too small to affect the Kondo resonance. For large $z$, we find $\gamma < 1$, because the $B$-field of 2.8 T splits the Kondo resonance, leading to a reduced zero-bias conductance. In the crossover regime $\gamma$ changes rapidly and nonlinearly (blue shaded area in Fig. 4b) where circles represent experimental data. Yet, there is no sign of a discontinuity in the experimental data. Aligning this rapidly changing curve with the same quantity calculated for SIAM by NRG as a function of $\Gamma/U$ (for details see SI) allows us to establish an unambiguous mapping $z \rightarrow \Gamma/U$ in the crossover regime (Fig. 4b). Given this, the correct smooth behavior of $T_K(z)$ can be determined by Eq. (2) (full red circles in Fig. 4h).

Because the corrected $T_K$ in the crossover regime is estimated using only zero-bias conductance we also provide a consistency test of $z \rightarrow \Gamma/U$ mapping. We refit the complete $dI/dV$ evolution using $G$ as the only remaining free parameter in the crossover regime [Fig. 3(c,d)]. We demonstrate the quality of the fit by comparing the HWHM of the experimental and NRG-calculated spectra in Fig. 4c.

Figure 4: (a) Kondo temperature $T_K$ as determined by Frota approximation (blue squares) for $B = 0$, direct NRG-based SIAM fitting (empty circles) for $B \neq 0$ and corrected NRG fitting discussed in the text. The inset demonstrates that experimental $dI/dV$ can be in the crossover region (blue rectangle) fitted with different values of $\Gamma/U$ (0.051, 0.070, 0.075) leading to huge uncertainty in the estimation of $T_K$. (b) Ratio $\gamma(B_1, B_2)$ at $B_1 = 2.8$ T and $B_2 = 1$ T (dots: experimental data, line: NRG fit). The ratio changes strongly in the transition regime (blue shaded area) enabling the determination of $\Gamma/U$. The upper x-scale shows some values of $\Gamma/U$ at respective $z$. (c) The HWHM of the $B = 1$ T and 2.8 T data sets are almost constant in the transition regime (blue shaded area), illustrating the fitting complication.
The agreement between experiment and theory is excellent throughout the crossover regime where we observe a very weak dependence of the HWHM on $\Gamma/U$. It is this weak dependence of HWHM on $\Gamma/U$ that produced an ambiguity in our initial attempt to achieve $z \rightarrow \Gamma/U$ mapping by comparing experimental and NRG-based conductance spectra. Outside the crossover regime, the HWHM rapidly rises, either because of an increasing $T_K$ (right) or the incipient split of the Kondo resonance by the applied magnetic field (left).

Figure 5: Extracted coupling strengths of the molecule to the substrate $\Gamma_S/U$ and tip $\Gamma_T/U$, respectively, and using the third order perturbation theory showing the total $\Gamma/U$.\textsuperscript{21}

An additional benefit of the above consistency test is the reliable extraction of $G$ in the otherwise problematic crossover regime. Consequently, we can use Eq. (4) together with $\Gamma = \Gamma_S + \Gamma_T$ to determine the coupling constants $\Gamma_T/U$ and $\Gamma_S/U$ separately (Fig. 5). We find that across the complete $z$ range studied here, $\Gamma_S \gg \Gamma_T$. This retroactively justifies the model underlying Eq. (3), that is, the approximation of the molecule being equilibrated with the substrate and the tip serving as a weak probe of the spectral function. Moreover, while $\Gamma_T/U$ varies only little, $\Gamma_S/U$ decreases from 0.1 at $z = 250$ pm to 0.007 at $z = 630$ pm. This is a direct consequence of the dehybridization upon lifting the molecule. We note that the $\Gamma_S/U$ found here are in agreement with values independently calculated with ab initio methods.\textsuperscript{22,23} In addition, in the weak-coupling regime (the inelastic spin-flip) third-order perturbation theory\textsuperscript{19,21} yields similar estimates of the overall $\Gamma/U$ (dominated by $\Gamma_S/U$), as Fig. 5 shows.

In summary, we have shown that lifting a spin-1/2 molecule from the metal surface allowed us to tune the system continuously from the strongly coupled Kondo regime to weakly coupled spin-flip regime. The detailed analysis of experimental data revealed inherent difficulties to reliably obtain $T_K$ when thermal and Kondo energy scales are similar. However, we show that this problem can be tackled if additional data measured in magnetic fields, when the Zeeman energy is larger than the thermal energy, is used, even when the splitting of the zero bias anomaly is not present yet. Furthermore, our scheme allows us to separate the coupling strengths to the two electron leads in asymmetrically coupled Kondo systems.

Note that Kondo temperature is the principal property of adsorbed open-shell molecules in which Kondo screening is active. Its value determines the resulting functionality of the open-shell adsorbate. For instance, if the molecular magnetic moment needs to be stabilized, the respective $T_K$ must be decreased below $T_{\text{exp}}$. On the other hand, if spin degeneracy is not wanted, $T_K$ must be increased. Therefore, the unambiguous determination of $T_K$ paves the way to achieving control over spin degrees of freedom at the nanoscale.
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Supplementary Figure S1: The process of picking up a PTCDA molecule from the surface of Ag(111). a) STM topography image of a PTCDA island ($V = -350 \text{ mV}$, $I = 50 \text{ pA}$), with a molecule at the island boundary (marked by arrow), selected for the measurements. b) The frequency shift signal during the molecule lifting procedure, showing a jump-to-contact event upon the tip approach (red) and the complex signal as a result of the PTCDA being lifted from the surface (blue).

I Sample preparation

PTCDA (4,9,10-perylenetetracarboxylic-dianhydride) molecules of 98% purity were evaporated in ultrahigh vacuum (UHV, $3 \times 10^{-10}$ mbar) from a Ta crucible at 670 K onto an atomically clean Ag(111) single-crystal surface kept at room temperature. Experiments were performed in UHV at a base temperature of 1.2 K using a combined atomic force and scanning tunneling microscope (AFM/STM) equipped with a He^4-Joule-Thomson cooling stage (SPECS Surface Nano Analysis). The probing tip of the AFM/STM was treated before the experiment by repeatable interactions with clean Ag(111) surface until a stable metallic termination was reached. The contacting experiments were performed on PTCDA molecules on the edge of a molecular island, to minimize the chances of picking up the molecule after retraction of the tip (Fig. S1a). Each of the investigated PTCDA molecules was contacted by approaching the O site of the molecule with the probing tip until a jump-into-contact event was detected in the frequency shift channel (Fig. S1b). Once the contact was formed, $dI/dV(V,z)$ maps were recorded by changing consecutively sample bias $V$ and the lift distance $z$ without breaking the contact to the molecule. We note that $z = 400 \text{ pm}$ corresponds to the tip-sample distance over the PTCDA O-site at $I = 100 \text{ pA}$, $V = -350 \text{ mV}$ stabilization setpoint. The $dI/dV(V,z)$ maps were recorded on the same molecule at different magnetic fields ($B = 0, 1, 2, 2.8 \text{T}$), see Fig. S2. During magnetic field changes the tip-PTCDA contact was loosened. Subsequently, we checked the surface area by rescanning before we recontacted the PTCDA molecule to insure that the molecule remained at the same position on the surface and that the tip structure did not change.
Supplementary Figure S2: Complete sets of the $dI/dV$ measurements taken with three different PTCDA molecules, at four levels of magnetic field. The intensities were normalized for each lifting distance separately. The digitization noise notable in the large lifting distance is an effect due to the normalization and the limited dynamic range of the used lock-in amplifier.
II Model and fitting procedure

We use a single-impurity Anderson model whose Hamiltonian reads

\[ H = H_I + \sum_{\alpha=S,T} (H^b_\alpha + H^h_\alpha). \]  (S1)

Here, the first term describes the interacting lowest unoccupied molecular orbital (LUMO) of the PTCDA molecule,

\[ H_I = \sum_\sigma \epsilon_d n_{d\sigma} + U n_{d\uparrow} n_{d\downarrow} + g\mu_B B S_z, \]  (S2)

where \( d^\dagger_\sigma \) (\( d_\sigma \)) creates (annihilates) an electron with spin \( \sigma \) in the LUMO at the energy \( \epsilon_d \) and \( n_{d\sigma} \equiv d^\dagger_\sigma d_\sigma \), \( S_z \equiv (n_{d\uparrow} - n_{d\downarrow})/2 \). \( U \) represents the on-site repulsive Coulomb interaction between the electrons of opposite spin and the last term of Eq. (S2) accounts for the Zeeman energy due to an external magnetic field \( B \).

The second term of Eq. (S1) describes the conduction bands of the substrate \( (S) \) and the tip \( (T) \) electrodes,

\[ H^b_\alpha = \sum_{k,\sigma} \epsilon_{\alpha k} c^\dagger_{\alpha k\sigma} c_{\alpha k\sigma}, \]

where \( c^\dagger_{\alpha k\sigma} (c_{\alpha k\sigma}) \) creates (annihilates) an electron with spin \( \sigma \) in the state with momentum \( k \) and the energy \( \epsilon_{\alpha k} \). Finally, the last term in Eq. (S1) accounts for the hybridization between the conduction bands and the molecular orbital enabling electrical transport through the molecule

\[ H^h_\alpha = \sum_{k,\sigma} (V_{\alpha k} d^\dagger_{\sigma} c_{\alpha k\sigma} + h.c.). \]

In our numerical calculations we assume energy-independent hybridization functions \( \Gamma_\alpha(\epsilon) \equiv \pi \sum_k |V_{\alpha k}|^2 \delta(\epsilon - \epsilon_{\alpha k}) = \Gamma_\alpha \) and \( \Gamma = \Gamma_S + \Gamma_T \) is the total hybridization.

The measured \( dI/dV \) curves have been fitted using the formula for differential conductance in the tunneling regime \(^{1,2}\)

\[ \frac{dI}{dV}(V) = G \int_{-\infty}^{\infty} d\omega \pi \Gamma \rho_{\text{NRG}}(\omega, \Gamma, T, B)(-f'(\omega - eV, T)), \]  (S3)

where the temperature- and magnetic-field-dependent spectral function \( \rho_{\text{NRG}}(\omega, \Gamma, T, B) \) calculated with numerical renormalization group theory (NRG) is convolved with the derivative of the Fermi-Dirac distribution to account for the broadening during the tunneling process. We used a band cut-off of \( \pm 10 \text{eV} \) in the NRG calculations and assumed constant density of states. The NRG calculations have been performed with the open-source code NRG LJUBLJANA\(^{3,4}\). The finite-temperature-dependent spectral functions have been calculated using the full density matrix algorithm based on the complete Fock-space concept.\(^{4,5}\) We have set the logarithmic discretization parameter \( \Lambda = 2 \) and used the interleaved method\(^{6,7}\) (with \( 4 \leq N_z \leq 10 \)) together with Gaussian (at low frequencies) and log-Gaussian (at high-frequencies) broadenings to smooth the spectral functions. By varying both \( N_z \) and the
broadening we verified that the used values are not affecting the fits. For more detailed
explanation of the NRG Ljubljana settings see its reference manual.  

Here we shortly discuss the approximations introduced to make the comparison between
the experiment and model possible:

(i) We consider only a constant hybridization function. It has been shown in a recent
study of a similar system (Au-PTCD A complex)\(^2\) that the replacement of the function
\(\Gamma(\omega)\) by its value at the Fermi energy may lead to a factor 1.5 difference in \(T_K\). However,
considering that in our study \(T_K\) changes by more than nine orders of magnitude, such a
correction would not alter our conclusions.

(ii) We have truncated the parametric space by fixing the values of all parameters except
\(\Gamma\) and \(G\). As revealed by an ab-initio study of the tip/PTCD A/Ag junction\(^8\) the \(U\) can vary
with increasing \(z\). We have made a complete analysis for \(U = 0.5\text{eV}\) and \(U = 1\text{eV}\), which
represent a relevant range of values extrapolated from the cited study. Because \(U\) does not
significantly affect the results (see Fig. S3a), we present in the main text only the results for
\(U = 1\text{eV}\).

(iii) Because the experimentally measured Kondo resonances are nearly symmetric with
respect to the Fermi level, we have assumed electron-hole symmetry and fixed the “half-
filling” condition \(\epsilon_d = -U/2\). This allows us to approximate the Kondo temperature by\(^9,10\)

\[
T_K = 0.29\sqrt{\Gamma U} \exp\left(-\frac{\pi U}{8\Gamma}\right). \tag{S4}
\]

A small systematical offset of the peak position with respect to zero bias has been accounted
for by shifting the data by a constant energy of \(-0.26\text{meV}\).

(iv) We have used the gyromagnetic factor \(g = 2\) for the free electronic spin. We have
tested this value using a perturbative fitting procedure introduced by one of the coauthors\(^11\).
Note that the true \(g\)-factor can slightly differ from this value because of the exchange
interaction with the conduction electrons polarized by the magnetic field\(^12\).

(v) Finally, we note that the best temperature to describe the spectra of the PTCD A
molecule either with Eq. (S3) or with the perturbative scattering model of Ref.\(^11\) is \(T_{\text{exp}} = 1.4\text{K}\) slightly above the base temperature of 1.2K of the experimental setup.

Taking into the account all above approximations we are left just with two free parameters,
namely \(\Gamma/U\) and \(G\). Still, a direct application of the fitting procedure would require an
NRG calculation of the spectral function at each instance of the optimization process. A
much more efficient procedure is to calculate a large set of spectral functions for a very
dense mesh of \(\Gamma/U\) values (with \(\Delta\Gamma/U = 0.0001\)) in advance. The fitting algorithm goes
through this dense set, fits \(G\) and calculates the mean-square residual for each value of \(\Gamma/U\).
Because differential conductance Eq. S3 is linear in \(G\) its optimal value for any \(\Gamma/U\) can be
calculated as \(G_o = C^T X/(C^T C)\), where \(X\) is the column vector of experimental data and \(C\)
is the column vector of theoretical differential conductance calculated at the experimental
voltage-bias points for \(G = 1\). The value of \(\Gamma/U\) with the minimal squared residuals is then
picked as the best fit. The main reason why this is much more efficient then the direct fitting
is that one can calculate each spectral functions independently which allows to use massive
parallelization.

In the NRG based fits presented in the main text we have used the whole range of
the experimental voltage bias ([−15, 15] mV). However, as shown in Fig. S3a limiting the bias range to [−10, 10] mV (black circles) or even [−5, 5] mV (green circles) does not have a significant effect on the fitted $T_K$. We can therefore conclude that the fitting procedure is not oversensitive to the details of the tails and is primarily lead by the properties of the zero-bias anomaly as expected for the Kondo problem.

III  Fitting in the crossover region

The width of the zero-bias conductance peak is in the crossover regime, where $T_K \sim T_{\text{exp}}$, not very sensitive to $T_K$. Therefore, we have found that the half-width at half-maximum (HWHM) obtained from the experimental data shows a broad, plateau-like minimum and even increases for sufficiently large $z$ (Fig. S3b). This non-monotonous behavior is an indirect consequence of the decreasing ratio of $T_K/T_{\text{exp}}$ which leads to decreasing intensity of the zero bias Kondo peak. Whereas for $T_K \gg T_{\text{exp}}$ the HWHM is directly proportional to $T_K$, the width of the observed Kondo peak at $T_K \lesssim T_{\text{exp}}$ is primarily defined by $T_{\text{exp}}$. Even worse, because the Kondo peak intensity rapidly decreases with further reduction of $T_K$ and the shape of the peak develops to a temperature broadened logarithm\textsuperscript{11,13}, the HWHM measured at a fixed energy range around zero apparently increases. This counterintuitive behavior is displayed in Fig. S3b and is also visible in the Frota fits shown in Fig. 2(a,b) of the main text.

Supplementary Figure S3: a) Comparison of $T_K$ fitted with $U = 0.5$ eV (blue) and $U = 1$ eV (red) using the whole experimental voltage bias [−15, 15] mV and $T_K$ fitted with $U = 1$ eV using limited voltage bias [−10, 10] mV (black) and [−5, 5] mV (green). b) HWHM obtained directly from the experimental data for $B = 0$ and 2.8 T. The magnetic field leads to a splitting of the conductance peak at $z \approx 400$ pm. Therefore, the HWHM is not well defined for $B = 2.8$ T at $z \gtrsim 400$ pm. c) The experimental $dI/dV$ from the crossover region fitted with different $\Gamma$’s. The example $z = 295$ pm is close to the apparent step in the inset of Fig. 4a in the main text.

To overcome this problem of determining $T_K$, we apply an external magnetic field $B$ strong enough to split the Kondo peak in the weak-coupling regime, that means the Zeeman energy has to be sufficiently larger than the thermal energy, $g\mu_B B \gtrsim 2k_B T_{\text{exp}}$. In such a $B$-field we can distinguish two clear limits (see Fig. S4):

(i) Kondo system in which the peak shows no splitting and in which the HWHM is sufficiently larger than $k_B T_{\text{exp}}$ can be safely assumed to be in the strong-coupling regime.
Supplementary Figure S4: NRG-based \(dI/dV\) simulations at different \(\Gamma/U\) ratios and magnetic fields \(B\). a) At \(\Gamma/U = 0.12\) the system remains even at \(B = 2.8\) T in the strong coupling regime with \(k_B T_K \gg g \mu_B B\) and the spectra at different \(B\) are indistinguishable. b) In the crossover regime (\(\Gamma/U = 0.07\)) with \(2k_B T_K \approx g \mu_B B\) only the central peak intensity is reduced. Note, that the HWHM, signalled by arrows, effectively increases with \(B\). c)–d) In the weak coupling limit (\(\Gamma/U \leq 0.046\)) with \(k_B T_K \ll g \mu_B B\) the split can be observed as soon as \(2k_B T_{\text{exp}} \lesssim g \mu_B B\).

where \(T_K\) is determined by the HWHM of the peak (Fig. S4a).

(ii) Observed split peak indicates the Kondo effect in the weak-coupling regime with \(2k_B T_K \lesssim g \mu_B B\). In this regime the HWHM is not a good indicator for \(T_K\) and, therefore, HWHM can not be used for its direct estimation from experimental data. However, because it contains two peaks one can use NRG-based or perturbative models to fit the true \(T_K\) (Fig. S4c–d).

However, in the crossover regime, where the HWHM is not a good quantity for \(T_K\) because \(T_K \sim T_{\text{exp}}\), often also the experimentally available external field is only \(k_B T_K \sim g \mu_B B\), and therefore not strong enough to visibly split the peak. In this situation, neither of the two cases above is applicable. This is demonstrated in Fig. S3c where we plot data measured at \(z = 295\) pm and at \(B = 2.8\) T. The Kondo peak is not split, however, the HWHM is \(\approx 1.6\) mV, only a factor 4 above the minimal experimental broadening of \(3.5k_B T_{\text{exp}}/e = 0.42\) mV. Therefore, we can fit the data with a large variance in \(\Gamma\) — all three displayed curves fit the experimental data equally well (the difference in mean-square residuals between the worst and best fit is within 1%), even though their coupling to the substrate ranges from \(\Gamma = 51\) meV to \(75\) meV (taking \(U = 1\) eV) leading via Eq. (S4) to an order of magnitude difference in \(T_K\) and to the apparent step in the “direct-fit” curve shown in the inset of Fig. 4a of the main text.

Although the HWHM is not very sensitive to the change of \(T_K\) in the crossover region, the amplitude of the peak depends strongly on the external field \(B\) (see Fig. S4b and c and Fig. 4c of the main text). This enables us to compare the ratio of \(dI/dV(V = 0\) mV)
measured in two sufficiently different magnetic fields with theory calculations to determine the correct $\Gamma$. As explained in the main text, it is crucial to use the ratio as we need data independent of the total amplitude parameter $G$ in Eq. (S3). The black curve in Fig. S3c shows the best fit using the above method.

The success of the fitting procedure might be surprising at the first glance, given the simplistic nature of the SIAM, containing only a single orbital. We comment on the role of other molecular orbitals and vibrational degrees in the theoretical description. As elaborated in Ref. 8, the partially occupied LUMO is separated from other orbitals by at least one electronvolt. Therefore, for the low-bias window, their omission is justified. A detailed comparison of the theoretical and experimental data in Fig.2(a) in the main text reveals pairs of small side-peaks. These peaks are due to inelastic excitations of molecular vibrations. 14,15 Vibrational degrees of freedom are not included in our SIAM description. However, the small height of these peaks, at the threshold of the experimental resolution, implies that the respective electron vibrational coupling matrix elements are very weak. Consequently, their impact on the Kondo temperature is negligible. 16 We discuss these excitations in detail in the next section.

IV Voltage – asymmetric vibrational signal

Supplementary Figure S5: Inelastic contribution to the differential conductance calculated from Ref. 17 for different relative weights of the anti-symmetric part $W \equiv W^{(A)}/W^{(S)}$. The unit of energy $\hbar \omega$ is the energy of the vibrational excitation. The broadening is solely due to the temperature, which we set to $k_B T = \hbar \omega / 50$. Inset: Dependence of $1/W$ on electronic parameters: the elastic Landauer transmission $\tau$ and the coupling imbalance $y \equiv |\Gamma_T - \Gamma_S|/(\Gamma_T + \Gamma_S)$.

The experimental $dI/dV$ (Figs. 2 and 3 in the main text) reveal, additionally to the central resonance, peaks and dips at finite bias which we attribute to excitations of vibrational modes in the molecular junction. We observe peaks at roughly $-7\text{meV}$ and shallow dips
around +7 meV which do not change with increasing magnetic field and only weakly respond to stretching, mainly by a non-monotonous shift of the excitation energy, similar to Ref. 15.

The asymmetry of the vibrational pairs in the inelastic electron tunneling spectroscopy (IETS) was considered theoretically by Paulsson et al. within the self-consistent Born approximation and the lowest-order expansion\textsuperscript{14,17}. Their methodology has been applied in the analysis of asymmetries in the IETS by Xu et al.\textsuperscript{18}. To proceed with the analysis of Paulsson et al., we employ a simple model of the molecule which contains a single (frontier) orbital that is coupled to a single vibrational mode and a pair of leads. The resulting $dI/dV$ can be decomposed as

$$
\frac{dI}{dV}(V) = \frac{2e^2}{h\tau}
+W^{(S)}G^{(S)}(eV, \hbar\omega, k_B T) + W^{(A)}G^{(A)}(eV, \hbar\omega, k_B T),
$$

where the first part is the elastic Landauer term ($\tau$ being the transmission) and the remaining two terms are due to inelastic processes involving the vibration. The functions $G^{(S/A)}$ are symmetric and anti-symmetric in voltage and are universal in the sense that they do not depend on microscopic parameters other than the vibrational frequency $\omega$ and the temperature $T$. The symmetric and anti-symmetric lineshapes combine with weights $W^{(S/A)}$.

We plot the inelastic part in Fig. S5 for different ratios $W^{(A)}/W^{(S)} = W$. The ratio $W$ depends only on electronic parameters, namely, the (orbital) line-widths $\Gamma_T$ and $\Gamma_S$ due to the tip and the substrate, respectively, and the orbital (on-site) energy $\epsilon_d$. In the inset of Fig. S5 we plot $1/W$ expressed as a function of the coupling imbalance $y \equiv |\Gamma_T - \Gamma_S|/(\Gamma_T + \Gamma_S)$ and the elastic Landauer transmission $\tau$. The model predicts that the anti-symmetric signal gets more prominent (large $W$) when the coupling imbalance $y$ is large and $\tau$ is low.

This prediction can be compared with the experimental $dI/dV$ (Fig. 2, main text). The asymmetry of the inelastic signal is clearly visible when $z \lesssim 350$ nm. The elastic transmission can be estimated from the $dI/dV$ in units of $G_0$ at $\pm 15$ mV, where we get $\tau \gtrsim 10^{-2}$. Additionally, the imbalance $y$ can be readily obtained from the fitted values of $\Gamma_T$ and $\Gamma_S$ displayed in Fig. 5 of the main text. For $z \lesssim 350$ nm $y$ approaches 0.9. According to the inset of Fig. S5, these estimates of $\tau$ and $y$ imply that $W^{(A)} \approx W^{(S)}$, which is in agreement with the observed asymmetry of the inelastic signal.

However, we emphasize that the comparison can only be made on a qualitative level, because the model by Paulsson et al.\textsuperscript{14,17} does not apply to the Coulomb blockade, i.e. to an open shell molecule. The treatment of vibrational coupling in the Coulomb blockade with a fully developed Kondo resonance presents an open theoretical problem.
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