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Abstract

This contribution proposes a recursive set-membership method for the ellipsoidal state characterization for linear discrete-time models with additive unknown disturbances vectors, bounded by possibly degenerate zonotopes and polytopes, impacting respectively, the state evolution equation and the sporadic measurement vectors, which are expressed as linear inequality and equality constraints on the state vector. New algorithms are designed considering the unprecedented fact that, due to equality constraints, the shape matrix of the ellipsoid characterizing all possible values of the state vector is non invertible. The two main size minimizing criteria (volume and sum of squared axes lengths) are examined in the time update step and also in the observation updating, in addition to a third one, minimizing some error norm and ensuring the input-to-state stability of the estimation error.

1 INTRODUCTION

Most algorithms of set-membership techniques, when applied to linear discrete-time systems, are composed of two stages, in the manner of Kalman filter: 1. the time prediction consisting of the linear transformation of the set containing the state vectors at previous time step, on one hand and the Minkowski sum (cf. § 1.1.9.) of the set containing the processes errors, on the other; followed by 2. the measurement correction phase, where an intersection of the predicted set just obtained is performed with the one provided by the measurements with bounded noises.

Four main approaches are sharing the research interests in this area: those using intervals or boxes (i.e. balls for the ∞-norm), paralleloptopes (affine images of boxes, obtained by injective, usually bijective, maps) or more general zonotopes (usually surjective, affine maps of boxes) and ellipsoids (affine maps of balls for the 2-norm).

The asset of the interval methods is the simplicity of its conceptualization and the availability of libraries allowing the approximation of a large range of linear and nonlinear functions. On the other hand, the recourse to interval methods is less simple but offers a better accuracy.
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computing softwares including time costly operations such as subpavings and contractors are inevitable to overcome the conservatism of such aligned with the coordinates’ axes boxes [8], [9].

The zonotope has the attractive structure of a centrally symmetric convex polytope where every facet is a parallelotope having a parallel congruent facet. This class has the interesting quality to be closed under the Minkowski sum (operated at the time prediction stage) resulting in the concatenation of the generator vectors of the operands, thus inducing their inevitable growth. The zonotopic approximation has the advantage of the accuracy. However, this accuracy is again obtained at the expense of memory and time complexity.

As intervals, ellipsoids benefit from the simplicity of their formulation and the constant minimal space storage required \(n(\frac{n^2}{2} + 2)\) at each iteration, where \(n\) is the state dimension). Also, this class has, in common with zonotopes, the useful property to be closed under the linear transformation. The only drawback of choosing ellipsoids for the characterization of the disturbances lies at the necessity of solving two polynomial equations of order \(n\) (the size of the state vector), at each time step: one arising at the prediction and the other at the correction step, while optimizing the ellipsoids overbounding, respectively, the Minkowski sum and the intersection of ellipsoids\(^1\) [10, 11, 12, 13, 14]. It is nonetheless important to note that the parallelotope is a particular zonotope and that the ellipsoidal and parallelotopic overbounding methods are tightly related: the ellipsoid of center \(c\) and of shape matrix \(P\) is the unique minimum volume ellipsoid (called Löwner-John ellipsoid) inscribed in the parallelotope of exactly the same center and the same shape matrix. This ellipsoid also circumscribes the parallelotope of the same center and of shape matrix \(\frac{1}{\sqrt{n}}P\). It is therefore easy to deduce the parallelotopic characterization from the ellipsoidal one and vice versa.

This is the reason we opted for the ellipsoid to characterize only the set of all possible values of the state vector. The disadvantages of using the ellipsoid as bounding set for both process and disturbances vectors are overcome by choosing zonotopes to bound the process disturbances and, since we are interested here in the state estimation of linear discrete-time systems subject not only to bounded disturbances but also to all kinds of linear constraints on the state vector, the output disturbances vector is modeled by a more general class of polyhedrons (intersection of halfspaces, each modeling an inequality constraint on the state vector), which can be unbounded and/or flattened, due to some possible hyperplane intersections (introduced by equality constraints). In fact, among all the classes considered here, the class of ellipsoids is the only one that is closed under the intersection with a hyperplane. Neither intervals nor zonotopes have this advantageous feature [15], which will be favorably exploited while processing the equality constraints. Moreover, the choice of the ellipsoidal set for the state characterization is the only one that guarantees an optimal (w.r.t. chosen criteria) set, without any conservatism.

This work is the extension of the author’s recent one, [16], where only one criterion could be chosen at each phase in the presence of equality constraints: the SSAL (sum of squared axes lengths) at the prediction step and the scaling parameter \(\varsigma_k\) representing a weighted estimation error norm in the worst
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\(^1\)This equation can be avoided at the prediction step, if minimizing the squared axes’ sum of the resulting ellipsoid rather than its volume.
noise case was minimized at the correction step. Since the volume of the state bounding ellipsoid becomes zero in presence of equality constraints, it cannot be minimized. To address this issue, a new notion of pseudo-volume is introduced. Our concern here is to propose a complete, easily applicable solution. For this purpose, the trace minimization approach during the measurement correction stage, was also thoroughly examined. In fact, even if the trace and determinant minimizations were widely used in literature, for ellipsoidal set-membership approaches, [10, 12], especially in the parameter identification framework, [17, 18], at our knowledge, no analytical ready-to-use solution (without \(n^{th}\) order equations or LMI’s to solve) was developed for the state estimation problem.

The paper is organized as follows. After this introduction, which is completed by some notations and definitions, the second section recaptures the constrained set-membership state estimation problem with sporadic measurements, already formulated in [16]. The third section concerns the time prediction stage where two size cost functions are minimized: pseudo-volume and SSAL (sum of squared axes lengths) the measurement correction stage of the estimation algorithm is detailed in forth section using three different optimization criteria. The algorithm’s convergence is studied in the fifth section. Numerical simulations are presented in the sixth and finally, a brief conclusion terminates the paper.

1.1 Notations and definitions

1. The symbol := (resp. =:) means that the Left Hand Side (resp. RHS) is defined to be equal to the Right Hand Side (resp. LHS). Normal lowercase letters are used for scalars, capital letters for matrices, bold lowercase letters for vectors and calligraphic capital letters for sets. \(\mathbb{R}, \mathbb{R}^+, \mathbb{R}_+\) denote the sets of real, non-zero, nonnegative and positive numbers resp. \(\mathbb{N}, \mathbb{N}^+\) are the sets of nonnegative and positive integers resp. \(l, m, n, p, q \in \mathbb{N}\) designate vectors and matrices dimensions. The subscript \(k \in \mathbb{N}\) is the discrete time step and \(i, j \in \mathbb{N}^+\) are vector and matrix component indices.

2. \(x_i\) is the \(i^{th}\) component of the vector \(x\). \(a_{ij}\) is the \(i^{th}\) row and \(j^{th}\) column element of \(A := [a_{ij}]_{m \times n} \in \mathbb{R}^{n \times m}\) and \(a_j \in \mathbb{R}^n\) is its \(j^{th}\) column vector (if \(n = 0\) or \(m = 0\), \(A\) is an empty matrix).

3. \(0_n \in \mathbb{R}^n\) and \(0_{n,m} \in \mathbb{R}^{n \times m}\) are vector and matrix of zeros; \(I_n := [i_1 \ldots i_n]\) is the \(n \times n\) identity matrix.

4. \(A^T, A^\dagger, \text{rank}(A), \text{ker}(A)\) and \(\text{r}(A)\) stand resp. for the transpose, Moore-Penrose inverse, rank, kernel and range of the matrix \(A\). If \(A\) is square, \(\text{tr}(A), |A|\) and \(A^{-1}\), are its trace, determinant and inverse (if any) resp.

5. \(\text{Diag}(x_i)_{i=1}^k\) is a diagonal matrix where \(x_1, \ldots, x_k\) are its diagonal elements.

6. A Symmetric matrix \(M\) is Positive Definite, denoted by SPD or \(M > 0\) (resp. Positive Semi-Definite or non-negative definite, denoted by SPSD or \(M \geq 0\)) if and only if \(\forall x \in \mathbb{R}^n \{0\}, x^T M x > 0\) (resp. \(x^T M x \geq 0\)). This condition is met if and only if all its eigenvalues are real (because of its symmetry) and positive (resp. non-negative). The matrix inequality \(M > N\) (resp. \(M \geq N\)) means that \(M - N > 0\) (resp. \(M - N \geq 0\)).
7. \( ||x|| := ||x||_2 := \sqrt{x^T x} \) is the 2-norm of the vector \( x \) and
\( ||A|| := ||A||_2 := \sup_{x \neq 0} \frac{||Ax||}{||x||} \) is the largest singular value of \( A \).

8. \( B_p^n := \{ x \in \mathbb{R}^n | ||x||_p \leq 1 \} \) is a unit ball in \( \mathbb{R}^n \) for the \( p \)-norm. \( B_2^n \) and
\( B_\infty^n := [-1,1]^n \) are the centered unit hypersphere and hypeecure/pbox resp.

9. \( S_1 \oplus S_2 := \{ x \in \mathbb{R}^n | x = x_1 + x_2, x_1 \in S_1, x_2 \in S_2 \} \) is the Minkowski sum of the sets \( S_1, S_2 \subset \mathbb{R}^n \) and \( \bigoplus_{i=1}^m S_i := S_1 \oplus \cdots \oplus S_m \).

10. \( \mathcal{E}(c, P) := \{ x \in \mathbb{R}^n | (x - c)^T P^{-1} (x - c) \leq 1 \} \) is an ellipsoid in \( \mathbb{R}^n \), where \( c \in \mathbb{R}^n \) is its center and \( P \in \mathbb{R}^{n \times n} \) is an SPD matrix that defines its shape, size and orientation in the \( \mathbb{R}^n \) space. If \( P \) is not invertible \( \text{SPSD} \), the ellipsoid is degenerate (i.e. some of its axis lengths are zero) and is then defined as an affine transformation of matrix \( M \), s.t. \( M^T M = P \), of the unit Euclidean ball \( B_2^n \): \( \mathcal{E}(c, M^T M) = \{ x \in \mathbb{R}^n | x = c + Mz, z \in B_2^n \} \).

11. \( \mathcal{H}(d, a) := \{ x \in \mathbb{R}^n | x^T d = a \} \) is a hyperplane in \( \mathbb{R}^n \) of normal vector \( d \in \mathbb{R}^n \) and whose signed distance from the origin is \( \tfrac{a}{||d||} \). Let also \( \mathcal{G}(d, a) := \{ x : x^T d \leq a \} \) be one of the two halfspaces into which the hyperplane divides the \( \mathbb{R}^n \) space and \( \mathcal{G}(-d, -a) \) is the other one. Now let \( \mathcal{D}(d, a) := \mathcal{G}(d, 1 + a) \cap \mathcal{G}(-d, 1 - a) \), i.e., \( \mathcal{D}(d, a) := \{ x \in \mathbb{R}^n : |x^T d - a| \leq 1 \} \) which is the strip of \( \mathbb{R}^n \), of width \( 2||d||^{-1} \), that can also be seen as a degenerate unbounded ellipsoid or zonotope centered at \( \mathcal{H}(d, a) \).

\( \mathcal{P}(C, d) = \bigcap_{i=1}^m \mathcal{G}(c_i, d_i) \) is a polyhedron.

12. \( \mathcal{Z}(c, L) := \{ x \in \mathbb{R}^n | x = c + L z, z \in \mathbb{B}_\infty^m \} = \bigoplus_{j=1}^q \{ \sum_{i=1}^j (\pm j, |j|) \leq 1 \} \oplus \{ c \} \) is a zonotope of center \( c \), obtained by affine transformation, of shape matrix \( L \in \mathbb{R}^{n \times m} \), of the unit box \( \mathcal{B}_\infty^m \), where \( m \) can be smaller, equal to or greater than \( n \). A zonotope is also a convex polyhedron with centrally symmetric faces in all dimensions.

13. The support function of a set \( S \subset \mathbb{R}^n \) is \( \rho_S : \mathbb{R}^n \to \mathbb{R}, \ x \mapsto \rho_S(x) := \sup_{u \in S} u^T x \). \( \mathcal{H}(x, \rho_S(x)) \) is the supporting hyperplane of \( S \) and \( \mathcal{S} \subset \mathcal{G}(x, \rho_S(x)) \). \( \rho_{\mathcal{E}(c, P)}(x) = c^T x + \sqrt{x^T P x} \) cf. [19].

2 PROBLEM FORMULATION

Consider the following linear discrete time system
\[ x_k = A_{k-1} x_{k-1} + B_{k-1} \tau_{k-1} + R_{k-1} w_{k-1}, \quad k \in \mathbb{N}^* \] (1a)
where \( x_0 \in \mathcal{E}(\hat{x}_0, \varsigma_0 P_0) := \mathcal{E}_0 \subset \mathbb{R}^n \) and \( w_k \in \mathcal{B}_\infty^m \), (1b)
where \( x_k \in \mathbb{R}^n \), \( \tau_k \in \mathbb{R}^l \) and \( w_k \in \mathbb{R}^m \) are resp. the unknown state vector to be estimated, a known and bounded control vector and an unobservable bounded process noise vector with unknown statistical characteristics and which size \( m := m_k \) is possibly time-varying; \( \mathcal{E}(\hat{x}_0, \varsigma_0 P_0) := \mathcal{E}_0 \) is a known ellipsoid (cf. § 1.1.10.), where \( \hat{x}_0 \in \mathbb{R}^n \) is the initial estimate of \( x_k \) at \( k = 0 \), \( P_0 \in \mathbb{R}^{n \times n} \) is a SPD matrix, \( \varsigma_0 \in \mathbb{R}_+^n \) is a scaling positive scalar (can be set to 1), the product \( \varsigma_0 P_0 \) is chosen as large as possible in \( \hat{x}_0 \) is poor; \( \mathcal{B}_\infty^m \) is the unit ball for the \( \infty \)-norm in \( \mathbb{R}^m \) (cf. § 1.1.8.); \( A_k \in \mathbb{R}^{n \times n} \) and \( B_k \in \mathbb{R}^{n \times l} \) are known state and input matrices, resp. and \( R_k \in \mathbb{R}^{n \times m} \) is the generator matrix defining the
shape of the zonotope bounding the unknown input vector $R_k w_k \in \mathcal{Z}(0, R_k)$. Now consider the output equation for the system (1):

$$F_k^T x_k = y_k, \quad y_k \in \mathbb{R}^p$$

$$y_i \leq y_k \leq \bar{y}_i, \quad i \in P_k := \{1, \ldots, p_k\},$$

where, the output matrix $F_k := \{f_{kj}\}_{j=1}^{p_k} \in \mathbb{R}^{n \times p_k}$ is time varying and so is the number of its columns, $p := p_k \in \mathbb{N}$, which can be zero sometimes (in the absence of measurements). Indeed, the measurements are available in varying amounts, at not all but only some sporadic, not a priori known, time steps $k$. Three cases can be exhaustively enumerated: 1) for some $i \in D_k \subset P_k$, both (finite and distinct) bounds are available: $y_i < \bar{y}_i$; 2) for some $i \in D_k := (G_k \cup \bar{G}_k) \subset P_k$, only one bound, either $\bar{y}_i$ (if $i \in G_k$) or $y_i$ (if $i \in \bar{G}_k$) is available, in this case, the other (unavailable) bound is considered as $\pm \infty$; 3) for some other $i \in H_k \subset P_k$, the bounds are equal: $y_i = \bar{y}_i$. The sets $D_k$, $G_k$, $\bar{G}_k$ and $H_k$ form a partition for $P_k$: $P_k = D_k \cup G_k \cup \bar{G}_k \cup H_k$. The measurement inequalities (2) can be rewritten as (→ stands for “tends to”):

$$f_k^T x_k \leq y_i \quad \text{and} \quad y_i \rightarrow -\infty \iff x_k \in G_k := \mathcal{G}(f_k, y_i), \quad i \in G_k,$$

$$f_k^T x_k \geq y_i \quad \text{and} \quad y_i \rightarrow +\infty \iff x_k \in \bar{G}_k := \mathcal{G}(-f_k, -y_i), \quad i \in \bar{G}_k,$$

$$f_k^T x_k = y_i, \quad \text{and} \quad y_i \rightarrow 0 \iff x_k \in H_k := \mathcal{H}(f_k, y_i), \quad i \in H_k,$$

$$\left| \frac{1}{y_i} f_k^T x_k - y_i \right| \leq 1 \iff x_k \in D_k := \mathcal{D} \left( \frac{1}{y_i} f_k, y_i \right), \quad \text{otherwise} (i \in D_k)$$

where $\mathcal{G}$, $\mathcal{H}$ and $\mathcal{D}$ are a halfspace, a hyperplane and a strip resp. (cf. § 1.1.1.1.). The linear inequality constraint on the state vector of the form (3a) (resp. (3b)) stands for a measurement corrupted by an error whose only upper (resp. lower) bound is known; the linear equality constraint on the state vector (3c) represent a noiseless output; as for (3e), it acts as a measurement that is affected by a bounded noise. All these three categories of outputs can obviously coexist, i.e., occur at the same time-step $k$.

**Remark 2.1** The output equation (2) can be derived from the one with measurements vector: $z_k = C_k^T x_k + v_k$, subject to a noise vector belonging to a polyhedron:

$$v_k \in \mathcal{P}(C_k - \bar{C}_k, [-d_k^T, -d_k^T]^T) \subset \mathbb{R}^{2p},$$

where $\bar{y}_k := [\bar{y}_{k_1}, \ldots, \bar{y}_{k_p}]^T = d_k - C_k^T z_k$, $y_k := [y_{k_1}, \ldots, y_{k_p}]^T = d_k - C_k^T z_k$ and $F_k = -G_k C_k$.

**Assumptions 2.1** From now on, we assume that

1. all known matrices and vectors intervening in (1) and (3), as well as the SPD $P_0$ and $\varnothing \in \mathbb{R}^n_+$ are bounded;

2. all the columns of all the matrices intervening in (1) and those of $F_k$, if any, are nonzero;

3. the matrix $F := \{f_{kk}\}_{k \in \mathcal{K}}$, intervening in (3c), has full column rank (thus avoiding contradictory constraints leading to an empty set);

---
Aims 2.2 We are intending here to design an estimator $\hat{x}_k$ for the state vector $x_k$ of the system (1)-(2), such that,

1. a set (ellipsoid $E_k$ of center $\hat{x}_k$) containing all possible values of the true state vector $x_k$ is quantified, at each time step $k \in \mathbb{N}^*$ (standard requirement for a set-membership approach);

2. the state estimate vector $\hat{x}_k$ is acceptable, i.e., it belongs to all the sets defined in (3).

3. under some conditions, the estimator $\hat{x}_k$ is ISS, (Input-to-State Stable, cf. Theorem 5.2). This is one of the distinguishing features of the algorithm designed here.

The other distinguishing feature is that, unlike the other set-membership techniques, such as those using exclusively intervals, zonotopes or polytopes, the one detailed here delivers an optimal (w.r.t. some chosen criteria) set, without any conservatism. Since the only measured information about the true state vector $x_k$ consists in its belonging to the sets defined in (3), there is no better estimate than the one that belongs to these sets. But such an estimator is not unique and is not necessarily stable so the most suitable one will be chosen among the set of all possible estimators by optimizing a given cost-function.

Let $E_k := E(\hat{x}_k, \varsigma_k P_k)$ be the ellipsoid containing all possible values of the true state vector $x_k$. Please note that the singular values of the shape matrix $\varsigma_k P_k$ correspond to the semi-lengths of its axes, whose directions are defined by the associated–orthogonal since $P_k$ is symmetric–eigenvectors. The parameter $\varsigma_k$ is used to model the possibly non-monotonic part of the shape matrix of the ellipsoid $E_k$, during the measurement correction stage, since the matrix $P_k$ is decreasing then. It can be seen as the upper bound on a squared weighted estimation error norm, $(x_k - \hat{x}_k)^T P_k (x_k - \hat{x}_k)$. In what follows, we have to determine the progression law for the ellipsoid $E_k$ (and thence for the state estimate vector $\hat{x}_k$) such that the aims i.–iii. are fulfilled.

### 3 Time update (prediction stage)

In the two first paragraphs of this subsection, useful tools are established in view of the development of the prediction algorithm in § 3.3.

#### 3.1 Minkowski sum of an ellipsoid and a line segment

The lemma below gives the parameterized family of ellipsoids, $E_\oplus(\mu)$, that contains the Minkowski sum of the ellipsoid $A\mathcal{E} := \{y \in \mathbb{R}^n | y = Ax, \; x \in \mathcal{E}\}$, on one hand and the segment $Z(u, rr^T)$, on the other.

**Lemma 3.1** Let $c, u, r \in \mathbb{R}^n$, with $r \neq 0_n$, $A \in \mathbb{R}^{n \times n}$ and $P \in \mathbb{R}^{n \times n}$ SPSD. For any $x \in \mathcal{E} := \mathcal{E}(c, \varsigma P), \; w \in Z(u, r)$ and for any $\mu \in \mathbb{R}_+^*$,

\[
Ax + w \in A\mathcal{E}(c, P) \oplus \mathcal{E}(u, rr^T) \subset E_\oplus(\mu) := \mathcal{E}(c_\oplus, \varsigma P_\oplus(\mu)),
\]

where

\[
c_\oplus := Ac + u,
\]

\[
P_\oplus(\mu) := (1 + \mu)Q + \frac{1 + \mu}{\varsigma^2} rr^T, \quad \text{where} \; Q := APA^T.
\]
Proof. cf. Appendix A.1.

µ is a positive scalar parameter, chosen in such a way as to minimize the size of \( \mathcal{E}_\oplus(\mu) \), as detailed in the next paragraph.

3.2 Optimal values for the parameter µ

Now, the most telling two measures of the size of an ellipsoid, i.e., the volume and the SSAL (sum of the squared axes lengths) will be minimized. Since the eigenvalues of \( \xi P_\oplus(\mu) \) are the squared semi-axes lengths of \( \mathcal{E}_\oplus(\mu) \), the former is proportional to their product, i.e., to \( |\xi P_\oplus(\mu)| \) and the latter is equal to \( \xi \text{tr}(P_\oplus(\mu)) \).

3.2.1 Pseudo-volume minimization

The equality constraints on the state vector, introduced by the measurements \( i \in \mathcal{H}_k \) and resulting in the intersection of the state ellipsoid \( \mathcal{E}_k \) with hyperplanes (studied in § 4.4), causes the ellipsoid's shape matrix \( P_k \) to loose rank during the correction stage, ensuing in its dimension reduction by zeroing some axes lengths and, therefore, bestowing this ellipsoid a zero volume. Thereupon, we shall introduce a generalized volume, the pseudo-volume of an ellipsoid, when its usual volume can be zero. Let us first recall that if \( P \in \mathbb{R}^{n \times n} \) is SPD, then the usual volume of an ellipsoid is \( \text{vol}\left(\mathcal{E}(c, P)\right) = \frac{2\pi^{\frac{n}{2}}}{n\Gamma(\frac{n}{2})} |P| \), where \( |P| \) is the usual determinant of \( P \) and \( \Gamma \) denotes the \( \Gamma \)-function [20].

Definition 3.1 For any SPSD matrix \( P \) and any \( c \in \mathbb{R}^n \), the pseudo-volume of the ellipsoid \( \mathcal{E}(c, P) \) is proportional to the determinant of \( P \):

\[
\text{vol}_q(\mathcal{E}(c, P)) := \text{vol}(\mathcal{B}_q^n)|P|_q, \quad \text{where } \text{vol}(\mathcal{B}_q^n) = \frac{\pi^\frac{n}{2}}{\Gamma(\frac{n}{2} + 1)},
\]

where \( q := \text{rank}(P) \) and \( |P|_q = \lim_{t \to 0} \frac{|P + tI_n|}{t^{n-q}} \) is the pseudo-determinant of the matrix \( P \), i.e., the product of all its nonzero singular values. The pseudo-volume of \( \mathcal{E}(c, P) \) is nothing else than the volume of the projection of \( \mathcal{E}(c, P) \) onto \( \mathcal{R}(P) \).

Proposition 3.2 Let \( Q_+ := b((Q + ar)^T), a, b \in \mathbb{R}^n_+ \); then

i. \( q_+ := \text{rank}(Q_+) = \begin{cases} q := \text{rank}(Q), & \text{if } v = 0_n, \\ q + 1, & \text{otherwise}. \end{cases} \) (6a)

ii. \( |Q_+|_q = \begin{cases} b^T |Q|_q(1 + ar)^T u, & \text{if } v = 0_n; \\ b^{q+1} |Q|_q v^T v, & \text{otherwise}; \end{cases} \) (6b)

where \( u := Q^1 \mathbf{r} \) and \( v := (I_n - QQ^1) \mathbf{r} \). (6c)

Proof. cf. Appendix A.2.

Theorem 3.3 \( \mathcal{E}_\oplus(\mu) \) defined in (4) has the minimum pseudo-volume if

\[
\mu := \mu_v := \arg \min_{\mu \in \mathbb{R}_+^*} \text{vol}_q(\mathcal{E}_\oplus(\mu)):
\]

\[
\mu_v := \begin{cases} \frac{1}{2q} \sqrt{(q - 1)^2 h^2 + 4qh - \frac{q-1}{q^2} h^2}, & \text{if } v = 0_n, \\ \frac{1}{2q}, & \text{otherwise}; \end{cases} \quad \text{if } \mathbf{u} = 0_n,
\]

where \( \mathbf{u} \) and \( \mathbf{v} \) are defined in (6c), \( q := \text{rank}(Q) \) and \( h := \lambda^{-1} r^T \mathbf{u} \). (7b)
Proof. cf. Appendix A.3. 

Noticing that the minimization of the volume of $E_\oplus(\mu)$ requires the computation of the pseudo-inverse, the result hereafter will serve to express $P_\oplus(\mu)^T$ by means of $Q^T$, allowing to deduce it recursively, without the need to compute it anew at each step.

**Proposition 3.4** Let $Q_+ := b(Q + a r r^T)$, $a \in \mathbb{R}_+^*$; then

$$Q_+^T = \frac{1}{a}(Q^T + \Delta), \text{ with } \Delta := \begin{cases} \frac{1}{a}ru^T - uu^T - vv^T, & \text{if } v \neq 0_n; \\ \frac{1}{a}uu^T, & \text{otherwise}; \end{cases}$$

where $c := \frac{1+a r^T Q^T r}{a}$ and $u$ and $v$ are defined in (6c).

Proof. (6) can be obtained by applying Thm 1 and Thm 3 of [21].

### 3.2.2 SSAL minimization

As for the minimization of the sum of the squared axes lengths of the ellipsoid, a.k.a. the trace criterion, it is given directly by the following theorem ensuing from the literature, where ssal $(E, \varsigma P) := \varsigma \tr(P)$.

**Theorem 3.5** ([10]) $E_\oplus(\mu)$ defined in (4) has the minimum SSAL if $\mu = \mu_\ast$:

$$\mu_\ast := \arg \min_{\mu \in \mathbb{R}_+^m} \text{ssal}(E_\oplus(\mu)) = \arg \min_{\mu \in \mathbb{R}_+^m} \tr(P_\oplus(\mu)) = \sqrt{\varsigma \tr(APA^T)}.$$ (9)

### 3.3 The time update algorithm

Let $E_{k+1/k} := E(\hat{x}_{k+1/k}, s_k P_{k+1/k})$ be the ellipsoid containing the “reachable set” of every possible value of $x_k \in E_k := E(\hat{x}_k, s_k P_k)$ that evolves according to the plant dynamics eq. (1a), subject to (1b). The following theorem gives the parametrized family of ellipsoids $E_{k+1/k}$ (of parameter $\mu$) that contains $A_k E_k \oplus \mathcal{Z}(0_n, R_k)$.

**Theorem 3.6** (Prediction stage) If $x_k \in E_k := E(\hat{x}_k, s_k P_k)$ and $x_k$ obeys to (1), then $\forall \mu := (\mu_1, \ldots, \mu_m)^T \in [0, +\infty[^m$, $x_{k+1} \in E(\hat{x}_{k+1/k}, s_k P_{k+1/k}) := E_{k+1/k} := E_{k+1/k}$, where

$$E_{k+1/k} := E(\hat{x}_{k+1/k}, s_k Q_i) \supseteq E_{k+1/k-1} \oplus \mathcal{Z}(0_n, r_k r_k^T),$$ (10a)

where

- $\hat{x}_{k+1/k} := A_k \hat{x}_k + B_k \tau_k,$
- $P_{k+1/k} := Q_m,$
- $Q_0 := A_k P_k A_k^T,$
- $Q_i := (1 + \mu_i) \left(Q_{i-1} + \frac{1}{\mu_i} r_k r_k^T\right), \forall i \in \{1, \ldots, m\};$ (10c) (10d) (10e)

$r_k$ (the $i$th column of $R_k$) being the generator vector of the zonotope containing all possible values of the process noise $R_k w_k$.

Proof. cf. Appendix A.4. 

Now, the results of § 3.2 are employed in order to express the optimal predicted ellipsoid $E_{k+1/k-1}$ according to the volume and trace criterion respectively.
3.3.1 Pseudo-volume minimization

Theorem 3.7 \( \mathcal{E}_{k+1/k} \) (cf. Thm 3.6) has the minimum pseudo-volume if and only if \( \mu_i := \arg \min_{\mu_i \in \mathbb{R}^+} |Q_i|_1 = \mu_v \), given by (7a), where

\[
q := \kappa_{i-1}, \ h := \kappa_{i}^{-1} r_k^T u, \ u := \Theta_{i-1} r_k, \ v := r_k - Q_{i-1} u, \quad (11a)
\]

\[
\kappa_i := \begin{cases} 
\kappa_{i-1}, & \text{if } v = 0, \\
\kappa_{i-1} + 1 & \text{otherwise;}
\end{cases} \quad (11b)
\]

\[
\kappa_0 := \begin{cases} 
q_k, & \text{if } \text{rank}(A_k) = n; \\
\text{rank}(Q_0), & \text{otherwise;}
\end{cases} \quad (11c)
\]

where \( q_k := \text{rank}(P_k) \) (cf. (26q)); \( \kappa_i := \text{rank}(Q_{i-1}) \), \( q_{k+1/k} := \kappa_m \) and \( \Theta_i := Q_i^+ \) :

\[
\Theta_i := \frac{1}{1+\mu_i} (\Theta_{i-1} + \Delta_i), \ i \in \{1, \ldots, m\}, \quad (11d)
\]

\[
\Theta_0 := Q_0^+ = (A_k P_k A_k^T)^+, \quad (11e)
\]

with \( \Delta_i = \Delta \) given in (8a), where \( r := r_k \) and \( c := \varsigma_k \mu_i + r_k^T u \). \( (11f)\)

Proof. Direct consequence of Thm 3.3 and Proposition 3.4.

Algorithm 1 resumes the last two theorems and computes \( \mathcal{E}_{k+1/k} \) from \( \mathcal{E}_k \), where \( \mathcal{Q} \leftarrow P_k, \mathcal{G} \leftarrow \varsigma_k, \mathcal{Q} \leftarrow \varsigma_k, P \leftarrow P_k, \mathcal{B} \leftarrow \varsigma_k \), \( q \leftarrow q_k, A \leftarrow A_k, B \leftarrow B_k, \tau \leftarrow \tau_k, j = 1, m, \tau \leftarrow \tau_k \) and \( m \leftarrow m_k \).

Algorithm 1 Computation of the minimal pseudo-volume predicted ellipsoid

Input: \( x, P, \varsigma, q, A, B, r_1 \cdots r_m, \tau, m \)

Output: \( x, P, q \)

1: \( Q := APA^T \); {cf. (10d)}
2: \( \Theta := Q^+ \); {cf. (11e)}
3: \( q := \text{rank}(Q) \); {this line can be skipped if rank\((A_k) = n \); cf. (11c)}
4: for \( i = 1, \ldots, m \) do
5: \( u := \Theta r_i; v := r_i - Q u \); {cf. (11a)}
6: if \( v = 0 \) then
7: \( h := r_k^T u; \mu := \frac{1}{2q} \sqrt{(q - 1)^2 h^2 + 4qh - \frac{q-1}{2q}} h \); {cf. (11a), (7a) resp.}
8: \( \Delta := -\frac{1}{\sqrt{\mu+r_k^T u}} uu^T \); {cf. (11f) and (8a)}
9: else
10: \( \mu := \frac{1}{q}; \) {cf. (7a)}
11: \( q \leftarrow q + 1 \); {cf. (11c)}
12: \( V := uu^T \);
13: \( \Delta := \frac{1}{|r_j|} \left( \frac{\sqrt{\mu+r_k^T u}}{|r_j|} uu^T - V - V^T \right) \); {cf. (11f) and (8a)}
14: end if{cf. (7a)}
15: \( Q := (1+\mu)(Q + \frac{1}{\mu} r_j r_j^T) \); {cf. (10e)}
16: \( \Theta := (1+\mu)^{-1}(\Theta + \Delta) \); {cf. (11d)}
17: end for
18: \( x \leftarrow Ax + B \tau \) {cf. (10b)}; \( P \leftarrow Q \) {cf. (10c)};

Remark 3.1 It is worth noting that the volume minimization problem \( \arg \min_{\mu_i} |Q_i|_1 \) has an explicit solution here. If the unknown input vector was bounded by an ellipsoid, as was the case in \([10, 12, 14, 22]\), rather than by an
∞-norm bounded set, such as a zonotope, μ would be the unique positive root of an n-order polynomial. Nevertheless, considering that the pseudo-inverse of a n × n matrix is needed at each time step k, in line with (11e), the trace minimization is more appealing, at least from the computational point of view.

3.3.2 Sum of the squared axes’ lengths minimization

Theorem 3.8 \( \mathcal{E}_{k+1/k} \) defined in Thm 3.6 has the minimum SSAL, if and only if \( \mu := \arg \min_{\mu \in \mathbb{R}} \text{ssal} \left( \mathcal{E}_{k+1/k} \right) = \mu_s, \)

where \( \mu_s := \arg \min_{\mu \in \mathbb{R}} \text{tr} (Q_i) = \sqrt{r_k^T r_k} / s_k \text{tr} (Q_{i-1}) \), \( i \in \{1, \cdots, m\}, \)

and the recursive formula (10c)-(10e) becomes:

\[
P_{k+1/k} = (1 + \frac{\varpi}{\theta}) (Q_0 + \frac{2}{\varpi} M_k), \\
\varpi := \frac{1}{\|r_k\|} \|r_k\|^2 r_k T_k r_k = R_k \text{Diag} \left( \frac{1}{\|r_k\|} \right) \sum_{i=1}^m R_k^T, \\
\theta := \sqrt{s_k \text{tr} (Q_0)} \text{ and } Q_0 \text{ given in (10d)},
\]

Proof. cf. Appendix A.5.

Algorithm 2 computes the value of \( \mu_s \) given in Thm 3.8.

Algorithm 2 Computation of the minimal SSAL predicted ellipsoid

Input: \( x, P, \zeta, A, B, r_1 \cdots r_m, \tau, m \)

Output: \( x, P \)

1. \( Q := APA^T; \text{ cf. (10d)} \)
2. \( \theta := \sqrt{\zeta \text{tr} (Q)}; \text{ cf. (13b)} \)
3. \( \varpi := 0; \)
4. \( M := 0_{n \times n}; \)
5. for \( i = 1, \cdots, m \) do
6. \( \epsilon := \|r_i\|; \)
7. \( \varpi \leftarrow \varpi + \epsilon; \)
8. \( M \leftarrow M + \frac{1}{\epsilon} r_i r_i T; \)
9. end for
10. \( x \leftarrow Ax + B\tau \{ (10b) \}; P \leftarrow (1 + \frac{\varpi}{\theta}) (Q + \frac{2}{\varpi} M) \{ (13a) \}; \)

Remark 3.2 When minimizing the SSAL of \( \mathcal{E}_{k/k-1} \), there is no need to compute the \( m_k \) intermediate values of neither \( Q_i \), nor \( \mu_s \) given by the recursive formulae (10c)-(10e) and (12). \( P_{k/k-1} \) can be computed directly using (13) instead. Notice also that all \( \|r_k\| \) are nonzero thanks to the assumption 2.

Remark 3.3 It is possible to minimize the weighted sum of the squared axes lengths of \( \mathcal{E}_{k+1/k} \): \( \text{tr} (CP_{k+1/k} C^T) \), for any \( C \in \mathbb{R}^{n_C \times n} \), \( n_C \in \mathbb{N}^* \). In this case, instead of (12), the optimal value for \( \mu \) would be \( \mu_s := \mu_s := [\mu_{s_1}, \cdots, \mu_{s_m}], \)

where

\[
\mu_{s_i} := \sqrt{r_k^T C^T C r_k} / s_k \text{tr} (Q_{i-1}) \text{, } i \in \{1, \cdots, m\}, \]
and the equations (13c) would be replaced by

\[ z := \sum_{i=1}^{m} ||Cr_k|| \text{ and } M_k := \sum_{i=1}^{m} ||Cr_k||^{-1}Cr_kr_k^TCT. \]  

(14b)

Given the ellipsoid \( E_k \) at the time step \( k \), Thm 3.6 provides the predicted ellipsoid \( E_{k+1/k} \), whose center is given by (10b) and whose shape matrix is given, up to the factor \( \varsigma_k \), by the recursive formulae (10c)-(10e), which depends on \( \mu \). Thms 3.7 and 3.8 offer the optimal values for this parameter according to two cost functions, whose choice is left to the reader.

Discussions on how to choose the parameters \( \mu \) to achieve more optimality conditions for the ellipsoid bounding the reachable set for continuous-time systems are proposed in [13] and [23]. See also survey books [19], [11] for a more complete overview.

4 Measurement update (correction stage)

The dynamic state evolution equation (1) allowed to compute the predicted ellipsoid \( E_{k/k-1} \) which contains all possible values of the state vector \( x_k \) taking into account all the measurements up to time step \( k - 1 \) if any. Now, let us recall the other sets containing \( x_k \), obtained from the measurements:

\[ \bigcap_{i \in G_k} G_ki =: P_k =: P_{G_k}([f_{ki}], [y_{ki}], i \in G_k), \]  

(16)

\[ \bigcap_{i \in D_k} D_ki =: Z_k =: Z_{D_k}([f_{ki}], [y_{ki}], i \in G_k). \]  

(17)

The correction stage consists in performing the intersection between \( E_{k/k-1} \) and the set (15), allowing to find \( E_k \supset S_k \) in light of the current measurements, where

\[
S_k := \bigg( \big( E_{k/k-1} \cap \bigcap_{i \in G_k} G_ki \big) \cap \bigcap_{i \in D_k} D_ki \bigg) \cap \bigcap_{i \in \mathcal{N}_k} H_ki,
\]

(18)

It will be shown that this intersection is the one between \( E_{k/k-1} \) and the possibly degenerate (if \( \mathcal{N}_k \neq \emptyset \)) zonotope. It does not result in an ellipsoid in general and has to be circumscribed by such a set, which is the subject of the upcoming paragraphs. We shall begin by working on the intersection \( E_{k/k-1} \cap \mathcal{G}_k \) in § 4.1. Secondly, we’ll be dealing with the intersection between an ellipsoid and a strip in order to carry out the set obtained in § 4.1 and intersecting it with \( \bigcap_{i \in \mathcal{N}_k} D_ki \); § 4.2 provides the optimal ellipsoid overbounding this intersection. Thirdly, the intersection of an ellipsoid with a hyperplane will be presented in § 4.4, in order to handle the intersection of the previously obtained ellipsoid with \( \bigcap_{i \in \mathcal{N}_k} H_ki \).

Finally, all these results will be compiled in a unique state estimation algorithm in § 5.1.
4.1 Intersection of an ellipsoid with a halfspace

The intersection between the ellipsoid $E_{k/k-1}$ obtained in § 3 and the polyhedron $\mathcal{P}_k$ can be reformulated as the intersection of $E_{k/k-1}$ and a series of strips $\mathcal{D}_k$. To grasp this idea, take any closed convex set $S$ and a hyperplane $\mathcal{H}$ intersecting it. The intersection of $S$ with a halfspace $G$ delimited by $\mathcal{H}$ is nothing else that its intersection with the strip formed between $\mathcal{H}$ and a support hyperplane of $S$, parallel to $\mathcal{H}$ and contained in $G$. Now, if $\mathcal{H}$ doesn’t intersect $S$, the latter is either a subset of $G$ or lies outside of it, and if $\mathcal{H}$ is tangent to $S$ (being its support hyperplane), then $S$ is either again a subset of $G$ or it has only one point in common with it. In the case where $S$ is an ellipsoid and the intersecting halfspace corresponds to the constraint (3a), the theorem below provides the parameters of the intersecting strip. To obtain the intersection of an ellipsoid with the halfspace given by the constraint (3b), it suffices to replace $f$ by $-f$ and $\bar{y}$ by $y$.

**Theorem 4.1 (ellipsoid-halfspace intersec.)** Let $c \in \mathbb{R}^n$, $f \in \mathbb{R}^n \setminus \{0_n\}$, $P \in \mathbb{R}^{n \times n}$ SPD, $\varsigma \in \mathbb{R}_+^*$ and $y \in \mathbb{R}$.

If $\bar{y} < -\rho$, (case 1)

$$E(c, \varsigma P) \cap \mathcal{G}(f, \bar{y}) = \emptyset;$$

else if $\bar{y} \geq \bar{\rho}$, (case 2)

$$E(c, \varsigma P) \cap \mathcal{G}(f, \bar{y}) = E(c, \varsigma P);$$

else if $\bar{y} = -\rho$, (case 3)

$$E(c, \varsigma P) \cap \mathcal{G}(f, \bar{y}) = E(c, \varsigma P) \cap \mathcal{H}(f, -\rho) = \{c - \varsigma \frac{1}{2} (f^T P f) - \frac{1}{2} P f\};$$

else $(-\rho < \bar{y} < \bar{\rho})$, (case 4)

$$E(c, \varsigma P) \cap \mathcal{G}(f, \bar{y}) = E(c, \varsigma P) \cap \mathcal{D}(\frac{1}{\bar{\gamma}} f, y),$$

where

$$\gamma := \frac{1}{2}(\bar{y} + \rho) \text{ and } y := \frac{1}{2\bar{\gamma}}(\bar{y} - \rho)$$

$$\bar{\rho} := \rho E(c, \varsigma P)(-f) = -c^T f + \sqrt{c^T f f} \quad \text{(cf. § 1.1 13.)}$$

$$\rho := \rho E(c, \varsigma P)(f) = c^T f + \sqrt{c^T f f}. \quad \text{(19g)}$$

**Proof.** cf. Appendix B.1.

The figure 1 illustrates the above theorem in the case where $n = 3$ ($x_k \in \mathbb{R}^3$). The halfspace is depicted by the shaded region and its upper boundary is the colored hyperplane.

**Case 1:** when $\bar{y} - c^T f < -\sqrt{c^T f f}$, the ellipsoid $E(c, \varsigma P)$ is outside the halfspace $\mathcal{G}(f, \bar{y})$ and their intersection is thus empty.

**Case 2:** when $\bar{y} - c^T f > \sqrt{c^T f f}$, the ellipsoid is entirely contained in the halfspace and their intersection is nothing else than the ellipsoid $E(c, \varsigma P)$ itself.

**Case 3:** when $\bar{y} - c^T f = -\sqrt{c^T f f}$, the ellipsoid is tangent to the halfspace and the intersection is reduced to one single point given by (19c) represented by a red “o” on the figure 1- (Case 3).
Case 4: when $|\bar{y} - c^T f| < \sqrt{f^T P f}$, the intersection between the ellipsoid, $\mathcal{E}(c, \varsigma P)$ and the halfspace $\mathcal{G}(f, \bar{y})$ is the same as the intersection of this ellipsoid with a strip $\mathcal{D}(f, \bar{y})$ (dark shaded area), bounded on one hand by the hyperplane $\mathcal{H}(f, \bar{y})$ (cyan), the boundary of $\mathcal{G}(f, \bar{y})$, and on the other hand, by the support hyperplane, $\mathcal{H}(-f, -\bar{\rho})$ (violet) of the ellipsoid.

![Diagram showing four cases](image)

Figure 1: Illustration of the four cases of Theorem 4.1 for $n = 3$

4.2 Ellipsoid bounding the intersection of an ellipsoid with a strip

In the previous paragraph, we showed that the incorporation of the measurements $i \in \mathcal{G}_k$ result, as for those $i \in \mathcal{G}_k$, from the intersection of the predicted ellipsoid with a zonotope, formulated as an intersection of several strips. We need now to overbound this intersection by an ellipsoid. To begin with, the theorem below presents a family of parametrized ellipsoids (of parameter $\beta$) that contain an ellipsoidal layer, coming out of the intersection of $\mathcal{E}(c, \varsigma P)$ with the strip $\mathcal{D}(f, y)$, which can be considered–interestingly enough–as an ellipsoid unbounded in the direction orthogonal to $f$.

**Theorem 4.2 (ellips./strip inters.)** Let $c \in \mathbb{R}^n$, $\varsigma \in \mathbb{R}^*_+$, $y \in \mathbb{R}$, $P \in \mathbb{R}^{n \times n}$ SPSD and $f \in \mathbb{R}^n \setminus \{0_n\}$,  
if $y - 1 > \bar{\rho} \vee y + 1 < -\bar{\rho}$, 
then $\mathcal{D}(f, y) \cap \mathcal{E}(c, \varsigma P) = \emptyset$; 
\[(20a)\]

(cases 1)
else if \( y + 1 \geq \bar{\rho} \land y - 1 \leq -\rho \), (case 2)
\[ \mathcal{D}(f, y) \cap \mathcal{E}(e, \varsigma P) = \mathcal{E}(e, \varsigma P); \] (20b)
else if \( y = -\rho - 1 \), (case 3.a)
\[ \mathcal{D}(f, y) \cap \mathcal{E}(e, \varsigma P) = \mathcal{H}(f, -\rho) \cap \mathcal{E}(e, \varsigma P) = \{ c - \sqrt{2} (f^T P f)^{-\frac{1}{2}} P f \}; \] (20c)
else if \( y = \bar{\rho} + 1 \), (case 3.b)
\[ \mathcal{D}(f, y) \cap \mathcal{E}(e, \varsigma P) = \mathcal{H}(f, \bar{\rho}) \cap \mathcal{E}(e, \varsigma P) = \{ c + \sqrt{2} (f^T P f)^{-\frac{1}{2}} P f \}; \] (20d)
else \( -\rho < y + 1 < \bar{\rho} \land -\rho < y - 1 < \bar{\rho} \), \( \forall \beta \in [0, 1], \) (case 4)
\[ \mathcal{D}(f, y) \cap \mathcal{E}(e, \varsigma P) = \mathcal{D}(f, \bar{y}) \cap \mathcal{E}(e, \varsigma P) \subset \mathcal{E}(e_{\beta}(\beta), \varsigma_{\beta}(\beta) P_{\beta}(\beta)) =: \mathcal{E}_{\beta}, \]
(21a)
where \( \bar{f} := \frac{1}{2} f \) and \( \bar{y} := \frac{1}{2\sqrt{2}} (\bar{y} + y) = \frac{1}{2} (f^T c + \delta), \) (21b)
\[ P_{\beta}(\beta) := P - \alpha \beta P f^T P = P - \alpha \beta \varphi \varphi^T, \] (21c)
\[ e_{\beta}(\beta) := c + \alpha \beta \varphi, \] (21d)
\[ \varsigma_{\beta}(\beta) := \varsigma + \alpha \beta \left( \frac{\rho^2}{1 - \beta} - \delta^2 \right), \] (21e)
\[ \alpha := (f^T P f)^{-1} = (f^T \varphi)^{-1} \text{ and } \varphi := P f, \] (21f)
\[ \delta := \frac{1}{2} (\bar{y} + y) - f^T c = \frac{1}{2} (\bar{y} + y - \bar{\rho} + \rho), \] (21g)
\[ \gamma := \frac{1}{2} (\bar{y} - y), \] (21h)
\[ \bar{y} := \min(y + 1, \bar{\rho}) \text{ and } y := \max(y - 1, -\rho), \] (21i)
and \( \rho \) and \( \bar{\rho} \) are defined in (19f)–(19g).

**Proof.** cf. Appendix B.2.

The figure 2 illustrates the above theorem in the case where \( n = 3 \). The strip is depicted by the shaded region and its boundaries are the colored hyperplanes.

**Case 1:** when \( |y - c^T f| > \sqrt{f^T P f} + 1 \), the strip is either below (cf. fig. 2.1a) or above (cf. fig. 2.1b) with empty intersection.

**Case 2:** when \( |y - c^T f| < 1 - \sqrt{f^T P f} \), the ellipsoid is entirely contained in the strip (cf. fig. 2.2) and the intersection is the ellipsoid \( \mathcal{E}(e, \varsigma P) \) itself.

**Case 3:** when \( |y - c^T f| = \sqrt{f^T P f} + 1 \), the ellipsoid is tangent to the strip and the intersection is reduced to a single point given by (20c) (represented by a red “o” on fig. 2.3a) or (20d) (white “o” on fig. 2.3b).

**Case 4:** when \( |y + 1 - c^T f| < \sqrt{f^T P f} \) or \( |y - 1 - c^T f| < \sqrt{f^T P f} \). This case can be decomposed in three sub-cases (not appearing in the theorem):

**4.a:** if \( |y + 1 - c^T f| < \sqrt{f^T P f} \) and \( |y - 1 - c^T f| > \sqrt{f^T P f} \), meaning that the hyperplane \( \mathcal{H}(f, y + 1) \) representing the upper boundary (cyan) of the strip (the strip is depicted by all the shaded region in fig. 2.4a) intersects the ellipsoid while the lower one \( \mathcal{H}(f, y - 1) \) (magenta) does not; the strip is then reduced in width (to the new dark shaded strip) replacing the latter hyperplane by a support hyperplane (violet) of the ellipsoid, \( \mathcal{H}(f, y) \), where \( y := c^T f - \sqrt{f^T P f} \).
Figure 2: Illustration of Theorem 4.2 for \( n = 3 \)

4.b: if \(|y + 1 - c^T f| > \sqrt{f^T P f}\) and \(|y - 1 - c^T f| < \sqrt{f^T P f}\), meaning that the hyperplane \( \mathcal{H}(f, y - 1) \) (green) representing the lower boundary of the strip is intersecting the ellipsoid while the upper one \( \mathcal{H}(f, y + 1) \) (magenta) is not; the strip is then reduced in width replacing the latter by \( \mathcal{H}(f, \bar{y}) \) (yellow) where \( \bar{y} := c^T f + \sqrt{f^T P f} \).

4.c: if \(|y + 1 - c^T f| < \sqrt{f^T P f}\) and \(|y - 1 - c^T f| < \sqrt{f^T P f}\), meaning that both the hyperplanes \( \mathcal{H}(f, y - 1) \) and \( \mathcal{H}(f, y + 1) \) representing resp. the lower and upper boundaries of the strip are intersecting the ellipsoid.

After the strip is reduced, if necessary (case 4.a and 4.b), the intersection between the new strip and the ellipsoid is overbounded by a family of parametrized, function of \( \beta \), ellipsoids. The red ellipsoids depicted in 3.4a, 3.4b and 3.4c are only one possible occurrence of this family of ellipsoids for a particular value of \( \beta \) given in (22).

4.3 Optimal values for the parameter \( \beta \)

In this section, the optimal value of the weighting parameter \( \beta \) with respect to a judiciously chosen criterion will be derived.
Three optimization criteria have been used in literature for the parameter identification. The main two involve set measures on the ellipsoid and were first proposed by Fogel and Huang in their well-known pioneer paper [17], in the parameter identification framework. They gave two optimal values for the weighting parameter $\omega := \alpha \beta$ : the first minimizing the determinant of $\hat{\varsigma}(\omega) \hat{P}(\omega)$ (where $\varsigma = 1$) in Lemma B.2 and the second, its trace, thus optimizing the volume and the sum, resp., of the squared semi-axes lengths of the ellipsoid $E(\omega, \omega + \alpha)$, defined in (21). Five years later, Dasgupta and Huang, in [24], designed a modified least-squares parameter identification algorithm with a forgetting factor, where they used a weighting parameter $0 \leq \nu \leq 1$ (the forgetting factor being $1 - \nu$), which could be roughly related to the one used in [17] by $\nu = \frac{\omega}{\omega + 1}$ and they introduced a new optimization cost-function for $\nu$ based on the minimization of $\tilde{\varsigma}$. Nayeri, Deller, Liu, et al., actively studied all these aspects during the nineties [25, 26, 27, 28, 29], proposing a set-membership stochastic approximation identification algorithm and, in [18], a unified framework of the general class of optimal bounding ellipsoid (OBE) for all the methods previously cited, on the basis of the weighted least squares identification method. They focused on the volume minimization criterion, for evident reasons.

Even if the convergence of such algorithms in the particular case of unconstrained set-membership parameter identification framework$^3$ was proven for the three addressed criteria, each having its own interesting properties, when it comes to the set-membership state estimation, it is definitely an open issue.

### 4.3.1 Minimization of the worst case weighted estimation error

The optimal value of $\beta$ developed in this paragraph is obtained by minimizing some quadratic measure of the estimation error vector$^4$ in the worst noise case, embodied by $\varsigma_D$, in the manner of [14, 22], inspired by some identification algorithms [24, 30, 31].

**Theorem 4.3.1** If the case 4 of Thm 4.2 is met, where $\mathcal{E}_D(\beta)$ is given by (21), then $\varsigma_D(\beta)$ defined in (21e) satisfies

$$
\varsigma_D(\beta) = \max_{\mathbf{x} \in \mathcal{D}(\beta)} \mathcal{J}_{P_D(\beta)}(\mathbf{x} - c_D(\beta)), \text{ where } \mathcal{J}_P(\mathbf{x}) := \mathbf{x}^T P^\dagger \mathbf{x},
$$

$^3$The parameter identification can be seen, in a reductive manner, as a particular case of the state estimation where the estimated vector is supposed to be constant, i.e., $A_k = I_n$, $B_k = 0_{n,l}$ and $R_k = 0_{n,m}$ in (1a).

$^4$represented by its candidate Lyapunov function $\tilde{\varsigma}_p(\mathbf{x})$. 

Figure 3: Illustration of the case 4 Theorem 4.2 for $n = 2$
\[ \mathcal{V}_D(\beta)(x - c_D(\beta)) - \mathcal{V}_D(x - c) \leq \varsigma_D(\beta) - \varsigma = \frac{\alpha^2 \gamma^2}{1 - \beta} - \alpha \beta \delta^2. \]  

(22b)

and its minimum is achieved at

\[ \beta \varsigma := \arg \min_{\beta \in [0,1]} \varsigma_D(\beta) = \begin{cases} 1 - \gamma |\delta|^{-1}, & \text{if } |\delta| > \gamma, \\ 0, & \text{otherwise}; \end{cases} \]  

(22c)

where \( \bar{f}, \bar{y}, \alpha \) and \( \delta \) are defined in (21b), (21f) and (21g).

Furthermore, if \( |\delta| > \gamma \), then \( \varsigma_D(\beta) < \varsigma \) and \( \varsigma_D(\beta) - \varsigma = -\alpha \beta \delta^2 < 0 \), (22d)

\[ \text{vol}_1(\mathcal{E}_D(\beta)) < \text{vol}_1(\mathcal{E}(c, \varsigma P)) \text{ and } \text{ssal}_1(\mathcal{E}_D(\beta)) < \text{ssal}_1(\mathcal{E}(c, \varsigma P)). \]  

(22e)

**Proof.** cf. Appendix B.3.

The value of \( \beta \varsigma \) is resumed in Algorithm 3.

---

**Algorithm 3 Optimal value of parameter \( \beta \) minimizing \( \varsigma(\beta) \)**

**Input:** \( \gamma, \delta \) \{defined in (21)\}

**Output:** \( \beta \varsigma \)

1: if \( |\delta| > \gamma \) then
2: \( \beta \varsigma := 1 - \gamma |\delta|^{-1} \); \{cf. (22c)\};
3: else
4: \( \beta \varsigma := 0 \); \{cf. (22c)\};
5: end if

---

**Remark 4.1** The representation of the output noise vector’s bounding set as an intersection of strips, rather than as an ellipsoid, enables this optimization problem to have an analytical solution.

As for fig. 2 (case 4), the figure 4 on the right shows the (red/small) ellipsoid \( \mathcal{E}_D(\beta) \) containing the intersection of the (blue/big) ellipsoid \( \mathcal{E}(c, \varsigma P) \) with the (colored) strip \( \mathcal{D}(f, y) \), for \( \bar{\varsigma} \) given by (22c) and \( n = 2 \). It is worth noting that with this value of \( \beta \varsigma \), the center \( c_D(\beta) \), of \( \mathcal{E}_D(\beta) \) is the projection of \( c \) (the center of \( \mathcal{E}(c, \varsigma P) \)), on the hyperplane representing the nearest strip boundary, in the direction \( Pf \).

![Figure 4: \( \mathcal{E}_D(\beta) \supset \mathcal{E}(c, \varsigma P) \cap \mathcal{D}(f, y) \)](image)

4.3.2 Minimization of the ellipsoid’s volume

As already mentioned in Section 3, the ellipsoid can possibility have zero axes lengths and, therefore, a zero volume and a noninvertible shape matrix. To our knowledge, this issue was not addressed in the set-membership estimation algorithms of the literature.

The optimal value for the weighting parameter \( \beta \) intervening in (21), that minimizes the pseudo-volume \( \varsigma(\beta) \) of the ellipsoid \( \mathcal{E}_D(\beta) \), when its usual volume can be zero, is derived in what follows.
Theorem 4.3.2 If the ellipsoid $E_D(\beta)$ given by (21) of Thm 4.2, for which $q := \text{rank}(P) > 1$, then $E_D(\beta_v)$ has the minimum (pseudo-)volume, where
\[
\beta_v := \arg \min_{\beta \in [0, 1]} \text{vol}(E_D(\beta))
\]
is the unique solution of the quadratic equation $a_2\beta^2 + a_1\beta + a_0 = 0$, where
\[
\begin{align*}
a_0 &:= qa(\gamma^2 - \delta^2) - \varsigma, \\
a_1 &:= (2q + 1)\alpha\delta^2 + \varsigma - \gamma^2\alpha, \\
a_2 &:= -(q + 1)\alpha\delta^2,
\end{align*}
\]
if $a_0 < 0$; otherwise $\beta_v = 0$.
Furthermore, if $a_0 < 0$, then $\text{vol}(E_D(\beta_v)) < \text{vol}(E(c, \varsigma P))$.
\[
(23d)
\]
Proof. cf. Appendix B.4.

Algorithm 4 Optimal value of parameter $\beta$ minimizing the volume of $\tilde{E}(\beta)$

Input: $q, \alpha, \gamma, \delta, \varsigma$ {defined in (21)}
Output: $\beta_v$
1: $a_0 := qa(\gamma^2 - \delta^2) - \varsigma$; {cf. (23a)};
2: if $a_0 \geq 0$ then
3: $\beta_v := 0$;
4: else
5: $a_1 := (2q + 1)\alpha\delta^2 + \varsigma - \gamma^2\alpha$; {cf. (23b)};
6: $a_2 := -(q + 1)\alpha\delta^2$; {cf. (23c)};
7: $\beta_v := \frac{-a_1 + \sqrt{a_1^2 - 4a_0a_2}}{2a_2}$;
8: end if

4.3.3 Minimization of the sum of the squared axes’ lengths

Theorem 4.3.3 If the ellipsoid $E_D(\beta)$ is given by (21) of Thm 4.2, then $E_D(\beta_s)$ has the minimum SSAL, where
\[
\beta_s := \arg \min_{\beta \in [0, 1]} \text{tr}(\varsigma_D(\beta)P_D(\beta))
\]
is the unique positive solution to the cubic equation $b_3\beta^3 + b_2\beta^2 + b_1\beta + b_0 := 0$,
\[
(24a)
\]
if $b_0 < 0$; $\beta_s = 0$ otherwise; where
\[
\begin{align*}
b_0 &:= \nu\varsigma - \tau(\delta^2 - \gamma^2), \\
b_1 &:= 2(\tau\delta^2 - \nu\varsigma + \alpha\nu(\delta^2 - \gamma^2)), \\
b_2 &:= \nu\varsigma - \tau\delta^2 + \alpha\nu(\gamma^2 - 4\delta^2), \\
b_3 &:= 2\alpha\nu\delta^2.
\end{align*}
\]
Furthermore, if $b_0 < 0$, then $\text{ssal}(E_D(\beta_s)) < \text{ssal}(E(c, \varsigma P))$.
\[
(24f)
\]
Proof. cf. Appendix B.5.

The computation of $\beta_s$ is elaborated in Algorithm 5.
Algorithm 5 Optimal value of the parameter $\beta$ minimizing the SSAL of $\tilde{E}(\beta)$

**Input:** $P$, $\alpha$, $\gamma$, $\delta$, $\varsigma$, $\varphi$ \{defined in (21)\}

**Output:** $\beta_\varsigma$

1: $\tau := \text{tr}(P)$; $\nu := \varphi^T \varphi$; 
2: $b_0 := \nu \varsigma - \tau (\delta^2 - \gamma^2)$; 
3: if $b_0 \geq 0$, then 
4: $\beta_\varsigma := 0$; 
5: else 
6: $b_1 := 2 (\tau \delta^2 - \nu \varsigma + \alpha \nu (\delta^2 - \gamma^2))$; 
7: $b_2 := \nu \varsigma - \tau \delta^2 + \alpha \nu (\gamma^2 - 4 \delta^2)$; $b_3 := 2 \alpha \nu \delta^2$; 
8: $s := \frac{b_1}{\nu \varsigma} - \frac{b_2}{\delta^2}$; $t := \frac{b_2}{\nu \varsigma} - \frac{b_1 b_2}{3 \delta^4} + \frac{2 \alpha}{3 \nu \varsigma}$; 
9: $u := \left(\frac{3}{\nu \varsigma}\right)^3 + \left(\frac{1}{\delta^2}\right)^2$; $v := \sqrt{\frac{1}{\nu \varsigma} + \sqrt{u}}$; $w := \sqrt{-\frac{1}{\nu \varsigma} - \sqrt{u}}$; 
10: $\tilde{\beta}_1 := v + w$; $\tilde{\beta}_2 := \omega v + \omega_s w$; $\tilde{\beta}_3 := \omega_s v + \omega w$; 
11: $\beta_i := \tilde{\beta}_i - \frac{b_1}{b_3}$; $\beta_2 := \tilde{\beta}_2 - \frac{b_2}{b_3}$; $\beta_3 := \beta_3 - \frac{b_3}{b_3}$; 
12: $\beta_i := \beta_i$, $i \in \{1, 2, 3\}$, s.t. $\beta_i \in \mathbb{R}_+^*$. 
end if

4.4 Intersection of an ellipsoid with a hyperplane

In this paragraph, the equality-type constraint (3c) is examined. This constraint on the state vector can be also viewed as a noiseless measurement, a.k.a. pseudo-measurement and results in the intersection of the state bounding ellipsoid with the hyperplane representing the measurement. This intersection leads to a degenerate ellipsoid, whose shape matrix loses one rank with each intersecting (not parallel and not containing) hyperplane.

The theorem below gives the expression of thusly obtained ellipsoid.

**Theorem 4.4 (ellips./hyperplane inter.)** Let $c \in \mathbb{R}^n$, $P \in \mathbb{R}^{n \times n}$ SPSD, $\varsigma \in \mathbb{R}_+^*$, $f \in \mathbb{R}^n \setminus \{0_n\}$ and $y \in \mathbb{R}$, if $y > \rho \lor y < -\rho$, (case 1)

$$\mathcal{E}(c, \varsigma P) \cap \mathcal{H}(f, y) = \emptyset;$$

else if $y = \rho = -\rho$, (case 2)

$$\mathcal{E}(c, \varsigma P) \cap \mathcal{H}(f, y) = \mathcal{E}(c, \varsigma P);$$

else if $y = -\rho$, (case 3a)

$$\mathcal{E}(c, \varsigma P) \cap \mathcal{H}(f, y) = \{c - \varsigma \frac{1}{2} (f^T P f)^{-\frac{1}{2}} P f\};$$

else if $y = \rho$, (case 3b)

$$\mathcal{E}(c, \varsigma P) \cap \mathcal{H}(f, y) = \{c + \varsigma \frac{1}{2} (f^T P f)^{-\frac{1}{2}} P f\};$$

otherwise (if $-\rho < y < \rho$) (case 4)

$$\mathcal{E}(c, \varsigma P) \cap \mathcal{H}(f, y) = \mathcal{E}_H := \mathcal{E}(c_H, \varsigma_H P_H),$$

where

$$c_H := c + \alpha \delta P f,$$

$$P_H := P - \alpha P f f^T P,$$

$$\varsigma_H := \varsigma - \alpha \delta^2,$$
\[ \delta := y - f^T c \]  

and where \( \alpha, \bar{\rho} \) and \( \bar{\rho} \) are defined in (21f), (19f) and (19g) resp.

**Proof.** cf. Appendix B.6.

The figure 5 is self-explanatory. It is plain to see that the intersection of a three-dimensional ellipsoid with an intersecting non parallel and non containing hyperplane is a degenerate ellipsoid (cf. the blue ellipse in fig. 4) and the good news is that there is no need to circumscribe it by another one, as it is done in case of intersection with strip or halfspace. Please note that the case 2 happens only when the ellipsoid \( \mathcal{E}(\mathbf{c}, \varsigma \mathbf{P}) \) is already degenerate and contained in the hyperplane \( \mathcal{H}(\mathbf{f}, y) \), meaning that \( y = \mathbf{c}^T \mathbf{f} \) and that \( \mathbf{f} \in \text{Ker}(\mathbf{P}) \).

\[ \begin{align*}
(1a): & \quad y - \mathbf{c}^T \mathbf{f} > \sqrt{\varsigma \mathbf{f}^T \mathbf{P} \mathbf{f}} \\
(1b): & \quad y - \mathbf{c}^T \mathbf{f} < -\sqrt{\varsigma \mathbf{f}^T \mathbf{P} \mathbf{f}} \\
(2): & \quad y - \mathbf{c}^T \mathbf{f} = -\sqrt{\varsigma \mathbf{f}^T \mathbf{P} \mathbf{f}} = 0 \\
(3a): & \quad y - \mathbf{c}^T \mathbf{f} = \sqrt{\varsigma \mathbf{f}^T \mathbf{P} \mathbf{f}} \\
(3b): & \quad y - \mathbf{c}^T \mathbf{f} = \sqrt{\varsigma \mathbf{f}^T \mathbf{P} \mathbf{f}} \\
(4): & \quad |y - \mathbf{c}^T \mathbf{f}| < \sqrt{\varsigma \mathbf{f}^T \mathbf{P} \mathbf{f}}
\end{align*} \]

Figure 5: Illustration of the four cases of Theorem 4.4 for \( n = 3 \)

### 4.5 The output update algorithm

Hereafter, the measurement update part of the state estimation algorithm is summarized. All the variables are depending on the time step \( k \) even if the subscript \( k \) was skipped on some of them.

**Theorem 4.5 (Correction stage)** If \( \mathbf{x}_k \in \mathcal{E}_{k/k-1} := \mathcal{E}(\mathbf{x}_{k-1}, \varsigma_{k-1} \mathbf{P}_{k-1}) \) satisfying (3), then

\[ \forall \beta^* \in [0, 1], \; \mathbf{x}_k \in \mathcal{E}_k := \mathcal{E}(\mathbf{x}_k, \varsigma_k \mathbf{P}_k), \; (\text{cf. (18)}), \] where

\[ \mathcal{E}_k := \mathcal{E}_{k/k-1}, \quad \forall k \notin \mathcal{K} \; (\text{i.e.} \; p_k = 0) \text{ and} \]

\[ \mathbf{k} := \mathbf{z}_p, \quad P_k := \Pi_p, \quad \varsigma_k := \sigma_p, \quad q_k := \kappa_p, \quad \forall k \in \mathcal{K} \text{ and for } i \in \{1, \ldots, p\}: \]

\[ \Pi_i := \Pi_{i-1} - \alpha_i \beta_i \mathbf{\varphi}_i \mathbf{\varphi}_i^T, \]

\[ z_i := z_{i-1} + \alpha_i \beta_i \delta_i \mathbf{\varphi}_i, \]

\[ (26a), (26b), (26c), (26d), (26e) \]
\[ \sigma_i := \begin{cases} \sigma_{i-1} - \alpha_i \beta_i^2 \delta_i, & \text{if } (y_i = \bar{y}_i \land -p_i \neq \tilde{p}_i) \lor \beta^* = \beta_i; \\ \sigma_{i-1} + \alpha_i \beta_i \left( \frac{\kappa_i}{1-P_i} - \delta_i^2 \right), & \text{otherwise}; \end{cases} \]  

(26f)

\[ \Pi_0 := \bar{P}_{k/k-1}, z_0 := \bar{x}_{k/k-1} \quad \text{and} \quad \sigma_0 := \kappa_{k-1}. \]  

(26g)

with \( \kappa_0 := q_{k/k-1} \) computed at the prediction stage, in (11c) (line 11 of Algorithm 1) and \( q_k := \text{rank}(P_k) := \kappa_m; \)

\[ \alpha_i := \begin{cases} \theta_i^{-1}, & \text{if } \eta_i \neq 0, \\ 0, & \text{otherwise}; \end{cases} \]  

(26h)

\[ \beta_i := \begin{cases} 1, & \text{if } y_i = \bar{y}_i \land -p_i \neq \tilde{p}_i, (i \in \mathcal{H}_k), \\ \beta^*, & \text{else if } -p_i < y_i \lor \bar{y}_i < \tilde{p}_i, (i \in \mathcal{D}_k \cup \mathcal{G}_k) \\ 0, & \text{otherwise}; \end{cases} \]  

(26i)

\[ \delta_i := \gamma_i y_i - \frac{1}{2} (\tilde{p}_i - p_i), \quad y_{ki} := \frac{1}{2\gamma_i} (\bar{y}_i + y_i), \]  

(26j)

\[ \gamma_i := \frac{1}{2} (\bar{y}_i - y_i), \]  

(26k)

\[ \theta_i := f_k^T \varphi_i, \]  

(26l)

\[ \varphi_i := \Pi_{i-1} f_{ki}, \]  

(26m)

\[ \hat{p}_i := \eta_i + f_k^T z_{i-1} \quad \text{and} \quad \rho_i := 2\eta_i - \hat{p}_i, \]  

(26n)

\[ \eta_i := (\sigma_{i-1} \theta_i)^{\frac{1}{2}}; \]  

(26o)

\[ \bar{y}_i := \min(\bar{y}_i, \rho_i) \quad \text{and} \quad y_i := \max(y_i, -\rho_i), \quad i \in \{1, \ldots, p\}. \]  

(26p)

and, if \( \mathcal{E}_{k/k-1} \) is computed according to Thms 3.6 and 3.7 by (10)-(11), then

\[ \kappa_i := \text{rank}(\Pi_i) := \begin{cases} \kappa_{i-1} - 1, & \text{if } y_i = \bar{y}_i \land -p_i \neq \tilde{p}_i \land \alpha_i \neq 0, \\ \kappa_{i-1}, & \text{otherwise}. \end{cases} \]  

(26q)

Furthermore, if \( \beta^* = \beta_i \), then \( \forall_{\bar{x}_k} (x - \bar{x}_k) \) (cf. (22a)) is minimized;

if \( \beta^* = \beta_k \), then \( \mathcal{E}_k \) has a minimum pseudo-volume;

and if \( \beta^* = \beta_s \), then \( \mathcal{E}_k \) has a minimum SSAL; where \( \beta_i, \beta_v \) and \( \beta_s \), are given resp. by Thm 4.3.3 - Alg. 5, Thm 4.3.2 - Alg. 4 and (22c) - Alg. 3; where \( \alpha = \alpha_i, \quad \gamma := \gamma_i, \quad \delta := \delta_i, \quad \varsigma := \sigma_{i-1}, \quad \varphi := \varphi_i, \quad P := \Pi_{i-1} \) and \( q := \kappa_{i-1}. \)

**Proof.** cf. Appendix B.7.

The correction stage described in Thm 4.5 is resumed in Algorithm 6 and \( \mathcal{E}_k \) is computed from \( \mathcal{E}_{k/k-1}. \)

**Remark 4.2** The strip reduction at eq. (26p) (line 7 of Algo. 6) significantly lowers the resulting ellipsoid’s size, when one of the two hyperplanes bounding the strip \( S_k \) is outside the ellipsoid \( \mathcal{E}_{k-1} := \mathcal{E}(z_{i-1}, \sigma_{i-1} \Pi_{i-1}) \), according to the idea of [35].

Note also that the updating of the rank of the shape matrix \( \Pi_i \), by (26q), is done only when the volume minimization criterion is chosen at the prediction step.

Let \( \text{Predic.VolMin} \) be a boolean variable set to “True” when choosing the pseudo-volume minimization, \( \text{vol}(\mathcal{E}_{k/k-1}) \), at the prediction stage and to “False” when minimizing the SSAL of \( \mathcal{E}_{k/k-1} \). And let \( \text{Correc.}\beta \in \{0, 1, 2\} \) set to 0, 1 or 2 when choosing the minimization of \( \text{vol}(\mathcal{E}_k) \), the SSAL of \( \mathcal{E}_k \) or \( \sigma_1 \), resp., during the correction stage.
Algorithm 6 Computation of the corrected ellipsoid

Input: \( x, P, \varsigma, q \) (if \text{Predic}\_VolMin), \( f_1, \ldots, f_p, y, y, \text{Predic}\_VolMin, \text{Correc} \_\beta, p \)

Output: \( x, P, \varsigma, q \) (if \text{Predic}\_VolMin)

1: if \( p \neq 0 \) then
2: for \( i = 1, \ldots, p \) do
3: \( \varphi := Pf_i; \theta := f_i^T \varphi; \) \( \{ \text{cf. (26m)} \} \)
4: if \( \theta \neq 0 \) then
5: \( \alpha := \theta^{-1}; \eta := (\varsigma \theta)^{\frac{1}{2}}; \) \( \{ \text{cf. (26h), (26m)} \} \)
6: \( \rho := \eta + f_i^T x; \rho := 2n - \rho; \) \( \{ \text{cf. (26n)} \} \)
7: \( y := \min(\bar{y}_i, \rho); y := \max(y_i, -\rho); \) \( \{ \text{cf. (26p)} \} \)
8: \( \delta := \frac{1}{2}(\bar{y} + y - \rho + \rho); \) \( \{ \text{cf. (26j)} \} \)
9: \( \gamma := \frac{1}{2}(\bar{y} - y); \) \( \{ \text{cf. (26k)} \} \)
10: if \( y = \bar{y} \) and \( -\rho \neq \rho \) then
11: \( \beta = 1; \)
12: if \text{Predic}\_VolMin = \text{True} then
13: \( q \leftarrow q - 1 \)
14: end if
15: else if \( -\rho < \bar{y} \) or \( \bar{y} < \rho \) then
16: if \text{Correc} \_\beta = 0 then
17: Algorithm 4 (Input: \( q, \alpha, \gamma, \delta, \varsigma; \) Output: \( \beta_v \) )
18: \( \beta := \beta_v; \)
19: end if
20: else if \text{Correc} \_\beta = 1 then
21: Algorithm 5 (Input: \( P, \alpha, \gamma, \delta, \varsigma, \varphi; \) Output: \( \beta_s \) )
22: \( \beta := \beta_s; \)
23: end else
24: Algorithm 3 (Input: \( \delta, \gamma; \) Output: \( \beta_\varsigma \) )
25: \( \beta := \beta_\varsigma; \)
26: end if
27: else
28: \( \beta = 0; \)
29: end if
30: \( P := P - \alpha \beta \varphi \varphi^T; x := x + \alpha \beta \delta \varphi; \varsigma := \varsigma - \alpha \beta^2 \delta^2; \) \( \{ \text{cf. (26d)-(26f)} \} \)
31: end for
32: end if

Remark 4.3 This algorithm is of low computational complexity : \( O(n^2) \). Indeed, all the operations are simple sums and products: they were optimized in this regard and are thence suitable for systems with a high dimensional state vector (big \( n \)), potentially many measurements (big \( p_k \)) and potentially many unknown inputs (big \( m_k \)). The intermediate variables \( \alpha_i, \beta_i, \eta_i, \varphi_i \) were added on to perform redundant vector and matrix operations only once. Thereby noticing that \( f_k^T z_{i-1} = \frac{1}{2}(\bar{y}_k - y_k) \) allows to determine \( \delta_i := \frac{1}{2}(\bar{y}_k + y_k) - f_k^T z_{i-1} \) and \( \rho_i := \eta_i - f_k^T z_{i-1} \) using addition of scalars, in (26i) and (26m) resp., rather than multiplication of possibly high dimensional vectors.
Remark 4.4 In the case where $\mathcal{H}_k \neq \emptyset$, the matrix $\Pi_i$ loses rank with each intersecting hyperplane $H_k$, thusly entailing the progressive flattening of the ellipsoid $E_k$. Depending on the rank of the matrix $R_k$ (of which no assumption is made), the rank of $P_{k+1/k}$ can be recovered at the time-update phase. The value of $\text{rank}(\Pi_i)$ is needed at each $i = 1, \ldots, m_k$ for each time step $k$, whenever the volume of the ellipsoid $E_k$ is minimized. Therefore, keeping track of this parameter through simple relations, as (11c) during the time update and (26q) during the observation update, spares its recalculation at each step $i$, provided that $\text{rank}(A_0P_0A_0^T)$ is given.

Remark 4.5 Setting either $\alpha_i = 0$ or $\beta_i = 0$ results in freezing $E_{k-1}$, meaning that the corresponding measurements $f_k, y_k, \bar{y}_k$ do not bring any useful information.

Remark 4.6 The cases 1 of Thms 4.1, 4.2 and 4.4 are not explicitly treated in this theorem assuming that they can not occur since the intervening measurements are supposed to be consistent with the system model; yet the case where the measurement $\{f_k, y_k, \bar{y}_k\}$ is aberrant is implicitly considered, setting again either $\alpha_i = 0$ or $\beta_i = 0$, preventing so the updating of the ellipsoid $E_{k-1}$.

5 Algorithm properties and stability analysis

5.1 The overall state estimation algorithm

The time prediction stage given by Thm 3.6 with either Thm 3.7 or Thm 3.8 on one hand and the measurement correction phase, given by Thm 4.5, on the other, are concatenated to form the hole state estimation algorithm presented in Algorithm 7, where $N$ is the number of samples.

Algorithm 7 Computation of the ellipsoid $E(\hat{x}_k, s_k, P_k)$

| Input: $\hat{x}_0, P_0, s_0, N, \text{Predic\_VolMin}, \text{Correc\_}\beta$ |
| Output: $\hat{x}_k, P_k, s_k, k \in \{1, \ldots, N\}$ |
| 1: $n \leftarrow$ size of $\hat{x}_0$ |
| 2: for $k = 0, 1, \ldots, N - 1$ do |
| 3: // Prediction //</br> |
| 4: if $\text{Predic\_VolMin}$ then |
| 5: Algorithm 1 (Input: $\hat{x}_k, P_k, s_0, q_k, A_k, B_k, R_k, \tau_k$; Output $\hat{x}_{k+1/k}, P_{k+1/k}, q_{k+1/k}$) |
| 6: else |
| 7: Algorithm 2 (Input: $\hat{x}_k, P_k, s_0, A_k, B_k, R_k, \tau_k$; Output: $\hat{x}_{k+1/k}, P_{k+1/k}$) |
| 8: end if |
| 9: // Correction //</br> |
| 10: $P_k \leftarrow \frac{s_k}{s_0} P_k; s_k \leftarrow \frac{s_k}{s_{k-1}}$ |
| 11: end for |
Remark 5.1 For more numerical stability and in order to avoid the explosion of the matrix \( P_k \), caused by the set summations at the prediction step, a normalization is made at the line 10: \( P_k \) would thereby represent, by itself, the shape matrix of the ellipsoid \( E_k \) up to a constant factor \( \varsigma_0^{-1} \) and it is kept track of the evolution of \( \varsigma_k \), since \( \varsigma_0 \) is used, instead of \( \varsigma_k \) and \( \varsigma_{k-1} \), at the inputs of Algo. 1 and 6 resp.

The proposed algorithm is designed in such a way as to fulfill the requirements 1. - 3., expressed in the §2 and this is what will be shown in this section.

5.2 Algorithm properties

In this paragraph, some algorithm’s properties are shown, while the stability will be examined in the next.

**Theorem 5.1** Consider the system (1) subject to (3) and its state estimation algorithm given by Thms 3.6 and 3.7 or 3.8 on one hand and Thm 4.5, on the other.

1. If \( x_0 \in E(\hat{x}_0, \varsigma_0 P_0) \), then \( \forall \beta \in [0, 1]^m, \forall \mu \in ]0, +\infty[^m, x_k \in E(\hat{x}_k, \varsigma_k P_k), \forall k \in \mathbb{N}^*; \)

2. The vector \( \hat{x}_k \) is acceptable, i.e., it satisfies (3a) - (3e):

\[
\forall k \in K, \hat{x}_k \in \bigcap_{i \in G_k} G_{k_i} \cap \bigcap_{i \in D_k} D_{k_i} \cap \bigcap_{i \in H_k} H_{k_i}, \tag{27a}
\]

where \( K := \{ k \in \mathbb{N} | p_k \neq 0 \} \).

3. \( \varsigma_k \), defined in (26f), satisfies,

\[
\varsigma_k = \max_{x_k \in S_k} \gamma_{P_k}(x_k - \hat{x}_k), \forall \beta^* \in ]0, 1[, \tag{27b}
\]

where \( S_k \) and \( \gamma_P \) are given by (18) and (22a) resp.

Moreover, if in (26i), \( \beta^* = \beta_\varsigma \), given by (22c) - Algo. 3, then the sequence \( \{ \varsigma_k \}_{k \in \mathbb{N}} \) is decreasing and convergent on \( \mathbb{R}_+ \).

**Proof.** The proof of this lemma is detailed in the Appendix C.1. \( \square \)

5.3 Stability analysis

The stability requirement 3. exploits the Input-to-State stability concept: roughly speaking, for an ISS system, inputs that are bounded, “eventually small”, or convergent, should lead to the state vector with the respective property; and the 0-input system should be globally stable. We shall now recall more formal definitions and results about the ISS concept. Before doing so, let us recall some comparison functions, widely used in stability analysis. A continuous function \( \psi_1 : \mathbb{R}_+ \to \mathbb{R}_+ \) is called positive definite if it satisfies \( \psi_1(0) = 0 \) and \( \psi_1(t) > 0, \forall t > 0 \). A positive definite function is of class \( \mathcal{K} \) if it is strictly increasing and of class \( \mathcal{K}_\infty \) if it is of class \( \mathcal{K} \) and unbounded. A continuous function \( \psi_2 : \mathbb{R}_+ \to \mathbb{R}_+ \) is of class \( \mathcal{L} \) if \( \psi_2(t) \) is strictly decreasing to 0 as \( t \to \infty \) and a continuous function \( \psi_3 : \mathbb{R}_+ \times \mathbb{R}_+ \to \mathbb{R}_+ \) is of class \( \mathcal{KL} \) if it is of class \( \mathcal{K} \) in the first argument and of class \( \mathcal{L} \) in the second argument.
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Definition 5.1 (based on [32]) The system
\[ z_{k+1} = f_k(z_k, u_k), \]  
where \( f(0,0) = 0, \) \( (28a) \)
is globally input-to-state stable (ISS), if there exists a \( \mathcal{K} \mathcal{L} \)-function \( \phi \) and a \( \mathcal{K} \)-function \( \psi \) such that, for each bounded input sequence \( u_{[0,k]} := \{u_0,\ldots,u_k\} \) and each \( z_0 \in \mathbb{R}^n, \)
\[ \|z(k, z_0, u_{[0,k-1]})\| \leq \phi(\|z_0\|, k) + \psi\left( \sup_{i \in \{1,\ldots,k-1\}} \|u_i\|\right), \]
where \( z(k, z_0, u_{[0,k-1]}) \) is the trajectory of the system (28), for the initial state \( z_0 \in \mathbb{R}^n \) and the input sequence \( u_{[0, k-1]} \).

Definition 5.2 ([32]) A continuous function \( \mathcal{F} : \mathbb{R}^n \to \mathbb{R}_+ \) is an ISS-Lyapunov function for the system (28), if both conditions 1 et 2 are met:

1. there exists \( \mathcal{K}_\infty \)-functions \( \psi_1 \) and \( \psi_2 \) such that for all \( z \in \mathbb{R}^n, \)
   \[ \psi_1(\|z\|) \leq \mathcal{F}(z) \leq \psi_2(\|z\|); \] \( (29) \)
2. there exists a \( \mathcal{K}_\infty \)-function \( \psi_3 \) and a \( \mathcal{K} \)-function \( \chi \) such that for all \( k \in \mathbb{N}^+, z \in \mathbb{R}^n \) and all \( u \in \mathbb{R}^m, \)
   \[ \mathcal{F}(f_k(z,u)) - \mathcal{F}(z) \leq -\psi_3(\|z\|) + \chi(\|u\|). \] \( (30) \)

Lemma 5.2 ([32]) The system (28) is ISS, if it admits a continuous ISS-Lyapunov function.

To prove the ISS stability, we will be using the candidate Lyapunov function defined in (27b). For this purpose, the shape matrix \( P_k \) should be bounded above and below. Before studying the boundedness of \( P_k \), we need to recall the uniform controllability and observability notions:

Definition 5.3 (uniform observability and controllability) Consider time-varying matrices \( \hat{F}_k \in \mathbb{R}^{n \times p}, R_k \) and invertible \( A_k \in \mathbb{R}^{n \times n} \). The pair \( \{A_k, \hat{F}_k^T\} \) is uniformly observable, if there exist positive constants \( \varrho_0 \) and \( \varrho_0 \) and a positive integer \( h \), such that, for all \( k \geq h, \)
\[ \varrho_0 I_n \leq O_{k,k-h} \leq \varrho_1 I_n, \] \( (31) \)
where \( O_{k+l,k} \) is an observability gramian of length \( l: \)
\[ O_{k+l,k} := \sum_{i=k}^{k+l} \Phi_{i,k}^T \hat{F}_i \hat{F}_i^T \Phi_{i,k}. \] \( (32) \)
where \( \Phi_{k+l,k} := A_{k+l-1} \ldots A_k, \) with \( \Phi_{k,k+l} = \Phi_{k+l,k}^{-1}. \) \( (33) \)
The pair \( \{A_k, R_k\} \) is uniformly controllable, if there exist positive constants \( \varrho_3 \) and \( \varrho_4 \) and a positive integer \( h \), such that, for all \( k \geq h, \)
\[ \varrho_3 I_n \leq C_{k,k-h} \leq \varrho_4 I_n, \] \( (34) \)
where \( C_{k+l,k} \) is a controllability gramian of length \( h: \)
\[ C_{k+l,k} := \sum_{i=k}^{k+l-1} \Phi_{i+1,k} R_i R_i^T \Phi_{i+1,k}^T. \] \( (35) \)

It is needless to say that it is difficult to ensure the full rank for the matrix sum \( O_{k,k-h} \) on a time window of constant length \( h \) when dealing with sporadic measurements. The system (1)-(3) can therefore not be uniformly observable.

For this purpose, let us introduce the new observability criterion for systems with sporadic measurements, by allowing the observability gramian, used in uniform observability to have a variable length \( s_k(h) \) instead of the fixed one \( h: \)
Definition 5.4 (sporadic observability) The pair \( \{A_k, F_k^T\} \) is said sporadically observable, if there exist positive constants \( \bar{\varphi}_c \) and \( \bar{\varphi}_c \) and a positive integer \( h \), such that, for all \( k \geq s_k(h) \),
\[
\bar{\varphi}_c I_n \leq \mathcal{O}_{k-k-s_k(h)} \leq \bar{\varphi}_c I_n,
\]
where \( \mathcal{O}_{k+k} \) is the observability gramian given in (32) and \( \Phi_{k+k} \), defined in (33), is the state transition matrix associated to \( A_k \in \mathbb{R}^{n \times n} \), which is assumed to be invertible; \( s_k(h) \in \mathbb{N} \) is s.t.
\[
\text{Card} \left\{ i \in \mathcal{K} | k-s_k(h) \leq i \leq k \right\} = h \quad (36)
\]
where \( \text{Card}(S) \) stands for the cardinality (number of elements) of the set \( S \).

Lemma 5.3 Consider the system (1) subject to (3) and the matrix \( P_k \) computed in line with either ((10c)-(10e) and (11)) or (13) on one hand and (26), on the other. Let \( \hat{H}_k \in \mathbb{R}^{n \times q_k} \) whose columns form an orthonormal basis for \( \Phi(P_k) \), where \( q_k := \text{rank}(P_k) \) and let \( \hat{P}_k := \hat{H}_k P_k \hat{H}_k^T \). If the pair \( \{A_k, F_k^T\} \) is sporadically observable and \( \{A_k, R_k\} \) is uniformly controllable, then there exist positive finite numbers \( \bar{\varphi}_k \) and \( \bar{\varphi}_k \), s.t. for all \( k \geq s_k(l) \),
\[
\bar{\varphi}_k I_{q_k} \leq \hat{P}_k \leq \bar{\varphi}_k I_{q_k}, \quad (37)
\]
s\( k \) being given in (36) of Definition 5.4.

Proof. The proof of this lemma is detailed in Appendix C.2.

The following theorem shows the stability of the estimation algorithm according to the choice of the optimisation criterion made for \( \beta \) in (26i).

Theorem 5.4 Consider the system (1) subject to (3) and its state estimation algorithm given by either Thms 3.6 and 3.7 or 3.8, on one hand and 4.5, on the other. Let \( \bar{X}_k := X_k \cup X_k \cup X_k = \mathcal{P}_k - \mathcal{X}_k, \) cf. (3),
\[
\bar{X}_k := [x_k] \in \bar{X}_k \in \mathbb{R}^{n \times \bar{p}_k}, \quad \bar{p}_k := \text{Card}(\bar{X}_k) \quad (38a)
\]
\[
\bar{F}_k := \bar{F}_k \bar{F}_k := 0_{n,n}, \quad \forall k \notin \bar{K}, \quad (38b)
\]
\[
\bar{p}_k := \bar{p}_k := \text{Card}(\bar{X}_k) \quad (38c)
\]
For each time step \( k \in \mathbb{N}^* \) and each measurement \( i \in \bar{X}_k \), consider \( \beta^* \) the value of \( \beta \) defined in (26i). If \( A_k \) is invertible and the pairs \( \{A_k, F_k^T\} \) and \( \{A_k, R_k\} \) are sporadically observable\(^5\) and uniformly controllable\(^6\) resp., then

1. the volume of \( \mathcal{E}_k \) and all its axes lengths are bounded, \( \forall \beta^* \in [0, 1[ \) in (26i):
2. If \( \beta^* = \beta_\lambda \) given in (22c) of Thm 4.3.1 or Algo. 3, then \( \forall \lambda \in \mathbb{R}^n \rightarrow \mathbb{R}^n \), \( \lambda \rightarrow \lambda \Phi_k(x) := x^TP_k^x \) is an ISS-Lyapunov function\(^7\) for the estimation error \( \hat{x}_k := x_k - \hat{x}_k \), which is ISS\(^8\).
3. If \( \beta^* = \beta_\nu \) given by Thm 4.3.2 and Algo. 4, then \( \frac{1}{v_k} \) vol\( \{ \mathcal{E}_k \} \) is nonincreasing and vol\( \{ \mathcal{E}_k \} \leq v_k \) vol\( \{ \mathcal{E}_0 \} \).
4. If \( \beta^* = \beta_\nu \) given by Thm 4.3.3 and Algo. 5, then \( \frac{1}{v_k} \mathcal{ssal} (\mathcal{E}_k) \) is nonincreasing and ssal\( \{ \mathcal{E}_k \} \leq s_k \mathcal{ssal} (\mathcal{E}_0) \); where
\[
v_k := \prod_{j=0}^{k-1} \left| \hat{A}_j P_j^1 \right|^2 \left| \Theta^1_j \Theta_j + (\Theta^1_j + I_n - \Theta^1_j) W_j \right|_{\Theta_j}, \quad v_0 = 1; \quad (38d)
\]

\(^5\)cf. Definition 5.4.
\(^6\)cf. Definition 5.3.
\(^7\)cf. Definition 5.2.
\(^8\)cf. Lemma 5.2.
\[ s_k := \prod_{j=0}^{k-1} \left( \text{tr} (\bar{A}_j \bar{A}_j^T) + \frac{\text{tr}(W_j)}{\text{tr}(P_j)} \right), \quad s_0 = 1; \] (38e)

\[ \Theta_k := \bar{A}_k P_k \bar{A}_k^T; \] (38f)

\[ \bar{A}_k := \prod_{i=1}^{m} \sqrt{1 + \mu_i} A_k = \sqrt{\chi_k} A_k, \quad \mu_i \in [0, 1]; \] (38g)

\[ W_k := \frac{1}{\varsigma_k} R_k \text{Diag} \left( \frac{\chi_k}{\mu_i} \right)_{i=1}^{m} R_k^T, \quad \text{where} \ \chi_k = \prod_{j=i}^{m} (1 + \mu_j). \] (38h)

5. Now, let \( R_k = \mathbf{0}_{n,m} \), \( \forall k \in \mathbb{N} \). If \( \beta^* = \beta_c \) \( \forall \beta_k \) is a nonincreasing Lyapunov function for the estimation error which is Lyapunov stable.

6. Furthermore, if \( \| A_k \| \leq 1 \), \( \forall k \in \mathbb{N} \), then
   
   i. all the axes lengths of \( E_k \) are nonincreasing, if \( \beta^* = \beta_c \);
   
   ii. \( \text{vol}_i(E_k) \) is nonincreasing, if \( \beta^* = \beta_v \);
   
   iii. \( \text{ssal}(E_k) \) is nonincreasing, if \( \beta^* = \beta_s \).

Proof. The proof is detailed in the Appendix C.3.

Remark 5.2 \( H_k := \left[ \bar{H}_k \mid \tilde{H}_k \right] \in \mathbb{R}^{n \times n} \), intervening in point 2. of the proof, is a unitary matrix which rotates \( P_k \) into a basis where it has two-bloc-diagonal form (\( H_k \) can be obtained by QR decomposition of \( P_k^2 \) or by SVD of \( P_k \)).

\[ H_k^T \bar{x}_k = [\bar{x}_1^T \mid \bar{x}_2^T]^T \] gives the components of the state estimation error vector, \( \bar{x}_k := x_k - \hat{x}_k \), in this new rotated basis, where the \( q_k \) first components are ISS (point 2. of Thm 5.1) and the last \( q \) ones are zero, meaning that the corresponding estimations are equal to their true values, in this rotated basis.

6 NUMERICAL SIMULATIONS

First, for the sake of graphic illustration, the presented algorithm is applied to a second order randomly generated system with coil-shaped input and one (either strip or halfspace type) measurement, also randomly generated at each time-step for \( k = 0, \cdots, 100 \). The figures 6a and 6b show the evolution of the ellipsoid \( E_k \) for a stable model (the eigenvalues of state matrix \( A_k \) are less than 1) and a model at the stability limit (the eigenvalues \( A_k \) are 1), resp.

Secondly, in order to evaluate the algorithm performances, the matrices of the system model (1) and (3) are generated randomly for two values of the state dimension: \( n = 10 \) and \( n = 100 \), with \( \varrho = q = r = s = \frac{\pi}{2} \), \( m = n \), \( \pi = \frac{\pi}{2} \) and \( \mu = \mu_k^2 \); the input vector \( B_k \tau_{k-1} \) contains sine entries of random magnitude and frequency. \( P_0 = 100 I_n \), \( s_0 = 1 \) and \( z_0 \) randomly chosen on the boundary of \( E_0 \). The measurements are available at all time steps \( K = \{ 1, \ldots, N \} \) in the case 1; at some randomly chosen time steps, in case 2 and \( K = \emptyset \) in the case 3 (where only prediction stage is performed without any measurement correction). For each case, the simulations are run 25 times under MATLAB.

\[ \text{There is an error in the formulation of this point in the paper submitted to L-CSS.} \]
R2018b on Intel Core i7 (2.3GHz, 8G RAM), each one for a different system model and containing $N = 100$ time steps. The results are summarized in Table 1. Let $\zeta tr(P) := \text{mean } \zeta_k tr(P_k)$: the average sum of $\zeta_k$’s squared axes lengths, $k \in \{1, \ldots, N\}$

$\|\tilde{x}\| := \text{mean } \|\tilde{x}_k\|$: the mean estimation error vector norm and $T$: the average computational time for the simulation horizon of $N$ time steps. It is plain to see

| $n$ | $\mathcal{K}$ | $s_0 tr(P_N)$ | $s_N tr(P_0)$ | $\zeta tr(P)$ | $\|x_N\|$ | $\|\tilde{x}\|$ | $T$ (ms) |
|-----|----------------|----------------|----------------|----------------|------------|----------------|---------|
| 10  | case 1         | 0.010          | 1141           | 0.027          | 3.02       | 18             |         |
|     | case 2         | 0.026          | 2206           | 0.053          | 4.60       | 15             |         |
|     | case 3         | 0.058          | 7540           | 0.066          | 7.25       | 10             |         |
| 100 | case 1         | 0.712          | $7 \cdot 10^5$| 0.204          | 26.68      | 1870           |         |
|     | case 2         | 0.707          | $2 \cdot 10^5$| 0.269          | 46.19      | 1321           |         |
|     | case 3         | 5.774          | $5 \cdot 10^6$| 0.702          | 71.16      | 7000           |         |

Table 1: Simulation results

that the algorithm considered here exhibits better performances for systems of rather smaller dimension but it can still be fairly efficiently used with very high dimensional systems provided enough measurements are available. Moreover, given its low running time, it can be implemented online with such systems.

### 7 CONCLUSION

An ellipsoidal state bounding approach was proposed for discrete-time linear time-varying dynamic models with sporadic measurements, corrupted by additive unknown process and measurement disturbances and subject to equality constraints on the state vector. The following aspects were of special concern in the design of the state estimation algorithm: 1. the optimization of its inherent parameters ($\mu$ and $\beta$), while dealing with equality constraints that induce rank loss of the ellipsoid’s shape matrix, thus making a difference with the existing algorithms. 2. the numerical stability and the computational undemanding-ness, in terms of time and memory, what makes this algorithm suitable for high
dimensional systems. 3. the formulation of the conditions of convergence in spite of the sporadic character of the measurements and the state constraints manifesting themselves episodically, now and then, not necessarily together and not at all time steps. 4. the easy applicability of the proposed technique by presenting detailed and turnkey pseudocodes.

A Proofs of the results of section 3

A.1 Proof of Proposition 3.2

The set containing every possible value of $\bar{x} := Ax + w$ can be schematized by $\bar{x} \in A\mathcal{E} \oplus \mathcal{Z} \subset \mathcal{E}_\mathcal{E}(\mu)$; where $A\mathcal{E} := \mathcal{E}(Ac, APA^T)$ is the image of the ellipsoid $\mathcal{E} := \mathcal{E}(c, SP)$ by the endomorphism of matrix $A$; and $\mathcal{E}_\mathcal{E}(\mu) := \mathcal{E}(e_\mathcal{E}, cP_\mu(\mu))$ is the outer-bounding ellipsoid of the Minkowski sum (cf. §1.9.) of $A\mathcal{E}$ and the one-dimensional zonotope, i.e., interval segment, that is also a one-dimensional ellipsoid: $Z := Z(u, r) = E(u, rr^T)$. Now, the Minkowski sum of two ellipsoids $E(c_1, P_1)$ and $E(c_2, P_2)$ is not an ellipsoid, in general, yet can be bounded by a parametrized ellipsoid [19]:

$$E(e, P(\mu)) \supset E(c_1, P_1) \oplus E(c_2, P_2), \quad \forall \mu \in \mathbb{R}^*_+, \quad (39a)$$

where $c = c_1 + c_2$ and $P(\mu) = (1 + \mu)P_1 + (1 + 1/\mu)P_2$. (39b)

Setting $P_1 := APA^T, c_1 = Ac, P_2 := rr^T$ and $c_2 = u$ completes the proof.

A.2 Proof of Proposition 3.2

1. Let $q := n - q$. There exists a unitary matrix $U$, s.t. $U^TQU = \begin{bmatrix} \Sigma^2 & 0_{q,q} \\ 0_{q,q} & 0_{q,q} \end{bmatrix}$, where $\Sigma \in \mathbb{R}^{q \times q}$ is a diagonal matrix with nonzero singular values of $Q$ on its diagonal. Let $r := \sqrt{\mu} \Sigma^{-1} \begin{bmatrix} I_q \\ 0_{q,q} \end{bmatrix} U^T r \in \mathbb{R}^q$ and $\bar{r} := \sqrt{\mu} \begin{bmatrix} 0_{q,q} \\ I_q \end{bmatrix} U^T r \in \mathbb{R}^q$.

$$Q + arr^T = U \begin{bmatrix} \Sigma & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} U^T, \quad (40)$$

.rank$(Q + arr^T) = rank \left( \begin{bmatrix} \Sigma & 0 & 0 \\ 0 & I_q & 0 \\ 0 & 0 & I_q \end{bmatrix} \begin{bmatrix} I_q \\ r \end{bmatrix} \right) = rank \left( \begin{bmatrix} I_q \\ r \end{bmatrix} \right)$. Then if $v := (I_n - Q)T r \neq 0_n$, which is the projection of $r$ onto $\mathcal{R}(Q)$, meaning that $r \neq 0_q$, implying that $rank(Q^+) = rank(Q + arr^T) = q + 1$; otherwise $rank(Q^+) = q$.

2. From (40),

$$Q + arr^T = U \begin{bmatrix} \Sigma & 0 & 0 \\ 0 & I_q & 0 \\ 0 & 0 & I_q \end{bmatrix} \begin{bmatrix} I_q + arr^T r r^T \end{bmatrix} U^T$$

$$|Q + arr^T| = |\Sigma|^2 |I_q + arr^T r r^T| \quad (41)$$

\begin{align*}
&= |\Sigma|^2 \begin{bmatrix} I_q + arr^T r r^T & 0_{q,q} \\ 0_{q,q} & -r^T r \end{bmatrix} \\
&= |\Sigma|^2 (r^T r + 1), \quad \text{if } r = 0_q \\
&= |\Sigma|^2 r^T r, \quad \text{otherwise.}
\end{align*}
According to Proposition 3.2, where $b \mu \varsigma$ of its shape matrix and the pseudo-volume of an ellipsoid being proportional to the pseudo-determinant A.3 Proof of Theorem 3.3

The pseudo-volume of an ellipsoid being proportional to the pseudo-determinant of (6b) is completed.

Case 1: the projection of the vector $r$ onto the nullspace of $Q$, embodied by $v$ is a zero vector, in this case rank $\partial \log |P_{\beta}(\mu)| = |Q|$, and

$$P_{\beta}(\mu) = (1 + \mu) \left( Q + \frac{1}{\mu} r r^T \right) \Rightarrow |P_{\beta}(\mu)| = |Q| (1 + \mu)^{q(1 + \mu)}$$

$$\frac{\partial}{\partial \mu} \log |P_{\beta}(\mu)| = 0 \Leftrightarrow \frac{q}{r^T r} - \frac{h}{(\mu r^T r)} = 0 \Leftrightarrow q \mu^2 + h(q - 1) - h = 0. \quad (42)$$

$\mu_c$ in (7a), is the only positive solution to the quadratic equation (42).

Case 2: the projection of $r$ onto the nullspace of $Q$ is nonzero, thus implying the rank incrementation of the shape matrix: rank $\left( P_{\beta}(\mu) \right) = q + 1$ and $|P_{\beta}(\mu)| = |Q| |v|^2 (1 + \mu)^{q + 1}$

$$\frac{\partial}{\partial \mu} \log |P_{\beta}(\mu)| = 0 \Leftrightarrow \frac{q + 1}{1 + \mu} - \frac{1}{\mu} = 0,$$

this results in $\mu = \frac{q}{q}$. of (7a).

A.4 Proof of Theorem 3.6

Conforming to (1a), the set containing every possible value of $x_k$ can be schematized by

$$A_k E_k \oplus Z(B_k r_k, R_k) = E_{k+1/k_0} \oplus Z(0_n, R_k). \quad (43)$$

Now, the zonotope $Z(0_n, R_k)$, where $R_k = [r_{k_1} \cdots r_{k_m}]$, can be viewed as the sum of $m$ degenerate ellipsoids [33]:

$$Z(0_n, R_k) = \bigoplus_{i=1}^m Z(0_n, r_{k_i}) = \bigoplus_{i=1}^m E(0_n, r_{k_i} r_{k_i}^T).$$

Applying Lemma 3.1 sequentially to

$$E_{k+1/k} \supset E_{k+1/k_0} \oplus \bigoplus_{i=1}^m E(0_n, r_{k_i} r_{k_i}^T), \quad (44)$$

eventuates in (10).

A.5 Proof of Theorem 3.8

Since the SSAL of an ellipsoid is the trace of its shape matrix, $\mu_\varsigma = \arg \min_{\mu} \text{ssal}(E_{k+1/k_0}) = \arg \min_{\mu} \text{tr}(Q_i)$; (12) is the direct corollary of Theorem 3.8. As for (13), it is a direct consequence of the result [12] saying that the minimum trace ellipsoid containing the Minkowski sum of $m + 1$ ellipsoids is:

$$E(\epsilon, P) := \bigoplus_{i=0}^m E(\epsilon_i, P_i), \quad (45a)$$

where

$$\epsilon := \sum_{i=0}^m \epsilon_i,$$

and

$$P := \left( \sum_{i=0}^m \sqrt{\text{tr}(P_i)} \right) \left( \sum_{i=0}^m (\sqrt{\text{tr}(P_i)})^{-1} P_i \right). \quad (45b)$$

30
Then, after noticing that
\[ \text{tr}(r_k r_k^T) = r_k^T r_k = \|r_k\|^2 \] (46)
and that
\[ \sum_{i=1}^{m} \left( \sqrt{\text{tr}(r_k r_k^T)} \right)^{-1} r_k r_k^T = M_k \] (47)
(45) applied to \( E_{k+1/k_0} \oplus \left( \oplus_{i=1}^{m} \mathcal{E}(0_\alpha, r_k r_k^T) \right) \), leads clearly to (13). It is also stated in [12] that such an ellipsoid is the same that the one obtained sequentially in (9).

B Proofs of the results of section 4

B.1 Proof of Theorem 4.1

Definition B.1 The signed distance from a set \( S \subset \mathbb{R}^n \) to a vector \( x \in \mathbb{R}^n \) is \( \zeta(S, x) := \max_{\|u\|=1} u^T x - \rho_S(u) \).

Proposition B.1 ([34]) The signed distance from an ellipsoid to a hyperplane is given by:
\[ \zeta(\mathcal{E}(c, P), \mathcal{H}(d, a)) := \|d\|^{-1} \left( |a - c^T d| - \sqrt{d^T P d} \right). \] (48)
Let \( \mathcal{E} := \mathcal{E}(c, P) \). The signed distance from \( \mathcal{E} \) to \( \mathcal{H}(f, \bar{y}) \) is
\[ \zeta := \|f\|^{-1} \left( |\bar{y} - c^T f| - \sqrt{f^T P f} \right). \] (49)

- \( \zeta \geq 0 \) means that \( \mathcal{H}(f, \bar{y}) \) does not intersect \( \mathcal{E} \) in more than one point:
  1. if \( c^T f > \bar{y} \), then \( \mathcal{E} \subset \mathcal{G}(-f, -\bar{y}) \) and \( \mathcal{E} \cap \mathcal{G}(f, \bar{y}) = \emptyset \) (19a);
  2. if \( c^T f \leq \bar{y} \), then \( \mathcal{E} \subset \mathcal{G}(f, \bar{y}) \Rightarrow \mathcal{E} \cap \mathcal{G}(f, \bar{y}) = \mathcal{E} \Leftrightarrow (19b);
  3. if \( c^T f - \bar{y} = \sqrt{\mathcal{f}^T P \mathcal{f}} \), then \( \mathcal{H}(f, \bar{y}) \) is tangent to \( \mathcal{E} \) and \( \mathcal{E} \cap \mathcal{G}(f, \bar{y}) = \mathcal{E} \cap \mathcal{H}(f, \bar{y}) = \{c_H\} \), where \( c_H \) is given in (25d) and can be calculated using (25f), letting \( \delta \leftarrow \bar{y} - c^T f \), with \( \delta^2 = \mathcal{f}^T P \mathcal{f} \), \( f \leftarrow f \), \( P \leftarrow \mathcal{P}^{-1} \).

- If \( \zeta \leq 0 \), then \( \mathcal{H}(f, \bar{y}) \) intersects \( \mathcal{E} \) and \( \mathcal{H}(-f, \rho(-f)) \) is the ellipsoid’s supporting hyperplane of normal vector \( -f \) which is contained in \( \mathcal{G}(f, \bar{y}) \). Indeed,
\[ x \in \mathcal{H}(-f, \rho(-f)) \Leftrightarrow x^T f - c^T f = -\sqrt{\mathcal{f}^T P \mathcal{f}} \leq \bar{y} - c^T f \]
\[ \Rightarrow x^T f \leq \bar{y} \Leftrightarrow x \in \mathcal{G}(f, \bar{y}). \] (50)
Thence, \( \mathcal{G}(-f, \rho(-f)) \) is its supporting halfspace and \( \mathcal{E} \subset \mathcal{G}(-f, \rho(-f)) \).

Therefore,
\[ \mathcal{E} \cap \mathcal{G}(f, \bar{y}) = \left( \mathcal{G}(-f, \rho(-f)) \cap \mathcal{G}(f, \bar{y}) \right) \cap \mathcal{E} \] (51)
\[ |\bar{y} - c^T f| < \sqrt{\mathcal{f}^T P \mathcal{f}} \] means that \( 0 < \bar{y} + \rho(-f) < 2\sqrt{\mathcal{f}^T P \mathcal{f}} \), entailing, on one hand,
\[ \mathcal{G}(f, \bar{y}) = \left\{ x | x^T f \leq \bar{y} \right\} = \left\{ x \left| \frac{2}{\bar{y} + \rho(-f)} x^T f \leq \frac{2\bar{y}}{\bar{y} + \rho(-f)} \right\} \right\} \]
\[ = \mathcal{G}(\mathcal{f}^{-1} f, \bar{y} + 1) \] (52)
and \( \mathcal{G}(-f, \rho(-f)) \)
on the other hand. Finally, the proof (19d)–(19e) is achieved thusly:
\[
\mathcal{E} \cap \mathcal{G}(f, \gamma) = \mathcal{E} \cap \left( \mathcal{G}(\gamma^{-1}f, y + 1) \cap \mathcal{G}(-\gamma^{-1}f, -y + 1) \right)
\]

B.2 Proof of Theorem 4.2

Let \( \mathcal{E} := \mathcal{E}(c, \varsigma P) \). The signed distance from the ellipsoid \( \mathcal{E} \) to each of the two hyperplanes \( \mathcal{H}(f, y) \), bounding the strip \( \mathcal{D}(f, y) \), is
\[
\zeta := \|f\|^{-1} (|y + 1 - f^T c| - \sqrt{f^T P f}).
\]

When \( \zeta > 0 \), the ellipsoid doesn’t intersect any of both hyperplanes meaning that the ellipsoid is located outside the strip, in which case \( \text{(case 1)} \), the intersection is empty or that it is situated between them \( \text{i.e., contained in the strip (case 2)}. \) In the case 3, the interior of the ellipsoid is outside the strip touching it in only one point and the case 3 of Thm 4.1 is then applicable: \( \mathcal{D}(f, y) \cap \mathcal{E} = \mathcal{G}(f, y + 1) \cap \mathcal{E} \) (case 3.a) and \( \mathcal{D}(f, y) \cap \mathcal{E} = \mathcal{G}(-f, -y + 1) \cap \mathcal{E} \) (case 3.b). In the case 4, where \( \zeta \leq 0 \), the intersection is not empty. It is then possible to introduce the following lemma, based on the results of [17] and [30]:

Lemma B.2 \( \forall y \in \mathbb{R}, \ c \in \mathbb{R}^n, \ f \in \mathbb{R}^n, \ \varsigma \in \mathbb{R}_+^n \) and SPD \( P \in \mathbb{R}^{n \times n} \), if \( \mathcal{D}(f, y) \cap \mathcal{E}(c, \varsigma P) \neq \emptyset \), then
\[
\forall \omega \in \mathbb{R}_+, \ \mathcal{E}(\tilde{c}(\omega), \check{\varsigma}(\omega) \tilde{P}(\omega)) \supset \mathcal{D}(f, y) \cap \mathcal{E}(c, \varsigma P),
\]

where
\[
\tilde{P}(\omega) := P - \frac{\omega}{\omega + 1} Pff^T P,
\]
\[
\tilde{c}(\omega) := c + \frac{\omega}{\omega + 1} \tilde{P} f = c + \omega \tilde{P}^{-1} f \delta,
\]
\[
\check{\varsigma}(\omega) := \varsigma + \omega (1 - \frac{\alpha}{\omega + 1} \delta^2),
\]
\[
\delta := y - f^T c \text{ and } \alpha \text{ is given in (21f)}.
\]

This lemma is precisely the mono-output case of the “observation update” part of Thm 1, [14]. (21c), (21d) and (21e) are obtained by setting \( \omega := \alpha \beta (1 - \beta)^{-1} \), thus \( \beta = \alpha (\alpha + \omega)^{-1} \). But before applying the lemma above, it is suitable to reduce the strip \( \mathcal{D}(f, y) \) in case where one of the two hyperplanes does not intersect the ellipsoid \( \mathcal{E} \), i.e., when either \( y + 1 > \rho \) or \( y - 1 < -\rho \), by translating the aforementioned hyperplane so that it becomes tangent to the ellipsoid, as proposed in [35]. The new strip so obtained is \( \mathcal{D}(\gamma^{-1}f, \tilde{y}) \), where \( \gamma \) and \( \tilde{y} := y \) are given in (19e) and result from applying (case 4) of Thm 4.1 to \( \mathcal{E} \cap \mathcal{G}(-f, -y + 1) \) and to \( \mathcal{E} \cap \mathcal{G}(f, y + 1) \).

B.3 Proof of Theorem 4.3.1

Applying the generalization of the Sherman-Morrison formula to the pseudo-inverse of the matrix \( (P^T)^T = P^T P \) recalling that, \( \forall u \in \mathbb{R}(P), \exists v \in \mathbb{R}^n, u = P v \), so \( P^T u = P^T P v = P v = u \), in particular for \( u := x - c_D(\beta) \), \( \forall x \in \mathcal{E}(c, \varsigma P) \), since \( c_D(\beta) \in \mathcal{E}(c, \varsigma P) \); replacing (57) in (22a) leads then to
\[
\mathcal{T}_{P_D(\beta)}(x - c_D(\beta)) := (x - c_D(\beta))^T (P^T + \frac{\alpha \beta}{\omega^2} P^T P f f^T P P^T)(x - c_D(\beta))
\]
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If \( \forall x \in \mathbb{R}^n, s.t. (x - c) \in \mathcal{R}(P) \) (since \( x \in \mathcal{E}(c, \varsigma P) \)),
\[
\mathcal{Y}_{P_\mathcal{D}}(\beta)(x - c_\mathcal{D}(\beta)) = \frac{\alpha^2}{1 - \delta}(\bar{y} - \bar{f}^T x)^2 - \alpha \beta \delta^2 + (x - c)^T P^T(x - c).
\]
Inserting (21d) in (58a), we can show, by the mean of some standard algebraic manipulations, that
\[
\frac{\partial}{\partial \beta} \mathcal{Y}_{P_\mathcal{D}}(\beta)(x - c_\mathcal{D}(\beta)) = \frac{\alpha^2}{1 - \delta}(\bar{y} - \bar{f}^T x)^2 - \alpha \beta \delta^2.
\]
Next, let’s prove (22d). If \( (\bar{y} - \bar{f}^T x)^2 \geq 1 \) and \( \max_{x \in \mathcal{D}(\bar{f}, \bar{g})} \mathcal{Y}_P(x - c) = \varsigma \), it comes that
\[
\mathcal{Y}_{P_\mathcal{D}}(\beta)(x - c_\mathcal{D}(\beta)) - \mathcal{Y}_P(x - c) \leq \frac{\alpha^2}{1 - \delta} - \alpha \beta \delta^2 = \varsigma_\mathcal{D}(\beta) - \varsigma;
\]
The optimal value of \( \beta \) is obtained by zeroing the derivative of \( \varsigma_\mathcal{D} \):
\[
\frac{d \varsigma_\mathcal{D}}{d \beta}(\beta_\varsigma) = 0 \iff \gamma^2(1 - \beta)^2 - \delta^2 = 0 \iff \beta_\varsigma = 1 - \gamma |\delta|^{-1}.
\]
Since \( \beta_\varsigma \geq 0 \), this solution is conditioned by \( |\delta| > \gamma \); if \( |\delta| \leq \gamma \), the solution to the above minimization problem would be \( \beta_\varsigma = 0 \).
Next, let’s prove (22d). If \( |\delta| > \gamma \), replacing \( \beta := \beta_\varsigma = 1 - \gamma |\delta|^{-1} \) in the expression of \( \varsigma_\mathcal{D}(\beta) \) in (21e)
\[
\varsigma_\mathcal{D}(\beta_\varsigma) = \varsigma + \frac{\alpha^2}{1 - \delta^2} - \alpha \beta \delta^2.
\]
\( \varsigma_\mathcal{D}(\beta_\varsigma) := \varsigma - \alpha \beta \delta^2(1 - \beta) \), noticing that \( 1 - \beta = \gamma |\delta|^{-1} \), if \( |\delta| > \gamma \),
\[
\varsigma_\mathcal{D}(\beta_\varsigma) = \varsigma - \alpha \beta \delta^2(1 - \beta) = \varsigma - \alpha \beta (\delta^2 - \gamma |\delta|) = \varsigma - \alpha \beta \delta^2 \left( 1 - \gamma |\delta|^{-1} \right) = \varsigma - \alpha \beta \delta^2.
\]
Now, as defined in (21f), \( \alpha > 0 \), implying (22d).
As for (22e), it is clear from (21e), that \( P_{\mathcal{D}}(\beta_\varsigma) = -\alpha \beta P \bar{f} \bar{f}^T P \leq 0 \).
This means that all the eigenvalues of \( P_{\mathcal{D}}(\beta_\varsigma) \) are less than or equal to those of \( P \). Moreover if \( \beta_\varsigma \neq 0 \) (whenever \( |\delta| > \gamma \)), some eigenvalues of \( P_{\mathcal{D}}(\beta_\varsigma) \) are necessarily less than those of \( P \) implying that their sum and their product obey to the strict inequality and since \( \varsigma_\mathcal{D}(\beta_\varsigma) < \varsigma \), it follows that \( \varsigma_\mathcal{D}(\beta_\varsigma) P_{\mathcal{D}}(\beta_\varsigma) - \varsigma < 0 \).
Consequently, \( |\varsigma_\mathcal{D}(\beta_\varsigma) P_{\mathcal{D}}(\beta_\varsigma)|_1 < |\varsigma P|_1 \) and \( \text{tr} (\varsigma_\mathcal{D}(\beta_\varsigma) P_{\mathcal{D}}(\beta_\varsigma)) < \text{tr} (\varsigma P) \).

**B.4 Proof of Theorem 4.3.2**

There exists an orthogonal matrix \( U = [U \ U] \in \mathbb{R}^{n \times n} \), \( U \in \mathbb{R}^{n \times q} \), where \( q := \text{rank}(P) \), s.t. \( U^T P U = \text{BiDiag} (\Sigma, 0_{n-q,n-q}) \) and \( \bar{U} f = \bar{f} \) and
\[
P_{\mathcal{D}}(\beta) = P = -\alpha \beta P \bar{f} \bar{f}^T P = U \text{BiDiag} (\Sigma - \alpha \beta \bar{f} \bar{f}^T \Sigma, 0_{n-q,n-q}) U^T
\]

\[
|P_{\mathcal{D}}(\beta)|_1 = |P - \alpha \beta P \bar{f} \bar{f}^T P|_1 = |\Sigma - \alpha \beta \bar{f} \bar{f}^T \Sigma|_1,
\]
then, 1) using the following proposition:

**Proposition B.3 ([36])** if \( Q \in \mathbb{R}^{n \times n} \) is nonsingular and \( u, v \in \mathbb{R}^n \), then
\[
|Q + uv^T| = (1 + u^T Q^{-1} u) |Q|.
\]

2) \( |\Sigma| = |P|_1, 3) \bar{f}^T \Sigma f = \bar{f}^T P \bar{f} \) and 4) \( \alpha := (\bar{f}^T P \bar{f})^{-1} \), we have
\[
|P_{\mathcal{D}}(\beta)|_1 = |\Sigma| |1 - \alpha \beta \bar{f} \bar{f}^T \Sigma|_1 = |P|_1 (1 - \alpha \beta \bar{f} \bar{f}^T P) = |P|_1 (1 - \beta),
\]
\[
\frac{\partial}{\partial \beta} |\varsigma_\mathcal{D}(\beta) P_{\mathcal{D}}(\beta)|_1 = 0 \iff |P|_1 \frac{\partial}{\partial \beta} |\varsigma_\mathcal{D}(\beta)|_1 = 0 \iff q(1 - \beta) \frac{\partial}{\partial \beta} |\varsigma_\mathcal{D}(\beta)|_1 = 0
\]
\[
= q \alpha \left( \frac{\gamma^2}{1 - \beta} - \delta^2 (1 - \beta) \right) = \varsigma - \alpha \beta \left( \frac{\gamma^2}{1 - \beta} - \delta^2 \right) = 0
\]
\[ a_2 \beta^2 + a_1 \beta + a_0 = 0. \]

\[ \beta = \beta_v = \begin{cases} \frac{-a_1 - \sqrt{a_1^2 - 4a_0a_2}}{2a_2}, & \text{if } a_0 < 0, \\ 0, & \text{otherwise}; \end{cases} \] (61)

\( \beta_v \) is then the unique solution in \([0, 1]\) of the above quadratic equation. Indeed, it can be proven that the discriminant is always positive:

\[ \Delta = a_1^2 - 4a_0a_2 = (\gamma - \alpha(\gamma - \delta^2))^2 + 4(\delta^2 - 1)\alpha^2(\delta^2 - \gamma) > 0. \]

Finally, considering (22e) and the fact that \( \text{vol}_1(\mathcal{E}_D(\beta)) \leq \text{vol}_1(\mathcal{E}_D(\beta)) \), \( \forall \beta \in [0, 1[ \), it becomes obvious that \( \text{vol}_1(\mathcal{E}_D(\beta_v)) \leq \text{vol}_1(\mathcal{E}_D(\beta)) < \text{vol}_1(\mathcal{E}(c, \varsigma, P)) \).

**B.5 Proof of Theorem 4.3.3**

\[ \text{tr} \left( \varsigma(\beta) P D(\beta) \right) = \varsigma(\beta) \left( \text{tr}(P) - \alpha \beta \text{tr}(P f^T P) \right) = \varsigma(\beta) \left( \text{tr}(P) - \alpha \beta f^T P^2 f \right). \]

Deriving the above expression w.r.t. \( \beta \) and zeroing it eventuates in the following cubic equation:

\[ b_3 \beta^3 + b_2 \beta^2 + b_1 \beta + b_0 = 0 \quad \Rightarrow \quad \beta^3 + b_2 \beta^2 + c \beta + d = 0, \] (62a)

where \( b = \frac{b_3}{b_2}, \quad c = \frac{b_2}{b_1}, \quad \text{and} \quad d = \frac{b_0}{b_1} \). The three explicit solutions of (62a), \( \beta_i, \quad i \in \{1, 2, 3\} \), can be obtained applying the “First course in the theory of equations” of L. E. Dickson [37] reproduced (copied/pasted) in cf. Appendix D:

\[ \beta_1 := \beta_1 - \frac{b_2}{3b_1}, \quad \beta_2 := \beta_2 - \frac{b_2}{3b_1}, \quad \beta_3 := \beta_3 - \frac{b_2}{3b_1}; \] (62b)

where \( b_1 := \nu \tau - \tau (\delta^2 - \gamma^2), \quad \beta_2 := \nu \tau - \nu (\delta^2 - \gamma^2), \quad \beta_3 := 2 \alpha \nu \delta^2; \) (62c)

\[ \beta_1 := \nu + w, \quad \beta_2 := \omega \nu + \omega^2 w, \quad \beta_3 := \omega^2 v + \omega w; \] (62d)

where \( \omega := -\frac{1}{2} + \frac{1}{2} \sqrt{3}i \) is the cubic root of unity, \( \omega^2 := -\frac{1}{2} - \frac{1}{2} \sqrt{3}i \); (62e)

\[ v := \sqrt{-\frac{1}{2} + \sqrt{3}}, \quad w := \sqrt{-\frac{1}{2} - \sqrt{3}}, \quad u := \left( \frac{\delta}{\gamma} \right)^3 + \left( \frac{\delta^2}{\gamma^2} \right) \] (62f)

\[ s := \frac{b_0}{b_1} - \frac{b_2}{3b_1} \text{ and } t := \frac{b_0}{b_1} - \frac{b_2}{3b_1} + \frac{2b_3}{3b_1}. \] (62g)

The optimal solution, \( \beta_3 \), is the unique real positive value among \( \beta_{1,2,3} \), \( i \in \{1, 2, 3\} \).

Using the discriminant \( \Delta \) (cf. Appendix D.3), it can be proven that the condition \( b_0 < 0 \) corresponds to the existence of a unique positive solution to the equation (62a) (cf. [37, 17, 18]).

Finally, considering (22e) and the fact that \( \text{ssal}(\mathcal{E}_D(\beta)) \leq \text{ssal}(\mathcal{E}_D(\beta)), \forall \beta \in [0, 1[ \), it becomes obvious that \( \text{ssal}(\mathcal{E}_D(\beta_v)) \leq \text{ssal}(\mathcal{E}_D(\beta)) < \text{ssal}(\mathcal{E}(c, \varsigma, P)) \).

**B.6 Proof of Theorem 4.4**

To start with, recall that an affine map \( \mathcal{F} : \mathbb{R}^n \rightarrow \mathbb{R}^n, \ x \mapsto Lx + a \) turns an ellipsoid \( \mathcal{E}(c, P) \) into another one \( \mathcal{E}(Lc + a, L^TPL) \) and the hyperplane \( \mathcal{H}(f, y) \) into \( \mathcal{H}(L^Tf, y + f^T L^Ta) \). Throughout this proof, we’ll be changing coordinate systems but dealing with one and the same hyperplane \( \mathcal{H} := \mathcal{H}(f, y) \) and one and the same ellipsoid \( \mathcal{E} := \mathcal{E}(c, \varsigma, P) \). Consider the vector \( f \in \mathbb{R}^n - \{0_n\} \).

Two cases (different from those of the Thm) will be distinguished depending on whether \( f \in \mathcal{H}(c, P) \) (1) or \( f \notin \mathcal{H}(c, P) \) (2).
1. \( f \in \mathcal{H}(P) \). This means that the matrix \( P \) is SPD and singular (having at least one zero eigenvalue) and \( f^T P f = 0 \). In this case \( \mathcal{E} \subset \mathcal{H}' \), where \( \mathcal{H}' := \{ x \in \mathbb{R}^n \mid f^T x = c \} \) is the hyperplane of normal vector \( f \) and containing the center \( c \) of \( \mathcal{E} \). If \( c \notin \mathcal{H} \), i.e., \( f^T c \neq y \) (corresponding to case 1 of the Thm, with \( f^T P f = 0 \)), \( \mathcal{E} \) is a subset of the hyperplane \( \mathcal{H}' \) parallel to \( \mathcal{H} \) and \( \mathcal{E} \cap \mathcal{H} = \emptyset \), as in (25a). Otherwise (case 2), \( \mathcal{H} = \mathcal{H}' \), meaning that \( \mathcal{E} \subset \mathcal{H} \) and \( \mathcal{E} \cap \mathcal{H} = \mathcal{E} \), as in (25b).

2. Consider now \( f \notin \mathcal{H}(P) \) and let \( q := \text{rank}(P) \leq n \). We shall define the affine transformation that maps the unit hypersphere or ball into the ellipsoid \( \mathcal{E}(c, \zeta P) \):

\[
B_2^c \xrightarrow{\mathcal{F}_1} \mathcal{E}(c, \zeta P), \quad \text{i.e., } \mathcal{F}_1 : x \mapsto x = (\zeta P)^{\frac{1}{2}}(x + c).
\]

Now consider its inverse transform \( \mathcal{F}_1^{-1} \) that maps the ellipsoid into a possibly degenerate unit ball: \( \mathcal{E}(c, \zeta P) \xrightarrow{\mathcal{F}_1^{-1}} \mathcal{E}(c_1, P_1) \), where

\[
c_1 = 0_n \quad \text{and} \quad P_1 = I_{n,q} \quad \text{where} \quad I_{n,q} := \begin{bmatrix}
I_q & 0_{q,d} \\
0_{q,d} & 0_{d,q}
\end{bmatrix}, \quad q := n - q
\]

and \( \mathcal{H}(f, y) \xrightarrow{\mathcal{F}_1^{-1}} \mathcal{H}(f_1, y_1) \), i.e., \( x \in \mathcal{H} \Leftrightarrow \bar{x}^T f_1 = y_1 \). In the new coordinates system transformed thusly, the unit normal vector to the hyperplane \( \mathcal{H} \) and its minimum signed distance from origin are resp.

\[
f_1 := \frac{P_{11} f}{\sqrt{f_1^T P_1 f}}, \quad \text{with} \quad \|f_1\| = 1 \quad \text{and} \quad y_1 := \frac{-f_1^T c}{\sqrt{f_1^T P_1 f}}
\]

Let \( i := i_1 := [1 \, 0 \ldots \, 0]^T \in \mathbb{R}^n \) (cf. § 1.1.3) the first vector of the identity matrix and

\[
H := I_n - \frac{2}{(f_1 - i)^T(f_1 - i)}(f_1 - i)(f_1 - i)^T
\]

is the Householder symmetric (\( H = H^T \)) and unitary (\( HH^T = I_n \)) matrix that transforms \( f_1 \) into \( i: \quad H f_1 = i \Leftrightarrow f_1 = H^T i = h_1 \).

Next, let \( \mathcal{F}_2 : \bar{x} \mapsto \tilde{x} = H(\bar{x} - y_1 f_1) \) that transforms the former (second) coordinate system into the third one, in which the considered hyperplane is orthogonal to \( i \) and contains the origin: \( \tilde{x} \in \mathcal{H} \Leftrightarrow \tilde{x}^T i = 0 \), i.e.,

\[
\mathcal{H}(f_1, y_1) \xrightarrow{\mathcal{F}_2} \mathcal{H}(f_2, y_2) \quad \text{where} \quad f_2 := i \quad \text{and} \quad y_2 := 0.
\]

The (possibly degenerate) unit ball \( \mathcal{E}(c_1, P_1) \) is transformed, by \( \mathcal{F}_2 \), into the (possibly degenerate) hypersphere \( \mathcal{E}(c_2, P_2) \), where

\[
c_2 := H c_1 - y_1 H f_1 = -y_1 i \quad \text{and} \quad P_2 := H P_1 H^T = I_{n,q}
\]

Now, the distance between the center of the ellipsoid \( \mathcal{E}(c_2, P_2) \) and the hyperplane \( \mathcal{H}(f_2, y_2) \), \( |c_2^T f_2 - y_2| = | -y_1 i^T i - 0 | = |y_1| \), is compared to the projection of the radius of the former onto the normal vector to the latter:

\[
\sqrt{f_2^T P_2 f_2} = \sqrt{i^T I_{n,q} i} = 1.
\]

If \( |y_1| > 1 \) (case 1 with \( f^T P f \neq 0 \)), then \( \mathcal{E} \cap \mathcal{H} = \emptyset \). Otherwise (case 4), the possibly degenerate hypersphere resulting from the intersection of \( \mathcal{E}(-y_1 i, I_{n,q}) \) and the hyperplane \( \mathcal{H}(i, 0) \) is \( \mathcal{E}(c_3, P_3) \) where

\[
c_3 := c_2 + i^T c_2 i = -y_1 i + (i^T i) y_1 i = 0_n,
\]

\[
P_3 := (1 - (i^T c_2)^2) (I_{n,q} - i^T i) = (1 - y_1^2) (I_{n,q} - i i^T).
\]

This ellipsoid is expressed in the third coordinate system. Well, we have to find its expression in the original one and for this purpose, the inverse former transformations will be applied in reverse order: \( \mathcal{E}(c_3, P_3) \xrightarrow{\mathcal{F}_2 \circ \mathcal{F}_1^{-1}} \mathcal{E}(c_2, \zeta P_2) \).

To start with, we’ll apply the inverse transformation \( \mathcal{F}_2 \) to the spheroid:
\[ \mathcal{E}(c_3, P_3) \xrightarrow{\mathcal{F}_i^{-1}} \mathcal{E}(c_i', P_i'), \] to obtain
\[ c_i' := H^T c_3 + y_i f_1 = y_i f_1 \] (71a)
\[ P_i' := H^T P_3 H = (1 - y_i^2) (H^T I_n H - H^T i_i H) = (1 - y_i^2) (I_n - f_1 f_1^T). \]
Then, applying \( \mathcal{F}_1 : \mathcal{E}(c_3', P_3') \xrightarrow{\mathcal{F}_1} \mathcal{E}(c_H, c_H P_H) \), yields to
\[ c_H := (\varsigma P)^2 c_3' + c = c + (\varsigma P)^2 y_1 f_1 \] (72a)
\[ c_H P_H = (\varsigma P)^2 P_3' (\varsigma P)^2 = (1 - y_1^2) (P - P \varsigma f_1 f_1^T P \varsigma). \] (72b)
Lastly, choosing \( c_H := (1 - y_1^2) \) and \( P_H := P - P \varsigma f_1 f_1^T P \varsigma \) and replacing afterwards \( y_1, f_1, c_H, P_H \) and \( c_H \) by their respective expressions, (65) and (72), we get to (25g)-(25h). The two last cases of the theorem can be combined in a single case where \( -\rho \leq y \leq \rho \) and the case 3 would be the particular case where the ellipsoid resulting from the intersection of the ellipsoid \( \mathcal{E}(c, P) \) with each of its (tangent) support hyperplanes of vector \( f \), \( \mathcal{H}(f, -\rho) \) and \( \mathcal{H}(f, \rho) \), reduces to a single point: its center given by (25c) and (25d) resp.

B.7 Proof of Theorem 4.5

This theorem is a direct application of Thms 4.1, 4.2, 4.3.2, 4.3.3,4.3.1 and 4.4 to \( S_k \) given in (18). In particular, (26j) in case \( \beta^* = \beta_k \), is obtained considering (22d). Now if \( |\delta| \leq \gamma \) (when \( \beta^* = \beta_k \)), if \( a_0 \geq 0 \) (when \( \beta^* = \beta_k \)) or if \( b_0 \geq 0 \) (when \( \beta^* = \beta_k \)); setting \( \beta = 0, (60) \) is still equivalent to (21e); and when it comes to the intersection with a hyperplane, replacing \( \beta = 1 \) in (60) leads to (25h).

As for (26q), it is obtained considering, from (26d), that
\[ \Pi_k := \Pi_{k-1} \Pi_k \Pi_k = \Pi_k, \] where \( \Pi_k, \Pi_k = \Pi_{k-1}, f_k, f_k^T \) is the orthogonal projector onto the kernel of \( f_k, \) implying that \( \text{rank}(\Pi_k) = \text{rank}(\Pi_{k-1}) - 1 \) whenever \( \beta_1 = 1 \) and \( \text{rank}(\Pi_k) = \text{rank}(\Pi_{k-1}) \), otherwise.

C Proofs of the results of section 5

C.1 Proof of Theorem 5.1

1. This point is satisfied by construction: from (18), Thms 3.6 and 4.5,
we have \( x_0 \in \mathcal{E}_0 \Rightarrow (x_1 \in \mathcal{E}_1, n) \land \left( x_1 \in (P_1 \cap Z_1 \cap \bigcap_{i \in I_1} \mathcal{H}_i) \right) \)
\[ \Rightarrow x_1 \in S_1 \Rightarrow x_1 \in \mathcal{E}_1 \Rightarrow \cdots \Rightarrow x_{k-1} \in \mathcal{E}_{k-1} \]
\[ \Rightarrow (x_k \in \mathcal{E}_{k-1}) \land \left( x_k \in (P_k \cap Z_k \cap \bigcap_{i \in I_k} \mathcal{H}_k) \right) \]
\[ \Rightarrow x_k \in \mathcal{S}_k \Rightarrow x_k \in \mathcal{E}_k, \forall k \in \mathbb{N^*}. \] (73)

2. This point is also granted by construction. To check it, consider
\( z_0 := x_{k-1}. \) From (26e) of Thm 4.5,
\[ f_k z_i = f_k z_i + \alpha_i \beta, f_k \varphi_i. \]
If \( f_k \varphi_i = 0 \) or \( |\delta_i| \leq \gamma_k \), it means that \( z_i \) is already in \( D_k \) or \( \mathcal{H}_k \). Else,
\[ f_k \varphi_i = f_k \varphi_i + \beta_i \delta_i. \] (74)
3. (27b) is clearly established considering (22a). Now, if 
\[ \beta \] is defined in (26h), is a quadratic form when it is 
nonzero, it is obvious that \( \sigma_i - \sigma_{i-1} \leq 0 \). From (26c) and (26g), \( \varsigma_k := \sigma_p \) and 
\( \varsigma_{k-1} = \sigma_0 \), then 
\[ \varsigma_k - \varsigma_{k-1} = \sigma_p - \sigma_0 = -\sum_{i=0}^{p_k} \alpha_i \beta_i^2 \delta_i^2 \leq 0. \] 
The sequence \( (\varsigma_k)_{k \in \mathbb{N}} \) is decreasing, bounded above by \( \varsigma_0 \) and hence convergent.

C.2 Proof of Lemma 5.3

Lemma 5.3 Consider the system (1) subject to (3) and the matrix \( P_k \) computed 
in line with either (10c)- (10e) and (11) or (13) on one hand and (26), on 
the other. Let \( \tilde{H}_k \in \mathbb{R}^{n \times q_k} \) whose columns form an orthonormal basis for 
\( \mathcal{R}(P_k) \), where \( q_k := \text{rank}(P_k) \) and let \( \tilde{P}_k := \tilde{H}_k P_k \tilde{H}_k^T \). If the pair \( \{A_k, \tilde{F}_k^T\} \) is 
sporadically observable and \( \{A_k, R_k\} \) is uniformly controllable, then there exist 
positive finite numbers \( q_k \) and \( \bar{q}_k \), s.t. for all \( k \geq s_k(\bar{l}) \), 
\[ q_k I_{q_k} \leq \tilde{P}_k \leq \bar{q}_k I_{q_k}, \] 
\( s_k \) being given in (36) of Definition 5.4.

The proof of this lemma will be carried out in two phases. We'll be ultimately 
using the observability and controllability properties of the Kalman filter in 
\$ \S \$ C.2.2. For this purpose, we have to start by showing the analogy of the latter 
with the proposed algorithm.

C.2.1 Kalman filter analogy

To begin with, consider the following linear time-varying stochastic system with 
some bounded matrix \( \tilde{A}_k \in \mathbb{R}^{n \times n} \):
\[ \xi_k = \tilde{A}_{k-1} \xi_{k-1} + B_{k-1} \tau_{k-1} + \tilde{w}_{k-1}, \quad k \in \mathbb{N}^* \] 
\[ \dot{y}_k = \tilde{F}_k^T \xi_k + v_k, \quad \forall k \in \tilde{K}, \quad (\text{cf. (38c)}) \]

where \( \tilde{w}_k \sim \mathcal{N}(0, W_k) \) 
\[ v_k \sim \mathcal{N}(0, V_k), \quad \text{where} \quad \bar{p} \text{ is defined in (38c)}, \]

where \( \xi_k \in \mathbb{R}^n \) is the unknown state vector, \( \dot{y}_k := [y_k]_{i \in \tilde{I}} \in \mathbb{R}^{\bar{p}} \), \( y_k := \frac{1}{2}(y_k - y_k) \) and 
\( \tilde{F}_k \in \mathbb{R}^{n \times \bar{p}} \), defined in (38), are the output vector and the observation 
matrix resp.; \( B_{k-1} \tau_{k-1} \) is the known input intervening in (1a); and \( \tilde{w}_k \) and \( v_k \) are 
gaussian centered noise vectors of covariance matrices \( W_k \) and \( V_k \) resp. Now 
consider the Kalman filter, designed for the system (77):
\[ \xi_k = \xi_{k-1} + K_k \delta_k \] 
\[ \dot{P}_k = (I_n - K_k \tilde{F}_k^T) \dot{P}_{k-1} \] 
\[ \delta_k := \dot{y}_k - \tilde{F}_k^T \xi_{k-1} \]
and if \( \hat{F}_{m,m} \) (79a) and (79b), we obtain (78e)-(78f). Now, repeatedly using (10e) for \( i \) as (77b), (78) and (79). Finally, using

\[
\text{Applying the inversion lemma again to (81), the algorithm (26) can be rewritten}
\]

The time prediction stage, (10), of Thm 3.6 can be seen as the prediction stage of the Kalman filter (78e)-(78f) and the measurement correction stage (26), given in Thm 4.5 is nothing else than (78a)-(78d). This is stated in Proposition C.1. Forasmuch as the Kalman filter undergoes numerical stability issues when the system (77) is subject to equality constraints (the matrix \( \hat{F}^T_k \hat{P}_k \hat{F}_k + V_k \) in the Kalman gain, (78d), becoming ill-conditioned), (3c) are not considered.

**Proposition C.1** If \( \hat{x}_k \) is computed in line with (10) of Thm 3.6, for any \( \mu \in [0, +\infty) \) and (26) of Thm 4.5, for any value of \( \beta_i = \beta^* \in [0,1[, \ i \in G_k \cap G_i \) and if \( \hat{\xi}_k \) is the Kalman estimator (78) designed for the system (77), such that \( \hat{F}_k \) is given by (38b),

\[
\hat{A}_k := \prod_{j=1}^{\mu} \sqrt{1 + \mu_j A_k} = \sqrt{\chi_1 A_k}, \text{ cf. (38g)},
\]

\[
W_k := \frac{1}{\omega_l} R_k \text{Diag} \left( \frac{\omega_l}{\sqrt{1 + \mu_j}}, i \in \{1, \ldots, m\} \right) \Psi_k, \text{ where } \chi_i = \prod_{j=1}^{m} (1 + \mu_j), \quad (79a)
\]

\[
V_k := \text{Diag} \left( \frac{1}{\omega_l}, i \in G_k \cap G_i \right), \text{ where } \omega_i := \frac{\omega_{l,\beta_i}}{1 - \beta_i}, \quad (79b)
\]

\[
\omega_k := \omega_k - \alpha_i \beta_i \left( \frac{\nu^2}{1 - \beta_i} - \delta_i^2 \right), \text{ for a fixed } \sigma_0; \quad (79c)
\]

and if \( \hat{\xi}_0 = \hat{\xi}_0 \) and \( \hat{P}_0 = P_0 \), then

\[
\forall k \in \mathbb{N}^*, \ \hat{x}_k = \hat{\xi}_k \text{ and } \hat{P}_k = P_k. \quad (80)
\]

**Proof.** Replacing \( \beta_i = \frac{\omega_l}{\omega_l + \sigma_i} \) and \( \alpha_i \) from (26h) in (26d), the latter can be rewritten

\[
\Pi_i = \Pi_i - \Pi_i \hat{f}_k \left( \hat{f}_k^T \Pi_i \hat{f}_k + \frac{1}{\gamma} \right)^{-1} \hat{f}_k^T \Pi_i - 1.
\]

Then, using the inversion lemma, it comes that

\[
P_k^{-1} = \Pi_0^{-1} + \sum_{i=1}^{\mu} \omega_i \hat{f}_k \hat{f}_k^T.
\]

Recalling that \( P_k = \Pi_0 \) and that \( \Pi_0 = P_{k/k-1} \) and noticing that

\[
\sum_{i=1}^{\mu} \omega_i \hat{f}_k \hat{f}_k^T = \hat{F}_k^T V_k \hat{F}_k,
\]

we have

\[
P_{k+1}^{-1} = P_{k+1}^{-1} + \hat{F}_k^T V_k^{-1} \hat{F}_k. \quad (81)
\]

Applying the inversion lemma again to (81), the algorithm (26) can be rewritten as (77b), (78) and (79). Finally, using \( P_{k+1/k} \) defined in (13) and considering (79a) and (79b), we obtain (78e)-(78f). Now, repeatedly using (10e) for \( i = m, m - 1, \ldots, 0 \) in (10e) with (10d), produces

\[
P_{k+1/k} := \prod_{i=1}^{m} (1 + \mu_i) A_k P_k A_k^T + \sum_{i=1}^{m} \prod_{j=1}^{m} \frac{1+\mu_j}{\rho_j} r_k, r_k^T. \quad (82)
\]
then, considering (79a), (79b) and the fact that
\[ \sum_{m} \prod_{i=1}^{m} \frac{1}{\mu_{j,k}} r_{k,i} r_{k,i}^{T} = W_{k}, \]
we obtain (78e)-(78f) thus completing the proof.

C.2.2 Boundedness of the shape matrix \( P_{k} \)

**Proposition C.2** ([39, 40]) Consider the time-varying system (77) and let \( \tilde{K} = \mathbb{N}^* \) (cf. (38c)). If the matrix pairs \( \{\tilde{A}_{k}, W_{k}^{2}\} \) and \( \{\tilde{A}_{k}, V_{k}^{-\frac{3}{2}} \tilde{F}_{k}^{T}\} \) are uniformly controllable and observable resp., the estimation covariance matrix of the Kalman filter (78), designed for the system (77), satisfies the following inequalities, for all \( k \geq 1 \):
\[ (\tilde{C}_{k,k-1} + \tilde{C}_{k,k-1}^{-1})^{-1} \leq \tilde{P}_{k} \leq \tilde{C}_{k,k-1}^{-1} + \tilde{C}_{k,k-1}. \]

**Proposition C.3** The pairs \( \{\tilde{A}_{k}, W_{k}^{2}\} \) and \( \{\tilde{A}_{k}, V_{k}^{-\frac{3}{2}} \tilde{F}_{k}^{T}\} \) are uniformly controllable and observable resp., if and only if \( \{A_{k}, R_{k}\} \) and \( \{A_{k}, E_{k}^{T}\} \) have the respective properties.

**Proof.** Since \( \lambda_{k} := \prod_{j=1}^{m} \sqrt{1 + \mu_{j}}, \) \( W_{k}^{2} \) and \( V_{k}^{-\frac{3}{2}} \), given in (79a) and (79b), are all bounded and positive (resp. SPD), the observability and controllability gramians, associated to the matrices \( \tilde{A}_{k} := \lambda_{k} A_{k}, W_{k}^{2} \) and \( \tilde{F}_{k} V_{k}^{-\frac{3}{2}} \) are
\[ \tilde{C}_{k+1,k} := \sum_{i=k}^{k+1} \tilde{X}_{i+1,k}^{-2} \Phi_{i+1,k} W_{i}^{2} \Phi_{i+1,k}^{T}, \]
\[ \tilde{C}_{k+1,k} := \sum_{i=k}^{k+1} \tilde{X}_{i,k}^{2} \Phi_{i,k}^{T} \tilde{F}_{i} V_{i}^{-1} \tilde{F}_{i}^{T} \Phi_{i,k}, \]
where \( \tilde{X}_{k+1,k} := \lambda_{k+1} \ldots \lambda_{k}, \) \( \lambda_{k} \) is defined in (79a); (83c) \( \tilde{C}_{k,k-1} \) and \( \tilde{C}_{k,k-1}^{-1} \) are SPD bounded matrices if and only if \( \tilde{C}_{k,k-1}^{-1} \) and \( \tilde{C}_{k,k-1} \), given by (32) and (35), associated to \( A_{k}, R_{k} \) and \( F_{k} \) are also bounded SPD matrices.

Considering Definition 5.4 for this kind of systems, the direct consequence of Propositions C.2 and C.3 applied to the system with all \( i \in \mathcal{G}_{k} \cap \mathcal{D}_{k} \cap \mathcal{H}_{k} \) measurements (3) including equality constraints (3c) complete the proof of Lemma 5.3.

C.3 Proof of Theorem 5.4

1. Let \( \tilde{q} := \tilde{q}_{k} := n - q_{k} = n - \text{rank}(n) \) and \( \tilde{H}_{k} \in \mathbb{R}^{n \times \tilde{q}} \) whose columns form orthonormal basis for \( \mathcal{X}_{r}(P_{k}) \), s.t. \( H_{k} := \left[ \tilde{H}_{k} \right] \) is a unitary matrix.

Hence, we have \( H_{k}^{T} P_{k} H_{k} = \text{Bdiag}(\tilde{P}_{k}, 0_{\tilde{q}, \tilde{q}}) \). The \( E_{k} \)'s nonzero semi-axes lengths are the singular values of the matrix \( \varsigma_{k} \tilde{H}_{k}^{T} P_{k} \tilde{H}_{k} = \varsigma_{k} \tilde{P}_{k} \). On one hand, it is shown, at the point 3. of Thm 5.1 (cf. Appendix C.1, point 3.), that the sequence \( \{\varsigma_{k}\}_{k \in \mathbb{N}} \) is decreasing, bounded above by \( \varsigma_{0} \) and convergent. On the other hand, as stated in (76) of Lemma 5.3 (cf. Appendix C.2.), the singular values of \( \tilde{P}_{k} \) are bounded and so are the ellipsoid’s axes lengths, as well as their product representing the ellipsoid’s volume.

39
2. According to Definition 5.2, we need first to show that \( \mathcal{V}_k(\tilde{x}_k) \) is bounded despite of the deficient rank of the matrix \( P_k \). For any possible value of the true state vector \( x_k \), we have

\[
x_k \in \mathcal{E}(\tilde{x}_k; q_k P_k) \iff \tilde{x}_k := x_k - \tilde{x}_k \in \mathcal{E}(0_n; q_k P_k)
\]

\[
\iff \tilde{x}_k = (q_k P_k)^{\frac{1}{2}} u_k, u_k \in \mathbb{B}^2_0, \quad (\text{cf. \S 1.8}).
\]  

(84)

It means that \( \tilde{x}_k \in \mathcal{R}(P_k) \), which is a subspace of \( \mathbb{R}^n \) of dimension \( q \leq n \), where \( q := q_k := \text{rank}(P_k) \):

\[
H_k^T \tilde{x}_k = \frac{1}{q} H_k^T P_k^2 H_k^2 H_k^T u_k = \frac{1}{q} \begin{bmatrix} \tilde{P}_k^2 & 0_{q, q} \end{bmatrix}_{0, q, q, q} \tilde{H}_k^T u_k = \left[ \begin{array}{c} \frac{1}{q} \tilde{P}_k^2 u_k \\ 0_{q, q} \end{array} \right],
\]

where \( u_k := H_k^T u_k \in \mathbb{B}^2_0 \), meaning that

\[
\forall x_k \in \mathcal{E}_k, \tilde{x}_k = H_k^T [\tilde{u}_k^T 0_{q, q}]^T, \quad \tilde{x}_k := H_k^T \tilde{x}_k \text{ and } H_k^T \tilde{x}_k = 0_q.
\]

Now we shall show that \( \mathcal{V}_{\tilde{x}_k} \) is an ISS-Lyapunov function for all possible values of \( \tilde{x}_k \in \mathcal{R}(P_k) \). First, let \( \mathcal{V}_{k} := \mathcal{V}_{\tilde{x}_k} \):

\[
\mathcal{V}_k := \tilde{x}_k^T H_k^T P_k^2 H_k^2 H_k^T \tilde{x}_k = \left[ \tilde{x}_k^T \right] P_k^{-1} \left[ \tilde{x}_k^T \right]^T = \tilde{x}_k^T \tilde{P}_k^{-1} \tilde{x}_k
\]

noticing that \( \| \tilde{x}_k \| = \| H_k^T \tilde{x}_k \| = \| \tilde{x}_k \| \) and by virtue of (76), it can be deduced that

\[
\psi_k(\| \tilde{x}_k \|) \leq \bar{\psi}_k(\| \tilde{x}_k \|),
\]

(85)

where \( \psi_k \) (resp. \( \bar{\psi}_k \)) : \( \mathbb{R}_+ \rightarrow \mathbb{R}_+ \), \( t \rightarrow \psi_k(t) = \bar{\psi}_k^{-1} t^2 \) (resp. \( \psi_k(t) = \bar{\psi}_k^{-1} t^2 \)), cf. (76), are \( \mathcal{K}_\infty \) functions. Now, since \( v_k \) and \( s_k \) are bounded above and below, it comes out that \( \mathcal{V}_k \) satisfies the condition (29).

Second, to prove that \( \mathcal{V}_k \) meets the condition (30), we shall begin with proving that \( \mathcal{V}_k - \mathcal{V}_{\tilde{x}_k} \leq 0 \), where

\[
\mathcal{V}_k - \mathcal{V}_{\mathcal{V}_k} = \sum_{i=1}^{p} \mathcal{V}_{\mathcal{V}_k} - \mathcal{V}_{\mathcal{V}_k} \leq \sum_{i=1}^{p} \sigma_i - s_{k-1} = \sum_{i=1}^{p} \alpha_i (\sqrt{\mu_i} - \delta_i^2)
\]

(86a)

\[
= s_k - s_{k-1} \leq 0.
\]

(87)

Thanks to point 3. of Thm 5.1,

\[
\mathcal{V}_k - \mathcal{V}_{\tilde{x}_k} \leq 0, \quad \text{if } \beta^* = \beta_k \text{ given in (22c) / Algo. 3.}
\]

(88)

Now, considering \( P_{k+1/2} \) given by (10), we have (cf. (82) of Proposition C.1)

\[
P_{k+1/2} := \lambda_{k-1}^2 A_k - 1 P_k A_k - 1 + W_{k-1}, \quad \text{where } \lambda_k := \prod_{i=1}^{m} \sqrt{1 + \mu_i};
\]

(89)

and \( W_k \) SPD, defined in (38h) resp. and both are bounded. Basing on the same reasoning as done in Lemma 3 in [22], it can be shown that for any vectors \( x, y \in \mathbb{R}^n \) and any matrices \( A, B \in \mathbb{R}^{n \times n} \),

\[
(x + y)^T (A + B)(x + y) \leq x^T A x + y^T B y.
\]

(90)

On the other hand, \( \forall x \in \mathcal{R}(P) \), \( \exists u \in \mathbb{R}^n \), \( x = P u \); then recalling that \( \forall X \in \mathbb{R}^{n \times n} \), \( X X^T X = X \), \( \forall A \in \mathbb{R}^{n \times n} \) of full rank:

\[
x^T A^T (A P A^T)^T A x = u^T A^T (A P A^T)^T A u
\]

\[
= u^T A^T (A P A^T)^T A u = u^T P u
\]

\[
= u^T P P^T u = x^T P^T x.
\]

(91)
Therefore, since $\tilde{x}_{k-1} \in \mathcal{R}(P_{k-1})$
\[ \gamma_{k-1} \leq \frac{1}{\lambda_{k-1}} \tilde{x}_{k-1}^T A_{k-1}^T (A_{k-1} P_{k-1} A_{k-1}^T)^{\dagger} A_{k-1} \tilde{x}_{k-1} + \tilde{w}_{k-1}^T W_{k-1}^T \tilde{w}_{k-1} \]
\[ \leq \frac{1}{\lambda_{k-1}} \tilde{x}_{k-1}^T P_{k-1} \tilde{x}_{k-1} + \tilde{w}_{k-1}^T W_{k-1}^T \tilde{w}_{k-1} \]
\[ \gamma_{k-1} \leq \frac{1}{\lambda_{k-1}} \gamma_{k-1} + \|W_{k-1}^{-1}\| \|\tilde{w}_{k-1}\|^2. \] (92)

Now, from (87), we have
\[ \gamma_k - \gamma_{k-1} \leq \gamma_{k/k-1} - \gamma_{k-1}; \] (93)
and consequently, (92) becomes
\[ \gamma_k - \gamma_{k-1} \leq \gamma_{k/k-1} - \gamma_{k-1} - \phi_{k-1} \gamma_{k-1} + \psi_{k-1}(\|\tilde{w}_{k-1}\|), \] (94)
where $\phi_k := 1 - \frac{1}{\lambda_k} > 0$, since $\lambda_k > 1$, and $\psi_k : \mathbb{R}_+ \to \mathbb{R}_+$, $t \mapsto \psi_k(t) = \|W_{k}^{-1}\| t^2$, is a $\mathcal{K}$-function. This means that $\gamma_k$ is an ISS-Lyapunov function for the system of state vector $\tilde{x}_k$. Thus applying Lemma 5.2 completes the proof of this point.

3. First, we shall establish some properties of the pseudo-determinant. For any $P \in \mathbb{R}^{n \times n}$ of rank $q$, any SPSD $R \in \mathbb{R}^{n \times n}$ and any full rank $A \in \mathbb{R}^{n \times n}$,
\[ |P|_i = |P + I_n - P^T P|; \]
\[ |P + R|_i = |P|_i |P + (P^T + I_n - P^T P)R|_i; \]
\[ APP^T = (APP^T)P(P^T P)^{-1} = |APP^T|_i |P|_i. \]
From Thm 3.6, it is clear that $P_{k+1/k} = \tilde{A}_k P_k \tilde{A}_k^T + W_k = \Theta_k + W_k$, thus
\[ \gamma_{k|P_{k+1/k}|_i} = |\tilde{A}_k P_k \tilde{A}_k^T|_i (\Theta_k^T + I_n - \Theta_k^T \Theta_k) W_k |\gamma_k|_{P_k}_i \]
\[ = \frac{v_k}{v_{k-1}} \gamma_{k|P_k|_i}. \] (95)

Now, let us recall that the rank of the matrix $P_k$ is varying with each time step $k$ and with each measurement $i$: rank($\Pi_i$) = $\kappa_i$. From (23d) of Thm 4.3.2,
\[ \sum_{i=1}^{P_k} \sigma_i^{s_i} |\Pi_{i-1}| - s_i^{s_i-1} |\Pi_{i-1}| \leq 0 \Rightarrow \gamma_{k|P_k|_i} \leq \gamma_{k|P_{k-1}|_i}. \] (96)

Considering (96) and (95),
\[ \gamma_{k|P_k|_i} \leq \frac{v_k}{v_{k-1}} \gamma_{k|P_{k-1}|_i} \leq \frac{v_k}{v_{k-2}} \gamma_{k-2|P_{k-2}|_i} \leq \frac{v_k}{v_{0}^n} |P_0|_i = v_k s_k |P_0|_i. \]

4. From (24f) of Thm 4.3.3,
\[ \sum_{i=1}^{P_k} \sigma_i \text{tr}(\Pi_i) - s_i \text{tr}(\Pi_{i-1}) \leq 0 \Rightarrow \gamma_k \text{tr}(P_k) \leq \gamma_{k-1} \text{tr}(P_{k-1}) \] (97)
\[ \text{tr}(P_{k+1/k}) = \text{tr}(\tilde{A}_k P_k \tilde{A}_k^T) + \text{tr}(W_k) = \lambda_k^2 \text{tr}(A_k A_k^T) + \text{tr}(W_k) \]
\[ \leq \lambda_k^2 \text{tr}(P_k) \text{tr}(A_k A_k^T) + \text{tr}(W_k); \]
\[ \gamma_{k+1} \text{tr}(P_{k+1}) \leq \gamma_k \text{tr}(P_k) \left( \lambda_k^2 \text{tr}(A_k A_k^T) + \frac{\text{tr}(W_k)}{\text{tr}(P_k)} \right) \]
\[ \leq \frac{\lambda_k}{v_k} \gamma_{k} \text{tr}(P_k). \]

Hence
\[ \gamma_k \text{tr}(P_k) \leq \frac{\lambda_k}{v_k} \gamma_{k-1} \text{tr}(P_{k-1}) \leq \ldots \leq \frac{\lambda_k}{v_0} \gamma_{0} \text{tr}(P_0) = s_k s_0 \text{tr}(P_0). \] (98)
5. The proof of this point is the direct consequence of the point 2.: the fact that $R_{k} = 0_{n,m}$ means that $\bar{w}_{k} = 0_{n}$ and the ISS stability of a system implies its Lyapunov stability with 0-input. It can also be obtained by simply replacing $\phi_{k} := 1 - \frac{1}{\lambda_{k}} = 0$ in (92)-(94), where it comes out that $\gamma_{k} - \gamma_{k-1} \leq 0$.

6. Now, because $R_{k} = 0_{n,m}$, $\lambda_{k} = 1$ and $W_{k} = 0_{n,n}$, it is clear that, $P_{k+1/k} = A_{k}P_{k}A_{k}^{T} \leq \|A_{k}\|P_{k} \leq P_{k}$, as $\|A_{k}\| \leq 1$. (99)

On the other hand, $\forall \beta^{\ast} \in ]0, 1[,$ $P_{k+1/k} = P_{k+1/k} - p_{k} \sum_{i=1}^{\alpha_{i} \beta_{i} \phi_{i} \phi_{i}^{T}} \leq P_{k+1/k}$. (100)

the obvious consequence of (99) and (100) is $P_{k+1/k} \leq P_{k}$, $\forall \beta^{\ast} \in ]0, 1[$. (101) and this means that all the eigenvalues of $P_{k}$ are nonincreasing.

6.ii. According to the point 3. of Thm 2., when $\beta^{\ast} = \beta_{c}$, $\varsigma_{k+1} \leq \varsigma_{c}$ and by the use of (101), $\varsigma_{k+1}P_{k+1} \leq \varsigma_{c} P_{k}$. This completes the proof of this point, recalling that the eigenvalues of $\varsigma_{c} P_{k}$ are the semi-axes' lengths of the ellipsoid $E_{k}$.

6.iii. If $\beta^{\ast} = \beta_{s}$, (98) and (101) imply that $\varsigma_{k+1} \text{tr}(P_{k+1}) \leq \varsigma_{c} \text{tr}(P_{k})$.

The cases where $k \notin \hat{K}$ can be viewed as measurements $i$ for which $\alpha_{i} = 0$ or $\beta_{i} = 0$.

D Cubic Equation

D.1 Reduced Cubic Equation

If, in the general cubic equation

$$\beta^{3} + b\beta^{2} + c\beta + d = 0,$$ (102)

we set $\beta = \tilde{\beta} - b/3$, we obtain the reduced cubic equation

$$\tilde{\beta}^{3} + s\tilde{\beta} + t = 0,$$ (103)

lacking the square of the unknown $\tilde{\beta}$, where

$$s = c - \frac{b^{2}}{3}, \quad t = d - \frac{bc}{3} + \frac{2b^{3}}{27}.$$ (104)

After finding the roots $\tilde{\beta}_{1}, \tilde{\beta}_{2}, \tilde{\beta}_{3}$ of (103), we shall know the roots of (102):

$$\beta_{1} = \tilde{\beta}_{1} - \frac{b}{3}, \quad \beta_{2} = \tilde{\beta}_{2} - \frac{b}{3}, \quad \beta_{3} = \tilde{\beta}_{3} - \frac{b}{3}.$$ (105)

D.2 Algebraic Solution of the Reduced Cubic Equation

We shall employ the method which is essentially the same as that given by Vieta in 1591. We make the substitution

$$\tilde{\beta} = z - \frac{s}{3z}$$ (106)

in (103) and obtain

$$z^{3} - \frac{s^{3}}{27}z + t = 0,$$

since the terms in $z$ cancel, and likewise the terms in $1/z$. Thus

$$z^{6} + tz^{3} - \frac{s^{3}}{27} = 0.$$
Solving this as a quadratic equation for $z^3$, we obtain

\[ z^3 = -\frac{t}{2} \sqrt[3]{u}, \quad u = \left( \frac{s}{3} \right)^3 + \left( \frac{t}{2} \right)^2. \]

Any number has three cube roots, two of which are the products of the imaginary cube roots of unity:

\[ \omega = -\frac{1}{2} + \frac{1}{2} \sqrt{3}i, \quad \omega^2 = -\frac{1}{2} - \frac{1}{2} \sqrt{3}i. \]

We can choose particular cube roots

\[ v = \sqrt[3]{\frac{t}{2} + \sqrt[3]{u}}, \quad w = \sqrt[3]{\frac{t}{2} - \sqrt[3]{u}}, \quad (107) \]

such that $vw = -s/3$, since the product of the numbers under the cube root radicals is equal to $(-s/3)^3$. Hence the six values of $z$ are

\[ v, \omega v, \omega^2 v, w, \omega w, \omega^2 w. \]

These can be paired so that the product of the two in each pair is $-s/3$:

\[ vw = -\frac{s}{3}, \quad \omega v \cdot \omega^2 w = -\frac{s}{3}, \quad \omega^2 v \cdot \omega w = -\frac{s}{3}. \]

Hence with any root $z$ is paired a root equal to $-s/(3z)$. By (106), the sum of the two is a value of $\beta$. Hence the three values of $\beta$ are

\[ \beta_1 = v + w, \quad \beta_2 = \omega v + \omega^2 w, \quad \beta_3 = \omega^2 v + \omega w. \quad (108) \]

It is easy to verify that these numbers are actually roots of (103). For example, since $\omega^3 = 1$, the cube of $\beta_2$ is

\[ v^3 + w^3 + 3\omega vw^2 + 3\omega^2 v^2 w = -t - s(\omega v + \omega^2 w) = -t - s\beta_2, \]

by (107) and $vw = -s/3$.

The numbers (108) are known as Cardan’s formulas for the roots of a reduced cubic equation (103). The expression $v + w$ for a root was first published by Cardan in his *Ars Magna* of 1545, although he had obtained it from Tartaglia under promise of secrecy.

### D.3 Discriminant

The product of the squares of the differences of the roots of any equation in which the coefficient of the highest power of the unknown is unity shall be called the *discriminant* of the equation. For the reduced cubic (103), the discriminant is

\[ (\beta_1 - \beta_2)^2 (\beta_1 - \beta_3)^2 (\beta_2 - \beta_3)^2 = -4s^3 - 27t^2, \quad (109) \]

**Remark D.1** The discriminant $\Delta$ of the general cubic (102) is equal to the discriminant of the corresponding reduced cubic (103). For, by (105),

\[ \beta_1 - \beta_2 = \beta_1 - \beta_2, \quad \beta_1 - \beta_3 = \beta_1 - \beta_3, \quad \beta_2 - \beta_3 = \beta_2 - \beta_3. \quad (110) \]

Inserting in (109) the values of $s$ and $t$ given by (104), we get

\[ \Delta = 18bcd - 4b^3d + b^2c^2 - 4c^3 - 27d^2. \quad (111) \]

It is sometimes convenient to employ a cubic equation

\[ a\beta^3 + b\beta^2 + c\beta + d = 0 \quad (a \neq 0), \quad (112) \]

in which the coefficient of $\beta^3$ has not been made unity by division. The product $\Delta$ of the squares of the differences of its roots is evidently derived from (111) by replacing $b, c, d$ by $b/a, c/a, d/a$. Hence

\[ a^3 \Delta = 18abcd - 4b^3d + b^2c^2 - 4c^3 - 27a^2d^2. \]

This expression (and not $P$ itself) is called the discriminant of (112).
D.4 Number of Real Roots of a Cubic Equation.

Theorem D.1 A cubic equation with real coefficients has three distinct real roots if its discriminant $\Delta$ is positive, a single real root and two conjugate imaginary roots if $\Delta$ is negative, and at least two equal real roots if $\Delta$ is zero.
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