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Abstract

In this note, we show that the relative entropy of an empirical distribution of \( n \) samples drawn from a set of size \( k \) with respect to the true underlying distribution is exponentially concentrated around its expectation, with central moment generating function bounded by that of a gamma distribution with shape \( 2k \) and rate \( n/2 \). This improves on recent work of Bhatt and Pensia [BP21] on the same problem, who showed such a similar bound with an additional polylogarithmic factor of \( k \) in the shape, and also confirms a recent conjecture of Mardia et al. [MJTNW20]. The proof proceeds by reducing the case \( k > 3 \) of the multinomial distribution to the simpler case \( k = 2 \) of the binomial, for which the desired bound follows from standard results on the concentration of the binomial.

1 Introduction

Given \( n \) samples from some distribution \( P = (p_1, \ldots, p_k) \) on a finite set of size \( k \), the realized fraction of samples corresponding to each element \((X_1, \ldots, X_k)\) is a natural estimator (and in fact the maximum likelihood estimator) of the underlying distribution \( P \). Since the Neyman–Pearson lemma [NP33] reduces optimal hypothesis testing to understanding the distribution of the likelihood ratio statistic, in this case we are led to study the empirical relative entropy with respect to the true distribution:

**Definition 1.1.** Given a distribution \( P = (p_1, \ldots, p_k) \) on a finite set of size \( k \) and multinomially distributed random variables \((X_1, \ldots, X_k) \sim \text{Multi}(n; (p_1, \ldots, p_k))\) for a positive integer \( n \), the empirical relative entropy is

\[
V_{n,k,P} = D\left(\left(\frac{X_1}{n}, \ldots, \frac{X_k}{n}\right) \middle\| (p_1, \ldots, p_k)\right) = \sum_{i=1}^{k} \frac{X_i}{n} \log \frac{X_i}{np_i},
\]

and is such that \( 2nV_{n,k,P} \) is the likelihood-ratio statistic of the hypothesis that the probabilities of \( X \) are \( P \), where

\[
D\left((q_1, \ldots, q_k) \middle\| (p_1, \ldots, p_k)\right) = \sum_{i=1}^{k} q_i \log \frac{q_i}{p_i}
\]

denotes the relative entropy or Kullback–Leibler (KL) divergence of \( Q \) with respect to \( P \).\(^1\)

\(^1\)All logarithms and exponentials are in the natural base.
For fixed $k$, it is well known (from e.g. Wilks’ theorem [Wil38]) that the likelihood ratio statistic $2nV_{n,k,P}$ converges in distribution to $\chi^2_{k-1}$ a chi-squared distribution with $k-1$ degrees of freedom as $n$ goes to infinity (assuming $P$ is not supported on a set of size smaller than $k$). For the specific case we are interested in of the multinomial distribution, there are also known finite-sample bounds, most notably the now-standard bound obtained via the method of types [Csi98] that

$$\Pr[V_{n,k,P} \geq \varepsilon] \leq \binom{n+k-1}{k-1} \cdot \exp(-n\varepsilon)$$

for all real $\varepsilon \geq 0$, which has optimal decay in $\varepsilon$ as $n$ and $\varepsilon$ go to infinity, but is trivial for $\varepsilon$ close to $\mathbf{E}[V_{n,k,P}] \leq \log\left(1 + \frac{k-1}{n}\right) \leq \frac{k-1}{n}$ [Pan03]. Mardia et al. [MJTNW20] recently substantially improved this bound, giving a roughly quadratic improvement in the $\binom{n+k-1}{k-1}$ factor while maintaining the decay in $\varepsilon$, and also posed several conjectures about improved bounds. Subsequently, the author gave an incomparable exponential bound [Agr20b] (further improved by Guo and Richardson [GR21]) which becomes non-trivial for $\varepsilon > \frac{k-1}{n}$ but which has decay like $n\varepsilon \cdot (1 - o(1))$ for large $\varepsilon$, by bounding the moment generating function of $V_{n,k,P}$.

Most of the above bounds focused on the question of bounding the probability that $V_{n,k,P}$ exceeds 0 by some $\varepsilon$, but it is also natural to ask about concentration around $\mathbf{E}[V_{n,k,P}]$. In particular, Mardia et al. [MJTNW20] posed the following conjecture:

**Conjecture 1.2 ([MJTNW20, Conjecture 2]).** There are positive constants $c_1$ and $c_2$ such that for every $n$, $k$, $P$, and $\varepsilon \geq 0$ it holds that

$$\Pr\left[|V_{n,k,P} - \mathbf{E}[V_{n,k,P}]| \geq \varepsilon\right] \leq c_1 \exp\left(-c_2 \min\left\{\frac{n^2\varepsilon^2}{k-1}, n\varepsilon\right\}\right).$$

By standard results on subgamma random variables (e.g. [BLM13, §2.4, Theorem 2.3]), Conjecture 1.2 is equivalent to upper bounding the central moment generating function of $V_{n,k,P}$ by that of a gamma distribution with shape $C_1(k-1)$ and rate $C_2n$ on a ball around the origin of radius $C_3n$ for positive constants $C_1$, $C_2$, and $C_3$.

Similarly, in [Agr20a], the author conjectured that the bound on the non-centered moment generating function of $V_{n,k,P}$ by that of the gamma distribution with shape $k-1$ and rate $n$ on the positive reals [Agr20b, Theorem 1.3] also holds for the centered version (i.e. with constants $C_1 = C_2 = 1$, but for the positive reals), which from the above would suffice to prove a one-sided version of Conjecture 1.2:

**Conjecture 1.3 ([Agr20a, Conjecture 4.4.5]).** For every $n$, $k$, and $P$, we have for all $0 \leq t < n$ that

$$\log \mathbf{E}\left[\exp\left(t\left(V_{n,k,P} - \mathbf{E}[V_{n,k,P}]\right)\right)\right] \leq (k-1) \log\left(\frac{\exp(-t/n)}{1-t/n}\right),$$

where the right-hand side is the centered log moment generating function of a gamma distribution of shape $k-1$ and rate $n$.

Significant progress towards these conjectures was made in recent work of Bhatt and Pensia [BP21], who established near-optimal bounds in the case that the probabilities of the multinomial distribution are bounded away from 0.
Theorem 1.4 (Equivalent form of [BP21, Theorem 1]). There are positive constants $C_1$ and $C_2$ such that for all $n, k,$ and $P$, it holds that

$$\log \mathbb{E} \left[ \exp \left( t \left( V_{n,k,P} - \mathbb{E}[V_{n,k,P}] \right) \right) \right] \leq C_1 \cdot k \log \left( \frac{k}{\min_i p_i} \right) \cdot \log \left( \frac{\exp(-C_2 t/n)}{1 - C_2 t/n} \right),$$

for all $|t| < C_2 n$.

However, Theorem 1.4 does not suffice to prove Conjecture 1.2 due to the additional polylogarithmic factors in $k$ and $\min_i p_i$.

In this work, we close this gap, proving Conjecture 1.2 by giving an upper bound on the centered moment generating function of $V_{n,k,P}$ with explicit constants, though falling short of those conjectured by Conjecture 1.3.

Theorem 1.5 (This work, main result). For every $n, k,$ and $P$, we have for all $t < n/2$ that

$$\log \mathbb{E} \left[ \exp \left( t \left( V_{n,k,P} - \mathbb{E}[V_{n,k,P}] \right) \right) \right] \leq \min \left\{ \frac{4kt^2/n^2}{1 - 2t/n}, 2k \log \left( \frac{\exp(-2t/n)}{1 - 2t/n} \right) \right\},$$

and so in particular the centered cumulant generating function of $V_{n,k,P}$ is bounded by that of a gamma distribution with shape $2k^2$ and rate $n/2$.

Remark 1.6. At first glance the validity of the above bound for the entire negative real line rather than an interval of length $Cn$ appears qualitatively stronger than what is necessary for Conjecture 1.2, but in fact such bounds are equivalent because $V_{n,k,P} \geq 0$ implies the trivial upper bound for $t \leq 0$ that

$$\log \mathbb{E} \left[ \exp \left( t \left( V_{n,k,P} - \mathbb{E}[V_{n,k,P}] \right) \right) \right] \leq |t| \cdot \mathbb{E}[V_{n,k,P}] \leq |t| \cdot \frac{k - 1}{n},$$

which already establishes the claim for $t \leq -Cn$ for any positive constant $C$, and in fact is stronger than Theorem 1.5 for sufficiently negative $t$.

Corollary 1.7. For all $\varepsilon \geq 0$ we have that

$$\Pr \left[ V_{n,k,P} \geq \mathbb{E}[V_{n,k,P}] + \varepsilon \right] \leq \left( 1 + \frac{n\varepsilon}{4k} \right)^{2k} \cdot \exp \left( -\frac{n\varepsilon}{2} \right) \leq \exp \left( -\frac{3n^2\varepsilon^2}{48k + 8n\varepsilon} \right) \leq \exp \left( -\min \left\{ \frac{n^2\varepsilon^2}{24k}, \frac{n\varepsilon}{8} \right\} \right)$$

and for all $0 \leq \varepsilon \leq 2k/n$ we have that

$$\Pr \left[ V_{n,k,P} \leq \mathbb{E}[V_{n,k,P}] - \varepsilon \right] \leq \exp \left( -k \left( 1 - \sqrt{1 - \frac{n\varepsilon}{2k}} \right)^2 \right) \leq \exp \left( -\frac{n^2\varepsilon^2}{16k} \right).$$

In particular, Conjecture 1.2 holds with $c_1 = 2$ and $c_2 = 1/48$.  

2In fact, the techniques in this work are capable of establishing shape $Ck$ for a constant $1 < C < 2$, see Remark 2.12. More generally, here and in the corollaries we give explicit values of constants, but have not tried to optimize them.
Remark 1.8. For $\varepsilon > 2k/n$, Theorem 1.5 implies that $\Pr[V_{n,k,p} \leq E[V_{n,k,p}] - \varepsilon] = 0$, but since $E[V_{n,k,p}] \leq \log(1 + \frac{k-1}{n}) \leq \frac{k-1}{n}$ [Pan03], as in Remark 1.6 this (and the corresponding part of Corollary 1.7) is subsumed by the fact that $V_{n,k,p} \geq 0$ implies $\Pr[V_{n,k,p} \leq E[V_{n,k,p}] - \varepsilon] = 0$ for all $\varepsilon > E[V_{n,k,p}]$.

Similarly, Theorem 1.5 also implies moment bounds, recovering a weaker version of a variance upper bound of [MJTNW20] and strengthening the moment bounds from [Agr20b; BP21].

Corollary 1.9. We have that $\text{Var}(V_{n,k,p}) \leq 8k/n^2$, and more generally, for all integers $q \geq 1$ we have

$$E\left[\left(V_{n,k,p} - E[V_{n,k,p}]\right)^{2q}\right] \leq \frac{2^6q(k^q q! + (2q)!)}{n^{2q}},$$

so that in particular for all real $q \geq 1$ we have that

$$\sqrt[q]{E\left[\left|V_{n,k,p} - E[V_{n,k,p}]\right|^q\right]} \leq \frac{24}{n} \left(\sqrt{kq} + q\right).$$

The proof of Theorem 1.5 follows a similar outline as that of the earlier work [Agr20b] for the non-centered moment generating function, later extended to the centered version by [BP21], namely it reduces the multinomial case to the simpler case $k = 2$ of the binomial and then bounding the binomial. Our point of departure is in the reduction used: the aforementioned works used a reduction that takes advantage of the dependence between the variables $X_i$ for $i \in \{1, ..., k\}$ and as a result has bounds in terms of $k - 1$, but does not adapt as easily to the centered case (though it can be done, as in [BP21]); by contrast we use a reduction that shows we can consider independent $X_i$ by incurring a quadratic loss, resulting in a simpler proof and stronger bound in the centered case (though weaker in the non-centered case, both via the quadratic loss and by depending on $k$ rather than $k - 1$). It would be interesting to find an approach that worked cleanly for both cases without incurring these losses.

2 Proof

2.1 Reduction from the multinomial to binomial

In this section, we reduce the case of an alphabet of size $k$ to that of an alphabet of size 2. To state the result, it is convenient to work with a slightly modified formulation of the relative entropy, commonly used when considering it as a $f$-divergence [Csi63; Mor63; AS66].

Definition 2.1. Let $\phi : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0}$ be the function on the non-negative reals given by $\phi(x) = x \log x - x + 1$ for $x > 0$ and $\phi(0) = 1$, and let $\phi_+(x) = \phi(x) \cdot 1_{x \geq 1}$ and $\phi_-(x) = \phi(x) \cdot 1_{x \leq 1}$.

Lemma 2.2. $\phi$ is continuous, convex, non-negative, decreasing on $[0, 1]$, increasing on $[1, \infty)$, and has $\phi(1) = 0$. In particular, $\phi_+$ and $\phi_-$ are also continuous, convex, non-negative, are respectively non-decreasing and non-increasing, and satisfy $\phi = \phi_+ + \phi_-.$

Lemma 2.3. The relative entropy satisfies

$$D((q_1, ..., q_k) \| (p_1, ..., p_k)) = \sum_{i=1}^{k} p_i \cdot \phi\left(\frac{q_i}{p_i}\right)$$
where \( 0 \cdot \phi(q_i/0) = \infty \) if \( q_i > 0 \).

With this definition, we can state the main result of this section:

**Proposition 2.4.** For all \( n, k, P = (p_1, \ldots, p_k) \), and \( t \in \mathbb{R} \), it holds that

\[
\mathbb{E} \left[ \exp \left( t \cdot \left( V_{n,k,P} - \mathbb{E}[V_{n,k,P}] \right) \right) \right]
\leq \prod_{i=1}^{k} \mathbb{E} \left[ \exp \left( 2t \cdot \left( p_i \phi_+(X_i/np_i) - \mathbb{E}[p_i\phi_+(X_i/np_i)] \right) \right) \right]
\leq \prod_{i=1}^{k} \mathbb{E} \left[ \exp \left( 2t \cdot \left( p_i \phi_-(X_i/np_i) - \mathbb{E}[p_i\phi_-(X_i/np_i)] \right) \right) \right]
\]

where \( (X_1, \ldots, X_k) \) is multinomially distributed with \( n \) samples and probabilities \( P \).

Note that the expectations in Proposition 2.4 involve only a single \( X_i \) at a time, i.e. we have broken their dependence. To do so, we use the fact that the variables are negatively associated in the sense of Joag-Dev and Proschan [JP83].

**Definition 2.5** ([JP83, Definition 2.1]). A collection of real-valued random variables \( (Z_1, \ldots, Z_m) \) is said to be negatively associated if for all disjoint subsets \( A_1, A_2 \subseteq \{1, \ldots, m\} \) and (pointwise) non-decreasing functions \( f_i : \mathbb{R}^{|A_i|} \to \mathbb{R} \), it holds that \( \text{Cov}(f_1(Z_i), i \in A_1), f_2(Z_j, j \in A_2)) \leq 0 \).

**Lemma 2.6** ([JP83, Properties P2 and P6]). If \( (Z_1, \ldots, Z_m) \) are negatively associated random variables, then for all functions \( f_1, \ldots, f_m : \mathbb{R} \to \mathbb{R} \) which are either all non-increasing or non-decreasing, the random variables \( (f_1(Z_1), \ldots, f_m(Z_m)) \) are negatively associated. In particular, if each \( f_i(Z_i) \geq 0 \) almost surely, then \( \mathbb{E}[f_1(Z_1) \cdots f_m(Z_m)] \leq \mathbb{E}[f_1(Z_1)] \cdots \mathbb{E}[f_m(Z_m)] \).

**Lemma 2.7** ([JP83, 3.1(a)]). For all positive integers \( n, k \) and probabilities \( P = (p_1, \ldots, p_k) \), the random variables \( (X_1, \ldots, X_k) \) distributed multinomially with \( n \) samples and probabilities \( P \) are negatively associated.

We would like to apply Lemma 2.6 to the KL divergence, but cannot do so directly since the function \( \phi \) is not monotone; however, since \( \phi \) can be written as the sum of the monotone functions \( \phi_+ \) and \( \phi_- \), we can apply it after first separating the two parts by Cauchy–Schwarz, incurring a quadratic penalty.

**Proof of Proposition 2.4.** Fix \( n, k, P = (p_1, \ldots, p_k) \), and \( t \in \mathbb{R} \). Then by Lemma 2.3 and linearity of expectation we have that

\[
V_{n,k,P} - \mathbb{E}[V_{n,k,P}] = \sum_{i=1}^{k} p_i \phi_+(X_i/np_i) - \mathbb{E}[p_i\phi_+(X_i/np_i)] + \sum_{i=1}^{k} p_i \phi_-(X_i/np_i) - \mathbb{E}[p_i\phi_-(X_i/np_i)],
\]
and so by Cauchy–Schwarz we have
\[
\mathbb{E}\left[ \exp\left( t \cdot (V_{n,k,P} - \mathbb{E}[V_{n,k,P}]) \right) \right] \\
\leq \sqrt{\mathbb{E}\left[ \prod_{i=1}^{k} \exp\left( 2t \cdot \left( p_i \phi_+ (X_i/nP_i) - \mathbb{E}[p_i \phi_+ (X_i/nP_i)] \right) \right) \right]} \\
\cdot \sqrt{\mathbb{E}\left[ \prod_{i=1}^{k} \exp\left( 2t \cdot \left( p_i \phi_- (X_i/nP_i) - \mathbb{E}[p_i \phi_- (X_i/nP_i)] \right) \right) \right]}.
\]

Now, since \( \phi_+ \) and \( \phi_- \) are monotone (Lemma 2.2), we have that the functions
\[
f_i(x) = \exp\left( 2t \left( p_i \phi_+ (x/nP_i) - \mathbb{E}[\phi_+ (X_i/nP_i)] \right) \right) \\
g_i(x) = \exp\left( 2t \left( p_i \phi_- (x/nP_i) - \mathbb{E}[\phi_- (X_i/nP_i)] \right) \right)
\]
are for each \( i \) respectively non-decreasing and non-increasing if \( t \geq 0 \) and respectively non-increasing and non-decreasing if \( t \leq 0 \). Thus, since the exponential function is non-negative, the result follows Lemmas 2.6 and 2.7.

### 2.2 Bounding the binomial

It remains to bound the centered moment generating function of the random variables \( np \cdot \phi_+ (X/nP) \) for \( X \) binomially distributed with \( n \) trials and success probability \( p \), where \( \phi_+ \in \{ \phi_+, \phi_- \} \). Such bounds can be derived using standard results on subgamma random variables (as done in [BP21] following [BLM13, §2.4]), but we do so explicitly here both for completeness and to derive (less-standard) bounds in terms of the moment generating function of the gamma distribution itself for comparison to Conjecture 1.3.

To begin, we use the standard fact that these (non-centered) random variables satisfy strong tail bounds, via e.g. the classical Hoeffding inequality:

**Lemma 2.8.** If \( X \) is binomially distributed with \( n \) trials of success probability \( p \), then the random variables
\[
Z_+ = n D\left( \left( \frac{X}{n}, 1 - \frac{X}{n} \right) \left| (p, 1 - p) \right) \cdot 1_{X \geq np} \\
Z_- = n D\left( \left( \frac{X}{n}, 1 - \frac{X}{n} \right) \left| (p, 1 - p) \right) \cdot 1_{X \leq np}
\]
are both stochastically dominated by the exponential distribution, that is, \( \Pr[Z_i \geq x] \leq \exp(-x) \) for all \( x \geq 0 \) and \( i \in \{ +, - \} \).

**Proof.** By Hoeffding’s inequality [Hoe63] we have that for any real \( k \geq np \) (resp. \( k \leq np \)) it holds that \( \Pr[X \geq k] \) (resp. \( \Pr[X \leq k] \)) is at most \( \exp(-n \cdot f(k)) \) for \( f(k) = D\left( \left( \frac{k}{n}, 1 - \frac{k}{n} \right) \left| (p, 1 - p) \right) \), so since \( f(k) \) is increasing in \( k \) for \( k \geq np \) and decreasing in \( k \) for \( k \leq np \), we get by inverting \( f \) that \( \Pr[n \cdot f(X) \cdot 1_{X \geq np} \leq \varepsilon] \leq \exp(-\varepsilon/n) = \exp(-\varepsilon) \) as desired, and analogously for the other tail.
Corollary 2.9. If $X$ is binomially distributed with $n$ trials of success probability $p$, then $n p \cdot \phi_+(X / np)$ and $n p \cdot \phi_-(X / np)$ are both stochastically dominated by an exponential random variable.

Proof. We have that
\[
\begin{align*}
n D\left(\left(\frac{X}{n}, 1 - \frac{X}{n}\right) \ \bigg| \ \cdot (p, 1 - p) \right) \cdot 1_{X \geq np} &= np \cdot \phi_+\left(\frac{X}{np}\right) + n(1 - p) \cdot \phi_-\left(\frac{n - X}{n(1 - p)}\right) \\
&\geq np \cdot \phi_+\left(\frac{X}{np}\right) \geq 0
\end{align*}
\]
\[
\begin{align*}
n D\left(\left(\frac{X}{n}, 1 - \frac{X}{n}\right) \ \bigg| \ \cdot (p, 1 - p) \right) \cdot 1_{X \leq np} &= np \cdot \phi_-\left(\frac{X}{np}\right) + n(1 - p) \cdot \phi_+\left(\frac{n - X}{n(1 - p)}\right) \\
&\geq np \cdot \phi_-\left(\frac{X}{np}\right) \geq 0
\end{align*}
\]
so that the result follows from Lemma 2.8.

Finally, we show that random variables satisfying such tail bounds have their centered moment generating function bounded by that of a gamma distribution.

Lemma 2.10. Let $Z$ be a non-negative random variable. Then for all $t \in \mathbb{R}$, we have that
\[
\log \mathbb{E}\left[\exp\left(t \left(Z - \mathbb{E}[Z]\right)\right)\right] = \log \left(1 + t \mathbb{E}[Z] + \int_0^\infty t(\exp(tx) - 1) \Pr[Z \geq x] \, dx\right) - t \mathbb{E}[Z].
\]

Proof. Since $Z$ is non-negative, we have that $\mathbb{E}[Z] = \int_0^\infty \Pr[Z \geq x] \, dx$, and by integration by parts (or non-negativity of the exponential) also that
\[
\mathbb{E}[\exp(tZ)] = 1 + \int_0^\infty t \exp(tx) \Pr[Z \geq x] \, dx
\]
for all $t \in \mathbb{R}$.

Proposition 2.11. Let $Z$ be a non-negative random variable stochastically dominated by the exponential distribution, i.e. such that $\Pr[Z \geq x] \leq \exp(-x)$ for all $x \geq 0$. Then for all $t \in (-\infty, 1)$, it holds that
\[
\log \mathbb{E}\left[\exp\left(t \left(Z - \mathbb{E}[Z]\right)\right)\right] \leq B(t)
\]
where
\[
B(t) = \begin{cases} 
\frac{t^2}{1 - t} & t \leq 0 \\
\max\left\{\log\left(1 + \frac{t^2}{1 - t} - \frac{t^2}{5}\right), \log\left(1 + \frac{t^2}{5} + \frac{t^2}{1 - t} - \frac{t^2}{5}\right)\right\} & t \geq 0
\end{cases}
\]
satisfies the upper bounds
\[
B(t) \leq \begin{cases} 
\frac{t^2}{1 - t} & t \leq 0 \\
\log\left(1 + \frac{t^2}{1 - t}\right) & t \geq 0
\end{cases}
\]
for all $t < 1$. 7
Remark 2.12. By optimizing over the set of random variables stochastically dominated by the exponential, one can (with more work) establish an upper bound of the form \( C \log \left( \frac{\exp(-t)}{1-t} \right) \) for an explicit constant \( C < 2 \), but since the result does not hold under the stated assumptions for \( C = 1 \), we do not attempt to optimize this constant beyond the minimal work we do here to give \( C = 2 \).

Proof. Note that \( t(\exp(tx) - 1) \geq 0 \) for all \( x \geq 0 \) and \( t \in \mathbb{R} \), so that \( t(\exp(tx) - 1) \Pr[Z \geq x] \leq t(\exp(tx) - 1) \exp(-x) \), and thus by Lemma 2.10 we have for \( t < 1 \) that

\[
\log \mathbb{E} \left[ \exp \left( t \left( Z - \mathbb{E}[Z] \right) \right) \right] \leq \log \left( 1 + t \mathbb{E}[Z] + \int_0^\infty t(\exp(tx) - 1) \exp(-x) \, dx \right) - t \mathbb{E}[Z]
\]

\[
= \log \left( 1 + t \mathbb{E}[Z] + \frac{t^2}{1-t} \right) - t \mathbb{E}[Z]
\]

(1)

The upper bound for \( t \leq 0 \) follows from the fact that \( \log(1 + x) \leq x \) for all \( x \in \mathbb{R} \). It remains to show the upper bound for \( t \geq 0 \), which we do in two cases based on \( \mathbb{E}[Z] \).

If \( \mathbb{E}[Z] \geq 1/5 \), then since Eq. (1) is decreasing in \( \mathbb{E}[Z] \) (e.g. by elementary calculus), we have that

\[
\log \mathbb{E} \left[ \exp \left( t \left( Z - \mathbb{E}[Z] \right) \right) \right] \leq \log \left( 1 + \frac{t}{5} + \frac{t^2}{1-t} \right) - \frac{t}{5}
\]

as desired. On the other hand, if \( \mathbb{E}[Z] \leq 1/5 \), then by Markov’s inequality we have for all \( x \geq 0 \) that \( \Pr[Z \geq x] \leq (\mathbb{E}[Z])/x \leq 1/(5x) \), which is smaller than \( \exp(-x) \) on an interval containing [3/10, 5/2]. In particular, we can bound

\[
\int_0^\infty t(\exp(tx) - 1) \Pr[Z \geq x] \, dx
\]

\[
\leq \int_0^\infty t(\exp(tx) - 1) \exp(-x) \, dx - \int_{3/10}^{5/2} t(\exp(tx) - 1)(\exp(-x) - 1/(5x)) \, dx,
\]

where since \( \exp(tx) - 1 \geq tx \) we have

\[
\int_{3/10}^{5/2} t(\exp(tx) - 1)(\exp(-x) - 1/(5x)) \, dx \geq \int_{3/10}^{5/2} tx(\exp(-x) - 1/(5x)) \, dx \geq \frac{t^2}{5}.
\]

In particular, we get that

\[
\log \mathbb{E} \left[ \exp \left( t \left( Z - \mathbb{E}[Z] \right) \right) \right] \leq \log \left( 1 + t \mathbb{E}[Z] + \frac{t^2}{1-t} - \frac{t^2}{5} \right) - t \mathbb{E}[Z] \leq \log \left( 1 + \frac{t^2}{1-t} - \frac{t^2}{5} \right)
\]

where the second inequality is because the function is decreasing in \( \mathbb{E}[Z] \).

Finally, we prove the upper bounds on \( B \). The first bound follows from the fact that \( \log \) is an increasing function, \( \log(1 + x) \leq x \) for all \( x \), and that \( \log(C + x) - x \) is a decreasing function of \( x \geq 0 \) for \( C \geq 1 \). For the second bound, elementary calculus shows that

\[
2 \log \left( \frac{\exp(-t)}{1-t} \right) - B(t)
\]

is non-increasing on the non-positive reals and non-decreasing on the non-negative reals, so that since it is 0 at 0 the bound follows. □
2.3 Putting it together

We can now prove the main results as stated in the introduction.

**Theorem 2.13** (Theorem 1.5 restated). For every $n, k,$ and $P,$ we have for all $t < n/2$ that

$$\log E\left[\exp\left(t(V_{n,k,P} - E[V_{n,k,P}])\right)\right] \leq \min\left\{\frac{4kt^2/n^2}{1 - 2t/n}, 2k \log \left(\frac{\exp(-2t/n)}{1 - 2t/n}\right)\right\}$$

**Proof.** Proposition 2.4 and Corollary 2.9 show that the centered moment generating function of $V_{n,k,P}$ at $t \in \mathbb{R}$ is dominated by

$$\sqrt{\prod_{i=1}^{k} \exp\left(\frac{2t}{n} \cdot (Z_i - E[Z_i])\right)} \cdot \sqrt{\prod_{i=1}^{k} \exp\left(\frac{2t}{n} \cdot (Z'_i - E[Z'_i])\right)}$$

where $Z_i$ and $Z'_i$ are non-negative random variables stochastically dominated by the exponential distribution, so the result follows from Proposition 2.11.

**Corollary 2.14** (Corollary 1.7 restated). For all $\varepsilon \geq 0$ we have that

$$\Pr\left[V_{n,k,P} \geq E[V_{n,k,P}] + \varepsilon\right] \leq \left(1 + \frac{2k \varepsilon}{4}\right)^{2k} \cdot \exp\left(-\frac{n\varepsilon}{2}\right) \leq \exp\left(-\frac{3n^2\varepsilon^2}{48k + 8n\varepsilon}\right) \leq \exp\left(-\min\left\{\frac{n^2\varepsilon^2}{24k}, \frac{n\varepsilon}{8}\right\}\right)$$

and for all $0 \leq \varepsilon \leq 2k/n$ we have that

$$\Pr\left[V_{n,k,P} \leq E[V_{n,k,P}] - \varepsilon\right] \leq \exp\left(-k\left[1 - \sqrt{1 - \frac{n\varepsilon}{2k}}\right]^2\right) \leq \exp\left(-\frac{n^2\varepsilon^2}{16k}\right).$$

In particular, Conjecture 1.2 holds with $c_1 = 2$ and $c_2 = 1/48.$

**Proof.** The first inequality in each chain is immediate from Theorem 1.5 by computing the optimal Chernoff bound from (i.e. the convex conjugate of) $2k \log \left(\frac{\exp(-2t/n)}{1 - 2t/n}\right)$ for the upper tail and $\frac{4kt^2/n^2}{1 - 2t/n}$ for the lower tail. The relaxed bounds follow from the elementary inequalities $\log(1 + x) \leq \frac{x + 6}{2x + 3}$ (e.g. [Top07]) for $x \geq 0$ and $1 - \sqrt{1 - x} \geq x/2$ for $x \leq 1.$ The implication for Conjecture 1.2 is because $k \geq 2$ implies $k \leq 2(k - 1).$

**Corollary 2.15** (Corollary 1.9 restated). We have that $\text{Var}(V_{n,k,P}) \leq 8k/n^2,$ and more generally, for all integers $m \geq 1$ we have

$$E\left[\left(V_{n,k,P} - E[V_{n,k,P}]\right)^{2m}\right] \leq \frac{2^{6m}(k^m m! + (2m)!)n^2}{n^2 m},$$

so that in particular for all real $q \geq 1$ we have that

$$\sqrt{E\left[\left|V_{n,k,P} - E[V_{n,k,P}]\right|^q\right]} \leq \frac{24}{n}(\sqrt{kq} + q).$$
Proof. The variance bound follows from the fact that $\text{Var}(Z) = \lim_{t \to 0} \frac{\log \mathbb{E}[\exp(t(Z - \mathbb{E}[Z]))]}{t^2/2}$ for a random variable $Z$ with moment generating function finite around 0, and the general claim for integer $m$ follows from standard results on sub-gamma random variables, e.g. [BLM13, Theorem 2.3] applied to the bound from Theorem 1.5.

The in particular claim follows because $\sqrt[n]{\mathbb{E} \left[ \left| V_{n,k,p} - \mathbb{E} [V_{n,k,p}] \right|^q \right]}$ is a non-decreasing function of $q$ by Jensen’s inequality, so we have that if $2m \leq q + 2$ is the smallest even integer at least $q$, then

\[
\sqrt[n]{\mathbb{E} \left[ \left| V_{n,k,p} - \mathbb{E} [V_{n,k,p}] \right|^q \right]} \leq \frac{8}{n} \sqrt[n]{k^m m! + (2m)!} \\
\leq \frac{8}{n} \left( \sqrt[n]{k^m m^m} + \sqrt[n]{(2m)^{2m}} \right) \leq \frac{24}{n} (\sqrt{kq} + q)
\]

where the last line is because $q \geq 1$ and $2m \leq q + 2$ implies $2m \leq 3q$. \qed
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