Clipping Noise Cancellation for Signal Detection of GSTFIM Systems
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ABSTRACT

In this paper, a pair of clipping interference cancellation detectors based on symbol feedback and soft information are proposed for the generalized space-time-frequency index modulation (GSTFIM) systems. Specifically, the clipping interference is reconstructed by the prior information of the GSTFIM symbol in these two detectors, then an iterative algorithm is developed for elimination and compensation of the clipping interference. The difference of these two proposed detectors lies in that the symbol feedback based interference cancellation (SFIC) detector completes the iteration through the hard decision symbol, while the soft information based interference cancellation (SIIC) detector iterates by the mean and variance of the estimated symbols. Simulation results show that the proposed two detectors can obtain flexible tradeoff between performance and complexity, compared to the traditional maximum likelihood (ML) detector with clipping interference.

INDEX TERMS

Clipping, interference cancellation, generalized space-time-frequency index modulation (GSTFIM).

I. INTRODUCTION

Recently, a novel multiple-input multiple-output orthogonal frequency division multiplexing (MIMO-OFDM) system [1]–[4], termed as generalized space-time-frequency index modulation (GSTFIM) [5], was developed by conveying the information bits in the space-, time- and frequency-domains. In general, it originates from the concept of spatial modulation [6]–[8] and index modulation [9]–[11], while obtaining a balanced tradeoff between spectral efficiency and system performance compared to conventional MIMO-OFDM systems. Thus it can be considered as a powerful candidate for future wireless communications [12], [13].

Meanwhile, the high peak-to-average power ratio (PAPR) [14]–[16] of the transmitted symbols is a common issue of multi-carrier wireless communications including GSTFIM, due to the fact that it influences the power efficiency of hardware equipment and shortens the life of the terminal battery. In current researches, clipping [17], [18] is an effective way to solve the PAPR problem by limiting the power of the time-domain symbol below a preset threshold.

In general, clipping has the advantages of simple operation, easy implementation and low complexity, and the disadvantages of additional interference in and out of the signal band [19], [20]. At the transmitting end, the out-of-band radiation problem can be solved by iterative filtering. However, at the receiving end, the in-band distortion caused by clipping must be handled in a certain way. For example, some interference cancellation algorithms [21]–[25] have been developed for OFDM systems. Furthermore, an iterative compensation detector for clipping noise was proposed in [26] for spatial modulation OFDM (SM-OFDM) systems. Moreover, the research on the clipping issue for the GSTFIM systems is still at an initial stage. Specifically, these detectors in [21]–[26] is conceived on the vector-by-vector based operation, which are not capable of employing to the GSTFIM systems due to the fact that the GSTFIM symbol is a matrix.

Against this background, we propose a pair of detectors based on the structure of GSTFIM symbol to solve the in-band distortion caused by clipping. Specifically, in the first proposed symbol feedback based interference cancellation (SFIC) detector, the estimated symbol in the time-domain symbol below a preset threshold.
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the decay component can be obtained by the the estimated symbol in the time-domain, which can be employed to get the estimation of additive clipping noise components. Finally, the posteriori information can be obtained by the additive clipping noise components and the received symbol. On the other hand, the process of the other proposed soft information based interference cancellation (SIIC) detector is described as follows. In the first step, the mean and variance of the GSTFIM symbols are calculated by the prior probability. In the second step, the damping matrix is obtained by the variance of the GSTFIM symbols. In the third step, the mean and variance of the clipping interference are calculated according to the calculated mean and variance of the GSTFIM symbols, and the damping matrix. In the fourth step, the posteriori information can be obtained by the mean and variance of the clipping interference. More details can be seen in the remainder of this paper. We show that the proposed SIIC detector can achieve better performance than SFIC due to the fact that it employs more information of the transmitted symbol, which is confirmed by simulation results.

The remainder of this paper is organized as follows. In section II, the clipping model for GSTFIM systems is introduced. Then in Section III, the proposed SFIC and SIIC detectors for clipping interference cancellation are introduced in detail, then the complexity analysis is presented. The simulation results are described in Section IV. Finally, in Section V, the conclusion is given.

**Notation:** The operators trace and $E(\cdot)$ represent the trace and expectation, respectively. $D(\cdot)$, $\angle$ and $\text{erfc}(\cdot)$ represent the variance, angle and complementary error function, respectively. $\binom{b}{a}$ denotes the binomial coefficient. $||\cdot||_F$ denotes the Frobenious norm of a matrix. $\text{abs}(\cdot)$ denotes the absolute value function. $\text{diag}(a_1, a_2, \ldots, a_N)$ denotes a diagonal matrix, whose diagonal elements is $(a_1, a_2, \ldots, a_N)$.

## II. CLIPPING MODEL FOR GSTFIM SYSTEM

According to [5], GSTFIM is a multi-carrier system with $N$ subcarriers. All the $N$ subcarriers are divided into $K$ blocks, where each block has $N_b$ subcarriers and only $N_a$ out of $N_b$ subcarriers are activated to realize the frequency index modulation, so the above processing can convey $b_1 = \log_2\left(\frac{N_b}{N_a}\right)$ information bits, where $\lfloor \cdot \rfloor$ denotes the floor function. For the $k - th$ block subcarriers with $k = \{1, 2, \ldots, K\}$, these symbols in the $N_a$ activated subcarriers are called GSTSK symbols [27], while $N_b - N_a$ silent subcarriers formulate the zeros matrix. Specifically, the GSTSK symbol on the $i - th$ subcarrier with $i = 1, 2, \ldots, N_a$, equipped with $N_t$ transmit antennas and $T$ symbol durations, is generated by activating $L$ out of $Q$ dispersion matrices and selecting $L$ $M$-PSK/QAM constellation symbols $s_1, s_2, \ldots, s_L$, expressed as

$$S^k_l = \sum_{i=1}^{L}s_iA^k_i \in \mathbb{C}^{N_a \times T},$$

where $S^k_l$ and $A^k_i$ denote the GSTSK symbol on the $i - th$ subcarrier of the $k - th$ block and dispersion matrices, respectively. The above operations can modulate $b_2 = N_a \left[ \log_2\left(\frac{Q}{L}\right) \right] + \log_2 M$ bits. Hence we use $b_2 = N_a \left[ \log_2\left(\frac{Q}{L}\right) \right] + \log_2 M$ bits to modulate these $N_a$ GSTSK symbols. In general, the GSTFIM symbol of the $k - th$ block can convey $b_k = b_1 + b_2$ information bits with $k = \{1, 2, \ldots, K\}$. Thus, these GSTSK symbols $[S^1_1, S^1_2, \ldots, S^k_{N_a}]^T$ on $N_a$ subcarriers are mapped to $X^k$ according to the information bits $b_1$ as follows,

$$X^k = [X^k_1, X^k_2, \ldots, X^k_{N_a}]^T.$$  

Specifically, $N_a$ elements of $X^k$ are expressed as $[S^k_1, S^k_2, \ldots, S^k_{N_a}]^T$, whose indices are written as $I^k$, and other elements of $X^k$ are zeros matrix.

Then, the frequency-domain transmitted symbols can be obtained by merging all the $K$ block subcarriers as

$$X = [X^1, X^2, \ldots, X^K] \in \mathbb{C}^{N_a \times T}.$$  

Furthermore, the time-domain symbol $x = [x^1, x^2, \ldots, x^K] \in \mathbb{C}^{N_a \times T}$ can be obtained by inverse fast Fourier transform (IFFT) as

$$x = \text{IFFT}([X^1, X^2, \ldots, X^K]).$$

For the $k - th$ block subcarriers, the clipping operation of $x^k \in \mathbb{C}^{N_a \times T}$ can be expressed as

$$s^k_{(n,t)} = \begin{cases} A e^{j \angle x^k_{(n,t)}}, & |x^k_{(n,t)}| > A \\ x^k_{(n,t)}, & |x^k_{(n,t)}| \leq A, \end{cases}$$

where $x^k_{(n,t)}$ denotes the $(n, t) - th$ element of $x^k$, $\angle x^k_{(n,t)}$ denotes the angle of $x^k_{(n,t)}$, $n = \{1, 2, \ldots, N_a T\}$ and $t = \{1, 2, \ldots, T\}$, $A$ denotes the clipping threshold related to the clipping ratio $\gamma$, expressed as $A = c \sqrt{\gamma}$, where $c$ denotes the sparsity of the GSTFIM symbol. $s^k_{(n,t)}$ denotes the clipped symbol.

For the $k - th$ block subcarriers, the time-domain clipping symbol $s^k \in \mathbb{C}^{N_a \times T}$ can be obtained by traversing these indices as $n$ and $t$ of $s^k_{(n,t)}$. Thus the clipped symbol $s \in \mathbb{C}^{N_a \times T}$ can be obtained by traversing all the blocks, expressed as

$$s = [s^1, s^2, \ldots, s^K] \in \mathbb{C}^{N_a \times T}.$$  

Then the cyclic prefix (CP) is added to $s$. In the receiving end, after the operation of removing CP and fast Fourier transform (FFT), for the $l - th$ subcarrier, the frequency-domain clipping model can be expressed as

$$Y_l = H_l \tilde{x}_l + z_l,$$

where $l \in \{1, 2, \ldots, N\}$. The relation of the symbol between the $l - th$ of all the $N$ subcarriers and the $n_b - th$ of the $k - th$ block subcarriers is $\tilde{x}_l = x^k_{n_b}$, where $k = \lfloor l/N_b \rfloor + 1$ and $n_b \equiv \text{mod}(l, N_b)$. And $\tilde{x}^k = [\tilde{x}^k_1, \tilde{x}^k_2, \ldots, \tilde{x}^k_{N_a}]^T$.
denotes the clipped frequency-domain symbol on the $k$-th block subcarriers, which can be obtained by the FFT of the time-domain symbol $s_k$.

According to [19], the clipped symbol $s_k(n,t)$ can be seen as the sum of the decay component of $x_k(n,t)$ and the additive clipping noise component based on the clipping operation (5), thus the frequency-domain symbol $\bar{X}_l$ can be expressed as

$$\bar{X}_l = B_l X_l + D_l,$$

(8)

where $X_l = X_k n_b$ denotes the frequency-domain symbol in (2), which satisfy $k = \lfloor l/N_b \rfloor + 1$ and $n_b = \mod(l, N_b)$. And $D_l$ denotes the additive noise produced by clipping, $B_l$ denotes the decay component, which is expressed as

$$B_l = \text{diag}(\alpha_1, \alpha_2, \ldots, \alpha_{N_t}) \in \mathbb{R}^{N_t \times N_t},$$

(9)

where

$$\alpha_t = 1 - e^{-\gamma^2} + \frac{\sqrt{\pi} \gamma}{2} \text{erfc}(\gamma), \quad t \in (1, N_t).$$

(10)

Based on (6) and (7), the frequency-domain clipping model of GSTFIM systems can be reformulated as

$$Y_l = H_l B_l X_l + H_l D_l + Z_l.$$

(11)

In general, the clipping model for GSTFIM systems is given in Fig. 1.

III. ITERATIVE CLIPPING INTERFERENCE CANCELLATION DETECTORS FOR GSTFIM SYSTEMS

In this subsection, to cancel the interference caused by clipping, two detectors termed as SFIC and SIIC are proposed. Specifically, our proposed detectors work in an iterative process. In the proposed SFIC detector, the bit data of $X_l$ can be obtained by the prior information, which is employed to reconstruct the transmitted symbol $\hat{X}_l$. Then the additive clipping noise component is estimated by $\hat{X}_l$. Finally, the new received symbol is calculated by the received symbol minus the clipping noise component, which is employed to obtain the log likelihood rate (LLR) information based on the maximum posterior probability (MAP) detector. Thus the iteration of the information is completed. On the other hand, in the proposed SIIC detector, the mean and variance of $X_l$ are obtained through the prior information, then they are employed to calculate the decay matrix, along with the mean and variance of the additive clipping noise. At last, the LLR information can be obtained by these above three parameters. More details are described as follows.

A. PROPOSED SFIC DETECTOR FOR GSTFIM SYSTEMS

The flow chart of the proposed SFIC detector can be seen in Fig. 1. The iterative process is as follows.

Step 1: At first, for the $k$-th block, the bit data $b^k_n$ is obtained by the LLR information $L_n(b^k_n)$, where $b^k_n \in \{0, 1, 2, \ldots, b_k\}$.

Step 2: Compute the time-domain symbol $\hat{x}_l$. The estimated symbol $\hat{X}_l$ is calculated by the hard decision of the bit data $b^k_n$. Then the estimated symbol $\hat{X}_l$ on the $l$-th subcarrier is obtained through the mapping relation between the $n_b - th$...
subcarrier of the \( k - \)th block and the \( l - \)th of all the \( N \) subcarriers, expressed as \( l = n_k + n_b(k-1) \). The time-domain symbol \( \tilde{x}_l \) is calculated by the FFT of \( \tilde{X}_l \).

**Step 3:** Estimate the additive clipping noise component \( \tilde{D}_l \). The decay component \( B_l \tilde{X}_l \) is calculated by the estimated symbol \( \tilde{X}_l \) and decay matrix \( B_l \) in (9). On the other hand, the time-domain symbol \( \tilde{x}_l \) executes the clipping operation in (5) to obtain the clipping symbol \( \hat{x}_l \). Then the frequency-domain symbol \( \tilde{X}_l \) can be obtained by the FFT of \( \hat{x}_l \). Thus the clipping noise \( \tilde{D}_l \) is expressed as

\[
\tilde{D}_l = \tilde{X}_l - B_l \tilde{X}_l.
\]  

**Step 4:** The new received symbol can be expressed as

\[
\hat{Y}_l = Y_l - H_l \tilde{D}_l.
\]

**Step 5:** Based on (11) and (13), the posteriori information of the \( k - \)th block subcarriers can be calculated as

\[
\psi^k = \sum_{l=(k-1)N_b+1}^{l_k} \left\| \hat{Y}_l - H_l B_l X_l \right\|^2_F/\sigma^2.
\]

**Step 6:** According to the simplified criterion of the MAX-Log MAP algorithm, the LLR information is obtained as

\[
L_e(b_n^k) = \max_{X^k \in S^n} \left[ \psi^k + \sum_{u \neq n} (b_u^k) L_u (b_u^k) \right] - \max_{X^k \in S^n} \left[ \psi^k + \sum_{u \neq n} (b_u^k) L_u (b_u^k) \right],
\]

where \( S^n \) and \( S^n_l \) denote the valid subspace composed by the GSTFIM symbol, which satisfy \( S^n = \{ X^k \in S^n : b_n^k = 0 \} \) and \( S^n_l = \{ X^k \in S^n : b_n^k = 1 \} \), respectively.

Finally, the LLR information is de-interleaved and sent to the decoder. Thus we complete the Turbo equalization and decoding process.

**B. PROPOSED SIC DETECTOR FOR GSTFIM SYSTEMS**

In the above SFIC detector, the feedback is achieved by hard decision, which will introduce some performance loss. In order to obtain more accurate cancellation of the clipping interference, the SIC detector is proposed. Specifically, it employs the prior information to estimate the mean and variance of the transmitted symbols, and then they are employed to reconstruct the decay coefficient. On the other hand, the mean and variance of GSTFIM signals are used to estimate the mean and variance of the clipping noise component. Finally, the above two information is employed to obtain the LLR information and complete the iteration. The specific process is as follows.

**Step 1:** Compute the prior probability \( P(X^k = \alpha_i) \) of \( X_k \) based on the prior information \( L_{\alpha_i} (b_n^k) \). Assume that the corresponding bit information of GSTFIM symbol \( \alpha_i \) is \( c_i = \{ c_1, c_2, \ldots, c_n \} \), where \( c_n^i \in \{ 0, 1 \} \), \( n = \{ 1, 2, \ldots, b_k \} \) and \( i = \{ 1, 2, \ldots, 2^{b_k} \} \). Thus \( P(X^k = \alpha_i) \) is calculated as

\[
P(X^k = \alpha_i) = \prod_{n=1}^{b_k} \frac{e^{c_n^i L_n(b_n^k)}}{1 + e^{c_n^i L_n(b_n^k)}}.
\]

**Step 2:** Compute the mean of \( X_k \) as

\[
E(X^k) = \sum_{\alpha_i \in S} \alpha_i P(X^k = \alpha_i),
\]

where \( S \) denotes the set of all the possible GSTFIM symbols, whose size is \( 2^{b_k} \). Compute the variance of \( X_k \) based on single carrier. Assume that \( X^k = [X_1^k, X_2^k, \ldots, X_N^k]^T \), then the variance of \( D(X_{n_b}^k) \) is calculated as

\[
D(X_{n_b}^k) = \sum_{\alpha_i \in S} P(X^k = \alpha_i) \alpha_i^{n_b} (\alpha_i^{n_b})^H - E(\alpha_i^{n_b}) E(\alpha_i^{n_b})^H,
\]

where \( \alpha_i^{n_b} \) denotes the symbol on the \( n_b - \)th subcarrier of \( \alpha_i \), which is an \( N_t \times T \) GSTSK symbol or zeros matrix. Thus the variance of \( X_k \) can be expressed as

\[
D(X^k) = [D(X_1^k), D(X_2^k), \ldots, D(X_{N_b}^k)]^T.
\]

Then the mean of all the above variance is expressed as

\[
\tilde{D} = \frac{1}{K N_b} \sum_{k=1}^{K} \sum_{n_b=1}^{N_b} D(X_{n_b}^k).
\]

**Step 3:** Compute the decay matrix \( B_k \). First, the new CR value \( \gamma_t \) is calculated as

\[
\gamma_t = \frac{A}{\sqrt{\tilde{D}(t,t)}} = \frac{\gamma \sqrt{c}}{\sqrt{\tilde{D}(t,t)}},
\]

where \( \tilde{D}(t,t) \) denotes the \( t - \)th diagonal element of the mean variance \( \tilde{D} \), where \( t = \{ 1, 2, \ldots, N_t \} \). Thus the decay coefficient \( \alpha_t \) is updated as

\[
\alpha_t = 1 - e^{-\gamma_t^2} + \frac{\sqrt{\pi} \gamma_t}{2} \text{erfc}(\gamma_t).
\]

Traversing the index \( t \) from 1 to \( N_t \), the decay matrix \( B_k \) can be obtained as

\[
B_k = \text{diag}(\alpha_1, \alpha_2, \ldots, \alpha_{N_t}^i).
\]

**Step 4:** Compute the mean and variance of the clipping noise according to the mean and variance of \( X_k \). On one hand, the time-domain mean \( E(X^k) \) is obtained by the IFFT of \( E(X^k) \), then the time-domain clipped symbol \( E(\tilde{X}^k) \) is calculated by the clipping operation of \( E(X^k) \), finally the frequency-domain symbol \( E(X^k) \) can be obtained by the FFT of \( E(\tilde{X}^k) \).

On the other hand, assume that the mean \( E(X^k) = [E(X_1^k), E(X_2^k), \ldots, E(X_{N_b}^k)]^T \), then the decay operation of \( E(X_{n_b}^k) \) can be expressed as

\[
E(\tilde{X}_{n_b}^k) = B_k E(X_{n_b}^k).
\]
where \( n_b \in \{1, 2, \ldots, N_b \} \). The decay component of \( E(X^k) \) is obtained by traversing \( n_b \) from 1 to \( N_b \) as
\[
E(\hat{X}^k) = [E(\hat{X}_{1}^k), E(\hat{X}_{2}^k), \ldots, E(\hat{X}_{N_b}^k)]^T.
\] (25)

Based on (8), (24) and (25), the mean of clipping noise \( \hat{D}^k \) is estimated as
\[
E(\hat{D}^k) = E(\hat{X}^k) - E(\hat{X}^k).
\] (26)

The variance \( D(\hat{D}^k) \) of the clipping noise is calculated as follows. Assume \( E(\hat{D}^k) = [E(\hat{D}_{1}^k), E(\hat{D}_{2}^k), \ldots, E(\hat{D}_{N_b}^k)]^T \), thus the variance \( \hat{D}^k \) can be expressed as
\[
D(\hat{D}^k) = E[(\hat{D}^k)^H(\hat{D}^k)] - E(\hat{D}^k)E(\hat{D}^k)^H.
\] (27)

where \( E[(\hat{D}^k)^H(\hat{D}^k)] \) is calculated as
\[
E[\hat{D}^k(\hat{D}^k)^H] = (I_{N_b} - G)D(X^k) = B_kB_k^HD(X^k),
\] (28)

where \( n_b = \{1, 2, \ldots, N_b \} \). \( G \) is denoted as
\[
G = \text{diag}(e^{-\gamma_1^2}, e^{-\gamma_2^2}, \ldots, e^{-\gamma_{N_b}^2}).
\] (29)

The variance \( D(\hat{D}^k) \) is obtained by traversing \( n_b \) as
\[
D(\hat{D}^k) = \text{diag}[D(\hat{D}_{1}^k), D(\hat{D}_{2}^k), \ldots, D(\hat{D}_{N_b}^k)].
\] (30)

Finally, the mean \( E(\hat{D}^k) \) and variance \( D(\hat{D}^k) \) of clipping noise in the \( k \)-th block subcarriers are translated into \( E(\hat{D}^l) \) and variance \( D(\hat{D}^l) \) on the \( l \)-th subcarrier according to the relationship \( l = n_b + N_b(k - 1) \).

**Step 5:** For the \( l \)-th subcarrier, the new received symbol can be expressed as
\[
\hat{Y}_l = Y_l - H_lE(\hat{D}_1).
\] (31)

Based on (11) and (31), the posteriori information of the \( k \)-th block subcarriers is calculated as
\[
\Phi^k = \sum_{l=(k-1)N_b+1}^{kN_b} \frac{||\hat{Y}_l - H_lB_lX_l||^2}{\sigma^2},
\] (32)

where \( \sigma^2 \) denotes the combined interference power of the additive white gaussian noise and the clipping noise, which is calculated as
\[
\sigma^2 = \frac{\text{trace}[\text{abs}(D(\hat{D}_l))] + \sigma^2.}{N_t}.
\] (33)

**Step 6:** Similar to (15), the LLR information is obtained as
\[
L_e(b_n^k) = \max_{X^k \in \mathbb{C}^{N_b}} \left[ \Phi^k + \sum_{u \neq n} (b_u^k)L_a(b_u^k) \right]
\] − \[
\max_{X^k \in \mathbb{C}^{N_b}} \left[ \Phi^k + \sum_{u \neq n} (b_u^k)L_a(b_u^k) \right].
\] (34)

The above LLR information is employed to the decoder, thus we has finished each iteration.

In general, we have proposed two detectors as SFIC and SIIC to reconstruct the GSTFIM symbol. The difference is that SFIC is realized by the hard decision of the GSTFIM symbol, while SIIC utilizes the mean and variance of the GSTFIM symbol. The SFIC has lower complexity, but its performance is descend due to the deletion of information. The SIIC has considered more information, thus it has better performance.

It is worth noting that the proposed SFIC and SIIC detectors are different from the detectors of [26] and [32]–[35] in the following two aspects: (a) The detectors of [26] and [32]–[35] are conceived for SM-OFDM and MIMO systems, respectively, which are calculated on the vector-by-vector based operation. While, the propose detectors are conceived for GSTFIM systems, which are derived on the spatial- and time-domain based matrix operation. Specifically, the proposed detectors are derived based on the matrix \( X_l \in \mathbb{C}^{N_b \times T} \) rather than on the vector \( x_k \in \mathbb{C}^{N_b \times 1} \). In other word, the basic unit is the spatial- and time-domain symbol in the proposed detectors instead of the spatial-domain symbol in [26] and [32]–[35]. Furthermore, the GSTFIM symbol \( X^k \in \mathbb{C}^{N_b \times T} \) contains zeros matrix, which is not included in the MIMO system; (b) The posteriori information of the proposed SFIC and SIIC detectors is obtained by combining

\[
C_{SFIC} = \frac{4N_bTN_b + 8N_bN_bTN_b + (2N_bN_b + 8N_bN_bT + 4N_bT)(2b^k + 1)N + (N_b - 1)K + (4b^k - 3)Kb_k}{(12) + (13) + (14) + (15) + (16) + (17) + (18) + (19) + (20) + (21) + (22) + (23) + (24) + (25) + (26) + (27) + (28) + (29) + (30) + (31) + (32) + (33) + (34) + (35) + (36)}
\] (35)

\[
C_{SIIC} = \frac{(6b^k - 1)^2b^k + 2N_bN_bT(2b^k + 1) - 1 + 8TN^2b^k + 2N_b^2b^k - 2N^2 + 8N^2b^kKb_b}{(12) + (13) + (14) + (15) + (16) + (17) + (18) + (19) + (20) + (21) + (22) + (23) + (24) + (25) + (26) + (27) + (28) + (29) + (30) + (31) + (32) + (33) + (34) + (35) + (36)}
\] (36)
$N_b$ subcarriers probabilities of (14) and (32) on the $k-th$ block subcarriers, respectively, while in [32] and [34], it is obtained by the probability of single transmit antenna. And in [26], [33] and [35], the posteriori information is obtained by the probability of single subcarrier.

IV. COMPLEXITY ANALYSIS

In this subsection, the complexity of the proposed SFIC and SIIC detectors is given in term of real flops [28], [29], where one real-valued flop means a real-valued multiplication or addition. The complexity of the proposed SFIC and SIIC detectors is given in (35) and (36) as shown at the bottom of the previous page, respectively, where $b_3 = b_2/N_d$ denotes the number of bits for one GSTSK symbol.

The details of the complexity of the SFIC detector are given as follows. Specifically, the complexity of the proposed SFIC detector is mainly invoked by (12)-(15). In (12), $B_l = diag(\alpha_1, \alpha_2, \ldots, \alpha_{N_l}) \in \mathbb{C}^{N_l \times N_l}$ is a diag matrix, which has only $N_l$ non-zero real elements. $\hat{X}_l \in \mathbb{C}^{N_l \times T}$ is a matrix, which has $N_l T$ non-zero complex elements. Here, the operation of a real element multiplying by a complex element needs 2 flops, while the operation of complex subtraction needs 2 flops. Thus $B_l \hat{X}_l$ needs $2N_l T$ flops and $\hat{X}_l - B_l \hat{X}_l$ needs $2N_l T$ flops. The above two operations $B_l \hat{X}_l$ and $\hat{X}_l - B_l \hat{X}_l$ need to compute $N$ times since the index $l$ of subcarrier is traversed from 1 to $N$. So the number of flops for calculating $D_l$ is $4N_l T$ flops. The number of flops for other equations (13)-(15) is computed in the similar way.

V. SIMULATION RESULTS

In this section, the proposed detectors are simulated to show their performance in GSTFIM systems. First, the convergence of the proposed detectors are analysed by the extrinsic information transfer (EXIT) performance chart [30]. Then the bit error rate (BER) of the proposed SFIC and SIIC detectors has been given. In order to get the baseline, the maximum likelihood (ML) detector without clipping (“IDEAL”) and ML detector with clipping (“WORST”) have been simulated in the follows. Moreover, Extended Vehicular A (EVA) channel model [31] and QPSK modulation are employed for the GSTFIM systems. 1/2 rate RSC recursive convolution code is employed for channel coding, and the octonary generating binomial is $[7,5]_8$.

Figs. 3 and 4 give the EXIT performance charts of the proposed detectors in the symmetric channel ($N_s = 2$, $N_f = 2$) and asymmetric channel ($N_s = 2$, $N_f = 4$), respectively, where $I_A$ denotes the correlation between the input bit information and the original transmitted bit information, $I_E$ denotes the correlation between the output bit information and the original transmitted bit information. The parameters of Fig. 3 are as follows: $N = 128$, $K = 64$, $N_b = 2$, $N_d = 1$, $Q = 4$, $L = 2$, $\gamma = -2dB$, while the parameters of Fig. 4 are: $N = 64$, $K = 32$, $N_b = 2$, $N_d = 1$, $Q = 4$, $L = 2$, $\gamma = -3dB$. As can be observed in Figs. 3 and 4, the SIIC detector can provide more extrinsic information compared to SFIC, thus it can achieve better BER performance. Furthermore, the trace line based on extrinsic information transfer and EXIT curve of RSC are given in Figs 3 and 4. As can be described, in the SIIC detector, after a maximum of four vertical coordinate jumps, the correlation degree between the output bit information and the original transmitted bit information is approximately equal to 1, that is, the detector can converge within four iterations.

Then Figs. 5 and 6 compare the BER performance of the proposed SFIC and SIIC detectors for GSTFIM systems, whose system parameters are identical to Figs. 3 and 4, respectively. It is consistent with the external information transfer curve presented in Figs 5 and 6, and we confirm that the SIIC detector has better BER performance than SFIC due to the fact that it has employed the mean and variance of the GSTFIM symbol to estimate the mean and variance of
clipping noise components, and can reconstruct the interference more accurately. Specifically, the SFIC detector has a performance gain of about 1 dB compared with the WORST detector at BER $= 10^{-3}$, and the SIIC detector has a performance gap of about 1 dB compared with the IDEAL detector at BER $= 10^{-3}$.

Based on the complexity analysis in Section IV, the single iteration complexity of the proposed detectors, whose system parameters are identical to Figs. 3 and 4, is given in Fig. 7. Specifically, the SFIC detector is capable of achieving a 48% complexity reduction as opposed to SIIC with $N_t = 2$, $N_r = 2$, while is capable of achieving a 32% complexity reduction with $N_t = 2$, $N_r = 4$.

In general, the SIIC detector can achieve better interference cancellation performance than SFIC, but consumes higher complexity. Thus, according to the specific communication scenarios, we can flexibly select the appropriate detector for canceling the clipping interference.

VI. CONCLUSION

In this paper, for alleviating the influence of clipping operation toward generalized space-time-frequency index modulation systems, a pair of new detectors were proposed. The proposed SIIC detector can achieve better performance compared to the proposed SFIC detector. Moreover, the proposed detectors are capable of meeting different communication scenarios and offering a flexible tradeoff between system performance and computational complexity.
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