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Abstract.
BACKGROUND: Classifying T1-weighted Magnetic Resonance brain scans into cerebrospinal fluid, gray matter and white matter is one of the most critical tasks in neurodegenerative disease analysis. Since manual delineation is a labor-intensive and time-consuming process, automated methods have been widely adopted for this purpose. One group of commonly used method by biomedical researchers are based on Gaussian mixture model. The main drawbacks of this model include complex computational cost and parameter selection with the presence of imaging defects such as intensity inhomogeneity and noise.
OBJECTIVE: To alleviate these aspects, an improved Gaussian mixture model-based method is proposed in this work.
METHODS: Standard mixture model was used to formulate individual voxel intensity. A set of spatial weightings were created to represent local tissue characteristics. The emphasis of this method is its “lite” and robust implementation mode highlighted by a dedicated entropy term. The Expectation-Maximization algorithm was then iteratively executed to estimate model parameters. The Maximum a Posteriori criterion was employed to determine for each voxel if it belongs to a certain tissue.
RESULTS: The proposed method was validated on both simulated and real MR scans. The averaged Dice coefficient of segmented brain tissues on each dataset ranged between [66.41, 87.42] for cerebrospinal fluid, [80.57, 85.35] for gray matter, and [83.17, 85.63] for white matter.
CONCLUSIONS: Experiments illustrated the effectiveness and reliability in tissue classification against imaging defects compared with manually constructed reference standard.
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1. Introduction

Neurodegenerative diseases, such as Alzheimer’s disease and Parkinson’s disease, are prevalent chronic neuro-system disorders among middle-aged and elderly people. The disorders are complicated and progressive, constituting the leading cause of death world-wide. The societal burden of such diseases is enormous [1].

Magnetic Resonance Imaging, in particular the T1-weighted MRI, is of vital importance in medical practice to track the mechanisms underlying neuro-degenerative diseases. It is generally believed that the cerebral atrophy could characterize such disorders as a loss of neurons and connection between structures. Quantification of tissue atrophic changes, i.e., cerebrospinal fluid (CSF), gray matter (GM) and white matter (WM), plays a prominent role to investigate brain disorder state, progression, and treatment strategy [2].
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Manual tissue delineation by radiologists is immensely time-consuming and laborious. Therefore, much attention has been attracted to the research of automated and accurate MR segmentation methods [1,2]. There are already many techniques to obtain segmentation results, which could be roughly categorized into region-based, shape-based, machine learning-based and classification-based ones. Although published for years, they still suffer from a variety of issues. Region-based methods run growing model through voxels under tissue connection and intensity homogeneous criterion [3]. Shape-based methods build specific anatomical structures by employing a prior information concerning contour, location, and orientation [4]. Both mentioned above are challenged due to the sensitivity to imaging noise and intensity inhomogeneity, or the so-called bias field, which leads to less accurate tissue boundaries. Machine learning-based methods use classifiers or deep models to separate tissues by dimensions of image features; however, their implementation requires extremely large computation resources [5].

In classification-based segmentation, unsupervised clustering has been widely adopted such as Fuzzy C-Means and finite mixture models, among which the Gaussian mixture model, GMM, is the most recognized [6]. GMM methods formulate tissue intensity as independent Gaussian distribution, and mix several distributions as a uniformity. Thus, they provide the capability to characterize individual voxel into multiple tissues before final decision. For further performance enhancement or time-cost reduction, tons of efforts have been made over the past two decades to research the extension of GMM. Image spatial information has been designed for representing tissue prior distributions inferred from neighborhood voxels instead of constant values. Some recent publications further improve previous works. For instance, Guerrout et al. [7] described the hidden Markov random field theory and Broyden-Fletcher-Goldfarb-Shanno for tissue labeling. Azimbagirad et al. [8] proposed a method based on intensity histogram dedicated to Alzheimer’s diseased brains. Ji et al. [9] used rough conception to incorporate with spatial relationship for overcoming noise.

Unfortunately, GMM methods are still challenged by mentioned imaging defects. Various initialization parameter choices result in quite different segmentations, and complex pipeline settings also increase computation consumption. This work proposes an improved GMM-based tissue classification method to alleviate the disadvantages of existing similar methods. First, standard GMM was reviewed for demonstrating the basic theory. Second, a novel spatial weighting was introduced to determine the tissue prior distribution in GMM; this spatial term was inspired by entropy measuring volume label complexity, which played an important role in ensuring result quality and acceleration. Finally, an Expectation-Maximization (EM) algorithm estimated the model parameters iteratively under the Maximum a Posteriori (MAP) criterion.

The contributions of this model can be summarized as these statements: (1) high accuracy benefits from iterative correction of mis-labeled voxels from biased boundaries and isolated “noisy” tissues; (2) a “lite” implementation allows low computational consumption; (3) all model parameters were self-adaptively obtained for better robustness to imaging defects without complex tuning steps.

The remainder of this paper is organized as follows. Section 2 details the methods. Section 3 describes the data, experiments and provides quantitative results and discussion. Finally, Section 4 draws conclusions.

2. Method

2.1. Standard Gaussian mixture model

Let $S$ denote a target T1-weighted MR brain scan to be divided into $L$ tissue labels \{1, 2, \ldots, $L$\}. $S$ has a volume of $N$ voxels \{$v_1, v_2, \ldots, v_N$\} with voxel intensities \{$x_1, x_2, \ldots, x_N$\}. $S$ is further assumed
to be formulated by $T$ Gaussian distributions $\{N(\mu_1, \sigma_1), N(\mu_2, \sigma_2), \ldots, N(\mu_T, \sigma_T)\}$. Thus, if voxel $v_i$ belongs to tissue $j$, which is, $y_i = j$, the Gaussian density function is given by:

$$p(x_i | y_i = j) = \frac{1}{\sqrt{2\pi\sigma_j}} \exp \left[ -\frac{(x_i - \mu_j)^2}{2\sigma_j^2} \right]$$

(1)

with $\Theta_j = \{\mu_j, \sigma_j\}$ indicating the intensity average and standard deviation value.

The overall prior probability of tissue $j$ in $S$, $p(j)$, satisfies the constraints:

$$p(y_i = j) = H_j, \quad 0 \leq H_j \leq 1 \land \sum_{j=1}^{L} H_j \leq 1$$

(2)

Hence, the joint probability of $v_i$ can be constructed as the summed Gaussian mixture model components:

$$p(x_i) = \sum_{j=1}^{L} p(x_i | \Theta_j) H_j$$

(3)

From the Bayesian rule [10], the posterior probability of $v_i$ is normalized as:

$$p(\Theta_j | x_i) = \frac{p(x_i | \Theta_j)}{p(x_i)} = \frac{p(x_i | \Theta_j) H_j}{\sum_{j=1}^{L} p(x_i | \Theta_j) H_j}$$

(4)

Finally, $v_i$ is labeled as $j$ by the MAP estimation [11]:

$$\forall k, p(\Theta_j | x_i) \geq p(\Theta_k | x_i) \Rightarrow y_i = j, j, \ldots, L$$

(5)

Further GMM theory can be found in [7,9,12].

2.2. Entropy-enhanced spatial information

In most cases, T1-weighted MR imaging suffers from bias field and noise during scanning. Such kind of defects will significantly impact the classification accuracy. The Markov Random Field has revealed that a voxel label could only be determined by its neighborhoods [7]. Thus, most of the attention in this work has been drawn to enhance the GMM via optimal choices of the prior distribution in Eq. (2) by maximizing the spatial image information.

As mis-classification takes place, wrong labels intersperse in real labels, resulting in intricate tissue boundaries. Therefore, this subsection elaborates on an entropy weighting $E$ measuring tissue complexity. Entropy is a concept imported from information theory indicating the chaos of local system [13]. For a neighborhood sub-volume $N_i$ of $v_i$, its entropy weighting $E(i)$ is given by:

$$E(i) = -\sum_{j=1}^{L} p(j) \log p(j)$$

(6)

while $p(j)$ is the probability of tissue $j$ appearing in $N_i$. Various labels around tissue boundaries show higher entropy values.

To completely take use of the information from the non-isotropic scan itself as well as the classification procedure, both prior and posterior probability distribution terms are introduced back to further combine spatial classification results. For voxel $v_i$, its prior and posterior probability distribution $\Psi_{ij}$ and $\Phi_{ij}$ are defined as:
\[
\begin{align*}
\Psi_{ij} &= \exp \left( - \sum_{n \in N_i} \frac{\psi_{nj}}{||v_i - v_n||^2/N_i^2} \right) \\
\Phi_{ij} &= \exp \left( - \sum_{n \in N_i} \frac{\phi_{nj}}{||v_i - v_n||^2/N_i^2} \right)
\end{align*}
\]

\[\text{(7)}\]

while \(v_n\) is the neighbor voxel of \(v_i\), and \(||v_i - v_n||\) is the Euler distance between them weighted by voxel spacing.

After global normalization across the whole scan, the eventual prior distribution \(\psi_{ij}\) is inferred from a combination of entropy-weighted \(\Psi\) and \(\Phi\):

\[
\psi_{ij} = \frac{(1 - \hat{E}(i)) \cdot \psi_{ij} + \hat{E}(i) \cdot \Phi_{ij}}{\sum_{k=1}^{L} [(1 - \hat{E}(i)) \cdot \psi_{ik} + \hat{E}(i) \cdot \Phi_{ik}]} \\
\text{(8)}
\]

Hence, when label interacts and increased \(\hat{E}(i)\) is found, \(\Phi\) dominates in determining results. The combined term drives the mis-classified tissue boundaries to the correct location. Obviously, this \(\psi_{ij}\) also satisfies Eq. (2).

**2.3. Parameter estimation**

A K-Means step activates the whole procedure to generate the initial GMM intensity average and standard deviation \(\Theta(0) = \{\mu(0), \sigma(0)\}\) [14]. When the pipeline is Gaussian-modeled, the log-likelihood function is given by:

\[
\log(\Theta, H) = \sum_{i=1}^{N} \log \left( \sum_{j=1}^{L} p(x_i|\Theta_j)H_j \right)
\]

\[\text{(9)}\]

Here, \(\{\Theta^*, H^*\}\) can be calculated by maximizing the log-likelihood above:

\[
(\Theta^*, H^*) = \arg \max_{\Theta, H} \log(\Theta, H)
\]

\[\text{(10)}\]

Normally, the EM algorithm is used here for parameter optimization [15]. The E-step obtains the posterior probability of tissue \(j\):

\[
\phi_{ij}^{(t)} = \frac{\omega_j^{(t)} \psi_{ij}^{(t)} p(y_i|\theta_j^{(t)})}{\sum_{k=1}^{L} \omega_k^{(t)} \psi_{ik}^{(t)} p(y_i|\theta_k^{(t)})}
\]

\[\text{(11)}\]

in which \(\omega\) accelerates the proposed pipeline, valued 1 before the first iteration:

\[
\omega_j^{(t+1)} = \frac{\sum_{i=1}^{N} \phi_{ij}^{(t)}}{N}
\]

\[\text{(12)}\]

In the M-step, the derivative of Eq. (9) is assigned to be 0, and the \((t + 1)\) th iterative parameters are given by:

\[
\begin{align*}
\mu_j^{(t+1)} &= \frac{\sum_{i=1}^{N} x_i \phi_{ij}^{(t)}}{\sum_{i=1}^{N} \phi_{ij}^{(t)}} \\
\sigma_j^{(t+1)} &= \frac{\sum_{i=1}^{N} (x_i - \mu_j^{(t+1)})^2 \phi_{ij}^{(t)}}{\sum_{i=1}^{N} \phi_{ij}^{(t)}}
\end{align*}
\]

\[\text{(13)}\]

The iteration terminates as the absolute value of successive log-likelihood in Eq. (9) is no larger than 0.001.
3. Experiments, results, and discussion

3.1. Data

Three public benchmark datasets, explained in Table 1, were used for evaluation:

- Synthetic MR scans from BrainWeb database hosted by McGill University [16]. A subset of 15 scans were randomly selected, including {1.0, 3.0, 5.0, 7.0, 9.0} mm slice thickness, {0%, 1%, 3%, 5%, 7%, 9%} noise level and {0%, 20%, 40%} bias field level. The annotation is also publicly available.
- The Internet Brain Segmentation Repository (IBSR) [17]. IBSR is affiliated to the NeuroImaging Tools and Resources Collaboratory and consists of 18 real clinical MR volumes associated with expert manual segmentation.
- The 2013 MICCAI MR Brain Segmentation Workshop (MRBrainS13) [18]. The organizers from Utrecht University launched a set of real multi-modal brain scans and ground-truth, in which the 5 training scans were selected for this study. Only T1-weighted data was adopted, and multiple labels were merged into CSF, GM and WM tissues in this section.

3.2. Experiment scheme

The whole pipeline was implemented using C++ on a Windows 8.1 64-bit system with Intel 2.60 GHz 8-core CPU and 16 GB RAM. All results were transferred to an independent workstation, IntelliSpace Discovery, ISD v3.0 (Philips Healthcare, Best, the Netherlands) for quantitative measurements with respect to the annotations. Voxel-wise accuracy was computed as overlap of the predicted volume $V_1$ and ground truth volume $V_2$ using Dice coefficient, $(DC)$ [19]. High $DC$ value indicates better performance.

$$DC(V_1, V_2) = 2 \times \frac{|V_1 \cap V_2|}{|V_1| + |V_2|} \times 100$$ (14)

Three experiments were designed to show the practical performance of the proposed method. Experiment 1 focused on the classification accuracy compared with a set of state-of-the-art GMM-based methods. Experiment 2 reviewed the robustness performance for validating the robustness under different imaging defects and protocols. Experiment 3 demonstrated the acceleration ability.

3.3. Experiment 1

Table 2 shows the accuracy comparison summary of the proposed method versus three other methods, which are: Method A based on [7], Method B based on [8] and Method C based on [9]. Individual tissue is listed with the average and standard deviation of $DC$ measurements.

Each method was capable of obtaining an acceptable result, but there are still some differences. The proposed method feedbacked better performance over the other methods as bold font indication. Only a tiny $DC$ gap (less than 2.00) can be seen between the proposed method and Method C for WM in IBSR and GM in MRBrain13.
Table 2
Accuracy comparison of the proposed method with existing methods

| Method       | BrainWeb               | IBSR            | MRBrainS13       |
|--------------|------------------------|-----------------|------------------|
|              | CSF  | GM    | WM    | CSF  | GM    | WM    | CSF  | GM    | WM    |
| Method A     | 77.30 ± 9.55 | 82.44 ± 6.87 | 83.98 ± 8.20 | 40.01 ± 3.73 | 84.90 ± 3.46 | 84.58 ± 8.41 | 62.80 ± 5.20 | 77.70 ± 4.27 | 78.20 ± 4.27 |
| Method B     | 80.29 ± 10.84 | 82.80 ± 6.72 | 83.89 ± 7.48 | 62.07 ± 9.71 | 84.68 ± 6.10 | 84.85 ± 7.48 | 68.03 ± 2.25 | 80.09 ± 2.43 | 82.76 ± 2.43 |
| Method C     | 79.65 ± 10.71 | 83.50 ± 6.54 | 82.73 ± 6.54 | 64.72 ± 5.76 | 85.21 ± 5.76 | 86.61 ± 5.76 | 85.03 ± 2.92 | 82.09 ± 2.92 | 81.78 ± 2.92 |
| The proposed method | **81.13 ± 11.92** | **85.28 ± 6.36** | **85.46 ± 7.43** | **66.41 ± 9.14** | **85.35 ± 6.11** | **85.63 ± 6.11** | **87.42 ± 2.63** | **80.57 ± 2.63** | **83.17 ± 2.63** |

The proposed method
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Fig. 1. Example classification results: (from left to right) original MR slice, result of Method A, B, C, the proposed method, and the ground truth. The three rows indicate example BrainWeb (3 mm thickness, 1% imaging noise and 20% bias field level), IBSR, and MRBrainS13 slice, respectively. CSF, GM and WM are displayed by dark gray, light gray and white color.

The first GMM iteration of the proposed pipeline is activated from a “simple” input generated by KMeans and tissue prior probability hypothesis, which is further detailed in Subsection 3.4 for final parameter initialization choice discussion. The pipeline is driven forward along the optimization path under global and local constraints. The spatial information employs a combination of posterior term for global constraint characterization and prior term for local characterization in Eq. (8). Definitely, an important balance should be carried out to combine both constraints for optimal classification in the meanwhile. Since both isolated tissue patches and biased boundaries by imaging defects result...
in label junction areas, indicating higher local label complexity in tissue neighborhood. Therefore, the voxel entropy in Eq. (6) is chosen as a ratio weighting after value normalization across the entire volume. The entropy guarantees the potential to approach classification optima gradually. The desired DC measurements can be explained according to the nature of entropy for system complexity measuring. Before a voxel is relabeled, when obvious neighborhood tissue contrast occurs, the effect of posterior term gets enlarged to search for global information, and the prior term dominates under less label complexity, which means the internal part of brain tissues. Furthermore, the Euclidean distance weighting in Eq. (7) term also benefits non-isotropic MR scan segmentation accuracy.

3.4. Experiment 2

The diversity of device vendors, scanning protocols, and imaging defects results in various intensity distributions and noise levels. This prevents GMM from maximizing its advantages when attempting to use one universal parameter initialization with high fitness. To evaluate independence on parameter choice, the pipelines were implemented 10 times with different KMeans centers and initial model prior probability in Eq. (2) by a pseudo-random function. Tissue DC inspected the accuracy under diverse conditions as Fig. 2. It can be seen that all mean tissue DC measurements output tiny visible difference (less than 2.00), indicating a consistency against parameter choices.

Previous literature reported that multiple parameters in either KMeans or GMM led to entirely biased solution domains, and contrast significantly over arbitrary initializations [6]. Moreover, improper spatial information further trapped GMM by local optima in parameter estimation. On the contrary, the proposed method had distinct advantages in its robustness to initialization stage. That owes to the whole spatial information which focuses on performance improvement near tissue boundaries. The tissue label of each voxel cannot be simply determined unless the assembly weightings of its 26-neighbors are all taken into account. No matter how different parameter choices have been input, when label diversity is found, the entropy term will gradually find the solution that could lead to relatively consistent tissue boundaries. Only a few more iterations would take place to convergent results after continuous corrections.

For easy explanation, the eventual implementation set the KMeans centers as the 1/6, 3/6, and 5/6 fractional section of brain intensity range, and, arbitrary voxel tissue prior probability as 1/3. This was finally used in Experiment 1.

3.5. Experiment 3

The execution time (in second) of tested methods is listed in Table 3. It is worth mentioning that the proposed method achieved the highest computation efficiency in this test compared with other GMM-based methods.
### Table 3

| Method          | BrainWeb     | IBSR         | MRBrainS13  |
|-----------------|--------------|--------------|-------------|
| Method A        | 150.3 ± 30.4 | 183.4 ± 33.5 | 145.0 ± 26.1|
| Method B        | 410.6 ± 103.5| 430.1 ± 106.4| 473.9 ± 95.1|
| Method C        | 21.3 ± 5.7   | 23.8 ± 4.5   | 22.3 ± 4.3  |
| The proposed method | 13.8 ± 4.1  | 12.0 ± 2.4   | 11.3 ± 1.3  |

Originally, less attention had been paid to cope with the time cost, which commonly came from complicated calculation of the prior probability in Eq. (2). Authors tended to compromise to higher accuracy performance as the statement in [9]. Other techniques, such as parallel computing, might improve pipeline efficiency. In this work, the dedicated acceleration term in Eq. (12) enables a remarkably faster convergence of GMM iterations. It should be emphasized here that unlike additional items summed in log-likelihood in Eq. (9), this term is combined directly as weighting enhancement together with the E-step to obtain tissue posterior probability. That still contributes to a stable EM format, and does not bring in other burdens in parameter estimation procedures. Besides, the proposed entropy also decreases complex probability evaluation inside uniform label regions. The nature of entropy has more influence on the correction of mis-classified tissues.

To sum up, the proposed method yields more competitive performance. The key point is the entropy-enhanced spatial term to balance the ratio of prior and posterior probability. The posterior one dominates when various tissue label occurs in voxel neighborhood, and the prior one dominates in uniform labels. Hence, the effect of spatial information improves the resulting quality around tissue boundaries, where mis-classification is more likely to take place.

### 4. Conclusion

This paper elaborates on an improved GMM-based tissue classification method from T1-weighted MR brain scans. The core of the method is a spatial information enhanced scheme, using a combination of entropy-weighted tissue prior probability and posterior probability. This entropy weighting, deriving from neighborhood classification results and image spatial resolution, contributes to an optimal ratio to incorporate both probability terms. The major highlights of the entropy are its “lite” and robust implementation attributes, which realize a range of reductions of computing burdens and parameter tuning steps. The term mainly influences the area next to biased tissue boundary and imaging noise, and continuously drives the whole pipeline to finalize uniform classification results. Experimental tests were carried out on publicly available datasets with tissue reference. Compared with a number of state-of-the-art GMM-based methods, the proposed method achieved high accuracy and acceleration performance, and especially excellent robustness to any choice of initialization parameters.
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