Simulation of two-phase air–liquid flows in a closed bioreactor loop: Numerical modeling, experiments, and verification
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1 INTRODUCTION

In view of the extensive use of two-phase gas–liquid flows in various technical and biotechnical devices, the problem of mathematical modeling, calculation, and optimization of this kind of flows has been addressed in a large number studies. Many theoretical and semi-empirical models of varying complexity have been published.1–4 The simulation of such flows
is complicated by the lack of qualitative experimental data, as well as by the inherent flow characteristics associated with the strong mutual influence of the carrier and dispersed phase. The interaction of the phases generates an array of physical phenomena: momentum and energy exchange between the flow phases, a particular structure of flow pulsations, phase transitions, bubble effects, and gas-phase dissolution processes which significantly change both the flow structure and all mass transfer properties of the flow.5–8 This paper has studied the properties of two-phase gas–liquid vertical flows. The structure of such flows significantly depends on the direction of the flow phases.9 There is a major difference between the upward and downward flow characteristics in vertical channels. In a bubble flow, one of the main factors determining the distribution of phases along the channel cross-section is a lateral force acting on a gas bubble floating relative to the liquid.1–8,10 Since the sign of this force is opposite for the upward and downward flows, the nature of gas-phase distribution across the channel cross-section in these modes is also different. Earlier, studies11–16 have noted significant differences in the values of channel-width-averaged bubble velocities in upward and downward flows. However, the data available in the contemporary literature are not systematic. This study employed a comprehensive approach to studying the hydrodynamics of the local characteristics of downward and upward bubble flows in a monodispersed bubble gas–liquid mixture by conducting original measurements of local values of friction on the pipe wall, phase velocities, and gas content, as well as numerical experiments. The hydrodynamic and mass-exchange characteristics were studied on the installations equipped with measuring equipment (measuring sensors, primary electronic transducers, and interfaces for communication of measuring circuits with PC), allowing obtaining full-scale data on two-phase gas–liquid flows and conducting qualitative and quantitative cross-verification of the new model of two-phase mixture downward and upward flow based on the FlowVision software package.

2 | APPROACHES AND METHODS

The most modern methods of analysis and scaling of process solutions based on achievements of practical physics, chemistry, and biotechnology are based on computational fluid dynamics (CFD) tools.4,6 The experimental information about the flow structure, its averaged, and pulsation properties is essential both for computer analysis of the two-phase gas–liquid medium motion inside a large class of process devices and for controlling the state of two-phase flows that determine the hydrodynamic environment and mass transfer processes, in particular, in bioreactors.17–25 The development of integro-differential models and using them to simulate complexly interacting carrier and dispersed phase is an urgent interdisciplinary task. The new models allow for a broader fundamental understanding and management of the hydrodynamic environment in bioreactor circuits26–30 and can provide the basis for comprehensive systematic microbiological studies of the behavior of microorganisms in local apparatus, such as fermentation devices that implement aerobic biosynthesis processes. The literature31–33 notes that the researches in this area are still conducted mainly by empirical methods. There is virtually no integrated approach to the development of a classical experimental–theoretical framework, new experimental setups, new adapted software tools, and approaches to their use for real industrial apparatus. At present, there is a particular lack of data on local velocity and gas content profiles for monodispersed mixtures, especially for the phase slip velocity in the downward flow. In conducting the simulation experiments, the authors were guided by a number of assumptions that ensure the feasibility of the claimed results and do not have a qualitative impact on the results of the work presented.10–13,34 Dissolving air in the fluid is not taken into account in the calculations. The two-phase flow is assumed to be isothermal. The generation of turbulence by bubbles is not taken into account. The simulation tasks are solved in a monodispersed formulation.

2.1 | Experimental methods

In order to analyze the characteristics of upward and downward flows of multiphase flows in vertical channels and to obtain verification data for the mathematical model, an experimental setup was used employing techniques to measure local fluid velocity profiles and fluid velocity pulsations by local electrodiffusion sensors.35 The inclusion of these sensors via the conductivity method also made it possible to measure local gas content profiles. The simultaneous use of a specially adapted laser Doppler anemometer (LDA) with a short measuring volume (about 0.1 mm) allowed local measurements of gas bubble velocity and bubble diameters, taking into account the position of bubble centers in the flow.36 To study gas–liquid flow, an experimental setup was used, which was a vertical stainless steel tube of 6.5-m height and 14.8-mm inner diameter. The unit is equipped with a liquid flow meter series, a storage tank, a centrifugal pump, a gas flow meter, a gas–liquid mixing chamber with a bubble generator, and a thermal stabilization system (Figure 2).13 The experimental setup involves feeding the liquid into the pipe through a 90-mm inner diameter mixing chamber made
of plexiglass and installed at the top of the pipe (for downward flow) and at the bottom of the pipe (for upward flow). Different gas injectors (M and P injectors) can be installed in the interior of the chamber to generate bubble mixtures with different average bubble sizes and different volumetric gas contents of the two-phase flow. To measure the velocity and gas content profiles, a measuring section is installed 2.3 m below the mixing chamber. To visualize the flow, an immersion unit with optical windows filled with immersion fluid was installed in the section. A glass tube with an internal diameter of 14.8 mm is fitted inside the unit to take LDA measurements and photographic images of the flow using a Canon XL1 camcorder at shutter speeds up to 1/16,000 s and a resolution of 768 × 576 pixels. To measure the local fluid velocity and local gas content, the standard electrodiffusional probes developed in Institute of Thermophysics were used. The 60-μm diameter probe sensor tip was positioned at 10 mm below the LDA measuring volume to eliminate the physical influence of the sensor on the bubble velocity measurement. The LDA measuring volume and the electrodiffusion sensor were positioned in radial direction with an accuracy of ±0.05 mm. The standard electrochemical solution consisting of 0.01-N potassium ferricyanide and ferrocyanide and 0.25-M sodium hydrocarbonate water solutions was used as the working liquid. To control the viscosity of the solution, glycerin was added, allowing laminar flow experiments to be conducted at an increased average fluid velocity. The parameters of the working solution are given in Table 1.

The system is equipped with a standalone fluid thermal stabilization system with a heat exchanger and agitator, a data acquisition system for measuring flow velocity profiles, and multichannel friction stress on the pipe wall. Other system characteristics are as follows:

- Maximum fluid velocity: 1.0 m s\(^{-1}\), flow rate: 170 cm\(^3\) s\(^{-1}\),
- Minimum fluid velocity: 0.01 m s\(^{-1}\), flow rate: 1.7 cm\(^3\) s\(^{-1}\),
- Air supply and flow measurement system up to 15 cm\(^3\) s\(^{-1}\).

### 2.2 Numerical and CFD methods

The simulation procedure was performed entirely with the FlowVision software package, which is based on a finite-volume approach to approximate the equations of motion for fluid and gas. It employs automatic building of the computational grid, which is based on the subgrid geometry resolution method, which is a better analog of the cut-cell method. A new splitting method is used to solve the system of Navier–Stokes equations. The peculiarity of this method applied to the combined computational grid (velocity and pressure are determined in the centers of the cells) is that velocities satisfying the mass conservation law on the cell faces (transfer velocities) are determined before all equations are calculated, and then, all other equations, including Navier–Stokes equations, are solved using these transfer velocities.

### 3 RESULTS AND DISCUSSION

Below is the complete system of equations of the mathematical model in accordance with Rosa et al. The mass transfer coefficient for bubble flow is the ratio of the specific mass flow of air at the phase interface to the difference in air concentrations at the phase interface and away from it:

\[
K = \frac{J_d}{Y_{air,s} - Y_{air,b}}, \quad K = \frac{J}{\rho_{Liq} (Y_s - Y_b)} = \frac{J_d}{(Y_s - Y_b)}. \tag{1}
\]

\(J_d\) (m s\(^{-1}\)) is the diffusion flux of air from the bubbles into the liquid and \(Y_{air}\) is the mass fraction of gas in the liquid (concentration). The local mass transfer coefficient is determined using the Sherwood criterion:

\[
K = \frac{Sh_d \nu_c}{Sc_c d_b}, \tag{2}
\]

where \(Sh_d\) is the Sherwood number, defined in terms of the size \(d\) of the gas dispersed phase; \(Sc_c\) is the Schmidt number for the continuous (liquid) phase; and \(\nu_c\) is the kinematic coefficient of molecular viscosity of the continuous (liquid)
phase \((m^2 \text{s}^{-1})\). If we have a monodispersed (of the same diameter) bubble medium, then \(d_b\) is the diameter of bubbles (m) and the expression for the Sherwood number:

\[
Sh_d = 2 + 0.46 \text{Re}_d^{0.55} \text{Sc}_c^{0.33},
\]

\[
\text{Re}_d = \frac{d|V_c - V_d|}{V_d},
\]

\[
\text{Sc}_c = \frac{V_c}{D}.
\]

Based on the above ratios, the determining parameter for the mass transfer coefficient is the bubble slip velocity. The value of the slip velocity depends on the gas content, the size of the bubbles and the speed of the carrier phase. The above flow characteristics for determining the mass transfer coefficient are calculated by solving a system of mathematical model equations, which are given below. Sherwood number includes a very important parameter, which is the local bubble slip velocity relative to the fluid. Only in the simplest case, that is, the one-dimensional motion with constant slip velocity of a monodisperse sufficiently dilute cloud of bubbles, can these simple formulae be used to calculate the integral (total) mass transfer in the apparatus. In real systems the motion is considered to be multidimensional and nonhomogenous and the slip velocities and, consequently, the local mass transfer coefficients are varying at different points of the apparatus. This is because the slip velocity depends on the local gas content, the local bubble size, and the local velocity of the carrier phase. Consequently, the total mass yield (a very important parameter in practice) can only be determined from detailed mathematical simulations of hydrodynamics and mass transfer using numerical methods.

### 3.1 Equations describing the processes in the dispersed phase

#### 3.1.1 Motion

The equation of motion for the dispersed phase can be written as

\[
\frac{\partial n_d}{\partial t} + \nabla \cdot (V_d n_d) = 0.
\]

Here, \(n_d (m^{-3})\) is the concentration of particles, and \(V_d (m \text{s}^{-1})\) is the velocity of the dispersed phase (particles). The momentum transfer of the dispersed phase (particles) is described by the nonhomogeneous convection–diffusion equations for the conservative variables \(V_d, M_d, n_d\):

\[
\frac{\partial (V_d M_d n_d)}{\partial t} + \nabla \cdot (V_d M_d n_d) = -n_d \frac{\pi d_3}{6} v p + n_d \frac{\pi d_3}{6} (\rho_d - \rho_c) g + F_{D,i} + F_{L,i} + F_{W,i},
\]

\[
F_D = n_d \rho_c C_D \frac{\pi d_3^2}{8} |V_c - V_d| (V_c - V_d),
\]

\[
F_L = n_d \rho_c C_L \frac{\pi d_3^3}{8} (V_c - V_d) \times \omega_c,
\]

\[
\omega_c = \nabla \times V_c,
\]

\[
F_W = n_d \rho_c C_W \frac{\pi d_3^3}{6} \max \left\{0, \left(1 - \frac{1}{D_w}\right)\right\} (V_c - V_d)^2 n.
\]

Here, \(M_d (kg)\) is the local mass of particles, \(d (m)\) is the particle diameter, \(p (Pa)\) is the pressure in the fluid measured relative to the hydrostatic pressure, \(\rho_d (kgm^{-3})\) is the density of the dispersed phase, \(\rho_c (kgm^{-3})\) is the density of the continuous phase, \(g (m s^{-2})\) is the acceleration of gravity, \(F_D (N m^{-3})\) is the drag, \(C_D\) is the drag coefficient, \(F_L (N m^{-3})\) is lift, \(C_L\) is the lift coefficient, \(V_d (m \text{s}^{-1})\) is the phase velocity of the dispersed phase, \(V_c (m \text{s}^{-1})\) is the phase velocity of the continuous phase, \(F_W (N m^{-3})\) is the repulsive force (the force that repels bubbles from the wall in accordance with the hydrodynamic theory of lubrication), and \(D_w (m)\) is the distance to the wall, at which the action of the repulsive force stops. \(C_W\) is the repulsive force coefficient, and \(y (m)\) is the distance from the center of the bubble to the wall. \(n\) is the normal to the wall (directed towards the fluid).
For the drag coefficient of a particle cloud, the following expressions are used:

\[ C_D = C_{D0} \frac{1}{\varphi_c^2} \]
\[ \varphi_c = 1 - \varphi_d, \]
\[ \varphi_d = n_d \frac{\pi d^3}{6}. \]  

(6)

Here, \( C_{D0} \) is the drag coefficient of a single bubble, \( \varphi_c \) is the relative volume of the continuous phase, and \( \varphi_d \) is the relative volume of the dispersed phase. For the drag coefficient of a single bubble, the following expression is used: \( C_{D0} = \frac{24}{Re_d} \left( 1 + 0.15Re_d^{0.687} \right) \).

\[ Re_d = \frac{\rho_c |V_c - V_d| d}{\mu_c}. \]  

(7)

Here, \( Re_d \) is the Reynolds number for the dispersed phase, and \( \mu_c \) is the dynamic coefficient of the molecular viscosity of the continuous phase (kgm\(^{-1}\)s\(^{-1}\)).

The following expression is used for the lift coefficient:

\[ C_L = \min \left( 0.5, C_{L \text{ factor}} \frac{1}{d} \sqrt{\frac{\mu_c}{\rho_c \sqrt{S}}} \right) \frac{1}{\varphi_c^2}. \]  

(8)

Here, \( C_{L \text{ factor}} \) is the model constant, and \( \sqrt{S} \) is a scalar quantity characterizing the local velocity gradient of the fluid. The expression (8) is based on the Saffman model. The latter multiplier takes into account the particle cloud effect similar to model (6) for the drag coefficient. The lift action begins at a distance of \( D_L \) from the wall.

### TABLE 2
Steady-state calculations of the shear stress \( \tau_w \) on the pipe wall for different computational grids

| Computation, grids | Theory | 7×1267×1 | 15×1567×1 | 15×2534×1 | 30×1267×1 | 30×2534×1 |
|--------------------|--------|----------|-----------|-----------|-----------|-----------|
| \( \tau_w \) (N m\(^{-2}\)) | 0.9218 | 0.913 | 0.92 | 0.92 | 0.9214 | 0.9214 |
| (1\%) | (0.2\%) | (0.2\%) | (0.04\%) | (0.04\%) |

### FIGURE 1
Single-phase velocity profile [Color figure can be viewed at wileyonlinelibrary.com]
The following parameters, which determine the forces acting on the bubbles, are set during the calculations: \( C_W = 0.002 \) is the repulsive force coefficient; \( D_W = D_b \) is the distance from the wall, to which the repulsive force acts; \( C_L = 0.1 \) is the lift coefficient; and \( D_L = D_b \) is the distance from the wall, from which the lift begins to act.

3.1.2 Mass transfer

The mass transfer of the dispersed phase (particles) is described by the nonhomogeneous convection–diffusion equations for the conservative variables \( M_d, n_d \):

\[
M_d n_d \frac{\partial (M_d n_d)}{\partial t} + \nabla \cdot (M_d n_d \mathbf{V}_d) = 0.
\]  

(9)

3.2 Equations describing processes in the continuous phase

3.2.1 Motion

Continuity equation for the continuous medium can be written as

\[
\frac{\partial (\varphi_c \rho_c)}{\partial t} + \nabla \cdot (\varphi_c \rho_c \mathbf{V}_c) = 0.
\]  

(10)
Here, \( \varphi_c \) is the relative volume of the continuous phase. Momentum equation:

\[
\frac{\partial (\varphi_c \rho_c V_c)}{\partial t} + \nabla \cdot (\varphi_c \rho_c V_c \otimes V_c) = -\varphi_c \nabla p + \nabla \cdot (\varphi_c \rho_c g) - F_D - F_L,
\]

\[
V_c \otimes V_c = \left\{ \begin{array}{c}
V_{cx} V_{cy} V_{cz} V_{cx} V_{cy} V_{cz}, \\
V_{cx} V_{cy} V_{cz} V_{cx} V_{cy} V_{cz}, \\
V_{cx} V_{cy} V_{cz} V_{cx} V_{cy} V_{cz},
\end{array} \right\},
\]

\[
\tau = \mu_c \left( 2 \dot{S} - \frac{2}{3} (\nabla \cdot V_c) \mathbb{I} \right),
\]

\[
S_{ij} = \frac{1}{2} \left( \frac{\partial V_i}{\partial x_j} + \frac{\partial V_j}{\partial x_i} \right).
\]

Here, \( \tau \) (Pa) is the viscous stress tensor. \( \mu_c \) (kg m\(^{-1}\) s\(^{-1}\)) is the dynamic coefficient of molecular viscosity of the continuous phase, \( \dot{S} \) (s\(^{-1}\)) is strain rate tensor, and \( \mathbb{I} \) is the unit tensor.

FIGURE 3  Simulated velocity profiles of liquid \( (V_L) \) and bubbles \( (V_B) \) versus experimental data (downward flow, \( W_l = 0.4335 \) m s\(^{-1}\), \( Re = 1844 \)) [Color figure can be viewed at wileyonlinelibrary.com]
3.3 Calculation parameters and computational grid

During the calculation of the hydrostatic pressure in the pipe, the hydrostatic zero level is defined at the upper boundary of the computational domain. The computational grid for the study was selected based on the results of the simulation of a single-phase flow of the working fluid with the average velocity of $U_1 = 0.4335 \text{ms}^{-1}$. Table 2 shows the results of calculating the tangential (shear) stress $\tau_w$ on the pipe wall at a steady flow section. Figure 1 shows a comparison of the well-known “theoretical” velocity profile and the velocity profiles computed at different grids. Modeling was carried out in a vertical tube of the working session. Figure 2 shows the experimental setup including the tube section and a schematic representation of the computational area with boundary conditions. As a result of the comparison, a computational grid of $15 \times 1267 \times 1$ (hereinafter Grid 1) and $30 \times 1267 \times 1$ (hereinafter Grid 2) was selected for simulating the bubble flow. At the inlet of the pipe (see Figure 2, right panel), the velocity of the liquid sets taking into account the gas fraction:

$$V_l = \frac{W_l}{1 - \beta}.$$
\( \beta \) is the gas flow rate determined by the expression:

\[
\beta = \frac{Q_g}{Q_g + Q_l},
\]

where \( Q_g = W_g S \) is the gas volume flow (m\(^3\) s\(^{-1}\)); \( Q_l = W_l S \) is the fluid volume flow (m\(^3\) s\(^{-1}\)); \( W_g \) and \( W_l \) are flow rates of gas and liquid, respectively (m\(^3\) s\(^{-1}\)); and \( S \) is the cross-section area (m\(^2\)). The velocity of the gas is assumed to be equal to the velocity of the liquid. A zero relative pressure condition and permeability for the dispersed phase was set at the pipe outlet. The pipe diameter is \( D = 0.015 \text{ m} \), length \( L_{\text{total}} = 6.5 \text{ m} \).

**FIGURE 6** Simulated bubble slip velocity \((V_{\text{slip}})\) versus experimental data (downward flow, \( W_l = 0.4335 \text{ m s}^{-1} \), \( \text{Re} = 1844 \)) [Color figure can be viewed at wileyonlinelibrary.com]

**FIGURE 7** Simulated gas content \((\alpha)\) profiles versus experimental data (upward flow, \( W_l = 0.103 \text{ m s}^{-1} \)) [Color figure can be viewed at wileyonlinelibrary.com]
4 | SIMULATION RESULTS

4.1 | Laminar downward bubble flow

Figures 3 and 4 illustrate the local velocity and local gas content profiles in the test section obtained by simulating several laminar flow regimes in the tube of the test bench section. The computed gas content distribution is consistent with the experimental. The gas content profiles indicate the concentration of bubbles in the axial area and their absence near the walls. On the pipe axis, the velocity is lower than the corresponding single-phase laminar values, and it is almost constant in the flow core. There is a good correspondence between the computed and experimental data. The local velocity of the bubbles is less than the local velocity of the liquid. The velocity profiles of the bubbles are also almost flat in the flow core.

The size of bubbles at the computational area’s input was determined using the average experimental value in the control section, taking into consideration the pressure variation over the pipe height. The relevant comparison of the computed and experimental values of the diameter of bubbles in the control section for different modes of the downward

![FIGURE 8Simulated velocity profiles of liquid ($V_l$) versus experimental data (upward flow, $W_l = 0.103 \text{ m s}^{-1}, \text{Re} = 0.4335$)][Color figure can be viewed at wileyonlinelibrary.com]

![FIGURE 9Simulated velocity profiles of bubbles ($V_b$) versus experimental data (upward flow, $W_l = 0.103 \text{ m s}^{-1}, \text{Re} = 0.4335$)][Color figure can be viewed at wileyonlinelibrary.com]
flow is shown in Figure 5. The computed and experimental profiles of the bubble slip velocity for various modes of laminar downward flow are shown in Figure 6. The slip velocity is almost constant in the center of the pipe. There is a decrease in the local slip velocity with an increase in the local gas content.

The computational model describes correctly the characteristics of the bubble flow. The gas content profiles confirm the concentration of bubbles in the axial area and their absence near the walls. With an increase in the flow gas content, the fluid velocity on the pipe axis decreases from single-phase laminar values and becomes almost constant in the flow core. The shear stress on the pipe wall and the bubble slip velocity in the downward flow are consistent with the experimental data. The average deviation of the computed values and test data in the control section is 8% to 10%.

4.2 | Laminar upward bubble flow

Figure 7 shows the local gas content profile in the test section, obtained by simulating different modes of laminar upward flow in the pipe of the test bench working section. The computation results are presented in comparison with the data of measurements made on the test bench.
The computed and experimental gas content profiles are consistent with each other. The distribution of the local gas content is observed, with a maximum value near the pipe wall.

Figures 8 and 9 show the local fluid and bubble velocity profiles obtained from simulations of different upward flow regimes in comparison with experimental data. In the near-axial region, the fluid velocity is almost constant. The local bubble velocity is greater than the local fluid velocity. The computed data are consistent with the experimental data.

The size of bubbles at the computational area’s input was determined using the average experimental value in the control section, taking into consideration the pressure variation over the pipe height. The relevant comparison of the computed and experimental values of the diameter of bubbles in the control section for several modes of the upward flow is shown in Figure 10. The simulation was made in a monodispersed formulation.

The computed and experimental profiles of the dimensionless bubble slip velocity (normalized to the single bubble resurfacing velocity in a resting fluid) are shown in Figure 11 for a laminar upward flow. The dimensionless slip velocity in the flow is less than one and has its minimum at the peak of the gas content.

5 CONCLUSIONS

The results of this work include the development of a model for the downward and upward flow of a monodispersed bubble gas–liquid mixture and its validation based on experimental data obtained from qualitative and quantitative original measurements of gas–liquid bubble flows. Due to increasing demand on effective technological solutions in the field of production of microbial biomass from natural gas, the current manuscript provides actual information and applicable decisions valued not only for the general fundamental research in the field but also concerning its applications in developing energy-efficient bioreactors. In order to choose the reasonable experimental setup and analytical tools of the hydrodynamic model, the number of classical approaches as well as recent advanced methods for developing and scaling up industrial biotechnological processes were studied. Based on the validation results, we got a satisfactory match between the computed and experimental velocity profiles of the fluid flow corresponding to the beginning of the transition to turbulent flow over the flow. Evaluations of the profiles have shown that at these flow rates, so-called “pseudo-turbulence” has already developed, caused by local pulsations due to the presence of bubbles. The developed model describes correctly the characteristics of the bubble flow: the average deviation of the computed values and the test data in the control section is 8% to 10%, with a qualitative correspondence of the flow characteristics. The results of the in situ and simulation experiments also confirm the difference in bubble slip velocity in the downward and upward flows due to the local flow around single bubbles in gas–liquid flows; for upward flows, the gas content profiles confirm the concentration of bubbles in the near-axis area and their absence near the walls. The possibility of semi-empirical correction of the closing relationships during model validation in different modes confirms the possibility of using the FlowVision software and the developed model to realist the scale transfer and perform process performance predictions for large (geometrical and flow rate) scale plants up to industrial fermenters. Thus, the developed model, together with numerical solutions and the experimental data obtained, represents a research work for the mathematical simulation of the multiphase hydrodynamic conditions in the closed-circuit bioreactors realizing aerobic biosynthesis processes. The work is a groundwork for a comprehensive approach to the formation of a classical experimental and theoretical basis for apparatuses to be designed. The simulation results not only are of interest in terms of advances in CFD but also reveal a wide range of applicability in solving applied technological problems, in particular, in developing and optimizing apparatuses used in biotechnological production—to optimize the local characteristics of flows as factors in ensuring the continuity, efficiency, and safety of the production process. The project is part of comprehensive research by an interdisciplinary team to develop and scale up the technology for producing fodder protein based on methanotrophic microorganisms by fundamentally improving existing technology for producing protein biomass.
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