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ABSTRACT

Marine zooplankton has important ecological and economic value. The observation and automatic image recognition technology of marine zooplankton is an important mean to acquire data such as species, quantity, spatial distribution and behavioral postures of zooplankton, and is an important support for marine scientific research. Digital holography has an innate advantage of refocusing and reconstruction, which is suitable for deep learning and living zooplankton recognition. In this study, a large number of holographic images was trained by using the improved YOLOv2 model, and after test, the study achieved satisfactory results: the models trained by the images with sharpness assessment score of 0.6 or higher, have precision rate above 94% and a recall rate above 88%. This study mainly discusses: (1) the detection method of moving targets to acquire the images of moving zooplankton; (2) the two factors that affect the holographic images recognition results, mean (pixel mean of images) subtraction operation and image sharpness, and the no-reference sharpness assessment based on structural similarity for holographic images; (3) the relationship between sharpness assessment index or mean subtraction and the recognition results.
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INTRODUCTION

Marine zooplankton, which has scientific and economic value in marine ecosystem, is both good indicators of the ecological status of the water body and the food source of some fish fry[1,2]. At present, species identification and quantitative statistics of marine zooplankton mainly rely on manual operation, which cannot meet the development of marine zooplankton science. Since 2012, with the tremendous progresses in the field of deep learning, digital image recognition technology has made a considerable progress. Deep learning network has been applied to image recognition fields such as species classification and medical diagnosis, and has made remarkable achievements[3,4]. Using deep learning network for species identification of living zooplankton images will greatly improve the recognition efficiency, speed and accuracy compared with manual recognition.
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However, the general photography methodology is difficult to meet the demand in the microscope field where zooplankton is located. For example, the common microphotography exists the phenomenon: the higher the required magnification, the lower the depth of focus[5], so that it is difficult to capture a clear image of a living zooplankton and apply to real-time identification of living zooplankton, which is often defocused due to the fluctuating imaging distance brought by moving zooplankton in 3D water body. But digital holography has advantages of refocusing capacity that are not available in general photography methodology for zooplankton[5,6], which is easy to acquire living zooplankton images of various postures and body sizes.

**IMAGE ACQUISITION, PREPROCESSING AND DATABASE**

In this section, we mainly discuss the marine zooplankton digital holographic image acquisition system and image preprocessing, and zooplankton image data set.

**Coaxial Digital Holography Imaging System**

Zooplankton is often not in the depth of field when imaged in water, and digital holography can reconstruct an image in a defocused state as a focus image[5]. The digital holography imaging system records the light field data such as amplitude and phase by wavefront interference of light, and realizes the reconstruction and processing of the recorded object by computer simulation of the optical diffraction process, and then can refocus objects of different imaging distance to obtain a reconstructed image[7]. The holographic recording optical path can be divided into coaxial and off-axis according to the angle between the optical axis of the object light and the reference light[8,9], and the angle is 0 degree for the coaxial holography, and the angle is small for the off-axis. The coaxial holography optical path has a simple structure and is suitable for using in an environment with harsh conditions or long-distance operation. However, the disadvantage of coaxial is that the 0th-order diffracted light and the ±1th order diffracted light are not easily separated, and the twin image is easily formed, which requires subsequent image processing to eliminate the resulting effect[9]. The angle of off-axis between the optical axis and the reference light can separate the 0th-order diffracted light and the ±1th-order diffracted light from each other, but the optical path structure is complicated and is not suitable for a harsh environment[10]. For the image acquisition work, in addition to taking samples of zooplankton back to the laboratory and acquiring images and videos by digital holography, we also used underwater in-situ imaging method to acquire holographic images.

If underwater in-situ imaging is used, considering the complicated underwater environment and harsh conditions, it is better to select the coaxial holography with simpler optical path, more convenient light field recording and more stable work. After imaging, the reconstruction image of zooplankton is operated by the Fresnel reconstruction algorithm. The imaging system shown in Figure 1 was integrated and sealed in one device, which is shown in Figure 2, and the device was used for underwater in-situ imaging in deep sea (China Yellow Sea).
Recognized Species, Image Preprocessing and Database

Copepods, Sagitta, N.scientillans, Clytia hemisphaerica and other jellyfish species (Scyphozoa) in marine zooplankton were selected as species to be identified. They are common, easy to sample and have high scientific research value. Examples of images of five marine zooplankton species are shown in Figure 3. The preprocessing of brightness variation, geometry operation, smoothing filtering and subtraction on the acquired image, suppresses noise and irrelevant recognition elements, and improves the quality and quantity. All acquired and pro-processed zooplankton images are classified and stored according to image resolution (lens magnification), species, and holographic degree.

RECOGNITION ALGORITHMS

In this section, the paper will discuss the selection of algorithms.

Selection of Target Detection and Recognition Algorithms

For the recognition method of zooplankton, there are traditional object recognition algorithms[11] and deep learning algorithms[12], and the deep learning method is both fast and efficient. Among them, YOLOv2 algorithm is faster than
other deep neural networks and has higher accuracy[13]. In order to understand the YOLOv2 neural network, the YOLO network is briefly introduced. The YOLO network integrates candidate frame extraction, feature extraction, recognition classification and target location into a network structure, directly inputting images, and outputting location information and category information of the target. The whole target detection process is simpler and the speed is inevitably improved, which is advantageous for real-time detection[13,14,15]. YOLOv2 makes many improvements based on the YOLO model, including the use of anchoring box strategies as described below.

Since the detection and recognition task of YOLOv2 is directed to a very large number of objects in daily life, the training set is ImageNet. However, for the zooplankton images acquired in the coaxial holography optical path, the recognition task has changed. Therefore, correspondingly, this paper also proposes an improvement to the original model.

K-MEANS CLUSTERING ALGORITHM

The K-means (K-means clustering algorithm) is a distance-based clustering algorithm, the distance is used as an evaluation reference for the distribution similarity. If the distance between the two distributions is closer, the similarity is greater.

The algorithm process is: pre-given a value k, iteratively calculates the minimum distance of k cluster centers, and assigns all sample points to different categories, then, after clustering each k value, calculates the sum of the squares of the distances of all current sample points to the cluster centers, calculate SSE (Sum Squared Error), draws the curve of SSE-K, and the k value at the inflection point is the best value.

CANDIDATE FRAME DIMENSION CLUSTERING

An improvement (anchoring box strategies) of YOLOv2 is to remove the last pooling layer, adjust the input layer image size to 416*416, remove the last fully connected layer of the network, and each grid center can predict multiple candidate boxes, and the anchor box predicts the category and location at the same time. The size and number of candidate frames in the anchor strategy are mentioned is the result of the author's K-means clustering on the VOC2007 and COCO data sets, although it is generally applicable to most objects. However, for a specific detection and recognition task, it is necessary to re-dimension clustering on the zooplankton holographic image data set to determine the parameters of the candidate frame.

According to the definition of the YOLOv2 author, the distance of the cluster is defined as \[d(box,centroid) = 1 - IOU(box,centroid)\]. According to this definition, you can cluster to draw the curve shown in Figure 4. It can be seen that at the k=4, the function change tends to be stable, that is, when the number of cluster centers exceeds 4, the contribution to the function growth is small, so the number of candidate frames in one grid is set to 4. At the same time, the length and width of the corresponding candidate frames can be calculated, which are (5.23, 5.01), (7.11, 6.89), (4.66, 8.43), and (7.27, 10.36). The original model and improved model were used for training to obtain a comparison of the number of candidate frames, time-
consuming and average overlap ratio. The improved has achieved better results, overlap ratio 0.80, and time-consuming 300min (the original overlap ratio 0.79, and time-consuming 320min ).

![Figure 4. The curve chart of d-k value.](image)

Experimental Conditions of Network Training

Hardware configuration: Nvidia Geforce GTX1080 graphics card; Inter Xeon CPU E5-1620 V3.5 GHz; 64GB hard disk. Running environment: Operating system for Windows 7 Professional Edition, 64 bits; Framework: Darknet.

IMPACTS OF MEAN SUBTRACTION PROCESSING ON RECOGNITION

Experiment of Mean Subtraction on Recognition

The mean (pixel mean of images) subtraction of the raw images processing can eliminate static background noise[16]. Meanwhile, for the reconstructed image, the raw holographic images and the focus images, there are a large number of mean subtraction processing[17]. Therefore, the effect of the mean subtraction processing on the image detection and recognition results needs to be experimentally demonstrated. In this study, the images are divided into three types: clear focus images, slight defocused images and hologram images according to holographic degree. After the experiment, the recognition results of the images will be compared.

Four categories were selected in the experiment, including Copepods, Sagitta, Clytia hemisphaerica and Scyphozoa. A total of 4000 clear focus images. Among them, 3500 were used for training and 500 were tested. The results are shown in Table I.

| TABLE I. RECOGNITION RESULTS OF ORIGINAL IMAGES. |
|-----------------------------------------------|
| Copepods | Sagitta | Clytia hemisphaerica | Scyphozoa | Average   |
| Precision | 94.3%   | 95.1%     | 89.4%     | 88.4%     | 91.8%     |
| Recall   | 89.9%   | 90.5%     | 86.6%     | 85.8%     | 88.2%     |
The 4000 focus clear images of previous experiment for mean subtraction processing, 3500 images of these four categories were selected for training and 500 for test. When calculating the image mean, we should only calculate for the training set, instead of using the test set, validation set and other data sets for calculation, otherwise it will violate the principle of deep learning: the model training process can only get information from the training model. The results are shown in Table II.

|                | Copepods | Sagitta | Clyti hemisphaerica | Scyphozoa | Average |
|----------------|----------|---------|---------------------|-----------|---------|
| Precision      | 95.2%    | 91.9%   | 92.1%               | 89.0%     | 93.8%   |
| Recall         | 91.9%    | 92.1%   | 87.7%               | 87.8%     | 88.9%   |

**Result Analysis of the Experiment of Mean Subtraction**

Comparing the recognition results before and after the mean subtraction processing, the same images, and after subtracting the mean, the recognition result of each category is slightly improved. Based on this phenomenon we can draw conclusions: the subtraction processing can improve the detection and recognition results of the zooplankton images, mainly because the data dimensions of natural images obey the same distribution, subtracting the public part, highlighting individual differences and features, and weakening background element, which can speed up convergence and improve accuracy[18].

**IMPACTS OF HOLOGRAPHIC IMAGE SHARPNESS ON RECOGNITION**

**Sharpness Assessment of Holograms**

The assessment methods of image sharpness are divided into three types: full reference type, semi-reference type and non-reference type[19,20,21]. The non-reference sharpness assessment method is to assess an indicator of an image to be evaluated, such as the degree of blurring, without using the original image as a reference[21]. Due to the digital holography recording process of zooplankton[17], the problem of holographic image sharpness is brought about by the holography recording process itself, and there is no original image to compare with the images to be assessed. Therefore, for the holographic image sharpness assessment, a non-reference sharpness assessment method must be used.

The holographic image appears blurry because of the special recording conditions that cause the high-frequency portion of the image of the defocused object to be lost to varying degrees, which makes its edges or other details unclear, result in blurred images. Therefore, the level of sharpness is determined by the high frequency portion, and the energy of the low frequency portion is larger. The image obtained by low-pass filtering can be used as a reference image, and the structural similarity of the image to be calculated and its structural similarity are used as assessment indexes. This is the basic principle of the algorithm. The basic steps of the algorithm are as shown Figure 5.
Figure 5. Flow chart of no-reference sharpness assessment based on structural similarity.

REFERENCE IMAGE

According to the foregoing analysis, a reference image needs to be obtained by low-pass filtering. The type of filter used is a Gaussian smoothing filter, because the Gaussian function is a single-valued function and does not affect local features such as edges. The two-dimensional Gaussian function has rotational symmetry, so its smoothness in different directions is the same. It is easy to balance the smoothing effect and the amount of noise abrupt by adjusting the parameter $\sigma$. From the perspective of computational complexity, the time complexity of the Gaussian filter is $O(ksize^2)$, $ksize$ is the size of Gaussian filter, and the calculation efficiency is high[22]. Its formula is as follows:

$$P_G(z) = \frac{1}{\sigma\sqrt{2\pi}} e^{-\frac{(z-\mu)^2}{2\sigma^2}}$$  \hspace{1cm} (1)

GRADIENT FEATURE EXTRACTION

The Sobel gradient operator is used to extract the gradient features of the image in both x and y directions, which are used to describe the edge and contour information in the image, which is an important representation of image sharpness[23].

BLOCK COMPUTING

The image after calculating the gradient feature is divided into blocks, and the gray variance of each block is calculated separately, and the block images are arranged in descending order of gray scale variance[24]. The first N block images of the image to be assessed and the reference image are taken at the same time, waiting for the next calculation of structural similarity.

STRUCTURAL SIMILARITY

Structural similarity, this method is to use the three indicators of structural similarity, which is the combination of brightness, contrast and structure of the image as the assessment index of the degree of blur between the image to be
assessed and the reference image. Specifically, for digital images, the average gray scale is used to estimate the brightness, and the standard deviation is used to estimate the contrast, the structural information will be calculated and these formulas are as follows[25]:

\[
L(x, y) = \frac{2\mu_x\mu_y + C_1}{\mu_x^2 + \mu_y^2 + C_1}
\]

\[
C(x, y) = \frac{2\sigma_x\sigma_y + C_2}{\sigma_x^2 + \sigma_y^2 + C_2}
\]

\[
S(x, y) = \frac{\sigma_{xy} + C_3}{\sigma_x\sigma_y + C_3}
\]

**SHARPNESS ASSESSMENT**

After the three modules are integrated together, the structural similarity and sharpness index are obtained.

\[
SSIM = [L(x, y)]^\alpha \cdot [C(x, y)]^\beta \cdot [S(x, y)]^\gamma
\]

\[
\alpha = \beta = \gamma = 1
\]

\[
\sum \frac{SSIM(x_i, y_i)}{N}
\]

(a) Focus image          (b) Slightly defocused            (c) Absolute holograms

Figure 6. Examples of different holographic degree images.

According to the subjective image assessment, a total of 60 images were selected, and 20 images of each of the three types were selected manually: The focus image, the details were rich, the edges were clear. The slight defocused, the edges were blurred, but the overall identifiable species; Holograms, the holography stripes are obvious and the species are unrecognizable. Examples of different holographic images as shown Figure 6.

By calculating the sharpness assessment scores of these images, the average and standard deviation of the three types of images are obtained as shown Table III.
TABLE III. THE AVERAGE AND STANDARD DEVIATION OF THE THREE TYPES OF IMAGES.

|                      | In-focus image | Slightly defocused | Holograms |
|----------------------|----------------|--------------------|-----------|
| Average              | 6.98           | 4.30               | 3.15      |
| Standard deviation   | 0.51           | 0.74               | 0.22      |

The large difference between the above average and the small standard deviation of each type show that the non-referenced sharpness assessment based on structural similarity can be used as an indicator of the difference in sharpness.

TABLE IV. RECOGNITION RESULTS FOR EACH SHARPNESS INTERVAL OF TRAINING SET.

| Interval          | 0.2-0.3 | 0.3-0.4 | 0.4-0.5 | 0.5-0.6 |
|-------------------|---------|---------|---------|---------|
| Numbers           | 589     | 597     | 1153    | 2127    |
| Precision         | 28.82%  | 47.18%  | 55.07%  | 85.33%  |
| Recall            | 21.29%  | 19.67%  | 48.20%  | 69.85%  |
| Interval          | 0.6-0.7 | 0.7-0.8 | 0.8-0.9 | total   |
| Numbers           | 6567    | 5497    | 7591    | 24121   |
| Precision         | 94.39%  | 93.77%  | 94.76%  | —       |
| Recall            | 88.67%  | 88.68%  | 89.99%  | —       |

Experiment of Sharpness and Recognition

For the existing acquired images, the sharpness assessment index is calculated, and the YOLOv2 algorithm is used to obtain the images precision rate and the recall rate, and then the relationship between the images sharpness and the recognition results can be explored. According to the structural similarity obtained by the sharpness assessment algorithm in Section 3.4.1, the value is between 0-1, the more sharp image, the larger the value. The line chart between the assessment index and the recognition results can be established to show the relationship between the two.

A total of 24,121 images were selected from image database, and three species of zooplankton, copepods, Sagitta and Clytia hemisphaerica, were used to calculate the sharpness assessment index of all images. It was found that the index was distributed between 0.2 and 0.9, so 0.2 to 0.9 is divided into 7 equal parts, which are (0.2-0.3), (0.3-0.4), (0.4-0.5), (0.5-0.6), (0.6-0.7), (0.7-0.8), (0.8-0.9). Further statistics, about 95% of the manually selected images that cannot identify species and target location information, whose sharpness score is below 0.6. Therefore, it is considered that for those images whose sharpness assessment score below 0.6 is classified in that cannot be directly used for training and test. We will identify species of these images using the refocusing process. After experiment, the images data and recognition results that fall in each training interval, are as following Table IV. For the images detected in test by each train interval, the sharpness assessment indexes of these images are calculated, and the following Table V is obtained.
Based on the data in Table IV, the following Figure 7 can be drawn. As can be seen from Figure 7, for each individual equal interval, the precision rate and the recall rate keep steady and consistent change in the range of (0.8-0.9), (0.7-0.9), (0.6-0.7), but in in the interval of (0.5-0.6), (0.4-0.5), (0.3-0.4), and (0.2-0.3), the state cannot be maintained and the recognition results appear severe decline. On the one hand, it is because there is less training image data in these intervals and has the tendency: the lower the image sharpness, the lower the recognition results. On the other hand, in the state where the overall performance of the model does not change much and the data sample discrimination is not very high, such as from 0.6 down, the precision rate is usually opposite to the change tendency in recall rate.

Based on the data in Table V, the following Figure 8 can be drawn. As can be seen from Figure 8, the sharpness interval of the training set is not completely coincident with the sharpness interval of the image detected in the test set. For example, in the (0.7, 0.8) interval of training set, in its test set, the sharpness assessment index of the detected and recognized images are widely distributed in the range of (0.5-0.6), (0.6-0.7), and (0.7-0.8). It can be found that there is such a tendency that the image with lower image sharpness index is used as the training set, and the narrower the range of image sharpness that can be detected. In addition, for the images that satisfactorily satisfies the condition that can be manually recognized (the images sharpness assessment score range is gathered between (0.6, 0.9)), and it can detect and recognize a wider sharpness assessment score range of images.

Figure 7. The line chart of detection recognition results of different sharpness interval of training set.
Figure 8. Image sharpness interval and distribution detected by the model trained by training set in each interval.
TABLE V. THE PARTITIONS OF IMAGES SHARPNESS DETECTED BY EACH SHARPNESS INTERVAL OF TRAINING SET.

| Train Test | 0.2-0.3 | 0.3-0.4 | 0.4-0.5 | 0.5-0.6 | 0.6-0.7 | 0.7-0.8 | 0.8-0.9 |
|------------|---------|---------|---------|---------|---------|---------|---------|
| 0.2-0.3    | 100%    | 95.22%  | 2.82%   | 0%      | 0.19%   | 0%      | 0.03%   |
| 0.3-0.4    | 0%      | 4.78%   | 28.92%  | 10.90%  | 0.33%   | 0.06%   | 0%      |
| 0.4-0.5    | 0%      | 0%      | 65.26%  | 9.56%   | 8.68%   | 0%      | 0.23%   |
| 0.5-0.6    | 0%      | 0%      | 3.00%   | 9.45%   | 5.15%   | 15.48%  | 2.82%   |
| 0.6-0.7    | 0%      | 0%      | 0%      | 0%      | 62.46%  | 37.19%  | 32.36%  |
| 0.7-0.8    | 0%      | 0%      | 0%      | 0%      | 22.01%  | 46.32%  | 54.06%  |
| 0.8-0.9    | 0%      | 0%      | 0%      | 0.09%   | 0.70%   | 0.95%   | 10.50%  |
| Total      | 100%    | 100%    | 100%    | 100%    | 100%    | 100%    | 100%    |

Result Analysis of the Experiment of Sharpness

The experimental results show that using the method of zooplankton detection and recognition based on the improved YOLOv2 model, the holographic image with a sharpness of 0.6 or more maintains a high recognition results, and the sharpness and recognition results are positively correlated. Meanwhile, the higher image sharpness of the training set means the greater range of images with different sharpness assessment. The main reason for these phenomena is that the edge regions of the images with low sharpness have wide spacing, low gradient, and blurred edges, so some image features (texture, shape, etc.) are not obvious, and even disappear after pre-processing such as noise filtering. For edge extraction of a set of slightly defocused images with lower sharpness and focus image with higher sharpness (Prewitt operator), as shown in Figure 9.

(a) Focus image  
(b) Slight defocused image

Figure 9. Edge extraction of image samples with different sharpness assessment scores.
The images with low sharpness not only have redundant false contours but also lose some true edges, the main reason is high-frequency portion of low sharpness images are less in proportion, and high-frequency portion are important detail features such as edges. When the sample is trained, the difference in details between the images with low sharpness is less than that between the images after the refocusing (high sharpness). To illustrate this fact, we respectively draw gray histogram of a slightly defocused holographic image with low sharpness and the refocused image as shown in Figure 10. It is found that the gray scale distribution with low sharpness not as uniform as high, the contrast is poor, and more pixels are biased towards the brightness of the background (the background is white), the dim pixels are less reflecting the zooplankton itself. Due to the particularity of marine zooplankton images sampling (often acquire thousands of target image samples in the similar background), the background has less difference in brightness, contrast, structure, etc, which also means the differences in details about the zooplankton of low sharpness images cannot be reflected fully, but the high sharpness images are the opposite, and these differences can help to make the neural network learn more features, and also help the network to correct errors and enhance network robustness. The above reasons are combined to cause the above two phenomena.

CONCLUSIONS

Digital holography and YOLO model can be successfully competent for zooplankton image recognition in the deep learning, mean subtraction is an important mean to improve recognition results. Refer to holographic images sharpness, it is suggested that when constructing zooplankton holographic image data set, try to absorb more images with sharpness assessment score of 0.6 or higher, and the more than 0.6 are directly used for training recognition, and the less than 0.6 are reconstructed firstly.
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