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After more than one century from its first use for electric power production, steam cycles are still the object of continuous research and development efforts worldwide. Indeed, owing to its favorable thermodynamic properties, steam cycles are not only used in coal-fired power plants but in a large variety of applications such as combined cycles, concentrated solar power plants and polygeneration plants. On the other hand, to cope with the efficiency and flexibility requirements set by today’s energy markets, the design and the operation of steam cycles must be carefully optimized. A key role is played by the simulation and optimization codes developed in the last 30 years. This paper provides an introduction to the main types of simulation and optimization problems (design, off-design operation and dynamic), an overview of the mathematical background (possible solution approaches, numerical methods and available software), and a review of the main scientific contributions.
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INTRODUCTION

Steam cycles have been used for electric power generation from coal since the early 1900's. These first coal-fired power units featured outputs in the range 1–10 MW and the steam generator already included an economizer, an evaporator, and a superheater (Harvey et al., 2020). According to the same reference, the first steam cycle had an efficiency of only 1.6% while those built about 10 years later reached an efficiency of about 15% thanks also to the adoption of regenerative feedwater preheaters. Steam reheating was first adopted in 1920's and once-through supercritical boilers in the 1950's. Unit sizes reached the standard of 300 MW already in the 1930's. After more than one century, the global installed capacity of coal-fired steam cycles is above 1500 GW (IEA, 2019) and manufacturers supply full turnkey Advanced Ultra Super Critical (A-USC) units with sizes up to 1.1 GW (General Electric, 2020). Although someone can consider steam cycles as an obsolete technology, it is important to mention that steam cycles are still an object of research and development efforts to improve their efficiency, operational flexibility, and range of applicability (i.e., tailoring their design for novel concepts of power plants). Indeed, today the use of steam cycles is not limited to coal-fired power plants but they are employed as heat recovery systems in many other types of power plants, with either fossil or renewable energy sources. Examples of conventional steam cycle-based power plants include coal-fired power plants (Speight, 2013), gas-steam turbine combined-cycles (Kehlhofer et al., 2009), and nuclear power plants (Rinzic, 2017) (either boiling water reactor or pressurized water reactor); examples of novel plant concepts include concentrated solar power plants (Peinado Gonzalo et al., 2019), integrated solar combined-cycles (Dersch et al., 2004),...
waste to energy plants (Bogale and Viganò, 2014), integrated
gasification combined-cycles (Martelli et al., 2011), electricity/
hydrogen/synfuels polygeneration plants (Larson et al., 2009),
power plants with CO₂ capture and storage (Spinelli et al., 2015)
and all the cycles that are specifically designed for industrial
processes (typically for combined heat and power applications or
for heat recovery). An overview of the state-of-the-art in steam
turbine and steam cycle technology can be found in the recent
publication (Gülen, 2020).

A key rule in the research and development activities is being
played by simulation and optimization codes, which are used to
predict the effects of the design/control improvements on the
performance of the overall power plant. The results of such
models are applied to guide the development activities while
limiting very costly experimental campaigns. Computer-aided
plant simulation approaches have been developed first by the
chemical engineering community since the late 70’s. One of the
first successful examples is the ASPEN project (Advanced System
for Process Engineering) funded by the United States Department
of Energy in 1977 to researchers of MIT (Prof. Larry Evans) to
develop a code for the simulation of complex chemical processes
for the conversion of coals and synthetic fuels, as well as
electrolyte and multi-phase systems (Mertens et al., 2014). The
ASPEN project led to the foundation of the well-known Aspen
Tech company. As far as steam cycles are concerned, to the best
of our knowledge, the first simulation codes were PRESTO (Choo
and Staiger, 1982), a computer code developed by NASA, and
PEPSE (Cooke, 1983), developed in the early 70’s for nuclear and
conventional steam cycles. Only later, in the late 80’s, other power
plant simulation codes were developed, mainly spurred by the
need of optimizing the design and part-load operation of
combined cycles. Elmasri (formerly a professor at MIT) developed
GT PRO (Elmasri, 1988); a computer program for the
design simulation of combined cycle power plants (over the
years, GT PRO was expanded and today it is commercialized by
Thermoflow). Erbes and Cohn (Erbes et al., 1989) developed
GATE for the simulation of gas turbines and combined cycles
(then the code was expanded and commercialized with the name
“GATE cycle”). Prof. Lozza (Politecnico di Milano) (Lozza, 1988;
Lozza, 1990) developed a computer program for the
thermodynamic optimization of heat recovery steam cycles
including accurate correlations for the assessment of the steam
turbine efficiency (the code was merged with those developed by
other researchers of Politecnico di Milano for simulating gas
turbines originating the GS “Gas Steam” simulation code
(Consonni, 1983; Chiesa and Macchi, 2004)). Another widely
used steam cycle simulation code is IPSEpro, first published in
1991 as IPSE by Perz (1990).

As far as cycle design codes are concerned, it is important to
note that the design step of a steam cycle is a critical task since
decisions taken at this stage affect not only efficiency and costs
but also the operational issues (control strategy to be
implemented, minimum stable load, efficiency at part-load,
maximum ramp-up rate, start-up time, etc.). For conventional
power plants, the optimal design criteria are well-known
industrial standards. These design criteria, refined over tens of
years of industrial experience, essentially target the minimum
levelized cost of electricity at full load, corresponding to the
optimal trade-off between efficiency and costs (material cost,
manufacturing cost, installation cost, operating and maintenance
costs) (Kehlhofer et al., 2009; Gülen, 2019). However, it is not
always possible to extend such design criteria to novel concepts
(e.g., concentrated solar power plants, integrated solar combined
cycles, hydrogen/synfuels/electricity polygeneration plants)
because of the different thermodynamics (Martelli et al., 2012)
(i.e., efficiency is not maximized following the same criteria
developed for combined cycles or conventional fired steam
cycles), specific design constraints (e.g., metal dusting on some
heat exchangers processing syngas (Spinelli et al., 2015)) and
more tight operational constraints (e.g., solidification
temperature of the molten salts in CSP plants (Trabucchi
et al., 2017; Elsido et al., 2018)). For these plants, computer-
aided optimization approaches are essential to assess the
performance and costs of the possible steam cycle configurations.

Off-design simulation codes are essential tools for both the
design phase of the power plant and the operation of existing
cycles. During the design phase of a power plant, off-design
simulation codes are used to assess the performance of the cycle
when operating at part-loads and/or site conditions (e.g. cooling
temperature, ambient temperature, fuel type) different from
those considered in the design phase. These steady-state
simulators can be used also to determine the optimal part-load
control strategy of the steam cycle (i.e., throttling, sliding-
pressure boiler, partial-admission turbine) and check possible
part-load operating issues (e.g., steam overheating in heat
recovery steam generators, steaming in economizers, molten
salt solidification in CSPs). It is important to notice that the
part-load assessment is today very important for steam cycle
power plants which are asked to provide reserve capacity and
balancing services (e.g., spinning reserve, frequency control,
secondary reserve) to the electricity market. For these units it
is essential to keep high efficiency also at low loads and reduce
the minimum load as much as possible.

Another challenge posed by today’s electricity market is the
dynamic flexibility of dispatchable units (i.e., quick start-up/shut-
down, and fast ramping up/down). In this regard, steam cycles are
penalized compared to gas turbines by the larger thermal capacity
of the system (boiler metal and fluid inventory) and the use of
thicker components (turbine, drums, headers), in which
temperature gradients cause severe thermo-mechanical
stresses. However, novel technological solutions (see, e.g., the
warm-keeping and pre-warming system for steam turbines (Pehle
et al., 2020) and optimized start-up sequences are being
developed to alleviate this penalty. In this regard, a key rule is
being played by dynamic simulation codes, which are used in
academia and industry as virtual test benches prior to the much
more expensive field-tests. These dynamic simulators are capable
of handling the configuration complexity of steam cycles
(featureing multiple pressure levels and/or a cascade of
feedwater preheaters, multiple turbine sections, and multiple
pumps), the implementation of the control structures, and
dynamic boundary conditions.

Review papers that systematically analyze scientific
publications on certain topics are very valuable. However, a
limited number of review papers on the topic under investigation have been published. Relevant review papers found in the literature include Maffezzoni (Maffezzoni, 1992) (in 1992, issues on the modeling and simulation of power plants), Liu et al. (2012) (in 2012, a state-of-the-art review on modeling and simulation of the thermal power plant), Allobaid et al. (2017) (in 2017, a state-of-the-art review on the dynamic simulation of thermal power plants), Subramanian et al. (2018) (in 2018, a state-of-the-art review on modeling and simulation of energy systems) and Avagianos et al. (2020) (in 2020, a state-of-the-art review on the dynamic simulation of thermal power plants). Such system (Eq. 1) is nonlinear, since some equations (e.g., equation of states, energy balance, performance correlations for the units) are nonlinear, sparse, since only a few variables appear in each equation, and it may involve hundreds of variables and equations if the power plant features many streams and units. Power plant and process simulation software are based on either the equation-oriented or the sequential modular approach to solve the nonlinear system of equations. The equation-oriented approach consists of solving the system of the equation as a whole using specifically developed numerical algorithms, like the well-known Newton Raphson algorithm or the Powell dogleg algorithm (Biegler et al., 1997). On the one hand, these algorithms very fast convergence rates (e.g., quadratic for the Newton-Raphson algorithm), but, on the other hand, they require a guessed starting solution (to be assumed by the software user) not too far from the system solution and continuously differentiable equations \( f(x) \) with non-singular Jacobian. From a practical point of view, the user has to guess a reasonably good starting value for all the properties (pressures, temperatures, mass flow rates, compositions, etc) of each stream and all the variables of the equipment units. This task may be very time-consuming and, depending on the user knowledge of the power plant, prone to inaccuracy. Providing an inaccurate starting guess likely hinders the convergence of the iterative algorithm with a very limited possibility of debugging. Numerical issues occur also if the Jacobian of the function \( f(x) \) is singular or nearly singular in some regions. Advanced techniques can be adopted to mitigate these convergence issues, like integrating the Newton algorithm with the Armijo line search to make it more robust to bad starting points, and adopting the Powell dogleg method or continuation methods to mitigate the effect of Jacobian singularity (Biegler et al., 1997). Recent software alleviates the user’s effort in initializing the solution by adopting ad hoc routines (e.g., doing some iterations with the sequential modular approach). Examples of the commercial process and power plant simulation software based on the equation-oriented approach are gPROMS (2021) and Ebsilon Professiona (2021); Aspen Tech (2021) can employ both modes (sequential-modular or equation oriented).

The sequential-modular approach is based on the idea of solving the flowsheet units (pump, boiler, turbine, etc) in sequence, essentially following the flow of available pieces of information. Starting from the unit with known input streams and specifications (e.g., the pump), its output flow properties are computed by solving the constitutive equations of the unit (energy, mass, and atomic balance, performance correlations). Then, the downstream unit (e.g., the boiler) can be computed since the conditions of its input flow are known. If a required input stream is not known, since it is the outlet of a downstream unit, it is guessed to allow the calculation of the unit. Such guessed stream is called "tear

\[
f(x) = 0
\]
stream” and this guessed value must be iteratively updated till convergence. Sequential-modular software performs four key steps:

1) Flowsheet partitioning and loop identification: closed loops (recycles) of material and information streams between units are identified automatically using a simple routine.

2) Convergence order definition: the calculation order of the equipment units is determined either manually or automatically with a routine (typically starting from the input flows with known specifications and following the flowsheet topology).

3) Tear stream identification: the closed loops (recycles) must be “opened” by tearing at least one stream of the loop (i.e., guessing the value for the properties of at least one stream of the loop). Such tear streams \( x_T \) are selected either manually or automatically by the software using ad hoc algorithms.

4) Tear stream convergence: the tear streams properties \( x_T \) are first guessed by the user, then they need to be updated by the software to reach simulation convergence. The process simulation with opened loops (tear stream) can be seen as a transfer function \( g \) which, given the value assumed in the previous iteration \( x_T^k \), computes a new value \( x_T^{k+1} \), as shown in Eq. 2:

\[
x_T^{k+1} = g(x_T^k)
\]

Figure 1 shows an example of a steam cycle where the tear stream is the feedwater pump inlet flow. Simulation convergence occurs when it is assumed a value \( x_T^k \) such that the calculation of the flowsheet returns the same (within a certain tolerance) value: \( g(x_T^k) = x_T^k \). In mathematics such a class of problems is called “fixed point problems”. The most basic iterative algorithm to solve such problems is called “direct substitution” and it consists of using the output of the current iteration as guessed value for the next one: \( x_T^{k+1} = x_T^k \). Such simple and intuitive approach has a good convergence rate only if the maximum eigenvalue \( \lambda_{\text{max}} \) of the Jacobian matrix is close to zero. In the other cases, its convergence rate is very slow (if \( |\lambda_{\text{max}}| \) is approaching to 1) or it is scattered away from the solution (if \( |\lambda_{\text{max}}| > 1 \)). For this reason, current sequential-modular software integrate also relaxation and acceleration methods like the dominant eigenvalue method (Crowe and Nishio, 1975) and the wegstein method (Wegstein, 1958):

Compared to equation-oriented software, the convergence issues of sequential modular ones increases rapidly with the number of recycle loops of the flowsheet because more tear variables need to be assumed and converged. Nested loops (i.e., loops sharing one or more streams) cause particular convergence issues because of the mutual influence. For these reasons, sequential-modular software must be carefully used when modeling steam cycle power plants that feature at least one (basic steam cycle) or multiple (e.g., heat recovery steam cycles with multiple pressure levels, coal-fired steam cycles with multiple regenerators) closed loops. If using general-purpose process simulation software (e.g., Aspen Tech, 2021), the tear streams and the convergence order should be carefully selected and initialized. Software specifically developed for simulating steam cycle power plants (e.g., Thermoflex/GT PRO/Steam Pro (Thermoflow, 2021)) feature ad hoc criteria to define the convergence order and the tear variables to minimize convergence issues. On the other hand, the main advantages of sequential modular software are the better robustness to solution initialization accuracy, the need of initializing only the tear variables, the easier debugging in case of convergence failure, and the possibility of integrating external equipment unit models (e.g., turbine meanline design code).

Adopting the same notation used so far for simulation problems, steady-state optimization problems arising in the design phase or operation phase in off-design or part-load conditions can be formulated as follows:

\[
\begin{align*}
\min & \quad c(x, z) \\
\text{s.t.} & \quad f(x, z) = 0 \\
& \quad g(x, z) \leq 0 \\
& \quad x \in \mathbb{R}^m, \quad z \in \mathbb{R}^{nc} \times \{0, 1\}^{nb}
\end{align*}
\]

The variable \( z \) denote the independent design or operational variables while the variables \( x \) denote the dependent variables, corresponding to the simulation variables of Eq. 1 (i.e., pressures, temperatures, mass flow rates, composition, etc. of each stream and the power input/output of each equipment unit). Equation 3 indicates the objective function to be minimized (e.g., cost of electricity, heat rate, etc.). Eq. 4 denotes the simulation model equations (same as Eq. 1) which are equality constraints of the optimization problem. Eq. 5 denote the possible inequality constraints (e.g., bounds on the variables, cap on the project budget, etc., desired net power output, etc.). We use \( m \) to denote the number of dependent variables, \( nc \) the number of continuous/real independent variables and \( nb \) the number of independent binary variables. Notice that for a fixed value of \( z \), the problem reduces to a simulation problem (finding \( x \) such that \( f(x, z) = 0 \)).

Since in general the objective function and some of the constraints are nonlinear and nonconvex, the optimization...
problem is nonlinear and nonconvex. If all variables are continuous (real), the problem is called NonLinear Program (NLP). If some of the optimization variables are binary or discrete, the optimization problem is a Mixed Integer NonLinear Program (MINLP).

The optimization problem can be tackled by adopting two main approaches:

- The equation-oriented approach: the large-scale NLP or MINLP defined by Eqs. 3–6 is solved using an optimization algorithm that finds (at the same time) the optimal values of independent variables $z$ and simulation variables $x$. On the one hand, this approach has the advantage of the computational effectiveness of today’s nonlinear solvers (e.g., BARON for MINLP (Tawarmalani and Sahinidis, 2005), SNOPT (Gill et al., 2005), and IPOPT (Biegler, 2010). On the other hand, it shares the same disadvantages of the equation-oriented mode for simulation (need of proving a good starting guess for all variables, convergence issues in case of poor starting guesses/ill-conditioned problems/Jacobian singularity, the limited possibility of debugging).

- The black-box approach: the optimization algorithm is kept at a higher hierarchical level than the simulation equations Eq. 4. At each iteration $k$, the optimization algorithm samples values of the independent decision variables $z_k$ and executes a simulation software to compute the value of the related dependent variables $x_k$, objective function $c(x_k, z_k)$ and inequality constraints $g(x_k, z_k)$. The power plant model equations are hidden in the simulation software and cannot be accessed by the optimization algorithm (hence the name “black-box optimization”). The simulation software needs to be linked to the optimization algorithm in such a way it receives the values of $z_k$, it is automatically executed and then it returns the values of objective function and constraints. Since most of today’s commercial plant simulation software have this capability, the black-box approach has become very popular. Indeed, the main advantage of this approach compared to the equation-oriented one is the possibility of using commercial power plant simulation software without the need to recoding all the model equations (very time-consuming activity). On the other hand, computational efficiency is the main disadvantage of the black-box approach: 1) the output of the plant simulation software is typically non-smooth and affected by numerical noise making it necessary to adopt derivative-free optimization algorithms (Martelli and Amaldi, 2014) (e.g., pattern search, simplex/complex, scatter search, evolutionary algorithms) which have slower convergence rates (or no convergence guarantees in case of meta-heuristic algorithms) compared to gradient-based algorithms (Conn et al., 2009), 2) each plant simulation is time-consuming and several hundreds of plant simulations are required to reach convergence of the optimization algorithm (Martelli and Amaldi, 2014). Since the number of required simulations grows exponentially with the number of independent optimization variables, the black-box approach is recommended only for problems with a limited number of optimization variables (<10–20 for non-smooth black-box problems, up to 100 for smooth problems).

Fort the above-listed reasons, the black-box approach is widely adopted for both power plant and chemical process optimization but is limited to problems with few independent design/operational variables. The equation-oriented approach is typically adopted in academia for large-scale problems involving a large number of binary/discrete optimization variables as the steam cycles described in the section Design Optimization of Steam Cycles With Multiple Heat Sources. A considerable amount of time is required to write all the optimization problem including all the power plant model equations $f(x, z) = 0$ in a suitable mathematical programming software (e.g., GAMS, 2021; AMPL, 2021; Pyomo, 2021).

**Dynamic Simulation**

The dynamic simulation problem of a power plant can be formulated as in Eq. 7:

$$ f(x, \dot{x}, u) = 0 $$

Where $x$ denotes the time-dependent state variables (pressures, temperatures, mass flow rates, etc of each stream and unit of the plant), $\dot{x}$ denotes the derivative over time, and $u$ the time-dependent control variables (position of valves, inlet fuel flow rate, etc.). The equations $f$ are the same as the steady-state model with the exception that the energy and the mass balances of the units include the unsteady-term (variation over time of mass and internal energy stored in the equipment unit). Since some of these equations are algebraic (e.g., the equation of state, the enthalpy-temperature-pressure functions, etc.) and some are differential (including time derivatives), the system of equations is called DAE (Differential Algebraic Equation). It is a very challenging class of problems that need either reformulation as a system of ODEs (Ordinary Differential Equations) or the use of ad hoc integration algorithms (see, e.g., the IDA package (IDA, 2021)).

Many approaches can be found in the literature to model the thermal-hydraulics of steam cycle power plants such as the mixture flow model and two-fluid models. The one-dimensional mixture flow model, also known as the homogeneous or three-equation flow model, assumes thermodynamic equilibrium between phases (water and steam). The mixture flow model is represented by three partial differential equations for mass, momentum, and energy that describe the dynamic behavior of the characteristic variables. For single-phase flow components (e.g., superheater, turbine section, and economizer), the three characteristic fluid variables are the local pressure, the total mass flux, and the fluid temperature or the fluid enthalpy for subcooled water or superheated steam. In the case of two-phase flow components (e.g., evaporator and condenser), the three variables are complemented by the void fraction. Due to its simplicity and applicability to a wide range of single and two-phase flow components, the mixture flow model is often used when the response of the total mixture and not of each constituent phase is
required. Therefore, this flow model can be found in most dynamic simulation programs such as ASPEN Plus DYNAMICS, MODELICA, and MATLAB SIMULINK.

The two-fluid models, also known as the heterogeneous flow model, formulate separate conservation equations of mass, momentum, and energy for the gas and liquid phase. This formulation presents considerable difficulty because of mathematical complexity and the uncertainty in modeling the interaction between phases at the interphase boundary. Such relations cannot be derived from fundamental physical laws and in most cases are based on empirical assumptions. Solving the resulting differential equations requires higher computational effort and entails parameters that may cause numerical instability, especially due to improper selection of interfacial terms. Due to the increased number of differential equations and closure relations, the two-phase fluid models, in contrast to the mixture flow model, are related to higher computational costs and are suitable for thermodynamic non-equilibrium applications. Accordingly, the complex and time-consuming two-fluid models are only implemented in few simulation programs such as APROS (APROS, 2021) and RELAP.

To solve the one-dimensional partial differential equations, the finite difference solution method or the finite volume solution method is used. The partial differential equations are discretized concerning space and time and the non-linear terms are linearized. In the space discretization (integration over the corresponding element length), several discretization schemes such as the first-order upwind scheme, the second-order central differencing scheme, and the quadratic upwind interpolation are available. For time discretization, the implicit method is usually applied. The physical properties such as pressure, velocity, and enthalpy in the model can finally be calculated using the discretized conservation equations, the parameters for inlet and outlet flows, and the thermodynamic properties.

In optimal control problems, \( u \) are time-dependent decision variables which need to be optimized to minimize a cost function \( c \):

\[
\begin{align*}
\min_c & \quad \mathbf{c}(x, \dot{x}, u) \\
\text{s.t.} & \quad \mathbf{f}(x, \dot{x}, u) = 0 \\
& \quad \mathbf{g}(x, \dot{x}, u) \leq 0
\end{align*}
\]

In other words, the optimal control problem aims at finding the optimal trajectory of the control variables \( u \). The main solution approaches adopted in the energy and process industry are called single-shooting, multiple-shooting, and collocation. A brief explanation is given below, while the interested reader can find further details, for example, in (Cellier and Kofman, 2006; Kunkel and Mehrmann, 2006; Biegler, 2007; Alobaid, 2018a).

**DESIGN CALCULATION AND OPTIMIZATION OF CONVENTIONAL STEAM CYCLE POWER PLANTS**

This section focuses on steam cycles which are widely adopted in the electric power industry, namely highly regenerative steam cycles for coal-fired power plants, and heat recovery steam cycles (also called “bottoming cycles”) for combined cycles. The scheme of a coal-fired steam cycle power plant is shown in Figure 2, while the scheme of a combined-cycle is illustrated in Figure 3.

### Coal-Fired Power Plants

Despite limiting growth in the future use of coal, coal-fired power plants play a significant role in the global electricity supply. In 2018, the total share of worldwide electricity generation by coal-fired power plants accounted for 35% according to the International Energy Agency (IEA) (IEA, 2019). The specific contribution in the public electricity generation of each country depends on several factors such as the prices of coal and other fossil fuel (gas or oil), local resources, political economy and environmental regulation, and access to the world market. The list of coal categories is long and varies from (meta-) anthracite over bituminous and sub-bituminous coal to lignite. For power and heat generation, two types of coals are generally used, namely lignite (brown coal) and bituminous (hard coal). For the pre-drying process, a huge amount of the recirculated hot flue gas at a temperature of about 1,000°C is used. However, it is favorable to dry the brown coal using a low temperature medium or using one of the external pre-drying techniques (Walter and Eppl, 2017).

The main component of a coal-fired power plant is the steam generator, where pulverized coal entrained with the primary airflow is combusted (see Figure 2). The energy stored in the chemical bonds of the coal is released in form of the thermal energy that is transferred to the working fluid (generally water) to generate steam for the Rankine cycle. State-of-the-art coal-fired power plants have single reheat and several low-pressure and high-pressure feedwater preheaters, reaching a net thermal process efficiency of about 46%. Some power plants are equipped with a second reheater stage. After leaving the steam generator, the flue gas may pass through different devices (air preheater, flue gas cleaning systems such as the selective catalytic reduction system, the electrostatic precipitator, and the desulphurization unit). Although all coal-fired power plants follow the same working principle, each plant is uniquely engineered, resulting in various operation modes and dynamic behavior. The specific design is influenced by different factors, including coal composition and handling (effect on e.g., mills, burners, furnaces, and heat exchangers), local emission regulation (effect on e.g., flue gas cleaning devices), water/steam cycle (sup-critical, supercritical or ultra-supercritical steam parameters), plant configuration (natural, forced circulation or once-through), reheater temperature control (e.g., attemperators, tilting burners, flue gas dampers). The plant size may range from a small industrial system to a large plant with up to 1,300 MW of supercritical boiler (e.g., Rockport Generating Station in the United States).

With thermodynamic considerations, it is possible to prove that the efficiency of fired steam cycle power plants is favored by adopting regeneration (a cascade of regenerators fed by steam turbine extractions at optimized pressures), steam superheating at maximum temperature allowed by the boiler and turbine materials, one or more reheating at optimized pressure and
maximum possible temperature, highest possible steam generation pressures allowed by boiler and turbine, and the lowest possible condenser pressures allowed by the cold heat sink (lake, river, sea, air), vacuum pump and sealing systems of the condenser. The interested reader can find further details about steam cycles in ref. (Spliethoff, 2010).

**Combined-Cycle Power Plant**

According to the International Energy Agency (IEA) in 2019 (IEA, 2019), gas-fired power generation accounted for approximately 24% of the total share of worldwide electricity generation, dominated by combined-cycle power plants. The first attempt to combine a gas turbine and a steam cycle was achieved by using the hot exhaust gas of the gas turbine to preheat the feed water of an existing large-scale steam power plant (instead of steam extractions). An alternative approach was to use the hot exhaust gas of the gas turbine to supply hot combustion air to the furnace of the steam generator. The modern layout of the combined-cycle power plant (CCPP) is the result of evolutionary development in the second half of the last century, driven by the increasing performance of the gas turbine. Korneuburg (A) power station, commissioned in 1960 in Austria, represents the first combined-cycle power plant according to the modern definition of the CCPP. The general idea is that the waste heat of a gas turbine is absorbed by a heat recovery steam generator (HRSG) installed downstream in the flue gas path of the gas turbine. The HRSG produces superheated steam, generating additional power in the steam turbine. The process efficiency of the Korneuburg (A) combined-cycle power plant did not exceed 32.5%. At that time, the GT operating temperature was very low (620°C) and the GT outlet temperature was 310°C so that a supplementary firing was required to support the steam cycle. Considerable developments were then carried out including high-temperature-resistant materials, low-NOx combustors, and innovative cooling methods, which significantly improve the gas turbine performance. Furthermore, the single-pressure HRSG was replaced over time with dual-pressure and triple-pressure HRSGs to reduce the temperature mismatch between the flue gas path and the water/steam side. Nowadays, a 1 + 1 arrangement of gas turbine and steam turbine in combination with a triple-pressure reheating HRSG is state of the art (see **Figure 3**). Due to the high temperature at the gas turbine outlet (in the order of 650°C), the supplementary firing is omitted. Accordingly, the nominal process efficiency of a modern combined-cycle power plant can reach 60%. Large-scale CCPPs with efficiency levels greater than 60% (up to 62.2%) are now running in Irsching, Germany (Ratliff et al., 2007; Scholz et al., 2012) and Bouchain, France (Vandervort et al., 2016; Vandervort

![Schematic diagram of a hard-coal fired power plant](source Starkloff et al., 2015).
et al., 2017) with a net electrical power of about 605 MW el per unit.

Differently from coal-fired steam cycles, owing to the presence of a pinch point between economizer outlet and evaporator inlet, the efficiency of heat recovery cycles adopted in combined cycles is increased by adopting no regenerators (as they would decrease the turbine power without useful effect on steam generated in the HRSG) and multiple levels of evaporation at optimized pressures. Further details on the thermodynamic fundamentals, possible arrangements, design criteria, and operational issues of these cycles can be found in (Kehlhofer et al., 2009; Speight, 2013).

Usual Design Procedure and Software
The usual practice for the design of steam cycles of conventional power plants (e.g., coal-fired power plants, combined cycles) consists of the following sequential procedure:

1) The structure of the cycle is defined (i.e., number of evaporation pressure levels, number of regenerators for feedwater preheating, number of reheating stages, etc.) according to the engineer’s experience and previous industrial projects. As a general criterion, increasing the plant size, more expensive and efficient designs are used to minimize the levelized cost of electricity. This results from the economy of scale on the capital cost, which allows increasing equipment number and sizes with limited penalization in the specific capital cost of the plant. For example, specific commercially available software like Steam Pro (Thermoflow, 2021), have predefined steam cycle arrangements that can be selected.

2) The thermodynamic steady-state simulation of the cycle at design conditions (full-load, nominal ambient/site conditions) is performed using an ad hoc software (either internally developed by the company/university, like GS (Consonni, 1983), or commercially available like Thermoflex/GT PRO/Steam Pro (Thermoflow, 2021), Aspen Tech (2021), Cycle Tempo (2021), Gate Cycle (2021) and Ebsilon Professional (2021) and setting the key design variables (steam pressures, steam temperatures, pinch temperature differences in the heat exchangers, etc.) according to the recommended industrial standards (Kehlhofer et al., 2009; Martelli et al., 2011b; Woodruff et al., 2017).

3) Possibly the key cycle variables are optimized by means of sensitivity analysis or linking the simulation code with a black-box optimization algorithm (e.g., genetic algorithm (Valdés et al., 2003), particle swarm optimizer (Eberhart and Kennedy, 1995), Smolyak grids, and polynomial approximations (Kieslich et al., 2018)).

4) A preliminary engineering design of the cycle equipment units (boiler, feedwater preheaters, condenser, steam turbine) is...
performed according to recommended industrial design criteria, commercially available software (e.g., PEACE (Thermoflow, 2021)), or ad hoc optimization approaches. For conceptual and preliminary studies, this design step is typically sufficient.

5) For front-end engineering studies, equipment units (e.g., boilers, turbine sections, heat exchangers, valves) need to be designed in detail in collaboration with the manufacturer, and their performance is assessed using ad hoc rating codes. For example, for boilers, rating software like FRNC-5PC (FRNC-5PC, 2021) is commonly adopted. Cycle and power plant simulation performed in step 4) need to be updated according to the rated performance of the equipment units.

6) Direct and indirect capital costs involved in the project are assessed. Depending on the level of accuracy desired for the project (conceptual study, front-end engineering, etc.), literature cost correlations (see e.g., (Turton et al., 2008; Carasci et al., 2015; Elsido et al., 2019)), dedicated commercial software packages (e.g., PEACE (Thermoflow, 2021), Aspen economics (Aspen Tech, 2021), or quotations from manufacturers are used.

7) Steady-state simulations at part-load and off-design conditions (e.g., different condensation temperatures due to variations in the cooling medium temperature) of the equipment units and whole cycle are performed to assess plant performance during extreme and most frequent operating conditions. General-purpose process simulation software like Aspen Plus, ad hoc commercially available software like Steam Master (Thermoflow, 2021) and Thermoflex (Thermoflow, 2021), or user-defined codes can be used.

8) Possibly, dynamic simulations are performed for the most critical phases (start-up, shut-down, ramp-up, and ramp-down) to check the achievable dynamic performance and design the control system. Results of the dynamic simulations during start-up and ramps may be used to assess thermomechanical stresses on the most critical equipment units.

Achieving a good steam cycle design may require several iterations among the different steps described above. Being an iterative procedure, there is no guarantee of finding the optimal design (i.e., the design achieving the maximum net present value across the whole lifetime of the power plant). Indeed, the ideal steam cycle design tool should be able to tackle all the steps at once, optimizing simultaneously cycle thermodynamic design, equipment design, costing, and part-load/off-design/dynamic operation. However, such an optimization problem would be extremely challenging owing to a large number of variables (mixed binary, discrete, and continuous) and nonlinear nonconvex constraints. For this reason, works available in the literature tackled only one or two of the above-mentioned design steps.

### Design Optimization Approaches

As far as design optimization is concerned, the approaches can be classified into two major categories: black-box approaches and equation-oriented approaches (Biegler et al., 1997). The former approach consists of keeping the optimization algorithm separated from the cycle model: the optimization algorithm optimizes the independent design variables and calls the cycle simulation model as a black-box function to determine cycle performance. This allows using ad hoc commercially available or proprietary simulation software for cycle design, simulation, and costing while coding the optimization algorithm in other languages (Python, Matlab®, etc.). Due to the numerical noise and non-smoothness of the cycle simulator output (Martelli and Amaldi, 2014), derivative-free optimization algorithms are typically adopted. The equation-oriented approach consists of including dependent and independent design/simulation variables in the optimization problem, which features the cycle modeling/design equations as constraints of the optimization problem. Thus, simulation and optimization models have integrated into a large-scale (typically nonlinear) optimization problem. On one hand, gradient-based optimization algorithms with guaranteed quadratic/superlinear convergence rates can be adopted; on the other hand, depending on the type of solver, the number of variables, and problem nonlinearity, achieving convergence to the global optimum may be difficult (local minima, infeasible solutions, etc.).

Table 1 shows some relevant recent contributions focusing on the design optimization of conventional coal-fired steam cycle power plants. The table reports the objective of the study, the optimization variables, and the methodology adopted. Most of the studies optimize the key cycle variables: superheating steam pressure/temperature (subject to bounds set by the selected tube/headers materials), reheating pressure/temperature, pressures of the steam extractions for the feedwater preheaters, and condenser pressure. It can be noticed that only a few studies tackle the optimization of the cycle structure (number of feedwater preheaters, the arrangement of the steam turbine bleeds, and number of reheaters) because models and solutions algorithms are more sophisticated (owing to the discrete decisions).

Table 2 reports some of the most recent contributions on the optimization of heat recovery steam cycles for combined-cycle power plants. As explained in (Kehlhofer et al., 2009), the key cycle design variables are the number of evaporation levels, the steam evaporation pressures, the superheat temperatures, and the reheat pressure (if adopted). Additional key variables are those influencing the design of the HRSG and the heat transfer areas of the tube banks (economizers, evaporators, and superheaters/ reheaters). For example, the pinch point temperature difference (minimum temperature difference between hot flue gases and boiling steam) influences both the heat transfer area of the evaporator and the raised mass flow rate of steam (Kehlhofer et al., 2009; Martelli et al., 2011)and it is used as an independent optimization variable in several works, e.g., (Carapulluci and Giordano, 2013; Martelli et al., 2011; Nadir and Ghenaiet, 2015).

### Design Calculation and Optimization of Non-Conventional Steam Cycles

Nowadays, steam cycles are used in a wide range of power plants such as waste to energy plants (WTE), biomass-fired plants,
TABLE 1 | List of recent contributions on the design optimization of conventional coal-fired steam cycle power plants.

| References             | Objective                                                                 | Optimized variables                                                                 | Methodology and software                                                                 |
|------------------------|---------------------------------------------------------------------------|--------------------------------------------------------------------------------------|-----------------------------------------------------------------------------------------|
| Ravindra Kumar et al. (2016) | Maximize the net electric efficiency (heat rate) of subcritical, supercritical, and ultra-supercritical steam cycles | Pressures of the extractions for the regenerators. The cycle structure (number of regenerators, number of reheaters) is not optimized. The structure of the cycle (number of regenerators and feedwater preheating line) | The (steady-state design load) thermodynamic model and the sensitivity analysis are performed with cycle tempo 5 (software) |
| Li et al. (2014)       | Maximize the efficiency of an ultra-supercritical steam cycle with double reheat | The key cycle variables (main steam pressure, reheat pressure, deaerator pressure) | Thermodynamic and economic models (steady-state design load) made with ebsilon professional (GmbH). Optimization of the cycle structure is not made using systematic algorithms but is just guided by exergy analysis considerations |
| Oprîş et al. (2020)   | Bi-objective optimization: Maximize the efficiency and minimize the specific investment cost of a supercritical steam cycle with feedwater preheating line and single reheat (with/without bleed from the high-pressure turbine) | Cycle structure (number of regenerators and reheaters) and the main cycle/equipment design variables | The thermodynamic and economic model (steady-state design load) of the cycle is made with Ebsilon professional (2021). While the optimization is performed using an improved differential evolution algorithm (black-box optimization approach) |
| Wang et al. (2014)    | Bi-objective optimization: Maximize plant efficiency and minimize the cost of electricity of a supercritical steam cycle (with up to ten regenerators and two reheaters) | The key cycle design variables (pressures, temperatures, mass flow rates) | The steady-state design model is coded in a specific software developed by the melentiev energy systems institute of the Russian academy of sciences Klerm et al. (1993). Optimization is performed with a gradient-based algorithm developed by the authors (equation oriented approach) |
| Kler et al. (2019)    | Maximize the efficiency or minimize the specific investment cost or minimize the cost of electricity of a supercritical steam cycle power plant | Cycle structure and key sizing and operational variables (pressures, temperatures, mass flow rates) | Component models (steady-state, design load) are developed in GAMS (2021). Optimization relies on an upper-level evolutionary algorithm that generates structural alternatives, and a lower level deterministic algorithm to optimize the design and operational variables (equation oriented approach) |
| Wang et al. (2016)    | Maximizing the efficiency or minimizing the cost of electricity of steam cycle power plants |                                                                                  |                                                                                         |

Concentrated solar power plants (CSP), Integrated Gasification Combined Cycles (IGCCs), Integrated reforming combined cycles (IRCCs), Integrated Solar combined cycles (ISCC), Integrated waste-to-energy combined cycles, poly-generation plants (Elsido et al., 2019) for the coproduction of electricity, synfuels and heat, combined heat and power plants and tailored steam cycles providing steam and heat to process industries (often referred to “steam networks” or “steam utility systems”). As an example, the scheme of an ISCC power plant is represented in Figure 4.

It is important to distinguish between steam cycles featuring a single major heat source (e.g., waste to energy plants, CSPs, fired CHP steam cycles serving the district heating network) and steam cycles recovering heat from multiple heat sources (IGCCs, IRCCs, polygeneration plants, steam networks for the process industry). For the first class of steam cycles, it is possible to extend the thermodynamic considerations derived for conventional steam cycles while for the second class it is necessary to deal with the overall plant heat integration.

Concentrated Solar Power Plants
A concentrated solar power (CSP) plant consists of a solar field, an energy storage system (optional), and a power block (see Figure 5). Different CSP technologies are mainly distinguished by concentrator and receiver systems such as parabolic trough and linear Fresnel reflectors as well as parabolic dish and solar tower reflectors. While parabolic trough and linear Fresnel reflectors concentrate direct sunlight on a line (line focus), the parabolic dish and solar tower technologies concentrate light on a point (point focus). Almost half of the capital expenditure for a CSP plant is related to the solar field that determines the amount of electrical output. Current developments aim at increasing the electrical conversion efficiency by using higher process temperatures, which in turn results in a decrease in the levelized cost of electricity (LCOE). Depending on the type and layout of the CSP, various cycles can be used in the power block (e.g., Rankine cycle, organic Rankine cycle, Stirling engines, Brayton cycle, or combined-cycle). CSPs are generally not dispatchable, supplying fluctuating electricity depending on the weather conditions. The possible integration of thermal energy storage (TES) in the CSP plant makes it highly dispatchable, providing a main competitive advantage of CSP against photovoltaics or concentrated photovoltaics (CPV). Consisting of a two-tank thermal energy storage system (hot and cold salt tanks), round-trip efficiencies above 97% were reported (Kuravi et al., 2013).
| References | Objective | Optimized variables | Methodology and software |
|------------|-----------|---------------------|--------------------------|
| Bongartz et al. (2020) | Maximize the net electric efficiency and the levelized cost of electricity of single pressure and dual pressure heat recovery steam cycles | Steam pressures, temperatures, and mass flow rates | Thermodynamic steady-state and economic cycle model implemented in C++, optimization performed with MANGO (Bongartz et al. 2018) |
| Elsido et al. (2020b) | Minimize the total annual cost of the plant (equivalent to maximize the net present value) including expected part-load operating conditions across the plant life-time | HRSC structure (number of evaporation levels, reheat, deaerator), the arrangement of steam tube banks within the HRSG, steam flow rates, gas and steam temperatures for each expected part-load operating condition | Thermodynamic steady-state model for design load and expected part-loads and economic model developed in GAMS (2021), problem formulated as a large scale MINLP and solved with an ad hoc bilevel decomposition algorithm |
| Elsido et al. (2019); Martelli et al. (2017) | Minimize the total annual cost of the plant (equivalent to maximize the net present value) for design load condition | HRSC structure (number of evaporation levels, reheat, deaerator), the arrangement of steam tube banks within the HRSG, steam flow rates, gas and steam temperatures for design-load | Thermodynamic steady-state model for design load and economic model developed either in AMPL (Martelli et al. 2017) or GAMS (Elsido et al. 2019) (Equation oriented approach), problem formulated as a large scale MINLP and solved with an ad hoc bi-level decomposition algorithms |
| Manassaldi et al. (2016) | Maximization of the total net power generation for a given total heat transfer area and the minimization of the total heat transfer area for a given total net power for a dual pressure HRSC | Heat exchanger arrangement the HRSG, pumps and interconnections, design and cycle thermodynamic variables | The superstructure of possible configurations and steady-state (design load) cycle model implemented in GAMS (2021) and formulated as a MINLP (equation oriented approach), MINLP solved with DICOPT (Grossmann et al. 2021) |
| Nord et al. (2014) | Minimize the weight to power ratio of a HRSC for off-shore installations. Bi-objective optimization of minimum weight, maximum net power output | Superheat temperature, evaporation pressure, pinch point temperature difference, gas side pressure drop (influencing gas speed), condenser pressure, cooling water temperature increase in the condenser | GT PRO (for design), GT MASTER (for off-design), and PEACE (preliminary engineering and cost estimation) by thermoflow inc. are the software used for the combined-cycle process modeling, simulations, and weight estimations |
| Nadir and Ghenaiet (2015) | Maximize the specific work per unit mass of exhaust gas of the gas turbine for three HRSC configurations (single, double, and triple pressure levels with reheat) | Independent optimization variables: Evaporation pressures, the effectiveness of the superheaters (influencing the superheating temperature), and pinch point temperature differences (influencing the mass flow rates of generated steam) | An ad hoc steady-state thermodynamic model of the HRSC is used as a black-box function (cycle simulator) by the particle swarm optimizer (Eberhart and Kennedy 1995) (black-box optimization approach) |
| Mahmoud et al. (2016) | Maximize the exergetic efficiency and maximize the net present value | Independent optimization variables: Evaporation pressures, the effectiveness of the superheaters (influencing the superheating temperature), and pinch point temperature differences (influencing the mass flow rates of generated steam) | Ad hoc steady-state thermodynamic and economic model of the HRSC is used as a black-box function (cycle simulator) by the particle swarm optimizer (Eberhart and Kennedy 1995) (black-box optimization approach) |
| Carapelliucci and Giordano (2013) | Maximize the efficiency or minimize the cost of electricity of single, double, and triple pressure levels HRSCs | Optimized variables: Pinch point temperature, Differences, evaporation pressures, temperature differences in superheaters | The thermodynamic and economic model (steady-state at design load) of the cycle is developed in GateCycle (2021). Optimization performed using exer-go-economic methodology (Bejan et al. 1996) |
| Manassaldi et al. (2011) | Maximize the net power or the net power/material weight or minimize the net heat transfer area of HRSGs | Optimized discrete and continuous variables. Discrete variables are related to HRSG tube banks geometry (tube length and diameter, number of fins or rows of studs per unit length of the tube, etc.). Continuous variables are temperatures, flow rates, pressure, velocities, pressure drops, and dimensions | The model is coded in GAMS (2021) and formulated as a MINLP, then solved with the standard branch and bound (SBB) solver of GAMS (equation oriented approach) |
| Conte and Pedretti (2011) | Maximize the net present value of HRSCs considering expected off-design/part-load operating conditions | Thermodynamic cycle variables (pressures, temperatures) | The thermodynamic model was steady-state for off-design and design conditions, automatic design, and sizing routines for HRSG and turbine sections, the economic model implemented in proprietary software of alstom. Optimization with the black-box approach using a custom-developed evolutionary algorithm. (Black-box approach) (Continued on following page) |
TABLE 2 | (Continued) List of recent contributions on the optimization of heat recovery steam cycles for combined-cycle power plants.

| References                | Objective                                                                 | Optimized variables                                                                 | Methodology and software                                                                 |
|---------------------------|---------------------------------------------------------------------------|--------------------------------------------------------------------------------------|------------------------------------------------------------------------------------------|
| Rovira et al. (2011)      | Minimize the generation cost of electricity of the combined-cycle considering the expected part-load operating conditions | Optimized independent variables: Drum pressures, pinch points, and steam temperatures at each pressure level of the HRSG | The thermodynamic and economic model developed by the authors in the previous publication Valdés et al. (2003), integrated with simplified part-load models of the HRSGs. Optimization performed with a genetic algorithm coded by the authors Valdés et al. (2003) (black-box approach) |
| Mehrgoo and Amidpour (2017)| Minimize exergy destruction of a dual pressure level HRSG for a fixed volume | Independent optimization variables related to HRSG tube banks geometry: Tube diameters, number of tube rows in the direction of flow, number of tubes per row, length of the tubes (ly), and width of each section (lz) | Thermodynamic and heat transfer model of the HRSG implemented in Matlab (2021). Independent design variables optimized with a genetic algorithm (black-box approach) |
| Durán et al. (2013)       | Achieve a target (low) UA (heat transfer area multiplied by heat transfer coefficient) | Independent optimization variables related to the geometry of the HRSG: Fins per length unit, fin diameter, number of tubes, tube diameter, number of tubes per column, number of tubes | Ad hoc program (developed by the authors) for the HRSG surface and heat transfer calculation |

FIGURE 4 | Schematic diagram of an ISCC power plant (source (Rashad et al., 2021; Temraz et al., 2020b)).

Waste to Energy Power Plants
Non-conventional fuels, also known as alternative fuels or advanced fuels contribute to the substitution of fossil fuels. Most of these non-conventional fuels are derived from renewable energy sources such as biomass and some others are low-rank solid fuels including refuse-derived fuel, solid recovered fuel, municipal waste, and sewage sludge (a residual by-product of industrial and municipal wastewater treatment). For the thermal conversion of these fuels, both fluidized bed systems and waste incinerators use steam cycles to
convert the combustion heat into electricity in an efficient way (see Figure 6).

The fluidized bed combustors are a demonstrated technology for power and heat generation from non-conventional fuels, offering several advantages such as the continuous operation with the possibility of solid transport in and out of the bed, the high heat and mass transfer rates between gas and solids, the low NOx emission in addition to simple SOx capture. For example,
TABLE 3 | List of recent contributions on the design optimization of CSP and WTE plants.

| References                      | Objective                                                                 | Optimized variables                                                                 | Methodology and software                                                                 |
|---------------------------------|---------------------------------------------------------------------------|--------------------------------------------------------------------------------------|-----------------------------------------------------------------------------------------|
| De Greef et al. (2013)          | Increase low-temperature heat recovery of waste to energy plant            | Boiler feedwater inlet temperature and outlet flue gases temperature                  | Thermodynamic model of the cycle made with CycleTempo (software), which is then used within a sensitivity analysis |
| Bogale and Viganò (2014)        | (boiler and steam cycle) of WTE plants in terms of net electric efficiency | Sensitivity analysis varying flue gas temperature at the stack, condenser pressure, excess of air for combustion, and plant size | Thermodynamic model of the plants implemented in GS, a simulation code developed by researchers at the department of energy of Politecnico di Milano Consorzi (1983) |
| Barigozzi et al. (2011)         | Optimize the combination of wet and dry cooling system for a large scale (80 MW) WTE plant to achieve the maximum electric power output | Optimization of steam cycle design parameters is not performed. Optimization concerns operating variables of the condenser system | Thermodynamic design and off-design model of the steam cycle developed in thermoflex (Thermoflow, 2015). Optimization of condenser operating variables performed with ad hoc matlab code developed by the authors |
| Babaiekhah et al. (2020)        | Multi-objective optimization: Energy and exergetic performance and settling time to load changes of a CSP plant based on a regenerative steam cycle with reheat | Cycle temperatures and pressures                                                       | Thermodynamic steady-state and dynamic models in matlab simulink. Optimization performed with the particle swarm optimizer (black-box approach) |
| Bachelder and Steiglitz (2017)  | Minimize the cost of electricity of linear fresnel power plants            | Optimization variables: Steam pressure at turbine inlet, reheat (yes/no), type of heat transfer fluid, solar multiple, and thermal storage size | Models for steady-state and dynamic conditions as well as economic calculations coded by the authors in C++. Optimization performed with sensitivity analysis |
| Giostri et al. (2012)           | Compare different direct and indirect plant designs in terms of energy performance | Optimization of steam cycle design parameters is not performed.                        | Thermodynamic models within an in-house code PATTO (parabolic trough thermodynamic optimization) able to predict the performance of solar trough-based concentrated solar power (CSP) plants in both design and off-design conditions |

Sumitomo Foster Wheeler will commission the world’s largest biomass-only fluidized bed furnace with a power output of about 300 MWd in 2020, in Teesside, United Kingdom (Wheeler, 2016). Incineration is a proven technology for the large-scale disposal of solid waste. The heat released during combustion (lower heating value: approximately 10 MJ/kg) is used to generate steam for the Rankine cycle. The state-of-the-art waste incinerator burns 6 kg/s of waste (500 tons per day) and can reach an electrical gross efficiency of 30%. The design of WTE boilers is mainly influenced by the corrosive nature of the flue gases containing chlorine and sulfur (De Greef et al., 2013)). This translates into tight limitations on the maximum working temperatures of the tube banks (the superheating temperature is typically limited to 400–425°C (Bogale and Viganò, 2014)) and the need to replace the superheater tube quite often.

Design Optimization of Steam Cycles With Multiple Heat Sources
Once the cycle scheme (number of pressure levels, number of regenerators, with/without reheating, etc) and the heat exchanger network (HXs within the steam generator and outside) arrangement are fixed, calculating the design performance of unconventional steam cycles can also be performed using commercially available modular process simulation software, like Thermoflow (2021), CycleTempo (2021) and Aspen Tech (2021). The key challenge, which requires the use of advanced optimization approaches, is to find the optimal cycle scheme and HEN arrangement. Indeed, optimizing the cycle configuration and the HEN arrangement involves binary decisions (installing or not installing HXs, drums, pressure levels, turbine sections, etc). This combinatorial problem becomes even more challenging when dealing with steam cycles recovering heat from multiple heat sources (i.e., hot streams) because of the following two factors:

1) The thermodynamic analysis of the cycle efficiency is not easy since the heat source features a non-standard composite curve. Therefore, it is not obvious to assess the effects of the cycle options (reheating, regeneration, adopting multiple evaporation levels), and thermodynamic variables (pressures/temperatures) on efficiency.

2) Several possible arrangements/order/interconnections of the steam tube banks (i.e., the heat exchanger network, HEN) are possible and the optimal solution is not obvious. Moreover, building and simulating all the possible arrangements using conventional simulation codes might be extremely time-consuming.

Design Optimization of Concentrated Solar Power and Waste to Energy Power Plants
For CSP and WTE plants, it is possible to extend the thermodynamic considerations made for coal-fired steam cycles. Their efficiency benefits from regenerators, high superheat temperatures, and high evaporation pressures. Thus, a limited number of interesting cycle configurations is possible and design optimization is mainly focusing on the cycle variables (pressures, temperatures) and arrangement of the steam tube banks within the steam generator. Table 3 reports the main contributions to the design optimization of CSP and WTE plants available in public literature.
Several approaches to tackle the heat integration of steam cycles into complex plants featuring multiple hot and cold streams have been proposed in the last decades mainly by the process engineering community. These approaches can be classified into three main categories:

1. Energy targeting methods: these methods aim at the definition of minimum utility requirements (i.e., maximum heat recovery) as well as the optimal selection and design of Rankine/steam cycles while avoiding computing the detailed structure of the HEN, which would significantly increase the complexity of the optimization problem. Examples of well-known energy targeting methods are Pinch Analysis (Kemp, 1982; Linnhoff and Hindmarsh, 1983), the LP transshipment model (Papoulias and Grossmann, 1983) and its extensions (Maréchal and Kalitvenetzef, 1998) and (Maréchal and Kalitvenetzef, 1999), and pinch location techniques (Duran and Grossmann, 1986). As shown in (Papoulias and Grossmann, 1983a), such a problem can be formulated as a Linear Program which can be easily solved. Also Pinch-analysis-based and exergy analysis based approaches have been proposed to optimize the efficiency of Rankine/steam cycles without dealing with the optimization of the HEN: for instance (Yu et al., 2015) defined a methodology predicting the Pinch position between the heat source and the working fluid to calculate the heat recovered and determine the optimum working fluid and operating conditions; (Maréchal and Kalitvenetzef, 1998, 1999) proposed an energy targeting methodology to optimize the structure and flow rate of steam cycles and steam networks; (Martelli et al., 2011) developed an energy targeting optimization tool to maximize the efficiency of heat recovery steam cycles integrated with multiple heat sources. Floudas and Grossmann, (1986) extended the LP transshipment problem by (Papoulias and Grossmann, 1983) to the multi-period version, to consider different expected operating modes of the plant.

2. Cycle optimization techniques: optimization approaches and models aimed to optimize the detailed design of complex steam cycles and steam networks that provide heat and/or electric power to complex process plants and/or sell electricity to the electric grid. The main focus of the design of utility systems is the structure and operating variables of the cycle. Usually, the HEN is fixed in a previous step, reducing the degree of freedom of the problem in terms of possible integration options between both utility and process streams, i.e., the HEN structure within the process and boiler/steam generator is not optimized. The thermodynamic optimization of steam cycle variables was first investigated in the 1980s. One of the pioneering works in the systematic design of steam cycles is the one by Nishio et al. (1980), who integrated linear programming with a set of thermodynamic rules to determine the best plant structure and the steam cycle parameters. Nord et al. (2014) proposed a method for optimization of compact heat recovery steam cycles, Nadir and Ghenaieit (2015) and Valdés and Rapún (2011) on heat recovery steam generators, Wang et al. (2017) on regenerative steam cycles. Martelli et al. (2011) proposed a mathematical programming model, a linear approximation, and a two-stage algorithm to optimize the design of HRSCs and their integration with external hot and cold streams or steam users. The model has been applied to highly integrated plants: biomass to Fischer–Tropsch liquids plants, IGCCs with and without carbon capture and storage (CCS), integrated reforming combined cycles (Martelli et al., 2012), and coal-to-synthetic natural gas facilities (Martelli et al., 2013). Zhang et al. (2014) proposed an approach for the optimal design of HRSGs of polygeneration plants with and without external heat stream integration, to maximize the net power output of the HRSG. The superstructure of the HRSG has a fixed number of tube banks (i.e., sections of economizers, superheaters) and one evaporator for each pressure level. Manassaldi et al. (2016) extended the HRSG superstructure to include a wider variety of possible HRSG configurations and compared two optimization problems: i) the maximization of the total net power for a given total heat transfer area, and ii) the minimization of the total heat transfer area for a given total net power. Also, multi-period optimization approaches have been proposed for steam cycles and steam networks to find designs able to work in the expected operating modes/loads with high efficiency. Iyer and Grossmann (1998) tackled multiperiod optimization of utility systems and formulated the integrated design-operation problem as a large-scale MILP. Aviso et al. (2017) proposed a multi-period approach based on process-graph models for the synthesis of integrated energy systems and poly-generation systems, formulated as a MILP model. Elsido et al. (2017) tackled the multi-period synthesis problem of CHP power plants with a two-stage problem decomposition: at the upper level a heuristic algorithm optimizes the design variables, and at the lower level the operation of the CHP units is optimized by solving a linearized MILP model. Shang and Kokossis (2005) developed a multi-period optimization model for the design and operation of flexible utility systems, such as back-pressure turbines, condensing turbines, boiler networks, considering the varying efficiencies for part load operation. More recently Jimenez et al. (2019), extended the transshipment methodology to synthesize site-wide heat recovery, distribution, and cogeneration systems with optimum operating conditions of the steam network system, accounting for interactions between utility system and processes.

3. Integrated optimization of HEN and steam cycle: due to the combinatorial nature of the HEN synthesis problem, only a few researchers have tackled the combined optimization of steam cycles/networks and HEN. These approaches aim at optimizing the synthesis of utility systems and HENs while considering all the possible integration options between process and utility systems. The first works are the sequential synthesis approaches proposed in (Duran and Grossmann, 1986; Maréchal and Kalitventzeff, 1998; Maréchal and Kalitventzeff, 1999; Papoulias and Grossmann, 1983; Papoulias and Grossmann, 1983c): In the first step a targeting method is used to determine the optimal cycle configuration
and steam flow rates (without dealing with the combinatorial problem associated with the design of the HEN) and, in a second step, the HEN is optimized (for fixed steam and utility mass flow rates). More recently Mian et al. (2016), proposed an improved multiperiod version of the sequential synthesis methodology employing a derivative-free algorithm to improve the HEN solution by optimizing the penalty levels of the HX matches (Gundersen et al., 1996), the heat recovery approach temperatures, and the utility sizes. Luo et al. (2016) proposed a superstructure and a MINLP model for the integration of utility system and HEN, in which the integration between utility system and HEN is limited to steam condensate and boiler feedwater.

Huang et al. (2020) proposed a simplified simultaneous approach employing a fixed steam cycle/organic Rankine cycle structure and a pre-defined partition of the HEN superstructure into three subsections. The underlying assumption is that the steam flow is raised only in the boiler (i.e., no steam raised using hot process streams) and steam of the steam cycle can be used only as of the hot-end utility (i.e., condensers can provide heat only to the hot-end side of the cold process streams). Similarly, the ORC is confined to the low-temperature side of the HEN superstructure and it can be used only as a cold utility. The methodology has been applied to two industrial energy system case studies taken from literature, to demonstrate the capability of the method to find improved solutions compared to schemes without steam cycle/ORC integration.

Ma et al. (2018) addressed the multi-period design of an “interplant HEN” (i.e., connecting different plants) with a centralized utility system, where steam is employed as the heat transfer medium. The steam network connecting different plants includes only evaporating and condensing steam headers, without optimizing the arrangement of the heat exchangers inside the steam generators and without considering steam turbines. The authors proposed a multi-objective optimization problem, considering both cost and environmental impact.

To the best of our knowledge, the first and most complete approach for the simultaneous optimization of HEN and utility systems (including complex Rankine cycles) has been proposed in (Elsido et al., 2019; Elsido et al., 2020b; Martelli et al., 2017). The peculiarity of the model is to allow utility/Rankine cycle streams to be part of the well-known SYNHEAT HEN superstructure (Yee and Grossmann, 1990) with the same freedom in terms of matching options as process streams (see Figure 7). As a result, the MINLP is particularly challenging due to its nonconvexity and a large number of variables and constraints. The authors have proposed two ad-hoc algorithms, a structure-based problem decomposition (Martelli et al., 2017) and a bilevel decomposition approach using advanced linearization techniques (Elsido et al., 2019). The methodology has been applied to several real-world problems with up to 35 streams, such as the design and HEN of a NGCC, ORCs for different applications, IGCC, and integrated lignite and biomass-to-jet fuel production plant via gasification and Fischer-Tropsch synthesis, to demonstrate a considerable improvement in solution quality and CPU time over state-of-the-art.

Recently Elsido et al. (2020a) and Elsido et al. (2020b), extended the simultaneous synthesis methodology for the simultaneous multiperiod optimization of Steam/Rankine cycles and HENs capable of considering the off-design operating conditions expected across the lifetime, optimizing the operation of units (loads and on/off operation of boilers, etc).

FIGURE 7 | Integrated superstructure of Rankine (steam) cycle, utility systems (boilers, cooling water, gas turbines, etc), and heat exchanger network proposed by Elsido et al. (2019), for the design optimization of non-conventional steam cycles and steam networks (source Elsido et al., 2019).
DYNAMIC SIMULATION

For the simulation of practical engineering applications, different process-modeling concepts can be applied, namely black-box process modeling, grey-box process modeling, and white-box process modeling (Cameron and Hangos, 2001). In black-box modeling, also known as data-driven models, the process parameters are determined using various regression technologies and artificial intelligence by combining the training data (experimental data) and network structure. By contrast, the process parameters in the white-box model are derived from mass, energy, and momentum conservation equations. Although the white-box process models show better accuracy compared to the black-box process, the white-box model shows unreliability in many cases because of the lack of relevant fundamental process details. The grey-box models are based on the physical structure that is improved by operating data (i.e., a combination of both black-box and white-box process models). Most of the process parameters are obtained through solving the conservation equations, while for unclear parameters or functions in the process, the black-box process modeling approach with operating data and optimization algorithms is applied. In this study, the white-box dynamic process modeling, applied to steam cycles available in the literature up to 2020 will be reviewed.

Process simulation models are crucial for increasing the efficiency and flexibility of thermal power plants. Usually, the design and optimization of a process start with steady-state process modeling, where the system operates continuously at its design base-load. The steady-state process models do not require control structures and mathematically are based on mass, momentum, species, and energy balances without the consideration of the time derivations. In the case of zero-dimensional modeling, the local discretization is also not considered. The modeling of the components such as heat exchanger, pump, condenser, turbine, etc., results in an algebraic system of equations with inputs and output parameters of components (pressure, enthalpy, mass flow, and concentration). In the case of one-dimensional modeling, the components are discretized between the inlet and the outlet along with the flow in a certain number of cells (numerical grid). At each discrete location, an algebraic system of equations is obtained. Using the steady-state process simulation models, analyses of the thermodynamic properties of the water-steam side and flue gas path, as well as mass and energy flows, can be evaluated for a series of operating points. For the process analysis during transient conditions, the dynamic process simulation models must be used, in which the time derivations in the conservation equations are taken into consideration. Dynamic process simulation models are a cost-efficient tool for assessing the control strategies, capabilities, and limitations of the system. Furthermore, they support unit commissioning and regular operation by estimating component lifetime and directing maintenance (Alobaid et al., 2017). Also, the effect of possible failures in control structures and electrical network on the system can be analyzed. The dynamic process simulation models are preferred for the proposal stage of a steam cycle project, e.g., to check whether the load changes according to specific customer requirements are feasible without unacceptable lifetime consumption in thick-walled components. However, these white-box dynamic process simulation models require detailed information on the process and its control structures. The inherent complexity of the governing differential conservation equations and the numerical solution methods leads to highly complex models with long development periods.

For the dynamic process modeling of the steam cycles, different process components such as heat exchanger, pump, drum, etc. are required. Also, automation and electrical systems are necessary to control and calculate the electrical power consumption of the process components during transients. The first process simulation software of a steam cycle plant dated back to the 1960s. The water/steam cycle was constructed using different components connected through lines. This embodiment (selecting from the library and connecting component by component) has mainly been maintained in most simulation software since. Nowadays, dynamic process simulation software combines graphical user interface with detailed sub-models for flow, thermodynamic, chemical reactions, mass and heat transfer, automation, and electrical systems, offering rapid assessments of the steam cycle process such as:

- efficiency and flexibility improvement
- process modifications and retrofitting
- analysis of control loops and optimization of controller parameter
- operating behavior at baseloads, off-design, start-up, and shutdown procedures
- security and safety analyses
- Investigation of malfunctions, e.g., steam turbine trip, failure of boiler feed pumps or condensate pumps, blackout, and other
- new design

Several commercial software for the dynamic process simulation of steam cycle processes are available, e.g., APROS, ASPEN PLUS DYNAMICS, FLOWNEX, DYMOLA, JModelica.org, SimulationX, and Power Plant Simulator and Designer (PPSD). Most of the software provides specialized component libraries for the time-dependent simulation, including the combined-cycle power plant, the coal-fired power plant, and the concentrated solar power plant. In other software, missing components have to be modeled by the user such as MATLAB SIMULINK or MODELICA that offer a generic programming tool. Major power plant providers such as ABB, EDF,
and Siemens have simulation environment codes, aiming at improving power plant efficiency, flexibility, and emissions reduction. Recently published studies are dedicated to shifting the field of dynamic simulation away from commercial codes toward more openly accessible models and software tools (e.g., OpenModelica).

In the following sections, the dynamic process simulation models applied to fossil-based and renewable-based steam cycles will be shown.

**Fossil-Based Steam Cycle Dynamics of Combined-Cycle Power Plants**

Recent combined-cycle power plants feature not only high efficiency but also a flexible unit dispatch. Fast response capability represents a competitive advantage for the operator in a changing market environment due to the increasing shares of renewable feed-in. The availability of wind turbines and photovoltaic solar panels is limited and difficult to predict. They normally provide fluctuating feed-in into the grid so that energy reserves, e.g., conventional thermal power plants or energy storage systems are required to achieve a balance between current electricity supply and demand. Three factors are essential to assess the practical flexibility of a thermal power plant: shutdown/start-up time, maximum load gradient (positive and negative), and minimum load. Only 20 min is necessary to start-up a simple-cycle gas turbine, independent of its initial temperature (Ruchti et al., 2011; Aloibaid et al., 2012). However, the load transients of the CCPP are restricted by the thermal stresses in the thick-walled components of the bottoming steam cycle (e.g., ST rotor, ST casing, high-pressure drum, and outlet manifolds of HP superheater and final reheater). Approximately 50 min after an overnight shutdown (hot start-up) is required to complete the start-up procedure of a modern CCPP. For warm and cold start-ups, the CCPP can reach its nominal load in less than 90 and 150 min after the gas turbine ignition (Alobaid et al., 2012). The load gradient (positive and negative) of the CCPP can sustain challenging load gradients up to ±60%/min, as e.g., stipulated by the Great Britain Grid Code for primary frequency response. The minimum load is mainly determined by the gas turbine, where stable combustion, as well as CO and NOx levels in compliance with emission regulations (country-specific regulation), should be conserved. The minimum load limit defines the lower boundary for negative load changes and is highly relevant to flexible operation when frequent cycling is anticipated. A lower minimum load limit significantly decreases the number of shutdowns and start-ups, representing an economically viable option for the operator in the electricity market. Typical gas turbines can decrease their load to 40–50%, with a possible further reduction to 20% if a sequential-combustion design is used (i.e., each GT burner can be shutdown entirely).

This section gives an overview of the published studies on dynamic simulation applied to combined-cycle power plants. Since the gas turbine is an inherently flexible component, the bulk of the studies in the literature are dedicated to the heat recovery steam generator due to its considerable inertia and delayed system response. Relevant published studies on the development and application of the dynamic process simulation models during load change, shutdown, and start-up procedures as well as during the malfunction cases are shown in Table 4. Special attention was paid to those studies that include measurement validation to achieve a fundamental competitive comparison between the model results and the operational data. The citation is selected among other references to give the reader an orientation to the application areas. The cyclic operation (load change) of CCPPs offers high profits in the short term, providing frequency-response, replacement, and spinning reserve services. In the medium and long time, this cyclic operation can lead to a lifetime reduction of the CCPPs due to thermo-mechanical fatigue, creep, and corrosion. In the literature, there are many studies on the response of the HRSG with (single-pressure, dual-pressure, and triple-pressure with and without reheater section) to GT load changes (among others: Shin et al. (2002), Pletl (2005), Aloibaid et al. (2015a); see Table 4). For example Benato et al. (2016b), investigated the cyclic operation of a 380 MW combined-cycle power plant that consists of a gas turbine and a triple-pressure heat recovery steam generator with reheat. Different transient conditions are tested and the developed model was used to improve the plant flexibility. Aloibaid et al. (2015a) and Ata et al. (2020) investigated the capability of different process simulation software to predict the behavior of a combined-cycle power plant during part loads and off-design operation using the process simulation software tools APROS, ASPEN PLUS DYNAMICS, and Power Plant Simulator and Designer (PPSD). Operational data from Prai Power Station, located in Malaysia is used for the validation of the developed model (see Figure 8). The comparison between three dynamic simulations using three different process software for the same power plant give more confidence in dynamic simulation for the design and optimization of CCPPs.

The rapid start-up capability represents a key benchmark for CCPPs compared to other conventional power plant technologies (e.g., coal-firing power plant and nuclear power plant). Generally, it is distinguished between three different types of start-up procedures, namely hot start-up after overnight shutdown, warm start-up after weekend shutdown, and cold start-up after a shutdown of several days. These definitions are too broad for practical purposes and therefore the metal temperatures of the thick-walled components such as ST rotor, ST casing, and HP drum are generally used to determine the type of start-up procedure. In the literature, the start-up simulation of the CCPPs receives considerable attention (see Table 4). Kim et al. (2000) studied the effect of CCPP cold start-up with a flue gas bypass on thermal stress in the drum of a single-pressure HRSG. The results show that the operation of the flue gas bypass can be scheduled to mitigate thermal stress peaks at the inner drum surface. Despite model simplifications, this work was one of the first studies that consider the thermal stress in combined-cycle operation. Aloibaid et al. (2008) developed a dynamic process simulation model of a commercial-scale triple-pressure HRSG with reheat, based on the six-equation flow model of the thermo-hydraulic process simulation software APROS. The gas turbine was simplified as a time-dependent boundary condition of exhaust gas mass flow and temperature. A warm start-up
procedure was simulated and the numerical results are in close agreement with measurement data. In another work of the same group Mertens et al. (2016), investigated the shutdown procedure followed by a hot start-up of a commercial-scale triple-pressure HRSG with reheat using APROS. The simulated results were compared with the operation data, showing generally good agreement.
agreement (see Figure 9). However, the model underestimated the thermal inertia of the real plant, which in turn results in deviation, especially the sudden pressure drop after shutdown. Recently, the same group published several studies regarding hot, warm, and start-up procedures of the CCPP using different software such as ASPEN PLUS DYNAMICS and Power Plant Simulator and Designer (Alobaid et al., 2015b; Alobaid, 2018b; Sabia et al., 2019; Ata et al., 2020). Meinke (2013) developed a dynamic process simulation model of a triple-pressure HRSG with reheating based on the homogeneous flow model of the software DYMOLA/MODELICA. The model was validated with measurement data of a hot start-up procedure to 54% load, showing a fair agreement. Hack et al. (2012) presented a methodology for the dynamic simulation of HRSG during cold and warm start-up. The calculated thermal stresses combined with pressure stresses were applied to evaluate the material fatigue caused by start-up and shutdown cycles. Discontinuities such as weld connections and surface irregularities are considered by a factor that reduces the fatigue strength. The results show that there was a significant potential for reducing the start-up time, while keeping acceptable component life of the thick-walled components. Mertens et al. (2015) compared the dynamic behavior of two triple-pressure HRSG models (drum-type and once-through) for cold, warm, and hot start-up procedures using the software APROS. The study concludes that the once-through HRSG is favorable for combined-cycle plants with enhanced flexibility requirements, at the cost of slightly increased heat exchanger surface of the HP circuit (approximately 9% in the given case). Nannarone and Klein (2019) developed a flexible dynamic process simulation model of the high-pressure circuit during the hot start-up and shutdown procedure (source Mertens et al., 2016).
model using the Simulink™ environment. The model contains more than 100 process components including heat exchangers, valves, and turbines in addition to the control structures. The model was validated against operational data of three different start-up types (cold, warm, and hot start-ups). According to the authors, the simulation can identify the bottlenecks in the start-up procedure of the existing CCPP and devise several optimization actions. Accordingly, a reduction in the start-up times of 32.5 and 31.8% for cold and warm has been achieved. In another study presented by Albanesi et al. (2006), the cold start-up procedure was optimized for different stress constraints of the ST rotor by manipulation of the GT load and the valve position for ST admission. The required start-up time was reduced by 20 and 48% for a conservative stress constraint and a standard stress constraint, respectively. For optimization purposes Casella and Pretolani (2006), developed a simplified model of a triple-pressure HRSG using DYMOLA/MODELICA. The results show that the thermal stress peak is at the beginning of the ST loading phase and that both peak stress and start-up time can be considerably decreased with regard to the reference procedure.

### Dynamics of Coal-Fired Power Plant

Even though the technology of coal-fired power is well known, there is still potential for further improvement regarding load gradients, minimal load limit, and start-up procedure, which can be explored using dynamic simulation. At the early stage of development, the dynamic process simulation models of coal-fired power plants are used to reach higher efficiency and to reduce emissions at off-design operation points as well as to investigate the system behavior during malfunction cases (e.g., steam turbine trip, blackout, failure in feed water preheaters or pumps). Given challenges for the electricity market with the continuing expansion of intermittent renewables, the operational flexibility including load changes, start-up procedures and minimal load limit is recent of interest to utilities’ operators. This section summarizes the existing body of literature on dynamic process simulation applied to coal-fired power plants (see Table 5).

In 1982 Armor et al. (1982), presented one of the most detailed dynamic process simulation models of a coal-fired power plant (Mystic Unit 7 power plant with an electrical
output of 550 MW) using a tool, so-called modular modeling system. Although the developed model of the thermal power plant was similar to the real plant, the fuel in the steam generator due to simplification reasons was replaced with oil. Representing the entire thermal power plant with this model was unconventional at that time. A promising match between the model and the operational data has been shown. Lu (1999) developed a dynamic process simulation model of Castle Peak B power plant in Hong Kong with an electrical output of 677 MW using MATLAB/SIMULINK. The model quality is evaluated against the response to step changes (a change in the main pressure step and a sudden position change of the main steam valve). Oko and Wang (2014) presented a dynamic process simulation model of an entire coal-fired power plant (500 MW$_{el}$) at the Didcot power station. The model was validated with measurements at steady-state operational points for 70, 80, 94.4, and 100% load. With the validated model, transient simulations have then been performed. Starkloff et al. (2015) developed a sub-critical, once-through steam generator of Heilbronn Power Station located in Germany with a thermal power input of 1860 MW and an electrical output of 760 MW. The number of model boundary conditions is minimized (only the coal composition, the inlet temperatures, and the mass flow rates of the cooling water into the condensers). The developed model and its implemented controls are evaluated during a load change scenario from 100 to 22.7% (see Figure 10: Operational data and simulated results of the high-pressure and reheater circuits during load change scenario (source Starkloff et al., 2015)). The numerical results were compared towards the operational data, showing very good agreement.

In coal-fired power plants, the start-up procedure represents the most crucial operation process since the thick-walled components expose high pressure and temperature gradients. The start-up curves of coal-fired power plants are often set based on operational experience and conservative assumptions. Here, the dynamic simulation models are of high relevance for the optimization of the start-up progress without exceeding the threshold values. Kruger et al. (2001) and Krüger et al. (2004) extended the drum-based boiler model of Astroem (Åström and Bell, 2000), giving a very good overview of the start-up procedure as well as the initial conditions. The standard classic start-up curves were simulated, followed by a stress-optimized start-up curve. Meinke et al. (2011) presented a detailed model of 508 MW$_{el}$ hard coal-fired plants located in Rostock, Germany. All required process components and their related control structures were modeled using the simulation platform MODELICA and the non-commercial library ThermoPower. For the model validation, the authors compared the model predictions with the operational data during a start-up procedure from 0 to 9% after 37 h shutdown period. The results match very well with the operational data of the start-up procedure (240 min).

Taler et al. (2015) developed a dynamic simulation model of a large-scale lignite power plant with a sub-critical natural circulation boiler. The model was applied to optimize the start-up curves, taking into account the thermal stresses of the thick-walled components. Hübel et al. (2017) introduced a comprehensive dynamic simulation model of a coal-fired power plant using ThermalPower Library by Modelon. According to the authors, the model was able to reproduce a representative hot start scenario with acceptable deviations toward the measurement data. After model validation with the reference start-up, faster start-ups, less fuel consumption, and less emission were identified, maintaining the thermal and mechanical stress, caused by higher ramp rates, within reasonably range.

All in all, many dynamic process simulation studies on coal-fired power plants can be found in the literature, but the lack of available data for validation of the developed models represents here a major challenge. In the last decade, the attention of authors is shifted toward the integration of thermal energy storage as well as carbon capture and storage, especially oxyfuel combustion. Here, the dynamic
TABLE 6 | Overview of dynamic simulation studies applied to concentrated solar power plants, geothermal power plants, and waste-to-power plants.

| Type of investigation | Software | References | Comment |
|-----------------------|----------|------------|---------|
| Concentrated solar power plant | TRNSYS | Bakos and Petroglou (2014), Biencinto et al. (2016), Calise et al. (2015), Cao et al. (2013), Jones et al. (2001), Muren et al. (2011), Niknia and Yaghoubi (2012), Al-Maliki (2017), Al-Maliki et al. (2016), Al-Maliki et al. (2018), Hakkarainen et al. (2015), Henrion et al. (2013), Terdakar et al. (2015), Greenhut et al. (2010) | • Most dynamic studies in the literature are related to parabolic trough CSP, few studies on the central receiver and linear Fresnel reflector systems, and no studies on parabolic dish systems |
| APROS | | | |
| ASPEN PLUS DYNAMICS, ASPEN HYSYS MODELICA (e.g., DYMOLA, JModelica.org) MATLAB SIMULINK | Bonilla et al. (2012), Liu et al. (2015), Manno et al. (2020), Mertens et al. (2014), Singh et al. (2013), Bonilla et al. (2012), Ponce et al. (2016), Yousef Nezhad and Hoseinzadeh (2017), Manenti and Ravaghi-Ardebili (2013), Rodat et al. (2014), Terdakar et al. (2015), Vitte et al. (2012) | • Most studies focus on system-level plant dynamics considering transient solar radiation, while other studies investigated the dynamic behavior of subsystems such as thermal energy storage |
| Others (e.g., in-house codes ACSP, DYNSIM, alstom SRS) e.g., APROS, MATLAB SIMULINK | AlOtaiby et al. (2018b), AlOtaiby et al. (2020), Béiron et al. (2019), Quoilin et al. (2011), Stefanitsis et al. (2020), Udono and Sitte (2008) | • In the literature, the dynamic behavior of waste-to-power plant is rarely investigated, • The variation of waste lower heating value has a considerable influence on the water-steam cycle and therefore the dynamic process simulation models are of high relevance to improve the plant efficiency |
| Waste-to-power plant | ThermoSysPro | Most studies focus on system-level plant dynamics considering transient solar radiation, while other studies investigated the dynamic behavior of subsystems such as thermal energy storage |

Dynamics of Renewable-Based Steam Cycles

Over the past years, renewable electricity generation has steadily increased. In 2018, the total share of worldwide electricity generation based on renewable energy sources (mainly wind power, solar, and hydropower) was 28% and this will expand to reach approximately 49% in 2050 according to the International Energy Agency (IEA). In the following section, the dynamic process simulation model applied for renewable-based power plants with steam cycles will be reviewed (see Table 6).

Dynamics of Concentrated Solar Power Plants

Since the CSP plant is dynamic, considerable numbers of dynamic studies that investigate the performance under different solar irradiance conditions can be found in the literature. Furthermore, start-up procedures, capacity, and dynamics of thermal storage systems during charge and discharge cycles, as well as the annual electrical power output, have been simulated and evaluated. For the dynamic process simulation of the CSPs, the well-known commercial software that used for other steam cycle applications is generally applied such as DYMOLA, TRNSYS, and APROS. The parabolic trough CSP plant is widely deployed and therefore is commonly used to validate the dynamic process simulation models. Other studies analyzed the dynamic behavior of the central receiver and linear Fresnel reflector systems. However, no studies in the field of dynamic simulation for parabolic dish systems have been published in the literature according to the authors’ best knowledge yet. García et al. (2011) presented one of the fundamental studies on the dynamic modeling of the parabolic trough CSP plant that is based on the 50 MWel solar thermal power plant Andasol II in Granada, Spain. The model was generated using Wolfram’s MATHEMATICA 7 software. Al-Maliki et al. (2016) and Al-Maliki et al. (2016) used the design and measurement data from García et al. (2011) to develop a very detailed model of Andasol II, including the solar field, the thermal storage system, and the power block using the simulation software APROS. The comparison between measurement and simulation shows good agreement. According to the authors, the discrepancies raised in the modeling related to unknown operator behavior. Liu et al. (2015) evaluated the dynamic behavior of a thermal storage system integrated into a 1 MWel central receiver direct steam generation plant. The model of the thermal storage system that consists of an oil-operated cold and hot tank, as well as a steam accumulator, is built in DYMOLA by means of the MODELICA library “ThermoSysPro”. Further published works on the application of dynamic process models to concentrated solar power plants can be found among others in Table 6.

Dynamics of Waste-To-Energy Power Plants

Although the solid waste is known for its varying composition (variation of lower heating value, which in turn has considerable influence on the water/steam cycle and accordingly on the plant operation), a limited number of dynamic simulation studies on fluidized bed systems fired by non-conventional fuels and incineration plants can be found in the literature (see Table 6). Despite the dynamic nature of the operation, the solid waste incinerator is almost not
concluded in the dynamic studies apart from a few exceptions such as the work of Alobaid et al. (2018b), who developed a dynamic simulation model of a waste incinerator using APROS. The model was used to investigate the influence of waste heating value variations on the plant efficiency as well as to evaluate the plant behavior at part loads and during the start-up procedures.

**CONCLUSION**

Although someone can consider steam cycles as an obsolete technology, the analysis of the literature has shown that steam cycles are still the object of research and development efforts to improve their efficiency, operational flexibility, and range of applicability (i.e., tailoring their design for novel concepts of power plants such as concentrated solar power plants, integrated solar combined-cycle, waste to energy plants, electricity/hydrogen/synfuels polygeneration plants). A key rule in the research and development activities is being played by simulation and optimization codes, which are used to predict the effects of the design/control improvements on the performance of the overall power plant.

**Design Calculation and Optimization**

As far as conventional steam cycles are concerned (i.e., coal-fired power plants, heat recovery steam cycles for combined cycles), the design calculation of conventional steam cycles can be performed with commercially available software, and the optimization of the independent cycle design variables can be performed either via sensitivity analysis or by linking the design calculation code with an external optimization algorithm (black-box optimization approach). Some works tackle the optimization of the cycle variables using the equation-oriented approach, although this requires the use of mathematical programming languages and the definition of the cycle modeling equations as constraints of the optimization problem. The optimization of the cycle configuration (also called structural optimization or synthesis) involves binary/discrete decisions and it can be handled with the black-box approach using specific algorithms able to handle function discontinuities and/or a limited number of binary variables (e.g., evolutionary algorithms). The same simulation and black-box optimization approaches can be applied to non-conventional cycles featuring a single heat source and a limited number of possible structural configurations, like concentrated solar power plants and waste-to-energy plants.

Significantly, more challenging is the design optimization of non-conventional steam cycles recovering heat from multiple heat sources (e.g., integrated gasification combined cycles, integrated solar combined cycles, polygeneration plants) because the combinatorial nature of heat exchanger network arrangement leads to a large number of possible structural configurations (to be combined with the possible cycle structural configurations). For this kind of plants, the energy targeting and the superstructure-based synthesis approaches developed by the process engineering community should be adopted. The most recent and complete superstructure-based approaches can account for the expected operating modes, off-design operation, and integration with thermal storage.

**Dynamic Process Simulation**

The dynamic simulation becomes an integral part of the design and operation of steam cycles. It is preferred for the proposal stage of a thermal power plant project, e.g., to check whether the load changes according to specific customer requirements are feasible without unacceptable lifetime consumption in thick-walled components. The dynamic simulation is also a cost-efficient approach to support unit commissioning and regular operation by estimating component lifetime and directing maintenance. The basic task for dynamic simulation models is to calculate the response of power plants and their control circuits to a change in load demand (e.g., load change and start-up). Furthermore, these models can reliably predict the power plant response to malfunctions (e.g., gas turbine load rejection, steam turbine trip, and blackout) and to modifications in design and control structures (e.g., once-through super-critical heat recovery steam generator and oxyfuel pulverized coal-fired power plant). In the literature, the dynamic process simulation models applied frequently to fossil-based and renewable-based steam cycles, showing that:

- At different part loads and off-design operations, the dynamic simulation models can follow the measurement with a maximum relative error of about 5–10%. Several parameters showed, however, a relative error of less than 5%.
- During start-up and shutdown procedures, the dynamic simulation models can reproduce the qualitative behavior of the real power plant but larger discrepancies between simulations and measurements were observed. These were attributed to incomplete information on real operation and control circuits.
- Several commercial software for the dynamic process simulation of steam cycle processes are available (e.g., APROS, ASPEN PLUS DYNAMICS). However, there are key challenges in modeling power plant dynamics such as the required information on the process and its control (e.g., detailed geometry data and specifications of the process components as well as the control circuits and the controller parameters including gain, integration time, and derivation time). Recently published studies are dedicated to shifting the field of dynamic simulation away from commercial software toward more openly accessible models and software tools (e.g., OpenModelica).

**Possible Research Extensions**

While the steady-state optimization of steam cycle power plants has been well studied in literature and several optimization approaches are available, none of the reviewed works performs the combined optimization of cycle design, off-design operation, and plant dynamics (start-up/shut-down, ramping). This open challenge should be the object of future research efforts since it is of high relevance for today’s electricity markets. Indeed, dispatchable power plants must be designed with increased
flexibility requirements. However, since the dynamic flexibility of steam cycles is also limited by thermo-mechanical stresses acting on thick-wall components (e.g., steam turbine shaft and case, boiler tube headers, drums, etc.), this calls for the development of a multidisciplinary design optimization approach combining steady-state design models, dynamic plant models as well as detailed mechanical models of the most critical equipment. Another research gap is concerns the dynamic study of integrated gasification combined cycles. Indeed, while the dynamic of the combined-cycle power, coal-fired power, and concentrated solar power is well studied in the literature, the dynamic of integrated gasification combined cycles and the interaction with the syngas treatment unit is not well understood and have to be the subject of further study. Furthermore, little attention has been paid to the dynamic study of municipal waste incinerators.
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