Research Article

The Quasi-Optimal Radial Basis Function Collocation Method: A Technical Note
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The traditional radial basis function parameter controls the flatness of these functions and influences the precision and stability of approximation solution. The coupled radial basis function, which is based on the infinitely smooth radial basis functions and the conical spline, achieves an accurate and stable numerical solution, while the shape parameter values are almost independent. In this paper, we give a quasi-optimal conical spline which can improve the numerical results. Besides, we consider the collocation points in the Chebyshev-type which improves solution accuracy of the method with no additional computational cost.

1. Introduction

The multiquadric (MQ) radial basis function (RBF) collocation method, which is also named as Kansa’s method [1], is a promising efficient numerical method for solving various problems governed by partial differential equations. As is known to all, the selection of shape parameter in the traditional MQ-RBF is very important in dealing with partial differential equations, and its small variation may cause severe differences to solutions [2]. The selection of optimal shape parameter in the RBF methods has long been a challenging task [3–7]. Several attempts and considerable progress have been made in literatures [8–11], but this question still remains a bottleneck for the MQ method application to practical problems.

Coupled RBFs (CRBFs) [12] are constructed by the multiquadric (MQ) and inverse multiquadric (IMQ) accompanied with the conical spline. For further investigations, a quasi-optimal conical spline is straightforwardly used for CRBF with the collocation points under the Chebyshev-type scheme. The novelty of the Chebyshev-type scheme lies in that the computational cost remains the same as traditional way with more accurate solutions, and there is no need to consider the fictitious points used in the other methods [13–16].

Section 2 gives the basic theory of the CRBF accompanied with a quasi-optimal conical spline and the collocation points under the Chebyshev-type scheme. Followed by Section 3, numerical results for two benchmark examples are used to show that the solution accuracy is improved as well as stability.

2. The CRBF Method

For brevity, we consider the boundary value problems for elliptic partial differential equation of second order:

\[
\begin{align*}
    a(p) \frac{\partial^3 u}{\partial x^3} + b(p) \frac{\partial^3 u}{\partial y^3} + c(p) \frac{\partial u}{\partial x} + d(p) \frac{\partial u}{\partial y} + e(p) u &= f(p), \\
P &= (x, y) \in \Omega, \\
u(p) &= \pi(p), P = (x, y) \in \Gamma_D,
\end{align*}
\]

(1)

(2)
\[ \frac{\partial u(P)}{\partial n} = \mathbf{g}(P), \quad P = (x, y) \in \Gamma_N, \]  
(3)

where \( u(P), b(P), c(P), d(P), \) and \( e(P) \) are prescribed coefficients, \( \Omega \subset \mathbb{R}^2 \) is a two-dimensional physical domain, \( \mathbf{P}(P) \) is the known boundary data on the Dirichlet boundary \( \Gamma_D, \) and \( \mathbf{g}(P) \) is the known boundary data on the Neumann boundary \( \Gamma_N, \) with \( \Gamma_D \cup \Gamma_N = \partial \Omega \) and \( \Gamma_D \cap \Gamma_N = \emptyset. \)

The basic theory of the CRBF method lies in that the numerical solution of the boundary value problem equations (1)–(3) can be given in the following general formulation:

\[ \tilde{u}(P) = \sum_{j=1}^{M} a_j \varphi \left( \| P - P_j \|_2 \right) + r^5, \]  
(4)

where \( M \) is the total number of source points \( \{ P_j \}_{j=1}^{M} \) on the whole physical domain \( \Omega = \Omega \cup \partial \Omega, \) \( \{ a_j \}_{j=1}^{M} \) are the required coefficients, \( \varphi(\| P - P_j \|_2) = \sqrt{r^2 + c^2} \) is the MQ, and \( r^5 \) is the conical spline with \( r_j = \| P - P_j \|_2 \) the Euclidean norm distance between points \( P = (x, y) \) and \( P_j = (x_j, y_j). \) Here, different conical splines \( (r^2, r^3, \alpha^{11}) \) in equation (4) are considered for comparison, and the following numerical results will show that \( r^5 \) is the optimal choice, rather than \( r^2, \) with more accurate results as well as stability.

We denote \( \{ P_j \}_{j=1}^{M_d} \) the collocation points inside the domain \( \Omega, \) \( \{ P_j \}_{j=1}^{M_D} \) the collocation points on the Dirichlet boundary \( \Gamma_D, \) and \( \{ P_j \}_{j=1}^{M_N} \) the collocation points on the Neumann boundary \( \Gamma_N \) with the total collocation number \( M = M_D + M_D + M_N. \)

Here, we consider the collocation points in the Chebyshev-type scheme, which is generated in the interval \((-1,1),\) instead of the traditional uniformly distributed source points. The novelty of the idea lies in that the computational cost remains the same as traditional way with more accurate solutions and there is no need to consider the fictitious points used in the other methods [13–16]. The definite generation of collocation points on each direction of the physical domain by Chebyshev-type is shown as follows:

\[ P_j = \cos \frac{j\pi}{n+1}, \quad 0 \leq j \leq n. \]  
(5)

For two-dimensional points, the configuration is shown in Figure 1.

For arbitrary interval \([a, b],\) an affine transformation can be used:

\[ P_j = \frac{1}{2} (a + b) + \frac{1}{2} (b - a) \cos \frac{j\pi}{n+1}, \quad 1 \leq j \leq n. \]  
(6)

3. Numerical Results

In this section, three examples are considered to validate the DRBF. For fair comparison with the other numerical methods, we use the maximum absolute error (MAE), absolute error, and root mean square error (RMSE). The RMSE is defined as follows [17, 18]:

\[ \text{RMSE} = \left\{ \frac{1}{N_t} \sum_{j=1}^{N_t} \left[ u(x_j, t_j) - \tilde{u}(x_j, t_j) \right]^2 \right\}^{1/2}, \]  
(7)

where \( u(x_j, t_j) \) is the analytical solution at test points \((x_j, t_j), j = 1, 2, \ldots, N_t,\) and \( \tilde{u}(x_j, t_j) \) is the numerical solution at the test points \((x_j, t_j), j = 1, 2, \ldots, N_t,\) \( N_t \) is the number of test points on the physical domain.

3.1. Example 1. We consider the same example as stated in [9]; the exact solution of equations (1)–(3) is

\[ u(x, y) = \sin \frac{\pi x}{6} \sin \frac{7\pi x}{4} \sin \frac{3\pi y}{4} \sin \frac{5\pi y}{4}, \]  
(8)

and the domain \( \Omega = [1,2] \times [1,2], \) and the coefficients of equations (1)–(3) are \( a(x, y) = 1, b(x, y) = 1, c(x, y) = 0, \) \( d(x, y) = 0, e(x, y) = 0, \) and

\[ f(x, y) = Lu(x, y) = \frac{751\pi^2}{144} \sin \frac{\pi x}{6} \sin \frac{7\pi x}{4} \sin \frac{3\pi y}{4} \sin \frac{5\pi y}{4} \]

\[ + \frac{7\pi^2}{12} \cos \frac{\pi x}{6} \cos \frac{7\pi x}{4} \sin \frac{3\pi y}{4} \sin \frac{5\pi y}{4} + \frac{15\pi^2}{8} \sin \frac{\pi x}{6} \sin \frac{7\pi x}{4} \cos \frac{3\pi y}{4} \cos \frac{5\pi y}{4}. \]  
(9)
Here, we abbreviate the MQ with different conical splines as CMQ5 for \( r^5 \), CMQ7 for \( r^7 \), CMQ9 for \( r^9 \), and CMQ11 for \( r^{11} \). The collocation point number is chosen under \( M_f = 19 \times 19 \) and \( M_b = M_D + M_N = 80 \). The CMQ with Chebyshev-type collocation points is short for CMQC. Since the collocation under the Chebyshev-type is not uniformly distributed, the collocation point number is chosen under \( M_f = 361 \) and \( M_b = M_D + M_N = 76 \). As is known to all, the solution accuracy at corner points usually oscillate more serious than the inner points. The calculation point number \( N_t = 40401 \) is chosen evenly distributed in \([1, 2]^2\) rather than \([1.1, 1.9]^2\) used in [9].

Figure 2 shows the RMSEs of numerical results under different values of \( c \). As can be seen from Figure 2, the influence of shape parameter is disappeared for \( c \geq 1 \). Moreover, the influence of collocation numbers on numerical results is also investigated as depicted in Figure 3, where \( M = N^2 + 4N \) for CMQ, \( M = N^2 + 4N - 4 \) for CMQC, and \( c = 1 \). From Figures 2 and 3, we find that the CMQ9 and CMQC9 perform more stable than the other cases for both shape parameter and collocation numbers, while the CMQC9 case performs the best solution accuracy.

For fixed collocation point number (\( M = 441 \) for CMQ and \( M = 437 \) for CMQC), Figure 4 provides the absolute error surfaces for field solution on the whole solution domain. From which we find that the absolute errors for corner points oscillate for both CMQ5 and CMQ9, but the CMQC9 case can alleviate this phenomenon.

For further investigations, we suggest using the quasi-optimal conical spline \( r^9 \) accompanied with collocation points under the Chebyshev-type scheme. This can improve solution accuracy of the CRBF as well as stability with no additional computational cost.

3.2. Example 2. We consider a heat transfer problem with the temperature distribution governed by the following equation:

\[
\nabla \cdot (D \nabla u) + f = 0, \tag{10}
\]

and on the same domain as in Example 1 section, the conductivity matrix of the material \( D \) is in the following expression:

\[
D = \begin{pmatrix}
(2x + y + 2)^2 & (x - y)^2 \\
(x - y)^2 & (x + 2y + 2)^2
\end{pmatrix}. \tag{11}
\]

More specifically,

\[
\nabla \cdot (D \nabla u) = (2x + y + 2)^2 u_{xx} + (x + 2y + 2)^2 u_{yy} + 2(x - y)^2 u_{xy} + (10x + 2y + 8) u_x + (2x + 10y + 8) u_y. \tag{12}
\]

The boundary condition is given according to the analytical solution \( u = x^2 + y^2 - 5xy \), and the corresponding source function is \( f = 18(x^2 + y^2) - 16 \).

Figure 5 shows the RMSEs of numerical results under different values of \( c \). As can be seen from Figure 5, the influence of shape parameter is disappeared for \( c \geq 0.25 \). At the same time, we find that the original MQ method owns more accurate results than the other CMQ methods.
4. Conclusions

The coupled radial basis function, which is based on the infinitely smooth radial basis functions and the conical spline, achieves an accurate and stable numerical solution, while the shape parameter values are almost independent. In this paper, a quasi-optimal conical spline radial basis function, which can improve the numerical results, is investigated. The collocation points in the Chebyshev-type scheme are considered in the whole solution process; this can improve the solution accuracy of the quasi-optimal conical spline radial basis function method with no additional computational cost.

As illustrated in the two examples, the quasi-optimal conical spline radial basis function method maintains almost invariable accuracy and stability as the shape parameter ranges in a wide scope. This is promising in dealing with many practical problems in engineering applications including inverse problems [19]. As a global collocation scheme, the dense matrix is another issue for the large-scale problems. The localized radial basis function method or the other methods will be considered in the future for further investigations [20–22].
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