Traffic Accident Prediction Based on LSTM-GBRT Model
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Road traffic accidents are a concrete manifestation of road traffic safety levels. The current traffic accident prediction has a problem of low accuracy. In order to provide traffic management departments with more accurate forecast data, it can be applied in the traffic management system to help make scientific decisions. This paper establishes a traffic accident prediction model based on LSTM-GBRT (long short-term memory, gradient boosted regression trees) and predicts traffic accident safety level indicators by training traffic accident-related data. Compared with various regression models and neural network models, the experimental results show that the LSTM-GBRT model has a good fitting effect and robustness. The LSTM-GBRT model can accurately predict the safety level of traffic accidents, so that the traffic management department can better grasp the situation of traffic safety levels.

1. Introduction

“By 2020, half the number of global deaths and injuries from road traffic accidents” is one target of the Sustainable Development Goals (SDGs) published by the United Nations (UN) in 2015 [1]. The country’s attention to traffic safety continues to increase. Applying traffic accident situation prediction results to traffic planning can improve traffic safety. Many experts and scholars have predicted some indicators of traffic accidents [2, 3]. The research methods are mainly divided into three categories, statistical regression method [4], grey prediction [5], and neural network model method.

Statistical regression methods include time series prediction and many classic traffic accident experience models (Smid model, I. Agalal model, Japanese model, and Beijing model). Yannis et al. [6] proposed an autoregressive nonlinear time-series modelling of traffic fatalities in Europe. Kumar and Toshniwal [7] proposed a novel framework for time series data of road traffic accidents, which segments the time series data into different clusters for trend analysis. Ihueze and Onwurah [8] analyzed road traffic crashes in Anambra State, Nigeria, with the intention of developing accurate predictive models for forecasting crash frequency in the state using autoregressive integrated moving average (ARIMA) and autoregressive integrated moving average with explanatory variables (ARIMAX) modelling techniques. The regression model is simple and convenient to calculate, and it can predict short-term data changes. The essence of the regression model is the linear fit to the data. However, the results predicted by the model are one sided and weak in anti-interference ability. Due to the randomness of traffic accidents themselves, there are many influencing factors. Therefore, the reliability of its prediction results is not guaranteed.

The grey prediction model can predict a small number of samples, and the principle is simple, the operation speed is fast, and the testability is strong. The grey prediction model can make short-term and medium-term macropredictions for data with little fluctuation. The essence of the model is to find the dynamic relationship between the road traffic accident sequence data. However, the grey theory is modeled for a class of series that conforms to the condition of a smooth discrete function, and the grey system model describes only a process that monotonically increases or decays exponentially over time. Shi et al. [9] proposed a sequence GM (1, 1) model with strong exponential law to predict traffic accidents, but the model can only describe the monotonous change process. Hosse et al. [10] applied a Grey Systems Theory MGM (1, 4) in order to predict the development of road traffic accidents in Germany until 2025 based on the market diffusion of electronic stability program.
(ESP). Liu and Wu [11] proposed a grey Verhulst prediction model for road traffic accidents, which is suitable for nonmonotonic wobble development sequences or S-shaped sequences with saturation. Zhao et al. [12] proposed a model that weighted and combined a variety of grey prediction methods. Although the prediction accuracy has been improved, its essence is a linear combination of the original data and there are still shortcomings in the medium- and long-term prediction.

The neural network prediction method has strong nonlinear mapping ability, high robustness, and powerful self-learning ability and has been widely used in many fields. He and Guo [13] proposed a traffic accident prediction model based on the BP neural network. The model can implement any nonlinear mapping, especially suitable for complex internal mechanisms. The shortcomings of the BP neural network model include slow training convergence, long training time, and easy to fall into the saddle point. Liwei et al. [14] proposed a grey neural network model. The grey theory compensated for the shortcomings of data mining for small sample data distortion, while the neural network compensated for the shortcomings of grey theory that can only be used for short-term prediction. Although the model improves the training speed, the accuracy of the model prediction results is low and the deviation is too large.

This paper proposed an LSTM-GBRT model for traffic accident prediction. The LSTM layer captures time-dependent information in the data; the GBRT model has the advantage of high robustness of ensemble learning for model training.

2. Related Theory

2.1. Long Short-Term Memory. The LSTM [15] model proposed by Hochreiter et al. is a variant of the recurrent neural network (RNN). It builds a specialized memory storage unit that trains the data through a time backpropagation algorithm. It can solve the problem that the RNN has no long-term dependence. The schematic diagram of the LSTM structure is shown in Figure 1.

The standard LSTM can be expressed as follows. Each step \( t \) and its corresponding input sequence are \( x = \{x_1, x_2, \ldots, x_t\} \), the input gate is \( i_t \), the forget gate is \( f_t \), and the output gate is \( o_t \). Memory cell state \( c_t \) controls data memory and oblivion through different gates. The formula is as follows:

\[
\begin{align*}
  i_t &= \sigma(W_i x_t + U_i h_{t-1}), \\
  f_t &= \sigma(W_f x_t + U_f h_{t-1}), \\
  o_t &= \sigma(W_o x_t + U_o h_{t-1}), \\
  c_t &= \tanh(W_c x_t + U_c h_{t-1}).
\end{align*}
\]

(1)

The memory cell state \( c_t \) of the unit time \( t \) of the jth LSTM is as follows:

\[
  c^j_t = i^j_t \odot c^j_{t-1} + f^j_t \odot c^j_t.
\]

(2)

After the memory cell state is updated, calculate the current hidden layer \( h^j_t \):

\[
  h^j_t = o^j_t \odot \tanh(c^j_t).
\]

(3)

where \( W \) is the weight matrix of the input, \( U \) is the state transition weight matrix, \( \sigma \) is the sigmoid function, \( \tanh \) is the hyperbolic tangent function, \( h_t \) is the hidden state vector of the output, \( c_t \) is the new cell state after the adjustment and update, and “\( \odot \)” indicates point multiplication. The three types of gates jointly control the information entering and leaving the memory cell state, and the input gates adjust new information into the memory cells; the forgetting gate controls how much information is stored in the memory cells and how much information can be output by the output gate definition. The gate structure of the LSTM allows the information in the time series to form a balanced long short-term dependency.

2.2. Boosting Ensemble Learning Framework. GBRT model is a boosting [16] type ensemble learning algorithm. Ensemble learning is a technical framework that combines multiple different models to perform the corresponding tasks in order to achieve more efficient and accurate arrival. Currently used ensemble learning frameworks include bagging, boosting, and stacking. The training process of the boosting framework is stepped, the base model is trained in order, and the training set of the base model is transformed according to a certain summary strategy. Then, the prediction results of all the base models are linearly integrated to produce the final prediction result. Figure 2 is a schematic diagram of the boosting ensemble learning framework.

The overall model based on the boosting framework can be described by a linear combination:

\[
  F(x) = \sum_{i}^{m} h_i(x),
\]

(4)

where \( h_i(x) \) is the product of the base model and its weight. The training goal of the overall model is to approximate the predicted value \( F(x) \) to the true value \( y \), that is, to make the predicted value of each base model approximate the partial true value to be predicted. \( h_i \) is tested by using training examples, and the weight of misclassified instances is increased. The researchers came
up with a greedy solution: train only one base model at a
time, and in each iteration, focus on one base model
training problem:

\[ F^i(x) = F^{i-1}(x) + h_i(x). \]  

(5)

Fit the residual. Introducing an arbitrary loss function
and fitting the inverse gradient

\[ F^i(x) = F^{i-1}(x) + \arg \min_j \sum L(y_j, F^{i-1}(x_j)) + h_i(x_j). \]  

(6)

2.3. Gradient Boosted Regression Trees Model. For a given
data set with \( n \) examples and \( m \) features
\( D = \{(x_i, y_i)\} \) (\( |D| = n, x_i \in \mathbb{R}^m, y_i \in \mathbb{R} \)), a tree ensemble
model uses \( K \) additive functions to predict the output.

\[ \hat{y}_i = \phi(x_i) = \sum_{k=1}^K f_k(x_i), \quad f_k \in \Gamma, \]  

(7)

where \( \Gamma = \{ f(x) = w_{q(x)} \} \) (\( q: \mathbb{R}^m \rightarrow T, \omega \in \mathbb{R}^T \) ) is the
space of regression trees. Here, \( q \) represents the structure of each
tree that maps an example to the corresponding leaf index, \( T \) is
the number of leaves in the tree, and each \( f_k \) corresponds to an
independent tree structure \( q \) and leaf weights \( w \). Unlike decision
trees, each regression tree contains a continuous score on each
of the leaf, and we use \( w_i \) to represent score on the \( i \)th leaf.

3. Data Source

3.1. Road Safety Impact Factor Data. As we all know, the
occurrence of traffic accidents is caused by the combination of
factors such as people, vehicles, roads, and the environment.
People include pedestrians and drivers; vehicles include motor
vehicles and nonmotor vehicles on the road; road conditions
are the condition of the road; environment refers to the natural
environment and social environment, and the social envi-
ronment includes political, economic, cultural, and other
factors. On the premise of collecting data, we should consider
as much as possible the relevant data of the accident. The data
used in this paper include gross national product (GDP)
(100 million yuan), per capita GDP (yuan), gross national
income (RMB 100 million), road mileage (10,000 kilometers),
highway mileage (10,000 kilometers), number of civilian ve-
ciles (10,000 vehicles), number of drivers (10,000 people),
passerger traffic (10,000 people), road passenger traffic (10,000
people), total population at the end of the year (10,000 people),
maale population (10,000 people), female population (10,000
people), urban population (10,000 people), rural population
(10,000 people), and the total number of deaths from traffic
accidents per year (person). The data used are from the
1997–2016 data of the National Bureau of Statistics of China.
The data are shown in Table 1.

3.2. Prediction Index for Road Safety Level. The measures of
traffic safety level generally include the number of accidents,
deaths, injuries, and property losses. To ensure the accuracy
of the data, indicators such as the number of accidents, the
number of injured people, and economic losses are subject to
subjective influence and the accuracy is difficult to judge. The
statistics on the number of deaths are true and reliable,
difficult to falsify, and comparable. Therefore, this article
uses the number of deaths as a predictor of traffic safety
levels to predict the number of deaths.

3.3. Variable Correlation Analysis. If the information in the
data is uncorrelated or noisy, the quality of the predictions
may be affected [17]. In this paper, by comparing the chi-
square value and the Pearson correlation coefficient to
| Year | GDP  | Gross national income | Per capita GDP | Road mileage | Highway mileage | Number of civilian vehicles | Number of drivers | Passenger traffic | Highway passenger traffic | Total population | Male population | Female population | Urban population | Rural population | Traffic accident death toll |
|------|------|-----------------------|---------------|--------------|----------------|--------------------------|------------------|-------------------|---------------------|----------------|---------------|------------------|----------------|---------------|-------------------------|
| 1997 | 79715 | 78802.9 | 6481 | 122.64 | 0.48 | 1219.09 | 2619.25 | 1326094 | 1204583 | 123626 | 63131 | 60495 | 39449 | 84177 | 73861 |
| 1998 | 85195 | 83817.6 | 6860 | 127.85 | 0.87 | 1319.30 | 2974.06 | 137817 | 125732 | 124761 | 63940 | 60821 | 41660 | 83153 | 78067 |
| 1999 | 90564 | 89366.5 | 7229 | 135.17 | 1.16 | 1452.94 | 3361.12 | 1394413 | 1269004 | 125786 | 64692 | 61094 | 43748 | 82038 | 83529 |
| 2000 | 100280.1 | 99066.1 | 7942 | 167.98 | 1.94 | 1802.04 | 4462.68 | 153412 | 1402798 | 127627 | 65672 | 61955 | 48064 | 79563 | 105930 |
| 2001 | 110863.1 | 109276.2 | 8717 | 169.8 | 0.79 | 2035.17 | 4827.08 | 1680130 | 1475257 | 128453 | 66115 | 62338 | 50212 | 78241 | 109381 |
| 2002 | 121717.4 | 120480.4 | 9506 | 176.52 | 2.51 | 2382.93 | 5368.07 | 1587497 | 1464335 | 129227 | 66556 | 62671 | 5376 | 76851 | 104372 |
| 2003 | 137422 | 136576.3 | 10666 | 180.98 | 2.97 | 2993.71 | 7101.64 | 1767453 | 1624526 | 130988 | 67015 | 63012 | 54283 | 75705 | 107077 |
| 2004 | 161840.2 | 161415.4 | 12487 | 187.07 | 3.43 | 3159.66 | 8017.76 | 1847018 | 1697381 | 132762 | 67475 | 63381 | 60633 | 71496 | 81649 |
| 2005 | 187318.9 | 185998.9 | 14368 | 190.98 | 2.97 | 3697.35 | 9317.24 | 2024153 | 1806487 | 134938 | 68047 | 64038 | 60633 | 71496 | 81649 |
| 2006 | 219438.5 | 219028.5 | 16738 | 193.75 | 3.43 | 4358.36 | 10567.15 | 2227761 | 2050680 | 137693 | 70414 | 64445 | 62403 | 70399 | 73484 |
| 2007 | 270232.3 | 270844 | 20505 | 205.08 | 4.39 | 5099.61 | 12276.8 | 2867891 | 2682146 | 140824 | 72081 | 68488 | 64038 | 68938 | 67759 |
| 2008 | 319515.5 | 321500.5 | 24121 | 217.08 | 4.89 | 5680.61 | 13470.73 | 3076897 | 279081 | 143450 | 71820 | 68488 | 64038 | 68938 | 67759 |
| 2009 | 349081.4 | 348498.5 | 26222 | 228.08 | 5.39 | 6280.61 | 14517.93 | 3269087 | 2976897 | 1464335 | 73120 | 68488 | 64038 | 68938 | 67759 |
| 2010 | 413030.3 | 411265.2 | 30876 | 240.89 | 6.49 | 7081.83 | 15629.89 | 34269087 | 3052738 | 150941 | 75847 | 68488 | 64038 | 68938 | 67759 |
| 2011 | 489300.6 | 484753.2 | 36403 | 253.89 | 7.49 | 9363.52 | 17416.76 | 35236187 | 3286220 | 164735 | 80696 | 68488 | 64038 | 68938 | 67759 |
| 2012 | 540367.4 | 539116.5 | 40007 | 266.89 | 8.49 | 10933.09 | 19117.27 | 36236187 | 3557010 | 179404 | 85346 | 68488 | 64038 | 68938 | 67759 |
| 2013 | 595244.4 | 590422.4 | 43852 | 280.89 | 9.49 | 12670.14 | 21742.7 | 37236187 | 3857010 | 194044 | 90346 | 68488 | 64038 | 68938 | 67759 |
| 2014 | 643974 | 647491.1 | 47203 | 294.89 | 10.49 | 14598.11 | 24812.07 | 38236187 | 4057010 | 208644 | 95346 | 68488 | 64038 | 68938 | 67759 |
| 2015 | 689052 | 686449.6 | 50251 | 308.89 | 11.49 | 16284.45 | 28012.99 | 39236187 | 4257010 | 223244 | 100346 | 68488 | 64038 | 68938 | 67759 |
| 2016 | 743585 | 740598 | 53935 | 323.89 | 12.49 | 18574.54 | 30328.77 | 40236187 | 4457010 | 237844 | 105346 | 68488 | 64038 | 68938 | 67759 |
filter the features, the prediction results can be optimized. The formula for calculating the chi-square value is as follows:

$$\chi^2(V_k) = \sum_{j=1}^{c} \sum_{i=1}^{r} \frac{(f_{ij} - F_{ij})^2}{F_{ij}}$$

where \( k \) is the variable of the \( k \)th group, \( r \) is the variable number, \( c \) is the target variable number, \( d \) is the degree of freedom = \((r-1) \times (c-1)\), \( f_{ij} \) is the observation frequency of the variable \( V_k \), and \( F_{ij} \) is the expected frequency of the variable \( V_k \).

The Pearson correlation coefficient is calculated as follows:

$$R = \frac{\sum(X - \bar{X})(Y - \bar{Y})}{\sqrt{\sum(X - \bar{X})^2(Y - \bar{Y})^2}}$$

where \( R \) is the correlation coefficient, \( X \) is the independent variable, \( Y \) is the dependent variable, \( \bar{X} \) is the mean of the independent variable, and \( \bar{Y} \) is the mean of the dependent variable.

The chi-square test can calculate the degree of deviation between samples, and the greater the score of the chi-square test, the more obvious the association exists. The Pearson correlation coefficient can roughly give the degree of correlation between variables, and the absolute value of the Pearson coefficient indicates the degree of correlation. According to the chi-square score and the Pearson coefficient in Table 2, we removed the variable with the smallest chi-square score (highway mileage) and removed the variable with the smallest Pearson coefficient (road passenger traffic). Finally, 12 related independent variables and death toll were used as input variables, a total of 13.

3.4. Model Performance Evaluation Index. In this paper, error rate (\( E \)) and root mean square error (\( \text{RMSE} \)) were used to compare the predicted deviation degree, and root mean square logarithmic error (\( \text{RMSLE} \)) and decision coefficient (\( R^2 \)-square) were used to measure the fitting capacity of the model.

The error rate and root mean square error formula are as follows:

$$E = \frac{Y_0 - Y_p}{Y_0}$$

$$\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (Y_0 - Y_p)^2}$$

The formula for the logarithmic error and the coefficient of determination of the root mean square is as follows:

$$\text{RMSLE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (\log(Y_0 + 1) - \log(Y_p + 1))^2}$$

$$R^2 = 1 - \frac{\sum_{i=1}^{n} (Y_0 - Y_p)^2}{\sum_{i=1}^{n} (Y_0 - \text{mean})^2}$$

where \( n \) is the number of samples, \( Y_0 \) is the original value, \( Y_p \) is the predicted value, and \( \text{mean} \) is the sample mean.

4. LSTM-GBRT Modelling Methodology

The LSTM neural network is capable of capturing time-dependent information and has an excellent effect on time series prediction, but it is insufficient in predicting inflection point data. The GBRT model is a typical representative of the ensemble learning algorithm, and the model is robust. In this paper, the LSTM-GBRT model is proposed by combining the two methods. The LSTM neural network is used to extract the features with time-dependent information. The features are trained by the GBRT model to predict traffic accidents. The structure of the LSTM-GBRT model is shown in Figure 3.

4.1. Normalization. The raw data are processed using min-max normalization to eliminate dimensional differences. A linear transformation of the original data causes the result to fall into the [0, 1] interval, and the conversion formula is as follows:

$$X = \frac{x - \text{min}}{\text{max} - \text{min}}$$

where \( \text{max} \) represents the maximum value of the feature in the sample data and \( \text{min} \) represents the minimum value of the feature in the sample data; \( x \) represents raw data, and \( X \) represents normalized data.

4.2. LSTM Layer Hidden Unit Number. There is no clear theoretical guidance for determining the number of nodes in the hidden layer. In general, use the following formula to select the number of nodes:

$$N = \sqrt{n + m + a}$$

where \( N \) is the number of hidden nodes; \( n \) is the number of input nodes; \( m \) is the number of output nodes; and \( a \) can take a constant of 1 to 10.

In this paper, there are 13 input nodes and 1 output node. According to formula (7), the number of hidden nodes is 5–13. Try a different number of hidden layer nodes using 1 layer of LSTM and judge the degree of deviation according to the error rate and root mean square error, so as to select the number of hidden layer nodes.

The experimental results of the test set show that the LSTM model using 11 hidden nodes has the smallest RMSE value and the best prediction effect. The detailed error rate and root mean square error results of the test set are shown in Table 3.

4.3. LSTM Layer Depth. Since there are only 19 records in this example, the model depth is too high, which will cause the data to be overfitting. The experiment uses
1~5 layer models for comparison, and 11 hidden nodes are used for each layer. After training, the model performance is judged by calculating the root mean square logarithmic error and the decision coefficient of all records. The fitting results are shown in Table 4.

The smaller the RMSLE model, the better the fitting effect. The closer the R-square is to 1, the stronger the ability of the variable to interpret $y$ and the model fits the data better. According to the results in Table 4, the 2-layer LSTM model has the best fitting ability.

### 4.4. GBRT Layer Regularization

The regularization formula is as follows:

$$ L(\phi) = \sum_i l(\hat{y}_i, y_i) + \sum_k \Omega(f_k), $$

where $\Omega(f) = YT + (1/2)\lambda||\omega||^2$. Here, $l$ is a differentiable convex loss function that measures the difference between the prediction $\hat{y}$ and the target $y$; the second term $\Omega$ penalizes the complexity of the model (i.e., the regression tree functions). The additional regularization term helps to smooth the final learnt weights to avoid overfitting.
### 4.5. Hyperparameters of LSTM-GBRT Model

The hyperparameters of the LSTM layer include the number of hidden cells in the layer, the learning rate, and the optimizer type, and the parameter settings are shown in Table 5.

The hyperparameters of the GBRT layer include the learning rate, the number of estimators, the maximum depth of the tree, the number of split nodes in the sample, the minimum sample required for the leaf nodes, and the loss function. This paper uses GridSearchCV to automatically find the optimal superparameters. The final parameter settings are shown in Table 6.

### 5. Comparative Analysis of Experiments

#### 5.1. Experimental Environment

The experimental environment of this example is TOSHIBA satellite S40-A laptop, CPU: Intel(R) Core(TM) i3-3217U CPU at 1.80 GHz, running memory is 10 G, operating system is Windows 10 Enterprise Edition 2016 long-term service version, development environment. To use the PyCharm integrated development tool of Python 3.5 language, use the neural network model such as LSTM provided by Keras and use the GBRT model provided by scikit-learn.

#### 5.2. Experimental Design and Analysis of Results

Experiments include traditional regression models, neural network models, and integration model types of experiments. The experimental items are multivariate nonlinear regression (MUL), BP neural network model (BP), long- and short-term memory neural network model (LSTM), gradient boosted regression trees model (GBRT), and LSTM-GBRT model. The 15 data from 1998 to 2012 were used as training sets, and the four data from 2013 to 2016 were used as test sets. Use the data from the previous year as an input sample to predict the number of traffic accident deaths in the coming year. Figure 4 is a trend chart of actual traffic accident deaths from 1998 to 2016.

After experimental training, the prediction results of each model in the test set are shown in Table 7.

The prediction results in the test set show that the BP neural and MUL regression models have no obvious regularity, and the prediction accuracy is not high.

The accuracy of LSTM in 2013, 2014, and 2015 was extremely high, and the deviation in 2016 suddenly increased. The trend of the actual number of deaths in Figure 4 is analyzed. 2016 is the year of the inflection point in the time period, and the trend of the first three years is consistent with the trend of the training data set, indicating that LSTM has an excellent prediction effect on the same trend. Conversely, when the forecast is the inflection point of the trend, the performance will suddenly drop. It also proves that the LSTM model can indeed learn the time-dependent information in the data.

The prediction results of the GBRT model and the LSTM-GBRT model did not fluctuate particularly among large samples, and the overall prediction effect remained stable. Many of the predicted values of the GBRT model and the LSTM-GBRT model are the same. We analyzed that the base model of the GBRT model is a regression tree, and the data fluctuations in the test set in 2013–2016 are small. In addition, the result for 2015–2016 moves away from the real data because the LSTM layer included in the LSTM-GBRT model learned time-dependent information, resulting in poor prediction of the trend inflection point.
The performance indicators of different models in Table 8 show that the LSTM-GBRT model has the smallest RMSLE value, the best model fitting effect, the R-square value is closest to 1, and the variable has the strongest interpretation ability for the predicted value, but the training time is the longest. GBRT model training time is the shortest. The prediction performance of the GBRT model is not bad but slightly lower than the LSTM-GBRT
model. The performance of the LSTM neural network is lower than the GBRT model, and the performance of the MUL regression model and the BP neural network model is poor.

In terms of training time, the MUL regression model and the GBRT model have the shortest training time because their essence is a linear combination of mathematical data; the LSTM-GBRT model has the slowest training time, and LSTM model training time is very close to BP neural network training time. The training time of the neural network is obviously higher than that of the former because the training of the neural network model needs to construct a complex network structure.

5.3. Robustness Analysis. The occurrence of a traffic accident is influenced by many factors. The predictive model can predict the complex and variable conditions more stably, which indicates that the model has better robustness.

When analyzing the robustness of the model in this experiment, two aspects should be considered: first, internal factors, whether there are abnormal fluctuations in the model training data; second, external factors and policies proposed at the social level have promoted or inhibited the predicted data. Regardless of internal factors and external factors, the core is in the data. For model training data, the role of external factors is still indirectly affecting the data required for training, and then the effect of prediction is reflected. The model which is difficult to control is the external factor.

In this case, the model uses annual periodic data and policy factors have a short period of action and can cause less data fluctuation, so the robustness is better. When the model uses more sophisticated data, the influence of data fluctuation will increase. Firstly, anomaly data should be analyzed visually, the uniformity of each variable should be observed, and the uneven data should be processed, such as log function. Secondly, the abnormal variables are divided into two or more types of processing strategies. After the correlation analysis is completed, two or more models are established to train and predict. Finally, the prediction results of the multiple models are accumulated. Model training for specific data classification can also improve the accuracy of prediction, thus enhancing the robustness of the model.

6. Conclusion

The prediction of traffic accidents is of great significance. The future traffic accident trend forecasting work can help the traffic management department to grasp the trend dynamics in time, discover the rules of traffic accidents, formulate laws and regulations according to the rules, make scientific decisions, and construct the traffic system reasonably.

This paper proposes a road traffic accident prediction model based on the LSTM-GBRT model. Compared with the traditional regression model, the traditional BP neural network model, the LSTM neural network model, and the GBRT model, the experimental results show that the LSTM-GBRT model has the strongest ability to fit the data and the variable has the best interpretability for the predicted value. The model has a good predictive ability for the trend of road traffic safety level and can provide more accurate forecast data for the traffic management department, so that the traffic management department can better grasp the situation of traffic safety levels.

The model proposed in this paper also has defects. (1) Data collection, model training lacks relevant data on environmental factors. Due to the large randomness of road traffic accidents, its occurrence is affected by many factors. The environmental data belong to spatiotemporal data, which are difficult to collect, and the data of annual accident traffic accidents are not easy to quantify, so the weather environment factors are lacking in the model training data. (2) In terms of inflection point prediction, since the inflection point of the trend is unlikely to be discovered by the model in advance, the forecasting ability of the inflection point of the possible future trend is poor.

This paper takes China’s annual traffic accident data as the research object, the proposed prediction task of the model is relatively macroscopic, and the predictability of microdata needs further experiment. This paper considers adding more relevant features, but in the macrodata forecasting work, related features are difficult to obtain or difficult to quantify. In the future, when taking microtraffic accident data as the research object, consider adding more features.
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| Indicators       | MUL    | BP     | LSTM   | GBRT   | LSTM-GBRT |
|------------------|--------|--------|--------|--------|-----------|
| RMSLE            | 0.0665 | 0.0431 | 0.0267 | 0.0189 | 0.0172    |
| R-square         | 0.9372 | 0.9543 | 0.9843 | 0.9961 | 0.9967    |
| Train time (s)   | 0.1851 | 5.4276 | 6.6909 | 0.1296 | 7.4275    |
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