Abstract. We consider the time-dependent 2D Ginzburg-Landau equation in the whole plane with terms modeling impurities and applied currents. The Ginzburg-Landau vortices are then subjected to three forces: their mutual repulsive Coulomb-like interaction, the applied current pushing them in a fixed direction, and the pinning force attracting them towards the impurities. The competition between the three is expected to lead to complicated glassy effects. We rigorously study the limit in which the number of vortices $N_{\varepsilon}$ blows up as the inverse Ginzburg-Landau parameter $\varepsilon$ goes to $0$, and we derive via a modulated energy method fluid-like mean-field evolution equations. These results hold for parabolic, conservative, and mixed-flow dynamics in appropriate regimes of $N_{\varepsilon} \uparrow \infty$. Finally, we briefly discuss some natural homogenization questions raised by this study.
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1. Introduction

1.1. General overview. Superconductors are materials that lose their resistivity at sufficiently low temperature (or low pressure), which allows them to carry electric currents without energy dissipation. Another important property of these materials is the so-called Meissner effect: (moderate) external magnetic fields are completely expelled from the sample. If the external field is much too strong, the superconducting material returns to a normal state. In the case of a type-II superconductor, an intermediate regime is possible between two critical values of the external field: the material is then in a mixed state, allowing a partial penetration of the external field through “vortex filaments”. This mixed state has however a major drawback: when an electric current is applied, it flows through the sample, inducing a Lorentz-like force that sets the vortices in motion, and hence, since
vortices are flux filaments, their movement generates an electric field in the direction of the electric current, which dissipates energy and destroys the superconductivity property.

While ordinary superconductors need extreme cooling to achieve superconductivity, the discovery of high-temperature superconductors from the 1980s onwards has given an major boost to technological applications, as the critical temperature of such materials is now reached with only liquid nitrogen. These high-temperature superconductors happen to be in practice strongly of type II and, as such, they show vortices for a very wide range of values of the applied magnetic field. Most technological applications of superconductors therefore occur in this mixed state, and it is crucial to design ways to prevent vortices from moving in order to recover the desired property of dissipation-free current flow. For that purpose a common attempt consists in introducing normal impurities in the material, which are meant to destroy superconductivity locally and therefore “pin down” the vortices to their locations if the applied current is not too strong.

With these applications in mind, there is a strong interest in the physics community in understanding the precise effect of such impurities (which are typically randomly scattered around the sample) on the statics and dynamics of vortices. Of particular interest is the critical applied current needed to depin the vortices from their pinning sites, as well as the slow motion of vortices — named creep — in the disordered sample when the applied current has a small intensity and thermal or quantum effects are taken into consideration. The competition between vortex interactions and disorder actually leads to complicated glassy effects that are still largely not understood and have attracted much attention in the theoretical physics community these last decades [13, 49, 48]. The richness of the dynamic phase diagram in terms of the different tunable parameters is particularly striking [72, 83]. In the sequel, we study the collective dynamics of many vortices in a (2D section of a) type-II superconductor with applied current and impurities, and we wish to establish in various regimes the correct mean-field equations describing the vortex matter. We may view this work as a first step to identify proper questions towards a mathematical understanding of the glassy properties of such systems (cf. Section 1.5 for further comments and questions).

The phenomenology of superconductivity is accurately described by the (mesoscopic) Ginzburg-Landau theory. Restricting ourselves to a 2D section of a superconducting material, we rather consider the simpler 2D Ginzburg-Landau model, and vortex filaments are replaced by “point vortices”. We refer e.g. to [104, 103] for further reference on these models, and to [90] for a mathematical introduction. The (mesoscopic) impurities in the material are usually modeled by introducing a pinning weight $a : \mathbb{R}^2 \to [0, 1]$, which locally lowers the energy penalty associated with the vortices [67, 21] (see also [22]): regions with $a = 1$ correspond to the pure superconducting material, while regions with $a \approx 0$ define the normal impurities. In the time-dependent 2D Ginzburg-Landau equation (which is a gradient flow for the corresponding energy), the pinning weight and the applied electric current appear as follows,

\[
\begin{cases}
\partial_t w_\varepsilon = \Delta w_\varepsilon + \frac{\varepsilon}{\varepsilon}(a - |w_\varepsilon|^2), \\
n \cdot \nabla w_\varepsilon = iw_\varepsilon |\log \varepsilon| n \cdot J_{\text{ex}}, \\
w_\varepsilon|_{t=0} = w_0^\varepsilon,
\end{cases}
\]

where $\Omega$ is a domain of $\mathbb{R}^2$ and $n$ is the outer unit normal on $\partial\Omega$, where $w_\varepsilon : \mathbb{R}^+ \times \Omega \to \mathbb{C}$ is the complex-valued order parameter describing superconductivity, where $|\log \varepsilon| J_{\text{ex}}$:
\( \partial \Omega \to \mathbb{R}^2 \) is the (critically-scaled) applied electric current, and where \( \varepsilon > 0 \) is the inverse Ginzburg-Landau parameter (a characteristic of the material, which is typically very small for real-life superconductors). More precisely, as first derived by Schmid [93] and by Gor'kov and Eliashberg [51], the true Ginzburg-Landau model should be further coupled to electromagnetism, replacing the above equation by a suitable version with magnetic gauge, and in particular the imposed electric current \( J_{\text{ex}} \) should rather appear as a boundary condition for the electric and magnetic fields.\(^1\) Since the gauge does not introduce any significant mathematical difficulty, we focus on the above simplified form of the model, and only briefly comment on the case with gauge in Section 1.4. The order parameter \( w_\varepsilon \) has the following meaning: values \( |w_\varepsilon| = 1 \) and \( |w_\varepsilon| = 0 \) correspond to superconducting and normal phases, respectively, and the vortices are the zeroes of \( w_\varepsilon \) with non-zero topological degree. Vortices typically have a core of size of order \( \varepsilon \), hence they become point-like in the asymptotic limit \( \varepsilon \downarrow 0 \). Moreover, a vortex of degree \( d \) at a point \( x \) carries a (self-interaction) energy \( \pi |d| |a(x)| \log \varepsilon \), which varies with its location due to the pinning weight \( a \), and implies that vortices are indeed attracted to the minima of the weight, that is, to the normal impurities.

An important variant of this model (1.1) is the corresponding (conservative) Schrödinger flow, with \( \partial_t w_\varepsilon \) replaced by \( i\partial_t w_\varepsilon \). This coincides with the so-called Gross-Pitaevskii equation, which is an example of a nonlinear Schrödinger equation and serves as a model for Bose-Einstein condensates and superfluidity [2, 85], as well as for nonlinear optics [6]. As argued e.g. in [5], there is also physical interest in the “mixed-flow” (or “complex”) Ginzburg-Landau equation, which is a mix between the Ginzburg-Landau and Gross-Pitaevskii equations. Instead of (1.1) we thus turn to the following more general equation, for any \( \alpha \geq 0, \beta \in \mathbb{R}, \alpha^2 + \beta^2 = 1 \),

\[
\begin{align*}
\left( (\alpha + i |\log \varepsilon| \beta) \partial_t w_\varepsilon \right) &= \Delta w_\varepsilon + \frac{w_\varepsilon}{\varepsilon^2} (a - |w_\varepsilon|^2), & \text{in } \mathbb{R}^+ \times \Omega, \\
\n \cdot w_\varepsilon = i w_\varepsilon |\log \varepsilon| n \cdot J_{\text{ex}}, & \text{on } \mathbb{R}^+ \times \partial \Omega, \\
\left. w_\varepsilon \right|_{t=0} = w_0^\varepsilon,
\end{align*}
\]

which allows to consider by the same token both the parabolic or Ginzburg-Landau case \((\alpha = 1, \beta = 0)\) and the conservative or Gross-Pitaevskii case \((\alpha = 0, \beta = 1)\).

In this context, including both pinning and applied current, the problems that naturally arise are

- to derive from equation (1.2) a simpler discrete problem for the evolution of a fixed number \( N \) of point vortices in the asymptotic limit \( \varepsilon \downarrow 0 \);
- to derive a mean-field equation describing the evolution of a large number of vortices, either by taking the limit \( N \uparrow \infty \) in the discrete problem, or preferably by taking the limit directly in (1.2) when the number of vortices \( N_\varepsilon \) blows up as \( \varepsilon \downarrow 0 \), thus investigating the commutation of the limits \( \varepsilon \downarrow 0 \) and \( N \uparrow \infty \);
- to derive effective equations in the regime when the impurities are scattered at a small scale, that is, when the pinning weight \( a \) oscillates rapidly, by starting either from the mean-field equation, from the discrete problem, or preferably from (1.2).

As recalled below, the first question has already been fully answered. In this work, we focus on the second question, which is to derive a mean-field equation for the vortex liquid

\(^1\) Note that in this simplified model (1.1) the number of vortices has to be imposed artificially through the boundary condition, while in the model with gauge it is implicitly determined by the value of the external magnetic field.
This naturally leads us to the third question, which however remains largely open: in Section 1.5 we state various conjectures and give a few preliminary results.

Let us start by recalling the behavior of a fixed number \( N \) of vortices in the asymptotic regime \( \varepsilon \downarrow 0 \). A good understanding was achieved in the physics community since the 1990s \([80, 37, 82, 23]\), and various rigorous studies became available shortly after in the parabolic case \([70, 69, 59, 61, 88]\), in the conservative case \([28, 71, 58, 64]\), as well as in the mixed-flow case \([102, 98]\). As seen there, vortices are subjected to three forces:

- their mutual repulsive Coulomb (logarithmic) interaction;
- the Lorentz-like force \( F \) due to the applied current of intensity \( J \);
- the pinning force, equal to \( -\nabla h \) in terms of the so-called pinning potential \( h := \log a \) defined by the pinning weight \( a \).

Neglecting boundary effects, and assuming that all vortices have the same degree \(+1\), the effective vortex dynamics is then given by a system of ODEs of the form

\[
(\alpha + J\beta) \partial_t x_i = -N^{-1} \nabla x_i W_N(x_1, \ldots, x_N) - \nabla h(x_i) + F(x_i), \quad 1 \leq i \leq N, \tag{1.3}
\]

where the \( x_i \)'s are the macroscopic vortex trajectories, and where \( \mathbb{J} \) denotes the rotation of vectors by angle \( \frac{\pi}{2} \) in the plane. The pinning and applied current intensities are parameters which can be tuned, leading to regimes in which one or two forces dominate over the others, or all are of the same order. In \([102]\), in the parabolic case, no pinning force is considered and the regimes treated lead to the applied force being of the same order as the interaction. In \([98]\) the pinning and applied forces are chosen to be of the same order, and both dominate the interaction. In \([64]\), in the conservative case, the critical scaling is considered, that is, with all forces being of the same order.

In this work, we rather focus on the situation when the number \( N_{\varepsilon} \) of vortices in (1.2) is not fixed but depends on \( \varepsilon \) and blows up as \( \varepsilon \downarrow 0 \), which is a physically more realistic situation in many regimes of applied fields and currents. We then wish to describe the evolution of the density of the corresponding vortex liquid. In dilute regimes (that is, when \( N_{\varepsilon} \) does not blow up too quickly with respect to \( \varepsilon \)), the correct limiting equation is naturally expected to coincide with the mean-field limit of the discrete vortex dynamics (1.3) (cf. \([39, 96]\)), that is, the following nonlocal nonlinear continuity equation for the mean-field vorticity \( m \),

\[
\partial_t m = \text{div} \left( (\alpha - J\beta)(\nabla h - F - \nabla \Delta^{-1} m) m \right), \tag{1.4}
\]
or alternatively, in terms of the mean-field supercurrent density \( v \) (related to \( m \) via \( m = \text{curl} v \)),

\[
\partial_t v = \nabla p + (\alpha - \beta J)(\nabla^\perp h - F^\perp - v)\text{curl} v, \quad \text{div} v = 0. \tag{1.5}
\]

Note that in the conservative case \( (\alpha = 0, \beta = 1) \) this equation becomes

\[
\partial_t v = \nabla p + (\nabla h - F + v^\perp)\text{curl} v, \quad \text{div} v = 0, \tag{1.6}
\]

which is equivalent to the incompressible 2D Euler equation due to the identity \( v^\perp \text{curl} v = (v \cdot \nabla) v - \frac{1}{2} \nabla |v|^2 \), while the force \( \nabla h - F \) plays the role of a background flow. In the
dissipative case $\alpha > 0$, as first discovered in [95], the mean-field behavior in nondilute regimes changes drastically and rather leads to compressible equations. In other words, the limits $\varepsilon \downarrow 0$ and $N \uparrow \infty$ do not always commute. A heuristic explanation of such behaviors is included in Section 1.3.

In the case without pinning and applied current ($h \equiv 0$, $F \equiv 0$), such mean-field results have already been rigorously established in a number of settings:

— In the conservative case ($\alpha = 0$, $\beta = 1$), Jerrard and Spirn [60] have shown in the strongly dilute regime $1 \ll N_\varepsilon \lesssim (\log |\log \varepsilon|)^{1/2}$ that the vorticity converges to the solution of (1.4) (which in that case coincides with the 2D Euler equation in vorticity form), while the second author has shown in [95] in the nondilute regime $|\log \varepsilon| \ll N_\varepsilon \ll \varepsilon^{-1}$ that the supercurrent itself converges to the solution of the 2D Euler equation (1.6).

— In the parabolic case ($\alpha = 1$, $\beta = 0$), the convergence of the vorticity to the solution of (1.4), first formally derived by Chapman, Rubinstein, Schatzman, and E [24, 43], has been rigorously established by Kurzke and Spirn [66] in the strongly dilute regime $1 \ll N_\varepsilon \leq (\log \log |\log \varepsilon|)^{1/4}$. Next, the second author has shown in [95] that in the whole moderately dilute regime $1 \ll N_\varepsilon \ll |\log \varepsilon|$ the supercurrent itself converges to the solution of (1.5), but that in the critical regime $N_\varepsilon \simeq |\log \varepsilon|$ it converges to a different compressible equation.

In all the other regimes (that are, the moderately dilute regime $1 \ll N_\varepsilon \lesssim |\log \varepsilon|$ in the conservative case and the nondilute regime $|\log \varepsilon| \ll N_\varepsilon \ll \varepsilon^{-1}$ in the parabolic case), justifying the mean-field limit remains an open question — to the exception of the weakly nondilute regime $|\log \varepsilon| \ll N_\varepsilon \ll |\log \varepsilon| |\log \varepsilon|$ in the parabolic case, which is further treated in the present work and leads to yet another compressible mean-field equation, thus answering a question raised in [95]. All these results assume that the initial data are suitably “well-prepared”. Note that the delicate boundary issues are neglected in [60] and [95], where the Gross-Pitaevskii or Ginzburg-Landau equation is set for simplicity on the whole plane, while in [66] Dirichlet boundary data on a bounded domain $\Omega$ are further considered. The results in [66] and [60] rely on a direct method and a careful study of the vortex trajectories, while those in [95] are based on a “modulated energy approach” and rely on the regularity and stability properties of the mean-field equations.

The main goal of the present work is to adapt the modulated energy approach of [95] to the setting with pinning and applied current, thus extending the results of [102, 98, 64] to the case with $N_\varepsilon \gg 1$ vortices — in the whole plane for simplicity. The derivation bears several complications compared to the situation in [95], in particular due to the lack of sufficient decay at infinity of the various quantities, and also to the fact that the self-interaction energy of each vortex now varies with its location due to the pinning weight. Next to the parabolic and conservative cases, we also consider the mixed-flow case. We establish the convergence to suitable fluid-like mean-field evolution equations, which in the simplest case take the form (1.4)–(1.5) but differ in some regimes, and for which global well-posedness is discussed in the companion article [40]. Some of these equations are new in the literature, while some others already appeared in the context of 2D fluid dynamics: in the conservative case, for instance, the obtained mean-field equation coincides with the so-called lake equation [18, 19] for shallow water flows. As emphasized above, different regimes for the intensity of the pinning and applied current lead to different limiting equations, and we include a discussion of all of them.
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Notation. Throughout, $C$ denotes various positive constants which depend on controlled quantities and may change from line to line, but do not depend on the small parameter $\varepsilon$. We write $\lesssim$ and $\gtrsim$ for $\leq$ and $\geq$ up to such a multiplicative constant $C$. We write $a \simeq b$ if both $a \lesssim b$ and $a \gtrsim b$ hold. Given sequences $(a_\varepsilon)$, $(b_\varepsilon) \subset \mathbb{R}$, we write $a_\varepsilon \ll b_\varepsilon$ (or $b_\varepsilon \gg a_\varepsilon$) if $a_\varepsilon/b_\varepsilon$ converges to $0$ as the parameter $\varepsilon$ goes to $0$. We also write $a_\varepsilon \lesssim O(b_\varepsilon)$ if $a_\varepsilon \lesssim b_\varepsilon$, and $a_\varepsilon \lesssim O(\varepsilon^{1/2})$ if $a_\varepsilon \ll \varepsilon$. We add a subscript $t$ to indicate the further dependence of constants on an upper bound on time $t$, while additional subscripts indicate the dependence on other parameters. A superscript $t$ to a function indicates that this function is evaluated at time $t$. For a vector field $G = (G_1, G_2)$ on $\mathbb{R}^2$, we set $G^{\perp} = (-G_2, G_1)$, $\text{curl} G = \partial_1 G_2 - \partial_2 G_1$, and $\text{div} G = \partial_1 G_1 + \partial_2 G_2$. We write $\mathcal{J} : \mathbb{R}^2 \to \mathbb{R}^2$ for the rotation of vectors by angle $\frac{\pi}{2}$ in the plane, hence $\mathcal{J} G = G^{\perp}$. We denote by $B(x, r)$ the ball of radius $r$ centered at $x$ in $\mathbb{R}^2$, and we set $B_r := B(0, r)$ and $B(x) := B(x, 1)$. We let $Q := [-\frac{1}{2}, \frac{1}{2}]^2$ denote the unit square, frequently identified with the $2$-torus $\mathbb{T}^2$. We write $a \wedge b := \min\{a, b\}$ and $a \vee b := \max\{a, b\}$ for $a, b \in \mathbb{R}$. We denote by $L^p_{uloc}(\mathbb{R}^2)$ the Banach space of functions that are uniformly locally $L^p$-integrable on $\mathbb{R}^2$, with norm
\[ \|f\|_{L^p_{uloc}} := \sup_x \|f\|_{L^p(B(x))}, \]
and we similarly define the Sobolev spaces $W^{k,p}_{uloc}(\mathbb{R}^2)$. Given a Banach space $X$ and $t > 0$, we use the notation $\|\cdot\|_{L^p_{t,X}}$ for the usual norm in $L^p([0, t]; X)$.

1.2. Main results. We first give a precise formulation of the problem under consideration, present our modulated energy approach and underline the main new difficulties, state precise assumptions, discuss the various regimes that our approach allows to consider, and then state our main mean-field results.

1.2.1. Precise setting. Since the presence of the boundary creates mathematical difficulties which we do not know how to overcome (due to the possible entrance and exit of vortices), we modify the mesoscopic model (1.2) and consider a suitable version on the whole plane with boundary conditions “at infinity”. As in [102, 98], the boundary conditions can be changed into a bulk force term by a suitable change of phase in the order parameter $w_\varepsilon$. Also dividing $w_\varepsilon$ by the expected density $\sqrt{\alpha}$, we arrive at the following equation for the modified order parameter $u_\varepsilon$,
\[ \begin{cases} \lambda_\varepsilon(\alpha + i|\log \varepsilon/\beta) \partial_t u_\varepsilon = \Delta u_\varepsilon + \frac{a}{\varepsilon} u_\varepsilon(1 - |u_\varepsilon|^2) + \nabla h \cdot \nabla u_\varepsilon + i|\log \varepsilon| F^{\perp} \cdot \nabla u_\varepsilon + f u_\varepsilon, \\ u_\varepsilon|_{t=0} = u_\varepsilon^0, \end{cases} \]
with $h := \log a$, $f : \mathbb{R}^2 \to \mathbb{R}$, and $F : \mathbb{R}^2 \to \mathbb{R}^2$, where $F$ is an effective applied force corresponding to the Lorentz-like force generated by the applied current. The parameter $\lambda_\varepsilon$ is an appropriate time rescaling needed to obtain a nontrivial limiting dynamics. Within the derivation of (1.7) from (1.2), the zeroth-order term $f$ takes on the following explicit form (although this is largely unimportant, and the scaling in the corresponding
bounds (2.1)–(2.2) below may also be substantially relaxed),

\[ f := \frac{\Delta \sqrt{a}}{\sqrt{a}} - \frac{1}{4} |\log \varepsilon|^2 |F|^2. \]  

(1.8)

The derivation of the modified model (1.7) from equation (1.2) is postponed to Section 2.1, while the global well-posedness of (1.7) is discussed in Section 2.2. For simplicity we assume that the pinning weight satisfies

\[ \frac{1}{C} \leq a(x) \leq 1, \quad \text{for all } x, \]  

(1.9)

which avoids degenerate situations: physically one would like to consider a pinning weight \( a \) that may vanish, representing true normal inclusions [21], but this is much more delicate mathematically (cf. e.g. [4]). Setting \( F \equiv 0, a \equiv 1, h \equiv 0, \) and \( f \equiv 0, \) we naturally retrieve the model without pinning and applied current as studied e.g. in [66, 60, 95], and our results are thus indeed generalizations of those in [66, 95].

Given solutions of the mesoscopic model (1.7), we wish to establish the convergence of their supercurrent, defined by

\[ j_\varepsilon := \langle \nabla u_\varepsilon, iu_\varepsilon \rangle, \]  

where \( \langle \cdot, \cdot \rangle \) stands for the scalar product in \( \mathbb{C} \) as identified with \( \mathbb{R}^2, \) that is, \( \langle x, y \rangle = \Re(x\overline{y}) \) for \( x, y \in \mathbb{C}. \) The vorticity \( \mu_\varepsilon \) is derived from the supercurrent via \( \mu_\varepsilon := \text{curl} j_\varepsilon. \) Note that this indeed corresponds to the density of vortices, defined as zeros of \( u_\varepsilon \) weighted by their degrees, in the sense that

\[ \mu_\varepsilon \approx 2\pi \sum_i d_i \delta_{x_i}, \quad \text{as } \varepsilon \downarrow 0, \]  

(1.10)

with \( \{x_i\}_i \) the vortex locations and \( \{d_i\}_i \) their degrees (this is made rigorous by the so-called Jacobian estimates, e.g. [90, Chapter 6]). In this setting, we wish to show that the rescaled supercurrent \( \frac{1}{\varepsilon} j_\varepsilon \) converges as \( \varepsilon \downarrow 0 \) to a vector field \( v \) solving a limiting PDE, which as in [95] is assumed to be regular enough. The limiting equations are fluid-like equations of the form (1.5), where the incompressibility condition can however be lost when the density of vortices becomes too large. Such equations are studied in detail in the companion article [40], where solutions are shown in most cases to be global and indeed regular enough if the initial data is. A formal derivation of these mean-field equations is included in Section 1.3.

1.2.2. Modulated energy approach. In order to establish the convergence of the rescaled supercurrent, we adapt the modulated energy approach used by the second author in [95]. Modulated energy techniques originate in the relative entropy method first designed by DiPerna [35] and Dafermos [29, 30] to establish weak-strong stability principles for some hyperbolic systems. This method was later rediscovered by Yau [105] for the hydrodynamic limit of the Ginzburg-Landau lattice model, was introduced in kinetic theory by Golse [14] for the convergence of suitably scaled solutions of the Boltzmann equation towards solutions of the incompressible Euler equations (cf. e.g. [86] for the many recent developments on the topic), and first took the form of a modulated energy method in the work by Brenier [17] on the quasi-neutral limit of the Vlasov-Poisson system. In the present situation, the method consists in defining a modulated energy, which in the case without pinning takes the form

\[ \tilde{E}_\varepsilon := \int_{\mathbb{R}^2} \frac{1}{2} |(\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v)|^2 + \frac{1}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2, \]  

(1.11)
where $v$ denotes the (postulated) mean-field supercurrent density. Note that, while the Ginzburg-Landau energy (that is, (1.11) with $v = 0$) diverges for configurations $u_\varepsilon$ with nonzero degree at infinity,

$$0 \neq \deg(u_\varepsilon) := \lim_{R \to \infty} \int_{\partial B_R} \langle \nabla u_\varepsilon, iu_\varepsilon \rangle \cdot n^\perp,$$

the modulated energy may indeed converge (and does if $v$ has the correct circulation at infinity). This modulated energy $\tilde{E}_\varepsilon$ measures the squared distance between the supercurrent $j_\varepsilon = \langle \nabla u_\varepsilon, iu_\varepsilon \rangle$ and the postulated limit $N_\varepsilon v$, in a way that is well adapted to the energy structure. In order to prove the desired convergence $\frac{1}{\varepsilon} j_\varepsilon \to v$, showing $\tilde{E}_\varepsilon = o(N_\varepsilon^2)$ is then sufficient. Under some regularity assumption on $v$, it was proved in [90] that, thanks to the suitable limiting equation satisfied by $v$, the modulated energy $\tilde{E}_\varepsilon$ satisfies a Grönwall relation, so that if it is initially of order $o(N_\varepsilon^2)$, it remains so, yielding the desired convergence $\frac{1}{\varepsilon} j_\varepsilon \to v$. However, in regimes with $N_\varepsilon \lesssim |\log \varepsilon|$, the modulated energy $\tilde{E}_\varepsilon$ cannot be of order $o(N_\varepsilon^2)$, since each vortex of degree $d$ carries a self-interaction energy $\pi |d||\log \varepsilon|$. For that reason, we need to renormalize the modulated energy $\tilde{E}_\varepsilon$ by subtracting the (fixed) total self-interaction energy $\pi \sum_i |d_i||\log \varepsilon|$. More precisely, as we will work in a setting where the initial vortices have positive degrees, $\sum_i |d_i| = N_\varepsilon$, and as we expect that this remains the case at later times, we consider the modulated energy excess

$$\tilde{D}_\varepsilon := \tilde{E}_\varepsilon - \pi N_\varepsilon |\log \varepsilon|,$$  \hfill (1.12)

and establish a Grönwall relation on this quantity. The proof requires to use many tools of vortex analysis developed over the years, cf. [90]: lower bounds via the Jerrard-Sandier ball construction, Jacobian estimates, and product estimates.

In the case with pinning weight $a$, the modulated energy (1.11) should naturally be changed into a weighted one,

$$\int_{\mathbb{R}^2} \frac{a}{2} \left( |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v|^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right). \hfill (1.13)$$

This leads to several notable modifications:

---

A vortex of degree $d$ at a point $x$ now carries a self-interaction energy $\pi |d|a(x)|\log \varepsilon|$, which non-trivially depends on the vortex location $x$. The total self-interaction energy that needs to be subtracted from the modulated energy (1.13) is thus no longer $\pi N_\varepsilon |\log \varepsilon|$ but rather, in view of (1.10),

$$\pi \sum_i d_i a(x_i) |\log \varepsilon| \approx \frac{|\log \varepsilon|}{2} \int_{\mathbb{R}^2} a u_\varepsilon.$$

---

In some regimes of pinning and applied current, the solution $v$ of the limiting equation needs to be replaced in the modulated energy (1.13) by a suitable $\varepsilon$-dependent map $v_\varepsilon$, which is separately shown to converge to $v$. This amounts to including lower-order terms in the modulated energy.

---

If $\nabla h$, $F$, and $f$ in (1.7) are bounded but not decaying at infinity (which is a natural setting in view of the typical example of a uniform applied current circulating through the sample), then the modulated energy (1.13) does usually not remain finite along the flow, which forces us to truncate it at some scale. In the conservative case, the decay of $\nabla h$, $F$, and $f$ is anyway needed to guarantee the well-posedness of the mesoscopic model (1.7) (cf. Section 2.2), so that a truncation of (1.13) is no
In the sequel, all energy for detail): them (cf. Section technical difficulties, as always in the analysis of Ginzburg-Landau. We mention two of 

rather than the ε later suitably chosen as a function of ε. In order to establish a Grönwall argument on the modulated energy excess

where the suprema run over all lattice points z ∈ R². 

In this setting, the proof is split into two parts: first we show that √Nε is close to a suitable vε by means of a Grönwall argument on the modulated energy excess Dε R; which requires some careful vortex analysis, and second we check that vε converges to v, which is a soft consequence of the stability of the limiting equation. In order to establish a Grönwall relation for Dε R, in addition to the problems at infinity created by the non-decay of ∇h and F that we wish to allow, the presence of the pinning weight introduces important new technical difficulties, as always in the analysis of Ginzburg-Landau. We mention two of them (cf. Section 5 for detail):

— In this weighted setting, the fact that the self-interaction energy of a vortex depends on its location makes it more difficult to a priori control the total number of vortices, and requires localized estimates, in particular a localized version of the Jerrard-Sandier ball-construction lower bound [87, 57] with a very precise error estimate o(N² ∗ ). The usual error in the lower bound is O(Nε |log r|), where r is the total radius of the balls, so that we need to take r large enough (almost O(1) when Nε diverges slowly), but here the pinning weight a adds an important difficulty since it

Such a function χ is easily constructed by smoothly gluing the choices χ(x) = 1 − exp(−1/(|x|−1)) for |x| ∼ 1 and χ(x) = exp(−1/(|x|−1)) for |x| ∼ 2. Since |∇(1−exp(−1/(|x|−1)))| ≲ |∇ exp(−1/(|x|−1))| and |∇ exp(−1/(|x|−1)+)| ≲ |∇ exp(−1/(|x|−1))|, this choice indeed satisfies the bound |∇χ| ≲ χ^{1/2} (1−χ)^{1/2}. 
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may vary significantly over the size of the balls of this construction, thus perturbing the lower bound itself. A particularly careful vortex analysis is therefore needed.

— Due to truncations, the vortex analysis must further be refined to the setting of the infinite plane with no global energy control, hence no a priori finiteness assumption on the total number of vortices, which yields additional complications.

1.2.3. Assumptions. For the essential part of the proof, in the dissipative case ($\alpha > 0$), it suffices to assume $h \in W^{2,\infty} (\mathbb{R}^2)$ and $F \in W^{1,\infty} (\mathbb{R}^2)^2$ (hence $f \in L^\infty (\mathbb{R}^2)$ in view of (1.8)), that is, no decay at infinity is needed. In the conservative case, in contrast, we need to restrict to a decaying setting to ensure the well-posedness of the mesoscopic model (1.7): more precisely, we assume $\nabla h, F \in W^{1,p} (\mathbb{R}^2)^2$ for some $p < \infty$, $f \in L^2 (\mathbb{R}^2)$, and $\text{div } F = 0$.

In both cases, in order to ensure strong enough regularity properties of the solution with $v$, Assumption 1.1.

Let $\epsilon \ll \epsilon$ below. Note that we do not try to optimize these regularity assumptions.

Assumption 1.1. Let $\alpha \geq 0$, $\beta, \epsilon \in \mathbb{R}$, $\alpha^2 + \beta^2 = 1$, $h : \mathbb{R}^2 \to \mathbb{R}$, $\epsilon = e^\alpha$, $F : \mathbb{R}^2 \to \mathbb{R}^2$, $v^\alpha : \mathbb{R}^2 \to \mathbb{C}$, $v^\epsilon : \mathbb{R}^2 \to \mathbb{R}^2$ for all $\epsilon > 0$. Assume that (1.8) and (1.9) hold, and that the initial data $(v^\alpha, v^\epsilon)$ are well-prepared as $\epsilon \downarrow 0$, in the sense

$$D_\epsilon^\alpha := \sup_{R \geq 1} \sup_{z \in \mathbb{R}^2} \int_{\mathbb{R}^2} \frac{\alpha x R}{\epsilon^2} \left( |\nabla v^\alpha - iu^\alpha N_\epsilon v^\epsilon|^2 + \frac{a}{\epsilon^2} (1 - |u^\epsilon|^2)^2 \right) - |\log \epsilon| \text{curl } (\nabla u^\alpha, iu^\alpha) \ll N_\epsilon^2,$$

(1.18)

with $v^\alpha_\epsilon \to v^\alpha$, in $L^2_{\text{loc}} (\mathbb{R}^2)^2$, and with $\text{curl } v^\alpha, \text{curl } v^\alpha \in \mathcal{P}(\mathbb{R}^2)$. Assume that $v^\alpha_\epsilon$ and $v^\alpha$ are bounded in $W^{1,q} (\mathbb{R}^2)^2$ for all $q > 2$. In addition,

(a) **Dissipative case ($\alpha > 0$, $\beta \in \mathbb{R}$), non-decaying setting:**

For some $s > 0$, assume that $u^\alpha_\epsilon \in H^s_{\text{loc}} (\mathbb{R}^2; \mathbb{C})$, that $h \in W^{s+3,\infty} (\mathbb{R}^2)$, $F \in W^{s+2,\infty} (\mathbb{R}^2)^2$ (hence $f \in W^{1,\infty} (\mathbb{R}^2)$ in view of (1.8)), that $v^\alpha_\epsilon, v^\alpha$ are bounded in $W^{s+2,\infty} (\mathbb{R}^2)^2$, and that $\text{curl } v^\alpha_\epsilon, \text{curl } v^\alpha, \text{div } (uv^\alpha)$ are bounded in $H^{s+1} \cap W^{s+1,\infty} (\mathbb{R}^2)$.

(b) **Conservative case ($\alpha = 0$, $\beta = 1$), decaying setting:**

Assume that $u^\alpha_\epsilon \in U + H^2 (\mathbb{R}^2; \mathbb{C})$ for some reference map $U \in L^\infty (\mathbb{R}^2; \mathbb{C})$ with $\nabla^2 U \in H^1 (\mathbb{R}^2; \mathbb{C})$, $\nabla |U| \in L^2 (\mathbb{R}^2)$, $1 - |U|^2 \in L^2 (\mathbb{R}^2)$, and $\nabla U \in L^p (\mathbb{R}^2; \mathbb{C})$ for all $p > 2$ (typically we may choose $U$ smooth and equal to $e^{iN_\epsilon \theta}$ in polar coordinates outside a ball at the origin). Assume that $h \in W^{3,\infty} (\mathbb{R}^2)$, $\nabla h \in H^2 (\mathbb{R}^2)^2$, $F \in H^3 \cap W^{3,\infty} (\mathbb{R}^2)^2$, $f \in H^2 \cap W^{2,\infty} (\mathbb{R}^2)$, and that we have $\text{div } F = 0$ pointwise, and $a(x) \to 1$ uniformly as $|x| \uparrow \infty$. Assume that $v^\alpha_\epsilon, v^\alpha$ are bounded in $W^{2,\infty} (\mathbb{R}^2)^2$, and that $\text{curl } v^\alpha_\epsilon, \text{curl } v^\alpha$ are bounded in $H^1 (\mathbb{R}^2)^2$.

One may observe that if $N_\epsilon \leq O(|\log \epsilon|)$ the well-preparedness assumption (1.18) implies that most vortices are initially positive.

1.2.4. Regimes. We first comment on the different regimes for the number $N_\epsilon$ of vortices.

A first critical threshold is $N_\epsilon = O(|\log \epsilon|)$, as is clear from energy considerations since in this regime the (concentrated) vortex energy $O(N_\epsilon |\log \epsilon|)$ becomes of the same order as the (diffuse) phase energy $O(N_\epsilon^2)$. Another critical threshold is expected to occur for $N_\epsilon = O(\epsilon^{-1})$ due to the overlap of the vortex cores. We therefore separately consider the dilute regime $N_\epsilon \ll |\log \epsilon|$, the critical regime $N_\epsilon \simeq |\log \epsilon|$, and the nondilute regime $|\log \epsilon| \ll N_\epsilon \ll \epsilon^{-1}$. In the dissipative case, these regimes lead to drastically different mean-field
behaviors (cf. heuristics in Section 1.3). We do not consider here the superdense regime $N_{\varepsilon} \gtrsim \varepsilon^{-1}$, which is of totally different nature since the modulus $|u_{\varepsilon}|$ of the order parameter is then expected to enter the limiting equation, thus leading to different compressible fluid-like equations [9, 10, 8, 20].

As we can play with the relative strengths of interactions, pinning, and applied current, we now describe the different possible scalings. From energy considerations, we expect interactions, pinning, and applied current to be of order $O(N_{\varepsilon}^2)$, $O(N_{\varepsilon}|\log \varepsilon|)|\nabla h|$, and $O(N_{\varepsilon}|\log \varepsilon|)|F|$, respectively. The critical scaling (such that all effects have the same order) thus amounts to choosing both $\nabla h$ and $F$ of order $O\left(\frac{N_{\varepsilon}}{|\log \varepsilon|}\right)$. In order for the different effects to give a nontrivial $O(1)$ contribution in the mean-field limit, the time rescaling in (1.7) then needs to be chosen as $\lambda_{\varepsilon} = O\left(\frac{N_{\varepsilon}}{|\log \varepsilon|}\right)$. This leads us to the following critical regimes:

**(GL1)** Dissipative case — dilute vortex regime:
\[
\alpha > 0, \ \lambda_{\varepsilon} = \frac{N_{\varepsilon}}{|\log \varepsilon|}, \ F = \lambda_{\varepsilon} \hat{F}, \ h = \lambda_{\varepsilon} \hat{h} \ (\text{i.e. } a = \hat{a} \lambda_{\varepsilon});
\]

**(GL2)** Dissipative case — critical vortex regime:
\[
\alpha > 0, \ N_{\varepsilon} \ll |\log \varepsilon|, \ \lambda_{\varepsilon} = 1, \ F = \hat{F}, \ h = \hat{h} \ (\text{i.e. } a = \hat{a});
\]

**(GL3)** Dissipative case — nondilute vortex regime:
\[
\alpha > 0, |\log \varepsilon| \ll N_{\varepsilon} \ll \varepsilon^{-1}, \ \lambda_{\varepsilon} = \frac{N_{\varepsilon}}{|\log \varepsilon|}, \ F = \lambda_{\varepsilon} \hat{F}, \ h = \hat{h} \ (\text{i.e. } a = \hat{a});
\]

**(GP)** Conservative case — nondilute vortex regime:
\[
\alpha = 0, \ \beta = 1, |\log \varepsilon| \ll N_{\varepsilon} \ll \varepsilon^{-1}, \ \lambda_{\varepsilon} = \frac{N_{\varepsilon}}{|\log \varepsilon|}, \ F = \lambda_{\varepsilon} \hat{F}, \ h = \hat{h} \ (\text{i.e. } a = \hat{a});
\]

where $\hat{h}$ and $\hat{F}$ are independent of $\varepsilon$, and $\hat{h} \leq 0$ is bounded from below. Just as in [95] the modulated energy approach does not allow us to treat the conservative case with fewer vortices $N_{\varepsilon} \lesssim |\log \varepsilon|$, although in that case the same mean-field behavior is formally expected as in the nondilute regime $|\log \varepsilon| \ll N_{\varepsilon} \ll \varepsilon^{-1}$ (cf. Section 1.3). Note that the non-degeneracy condition (1.9) for the pinning weight $a = e^{\hat{h}}$ imposes that the pinning potential $h$ remains uniformly bounded, so that $h$ cannot be chosen of critical order $O\left(\frac{N_{\varepsilon}}{|\log \varepsilon|}\right)$ when $N_{\varepsilon} \gg |\log \varepsilon|$, which explains the non-critical scaling of $h$ in (GL3) and (GP).

Modifying the time rescaling $\lambda_{\varepsilon}$ and the scaling of $h$, we may also consider various non-critical scalings, for which the pinning either dominates or is dominated by the interactions. In such cases, the limiting equations are substantially simplified. We consider for instance:

**(GL1)** Dissipative case — dilute vortex regime — very weak interactions:
\[
\alpha > 0, N_{\varepsilon} \ll |\log \varepsilon|, \ \lambda_{\varepsilon} = 1, \ F = \hat{F}, \ h = \hat{h};
\]

**(GL2)** Dissipative case — dilute vortex regime — weak interactions:
\[
\alpha > 0, N_{\varepsilon} \ll |\log \varepsilon|, \ N_{\varepsilon}^{\varepsilon^{-1}} \ll \lambda_{\varepsilon} = 1, \ F = \lambda_{\varepsilon} \hat{F}, \ h = \lambda_{\varepsilon} \hat{h};
\]

**(GL3)** Dissipative case — dilute vortex regime — strong interactions:
\[
\alpha > 0, N_{\varepsilon} \ll |\log \varepsilon|, \ \lambda_{\varepsilon} = \frac{N_{\varepsilon}}{|\log \varepsilon|}, \ F = \lambda_{\varepsilon} \hat{F}, \ h = \lambda_{\varepsilon} \hat{h}, \ \lambda_{\varepsilon}' \ll \lambda_{\varepsilon};
\]

**(GL4)** Dissipative case — critical vortex regime — strong interactions:
\[
\alpha > 0, N_{\varepsilon} \ll |\log \varepsilon|, \ \lambda_{\varepsilon} = 1, \ F = \hat{F}, \ h = \lambda_{\varepsilon} \hat{h}, \ \lambda_{\varepsilon}' \ll 1;
\]

where again $\hat{h}$ and $\hat{F}$ are independent of $\varepsilon$, and $\hat{h} \leq 0$ is bounded from below. Since in the present work we are mostly interested in pinning effects, we focus on the regimes (GL1) and (GL2), while for (GL3) and (GL4) the pinning effects vanish in the limit and the situation is thus much easier and closer to [95]. For simplicity, subscripts “$\varepsilon$” are systematically dropped from the data $a, h, F, f$. 
1.2.5. Statement of main results. We are now in position to state our main results. We start with the dissipative mixed-flow case, and first consider the dilute and the critical vortex regimes with critical scalings (GL1) and (GL2), or with non-critical scalings (GL1') and (GL2'). The following result generalizes those in [66, 95] to the case with pinning and applied current. Note that the statements are slightly finer in the parabolic case. The mean-field equations are fluid-like of the form (1.5), but the incompressibility condition is lost in the critical vortex regime, as first evidenced in [95] (cf. heuristics in Section 1.3). In the regimes (GL1) and (GL2), the weight a naturally disappears from the incompressibility condition div v = 0 due to the assumption a = 𝛿λε → 1 as ε ↓ 0. Although all the proofs are quantitative, we only include qualitative statements to simplify the exposition.

**Theorem 1** (Dissipative case). Let Assumption 1.1(a) hold, where in particular the initial data (u0v, v0v, v0v) satisfy the well-preparedness condition (1.18). For all ε > 0, let uε ∈ L∞(R+; H1uloc(R2; C)) denote the unique global solution of (1.7) in R+ × R2. Then, the following hold for the supercurrent density jε := (∇uε, iuε).

(i) Regime (GL1) with log |log ε| ≪ Nε ≪ |log ε|, and div (av0v) = div v0v = 0:

We have jε → v in L∞loc(R+; L1uloc(R2)) as ε ↓ 0, where v is the unique global (smooth) solution of

\[
\begin{align*}
\partial_t v & = \nabla p + (\alpha - J \beta)(\nabla \hat{h} - \hat{F}) - 2v \nabla, \\
\text{div } v & = 0, \quad v|_{t=0} = v^O.
\end{align*}
\]

In the parabolic case β = 0, the same conclusion holds for 1 ≪ Nε ≪ log |log ε|.

(ii) Regime (GL2) with Nε \log |log ε| → λ ∈ (0, ∞) and v0v = v0v:

For some T > 0, we have jε → v in L∞loc([0, T]; L1uloc(R2)) as ε ↓ 0, where v is the unique local (smooth) solution of

\[
\begin{align*}
\partial_t v & = (\alpha^{-1} \nabla (a^{-1} \text{div } (av))) + (\alpha - J \beta)(\nabla \hat{h} - \hat{F}) - 2\lambda v \nabla, \\
v|_{t=0} & = v^O,
\end{align*}
\]

in [0, T] × R2. In the parabolic case β = 0, this solution v can be extended globally, and the above holds with T = ∞.

(iii) Regime (GL1') with log |log ε| ≪ Nε ≪ |log ε| and v0v = v0v:

We have jε → v in L∞loc(R+; L1uloc(R2)) as ε ↓ 0, where v is the unique global (smooth) solution of

\[
\begin{align*}
\partial_t v & = (\alpha^{-1} \nabla (a^{-1} \text{div } av)) + (\alpha - J \beta)(\nabla \hat{h} - \hat{F}) \nabla, \\
v|_{t=0} & = v^O.
\end{align*}
\]

(iv) Regime (GL2') with log |log ε| ≪ Nε ≪ |log ε| and div (av0v) = div v0v = 0:

We have jε → v in L∞loc(R+; L1uloc(R2)) as ε ↓ 0, where v is the unique global (smooth) solution of

\[
\begin{align*}
\partial_t v & = \nabla p + (\alpha - J \beta)(\nabla \hat{h} - \hat{F}) \nabla, \\
\text{div } v & = 0, \quad v|_{t=0} = v^O.
\end{align*}
\]

In the parabolic case β = 0 with Nε \log |log ε| ≪ λε ≤ \epsilon(Nε) \log |log ε|, the same conclusion also holds for 1 ≪ Nε ≪ log |log ε|. \(\Diamond\)
Remark 1.2. In the regimes (GL\(_1\)) and (GL\(_2\)), the modified data \( v^\circ \) can for instance be chosen as
\[
v^\circ := a^{-1}\nabla^2 (\text{div } a^{-1}\nabla)^{-1} \text{curl } v^0,
\]
which indeed satisfies \( \text{div} (av^\circ) = 0 \) and \( \text{curl} v^\circ = \text{curl} v^0 \), while the assumption \( a \to 1 \) in \( L^\infty(\mathbb{R}^2) \) easily implies \( v^\circ \to v^0 \) in \( L^q(\mathbb{R}^2)^2 \) for all \( q > 2 \), hence \( v^\circ \to v^0 \) in \( L^2_{\text{loc}}(\mathbb{R}^2)^2 \). \hfill \diamond

We turn to the nondilute vortex regime (GL\(_3\)). The following result is only proven to hold in the parabolic case in the weakly nondilute regime \( |\log \varepsilon| \ll N_\varepsilon \ll |\log \varepsilon| |\log |\log \varepsilon| |, \)
and gives rise to a new degenerate mean-field equation that is studied in detail in the companion article [40]. This result is new even in the case without pinning and applied current, as it indeed treats a regime left open in [95]. Note that a slightly stronger well-posedness condition is needed here; this condition is however still reasonable since for any smooth \( v^0 \) and any \( 0 < \delta < 1 \) one may construct a configuration \( u^\circ \) that satisfies it, cf. [90].

Theorem 2 (Nondilute parabolic case). Let Assumption 1.1(a) hold, and assume that the initial data \((u^\circ, v^\circ, v^0)\) satisfy \( v^\circ = v^0 \) and satisfy the following slightly stronger well-preparedness condition, for some \( \delta > 0 \),
\[
\mathcal{D}^\circ := \sup_{R \geq 1} \sup_{z \in \mathbb{R}^2} \int \frac{a|\nabla u^\circ|^2}{2} (|\nabla u^\circ - iu^\circ d^0|^2 + \frac{a}{2\epsilon^2} (1 - |u^\circ|^2)^2 - |\log \varepsilon| |\text{curl} (\nabla u^\circ, iu^\circ)|) \lesssim N_\varepsilon^{2-\delta}.
\]
For some \( s > 3 \), assume in addition that \( h \in W^{s+2,\infty}(\mathbb{R}^2) \), \( F \in W^{s+1,\infty}(\mathbb{R}^2)^2 \), and that \( v^0 \in W^{s+1,\infty}(\mathbb{R}^2)^2 \), \( m^0 := \text{curl} v^0 \in \mathcal{P} \cap H^s(\mathbb{R}^2) \), and \( d^0 := \text{div} (av^0) \in H^{s-1}(\mathbb{R}^2) \). For all \( \varepsilon > 0 \), let \( u_\varepsilon \in L^\infty(\mathbb{R}^+; H^1_{\text{loc}}(\mathbb{R}^2; \mathbb{C})) \) denote the unique global solution of (1.7) in \( \mathbb{R}^+ \times \mathbb{R}^2 \). Then, in the regime (GL\(_3\)) with \( |\log \varepsilon| \ll N_\varepsilon \ll |\log \varepsilon| |\log |\log \varepsilon| | \), in the parabolic case \( \beta = 0 \), the supercurrent density \( j_\varepsilon := (\nabla u_\varepsilon, iu_\varepsilon) \) satisfies \( \frac{1}{\varepsilon} j_\varepsilon \to v \) in \( L^\infty(\mathbb{R}^+; L^1_{\text{loc}}(\mathbb{R}^2)^2) \) as \( \varepsilon \downarrow 0 \), where \( v \) is the unique global (smooth) solution of
\[
\begin{align*}
\partial_t v &= -(\hat{F}^\perp + 2v) \text{curl } v, \\
v|_{t=0} &= v^0.
\end{align*}
\]
\hfill (1.23) \hfill \diamond

Remark 1.3. As explained in Section 1.3, the same mean-field result is expected to hold in the whole nondilute regime \( |\log \varepsilon| \ll N_\varepsilon \ll \varepsilon^{-1} \) (up to a suitable well-preparedness condition), but this remains an open question. A corresponding result is also expected in the dissipative mixed-flow case, but then the correct limiting equation is actually unclear since the local well-posedness of the mixed-flow version of the degenerate equation (1.23), that is,
\[
\partial_t v = -(a - \beta)(\hat{F}^\perp + 2v) \text{curl } v,
\]
remains unresolved [40]. \hfill \diamond

We finally turn to the conservative case in the regime (GP). For \( N_\varepsilon \gg |\log \varepsilon| \), the well-preparedness condition (1.18) is naturally simplified, as the vortex self-interaction energy is no longer dominant. Note that the pinning force \( -\nabla h \) is absent from the limiting equation since in the regime (GP) the interaction and the applied current dominate. The pinning weight \( \tilde{a} = \tilde{a} \) nevertheless remains in the incompressibility condition \( \text{div} (\tilde{a}v) = 0 \). The mean-field equation is then a variant of the 2D Euler equation (1.6) and is known as the
As explained in Section Remark 1.4. In the case of \((L\) including global existence results for rough initial data. In the cases \((A\) a detailed study of these families of equations is provided in the companion article [40], while the convection-diffusion equation becomes degenerate in the case of \((B\) and takes on the following guise, in terms of \(\theta := \text{div } v\),

\[
\begin{aligned}
\partial_t m &= \text{div } ((\alpha - J\beta)(\nabla \hat{h} - \hat{F}) m), \\
\partial_t \theta &= \text{div } ((-\hat{F} - 2\lambda v) m), \\
\text{curl } v &= m, \\
\text{div } v &= \theta.
\end{aligned}
\]

A detailed study of these families of equations is provided in the companion article [40], including global existence results for rough initial data. In the cases \((C\) which correspond to scalings with negligible interactions, the limiting vorticity \(m\) rather satisfies a simple linear continuity equation,

\[
\partial_t m = \text{div } ((\alpha - J\beta)(\nabla \hat{h} - \hat{F}) m).
\]
Let us emphasize the nonlocal character of (1.25)–(1.27): in (1.25) and (1.27) the equations \( \text{curl} \, v = m \) and \( \text{div} \, v = \theta \) are (formally) solved as

\[
\begin{align*}
v &= \nabla \Delta^{-1} m + \nabla \Delta^{-1} \theta,
\end{align*}
\]

while in (1.26) the equations \( \text{curl} \, v = m \) and \( \text{div} \, (av) = d \) lead to

\[
\begin{align*}
v &= a^{-1} \nabla \Delta^{-1} (\text{div} \, a^{-1} \nabla)^{-1} m + \nabla (\text{div} \, a \nabla)^{-1} d.
\end{align*}
\]

### 1.3. Heuristic derivation of the mean-field equations.

In order to illustrate the structure of the 2D mesoscopic model (1.7) and the importance of a careful vortex analysis, we now give a short heuristic derivation of the mean-field equations (1.19)–(1.24). This derivation brings a more intuitive explanation of the compressibility of the mean-field equations in the nondilute dissipative case, and it further predicts the expected behavior in the different regimes for which our analysis fails. For simplicity of the discussion, we focus here on the simpler case without pinning and applied current, thus considering the following version of (1.7),

\[
\lambda_{c}(\alpha + i|\log \varepsilon|/\beta) \partial_{\theta} u_{\varepsilon} = \Delta u_{\varepsilon} + \frac{u_{\varepsilon}}{\varepsilon^{2}}(1 - |u_{\varepsilon}|^{2}). \tag{1.29}
\]

Next to the supercurrent density \( j_{\varepsilon} \) and the vorticity \( \mu_{\varepsilon} \), we define the vortex velocity \( V_{\varepsilon} := 2\langle \nabla u_{\varepsilon}, i\partial_{\theta} u_{\varepsilon} \rangle \), the Ginzburg-Landau energy density

\[
e_{\varepsilon} := \frac{1}{2} \left( |\nabla u_{\varepsilon}|^{2} + \frac{1}{\varepsilon^{2}}(1 - |u_{\varepsilon}|^{2})^{2} \right),
\]

and the stress-energy tensor

\[
(S_{\varepsilon})_{kl} := \langle \partial_{k} u_{\varepsilon}, \partial_{l} u_{\varepsilon} \rangle - \frac{\delta_{kl}}{2} \left( |\nabla u_{\varepsilon}|^{2} + \frac{1}{\varepsilon^{2}}(1 - |u_{\varepsilon}|^{2})^{2} \right).
\]

The definition of \( V_{\varepsilon} \) easily leads to the following algebraic identities (cf. [89]),

\[
\partial_{t} j_{\varepsilon} = V_{\varepsilon} + \nabla \langle \partial_{\theta} u_{\varepsilon}, iu_{\varepsilon} \rangle, \quad \partial_{t} \mu_{\varepsilon} = \text{curl} \, V_{\varepsilon}. \tag{1.30}
\]

By (1.29), we further find the following identities for the divergence of the supercurrent density

\[
\text{div} \, j_{\varepsilon} = \langle \Delta u_{\varepsilon}, iu_{\varepsilon} \rangle = \lambda_{c} \alpha \langle \partial_{\theta} u_{\varepsilon}, iu_{\varepsilon} \rangle - \frac{\lambda_{c} \beta |\log \varepsilon|}{2} \partial_{\theta} (1 - |u_{\varepsilon}|^{2}), \tag{1.31}
\]

for the divergence of the stress-energy tensor

\[
\text{div} \, S_{\varepsilon} = \langle \nabla u_{\varepsilon}, \Delta u_{\varepsilon} + \frac{u_{\varepsilon}}{\varepsilon^{2}}(1 - |u_{\varepsilon}|^{2}) \rangle = \lambda_{c} \alpha \langle \nabla u_{\varepsilon}, \partial_{\theta} u_{\varepsilon} \rangle + \frac{\lambda_{c} |\log \varepsilon| \beta}{2} V_{\varepsilon}, \tag{1.32}
\]

and for the time derivative of the energy density

\[
\partial_{t} e_{\varepsilon} = \text{div} \, \langle \nabla u_{\varepsilon}, \partial_{\theta} u_{\varepsilon} \rangle - \lambda_{c} \alpha |\partial_{\theta} u_{\varepsilon}|^{2}.
\]

Using (1.32) to replace \( \langle \nabla u_{\varepsilon}, \partial_{\theta} u_{\varepsilon} \rangle \), this last identity rather takes on the following guise,

\[
\lambda_{c} \alpha \partial_{\theta} e_{\varepsilon} = \text{div} \, \text{div} \, S_{\varepsilon} - \frac{\lambda_{c} |\log \varepsilon| \beta}{2} \text{div} \, V_{\varepsilon} - \lambda_{c}^{2} \alpha^{2} \partial_{\theta} |u_{\varepsilon}|^{2}. \tag{1.33}
\]

If there is no excess energy, the Ginzburg-Landau energy is expected to split into a (concentrated) vortex energy of order \( O(N_{\varepsilon}|\log \varepsilon|) \) and a (diffuse) phase energy of order \( O(N_{\varepsilon}^{2}) \). Since the quantity \( 1 - |u_{\varepsilon}|^{2} \) is bounded by \( \varepsilon |e_{\varepsilon}|^{1/2} \), it is therefore formally of order \( O(\varepsilon(N_{\varepsilon}|\log \varepsilon| + N_{\varepsilon}^{2})^{1/2}) \), which is negligible as soon as \( N_{\varepsilon} \) is much smaller than \( O(\varepsilon^{-1}) \).
Choosing the critical scaling $\lambda_\varepsilon := \frac{N_\varepsilon}{|\log \varepsilon|}$, the above identities (1.31), (1.32), and (1.33) then become

$$\text{div} \frac{j_\varepsilon}{N_\varepsilon} \approx \frac{\alpha \langle \partial_t u_\varepsilon, i u_\varepsilon \rangle}{|\log \varepsilon|},$$

(1.34)

$$2 \text{div} \frac{S_\varepsilon}{N_\varepsilon} = 2 \alpha \langle \nabla u_\varepsilon, \partial_t u_\varepsilon \rangle + \beta V_\varepsilon \frac{N_\varepsilon}{N_\varepsilon},$$

(1.35)

$$\alpha \partial_t \frac{2e_\varepsilon}{N_\varepsilon |\log \varepsilon|} = 2 \text{div} \frac{S_\varepsilon}{N_\varepsilon^2} - \beta \text{div} V_\varepsilon \frac{N_\varepsilon}{N_\varepsilon} - 2\alpha^2 \frac{|\partial_t u_\varepsilon|^2}{|\log \varepsilon|^2}.$$  

(1.36)

In order to take weak limits in these equations and to characterize the limiting evolution, we need to establish a priori bounds on all the terms and to find relations between the weak limits of the various quantities. In the limit $\varepsilon \downarrow 0$, vortices become point-like and the vorticity $\mu_\varepsilon$ looks like a sum of $N_\varepsilon$ Dirac masses, cf. (1.10). We may thus formally assume that the rescaled vorticity $\frac{1}{N_\varepsilon}\mu_\varepsilon$ converges weakly-* to some probability measure $m \in L^\infty(\mathbb{R}^2; \mathcal{P}(\mathbb{R}^2))$. Similarly, the vortex velocity $V_\varepsilon$ concentrates at the vortex locations, and we may assume that its rescaled version $\frac{1}{N_\varepsilon}V_\varepsilon$ converges weakly-* to some measure $V \in L^\infty_{\text{loc}}(\mathbb{R}^2; \mathcal{M}(\mathbb{R}^2))$. For $p < 2$ the rescaled supercurrent density $\frac{1}{N_\varepsilon}j_\varepsilon$ may be assumed to be bounded in $L^p_{\text{loc}}(\mathbb{R}^2)$ and thus to converge weakly to some limit $v \in L^\infty_{\text{loc}}(\mathbb{R}^2; L^p_{\text{loc}}(\mathbb{R}^2))$, but it cannot converge in $L^2_{\text{loc}}(\mathbb{R}^2)$ due to energy concentration. In short,

$$\frac{1}{N_\varepsilon}\mu_\varepsilon \rightharpoonup^* m, \quad \frac{1}{N_\varepsilon}V_\varepsilon \rightharpoonup v, \quad \frac{1}{N_\varepsilon}j_\varepsilon \rightharpoonup v.$$  

(1.37)

Quadratic quantities such as $e_\varepsilon \approx \frac{1}{2} |j_\varepsilon|^2$ and $|\partial_t u_\varepsilon|^2$ have a part that concentrates at vortex locations in the limit $\varepsilon \downarrow 0$, and their concentrated and diffuse parts must be analyzed separately. If there is no excess energy, the concentrated part of the energy density $e_\varepsilon \approx \frac{1}{2} |j_\varepsilon|^2$ should coincide with the vortex self-interaction energy $\frac{1}{2} |\log \varepsilon|\mu_\varepsilon \approx \frac{1}{2} N_\varepsilon |\log \varepsilon|m$ (this is made precise by the Jerrard-Sandier ball construction lower bound [87, 57]), while the diffuse part should be given by $\frac{1}{2} N_\varepsilon |v|^2$ in terms of the weak limit $v$ of $\frac{1}{N_\varepsilon}j_\varepsilon$, cf. (1.37). Such properties could be phrased in terms of defect measures for the convergence of $\frac{1}{N_\varepsilon}j_\varepsilon$ in $L^2_{\text{loc}}(\mathbb{R}^2)$, cf. [89]. Similarly, if there is no excess energy, the concentrated part of $|\partial_t u_\varepsilon|^2$ should coincide with

$$\frac{1}{2} |\log \varepsilon|\mu_\varepsilon^{-1}|V_\varepsilon|^2 \approx \frac{1}{2} N_\varepsilon |\log \varepsilon|m^{-1}|V|^2$$

in terms of the vortex velocity and the vorticity (this is made precise by the so-called product estimate [89]), while identity (1.34) in the form

$$\alpha^2 |\partial_t u_\varepsilon|^2 \approx \alpha^2 \langle \partial_t u_\varepsilon, i u_\varepsilon \rangle)^2 \approx \lambda_\varepsilon^{-2} |\log \varepsilon| |V|^2$$

suggests that the diffuse part of $\alpha^2 |\partial_t u_\varepsilon|^2$ should simply be given by $|\log \varepsilon| |v|^2$. In short,

$$2e_\varepsilon \approx |j_\varepsilon|^2 \approx N_\varepsilon |\log \varepsilon|m + N_\varepsilon^2 |v|^2,$$

(1.38)

$$2\alpha^2 |\partial_t u_\varepsilon|^2 \approx 2|\log \varepsilon| |v|^2 + \alpha^2 N_\varepsilon |\log \varepsilon|m^{-1}|V|^2.$$  

(1.39)

Let us now turn to the limit of the stress-energy tensor $S_\varepsilon \approx j_\varepsilon \otimes j_\varepsilon - \frac{4\lambda_\varepsilon}{\varepsilon} |j_\varepsilon|^2$. Due to the isotropy of the vortex core energy, in link with equipartition properties of the Ginzburg-Landau energy [65], the stress-energy tensor $S_\varepsilon$ should not be sensitive to the concentrated
part of $j_\varepsilon$ in $L^2_{\text{loc}}(\mathbb{R}^2)$, and we simply expect \( \frac{1}{N_\varepsilon^2} S_\varepsilon \approx v \otimes v - \frac{\text{Id}}{2} |v|^2 \) in terms of the weak limit $v$ of $\frac{1}{N_\varepsilon^2} j_\varepsilon$ (see also [90, Chapter 13]). In particular,

\[
\text{div} \left( \frac{S_\varepsilon}{N_\varepsilon^2} \right) \approx \text{div} \left( v \otimes v - \frac{\text{Id}}{2} |v|^2 \right) = v^+ m + v \text{ div } v .
\]

Inserting the convergences (1.37) and the identifications (1.38), (1.39), and (1.40) into identities (1.34), (1.35), and (1.36), we obtain after straightforward simplifications,

\[
\text{div } v \approx \alpha \frac{\langle \partial_t u_\varepsilon, i u_\varepsilon \rangle}{|\log \varepsilon|} ,
\]

\[
2v^+ m + 2v \text{ div } v \approx 2\alpha \frac{\langle \nabla u_\varepsilon, \partial_t u_\varepsilon \rangle}{N_\varepsilon |\log \varepsilon|} + \beta V ,
\]

\[
\alpha \partial_t m + 2\alpha \lambda_\varepsilon v \partial_t v \approx 2 \text{ div } (v^+ m) + 2v \cdot \nabla \text{ div } v - \beta \text{ div } V - \lambda_\varepsilon \alpha^2 m^{-1} |V|^2 .
\]

Further inserting (1.41) into (1.30), we obtain

\[
\alpha \partial_t v \approx \alpha V + \lambda_\varepsilon^{-1} \nabla \text{ div } v , \quad \partial_t m = \text{ curl } V .
\]

We now separately consider the conservative and the dissipative cases.

- **Conservative case** ($\alpha = 0$, $\beta = 1$).

Identity (1.41) yields $\text{div } v = 0$, while identity (1.42) takes the form $V = 2v^+ m$. Injecting this into (1.44) then leads to

\[
\partial_t m = 2 \text{ div } (vm) , \quad \text{curl } v = m , \quad \text{div } v = 0 ,
\]

or alternatively,

\[
\partial_t V = \nabla p + 2v^+ \text{ curl } v , \quad \text{div } v = 0 .
\]

In the regime $1 \ll N_\varepsilon \ll \varepsilon^{-1}$ with the critical choice $\lambda_\varepsilon = \frac{N_\varepsilon}{|\log \varepsilon|}$, the rescaled supercurrent density $\frac{1}{N_\varepsilon^2} j_\varepsilon$ is thus expected to converge to the solution $v$ of this incompressible 2D Euler equation.

- **Dissipative case** ($\alpha > 0$, $\alpha^2 + \beta^2 = 1$).

Injecting (1.44) into (1.43) yields

\[
\partial_t m \approx \frac{2}{\alpha} \text{ div } (v^+ m) - \frac{\beta}{\alpha} \text{ div } V - \lambda_\varepsilon V \cdot (2v + \alpha m^{-1} V) .
\]

Comparing with (1.44) in the form $\partial_t m = \text{ curl } V$, we deduce in the parabolic case ($\alpha = 1$, $\beta = 0$) that $V = -2vm$, while a more careful computation in the general mixed-flow case leads to $V = -2\alpha vm + 2\beta v^+ m$. Injecting this into (1.44), we obtain

\[
\partial_t v \approx (\lambda_\varepsilon \alpha)^{-1} \nabla \text{ div } v + 2(\alpha v + \beta v^\perp) \text{ curl } v .
\]

We need to distinguish between three regimes:

- **Dilute regime** $1 \ll N_\varepsilon \ll |\log \varepsilon|$:

  As $\lambda_\varepsilon \ll 1$, equation (1.45) and the identification of $V$ then yield

  \[
  \partial_t m = \text{ div } (2(\alpha v^\perp + \beta v) m) ,
  \]

  while equation (1.46) together with (1.41) leads to $\text{div } v = 0$, so that we deduce, using the relation $\text{div } v = 0$ in the form $v = \nabla^\perp \Delta^{-1} m$, and setting $p := -2\Delta^{-1} \text{ div } ((-\alpha v + \beta v^\perp) m)$,

  \[
  \partial_t v = \nabla p + 2(\alpha v + \beta v^\perp) \text{ curl } v , \quad \text{div } v = 0 .
  \]
— Critical regime $N_\varepsilon \simeq |\log \varepsilon|$ with $\lambda_\varepsilon \to \lambda \in (0, \infty)$: Equation (1.46) then becomes
\[
\lambda \partial_t v = \alpha^{-1} \nabla \cdot \mathbf{v} + 2\lambda(-\alpha v + \beta v_\perp) \nabla \cdot \mathbf{v}.
\]
— Nondilute regime $|\log \varepsilon| \ll N_\varepsilon \ll \varepsilon^{-1}$: As $\lambda_\varepsilon \gg 1$, equation (1.46) then becomes
\[
\partial_t v = 2(-\alpha v + \beta v_\perp) \nabla \cdot \mathbf{v}.
\]

In these different regimes, with the critical choice $\lambda_\varepsilon = \frac{N_\varepsilon}{\log \varepsilon}$, the rescaled supercurrent density $\frac{1}{\lambda_\varepsilon} j_\varepsilon$ is thus expected to converge to the solution $\mathbf{v}$ of one of the above equations.

This careful heuristic argument therefore allows to predict the whole family of announced mean-field evolutions (1.19)-(1.24), and formally explains the (a priori unexpected) higher variety of possible behavior in the dissipative case depending on the vortex density regime. Note however that this formal argument relies on important unproven assumptions such as the absence of energy excess and the equipartition of energy, which are bypassed by the modulated energy approach.

1.4. Case with gauge. In the dissipative case, it is interesting to make the computations also in the case with magnetic gauge, which is the relevant physical model for superconductors. The evolution equation (1.2) is then replaced by the following, as first derived by Schmid [93] and by Gor’kov and Eliashberg [51], here written in the mixed-flow case, with strong (critically scaled) applied electric current $|\log \varepsilon| J_{\text{ex}} : \partial \Omega \to \mathbb{R}^2$ and applied magnetic field $|\log \varepsilon| H_{\text{ex}} : \partial \Omega \to \mathbb{R}$ at the boundary, and with a non-uniform pinning weight $a$,

\[
\begin{aligned}
(\alpha + i|\log \varepsilon|\beta)(\partial_t w_\varepsilon - iw_\varepsilon \Psi_\varepsilon) &= \nabla_\perp^2 B_\varepsilon w_\varepsilon + \frac{w_\varepsilon}{\varepsilon^2}(a - |w_\varepsilon|^2), & \text{in } \mathbb{R}^+ \times \Omega, \\
\sigma(\partial_t B_\varepsilon - \nabla \Psi_\varepsilon) &= \nabla_\perp \nabla \cdot B_\varepsilon + \langle iw_\varepsilon, \nabla B_\varepsilon \rangle, & \text{in } \mathbb{R}^+ \times \Omega, \\
\nabla \cdot B_\varepsilon &= |\log \varepsilon| H_{\text{ex}}, & \text{on } \mathbb{R}^+ \times \partial \Omega, \\
\n \cdot \nabla B_\varepsilon w_\varepsilon &= |w_\varepsilon| |\log \varepsilon| n \cdot J_{\text{ex}}, & \text{on } \mathbb{R}^+ \times \partial \Omega, \\
w_\varepsilon|_{t=0} &= w_\varepsilon^0,
\end{aligned}
\]

where $B_\varepsilon : \mathbb{R}^+ \times \mathbb{R}^2 \to \mathbb{R}^2$ is the gauge of the magnetic field $\nabla \cdot B_\varepsilon$, where $\Psi_\varepsilon : \mathbb{R}^+ \times \mathbb{R}^2 \to \mathbb{R}$ is the gauge of the electric field $-\partial_t B_\varepsilon + \nabla \Psi_\varepsilon$, where $\nabla B_\varepsilon := \nabla - iB_\varepsilon$ denotes the usual covariant derivative, and where the real parameter $\sigma \geq 0$ characterizes the relaxation time of the magnetic field. As the presence of the boundary creates important mathematical difficulties, we again modify the above mesoscopic model and consider a suitable version on the whole plane with boundary conditions “at infinity”. As in [102, 98], the boundary conditions can be changed into a bulk force term by a suitable change of phase in the unknown functions. Also dividing $w_\varepsilon$ by the expected density $\sqrt{a}$ and making a suitable choice of the gauge $\Psi_\varepsilon$, we arrive at the following equation for the couple $(u_\varepsilon, A_\varepsilon)$ replacing the triplet $(w_\varepsilon, B_\varepsilon, \Psi_\varepsilon)$,

\[
\begin{aligned}
\lambda_\varepsilon(\alpha + i|\log \varepsilon|\beta)\partial_t u_\varepsilon &= \nabla_\perp^2 A_\varepsilon u_\varepsilon + \frac{u_\varepsilon}{\varepsilon^2}(1 - |u_\varepsilon|^2) \\
\sigma\partial_t A_\varepsilon &= \nabla_\perp \nabla \cdot A_\varepsilon + \langle iw_\varepsilon, \nabla A_\varepsilon \rangle - \frac{1}{\varepsilon^2}|\log \varepsilon| a F_\perp(1 - |u_\varepsilon|^2), & \text{in } \mathbb{R}^+ \times \Omega, \\
u_\varepsilon|_{t=0} &= u_\varepsilon^0,
\end{aligned}
\]
with $h := \log a$, $f : \mathbb{R}^2 \to \mathbb{R}$, and $F : \mathbb{R}^2 \to \mathbb{R}^2$, where $F$ and $f$ are given explicitly in terms of $a$, $J_{ex}$, and $H_{ex}$. We refer to [98, Section 2] for the detail of the derivation of this equation from the above model. Natural quantities associated with this transformed model are the gauge-invariant supercurrent and vorticity,

$$j_\varepsilon := \langle \nabla A_\varepsilon u_\varepsilon, i u_\varepsilon \rangle, \quad \mu_\varepsilon := \text{curl} \left( j_\varepsilon + A_\varepsilon \right),$$

and the electric field

$$E_\varepsilon := -\partial_t A_\varepsilon.$$

We believe that the derivation of mean-field limit results from this gauged version of the model (1.7) does not cause any major difficulty, and can be achieved following the kind of computations performed in [95, Appendix C]. Formally, the corresponding results to Theorem 1 are the convergences

$$\frac{j_\varepsilon}{N_\varepsilon} \to v, \quad \frac{\mu_\varepsilon}{N_\varepsilon} \to m := \text{curl} \, v + H, \quad \frac{\text{curl} \, A_\varepsilon}{N_\varepsilon} \to H, \quad \frac{E_\varepsilon}{N_\varepsilon} \to E,$$

where the limiting triplet $(v, H, E)$ satisfies, in the dilute regime (GL$_1$),

$$\begin{cases}
\partial_t v - E = \nabla p + (\alpha - J\beta)(\nabla \hat{h} - \hat{F} - 2v) \, m, \\
\partial_t H = -\text{curl} \, E, \\
-\sigma E = v + \nabla \cdot H, \quad \text{div} \, v = 0,
\end{cases} \tag{1.47}$$

and in the critical regime (GL$_2$),

$$\begin{cases}
\partial_t v - E = \alpha^{-1} \nabla (\hat{a}^{-1} \text{div} \, (\hat{a} v)) + (\alpha - J\beta)(\nabla \hat{h} - \hat{F} - 2\lambda v) \, m, \\
\partial_t H = -\text{curl} \, E, \\
-\sigma E = v + \nabla \cdot H,
\end{cases} \tag{1.48}$$

while in the non-critical scalings (GL$_{1}'$)–(GL$_{2}'$) the equations are obtained from the above by removing the nonlinear interaction terms $vm$. The structure of these equations is maybe more transparent at the level of the vorticity $m := \text{curl} \, v + H$: the system (1.47) takes the form

$$\begin{cases}
\partial_t m = \text{div} \left( (\alpha - J\beta)(\nabla \hat{h} - \hat{F} + 2\lambda v) \, m \right), \\
\sigma \partial_t H - \Delta H + H = m, \\
\text{div} \, v = 0, \quad \text{curl} \, v = m - H
\end{cases}$$

while (1.48) becomes for $\sigma > 0$,

$$\begin{cases}
\partial_t m = \text{div} \left( (\alpha - J\beta)(\nabla \hat{h} - \hat{F} + 2\lambda v) \, m \right), \\
\partial_t d - \alpha^{-1} \Delta d + \alpha^{-1} \text{div} \, (d \nabla \hat{h}) + \frac{1}{\sigma} d \\
= -\frac{1}{\sigma} \hat{a} \nabla \hat{h} \cdot \nabla \cdot H + \text{div} \left( (\alpha - J\beta)(\nabla \hat{h} - \hat{F} - 2\lambda v) \hat{a} m \right), \\
\sigma \partial_t H - \Delta H + H = m, \\
\text{div} \, (\hat{a} v) = d, \quad \text{curl} \, v = m - H,
\end{cases}$$

that is, a continuity equation for $m$ coupled with a linear heat equation for $H$, and in the case (1.48) further coupled with a convection-diffusion equation for the divergence $d := \text{div} \, (\hat{a} v)$. For simplicity, we only focus in this work on the model without gauge (1.7).
1.5. **Further questions: homogenization regimes.** So far, we have considered the mean-field regime for the vortices with a pinning force \( \nabla h \) which varies at the macroscopic scale. However, the most interesting situation from the modeling viewpoint is to let the pinning weight \( a \) oscillate quickly at some mesoscopic scale \( \eta \ll 1 \). In real-life materials, the way in which the impurities are inserted typically leads them to be uniformly and randomly scattered in the sample. This is naturally modeled as

\[
\hat{a}(x) := \hat{a}^0(x, \frac{1}{\eta_0} x)^{\eta_0},
\tag{1.49}
\]

where for all \( x \) the function \( \hat{a}^0(x, \cdot) \) is a typical realization of some \( (\varepsilon\text{-independent) non-negative stationary random field} \), and the pinning force then takes the form

\[
\nabla \hat{h}(x) = \nabla_2 \hat{h}^0(x, \frac{1}{\eta_0} x) + \eta \nabla \hat{h}^0(x, \frac{1}{\eta_0} x),
\tag{1.50}
\]

in terms of \( \hat{h} := \log \hat{a} \) and \( \hat{h}^0 := \log \hat{a}^0 \). We refer to \( \eta \) as the “pin separation”, and for simplicity we assume that \( \hat{a}^0 \) is periodic in its second variable.

This leads to the question of combining the mean-field limit for the Ginzburg-Landau vortex dynamics with a homogenization limit. In other words, can one perform the derivation of a limiting equation as \( \varepsilon \downarrow 0, N \varepsilon \uparrow \infty, \) and \( \eta \downarrow 0, \) and in which regimes does it hold? While the homogenization of the (static) Ginzburg-Landau energy functional with pinning has been studied in some settings [3, 4, 38], we believe that these homogenization questions in the dynamical case are particularly challenging. They are in fact already very hard for just a finite number of vortices: studying the limit as \( \eta \downarrow 0 \) of the discrete dynamics (1.3) with pinning force of the form (1.50) is a homogenization question for a system of nonlinear coupled ODEs and is notoriously difficult. This difficulty is related to the complexity of the collective effects of the interacting vortices and to the possible “glassy” properties predicted by physicists for such systems [49] due to the subtle competition between vortex interactions and disorder. Justifying suitable homogenized mean-field equations is thus a crucial question since such equations should enclose all the key dynamical properties of vortex matter; we briefly comment on it below.

1.5.1. **Diagonal and non-diagonal regimes.** As explained in Section 9.1, our modulated energy methods are not adapted to include homogenization effects: they only allow to treat a diagonal regime, that is, when the pin separation \( \eta \) tends very slowly to 0, in which case the homogenization limit can simply be performed after the mean-field limit. The limiting behavior of the rescaled supercurrent \( \frac{\lambda}{N \lambda_0} F \) is then reduced to that of the mean-field equations (1.19)–(1.22) with wiggly pinning force (1.50), that is, a (periodic) homogenization problem for the mean-field equations.

**Corollary 1.5.** Let the same assumptions hold as in Theorem 1, with a wiggly pinning weight (1.49). In the regime \( (\text{GL}_2) \), we restrict to the parabolic case. Then there exists a sequence \( \eta_{0} \downarrow 0 \) (depending on all the data of the problem) such that for \( \eta_{0} \ll \eta \ll 1 \) the same conclusions hold as in Theorem 1 in the form \( \Delta \hat{j}_e - \tilde{\alpha} \to 0 \), where \( \tilde{\alpha} \) denotes the unique global (smooth) solution of the corresponding mean-field equation (1.19)–(1.22) with \( \nabla \hat{h}(x) \) replaced by the wiggly pinning force \( \nabla_2 \hat{h}^0(x, \frac{1}{\eta_0} x) \).

\[\small\bigtriangleup\]

In non-diagonal regimes, as our modulated energy approach fails, we only manage to justify the following minor rigorous result: In the case with negligible interactions and negligible applied current, that is,

\[
\alpha > 0, \ N \varepsilon \ll |\log \varepsilon|, \ \frac{N}{|\log \varepsilon|} \ll \lambda_0 \ll 1, \ h = \lambda_0 \hat{h}, \ F = \lambda'_0 \hat{F}, \ \lambda'_0 \ll \lambda_0,
\]

...
the vorticity is shown to remain “stuck” in the limit, that is, to converge at all times to its initial data (cf. Proposition 9.2). This is a particular case of the stick-slip phenomenon discussed below. The rigorous treatment of all other regimes, including the commutation of the limits $\varepsilon \downarrow 0$, $N \uparrow \infty$, and $\eta \downarrow 0$, is left as an open question. For particle systems with smooth interactions, this commutation problem is easier to settle and is discussed in the forthcoming work [41].

1.5.2. Homogenization of mean-field equations. In view of Corollary 1.5, it is natural to consider the homogenization limit of the mean-field equations (1.19)–(1.22) with wiggly pinning force $\nabla \hat{h}(x) = \nabla_2 \hat{h}_0(x, \frac{1}{\eta} x)$. This topic is very delicate on its own, with the same kind of difficulties as for the homogenization of the discrete system (1.3) of coupled ODEs. We first consider the scaling with negligible vortex interactions, which leads to a well-defined linear limiting equation, and we discuss its stick-slip properties, before turning to the general nonlinear case.

(i) Negligible interactions: linear stick-slip law.

In the regime of negligible vortex interactions (cf. (GL′ 1)–(GL′ 2)), particles are independent and the mean-field equations are reduced to a linear continuity equation (1.28) for the vorticity (with a compressible vector field), which is much easier to handle. The homogenization of such an equation is easily understood in 1D [1], but it becomes surprisingly more subtle in higher dimensions: the 2D periodic case was first investigated by Menon [73] and is still partially open. The situation becomes much simpler if the applied current $\hat{F}$ is a constant and if the wiggly pinning weight is independent of the macroscopic variable, that is,

$$\hat{a}(x) := \hat{a}^0 \left( \frac{1}{\eta x} \right)^{\eta x}, \quad \nabla \hat{h}(x) = \nabla \hat{h}_0 \left( \frac{1}{\eta x} \right). \quad (1.51)$$

The wiggly linear continuity equation for the mean-field vorticity $\tilde{m}_x$ then takes the form

$$\partial_t \tilde{m}_x = \text{div} \left( (\alpha - \beta) (\nabla \hat{h}_0 \left( \frac{x}{\eta} \right) - \hat{F}) \tilde{m}_x \right),$$

which is known as a washboard system in the physics literature. The homogenization of this equation is a particular case of the nonlinear results in [33] (see also [42, 56] in the incompressible case and [45, 32] in the linear Hamiltonian case), but a more accurate asymptotic description without well-preparedness assumption is postponed to a forthcoming work [41].

The behavior of the vorticity $\tilde{m}_x$ is intuitively easily understood: If $\hat{F} = 0$, the vorticity is attracted towards the local wells of the pinning potential $\eta \hat{h}_0 \left( \frac{x}{\eta} \right)$. Otherwise, a constant applied force $\hat{F} \neq 0$ can be absorbed into the term $\nabla \hat{h}_0 \left( \frac{x}{\eta} \right)$ by adding an affine function to the pinning potential, which effectively tilts the potential landscape into a washboard-shaped graph. Beyond some positive value of the intensity $|\hat{F}|$, the tilted potential has no local minimum, leading the particle to fall in the direction of $\hat{F}$, while below this critical value the vorticity remains pinned. Such a behavior is known as a stick-slip law, and the critical value of the applied force corresponds to the so-called depinning current. More precisely, the dynamics of the homogenized vorticity $\tilde{m}$ is characterized by a linear transport equation

$$\partial_t \tilde{m} = - \text{div} (V(\hat{F}) \tilde{m}),$$

where $V(\hat{F})$ is the velocity field of the applied force $\hat{F}$.
with homogenized velocity field given by

$$V(\hat{F}) := -\int_Q \Gamma^\hat{F}(y) \, d\mu^\hat{F}(y),$$

(1.52)

where $\mu^\hat{F}$ is an invariant measure for the dynamics associated with the periodic vector field $\Gamma^\hat{F} := (\alpha - J\beta)(\nabla h_0 - \hat{F})$ on the torus $Q$. The stick-slip behavior is easily recovered from this formula (cf. Figure 1a): for small $|\hat{F}|$ any invariant measure $\mu^\hat{F}$ is concentrated at fixed points, hence $V(\hat{F}) = 0$, meaning that the vorticity gets stuck, while for large $|\hat{F}|$ the measure $\mu^\hat{F}$ becomes non-trivial, hence $V(\hat{F}) \neq 0$, meaning that the vorticity is transported. Note that the response $\hat{F} \mapsto V(\hat{F})$ is not smooth at the depinning threshold, but typically has a square-root behavior,

$$V(\hat{F}) \propto (|\hat{F}| - |\hat{F}_c|)^{1/2},$$

(1.53)

for $|\hat{F}|$ close to the critical intensity $|\hat{F}_c|$, cf. [41]. Such a frictional stick-slip dynamics is well-known in various 1D systems [12, 52, 36].

(ii) Non-negligible interactions: nonlinear stick-slip law.

In the regimes (GL1) and (GL2), vortex interactions can no longer be neglected in the mean-field equations (1.19) and (1.20). Considering these equations with wiggly pinning force (1.51) and taking the homogenization limit, a formal 2-scale expansion leads to nonlocal nonlinear homogenized continuity equations for the homogenized vorticity $\tilde{m}$: setting $W(\tilde{v};\hat{F})(x) := V(\hat{F} - 2\tilde{v}^\perp(x))$ with $V$ defined as in (1.52), we find in the case (1.19),

$$\begin{cases}
\partial_t \tilde{m} = -\text{div} \left(W(\tilde{v};\hat{F}) \tilde{m}\right), \\
\text{curl} \tilde{v} = \tilde{m},
\end{cases}$$

(1.54)

and in the case (1.20) with $\alpha = 1$, $\beta = 0$,

$$\begin{cases}
\partial_t \tilde{m} = -\text{div} \left(W(\tilde{v};\hat{F}) \tilde{m}\right), \\
\partial_t \tilde{d} = \Delta \tilde{d} - \text{div} \left(W(\tilde{v};\hat{F})^\perp \tilde{m}\right), \\
\text{curl} \tilde{v} = \tilde{m}, \quad \text{div} \tilde{v} = \tilde{d}.
\end{cases}$$

A rigorous justification of this homogenization limit is particularly challenging due to the nonlocal nonlinear character of the mean-field equations (1.19)–(1.20) and to their strong instability as $\eta \downarrow 0$. As shown in a forthcoming work [41], these questions can be partially solved if Coulomb interactions in (1.19) are replaced by smooth interactions, that is, if we rather consider a mean-field equation of the form

$$\partial_t \tilde{m}_e = \text{div} \left( (\nabla \tilde{h}(\frac{\tilde{v}}{|\tilde{v}|}) - \hat{F} - 2\nabla g \ast \tilde{m}_e) \tilde{m}_e \right),$$

for some smooth interaction potential $g$. The relation curl $\tilde{v} = \tilde{m}$ in the formal homogenized equation (1.54) is then replaced by $\tilde{v} = \nabla^\perp g \ast \tilde{m}$. Note however that the well-posedness of the homogenized equation remains unclear since the vector field $W(\tilde{v};\hat{F})$ is in general not Lipschitz continuous even for smooth $\tilde{v}$ due to (1.53).

Heuristically, the stick-slip picture remains the same as in the case of negligible interactions: For small $\hat{F}$ the vorticity $\tilde{m}$ first spreads due to the vortex repulsive...
interaction until the interaction force $\tilde{v}$ becomes small enough such that $W(\tilde{v}; \hat{F}) = 0$ and the vorticity then remains stuck. The mean velocity of the system

$$V_m(\hat{F}) := \lim_{t \to \infty} \frac{1}{t} \int_0^t \int_{\mathbb{R}^2} W(\tilde{v}^s, \hat{F}) d\tilde{m}^s ds$$

is thus expected to satisfy a similar stick-slip law. Nevertheless, the precise picture should be very different at the depinning threshold: the mean velocity is expected to be non-smooth, but, compared to the case without interaction (1.53), the value $|\hat{F}_c|$ of the threshold and the value $\frac{1}{2}$ of the depinning exponent are expected to be radically different, in link with the glassy properties of the system, as predicted in the physics literature [76, 79, 26] (see also [49, Section 5]). Indeed, due to the competition between the pinning potential and the vortex interaction, the vortices are expected to move as a coherent elastic object in a heterogeneous medium, yielding very particular glassy properties, but a rigorous justification is still missing.

Since vortices are elastically coupled by the interaction, the problem is formally analogous to the motion of elastic systems in disordered media, which is indeed the framework considered in the above-cited physics papers. In this spirit, a considerable attention has been devoted in the physics community to the simpler Quenched Edwards-Wilkinson model for elastic interface motion in disordered media [62, 16]. These questions are also related (although again for different models) to the recent rigorous homogenization results for the forced mean curvature equation and for more general geometric Hamilton-Jacobi equations [7].

**Remark 1.6.** Although deriving a nonlinear stick-slip law based on the mesoscopic model seems out of reach, a rigorous analysis is possible on a very short timescale: For $t = O(\eta \varepsilon)$, in each (mesoscopic) periodicity cell, the vorticity is shown to concentrate on the support of the invariant measure associated with the initial vector field (cf. Proposition 9.1). This mesoscopic initial-boundary layer result is in agreement with the above description of the dynamics on larger timescales as transport takes place “along” invariant measures. 
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(A) No thermal noise: stick-slip law. (B) With thermal noise: Arrhenius law.

**Figure 1.** Typical current-velocity characteristics in the case of negligible vortex interactions.
1.5.3. System with thermal noise. Different stochastic variants of the Ginzburg-Landau equation have been introduced in the physics literature in order to model the effect of thermal noise in type-II superconductors [94, 54, 34] (see also [99, 46, 47, 101] for corresponding stochastic versions of the mixed-flow Gross-Pitaevskii equation to model thermal and quantum noise in Bose-Einstein condensates). Although we do not study here the mean-field limit problem for such models, we expect that for a finite number \( N \) of vortices in the limit \( \varepsilon \downarrow 0 \) the thermal noise acts on the vortices as \( N \) independent Brownian motions: more precisely, in the regime \((\text{GL}_1)\), the limiting trajectories \((x_i)_{i=1}^N\) of the \( N \) vortices are expected to satisfy the following system of coupled SDEs instead of \((1.3)\) (cf. e.g. [43, Section III.B]),

\[
(\alpha + J \beta) dx_i = \left( - N^{-1} \nabla x_i W_N(x_1, \ldots, x_N) - \nabla \hat{h}(x_i) + \hat{F}(x_i) \right) dt + \sqrt{2T} dB^i_t,
\]

where \( B^1, \ldots, B^N \) are \( N \) independent 2D Brownian motions. Such macroscopic phenomenological models, where the thermal noise acts via random Langevin kicks, are abundantly used by physicists [13, 49, 83]. In the case of a diverging number of vortices \( N \varepsilon \gg 1 \), in the regime \((\text{GL}_1)\), it is then natural to postulate that a good phenomenological model for the (formal) mean-field supercurrent density \( v \) is given as the mean-field limit of the particle system \((1.55)\), that is, the following viscous version of \((1.19)\),

\[
\begin{align}
\partial_t v &= \nabla_p + (\alpha - J \beta)(\nabla \cdot \hat{h} - \hat{F} - 2v) \text{curl} v + T \Delta v, \\
\text{div} v &= 0, \quad v|_{t=0} = v^o.
\end{align}
\]

In the regimes \((\text{GL}_2)\) and \((\text{GL}_3)\) we rather consider corresponding viscous versions of \((1.20)\) and \((1.23)\), while in the regimes \((\text{GL}_1')\) and \((\text{GL}_2')\) these viscous equations should be replaced by their versions without interaction term. In this viscous context, we may now consider the homogenization problem for the mean-field model \((1.56)\) with wiggly pinning force \( \nabla \hat{h}(x) = \nabla \hat{h}_0(\frac{1}{\varepsilon} x) \). We naturally restrict attention to the critical scaling for the temperature, that is, \( T := \eta \varepsilon T_0 \) for some fixed \( T_0 > 0 \). We first consider the scaling with negligible vortex interactions before turning to the general nonlinear case.

(i) Negligible interactions: Arrhenius law.
If interactions are neglected, we are reduced to the following wiggly linear continuity equation for the mean-field vorticity \( \bar{m}_\varepsilon \),

\[
\partial_t \bar{m}_\varepsilon = \text{div} \left( ((\alpha - J \beta)(\nabla \hat{h}_0(\frac{1}{\varepsilon} x) - \hat{F}) \bar{m}_\varepsilon + \eta \varepsilon T_0 \Delta \bar{m}_\varepsilon. \]

The homogenization of this equation is a particular case of the nonlinear results in [31], although the argument can be considerably simplified here, cf. [41]. The dynamics of the homogenized vorticity \( \bar{m} \) is characterized by a linear transport equation

\[
\partial_t \bar{m} = - \text{div} (V_{\bar{T}_0}(\hat{F}) \bar{m}),
\]

with homogenized velocity field given by the following viscous analogue of \((1.52)\),

\[
V_{\bar{T}_0}(\hat{F}) := - \int_Q \Gamma \hat{F} d\mu_{\bar{T}_0},
\]
where $\mu_{T_0}^\hat{F}$ is the $T_0$-viscous invariant measure for the dynamics associated with the periodic vector field $\Gamma^\hat{F} := (\alpha - \beta)(\nabla \hat{h}^0 - \hat{F})$ on the torus $Q$, that is, the unique probability measure on $Q$ satisfying

$$T_0 \triangle \mu_{T_0}^\hat{F} + \operatorname{div}(\Gamma^\hat{F} \mu_{T_0}^\hat{F}) = 0.$$ 

For $T_0 > 0$, since the viscous invariant measure $\mu_{T_0}^\hat{F}$ vanishes nowhere on $Q$, we find $V_{T_0}(\hat{F}) \neq 0$ for all $\hat{F} \neq 0$: the vorticity can never get stuck in local wells of the pinning potential. The precise behavior of $V_{T_0}(\hat{F})$ for $\hat{F}$ close to 0 is of particular interest. Heuristically, the current $\hat{F} \neq 0$ tilts the energy landscape, and the energy barriers of size $\text{osc} \hat{h}_0 := \max \hat{h}_0 - \min \hat{h}_0$ are overcome by thermal activation even for small $F_0 \neq 0$. The velocity law for this so-called thermally assisted flux flow is expected to satisfy the classical Arrhenius law from statistical thermodynamics (cf. e.g. [49, Section 5.1]),

$$V_{T_0}(\hat{F}) \propto T_0^{-1} \exp \left( - T_0^{-1} \text{osc} \hat{h}_0 \right) \hat{F},$$

for $|\hat{F}| \ll T_0 \ll 1$, that is, the response is linear but exponentially small with respect to the inverse temperature. This is easily checked in 1D [41] and is related to the Eyring-Kramers formula [15, 53]. The typical velocity law is plotted in Figure 1b.

(ii) Non-negligible interactions: creep law.

We turn to the homogenization limit of equation (1.56) with wiggly pinning force $\nabla \hat{h}(x) = \nabla \hat{h}_0(\frac{1}{\eta} x)$ and with $T = \eta T_0$. A formal 2-scale expansion leads to the non-local nonlinear homogenized continuity equation (1.54) for the homogenized vorticity $\tilde{m}$ with $W(\tilde{v}; \hat{F})$ replaced by its viscous analogue $V_{T_0}(\tilde{v}; \hat{F})(x) := V_{T_0}(\hat{F} - 2\tilde{v}^\perp(x))$ with $V_{T_0}$ defined as in (1.58). A rigorous justification of this homogenization limit is particularly challenging but we show in a forthcoming work [41] that it can be entirely solved if Coulomb interactions in (1.56) are replaced by smooth interactions, and the homogenized equation is then well-posed.

As in the case without temperature, due to the competition between pinning and vortex interactions, the precise dynamical properties of the homogenized vorticity are expected to change dramatically with respect to the case of negligible interactions, in link with the expected glassy properties of the system [49]. The main manifestation is visible in the low-current low-temperature limit ($|\hat{F}| \ll T_0 \ll 1$), where the linear Arrhenius law (1.59) is now expected to break down, being replaced by a so-called creep law: the mean velocity is expected to depend nonlinearly on the current and to have all vanishing derivatives with respect to $\hat{F}$ at 0. This was first predicted by physicists for related elastic interface motion models [77, 55] and then adapted to vortex systems [44, 78, 50, 25, 26] (see also [49, Section 5] and references therein), but a rigorous justification is still missing. Note that the key influence of vortex interactions on the dynamics is exemplified in a simplified 1D model in [43, Section IV].
2. Discussion of the mesoscopic model

For future reference, note that in each of the considered regimes (GL₁), (GL₂), (GL₃), (GL₁'), (GL₂'), and (GP), due to the explicit choice (1.8) of the zeroth-order term \( f \), the following scalings hold,

(a) **Dissipative case, non-decaying setting:**

\[
\| \nabla h \|_{W^{1,\infty}} \lesssim 1 \wedge \lambda \varepsilon, \quad \| F \|_{W^{1,\infty}} \lesssim \lambda \varepsilon, \tag{2.1}
\]

\[
\| f \|_{W^{1,\infty}} \lesssim 1 \wedge \lambda \varepsilon + \lambda^2 \| \log \varepsilon \|^2 \lesssim \lambda^2 \| \log \varepsilon \|^2;
\]

(b) **Conservative case, decaying setting:**

\[
\| \nabla h \|_{H^{1,\infty}} \lesssim 1, \quad \| F \|_{H^{1,\infty}} \lesssim \lambda \varepsilon, \tag{2.2}
\]

\[
\| f \|_{H^{1,\infty}} \lesssim 1 + \lambda^2 \| \log \varepsilon \|^2 \lesssim \lambda^2.
\]

2.1. **Derivation of the modified mesoscopic model.** In this section we justify the modified model (1.7) based on the 2D mixed-flow Ginzburg-Landau model (1.2) without gauge. For that purpose, as in [102, 98], we transform the rescaled order parameter \( \sqrt{a} w_\varepsilon \) in order to turn the Neumann boundary condition into a homogeneous one, which makes the applied electric current \( J_{ex} \) appear as a bulk term in the equation. For that purpose, we assume that \( a = 1 \) holds on the boundary \( \partial \Omega \), and that the total incoming current equals the total outgoing current, that is, \( \int_{\partial \Omega} n \cdot J_{ex} = 0 \). We then have \( \int_{\partial \Omega} an \cdot J_{ex} = 0 \), so that there exists a unique solution \( \psi \in H^1(\Omega) \) of

\[
\begin{cases}
\text{div} (a \nabla \psi) = 0, & \text{in } \Omega, \\
n \cdot \nabla \psi = n \cdot J_{ex}, & \text{on } \partial \Omega.
\end{cases}
\]

Defining the modified order parameter \( u_\varepsilon := e^{-i|\log \varepsilon|^2} \sqrt{a} w_\varepsilon \), a straightforward computation leads to

\[
\begin{cases}
\lambda \varepsilon (\alpha + i|\log \varepsilon|^2) \partial_t u_\varepsilon = \Delta u_\varepsilon + \frac{au_\varepsilon}{\sqrt{a}} (1 - |u_\varepsilon|^2) \\
 + \nabla h \cdot \nabla u_\varepsilon + i|\log \varepsilon|^2 F_\varepsilon \cdot \nabla u_\varepsilon + f u_\varepsilon, & \text{in } \mathbb{R}^+ \times \Omega, \\
n \cdot (u_\varepsilon \sqrt{a}) = 0, & \text{on } \mathbb{R}^+ \times \partial \Omega,
\end{cases}
\]

where we have set

\[
h := \log a, \quad F := -2 \nabla \psi, \quad \text{and} \quad f := \frac{\Delta \sqrt{a}}{\sqrt{a}} - \frac{1}{4} \| \log \varepsilon \|^2 |F|^2. \tag{2.4}
\]

Note that the vector field \( F \) satisfies \( \text{div} (aF) = 0 \). In order to avoid delicate boundary issues\(^3\), a natural approach consists in sending the boundary \( \partial \Omega \) to infinity and studying the corresponding problem on the whole plane \( \mathbb{R}^2 \). The assumption \( a|_{\partial \Omega} = 1 \) is then replaced by

\[
a(x) \rightarrow 1 \quad (\text{that is, } h(x) \rightarrow 0) \quad \text{and} \quad \nabla h(x) \rightarrow 0, \quad \text{as } |x| \uparrow \infty,
\]

3. Another way to avoid boundary issues is to rather consider the equation on the torus. The total degree of the order parameter \( u_\varepsilon \) on a period would then however vanish: in order to describe a non-trivial vorticity with distinguished sign, we should rather work with the Ginzburg-Landau model with gauge. As explained in Section 1.4, working with the gauge does not cause any major difficulty, but it makes all computations heavier, which we wanted to avoid.
while \( F, f \) are simply assumed to be bounded. Noting that this condition implies \( 2\nabla \sqrt{a} = \sqrt{a} \nabla h \to 0 \) at infinity, the Neumann boundary condition in (2.3) formally translates into \( \frac{u_e}{|x|} \cdot \nabla u_e \to 0 \) at infinity. Further imposing the natural condition \( |u_e| \to 1 \) at infinity, we look for a global solution \( u_e : \mathbb{R}^+ \times \mathbb{R}^2 \to \mathbb{C} \) of (1.7) with fixed total degree \( \deg u_e = N_e \in \mathbb{Z} \), and with

\[
|u_e| \to 1 \quad \text{and} \quad \frac{x}{|x|} \cdot \nabla u_e \to 0, \quad \text{as} \ |x| \uparrow \infty.
\]

If the fields \( F \) and \( f \) do not decay at infinity, the solution \( u_e \) may display a possibly complicated advection structure at infinity, as explained in Section 2.2 below: it is then unclear whether the above properties at infinity are satisfied and even whether the total degree of \( u_e \) is well-defined. As a more precise description of \( u_e \) at infinity is anyway not relevant for our purposes, it is not pursued here.

For simplicity, we may rather truncate \( F \) and \( f \) at infinity, thus focusing on the local behavior of the solution \( u_e \) in a bounded set. In the conservative case, our results are limited to this decaying setting. Note that one of the conditions \( \text{div} F = \text{curl} (aF) = 0 \) must then be relaxed: we may for instance truncate \( \psi \) and define \( F \) via formula (2.4), so that only the condition \( \text{div} F = 0 \) is preserved. Since there is no advection at infinity in this setting, the solution \( u_e \) will be shown to satisfy the desired properties at infinity.

**Remark 2.1.** Rather than normalizing \( w_e \) by the expected density \( \sqrt{a} \), another natural choice is to normalize by a minimizer \( \gamma_e \) of the weighted Ginzburg-Landau energy [68], that is, a nonvanishing solution of

\[
\begin{aligned}
-\Delta \gamma_e &= \frac{1}{\varepsilon}(a - |\gamma_e|^2), & \text{in} \quad \Omega, \\
n \cdot \nabla \gamma_e &= 0, & \text{on} \quad \partial \Omega.
\end{aligned}
\]

Setting \( \tilde{u}_e := e^{-i|\log \varepsilon|\psi} \frac{1}{\gamma_e} w_e \) with \( \psi \) as before, we find

\[
\lambda_e (\alpha + i|\log \varepsilon|) \partial_t \tilde{u}_e = \triangle \tilde{u}_e + \frac{\gamma_e^2 \tilde{u}_e}{\varepsilon^2} (1 - |\tilde{u}_e|^2) + \nabla \tilde{h} \cdot \nabla \tilde{u}_e + i|\log \varepsilon| \tilde{F} \cdot \nabla \tilde{u}_e + \tilde{f} \tilde{u}_e,
\]

in terms of \( \tilde{h} := \log \gamma_e^2, \tilde{F} := -2 \nabla \psi, \) and \( \tilde{f} := -\frac{1}{4}|F|^2, \) and we are thus reduced to a similar equation as before.\( \diamond \)

**2.2. Well-posedness of the modified mesoscopic model.** In this section, we address the global well-posedness of the modified mesoscopic model (1.7), both in the dissipative and in the conservative cases. In the dissipative case, global well-posedness is established in the space \( L^\infty_{\text{loc}}(\mathbb{R}^+; H^1_{\text{uloc}}(\mathbb{R}^2; \mathbb{C})) \) for general non-decaying data \( h, F, f \), but no precise description of the solution at infinity is obtained, due to a possibly subtle advection structure at infinity: it is not even clear whether the total degree of the solution is well-defined. This difficulty originates in the possibility of instantaneous creation of many vortex dipoles at infinity for fixed \( \varepsilon > 0 \) due to pinning and applied current, although these dipoles are shown to necessarily disappear at infinity in the limit \( \varepsilon \downarrow 0 \) e.g. as a consequence of our mean-field results. In contrast, in the conservative case, we must restrict to decaying data \( h, F, f \), in which case no advection can occur at infinity. As is classical since the work of Bethuel and Smets [11] (see also [75]), we then consider global well-posedness in an affine space \( L^\infty_{\text{loc}}(\mathbb{R}^+; U_e + H^1(\mathbb{R}^2; \mathbb{C})) \) for some “reference map” \( U_e \), which is typically chosen smooth and equal (in polar coordinates) to \( e^{iN_e \theta} \) outside a ball at the origin, for some...
given $\mathcal{N}_\varepsilon \in \mathbb{Z}$, thus imposing for $u_\varepsilon$ a fixed total degree $N_\varepsilon$ at infinity. More generally, we may consider the following space of admissible reference maps,

$$E_1(\mathbb{R}^2) := \{ U \in L^\infty(\mathbb{R}^2; \mathbb{C}) : \nabla^2 U \in H^1(\mathbb{R}^2; \mathbb{C}), \nabla |U| \in L^2(\mathbb{R}^2), 1 - |U|^2 \in L^2(\mathbb{R}^2), \nabla U \in L^p(\mathbb{R}^2; \mathbb{C}) \forall p > 2 \}.$$ 

Our global well-posedness results are summarized in the following; finer results and detailed proofs are given in Appendix A, including additional regularity statements.

**Proposition 2.2** (Well-posedness of the mesoscopic model).

(i) Dissipative case ($\alpha > 0$, $\beta \in \mathbb{R}$), non-decaying setting:

Let $h \in W^{1,\infty}(\mathbb{R}^2)$, $a := e^h$, $F \in L^\infty(\mathbb{R}^2)^2$, $f \in L^\infty(\mathbb{R}^2)$, and $u_0^\varepsilon \in H^1_{uloc}(\mathbb{R}^2; \mathbb{C})$. Then there exists a unique global solution $u_\varepsilon \in L^\infty_{loc}(\mathbb{R}^+; H^1_{uloc}(\mathbb{R}^2; \mathbb{C}))$ of (1.7) in $\mathbb{R}^+ \times \mathbb{R}^2$ with initial data $u_0^\varepsilon$, and this solution satisfies $\partial_t u_\varepsilon \in L^\infty_{loc}(\mathbb{R}^+; L^2_{uloc}(\mathbb{R}^2; \mathbb{C}))$.

(ii) Conservative case ($\alpha = 0$, $\beta = 1$), decaying setting:

Let $h \in W^{3,\infty}(\mathbb{R}^2)$, $\nabla h \in H^2(\mathbb{R}^2)^2$, $a := e^h$, $F \in H^1(\mathbb{R}^2)$, $f \in H^2(\mathbb{R}^2)$, and $u_0^\varepsilon \in U + H^2(\mathbb{R}^2; \mathbb{C})$ for some $U \in E_1(\mathbb{R}^2)$. Then there exists a unique global solution $u_\varepsilon \in L^\infty_{loc}(\mathbb{R}^+; U + H^2(\mathbb{R}^2; \mathbb{C}))$ of (1.7) in $\mathbb{R}^+ \times \mathbb{R}^2$ with initial data $u_0^\varepsilon$, and this solution satisfies $\partial_t u_\varepsilon \in L^\infty_{loc}(\mathbb{R}^+; L^2(\mathbb{R}^2; \mathbb{C}))$.

**Proof.** Item (i) follows from Proposition A.2. We turn to item (ii). By Proposition A.1(ii), the assumptions in the above statement ensure the existence of a unique global solution $u_\varepsilon \in L^\infty_{loc}(\mathbb{R}^+; U + H^2(\mathbb{R}^2; \mathbb{C}))$. This directly implies that $\triangle u_\varepsilon, \nabla h \cdot \nabla u_\varepsilon, F^\perp \cdot \nabla u_\varepsilon$, and $f u_\varepsilon$ belong to $L^\infty_{loc}(\mathbb{R}^+; L^2(\mathbb{R}^2; \mathbb{C}))$. Using the Sobolev embedding of $H^1(\mathbb{R}^2)$ into $L^2(\mathbb{R}^2)$, and decomposing $u_\varepsilon(1 - |u_\varepsilon|^2)$ in terms of $u_\varepsilon = U + \hat{u}_\varepsilon$ with $\hat{u}_\varepsilon \in L^\infty_{loc}(\mathbb{R}^+; H^2(\mathbb{R}^2; \mathbb{C}))$, we further deduce that $u_\varepsilon(1 - |u_\varepsilon|^2)$ belongs to $L^\infty_{loc}(\mathbb{R}^+; L^2(\mathbb{R}^2; \mathbb{C}))$. Inserting this into equation (1.7) yields the claimed integrability of $\partial_t u_\varepsilon$. \qed

Although a detailed proof is given in Appendix A, we include here a brief description of the strategy. In the dissipative case with decaying data $h, F, f$, the arguments in [11, 75] are easily adapted to the present context with both pinning and applied current. The conservative regime is more delicate and we use the structure of the equation to make a change of variables that usefully transforms the first-order terms into zeroth-order ones. The additional regularity assumptions in item (ii) above are precisely needed for this transformation to be well-behaved. Finally, the general result stated in item (i) for the dissipative case with non-decaying data is deduced from the corresponding result with decaying data by a careful approximation argument in the space $H^1_{uloc}(\mathbb{R}^2; \mathbb{C})$.

### 3. Preliminaries on the mean-field equations

As explained, it is convenient to first compare the rescaled supercurrent density $\frac{1}{\varepsilon} j_\varepsilon$ with an intermediate $\varepsilon$-dependent approximation $v_\varepsilon : \mathbb{R}^+ \times \mathbb{R}^2 \to \mathbb{R}^2$, which is better adapted to the $\varepsilon$-dependence of the pinning potential and which is shown in a second step to converge to the correct limit $v$. In all considered regimes, we derive equations for $v_\varepsilon$ of the form

$$\partial_t v_\varepsilon = \nabla p_\varepsilon + \Gamma_\varepsilon \operatorname{curl} v_\varepsilon, \quad v_\varepsilon|_{t=0} = v_0^\varepsilon,$$

for some smooth pressure $p_\varepsilon : \mathbb{R}^2 \to \mathbb{R}$ and some smooth vector field $\Gamma_\varepsilon : \mathbb{R}^2 \to \mathbb{R}^2$. The pressure will either be taken proportional to $a^{-1} \operatorname{div}(a v_\varepsilon)$, or be the Lagrange multiplier.
associated with the constraint \( \text{div} (av_\varepsilon) = 0 \). Until Section 6, we only manipulate these quantities \( v_\varepsilon, p_\varepsilon, \Gamma_\varepsilon \) formally, while the suitable choice of the equation will be exploited later. In order to ensure that all our computations are licit, the following integrability and smoothness assumptions are needed.

**Assumption 3.1.**

(a) **Dissipative case** \((\alpha > 0, \beta \in \mathbb{R})\):

There exists some \( T > 0 \) such that for all \( \varepsilon > 0, t \in [0,T) \), and \( q > 2 \),

\[
\begin{align*}
\| (v_\varepsilon, \nabla v_\varepsilon^t) \|_{(L^2 + L^q) \cap L^\infty} & \lesssim_{t,q} 1, \\
\| \text{curl} v_\varepsilon^t \|_{L^1 \cap L^\infty} & \lesssim_{t} 1, \\
\| \text{div} (av_\varepsilon^t) \|_{L^2} & \lesssim_{t} 1, \\
\| p_\varepsilon^t \|_{L^2} & \lesssim_{t} \lambda_\varepsilon^{-1/2} \wedge \lambda_\varepsilon^{-1}, \\
\| \nabla p_\varepsilon^t \|_{L^2} & \lesssim_{t} 1 \wedge \lambda_\varepsilon^{-1}, \\
\| \partial_t v_\varepsilon^t \|_{L^2} & \lesssim_{t} 1 + \lambda_\varepsilon^{-1/2}, \\
\| \partial_t \text{curl} v_\varepsilon^t \|_{L^2} & \lesssim_{t} 1, \\
\| \partial_t p_\varepsilon^t \|_{L^2} & \lesssim_{t} \lambda_\varepsilon^{-1}, \\
\| \Gamma_\varepsilon^t \|_{W^{1,\infty}} & \lesssim_{t} 1, \\
\| \partial_t \Gamma_\varepsilon^t \|_{L^2} & \lesssim_{t} 1.
\end{align*}
\]

(b) **Conservative case** \((\alpha = 0, \beta = 1)\):

There exists some \( T > 0 \) such that for all \( \varepsilon > 0, t \in [0,T) \), \( q > 2 \), and \( 2 < p < \infty \),

\[
\begin{align*}
\| (v_\varepsilon^t, \nabla v_\varepsilon^t) \|_{(L^2 + L^q) \cap L^\infty} & \lesssim_{t,q} 1, \\
\| \text{curl} v_\varepsilon^t \|_{L^1 \cap L^\infty} & \lesssim_{t} 1, \\
\| \nabla v_\varepsilon^t \|_{L^2 \cap L^\infty} & \lesssim_{t} 1, \\
\| \partial_t v_\varepsilon^t \|_{L^2} & \lesssim_{t} 1, \\
\| \partial_t \text{curl} v_\varepsilon^t \|_{L^2} & \lesssim_{t} 1, \\
\| \partial_t p_\varepsilon^t \|_{L^p} & \lesssim_{t,p} 1, \\
\| \Gamma_\varepsilon^t \|_{W^{1,\infty}} & \lesssim_{t} 1, \\
\| \partial_t \Gamma_\varepsilon^t \|_{L^2} & \lesssim_{t} 1.
\end{align*}
\]

In the present section, we introduce the relevant choices for equation (3.1) and we show that the corresponding solutions \( v_\varepsilon \) exist and satisfy all the properties of Assumption 3.1. Three different choices are considered,

— **Dissipative case** (cf. Theorem 1):

In Section 6, the rescaled supercurrent \( \frac{1}{N_\varepsilon} j_\varepsilon \) is shown to remain close to the solution \( v_\varepsilon \) of the following equation,

\[
\partial_t v_\varepsilon = \nabla p_\varepsilon + \Gamma_\varepsilon \text{curl} v_\varepsilon, \quad v_\varepsilon |_{t=0} = v_\varepsilon^0, \quad \Gamma_\varepsilon := \lambda_\varepsilon^{-1} (\alpha - J \beta) \left( \nabla^\perp h - F^\perp - \frac{2N_\varepsilon}{| \log \varepsilon |} v_\varepsilon \right), \quad p_\varepsilon := (\lambda_\varepsilon \alpha a)^{-1} \text{div} (av_\varepsilon);
\]

— **Nondilute parabolic case** (cf. Theorem 2):

In Section 7, the rescaled supercurrent \( \frac{1}{N_\varepsilon} j_\varepsilon \) is shown to remain close to the solution \( v_\varepsilon \) of the following equation,

\[
\partial_t v_\varepsilon = \nabla p_\varepsilon + \Gamma_\varepsilon \text{curl} v_\varepsilon, \quad v_\varepsilon |_{t=0} = v_\varepsilon^0, \quad \Gamma_\varepsilon := \lambda_\varepsilon^{-1} \left( \nabla^\perp h - F^\perp - \frac{2N_\varepsilon}{| \log \varepsilon |} v_\varepsilon \right), \quad p_\varepsilon := (\lambda_\varepsilon a)^{-1} \text{div} (av_\varepsilon);
\]

— **Conservative case** (cf. Theorem 3):

In Section 8, the rescaled supercurrent \( \frac{1}{N_\varepsilon} j_\varepsilon \) is shown to remain close to the solution \( v_\varepsilon \) of the following equation,

\[
\partial_t v_\varepsilon = \nabla p_\varepsilon + \Gamma_\varepsilon \text{curl} v_\varepsilon, \quad \text{div} (av_\varepsilon) = 0, \quad v_\varepsilon |_{t=0} = v_\varepsilon^0, \quad \Gamma_\varepsilon := -\lambda_\varepsilon^{-1} \left( \nabla^\perp h - F^\perp - \frac{2N_\varepsilon}{| \log \varepsilon |} v_\varepsilon \right)^\perp.
\]
In addition, using the choice of the scalings for $\lambda_\varepsilon, h, F$ in each regime, we show how to pass to the limit $\varepsilon \downarrow 0$ in these equations, which is indeed needed to conclude the proofs of Theorems 1, 2, and 3.

3.1. Dissipative case. Let us examine the vorticity formulation of equation (3.2) for $v_\varepsilon$. In terms of $m_\varepsilon := \text{curl} v_\varepsilon$ and $d_\varepsilon := \text{div} (av_\varepsilon)$, it takes the form of a nonlocal nonlinear continuity equation for the vorticity $m_\varepsilon$, coupled with a convection-diffusion equation for the divergence $d_\varepsilon$,

$$
\begin{align*}
\partial_t m_\varepsilon &= - \text{div} (\Gamma_\varepsilon^+ m_\varepsilon), \\
\partial_t d_\varepsilon - (\alpha \lambda_\varepsilon)^{-1} \Delta d_\varepsilon + (\alpha \lambda_\varepsilon)^{-1} \text{div} (d_\varepsilon \nabla h) &= \text{div} \left( a \Gamma_\varepsilon^+ m_\varepsilon \right), \\
m_\varepsilon|_{t=0} &= m_\varepsilon^0, \quad \text{div} (av_\varepsilon) = d_\varepsilon, \\
d_\varepsilon|_{t=0} &= \text{div} (av_\varepsilon^0).
\end{align*}
$$

(3.5)

A detailed study of this kind of equations is performed in the companion article [40], including global existence results for vortex-sheet initial data. The following proposition in particular states that a local solution $v_\varepsilon$ always exists and satisfies the various properties of Assumption 3.1(a) under suitable regularity assumptions on the initial data $v_\varepsilon^0$. Note that in the regimes (GL$_1$) and (GL$_2$), due to the choice $\lambda_\varepsilon \downarrow 0$, the solution $v_\varepsilon$ is expected to converge to the solution $v$ of some incompressible equation with the constraint $\text{div} v = 0$, so that we refer to (GL$_1$) and (GL$_2$) as the incompressible regimes, and to (GL$_2$) and (GL$_4$) as the compressible regimes. Some additional work is required in the incompressible regimes since we then need to make clear the link with the limiting incompressible equations, in particular in order to establish global existence in the mixed-flow case.

**Proposition 3.2.** Let $\alpha > 0$, $\beta \in \mathbb{R}$, $h : \mathbb{R}^2 \rightarrow \mathbb{R}$, $a := e^h$, $F : \mathbb{R}^2 \rightarrow \mathbb{R}^2$, and let $v_\varepsilon^0 : \mathbb{R}^2 \rightarrow \mathbb{R}^2$ be bounded in $W^{1,q}(\mathbb{R}^2)^2$ for all $q > 2$ and satisfy $\text{curl} v_\varepsilon^0 \in \mathcal{P}(\mathbb{R}^2)$. For some $s > 0$, assume that $h \in W^{s+3,\infty}(\mathbb{R}^2)$, $F \in W^{s+2,\infty}(\mathbb{R}^2)^2$, that $v_\varepsilon^0$ is bounded in $W^{s+2,\infty}(\mathbb{R}^2)^2$, and that $\text{curl} v_\varepsilon^0$ and $\text{div} (av_\varepsilon^0)$ are bounded in $H^{s+1}(\mathbb{R}^2)$.

(i) Compressible regimes $\lambda_\varepsilon \simeq 1$ (that is, (GL$_2$)–(GL$_1'$)):

There exist $T > 0$ (independent of $\varepsilon$) and a unique (local) solution $v_\varepsilon$ of (3.2) in $[0,T) \times \mathbb{R}^2$, in the space $L^\infty_{\text{loc}}([0,T]; v_\varepsilon^0 + H^2 \times W^{2,\infty}(\mathbb{R}^2)^2)$. Moreover, all the properties of Assumption 3.1(a) are satisfied, that is, for all $\varepsilon > 0$, $t \in [0,T)$, and $q > 2$,

$$
\begin{align*}
\| (v_\varepsilon^t, \nabla v_\varepsilon^t) \|_{L^2 + \mathcal{P}} \lesssim_{t,q} 1, & \quad \| \text{curl} v_\varepsilon^t \|_{L^1 \cap L^\infty} \lesssim_{t} 1, & \quad \| \text{div} (av_\varepsilon^t) \|_{L^1 \cap L^\infty} \lesssim_{t} 1, \\
\| p_\varepsilon^t \|_{L^2 \cap L^\infty} \lesssim_{t} 1, & \quad \| \nabla p_\varepsilon^t \|_{L^2} \lesssim_{t} 1, & \quad \| \partial_t v_\varepsilon^t \|_{L^2 \cap L^\infty} \lesssim_{t} 1, & \quad \| \partial_t p_\varepsilon^t \|_{L^2} \lesssim_{t} 1.
\end{align*}
$$

In the parabolic case ($\beta = 0$), the solution $v_\varepsilon$ can be extended globally, that is, $T = \infty$. In the scaling with negligible interactions (GL$_1'$), in the dissipative mixed-flow case, the existence time $T$ tends to infinity as $\varepsilon \downarrow 0$.

(ii) Incompressible regimes $\lambda_\varepsilon \ll 1$ (that is, (GL$_1$)–(GL$_2'$)):

Further assume $\text{div} (av_\varepsilon^0) = 0$. There exist $T > 0$ (independent of $\varepsilon$) and a unique (local) solution $v_\varepsilon$ of (3.2) in $\mathbb{R}^+ \times \mathbb{R}^2$, in the space $L^\infty_{\text{loc}}([0,T]; v_\varepsilon^0 + H^2 \times W^{2,\infty}(\mathbb{R}^2)^2)$. Moreover, all the properties of Assumption 3.1(a) are satisfied, that is, for all $t \in [0,T)$ and $q > 2$,

$$
\begin{align*}
\| (v_\varepsilon^t, \nabla v_\varepsilon^t) \|_{L^2 + \mathcal{P}} \lesssim_{t,q} 1, & \quad \| \text{curl} v_\varepsilon^t \|_{L^1 \cap L^\infty} \lesssim_{t} 1, & \quad \| \text{div} (av_\varepsilon^t) \|_{L^1 \cap L^\infty} \lesssim_{t} 1, \\
\| p_\varepsilon^t \|_{L^2 \cap L^\infty} \lesssim_{t} \lambda_\varepsilon^{-1/2}, & \quad \| \nabla p_\varepsilon^t \|_{L^2} \lesssim_{t} 1, & \quad \| \partial_t p_\varepsilon^t \|_{L^2} \lesssim_{t} \lambda_\varepsilon^{-1}.
\end{align*}
$$

Note $\varepsilon \in \mathcal{P}$ for the $\lambda_\varepsilon$ in the incompressible case (GL$_1'$), in the dissipative mixed-flow case, the existence time $T$ tends to infinity as $\varepsilon \downarrow 0$. For $\varepsilon > 0$, $t \in [0,T)$, and $q > 2$.
\[ \| \partial_t v^\varepsilon_t \|_{L^2 \cap L^\infty} \lesssim t \lambda^{-1/2}_\varepsilon, \quad \| \partial_t v^\varepsilon_t \|_{L^2} \lesssim t \lambda^2 . \]

In the parabolic case \((\beta = 0)\), the solution \(v^\varepsilon_t\) can be extended globally, that is, \(T = \infty\).

In the dissipative mixed-flow case, the existence time \(T\) tends to infinity as \(\varepsilon \downarrow 0\). \(\diamondsuit\)

**Proof.** We split the proof into five steps. Item (i) is proved in Step 1, except the global existence in the regime \((\text{GL}_4')\), which is postponed to the last step. The proof of item (ii) is given in Steps 2–4.

**Step 1.** Compressible regimes \((\text{GL}_2)–(\text{GL}_4')\).

Let \(s > 0\) be non-integer. The assumption \(\| \mathbf{h} \|_{W^{s+3, \infty}}, \| \mathbf{F} \|_{W^{s+2, \infty}} \lesssim 1\) leads to \(\| \lambda^{-1}_\varepsilon (\nabla^2 h - F^2) \|_{W^{s+2, \infty}} \lesssim 1\) in the considered regimes, and also \(\lambda^{-1}_\varepsilon N_\varepsilon/|\log \varepsilon| \lesssim 1\) and \(\lambda_\varepsilon \approx 1\). Further using the assumptions on the initial data \(v^\varepsilon_0\), it follows from \([40, \text{Theorems } 2–3]\) that there exists a unique (local) solution \(v^\varepsilon \in L^\infty_t (0, T) ; v^\varepsilon + H^2 \cap W^{2, \infty}(\mathbb{R}^2)^2\) of \((3.2)\) in \([0, T) \times \mathbb{R}^2\) with initial data \(v^\varepsilon_0\), for some \(T \geq 1\). Moreover, it is shown in \([40]\) that this solution satisfies for all \(t \in [0, T)\),

\[
\| v^\varepsilon_0 - v^\varepsilon_0 \|_{H^2 \cap W^2, \infty} \lesssim t, \quad \| (m^\varepsilon_t, d^\varepsilon_t) \|_{H^1 \cap W^1, \infty} \lesssim t, \quad \int_{\mathbb{R}^2} m^\varepsilon = 1, \quad m^\varepsilon_t \geq 0. \tag{3.6}
\]

In the parabolic case, it actually follows from \([40, \text{Theorem } 1]\) that the solution is global, that is, \(T = \infty\). We now quickly argue that all the claimed properties of \(v^\varepsilon_t\) follow from \((3.6)\). Combining \((3.6)\) with the assumption that \(v^\varepsilon_0\) is bounded in \(W^{1,q}(\mathbb{R}^2)^2\) for all \(q > 2\), we find

\[ \| (v^\varepsilon_t, \nabla v^\varepsilon_t) \|_{(L^2 + L^3) \cap L^\infty} \lesssim t. \]

The choice \(p^\varepsilon = (\lambda_\varepsilon \alpha a)^{-1} d^\varepsilon_t\) with \(\lambda_\varepsilon \approx 1\) leads to

\[ \| p^\varepsilon \|_{H^1 \cap W^1, \infty} \lesssim \| d^\varepsilon \|_{H^1 \cap W^1, \infty} \lesssim t. \]

Inserting this information into equation \((3.2)\), we deduce

\[ \| \partial_t v^\varepsilon_t \|_{L^2 \cap L^\infty} \lesssim \| \nabla p^\varepsilon_t \|_{L^2 \cap L^\infty} + \| \Gamma^\varepsilon_t m^\varepsilon_t \|_{L^2 \cap L^\infty} \lesssim t. \]

Testing the convection-diffusion equation \(\partial_t d^\varepsilon_t - (\lambda_\varepsilon \alpha)^{-1} (\Delta d^\varepsilon_t - \text{div} (d^\varepsilon_t \nabla h)) = \text{div} (a \Gamma^\varepsilon_t m^\varepsilon_t)\) with \(\partial_t d^\varepsilon_t\) yields

\[
\int_{\mathbb{R}^2} |\partial_t d^\varepsilon_t|^2 + \frac{1}{2} (\lambda_\varepsilon \alpha)^{-1} \int_{\mathbb{R}^2} |\nabla d^\varepsilon_t|^2 = - \int_{\mathbb{R}^2} \partial_t d^\varepsilon_t \text{div} ((\lambda_\varepsilon \alpha)^{-1} d^\varepsilon_t \nabla h - a \Gamma^\varepsilon_t m^\varepsilon_t),
\]

and hence, integrating in time, with \(\lambda_\varepsilon \approx 1\),

\[
\| \partial_t d^\varepsilon \|_{L^2}^2 + \frac{1}{2} (\lambda_\varepsilon \alpha)^{-1} \| \nabla d^\varepsilon_t \|_{L^2}^2 \lesssim \| \nabla d^\varepsilon_t \|_{L^2}^2 + \| \partial_t d^\varepsilon_t \|_{L^2} \| (d^\varepsilon_t) \|_{L^2 H^1 \cap H^1} \| m^\varepsilon_t \|_{L^2 H^1} \lesssim 1 + \| \partial_t d^\varepsilon_t \|_{L^2}.
\]

Absorbing the last right-hand side term, we conclude

\[ \| \partial_t p^\varepsilon \|_{L^2} \lesssim \| \partial_t d^\varepsilon_t \|_{L^2} \lesssim t. \]

All the claimed properties of \(v^\varepsilon_t\) follow.

**Step 2.** Estimates for convection-diffusion equations with large diffusivity.

In the incompressible regimes \((\text{GL}_1)–(\text{GL}_2')\), the conclusion does not follow as in Step 1 since the corresponding choice \(p^\varepsilon_t = (\lambda_\varepsilon \alpha a)^{-1} \text{div} (a v^\varepsilon_t)\) now contains the large prefactor
(λ_εα)^{-1} ≫ 1. In particular, equation (3.5) for the divergence d_ε := div (av_ε) takes the form
\[ \partial_t d_ε - (λ_εα)^{-1} \triangle d_ε + α^{-1} \text{div} (d_ε \nabla \hat{h}) = \text{div} (a Γ_ε m_ε), \] (3.8)
with a large prefactor (λ_εα)^{-1} ≫ 1 in front of the Laplacian and with initial data d_ε^0 := div (av_ε^0) = 0. In this step, we consider the model convection-diffusion equation
\[ \partial_t w - ν \triangle w + \text{div} (w \nabla \hat{h}) = \text{div} g, \quad w|_{t=0} = 0, \]
with large diffusivity ν ≫ 1. As the initial condition vanishes, a direct adaptation of [40, Lemma 2.3] yields the following bounds: for all ν ≫ 1,
(a) for all s ≥ 0, there is a constant C only depending on an upper bound on s and \[ \| \nabla \hat{h} \|_{W^{s,∞}} \] such that
\[ \| w^t \|_{H^s} + ν^{1/2} \| \nabla w^t \|_{L^2_t H^s} \leq C(\frac{t}{ε})^{1/2} e^{C(\frac{t}{ε})^2} \| g^t \|_{L^∞} \leq Ct^{1/2} ε^{-Ct} \| g^t \|_{L^∞}; \]
(b) there is a constant C only depending on an upper bound on \[ \| \nabla \hat{h} \|_{L^∞} \] such that
\[ \| w^t \|_{H^{-1}} \leq Ce^{Ct} \| g^t \|_{L^2_t L^2}; \]
(c) for all 1 ≤ p, q ≤ ∞, there is a constant C only depending on an upper bound on \[ \| \nabla \hat{h} \|_{L^∞} \] such that
\[ \| w \|_{L^p_t L^q} \leq C(\frac{t}{ε})^{1/2} e^{C(\frac{t}{ε})^2} \| g \|_{L^p_t L^q} \leq Ct^{1/2} e^{Ct} \| g \|_{L^p_t L^q}. \]
In particular, the same bounds as in [40, Lemma 2.3] hold uniformly with respect to the large diffusivity ν ≫ 1. Further adapting the proof of (3.7) in Step 1 above, we easily find
(d) there is a constant C only depending on an upper bound on \[ \| \nabla \hat{h} \|_{W^{1,∞}} \] such that
\[ \| \partial_t w \|_{L^2_t L^2} \leq \| \nabla g \|_{L^2_t L^2} + C(\frac{t}{ε})^{1/2} e^{C(\frac{t}{ε})^2} \| g \|_{L^p_t L^q} \leq Ct^{1/2} e^{Ct} \| g \|_{L^p_t L^q}. \]

**Step 3. Incompressible regimes (GL_1)–(GL_2).**

In the vorticity formulation (3.5), the large prefactor (λ_εα)^{-1} ≫ 1 does not affect the equation for the vorticity m_ε, but only the equation for the divergence d_ε, which now takes the form (3.8). However, for the choice d_ε^0 = 0, the result of Step 2 ensures that the estimates for d_ε used in [40] hold uniformly with respect to the large prefactor. Hence, as in Step 1, using the assumptions on the initial data, the proof of [40, Theorems 2–3] shows that in the incompressible regime there exists a unique (local) solution v_ε ∈ L^∞_{loc}(0, T); v_0 + H^2 \cap W^{2,∞}(\mathbb{R}^2) of (3.2) in [0, T] × \mathbb{R}^2 with initial data v_0^ε, for some T ≥ 1. Moreover, it is shown in [40] that this solution satisfies for all t ∈ [0, T],
\[ \| v_ε \|_{H^2 \cap W^{2,∞}} \leq t_1, \quad \| (m_ε^t, d_ε^t) \|_{H^1 \cap W^{1,∞}} \leq t_1, \quad \int_{\mathbb{R}^2} m_ε^t = 1, \quad m_ε^t ≥ 0. \] (3.9)

In the parabolic case, it actually follows from [40, Theorem 1] that the solution is global, that is, T = ∞. We now quickly argue that all the claimed properties of v_ε follow from (3.9). By definition (3.2), we find \[ \| \Gamma_ε^t \|_{W^{1,∞}} \leq t_1. \] Combining (3.9) with the assumption that v_0^ε is bounded in W^{1,q}(\mathbb{R}^2)^2 for all q > 2, we obtain
\[ \| (v_ε^t, \nabla v_ε^t) \|_{(L^2 + L^q)\cap L^∞} \leq t_{1,q}. \]
Using (3.2) in the form $p_\varepsilon = (\lambda_\varepsilon \alpha a)^{-1} d_\varepsilon$, and applying items (a)–(c) of Step 2, we find
\[
\|p_\varepsilon\|_{H^1 \cap W^{1,\infty}} \lesssim \lambda_\varepsilon^{-1}\|d_\varepsilon\|_{H^1 \cap W^{1,\infty}} \lesssim t \lambda_\varepsilon^{-1/2}\|a\Gamma_\varepsilon m_\varepsilon\|_{L^\infty} \lesssim t \lambda_\varepsilon^{-1/2},
\]
where the last inequality follows from (3.9). Similarly, using the choice $h = \lambda_\varepsilon \hat{h}$ in the form
\[
\nabla p_\varepsilon = (\lambda_\varepsilon \alpha)^{-1} \nabla a^{-1} d_\varepsilon = (\alpha a)^{-1}(\lambda_\varepsilon^{-1} \nabla d_\varepsilon - d_\varepsilon \nabla \hat{h}),
\]
item (a) of Step 2 yields
\[
\|\nabla p_\varepsilon\|_{L^2} \lesssim t \lambda_\varepsilon^{-1}\|\nabla d_\varepsilon\|_{L^2} + \|d_\varepsilon\|_{L^\infty} \lesssim t a\Gamma_\varepsilon m_\varepsilon\|_{L^\infty} \lesssim t 1.
\]
Inserting this information into equation (3.2), we deduce
\[
\|\partial_t v_\varepsilon\|_{L^2 \cap L^\infty} \lesssim \|\nabla p_\varepsilon\|_{L^2 \cap L^\infty} + \|\Gamma_\varepsilon\|_{L^\infty} \|m_\varepsilon\|_{L^2 \cap L^\infty} \lesssim t \lambda_\varepsilon^{-1/2},
\]
and similarly
\[
\|\partial_t v_\varepsilon\|_{L^2} \lesssim \|\nabla p_\varepsilon\|_{L^2} + \|\Gamma_\varepsilon\|_{L^\infty} \|m_\varepsilon\|_{L^2} \lesssim t 1.
\]
Finally, item (d) of Step 2 yields
\[
\|\partial_t p_\varepsilon\|_{L^2} \lesssim \lambda_\varepsilon^{-1}\|\partial_t d_\varepsilon\|_{L^2} \lesssim t \lambda_\varepsilon^{-1}\|a\Gamma_\varepsilon m_\varepsilon\|_{L^\infty} \lesssim t \lambda_\varepsilon^{-1}.
\]
All the claimed properties of $v_\varepsilon$ follow.

**Step 4.** Global existence in the mixed-flow incompressible regimes.

The energy estimates of [40, Lemma 4.1(iii)] yield
\[
\|v_\varepsilon - v_\varepsilon^0\|_{L^2} \lesssim t 1.
\]
Using this estimate and $\int_{\mathbb{R}^2} |m_\varepsilon^t| = 1$ for all $t$, and arguing as in [40, Step 1 of the proof of Lemma 4.5], we find
\[
\|v_\varepsilon^t\|_{L^\infty} \lesssim t 1 + \|m_\varepsilon^t\|_{L^\infty}^{1/2} (2 + \|m_\varepsilon\|_{L^\infty}) \log^{1/2} (2 + \|\text{div} (v_\varepsilon^t - v_\varepsilon^0)\|_{L^2} \log^{1/2} (2 + \|\text{div} (v_\varepsilon^t - v_\varepsilon^0)\|_{L^2 \cap L^\infty}). \tag{3.10}
\]
Item (a) of Step 2 yields
\[
\|d_\varepsilon^t\|_{L^2} \lesssim t \lambda_\varepsilon^{1/2}\|a\Gamma_\varepsilon m_\varepsilon\|_{L^\infty} \lesssim t \lambda_\varepsilon^{1/2}\|v_\varepsilon - v_\varepsilon^0\|_{L^\infty} \|m_\varepsilon\|_{L^\infty} \lesssim t \lambda_\varepsilon^{1/2}\|m_\varepsilon\|_{L^\infty} \lesssim t \lambda_\varepsilon^{1/2}\|m_\varepsilon\|_{L^\infty} \lesssim t \lambda_\varepsilon^{1/2}\|m_\varepsilon\|_{L^\infty},
\]
and hence, in terms of $\text{div} (v_\varepsilon - v_\varepsilon^0) = a^{-1} d_\varepsilon - \lambda_\varepsilon \nabla \hat{h} \cdot (v_\varepsilon - v_\varepsilon^0),$
\[
\|\text{div} (v_\varepsilon^t - v_\varepsilon^0)\|_{L^2} \lesssim t \lambda_\varepsilon^{1/2}(1 + \|m_\varepsilon\|_{L^\infty}).
\]
Inserting this into (3.10), we find
\[
\|v_\varepsilon^t\|_{L^\infty} \lesssim t (1 + \|m_\varepsilon\|_{L^\infty}) \log^{1/2} (2 + \|m_\varepsilon\|_{L^\infty} \|m_\varepsilon\|_{L^\infty} \|\text{div} v_\varepsilon^t\|_{L^\infty}). \tag{3.11}
\]
Item (c) of Step 2 yields
\[
\|d_\varepsilon^t\|_{L^\infty} \lesssim t \lambda_\varepsilon^{1/2}\|a\Gamma_\varepsilon m_\varepsilon\|_{L^\infty} \lesssim t \lambda_\varepsilon^{1/2}(1 + \|v_\varepsilon\|_{L^\infty}) \|m_\varepsilon\|_{L^\infty},
\]
or alternatively, in terms of $\text{div} v_\varepsilon = a^{-1} d_\varepsilon - \lambda_\varepsilon \nabla \hat{h} \cdot v_\varepsilon,$
\[
\|\text{div} v_\varepsilon^t\|_{L^\infty} \lesssim t \lambda_\varepsilon^{1/2}(1 + \|v_\varepsilon\|_{L^\infty}) (1 + \|m_\varepsilon\|_{L^\infty}).
\]
Combining this with (3.11) leads to
\[
\|\text{div} v_\varepsilon^t\|_{L^\infty} \lesssim t \lambda_\varepsilon^{1/2}(1 + \|m_\varepsilon\|_{L^\infty}^2) \log^{1/2} (2 + \|m_\varepsilon\|_{L^\infty} \|m_\varepsilon\|_{L^\infty} \|\text{div} v_\varepsilon^t\|_{L^\infty}).
\]
Estimating $\log^{1/2}$ by log, applying the inequality $a \log b \leq b + a \log a$ to the choices $a = 1 + \|m_\varepsilon\|_{L_t^\infty L^\infty}^2$ and $b = 2 + \|m_\varepsilon\|_{L_t^\infty L^\infty}^2 + \|\text{div} \ v_\varepsilon\|_{L^\infty}$, and using $\lambda_\varepsilon \ll 1$ to absorb the term $\|\text{div} \ v_\varepsilon\|_{L^\infty}$ appearing in the right-hand side, we find

$$\|\text{div} v_\varepsilon\|_{L^\infty} \lesssim_t \lambda_\varepsilon^{1/2} (1 + \|m_\varepsilon\|_{L_t^\infty L^\infty}^2) \log \left(2 + \|m_\varepsilon\|_{L_t^\infty L^\infty}^2 \right),$$

so that (3.11) finally takes the form

$$\|v_\varepsilon\|_{L^\infty} \lesssim_t (1 + \|m_\varepsilon\|_{L_t^\infty L^\infty}^2) \log^{1/2} \left(2 + \|m_\varepsilon\|_{L_t^\infty L^\infty}^2 \right).$$

In particular, we deduce the following estimates,

$$\|v_\varepsilon\|_{L^\infty} \lesssim_t 1 + \|m_\varepsilon\|_{L_t^\infty L^\infty}^2 \quad \text{and} \quad \|d_\varepsilon\|_{L^\infty} \lesssim_t \lambda_\varepsilon^{1/2} (1 + \|m_\varepsilon\|_{L_t^\infty L^\infty}^2).$$

The result in [40, Lemma 4.3(i)] then yields the following bound on the vorticity $m_\varepsilon$,

$$\|m_\varepsilon\|_{L^\infty} \lesssim \exp \left( Ct (1 + \|d_\varepsilon\|_{L_t^\infty L^\infty} + \lambda_\varepsilon \|v_\varepsilon\|_{L_t^\infty L^\infty}) \right) \lesssim \exp \left( Ct \lambda_\varepsilon^{1/2} (1 + \|m_\varepsilon\|_{L_t^\infty L^\infty}^2) \right).$$

As $\lambda_\varepsilon \ll 1$, this bound easily implies that for all $T > 0$ there exists $\varepsilon_0(T) > 0$ such that for all $0 < \varepsilon < \varepsilon_0(T)$ the vorticity $m_\varepsilon$ (if it exists) remains bounded in $L^\infty(\mathbb{R}^2)$ for all $t \in [0, T]$. Then repeating the arguments in [40, Sections 4.2–4.3], this a priori bound on the vorticity allows to deduce existence and uniqueness of a solution on the whole time interval $[0, T]$. This proves that the existence time blows up as $\varepsilon \to 0$.

**Step 5. Global existence in the mixed-flow compressible regime (GL$^4_t$).**

Just as in (3.10) above, we obtain the bounds $\|v_\varepsilon - v_\varepsilon^0\|_{L^2} \lesssim_t 1$ and

$$\|v_\varepsilon\|_{L^\infty} \lesssim_t 1 + \|m_\varepsilon\|_{L_t^\infty L^\infty}^{1/2} \log^{1/2} \left(2 + \|m_\varepsilon\|_{L_t^\infty L^\infty}^2 \right) + \|\text{div} (v_\varepsilon - v_\varepsilon^0)\|_{L^2} \log^{1/2} \left(2 + \|\text{div} (v_\varepsilon - v_\varepsilon^0)\|_{L^2 \cap L^\infty} \right).$$

(3.12)

Considering the equation (3.5) for $d_\varepsilon$, the a priori estimates in [40, Lemma 2.3] yield

$$\|d_\varepsilon\|_{L^2} \lesssim_t 1 + \|a\Gamma m_\varepsilon\|_{L_t^\infty L^2} \lesssim_t 1 + \|m_\varepsilon\|_{L_t^\infty L^2} + \|m_\varepsilon\|_{L_t^\infty L^\infty} \|v_\varepsilon - v_\varepsilon^0\|_{L_t^\infty L^2} \lesssim_t 1 + \|m_\varepsilon\|_{L_t^\infty L^\infty},$$

and also

$$\|d_\varepsilon\|_{L^\infty} \lesssim_t 1 + \|a\Gamma m_\varepsilon\|_{L_t^\infty L^\infty} \lesssim_t 1 + \|m_\varepsilon\|_{L_t^\infty L^\infty} (1 + \|v_\varepsilon\|_{L_t^\infty L^\infty}).$$

As by definition $\text{div} (v_\varepsilon - v_\varepsilon^0) = a^{-1}(d_\varepsilon^\perp - d_\varepsilon^\parallel) - \nabla h \cdot (v_\varepsilon - v_\varepsilon^0)$, these estimates take the form

$$\|\text{div} (v_\varepsilon - v_\varepsilon^0)\|_{L^2} \lesssim_t 1 + \|m_\varepsilon\|_{L_t^\infty L^\infty},$$

$$\|\text{div} v_\varepsilon\|_{L^\infty} \lesssim_t (1 + \|m_\varepsilon\|_{L_t^\infty L^\infty}) (1 + \|v_\varepsilon\|_{L_t^\infty L^\infty}).$$

(3.13)

Injecting these estimates into (3.12) yields

$$\|v_\varepsilon\|_{L^\infty} \lesssim_t 1 + \|m_\varepsilon\|_{L_t^\infty L^\infty}^{1/2} \log^{1/2} \left(2 + \|m_\varepsilon\|_{L_t^\infty L^\infty}^2 \right) + (1 + \|m_\varepsilon\|_{L_t^\infty L^\infty}^2) \log^{1/2} \left(1 + \|m_\varepsilon\|_{L_t^\infty L^\infty}^2 \right) \log^{1/2} \left(1 + \|m_\varepsilon\|_{L_t^\infty L^\infty}^2 \right) \log^{1/2} \left(2 + \|m_\varepsilon\|_{L_t^\infty L^\infty}^2 + \|v_\varepsilon\|_{L_t^\infty L^\infty}^2 \right).$$

(3.14)
Estimating \( \log^{1/2} \) by \( \log \), applying the inequality \( a \log b \leq b + a \log a \) to the choices \( a := 1 + \| m_\varepsilon \|_{L^\infty_t L^\infty} \) and \( b := 2 + \| m_\varepsilon \|_{L^\infty_t L^\infty} + \frac{1}{\varepsilon} \| \varepsilon \|_{L^\infty_t L^\infty} \), and choosing \( K \approx 1 \) large enough to absorb the term \( \| \varepsilon \|_{L^\infty_t L^\infty} \) appearing in the right-hand side, we find
\[
\| \varepsilon \|_{L^\infty_t L^\infty} \lesssim t \left( 1 + \| m_\varepsilon \|_{L^\infty_t L^\infty} \right) \log \left( 2 + \| m_\varepsilon \|_{L^\infty_t L^\infty} \right),
\]
so that (3.13) takes the form,
\[
\| \varepsilon \|_{L^\infty_t L^\infty} \lesssim t \left( 1 + \| m_\varepsilon \|_{L^\infty_t L^\infty} \right) \log \left( 2 + \| m_\varepsilon \|_{L^\infty_t L^\infty} \right).
\]

The result in [40, Lemma 4.3(i)] then gives the following bound on the vorticity \( m_\varepsilon \), in the considered regime (GL1).
\[
\| m_\varepsilon \|_{L^\infty} \lesssim \exp \left( C t \left( 1 + \frac{N_\varepsilon}{\log \varepsilon} \| (\varepsilon, \div \varepsilon \|_{L^\infty_t L^\infty} \right) \right) \lesssim t \exp \left( C t \left( 1 + \| m_\varepsilon \|_{L^\infty_t L^\infty} \right) \right).
\]

As \( N_\varepsilon \ll \| \log \varepsilon \| \), this bound easily implies that for all \( T > 0 \) there exists \( \varepsilon_0(T) > 0 \) such that for all \( 0 < \varepsilon < \varepsilon_0(T) \) the vorticity \( m_\varepsilon \) (if it exists) remains bounded in \( L^\infty(R^2) \) for all \( t \in [0, T] \). Then repeating the arguments in [40, Sections 4.2–4.3], existence and uniqueness of a solution on the whole time interval \([0, T]\) follows from this a priori bound. This proves that the existence time blows up as \( \varepsilon \downarrow 0 \).

We now show how to pass to the limit in equation (3.2) as \( \varepsilon \downarrow 0 \), which is easily achieved e.g. by a Grönwall argument on the \( L^2 \)-distance between \( v_\varepsilon \) and the solution \( v \) of the limiting equation.

**Lemma 3.3.** Let the same assumptions hold as in Proposition 3.2, and let \( v_\varepsilon : [0, T] \times R^2 \rightarrow R^2 \) be the corresponding (local) solution of (3.2), for some \( T > 0 \) (independent of \( \varepsilon \)). Assume that \( v_\varepsilon \rightarrow v^0 \) in \( L^2_{uloc}(R^2)^2 \) as \( \varepsilon \downarrow 0 \). The following hold.

(i) Regime (GL1):
We have \( v_\varepsilon \rightarrow v \) in \( L^\infty_{loc}([0, T]; L^2_{uloc}(R^2)^2) \) as \( \varepsilon \downarrow 0 \), where \( v \in L^\infty_{loc}(R^2; v^0 + L^2(R^2)^2) \) is the unique global (smooth) solution of
\[
\begin{align*}
\partial_t v &= \nabla p + (\alpha - J \beta)(\nabla^\perp \hat{h} - \hat{F}^\perp - 2v)\curl v , \\
\div v &= 0, \quad v|_{t=0} = v^0 .
\end{align*}
\] (3.14)

(ii) Regime (GL2) with \( \frac{N_\varepsilon}{\log \varepsilon} \rightarrow \lambda \in (0, \infty) \) and \( v_\varepsilon = v^0 \):
We have \( v_\varepsilon \rightarrow v \) in \( L^\infty_{loc}([0, T]; L^2(R^2)^2) \) as \( \varepsilon \downarrow 0 \), where \( v \in L^\infty_{loc}(|0, T]; v^0 + L^2(R^2)^2 \) is the unique local (smooth) solution of
\[
\begin{align*}
\partial_t v &= \alpha^{-1} \nabla (\hat{a}^{-1} \div (\hat{a} v)) + (\alpha - J \beta)(\nabla^\perp \hat{h} - \hat{F}^\perp - 2\lambda v)\curl v , \\
v|_{t=0} = v^0 .
\end{align*}
\] (3.15)

(iii) Regime (GL1') with \( v_\varepsilon = v^0 \):
We have \( v_\varepsilon \rightarrow v \) in \( L^\infty_{loc}([0, T]; L^2(R^2)^2) \) as \( \varepsilon \downarrow 0 \), where \( v \in L^\infty_{loc}(R^2; v^0 + L^2(R^2)^2) \) is the unique global (smooth) solution of
\[
\begin{align*}
\partial_t v &= \alpha^{-1} \nabla (\hat{a}^{-1} \div (\hat{a} v)) + (\alpha - J \beta)(\nabla^\perp \hat{h} - \hat{F}^\perp)\curl v , \\
v|_{t=0} = v^0 .
\end{align*}
\] (3.16)
(iv) Regime (GL2):

We have \( v_\varepsilon \to v \) in \( L^\infty_{\text{loc}}([0,T);L^2_{\text{loc}}(\mathbb{R}^2)^2) \) as \( \varepsilon \downarrow 0 \), where \( v \in L^\infty_{\text{loc}}(\mathbb{R}^+;v^0 + L^2(\mathbb{R}^2)^2) \) is the unique global (smooth) solution of

\[
\begin{aligned}
\partial_t v &= \nabla p + (\alpha - \beta)(\nabla^\perp \hat{h} - \hat{F}^\perp) \text{curl } v, \\
\text{div } v &= 0, \quad v|_{t=0} = v^0.
\end{aligned}
\]

(3.17)

\[\Box\]

Proof. We treat each of the four regimes separately. We denote by \( \xi^\varepsilon_R(x) := e^{-|x-z|/R} \) the exponential cut-off at the scale \( R \geq 1 \) centered at \( z \in \mathbb{R}^2 \).

Step 1. Regime (GL1).

Using the choice of the scalings for \( \lambda_\varepsilon, h, F \) in the regime (GL1), with \( \lambda_\varepsilon = \frac{N_\varepsilon}{|\log \varepsilon|} \ll 1 \), and setting \( a_\varepsilon := a = \tilde{a}^\lambda_\varepsilon \), equation (3.2) takes on the following guise,

\[
\partial_t v_\varepsilon = \nabla p_\varepsilon + (\alpha - \beta)(\nabla^\perp \hat{h} - \hat{F}^\perp - 2v_\varepsilon) \text{curl } v_\varepsilon, \quad p_\varepsilon := (\lambda_\varepsilon a_\varepsilon)^{-1} \text{div } (a_\varepsilon v_\varepsilon),
\]

with initial data \( v_\varepsilon|_{t=0} = v^0 \rightarrow v^0 \) in \( L^2_{\text{loc}}(\mathbb{R}^2)^2 \). As \( \lambda_\varepsilon \rightarrow 0 \), it is then formally clear from the vorticity formulation of this equation that \( v_\varepsilon \) should converge to the solution \( v \) of (3.14).

The existence and uniqueness of a global smooth solution \( v \in L^\infty_{\text{loc}}(\mathbb{R}^+;v^0 + L^2(\mathbb{R}^2)^2) \) of (3.14) are established in [40, Theorem 1 and 3]. Moreover, we show that the following estimates hold for all \( t \geq 0 \) and \( R, \theta > 0 \),

\[
\|v^t\|_{W^{1,\infty}} \lesssim t, \quad \|(v^t, p^t)\|_{L^2(B_R)} \lesssim_{t, \theta} R^\theta, \quad \|\text{curl } v^t\|_{L^1} = 1.
\]

The bounds on \( v \) are indeed direct consequences of the results in [40] together with the regularity assumptions on the data (in particular \( v^0 \in L^q(\mathbb{R}^2)^2 \) for all \( q > 2 \)). It remains to check the bound on the pressure \( p \). Taking the divergence of both sides of equation (3.14), we obtain the following equation for the pressure \( p^t \), for all \( t \geq 0 \),

\[-\Delta p^t = \text{div } ((\alpha - \beta)(\nabla^\perp \hat{h} - \hat{F}^\perp - 2v^t) \text{curl } v^t).\]

By Riesz potential theory, we deduce for all \( 2 < q < \infty \),

\[
\|p^t\|_{L^q} \lesssim (1 + \|v^t\|_{L^\infty}) \|\text{curl } v^t\|_{L^{\frac{2}{1 - \frac{2}{q}}} \rightarrow \infty} \lesssim (1 + \|v^t\|_{L^\infty}) (\|\text{curl } v^t\|_{L^1} + \|\nabla v^t\|_{L^\infty}) \lesssim t, 1,
\]

and the bound on the pressure \( p \) follows.

We turn to the convergence \( v_\varepsilon \to v \) in \( L^\infty_{\text{loc}}([0,T);L^2_{\text{loc}}(\mathbb{R}^2)^2) \) and argue by a Grönwall argument. Using the equations for \( v_\varepsilon, v \), we find

\[
\begin{aligned}
\partial_t \int_{\mathbb{R}^2} a_\varepsilon \xi^\varepsilon_R |v_\varepsilon - v|^2 &= 2 \int_{\mathbb{R}^2} a_\varepsilon \xi^\varepsilon_R (v_\varepsilon - v) \cdot \nabla (p_\varepsilon - p) - 4\alpha \int_{\mathbb{R}^2} a_\varepsilon \xi^\varepsilon_R |v_\varepsilon - v|^2 \text{curl } v_\varepsilon \\
&\quad + 2 \int_{\mathbb{R}^2} a_\varepsilon \xi^\varepsilon_R (\alpha - \beta)(\nabla^\perp \hat{h} - \hat{F}^\perp - 2v_\varepsilon) \cdot (v_\varepsilon - v) \text{curl } (v_\varepsilon - v). \quad (3.19)
\end{aligned}
\]

Integrating by parts in the first term, decomposing

\[
\text{div } (a_\varepsilon \xi^\varepsilon_R (v_\varepsilon - v)) = a_\varepsilon \nabla \xi^\varepsilon_R \cdot (v_\varepsilon - v) + \lambda_\varepsilon \alpha a_\varepsilon \xi^\varepsilon_R p_\varepsilon - \lambda_\varepsilon a_\varepsilon \xi^\varepsilon_R \nabla h \cdot v,
\]
noting that the second right-hand side term in (3.19) is nonpositive, and using the following weighted Delort-type identity (as e.g. in [40]),
\[
(v_\varepsilon - v) \text{curl}(v_\varepsilon - v) = a_\varepsilon^{-1}(v_\varepsilon - v)^1 \text{div}(a_\varepsilon(v_\varepsilon - v)) - \frac{1}{2}a_\varepsilon^{-1}|v_\varepsilon - v|^2\nabla \cdot a_\varepsilon - a_\varepsilon^{-1} \text{div}(a_\varepsilon S_\varepsilon - v) \tag{3.20}
\]
\[
= \lambda_\varepsilon \alpha p_\varepsilon (v_\varepsilon - v)^1 - \lambda_\varepsilon (\nabla ^\perp \cdot v)(v_\varepsilon - v)^1 - \frac{\lambda_\varepsilon}{2}|v_\varepsilon - v|^2\nabla ^\perp \cdot a_\varepsilon^{-1} \text{div}(a_\varepsilon S_\varepsilon - v) \tag{3.20}
\]
in terms of the stress-energy tensor \(S_\varepsilon := w \otimes w - \frac{1}{2}|w|^2 \text{Id}\), we deduce
\[
\partial_t \int \varepsilon R^2|v_\varepsilon - v|^2 \leq -2 \int \varepsilon R^2 p_\varepsilon(p_\varepsilon - p)\nabla \xi_\varepsilon \cdot (v_\varepsilon - v) - 2\lambda_\varepsilon \alpha \int \varepsilon R^2 a_\varepsilon \xi_\varepsilon p_\varepsilon(p_\varepsilon - p)
\]
\[
+ 2\lambda_\varepsilon \int \varepsilon R^2 a_\varepsilon \xi_\varepsilon(p_\varepsilon - p) \cdot \nabla h + 2\lambda_\varepsilon \alpha \int \varepsilon R^2 a_\varepsilon \xi_\varepsilon p_\varepsilon(\alpha - \beta)(\nabla ^\perp h - \tilde{F}^\perp - 2v) \cdot (v_\varepsilon - v)
\]
\[
- 2\lambda_\varepsilon \int \varepsilon R^2 a_\varepsilon \xi_\varepsilon |v_\varepsilon - v|^2(\alpha - \beta)(\nabla ^\perp h - \tilde{F}^\perp - 2v) \cdot \nabla ^\perp h
\]
\[
- 2 \int \varepsilon R^2 a_\varepsilon S_\varepsilon - v : \nabla (\xi_\varepsilon(\beta \beta) + (\nabla ^\perp h - \tilde{F}^\perp - 2v))
\]
and hence, using (3.18) in the form \(\|v\|^2_{W^{1,1}} \lesssim 1\), the assumption \(\|\nabla \tilde{h}, \tilde{F}\|_{W^{1,1}} \lesssim 1\), the property \(\|\nabla \xi_\varepsilon\| \lesssim R^{-1}\xi_\varepsilon\) of the exponential cut-off, and the pointwise estimate \(|S_\varepsilon| \lesssim |w|^2\), we obtain
\[
\partial_t \int \varepsilon R^2|v_\varepsilon - v|^2 \leq (R^{-2} - \lambda_\varepsilon \alpha) \int \varepsilon R^2 a_\varepsilon \xi_\varepsilon |p_\varepsilon|^2
\]
\[
+ C_\lambda(R^{-2} + \lambda_\varepsilon) \int \varepsilon R^2 a_\varepsilon \xi_\varepsilon(|p|^2 + |v|^2) + C_\lambda \int \varepsilon R^2 a_\varepsilon \xi_\varepsilon |v_\varepsilon - v|^2.
\]
Choosing \(R = \varepsilon^{-n}\) for some \(n \geq 1\), we obtain \(R^{-2} \ll \lambda_\varepsilon\) hence \(R^{-2} - \lambda_\varepsilon \alpha < 0\) for \(\varepsilon\) small enough. Using (3.18) to estimate the second right-hand side term then yields
\[
\partial_t \int \varepsilon R^2|v_\varepsilon - v|^2 \lesssim \frac{1}{R^2} + \lambda_\varepsilon R^{2\theta} \lambda_\varepsilon + \int \varepsilon R^2 a_\varepsilon \xi_\varepsilon |v_\varepsilon - v|^2 \lesssim \lambda_\varepsilon^{1 - 2\theta} + \int \varepsilon R^2 a_\varepsilon \xi_\varepsilon |v_\varepsilon - v|^2.
\]
For \(\theta > 0\) small enough, the conclusion follows from the Grönwall inequality.

**Step 2.** Regime (GL2).

Using the choice of the scalings for \(\lambda_\varepsilon, h, F\) in the regime (GL2), equation (3.2) takes on the following guise,
\[
\partial_t v = \alpha^{-1} \nabla (a^{-1} \text{div}(a v_\varepsilon)) + \left((\alpha - \beta)(\nabla ^\perp h - \tilde{F}^\perp - \frac{2N_\varepsilon}{\lambda_\varepsilon} v_\varepsilon)\right) \text{curl} v_\varepsilon,
\]
with initial data \(v_\varepsilon|_{t=0} = v^0\). As \(\frac{N_\varepsilon}{\lambda_\varepsilon} \to \lambda \in (0, \infty)\), it is formally clear that \(v_\varepsilon\) should converge to the (local) solution \(v\) of equation (3.15). Existence and uniqueness of \(v\) are given by Proposition 3.2 just as for \(v_\varepsilon\), and the following bounds hold for all \(t \in [0, T]\),
\[
\|(v^f, v^f_t)\|_{W^{1,\infty}} \lesssim 1, \quad \|\text{curl} v^f\|_{L^1} = 1. \tag{3.21}
\]
Using the equations for $v_\varepsilon, v$, we find
\[
\partial_t \int_{\mathbb{R}^2} \hat{a} \xi_R |v_\varepsilon - v|^2 \\
= 2\alpha^{-1} \int_{\mathbb{R}^2} \hat{a} \xi_R (v_\varepsilon - v) \cdot \nabla (\hat{a}^{-1} \text{div} (\hat{a} (v_\varepsilon - v))) - \frac{4\alpha N_\varepsilon}{|\log \varepsilon|} \int_{\mathbb{R}^2} \hat{a} \xi_R |v_\varepsilon - v|^2 \text{curl} v_\varepsilon \\
+ 2 \int_{\mathbb{R}^2} \hat{a} \xi_R^2 \left( (\alpha - \varepsilon \beta) \left( \nabla^\bot \hat{h} - \hat{F}^\bot - \frac{2N_\varepsilon}{|\log \varepsilon|} v \right) \right) \cdot (v_\varepsilon - v) (\text{curl} v_\varepsilon - \text{curl} v) \\
- 4 \left( \frac{N_\varepsilon}{|\log \varepsilon|} - \lambda \right) \int_{\mathbb{R}^2} \hat{a} \xi_R^2 (v_\varepsilon - v) \cdot (\alpha - \varepsilon \beta) v \text{curl} v.
\]
Integrating by parts, using the weighted Delort-type identity (3.20) in the form
\[
(v_\varepsilon - v) \text{curl} (v_\varepsilon - v) = \hat{a}^{-1} (v_\varepsilon - v)^\bot \text{div} (\hat{a} (v_\varepsilon - v)) \\
- \frac{1}{2} |v_\varepsilon - v|^2 \nabla^\bot \hat{h} - \hat{a}^{-1} (\text{div} (\hat{a} \mathcal{S}_{v_\varepsilon} - v))^\bot,
\]
using the properties (3.21) of $v_\varepsilon, v$, the assumption $\| (\nabla \hat{h}, \hat{F}) \|_{W^{1,\infty}} \lesssim 1$, and simplifying the terms as in Step 1, we easily deduce
\[
\partial_t \int_{\mathbb{R}^2} \hat{a} \xi_R |v_\varepsilon - v|^2 \leq -2\alpha^{-1} \int_{\mathbb{R}^2} \hat{a}^{-1} \xi_R |\text{div} (\hat{a} (v_\varepsilon - v))|^2 \\
+ C_t \int_{\mathbb{R}^2} \xi_R |v_\varepsilon - v| |\text{div} (\hat{a} (v_\varepsilon - v))| + C_t \int_{\mathbb{R}^2} \hat{a} \xi_R |v_\varepsilon - v|^2 + C_t \left| \frac{N_\varepsilon}{|\log \varepsilon|} - \lambda \right|,
\]

hence
\[
\partial_t \int_{\mathbb{R}^2} \hat{a} \xi_R |v_\varepsilon - v|^2 \lesssim C_t \int_{\mathbb{R}^2} \hat{a} \xi_R |v_\varepsilon - v|^2 + a_t(1),
\]
and the conclusion now follows from the Grönwall inequality, letting $R \uparrow \infty$.

**Step 3.** Regime (GL1)′.

Using the choice of the scalings for $\lambda_\varepsilon, h, F$ in the regime (GL1)′, equation (3.2) takes on the following guise,
\[
\partial_t v_\varepsilon = \alpha^{-1} \nabla (\hat{a}^{-1} \text{div} (\hat{a} v_\varepsilon)) + (\alpha - \varepsilon \beta) \left( \nabla^\bot \hat{h} - \hat{F}^\bot - \frac{2N_\varepsilon}{|\log \varepsilon|} v \right) \text{curl} v_\varepsilon,
\]
with initial data $v_\varepsilon|_{t=0} = v_0$. As by assumption $\frac{N_\varepsilon}{|\log \varepsilon|} \to 0$, it is formally clear that $v_\varepsilon$ should converge to the solution $v$ of equation (3.16) as $\varepsilon \downarrow 0$. Existence, uniqueness, and regularity of this (global) solution $v$ are given by Proposition 3.2 just as for $v_\varepsilon$, and the convergence result follows as in Step 2 (with $\lambda = 0$).

**Step 4.** Regime (GL2)′.

Using the choice of the scalings for $\lambda_\varepsilon, h, F$ in the regime (GL2)′, equation (3.2) takes the following form, with $\hat{a} := \hat{a}^{\lambda_\varepsilon}$,
\[
\partial_t v_\varepsilon = \nabla p_\varepsilon + (\alpha - \varepsilon \beta) \left( \nabla^\bot \hat{h} - \hat{F}^\bot - \frac{2\lambda_\varepsilon^{-1} N_\varepsilon}{|\log \varepsilon|} v \right) \text{curl} v_\varepsilon,
\]
with initial data $v_\varepsilon|_{t=0} = v_\varepsilon^0 \to v^0$ in $L^2_{\text{uloc}}(\mathbb{R}^2)^2$. As by assumption $\lambda_\varepsilon^{-1} \frac{N_\varepsilon}{|\log \varepsilon|} \to 0$, it is formally clear that $v_\varepsilon$ should converge to the solution $v$ of equation (3.17) as $\varepsilon \downarrow 0$. Existence, uniqueness, and regularity of this (global) solution $v$ are given by Proposition 3.2 just as for $v_\varepsilon$, and the convergence result follows as in Step 1. \[\square\]
3.2. Nondilute parabolic case. Let us examine the vorticity formulation of equation (3.3) for \( v_{\varepsilon} \). As in (3.5), in terms of \( m_{\varepsilon} := \text{curl} \, v_{\varepsilon} \) and \( d_{\varepsilon} := \text{div} \, (av_{\varepsilon}) \), it takes on the following guise,

\[
\begin{aligned}
\partial_t m_{\varepsilon} &= - \text{div} \left( \Gamma_{\varepsilon}^{-1} m_{\varepsilon} \right), \\
\partial_t d_{\varepsilon} - \lambda_{\varepsilon}^{-1} \Delta d_{\varepsilon} + \lambda_{\varepsilon}^{-1} \text{div} \left( d_{\varepsilon} \nabla h \right) &= \text{div} \left( a \Gamma_{\varepsilon} m_{\varepsilon} \right), \\
\text{curl} v_{\varepsilon} &= m_{\varepsilon}, \\
\text{div} (av_{\varepsilon}) &= d_{\varepsilon}, \\
|m_{\varepsilon}|_{t=0} &= |\text{curl} \, v^0|, \\
|d_{\varepsilon}|_{t=0} &= |\text{div} \, (av^0)|.
\end{aligned}
\]

In the present nondilute regime, as \( \lambda_{\varepsilon} \uparrow \infty \), the diffusion tends to be degenerate and more work is thus needed to ensure the validity of uniform a priori estimates. The key consists in suitably exploiting the well-posedness of the degenerate limiting equation, studied in [40]. As an immediate corollary of such estimates, we also deduce that \( v_{\varepsilon} \) converges to the solution \( v^0 \) of this degenerate equation.

**Proposition 3.4.** Let \( h : \mathbb{R}^2 \to \mathbb{R}, a := e^h, F : \mathbb{R}^2 \to \mathbb{R}^2, \) and let \( v_{\varepsilon}^0 : \mathbb{R}^2 \to \mathbb{R}^2 \) be bounded in \( W^{1,q}(\mathbb{R}^2)^2 \) for all \( q > 2 \) and satisfy \( \text{curl} \, v_{\varepsilon}^0 \in \mathcal{P}(\mathbb{R}^2) \). For some \( s > 0 \), assume that \( h \in W^{s+6,\infty}(\mathbb{R}^2), F \in W^{s+5,\infty}(\mathbb{R}^2)^2, \) that \( v_{\varepsilon}^0 \) is bounded in \( W^{s+5,\infty}(\mathbb{R}^2)^2, \) that \( \text{curl} \, v_{\varepsilon}^0 \) is bounded in \( H^{s+4}(\mathbb{R}^2), \) and that \( \text{div} \, (av_{\varepsilon}^0) \) is bounded in \( H^{s+4}(\mathbb{R}^2)^2 \).

In the regime \((\text{GL}_3)\) with \( v_{\varepsilon}^0 = v^0 \), there exists a unique (global) solution \( v_{\varepsilon} \) of (3.3) in \( \mathbb{R}^+ \times \mathbb{R}^2, \) in the space \( L_{\text{loc}}^\infty(\mathbb{R}^+; v^0 + H^{s+4}(\mathbb{R}^2)^2) \). Moreover, all the properties of Assumption 3.1(a) are satisfied: for all \( T > 0 \) and \( q > 2 \), there is some \( \varepsilon_0(T) > 0 \) such that for all \( 0 < \varepsilon < \varepsilon_0(T) \) and \( 0 \leq t \leq T \),

\[
\begin{aligned}
\|v_{\varepsilon}^0, \nabla v_{\varepsilon}^0\|_{(L^2 + L^q) \cap L^\infty} &\lesssim_{\varepsilon, q} 1, \\
|m_{\varepsilon}|_{L^1 \cap L^\infty} &\lesssim_t 1, \\
|\partial_t v_{\varepsilon}^0|_{L^2 \cap L^\infty} &\lesssim_t 1, \\
|d_{\varepsilon}|_{L^2 \cap L^\infty} &\lesssim_t 1, \\
|\nabla d_{\varepsilon}|_{L^2 \cap L^\infty} &\lesssim_t 1, \\
|\partial_t d_{\varepsilon}|_{L^2} &\lesssim_t 1.
\end{aligned}
\]  

(3.22)

In addition, there holds \( v_{\varepsilon} \to v \) in \( L_{\text{loc}}^\infty(\mathbb{R}^+; v^0 + H^{s+4}(\mathbb{R}^2)^2) \) as \( \varepsilon \downarrow 0 \), where \( v \) is the unique (global) solution of

\[
\begin{aligned}
\partial_t v &= - (F_{\perp} + 2v) \text{curl} \, v, \\
v_{|t=0} &= v^0.
\end{aligned}
\]  

(3.23)

in \( \mathbb{R}^+ \times \mathbb{R}^d, \) in the space \( L_{\text{loc}}^\infty(\mathbb{R}^+; v^0 + H^{s+4} \cap W^{s+4,\infty}(\mathbb{R}^2)^2). \) \( \diamond \)

**Proof.** Direct estimates on \( v_{\varepsilon} \) as in [40] are not uniform with respect to \( \lambda_{\varepsilon} \gg 1 \). As we show, however, exploiting strong a priori estimates on the limiting solution \( v \) allows to deduce the desired uniform estimates on \( v_{\varepsilon} \). We split the proof into two steps.

**Step 1.** A priori estimates.

Let \( s > 0 \), and assume that \( \tilde{h} \in W^{s+3,\infty}(\mathbb{R}^2), \tilde{F} \in W^{s+2,\infty}(\mathbb{R}^2)^2, \) and that there exists a unique global solution \( v \) of equation (3.23) with \( v \in L_{\text{loc}}^\infty(\mathbb{R}^+; v^0 + L^2(\mathbb{R}^2)^2) \cap L_{\text{loc}}(\mathbb{R}^+; W^{s+2,\infty}(\mathbb{R}^2)^2) \) and with \( m := \text{curl} \, v, d := \text{div} \left( a \dot{v} \right) \in L_{\text{loc}}^\infty(\mathbb{R}^+; H^{s+2}(\mathbb{R}^2)). \) Also assume that there exists a unique global solution \( v_{\varepsilon} \) of (3.3) in \( L_{\text{loc}}^\infty(\mathbb{R}^+; v^0 + H^{s+2}(\mathbb{R}^2)^2). \) In this step, we consider the nondilute regime \( \lambda_{\varepsilon} \gg 1 \), and we show that for any fixed \( t \geq 0 \) we have for all \( \varepsilon > 0 \) small enough (that is, for all \( \lambda_{\varepsilon} \) large enough),

\[
\begin{aligned}
||v_{\varepsilon} - v||_{L^\infty_t H^{s+1}} + ||m_{\varepsilon} - m||_{L^\infty_t H^{s+1}} + ||d_{\varepsilon} - d||_{L^\infty_t H^s} &\leq C_t \varepsilon^{1/2} \lambda_{\varepsilon}^{-1}, \\
||d_{\varepsilon} - d||_{L^\infty_t H^{s+1}} &\leq C_t \lambda_{\varepsilon}^{-1/2}.
\end{aligned}
\]  

(3.24)

4. Only depending on an upper bound on \( T, s, s^{-1}, ||\tilde{h}||_{W^{s+6,\infty}}, ||(\tilde{F}, v^0)||_{W^{s+5,\infty}}, ||v^0||_{W^{1,4}}, ||m^2||_{H^{s+4}}, \) and \( ||d^0||_{H^{s+3}}. \)
hence in particular,
\[ \| v_\varepsilon - v^0 \|_{L^\infty_t H^{s+2}} + \| m_\varepsilon \|_{L^\infty_t H^{s+1}} + \| d_\varepsilon \|_{L^\infty_t H^{s+1}} \leq C_t, \] (3.25)
where the constant \( C_t \) only depends on an upper bound on \( \lambda_\varepsilon^{-1}, s, s^{-1}, \| \hat{h} \|_{W^{s+3,\infty}}, \| \hat{F} \|_{W^{s+2,\infty}}, \| \nu \|_{L^\infty_t W^{s+2,\infty}}, \| (m, d) \|_{L^\infty_t H^{s+2}}, \| v - v^0 \|_{L^\infty_t L^2}, \) and on time \( t \). We split the proof into six further substeps. In this step, we use the notation \( \lesssim_t \) for \( \lesssim \) up to a constant \( C_t > 0 \) as above, and we use the notation \( \gtrsim \) for \( \geq \) up to a constant that depends only on an upper bound on \( \lambda_\varepsilon^{-1}, \| \hat{h} \|_{W^{s+3,\infty}}, \) and on \( \| \hat{F} \|_{W^{s+2,\infty}}. \)

**Substep 1.1. Notation.**

Define \( \delta v_\varepsilon := \lambda_\varepsilon(v_\varepsilon - \nu), \delta m_\varepsilon := \text{curl} \delta v_\varepsilon = \lambda_\varepsilon(m_\varepsilon - m), \) and \( \delta d_\varepsilon := \text{div} (\hat{a} \delta v_\varepsilon) = \lambda_\varepsilon(d_\varepsilon - d). \) Given the choice of the scalings, equation (3.3) for \( v_\varepsilon \) takes on the following guise,
\[ \partial_t v_\varepsilon = \lambda_\varepsilon^{-1} \nabla (\hat{a}^{-1} d_\varepsilon) + (\lambda_\varepsilon^{-1} \nabla \hat{\perp} \hat{h} - \hat{F} \perp - 2v_\varepsilon) m_\varepsilon, \] (3.26)
and hence, decomposing \( v_\varepsilon = v + \lambda_\varepsilon^{-1} \delta v_\varepsilon, \)
\[ \partial_t v + \lambda_\varepsilon^{-1} \partial_t \delta v_\varepsilon = -(\hat{F} \perp + 2v) m + \lambda_\varepsilon^{-1} \left( \nabla (\hat{a}^{-1} d) + m \nabla \hat{\perp} \hat{h} - \hat{F} \perp \delta m_\varepsilon - 2v \delta m_\varepsilon - 2m \delta v_\varepsilon \right) + \lambda_\varepsilon^{-2} \left( \nabla (\hat{a}^{-1} \delta d_\varepsilon) + \delta m_\varepsilon \nabla \hat{\perp} \hat{h} - 2 \delta v_\varepsilon \delta m_\varepsilon \right). \]

Injecting equation (3.23) for \( v \) and multiplying both sides by \( \lambda_\varepsilon \), we obtain the following equation for \( \delta v_\varepsilon, \)
\[ \partial_t \delta v_\varepsilon = \lambda_\varepsilon^{-1} \nabla (\hat{a}^{-1} \delta d_\varepsilon) + (W_\varepsilon - 2\lambda_\varepsilon^{-1} \delta v_\varepsilon) \delta m_\varepsilon - 2m \delta v_\varepsilon + G, \] (3.27)
with initial data \( \delta v_\varepsilon|_{t=0} = 0, \) where we have set
\[ G := \nabla (\hat{a}^{-1} d) + m \nabla \hat{\perp} \hat{h}, \quad W_\varepsilon := \lambda_\varepsilon^{-1} \nabla \hat{\perp} \hat{h} - \hat{F} \perp - 2v. \]

Taking the curl of (3.27) leads to
\[ \partial_t \delta m_\varepsilon = - \text{div} \left( (W_\varepsilon - 2\lambda_\varepsilon^{-1} \delta v_\varepsilon) \delta m_\varepsilon \right) + 2\delta v_\varepsilon \cdot \nabla m - 2m \delta m_\varepsilon + \text{curl} G, \] (3.28)
while applying \( \text{div} (\hat{a} \cdot) \) yields
\[ \partial_t \delta d_\varepsilon = \lambda_\varepsilon^{-1} \Delta \delta d_\varepsilon - \lambda_\varepsilon^{-1} \text{div} (\delta d_\varepsilon \nabla \hat{h}) \]
\[ + \text{div} (\hat{a} (W_\varepsilon - 2\lambda_\varepsilon^{-1} \delta v_\varepsilon) \delta m_\varepsilon) - 2 \text{div} (\hat{a} \delta m_\varepsilon \delta v_\varepsilon) + \text{div} (\hat{a} G), \] (3.29)
with initial data \( \delta m_\varepsilon|_{t=0} = 0 \) and \( \delta d_\varepsilon|_{t=0} = 0. \) Proving the result (3.24) thus amounts to establishing uniform a priori estimates for the solutions \( \delta v_\varepsilon, \delta m_\varepsilon, \) and \( \delta d_\varepsilon \) of the above equations.

**Substep 1.2. \( L^2 \)-estimate on \( \delta v_\varepsilon \) and \( \delta m_\varepsilon. \)**

In this step, we show that
\[ \| \delta v_\varepsilon \|_{L^\infty_t L^2} + \| \delta m_\varepsilon \|_{L^\infty_t (H^{-1} \cap L^2)} + \| \delta d_\varepsilon \|_{L^\infty_t H^{-1}} \lesssim t. \] (3.30)
On the one hand, from equation (3.27), noting that \(-2\lambda_\varepsilon^{-1}\delta v_\varepsilon \delta m_\varepsilon - 2m_\varepsilon \delta v_\varepsilon = -2m_\varepsilon \delta v_\varepsilon\), we find by integration by parts,
\[
\partial_t \int_{\mathbb{R}^2} \hat{a} |\delta v_\varepsilon|^2 = -2\lambda_\varepsilon^{-1} \int_{\mathbb{R}^2} \hat{a}^{-1}|\delta d_\varepsilon|^2 + 2 \int_{\mathbb{R}^2} \hat{a} \delta v_\varepsilon \cdot (W_\varepsilon \delta m_\varepsilon - 2m_\varepsilon \delta v_\varepsilon + G)
\]
\[
\leq 2 \int_{\mathbb{R}^2} \hat{a} \delta v_\varepsilon \cdot (W_\varepsilon \delta m_\varepsilon + G),
\]
and hence, using the Cauchy-Schwarz inequality and injecting the definition of \(G\) and \(W_\varepsilon\),
\[
\partial_t \left( \int_{\mathbb{R}^2} \hat{a} |\delta v_\varepsilon'|^2 \right)^{1/2} \leq \|W_\varepsilon'\|_{L^\infty} \left( \int_{\mathbb{R}^2} \hat{a} |\delta m_\varepsilon'|^2 \right)^{1/2} + \left( \int_{\mathbb{R}^2} \hat{a} |G'|^2 \right)^{1/2}
\]
\[
\lesssim \|((\nabla \hat{h}, \hat{F}, v')\|_{L^\infty} \|\delta m_\varepsilon\|_{L^2} + \|d'\|_{H^1} + \|m'|\|_{L^2}
\]
\[
\lesssim 1 + \|\delta m_\varepsilon\|_{L^2},
\]
that is,
\[
\|\delta v_\varepsilon\|_{L^\infty} \|\delta m_\varepsilon\|_{L^2} \lesssim 1 + \|\delta m_\varepsilon\|_{L^2}.
\]
(3.31)

On the other hand, equation (3.28) yields by integration by parts,
\[
\partial_t \int_{\mathbb{R}^2} |\delta m_\varepsilon'|^2 = \int_{\mathbb{R}^2} |\delta m_\varepsilon'|^2 \text{div} ( -W_\varepsilon' + 2\lambda_\varepsilon^{-1}\delta v_\varepsilon' )
\]
\[
- 4 \int_{\mathbb{R}^2} |\delta m_\varepsilon'|^2 m + 2 \int_{\mathbb{R}^2} \delta m_\varepsilon' (2\delta v_\varepsilon' \cdot \nabla m + \text{curl} G),
\]
and hence, decomposing \(\text{div} (\lambda_\varepsilon^{-1}\delta v_\varepsilon') = -\lambda_\varepsilon^{-1}\delta m_\varepsilon' = m - m_\varepsilon \leq m\),
\[
\partial_t \int_{\mathbb{R}^2} |\delta m_\varepsilon'|^2 \leq \int_{\mathbb{R}^2} |\delta m_\varepsilon'|^2 \text{curl} W_\varepsilon + 2 \int_{\mathbb{R}^2} \delta m_\varepsilon' (2\delta v_\varepsilon' \cdot \nabla m + \text{curl} G)
\]
\[
\leq \|\nabla W_\varepsilon\|_{L^\infty} \|\delta m_\varepsilon\|_{L^2} + 4 \|\nabla m\|_{L^\infty} \|\delta v_\varepsilon\|_{L^2} \|\delta m_\varepsilon\|_{L^2} + 2 \|\text{curl} G\|_{L^2} \|\delta m_\varepsilon\|_{L^2}.
\]

Injecting the definitions of \(G\) and \(W_\varepsilon\) with \(\lambda_\varepsilon^{-1} \lesssim 1\), and using (3.31) to estimate the \(L^2\)-norm of \(\delta v_\varepsilon\) in the right-hand side, we deduce
\[
\partial_t \|\delta m_\varepsilon\|_{L^2} \lesssim t \|\delta m_\varepsilon\|_{L^2} + \|\delta v_\varepsilon\|_{L^2} + 1 \lesssim t \|\delta m_\varepsilon\|_{L^\infty} L^2 + 1.
\]

Combining this with (3.31) and with the obvious estimate \(\|\delta m_\varepsilon, \delta d_\varepsilon\|_{H^{-1}} \lesssim \|\delta v_\varepsilon\|_{L^2}\), the conclusion (3.30) follows from the Grönwall inequality.

**Substep 1.3.** \(H^{s+1}\)-estimate on \(\delta m_\varepsilon\).

In this step, we show that
\[
\partial_t \|\delta m_\varepsilon\|_{H^{s+1}} \lesssim t + \|\delta m_\varepsilon\|_{H^{s+1}} + \|\delta d_\varepsilon\|_{H^s} + \lambda_\varepsilon^{-1} \left( \|\delta m_\varepsilon\|_{H^{s+1}}^2 + \|\delta m_\varepsilon\|_{H^{s+1}} \|\delta d_\varepsilon\|_{H^{s+1}} \right).
\]
(3.32)

Arguing as in [40, Proof of Lemma 2.2], with \(s > 0\), the time derivative of the \(H^s\)-norm of the vorticity \(\delta m_\varepsilon\) is computed as follows,
\[
\partial_t \|\delta m_\varepsilon\|_{H^{s+1}} \leq \frac{1}{2} \|\text{div} (W_\varepsilon' - 2\lambda_\varepsilon^{-1}\delta v_\varepsilon')\|_{L^\infty} \|\delta m_\varepsilon\|_{H^{s+1}} + \|\langle (\nabla)^{s+1} \text{div} , W_\varepsilon' \rangle \delta m_\varepsilon\|_{L^2}
\]
\[
+ 2\lambda_\varepsilon^{-1} \|\langle (\nabla)^{s+1} \text{div} , \delta v_\varepsilon' \rangle \delta m_\varepsilon\|_{L^2} + 2\|\delta v_\varepsilon' \cdot \nabla m\|_{H^{s+1}}
\]
\[
+ 2 \|m \delta m_\varepsilon\|_{H^{s+1}} + \|\text{curl} G\|_{H^{s+1}}
\]
\[
\lesssim \|W_\varepsilon\|_{W^{s+2, \infty}} + \|m\|_{W^{s+1, \infty}} \|\delta m_\varepsilon\|_{H^{s+1}} + \|m\|_{H^{s+2}} \|\delta v_\varepsilon\|_{H^{s+1}}
\]
\( + \lambda_\varepsilon^{-1}(\|\delta v_\varepsilon\|_{W^{1,\infty}} + \|\delta m_\varepsilon\|_{H^{s+1}} + \|\delta v_\varepsilon\|_{H^{s+2}}) + \|\text{curl } G\|_{H^{s+1}}. \)

Injecting the definition of \( G \) and \( W_\varepsilon \) with \( \lambda_\varepsilon^{-1} \lesssim 1 \), and using the Sobolev embedding for \( L^\infty(\mathbb{R}^2) \) into \( H^{s+1}(\mathbb{R}^2) \) with \( s > 0 \), we find

\[
\partial_t \|\delta m_\varepsilon\|_{H^{s+1}} \lesssim \|\delta m_\varepsilon\|_{H^{s+1}} + \|\delta v_\varepsilon\|_{H^{s+1}} + \lambda_\varepsilon^{-1}\|\delta v_\varepsilon\|_{H^{s+2}} \|\delta m_\varepsilon\|_{H^{s+1}} + 1. \tag{3.33}
\]

Decomposing \( \delta v_\varepsilon = \hat{a}^{-1}\nabla^2 (\text{div } \hat{a}^{-1}\nabla)^{-1}\delta m_\varepsilon + \text{div}(\hat{a}\nabla)^{-1}\delta d_\varepsilon \), we appeal to e.g. [40, Lemma 2.6] in the form

\[
\|\delta v_\varepsilon\|_{H^{s+1}} \lesssim \|\delta m_\varepsilon\|_{H^{-1}\cap H^s} + \|\delta d_\varepsilon\|_{H^{-1}\cap H^s}. \tag{3.34}
\]

with successively \( r = s \) and \( r = s + 1 \). Injecting this into (3.33), and using the result (3.30) of Substep 1.2 in the form \( \|\langle\delta m_\varepsilon, \delta d_\varepsilon\rangle\|_{H^s} \lesssim 1 \), the conclusion (3.32) follows.

**Substep 1.4.** \( H^{s+1} \)-estimate on \( \delta d_\varepsilon \) without loss of regularity.

In this step we set that

\[
\lambda_\varepsilon^{-1/2}\|\delta d_\varepsilon\|_{L^\infty H^{s+1}} \lesssim 1 + \|\delta m_\varepsilon\|_{L^\infty H^{s+1}} + \|\delta d_\varepsilon\|_{L^\infty H^s} + \lambda_\varepsilon^{-1}\|\delta m_\varepsilon\|_{L^2 H^{s+1}}. \tag{3.35}
\]

Equation (3.29) for the divergence \( \delta d_\varepsilon \) takes the form \( \partial_t \delta d_\varepsilon = \lambda_\varepsilon^{-1}\Delta \delta d_\varepsilon + \text{div } H_\varepsilon \), where we have set

\[
H_\varepsilon := -\lambda_\varepsilon^{-1}\delta d_\varepsilon \nabla \hat{h} + a(W_\varepsilon - 2\lambda_\varepsilon^{-1}\delta v_\varepsilon)\delta m_\varepsilon - 2am\delta v_\varepsilon + aG.
\]

Testing this equation with \( (-\Delta)^{-1}\langle\nabla\rangle^{2(s+1)}\partial_t \delta d_\varepsilon \), arguing as in [40, Proof of Lemma 2.3(i)], we find

\[
\lambda_\varepsilon^{-1}\|\delta d_\varepsilon\|^2_{L^\infty H^{s+1}} \leq \int_0^t \|H_\varepsilon^s\|^2_{H^{s+1}} du,
\]

and hence, injecting the definitions of \( H_\varepsilon \), \( G \), and \( W_\varepsilon \), with \( s > 0 \),

\[
\lambda_\varepsilon^{-1}\|\delta d_\varepsilon\|^2_{L^\infty H^{s+1}} \lesssim \lambda_\varepsilon^{-2} \int_0^t \|\delta d_\varepsilon\|^2_{H^{s+1}} du + \lambda_\varepsilon^{-2}\|\delta v_\varepsilon\|^2_{L^\infty H^{s+1}} + \lambda_\varepsilon^{-1}\|\delta m_\varepsilon\|^2_{L^2 H^{s+1}} + \|\delta m_\varepsilon\|^2_{L^\infty H^{s+1}} + \|\delta v_\varepsilon\|^2_{L^\infty H^{s+1}} + 1.
\]

The Grönwall inequality with \( \lambda_\varepsilon^{-1} \lesssim 1 \) then yields

\[
\lambda_\varepsilon^{-1}\|\delta d_\varepsilon\|^2_{L^\infty H^{s+1}} \lesssim 1 + \|\delta m_\varepsilon\|^2_{L^\infty H^{s+1}} + \|\delta v_\varepsilon\|^2_{L^\infty H^{s+1}} + \lambda_\varepsilon^{-1}\|\delta v_\varepsilon\|^2_{L^\infty H^{s+1}} + \|\delta m_\varepsilon\|^2_{L^\infty H^{s+1}} + \|\delta v_\varepsilon\|^2_{L^\infty H^{s+1}}.
\]

The conclusion (3.35) follows from this together with the bound (3.34) and with the result (3.30) of Substep 1.2 in the form \( \|\langle\delta m_\varepsilon, \delta d_\varepsilon\rangle\|_{H^{-1}} \lesssim 1 \).

**Substep 1.5.** \( H^s \)-estimate on \( \delta d_\varepsilon \) with loss of regularity.

In this step, we show that

\[
\partial_t \|\delta d_\varepsilon\|^2_{H^s} \lesssim 1 + \|\delta d_\varepsilon\|_{H^s} + \|\delta m_\varepsilon\|_{H^{s+1}} + \lambda_\varepsilon^{-1}\|\delta m_\varepsilon\|^2_{H^{s+1}} + \|\delta d_\varepsilon\|_{H^s} + \|\delta m_\varepsilon\|_{H^{s+1}}. \tag{3.36}
\]

Equation (3.29) for the divergence \( \delta d_\varepsilon \) yields after integration by parts,

\[
\partial_t \|\delta d_\varepsilon\|^2_{H^s} \leq -2\lambda_\varepsilon^{-1} \int_{\mathbb{R}^2} \langle\nabla\rangle^s \text{div } \langle\nabla\rangle^s \|\delta d_\varepsilon\|^2 + 2\lambda_\varepsilon^{-1} \int_{\mathbb{R}^2} \langle\nabla\rangle^s (\delta d_\varepsilon \nabla \hat{h}) \cdot \nabla \langle\nabla\rangle^s \|\delta d_\varepsilon\| + 2 \int_{\mathbb{R}^2} (\langle\nabla\rangle^s \delta d_\varepsilon) \text{div } \langle\nabla\rangle^s (a(W_\varepsilon - 2\lambda_\varepsilon^{-1}\delta v_\varepsilon)\delta m_\varepsilon - 2am\delta v_\varepsilon + aG) \leq \lambda_\varepsilon^{-1}\|\delta d_\varepsilon\|_{H^s}^2 + 2\|\delta d_\varepsilon\|_{H^s} \|a(W_\varepsilon - 2\lambda_\varepsilon^{-1}\delta v_\varepsilon)\delta m_\varepsilon + aG\|_{H^{s+1}} + 2\|m\delta d_\varepsilon\|_{H^s} + 2\|a\delta v_\varepsilon \nabla m\|_{H^s},
\]
and hence, injecting the definition of $G$ and $W_\varepsilon$,
\[
\partial_t \| \delta \varepsilon \|_{H^s} \lesssim_t 1 + \| \delta d \|_{H^s} + \| \delta m \|_{H^{s+1}} + \| \delta v \|_{H^s} + \lambda_\varepsilon^{-1} \| \delta v \|_{H^{s+1}} \| \delta m \|_{H^{s+1}}.
\]

The result (3.36) follows from this together with the bound (3.34) and with the result (3.30) of Substep 1.2 in the form $\| (\delta m, \delta d) \|_{H^{-1}} \lesssim_t 1$.

**Substep 1.6. Proof of (3.24) and (3.25).**

Injecting (3.35) into (3.32) with $\lambda_\varepsilon^{-1} \lesssim 1$, we find
\[
\partial_t \| \delta m \|_{L^\infty_t H^{s+1}} \lesssim_t 1 + \| \delta m \|_{L^\infty_t H^{s+1}} + \| \delta d \|_{L^\infty_t H^s} + \lambda_\varepsilon^{-1/2} (\| \delta m \|_{H^{s+1}}^2 + \| \delta d \|_{L^2_t H^s}^2) + \lambda_\varepsilon^{-3/2} \| \delta m \|_{L^\infty_t H^{s+1}}^3.
\]

Together with (3.36), this yields
\[
\partial_t \left( \| \delta m \|_{L^\infty_t H^{s+1}} + \| \delta d \|_{L^\infty_t H^s} \right) \lesssim_t 1 + \| \delta m \|_{L^\infty_t H^{s+1}} + \| \delta d \|_{L^\infty_t H^s} + \lambda_\varepsilon^{-1/2} \| \delta m \|_{H^{s+1}}^2 + \lambda_\varepsilon^{-3/2} \| \delta m \|_{L^\infty_t H^{s+1}}^3 \lesssim_t 1.
\]

For any $t \geq 0$, choosing $\varepsilon > 0$ small enough such that $\lambda_\varepsilon^{-3/4} \leq (2C_t)^{-3}$, we obtain
\[
\| \delta m \|_{L^\infty_t H^{s+1}} + \| \delta d \|_{L^\infty_t H^s} \lesssim_t 1.
\]

Combining this with the bound (3.34) and with the result (3.30) of Substep 1.2 in the form of $\| (\delta m, \delta d) \|_{H^{-1}} \lesssim_t 1$, we deduce
\[
\| \delta v \|_{L^\infty_t H^{s+1}} + \| \delta m \|_{L^\infty_t H^{s+1}} + \| \delta d \|_{L^\infty_t H^s} \lesssim_t 1.
\]

Injecting this into the result (3.35) of Substep 1.4, we find
\[
\| \delta d \|_{L^\infty_t H^{s+1}} \lesssim_t \lambda_\varepsilon^{-1/2},
\]
and the conclusion (3.24) follows. Further decomposing $v_\varepsilon = v + \lambda_\varepsilon^{-1} \delta v_\varepsilon$, these results yield
\[
\| m \|_{L^\infty_t H^{s+1}} + \| d \|_{L^\infty_t H^{s+1}} \lesssim_t 1.
\]

Combining this again with (3.34), we obtain
\[
\| v_\varepsilon - v^0 \|_{L^\infty_t H^{s+2}} \lesssim_t \| m \|_{L^\infty_t H^{s+1}} + \| d \|_{L^\infty_t H^{s+1}} + \| v_\varepsilon - v^0 \|_{L^2_t \infty} \lesssim_t 1 + \lambda_\varepsilon^{-1} (\| m \|_{L^\infty_t H^{s+1}} + \| d \|_{L^\infty_t H^{s+1}} + \| v_\varepsilon - v^0 \|_{L^2_t} \lesssim_t 1,
\]
and the conclusion (3.25) follows.

**Step 2. Conclusion.**

Let $s > 1$, and assume that $\hat{h} \in W^{s+5, \infty} (\mathbb{R}^2)$, $F \in W^{s+4, \infty} (\mathbb{R}^2)^2$, $v^0 \in W^{s+3, \infty} (\mathbb{R}^2)^2$, $\mathrm{curl} v^0 \in H^{s+3} \cap W^{s+3, \infty} (\mathbb{R}^2)$, and $\mathrm{div} (\alpha v^0) \in H^{s+2} (\mathbb{R}^2)$. In this step, we use the notation $\lesssim_t$ for $t$ up to a constant that depends only on an upper bound on the norms of these data and on $s$ and $(s - 1)^{-1}$, and we write $\lesssim_t$ to indicate the further dependence on an upper bound on time $t$. 

Under these assumptions we know from [40, Theorem 4] that equation (3.23) admits a unique global solution \( v \in L^\infty_0(\mathbb{R}^+; \Omega^3 + H^{s+5} \cap W^{s+3,\infty}(\mathbb{R}^2)^2) \), which implies in particular
\[
\|v - v^0\|_{L^\infty_t H^{s+3}} + \|v\|_{L^\infty_t W^{s+3,\infty}} + \|(m,d)\|_{L^\infty_t H^{s+2}} \lesssim 1.
\]

In addition, we know from [40, Theorem 1(i)] that equation (3.3) also admits a unique global solution \( v_\varepsilon \in L^\infty_0(\mathbb{R}^+; \Omega^3 + H^{s+3}(\mathbb{R}^2)^2) \). We may thus apply the result of Step 1, which for any \( t \geq 0 \) yields for all \( \varepsilon > 0 \) small enough,
\[
\|v_\varepsilon - v^0\|_{L^\infty_t H^{s+2}} + \|m_\varepsilon\|_{L^\infty_t H^{s+1}} + \|d_\varepsilon\|_{L^\infty_t H^{s+1}} \lesssim 1.
\]

As \( s > 1 \), this implies by the Sobolev embedding,
\[
\|v_\varepsilon - v^0\|_{L^\infty_t (H^{s+1} \cap W^{2,\infty})} + \|m_\varepsilon\|_{L^\infty_t (H^{s+1} \cap W^{1,\infty})} + \|d_\varepsilon\|_{L^\infty_t (H^{s+1} \cap W^{1,\infty})} \lesssim 1,
\]
and hence, using these bounds in equation (3.26),
\[
\|\partial_t v_\varepsilon\|_{L^\infty_t (H^{s+1} \cap L^\infty)} + \|\partial_t d_\varepsilon\|_{L^\infty_t L^2} \lesssim 1.
\]

The desired estimates follow. Finally, the result (3.24) of Step 1 with \( \lambda_\varepsilon \gg 1 \) directly implies the convergence \( v_\varepsilon \to v \) in \( L^\infty_0(\mathbb{R}^+; \Omega^3 + H^{s+2}((\mathbb{R}^2)^2)) \).

### 3.3. Conservative case

Let us examine the vorticity formulation of equation (3.4) for \( v_\varepsilon \). In terms of \( m_\varepsilon := \text{curl} \ v_\varepsilon \), it takes the form of a nonlinear continuity equation for the vorticity \( m_\varepsilon \),
\[
\begin{aligned}
\partial_t m_\varepsilon &= -\text{div}(D^+ m_\varepsilon), \\
\text{curl} \ v_\varepsilon &= m_\varepsilon, \\
\text{div} \ (av_\varepsilon) &= 0, \\
m_\varepsilon |_{t=0} &= \text{curl} \ v_\varepsilon^0.
\end{aligned}
\quad (3.37)
\]

Given the form of \( \Gamma_\varepsilon \) in (3.4), this equation is a variant of the 2D Euler equation in vorticity form and is known as the lake equation in the context of 2D fluid dynamics (cf. e.g. [18, 19]): the pinning weight \( \omega \) corresponds to the effect of a varying depth in shallow water, while the forcing \( \nabla h - F \) is similar to a background flow. A detailed study of this kind of equations is performed in the companion article [40]. The following proposition states that a solution \( v_\varepsilon \) always exists globally and satisfies the various properties of Assumption 3.1(b), under suitable regularity assumptions on the initial data \( v_\varepsilon^0 \).

**Proposition 3.5.** Let \( h : \mathbb{R}^2 \to \mathbb{R} \), \( a := \epsilon h \), \( F : \mathbb{R}^2 \to \mathbb{R}^2 \), and let \( v_\varepsilon^0 : \mathbb{R}^2 \to \mathbb{R}^2 \) be bounded in \( W^{1,q}(\mathbb{R}^2)^2 \) for all \( q > 2 \) and satisfy \( \text{curl} \ v_\varepsilon^0 \in \mathcal{P}(\mathbb{R}^2) \). Assume that \( h \in L^\infty(\mathbb{R}^2) \), \( \nabla h, F \in L^4 \cap W^{2,\infty}(\mathbb{R}^2)^2 \), that \( a(x) \to 1 \) uniformly as \( |x| \to \infty \), that \( v_\varepsilon^0 \) is bounded in \( W^{2,\infty}(\mathbb{R}^2)^2 \) with \( \text{div} \ (av_\varepsilon^0) = 0 \), and that \( \text{curl} \ v_\varepsilon^0 \) is bounded in \( H^1(\mathbb{R}^2) \).

In the regime (GP), there exists a unique (global) solution \( v_\varepsilon \) of (3.4) in \( \mathbb{R}^+ \times \mathbb{R}^2 \), in the space \( L^\infty_0(\mathbb{R}^+; v_\varepsilon + H^{s+2} \cap W^{1,\infty}(\mathbb{R}^2)^2) \). Moreover, all the properties of Assumption 3.1(b) are satisfied, that is, for all \( t \geq 0 \) and \( q > 2 \) and \( 2 < p < \infty \),
\[
\begin{align*}
\|v_\varepsilon\|_{L^\infty_t L^\infty} &\lesssim 1, \\
\|\text{curl} v_\varepsilon\|_{L^1_t L^\infty} &\lesssim 1, \\
\|p_\varepsilon\|_{L^2_t L^\infty} &\lesssim 1, \\
\|\nabla p_\varepsilon\|_{L^2_t L^\infty} &\lesssim 1, \\
\|\partial_t v_\varepsilon\|_{L^2_t L^2} &\lesssim 1, \\
\|\partial_t p_\varepsilon\|_{L^p_t L^p} &\lesssim 1.
\end{align*}
\]

In addition, for all \( \theta > 0 \) and \( \varrho \geq 1 \), setting \( p_{\varepsilon, \varrho} := \chi_{\varrho} p_\varepsilon \), we have for all \( t \geq 0 \),
\[
\|\nabla (p_{\varepsilon, \varrho} - p_\varepsilon^\varrho)\|_{L^2} \lesssim_{\theta, t} \theta^{-2} + \int_{|x|>\varrho} |\text{curl} v_\varepsilon^\varrho|^2.
\]
\( \diamond \)
Proof. We split the proof into three steps.

Step 1. Preliminary.

In this step, we prove the following Meyers-type elliptic regularity estimate: if \( b \in L^\infty(\mathbb{R}^2) \) satisfies \( \frac{1}{2} \leq b \leq 1 \) pointwise, and \( b(x) \to 1 \) uniformly as \( |x| \to \infty \), then for all \( g \in L^1 \cap L^2(\mathbb{R}^2)^2 \) the decaying solution \( v \) of equation \( -\nabla (b \nabla v) = \text{div} \ g \) satisfies for all \( 2 < q < \infty \),

\[
\|v\|_{L^q} \lesssim_q \|g\|_{L^\frac{2q}{q-2} \cap L^2} \lesssim \|g\|_{L^1 \cap L^2}.
\]

Let \( b \in L^\infty(\mathbb{R}^2) \) be fixed with \( \frac{1}{2} \leq b \leq 1 \) pointwise and \( b(x) \to 1 \) uniformly as \( |x| \to \infty \). Set \( b_r := \chi_r + b(1 - \chi_r) \) and decompose the equation for \( v \) as follows,

\[
-\text{div} (b_r \nabla v) = \text{div} (g + (b - b_r) \nabla v).
\]

Let \( 1 < p < 2 \). Meyers’ perturbative argument [74] gives a value \( \kappa_p > 0 \) such that, if \( \tilde{b} \in L^\infty(\mathbb{R}^2) \) satisfies \( \kappa_p \leq \tilde{b} \leq 1 \), then for all \( k \in L^1 \cap L^2(\mathbb{R}^2)^2 \) the decaying solution \( w \) of equation \( -\nabla (\tilde{b} \nabla w) = \text{div} \ k \) satisfies \( \|\nabla w\|_{L^p} \lesssim_p \|k\|_{L^p} \). By definition, for \( r \) large enough, the truncated coefficient \( b_r \) satisfies \( \kappa_p \leq b_r \leq 1 \), hence

\[
\|\nabla v\|_{L^p} \lesssim_p \|g + (b - b_r) \nabla v\|_{L^p}.
\]

Using the elementary energy estimate \( \|\nabla v\|_{L^2} \lesssim \|g\|_{L^2} \), and noting that \( b_r = b \in \mathbb{R}^2 \setminus B_{2r} \), Hölder’s inequality yields

\[
\|\nabla v\|_{L^p} \lesssim_p \|g\|_{L^p} + \|\nabla v\|_{L^p(B_{2r})} \lesssim \|g\|_{L^p} + r^{2(\frac{1}{p} - \frac{1}{2})} \|\nabla v\|_{L^2} \lesssim \|g\|_{L^p} + r^{2(\frac{1}{p} - \frac{1}{2})} \|g\|_{L^2}.
\]

Rather decomposing the equation for \( v \) as follows,

\[
-\Delta v = \text{div} (g + (b - 1) \nabla v),
\]

we deduce from Riesz potential theory, with \( 2 < q := \frac{2p}{2 - p} < \infty \),

\[
\|v\|_{L^q} \lesssim_q \|g\|_{L^p} + \|\nabla v\|_{L^p}.
\]

Combining this with the above, the conclusion follows.

Step 2. Proof of Assumption 3.1(b).

The assumption \( \|\tilde{h}\|_{W^{3,\infty}} \), \( \|\nabla h, \tilde{F}\|_{L^1 \cap W^{2,\infty}} \lesssim 1 \) yields \( \|\lambda^{-1}_e (\nabla \tilde{h} - F)\|_{L^1 \cap W^{2,\infty}} \lesssim 1 \) in the considered regime, and also \( \lambda^{-1}_e \frac{\Delta}{|\log |x||} = 1 \) and \( \lambda^{-1}_e \lesssim 1 \). Using the assumptions on the initial data \( v^0 \), it follows from [40, Theorem 1 and 3] that there exists a unique (global) solution \( v \in L^\infty(\mathbb{R}^3; v^0 + H^2 \cap W^{1,\infty}(\mathbb{R}^2)^2) \) of (3.4) in \( \mathbb{R}^+ \times \mathbb{R}^2 \) with initial data \( v^0 \). Moreover, it is shown in [40] that this solution satisfies in particular, for all \( t \geq 0 \),

\[
\|v_t - v^0\|_{H^2 \cap W^{1,\infty}} \lesssim t, \quad \|m_t\|_{H^1 \cap L^\infty} \lesssim t, \quad \int_{\mathbb{R}^2} m_t = 1, \quad m_t \geq 0. \tag{3.39}
\]

(In order to ensure \( v \in L^\infty(\mathbb{R}^3; v^0 + H^2(\mathbb{R}^2)^2) \), the results in [40] would actually require \( \nabla h, F, v^0 \in W^{s+2,\infty}(\mathbb{R}^2)^2 \) for some \( s > 0 \) due to the use of the Sobolev embedding for \( H^{s+1}(\mathbb{R}^2) \) into \( W^{1,\infty}(\mathbb{R}^2)^2 \) in [40, Proof of Lemma 4.6]. However, this use of the Sobolev embedding is easily replaced by an a priori estimate for \( v \) in \( W^{s,\infty}(\mathbb{R}^2)^2 \), for which it is already enough to assume \( \nabla h, F, v^0 \in W^{2,\infty}(\mathbb{R}^2)^2 \), cf. [40, Lemma 4.7].)

We argue that all the claimed properties of \( v \) follow from (3.39). Combining (3.39) with the assumption that \( v^0 \) is bounded in \( W^{1,q}(\mathbb{R}^2)^2 \) for all \( q > 2 \), we obtain

\[
\|(v_t, \nabla v_t)\|_{(L^2 + L^\infty) \cap L^\infty} \lesssim_{t,q} 1.
\]
Applying $\text{div}(\hat{a} \cdot \cdot)$ to both sides of equation (3.4), we find the following equation for the pressure, in the considered regime (GP),
\[-\text{div} (\hat{a} \nabla p^\epsilon_t) = \text{div} (\hat{a} T^\epsilon_m^t) = -\text{div} \left( \hat{a} m^t_\epsilon (\lambda^{-1}_\epsilon \nabla^\perp \hat{h} - \hat{F}^\perp - 2 v^\perp_t) \right). \tag{3.40}\]
An energy estimate directly yields
\[
\|\nabla p^\epsilon_t\|_{L^2} \lesssim \|\hat{a} m^t_\epsilon (\lambda^{-1}_\epsilon \nabla^\perp \hat{h} - \hat{F}^\perp - 2 v^\perp_t)\|_{L^2} \lesssim_t 1, \tag{3.41}\]
and similarly, first differentiating both sides of (3.40),
\[
\|\nabla^2 p^\epsilon_t\|_{L^2} \lesssim \|\nabla^2 \hat{a} m^t_\epsilon (\lambda^{-1}_\epsilon \nabla^\perp \hat{h} - \hat{F}^\perp - 2 v^\perp_t)\|_{L^2} \lesssim_t 1. \tag{3.42}\]
Inserting (3.41) into (3.4) yields
\[
\|\partial_t v^\epsilon_t\|_{L^2} \leq \|\nabla p^\epsilon_t\|_{L^2} + \|\Gamma^\epsilon_t m^t_\epsilon\|_{L^2} \lesssim_t 1.\]
Applying to equation (3.40) the Meyers-type result of Step 1, we find for all $2 < q < \infty,$
\[
\|p^\epsilon_t\|_{L^q} \lesssim_q \|\hat{a} m^t_\epsilon (\lambda^{-1}_\epsilon \nabla^\perp \hat{h} - \hat{F}^\perp - 2 v^\perp_t)\|_{L^1 \cap L^2} \lesssim_t 1. \tag{3.43}\]
Combining this with (3.42), we deduce from the Sobolev embedding $\|p^\epsilon_t\|_{L^q \cap L^\infty} \lesssim_{q,t} 1$ for all $q > 2.$ Differentiating both sides of (3.40) with respect to the time variable, the Meyers-type result of Step 1 further yields for all $2 < q < \infty,$
\[
\|\partial_t p^\epsilon_t\|_{L^q} \lesssim_q \|\hat{a} \partial_t (m^t_\epsilon (\lambda^{-1}_\epsilon \nabla^\perp \hat{h} - \hat{F}^\perp - 2 v^\perp_t))\|_{L^1 \cap L^2}
\lesssim \|m^t_\epsilon\|_{L^2 \cap L^\infty} \|\partial_t v^\epsilon_t\|_{L^2} + \|\Gamma^\epsilon_t m^t_\epsilon\|_{L^1 \cap L^2}
\lesssim_t 1 + \|\Gamma^\epsilon_t \partial_t m^t_\epsilon\|_{L^1 \cap L^2}. \tag{3.44}\]
Using equation (3.37) to estimate the time derivative of the vorticity, and using that
\[
\|\lambda^{-1}_\epsilon \nabla \hat{h} - \hat{F}\|_{L^1 \cap W^{1,\infty}} \lesssim 1, \tag{3.45}\]
we find
\[
\|\Gamma^\epsilon_t \partial_t m^t_\epsilon\|_{L^1 \cap L^2} \lesssim \|\Gamma^\epsilon_t\|_{L^4 \cap L^\infty} \|\nabla m^t_\epsilon\|_{L^2} + \|\Gamma^\epsilon_t\|_{W^{1,\infty}} \|m^t_\epsilon\|_{L^1 \cap L^2}
\lesssim_t \|\Gamma^\epsilon_t\|_{L^4 \cap W^{1,\infty}} \lesssim 1 + \|v^\epsilon_t\|_{L^4 \cap W^{1,\infty}} \lesssim_t 1, \tag{3.46}\]
hence $\|\partial_t p^\epsilon_t\|_{L^q} \lesssim_{q,t} 1.$ All the claimed properties of $v^\epsilon_t$ follow.

Step 3. Proof of (3.38).

For all $t \geq 0,$ testing equation (3.40) with $(1 - \chi_\theta) p^\epsilon_t,$ and using $|\nabla \chi_\theta| \lesssim \theta^{-1}(1 - \chi_\theta)^{1/2}$ and the inequality $2xy \leq x^2 + y^2,$ we find
\[
\int_{\mathbb{R}^2} \hat{a}(1 - \chi_\theta)|\nabla p^\epsilon_t|^2
= \int_{\mathbb{R}^2} \hat{a} p^\epsilon_t \nabla \chi_\theta \cdot \nabla p^\epsilon_t - \int_{\mathbb{R}^2} \hat{a}(1 - \chi_\theta) \nabla p^\epsilon_t \cdot \Gamma^\epsilon_t m^t_\epsilon + \int_{\mathbb{R}^2} \hat{a} p^\epsilon_t \nabla \chi_\theta \cdot \Gamma^\epsilon_t m^t_\epsilon
\leq \frac{1}{2} \int_{\mathbb{R}^2} \hat{a}(1 - \chi_\theta)|\nabla p^\epsilon_t|^2 + C \theta^{-2} \int_{0 \leq |x| \leq 2\theta} |p^\epsilon_t|^2 + C \int_{\mathbb{R}^2} (1 - \chi_\theta)|\Gamma^\epsilon_t|^2 |m^t_\epsilon|^2. \tag{3.47}\]
Absorbing the first right-hand side term and recalling that Step 2 gives $\|\Gamma^\epsilon_t\|_{L^\infty}, \|m^t_\epsilon\|_{L^2} \lesssim_t 1$ and $\|p^\epsilon_t\|_{L^p} \lesssim_{p,t} 1$ for all $p > 2,$ we obtain with Hölder’s inequality,
\[
\int_{\mathbb{R}^2} (1 - \chi_\theta)|\nabla p^\epsilon_t|^2 \lesssim_t \theta^{-2} \int_{0 \leq |x| \leq 2\theta} |p^\epsilon_t|^2 + \int_{\mathbb{R}^2} (1 - \chi_\theta)|m^t_\epsilon|^2
\lesssim_{p,t} \theta^{-\frac{2}{p}} + \int_{\mathbb{R}^2} (1 - \chi_\theta)|m^t_\epsilon|^2, \tag{3.48}\]
and hence, for all $p > 2$, 
\[
\|\nabla(p^t - p^\varepsilon_0)\|^2 \lesssim \int_{\mathbb{R}^2} (1 - \chi_\theta)|\nabla p^t|^2 + \frac{1}{\varepsilon^2} \int_{|x| \leq 2\varepsilon} |p^t|^2 \\
\lesssim_{p,t} \varepsilon \frac{1}{\varepsilon} + \int_{\mathbb{R}^2} (1 - \chi_\theta)|m^t_\varepsilon|^2.
\]

It remains to estimate the last right-hand side term. For all $t \geq 0$, using again the bounds of Step 2 and the estimate $|\nabla \chi_\theta| \lesssim \varepsilon^{-1}(1 - \chi_\theta)^{1/2}$, we deduce from (3.37),
\[
\partial_t \int_{\mathbb{R}^2} (1 - \chi_\theta)|m^t_\varepsilon|^2 = 2 \int_{\mathbb{R}^2} (1 - \chi_\theta) m^t_\varepsilon \text{curl}(\Gamma^t_\varepsilon m^t_\varepsilon) \\
= 2 \int_{\mathbb{R}^2} |m^t_\varepsilon|^2 \Gamma^t_\varepsilon \cdot \nabla \chi_\theta - \int_{\mathbb{R}^2} (1 - \chi_\theta) \Gamma^t_\varepsilon \cdot \nabla \chi_\theta m^t_\varepsilon \\
= 2 \int_{\mathbb{R}^2} |m^t_\varepsilon|^2 \Gamma^t_\varepsilon \cdot \nabla \chi_\theta + \int_{\mathbb{R}^2} |m^t_\varepsilon|^2 \text{curl}((1 - \chi_\theta) \Gamma^t_\varepsilon) \\
\lesssim_t \varepsilon^{-1} \int_{\mathbb{R}^2} (1 - \chi_\theta)^{1/2}|m^t_\varepsilon|^2 + \int_{\mathbb{R}^2} (1 - \chi_\theta)|m^t_\varepsilon|^2 \\
\lesssim_t \varepsilon^{-2} + \int_{\mathbb{R}^2} (1 - \chi_\theta)|m^t_\varepsilon|^2,
\]
and hence, by the Grönwall inequality,
\[
\int_{\mathbb{R}^2} (1 - \chi_\theta)|m^t_\varepsilon|^2 \lesssim_t \varepsilon^{-2} + \int_{\mathbb{R}^2} (1 - \chi_\theta)|\text{curl} v^t_\varepsilon|^2,
\]
and the result (3.38) follows. \hfill \Box

We now show how to pass to the limit in equation (3.4) as $\varepsilon \downarrow 0$, which is easily achieved by a Grönwall argument on the $L^2$-distance between $v_\varepsilon$ and the solution $v$ of the limiting equation. Note that, in the limit, pinning effects only remain in the constraint.

**Lemma 3.6.** Let the same assumptions hold as in Proposition 3.5, and let $v_\varepsilon : \mathbb{R}^+ \times \mathbb{R}^2 \to \mathbb{R}^2$ be the corresponding (global) solution of (3.4). In the regime (GP) with $v_\varepsilon^0 = v^0$, we have $v_\varepsilon \rightharpoonup v$ in $L^\infty_{t \in \mathbb{R}^+;L^2(\mathbb{R}^2)^2}$ as $\varepsilon \downarrow 0$, where $v$ is the unique global (smooth) solution of
\[
\begin{aligned}
\partial_t v = \nabla p + (-\hat{F} + 2v^\perp) \text{curl} v, \\
\text{div}(\hat{a}v) = 0, \\
|v|_{t=0} = v^0.
\end{aligned}
\]

**Proof.** Using the choice of the scalings for $\lambda_\varepsilon, h, F$ in the regime (GP), equation (3.4) takes on the following guise,
\[
\partial_t v_\varepsilon = \nabla p_\varepsilon + (\lambda_\varepsilon^{-1} \nabla h - \hat{F} + 2v^\perp_\varepsilon) \text{curl} v_\varepsilon, \\
\text{div}(\hat{a}v_\varepsilon) = 0, \\
v_\varepsilon|_{t=0} = v^0.
\]
As $\lambda_\varepsilon \downarrow 0$, it is formally clear that $v_\varepsilon$ should converge to the solution $v$ of equation (3.43). Note that existence, uniqueness, and regularity of $v$ are given by Proposition 3.5 just as for $v_\varepsilon$, and we have in particular the following bounds for all $t \geq 0$,
\[
\|(v^t, v^t_\varepsilon)\|_{W^{1,\infty}} \lesssim_t 1, \\
\|\text{curl} v^t_\varepsilon\|_{L^1} = 1, \\
\|(p^t, p^t_\varepsilon)\|_{L^\infty} \lesssim_t 1,
\]
and for all $R, \theta > 0$,
\[
\|(v^t, v^t_\varepsilon)\|_{L^2(B_R)} \lesssim_{t,\theta} R^\theta, \\
\|(p^t, p^t_\varepsilon)\|_{L^2(B_R)} \lesssim_{t,\theta} R^\theta.
\]
We denote by $\xi^\varepsilon_R(x) := e^{-|x-z|/R}$ the exponential cut-off at the scale $R \geq 1$ centered at $z \in R^2$. Using the equations for $v_\varepsilon, v$, we find

$$\partial_t \int \hat{a} \xi^\varepsilon_R |v_\varepsilon - v|^2 = 2 \int \hat{a} \xi^\varepsilon_R (v_\varepsilon - v) \cdot \nabla (p_\varepsilon - p)$$

$$+ 2 \int \hat{a} \xi^\varepsilon_R (-F + 2v^\perp) \cdot (v_\varepsilon - v) (\text{curl} \ v_\varepsilon - \text{curl} \ v) + 2 \lambda_\varepsilon^{-1} \int \hat{a} \xi^\varepsilon_R \nabla \cdot (v_\varepsilon - v) \text{curl} \ v_\varepsilon .$$

Integrating by parts in the first right-hand side term, using the relation $\text{div} (\hat{a} \xi^\varepsilon_R (v_\varepsilon - v)) = \hat{a} \nabla \xi^\varepsilon_R \cdot (v_\varepsilon - v)$, and using the weighted Delort-type identity (3.20) in the form

$$(v_\varepsilon - v) \text{curl} (v_\varepsilon - v) = -\frac{1}{2} |v_\varepsilon - v|^2 \nabla \cdot \hat{h} - \hat{a} (\text{div} \ (\hat{a} S v_\varepsilon - v))^\perp,$$

we deduce

$$\partial_t \int \hat{a} \xi^\varepsilon_R |v_\varepsilon - v|^2 = -2 \int \hat{a} \nabla \xi^\varepsilon_R \cdot (v_\varepsilon - v) (p_\varepsilon - p) - \int \hat{a} \xi^\varepsilon_R \nabla \cdot (\hat{F} + 2v^\perp) |v_\varepsilon - v|^2$$

$$+ 2 \int \hat{a} S v_\varepsilon - v : \nabla (\xi^\varepsilon_R (\hat{F} + 2v^\perp)) + 2 \lambda_\varepsilon^{-1} \int \hat{a} \xi^\varepsilon_R \nabla \cdot (v_\varepsilon - v) \text{curl} \ v_\varepsilon ,$$

and hence, using (3.44)–(3.45), the assumption $\| (\nabla \hat{h}, \hat{F}) \|_{W^{1, \infty}} \leq 1$, the property $|\nabla \xi^\varepsilon_R| \lesssim R^{-1} \xi^\varepsilon_R$ of the exponential cut-off, and the pointwise estimate $|S_w| \lesssim |w|^2$,

$$\partial_t \int \hat{a} \xi^\varepsilon_R |v_\varepsilon - v|^2 \lesssim_{t, \theta} R^{-2(1 - \theta)} + \lambda_\varepsilon^{-2} + \int \hat{a} \xi^\varepsilon_R |v_\varepsilon - v|^2 .$$

Choosing $\theta = \frac{1}{7}$, the Grönwall inequality yields $\sup_z \int a_\varepsilon \xi^\varepsilon_R |v_\varepsilon - v|^2 \lesssim R^{-1} + \lambda_\varepsilon^{-2}$, and the conclusion follows, letting $R \uparrow \infty$. \hfill \Box

4. Computations on the modulated energy

In this section, we adapt to the weighted case with pinning and applied current the computations of [95]: we compute the time derivative of the modulated energy excess (1.17) and express it with only quadratic terms in the error instead of terms which initially appear as linear and would thus make a Grönwall argument impossible. These computations are based on algebraic manipulations using all the equations and various appropriate physical quantities that are introduced below.

4.1. Modulated energy. We recall the definitions of modulated energy and energy excess (1.14)–(1.17). In order to prove that the rescaled supercurrent density $N^{-1}_\varepsilon j_\varepsilon := N^{-1}_\varepsilon (\nabla u_\varepsilon, iu_\varepsilon)$ is close to $v_\varepsilon$, we follow the strategy of [95], considering the following modulated energy, which is modeled on the weighted Ginzburg-Landau energy, plays the role of an adapted (squared) distance between $j_\varepsilon$ and $N \varepsilon v_\varepsilon$, and is localized by means of the cut-off function $\chi_R$ at some scale $R \gg 1$ (to be later optimized as a function of $\varepsilon$),

$$\mathcal{E}_{\varepsilon, R} := \int_{R^2} \frac{a \chi_R}{2} \left( |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a}{2 \varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right).$$

As usual, this modulated energy needs to be renormalized by subtracting the expected self-interaction energy of the vortices (compare with Lemma 5.1 below), which then yields
the following modulated energy excess,
\[
\mathcal{D}_{\varepsilon,R} := \mathcal{E}_{\varepsilon,R} - \frac{|\log \varepsilon|}{2} \int_{\mathbb{R}^2} a \chi_R \mu_{\varepsilon}
\]
\[
= \int_{\mathbb{R}^2} \frac{a \chi_R}{2} \left( \left| \nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon \right|^2 + \frac{a}{2 \varepsilon^2} (1 - |u_\varepsilon|^2)^2 - |\log \varepsilon| \mu_{\varepsilon} \right). 
\]

As explained in the introduction, the cut-off \( \chi_R \) is not needed in the conservative case, where we only treat the case when \( h, F, f \) decay at infinity. We write \( \mathcal{E}_\varepsilon := \mathcal{E}_{\varepsilon,\infty} \) for the corresponding quantity without the cut-off \( \chi_R \) in the definition (formally \( R = \infty \)), and also \( \mathcal{D}_\varepsilon := \sup_{R \geq 1} \mathcal{D}_{\varepsilon,R} \).

On the one hand, rather than the \( L^2 \)-norm restricted to the ball \( B_R \) centered at the origin, our methods further allow to consider the uniform \( L^2_{\text{loc}} \) norm at the scale \( R \): setting \( \chi_R^z := \chi_R(\cdot - z) \), we define
\[
\mathcal{E}_{\varepsilon,R} := \sup_z \mathcal{E}_{\varepsilon,R}^z, \quad \mathcal{E}_{\varepsilon,R}^z := \int_{\mathbb{R}^2} \frac{a \chi_R^z}{2} \left( \left| \nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon \right|^2 + \frac{a}{2 \varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right),
\]
where henceforth the supremum always implicitly runs over all lattice points \( z \in R \mathbb{Z}^2 \), and similarly
\[
\mathcal{D}_{\varepsilon,R} := \sup_z \mathcal{D}_{\varepsilon,R}^z, \quad \mathcal{D}_{\varepsilon,R}^z := \mathcal{E}_{\varepsilon,R}^z - \frac{|\log \varepsilon|}{2} \int_{\mathbb{R}^2} a \chi_R \mu_{\varepsilon}.
\]

Note that by definition we have for all \( x \in \mathbb{R}^2 \) and \( L > 0 \),
\[
\|\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon\|_{L^2(B_L(x))} + \varepsilon^{-2} \|1 - |u_\varepsilon|^2\|_{L^2(B_L(\varepsilon))} \lesssim \left(1 + \frac{L}{\varepsilon} \right)^2 \mathcal{E}_{\varepsilon,R}. \quad (4.1)
\]

On the other hand, in order to simplify computations, we need as in [95] to add some suitable lower-order terms, and rather consider, for some other scale \( \rho \gg 1 \) (to be also later optimized as a function of \( \varepsilon \)),
\[
\mathcal{E}_{\varepsilon,\rho,R} := \int_{\mathbb{R}^2} \frac{a}{2} \left( \chi_R \left| \nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon \right|^2 + \frac{a \chi_R}{2 \varepsilon} (1 - |u_\varepsilon|^2)^2 + (1 - |u_\varepsilon|^2)(N_\varepsilon^2 \psi_{\varepsilon,\rho,R} + f \chi_R) \right),
\]
and similarly for the modulated energy excess,
\[
\hat{\mathcal{D}}_{\varepsilon,\rho,R} := \mathcal{E}_{\varepsilon,\rho,R} - \frac{|\log \varepsilon|}{2} \int_{\mathbb{R}^2} a \chi_R \mu_{\varepsilon}, \quad (4.2)
\]
where the function \( \psi_{\varepsilon,\rho,R} : \mathbb{R}^2 \to \mathbb{R} \) is precisely chosen as follows,
\[
\psi_{\varepsilon,\rho,R} := -\chi_R |v_\varepsilon|^2 + \frac{|\log \varepsilon|}{N_\varepsilon} \chi_R v_\varepsilon \cdot (\nabla^+ h - F^+) + \frac{\lambda \beta |\log \varepsilon|}{N_\varepsilon} \chi_R p_{\varepsilon,\rho} - \frac{|\log \varepsilon|}{N_\varepsilon} \nabla \chi_R \cdot v_\varepsilon^+, \quad (4.3)
\]
in terms of the truncated pressure \( p_{\varepsilon,\rho} := \chi_{\rho} p_\varepsilon \). This choice is motivated by the fact that it yields some useful cancellations in the proof of Lemma 4.4 below. Again, replacing \( \chi_R \) and \( p_{\varepsilon,\rho} \) by \( \chi_R^z \) and \( p_{\varepsilon,\rho}^z = \chi_{\rho}^z p_\varepsilon^z \), we further define \( \mathcal{E}_{\varepsilon,\rho,R}^z \) and \( \hat{\mathcal{D}}_{\varepsilon,\rho,R}^z \) for \( z \in \mathbb{R}^2 \), and we then set \( \hat{\mathcal{E}}_{\varepsilon,\rho,R} := \sup_z \mathcal{E}_{\varepsilon,\rho,R}^z \) and \( \hat{\mathcal{D}}_{\varepsilon,\rho,R} := \sup_z \hat{\mathcal{D}}_{\varepsilon,\rho,R}^z \) (where suprema implicitly run over all lattice points \( z \in \mathbb{R} \mathbb{Z}^2 \)). The additional truncation scale \( \rho \gg 1 \) is introduced here to cure the lack of integrability of the pressure \( p_\varepsilon \) in the conservative case: indeed, the pressure \( p_\varepsilon \) does in general not belong to \( L^2(\mathbb{R}^2) \) (cf. Assumption 3.1(b) and Proposition 3.5, which are indeed optimal in that respect), while it does always in the case without pinning and applied current (cf. [95]). In the dissipative case this truncation is not needed, so that we
may set \( p_{\epsilon,\infty} := p_{\epsilon} \) with \( \varrho := \infty \), and we then drop for simplicity the subscript \( \varrho \) from the notation, writing \( \psi_{\epsilon,R} := \psi_{\epsilon,\varrho,R} \), \( \hat{E}_{\epsilon,R} := \hat{E}_{\epsilon,\varrho,R} \), etc.

In the dissipative case, as a consequence of (2.1) and of Assumption 3.1(a), \( \psi_{\epsilon,R} \) is bounded in \( L^p(\mathbb{R}^2) \) uniformly with respect to \( R \) for all \( 2 < p \leq \infty \) (but not in \( L^2(\mathbb{R}^2) \)), and using the bound (2.1) we have in the considered regimes, for all \( t \in [0,T) \) and \( \theta > 0 \),

\[
\|\psi_{\epsilon,R}^t\|_{L^2} \lesssim t^{\theta}, 1 + \frac{\|\log \epsilon\|}{N_\epsilon} (\lambda_{\epsilon} R^\theta + 1 \land \lambda_{\epsilon}^{1/2} + R^{1+\theta}),
\]

(4.4)

In the conservative case, in the considered regime (GP), the bound (2.2) and Assumption 3.1(b) rather yield, for all \( t \in [0,T) \) and \( \theta > 0 \),

\[
\|\psi_{\epsilon,0,R}^t\|_{L^2} + \|\partial_t \psi_{\epsilon,0,R}^t\|_{L^2} \lesssim t^{\theta}, 1 + \frac{\|\log \epsilon\|}{N_\epsilon} \lambda_{\epsilon} R^\theta \lesssim \varrho^\theta.
\]

(4.5)

Based on these estimates, the following lemma states that the additional terms in \( \hat{E}_{\epsilon,\varrho,R} \) are indeed of lower order, so that \( \hat{E}_{\epsilon,\varrho,R} \) is equivalent to the modulated energy \( E_{\epsilon,R} \).

**Lemma 4.1** (Neglecting lower-order terms). Let \( h : \mathbb{R}^2 \to \mathbb{R} \), \( a := e^h \), \( F : \mathbb{R}^2 \to \mathbb{R}^2 \) satisfy (2.1) or (2.2), let \( u_\epsilon : [0,T) \times \mathbb{R}^2 \to \mathbb{C} \), and let \( v_\epsilon : [0,T) \times \mathbb{R}^2 \to \mathbb{R}^2 \) be as in Assumption 3.1 for some \( T > 0 \). Further assume that \( 0 < \epsilon \ll 1 \) and \( \varrho, R \gg 1 \) satisfy for some \( \theta > 0 \), in the dissipative case,

\[
\epsilon N_\epsilon^2 + N_\epsilon \|\log \epsilon\| (\lambda_{\epsilon} R^\theta + 1 \land \lambda_{\epsilon}^{1/2} + R^{1+\theta}) + R \lambda_{\epsilon}^2 \|\log \epsilon\| \leq N_\epsilon \left(1 + \frac{N_\epsilon}{\|\log \epsilon\|}\right)^{1/2},
\]

(4.6)

or in the conservative case,

\[
\epsilon N_\epsilon^2 (\varrho^\theta + R) \leq N_\epsilon \left(1 + \frac{N_\epsilon}{\|\log \epsilon\|}\right)^{1/2}.
\]

(4.7)

Then for all \( z \in \mathbb{R}^2 \) we have

\[
|\mathcal{E}_{\epsilon,0,R}^{z,t} - \mathcal{E}_{\epsilon,R}^{z,t}| = |\mathcal{D}_{\epsilon,0,R}^{z,t} - \mathcal{D}_{\epsilon,R}^{z,t}| \lesssim t \varrho (N_\epsilon) \left(1 + \frac{N_\epsilon}{\|\log \epsilon\|}\right)^{1/2} (\mathcal{E}_{\epsilon,R}^{z,t})^{1/2}.
\]

\( \Box \)

**Proof.** We focus on the dissipative case, as the other is similar. The Cauchy-Schwarz inequality yields

\[
|\mathcal{E}_{\epsilon,R}^{z,t} - \mathcal{E}_{\epsilon,R}^{z,t}| \lesssim \int_{\mathbb{R}^2} |1 - |u_\epsilon|^2| (N_\epsilon^2 |\psi_{\epsilon,R}^z|^2 + |f| \chi_R^z)
\]

\[
\leq \left( \int_{\mathbb{R}^2} \chi_R^z (1 - |u_\epsilon|^2)^2 \right)^{1/2} (N_\epsilon^2 \|\chi_R^z\|^{-1/2} |\psi_{\epsilon,R}^z|^2) + \|f\|_{L^2(\mathcal{B}_{2R}(z))}^2
\]

\[
\lesssim \epsilon (\mathcal{E}_{\epsilon,R}^{z,t})^{1/2} (N_\epsilon^2 \|\chi_R^z\|^{-1/2} |\psi_{\epsilon,R}^z|^2) + R \|f\|_{L^\infty}^2.
\]

Arguing just as in (4.4), using (2.1), Assumption 3.1(a), and the fact that \( |\chi_{R}^{-1/2} \nabla \chi_R| \lesssim R^{-1} \mathbb{I}_{B_{2R}} \), the choice (4.3) of \( \psi_{\epsilon,R} \) yields, for all \( \theta > 0 \),

\[
\|\chi_R^{-1/2} |\psi_{\epsilon,R}^z|^2\|_{L^2} \lesssim t^{\theta}, 1 + \frac{\|\log \epsilon\|}{N_\epsilon} (\lambda_{\epsilon} R^\theta + 1 \land \lambda_{\epsilon}^{1/2} + R^{1+\theta}).
\]

Combined with (2.1) and with assumption (4.6), this proves the result. \( \Box \)
4.2. Physical quantities and identities. In addition to the supercurrent density \( j_\varepsilon := \left\langle \nabla u_\varepsilon, iu_\varepsilon \right\rangle \) and to the vorticity \( \mu_\varepsilon := \text{curl} j_\varepsilon \), we define the vortex velocity

\[
V_\varepsilon := 2\langle \nabla u_\varepsilon, i\partial_t u_\varepsilon \rangle.
\]

The following identities are easily checked from these definitions (cf. [89]),

\[
\partial_t j_\varepsilon = V_\varepsilon + \nabla \langle \partial_t u_\varepsilon, iu_\varepsilon \rangle, \quad \partial_t \mu_\varepsilon = \text{curl} V_\varepsilon, \tag{4.8}
\]

and also, using equation (1.7) for \( u_\varepsilon \),

\[
div j_\varepsilon = \langle \Delta u_\varepsilon, iu_\varepsilon \rangle = \lambda_\varepsilon \alpha \langle \partial_t u_\varepsilon, iu_\varepsilon \rangle - j_\varepsilon \cdot \nabla h \]

\[
- \frac{\lambda_\varepsilon \beta |\log | \varepsilon |^2}{2} \partial_t (1 - |u_\varepsilon|^2) + \frac{|\log | \varepsilon |}{2} F_\perp \cdot \nabla (1 - |u_\varepsilon|^2). \tag{4.9}
\]

In the same vein as when introducing the modulated energy and energy excess, we define the following modulated vorticity and modulated velocity,

\[
\tilde{\mu}_\varepsilon := \text{curl} (N_\varepsilon v_\varepsilon + \langle \nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon, iu_\varepsilon \rangle) = \mu_\varepsilon + \text{curl} (N_\varepsilon v_\varepsilon (1 - |u_\varepsilon|^2)), \tag{4.10}
\]

\[
\tilde{V}_{\varepsilon,\theta} := 2\langle \nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon, i(\partial_t u_\varepsilon - iu_\varepsilon N_\varepsilon p_{\varepsilon,\theta}) \rangle = V_\varepsilon - N_\varepsilon v_\varepsilon \partial_t |u_\varepsilon|^2 + N_\varepsilon p_{\varepsilon,\theta} \nabla |u_\varepsilon|^2. \tag{4.11}
\]

We also consider the weighted Ginzburg-Landau energy density

\[
e_\varepsilon := \frac{a}{2} \left( |\nabla u_\varepsilon|^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 + (1 - |u_\varepsilon|^2)f \right).
\]

Another key quantity is the \( 2 \times 2 \) stress-energy tensor \( S_\varepsilon \),

\[
(S_\varepsilon)_{kl} := a \langle \partial_k u_\varepsilon, \partial_l u_\varepsilon \rangle - \frac{a}{2} \text{Id} \left( |\nabla u_\varepsilon|^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 + (1 - |u_\varepsilon|^2)f \right), \tag{4.12}
\]

and its modulated version \( \tilde{S}_\varepsilon \),

\[
(\tilde{S}_\varepsilon)_{kl} := a \left( \langle \partial_k u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon, \partial_l u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon \rangle + N_\varepsilon^2 (1 - |u_\varepsilon|^2) v_{\varepsilon,kl} \right) \]

\[
- \frac{a}{2} \text{Id} \left( |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 + (1 - |u_\varepsilon|^2)(N_\varepsilon^2 |v_\varepsilon|^2 + f) \right). \tag{4.13}
\]

The following pointwise estimates are abundantly used in the sequel.

**Lemma 4.2.** We have

\[
|j_\varepsilon - N_\varepsilon v_\varepsilon| \leq |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon| + |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon| (1 - |u_\varepsilon|^2) + N_\varepsilon |v_\varepsilon| (1 - |u_\varepsilon|^2),
\]

\[
|\mu_\varepsilon| \leq 2|\nabla u_\varepsilon|^2 \leq 4|\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon|^2 + 4N_\varepsilon^2 |v_\varepsilon|^2 + 4N_\varepsilon^2 |1 - |u_\varepsilon|^2||v_\varepsilon|^2,
\]

\[
|V_\varepsilon| \leq 2(|\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon| |\partial_t u_\varepsilon| + N_\varepsilon |v_\varepsilon| |\partial_t u_\varepsilon| + N_\varepsilon |1 - |u_\varepsilon|^2||v_\varepsilon| |\partial_t u_\varepsilon|),
\]

\[
|\tilde{V}_{\varepsilon,\theta}| \leq 2|\partial_t u_\varepsilon| |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon| + 2N_\varepsilon |p_{\varepsilon,\theta}| |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon| + 2N_\varepsilon |p_{\varepsilon,\theta}| (1 - |u_\varepsilon|^2) |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon|.
\]

\[
|\partial_t u_\varepsilon| \leq |\partial_t u_\varepsilon - iu_\varepsilon N_\varepsilon p_{\varepsilon,\theta}|,
\]

\[
|\nabla u_\varepsilon| \leq |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon|.
\]

\[\diamond\]

**Proof.** The first estimate is obtained as follows,

\[
|j_\varepsilon - N_\varepsilon v_\varepsilon| \leq |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon, iu_\varepsilon| + N_\varepsilon |1 - |u_\varepsilon|^2||v_\varepsilon|
\]

\[
\leq |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon| + |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon| (1 - |u_\varepsilon|^2) + N_\varepsilon |v_\varepsilon| (1 - |u_\varepsilon|^2),
\]
and the estimates on $V_\varepsilon$ and $\tilde{V}_{\varepsilon,\varrho}$ similarly follow from the definitions. The estimate on $\mu_\varepsilon$ is a direct consequence of the representation $\mu_\varepsilon = \text{curl} \langle \nabla u_\varepsilon, \imath u_\varepsilon \rangle = 2(\nabla_2 u_\varepsilon, \imath \nabla_1 u_\varepsilon)$. Finally noting that

$$|\partial_t u_\varepsilon - i u_\varepsilon N_\varepsilon p_\varepsilon|^2 = |\partial_t |u_\varepsilon||^2 + |u_\varepsilon|^2 |\nabla \varepsilon|^{-1} |u_\varepsilon| - i \frac{|u_\varepsilon|^2}{|u_\varepsilon|^2} N_\varepsilon p_\varepsilon|^2,$$

the result on $\partial_t |u_\varepsilon|$ follows, and the result on $\nabla |u_\varepsilon|$ is obtained similarly.

4.3. Divergence of the modulated stress-energy tensor. In the following lemma we explicitly compute the divergence of the modulated stress-energy tensor: as already mentioned, it plays a crucial role in the sequel in order to replace some linear terms in the error by quadratic ones (cf. Step 3 of the proof of Lemma 4.4 below).

**Lemma 4.3.** Let $u_\varepsilon : [0,T) \times \mathbb{R}^2 \to \mathbb{R}$ be a solution of (1.7) as in Proposition 2.2, and let $v_\varepsilon : [0,T) \times \mathbb{R}^2 \to \mathbb{R}^2$ be as in Assumption 3.1. Defining by $(\text{div} \tilde{S}_\varepsilon)_{k} := \sum_{l} \partial_l (\tilde{S}_\varepsilon)_{kl}$ the divergence of the 2-tensor $\tilde{S}_\varepsilon$, we have

$$\text{div} \tilde{S}_\varepsilon = a \lambda_{\varepsilon} \alpha \left( \partial_t u_\varepsilon - i u_\varepsilon N_\varepsilon p_\varepsilon, \nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon \right) - a \mu_\varepsilon (N_\varepsilon v_\varepsilon - \frac{1}{2} \log |\varepsilon|) \text{curl} v_\varepsilon + a \lambda_{\varepsilon} \beta \frac{1}{2} \log |\varepsilon| \tilde{V}_{\varepsilon,\varrho}$$

$$+ a N_\varepsilon (N_\varepsilon v_\varepsilon - \lambda_{\varepsilon} \alpha p_\varepsilon, q_\varepsilon) - \frac{a}{2} (1 - |u_\varepsilon|^2) \nabla f \left( |\nabla u_\varepsilon|^2 + \frac{a}{\varepsilon^2} (1 - |u_\varepsilon|^2)^2 + (1 - |u_\varepsilon|^2) (N_\varepsilon^2 v_\varepsilon^2 + f) \right)$$

$$+ a \lambda_{\varepsilon} \alpha N_\varepsilon^2 v_\varepsilon p_\varepsilon (1 - |u_\varepsilon|^2) - \frac{a \lambda_{\varepsilon} \beta}{2} N_\varepsilon \log |\varepsilon| p_\varepsilon, q_\varepsilon \nabla |u_\varepsilon|^2 + \frac{a}{2} N_\varepsilon \log |\varepsilon| (\text{curl} \nabla |u_\varepsilon|^2) v_\varepsilon$$.

**Proof.** On the one hand, a direct computation yields, for the stress-energy tensor,

$$\text{div} S_\varepsilon = a \left( \nabla u_\varepsilon, \Delta u_\varepsilon + \frac{a u_\varepsilon}{\varepsilon^2} (1 - |u_\varepsilon|^2) + \nabla h \cdot \nabla u_\varepsilon + f u_\varepsilon \right)$$

$$- \frac{a}{2} \nabla h \left( |\nabla u_\varepsilon|^2 + \frac{a}{\varepsilon^2} (1 - |u_\varepsilon|^2)^2 + (1 - |u_\varepsilon|^2) f \right) - \frac{a}{2} (1 - |u_\varepsilon|^2) \nabla f.$$  \hspace{1cm} (4.14)

On the other hand, the modulated stress-energy tensor can be decomposed as

$$\tilde{S}_\varepsilon = S_\varepsilon - a N_\varepsilon v_\varepsilon \otimes j_\varepsilon - a N_\varepsilon j_\varepsilon \otimes v_\varepsilon + a N_\varepsilon^2 v_\varepsilon \otimes v_\varepsilon \cdot \frac{a N_\varepsilon^2}{2} \text{Id} (N_\varepsilon |v_\varepsilon|^2 - 2 v_\varepsilon \cdot j_\varepsilon),$$

which, combined with (4.14), yields

$$\text{div} \tilde{S}_\varepsilon = a \left( \nabla u_\varepsilon, \Delta u_\varepsilon + \frac{a u_\varepsilon}{\varepsilon^2} (1 - |u_\varepsilon|^2) + \nabla h \cdot \nabla u_\varepsilon + f u_\varepsilon \right)$$

$$- \frac{a}{2} \nabla h \left( |\nabla u_\varepsilon|^2 + \frac{a}{\varepsilon^2} (1 - |u_\varepsilon|^2)^2 + (1 - |u_\varepsilon|^2) f \right) - \frac{a}{2} (1 - |u_\varepsilon|^2) \nabla f$$

$$- a N_\varepsilon \left( j_\varepsilon \nabla h \cdot v_\varepsilon + v_\varepsilon \nabla h \cdot j_\varepsilon - N_\varepsilon v_\varepsilon \nabla h \cdot v_\varepsilon + \frac{1}{2} N_\varepsilon |v_\varepsilon|^2 \nabla h - v_\varepsilon \cdot j_\varepsilon \nabla h \right)$$

$$- a N_\varepsilon j_\varepsilon \text{div} v_\varepsilon - a N_\varepsilon (v_\varepsilon \cdot \nabla) j_\varepsilon - a N_\varepsilon j_\varepsilon \text{div} j_\varepsilon - a N_\varepsilon (j_\varepsilon \cdot \nabla) v_\varepsilon + a N_\varepsilon^2 v_\varepsilon \text{div} v_\varepsilon$$

$$+ a N_\varepsilon^2 (v_\varepsilon \cdot \nabla) v_\varepsilon - a N_\varepsilon^2 \sum_{l} v_{\varepsilon,l} \nabla v_{\varepsilon,l} + a N_\varepsilon \sum_{l} v_{\varepsilon,l} \nabla j_{\varepsilon,l} + a N_\varepsilon \sum_{l} j_{\varepsilon,l} \nabla v_{\varepsilon,l},$$

where we denote by $v_{\varepsilon,l}$ and $j_{\varepsilon,l}$ the $l$-th component of the vector fields $v_\varepsilon$ and $j_\varepsilon$, respectively. Noting that $(F \cdot \nabla) G - \sum_{l} F_l \nabla G_l = F^\perp \text{curl} G$, and using equation (1.7) for $u_\varepsilon$, this
becomes
\[
\begin{aligned}
\text{div } \tilde{S}_e &= a\lambda_e \langle (\alpha + i\beta) \log \varepsilon \rangle \partial_t u_e, \nabla u_e \rangle - a \log \varepsilon \langle \nabla u_e, iF^\perp : \nabla u_e \rangle \\
&- \frac{a}{2} \nabla \left( \left( \nabla u_e \right)^2 + N_e^2 \right) - 2N_e \nabla v_e \cdot j_e + \frac{a}{\varepsilon} \left( 1 - |u_e|^2 \right) (1 - |u_e|^2) f \\
&- \frac{a}{2} \left( 1 - |u_e|^2 \right) \nabla f - aN_e \langle j_e \nabla h \cdot v_e + v_e \nabla h \cdot j_e - N_e v_e \nabla h \cdot v_e \rangle \\
&+ aN_e \left( - v_e^\perp \mu_e + (N_e v_e - j_e)^\perp \right)^{\dagger} \nabla \varepsilon \cdot v_e \cdot j_e + \langle (N_e v_e - j_e) \nabla v_e \rangle.
\end{aligned}
\] (4.15)

Using identity (4.9), the first right-hand side term can be rewritten as
\[
\begin{aligned}
\lambda_e \langle (\alpha + i\beta) \log \varepsilon \rangle \partial_t u_e, \nabla u_e \rangle \\
= \lambda_e \alpha \langle \partial_t u_e - iu_e N_e p_{e,q}, \nabla u_e - iu_e N_e v_e \rangle + N_e \lambda_e \alpha v_e \langle \partial_t u_e, iu_e \rangle \\
+ N_e \lambda_e \alpha p_{e,q} j_e - N_e^2 \lambda_e \alpha |u_e|^2 p_{e,q} v_e + \frac{\lambda_e \beta}{2} \log \varepsilon \langle V_e \rangle \\
= \lambda_e \alpha \langle \partial_t u_e - iu_e N_e p_{e,q}, \nabla u_e - iu_e N_e v_e \rangle + N_e \lambda_e \alpha (\nabla j_e + j_e \cdot \nabla h) \\
+ \frac{1}{2} N_e \log \varepsilon \langle F^\perp : \nabla |u_e|^2 \rangle v_e + \frac{\lambda_e \beta}{2} N_e \log \varepsilon \langle V_e \rangle \partial_t (1 - |u_e|^2) + N_e \lambda_e \alpha p_{e,q} j_e \\
- N_e^2 \lambda_e \alpha |u_e|^2 p_{e,q} v_e + \frac{\lambda_e \beta}{2} \log \varepsilon \langle V_e \rangle.
\end{aligned}
\]

Inserting this into (4.15), recombining \(|\nabla u_e|^2 + N_e^2 |v_e|^2 - 2N_e v_e \cdot j_e = |\nabla u_e - iu_e N_e v_e|^2 + N_e^2 (1 - |u_e|^2) |v_e|^2\), noting that \(\langle \nabla u_e, iF^\perp : \nabla u_e \rangle = -\frac{1}{2} \lambda_F \mu_e\), and using (4.11) to transform the vortex velocity \(V_e\) into its modulated version \(\tilde{V}_{e,q}\), we obtain
\[
\begin{aligned}
\text{div } \tilde{S}_e &= a\lambda_e \alpha \langle \partial_t u_e - iu_e N_e p_{e,q}, \nabla u_e - iu_e N_e v_e \rangle + aN_e v_e (\nabla j_e + j_e \cdot \nabla h) \\
&+ \frac{a}{2} N_e \log \varepsilon \langle F^\perp : \nabla |u_e|^2 \rangle v_e + \lambda_e \alpha a N_e p_{e,q} j_e - aN_e^2 \lambda_e \alpha |u_e|^2 p_{e,q} v_e \\
&+ \frac{a \lambda_e \beta}{2} \log \varepsilon |V_e - q| - \frac{a \lambda_e \beta}{2} N_e \log \varepsilon \langle p_{e,q} \nabla |u_e|^2 - a \mu_e (N_e v_e - \frac{1}{2} \log \varepsilon) \rangle \\
- \frac{a^2}{2} \nabla \left( \left( \nabla u_e - iu_e N_e v_e \right)^2 + \frac{a}{\varepsilon} \left( 1 - |u_e|^2 \right) (1 - |u_e|^2) (N_e |v_e|^2 + f) \\
&- \frac{a}{2} \left( 1 - |u_e|^2 \right) \nabla f - aN_e \langle j_e \nabla h \cdot v_e + v_e \nabla h \cdot j_e - N_e v_e \nabla h \cdot v_e \rangle \\
&+ aN_e \left( (N_e v_e - j_e)^\perp \right)^{\dagger} \nabla \varepsilon \cdot v_e \cdot j_e + \langle (N_e v_e - j_e) \nabla v_e \rangle.
\end{aligned}
\]

and the result follows after straightforward simplifications. \[\square\]

4.4. Time derivative of the modulated energy excess. We establish the following decomposition of the time derivative of the modulated energy excess \(\tilde{D}_{e,q,R}\). As will be seen in Sections 6–8, mean-field limit results are then reduced to the estimation of the different terms in this decomposition. To simplify notation, it is stated here with truncations centered at \(z = 0\), but the corresponding result of course also holds uniformly for all translations \(z \in \mathbb{R}^2\).

**Lemma 4.4.** Let \(\alpha \geq 0, \beta \in \mathbb{R}, \) and let \(h : \mathbb{R}^2 \rightarrow \mathbb{R}, \) \(a := e^h, \) \(F : \mathbb{R}^2 \rightarrow \mathbb{R}^2, \) \(f : \mathbb{R}^2 \rightarrow \mathbb{R}\) satisfy (2.1) or (2.2). Let \(u_e : [0, T] \times \mathbb{R}^2 \rightarrow \mathbb{C}\) and \(v_e : [0, T] \times \mathbb{R}^2 \rightarrow \mathbb{R}\) be solutions of (1.7) and of (3.1) as in Proposition 2.2 and in Assumption 3.1, respectively. Let \(0 <
\(\varepsilon \ll 1\), \(\varrho, R \gg 1\), and let \(\bar{\Gamma}_\varepsilon : [0, T) \times \mathbb{R}^2 \to \mathbb{R}^2\) be a given vector field with \(||\bar{\Gamma}_\varepsilon||_{W^{1,\infty}} \lesssim_T 1\). Then, we have
\[
\partial_t \tilde{\mathcal{D}}_{\varepsilon, \varrho, R} = I^S_{\varepsilon, \varrho, R} + I^V_{\varepsilon, \varrho, R} + I^E_{\varepsilon, \varrho, R} + I^D_{\varepsilon, \varrho, R} + I^H_{\varepsilon, \varrho, R} + I^d_{\varepsilon, \varrho, R} + I^n_{\varepsilon, \varrho, R} + I'_{\varepsilon, \varrho, R},
\]
in terms of
\[
I^S_{\varepsilon, \varrho, R} := -\int_{\mathbb{R}^2} \chi_R \nabla \Gamma_\varepsilon^\perp \cdot \tilde{S}_\varepsilon,
\]
\[
I^V_{\varepsilon, \varrho, R} := \int_{\mathbb{R}^2} \frac{\alpha \chi_R |\log \varepsilon|}{2} \tilde{V}_{\varepsilon, \varrho} \cdot \left( -\lambda_\varepsilon \beta \Gamma_\varepsilon^\perp + \nabla^\perp h - F^\perp - \frac{2N_\varepsilon}{|\log \varepsilon|} \varphi_\varepsilon \right),
\]
\[
I^E_{\varepsilon, \varrho, R} := -\int_{\mathbb{R}^2} \frac{\alpha \chi_R |\log \varepsilon|}{2} \Gamma_\varepsilon \cdot \left( \nabla^\perp h - F^\perp - \frac{2N_\varepsilon}{|\log \varepsilon|} \varphi_\varepsilon \right) \mu_\varepsilon,
\]
\[
I^D_{\varepsilon, \varrho, R} := -\int_{\mathbb{R}^2} \lambda_\varepsilon \alpha \alpha \chi_R |\partial_t u_\varepsilon - iu_\varepsilon N_\varepsilon p_{\varepsilon, \varrho}|^2
\]
\[
- \int_{\mathbb{R}^2} \lambda_\varepsilon \alpha \alpha \chi_R \Gamma_\varepsilon^\perp \cdot \langle \partial_t u_\varepsilon - iu_\varepsilon N_\varepsilon p_{\varepsilon, \varrho}, \nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon \rangle,
\]
\[
I^H_{\varepsilon, \varrho, R} := \int_{\mathbb{R}^2} \frac{\alpha \chi_R}{2} \Gamma_\varepsilon \cdot \nabla h \left( |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a}{\varepsilon} (1 - |u_\varepsilon|^2)^2 - |\log \varepsilon| \mu_\varepsilon \right),
\]
and
\[
I^d_{\varepsilon, \varrho, R} := \int_{\mathbb{R}^2} \alpha \chi_R N_\varepsilon \left( \Gamma_\varepsilon \cdot (j_\varepsilon - N_\varepsilon v_\varepsilon) + \langle \partial_t u_\varepsilon - iu_\varepsilon N_\varepsilon p_{\varepsilon, \varrho}, iu_\varepsilon \rangle \right)
\]
\[
\times \left( \text{div} \ v_\varepsilon + v_\varepsilon \cdot \nabla h - \lambda_\varepsilon \alpha p_{\varepsilon, \varrho} \right),
\]
\[
I^n_{\varepsilon, \varrho, R} := \int_{\mathbb{R}^2} \alpha \chi_R N_\varepsilon (N_\varepsilon v_\varepsilon - j_\varepsilon) \cdot (\Gamma_\varepsilon - \bar{\Gamma}_\varepsilon) \text{curl} v_\varepsilon + \int_{\mathbb{R}^2} \frac{\alpha \chi_R}{2} \lambda_\varepsilon \beta |\log \varepsilon| \tilde{V}_{\varepsilon, \varrho} \cdot (\Gamma_\varepsilon - \bar{\Gamma}_\varepsilon)^\perp \mu_\varepsilon
\]
\[
+ \int_{\mathbb{R}^2} \lambda_\varepsilon \alpha \alpha \chi_R (\Gamma_\varepsilon - \bar{\Gamma}_\varepsilon)^\perp \cdot \langle \partial_t u_\varepsilon - iu_\varepsilon N_\varepsilon p_{\varepsilon, \varrho}, \nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon \rangle
\]
\[
+ \int_{\mathbb{R}^2} \frac{\alpha \chi_R}{2} (\bar{\Gamma}_\varepsilon - \Gamma_\varepsilon)^\perp \cdot \nabla h \left( |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a}{\varepsilon} (1 - |u_\varepsilon|^2)^2 \right)
\]
\[
+ \int_{\mathbb{R}^2} \alpha \chi_R (\bar{\Gamma}_\varepsilon - \Gamma_\varepsilon) \cdot (N_\varepsilon v_\varepsilon + \frac{1}{2} |\log \varepsilon| F^\perp) \mu_\varepsilon
\]
\[
+ \int_{\mathbb{R}^2} \alpha \chi_R \lambda_\varepsilon \beta N_\varepsilon |\log \varepsilon| (\bar{\Gamma}_\varepsilon - \Gamma_\varepsilon)^\perp \cdot v_\varepsilon \partial_t |u_\varepsilon|^2,
\]
\[
I'_{\varepsilon, \varrho, R} := -\int_{\mathbb{R}^2} \nabla \chi_R \cdot \tilde{S}_\varepsilon \cdot \bar{\Gamma}_\varepsilon^\perp
\]
\[
- \int_{\mathbb{R}^2} \alpha \nabla \chi_R \cdot \left( \langle \partial_t u_\varepsilon - iu_\varepsilon N_\varepsilon p_{\varepsilon, \varrho}, \nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon \rangle + \frac{\log \varepsilon}{2} \tilde{V}_{\varepsilon, \varrho}^\perp \right),
\]
and where the error \(I'_{\varepsilon, \varrho, R}\) is estimated as follows: in the dissipative case, in the considered regimes,
\[
\int_0^t |I'_{\varepsilon, \varrho, R}| \lesssim_T \varepsilon R (N_\varepsilon^2 + |\log \varepsilon|^2) (\mathcal{E}_\varepsilon^\ast, R)^{1/2},
\]
(4.16)

or in the conservative case, in the considered regime (GP), for all \(\theta > 0\),
\[
|I'_{\varepsilon, \varrho, R}| \lesssim_T \varepsilon N_\varepsilon \mathcal{E}_\varepsilon^\ast, R + N_\varepsilon (\mathcal{E}_\varepsilon^\ast, R)^{1/2} \|\nabla (p_\varepsilon - p_{\varepsilon, \varrho})\|_{L^2} + \varepsilon N_\varepsilon^2 \theta (\mathcal{E}_\varepsilon^\ast, R)^{1/2}.
\]
(4.17)
Proof. We split the proof into three steps, first computing the time derivative $\partial_t \tilde{E}_{\epsilon,R}$, then deducing an expression for $\partial_t \tilde{D}_{\epsilon,R}$, and finally introducing the modulated stress-energy tensor to replace the linear terms by quadratic ones, which are better suited for the Grönwall argument.

Step 1. Time derivative of the modulated energy.

In this step, we prove the following identity,

$$
\partial_t \tilde{E}_{\epsilon,R} = - \int_{\mathbb{R}^2} a \nabla \chi_R \cdot (\partial_t u_{\epsilon}, \nabla u_{\epsilon} - i u_{\epsilon} N_{\epsilon} v_{\epsilon}) + \int_{\mathbb{R}^2} \frac{a N_{\epsilon}^2}{2} \partial_t ((1 - |u_{\epsilon}|^2)(\psi_{\epsilon,R} - \chi_R |v_{\epsilon}|^2)) \\
+ \int_{\mathbb{R}^2} N_{\epsilon} a \chi_R \langle \partial_t u_{\epsilon}, i u_{\epsilon} \rangle (\text{div } v_{\epsilon} + v_{\epsilon} \cdot \nabla h) \\
+ \int_{\mathbb{R}^2} a \chi_R (N_{\epsilon} (N_{\epsilon} v_{\epsilon} - j_{\epsilon}) \cdot \partial_t v_{\epsilon} - \lambda_{\epsilon,0} |\partial_t u_{\epsilon}|^2 - N_{\epsilon} v_{\epsilon} \cdot v_{\epsilon} - \frac{|\log \epsilon|^2}{2} \chi_R \cdot V_{\epsilon}). \quad (4.18)
$$

For that purpose, let us first compute the time derivative of the modulated energy density

$$
\frac{1}{2} \partial_t \left( \chi_R |u_{\epsilon}|^2 - i u_{\epsilon} N_{\epsilon} v_{\epsilon} \right) + \frac{a \chi_R}{2} (1 - |u_{\epsilon}|^2)^2 (N_{\epsilon}^2 \psi_{\epsilon,R} + f \chi_R)
$$

$$
= \chi_R \langle \nabla u_{\epsilon} - i u_{\epsilon} N_{\epsilon} v_{\epsilon} \rangle \cdot \partial_t u_{\epsilon} - \langle \partial_t u_{\epsilon}, \Delta u_{\epsilon} \rangle - N_{\epsilon} \partial_t v_{\epsilon} \cdot j_{\epsilon} - N_{\epsilon} v_{\epsilon} \cdot \langle \nabla u_{\epsilon}, i \partial_t u_{\epsilon} \rangle - \frac{N_{\epsilon}}{2} |v_{\epsilon}|^2 \partial_t |u_{\epsilon}|^2
$$

$$
= \text{div} \left( \langle \nabla u_{\epsilon}, \partial_t u_{\epsilon} \rangle - \langle \partial_t u_{\epsilon}, \Delta u_{\epsilon} \rangle - N_{\epsilon} \partial_t v_{\epsilon} \cdot j_{\epsilon} - N_{\epsilon} v_{\epsilon} \cdot \langle \nabla u_{\epsilon}, i \partial_t u_{\epsilon} \rangle \right)
$$

$$
- N_{\epsilon} v_{\epsilon} \cdot \langle \partial_t j_{\epsilon} - \langle i \partial_t u_{\epsilon}, \nabla u_{\epsilon} \rangle \rangle + \frac{N_{\epsilon}}{2} \partial_t (|u_{\epsilon}|^2 |v_{\epsilon}|^2), \quad (4.20)
$$

where

$$
\text{div} \left( \langle \nabla u_{\epsilon}, \partial_t u_{\epsilon} \rangle \right) = \text{div} \left( \langle \partial_t u_{\epsilon}, \nabla u_{\epsilon} - i u_{\epsilon} N_{\epsilon} v_{\epsilon} \rangle + \text{div} \left( N_{\epsilon} v_{\epsilon} \langle \partial_t u_{\epsilon}, i u_{\epsilon} \rangle \right) \right)
$$

$$
= \text{div} \left( \langle \partial_t u_{\epsilon}, \nabla u_{\epsilon} - i u_{\epsilon} N_{\epsilon} v_{\epsilon} \rangle + N_{\epsilon} \langle \partial_t u_{\epsilon}, i u_{\epsilon} \rangle \text{div } v_{\epsilon} + N_{\epsilon} v_{\epsilon} \cdot (\partial_t j_{\epsilon} - V_{\epsilon}) \right). \quad (4.21)
$$

Combining (4.19), (4.20) and (4.21), the time derivative of the energy density takes on the following guise, after straightforward simplifications,

$$
\frac{1}{2} \partial_t \left( \chi_R |u_{\epsilon}|^2 - i u_{\epsilon} N_{\epsilon} v_{\epsilon} \right) + \frac{a \chi_R}{2} (1 - |u_{\epsilon}|^2)^2 (N_{\epsilon}^2 \psi_{\epsilon,R} + f \chi_R)
$$

$$
= \chi_R \text{div} \left( \langle \partial_t u_{\epsilon}, \nabla u_{\epsilon} - i u_{\epsilon} N_{\epsilon} v_{\epsilon} \rangle + N_{\epsilon} \chi_R \langle \partial_t u_{\epsilon}, i u_{\epsilon} \rangle \text{div } v_{\epsilon} - N_{\epsilon} \chi_R v_{\epsilon} \cdot v_{\epsilon} \right)
$$

$$
+ N_{\epsilon} \chi_R (N_{\epsilon} v_{\epsilon} - j_{\epsilon}) \cdot \partial_t v_{\epsilon} - \chi_R \left( \partial_t u_{\epsilon}, \Delta u_{\epsilon} + \frac{a \epsilon}{2} (1 - |u_{\epsilon}|^2) \right)
$$

$$
+ \frac{1}{2} \partial_t ((1 - |u_{\epsilon}|^2)(N_{\epsilon}^2 \psi_{\epsilon,R} + N_{\epsilon}^2 \chi_R |v_{\epsilon}|^2 + f \chi_R)).
$$
Integrating this identity in space yields
\[
\partial_t \int_{\mathbb{R}^2} \frac{a}{2} (\chi_R |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a \chi_R}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 + (1 - |u_\varepsilon|^2)^2) (\nabla^2 \psi_{\varepsilon,\theta} + f \chi_R)
\]
\[
= \int_{\mathbb{R}^2} a \chi_R \left( N_\varepsilon (\partial_t u_\varepsilon + iu_\varepsilon) \text{div} v_\varepsilon - N_\varepsilon v_\varepsilon \cdot V_\varepsilon + N_\varepsilon (N_\varepsilon v_\varepsilon - j_\varepsilon) \cdot \partial_t v_\varepsilon \right)
\]
\[
- \int_{\mathbb{R}^2} a \chi_R \left( \partial_t u_\varepsilon, \Delta u_\varepsilon + \frac{au_\varepsilon}{\varepsilon^2} (1 - |u_\varepsilon|^2) \right) - \int_{\mathbb{R}^2} \nabla (a \chi_R) \cdot (\partial_t u_\varepsilon, \nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon)
\]
\[
+ \int_{\mathbb{R}^2} \frac{a}{2} \partial_t ((1 - |u_\varepsilon|^2) (N_\varepsilon^2 \psi_{\varepsilon,\theta} + N_\varepsilon^2 \chi_R |v_\varepsilon|^2 + f \chi_R)).
\]
Decomposing \( \nabla (a \chi_R) = a \chi_R \nabla h + a \nabla \chi_R \), and using (1.7) in the form
\[
\left\langle \partial_t u_\varepsilon, \nabla h \cdot \nabla u_\varepsilon \right\rangle
= \left\langle \partial_t u_\varepsilon, \lambda (\alpha + i\beta |\log \varepsilon|) \partial_t u_\varepsilon - i|\log \varepsilon| F^\perp \cdot \nabla u_\varepsilon - f u_\varepsilon \right\rangle
= \lambda \alpha |\partial_t u_\varepsilon|^2 + \frac{|\log \varepsilon|}{2} F^\perp \cdot V_\varepsilon - \frac{1}{2} f \partial_t |u_\varepsilon|^2,
\]
the result (4.18) follows after straightforward simplifications.

**Step 2.** Time derivative of the modulated energy excess.

In this step, we prove the following identity,
\[
\partial_t \mathcal{D}_{\varepsilon,\theta,R} = \int_{\mathbb{R}^2} a \chi_R \frac{2}{2} \nabla \psi_{\varepsilon,\theta} \cdot (|\log \varepsilon| (\nabla^\perp h - F^\perp) - 2 N_\varepsilon v_\varepsilon)
\]
\[
+ \int_{\mathbb{R}^2} a \chi_R N_\varepsilon (N_\varepsilon v_\varepsilon - j_\varepsilon) \cdot \Gamma_\varepsilon \text{curl} v_\varepsilon - \int_{\mathbb{R}^2} \lambda \varepsilon \alpha a \chi_R |\partial_t u_\varepsilon - i u_\varepsilon N_\varepsilon p_{\varepsilon,\theta}|^2
\]
\[
+ \int_{\mathbb{R}^2} a \chi_R N_\varepsilon (\partial_t u_\varepsilon - i u_\varepsilon N_\varepsilon p_{\varepsilon,\theta}, i u_\varepsilon) (\text{div} v_\varepsilon + v_\varepsilon \cdot \nabla h - \lambda \varepsilon \alpha p_{\varepsilon,\theta})
\]
\[
- \int_{\mathbb{R}^2} a \nabla \chi_R \cdot \left( \partial_t u_\varepsilon - i u_\varepsilon N_\varepsilon p_{\varepsilon,\theta} \right) \nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon) + \frac{|\log \varepsilon|}{2} V_\varepsilon^\perp
\]
\[
+ \int_{\mathbb{R}^2} a \chi_R N_\varepsilon v_\varepsilon v_\varepsilon (N_\varepsilon v_\varepsilon - j_\varepsilon) \cdot \nabla (p_{\varepsilon,\theta} - p_{\varepsilon,\theta}) + \int_{\mathbb{R}^2} \frac{a N_\varepsilon^2}{2} \partial_t ((1 - |u_\varepsilon|^2) (\psi_{\varepsilon,\theta,R} - \chi_R |v_\varepsilon|^2))
\]
\[
- \int_{\mathbb{R}^2} a N_\varepsilon^2 p_{\varepsilon,\theta} (1 - |u_\varepsilon|^2) (v_\varepsilon \cdot \nabla \chi_R + \chi_R (\text{div} v_\varepsilon + v_\varepsilon \cdot \nabla h))
\]
\[
+ \int_{\mathbb{R}^2} \frac{a N_\varepsilon^2 |\log \varepsilon|}{2} \partial_t ((1 - |u_\varepsilon|^2) \left( v_\varepsilon \cdot \nabla \chi_R - \lambda \varepsilon \beta \chi_R p_{\varepsilon,\theta} - \chi_R v_\varepsilon \cdot \left( \nabla^\perp h - F^\perp - 2 \frac{N_\varepsilon}{|\log \varepsilon|} |v_\varepsilon|^2 \right) \right)
\]
\[
+ \int_{\mathbb{R}^2} \frac{a N_\varepsilon^2 |\log \varepsilon|}{2} p_{\varepsilon,\theta} \nabla (1 - |u_\varepsilon|^2) \cdot \left( \nabla^\perp \chi_R + \chi_R \left( \nabla^\perp h - 2 F^\perp - 2 \frac{N_\varepsilon}{|\log \varepsilon|} |v_\varepsilon|^2 \right) \right). \quad (4.22)
\]
Noting that identity (4.8) implies
\[
|\log \varepsilon| \int_{\mathbb{R}^2} a \chi_R \partial_t \mu_\varepsilon = |\log \varepsilon| \int_{\mathbb{R}^2} a \chi_R \text{curl} V_\varepsilon
\]
\[
= -|\log \varepsilon| \int_{\mathbb{R}^2} a \chi_R V_\varepsilon \cdot \nabla^\perp h - |\log \varepsilon| \int_{\mathbb{R}^2} a V_\varepsilon \cdot \nabla^\perp \chi_R,
\]
it is immediate to deduce from (4.18) the following identity for the time derivative of the modulated energy excess,

\[
\partial_t \hat{D}_{\varepsilon,R} = \int_{\mathbb{R}^2} \frac{\alpha \chi R}{2} V_\varepsilon \cdot (|\log \varepsilon||(\nabla^h h - F^+)| - 2N_\varepsilon v_\varepsilon)
\]

\[
+ \int_{\mathbb{R}^2} aN_\varepsilon \chi R (\partial_t u_\varepsilon, iu_\varepsilon)(\text{div } v_\varepsilon + v_\varepsilon \cdot \nabla h) + \int_{\mathbb{R}^2} a\chi R N_\varepsilon (N_\varepsilon v_\varepsilon - j_\varepsilon) \cdot \partial_t v_\varepsilon
\]

\[
- \int_{\mathbb{R}^2} \lambda_c \alpha \chi R |\partial_t u_\varepsilon|^2 + \int_{\mathbb{R}^2} \frac{aN_\varepsilon^2}{2} |\partial_t ((1 - |u_\varepsilon|^2)(\psi_{\varepsilon,R} - \chi R |v_\varepsilon|^2))
\]

\[
- \int_{\mathbb{R}^2} a\nabla \chi R \cdot ((\partial_t u_\varepsilon, \nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon) + \frac{|\log \varepsilon|}{2} V_\varepsilon^+). \quad (4.23)
\]

Now using equation (3.1) for the time evolution of \(v_\varepsilon\) and an integration by parts, we find

\[
\int_{\mathbb{R}^2} a\chi R N_\varepsilon (N_\varepsilon v_\varepsilon - j_\varepsilon) \cdot \partial_t v_\varepsilon
\]

\[
= \int_{\mathbb{R}^2} a\chi R N_\varepsilon (N_\varepsilon v_\varepsilon - j_\varepsilon) \cdot \nabla p_\varepsilon + \int_{\mathbb{R}^2} a\chi R N_\varepsilon (N_\varepsilon v_\varepsilon - j_\varepsilon) \cdot \nabla p_{\varepsilon,\theta}
\]

\[
= \int_{\mathbb{R}^2} a\chi R N_\varepsilon (N_\varepsilon v_\varepsilon - j_\varepsilon) \cdot \nabla p_\varepsilon + \int_{\mathbb{R}^2} a\chi R N_\varepsilon (N_\varepsilon v_\varepsilon - j_\varepsilon) \cdot \nabla (p_\varepsilon - p_{\varepsilon,\theta})
\]

\[
- \int_{\mathbb{R}^2} a\chi R N_\varepsilon p_{\varepsilon,\theta} (N_\varepsilon \text{ div } v_\varepsilon - \text{ div } j_\varepsilon) - \int_{\mathbb{R}^2} a\chi R N_\varepsilon p_{\varepsilon,\theta} \nabla h \cdot (N_\varepsilon v_\varepsilon - j_\varepsilon)
\]

\[
- \int_{\mathbb{R}^2} a\chi R N_\varepsilon p_{\varepsilon,\theta} \nabla \chi R \cdot (N_\varepsilon v_\varepsilon - j_\varepsilon).
\]

Combining this with identity (4.9) yields

\[
\int_{\mathbb{R}^2} a\chi R N_\varepsilon (N_\varepsilon v_\varepsilon - j_\varepsilon) \cdot \partial_t v_\varepsilon
\]

\[
= \int_{\mathbb{R}^2} a\chi R N_\varepsilon (N_\varepsilon v_\varepsilon - j_\varepsilon) \cdot \nabla p_\varepsilon + \int_{\mathbb{R}^2} a\chi R N_\varepsilon (N_\varepsilon v_\varepsilon - j_\varepsilon) \cdot \nabla (p_\varepsilon - p_{\varepsilon,\theta})
\]

\[
- \int_{\mathbb{R}^2} a\chi R N_\varepsilon p_{\varepsilon,\theta} \nabla h \cdot (N_\varepsilon v_\varepsilon - j_\varepsilon) - \int_{\mathbb{R}^2} aN_\varepsilon p_{\varepsilon,\theta} \nabla \chi R \cdot (N_\varepsilon v_\varepsilon - j_\varepsilon)
\]

\[
- \int_{\mathbb{R}^2} a\chi R N_\varepsilon p_{\varepsilon,\theta} \left( N_\varepsilon \text{ div } v_\varepsilon + j_\varepsilon \cdot \nabla h - \lambda_c \alpha (\partial_t u_\varepsilon, iu_\varepsilon)
\]

\[
+ \frac{|\log \varepsilon|}{2} F^+ \cdot |\nabla u_\varepsilon| - \frac{\lambda_c \beta |\log \varepsilon|}{2} \partial_t |u_\varepsilon|^2 \right)
\]

\[
= \int_{\mathbb{R}^2} a\chi R N_\varepsilon (N_\varepsilon v_\varepsilon - j_\varepsilon) \cdot \nabla p_\varepsilon + \int_{\mathbb{R}^2} a\chi R N_\varepsilon (N_\varepsilon v_\varepsilon - j_\varepsilon) \cdot \nabla (p_\varepsilon - p_{\varepsilon,\theta})
\]

\[
- \int_{\mathbb{R}^2} a\chi R N_\varepsilon p_{\varepsilon,\theta} (\text{div } v_\varepsilon + v_\varepsilon \cdot \nabla h) - \int_{\mathbb{R}^2} aN_\varepsilon p_{\varepsilon,\theta} \nabla \chi R \cdot (N_\varepsilon v_\varepsilon - j_\varepsilon)
\]

\[
+ \int_{\mathbb{R}^2} a\chi R N_\varepsilon p_{\varepsilon,\theta} \left( \lambda_c \alpha (\partial_t u_\varepsilon, iu_\varepsilon) - \frac{|\log \varepsilon|}{2} F^+ \cdot |\nabla u_\varepsilon|^2 + \frac{\lambda_c \beta |\log \varepsilon|}{2} \partial_t |u_\varepsilon|^2 \right).
\]

Inserting this into (4.23), we then find

\[
\partial_t \hat{D}_{\varepsilon,R} = \int_{\mathbb{R}^2} \frac{\alpha \chi R}{2} V_\varepsilon \cdot (|\log \varepsilon||(\nabla^h h - F^+)| - 2N_\varepsilon v_\varepsilon)
\]
Using identity (4.11) to turn $V_\varepsilon$ into $\tilde{V}_{\varepsilon,\theta}$, the first right-hand side term is rewritten as

$$\int_{\mathbb{R}^2} \frac{a_X R}{2} V_\varepsilon \cdot ((\log \varepsilon)(\nabla^\perp h - F^\perp) - 2 N_\varepsilon v_\varepsilon)$$

$$= \int_{\mathbb{R}^2} \frac{a_X R}{2} (\tilde{V}_{\varepsilon,\theta} - N_\varepsilon v_\varepsilon \partial_t (1 - |u_\varepsilon|^2) - N_\varepsilon p_{\varepsilon,\theta} \nabla |u_\varepsilon|^2) \cdot (\log \varepsilon)((\nabla^\perp h - F^\perp) - 2 N_\varepsilon v_\varepsilon),$$

while the last right-hand side term becomes

$$\int_{\mathbb{R}^2} a \nabla R \cdot \left( (\partial_t u_\varepsilon, \nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon) + \frac{\|\log \varepsilon\|}{2} \tilde{V}_\varepsilon^\perp + N_\varepsilon p_{\varepsilon,\theta} (N_\varepsilon v_\varepsilon - j_\varepsilon) \right)$$

$$= \int_{\mathbb{R}^2} a \nabla R \cdot \left( (\partial_t u_\varepsilon, \nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon) + N_\varepsilon^2 p_{\varepsilon,\theta} v_\varepsilon (1 - |u_\varepsilon|^2) + \frac{\|\log \varepsilon\|}{2} \tilde{V}_\varepsilon^\perp - \frac{N_\varepsilon^2}{2} \log \varepsilon \partial_t (1 - |u_\varepsilon|^2) - \frac{N_\varepsilon^2}{2} p_{\varepsilon,\theta} \nabla^\perp |u_\varepsilon|^2 \right).$$

Further decomposing

$$|\partial_t u_\varepsilon|^2 = |(\partial_t u_\varepsilon, - i u_\varepsilon N_\varepsilon p_{\varepsilon,\theta}, \nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon) + N_\varepsilon^2 p_{\varepsilon,\theta} | u_\varepsilon |^2 - (1 - |u_\varepsilon|^2) N_\varepsilon^2 | p_{\varepsilon,\theta} | ^2;$$

the result (4.22) easily follows after straightforward simplifications.

**Step 3. Conclusion.**

In the right-hand side of (4.22), the term $\int_{\mathbb{R}^2} a_X R N_\varepsilon (N_\varepsilon v_\varepsilon - j_\varepsilon) \cdot \Gamma_\varepsilon \nabla v_\varepsilon$ is linear in $N_\varepsilon v_\varepsilon - j_\varepsilon$, thus preventing a direct use of a Grönwall argument. As in [95], we replace this term by others involving the modulated stress-energy tensor $\tilde{S}_\varepsilon$, which is indeed a nicer quadratic quantity. For that purpose, let us integrate the result of Lemma 4.3 in space with $\chi_\Gamma \tilde{\Gamma}_\varepsilon^\perp$, where $\Gamma_\varepsilon : [0, T] \to W^{1,\infty}(\mathbb{R}^2)^2$ is a given vector field (we would like to choose $\tilde{\Gamma}_\varepsilon = \Gamma_\varepsilon$, but a suitable perturbation will be needed),

$$\int_{\mathbb{R}^2} \chi_\Gamma \tilde{\Gamma}_\varepsilon^\perp \cdot \nabla \tilde{S}_\varepsilon = \int_{\mathbb{R}^2} \lambda_\varepsilon a \nabla R \tilde{\Gamma}_\varepsilon^\perp \cdot \langle \partial_t u_\varepsilon, - i u_\varepsilon N_\varepsilon p_{\varepsilon,\theta}, \nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon \rangle$$

$$- \int_{\mathbb{R}^2} a \nabla R \tilde{\Gamma}_\varepsilon^\perp \cdot (N_\varepsilon v_\varepsilon + \frac{1}{2} |\log \varepsilon| F^\perp) \mu_\varepsilon + \int_{\mathbb{R}^2} a \nabla R N_\varepsilon (N_\varepsilon v_\varepsilon - j_\varepsilon) \cdot \tilde{\Gamma}_\varepsilon \nabla v_\varepsilon$$

$$+ \int_{\mathbb{R}^2} \lambda_\varepsilon \beta \frac{a_X R}{2} |\log \varepsilon| \tilde{\Gamma}_\varepsilon^\perp \cdot \tilde{V}_{\varepsilon,\theta} - \int_{\mathbb{R}^2} \lambda_\varepsilon \beta \frac{a_X R}{2} N_\varepsilon |\log \varepsilon| p_{\varepsilon,\theta} \tilde{\Gamma}_\varepsilon^\perp \cdot \nabla |u_\varepsilon|^2$$
In the right-hand side, the term $\int_{\mathbb{R}^2} a \chi_R N_2 (N_2 v_\varepsilon - j_\varepsilon) \cdot \nabla \varepsilon$ exactly corresponds to the bad term in the right-hand side of (4.22). Replacing it by this new expression involving the modulated stress-energy tensor, and treating as errors all the terms involving the difference $\bar{\Gamma}_\varepsilon - \Gamma_\varepsilon$, we find

$$
\partial_t \tilde{\Phi}_{\varepsilon, R} = \sum_{j=0}^{3} T^{j}_{\varepsilon, R} + I^{0}_{\varepsilon, \varphi, R} + I^{m}_{\varepsilon, \varphi, R}
$$

where $I^{0}_{\varepsilon, \varphi, R}$ and $I^{m}_{\varepsilon, \varphi, R}$ are given as in the statement, and where we have set

$$
T^{0}_{\varepsilon, \varphi, R} := \int_{\mathbb{R}^2} a \chi_R N_2 (N_2 v_\varepsilon - j_\varepsilon) \cdot \nabla (p_\varepsilon - p_{\varepsilon, \varphi}),
$$

$$
T^{1}_{\varepsilon, \varphi, R} := \int_{\mathbb{R}^2} \frac{a \chi_R}{2} (1 - |u_\varepsilon|^2) (N_2^2 |v_\varepsilon|^2 + f) \bar{\Gamma}^{\perp}_\varepsilon \cdot \nabla h
$$

$$
- \int_{\mathbb{R}^2} a N_{2}^{2} p_{\varepsilon, \varphi} (1 - |u_\varepsilon|^2) (v_\varepsilon \cdot \nabla \chi_R + \chi_R \nabla v_\varepsilon + v_\varepsilon \cdot \nabla h)
$$

$$
+ \int_{\mathbb{R}^2} \frac{a \chi_R}{2} (1 - |u_\varepsilon|^2) \bar{\Gamma}^{\perp}_\varepsilon \cdot \nabla f - \int_{\mathbb{R}^2} \lambda_\varepsilon a \chi_R N_{2}^{2} p_{\varepsilon, \varphi} (1 - |u_\varepsilon|^2) \bar{\Gamma}^{\perp}_\varepsilon \cdot v_\varepsilon,
$$

$$
T^{2}_{\varepsilon, \varphi, R} := \int_{\mathbb{R}^2} \frac{a \chi_R}{2} N_2 |\log \varepsilon| (\nabla (1 - |u_\varepsilon|^2)) \bar{\Gamma}^{\perp}_\varepsilon \cdot v_\varepsilon
$$

$$
+ \int_{\mathbb{R}^2} \frac{a N_{2} |\log \varepsilon|}{2} p_{\varepsilon, \varphi} \nabla (1 - |u_\varepsilon|^2)
$$

$$
\cdot \left( \nabla \chi_R + \chi_R \left( \nabla h - 2 F^{\perp} - \lambda_\varepsilon \beta \bar{\Gamma}^{\perp}_\varepsilon - 2 \frac{N_2}{|\log \varepsilon|} v_\varepsilon \right) \right),
$$
\[ T_{\epsilon, \theta, R}^3 := \int_{\mathbb{R}^2} \frac{a N_{\epsilon}^2}{2} \partial_t \left( (1 - |u_\epsilon|^2) (\psi_{\epsilon, \theta, R} - \chi_R |v_\epsilon|^2) \right) \]
\[ + \int_{\mathbb{R}^2} \frac{a N_{\epsilon} |\log \epsilon|}{2} \partial_t (1 - |u_\epsilon|^2) \]
\[ \times \left( v_\epsilon^i \cdot \nabla \chi_R - \lambda_\epsilon \beta \chi_R p_{\epsilon, \theta} - \chi_R v_\epsilon \cdot \left( \nabla \chi_R^\perp - F^\perp - \frac{2 N_{\epsilon}}{|\log \epsilon|} v_\epsilon \right) \right). \]

It remains to estimate these four error terms \( T_{\epsilon, \theta, R}^i, 0 \leq i \leq 3 \). We start with \( T_{\epsilon, \theta, R}^0 \). In the dissipative case, we take \( \theta = 0 \), hence \( T_{\epsilon, \theta, R}^0 = 0 \). In the conservative case, using the pointwise estimate of Lemma 4.2 for \( j_\epsilon \) and \( N_{\epsilon} v_\epsilon \), and using Assumption 3.1(b), with in particular
\[ \| \nabla (p_\epsilon - p_{\epsilon, \theta}) \|_{L^2 \cap L^\infty} \lesssim \| \nabla p_\epsilon \|_{L^2 \cap L^\infty} + \theta^{-1} \| p_{\epsilon, \theta} \|_{L^2 \cap L^\infty} \lesssim 1, \]
we find
\[ |T_{\epsilon, \theta, R}^0| \lesssim \epsilon N_{\epsilon} \| \nabla u_\epsilon - i u_\epsilon N_{\epsilon} v_\epsilon \|_{L^2(B_{2R})} \left( \| \nabla (p_\epsilon - p_{\epsilon, \theta}) \|_{L^2} + \| 1 - |u_\epsilon|^2 \|_{L^2(B_{2R})} \right) \]
\[ + N_{\epsilon}^2 \| 1 - |u_\epsilon|^2 \|_{L^2(B_{2R})} \| \nabla (p_\epsilon - p_{\epsilon, \theta}) \|_{L^2} \]
\[ \lesssim \epsilon N_{\epsilon} \mathcal{E}_{\epsilon, R}^1 + (1 + \epsilon N_{\epsilon}) \epsilon (\mathcal{E}_{\epsilon, R}^1)^{1/2} \| \nabla (p_\epsilon - p_{\epsilon, \theta}) \|_{L^2}. \]

Using (2.1) or (2.2), Assumption 3.1, and the assumption \( \| \hat{\Gamma}_\epsilon \|_{L^\infty} \lesssim 1 \), we obtain in the dissipative case,
\[ |T_{\epsilon, \theta, R}^1| \lesssim \epsilon (\lambda_{\epsilon}^{-1/2} N_{\epsilon}^2 + R \lambda_{\epsilon}^2 |\log \epsilon|^2) (\mathcal{E}_{\epsilon, R}^1)^{1/2}, \]
and in the conservative case,
\[ |T_{\epsilon, \theta, R}^1| \lesssim \epsilon (N_{\epsilon}^2 + \lambda_{\epsilon}^2 |\log \epsilon|^2) \mathcal{E}_{\epsilon, R}^1)^{1/2} \lesssim \epsilon N_{\epsilon}^2 (\mathcal{E}_{\epsilon, R}^1)^{1/2}. \]

Integrating by parts, \( T_{\epsilon, \theta, R}^2 \) takes the form
\[ T_{\epsilon, \theta, R}^2 = - \int_{\mathbb{R}^2} \frac{N_{\epsilon} |\log \epsilon|}{2} (1 - |u_\epsilon|^2) \]
\[ \times \text{div} \left( a p_{\epsilon, \theta} \nabla \chi_R + a \chi_R F^\perp \hat{\Gamma}_\epsilon \cdot v_\epsilon \right) + a p_{\epsilon, \theta} \chi_R \left( \nabla \chi_R^\perp - 2 F^\perp - \lambda_\epsilon \beta \hat{\Gamma}_\epsilon^\perp - 2 \frac{N_{\epsilon}}{|\log \epsilon|} v_\epsilon \right), \]
and hence, again using (2.1) or (2.2), Assumption 3.1, and the bound \( \| \hat{\Gamma}_\epsilon \|_{W^{1, \infty}} \lesssim 1 \), we obtain in the considered regimes, for all \( \theta > 0 \), in the dissipative case,
\[ |T_{\epsilon, \theta, R}^2| \lesssim \epsilon N_{\epsilon} |\log \epsilon| \left( 1 + \epsilon R^{-1} \lambda_{\epsilon}^{-1/2} + \lambda_{\epsilon} R^\theta \right) (\mathcal{E}_{\epsilon, R}^1)^{1/2}, \]
and in the conservative case,
\[ |T_{\epsilon, \theta, R}^2| \lesssim \epsilon N_{\epsilon} |\log \epsilon| \left( 1 + \lambda_{\epsilon} R^\theta \right) (\mathcal{E}_{\epsilon, R}^1)^{1/2} \]
\[ \lesssim \epsilon N_{\epsilon}^2 R^\theta (\mathcal{E}_{\epsilon, R}^1)^{1/2}. \]

Finally, we note that the choice (4.3) of \( \psi_{\epsilon, \theta, R} \) exactly yields
\[ T_{\epsilon, \theta, R}^3 = \int_{\mathbb{R}^2} \frac{a N_{\epsilon}^2}{2} (1 - |u_\epsilon|^2) \partial_t (\psi_{\epsilon, \theta, R} - \chi_R |v_\epsilon|^2) \]
\[ = \int_{\mathbb{R}^2} \frac{a N_{\epsilon}^2}{2} (1 - |u_\epsilon|^2) (\partial_t \psi_{\epsilon, \theta, R} - 2 \chi_R v_\epsilon \cdot \partial_t v_\epsilon), \]
and hence, using (4.4) or (4.5), and Assumption 3.1, we obtain in the considered regimes, in the dissipative case,
\[ ||T_{\varepsilon,\phi,R}^3||_{L_t^1} \lesssim_\varepsilon \varepsilon N_\varepsilon^2 (1 + \frac{|\log \varepsilon|}{N_\varepsilon}) (\mathcal{E}_{\varepsilon,\phi,R}^*)^{1/2} \lesssim \varepsilon (N_\varepsilon^2 + N_\varepsilon |\log \varepsilon|)(\mathcal{E}_{\varepsilon,\phi,R}^*)^{1/2}, \]
and in the conservative case,
\[ ||T_{\varepsilon,\phi,R}^3||_{L_t^1} \lesssim_\varepsilon \varepsilon (\mathcal{E}_{\varepsilon,\phi,R}^*)^{1/2}. \]
The conclusion follow from the above with \( I_{\varepsilon,\phi,R} := T_{\varepsilon,\phi,R}^0 + T_{\varepsilon,\phi,R}^1 + T_{\varepsilon,\phi,R}^2 + T_{\varepsilon,\phi,R}^3. \)

5. Vortex analysis

In this section, we recall and revisit some standard tools for vortex analysis, which are needed in order to control the various terms appearing in the decomposition of \( \partial_t \mathcal{D}_{\varepsilon,\phi,R} \) in Lemma 4.4. These tools will only be used in the dissipative case, and we restrict in this section to the dilute regime \( N_\varepsilon \lesssim |\log \varepsilon|. \) (Suitable adaptations to the nondilute regime \( N_\varepsilon \gg |\log \varepsilon| \) are postponed to Section 7.1.)

5.1. Ball construction lower bounds. We need a version of the Jerrard-Sandier ball-construction lower bounds [87, 57] that is localizable in order to be adapted both to the weighted case and to the setting of the infinite plane with no finite energy control (hence no a priori bound on the number of vortices), and which further yields very small errors (we need an error of order \( o(N_\varepsilon^2) \), which gets very small when \( N_\varepsilon \) diverges slowly). For that purpose we use the version developed in [91], which in particular allows to cover the plane with balls centered at the points of the lattice \( R\mathbb{Z}^2 \), make the standard ball construction in each ball of the covering, assemble all the constructed balls, and then discard some balls from the collection so as to make it disjoint again. The error in the lower bounds given by this ball construction is essentially \( N_\varepsilon |\log r| \), where \( r \) is the total radius of the balls, so that we need to take \( r \) large enough (almost as large as \( O(1) \) when \( N_\varepsilon \) diverges slowly), but here the pinning weight adds again a difficulty since it may vary significantly over the size of the balls of this construction, thus perturbing the lower bound itself.

The following preliminary result describes the precise contribution of the vortices to the energy, and in particular defines the vortex “locations”.

**Lemma 5.1** (Localized lower bound). Let \( h : \mathbb{R}^2 \to \mathbb{R} \), \( a := e^h \), with \( 1 \leq a \leq 1 \), let \( u_\varepsilon : \mathbb{R}^2 \to \mathbb{C} \), \( v_\varepsilon : \mathbb{R}^2 \to \mathbb{R}^2 \), with \( \|\text{curl} v_\varepsilon\|_{L^2 \cap L^\infty} \lesssim 1 \). Let \( 0 < \varepsilon \ll 1 \), \( N_\varepsilon, R \geq 1 \), and assume that \( \log \mathcal{E}_{\varepsilon,R}^* \ll |\log \varepsilon| \). Then, for some \( \varepsilon \| \leq 1 \), for all \( \varepsilon > 0 \) small enough and all \( r \in (\varepsilon^{1/2}, \varepsilon) \), there exists a locally finite union of disjoint closed balls \( \mathcal{B}_{\varepsilon,R}^* \), monotone in \( r \) and covering the set \( \{ x : |u_\varepsilon(x)| < \frac{1}{2} \} \), such that for all \( z \in R\mathbb{Z}^2 \) the sum of the radii of the balls of the collection \( \mathcal{B}_{\varepsilon,R}^* \) centered at points in \( B_R(z) \) is bounded by \( r \), and such that, letting \( \mathcal{B}_{\varepsilon,R}^* := |B_j| B_j^1, B_j^1 := B(y_j, r_j), d_j := \text{deg}(u_\varepsilon, \partial B_j^1) \), and defining the point-vortex measure \( \nu_{\varepsilon,R}^* := 2\pi \sum_j d_j \delta_{y_j} \), the following properties hold,

- **(i)** Localized lower bound: For all \( \phi \in \mathcal{W}^{1,\infty} (\mathbb{R}^2) \) with \( \phi \geq 0 \), we have for all \( j \),
  \[
  \frac{1}{2} \int_{B_j^1} \phi \left( |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right) \geq \pi \phi(y_j) |d_j| \log \left( \frac{|d_j|}{|\phi|} \right) \\
  - O(r_j \mathcal{E}_{\varepsilon,R}^*) \|\nabla \phi\|_{L^\infty} - O\left( r_j^2 N_\varepsilon^2 + |d_j| \log \left( 2 + \frac{\mathcal{E}_{\varepsilon,R}^*}{|\phi|} \right) \right) \|\phi\|_{L^\infty}. \tag{5.1}
  \]
Similarly, if $\phi$ is further supported in a ball of radius $R$, 
\[
\frac{1}{2} \int_{B_r^\epsilon} \phi \left( |\nabla u_\epsilon - i u_\epsilon N_\epsilon v_\epsilon|^2 + \frac{a}{2 \epsilon^2} (1 - |u_\epsilon|^2)^2 \right) \geq \frac{\log(\frac{r}{\epsilon})}{2} \int_{\mathbb{R}^2} \phi |\nu_{\epsilon,R}^*| \\
- O(r \mathcal{E}_{\epsilon,R}^*) \|\nabla \phi\|_{L^\infty} - O \left( r^2 N_\epsilon^2 + \frac{\mathcal{E}_{\epsilon,R}^*}{\log \epsilon} \log \left( 2 + \frac{\mathcal{E}_{\epsilon,R}^*}{\log \epsilon} \right) \right) \|\phi\|_{L^\infty}. \quad (5.2)
\]

(ii) Number of vortices:
\[
\sup_z \int_{B_R(z)} |\nu_{\epsilon,R}^*| \lesssim \frac{N_\epsilon^2 + \mathcal{E}_{\epsilon,R}^*}{\log \epsilon}. \quad (5.3)
\]

(iii) Jacobian estimate: For all $\gamma \in [0, 1],$
\[
\sup_z \|\nu_{\epsilon,R} - \hat{\mu}_{\epsilon}^*\|((C_\epsilon^* (B_R(z)))) \lesssim r^\gamma \frac{N_\epsilon^2 + \mathcal{E}_{\epsilon,R}^*}{\log \epsilon} + \epsilon^{\gamma/2} (\mathcal{E}_{\epsilon,R}^* + \epsilon^3 N_\epsilon^2). \quad \diamond
\]

Proof. We split the proof into two steps.

Step 1. Proof of (i)–(ii).

We use the notation $\tilde{\mathcal{E}}_{\epsilon,R}^* := \sup_z \int_{B_R(z)} \tilde{\epsilon}_\epsilon$, with
\[
\tilde{\epsilon}_\epsilon := \frac{1}{2} \left( |\nabla u_\epsilon - i u_\epsilon N_\epsilon v_\epsilon|^2 + \frac{a_{\min}}{2 \epsilon^2} (1 - |u_\epsilon|^2)^2 \right), \quad a_{\min} := \inf_a \inf (x) \geq 1.
\]

Note that by assumption we have in particular $\tilde{\mathcal{E}}_{\epsilon,R}^* \lesssim \mathcal{E}_{\epsilon,R}^* \lesssim \epsilon^{-1/5}$. We may apply [91, Proposition 2.1] with $\Omega_\epsilon = \mathbb{R}^2$, $A_\epsilon = N_\epsilon v_\epsilon$, with $\epsilon$ replaced by $\epsilon/\sqrt{a_{\min}}$, and with the open cover $(U_\alpha)_\alpha = (B_R(z))_{z \in \mathbb{R}^{2}}$ (note that the argument in [91] indeed works identically on the whole space, and that the energy bound is only needed uniformly on all elements of the open cover). For some $\epsilon_0, C_0, \bar{r} \simeq 1$, for all $\epsilon < \epsilon_0$ and $r \in (\epsilon^{1/2}, \bar{r})$, we obtain a locally finite collection $B_{\epsilon,R}^*$ of disjoint closed balls covering the set $\{x : |u_\epsilon(x)| < \frac{1}{2}\}$, such that for all $B \in B_{\epsilon,R}^*$ we have
\[
\int_B \left( \tilde{\epsilon}_\epsilon + \frac{N_\epsilon^2}{2} |\text{curl } v_\epsilon|^2 \right) \geq \pi |\text{deg}(u_\epsilon, \partial B)| \left( \log \frac{r}{\epsilon} \right) - C_0,
\]

where we have set $d_B := \text{deg}(u_\epsilon, \partial B)$, and where $C_B$ is defined as in [91, (2.4)]. Moreover, the construction in [91] ensures that $B_{\epsilon,R}^*$ is monotone in $r$ and that $B_{R(z)} \cap B_{\epsilon,R}^*$ has total radius bounded by $r$ for all $z \in \mathbb{R}^{2}$. By [91, Lemma 2.1], we have $C_B \leq 16 \log \epsilon^{-1} \tilde{\mathcal{E}}_{\epsilon,R}^* \lesssim |\log \epsilon|^{-1} \tilde{\mathcal{E}}_{\epsilon,R}^*$, so that the above becomes, for all $B \in B_{\epsilon,R}^*$,
\[
\int_B \left( \tilde{\epsilon}_\epsilon + \frac{N_\epsilon^2}{2} |\text{curl } v_\epsilon|^2 \right) \geq \pi |d_B| \left( \log \frac{r}{\epsilon} \right) - |d_B| \log \left( 2 + \frac{\mathcal{E}_{\epsilon,R}^*}{\log \epsilon} \right). \quad (5.4)
\]

Let $r \in (\epsilon^{1/2}, \bar{r})$ be fixed, and set $B_{\epsilon,R}^* = \bigcup_j B_j^*$, $B_j^* := \bar{B}(y_j, r_j)$, with corresponding degrees $d_j := d_{B_j^*}$. Noting that by assumption we have
\[
\int_{B_j^*} |\text{curl } v_j|^2 \lesssim |B_j^*| \lesssim r_j^2,
\]
the result (5.4) takes the following form, for all $j$,
\[
\int_{B_j^*} \tilde{\epsilon}_\epsilon \geq \pi |d_j| \left( \log \frac{r_j}{\epsilon} \right) - |d_j| \log \left( 2 + \frac{\mathcal{E}_{\epsilon,R}^*}{\log \epsilon} \right) - O(r_j^2 N_\epsilon^2). \quad (5.5)
\]
Using the assumption \( \log \mathcal{E}_{\varepsilon,R} \ll |\log \varepsilon| \) and the choice \( r > \varepsilon^{1/2} \), the above right-hand side is bounded from below by \( \frac{\pi}{3} |\log \varepsilon| \) for all \( \varepsilon > 0 \) small enough, and hence, summing over \( B^j \in B^\varepsilon_{\varepsilon,R} \) with \( y_j \in B_R(z) \), we find for all \( \varepsilon > 0 \) small enough,

\[
\frac{\pi}{3} |\log \varepsilon| \sum_{j:y_j \in B_R(z)} |d_j| \leq \int_{B_{R+1}(z) \cap B^\varepsilon_{\varepsilon,R}} \varepsilon + O(N^2) \sum_{j:y_j \in B_R(z)} r_j^2 \leq \mathcal{E}_{\varepsilon,R} + r^2 N^2,
\]

and hence, with the choice \( r \lesssim 1 \),

\[
\sum_{j:y_j \in B_R(z)} |d_j| \leq \frac{N^2 + \mathcal{E}_{\varepsilon,R}}{|\log \varepsilon|}, \quad (5.6)
\]

that is, item (ii). Let us now prove item (i). Let \( \phi \in W^{1,\infty}(\mathbb{R}^2) \), \( \phi \geq 0 \). For all \( B^j \in B^\varepsilon_{\varepsilon,R} \), we have from (5.5),

\[
\int_{B^j} \phi \varepsilon \geq \phi(y_j) \int_{B^j} \varepsilon - r_j \| \nabla \phi \|_{L^\infty} \int_{B^j} \varepsilon \\
\geq \pi \phi(y_j) |d_j| |\log(\varepsilon)| \\
- \phi(y_j) |d_j| O \left( \log \left( 2 + \frac{\mathcal{E}_{\varepsilon,R}}{|\log \varepsilon|} \right) \right) - \phi(y_j) O(r_j^2 N^2) - r_j \| \nabla \phi \|_{L^\infty} \int_{B^j} \varepsilon,
\]

directly

\[
\int_{B^j} \phi \varepsilon \geq \pi \phi(y_j) |d_j| |\log(\varepsilon)| \\
- O \left( r_j^2 N^2 + |d_j| \log \left( 2 + \frac{\mathcal{E}_{\varepsilon,R}}{|\log \varepsilon|} \right) \right) \| \phi \|_{L^\infty} - O(r_j \mathcal{E}_{\varepsilon,R} \| \nabla \phi \|_{L^\infty}).
\]

Further assuming that \( \phi \) is supported in \( B_R(z) \) for some \( z \in \mathbb{R}^2 \), summing the above with respect to \( j \) with \( y_j \in B_R \), setting \( u_{\varepsilon,R} := 2 \pi \sum_j d_j \delta_{y_j} \), and using (5.6), we find

\[
\int_{B^\varepsilon_{\varepsilon,R}} \phi \varepsilon \geq \frac{|\log(\varepsilon)|}{2} \int_{\mathbb{R}^2} \phi |u_{\varepsilon,R}| \\
- O \left( r^2 N^2 + \frac{N^2 + \mathcal{E}_{\varepsilon,R}}{|\log \varepsilon|} \log \left( 2 + \frac{\mathcal{E}_{\varepsilon,R}}{|\log \varepsilon|} \right) \right) \| \phi \|_{L^\infty} - O(r \mathcal{E}_{\varepsilon,R} \| \nabla \phi \|_{L^\infty}).
\]

Item (i) then follows by definition of \( \varepsilon \) with \( a_{\min} \leq a \).

**Step 2.** Proof of (iii).

Using item (i) and arguing just as in [95, Proposition 4.4(5)], for \( \gamma \in [0,1] \), we obtain for all \( r \in (\varepsilon^{1/2}, \bar{r}) \) and all \( \phi \in C^2(\mathbb{R}^2) \) supported in \( B_R(z) \) for some \( z \in \mathbb{R}^2 \),

\[
\left| \int \phi (u_{\varepsilon,R} - \tilde{\mu}_\varepsilon) \right| \lesssim r^\gamma |\phi|_{C^\gamma} \sum_{j:y_j \in B_R(z)} |d_j| \\
+ \varepsilon^{7/2} |\phi|_{C^\gamma} \int_{B_R} \left( |\nabla u_{\varepsilon} - iu_{\varepsilon} N_{\varepsilon} v_{\varepsilon}|^2 + \frac{1 - |u_{\varepsilon}|^2 y}{2 \varepsilon^2} + N_{\varepsilon} |1 - |u_{\varepsilon}|^2 |\text{curl} v_{\varepsilon}| \right)
\]
where $| \cdot |_{C^\gamma}$ denotes the usual Hölder seminorm and where $\| \cdot \|_{C^\gamma} := | \cdot |_{C^\gamma} + \| \cdot \|_{L^\infty}$. The result follows from the assumption $\| \operatorname{curl} v_\varepsilon \|_{L^2} \lesssim 1$. 

In Section 6, strong estimates are proved on the time derivative of the modulated energy excess $\mathcal{D}_{\varepsilon,R}$, but these estimates a priori involve the modulated energy $\mathcal{E}_{\varepsilon,R}$. In order to buckle the argument, it is thus crucial to independently find an optimal control on $\mathcal{E}_{\varepsilon,R}$, or equivalently on the number of vortices, in terms of $\mathcal{D}_{\varepsilon,R}$. Note that in the case without pinning and applied current no cut-off is needed and this difficulty is absent (the excess is then indeed simply defined by $\mathcal{D}_\varepsilon = \hat{\mathcal{E}}_\varepsilon - \pi N_\varepsilon |\log \varepsilon|$, cf. (1.12)). This control of $\mathcal{E}_{\varepsilon,R}$ is the main content of the following result, and allows to further refine the conclusions of Lemma 5.1 above. Particular attention is needed in the strongly dilute regime $N_\varepsilon \lesssim \log |\log \varepsilon|$ to ensure an error as small as $o(N_\varepsilon^2)$ in the energy lower bound. Various useful corollaries are further included. In particular, item (vi) gives an optimal control of the energy inside the small balls, measured in $L^p$ for any $p < 2$. Since this $L^p$ result is already enough for our purposes, we do not adapt the more precise Lorentz estimates of [97, Corollary 1.2] to the present weighted context, and we instead use a more direct argument adapted from [100].

**Proposition 5.2 (Refined lower bound).** Let $h : \mathbb{R}^2 \to \mathbb{R}$, $a := e^h$, with $1 \leq a \leq 1$ and $\| \nabla h \|_{L^\infty} \lesssim 1$, let $u_\varepsilon : \mathbb{R}^2 \to \mathbb{C}$, $v_\varepsilon : \mathbb{R}^2 \to \mathbb{R}^2$, with $\| \operatorname{curl} v_\varepsilon \|_{L^1 \cap L^\infty}, \| v_\varepsilon \|_{L^\infty} \lesssim 1$. Let $0 < \varepsilon \ll 1$, $1 \ll N_\varepsilon \lesssim |\log \varepsilon|$, and $R \geq 1$ with $|\log \varepsilon| \lesssim R \lesssim |\log \varepsilon|^n$ for some $n \geq 1$, and assume that $\mathcal{D}_{\varepsilon,R} \lesssim N_\varepsilon^2$. Then $\mathcal{E}_{\varepsilon,R} \lesssim N_\varepsilon |\log \varepsilon|$ holds for all $\varepsilon > 0$ small enough. Moreover, for some $\tilde{r} \simeq 1$, for all $\varepsilon > 0$ small enough and all $r \in (\varepsilon^{1/2}, \tilde{r})$, there exists a locally finite union of disjoint closed balls $B_{\varepsilon,R}^r$, monotone in $r$ and covering the set $\{ x : |u_\varepsilon(x)| < \frac{1}{2} \}$, and for all $r_0 \in (\varepsilon^{1/2}, \tilde{r})$ and $r \geq r_0$ there exists a locally finite union of disjoint closed balls $\tilde{B}_{\varepsilon,R}^{r_0,r}$, monotone in $r$ and covering the set $\{ x : |u_\varepsilon(x)| - 1 \geq |\log \varepsilon|^{-1} \}$, such that $B_{\varepsilon,R}^{r_0} \subseteq \tilde{B}_{\varepsilon,R}^{r_0,r}$, such that for all $z \in \mathbb{R}^2$ the sum of the radii of the balls of the collection $B_{\varepsilon,R}^r$ centered at points of $B_R(z)$ is bounded by $r$ and the sum of the radii of the balls of the collection $\tilde{B}_{\varepsilon,R}^{r_0,r}$ centered at points of $B_R(z)$ is bounded by $Cr$, and such that, letting $B_{\varepsilon,R}^r := \bigcup_j B_j^r$, $B_j^r := B(y_j, r_j)$, $d_j := \deg(u_\varepsilon, \partial B_j^r)$, and defining the point-vortex measure $\nu_{\varepsilon,R}^r := 2\pi \sum_j d_j \delta_{y_j}$, the following properties hold,

(i) Lower bound: In the regime $N_\varepsilon \gg |\log \varepsilon|$, we have for all $e^{-o(N_\varepsilon)} \leq r \ll \frac{N_\varepsilon}{|\log \varepsilon|}$ and $z \in \mathbb{R}^2$,

\[
\frac{1}{2} \int_{B_{\varepsilon,R}^r} a \chi_R^z(\| \nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon \|^2 + \frac{a}{2 \varepsilon^2} (1 - |u_\varepsilon|^2)^2) \geq \frac{|\log \varepsilon|}{2} \int_{\mathbb{R}^2} a \chi_R^z |\nu_{\varepsilon,R}^r| - o(N_\varepsilon^2),
\]

(5.8)
while in the regime $1 \ll N_\varepsilon \lesssim \log |\log \varepsilon|$ we have for all $e^{-o(N_\varepsilon)} \leq r \ll 1$ and $r_0 \leq r$ with $\varepsilon^{1/2} < r_0 \ll \frac{N_\varepsilon}{|\log \varepsilon|}$, for all $z \in \mathbb{R}^2$, \[
abla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon \|^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right) \geq \frac{|\log \varepsilon|}{2} \int_{\mathbb{R}^2} a \chi_R |\nabla u_\varepsilon|^2 - o(N_\varepsilon^2). \tag{5.9}\]

(ii) Number of vortices: For $\varepsilon^{1/2} < r \ll 1$, \[
abla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon \|^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right) \geq \frac{|\log \varepsilon|}{2} \int_{\mathbb{R}^2} a \chi_R |\nabla u_\varepsilon|^2 - o(N_\varepsilon^2). \tag{5.9}\]

and moreover in the regime $1 \ll N_\varepsilon \ll |\log \varepsilon|^{1/2}$ the measure $\nu_\varepsilon^r$ is nonnegative for all $e^{-o(1/|\log \varepsilon|)} \leq r < \tilde{r}$. \[(5.9)\]

(iii) Jacobian estimate: For $\varepsilon^{1/2} < r \ll 1$, for all $\gamma \in [0, 1]$, \[
abla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon \|^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right) \geq \frac{|\log \varepsilon|}{2} \int_{\mathbb{R}^2} a \chi_R |\nabla u_\varepsilon|^2 - o(N_\varepsilon^2). \tag{5.9}\]

hence in particular, for all $\gamma \in (0, 1]$, \[
abla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon \|^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right) \geq \frac{|\log \varepsilon|}{2} \int_{\mathbb{R}^2} a \chi_R |\nabla u_\varepsilon|^2 - o(N_\varepsilon^2). \tag{5.9}\]

(iv) Excess energy estimate: For all $\phi \in W^{1,\infty}(\mathbb{R}^2)$ supported in a ball of radius $R$, \[
abla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon \|^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right) \geq \frac{|\log \varepsilon|}{2} \int_{\mathbb{R}^2} a \chi_R |\nabla u_\varepsilon|^2 - o(N_\varepsilon^2). \tag{5.9}\]

(v) Energy outside small balls: In the regime $N_\varepsilon \gg \log |\log \varepsilon|$, we have for all $e^{-o(N_\varepsilon)} \leq r \ll \tilde{r}$ and $z \in \mathbb{R}^2$, \[
abla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon \|^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right) \leq \mathcal{D}_{\varepsilon,R}^{*} + o(N_\varepsilon^2), \tag{5.15}\]

while in the regime $1 \ll N_\varepsilon \lesssim \log |\log \varepsilon|$ we have for all $r \geq e^{-o(N_\varepsilon)}$ and $r_0 \leq r$ with $\varepsilon^{1/2} < r_0 \ll \frac{N_\varepsilon}{|\log \varepsilon|}$, for all $z \in \mathbb{R}^2$, \[
abla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon \|^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right) \leq \mathcal{D}_{\varepsilon,R}^{*} + o(N_\varepsilon^2). \tag{5.16}\]

(vi) $L^p$-estimate inside small balls: In the regime $N_\varepsilon \gg \log |\log \varepsilon|$, we have for all $\varepsilon^{1/2} < r \ll \tilde{r}$ and $1 \leq p < 2$, \[
abla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon \|^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right) \leq \mathcal{D}_{\varepsilon,R}^{*} + o(N_\varepsilon^2). \tag{5.16}\]

\[
abla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon \|^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right) \leq \mathcal{D}_{\varepsilon,R}^{*} + o(N_\varepsilon^2). \tag{5.16}\]
while in the regime $1 \ll N_\varepsilon \lesssim \log \log \varepsilon$ we have for all $r > \varepsilon^{1/2}$ and $r_0 \leq r$ with $\varepsilon^{1/2} < r_0 \ll \frac{N_\varepsilon}{\log \log \varepsilon}$, for all $1 \leq p < 2$,

$$\sup_z \int_{E_{\varepsilon,R}^*} \chi_R^* |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^p \lesssim_p o(N_\varepsilon^p). \quad (5.18)$$

**Proof.** We split the proof into eight steps. The main work consists in checking that the assumptions imply the optimal bound on the energy $E_{\varepsilon,R}^* \lesssim N_\varepsilon |\log \varepsilon|$. The conclusion is obtained in Step 5 for the regime $\log |\log \varepsilon| \lesssim N_\varepsilon \lesssim |\log \varepsilon|$, but only in Step 7 for the complementary regime $1 \ll N_\varepsilon \ll \log |\log \varepsilon|$. The various other claims are finally deduced in Step 8.

**Step 1.** Rough a priori bound on the energy.

In this step, we prove $E_{\varepsilon,R}^* \lesssim R^2 |\log \varepsilon|^2$, and hence by the choice of $R$ we deduce $E_{\varepsilon,R}^* \lesssim |\log \varepsilon|^m$ for some $m \geq 4$. Decomposing $\mu_\varepsilon = N_\varepsilon \text{curl } v_\varepsilon + \text{curl } (j_\varepsilon - N_\varepsilon v_\varepsilon)$, the assumption $D_{\varepsilon,R}^* \lesssim N_\varepsilon^2$ yields for all $z \in \mathbb{R}^2$,

$$E_{\varepsilon,R}^* \lesssim D_{\varepsilon,R}^* + \frac{|\log \varepsilon|}{2} \int_{\mathbb{R}^2} a \chi_R^* \mu_\varepsilon$$

$$\lesssim N_\varepsilon^2 + N_\varepsilon |\log \varepsilon| \int_{\mathbb{R}^2} a \chi_R^* |\text{curl } v_\varepsilon| + |\log \varepsilon| \int_{\mathbb{R}^2} |\nabla (a \chi_R^*)||j_\varepsilon - N_\varepsilon v_\varepsilon|. \quad (5.19)$$

Using the pointwise estimate of Lemma 4.2 for $j_\varepsilon - N_\varepsilon v_\varepsilon$, using $|\nabla (a \chi_R^*)| \lesssim 1_{B_{2R}(z)}$, $\|\text{curl } v_\varepsilon\|_{L^1} \lesssim 1$, and $\|v_\varepsilon\|_{L^\infty} \lesssim 1$, we obtain

$$E_{\varepsilon,R}^* \lesssim |\log \varepsilon|^2 + |\log \varepsilon| \left( \int_{B_{2R}(z)} (1 - |u_\varepsilon|^2)^2 \right)^{1/2} \left( \int_{B_{2R}(z)} |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 \right)^{1/2} + R |\log \varepsilon| \left( \int_{B_{2R}(z)} |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 \right)^{1/2} + R N_\varepsilon |\log \varepsilon| \left( \int_{B_{2R}(z)} (1 - |u_\varepsilon|^2)^2 \right)^{1/2}$$

$$\lesssim |\log \varepsilon|^2 + |\log \varepsilon| E_{\varepsilon,R}^* + R |\log \varepsilon| E_{\varepsilon,R}^*/2.$$
Lemma 5.1(i) gives, for all $\phi \in W^{1,\infty}(\mathbb{R}^2)$ supported in a ball of radius $R$, with $\phi \geq 0$,
\[
\frac{1}{2} \int_{B_{r,R}^c(\mathbb{R}^2)} \tilde{\chi}_R (|\nabla u_\epsilon - i u_\epsilon N_\epsilon v_\epsilon|^2 + \frac{a}{2\epsilon^2} (1 - |u_\epsilon|^2)^2) \geq \frac{1}{2} |\log \epsilon| \int_{\mathbb{R}^2} \phi |\nu^{\epsilon}_{\epsilon,R} | - O(r \mathcal{E}^{*}_{\epsilon,R} ) \| \nabla \phi \|_{L^\infty} \\
- O(r^2 N_\epsilon^2 + |\log r| (N_\epsilon + \frac{\mathcal{E}^{*}_{\epsilon,R}}{|\log \epsilon|}) + (N_\epsilon + \frac{\mathcal{E}^{*}_{\epsilon,R}}{|\log \epsilon|}) \log \left( 2 + \frac{\mathcal{E}^{*}_{\epsilon,R}}{|\log \epsilon|} \right)) \| \phi \|_{L^\infty}. \tag{5.21}
\]

We now prove the following consequence of these bounds, for all $z \in \mathbb{R}^2$,
\[
\int_{B_{r,R}^c(\mathbb{R}^2)} a \tilde{\chi}_R (|\nabla u_\epsilon - i u_\epsilon N_\epsilon v_\epsilon|^2 + \frac{a}{2\epsilon^2} (1 - |u_\epsilon|^2)^2) \leq \mathcal{D}^{\epsilon}_{\epsilon,R} + O \left( r \mathcal{E}^{*}_{\epsilon,R} + (|\log r| + r |\log \epsilon|) (N_\epsilon + \frac{\mathcal{E}^{*}_{\epsilon,R}}{|\log \epsilon|}) \right) \\
+ \left( N_\epsilon + \frac{\mathcal{E}^{*}_{\epsilon,R}}{|\log \epsilon|} \right) \log \left( 2 + \frac{\mathcal{E}^{*}_{\epsilon,R}}{|\log \epsilon|} \right). \tag{5.22}
\]

First, the lower bound (5.21) applied to $\phi = a \tilde{\chi}_R$ is rewritten as follows,
\[
\frac{1}{2} \int_{B_{r,R}^c(\mathbb{R}^2)} a \tilde{\chi}_R (|\nabla u_\epsilon - i u_\epsilon N_\epsilon v_\epsilon|^2 + \frac{a}{2\epsilon^2} (1 - |u_\epsilon|^2)^2) \leq T^{r,x}_{\epsilon,R} + O \left( r \mathcal{E}^{*}_{\epsilon,R} + r^2 N_\epsilon^2 + |\log r| \left( N_\epsilon + \frac{\mathcal{E}^{*}_{\epsilon,R}}{|\log \epsilon|} \right) \right) \\
+ \left( N_\epsilon + \frac{\mathcal{E}^{*}_{\epsilon,R}}{|\log \epsilon|} \right) \log \left( 2 + \frac{\mathcal{E}^{*}_{\epsilon,R}}{|\log \epsilon|} \right),
\]
where we have set
\[
T^{r,x}_{\epsilon,R} := \frac{1}{2} \int_{\mathbb{R}^2} a \tilde{\chi}_R (|\nabla u_\epsilon - i u_\epsilon N_\epsilon v_\epsilon|^2 + \frac{a}{2\epsilon^2} (1 - |u_\epsilon|^2)^2 - |\log \epsilon| |\nu^{\epsilon}_{\epsilon,R} |).
\]

If $\nu^{\epsilon}_{\epsilon,R}$ was replaced by $\mu_\epsilon$ in this last expression, we would recognize the definition of the excess $\mathcal{D}^{\epsilon}_{\epsilon,R}$, and the result (5.22) would follow. Hence, it only remains to check that for all $\phi \in W^{1,\infty}(\mathbb{R}^2)$ supported in a ball of radius $R$,
\[
\left| \int_{\mathbb{R}^2} \phi (\mu_\epsilon - \nu^{\epsilon}_{\epsilon,R}) \right| \lesssim (N_\epsilon + \frac{\mathcal{E}^{*}_{\epsilon,R}}{|\log \epsilon|}) \| \phi \|_{W^{1,\infty}} + \epsilon^{1/3} \| \phi \|_{W^{1,\infty}}. \tag{5.23}
\]

Using the result of Step 1 in the form $\epsilon^{1/6} \mathcal{E}^{*}_{\epsilon,R} \lesssim 1$, Lemma 5.1(iii) with $\gamma = 1$ yields
\[
\left| \int_{\mathbb{R}^2} \phi (\tilde{\mu}_\epsilon - \nu^{\epsilon}_{\epsilon,R}) \right| \lesssim (N_\epsilon + \frac{\mathcal{E}^{*}_{\epsilon,R}}{|\log \epsilon|}) \| \phi \|_{W^{1,\infty}} + \epsilon^{1/3} \| \phi \|_{W^{1,\infty}}.
\]

It remains to replace $\tilde{\mu}_\epsilon$ by $\mu_\epsilon$ in this estimate. By definition (4.10), with $\| v_\epsilon \|_{L^\infty} \lesssim 1$ and $|\nabla \phi| \leq 1_{B_R(z)} \| \phi \|_{W^{1,\infty}}$, and using the result of Step 1 in the form $\epsilon^{2/3} R N_\epsilon \left( \mathcal{E}^{*}_{\epsilon,R} \right)^{1/2} \lesssim 1$, 

we find
\[
\left| \int_{\mathbb{R}^2} \phi(\tilde{\mu}_\varepsilon - \mu_\varepsilon) \right| \leq N_\varepsilon \int_{B_R(z)} |\nabla \phi||v_\varepsilon||1 - |u_\varepsilon|^2|
\]
\[
\lesssim RN_\varepsilon ||\phi||_{W^{1,\infty}} \left( \int_{B_R(z)} (1 - |u_\varepsilon|^2)^2 \right)^{1/2}
\]
\[
\lesssim \varepsilon RN_\varepsilon (E^{*}_{\varepsilon,R})^{1/2} ||\phi||_{W^{1,\infty}} \lesssim \varepsilon^{1/3} ||\phi||_{W^{1,\infty}},
\]
and the result (5.23) follows.

**Step 3. Energy and number of vortices.**

In this step, we show that (5.20) is essentially an equality, in the following sense: for all \( \varepsilon^{1/2} < r \ll 1 \),
\[
\sup_z \int_{\mathbb{R}^2} \chi_R^\varepsilon |\nu^\varepsilon_{\varepsilon,R}| \lesssim N_\varepsilon + \frac{E^{*}_{\varepsilon,R}}{\log \varepsilon} \lesssim N_\varepsilon + \sup_z \int_{\mathbb{R}^2} \chi_R^\varepsilon |\nu^\varepsilon_{\varepsilon,R}|.
\]
(5.25)
The lower bound follows from (5.20). We turn to the upper bound. Since the energy excess satisfies \( D^{\varepsilon}_{\varepsilon,R} \lesssim N_\varepsilon^2 \), we deduce from (5.23),
\[
\begin{align*}
E^{*}_{\varepsilon,R} &\leq \frac{\log \varepsilon}{2} \int_{\mathbb{R}^2} a\chi_R^\varepsilon |\nu^\varepsilon_{\varepsilon,R}| \\
&\leq \frac{\log \varepsilon}{2} \int_{\mathbb{R}^2} a\chi_R^\varepsilon |\nu^\varepsilon_{\varepsilon,R}| + O\left( N_\varepsilon^2 + r|\log \varepsilon| \left( N_\varepsilon + \frac{E^{*}_{\varepsilon,R}}{\log \varepsilon} \right) \right).
\end{align*}
\]
(5.26)
Taking the supremum in \( z \), and absorbing \( E^{*}_{\varepsilon,R} \) in the left-hand side with \( r \ll 1 \), the upper bound in (5.25) follows.

**Step 4. Bound on the total variation of the vorticity.**

In this step, we prove that for all \( e^{-o(|\log \varepsilon|)} < r \ll 1 \),
\[
\sup_z \int_{\mathbb{R}^2} \chi_R^\varepsilon |\nu^\varepsilon_{\varepsilon,R}| \leq (1 + o(1)) \sup_z \int_{\mathbb{R}^2} \chi_R^\varepsilon |\nu^\varepsilon_{\varepsilon,R}| + O(N_\varepsilon).
\]
(5.27)
This result is used in Step 5 below in order to replace \( \int a\chi_R^\varepsilon |\nu^\varepsilon_{\varepsilon,R}| \) (resp. \( \int a\chi_R^\varepsilon |\nu^\varepsilon_{\mu_\varepsilon}| \)) by \( \int \chi_R^\varepsilon |\nu^\varepsilon_{\mu_\varepsilon}| \) (resp. \( \int \chi_R^\varepsilon |\nu^\varepsilon_{\mu_\varepsilon}| \)), which is crucial if we want to avoid integrability assumptions on \( \nabla h \), as we do here.

The lower bound (5.21) of Step 2 with \( \phi = a\chi_R^y \) yields for all \( y \in \mathbb{R}^2 \), using the upper bound in (5.25) to replace the energy \( E^{*}_{\varepsilon,R} \) in the error terms,
\[
\begin{align*}
E^{y}_{\varepsilon,R} &\geq \frac{1}{2} \int_{B_R^*} a\chi_R^y \left( |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|)^2 \right) \\
&\geq \frac{|\log \varepsilon|}{2} \int_{\mathbb{R}^2} a\chi_R^y |\nu^\varepsilon_{\varepsilon,R}| - O\left( |\log r| + r|\log \varepsilon| \right) \left( N_\varepsilon + \sup_z \int_{\mathbb{R}^2} \chi_R^\varepsilon |\nu^\varepsilon_{\varepsilon,R}| \right) \\
&\quad + \left( N_\varepsilon + \sup_z \int_{\mathbb{R}^2} \chi_R^\varepsilon |\nu^\varepsilon_{\varepsilon,R}| \right) \log \left( 2 + \frac{E^{*}_{\varepsilon,R}}{|\log \varepsilon|} \right).
\end{align*}
\]
For \( e^{-o(|\log \varepsilon|)} < r \ll 1 \), using the result of Step 1 in the form \( \log E^{*}_{\varepsilon,R} \ll |\log \varepsilon| \), we obtain for all \( y \in \mathbb{R}^2 \),
\[
E^{y}_{\varepsilon,R} \geq \frac{|\log \varepsilon|}{2} \int_{\mathbb{R}^2} a\chi_R^y |\nu^\varepsilon_{\varepsilon,R}| - o(|\log \varepsilon|) \sup_z \int_{\mathbb{R}^2} \chi_R^\varepsilon |\nu^\varepsilon_{\varepsilon,R}| - o(N_\varepsilon |\log \varepsilon|).
\]
(5.28)
On the other hand, the upper bound (5.26) yields
\[ \mathcal{E}_{\varepsilon,R}^y \leq \frac{\| \log \varepsilon \|}{2} \int_{\mathbb{R}^2} a\chi_{\varepsilon,R}^y \nu_{\varepsilon,R}^y + O(N_\varepsilon \| \log \varepsilon \|) + o(1)\mathcal{E}_{\varepsilon,R}^*, \] (5.29)
and thus, taking the supremum over \( y \) and absorbing \( \mathcal{E}_{\varepsilon,R}^* \) in the left-hand side,
\[ \mathcal{E}_{\varepsilon,R}^y \leq \frac{\| \log \varepsilon \|}{2} (1 + o(1)) \sup_z \int_{\mathbb{R}^2} a\chi_{\varepsilon,R}^z |\nu_{\varepsilon,R}^z| + O(N_\varepsilon \| \log \varepsilon \|), \]
so that (5.29) takes the form, for all \( y \in \mathbb{R}^2 \),
\[ \mathcal{E}_{\varepsilon,R}^y \leq \frac{\| \log \varepsilon \|}{2} \int_{\mathbb{R}^2} a\chi_{\varepsilon,R}^y \nu_{\varepsilon,R}^y + O(N_\varepsilon \| \log \varepsilon \|) + o(1)\sup_z \int_{\mathbb{R}^2} \chi_{\varepsilon,R}^z |\nu_{\varepsilon,R}^z|. \]
Combining this with (5.28), dividing both sides by \( \frac{1}{2}\| \log \varepsilon \| \), and taking the supremum over \( y \), we find
\[ \sup_z \int_{\mathbb{R}^2} \chi_{\varepsilon,R}^z (\nu_{\varepsilon,R}^z)^{-} \leq \sup_z \int_{\mathbb{R}^2} a\chi_{\varepsilon,R}^z (|\nu_{\varepsilon,R}^z| - \nu_{\varepsilon,R}^z) \leq O(N_\varepsilon) + o(1) \sup_z \int_{\mathbb{R}^2} \chi_{\varepsilon,R}^z |\nu_{\varepsilon,R}^z|, \]
hence
\[ \sup_z \int_{\mathbb{R}^2} \chi_{\varepsilon,R}^z |\nu_{\varepsilon,R}^z| = \sup_z \int_{\mathbb{R}^2} \chi_{\varepsilon,R}^z (\nu_{\varepsilon,R}^z + 2(\nu_{\varepsilon,R}^z)^-) \leq \sup_z \int_{\mathbb{R}^2} \chi_{\varepsilon,R}^z |\nu_{\varepsilon,R}^z| + O(N_\varepsilon) + o(1) \sup_z \int_{\mathbb{R}^2} a\chi_{\varepsilon,R}^z |\nu_{\varepsilon,R}^z|, \]
and the result (5.27) follows after absorbing the last right-hand side term.

**Step 5.** Refined bound on the energy.

In this step, we prove \( \mathcal{E}_{\varepsilon,R}^* \lesssim (N_\varepsilon + \log \| \log \varepsilon \|) \| \log \varepsilon \| \). By (5.20) this implies in particular
\[ \sup_z \int_{\mathbb{R}^2} \chi_{\varepsilon,R}^z |\nu_{\varepsilon,R}^z| \lesssim N_\varepsilon + \log \| \log \varepsilon \|, \]
in the regime \( N_\varepsilon \gtrsim \log \| \log \varepsilon \| \), these bounds are already the optimal ones. The strongly dilute regime \( 1 \ll N_\varepsilon \ll \log \| \log \varepsilon \| \) is treated in Steps 6–7.

Let \( e^{-o(\| \log \varepsilon \|)} < r \ll 1 \) to be suitably chosen later. Using (5.23), the bound on the energy excess \( \mathcal{D}_{\varepsilon,R}^* \lesssim N_\varepsilon^2 \) yields for all \( z \in R\mathbb{Z}^2 \),
\[ \mathcal{E}_{\varepsilon,R}^z \leq \mathcal{D}_{\varepsilon,R}^z + \frac{\| \log \varepsilon \|}{2} \int_{\mathbb{R}^2} a\chi_{\varepsilon,R}^z \mu_{\varepsilon} \lesssim N_\varepsilon^2 + \| \log \varepsilon \| \int_{\mathbb{R}^2} \chi_{\varepsilon,R}^z |\nu_{\varepsilon,R}^z| + r(N_\varepsilon \| \log \varepsilon \| + \mathcal{E}_{\varepsilon,R}^*), \]
and hence, using the result (5.27) of Step 4,
\[ \mathcal{E}_{\varepsilon,R}^* \lesssim N_\varepsilon \| \log \varepsilon \| + \| \log \varepsilon \| \sup_z \int_{\mathbb{R}^2} \chi_{\varepsilon,R}^z |\nu_{\varepsilon,R}^z| + r\mathcal{E}_{\varepsilon,R}^*. \]
Using (5.23) again, and absorbing \( \mathcal{E}_{\varepsilon,R}^* \) in the left-hand side with \( r \ll 1 \), this takes the form
\[ \mathcal{E}_{\varepsilon,R}^* \lesssim N_\varepsilon \| \log \varepsilon \| + \| \log \varepsilon \| \sup_z \int_{\mathbb{R}^2} \chi_{\varepsilon,R}^z |\nu_{\varepsilon,R}^z|. \] (5.30)
It remains to estimate \( \int_{\mathbb{R}^2} \chi_{\varepsilon,R}^z \mu_{\varepsilon} \). Decomposing \( \mu_{\varepsilon} = N_\varepsilon \text{curl} \nu_{\varepsilon} + \text{curl} (j_\varepsilon - N_\varepsilon \nu_{\varepsilon}) \), using the pointwise estimate of Lemma 4.2 for \( j_\varepsilon - N_\varepsilon \nu_{\varepsilon} \), using \( |\nabla \chi_{\varepsilon,R}^z| \lesssim R^{-1} \mathbb{1}_{B_R(z)} \), \( \| \nabla \chi_{\varepsilon,R}^z \|_{L^2} \lesssim 1 \),
for all \( r R \). Estimating the last right-hand side term by \( \| \chi_R \|_L^1 \lesssim 1 \), \( \| v_\varepsilon \|_{L^\infty} \lesssim 1 \), and using the result of Step 1 in the form \( \varepsilon E_{\varepsilon, R}^* \lesssim 1 \), we find

\[
\int_{\mathbb{R}^2} \chi_R^2 \mu_\varepsilon = N_\varepsilon \int_{\mathbb{R}^2} \chi_R^2 \text{curl} v_\varepsilon - \int_{\mathbb{R}^2} \nabla^j \chi_R^2 \cdot (j_\varepsilon - N_\varepsilon v_\varepsilon) \\
\lesssim N_\varepsilon + \int_{\mathbb{R}^2} |\nabla \chi_R^2| |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|.
\]

Regarding the last integral, we distinguish between the contributions inside and outside the balls \( B_{\varepsilon, R}' \), with \( |\nabla \chi_R^2| \lesssim R^{-1} \chi_{2R}' \), \( |\nabla \chi_R^2| \lesssim 1 \), and \( |B_{2R}(z) \cap B_{\varepsilon, R}'| \lesssim r^2 \),

\[
\int_{\mathbb{R}^2} \chi_R^2 \mu_\varepsilon \lesssim N_\varepsilon + \int_{\mathbb{R}^2 \setminus B_{\varepsilon, R}} |\nabla \chi_R^2| |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon| + R^{-1} \int_{B_{2R}(z) \setminus B_{\varepsilon, R}'} |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon| \\
\lesssim N_\varepsilon + \left( \int_{\mathbb{R}^2 \setminus B_{\varepsilon, R}} \chi_R^2 |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 \right)^{1/2} + r R^{-1} \left( \int_{B_{2R}(z)} |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 \right)^{1/2}.
\]

(5.31)

Estimating the last right-hand side term by \( r R^{-1} (E_{\varepsilon, R}^*)^{1/2} \), using (5.22) to estimate the first, using the bound on the energy excess \( D_{\varepsilon, R}^* \lesssim N_\varepsilon \), and noting that \( k^{1/2} \log^{1/2} (2 + k) \ll k \) holds for \( k \gg 1 \), we obtain

\[
\int_{\mathbb{R}^2} \chi_R^2 \mu_\varepsilon \lesssim N_\varepsilon + (D_{\varepsilon, R}^*)^{1/2} + r R^{-1} (E_{\varepsilon, R}^*)^{1/2} + r^{1/2} (N_\varepsilon |\log \varepsilon| + E_{\varepsilon, R}^*)^{1/2} \\
+ \left( \frac{N_\varepsilon + E_{\varepsilon, R}^*}{|\log \varepsilon|} \right)^{1/2} \left( |\log r| + \log \left( 2 + \frac{E_{\varepsilon, R}^*}{|\log \varepsilon|} \right) \right)^{1/2} \\
\lesssim N_\varepsilon + r^{1/2} (N_\varepsilon |\log \varepsilon|)^{1/2} + r^{1/2} (E_{\varepsilon, R}^*)^{1/2} + o(1) \frac{E_{\varepsilon, R}^*}{|\log \varepsilon|} + |\log r|^{1/2} \left( N_\varepsilon + \frac{E_{\varepsilon, R}^*}{|\log \varepsilon|} \right)^{1/2}.
\]

Combining this with (5.30) yields

\[
\frac{E_{\varepsilon, R}^*}{|\log \varepsilon|} \lesssim N_\varepsilon + r^{1/2} (N_\varepsilon |\log \varepsilon|)^{1/2} \\
+ r^{1/2} (E_{\varepsilon, R}^*)^{1/2} + o(1) \frac{E_{\varepsilon, R}^*}{|\log \varepsilon|} + |\log r|^{1/2} \left( N_\varepsilon + \frac{E_{\varepsilon, R}^*}{|\log \varepsilon|} \right)^{1/2},
\]

and hence,

\[
\frac{E_{\varepsilon, R}^*}{|\log \varepsilon|} \lesssim N_\varepsilon + |\log r| + r^{1/2} |\log \varepsilon|.
\]

The result follows from the choice \( r = |\log \varepsilon|^{-2} \).

**Step 6.** Refined lower bound in the strongly dilute regime.

In this step, we study the regime \( 1 \ll N_\varepsilon \ll |\log |\log \varepsilon| | \), for which the result of Step 5 is not optimal. More precisely, we consider the whole regime \( 1 \ll N_\varepsilon \ll |\log \varepsilon| \) and we show the following: for all \( r_0 \in (\varepsilon^{1/2}, \varepsilon) \) and \( r \geq r_0 \), there exists a locally finite union of disjoint closed balls \( B_{r_0} \), monotone in \( r \), covering the set \( \{ x : |u_\varepsilon(x)| - 1 \geq |\log \varepsilon|^{-1} \} \), such that for all \( z \) the sum of the radii of the balls intersecting \( B_R(z) \) is bounded by \( Cr \), and such
that for all \( \varepsilon > 0 \) small enough, and all \( r_0 \leq r \) satisfying
\[
\varepsilon^{1/2} < r_0 \ll \frac{N_{\varepsilon}}{|\log \varepsilon| N_{\varepsilon} + |\log \varepsilon|}, \quad e^{-o(N_{\varepsilon})} \leq r \ll 1,
\]  
we have for all \( z \in \mathbb{R}^2 \),
\[
\frac{1}{2} \int_{B_{r_0}^\varepsilon(z)} \alpha \chi_R \left( |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right)
\geq \frac{|\log \varepsilon|}{2} \int_{\mathbb{R}^2} a \chi_R^2 \nu_{\varepsilon,R} - o(1) \left( \frac{\mathcal{E}_{\varepsilon,R}^*}{|\log \varepsilon|} \right)^2 - o(N_{\varepsilon}^2). \tag{5.33}
\]

We split the proof into three further substeps.

**Substep 6.1.** Enlarged balls: in this step, given some fixed \( r_0 \in (\varepsilon^{1/2}, \bar{r}) \), we construct the enlarged collections of balls \( \tilde{B}_{\varepsilon,R}^\nu \) for \( r \geq r_0 \).

According to [90, Proposition 4.8], and using the energy estimate of Step 5, we have
\[
\mathcal{H}^1 \left( \{ x \in B_R(z) : ||u_\varepsilon(x) - 1| \geq |\log \varepsilon|^{-1} \} \right) \leq C \varepsilon |\log \varepsilon|^2 \mathcal{E}_{\varepsilon,R}^* \leq C \varepsilon |\log \varepsilon|^4,
\]
where \( \mathcal{H}^1 \) denotes the 1-dimensional Haussdorff measure. From [90, Section 4.4.1] and [91, Section 2.2], it follows that we may cover the set \( \{ x : ||u_\varepsilon(x) - 1| \geq |\log \varepsilon|^{-1} \} \) by a locally finite union of disjoint closed balls such that for all \( z \) the sum of the radii of the balls intersecting \( B_R(z) \) is bounded by \( C \varepsilon |\log \varepsilon|^4 \). We then combine this collection of balls with the collection \( B_{\varepsilon,R} \). Inductively merging as in [90, Lemma 4.1] any two such balls that intersect into a ball with the same total radius, we obtain a new collection \( \tilde{B}_{\varepsilon,R}^\nu \) of disjoint closed balls that cover the set \( \{ x : ||u_\varepsilon(x) - 1| \geq |\log \varepsilon|^{-1} \} \), and such that for all \( z \) the sum of the radii of the balls intersecting \( B_R(z) \) is bounded by \( r_0 + C \varepsilon |\log \varepsilon|^6 \leq C r_0 \).

Let us now grow the balls of this new collection \( \tilde{B}_{\varepsilon,R}^\nu \) following Sandier’s ball construction, as described e.g. in [90, Theorem 4.2]. This consists in growing simultaneously all the balls keeping their centers fixed and multiplying their radius by the same factor \( t \). If some balls touch at some point during the growth, the corresponding balls are merged into one larger ball containing the previous ones and with the same total radius. This construction ensures that the balls always remain disjoint. Stopping the growth process at some value of the factor \( t \), and setting \( r = tr_0 \), we denote by \( \tilde{B}_{\varepsilon,R}^\nu \) the corresponding locally finite collection of disjoint closed balls. By construction, for all \( z \), the sum of the radii of the balls that intersect \( B_R(z) \) is bounded by \( C t(r_0 + C \varepsilon |\log \varepsilon|^6) \leq C r \). Note that by construction \( \tilde{B}_{\varepsilon,R} \subset \tilde{B}_{\varepsilon,R}^\nu = \tilde{B}_{\varepsilon,R}^\nu \).

**Substep 6.2.** Preliminary estimate.

According to [97, Lemma 3.2] (applied with \( c = d \) and \( \lambda = 1 \)), we have, for any \( S^1 \)-valued map \( v \) with degree \( d \) on a generic ball \( B \) of radius \( r \), and for any vector field \( A : \partial B \to \mathbb{R}^2 \),
\[
\frac{1}{2} \int_{\partial B} |\nabla v - ivA|^2 + \frac{1}{2} \int_B |\text{curl } A|^2 \geq \frac{\pi d^2}{r} - \frac{\pi d^2}{2} + \frac{1}{2} \int_{\partial B} |\nabla v - ivA - ivd^2/2r|^2,
\]
where \( \tau \) denotes the unit tangent to the circle \( \partial B \). Applying it to \( v = \frac{u_\varepsilon}{|u_\varepsilon|} \) and \( A = N_\varepsilon v_\varepsilon \), and noting that \( |\nabla u_\varepsilon - i u_\varepsilon F|^2 = |u_\varepsilon|^2 |\nabla \frac{u_\varepsilon}{|u_\varepsilon|} - i \frac{u_\varepsilon F}{|u_\varepsilon|}|^2 + |\nabla |u_\varepsilon||^2 \) holds for any real-valued vector field \( F \), we obtain the following improved lower bound on annuli: if the condition

\[
\varepsilon^{1/2} < r_0 \ll \frac{N_{\varepsilon}}{|\log \varepsilon| N_{\varepsilon} + |\log \varepsilon|}, \quad e^{-o(N_{\varepsilon})} \leq r \ll 1,
\]
\[ \|u_\varepsilon - 1\| \leq |\log \varepsilon|^{-1} \] holds on \( \partial B \), then we have
\[
(1 + O(|\log \varepsilon|^{-1})) \frac{1}{2} \int_{\partial B} |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{1}{2} N_\varepsilon^2 \int_B |\text{curl} v_\varepsilon|^2 \\
\geq \frac{\pi d^2}{r} - \frac{\pi d^2}{2} + \frac{1}{2} (1 - O(|\log \varepsilon|^{-1})) \int_{\partial B} \left| \nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon - iu_\varepsilon d_\varepsilon \right|^2. \tag{5.34}
\]

**Substep 6.3. Proof of (5.33).**

Let \( r_0 > 0 \) be chosen as in (5.32). We start from Lemma 5.1(i) with \( \phi = a \chi_\varepsilon \), combined with the refined energy estimate of Step 5 and the choice of \( r_0 \), which yields
\[
\frac{1}{2} \int_{B_\varepsilon^{r_0}} a \chi_\varepsilon \left( |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a}{2 \varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right) \\
\geq \frac{\log \left( \frac{r_0^2}{\varepsilon^2} \right)}{2} \int a \chi_\varepsilon |v_\varepsilon| \left| - a(N_\varepsilon^2 - C\left( N_\varepsilon + \frac{\varepsilon^2 R}{|\log \varepsilon|} \right) \log \left( 2 + \frac{\varepsilon^2 R}{|\log \varepsilon|} \right) \right]. \tag{5.35}
\]

We next need to show that this lower bound for the energy is essentially maintained during the ball growth and merging process, hence holds as well for the collections \( \tilde{B}_{\varepsilon,R}^{r_0} \) with \( r > r_0 \).

Assume that some ball \( B = \tilde{B}(y,s) \) gets grown into \( B' = \tilde{B}(y,ts) \) without merging, for some \( t \geq 1 \), and assume that \( B' \setminus B \) does not intersect \( \tilde{B}_{\varepsilon,R}^{r_0} \), so that \( |u_\varepsilon - 1| \leq |\log \varepsilon|^{-1} \) holds on \( B' \setminus B \). Let \( d \) denote the degree of \( B \) (hence of \( B' \)). Since by assumption we have
\[
|a(x) \chi_\varepsilon(x) - a(y) \chi_\varepsilon(y)| \leq \chi_\varepsilon(y)|a(x) - a(y)| + a(x)|\chi_\varepsilon(x) - \chi_\varepsilon(y)| \\
\leq C(R^{-1} + \chi_\varepsilon(y))|x - y|, \tag{5.36}
\]
we may write
\[
\frac{1}{2} \int_{B' \setminus B} a \chi_\varepsilon \left( |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a}{2 \varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right) \\
\geq \frac{a(y) \chi_\varepsilon(y)}{2} \int_{B' \setminus B} |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon|^2 - CR^{-1} \int_{B' \setminus B} |:: - y| |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon|^2 \\
- C \chi_\varepsilon(y) \int_{B' \setminus B} |:: - y| |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon|^2. \]

Using that \( |u_\varepsilon| \leq 1 + |\log \varepsilon|^{-1} \) holds on \( B' \setminus B \), the last right-hand side term above is estimated as follows,
\[
\int_{B' \setminus B} |:: - y| |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon|^2 \\
\leq 2 \int_{B' \setminus B} |:: - y| |u_\varepsilon|^2 \left| \frac{\tau d}{:: - y} \right|^2 + 2 \int_{B' \setminus B} |:: - y| |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon - iu_\varepsilon \frac{\tau d}{:: - y}|^2 \\
\leq Cd^2 (t - 1)s + 2ts \int_{B' \setminus B} |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon - iu_\varepsilon \frac{\tau d}{:: - y}|^2, \tag{5.37}
\]
where \( \tau(x) = \frac{(x-y)^2}{|x-y|^2} \) is the unit tangent to the circle centered at \( y \), and we may then deduce

\[
\frac{1}{2} \int_{B' \setminus B} a \chi^\natural_R \left( |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a}{2 \varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right) \\
\geq \frac{a(y) \chi^\natural_R(y)}{2} \int_{B' \setminus B} |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 - C ts R^{-1} \int_{B' \setminus B} |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 \\
- C d^2 (t-1) s \chi^\natural_R(y) \int_{B' \setminus B} |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon - i u_\varepsilon \frac{\tau d}{\cdot - y}|^2.
\] (5.38)

Again using that \( ||u_\varepsilon|-1| \leq |\log \varepsilon|^{-1} \) holds on \( B' \setminus B \), the estimate (5.34) on the ball \( B(y, \rho) \) for \( \rho \) integrated between \( s \) and \( ts \) takes the form

\[
(1 + C|\log \varepsilon|^{-1}) \frac{1}{2} \int_{B' \setminus B} |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 \\
\geq \pi d^2 \log t - \frac{\pi}{2} d^2 (t-1) s - \frac{1}{2} N_\varepsilon^2 (t-1) s \int_{B'} |\text{curl } v_\varepsilon|^2 \\
+ (1 - C|\log \varepsilon|^{-1}) \frac{1}{2} \int_{B' \setminus B} |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon - i u_\varepsilon \frac{\tau d}{\cdot - y}|^2.
\]

Combining this with (5.38), we are led to

\[
(1 + C|\log \varepsilon|^{-1}) \frac{1}{2} \int_{B' \setminus B} a \chi^\natural_R \left( |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a}{2 \varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right) \\
\geq a(y) \chi^\natural_R(y) \pi d^2 \log t - C(t-1) s (d^2 + N_\varepsilon^2) \int_{B'} |\text{curl } v_\varepsilon|^2 \\
- C ts R^{-1} \int_{B' \setminus B} |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 \\
+ \left( \frac{a(y)}{2} (1 - C|\log \varepsilon|^{-1}) - C ts \right) \chi^\natural_R(y) \int_{B' \setminus B} |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon - i u_\varepsilon \frac{\tau d}{\cdot - y}|^2.
\] (5.39)

For \( \varepsilon \) small enough and \( ts \leq \min\{1, \frac{1}{4 d^2} \inf a\} =: \tilde{r} \) (note that by assumption \( \tilde{r} \approx 1 \)), the last right-hand side term is nonnegative, so that we conclude

\[
(1 + C|\log \varepsilon|^{-1}) \frac{1}{2} \int_{B' \setminus B} a \chi^\natural_R \left( |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a}{2 \varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right) \\
\geq a(y) \chi^\natural_R(y) \pi d^2 \log t - C(t-1) s (d^2 + N_\varepsilon^2) \\
- C ts R^{-1} \int_{B' \setminus B} |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2.
\] (5.40)

If the ball \( B = \bar{B}(y, s) \) belongs to the collection \( \bar{B}_{\varepsilon, R}^{r_0, r} \) for some \( r \geq r_0 \), only a finite number of balls of the collection \( B_{\varepsilon, R}^{r_0} \) are included in the ball \( B \). Denote them by \( B^j = \bar{B}(y_j, s_j), \ j = 1, \ldots, k \). By definition, the degree \( d \) of \( B \) is then equal to \( d = \sum_j d_j \).
where $d_j$ denotes the degree of $B^j$. We may then write

$$ a(y)\tilde{\chi}_R(y)d^2 \geq a(y)\tilde{\chi}_R(y) \sum_j d_j \geq \sum_j a(y_j)\tilde{\chi}_R(y_j)d_j - C \sum_j |d_j||y - y_j|I_{B_{2R}(z)}(y_j) $$

$$ \geq \sum_j a(y_j)\tilde{\chi}_R(y_j)d_j - Cs \sum_j |d_j|I_{B_{2R}(z)}(y_j), $$

and hence, in terms of the point-vortex measure $\nu_{\varepsilon,R}^{\rho_0}$

$$ a(y)\tilde{\chi}_R(y)d^2 \geq \frac{1}{2\pi} \int_B a\tilde{\chi}_R\nu_{\varepsilon,R}^{\rho_0} - Cs \int_{B_{2R}(z)} |\nu_{\varepsilon,R}^{\rho_0}|. \quad (5.41) $$

Therefore, if the ball $B = B(y,s)$ belongs to the collection $\tilde{B}_{\varepsilon,R}^{\rho_0}$ for some $r \geq R_0$ and gets grown without merging into a ball $B' = B(y,ts)$ for some $t \geq 1$ with $ts \leq \tilde{r}$, then combining (5.40) and (5.41) yields

$$ (1 + C|\log \varepsilon|^{-1})\frac{1}{2} \int_{B\setminus B'} a\tilde{\chi}_R\left(|\nabla u_e - iu_eN_\varepsilon|^2 + \frac{a}{2\varepsilon^2}(1 - |u_e|^2)^2\right) $$

$$ \geq \frac{\log t}{2} \int_B a\tilde{\chi}_R\nu_{\varepsilon,R}^{\rho_0} - C\log t \int_{B_{2R}(z)} |\nu_{\varepsilon,R}^{\rho_0}| - C(t - 1)s\left(N_\varepsilon + \int_{B_{2R}(z)} |\nu_{\varepsilon,R}^{\rho_0}|\right)^2 $$

$$ - CtsR^{-1} \int_{B\setminus B'} |\nabla u_e - iu_eN_\varepsilon|^2, $$

hence, using Lemma 5.1(ii) and the inequality $|\log t| \leq t - 1$ for $t \geq 1$,

$$ \frac{1}{2} \int_{B\setminus B'} a\tilde{\chi}_R\left(|\nabla u_e - iu_eN_\varepsilon|^2 + \frac{a}{2\varepsilon^2}(1 - |u_e|^2)^2\right) $$

$$ \geq \frac{\log t}{2} \int_B a\tilde{\chi}_R\nu_{\varepsilon,R}^{\rho_0} - C(t - 1)s\left(N_\varepsilon + \frac{\varepsilon_R}{|\log \varepsilon|}\right)^2 - CtsR^{-1} \int_{B\setminus B'} |\nabla u_e - iu_eN_\varepsilon|^2. $$

By construction of the ball growth and merging process, this easily implies the following: if a ball $B = B(y_B,s_B)$ belongs to the collection $B_{\varepsilon,R}^{\rho_0}$ for some $r_0 \leq r \leq \tilde{r}$, then we have

$$ \frac{1}{2} \int_{B \setminus \tilde{B}_{\varepsilon,R}^{\rho_0}} a\tilde{\chi}_R\left(|\nabla u_e - iu_eN_\varepsilon|^2 + \frac{a}{2\varepsilon^2}(1 - |u_e|^2)^2\right) $$

$$ \geq \frac{\log \varepsilon_R}{2} \int_B a\tilde{\chi}_R\nu_{\varepsilon,R}^{\rho_0} - C_{s_B}\left(N_\varepsilon + \frac{\varepsilon_R}{|\log \varepsilon|}\right)^2 - C_{s_B}R^{-1} \int_{B \setminus \tilde{B}_{\varepsilon,R}^{\rho_0}} |\nabla u_e - iu_eN_\varepsilon|^2, $$

hence, using the choice $R \gtrsim |\log \varepsilon|$

$$ \frac{1}{2} \int_{B \setminus \tilde{B}_{\varepsilon,R}^{\rho_0}} a\tilde{\chi}_R\left(|\nabla u_e - iu_eN_\varepsilon|^2 + \frac{a}{2\varepsilon^2}(1 - |u_e|^2)^2\right) $$

$$ \geq \frac{\log \varepsilon_R}{2} \int_B a\tilde{\chi}_R\nu_{\varepsilon,R}^{\rho_0} - C_{s_B}\left(N_\varepsilon + \frac{\varepsilon_R}{|\log \varepsilon|}\right)^2. $$

Summing this estimate over all the balls $B$ of the collection $\tilde{B}_{\varepsilon,R}^{\rho_0}$ that intersect $B_{2R}(z)$, and recalling that the sum of the radii of these balls is by construction bounded by $Cr$, we
deduce for all $r_0 \leq r \leq \tilde{r}$,
\[
\frac{1}{2} \int_{B_{e,R}^0 \setminus B_{e,R}^0} a\chi_R^0 \left( |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a}{2 \varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right)
\geq \frac{\log(\varepsilon_{r_0})}{2} \int_{\mathbb{R}^2} a\chi_R^0 \nu_\varepsilon R - C r \left( N_\varepsilon + \frac{\varepsilon^*_{e,R}}{\log \varepsilon} \right)^2.
\]
Combining this with (5.35), and recalling that by definition $B_{\varepsilon,R}^0 \subset \tilde{B}_{e,R}^0$, we deduce
\[
\frac{1}{2} \int_{B_{e,R}^0 \setminus B_{e,R}^0} a\chi_R^0 \left( |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a}{2 \varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right)
\geq \frac{\log(\varepsilon_{r_0})}{2} \int_{\mathbb{R}^2} a\chi_R^0 \nu_\varepsilon R - C \left( N_\varepsilon + \frac{\varepsilon^*_{e,R}}{\log \varepsilon} \right)^2 - o(N_\varepsilon^2) - C \left( N_\varepsilon + \frac{\varepsilon^*_{e,R}}{\log \varepsilon} \right) \log \left( 2 + \frac{\varepsilon^*_{e,R}}{\log \varepsilon} \right),
\]
and hence, using Lemma 5.1(ii) and the choice (5.32) of $r$,
\[
\frac{1}{2} \int_{B_{e,R}^0 \setminus B_{e,R}^0} a\chi_R^0 \left( |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a}{2 \varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right)
\geq \frac{|\log \varepsilon|}{2} \int_{\mathbb{R}^2} a\chi_R^0 \nu_\varepsilon R - C |\log r| \left( N_\varepsilon + \frac{\varepsilon^*_{e,R}}{\log \varepsilon} \right)^2 - o(1) \left( \frac{\varepsilon^*_{e,R}}{\log \varepsilon} \right)^2.
\]
that is, (5.33).

Step 7. Optimal bound on the energy.
In this step, we prove $\varepsilon^*_{e,R} \lesssim N_\varepsilon |\log \varepsilon|$, thus completing the result of Step 5 in all regimes $1 \ll N_\varepsilon \lesssim |\log \varepsilon|$. Note that by Step 3 this also implies $\sup_x \int_{\mathbb{R}^2} \chi^0_{R} \nu_{t,R} \lesssim N_\varepsilon$.

By Step 5, it only remains to consider the strongly dilute regime $1 \ll N_\varepsilon \lesssim |\log \varepsilon|$. Let $r_0 \leq r \ll 1$ be fixed as in (5.32). On the one hand, using the estimate (5.23), we deduce from the result (5.33) of Step 6,
\[
\frac{1}{2} \int_{\mathbb{R}^2 \setminus B_{e,R}^0} a\chi_R^0 \left( |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a}{2 \varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right)
\leq D^*_{e,R} + O \left( r_0 |\log \varepsilon| \left( N_\varepsilon + \frac{\varepsilon^*_{e,R}}{\log \varepsilon} \right) \right) + o(1) \left( \frac{\varepsilon^*_{e,R}}{\log \varepsilon} \right)^2 + o(N_\varepsilon^2)
\]
and hence, using the assumption $D^*_{e,R} \lesssim N_\varepsilon^2$, the suboptimal energy bound of Step 5, and the choice (5.32) of $r_0$,
\[
\frac{1}{2} \int_{\mathbb{R}^2 \setminus B_{e,R}^0} a\chi_R^0 \left( |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a}{2 \varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right) \lesssim N_\varepsilon^2 + o(1) \left( \frac{\varepsilon^*_{e,R}}{\log \varepsilon} \right)^2.
\]
On the other hand, combining the estimates (5.30) and (5.31) (with $B^r_{\varepsilon, R}$ replaced by $\tilde{B}^{\varepsilon, r}_{\varepsilon, R}$) of Step 5, we find
\[ E^*_{\varepsilon, R} \lesssim N_\varepsilon |\log \varepsilon| + |\log \varepsilon| \left( \sup_z \int_{\mathbb{R}^2} \chi_R^* |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 \right)^{1/2} + r |\log \varepsilon| R^{-1} (E^*_{\varepsilon, R})^{1/2}. \]
Now inserting (5.43) yields
\[ E^*_{\varepsilon, R} \lesssim N_\varepsilon |\log \varepsilon| + o(1) E^*_{\varepsilon, R} + |\log \varepsilon| R^{-1} (E^*_{\varepsilon, R})^{1/2}, \]
and thus, recalling the choice $R \gtrsim |\log \varepsilon|$, and absorbing $E^*_{\varepsilon, R}$ in the left-hand side, the result $E^*_{\varepsilon, R} \lesssim N_\varepsilon |\log \varepsilon|$ follows.

**Step 8. Conclusion.**

The optimal energy bound $E^*_{\varepsilon, R} \lesssim N_\varepsilon |\log \varepsilon|$ is now proved. In the present step, we check that the remaining statements follow from this bound. We split the proof into seven further substeps.

**Substep 8.1. Proof of (i).**

The result (5.8) follows from (5.21) in Step 2 with $\phi = a \chi^*_R$, combined with the optimal energy bound. Repeating the argument of Step 6 with the optimal energy bound rather than with the suboptimal bound of Step 5, the choice (5.32) can be replaced by $\varepsilon^{1/2} < r_0 \ll \frac{N_\varepsilon}{|\log \varepsilon|}$. For such a choice of $r_0$, and for $r \geq r_0$ as in (5.32), the result (5.33) together with the optimal energy bound directly implies the result (5.9) in the strongly dilute regime $1 \ll N_\varepsilon \ll |\log \varepsilon|.$

**Substep 8.2. Proof of (ii).**

The bound (5.10) on the number of vortices follows from the result (5.25) of Step 3 together with the optimal energy bound. It remains to prove that in the regime $1 \ll N_\varepsilon \ll |\log \varepsilon|^{1/2}$ for $e^{-o(1) \frac{|\log \varepsilon|}{2 N_\varepsilon}} \leq r < \bar{r}$ each ball of the collection $B^r_{\varepsilon, R}$ has a nonnegative degree. This is a refinement of the result of Step 4. The lower bound (5.21) of Step 2 with $\phi = a \chi^*_R$ can be rewritten as follows, using the optimal energy bound, for all $z \in \mathbb{R}^2$,
\[ |\log \varepsilon| \int_{\mathbb{R}^2} a \chi^*_R (\nu^r_{\varepsilon, R})^- = \frac{|\log \varepsilon|}{2} \int_{\mathbb{R}^2} a \chi^*_R (\nu^r_{\varepsilon, R} - \nu^*_R) \leq E^*_{\varepsilon, R} - \frac{|\log \varepsilon|}{2} \int_{\mathbb{R}^2} a \chi^*_R \nu^*_R + O\left( r N_\varepsilon |\log \varepsilon| + r^2 N_\varepsilon^2 + N_\varepsilon |\log r| \right) + o(N_\varepsilon^2), \]
and hence, using (5.23) to replace $\nu^r_{\varepsilon, R}$ by $\mu_\varepsilon$ in the right-hand side, and using the assumption $D^*_{\varepsilon, R} \lesssim N_\varepsilon^2$, we find
\[ |\log \varepsilon| \int_{\mathbb{R}^2} \chi^*_R (\nu^r_{\varepsilon, R})^- \lesssim N_\varepsilon^2 + r N_\varepsilon |\log \varepsilon| + N_\varepsilon |\log r|. \]  
(5.44)

Dividing both sides by $|\log \varepsilon|$, we deduce for $N_\varepsilon \ll |\log \varepsilon|^{1/2}$ with $e^{-o(1) \frac{|\log \varepsilon|}{2 N_\varepsilon}} \leq r \ll N_\varepsilon^{-1}$,
\[ \sup_z \int_{\mathbb{R}^2} \chi^*_R (\nu^r_{\varepsilon, R})^- \ll 1, \]
which means that for $\varepsilon$ small enough there exists no single ball $B^r_j \in B^r_{\varepsilon, R}$ with negative degree $d_j < 0$. This proves the result for $r \ll N_\varepsilon^{-1}$. Now for $N_\varepsilon^{-1} \lesssim r < \bar{r}$ the same property must hold, since, by monotonicity of the collection $B^r_{\varepsilon, R}$ with respect to $r$, for
any \( r > r' \) the degree of a ball \( B \in \mathcal{B}_{\varepsilon,R}^r \) equals the sum of the degrees of all the balls \( B' \in \mathcal{B}_r(r') \) with \( B' \subset B \).

**Substep 8.3. Proof of (v).**
In the regime \( N_\varepsilon \gg \log |\log \varepsilon| \), for \( e^{-o(N_\varepsilon)} \leq r \ll \frac{N_\varepsilon}{|\log \varepsilon|} \), the result (5.15) follows from (5.22) together with the optimal energy bound. Monotonicity of \( \mathcal{B}_{\varepsilon,R}^r \) with respect to \( r \) then implies (5.15) for all \( r \geq e^{-o(N_\varepsilon)} \) in the regime \( N_\varepsilon \gg \log |\log \varepsilon| \). In the regime \( 1 \ll N_\varepsilon \ll \log |\log \varepsilon| \), it suffices to argue as for (5.22) in Step 2, but with the lower bound (5.21) replaced by its refined version (5.33): for \( r_0 \leq r \) with \( \varepsilon^{1/2} < r_0 \ll \frac{N_\varepsilon}{|\log \varepsilon|} \) and \( e^{-o(N_\varepsilon)} \leq r \ll 1 \), the estimate (5.33) together with (5.23) indeed yields

\[
\frac{1}{2} \int_{\mathbb{R}^2} a\chi_\varepsilon^R \left( \nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon \right)^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right) \leq \frac{1}{2} \int_{\mathbb{R}^2} a\chi_\varepsilon^R \left( \nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon \right)^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right) - \frac{|\log \varepsilon|}{2} \int_{\mathbb{R}^2} a\chi_\varepsilon^R \nu_{\varepsilon,R}^0 + o(N_\varepsilon^2) \leq D_{\varepsilon,R}^+ + r_0 N_\varepsilon |\log \varepsilon| + o(N_\varepsilon^2) = D_{\varepsilon,R}^+ + o(N_\varepsilon^2),
\]

and the result (5.16) follows by monotonicity of \( \mathcal{B}_{\varepsilon,R}^{r_0,r} \) with respect to \( r \).

**Substep 8.4. Proof of (iii).**
The Jacobian estimate (5.11) follows from Lemma 5.1(iii) together with the optimal energy bound, and the estimate (5.12) with \( \gamma = 1 \) similarly follows from (5.24). The result (5.12) for all \( \gamma \in [0,1] \) is then obtained by interpolation (as e.g. in [59]) provided we also manage to prove, for all \( \phi \in L^\infty(\mathbb{R}^2) \) supported in a ball \( B_R(z) \),

\[
\left| \int_{\mathbb{R}^2} \phi(\tilde{\mu}_\varepsilon - \mu_\varepsilon) \right| \lesssim R N_\varepsilon |\log \varepsilon| \|\phi\|_{L^\infty}. \tag{5.45}
\]

Let \( \phi \in L^\infty(\mathbb{R}^2) \) be supported in \( B_R(z) \), for some \( z \in \mathbb{R}^2 \). By definition (4.10), we find

\[
\int_{\mathbb{R}^2} \phi(\tilde{\mu}_\varepsilon - \mu_\varepsilon) = N_\varepsilon \int_{\mathbb{R}^2} \phi \left( (1 - |u_\varepsilon|^2) \text{curl} v_\varepsilon + 2\langle \nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon, u_\varepsilon \rangle \cdot v_\varepsilon^+ \right) \leq N_\varepsilon \|\phi\|_{L^\infty} \int_{B_R(z)} \left( (1 - |u_\varepsilon|^2) \|\text{curl} v_\varepsilon\| + 2\|v_\varepsilon\| (1 - |u_\varepsilon|^2) \|\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon\| \right.
\]

\[
\left. + 2\|v_\varepsilon\| \|\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon\| \right),
\]

hence we deduce from the optimal energy bound, with \( \|v_\varepsilon\|_{L^\infty}, \|\text{curl} v_\varepsilon\|_{L^2} \lesssim 1 \),

\[
\left| \int_{\mathbb{R}^2} \phi(\tilde{\mu}_\varepsilon - \mu_\varepsilon) \right| \lesssim (\varepsilon N_\varepsilon^2 |\log \varepsilon| + RN_\varepsilon |\log \varepsilon|) \|\phi\|_{L^\infty},
\]

that is, (5.45).

**Substep 8.5. Proof of (iv) in the regime \( N_\varepsilon \gg \log |\log \varepsilon| \).**
We focus on the regime \( N_\varepsilon \gg \log |\log \varepsilon| \). Let \( \varepsilon^{1/2} < r_0 \ll 1 \) to be later optimized as a function of \( \varepsilon \). We write as before \( \mathcal{B}_{\varepsilon,R}^r = \bigcup_j B_j \), \( B_j = \hat{B}(y_j, r_j) \), we denote by \( d_j \) the degree of \( B_j \), and we set \( v_{\varepsilon,R}^0 = 2\pi \sum_j d_j \delta_{y_j} \). Given \( \phi \in W^{1,\infty}(\mathbb{R}^2) \) supported in the ball \( B_R(z) \),
we decompose
\[
\int_{\mathbb{R}^2} \phi \left( |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 - |\log \varepsilon| u_{\varepsilon,R}^\ell \right)
\leq \int_{\mathbb{R}^2 \setminus B_{\varepsilon,R}} \phi \left( |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right) + \sum_j \left| \int_{B_j} \phi \left( |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right) - 2\pi \phi(y_j) |d_j| |\log \varepsilon| \right|
\leq \|a^{-1}\phi\|_{L^\infty} \int_{\mathbb{R}^2 \setminus B_{\varepsilon,R}} a \chi_R^\varepsilon \left( |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right) + \|a^{-1}\phi\|_{L^\infty} \sum_j \chi_R^\varepsilon(y_j) \left| \int_{B_j} a \left( |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right) \right|
- 2\pi a(y_j) |d_j| |\log \varepsilon|
+ r |a^{-1}\phi|_{W^{1,\infty}} \int_{B_{2R}(\varepsilon) \cap B_{\varepsilon,R}} \left( |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right). \tag{5.46}
\]

Combined with the optimal energy bound, the localized lower bound (5.1) in Lemma 5.1(i) with \( \phi = a \) yields for all \( j \),
\[
\frac{1}{2} \int_{B_j} a \left( |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right)
\geq \pi a(y_j) |d_j| |\log \varepsilon| - O(r_j N_\varepsilon |\log \varepsilon| + |d_j| |\log r| + |d_j| |\log N_\varepsilon|),
\]

hence
\[
\left| \int_{B_j} a \left( |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right) - 2\pi a(y_j) |d_j| |\log \varepsilon| \right|
\leq \int_{B_j} a \left( |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right) - 2\pi a(y_j) |d_j| |\log \varepsilon|
+ O(r_j N_\varepsilon |\log \varepsilon| + |d_j| |\log r| + |d_j| |\log N_\varepsilon|).
\]

Noting that \( \chi_R^\varepsilon(y_j) \leq \chi_R^\varepsilon(y) + O(R^{-1}r_j) \chi_{2R}^\varepsilon(y_j) \) holds for \( y \in B_j \), we obtain
\[
\chi_R^\varepsilon(y_j) \left| \int_{B_j} a \left( |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right) - 2\pi a(y_j) |d_j| |\log \varepsilon| \right|
\leq \int_{B_j} a \chi_R^\varepsilon \left( |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right) - 2\pi a(y_j) \chi_R^\varepsilon(y_j) |d_j| |\log \varepsilon|
+ \chi_R^\varepsilon(y_j) O(r_j N_\varepsilon |\log \varepsilon| + |d_j| |\log r| + |d_j| |\log N_\varepsilon|).
\]

Inserting this into (5.46), and using the bound of item (ii) on the number of vortices, we find
\[
\int_{\mathbb{R}^2} \phi \left( |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 - |\log \varepsilon| u_{\varepsilon,R}^\ell \right)
\leq \|a^{-1}\phi\|_{L^\infty} \int_{\mathbb{R}^2} a \chi_R^\varepsilon \left( |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 - |\log \varepsilon| u_{\varepsilon,R}^\ell \right)
+ r\|a^{-1}\phi\|_{W^{1,\infty}} \int_{B_{2R}(z) \cap B_{r\epsilon}^c} \left( |\nabla u_\epsilon - iu_\epsilon N_\epsilon v_\epsilon|^2 + \frac{a}{2\epsilon^2} (1 - |u_\epsilon|^2)^2 \right) \\
+ O\left( rN_\epsilon |\log \epsilon| + N_\epsilon |\log r| + N_\epsilon \log N_\epsilon \right) \|\phi\|_{L^\infty},

where the second right-hand side term is estimated by \( rN_\epsilon |\log \epsilon| a^{-1} \|\phi\|_{W^{1,\infty}} \), and where the bound (5.23) can be used to replace \( \nu^r_{\epsilon,R} \) by \( \mu_\epsilon \) in both sides up to an error of order \( (rN_\epsilon |\log \epsilon| + 1)\|\phi\|_{L^\infty} \). In the present regime \( N_\epsilon \gg \log |\log \epsilon| \), we may choose \( e^{-o(N_\epsilon)} \leq r \ll \frac{N_\epsilon}{|\log \epsilon|} \), and the conclusion (5.14) follows for that choice.

**Substep 8.6.** Proof of (iv) in the regime \( 1 \ll N_\epsilon \leq |\log \epsilon| \).

We turn to the regime \( 1 \ll N_\epsilon \leq |\log \epsilon| \), in which case the proof of (iv) needs to be adapted in the spirit of the computations in Step 6. Let \( \phi \in W^{1,\infty}(\mathbb{R}^2) \) be supported in the ball \( B_{2R}(z) \), and let \( e^{-o(1)} \frac{|\log \epsilon|}{N_\epsilon} \leq r \ll \frac{N_\epsilon}{|\log \epsilon|} \). First arguing as in Substep 8.5 with this choice of \( r_0 \), we obtain

\[
\int_{B_{r_\epsilon}^c} \phi \left( |\nabla u_\epsilon - iu_\epsilon N_\epsilon v_\epsilon|^2 + \frac{a}{2\epsilon^2} (1 - |u_\epsilon|^2)^2 - \log(\frac{r_\epsilon}{\epsilon}) \nu^r_{\epsilon,R} \right) \\
\leq \|a^{-1}\phi\|_{L^\infty} \int_{B_{r_\epsilon}^c} a\chi^R_{\epsilon,R} \left( |\nabla u_\epsilon - iu_\epsilon N_\epsilon v_\epsilon|^2 + \frac{a}{2\epsilon^2} (1 - |u_\epsilon|^2)^2 - \log(\frac{r_\epsilon}{\epsilon}) \nu^r_{\epsilon,R} \right) \\
+ o(N_\epsilon^2) \|\phi\|_{W^{1,\infty}}. \quad (5.47)
\]

Now we consider the modified ball collection \( B_{r_\epsilon}^{r_0,R} \) with \( r \geq r_0 \), as constructed in Step 6.1. Assume that some ball \( B = B(y, s) \) gets grown into \( B' = B(y, ts) \) without merging, for some \( t \geq 1 \), and assume that \( B' \setminus B \) does not intersect \( B_{r_\epsilon}^{r_0,R} \), so that by construction \( |u_\epsilon| - 1 \leq |\log \epsilon|^{-1} \) holds on \( B' \setminus B \). Let \( d \) denote the degree of \( B \) (hence of \( B' \)). We may then decompose

\[
\left| \frac{1}{2} \int_{B' \setminus B} \phi \left( |\nabla u_\epsilon - iu_\epsilon N_\epsilon v_\epsilon|^2 + \frac{a}{2\epsilon^2} (1 - |u_\epsilon|^2)^2 \right) - \phi(y) \pi d \log t \right| \\
\leq \|a^{-1}\phi\|_{L^\infty} \left| \frac{1}{2} \int_{B' \setminus B} a\chi^R_{\epsilon,R} \left( |\nabla u_\epsilon - iu_\epsilon N_\epsilon v_\epsilon|^2 + \frac{a}{2\epsilon^2} (1 - |u_\epsilon|^2)^2 \right) - a(y) \chi^R_{\epsilon,R}(y) \pi d \log t \right| \\
+ \|a^{-1}\phi\|_{W^{1,\infty}} \left| \frac{1}{2} \int_{B' \setminus B} \cdot - y |\chi^R_{\epsilon,R} \left( |\nabla u_\epsilon - iu_\epsilon N_\epsilon v_\epsilon|^2 + \frac{a}{2\epsilon^2} (1 - |u_\epsilon|^2)^2 \right) \right|,
\]

and hence, decomposing \( \chi^R_{\epsilon,R}(x) \leq \chi^R_{\epsilon,R}(y) + O(R^{-1}) \) for all \( x \in B' \setminus B \),

\[
\left| \frac{1}{2} \int_{B' \setminus B} \phi \left( |\nabla u_\epsilon - iu_\epsilon N_\epsilon v_\epsilon|^2 + \frac{a}{2\epsilon^2} (1 - |u_\epsilon|^2)^2 \right) - \phi(y) \pi d \log t \right| \\
\leq \|a^{-1}\phi\|_{L^\infty} \left| \frac{1}{2} \int_{B' \setminus B} a\chi^R_{\epsilon,R} \left( |\nabla u_\epsilon - iu_\epsilon N_\epsilon v_\epsilon|^2 + \frac{a}{2\epsilon^2} (1 - |u_\epsilon|^2)^2 \right) - a(y) \chi^R_{\epsilon,R}(y) \pi d \log t \right| \\
+ \frac{\chi^R_{\epsilon,R}(y)}{2} \|a^{-1}\phi\|_{W^{1,\infty}} \int_{B' \setminus B} \cdot - y \left| \left( |\nabla u_\epsilon - iu_\epsilon N_\epsilon v_\epsilon|^2 + \frac{a}{2\epsilon^2} (1 - |u_\epsilon|^2)^2 \right) \right| \\
+ CtsR^{-1} \|\phi\|_{W^{1,\infty}} \int_{B' \setminus B} \left( |\nabla u_\epsilon - iu_\epsilon N_\epsilon v_\epsilon|^2 + \frac{a}{2\epsilon^2} (1 - |u_\epsilon|^2)^2 \right).
\]
Arguing as in (5.37) yields

\[
\left| \frac{1}{2} \int_{B' \setminus B} \phi \left( \nabla u_e - i u_e N_e v_e \right)^2 + \frac{a}{2 \varepsilon^2} (1 - |u_e|^2)^2 \right| - \phi(y) \pi d \log t \\
\leq \| a^{-1} \phi \|_{L^\infty} \frac{1}{2} \int_{B' \setminus B} a \chi_{\hat{R}}^e \left( \nabla u_e - i u_e N_e v_e \right)^2 + \frac{a}{2 \varepsilon^2} (1 - |u_e|^2)^2 \right) - a(y) \chi_{\hat{R}}^e(y) \pi d \log t \\
+ \chi_{\hat{R}}^e(y) \| a^{-1} \phi \|_{W^{1,\infty}} \left( C d^2 (t - 1) s + ts \int_{B' \setminus B} \left| \nabla u_e - i u_e N_e v_e - i u_e \frac{\tau d}{|y|} \right|^2 \right) \\
+ C ts R^{-1} \| \phi \|_{W^{1,\infty}} \int_{B' \setminus B} \left| \nabla u_e - i u_e N_e v_e \right|^2 + C ts \| a^{-1} \phi \|_{W^{1,\infty}} \int_{B' \setminus B} \frac{a}{\varepsilon^2} (1 - |u_e|^2)^2.
\]

(5.48)

Recalling the improved lower bound (5.39), and combining it with the bound of item (ii) on the number of vortices, and with the assumption \( \| \text{curl} v_e \|_{L^\infty} \lesssim 1 \), we find

\[
(1 + O(\| \log \varepsilon \|^{-1})) \frac{1}{2} \int_{B' \setminus B} a \chi_{\hat{R}}^e \left( \nabla u_e - i u_e N_e v_e \right)^2 + \frac{a}{2 \varepsilon^2} (1 - |u_e|^2)^2 \right)
\geq a(y) \chi_{\hat{R}}^e(y) \pi d \log t - C (t - 1) s N_e^2 - C ts R^{-1} \int_{B' \setminus B} \left| \nabla u_e - i u_e N_e v_e \right|^2 \\
+ \left( \frac{a(y)}{2} (1 - C) \| \log \varepsilon \|^{-1} - C ts \right) \chi_{\hat{R}}^e(y) \int_{B' \setminus B} \left| \nabla u_e - i u_e N_e v_e - i u_e \frac{\tau d}{|y|} \right|^2,
\]

and hence, injecting this estimate into (5.48), we deduce for \( \varepsilon \) small enough and \( ts \ll 1 \),

\[
\left| \frac{1}{2} \int_{B' \setminus B} \phi \left( \nabla u_e - i u_e N_e v_e \right)^2 + \frac{a}{2 \varepsilon^2} (1 - |u_e|^2)^2 \right| - \phi(y) \pi d \log t \\
\leq C \| \phi \|_{W^{1,\infty}} \left( \frac{1}{2} \int_{B' \setminus B} a \chi_{\hat{R}}^e \left( \nabla u_e - i u_e N_e v_e \right)^2 + \frac{a}{2 \varepsilon^2} (1 - |u_e|^2)^2 \right) - a(y) \chi_{\hat{R}}^e(y) \pi d \log t \\
+ C (t - 1) s N_e^2 \| \phi \|_{W^{1,\infty}} + C ts R^{-1} \| \phi \|_{W^{1,\infty}} \int_{B' \setminus B} \left| \nabla u_e - i u_e N_e v_e \right|^2 \\
+ C ts \| \phi \|_{W^{1,\infty}} \int_{B' \setminus B} \frac{a}{\varepsilon^2} (1 - |u_e|^2)^2.
\]

Using the bound of item (ii) on the number of vortices, we find

\[
\left| \phi(y) \pi d \log t - \frac{\log t}{2} \int_{B} \phi \nu^0_{e,R} \leq \frac{s \log t}{2} \| \nabla \phi \|_{L^\infty} \int_{B} \nu^0_{e,R} \leq C (t - 1) s N_e \| \nabla \phi \|_{L^\infty},
\]

so that the above becomes

\[
\left| \frac{1}{2} \int_{B' \setminus B} \phi \left( \nabla u_e - i u_e N_e v_e \right)^2 + \frac{a}{2 \varepsilon^2} (1 - |u_e|^2)^2 \right| - \frac{\log t}{2} \int_{B'} \phi \nu^0_{e,R} \\
\leq C \| \phi \|_{W^{1,\infty}} \left( \int_{B' \setminus B} a \chi_{\hat{R}} \left( \nabla u_e - i u_e N_e v_e \right)^2 + \frac{a}{2 \varepsilon^2} (1 - |u_e|^2)^2 \right) - \log t \int_{B'} \phi \nu^0_{e,R} \\
+ C (t - 1) s N_e^2 + C ts R^{-1} \int_{B' \setminus B} \left| \nabla u_e - i u_e N_e v_e \right|^2 + C ts \int_{B' \setminus B} \frac{a}{\varepsilon^2} (1 - |u_e|^2)^2.
\]
By construction of the ball growth and merging process, this easily implies the following: if a ball $B = B(y_B, s_B)$ belongs to the collection $\mathcal{B}^{r_0,r}_{\varepsilon,R}$ for some $r_0 \leq r \ll 1$, then we have

$$\frac{1}{2} \int_{B \setminus \mathcal{B}^{r_0,r}_{\varepsilon,R}} \phi \left( |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right) + \frac{\log(\frac{\varepsilon}{r_0})}{2} \int_B \phi \mu^{r_0}_{\varepsilon,R}$$

$$\leq C \|\phi\|_{W^{1,\infty}} \left( \int_{B \setminus \mathcal{B}^{r_0,r}_{\varepsilon,R}} a\chi_R^2 \left( |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right) - \log(\frac{\varepsilon}{r_0}) \right) \int \phi \mu^{r_0}_{\varepsilon,R}$$

$$+ C_{SB} N_\varepsilon^2 + C_{SB} R^{-1} \int_{B \setminus \mathcal{B}^{r_0,r}_{\varepsilon,R}} |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 + C r \int_{B_{2R}(z)} \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right).$$

Summing this estimate over all balls $B$ of the collection $\mathcal{B}^{r_0,r}_{\varepsilon,R}$ that intersect $B_R(z)$, and recalling that the sum of the radii of these balls is by construction bounded by $Cr$,

$$\frac{1}{2} \int_{r_0 \leq r \ll 1} \phi \left( |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right) + \frac{\log(\frac{\varepsilon}{r_0})}{2} \int \phi \mu^{r_0}_{\varepsilon,R}$$

$$\leq C \|\phi\|_{W^{1,\infty}} \left( \int a\chi_R^2 \left( |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right) - \log(\frac{\varepsilon}{r_0}) \right) \int \phi \mu^{r_0}_{\varepsilon,R}$$

$$+ C r N_\varepsilon^2 + C r R^{-1} \int_{B_{2R}(z)} |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 + C r \int_{B_{2R}(z)} \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right).$$

Let us estimate the last right-hand side term of (5.49). Applying the lower bound (5.33) with $\varepsilon$ replaced by $2\varepsilon$ (with $\varepsilon < 1/2$), together with the optimal energy bound, we obtain, for $r \geq r_0$ with $e^{-\alpha(N_\varepsilon)} \leq r \ll 1$,

$$\frac{|\log \varepsilon|}{2} \int a\chi_R^2 \mu^{r_0}_{\varepsilon,R} - \frac{\log 2}{2} \int a\chi_R^2 \mu^{r_0}_{\varepsilon,R} - o(N_\varepsilon^2) = \frac{|\log(2\varepsilon)|}{2} \int a\chi_R^2 \mu^{r_0}_{\varepsilon,R} - o(N_\varepsilon^2)$$

$$\leq \frac{1}{2} \int a\chi_R^2 \left( |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a}{2(2\varepsilon)^2} (1 - |u_\varepsilon|^2)^2 \right)$$

$$\leq D^*_{\varepsilon,R} + \frac{|\log \varepsilon|}{2} \int a\chi_R^2 \mu_{\varepsilon,R} - \frac{3}{16\varepsilon^2} \int \phi \mu^{r_0}_{\varepsilon,R} a\chi_R^2 (1 - |u_\varepsilon|^2)^2.$$

Using (5.23), the bound of item (ii) on the number of vortices, and the choice of $r_0$, we then find

$$\frac{3}{16\varepsilon^2} \int a\chi_R^2 (1 - |u_\varepsilon|^2)^2$$

$$\leq D^*_{\varepsilon,R} + \frac{|\log \varepsilon|}{2} \int a\chi_R^2 (\mu_{\varepsilon} - \mu^{r_0}_{\varepsilon,R}) + \frac{\log 2}{2} \int a\chi_R^2 \mu^{r_0}_{\varepsilon,R} + o(N_\varepsilon^2)$$

$$\leq D^*_{\varepsilon,R} + o(N_\varepsilon^2) \lesssim N_\varepsilon^2.$$

Combining this with the result (5.16) of item (v), we deduce the (suboptimal) estimate

$$\sup_z \int \frac{\chi_R^2}{\varepsilon^2} (1 - |u_\varepsilon|^2)^2 \lesssim N_\varepsilon^2.$$ (5.50)
Injecting this result into (5.49), together with the optimal energy bound and the choice $R \gtrsim |\log \varepsilon|$, we find

$$
\frac{1}{2} \int_{\tilde{B}_e \setminus B_{e, R}^0} \phi \left( |\nabla u_e - i u_e N_e v_e|^2 + \frac{a}{2\varepsilon^2} (1 - |u_e|^2)^2 \right) - \frac{\log(\frac{r_0}{r})}{2} \int_{\mathbb{R}^2} \phi \mu_{e, R}^0 \leq C \|\phi\|_{W^{1, \infty}} \left( \int_{\tilde{B}_e \setminus B_{e, R}^0} a \chi_R \left( |\nabla u_e - i u_e N_e v_e|^2 + \frac{a}{2\varepsilon^2} (1 - |u_e|^2)^2 \right) - \log(\frac{r_0}{r}) \int_{\mathbb{R}^2} a \chi_R \mu_{e, R}^0 + o(N_e^2) \right). \tag{5.51}
$$

Combining this with (5.47), and recalling that by definition $B_{e, R}^{0} \subset \tilde{B}_e \setminus B_{e, R}^0$, we deduce

$$
\frac{1}{2} \int_{\tilde{B}_e \setminus B_{e, R}^0} \phi \left( |\nabla u_e - i u_e N_e v_e|^2 + \frac{a}{2\varepsilon^2} (1 - |u_e|^2)^2 \right) - \frac{\log(\frac{r_0}{r})}{2} \int_{\mathbb{R}^2} \phi \mu_{e, R}^0 \leq C \|\phi\|_{W^{1, \infty}} \left( \int_{\tilde{B}_e \setminus B_{e, R}^0} a \chi_R \left( |\nabla u_e - i u_e N_e v_e|^2 + \frac{a}{2\varepsilon^2} (1 - |u_e|^2)^2 \right) - \log(\frac{r_0}{r}) \int_{\mathbb{R}^2} a \chi_R \nu_{e, R} + o(N_e^2) \right).
$$

Using (5.23) to replace $\nu_{e, R}$ by $\mu_{e}$ up to an error of order $(r_0 N_e |\log \varepsilon| + 1) \|\phi\|_{W^{1, \infty}} \ll N_e^2 \|\phi\|_{W^{1, \infty}}$, the result (5.14) follows.

**Substep 8.7. Proof of (vi).**

We adapt an argument by Struwe [100] (see also [92, Proof of Lemma 4.7]). Recalling that $|B_{2R}(z) \cap \tilde{B}_e| \lesssim r^2$, a direct application of the Hölder inequality yields

$$
\int_{\tilde{B}_e} \chi_R^2 |\nabla u_e - i u_e N_e v_e|^p \lesssim r^2 \int_{\tilde{B}_e} \chi_R^2 |\nabla u_e - i u_e N_e v_e|^2 \lesssim r^2 (N_e |\log \varepsilon|)^{p/2},
$$

which only implies the result if we are allowed to choose the total radius $r$ small enough. Otherwise, it is useful to rather work on dyadic “annuli”. For each integer $0 \leq k \leq K_e := \lceil 2r \rceil$, define the “annulus” $E_k := \tilde{B}_e - 2 \setminus \tilde{B}_e - 2^{-k-1}$. We set for simplicity $s_k := 2^{-k}$. Applying the Hölder inequality separately on each annulus yields

$$
\int_{\tilde{B}_e} \chi_R^2 |\nabla u_e - i u_e N_e v_e|^p \leq \left( \int_{\tilde{B}_e} \chi_R^2 |\nabla u_e - i u_e N_e v_e|^2 \right)^{p/2} |B_{2R}(z) \cap \tilde{B}_e|^{1-p/2} + \sum_{k=0}^{K_e} \left( \int_{E_k} \chi_R^2 |\nabla u_e - i u_e N_e v_e|^2 \right)^{p/2} |B_{2R}(z) \cap E_k|^{1-p/2}.
$$

Using that $|B_{2R}(z) \cap \tilde{B}_e| \lesssim r^2$, that $|B_{2R}(z) \cap E_k| \lesssim s_k^2$, and that the integral over $\tilde{B}_e$ in the right-hand side is bounded by $\tilde{C}_e \lesssim N_e |\log \varepsilon|$, we deduce

$$
\int_{\tilde{B}_e} \chi_R^2 |\nabla u_e - i u_e N_e v_e|^p \lesssim \varepsilon^{1-p/2} (N_e |\log \varepsilon|)^{p/2} + \sum_{k=0}^{K_e} s_k^{2-p} \left( \int_{\mathbb{R}^2 \setminus B_{s_k+1}} \chi_R^2 |\nabla u_e - i u_e N_e v_e|^2 \right)^{p/2}. \tag{5.52}
$$
It remains to estimate the last integrals. Using Lemma 5.1(i)–(ii) in the forms (5.2) and (5.3), together with the optimal energy bound, we obtain

\[
\frac{1}{2} \int_{B^k \setminus B^{k+1}} a \chi_R^2 \left( \nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon \right)^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 \geq \frac{|\log \varepsilon|}{2} \int_{\mathbb{R}^2} a \chi_R^2 \nu^{k+1} - O(N_\varepsilon |\log s_k + s_{k+1}|\log \varepsilon) - o(N_\varepsilon^2),
\]

and hence, using (5.23) to replace \( r^{k+1} \) by \( \mu_\varepsilon \),

\[
\frac{1}{2} \int_{\mathbb{R}^2 \setminus \mathbb{R}^{k+1}} a \chi_R^2 |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon|^2 \leq D^2 \varepsilon^2 + O(N_\varepsilon |\log s_k + s_{k+1}|\log \varepsilon) + o(N_\varepsilon^2).
\]

If \( r \ll \frac{N_\varepsilon}{|\log \varepsilon|} \), then \( s_k \leq r \ll \frac{N_\varepsilon}{|\log \varepsilon|} \) for all \( k \), so that we find

\[
\int_{\mathbb{R}^2 \setminus B^{k+1}} \chi_R^2 |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon|^2 \leq N_\varepsilon^2 + N_\varepsilon (|\log r| + k). \tag{5.53}
\]

Inserting this into (5.52) yields for all \( p < 2 \), with \( r \ll \frac{N_\varepsilon}{|\log \varepsilon|} \),

\[
\int_{B^k} \chi_R^2 |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon|^p \lesssim \varepsilon^{1-p/2} (N_\varepsilon |\log \varepsilon|)^{p/2} + \sum_{k=0}^{K_\varepsilon} (r2^{-k})^{2-p} \left( N_\varepsilon^p + N_\varepsilon^{p/2} |\log r|^{p/2} + N_\varepsilon^{p/2} k^{p/2} \right) \lesssim_p \varepsilon^{1-p/2} (N_\varepsilon |\log \varepsilon|)^{p/2} + r^{2-p} N_\varepsilon^p + r^{2-p} N_\varepsilon^{p/2} |\log r|^{p/2}.
\]

In the regime \( N_\varepsilon \gg |\log \varepsilon| \), we may choose \( e^{-o(N_\varepsilon)} \leq r \ll \frac{N_\varepsilon}{|\log \varepsilon|} \), and the above yields for that choice

\[
\int_{B^k} \chi_R^2 |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon|^p \ll_p N_\varepsilon^p, \tag{5.54}
\]

that is, (5.17).

We now consider the regime \( 1 \ll N_\varepsilon \lesssim |\log \varepsilon| \). In that case, we need to prove (5.54) for larger values of the radius \( r \geq e^{-o(N_\varepsilon)} \), and the above argument no longer holds. Given \( \varepsilon^{1/2} < r_0 \ll \frac{N_\varepsilon}{|\log \varepsilon|} \), we replace the initial total radius \( \varepsilon^{1/2} \) by \( r_0 \), and for \( r_0 \leq r \ll 1 \) we consider the modified dyadic “annuli” \( \tilde{E}_k := B^0 \setminus B^{r_2 \setminus r_2^{-k-1} \setminus r_0} \), with \( 0 \leq k \leq K := \lfloor \log_2 \frac{\varepsilon}{r_0} \rfloor \). We set for simplicity \( \tilde{s}_k := (r2^{-k}) \vee r_0 \). The decomposition (5.52) is then replaced by

\[
\int_{B^k} \chi_R^2 |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon|^p \lesssim r_0^{2-p} (N_\varepsilon |\log \varepsilon|)^{p/2} + \sum_{k=0}^{K} s_k^{2-p} \left( \int_{\mathbb{R}^2 \setminus B^{r_2 \setminus \tilde{s}_k+1}} \chi_R^2 |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon|^2 \right)^{p/2}, \tag{5.55}
\]

where it remains to adapt the estimate (5.53) for the last integrals. The lower bound (5.42) of Step 6 together with the optimal energy bound and with the bound of item (ii) on the
Lemma 5.4 (Product estimate). Denote by $M_\varepsilon$ any quantity such that for all $q > 0$,

$$\lim_{\varepsilon \downarrow 0} \varepsilon^q M_\varepsilon = \lim_{\varepsilon \downarrow 0} |\log \varepsilon| M_\varepsilon^{-q} = \lim_{\varepsilon \downarrow 0} |\log \varepsilon|^{-1} \log M_\varepsilon = 0.$$

Let $u_\varepsilon : [0, T] \times \mathbb{R}^2 \to \mathbb{C}$, $v_\varepsilon : [0, T] \times \mathbb{R}^2 \to \mathbb{R}^2$, and $p_\varepsilon : [0, T] \times \mathbb{R}^2 \to \mathbb{R}$. Assume that $\mathcal{E}_{\varepsilon,R} \lesssim |\log \varepsilon|^2$ for all $t$ and that $\mathcal{E}_{\varepsilon,R} \leq M_\varepsilon$, where we have set

$$\mathcal{E}_{\varepsilon,R}^z := \sup_z \int_0^T \left( \mathcal{E}_{\varepsilon,R}^z + \int_{\mathbb{R}^2} \chi_R \partial_t u_\varepsilon^l - iu_\varepsilon^l N_\varepsilon v_\varepsilon^l \right) dt.$$
Then, for all $X \in W^{1,\infty}([0, T] \times \mathbb{R}^2)^2$ and $Y \in W^{1,\infty}([0, T] \times \mathbb{R}^2)$, we have for all $z \in \mathbb{R}^2$,
\[
\left| \int_0^T \int_{\mathbb{R}^2} \chi_R^e \tilde{\nabla} \cdot XY \right| \\
\leq \frac{1 + C \log M_\varepsilon}{\log \varepsilon} \left( \int_0^T \int_{\mathbb{R}^2} \chi_R^e |(\partial_t u_\varepsilon - iu_\varepsilon N_\varepsilon \chi_R^e)Y|^2 \right. \\
+ \left. \int_0^T \int_{\mathbb{R}^2} \chi_R^e |(\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon) \cdot X|^2 \right) \\
+ C \left( 1 + \|(X, Y)\|_{W^{1,\infty}([0, T] \times \mathbb{R}^2)}^{5/2} \right) \left( M_\varepsilon^{-1/8} + \varepsilon N_\varepsilon \left( \hat{E}_{\varepsilon, T}^{\varepsilon, T} + \sup_{0 \leq \tau \leq T} E_{\varepsilon, R}^{\varepsilon, T} + N_\varepsilon^2 \right) \right). \quad \Box
\]

We now turn to some useful a priori estimates on the solution $u_\varepsilon$ of equation (1.7). We start with the following (suboptimal) a priori bound on the velocity of the vortices, adapted from [95, Lemma 4.1].

**Lemma 5.5** (A priori bound on velocity). Let $\alpha \geq 0$, $\beta \in \mathbb{R}$, and let $h : \mathbb{R}^2 \to \mathbb{R}$, $a := e^h$, $F : \mathbb{R}^2 \to \mathbb{R}^2$, $f : \mathbb{R}^2 \to \mathbb{R}$ satisfy (2.1). Let $u_\varepsilon : \mathbb{R}^+ \times \mathbb{R}^2 \to \mathbb{C}$ and $v_\varepsilon : [0, T] \times \mathbb{R}^2 \to \mathbb{R}^2$ be the solutions of (1.7) and (3.2) as in Proposition 2.2(i) and in Assumption 3.1(a), respectively, for some $T > 0$. Let $0 < \varepsilon \ll 1$, $1 \leq N_\varepsilon \leq \varepsilon^{-1}$, and $R \geq 1$ with $\varepsilon R^\theta \ll 1$ for some $\theta > 0$, and assume that $E_{\varepsilon, R}^{\varepsilon, t} \lesssim N_\varepsilon |\log \varepsilon|$ for all $t$. Then, in each of the considered regimes (GL1), (GL2), (GL3), (GL4), and (GL5), we have for all $\theta > 0$ and $t \in [0, T)$,
\[
\alpha^2 \sup_z \int_0^t \int_{\mathbb{R}^2} a\chi_R^e |\partial_t u_\varepsilon|^2 \lesssim_{t, \theta} N_\varepsilon |\log \varepsilon|^3 + R^\theta N_\varepsilon^2 |\log \varepsilon|^2 \\
\lesssim R^\theta N_\varepsilon (N_\varepsilon + |\log \varepsilon|)|\log \varepsilon|^2. \quad \Box
\]

**Proof.** Integrating identity (4.18) in time, reorganizing the terms, and setting $D_{\varepsilon, R}^{\varepsilon, t} := \int_0^t \int_{\mathbb{R}^2} a\chi_R^e |\partial_t u_\varepsilon|^2$, we obtain
\[
\lambda_\varepsilon \alpha D_{\varepsilon, R}^{\varepsilon, t} = \hat{E}_{\varepsilon, R}^{\varepsilon, t} - \hat{E}_{\varepsilon, R}^{\varepsilon, 0} \\
- \int_0^t \int_{\mathbb{R}^2} a\nabla \chi_R^e \cdot (\partial_t u_\varepsilon, \nabla v_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon) + \int_0^t \int_{\mathbb{R}^2} N_\varepsilon \chi_R^e (\partial_t u_\varepsilon, iu_\varepsilon) \text{ div} (av_\varepsilon) \\
+ \int_{\mathbb{R}^2} \frac{aN_\varepsilon^2}{2} (1 - |u_\varepsilon|^2)(\psi_{\varepsilon, R} - \chi_R^e v_\varepsilon)^2 - \int_{\mathbb{R}^2} \frac{aN_\varepsilon^2}{2} (1 - |u_\varepsilon|^2)^2(\psi_{\varepsilon, R} - \chi_R^e v_\varepsilon^2)^2 \\
+ \int_0^t \int_{\mathbb{R}^2} a\chi_R^e (N_\varepsilon (N_\varepsilon v_\varepsilon - j_\varepsilon) \cdot \partial_t v_\varepsilon - N_\varepsilon v_\varepsilon \cdot \partial_t v_\varepsilon - \frac{|\log \varepsilon|}{2} |F_{\varepsilon, R}^\perp \cdot v_\varepsilon|). \quad (5.56)
\]
Noting that $|\nabla \chi_R^e| \lesssim R^{-1}(\chi_R^e)^{1/2}$, using the pointwise estimates of Lemma 4.2 for $V_\varepsilon$ and $j_\varepsilon - N_\varepsilon v_\varepsilon$, and using assumptions (2.1), the properties of $v_\varepsilon$ in Assumption 3.1(a), the bound (4.4) on $\psi_{\varepsilon, R}$, and Lemma 4.1 in the form $\hat{E}_{\varepsilon, R}^{\varepsilon, t} \lesssim E_{\varepsilon, R}^{\varepsilon, t} + o(N_\varepsilon^2) \lesssim N_\varepsilon |\log \varepsilon|$, we find for $\theta > 0$ small enough, in the considered regimes,
\[
\lambda_\varepsilon \alpha D_{\varepsilon, R}^{\varepsilon, t} \\
\lesssim_{t, \theta} N_\varepsilon |\log \varepsilon|^3 + R^{-1}(N_\varepsilon |\log \varepsilon|)^{1/2}(D_{\varepsilon, R}^{\varepsilon, t})^{1/2} + N_\varepsilon (1 + \varepsilon(N_\varepsilon |\log \varepsilon|)^{1/2})(D_{\varepsilon, R}^{\varepsilon, t})^{1/2} \\
+ \varepsilon N_\varepsilon^2 (N_\varepsilon |\log \varepsilon|)^{1/2} \left( 1 + \frac{|\log \varepsilon|}{N_\varepsilon} \left( \lambda_\varepsilon R^\theta + 1 \right) \right) (R^{-1/2} + R^{-1+\theta})
\]
\[ + N_\varepsilon(N_\varepsilon|\log \varepsilon|) \frac{1}{2}(1 + \varepsilon N_\varepsilon) + \varepsilon \lambda_{s1}^{-1/2} N_\varepsilon^2 |\log \varepsilon| \]
\[ + (N_\varepsilon + \lambda_0 |\log \varepsilon|)(1 + \varepsilon N_\varepsilon)(N_\varepsilon|\log \varepsilon|) \frac{1}{2} + N_\varepsilon R^\theta \]  
\[ (D^{s1}_{\varepsilon,R})^{1/2} \]
\[ \lesssim \theta |\log \varepsilon(N_\varepsilon + |\log \varepsilon|) + (N_\varepsilon|\log \varepsilon|R^\theta + |\log \varepsilon(N_\varepsilon|\log \varepsilon|) \frac{1}{2})(D^{s1}_{\varepsilon,R})^{1/2} + o(1). \]

Absorbing \((D^{s1}_{\varepsilon,R})^{1/2}\) in the left-hand side, the result follows. \(\Box\)

The following optimal a priori estimate is also crucially needed in our analysis in the presence of pinning, due to the absence of a factor \(\frac{1}{\varepsilon^2}\) in front of the quantity \(\frac{\alpha}{\varepsilon^2}(1 - |u_\varepsilon|^2)^2\) as it appears in the term \(I^H_{\varepsilon,R}\) in Lemma 4.4. A simple computation based on the energy lower bound in Proposition 5.2 yields a similar bound with \(N_\varepsilon\) replaced by \(N_\varepsilon^2\) (cf. indeed (5.50)), but the optimal result below is much more subtle. It is proved as a combination of the Pohozaev ball construction of [90, Section 5] together with some careful cut-off techniques inspired by [90, Proof of Proposition 13.4].

**Lemma 5.6.** Let \(\alpha \geq 0, \beta \in \mathbb{R}\), and let \(h : \mathbb{R}^2 \to \mathbb{R}, a := e^h, F : \mathbb{R}^2 \to \mathbb{R}\), \(f : \mathbb{R}^2 \to \mathbb{R}\) satisfy (2.1). Let \(u_\varepsilon : \mathbb{R}^+ \times \mathbb{R}^2 \to \mathbb{C}\) and \(v_\varepsilon : [0, T) \times \mathbb{R}^2 \to \mathbb{R}\) be the solutions of (1.7) and (3.2) as in Proposition 2.2(i) and in Assumption 3.1(a), respectively, for some \(T > 0\). Let \(0 < \varepsilon \ll 1, 1 \leq N_\varepsilon \lesssim |\log \varepsilon|, \) and \(R \geq 1\) with \(\varepsilon R |\log \varepsilon|^3 \lesssim 1\), and assume that \(E_{\varepsilon,R} \lesssim |N_\varepsilon| |\log \varepsilon| \) for all \(t\). Then, in the nondegenerate dissipative case, in each of the considered regimes (GL1), (GL2), (GL1'), and (GL2'), we have for all \(t \in [0, T)\),

\[ \alpha^2 \sup_z \int_0^t \int_{\mathbb{R}^2} \frac{\chi_R}{\varepsilon^2} (1 - |u_\varepsilon|^2)^2 \lesssim_N \varepsilon. \]  

*Proof.* To simplify notation, we focus on the case \(z = 0\), but the result of course holds uniformly with respect to the translation \(z \in \mathbb{R}^2\). We split the proof into three steps.

**Step 1.** Pohozaev estimate on balls.

In this step, we prove the following Pohozaev-type estimate, adapted from [90, Theorem 5.1]: for any ball \(B_r(x_0)\) with \(r \leq 1\), we have

\[ \alpha^2 \int_0^t \int_{B_r(x_0)} \frac{\alpha^2 \chi_R}{2 \varepsilon^2} (1 - |u_\varepsilon|^2)^2 \]
\[ \lesssim_N r \lambda_{s1} N_\varepsilon |\log \varepsilon|^3 + r \int_0^t \int_{\partial B_r(x_0)} \frac{\alpha \chi_R}{2} \left( |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{2}{\varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right. \]
\[ \left. + |1 - |u_\varepsilon|^2|(N_\varepsilon^2 v_\varepsilon |^2 + |f|) \right). \]  

For any smooth vector field \(X\) and any bounded open set \(U \subset \mathbb{R}^2\), we find by integration by parts

\[ - \int_U \chi_R \nabla X : \tilde{S}_\varepsilon = \int_U \chi_R \div \tilde{S}_\varepsilon \cdot X + \int_U X \cdot \tilde{S}_\varepsilon \cdot \nabla \chi_R - \int_{\partial U} \chi_R X \cdot \tilde{S}_\varepsilon \cdot n, \]

and hence, for \(U = B_r(x_0), r > 0,\) and \(X = x - x_0,\)

\[ - \int_{B_r(x_0)} \chi_R \tr \tilde{S}_\varepsilon \]
\[ = \int_{B_r(x_0)} \chi_R \div \tilde{S}_\varepsilon \cdot (x - x_0) + \int_{B_r(x_0)} (x - x_0) \cdot \tilde{S}_\varepsilon \cdot \nabla \chi_R - \int_{\partial B_r(x_0)} \chi_R \tilde{S}_\varepsilon : n \otimes n. \]
By definition (4.13) of the modulated stress-energy tensor $\tilde{S}_\varepsilon$, this means

$$
\int_{B_r(x_0)} a\chi_R \left( \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 + (1 - |u_\varepsilon|^2)f \right)
= \int_{B_r(x_0)} \chi_R \text{div} \tilde{S}_\varepsilon \cdot (x - x_0) + \int_{B_r(x_0)} (x - x_0) \cdot \tilde{S}_\varepsilon \cdot \nabla \chi_R
+ r \int_{\partial B_r(x_0)} \frac{a\chi_R}{2} \left( |n^\perp \cdot (\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon)|^2 - |n \cdot (\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon)|^2
+ \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 + (1 - |u_\varepsilon|^2)^2 (N_\varepsilon^2 (|n^\perp \cdot v_\varepsilon|^2 - |n \cdot v_\varepsilon|^2) + f) \right),
$$

so that we may simply estimate

$$
\int_{B_r(x_0)} \frac{a^2 \chi_R}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2
\leq r \int_{B_r(x_0)} |\text{div} \tilde{S}_\varepsilon| + r \int_{B_r(x_0)} |\nabla \chi_R| |\tilde{S}_\varepsilon| + \int_{B_r(x_0)} a|1 - |u_\varepsilon|^2||f|
+ r \int_{\partial B_r(x_0)} \frac{a\chi_R}{2} \left( |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2
+ |1 - |u_\varepsilon|^2|^2 (N_\varepsilon^2 |v_\varepsilon|^2 + |f|) \right). \quad (5.59)
$$

It remains to estimate the first three right-hand side terms. Using the pointwise estimates of Lemma 4.2, and using assumption (2.1) and the boundedness properties of $v_\varepsilon, p_\varepsilon$ in Assumption 3.1(a), Lemma 4.3 directly yields in the considered regimes,

$$
|\text{div} \tilde{S}_\varepsilon| \lesssim \lambda_c |\log \varepsilon| |\partial_t u_\varepsilon| |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|
+ N_\varepsilon (1 + \lambda_c^{1/2} |\log \varepsilon|) (1 + |1 - |u_\varepsilon|^2|) |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|
+ \lambda_c N_\varepsilon |\log \varepsilon| |\partial_t u_\varepsilon| (1 + |1 - |u_\varepsilon|^2|) + (N_\varepsilon + \lambda_c |\log \varepsilon|) |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2
+ \varepsilon^{-2} (1 - |u_\varepsilon|^2)^2 + (1 - |u_\varepsilon|^2)^2 (N_\varepsilon^2 (N_\varepsilon + \lambda_c |\log \varepsilon|) + \lambda_c^2 |\log \varepsilon|^2) + N_\varepsilon^2 (N_\varepsilon + \lambda_c |\log \varepsilon|),
$$

which gives for $N_\varepsilon \lesssim |\log \varepsilon|,

$$
|\text{div} \tilde{S}_\varepsilon| \lesssim \lambda_c |\partial_t u_\varepsilon|^2 + \lambda_c |\log \varepsilon|^2 |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2
+ \lambda_c N_\varepsilon^2 |\log \varepsilon|^2 (1 + (1 - |u_\varepsilon|^2)^2) + \varepsilon^{-2} (1 - |u_\varepsilon|^2)^2.
$$

By Lemma 5.5 with $R = 1$, we deduce for all $r \leq 1$,

$$
\alpha^2 \int_0^t \int_{B_r(x_0)} |\text{div} \tilde{S}_\varepsilon| \lesssim t \lambda_c N_\varepsilon |\log \varepsilon|^3 + \lambda_c N_\varepsilon^2 |\log \varepsilon|^2 (1 + \varepsilon^2 N_\varepsilon |\log \varepsilon|) \lesssim \lambda_c N_\varepsilon |\log \varepsilon|^3.
$$

Inserting this into (5.59), and noting that (2.1) in the form $\|f\|_{L^\infty} \lesssim |\log \varepsilon|^2$ yields

$$
\int_{B_r(x_0)} a|1 - |u_\varepsilon|^2||f| \lesssim t \varepsilon r (N_\varepsilon |\log \varepsilon|)^{1/2} \|f\|_{L^\infty} \lesssim \varepsilon r |\log \varepsilon|^3,
$$
and

\[ \int_{B_r(x_0)} |\nabla \chi_r| |\tilde{S}_\epsilon| \]
\[ \lesssim R^{-1} \int_{B_r(x_0)} \left( |\nabla u_\epsilon - iu_\epsilon \nabla \chi_r|^2 + \frac{1}{\epsilon^2} (1 - |u_\epsilon|^2)^2 + \epsilon^2 (N_\epsilon^4 |v_\epsilon|^4 + |f|^2) \right) \]
\[ \lesssim R^{-1} (N_\epsilon |\log \epsilon| + \epsilon^2 (N_\epsilon^4 + \|f\|_{L^\infty}^2)) \lesssim N_\epsilon |\log \epsilon|, \]

the result (5.58) follows.

**Step 2. Estimate inside small balls.**

In this step, we prove the desired estimate (5.57) for the integral restricted to suitable small balls centered at the vortex locations. More precisely, since we have by assumption \( \mathcal{E}_{\epsilon R} \lesssim N_\epsilon |\log \epsilon| \lesssim |\log \epsilon|^2 \), we may apply [90, Proposition 4.8] with \( M = \epsilon^\kappa - 1 \) and \( \delta = \epsilon^{\kappa/4} \) for any \( \kappa \in (0, 1) \). This yields a finite union \( \tilde{B}_{\epsilon,0} \) of disjoint closed balls with total radius \( r(\tilde{B}_{\epsilon,0}) = \epsilon^{\kappa/2} \), covering the set \( \{ x \in B_{2R} : |u_\epsilon(x)| - 1 \geq \epsilon^{\kappa/4} \} \). We then prove that

\[ \alpha^2 \int_0^t \int_{\tilde{B}_{\epsilon,0}} \frac{a^2 \chi_R}{2 \epsilon^2} (1 - |u_\epsilon|^2)^2 \lesssim N_\epsilon. \quad (5.60) \]

For that purpose, we let the initial collection of balls \( \tilde{B}_{\epsilon,0} \) grow, and we use the Pohozaev estimate of Step 1 as in [90, Proof of Theorem 5.1]. By [90, Theorem 4.2], there exists a monotone family \( (\tilde{B}_\epsilon^s)_{s \geq 0} \) of unions of disjoint closed balls, such that \( \tilde{B}_\epsilon^0 = \tilde{B}_{\epsilon,0} \), \( \tilde{B}_\epsilon^s \) has total radius \( r(\tilde{B}_\epsilon^s) = \epsilon^s r(\tilde{B}_{\epsilon,0}) \) for all \( s \geq 0 \), and \( \tilde{B}_\epsilon^s = \epsilon^{s-r} \tilde{B}_\epsilon^r \) for all \( 0 \leq r \leq s \) with \( [r, s] \subset \mathbb{R}^+ \setminus \mathcal{T}_\epsilon \), for some finite set \( \mathcal{T}_\epsilon \subset \mathbb{R}^+ \) (corresponding to the merging times in the growth process). For all \( s \geq 0 \) with \( r(\tilde{B}_\epsilon^s) \leq 1 \), the result (5.58) of Step 1 gives the following estimate,

\[ \alpha^2 \int_0^t \int_{\tilde{B}_\epsilon^s} a^2 \chi_R \frac{1}{2 \epsilon^2} (1 - |u_\epsilon|^2)^2 \]
\[ \lesssim r(\tilde{B}_\epsilon^s) N_\epsilon |\log \epsilon|^3 + \sum_{B_r(x) \in \tilde{B}_\epsilon^s} r \int_0^t \int_{\partial B_r(x)} \frac{a^2 \chi_R}{2} \left( |\nabla u_\epsilon - iu_\epsilon N_\epsilon v_\epsilon|^2 + \frac{a}{2 \epsilon^2} (1 - |u_\epsilon|^2)^2 \right. \]
\[ \left. + |1 - |u_\epsilon|^2|^2 (N_\epsilon^2 |v_\epsilon|^2 + f) \right). \]

Integrating this estimate over \( s \) and applying [90, Proposition 4.1], we find, for all \( s \geq 0 \) with \( r(\tilde{B}_\epsilon(s)) \leq 1 \),

\[ s \alpha^2 \int_0^t \int_{\tilde{B}_{\epsilon,0}} a^2 \chi_R \frac{1}{2 \epsilon^2} (1 - |u_\epsilon|^2)^2 \leq \alpha^2 \int_0^s dv \int_0^v \int_{\tilde{B}_v^s} a^2 \chi_R \frac{1}{2 \epsilon^2} (1 - |u_\epsilon|^2)^2 \]
\[ \lesssim s r(\tilde{B}_\epsilon^s) N_\epsilon |\log \epsilon|^3 + \int_0^t \int_{\tilde{B}_\epsilon^s \setminus \tilde{B}_{\epsilon,0}} \frac{a^2 \chi_R}{2} \left( |\nabla u_\epsilon - iu_\epsilon N_\epsilon v_\epsilon|^2 + \frac{a}{2 \epsilon^2} (1 - |u_\epsilon|^2)^2 \right. \]
\[ \left. + |1 - |u_\epsilon|^2|^2 (N_\epsilon^2 |v_\epsilon|^2 + f) \right), \]
and hence, using assumption (2.1), the boundedness of $v_\varepsilon$ in Assumption 3.1(a), and the assumed energy bound,
\[
s^2 \int_0^t \int_{B_{r,0}} \frac{a^2 x R}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 \lesssim_\varepsilon s r(B_{r,0})N_\varepsilon |\log \varepsilon|^3 + N_\varepsilon |\log \varepsilon|.
\]
Recalling that $r(B_{r,0}) = \varepsilon^\kappa/2$, this yields for all $s \geq 1$ with $r(B_{r,0}) \leq 1$,
\[
\alpha^2 \int_0^t \int_{B_{r,0}} \frac{a^2 x R}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 \lesssim_\varepsilon \varepsilon^\kappa/2 N_\varepsilon |\log \varepsilon|^3 + \frac{N_\varepsilon |\log \varepsilon|}{s},
\]
and the result (5.60) now follows for the choice $s = |\log \varepsilon|^{4/3}$.

**Step 3.** Estimate outside small balls.

It remains to show that the desired estimate (5.57) also holds for the integral restricted to the complement of the small balls $B_{r,0}$. More precisely, we prove that for all $\theta > 0$,
\[
\alpha \int_0^t \int_{|u_\varepsilon| < 1 - |\varepsilon^{\kappa/4}} \chi_R \left( |\nabla| u_\varepsilon |^2 + \frac{a(1 - |u_\varepsilon|^2)^2}{2\varepsilon^2} \right) \lesssim_\varepsilon \varepsilon^\kappa/4 R^\theta |\log \varepsilon|^2 + \varepsilon R |\log \varepsilon|^3. \tag{5.61}
\]
The conclusion (5.57) follows from this together with (5.60), for $\theta > 0$ small enough.

In order to prove (5.61), we adapt the argument of [90, Proof of Proposition 13.4]. For $0 < \varepsilon \leq 2^{-4/\kappa}$, we define a cut-off function $\zeta_\varepsilon$ as follows,
\[
\zeta_\varepsilon(y) := \begin{cases} y, & \text{if } 0 \leq y \leq \frac{1}{2}; \\
\frac{1}{2} + \frac{y - \frac{1}{2}}{1 - 2\varepsilon^{\kappa/4}}, & \text{if } \frac{1}{2} \leq y \leq 1 - \varepsilon^{\kappa/4}; \\
1, & \text{if } 1 - \varepsilon^{\kappa/4} \leq y \leq 1 + \varepsilon^{\kappa/4}; \\
1 + \frac{y - 1 - \varepsilon^{\kappa/4}}{1 - 2\varepsilon^{\kappa/4}}, & \text{if } 1 + \varepsilon^{\kappa/4} \leq y \leq \frac{3}{2}; \\
y, & \text{if } y \geq \frac{3}{2}.
\end{cases}
\]
Writing $u_\varepsilon := \rho_\varepsilon e^{i\varphi_\varepsilon}$, locally, equation (1.7) for $u_\varepsilon$ implies in particular
\[
\alpha \lambda_\varepsilon \partial_t \rho_\varepsilon - \beta \lambda_\varepsilon |\log \varepsilon| \rho_\varepsilon \partial_t \varphi_\varepsilon = \Delta \rho_\varepsilon - \rho_\varepsilon \nabla \varphi_\varepsilon^2 + \frac{a \rho_\varepsilon}{\varepsilon^2} (1 - \rho_\varepsilon^2) + \nabla h \cdot \nabla \rho_\varepsilon - \rho_\varepsilon |\log \varepsilon| F^\perp \cdot \nabla \varphi_\varepsilon + f \rho_\varepsilon. \tag{5.62}
\]
Testing this equation against $\chi_R(\zeta_\varepsilon(\rho_\varepsilon) - \rho_\varepsilon)$ and rearranging the terms, we obtain
\[
\int_{\mathbb{R}^2} \chi_R(1 - \zeta_\varepsilon'(\rho_\varepsilon)) |\nabla \rho_\varepsilon|^2 + \int_{\mathbb{R}^2} \frac{a \chi_R}{\varepsilon^2} \rho_\varepsilon(\zeta_\varepsilon(\rho_\varepsilon) - \rho_\varepsilon)(1 - \rho_\varepsilon^2)
\]
\[
= \alpha \lambda_\varepsilon \int_{\mathbb{R}^2} \chi_R(\zeta_\varepsilon(\rho_\varepsilon) - \rho_\varepsilon) \partial_t \rho_\varepsilon - \beta \lambda_\varepsilon |\log \varepsilon| \int_{\mathbb{R}^2} \chi_R \rho_\varepsilon(\zeta_\varepsilon(\rho_\varepsilon) - \rho_\varepsilon) \partial_t \varphi_\varepsilon
\]
\[
+ \int_{\mathbb{R}^2} (\zeta_\varepsilon(\rho_\varepsilon) - \rho_\varepsilon) \nabla \chi_R \cdot \nabla \rho_\varepsilon + \int_{\mathbb{R}^2} \chi_R(\zeta_\varepsilon(\rho_\varepsilon) - \rho_\varepsilon) \rho_\varepsilon |\nabla \varphi_\varepsilon|^2
\]
\[
- \int_{\mathbb{R}^2} \chi_R(\zeta_\varepsilon(\rho_\varepsilon) - \rho_\varepsilon) \nabla h \cdot \nabla \rho_\varepsilon + |\log \varepsilon| \int_{\mathbb{R}^2} \chi_R \rho_\varepsilon(\zeta_\varepsilon(\rho_\varepsilon) - \rho_\varepsilon) F^\perp \cdot \nabla \varphi_\varepsilon
\]
\[
- \int_{\mathbb{R}^2} \chi_R(\zeta_\varepsilon(\rho_\varepsilon) - \rho_\varepsilon) f \rho_\varepsilon. \tag{5.63}
\]
Using that the cut-off function $\zeta_\varepsilon$ satisfies for all $y \geq 0$,

$$|\zeta_\varepsilon(y) - y| \lesssim \varepsilon^{\kappa/4} |y|^{1/2},$$

$$|\zeta_\varepsilon(y) - y| \leq |1 - y| \leq |1 - y^2|,$$

$$|\zeta_\varepsilon(y) - 1| \lesssim 1 |y|^{1/2} \leq \varepsilon^{\kappa/4} |y| \leq \frac{1}{2},$$

noting that

$$\int_{|\rho_\varepsilon - 1| \leq \varepsilon^{\kappa/4}} \frac{a\chi_R}{\varepsilon^2} (1 - \rho_\varepsilon^2)^2 \leq \int_{|\rho_\varepsilon - 1| \leq \varepsilon^{\kappa/4}} \frac{a\chi_R}{\varepsilon^2} \rho_\varepsilon (1 - \rho_\varepsilon^2)$$

$$\leq \int_{\mathbb{R}^d} \frac{a\chi_R}{\varepsilon^2} \rho_\varepsilon (\zeta_\varepsilon - \rho_\varepsilon) (1 - \rho_\varepsilon^2),$$

and using (2.1), we deduce from (5.63),

$$\int_{|\rho_\varepsilon - 1| \leq \varepsilon^{\kappa/4}} \chi_R \left( |\nabla \rho_\varepsilon|^2 + \frac{a}{2\varepsilon^2} (1 - \rho_\varepsilon^2)^2 \right) \lesssim \varepsilon^{\kappa/4} \int_{|\rho_\varepsilon - 1| \leq 1/2} \chi_R \left( |\nabla \rho_\varepsilon|^2 + \rho_\varepsilon^2 |\nabla \varphi_\varepsilon|^2 \right)$$

$$+ \lambda_\varepsilon |\log \varepsilon| \int_{|\rho_\varepsilon - 1| \leq 1/2} \chi_R |1 - \rho_\varepsilon^2| (|\partial_t \rho_\varepsilon| + \rho_\varepsilon |\partial_t \varphi_\varepsilon|)$$

$$+ (1 + \lambda_\varepsilon |\log \varepsilon|) \int_{|\rho_\varepsilon - 1| \leq 1/2} \chi_R |1 - \rho_\varepsilon^2| (|\nabla \rho_\varepsilon| + \rho_\varepsilon |\nabla \varphi_\varepsilon|)$$

$$+ \int_{|\rho_\varepsilon - 1| \leq 1/2} \chi_R |f| |1 - \rho_\varepsilon^2| + \int_{|\rho_\varepsilon - 1| \leq 1/2} |\nabla \chi_R| |1 - \rho_\varepsilon^2| |\nabla \rho_\varepsilon|.$$ 

Noting that $|\nabla u_\varepsilon|^2 = |\nabla \rho_\varepsilon|^2 + \rho_\varepsilon^2 |\nabla \varphi_\varepsilon|^2$ and $|\partial_t u_\varepsilon|^2 = |\partial_t \rho_\varepsilon|^2 + \rho_\varepsilon^2 |\partial_t \varphi_\varepsilon|^2$, and using (2.1),

we obtain

$$\int_{|\rho_\varepsilon - 1| \leq \varepsilon^{\kappa/4}} \chi_R \left( |\nabla u_\varepsilon|^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right)$$

$$\lesssim \varepsilon^{\kappa/4} \|\nabla u_\varepsilon\|_{L^2(B_{2R})}^2 + \lambda_\varepsilon |\log \varepsilon| \|1 - |u_\varepsilon|^2\|_{L^2(B_{2R})} \|\partial_t u_\varepsilon\|_{L^2(B_{2R})}$$

$$+ (1 + \lambda_\varepsilon |\log \varepsilon|) \|1 - |u_\varepsilon|^2\|_{L^2(B_{2R})} \|\nabla u_\varepsilon\|_{L^2(B_{2R})}$$

$$+ R (1 + \lambda_\varepsilon^2 |\log \varepsilon|^2) \|1 - |u_\varepsilon|^2\|_{L^2(B_{2R})}.$$ 

By the integrability properties of $v_\varepsilon$ in Assumption 3.1(a), we have for all $\theta > 0$,

$$\|\nabla u_\varepsilon\|_{L^2(B_{2R})} \lesssim \|\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon\|_{L^2(B_{2R})} + N_\varepsilon (R^\theta + \|1 - |u_\varepsilon|^2\|_{L^2(B_{2R})}),$$

hence, by Lemma 5.5 and the energy bound,

$$\alpha \int_{0}^{t} \int_{|\rho_\varepsilon - 1| \leq \varepsilon^{\kappa/4}} \chi_R \left( |\nabla u_\varepsilon|^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right) \lesssim_{t, \theta} \varepsilon^{\kappa/4} R^\theta |\log \varepsilon|^2 + \varepsilon R^3 |\log \varepsilon|^3,$$

and the result (5.61) follows. \(\square\)

6. Mean-field limit in the dissipative case

In this section we prove Theorem 1, that is, the mean-field limit result in the dissipative mixed-flow case ($\alpha > 0$) in the regimes (GL1), (GL2), (GL4), and (GL5). More precisely, we establish the following result, which states that the rescaled supercurrent density $\frac{1}{\varepsilon} j_\varepsilon$ remains close to the solution $v_\varepsilon$ of equation (3.2). Combining this with the results of Section 3.1 (in particular, with Lemma 3.3), the result of Theorem 1 follows. The proof consists in making use of the various estimates and technical tools for vortex analysis.
developed in Section 5 in order to estimate the terms in the decomposition of $\partial_t \mathcal{D}_{\varepsilon,R}$ in Lemma 4.4, and then deduce the smallness of the modulated energy excess $\mathcal{D}_{\varepsilon,R}$ by a Grönwall argument. (In this section, as we assume $\alpha > 0$, all multiplicative constants are implicitly allowed to additionally depend on an upper bound on $\alpha^{-1}$.)

Proposition 6.1. Let $\alpha > 0$, $\beta \in \mathbb{R}$, $\alpha^2 + \beta^2 = 1$, and let $h : \mathbb{R}^2 \to \mathbb{R}$, $a := e^h$, $F : \mathbb{R}^2 \to \mathbb{R}^2$, $f : \mathbb{R}^2 \to \mathbb{R}$ satisfy (2.1). Let $u_\varepsilon : \mathbb{R}^+ \times \mathbb{R}^2 \to C$ and $v_\varepsilon : [0,T] \times \mathbb{R}^2 \to \mathbb{R}^2$ be solutions of (1.7) and (3.2) as in Propositions 2.2(i) and 3.2, respectively, for some $T > 0$. Let $0 < \varepsilon \ll 1$, $1 < N_\varepsilon \lesssim |\log \varepsilon|$, $R \geq 1$, $\frac{|\log \varepsilon|}{N_\varepsilon} \ll R \lesssim |\log \varepsilon|^n$, for some $n \geq 1$, and assume that the initial modulated energy excess satisfies $\mathcal{D}_{\varepsilon,R}^* \ll N_\varepsilon^2$. Then,

(i) If $|\log |\log \varepsilon| \ll N_\varepsilon \lesssim |\log \varepsilon|$, in each of the regimes (GL1), (GL2), (GL1'), and (GL2'), we have $\mathcal{D}_{\varepsilon,R}^* \ll_t N_\varepsilon^2$ for all $t \in [0,T)$.

(ii) If $1 \ll N_\varepsilon \lesssim |\log \varepsilon|$, in the parabolic case ($\alpha = 1$, $\beta = 0$), either in the regime (GL1), or in the regime (GL2') with $\lambda_\varepsilon \lesssim \frac{e^{|N_\varepsilon|}}{|\log \varepsilon|}$, the same conclusion $\mathcal{D}_{\varepsilon,R}^* \ll_t N_\varepsilon^2$ holds for all $t \in [0,T)$.

In particular, in both cases, we deduce $\frac{1}{N_\varepsilon} j_\varepsilon - v_\varepsilon \to 0$ in $L^\infty_{\text{loc}}([0,T); L^p_{\text{uloc}}(\mathbb{R}^2)^2)$ as $\varepsilon \downarrow 0$. If we further assume $\mathcal{D}_{\varepsilon,\infty}^* \ll N_\varepsilon^2$, then for any $\ell \geq 1$ we obtain more precisely for all $t \in [0,T)$ and $L \geq 1$,

$$
\sup_z \|\frac{1}{N_\varepsilon} j_\varepsilon - v_\varepsilon\|_{(L^1 + L^2)(B_L(z))} \ll_t \left(1 + \frac{L}{|\log \varepsilon|^\ell}\right)^2.
$$

(6.1)

Remark 6.2. If we further assume $\|\dot{u}_\varepsilon\|_{L^1} \ll_t 1$ for all $t$, then the proof shows that the convergence $\frac{1}{N_\varepsilon} j_\varepsilon - v_\varepsilon \to 0$ actually holds in $L^\infty_{\text{loc}}([0,T); L^p_{\text{uloc}}(\mathbb{R}^2)^2)$ for all $p < 2$. In the parabolic case without applied current ($F \equiv 0$, $f \equiv 0$), a maximum principle type argument gives that $\|\dot{u}_\varepsilon\|_{L^\infty} \leq 1$ implies $\|\dot{u}_\varepsilon\|_{L^\infty} \leq 1$ for all $t > 0$ (cf. e.g. [27, Proposition 4.4]). However, the same argument fails in the presence of an applied current. Moreover, such a uniform $L^\infty$-bound on $u_\varepsilon$ is expected to fail in the conservative case due to the time reversibility of the equation in that case, and similarly it is expected to fail as well in the parabolic mixed-flow case. We therefore systematically avoid the use of such $L^\infty$-estimates.

Proof of Proposition 6.1. We choose $R \gg \frac{|\log \varepsilon|}{N_\varepsilon}$ with $R^{\theta_0} \lesssim |\log \varepsilon|$ for some $\theta_0 > 0$. Given the assumption $\mathcal{D}_{\varepsilon,R}^{\theta_0} \ll N_\varepsilon^2$ on the initial data, for all $\varepsilon > 0$ we define $T_\varepsilon > 0$ as the maximum time $\leq T$ such that $\mathcal{D}_{\varepsilon,R}^{t} \leq N_\varepsilon^2$ holds for all $t \leq T_\varepsilon$. By Lemma 4.1 and Proposition 5.2, we deduce $\dot{\mathcal{D}}_{\varepsilon,R}^{t} \ll N_\varepsilon^2$ and for all $t \leq T_\varepsilon$,

$$
\mathcal{E}_{\varepsilon,R}^{t} \lesssim_t N_\varepsilon |\log \varepsilon|, \quad \dot{\mathcal{E}}_{\varepsilon,R}^{t} \lesssim_t N_\varepsilon |\log \varepsilon|, \quad \dot{\mathcal{D}}_{\varepsilon,R}^{t} \lesssim_t N_\varepsilon^2, \quad \mathcal{D}_{\varepsilon,R}^{t} \leq \mathcal{D}_{\varepsilon,R}^{t} + o_t(N_\varepsilon^2).
$$

(6.2)

The strategy of the proof consists in showing that for all $t \leq T_\varepsilon$,

$$
\dot{\mathcal{D}}_{\varepsilon,R}^{t} \lesssim_t o(N_\varepsilon^2) + \int_0^t \dot{\mathcal{D}}_{\varepsilon,R}.\quad (6.3)
$$

By the Grönwall inequality, this implies $\dot{\mathcal{D}}_{\varepsilon,R}^{t} \ll_t N_\varepsilon^2$, hence $\mathcal{D}_{\varepsilon,R}^{t} \ll_t N_\varepsilon^2$ for all $t \leq T_\varepsilon$. This gives in particular $T_\varepsilon = T$ for all $\varepsilon > 0$ small enough and the main conclusion follows.

To simplify notation, we focus on (6.3) with the left-hand side $\dot{\mathcal{D}}_{\varepsilon,R}^{t}$ centered at $z = 0$, but the result of course holds uniformly with respect to the translation. We start with the
general mixed-flow case in the regime \( \log |\log \varepsilon| \ll N_\varepsilon \ll |\log \varepsilon| \). The proof of (6.3) in that case is split into three steps, while the additional statements are deduced in Step 4. Finally, Step 5 describes the modifications needed in the parabolic case for \( 1 \ll N_\varepsilon \ll |\log \varepsilon| \).

Let us first introduce some notation. In the regime \( \log |\log \varepsilon| \ll N_\varepsilon \ll |\log \varepsilon| \), for all \( t \leq T_\varepsilon \), as we are in the framework of Proposition 5.2 with \( u^t_\varepsilon, v^t_\varepsilon \), we let \( B^t_\varepsilon := B_\varepsilon^t, R \) denote the constructed collection of disjoint closed balls \( B^t_\varepsilon(u^t_\varepsilon, v^t_\varepsilon) \) with total radius \( r_\varepsilon := |\log \varepsilon|^{-1} e^{-\sqrt{N_\varepsilon}} \), hence \( e^{-o(N_\varepsilon)} \leq r_\varepsilon \ll \frac{N_\varepsilon}{|\log \varepsilon|} \). Let then \( \tilde{\Gamma}^t_\varepsilon \) denote the corresponding approximation of \( \Gamma^t_\varepsilon \) given by Lemma 5.3. We decompose \( \Gamma_\varepsilon := \alpha \Gamma_{\varepsilon,0} - \beta \Gamma^t_\varepsilon,0 \) with

\[
\Gamma_{\varepsilon,0} := \lambda_\varepsilon^{-1} \left( \nabla \hat{h} - \hat{F} \right) - \frac{2N_\varepsilon}{|\log \varepsilon|} v_\varepsilon.
\]

**Step 1.** Time derivative of the modulated energy excess. 
Lemma 4.4 yields the following decomposition,

\[
\partial_t \tilde{\mathcal{D}}_\varepsilon,R = I^S_\varepsilon,R + I^V_\varepsilon,R + I^E_\varepsilon,R + I^D_\varepsilon,R + I^H_\varepsilon,R + I^d_\varepsilon,R + I^s_\varepsilon,R + I^r_\varepsilon,R.
\]

where the eight first terms are as in the statement of Lemma 4.4, and where the error \( I^r_\varepsilon,R \) is estimated as follows (cf. (4.16)) in the considered regimes,

\[
\int_0^t |I^r_\varepsilon,R| \lesssim \varepsilon R(N_\varepsilon |\log \varepsilon|)^{1/2} |\log \varepsilon|^2 = o(N_\varepsilon^2).
\]

**Step 2.** Bound on the error terms. 
In this step, we consider the regime \( \log |\log \varepsilon| \ll N_\varepsilon \ll |\log \varepsilon| \), we study the three error terms \( I^S_\varepsilon,R, I^V_\varepsilon,R, \) and \( I^E_\varepsilon,R, \) and we prove for all \( t \leq T_\varepsilon \),

\[
\int_0^t (I^S_\varepsilon,R + I^V_\varepsilon,R + I^E_\varepsilon,R) \lesssim o(N_\varepsilon^2) + o \left( \frac{N_\varepsilon}{|\log \varepsilon|} \right) \int_0^t \int_{\mathbb{R}^2} \chi_\varepsilon R |\partial_t u_\varepsilon - iu_\varepsilon N_\varepsilon \Pi_\varepsilon|^2.
\]

We start with the bound on \( I^E_\varepsilon,R \). Using (6.2), Lemma 5.5, and the boundedness properties of \( \Pi_\varepsilon \) (cf. Proposition 3.2), the quantity \( \tilde{E}^{*,t}_{\varepsilon,R} \) defined in Lemma 5.4 is estimated as follows in the considered regimes, for all \( \theta > 0 \),

\[
\tilde{E}^{*,t}_{\varepsilon,R} \lesssim \sup_z \int_0^t \tilde{E}^{*,t}_{\varepsilon,R} + \sup_z \int_0^t \int_{\mathbb{R}^2} \tilde{\chi}_\varepsilon R (|\partial_t u_\varepsilon|^2 + N_\varepsilon^2 |\Pi_\varepsilon|^2 + N_\varepsilon^2 |1 - |u_\varepsilon|^2||\Pi_\varepsilon|^2)
\]

\[
\lesssim_{t,\theta} R^\theta N_\varepsilon |\log \varepsilon|^3 + \lambda_\varepsilon^{-1} N_\varepsilon^2 \lesssim R^\theta |\log \varepsilon|^4,
\]

hence, for \( \theta > 0 \) small enough, \( \tilde{E}^{*,t}_{\varepsilon,R} \lesssim \varepsilon |\log \varepsilon|^5 \). Using \( |\nabla \chi_\varepsilon| \lesssim R^{-1} \chi_\varepsilon^{1/2} \), Lemma 5.4 then yields

\[
\left| \int_0^t \int_{\mathbb{R}^2} a \tilde{V}_\varepsilon \cdot \nabla \tilde{\chi}_\varepsilon \right| \lesssim \varepsilon^{-1} |\log \varepsilon|^{-1}
\]

\[
+ R^{-1} |\log \varepsilon|^{-1} \left( \int_0^t \int_{\mathbb{R}^2} \chi_\varepsilon R |\partial_t u_\varepsilon - iu_\varepsilon N_\varepsilon \Pi_\varepsilon|^2 + \int_0^t \int_{B_\varepsilon^t, R} |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon \Pi_\varepsilon|^2 \right),
\]

\[
+ R^{-1} |\log \varepsilon|^{-1} \left( \int_0^t \int_{\mathbb{R}^2} \chi_\varepsilon R |\partial_t u_\varepsilon - iu_\varepsilon N_\varepsilon \Pi_\varepsilon|^2 + \int_0^t \int_{B_\varepsilon^t, R} |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon \Pi_\varepsilon|^2 \right),
\]
and hence,
\[
\left| \int_0^t I_{\varepsilon,R}^g \right| \lesssim t + R^{-1} \int_0^t \int_{\mathbb{R}^2} \chi_R |\partial t u_\varepsilon - i u_\varepsilon N_\varepsilon p_\varepsilon|^2 \\
+ R^{-1} \int_0^t \int_{B_{2R}} \left( |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a}{2|\varepsilon|^2} (1 - |u_\varepsilon|^2)^2 + |1 - |u_\varepsilon||^2 (N_\varepsilon^2 |v_\varepsilon|^2 + |f|) \right).
\]

Using (6.2), (2.1), and the integrability properties of $v_\varepsilon$ (cf. Proposition 3.2), with the choice $R \gg \frac{|\log \varepsilon|}{N_\varepsilon}$, we conclude
\[
\left| \int_0^t I_{\varepsilon,R}^g \right| \lesssim t + R^{-1} N_\varepsilon |\log \varepsilon| + R^{-1} \int_0^t \int_{\mathbb{R}^2} \chi_R |\partial t u_\varepsilon - i u_\varepsilon N_\varepsilon p_\varepsilon|^2 \\
\lesssim o(N_\varepsilon^2) + o \left( \frac{N_\varepsilon}{|\log \varepsilon|} \right) \int_0^t \int_{\mathbb{R}^2} \chi_R |\partial t u_\varepsilon - i u_\varepsilon N_\varepsilon p_\varepsilon|^2. \quad (6.6)
\]

We turn to the bound on $I_{\varepsilon,R}^g$. Using (2.1) and the pointwise estimates of Lemma 4.2,
\[
|I_{\varepsilon,R}^g| \lesssim \|\Gamma_{\varepsilon} - \bar{\Gamma}_{\varepsilon}\|_{L^\infty} \left( N_\varepsilon \int_{B_{2R}} (|\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon| + N_\varepsilon |1 - |u_\varepsilon||^2) |\nabla v_\varepsilon| \\
+ N_\varepsilon \int_{B_{2R}} |1 - |u_\varepsilon||^2 |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon| \\
+ \lambda_\varepsilon \int_{\mathbb{R}^2} \chi_R \left( |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a}{|\varepsilon|^2} (1 - |u_\varepsilon|^2)^2 \right) \\
+ \lambda_\varepsilon |\log \varepsilon| \int_{\mathbb{R}^2} \chi_R |\partial t u_\varepsilon - i u_\varepsilon N_\varepsilon p_\varepsilon||\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon| \\
+ (N_\varepsilon + \lambda_\varepsilon |\log \varepsilon|) \int_{\mathbb{R}^2} \chi_R (|\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 + N_\varepsilon^2 |1 - |u_\varepsilon||^2 |v_\varepsilon|^2) \\
+ N_\varepsilon^2 \int_{\mathbb{R}^2} \chi_R |v_\varepsilon|^2 (N_\varepsilon |v_\varepsilon| + |\log \varepsilon||F|) \\
+ \lambda_\varepsilon N_\varepsilon |\log \varepsilon| \beta \int_{\mathbb{R}^2} \chi_R |\partial t u_\varepsilon - i u_\varepsilon N_\varepsilon p_\varepsilon||v_\varepsilon| + |1 - |u_\varepsilon||^2 |) \right).
\]

By (6.2), by Lemma 5.3 in the form $\|\Gamma_{\varepsilon} - \bar{\Gamma}_{\varepsilon}\|_{L^\infty} \lesssim |\log \varepsilon|^{-4} e^{-\sqrt{N_\varepsilon}}$, and by the integrability properties of $v_\varepsilon$ (cf. Proposition 3.2), we deduce in the considered regimes, for all $\theta > 0$,
\[
|I_{\varepsilon,R}^g| \lesssim_t e^{-\sqrt{N_\varepsilon}} \frac{|\log \varepsilon|^4}{|\log \varepsilon|^4} R^\theta \int_{\mathbb{R}^2} \chi_R |\partial t u_\varepsilon - i u_\varepsilon N_\varepsilon p_\varepsilon|^2 \left( 1 + \int_{\mathbb{R}^2} \chi_R |\partial t u_\varepsilon - i u_\varepsilon N_\varepsilon p_\varepsilon|^2 \right)^{1/2}, \quad (6.7)
\]
and hence, for $\theta > 0$ small enough,
\[
|I_{\varepsilon,R}^g| \lesssim_t o(N_\varepsilon^2) + o \left( \frac{N_\varepsilon}{|\log \varepsilon|} \right) \int_{\mathbb{R}^2} \chi_R |\partial t u_\varepsilon - i u_\varepsilon N_\varepsilon p_\varepsilon|^2. \quad (6.8)
\]
Regarding the last term $I_{\varepsilon,R}^g$, the definition of the pressure $p_\varepsilon$ in (3.2) simply yields $I_{\varepsilon,R}^g = 0$, and the conclusion (6.5) follows.
Step 3. Bound on the dominant terms.
In this step, we consider the regime \( \log |\log \varepsilon| \ll N_\varepsilon \lesssim |\log \varepsilon| \) and we turn to the estimation of the five first terms in (6.4), showing more precisely that for all \( t \leq T_\varepsilon \),

\[
\mathcal{D}_{\varepsilon,R}^t \lesssim t \ o(N_\varepsilon^2) + \int_0^t \mathcal{D}_{\varepsilon,R}.
\]

(6.9)

As this holds uniformly with respect to translations of the cut-off functions, the conclusion (6.3) follows.

We start with the bound on the first term \( I_{\varepsilon,R}^S \). Since for all \( t \) the field \( \Gamma_\varepsilon^t \) is constant in each ball of the collection \( \mathcal{B}_\varepsilon \) and satisfies \( \|\nabla \Gamma_\varepsilon^t\|_{L^\infty} \lesssim \|\nabla \Gamma_\varepsilon^0\|_{L^\infty} \), we find

\[
|I_{\varepsilon,R}^S| \lesssim \int_{\mathbb{R}^2 \setminus B_\varepsilon} \chi_R |\hat{S}_\varepsilon| \lesssim \int_{\mathbb{R}^2 \setminus B_\varepsilon} a \chi_R \left( |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a}{2\varepsilon^2}(1 - |u_\varepsilon|^2)^2 \right)
\]

\[
+ \int \chi_R |1 - |u_\varepsilon|^2|(N_\varepsilon^2 |v_\varepsilon|^2 + |f|).
\]

Since \( B_\varepsilon \) has total radius \( r_\varepsilon := |\log \varepsilon|^{-4} e^{-\sqrt{N_\varepsilon}} \), and since the choice \( N_\varepsilon \gg \log |\log \varepsilon| \) ensures \( r_\varepsilon \geq e^{-o(N_\varepsilon)} \), we may apply Proposition 5.2(v), which shows that the first integral in the above right-hand side is bounded by \( D_{\varepsilon,R} + o(N_\varepsilon^2) \). Further using (6.2), (2.1), and the integrability properties of \( v_\varepsilon \) (cf. Proposition 3.2), we obtain in the considered regimes,

\[
|I_{\varepsilon,R}^S| \lesssim D_{\varepsilon,R} + o(N_\varepsilon^2) + \varepsilon(N_\varepsilon |\log |\log \varepsilon|)|^{1/2}(N_\varepsilon^2 + R\Lambda_\varepsilon^2 |\log |\log \varepsilon|)^2 \lesssim \mathcal{D}_{\varepsilon,R} + o(N_\varepsilon^2).
\]

(6.10)

We turn to \( I_{\varepsilon,R}^H \). Since \( \|\nabla \varepsilon \varepsilon \|_{L^\infty} \lesssim t 1 \), Lemma 5.6 yields

\[
\int_0^t I_{\varepsilon,R}^H = O_t(N_\varepsilon)
\]

\[
+ \int_0^t \int_{\mathbb{R}^2} \frac{a \chi_R}{2} \Gamma_\varepsilon^t \cdot \nabla h \left( |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a}{2\varepsilon^2}(1 - |u_\varepsilon|^2)^2 - |\log \varepsilon| |\mu_\varepsilon| \right),
\]

and hence, by Proposition 5.2(iv) and by (6.2),

\[
\int_0^t I_{\varepsilon,R}^H \lesssim t o(N_\varepsilon^2) + \int_0^t \mathcal{D}_{\varepsilon,R} \lesssim t o(N_\varepsilon^2) + \int_0^t \mathcal{D}_{\varepsilon,R}.
\]

(6.11)

The term \( I_{\varepsilon,R}^D \) is simply estimated by

\[
I_{\varepsilon,R}^D \leq -\lambda_\varepsilon \alpha \frac{1}{2} \int_{\mathbb{R}^2} a \chi_R |\partial_t u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 + \lambda_\varepsilon \alpha \frac{1}{2} \int_{\mathbb{R}^2} a \chi_R |(\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon) \cdot \Gamma_\varepsilon^t|^2.
\]

(6.12)

We finally turn to \( I_{\varepsilon,R}^V \). Using \( \alpha^2 + \beta^2 = 1 \), we have by definition

\[
\Gamma_\varepsilon,0 - \beta \Gamma_\varepsilon^t = \Gamma_\varepsilon,0 - \beta(\alpha \Gamma_\varepsilon^0 \varepsilon + \beta \Gamma_\varepsilon,0) = \alpha \Gamma_\varepsilon,0 - \alpha \beta \Gamma_\varepsilon,0 = \alpha \Gamma_\varepsilon,
\]

so that \( I_{\varepsilon,R}^V \) takes on the following guise,

\[
I_{\varepsilon,R}^V = \lambda_\varepsilon |\log \varepsilon| \int_{\mathbb{R}^2} \frac{a \chi_R}{2} \hat{V}_\varepsilon \cdot (\Gamma_\varepsilon,0 - \beta \Gamma_\varepsilon^t) = \lambda_\varepsilon \alpha |\log \varepsilon| \int_{\mathbb{R}^2} \frac{a \chi_R}{2} \hat{V}_\varepsilon \cdot \Gamma_\varepsilon.
\]

(6.13)

As shown in Step 2, the quantity \( \tilde{\mathcal{E}}_{\varepsilon,R}^t \) defined in Lemma 5.4 satisfies \( \tilde{\mathcal{E}}_{\varepsilon,R}^t \lesssim t |\log |\log \varepsilon||^5 \). In the regime \( \log |\log \varepsilon| \ll N_\varepsilon \lesssim |\log \varepsilon| \), choosing e.g. \( M_\varepsilon := \exp((N_\varepsilon |\log |\log \varepsilon|)^{1/2}) \), Lemma 5.4
yields for any $\Lambda \simeq 1$,
\[
\left| \int_0^t I^\gamma_{\varepsilon,R} \right| \leq o(t) + \lambda_\varepsilon \alpha \left(1 + \frac{C_\varepsilon (N_\varepsilon \log |\log \varepsilon|)^{1/2}}{|\log \varepsilon|} \right) \\
\times \left( \frac{1}{\Lambda} \int_0^t \int_{\mathbb{R}^2} a\chi_R |\partial_t u_\varepsilon - i u_\varepsilon N_\varepsilon \mathbf{p}_\varepsilon|^2 + \frac{\Lambda}{4} \int_0^t \int_{\mathbb{R}^2} a\chi_R (|\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon| \cdot \Gamma_\varepsilon|^2 \right),
\]
and thus, using the optimal energy bound (6.2), we obtain in the considered regimes,
\[
\left| \int_0^t I^\gamma_{\varepsilon,R} \right| \leq o(t) (N_\varepsilon^2) + \left( \lambda_\varepsilon + o \left( \frac{N_\varepsilon}{|\log \varepsilon|} \right) \right) \frac{\alpha}{\Lambda} \int_0^t \int_{\mathbb{R}^2} a\chi_R |\partial_t u_\varepsilon - i u_\varepsilon N_\varepsilon \mathbf{p}_\varepsilon|^2 \\
+ \frac{\lambda_\varepsilon \alpha \Lambda}{4} \int_0^t \int_{\mathbb{R}^2} a\chi_R (|\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon| \cdot \Gamma_\varepsilon|^2. \quad (6.14)
\]
We distinguish between two cases,

Case 1: \[
\int_0^t \int_{\mathbb{R}^2} a\chi_R |\partial_t u_\varepsilon - i u_\varepsilon N_\varepsilon \mathbf{p}_\varepsilon|^2 \leq 5 \int_0^t \int_{\mathbb{R}^2} a\chi_R (|\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon| \cdot \Gamma_\varepsilon|^2, \quad (6.15)
\]

Case 2: \[
\int_0^t \int_{\mathbb{R}^2} a\chi_R |\partial_t u_\varepsilon - i u_\varepsilon N_\varepsilon \mathbf{p}_\varepsilon|^2 > 5 \int_0^t \int_{\mathbb{R}^2} a\chi_R (|\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon| \cdot \Gamma_\varepsilon|^2. \quad (6.16)
\]

In Case 1, choosing $\Lambda = 2$ in (6.14) yields
\[
\left| \int_0^t I^\gamma_{\varepsilon,R} \right| \leq o(t) (N_\varepsilon^2) + \left( \lambda_\varepsilon + o \left( \frac{N_\varepsilon}{|\log \varepsilon|} \right) \right) \frac{\alpha}{2} \int_0^t \int_{\mathbb{R}^2} a\chi_R |\partial_t u_\varepsilon - i u_\varepsilon N_\varepsilon \mathbf{p}_\varepsilon|^2 \\
+ \frac{\lambda_\varepsilon \alpha}{2} \int_0^t \int_{\mathbb{R}^2} a\chi_R (|\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon| \cdot \Gamma_\varepsilon|^2.
\]

In Case 2, the condition (6.16) can be rewritten as
\[
\frac{1}{4} \int_0^t \int_{\mathbb{R}^2} a\chi_R |\partial_t u_\varepsilon - i u_\varepsilon N_\varepsilon \mathbf{p}_\varepsilon|^2 + \int_0^t \int_{\mathbb{R}^2} a\chi_R (|\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon| \cdot \Gamma_\varepsilon|^2 \\
\leq \left( \frac{1}{4} + \frac{1}{10} \right) \int_0^t \int_{\mathbb{R}^2} a\chi_R |\partial_t u_\varepsilon - i u_\varepsilon N_\varepsilon \mathbf{p}_\varepsilon|^2 + \frac{1}{2} \int_0^t \int_{\mathbb{R}^2} a\chi_R (|\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon| \cdot \Gamma_\varepsilon|^2,
\]

and choosing $\Lambda = 4$ in (6.14) then yields, with $\frac{N_\varepsilon}{|\log \varepsilon|} \lesssim \lambda_\varepsilon$ in the considered regimes,
\[
\left| \int_0^t I^\gamma_{\varepsilon,R} \right| \leq o(t) (N_\varepsilon^2) + \lambda_\varepsilon \alpha \left( \frac{1}{4} + \frac{1}{10} + o(1) \right) \int_0^t \int_{\mathbb{R}^2} a\chi_R |\partial_t u_\varepsilon - i u_\varepsilon N_\varepsilon \mathbf{p}_\varepsilon|^2 \\
+ \frac{1}{2} \int_0^t \int_{\mathbb{R}^2} a\chi_R (|\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon| \cdot \Gamma_\varepsilon|^2 \right).
\]

Further noting that in Case 1 the condition (6.15) together with the energy bound (6.2) yields
\[
o \left( \frac{N_\varepsilon}{|\log \varepsilon|} \right) \int_{\mathbb{R}^2} a\chi_R |\partial_t u_\varepsilon - i u_\varepsilon N_\varepsilon \mathbf{p}_\varepsilon|^2 \leq o \left( \frac{N_\varepsilon}{|\log \varepsilon|} \right) \int_0^t \int_{\mathbb{R}^2} a\chi_R |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 \lesssim t (N_\varepsilon^2,
\]
and combining this with (6.5) and (6.12), we observe an exact recombination of the terms, and obtain in Case 1,
\[
\int_0^t \left( I_{\varepsilon,R}^V + I_{\varepsilon,R}^D + I_{\varepsilon,R}^d + I_{\varepsilon,R}^g + I_{\varepsilon,R}^n + I_{\varepsilon,R}' \right) \\
\leq \frac{\lambda_0 \alpha}{2} \int_0^t \int_{\mathbb{R}^2} a_{\chi R} |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 |\Gamma_\varepsilon|^2 + o_t(N_\varepsilon^2), \tag{6.17}
\]
and in Case 2,
\[
\int_0^t \left( I_{\varepsilon,R}^V + I_{\varepsilon,R}^E + I_{\varepsilon,R}^D + I_{\varepsilon,R}^d + I_{\varepsilon,R}^g + I_{\varepsilon,R}^n + I_{\varepsilon,R}' \right) \\
\leq \frac{\lambda_0 \alpha}{2} \left( \frac{1}{2} - \frac{1}{5} - o(1) \right) \int_0^t \int_{\mathbb{R}^2} a_{\chi R} |\partial_t u_\varepsilon - i u_\varepsilon N_\varepsilon p_{\varepsilon,0}|^2 \\
+ \frac{\lambda_0 \alpha}{2} \int_0^t \int_{\mathbb{R}^2} a_{\chi R} |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 |\Gamma_\varepsilon|^2 + o_t(N_\varepsilon^2),
\]
so that (6.17) holds in both cases for $\varepsilon > 0$ small enough. Using $\alpha^2 + \beta^2 = 1$, we find $\Gamma_\varepsilon \cdot \Gamma_\varepsilon,0 = \alpha |\Gamma_\varepsilon,0|^2 = \alpha |\Gamma_\varepsilon|^2$, so that the term $I_{\varepsilon,R}^E$ takes on the following guise,
\[
I_{\varepsilon,R}^E = -\frac{\lambda_0}{2} |\log \varepsilon| \int_{\mathbb{R}^2} a_{\chi R} \Gamma_\varepsilon, \Gamma_\varepsilon,0 \mu_\varepsilon = -\frac{\lambda_0 \alpha}{2} |\log \varepsilon| \int_{\mathbb{R}^2} a_{\chi R} |\Gamma_\varepsilon|^2 \mu_\varepsilon.
\]
Together with (6.17), this leads to
\[
\int_0^t \left( I_{\varepsilon,R}^V + I_{\varepsilon,R}^E + I_{\varepsilon,R}^D + I_{\varepsilon,R}^d + I_{\varepsilon,R}^g + I_{\varepsilon,R}^n + I_{\varepsilon,R}' \right) \\
\leq \frac{\lambda_0 \alpha}{2} \int_0^t \int_{\mathbb{R}^2} a_{\chi R} (|\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 - |\log \varepsilon \mu_\varepsilon| |\Gamma_\varepsilon|^2 + o_t(N_\varepsilon^2)).
\]
Combining this with (6.4), (6.10), (6.11), and with $\hat{D}^{\pm,0}_{\varepsilon,R} \ll N_\varepsilon^2$, we conclude
\[
\hat{D}^{\pm,0}_{\varepsilon,R} \leq o_t(N_\varepsilon^2) + C_t \int_0^t \hat{D}_{\varepsilon,R} + \frac{\lambda_0 \alpha}{2} \int_0^t \int_{\mathbb{R}^2} a_{\chi R} (|\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 - |\log \varepsilon \mu_\varepsilon| |\Gamma_\varepsilon|^2),
\]
and the result (6.9) now follows from Proposition 5.2(iv).

**Step 4. Consequences.**

In the previous steps, the results $T_\varepsilon = T$ and $\hat{D}^{\pm,0}_{\varepsilon,R} \ll_t N_\varepsilon^2$ for all $t \in [0, T)$ are established in the setting of item (i) of the statement (that is, in the regime $\log |\log \varepsilon| \ll N_\varepsilon \lesssim |\log \varepsilon|$).

We now show that it implies the stated convergence $\frac{1}{\varepsilon} j_\varepsilon - v_\varepsilon \to 0$.

For all $t \in [0, T)$, since there holds $\hat{D}^{\pm,0}_{\varepsilon,R} \ll_t N_\varepsilon^2$, Proposition 5.2(v)–(vi) implies
\[
\sup_z \int_{\mathbb{R}^2 \setminus B_\varepsilon} \chi_{\varepsilon,R}^z |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 \ll_t N_\varepsilon^2,
\]
and for all $1 \leq p < 2$,
\[
\sup_z \int_{B_\varepsilon} \chi_{\varepsilon,R}^z |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^p \ll_t N_\varepsilon^p.
\]
Using the pointwise estimates of Lemma 4.2, we deduce

\[
\sup_z \int_{B(z)} |j_\varepsilon - N_\varepsilon v_\varepsilon| \lesssim_t \sup_z \int_{B(z)} |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon| + \varepsilon|N_\varepsilon| \log \varepsilon
\]

\[
\lesssim_t \sup_z \int_{B_\varepsilon} \chi_{\varepsilon}^2 |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon| + \sup_z \left( \int_{B(z) \setminus B_\varepsilon} |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon|^2 \right)^{1/2} + o(N_\varepsilon) \ll_t N_\varepsilon,
\]

hence \( \frac{1}{N_\varepsilon} j_\varepsilon - v_\varepsilon \to 0 \) in \( L^\infty_{\text{loc}}([0,T];L^1_{\text{loc}}(\mathbb{R}^2)^2) \). More precisely, for all \( L \geq 1 \), we may decompose

\[
\sup_z \|j_\varepsilon - N_\varepsilon v_\varepsilon\|_{(L^1 + L^2)(B_L(z))}
\]

\[
\lesssim_t \sup_z \|\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon\|_{L^1(B_\varepsilon \cap B_L(z))} + \sup_z \|\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon\|_{L^2(B_L(z))}
\]

\[
+ N_\varepsilon \sup_z \|1 - |u_\varepsilon|^2\|_{L^2(B_L(z))} + \sup_z \|1 - |u_\varepsilon|^2\|_{L^2(B_L(z))} \|\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon\|_{L^2(B_L(z))},
\]

hence

\[
\sup_z \|j_\varepsilon - N_\varepsilon v_\varepsilon\|_{(L^1 + L^2)(B_L(z))}
\]

\[
\lesssim o(N_\varepsilon) (1 + \frac{L}{\varepsilon})^2 + \varepsilon N_\varepsilon (N_\varepsilon |\log \varepsilon|)^{1/2} (1 + \frac{L}{\varepsilon}) + \varepsilon N_\varepsilon |\log \varepsilon| (1 + \frac{L}{\varepsilon})^2,
\]

and the result (6.1) follows. As mentioned in Remark 6.2, under the additional assumption that \( \|u_\varepsilon\|_{L^\infty} \lesssim 1 \), the convergence \( \frac{1}{N_\varepsilon} j_\varepsilon - v_\varepsilon \to 0 \) also holds in \( L^\infty_{\text{loc}}([0,T];L^p_{\text{loc}}(\mathbb{R}^2)^2) \) for all \( 1 \leq p < 2 \); this follows from a similar argument as above, replacing the pointwise estimate of Lemma 4.2 for \( j_\varepsilon - N_\varepsilon v_\varepsilon \) by

\[
|j_\varepsilon - N_\varepsilon v_\varepsilon| \leq \|u_\varepsilon\|_{L^\infty} |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon| + N_\varepsilon |1 - |u_\varepsilon|^2| |v_\varepsilon|.
\]

**Step 5.** Refinement in the parabolic case.

In this step, we consider the parabolic case \( (\alpha = 1, \beta = 0) \) both in the regime (GL1) and in the regime (GL\( \varepsilon' \)) with \( \lambda_\varepsilon \leq \frac{\varepsilon^{\alpha} N_\varepsilon}{|\log \varepsilon|} \), and we show that the additional assumption \( N_\varepsilon \gg \log |\log \varepsilon| \) can then be dropped. In Steps 1–4 above, the main limitation comes from the fact that we need to use balls \( B_\varepsilon \) with a particularly small total radius \( r_\varepsilon \) in order to obtain smallness of the error term \( I_{\varepsilon,\Psi,R}^p \) in (6.7), while on the other hand the term \( I_{\varepsilon,\Psi,R}^S \) corresponds to the energy outside the small balls \( B_\varepsilon \) so that we need to choose \( r_\varepsilon \geq e^{-o(N_\varepsilon)} \) in order to apply Proposition 5.2(v). As we now show, the worst terms in \( I_{\varepsilon,\Psi,R}^p \) vanish in the parabolic case, and the total radius \( r_\varepsilon \) may then be chosen much larger.

We focus on the strongly dilute regime \( 1 \ll N_\varepsilon \lesssim |\log \varepsilon| \). Choose \( \varepsilon^{1/2} \ll r_\varepsilon \ll \frac{N_\varepsilon}{|\log \varepsilon|} \) and let \( \tilde{r}_\varepsilon := (\lambda_\varepsilon |\log \varepsilon|)^{-2} \geq e^{-o(N_\varepsilon)} \). For all \( t \leq T_\varepsilon \), as we are in the framework of Proposition 5.2 with \( u_\varepsilon^t, v_\varepsilon^t \), we let \( \tilde{B}_\varepsilon^t := \tilde{B}_\varepsilon^t \) denote the corresponding collection of disjoint closed balls \( \tilde{B}_\varepsilon^t \) (\( u_\varepsilon^t, v_\varepsilon^t \)). Let then \( \tilde{\Gamma}_\varepsilon^t \) denote the associated approximation of \( \Gamma_\varepsilon^t \) given by Lemma 5.3. As in Step 1, Lemma 4.4 yields the following decomposition, with the approximate vector field \( \tilde{\Gamma}_\varepsilon^t \) replaced by \( \Gamma_\varepsilon^t \),

\[
\partial_t \tilde{\Gamma}_\varepsilon^t, R = I_{\varepsilon,\Psi,R}^S + I_{\varepsilon,\Psi,R}^T + I_{\varepsilon,\Psi,R}^E + I_{\varepsilon,\Psi,R}^F + I_{\varepsilon,\Psi,R}^D + I_{\varepsilon,\Psi,R}^H + I_{\varepsilon,\Psi,R}^I + I_{\varepsilon,\Psi,R}^J + I_{\varepsilon,\Psi,R}^K + I_{\varepsilon,\Psi,R}^L + I_{\varepsilon,\Psi,R}^M.
\]
where all the terms are estimated just as above, except \( I_{\epsilon,R}^S \), \( I_{\epsilon,R}^V \), and \( I_{\epsilon,R}^g \). We start with the discussion of \( I_{\epsilon,R}^g \). For \( \alpha = 1, \beta = 0 \), this term takes on the following simpler form,

\[
I_{\epsilon,R}^g = \int_{\mathbb{R}^2} a\chi_{R} N_{\epsilon}(N_{\epsilon} v_{\epsilon} - j_{\epsilon}) \cdot (\Gamma_{\epsilon} - \tilde{\Gamma}_{\epsilon}) \text{curl} v_{\epsilon}
\]

\[
+ \int_{\mathbb{R}^2} \lambda_{\epsilon} a\chi_{R} (\Gamma_{\epsilon} - \tilde{\Gamma}_{\epsilon})^\perp \cdot \langle \partial_t u_{\epsilon} - iu_{\epsilon} N_{\epsilon} p_{\epsilon}, \nabla u_{\epsilon} - iu_{\epsilon} N_{\epsilon} v_{\epsilon} \rangle
\]

\[
+ \int_{\mathbb{R}^2} \frac{a\chi_{R}}{2}(\tilde{\Gamma}_{\epsilon} - \Gamma_{\epsilon})^\perp \cdot \nabla h \left( |\nabla u_{\epsilon} - iu_{\epsilon} N_{\epsilon} v_{\epsilon}|^2 + \frac{a}{\epsilon^2} (1 - |u_{\epsilon}|^2)^2 \right)
\]

\[
+ \int_{\mathbb{R}^2} a\chi_{R} (\Gamma_{\epsilon} - \tilde{\Gamma}_{\epsilon}) \cdot (N_{\epsilon} v_{\epsilon} + \frac{1}{2} |\log \epsilon| F^\perp) \mu_{\epsilon}.
\]

(6.18)

We estimate each of the four right-hand side terms separately. We start with the first term. Using the pointwise estimates of Lemma 4.2 and the integrability properties of \( v_{\epsilon} \) (cf. Proposition 3.2), we find

\[
\int_{\mathbb{R}^2} a\chi_{R} N_{\epsilon}(N_{\epsilon} v_{\epsilon} - j_{\epsilon}) \cdot (\Gamma_{\epsilon} - \tilde{\Gamma}_{\epsilon}) \text{curl} v_{\epsilon}
\]

\[
\lesssim N_{\epsilon} \|\Gamma_{\epsilon} - \tilde{\Gamma}_{\epsilon}\|_{L^\infty} \left( \int_{\mathbb{R}^2} \chi_{R} |\nabla u_{\epsilon} - iu_{\epsilon} N_{\epsilon} v_{\epsilon}| + \left( \int_{\mathbb{R}^2} \chi_{R} |\nabla u_{\epsilon} - iu_{\epsilon} N_{\epsilon} v_{\epsilon}|^2 \right)^{1/2} \right)
\]

\[
+ N_{\epsilon} \|\Gamma_{\epsilon} - \tilde{\Gamma}_{\epsilon}\|_{L^\infty} \left( \int_{\mathbb{R}^2} \chi_{R} |1 - |u_{\epsilon}|^2| |\nabla u_{\epsilon} - iu_{\epsilon} N_{\epsilon} v_{\epsilon}| + N_{\epsilon} \int_{\mathbb{R}^2} \chi_{R} |1 - |u_{\epsilon}|^2| |\text{curl} v_{\epsilon}| \right),
\]

and hence, using (6.2) and Proposition 5.2(v)-(vi) with \( p = 1 \) to estimate the first two integrals in the right-hand-side, and using Lemma 5.3 in the form \( \|\Gamma_{\epsilon}^1 - \tilde{\Gamma}_{\epsilon}^1\|_{L^\infty} \lesssim \tilde{r}_{\epsilon} \lesssim 1 \),

\[
\int_{\mathbb{R}^2} a\chi_{R} N_{\epsilon}(N_{\epsilon} v_{\epsilon} - j_{\epsilon}) \cdot (\Gamma_{\epsilon} - \tilde{\Gamma}_{\epsilon}) \text{curl} v_{\epsilon} \lesssim N_{\epsilon}^2 \|\Gamma_{\epsilon} - \tilde{\Gamma}_{\epsilon}\|_{L^\infty} \lesssim \tilde{r}_{\epsilon} N_{\epsilon}^2.
\]

For the second right-hand side term in (6.18), using (6.2) and again Lemma 5.3, with \( \tilde{r}_{\epsilon} \lambda_{\epsilon} \ll \frac{N_{\epsilon}}{|\log \epsilon|} \), we obtain

\[
\int_{\mathbb{R}^2} \lambda_{\epsilon} a\chi_{R} (\Gamma_{\epsilon} - \tilde{\Gamma}_{\epsilon})^\perp \cdot \langle \partial_t u_{\epsilon} - iu_{\epsilon} N_{\epsilon} p_{\epsilon}, \nabla u_{\epsilon} - iu_{\epsilon} N_{\epsilon} v_{\epsilon} \rangle
\]

\[
\lesssim \lambda_{\epsilon} (N_{\epsilon} |\log \epsilon|)^{1/2} \|\Gamma_{\epsilon} - \tilde{\Gamma}_{\epsilon}\|_{L^\infty} \left( \int_{\mathbb{R}^2} \chi_{R} |\partial_t u_{\epsilon} - iu_{\epsilon} N_{\epsilon} p_{\epsilon}|^2 \right)^{1/2}
\]

\[
\lesssim o(N_{\epsilon}^2) + o \left( \frac{N_{\epsilon}}{|\log \epsilon|} \right) \int_{\mathbb{R}^2} \chi_{R} |\partial_t u_{\epsilon} - iu_{\epsilon} N_{\epsilon} p_{\epsilon}|^2.
\]

For the third right-hand side term in (6.18), using (6.2), (2.1), and Lemma 5.3 in the form \( \| (\tilde{\Gamma}_{\epsilon} - \Gamma_{\epsilon})^\perp \cdot \nabla h \|_{L^\infty} \lesssim \tilde{r}_{\epsilon} \lambda_{\epsilon} \ll \frac{N_{\epsilon}}{|\log \epsilon|} \), we find

\[
\int_{\mathbb{R}^2} \frac{a\chi_{R}}{2}(\tilde{\Gamma}_{\epsilon} - \Gamma_{\epsilon})^\perp \cdot \nabla h \left( |\nabla u_{\epsilon} - iu_{\epsilon} N_{\epsilon} v_{\epsilon}|^2 + \frac{a}{\epsilon^2} (1 - |u_{\epsilon}|^2)^2 \right) \ll \tilde{N}_{\epsilon}^2.
\]

It remains to estimate the fourth term in (6.18). Using (6.2), Proposition 5.2(iii) in the form (5.13) with \( \gamma = \frac{1}{2} \), the regularity properties of \( v_{\epsilon} \) (cf. Proposition 3.2), (2.1) in the form \( \|F\|_{C^{1/2}} \lesssim \lambda_{\epsilon} \), and Lemma 5.3 in the form \( \|\tilde{\Gamma}_{\epsilon} - \Gamma_{\epsilon}\|_{C^{1/2}} \lesssim \tilde{r}_{\epsilon}^{1/2} = (\lambda_{\epsilon} |\log \epsilon|)^{-1} \), we
obtain
\[
\int_{\mathbb{R}^2} a\chi_R(\tilde{\Gamma}_\varepsilon - \Gamma_\varepsilon) \cdot (N_\varepsilon v_\varepsilon + \frac{1}{2} |\log \varepsilon| F^\perp)\mu_\varepsilon \\
\lesssim N_\varepsilon \|a\chi_R(\tilde{\Gamma}_\varepsilon - \Gamma_\varepsilon) \cdot (N_\varepsilon v_\varepsilon + \frac{1}{2} |\log \varepsilon| F^\perp)\|_{C^{1/2}} \\
\lesssim N_\varepsilon (N_\varepsilon + \lambda_\varepsilon |\log \varepsilon|) \|\tilde{\Gamma}_\varepsilon - \Gamma_\varepsilon\|_{C^{1/2}} \ll _t N_\varepsilon^2.
\]
Inserting these various estimates into (6.18) leads to
\[
I^S_{\varepsilon,R} \lesssim o(N_\varepsilon^2) + o\left(\frac{N_\varepsilon}{|\log \varepsilon|}\right) \int_{\mathbb{R}^2} \chi_R |\partial_t u_\varepsilon - iu_\varepsilon N_\varepsilon p_\varepsilon|^2,
\]
proving that (6.8) again holds in the present setting. We turn to the discussion of $I^S_{\varepsilon,R}$. Since the total radius satisfies $\tilde{r}_\varepsilon \geq e^{-o(N_\varepsilon)}$, we may apply Proposition 5.2(v), so that the same argument as in Step 3 leads to the estimate (6.10) for $I^S_{\varepsilon,R}$. It remains to discuss the bound on the term $I^V_{\varepsilon,R}$. In the regime $1 \ll N_\varepsilon \ll |\log \varepsilon|$, the assumption on $\lambda_\varepsilon$ leads to $\lambda_\varepsilon \lesssim 1_{\varepsilon \log |\log \varepsilon|} \ll \frac{N_\varepsilon}{\lambda_\varepsilon \log |\log \varepsilon|}$, that is, $\frac{N_\varepsilon}{\lambda_\varepsilon \log |\log \varepsilon|} \gg 1$. Writing $I^V_{\varepsilon,R}$ as in (6.13), we may thus apply Lemma 5.4 with the choice
\[
M_\varepsilon := \exp \left(\frac{N_\varepsilon}{\lambda_\varepsilon |\log |\log \varepsilon||} \right)^{1/2} |\log |\log \varepsilon||,
\]
and hence, for any $\Lambda \simeq 1$, noting that $\lambda_\varepsilon \frac{\log M_\varepsilon}{|\log \varepsilon|} = \frac{1}{|\log \varepsilon|} (N_\varepsilon \lambda_\varepsilon |\log \varepsilon|)^{1/2} = o(1)$,
\[
\left| \int_0^t I^V_{\varepsilon,R} \right| = \lambda_\varepsilon |\log \varepsilon| \left| \int_0^t \int_{\mathbb{R}^2} \frac{a\chi_R}{2} \tilde{V}_\varepsilon \cdot \tilde{\Gamma}_\varepsilon \right| \\
\leq o(1) + \left(\lambda_\varepsilon + o\left(\frac{N_\varepsilon}{|\log \varepsilon|}\right)\right) \left(\frac{1}{\Lambda} \int_0^t \int_{\mathbb{R}^2} a\chi_R |\partial_t u_\varepsilon - iu_\varepsilon N_\varepsilon p_\varepsilon|^2 \\
+ \frac{\Lambda}{4} \int_0^t \int_{\mathbb{R}^2} a\chi_R |(\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon) \cdot \Gamma_\varepsilon|^2\right).
\]
Further using the energy bound (6.2), the estimate (6.14) follows. With these ingredients at hand, we may now repeat the argument in Steps 2–3 and conclude with (6.3). Finally, the convergence $\frac{1}{N_\varepsilon} j_\varepsilon - v_\varepsilon \to 0$ follows as in Step 4, with $\mathcal{B}_\varepsilon$ replaced by $\widehat{\mathcal{B}}_\varepsilon$. \(\square\)

7. Mean-field limit in the nondilute parabolic case

In this section we prove Theorem 2, that is, the mean-field limit result in the dissipative case ($\alpha > 0$) in the nondilute regime (GL3). More precisely, we make use of the modulated energy strategy and show that the rescaled supercurrent density $\frac{1}{N_\varepsilon} j_\varepsilon$ remains close to the solution $v_\varepsilon$ of equation (3.3). Combining this with the convergence results of Section 3.2, the result of Theorem 2 follows. Note that in this nondilute regime the proof of Proposition 6.1 indicates that we expect to find
\[
\hat{D}_{\varepsilon,R}^t \leq o(t) (N_\varepsilon^2) + C_t (1 + \alpha\lambda_\varepsilon) \int_0^t \hat{D}_{\varepsilon,R}^t.
\]
As $\lambda_\varepsilon \gg 1$, the Grönwall inequality does of course not allow us to conclude $\hat{D}_{\varepsilon,R}^t \ll_t N_\varepsilon^2$ for any $t > 0$. (In contrast, in the conservative case $\alpha = 0$, the prefactor $\lambda_\varepsilon$ would disappear in (7.1), cf. Section 8.) In the sequel, the strategy consists in refining the magnitude of the
error $o(N_\varepsilon^2)$ in (7.1) as much as possible, showing that it can be reduced to $O(N_\varepsilon^{2-\delta})$ for some $\delta > 0$. For $\lambda_\varepsilon = \frac{N_\varepsilon}{|\log\varepsilon|} \gg 1$, the Grönwall inequality then still leads to $D^*_\varepsilon, R \ll t N_\varepsilon$ for all $t \geq 0$ in the regime $|\log\varepsilon| N_\varepsilon \ll |\log\varepsilon| |\log\varepsilon| |\log\varepsilon|$. Since in [40] the well-posedness of the degenerate mean-field equation (3.3) could only be established in the parabolic case, we have to restrict to that case.

7.1. Preliminary: vortex analysis. We adapt the crucial vortex analysis of Section 5 to the present situation with a large number of vortices $N_\varepsilon \gg |\log\varepsilon|$. We start with establishing the following version of Proposition 5.2.

**Proposition 7.1** (Refined lower bound). Let $h : \mathbb{R}^2 \to \mathbb{R}$, $a := e^h$, with $1 \lesssim a \leq 1$ and $\|\nabla h\|_{L^\infty} \lesssim 1$, let $u_\varepsilon : \mathbb{R}^2 \to \mathbb{C}$, $v_\varepsilon : \mathbb{R}^2 \to \mathbb{R}^2$, with $\|\nabla v_\varepsilon\|_{L^1 \cap L^\infty}, \|v_\varepsilon\|_{L^\infty} \lesssim 1$. Let $0 < \varepsilon < 1$, $N_\varepsilon \gg |\log\varepsilon|$, and $R \geq 1$ with $\log N_\varepsilon \ll |\log\varepsilon|$ and $|\log\varepsilon| \lesssim R \lesssim |\log\varepsilon|^n$ for some $n \geq 1$, and assume that $D^*_\varepsilon, R \lesssim N_\varepsilon^2$. Then $\mathcal{E}^*_\varepsilon, R \lesssim N_\varepsilon^2$ holds for all $\varepsilon > 0$ small enough. Moreover, for some $\tilde{\varepsilon} \simeq 1$, for all $\varepsilon > 0$ small enough and $r \in (\varepsilon^{1/2}, \tilde{\varepsilon})$, letting $B^r_{\varepsilon, R}$ and $\nu^r_{\varepsilon, R}$ denote the locally finite union of disjoint closed balls and the point-vortex measure constructed in Lemma 5.1, the following properties hold,

(i) Lower bound: In the regime $N_\varepsilon \gg |\log\varepsilon|$, we have for all $\varepsilon^{1/2} < r < \tilde{\varepsilon}$ and $z \in \mathbb{R}^2$,

$$\frac{1}{2} \int_{B^r_{\varepsilon, R}} a \chi_R^\varepsilon \left( |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon| + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right) \geq \frac{|\log\varepsilon|}{2} \int_{\mathbb{R}^2} a \chi_R^\varepsilon |\nu^r_{\varepsilon, R}| - O(\varepsilon N_\varepsilon^2 + \frac{N_\varepsilon^2}{|\log\varepsilon|} (|\log r| + |\log N_\varepsilon|)). \tag{7.2}$$

(ii) Number of vortices: For $\varepsilon^{1/2} < r \ll 1$,

$$\sup_z \int_{B_R(z)} |\nu^r_{\varepsilon, R}| \lesssim \frac{N_\varepsilon^2}{|\log\varepsilon|}. \tag{7.3}$$

(iii) Jacobian estimate: For $\varepsilon^{1/2} < r \ll 1$, for all $\gamma \in [0, 1]$,

$$\sup_z \|\nu^r_{\varepsilon, R} - \tilde{\mu}_\varepsilon\|_{(C^\gamma_0(B_R(z)))^*} \lesssim r^{\gamma} \frac{N_\varepsilon^2}{|\log\varepsilon|} + \varepsilon^{\gamma/2} N_\varepsilon^2, \tag{7.4}$$

$$\sup_z \|\mu_\varepsilon - \tilde{\mu}_\varepsilon\|_{(C^\gamma_0(B_R(z)))^*} \lesssim \varepsilon^{\gamma} N_\varepsilon^2 |\log\varepsilon|^n. \tag{7.5}$$

(iv) Excess energy estimate: For all $\phi \in W^{1,\infty}(\mathbb{R}^2)$ supported in a ball of radius $R$,

$$\int_{\mathbb{R}^2} \phi \left( |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 - |\log\varepsilon| |\mu_\varepsilon| \right) \lesssim \left( D^*_\varepsilon, R + \frac{N_\varepsilon^2}{|\log\varepsilon|} |\log N_\varepsilon| \right) \|\phi\|_{W^{1,\infty}}. \tag{7.6}$$

(v) Energy outside small balls: For all $\gamma \geq 1$, $N_\varepsilon^{-\gamma} \leq r < \tilde{\varepsilon}$, and $z \in \mathbb{R}^2$,

$$\int_{\mathbb{R}^2 \setminus B^r_{\varepsilon, R}} a \chi_R^\varepsilon \left( |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right) \leq D^*_\varepsilon, R + O_{\gamma} \left( \frac{N_\varepsilon^2}{|\log\varepsilon|} |\log N_\varepsilon| \right). \tag{7.7}$$
Proof. We split the proof into six steps. The main work consists in checking that the assumptions imply the optimal bound on the energy $E_{\varepsilon,R} \lesssim N_{\varepsilon}^2$. This main conclusion is obtained in Step 5, while the various other claims are deduced in Step 6.

Step 1. Rough a priori estimate on the energy.

A direct adaptation of Step 1 of the proof of Proposition 5.2 yields $E_{\varepsilon,R}^* \lesssim N_{\varepsilon}^2 + R^2 |\log \varepsilon|^2$, and hence by the choice of $R$ we deduce $E_{\varepsilon,R} \lesssim N_{\varepsilon}^2 + |\log \varepsilon|^m$ for some $m \geq 4$.

Step 2. Application of Lemma 5.1.

By assumption $\log N_{\varepsilon} \ll |\log \varepsilon|$, the result of Step 1 yields in particular $E_{\varepsilon,R}^* \ll |\log \varepsilon|$, which allows to apply Lemma 5.1. For fixed $r \in (\varepsilon^{1/2}, \varepsilon^{-1/2})$, let $B_{\varepsilon,R} = \bigcup B_j$ denote the union of disjoint closed balls given by Lemma 5.1, and let $\nu_{\varepsilon,R}^*$ denote the associated point-vortex measure. Using Lemma 5.1(ii) in the form

$$\int_{B_{\varepsilon,R}} |\nu_{\varepsilon,R}^*| = \sum_{j : y_j \in B_{\varepsilon,R}} |d_j| \lesssim \frac{N_{\varepsilon}^2 + E_{\varepsilon,R}^*}{|\log \varepsilon|}, \quad (7.8)$$

Lemma 5.1(i) gives, for all $\phi \in W^{1,\infty}(\mathbb{R}^2)$ supported in a ball of radius $R$, with $\phi \geq 0$,

$$\frac{1}{2} \int_{B_{\varepsilon,R}} \phi \left( |\nabla u_{\varepsilon} - iu_{\varepsilon} N_{\varepsilon} v_{\varepsilon}|^2 + \frac{a}{2\varepsilon^2} \left( 1 - |u_{\varepsilon}|^2 \right)^2 \right) \geq \frac{|\log \varepsilon|}{2} \int_{\mathbb{R}^2} \phi |\nu_{\varepsilon,R}^*| \|\nabla \phi\|_{L^\infty}$$

$$- O \left( r^2 N_{\varepsilon}^2 + |\log r| \frac{N_{\varepsilon}^2 + E_{\varepsilon,R}^*}{|\log \varepsilon|} + \frac{N_{\varepsilon}^2 + E_{\varepsilon,R}^*}{|\log \varepsilon|} \log \left( 2 + \frac{E_{\varepsilon,R}^*}{|\log \varepsilon|} \right) \right) \|\phi\|_{L^\infty}. \quad (7.9)$$

Arguing as in Step 2 of the proof of Proposition 5.2, we then find for all $z \in \mathbb{R}^2$,

$$\int_{\mathbb{R}^2 \setminus B_{\varepsilon,R}} a \chi_{R}^z \left( |\nabla u_{\varepsilon} - iu_{\varepsilon} N_{\varepsilon} v_{\varepsilon}|^2 + \frac{a}{2\varepsilon^2} \left( 1 - |u_{\varepsilon}|^2 \right)^2 \right)$$

$$\leq D_{\varepsilon,R} + O \left( 1 + (|\log r| + r|\log \varepsilon|) \frac{N_{\varepsilon}^2 + E_{\varepsilon,R}^*}{|\log \varepsilon|} + \frac{N_{\varepsilon}^2 + E_{\varepsilon,R}^*}{|\log \varepsilon|} \log \left( 2 + \frac{E_{\varepsilon,R}^*}{|\log \varepsilon|} \right) \right), \quad (7.10)$$

and in addition,

$$\left| \int_{\mathbb{R}^2} \phi (\mu_{\varepsilon} - \nu_{\varepsilon,R}^*) \right| \lesssim \left( \frac{N_{\varepsilon}^2 + E_{\varepsilon,R}^*}{|\log \varepsilon|} + \varepsilon^{1/3} \right) \|\phi\|_{W^{1,\infty}}, \quad (7.11)$$

$$\left| \int_{\mathbb{R}^2} \phi (\bar{\mu}_{\varepsilon} - \mu_{\varepsilon}) \right| \lesssim \varepsilon R N_{\varepsilon} (E_{\varepsilon,R}^*)^{1/2} \|\phi\|_{W^{1,\infty}} \lesssim \varepsilon^{1/3} \|\phi\|_{W^{1,\infty}}. \quad (7.12)$$

Step 3. Energy and number of vortices.

In this step, we show that (7.8) is essentially an equality, in the following sense: for all $\varepsilon^{1/2} < r \ll 1$,

$$\sup_z \int_{\mathbb{R}^2} \chi_{R}^z |\nu_{\varepsilon,R}^*| \lesssim \frac{N_{\varepsilon}^2 + E_{\varepsilon,R}^*}{|\log \varepsilon|} \lesssim \frac{N_{\varepsilon}^2}{|\log \varepsilon|} + \sup_z \int_{\mathbb{R}^2} \chi_{R}^z |\nu_{\varepsilon,R}^*|. \quad (7.13)$$
The lower bound follows from (7.8). We turn to the upper bound. Since the energy excess satisfies $D^\varepsilon_{\varepsilon,R} \lesssim N^2_{\varepsilon}$, we deduce from (7.11),

$$
\mathcal{E}^y_{\varepsilon,R} \leq D^\varepsilon_{\varepsilon,R} + \frac{1}{2} \int_{\mathbb{R}^2} a\chi^\varepsilon_R \mu^\varepsilon \leq \frac{1}{2} \int_{\mathbb{R}^2} a\chi^\varepsilon_R \nu^\varepsilon_{\varepsilon,R} + O(N^2_{\varepsilon} + r\mathcal{E}^*_\varepsilon, R). \tag{7.14}
$$

Taking the supremum in $z$, and absorbing $\mathcal{E}^*_\varepsilon, R$ in the left-hand side with $r \ll 1$, the upper bound in (7.13) follows.

**Step 4.** Bound on the total variation of the vorticity.

In this step, we prove that for all $e^{-o(\log \varepsilon)} < r \ll 1$,

$$
\sup_z \int_{\mathbb{R}^2} \chi^\varepsilon_R |\nu^\varepsilon_{\varepsilon,R}| \leq (1 + o(1)) \sup_z \int_{\mathbb{R}^2} \chi^\varepsilon_R \nu^\varepsilon_{\varepsilon,R} + O\left(\frac{N^2_{\varepsilon}}{\log \varepsilon}\right). \tag{7.15}
$$

The lower bound (7.9) of Step 2 with $\phi = a\chi^\varepsilon_R$ yields for all $y \in \mathbb{R}^2$, using the upper bound in (7.13) to replace the energy $\mathcal{E}^*_{\varepsilon,R}$ in the error terms,

$$
\mathcal{E}^y_{\varepsilon,R} \geq \frac{1}{2} \int_{\mathbb{R}^2} a\chi^\varepsilon_R \left( |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon| + a \frac{2}{\varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right) \geq \frac{|\log \varepsilon|}{2} \int_{\mathbb{R}^2} a\chi^\varepsilon_R \nu^\varepsilon_{\varepsilon,R} - O\left(\frac{N^2_{\varepsilon}}{\log \varepsilon}\right) + \sup_z \int_{\mathbb{R}^2} \chi^\varepsilon_R |\nu^\varepsilon_{\varepsilon,R}| - o(N^2_{\varepsilon}).
$$

For $e^{-o(\log \varepsilon)} < r \ll 1$, using the result of Step 1 in the form $\log(N^2_{\varepsilon} + \mathcal{E}^*_\varepsilon, R) \ll |\log \varepsilon|$, we obtain for all $y \in \mathbb{R}^2$,

$$
\mathcal{E}^y_{\varepsilon,R} \geq \frac{|\log \varepsilon|}{2} \int_{\mathbb{R}^2} a\chi^\varepsilon_R |\nu^\varepsilon_{\varepsilon,R}| - o(|\log \varepsilon|) \sup_z \int_{\mathbb{R}^2} \chi^\varepsilon_R |\nu^\varepsilon_{\varepsilon,R}| - o(N^2_{\varepsilon}). \tag{7.16}
$$

On the other hand, the upper bound (7.14) yields

$$
\mathcal{E}^{y*}_{\varepsilon,R} \leq \frac{|\log \varepsilon|}{2} \int_{\mathbb{R}^2} a\chi^\varepsilon_R \nu^\varepsilon_{\varepsilon,R} + O(N^2_{\varepsilon}) + o(1)\mathcal{E}^*_\varepsilon, R, \tag{7.17}
$$

and thus, taking the supremum over $y$ and absorbing $\mathcal{E}^*_\varepsilon, R$ in the left-hand side,

$$
\mathcal{E}^*_{\varepsilon,R} \leq \frac{|\log \varepsilon|}{2} \sup_z \int_{\mathbb{R}^2} a\chi^\varepsilon_R |\nu^\varepsilon_{\varepsilon,R}| + O(N^2_{\varepsilon}),
$$

so that (7.17) takes the form, for all $y \in \mathbb{R}^2$,

$$
\mathcal{E}^{y*}_{\varepsilon,R} \leq \frac{|\log \varepsilon|}{2} \int_{\mathbb{R}^2} a\chi^\varepsilon_R |\nu^\varepsilon_{\varepsilon,R}| + O(N^2_{\varepsilon}) + o(|\log \varepsilon|) \sup_z \int_{\mathbb{R}^2} \chi^\varepsilon_R |\nu^\varepsilon_{\varepsilon,R}|.
$$

Combining this with (7.16), dividing both sides by $\frac{1}{2} |\log \varepsilon|$, and taking the supremum over $y$, we find

$$
\sup_z \int_{\mathbb{R}^2} \chi^\varepsilon_R (\nu^\varepsilon_{\varepsilon,R})^- \leq \sup_z \int_{\mathbb{R}^2} a\chi^\varepsilon_R (|\nu^\varepsilon_{\varepsilon,R}| - \nu^\varepsilon_{\varepsilon,R}) \leq O\left(\frac{N^2_{\varepsilon}}{\log \varepsilon}\right) + o(1) \sup_z \int_{\mathbb{R}^2} \chi^\varepsilon_R |\nu^\varepsilon_{\varepsilon,R}|,
$$

hence

$$
\sup_z \int_{\mathbb{R}^2} \chi^\varepsilon_R |\nu^\varepsilon_{\varepsilon,R}| = \sup_z \int_{\mathbb{R}^2} \chi^\varepsilon_R (\nu^\varepsilon_{\varepsilon,R} + 2(\nu^\varepsilon_{\varepsilon,R})^-) \leq \sup_z \int_{\mathbb{R}^2} \chi^\varepsilon_R \nu^\varepsilon_{\varepsilon,R} + O\left(\frac{N^2_{\varepsilon}}{\log \varepsilon}\right) + o(1) \sup_z \int_{\mathbb{R}^2} \chi^\varepsilon_R |\nu^\varepsilon_{\varepsilon,R}|.
$$
and the result (5.28) follows after absorbing the last right-hand side term.

**Step 5.** Refined bound on the energy.

In this step, we prove the optimal energy bound \( E_{\varepsilon,R}^* \lesssim N_\varepsilon^2 \). By (7.8) this yields in particular \( \sup_z \int_{\mathbb{R}^2} \chi_R^2 |v_{\varepsilon,R}| \lesssim N_\varepsilon^2 \).

Let \( e^{-\alpha(\log \varepsilon)} \ll r \ll 1 \) be suitably chosen later. Using (7.11), the bound on the energy excess \( D_{\varepsilon,R}^* \lesssim N_\varepsilon^2 \) yields for all \( z \in \mathbb{R}^2 \),

\[
E_{\varepsilon,R}^* \leq D_{\varepsilon,R}^* + \frac{|\log \varepsilon|}{2} \int_{\mathbb{R}^2} a\chi_R^2 |v_{\varepsilon,R}| \lesssim N_\varepsilon^2 + rE_{\varepsilon,R}^* + |\log \varepsilon| \int_{\mathbb{R}^2} \chi_R^2 |v_{\varepsilon,R}|,
\]

and hence, using the result (7.15) of Step 4 and absorbing \( E_{\varepsilon,R}^* \) with \( r \ll 1 \),

\[
E_{\varepsilon,R}^* \lesssim N_\varepsilon^2 + |\log \varepsilon| \sup_z \int_{\mathbb{R}^2} \chi_R^2 |v_{\varepsilon,R}| \lesssim N_\varepsilon^2 + |\log \varepsilon| \sup_z \int_{\mathbb{R}^2} \chi_R^2 |\mu_{\varepsilon}|.
\]  

(7.18)

It remains to estimate \( \int_{\mathbb{R}^2} \chi_R^2 |\mu_{\varepsilon}| \). Arguing as in Step 5 of the proof of Proposition 5.2, we find

\[
\int_{\mathbb{R}^2} \chi_R^2 |\mu_{\varepsilon}| \lesssim N_\varepsilon + \left( \int_{\mathbb{R}^2} \chi_R^2 |\nabla u_{\varepsilon} - iu_{\varepsilon}N_{\varepsilon}v_{\varepsilon}|^2 \right)^{1/2}
+ rR^{-1} \left( \int_{B_{2R}(z)} |\nabla u_{\varepsilon} - iu_{\varepsilon}N_{\varepsilon}v_{\varepsilon}|^2 \right)^{1/2},
\]  

(7.19)

and then using (7.10) to estimate the second right-hand side term,

\[
\int_{\mathbb{R}^2} \chi_R^2 |\mu_{\varepsilon}| \lesssim N_\varepsilon + (D_{\varepsilon,R}^*)^{1/2} + rR^{-1}(E_{\varepsilon,R}^*)^{1/2} + r^{1/2}(N_\varepsilon^2 + E_{\varepsilon,R}^*)^{1/2}
+ \left( \frac{N_\varepsilon^2 + E_{\varepsilon,R}^*}{|\log \varepsilon|} \right)^{1/2} \left| \log r \right| + \log \left( \frac{2 + E_{\varepsilon,R}^*}{|\log \varepsilon|} \right)^{1/2}
\lesssim N_\varepsilon + r^{1/2}(E_{\varepsilon,R}^*)^{1/2} + o(1) \left( \frac{N_\varepsilon^2 + E_{\varepsilon,R}^*}{|\log \varepsilon|} \right)^{1/2} + |\log r|^{1/2} \left( \frac{N_\varepsilon^2 + E_{\varepsilon,R}^*}{|\log \varepsilon|} \right)^{1/2},
\]

Combining this with (7.18) leads to

\[
\frac{E_{\varepsilon,R}^*}{|\log \varepsilon|} \lesssim \frac{N_\varepsilon^2}{|\log \varepsilon|} + r^{1/2}(E_{\varepsilon,R}^*)^{1/2} + o(1) \left( \frac{E_{\varepsilon,R}^*}{|\log \varepsilon|} \right)^{1/2} + |\log r|^{1/2} \left( \frac{N_\varepsilon^2 + E_{\varepsilon,R}^*}{|\log \varepsilon|} \right)^{1/2},
\]

hence,

\[
\frac{E_{\varepsilon,R}^*}{|\log \varepsilon|} \lesssim \frac{N_\varepsilon^2}{|\log \varepsilon|} + |\log r|,
\]

and the result follows from the choice \( r = |\log \varepsilon|^{-1} \).

**Step 6.** Conclusion.

The optimal energy bound \( E_{\varepsilon,R}^* \lesssim N_\varepsilon^2 \) is now proved. In the present step, we check that the remaining statements follow from this bound. The result (7.2) follows from (7.9) in Step 2 with \( \phi = a\chi_R^2 \), combined with the optimal energy bound. The bound (7.3) on the number of vortices follows from the result (7.13) of Step 3 together with the optimal energy bound. For \( r = N_\varepsilon^{-\gamma}, \gamma \geq 1 \), the result (7.7) follows from (7.10) together with the optimal energy bound. Monotonicity of \( B_{\varepsilon,R}^* \) with respect to \( r \) then implies (7.7) for all \( r \geq N_\varepsilon^{-\gamma} \). It remains to establish items (iii) and (iv). We split the proof into two further substeps.
Substep 6.1. Proof of (iii).

The Jacobian estimate (7.4) follows from Lemma 5.1(iii) together with the optimal energy bound, and the estimate (7.5) with $\gamma = 1$ similarly follows from (7.12) and from the bound $R \leq |\log \varepsilon|^n$. As in Step 8.4 of the proof of Proposition 5.2, we further find for all $\phi \in L^\infty(\mathbb{R}^2)$ supported in a ball $B_R(z)$, $z \in \mathbb{R}^2$,

$$
\left| \int_{\mathbb{R}^2} \phi(\tilde{\mu}_\varepsilon - \mu_\varepsilon) \right| \lesssim N_\varepsilon \| \phi \|_{L^\infty} \int_{B_R(z)} \left( |1 - |u_\varepsilon|^2| |\text{curl} v_\varepsilon| + 2|v_\varepsilon| |1 - |u_\varepsilon|^2| |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon| + 2|v_\varepsilon| |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon| \right),
$$

(7.20)

hence $\int_{\mathbb{R}^2} \phi(\tilde{\mu}_\varepsilon - \mu_\varepsilon) \lesssim R N_\varepsilon^2 \| \phi \|_{L^\infty}$, and the result (7.5) follows by interpolation.

Substep 6.2. Proof of (iv).

Let $\varepsilon^{1/2} < r \ll 1$ to be later optimized as a function of $\varepsilon$. Arguing as in Step 8.5 of the proof of Proposition 5.2, we find for all $\phi \in W^{1,\infty}(\mathbb{R}^2)$ supported in the ball $B_R(z)$,

$$
\int_{\mathbb{R}^2} \phi \left( |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 - |\log \varepsilon| v_\varepsilon R \right) \\
\leq \| a^{-1} \phi \|_{L^\infty} \int_{\mathbb{R}^2} a \chi_R^2 \left( |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 - |\log \varepsilon| v_\varepsilon R \right) \\
+ O \left( \frac{N_\varepsilon^2}{|\log \varepsilon|} (|\log r| + |\log N_\varepsilon|) \right) \| a^{-1} \phi \|_{L^\infty} + O(r N_\varepsilon^2) \| a^{-1} \phi \|_{W^{1,\infty}}.
$$

Using (7.11) to replace $v_\varepsilon R$ by $\mu_\varepsilon$ in both sides up to an error of order $(1 + r N_\varepsilon^2) \| \phi \|_{W^{1,\infty}}$, and choosing $r = N_\varepsilon^{-1}$, the conclusion (7.6) follows.

We now establish the following version of the (suboptimal) a priori estimate of Lemma 5.5 on the velocity of the vortices in the nondilute regime $N_\varepsilon \gg |\log \varepsilon|$.

Lemma 7.2 (A priori bound on velocity). Let $\alpha \geq 0$, $\beta \in \mathbb{R}$, and let $h : \mathbb{R}^2 \to \mathbb{R}$, $a := e^h$, $F : \mathbb{R}^2 \to \mathbb{R}^2$, $f : \mathbb{R}^2 \to \mathbb{R}$ satisfy (2.1). Let $u_\varepsilon : \mathbb{R}^+ \times \mathbb{R}^2 \to C$ and $v_\varepsilon : \mathbb{R}^+ \times \mathbb{R}^2 \to \mathbb{R}^2$ be the solutions of (1.7) and (3.3) as in Propositions 2.2(i) and 3.4, respectively. Let $0 < \varepsilon \ll 1$, $|\log \varepsilon| \ll N_\varepsilon \ll \varepsilon^{-1}$, and $R \geq 1$ with $\varepsilon R \ll 1$, and assume that $E^{*, t}_\varepsilon \lesssim t N_\varepsilon^2$ for all $t \geq 0$.

Then, in the regime (GL3), we have for all $\theta > 0$ and $t \geq 0$,

$$
\alpha^2 \sup_{\varepsilon} \int_0^t \int_{\mathbb{R}^2} a \chi_{R^2}^2 |\partial_t u_\varepsilon|^2 \lesssim_{\alpha, \theta} \left( 1 + \varepsilon N_\varepsilon \right) \| v_\varepsilon \|_{L^\infty}^2 + R \varepsilon N_\varepsilon^3 \| \text{log} \varepsilon \|^2 \lesssim R \varepsilon N_\varepsilon^3 \| \text{log} \varepsilon \|^2.
$$

Proof. Set $D^{*,t}_{\varepsilon,R} := \int_0^t \int_{\mathbb{R}^2} a \chi_R^2 |\partial_t u_\varepsilon|^2$. From identity (5.56), using $|\nabla \chi_R^2| \lesssim R^{-1} \chi_R^2$, the pointwise estimates of Lemma 4.2 for $V_\varepsilon$ and $J_\varepsilon - N_\varepsilon v_\varepsilon$, assumption (2.1), the bound (4.4) on $\psi_{\varepsilon,R}^+$, and the definition of $E^{*, t}_\varepsilon$, we find in the considered regime,

$$
\lambda_\varepsilon \alpha D^{*,t}_{\varepsilon,R} \lesssim_{\alpha, \theta} \lambda_\varepsilon^2 \left( 1 + \| v_\varepsilon \|_{L^\infty}^2 \right) \left( 1 + \| \partial_t v_\varepsilon \|_{L^\infty} \right) \left( 1 + \| \partial_t v_\varepsilon \|_{L^\infty} \right) + \varepsilon N_\varepsilon^3 \left( 1 + \| v_\varepsilon \|_{L^\infty} \right) + \varepsilon N_\varepsilon^3 \| \text{div} (\varepsilon v_\varepsilon) \|_{L^\infty} \| \text{div} (\varepsilon v_\varepsilon) \|_{L^2} + N_\varepsilon^2 \| v_\varepsilon \|_{L^\infty} \left( 1 + \| v_\varepsilon \|_{L^\infty} \right) \left( 1 + \| v_\varepsilon \|_{L^\infty} \right) \left( 1 + \| v_\varepsilon \|_{L^\infty} \right) + \| \text{div} (\varepsilon v_\varepsilon) \|_{L^\infty} \left( 1 + \| v_\varepsilon \|_{L^\infty} \right) \left( 1 + \| v_\varepsilon \|_{L^\infty} \right) \left( 1 + \| v_\varepsilon \|_{L^\infty} \right)
$$

and, hence, using the properties of $v_\varepsilon$ in Proposition 3.4, for all $\theta > 0$,

$$
\lambda_\varepsilon \alpha D^{*,t}_{\varepsilon,R} \lesssim_{\alpha, \theta} \lambda_\varepsilon^2 \left( 1 + \| v_\varepsilon \|_{L^\infty}^2 \right) + \varepsilon N_\varepsilon^3 + \varepsilon N_\varepsilon^3 R^3 \left( D^{*,t}_{\varepsilon,R} \right)^{1/2},
$$
Absorbing $(D_{ε,R}^{z,t})^{1/2}$ in the left-hand side, the result follows.

We finally turn to the adaptation of the crucial a priori estimate of Lemma 5.6 to the nondilute regime $N_ε \gg |\log ε|$.

**Lemma 7.3.** Let $α ≥ 0$, $β \in \mathbb{R}$, and let $h : \mathbb{R}^2 \to \mathbb{R}$, $a := εh$, $F : \mathbb{R}^2 \to \mathbb{R}$, $f : \mathbb{R}^2 \to \mathbb{R}$ satisfy (2.1). Let $u_ε : \mathbb{R}^+ \times \mathbb{R}^2 → \mathbb{C}$ and $v_ε : \mathbb{R}^+ \times \mathbb{R}^2 → \mathbb{R}^2$ be the solutions of (1.7) and (3.3) as in Propositions 2.2(1) and 3.4, respectively. Let $0 < ε ≪ 1$, $|\log ε| ≲ N_ε ≲ ε^{-1}$, and $R ≥ 1$ with $εRN_ε^3 ≲ 1$, and assume that $E_{ε,t} ≲ t N_ε^2$ for all $t ≥ 0$. Then, in the regime (GL3), we have for all $t ≥ 0$,

$$α^2 \sup_2 \int_0^t \int_{\mathbb{R}^2} \frac{N_ε^2}{ε^2} (1 - |u_ε|^2)^2 ≤ \frac{N_ε^2}{|\log ε|}.$$

**Proof.** Using the pointwise estimates of Lemma 4.2, assumption (2.1), and the properties of $v_ε$ in (3.22), Lemma 4.3 directly yields

$$|\text{div} \tilde{S}_ε| ≤ \left( (λ_ε + βN_ε)|∇u_ε - iu_εN_εv_ε| + βN_ε^2 + βN_ε^2|1 - |u_ε|^2| \right) (1 + |v_ε|_{L^∞}) |∂tu_ε| + \left( (λ_ε + βN_ε)N_ε||p_ε||_{L^∞} + N_ε||\text{curl} v_ε||_{L^∞} + N_ε^2||v_ε||_{L^∞}(1 + |1 - |u_ε|^2|) |∇u_ε - iu_εN_εv_ε| + N_ε(1 + ||v_ε||_{L^∞})^2 (|∇u_ε - iu_εN_εv_ε|^2 + (1 - |u_ε|^2)^2 + N_ε^2) + N_ε^2|1 - |u_ε|^2| (1 + ||v_ε||_{L^∞}) (N_ε(1 + ||v_ε||_{L^∞})^3 + λ_ε||p_ε||_{L^∞} + ||\text{curl} v_ε||_{L^∞}).$$

Using the assumption $E_{ε,t} ≲ t N_ε^2$, Lemma 7.2 with $R = 1$, and the properties of $v_ε$ in (3.22), we find for $r ≤ 1$,

$$\int_0^t \int_{B_r(x_0)} |\text{div} \tilde{S}_ε| \lesssim t N_ε^2 |\log ε| (1 + β|\log ε|) \lesssim N_ε^2 |\log ε|^2.$$
7.2. Modulated energy argument. With the above vortex analysis at hand, in the nondilute regime (GL$_3$) with $|\log \varepsilon| \ll N_\varepsilon \ll |\log \varepsilon| |\log |\log \varepsilon|$, we adapt the modulated energy argument of Section 6 and show that the rescaled supercurrent density $\frac{1}{N_\varepsilon} j_\varepsilon$ remains close to the solution $v_\varepsilon$ of equation (3.3). Although the well-posedness result of Section 3.2 for equation (3.3) (hence the final statement of Theorem 2) is reduced to the parabolic case, we show that the modulated energy argument formally works in the mixed-flow case as well. (As we assume $\alpha > 0$, all multiplicative constants are implicitly allowed to additionally depend on an upper bound on $\alpha^{-1}$.)

**Proposition 7.4.** Let $\alpha > 0$, $\beta \in \mathbb{R}$, $\alpha^2 + \beta^2 = 1$, and let $h : \mathbb{R}^2 \to \mathbb{R}$, $a := e^h$, $F : \mathbb{R}^2 \to \mathbb{R}^2$, $f : \mathbb{R}^2 \to \mathbb{R}$ satisfy (2.1). Let $u_\varepsilon : \mathbb{R}^+ \times \mathbb{R}^2 \to \mathbb{C}$ be the solution of (1.7) as in Proposition 2.2(i). Assume that for some $T > 0$ for all $\varepsilon > 0$ there exists a solution $v_\varepsilon : [0, T) \times \mathbb{R}^2 \to \mathbb{R}^2$ of the following mixed-flow version of (3.3),

$$\partial_t v_\varepsilon = \nabla p_\varepsilon + \Gamma_\varepsilon \text{curl} v_\varepsilon, \quad v_\varepsilon|_{t=0} = v_\varepsilon^0, \quad \Gamma_\varepsilon := \lambda_\varepsilon^{-1} (\alpha - \beta \beta) \left( \nabla^\perp h - F^\perp - \frac{2N_\varepsilon}{|\log \varepsilon|} \varepsilon \right),$$

and assume that $v_\varepsilon$ satisfies the bounds (3.22) on $[0, T)$. Let $0 < \varepsilon \ll 1$, $|\log \varepsilon| \lesssim N_\varepsilon \ll |\log \varepsilon| |\log |\log \\
\varepsilon||$, and $|\log \varepsilon| \lesssim R \leq |\log \varepsilon| |n|$ for some $n \geq 1$. Assume that the initial modulated energy excess satisfies $D_{\varepsilon,R}^{*,0} \lesssim N_\varepsilon^{2-\delta}$ for some $\delta > 0$. Then we have $D_{\varepsilon,R}^{*,t} \lesssim t N_\varepsilon^2$ for all $t \in [0, T)$, hence $\frac{1}{N_\varepsilon} j_\varepsilon - v_\varepsilon \to 0$ in $L^\infty_{\text{loc}}([0, T); L^1_{\text{loc}}(\mathbb{R}^2))^2$ as $\varepsilon \downarrow 0$.

**Proof.** Let $|\log \varepsilon| \lesssim N_\varepsilon \lesssim |\log \varepsilon| |n|$ and $|\log \varepsilon| \lesssim R \leq |\log \varepsilon| |n|$ for some $n \geq 1$. Given the assumption $D_{\varepsilon,R}^{*,0} \lesssim N_\varepsilon^2$ on the initial data, for all $\varepsilon > 0$ we define $T_\varepsilon > 0$ as the maximum time $\leq T$ such that $D_{\varepsilon,R}^{*,t} \lesssim N_\varepsilon^2$ holds for all $t \leq T_\varepsilon$. By the proof of Lemma 4.1 and by Proposition 7.1, we deduce for all $t \leq T_\varepsilon$,

$$D_{\varepsilon,R}^{*,t} \lesssim t N_\varepsilon^2, \quad D_{\varepsilon,R}^{*,t} \lesssim t N_\varepsilon^2, \quad D_{\varepsilon,R}^{*,t} \lesssim t N_\varepsilon^2, \quad D_{\varepsilon,R}^{*,t} \lesssim t N_\varepsilon^2 + o(t^{1/2}).$$

(7.22)

The strategy of the proof consists in showing that for all $t \leq T_\varepsilon$,

$$D_{\varepsilon,R}^{*,t} \lesssim t D_{\varepsilon,R}^{*,0} + \lambda_\varepsilon^2 N_\varepsilon^3 \log \varepsilon + \lambda_\varepsilon N_\varepsilon T_\varepsilon + \lambda_\varepsilon \int_0^t \tilde{D}_{\varepsilon,R}^{*}. \quad (7.23)$$

Combined with (7.22) and with the Grönwall inequality, this implies

$$D_{\varepsilon,R}^{*,t} \lesssim t \varepsilon^{C_{\text{Gr}}} \left( D_{\varepsilon,R}^{*,0} + \lambda_\varepsilon^2 N_\varepsilon^3 \log \varepsilon + \lambda_\varepsilon N_\varepsilon T_\varepsilon \right).$$

Then choosing $|\log \varepsilon| \lesssim N_\varepsilon \ll |\log \varepsilon| |\log \varepsilon| |\log \varepsilon|$ and $D_{\varepsilon,R}^{*,0} \lesssim N_\varepsilon^{2-\delta}$ for some $\delta > 0$, we deduce $D_{\varepsilon,R}^{*,t} \lesssim t N_\varepsilon^2$ for all $t \leq T_\varepsilon$. This gives in particular $T_\varepsilon = T$ for $\varepsilon > 0$ small enough, and the conclusion follows. To simplify notation, we focus on (7.23) with the left-hand side $D_{\varepsilon,R}^{*}$ centered at $z = 0$, but the result of course holds uniformly with respect to the translation.

Let us first introduce some notation. For all $t \leq T_\varepsilon$, as we are in the framework of Proposition 7.1 with $u_\varepsilon$, $v_\varepsilon$, we let $B^\varepsilon := B_{\varepsilon,R}^\varepsilon$ denote the constructed collection of disjoint closed balls $B_{\varepsilon,R}^\varepsilon(u_\varepsilon, v_\varepsilon)$ with total radius $r_\varepsilon := N_\varepsilon^{-4}$. Let then $I^\varepsilon$ denote the corresponding approximation of $\Gamma_\varepsilon$ given by Lemma 5.3. We decompose $\Gamma_\varepsilon := \alpha \Gamma_{\varepsilon,0} - \beta \Gamma_{\varepsilon,0}$ with

$$\Gamma_{\varepsilon,0} := \lambda_\varepsilon^{-1} \left( \nabla^\perp h - F^\perp - \frac{2N_\varepsilon}{|\log \varepsilon|} \varepsilon \right).$$
Step 1. Time derivative of the modulated energy excess.

Lemma 4.4 yields the following decomposition,

$$
\partial_t \overline{\mathcal{D}}_{\epsilon,R} = I_{\epsilon,R}^S + I_{\epsilon,R}^V + I_{\epsilon,R}^E + I_{\epsilon,R}^H + I_{\epsilon,R}^D + I_{\epsilon,R}^I + I_{\epsilon,R}^n + I'_{\epsilon,R},
$$

(7.24)

where the eight first terms are as in the statement of Lemma 4.4 while the error \( I'_{\epsilon,R} \) is estimated as follows (cf. (4.16)),

$$
\int_0^t |I'_{\epsilon,R}| \lesssim t \epsilon R(N_\epsilon^2 + |\log \epsilon|^2)(\mathcal{E}^*_\epsilon)^{1/2} \lesssim t \epsilon^{1/2}.
$$

Step 2. Bound on the error terms.

In this step, we prove for all \( t \leq T_\epsilon \),

$$
\int_0^t \left( I_{\epsilon,R}^s + I_{\epsilon,R}^q + I_{\epsilon,R}^n \right) \lesssim t + R^{-1}N_\epsilon^2 + (R^{-1} + N_\epsilon^{-2}) \int_0^t \int_{\mathbb{R}^2} \chi_R |\partial_t u_\epsilon - i u_\epsilon N_\epsilon p_\epsilon|^2.
$$

(7.25)

We start with the bound on \( I_{\epsilon,R}^n \). Using Lemma 7.2 and the properties of \( v_\epsilon \) in (3.22), the quantity \( \mathcal{E}^*_\epsilon \) defined in Lemma 5.4 is estimated as follows, for \( \theta > 0 \) small enough,

$$
\mathcal{E}^*_\epsilon \lesssim \sup_\epsilon \int_0^t \mathcal{E}^\epsilon_{\epsilon,R} + \sup_\epsilon \int_0^t \int_{\mathbb{R}^2} \chi_R (|\partial_t u_\epsilon|^2 + N_\epsilon^2 |p_\epsilon|^2 + N_\epsilon^2 |1 - |u_\epsilon|^2||p_\epsilon|^2)
$$

$$
\lesssim_{t,\theta} N_\epsilon^2 + (1 + \epsilon R N_\epsilon) N_\epsilon |\log \epsilon| + R^\theta N_\epsilon^2 |\log \epsilon|^2 + N_\epsilon |\log \epsilon| \| \text{div} (a v_\epsilon) \|_{L^\infty(\mathbb{R}^2 \cap L^\infty)}^2
$$

$$
\lesssim_{t,\theta} \epsilon R N_\epsilon^2 |\log \epsilon| + R^\theta N_\epsilon^2 |\log \epsilon|^2 \lesssim N_\epsilon^2 |\log \epsilon|^3 \lesssim |\log \epsilon|^{n+3}.
$$

Noting that \( |\nabla \chi_R| \lesssim R^{-1/2} \) and using Lemma 5.3 in the form \( ||\bar{\Gamma}^\epsilon||_{L^\infty} \lesssim ||\Gamma^\epsilon||_{L^\infty} \lesssim 1 \), Lemma 5.4 then yields

$$
\left| \int_0^t \int_{\mathbb{R}^2} a \bar{V} \cdot \nabla^\perp \chi_R \right| \lesssim t |\log \epsilon|^{-1}
$$

$$
+ R^{-1}|\log \epsilon|^{-1} \left( \int_0^t \int_{\mathbb{R}^2} \chi_R |\partial_t u_\epsilon - i u_\epsilon N_\epsilon p_\epsilon|^2 + \int_0^t \int_{B_{2R}} |\nabla u_\epsilon - i u_\epsilon N_\epsilon v_\epsilon|^2 \right),
$$

and hence,

$$
\left| \int_0^t I_{\epsilon,R}^n \right| \lesssim t + R^{-1} \int_0^t \int_{\mathbb{R}^2} \chi_R |\partial_t u_\epsilon - i u_\epsilon N_\epsilon p_\epsilon|^2
$$

$$
+ R^{-1} \int_0^t \int_{B_{2R}} \left( |\nabla u_\epsilon - i u_\epsilon N_\epsilon v_\epsilon|^2 + \frac{a}{2\epsilon^2} (1 - |u_\epsilon|^2)^2 + |1 - |u_\epsilon|^2||N_\epsilon^2 |v_\epsilon|^2 + |f|) \right).
$$

Using (7.22), assumption (2.1), and the properties of \( v_\epsilon \) in (3.22), we conclude

$$
\left| \int_0^t I_{\epsilon,R}^n \right| \lesssim t + R^{-1} N_\epsilon^2 + \epsilon N_\epsilon^3 (1 + ||v_\epsilon||_{L^\infty(\mathbb{R}^2)}^2) + R^{-1} \int_0^t \int_{\mathbb{R}^2} \chi_R |\partial_t u_\epsilon - i u_\epsilon N_\epsilon p_\epsilon|^2
$$

$$
\lesssim t + R^{-1} N_\epsilon^2 + R^{-1} \int_0^t \int_{\mathbb{R}^2} \chi_R |\partial_t u_\epsilon - i u_\epsilon N_\epsilon p_\epsilon|^2.
$$
We turn to the bound on $I^{S}_{\varepsilon,R}$. Using (2.1) and the pointwise estimates of Lemma 4.2, we find

$$|I^{g}_{\varepsilon,R}| \lesssim \|\Gamma_{\varepsilon} - \tilde{\Gamma}_{\varepsilon}\|_{L^{\infty}} (1 + \|v_{\varepsilon}\|_{L^{\infty}}) \left( N_{\varepsilon} \int_{\mathbb{R}^{2}} \chi_{R}(|\nabla u_{\varepsilon} - iu_{\varepsilon} N_{\varepsilon} v_{\varepsilon}| + N_{\varepsilon}|1 - |u_{\varepsilon}|^{2}|) |\text{curl} v_{\varepsilon}| \\ + N_{\varepsilon} \int_{\mathbb{R}^{2}} \chi_{R}(|\nabla u_{\varepsilon} - iu_{\varepsilon} N_{\varepsilon} v_{\varepsilon}|^{2} + \frac{a}{\varepsilon^{2}} (1 - |u_{\varepsilon}|^{2})^{2}) \\ + N_{\varepsilon}^{3} \int_{\mathbb{R}^{2}} \chi_{R}(1 + |1 - |u_{\varepsilon}|^{2}|)|v_{\varepsilon}|^{2} + \lambda_{\varepsilon} \int_{\mathbb{R}^{2}} \chi_{R} |\partial_{t} u_{\varepsilon} - iu_{\varepsilon} N_{\varepsilon} p_{\varepsilon}| |\nabla u_{\varepsilon} - iu_{\varepsilon} N_{\varepsilon} v_{\varepsilon}| \\ + \beta N_{\varepsilon} \int_{\mathbb{R}^{2}} \chi_{R} |\partial_{t} u_{\varepsilon} - iu_{\varepsilon} N_{\varepsilon} p_{\varepsilon}| (|\nabla u_{\varepsilon} - iu_{\varepsilon} N_{\varepsilon} v_{\varepsilon}| + N_{\varepsilon}|1 - |u_{\varepsilon}|^{2}| + N_{\varepsilon}|v_{\varepsilon}|) \right).$$

By Lemma 5.3 in the form $\|\Gamma_{\varepsilon} - \tilde{\Gamma}_{\varepsilon}\|_{L^{\infty}} \lesssim r_{\varepsilon} = N_{\varepsilon}^{-4}$ and by the properties of $v_{\varepsilon}$ in (3.22), we deduce for $\theta > 0$ small enough,

$$|I^{g}_{\varepsilon,R}| \lesssim r_{\varepsilon} N_{\varepsilon}^{3} R^{\theta} + r_{\varepsilon}(\lambda_{\varepsilon} N_{\varepsilon} + R^{\theta} N_{\varepsilon}^{2}) \left( \int_{\mathbb{R}^{2}} \chi_{R} |\partial_{t} u_{\varepsilon} - iu_{\varepsilon} N_{\varepsilon} p_{\varepsilon}|^{2} \right)^{1/2} \lesssim 1 + N_{\varepsilon}^{-1} \left( \int_{\mathbb{R}^{2}} \chi_{R} |\partial_{t} u_{\varepsilon} - iu_{\varepsilon} N_{\varepsilon} p_{\varepsilon}|^{2} \right)^{1/2} \lesssim 1 + N_{\varepsilon}^{-2} \int_{\mathbb{R}^{2}} \chi_{R} |\partial_{t} u_{\varepsilon} - iu_{\varepsilon} N_{\varepsilon} p_{\varepsilon}|^{2}. \quad (7.26)$$

Regarding the last term $I^{d}_{\varepsilon,R}$, the definition of the pressure in (7.21) simply yields $I^{d}_{\varepsilon,R} = 0$, and the conclusion (7.25) follows.

**Step 3.** Bound on the dominant terms.

In this step, we turn to the estimation of the five first terms in (7.24), showing more precisely that for all $t \leq T_{\varepsilon}$,

$$D^{t}_{\varepsilon,R} \lesssim t \mathcal{D}^{0}_{\varepsilon,R} + N_{\varepsilon} \lambda_{\varepsilon}^{3} \log |\log \varepsilon| + \lambda_{\varepsilon} N_{\varepsilon} \log N_{\varepsilon} + \lambda_{\varepsilon} \int_{0}^{t} \mathcal{D}_{\varepsilon,R}. \quad (7.27)$$

As this holds uniformly with respect to translations of the cut-off functions, the conclusion (7.23) follows.

We start with the bound on the first term $I^{S}_{\varepsilon,R}$. Since for all $t$ the field $\Gamma_{t}^{\varepsilon}$ is constant in each ball of the collection $\mathcal{B}_{t}$ and satisfies $\|\nabla \Gamma_{t}^{\varepsilon}\|_{L^{\infty}} \lesssim \|\nabla \Gamma_{t}^{\varepsilon}\|_{L^{\infty}} \lesssim 1$, we find

$$|I^{S}_{\varepsilon,R}| \lesssim \int_{\mathbb{R}^{2} \setminus \mathcal{B}_{t}} \chi_{R} |\tilde{S}_{t}| \lesssim \int_{\mathbb{R}^{2} \setminus \mathcal{B}_{t}} a \chi_{R} \left( |\nabla u_{\varepsilon} - iu_{\varepsilon} N_{\varepsilon} v_{\varepsilon}|^{2} + \frac{a}{\varepsilon^{2}} (1 - |u_{\varepsilon}|^{2})^{2} \right) \lesssim \int_{\mathbb{R}^{2}} \chi_{R} |1 - |u_{\varepsilon}|^{2}| (N_{\varepsilon}^{2} |v_{\varepsilon}|^{2} + |f|).$$

Since $\mathcal{B}_{t}$ has total radius $r_{\varepsilon} = N_{\varepsilon}^{-4}$, Proposition 7.1(v) yields

$$|I^{S}_{\varepsilon,R}| \lesssim D_{\varepsilon,R} + \lambda_{\varepsilon} N_{\varepsilon} \log N_{\varepsilon} + \int_{\mathbb{R}^{2}} \chi_{R} |1 - |u_{\varepsilon}|^{2}| (N_{\varepsilon}^{2} |v_{\varepsilon}|^{2} + |f|).$$

Further using (7.22), assumption (2.1), and the properties of $v_{\varepsilon}$ in (3.22), we conclude

$$|I^{S}_{\varepsilon,R}| \lesssim \mathcal{D}_{\varepsilon,R} + \lambda_{\varepsilon} N_{\varepsilon} \log N_{\varepsilon}, \quad (7.28)$$
We turn to $I^H_{\varepsilon,R}$. Using the assumption (2.1) and the properties of $v_\varepsilon$ in (3.22), Lemma 7.3 yields
\[
\int_0^t I^H_{\varepsilon,R} = O_t(\lambda_\varepsilon N_\varepsilon) + \int_0^t \int_{\mathbb{R}^2} \frac{a\chi_R}{2} \Gamma_\varepsilon^\perp \cdot \nabla h\left(|\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 - \log \varepsilon |\mu_\varepsilon|\right),
\]
and hence by Proposition 7.1(iv) and by (7.22),
\[
\int_0^t I^H_{\varepsilon,R} \lesssim_t \lambda_\varepsilon N_\varepsilon \log N_\varepsilon + \int_0^t \mathcal{D}_{\varepsilon,R} \lesssim_t \lambda_\varepsilon N_\varepsilon \log N_\varepsilon + \int_0^t \hat{\mathcal{D}}_{\varepsilon,R}.
\tag{7.29}
\]

The term $I^D_{\varepsilon,R}$ is simply estimated by
\[
I^D_{\varepsilon,R} \leq -\frac{\lambda_\varepsilon \alpha}{2} \int_{\mathbb{R}^2} a\chi_R |\partial_t u_\varepsilon - iu_\varepsilon N_\varepsilon p_\varepsilon|^2 + \frac{\lambda_\varepsilon \alpha}{2} \int_{\mathbb{R}^2} a\chi_R |(\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon) \cdot \Gamma_\varepsilon^\perp|^2.
\tag{7.30}
\]

We finally turn to $I^V_{\varepsilon,R}$. Using $\alpha^2 + \beta^2 = 1$, we find $\Gamma_{\varepsilon,0} - \beta \Gamma_\varepsilon^\perp = \alpha \Gamma_\varepsilon$, so that $I^V_{\varepsilon,R}$ takes on the following guise,
\[
I^V_{\varepsilon,R} = N_\varepsilon \int_{\mathbb{R}^2} \frac{a\chi_R}{2} \tilde{\nu}_\varepsilon \cdot (\Gamma_{\varepsilon,0} - \beta \Gamma_\varepsilon^\perp) = \alpha N_\varepsilon \int_{\mathbb{R}^2} \frac{a\chi_R}{2} \tilde{\nu}_\varepsilon \cdot \Gamma_\varepsilon.
\]

As shown in Step 2, the quantity $\tilde{\xi}_{\varepsilon,R}^t$ defined in Lemma 5.4 satisfies $\tilde{\xi}_{\varepsilon,R}^t \lesssim_t \log \varepsilon^{n/3}$. Choosing $M_\varepsilon := \exp((\lambda_\varepsilon \log |\log \varepsilon|) \wedge |\log \varepsilon|^{1/2})$, Lemma 5.4 then yields for any $\Lambda \simeq 1$,
\[
\left| \int_0^t I^V_{\varepsilon,R} \right| \leq o_t(1) + \lambda_\varepsilon \alpha \left(1 + O_t\left(|\log \varepsilon|^{-1/2} \wedge \frac{\lambda_\varepsilon \log |\log \varepsilon|}{|\log \varepsilon|}\right)\right) \times \left(\frac{1}{\Lambda} \int_0^t \int_{\mathbb{R}^2} a\chi_R |\partial_t u_\varepsilon - iu_\varepsilon N_\varepsilon p_\varepsilon|^2 + \frac{\lambda_\varepsilon}{4} \int_0^t \int_{\mathbb{R}^2} a\chi_R |(\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon) \cdot \Gamma_\varepsilon|^2\right),
\]
and thus, using the optimal energy bound (7.22),
\[
\left| \int_0^t I^V_{\varepsilon,R} \right| \leq O_t\left(N_\varepsilon \lambda_\varepsilon^3 \log |\log \varepsilon|\right) + \left(1 + O_t\left(|\log \varepsilon|^{-1/2} \wedge \frac{\lambda_\varepsilon \log |\log \varepsilon|}{|\log \varepsilon|}\right)\right) \frac{\lambda_\varepsilon \alpha}{\Lambda} \int_0^t \int_{\mathbb{R}^2} a\chi_R |\partial_t u_\varepsilon - iu_\varepsilon N_\varepsilon p_\varepsilon|^2
\]
\[
+ \frac{\lambda_\varepsilon \alpha \Lambda}{4} \int_0^t \int_{\mathbb{R}^2} a\chi_R |(\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon) \cdot \Gamma_\varepsilon|^2.
\tag{7.31}
\]

We distinguish between two cases,

Case 1: \[
\int_0^t \int_{\mathbb{R}^2} a\chi_R |\partial_t u_\varepsilon - iu_\varepsilon N_\varepsilon p_\varepsilon|^2 \leq 5 \int_0^t \int_{\mathbb{R}^2} a\chi_R |(\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon) \cdot \Gamma_\varepsilon|^2,
\tag{7.32}
\]

Case 2: \[
\int_0^t \int_{\mathbb{R}^2} a\chi_R |\partial_t u_\varepsilon - iu_\varepsilon N_\varepsilon p_\varepsilon|^2 > 5 \int_0^t \int_{\mathbb{R}^2} a\chi_R |(\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_\varepsilon) \cdot \Gamma_\varepsilon|^2.
\tag{7.33}
\]
In Case 1, choosing \( \Lambda = 2 \) in (7.31) yields

\[
\left| \int_0^t I_{\varepsilon, R}^E \right| \leq O_t \left( N_\varepsilon \lambda_3^3 \log \left| \log \varepsilon \right| \right) + \frac{\lambda_\varepsilon \alpha}{2} \left( 1 + O_t \left( \frac{\lambda_\varepsilon \log \left| \log \varepsilon \right|}{\log \varepsilon} \right) \right) \int_0^t \int_{\mathbb{R}^2} a_{\varepsilon R} |\partial_t u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 \\
+ \frac{\lambda_\varepsilon \alpha}{2} \int_0^t \int_{\mathbb{R}^2} a_{\varepsilon R} |(\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon) \cdot \Gamma_\varepsilon|^2.
\]

In Case 2, the condition (7.33) can be rewritten as

\[
\frac{1}{4} \int_0^t \int_{\mathbb{R}^2} a_{\varepsilon R} |\partial_t u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{1}{2} \int_0^t \int_{\mathbb{R}^2} a_{\varepsilon R} |(\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon) \cdot \Gamma_\varepsilon|^2
\]

\[
\leq \left( \frac{1}{4} + \frac{1}{10} \right) \int_0^t \int_{\mathbb{R}^2} a_{\varepsilon R} |\partial_t u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 + \frac{1}{2} \int_0^t \int_{\mathbb{R}^2} a_{\varepsilon R} |(\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon) \cdot \Gamma_\varepsilon|^2,
\]

and choosing \( \Lambda = 4 \) in (7.31) then yields

\[
\left| \int_0^t I_{\varepsilon, R}^E \right| \leq O_t \left( N_\varepsilon \lambda_3^3 \log \left| \log \varepsilon \right| \right) + \lambda_\varepsilon \alpha \left( \frac{1}{4} + \frac{1}{10} + o_t(1) \right) \int_0^t \int_{\mathbb{R}^2} a_{\varepsilon R} |\partial_t u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 \\
+ \frac{\lambda_\varepsilon \alpha}{2} \int_0^t \int_{\mathbb{R}^2} a_{\varepsilon R} |(\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon) \cdot \Gamma_\varepsilon|^2.
\]

Further noting that in Case 1 the condition (7.32) together with the energy bound (7.22) yields

\[
\left( R^{-1} + N_\varepsilon^{-2} + \frac{\lambda_\varepsilon^2 \log \left| \log \varepsilon \right|}{\log \varepsilon} \right) \int_{\mathbb{R}^2} a_{\varepsilon R} |\partial_t u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2
\]

\[
\lesssim \left( R^{-1} + N_\varepsilon^{-2} + \frac{\lambda_\varepsilon^2 \log \left| \log \varepsilon \right|}{\log \varepsilon} \right) \int_0^t \int_{\mathbb{R}^2} a_{\varepsilon R} |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 \lesssim_t N_\varepsilon \lambda_\varepsilon^3 \log \left| \log \varepsilon \right|,
\]

and combining this with (7.25) and (7.30), we observe an exact recombination of the terms, and obtain in Case 1,

\[
\int_0^t \left( I_{\varepsilon, R}^E + I_{\varepsilon, R}^D + I_{\varepsilon, R}^D + I_{\varepsilon, R}^g + I_{\varepsilon, R}^n + I_{\varepsilon, R}^s \right)
\]

\[
\leq \lambda_\varepsilon \alpha \int_0^t \int_{\mathbb{R}^2} a_{\varepsilon R} |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 \| \Gamma_\varepsilon \|^2 + O_t \left( N_\varepsilon \lambda_\varepsilon^3 \log \left| \log \varepsilon \right| \right), \tag{7.34}
\]

and in Case 2,

\[
\int_0^t \left( I_{\varepsilon, R}^E + I_{\varepsilon, R}^D + I_{\varepsilon, R}^D + I_{\varepsilon, R}^g + I_{\varepsilon, R}^n + I_{\varepsilon, R}^s \right)
\]

\[
\leq - \lambda_\varepsilon \alpha \left( \frac{1}{2} - \frac{1}{5} - o_t(1) \right) \int_0^t \int_{\mathbb{R}^2} a_{\varepsilon R} |\partial_t u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 \\
+ \frac{\lambda_\varepsilon \alpha}{2} \int_0^t \int_{\mathbb{R}^2} a_{\varepsilon R} |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon|^2 \| \Gamma_\varepsilon \|^2 + O_t \left( N_\varepsilon \lambda_\varepsilon^3 \log \left| \log \varepsilon \right| \right),
\]

so that (7.34) holds in both cases for \( \varepsilon > 0 \) small enough. Using \( \alpha^2 + 2 \beta^2 = 1 \), we find \( \Gamma_\varepsilon \cdot \Gamma_\varepsilon,0 = \alpha \| \Gamma_\varepsilon,0 \|^2 = \alpha \| \Gamma_\varepsilon \|^2 \), so that the term \( I_{\varepsilon, R}^E \) takes on the following guise,

\[
I_{\varepsilon, R}^E = - \lambda_\varepsilon \frac{1}{2} |\log \varepsilon| \int_{\mathbb{R}^2} a_{\varepsilon R} \Gamma_\varepsilon \cdot \Gamma_\varepsilon,0 \mu_\varepsilon = - \lambda_\varepsilon \frac{1}{2} |\log \varepsilon| \int_{\mathbb{R}^2} a_{\varepsilon R} |\Gamma_\varepsilon|^2 \mu_\varepsilon.
\]
Together with (7.34), this yields
\[
\int_0^t \left( I^v_{\varepsilon, R} + I^F_{\varepsilon, R} + I^D_{\varepsilon, R} + I^g_{\varepsilon, R} + I^\nu_{\varepsilon, R} + I^\nu_{\varepsilon, R} \right) \leq \frac{\lambda_2 \alpha}{2} \int_0^t \int_{\mathbb{R}^2} a \chi_R \left( |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon \nu_\varepsilon|^2 - |\log \varepsilon| \mu_\varepsilon \right) |\Gamma_\varepsilon|^2 + O_t (N_\varepsilon \lambda_2^3 \log |\log \varepsilon|).
\]
Combining this with (7.24), (7.28), and (7.29), we conclude
\[
\hat{D}_{\varepsilon, R} - \hat{D}^0_{\varepsilon, R} \lesssim \int_0^t \hat{D}_{\varepsilon, R} + \frac{\lambda_2 \alpha}{2} \int_0^t \int_{\mathbb{R}^2} a \chi_R \left( |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon \nu_\varepsilon|^2 - |\log \varepsilon| \mu_\varepsilon \right) |\Gamma_\varepsilon|^2 + N_\varepsilon \lambda_2^3 \log |\log \varepsilon| + \lambda_2 N_\varepsilon \log N_\varepsilon,
\]
and the result (7.27) now follows from Proposition 7.1(iv).

Step 4. Conclusion.

As explained at the beginning of the proof, in the regime $|\log \varepsilon| \lesssim N_\varepsilon \ll |\log \varepsilon| \log |\log \varepsilon|$ with $D^0_{\varepsilon, R} \lesssim N_\varepsilon^{-1-\delta}$ for some $\delta > 0$, the estimate (7.23) implies $T_\varepsilon = T$ and $D^0_{\varepsilon, R} \ll \varepsilon N_\varepsilon^{2}$ for all $t \in [0, T)$. We now show that it implies the convergence $\frac{1}{N_\varepsilon} j_\varepsilon - v_\varepsilon \to 0$. For all $t \in [0, T)$, Proposition 7.1(v) gives
\[
\sup_z \int_{\mathbb{R}^2} \chi^z_R \left| \nabla u_\varepsilon - i u_\varepsilon N_\varepsilon \nu_\varepsilon \right|^2 \ll \varepsilon N_\varepsilon^2,
\]
and for all $1 \leq p < 2$,
\[
\sup_z \int_{B_\varepsilon} \chi^z_R \left| \nabla u_\varepsilon - i u_\varepsilon N_\varepsilon \nu_\varepsilon \right|^p \lesssim |B_\varepsilon|^{1-p/2} (\varepsilon \chi^*_{\varepsilon, R})^{p/2} \lesssim \varepsilon^{2-p} N_\varepsilon^p \ll_p N_\varepsilon^p.
\]
Using the pointwise estimates of Lemma 4.2, we deduce
\[
\sup_z \int_{B_\varepsilon} \left| j_\varepsilon - N_\varepsilon \nu_\varepsilon \right| \lesssim \varepsilon \sup_z \int_{B_\varepsilon} |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon \nu_\varepsilon| + \varepsilon N_\varepsilon^2
\]
\[
\lesssim \varepsilon \sup_z \int_{B_\varepsilon} \chi^z_R |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon \nu_\varepsilon| + \sup_z \left( \int_{B_\varepsilon} |\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon \nu_\varepsilon|^2 \right)^{1/2} + \varepsilon N_\varepsilon^2 \ll_l N_\varepsilon,
\]
hence $\frac{1}{N_\varepsilon} j_\varepsilon - v_\varepsilon \to 0$ in $L^\infty_{\text{loc}} ([0, T); L^1_{\text{uloc}} (\mathbb{R}^2)^2)$.

8. Mean-field limit in the conservative case

In this section, we prove Theorem 3, that is, the mean-field limit result in the conservative case ($\alpha = 0, \beta = 1$) in the regime (GP). More precisely, the rescaled supercurrent density $\frac{1}{N_\varepsilon} j_\varepsilon$ is shown to remain close to the solution $v_\varepsilon$ of equation (3.4). Combining this with the results of Section 3.3 (in particular, with Lemma 3.6), the result of Theorem 3 follows.

8.1. Preliminary: vortex analysis. In the present situation, it is not needed to adapt the ball-construction lower bound of Section 5 to the nondilute regime $N_\varepsilon \gg |\log \varepsilon|$: we only need the following elementary estimate on the number of vortices based on a bound on the modulated energy excess. Since the vector field $\nabla h$ is assumed here to decay at infinity, the proof is considerably reduced with respect to the corresponding statement in Section 7.1. Note that in the considered regime $N_\varepsilon \gg |\log \varepsilon|$ we show that $\mathcal{E}_{\varepsilon, R}$ and $\mathcal{D}_{\varepsilon, R}$ are interchangeable up to an error of order $o(N_\varepsilon^2)$.
Lemma 8.1. Let \( h: \mathbb{R}^2 \rightarrow \mathbb{R} \), \( a := e^h \), with \( a \leq 1 \) and \( \| \nabla h \|_{L^2 \cap \mathbb{R}^\infty} \lesssim 1 \), let \( u_\varepsilon: \mathbb{R}^2 \rightarrow \mathbb{C} \), \( v_\varepsilon: \mathbb{R}^2 \rightarrow \mathbb{R}^2 \), with \( \| \text{curl} v_\varepsilon \|_{L^1 \cap \mathbb{R}^\infty}, \| v_\varepsilon \|_{L^\infty} \lesssim 1 \). Let \( 0 < \varepsilon \ll 1 \), \( |\log \varepsilon| \ll N_\varepsilon \ll \varepsilon^{-1} \), and \( R \geq 1 \), and assume that \( D^*_\varepsilon,R \lesssim N_\varepsilon^2 \). Then,

\[
\sup_z \| \mu_\varepsilon \|_{(H^1 \cap \mathbb{R}^{1,\infty}(B_R(z)))^*} \lesssim N_\varepsilon,
\]

hence in particular

\[
\sup_z |\mathcal{E}_{\varepsilon,R}^* - D_{\varepsilon,R}^*| \lesssim N_\varepsilon |\log \varepsilon| \ll N_\varepsilon^2.
\]

Proof. Let \( \phi \in H^1 \cap \mathbb{R}^{1,\infty}(\mathbb{R}^2) \) be supported in a ball of radius \( R \). We decompose

\[
\int_{\mathbb{R}^2} \phi \mu_\varepsilon = \int_{\mathbb{R}^2} \phi \left( N_\varepsilon \text{curl} v_\varepsilon + \text{curl} (j_\varepsilon - N_\varepsilon v_\varepsilon) \right)
\]

\[
= N_\varepsilon \int_{\mathbb{R}^2} \phi \text{curl} v_\varepsilon - \int_{\mathbb{R}^2} \nabla^\perp \phi \cdot (j_\varepsilon - N_\varepsilon v_\varepsilon),
\]

hence, using the pointwise estimates of Lemma 4.2,

\[
\left| \int_{\mathbb{R}^2} \phi \mu_\varepsilon \right| \lesssim N_\varepsilon \| \phi \|_{L^\infty} + (1 + \varepsilon N_\varepsilon) (\mathcal{E}_{\varepsilon,R}^*)^{1/2} \| \nabla \phi \|_2 + \varepsilon \mathcal{E}_{\varepsilon,R}^* \| \nabla \phi \|_{L^\infty}.
\]

(8.1)

In particular, using the assumptions \( D_{\varepsilon,R}^* \lesssim N_\varepsilon^2 \) and \( \| \nabla h \|_{L^2 \cap \mathbb{R}^\infty} \lesssim 1 \), we obtain

\[
\mathcal{E}_{\varepsilon,R}^* = D_{\varepsilon,R}^* + |\log \varepsilon| \int_{\mathbb{R}^2} a \chi_R \mu_\varepsilon \lesssim N_\varepsilon^2 + (1 + \varepsilon N_\varepsilon)|\log \varepsilon| (\mathcal{E}_{\varepsilon,R}^*)^{1/2} + \varepsilon |\log \varepsilon| \mathcal{E}_{\varepsilon,R}^* ,
\]

which implies, taking the supremum in \( z \) and absorbing \( \mathcal{E}_{\varepsilon,R}^* \) in the left-hand side, for \( \varepsilon > 0 \) small enough,

\[
\mathcal{E}_{\varepsilon,R}^* \lesssim N_\varepsilon^2 + (1 + \varepsilon N_\varepsilon)^2 |\log \varepsilon|^2 \lesssim N_\varepsilon^2.
\]

Inserting this into (8.1) yields \( |\int_{\mathbb{R}^2} \phi \mu_\varepsilon| \lesssim N_\varepsilon \| \phi \|_{H^1 \cap \mathbb{R}^{1,\infty}} \), and the result follows.

8.2. Modulated energy argument. By a modulated energy argument, we show that the rescaled supercurrent density \( \frac{1}{N_\varepsilon} j_\varepsilon \) remains close to the solution \( v_\varepsilon \) of equation (3.4).

The proof consists in estimating the different terms in the decomposition of \( \partial_t D_{\varepsilon,b,R} \) in Lemma 4.4 and then deducing the smallness of the modulated energy \( \mathcal{E}_{\varepsilon,b,R} \) by a Grönwall argument. Note that in the nondilute regime \( N_\varepsilon \gg |\log \varepsilon| \) the situation is greatly simplified with respect to Section 6, since the modulated energy \( \mathcal{E}_{\varepsilon,R} \) and the excess \( D_{\varepsilon,R} \) are now interchangeable up to an error \( o(N_\varepsilon^2) \) (cf. Lemma 8.1). The different terms appearing in Lemma 4.4 thus only need to be estimated by means of the modulated energy \( \mathcal{E}_{\varepsilon,R} \) without having to take care to subtract the correct vortex self-interaction energy. In particular, the vector field \( \tilde{\Gamma}_\varepsilon \) does no longer need to be truncated on small balls around the vortex locations, and we simply set \( \tilde{\Gamma}_\varepsilon = \Gamma_\varepsilon \). For this choice, all the terms involving the vortex velocity \( V_{\varepsilon,b} \) in Lemma 4.4 vanish. This simplification is crucial since in the present conservative case no good a priori control on the vortex velocity is available (apart from rough a priori estimates of the form \( |\partial_t u_\varepsilon - i u_\varepsilon N_\varepsilon \tilde{P}_{\varepsilon,b} |_{L^2} \lesssim \varepsilon^{-2} \)), which indeed prevents us from extending this modulated energy argument to the case \( N_\varepsilon \ll |\log \varepsilon| \).

Proposition 8.2. Let \( \alpha = 0 \), \( \beta = 1 \), and let \( h: \mathbb{R}^2 \rightarrow \mathbb{R} \), \( a := e^h \), \( F: \mathbb{R}^2 \rightarrow \mathbb{R}^2 \), \( f: \mathbb{R}^2 \rightarrow \mathbb{R} \) satisfy (2.2). Let \( u_\varepsilon: [0,T] \times \mathbb{R}^2 \rightarrow \mathbb{C} \) and \( v_\varepsilon: \mathbb{R}^+ \times \mathbb{R}^2 \rightarrow \mathbb{R}^2 \) be solutions of (1.7) and (3.4) as in Propositions 2.2(ii) and 3.5, respectively, for some \( T > 0 \). Let \( 0 < \varepsilon \ll 1 \), \( |\log \varepsilon| \ll N_\varepsilon \ll \varepsilon^{-1} \), \( R \gtrsim |\partial_t u_\varepsilon|_{L^\infty_T L^2} + |\log \varepsilon|^2 \), and assume that the initial
modulated energy satisfies $E^{*,0}_{\varepsilon,R} \ll N_2^2$. Then, in the regime (GP), we have $E^{*,t}_{\varepsilon,R} \ll N_2^2$ for all $t \in [0,T]$, hence $\frac{1}{\varepsilon} J_\varepsilon - v_\varepsilon \to 0$ in $L^\infty_{\text{loc}}([0,T); L^1_{\text{loc}}(\mathbb{R}^2)^2)$ as $\varepsilon \downarrow 0$. Under the stronger assumption $E^{*,0}_{\varepsilon} \ll N_2^2$, the same convergence holds in $L^\infty_{\text{loc}}([0,T); (L^1 + L^2)(\mathbb{R}^2)^2)$.

\[ \diamond \]

Proof. In the sequel, we choose $1 \leq R \leq \bar{R}$ with $\bar{R}^\theta \ll (\varepsilon N_2)^{-1}$ for some $\theta > 0$. Regarding the global truncation at the scale $R$, it is not really needed in the present context (as a consequence of the decay assumption for $\nabla h, F, f$) and can be sent to infinity arbitrarily fast; hence it suffices to choose $R \geq \|\partial_\epsilon u_\varepsilon\|_{L^\infty_{\text{loc}}(\mathbb{R}^2)} + \|\log \varepsilon\|^2$ (where the right-hand side is indeed finite by Proposition 2.2(ii)). Given the assumption $E^{*,0}_{\varepsilon,R} \ll N_2^2$ on the initial data, for all $\varepsilon > 0$ we define $T_\varepsilon > 0$ as the maximum time $\leq T$ such that $E^{*,t}_{\varepsilon,R} \leq N_2^2$ holds for all $t \leq T_\varepsilon$. By Lemmas 4.1 and 8.1, we deduce $\tilde{D}^{*,0}_{\varepsilon,R} \ll N_2^2$ and for all $t \leq T_\varepsilon$,

\[
\begin{align*}
\tilde{D}^{*,t}_{\varepsilon,R} &\lesssim_N N_2^2, \\
\hat{E}^{*,t}_{\varepsilon,R} &\lesssim_N N_2^2, \\
\hat{D}^{*,t}_{\varepsilon,R} &\lesssim N_2^2,
\end{align*}
\]

for all $\varepsilon > 0$ small enough, and the main conclusion follows, while the additional statements are deduced in Step 2.

Step 1. Proof of (8.3).

Using the constraint $0 = a^{-1} \text{div} (a v_\varepsilon) = \text{div} v_\varepsilon + v_\varepsilon \cdot \nabla h$, and choosing $\tilde{\Gamma}_\varepsilon := \Gamma_\varepsilon$, the result of Lemma 4.4 takes the following simpler form,

\[
\partial_t \hat{D}_{\varepsilon,0,R} = I^{S}_{\varepsilon,\theta,R} + I^{V}_{\varepsilon,\theta,R} + I^{E}_{\varepsilon,\theta,R} + I^{H}_{\varepsilon,\theta,R} + I^{n}_{\varepsilon,\theta,R},
\]

where we have set

\[
\begin{align*}
I^{S}_{\varepsilon,\theta,R} &:= - \int_{\mathbb{R}^2} \chi R \nabla \Gamma_\varepsilon^\perp : \tilde{S}_\varepsilon, \\
I^{V}_{\varepsilon,\theta,R} &:= \int_{\mathbb{R}^2} \frac{a \chi R |\log \varepsilon|}{2} \tilde{V}_{\varepsilon,\theta} \cdot \left( - \lambda_\varepsilon \Gamma_\varepsilon^\perp + \nabla^\perp h - F^\perp - \frac{2N_2}{|\log \varepsilon|} v_\varepsilon \right), \\
I^{E}_{\varepsilon,\theta,R} &:= - \int_{\mathbb{R}^2} \frac{a \chi R |\log \varepsilon|}{2} \Gamma_\varepsilon \cdot \left( \nabla^\perp h - F^\perp - \frac{2N_2}{|\log \varepsilon|} v_\varepsilon \right) \mu_\varepsilon, \\
I^{H}_{\varepsilon,\theta,R} &:= \int_{\mathbb{R}^2} \frac{a \chi R}{2} \Gamma_\varepsilon \cdot \nabla h \left( |\nabla u_\varepsilon - iu_\varepsilon N_2 v_\varepsilon|^2 + \frac{a}{\varepsilon^2} (1 - |u_\varepsilon|^2)^2 - |\log \varepsilon| |\mu_\varepsilon| \right), \\
I^{n}_{\varepsilon,\theta,R} &:= - \int_{\mathbb{R}^2} \nabla \chi R \cdot \tilde{S}_\varepsilon \cdot \Gamma_\varepsilon^\perp \\
&- \int_{\mathbb{R}^2} a \nabla \chi R \cdot \left( (\partial_\epsilon u_\varepsilon - iu_\varepsilon N_2 p_\varepsilon, \nabla u_\varepsilon - iu_\varepsilon N_2 v_\varepsilon) + \frac{|\log \varepsilon|}{2} \tilde{V}_{\varepsilon,\theta} \right),
\end{align*}
\]

and where the error $I^{n}_{\varepsilon,\theta,R}$ is estimated as follows (cf. (4.17)),

\[
|I^{n}_{\varepsilon,\theta,R}| \lesssim_N \varepsilon N_2 E^{*,0}_{\varepsilon,R} + N_2 (E^{*,0}_{\varepsilon,R})^{1/2} ||\nabla (p_\varepsilon - p_{\varepsilon,\theta})||_{L^2} + \varepsilon N_2^2 \theta^0 (E^{*,0}_{\varepsilon,R})^{1/2}.
\]
Choosing $\theta > 0$ small enough, and using Proposition 3.5 in the form $\|\nabla (p^t_s - p^t_{s,0})\|_{L^2} \ll t \ 1$ (cf. (3.38)), we obtain

$$|I^t_{s,\theta, R}| \lesssim t \theta E_{s, \theta} + o(N_\theta)(E_{s, \theta})^{1/2}. \quad (8.5)$$

The choice (3.4) of $\Gamma_\theta$ yields $I^V_{s, \theta, R} = I^E_{s, \theta, R} = 0$, hence

$$\partial_t \hat{D} = I^S_{s, \theta, R} + I^H_{s, \theta, R} + I^n_{s, \theta, R} + I^*_{s, \theta, R}. \quad (8.6)$$

It remains to estimate the first three right-hand side terms. By assumption (2.2) in the form $\|f\|_{L^2} \lesssim N_\theta^2$ and by the integrability properties of $v_\theta$ (cf. Proposition 3.5), the first right-hand side term $I^S_{s, \theta, R}$ is estimated as follows, for all $t \leq T_\theta$,

$$I^S_{s, \theta, R} \lesssim \|\nabla \Gamma_\theta\|_{L^\infty} \int R^2 a \chi_R \left( |\nabla u_\theta - i u_\theta N_\theta v_\theta|^2 + \frac{a}{\theta^2}(1 - |u_\theta|^2)^2 \right)$$

$$\lesssim E_{s, \theta} + \epsilon N_\theta^2 (E_{s, \theta})^{1/2} \lesssim E_{s, \theta} + o(N_\theta^2). \quad (8.7)$$

We turn to the second right-hand side term in (8.6). Lemma 8.1 yields

$$I^n_{s, \theta, R} \lesssim E_{s, \theta} + N_\theta \log \log \lesssim E_{s, \theta} + o(N_\theta^2). \quad (8.8)$$

It remains to estimate the third right-hand side term in (8.6). By definition of $\hat{S}_\theta$ and $\hat{V}_{s, \theta}$, we find

$$I^*_{s, \theta, R} \lesssim R^{-1} \log \log \left| \int B_{2R} |\partial_t u_\theta - i u_\theta N_\theta p_{s, \theta}||\nabla u_\theta - i u_\theta N_\theta v_\theta| \right.$$

$$+ R^{-1} \|\Gamma_{s, \theta}\|_{L^\infty} \int B_{2R} \left( |\nabla u_\theta - i u_\theta N_\theta v_\theta|^2 + \frac{a}{\theta^2}(1 - |u_\theta|^2)^2 \right),$$

and hence, using assumption (2.2), the properties of $v_\theta$ (cf. Proposition 3.5), and the bound $E_{s,2R} \lesssim E_{s, \theta}^* (cf. (4.1))$, we have

$$I^*_{s, \theta, R} \lesssim E_{s, \theta} + R^{-1} \log \log \|\nabla u_\theta - i u_\theta N_\theta p_{s, \theta}||\nabla u_\theta - i u_\theta N_\theta v_\theta| \|L^2_{s, \theta, R} + o(N_\theta^2).$$

The properties of $p_{s, \theta}$ (cf. Proposition 3.5) yield for all $\theta > 0$,

$$\|\partial_t u_\theta - i u_\theta N_\theta p_{s, \theta}\|_{L^2(B_{2R})} \lesssim \|\partial_t u_\theta\|_{L^2(B_{2R})} + N_\theta \|p_{s, \theta}\|_{L^2(B_{2R})} + N_\theta \|p_{s, \theta}\|_{L^\infty(B_{2R})} \|1 - |u_\theta|^2||_{L^2(B_{2R})}$$

$$\lesssim e^{t, \theta} \|\partial_t u_\theta\|_{L^2(B_{2R})} + N_\theta e^{t, \theta} + \epsilon N_\theta (E_{s, \theta})^{1/2},$$

so that the above takes the form

$$I^*_{s, \theta, R} \lesssim R^{-2} \log \log \|\nabla u_\theta\|_{L^2(B_{2R})} + R^{-2} |N_\theta^2| \log \log \|\nabla u_\theta\|_{L^2(B_{2R})} + o(N_\theta^2).$$
Using the choice $R \gtrsim \|\partial_t u_\varepsilon\|_{L^2} + |\log \varepsilon|^2$, and choosing $\theta > 0$ small enough, we deduce $\Gamma_\varepsilon \lesssim \|\varepsilon\|_{L^2(\hat{\mathbf{x}})} + o(N_\varepsilon^2)$. Combining this with (8.5), (8.6), (8.7), and (8.8), we conclude

$$\partial_t \hat{D}_{\varepsilon,0,R} \lesssim \|\varepsilon\|_{L^2(\hat{\mathbf{x}})} + o(N_\varepsilon^2).$$

Integrating this in time with $\hat{D}_{\varepsilon,0,R} \ll N_\varepsilon^2$, using (8.2), and noting that the result holds uniformly with respect to translations of the cut-off functions, the conclusion (8.3) follows.

**Step 2.** Conclusion.

As explained, the result of Step 1 implies $T_\varepsilon = T$ and $\mathcal{E}_\varepsilon \ll N_\varepsilon^2$ for all $t \in [0, T]$. We now show that it implies $\frac{1}{N_\varepsilon} j_\varepsilon - v_\varepsilon \to 0$. Using the pointwise estimates of Lemma 4.2, we obtain

$$\|j_\varepsilon - N_\varepsilon v_\varepsilon\|_{L^1 + L^2(B_R(z))} \lesssim \|\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon v_\varepsilon\|_{L^2(B_R(z))} (1 + \|1 - |u_\varepsilon|^2\|_{L^2(B_R(z))}) + N_\varepsilon \|1 - |u_\varepsilon|^2\|_{L^2(B_R(z))} \\
\lesssim \|\varepsilon\|_{L^2(\hat{\mathbf{x}})} \ll N_\varepsilon (1 + \varepsilon N_\varepsilon) \lesssim N_\varepsilon,$$

and the conclusion follows, letting $R \uparrow \infty$. 

## 9. Homogenization regimes

In this section, we briefly examine homogenization regimes and we prove the few rigorous results mentioned in Section 1.5. We focus on the dissipative case and for simplicity we restrict to the periodic setting, that is, $a\hat{x}(x) := \hat{a}^0(x, \frac{1}{\eta_\varepsilon}x)^{\eta_\varepsilon}, \quad (9.1)$

with $\hat{a}^0 : R^d \times Q \to [\frac{1}{2}, 1]$ periodic in its second variable. We set $\hat{b} := \log \hat{a}$ and $\hat{b}^0 := \log \hat{a}^0$.

### 9.1. Homogenization diagonal result

In this section, we adapt the modulated energy approach to the case with wiggly pinning weight (9.1). As the first term in the decomposition of $\partial_t \hat{D}_{\varepsilon,0,R}$ in Lemma 4.4 involves the gradient of the mean-field driving vector field $\Gamma_\varepsilon$ (cf. (3.2)), the wiggly pinning force leads to a divergent prefactor $O(\eta_\varepsilon^{-1})$ that destroys the Gröñwall relation on $\hat{D}_{\varepsilon,0,R}$. For that reason, such an argument can only work in a suitable regime, as stated in Corollary 1.5. Note that the choice of the diagonal regime $\eta_\varepsilon \ll \eta_\varepsilon \ll 1$ could be made more explicit, but this is left to the reader.

**Proof of Corollary 1.5.** Given a fast oscillating pinning potential (9.1), we consider the regimes (GL1), (GL2), (GL1'), and (GL2'), and in the regime (GL2) we restrict to the parabolic case $\beta = 0$. We now denote by $v_\varepsilon$ the unique local (smooth) solution of (3.2) with wiggly pinning force

$$\nabla \hat{b}(x) := \eta_\varepsilon \nabla_1 \hat{b}^0(x, \frac{1}{\eta_\varepsilon}x) + \nabla_2 \hat{b}^0(x, \frac{1}{\eta_\varepsilon}x). \quad (9.2)$$

We further denote by $\tilde{v}_\varepsilon$ the unique global (smooth) solution of the corresponding mean-field equation (1.19)–(1.22) with $\nabla \hat{b}(x)$ replaced by $\nabla_2 \hat{b}^0(x, \frac{1}{\eta_\varepsilon}x)$. We split the proof into three steps.

**Step 1.** Gröñwall relation.

In this step, we show that $v_\varepsilon$ is defined on the time interval $[0, T_\varepsilon)$, with $T_\varepsilon := \eta_\varepsilon T$ and with $T$ as in Proposition 3.2. In addition, we adapt the proof of Proposition 6.1: with the same restrictions on the regimes, we show that there exist $\sigma > 0$ and an increasing bijection
\[ \theta : \mathbb{R}^+ \to \mathbb{R}^+ \] such that for all \( t \geq 0 \) the conditions \( D_{\varepsilon,R}^{s,o} = o(N_{\varepsilon}^2) \) and \( \sup_{0 \leq s \leq t} \hat{D}_{\varepsilon,R}^{s} \leq N_{\varepsilon}^2 \) imply
\[
\hat{D}_{\varepsilon,R}^{s,t} \leq \theta \left( \frac{1}{\eta_{\varepsilon}} \right) \left( \eta_{\varepsilon}^{-\sigma} o(N_{\varepsilon}^2) + \eta_{\varepsilon}^{-1} \int_0^t \hat{D}_{\varepsilon,R} \right).
\] (9.3)

We first check how \( v_{\varepsilon} \) depends on the small parameter \( \eta_{\varepsilon} \), thus adapting Proposition 3.2. A scaling argument shows that the solution \( v_{\varepsilon} \) exists up to time \( \eta_{\varepsilon} T \), where \( T \) is as in Proposition 3.2. Moreover, an inspection of the proofs in [40] together with a scaling argument shows that all the estimates in Proposition 3.2 still hold up to multiplicative constants of the form \( \eta_{\varepsilon}^{-\sigma} \theta \left( \frac{1}{\eta_{\varepsilon}} \right) \) for all \( t \in [0, \eta_{\varepsilon} T] \), for some \( \sigma \geq 0 \) and some increasing bijection \( \theta : \mathbb{R}^+ \to \mathbb{R}^+ \). A scaling argument yields more precisely, for all \( t \in [0, T_{\varepsilon}] \),
\[
\| \Gamma_{\varepsilon}' \|_{L^\infty} \leq \theta \left( \frac{1}{\eta_{\varepsilon}} \right), \quad \| \nabla \Gamma_{\varepsilon}' \|_{L^\infty} \leq \eta_{\varepsilon}^{-1} \theta \left( \frac{1}{\eta_{\varepsilon}} \right).
\]

With such estimates at hand, repeating the proof of Proposition 6.1 leads to the claim (9.3).

**Step 2.** Grönwall argument.

In this step, we show that there exists \( \eta_{\varepsilon,0} \ll 1 \) (possibly depending on all the data of the problem) such that for \( \eta_{\varepsilon,0} \ll \eta_{\varepsilon} \ll 1 \) the conclusions of Proposition 6.1 hold in each of the corresponding regimes.

Since in the regime (GL_2) we restrict to the parabolic case, we deduce that there exists \( \eta_{\varepsilon,0} \ll 1 \) such that for \( \eta_{\varepsilon,0} \ll \eta_{\varepsilon} \ll 1 \) the time \( T_{\varepsilon}^0 \) in Step 1 diverges as \( \varepsilon \downarrow 0 \). Given the assumption \( D_{\varepsilon,R}^{s,o} \ll N_{\varepsilon}^2 \) on the initial data, for all \( \varepsilon > 0 \) we define \( T_{\varepsilon} > 0 \) as the maximum time \( \leq T_{\varepsilon}^0 \) such that \( D_{\varepsilon,R}^{s,t} \leq N_{\varepsilon}^2 \) holds for all \( t \leq T_{\varepsilon} \). The result of Step 1 then yields for all \( 0 \leq t \leq T_{\varepsilon} \),
\[
D_{\varepsilon,R}^{t} \leq \theta \left( \frac{1}{\eta_{\varepsilon}} \right) \left( \eta_{\varepsilon}^{-\sigma} o(N_{\varepsilon}^2) + \eta_{\varepsilon}^{-1} \int_0^t D_{\varepsilon,R} \right),
\]
and hence, by the Grönwall inequality,
\[
D_{\varepsilon,R}^{t} \leq \eta_{\varepsilon}^{-\sigma} \psi \left( \frac{1}{\eta_{\varepsilon}} \right) o(N_{\varepsilon}^2), \quad \psi(t) := \theta(t) e^{1/\sigma/1}.
\]
Choosing e.g. \( \eta_{\varepsilon,0} := \left[ \psi^{-1} \left( \frac{\sqrt{N_{\varepsilon}^2}}{\sigma o(N_{\varepsilon}^2)} \right) \right]^{1/\sigma/1} \), we deduce for \( \eta_{\varepsilon,0} \ll \eta_{\varepsilon} \ll 1 \) that \( D_{\varepsilon,R}^{t} \ll N_{\varepsilon}^2 \) holds for all \( 0 \leq t \leq T_{\varepsilon}^0 \), and the claim follows as in Step 4 of the proof of Proposition 6.1.

**Step 3.** Conclusion.

It remains to show that there exists \( \eta_{\varepsilon,0} \ll 1 \) such that for \( \eta_{\varepsilon,0} \ll \eta_{\varepsilon} \ll 1 \) there holds \( v_{\varepsilon} - \tilde{v}_{\varepsilon} \to 0 \) in \( L^\infty_{\text{loc}}(\mathbb{R}^+; L^1_{\text{loc}}(\mathbb{R}^2)^2) \). This convergence result directly follows from the computations in the proof of Lemma 3.3, now taking into account the \( \eta_{\varepsilon}\)-dependence of \( v_{\varepsilon} \) and \( \tilde{v}_{\varepsilon} \) as in Step 1 and applying a Grönwall argument in a suitable diagonal regime.

9.2. Mesoscopic initial-boundary layer. In non-diagonal regimes, the Grönwall relation (9.3) only yields conclusions in the short timescale \( t = O(\eta_{\varepsilon}) \). This allows to rigorously explore the mesoscopic initial-boundary layer that occurs in that timescale: in each mesoscopic periodicity cell, the vorticity gets projected onto the support of the invariant measure for the cell dynamics associated with the initial mean-field driving vector field \( \Gamma_{\varepsilon}^{\circ} \) (cf. (3.2)). This is captured in terms of 2-scale convergence. The proof is particularly easy as the nonlinearity plays no role yet in that timescale.
Proposition 9.1. Let the same assumptions hold as in Theorem 1, with wiggly pinning weight (9.1). In the regime (GL$_2$), we restrict to the parabolic case. For all $\varepsilon > 0$ let $u_\varepsilon$ be the unique global solution of (1.7) as in Proposition 2.2(i), and for all $x \in \mathbb{R}^2$ let $m_0(x, \cdot)$ denote the unique global solution of the following continuity equation in the torus $Q$,

$$\partial_t m_0(x, \cdot) = -\text{div}(\tilde{\Gamma}^\varepsilon(x, \cdot)m_0(x, \cdot)), \quad m_0(x, \cdot)|_{t=0} = \text{curl}\nu^\varepsilon(x),$$  

(9.4)

$$\tilde{\Gamma}^\varepsilon(x, y) := (\alpha - \beta)(\nabla_2 \tilde{h}^\varepsilon(x, y) - \tilde{F}(x)^\perp - 2\kappa \nu^\varepsilon(x)),$$

where $\kappa := 1$ in the regime (GL$_1$), $\kappa := \lambda$ in the regime (GL$_2$), and $\kappa := 0$ in the regimes (GL$_1'$) and (GL$_2'$). Then there exists a sequence $\eta_{\varepsilon,0} \downarrow 0$ (depending on all the data of the problem) such that for $\eta_{\varepsilon,0} \ll \eta_\varepsilon \ll 1$ the slowed-down rescaled vorticity $\frac{1}{\varepsilon^2} \tilde{\mu}^{\eta_{\varepsilon,0}}$ 2-scale converges to $m_0$, that is, for all $\phi \in C_c^\infty((0,T) \times \mathbb{R}^2; C^\infty_{\text{per}}(Q))$,

$$\lim_{\varepsilon \downarrow 0} \int_{\mathbb{R}^+ \times \mathbb{R}^2} \phi(t, x, \frac{\varepsilon}{\eta_{\varepsilon,0}} \nabla_1 \tilde{\mu}^{\eta_{\varepsilon,0}}(x) \, dx \, dt = \int_{\mathbb{R}^+ \times \mathbb{R}^2 \times Q} \phi(t, x, y) m_0(x, y) \, dy \, dx \, dt. \quad \diamond$$

Proof. As in Step 1 of the proof of Corollary 1.5 above, the solution $v_\varepsilon$ is defined on the time interval $[0, \eta_\varepsilon T]$ with $T$ as in Proposition 3.2, hence $T$ diverges as $\varepsilon \downarrow 0$. Applying (9.3) and choosing $\eta_{\varepsilon,0} := (\frac{\varepsilon^2}{N_0^2})^{1/\sigma}$, we deduce for $\eta_{\varepsilon,0} \ll \eta_\varepsilon \ll 1$, for all $t \in [0, T)$,

$$\tilde{D}^{\eta_{\varepsilon,0}} \leq \varepsilon o(N_0^2) + \int_{0}^{t} \tilde{D}^{\eta_{\varepsilon,0}} ds.$$

The Grönwall inequality then implies $\tilde{D}^{\eta_{\varepsilon,0}} \equiv o(N_0^2)$ for all $t \in [0, T)$. As in Step 4 of the proof of Proposition 6.1, we deduce $\frac{1}{N_0} j^\eta_{\varepsilon,0} - \tilde{v}^\eta_{\varepsilon,0} \rightarrow 0$ in $L^\infty_{\text{loc}}(\mathbb{R}^3; L^1_{\text{loc}}(\mathbb{R}^2))$ as $\varepsilon \downarrow 0$. We may then find a sequence $\eta_{\varepsilon,0} \ll \eta_{\varepsilon,0}' \ll 1$ such that for $\eta_{\varepsilon,0} \ll \eta_\varepsilon \ll 1$ we have for all $T_0, R_0 > 0$,

$$\lim_{\varepsilon \downarrow 0} \frac{1}{\eta_{\varepsilon,0}} \int_{0}^{T_0} \int_{Br_0} |\frac{1}{N_0} j^\eta_{\varepsilon,0} - \tilde{v}^\eta_{\varepsilon,0}| = 0. \quad (9.5)$$

It remains to determine the asymptotic behavior of $v^\eta_{\varepsilon,0}$. We split the proof into two steps.

Step 1. 2-scale convergence of $\text{curl}\tilde{v}^\eta_{\varepsilon,0}$.

Let $\bar{v}^\varepsilon := \tilde{v}^\eta_{\varepsilon,0}$ and $\tilde{m}_\varepsilon := \text{curl}\bar{v}^\varepsilon$. Taking the curl of both sides of (3.2), we deduce the following equation for $\tilde{m}_\varepsilon$,

$$\partial_t \tilde{m}_\varepsilon = -\eta_\varepsilon \text{div}(\tilde{\Gamma}^\varepsilon \tilde{m}_\varepsilon), \quad \tilde{m}_\varepsilon|_{t=0} = \text{curl}\nu^\varepsilon$$  

(9.6)

$$\tilde{\Gamma}^\varepsilon := \lambda^{-1}(\alpha - \beta)(\nabla^\perp h - F^\perp - \frac{2N_0}{|\log \varepsilon|} \tilde{\nu}^\varepsilon).$$

(9.7)

By [40, Lemma 4.1(iii)] in the dissipative case with $\|h\|_{W^{1,\infty}}, \|\lambda^{-1}(\nabla^\perp h - F^\perp)\|_{L^\infty}, \|\nu^\varepsilon\|_{L^\infty}, \|\text{div}(\alpha^2\nu^\varepsilon)\|_{L^2} \lesssim 1$, we have $\|v^\varepsilon - \bar{v}^\varepsilon\|_{L^2} \lesssim t$ for all $t \in [0, \eta_\varepsilon T]$. By [40, Lemmas 4.2-4.3] and a scaling argument, we have $\|\text{curl}v^\varepsilon\|_{L^\infty} \lesssim t/\eta_\varepsilon$. After time rescaling, these estimates yield for all $t \in [0, T)$,

$$\|v^\varepsilon - \bar{v}^\varepsilon\|_{L^2} \lesssim t, \quad \|\tilde{m}_\varepsilon\|_{L^\infty} \lesssim t. \quad (9.8)$$

Nguetseng’s 2-scale compactness theorem [81] (e.g. in the form of [42, Theorem 3.2]) then implies the existence of some $m_0 \in L^\infty_{\text{loc}}(\mathbb{R}^3; L^\infty(\mathbb{R}^2 \times Q))$ such that up to a subsequence
\( \bar{m}_e \) 2-scale converges to \( \bar{m}_0 \), that is, for all \( \phi \in C_c^\infty(\mathbb{R}^+ \times \mathbb{R}^2; C^\infty_{\text{per}}(Q)) \),

\[
\lim_{\varepsilon \to 0} \iint_{\mathbb{R}^+ \times \mathbb{R}^2} \phi(t, x, \frac{x}{\varepsilon}) \bar{m}_e^i(x) \, dx \, dt = \iint_{\mathbb{R}^+ \times \mathbb{R}^2 \times Q} \phi(t, x, y) \bar{m}_0(x, y) \, dy \, dx \, dt.
\]

Testing equation (9.6) with \( \phi(t, x, \frac{x}{\varepsilon}) \), we find

\[
- \int_{\mathbb{R}^2} \phi(0, x, \frac{x}{\varepsilon}) \nabla \nabla^2 \phi(x) \, dx - \int_{\mathbb{R}^+ \times \mathbb{R}^2} \partial_t \phi(t, x, \frac{x}{\varepsilon}) \bar{m}_e^i(x) \, dx \, dt = \int_{\mathbb{R}^+ \times \mathbb{R}^2} \bar{m}_e^i(x) (\eta_{\varepsilon} \nabla_1 \phi(t, x, \frac{x}{\varepsilon}) + \nabla_2 \phi(t, x, \frac{x}{\varepsilon})) \cdot \Gamma_{\varepsilon}^i(x) \, dx \, dt,
\]

and hence, passing to the limit \( \varepsilon \downarrow 0 \) along the subsequence and noting that (9.8) implies \( \bar{v}_e \to \bar{v}^0 \) in \( L^1_{\text{loc}}(\mathbb{R}^+; \mathbb{R}^2) \),

\[
- \int_{\mathbb{R}^2 \times Q} \phi(0, x, y) \nabla \nabla^2 \phi(x) \, dy \, dx - \int_{\mathbb{R}^+ \times \mathbb{R}^2 \times Q} \partial_t \phi(t, x, y) \bar{m}_0^i(x, y) \, dy \, dx \, dt = \int_{\mathbb{R}^+ \times \mathbb{R}^2 \times Q} \bar{m}_0^i(x, y) \nabla_2 \phi(t, x, y) \cdot \Gamma^0(x, y) \, dy \, dx \, dt.
\]

This proves that \( \bar{m}_0 \) satisfies the weak formulation of the linear continuity equation (9.4) and is therefore its unique solution \( \bar{m}_0 = m_0 \).

**Step 2. Conclusion.**

Let \( \phi \in C_c^\infty(\mathbb{R}^+ \times \mathbb{R}^2; C^\infty_{\text{per}}(Q)) \), with \( \phi(t, x, y) = 0 \) for \( |x| > R_0 \) or \( |t| > T_0 \). Integration by parts yields

\[
\left| \int_{\mathbb{R}^+ \times \mathbb{R}^2} \phi(t, x, \frac{x}{\varepsilon}) \nabla \nabla^2 \phi(x) \, dx \, dt - \int_{\mathbb{R}^+ \times \mathbb{R}^2 \times Q} \phi(t, x, y) \, m_0^i(x, y) \, dy \, dx \, dt \right|
\leq \eta_{\varepsilon}^{-1} \| \nabla \phi \|_{L^\infty} \int_{R_0}^{T_0} \int_{B_{R_0}} \left| \frac{1}{\eta_{\varepsilon} \varepsilon} \bar{v}_e^t \right| \, dx \, dt
\]

\[
+ \left| \int_{\mathbb{R}^+ \times \mathbb{R}^2} \phi(t, x, \frac{x}{\varepsilon}) \nabla \nabla^2 \phi(x) \, dx \, dt - \int_{\mathbb{R}^+ \times \mathbb{R}^2 \times Q} \phi(t, x, y) \, m_0^i(x, y) \, dy \, dx \, dt \right|. \tag{9.9}
\]

Combining this with (9.5) and with the result of Step 1, the conclusion follows. \( \square \)

### 9.3 Small applied force implies pinning

In this section, we establish the following intuitive result: in the presence of a small applied force \( \| F \|_{L^\infty} \ll \| \nabla h \|_{L^\infty} \), with a wiggly pinning potential, vortices are pinned. The proof is based on energy methods and is limited to the non-critical scalings (GL\(_1^1\)) and (GL\(_2^1\)).

**Proposition 9.2.** Let \( \alpha > 0 \), \( \beta \in \mathbb{R} \), \( \alpha^2 + \beta^2 = 1 \), let Assumption 1.1(a) hold with the initial data \( (\bar{\nu}_e^0, \bar{v}_e^0, \bar{v}_e^0) \) satisfying the well-preparedness condition (1.18), and assume that

\[
1 \ll N_e \ll |\log \varepsilon|, \quad \frac{N_e}{|\log \varepsilon|} \ll \lambda_e \lesssim 1, \quad \frac{\varepsilon}{\lambda_e (N_e |\log \varepsilon|)^{1/2}} \ll \eta_e \ll 1,
\]

\[
h(x) := \lambda_e \eta_e \hat{h}^0(x, \frac{x}{\varepsilon}), \quad \| F \|_{W^{1, \infty}} \ll \lambda_e,
\]

with \( \hat{h}^0 \) independent of \( \varepsilon \). Let \( u_e : \mathbb{R}^+ \times \mathbb{R}^2 \to \mathbb{C} \) be the solution of (1.7) as in Proposition 2.2(i). We consider the regime (GL\(_1^1\)) with \( \bar{v}_e^0 = \bar{v}^0 \) and the regime (GL\(_2^1\)) with \( \text{div} (\bar{v}_e^0) = 0 \). Then \( \frac{1}{N_e} \mu_e \to \nabla \bar{v}^0 \) in \( L^\infty_{\text{loc}}(\mathbb{R}^+; (C^0_0(\mathbb{R}^2))^*) \) for all \( \gamma > 0 \). \( \diamond \)
Proof. We choose $v_\varepsilon := v_0^\varepsilon$ in the definition of the modulated energy (1.14), thus redefining for all $z \in \mathbb{R}^2$,

$$
\mathcal{E}^{z}_{\varepsilon,R} := \int_{\mathbb{R}^2} \frac{a\chi_R^2}{2} \left( |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_0^\varepsilon|^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right),
$$

$$
\mathcal{D}^{z}_{\varepsilon,R} := \mathcal{E}^{z}_{\varepsilon,R} - \frac{\log \varepsilon}{2} \int_{\mathbb{R}^2} a\chi_R^2 u_\varepsilon,
$$

as well as $\mathcal{E}^{z}_{\varepsilon,R} := \sup_z \mathcal{E}^{z}_{\varepsilon,R}$ and $\mathcal{D}^{z}_{\varepsilon,R} := \sup_z \mathcal{D}^{z}_{\varepsilon,R}$ (where the suprema implicitly run over $z \in R\mathbb{Z}^2$). We further consider the following modification of this modulated energy, including suitable lower-order terms,

$$
\hat{\mathcal{E}}^{z}_{\varepsilon,R} := \int_{\mathbb{R}^2} \frac{a\chi_R^2}{2} \left( |\nabla u_\varepsilon - iu_\varepsilon N_\varepsilon v_0^\varepsilon|^2 + \frac{a}{2\varepsilon^2} (1 - |u_\varepsilon|^2)^2 \right.
$$

$$
\left. + (1 - |u_\varepsilon|^2)(f - N_\varepsilon^2 |v_0^\varepsilon|^2 - N_\varepsilon |\log \varepsilon| |v_0^\varepsilon| \cdot F^\perp) \right),
$$

and $\hat{\mathcal{E}}^{z}_{\varepsilon,R} := \sup_z \hat{\mathcal{E}}^{z}_{\varepsilon,R}$. The lower bound assumption on the pin separation $\eta_\varepsilon$ allows to choose the cut-off length $R \geq 1$ in such a way that

$$
\lambda_\varepsilon^{-1} \ll R \ll \varepsilon^{-1} \frac{(N_\varepsilon |\log \varepsilon|)^{1/2}}{\lambda_\varepsilon |\log \varepsilon|^2}, \quad R \ll \eta_\varepsilon \varepsilon^{-1} (N_\varepsilon |\log \varepsilon|)^{1/2}.
$$

By Proposition 5.2, the well-preparedness condition (1.18) implies $\mathcal{E}^{z,0}_{\varepsilon,R} \leq C_0 N_\varepsilon |\log \varepsilon|$ for some $C_0 \approx 1$. Let $T > 0$ be fixed and define $T_\varepsilon > 0$ as the maximum time $\leq T$ such that the bound $\mathcal{E}^{z,t}_{\varepsilon,R} \leq 2C_0 N_\varepsilon |\log \varepsilon|$ holds for all $t \leq T_\varepsilon$. Using (1.8) in the form $|f|_{L^\infty} \lesssim \lambda_\varepsilon \eta_\varepsilon^{-1} + \lambda_\varepsilon^2 |\log \varepsilon|$, the assumptions on $v_\varepsilon^0$, and the choice of $\eta_\varepsilon, R$, we deduce for all $t \leq T_\varepsilon$,

$$
|\hat{\mathcal{E}}^{z,t}_{\varepsilon,R} - \mathcal{E}^{z,t}_{\varepsilon,R}| \leq \int_{\mathbb{R}^2} \frac{a\chi_R^2}{2} |1 - |u_\varepsilon|^2| (|f| + N_\varepsilon^2 |v_0^\varepsilon|^2 + N_\varepsilon |\log \varepsilon| |v_0^\varepsilon| F)
$$

$$
\lesssim \varepsilon R (\lambda_\varepsilon \eta_\varepsilon^{-1} + \lambda_\varepsilon^2 |\log \varepsilon|^2) (\mathcal{E}^{z,t}_{\varepsilon,R})^{1/2} + \varepsilon R^2 (\lambda_\varepsilon N_\varepsilon |\log \varepsilon|) (\mathcal{E}^{z,t}_{\varepsilon,R})^{1/2} \ll \lambda_\varepsilon N_\varepsilon |\log \varepsilon|, \quad (9.10)
$$

hence in particular $\hat{\mathcal{E}}^{z,t}_{\varepsilon,R} \lesssim N_\varepsilon |\log \varepsilon|$ for all $t \leq T_\varepsilon$. We split the proof into three steps.

Step 1. Evolution of the modulated energy.

In this step, for all $\varepsilon > 0$ small enough, we show that $T_\varepsilon = T$ and that for all $t \leq T$,

$$
\frac{\lambda_\varepsilon \alpha}{4} \int_0^t \int_{\mathbb{R}^2} a\chi_R^2 |\partial_t u_\varepsilon|^2 \leq \hat{\mathcal{E}}^{z,t}_{\varepsilon,R} - \hat{\mathcal{E}}^{z,t}_{\varepsilon,R} + o_t (\lambda_\varepsilon N_\varepsilon |\log \varepsilon|) \lesssim t N_\varepsilon |\log \varepsilon|. \quad (9.11)
$$

The time derivative of the modulated energy $\hat{\mathcal{E}}^{z}_{\varepsilon,R}$ is computed as follows, by integration by parts,
\[- \int_{\mathbb{R}^2} a \chi_R(\log \varepsilon |F^\perp + 2 N \varepsilon v^0) \cdot (\nabla u - i u N \varepsilon v^0, i \partial_t u),\]

hence, inserting equation (1.7) in the first right-hand side term,

\[\partial_t \hat{E}^s_{\varepsilon,R} = - \lambda \alpha \int_{\mathbb{R}^2} a \chi_R(\log \varepsilon |F^\perp + 2 N \varepsilon v^0) \cdot (\nabla u - i u N \varepsilon v^0, i \partial_t u)\]

\[+ N \int_{\mathbb{R}^2} \chi_R \text{div} (av^0) (\partial_t u, i u) - \int_{\mathbb{R}^2} a \nabla \chi_R \cdot (\nabla u - i u N \varepsilon v^0, i \partial_t u).\]

In particular, using the energy bound \(E^{s,t}_{\varepsilon,R} \lesssim E^{s,t}_{\varepsilon,R} \lesssim N \varepsilon |\log \varepsilon|\), we find for all \(t \leq T_\varepsilon\),

\[\partial_t \hat{E}^s_{\varepsilon,R} \leq - \frac{\lambda \alpha}{2} \int_{\mathbb{R}^2} a \chi_R(\log \varepsilon |F^\perp + 2 N \varepsilon v^0) \cdot (\nabla u - i u N \varepsilon v^0, i \partial_t u)\]

\[+ C_t \lambda^{-1} N \int_{\mathbb{R}^2} \chi_R \text{div} (av^0)^2 (1 + \frac{|u|^2}{|v|^2})\]

\[+ C_t \lambda^{-1} R^{-2} \int_{B_R(z)} |\nabla u - i u N \varepsilon v^0|^2\]

\[\leq - \frac{\lambda \alpha}{2} \int_{\mathbb{R}^2} a \chi_R(\log \varepsilon |F^\perp + 2 N \varepsilon v^0) \cdot (\nabla u - i u N \varepsilon v^0, i \partial_t u)\]

\[+ C_t \lambda^{-1} N \int_{\mathbb{R}^2} \text{div} (av^0)^2 1 + \frac{|u|^2}{|v|^2},\]

so that the assumptions on div \((av^0)\) and the choice of the cut-off length \(R\) yield

\[\partial_t \hat{E}^s_{\varepsilon,R} \leq - \frac{\lambda \alpha}{2} \int_{\mathbb{R}^2} a \chi_R(\log \varepsilon |F^\perp + 2 N \varepsilon v^0) \cdot (\nabla u - i u N \varepsilon v^0, i \partial_t u)\]

\[+ \frac{\lambda \alpha}{4} \int_{\mathbb{R}^2} a \chi_R(\log \varepsilon |F^\perp + 2 N \varepsilon v^0) \cdot (\nabla u - i u N \varepsilon v^0, i \partial_t u) + o_t(\lambda N \varepsilon |\log \varepsilon|).\]

(9.12)

Using the Cauchy-Schwarz inequality to estimate the second right-hand side term, with \(\|F\|_{L^\infty} \lesssim \lambda \varepsilon \) and \(\|v^0\|_{L^\infty} \lesssim 1\), we find the following rough estimate,

\[\partial_t \hat{E}^s_{\varepsilon,R} \leq - \frac{\lambda \alpha}{4} \int_{\mathbb{R}^2} a \chi_R(\log \varepsilon |F^\perp + 2 N \varepsilon v^0) \cdot (\nabla u - i u N \varepsilon v^0, i \partial_t u)\]

\[+ C_t \lambda^{-1} N \int_{\mathbb{R}^2} \text{div} (av^0)^2 + O_t(\lambda N \varepsilon |\log \varepsilon|),\]

and thus, integrating in time with \(\lambda \varepsilon \lesssim 1\), we find for all \(t \leq T_\varepsilon\),

\[\frac{\lambda \alpha}{4} \int_{0}^{t} \int_{\mathbb{R}^2} a \chi_R(\log \varepsilon |F^\perp + 2 N \varepsilon v^0) \cdot (\nabla u - i u N \varepsilon v^0, i \partial_t u)\]

\[\leq \frac{\lambda \alpha}{4} \int_{0}^{t} \int_{\mathbb{R}^2} a \chi_R(\log \varepsilon |F^\perp + 2 N \varepsilon v^0) \cdot (\nabla u - i u N \varepsilon v^0, i \partial_t u)\]

\[\lesssim o(\lambda \varepsilon) \int_{0}^{t} \int_{\mathbb{R}^2} a \chi_R(\log \varepsilon |F^\perp + 2 N \varepsilon v^0) \cdot (\nabla u - i u N \varepsilon v^0, i \partial_t u).\]
we may replace \( \nu \) if \( \| \nabla \parallel \nabla \). Noting that for all \( t \leq T_{\varepsilon} \),

\[
\dot{E}_{\varepsilon,R}^{z,t} - \dot{E}_{\varepsilon,R}^{z,0} \leq - \frac{\lambda}{2} - o(h_{\varepsilon}) \int_{0}^{t} \int_{\mathbb{R}^{2}} \alpha \chi_{R}^{2} |\partial_{t} u_{\varepsilon}|^2 + o(\lambda_{\varepsilon} N_{\varepsilon} |\log \varepsilon|),
\]

and the result (9.11) follows for all \( t \leq T_{\varepsilon} \). In particular, combined with (9.10), this yields for all \( t \leq T_{\varepsilon} \),

\[
E_{\varepsilon,R}^{z,t} + o(\lambda_{\varepsilon} N_{\varepsilon} |\log \varepsilon|) \leq E_{\varepsilon,R}^{z,0} + o(\lambda_{\varepsilon} N_{\varepsilon} |\log \varepsilon|) \leq E_{\varepsilon,R}^{z,0} + o(\lambda_{\varepsilon} N_{\varepsilon} |\log \varepsilon|)
\]

\[
\leq (C_0 + o(1)) N_{\varepsilon} |\log \varepsilon|,
\]

and thus, taking the supremum in \( z \), we conclude \( T_{\varepsilon} = T \) for \( \varepsilon > 0 \) small enough.

**Step 2.** Lower bound on the modulated energy.

In this step, we prove for all \( t \leq T \),

\[
E_{\varepsilon,R}^{z,t} \geq \frac{|\log \varepsilon|}{2} \int_{\mathbb{R}^{2}} a \chi_{R}^{2} \mu_{z}^2 - o(\lambda_{\varepsilon} N_{\varepsilon} |\log \varepsilon|),
\]

and hence, combined with the well-preparedness assumption \( D_{\varepsilon,R}^{z,0} \ll N_{\varepsilon}^2 \) and with (9.10),

\[
E_{\varepsilon,R}^{z,0} - E_{\varepsilon,R}^{z,t} \leq E_{\varepsilon,R}^{z,0} - E_{\varepsilon,R}^{z,0} + o(\lambda_{\varepsilon} N_{\varepsilon} |\log \varepsilon|) \leq \frac{|\log \varepsilon|}{2} \int_{\mathbb{R}^{2}} a \chi_{R}^{2} \mu_{\varepsilon}^2 - o(\lambda_{\varepsilon} N_{\varepsilon} |\log \varepsilon|).
\]

As we show, this is a simple consequence of Lemma 5.1. (However note that we may not directly apply Proposition 5.2(i)–(iii) as the assumption \( R \gg |\log \varepsilon| \) does not hold.) Noting that \( |\nabla (a \chi_{R}^{2})|_{L^{\infty}} \ll \lambda_{\varepsilon} + R^{-1} \ll \lambda_{\varepsilon} \), we deduce from Lemma 5.1(i) with \( \phi = a \chi_{R}^{2} \), with \( E_{\varepsilon,R}^{z} \ll N_{\varepsilon} |\log \varepsilon| \), and with \( \varepsilon^{1/2} < r \ll 1 \),

\[
E_{\varepsilon,R}^{z} \geq \frac{|\log \varepsilon|}{2} \int_{\mathbb{R}^{2}} a \chi_{R}^{2} \nu_{\varepsilon,R}^2 - O(\lambda_{\varepsilon} r N_{\varepsilon} |\log \varepsilon|) - O(\nu_{\varepsilon,R}^2) - O(T N_{\varepsilon} |\log \varepsilon|)
\]

\[
\geq \frac{|\log \varepsilon|}{2} \int_{\mathbb{R}^{2}} a \chi_{R}^{2} \nu_{\varepsilon,R}^2 - O(|\log r|) \int_{\mathbb{R}^{2}} \chi_{R}^{2} \nu_{\varepsilon,R}^2 - o(\lambda_{\varepsilon} N_{\varepsilon} |\log \varepsilon|),
\]

hence by Lemma 5.1(ii), for \( e^{-N_{\varepsilon}} \ll r \ll 1 \),

\[
E_{\varepsilon,R}^{z} \geq \frac{|\log \varepsilon|}{2} \int_{\mathbb{R}^{2}} a \chi_{R}^{2} \nu_{\varepsilon,R}^2 - O(T N_{\varepsilon} |\log r|) - o(\lambda_{\varepsilon} N_{\varepsilon} |\log \varepsilon|)
\]

\[
\geq \frac{|\log \varepsilon|}{2} \int_{\mathbb{R}^{2}} a \chi_{R}^{2} \nu_{\varepsilon,R}^2 - o(\lambda_{\varepsilon} N_{\varepsilon} |\log \varepsilon|).
\]

By Lemma 5.1(iii) in the form (5.7) with \( \gamma = 1 \), and by (5.24), using \( |\nabla (a \chi_{R}^{2})|_{L^{\infty}} \ll \lambda_{\varepsilon} \), we may replace \( \nu_{\varepsilon,R}^2 \) by \( \mu_{\varepsilon} \) in the right-hand side,

\[
E_{\varepsilon,R}^{z} \geq \frac{|\log \varepsilon|}{2} \int_{\mathbb{R}^{2}} a \chi_{R}^{2} \mu_{\varepsilon}
\]

\[
- \lambda_{\varepsilon} |\log \varepsilon| O (\varepsilon R N_{\varepsilon} |\log \varepsilon|^{1/2} + r N_{\varepsilon}) - |\log \varepsilon| O (\varepsilon^{1/2} N_{\varepsilon} |\log \varepsilon|) - o(\lambda_{\varepsilon} N_{\varepsilon} |\log \varepsilon|),
\]

and the result follows from the choice \( R \ll \varepsilon^{-1}(N_{\varepsilon} |\log \varepsilon|)^{-1/2} \).
Step 3. Estimate on the total vorticity.  
In this step, we show for all $t \leq T$, 
\[
\left| \int_{\mathbb{R}^2} a \chi_R^\varepsilon(\mu_\varepsilon^t - \mu_\varepsilon^0) \right| \ll_t \lambda_\varepsilon N_\varepsilon.
\]
We first prove (a weaker version of) the result with the weight $a$ replaced by 1. Using identity (4.8), we may decompose 
\[
\int_{\mathbb{R}^2} \chi_R^\varepsilon(\mu_\varepsilon^t - \mu_\varepsilon^0) = \int_0^t \int_{\mathbb{R}^2} \chi_R^\varepsilon \partial_t \mu_\varepsilon^t = \int_0^t \int_{\mathbb{R}^2} \chi_R^\varepsilon \text{curl} V_\varepsilon^t = -\int_0^t \int_{\mathbb{R}^2} \nabla^\perp \chi_R^\varepsilon \cdot V_\varepsilon^t.
\]
Applying Lemma 5.4 as in Step 1, with $|\nabla \chi_R| \lesssim R^{-1} \chi_R^{1/2}$, we deduce for all $t \leq T$ and $|\log \varepsilon|^{-2} \lesssim K \lesssim |\log \varepsilon|^2$, 
\[
\left| \int_{\mathbb{R}^2} \chi_R(\mu_\varepsilon^t - \mu_\varepsilon^0) \right| \lesssim \frac{1}{|\log \varepsilon|} \left( K^{-2} \int_0^t \int_{\mathbb{R}^2} \chi_R^2 \partial_t u_\varepsilon^2 + K^2 R^{-2} \int_0^t \int_{B_{2R}} |\nabla u_\varepsilon - i_u_N \varepsilon^0| \nabla \chi_R \right) + o_t(|\log \varepsilon|^{-1}) + N_\varepsilon \int_{\mathbb{R}^2} (|1 - |u_\varepsilon^2| |1 + |u_\varepsilon^0| |1 + |u_\varepsilon^2|) |\nabla \chi_R| 
\lesssim t K^{-2} \frac{1}{|\log \varepsilon|} \int_0^t \int_{\mathbb{R}^2} \chi_R \partial_t u_\varepsilon^2 + K^2 R^{-2} N_\varepsilon + \varepsilon N_\varepsilon |\log \varepsilon| + o_t(|\log \varepsilon|^{-1}).
\]
Using (9.11) to estimate the first right-hand side term, and choosing $\lambda_\varepsilon^{-1} \ll K^2 \ll \lambda_\varepsilon R^2$, we obtain 
\[
\left| \int_{\mathbb{R}^2} \chi_R(\mu_\varepsilon^t - \mu_\varepsilon^0) \right| \lesssim t K^{-2} \frac{1}{\lambda_\varepsilon|\log \varepsilon|} \left( \hat{E}_{t,R}^{\varepsilon,0} - \hat{E}_{t,R}^{\varepsilon,t} \right)_+ + o(K^{-2} N_\varepsilon) + K^2 R^{-2} N_\varepsilon + o_t(|\log \varepsilon|^{-1}) 
\lesssim o_t(|\log \varepsilon|^{-1}) (\hat{E}_{t,R}^{\varepsilon,0} - \hat{E}_{t,R}^{\varepsilon,t})_+ + o(\lambda_\varepsilon N_\varepsilon).
\]
(9.13)
It remains to smuggle the weight $a$ into the left-hand side. For all $t \leq T$, applying Lemma 5.1(iii) in the form (5.7) with $\gamma = 1$, as well as (5.24), and using the choice of $R \ll \varepsilon^{-1}(N_\varepsilon|\log \varepsilon|)^{-1/2}$, we find for $\varepsilon^{1/2} < r \ll 1$,
\[
\left| \int_{\mathbb{R}^2} (1 - a) \chi_R(\mu_\varepsilon^t - \nu_\varepsilon^t) \right| \lesssim t \lambda_\varepsilon r N_\varepsilon + \varepsilon^{1/2} N_\varepsilon |\log \varepsilon| + \lambda_\varepsilon \varepsilon N_\varepsilon (N_\varepsilon|\log \varepsilon|)^{1/2} \ll \lambda_\varepsilon N_\varepsilon,
\]
and hence, by Lemma 5.1(ii) with $\|1 - a\|_{L^\infty} \lesssim \lambda_\varepsilon \eta_0 \ll \lambda_\varepsilon$, 
\[
\left| \int_{\mathbb{R}^2} (1 - a) \chi_R^\varepsilon \mu_\varepsilon^t \right| \lesssim \|1 - a\|_{L^\infty} \int_{\mathbb{R}^2} \chi_R^\varepsilon |\nu_\varepsilon^t| + o(\lambda_\varepsilon N_\varepsilon) \ll \lambda_\varepsilon N_\varepsilon.
\]
Combining this with (9.13) and with the result of Step 2, we deduce 
\[
\left| \int_{\mathbb{R}^2} a \chi_R^\varepsilon(\mu_\varepsilon^t - \mu_\varepsilon^0) \right| \lesssim t o_t(|\log \varepsilon|^{-1}) (\hat{E}_{t,R}^{\varepsilon,0} - \hat{E}_{t,R}^{\varepsilon,t})_+ + o(\lambda_\varepsilon N_\varepsilon)
\lesssim o_t(1) \left| \int_{\mathbb{R}^2} a \chi_R^\varepsilon(\mu_\varepsilon^t - \mu_\varepsilon^0) \right| + o(\lambda_\varepsilon N_\varepsilon),
\]
and the result follows.
Step 4. Conclusion.

Combining the results of Steps 1–3, we find
\[ \int_0^T \int_{\mathbb{R}^2} a \chi_{\mathcal{K}} |\partial_t u_\varepsilon|^2 \ll_T N_\varepsilon |\log \varepsilon|. \]
Applying Lemma 5.4 (see also [95, Proposition 4.8]) then yields for \( X \in W^{1,\infty}([0, T] \times \mathbb{R}^2)^2 \) and \( |\log \varepsilon|^{-1} \lesssim K \lesssim |\log \varepsilon| \),
\[ \left| \int_0^T \int_{\mathbb{R}^2} \chi_{\mathcal{K}} X \cdot V_\varepsilon \right| \lesssim \frac{1}{|\log \varepsilon|} \left( \frac{1}{K} \int_0^T \int_{\mathbb{R}^2} \chi_{\mathcal{K}} |\partial_t u_\varepsilon|^2 + K \int_0^T \int_{\mathbb{R}^2} \chi_{\mathcal{K}} |X \cdot (\nabla u_\varepsilon - i u_\varepsilon N_\varepsilon V_\varepsilon)|^2 \right) + o(1) (1 + \|X\|_{W^{1,\infty}([0, T] \times \mathbb{R}^2)}^5) \]

hence, for a suitable choice of \( K \),
\[ \sup_x \left| \int_0^T \int_{\mathbb{R}^2} \chi_{\mathcal{K}} X \cdot V_\varepsilon \right| \ll_T N_\varepsilon (1 + \|X\|_{W^{1,\infty}([0, T] \times \mathbb{R}^2)}^5). \]
This implies \( \frac{1}{N_\varepsilon} V_\varepsilon \rightharpoonup 0 \) in \((C^1([0, T] \times \mathbb{R}^2))^*\), so that identity (4.8) yields \( \partial_t (\frac{1}{N_\varepsilon} \mu_\varepsilon) = \frac{1}{N_\varepsilon} \text{curl} V_\varepsilon \rightharpoonup 0 \) in \((C^1([0, T]; C^2_\gamma(\mathbb{R}^2))^*)\). Arguing as in Step 4 of the proof of Proposition 6.1, the well-preparedness assumption on the initial data implies \( \frac{1}{N_\varepsilon} \mu_\varepsilon^0 \rightharpoonup \text{curl} \nu^0 \) in \((C^1(\mathbb{R}^2))^*)^*\). We easily deduce \( \frac{1}{N_\varepsilon} \mu_\varepsilon \rightharpoonup \text{curl} \nu^0 \) in \((C([0, T]; C^2_\gamma(\mathbb{R}^2))^*)^*\).
Noting that Lemma 5.1(iii) together with (5.12) ensures that the sequence \( (\frac{1}{N_\varepsilon} \mu_\varepsilon)_\varepsilon \) is bounded in \( L^\infty([0, T]; (C^2_\gamma(\mathbb{R}^2))^*) \) for all \( \gamma > 0 \), the conclusion follows. \( \square \)

Appendix A. Well-posedness of the mesoscopic model

In this appendix, we address the global well-posedness of the mesoscopic model (1.7), establishing Proposition 2.2 as well as additional regularity. We start with the decaying setting, that is, when \( \nabla h, F, f \) decay at infinity. Note that in this setting no advection is expected to occur at infinity. As is classical since the work of Bethuel and Sacks [11] (see also [75]), we consider solutions \( u_\varepsilon \) in the affine space \( L^\infty_\text{loc}(\mathbb{R}^2; U_\varepsilon + H^1(\mathbb{R}^2; \mathbb{C})) \) for some “reference map” \( U_\varepsilon \), which is typically chosen smooth and equal (in polar coordinates) to \( e^{iN_\varepsilon \theta} \) outside a ball at the origin, for some given \( N_\varepsilon \in \mathbb{Z} \), thus imposing for \( u_\varepsilon \) a fixed total degree \( N_\varepsilon \) at infinity. More generally, we consider the following spaces of “admissible” reference maps, for \( k \geq 0 \),
\[ E_k(\mathbb{R}^2) := \{ U \in L^\infty(\mathbb{R}^2; \mathbb{C}) : \nabla^2 U \in H^k(\mathbb{R}^2; \mathbb{C}), \nabla|U| \in L^2(\mathbb{R}^2), 1 - |U|^2 \in L^2(\mathbb{R}^2), \nabla U \in L^p(\mathbb{R}^2; \mathbb{C}) \forall p > 2 \}. \]
(Note that this definition slightly differs from the usual one in [11], but this form is more adapted in the presence of pinning and applied current.) The map \( \tilde{U}_{N_\varepsilon} := U_\varepsilon \) above clearly belongs to the space \( E_{\infty}(\mathbb{R}^2) \). Global well-posedness and regularity in this framework are provided by the following proposition. Note that the proof requires a stronger decay of \( \nabla h, F, f \) in the conservative case, but we do not know whether this is necessary.
Proposition A.1 (Well-posedness of (1.7), decaying setting). Set \( a := e^h \) with \( h : \mathbb{R}^2 \to \mathbb{R} \).

(i) Dissipative case \((\alpha > 0, \beta \in \mathbb{R})\):
Given \( h \in W^{1,\infty}(\mathbb{R}^2) \), \( F \in L^\infty(\mathbb{R}^2)^2 \), \( f \in L^2 \cap L^\infty(\mathbb{R}^2) \), with \( \nabla h, F \in L^p(\mathbb{R}^2)^2 \) for some \( p < \infty \), and \( u_0^\epsilon \in U + H^1(\mathbb{R}^2; \mathbb{C}) \) for some \( U \in E_0(\mathbb{R}^2) \), there exists a unique global solution \( u_\epsilon \in L^\infty_{\text{loc}}(\mathbb{R}^+; U + H^1(\mathbb{R}^2; \mathbb{C})) \) of (1.7) in \( \mathbb{R}^+ \times \mathbb{R}^2 \) with initial data \( u_0^\epsilon \). Moreover, if for some \( k \geq 0 \) we have \( h \in W^{k+1,\infty}(\mathbb{R}^2) \), \( F \in W^{k,\infty}(\mathbb{R}^2)^2 \), \( f \in H^k \cap W^{k,\infty}(\mathbb{R}^2) \), with \( \nabla h, F \in W^{k,p}(\mathbb{R}^2)^2 \) for some \( p < \infty \), and \( U \in E_k(\mathbb{R}^2) \), then \( u_\epsilon \in L^\infty_{\text{loc}}([\delta, \infty); U + H^{k+1}(\mathbb{R}^2; \mathbb{C})) \) for all \( \delta > 0 \). If in addition \( u_0^\epsilon \in U + H^{k+1}(\mathbb{R}^2; \mathbb{C}) \), then \( u_\epsilon \in L^\infty_{\text{loc}}(\mathbb{R}^+; U + H^{k+1}(\mathbb{R}^2; \mathbb{C})) \).

(ii) Conservative case \((\alpha = 0, \beta = 1)\):
Given \( h \in W^{2,\infty}(\mathbb{R}^2) \), \( \nabla h \in H^1(\mathbb{R}^2)^2 \), \( F \in H^2 \cap W^{2,\infty}(\mathbb{R}^2)^2 \), \( f \in L^2 \cap L^\infty(\mathbb{R}^2) \), with \( \text{div} F = 0 \), and \( u_0^\epsilon \in U + H^1(\mathbb{R}^2; \mathbb{C}) \) for some \( U \in E_0(\mathbb{R}^2) \), there exists a unique global solution \( u_\epsilon \in L^\infty_{\text{loc}}(\mathbb{R}^+; U + H^1(\mathbb{R}^2; \mathbb{C})) \) of (1.7) in \( \mathbb{R}^+ \times \mathbb{R}^2 \) with initial data \( u_0^\epsilon \). Moreover, if for some \( k \geq 0 \) we have \( h \in W^{k+2,\infty}(\mathbb{R}^2) \), \( \nabla h \in H^{k+1}(\mathbb{R}^2)^2 \), \( F \in H^{k+2} \cap W^{k+2,\infty}(\mathbb{R}^2)^2 \), \( f \in H^{k+1} \cap W^{k,\infty}(\mathbb{R}^2) \), with \( \text{div} F = 0 \), and \( u_0^\epsilon \in U + H^{k+1}(\mathbb{R}^2; \mathbb{C}) \) with \( U \in E_{k+1}(\mathbb{R}^2) \), then \( u_\epsilon \in L^\infty_{\text{loc}}(\mathbb{R}^+; U + H^{k+1}(\mathbb{R}^2; \mathbb{C})) \).

The proof below is based on arguments by \([11, 75]\), which need to be adapted in the present setting with both pinning and applied current. The conservative case is however more delicate, and we then use the structure of the equation to make a crucial change of variables that transforms the first-order terms into zeroth-order ones. As shown in the proof, in the dissipative case, the decay assumption \( \nabla h, F \in L^p(\mathbb{R}^2)^2 \) (for some \( p < \infty \)) can be replaced by \( (|\nabla h| + |F|)\nabla U \in L^2(\mathbb{R}^2; \mathbb{C})^2 \).

Proof of Proposition A.1. We split the proof into seven steps. We start with the (easiest) case \( \alpha > 0 \), and then turn to the conservative case \( \alpha = 0 \) in Steps 4–7.

Step 1. Local existence in \( U + H^{k+1}(\mathbb{R}^2; \mathbb{C}) \) for \( \alpha > 0 \).

In this step, given \( k \geq 0 \), we assume \( h \in W^{k+1,\infty}(\mathbb{R}^2) \), \( F \in W^{k,\infty}(\mathbb{R}^2)^2 \), \( f \in H^k \cap W^{k,\infty}(\mathbb{R}^2) \), \( \nabla h, F \in W^{k,p}(\mathbb{R}^2)^2 \) for some \( p < \infty \), and \( u_0^\epsilon \in U + H^{k+1}(\mathbb{R}^2; \mathbb{C}) \) for some \( U \in E_k(\mathbb{R}^2) \), and we prove that there exists some \( T > 0 \) and a unique solution \( u_\epsilon \in L^\infty([0, T); U + H^{k+1}(\mathbb{R}^2; \mathbb{C})) \) of (1.7) in \([0, T) \times \mathbb{R}^2 \). To simplify notation, we replace equation (1.7) by its rescaled version

\[
(\alpha + i\beta)\partial_t u = \Delta u + au(1 - |u|^2) + \nabla h \cdot \nabla u + iF^\perp \cdot \nabla u + f u, \quad u|_{t=0} = u^\epsilon. \tag{A.1}
\]

We start with the case \( k = 0 \), and briefly comment afterwards on the adaptations needed for \( k \geq 1 \). We argue by a fixed-point argument in the set \( E_{U,u^\epsilon}(C_0, T) := \{ u : \|u - U\|_{L^\infty} H^1 \leq C_0, u|_{t=0} = u^\epsilon \} \), for some \( C_0, T > 0 \) to be suitably chosen. We denote by \( C \geq 1 \) any constant that only depends on an upper bound on \( \alpha \), \( \alpha^{-1} \), \( |\beta| \), \( \|h\|_{W^{1,\infty}}, \|F\|_{L^\infty}, \|f\|_{L^2} \), and \( \|(1 + |\nabla h|)\|_{L^2} \), and we add a subscript to indicate dependence on further parameters.

For \( \alpha > 0 \), the kernel of the semigroup operator \( e^{(\alpha + i\beta)^{-1}t\Delta} \) is given explicitly by

\[
S^t(x) := (\alpha + i\beta)(4\pi t)^{-1}e^{-(\alpha + i\beta)|x|^2/(4t)},
\]

which decays just like the standard heat kernel,

\[
|S^t(x)| \leq C t^{-1}e^{-\alpha|x|^2/(4t)}, \tag{A.2}
\]
and we have the following obvious estimates, for all $1 \leq r \leq \infty$, $k \geq 1$,
\[ \|S^t\|_{L^r} \leq C t^{\frac{1}{r} - 1}, \quad \|\nabla^k S^t\|_{L^1} \leq C_k t^{\frac{1}{r} - 1 - \frac{k}{2}}. \] (A.3)

Setting $\tilde{u} := u - U$, we may rewrite equation (A.1) as follows,
\[ (\alpha + i\beta)\partial_t \tilde{u} = \Delta \tilde{u} + \Delta U + a(\tilde{u} + U)(1 - |U|^2) - 2a(\tilde{u} + U)(U, \tilde{u}) - a(\tilde{u} + U)||\tilde{u}||^2 \]
\[ + \nabla h \cdot \nabla \tilde{u} + \nabla h \cdot \nabla U + iF^\perp \cdot \nabla \tilde{u} + iF^\perp \cdot \nabla U + f \tilde{u} + f U, \] (A.4)

with initial data $\tilde{u}|_{t=0} = \tilde{u}^0 := u^0 - U$. Any solution $\tilde{u} \in L^\infty((0, T); H^1(\mathbb{R}^2; \mathbb{C}))$ satisfies the Duhamel formula $\tilde{u} = \Xi_{U, u^0}(\tilde{u})$, where we have set
\[ \Xi_{U, u^0}(\tilde{u}) := S^t \ast \tilde{u}^0 + (\alpha + i\beta)^{-1} \int_0^t S^{t-s} \ast Z_{U, u^0}(\tilde{u}^s)ds, \]
\[ Z_{U, u^0}(\tilde{u}^s) := \Delta U + a(\tilde{u}^s + U)(1 - |U|^2) - 2a(\tilde{u}^s + U)(U, \tilde{u}^s) - a(\tilde{u}^s + U)||\tilde{u}^s||^2 \]
\[ + \nabla h \cdot \nabla \tilde{u}^s + \nabla h \cdot \nabla U + iF^\perp \cdot \nabla \tilde{u}^s + iF^\perp \cdot \nabla U + f \tilde{u}^s + f U. \]

Let us examine the map $\Xi_{U, \tilde{u}^0}$ more closely. Using (A.3) in the forms $\|S^t\|_{L^1} \leq C$ and $\|\nabla S^t\|_{L^1} \leq C t^{-1/2}$, we obtain by the triangle inequality
\[ \|\Xi_{U, \tilde{u}^0}(\tilde{u})\|_{H^1} \leq \|S^t\|_{L^1} \|\tilde{u}^0\|_{H^1} \]
\[ + C \int_0^t (1 + (t-s)^{-1/2}) \left( 1 + \|\tilde{u}^s\|_{L^2} + \|\tilde{u}^s\|^3_{L^6} + \|\nabla \tilde{u}^s\|_{L^2} \right) ds, \]

hence, by Sobolev embedding in the form $\|\tilde{u}^s\|_{L^6} \leq C \|\tilde{u}^s\|_{H^1}$, for all $\tilde{u} \in -U + E_{U, u^0}(C_0, T)$,
\[ \|\Xi_{U, \tilde{u}^0}(\tilde{u})\|_{L^\infty H^1} \leq C \|\tilde{u}^0\|_{H^1} + C(T + T^{-1/2})(1 + C_0^3). \]

Similarly, again using the Sobolev embedding, we easily find for all $\tilde{u}, \tilde{v} \in -U + E_{U, u^0}(C_0, T)$,
\[ \|\Xi_{U, \tilde{u}^0}(\tilde{u}) - \Xi_{U, \tilde{v}^0}(\tilde{v})\|_{L^\infty H^1} \]
\[ \leq C \int_0^t (1 + (t-s)^{-1/2}) \left( 1 + \|\tilde{u}^s\|_{H^1}^2 + \|\tilde{v}^s\|_{H^1}^2 \right) \|\tilde{u}^s - \tilde{v}^s\|_{H^1} ds \]
\[ \leq C(T + T^{-1/2})(1 + C_0^3) \|\tilde{u} - \tilde{v}\|_{L^\infty H^1}. \]

Choosing $C_0 := 1 + C \|\tilde{u}^0\|_{H^1}$ and $T := 1 \wedge (4C(1 + C_0^3))^{-2}$, we deduce that $\Xi_{U, \tilde{u}^0}$ maps the set $-U + E_{U, u^0}(C_0, T)$ into itself and is contractive on that set. The conclusion follows from a fixed-point argument.

We now briefly comment on the case $k \geq 1$ and explain how to adapt the above argument. We again proceed by a fixed point argument, but this time we estimate $\Xi_{U, \tilde{u}^0}(\tilde{w})$ in $H^{k+1}(\mathbb{R}^2; \mathbb{C})$ as follows,
\[ \|\Xi_{U, \tilde{u}^0}(\tilde{w})\|_{H^{k+1}} \leq \|S^t\|_{L^1} \|\tilde{u}^0\|_{H^{k+1}} + C \int_0^t (\|S^{t-s}\|_{L^1} + \|\nabla S^{t-s}\|_{L^1}) \|Z_{U, u^0}(\tilde{w})\|_{H^k}, \]

where we easily check with the Sobolev embedding that
\[ \|Z_{U, u^0}(\tilde{w})\|_{H^k} \leq C_k (1 + \|\tilde{w}\|^3_{H^{k+1}}), \] (A.5)

for some constant $C_k \geq 1$ that only depends on an upper bound on $\alpha$, $\alpha^{-1}$, $|\beta|$, $k$, $\|h\|_{W^{k+1, \infty}}$, $\|F\|_{W^{k, \infty}}$, $\|f\|_{W^{k+1, \infty}}$, $\|U\|_{L^\infty}$, $\|\nabla U\|_{L^2}$, $\|\nabla^2 U\|_{H^k}$, $\|1 - |U|^2\|_{L^2}$, and on $\sum_{j \leq k} \|\nabla^j F\| + \|\nabla^j \nabla h\| \|\nabla U\|_{L^2}$. Similarly estimating the $H^{k+1}\cdot$-norm of the difference $\Xi_{U, \tilde{u}^0}(\tilde{u}) - \Xi_{U, \tilde{v}^0}(\tilde{v})$, the result follows.
Step 2. Regularizing effect for $\alpha > 0$.

In this step, given $k \geq 0$, we assume $h \in W^{k+1,\infty}(\mathbb{R}^2)$, $F \in W^{k,\infty}(\mathbb{R}^2)^2$, $f \in H^k \cap W^{k,\infty}(\mathbb{R}^2)$, $\nabla h, F \in W^{k,p}(\mathbb{R}^2)^2$ for some $p < \infty$, and $U \in E_k(\mathbb{R}^2)$, and we prove that any solution $u \in L^\infty([0,T); U + H^1(\mathbb{R}^2; \mathbb{C}))$ of $(A.1)$ satisfies $u \in L^\infty([\delta,T); U + H^{k+1}(\mathbb{R}^2; \mathbb{C}))$ for all $\delta > 0$. We denote by $C_k \geq 1$ any constant that only depends on an upper bound on $\alpha, \alpha^{-1}, |\beta|, k, \|h\|_{W^{k+1,\infty}}, \|F\|_{W^{k,\infty}}, \|f\|_{H^k \cap W^{k,\infty}}, \|U\|_{L^\infty}, \|1 - |U|^2\|_{L_2}, \|\nabla |U|\|_{L^2}, \|\nabla^2 U\|_{L^\infty}, \sum_{j \leq k} \|(|\nabla^j F| + |\nabla^j \nabla h|) \nabla U\|_{L^2}$, and $\|u^0 - U\|_{H^1}$. We write $C$ for such a constant in the case $k = 1$. We denote by $C_{k,t} \geq 1$ any such constant that additionally depends on an upper bound on $t$, $t^{-1}$, and $\|u - U\|_{L^\infty t^1}$. We add a subscript to indicate dependence on further parameters.

Let $u \in L^\infty([0,T); U + H^1(\mathbb{R}^2; \mathbb{C}))$ be a solution of $(A.1)$, and let $\hat{u} := u - U$. We prove by induction that $\|\hat{u}\|_{H^{k+1}} \leq C_{k,t}$ for all $t \in (0,T)$ and $k \geq 0$. As it is obvious for $k = 0$, we assume that it holds for some $k \geq 0$ and we then deduce that it also holds for $k$ replaced by $k + 1$. Using the Duhamel formula $\hat{u} = \Xi_{U,\hat{u}}(\hat{u})$ as in Step 1, we find

$$
\|\nabla^{k+1} \hat{u}\|_{L^2} \leq \|\nabla^k S^t\|_{L^1} \|\nabla \hat{u}\|_{L^2} + C \int_{t/2}^t \|\nabla^{k+1} S^{t-s} * Z_{U,\hat{u}}(\hat{u})\|_{L^2} ds + C \int_0^{t/2} \|\nabla^k \nabla^{k+1} S^{t-s} * Z_{U,\hat{u}}(\hat{u})\|_{L^2} ds.
$$

(A.6)

A finer estimate than (A.5) is now needed. Arguing as in [11, Lemma 2] by means of various Sobolev embeddings, we find for all $1 < r < 2$, $|\|\nabla Z_{U,\hat{u}}(\hat{u})\|_{L^2} |L^r| \leq C_r (1 + \|\hat{u}\|_{H^1}^3 + \|\hat{u}\|_{H^1}^2).$

(7)

(Note that we cannot choose $r = 2$ here due to terms of the form $\|\hat{u}\|^2 \nabla \hat{u} \|_{L^r}$, and the term $\|\hat{u}\|_{H^2}$ in the right-hand side comes from the forcing terms $(\nabla h + i F^{\perp}) \cdot \nabla \hat{u}$ appearing in the expression for $Z_{U,\hat{u}}(\hat{u})$.) By a similar argument (cf. e.g. [75, Step 1 of the proof of Proposition A.8]), we find for all $k \geq 0$ and $1 < r < 2$, $\|\nabla^k Z_{U,\hat{u}}(\hat{u})\|_{L^2} \leq C_k (1 + \|\hat{u}\|_{H^k}^3 + \|\hat{u}\|_{H^{k+1}}).

(A.8)

We may then deduce from (A.6) together with Young's convolution inequality and (A.3), for all $1 < r < 2$,

$$
\|\nabla^{k+1} \hat{u}\|_{L^2} \leq \|\nabla^k S^t\|_{L^1} \|\nabla \hat{u}\|_{L^2} + C \int_{t/2}^t \|\nabla^{k+1} S^{t-s} * Z_{U,\hat{u}}(\hat{u})\|_{L^2} ds + C \int_0^{t/2} \|\nabla^{k+1} S^{t-s} * Z_{U,\hat{u}}(\hat{u})\|_{L^2} ds

\leq C t^{-k/2} + C_k \int_{t/2}^t (t-s)^{-1/2} + (t-s)^{-1/r} (1 + \|\hat{u}\|_{H^k}^3 + \|\hat{u}\|_{H^{k+1}}) ds

\leq C_k + C_k \sup_{t/4 \leq s \leq t} \|\hat{u}\|_{H^k}^3 + C_k \left( \int_0^t \|\nabla^{k+1} \hat{u}\|_{L^2}^2 ds \right)^{1/3}.
$$

By induction hypothesis, this yields $\|\nabla^{k+1} \hat{u}\|_{L^2} \leq C_k + C_k \int_0^t \|\nabla^{k+1} \hat{u}\|_{L^2}^2 ds$, and the result follows from the Grönwall inequality.
Step 3. Global existence for $\alpha > 0$.

In this step, we assume $h \in L^{\infty}(\mathbb{R}^2)$, $f \in L^2 \cap L^\infty(\mathbb{R}^2)$, $\nabla h, F \in L^p \cap L^\infty(\mathbb{R}^2)$ for some $p < \infty$, $u^0 \in U + H^1(\mathbb{R}^2; \mathbb{C})$, and $U \in E_0(\mathbb{R}^2)$, and we prove that (A.1) admits a unique global solution $u \in L^\infty_{\text{loc}}(\mathbb{R}^2; U + H^1(\mathbb{R}^2; \mathbb{C}))$. We denote by $C > 0$ any constant that only depends on an upper bound on $\alpha, \alpha^{-1}, |\beta|, ||h||_{W^{1,\infty}}, ||(F, U)||_{L^\infty}, ||1 - |U|^2||_{L^2}, ||\Delta U||_{L^2}, ||f||_{L^2 \cap L^\infty},$ and $||(F) + |\nabla h||\nabla U||_{L^2}$.

Given $T > 0$ and a solution $u \in L^\infty([0, T); U + H^1(\mathbb{R}^2; \mathbb{C}))$ of (A.1), we claim that the following a priori estimate holds for all $t \in [0, T]$,

$$\frac{\alpha}{2} \int_0^t \int_{\mathbb{R}^2} |\partial_t u|^2 + \frac{1}{2} \int_{\mathbb{R}^2} \left( |\nabla (u - U)|^2 + \frac{\alpha}{2} (1 - |u|^2)^2 + |u - U|^2 \right) \leq C e^{Ct} (1 + ||u^0 - U||_{H^1}^2). \quad (A.9)$$

Combining this with the local existence result of Step 1 in the space $U + H^1(\mathbb{R}^2; \mathbb{C})$, we deduce that local solutions can be extended globally in that space, and the result follows. It remains to prove the claim (A.9). For simplicity, we assume in the computations below that $u \in L^\infty([0, T); U + H^1(\mathbb{R}^2; \mathbb{C}))$, which in particular implies $\partial_t u \in L^\infty([0, T); L^2(\mathbb{R}^2; \mathbb{C}))$ by (A.1). The general result then follows from an approximation argument based on the local existence result of Step 1 in the space $U + H^2(\mathbb{R}^2; \mathbb{C})$.

We set for simplicity $(\alpha + i\beta)^{-1} = \alpha' + i\beta'$, $\alpha' > 0$. Using equation (A.1), we compute the following time derivative, suitably organizing the terms and integrating by parts,

$$\frac{1}{2} \partial_t \int_{\mathbb{R}^2} |u - U|^2 = \int_{\mathbb{R}^2} \langle u - U, (\alpha' + i\beta') (\Delta u + a u (1 - |u|^2) + \nabla h \cdot \nabla u + i F^\perp \cdot \nabla u + f u) \rangle + \alpha' \int_{\mathbb{R}^2} a |u - U|^2 (1 - |u|^2)$$

$$+ \int_{\mathbb{R}^2} \langle u - U, (\alpha' + i\beta') (\nabla h \cdot \nabla (u - U) + i F^\perp \cdot \nabla (u - U) + f (u - U)) \rangle$$

$$+ \int_{\mathbb{R}^2} \langle u - U, (\alpha' + i\beta') (\Delta U + a U (1 - |u|^2) + \nabla h \cdot \nabla U + i F^\perp \cdot \nabla U + f U) \rangle,$$

which is estimated as follows,

$$\frac{1}{2} \partial_t \int_{\mathbb{R}^2} |u - U|^2 \leq -\alpha' \int_{\mathbb{R}^2} |\nabla (u - U)|^2 + C \int_{\mathbb{R}^2} |u - U|^2 + C \int_{\mathbb{R}^2} |u - U||\nabla (u - U)|$$

$$+ \int_{\mathbb{R}^2} |u - U|(|\Delta U| + |1 - |u|^2| + |\nabla h| + |F|)|\nabla U| + |f|)$$

$$\leq -\alpha' \int_{\mathbb{R}^2} |\nabla (u - U)|^2 + C + C \int_{\mathbb{R}^2} |u - U|^2 + C \int_{\mathbb{R}^2} (1 - |u|^2)^2.$$

On the other hand, again using the equation and integrating by parts, we compute

$$\frac{1}{2} \partial_t \int_{\mathbb{R}^2} |\nabla (u - U)|^2 = \int_{\mathbb{R}^2} \langle \nabla (u - U), \nabla \partial_t u \rangle = -\int_{\mathbb{R}^2} \langle \Delta (u - U), \partial_t u \rangle$$

$$= -
\int_{\mathbb{R}^2} \langle (\alpha + i\beta) \partial_t u - \Delta U - a u (1 - |u|^2) - \nabla h \cdot \nabla u - i F^\perp \cdot \nabla u - f u, \partial_t u \rangle$$

$$= -\alpha \int_{\mathbb{R}^2} |\partial_t u|^2 - \frac{1}{4} \partial_t \int_{\mathbb{R}^2} a (1 - |u|^2)^2.$$
\[ + \int_{\mathbb{R}^2} \langle \nabla h \cdot \nabla (u - U) + iF^\perp \cdot \nabla (u - U) + f(u - U), \partial_t u \rangle + \int_{\mathbb{R}^2} \langle \Delta U + \nabla h \cdot \nabla U + iF^\perp \cdot \nabla U + fU, \partial_t u \rangle, \]

and hence
\[
\frac{1}{2} \partial_t \int_{\mathbb{R}^2} |\nabla (u - U)|^2 + \frac{1}{4} \partial_t \int_{\mathbb{R}^2} a(1 - |u|^2)^2 \\
\leq -\alpha \int_{\mathbb{R}^2} |\partial_t u|^2 + C \int_{\mathbb{R}^2} |\partial_t u|(|u - U| + |\nabla (u - U)|) + C \int_{\mathbb{R}^2} |\partial_t u|(|\Delta U| + (|\nabla h| + |F|)|\nabla U| + |f|) \\
\leq -\frac{\alpha}{2} \int_{\mathbb{R}^2} |\partial_t u|^2 + C + C \int_{\mathbb{R}^2} |u - U|^2 + C \int_{\mathbb{R}^2} |\nabla (u - U)|^2.
\]

Combining the above yields
\[
\frac{\alpha}{2} \int_{\mathbb{R}^2} |\partial_t u|^2 + \partial_t \left( \frac{1}{2} \int_{\mathbb{R}^2} |\nabla (u - U)|^2 + \frac{a}{4} (1 - |u|^2)^2 + \frac{1}{2} |u - U|^2 \right) \\
\leq C + C \int_{\mathbb{R}^2} \left( \frac{1}{2} |\nabla (u - U)|^2 + \frac{a}{4} (1 - |u|^2)^2 + \frac{1}{2} |u - U|^2 \right),
\]

and the claim (A.9) follows from the Grönwall inequality.

**Step 4.** A useful change of variables.

We turn to the conservative case $\alpha = 0$. The first-order forcing terms in the right-hand side of equation (1.7) can no longer be treated as errors since the lost derivative is not retrieved by the Schrödinger operator, and the proof of local existence in Step 1 can thus not be adapted to this case. The global estimates in Step 3 similarly fail, as no dissipation is available to absorb the first-order terms. To remedy this, we start by performing a useful change of variables transforming first-order terms into zeroth-order ones, which are much easier to deal with. Since by assumption $\text{div } F = 0$ with $F \in L^\infty(\mathbb{R}^2)^2$, we deduce from a Hodge decomposition that there exists $\psi \in H^1_{\text{loc}}(\mathbb{R}^2)$ such that $F = -2\nabla^\perp \psi$. Using the relation $a = e^{\frac{\beta}{\varepsilon}}$, and setting $w_\varepsilon := \sqrt{\alpha \varepsilon} e^{i|\log \varepsilon|\psi}$, a straightforward computation shows that equation (1.7) for $u_\varepsilon$ is equivalent to

\[
\begin{cases}
\lambda_\varepsilon (\alpha + i|\log \varepsilon|\beta) \partial_t w_\varepsilon = \Delta w_\varepsilon + \frac{w_\varepsilon}{\varepsilon^2} (a - |w_\varepsilon|^2) + (f_0 + ig_0)w_\varepsilon, \quad \text{in } \mathbb{R}^+ \times \mathbb{R}^2, \\
w_\varepsilon|_{t=0} = w_0^\varepsilon := \sqrt{\alpha \varepsilon} e^{i|\log \varepsilon|\psi} u_0^\varepsilon,
\end{cases}
\]

where we have set
\[
f_0 := f - \frac{\Delta \sqrt{a}}{\sqrt{a}} + \frac{1}{2} |\log \varepsilon|^2 |F|^2, \quad g_0 := \frac{1}{2} |\log \varepsilon| a^{-1} \text{curl } (aF).
\]

We look for solutions $w_\varepsilon$ in the class $W + H^1(\mathbb{R}^2; \mathbb{C})$ for some “weighted reference map” $W$, that is, an element of

\[
E_a^w(\mathbb{R}^2) := \{ W \in L^\infty(\mathbb{R}^2; \mathbb{C}) : \nabla^2 W \in H^k(\mathbb{R}^2; \mathbb{C}), \nabla |W| \in L^2(\mathbb{R}^2), a - |W|^2 \in L^2(\mathbb{R}^2), \nabla W \in L^p(\mathbb{R}^2; \mathbb{C}) \forall p > 2 \}.
\]
For $k \geq 0$, and $\nabla h, \nabla \psi \in H^{k+1}(\mathbb{R}^2)^2$, we indeed observe that $w_\varepsilon$ is a solution of \( A.10 \) in $L^\infty([0, T); W + H^{k+1}(\mathbb{R}^2; \mathbb{C})$ for some $W \in E_k^+$ if and only if $u_\varepsilon$ is a solution of \( 1.7 \) in $L^\infty([0, T); U + H^{k+1}(\mathbb{R}^2; \mathbb{C})$ for some $U \in E_k$.

\section*{Step 5. Local existence for $\alpha = 0$.}

In this step, given $k \geq 0$, we assume $h \in W^{k+1,\infty}(\mathbb{R}^2)$, $\nabla h \in H^k(\mathbb{R}^2)^2$, $f_0, g_0 \in H^{k+1} \cap W^{k+1, \infty}(\mathbb{R}^2)$, and $w^0 \in W + H^{k+1}(\mathbb{R}^2; \mathbb{C})$ for some $W \in E_k^+$, and we prove that there exists some $T > 0$ and a unique solution $w_\varepsilon \in L^\infty([0, T); W + H^{k+1}(\mathbb{R}^2; \mathbb{C})$ of \( A.10 \) in $[0, T) \times \mathbb{R}^2$. To simplify notation, we replace equation \( A.10 \) (with $\alpha = 0$) by its rescaled version

$$i\partial_t w = \Delta w + w(a - |w|^2) + (f_0 + ig_0)w, \quad w|_{t=0} = w^0. \quad (A.11)$$

We start with the case $k = 0$, and comment afterwards on the adaptations needed for $k \geq 1$. We argue by a fixed-point argument in the set $E_{W, w^0}(C_0, T) := \{ w : \|w - W\|_{L^\infty_t H^1} \leq C_0, w|_{t=0} = w^0 \}$, for some $C_0, T > 0$ to be suitably chosen. We denote by $C \geq 1$ any constant that only depends on an upper bound on $\|\nabla h\|_{L^2_t L^\infty}$, $\|(f_0, g_0)\|_{H^1 \cap W^{1, \infty}}$, $\|(h, W)\|_{L^\infty}$, $\|a - |W|^2\|_{L^2}$, $\|\nabla |W|\|_{L^2}$, and $\|\Delta W\|_{H^1}$, and we add a subscript to indicate dependence on further parameters.

Let $S^t$ denote the kernel of the semigroup operator $e^{-it\Delta}$. Setting $\hat{w} := w - W$, we may rewrite equation \( A.11 \) as follows,

$$i\partial_t \hat{w} = \Delta \hat{w} + \Delta W + (\hat{w} + W)(a - |W|^2) - 2(\hat{w} + W)(W, \hat{w}) - (\hat{w} + W)|\hat{w}|^2$$

$$+ (f_0 + ig_0)\hat{w} + (f_0 + ig_0)W,$$

with initial data $\hat{w}|_{t=0} = \hat{w}^0 := w^0 - W$. Any solution $\hat{w} \in L^\infty([0, T); H^1(\mathbb{R}^2; \mathbb{C})$ satisfies the Duhamel formula $\hat{w} = \Xi_{W, \hat{w}^0}(\hat{w})$, where we have set

$$\Xi_{W, \hat{w}^0}(\hat{w})^t := S^t * \hat{w}^0 - i \int_0^t S^{t-s} * Z_{W, \hat{w}^0}(\hat{w}^s)ds,$$

$$Z_{W, \hat{w}^0}(\hat{w}^s) := \Delta W + (\hat{w}^s + W)(a - |W|^2) - 2(\hat{w}^s + W)(W, \hat{w}^s) - (\hat{w}^s + W)|\hat{w}^s|^2$$

$$+ (f_0 + ig_0)\hat{w}^s + (f_0 + ig_0)W.$$

Similarly as in Step 1, we find $\|Z_{W, \hat{w}^0}(\hat{w}^s)\|_{L^2} \leq C(1 + \|\hat{w}^s\|_{H^1}^3)$. On the other hand, arguing as in [11, Lemma 2] by means of various Sobolev embeddings, we obtain the following version of \( A.7 \): we may decompose $\nabla Z_{W, \hat{w}^0}(\hat{w}^s) = Z^1_{W, \hat{w}^0}(\hat{w}^s) + Z^2_{W, \hat{w}^0}(\hat{w}^s)$, such that for all $1 < r < 2$,

$$\|\nabla Z_{W, \hat{w}^0}(\hat{w}^s)\|_{L^2 + L^r} \leq \|Z^1_{W, \hat{w}^0}(\hat{w}^s)\|_{L^2} + \|Z^2_{W, \hat{w}^0}(\hat{w}^s)\|_{L^r} \leq C_r(1 + \|\hat{w}^s\|_{H^1}^3). \quad (A.12)$$

(Recall that we cannot choose $r = 2$ here due to terms of the form $\|\hat{w}^s\|^2 \nabla \hat{w}^s\|_{L^r}$.) Let us now examine the map $\Xi_{W, \hat{w}^0}$ more closely. We have

$$\|\Xi_{W, \hat{w}^0}(\hat{w})^t\|_{H^1} \leq \|S^t * (\hat{w}^0, \nabla \hat{w}^0)\|_{L^2}$$

$$+ \left\| \int_0^t e^{-i(t-s)\Delta} (Z_{W, \hat{w}^0}(\hat{w}^s), Z^1_{W, \hat{w}^0}(\hat{w}^s), Z^2_{W, \hat{w}^0}(\hat{w}^s))ds \right\|_{L^2}.$$
and hence by the Strichartz estimates for the Schrödinger operator [63], for all $1 < r \leq 2$,
\[
\|\Xi_{W,\hat{w}^o}(\hat{w})\|_{L_t^\infty H^1} \leq C\|\hat{w}^o\|_{H^1} + C\|\hat{w}^o\|_{W^{3,1}} \leq (1 + \|\hat{w}\|_{L_t^\infty H^1})^2.
\]

Injecting (A.12) then yields for all $1 < r < 2$,
\[
\|\Xi_{W,\hat{w}^o}(\hat{w})\|_{L_t^\infty H^1} \leq C\|\hat{w}^o\|_{H^1} + (CT + C_\alpha T^{3/4} + 1 + \|\hat{w}\|_{L_t^\infty H^1})^3.
\]

Choosing $r = \frac{4}{3}$, this yields in particular, for all $\hat{w} \not\in -W + E_{W,\hat{w}^o}(C_0, T)$,
\[
\|\Xi_{W,\hat{w}^o}(\hat{w})\|_{L_t^\infty H^1} \leq C\|\hat{w}^o\|_{H^1} + (T + T^{3/4} + 1 + C_0^3).
\]

Similarly, again using Sobolev embeddings and Strichartz estimates, we easily for all $\hat{w}, \hat{w} \not\in -W + E_{W,\hat{w}^o}(C_0, T)$,
\[
\|\Xi_{W,\hat{w}^o}(\hat{w}) - \Xi_{W,\hat{w}^o}(\hat{w})\|_{L_t^\infty H^1} \leq C(T + T^{3/4} + 1 + C_0^3)\|\hat{w} - \hat{w}\|_{L_t^\infty H^1}.
\]

Choosing $C_0 := 1 + C\|\hat{w}^o\|_{H^1}$ and $T := 1 \wedge (4C(1 + C_0^3))^{-4/3}$, we deduce that $\Xi_{W,\hat{w}^o}$ maps the set $-W + E_{W,\hat{w}^o}(C_0, T)$ into itself and is contracting on that set. The conclusion follows from a fixed-point argument.

We now briefly comment on the case $k \geq 1$ and explain how to adapt the above argument. We again proceed by a fixed point argument, estimating this time $\Xi_{W,\hat{w}^o}$ and $\hat{Z}_{W,\hat{w}^o}$ in $H^{k+1}(\mathbb{R}^2; \mathbb{C})$. Arguing similarly as in [75, Step 1 of the proof of Proposition A.8] by means of various Sobolev embeddings, we obtain the following version of (A.8), for all $k \geq 1$ and $1 < r < 2$,
\[
\|\nabla^{k+1} \hat{Z}_{W,\hat{w}^o}(\hat{w})\|_{L_t^\infty(L^2 + L^r)} \leq C_{k,r}(1 + \|\hat{w}\|_{L_t^\infty H^{k+1}}^3),
\]

for some constant $C_{k,r} \geq 1$ that only depends on an upper bound on $k$, \(\|\nabla h\|_{H^k; W^{k,\infty}}\), \(\|(h, W)\|_{L_t^\infty}\), \(\|(f_0, g_0)\|_{H^{k+1}; W^{k+1,\infty}}\), \(\|\alpha - |W|^2\|_{L^2}\), \(\|\nabla |W|\|_{L^2}\), \(\|\nabla^2 W\|_{H^{k+1}}\), \((r-1)^{-1}\), and \((2-r)^{-1}\). The result then easily follows as above.

**Step 6.** Global existence for $\alpha = 0$.

In this step, we assume $h \in L^\infty(\mathbb{R}^2)$, $f_0 \in L^2 \cap L^\infty(\mathbb{R}^2)$, $g_0 \in H^1 \cap W^{1,\infty}(\mathbb{R}^2)$, and $w^o \in W + H^1(\mathbb{R}^2; \mathbb{C})$ for some $W \in L^\infty(\mathbb{R}^2)$, and we prove that (A.11) admits a unique global solution $w \in L^\infty_{loc}(\mathbb{R}^+; W + H^1(\mathbb{R}^2; \mathbb{C}))$. We denote by $C > 0$ any constant that only depends on an upper bound on \(\|h\|_{L^\infty}\), \(\|f_0\|_{L^2 \cap L^\infty}\), \(\|g_0\|_{H^1 \cap W^{1,\infty}}\), \(\|W\|_{L^\infty}\), \(\|1 - |W|^2\|_{L^2}\), and \(\|\Delta W\|_{L^2}\).

Given a solution $w \in L^\infty([0, T); W + H^1(\mathbb{R}^2; \mathbb{C}))$ of (A.11), we claim that the following a priori estimate holds for all $t \in [0, T]$,
\[
\int_{\mathbb{R}^2} \left(\nabla^2 (w^t - W)^2 + \frac{1}{2}(\alpha - |w^t|^2)^2 + |w^t - W|^2\right) \leq Ce^{C t}(1 + \|w^o - W\|_{H^1}^2).
\]

Combining this with the local existence result of Step 5 in the space $W + H^1(\mathbb{R}^2; \mathbb{C})$, we deduce that local solutions can be extended globally in that space, and the result follows. It remains to prove the claim (A.14). For simplicity, we assume in the computations below that $w \in L^\infty([0, T); W + H^2(\mathbb{R}^2; \mathbb{C}))$, which in particular implies $\partial_t w \in L^\infty([0, T); L^2(\mathbb{R}^2; \mathbb{C}))$ by (A.11). The general result then follows from a simple approximation argument based on the local existence result of Step 5 in the space $W + H^2(\mathbb{R}^2; \mathbb{C})$. 


Using equation (A.11), we compute the following time derivative, suitably organizing the terms and integrating by parts,
\[
\frac{1}{2} \partial_t \int_{\mathbb{R}^2} |w - W|^2 = \int_{\mathbb{R}^2} \langle i(w - W), \Delta w + w(a - |w|^2) + f_0 w + i \gamma_0 w \rangle \\
= \int_{\mathbb{R}^2} \langle i(w - W), \Delta W + W(a - |w|^2) + f_0 W + i \gamma_0 W \rangle + \int_{\mathbb{R}^2} g_0 |w - W|^2 \\
\leq C + C \int_{\mathbb{R}^2} |w - W|^2 + C \int_{\mathbb{R}^2} (a - |w|^2)^2. \tag{A.15}
\]
Likewise, we compute
\[
\partial_t \int_{\mathbb{R}^2} |\nabla(w - W)|^2 = 2 \int_{\mathbb{R}^2} \langle \nabla(w - W), \nabla \partial_t w \rangle \\
= -2 \int_{\mathbb{R}^2} \langle \Delta(w - W), \partial_t w - g_0 w \rangle \\
+ 2 \int_{\mathbb{R}^2} \langle \nabla(w - W), g_0 \nabla(w - W) + g_0 \nabla W + (w - W) \nabla g_0 + W \nabla g_0 \rangle \\
\leq -2 \int_{\mathbb{R}^2} \langle \Delta(w - W), \partial_t w - g_0 w \rangle \\
+ C + C \int_{\mathbb{R}^2} |\nabla(w - W)|^2 + C \int_{\mathbb{R}^2} |w - W|^2, \tag{A.16}
\]
where we have
\[
-2 \int_{\mathbb{R}^2} \langle \Delta(w - W), \partial_t w - g_0 w \rangle \\
= -2 \int_{\mathbb{R}^2} \langle i(\partial_t w - g_0 w) - w(a - |w|^2) - f_0 w - \Delta W, \partial_t w - g_0 w \rangle \\
= 2 \int_{\mathbb{R}^2} \langle w(a - |w|^2) + f_0 w + \Delta W, \partial_t w - g_0 w \rangle \\
= -\partial_t \int_{\mathbb{R}^2} \left( \frac{1}{2} (a - |w|^2)^2 - f_0 |w|^2 - 2 \langle \Delta W, w \rangle \right) \\
+ 2 \int_{\mathbb{R}^2} g_0 (a - |w|^2)^2 - 2 \int_{\mathbb{R}^2} a g_0 (a - |w|^2) - 2 \int_{\mathbb{R}^2} f_0 g_0 |w|^2 - 2 \int_{\mathbb{R}^2} g_0 \langle \Delta W, w \rangle \\
\leq -\partial_t \int_{\mathbb{R}^2} \left( \frac{1}{2} (a - |w|^2)^2 - f_0 |w - W|^2 \right) - 2 \langle w, \Delta W + f_0 W \rangle \\
+ C + C \int_{\mathbb{R}^2} (a - |w|^2)^2 + C \int_{\mathbb{R}^2} |w - W|^2.
\]
Combining this with (A.15) and (A.16), we obtain
\[
\partial_t \int_{\mathbb{R}^2} \left( (C - f_0) |w - W|^2 + |\nabla(w - W)|^2 + \frac{1}{2} (a - |w|^2)^2 - 2 \langle w, \Delta W + f_0 W \rangle \right) \\
\leq C + C \int_{\mathbb{R}^2} (|w - W|^2 + |\nabla(w - W)|^2 + (a - |w|^2)^2),
\]
and the result easily follows from the Grönwall inequality, choosing a large enough constant $C$ in the left-hand side.
Step 7. Propagation of regularity for $\alpha = 0$.

In this step, given $k \geq 0$, we assume $h \in W^{k+1,\infty}(\mathbb{R}^2)$, $\nabla h \in H^k(\mathbb{R}^2)^2$, $f_0, g_0 \in H^{k+1} \cap W^{k+1,\infty}(\mathbb{R}^2)$, and $w^e \in W + H^{k+1}(\mathbb{R}^2; \mathbb{C})$ for some $W \in E_{k+1}^0(\mathbb{R}^2)$, and we prove that the global solution $w$ of Step 6 belongs to $L^\infty_{\text{loc}}(\mathbb{R}^+; W + H^{k+1}(\mathbb{R}^2; \mathbb{C}))$. We denote by $C_k \geq 1$ any constant that only depends on an upper bound on $k$, $\|\nabla h\|_{H^{k+1}}$, $\|\nabla h\|_{H^{k+1}}$, $\|(f_0, g_0)\|_{H^{k+1}}$, $\|(h, W)\|_{L^\infty}$, $\|a - |W|^2\|_{L^2}$, $\|\nabla W\|_{L^2}$, and $\|\nabla^2 W\|_{H^{k+1}}$. We add a subscript to indicate dependence on further parameters.

Let $w \in L^\infty([0, T); W + H^1(\mathbb{R}^2; \mathbb{C}))$ be a solution of (A.1) and let $\hat{w} := w - W$. We argue by induction: as the result is obvious for $k = 0$, we assume that it holds for some $k \geq 0$ and we deduce that it then also holds for $k$ replaced by $k + 1$. By a similar argument as e.g. in [11, Lemma 4] or in [75, Step 1 of the proof of Proposition A.8], we obtain the following version of (A.8) (which generalizes (A.12) to higher derivatives): for all $k \geq 0$ we may decompose $\nabla^{k+1} Z_{W, \hat{w}^e}(\hat{w}^t) = \nabla^{k+1} Z_{W, \hat{w}^e}(\hat{w}^t) + \nabla^{k+1} Z_{W, \hat{w}^e}(\hat{w}^t)$ such that for all $1 < r < 2$, 

$$
\|\nabla^{k+1} Z_{W, \hat{w}^e}(\hat{w}^t)\|_{L^2 + L^r} \leq \|\nabla^{k+1} Z_{W, \hat{w}^e}(\hat{w}^t)\|_{L^2} + \|\nabla^{k+1} Z_{W, \hat{w}^e}(\hat{w}^t)\|_{L^r} \leq C_{k,r}(1 + \|\hat{w}^t\|_{L^{k+1}}^3),
$$

or more precisely,

$$
\|\nabla^{k+1} Z_{W, \hat{w}^e}(\hat{w}^t)\|_{L^2 + L^r} \leq C_{k,r}(1 + \|\hat{w}^t\|_{L^{k+1}}^3)(1 + \|\hat{w}^t\|_{H^{k+1}}).
$$

(A.17)

Using Duhamel’s formula $\hat{w} = \Xi_{W, \hat{w}^e}(\hat{w})$ and applying the Strichartz estimates for the Schrödinger operator [63] as in Step 5, we find for all $k \geq 0$ and $1 < r \leq 2$,

$$
\|\nabla^{k+1} \hat{w}^t\|_{L^2} \leq \|S^t \ast \nabla^{k+1} \hat{w}^0\|_{L^2} + \left\| \int_0^t \nabla^{k+1} Z_{W, \hat{w}^e}(\hat{w}^s) ds \right\|_{L^2} \leq C\|\nabla^{k+1} \hat{w}^0\|_{L^2} + C\|\nabla^{k+1} Z_{W, \hat{w}^e}(\hat{w})\|_{L^1_t L^2} + C_r\|\nabla^{k+1} Z_{W, \hat{w}^e}(\hat{w})\|_{L^{2r/(3r-2)}_t L^r},
$$

and hence, by (A.17), for all $k \geq 0$,

$$
\|\hat{w}^t\|_{H^{k+1}} \leq C_k\|\hat{w}^0\|_{H^{k+1}} + C_k r (1 + t)(1 + \|\hat{w}\|_{L^\infty_t H^k}) (1 + \|\hat{w}\|_{L^{2r/(3r-2)}_t H^{k+1}}).
$$

The result then follows from the induction hypothesis and the Grönwall inequality.

In the dissipative case, we now prove a well-posedness result for equation (1.7) in the general non-decaying setting, that is, without decay assumption on the data $\nabla h, F, f$. In this case, subtle advection forces may occur at infinity, preventing the solution $u_e$ from staying in the same affine space $L^\infty_{\text{loc}}(\mathbb{R}^+; U + H^1(\mathbb{R}^2; \mathbb{C}))$ for any reference map $U$. The well-posedness result below is rather obtained in the space $L^\infty(\mathbb{R}^+; H^1_{\text{loc}}(\mathbb{R}^2; \mathbb{C}))$, which yields no information at all on the behavior of the constructed solution at infinity. It is in particular completely unclear whether the total degree of the solution remains well-defined for positive times. In the proof, the key observation is that the Grönwall argument in Step 3 of the proof of Proposition A.1 can be localized by means of an exponential cut-off. Note that the same argument does not seem adaptable to the conservative case.

**Proposition A.2** (Well-posedness of (1.7), non-decaying setting). Set $a := e^h$ with $h : \mathbb{R}^2 \to \mathbb{R}$. In the dissipative case ($\alpha > 0$, $\beta \in \mathbb{R}$), given $h \in W^{1,\infty}(\mathbb{R}^2)$, $F \in L^\infty(\mathbb{R}^2)^2$, $f \in L^\infty(\mathbb{R}^2)^2$, and $u_e^0 \in H^1_{\text{loc}}(\mathbb{R}^2; \mathbb{C})$, there exists a unique global solution $u_e \in L^\infty_{\text{loc}}(\mathbb{R}^+; H^1_{\text{loc}}(\mathbb{R}^2; \mathbb{C}))$ of (1.7) in $\mathbb{R}^+ \times \mathbb{R}^2$ with initial data $u_e^0$, and this solution satisfies $\partial_t u_e \in L^\infty_{\text{loc}}(\mathbb{R}^+; L^2_{\text{loc}}(\mathbb{R}^2; \mathbb{C}))$. Moreover, if for some $k \geq 0$ we have $h \in W^{k+1,\infty}(\mathbb{R}^2)$,
$F \in W^{k, \infty}(\mathbb{R}^2)^2$, $f \in W^{k, \infty}(\mathbb{R}^2)$, and $u^0 \in H^{k+1}_{\text{uloc}}(\mathbb{R}^2; \mathbb{C})$, then $u^\infty \in L^\infty(\mathbb{R}^+; H^{k+1}_{\text{uloc}}(\mathbb{R}^2; \mathbb{C}))$ and $\partial_t u^\infty \in L^\infty(\mathbb{R}^+; H^{k+1}_{\text{uloc}}(\mathbb{R}^2; \mathbb{C}))$.}

\[
\xi^\pm \doteq \frac{1}{2} \partial_t \int_{\mathbb{R}^2} \xi|u|^2 \\
\leq \int_{\mathbb{R}^2} \xi \langle u_n, (\alpha' + i\beta') \Delta u_n + a_n u_n (1 - |u_n|^2) + \nabla h_n \cdot \nabla u_n + iF_n^\perp \cdot \nabla u_n + f_n u_n \rangle \\
\leq \int_{\mathbb{R}^2} \xi \langle u_n, (\alpha' + i\beta') \Delta u_n \rangle + \alpha' \int_{\mathbb{R}^2} a_n \xi^2 |u_n|^2 (1 - |u_n|^2) \\
+ C \int_{\mathbb{R}^2} \xi |u_n| |\nabla u_n| + C \int_{\mathbb{R}^2} \xi |u_n|^2
\]
We may then conclude
\[ \leq -\alpha' \int_{\mathbb{R}^2} \xi^2 |\nabla u_n|^2 + C \int_{\mathbb{R}^2} \xi^2 |u_n||\nabla u_n| + C \int_{\mathbb{R}^2} \xi^2 |u_n|^2, \]

and hence
\[ \frac{1}{2} \partial_t \int_{\mathbb{R}^2} \xi^2 |u_n|^2 \leq -\alpha' \int_{\mathbb{R}^2} \xi^2 |\nabla u_n|^2 + C \int_{\mathbb{R}^2} \xi^2 |u_n|^2. \]

On the other hand, integration by parts yields
\[
\frac{1}{2} \partial_t \int_{\mathbb{R}^2} \xi^2 |\nabla u_n|^2 = \int_{\mathbb{R}^2} \xi^2 (\nabla u_n, \nabla \partial_t u_n) = -\int_{\mathbb{R}^2} \xi^2 (\Delta u_n, \partial_t u_n) - \int_{\mathbb{R}^2} \nabla \xi^2 \cdot (\nabla u_n, \partial_t u_n),
\]
hence, inserting equation (A.19) in the first right-hand side term,
\[
\frac{1}{2} \partial_t \int_{\mathbb{R}^2} \xi^2 |\nabla u_n|^2 = -\int_{\mathbb{R}^2} \xi^2 ((\alpha + i\beta) \partial_t u_n - a_n u_n (1 - |u_n|^2) - \nabla h_n \cdot \nabla u_n - i F_n^\perp \cdot \nabla u_n - f_n u_n, \partial_t u_n)
\]
\[
- \int_{\mathbb{R}^2} \nabla \xi^2 \cdot (\nabla u_n, \partial_t u_n)
\]
\[
\leq -\alpha \int_{\mathbb{R}^2} \xi^2 |\partial_t u_n|^2 - \frac{1}{4} \partial_t \int_{\mathbb{R}^2} a_n \xi^2 (1 - |u_n|^2)^2 + C \int_{\mathbb{R}^2} \xi^2 (|u_n| + |\nabla u_n|)|\partial_t u_n|,
\]
and thus
\[
\frac{1}{2} \partial_t \int_{\mathbb{R}^2} \xi^2 |\nabla u_n|^2 + \frac{1}{4} \partial_t \int_{\mathbb{R}^2} a_n \xi^2 (1 - |u_n|^2)^2
\]
\[
\leq -\alpha \int_{\mathbb{R}^2} \xi^2 |\partial_t u_n|^2 + C \int_{\mathbb{R}^2} \xi^2 (|u_n|^2 + |\nabla u_n|^2).
\]
We may then conclude
\[
\frac{1}{2} \partial_t \int_{\mathbb{R}^2} \xi^2 (|u_n|^2 + |\nabla u_n|^2) + \frac{1}{4} \partial_t \int_{\mathbb{R}^2} a_n \xi^2 (1 - |u_n|^2)^2 + \alpha \int_{0}^{t} \int_{\mathbb{R}^2} \xi^2 |\partial_t u_n|^2
\]
\[
\leq C \int_{\mathbb{R}^2} \xi^2 (|u_n|^2 + |\nabla u_n|^2).
\]
By the Grönwall inequality, this yields for all \( t \geq 0 \) and \( z \in \mathbb{R}^2 \),
\[
\int_{\mathbb{R}^2} \xi^2 (|u_n|^2 + |\nabla u_n|^2) + \frac{1}{2} \int_{\mathbb{R}^2} a_n \xi^2 (1 - |u_n|^2)^2 + \alpha \int_{0}^{t} \int_{\mathbb{R}^2} \xi^2 |\partial_t u_n|^2
\]
\[
\leq e^{Ct} \left( \int_{\mathbb{R}^2} \xi^2 (|u_n|^2 + |\nabla u_n|^2) + \frac{1}{2} \int_{\mathbb{R}^2} a_n \xi^2 (1 - |u_n|^2)^2 \right),
\]
and hence, using the Sobolev embedding for \( H^{1}_{\text{aloc}}(\mathbb{R}^2) \) into \( L^{4}_{\text{aloc}}(\mathbb{R}^2) \) (cf. (A.23) below),
\[
\int_{\mathbb{R}^2} \xi^2 (|u_n|^2 + |\nabla u_n|^2) + \frac{1}{2} \int_{\mathbb{R}^2} a_n \xi^2 (1 - |u_n|^2)^2 + \alpha \int_{0}^{t} \int_{\mathbb{R}^2} \xi^2 |\partial_t u_n|^2
\]
\[
\leq Ce^{Ct} \left( 1 + \int_{\mathbb{R}^2} \xi^2 (|u_n|^2 + |\nabla u_n|^2) \right)^2.
\]
The claim (A.20) then follows from the boundedness of $u_0^n$ in $H^1_{\text{uloc}}(\mathbb{R}^2; \mathbb{C})$, noting that
\[
\|\zeta\|_{L^2_{\text{uloc}}}^2 \simeq \sup_{z \in \mathbb{R}^2} \int_{\mathbb{R}^2} \xi^z |\zeta|^2. \tag{A.21}
\]

**Step 2. Global existence in $H^{k+1}_{\text{uloc}}(\mathbb{R}^2; \mathbb{C})$.**

In this step, given $k \geq 0$, we assume $h \in W^{k+1,\infty}(\mathbb{R}^2)$, $F \in W^{k,\infty}(\mathbb{R}^2)$, $f \in W^{k,\infty}(\mathbb{R}^2)$, and $u^0 \in H^{k+1}_{\text{uloc}}(\mathbb{R}^2; \mathbb{C})$, and we prove that the global solution $u$ constructed in Step 1 then belongs to $L^\infty_{\text{loc}}(\mathbb{R}^+; H^{k+1}_{\text{uloc}}(\mathbb{R}^2))$. We denote by $C_k \geq 1$ any constant that only depends on an upper bound on $k$, $\alpha$, $\alpha^{-1}$, $|\beta|$, $|(h, \nabla h, F, f)||W^{k,\infty}$, and $\|u^0\|_{H^{k+1}_{\text{uloc}}}$, and we write $C_{k,t}$ if it additionally depends on an upper bound on $t$.

We argue again by approximation. We consider the truncations $h_n, a_n, F_n, f_n, u_0^n$ defined in Step 1, as well as the solution $u_n$ to the corresponding equation (A.19). We claim that for all $k \geq 0$ and $t \geq 0$,
\[
\|u^n_k\|_{H^{k+1}_{\text{uloc}}} + \|\partial_t u_n\|_{L^2_{\text{uloc}}} \leq C_{k,t}. \tag{A.22}
\]

The conclusion then follows by passing to the limit $n \uparrow \infty$. This result is proved by induction on $k$. As for $k = 0$ the result already follows from Step 1, we assume that $\|u^n_k\|_{H^{k}_{\text{uloc}}} \leq C_{k,t}$ holds for some $k \geq 1$, and we deduce that (A.22) also holds for this $k$.

Integrating by parts, we find
\[
\frac{1}{2} \partial_t \int_{\mathbb{R}^2} \xi^z |\nabla^{k+1} u_n|^2 = \int_{\mathbb{R}^2} \xi^z (\nabla^{k+1} u_n, \nabla^{k+1} \partial_t u_n)
\]
\[
\leq C \int_{\mathbb{R}^2} \xi^z |\nabla^{k+1} u_n| |\nabla^k \partial_t u_n| - \int_{\mathbb{R}^2} \xi^z (\nabla^k \nabla u_n, \nabla^k \partial_t u_n),
\]
hence, inserting equation (A.19) in the first right-hand side term and developing the terms,
\[
\frac{1}{2} \partial_t \int_{\mathbb{R}^2} \xi^z |\nabla^{k+1} u_n|^2
\]
\[
\leq -\alpha \int_{\mathbb{R}^2} \xi^z |\nabla^k \partial_t u_n|^2 + C \int_{\mathbb{R}^2} \xi^z |\nabla^{k+1} u_n| |\nabla^k \partial_t u_n|
\]
\[
+ \int_{\mathbb{R}^2} \xi^z (\nabla^k (a_n u_n (1 - |u_n|^2) + \nabla h_n \cdot \nabla u_n + i F_n^\perp \cdot \nabla u_n + f_n u_n), \nabla^k \partial_t u_n)
\]
\[
\leq -\alpha \int_{\mathbb{R}^2} \xi^z |\nabla^k \partial_t u_n|^2 + C \int_{\mathbb{R}^2} \xi^z |u_n|^2 |\nabla^k u_n| |\nabla^k \partial_t u_n|
\]
\[
+ C_k \sum_{j=0}^{k+1} \int_{\mathbb{R}^2} \xi^z |\nabla^j u_n| |\nabla^k \partial_t u_n| + C_k \sum_{j=0}^{k-1} \int_{\mathbb{R}^2} \xi^z |\nabla^j u_n|^2 |\nabla^k \partial_t u_n|
\]
\[
\leq -\alpha \int_{\mathbb{R}^2} \xi^z |\nabla^k \partial_t u_n|^2 + C \int_{\mathbb{R}^2} \xi^z |u_n|^4 |\nabla^k u_n|^2
\]
\[
+ C_k \sum_{j=0}^{k+1} \int_{\mathbb{R}^2} \xi^z |\nabla^j u_n|^2 + C_k \sum_{j=0}^{k-1} \int_{\mathbb{R}^2} \xi^z |\nabla^j u_n|^6.
\]
Note that the Sobolev embedding in the balls $B_2(x)$ yields
\[
\int_{\mathbb{R}^2} \xi^2 |\nabla^j u_n|^6 \lesssim \sum_{x \in \mathbb{Z}^2} \xi^2(x) \int_{B_2(x)} |\nabla^j u_n|^6 \\
\lesssim \sum_{x \in \mathbb{Z}^2} \xi^2(x) \left( \int_{B_2(x)} (|\nabla^j u_n|^2 + |\nabla^{j+1} u_n|^2) \right)^3 \\
\lesssim \left( \sum_{x \in \mathbb{Z}^2} \xi^2(x) \int_{B_2(x)} (|\nabla^j u_n|^2 + |\nabla^{j+1} u_n|^2) \right)^3 \\
\lesssim \left( \int_{\mathbb{R}^2} \xi^2 (|\nabla^j u_n|^2 + |\nabla^{j+1} u_n|^2) \right)^3 ,
\]
and similarly,
\[
\int_{\mathbb{R}^2} \xi^2 |u_n|^4 |\nabla^{k} u_n|^2 \leq \left( \int_{\mathbb{R}^2} \xi^2 |u_n|^{8} \right)^{1/2} \left( \int_{\mathbb{R}^2} \xi^2 |\nabla^{k} u_n|^4 \right)^{1/2} \\
\lesssim \left( \int_{\mathbb{R}^2} \xi^2 |\nabla^k u_n|^2 \right) \left( \int_{\mathbb{R}^2} \xi^2 (|\nabla^k u_n|^2 + |\nabla^{k+1} u_n|^2) \right) .
\]
Inserting these estimates in the above, and using (A.21), we obtain
\[
\partial_t \int_{\mathbb{R}^2} \xi^2 |\nabla^{k+1} u_n|^2 + \alpha \int_{\mathbb{R}^2} \xi^2 |\nabla^k \partial_t u_n|^2 \\
\leq C_k \sum_{j=0}^{k} \left( 1 + \int_{\mathbb{R}^2} \xi^2 |\nabla^j u_n|^2 \right)^3 + C_k \left( 1 + \int_{\mathbb{R}^2} \xi^2 |\nabla u_n|^2 \right)^2 \int_{\mathbb{R}^2} \xi^2 |\nabla^{k+1} u_n|^2 \\
\leq C_k \left( 1 + \|u_n\|_{H^6_\text{uloc}}^6 \right) + C_k \left( 1 + \|u_n\|_{H^1_\text{uloc}}^4 \right) \int_{\mathbb{R}^2} \xi^2 |\nabla^{k+1} u_n|^2 .
\]
By the induction hypothesis, we deduce for all $t \geq 0$,
\[
\partial_t \int_{\mathbb{R}^2} \xi^2 |\nabla^{k+1} u_n|^2 + \alpha \int_{\mathbb{R}^2} \xi^2 |\nabla^k \partial_t u_n|^2 \leq C_{k,t} + C_{k,t} \int_{\mathbb{R}^2} \xi^2 |\nabla^{k+1} u_n|^2 ,
\]
and the result (A.22) follows from the Grönwall inequality.

**Step 3. Uniqueness.**

In this step, we assume $h \in W^{1,\infty}(\mathbb{R}^2)$, $F \in L^\infty(\mathbb{R}^2)^2$, and $f \in L^\infty(\mathbb{R}^2)$, and we prove that there exists at most one global solution $u \in L^\infty_{\text{loc}}(\mathbb{R}^+; H^1_{\text{uloc}}(\mathbb{R}^2; C))$ of (A.18) in $\mathbb{R}^+ \times \mathbb{R}^2$ with given initial data $u^0$. We denote by $C \geq 1$ any constant that only depends on an upper bound on $\alpha$, $\alpha^{-1}$, $|\beta|$, and $\|(h, \nabla h, F, f)\|_{L^\infty}$.

Let $u_1, u_2 \in L^\infty_{\text{loc}}(\mathbb{R}^+; H^1_{\text{uloc}}(\mathbb{R}^2; C))$ denote two solutions as above. We set for simplicity $(\alpha + i\beta)^{-1} = \alpha' + i\beta'$, $\alpha' > 0$. Using equation (A.18) and integrating by parts, we find
\[
\frac{1}{2} \partial_t \int_{\mathbb{R}^2} \xi^2 |u_1 - u_2|^2 \\
\leq -\alpha' \int_{\mathbb{R}^2} \xi^2 |\nabla(u_1 - u_2)|^2 + C \int_{\mathbb{R}^2} \xi^2 |u_1 - u_2||\nabla(u_1 - u_2)| + C \int_{\mathbb{R}^2} \xi^2 |u_1 - u_2|^2 \\
+ \int_{\mathbb{R}^2} a \xi^2 (u_1 - u_2, (\alpha' + i\beta') (u_1 (1 - |u_1|^2) - u_2 (1 - |u_2|^2)))
\]
\[ \leq -\frac{\alpha'}{2} \int_{\mathbb{R}^2} \xi^2|\nabla (u_1 - u_2)|^2 + C \int_{\mathbb{R}^2} \xi^2|u_1 - u_2|^2(1 + |u_1| + |u_2|)^2. \quad (A.24) \]

It remains to estimate the last integral. For that purpose, we decompose
\[ \int_{\mathbb{R}^2} \xi^2|u_1 - u_2|^2(|u_1| + |u_2|)^2 \lesssim \sum_{x \in \mathbb{Z}^2} \xi^2(x) \int_{B_2(x)} |u_1 - u_2|^2(|u_1| + |u_2|)^2 \]
\[ \lesssim \sum_{x \in \mathbb{Z}^2} \xi^2(x) \left( \int_{B_2(x)} |u_1 - u_2|^4 \right)^{1/2} \left( \int_{B_2(x)} (|u_1| + |u_2|)^4 \right)^{1/2}, \]

hence, using the Sobolev embedding for \( H^{3/4}(B_2(x)) \) (and \( H^1(B_2(x)) \)) into \( L^4(B_2(x)) \),
\[ \int_{\mathbb{R}^2} \xi^2|u_1 - u_2|^2(|u_1| + |u_2|)^2 \lesssim \|(u_1, u_2)\|_{H^{1/2}_{uloc}}^2 \sum_{x \in \mathbb{Z}^2} \xi^2(x) \|u_1 - u_2\|_{H^{3/4}(B_2(x))}^2, \]

Using interpolation and Young’s inequality then yields for all \( K \geq 1 \),
\[ \int_{\mathbb{R}^2} \xi^2|u_1 - u_2|^2(|u_1| + |u_2|)^2 \lesssim \|(u_1, u_2)\|_{H^{1/2}_{uloc}}^2 \sum_{x \in \mathbb{Z}^2} \xi^2(x) \|u_1 - u_2\|_{H^{1/2}(B_2(x))}^{3/2} \|u_1 - u_2\|_{L^4(B_2(x))}^{1/2} \]
\[ \lesssim K^{-1} \int_{\mathbb{R}^2} \xi^2|\nabla (u_1 - u_2)|^2 + K^3(1 + \|(u_1, u_2)\|_{H^{1/2}_{uloc}}^8) \int_{\mathbb{R}^2} \xi^2|u_1 - u_2|^2. \]

Inserting this into (A.24) with \( K \simeq 1 \) large enough, we find
\[ \frac{1}{2} \partial_t \int_{\mathbb{R}^2} \xi^2|u_1 - u_2|^2 \leq C \left( 1 + \|(u_1, u_2)\|_{H^{1/2}_{uloc}}^8 \right) \int_{\mathbb{R}^2} \xi^2|u_1 - u_2|^2, \]

and the conclusion \( u_1 = u_2 \) follows from the Grönwall inequality. \( \square \)
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