Chromatin structure restricts origin utilization when quiescent cells re-enter the cell cycle
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ABSTRACT

Quiescent cells reside in G0 phase, which is characterized by the absence of cell growth and proliferation. These cells remain viable and re-enter the cell cycle when prompted by appropriate signals. Using a budding yeast model of cellular quiescence, we investigated the program that initiated DNA replication when these G0 cells resumed growth. Quiescent cells contained very low levels of replication initiation factors, and their entry into S phase was delayed until these factors were re-synthesized. A longer S phase in these cells correlated with the activation of fewer origins of replication compared to G1 cells. The chromatin structure around inactive origins in G0 cells showed increased H3 occupancy and decreased nucleosome positioning compared to the same origins in G1 cells, inhibiting the origin binding of the Mcm4 subunit of the MCM licensing factor. Thus, quiescent yeast cells are under-licensed during their re-entry into S phase.

INTRODUCTION

Quiescent cells reside in G0 phase, a cell cycle stage that is characterized by the cessation of cell growth and proliferation (1–3). Quiescence is a conserved state that is common to all organisms and key to the long-term survival of stem cells (4–6). Budding yeast, *Saccharomyces cerevisiae*, has emerged as an excellent model system to study both the properties of quiescent cells and the factors that contribute to their development. Following the depletion of glucose from the culture medium at a point called diauxie, yeast cells enter stationary phase. During this period, cells differentiate into two distinct cell populations, one of which is comprised of non-quiescent cells that undergo apoptosis and necrosis, and a second that contains quiescent cells (7–9). Quiescent cells can be purified from stationary phase cultures by Percoll density gradient centrifugation and have been shown to exhibit the key features of G0 phase cells in mammalian cells (7,10,11).

Several studies have shown that quiescent yeast cells have distinct transcription and epigenomic profiles. During the development of quiescence following glucose depletion, transcription is repressed, ubiquitylated H2B is lost, and histone H3 and H4 acetylation levels are globally decreased (10,12–15). During this same period, histone methylation is retained on three H3 residues - lysine 4, lysine 36 and lysine 79 (10,16). As a consequence of this developmental program, purified quiescent cells contain a small pool of newly transcribed RNAs and a large cohort of stored RNAs that is central to their maintenance, and a chromatin landscape that is characterized by the presence of a specific set of modified histones (10,16–18). The molecular basis for transcriptional shut-off during the development of quiescent yeast cells has been attributed to several factors. First, at diauxie, the RPD3 histone deacetylase is targeted to many gene promoters and removes histone acetylation marks associated with the initiation of transcription (12). Second, the binding of condensin to nucleosome depleted regions of RNA polymerase II (RNAPII) regulated divergent gene promoters establishes domains of compacted chromatin that lead to global transcriptional repression (19). Third, the levels of the transcriptionally active forms of RNAPII are globally decreased shortly after diauxie (10). Together, these factors reinforce the transition of the active transcriptional program in growing cells to the repressive program that characterizes quiescent cells.

In addition to the global repression of transcription, another key hallmark of quiescent cells is their ability to re-enter the cell cycle when prompted by appropriate stimuli. When glucose is added to quiescent yeast cells, these G0 cells enter a period in which transcription, translation and growth are restored (2,20,21). This period precedes the entry of quiescent cells into S phase, but it is not known if it is equivalent to the G1 phase of actively growing cells. The replication program used by proliferating yeast cells exiting from G1 into S phase is well defined, and is regulated by the ordered recruitment and activation of initiation factors at defined origins of replication (22,23). In contrast, little...
is known about the replication program employed by quiescent cells when they re-enter the cell cycle and whether it is the same or different from the program that characterizes the G1 to S phase transition. Using purified quiescent cells, we found that their entry into S phase was significantly delayed upon their return to growth medium. To investigate the basis for this delay, we examined a number of key factors known to be associated with the initiation of DNA replication in budding yeast. We found that these initiation factors, as well as the replicative DNA polymerases, were present at very low levels in quiescent cells, and that they were re-synthesized during the period of growth after glucose addition. However, once their protein levels were restored, the factors appeared to be recruited to active replication origins in the same temporal order as observed during the G1 to S phase transition. In addition to the delay in S phase entry, fewer origins of replication were activated in quiescent cells released into the cell cycle, which correlated with a longer S phase. The origins that were not activated in these cells were those that have been previously identified as late-firing and inefficient origins in cycling cells, and they showed reduced binding by the MCM origin licensing factor. The G0-inactive origins were also characterized by the presence of increased nucleosome occupancy and decreased nucleosome positioning compared to the nucleosomal profiles around origins in G1 cells. Together, the data indicate that the quiescent cell replication program is distinct from that of cycling cells, and regulated both by the levels of initiation factors and the chromatin context of replication origins in these G0 cells.

MATERIALS AND METHODS

Yeast strains and cell growth

The yeast strains listed in Supplemental Table S5 are all derived from W303. The strain used for BrdU profiling has an integrated BrdU-incorporating vector that expresses Herpes simplex virus thymidine kinase (HSV–TK) (24). Cells were grown in YPD medium (1% yeast extract, 2% peptone, 2% dextrose) at 30°C to a density of OD600 = 0.4 and arrested in G1 phase by the addition of α factor (5 μg/ml; United Biochemical Research) at 0, 45 and 90 min for a total incubation time of 135 min, or in G2/M phase by incubation in nocodazole (NOC; 20 μg/ml; Millipore-Sigma) for 2 h. G0 quiescent (Q) cells were isolated by Percoll gradient centrifugation 7 days after culture inoculation (7), and monitored for the presence of small unbudded cells. After isolation, the Q cells were washed with 50 mM Tris, pH 7.4 and released into YPD to initiate growth and re-entry into the cell cycle. Cells were released from G1 arrest by washing with 50 mM Tris, pH 7.4 before resuspension in YPD + 60 μg/ml pronase (Millipore-Sigma) and 5 mM CaCl2 as previously described (25).

Analysis of cell cycle progression

Cell cycle progression was monitored by both bud counts and flow cytometry. For bud counts, ~0.15 OD600 units of G1 or G0 cells were harvested before and after release into YPD + pronase, CaCl2 (5 mM) and NOC (20 μg/ml) or YPD + NOC, respectively, and then fixed in ice-cold 70% ethanol. The fixed cells were washed once with 50 mM Tris, pH 7.4 and resuspended in 1 ml of 50 mM Tris. Cells were sonicated for 10 s (output 4 on a Branson Sonifier), and 10 μl of cells were loaded onto a hemacytometer. The percentage of budded cells was determined by microscopic examination of 200 cells. For flow cytometry analysis, 0.4 OD600 units of G1 arrested or G0 Q cells were harvested before and after release into YPD medium and incubated with 0.1 M dithiothreitol (DTT) + 0.1% sodium azide at room temperature for 30 min (9). Cells were fixed in ice-cold 70% ethanol for 2 h or overnight, washed once with 50 mM Tris, pH 7.4, and resuspended in 50 mM Tris containing 1 mg/ml RNase A overnight at 37°C. After centrifugation, the cell pellet was suspended in 0.5 ml of pepsin solution (25 mg of pepsin in 5 ml of TE and 24 μl of concentrated HCl) and incubated for 1 h at 37°C. Following a second centrifugation, the cell pellet was resuspended in 0.5 ml of PBS (phosphate buffered saline, Millipore-Sigma) and sonicated for 10 s (Branson 250 Sonifier, output 4). Another 0.5 ml of PBS containing 0.2% NP-40 and 1 μM SYTOX-Green™ (Invitrogen™ Molecular Probes™) was added to stain nuclei for at least 2 h before loading samples onto a BD Biosciences FACS Calibur flow cytometer. BD CellQuest™ software was used for data acquisition (20 000 events) and analysis. Histograms were plotted, in which the y-axis represented the number of events and the x-axis represented the relative DNA content.

Western blot analysis

G1 arrested and G0 quiescent cells were released into YPD plus 20 μg/ml nocodazole and cells were collected over time. Cells were collected from a log phase culture and at various times during the development of quiescence, and seven days after culture inoculation quiescent cells were purified. Trichloroacetic acid (TCA) lysates were prepared from 6 OD600 units of cells and processed as previously described (26). Protein concentration was determined by the Bradford assay (Bio-Rad). Thirty micrograms of lysate were analyzed by SDS-PAGE (Criterion precast gels, Bio-Rad), followed by transfer to a PVDF membrane (Millipore-Sigma). Blots were incubated with primary antibodies overnight at 4°C, washed, and incubated for 2 h at room temperature with horseradish peroxidase-conjugated goat anti-mouse or anti-rabbit IgG (Millipore-Sigma). Antibodies and conditions are listed in Supplemental Table S5. Membrane-bound secondary antibodies were detected using Clarity ECL reagents (Bio-Rad), and blots were exposed to X-ray film. At least 2–3 independent time course experiments were performed, and the results of a representative experiment are shown.

Chromatin Immunoprecipitation

Twenty-four OD600 units of cells were collected and fixed with 1% formaldehyde for 15 min at room temperature. Fixation was stopped by the addition of glycine to a final concentration of 125 mM for 5 min and the cells were washed with 50 mM Tris, pH 7.4, followed by centrifugation. Cell pellets were resuspended in 0.6 ml of ice-cold FA lysis buffer (1% Triton X-100, 0.1% sodium deoxycholate, 50
were added to the remaining chromatin solution and incubated with FA lysis buffer, and 20 μl of Proteinase K for 30 min at 50°C. DNA was purified with a Qiagen QIAquick PCR purification kit and its concentration was measured by an Invitrogen Qubit 2.0 Fluorometer.

**ChIP-qPCR**

Following chromatin immunoprecipitation, IP and input DNAs were analyzed by quantitative real-time PCR on a StepOne™ Real-Time PCR machine (Applied Biosystems, ThermoFisher) operated by StepOne™ software (version 2.2.2). Each PCR reaction was prepared with 5 μl of DNA (diluted 1:10 for ChIP DNA and 1:50 for input DNA) in a 20 μl reaction mixture containing 0.75X Maxima SYBR Green/ROX qPCR Master Mix (ThermoFisher) and 0.15 μM of forward and reverse primers in nuclease-free water. Cycling conditions included a polymerase activation step at 95°C for 10 min, 40 cycles of amplification at 95°C for 15 s, and annealing/extension at 60°C for 1 min with melt curve analysis from 60 to 95°C in 0.3°C increments. All PCR reactions were performed in triplicate and then averaged. The relative quantity of DNA in each reaction was calculated by plotting \( C_q \) values determined by StepOne™ software against a standard curve generated from six, 10-fold serial dilutions of genomic DNA isolated by the same procedure used to prepare IP and input DNAs. All IP signals were first normalized to the corresponding input signal to adjust for DNA quantity and then normalized to the IP/input value at the ASI locus, which is ∼40 kb from the nearest origin of replication. The primers used for ChIP-qPCR are listed in Supplemental Table S7.

**BrdU IP-seq**

Sixty OD_{600} units of G1 arrested cells and 150 OD_{600} units of G0 Q cells were resuspended in 150 ml of YPD + pronase (60 μg/ml) + CaCl₂ (5 mM) + 0.2M HU (Hydroxyurea, Millipore-Sigma) or 250 ml of YPD + 0.2 M HU, respectively. Immediately before and at various times after release of G1 and G0 cells, 35 ml of cell culture were transferred into a pre-warmed 100-ml flask and incubated with 800 μg/ml of BrdU (Sigma-Millipore) for overlapping periods of 20 min prior to harvesting. G1 released cells were collected at 25, 40, 55 and 70 min and G0 released cells were collected at 85, 100, 115, 130 and 160 min after BrdU pulse-labeling. Genomic DNA was isolated from each pulse-labelled sample by the ‘smash and grab’ protocol (27), and 0.2 mg/ml RNase A was added for 30 min at 37°C, followed by addition of 0.1 mg/ml of Proteinase K for 30 min at 50°C. DNA was purified with a Qiagen QIAquick PCR purification kit and its concentration was measured by an Invitrogen Qubit 2.0 Fluorometer. DNA was transferred to a 50 μl Covaris microTUBE and sheared to 200–250 bp using a Covaris M220 Focused-ultrasonicator (peak power: 75W; duty factor: 10%; cycles per burst: 200; treatment time: 400 s). One microgram of sheared DNA was end-repaired and ligated to Ion Torrent-compatible barcode adapters (Ion Xpress™ Barcode Adapters, Invitrogen) using an Ion Xpress Plus Fragment Library kit (Invitrogen). The adapter-ligated DNA was purified by Agencourt Ampure XP Reagent and DNA concentration was measured by Qubit. An equal concentration of each pulse-labeled G1 or G0 released DNA sample was pooled for immunoprecipitation (IP) and 20 ng of the mixture was set aside as input (IN) DNA (28). The pooled DNA was heated for 10 min at 95°C, followed by a snap cooling on ice. Immunoprecipitation was performed with a 1:250 dilution of anti-BrdU antibody (GE Healthcare, RPN202) for 2h at 4°C, followed by the chromatin immunoprecipitation procedure described above. The IP and Input DNA samples were amplified separately using an Ion Xpress Plus Fragment Library kit and sequenced with the Ion S5 System (ThermoFisher). The data represent the average of two independent experiments.

**Mcm4 ChIP-seq**

Six hundred OD_{600} units of G0 Q cells were isolated and released into YPD + 0.2 M HU for 90 and 105 min, and samples were collected. Ninety-six OD_{600} units of G1 arrested cells were also collected. Cells were fixed and processed for chromatin immunoprecipitation as described above, except the chromatin fragmentation step was performed in a 1-ml Covaris microTUBE and DNA was sheared to 200–250 bp using a Covaris M220 Focused-ultrasonicator (peak power: 75 W; duty factor: 10%; cycles per burst: 200; treatment time: 15 min for G1 samples; 25 min for G0 samples). Six microliters of anti-Myc antibodies were added to 1 mg of chromatin lysate and incubated overnight at 4°C, followed by incubation with 30 μl of Protein G Dynabeads (Invitrogen). Multiple immunoprecipitation reactions were carried out in order to obtain a total of ∼5 μg of immunoprecipitated DNA per sample. For each sample, 5 μg of DNA was extracted from lysates and processed in parallel as input DNA. IP and Input DNAs were processed for library preparation, including DNA end-repairing, barcoded adapter ligation and PCR amplification using Ion Xpress Plus Fragment Library kit (Invitrogen). The data represent the average of two independent experiments.
Data processing and analysis

All DNA sequencing reads were trimmed of barcode sequences using fastq-multiplex, with 5 bp removed to account for the barcode. For BrdU IP-seq analysis, the trimmed data were aligned to the _Saccharomyces cerevisiae_ genome version sacCer3 (GCA_000146045.2) using Bowtie2 and then sorted and indexed using Samtools: http://sourceforge.net (29). BrdU IP-seq data analysis was performed as described previously (28) with the following modifications. For each labeling period, aligned sequences were filtered and sorted into 50-bp nonoverlapping bins using bamCompare from the deepTools package (30). Each IP bin was normalized after dividing by its corresponding input bin to generate the IP/IN ratio, which was median-smoothed over a 2000 bp window across all time course experiments. Two biological replicates were averaged, and to facilitate comparisons between G1 and G0 experiments, the data were scaled to the maximum average G1 signal among the time course points, which was arbitrarily set as ‘1’. In parallel, BrdU enriched peaks were called by MACS2 (https://github.com/taoliu/MACS, version 2.1.3) using the following parameters: effective genome size of 12,100,000 and minimum FDR cutoff of 0.05. The exact command used is as follows: macs2 callpeak -t chip.bam -c input.bam -g 12100000 -n chipinput -q 0.05. Origin peaks were identified by their overlap with at least one ARS (autonomously replicating sequence; replication origin) across the samples during the time course experiment in both replicates. ARS co-ordinates were obtained from the oriDB database (31).

For Mcm4-Myc ChIP-seq analysis, the trimmed data were aligned to the _S. cerevisiae_ genome version sacCer3 (GCA_000146045.2) using BWA (32). Aligned sequences for Mcm4 ChIP-seq samples from G1 arrested cells and from G0 cells released into YPD + HU for 90 and 105 min were filtered and binned into 50-bp nonoverlapping bins. The IP/IN ratio was median-smoothed over a 2000 bp window and normalization was performed as described above. Two biological replicates were averaged, and both the G1 and G0 data were scaled to the maximum average G1 signal, which was set as ‘1’. Mcm4-Myc enriched peaks were called by MACS2 using the same parameters described above. Origin peaks were identified by their overlap with at least one identified ARS. All additional computational analyses were conducted in R, v3.5.3.

To assess the correlation between nucleosome occupancy and positioning at origins in G0 cells, origins were classified as G0-active (BrdU+) and G0-inactive (BrdU-) based on BrdU IP-seq data. These origin classes were further classified as Mcm4-bound (Mcm4+) or -unbound (Mcm4-) based on Mcm4-Myc ChIP-seq data. Data on nucleosome occupancy in G1 and G0 cells were retrieved from (33) and (12), respectively. From these data, H3 ChIP signals 0.5 kb upstream of and downstream from the midpoint of the ACS (ARS consensus sequence; coordinates provided by Dr Toshio Tsukiyama, Fred Hutchinson Cancer Research Center) were Z-score normalized, and the average H3 ChIP signals (log2) were plotted for all origins in each sub-class. For nucleosome positioning analysis, MNase-seq data (representing 80% digestion to mononucleosomes) in log and G0 cells were retrieved from (12). The log2 MNase dyad counts were normalized to the genome average (excluding the rDNA locus) and then plotted for all origins in the sub-classes described above. The data were smoothed using the smooth spline function in the R package.

A two-tailed Welch's t-test was used to determine if there was a statistically significant difference between the number of BrdU+ origins in G1 versus G0 cells, the replication timing (T_rep) of G0-active vs G0-inactive origins, and the binding of Mcm4-Myc to G0-active or G0-inactive origins in G1 versus G0 cells.

For ChIP-qPCR experiments, the data are shown as the average with standard deviation from the results of at least three independent experiments.

RESULTS

Delayed entry into S phase occurs in G0 released cells

To compare the replication program used by quiescent cells upon their resumption of growth to the program that regulates the transition of G1 cells into S phase, we first monitored entry into S phase by bud emergence, which occurs coincidently with the initiation of DNA synthesis. We obtained G1 cells by arresting log phase cells with α-factor and isolated G0 quiescent cells from a 7-day stationary phase cell culture by Percoll density gradient centrifugation (7,11). Both G1 and G0 cells were then released into rich (YPD) medium containing nocodazole (NOC) to initiate growth of G0 cells and restrict analysis to a single cell cycle. Multiple experiments showed that bud emergence began in G1 cells ~15–30 min after release but in G0 cells only 90 min after release, which represented an approximately ~60–75 min delay in S phase entry (Figure 1). Additionally, G0 released cells had a longer S phase than G1 released cells. By measuring the length of time from the first appearance of buds to the plateau in budding, we found that G1 released cells completed S phase in ~45–60 min, while G0 released cells took ~90 min to progress through S phase (Figure 1). These results were supported by flow cytometry analysis of DNA content in G1 and G0 released cells, which also showed that G0 cells had a delayed entry into S phase as well as a lengthened S phase (Supplemental Figure S1). Interestingly, both the budding assay and flow cytometric analysis revealed that ~20% of the quiescent cells released into YPD did not enter S phase, as has been previously reported in the W303 strain background (9). It is not known if these cells represent a fraction of senescent cells in the quiescent cell population or contamination of isolated quiescent cells with small non-quiescent cells that are unable to undergo DNA replication.

Re-synthesis of replication factors occurs as G0 cells re-enter the cell cycle

The factors required to initiate DNA replication are generally present throughout the cell cycle in proliferating yeast cells (34). We wondered whether the delay in entry of quiescent cells into S phase might be a function of the level of replication initiation factors in these cells. During G1 phase, binding of the hexameric origin recognition complex (ORC) to origins co-ordinates the loading of the Mcm2–7 (MCM)
Figure 1. Entry of G0 released cells into S phase. G1 cells obtained by α-factor treatment and purified G0 quiescent cells were released into YPD containing 20 μg/ml of nocodazole (NOC) to block cells in G2/M following one round of DNA replication. Initiation of S phase was determined by counting the number of budded cells (100 cells) at various times after release. The results represent the average of three biological replicates with standard deviation.

We next examined the levels of several additional factors that are required to initiate DNA synthesis. At the G1 to S phase transition, the concerted actions of the Dbf4-dependent kinase (DDK) and cyclin-dependent kinase (CDK) activate MCM and induce bi-directional origin firing and DNA synthesis. First, DDK-dependent recruitment of Cdc45, Sld3 and Sld2 to licensed origins occurs, followed by CDK-dependent phosphorylation of Sld2. This, in turn, stimulates the recruitment of DNA polymerase epsilon (Polε) and the GINS complex to form a functional pre-initiation complex (pre-IC), which bi-directionally initiates DNA synthesis. Similar to what we observed for pre-RC factors during the development of stationary phase, the abundance of Cdc45, Sld3 and the GINS complex subunit, Psf2, declined dramatically after diauxie (Day 1), and the

Figure 2. Levels of replication initiation factors during the development of quiescent cells and after release of G0 cells into the cell cycle. (A) Strains containing epitope tagged genes encoding various replication initiation factors were grown in YPD medium and allowed to develop into quiescence. Samples were removed during exponential growth (Log), upon glucose exhaustion at the diauxic shift (day 1*), and at one-day intervals thereafter. On day-7, purified quiescent (Q) cells were isolated. Western blot analysis was performed using anti-Myc antibodies or a native Orc1 antibody. Actin served as a loading control and a representative blot is shown. (B) G0 quiescent cells were isolated from strains containing epitope tagged replication initiation factors and released into YPD in the presence of 20 μg/ml of nocodazole (NOC). Samples were removed immediately before and at various times after release and western blot analysis was performed using antibodies against HA, Myc, or Orc1. The level of each protein in growing cells (Log) was also interrogated. Antibodies against H3K56ac and Clb2 were employed to identify S phase and G2/M phase, respectively. Actin served as a loading control and a representative blot is shown. The space gap after the Cdc45-Myc sample resulted from removal of irrelevant lanes from the blot. (C) CDK-dependent phosphorylation of Sld2 was examined by western blot analysis of lysates from cells released from G1 into hydroxyurea (HU) and from G0 into YPD + NOC using an anti-Myc antibody. (D) G0 Q cells were isolated from strains containing Myc tagged DNA polymerases (Polα, Polε, Polδ) and released into YPD + NOC. The levels of these polymerases were measured by western blot analysis at various time after release using anti-Myc antibodies and compared to the levels in log phase cells. Actin served as a loading control and a representative blot is shown.
proteins were not present in purified quiescent cells (Figure 2A, B). Moreover, the replicative DNA polymerases, Polo, and Poloε, were also not detectable in quiescent cells, and Pol6 was present at lower levels in these cells than in proliferating cells (Figure 2D). Finally, transcriptome data indicated that the RNAs encoding replication factors and cell cycle regulators were also present at very low levels in purified quiescent cells (Supplemental Figure S2A, B). Together, the data suggest that the low levels of multiple replication factors in quiescent cells might account for the delay in initiating DNA synthesis when these cells are released into the cell cycle.

When quiescent cells are returned to glucose-rich medium, transcription and translation are stimulated (21,36). We therefore asked if replication factors were re-synthesized during this period of growth resumption and if their re-synthesis temporally correlated with the initiation of S phase. Quiescent cells were collected and released into YPD medium plus NOC, and samples were collected over time after release for western blot analysis of the same replication factors examined during the development of quiescence. Using H3 lysine 56 acetylation (H3K56ac) and Clb2 as markers for S phase and G2/M phase, respectively, we found that the levels of these replication factors increased over time after cells were released into YPD, accumulating just prior to or during S phase (Figure 2B–D; Supplemental Figure S3). Interestingly, as noted above, the lagging strand DNA polymerase, Pol6, was present at detectable levels in quiescent cells, and it was also present during early times after the release of these cells into the cell cycle (Figure 2D). This suggests that this DNA polymerase might play a special role during the first S phase that quiescent cells undergo. Together, the results support the view that the initiation of S phase in G0 cells released from quiescence depends in part on the restoration of growth in these cells, which promotes the re-synthesis of key replication factors.

We next used chromatin immunoprecipitation (ChiP) to examine the recruitment of the origin licensing and activation factors, Mcm4 and Cdc45, to a subset of well-characterized origins, three classified as early firing (ARS305, ARS306 and ARS607) and one classified as late firing (ARS501), in G1 arrested cells and in G0 cells before and after their release into YPD plus NOC. Mcm4 bound to both the early and late origins in G1 arrested cells, but it was present at low levels at these same origins in quiescent cells, in agreement with the reduced level of this protein in G0 cells (Supplemental Figure S4A, top panel). Mcm4 was eventually recruited to each of these origins in G0 cells before and after their release into YPD plus NOC. Mcm4 bound to both the early and late origins in G1 arrested cells, but it was present at low levels at these same origins in quiescent cells, in agreement with the reduced level of this protein in G0 cells (Supplemental Figure S4A, top panel). Mcm4 was eventually recruited to each of these origins in G0 cells before and after their release into YPD plus NOC. Mcm4 bound to both the early and late origins in G1 arrested cells, but it was present at low levels at these same origins in quiescent cells, in agreement with the reduced level of this protein in G0 cells (Supplemental Figure S4A, top panel). Mcm4 was eventually recruited to each of these origins in G0 cells before and after their release into YPD plus NOC. Mcm4 bound to both the early and late origins in G1 arrested cells, but it was present at low levels at these same origins in quiescent cells, in agreement with the reduced level of this protein in G0 cells (Supplemental Figure S4A, bottom panel). In growing cells, Cdc45 associates with origins at the G1-S phase transition. Following the release of G1 arrested cells into hydroxyurea (HU) for 30 min, Cdc45 was associated with the three early origins but not the late origin, consistent with the inhibition of late origin activation by HU (Supplemental Figure S4B, top panel). In G0 released cells, Cdc45 did not bind to the early origins until its protein level had been re-established at ~120 min after release, a time representing early S phase (Supplemental Figure S4B, bottom panel). Interestingly, Cdc45 was not recruited to the ARS501 late origin even at later times after release of G0 cells, suggesting that the utilization of some origins might be altered in these cells. The results suggest that key factors required for the initiation of DNA replication are recruited to origins in a similar temporal pattern when G1 and G0 cells are released into the cell cycle. However, in G0 cells the recruitment program is not initiated until these cells have resumed growth and re-synthesized replication factors.

### Reduced genome-wide origin utilization during re-entry of G0 cells into the cell cycle

In addition to delayed entry into S phase, quiescent cells also exhibited a longer S phase once they had initiated DNA replication. We hypothesized that this lengthened S phase might be the consequence of a reduction in the number of replication origins activated in these cells. To test this hypothesis, we performed BrdU (5-bromo-2′-deoxyuridine) immunoprecipitation coupled with high-throughput DNA sequencing (BrdU IP-seq) to identify the genome-wide pattern of BrdU-labeled nascent DNA in both G1 and G0 cells. Each cell population was released into YPD in the presence of 0.2 M HU and pulse labeled with BrdU for overlapping intervals of 20 min before harvesting, using a modified BrdU IP-seq protocol (28) (Figure 3A). Examination of BrdU IP-seq signals across the genome revealed that in both G1 and G0 released cells BrdU peaks centered on well-defined origin sites; however, the number of peaks was markedly reduced in G0 released cells (Figure 3B, C; Supplemental Figure S5 for all chromosomes). For example, plots of BrdU incorporation along Chromosome XI in G1 released cells showed several distinct BrdU peaks representing early-firing, efficient origins (ARS1103, ARS1107.5, ARS1109, ARS1113.5, ARS1114, ARS1114.5, ARS1116) and several minor peaks representing late-firing, inefficient origins (ARS1104.5, ARS1106.3, ARS1106.7, ARS1107, ARS1112, ARS1120). In contrast, BrdU peaks were reduced at each of these origins in G0 released cells. In G1 cells, the major BrdU signals reached their peak ~20–40 min after release, and at later times, the signals migrated divergently from these origins as DNA synthesis proceeded (Supplemental Figure S5). In G0 released cells, the peak of BrdU incorporation occurred later (~95–115 min), and similar to G1 released cells, the BrdU signals also migrated bidirectionally from active origins (Supplemental Figure S5). Together, the data support the observation that the initiation of DNA replication was delayed during the re-entry of quiescent cells into the cell cycle, and that the extended S phase in these cells was likely related to the activation of fewer origins of replication.

To identify the origins that were initiated during the entry of G1 and G0 cells into S phase, we aligned the BrdU peaks called by MACS2 with the 410 confirmed origins present in OriDB (31), and considered only those peaks that overlapped with known origin sequences for subsequent analysis. In G1 released cells, significant peaks of BrdU incorporation were detected at 237 origins (Figure 3C; Supplemental Table S1). In contrast, only 160 of these same origins were initiated in G0 released cells (Figure 3C; Supplemental Table S1), a 33% reduction in origin utilization. Importantly, even at later times after release, no ad-
Figure 3. Genome-wide replication initiation during the re-entry of G0 cells into the cell cycle. (A) Schematic for BrdU pulse-labeling of G1 and G0 released cells. G1 cells were obtained by α-factor treatment and G0 cells were isolated from a day 7 stationary phase culture by Percoll gradient centrifugation. Both sets of cells were released into YPD containing 0.2 M hydroxyurea (HU) and pulse-labeled with 800 µg/ml of BrdU for overlapping intervals of 20 min before collection at the end of each pulse period. Pulse-labeled DNAs were pooled, immunoprecipitated with anti-BrdU antibody, and subjected to BrdU IP-seq analysis. (B) BrdU IP-seq was performed on two biological replicates and averaged data representing BrdU pulse labeling 20–40 min (G1) or 95–115 min (G0) after release are shown for chromosome XI. Arrowheads indicate MACS2-called peaks that align with known origins (ARS) in G1 (blue) and G0 (green) released cells. (C) The number of active (BrdU+) origins in G1 and G0 cells was calculated from BrdU IP-seq of samples pulse labelled with BrdU during 5–25 min and 20–40 min (G1) or 80–100 min and 95–115 min (G0) after release into YPD + HU. There is a statistically significant difference between the number of BrdU+ origins in G1 vs G0 released cells ($P = 1.006e-7$). (D) Data on origin replication timing ($T_{rep}$) in proliferating cells were retrieved from Raghuraman et al. (38), and used to calculate the median $T_{rep}$ of G0-active (BrdU+) and G0-inactive (BrdU-) origins. The median, upper and lower quartiles, as well as upper and lower extreme data points, are indicated. The difference in $T_{rep}$ between G0-active and G0-inactive origins is statistically significant ($P = 1.717e-9$).
ditional BrdU-containing origin peaks were detected in G0 cells (Supplemental Figure S5). This was of interest because the DNA replication stress-induced phosphorylation of the Rad53 checkpoint effector was significantly impaired when G0 cells were released into HU (Supplemental Figure S6). We would therefore have expected that the constraints on late origin firing would have been lifted and have resulted in a larger number of origins incorporating BrdU (37). Together, the reduced number of BrdU positive peaks and weak S phase checkpoint response are consistent with G0 cells having fewer numbers of active origins when they re-entered the cell cycle.

Based on the BrdU IP-seq data, we characterized origins in G0 cells as either active (BrdU+) or inactive (BrdU-) (Supplemental Tables S1 and S2). To identify the features that distinguished G0-active from G0-inactive origins, we compared the replication timing ($T_{rep}$) of these two classes of origins during the mitotic cell cycle using published data (38). This analysis revealed that the median $T_{rep}$ for the set of G0-active origins was 21.6 min, whereas the median $T_{rep}$ for G0-inactive origins was 27.4 min (Figure 3D; Supplemental Table S3). Thus, in cycling cells G0-active origins tend to be fired earlier than G0-inactive origins. Moreover, the G0-active origins were mostly associated with origins that have been classified as efficient, while the G0-inactive origins represented inefficient origins (39,40). Interestingly, 25% of the G0-inactive origins also represented origins that are regulated by Rpd3 (41), the HDAC that promotes the under-licensing of origins by MCM upon re-entry into the cell cycle.

Reduced Mcm4 binding in G0 released cells affects origin utilization

A key early step in the initiation of DNA synthesis is the licensing of origins by the ORC-dependent binding of the MCM helicase. To assess the global licensing of origins by MCM during the entry of G0 quiescent cells into the cell cycle, we used ChIP-seq to identify the origin binding sites of Mcm4-Myc across the genomes of G0 and G1 cells. Samples were prepared for ChIP-seq from G1 arrested cells and at 0, 90 and 105 min after G0 cells were released into YPD + HU, with the latter two times chosen as they were close to when DNA replication was initiated. A number of Mcm4 peaks were associated with previously identified origins in G1 cells, while significantly fewer of these same origins were bound by Mcm4 in G0 cells even 105 min after their release (Figure 4A; Supplemental Figure S8). Out of the 410 confirmed origins listed in OriDB, 341 were bound by Mcm4 in G1 arrested cells and 234 were bound in G0 cells 90 and 105 min post-release (Figure 4B; Supplemental Table S4), representing an ~33% reduction in the number of origins loaded with Mcm4. While the majority of origins bound by Mcm4 in G0 released cells were also bound by Mcm4 in G1 cells (228/234), six origins showed Mcm4 binding exclusively in G0 released cells (Figure 4B); however, while all of these origins were classified as active in G1 cells, only three were active in G0 released cells.

To address the possibility that the reduced number of Mcm4-bound origins in G0 released cells was due to limiting MCM, we quantitated the levels of Mcm4 in quiescent cells after they were returned to the cell cycle, and compared these levels to the level of Mcm4 in G1 cells (Supplemental Figure S3). The data showed that by 90–120 min after G0 cells were returned to growth, Mcm4 reached levels slightly lower than those in proliferating cells. However, because MCM is present in significant excess relative to the number of origins, these levels were likely sufficient for its loading at all known origins (42,43). Importantly, at longer times after the re-entry of G0 cells into S phase, when Mcm4 levels were even higher, no additional origins were activated (compare Supplemental Figures S3 and S5). We next asked if Cdc6 and Cdt1 were limiting when quiescent cells re-entered the cell cycle, as these two factors play critical roles in the loading MCM at origins through their ORC association (43–45). In particular, we asked if the ratio of these factors to ORC was different between cells in G1 phase and in quiescent cells at several time points after their release into YPD. The results showed that while both loading factors were present at lower levels in quiescent cells compared to G1 cells, there was no difference seen in the Cdc6/Orcl or Cdt1/Orcl ratio between G1 cells and G0 released cells (Supplemental Figure S9). Thus, in G0 cells other factors likely contributed to the under-licensing of origins by MCM upon re-entry into the cell cycle.

Next, we investigated whether the decreased frequency of origin activation in G0 released cells was linked to reduced origin licensing by MCM by comparing the results of the BrdU IP-seq and Mcm4 ChIP-seq analyses (Figure 4C). For the 160 G0-active origins that were common to both G1 and G0 released cells, a similar number of origins had bound Mcm4 (G1: 141/160, 88%; G0: 130/160; 81%). However, for the 77 G0-inactive origins that were only active in G1 cells, the number of origins bound by Mcm4 was reduced from 77% (60/77) in G1 cells to 50% (39/77) in G0 released cells, a statistically significant difference. Overall, these data suggest that the fewer number of active origins in G0 released cells was a consequence of the reduced loading of MCM onto the class of G0 origins classified as inactive and inefficient.

Reduced origin utilization in G0 cells correlates with increased nucleosome occupancy and decreased nucleosome positioning

Chromatin structure, including nucleosome occupancy and positioning, has been implicated in the timing and efficiency of replication initiation (46–48). Given these links, we first analyzed nucleosome occupancy around the origins classified as either G0-active (BrdU+) or G0-inactive (BrdU-). The levels of nucleosome occupancy at these two classes of origins in G1 and G0 cells were retrieved from published H3 ChIP-seq datasets (12,33). The average H3 ChIP signals spanning 0.5 kb upstream and 0.5 kb downstream from the midpoint of the ACS (ARS consensus sequence) were then plotted (Figure 5A). In both G0 and G1 cells, the H3 occupancy profile around the two classes of origins revealed...
Figure 4. Genome-wide association of Mcm4 with origins in G0 released cells. Cells containing Mcm4-Myc were arrested in G1 by treatment with α-factor and G0 Q cells were released into YPD + 0.2 M HU. Chromatin IP was performed with anti-Myc antibody from two biological replicates of G1 arrested cells and from G0 cells released into HU for 90 and 105 min. IP and IN samples were analyzed by ChIP-seq. (A) Mcm4 enrichment on chromosome XI in G1 arrested cells (blue) and G0 released cells (red). Arrowheads indicate MACS2-called peaks that correspond to known replication origins. (B) Number of origins bound by Mcm4 in G1 arrested or G0 released cells. The number of Mcm4-bound origins in G0 released cells was determined by counting MACS2-called origin peaks in the 90 and 105 min released samples. (C) Venn diagram showing Mcm4 binding at G0-active and G0-inactive origins in G1 arrested (left) or G0 released (right) cells. There is a statistically significant difference in the binding of Mcm4 to G0-inactive origins in G0 released cells compared to G1 cells ($P = 0.0006989$). The difference in the binding of Mcm4 to G0-active origins in G0 released versus G1 cells is not statistically significant ($P = 0.1556$).

a typical nucleosome depleted region (NDR) that encompassed the ACS (46,47). However, the average H3 occupancy surrounding the NDR of both G0-active and G0-inactive origins was higher in G0 cells than in G1 cells (Figure 5A; Supplemental Figure S10). It has been reported that nucleosome density increases at transcription initiation sites during the transition of growing cells to quiescent cells, and that this chromatin structural change is intimately linked to the transcriptional shutoff that occurs during quiescent cell development (12,19). The present data support the view that nucleosome occupancy around replication origins also increases during the development of quiescent cells and may impair their utilization.

To ask whether there might in fact be a difference in the pattern of nucleosome occupancy between G0-active and G0-inactive origins, we subtracted H3 occupancy at these origins in G1 cells from that in G0 cells, and plotted the difference across the G0-active and G0-inactive origins (Figure 5B). While both origin classes had increased H3 occupancy flanking the ACS in G0 cells compared to G1 cells, G0-inactive origins exhibited a greater increase in H3 occupancy in G0 cells than did G0-active origins, with the largest increase occurring immediately adjacent to the ACS. Together, the results suggest that G0-inactive origins tend to have increased nucleosome occupancy in G0 cells compared to G1 cells, and this, in turn, compromises the efficiency of origin firing when quiescent G0 cells re-enter the cell cycle. While G0-active origins also had higher nucleosome occupancy in G0 cells, we assume that this chromatin landscape is remodeled during
Figure 5. Nucleosome occupancy at origins in G1 and G0 cells. (A) Average H3 ChIP signals (log2) around G0-active (left, BrdU+, n = 160) or G0-inactive (right, BrdU−, n = 77) in G1 cells (cyan) and G0 cells (red). Average H3 ChIP signals for each class of origins were aligned at the midpoint of the ACS (ARS consensus sequence). Data for H3 ChIP signals in G1 and G0 cells were retrieved from Rodriguez et al. (33) and McKnight et al. (12), respectively. (B) The difference in H3 ChIP signals (log2) between G1 and G0 cells around G0-active (left) or G0-inactive (right) origins.

the period of growth restoration to allow replication to be initiated.

In vitro and in vivo studies have shown that nucleosome density directly modulates the initiation of DNA replication at multiple steps, including origin licensing as well as origin activation (47–49). To investigate whether the reduced origin licensing observed in G0 released cells was linked to increased nucleosome occupancy, we compared the levels of H3 around the ACS of G0-active origins bound by Mcm4 (BrdU+ Mcm4+) and G0-inactive origins not bound by Mcm4 (BrdU− Mcm4−). H3 occupancy was higher at both classes of origins in G0 cells compared to G1 cells (Figure 6A, B). However, in G0 cells, H3 occupancy increased further at those origins that showed no Mcm4 binding and no BrdU incorporation (BrdU− Mcm4−) (Figure 6B). Interestingly, the pattern of H3 occupancy at this particular class of origins overlaps with the region where MCM binds to origins in G1 cells (33,48). These data suggest that the extent of nucleosome occupancy at a subset of origins plays an important role in preventing both origin licensing and activation when quiescent cells re-enter the cell cycle.

In addition to the extent of nucleosome occupancy at origins, the positioning of nucleosomes around origins is also important for loading the Mcm2–7 helicase and the timing of origin activation (50). To determine whether there was a link between nucleosome positioning and origin activation in G0 cells, we retrieved nucleosome dyad signals from an MNase-seq data set generated in quiescent cells (12), and analyzed the signals across G0-active and G0-inactive origins (Figure 7A). The dyad signals at the ACS were very low for both classes of origins, consistent with the absence of well-positioned nucleosomes in this region. However, significant differences between G0-active and G0-inactive origins were seen in the adjacent upstream and downstream dyad signals. At G0-active origins, the dyad signals were strong and periodic, representing well-positioned nucleosomes (Figure 7A; BrdU+). In contrast, at G0-inactive origins, the dyad signals were significantly weaker and lacked the precise periodicity seen around G0-active origins, indicating a decrease in nucleosome positioning (Figure 7A; BrdU−). Because around half of the G0-inactive origins were not bound by Mcm4, we also examined the nucleosome dyad signals for this class of origins (Figure 7B; BrdU− Mcm4−). Notably, these origins showed even more pronounced alterations in nucleosome positioning at both the NDR and origin-adjacent regions. In particular, the upstream −1 nucleosome was seen to encroach into the NDR. Together, the results suggest that the patterns of both nucleosome occupancy and positioning around inactive origins in G0 cells inhibit their licensing and firing when these cells are stimulated to re-enter the cell cycle.

DISCUSSION

Little is known about the program that regulates the initiation of DNA replication during the re-entry of G0 phase quiescent cells into the cell cycle and how it compares to the program that regulates the initiation of DNA replication
during the transition from G1 to S phase in growing cells. In this study, we used a yeast model of cellular quiescence to investigate this program in G0 cells during the first cell cycle after they were returned to growth. BrdU IP-seq analysis revealed that the initiation of DNA synthesis was delayed and fewer origins were activated when G0 cells entered the cell cycle compared to G1 cells, resulting in a longer S phase. G0 cells contained low levels of key replication initiation factors, and their delayed entry into S phase temporally correlated with a period of growth in which the re-synthesis of these factors occurred. Mcm4, a subunit of the MCM licensing factor, bound to a fewer number of replication origins during the re-entry of G0 cells into the cell cycle compared to G1 cells, and origins not associated with Mcm4 represented a class of late-firing, inefficient origins that failed to be activated. The inactive origins in G0 cells showed increased nucleosome occupancy and reduced nucleosome positioning compared to the same origins in G1 cells. Together, the data support the view that during cell cycle re-entry from quiescence, the chromatin context of a subset of origins in G0 cells contributes to origin under-licensing and reduced activation of DNA synthesis (Figure 8).

In budding yeast, replication initiation factors are present in G1 phase cells and recruited to origins in a defined temporal order to first license and then activate DNA synthesis during the G1 to S phase transition (22,23). We found that many of these factors were present at very low levels in G0 cells, with their expression dropping precipitously during the development of quiescence, co-incident with the repression of transcription and translation that occurs during the same period (10,12,51). However, once quiescent cells were returned to growth, initiation factors were re-synthesized, and analysis of a key licensing factor subunit, Mcm4, and an activation factor, Cdc45, revealed that these proteins were recruited to a set of representative origins in a similar temporal order to that observed in G1 cells. This suggests that G0 cells first undergo a transition into a G1-like phase to render them competent to initiate DNA replication, and that a key determinant of this transition is the re-synthesis of proteins that execute the entry into S phase. This is similar to but distinct from the commitment point in G1 cells in which RNA and protein content increase and cells enter S phase when they reach a certain size. While the delayed entry of G0 cells into S phase temporally correlated with the transitional growth period in which replication proteins were re-synthesized, this may be just one of the factors contributing to the delay.

Temporal profiling of origin activation during S phase in mitotically dividing cells has defined two general classes of origins—those on average fired early and those fired late (52). BrdU IP-seq analysis revealed that fewer origins overall were activated when G0 cells entered S phase compared to G1 cells, and that the origins not fired in G0 cells primar-
Figure 7. Nucleosome positioning at origins in G0 cells. (A) Nucleosome positioning around origins in G0 cells. Average MNase (micrococcal nuclease) dyad signals around G0-active (dark blue, G0: BrdU+, n = 160) and G0-inactive origins (light blue, G0: BrdU–, n = 77) in G0 cells. Data for MNase dyad signals in G0 cells (80% digestion to mononucleosomes) were retrieved from McKnight et al. (12). Data were aligned to the midpoint of the ACS. (B) Average MNase dyad signals around G0-active origins that are bound by Mcm4 (dark blue, G0: BrdU+ Mcm4+, n = 110), and G0-inactive origins that are not bound by Mcm4 (green, G0: BrdU– Mcm4–, n = 22) in G0 cells. Data for MNase dyad signals in G0 cells (80% digestion to mononucleosomes) were retrieved from McKnight et al. (12). Data were aligned to the midpoint of the ACS.

Figure 8. Origins are under-licensed during the re-entry of G0 cells into the cell cycle. (A) During G1 phase in proliferating cells, licensing factors are present and recruited to all origins during entry into S phase. Loading of the hexameric MCM helicase is a key step in origin licensing. (B) G0 cells have low levels of replication factors, including origin licensing factors. When G0 cells are returned to growth, these factors are re-synthesized and the cells enter G1. At S phase entry, MCM is preferentially loaded at early firing, efficient origins. The chromatin context of late firing, inefficient origins inhibits MCM loading, and thus G0 cells are under licensed when they re-enter the cell cycle.
nucleosome depletion and how they associate with particular origins are unknown, although one possibility is that the presence of MCM at G0-active origins could recruit chromatin remodelers such as SWI/SNF (49,59), FACT (60) or Asf1 (61) to open up chromatin around this class of origins. Alternatively, nucleosomes around these origins might be selectively remodeled by targeted histone acetylation, which occurs rapidly after quiescent cells are returned to growth and is correlated with origin activity (62).

Yeast origins are also characterized by the precise positioning of nucleosomes adjacent to the ACS element within the NDR (46,47). Nucleosome positioning is dependent on ORC binding to the origin, although, interestingly, this organization was not found to be related to origin efficiency or timing (47). The characteristic pattern of nucleosome positioning surrounding the ACS was present at active origins in G0 cells, while both nucleosome density and positioning on both sides of the ACS were altered at inactive origins (Figure 7A). Moreover, inactive origins that were not bound by Mcm4 after the release of G0 cells showed an even greater alteration in the pattern of nucleosome positioning, with encroachment of nucleosomes into the ACS region (Figure 7B). As ORC binding to origins is a prerequisite for Mcm4 recruitment, this suggests that G0-active origins were bound by ORC, while most G0-inactive origins had little or no ORC association. However, the levels of Orc1, Orc2, and Mcm4 were very low in G0 cells (Figure 2; Supplementary Figure S3), raising the question of how an ORC-dependent nucleosome positioning pattern could have been established at those origins destined to be activated when G0 cells enter the cell cycle. One possibility is that this pattern, as well as the level of nucleosome occupancy at origins, is set up during the period of DNA replication that takes place immediately after glucose deprivation as quiescent cells develop. A number of the G0 origins, particularly those classified as late-firing and inefficient, have been previously characterized as dependent on Rpd3 (41,63,64), which is globally recruited to yeast promoters to deacetylate histones and repress transcription during this same period (12). This suggests that Rpd3 may also establish a repressive chromatin architecture at these origins through deacetylation of histones on origin-adjacent nucleosomes as quiescent cells develop, thereby inhibiting their utilization (41,63,64). Thus, similar to the changes in chromatin structure at origins that occur between G2/M and G1 cells (33,48), dynamic changes in origin chromatin architecture may also occur during the formation of G0 cells. These changes, in addition to the concentration of replication initiation factors, may help to define the origins that will be active when these cells enter the cell cycle.

Other chromatin features have also been linked to origin selection and activation. As mentioned above, on a local level the presence of histone acetylation on nucleosomes surrounding replication origins has been proposed to create an open chromatin structure that advances replication timing (16,63,65). Although G0 cells contain very low levels of acetylated histones (10,12,16), acetylation is rapidly restored when these cells are returned to growth (16). While the global distribution of these newly acetylated histones is not known, one possibility is that acetylation occurs preferentially on nucleosomes flanking early firing origins, rendering these origins permissive for replication factor binding and activation. In addition to local chromatin structure, 3D chromatin structure has also been implicated in replication timing in both yeast (66) and mammalian cells (67). In G1 phase yeast cells, early firing origins are clustered by Fkh1/Fkh2 factors, programming these origins for activation (66). During the entry of yeast cells into quiescence, chromatin is also organized into large structural domains by the binding of condensin, leading to the global repression of transcription (19). Whether this organization also affects origin utilization when G0 quiescent cells are stimulated to enter the cell cycle remains unknown. Nonetheless, it is apparent that both local and global features of chromatin could have profound effects on origin definition, selection and timing in G0 cells.

Mammalian cells re-entering the cell cycle from quiescence are also under-licensed for the initiation of DNA synthesis, and this results from a compromised origin licensing checkpoint and slow MCM loading (68,69). While G0 yeast cells exiting quiescence also exhibit under-licensing and delayed replication initiation, an origin licensing checkpoint is not operative in budding yeast cells (70). Based on our results, we suggest that the contribution of slow MCM loading to under-licensing in mammalian cells may also be the consequence of origin chromatin context inhibiting MCM loading.
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