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1. Introduction

Estimation of the conditional mode of an outcome variable given regressors, called modal regression, is an active research area in the recent statistics literature. In particular, if the conditional distribution is highly skewed or has fat tails, then one would be more interested in the conditional mode than the conditional mean or median since in such cases the mean or median may fail to capture a major trend of the conditional distribution. As such, modal regression has a wide variety of applications including the analysis of traffic and forest fire data [14, 53], econometrics [34, 35, 25, 21], and machine learning [46, 16]. For example, [25] argue that the mode is the most intuitive measure of central tendency for positively skewed data found in many econometric applications such as wages, prices, and expenditures ([25], p. 93). See also [7] and [5] for recent reviews on modal regression.

Existing approaches to estimation of the conditional mode includes nonparametric kernel estimation [8] and linear modal regression [34, 35, 25, 53], among others. The nonparametric estimation is able to avoid model misspecification but has slow rates of convergence that deteriorate as the number of regressors increases. Namely, if the number of continuous regressors is $p$, then the rate of convergence of the kernel density based estimator in [8] is at best $n^{-2/(p+7)}$ under four times differentiability of the joint density. On the other hand, the linear modal regression is able to avoid such “curse of dimensionality” but requires to solve a multi-dimensional non-convex optimization problem.

In this paper, we propose a new estimator for the conditional mode that is able to avoid the curse of dimensionality and at the same time is computationally scalable, thereby complementing the above existing methods. The
The proposed method is based on the observation that the derivative of the conditional quantile function with respect to the quantile index is the reciprocal of the conditional density evaluated at the conditional quantile function and hence the conditional mode is obtained by minimizing the derivative of the conditional quantile function. Specifically, we assume a linear quantile regression model to estimate the conditional quantile function as in [29] (see also [28]), and estimate its derivative by a numerical differentiation of the estimated conditional quantile function. The proposed estimator is then obtained by minimizing the estimated derivative. Notably, the proposed method is computationally attractive since the computation of the quantile regression estimate can be formulated as a linear programming problem and so is highly scalable (cf. Chapter 6 in [28]), and the minimization of the estimated derivative is a one-dimensional optimization problem and so can be carried out by a grid search.

We develop asymptotic theory for the proposed estimator, which turns out to be non-standard. Specifically, we find that the proposed estimator has convergence rate $(nh^2)^{-1/3}$ where $n$ is the sample size and $h = h_n \to 0$ is a sequence of bandwidths, and the limiting distribution is a scale transformation of Chernoff’s distribution [9]. Chernoff’s distribution is defined as the distribution of a maximizer of a two-sided Brownian motion with a negative quadratic drift, and appears as e.g. limiting distributions of estimators for monotone functions; see [20]. Our result on the limiting distribution would be of interest from theoretical and practical perspectives. First, the proposed estimator provides a new example of estimators having Chernoff’s distribution as limiting distributions, which would be of theoretical interest. Second, the fact that the limiting distribution is a scale transformation of Chernoff’s distribution makes inference for our estimator relatively simple. This is in contrast to e.g. Manski’s maximum score [39] whose limiting distribution is a maximizer of a Gaussian process with its covariance function depending on the distribution of regressors; see [27]. Building upon the limiting distribution, we develop inference methods for our estimator. The one is an analytical confidence interval based on consistently estimating the scaling constant, and the other is based on the subsampling [41, 42]. We also derive a multivariate limit theorem for the proposed estimator, which can be used to construct simultaneous confidence intervals for the modal function over finite design points.

In addition to the theoretical results, we conduct Monte Carlo simulations to assess the finite sample performance of the proposed estimator together with the analytical and subsampling confidence intervals. We suggest a practical method to choose the bandwidth based upon the idea suggested in [30]. We compare the performance of the proposed estimator with the linear modal regression estimator of [25, 53] via the root mean square error for the two data generating processes where the true modal function is linear or nonlinear. Finally, we apply the proposed estimator to predicting the net hourly electrical energy output using Combined Cycle Power Plant Data [24, 49]. These numerical results show evidence that the proposed estimator works well in the finite sample.

The literature related to this paper is broad. Nonparametric estimation of the unconditional mode goes back to Parzen [40] and Chernoff [9] in 1960s;
see also [44]. Modal regression originates from [45] and the literature has flourished since then [34, 35, 14, 25, 54, 53, 8, 55, 46, 21, 32, 26, 16]. However, none of these papers do not consider a quantile regression based estimator for the conditional mode. [34, 35, 25, 53] consider linear modal regression; [34, 35] assume a restrictive condition that the conditional distribution is symmetric around the origin to derive limiting distributions of the estimators. The symmetry of the conditional distribution implies that the conditional mean, median, and mode are all identical. Subsequently, [25, 53] relax the symmetry assumption and propose estimators that enjoy asymptotic normality. In the present paper, instead of linearity of the conditional mode, we assume a linear quantile regression model. Importantly, the linear quantile regression model does not imply linearity of the conditional mode, and so there are no strict inclusion relations between the two assumptions; see Remark 1 ahead. The recent work of [8] studies nonparametric kernel estimation of the conditional mode. To be precise, [8] do not assume the existence of the unique global mode and allow for multiple local modes. Extension of our approach to multiple local modes would be of interest but is beyond the scope of the present paper. [54] propose a local modal regression (LMR) estimator that can be seen as a local linear estimator for the conditional mode, and establish asymptotic results analogous to those of a local linear estimator for the conditional mean. In particular, the rate of convergence of the LMR estimator is faster than that of the kernel density based estimator of [8]. This is, however, due to Condition (A6) in [54] that is essentially the conditional symmetry assumption on the error term (note that \( h_2 \) in [54] is fixed) and under which the conditional mode and mean coincide. In the present paper, we assume no symmetry assumptions on the conditional distribution.

From a technical point of view, derivation of the limiting distribution of the proposed estimator is by no means trivial. First of all, it is not a priori straightforward to foresee that the convergence rate is \((nh^2)^{-1/3}\) and the limiting distribution is a scale transformation of Chernoff's distribution. Second, because our objective function depends on the bandwidth tending to zero as the sample size increases, our result does not follow from the general theorem, Theorem 1.1, in [27], which is a pioneering work on cube root asymptotic theory. The recent work of [48] extends [27] to allow the objective function to depend on the bandwidth, but some of their regularity conditions are severely restrictive or difficult to verify in our problem. Hence, we provide a separate and self-contained proof of the main theorem, Theorem 1 ahead, which requires a substantial work. See also the discussion after Theorem 1.

The rest of the paper is organized as follows. In Section 2, we state the formal setup and define the estimator. In Section 3, we derive limiting distributions of the proposed estimator and develop inference methods for it. In Section 4, we conduct Monte Carlo simulations to assess the finite sample performance of the proposed estimator together with the analytical and subsampling confidence intervals. In addition, we apply the proposed estimator to predicting the net hourly electrical energy output using Combined Cycle Power Plant Data. Section 5 concludes. All the proofs are gathered in Appendix.
2. Setup and estimator

In this paper, we are interested in estimating the conditional mode of an outcome variable \( Y \in \mathbb{R} \) given a vector of regressors \( X = (X_1, \ldots, X_d)^T \in \mathbb{R}^d \). In what follows, we assume that there exists a conditional density \( f(y \mid x) \) of \( Y \) given \( X \) that is (at least) continuous in \( y \), and for each design point \( x \) in the support of \( X \), there exists a unique mode \( m(x) \), i.e., there exists a unique maximizer of the function \( y \mapsto f(y \mid x) \):

\[
f(m(x) \mid x) = \max_{y \in \mathbb{R}} f(y \mid x).
\]

The function \( m(x) \) is called the modal function.

We base our estimation strategy of the modal function \( m(x) \) on inverting a quantile regression model. Let \( Q(\tau \mid X) \) denote the conditional \( \tau \)-quantile of \( Y \) given \( X \) for \( \tau \in (0, 1) \). For the notational convenience, we also write \( Q_x(\tau) = Q(\tau \mid X = x) \). To see the link between the conditional quantile function and the modal function, we begin with observing that

\[
s_x(\tau) := Q'_x(\tau) = \frac{\partial Q_x(\tau)}{\partial \tau} = \frac{1}{f(Q_x(\tau) \mid x)}
\]

assuming some regularity conditions that will be clarified below. Hence, defining

\[
\tau_x = \arg\min_{\tau \in (0, 1)} s_x(\tau),
\]

which exists and is unique (by continuity and strict positivity of the function \( y \mapsto f(y \mid x) \) around the mode \( m(x) \)), we arrive at the key identity

\[
m(x) = Q_x(\tau_x).
\]

The function \( \tau \mapsto s_x(\tau) \) (called the “sparsity” function) can be estimated by a numerical differentiation of an estimator of the conditional quantile function \( \tau \mapsto Q_x(\tau) \), and so the problem boils down to estimating the conditional quantile function. To this end, we assume a linear quantile regression model:

\[
Q(\tau \mid X) = X^T \beta(\tau), \quad \tau \in (0, 1),
\]

where \( \beta(\tau) \in \mathbb{R}^d \) is an unknown slope vector for each \( \tau \in (0, 1) \).

Pick any design point \( x \) in the support of \( X \), and consider to estimate \( m(x) \). Let \( (Y_1, X_1), \ldots, (Y_n, X_n) \) be i.i.d. observations of \((Y, X)\). We estimate the slope vector \( \beta(\tau) \) by

\[
\tilde{\beta}(\tau) = \arg\min_{\beta \in \mathbb{R}^d} \sum_{i=1}^{n} \rho_{\tau}(Y_i - X_i^T \beta),
\]

where \( \rho_{\tau}(u) = \{\tau - I(u \leq 0)\}u \) is the check function \([29]\). This leads to an estimator \( \tilde{Q}_x(\tau) = x^T \tilde{\beta}(\tau) \) of \( Q_x(\tau) \). To estimate \( s_x(\tau) = Q'_x(\tau) \), let \( h = h_n \to 0 \)
be a sequence of bandwidths such that \( nh^2 \to \infty \); then we estimate \( s_x(\tau) \) by a numerical differentiation:

\[
\hat{s}_x(\tau) = \frac{\hat{Q}_x(\tau + h) - \hat{Q}_x(\tau - h)}{2h}.
\]

Finally, we estimate \( m(x) \) by \( \hat{m}(x) = \hat{Q}_x(\hat{\tau}_x) = x^T \hat{\beta}(\hat{\tau}_x) \), where \( \hat{\tau}_x \) is an approximate minimizer of \( \hat{s}_x(\tau) \) on \([\varepsilon, 1 - \varepsilon] \) with sufficiently small parameter \( \varepsilon \in (0, 1/2) \) chosen by users, in the sense that

\[
\hat{s}_x(\hat{\tau}_x) \leq \inf_{\tau \in [\varepsilon, 1 - \varepsilon]} \hat{s}_x(\tau) + o((nh^2)^{-2/3}).
\]

The objective function \( \hat{s}_x(\tau) \) may not admit strict minimizers, and so we allow \( \hat{\tau}_x \) to be an approximate minimizer in the above sense, which always exists. In practice, our estimator requires to choose the bandwidth \( h \), which will be discussed in Section 4.1.

Importantly, our estimate \( \hat{m}(x) \) is easy to compute even when the sample size \( n \) and the dimension \( d \) of \( X \) are large. The quantile regression problem (2) can be formulated as a linear programming problem and hence can be efficiently solved even when \( n \) and \( d \) are large (cf. Chapter 6 in [28]). Furthermore, the entire path \( \tau \mapsto \hat{\beta}(\tau) \) can be computed by a parametric linear programming or discretizing the interval \((0, 1)\) into fine grids. The minimization of \( \hat{s}_x(\tau) \) is a one-dimensional optimization problem and can be solved by a grid search. On the other hand, the linear modal regression estimator [34, 35, 25, 53] requires to solve a multi-dimensional non-convex optimization problem. For example, [53] assume that the modal function is linear \( m(x) = x^T \gamma \) for some \( \gamma \in \mathbb{R}^d \) and propose the following estimator:

\[
\hat{\gamma}_{YL} = \arg\max_{\gamma} \sum_{i=1}^{n} \phi_h(Y_i - X_i^T \gamma), \tag{3}
\]

where \( \phi(y) = (2\pi)^{-1/2} e^{-y^2/2} \) is the density of the standard normal distribution and \( \phi_h(y) = h^{-1} \phi(y/h) \). The optimization problem (3) is non-convex. [53] propose an EM like algorithm for (3), but “there is no guarantee that the algorithm will converge to the global optimal solution” ([53], p. 659).

**Remark 1** (Generality of linear quantile regression model). The linear quantile regression model (1) is flexible enough to cover many data generating processes. In general, if \( \tau \mapsto \beta(\tau) \) is a function on \((0, 1)\) such that the map \( \tau \mapsto X^T \beta(\tau) \) is strictly increasing almost surely and \( Y \) is generated as \( Y = X^T \beta(U) \) for \( U \sim U(0, 1) \) independent of \( X \), then the pair \((Y, X)\) satisfies the linear quantile regression model (1). In particular, it is worth pointing out that the linear quantile regression model (1) does not imply linearity of the modal function \( m(x) \). For example, consider the simple case where \( X = (1, X_2)^T \) with \( X_2 \in (0, 1) \) and \( Y = U^3/3 - X_2(U - 1)^2 \) for \( U \sim U(0, 1) \) independent of \( X \). In this case, the pair \((Y, X)\) satisfies the model (1) with \( \beta(\tau) = (\tau^3/3, -(\tau - 1)^2)^T \) and so \( Q_x(\tau) = \tau^3/3 - (\tau - 1)^2x_2 \). Since \( Q_x'(\tau) = \tau^2 - 2(\tau - 1)x_2 \) is minimized at \( \tau = x_2 \), the modal function \( m(x) = Q_x(x_2) = -2x_2^3/3 + 2x_2^2 - x_2 \) is nonlinear.
Remark 2 (Case with no regressors). In the simple case where there are no regressors, i.e., $X = 1$, our estimator of the mode reduces to $\hat{m} = \hat{Q}(\bar{\tau})$, where $\hat{Q}(\tau) = \hat{F}^{-1}(\tau) = \inf\{y : \hat{F}(y) \geq \tau\}$ is the empirical quantile function (with $\hat{F}(y) = n^{-1} \sum_{i=1}^{n} I(Y_i \leq y)$ being the empirical distribution function) and

$$\bar{\tau} = \arg\min_{\tau} \frac{\hat{Q}(\tau + h) - \hat{Q}(\tau - h)}{2h}.$$  

Our estimator $\hat{m}$ can also be described by using order statistics $Y_{(1)} \leq \cdots \leq Y_{(n)}$. Since in general $\hat{Q}(\tau) = Y_{\lceil n\tau \rceil}$ where $\lceil \cdot \rceil$ is the ceiling function, our estimator $\hat{m}$ coincides with the order statistic $Y_{\lceil n\tau \rceil}$ where $\bar{\tau}$ minimizes the spacing $Y_{\lceil n(\tau + h) \rceil} - Y_{\lceil n(\tau - h) \rceil}$.

It is then clear that our estimator is (related to but) markedly different from Chernoff’s [9] estimator of the unconditional mode of $Y$ that is defined by

$$\hat{m}_C = \arg\max_y \frac{\hat{F}(y + h) - \hat{F}(y - h)}{2h},$$

namely, $\hat{m}_C$ is the point whose local neighborhood contains the most observations.

Remark 3 (Alternative objective function). The estimator $\bar{s}_x(\tau)$ of $s_x(\tau)$ contains a deterministic bias of order $h^2$ under the conditions stated in the next section. Alternatively, we may estimate $s_x(\tau)$ by

$$\bar{s}_x(\tau) = \frac{2}{3} \{\hat{Q}_x(\tau + h) - \hat{Q}_x(\tau - h)\} - \frac{1}{12} \{\hat{Q}_x(\tau + 2h) - \hat{Q}_x(\tau - 2h)\}, \quad (4)$$

which has a bias of order $h^4$ under additional smoothness conditions; cf. [3]. In the present paper, however, we shall use a simpler objective function $\bar{s}_x(\tau)$.

Remark 4 (Implementation detail). In the finite sample, $[\tau - h, \tau + h]$ may not be included in $(0, 1)$ for some $\tau \in [\epsilon, 1 - \epsilon]$. To fix this, we suggest the following simple modification. Suppose that we compute $\hat{Q}_x(\tau)$ on $[\tau_{\min}, \tau_{\max}] \supset [\epsilon, 1 - \epsilon]$; then in practice we suggest to replace $\bar{s}_x(\tau)$ by

$$\bar{s}_x(\tau) = \frac{\hat{Q}_x(\tau + \min\{h, \tau_{\max} - \tau\}) - \hat{Q}_x(\tau - \min\{h, \tau - \tau_{\min}\})}{\min\{h, \tau_{\max} - \tau\} + \min\{h, \tau - \tau_{\min}\}},$$

which asymptotically coincides with the original definition of $\bar{s}_x(\tau)$ uniformly in $\tau \in [\epsilon, 1 - \epsilon]$ (as long as $(\tau_{\min}, \tau_{\max}) \supset [\epsilon, 1 - \epsilon]$).

Remark 5 (Alternative specifications to the conditional quantile function). In the present paper, we assume that the conditional quantile function is linear in $X$. The linear quantile regression model is the most fundamental modeling in conditional quantile estimation, and is computationally attractive since the computation of the Koenker-Bassett [29] estimate can be formulated as a linear
programming problem. Indeed, the computational attractiveness is one of the main motivations to study the proposed estimator of the conditional mode.

Having said that, we could use alternative specifications to the conditional quantile function to estimate the conditional mode. One possible alternative is a nonlinear quantile regression model $Q_x(\tau) = g(x, \beta(\tau))$ where $g$ is some known smooth function (the dimensions of $x$ and $\beta(\tau)$ need not be matched); see e.g. Section 4.4 of [28]. In this case, we can estimate $\beta(\tau)$ by

$$\hat{\beta}(\tau) = \arg\min_{\beta} \sum_{i=1}^{n} \rho_{\tau}(Y_i - g(X_i, \beta)),$$

and thus can estimate $s_x(\tau) = Q'_x(\tau)$ by $\hat{s}_x(\tau) = \{\hat{Q}_x(\tau + h) - \hat{Q}_x(\tau - h)\}/(2h)$ with $\hat{Q}_x(\tau) = g(x, \hat{\beta}(\tau))$. Alternatively, we can use the expression

$$s_x(\tau) = \left[ \frac{\partial g(x, \beta)}{\partial \beta} \right]_{\beta = \hat{\beta}(\tau)}^T \frac{d\beta(\tau)}{d\tau},$$

and estimate $s_x(\tau)$ by $\hat{s}_x(\tau) = g_x(x, \hat{\beta}(\tau))^T \{\hat{\beta}(\tau + h) - \hat{\beta}(\tau - h)\}/(2h)$. It is known that under regularity conditions, similar asymptotic properties to those of the linear quantile regression estimator hold for the nonlinear case (cf. Section 4.4 of [28]), and hence it is natural to expect that asymptotic results analogous to those developed in the next section can be extended to the resulting conditional mode estimator under the nonlinear quantile regression model.

A yet alternative specification would be a semiparametric single index model $Q_x(\tau) = \psi(x^T \beta(\tau))$ where $\psi$ is some unknown function. For given estimators $\hat{\psi}$ and $\hat{\beta}(\tau)$ of $\psi$ and $\beta(\tau)$, we can estimate $Q_x(\tau)$ and $s_x(\tau)$ by $\hat{Q}_x(\tau) = \hat{\psi}(x^T \hat{\beta}(\tau))$ and $\hat{s}_x(\tau) = \{\hat{Q}_x(\tau + h) - \hat{Q}_x(\tau - h)\}/(2h)$, respectively. Alternatively, we can use the expression $s_x(\tau) = \psi'(x^T \beta(\tau))d(x^T \beta(\tau))/d\tau$ and estimate $d(x^T \beta(\tau))/d\tau$ by a difference quotient. Methods to estimate the parametric and nonparametric components in the single index quantile regression model can be found in e.g. [6, 52], and [38]. In the single index case, the nonparametric estimation of the link function $\psi$ is involved, whose effect has to be taken into account when considering asymptotic properties of the resulting conditional mode estimator, which would be a nontrivial challenge.

3. Limiting distributions

3.1. Limiting distributions

In this section, we derive limiting distributions of $\hat{\tau}_x$ and $\hat{m}(x)$. To this end, we make the following assumption. Let $X'$ denote the support of $X$.

**Assumption 1.** In addition to the baseline assumption stated in the previous section, we assume the following conditions.
instance, they allow us to state the main theorem of this paper. 

(i) $E[X_j^2] < \infty$ for all $j = 1, \ldots, d$. 
(ii) The matrix $E[XX^T]$ is positive definite. 
(iii) The conditional density $f(y \mid x)$ is three times continuously differentiable with respect to $y$ for each $x \in \mathcal{X}$. Let $f^{(j)}(y \mid x) = \partial^j f(y \mid x) / \partial y^j$ for $j = 0, 1, 2, 3$, where $f^{(0)}(y \mid x) = f(y \mid x)$. There exists a constant $C$ such that $|f^{(j)}(y \mid x)| \leq C$ for all $(y, x) \in \mathbb{R} \times \mathcal{X}$ and $j = 0, 1, 2, 3$. 
(iv) There exists a positive constant $c$ (that may depend on $\varepsilon$) such that $f(y \mid x) \geq c$ for all $y \in [Q_x(\varepsilon/2), Q_x(1 - \varepsilon/2)]$ and $x \in \mathcal{X}$. 
(v) As $n \to \infty$, $nh^8 \to 0$ and $nh^5 \to \infty$.

Conditions (i)–(iv) are more or less standard in the quantile regression literature; cf. [28]. In particular, they require no moment conditions on $Y$. For instance, they allow $E[|Y|] = \infty$. Conditions (iii) and (iv) allow $Q_x(\tau)$ to be four times continuously differentiable on $(\varepsilon/2, 1 - \varepsilon/2)$ with 

$$
\begin{align*}
 s_x(\tau) &= Q'_x(\tau) = \frac{1}{f(\tau \mid x)}, \\
 s_x'(\tau) &= -\frac{f^{(1)}(\tau \mid x)}{f(\tau \mid x)^3}, \\
 s_x''(\tau) &= \frac{3f^{(1)}(\tau \mid x)^2 - f(\tau \mid x)f^{(2)}(\tau \mid x)}{f(\tau \mid x)^3}.
\end{align*}
$$

Condition (v) is concerned with the bandwidth. The condition $nh^8 \to 0$ is an “undersmoothing” condition. The proof of Theorem 1 shows that the estimator $\hat{m}(x)$ contains a deterministic bias of order $h^2$, while the stochastic error decreases at rate $(nh^2)^{-1/3}$. To guarantee that $h^2 = o((nh^2)^{-1/3})$, we need $nh^8 \to 0$.

Let $\{B(t) : t \in \mathbb{R}\}$ be a two-sided standard Brownian motion, i.e., a centered Gaussian process with continuous sample paths and covariance function 

$$
E[B(t_1)B(t_2)] = \begin{cases} 
 t_1 & \text{if } 0 \leq t_1 \leq t_2 \\
 -t_2 & \text{if } t_1 \leq t_2 \leq 0 \\
 0 & \text{if } t_1 \leq 0 \leq t_2
\end{cases}.
$$

Such a two-sided standard Brownian motion can be constructed by generating independent standard Brownian motions $\{W_1(t) : t \geq 0\}$ and $\{W_2(t) : t \geq 0\}$, and then defining $B(t) = W_1(t)$ for $t \geq 0$ and $B(t) = W_2(-t)$ for $t < 0$. In addition, let 

$$
Z = \arg \max_{t \in \mathbb{R}} \{B(t) - t^2\},
$$

which exists and is unique almost surely by Lemmas 2.5 and 2.6 in [27]. The distribution of $Z$ is called Chernoff’s distribution [9], and numerical values of quantiles of Chernoff’s distribution can be found in [20].

Finally, define the matrix 

$$
J(\tau) = E[f(X^T \beta(\tau) \mid X)XX^T],
$$

which is positive definite for every $\tau \in [\varepsilon/2, 1 - \varepsilon/2]$ under our assumption. We are now in position to state the main theorem of this paper.
Theorem 1 (Limiting distributions). Pick any \( x \in X \). Suppose that Assumption 1 holds, and in addition that \( f^{(2)}(m(x) \mid x) < 0 \) and \( m(x) \in (Q_x(\varepsilon), Q_x(1 - \varepsilon)) \) (or equivalently \( \tau_x \in (\varepsilon, 1 - \varepsilon) \)). Then we have

\[
(nh^2)^{1/3}(\tilde{\tau}_x - \tau_x) \overset{d}{\to} (\sigma_x/v_x)^{2/3} Z
\]

as \( n \to \infty \), where \( \sigma_x^2 = E[(x^T J(\tau_x)^{-1} X)^2]/2, v_x = s''_x(\tau_x)/2 = -f^{(2)}(m(x) \mid x)/(2f(m(x) \mid x)^2) > 0 \), and \( \sigma_x = \sqrt{\sigma_x^2} \). In addition, we have

\[
(nh^2)^{1/3}(|\hat{m}(x)| - m(x)) \overset{d}{\to} s_x(\tau_x)(\sigma_x/v_x)^{2/3} Z.
\]

Remark 6 (Rates of convergence). The rate of convergence of \( \hat{m}(x) \) toward \( m(x) \) is \( (nh^2)^{-1/3} \) and can be arbitrarily close to \( n^{-1/4} \) under Condition (v), which is independent of the dimension \( d \) of the regressor vector. The \( n^{-1/4} \) rate is likely to be suboptimal from a minimax point of view since it is known that when \( X = 1 \), the minimax rate of estimating the mode under three time differentiability of the underlying density is \( n^{-2/7} \); see Theorem 3.1 in [44]. It is worth noting that if we use the alternative objective function \( \tilde{z}_x(\tau) \) in (4), the bias of the resulting estimator \( \hat{m}(x) \) is reduced to \( O(h^4) \) (this however requires additional smoothness conditions on the conditional density), and therefore the rate of convergence can be arbitrarily close to \( n^{-2/7} \).

Remark 7 (Case with no regressors). In the simple case where there are no regressors, i.e., \( X = 1 \), the limiting distribution of our estimator \( \hat{m} \) is as follows. Let \( f \) denote the density of \( Y \) with mode \( m \); then \( (nh^2)^{1/3}(\hat{m} - m) \overset{d}{\to} \{2f(m)/f''(m)^2\}^{1/3} Z \). In contrast, the limiting distribution of Chernoff’s mode estimator (see Remark 2) is \( (nh^2)^{1/3}(\hat{m}_C - m) \overset{d}{\to} \{2f(m)/f''(m)^2\}^{1/3} Z \), which is slightly different from our limiting distribution. It is worth mentioning that Chernoff’s derivation of the preceding limiting distribution in [9] is only heuristic, but can be made rigorous (under regularity conditions) by mimicking the proof of Theorem 1.

Interestingly, despite the presence of regressors, the limiting distribution of our estimator \( \hat{m}(x) \) is a scale transformation of Chernoff’s distribution, which is in contrast to e.g. Manski’s maximum score [39] whose limiting distribution is given by a maximizer of a Gaussian process whose covariance function depends on the distribution of regressors; see Example 6.4 in [27]. The fact that the limiting distribution is a scale transformation of Chernoff’s distribution makes inference for our estimator \( \hat{m}(x) \) relatively simple. Namely, an asymptotic confidence interval can be constructed by consistently estimating the constant \( s_x(\tau_x)(\sigma_x/v_x)^{2/3} \), which will be discussed in the next section.

The main part of the proof is the proof of the first result (5). The second result (6) follows from the \( \sqrt{n} \)-uniform consistency of the quantile regression estimator and the delta method. To prove the first result (5), we begin with expanding the objective function \( \hat{z}_x(\tau) \) and showing that \( \tilde{\tau}_x \) is an approximate minimizer of the sample average of kernel functions with a uniform kernel; see (13) in the proof. Since those kernel functions depend on the sample size \( n \) via the bandwidth...
Specifically, Assumption M (i) in [48] requires of their assumptions are severely restrictive or difficult to verify in our problem. Specifically, Assumption M (i) in [48] requires \( h_n f_{n,\theta} \) (in their notation) to be uniformly bounded, which in our problem requires the regressor vector \( X \) to be bounded (recall that we only assume each coordinate of \( X \) to have finite fourth moment); and we (the authors) found that Assumption M (ii) is difficult to verify in our problem. Hence, instead of checking the assumptions of [48], we provide a separate and self-contained proof of the result (5), which requires a substantial proof does not carry over to our case (cf. the second paragraph in page 192 of [27]). The recent work of [48] extends the results of [27] to allow the objective function to depend on the bandwidth (and the data to be dependent), but some of their assumptions are severely restrictive or difficult to verify in our problem.

Corollary 1. Suppose that Assumption 1 holds, and in addition that \( f^{(2)}(m(x) \mid x) < 0 \) and \( m(x) \in (Q_x(\varepsilon), Q_x(1 - \varepsilon)) \) for all \( x \in \{x^1, \ldots, x^L\} \). Then, for each \( k = 1, \ldots, M \), there exists a version of the \( \mathbb{B}_k \)-process with continuous paths, and denoting the continuous version by the same symbol \( \mathbb{B}_k \), we have

\[
(nh^2)^{1/3}(\hat{\tau}_x, \ldots, \hat{\tau}_x) \xrightarrow{d} (W_1, \ldots, W_L)^T
\]

as \( n \to \infty \), where \( (W_j)_{j \in S_k}, k = 1, \ldots, M \) are independent, and for each \( k =
1, \ldots, M,
\[ (W_j)_{j \in S_k} \overset{d}{=} \arg \max_{(t_j)_{j \in R^k}} \left\{ \mathbb{B}_k((t_j)_{j \in S_k}) - \sum_{j \in S_k} v_x(t_j^2) \right\}. \]

In addition, we have
\[ (nh^2)^{1/3} (\hat{m}(x^1) - m(x^1), \ldots, \hat{m}(x^L) - m(x^L))^T \]
\[ \overset{d}{\rightarrow} (s_{x^1}(\tau_{x^1})W_1, \ldots, s_{x^L}(\tau_{x^L})W_L)^T. \]

In the special case when \( \tau_{x^1}, \ldots, \tau_{x^L} \) are all distinct, we have
\[ (nh^2)^{1/3} (\hat{m}(x^1) - m(x^1), \ldots, \hat{m}(x^L) - m(x^L))^T \]
\[ \overset{d}{\rightarrow} \left( s_{x^1}(\tau_{x^1})(\sigma_{x^1}/v_{x^1})^{2/3}Z_1, \ldots, s_{x^L}(\tau_{x^L})(\sigma_{x^L}/v_{x^L})^{2/3}Z_L \right)^T, \]

where \( Z_1, \ldots, Z_L \) are independent Chernoff random variables.

Corollary 1 implies that
\[ (nh^2)^{1/3} \max_{1 \leq j \leq L} |\hat{m}(x^j) - m(x^j)| \overset{d}{\rightarrow} \max_{1 \leq j \leq L} |s_{x^j}(\tau_{x^j})W_j|, \]

which can be used to construct simultaneous confidence intervals for \( m(x) \) over the design points \( x^1, \ldots, x^L \); see Remark 11 ahead.

**Remark 8** (Uniform rate over expanding sets of design points). It is of interest to study the rate of convergence and limiting distribution of the \( L^\infty \)-distance between the proposed estimator and the true modal function on a continuum set of design points or expanding sets of design points, since e.g. such limiting distribution enables us to construct simultaneous confidence bands. To the best of our knowledge, however, much less is known about the rate of convergence and (especially) limiting distribution for the \( L^\infty \)-distance in nonstandard nonparametric estimation problems than standard nonparametric estimation problems with Gaussian limits, and we believe that the problem is challenging. One exception is the work of [12], which derives the uniform rate of convergence and the limiting distribution of the \( L^\infty \)-distance for the Grenander [18] estimator (precisely speaking [12] cover more general Grenander-type estimators); see also the recent review article by [13]. Their argument depends substantially on the specific construction of the Grenander estimator and cannot be directly extended to our estimator. It is thus beyond the scope of this paper to formally study the uniform rate and the limiting distribution of the \( L^\infty \)-distance to our estimator, but we will give some heuristic discussion on this question, which we believe is of some interest to the reader.

To simplify the question, we confine ourselves to the maximum distance on expanding sets of design points \( x^1, \ldots, x^L \) with \( L = L_n \rightarrow \infty \). Suppose in addition that \( \tau_{x^1}, \ldots, \tau_{x^L} \) are all distinct. Then by Corollary 1 it is expected that
max_{1 \leq j \leq L_n} \max (nh^{2/3}|\hat{m}(x^j) - m(x^j)|/\{s_{x^j}(\tau_{x^j})(\sigma_{x^j}/v_{x^j})^{2/3}\}) could be approximated by max_{1 \leq j \leq L_n} |Z_j| := |Z|_{(L_n)} as long as \( L_n \to \infty \) sufficiently slowly. In Appendix B, we will show that, for the norming constants

\[
a_{L_n} = 3 \left( \frac{2}{3} \right)^{1/3} (\log L_n)^{2/3},
\]

\[
b'_{L_n} = \left( \frac{3}{2} \log L_n \right)^{1/3} - \frac{1}{a_{L_n}} \left[ \kappa \left( \frac{3}{2} \log L_n \right)^{1/3} + \frac{1}{3} \log \log L_n + \frac{1}{3} \log \frac{3}{2} \right]
\]

\[ - \log(2\lambda) \]

where \( \lambda \) and \( \kappa \) are positive constants (see Appendix B), we have

\[
a_{L_n} (|Z|_{(L_n)} - b'_{L_n}) \xrightarrow{d} \Lambda \text{ Gumbel distribution}
\]

In particular, \( |Z|_{(L_n)} = b'_{L_n} + O_p(1/a_{L_n}) = O_p((\log L_n)^{1/3}) \), and as long as \( L_n \) grows at most polynomially fast in \( n \), \( |Z|_{(L_n)} = O_p((\log n)^{1/3}) \). This suggests that the uniform rate of the proposed estimator would be \( O_p((nh^2/\log L_n)^{-1/3}) \) and the maximum distance would converge in distribution to the Gumbel distribution after normalization. The preceding argument is heuristic since Corollary 1 only holds with fixed \( L \) (and extending the corollary to the case where \( L = L_n \to \infty \) is a substantial technical challenge), and the rigorous result is left to future research.

3.2. Inference

3.2.1. Analytical confidence intervals

Theorem 1 allows us to construct pointwise confidence intervals for \( m(x) \) by consistently estimating the nuisance parameters \( \sigma_{x}^2, v_x, \) and \( s_x(\tau_x) \).

The parameter \( s_x(\tau_x) \) can be estimated by \( \hat{s}_x(\hat{\tau}_x) \). Next, consider to estimate \( \sigma_{x}^2 \). For the notational convenience, let \( \Sigma = E[XX^T] \) and so \( \sigma_{x}^2 = x^T J(\tau_x)^{-1} \Sigma J(\tau_x)^{-1} x/2 \). The matrices \( \Sigma \) and \( J(\tau) \) can be estimated by

\[
\hat{\Sigma} = \frac{1}{n} \sum_{i=1}^{n} X_i X_i^T \quad \text{and} \quad \hat{J}(\tau) = \frac{1}{2nh} \sum_{i=1}^{n} I(|Y_i - X_i^T \hat{\beta}(\tau)| \leq h) X_i X_i^T,
\]

respectively, so that we can estimate \( \sigma_{x}^2 \) by

\[
\hat{\sigma}_{x}^2 = \frac{1}{2} x^T \hat{J}(\hat{\tau}_x)^{-1} \hat{\Sigma} \hat{J}(\hat{\tau}_x)^{-1} x,
\]

where \( \hat{J}(\tau) \) is Powell’s kernel estimator [43]. Finally, consider to estimate \( v_x = s''_x(\tau_x)/2 \). To this end, we estimate \( s''_x(\tau) = Q''_x(\tau) \) by a numerical differentiation.
of $\hat{Q}_x(\tau)$. Namely, define the operator $\Delta_h$ by $\Delta_h g(\tau) = (g(\tau + h) - g(\tau - h))/(2h)$, and $\Delta_j^q g = \Delta_h(\Delta_{h}^{j-1}g)$ recursively for $j = 2, 3, \ldots$. Then we can estimate $v_x$ by

$$
\hat{v}_x = \frac{1}{2} \Delta_{h}^3 \hat{Q}_x(\hat{\tau}_x).
$$

(7)

The bandwidths used in $\hat{J}(\tau)$ and $\hat{v}_x$ can be different from that for $\hat{\tau}_x$. See Remark 9 ahead for alternative estimators for $v_x$. The following proposition shows that these estimators are indeed consistent under almost the same conditions as in Theorem 1.

**Proposition 1 (Consistency of estimators for nuisance parameters).** Suppose that the conditions of Theorem 1 hold and in addition that $nh^q / \log n \to \infty$.

Then we have $\hat{\sigma}_x^2 \to \sigma_x^2$, $\hat{v}_x \to v_x$, and $\hat{s}_x(\hat{\tau}_x) \to s_x(\tau_x)$ as $n \to \infty$.

Now, since Chernoff’s distribution is symmetric about the origin, an asymptotic $(1 - \alpha)$-confidence interval for $m(x)$ is given by

$$
\left[ \hat{m}(x) \pm \frac{\hat{s}_x(\hat{\tau}_x)(\hat{s}_x/\hat{v}_x)^{2/3}}{(nh^2)^{1/3}} q_{1-\alpha/2} \right],
$$

where $q_{1-\alpha/2}$ is the $(1 - \alpha/2)$-quantile of Chernoff’s distribution. For example, Table 2 in [20] yields that $q_{0.975} \approx 0.998181$.

**Remark 9 (Alternative estimators for $v_x$).** Alternatively to the estimator $\hat{v}_x$, we may use

$$
\hat{v}_x = \frac{1}{2h^3} \left( \hat{Q}_x(\hat{\tau}_x + 2h) - \hat{Q}_x(\hat{\tau}_x - 2h) - 2(\hat{Q}_x(\hat{\tau}_x + h) - \hat{Q}_x(\hat{\tau}_x - h)) \right),
$$

which is consistent under additional smoothness conditions on the conditional density.

Still, higher order numerical differentials tend to be unstable in the finite sample. Instead, we may use the expression $v_x = -f^{(2)}(m(x) \mid x)s(\tau_x)^4/2$, and estimate $f^{(2)}(m(x) \mid x)$ by a kernel method. Suppose that $X$ is decomposed as $X = (X^C, X^D)$ where $X^C \in \mathbb{R}^{d_c}$ is continuous and $X^D \in \mathbb{R}^{d_d}$ is discrete. Let $K_1 : \mathbb{R} \to \mathbb{R}$ and $K_2 : \mathbb{R}^{d_c} \to \mathbb{R}$ be kernel functions (i.e., functions that integrate to 1) where $K_1$ is twice differentiable. For given bandwidths $b_X = b_{X,n} \to 0$ and $b_Y = b_{Y,n} \to 0$, we may estimate $f^{(2)}(m(x) \mid x)$ with $x = (x^C, x^D)$ by

$$
\hat{f}^{(2)}(\hat{m}(x) \mid x) = \frac{(nb_X^{d_c}b_Y^{d_c})^{-1} \sum_{i=1}^{n_i} K''_1((\hat{m}(x) - Y_i)/b_Y)K_2((x^C - X_i^C)/b_X)I(X_i^D = x^D)}{(nb_X^{d_c})^{-1} \sum_{i=1}^{n_i} K_2((x^C - X_i^C)/b_X)I(X_i^D = x^D)},
$$

which is consistent under appropriate conditions. This leads to an alternative estimator for $v_x$:

$$
\hat{v}_x = -\hat{f}^{(2)}(\hat{m}(x) \mid x)s(\hat{\tau}_x)^4/2.
$$

(8)

In the simulation study, we use the kernel-based estimator $\hat{v}_x$ for $v_x$. 
3.2.2. Subsampling

It is known that the nonparametric bootstrap in general fails to be consistent for \( n^{1/3} \)-consistent estimators (cf. [1, 36, 31, 47]) and so it is unlikely that the bootstrap would be consistent for our estimator \( \hat{m}(x) \). Instead, since the limiting distribution is a scale transformation of Chernoff’s distribution that is absolutely continuous, the subsampling provides a valid inference method for our estimator \( \hat{m}(x) \); see [41, 42]. Let \( \hat{m}(x) = \hat{m}_n(x) = \hat{m}_n(x; (Y_1, X_1), \ldots, (Y_n, X_n)) \) and \( h = h_n \), and let \( W_1, \ldots, W_N \) be the \( N = \binom{n}{\ell} \) subsets of \( \{ (Y_i, X_i) \} \) of size \( \ell < n \). Consider the subsampling distribution

\[
U_{n, \ell}(x; t) = \frac{1}{N} \sum_{i=1}^{N} I \left\{ (\ell h_i^2)^{1/3}(\hat{m}_\ell(x; W_i) - \hat{m}_n(x)) \leq t \right\}.
\]

Then, under the same conditions as in Theorem 1, we have

\[
\sup_{t \in \mathbb{R}} \left| U_{n, \ell}(x; t) - \mathbb{P} \left( s_x(\tau_x)(\sigma_x/v_x)^{2/3}Z \leq t \right) \right| \overset{P}{\rightarrow} 0,
\]

provided that \( \ell = \ell_n \rightarrow \infty \) and \( \ell = o(n) \). Hence, denoting by \( \hat{q}_{n, \ell}(x; 1 - \alpha) \) the \((1 - \alpha)\)-quantile of \( U_{n, \ell}(x; t) \), i.e.,

\[
\hat{q}_{n, \ell}(x; 1 - \alpha) = \inf \{ t : U_{n, \ell}(x; t) \geq 1 - \alpha \},
\]

an asymptotic \((1 - \alpha)\)-confidence interval for \( m(x) \) is given by

\[
\left[ \hat{m}_n(x) - \frac{\hat{q}_{n, \ell}(x; 1 - \alpha/2)}{(\ell h_n^2)^{1/3}}, \hat{m}_n(x) - \frac{\hat{q}_{n, \ell}(x; \alpha/2)}{(\ell h_n^2)^{1/3}} \right].
\]

Some comments on the subsampling confidence interval are in order.

Remark 10 (Comments on subsampling confidence interval). (i) In practice, \( N = \binom{n}{\ell} \) is too large and so the computation of the complete average over \( i = 1, \ldots, N \) in (9) is too demanding. Instead, we can take the average of a randomly selected subset of \( \{1, \ldots, N\} \); see Corollary 2.4.1 in [42].

(ii) The bandwidth \( h_\ell \) used in each subsample may be taken as \( h_n \) as long as \( \ell_n h_n^5 \rightarrow 0 \) and \( \ell_n h_n^5 \rightarrow \infty \).

Remark 11 (Simultaneous confidence intervals over finite design points). Consider the setting of Corollary 1, and let \( \nu_{1-\alpha} \) denote the \((1 - \alpha)\) quantile of \( \max_{1 \leq j \leq L} |s_x(\tau_j)W_j| \). Then a simultaneous confidence interval for \( m(x) \) over the design points \( x^1, \ldots, x^L \) is given by

\[
\left[ \hat{m}(x^j) \pm \frac{\nu_{1-\alpha}}{(\ell h_n^2)^{1/3}}, j = 1, \ldots, L. \right.
\]

In general the distribution of \( (W_{1}, \ldots, W_{L})^T \) is complicated as it depends on whether there are ties in \( \tau_1, \ldots, \tau_{\ell_{\ell}} \), so analytical estimation of \( \nu_{1-\alpha} \) is difficult. Instead, we can use the subsampling to estimate \( \nu_{1-\alpha} \). The procedure is analogous to the pointwise case and hence omitted.
4. Numerical results

4.1. Bandwidth selection

The proposed estimator requires to choose the bandwidth $h$. We suggest here a simple method to choose the bandwidth, which is based on a modification to the bandwidth selection rule suggested in [30]. The baseline idea of our approach is to select the bandwidth in such a way that the sparsity function $s_x(\tau)$ is well estimated. A similar approach is used in [14] who adapt the smoothing bandwidth to kernel estimation of multi-modal regression by optimizing the conditional density estimation rate. The performance of the sparsity function estimate $\hat{s}_x(\tau)$ depends on the quantile $\tau$ of interest, and so the constant involved in the bandwidth should adapt to $\tau$. Since we are interested in $s_x(\tau)$ around $\tau = \tau_x$, we aim at choosing $h$ in such a way that $\hat{s}_x(\tau)$ around $\tau = \tau_x$ tends to be accurate but modify the rate of $h$ so that it satisfies Condition (v) in Assumption 1.

For estimation of $s_x(\tau)$ based on quantile regression, [30] suggest to use the $\tau$-dependent bandwidth

$$h_{KM}^{KM}(\tau) = n^{-1/3} z_{\alpha} \left\{ 1.5 \frac{\phi(\Phi^{-1}(\tau))}{2 \Phi^{-1}(\tau)^2 + 1} \right\}^{1/3},$$

where $\phi$ and $\Phi$ are the density and distribution functions of $N(0,1)$, and $z_{\alpha} = \Phi^{-1}(1 - \alpha/2)$. We set $\alpha = 0.05$. The bandwidth $h_{KM}^{KM}(\tau)$ does not satisfy Condition (v) in Assumption 1 and is $\tau$-dependent, and so we shall modify $h_{KM}^{KM}(\tau)$ as follows: (i) pick any design point $x$ in the support of $X$; (ii) use the pilot bandwidth $h_{pilot} = n^{-1/6} h_{KM}^{KM}(0.5) \propto n^{-1/6}$ to construct a preliminary estimator $\hat{\tau}_x$ of $\tau_x$; (iii) and use $h_n = h_{n,x} = n^{-1/6} h_{KM}^{KM}(\hat{\tau}_x)$ to construct a final estimator $\hat{m}(x)$. The simulation results suggest that, although it would not be optimal, this bandwidth selection rule works reasonably well.

4.2. Simulation results

4.2.1. Comparison of RMSEs

We compare the performance of our estimator with that of the linear modal regression estimator of [25, 53] via the root mean square error (RMSE)

$$\sqrt{E_{X^*}\{\hat{m}(X^*) - m(X^*)\}^2},$$

where $X^* \overset{d}{=} X$ is independent of the data and $E_{X^*}$ is the expectation with respect to $X^*$. We consider two settings: the first one is the case where the modal function is linear while the second one is the case where the modal function is nonlinear.
Case (i). Consider a linear location-scale model

\[ Y = 1 + X_2 - 3X_3 + X_4 + X_2\nu, \]

where \( X = (1, X_2, X_3, X_4)^T, X_2, X_3 \sim U(0,1), X_4 \sim N(0,1), \) and \( \nu \sim Ga(3, 0.5) \) (the Gamma distribution with shape parameter 3 and scale parameter 0.5). In this case, both the conditional quantile and modal functions are linear in \( X \). In fact,

\[ Q_\tau(X) = 1 + (1 + F^{-1}(\tau))X_2 - 3X_3 + X_4, \]

where \( F \) denotes the distribution function of \( \nu \). In addition, since the mode of \( Ga(3, 0.5) \) is 1, the modal function is

\[ m(X) = 1 + 2X_2 - 3X_3 + X_4. \]

Case (ii). Consider the following data generating process

\[ Y = U^3/3 - X_2(U - 1)^2, \]

where \( X = (1, X_2)^T, X_2 \sim U(0,1), \) and \( U \sim U(0,1) \) independent of \( X \). In this case, the conditional quantile function is linear, \( Q_\tau(X) = \tau^3/3 - X_2(\tau - 1)^2 \), but the modal function is nonlinear, \( m(X) = -2X_2^3/3 + 2X_2^2 - X_2 \); see Remark 1.

In this simulation study, we choose \( \varepsilon = 0.1 \) and compute \( \hat{Q}_\tau(\tau) \) for 100 equally spaced grids on \([\tau_{\min}, \tau_{\max}] = [0.05, 0.95] \). To implement the linear modal regression estimator, we follow the EM algorithm and the bandwidth selection rule suggested in [53]. The number of Monte Carlo repetitions is 1000 for each case.

Figures 1 and 2 present the box plots of RMSEs of the linear modal regression and proposed estimators for Cases (i) and (ii), respectively, with \( n = 500, 1000, \) and 2000. These figures lead to the following observations. First, in both cases, the RMSE of the proposed estimator overall decreases as the sample size increases. Second, the proposed estimator tends to be more variable than the linear modal regression estimator, so that the interquartile range of the RMSE is wider for the proposed estimator than the linear modal regression estimator. Third, in both cases, the proposed estimator outperforms the linear modal regression estimator. The superior performance of the proposed estimator in Case (ii) is not surprising since the true modal function is nonlinear in that case and so the linear modal regression estimator is not consistent. Interestingly, even when the true modal function is linear (Case (i)), the proposed estimator performs substantially better than the linear modal regression estimator. This may be partly because the EM algorithm used to compute linear modal regression estimates failed to find global optimal solutions. Overall, the figures confirm that the proposed estimator works well in practice.

4.2.2. Coverage probabilities of confidence intervals

Next, we assess the performance of analytical and subsampling confidence intervals considered in Section 3.2. We follow the data generating process of Case (ii) and evaluate Monte Carlo average and median lengths, and coverage probabilities of confidence intervals at three design points \( x_2 = 0.25, 0.5, \) and 0.75.
QR approach to modal regression

Fig 1. Box plots of RMSEs of the linear modal regression and proposed estimators for Case (i) with $n = 500$ (left), $n = 1000$ (middle), and $n = 2000$ (right).

We consider two nominal coverage probabilities of 99\% and 95\%. To implement the analytical confidence interval, we use the kernel-based estimator $\hat{v}_x$ given in (8) for $v_x$. To construct $\hat{v}_x$, we use the Gaussian kernel for $K_1$ and the Epanechnikov kernel for $K_2$ together with bandwidths $b_Y = n^{-1/9} \hat{\sigma}_Y$ and $b_X = n^{-1/5} \hat{\sigma}_X$ where $\hat{\sigma}_Y$ and $\hat{\sigma}_X$ are the sample standard deviations of $Y$ and $X$, respectively.

To implement the subsampling confidence interval, we examine two subsample sizes: $\ell = 0.1n$ and $0.2n$. In this simulation study, instead of taking the average of whole subsamples in (9), we take the average of 250 randomly chosen subsamples. When applying the bandwidth selection rule to the subsample, we use the pilot bandwidth computed using the full sample.

Tables 1–4 present the simulation results on the confidence intervals. The tables show that both confidence intervals work reasonable well, given that the convergence rate of the estimator is relatively slow. It is worth noting that the estimators for the nuisance parameters $s_x(\tau_x)$ and $v_x$ tend to be unstable, which results in the discrepancy between the average and median lengths of the analytical confidence interval. The subsample confidence interval is able to avoid estimation of those nuisance parameters, and so the length of the subsampling confidence interval tends to be shorter than that of the analytical confidence in-
Fig 2. Box plots of RMSEs of the linear modal regression and proposed estimators for Case (ii) with $n = 500$ (left), $n = 1000$ (middle), and $n = 2000$ (right).

terval. In terms of the coverage probability, the subsampling confidence interval with subsample size $0.2n$ works the best.

4.3. Combined cycle power plant data

The electric energy output provided by a power plant fluctuates through the year because of several environmental conditions, and prediction of the electricity output given such environmental conditions is of interest. We apply the proposed estimator to predicting the net hourly electrical energy output using Combined Cycle Power Plant Data [24, 49]. The data set is taken from https://archive.ics.uci.edu/ml/datasets/Combined+Cycle+Power+Plant and consists of 9568 data points collected from a Combined Cycle Power Plant over 6 years (2006-2011). It contains hourly average ambient variables Temperature, Ambient Pressure, Relative Humidity, Exhaust Vacuum, and the net hourly electrical energy output, where the first four variables are regressors and the last variable is a response. For this data, the conditional distribution tends to be skewed, and therefore it would be natural to estimate the conditional mode. Figure 3 shows the estimate of the conditional density given one of the regres-
Table 1
Monte Carlo average and median lengths, and coverage probabilities of the 99\% analytical confidence interval.

| Design point \( x_2 \) | Sample size | Ave. length | Med. length | Cov. probability |
|------------------------|-------------|-------------|-------------|-----------------|
| 0.25                   | \( n = 500 \) | 0.494       | 0.419       | 0.981           |
|                        | \( n = 1000 \) | 0.359       | 0.315       | 0.986           |
|                        | \( n = 2000 \) | 0.247       | 0.220       | 0.985           |
| 0.50                   | \( n = 500 \) | 0.715       | 0.599       | 1.000           |
|                        | \( n = 1000 \) | 0.506       | 0.475       | 0.997           |
|                        | \( n = 2000 \) | 0.392       | 0.380       | 0.992           |
| 0.75                   | \( n = 500 \) | 1.045       | 0.878       | 0.978           |
|                        | \( n = 1000 \) | 0.724       | 0.653       | 0.977           |
|                        | \( n = 2000 \) | 0.524       | 0.488       | 0.956           |

Table 2
Monte Carlo average and median lengths, and coverage probabilities of the 95\% analytical confidence interval.

| Design point \( x_2 \) | Sample size | Ave. length | Med. length | Cov. probability |
|------------------------|-------------|-------------|-------------|-----------------|
| 0.25                   | \( n = 500 \) | 0.309       | 0.242       | 0.948           |
|                        | \( n = 1000 \) | 0.207       | 0.175       | 0.941           |
|                        | \( n = 2000 \) | 0.139       | 0.128       | 0.952           |
| 0.50                   | \( n = 500 \) | 0.459       | 0.343       | 0.987           |
|                        | \( n = 1000 \) | 0.302       | 0.269       | 0.933           |
|                        | \( n = 2000 \) | 0.226       | 0.221       | 0.894           |
| 0.75                   | \( n = 500 \) | 0.660       | 0.534       | 0.873           |
|                        | \( n = 1000 \) | 0.429       | 0.371       | 0.869           |
|                        | \( n = 2000 \) | 0.302       | 0.278       | 0.845           |

It is seen that the conditional density estimate is highly skewed and the pattern of the skewness depends on the value of the regressor.

To construct prediction intervals, we combine the proposed estimator with the split conformal prediction of [37]. Specifically:

1. Randomly split the index set \{1, \ldots, 9568\} into three parts \( \mathcal{I}_1, \mathcal{I}_2, \) and \( \mathcal{I}_3 \).
2. Use the data \{(\( Y_i, X_i \)) : i \in \mathcal{I}_1\} to construct the estimator \( \hat{m}(\cdot) \) for the modal function \( m(\cdot) \).
3. Compute the \( \alpha/2 \)- and \((1 - \alpha/2)\)-quantiles of \{\( Y_i - \hat{m}(X_i) : i \in \mathcal{I}_2\)\} and they are denoted by \( \hat{\xi}_{\alpha/2} \) and \( \hat{\xi}_{1-\alpha/2} \), respectively. In this experiment, \( \alpha = 0.05 \) is used.
4. Construct \( C_{\text{split}}(x) = [\hat{m}(x) + \hat{\xi}_{\alpha/2}, \hat{m}(x) + \hat{\xi}_{1-\alpha/2}] \).
5. Compute the empirical coverage probability:

\[
\frac{1}{|\mathcal{I}_3|} \sum_{i \in \mathcal{I}_3} I\{ Y_i \in C_{\text{split}}(X_i) \}.
\]

In this experiment, we take \( \mathcal{I}_1, \mathcal{I}_2, \) and \( \mathcal{I}_3 \) in such a way that \(|\mathcal{I}_1 \cup \mathcal{I}_2| : |\mathcal{I}_3| \approx 0.95 : 0.05 \) and \(|\mathcal{I}_1| : |\mathcal{I}_2| \approx 8 : 2 \). We repeated this procedure 250 times and report the average of the empirical coverage probabilities together with the average and median lengths. In addition, we compare the proposed estimator with the linear modal regression estimator. Table 5 shows the results. For both methods, the empirical coverage probabilities are surprisingly close to the nominal
coverage probability of 95%, which is consistent with the theory developed in [37]. On the other hand, the average and median lengths of the conformal prediction band with the proposed estimator are substantially smaller than those with the linear modal regression estimator, which is an encouraging sign for the proposed estimator.

5. Discussion

In the present paper we have proposed a new estimator for the conditional mode based on quantile regression. The proposed estimate is computationally scalable since the quantile regression problem can be formulated as a linear programming problem. We have developed asymptotic distributional theory for the proposed estimator, which turns out to be nonstandard. Specifically, we have shown that the rate of convergence of the proposed estimator is \((nh^2)^{1/3}\) where \(h = h_n \to 0\) is a sequence of bandwidths, and that the limiting distribution is a scale transformation of Chernoff’s distribution. For inference, we have discussed analytical and subsampling confidence intervals. Finally we have verified the practical usefulness of the proposed method through numerical experiments.

In the present paper, we use the naive quantile regression estimator \(\hat{\beta}(\tau)\) that is not smooth in \(\tau\) to estimate the conditional quantile function, while the true slope vector \(\beta(\tau)\) is smooth in \(\tau\) under our assumption. An interesting alternative approach is to impose smoothness to \(\hat{\beta}(\tau)\) so that the estimated conditional quantile function is differentiable in \(\tau\). We expect that the resulting conditional mode estimator would have a Gaussian limit (under regularity conditions), which is reminiscent of the smoothed maximum score estimator of [23]. Developing this alternative approach requires a whole new theory and is left as future research.

### Table 3

| Design point | Sample size | Subsample size | Ave. length | Med. length | Cov. probability |
|--------------|-------------|----------------|-------------|-------------|------------------|
| \(x^2 = 0.25\) | \(n = 500\) | 0.1n 0.25 | 0.232 0.250 | 0.234 0.262 | 0.959 0.991 |
| \(n = 1000\) | 0.1n 0.208 | 0.191 0.184 | 0.997 |
| \(n = 2000\) | 0.1n 0.148 | 0.146 1.000 |
| \(x^2 = 0.50\) | \(n = 500\) | 0.1n 0.336 | 0.337 0.337 | 0.946 |
| \(n = 1000\) | 0.1n 0.405 | 0.407 0.407 | 0.999 |
| \(n = 2000\) | 0.1n 0.326 | 0.327 0.327 | 0.973 |
| \(x^2 = 0.75\) | \(n = 500\) | 0.1n 0.447 | 0.450 0.450 | 0.822 |
| \(n = 1000\) | 0.2n 0.529 | 0.538 0.538 | 0.917 |
| \(n = 2000\) | 0.1n 0.371 | 0.382 0.382 | 0.999 |
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Table 4
Monte Carlo average and median lengths, and coverage probabilities of the 95% subsampling confidence interval.

| Design point | Sample size | Subsample size | Ave. length | Med. length | Cov. probability |
|--------------|-------------|----------------|-------------|-------------|-----------------|
| $x_2 = 0.25$ | n = 500     | $0.1n$         | 0.203       | 0.208       | 0.926           |
|              |             | $0.2n$         | 0.198       | 0.195       | 0.982           |
|              | n = 1000    | $0.1n$         | 0.166       | 0.166       | 0.947           |
|              |             | $0.2n$         | 0.148       | 0.145       | 0.993           |
|              | n = 2000    | $0.1n$         | 0.120       | 0.119       | 0.997           |
|              |             | $0.2n$         | 0.118       | 0.116       | 0.998           |
| $x_2 = 0.50$ | n = 500     | $0.1n$         | 0.313       | 0.314       | 0.899           |
|              |             | $0.2n$         | 0.374       | 0.380       | 0.989           |
|              | n = 1000    | $0.1n$         | 0.304       | 0.306       | 0.968           |
|              |             | $0.2n$         | 0.303       | 0.306       | 0.997           |
|              | n = 2000    | $0.1n$         | 0.316       | 0.326       | 0.994           |
|              |             | $0.2n$         | 0.318       | 0.328       | 0.996           |
| $x_2 = 0.75$ | n = 500     | $0.1n$         | 0.413       | 0.416       | 0.779           |
|              |             | $0.2n$         | 0.473       | 0.490       | 0.887           |
|              | n = 1000    | $0.1n$         | 0.388       | 0.396       | 0.968           |
|              |             | $0.2n$         | 0.412       | 0.415       | 0.937           |
|              | n = 2000    | $0.1n$         | 0.335       | 0.328       | 0.958           |
|              |             | $0.2n$         | 0.342       | 0.346       | 0.959           |

Table 5
Monte Carlo average and median lengths, and empirical coverage probabilities of the 95% conformal prediction intervals.

| Method                    | Average length | Median length | Coverage probability |
|---------------------------|----------------|---------------|----------------------|
| Proposed method           | 19.01          | 19.02         | 0.950                |
| Modal linear regression   | 23.71          | 23.32         | 0.950                |

Appendix A: Proofs

A.1. Preliminaries

In what follows, we will obey the following notation. For a given probability space $(S, S, Q)$ and a measurable function $f : S \to \mathbb{R}$, we use the notation $Qf = \int f \, dQ$ whenever the latter integral exists. For a class of measurable real-valued functions $\mathcal{F}$ on $S$, let $N(\mathcal{F}, \|\cdot\|_{Q,2}, \delta)$ denote the $\delta$-covering number for $\mathcal{F}$ with respect to the $L^2(Q)$-seminorm $\|\cdot\|_{Q,2}$; see Section 2.1 in [51] for details.

In addition, for a (vector-valued) function $g$ on a set $T$, we use the notation $\|g\|_T = \sup_{x \in T} \|g(x)\|$, where $\|\cdot\|$ denotes the Euclidean norm. We denote by $\overset{d}{=} \overset{d}{=}$ the equality in distribution.

The following maximal inequality will be repeatedly used in the proof of Theorem 1.

Lemma 1 (A useful maximal inequality). Let $X_1, \ldots, X_n$ be i.i.d. random variables taking values in a measurable space $(S, S)$ with common distribution $P$, and let $\mathcal{F}$ be a pointwise measurable class of (measurable) real-valued functions on $S$ with measurable envelope $F$.

Suppose that there exist constants $A \geq e$...
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and \( V \geq 1 \) such that \( \sup Q N(F, \| \cdot \|_{Q, 2}, \eta\|F\|_{Q, 2}) \leq (A/\eta)^V \) for all \( 0 < \eta \leq 1 \), where \( \sup Q \) is taken over all finitely discrete distributions on \( S \). Furthermore, suppose that \( 0 < PF^2 < \infty \), and let \( \sigma^2 \) be any positive constant such that \( \sup_{f \in F} Pf^2 \leq \sigma^2 \leq PF^2 \). Finally, let \( B = \sqrt{\mathbb{E}[\max_{1 \leq i \leq n} F^2(X_i)]} \). Then

\[
\mathbb{E} \left[ \left\| \sum_{i=1}^n \{f(X_i) - Pf\} \right\|_F \right] 
\leq C \left[ \sqrt{nV\sigma^2 \log(A\|F\|_{P,2}/\sigma)} + VB \log(A\|F\|_{P,2}/\sigma) \right],
\]

where \( \| \cdot \|_F = \sup_{f \in F} | \cdot | \) and \( C \) is a universal constant.

Proof. See Corollary 5.1 in [10].

In particular, if we take \( \sigma^2 = PF^2 \), then using the inequality \( B \leq \sqrt{n}\|F\|_{P,2} \), we also have

\[
\mathbb{E} \left[ \left\| \sum_{i=1}^n \{f(X_i) - Pf\} \right\|_F \right] 
\leq 2C\sqrt{n}\|F\|_{P,2}V \log A.
\] (10)

The right hand side on (10) can be improved to \( \|F\|_{P,2}V \log A \) up to a universal constant (cf. Theorem 2.14.1 in [51]), but this does not matter to the proof of Theorem 1.

Lemma 2. For i.i.d. random variables \( \zeta_1, \zeta_2, \ldots, \mathbb{E}[\max_{1 \leq i \leq n} |\zeta_i|] = o(n) \) if and only if \( \mathbb{E}[|\zeta_1|] < \infty \).

Proof. This is a well known result in probability theory, but we provide its proof for the sake of completeness. The “only if” direction is trivial, and so we prove the “if” direction. Suppose that \( \mathbb{E}[|\zeta_1|] < \infty \). Then the strong law
of large numbers yields that \( \max_{1 \leq i \leq n} |\zeta_i|/n \leq \sum_{i=1}^{n} |\zeta_i|/n \rightarrow \mathbb{E}[|\zeta_1|] \) almost surely, which also implies that \( \max_{1 \leq i \leq n} |\zeta_i|/n \rightarrow 0 \) almost surely (in general for a sequence of real numbers \( \{a_i\}_{i=1}^{\infty} \), if \( n^{-1} \sum_{i=1}^{n} a_i \) converges as \( n \to \infty \), then \( \max_{1 \leq i \leq n} |a_i| = o(n) \)). The desired result follows from the generalized dominated convergence theorem (cf. Problem 4.3.12 in [11]).

\[ \square \]

### A.2. Proof of Theorem 1

The proof of Theorem 1 depends on the following Bahadur representation of the quantile regression estimator \( \hat{\beta}(\tau) \).

**Lemma 3** (Bahadur representation of \( \hat{\beta}(\tau) \)). Under Assumption 1, we have

\[
\hat{\beta}(\tau) - \beta(\tau) = J(\tau)^{-1} \left[ \frac{1}{n} \sum_{i=1}^{n} \{\tau - I(Y_i \leq X_i^T \beta(\tau))\} X_i \right] + R_n(\tau),
\]

where \( J(\tau) = \mathbb{E}[f(X^T \beta(\tau) | X)XX^T] \) and \( \|R_n\|_{\varepsilon/2,1-\varepsilon/2} = o_P(n^{-3/4} \log n) \). In addition,

\[
\left\| \frac{1}{n} \sum_{i=1}^{n} \{\tau - I(Y_i \leq X_i^T \beta(\cdot))\} X_i \right\|_{\varepsilon/2,1-\varepsilon/2} = O_P(n^{-1/2}). \tag{11}
\]

The conclusion of the lemma is partly known in the literature, but we include the proof of the lemma since we could not find a right reference that exactly establishes the conclusion of the lemma under our assumption. We defer the proof of this lemma after the proof of Theorem 1.

**Proof of Theorem 1.** We divide the proof into several steps.

Step 1. We first expand the objective function \( \hat{s}_x(\tau) \) using the Bahadur representation of \( \hat{\beta}(\tau) \). Let \( F(y | X) \) denote the conditional distribution function of \( Y \) given \( X \), and let \( U_i = F(Y_i | X_i) \) for \( i = 1, \ldots, n \). The variable \( U_i \) follows the uniform distribution on \((0,1)\) independent of \( X_i \) for each \( i = 1, \ldots, n \). Since

\[ Y_i \leq X_i^T \beta(\tau) \Leftrightarrow U_i \leq \tau \]

under our assumption (recall that \( X_i^T \beta(\tau) \) is the conditional \( \tau \)-quantile of \( Y_i \) given \( X_i \)), we also have

\[
\hat{\beta}(\tau) - \beta(\tau) = J(\tau)^{-1} \left[ \frac{1}{n} \sum_{i=1}^{n} \{\tau - I(U_i \leq \tau)\} X_i \right] + R_n(\tau). \tag{12}
\]

Using the Bahadur representation (12) along with some calculations, we have that

\[
\hat{s}_x(\tau) = s_{x,n}(\tau) + x^T J(\tau)^{-1} \left[ \frac{1}{n} \sum_{i=1}^{n} \{1 - I(U_i \in (\tau - h, \tau + h)/(2h))\} X_i \right] + O_P(n^{-1/2}) + o_P(n^{-3/4}h^{-1} \log n),
\]

\[
= o_P((nh^2)^{-2/3})
\]
where \( s_{n,x} = \{Q_x(\tau+h) - Q_x(x-h)\}/(2h) \) and the \( o_p \) and \( O_p \) terms are uniform in \( \tau \in [\varepsilon, 1-\varepsilon] \).

Now, let \( K(u) = I(u \in (-1,1))/2 \) and \( K_h(u) = h^{-1}K(u/h) \). Define

\[
g_{n,\tau}(u, h) = s_{x,n}(\tau) + x^T J(\tau)^{-1} X \{ 1 - K_h(U - \tau) \}.
\]

Denoting by \( P_n \) the empirical probability measure for \( \{(U_i, X_i)\}_{i=1}^n \), we have

\[
\hat{g}_n(\tau) = P_n g_{n,\tau} + o_p((nh^2)^{-2/3}),
\]

where the \( o_p \) term is uniform in \( \tau \in [\varepsilon, 1-\varepsilon] \), and so \( \hat{g}_n \) satisfies that

\[
P_n g_{n,\hat{g}_n} \leq \inf_{\tau \in [\varepsilon, 1-\varepsilon]} P_n g_{n,\tau} + o_p((nh^2)^{-2/3}).
\]

In what follows, we denote by \( P \) the joint distribution of \( (U, X) \).

Step 2. Next, we show consistency of \( \hat{g}_n \). To this end, consider the function class \( \overline{g}_n = \{g_{n,\tau} : \tau \in [\varepsilon, 1-\varepsilon]\} \). It is seen that there exists a constant \( C_1 \) (independent of \( n \)) such that \( \sup_{\tau \in [\varepsilon, 1-\varepsilon]} |g_{n,\tau}(U, X)| \leq C_1(1 + \|X\|/h) =: G_n(U, X) \).

Then there exist constants \( A_1 \) and \( V_1 \) independent of \( n \) such that

\[
\sup_{Q} N(G_n, \| \cdot \|_{Q,2}, \|G_n\|_{Q,2}) \leq (A_1/\eta)^{V_1}, \quad 0 < \eta \leq 1,
\]

where the \( \sup_Q \) is taken over all finitely discrete distributions on \((0, 1) \times X \).

This follows from a small modification to the proof of Lemma 3.1 in [17] and so we omit the detailed proof. In addition, it is seen that \( \sup_{\tau \in [\varepsilon, 1-\varepsilon]} P g_{n,\tau}^2 = O(h^{-1}), \quad PG_{n,\tau}^2 = O(h^{-2}), \) and \( \mathbb{E}[\max_{1 \leq i \leq n} G_n^2(U_i, X_i)] = o(n^{1/2}h^{-2}) \) by Lemma 2.

Now, applying the maximal inequality of Lemma 1, we have

\[
\mathbb{E} \left[ \|P_n g_{n,\tau} - P g_{n,\tau}\|_{[\varepsilon, 1-\varepsilon]} \right] = O((nh)^{-1/2}(\log n) + o(n^{-3/4}h^{-1} \log n)), \quad = o(1)
\]

which implies that \( \|P_n g_{n,\tau} - P g_{n,\tau}\|_{[\varepsilon, 1-\varepsilon]} = o_P(1) \) by Markov’s inequality. Further, \( P g_{n,\tau} = \bar{g}_{x,n}(\tau) = \bar{g}_x(\tau) + o(1) \) uniformly in \( \tau \in [\varepsilon, 1-\varepsilon] \) and \( \bar{g}_x(\tau) \) is uniquely minimized at \( \tau = \tau_x \) by assumption. Hence, by Theorem 5.7 in [50], we have \( \hat{\tau}_n \xrightarrow{P} \tau_x \).

Step 3. The aim of this step is to show that \( \hat{\tau}_n = \tau_x + O_P((nh^2)^{-1/3}) \). We divide this step into three sub-steps.

Step 3-(a). We begin with observing that, for any \( \delta = \delta_n \to 0 \), \( P g_{n,\tau} \) can be expanded as

\[
P g_{n,\tau} = \bar{g}_{x,n}(\tau) + s_{x,n}(\tau_x) + s''_{x,n}(\tau_x)(\tau - \tau_x) + (s''_{x,n}(\tau_x)/2 + o(1))(\tau - \tau_x)^2
\]

uniformly in \( |\tau - \tau_x| < \delta \), and \( s''_{x,n}(\tau_x) = \{Q_x(\tau_x+h) - Q_x(\tau_x-h)\}/(2h) = O(h^2) \), where we have used the fact that \( Q''_x(\tau_x) = s''_x(\tau_x) = 0 \) (recall that \( \tau_x \) is a
minimizer of \( s_x(\tau) \). Indeed, recalling that \( Q_x(\tau) \) is four times continuously differentiable in \( \tau \), we have

\[
Q'_x(\tau + h) = Q'_x(\tau) + Q''_x(\tau) h + \frac{Q'''_x(\tau)}{2} h^2 + O(h^3), \quad \text{and likewise}
\]

\[
Q'_x(\tau - h) = Q'_x(\tau) + \frac{Q''_x(\tau)}{2} h^2 + O(h^3),
\]

which implies that \( \{Q'_x(\tau + h) - Q'_x(\tau - h)\}/(2h) = O(h^2) \). Since \( h^2 = o((nh^2)^{-1/3}) \), using the inequality \(|ab| \leq (a^2 + b^2)/2\), we have

\[
|s'_n(x)(\tau - \tau_x)| \leq o(1)(\tau - \tau_x)^2 + o((nh^2)^{-2/3}).
\]

Further, \( s''_n(x)(\tau_x) = s''_x(\tau_x) + o(1) \), and so we have

\[
P(g_{n,T} - g_{n,\tau_x}) = (v_x + o(1))(\tau - \tau_x)^2 + o((nh^2)^{-2/3})
\]

uniformly in \( |\tau - \tau_x| < \delta \), where \( v_x = s''_x(\tau_x)/2 > 0 \).

Step 3-(b). Next, for given \( \delta > 0 \), consider the function class \( G_{n,\delta} = \{g_{n,T} - g_{n,\tau_x} : \tau \in [\varepsilon, 1 - \varepsilon], |\tau - \tau_x| < \delta\} \). It is seen that there exists a constant \( C_2 \) independent of \( n \) and \( \delta \) such that, whenever \( |\tau - \tau_x| < \delta \),

\[
|g_{n,T}(U, X) - g_{n,\tau_x}(U, X)| \
\leq C_2 \left\{ (1 + \|X\|/\delta) + (\|X\|/\delta^2) \left\{ I(|U - \tau_x| \leq \delta) + I(|U - \tau_x - \delta| \leq \delta) \right\} \right\}
\]

\[
=: G_{n,\delta}(U, X).
\]

Then there exist constants \( A_2 \) and \( V_2 \) independent of \( n \) and \( \delta \) such that

\[
\sup_Q N(G_{n,\delta}, \|Q\|_2, \eta G_{n,\delta} \|Q\|_2) \leq (A_2/\eta)^{V_2}, \quad 0 < \forall \eta \leq 1.
\]

Again, this follows from a small modification to the proof of Lemma 3.1 in [17].

Step 3-(c). Finally, by consistency of \( \hat{\tau}_x \), there exists \( \delta = \delta_n \rightarrow 0 \) such that \( \mathbb{P}(|\hat{\tau}_x - \tau_x| < \delta_n) \rightarrow 1 \). In view of the expansion (15), for sufficiently large \( n \), we have

\[
P(g_{n,T} - g_{n,\tau_x}) \geq v_x(\tau - \tau_x)^2/2 - o((nh^2)^{-2/3})
\]

uniformly in \( |\tau - \tau_x| < \delta \). Further, by the covering number estimate of Step 3-(b) together with the maximal inequality (10), we have

\[
\mathbb{E} \left[ \|\mathbb{P}_n g - Pg\|_{G_{n,\delta}} \right] = O(n^{-1/2} h^{-1/2} \delta^{1/2}),
\]

where we have used the fact that \( PG_{n,\delta}^2 = O(h^{-2} \delta) \). Now, a small modification to the proof of Theorem 3.2.5 in [51] shows that \( |\hat{\tau}_x - \tau_x| = O_P(r_n^{-1}) \), where \( r_n \) satisfies \( r_n h^{-1} r_n^{-1/2} = n^{1/2} \), i.e., \( r_n = (nh^2)^{1/3} \). This completes Step 3.

Step 4. Let \( a_n = (nh^2)^{1/3} \), and define

\[
g_{n,T} = \begin{cases} 
\frac{n^{1/6} h^{4/3} (g_{n,\tau_x} + t/a_n - g_{n,\tau_x})}{\text{if } \tau_x + t/a_n \in [\varepsilon, 1 - \varepsilon] \\
0 & \text{otherwise}
\end{cases}
\]
Consider the empirical process
\[ G_n \hat{g}_{n,t} := \sqrt{n}(P_n \hat{g}_{n,t} - P \hat{g}_{n,t}), \ t \in \mathbb{R}. \]
Recall that \( \sigma_n^2 \) = \( \mathbb{E}[(x^T J(x) J^T(x) - 1)^2/2] \). The aim of this step is to show weak convergence of the empirical process \( \{G_n \hat{g}_{n,t} : t \in \mathbb{R}\} \) to \( \{\sigma_x B(t) : t \in \mathbb{R}\} \) in \( \ell^\infty_{\text{loc}}(\mathbb{R}) \), where \( \ell^\infty_{\text{loc}}(\mathbb{R}) \) is the space of locally bounded functions on \( \mathbb{R} \) equipped with the metric \( d(f,g) = \sum_{N=1}^{\infty} 2^{-N}(1 \wedge \|f - g\|([-N,N])) \); cf. Section 1.6 in [51].

This reduces to verifying (i) the finite dimensional convergence, i.e., for any \( t_1, \ldots, t_\ell \in \mathbb{R} \),
\[ (G_n \hat{g}_{n,t_1}, \ldots, G_n \hat{g}_{n,t_\ell}) \overset{d}{\to} (\sigma_x B(t_1), \ldots, \sigma_x B(t_\ell)) ; \]
and (ii) the asymptotic equicontinuity of the empirical process on \([-N,N]\) for each \( N = 1, 2, \ldots \), i.e., for any \( \eta > 0 \),
\[ \lim_{\delta \to 0} \limsup_{n \to \infty} \mathbb{P} \left( \sup_{|t_1 - t_2| < \delta, t_1, t_2 \in [-N,N]} |G_n(\hat{g}_{n,t_1} - \hat{g}_{n,t_2})| > \eta \right) = 0. \] (18)

To verify the finite dimensional convergence, we first compute the limit of the covariance of \( \hat{g}_{n,t_1} \) and \( \hat{g}_{n,t_2} \) for \( t_1 \leq t_2 \). To this end, let
\[ \varphi_{n,t_1}(U, X) = n^{1/6} h^{4/3} X J(x)^{-1} X \{K_h(U - \tau_x) - K_h(U - \tau_x - t/a_n)\}. \]

Direct (but tedious) calculations show that \( \text{Cov}_P(\hat{g}_{n,t_1}, \hat{g}_{n,t_2}) = P(\varphi_{n,t_1} \varphi_{n,t_2}) + o(1) \), where \( \text{Cov}_P \) denotes the covariance under \( P \). Since \( X \) and \( U \) are independent, we focus on computing
\[
\mathbb{E}(\{K_h(U - \tau_x) - K_h(U - \tau_x - t/a_n)\} \{K_h(U - \tau_x) - K_h(U - \tau_x - t/a_n)\}) = \frac{1}{4h^2} \left( 2h - \|(\tau_x + t/a_n) \pm h]\cap [\tau_x \pm h] - \|(\tau_x + t/a_n) \pm h]\cap [\tau_x \pm h] \right.
\[ + \left. \||((\tau_x + t/a_n) \pm h]\cap [\tau_x \pm h] - \||(\tau_x + t/a_n) \pm h]\cap [\tau_x \pm h] \right) \right). \] (19)

where \([a \pm b] = [a - b, a + b] \) and \(| \cdot | \) denotes the Lebesgue measure. First, since \( h a_n = (n h^n)^{1/3} \to \infty \), for sufficiently large \( n \), we have
\[ \bigg| \|((\tau_x + t/a_n) \pm h]\cap [\tau_x \pm h] - 2h - \frac{t}{a_n} \bigg| = 2h - \frac{t}{a_n}. \]

Next, if \( t_1 \leq t_2 \), then for sufficiently large \( n \), we have
\[ \|((\tau_x + t_1/a_n) \pm h]\cap [(\tau_x + t_2/a_n) \pm h] - \|((\tau_x + t_2/a_n) \pm h]\cap (\tau_x) \pm h] \bigg| = 2h - \frac{t_2 - t_1}{a_n}. \]

Combining these estimates leads to
\[ 2h - \|((\tau_x + t_1/a_n) \pm h]\cap [\tau_x \pm h] - \|((\tau_x + t_2/a_n) \pm h]\cap [\tau_x \pm h] \bigg| + \|((\tau_x + t_1/a_n) \pm h]\cap [\tau_x \pm h] \bigg| = \begin{cases} \frac{2t_1}{a_n} & \text{if } 0 \leq t_1 \leq t_2 \\ \frac{2h}{a_n} & \text{if } 0 \leq t_1 \leq t_2 \leq 0 \\ 0 & \text{if } t_1 \leq 0 \leq t_2 \end{cases}. \]
Since \( a_n h^2 = n^{1/3} h^{8/3} \), we conclude that
\[
\lim_{n \to \infty} \text{Cov}_P(g_{n,t_1}, g_{n,t_2}) = \sigma^2 \mathbb{E}[B(t_1)B(t_2)].
\]

The rest is to verify the Lindeberg condition, and to this end it is enough to verify that for any \( t \in \mathbb{R} \) and \( \eta > 0 \),
\[
n^{1/3} h^{8/3} \mathbb{P} G^2_{n,|t|/a_n} I(n^{1/6} h^{4/3} G_{n,|t|/a_n} > \eta \sqrt{n}) \to 0,
\]
where \( G_{n,\delta} \) is given in (16). After a few more calculations, we see that the problem boils down to showing that
\[
a_n \mathbb{E} \left[ \|X\|^2 I(\|U - \tau_x \pm h\| \leq |t|/a_n) I(\|X\| > \eta n^{1/3} h^{-1/3}) \right] \to 0. \tag{20}
\]

However, since \( X \) and \( U \) are independent, the left hand side on (20) is
\[
a_n \mathbb{P}(\|U - \tau_x \pm h\| \leq |t|/a_n) \mathbb{E} \left[ \|X\|^2 I(\|X\| > \eta n^{1/3} h^{-1/3}) \right] = o(1).
\]

Therefore, we have proved the finite dimensional convergence.

To verify the asymptotic equicontinuity (18), consider the function class
\[
\mathcal{G}_{n,\delta} = \{ g_{n,t_1} - g_{n,t_2} : |t_1 - t_2| < \delta, t_1, t_2 \in [-N, N] \}.
\]

We will apply Lemma 1 to the function class \( \mathcal{G}_{n,\delta} \). First, an envelope function for \( \mathcal{G}_{n,\delta} \) is given by \( \bar{G}_n = 2n^{1/6} h^{4/3} G_{n,N/a_n} \). Observe that, using independence between \( U \) and \( X \), we have \( P \bar{G}^2_n = O(1) \) and
\[
\mathbb{E} \left[ \max_{1 \leq i \leq n} \bar{G}^2_n(U_i, X_i) \right] \leq O(n^{1/3} h^{2/3}) \mathbb{E} \left[ \max_{1 \leq i \leq n} \|X_i\|^2 \right] = o(n^{5/6} h^{3/2}) = o(n),
\]
where we have used \( \mathbb{E} \left[ \max_{1 \leq i \leq n} \|X_i\|^2 \right] = o(n^{1/2}) \), which follows from Lemma 2.

Next, from the covering number estimate (17), there exist constants \( A_3 \) and \( V_3 \) independent of \( n \) and \( \delta \) such that
\[
\sup_Q N(\mathcal{G}_{n,\delta}, \| \cdot \|_{Q,2}, \eta \|\bar{G}_n\|_{Q,2}) \leq (A_3/\eta)^{V_3}, \quad 0 < \forall \eta \leq 1.
\]

Finally, it is seen that there exists a constant \( C_3 \) independent of \( n \) such that
\[
P(g_{n,\tau_1} - g_{n,\tau_2})^2 \leq C_3 |\tau_1 - \tau_2|/h^2, \quad \forall \tau_1, \tau_2 \in [\varepsilon, 1 - \varepsilon],
\]
which implies that
\[
P(g_{n,t_1} - g_{n,t_2})^2 \leq C_3 |t_1 - t_2|, \quad \forall t_1, t_2 \in [-N, N]
\]
for sufficiently large \( n \).
Therefore, applying Lemma 1 to the function class \( \tilde{G}_{n,\delta} \), we conclude that there exists a constant \( C_4 \) independent of \( n \) and \( \delta \) such that
\[
E \left[ \sup_{|t_1-t_2|<\delta} \left| G_n(\hat{g}_{n,t_1} - \hat{g}_{n,t_2}) \right| \right] \leq C_4 \sqrt{\delta \log(1/\delta)} + o(1) \log(1/\delta)
\]
for sufficiently small \( \delta \), where the \( o(1) \) term is independent of \( \delta \). This leads to the asymptotic equicontinuity (18) by Markov’s inequality.

Step 5. We derive the limit distribution of \( \hat{\tau}_x \) by applying Theorem 2.7 in [27]. The optimality condition (13) implies that the rescaled estimator \( \hat{\ell} = (nh^2)^{1/3}(\hat{\tau}_x - \tau_x) \) satisfies
\[
\sqrt{n}\mathbb{P}(\hat{\ell}_{n,t}) = \sup_{t \in \mathbb{R}} \sqrt{n}\mathbb{P}(\hat{\ell}_{n,t}) - o_P(1).
\]
In view of the expansion (15), we have
\[
\sqrt{n}P\hat{\ell}_{n,t} = \nu_x t^2 + o(1)
\]
locally uniformly in \( t \in \mathbb{R} \), i.e., uniformly in \( t \in [-N,N] \) for each \( N = 1, 2, \ldots, \).

From the weak convergence result of Step 4, together with the fact that \( B \overset{d}{=} -B \), the non-centered empirical process \( \{\sqrt{n}\mathbb{P}(\hat{\ell}_{n,t}) : t \in \mathbb{R}\} \) converges weakly to the process \( \{\sigma_x B(t) - \nu_x t^2 : t \in \mathbb{R}\} \) in \( \ell^\infty_{\text{loc}}(\mathbb{R}) \), and the limit process concentrates on \( C_{\text{max}}(\mathbb{R}) \) (as defined in [27]) by Lemmas 2.5 and 2.6 in [27]. Further, \( \hat{\ell} = O_P(1) \) by Step 3. Therefore, by Theorem 2.7 in [27], we have
\[
\hat{\ell} = (nh^2)^{1/3}(\hat{\tau}_x - \tau_x) \overset{d}{=} \arg \max_{t \in \mathbb{R}} \{\sigma_x B(t) - \nu_x t^2\}.
\]
The right hand side is equal in distribution to \( (\sigma_x/\nu_x)^{2/3} Z \) by Problem 3.2.5 in [51], where \( Z = \arg \max_{t \in \mathbb{R}} \{B(t) - t^2\} \). This leads to the first result (5) of the theorem.

Finally, observe that
\[
\hat{\ell}(x) - m(x) = \hat{Q}_x(\hat{\tau}_x) - Q_x(\tau_x) = \hat{Q}_x(\hat{\tau}_x) - Q_x(\hat{\tau}_x) + Q_x(\hat{\tau}_x) - Q_x(\tau_x).
\]
By Lemma 3,
\[
|\hat{Q}_x(\hat{\tau}_x) - Q_x(\tau_x)| \leq ||\hat{Q}_x - Q_x||_{1-\epsilon} \leq ||x|| ||\hat{\beta} - \beta||_{1-\epsilon} = O_P(n^{-1/2}).
\]
Applying the delta method, we have
\[
(nh^2)^{1/3}(\hat{m}(x) - m(x)) = (nh^2)^{1/3}(Q_x(\hat{\tau}_x) - Q_x(\tau_x)) + o_P(1) \overset{d}{=} s_x(\tau_x)(\sigma_x/\nu_x)^{2/3} Z.
\]
This completes the proof.
Proof of Lemma 3. The results (11) and \( \| \hat{\beta} - \beta \|_{[\varepsilon/2, 1-\varepsilon/2]} = O_p(n^{-1/2}) \) follow from Theorem 3 in [2]. By the first order condition for the quantile regression problem (2), we have

\[
\left\| \sum_{i=1}^{n} \{ \tau - I(Y_i \leq X_i^T \hat{\beta}(\tau)) \} X_i \right\| \\
\leq \text{Card}\{i \in \{1, \ldots, n\} : Y_i = X_i^T \hat{\beta}(\tau)\} \max_{1 \leq i \leq n} \|X_i\|, \quad \text{and} \quad (21)
\]

\[
\sup_{\tau \in [\varepsilon/2, 1-\varepsilon/2]} \text{Card}\{i \in \{1, \ldots, n\} : Y_i = X_i^T \hat{\beta}(\tau)\} \leq d \quad \text{almost surely.} \quad (22)
\]

The first result (21) follows from a modification to the proof of Lemma 2.1 in [15]; see Lemma 4 ahead. The second result (22) follows from the following observation. Pick any subset \( I \subset \{1, \ldots, n\} \) such that \( \text{Card}(I) \geq d + 1 \). Conditionally on \( X_1^n = \{X_1, \ldots, X_n\} \), consider the set

\[
S_I = \{(X_i^T \beta)_{i \in I} : \beta \in \mathbb{R}^d \} \subset \mathbb{R}^{\text{Card}(I)},
\]

which is a linear subspace of dimension at most \( d \). If there exists \( \tau \in [\varepsilon/2, 1-\varepsilon/2] \) such that \( Y_i = X_i^T \hat{\beta}(\tau) \) for all \( i \in I \), then \( (Y_i)_{i \in I} \in S_I \), so that

\[
P(\text{there exists } \tau \in [\varepsilon/2, 1-\varepsilon/2] \text{ such that } Y_i = X_i^T \hat{\beta}(\tau) \text{ for all } i \in I \mid X_1^n) \\
\leq P((Y_i)_{i \in I} \in S_I \mid X_1^n), \quad (23)
\]

However, since the distribution of \( (Y_i)_{i \in I} \) conditionally on \( X_1^n \) is absolutely continuous, the conditional probability on the right hand side is 0. By Fubini’s theorem, the unconditional probability of the event inside the conditional probability on the left hand side of (23) is 0. Now,

\[
P \left( \sup_{\tau \in [\varepsilon/2, 1-\varepsilon/2]} \text{Card}\{i \in \{1, \ldots, n\} : Y_i = X_i^T \hat{\beta}(\tau)\} \geq d + 1 \right) \\
\leq \sum_{I \subset \{1, \ldots, n\} \atop \text{Card}(I) \geq d + 1} P(\text{there exists } \tau \in [\varepsilon/2, 1-\varepsilon/2] \text{ such that } Y_i = X_i^T \hat{\beta}(\tau) \text{ for all } i \in I) = 0,
\]

which leads to the result (22).

Since \( E[\|X\|^4] < \infty \), we have \( \max_{1 \leq i \leq n} \|X_i\| = o_p(n^{1/4}) \) (cf. Lemma 2), and so

\[
\left\| \frac{1}{n} \sum_{i=1}^{n} \{ \tau - I(Y_i \leq X_i^T \hat{\beta}(\cdot)) \} X_i \right\|_{[\varepsilon/2, 1-\varepsilon/2]} = o_p(n^{-3/4}).
\]
We will expand \( n^{-1} \sum_{i=1}^{n} \{ \tau - I(Y_i \leq X_i^T \hat{\beta}(\tau)) \} X_i \). Observe that
\[
\frac{1}{n} \sum_{i=1}^{n} \{ \tau - I(Y_i \leq X_i^T \hat{\beta}(\tau)) \} X_i
= \frac{1}{n} \sum_{i=1}^{n} \{ \tau - I(Y_i \leq X_i^T \hat{\beta}(\tau)) \} X_i + \mathbb{E}[\{ \tau - I(Y \leq X^T \hat{\beta}) \} X]_{\|\cdot\|=\|\hat{\beta}\|=\|\hat{\beta}(\tau)\|}
+ \frac{1}{n} \sum_{i=1}^{n} \{ I(Y_i \leq X_i^T \hat{\beta}(\tau)) - I(Y_i \leq X_i^T \hat{\beta}(\tau)) \} X_i - \mathbb{E}[\{ \tau - I(Y \leq X^T \hat{\beta}) \} X]_{\|\cdot\|=\|\hat{\beta}\|=\|\hat{\beta}(\tau)\|}
\]

The Taylor expansion yields that
\[
\mathbb{E}[\{ \tau - I(Y \leq X^T \hat{\beta}) \} X]_{\|\cdot\|=\|\hat{\beta}\|=\|\hat{\beta}(\tau)\|} = -J(\tau)(\hat{\beta}(\tau) - \beta(\tau)) + O_p(n^{-1})
\]

uniformly in \( \tau \in [\epsilon/2, 1 - \epsilon/2] \). It remains to show that
\[
\left\| \frac{1}{n} \sum_{i=1}^{n} \{ I(Y_i \leq X_i^T \hat{\beta}(\tau)) - I(Y_i \leq X_i^T \hat{\beta}(\tau)) \} X_i
- \mathbb{E}[\{ \tau - I(Y \leq X^T \hat{\beta}) \} X]_{\|\cdot\|=\|\hat{\beta}\|=\|\hat{\beta}(\tau)\|} \right\|_{\|\cdot\|=\|\hat{\beta}\|=\|\hat{\beta}(\tau)\|}^{\epsilon/2,1-\epsilon/2} = o_p(n^{-3/4} \log n). \tag{24}
\]

Since \( \|\hat{\beta} - \beta\|_{\epsilon/2,1-\epsilon/2} = O(n^{-1/2}) \), for any \( M_n \to \infty \) sufficiently slowly, \( \mathbb{P}(\|\hat{\beta} - \beta\|_{\epsilon/2,1-\epsilon/2} \leq M_n n^{-1/2}) \to 1 \). Consider the function class
\[
\mathcal{F}_n = \left\{ (y, x) \mapsto \{ I(y \leq x^T \beta) - I(y \leq x^T (\beta + \delta)) \} \alpha^T x : \beta \in \mathbb{R}^d, \|\delta\| \leq M_n n^{-1/2}, \alpha \in \mathbb{S}^{d-1} \right\},
\]

where \( \mathbb{S}^{d-1} = \{ x \in \mathbb{R}^d : \|x\| = 1 \} \). Then the left side on (24) is bounded by
\[
\left\| \frac{1}{n} \sum_{i=1}^{n} f(Y_i, X_i) - \mathbb{E}[f(Y, X)] \right\|_{\mathcal{F}_n} \tag{25}
\]

with probability approaching one. Since the function class \( \{ (y, x) \mapsto I(y \leq x^T \beta) \alpha^T x : \beta \in \mathbb{R}^d, \alpha \in \mathbb{S}^{d-1} \} \) (that is independent of \( n \)) is a VC subgraph class with envelope \( F(y, x) = \|x\| \), there exist constants \( A \) and \( V \) independent of \( n \) such that
\[
\sup_{\mathcal{F}_n} N(\mathcal{F}_n, \|\cdot\|_{Q,2}, \eta \|F\|_{Q,2}) \leq (A/\eta)^V, \quad 0 < \eta \leq 1.
\]

See Section 2.6 in [51]. Simple calculations show that
\[
\sup_{f \in \mathcal{F}_n} \mathbb{E}[f^2(Y, X)] = O(M_n n^{-1/2}) \quad \text{and}
\]
\[
\mathbb{E} \left[ \max_{1 \leq i \leq n} F^2(Y_i, X_i) \right] = \mathbb{E} \left[ \max_{1 \leq i \leq n} \|X_i\|^2 \right] = o(n^{1/2})
\]
by Lemma 2. Therefore, applying Lemma 1 to the function class \( \mathcal{F}_n \) shows that the expectation of the term (25) is bounded by
\[
O(n^{-3/4} \sqrt{M_n \log n}) + o(n^{-3/4} \log n).
\]
Choosing \( M_n \to \infty \) sufficiently slowly, we obtain the desired result.

\( \Box \)

**Lemma 4.** Let \((y_1, x_1), \ldots, (y_n, x_n) \in \mathbb{R} \times \mathbb{R}^d\) be pairs of outcome variables and regressors. Consider to solve the quantile regression problem:

\[
\min_{\beta \in \mathbb{R}^d} \sum_{i=1}^n \rho_{\tau}(y_i - x_i^T \beta), 
\tag{26}
\]

where \( \tau \in (0, 1) \) is fixed. Let \( \beta^* \) be an optimal solution to (26) and let \( I^* = \{ i \in \{1, \ldots, n \} : y_i = x_i^T \beta^* \} \). Then there exist \( a_i \in [-1, 0] \) for \( i \in I^* \) such that

\[
\sum_{i=1}^n (\tau - I(y_i \leq x_i^T \beta^*)) \cdot x_i = \sum_{i \in I^*} a_i x_i.
\]

Hence we have \( \| \sum_{i=1}^n (\tau - I(y_i \leq x_i^T \beta^*)) x_i \| \leq \text{Card}(I^*) \max_{1 \leq i \leq n} \| x_i \| \).

**Proof.** Let \( y = (y_1, \ldots, y_n)^T \) and \( X = [x_1, \ldots, x_n]^T \). The optimization problem (26) reduces to the following linear programming problem:

\[
\min_{u, v \in \mathbb{R}^n, \beta \in \mathbb{R}^d} \tau 1_n^T u + (1 - \tau) 1_n^T v \\
\text{s.t. } u - v = y - X\beta, \; u \geq 0_n, \; v \geq 0_n,
\tag{27}
\]

where \( 1_n = (1, \ldots, 1)^T \in \mathbb{R}^n \) and \( 0_n = (0, \ldots, 0)^T \in \mathbb{R}^n \). The inequalities \( u \geq 0_n \) and \( v \geq 0_n \) are interpreted coordinatewise. Let \( u^*_i = \max \{ y_i - x_i^T \beta^*, 0 \} \) and \( v^*_i = \max \{ -y_i + x_i^T \beta^*, 0 \} \). Then \( u^* - v^* = y - X\beta^* \) and \((u^*, v^*, \beta^*)\) is an optimal solution to the problem (27). Defining

\[
\begin{align*}
    f(u, v, \beta) &= \tau 1_n^T u + (1 - \tau) 1_n^T v, \\
    g_i(u, v, \beta) &= (g_1(u, v, \beta), \ldots, g_{2n}(u, v, \beta))^T = (-u^T, -v^T)^T, \\
    h_i(u, v, \beta) &= (h_1(u, v, \beta), \ldots, h_n(u, v, \beta))^T = u - v - y + X\beta,
\end{align*}
\]

the problem (27) can be written as

\[
\min_{u, v, \beta \in \mathbb{R}^n, \beta \in \mathbb{R}^d} f(u, v, \beta) \\
\text{s.t. } g(u, v, \beta) \leq 0_{2n}, \; h(u, v, \beta) = 0_n.
\]

Let \( e_i \in \mathbb{R}^n \) denote the vector of which only the \( i \)-th element is 1 and the other elements are all zero. Then the gradient vectors of \( f(u, v, \beta) \), \( g_i(u, v, \beta) \), \( g_{n+i}(u, v, \beta) \), and \( h_i(u, v, \beta) \) are given by

\[
\nabla f(u, v, \beta) = \begin{pmatrix} \tau 1_n \\ (1 - \tau) 1_n \\ 0_d \end{pmatrix}, \quad \nabla g_i(u, v, \beta) = \begin{pmatrix} -e_i \\ 0_n \\ 0_d \end{pmatrix}.
\]
\[ \nabla g_n(u, v, \beta) = \begin{pmatrix} 0 \\ -e_i \\ 0_d \end{pmatrix}, \quad \nabla h_i(u, v, \beta) = \begin{pmatrix} e_i \\ -e_i \\ x_i \end{pmatrix}, \quad i = 1, \ldots, n. \]

Since all the constraints are linear, by the Karush-Kuhn-Tucker theorem (cf. [4], Proposition 3.3.7), there exist \( \mu_1, \ldots, \mu_{2n} \geq 0 \) and \( \lambda_1, \ldots, \lambda_n \in \mathbb{R} \) such that

\[
\begin{pmatrix} \tau 1_n \\ (1 - \tau) 1_n \end{pmatrix} + \sum_{i=1}^{n} \mu_i \begin{pmatrix} -e_i \\ 0_n \end{pmatrix} + \sum_{i=1}^{n} \mu_{n+i} \begin{pmatrix} 0_n \\ -e_i \end{pmatrix} + \sum_{i=1}^{n} \lambda_i \begin{pmatrix} e_i \\ -e_i \end{pmatrix} = 0_{2n+d}, \tag{28}
\]

\[
\mu_i u_i^* = 0, \quad \text{and} \quad \mu_{n+i} v_i^* = 0, \quad i = 1, \ldots, n. \tag{29}
\]

Recall that \( I^* = \{ i \in \{1, \ldots, n\} : y_i = x_i^T \beta^* \} \). Let \( I^+_v = \{ i \in \{1, \ldots, n\} : y_i > x_i^T \beta^* \} \) and \( I^-_v = \{ i \in \{1, \ldots, n\} : y_i < x_i^T \beta^* \} \). Observe that from the complementary slack condition (29),

\[
i \in I^+_v \Rightarrow u_i^* > 0 \Rightarrow \mu_i = 0 \Rightarrow \lambda_i = -\tau \quad \text{and} \quad \sum_{i=1}^{n} \lambda_i x_i = 0, \quad i = 1, \ldots, n.
\]

The last \( d \) equations in (28) imply that \( \sum_{i=1}^{n} \lambda_i x_i = 0 \), which can be rearranged as \( \tau \sum_{i \in I^+_v} x_i + (\tau - 1) \sum_{i \in I^-_v} x_i = \sum_{i \in I^*} \lambda_i x_i \). The left hand side is

\[
\sum_{i \in I^+_v \cup I^-_v} \{ \tau - I(y_i \leq x_i^T \beta^*) \} x_i = \sum_{i=1}^{n} \{ \tau - I(y_i \leq x_i^T \beta^*) \} x_i + (1 - \tau) \sum_{i \in I^*} x_i,
\]

so that

\[
\sum_{i=1}^{n} \{ \tau - I(y_i \leq x_i^T \beta^*) \} x_i = \sum_{i \in I^*} \underbrace{(\lambda_i - 1 + \tau)}_{a_i} x_i.
\]

For \( i \in I^* \), we have by the first \( 2n \) equations of (28),

\[
\tau - \mu_i + \lambda_i = 0 \Rightarrow \lambda_i \geq -\tau \quad \text{and} \quad 1 - \tau - \mu_{n+i} - \lambda_i = 0 \Rightarrow \lambda_i \leq 1 - \tau,
\]

so that \( \lambda_i \in [-\tau, 1 - \tau] \) for \( i \in I^* \), i.e., \( a_i \in [-1, 0] \) for \( i \in I^* \). This completes the proof. \( \square \)

### A.3. Proof of Corollary 1

The second result follows from the delta method (see the proof of Theorem 1), so we focus on proving the first result. We will follow the notation used in the proof of Theorem 1, but to make the dependence on \( x \) explicit, let us write

\[ g_{n,x}(U, X) = s_{x,n}(\tau) + x^T J(\tau)^{-1} X \{ 1 - K_h(U - \tau) \}, \]

\[ \tilde{g}_{n,x,t} = \begin{cases} n^{1/6} H^{1/3} (g_{n,x,r_x+t/a_{n,x} - g_{n,x,r_x}) & \text{if } t/a_{n,x} \in [\varepsilon, 1 - \varepsilon] \\ 0 & \text{otherwise} \end{cases}, \]

where

\[ H = \int_{x}^{y} \int_{y}^{a_n} \frac{1}{\sqrt{x-y}} dx \]
and φ_{n,x,t}(U, X) = n^{1/6} h^{4/3} x^T J(\tau_x)^{-1} X \{ K_h(U - \tau_x) - K_h(U - \tau_x - t/a_n) \}.

Recall that a_n = (nh^2)^{1/3}.

We begin with observing that for \( \hat{\tau}_j = (nh^2)^{1/3}(\hat{\tau}_{x,j} - \tau_x) \), \( j = 1, \ldots, L \),

\[
\sqrt{n}P_n \left( \sum_{j=1}^{L} \hat{g}_{n,x^j,t} \right) \approx \sup_{(t_1, \ldots, t_L) \in \mathbb{R}^L} \sqrt{n}P_n \left( \sum_{j=1}^{L} \hat{g}_{n,x^j,t_j} \right) - o_P(1), \text{ and }
\]

\[
\sqrt{n}P \left( \sum_{j=1}^{L} \hat{g}_{n,x^j,t_j} \right) = \sum_{j=1}^{L} v_{x^j} t_j^2 + o(1) \text{ locally uniformly in } (t_1, \ldots, t_L)^T \in \mathbb{R}^L.
\]

In addition, from Theorem 1, we know that \( \hat{\tau}_j = O_P(1) \) for each \( j = 1, \ldots, L \).

Hence, in view of Theorem 2.7 in [27], we only have to verify the following.

Let \( \ell^2_{loc}(\mathbb{R}^L) \) denote the space of all locally bounded functions on \( \mathbb{R}^L \) equipped with the metric \( d(f, g) = \sum_{N=1}^{\infty} 2^{-N}(1 \wedge \|f - g\|_{[0,N]^L}) \). Recall that \( \mathbb{G}_n g = \sqrt{n}(\mathbb{P}_n g - P g) \).

(i) There exists a continuous version of \( \mathbb{B}_k \) for each \( k = 1, \ldots, M \), and the stochastic process \( \{ \mathbb{G}_n (\sum_{j=1}^{L} \hat{g}_{n,x^j,t}) : (t_1, \ldots, t_L) \in \mathbb{R}^L \} \) converges weakly to the process \( \{ \sum_{k=1}^{M} \mathbb{B}_k ((t_j)_{j \in S_k}) : (t_1, \ldots, t_L) \in \mathbb{R}^L \} \) in \( \ell^2_{loc}(\mathbb{R}^L) \),

where \( \mathbb{B}_1, \ldots, \mathbb{B}_M \) are independent.

(ii) For each \( k = 1, \ldots, M \), the process \( (t_j)_{j \in S_k} \mapsto \mathbb{B}_k ((t_j)_{j \in S_k}) - \sum_{j \in S_k} v_{x^j} t_j^2 \)

admits a unique maximizer almost surely.

The latter (ii) follows from Lemmas 2.5 and 2.6 in [27], so we focus on verifying the weak convergence (i). By Section 1.6 in [51], this boils down to verifying the finite dimensional convergence together with the asymptotic equicontinuity on each \( [-N, N]^L \), i.e., for any \( \eta > 0 \),

\[
\lim_{\delta \to 0} \lim_{n \to \infty} \sup_{||t_j - t'_j|\;| < \delta} \left| \mathbb{G}_n \left( \sum_{j=1}^{L} (\hat{g}_{n,x^j,t_j} - \hat{g}_{n,x^j,t'_j}) \right) \right| > \eta = 0.
\]

As we will see, the finite dimensional convergence and the asymptotic equicontinuity automatically imply the existence of a continuous version of \( \mathbb{B}_k \) for each \( k = 1, \ldots, M \).

The asymptotic equicontinuity (30) follows from the fact that \( |\mathbb{G}_n (\sum_{j=1}^{L} (\hat{g}_{n,x^j,t_j} - \hat{g}_{n,x^j,t'_j}))| \leq \sum_{j=1}^{L} |\mathbb{G}_n \left( \hat{g}_{n,x^j,t_j} - \hat{g}_{n,x^j,t'_j} \right)| \) and what we have proved in Step 4 in the proof of Theorem 1. It remains to prove the finite dimensional convergence. Direct calculations show that

\[
\text{Cov}_P \left( \sum_{i=1}^{L} \hat{g}_{n,x^i,t_i}, \sum_{j=1}^{L} \hat{g}_{n,x^j,t'_j} \right) = \sum_{i,j=1}^{L} P(\phi_{n,x^i,t_i} \phi_{n,x^j,t'_j}) + o(1)
\]
for any \((t_1, \ldots, t_L)^T, (t'_1, \ldots, t'_L)^T \in \mathbb{R}^L\). Consider first the case where \(\tau_{x_i} = \tau_{x_j} = \tau_k\) for some \(k = 1, \ldots, M\). Then, from the calculation done in Step 4 in the proof of Theorem 1, we see that

\[
\lim_{n \to \infty} P(\varphi_{n,x^i,t_i} \varphi_{n,x^j,t'_j}) = \frac{1}{2}(x^i)^T J(\tau_k)^{-1} E[X X^T] J(\tau_k)^{-1} x^j E[B(t_i)B(t'_j)].
\]

Next, consider the case where \(\tau_{x_i} \neq \tau_{x_j}\). Then, the intervals \([\tau_{x_i} \pm h]\) and \([\tau_{x_j} + t_i/a_n] \pm h]\) have empty intersections with \([\tau_{x_j} \pm h]\) and \([(\tau_{x_i} + t_i/a_n) \pm h]\) for sufficiently large \(n\), so that

\[
\lim_{n \to \infty} P(\varphi_{n,x^i,t_i} \varphi_{n,x^j,t'_j}) = 0.
\]

Conclude that

\[
\lim_{n \to \infty} \text{Cov}_P \left( \sum_{i=1}^{L} \sum_{j=1}^{L} \hat{g}_{n,x^i,t_i} \hat{g}_{n,x^j,t'_j} \right) = \frac{1}{2} \sum_{k=1}^{M} \sum_{i,j \in S_k} (x^i)^T J(\tau_k)^{-1} E[X X^T] J(\tau_k)^{-1} x^j E[B(t_i)B(t'_j)].
\]

The Lindeberg condition can be verified in a similar way to Step 4 in the proof of Theorem 1, so we have proved the finite dimensional convergence.

Now, for each \(k = 1, \ldots, M\), since \(G_n(\sum_{j=1}^{L} \hat{g}_{n,x^j,t_j} | t_j = 0, j \notin S_k = G_n(\sum_{j \in S_k} \hat{g}_{n,x^j,t_j})\), we see that the process \((t_j)_{j \in S_k} \to G_n(\sum_{j \in S_k} \hat{g}_{n,x^j,t_j})\) is asymptotically equicontinuous (with respect to the Euclidean metric) on \([-N,N]^{|S_k}|\) for each \(N = 1, 2, \ldots\) and the finite dimensional distributions converge weakly to those of \(\mathbb{B}_k\). By the final paragraph in Section 1.6 of [51], the limit process (in \(\ell_{\infty}(\mathbb{R}^{|S_k}|)\)) is a version of \(\mathbb{B}_k\) with continuous paths.

We have already seen that the process \(\{G_n(\sum_{j=1}^{L} \hat{g}_{n,x^j,t_j}) \cdot (t_1, \ldots, t_L)^T \in \mathbb{R}^L|\) is weakly convergent in \(\ell_{\infty}(\mathbb{R}^{|S_k}|)\). The rest is to verify that the limit process is \(\{\sum_{k=1}^{M} \mathbb{B}_k((t_j)_{j \in S_k}) : (t_1, \ldots, t_L)^T \in \mathbb{R}^L\} \) where \(\mathbb{B}_1, \ldots, \mathbb{B}_M\) are independent, which however follows from the fact that the right hand side on (31) is identical to \(\text{Cov}(\sum_{k=1}^{M} \mathbb{B}_k((t_j)_{j \in S_k}) : \sum_{k=1}^{M} \mathbb{B}_k((t'_j)_{j \in S_k}))\). This completes the proof. 

A.4. Proof of Proposition 1

The consistency of \(\hat{s}_x(\hat{\tau}_x)\) follows from the uniform consistency of \(\hat{s}_x(\tau)\) on \([\varepsilon, 1 - \varepsilon]\), i.e., \(\|\hat{s}_x - s_x\|_{[\varepsilon, 1 - \varepsilon]} \to 0\), which is established in Steps 1 and 2 in the proof of Theorem 1, together with the consistency of \(\hat{\tau}_x\). Next, \(\hat{\Sigma}\) is trivially consistent, and \(\hat{J}(\tau)\) is uniformly consistent on \([\varepsilon, 1 - \varepsilon]\) by Section A.4 in [2]. Together with the consistency of \(\hat{\tau}_x\) and continuity of the map \(\tau \mapsto J(\tau)\), we obtain the consistency of \(\hat{\sigma}_x^2\). Finally, observe that \(\Delta_h^1 \hat{Q}_x(\tau) = \Delta_h^1 \hat{s}_x(\tau)\) and \(\hat{s}_x(\tau) = \Delta_h^1 \hat{Q}_x(\tau) + O_P((nh)^{-1/2}\sqrt{\log n})\) uniformly in \(\tau \in [2\varepsilon/3, 1-2\varepsilon/3]\) by (14), so that \(\Delta_h^1 \hat{Q}_x(\tau) = \Delta_h^1 \hat{Q}_x(\tau) + O_P((nh)^{-1/2}\sqrt{\log n})\) uniformly in \(\tau \in [\varepsilon, 1 - \varepsilon]\).
The consistency of \( \hat{\tau}_x \) then follows from the condition that \( nh^3/\log n \to \infty \), continuity of the third derivative of \( Q_x(\tau) \) at \( \tau = \tau_x \), and the consistency of \( \hat{\tau}_x \). This completes the proof.

Appendix B: Convergence of maximum of Chernoff random variables

In this appendix, we consider weak convergence of the maximum of independent Chernoff random variables. Let \( Z_1, \ldots, Z_n \) be independent Chernoff random variables, and let \( Z_{(n)} = \max_{1 \leq i \leq n} Z_i \) and \( |Z|_{(n)} = \max_{1 \leq i \leq n} |Z_i| \). Chernoff’s distribution is known to be absolutely continuous, and denote its density by \( f_Z \).

An explicit form of \( f_Z \) is unknown, but by Corollary 3.4 of [19], the tail behavior of \( f_Z \) is given by

\[
f_Z(z) \sim 2\lambda |z| e^{-\frac{2}{3}|z|^3 - \kappa |z|}, \quad |z| \to \infty,
\]

where \( \lambda \) and \( \kappa \) are positive constants whose explicit values can be found in [19]. The precise meaning of (32) is that the ratio of the left and right hand sides approaches one as \( |z| \to \infty \). This implies that

\[
1 - F_Z(z) \sim \frac{\lambda}{z} e^{-\frac{2}{3}z^3 - \kappa z}, \quad z \to \infty.
\]

Cf. Lemma 2.1 in [22]. The following lemma shows that both \( Z_{(n)} \) and \( |Z|_{(n)} \) converge in distribution to the Gumbel distribution as \( n \to \infty \) after normalization. This lemma gives a supporting result for Remark 8, but is of independent interest. Recall that the (standard) Gumbel distribution is a distribution on \( \mathbb{R} \) with distribution function \( \Lambda(z) = e^{-e^{-z}} \).

Lemma 5. Let

\[
a_n = 3 \left( \frac{2}{3} \right)^{1/3} (\log n)^{2/3},
\]

\[
b_n = \left( \frac{3}{2} \log n \right)^{1/3} - \frac{1}{a_n} \left[ \kappa \left( \frac{3}{2} \log n \right)^{1/3} + \frac{1}{3} \log \log n + \frac{1}{3} \log \frac{3}{2} - \log \lambda \right],
\]

and define \( b'_n \) by replacing \( \lambda \) by \( 2\lambda \) in the definition of \( b_n \). Then we have for any \( z \in \mathbb{R} \),

\[
\lim_{n \to \infty} \mathbb{P}(a_n (Z_{(n)} - b_n) \leq z) = e^{-e^{-z}} \quad \text{and} \quad \lim_{n \to \infty} \mathbb{P}(a_n (|Z|_{(n)} - b'_n) \leq z) = e^{-e^{-z}}.
\]

We note that [22] already point out that Chernoff’s distribution is in the domain of attraction of the Gumbel distribution (see [22] p.219), but they do not derive explicit norming constants.

The proof follows from the tail behavior of the Chernoff survival function (33) combined with the following lemma.
Lemma 6. Let $X_1, X_2, \ldots \sim F$ i.i.d. for some distribution function $F$, and let $X_{(n)} = \max_{1 \leq i \leq n} X_i$. For a given constant $\tau \geq 0$ and a given sequence $u_n$, we have

$$n(1-F(u_n)) \to \tau \iff \mathbb{P}(X_{(n)} \leq u_n) \to e^{-\tau}.$$  

Proof of Lemma 6. See [33] Theorem 1.5.1.

Proof of Lemma 5. We first consider $Z_{(n)}$. Fix any $z \in \mathbb{R}$ and define $u_n$ by $n(1-F_Z(u_n)) = e^{-z}$. Then by the preceding lemma we have $\lim_{n \to \infty} \mathbb{P}(Z_{(n)} \leq u_n) = e^{-e^{-z}}$. We will find an explicit value of $u_n$. By (33), $u_n$ satisfies

$$\frac{n\lambda}{u_n} e^{-z - \frac{2}{3} u_n^3 - \kappa u_n} \to 1.$$  

Taking logarithms of both sides, we have

$$\log n + \log \lambda + z - \frac{2}{3} u_n^3 - \kappa u_n - \log u_n = o(1). \hspace{1cm} (34)$$  

Among the last three terms on the left hand side of (34), $\frac{2}{3} u_n^3$ is the dominant term, so that

$$\frac{2}{3} u_n^3 \log n \to 1. \hspace{1cm} (35)$$  

Taking logarithms of both sides, we also have

$$\log u_n = \frac{1}{3} \left( \log \log n + \log \frac{3}{2} \right) + o(1).$$  

Plugging this into (34), we have

$$\frac{2}{3} u_n^3 = \log n + z - \kappa u_n - \frac{1}{3} \log \log n - \frac{1}{3} \log \frac{3}{2} + \log \lambda + o(1).$$

In addition, (35) also implies that

$$u_n = \left( \frac{3}{2} \log n \right)^{1/3} + \delta_n \text{ with } \delta_n = o((\log n)^{1/3}).$$

Plugging this into the preceding equation, using the identity $(a + b)^3 = a^3 + 3a^2b + 3ab^2 + b^3$, and comparing the orders, we see that $\delta_n = o(1)$. Conclude that

$$u_n^3 = \left( \frac{3}{2} \log n \right) \left[ 1 + z - \kappa \left( \frac{3}{2} \log n \right)^{1/3} - \frac{1}{3} \log \log n - \frac{1}{3} \log \frac{3}{2} + \log \lambda \right]$$

$$+ o((\log n)^{-1}) \] \] .
Using \((1 + x)^{1/3} = 1 + x/3 + O(x^2)\) as \(x \to 0\), we have

\[
u_n = \left(\frac{3}{2} \log n \right)^{1/3} \left[ 1 + \frac{z - \kappa \left(\frac{3}{2} \log n \right)^{1/3} - \frac{1}{3} \log \log n - \frac{1}{3} \log \frac{3}{2} + \log \lambda}{3 \log n} \right] + o((\log n)^{-1})
\]

\[
= a_n^{-1}z + b_n + o(a_n^{-1}).
\]

Therefore, we have \(P(Z_{(n)} \leq u_n) = P(a_n(Z_{(n)} - b_n) \leq z + o(1))\), which leads to the desired result for \(Z_{(n)}\).

The proof for \(|Z|_{(n)}\) is completely analogous, since by the symmetry of Chernoff’s distribution, the distribution function \(G_Z\) of \(|Z|\) is \(G_Z(z) = 2F_Z(z) - 1\), so that \(1 - G_Z(z) = 2(1 - F_Z(z))\).

\[\square\]
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