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Abstract. We tackle a new task of few-shot object counting and detection. Given a few exemplar bounding boxes of a target object class, we seek to count and detect all objects of the target class. This task shares the same supervision as the few-shot object counting but additionally outputs the object bounding boxes along with the total object count. To address this challenging problem, we introduce a novel two-stage training strategy and a novel uncertainty-aware few-shot object detector: Counting-DETR. The former is aimed at generating pseudo ground-truth bounding boxes to train the latter. The latter leverages the pseudo ground-truth provided by the former but takes the necessary steps to account for the imperfection of pseudo ground-truth. To validate the performance of our method on the new task, we introduce two new datasets named FSCD-147 and FSCD-LVIS. Both datasets contain images with complex scenes, multiple object classes per image, and a huge variation in object shapes, sizes, and appearance. Our proposed approach outperforms very strong baselines adapted from few-shot object counting and few-shot object detection with a large margin in both counting and detection metrics. The code and models are available at https://github.com/VinAIResearch/Counting-DETR.
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1 Introduction

This paper addresses a new task of Few-Shot object Counting and Detection (FSCD) in crowded scenes. Given an image containing many objects of multiple classes, we seek to count and detect all objects of a target class of interest specified by a few exemplar bounding boxes in the image. To facilitate few-shot learning, in training, we are only given the supervision of few-shot object counting, i.e., dot annotations for the approximate centers of all objects and a few exemplar bounding boxes for object instances from the target class. It is worth noting that the test classes may or may not be present in training classes. The problem setting is depicted in Fig. 1.

FSCD is different from Few-Shot Object Counting (FSC) and Few-Shot Object Detection (FSOD). Compared to FSC, FSCD has several advantages: (1) obtaining object bounding boxes “for free”, which is suitable for quickly annotating bounding boxes for a new object class with a few exemplar bounding boxes;

* Equal contribution
Fig. 1. We address the task of few-shot counting and detection in a novel setting: (a) in training, each training image contains dot annotations for all objects and a few exemplar boxes. (b) In testing, given an image with a few exemplar boxes defining a target class, our goal is to count and detect all objects of that target class in the image.

(2) making the result of FSC more interpretable since bounding boxes are easier to verify than the density map. Compared to FSOD which requires bounding box annotation for all objects in the training phase of the base classes, FSCD uses significantly less supervision, i.e., only a few exemplar bounding boxes and dot annotations for all objects. This is helpful in crowded scenes where annotating accurate bounding boxes for all objects is ambiguously harder and significantly more expensive than the approximate dot annotation.

Consequently, FSCD is more challenging than both FSC and FSOD. FSCD needs to detect and count all the objects as for FSOD, but it is only trained with the supervision of FSC. This invalidates most of available approaches used in these problems without significant changes in network architecture or loss function. Specifically, it is not trivial to extend the density map produced by FSC approaches to predict the object bounding boxes; and it is hard to train a few-shot object detector with few exemplar bounding boxes of the base classes.

A naive approach for FSCD is to extend FamNet [32], a density-map-based approach for FSC, whose counting number is obtained by summing over the predicted density map. To extend FamNet to detect objects, one can use a regression function on top of the features extracted from the peak locations (whose density values are highest in their respective local neighborhoods), the features extracted from the exemplars, and the exemplar boxes themselves. The process of this naive approach is illustrated in Fig. 2a. However, this approach has two limitations due to: 1) the imperfection of the predicted density map, and 2) the non-discriminative peak features. In the former, the density value is high in the environment locations whose color is similar to those of the exemplars, or the density map is peak-indistinguishable when the objects are packed in a dense region as depicted in Fig. 2b. In the latter, the extracted features are trained with counting objective (not object detection) so that they cannot represent for different shapes, sizes, and orientations, as illustrated in Fig. 2c.

To address the aforementioned limitations, we propose a new point-based approach, named Counting-DETR, treating objects as points. In particular, counting and detecting objects is equivalent to counting and detecting points, and the object bounding box is predicted directly from point features. Counting-DETR is based on an object detector, Anchor DETR [43], with improvements to better address FSCD. First, inspired by [5] we adopt a two-stage training strategy: (1) Counting-DETR is trained to generate pseudo ground-truth (GT) bounding
Fig. 2. Limitations of a naive approach for FSCD by extending FamNet [32] with a regression function for object detection. (a) Processing pipeline of this approach: a regressor takes as input exemplar boxes with their features, and features at peak density locations to predict bounding boxes for the peak locations. (b) Limitation 1: poor quality of the density map predicted by FamNet when the exemplars share similar appearance with background or densely packed region. The first row presents the input images with a few exemplars each, the second row presents the corresponding density map predicted by FamNet. (c) Limitation 2: Non-discriminative peak features cannot represent objects with significant differences in shape and size. The green boxes are predicted from the features extracted at the annotated dots.

In short, the contributions of our paper are: (1) we introduce a new problem of few-shot object counting and detection (FSCD); (2) Counting-DETR is further fine-tuned on the generated pseudo GT bounding boxes to detect objects on test images. **Second**, since the generated pseudo GT bounding boxes are imperfect, we propose to estimate the uncertainty for bounding box prediction in the second stage. The estimated uncertainty regularizes learning such that lower box regression loss is incurred on the predictions with high uncertainty. The overview of Counting-DETR is illustrated in Fig. 3.

In this section, we review some related work on object counting and detection. **Visual counting** focuses on some predefined classes such as car [27,15], cell [2,46], and human [29,16,21,8,41,37,17,51,49,31,33,1]. The methods can be grouped into two types: density-map-based and detection-based. The former, e.g., [40,24], predicts and sums over density map from input image to get the final results. The latter (e.g., [15,11]) counts the number of objects based on the detected boxes. The latter is better at justifying the counting number, however, it requires the
Fig. 3. The overview of our two-step training approach: (1) Counting-DETR is first trained on a few pairs of dot and bounding boxes and then used to predict pseudo GT boxes for the annotated dots; (2) Counting-DETR is trained to predict the object bounding boxes, with the prediction target being the pseudo GT boxes from the first stage. Specifically, the input image is first forwarded through a CNN+FPN backbone to extract its feature map. The exemplar features are extracted from their boxes to integrate with the feature map producing the exemplars-integrated feature map. This feature map is then taken as input to the encoder-decoder transformer along with either the annotated dots in the first stage or the anchor points in the second stage for foreground/background classification and bounding box regression. In the second stage, the estimated uncertainty is used to regularize the training with a new uncertainty loss to account for the imperfection of the pseudo GT bounding boxes.

GT bounding boxes for training and its performance is exceeded by that of the former, especially for images of crowded scenes.

**Few-shot counting (FSC)** counts the number of objects in an image with some exemplar bounding boxes of a new object class. Since the number of exemplar boxes is so small that an object detector cannot be reliably learned, prior methods on FSC are all based on density-map regression. GMN [26] formulates object counting as object matching in video tracking such that a class agnostic counting module can be pretrained on a large-scale video object tracking dataset (ImageNet VID [36]). FamNet [32] correlates the features extracted from a few exemplars with the feature map to obtain the density map for object counting. VCN [30] improves upon [32] by augmenting the input image with different styles to make the counting more robust. LaoNet [22] combines self-attention and cross attention in the transformer to aggregate features from the exemplar to the image to facilitate density map prediction. ICFR [48] proposes an iterative framework to progressively refine the exemplar-related features, thus producing a better density map than a single correlation in [32]. However, these approaches do not output object bounding boxes. An extension for object detection from these approaches is depicted in Fig. 2a, but it has several limitations as illustrated Fig. 2b and Fig. 2c. Whereas, our approach Counting-DETR effectively predicts object bounding boxes along with the object count with only the supervision of FSC.
Object detection methods include anchor-based approaches such as Faster-RCNN [34] and Retina Net [23], point-based approaches such as like FCOS [38] and Center-Net [52], and transformer-based approaches such as DETR [3], Point DETR [5] and Anchor DETR [43]. DETR is the first approach to apply transformer architecture [39] to object detection. Anchor DETR improves the convergence rate and performance of DETR by learnable anchor points representing the initial prediction of the objects in the image. However, these methods require thousands of bounding box annotations on some predefined classes for training and cannot generalize well on a new class in testing with a few box exemplars as in our few-shot setting. Point DETR [5] alleviates this requirement using two separate detectors: teacher (i.e., Point-DETR) and student (i.e., FCOS). The former learns from a small set of fully annotated boxes to generate pseudo-GT bounding boxes of a large amount of point-annotated images. Then the latter is trained with these pseudo-GT boxes to predict the bounding boxes of the test images. This approach is complicated and does not take into account the imperfect pseudo-GT bounding boxes. In contrast, our Counting-DETR is a unified single network with the uncertainty-aware bounding prediction.

Few-shot object detection (FSOD) approaches are mostly based on Faster-RCNN [34] and can be divided into two subgroups based on episodic training [19,47,50,45,6] and fine-tuning [4,42,44,7]. The former leverages episodic training technique to mimic the evaluation setting in the training whereas the latter fine-tunes some layers while keeping the rest unchanged to preserve the knowledge learned from the training classes. However, all FSOD approaches require box annotations for all objects of the base classes in training. It is not the case in our setting where only a few exemplar bounding boxes are given in training. To address this problem, we propose a two-stage training strategy wherein the first stage, the pseudo GT bounding boxes for all objects are generated from the given exemplar boxes and the dot annotations.

Object detection with uncertainty accounts for the uncertainty in the input image due to blurring or indistinguishable boundaries between objects and the background. Prior work [14,20] assumes the object bounding boxes are characterized by a Gaussian distribution whose mean and standard deviation are predicted by a network trained with an uncertainty loss function derived from maximum the likelihood between the predicted distribution and the GT boxes. [10,9] apply the uncertainty loss for 3D object detection. Our uncertainty loss shares some similarities with prior work, however, we use the uncertainty loss to account for the imperfection of the pseudo GT bounding boxes (not the input image) such that the Laplace distribution works significantly better than the prior Gaussian distribution as shown in experiments.

3 Proposed Approach

Problem definition: In training, we are given a set of images containing multiple object categories. For each image \( I \), a few exemplar bounding boxes \( B_k \),
where \( K \) is the number of exemplars, and the dot annotations for all object instances of a target class are annotated. This kind of supervision is the same as in few-shot object counting. In testing, given a query image with bounding boxes for a few exemplar objects in the target class, our goal is to detect and count all instances of the target class in the query image.

To address this problem, we propose a novel uncertainty-aware point-based few-shot object detector, named Counting-DETR trained with a novel two-stage training strategy to first generate pseudo GT bounding boxes from dot annotations and then train Counting-DETR on the generated pseudo GT boxes to predict bounding boxes of a new object class defined by a few bounding box exemplars in testing. The overview of Counting-DETR is illustrated in Fig. 3.

### 3.1 Feature Extraction and Feature Aggregation

**Feature extraction:** A CNN backbone is used to extract feature map \( F^I \in \mathbb{R}^{H \times W \times D} \) from the input image \( I \) where \( H, W, D \) are height, width, and number of channels of the feature map, respectively. We then extract the exemplar feature vectors \( f^B_k \in \mathbb{R}^{1 \times D} \), at the center of the exemplar bounding boxes \( B_k \). Finally, the exemplar feature vector \( f^B \in \mathbb{R}^{1 \times D} \) is obtained by averaging these feature vectors, or \( f^B = \frac{1}{K} \sum_k f^B_k \).

**Feature aggregation:** We integrate the exemplar feature \( f^B \) to the feature map of the image \( F^I \) to produce the exemplar-integrated feature map \( F^A \):

\[
F^A = W_{proj} \ast [F^I; F^I \odot f^B],
\]

where \( \ast, \odot, [\cdot; \cdot] \) are the convolution, channel-wise multiplication, and concatenation operations, respectively. \( W_{proj} \in \mathbb{R}^{2D \times D} \) is a linear projection weight.

The first term in the concatenation preserves the original information of the feature map, while the second term aims at enhancing features at locations whose appearance are similar to those of the exemplars and suppressing the others.

### 3.2 The Encoder-Decoder Transformer

Inspired by DETR [3], we design our transformer of Counting-DETR to take as input the exemplar-integrated feature map \( F^A \) and \( M \) query points \( \{p_m\}_{m=1}^M \) and predict the bounding box \( b_m \) for each query point \( p_m \). The queries are the 2D points representing the initial guesses for the object locations rather than the learnable embeddings to achieve a faster training rate as shown in [43]. Thus, Counting-DETR is point-based approach that leverages the given dot annotations as the queries to predict the pseudo GT bounding boxes. Also, the transformer consists of two sub-networks: encoder and decoder. The former aims at enhancing features among the input set of features with the self-attention operation. The latter allows all the query points to interact with the enhanced features from the encoder with the cross-attention operation, thus capturing global information.
Next, the decoder is used to: (1) predict the classification score $s$ representing the presence or absence of the object at a particular location, (2) regress the object’s bounding box $\mu$ represented by the offset $x, y$ from the GT object center to the query point along with its size $w, h$. Following [43], first, the Hungarian algorithm is used to match each of the GT bounding boxes with its corresponding predicted bounding boxes. Then for each pair of matched GT and predicted bounding boxes, the focal loss [23] and the combination of $L_1$ loss and GIoU loss [35] are used as training loss functions. In particular, at each query point, the following loss is computed:

$$L_{DETR} = \lambda_1 \text{Focal}(s, s^*) + \lambda_2 L_1(\mu, \mu^*) + \lambda_3 \text{GIoU}(\mu, \mu^*),$$

where $s^*, \mu^*$ are the GT class label and bounding box, respectively. $\lambda_1, \lambda_2, \lambda_3$ are the coefficients of focal, $L_1$, and GIoU loss functions, respectively.

Notably, Counting-DETR also estimates the uncertainty $\sigma$ when training under the supervision of the imperfect pseudo GT bounding boxes $\tilde{\mu}$. This uncertainty is used to regularize the learning of bounding box $\mu$ such that a lower loss is incurred at the prediction with high uncertainty. We propose to use the following uncertainty loss:

$$L_{\text{uncertainty}} = \frac{1}{2} \sum_{a \in \{x, y, w, h\}} \frac{|\mu_a - \tilde{\mu}_a|}{\sigma_a} + \log \sigma_a,$$

where $\sigma$ is the estimated uncertainty. This loss is derived from the maximum likelihood estimation (MLE) between the predicted bounding box distribution characterized by a Laplace distribution and the pseudo GT bounding box as evidence. Another option is the Gaussian distribution, however, in the experiments, we show that the Gaussian has the inferior performance to that of Laplace, and is even worse than the variant that does not employ uncertainty estimation.

### 3.3 The Two-stage Training Strategy

The proposed few-shot object detector, Counting-DETR, can only be trained with the bounding box supervision for all objects. However, we only have bounding box annotation for a few exemplars and the point annotation for all objects as the setting of FSCD. Hence, we propose a two-stage training strategy as follows.

In Stage 1, we first pretrain Counting-DETR on a few exemplar bounding boxes with their centers as the query points (as described in Sec. 3.2). Subsequently, the pretrained network is used to predict the pseudo GT bounding boxes on the training images with the dot annotations as the query points. It is worth noting that, in this stage, we have the GT exemplar center as queries and their corresponding bounding boxes as supervision, so we do not use the Hungarian matching, uncertainty estimation, and uncertainty loss, i.e., we only use $L_{DETR}$ in Eq. (2) to train our Counting-DETR. The visualization of some generated pseudo-GT boxes is illustrated in Fig. 4.

In Stage 2, the generated pseudo GT bounding boxes on the training images are used to fine-tune the pretrained Counting-DETR. The fine-tuned model is
Fig. 4. Examples of pseudo GT bounding boxes generated by the 1-st stage our method.

Fig. 5. Sample images from our datasets and annotated bounding boxes.

then used to make predictions on the test images with the uniformly sampled anchor points as queries. Different from Stage 1, the supervision is the imperfect pseudo GT bounding boxes, hence, we additionally leverage the uncertainty estimation branch with uncertainty loss to train. Particularly, we use the following loss to train Counting-DETR in this stage:

\[ L_{\text{combine}} = L_{\text{DETR}} + \lambda_4 L_{\text{uncertainty}}, \]

where \( \lambda_4 \) is the coefficient of \( L_{\text{uncertainty}} \).

4 New Datasets for Few-shot Counting and Detection

A contribution of our paper is the introduction of two new datasets for few-shot counting and detection. In this section, we will describe these datasets.

4.1 The FSCD-147 Dataset

The FSC-147 dataset [32] was recently introduced for the few-shot object counting task with 6135 images across a diverse set of 147 object categories. In each image, the dot annotation for all objects and three exemplar boxes are provided. However, this dataset does not contain bounding box annotations for all objects. For evaluation purposes, we extend the FSC-147 dataset by providing bounding box annotations for all objects of the val and test sets. We name the new dataset FSCD-147. To be consistent with the counting, an object will be annotated with
its bounding box only if it has a dot annotation. Fig. 5a shows some samples of the FSCD-147 dataset. It is worth noting that annotating bounding boxes for many objects in crowded scenes of FSC-147 is a laborious process, and this is a significant contribution of our paper.

### 4.2 The FSCD-LVIS Dataset

Although the FSC-147 dataset contains images with a large number of objects in each image, the scene of each image is rather simple. Each image of FSC-147 shows the target object class so clearly that one can easily know which object class to count without having to specify any exemplars as shown in Fig. 1 and Fig. 5a. For real-world deployment of methods for few-shot counting and detection, we introduce a new dataset called FSCD-LVIS. Specifically, the scene is more complex with multiple object classes with multiple object instances each as illustrated in Fig. 5b. Without providing the exemplars for the target class, one cannot definitely guess which the target class is.

The FSCD-LVIS dataset contains 6196 images and 377 classes, extracted from the LVIS dataset [12]. For each image, we filter out all instances with an area smaller than 20 pixels, or a width or a height smaller than 4 pixels. The comparison between the FSCD-LVIS and FSC-147 datasets is shown in Tab. 1. The histogram of the number of labeled objects per image is illustrated in Tab. 2. The LVIS dataset has the box annotations for all objects, however, to be consistent with the setting of FSCD, we randomly choose three annotated bounding boxes of a selected object class as the exemplars for each image in the training set of FSCD-LVIS.

### 5 Experimental Results

**Metrics.** For object counting, we use Mean Average Error (MAE) and Root Mean Squared Error (RMSE), which are standard measures used in the counting literature. Besides, the Normalized Relative Error (NAE) and Squared Relative Error (SRE) are also adopted. In particular, $\text{MAE} = \frac{1}{J} \sum_{j=1}^{J} |c_j^* - c_j|$; $\text{RMSE} = \sqrt{\frac{1}{J} \sum_{j=1}^{J} (c_j^* - c_j)^2}$; $\text{NAE} = \frac{1}{J} \sum_{j=1}^{J} \frac{|c_j^* - c_j|}{c_j^*}$; $\text{SRE} = \sqrt{\frac{1}{J} \sum_{j=1}^{J} \frac{(c_j^* - c_j)^2}{c_j^*}}$ where $J$ is

| Dataset         | #classes | Number of images |   |   |   |
|-----------------|----------|-----------------|---|---|---|
|                 |          | total           | train | val | test |
| FSCD-147        | 147      | 6135            | 3659 | 1286 | 1190 |
| FSCD-LVIS       | 372      | 6195            | 4000 | 1181 | 1014 |

### Table 1. Comparison between the FSCD-147 and FSCD-LVIS datasets

| Counting range | 20-30 | 30-40 | 40-50 | 50-60 | 60-70 | >70 |
|----------------|-------|-------|-------|-------|-------|-----|
| # images in range | 2628  | 1212  | 684   | 402   | 286   | 959 |

### Table 2. Number of images for each bin of the FSCD-LVIS dataset
Table 3. Ablation study on each component’s contribution to the final results

| Combination | Counting | Detection |
|-------------|----------|-----------|
|             | MAE (↓)  | RMSE (↓)  | NAE (↓)  | SRE (↓)  | AP (↑)  | AP50 (↑) |
| ✓ ✓         | 20.38    | 82.45     | 0.19     | 3.38     | 17.27   | 41.90    |
| ✓ ✗         | 29.74    | 104.04    | 0.26     | 4.44     | 11.37   | 29.98    |
| ✓ ✗         | 23.57    | 93.54     | 0.21     | 3.77     | 14.19   | 36.34    |
| ✗ ✗         | 31.36    | 105.76    | 0.27     | 4.60     | 10.81   | 28.76    |

Table 4. Performance of Counting-DETR with different types of anchor points

| Anchor type          | Counting | Detection |
|----------------------|----------|-----------|
|                      | MAE (↓)  | RMSE (↓)  | NAE (↓)  | SRE (↓)  | AP (↑)  | AP50 (↑) |
| Learnable            | 25.20    | 81.94     | 0.25     | 3.92     | 16.46   | 38.34    |
| Fixed grid (proposed)| **20.38**| **82.45** | **0.19** | **3.38** | **17.27**| **41.90**|

is the number of test images, $c^*_j$ and $c_j$ are GT and the predicted number of objects for image $j$, respectively. Unlike the absolute errors MAE and RMSE, the relative errors NAE and SRE reflect the practical usage of visual counting, i.e., with the same number of wrong objects counted (e.g., 10), it is more serious for images having a smaller number of objects (e.g., 20) than the ones having larger numbers of objects (e.g., 200).

For object detection, we use mAP and AP50. They are the average precision metrics with the IoU threshold between predicted and GT boxes for determining a correct prediction ranging from 0.5 to 0.95 for mAP and 0.5 for AP50.

**Implementation details.** We implement our approach, baselines, and ablations in PyTorch [28]. Our backbone network is ResNet-50 [13] with the frozen Batch Norm layer [18]. We extract exemplar features $f^B_k$ from exemplar boxes $B_k$ from Layer 4 of the backbone. Our transformer network shares the same architecture as that of Anchor DETR [43] with the new uncertainty estimation and is trained with additional uncertainty loss as described in Sec. 3.2, while keeping the rest intact with six layers for both encoder and decoder. We use AdamW optimizer [25] with the learning rate of $10^{-5}$ for the backbone and $10^{-4}$ for the transformer to train Counting-DETR in 30 epochs with a batch size of one. We use the following training loss coefficients $\lambda_1 = 2, \lambda_2 = 5, \lambda_3 = 2, \lambda_4 = 2$, which were tuned based on the validation set. Also, the number of exemplar boxes is set to $K = 3$, as in FamNet [32] for a fair comparison.

5.1 Ablation Study

We conduct several experiments on the validation data of FSCD-147 to study the contribution of various components of our method.

**Pseudo Box and Uncertainty Loss.** From Tab. 3, we see that pseudo GT boxes (pseudo box) generated from our first stage are much better than the
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Table 5. Performance of Counting-DETR with different numbers of anchor points

| # anchor points | MAE (↓) | RMSE(↓) | NAE(↓) | SRE (↓) | AP(↑) | AP50(↑) |
|-----------------|---------|----------|--------|---------|--------|---------|
| 100             | 30.22   | 113.24   | 0.24   | 4.55    | 11.26  | 28.62   |
| 200             | 26.76   | 103.11   | 0.22   | 4.15    | 14.06  | 34.33   |
| 300             | 23.57   | 93.54    | 0.21   | 3.77    | 14.19  | 36.34   |
| 400             | 22.62   | 88.45    | 0.21   | 3.69    | 14.91  | 37.30   |
| 500             | 21.72   | 85.20    | 0.20   | 3.52    | 16.03  | 39.66   |
| 600             | 20.38   | 82.45    | 0.19   | 3.38    | 17.27  | 41.90   |
| 700             | 21.19   | 83.70    | 0.22   | 3.47    | 15.10  | 37.85   |

boxes generated by Ridge Regression (-6 in AP, +9 in MAE). Without using uncertainty loss (similar to Point DETR [5]), the performance drops substantially (-3 in AP, +3 in MAE). That justifies the effectiveness of our uncertainty loss. Without using both of them, the performance gets worst (-7 in AP, +11 in MAE). These results demonstrate the important contribution of our proposed pseudo GT box generation and uncertainty loss.

Types of anchor points. As described in Sec. 3.2, we follow the design of Anchor DETR whose anchor points can either be learnable or fixed-grid. The results of these two types are shown in Table 4, we can see that the fixed-grid anchor points are comparable to the learnable anchor points on counting metrics, but better on the detection metrics. Thus, the fixed-grid anchor points are chosen for the Counting-DETR.

Numbers of anchor points. Tab. 5 presents the results with different numbers of anchor points $M$. Both the detection and counting results increase as the number of anchor points increases, and they reach the highest points when the number of anchor points is $M = 600$. Hence, we choose 600 anchor points for Counting-DETR.

Types for the uncertainty loss. Instead of using the Laplace distribution as described in Sec. 3.2, we use Gaussian distribution to derive the uncertainty loss:

$$L_{\text{Gaussian uncertainty}} = \frac{1}{2} \sum_{o \in \{x,y,w,h\}} \frac{(\mu_o - \mu^*_o)^2}{\sigma^2_o} + \log \sigma^2_o.$$  

This loss is similar to [14].

The results are shown in Tab. 6. The uncertainty loss derived from the Gaussian distribution yields the worst results among the variants, even worse than the variant without using any uncertainty loss. On the contrary, our proposed uncertainty loss derived from the Laplace distribution gives the best results.

5.2 Comparison to Prior Work

Since there is no existing method for the new FSCD task, we compare Counting-DETR with several strong baselines adapted from few-shot object counting and few-shot object detection: FamNet [32]+RR, FamNet [32]+MLP, Attention-RPN [6]+RR, and FSDetView [45]+RR. Other few-shot object detectors are not chosen due to the unavailability of the source code or the requirement for fine-tuning.
Table 6. Ablation study for the uncertainty loss

| Distribution type                  | Counting | Detection |
|-----------------------------------|----------|-----------|
|                                   | MAE (↓)  | RMSE (↓)  | NAE (↓) | SRE (↓)   | AP (↑)  | AP50 (↑) |
| W/o uncertainty loss              | 23.20    | 92.87     | 0.21    | 3.77      | 13.86   | 35.67    |
| Gaussian loss                     | 24.46    | 94.20     | 0.22    | 3.84      | 14.03   | 34.91    |
| Laplacian loss (proposed)         | **20.38**| **82.45** | **0.19**| **3.38**  | **17.27**| **41.90**|

Table 7. Comparison with strong baselines on the FSCD-147 test set

| Method                           | Counting | Detection |
|----------------------------------|----------|-----------|
|                                  | MAE (↓)  | RMSE (↓)  | NAE (↓) | SRE (↓)   | AP (↑)  | AP50 (↑) |
| FamNet [32]+RR                   | 22.09    | **99.55** | 0.44    | 6.45      | 9.44    | 29.73    |
| FamNet [32]+MLP                  | 22.09    | **99.55** | 0.44    | 6.45      | 1.21    | 6.12     |
| Attention-RPN [6]+RR box         | 32.70    | 141.07    | 0.38    | 5.27      | 18.53   | 35.87    |
| FSDetView [45]+RR box            | 37.83    | 146.56    | 0.48    | 5.47      | 13.41   | 32.99    |
| Attention-RPN [6]+pseudo box     | 32.42    | 141.55    | 0.38    | 5.25      | 20.97   | 37.19    |
| FSDetView [45]+pseudo box        | 37.54    | 147.07    | 0.44    | 5.40      | 17.21   | 33.70    |
| Counting-DETR (proposed)         | **16.79**| 123.56    | **0.19**| **5.23**  | **22.66**| **50.57**|

Fig. 6. Results of FamNet on the FSCD-LVIS dataset. The objects of interest for Row 1 and 2 are bananas and chairs, respectively. FamNet fails to output good density maps for images containing objects with huge variations in shape and size.

on the whole novel classes together (see Sec. 2). It is different from our setting, where each novel class is processed independently in a separate image. FamNet+RR is a method that uses Ridge Regression on top of the density map predicted by FamNet as depicted in Fig. 2a. FamNet+MLP is similar to FamNet+RR but replaces the ridge regression with a two-layer MLP with the Layer norm. Attention-RPN and FSDetView are detection-based methods, which require GT bounding boxes for all objects to train, thus, we generate the pseudo GT bounding boxes using either (1) the FamNet+RR with the features extracted from the dot annotations of training images instead of peak locations (called RR box) or (2) our first stage of training as described in Sec. 3.3 (called pseudo box). Tab. 7 and Tab. 8 show the comparison on the test sets of FSCD-147 and FSCD-LVIS, respectively.
\begin{table}[!ht]
\centering
\begin{tabular}{lcccccc}
\hline
Method & Counting & Detection \\
 & MAE (↓) & RMSE (↓) & NAE(↓) & SRE (↓) & AP(↑) & AP50(↑) \\
\hline
FamNet [32]+RR & 60.53 & 84.00 & 1.82 & 14.58 & 0.84 & 2.04 \\
Attention-RPN [6]+RR box & 61.31 & 64.10 & 1.02 & 6.94 & 3.28 & 9.44 \\
FSDetView [45]+RR box & 26.81 & 33.18 & 0.56 & 4.51 & 1.96 & 6.70 \\
Attention-RPN [6]+pseudo box & 62.13 & 65.16 & 1.07 & 7.21 & 4.08 & 11.15 \\
FSDetView [45]+pseudo box & 24.89 & 31.34 & 0.54 & 4.46 & 2.72 & 7.57 \\
Counting-DETR & 18.51 & 24.48 & 0.45 & 3.99 & 4.92 & 14.49 \\
\hline
\end{tabular}
\caption{Comparison with strong baselines on the FSCD-LVIS test set}
\end{table}

\begin{table}[!ht]
\centering
\begin{tabular}{lcccccc}
\hline
Method & Counting & Detection \\
 & MAE (↓) & RMSE (↓) & NAE(↓) & SRE (↓) & AP(↑) & AP50(↑) \\
\hline
FamNet [32]+RR & 68.45 & 93.31 & 2.34 & 17.41 & 0.07 & 0.30 \\
Attention-RPN [6]+RR box & 35.55 & 42.82 & 1.21 & 7.47 & 2.52 & 7.86 \\
FSDetView [45]+RR box & 28.56 & 39.72 & 0.73 & 4.88 & 0.89 & 2.38 \\
Attention-RPN [6]+pseudo box & 39.16 & 46.09 & 1.34 & 8.18 & 3.15 & 7.87 \\
FSDetView [45]+pseudo box & 28.99 & 40.08 & 0.75 & 4.93 & 1.03 & 2.89 \\
Counting-DETR & 23.50 & 35.89 & 0.57 & 4.17 & 3.85 & 11.28 \\
\hline
\end{tabular}
\caption{Comparison on FSCD-LVIS with unseen test classes}
\end{table}

On FSCD-147, our method significantly outperforms others with a large margin for object detection. For counting, compared to a density-based approach like FamNet, Counting-DETR achieves worse results in RMSE metric but with much better results in other counting metrics MAE, NAE, and SRE. FamNet+MLP seems to overfit to the exemplar boxes so it performs the worst in detection.

On FSCD-LVIS, our method outperforms all others for both detection and counting tasks. This is because the image in FSCD-LVIS is much more complicated than those in FSCD-147, i.e., multiple object classes per image and significant differences in object size and shape. Also, the class of interest is usually packed and occluded by other classes, so the density map cannot be reliably predicted as shown in Fig. 6. More interestingly, we also evaluate the performance of Counting-DETR and other baselines on a special test set of unseen classes of the FSCD-LVIS dataset to show their generalizability to unseen classes during training in Tab. 9. It can be seen that our approach performs the best while the FamNet+RR performs the worst.

Fig. 7 shows the qualitative comparison between our approach and the other methods, including FSDetView [45], Attention-RPN [6], and FamNet [32]+RR. Our method can successfully detect the objects of interest while other methods cannot, as shown in the first four rows of Fig. 7. The last row is a failure case for all methods, due to object truncation, perspective distortion, and scale variation.
Fig. 7. Qualitative comparison. Each row shows an example with the exemplars (red) and GT bounding boxes (blue) on the first column. The first four rows show the superior performance of ours over the others, while the last row is a failure case. In the first row, our method can distinguish between the target class and other foreground classes, while other methods confuse between different foreground classes. In the next three rows, exemplar objects either share similar color with environment or contain many background pixels. These conditions lead to either under detect or over detect where other methods are unsure about if detected objects are foreground or background. The last row shows a failure case for all methods due to the huge variation in the scale, distortion, and truncation of the objects.

6 Conclusions

We have introduced a new task of few-shot object counting and detection that shares the same supervision with few-shot object counting but additionally predict object bounding boxes. To address this task, we have collected two new datasets, adopted a two-stage training strategy to generate pseudo bounding boxes for training, and developed a new uncertainty-aware few-shot object detector to adapt to the imperfection of pseudo label. Extensive experiments on the two datasets demonstrate that the proposed approach outperforms strong baselines adapted from few-shot object counting and few-shot object detection.
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