Quantum phase transitions in bosonic heteronuclear pairing Hamiltonians
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We explore the phase diagram of two-component bosons with Feshbach resonant pairing interactions in an optical lattice. It has been shown in previous work to exhibit a rich variety of phases and phase transitions, including a paradigmatic Ising quantum phase transition within the second Mott lobe. We discuss the evolution of the phase diagram with system parameters and relate this to the predictions of Landau theory. We extend our exact diagonalization studies of the one-dimensional bosonic Hamiltonian and confirm additional Ising critical exponents for the longitudinal and transverse magnetic susceptibilities within the second Mott lobe. The numerical results for the ground-state energy and transverse magnetization are in good agreement with exact solutions of the Ising model in the thermodynamic limit. We also provide details of the low-energy spectrum, as well as density fluctuations and superfluid fractions in the grand canonical ensemble.
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I. INTRODUCTION

In the past few years there has been considerable experimental and theoretical interest in studying Feshbach resonances between different atomic species and isotopes. This activity encompasses pairing interactions and molecule formation in a wide variety of Fermi-Fermi, Bose-Fermi, and Bose-Bose mixtures. Such systems provide many possibilities for novel phases and phenomena, ranging from dipolar condensates [1,2] to highly controllable chemical reactions [3]. Recent examples include heteronuclear resonances in 85Rb-87Rb [4–6], 41K-87Rb [7–12], 39K-87Rb [13], and 87Rb-133Cs [14] Bose mixtures over a range of experimental parameters.

Motivated by these developments, we recently investigated the phase diagram of two-component bosons pairing in an optical lattice [15]. Among our findings, we identified a paradigmatic Ising quantum phase transition occurring within the second Mott lobe. The principal aim of this manuscript is to provide a more detailed overview of this heteronuclear system and to extend the scope of physical observables presented in Ref. [15]. We expand our previous exact diagonalization results in several directions, and we confirm the additional Ising critical exponents, α = 0, γ = 7/4, and δ = 15. We also provide results for the low-energy spectrum, as well as density fluctuations and superfluid fractions in the grand canonical ensemble. We supplement this with a discussion of the evolution of the phase diagram with system parameters and its direct connection to Landau theory.

The layout of this manuscript is as follows. In Sec. II we describe the heteronuclear model with Feshbach interactions. In Secs. III and IV we discuss the mean-field phase diagram and the Landau theory description. In Sec. V we focus on the Mott states and present a derivation of the effective quantum Ising model. We confirm these findings in Sec. VI by exact diagonalization of the one-dimensional bosonic Hamiltonian. We conclude in Sec. VII. Throughout we incorporate the principal results of Ref. [15].

II. THE MODEL

We consider two-component bosons with a “spin” index ↓,↑, which may be different hyperfine states, isotopes, or species. These components may form molecules, m, as described by the Hamiltonian

\[
H = \sum_{ia} \epsilon_m n_{ia} - \sum_{ij\alpha} t_\alpha (a^\dagger_{ia} a_{ja} + \text{H.c.}) + \sum_{iaa'} \frac{U_{aa'}}{2} : n_{ia} n_{ia'} : + H_F.
\]

(1)

Here, \(a_{ia}\) are Bose annihilation operators, where \(i\) labels the lattice sites, \(n_{ia} = a^\dagger_{ia} a_{ia}\), and \(\alpha = \downarrow, \uparrow; m\) \(\epsilon_m\) are on-site potentials, \(t_\alpha\) are hopping parameters, \((ij)\) denotes summation over nearest-neighbor bonds, and \(U_{aa'}\) are interactions. Molecule formation is described by the \(s\)-wave interspecies Feshbach resonance term

\[
H_F = g \sum_i (a^\dagger_{i\uparrow} a_{i\downarrow} + \text{H.c.}).
\]

(2)

Similar problems have been studied in the continuum limit with \(s\)-wave [16] and \(p\)-wave resonances [17]. Closely related homonuclear systems have also been considered in the continuum [18–22] and on the lattice [23–26]. Normal ordering implies \(n_{ia} n_{ia'} = n_{ia} (n_{ia'} - 1)\) for like species and \(n_{ia} n_{ia'} = n_{ia} n_{ia'}\) for distinct species. For simplicity we consider hard-core atoms and molecules and set \(U_{aaa'} = U_{m\downarrow} = U_{m\uparrow} = U\) and \(U_{\uparrow\downarrow} = V\). We begin work in the grand canonical ensemble with \(H_\mu = H - \mu_N N_T - \mu_D N_D\), where \(N_T = \sum_i (n_{i\uparrow} + n_{i\downarrow} + 2n_{i\text{m}})\) is the total atom number, including a factor of 2 for molecules, and \(N_D = \sum_i (n_{i\uparrow} - n_{i\downarrow})\) is the up-down population imbalance. The chemical potentials may be absorbed into the coefficients, \(\epsilon_\uparrow = \epsilon_\downarrow = \mu_T - \mu_D^\uparrow\), \(\epsilon_\downarrow = \epsilon_\uparrow - \mu_T + \mu_D\), and \(\epsilon_\text{m} = \epsilon_\text{m} - 2\mu_T\). For the numerical investigation of the Ising transition we shall subsequently switch to the canonical ensemble with a fixed total density, \(\rho_T \equiv n_{\uparrow} + n_{\downarrow} + 2n_{\text{m}} = 2\). Throughout the paper, we work in units where \(\epsilon_\uparrow = \epsilon_\downarrow = 1\).

III. PHASE DIAGRAM

As discussed in Ref. [15], in elucidating the zero-temperature phase diagram the zero-hopping limit provides a useful anchor point. In particular, the topology of the
FIG. 1. Zero-hopping phase diagram showing the minimum energy eigenstates in the basis $|n_1,n_t; n_m\rangle$. The Feshbach coupling mixes $|1,1;0\rangle$ and $|0,0;1\rangle$ to yield $|\pm\rangle$ with energies $E_{\pm} = \tilde{\epsilon}_m - h/2 \pm (\hbar/2)^2 + g^2$, where $h \equiv \epsilon_n = \epsilon_i - \epsilon_\downarrow - V$. The other states have $E(n_1,n_t;n_m) = \sum\epsilon_{\alpha} n_{\alpha} + V n_1 n_t + U n_m(n_2 + n_3)$. The total density $n_T = n_1 + n_t + 2n_m$ is pinned to integer values and increases with $\mu_D$. Increasing (decreasing) $\mu_D$ favors up (down) atoms. The topology changes with the system parameters and depends on the signs of the energy gaps, $\Delta_\pm$, defined in the text. We set $\epsilon_i = \epsilon_\uparrow = g = 1$, $U = 0$ and (a) $\epsilon_m = 2$, $V = 0$, (b) $\epsilon_m = 3.5$, $V = 1$, (c) $\epsilon_m = 3$, $V = 1.2$, and (d) $\epsilon_m = 2.5$ $V = 1$. The panels shown in Fig. 2 correspond to vertical slices through diagram (a). Here and in subsequent figures, we take $\epsilon_\uparrow = \epsilon_\downarrow = 1$ as the unit of energy.

zero-hopping phase diagram depends on the Hamiltonian parameters via the energy difference between proximate phases; see Fig. 1. In this respect it is convenient to define the energy gap, $\Delta_\pm \equiv E(0,0;0) - E_{\pm}$, between the vacuum state and the second Mott lobe, evaluated at the intersection point $E(1,0;0) = E(0,1;0) = E(0,0;0)$, where we label the energies $E(n_1,n_t;n_m)$ in the occupation basis. Similarly, we define $\Delta_\pm \equiv E_{\pm} - E(1,1,1)$, between the second and upper Mott lobes, where $E(1,0;1) = E(0,1;1) = E_{\pm}$. This yields $\Delta_\pm = \sqrt{g^2 + (\hbar/2)^2} - V \pm h/2$, where $h \equiv \epsilon_n - \epsilon_\uparrow - \epsilon_\downarrow - V$. One obtains the structures shown in Figs. 1(a) for $\Delta_\pm > 0$, 1(b) for $\Delta_+ > 0$ and $\Delta_- < 0$, 1(c) for $\Delta_\pm < 0$, and 1(d) for $\Delta_+ < 0$ and $\Delta_- > 0$.

For simplicity, we begin with the parameters used in Fig. 1(a), where $U = V = 0$. Since we include Feshbach resonant interactions, $g$, this limit captures many of the principal features and phases of the interacting problem, including the presence of Mott states. We will incorporate the effects of finite $U$ and $V$ in the subsequent discussion. The mean-field phase diagram is obtained by minimizing the effective Hamiltonian

$$H = H_0 - \sum_\alpha z\alpha (a_\alpha^\dagger \phi_\alpha + \phi_\alpha^\dagger a_\alpha - |\phi_\alpha|^2),$$

where $H_0$ is the single-site zero-hopping contribution to (1), $z$ is the coordination, and $\phi_\alpha \equiv \langle a_\alpha \rangle$; see Fig. 2. The phase diagram is symmetric under $\mu_T \rightarrow 2 - \mu_T$ due to invariance of the Hamiltonian (1) under particle-hole and spin-flip operations, $a_\alpha \leftrightarrow a_\alpha^\dagger$, $\mu_T \rightarrow \epsilon_m + U - \mu_T$, $a_\uparrow \leftrightarrow a_\downarrow$, when $t_i = t_\uparrow$ and $h = 0$; this extends the "top-bottom" symmetry in

FIG. 2. Evolution of the mean-field phase diagram with $\mu_D$, corresponding to vertical scans through Fig. 1(a). We set $\epsilon_\uparrow = \epsilon_\downarrow = 1$, $\epsilon_m = 2$, $g = 1$, $U = V = 0$, $t_\uparrow = t_\downarrow = t$, and $t_m = t/2$. We indicate the one-component up, down, and molecular superfluids by $\text{SF}_\uparrow$, $\text{SF}_\downarrow$, and $\text{SF}_m$, while MI denotes a Mott insulator. Phase 3SF has all three components superfluid. We denote first-order (continuous) transitions by double (single) lines. Junctions between phases are indicated by a dot, and the termination of first-order lines by a cross.

Fig. 1(a). Likewise, the system is invariant under $\mu_D \rightarrow \mu_\uparrow - \epsilon_\downarrow - \mu_D$, $a_\downarrow \leftrightarrow a_\uparrow$, and $t_\uparrow \leftrightarrow t_\downarrow$, which extends the "left-right" symmetry in Fig. 1. The phase diagram has a rich structure and exhibits distinct Mott insulators, single-component atomic and molecular condensates, and a phase with all three species superfluid. However, two-component superfluids are absent due to the structure of the Feshbach term [15,16]. The main panel shown in Fig. 2(c) also displays an intricate network of continuous quantum phase transitions, quantum critical points, and first-order phase transitions, where the latter are inferred by discontinuities in the order parameters and derivatives of the ground-state energy. In particular, the first-order segments shroud the second Mott lobe and overextend beyond the junctions of the proximate superfluid phases. Similar features also emerge in the two-component Bose-Hubbard model in the absence of Feshbach interactions [27]. As may be seen
by tracking the evolution with $\mu_D$, these first-order segments emerge from an underlying tetracritical point, as shown in Figs. 2(a) and 2(b). In a similar way, the tetracritical points shown in Fig. 2(c) may bifurcate into segments connected by first-order transitions as shown in Figs. 2(d) and 2(e). As we shall discuss in Sec. IV, the presence and transmutation of these elementary critical points and first-order segments may be seen from a reduced two-component Landau theory. Before embarking on this discussion, let us note that these principal features also emerge for nonvanishing $U$ and $V$, as shown in Fig. 3. Although finite interactions induce quantitative distortions of the phase diagram depicted in Fig. 2, the characteristic phases and phase transitions are nonetheless present in the $U = V = 0$ limit shown in Fig. 2.

IV. LANDAU THEORY

To understand the structure of the mean-field phase diagram we develop a Landau theory description. The eigenenergies of the effective single-site Hamiltonian (3) may be calculated by treating the off-diagonal hopping contribution as a perturbation,

$$V = -\sum_a z_{\alpha a}(a_\alpha^+ \phi_a + \text{H.c.}),$$

where $\alpha = \downarrow, \uparrow, m$. In principle, this may be performed to arbitrary order using the general formalism in Ref. [28]. To illustrate the observed topology it is sufficient to obtain the appropriate eigenenergy to fourth order,

$$E_r = E_0 + \langle r | H^{(0)} | r \rangle + \langle r | H^{(1)} | r \rangle + \langle r | H^{(2)} | r \rangle + \langle r | H^{(3)} | r \rangle + \langle r | H^{(4)} | r \rangle + \cdots,$$

where $E_r$ labels the zero-hopping Mott state, and the operator $S^c = \sum_{n \neq m} | n \rangle \langle m | / \langle n | (E_0^0 - E_0^0)^2$ is introduced [28]. The expansion (5) takes on a simplified form due to the off-diagonal nature of the perturbation. One obtains

$$E = E_0 + \frac{1}{2} \sum_\alpha m_\alpha | \phi_\alpha |^2 + \frac{\gamma}{2} (\phi_\alpha^* \phi_\beta \phi_\beta^* \phi_\alpha + \text{H.c.})$$

$$+ \frac{1}{4} \sum_{\alpha \beta} \lambda_{\alpha \beta} | \phi_\alpha |^2 | \phi_\beta |^2 + O(\phi^6),$$

where the explicit parameters, but not the overall structure, depend on the unperturbed Mott state. The transition to the one-component superfluids is determined by the vanishing of the quadratic mass terms; expressions for these coefficients are given in Appendix A. The function (6) is minimized when arg$(\gamma \phi_\alpha^* \phi_\beta \phi_\beta^* \phi_\alpha) = \pi$, and without loss of generality we may take the fields to be real. To see how a Landau theory of this type gives rise to the observed evolution of the tetracritical points we consider the situation where one of the fields is massive with $m_1 > 0$. Replacing this field by its saddle point solution one obtains the energy in terms of the two remaining fields. As a concrete example let us consider the vicinity of the lower tetracritical point shown in Fig. 2(c), where $m_1 > 0$. The value of $\phi_1$ which minimizes the energy is given by

$$0 = \frac{\partial E}{\partial \phi_1} = m_1 \phi_1 + \gamma \phi_m \phi_1 + \lambda_{1m} \phi_1^2 + \lambda_{11} \phi_1 \phi_1^2 + \lambda_{1m} \phi_1 \phi_m^2.$$ (7)

Taking $\phi_1 = -\gamma \phi_m / m_1 + O(\phi^2)$ we obtain a reduced two-component Landau theory

$$E = E_0 + \frac{1}{2} \sum_\alpha m_\alpha | \phi_\alpha |^2 + \frac{1}{4} \sum_{\alpha \beta} \lambda_{\alpha \beta} \phi_\alpha^2 \phi_\beta^2 + O(\phi^6).$$ (8)

where $\alpha, \beta = \uparrow, m$, and the interspecies density-density interaction has been renormalized to $\Lambda_{1m} = \Lambda_{1m} - \gamma^2 / m_1$ while $\Lambda_{aa} = \Lambda_{aa}$ remains unchanged. The behavior of this Landau theory is governed by the sign and magnitude of $\Lambda_{1m}$ [29]. There are three distinct cases to consider as illustrated in Fig. 4: (a) if $\Lambda_{1m} > \sqrt{\Lambda_{1m}}$ this describes a tetracritical point; (b) if $\Lambda_{1m} > \sqrt{\Lambda_{1m}}$ then there is a first-order transition between the two single-component superfluids; (c) if $\Lambda_{1m} < -\sqrt{\Lambda_{1m}}$ then the system is unstable at fourth order, indicating the presence of a first-order transition to condensation of both order parameters. For the parameters used in Fig. 2 we find explicit examples of types (a) and (c); see Figs. 5 and 6. At the lower tetracritical point in Fig. 2(c),
where \( m_1 \equiv m_m = 0 \), the Landau coefficients are given by \( \Lambda_{\uparrow\uparrow} = 4\gamma \),
\[
\Lambda_{mm} = \frac{4[g^2 - \tilde{\epsilon}_m(h - \tilde{\epsilon}_m)]}{h - \tilde{\epsilon}_m},
\]
(9)

FIG. 4. Topologies of the reduced Landau theory (8) with \( \alpha, \beta \equiv 1, 2 \) and a term \( (\phi_1^4 + \phi_2^4)/6 \) added for stability. We set \( \Lambda_{11} = \Lambda_{22} = 1 \) and consider the evolution with \( \Lambda_{12} \). We denote first-order (continuous) transitions by double (single) lines. Junctions between phases are indicated by a dot, and the termination of first-order lines by a cross. (a) \( \Lambda_{12}^2 < \Lambda_{11} \Lambda_{22} \): tetracritical point for \( \Lambda_{12} = 0.8 \). (b) \( \Lambda_{12} > \sqrt{\Lambda_{11} \Lambda_{22}} \): first-order transition between one-component condensates for \( \Lambda_{12} = 1.5 \). (c) \( \Lambda_{12} < -\sqrt{\Lambda_{11} \Lambda_{22}} \): first-order transition with condensation of both order parameters for \( \Lambda_{12} = -1.5 \).

and
\[
\Lambda_{\uparrow m} = -\frac{2g^2 \tilde{\epsilon}_m + \varepsilon(\tilde{\epsilon}_m^2 - \tilde{\epsilon}_\downarrow^2 - 2\tilde{\epsilon}_m \tilde{\epsilon}_\uparrow)}{\varepsilon(\tilde{\epsilon}_m + \tilde{\epsilon}_\downarrow)^2} + \frac{\tilde{\epsilon}_\uparrow}{\tilde{\epsilon}_\uparrow - \tilde{\epsilon}_\downarrow},
\]
(10)

FIG. 5. Magnified portion of the lower left region of Fig. 2 showing the underlying tetracritical points as \( \mu_D \) is varied. The lower and middle tetracritical points bifurcate at \( \mu_D \approx 0.203 \) and \( \mu_D \approx 0.445 \), respectively. The former corresponds to the reduced Landau theory criterion \( \Lambda_{\downarrow m} = -\sqrt{\Lambda_{\uparrow\uparrow} \Lambda_{mm}} \) obtained after saddle point elimination of \( \phi_1 \) in the perturbation expansion around the vacuum state, \( \{0, 0, 0\} \). The latter corresponds to \( \Lambda_{\downarrow m} = -\sqrt{\Lambda_{\uparrow\uparrow} \Lambda_{mm}} \) after eliminating \( \phi_1 \) in the perturbation expansion around the second Mott lobe, \( \{-\} \).

V. MAGNETIC DESCRIPTION

Having discussed the phase diagram we turn our attention to the Mott state with total density \( \rho_r = 2 \). This reveals Ising transitions in both the heteronuclear and homonuclear lattice problems [15]. To explore this second Mott lobe, where the Feshbach term is operative, we adopt a magnetic description. With a pair of atoms or a molecule at each site, we introduce effective spins \( |\downarrow\rangle \equiv |1, 1, 0\rangle, |\uparrow\rangle \equiv |0, 0, 1\rangle \); see Fig. 7. The operators
\[
S^+ = a_m^\dagger a_\uparrow, \quad S^- = a_\downarrow^\dagger a_m, \quad S^z = \frac{1}{2}(n_m - n_\uparrow n_\downarrow) \quad (11)
\]
or equally \( S^z = [n_m - (n_\uparrow + n_\downarrow)/2]/2 \), form a representation of \( su(2) \) on this reduced Hilbert space. Although the spin representation (11) contains three bosons it is closely related to the more familiar Schwinger construction [30]. Deep within
the Mott phase we perform a strong-coupling $t/U$ expansion [31]:

$$H = J \sum_{\langle i,j \rangle} S_i^z S_j^z + \sum_i \left( h S_i^+ + \Gamma S_i^x \right),$$

(12)

where $\Gamma = 2g$, $h = \epsilon_m - \epsilon_\downarrow - \epsilon_\uparrow - V$, and the exchange interaction is given by

$$J = 2 \left( \frac{t_\uparrow^2 + t_\downarrow^2}{U - V} + \frac{t_m^2}{U_{\uparrow\downarrow} + U_{\downarrow\uparrow}} \right).$$

(13)

Here we focus on the antiferromagnetic case with $J > 0$. In writing (12) we have omitted the constant $\epsilon_m - h/2 - J z/8$ per site, which is necessary for quantitative comparisons; see Appendix B. More generally, in the presence of asymmetry between $U_{\uparrow\downarrow}$ and $U_{\downarrow\uparrow}$

$$J = 2 \left( \frac{t_\uparrow^2}{U_{\uparrow\downarrow} - U_{\downarrow\uparrow}} + \frac{t_\downarrow^2}{U_{\uparrow\downarrow} - U_{\downarrow\uparrow}} + \frac{t_m^2}{U_{\uparrow\downarrow} + U_{\downarrow\uparrow}} \right).$$

(14)

The structure of this exchange is readily seen from the energy cost for each individual hopping process in second-order perturbation theory. The Hamiltonian (12) takes the form of a quantum Ising model in a longitudinal and transverse field. The longitudinal field, $h$, reflects the energetic asymmetry between a molecule $| \uparrow \rangle$ and a pair of atoms $| \downarrow \rangle$. The transverse field, $\Gamma \equiv 2g$, encodes Feshbach conversion and induces quantum fluctuations in the ground state; see Fig. 7. In particular, in one dimension and with $h = 0$, the model (12) is exactly solvable by fermionization. It exhibits a quantum phase transition at $\Gamma = J/2$ from an ordered to disordered phase [32–34]. For $h \neq 0$, the location of this transition is modified; see for example Ref. [35].

### VI. NUMERICAL SIMULATIONS

The model (12) plays an important role in quantum magnetism and quantum phase transitions [36,37]. To verify its realization in our bosonic model (1), we perform exact diagonalization on the 1D quantum system (1) with periodic boundary conditions, at zero temperature. The large Hilbert space $\propto 2^{3N}$ of the multicomponent system under consideration restricts our simulations to $N \leq 8$ sites. In Sec. VI A we present results for the overall phase diagram in the grand canonical ensemble (allowing all possible states) for $N = 6$ sites, before moving on to a detailed canonical ensemble study (allowing only states with fixed total density $\rho_T = 2$) of the Ising quantum phase transition in Sec. VI B. Comparing directly to results for the Ising model at a given system size provides a good understanding of finite-size effects in the bosonic problem.

![FIG. 7. Schematic representation of the second Mott lobe with $\rho_T = 2$ showing the presence of a pair of atoms $\downarrow$ or a molecule $\uparrow$ at each site.](image)

To employ greater system sizes we switch to the canonical ensemble with fixed density, $\rho_T = 2$. To study the Ising transition we work in the region of small hopping parameters, and we begin with $h = 0$ before exploring finite fields.

![FIG. 8. (Color online) (a) Density fluctuations and (b) superfluid fraction for the 1D bosonic model (1) obtained by exact diagonalization for $N = 6$ sites. We set $\epsilon_\downarrow = \epsilon_\uparrow = g = 1$, $\epsilon_m = 2$, $U = 1$, $V = 0$, $t = t_\uparrow = t_\downarrow = 2h_m$, and $\mu_T = 0.45$. The extent of the Mott lobes is in good agreement with the mean-field predictions in Fig. 3(a). The system sizes are insufficient to resolve the quantum phase transitions between the distinct superfluids shown in Figs. 2 and 3.](image)
Due to the absence of spontaneous symmetry breaking in finite systems, the staggered magnetization vanishes in the absence of an applied staggered field. In view of this we focused our previous numerical investigation [15] on the pseudostaggered magnetization, \( m \equiv \langle \sum_i (-1)^i S_i^z \rangle / N \) [43], where \( S_i^z = [n_{i\uparrow} - (n_{i\uparrow} + n_{i\downarrow})]/2 \) and additional modulus signs are incorporated. As shown in Fig. 9(a), this quantity is rendered finite. Adopting the finite-size scaling form, \( m = N^{-\beta/\nu} [m(N)N^{1/\nu}] \) [43], we plot \( mN^{1/8} \) versus \( g \) for different system sizes, \( N \), in Fig. 9(b). The curves cross close to the critical coupling, \( \Gamma_c = J/2 \), of the purely transverse field Ising model. Moreover, the scaling collapse shown in Fig. 9(c) is consistent with the critical exponents \( \beta = 1/8 \) and \( \nu = 1 \) for the 2D classical model. In spite of this evident success, it is clearly desirable to examine this transition in direct physical observables, and we turn our attention to this in the following. In particular, we establish a direct connection with analytical results and confirm additional Ising critical exponents.

As shown in Fig. 10, the correlation length exponent, \( \nu = 1 \), also follows directly from the gap data. Here we plot \( \Delta/JN^\nu \) versus \( \Gamma = 2g \), where \( \Delta \equiv E_{g} - E_{0} \) is the energy gap between the first excited state and the ground state. As indicated in Fig. 10(d), the values of the gap are also in very good quantitative agreement with finite-size simulations of the Ising model.

In a similar fashion we obtain the exponent, \( \gamma = 7/4 \), from the magnetic susceptibility \( \chi = \partial m_{st} / \partial h_{st} |_{h_{st} \to 0} \), where \( m_{st} \equiv \langle \sum_i (-1)^i S_i^z \rangle / N \) and \( h_{st} \) is a staggered magnetic field applied to the bosonic Hamiltonian (1), \( \Delta H = -h_{st} \sum_i (-1)^i S_i^z \); see Figs. 11(a) and 11(b). A significant advantage of this somewhat more involved procedure is that the staggered magnetic field couples directly to the genuine order parameter, \( m_{st} \), without the need for modification. Likewise, we compute the transverse susceptibility, \( \chi_{\perp} = \partial m_{\perp} / \partial \Gamma \), where \( m_{\perp} = \sum_i S_i^\perp \) is the transverse magnetization. Since the transverse field acts to

---

Footnotes:

1. From the crossing point in Fig. 10(b) is consistent with the gap closing in the thermodynamic limit, \( N \to \infty \). We set \( \epsilon = 1 \) for all system sizes, \( N \).

2. In this manuscript, we confine our attention to the critical coupling, \( \Gamma_c \), of the Ising quantum phase transition at the numerically extracted value, \( \Gamma_c \approx 2.08 \times 10^{-4} \), and the correlation length exponent \( \nu = 1 \). Scaling collapse as a function of \( (\Gamma - \Gamma_c)N^{1/\nu} \) corresponding to \( \nu = 1 \).

3. A significant advantage of this somewhat more involved procedure is that the staggered magnetic field couples directly to the genuine order parameter, \( m_{st} \), without the need for modification. Likewise, we compute the transverse susceptibility, \( \chi_{\perp} = \partial m_{\perp} / \partial \Gamma \), where \( m_{\perp} = \sum_i S_i^\perp \) is the transverse magnetization. Since the transverse field acts to
The transverse magnetic susceptibility, $\chi_\perp$, plays an analogous role to the specific heat capacity of the 2D classical Ising model \[43\]. The pseudostaggered magnetization, magnetic susceptibility, and the bosonic Hamiltonian extend to the low-energy state, the agreement between the Ising model description and the bosonic model \[44\].

Additionally, enhanced finite-size effects result in slightly different estimates of $\Gamma_c$ from $m$, $\Delta$, and $\chi$; see Fig. 12. This will be explored in future density matrix renormalization group (DMRG) work \[44\].

As shown in Fig. 13(a), the results obtained for $N = 8$ sites are in good agreement with exact results pertaining to the thermodynamic limit of the quantum Ising model for both the ground-state energy density \[34\],

$$e_\infty = -\frac{1}{4\pi} \int_0^\pi dk \sqrt{4\Gamma^2 + J^2 + 4\Gamma J \cos k},$$  \hspace{1cm} (16)$$

and the transverse magnetization \[34,45\],

$$\langle S^y \rangle = -\int_0^\pi \frac{dk}{2\pi} \frac{2\Gamma^2 + J \cos k}{\sqrt{4\Gamma^2 + J^2 + 4\Gamma J \cos k}}.$$  \hspace{1cm} (17)$$

In this comparison we define $E_{gs} = E_{gs} - (|m| - h - Jz/8)N$ for the bosonic system \[1\] in order to take into account the constant offset in the mapping \[12\]. The residual finite-size effects may be used to find the central charge of the bosonic system. With periodic boundary conditions the ground-state energy depends on the system size, $L = Na$, according to $E_{gs} = e_\infty L - \pi c v/6L + \cdots$, where $e_\infty$ is the ground-state energy density in the thermodynamic limit, $v$ is the effective velocity in the linearized low-energy dispersion, and $c$ is the central charge \[46-48\]. For the 1D Ising model \[12\], the dispersion relation may be obtained by fermionization \[32-34\]. This yields the characteristic velocity $v = \partial\epsilon_k / \partial k|_{k=0} = J/2$. The recovery of the Ising model central charge, $c = 1/2$ \[49,50\], is shown in Fig. 13(b). Although the majority of our discussion has been on the ground-state properties, and the first excited state, the agreement between the Ising model description and the bosonic Hamiltonian also extends to the low-energy spectrum shown in Fig. 13(c).

Having provided a thorough description of the Ising quantum phase transition in the absence of a magnetic field, let us now consider its effect. In the presence of a finite longitudinal field, $h$, the location of the Ising critical point is modified as shown in Fig. 14(a). The results obtained from the pseudostaggered magnetization, magnetic susceptibility,
and gap data are in good agreement with exact diagonalization and DMRG results [35] for the Ising model. Finite-size effects increase with increasing magnetic field, and for $h/J \gtrsim 0.6$ and $N = 4, 6, 8$, clean scaling is observed for $m$, but not for $\Delta$ and $\chi$. In addition, departures from the $h = 0$ critical point yield the expected quadratic dependence of the ground-state energy on the longitudinal field, $h$. The relation $\delta E_{gS}^{(2)} = -0.0706h^2N$ [35,51] is recovered in Fig. 14(b). These results show the persistence of an Ising quantum phase transition in the bosonic model without the need to fine tune to zero magnetic field.

FIG. 14. (a) Evolution of the Ising quantum phase transition with the longitudinal field, $h$, in the 1D bosonic model (1). Here $\epsilon_m = 2 + h$ and all other parameters are as in Fig. 9. (b) Quadratic correction to the ground-state energy for the bosonic Hamiltonian (1) due to a longitudinal magnetic field, $h$, in the vicinity of the $h = 0$ Ising critical point. We set $\epsilon_\uparrow = 1$, $\epsilon_\downarrow = 1$, $U = 1$, $V = 0$, and $t = t_\uparrow = t_\downarrow = 2t_m = 0.01$. The results are close to the theoretical value, $\delta E_{gS}^{(2)} \approx -0.0706h^2N$, at $\Gamma = \Gamma_c$ [35].

VII. CONCLUSIONS

In this work we have provided a detailed study of bosonic heteronuclear mixtures with Feshbach resonant pairing in optical lattices. The model displays a rich phase diagram with an intricate network of quantum critical points and phase transitions, and we have anchored this behavior to the predictions of a reduced two-component Landau theory. We have substantiated our previous findings of an Ising quantum phase transition occurring within the second Mott lobe [15] by significantly extending the range of physical observables. In particular, we have confirmed the additional Ising critical exponents, $\alpha = 0$, $\gamma = 7/4$, and $\delta = 15$, for the one-dimensional bosonic system. There are many directions for further investigation including the superfluid properties and studies away from the hard-core limit. Cold atoms in optical lattices may represent ideal systems in which to explore magnetization distributions [52] and quantum quenches [53,54] in quantum Ising models.
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APPENDIX A: LANDAU COEFFICIENTS

To calculate the phase boundaries delimiting the single-component superfluids from the Mott lobes it is sufficient to examine where the relevant mass terms change sign. In particular, for the second Mott lobe, $|\rangle \rightarrow -|\rangle$, we find

$$E_- = E_-^0 + \frac{1}{2} \sum_v m_v \phi_v^2 + \cdots,$$  \hspace{1cm} (A1)

where

$$m_m = z t_m \left( 1 - z t_m \frac{\chi (\chi + U) + \frac{1}{2} \left( \frac{1}{2} - \bar{\epsilon}_m - U \right)}{\chi [(\chi + U)^2 - \left( \frac{1}{2} - \bar{\epsilon}_m - U \right)^2]} \right),$$  \hspace{1cm} (A2)

and

$$m_{\uparrow \downarrow} = z t_{\uparrow \downarrow} \left( 1 - z t_{\uparrow \downarrow} \frac{\chi (\chi - \beta) + \frac{1}{2} (\bar{\epsilon}_{\uparrow \downarrow} + \alpha)}{\chi [(\chi - \beta)^2 - (\bar{\epsilon}_{\uparrow \downarrow} + \alpha)^2]} \right).$$  \hspace{1cm} (A3)

Here we denote $\chi = \sqrt{g^2 + (h/2)^2}$, $\alpha = h/2 + (U + V)/2$, and $\beta = (V - U)/2$. The coefficients for $\langle 0, 0; 0 \rangle$ read

$$m_{\uparrow \downarrow} (0, 0; 0) = z t_{\uparrow \downarrow} \left( 1 - z t_{\uparrow \downarrow} \frac{1}{\chi \bar{\epsilon}_{\uparrow \downarrow}} \right),$$  \hspace{1cm} (A4)

while those pertaining to $\langle 1, 0; 0 \rangle$ read

$$m_m (1, 0; 0) = z t_m \left( 1 - z t_m \frac{h - \bar{\epsilon}_m}{\chi^2 - (\bar{\epsilon}_m - h/2)^2} \right),$$  \hspace{1cm} (A5)

$$m_{\uparrow \downarrow} (1, 0; 0) = z t_{\uparrow \downarrow} \left( 1 + z t_{\uparrow \downarrow} \frac{\bar{\epsilon}_{\uparrow \downarrow}}{\chi^2} \right),$$  \hspace{1cm} (A6)

$$m_{\uparrow \downarrow} (1, 0; 0) = z t_{\uparrow \downarrow} \left( 1 + z t_{\uparrow \downarrow} \frac{\bar{\epsilon}_{\uparrow \downarrow} + V}{\chi^2 - (\bar{\epsilon}_{\uparrow \downarrow} + V)^2} \right).$$  \hspace{1cm} (A7)

The remaining coefficients may be obtained by interchanging particles and holes and ups and downs as appropriate. For example, the coefficients $m_{\alpha \alpha}(0, 1; 0)$ are obtained by interchanging $\downarrow \leftrightarrow \uparrow$ in Eqs. (A6)–(A8). Likewise, the coefficients $m_{\alpha \alpha}(1, 1; 1)$ are obtained by the particle-hole transformation, $\bar{\epsilon}_{\uparrow \downarrow} \rightarrow -\bar{\epsilon}_{\uparrow \downarrow} + U + V$ and $\bar{\epsilon}_m \rightarrow -\bar{\epsilon}_m + 2U$, on Eqs. (A4) and (A5).

APPENDIX B: DERIVATION OF THE ISING HAMILTONIAN

In this appendix we derive the effective spin model describing the low-energy physics within the second Mott lobe of the heteronuclear Hamiltonian, Eq. (1), for hard-core atoms and molecules. To eliminate the appearance of the hopping to leading order we perform a Schrieffer-Wolff transformation [55]. We begin by partitioning the Hamiltonian according to $H = H' + H_F + H_t$, where

$$H_t = - \sum_{\langle ij \rangle} \sum_a t_{ai} a_i^\dagger a_j + H.c.,$$  \hspace{1cm} (B1)

$H_F$ is defined in Eq. (2) and

$$H' = \sum_{ia} \tilde{\epsilon}_a n_{ia} + \sum_{ia \neq a'} \frac{U_{aa'}}{2} n_{ia} n_{a'a'}. \hspace{1cm} (B2)$$

Here $\alpha, \alpha' = \downarrow, \uparrow, m$ and all the species are taken to be hard-core bosons. A slight complication arises since the form of $H_F$ is simplest in the eigenbasis of $H'$ and not in the eigenbasis of the total on-site Hamiltonian $H' + H_F$. For this reason we perform two consecutive transformations where only the second requires working in the eigenbasis of $H' + H_F$. This contributes terms of $O(g^2 \tau^2 / U^4)$ or greater, which may be neglected in the region of the Ising transition. To remove the off-diagonal hopping terms we first make the canonical transformation

$${\tilde{H}} = e^S H e^{-S},$$  \hspace{1cm} (B3)

with $S$ chosen such that

$$[S, H'] + H_{OD} = 0, \hspace{1cm} (B4)$$

where $H_{OD}$ ($H_{ID}$) is the off-diagonal (diagonal) contribution to $H_t$ defined with reference to the eigenbasis of $H'$. Thus $S$ is of order $t/U$. The resulting Hamiltonian has the form

$${\tilde{H}} = H' + H_F + H_{ID} + \frac{1}{2} [S, H_{OD}] + [S, H_F] + \frac{1}{2} [S, H_{ID}] + O \left( \frac{t^3}{U^3} \right),$$  \hspace{1cm} (B5)

in which there remains an off-diagonal contribution at first order in $t/U$ from the term $[S, H_t]$. To remove this term we perform a further transformation

$${\tilde{H}} = e^S \tilde{H} e^{-S},$$  \hspace{1cm} (B6)

with

$$[\tilde{S}, H' + H_F] + [S, H_t] = 0, \hspace{1cm} (B7)$$

where we note $[S, H_F]$ is entirely off-diagonal in the eigenbasis of $H' + H_F$. We thus arrive at the Hamiltonian

$$\tilde{H} = H' + H_F + H_{ID} + \frac{1}{2} [S, H_{OD}] + [S, H_{ID}] + \frac{1}{2} [S, H_F] + \frac{1}{2} [\tilde{S}, [S, H_F]]$$

$$+ \frac{1}{2} [\tilde{S}, [S, H_{ID}]] + O \left( \frac{t^3}{U^3} \right)$$

which has no off-diagonal terms at first order in $t/U$.

Deep within the second Mott lobe we may focus on the subspace with total atom number two per site. Defining the projection operator

$$P_0 = \prod_i |\uparrow_i\rangle \langle \downarrow_i| + |\downarrow_i\rangle \langle \uparrow_i|,$$  \hspace{1cm} (B9)

where $|\uparrow_i\rangle = |0, 0; i\rangle$ and $|\downarrow_i\rangle = |1, 1; i\rangle$ as defined in Sec. V, we obtain the effective Hamiltonian, $\tilde{H} = P_0 \tilde{H} P_0$.  
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Explicitly,
\[
H = \mathcal{P}_0 \left( H' + H_{\text{ext}} + \frac{1}{2} [S, H_{\text{int}}] + \frac{1}{2} [S_z, S, H_{\text{int}}] \right) + \frac{1}{2} \mathcal{P}_0 \langle S_z, S \rangle + O \left( \frac{t^3}{U^5} \right),
\]
where all terms involving \( H_{\text{int}} \) are identically zero and have been omitted. By employing the spin operators defined in Eq. (11) this becomes
\[
H = \sum_i C + (h + \delta h) \sum_i S_i^z + (\Gamma + \delta \Gamma) \sum_i S_i^z + (J + 2 \delta J) \sum_{\langle ij \rangle} S_i^z S_j^z + \delta J \sum_{\langle ij \rangle} (S_i^x S_j^x + S_i^y S_j^y),
\]
where \( z \) is the lattice coordination, \( h = \epsilon_m - \epsilon_i - \epsilon_f - V \), \( \Gamma = 2g \), and \( C = \epsilon_m - h/2 - zJ/8 + z\delta J/4 \) is a constant contribution to the energy. By setting \( U_m = U_{m_1} = U \) and \( U_{\uparrow} = V \) the remaining coefficients are
\[
\frac{\delta \Gamma}{\delta h} = \frac{t^2}{4U^2} \frac{1}{4g^2 + h^2 - 4U^2} \left[ \frac{zg(4U^2 - h^2)}{4U^2} \right] + \frac{t^2 + t_f^2}{(U - V)^2} \frac{1}{4g^2 + h^2 - (U - V)^2} \left[ \frac{zg[(U - V)^2 - h^2]}{2(U - V)^2} \right],
\]
and \( J \) is given by Eq. (13). In the region of the Ising transition, \( g \sim t^2/U_3 \), and we may consistently neglect terms of \( O(gt^2/U_3^3) \sim O(t^4/U^4) \). Hence in this regime we may take \( \delta J = \delta \Gamma = \delta h = 0 \) and one obtains the Hamiltonian in Eq. (12). Equivalently this coincides with the approximation \( H \approx \mathcal{P}_0 (H' + H_{\text{ext}} + [S, H_{\text{OD}}])/2 \mathcal{P}_0 \).
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