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Abstract. We consider a curve flow for maps from a real line into a compact almost Hermitian manifold, which is governed by a third order nonlinear dispersive equation. This article shows short-time existence of a solution to the initial value problem for the equation. The difficulty comes from the lack of the Kähler condition on the target manifold, since the covariant derivative of the almost complex structure causes a loss of one derivative in our equation and thus the classical energy method breaks down in general. In the present article, we can overcome the difficulty by constructing a gauge transformation on the pull-back bundle for the map to eliminate the derivative loss essentially, which is based on the local smoothing effect of third order dispersive equations on the real line. 
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1. Introduction 

Let $N$ be a compact almost Hermitian manifold with an almost complex structure $J$ and a Hermitian metric $g$. Let $\nabla^N$ be the Levi-Civita connection with respect to the metric $g$. Consider the initial value problem for a third order nonlinear dispersive partial differential equation of the form 

\begin{equation} 
  u_t = a\nabla^2_x u_x + Ju_x u_x + bg(u_x, u_x)u_x 
  \text{ in } \mathbb{R} \times X, 
\end{equation} 

\begin{equation} 
  u(0, x) = u_0(x) \quad \text{in } X, 
\end{equation} 

where the unknown mapping $u = u(t, x) : \mathbb{R} \times X \to N$ describes the flow for the mapping from $X$ into $N$, $X$ denotes the real straight line $\mathbb{R}$ or the one-dimensional flat torus $\mathbb{R}/\mathbb{Z}$, and $u_0 = u_0(x) : X \to N$ is a given initial curve on $N$. Each term of the equation (1) is a vector field along $u$, where $u_t = du(\partial/\partial t)$, $u_x = du(\partial/\partial x)$, $du$ is the differential of $u$, $\nabla_x (=\nabla^N_{u_x})$ is the covariant derivative along $u$ in the direction $x$, $J_u$ is the almost complex structure at $u \in N$, and $a, b \in \mathbb{R}$ are constants. In particular, solutions to (1) with $a, b = 0$ are called one-dimensional Schrödinger flows.
The equation (1) is a generalization of two-sphere-valued physical models. Indeed, if \( N \) is the two-dimensional unit sphere \( S^2 \) with the canonical metric and the complex structure and if \( b = a/2 \), (1) can be formulated also as a system of third order nonlinear dispersive equations for \( \tilde{u}(t,x) : R \times X \rightarrow S^2 \subset R^3 \) of the form

\[
\tilde{u}_t = \tilde{u} \wedge \tilde{u}_{xx} + a \left[ \tilde{u}_{xxxx} + \frac{3}{2} \{ \tilde{u}_x \wedge (\tilde{u} \wedge \tilde{u}_x) \} \right],
\]

where \( \wedge \) is the exterior product in \( R^3 \). Originally in 1906, the equation (3) with \( a, b = 0 \), that is,

\[
\tilde{u}_t = \tilde{u} \wedge \tilde{u}_{xx},
\]

was first formulated by Da Rios [4] to model the motion of the vortex filament in \( R^3 \). In this physical model, the vortex filament at time \( t \) is modelled as the space curve \( \tilde{y}(t,\cdot) : X \rightarrow R^3 \) parameterized by the arc-length parameter \( x \), and \( \tilde{u}(t,x) := \tilde{y}_x(t,x) \in S^2 \) denotes the tangent vector of the vortex filament curve at the point \( \tilde{y}(t,x) \). In the same way, (3) was proposed by Fukumoto and Miyazaki [7] in 1991, where \( a \in R \) denotes the magnitude of the axial flow effect in the vortex filament. Both (3) and (4) are known to be completely integrable systems and appear also as a model equation for the continuous limit of ferromagnetic spin chain systems. See also, e.g., [8, 9, 14, 15, 16, 28] for their physical backgrounds.

In mathematical analysis, the existence problem of the solution to the initial value problem for \( S^2 \)-valued models has been studied extensively by many researchers since 1980’s. For example, Sulem, Sulem and Bardos [30] first showed time-local and global existence of a unique smooth solution to the IVP for (4), and Nishiyama and Tani [23, 31] established similar time-local and global existence result for (3). See, e.g., [20, 21, 23, 30, 31] and references therein.

On the other hand, by noting the geometric structure of \( S^2 \)-valued models such as (1), the relation between the existence problem of the solution to the IVP (1)–(2) and the geometric condition on \( (N,J,g) \) has been studied from some viewpoints of geometric analysis in recent fifteen years. Koiso [12, 13] first generalized (4) geometrically as the one-dimensional Schrödinger flow equation

\[
u_t = J_g \nabla_x u_x
\]

for \( u(t,x) : R \times R^2 \rightarrow N \) where \( N \) is a Kähler manifold. He introduced the framework of a kind of geometric classical energy method to show the short-time existence of a unique smooth solution to the IVP. He also showed the time-global existence when \( N \) is a locally Hermitian symmetric space.
(\nabla^N J \equiv \nabla^N R \equiv 0) \) by applying some conservation laws. See also [27] when \( X = \mathbb{R} \). After that, higher-dimensional Schrödinger flows for maps into Kähler manifolds were studied and short-time existence results were obtained in [5, 10, 17], based on the geometric classical energy method. Chang, Shatah and Uhlenbeck [1] established an essential understanding on the PDE structure of (5) for the mapping \( u(t, x) : \mathbb{R} \times \mathbb{R} \to N \) where \( N \) is a compact Riemann surface. More precisely, they constructed a good moving frame along \( u \) and reduced (5) to a complex-valued simpler semilinear Schrödinger equation, under the assumption that \( u(t, x) \) had a fixed base point as \( x \to +\infty \). See their pioneering work [1]. See also [19, 20, 21, 29] for the generalization to Schrödinger flows for maps into compact Kähler manifolds. When \( N \) is a compact complex Grassmannian, Terng and Uhlenbeck [33] showed the bi-Hamiltonian structure of (5) from the theory of completely integrable systems, which presented a global existence result for the IVP. As for the third order equation (1) with \( \alpha \neq 0 \), the author [24] proved a short-time existence theorem when \( N \) is a compact Kähler manifold. See also [25] for the PDE structure studied by the method of [1]. The author also showed the time-global existence result when \( \nabla^N J \equiv \nabla^N R \equiv 0 \) in [24, 26].

We should mention here that all works above assumed the target manifold \( N \) to be a Kähler manifold. Roughly speaking, the Kähler condition \( \nabla^N J \equiv 0 \) ensures that the equation behaves as symmetric hyperbolic systems and the geometric classical energy method developed in [5, 12, 13, 17, 24, 27] works to obtain short-time existence results. However, if the Kähler condition fails, \( \nabla^N J \neq 0 \), then (1) has a bad first order term which makes the classical energy method break down. Therefore it seems to be reasonable to investigate whether (1)–(2) can be solved or not even when \( N \) is an almost Hermitian manifold without the Kähler condition.

Remark 1. As is well known, compact almost Hermitian manifolds do not satisfy the Kähler condition in general. For instance, Hopf manifolds \( S^{2p+1} \times S^1 \), \( p \in \mathbb{N} \), are complex manifolds which never admit the Kähler condition. In addition, \( S^6 \) with the almost complex structure given by the Cayley exterior product in \( \mathbb{R}^7 \) is not a complex manifold and thus is not a Kähler manifold. See, e.g., [11].

In such non-Kähler cases, Chihara [2] first succeeded to overcome the difficulty of the derivative loss. Indeed, he recently showed short-time existence of a unique solution to the IVP for Schrödinger flow for maps from a general closed Riemannian manifold (or the Euclidean space \( \mathbb{R}^m \)) into a compact almost Hermitian manifold. His idea was to construct a gauge transformation acting on sections of the pull-back bundle to eliminate the bad first order term essentially.
The aim of the present article is to study the third order case \((a \neq 0)\) when \(N\) is a compact almost Hermitian manifold without assuming the Kähler condition. Roughly speaking, we can show the short time existence of a unique smooth solution to \((1)–(2)\) when \(X = \mathbb{R}\).

To state our results precisely, we here recall some classes related to \(N\)-valued mappings. For \(u : X \to N\), let \(G(u^{-1}TN)\) be the set of all sections of the pull-back bundle \(u^{-1}TN\). For a nonnegative integer \(m\), let \(H^m(X; TN)\) be the set of all sections \(V \in G(u^{-1}TN)\) satisfying

\[
||V||^2_{H^m} := \sum_{k=0}^{m} ||\nabla^k_x V||^2 = \sum_{k=0}^{m} \int_X g(\nabla^k_x V, \nabla^k_x V) dx < +\infty.
\]

In particular, \(H^0(X; TN)\) is written as \(L^2(X; TN)\). In addition, the class \(H^{m+1}(X; N)\) is defined by

\[
H^{m+1}(X; N) = \{u \in C(X; N); u_x \in H^m(X; TN)\}.
\]

Our main results is now stated as follows:

**Theorem 1.** Suppose that \(a \neq 0\) and \(X = \mathbb{R}\). Let \(m\) be a positive integer satisfying \(m \geq 4\). Then, for any \(u_0 \in H^{m+1}(X; N)\), there exists a constant \(T = T(a, b, N, ||u_0||_{H^4}) > 0\) such that \((1)–(2)\) possesses a unique solution \(u \in C([-T, T]; H^{m+1}(X; N))\).

Our idea of the proof of Theorem 1 comes from the theory of linear dispersive partial differential operators. Consider the initial value problem for linear partial differential equations of the form

\[
U_t + U_{xxx} + a(x)U_x + b(x)U = f(t, x) \quad \text{in} \quad \mathbb{R} \times \mathbb{R},
\]

where \(a(x), b(x) \in \mathcal{B}^\infty(\mathbb{R})\), which is the set of all smooth functions on \(\mathbb{R}\) whose derivative of any order are bounded on \(\mathbb{R}\), \(U(t, x)\) is a complex-valued unknown function, and \(f(t, x)\) is a given function. Tarama [32] showed that the IVP for \((6)\) is \(L^2\)-well-posed if and only if there exists some constant \(C > 0\) such that

\[
\left|\int_x^y \text{Im} a(s) ds\right| \leq C|x - y|^{1/2}
\]

for any \(x, y \in \mathbb{R}\). The necessity is proved by the usual method of asymptotic solutions. In order to prove the sufficiency, he first constructed a nice pseudo-differential operator of order zero which was automorphic on \(L^2(\mathbb{R}; C)\) under the condition \((7)\), and eliminated \(\sqrt{-1} \text{Im} a(x) \partial_x\). This is one of the methods
of bringing out the local smoothing effect of $e^{-t\partial_t^3}$ on $\mathbf{R}$, and this smoothing effect breaks down on $\mathbf{R}/\mathbb{Z}$. See, e.g., [6]. Tarama also pointed out unofficially that if $\text{Im} \ a \in L^2(\mathbf{R}; \mathbf{R})$, then (7) holds and the proof of sufficiency becomes quite easier than the general case of (7). In this case, a gauge transformation defined by

$$U(x) \mapsto V(x) = U(x) \exp\left(\frac{1}{3} \int_{-\infty}^{x} \{\text{Im} \ a(y)\}^2 \, dy\right)$$

is automorphic on $L^2(\mathbf{R}; \mathbf{C})$, and (6) becomes

$$V_t + V_{xxx} - \{\text{Im} \ a(x)\}^2 V_{xx} + \{\tilde{a}(x) + \sqrt{-1} \, \text{Im} \ a(x)\} V_x + \tilde{b}(x) V = \tilde{f}(t, x)$$

with some $\tilde{a}, \tilde{b} \in \mathcal{B}^\infty(\mathbf{R})$ and $\tilde{f}$, where $\tilde{a}$ is a real-valued. The IVP for (9) is $L^2$-well-posed in the positive direction of $t$ since the second order term $\{\text{Im} \ a(x)\}^2 \partial_x^2$ dominates the seemingly bad first order term $\sqrt{-1} \, \text{Im} \ a(x) \partial_x$ essentially. In this special case, pseudodifferential calculus is not required.

We make use of the idea of the gauge transformation (8) to our problem (1)–(2). Roughly speaking, if $u$ solves (1), $V_x^m u_x$ should formally satisfy the form

$$V_t - a V_x^3 - V_x J_u V_x - m (V_x J_u) V_x^m u_x = \text{harmless terms},$$

where $V_x J_u V_x$ is a composition of operators: $V_x J_u V_x W = V_x (J_u V_x W)$, and $(V_x J_u) := V_x J_u - J_u V_x$ is the covariant derivative of $J_u$ in the direction $x$. Remark that the first order term $m (V_x J_u) V_x$ cannot be controlled by the classical energy method since $(V_x J_u)$ behaves as a skew-symmetric operator on $L^2(\mathbf{R}; TN)$. To overcome this difficulty, we introduce the following gauge transformation acting on $L^2(\mathbf{R}; TN)$ defined by

$$V_x^m u_x(t, x) \mapsto V_x^m u_x(t, x) \exp\left(\frac{1}{3a} \int_{-\infty}^{x} g(u_x(t, y), u_y(t, y)) \, dy\right).$$

The commutator of the gauge transformation (11) with $a V_x^3$ generates a second order term $-g(u_x, u_y) V_x^2$ which dominates $m (V_x J_u) V_x$ essentially since $[(V_x J_u)] = O(g(u_x, u_y)^{1/2})$. See inequalities (59)–(62) for details.

In the next section, we prove Theorem 1. Our proof is based on a fourth order parabolic regularization of (1) and on the geometric energy method combining the gauge transformation (11). The assumption $m \geq 4$ comes from the requirement on the integer for our method of the gauge transformation to work.

Remark 2. After this work, by applying the idea of [2], Chihara and the author [3] succeeded to show Theorem 1 also when $X = \mathbf{R}/\mathbb{Z}$. Indeed, they...
constructed another gauge transformation on $L^2(R; TN)$ by taking a partition of unity on $N$ and by patching some sort of pseudodifferential operators together. Each of these pseudodifferential operators can be treated as a bounded pseudodifferential operator acting on vector-valued functions, and the commutator of the gauge transformation with $a V^3_x$ eliminates the seemingly bad first order term. See [3] for details. In fact, the above method in [3] is valid also in the present case $X = R$. In this sense, we should mention that the claim of Theorem 1 itself is now not new. However, the present article gives another proof which is simpler than that in [3], by making full use of the local smoothing effect of $e^{i a(x)}$ on $R$ which breaks down on $R/\mathbb{Z}$. Indeed, in the present article, we can construct the desired gauge transformation by using only a bounded real-valued function. Thus, neither patching together by the partition of unity on $N$ nor the pseudodifferential calculus is required in our proof. In other words, the above difference between [3] ($X = R/\mathbb{Z}$) and the present article ($X = R$) can be stated also as follows. In [3], roughly speaking, they regard $m(V_x u)$ in (10) as $\text{Im} a$ which has a potential in (6). The structure is known to be a sufficient condition that the IVP for (6) is $L^2$-well-posed (see Mizuhara [18]), and is applied effectively in [3]. On the other hand, in the present article, we give a simpler way to obtain the same result by applying a weaker structure of $m(V_x u)$ which corresponds to $\text{Im} a \in L^2(R; R)$ in (6).

2. Proof of Theorem 1

We first recall some basic notations and facts used below. Let $w: N \to R^d$ be an isometric embedding. We often identify an $N$-valued map $u$ with an $R^d$-valued function $w \circ u$ depending on the situation. In particular, we often use the equivalence between $u_x \in H^m(R; TN)$ and $dv(u_x) = (w \circ u)_x \in H^m(R; R^d)$, where $H^m(R; R^d)$ is the usual Sobolev space for $R^d$-valued functions on $R$. This equivalence follows from the Gagliardo-Nirenberg inequality. Thus $H^{m+1}(R; N)$ introduced in the previous section can be characterized by

$$H^{m+1}(R; N) = \{ u \in C(R; N); (w \circ u)_x \in H^m(R; R^d) \}.$$ 

Moreover, for an interval $I \subset R$, the class $C(I; H^{m+1}(R; N))$ consists of all $u \in C(I \times R; N)$ which satisfy $(w \circ u)_x \in C(I; H^m(R; R^d))$. The standard norm of $L^2(R; R^d)$ or $H^m(R; R^d)$ for $R^d$-valued functions is written respectively as $\| \cdot \|_{L^2(R; R^d)}$ or $\| \cdot \|_{H^m(R; R^d)}$, not to be confused with $\| \cdot \|$ or $\| \cdot \|_{H^m}$. See, e.g., [3, 5, 17, 24] for details. For further basic techniques of geometric analysis and Riemannian geometry, one can consult with [22]. Having them in mind, we start the proof of Theorem 1.

Proof of Theorem 1. The proof consists of the following four steps.
Step 1. Fourth order parabolic approximation.

For each $\varepsilon > 0$, we consider the IVP for a fourth order parabolic equation of the form

\begin{align}
(12) \quad &u_t = -\varepsilon \nabla_x^3 u_x + a \nabla_x^2 u_x + J_\varepsilon \nabla_x u_x + b g(u_x, u_x) u_x \quad \text{in } (0, T_\varepsilon) \times \mathbb{R}, \\
(13) \quad &u(0, x) = u_0(x) \quad \text{in } \mathbb{R},
\end{align}

where $u(t, x) : [0, T_\varepsilon] \times \mathbb{R} \to N$ is the unknown map and $u_0$ is the same initial data as that of (1)–(2). It is well-known that the IVP (12)–(13) admits a unique short-time solution $u \in C([0, T_\varepsilon]; H^{m+1}(\mathbb{R}; N))$ for each $\varepsilon > 0$. Indeed, we can show this fact by the mix of the standard contraction mapping argument and a kind of maximum principle in the same way as [2, 3, 10, 24]. The argument does not depend on whether or not $N$ is a Kähler manifold. Thus we omit the detail. See, e.g., [2, Section 2], [10, Section 2 and 3], or [24, Section 3] for details. By parameterizing the solution $u$ as $u^\varepsilon$ for each $\varepsilon \in (0, 1)$, we can construct a sequence $\{u^\varepsilon\}_{\varepsilon \in (0, 1)}$.

Step 2. Existence of a solution to (1)–(2).

We construct a solution to (1)–(2), which is the most important part in the present article. Let $\{u^\varepsilon\}_{\varepsilon \in (0, 1)}$ be the sequence of solutions to (12)–(13) constructed above. Then, we can show the following.

**Lemma 2.** There exists a constant $T > 0$ depending on $a$, $b$, $N$, $\|u_0\|_{H^4}$ and not on $\varepsilon \in (0, 1)$ such that the sequence $\{u^\varepsilon\}_{\varepsilon \in (0, 1)}$ is bounded in $L^\infty(0, T; H^m(\mathbb{R}; TN))$.

**Proof of Lemma 2.** Set $u = u^\varepsilon$ for ease of notation. The fundamental tool of the computation below is the formula of the integration by parts for the covariant derivative of the form

$$\int_{\mathbb{R}} g(\nabla_x W_1, W_2) dx = -\int_{\mathbb{R}} g(W_1, \nabla_x W_2) dx$$

for all $W_1, W_2 \in \Gamma(u^{-1} TN)$, which follows from the definition of the Levi-Civita connection on $N$ with the metric $g$.

We evaluate the square of $N_m(t)$ given by

$$N_m(t)^2 = \|u_x(t)\|_{H^{m-1}}^2 + \|A \nabla_x^m u_x(t)\|^2,$$

where $A = A(t, x)$ is a real-valued function defined by

$$A(t, x) = e^{K(t, x)},$$

$$K(t, x) = -\frac{1}{3a} \int_{-\infty}^x g(u_x(t, y), u_x(t, y)) dy.$$
The factor $1/3$ is not important. It slightly simplifies calculation. These real-valued functions $A(t,x)$ and $K(t,x)$ actually make sense, since

$$|K(t,x)| \leq \frac{1}{3|a|} \int_R g(u_0(t,y), u_3(t,y))dy \leq \frac{1}{3|a|} \|u_0\|^2$$

for $(t,x) \in [0,T_e] \times R$. The second inequality above follows from the energy inequality of the form

$$\frac{1}{2} \frac{d}{dt} \|u_3\|^2 = \int_R g(\nabla u_3, u_3)dx$$

$\geq -\varepsilon \int_R g(\nabla^4 u_3 + a \nabla^2 u_3 + \nabla_J \nabla u_3 + b \nabla [g(u_0, u_3)u_3], u_3)dx$

$= -\varepsilon \int_R g(\nabla^2 u_3, \nabla^2 u_3)dx - a \int_R g(\nabla^2 u_3, \nabla u_3)dx$

$- b \int_R g(u_3, u_3)g(u_3, \nabla u_3)dx$

$= -\varepsilon \|\nabla^2 u_3\|^2 - a \|g(u_3, \nabla u_3)\|_{L^2} dx - \frac{b}{4} \|g(u_3, u_3)\|^2_{L^2} dx$

$= -\varepsilon \|\nabla^2 u_3\|^2 \leq 0$.

We next set $r_0 = N_4(0)$. Note that this $r_0$ is independent of $\varepsilon \in (0,1)$. Moreover, we set

$$T_e^* = \sup \{ T > 0 \mid N_4(t) \leq 2r_0 \text{ for all } t \in [0,T] \}.$$

Then there exists a positive constant $C_1 > 1$ depending on $a$ and $r_0$ such that

$$C_1^{-1}N_m(t)^2 \leq \|u_3(t)\|^2_{H^m} \leq C_1N_m(t)^2 \text{ for all } t \in [0,T_e^*].$$

The above relation follows from the estimate

$$|e^{tK(t,x)}| \leq e^{\|u_0(t)\|^2/(3|a|)} \leq e^{\|u_0\|^2/(3|a|)}.$$

Let $C^k_b(R)$ be the space of functions possessing bounded and continuous derivatives up to order $k$ on $R$. Since $u \in C([0,T_e^*]; H^{m+1}(R; N))$ with $m \geq 4$, the Sobolev embedding $H^4(R) \subset C^3_b(R)$ implies that $A(t,\cdot), A^{-1}(t,\cdot) \in C^4_b(R)$, $A_4(t,\cdot) \in C_b(R)$, and that their $L^\infty$-norms are bounded uniformly in $t \in [0,T_e^*]$ by a constant $C_2 > 0$ depending only on $a, b, N, r_0$. Under this setting, we show the following key proposition.
Proposition 3. There exists a constant $C > 0$ depending on $a$, $b$, $N$, $r_0$ and not on $\epsilon \in (0, 1)$ such that

\begin{equation}
\frac{1}{2} \frac{d}{dt} N_m(t)^2 \leq CP(N_{m-1}(t))N_m(t)^2
\end{equation}

for all $t \in [0, T^*_C]$, where $P(s)$ is a monotone increasing function on $|s|$.

Proof of Proposition 3. Set $V = AV^\mu u_\xi$ for short. A simple computation shows

\begin{equation}
\frac{1}{2} \frac{d}{dt} N_m(t)^2 = \frac{1}{2} \frac{d}{dt} \|u_\xi(t)\|^2_{H^m} + \frac{1}{2} \frac{d}{dt} \|V(t)\|^2
\end{equation}

\begin{align*}
&= \frac{1}{2} \frac{d}{dt} \sum_{k=0}^{m-1} \|\nabla_x^k u_\xi(t)\|^2 + \frac{1}{2} \frac{d}{dt} \|V(t)\|^2 \\
&= \sum_{k=0}^{m-1} \int_R g(\nabla_x^k u_\xi, \nabla_x^k u_\xi) dx + \int_R g(V, V) dx \\
&= \int_R g(V, u_\xi) dx + \sum_{k=1}^{m-1} \int_R g(\nabla_x^k u_\xi, \nabla_x^k u_\xi) dx \\
&\quad + \int_R g(V, V) dx \\
&= -\epsilon \|\nabla_x^2 u_\xi\|^2 + \sum_{k=1}^{m-1} \int_R g(\nabla_x^k u_\xi, \nabla_x^k u_\xi) dx + \int_R g(V, V) dx.
\end{align*}

Note that the last equality above follows from (14). Hence, in order to evaluate the right hand side of (16), we start from the computation of $\nabla_x^k u_\xi$ for $1 \leq k \leq m - 1$ and $\nabla_x V$ below.

Let $1 \leq k \leq m$. By acting $\nabla_x^{k+1}$ on (12), we have

\begin{equation}
\nabla_x^{k+1} u_t = -\epsilon \nabla_x^{k+4} u_\xi + a \nabla_x^{k+3} u_\xi + \nabla_x^{k+1} J \nabla_x u_\xi + b \nabla_x^{k+1}[g(u_\xi, u_\xi) u_\xi].
\end{equation}

We compute each term of (17). At first, the definition of the Levi-Civita connection implies that

\begin{equation}
\nabla_x^{k+1} u_t = \nabla_x^{k+1} u_\xi + \sum_{l=0}^{k-1} \nabla_x^l [R(u_\xi, u_t) \nabla_x^{k-l-1} u_\xi].
\end{equation}

By substituting (12) into the second term of the right hand side of (18), we deduce
where \( Q_{1,k} \) is the covariant derivative of \( x_{J+1} \) along \( u_{k} \) which is just the product of \( x_{J} \) and \( u_{k} \), and \( x_{J+1} \) is defined by
\[
(x_{J+1})_{x} = x_{J} \cdot u_{k}.
\]

Thirdly, we compute \( \nabla_{x}^{k+1}u_{x} \), where the difference with the case of Kähler manifolds appears. Indeed, a simple computation shows that
\[
\nabla_{x}^{k+1}[g(u_{x}, u_{x})u_{x}] = 2g(\nabla_{x}^{k+1}u_{x}, u_{x})u_{x} + g(u_{x}, u_{x})\nabla_{x}^{k+1}u_{x} + Q_{4,k},
\]
where \( (\nabla_{x}J) \) is the covariant derivative of \( J \) along \( u \) in the direction \( x \) defined by
\[
(\nabla_{x}J)_{x} = \nabla_{x}J_{x} - J_{x}W \quad \text{for } W \in \Gamma(u^{-1}TN).
\]

(\( \nabla_{x}J \)) is also a \((1,1)\)-tensor field along \( u \). We use the notation like \( (\nabla_{x}J) \) not to be confused with \( \nabla_{x}x \) which is just the product of \( \nabla_{x} \) and \( x \). Moreover, by regarding \( (\nabla_{x}J) \) and \( \nabla_{x}^{k+1}u_{x} \) as a \((1,1)\)-tensor field and a \((1,0)\)-tensor field respectively, we deduce
\[
\sum_{l=1}^{k} \nabla_{x}^{l}(\nabla_{x}J)\nabla_{x}^{k+1-l}u_{x} = k(\nabla_{x}J)\nabla_{x}u_{x} + \sum_{l=1}^{k} \frac{l!}{j!(l-j)!} (\nabla_{x}^{j+1}J)\nabla_{x}^{k+1-j}u_{x}.
\]
Here, for \( j \in \mathbb{N} \), \((\nabla^j_x J)\) is the \((j+1)\)-th covariant derivative of \( J \) defined inductively by
\[
(\nabla^{j+1}_x J)W = \nabla_x(\nabla^j_x J)W - (\nabla^j_x J)\nabla_x W \quad \text{for} \quad W \in \Gamma(u^{-1}TN),
\]
and \((\nabla^1_x J) = (\nabla_x J)\). It follows from (21) and (22) that
\[
(23) \quad \nabla^{k+1}_x J = \nabla_x \nabla^{k}_x J + k(\nabla_x J)\nabla^{k}_x J + Q_{5,k},
\]
where
\[
Q_{5,k} = \sum_{l=1}^k \frac{1}{j!} (\nabla^{j+1}_x J)\nabla^{k+1-j}_x J.
\]
Consequently, by substituting (19), (20) and (23) into (17), we deduce
\[
(24) \quad (\nabla_1 + \varepsilon \nabla^4_x - a \nabla^3_x - \nabla_x J \nabla_x J - k(\nabla_x J)\nabla_x \nabla^{k}_x J + e F_{1,k} - F_{2,k} = F_{3,k},
\]
\[
(25) \quad F_{1,k} = Q_{1,k},
\]
\[
(26) \quad F_{2,k} = k(\nabla_x J)\nabla^{k}_x J - a R(u_x, \nabla_x J \nabla^{k}_x J)u_x + 2 bg(\nabla_x J \nabla^{k}_x J, u_x) u_x + b g(u_x, u_x)\nabla_x \nabla^{k}_x J,
\]
\[
(27) \quad F_{3,k} = -a Q_{2,k} - Q_{3,k} + Q_{4,k} + Q_{5,k}.
\]
Thus we obtain
\[
(28) \quad (\nabla_1 + \varepsilon \nabla^4_x - a \nabla^3_x - \nabla_x J \nabla_x J - k(\nabla_x J)\nabla_x \nabla^{k}_x J + e F_{1,k} + F_{3,k}) - a R(u_x, \nabla_x J \nabla^{k}_x J)u_x + 2 bg(\nabla_x J \nabla^{k}_x J, u_x) u_x + e F_{1,k} + F_{3,k}.
\]
We next compute \( \nabla_1 V \), where \( V = \nabla^m_x u_x \). By acting \( A \) on (28) with \( k = m \), we obtain
\[
(29) \quad A(\nabla_1 + \varepsilon \nabla^4_x - a \nabla^3_x - \nabla_x J \nabla_x J - m(\nabla_x J)\nabla_x \nabla^{m}_x J + e F_{1,m} + F_{3,m}).
\]
In the computation below, we use a notation denoting the modulo-\( L^2 \)-bounded operator in some sense. More precisely, for an operator \( A = A(t, x) \) acting on \( \Gamma(u^{-1}TN) \), we use the notation \( A \equiv 0 \) if there exists a positive constant \( C_3 > 0 \) depending on \( a, b, N \) and \( r_0 \) such that
\[
\| AW(t) \| \leq C_3 \| W(t) \| \quad \text{for all} \quad W(t, \cdot) \in L^2(R; TN)
\]
on \([0, T^*_x] \). In particular, we can easily check that
\[
(30) \quad \frac{\partial^2}{\partial \tau^2} A, \frac{\partial^2}{\partial \tau^2} (A^{-1}), A_t \equiv 0 \quad \text{for} \quad \tau = 0, 1, 2, 3, 4.
\]
These properties (30) are used below without any comments.
Now we continue the computation of (29). By a simple computation, we can check that

\[
L_t = \frac{L}{C_0}
\]

and

\[
\varepsilon A V_x^4 = \varepsilon V_x^4 A + \varepsilon [A, V_x^4],
\]

\[
-\alpha A V_x^3 = -\alpha V_x^3 A - \alpha [A, V_x^3]
\]

which implies

\[
-\alpha V_x^3 A + \alpha (A_{xxx} + 3 A_{xx} \varepsilon_x + 3 \varepsilon_x^2)
\]

and

\[
-\alpha V_x^3 A + 3 \alpha (A_{xx} \varepsilon_x + A_x \varepsilon_x^2).
\]

Furthermore, by using the trivial equality \(1 = A^{-1} A\), we deduce that

\[
A_{xx} V_x = A_{xx} V_x A^{-1} A
\]

and

\[
A_x V^2_x = A_x V^2_x A^{-1} A
\]

By substituting (34) and (35) into (33), we obtain

\[
-\alpha A V_x^3 \equiv -\alpha V_x^3 A + 3 \alpha A_x A^{-1} V_x^2 A + 6 \alpha A_x (A^{-1})_x A V_x A + 3 \alpha A_{xx} A^{-1} V_x A.
\]

We next evaluate the term \(-A V_x J V_x = -V_x J V_x A - [A, V_x J V_x]\). For the second term of the right hand side of the above, a simple computation gives

\[
V_x A = \alpha V_x + \alpha,
\]

\[
J V_x A = A J V_x + A_x J,
\]

\[
V_x J V_x A = A_x J V_x + A V_x J V_x + A_{xx} J + A_x (V_x J) + A_x J V_x
\]

and

\[
- [A, V_x J V_x] = -A V_x J V_x + V_x J V_x A
\]

which implies

\[
= 2 A_x J V_x + A_{xx} J + A_x (V_x J)
\]

\[
= 2 A_x J V_x A^{-1} A + A_{xx} J + A_x (V_x J)
\]
\[= 2A_x(A^{-1})_xJA + 2A_xA^{-1}JV_xA + A_{xx}J + A_x(V_xJ)\]
\[\equiv 2A_xA^{-1}JV_xA.\]

Thus we obtain

\[\text{(37)} \quad -A\nabla_xJ\nabla_x\equiv -\nabla_xJ\nabla_xA + 2A_xA^{-1}JV_xA.\]

In the same way, we deduce that

\[\text{(38)} \quad -mA(\nabla_xJ)\nabla_x\equiv -m(\nabla_xJ)\nabla_xA,\]
\[\text{(39)} \quad -bAg(u_x,u_x)\nabla_x\equiv -bg(u_x,u_x)\nabla_xA,\]

and

\[\text{(40)} \quad -aAR(u_x,V_xV_x^m)u_x = -aR(u_x,V_xAV_x^m)u_x + aR(u_x,A_xV_x^m)u_x\]
\[\equiv -aR(u_x,V_xAV_x^m)u_x,\]
\[\text{(41)} \quad 2bAg(V_xV_x^m)u_x = 2bg(V_xAV_x^m)u_x - 2bg(A_xV_x^m)u_x\]
\[\equiv 2bg(V_xAV_x^m)u_x.\]

By combining (31), (32), (36), (37), (38), (39), (40) and (41), we obtain that

\[\text{(42)} \quad (\nabla_t + \varepsilon\nabla_x^4 - a\nabla_x^3 - \nabla_xJ\nabla_x - m(\nabla_xJ)\nabla_x - bg(u_x,u_x)\nabla_x)V\]
\[= -3aA_xA^{-1}\nabla_x^2V - 2A_xA^{-1}JV_xV - aR(u_x,\nabla_xV_x\nabla_x)u_x\]
\[+ 2bg(\nabla_xV_x)u_x - 3aA_xA^{-1}\nabla_xV_xV - 6aA_x(A^{-1})_x\nabla_xV_x\]
\[+ \varepsilon A\delta_{F_1,m} - \varepsilon[A,\nabla_x^3]\nabla_x^mV_xu_x + F_3^{'m},\]

where the term \(F_3^{'m}\) has the estimate of the form

\[\text{(43)} \quad \|F_3^{'m}\| \leq C(a,b,N,r_0)P(N_{m-1})N_m.\]

Here, \(C(a,b,N,r_0)\) is a positive constant depending on \(a, b, N\) and \(r_0\), and \(P(s)\) is a monotone increasing function on \(|s|\). Here and hereafter, we use the same letter \(C(x,\beta,\ldots)\) and \(P(s)\) denoting different constants which depend on \(x,\beta,\ldots\) and different monotone increasing functions on \(|s|\) respectively.

Now we go back to the estimate for the third term of (16). By using (42), we deduce that
\[ \int_R g(\nabla_x V, V) dx \]

\[(44) \quad \int_R \left\{ a\partial_x^4 + a\partial_x^3 + V^2 \right\} dx \]

\[(45) \quad + \int_R g(m(\nabla_x J) \nabla_x V, V) dx \]

\[(46) \quad + \int_R g((bg(u_x, u_x) - 6aA_x(A^{-1})_x - 3aA_{xx}A^{-1}) \nabla_x V, V) dx \]

\[(47) \quad + \int_R g(-aR(u_x, \nabla_x V) u_x, V) dx \]

\[(48) \quad + \int_R g(2bg(\nabla_x V, u_x) u_x, V) dx \]

\[(49) \quad + \int_R g(-3aA_x A^{-1} \nabla_x^2 V, V) dx \]

\[(50) \quad + \int_R g(-2A_x A^{-1} \nabla_x V, V) dx \]

\[(51) \quad + \int_R g(\varepsilon \Delta F_{1,m} - \varepsilon [A, \nabla_x^4 \nabla_x^2 u_x, V) dx \]

\[(52) \quad + \int_R g(F_{3,m}', V) dx. \]

For the integral (44), the repeatedly use of integration by parts implies

\[(53) \quad \int_R g(-a\partial_x^4 V, V) dx = -a||\nabla_x V||^2, \]

\[(54) \quad \int_R g(a\partial_x^3 V, V) dx = -a \int_R g(\nabla_x^2 V, \nabla_x V) dx = 0, \]

\[(55) \quad \int_R g(V_x \nabla_x V, V) dx = -\int_R g(J \nabla_x V, \nabla_x V) dx = 0. \]

Also for (47) and (48), the integration by parts again shows that

\[(56) \quad (47) = -a \int_R g(R(u_x, \nabla_x V) u_x, V) dx + \frac{a}{2} \int_R g(R(u_x, V) u_x, \nabla_x V) dx \]

\[+ a \int_R g(R(u_x, V) \nabla_x u_x, V) dx + \frac{a}{2} \int_R g(R(\nabla_x u_x, V) u_x, V) dx \]

\[+ \frac{a}{2} \int_R g((\nabla_x R)(u_x, V) u_x, V) dx. \]
\begin{align*}
&= a \int_R g(R(u_x, V) \nabla_x u_x, V) dx + \frac{a}{2} \int_R g((\nabla_x R)(u_x, V) u_x, V) dx \\
&\leq C(a, N, r_0) \| V \|^2,
\end{align*}

(57) \hspace{1cm} (48) = b \int_R g(g(\nabla_x V, u_x) u_x, V) dx - b \int_R g(g(V, u_x) u_x, \nabla_x V) dx \\
&- b \int_R g(g(V, u_x) \nabla_x u_x, V) dx - b \int_R g(g(V, \nabla_x u_x) u_x, V) dx \\
&= -2b \int_R g(g(V, \nabla_x u_x) u_x, V) dx \\
&\leq C(b, r_0) \| V \|^2.

Note that, in order to obtain the second equality of (56), we use the fact that

\[ g(R(W_1, W_2) W_3, W_4) = g(R(W_3, W_4) W_1, W_2) \]

holds for any \( W_j \in \Gamma(u^{-1} TN), \ j = 1, 2, 3, 4 \), which is the fundamental property of the Riemannian curvature tensor on \( N \). In the same way, we can show that

\begin{align*}
(46) &= -\frac{1}{2} \int_R g([bg(u_x, u_x) - 6aA_x(A^{-1})_x - 3aA_x A^{-1}]_x V, V) dx \\
&\leq C(a, b, r_0) \| V \|^2.
\end{align*}

The estimate for rest terms is important and is demonstrated as follows. For (49), a simple computation shows that \( 3aA_x A^{-1} = 3aK_x = -g(u_x, u_x) \), and thus the integration by parts, the Sobolev embedding and the Hölder inequality show that

\begin{align*}
(49) &= \int_R g(g(u_x, u_x) \nabla_x^2 V, V) dx \\
&= -\int_R g(g(u_x, u_x) \nabla_x V, \nabla_x V) dx - 2 \int_R g(g(\nabla_x u_x, u_x) \nabla_x V, V) dx \\
&\leq -\| (g(u_x, u_x))^{1/2} \nabla_x V \|^2 + C(r_0) \| V \|^2.
\end{align*}

Note that the estimate for the last inequality above is obtained similarly to that of (46).

In order to estimate (45), it is important that there exists a constant \( C_4 > 0 \) depending only on \( N \) such that

\[ \|(\nabla_x J)(x) \| \leq C_4(g(u_x(x), u_x(x)))^{1/2} \]
uniformly in \( x \in \mathbb{R} \). By noting this and by using the Schwarz inequality, we deduce

\[
\begin{align*}
(45) \leq & \, m \| (V_x J) V_x V \| \| V \|
\leq & \, m C_4 \| (g(u_x, u_x))^{1/2} V_x V \| \| V \|
\leq & \, \rho \| (g(u_x, u_x))^{1/2} V_x V \|^2 + \frac{m^2 C_4^2}{4 \rho} \| V \|^2
\end{align*}
\]

for any \( \rho > 0 \).

The estimate for (50) is similar to the above argument. Indeed, we deduce

\[
\begin{align*}
(50) = & \, \frac{2}{3 a} \int_{\mathbb{R}} g(g(u_x, u_x)) J V_x V, V) \, dx \\
\leq & \, \frac{2}{3 |a|} \int_{\mathbb{R}} g((g(u_x, u_x))^{1/2} V_x V, (g(u_x, u_x))^{1/2} J V) \, dx \\
\leq & \, \rho \| (g(u_x, u_x))^{1/2} V_x V \|^2 + \left( \frac{2}{3 |a|} \right)^2 \frac{1}{4 \rho} \| (g(u_x, u_x))^{1/2} J V \|^2
\end{align*}
\]

for any \( \rho > 0 \).

If we take \( \rho = 1/4 \), then (59), (60) and (61) yield that

\[
(45) + (49) + (50) \leq -\frac{1}{2} \| (g(u_x, u_x))^{1/2} V_x V \|^2 + C(a, N, r_0) \| V \|^2,
\]

which completes the elimination of the derivative loss arising from the seemingly bad first order term.

For (52), it is easy to show that

\[
(52) \leq C(a, b, N, r_0) P(N_{m-1}) N_m \| V \|,
\]

by the Sobolev embedding and the Hölder inequality.

For (51), repeatedly use of integration by parts and the Schwarz inequality show that

\[
(51) \leq \frac{\varepsilon}{2} \| V_x^2 V \|^2 + C(a, b, N, r_0) P(N_{m-1}) N_m^2.
\]

Combining (53) and (64), we deduce

\[
(44) + (51) \leq -\frac{\varepsilon}{2} \| V_x^2 V \|^2 + C(a, b, N, r_0) P(N_{m-1}) N_m^2.
\]
Consequently, the energy estimate
\[ (66) \quad \int_R g(\nabla_x V, V)dx + \frac{\varepsilon}{2}\|\nabla_x^2 V\|^2 + \frac{1}{2} ||(g(u_x(t), u_x(t)))^{1/2}\nabla_x V\|^2 \leq C(a, b, N, r_0) P(N_{m-1})N_m^2 \]
follows from (56), (57), (58), (63), and (65).

On the other hand, we can easily obtain the estimate of the form
\[ (67) \quad \sum_{k=1}^{m-1} \int_R g(\nabla_x^k u_x, \nabla_x^k u_x)dx + \frac{\varepsilon}{2} \sum_{k=1}^{m-1}\|\nabla_x^{k+2} u_x\|^2 \leq C(a, b, N, r_0) P(N_{m-1})N_m^2, \]
if we note (28).

Finally, by adding (66) and (67) into (16), we conclude that the estimate of the form
\[ \frac{1}{2} \frac{d}{dt}N_m^2 + \frac{\varepsilon}{2} \left(\|\nabla_x^2 V\|^2 + \sum_{k=0}^{m-1}\|\nabla_x^{k+2} u_x\|^2 \right) + \frac{1}{2} ||(g(u_x, u_x))^{1/2}\nabla_x V\|^2 \leq C(a, b, N, r_0) P(N_{m-1})N_m^2 \]
holds on $[0, T_\varepsilon^*)$, which completes the proof of Proposition 3. \hfill \square

Lemma 2 follows immediately from Proposition 3 in the following way. At first, we set $m = 4$. Then, (15) implies that
\[ (N_4(t))^2 \leq r_0^2 \exp(2C(a, b, N, r_0)t) \]
for $t \in [0, T_\varepsilon^*)$. In particular, if we set $t = T_\varepsilon^*$, then this becomes
\[ 4r_0^2 = (N_4(T_\varepsilon^*))^2 \leq r_0^2 \exp(2C(a, b, N, r_0)T_\varepsilon^*), \]
which implies $T_\varepsilon^* \geq 2C(a, b, N, r_0)/\log 4$. Hence, if we set $T = 2C(a, b, N, r_0)/\log 4$, then $T_\varepsilon^* \geq T$ and $\{u^\varepsilon\}_{\varepsilon \in (0, 1)}$ is a bounded sequence in $L^\infty(0, T; H^4(R; TN))$. Note that $T$ actually depends on $a, b, N$ and $\|u_0\|_{H^4}$, and not on $\varepsilon \in (0, 1)$. Then, by the energy inequality (15), the inductive use of the Gronwall inequality for $m = 5, 6, \ldots$ shows that $\{u^\varepsilon\}_{\varepsilon \in (0, 1)}$ is a bounded sequence in $L^\infty(0, T; H^m(R; TN))$, which completes the proof of Lemma 2. \hfill \square

We can construct a solution to (1)–(2) by Lemma 2. Indeed, if we set $v^\varepsilon = w \circ u^\varepsilon$, then Lemma 2 implies that $\{v^\varepsilon\}_{\varepsilon \in (0, 1)}$ is a bounded sequence in $L^\infty(0, T; H^m(R; R^d))$, and thus the standard compactness argument implies that there exists a subsequence $\{v^j\}_{j \in N}$ of $\{v^\varepsilon\}_{\varepsilon > 0}$ and $v$ such that
for any $M > 0$. In particular, $v \in C([0, T] \times \mathbb{R}; w(N))$ follows from the above. Furthermore, we can easily check that

$$u(x, t) = w^{-1} \circ v \in C([0, T] \times \mathbb{R}; N)$$

solves the original IVP (1)–(2). In addition, since $u \in L^\infty(0, T; H^m(R; \mathbb{R}^d)) \cap C([0, T]; H^{m-1}(R; \mathbb{R}^d))$, the solution $u$ satisfies

$$u_x \in L^\infty(0, T; H^m(R; TN)) \cap C([0, T]; H^{m-1}(R; TN)).$$

**Step 3. Uniqueness of the solution.** Let $u, v \in C([0, T] \times \mathbb{R}; N)$ be solutions to (1)–(2) satisfying (68) and $u(0, x) = v(0, x)$. Then $z = w \circ u - w \circ v$ is well-defined as an $\mathbb{R}^d$-valued function. From the classical energy estimate for $z$ in $H^1(\mathbb{R}^d)$, we can show that $z = 0$, and hence the uniqueness follows. In the energy estimate, whether $N$ is a Kähler manifold or not is not essential, but the antisymmetry of $Ju_T N$ plays a crucial part. Indeed, the proof in [24, Section 5] also valid in the present case. Thus we omit the detail.

**Step 4. Continuity in time of $V_x^m u_x$ in $L^2$.** We have already proved the existence of a unique solution $u \in C([0, T] \times \mathbb{R}; N)$ with (68). Thus the proof of $V_x^m u_x \in C([0, T]; L^2(R; TN))$ is left. In order to complete this, it suffices to show that $dw u(A V_x^m u_x)$ belongs to $C([0, T]; L^2(R; \mathbb{R}^d))$. We omit the detail, since the proof is same as that in [3, pp. 402–403].

**Acknowledgement**

The author expresses special thanks to Hiroyuki Chihara for much valuable advice. Without them, this work would not have been completed. He also thanks the referee for carefully reading the manuscript. This work was supported by Global COE Program “Education and Research Hub for Mathematics-for-Industry” at Kyushu University and by JSPS Grant-in-Aid for Young Scientists (B) #21740101.

**References**

[1] Chang, N. H., Shatah, J. and Uhlenbeck, K., Schrödinger maps, Comm. Pure Appl. Math., 53 (2000), 590–602.

[2] Chihara, H., Schrödinger flow into almost Hermitian manifolds, arXiv:0807.3395.
[3] Chihara, H. and Onodera, E., A third order dispersive flow for closed curves into almost Hermitian manifolds, J. Funct. Anal., 257 (2009), 388–404.
[4] Da Rios, L. S., On the motion of an unbounded fluid with a vortex filament of any shape [in Italian], Rend. Circ. Mat. Palermo, 22 (1906), 117–135.
[5] Ding, W. Y., On the Schrödinger flows, Proceedings of the ICM, Vol. II, 2002, pp. 283–291.
[6] Doi, S.-I., Smoothing effects of Schrödinger evolution groups on Riemannian manifolds, Duke Math. J., 82 (1996), 679–706.
[7] Fukumoto, Y. and Miyazaki, T., Three-dimensional distortions of a vortex filament with axial velocity, J. Fluid Mech., 222 (1991), 369–416.
[8] Hama, F. R., Progressive deformation of a curved vortex filament by its own induction, Phys. Fluids, 5 (1962), 1156–1162.
[9] Hasimoto, H., A soliton on a vortex filament, J. Fluid Mech., 51 (1972), 477–485.
[10] Kenig, C., Lamm, T., Pollack, D., Staffilani, G. and Toro, T., The Cauchy problem for Schrödinger flows into Kähler manifolds, Discrete Contin. Dyn. Syst., 27 (2010), 389–439.
[11] Kobayashi, S. and Nomizu, K., Foundations of Differential Geometry. Vol. II, Wiley Classics Library, Wiley Inc., Princeton, 1996.
[12] Koiso, N., The vortex filament equation and a semilinear Schrödinger equation in a Hermitian symmetric space, Osaka J. Math., 34 (1997), 199–214.
[13] Koiso, N., Vortex filament equation and semilinear Schrödinger equation, Nonlinear waves (Sapporo, 1995), GAKUTO Internat. Ser. Math. Sci. Appl., 10, Gakko¯tosho, Tokyo, 1997, pp. 231–236.
[14] Lakshmanan, M. and Bullough, R. K., Geometry of generalised nonlinear Schrödinger and Heisenberg ferromagnetic spin equations with linearly x-dependent coefficients, Phys. Lett. A, 80 (1980), 287–292.
[15] Landau, L. D. and Lifschitz, E. M., On the theory of the dispersion of magnetic permeability in ferro-aquatic bodies, Phys. Zeitsch. der Sow., 8 (1935), 153–169.
[16] Lakshmanan, M., Rujigrok, TH. W. and Thompson, C. J., On the dynamics of a continuum spin system, Phys. A, 84 (1976), 577–590.
[17] McGahagan, H., An approximation scheme for Schrödinger maps, Comm. Partial Differential Equations, 32 (2007), 375–400.
[18] Mizuhara, R., The initial value problem for third and fourth order dispersive equations in one space dimension, Funkcial. Ekvac., 49 (2006), 1–38.
[19] Nahmod, A., Shatah, J., Vega, L. and Zeng, C., Schrödinger maps and their associated frame systems, Int. Math. Res. Not. IMRN 2007, no. 21, Art. ID rnm088, 29 pp.
[20] Nahmod, A., Stefanov, A. and Uhlenbeck, K., On Schrödinger maps, Comm. Pure Appl. Math., 56 (2003), 114–151.
[21] Nahmod, A., Stefanov, A. and Uhlenbeck, K., Erratum: “On Schrödinger maps”, Comm. Pure Appl. Math., 57 (2004), 833–839.
[22] Nishikawa, S., Variational Problems in Geometry, Translations of Mathematical Monographs, 205, American Mathematical Society, 2002.
[23] Nishiyama, T. and Tani, A., Initial and initial-boundary value problems for a vortex filament with or without axial flow, SIAM J. Math. Anal., 27 (1996), 1015–1023.
[24] Onodera, E., A third-order dispersive flow for closed curves into Kähler manifolds, J. Geom. Anal., 18 (2008), 889–918.
[25] Onodera, E., Generalized Hasimoto transform of one-dimensional dispersive flows into compact Riemann surfaces, SIGMA Symmetry Integrability Geom. Methods Appl., 4 (2008), Paper 044, 10 pp.
[26] Onodera, E., A remark on the global existence of a third order dispersive flow into locally Hermitian symmetric spaces, Comm. Partial Differential Equations, 35 (2010), 1130–1144.

[27] Pang, P. Y. Y., Wang, H. Y. and Wang, Y. D., Schrödinger flow on Hermitian locally symmetric spaces, Comm. Anal. Geom., 10 (2002), 653–681.

[28] Ricca, R.-L., Rediscovery of Da Rios equations, Nature, 352 (1991), 561–562.

[29] Rodnianski, I., Rubinstein, Y. A. and Staffilani, G., On the global well-posedness of the one-dimensional Schrödinger map flow, Anal. PDE, 2 (2009), 187–209.

[30] Sulem, P.-L., Sulem, C. and Bardos, C., On the continuous limit for a system of classical spins, Comm. Math. Phys., 107 (1986), 431–454.

[31] Tani, A. and Nishiyama, T., Solvability of equations for motion of a vortex filament with or without axial flow, Publ. Res. Inst. Math. Sci., 33 (1997), 509–526.

[32] Tarama, S., Remarks on $L^2$-wellposed Cauchy problem for some dispersive equations, J. Math. Kyoto Univ., 37 (1998), 757–765.

[33] Terng, C-L. and Uhlenbeck, K., Schrödinger flows on Grassmannians, Integrable systems, geometry, and topology, AMS/IP Stud. Adv. Math., 36, Amer. Math. Soc. Providence, RI, 2006, pp. 235–256.

nuna adreso:
Department of Mathematics
Kochi University
2-5-1, Akebono-cho
Kochi, 780-8520
Japan
E-mail: onodera@kochi-u.ac.jp

(Ricevita la 4-an de marto, 2011)
(Reviziita la 10-an de majo, 2011)