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With the continuous development of social economy, information resources have become more and more valued resources. Based on the intelligent monitoring architecture of the multimedia sensor network, this article proposes a nonline-of-sight positioning method that can fit the characteristics of autonomous movement for the object of intelligent terminal, that is, first draw the corresponding position trajectory according to the speed attribute of the node. On this basis, according to the relative position trajectory and radio frequency signal positioning, the two-by-two positioning of position and direction is comprehensively realized, and the positioning result is obtained; the positioning accuracy is evaluated according to the positioning of the radio frequency signal, and the false positioning result of the distorted radio frequency signal is stripped out to reduce the error influences. Practical results show that the method is effective and can meet the needs of positioning accuracy.

1. Introduction

With the development of society and economy, information resources have become more and more valued resources, and location information has become more and more important. For example, food, clothing, housing, and transportation are inseparable, and takeaways need to specify specific locations [1]. In the world of intelligent connection of all things, autonomously connected mobile nodes have been more and more used in areas such as manual input or GPS, BEIDOU receiver for position positioning. However, this part will be restricted by the module, and the positioning accuracy will be insufficient due to the influence of non-viewing distance factors. However, in wireless sensor networks, the main research object is static nodes rather than mobile nodes, so this part needs to focus on [2, 3].

The positioning method for mobile nodes can generally be direct radio frequency positioning, that is, through target recognition and data fusion, it can distinguish moving people, moving vehicles, etc., such as using WiFi, mobile phone signaling data can achieve location positioning [4–6]. In recent years, GPS positioning may not be able to achieve fast and accurate positioning. With distributed computing technology or wireless signaling technology, positioning based on WiFi and mobile phone signals has become a new way and new means of location information acquisition [7–10]. The focus is on the avoidance and handling of a large number of obstacles, because this may lead to a decrease in the accuracy of the position accuracy.

Based on the above limitations, this article relies on the intelligent monitoring architecture of the multimedia sensor network, takes the mobile node as the entry point, traces the displacement speed, outlines the corresponding action trajectory, and then uses the auxiliary radio frequency signal to comprehensively judge the position result, aiming to improve the positioning accuracy.
2. Design of Intelligent Monitoring Architecture for Multimedia Sensor Network

2.1. Multimedia Monitoring Network Based on Low Power Consumption Design. Aiming at the intelligent monitoring architecture of the multimedia sensor network, this paper combines video, infrared, and other diversified sensor device data to obtain the characteristics of related targets from multiple angles and aspects, forming a diversified feature space dimension, which is more conducive to target identification and extraction [11]. The specific fusion is shown in Figure 1. Through the fusion of image, video, and other data, the characteristics of the target are associated, and the target characteristics are extracted into a vector file for recognition of the target characteristics.

The corresponding data collected by all sensor devices (such as remote sensing devices) are sorted, processed, analyzed, and combined in the sensor network. As for multimedia monitoring networks, streaming media data processing has higher requirements on the accuracy of data collection and data processing capabilities. At present, the main body is the data fusion of graphics and images, and other sensor networks involve comprehensive time fusion of data. In particular, the corresponding feature fusion recognition of the target is based on the joint associated features after classification to perform the corresponding recognition processing.

The processing and analysis of the target image mainly involve video data, audio data, and basic data. Among them, the basic data mainly include infrared sensor equipment and traditional telemetry data. Usually, the basic data flow is relatively small. Compared with the basic data, audio and video data are relatively large and redundant and need to be collected, processed, sorted, and analyzed by means and hardware devices with strong computing capabilities to achieve data compression and feature processing.

2.2. Wireless Network Design. On the basis of the first section above, this article attempts to use WiFi to provide data communication services at the control layer with large data streams such as video and audio, so as to realize the networking and control of basic sensors. This method can be used for large-scale farm planting. For a large number of planting areas, a large number of sensors are deployed, which is conducive to real-time monitoring of geological disasters and crop growth. It not only improves efficiency but also achieves effective monitoring and realizes the practical application of “Internet +” [12, 13].

The fusion center gathers data collected by all multimedia sensor nodes and presents real-time monitoring to users through a visual interface. Users can control and process any terminal through a large-screen visual interface.

2.3. Network Application Design. When the wireless network is set up, the covered place will form a wireless network. The sensor will send corresponding information back to the master node through transmission. When the master node receives the corresponding sensor network message, it will start the corresponding emergency treatment process and locate the specific location of the abnormality. At the same time, data, audio, video, etc., of abnormal locations need to be stored first, and then the corresponding feature codes are extracted and transmitted to the fusion center through the transmission signal and then transmitted back to the mobile terminal to realize abnormal alarm reminders [14, 15].

The mobile node uses the speed information it can obtain to estimate the change of its own pose state over time, so as to obtain its own motion trajectory, that is, the relative positioning trajectory.

According to the corresponding displacement speed information to judge the change of the pose state, thereby obtaining its own motion trajectory and realizing relative positioning, then the corresponding state and speed information are specifically obtained for calculation with the following formula:

\[
\begin{align*}
X_h(k) &= X_h(k-1) + \cos(a_h(k-1)) \cdot V(k) \cdot \Delta T, \\
\theta_h(k) &= \theta_h(k-1) + \theta(k).
\end{align*}
\]

The comprehensive positioning technology needs to measure both the direction and the speed of the mobile node. If the initial position and movement direction of the node are known, the positioning trajectory in the ideal state should be completely consistent with the actual movement trajectory without the influence of other external factors. However, it cannot be ignored that errors are inevitable, and the accuracy of positioning will eventually be affected by corresponding angle errors, speed errors, etc., resulting in a certain deviation in positioning accuracy.

2.4. MSNIMA Algorithm. In response to the aforementioned needs and problems, this article proposes the MSNIMA algorithm, which is mainly composed of the following steps:

(a) Initial initialization: at this stage, set the corresponding initialization value, and at the same time, set the initial state of the relative positioning, as shown in the following formula:

\[
\begin{align*}
X_h(0) &= [0 0]^T, \\
a_h(0) &= 0.
\end{align*}
\]

It should be noted that the initialized position can also be set to other values, which is only a certain measurement reference and does not represent practical significance. MSNIMA only makes comprehensive use of relative positioning, not absolute positioning.

(b) Location evaluation: on the basis of initialization, the historical results of relative positioning are evaluated with algorithms, the current position information is obtained, and the accuracy of the radio frequency positioning is directly used for calculation.
The threshold is determined, and the corresponding threshold and historical record length are set.

The specific process is as follows:

1. Use formula (3) to express the last $N$ effective radio frequency positioning results:
   \[ Y_r^{kN} = [X_r(k - N), X_r(k - N + 1) \ldots X_r(k - 1)] \]
   \[(3)\]

2. The relative positioning result of translation and the result of radio frequency positioning make the center of the two as the origin, and the coordinate matrix after translation is expressed by the following equations:

   \[ CY_r^{kN} = \left[ CX_r(k - N) CX_r(k - N + 1) \ldots CX_r(k - 1) \right] \]
   \[ = \left[ X_r(k - N) - C_r^{kN} X_r(k - N + 1) - C_r^{kN} \ldots X_r(k - 1) - C_r^{kN} \right], \]
   \[(4)\]

   \[ CY_h^{kN} = \left[ CX_h(k - N) CX_h(k - N + 1) \ldots CX_h(k - 1) \right] \]
   \[ = \left[ X_h(k - N) - C_h^{kN} X_h(k - N + 1) - C_h^{kN} \ldots X_h(k - 1) - C_h^{kN} \right], \]
   \[(5)\]

   \[ C_r^{kN} = \frac{1}{N} \sum_{i=0}^{N-1} X_r(k - N + i), \]
   \[(6)\]

   \[ C_h^{kN} = \frac{1}{N} \sum_{i=0}^{N-1} X_h(k - N + i). \]
   \[(7)\]
(3) Rotate the relative positioning result around the origin to minimize the difference with the RF positioning result. The coordinates obtained by rotating the relative positioning result around the center \( \theta \) can be represented by the following equations:

\[
RCY^h_{kN}(\theta) = [RCX^h_{k}(k-N,\theta), RCX^h_{k}(k-N+1,\theta)\ldots RCX^h_{k}(k-1,\theta)] = \begin{bmatrix}
\cos(\theta) & -\sin(\theta) \\
\sin(\theta) & \cos(\theta)
\end{bmatrix} \cdot CY^h_{r}. \tag{8}
\]

Rotating to minimize the difference in positioning results means looking for the following \( \theta \):

\[
\theta_{\min}\,(k) = \min_{\theta\in[0,5\pi]} \text{diff}\,(\theta), \tag{9}
\]

\[
\text{diff}\,(\theta) = \|RCY^h_{kN}(\theta) - CY^r_{kN}\|^2 = \sum_{i=0}^{N-1} \|RCX^h_{k}(k-N+i,\theta) - CX^r_{k}(k-N+i)\|^2. \tag{10}
\]

Obviously, \( \text{diff}\,(\theta) \) is a continuous differentiable function of \( \theta \), and its derivative is also continuous and differentiable, and it is a function with a period of 2\( \pi \). It can be obtained in a period by solving \([-0.5\pi, 1.5\pi]\) taking the minimum value of \( \theta \) as

\[
\theta_{\min} = \begin{cases} 
0 & (a = 0, b = 0) \\
-0.5\pi & (a = 0, b > 0) \\
0.5\pi & (a = 0, b < 0) \\
\arg\tan(b/a) & (a < 0) \\
\arg\tan(b/a) + \pi & (a > 0)
\end{cases}, \tag{11}
\]

\[
\begin{cases} 
a = \langle CY^h_{kN}, CY^r_{kN} \rangle, \\
b = \langle CY^h_{kN}, \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix} CY^r_{kN} \rangle.
\end{cases} \tag{12}
\]

It should be noted that \( a = 0 \) and \( b = 0 \) will only occur when the node is not moving for a long time. In this case, although any \( \theta \) can make \( \text{diff}\,(\theta) \) take the minimum value, this article is in the actual calculation process, the value is 0.

(4) After \( \theta_{\min}\,(k) \) getting” shift the relative positioning trajectory again so that the center is the original RF positioning center, and the final positioning result and the speed direction can be obtained as follows:

\[
X_{\text{final}}\,(k) = \begin{bmatrix}
\cos(\theta_{\min}\,(k)) & -\sin(\theta_{\min}\,(k)) \\
\sin(\theta_{\min}\,(k)) & \cos(\theta_{\min}\,(k))
\end{bmatrix} \cdot (X^h_{k}(k) - C^h_{r}) + C^r_{k}, \tag{13}
\]

\[
\alpha_{\text{final}}\,(k) = \alpha^h_{k}(k) + \theta_{\min}\,(k). \tag{14}
\]

It can be seen from Figure 2 that while obtaining the positioning position, an estimate of the radio frequency positioning accuracy can also be obtained,

\[
\bar{p} = \sqrt{\frac{\text{diff}\,(\theta_{\min})}{N}}. \tag{15}
\]

The determination of the threshold \( \eta \) should meet two conditions: first, it can distinguish severely distorted radio frequency positioning results; second, it should help nodes recover from the cumulative error of relative positioning. Obviously, when the radio frequency positioning accuracy \( \bar{p} \) is higher, the threshold \( \eta \) should be smaller; the lower the
accuracy \( p \) is, the threshold \( \eta \) should be larger to effectively distinguish the distortion positioning results.

The threshold used in this paper is shown in the following formula:

\[
\eta = \begin{cases} 
\sqrt{\frac{\text{diff}(\theta)}{N}} \cdot (1.5 + 0.07N_{\text{KN}}), & N_{\text{KN}} < 0.6N; \\
+\infty, & N_{\text{KN}} \geq 0.6N.
\end{cases}
\] (16)

Similar to the threshold \( \eta \), the value of \( N \) cannot be set to a fixed value. When the accuracy \( p \) is smaller, \( N \) should also be smaller to minimize the impact of accumulated errors. Conversely, when \( p \) is larger, \( N \) should also be larger, in order to minimize the influence of radio frequency positioning errors and obtain high-precision pose information.

The value of \( N \) in this paper is shown in the following formula:

\[
N = \max \{a_N \tilde{p} + b_N, N_{\min}\}. \tag{17}
\]

In the formula, the value of \( a_N \) is 13, the value of \( b_N \) is 1, the value of \( N_{\min} \) is 10, and the value of \( [x(k), y(k)] \) is rounded to \( x \).

### 3. Simulation Results and Performance Analysis

#### 3.1. Simulation Model
First, set up the simulation environment for the experiment. Within a square range of 50 m for a mobile node, move counterclockwise along the black tip, as shown in Figure 3. The displacement speed is 1 m/s, and the time interval is 0.5 s for mobile positioning, and finally, the measurement of the mobile position is realized.

In the specific simulation experiment, this article chooses the MSNIMA method, and the positioning method chooses DTN as the radio frequency signal positioning method, because it applies to the three strongest signal nodes of all signals to achieve positioning, which is more accurate and relatively accurate. The signal strength is shown in the following formulas:

\[
\text{RSSI}_{\text{dBm}}(d) \sim N(P_{\text{dBm}}(d), \sigma_{\text{dB}}^2).
\] (18)

\[
P_{\text{dBm}}(d) = P_{\text{dBm}}(d_0) - 10\lg \left( \frac{d}{d_0} \right). \tag{19}
\]

In the formula, dBm and dB are used to indicate the unit, \([\tilde{x}(k), \tilde{y}(k)]\) indicates the reference distance, and \( b \sim N(\mu_N, \sigma_N^2) \) is used to indicate the RF signal strength at \( \mu_N \), which is determined by the external environment.

Among them, for the influence of obstacles on the positioning accuracy, this paper simulates the attenuation of nodes, and the specific calculation is shown in the following formula:

\[
\text{RSSI}_{\text{dBm}}(d) \sim N(P_{\text{dBm}}(d) - \tau_d \sigma_{dB}^2).
\] (20)

From this, the estimated \( \mu_N \) for \( d \) can be obtained as
\[
\overline{d} = d_0 \cdot 10^{(P_{\text{th}}(d_0) - \text{RSSI}_{\text{dBm}}(d) + \tau_{\text{dB}}/10n)}
\]
\[
= d_0 \cdot 10^{(P_{\text{th}}(d_0) - P_{\text{th}}(d)/10n)} \cdot 10^{(\text{RSSI}_{\text{dBm}}(d) + \tau_{\text{dB}}/10n)}.
\]

Substituting formula (20) into (22) can obtain the following formula:
\[
\overline{d} = d \cdot 10^{u(d)},
\]
\[
u(d) = \frac{P_{\text{th}}(d) - \text{RSSI}_{\text{dBm}}(d) + \tau_{\text{dB}}}{10n}.
\]

From equations (20) and (24), we know that \( u(d) \) obeys the following Gaussian distribution:
\[
u(d) \sim N\left(\frac{\tau_{\text{dB}}}{10n}, \text{cov}\right), \text{cov} = \frac{\sigma_{\text{dB}}^2}{(10n)^2}.
\]

When there is no obstacle between the mobile node and the beacon node, \( \mu_N = 2 \) is zero; otherwise, it is the corresponding fading value.

3.2. Result Analysis. According to the setting of the abovementioned simulation environment, 7 signal nodes, 2 obstacles, and 1 unknown node are arranged in the range, and a uniform motion of 1 m/s is realized in this area. The conversion probability can be defined by the following formula:
\[
\psi = \begin{bmatrix}
0.9 & 0.1 \\
0.1 & 0.9
\end{bmatrix},
\]

By comparing the MSNIMA algorithm with the IMM-KF algorithm and the Rwgh algorithm, obtaining the corresponding experimental data in the same simulation environment and evaluating the accuracy of the corresponding algorithm through the root mean square error are shown in the following formula:
\[
\text{RMSE} = \sqrt{\frac{1}{K} \sum_{k=1}^{K} (x(k) - \hat{x}(k))^2 + (y(k) - \hat{y}(k))^2},
\]

where \([x(k), y(k)]\) is the real position of the unknown node at time \(k\), and \([\hat{x}(k), \hat{y}(k)]\) is the simulated position of the unknown node at time \(k\).

3.2.1. Nonline-of-Sight Error. As shown in Figure 2, in this simulation experiment, the relationship between the LOS error value and the RMSE is mainly studied. The noise obeys the Gaussian distribution. From the results, as \(\mu_N\) increases, the RMSE values of all algorithms increase. But the MSNIMA algorithm in this paper has more obvious advantages, and the positioning accuracy is relatively higher.

As shown in Figure 4, this result shows that when the LOS error value is 2, the noise measurement obeys the Gaussian distribution, and the nonline-of-sight error variance affects the RMSE. From the results, as the value of \(\sigma_N^2\) continues to increase, the corresponding RMSE calculation value of the algorithm also increases; the positioning performance of the MSNIMA algorithm is better than the other two algorithms, and it has the best positioning effect.

3.2.2. Nonline-of-Sight Error Obeys Exponential Distribution. As shown in Figures 5 and 6, the results are expressed as nonline-of-sight positioning obeys the corresponding exponential distribution. As shown in Figure 6, as the parameters continue to increase, the overall RMSE value shows a decreasing trend. Among them, the MSNIMA algorithm positioning accuracy is better than the other two algorithms and has obvious advantages.

As shown in Figure 6, the MSNIMA algorithm proposed in this paper is robust, and the positioning accuracy is significantly better than the other two algorithms, and the standard deviation of noise is small, and it has a higher positioning accuracy.

3.2.3. Nonline-of-Sight Error Obeys Uniform Distribution. The results between the maximum deviation coefficient \(U_{\text{max}}\) and the root mean square error are shown in Figure 7. With the increase of the maximum deviation sparseness, the three algorithms all show an increasing trend, and the MSNIMA algorithm proposed in this paper has better positioning accuracy than the other 2 kinds.

The relationship between the noise standard deviation and the root mean square error of the smart mobile terminal is shown in Figure 8. The MSNIMA algorithm proposed in this paper is not sensitive to the measurement noise standard deviation, and the MSNIMA algorithm always maintains the best positioning effect.
Figure 5: The relationship between parameter $\mu$ and RMSE.

Figure 6: The relationship between the standard deviation of the measurement noise and the RMSE.
4. Conclusions

In response to the general demand for obtaining positioning, this article relies on the foundation of the multimedia sensor network intelligent monitoring architecture and proposes the MSNIMA positioning method, which comprehensively uses the radio frequency positioning function and the direction measurement function and simulates the direction of speed and movement. The corresponding positioning trajectory is calculated, and the corresponding errors are comprehensively considered to obtain the final high-precision positioning result. Simulation practice shows that MSNIMA can adapt to complex environments well and has achieved high positioning accuracy.
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