Heterogeneous Dynamical Relaxations in a Lane Forming Liquid

Suman Dutta∗
Department of Chemical Biological and Macromolecular Sciences
S. N. Bose National Centre for Basic Sciences
Block-ID, Sector-III, Salt Lake, Kolkata 700098
India.

(Dated: 23 November, 2016)

The connection between domain relaxations at individual scales and the collective heterogeneous response in non-equilibrium systems is a topic of profound interest in recent times. In a model system of constantly driven oppositely charged binary colloidal suspension, we probe such relaxations as the elongated lanes of likely charges interact with increasing field in the orthogonal plane using Brownian Dynamics simulations. We show that the system undergoes a structural and dynamical cross-over: from an initial fast-relaxing homogeneous phase to a heterogeneous lane phase following a slow relaxation via an intermediate phase with mixed relaxation. Our observations also affirm the coexistence of multiple time and length scales in this phase. Unlike glasses, these time and length scales are not separated by orders of magnitude, they are comparable in magnitudes. Using a phenomenological model, we, further, reinforce that these competing relaxations are a manifestation of heterogeneity in diffusion which is rather generic in systems with such competing relaxations.
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Introduction: Driven away from equilibrium, soft materials exhibit fascinating phenomena, ranging from dynamic patterns to active self-assembly, and often generates technological applications in diverse areas of science [1]. Yet the underlying microscopic description is mostly unexplored, for the particle dynamics depends explicitly on the structural changes and external field competes with inter-particle interactions[2]. This interplay between structure and dynamics governs the heterogeneous transport processes in complex media and hence develops widespread interests in a variety of interdisciplinary subjects bridging physics, chemistry, biology and engineering[1–3].

Laning [3–17] is one such example realized in a host of simple systems like army ants[18], pedestrian movements[19], granular media[20], dusty plasma[21], dipolar microswimmers [22] and often considered as a generic model of non-equilibrium systems where two species of particles are driven against each other [5–21]. Colloids mimic the phenomenon: applying a constant electric field, the system of binary charges crosses over from a homogeneous mixture to a state with columnar lanes of likely charged particles elongated parallel to the field[1–17]. Report shows there is a ‘locked-in’ situation followed by a slow dynamics as the system gets more heterogeneous in the lane state due to the presence of both slow and fast mobile particles leading to a dynamical heterogeneity[14] as the primitive lanes grow with field [15]. Recently, Dutta et. al. have shown that the laning occurs via a novel ‘pre-lane’ phase with anomalous dynamical responses leading to a heterogeneity in diffusion[16], like that in super-cooled liquids[23], yet the nature of dynamics differs at a single particle level. Although predicted as a generic feature in soft materials[24], heterogeneity in diffusion lacks macroscopic realization and microscopic insights. Furthermore, bridging the gap between heterogeneity in dynamics and structural relaxation would trigger interests in fundamental exploration of complex transport processes of technological importance [25, 26]. Moreover, it aids inputs into the understanding of collective response in a class of non-equilibrium systems with similar inherent structural heterogeneity being influenced by field which needs not to be external, in general.

In this paper, we explore the steady-state dynamical relaxations of a binary colloidal suspension in the presence of a constant electric field using Brownian Dynamics simulations [27] in terms of a two and four point dynamic correlation functions. The two-point function, the Overlap function [28], \( Q(t) \) shows a crossover in dynamics: from an initial faster relaxation in the homogeneous phase to a slow down in the lane phase via a phase with mixed relaxation. Beyond the intervening phase, the in-plane motion slows as the lanes grow stronger with increasing field. The Dynamic susceptibility[29], \( \chi_4(t) \) crosses over from a peaked form in the homogeneous phase to a doubly-split form in the lane phase: The prevalent peak at higher \( t \) indicates response due to dominant slow particles while the one at lower \( t \) is due to faster relaxation by low populating fast particles. However, in the intermediate phase, \( \chi_4(t) \) broadens indicating signatures of coexisting length-scales in the system. Lanes grow monotonically as the collective interactions between the lanes in the orthogonal plane increase, though the spread in the distribution of these length-scales is, primarily, a non-monotone. Furthermore, our phenomenological calculations show that these competing relaxations, indeed, manifest a heterogeneous response via heterogeneity in diffusion reiterating Ref. [16], albeit distinct from glassy systems.

Methods: We take equi-molar binary mixture of positively \((N_+)\) and negatively \((N_-)\) charged colloidal par-
particles of diameter $\sigma (= 1 \mu m) (N_+ = N_- = 2000)$ in a cubic box of length $(L = 21.599\sigma)$ dissolved in a medium with viscosity $(\eta = 0.1cP)$ at temperature $T (= 298K)$ as in [16]. The pair-interactions between two particles located at positions $\vec{r}_i$ and $\vec{r}_j$, with charges $q_i$ and $q_j$, respectively, is given by $V(\vec{r}_{ij}) = V_{SC} + V_{\text{Repulsion}}$ with $V_{SC} = V_0[q_iq_j/(1+\kappa\sigma/2)^2][\exp(-\kappa\sigma(\vec{r}_{ij}/\sigma)^2)]/\sigma$ and $V_{\text{Repulsion}} = \varepsilon[(\sigma/\vec{r}_{ij})^{12}-(\sigma/\vec{r}_{ij})^6]^{1/2}$ for $\vec{r}_{ij} < 2^{1/6}\sigma$ and zero elsewhere [9] with $\vec{r}_{ij} = |\vec{r}_i - \vec{r}_j|$. Here, $\kappa$ is the inverse screening length, $V_0$ the interaction strength parameter and $\varepsilon = 4|q|^2V_0(1+\kappa\sigma/2)^2$ with $q_i = q_j = q$ [9]. We use $\kappa\sigma (= 5.0)$ and $V_0^2 = |q|^2V_0/k_BT (= 50.0)$. The simulations [27] are carried out using discretized form of Langevin’s equation in over-damped limit with integration time step $\Delta t = 0.00005\tau_\beta$. We use $\Gamma (= 3\pi\sigma\eta)$, the viscous damping and $\vec{F}_i(t)$ the fluctuating force with variance $2D_0\delta_{\alpha\beta}\delta_{ij}\delta(t-t')$ where $\alpha, \beta$ denote the cartesian components and $D_0$ the Einstein-Stokes Diffusion coefficient with $\Gamma_0 = k_BT/k_B$ being the Boltzmann constant. The simulations use $\tau_\beta = (\sigma^2/D_0)$ as unit time, $\sigma$ the length unit and $k_BT$ the energy unit. We switch on the electric field $f (= |q|f_0\sigma/k_BT)$ once we equilibrate the system with $f = 0$ from random configurations for $50\tau_\beta$. The field is kept on for $100\tau_\beta$ so that for all $f$ (within the observation window), the system reaches steady state where statistics are stored for more $50\tau_\beta$. We generate $N_T (= 20)$ set of parallel trajectories with different initial configurations. During our analysis we average over these $N_T$ Brownian trajectories generated using different seeds with different initially equilibrated configurations.

Results and Analysis: We show the particle configurations in Fig. 1. For $f = 0$ we observe a homogeneous mixture of opposite charges (data not shown). The situation remains homogeneous for $f = 50$ [Fig. 1(a)]. However, for $f = 150$, we find tiny domains of likely charged particles [Fig. 1(b)]. On increasing $f$ further, these domains takes the form of network like structures [Fig. 1(c)] proliferated in z direction as lanes as in previous studies [11, 16]. Though there is a steady flow, the lanes continue to re-order in the transverse plane as seen in different steady state configurations (not shown) for a particular $f$. However, the structural order parameter [11] in steady state $s$ does not change with $t$ (data not shown). To understand the underlying structural rearrangements, we look for the dynamical relaxation of these structures.

Such structural relaxation is generally interpreted via the self Overlaps, given by $\tilde{q}_i^{(+)}(t) = \frac{1}{N_x} \sum_{i=1}^{N_x} \psi(|\vec{r}(t_0) - \vec{r}(t + t_0)|)$ [29]. Here, $\psi(r) = 1$ if $r \leq 0.3\sigma$ and $\psi(r) = 0$ elsewhere. To compute such overlaps between particle configurations in the orthogonal plane, separated by time $t$, we evaluate $\tilde{q}_i^{(+)\perp}(t)$ for both $+ve$ and $-ve$ charges respectively. Both charges behave identically, so we focus on $\tilde{q}_i^{(+)\perp}(t)$. We compute $\tilde{q}_i^{(+)\perp}(t)$ for several steady state configurations separated by $t$. Thus, there exists a probability distribution function of these $\tilde{q}_i^{(+)\perp}(t)$, given by $P(\tilde{q}_i^{(+)\perp}(t))$. We observe $P(\tilde{q}_i^{(+)\perp}(0)) \sim \delta(\tilde{q}_i^{(+)\perp}(0) - N_x)$ while for $t \neq 0$, $P(\tilde{q}_i^{(+)\perp}(t))$ shifts to lower values of $\tilde{q}_i^{(+)\perp}(t)$ with increasing $t$. In Fig. 2(a) we show $P(\tilde{q}_i^{(+)\perp}(t))$ for various $f$ for one typical $t (= 0.05 \tau_\beta)$. For all $f$, $P(\tilde{q}_i^{(+)\perp}(t))$ is Gaussian at low $t$. However, for $f = 150$, $P(\tilde{q}_i^{(+)\perp}(t = 0.15\tau_\beta))$ deviates from Gaussian for intermediate $t$ while it is again a Gaussian for high $t$ (data

![FIG. 1: Projection of the particles in plane transverse to the drive for (a) $f = 50$ (b) $f = 150$ (c) $f = 300$. Here open circles and filled circles denote $+ve$ and $-ve$ charges respectively.](image-url)
Fig. 2(a) shows $P(\tilde{q}_{(\perp)}^{(+)}(t))$ for different values of $f$ at $t = 0.05\tau_\beta$. For $f = 50$, $P(\tilde{q}_{(\perp)}^{(+)}(t))$ peaks at $\tilde{q}_{(\perp)}^{(+)}(t) \approx 0.89$. At $t = 0.05$, this peak first shifts to lower values of $\tilde{q}_{(\perp)}^{(+)}(t)$ and then again shifts to the higher values of $\tilde{q}_{(\perp)}^{(+)}(t)$. For $f = 150$ and $f = 300$, we find that the peaks in $P(\tilde{q}_{(\perp)}^{(+)}(t))$ exist at $\tilde{q}_{(\perp)}^{(+)}(t) \approx 0.87$ and $\tilde{q}_{(\perp)}^{(+)}(t) \approx 0.91$ respectively. So the shift of the peak has got some non-monotonic dependence. This behaviour may be associated with the dynamical changes in the system reported in Ref. [16].

The shift of peaks in $P(\tilde{q}_{(\perp)}^{(+)}(t))$ is given by the Overlap Function, $Q_{(\perp)}^{(+)}(t) = \langle \frac{d\tilde{q}_{(\perp)}^{(+)}(t)}{dt} \rangle P(\tilde{q}_{(\perp)}^{(+)}(t))$ and is shown in Fig. 2(b). For all $f$, $Q_{(\perp)}^{(+)}(0) = N_+$ and they decay monotonically with $t$. However, the decay trend differ with $f$. $f = 50$ shows a fast decay in $Q_{(\perp)}^{(+)}(t)$. For $f = 150$, the decay is slower than that for $f = 50$. Then, $Q_{(\perp)}^{(+)}(t)$ continues to slow down even though $f$ is increased further. For $f = 300$, $Q_{(\perp)}^{(+)}(t) \approx 0.25$, twice the value ($\approx 0.12$) of that for $f = 50$ at $t = 17\tau_\beta$ while we find $Q_{(\perp)}^{(+)}(t = 1) = 0.18$ for $f = 150$. Beyond this, at higher $t(\approx 10\tau_\beta)$, the decay is significantly slower ($\approx 4$ times) compared to that for $f = 50$. Clearly, the trend of the long $t$ data with increasing $f$ does not match with the trend with the data in the small $t$ limit. For $f = 50$, $Q_{(\perp)}^{(+)}(t) \sim t^\alpha$ where $\alpha \approx -0.86$ while we find $Q_{(\perp)}^{(+)}(t) \sim e^{-t/\beta}$ in the time window $10\tau_\beta < t < 40\tau_\beta$ for $f = 150$ with $\beta \approx 0.37$. $Q_{(\perp)}^{(+)}(t)$ again shows a power law dependence with $\alpha \approx -0.52$ for $f = 300$ where the fitting time window is limited to $1\tau_\beta < t < 20\tau_\beta$.

$\chi_{(+)}^{(t)}$ is given in terms of the dynamic fluctuations in $Q(t)$, $\chi_{(+)}^{(t)} = \langle \tilde{q}_{(+)}^{(t)}(t) \rangle = \langle \tilde{q}_{(+)}^{(t)}(t) \rangle > \langle \tilde{q}_{(+)}^{(t)}(t) \rangle >^2$ [28, 29]. It peaks at $t = \tau_\beta$, the structural relaxation time [29]. We show the evolution of $\chi_{(+)}^{(t)}$ with $t$ for different $f$ in Fig. 2(c). $\chi_{(+)}^{(t)}$ for $f = 0$ grows with $t$ and shows a peak at $t = \tau_\beta$ [Fig. 2(c)] just as in normal liquid[29]. Then, for $f = 50$, the peak shifts to lower value of $t$ than that for $f = 0$ indicating initial phase segregation and hence, the faster relaxation in $Q_{(\perp)}^{(+)}(t)$. For $f = 150$, $\chi_{(+)}^{(t)}$ grows and broadens with no prominent peak, showing the co-existing time-scales of structural relaxation with comparable magnitudes in the system. On increasing $f$ further, $\chi_{(+)}^{(t)}$ shows two distinct peaks for $f = 300$. Since the peak in $\chi_{(+)}^{(t)}$ for $f = 50$ is due to the relaxation by the faster particles in the system, the predominant peak in $\chi_{(+)}^{(t)}$ at higher $t$ for $f = 300$ corresponds to the response by slow particles with larger stake.

Structural heterogeneity induces slowing down of dynamics in a system [30]. Hence, we now look at the effective interactions mediated by the interacting clusters present in the system. The in plane pair distribution functions [31, 32] are given by $g_{(+)}^{(++)}(r_\perp)$ and $g_{(+)}^{(+-)}(r_\perp)$ for the like and cross species pairs respectively. We observe $g_{(+)}^{(++)}(r_\perp) \sim g_{(+)}^{(+-)}(r_\perp)$ and $g_{(+)}^{(+-)}(r_\perp) \sim g_{(+)}^{(--)}(r_\perp)$ (Data not shown). In the transverse plane, the effective interaction ($V_{eff}^{(++)}(r_\perp)$) between a pair of +ve particles in presence of other particles is given by the relation: $g_{(+)}^{(++)}(r_\perp) \sim \exp(-\beta V_{eff}^{(++)}(r_\perp))$ leading to $V_{eff}^{(++)}(r_\perp) \sim -\beta \ln g_{(+)}^{(++)}(r_\perp)$ [32]. Similarly, we have
$V_{eff}^{(+)}(r_\perp) \sim -\beta \ln g^{(+)}(r_\perp)$. In Fig. 3(a) we show the dependence of $V_{eff}^{(+)}(r_\perp)$ (Main Panel) and $V_{eff}^{(+)}(r_\perp)$ (Inset) on $r_\perp$. For $f \neq 0$, we observe a peak in $V_{eff}^{(+)}(r_\perp)$ and a dip in $V_{eff}^{(+)}(r_\perp)$ for $r_\perp \approx 0$ that grows with increasing $f$. This indicates with increasing $f$, the system experiences growing enhanced effective attraction between like charge-pairs while an increased effective repulsion between cross-charge-pairs. The increase in both the effective interactions follow the monotonic growth in steady-state structural order parameter with increasing $f$, reported in earlier studies [11, 16]. Here, $V_{eff}^{(+)}(r_\perp)$ deviates from $V^{(+)}(r_\perp)$ for $f \neq 0$ due to increase in collective behavior of a particular species. This excess contribution is due to the increased many body contribution arising out of the competing particle interaction coupled to the field. Hence, for a high $f$, effective interaction between two like charges is more influenced by the neighboring like particles in the same lane while the same for two opposite charges is dominated by the effective interaction of two lanes of the opposite charges. Since $V_{eff}^{(+)}(r_\perp) \neq V^{(+)}(r_\perp)$ and $V_{eff}^{(+)}(r_\perp) \neq V^{(+)}(r_\perp)$ for $f \neq 0$, $V_{eff}^{(+)}(r_\perp) \sim V^{(+)}(r_\perp) + \delta V^{(+)}(r_\perp)$ where $\delta V^{(+)}(r_\perp)$ contains contributions due to direct correlation [32] in particle pairs which, here, is coupled to the applied $f$. For $f = 0$, one ends up with $\delta V^{(+)}(r_\perp) \approx \delta V^{(+)}(r_\perp) \approx 0$ in the low density limit.

Motivated by Ref.[9], in order to find the associated distribution of the length-scales present in the system, we compute the probability of a particle to be a part of a particular cluster of size $s$. In a cluster of likely charged particles, we subsequently add particles of the same species with a critical separation [31] in three dimensions, $r_{cl}^{(+)}$ (for $+$ve particles) and $r_{cl}^{(-)}$ (for $-$ve particles) to obtain the size of the cluster. This is repeated for all the particles of the same charge to obtain the cluster size distribution. The probability distribution, $P_{cl}(s)$ is computed for a particular value of $r_{cl}^{(\pm)}(=1.4\sigma)$. We plot $P_{cl}(s)$ for the $+$ve charges for $r_{cl}^{(\pm)}(=1.4\sigma)$ as a function of $s$ for different $f$ in Fig. 3(b). For $f = 0$, $P_{cl}(s)$ shows high peak at $s = 1$ indicating isolated clusters. The situation remains identical even for $f = 50$ when the system is mostly dominated by small clusters. However, for both $f = 150$ and $f = 300$, the initial peak in $P_{cl}(s)$ decrease significantly while the probability increase for higher $s$. Mean cluster size of the system, $<s_{cl}>$ is given by $\int f s P_{cl}(s) ds$ while average number of attached neighbors $<\xi_{cl}> \sim f (s-1) P_{cl}(s-1) ds$ excluding the particle in the reference. The spread in the distribution is given by $\sigma_{cl}^2 = (\frac{\xi_{cl} - <\xi_{cl}>}{\xi_{cl}})$. In Inset Fig.2(b), with increasing $f$, $\sigma_{cl}^2$ show a maximum at $f = 150$.

The initial-homogeneous phase consists of tiny clusters while bigger ones span the system in the lane phase. In the intermediate phase, however, the distribution of domains is maximally broadened. The existing time-scales in the system are identified via the peaks in $\chi_{4}(t)$[29]. But unlike glasses[29], here, the time scales are not separated by orders of magnitude although both show slowing down of dynamics. The intermediate heterogeneous phase involves mixed relaxation processes of both slow and fast particles in the system while we observe dominant response from increased proportion of slow particles in the lane phase. Interestingly, the shift of the peaks in $\chi_{4}(t)$ with increasing $f$ follows the trend of the long-time-particle diffusion in the transverse plane: reports [5, 14] show there exist increased diffusion followed by diffusion with decreasing magnitude as the system approaches the aning transition. This in-plane-slowing down was also probed in lane forming system via diffusion in 2-dimensions[8]. We now look for a generalized model that interprets some of these issues.

**Generalization:** Let us consider a situation: There are $N_{C}$ number of clusters with individual length-scales $s_{1}, s_{2}$ etc. that relax with different rates $\tau_{1}, \tau_{2}$ etc. The associated distribution is given by $P(s)$ and $P(\tau)$. Now we ask: what happens to particle diffusion if it propagates through a system of domains? Let the probability of displacement by $\Delta r$ in $\Delta t$ is $G_{S}(\Delta r, \Delta t)$. In presence of such domains in the system with distribution of length-scales, $P(s)$ and the associated timescales of relaxations, using simple dimension analysis, one can write, $G_{S}(\Delta r, \Delta t) \sim \int G_{S}^{\tau}(\Delta r, \Delta t) P(\tau) ds d\tau$ with $G_{S}^{\tau}(\Delta r, \Delta t) = \frac{\sqrt{2\pi} \Delta t}{\sqrt{\Delta r}} e^{-\frac{2\Delta r^{2}}{\Delta t}}$. For normal liquids, $G_{S}^{\tau}(\Delta r, \Delta t) \rightarrow G_{S}^{(0)}(\Delta r, \Delta t) = \frac{1}{\sqrt{4\pi \Delta t}} e^{-\frac{\Delta r^{2}}{4\Delta t}}$ in the lim-
its $s \to \infty$, $\tau \to \infty$ and $\frac{s^2}{\tau^2} \to D$, the Diffusion coefficient. Hence, for our model system, using $P'(\tau) \sim \sum_{i=1}^{N_C} \delta(\tau - \tau_i)$ and $P(s) \sim \sum_{i=1}^{N_C} \delta(s - s_i)$, we get $G_S(\Delta r, \Delta t) \sim \frac{1}{\sqrt{4\pi}} \left( \int (\sum_{i=1}^{N_C} \frac{\tau}{s} e^{-\frac{(\tau-\tau_i)^2}{s}}) \right. + \sqrt{\frac{\tau}{s_0}} e^{-\frac{\tau^2}{s_0}} + \sqrt{\frac{\tau}{s_1}} e^{-\frac{\tau^2}{s_1}} + \ldots \right)$ where cross terms are non-trivial and are entirely due to the domain interactions and hence, a heterogeneity in diffusion even in relatively high $\Delta t$ limit. This scenario was probed on the same system recently, via computer simulations [16].

We now qualitatively relate the heterogeneous response we find in our simulations to the dynamics of these diffusing clusters. Let us consider a specific overlap between configurations separated by time $t$ given by a unique time-scale of relaxation $\tau$: $Q(t, \tau)$. In the presence of different domains with different relaxation times, the effective overlap is given by the weighted averaged value: $Q_{\omega}(t) = \int Q(t, \tau) P(\tau) d\tau$. For a system of such domains, $P(\tau) \sim \sum_{i=1}^{N_C} \delta(\tau - \tau_i)$. Thus, we obtain, $\chi_4(t) = Q_2(t) > \sim Q_4(t) > \sim \sum_{i=1}^{N_C} \chi_4^{(i)}(t) + \ldots$, where $\chi_4^{(i)}(t) = Q_2(t, \tau_i) > \sim Q(t, \tau_i)$, the response associated with $i$th domain and $\chi_4^{(i,j)}(t) = Q(t, \tau_i) Q(t, \tau_j) > \sim Q(t, \tau_i) Q(t, \tau_j)$, the non-trivial correlation between the two coexisting relaxation processes of the domains $i$ and $j$. Thus, we obtain a heterogeneity in dynamical relaxation while the homogeneous limit is attained for $P(s) \sim N_C \delta(s - s_0)$ and $P'(\tau) \sim N_C \delta(\tau - \tau_0)$ as $s_i \to s_0$ and $\tau_i \to \tau_0$.

Since $\sim \frac{s^2}{\tau^2} \sim \sqrt{\frac{s}{\tau}}$, $\int \frac{s^2}{\tau^2} P(s) P'(\tau) ds d\tau \sim \int DP'(D) dD$. Hence, one observes a broadening in $P'(D)$ for a broadened $P(s)$ and $P(\tau)$ as shown in Ref. [16]. Convoluting such a diffusion spectrum, $P'(D)$ over fundamental diffusion process, $G_S^{(0)}(\Delta r, \Delta t)$, one derives a heterogeneous $G_S^{(i)}(\Delta r, \Delta t) \sim \int G_S^{(0)}(\Delta r, \Delta t) P'(D) dD$ [24] where the measure of heterogeneity lies in moments of $P'(D)$ [16]. In contrast, in this model, this is given by $P(s)$ and $P'(\tau)$ while the diffusivities ($\sim \frac{s^2}{\tau^2}$) are assumed to be local as in Ref. [16]. Hence, in the limit $\tau_i \sim \tau_0 + \Delta$, with $\Delta \to 0$, one finds $\chi_4(t) \sim [\sim \frac{Q^2(t, \tau_0)}{\tau_0} + [\sim Q(t, \tau_0) \Delta Q] - [\sim Q(t, \tau_0) > \sim Q(t, \tau_0) > \sim \Delta Q >]$ where $\Delta Q \sim \Delta Q_{\omega}$ computed at $s = \tau_0$. The second term is responsible for broadening of the peak in $\chi_4(t)$ in presence of competing time-scales in the system as seen for $f = 150$ in our simulation data. For $f = 300$, there is separation of time-scales in bands due to presence of fast and slow particles in the system, hence, we find multiple peaks in $\chi_4(t)$.

Discussion: The power-law dependence in Overlap function has been found in the context of aggregate formers [30] while the stretched exponential dependence is in agreement to the dynamic behavior of intermediate scattering function in the pre-lane phase [16]. The non-monotonic dependence in cluster size distribution is likely to be related with the non-monotonicity of heterogeneity in diffusion reported in Ref. [16]. There are attempts [23, 24] in recent years to realize the heterogeneity in diffusion in term of a spectrum of diffusivities when the system dynamics is not entirely characterized by a unique diffusion co-efficient. Also there are Random Walk descriptions of the process [33]. In all these attempts, heterogeneous diffusion is realized in terms of the competing time-scales extracted by de-convoluting the associated cumulative distribution of particle displacements or the relaxation profiles[34]. This heterogeneity of diffusion has been linked to particle correlations[16] as well when the particles diffuse in the neighborhood of a domain while this particular model interprets the heterogeneous relaxation in self-overlaps and heterogeneous response in dynamical susceptibility explicitly in terms of length-scales and time-scales of relaxing domains. However, this model is restricted to systems having $P(s) \sim \frac{1}{s^\alpha}$ with $\alpha > 3$ or $P(s)$ having $\sim e^{-s}$ so that the average diffusivity, $<D> \sim \int \frac{s^2}{\tau} P(s) P'(\tau) ds d\tau$ remains always finite.

In conclusion, in a driven mixture of oppositely charged colloid, we probe competing relaxations of the lanes as the system approaches the laning transition from an initial homogeneous mixture. With increasing field, the lanes proliferate and their cumulative interactions grow monotonically. However, the cluster size distribution evolves non-monotonically. Since these individual length-scales relax differently, the system shows a heterogeneous mixed response in the intermediate phase while in the lane phase, there is a separation of time-scales in distinct peaks due to increased proportion of slow particles. With the increase of the field strength as the bigger lanes interact among themselves, the in-plane motion continues to slow down while they grow stronger. The heterogeneity appears when the size-distribution of these domains is maximally broadened. Unlike the role of temperature in glasses[29], the onset of this heterogeneity is primarily due to the competition between applied field and the particle interactions[16]. This nontrivial heterogeneous response could be verified experimentally. Also, it would be interesting to check whether these rearrangements of domains affect the visco-elastic and dielectric response of the system, not only, in the present scenario but also in cases where similar charged or magnetic dipolar colloids are subject to oscillatory field, or confinement or both [25, 26], in steady states, even in ageing conditions. Further, we show that the heterogeneity in dynamical responses is due to the heterogeneity in diffusion via a phenomenological model. Unlike using diffusion, the model uses only the time-scales and length-scales of these relaxing domains to characterize particle dynamics and subsequent heterogeneity in dynamical relaxation. Thus, the generality of our phenomenological model reinforces the possibility of the heterogeneity in diffusion not only in lane forming systems [16], but also in systems where such competing relaxations exist. On this note, we believe, this assay opens up ranges of possibilities in unveiling unknown avenues.
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