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Abstract: The need to reduce fossil fuels consumption and polluting emissions pushes towards the search of systems that combine traditional and renewable energy conversion units efficiently. The design and management of such systems are not easy tasks because of the high level of integration between energy conversion units of different types and the need of storage units to match the availability of renewables with users’ requirements properly. This paper summarizes the basic theoretical and practical concepts that are required to simulate and optimize the design and operation of fleet of energy units of different configurations. In particular, the paper presents variables and equations that are required to simulate the dynamic behavior of the system, the operational constraints that allow each unit to operate correctly, and a suitable objective function based on economic profit. A general Combined Heat-and-Power (CHP) fleet of units is taken as an example to show how to build the dynamic model and formulate the optimization problem. The goal is to provide a “recipe” to choose the number, type, and interconnection of energy conversion and storage units that are able to exploit the available sources to fulfill the users’ demands in an optimal, and therefore “smart”, way.
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1. Introduction

The design of new energy systems and the management of the existing ones are tasks of increasing complexity due to the urgent need to replace fossil fuels with renewable energy sources, with stricter constraints deriving from evolving energy markets rules and the change over time in users’ demands. In fact, units fed by fossil fuels are generally able to generate the desired energy products (electricity, thermal energy, cooling, and fuels) more or less promptly depending on the unit type and size (e.g., a set of small-to-medium size internal combustion engines are more suitable to respond promptly to variable energy requirements than a big size steam power station). In contrast, the energy generated by units converting non-dispatchable renewables such as solar and wind strongly depends on the meteorological conditions and site features. Thus, the choice of type, number and size of these units becomes a more challenging task, with the possible inclusion of storage units that may become necessary to fulfill the users’ requirements, or convenient when the system is connected to the energy grids, because of the variable price at which the surplus and deficit of energy can be traded.

In this framework, the search of the best configuration of a fleet of energy units (which may serve, for instance, an industrial district, a municipality, or a whole country) cannot disregard the definition of its best operation in order to meet, at any time, both the users’ requirements and the operating constraints of the energy conversion and storage units. The experience of the designer is crucial in this process but usually not sufficient to define the optimum number, type, size, and loads of the units under variable users’ requirements, primary energy sources availability and market costs/prices. So,
the application of adequate modeling and optimization approaches are needed to design optimum solutions that, when built, can actually fulfill the users’ demands in the best possible way.

Recently, two very relevant reviews on development and tools for modelling [1] and optimization [2] of energy systems have been published. The former compares a large amount of modelling tools proposed in the literature to analyze electric and CHP (Combined Heat-and-Power) fleets of units having large share of non-dispatchable renewables (up to 100%), ranging from small-scale fleet of power units and a temporal resolution of seconds (or subseconds) to the worldwide energy system and temporal resolution of decades. In medium-to-large scale fleet of energy units (i.e., energy systems including one or more tens of energy units) most of the models use a time discretization of one hour to simulate the dynamic behavior of the system. The latter provides a very clear statement and mathematical formulation of the static and dynamic optimization of energy systems of different dimension, complexity, and detail (see also [3]). Three optimization levels are considered: synthesis (choice of the energy units and interconnections that appear in the system), design (definition of technical characteristic of the energy units and properties of the substances entering and exiting each unit at nominal load) and operation (definition of the operation of each chosen and designed energy unit under specified external conditions). In general, these three levels are to be inter-related to obtain a complete optimization of the system. A brief but comprehensive review on solution methods is also presented focusing on the synthesis optimization and providing examples of suitable objective functions.

In the optimization of fleet of energy units (energy systems), the Mixed Integer NonLinear Programming (MINLP) is widely acknowledged as one of the best approaches in terms of both simplicity and accuracy. In particular, integer or binary variables are used to include or not an energy unit in the optimum configuration or to model its on/off status. On the other hand, state of the art MINLP solution algorithms may require a very high computational effort to solve optimization problems including a very high number of real and integer decision variables associated with the design and operation of systems including several energy units and interconnections. Thus, in most of the works in the literature, the optimization problem is reduced to a Mixed Integer Linear Programming (MILP) one by considering linear characteristic maps of all energy conversion units and linearizing all the other nonlinear constraints. This approach was applied for the first time in the late 1970s in [4] to determine the unit commitment (optimum operation) of a group of power units. Multi-product systems including few CHP units have been analyzed about ten years later considering first the optimum operation only (see, e.g., [5,6]), and then also the optimum design (see, e.g., [7]). From then on, the MILP approach has been applied to more complex systems including also thermal storage units (see, e.g., [8,9]) or other types of storage units (such as hydroelectric and electric storages [10]). When thermal storage units are considered, it is generally assumed that the thermal energy is stored at constant temperature.

The MINLP (or MILP) design optimization of an energy system is closely linked to the concept of superstructure (proposed for the first time in [11]) by which the space of possible configurations of the system is explicitly defined a priori. Each solution, including the optimum one, is extracted from the superstructure by excluding parts of it (see, e.g., [12,13]). Superstructure-free methods have been also proposed (see, e.g., [14]) which start from a first-attempt system configuration and add, remove or modify parts of it to define new design alternatives.

Various techniques have been introduced to limit the increasing computational effort required by the MINLP (or MILP) design and operation optimization of energy systems deriving from the increasing number of units, longer optimization periods or more complex energy markets rules and incentive mechanisms. Among these decomposition methods [15] and rolling-horizon methods [16,17] are noteworthy.

An alternative to the MINLP approach is proposed in [18] to optimize the capacity of a variable temperature thermal storage unit according to the optimum operation of the CHP system in which it is
A two-step optimization method has been developed to reduce the problem complexity resulting from the variable temperature of the storage unit.

Despite the high interest of the literature in this topic, all works concern specific problems and a general approach to “guide” the designer in formulating dynamic optimization problems of this type of systems is still missing. An interesting contribution in this direction is [19] which, however, only considers the short-term operation of Combined Cooling, Heat-and-Power (CCHP) energy systems.

This work provides guidelines to formulate the problem of the dynamic optimization of the design and operation of an energy system consisting in a fleet of energy conversion and storage units having different and complex configurations. The goal is to provide the reader with all the necessary information for this mathematical formulation starting from scratch, i.e., the number and form of the equations, the type and numbers of variables, the “shape” of the objective function/functions, the choice of the decision variables, and the required input data.

The problem is formulated using a dynamic modeling approach based on Mixed-Integer NonLinear Programming (MINLP), which is able to describe the behavior of the system at any load with the minimum loss of information. The maximum profit is considered as example of objective function. The set of design decision variables includes binary variables, which are used to decide about the inclusion/exclusion of an energy conversion unit in the optimum configuration, and real variables to choose the optimum capacity of the storage units. The set of operation decision variables includes binary variables to decide about the on/off status of the energy conversion units and real variables to define their load. The model and the optimization problem are structured to be general, simple and to require a low computational effort:

- **The generality** of the problem is given by considering a general energy system configuration (Section 2) that includes both energy conversion units and storage units, which may have multiple and different inputs (renewable and fossil primary energy sources, electricity, thermal energy and cooling) and outputs (i.e., electricity, thermal energy, cooling and synthetic- or derived-fuels). In this general configuration, each unit is seen as a black box. This type of schematic allows units of very different type to be modeled and analyzed using the same type of equations but, on the other hand, does not permit to improve the “internal” configuration of the unit (which is out of the scope of this work).

- To keep the problem simple, the number of variables and equations of the model (Section 3.1) is kept as small as possible while maintaining a good accuracy in the simulation of the dynamic behavior of the energy system units. To this end, only variables associated with power streams and energy quantities are considered. Thus, mass balances and equations of state are not included in the model so that also intensive and extensive variables such as mass flow rates, pressures and temperatures do not appear explicitly in the model (Section 3.1.1). However, the operation of all system units is kept within the operating boundaries (feasible operation) by considering the values of some of these parameters in the equations describing the behavior of the units (characteristic maps, Section 3.1.2). Moreover, a criterion to define the type and number of equations is proposed to build the model by simply “assembling” the same types of equations for units having different types and numbers of input and output streams.

- **Low computational effort** in optimizing the operation of the energy system is obtained by reducing the MINLP problem to a linear (MILP) one in which, when possible, linear equations are used to describe the behavior of the system units (Section 3.2). In all other cases, linearization techniques are applied, which, however, require the inclusion of auxiliary variables. In the search for the optimal system design, a two-step decomposition technique is proposed to further reduce the computational effort.

The formulation of the optimization problem is applied to a general energy system including all the most common units for generation of power, heat, and Combined Heat-and-Power (CHP), and electric and thermal storage units (Section 4). This example can be used as a basic database from
which equations and variables can be “extracted” to formulate optimization problems for more specific system configurations. Finally, a couple of numerical applications that were solved using the presented general formulation and equations are shown to demonstrate the potential of the suggested guidelines in the optimization of this type of system (Section 5).

2. General Energy System Made up of a Fleet of Energy Conversion and Storage Units

The energy system considered here includes a fleet of energy conversion and storage units that serves different energy users (Figure 1). To simplify the modelling of the system, the units are considered as black boxes, so their operation is described considering only the input and output flows. Dotted lines identify the control volumes of total system, units and environment. The units are connected with each other and with the external environment by arrows in the points in which mass and energy transfers take place. The solid arrows represent desired mass and/or energy inputs (Fuels) or desired outputs (Products) while dotted arrows identify undesired outputs (mass and energy Losses or emissions). Variables \( \phi \) are associated with generic flow variables (mass flow rate or power) entering/exiting the control volume of a unit whereas variables \( \Phi \) are associated with quantities contained in the control volume of a unit (mass or energy). The symbol \( t \) within brackets means that the value of the variable is a function of time. The numerical subscripts (1, 2, etc.) identify the number of the unit and the subscripts \( in, out \) and \( L \) refer to the flows of fuel, product, and loss/emissions, respectively. When a unit receives or releases more than one input or output, an additional numeric subscript is combined with \( in \) or \( out \). Number 1 refers to the main product stream of the unit (e.g., electrical power in cogeneration systems) and the other numbers to secondary or recovery products (e.g., thermal power in cogeneration systems). No specific order is assigned to the fuel streams (i.e., they are considered to be of equal importance). The external environment is considered as a unit both on the primary energy source side (ES) and users’ demand side (UD). On ES-side there are only product streams (\( \phi_{\text{ES, out}} \)), on the UD-side only fuel streams (\( \phi_{\text{UD, in}} \)).

![General configuration of a fleet of energy units.](image)

Figure 1. General configuration of a fleet of energy units.

3. Methodology

In general, the energy system behavior can be described by a mathematical model. This Section first presents the dynamic off-design model of a fleet of units operating at variable load and then the general formulation for the optimization of the design and operation of such systems, taking as reference the system in Figure 1. The model equations are subdivided into categories and rearranged to keep the construction of the model as simple as possible. In particular, a Mixed-Integer NonLinear Programming (MINLP) approach is applied using binary variables to identify the on/off status of the energy conversion units. Simplifying assumptions are also introduced to reduce the computational
effort in the optimization of the design and operation of the system while maintaining feasibility of the solution.

3.1. Dynamic Off-Design Model

In general, the off-design model of an energy system includes mass and energy balances and other equations required to solve them, which relate energy to mass (and power to mass flow rate) through intensive variables (equations of state). Other relationships define the possible ranges of variation of the model variables according to technological or other constraints. Among these last relationships there are the so-called characteristic maps of the units which link the fuels of a unit \( (\phi_{i,inp} \text{ in Figure 1}) \) to its products \( (\phi_{i,out} \text{ in Figure 1}) \).

To keep the number of equations and variables small, only power streams and energy amounts are considered in the model using the variables \( \varphi \) and \( \Phi \) in Figure 1, respectively. This is an acceptable simplification, since the evaluation or maximization of the economic profit is the final goal of the analysis (Equation (20) in Section 3.2). In fact, this profit depends on costs (investment and operation) and revenues, which can both be evaluated starting from the variables associated with power (sizes of the energy conversion units or their fuel consumption, sold outputs, and emissions) and with amounts of energy (capacity of thermal storage units) only.

Both \( \varphi \) and \( \Phi \) depend, in general, on intensive and extensive quantities which can be included in a single array \( x \) (i.e., \( \varphi(t) = \varphi(x(t)) \) and \( \Phi(t) = \Phi(x(t)) \)). For instance, in thermal units, these quantities are pressures, temperatures, mass flow rates, and fluids properties. These quantities do not have the same influence on the behavior of a unit, so only the quantities in \( x \) having the strongest impact can be considered and included in an array \( \tilde{x} \) of reduced length. As discussed below (see Equations (9) to (16)), the dependence of \( \varphi \) and \( \Phi \) on the quantities included in the array \( \tilde{x} \) does not appear in the model explicitly, although it is indirectly considered with the aid of specific parameters \( k_i \), which permit to modify the relationships between \( \phi_{i,in} \) and \( \phi_{i,out} \) (characteristic maps) in the possible off-design operation according with the unit characteristics. This approach allows the use of equations having the same form in the description of the behavior of units with very different characteristics, belonging to both categories of storage or energy conversion units.

The general criterion used in the following to keep the model simple consists in:

- Using only the energy balance equation to describe the dynamic behavior of a storage unit. To this end, this equation is rearranged to include a variable describing the functional characteristics of the storage unit;
- Including the minimum number of characteristic maps to describe the behavior of the energy conversion units. The energy balance equations of these units are considered only when the calculation of the loss/emissions streams \( (\phi_{i,L} \text{ in Figure 1}) \) is required.

3.1.1. Energy Balance Equations

The energy balance equations of the dynamic model of the general energy system in Figure 1 are subdivided here into the following three categories:

1. Interconnections between units
2. Interconnections between units and the external environment
3. Energy conservation within the units.

Equations in category 1 (Equations (i) and (ii) in Table 1) simply state that the output power stream exiting a unit is equal to the same stream entering the unit downstream. These equations are directly derived from the configuration of the energy system.
Table 1. Equations of the dynamic model of the fleet of energy units in Figure 1.

| Equation Category | Units | Equation | Reference |
|-------------------|-------|----------|-----------|
| Balance equation at the interconnection between units | 1 – 4 | $\Phi_{1,\text{out}}(t) = \Phi_{4,\text{in}}(t)$ | (i) |
| | 2 – 4 | $\Phi_{2,\text{out}}(t) = \Phi_{4,\text{in}}(t)$ | (ii) |
| | ES – 1 | $\Phi_{out}(t) = \Phi_{1,\text{in}}(t)$ | (iii) |
| Balance equation at the interconnection between units and environment | ES – 2, 3 | $\Phi_{out}(t) = \Phi_{3,\text{in}}(t)$ | (iv) |
| | ES – 3 | $\Phi_{out}(t) = \Phi_{UD,\text{in}}(t)$ | (v) |
| | 4 – UD | $\Phi_{2,\text{out}}(t) + \Phi_{3,\text{out}}(t) = \Phi_{UD,\text{in}}(t)$ | (vi) |
| Balance equation expressing the energy conservation | 1 | $\Phi_{1,\text{in}}(t) - \Phi_{1,\text{in}}(t) - \Phi_{1,L}(t) = 0$ | (vii) |
| | 2 | $\Phi_{2,\text{in}}(t) - \Phi_{2,\text{in}}(t) - \Phi_{2,L}(t) - \Phi_{2,L}(t) = 0$ | (viii) |
| | 3 | $\Phi_{3,\text{in}}(t) + \Phi_{3,\text{in}}(t) - \Phi_{3,L}(t) - \Phi_{3,L}(t) = 0$ | (ix) |
| Characteristic maps of the units | (storage) | $\Phi_{4,\text{in}}(t) + \Phi_{4,\text{in}}(t) - \Phi_{4,\text{in}}(t) - \Phi_{4,L}(t) = \frac{\Phi_{4,\text{in}}(t)}{dt}$ | (x) |
| | (in-out) | $\Phi_{2,\text{in}}(t) = k_{2,0}\cdot\delta_{2}(t) + k_{2,1}\cdot\Phi_{2,\text{in}}(t) + k_{2,2}\cdot\Phi_{2,\text{in}}(t)$ | (xi) |
| | (out-out) | $\Phi_{2,\text{in}}(t) = k_{2,0}\cdot\delta_{2}(t) + k_{2,1}\cdot\Phi_{2,\text{in}}(t)$ | (xii) |
| | (in-out) | $\Phi_{3,\text{in}}(t) + k_{3,0}\cdot\delta_{2}(t) + k_{3,1}\cdot\Phi_{3,\text{in}}(t)$ | (xiii) |
| | (in-in) | $\Phi_{3,\text{in}}(t) = k_{3,0}\cdot\delta_{2}(t) + k_{3,1}\cdot\Phi_{3,\text{in}}(t)$ | (xiv) |
| | (storage) | $\Phi_{4,L}(t) = k_{4,0} + k_{4,3}\cdot\Phi_{4}(t)$ | (xv) |

Equations in category 2 (Equations (iii) to (vii) in Table 1) refer to the streams linking the system with the external environment, both on the input side (primary energy sources–ES) and output side (useful products–UD and emissions/losses–L). For simplicity, when different units require streams of the same primary energy source (e.g., natural gas from the gas distribution network), a single stream exiting the ES-side is considered (i.e., the streams entering the units result from a splitter, Equation (iv) in Table 1). When the total availability of primary sources is limited (by the fixed size of the existing distribution networks, e.g., natural gas), variable (e.g., biomass, water), or fixed over time (e.g., sun, wind), the following constraints are added to the model

$$\begin{align*}
q_{ES,\text{out}}(t) &\leq q_{ES,\text{out}}^{MAX}(t) \\
q_{ES,\text{out}}(t) &\leq q_{ES,\text{out}}^{MAX}(t) \\
q_{ES,\text{out}}(t) &\leq q_{ES,\text{out}}^{MAX}(t)
\end{align*}$$

(1)

Similarly, when different units generate the same type of final product (e.g., thermal power sent to a district heating network), a single stream entering the UD-side is considered (i.e., the streams exiting the units are mixed, Equation (vii) in Table 1). The balance equations belonging to category 3 (Equations (viii) to (xi) in Table 1) assume the general differential form

$$\frac{d\Phi_{j}(t)}{dt} = \sum_{p} \Phi_{j,\text{in}}(t) - \sum_{q} \Phi_{j,\text{out}}(t) - \Phi_{j,L}(t).$$

(2)

This differential form is necessary to describe correctly the behavior of a storage unit (Equation (xi) of unit 4 in Table 1). The amount of energy contained in the storage unit at any time $\tau$ is then calculated as

$$\Phi_{j}(\tau) = \Phi_{j}(0) + \int_{0}^{\tau} \sum_{p} \Phi_{j,\text{in}}(t) \cdot dt - \int_{0}^{\tau} \sum_{q} \Phi_{j,\text{out}}(t) \cdot dt - \int_{0}^{\tau} \Phi_{j,L}(t) \cdot dt,$$

(3)

$$\Phi_{j,\text{in}}^{\tau} \Phi_{j,\text{out}}^{\tau} \Phi_{j,L}^{\tau}$$
where $\Phi_j(0)$ is the initial value of the energy contained in the storage unit, and $\Phi_{j,in}^T, \Phi_{j,out}^T$ and $\Phi_{j,L}^T$ are the total amount of energy sent to, taken from and lost by the storage unit in the time period $0$ to $\tau$, respectively. In general, the loss stream ($\Phi_{j,L}(t)$) and the total energy lost ($\Phi_{j,L} = \int \Phi_{j,L}(t) \, dt$), depend on both the characteristics of the storage unit and the intensive and extensive quantities in the array $x_j$. To simplify the model, Equation (3) is expressed as a function of the round-trip efficiency ($\eta_{j,RT}$ in Equation (4)), which indirectly takes into account the total energy lost ($\Phi_{j,L}(t)$). This parameter is in fact defined as the ratio of energy entering ($\Phi_{j,in}^T$) to energy exiting ($\Phi_{j,out}^T$) the storage unit in an average charging/discharging process

$$\eta_{j,RT} = \frac{\Phi_{j,in}^T}{\Phi_{j,out}^T} = \frac{\int \Phi_{j,in}^T(t) \, dt}{\int \Phi_{j,out}^T(t) \, dt}.$$  

Thus, $\eta_{j,RT}$ contains information on the amount of energy lost during the process being this amount the difference between energy entering and exiting the storage unit ($\Phi_{j,RT}^T = \int \Phi_{j,L}(t) \, dt = \Phi_{j,in}^T - \Phi_{j,out}^T$). For simplicity it is assumed that the effect of $\eta_{j,RT}$ is equally subdivided between the charging and discharging phases of the storage unit.

$$\Phi_j(\tau) = \Phi_j(0) + \int_{t=0}^{\tau} \sum_p \sqrt{\eta_{j,RT}} \Phi_{j,in}^p(t) \, dt - \int_{t=0}^{\tau} \sum_q \frac{1}{\sqrt{\eta_{j,RT}}} \Phi_{j,out}^q(t) \, dt$$  \hspace{1cm} (4)

The following two inequalities are required to take into account the complete filling and emptying of the storage unit

$$\Phi_j(t) \leq \Phi_j^{MAX} \text{ or } \Phi_j(t) \leq \nu_j \Phi_j^{MAX}$$  \hspace{1cm} (5)

$$\Phi_j(t) \geq \Phi_j^{MIN} \text{ or } \Phi_j(t) \geq 0$$  \hspace{1cm} (6)

where $\Phi_j^{MAX}$ is the capacity of the storage unit, $\Phi_j^{MIN}$ is the minimum amount of energy that can be contained in the storage unit (which can be equal to zero). An oversizing coefficient ($\nu_j > 1$) can be considered to guarantee the correct operation of the storage unit (e.g., to maintain the thermal stratification within thermocline thermal energy storage tanks, to avoid overcharge in batteries, etc.).

The energy balances of the energy conversion units should be included in the model only if the loss/emissions streams ($\Phi_{i,L}$ in Figure 1) are to be known (e.g., when these streams are associated with an emission cost, see Equation (20) in Section 3.2.2). In this case, a steady-state form is adopted (Equation (i) to (iii) in Table 1) because the inertia of energy conversion units is usually negligible with respect to that of the storage units

$$\Phi_{i,L}(t) = \sum_p \Phi_{i,in}^p(t) - \sum_q \Phi_{i,out}^q(t).$$  \hspace{1cm} (7)

3.1.2. Characteristic Maps

The characteristic maps describe the behavior of each energy conversion unit (Equation (xiv) to (xvii) in Table 1). Considering a unit having one fuel stream and one product stream (e.g., unit 1 in Figure 1) one characteristic map is sufficient to model the unit behavior, which can be expressed as input–output relationship

$$\Phi_{i,in}(t) = f(\Phi_{i,out}(t))$$  \hspace{1cm} (8)

This relationship (Figure 2a) is typically nonlinear and depends on the array $\tilde{x}_i$ of intensive and extensive quantities mentioned above. For constant values of $\tilde{x}_i$ the relationship can be linearized (Figure 2b,c) for most of the existing thermal systems in the usual range of possible loads with a loss of accuracy well compensated by a strong simplification of the model. For instance, the comparison between results of the linear model and data from the manufacturer of a 427 kWe CHP internal combustion engine showed [10] errors between $-0.43\%$ (at nominal power) and $0.76\%$ (at minimum load, i.e., 50% of the nominal power) in the prediction of the fuel consumption, and between $-0.27\%$ (at 73% of nominal power) and 0.52% (at minimum load) in the prediction of thermal power output. Higher maximum errors (up to $-7.58\%$) were found [20] for coal fired steam units, gas turbines, and
combined cycle units. However, the average errors in the entire range of possible loads were found to
be much smaller (−0.01 to 0.27%). Linear models introduce acceptable errors also in simulating the
behavior of hydroelectric units (e.g., errors in between −2.07% and 2.77% were observed at various
water mass flow rates and available heads in [10]). Conversely, solar and wind units do not behave
linearly, but their nonlinear models can be solved independently of the optimization problem as shown
in Section 3.2, and therefore they do not need to be linearized.

The linear form of Equation (8) is

\[ \varphi_{\text{in}}(t) = k_{i,0} \delta_i(t) + k_{i,1} \varphi_{\text{out}}(t) \quad \text{(9)} \]

\[ \varphi_{\text{out}}(t) \leq k_{i,3} \varphi_{\text{out}}^\text{MAX} \delta_i(t) \quad \text{(10)} \]

\[ \varphi_{\text{out}}(t) \geq k_{i,4} \varphi_{\text{out}}^\text{MIN} \delta_i(t) \quad \text{(11)} \]

where \( k_{i,0} \) to \( k_{i,4} \) are (usually positive) parameters depending on the type and features of the energy
conversion unit, and \( \varphi_{\text{out}}^\text{MAX} \) and \( \varphi_{\text{out}}^\text{MIN} \) are the maximum and minimum unit loads at nominal value of
\( \tilde{x}_i \), respectively. The maximum load of a unit at nominal conditions (\( \varphi_{\text{out}}^\text{MAX} \)) is also meant here as the
unit size. The value of the four parameters \( k_{i,0} \) to \( k_{i,4} \) depends on \( \tilde{x}_i \) only (i.e., \( k_{i,0} = k_{i,x}(\tilde{x}_i) \), etc.). This
dependence is not shown in Equations (9) to (11) for clarity. The two inequalities in Equations (10)
and (11) are necessary to fix the extreme points of the characteristic map (A and B in Figure 2c, i.e.,
the operating boundaries of the energy conversion unit), which in general depend on \( \tilde{x}_i \) as shown
in Figure 2b. The binary variable \( \delta_i \) is used to identify the on/off status of the unit:

- When \( \delta_i \) is equal to zero, Equations (10) and (11) give \( \varphi_{\text{out}} = 0 \) and so Equation (9) gives \( \varphi_{\text{in}} = 0 \)
  (the unit is off)
- Conversely, when \( \delta_i \) is equal to one, Equations (10) and (11) let \( \varphi_{\text{out}} \) vary within the range of
  possible loads and the fuel consumption is calculated by Equation (9) (the unit is on).

Note that the unit efficiency (\( \eta_i \)) resulting from Equation (9) varies according to both the unit
load (\( \varphi_{\text{out}} \)) and the array \( \tilde{x}_i \). In particular, for fixed \( \tilde{x}_i \) and \( \delta_i(t) = 1 \) (the definition of efficiency is
meaningful only when the unit is operating):

\[ \eta_i(t) = \frac{\varphi_{\text{out}}(t)}{\varphi_{\text{in}}(t)} = \frac{1}{k_{i,0}} \left[ 1 - \frac{k_{i,1}}{k_{i,1} \varphi_{\text{out}}(t) + k_{i,1}} \right] \quad \text{(12)} \]

In many types of energy conversion units (e.g., internal combustion engines), the unit behavior is
only marginally affected by all quantities in \( \tilde{x}_i \), and so the dependence on \( \tilde{x}_i \) in the unit characteristic
map can be neglected to further simplify the model. In these cases, in fact, the parameters \( k_{i,0} \), \( k_{i,1} \),
\( \varphi_{\text{out}}^\text{MAX} \) and \( \varphi_{\text{out}}^\text{MIN} \) in Equations (5) to (7) are constants (see Equations (37) and (39)
in Section 4.2.2).
In energy conversion units generating more than one product stream, the additional products can be generated

i) by recovering waste streams (e.g., in a CHP gas turbine the thermal power output is recovered from the exhaust gases), or

ii) by consuming a part of the streams used to generate the main product (e.g., in the extraction-condensing CHP steam turbines, at constant fuel a higher steam extraction for thermal use results in a lower power output).

In case i), the fuel consumption is not affected by the additional products and it can still be calculated using Equation (9). Conversely, in case ii), other terms must be added in Equation (9) to take into account the increase in fuel consumption due to the additional products. Considering a unit which generates two products (e.g., unit 2 in Figure 1) the characteristic map becomes

\[
\phi_{i,\text{in}}(t) = k_{i,0}\delta_i(t) + k_{i,1}\phi_{i,\text{out}_1}(t) + k_{i,2}\phi_{i,\text{out}_2}(t)
\]  

(13)

Equation (13) can be easily generalized for units generating a number of products equal to \(n_{\text{out}}\) being \(k_{i,0}\) usually independent from the product streams \((\phi_{i,\text{out}_q})\)

\[
\phi_{i,\text{in}}(t) = k_{i,0}\delta_i(t) + \sum_{q=1}^{n_{\text{out}}} k_{i,q}\phi_{i,\text{out}_q}(t)
\]  

(14)

In both cases i) and ii) above an additional characteristic map is to be included in the model of the system for each additional product \(q\) (Figure 3), which generally links the additional product \((\phi_{i,\text{out}_q})\) for \(q = 2, \ldots, n_{\text{out}}\) to the main product \((\phi_{i,\text{out}_1})\). Again, in most cases, these output–output maps can be well approximated by linear relationships (for constant values of \(\delta_i\)).

\[\text{Figure 3. Additional characteristic maps of an energy conversion unit having more products: (a) the additional product (\(\phi_{i,\text{out}_q}\)) is generated by recovering waste streams, (b) the additional product (\(\phi_{i,\text{out}_q}\)) is generated consuming a part of the streams used to generate the main product (\(\phi_{i,\text{out}_1}\)).}\]

In case i) (additional product from waste streams recovery, Figure 3a), the output–output map is described by the following equation

\[
\phi_{i,\text{out}_q}(t) = k_{i,3}\delta_i(t) + k_{i,4}\phi_{i,\text{out}_1}(t),
\]  

(15)

where \(\delta_i\) are the same binary variables describing the on/off status in Equations (9) to (11), and \(k_{i,3}\) and \(k_{i,4}\) are parameters which depend on the type and features of the energy conversion unit, and may or not depend on \(\bar{x}\). If the recovery system of the unit can be bypassed (e.g., a part of the flue gas exiting a CHP gas turbine can bypass the heat recovery heat exchanger), the “\(=\)” sign in Equation (15) is substituted with the “\(\leq\)” sign. In this case, the maximum value of \(\phi_{i,\text{out}_q}\) is defined by Equation (15)
and the minimum value by the following additional constraint (the gray area in Figure 3a represents all the feasible operating points of the energy conversion unit)

$$q_{i,\text{out}}(t) \geq q_{i,\text{out}}^{\text{MIN}} \text{ or } q_{i,\text{out}}(t) \geq 0$$

(16)

In case ii) (additional product from useful streams, Figure 3b) the feasible area is described by more than two relationships [9], examples are provided in Section 4.2.2 (Equations (44) and (47)).

Similarly, the modeling of energy conversion units having more than one fuel stream (less frequent) requires an additional characteristic map for each additional fuel stream. Again, in general the additional maps link the additional fuel stream ($\varphi_{i,\text{in}}^p$ for $p > 1$) to the main one ($\varphi_{i,\text{in}}^1$) (input–input characteristic map, see, e.g., Equation (38) in Section 4.2.2).

In conclusion, the total number “$n_{eq}$” of characteristic maps which are required to describe the behavior of an energy conversion unit having “$n_{in}$” inputs and “$n_{out}$” output is in general equal to the sum of the number of inputs and output of the unit minus one ($n_{eq} = n_{in} + n_{out} - 1$).

3.2. Optimization Problem

The optimization of the design of a fleet of energy units is meant here as the search of the number, type, size, and interconnection of energy conversion and storage units which maximize the economic profit during a reference period of time $T$ (entire system lifespan, a reference year, representative days of the different seasons, etc.). To obtain an optimum system design able to satisfy the users’ demands and all other constraints associated with the operational characteristics of the system units and the variability of primary resources availability, the design optimization is performed in combination with the optimization of the operation of each system unit.

A binary variable $\beta_i$ (constant in the total period of time $T$ of the analysis) is used to choose whether to include or not in the optimum configuration an energy conversion unit $i$ belonging to a predefined set of available units of fixed type and size. This new binary variable $\beta_i$ is associated with the binary variable $\delta_i(t)$ (time-varying) describing the on/off status of the unit (see Section 3.1.2) as follows

$$\delta_i(t) \leq \beta_i.$$  

(17)

When $\beta_i$ is equal to zero, $\delta_i$ is always equal to zero, i.e., the unit is not included because it does not contribute to the power generation during the period $T$. Conversely, when $\beta_i$ is equal to one, Equation (17) allows the unit to be turned on ($\delta_i = 1$) or off ($\delta_i = 0$), i.e., the unit is included.

The size (maximum capacity, $q_{i,\text{out}}^{\text{MAX}}$) of the energy conversion units is not included in the set of the design decision variables because most of the energy conversion units (internal combustion engines, steam power station, boilers, wind turbines, etc.) are available only in specific sizes according to manufacturers’ catalogues. Moreover, the use of the actual performance of the energy conversion units available in the market guarantees more reliable results. In fact, the efficiency and other operating characteristics (e.g., maximum load ramps, time required for a start-up, etc.) of an energy conversion unit depend on its size, but accurate relationships that link these performances to the unit size are usually not available.

Different considerations apply when solar units (photovoltaic or solar thermal units) are considered, which are built by assembling components of very small size (photovoltaic modules or solar thermal panels). In this case, the performance of the total unit is almost independent of the number of the components that make it up, and so from the size of the total unit, but depends on the components type only (e.g., PV cells of different materials). So, when solar units are considered, their size can be left free to vary and no binary variables $\beta_i$ are used, as shown in Section 4.1.

Similarly, no binary variables are added for the design choices related to the storage units: the capacity of the storage unit $\Phi_{j,\text{out}}^{\text{MAX}}$ is not fixed but is a direct outcome of the optimization procedure according to the optimum operation strategy of the total system. An optimum capacity equal to zero corresponds to the exclusion of the storage unit from the optimum configuration.
In general, the optimization of the design and operation of the energy system in Figure 1 corresponds to

\[
\begin{align*}
\text{Find } y_D' \text{ and } y_O' \in \mathcal{R}^n \text{ or } \mathcal{S}^m \text{ which maximizes } & Z(T) = Z(y_D', y_O'(t))_T \\
\text{subject to } & g(y_D', y_O'(t)) = 0 \\
& I(y_D', y_O'(t)) \geq 0
\end{align*}
\]  

(18)

where \( y_D \) and \( y_O \) are the arrays of the decision variables associated with the energy system design (D) and operation (O), respectively, \( Z(y_D, y_O(t))_T \) is the objective function, and \( g(y_D', y_O'(t)) \) and \( I(y_D', y_O'(t)) \) are all the equality and inequality constraints of the system model (Section 3.1). Among the inequalities \( I(y_D, y_O(t)) \), constraints on the maximum load ramp rate and minimum uptime and downtime of energy conversion units are also included to avoid solutions that are not feasible or that could, if implemented, lead to unit malfunctions (caused, e.g., by excessive thermal stress or intermittent operation of the unit). The constraint on the maximum load ramp rate is expressed as in Equation (19), whereas the constraints on minimum uptime and downtime are shown in Equations (55) to (58) in Section 4.3.

\[
\frac{d\varphi_{\text{out}}(t)}{dt} \leq \Delta \varphi_{\text{out}}^\text{MAX},
\]

(19)

where \( \Delta \varphi_{\text{out}}^\text{MAX} \) is the maximum rate at which the unit can increase or decrease its main output. In some types of units, the value of \( \Delta \varphi_{\text{out}}^\text{MAX} \) depends on the operating constraints (i.e., normal operation, start-up, and shutdown) as shown in Equations (53) and (54) in Section 4.2.2.

The design decision variables \( y_D \) are the binary variables \( \beta_i \) and the storage capacities \( \Phi_i^\text{MAX} \). The operation decision variables \( y_O \) are the real variables defining the load of each energy conversion \( \varphi_{\text{out}}(t) \) and storage \( \varphi_{\text{out}}(t) \) unit, and the binary variables \( \delta_i(t) \) describing the on/off status of the energy conversion units. When the optimization procedure is limited only to the operation of the system, the design variables \( \beta_i \) and \( \Phi_i^\text{MAX} \) are fixed parameters, whereas \( \varphi_{\text{out}}(t) \) and \( \varphi_{\text{out}}(t) \) and \( \delta_i(t) \) and are free to vary.

If non-dispatchable primary energy sources (sun, wind, and run-of-river hydropower) are considered, no choices can be made on the operation of the units that convert these sources (e.g., photovoltaic plants, wind turbines or farms, run-of-river hydroelectric plants). Accordingly, the operation variables of these units are no more included in the decision variables set but provided as inputs to the optimization problem. To do this, the models of the units are solved independently of the optimization problem, i.e., their relationships does not appear among the constraints \( g(y_D', y_O'(t)) \) and \( I(y_D', y_O'(t)) \). The design binary variables \( \beta_i \) remain among the decision variables to let the optimization procedure choose about the inclusion (or not) of the units in the final configuration of the total system.

The optimization of the design and operation of a fleet of energy units generally aims at maximizing the economic profit because it is the main driving force behind investments and business decisions. Thus, the economic profit is considered here as an example of objective function. Different objectives can be considered without substantially modifying the relationships of the model \( g(y_D', y_O'(t)) \) and \( I(y_D', y_O'(t)) \) and the choice of the decision variables \( y_D, y_O(t) \) in Equation (18). In fact, the equations and variables presented in Section 3.1 are generally sufficient to evaluate the performance and economic parameters that are broadly used to judge the operation of an energy system (e.g., annual average energy or exergy efficiency, total emissions in the year of operation, etc.). Similarly, multiple objective functions can be considered to find the best trade-offs between different objectives, such as the minimization of both costs and emissions. This multi-objective approach, which is out of the scope of the work, allows to take both objectives into consideration while avoiding solutions with low cost, due to underestimated emission cost, but high environmental impact.
The economic profit to be maximized is calculated as the difference between revenues and expenditures (Equation (20)).

\[
Z(\beta_i, \Phi_j^{\text{MAX}}, q_{i, \text{in}}(t), q_{i, \text{out}}(t), \delta_i(t)) = \sum_{t=0}^{T} \sum_{i} \sum_{r} q_{i, \text{in}}(t) p_{i, \text{in}}(t) dt + \sum_{i} \sum_{r} q_{i, \text{out}}(t) s_{i, \text{out}}(t) dt
+ \sum_{i} \sum_{r} \beta_i \Phi_j^{\text{MAX}} s_i T^{|y|} + \sum_{i} \Phi_j^{\text{MAX}} s_i T^{|y|}
- \sum_{i} \sum_{r} q_{i, \text{in}}(t) c_{\text{i}, \text{in}}(t) dt - \sum_{i} \sum_{r} q_{i, \text{out}}(t) c_{\text{i}, \text{out}}(t) dt
- \sum_{i} \Phi_j^{\text{MAX}} c_{\text{j}, \text{O&M}} T^{|y|} + C_{\text{i}, \text{O&M}}(q_{i, \text{in}}^* (\forall t \in [0, T] ))
- \sum_{i} N_{i, \text{SU}} C_{\text{i}, \text{SU}} - \sum_{i} \sum_{r} \beta_i q_{i, \text{in}}(t) a_i T^{|y|} - \sum_{i} \Phi_j^{\text{MAX}} a_i T^{|y|}.
\]  

(20)

Revenues are received from:

- Selling the streams \( q_{\text{UD}, \text{in}}(t) \) to the users at the unit prices \( p_{\text{UD}, \text{in}}(t) \). The unit prices can be variable or constant over the period \( T \) depending on the sale contracts and any feed-in tariffs established by law.
- Incentives to support generation and investments. The former consist in providing premium feed-in tariffs \( s_{\text{out}}(t) \) (e.g., the green certificates), which typically decline over time to track and encourage technological changes, to specific products \( q_{\text{in}}(t) \) (e.g., electric power from renewable sources, thermal power from CHP units). The latter are direct subsidies or tax credits which are calculated as the product of the size of the energy conversion (\( \Phi_j^{\text{MAX}} \)) or storage unit (\( \Phi_j^{\text{MAX}} \)) that receives the incentive and a grant per unit of installed capacity (\( s_i \) and \( s_j \)). In Equation (20) the duration of the optimization period expressed in years (\( T^{|y|} \)) is also included because the unit grants \( s_i \) and \( s_j \) are supposed to be provided on year basis. The investment incentive of each energy conversion unit is multiplied by the corresponding binary decision variable \( \beta_i \) because no incentive is received if the unit is not included in the optimum configuration (\( \beta_i = 0 \)).

Expenditures derive from:

- Consumption of the primary energy sources streams (\( q_{\text{ES}, \text{in}}(t) \)) at unit costs \( c_{\text{ES}}(t) \) and charges for emission of the streams \( q_{r, \text{L}}(t) \) at unit costs \( c_{r, \text{L}}(t) \). Both unit costs can be variable or constant over the period \( T \) depending on purchase contracts and emission trading markets (e.g., CO\(_2\) emission allowances market [21]).
- Operation and Maintenance (O&M) costs of the units. These costs depend on both the size of the unit and its operating profile (i.e., number of hours of operation, load factor, load variation, etc.). Accordingly, they are estimated in Equation (20) using annual costs per unit of installed capacity \( c_{\text{O&M}} \) and \( c_{\text{O&M}} \) (independent of the unit operation) and total costs \( C_{\text{i}, \text{O&M}} \) and \( C_{\text{j}, \text{O&M}} \), which depend on the optimum operating profile of the unit in the total period \( T \) (\( q_{i, \text{in}}^* (\forall t \in [0, T] ) \) and \( q_{i, \text{in}}^* (\forall t \in [0, T] ) \)) in Equation (20). The latter are known only after the optimization run is completed, so guess values of \( C_{\text{i}, \text{O&M}} \) and \( C_{\text{j}, \text{O&M}} \) are to be chosen and the procedure iterated using updated values of these costs until convergence. For this reason, in stationary applications in which the load scheduling of the units does not generally show frequent and sudden variations, it is acceptable to incorporate all O&M costs in constant annual costs per unit of installed capacity (\( c_{\text{O&M}} \) in Equation (60), Section 4.4), so as to avoid iterative optimization runs. As for the incentives, the O&M costs of the energy conversion unit is multiplied by the associated binary variable \( \beta_i \).
- Start-up costs (considered only for the energy conversion units), which are calculated by multiplying the total number of start-ups in the period \( T \) (\( N_{i, \text{SU}} \)) by the cost of each start-up (\( C_{i, \text{SU}} \)). \( N_{i, \text{SU}} \) (integer quantity) can be easily obtained from the binary variables \( \delta_i \) as shown in Section 4.3 (Equation (59)).
• Amortization of purchase and installation costs of the units calculated as size of the units multiplied by the annual amortization costs per unit of capacity \((a_i\text{ and } a_j)\). Again, the binary variables \(\beta_i\) are used to include only the amortization costs of the units belonging to the optimal configuration.

Unit costs and prices in Equation (20) are in €/kWh (or homogeneous quantities), and feed-in tariffs and O&M costs per unit of capacity are in (€/kW·y) (or homogeneous quantities) for the energy conversion units and in (€/kWh·y) (or homogeneous quantities) for the storage units.

The input data to the optimization procedure are:

• The time profile of the intensive and extensive quantities in the array \(\tilde{\chi}_i(t)\) (see Section 3.1).
• The time profiles of the user’s demands \((q_{i UD, in_i}(t))\), availability of primary energy sources \((q_{ES, out_p}^{MAX}(t)\) in Equation (1)) and the generation from non-dispatchable primary energy sources.
• All variable and constant prices, costs, and feed-in tariffs \((p_{in_i}(t), c_{ES_i}(t), c_i, c_j, c_{i, O&M}, c_{i, O&M}, C_{i, O&M}, C_{j, O&M}, C_{i, SLU}, a_i, a_j, s_{i, out_i}(t), s_i, s_j\) in Equation (20)).
• The maximum and minimum load \((q_{i, in_i}^{MAX}\) and \(q_{i, in_i}^{MIN}\) and the other parameters used to model the behavior of the energy conversion units belonging to the predefined set of available units (i.e., \(k_{i,d}\) in Equations (9), (10), (11), (14) and (15), and \(A\phi_{i, out}^{MAX}\) in Equation (19)).
• The round-trip efficiencies of the storage units \(\eta_{i, RT}\) in Equation (4)).

The approach can be easily adapted to accept values of all input data having stochastic variability, just feeding it with all possible scenarios of these variables (see, e.g., [22]). This possibility is out of the scope of this work, which aims to supply in a simple way the most basic guidelines.

The optimization problem qualifies as a dynamic MINLP problem because of the inclusion of binary decision variables \((\beta_i\) and \(\delta_i(t)\)) and constraints connecting each time interval \(dt\) to the previous one (energy balance of storage units in Equation (4), maximum load ramp rate in Equation (19) and minimum uptime and downtime in Equations (55) to (58) in Section 4.3). To reduce the computational effort required to solve this problem all nonlinear relationships including one or more decision variables are linearized, as discussed in the Section 3.1.2.

On the other hand, the search for the optimum design of a fleet of energy units may involve a very large number of binary and real decision variables even if the number of units included in the optimal configuration is not excessive. This is because the predefined set of candidate energy conversion units to be included in the system should contain a sufficient number of units of different type and size to explore as completely as possible the space of possible solutions. For instance, if this set includes:

• ten power units and ten heat units (for both of them the decision variables are \(\beta_i\), \(\delta_i(t)\), and \(q_{i, out}(t)\)),
• ten CHP units (where the decision variables are \(\beta_i\), \(\delta_i(t)\), \(q_{i, out_1}\) and \(q_{i, out_2}(t)\)),
• both electric and thermal storage units (where the decision variables are \(\Phi_{i, MAX}\) and \(q_{i, out}(t)\)),

the optimization problem of the design and operation of the fleet of energy units in the whole year of operation divided into hours will include more than 630 \(k\) decision variables \((2 \times 10 \times (1 + 2 \times 8760) + 10 \times (1 + 3 \times 8760) + 2 \times (1 + 8760))\).

So, further simplifications may be required to keep the computational effort that is necessary to solve the MILP optimization problem within acceptable limits. One possible simplification consists in subdividing the optimization problem in two steps (Figure 4). In the first step, the optimum design of the system is obtained by solving the MILP optimization problem in Equation (18) in a reduced period of time \(\bar{T}\) which is representative of the total period \(T\) (e.g., twelve typical days which are representative of each month, or three days representative of summer, winter, and midseason). In the second step,
the resulting values of the design variables \( \beta^i \) and \( \Phi^i_{t,MAX} \) are used to optimize only the operation of the best design obtained in the first step in the total period \( T \). In so doing, the number of decision variables is significantly reduced compared to the nonsimplified optimization both in the first step (a lower number of time instants is considered) and in the second one (all design variables are fixed, and the variables and equations associated with the units excluded from the optimum configuration obtained in the first step are no more considered).

The values of the input data in the reduced period \( T' \) are to be carefully selected since they have a strong influence on the system design. Different sets of values can be considered and the different designs resulting from the first step (Figure 4) compared on the basis of the optimum operation obtained in the second step to find the one which behaves better in the total period \( T \).

4. General Application: Design and Operation Optimization of a CHP Fleet of Energy Units

The guidelines proposed in Section 3 are here used to set the optimum design and operation of a fleet of units serving electrical and thermal energy users (Figure 5).

4.1. General CHP Fleet of Energy Units

Fossil fuels (coal and natural gas) and both non-dispatchable (sun and wind) and dispatchable (storage hydropower and biomass—wood and bio-oil) renewables are considered as available primary energy sources.
The related distribution and supply networks are assumed as existing as well as the electricity grid to which the system is connected (electricity can be either sold or bought from the grid). The time trends of users’ demands and energy sources availability are also drawn in Figure 5 to highlight the variability and general non-contemporaneity of these quantities. The aim is twofold: i) showing how a MILP approach easily adapts to model and optimize energy systems that include units of very different types and sizes, and ii) providing the equations to describe the off-design behavior of the main types of energy conversion and storage units.

The types and number of energy conversion units that are candidates for the optimal configuration are:

- one photovoltaic power station (PV) of size $P_{MAX}^{PV}$,
- a set of $n_{WT}$ wind turbines (WT$_i$) having the same fixed sizes ($P_{MAX}^{WT}$),
- one storage hydroelectric plant (HE) of fixed size ($P_{MAX}^{HE}$), this unit is considered as existing and the associated purchase and installation costs are already amortized,
- a set of $n_{ICE}$ bio-oil fueled CHP internal combustion engines (ICE) of various sizes ($P_{MAX}^{ICE,j}$),
- one coal fired CHP steam unit (ST) of fixed size ($P_{MAX}^{ST}$),
- two ($n_{GT} = 2$) natural gas fueled CHP gas turbines (GT) of different sizes ($P_{MAX}^{GT_1}$ and $P_{MAX}^{GT_2}$),
- one natural gas fired CHP combined cycle units (CC) of fixed size ($P_{MAX}^{CC}$),
- a set of $n_{WB}$ woodchip boilers (WB$_i$) having the same fixed sizes ($Q_{MAX}^{WB}$).
Note that \(n_{WT}, n_{ICE}, n_{GT},\) and \(n_{WB}\) are not the number of units included in the optimal configuration, but the number of units included in the set of candidate ones. These numbers are required for the mathematical formulation and implementation of the optimization problem because some arrays and summations use them as the maximum value of the index/set.

A thermal (TS) and an electric (ES) storage unit are also considered, the capacity of which are free to vary in the optimization procedure. The size of the PV power station (\(P_{PV}^{MAX}\)) is also left free to vary being this type of unit designed by “assembling” modules of very small size having almost constant performance and unit cost for very different sizes of the total plant.

4.2. Off-Design Model

To simplify the calculations, the total period of analysis \(T\) is generally subdivided into one-hour-long time intervals (\(\Delta t = 1\) h) identified in the following using the set \(t = 1, 2, \ldots, T\). Accordingly, each variable of the model assumes a discrete value in the entire hour of each time interval \(t\).

For clarity, the stream variables in the Figure 1 associated with fuels and desired products (\(\phi_{in,\text{out}}\) and \(\phi_{out,\text{in}}\), respectively) are renamed as \(F\) (power inputs to the units), \(P\) and \(Q\) (electric and thermal power outputs), whereas the losses/emissions stream (\(\phi_{L}\)) are not explicitly considered in the model. Accordingly, the electric (thermal) power entering the electric (thermal) storage unit is identified by the variable \(F_{ES}(F_{TS})\). Note that the electric consumption of woodchip boilers is also taken into account using the variable \(F_{WB,2}\) (\(F_{WB,1}\) refers to the consumption of woodchips).

The power inputs associated with the different primary energy sources are calculated as follows:

- **Solar energy (PV)**
  \[
  F_{PV}(t) = G_{PV}(t) \cdot A_{PV},
  \]  
  (21)
  where \(A_{PV}\) is the total active aperture area of solar energy conversion unit (PV), and \(G_{PV}(t)\) is the global solar irradiance on the PV modules plane.

- **Wind energy**
  \[
  F_{WT}(t) = \frac{1}{2} \rho_{air} \cdot A_{WT} \cdot v_{WT}^3(t),
  \]  
  (22)
  where \(v_{WT}(t)\) is the velocity of the free airstream, \(\rho_{air}\) is the ambient air density (constant) and \(A_{WT}\) is the swept area of the wind turbine (e.g., \(\pi r_{WT}^2\) for a horizontal axis turbine).

- **Hydropower**
  \[
  F_{HE}(t) = \dot{V}_{HE}(t) \cdot \rho_{water} \cdot h_{HE}(t) \cdot g = \dot{m}_{HE}(t) \cdot h_{HE}(t) \cdot g,
  \]  
  (23)
  where \(\dot{V}_{HE}(t)\) and \(\dot{m}_{HE}(t)\) are the volumetric and mass flow rates of water entering the hydroelectric unit, respectively, \(\rho_{water}\) is the water density (constant) and \(h_{HE}(t)\) is the available water head and \(g\) is the standard gravity.

- **Solid (woodchip and coal), liquid (bio-oil), or gaseous (natural gas) fossil or renewable fuels**
  \[
  F_{r}(t) = \dot{m}_{r,f}(t) \cdot LHV_{r,f}(t),
  \]  
  (24)
  where \(\dot{m}_{r,f}(t)\) is the fuel mass flow rate and \(LHV_{r,f}(t)\) is its lower heating value (which may vary with time depending on the fuel type).

The interconnections between units and between units and the external environment are fixed. All thermal streams \(Q(t)\) generated by the energy conversion units (boilers and CHP) are collected and sent to the users or stored (totally or partially) in the thermal storage unit to be used at a later time. The corresponding energy balance is

\[
Q_{UD}(t) = \sum_{q=1}^{n_{WB}} Q_{WB,q}(t) + \sum_{j=1}^{n_{ICE}} Q_{ICE,j}(t) + Q_{ST}(t) + \sum_{p=1}^{2} Q_{GT,p}(t) + Q_{CC}(t) + Q_{TS}(t) - F_{TS}(t).
\]  
(25)
Similarly, all electric streams \( P_i(t) \) generated by power or CHP units (after deduction of the electric consumption of the woodchip boilers) can be stored, sent to the users or to the grid.

The electrical power can also be taken from the grid to satisfy the users’ requirement or charge the electric storage unit:

\[
P_{UD}(t) = P_{PV}(t) + \sum_{i=1}^{n_{WT}} P_{WT,i}(t) + P_{HE}(t) + \sum_{j=1}^{n_{ICE}} P_{ICE,j}(t) + P_{ST}(t) + \sum_{p=1}^{2} P_{GT,p}(t) + P_{CC}(t) - \sum_{q=1}^{n_{WB}} F_{WB,q}(t) + P_{ES}(t) - F_{ES}(t) + P_{GRID}(t) - F_{GRID}(t),
\]

where \( P_{GRID}(t) \) and \( F_{GRID}(t) \) are the electric power taken and sent to the grid, respectively.

The total consumption of woodchips (WC), bio-oil (BO), coal (CO) and natural gas (NG) are obtained from the energy balance on primary energy sources side

\[
F_{WC}(t) = \sum_{q=1}^{n_{WB}} F_{WB,q}(t), F_{BO}(t) = \sum_{j=1}^{n_{ICE}} F_{ICE,j}(t), F_{CO}(t) = F_{ST}(t), F_{NC}(t) = \sum_{p=1}^{2} F_{GT,p}(t) + F_{CC}(t).
\]

The total availability of hydropower, bio-oil and woodchips (variable with time) and the maximum mass flow rate of natural gas (limited by the existing network) are expressed in terms of power

\[
F_{HE}(t) \leq F_{HE}^{MAX}(t), F_{WC}(t) \leq F_{WC}^{MAX}(t), F_{BO}(t) \leq F_{BO}^{MAX}(t), F_{NG}(t) \leq F_{NG}^{MAX}(t),
\]

where the values of the maximum power \( F_{HE}^{MAX}(t), F_{WC}^{MAX}(t), F_{BO}^{MAX}(t) \) and \( F_{NG}^{MAX}(t) \) can be easily calculated by Equations (23) and (24) from the associated maximum mass or volumetric flow rate.

4.2.1. Dynamic Model of the Storage Units

The dynamic behavior of the storage units is described by their energy balances only (see Section 3.1). The electric energy contained in the electric storage unit is calculated from its energy balance (see Equation (4)). An oversizing coefficient \( \nu_{ES,1} \) is considered to prevent overcharging and the minimum amount of electric energy that can be contained in the electric storage is calculated as a fraction of the (unknown) storage maximum capacity \( \nu_{ES,2} = \frac{E_{ES,MIN}}{E_{ES}^{MAX}} \).

\[
E_{ES}(t) = E_{ES}(t-1) + \left( \sqrt{\frac{E_{ES,RT}}{E_{ES}}} - \frac{1}{\sqrt{\frac{E_{ES,RT}}{E_{ES}}}} P_{ES}(t) \right) \Delta t.
\]

\[
E_{ES}(t) \leq \nu_{ES,1} E_{ES}^{MAX},
\]

\[
E_{ES}(t) \geq \nu_{ES,2} E_{ES}^{MAX},
\]

\[
E_{ES}(0) = E_{ES}(T) = E_{ES}^{MIN}.
\]

The thermal storage unit consists of one or more thermocline tanks in which hot and cool water is stored in the upper and lower part, respectively. For simplicity, the thermal energy contained in this unit is expressed in terms of total volume of hot water stored at time \( t \) assuming constant values of hot \( (\theta_{TS,hot}) \) and cold \( (\theta_{TS,old}) \) water temperatures, density \( (\rho_{TS}) \), and specific heat \( (c_{p,TS}) \). The two coefficients \( \nu_{TS,1} \) and \( \nu_{TS,2} \) in Equation (31) are introduced to maintain the thermal stratification within the thermocline tanks.

\[
V_{TS}(t) = V_{TS}(t-1) + \frac{1}{\rho_{TS}c_{p,TS}(\theta_{TS,hot} - \theta_{TS,old})} \left( \sqrt{\frac{V_{TS,RT}}{V_{TS}}} F_{TS}(t) - \frac{1}{\sqrt{\frac{V_{TS,RT}}{V_{TS}}}} Q_{TS}(t) \right) \Delta t,
\]

\[
V_{TS}(t) \leq \nu_{TS,1} V_{TS}^{MAX},
\]

\[
V_{TS}(t) \geq \nu_{TS,2} V_{TS}^{MAX},
\]

\[
V_{TS}(0) = V_{TS}(T) = V_{TS}^{MIN}.
\]
The energy contained in the storage units at the beginning and end of the total period $T$ is set equal to the minimum value by means of the additional constraint in Equations (30) and (32). This guarantees that the electric and thermal energy generated by the energy conversion units in the total period $T$ is equal to the sum of the energy consumed by the users plus the losses of the storage units (and plus the net energy exchanged with the grid in case of electricity), i.e., there is no “free” energy taken from the storage units.

4.2.2. Model of the Energy Conversion Units

For simplicity, the energy balances of the energy conversion units are not considered. The CO$_2$ emission allowances costs are computed in the total profit by using an emission factor per unit of fuel ($\alpha_{i,CO_2}$ in Equation (60) in Section 4.4).

As explained in Section 3.2, the behavior of the energy conversion units fueled by non-dispatchable primary energy sources ($PV$ and $WT$) are simulated independently from the optimization procedure starting from historical or forecasted data of the ambient conditions (i.e., solar irradiance $G_{PV}(t)$, ambient temperature $\theta_A(t)$ and wind speed $v_{WT}(t)$). The approach used in the optimization process in order to consider the different sizes of the photovoltaic power station and the inclusion (or not) of the wind turbines is presented in the following. The specific models of these units are instead referred to the literature being beyond the scope of this paper.

The power output of the photovoltaic power station is expressed as

$$ P_{PV}(t) = \pi_{PV}(t) \cdot P_{PV}^{MAX}, $$

(33)

where $\pi_{PV}(t)$ is the power output per unit of nominal power ($P_{PV}^{MAX}$) which can be calculated from the type of photovoltaic modules and auxiliary devices (energy inversion and conditioning system) included in the power station:

$$ \pi_{PV}(t) = \frac{\eta_{PV}(t)}{\eta_{PV}^{MAX}} G_{PV}(t) = \frac{\eta_{PV,m}(t)}{\eta_{PV,m}^{MAX}} \cdot \frac{\eta_{aux}(t)}{\eta_{aux}^{MAX}} G_{PV}(t) $$

(34)

In Equation (34) $\eta_{PV,m}^{MAX}$, $\eta_{aux}^{MAX}$, $\eta_{PV,m}(t)$ and $\eta_{aux}(t)$ are the design (constant) and off-design (time-varying) efficiencies of the PV modules and auxiliary devices for power conditioning, respectively, which can be calculated independently from $P_{PV}^{MAX}$ from nominal and historical or forecasted data of solar irradiance ($G_{PV}(t)$) and ambient temperature ($\theta_A(t)$), as suggested in [10,23]. The resulting time profile of $\pi_{PV}(t)$ is an input data of the optimization procedure which calculates $P_{PV}(t)$ by Equation (33) for the candidate value of the decision variable $P_{PV}^{MAX}$.

The time profile of the power output that each wind turbine of fixed size ($P_{WT}^{MAX}$) could produce if included in the optimum system configuration ($\hat{P}_{WT}(t)$) is directly obtained from historical or forecasted data of the wind speed ($v_{WT}(t)$) using mathematical models (see, e.g., [24]) or experimental characteristic maps provided by the manufacturers (which are generally sufficiently accurate). The “actual” power generation of each turbine is then calculated in the optimization procedure by multiplying $\hat{P}_{WT}(t)$ by the binary decision variable $\beta_{WT}$, which defines the inclusion or not of the turbine in the system:

$$ P_{WT}(t) = \beta_{WT} \cdot \hat{P}_{WT}(t). $$

(35)

Note that Equations (33) and (35) are linear because $\pi_{PV}(t)$ and $P_{WT}(t)$ do not depend on any decision variable.

The behavior of all the energy conversion units fueled by dispatchable energy sources is modelled by their characteristic maps only. As discussed in Section 3.1.2, one characteristic map is sufficient to model the unit having one input and one desired output (HE), whereas two characteristic maps are required to model the CHP units ($ICE_i$, $TG_j$, $ST$ and CC which have one input and two desired outputs) and the woodchip boilers ($WB_i$, which have two inputs and one desired output). For simplicity, the
minimum load of each unit ($\theta_{\text{MIN}}$ in Equation (11)) is expressed as a fraction of the maximum load (e.g., 30% for the woodchip boilers and 50% for the other units) and the thermal power is assumed to be generated at the constant temperature $\theta_{TS,\text{hot}}$.

A multi-jet Pelton turbine is installed in the existing hydroelectric power plant. The behavior of this machine is affected by the available water head $h_{HE}(t)$ (i.e., the water pressure within the nozzle), as shown in Figure 6a. This behavior is generally modelled with good accuracy by varying the value of the parameter $k_{HE,0}$ in the equation describing the characteristic according with $h_{HE}(t)$:

$$F_{HE}(t) = k_{HE,0}(h_{HE}(t)) \cdot \delta_{HE}(t) + k_{HE,1} \cdot P_{HE}(t)$$

$$P_{HE}(t) \geq k_{HE,2} \cdot k_{HE,3}(h_{HE}(t)) \cdot P_{MAX}^{HE} \cdot \delta_{HE}(t)$$

$$P_{HE}(t) \leq k_{HE,3}(h_{HE}(t)) \cdot P_{MAX}^{HE} \cdot \delta_{HE}(t).$$

(36)

Note that also the maximum and minimum power output of the unit varies with $h_{HE}(t)$ by means of the parameter $k_{HE,3}$ ($k_{HE,2} = 1$ at nominal $h_{HE}$ and $k_{HE,2} < 1$ for lower $h_{HE}$).
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**Figure 6.** Characteristic maps of a CHP gas turbine (GT) for different ambient temperatures ($\theta_{A}$): (a) $F - P$ and (b) $Q - P$ map. Figure 6a also represents the map of the hydroelectric unit (HE) for different available water head ($\Delta h_{HE}$ is the difference between the off-design and design values of $h_{HE}$).

No modifications of the two characteristic maps (input–output relationship in Equation (37) and input–input relationship in Equation (38)) are considered for the woodchip boilers ($WB_{q}$):

$$F_{WB_{q,1}}(t) = k_{WB_{q,0}} \cdot \delta_{WB_{q}}(t) + k_{WB_{q,1}} \cdot Q_{WB_{q}}(t)$$

$$Q_{WB_{q}}(t) \geq k_{WB_{q,2}} \cdot Q_{MAX}^{WB} \cdot \delta_{WB_{q}}(t)$$

$$Q_{WB_{q}}(t) \leq Q_{MAX}^{WB} \cdot \delta_{WB_{q}}(t),$$

(37)

$$F_{WB_{q,2}} = k_{WB_{q,3}} \cdot \delta_{WB_{q}}(t) + k_{WB_{q,4}} \cdot F_{WB_{q,1}}(t).$$

(38)

In the input–input characteristic map (Equation (38)) the electricity consumption ($F_{WB_{q,2}}(t)$) is directly linked to the woodchips consumption ($F_{WB_{q,1}}(t)$), being $F_{WB_{q,2}}(t)$ mainly due to combustion air blowing.

In the CHP internal combustion engines (ICE), the thermal power is generated by recovering the waste heat (from exhaust gasses, charging air, lubricating oil, and jacket water) in a heat recovery system. An auxiliary cooling system is always included in this type of units to dissipate heat in case of failure of the heat recovery system or absence of thermal demand. However, here it is considered that the heat can only be recovered (the heat recovery system cannot be bypassed) to exclude solutions
entailing heat dissipations. Accordingly, the input–output characteristic map (Equation (39)) does not include \( Q_{ICE,j}(t) \) and the “\( = \)” sign appears in the output–output characteristic map (Equation (40)).

\[
F_{ICE,j}(t) = k_{ICE,0} \delta_{ICE,j}(t) + k_{ICE,1} P_{ICE,j}(t) \\
P_{ICE,j}(t) \geq k_{ICE,2} P_{MAX,ICE,j} \delta_{ICE,j}(t) \\
P_{ICE,j}(t) \leq P_{MAX,ICE,j} \delta_{ICE,j}(t),
\]

\[Q_{ICE,j}(t) = k_{ICE,3} \delta_{ICE,j}(t) + k_{ICE,4} P_{ICE,j}(t).\]

The bypass of the heat recovery systems is instead considered (“\( \leq \)” sign in Equation (42)) in the two CHP gas turbines. The operation of these units is usually strongly affected by the ambient temperature \( (\theta_A(t), \text{Figure 6}) \). This phenomenon is described by varying the values of the parameters \( k_{GT,p,0}, k_{GT,p,3} \text{ and } k_{GT,p,4} \) in the characteristic maps in Equations (41) and (42) according with \( \theta_A(t) \).

\[
F_{GT,p}(t) = k_{GT,p,0}(\theta_A(t)) \cdot \delta_{GT,p}(t) + k_{GT,p,1} P_{GT,p}(t) \\
P_{GT,p}(t) \geq k_{GT,p,2} k_{GT,p,3}(\theta_A(t)) \cdot P_{MAX,GT,p} \delta_{GT,p}(t) \\
P_{GT,p}(t) \leq k_{GT,p,3}(\theta_A(t)) \cdot P_{MAX,GT,p} \delta_{GT,p}(t),
\]

\[Q_{GT,p}(t) = k_{GT,p,4}(\theta_A(t)) \cdot \delta_{GT,p}(t) + k_{GT,p,5} P_{GT,p}(t) Q_{GT,p}(t) \geq 0.\]

The coal-fired CHP steam unit (ST) includes an extraction-condensing steam turbine. Accordingly, the input–output characteristic map (Equation (43)) of the unit calculates the fuel consumption (\( F_{ST} \)) starting from both desired output streams (\( P_{ST} \text{ and } Q_{ST} \), see Section 3.1.2). The turbine has two extraction points at different pressures, i.e., at different temperatures \( (\theta_{ST}^{MIN} \text{ and } \theta_{ST}^{MAX}) \), so the thermal power \( Q_{ST}(t) \) can be generated at any temperature \( \theta_{ST} \) in the range \( \theta_{ST}^{MIN} \text{ to } \theta_{ST}^{MAX} \) by mixing properly the mass flow rate of the two extracted streams. Figure 7a shows the input–output characteristic map at minimum (zero) and maximum \( (Q_{ST}^{MAX}) \) thermal power output for fixed values of \( \theta_{ST} \): for each value of \( \theta_{ST} \) the characteristic map can move from the rightmost black thick line \( (Q_{ST} = 0) \) to the line corresponding to the maximum thermal power output (for example, when \( \theta = 130 \degree \text{C} \) the map can move up to the leftmost grey dotted line in Figure 7a). The dependence on \( \theta_{ST} \) can be generally taken into account only with the parameter \( k \) which multiplies the thermal power output \( (i.e., k_{ST,2} = k_{ST,2}(\theta_{ST}) \text{ in Equation (43)}) \). The maximum (and minimum) power output is also affected by \( Q_{ST} \) and \( \theta_{ST} \) because of the limit on the maximum mass flow rate of steam that can be produced in the steam generator.

\[
F_{ST}(t) = k_{ST,0} \delta_{ST}(t) + k_{ST,1} P_{ST}(t) + k_{ST,2}(\theta_{ST}(t)) Q_{ST}(t) \\
P_{ST}(t) \geq k_{ST,3} k_{ST,4}(Q_{ST}(t), \theta_{ST}(t)) \cdot P_{MAX,ST} \delta_{ST}(t) \\
P_{ST}(t) \leq k_{ST,4}(Q_{ST}(t), \theta_{ST}(t)) \cdot P_{MAX,ST} \delta_{ST}(t).
\]

The output–output characteristic map is a feasibility area (Figure 7b) bounded by the following inequalities, which vary according with generation temperature \( \theta_{ST} \) [25]:

line 1 \( (\text{min in the low-pressure turbine}) \): \( Q_{ST}(t) \leq k_{ST,5}(\theta_{ST}(t)) \delta_{ST}(t) + k_{ST,6} P_{ST}(t) \)
line 2 \( (\text{min load of the steam generator}) \): \( Q_{ST}(t) \geq k_{ST,7} \delta_{ST}(t) + k_{ST,8}(\theta_{ST}(t)) P_{ST}(t) \)
line 3 \( (\text{max load of the steam generator}) \): \( Q_{ST}(t) \leq k_{ST,9} \delta_{ST}(t) + k_{ST,10}(\theta_{ST}(t)) P_{ST}(t) \)
line 4 \( (\text{max in the higher temperature steam extraction}) \): \( Q_{ST}(t) \leq k_{ST,11}(\theta_{ST}(t)) P_{ST}(t) \)
line 5 \( (\text{min in the higher temperature steam extraction}) \): \( Q_{ST}(t) \geq 0 \)

Here, the generation temperature is constant \( (\theta_{ST}(t) = \theta_{TS,hot}) \), so the input–output characteristic map moves only according with \( Q \), while the output–output map is fixed.
The CHP combined cycle (CC) includes two identical couples gas turbine/HRSH (Heat Recovery Steam Generator) operating in conjunction with a single steam turbine. To extend the range of possible loads, the CC can operate with one turbine only (one GT mode in Figure 8) or both turbines (two GT mode in Figure 8) on. The behavior of the CC in both modes is described by two different characteristic maps (Figure 8). Two binary variables \( \delta_{CC1GT}(t) \) and \( \delta_{CC2GT}(t) \) in Equations (45) to (47)) and the following constraint are used to identify the two alternative operating modes [25,26]:

\[
\delta_{CC1GT}(t) + \delta_{CC2GT}(t) \leq 1
\]  

As for the other units, when either \( \delta_{CC1GT}(t) \) or \( \delta_{CC2GT}(t) \) are equal to one the combined cycle is operating in the one or two GT mode, respectively, when \( \delta_{CC1GT}(t) = \delta_{CC2GT}(t) = 0 \) the CHP combined cycle is off.

The steam section includes an extraction-condensing steam turbine having two extraction points, so the thermal energy can be generated at different temperatures (\( \theta_{CC}^{MIN} \leq \theta_{CC}(t) \leq \theta_{CC}^{MAX} \)). Accordingly,
in both operating modes the input–input characteristic map of the CC in Equation (47) is modified according with \( \theta_{CC}(t) \) (the CC unit behaves in a similar way to the ST unit). Moreover, the ambient temperature \( \theta_A(t) \) affects the behavior of the gas turbines, and therefore that of the total unit, as shown in Figure 8.

The characteristic maps of the CC unit in one and two GT modes are described by the following relationships

\[
F_{CC1GT}(t) = k_{CC1GT,0}(\theta_A(t)) \cdot \delta_{CC1GT}(t) + k_{CC1GT,1} \cdot P_{CC1GT}(t) + k_{CC1GT,2}(\theta_{CC}(t)) \cdot Q_{CC1GT}(t)
\]

\[
P_{CC1GT}(t) \geq k_{CC1GT,3} \cdot k_{CC1GT,4}(Q_{CC1GT}(t), \theta_A(t), \theta_{CC}(t)) \cdot P_{MAX}^{CC1GT} \cdot \delta_{CC1GT}(t),
\]

\[
P_{CC1GT}(t) \leq k_{CC1GT,4}(Q_{CC1GT}(t), \theta_A(t), \theta_{CC}(t)) \cdot P_{MAX}^{CC1GT} \cdot \delta_{CC1GT}(t),
\]

(46)

\[
F_{CC2GT}(t) = k_{CC2GT,0}(\theta_A(t)) \cdot \delta_{CC2GT}(t) + k_{CC2GT,1} \cdot P_{CC2GT}(t) + k_{CC2GT,2}(\theta_{CC}(t)) \cdot Q_{CC2GT}(t)
\]

\[
P_{CC2GT}(t) \geq k_{CC2GT,3} \cdot k_{CC2GT,4}(Q_{CC2GT}(t), \theta_A(t), \theta_{CC}(t)) \cdot P_{MAX}^{CC2GT} \cdot \delta_{CC2GT}(t)
\]

\[
P_{CC2GT}(t) \leq k_{CC2GT,4}(Q_{CC2GT}(t), \theta_A(t), \theta_{CC}(t)) \cdot P_{MAX}^{CC2GT} \cdot \delta_{CC2GT}(t),
\]

(47)

where

- \( \delta_{CC1GT}(t) \) and \( \delta_{CC2GT}(t) \) are binary variables for each start-up,
- \( P_{MAX}^{CC1GT} \) and \( P_{MAX}^{CC2GT} \) are the maximum power output of the CC unit in one and two GT modes, respectively.

The effective fuel input, and electric and thermal power output of the CC unit are:

\[
F_{CC}(t) = F_{CC1GT}(t) + F_{CC2GT}(t), \quad P_{CC}(t) = P_{CC1GT}(t) + P_{CC2GT}(t), \quad Q(t) = Q_{CC1GT}(t) + Q_{CC2GT}(t).
\]

(48)

4.3. Additional Dynamic Constraints

Constraints on maximum load ramp rate, and minimum uptime and downtime of energy conversion units involving combustion processes (of biomass or fossil fuels) are added to avoid failures or breakdowns caused by excessive thermal stress. These constraints allow for identifying the start-ups of the units with the help of the binary variables \( \delta_r \) which define the on/off (see Equation (9) in Section 3.1.2). The total number of start-ups is also calculated to evaluate the associated costs.

A start-up of the CHP internal combustion engines (ICE\(_r\)) and woodchip boilers (WB\(_r\)) at time \( t \) is identified by the additional binary variable \( \sigma_r(t) \) and the following relationship:

\[
\delta_r(t - 1) - \delta_r(t) + \sigma_r(t) \geq 0
\]

for \( r = ICE_1, \ldots, ICE_{n_{ICE}}, WB_1, \ldots, WB_{n_{WB}} \).

(49)

In fact, Equation (49) forces \( \sigma_r(t) \) to turn its value to one when \( \delta_r(t-1) = 0 \) and \( \delta_r(t) = 1 \), i.e., when the unit is turned on. In all other cases \( \sigma_r(t) = 0 \).

The constraints on the operation of steam and gas turbines generally depend on the temperature of casing and rotor. Three different types of start-up are considered for the CHP steam unit (ST) according to the time elapsed from the latest shutdown of this unit, which in turn determines the casing and rotor temperature [26–28]: a hot start-up is defined when the time period between shut-down and start-up is shorter than \( T_{ST,HS} \) (3 to 5 hours depending on the steam unit type and size), a warm start-up when it is shorter than \( T_{ST,WS} \) (5 to 10 hours) and longer than \( T_{ST,HS} \), a cold start-up when it is longer than \( T_{ST,WS} \). As in Equation (49), the inequalities in Equation (50) force the three different binary
variables $\sigma_{ST, HS}$, $\sigma_{ST, WS}$ and $\sigma_{ST, CS}$ to switch their value to one when a hot, warm, or cold start-up occurs, respectively.

$$
\begin{align*}
\delta_{ST}(t-1) - \delta_{ST}(t) + \sigma_{ST, HS}(t) & \geq 0 \\
\delta_{ST}(t-1) - \ldots - \delta_{ST}(t + T_{ST, HS} - 1) + \delta_{ST}(t + T_{ST, HS}) + \sigma_{ST, WS}(t) & \geq 0 \\
\delta_{ST}(t-1) - \ldots - \sigma_{CS}(t + T_{ST, WS} - 1) + \delta_{ST}(t + T_{ST, WS}) + \sigma_{ST, CS}(t) & \geq 0.
\end{align*}
$$

(50)

Note that the switch to one of the binary variables associated with a colder start-up implies that the binary variables associated with the warmer ones are also equal to one (i.e., when the warm start-up occurs both $\sigma_{ST, WS}(t)$ and $\sigma_{ST, HS}(t)$ are equal to one and when a cold start-up occurs all the three variables are equal to one).

Only hot and cold start-ups are defined for the gas turbines ($GT_1$ and $GT_2$) and the combined cycle (CC) [26]:

$$
\begin{align*}
\delta_{r}(t-1) - \delta_{r}(t) + \sigma_{r, HS}(t) & \geq 0 \\
\delta_{r}(t-1) - \ldots - \delta_{r}(t + T_{r, HS} - 1) + \delta_{r}(t + T_{r, HS}) + \sigma_{r, CS}(t) & \geq 0 \\
\text{for } r = GT_1, GT_2, CC.
\end{align*}
$$

(51)

Constraints on the maximum load ramp rates are considered for the woodchip boiler (Equation (52)), and the steam (Equation (53)) and combined cycles (Equation (54)), which are slow units because of the high thermal inertia of the combustion chamber/steam generator, whereas the remaining units are generally able to perform any load variation during $\Delta t = 1$ h (e.g., internal combustion engines and gas turbines require less than ten minutes and about half an hour to reach full load during a start-up, respectively [28,29]).

In Equations (53) and (54) different values are imposed to the maximum load ramp rates of ST and CC depending on the operating conditions, i.e., normal operation ($\Delta P_{ST, MAX}^i$), and hot ($\Delta P_{ST, HS, MAX}^i$), warm ($\Delta P_{ST, WS, MAX}^i$) and cold ($\Delta P_{ST, CS, MAX}^i$) start-ups. The binary variables $\sigma$ are used to identify the working condition and the summations are introduced to fix the correct maximum load ramp rate during each type of start-up [26] ($\Delta t_{ST, WS}$ is the number of hours required for a warm start-up and $\Delta t_{ST, CS}$ for a cold start-up, whereas it is assumed that a hot start-up requires one hour, i.e., one time interval).

$$
Q_{WB_i}(t) - Q_{WB_i}(t-1) \leq \Delta p_{WB_{MAX}}^i
$$

(52)

$$
\begin{align*}
P_{ST}(t) - P_{ST}(t-1) & \leq \Delta P_{ST, MAX} + \sigma_{ST, HS}(t)\Big((\Delta P_{ST, HS, MAX}^i - \Delta P_{ST, MAX}^i) + \sigma_{ST, WS}(t)\Big((\Delta P_{ST, WS, MAX}^i - \Delta P_{ST, MAX}^i) + \sigma_{ST, CS}(t)\Big((\Delta P_{ST, CS, MAX}^i - \Delta P_{ST, MAX}^i)
\end{align*}
$$

+ \sum_{t-1}^{t-\Delta t_{ST, WS}} \sigma_{ST, WS}(\tau)\Big((\Delta P_{ST, WS, MAX}^i - \Delta P_{ST, MAX}^i)
\end{align*}
$$

+ \sum_{t-1}^{t-\Delta t_{ST, CS}} \sigma_{ST, CS}(\tau)\Big((\Delta P_{ST, CS, MAX}^i - \Delta P_{ST, MAX}^i)\Big)
\end{align*}
$$

(53)

$$
\begin{align*}
P_{CC}(t) - P_{CC}(t-1) & \leq \Delta P_{CC, MAX} + \sigma_{CC, HS}(t)\Big((\Delta P_{CC, HS, MAX}^i - \Delta P_{CC, MAX}^i)
\end{align*}
$$

+ \sigma_{CC, WS}(t)\Big((\Delta P_{CC, WS, MAX}^i - \Delta P_{CC, MAX}^i) + \sum_{t-1}^{t-\Delta t_{CC, WS}} \sigma_{CC, WS}(\tau)\Big((\Delta P_{CC, WS, MAX}^i - \Delta P_{CC, MAX}^i)
\end{align*}
$$

+ \sum_{t-1}^{t-\Delta t_{CC, CS}} \sigma_{CC, CS}(\tau)\Big((\Delta P_{CC, CS, MAX}^i - \Delta P_{CC, MAX}^i)\Big)
\end{align*}
$$

(54)

The constraints on the minimum downtime and uptime of each energy conversion unit except PV, $WT_i$, and $HE$ are expressed using the two inequalities in Equations (55)–(58) (refer to [9]), respectively. The former is introduced to limit the thermal stress in the components of the units, the latter for “good practice” (not for technological reasons).

$$
\Delta r_r, DT(t) = (\Delta r_r, DT(t-1) + \Delta t) \cdot (1 - \delta(t))
$$

(55)
\[(\delta_r(t) - \delta(t - 1)) \cdot (\Delta_{r,D}D(t) - \Delta_{r,D}D^{MIN}) \geq 0 \quad (56)\]
\[\Delta_{r,U}U(t) = (\Delta_{r,U}U(t - 1) + \Delta t) \cdot \delta(t) \quad (57)\]
\[(\delta_r(t) - \delta(t - 1)) \cdot (\Delta_{r,U}U(t) - \Delta_{r,U}U^{MIN}) \geq 0 \quad (58)\]

for \( r = WB_1, \ldots, WB_{nWB}, ICE_1, \ldots, ICE_{nICE}, ST, GT_1, GT_2, CC. \)

Equations (55) and (57) increase the downtime (\(\Delta_{r,D}D(t)\)) and uptime (\(\Delta_{r,U}U(t)\)) of the unit \( r \) by one hour (\(\Delta t\)) for each unit in which the unit remains off (\(\delta_r(t - 1) = \delta_r(t) = 0\)) or on (\(\delta_r(t - 1) = \delta_r(t) = 1\)), respectively. The inequalities in Equations (56) and (58) assure that the unit \( r \) can turn its status (off or on) only when the minimum downtime (\(\Delta_{r,D}D^{MIN}\)) or uptime (\(\Delta_{r,U}U^{MIN}\)) have elapsed. All relationships in Equations (55) to (58) include a product between unknown time-dependent variables (\(\delta_r\)) which is included in the decision variable set, see Section 4.5, and \(\Delta_{r,D}D\) or \(\Delta_{r,U}U\) which depend on \(\delta_r\). To keep the model linear, these equations can be linearized using a linearization method (such the Glover method \([30]\)), which requires additional auxiliary variables, as shown in Appendix A.

The total number of start-ups of each unit is calculated, if required, as the sum of the values of the associated binary variables \(\sigma\) in the total period \( T \). Again, the different binary variables \(\sigma\) in Equation (59) identify different types of start-ups.

\[
N_{r,SU} = \sum_{t=0}^{T} \sigma_i(t) \quad N_{r,HSU} = \sum_{t=0}^{T} \sigma_{r,Hsu}(t) \quad N_{r,WSU} = \sum_{t=0}^{T} \sigma_{r,WSu}(t) \quad N_{r,Csu} = \sum_{t=0}^{T} \sigma_{r,Csu}(t) \quad (59)
\]

for \( r = ICE_1, \ldots, ICE_{nICE}, WB_1, \ldots, WB_{nWB} \)
\( k = GT_1, GT_2, ST, CC. \)

### 4.4. Objective Function

The economic profit to be maximized (Equation (20) in Section 3.2) derived from the CHP fleet of units in Figure 5 is calculated by Equation (60).

\[
Z(y_D, y_O(t))_T = \left[ \sum_{t=0}^{T} \left( P_{UD}(t) \cdot p_{UD,p}(t) + Q_{UD}(t) \cdot p_{UD,q}(t) + F_{GRID}(t) \cdot p_{GRID}(t) \right) \cdot \Delta t \right]
+ \sum_{i=1}^{nICE} \left( P_{pes}(t) \cdot s_c(t) + P_{ref}(t) \cdot s_{ref}(t) + \sum_{j=1}^{nWT} P_{WT,GRID}(t) + P_{HE,GRID}(t) \right) \cdot s_c
+ \sum_{i=1}^{nICE} P_{ICE,GRID}(t) \cdot s_{ref}(t) \cdot \Delta t
+ \sum_{i=1}^{nWB} P_{WB} \cdot \left( Q_{WB} \cdot s_{WB} \right)
- \sum_{i=1}^{nICE} F_{BO}(t) \cdot c_{BO}(t) + F_{WC}(t) \cdot c_{WC}(t) + F_{CO}(t) \cdot c_{CO}(t) + a_{CC,CO}_t \cdot c_{CO}
+ F_{CG}(t) \cdot c_{CG}(t) + a_{CC,CO}_t \cdot c_{CO}
+ P_{GRID}(t) \cdot c_{GRID}(t) \cdot \Delta t
- \sum_{i=1}^{nICE} P_{ICE} \cdot c_{ICE,OM&M} + \sum_{i=1}^{nWT} P_{WT} \cdot c_{WT,OM&M} + P_{HE} \cdot c_{HE,OM&M} + \beta_{ST} \cdot P_{MAX} \cdot c_{ST,OM&M}
+ \sum_{i=1}^{nICE} P_{ICE} \cdot c_{ICE,OM&M} + \beta_{CC} \cdot P_{MAX} \cdot c_{CC,OM&M}
+ \sum_{i=1}^{nWB} P_{WB} \cdot c_{WB,OM&M}
- \sum_{i=1}^{nICE} N_{ICE,SU} \cdot c_{ICE,SU} + \sum_{i=1}^{nWB} N_{WB,SU} \cdot c_{WB,SU}
+ \left( N_{ST,HSU} \cdot c_{ST,HSU} + N_{ST,WSU} \cdot c_{ST,WSU} \right)
+ \left( N_{CC,HSU} \cdot c_{CC,HSU} \right)
+ \sum_{i=1}^{nICE} \left( N_{ICE,HSU} \cdot c_{ICE,HSU} + N_{ICE,WSU} \cdot c_{ICE,WSU} \right)
+ \sum_{i=1}^{nWB} \left( N_{WB,HSU} \cdot c_{WB,HSU} + N_{WB,WSU} \cdot c_{WB,WSU} \right)
+ \frac{\sum_{i=1}^{nICE} P_{ICE} \cdot a_{ICE} + \sum_{i=1}^{nICE} P_{ICE} \cdot a_{ICE} + \beta_{ST} \cdot P_{MAX} \cdot a_{ST}}{a_{ST}}
+ \sum_{i=1}^{nICE} \left( P_{ICE} \cdot a_{ICE} + \beta_{CC} \cdot P_{MAX} \cdot a_{CC} + \sum_{i=1}^{nWB} P_{WB} \cdot a_{WB} \right)
\right] (60)

\]
The optimization period $T$ is one year, so the total number of hourly intervals is 8760. For the sake of clarity, the square brackets in Equation (60) identify the different components of economic profit presented in the Section 3.2 (Equation (20)).

The electricity is sold to both the users at the unit price $p_{UID,P}(t)$, and to the grid at the electricity market price $p_{GRID}(t)$ or at a premium feed-in tariff $p_{F,GRID}(t)$ (i.e., incentives to support generation). The latter depends on the type of energy conversion unit that generates the specific amount of electricity. The total electric power that is sent to the grid ($F_{GRID}$) is therefore subdivided into the different terms generated by the different units

$$F_{GRID}(t) = P_{PV,GRID}(t) + \sum_{i=1}^{n_{WT}} P_{WT,GRID}(t) + P_{HE,GRID}(t) + \sum_{j=1}^{n_{ICE}} P_{ICE,GRID}(t)$$

$$+ P_{ST,GRID}(t) + \sum_{p=1}^{2} P_{GT,p,GRID}(t) + P_{CC,GRID}(t) + P_{ES,GRID}(t), \quad (61)$$

Here, premium feed-in tariffs are given to all energy conversion units using renewable sources. The electric power sold to the market ($F_{GRID}(t)$ in Equations (60) and (62)) at $p_{UID,P}(t)$ is the sum of the only terms associated with fossil fuel-based energy conversion units and electric storage unit:

$$\bar{F}_{GRID}(t) = P_{ST,GRID}(t) + \sum_{p=1}^{2} P_{GT,p,GRID}(t) + P_{CC,GRID}(t) + P_{ES,GRID}(t) \quad (62)$$

According to the (rather complex) Italian incentive policy, the tariff of the electricity generated by the CHP internal combustion engines and the photovoltaic unit ($P_{ICE,GRID}(t)\Delta t$ and $P_{PV}(t)\Delta t$) and sold to the grid has a variable term ($s_{ul}(t)$ in both cases) plus a constant term ($s_{uc}$ and $s_{CC}$, respectively). Instead, the tariff for the electricity from wind turbines and the hydroelectric units ($P_{WT}(t)\Delta t$ and $P_{HE}(t)\Delta t$) has a constant value defined by long-term contracts ($s_{ul}$). Note that a constant term $s_{ce}$ is awarded to the total amount of electricity generated by PV units ($P_{PV}(t)\Delta t$).

The installation of woodchip boilers is supported (for ten years) by an annual tax credit equal to 5% of the total purchase and installation costs of these units (i.e., $s_{WB}$ in Equation (60) is equal to 0.05$\times$cost$_{WB}$, where cost$_{WB}$ is the total costs of WB per unit of installed capacity).

CO$_2$ emission allowances costs are considered only for the units that convert fossil fuels (i.e., ST, GT$_1$, GT$_2$, and CC in Figure 5). These costs are computed as additional costs associated with fuel inputs ($F_r$) at the unit cost $a_r$CO$_2$ c$_{CO2}$, where $a_r$CO$_2$ is the CO$_2$ emission per unit of fuel and c$_{CO2}$ is the specific CO$_2$ emission allowances cost. The expenditure for the purchase of electricity from the grid ($P_{GRID}(t)$) is treated in the same way as the expenditure for consumption of primary energy at the unit price $c_{GRID}(t)$. This unit cost may differ from the selling unit price ($p_{GRID}(t)$) because of transmission costs or different types of energy contracts.

The maintenance costs of all units are calculated using constant annual costs per unit of installed capacity $\bar{c}_{r,O&M}$ to avoid iterative optimization runs as discussed in Section 3.2.

Different costs are considered for the different types of start-up defined in Section 4.3 for ST, GT$_1$, GT$_2$, and CC. To evaluate correctly the total start-ups costs of these units, the costs of a warmer start-up are subtracted in Equation (60) from the costs of a colder one because, as explained in Equation (50), a colder start-up implies a warmer one.

The amortization of purchase and installation costs of the hydroelectric plant are not included because it is existing and already amortized. The interpretation of the other terms is straightforward comparing Equation (60) with Equation (20).

4.5. Decision Variables and Input Data

Table 2 lists the complete sets of the decision variables that are free to vary in the design and optimization of the fleet of energy units in Figure 1, whereas the required input data are shown in Table 3. Both tables also show the type ($B =$ binary, $I =$ integer or $R =$ real) and units of measurement.
of all quantities to be used to avoid calculation errors. The index $t$ is used to identify the quantities that vary over time, $T = 8760$ is the total length of the arrays associated with these quantities.

If the optimization concerns the operation of a fixed system configuration only, all the variables that define the design of the fleet of energy units (first two rows in Table 2) are no longer decision variables but input data (last two rows in Table 3).

Table 2. Set of the decision variables in the optimization of the design and operation of the fleet of energy units in Figure 5.

| Optimization of the design and operation only | Symbols | Type | Description | U.M. |
|----------------------------------------------|---------|------|-------------|------|
| $P_{WT,i}, P_{ICE,i}, P_{ST,i}, P_{GT,i}$ | Binary | Inclusion or not of the energy conversion units (except $PV$ and $HE$) in the optimum configuration | (B) |
| $P_{CC,i}, P_{WB,i}$ for $i = 1, \ldots, n_{WT}$ | Real | | | |
| $q = 1, \ldots, n_{ICE}$ | | | | |
| $P_{MAX}^{P_{ICE}}$, $P_{MAX}^{P_{ST}}$, $P_{MAX}^{P_{GT}}$, $P_{MAX}^{P_{CC}}$, $P_{MAX}^{P_{WB}}$ | | | | |
| $\delta_{HE}(t), \delta_{ICE}(t), \delta_{ST}(t), \delta_{CC}(t)$ for $t = 1, \ldots, 8760$ | Binary | On/off status of the energy conversion units (except $PV$ and $WT_i$) | (B) |
| $j = 1, \ldots, n_{ICE}$ | | | | |
| $q = 1, \ldots, n_{ICE}$ | | | | |
| $P_{HE}(t), P_{ICE}(t), P_{ST}(t)$, $P_{TG}(t), P_{TG}(t), P_{CC}(t)$ for $t = 1, \ldots, 8760$ | Real | Electric power generated by the energy conversion units (except $PV$ and $WT_i$) | (R^1) |
| $j = 1, \ldots, n_{ICE}$ | | | | |
| $P_{PV,GRID}(t), P_{WT,GRID}(t), P_{HE,GRID}(t), P_{ICE,GRID}(t)$, $P_{ST,GRID}(t), P_{TG,GRID}(t), P_{TG,GRID}(t), P_{CC,GRID}(t)$ for $t = 1, \ldots, 8760$ | Real | Electric power generated by the energy conversion units and sent to the electric grid | (R^2) |
| $i = 1, \ldots, n_{ICE}$ | | | | |
| $j = 1, \ldots, n_{ICE}$ | | | | |
| $Q_{ST}(t), Q_{TG}(t), Q_{TG}(t), Q_{CC}(t), Q_{WB}(t)$ for $t = 1, \ldots, 8760$ | Real | Thermal power generated of the energy conversion units (except $PV$, $WT_i$, and $ICE_i$) | (R^2) |
| $q = 1, \ldots, n_{ICE}$ | | | | |
Table 3. Input data in the optimization of the design and operation of the fleet of energy units in Figure 5.

| Symbols | Type | Description | U.M. |
|---------|------|-------------|------|
| $P_{U(t)}$ | Real $H^{2}$ | Electric and thermal power required by the users ($U(t)$) | (kWe) |
| $Q_{U(t)}$ | Real $H^{2}$ | Round-trip efficiency and oversizing/minimum capacity coefficients of the storage units | (−) |
| $n_{WS}, n_{ICE}, n_{HE}, n_{ST}, n_{CC}$ | Real $H^{2}$ | Maximum electric power output of the energy conversion units (except PV) | (kWe) |
| $Q_{WB_i}$ | Real $H^{2}$ | Maximum thermal power output of the woodchip boilers ($WB_i$) | (kWt) |
| $n_{PV}(t)$ | Real $H^{2}$ | Electric power generated by the photovoltaic power station (PV) per unit of nominal power (calculated from solar irradiance $G_{PV}(t)$ and ambient temperature $\theta_A(t)$, see Equation (34)) | (−) |
| $p_{WT_i}(t)$ | Real $H^{2}$ | Electric power that each wind turbine ($WT_i$) could produce (obtained from wind speed $v_{WT}(t)$, see Equation (35)) | (kWe) |
| $k_{HE1}, k_{HE2}, k_{ICE1}, k_{ICE2}, k_{ST1}, k_{ST2}, k_{GT1}, k_{GT2}$ | Real $H^{2}$ | Ratio between minimum and maximum load of the energy conversion units | (−) |
| $k_{HE}(t)$ | Real $H^{2}$ | Constant parameters which multiply the binary variables $\delta$ in the characteristic maps of energy conversion units ($ICE_i$, $WB_i$, and $ST$) | (kW) |
| $k_{HE}(t)$ | Real $H^{2}$ | Variable parameters which multiply the binary variables $\delta$ in the characteristic maps of energy conversion units ($HE$, $GT_i$, and $CC$) | (kW) |
| $k_{HE}(t)$ | Real $H^{2}$ | (calculated from available water head $h_{HE(t)}$ or ambient temperature $\theta_A(t)$) | (−) |
| $k_{HE}(t)$ | Real $H^{2}$ | Constant parameters which multiply an electric or thermal power output in the characteristic maps of energy conversion units (all except $PV$ and $WT$) | (−) |
| $k_{HE}(t)$ | Real $H^{2}$ | Variable parameters which multiply an electric or thermal power output in the characteristic maps of energy conversion units ($HE$, $GT_i$, and $CC$) | (−) |
| $T_{HE}, T_{ST}$ | Real $H^{2}$ | (calculated from available water head $h_{HE(t)}$ or ambient temperature $\theta_A(t)$) | (−) |
| $\Delta T_{ST1}, \Delta T_{CC}$ | Real $H^{2}$ | Time periods which define the type of start-ups in Equations (50) and (51) | (h) |
| $\Delta T_{ST1}, \Delta T_{HE}$ | Real $H^{2}$ | Number of hours required for start-ups | (h) |
| $\Delta Q_{WB}$ | Real $H^{2}$ | Maximum load ramp rates during normal operation and start-ups | (kWt) |
| $\Delta Q_{WB}$ | Real $H^{2}$ | Minimum uptime and operating time of the energy conversion units (except PV, $WT$, and $HE$) | (h) |
| $p_{ICE}(t)$ | Real $H^{2}$ | Available power associated with hydropower ($HE$), woodchips ($WC$) and bio-oil ($BO$) and natural gas ($NG$) | (kW) |
Table 3. Cont.

| Symbols | Type | Description | U.M. |
|---------|------|-------------|------|
| $F_{NG}$ | Real (R) | Maximum power associated with natural gas (NG) (calculate by Equation (24) from the corresponding maximum mass flow rates) | (kW) |
| $\theta_{A}(t),\theta_{PV}(t)$ | Real (R$^2$) | Historical or forecasted time profiles of ambient temperature | (°C) |
| $h_{HE}(t),h_{WT}(t)$ for $t = 1, \ldots, 8760$ | Real (R$^2$) | Historical or forecasted time profiles of available water head and wind speed | (m) |
| $\mu_{PD}(t),\mu_{PD,Q}(t),\mu_{GRID}(t),\xi_{BO}(t),\xi_{WC}(t),\xi_{CO}(t)$ for $t = 1, \ldots, 8760$ | Real (R$^2$) | Variable energy prices, costs and premium feed-in tariffs | (€ per kWh) |
| $s_{WB}, s_{CSU}$ | Real (R$^2$) | Constant premium feed-in tariffs | (€ per kWh) |
| $\xi_{CSU,ST,HE}$ for $p = PV, WT, HE, ST, ICE, TG, CC, WB$ | Real (R$^2$) | Annual tax credit per unit of installed capacity of the woodchip boilers (WB) | (€ per kWh) |
| $\xi_{ES,OMM,TS,OMM}$ | Real (R$^2$) | Annual operation and maintenance costs per unit of installed capacity of the energy conversion units | (€ per kWh) |
| $a_{r,CO}(t)$ for $r = ICE, \ldots, ICE_{NG}, ST, GT, TG, CC, WB$ | Real (R$^2$) | CO2 emission per unit of fuel energy of the units converting fossil fuels | (t per kWh) |
| $C_{ICE,ST,HE}$ for $j = 1, \ldots, n_{ICE}$ | Real (R$^2$) | Specific CO2 emission allowances cost | (€ per kWh) |
| $a_{r,ES,ATS}$ for $r = all$ energy conversion units except HE | Real (R$^2$) | Cost of the start-ups of the energy conversion units (except PV, WT, and HE) | (€ per kWh) |
| $\beta_{WT,ICE,ST,HE,GT}$ | Real (R$^2$) | Annual amortization of purchase and installation costs of energy conversion units (except HE) per unit of installed capacity | (€ per kWh) |
| $\beta_{GT,CC,PD,WB}$ for $i = 1, \ldots, n_{WT}$, $j = 1, \ldots, n_{ICE}$, $p = 1, \ldots, n_{WB}$ | Real (R$^2$) | Annual amortization of purchase and installation costs of the electric and thermal storage units per unit of storage capacity | (€ per kWh) |

5. Examples of Numerical Applications

This Section presents two numerical applications that were solved using the general formulation and equations presented in Section 3. In particular, these applications consider two energy system configurations which include the same types of energy conversion and storage units of the general CHP fleet of energy units in Figure 5. The equations and variables used in the two optimizations are extracted from those in Section 4. The aim is to demonstrate the potential of the presented mathematical formulation.

Both numerical applications were implemented in the GAMS® environment [31] and solved using the branch-and-bound algorithm of the CPLEX® optimizer [32], which has proven to be one
of the most efficient solvers of MILP problems. Other solvers recommended in the literature are LINDO® [33] (available in GAMS® environment) and Gurobi™ [34] (usually coupled with the open source programming language PYTON™ [35]).

5.1. Optimization of a Fleet of Energy Units in a District Heating Network

The fleet of energy units in Figure 9 has been designed to serve a district heating network similar to the network of the eastern part of Berlin [20,25]. The total system is subdivided into three supply areas (Figure 9). The thermal energy is required by the network users at different temperatures, which depend on the ambient temperature ($\theta_{UD,in}(t) = f(\theta_A(t)) = 80$ to $130^\circ C$). No electric users are considered, and all the generated electricity is sold to the grid at the market price (no incentives/premium feed-in tariffs are considered). The optimization procedure aims at evaluating the convenience of including a thermal storage unit (thermocline tank containing pressurized water, $TS_i$ in Figure 9) of unknown capacity in each supply area, whereas no electrical storage units are considered.

![Figure 9. Fleet of large-scale energy units serving a district heating network.](source)

The types of CHP energy conversion units are (Table 4): coal fired steam units ($ST$), natural gas fueled gas turbines ($GT$), and natural gas fueled combined cycles ($CC$). The temperatures in the hot and cold region of the storage units are considered to be constant ($\theta_{TS,hot} = 110^\circ C$ and $\theta_{TS,cold} = 70^\circ C$). The $ST$ and $CC$ units generate two different streams of pressurized hot water at different temperatures: one stream ($Q_{i,1}$ at constant temperature $\theta_{i,1} = \theta_{TS,hot} = 110^\circ C$) is sent to the thermal storage unit, the other stream ($Q_{i,2}$ at variable temperature $\theta_{i,2}(t) = \theta_{UD,in}(t) = 80$ to $130^\circ C$) is directly sent to the district heating network. Instead, the gas turbines generate a single stream of pressurized water at constant temperature ($\theta_1 = 130^\circ C$) that is then split to be sent to the thermal storage unit or to the network. In both cases, a stream of return water at temperature ($\theta_{UD,Out} = \theta_{TS,cold}(t) = 70^\circ C$) is mixed with the two streams exiting the splitter to obtain the desired final temperature ($\theta_{i,1} = 110^\circ C$ or $\theta_{i,2}(t) = \theta_{UD,in}(t) = 80$ to $130^\circ C$). Each supply area includes a peak load boiler ($B_i$) fueled by natural gas which may generate additional thermal energy or, when needed, increase the temperature of the hot water stream discharged from the storage up to $\theta_{UD,in}(t)$. 

![Figure 9. Fleet of large-scale energy units serving a district heating network.](source)
Table 4. Nameplate characteristics of the energy conversion units included in the system in Figure 9 at \( \theta_A = 15^\circ C \). For ST and CC units, \( Q_{\text{MAX},i}^{\text{tot}} \) refers to the total thermal power output \( (Q_{i,1} + Q_{i,2}) \) at the maximum temperature \( (\theta_{i,2} = 130^\circ C) \).

| Unit | Supply Area | \( P_{\text{MAX}}^i \) (MWe) | \( P_{\text{MIN}}^i \) (MWe) | \( Q_{\text{MAX},i}^{\text{tot}} \) (MWt) | Manufacturer–Model |
|------|-------------|----------------|----------------|----------------|-----------------|
| ST   | 1           | 324.6          | 162.3          | 303.8          | –               |
| GT_1 | 1           | 188.9          | 94.5           | 258.8          | Siemens–SGT5-3000E (41MAC) 50 Hz |
| CC_1, CC_2 | 2 | 214.1 | 107.1 | 126.5 | Siemens–2 x SGT5-1000F 50 Hz |
| GT_2 | 3           | 46.7           | 23.4           | 96.0           | Siemens–SGT-800 50 Hz |
| GT_3 | 3           | 50.3           | 25.2           | 53.6           | General Electric–GE LM6000 PC Sprint 50 Hz |

The optimization problem was formulated including Equations (31) and (32) in the model of the thermal storage units and Equations (37) to (54), (59), and (A1) to (A4) for the energy conversion units (note that Equations (A1) to (A4) are included instead of Equation (55) to (58) to obtain a linear model). The objective function is obtained by excluding from Equation (60) the terms associated with incentives (second and third row) and all revenues and costs associated with PV, wind, and ICE units. The optimization procedure was performed considering the whole year of operation divided into hourly intervals.

In the optimum configuration two thermal storage units having an optimum maximum capacity of 54,610 and 15,046 m\(^3\) are included in the supply areas 1 and 2, respectively, whereas it is not convenient in terms of profit to include a thermal storage unit in the supply area 3. The benefit derived from the inclusion of the two storage units is evaluated by optimizing also the operation of the system in Figure 9 without storage units. Results showed that the storage units lead to an increase of 8.67% in the optimum profit (about 3 M€ per year), which is mainly due to the strong reduction in the use of the boilers (−43.90% of the total thermal energy generated by the boilers) in favor of a higher load factor of the CHP units (from +1.82% for the ST unit to +240.71% for the CC units).

5.2. Optimization of a Fully Renewable Fleet of Energy Units

This second numerical application considers an existing fleet of renewable energy units (Figure 10), which includes ten energy conversion units and electric and thermal users (twenty houses, two hotels, ten shops or craft workshops, and seven small industries) [10]. The type and nameplate characteristics of the energy conversion units and the peak thermal and electric power of the users are shown in Table 5. Several optimization runs were carried out considering different scenarios derived from the connection to or isolation of the system from the electric grid, and the possible bypass of the heat recovery system of the internal combustion engines. The aim is to find the optimum operation of the existing fleet of renewable energy units together with the optimum capacities of a thermal and an electric storage unit (not yet included) in the different scenarios.
The model of the system includes Equations (25) to (32), (36) to (40), (49), (52), and (59). As explained in Section 3.2, the generation profile of the PV power station was calculated independently from the optimization procedure. The complete model of this unit is presented in the Appendix of [10]. The objective function is obtained by excluding from Equation (60) the terms associated with wind, ST, TG, and CC units. In [10], the profit derived from the hydroelectric unit was evaluated separately from the optimization procedure. The complete model of this unit is presented in the Appendix of [10]. The model of the system includes Equations (25) to (32), (36) to (40), (49), (52), and (59). As explained in Section 3.2, the generation profile of the PV power station was calculated independently from the optimization procedure. The complete model of this unit is presented in the Appendix of [10].

Table 5. Nameplate characteristics of the renewable energy conversion units included in the system in Figure 10 and peak thermal and electric power of the users.

| Unit          | Type                  | $P^\text{MAX}_{i}(\text{kWe})$ | $P^\text{MIN}_{i}(\text{kWe})$ | $Q^\text{MAX}_{i}(\text{kWt})$ | $Q^\text{MIN}_{i}(\text{kWt})$ | Manufacturer–Model |
|---------------|-----------------------|-------------------------------|-------------------------------|-------------------------------|-------------------------------|-------------------|
| PV           | PV power station       | 200.0                         | 0                             | –                             | –                             | –                 |
| HE           | Hydroelectric plant    | 17,430.0                      | 4041.0                        | –                             | –                             | –                 |
| ICE$_\text{BO}$ | Bio-oil CHP ICE     | 427.0                         | 213.5                         | 524.7                         | 204.4                         | MAN–D 2842 LE 211 |
| ICE$_\text{BO}$ | Bio-gas CHP ICE       | 265.0                         | 132.5                         | 326.3                         | 184.3                         | MAN–E 2848 LE 322 |
| WB$_1$,...,WB$_n$ | Woodchip boilers  | –0.5                          | –0.2                          | 195.0                         | 56.0                          | ETA–Hack 200      |
| UD           | Users (total)          | 863.5                         | –                             | 1785.0                        | –                             | –                 |

The model of the system includes Equations (25) to (32), (36) to (40), (49), (52), and (59). As explained in Section 3.2, the generation profile of the PV power station was calculated independently from the optimization procedure. The complete model of this unit is presented in the Appendix of [10]. The objective function is obtained by excluding from Equation (60) the terms associated with wind, ST, TG, and CC units. In [10], the profit derived from the hydroelectric unit $HE$ was evaluated separately from that derived from the rest of the system because of its significantly higher size (Table 5).

Results showed that the electric storage unit is required when the system is isolated from the electric grid, but the profit is negative (up to $-4189 \text{ } €/\text{day}$) although it includes the actual tariffs for the sale of electric and thermal energy to users. This is because of the very high installation cost of the electric storage unit (about 60 k€ for a maximum capacity of about 235 kWh). On the other hand, the inclusion of a thermal storage unit is convenient in all scenarios and its optimum capacity depends on the scenario being considered (36.9 to 110.2 m$^3$). In particular, the inclusion of the thermal storage increases the optimum profit (+133% to +188% depending on the scenario) because the engines are free to operate at higher load factors taking advantage from the premium feed-in tariffs and the woodchip boilers are kept off for most of the time. Similarly to the $ICEs$, the hydroelectric unit $HE$ works, when possible, at full load because of the premium feed-in tariffs and the low operating costs.

6. Conclusions

The paper provides general guidelines to model and optimize the design and operation of a fleet of energy conversion and storage units, which can be summarized as follows:

i) Modelling:
• The use of a lumped element (black boxes) schematic of the configuration of the fleet of units allows for modelling each of them using the same structure and type of equations. In particular, the behavior of each energy unit can be described with the minimum loss of information using a Mixed-Integer NonLinear programming (MINLP), where binary variables identify the on/off status of the energy conversion units fed by fossil and renewable dispatchable energy sources.

• The number of variables and equations can be kept as small as possible by considering only power streams and energy quantities, whereas mass flow rates, pressures, and temperatures are not explicit in the model. This simplification is generally acceptable except for some units, in which the compliance with the operational constraints is guaranteed by modifying the input–output relationships (characteristic maps) according to values of the only intensive or extensive variables having a strong impact on the unit behavior.

• The energy contained in the storage units can be evaluated only using their dynamic energy balance equations in which the round-trip efficiency describes the operating characteristics of the unit. For the energy conversion units, a number of steady-state characteristic maps equal to the sum of input and output energy streams minus one is sufficient to describe their behavior. The energy balance of these units is considered only when it is required to explicitly calculate their emissions/losses streams. In all other cases, the costs for emission allowances can be computed starting from the fuel consumption. Additional dynamic constraints such as maximum load ramp rate and minimum uptime and downtime are to be considered when rapid load variations could lead to malfunctions of the unit.

ii) Optimization:

• In the optimization of the system design and operation, the capacities of the storage units and the size of the energy conversion units consisting in modular components (e.g., photovoltaic power stations) are free to vary together with additional binary decision variables, which are used to include or exclude the other energy conversion units in the optimum system configuration.

• The model of energy conversion units fed by non-dispatchable renewable energy sources (sun, wind, and run-of-river hydropower) can be simulated independently from the optimization procedure and the resulting generation profile becomes an input data of this procedure.

• An objective function based on the economic profit is proposed, which includes: a) revenues from selling the generated outputs to the users or to the grid and incentives to support generation and investments; b) expenditures derived from primary energy consumption, purchase of electricity from the grid, and emission allowances, maintenance, and start-up costs; and c) amortization of the purchase and installation costs of the energy units. Different objectives, such as the maximization of the total system efficiency (on energy or exergy basis) or the minimization of the environmental impact can be considered (as alternative or additional objectives) without the need of changing the model and the choice of the decision variable (or with only minor changes) thanks to the generality of the formulation of the optimization problem.

• The MINLP optimization problem can be reduced to a MILP one with a minimum loss of accuracy by considering linear characteristic maps of the energy conversion units and applying linearization technique to the nonlinear constraints (minimum uptime and downtime). A two-step decomposition technique can be applied to further reduce the computational effort required to optimize the configuration of fleets of energy units involving a very large number of binary and real decision variables resulting from the generally long optimization period (e.g., one year). In the first step, the design of the fleet of units is optimized considering shorter periods of time, which are representative of the total period (e.g., few typical days). In the second step, the operation of the resulting optimum configuration is optimized in the total period.

All the equations required to assemble the model and formulate the optimization problem are shown in the paper in a general form.
These guidelines are finally applied to a CHP fleet of units including very different types of energy units to show how the general modelling approach allows for quite easily describing the behavior of each unit and providing the designer with a basic database of equations: energy balance of thermal and electric storage units, characteristic maps of fossil and renewable energy conversion units, and constraints on the maximum load ramp rate and minimum uptime and downtime. A complex framework of electricity market rules and incentive mechanisms are considered to include in the objective function all the main terms that should be considered to properly evaluate the economic profit of the considered type of energy system.
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### Appendix A

The inequalities in Equations (55)–(58) in Section 4.3 are the only nonlinear relationships in the model of the general fleet of energy units in Figure 5 (Equations (21) to (59) in Section 4). To solve the optimization problem of such a system using a Mixed-Integer Linear Programming (MILP) method which, in general, requires a significant lower computational effort than NonLinear (MINLP) ones, these relationships are linearized by applying the Glover’s method [30]:

- The inequalities in Equations (55) and (57) which calculate the time elapsed from the latest shutdown (\(\Delta t_{r,DT}(t)\)) and start-up (\(\Delta t_{r,UT}(t)\)) of the energy conversion unit \(r\), are expressed in linear form using Equation (A1) and (A2), respectively [9]

\[
\begin{align*}
\Delta t_{r,DT}(t) &\geq M_{r,1}(1 - a_r(t)) \\
\Delta t_{r,DT}(t) &\leq M_{r,1}(1 - a_r(t)) \\
\Delta t_{r,DT}(t) &\geq 1 + \Delta t_{r,DT}(t - 1) - M_{r,1}a_r(t) \\
\Delta t_{r,DT}(t) &\leq 1 + \Delta t_{r,DT}(t - 1) - M_{r,1}a_r(t) \\
M_{r,1} &< \min(\Delta t_{r,DT}(t) + 1) \\
M_{r,1} &> \max(\Delta t_{r,DT}(t) + 1) \\
\Delta t_{r,UT}(t) &\geq M_{r,2}(1 - a_r(t)) \\
\Delta t_{r,UT}(t) &\leq M_{r,2}(1 - a_r(t)) \\
\Delta t_{r,UT}(t) &\geq 1 + \Delta t_{r,UT}(t - 1) - M_{r,2}a_r(t) \\
\Delta t_{r,UT}(t) &\leq 1 + \Delta t_{r,UT}(t - 1) - M_{r,2}a_r(t) \\
M_{r,2} &< \min(\Delta t_{r,UT}(t) + 1) \\
M_{r,2} &> \max(\Delta t_{r,UT}(t) + 1)
\end{align*}
\]

\text{for } \quad t = 1, \ldots, 8760 \\
\text{r = WB}, \ldots, \text{WB}_{\text{WB}}, \text{ICE}_{1}, \ldots, \text{ICE}_{\text{ICE}}, \text{ST}, \text{GT}_{1}, \text{GT}_{2}, \text{CC}.

- The inequalities in Equations (56) and (58) which assure that the unit \(r\) can turn its status only when the minimum downtime (\(\Delta t_{r,DT}^{\text{MIN}}\)) or uptime (\(\Delta t_{r,UT}^{\text{MIN}}\)) have elapsed are expressed in linear form using Equations (A3) and (A4), respectively [9]
\[ b_{r1}(t) \geq M_{r3} a_r(t) \]
\[ b_{r1}(t) \leq M_{r3} a_r(t) \]
\[ b_{r1}(t) \geq \Delta t_{r,DT}(t-1) - \Delta t_{DT}^{\min} - M_{r3}(1-a_r(t)) \]
\[ b_{r1}(t) \leq \Delta t_{r,DT}(t-1) - \Delta t_{DT}^{\min} - M_{r3}(1-a_r(t)) \]
\[ b_{r2}(t) \geq M_{r3} a_r(t-1) \]
\[ b_{r2}(t) \leq M_{r3} a_r(t-1) \]
\[ b_{r2}(t) \geq \Delta t_{r,DT}(t-1) - \Delta t_{DT}^{\min} - M_{r3}(1-a_r(t)) \]
\[ b_{r2}(t) \leq \Delta t_{r,DT}(t-1) - \Delta t_{DT}^{\min} - M_{r3}(1-a_r(t)) \]
\[ b_{r1}(t) - b_{r2}(t) \geq 0 \]
\[ M_{r3} < \min(\Delta t_{r,DT}(t) + 1) \]
\[ M_{r3} > \max(\Delta t_{r,DT}(t) + 1) \]
\[ b_{r3}(t) \geq M_{r4} a_r(t) \]
\[ b_{r3}(t) \leq M_{r4} a_r(t) \]
\[ b_{r3}(t) \geq \Delta t_{r,DT}(t-1) - \Delta t_{DT}^{\min} - M_{r4}(1-a_r(t)) \]
\[ b_{r3}(t) \leq \Delta t_{r,DT}(t-1) - \Delta t_{DT}^{\min} - M_{r4}(1-a_r(t)) \]
\[ b_{r4}(t) \geq M_{r4} a_r(t-1) \]
\[ b_{r4}(t) \leq M_{r4} a_r(t-1) \]
\[ b_{r4}(t) \geq \Delta t_{r,DT}(t-1) - \Delta t_{DT}^{\min} - M_{r4}(1-a_r(t)) \]
\[ b_{r4}(t) \leq \Delta t_{r,DT}(t-1) - \Delta t_{DT}^{\min} - M_{r4}(1-a_r(t)) \]
\[ b_{r3}(t) - b_{r4}(t) \geq 0 \]
\[ M_{r4} < \min(\Delta t_{r,DT}(t) + 1) \]
\[ M_{r4} > \max(\Delta t_{r,DT}(t) + 1) \]

for \( t = 1, \ldots, 8760 \)

\[ r = WB_1, \ldots, WB_{tt}, ICE_1, \ldots, ICE_{tt}, ST, GT_1, GT_2, CC. \]

In Equations (A1) to (A4) \( M_{r1}, \overline{M}_{r1}, M_{r2}, \overline{M}_{r2}, M_{r3}, \overline{M}_{r3}, M_{r4}, \overline{M}_{r4}, a_r(t), b_{r1}(t), b_{r2}(t), b_{r3}(t) \) and \( b_{r4}(t) \) are additional variable which are required to linearize Equations (55) to (58).
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