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We explore the properties of two-point cosmic propagators when Perturbation Theory (PT) loop corrections are consistently taken into account. We show in particular how the interpolation scheme proposed in [1] can be explicitly used up to two-loop order introducing the notion of regular parts for the contributing terms. Extending the one-loop results, we then derive and give semi analytical forms of the two-loop contributions for both the cosmic density and velocity propagators. These results are tested against numerical simulations and shown to significantly improve upon one-loop results for redshifts above 0.5.

We found however that at lower redshift two-loop order corrections are too large partly due to a strong sensitivity of those terms to the small scale modes. We show that this dependence is expected to be even larger for higher order loop corrections both from theoretical investigations and numerical tests, the latter obtained with Monte Carlo evaluations of the three-loop contributions. This makes small-scale regularization schemes necessary for the use of such higher order corrections.

PACS numbers: 98.80.-k, 98.65.-r

I. INTRODUCTION

Precision measurements of the statistical properties of the large-scale structure of the universe is the key to current large projects of observational cosmology. They aim in particular at measuring the galaxy power spectrum at the scales where Baryonic Acoustic Oscillations can be detected ([2],[3]) or at measuring the projected density power spectrum from weak lensing observations (as stressed in [4] and which is the part of the core program of the Euclid mission [7]). In this context, semi-analytic tools are now developed that aim at computing, from first principles, the statistical properties of the cosmic fields at large-scale. Standard Perturbation Theory approaches (see [8]) are however not very efficient in producing well behaved next-to-leading order terms to the spectra or bispectra. It leads indeed to a resummation series that has poor converging properties (see [9] for more insights into that). Alternative approaches have been recently developed that propose, implicitly or explicitly, a reorganization of the perturbation series. This is the case in particular for the Renormalization Perturbation Theory (RPT) approaches developed initially in [9]. Other approaches are based on the writing of closed system of integro-differential equations as in the closure theory approach, [10], or in the Time Flow equation hierarchy presented in [11]. We put ourselves in the context of the RPT approaches and its extensions which are based on the introduction of the two-point propagator and on a re-writing of the series expansion with the help of that object. A related but alternative approach has been proposed in [12] where was introduced the concepts of multi-point propagators. Interaction vertices can then be formally renormalized as well. It has been shown there that a new scheme for the computation of spectra and poly-spectra can be obtained form the multi-point propagators, from the the so-called Γ expansion.

The focus of this paper is precisely on the behavior of the two-point propagator and on the precision one can theoretically attain in its description. In particular one wishes to evaluate the importance of the multi-loop corrections to its expression, in practice up to second order, and to see whether these corrections can be safely computed. Comparisons with N-body codes will be used taking advantage of the interpolation scheme proposed in [1]. In this paper it is indeed shown how multi-loop corrections can be consistently used to get predictions on multi-propagator expressions with theoretically increasing precision. These investigations aim in particular at pinning down the validity
range of this type of calculations. As we will see in the following the two-point propagator is the quantity, at a given order in PT, that is the most sensitive to high-$k$ modes in the computation of power spectra. Quantifying the importance of the small scale physics, for large-scale predictions, is a daunting quest. Some phenomenological results have been proposed in [13, 14] to investigate for instance the importance of shell crossings. This is also the idea behind the works in [15, 16] where the impact of the small scale physics is tentatively introduced as extra source terms. In this paper we eventually investigate this problem from a PT approach.

The paper is organized as follows. In Sec. II we recall the motion equations for gravitational instabilities of a cosmic fluid. In Sec. III we compute the two-loop corrective terms and propose analytic fits for them. In Sect. IV we first estimate the contributions of the three-loop terms from Monte-Carlo computations. Our results are tested with the help of consistency relation we provided in Sect. III. We then explore in more detail the expected properties of the loop corrections at arbitrary orders introducing the notion of kernels and henceforth quantifying the sensitivity of the results to large and small scales modes. Our concluding remarks are presented in Sec. V.

II. THE COSMIC TWO-POINT PROPAGATORS

A. The equations of motion

We are interested here in the development of cosmological instabilities in a cosmological dust fluid. In general the dynamical evolution of such a fluid can be described with the Vlasov equation. As usual we then restrict our investigations to the regime where multi-flow regions play a negligible role but we will discuss this assumption later on. In the one flow limit, the motion equation then takes the form of a set of three coupled equations relating the local density contrast, the peculiar velocity field and the gravitational potential (see [8]).

At linear order these equations can easily be solved for an arbitrary background cosmology. One generically finds a growing solution and a decaying solution. Let us denotes $D_+(\eta)$ the growing mode solution for the density contrast $f_+(\eta)$ its logarithmic derivative with respect to the expansion so that,

$$
\delta(k, \eta) = D_+(\eta)\delta_0(k), \quad \theta(k, \eta)/\mathcal{H} = -f_+(\eta)D_+(\eta)\delta_0(k)
$$

is the solution for the growing mode and similarly,

$$
\delta(k, \eta) = D_-(-\eta)\delta_0(k), \quad \theta(k, \eta)/\mathcal{H} = -f_-(\eta)D_-(\eta)\delta_0(k)
$$

for the decaying.

Following [17], the motion equations describing a pressure-less fluid in the one-flow limit can be written in a compact form with the use of the doublet $\Psi_a(k, \tau)$, defined as,

$$
\Psi_a(k, \tau) \equiv \left( \delta(k, \tau), -\frac{1}{f_+(\tau)\mathcal{H}}\theta(k, \tau) \right),
$$

where $\mathcal{H} \equiv d\ln a/d\tau$ is the conformal expansion rate with $a(\tau)$ the cosmological scale factor and $\tau$ the conformal time and where the index $a = 1, 2$ selects the density or velocity components and which makes explicit use of the growing solution.

It is then convenient to re-express the time dependence in terms of the growing solution and in the following we will use the time variable $\eta$ defined as

$$
\eta = \log D_+(\eta)
$$

assuming the growing factor is set to unity at initial time. Then the fully nonlinear equations of motion in Fourier space read [8] (we henceforth use the convention that repeated Fourier arguments are integrated over and the Einstein convention on repeated indices),

$$
\frac{\partial}{\partial \eta} \Psi_a(k, \eta) + \Omega_{ab}(\eta)\Psi_b(k, \eta) = \gamma_{abc}(k, k_1, k_2) \Psi_b(k_1, \eta) \Psi_c(k_2, \eta),
$$

where

$$
\Omega_{ab}(\eta) \equiv \left[ \begin{array}{cc}
0 & -\frac{3}{2} \Omega_{m}\mathcal{H} \frac{1}{f_+^2} \frac{1}{f_+^2} - 1
\end{array} \right],
$$
and the symmetrized vertex matrix \( \gamma_{abc} \) describes the non-linear interactions between different Fourier modes. Its components are given by

\[
\gamma_{222}(k, k_1, k_2) = \delta_D(k - k_1 - k_2) \frac{|k_1 + k_2|^2(k_1 \cdot k_2)}{2k_1^2k_2^2}, \\
\gamma_{121}(k, k_1, k_2) = \delta_D(k - k_1 - k_2) \frac{(k_1 + k_2) \cdot k_1}{2k_1^2},
\]

\( \gamma_{abc}(k, k_a, k_b) = \gamma_{a,b,c} \), and \( \gamma = 0 \) otherwise, where \( \delta_D \) denotes the Dirac delta distribution. The matrix \( \gamma_{abc} \) is independent on time (and on the background evolution) and encodes all the non-linear couplings of the system. The formal integral solution to Eq. (5) is given by (see [9, 17, 18] for a detailed derivation)

\[
\Psi_a(k, \eta) = g_{ab}(\eta) \phi_b(k) + \int_0^\eta d\eta' g_{ab}(\eta, \eta') \gamma_{b,c,d}^{(s)}(k, k_1, k_2) \Psi_c(k_1, \eta') \Psi_d(k_2, \eta'),
\]

where \( \phi_a(k) \equiv \Psi_a(k, \eta = 0) \) denotes the initial conditions, set when the growth factor \( D_+ = 1 \) and where \( g_{ab}(\eta) \) is the linear propagator that is Green's function of the linearized version of Eq. (5) and describes the standard linear evolution of the density and velocity fields from their initial state.

In the following calculations we will be using the value of the \( \Omega_{ab} \) matrix to be that of the Einstein de Sitter background that is effectively assuming that \( D_- \) scales like \( D^2 \). This is known to be a very good approximation even in the context of a \( \Lambda \)CDM universe (see for instance [19] for an explicit investigation of the consequences of such an approximation).

The ensemble average of any quantity can then be built out of those of the initial fields. They are entirely defined from the initial power spectrum of density fluctuations \( P_{ab}(k) \) define as,

\[
\langle \phi_a(k)\phi_b(k') \rangle = \delta_D(k + k') P_{ab}(k).
\]

In what follows most of the calculations and applications will be made assuming initial conditions in the growing mode, for which \( \phi_a(k) = \delta_0(k)u_a \) with \( u_a = (1, 1) \), and therefore with \( P_{ab}(k) = P_0(k)u_au_b \).

### B. Definition and general properties of the two-point and multi-point propagators

The \( g_{ab}(s) \) appears clearly to be one of the key ingredient of these constructions. It can be described as the the linear propagator giving the variation of the mode amplitude as time is running. The idea at the heart of the RPT approach is to generalize this operator beyond linear theory. More specifically the quantity \( \frac{\partial \Psi_a(k, s)}{\partial \phi_b(k')} \) expresses the way \( \Psi_a(k, s) \) depends on \( \phi_b(k') \) as a function of time \( s \). This function however depends on the stochastic properties of the fields. One can nonetheless define its ensemble average, \( G_{ab}(k) \), as

\[
\langle \frac{\partial \Psi_a(k, \eta)}{\partial \phi_b(k')} \rangle = \delta_D(k - k') G_{ab}(k; \eta).
\]

This quantity depends on the initial fluctuations through the mode couplings. The ensemble average is made precisely over these modes. The Dirac-\( \delta \) function it leads to is due, as usual, to the homogeneity of the underlying statistical process. More generally one can define the \( (p + 1) \)-point propagators \( \Gamma^{(p)} \) as (see [12]),

\[
\frac{1}{p!} \left\langle \frac{\delta^p \Psi_a(k, \eta)}{\partial \phi_{k_1}(k_1) \cdots \partial \phi_{k_p}(k_p)} \right\rangle = \delta_D(k - k_1 - \cdots - k_p) \Gamma^{(p)}_{\alpha_1 \ldots \alpha_p}(k_1, \ldots, k_p; \eta).
\]

The Dirac \( \delta \)-function that appears in this expression is a direct consequence of the assumed statistical isotropy of space. Note that the propagators can be defined for any time interval. We will however use it here assuming the early time to be the initial time for which one can assume that the cosmic modes correspond to the Matter Dominated era growing mode (see [20] for explicit investigations of the validity of such an approximation). In computing the power spectrum or bispectrum, it is convenient to introduce the reduced propagators as

\[
\Gamma^{(p)}_{\alpha}(k_1, \ldots, k_p; \eta) = \Gamma^{(p)}_{\alpha_1 \ldots \alpha_p}(k_1, \ldots, k_p; \eta)u_{b_1} \ldots u_{b_p}.
\]

Our main interest here is the late time evolution of the propagators keeping only the most growing modes contributions. In particular, in the following we compute the expression of \( G_{ab} \) order by order in perturbation theory, up
to two loop order. Such results can be obtained from a formal expansion of $\Psi_a(k, \eta)$ with respect to the initial field, 

$$\Psi_a(k, \eta) = \sum_{n=1}^{\infty} \Psi_a^{(n)}(k, \eta)$$

(13)

with

$$\Psi_a^{(n)}(k, \eta) = \int d^3k_1 \ldots d^3k_n \delta_D(k - k_1 \ldots n) F_{a_1 b_2 \ldots b_n}^{(n)}(k_1, \ldots, k_n; \eta) \phi_{b_1}(k_1) \ldots \phi_{b_n}(k_n)$$

(14)

where $F^{(n)}$ are fully symmetric functions of the wave-vectors. Note that these functions have in general a non-trivial time dependence because they also include sub-leading terms in $\eta$. Their fastest growing term is of course given by the well known $\{F_n, G_n\}$ kernels in PT (assuming growing mode initial conditions),

$$F_{a_1 b_2 \ldots b_n}^{(n)}(k_1, \ldots, k_n; \eta) u_{b_1} \ldots u_{b_n} = \exp(n\eta) F^{(n)}_a(k_1, \ldots, k_n)$$

with $F_1^{(n)} = F_n$ and $F_2^{(n)} = G_n$ (density or velocity divergence fields respectively). Those quantities can obviously be computed in a standard Perturbation Theory approach. Formally one can then writes,

$$\Gamma^{(p)}_a = \Gamma^{(p)}_a^{\text{tree}} + \Gamma^{(p)}_a^{1-\text{loop}} + \Gamma^{(p)}_a^{2-\text{loop}} + \Gamma^{(p)}_a^{3-\text{loop}} + \ldots$$

(15)

When keeping, for each term, the only fastest growing mode, the expressions for the perturbative corrections, $\Gamma^{(p)}_a$ can be rather simplified and written in terms of the standard PT kernels. Those expressions can be written more specifically for the two-point propagators. Let us define then the 2 propagators $G_{1+}$ and $G_{2+}$, as,

$$G_{1+}(k, \eta) = G_{1a}(k, \eta) u_a = G_{11}(k, \eta) + G_{12}(k, \eta)$$

(16)

$$G_{2+}(k, \eta) = G_{2a}(k, \eta) u_a = G_{21}(k, \eta) + G_{22}(k, \eta)$$

(17)

for which we have,

$$G_{1+}^{1-\text{loop}}(k, \eta) = 3 e^{3\eta} \int d^3q F_a^{(3)}(q, -q, k) P_0(q)$$

(18)

$$G_{2+}^{2-\text{loop}}(k, \eta) = 15 e^{5\eta} \int d^3q_1 d^3q_2 F_a^{(5)}(q_1, -q_1, q_2, -q_2, k) P_0(q_1) P_0(q_2)$$

(19)

with $q_i = |q_i|$ and where the function $F_a^{(m)}$ are the symmetrized PT kernels of the $m$-th order. One can generalize the above expressions to the one at a general $n$-loop order [36],

$$G_{a+}^{n-\text{loop}} = s_n^{(1)} e^{(2n+1)\eta} \int d^3q_1 \ldots d^3q_n F_a^{(2n+1)}(q_1, -q_1, \ldots, q_n, -q_n, k) P_0(q_1) \ldots P_0(q_n)$$

(20)

with a symmetry factor given by

$$s_n^{(1)} = \frac{2n+1}{n!} \Pi_{j=1}^{n-1} \left( \frac{2j}{2} \right) = (2n+1)!!.$$ 

(21)

Note that the explicit expressions for the standard PT kernels can be obtained from the recursion relations (see also [5]),

$$F_a^{(1)}(k_1) = \{1, 1\},$$

(22)

$$F_a^{(n)}(k_1, \ldots, k_n) = \frac{\sigma^{(n)}}{n!} \sum_{m=1}^{n-1} \gamma_{abc}(q_1, q_2) F_a^{(m)}(k_1, \ldots, k_m) F_a^{(n-m)}(k_{n-1}, \ldots, k_{n-m}) + \text{sym.}$$

(23)

with $q_1 \equiv k_1 + \cdots + k_m$ and $q_2 \equiv k_{m+1} + \cdots + k_n$. Here the matrix $\sigma^{(n)}_{ab}$ is given by,

$$\sigma_{ab}^{(n)} = \frac{1}{(2n+3)(n-1)} \begin{pmatrix} 2n+1 & 2 \\ 3 & 2n \end{pmatrix},$$

(24)
where all the other terms obtained by permutations of the wave modes are included (there are \( n! \) of those).

The resulting expressions depend on the actual linear power spectra. In this sense the result is a priori model dependent. Note that in practice we also assume that the structure of the coupling kernels are that of an Einstein de Sitter universe. In general the coefficients appearing in the expression of Eq. (21) are time dependent. In practice they appear to change very weakly. As mentioned before, that does not restrict much the scope of these calculations.

The propagators are of further interest because of their high-\( k \) behavior that can be derived explicitly taking into account large-scale modes in a full nonlinear manner. Those properties were first derived in \([9, 21]\) from diagram resummations. They were further engraved in a more general framework in \([22]\) with the introduction of the so-called eikonal approximation we will frequently refer to in the following. From these calculations we expect to have in the high-\( k \) limit,

\[
G_{ab}(k, \eta) \sim g_{ab}(\eta) \exp \left( -\frac{k^2 \sigma_d^2}{2} (\epsilon^\eta - 1)^2 \right),
\]

where \( \sigma_d \) is the r.m.s. of the displacement field \([37]\),

\[
\sigma_d^2 = \int \frac{d^3k}{3k^2} P_0(k).
\]

This expression however does not reproduce the one-loop expression of the propagators. Let us denote \( \delta G_{ab}^{1-\text{loop}} \) the expression of the one-loop correction to \( G_{ab} \) and \( \delta G_{ab}^{2-\text{loop}} \) its expression at two-loop order. As shown in \([9]\), it is possible to build an interpolating expression for \( G_{ab} \) that reproduces both the asymptotic property (25) and the one-loop order result and which is valid at any time and for any wavenumber \( k \). The construction of the interpolation function is however not systematic and relies on specific properties, \( k \) and time dependences, of the one-loop expressions. An alternative form for constructing a systematic interpolation functions of multi-point propagators has been proposed in \([1]\). It makes then possible to incorporate corrective terms of arbitrary order into the expression of the propagators. We will make use of these results in the following.

### C. The one-loop order results

The expressions of the propagator have been computed in \([21]\) at one-loop order. They appear to be a sum of four terms each of which can be factorized in time and \( k \) dependence. Here and in the following we are interested in the most growing part of the propagators only and for initial growing modes. In this regime, we then have,

\[
G_{1+}^{1-\text{loop}}(k, \eta) = 4\pi e^{3\eta} \int q^2 dq P_0(q) f(k, q) \\
G_{2+}^{1-\text{loop}}(k, \eta) = 4\pi e^{3\eta} \int q^2 dq P_0(q) g(k, q)
\]

with

\[
f(k, q) = \frac{3 (2k^2 + 7q^2) (k^2 - q^2)^3 \log \left( \frac{(k-q)^2}{(k+q)^2} \right) + 4 (6k^7 q - 79k^5 q^3 + 50k^3 q^5 - 21k q^7)}{2016k^3 q^5} \]

\[
g(k, q) = \frac{3 (2k^2 + q^2) (k^2 - q^2)^3 \log \left( \frac{(k-q)^2}{(k+q)^2} \right) + 4 (6k^7 q - 41k^5 q^3 + 2k^3 q^5 - 3k q^7)}{672k^3 q^5}
\]

The functions \( f(k, q) \) and \( g(k, q) \) are dimensionless functions (e.g. they depend only of \( k/q \)) that are entirely determined by the vertices and by the linear propagator. More precisely we have,

\[
f(k, q) = \frac{1}{4\pi} \int \hat{q}^2 q F_3(k, \hat{q}, -q), \quad g(k, q) = \frac{1}{4\pi} \int \hat{q}^2 q G_3(k, \hat{q}, -q),
\]

where \( \hat{q} \) is the relative angle between \( q \) and \( k \).

A few remarkable properties are worth mentioning. In particular the low \( q \) behaviors of \( f(k, q) \) and \( g(k, q) \) are directly related to the exponential cut-off of large-\( k \). We then have

\[
f(k, q) \sim g(k, q) \sim -\frac{1}{6} \frac{k^2}{q^2} \quad \text{when} \quad q \ll k.
\]
and the same property is true for $g(k, q)$. The low $k$ properties of $f(k, q)$ and $g(k, q)$ are less universal. There is however an important result which is due to the low $k$ behavior of the vertices. It implies that $f(k, q) \sim k^2/q^2$ and $g(k, q) \sim k^2/q^2$ when $k \ll q$. These latter properties ensures a rapid convergence of the integrals in Eqs. (27)-(28) and are thus important form a practical point of view. More precisely we have

$$f(k, q) \sim -\frac{61}{630}\frac{k^2}{q^2} \quad \text{and} \quad g(k, q) \sim -\frac{3}{10}\frac{k^2}{q^2}. \quad (33)$$

In the next Section we will see how these results are changed for the two-loop results.

D. Multi-loop propagators: constructing regular parts

Clearly propagators at each order are expected to exhibit specific behavior at large wave number. The leading $k$ behavior is thus expected to behave like,

$$G^{p-\text{loop}}_{ab}(k, \eta) \sim \frac{1}{p!} \frac{(-k)^{2p}}{2^p} \sigma_d^2 (e^\eta - 1)^{2p}. \quad (34)$$

This is precisely what has been obtained in [9] and allows the construction of the form [25]. Furthermore, as shown in [1] it is possible to write interpolating forms that incorporate both the standard PT results and the expected large-$k$ behaviors of the propagators. At two-loop order this form for the propagator reads

$$G_{ab}(k, \eta) \approx (g_{ab}(\eta) + G^{1-\text{loop}}_{ab}(k, \eta) + \cdots + G^{p-\text{loop}}_{ab}(k, \eta) + \text{c.t.}) \exp \left(-\frac{k^2 \sigma_d^2}{2} (e^\eta - 1)^2 \right) \quad (35)$$

where c.t. is a counter term. It is such that the $p$-loop order of this form reproduces the exact expression of $G_{ab}$ at the same order. For instance a simple calculation leads to

$$\text{c.t.} = g_{ab}(\eta) \frac{k^2 \sigma_d^2}{2} (e^\eta - 1)^2 + \frac{1}{2} g_{ab}(\eta) \left(\frac{k^2 \sigma_d^2}{2}\right)^2 (e^\eta - 1)^2$$

$$+ \frac{1}{2} k^2 \sigma_d^2 (e^\eta - 1)^2 G^{1-\text{loop}}_{ab}(k, \eta). \quad (36)$$

for the expression of the counter term up to two-loop order (the first term being its expression at one-loop order).

Here we would like to take advantage of the general properties of the propagators, in particular on its dependence with $\sigma_d$, to introduce consistency relations that can be used in practice to test Monte-Carlo results. The idea is to see $G^{p-\text{loop}}_{ab}(k, \eta)$ as a functional of the linear power spectrum $P(k)$ and to express the dependence of $G^{p-\text{loop}}_{ab}(k, \eta)$ with respect to $\sigma_d$. Let us do this construction order by order. We can define the regular part of $G^{1-\text{loop}}_{ab}(k, \eta)$ by

$$G^{1-\text{loop}}_{ab}(k, \eta) = -\frac{k^2}{2} \sigma_d^2 (e^\eta - 1)^2 g_{ab}(\eta) + \text{Reg} G^{1-\text{loop}}_{ab}(k, \eta). \quad (37)$$

In this expression $\text{Reg} G^{1-\text{loop}}_{ab}(k, \eta)$ is the part of $G^{1-\text{loop}}_{ab}(k, \eta)$ which remains finite even when one lets $\sigma_d$ go to infinity. The next step is to define the regular part of the two-loop results. The $\sigma_d^3$ term has already been given in Eq. (34).

The $\sigma_d^3$ term corresponds to the one-loop correction of $\text{Reg} G^{1-\text{loop}}_{ab}(k, \eta)$ taken in the high-$k$ limit,

$$G^{2-\text{loop}}_{ab}(k, \eta) = \frac{k^4}{8} \sigma_d^4 (e^\eta - 1)^4 g_{ab}(\eta) - \frac{k^2}{2} \sigma_d^4 (e^\eta - 1)^2 \text{Reg} G^{1-\text{loop}}_{ab}(k, \eta) + \text{Reg} G^{2-\text{loop}}_{ab}(k, \eta), \quad (38)$$

where again $\text{Reg} G^{2-\text{loop}}_{ab}(k, \eta)$ is finite in the formal limit $\sigma_d \to \infty$. As we will explicitly use it in the following we go one step further for the three-loop term,

$$G^{3-\text{loop}}_{ab}(k, \eta) = -\frac{k^6}{48} \sigma_d^6 (e^\eta - 1)^6 g_{ab}(\eta) + \frac{k^4}{8} \sigma_d^4 (e^\eta - 1)^4 \text{Reg} G^{1-\text{loop}}_{ab}(k, \eta)$$

$$- \frac{k^2}{2} \sigma_d^4 (e^\eta - 1)^2 \text{Reg} G^{2-\text{loop}}_{ab}(k, \eta) + \text{Reg} G^{3-\text{loop}}_{ab}(k, \eta). \quad (39)$$

In this expression the first term is obtained from the large $k$ behavior of the three-loop expression, the second from the large-$k$ behavior of the four-point propagator and the third from the six-point propagator computed taken in configurations where all modes are in the high-$k$ limit.
The expression (39) can be used as a consistency checks for Monte Carlo integrations of three-loop contributions. Indeed one expects the last term \( \text{Reg} G^{3-\text{loop}}_{ab}(k, \eta) \) to then remain finite. And from a \( \sigma_d \) expansion point of view the expression (35) simply reads,

\[
G_{ab}(k, \eta) \approx \left( g_{ab}(\eta) + \text{Reg} G^{1-\text{loop}}_{ab}(k, \eta) + \text{Reg} G^{2-\text{loop}}_{ab}(k, \eta) \right) \exp \left( -\frac{k^2\sigma_d^2}{2}(e^\eta - 1)^2 \right). \tag{40}
\]

This form underlines the importance of the regular part of each contributing term we have defined.

Note that in the previous calculations the expression of \( \sigma_d \) is computed a priori from linear theory, i.e. Eq. (20), but its computation can incorporate in principle higher order terms. This is a direct consequence of the eikonal results where it is shown that the variance of the displacement field can be computed beyond the linear regime\[38\]. For instance the 1-loop correction to the displacement field can be explicitly computed and it reads,

\[
\sigma^2_{d,1-\text{loop}} = \frac{(4\pi)^2}{112896} \int \frac{dq_1}{q_1^2} P_0(q_1) \frac{dq_2}{q_2^2} P_0(q_2) \times \left( (q_1^2 - q_2^2)^4 \log \left( \frac{(q_1 + q_2)^2}{(q_1 - q_2)^2} \right) - 4q_1q_2 (q_1^2 + q_2^2) (q_1^4 - 70q_2^2q_1^2 + q_2^4) \right). \tag{41}
\]

In such a case the corrective term can be taken into account in the expression of the regular part. Eq. (37) is then left unchanged but Eq. (38) is modified into

\[
G^{2-\text{loop}}_{ab}(k, \eta) = -\frac{k^2}{2} \sigma^2_{d,1-\text{loop}} e^{2\eta}(e^\eta - 1)^2 g_{ab}(\eta) + \frac{k^4}{8} \sigma^4_{d,\text{lin.}}(e^\eta - 1)^2 g_{ab}(\eta) - \frac{k^2}{2} \sigma^2_{d,\text{lin.}}(e^\eta - 1)^2 \text{Reg} G^{1-\text{loop}}_{ab}(k, \eta)
\]

\[+ \text{Reg} G^{2-\text{loop}}_{ab}(k, \eta), \tag{42}\]

in order to incorporate the one-loop correction that appears in the counter term of \( \text{Reg} G^{1-\text{loop}}_{ab}(k, \eta) \). Then Eq. (40) is changed into,

\[
G_{ab}(k, \eta) \approx \left( g_{ab}(\eta) + \text{Reg} G^{1-\text{loop}}_{ab}(k, \eta) + \text{Reg} G^{2-\text{loop}}_{ab}(k, \eta) \right) \exp \left( -\frac{k^2(\sigma^2_{d,\text{lin.}} + \sigma^2_{d,1-\text{loop}} e^{2\eta})}{2}(e^\eta - 1)^2 \right), \tag{43}\]

when the propagator is written up to two-loop order. Note that the extension to the three-loop terms is a bit more cumbersome. This is due to the fact that it is then necessary to take into account fourth order cumulant, the trispectrum, of the displacement field that appear at this order of PT calculations which should also be incorporated in the exponential factor\[39\] as explicitly shown in \[23\].

The importance of the change from (40) to (43) will be discussed in the next section from the explicit computations of the two-order expression. As we will see the changes it introduces are very benign. In practice we use an exponential factor which is computed either from linear theory or from explicit measurements in simulations. It is also to be noted that the concept of regular parts can be extended to other types of PT diagrams, not necessarily those contributing to the two-point propagators. We leave this analysis for a further study.

### III. TWO-LOOP RESULTS

#### A. The contributing diagrams

![Diagram for the linear propagator](image)

**FIG. 1:** Diagrammatic representation of the linear propagator. \( \phi_0 \) represents the initial conditions and \( g_{ab} \) is the time dependent propagator. This diagram value is given by Eq. (8) when the second term of the right hand side has been dropped.

The computation of \( G^{2-\text{loop}}_{ab} \) is still an arduous task that relies on the computation of many contributing terms. These terms can be formally obtained from the expression of \( \Psi_a^{(5)} \) that is the expression of the cosmic fields at fifth
order in the initial conditions. Formally the resulting expression $G_{2-\text{loop}}^2$ can be written,

$$G_{2-\text{loop}}^2(k, \eta) = (4\pi)^2 e^{5\eta} \int q_1^2 dq_1 P_0(q_1) \int q_2^2 dq_2 P_0(q_2) \mathcal{F}(k, q_1, q_2)$$

where the expressions of the functions $\mathcal{F}$ and $\mathcal{G}$ can be derived from $F_3$ and $G_5$ respectively,

$$\mathcal{F}(k, q_1, q_2) = \frac{1}{(4\pi)^2} \int d^2q_1 d^2q_2 F_5(k, q_1, -q_1, q_2, -q_2),$$

$$\mathcal{G}(k, q_1, q_2) = \frac{1}{(4\pi)^2} \int d^2q_1 d^2q_2 G_5(k, q_1, -q_1, q_2, -q_2).$$

Interestingly these expressions can be represented at a diagrammatic level.

In Fig. 1 defines the linear propagator. In Fig. 2 we show how the coupling term is represented. In this diagram we show the formal expression of the second order fields. And Finally, in Fig. 3 we represent the 3 types of diagrams that contribute to the fifth order expression of the fields. It is this one that one should use to construct the two-loop contributing terms. They are obtained when 2 of the incoming lines are "glued" together: each time it introduces a linear power spectrum factor represented by a crossed circle. We are then led to the contributing diagrams depicted on Fig. 4. At this stage diagrams represent a mere transcription of the expansion of the motion equations. A detailed description of the procedure to draw the diagrams and compute their values can be found in [9].

There appear to be 9 different diagrams contributing to $\mathcal{F}$ and $\mathcal{G}$. Note that each of these diagrams comes with a symmetry factor. The computation of these symmetry factors can be done by counting the number of possibilities one has to get the same final expression out of a given contributing diagram to $\Psi(5)$. Finally the symmetry factors of the diagrams of Fig. 4 are respectively, 2, 1, 2, 4, 1, 1, 1, 1, 1 for diagrams 1 to 9. Note that the diagrams contributing to the one-loop correction of the displacement field, Eq. (41), are the diagrams 1, 2 and 5 (with their previous symmetry factors) when computed in the eikonal limit.

A priori the 2 angular integrations contained in Eqs. (46)-(47) can be done irrespectively of the details of the shape of the power spectrum and can therefore be done in a model independent way. The whole computation is however cumbersome and leads to a very large number of terms, the complexity of which depends on the diagrams. Some diagrams correspond to "simple" diagram (the diagrams 1, 5, 7 and 9) the expression of which can be expressed in terms of the function $f$ or $g$ only. This is not the case however for the others. Such angular integrations involve various sets of functions. One is built out of

$$\int d^2q \frac{1}{|k + q|^2} = \frac{\pi}{kq} \log \frac{(k + q)^2}{(k - q)^2},$$

and another of

$$\int d^2q \frac{1}{|k_1 + q|^2 |k_2 - q|^2} = \frac{\pi}{k_3 q} \log \frac{(-\mathcal{W}_+ / \mathcal{W}_-) \sqrt{(k_2^2 - q^2)}}{k_1^2 + q^2 - k_2^2 + k_3^2 + q^2}.$$
with
\[
\mathcal{W}_\pm \equiv \pm 2(k_1^2 - q^2)(k_2^2 - q^2) \pm 4k_3q^2 + 4k_3q\sqrt{k_1^2k_2^2 + q^4} + q^2(k_3^2 - k_1^2 - k_2^2).
\] (50)

These two functions are those that appear in the expression of the one-loop correction to \( \Gamma^{(2)} \). The calculation of \( \mathcal{F} \)
and $G$ involve however further integrals of the form,

$$\int d^2q_1 d^2q_2 \frac{1}{|q_1 + k|^2 |q_2 + k|^2 |q_1 + q_2 + k|^2}$$

(51)

(for diagram 5),

$$\int d^2q_1 d^2q_2 \frac{1}{|q_1 + q_2|^2 |q_1 + q_2 + k|^2}$$

(52)

(for diagram 6),

$$\int d^2q_1 d^2q_2 \frac{1}{|q_1 + q_2|^2 |q_1 + k|^2 |q_1 + q_2 + k|^2}$$

(53)

(for diagrams 7 and 8) or

$$\int d^2q_1 d^2q_2 \frac{1}{|q_1 + k|^2 |q_2 - k|^2 |q_1 + q_2|^2}$$

(54)

(for diagram 9). The angular integrations in those expressions can be done only partially using the relations \cite{45}. We are left with expression that involve one single angle (that could indifferently be the one between $q_1$ and $q_2$ or $k$ or the angle between $q_2$ and $k$ depending on the choice of order of angle integrations). The resulting expressions are yet far too complicated to be reproduced here. In the following we rather give some general asymptotic properties and propose some fitting functions.

### B. The asymptotic behaviors

The high $k$ asymptotic properties of $F$ and $G$ can be inferred from the fact that $G^{2\text{-loop}}_{ab}$ should be consistent with the second order term of expression \cite{25} in a perturbative expansion. That implies in particular that

$$F(k, q_1, q_2) \rightarrow \frac{1}{2} \frac{k^2}{2q_1^2 q_2^2}.$$

(55)

This asymptotic property can actually be extended in a more subtle way. Let us assume that both $k$ and $q_2$ are finite and that $q_1$ is much smaller than both $q_2$ and $k$. In this case $F(q_1, q_2, k)$ is nothing but the one-loop correction of $\Gamma^{(3)}$ taken in a particular configuration. In this limit though the one-loop correction is independent on the configuration and is given by $-k^2/(6q_1^2)$ times the tree order result. As a consequences one gets a relation between $F$ and $f$,

$$F(k, q_1, q_2) \rightarrow -\frac{k^2}{12q_1^2} f(k, q_2) \text{ when } q_1 \ll k \text{ and } q_1 \ll q_2.$$

(56)

A similar expression naturally holds when the roles of $q_1$ and $q_2$ are inverted. These two results can be recapped in the following form,

$$F(k, q_1, q_2) \rightarrow \frac{1}{2} f(k, q_1) f(k, q_2) \text{ when } q_1 \ll k \text{ or } q_2 \ll k.$$

(57)

Note that the validity of this approximation is controlled by the magnitude of $f(k, q_1) + f(k, q_2)$. Moreover when either $q_1$ or $q_2$ is large one expects to obtain either a $1/q_1^2$ or $1/q_2^2$ behavior respectively. This comes from the IR properties of the kernels. All these properties can be encapsulated in the following forms,

$$F(k, q_1, q_2) = \frac{1}{2} f(k, q_1) f(k, q_2) - \frac{k^2}{q_1^2 + q_2^2} \alpha_f(q_1/k, q_2/k),$$

(58)

$$G(k, q_1, q_2) = \frac{1}{2} g(k, q_1) g(k, q_2) - \frac{k^2}{q_1^2 + q_2^2} \alpha_g(q_1/k, q_2/k),$$

(59)

where $\alpha_f$ and $\alpha_g$ are both finite. The first term dominates when either $q_1$ or $q_2$ is small, the second when both are large. Note that the second term is always negative. This is illustrated on Fig. 5.
FIG. 5: The functions \( F(k, q_1, q_2) \) and \( G(k, q_1, q_2) \) in units respectively of \( f(k, q_1) f(k, q_2) \) and \( g(k, q_1) g(k, q_2) \). This illustrates the validity of the asymptotic expansions of Eq. (57).

The functions \( \alpha_f \) and \( \alpha_g \) defined in Eqs. (58, 59) are shown on Fig. 6. They are clearly finite in all possible \( q_1 \) and \( q_2 \) ranges. It is actually to compute their asymptotic expressions when \( k \) is small. They read,

\[
\alpha_f(q_1, q_2) \rightarrow \beta_f(q_1, q_2) \quad \text{and} \quad \alpha_g(q_1, q_2) \rightarrow \beta_g(q_1, q_2)
\]

with

\[
\beta_f(q_1, q_2) = \frac{(q_1^2 + q_2^2)}{27518400q_1q_2}
\left\{ 4q_1q_2 \left( 5760q_1^{10} + 19365q_2 q_1^8 - 114653q_2^5q_1^4 + 19365q_2^6q_1^2 + 5760q_2^{10} \right)
\right. \\
\left. + 15 \left( 384q_1^4 + 2699q_2^2q_1^2 + 384q_2^4 \right)(q_1^2 - q_2^2)^4 \log \left[ \frac{(q_1 - q_2)^2}{(q_1 + q_2)^2} \right] \right\}
\]

and

\[
\beta_g(q_1, q_2) = \frac{(q_1^2 + q_2^2)}{302702400q_1q_2}
\left\{ 4q_1q_2 \left( 17280q_1^{10} + 120495q_2 q_1^8 - 572759q_2^5q_1^4 + 120495q_2^6q_1^2 + 17280q_2^{10} \right)
\right. \\
\left. + 15 \left( 1152q_1^4 + 12257q_2^2q_1^2 + 1152q_2^4 \right)(q_1^2 - q_2^2)^4 \log \left[ \frac{(q_1 - q_2)^2}{(q_1 + q_2)^2} \right] \right\}
\]

These forms are reached whenever both \( q_1/k \) and \( q_2/k \) are large.
FIG. 6: The functions $\alpha_f(k, q_1, q_2)$ and $\alpha_g(k, q_1, q_2)$. Each plot shows the superposition of the result of the numerical integration and the fitted functions. The results of the numerical integrations show numerical instabilities that the fitted functions do not have. The relative error between the fitted functions and the results of the numerical integrations is less than 1% when the latter is reliable.

In practice however the previous formulation can lead to numerical instabilities when the ratio $q_1/q_2$ is large. Alternative forms that make use of the expansion of the logarithm when its variable is close to unity can be employed. They are of the form,

$$\beta_f(q_1, q_2) = \frac{(q_1^2 + q_2^2)}{27518400q_1^2q_2^2(q_1 + q_2)^4} (15(q_1 - q_2)^4(q_1 + q_2)^8 (384q_1^4 + 2699q_2^2q_1^2 + 384q_2^4) B_{\nu}(5, 0)$$

$$-512q_1^5q_2^5 (2304q_1^6 - 6144q_2q_1^5 + 18103q_2^4q_1^4 - 50908q_2^3q_1^3 + 18103q_2^2q_1^2 - 6144q_2^5q_1 + 2304q_2^6))$$

and

$$\beta_g(q_1, q_2) = \frac{(q_1^2 + q_2^2)}{302702400q_1^2q_2^2(q_1 + q_2)^4} (15(q_1 - q_2)^4(q_1 + q_2)^8 (1152q_1^4 + 12257q_2^2q_1^2 + 1152q_2^4) B_{\nu}(5, 0)$$

$$-512q_1^5q_2^5 (6912q_1^6 - 18432q_2q_1^5 + 75109q_2^4q_1^4 - 235924q_2^3q_1^3 + 75109q_2^2q_1^2 - 18432q_2^5q_1 + 6912q_2^6))$$

where $B_{\nu}(5, 0)$ is the incomplete Beta function of index $\nu = \frac{q_1q_2}{(q_1 + q_2)^2}$. 
C. Fitted forms

As it is nearly impossible to reproduce the explicit result for the functions $\mathcal{F}$ and $\mathcal{G}$, we rather propose some analytical fits for $\alpha_f$ and $\alpha_d$ that are given below. They can be fitted with the form (where $a = f$ or $a = g$),

$$\alpha_a(q_1, q_2) = \frac{\beta_a(q_1, q_2)}{b_a} - c_a(q_s) - d_a(q_r) \delta_a(q_s)$$  \hspace{1cm} (65)

where $b_a$ is the value of $\beta_a$ for $q_1 = q_2$,

$$b_f = \frac{22382}{429975} \text{ and } b_g = \frac{9886}{429975}.$$  \hspace{1cm} (66)

the variable $q_s$ and $q_r$ are defined by

$$q_r = \sqrt{q_1^2 + q_2^2} \text{ and } q_s = 1/\sqrt{q_1^2 + q_2^2}.$$  \hspace{1cm} (67)

The functions $c_a(q_s)$, $d_a(q_r)$ and $\delta_a$ are fitted functions. They are given by,

$$c_f(q_s) = \frac{0.401228}{35.0987q_s^4 + 4.13381q_s^2 + 1} - \frac{1.46195q_s^3}{77.7967q_s^6 + 1} \hspace{1cm} (68)$$

$$d_f(q_r) = \frac{0.178036q_r^2}{4.11634q_r^{10} + 1} - \frac{0.425873}{7.03063q_r^4 + 2.45787q_r^2 + 1} \hspace{1cm} (69)$$

$$\delta_f(q_s) = -\frac{0.0419954}{76.7666q_s^4 + 4.33008q_s^2 + 1} + \frac{0.0121732}{1010.66q_s^4 + 28.3738q_s^2 + 1} + 0.0941118 \hspace{1cm} (70)$$

$$c_g(q_s) = \frac{0.478032q_s^3}{28.4904q_s^4 + 1} - \frac{0.357391}{42.1407q_s^4 + 1.36756q_s^2 + 1} \hspace{1cm} (71)$$

$$d_g(q_r) = \frac{0.348953}{2.23826q_r^2 + 1} - \frac{0.268523q_r^2}{0.471174q_r^2 + 1} \hspace{1cm} (72)$$

$$\delta_g(q_s) = \frac{0.0351332}{9.76583q_s^4 + 3.72325q_s^2 + 1} + \frac{0.0580042}{9.76583q_s^4 + 2.06647q_s^2 + 1} - 0.0120398 \hspace{1cm} (73)$$

D. The resulting propagators

The resulting propagators are computed with the help of the Eqs. (44, 45). The regular part of $G^{2\text{-loop}}$ is then given by

$$\text{Reg}

_{\mathcal{G}^{2\text{-loop}}}^a \left( k, \eta \right) = \frac{1}{2} \left[ \text{Reg}_{\mathcal{G}^{1\text{-loop}}}^a \left( k, \eta \right) \right]^2 - \left( 4\pi \right)^2 \int dq_1 dq_2 P(q_1) P(q_2) \frac{q_1^2 q_2^2 k^2}{q_1^2 + q_2^2} \alpha_a(q_1/k, q_2/k).$$ \hspace{1cm} (74)

It is to be noted that the integrals over $q_1$ and $q_2$ safely converge for $\Lambda$-CDM type models. For a power spectrum that reaches a power law behavior of index $n$ at large $k$ one can easily check that the convergence is obtained for $n < -2$ (the condition is $n < -1$ for the one-loop expression). These convergence properties will be discussed in more detail in the next Section.

Finally we present the resulting shape of the propagators. At one- and two-loop level the regularized approach is un-ambiguous. It leads to,

$$G_{a+}^{\text{reg\text{-}\text{1-loop}}} (k, \eta) = \left[ e^\eta + \text{Reg}_{\mathcal{G}^{1\text{-loop}}}^a (k, \eta) \right] \exp \left( -\frac{1}{2} k^2 \sigma_3^2 e^{2\eta} \right).$$ \hspace{1cm} (75)

and

$$G_{a+}^{\text{reg\text{-}\text{2-loop}}} (k, \eta) = \left[ e^\eta + \text{Reg}_{\mathcal{G}^{1\text{-loop}}}^a (k, \eta) + \text{Reg}_{\mathcal{G}^{2\text{-loop}}}^a (k, \eta) \right] \exp \left( -\frac{1}{2} k^2 \sigma_3^2 e^{2\eta} \right).$$ \hspace{1cm} (76)
FIG. 7: The resulting propagators up to two loop order in units of the linear growing mode (top) and divided by the standard damping factor (bottom). Calculations are made for a standard Λ-CDM model at $z = 0$. The left panels correspond to the density field and the right panel to the reduced velocity divergence. The (yellow) dashed lines correspond to the RPT expression (at one loop order) and the dot-dashed lines (green) to the 1-loop regularized expression (75), the (red) long dashed lines correspond to the two-loop RPT result (78), the (blue) solid lines to the two-loop regularized expression (76) and finally the black dotted lines to the alternative form of the two-loop regularized expression obtained from (43).

We note however that it is however possible to build a RPT like expression, e.g. to exponentiate the two-loop result and construct an alternative form that contains the same two-loop order terms. At 1-loop order, the RPT propagator reads,

$$G_{\alpha+}^{\text{RPT}}(k, \eta) = e^\eta \exp\left( -\frac{1}{2} k^2 \sigma_d^2 e^{2\eta} + \text{Reg} G_{\alpha+}^{1-\text{loop}}(k, \eta) e^{-\eta} \right).$$  (77)

This expression can be extended into,

$$G_{\alpha+}^{\text{RPT}-2-\text{loop}}(k, \eta) = e^\eta \exp\left( -\frac{1}{2} k^2 \sigma_d^2 e^{2\eta} + \text{Reg} G_{\alpha+}^{1-\text{loop}}(k, \eta) e^{-\eta} - \frac{1}{2} \left[ \text{Reg} G_{\alpha+}^{1-\text{loop}}(k, \eta) \right]^2 e^{-\eta} + \text{Reg} G_{\alpha+}^{2-\text{loop}}(k, \eta) e^{-\eta} \right).$$  (78)

This is a well-behaved expression since the second and third terms within the exponential is given by the second term of the right hand side of Eq. (58) or (59) and is negative. The resulting propagator is therefore always decreasing with $k$ and with time. One can remark that if $\alpha_f(k, q_1, q_2)$ and $\alpha_g(k, q_1, q_2)$ vanish the expressions $G_{\alpha+}^{\text{RPT}}(k, \eta)$ and $G_{\alpha+}^{\text{RPT}-2-\text{loop}}(k, \eta)$ are identical.

These various expressions are compared on Fig. 7. It appears that in practice, for a Λ-CDM model the one-loop expressions, (77) or (75), lead to virtually indistinguishable results in the top panels. This is also to some extent the case for the two-loop results. Differences between the one-loop and two-loop results are however significant. We will in the following compare those predictions with N-body results.

The bottom panels show more detailed comparisons of these predictions. It appears in particular that, unlike the RPT prediction at two-loop order, the $\text{Reg} G_{\alpha+}^{2-\text{loop}}(k, \eta)$ form can go negative at large enough $k$. This might be seen as a flaw (although this is of no consequences in practice because it takes place at scales that are quite damped) but it is corrected when one takes into account the one-loop correction to the displacement field (gray dotted lines) as it is the case when one uses Eq. (43).
FIG. 8: The regularized density propagator at 1 and 2-loop order compared to \( N \)-body results for \( z = 2, 1 \) and 0.35. The top panels correspond to the propagators in units of the linear growing factor and the bottom panels to the propagators divided by the expected leading order damping factor. The convention for the theoretical predictions are those of Fig. 7; the results from \( N \)-body simulations are shown with black points with error-bars.

We finally give below the asymptotic forms of the multi-loop corrections in the low \( k \) limit. Formally we have

\[
G_{a+}(k, \eta) \approx e^{\eta} + c_{a}^{1-\text{loop}} k^{2} e^{3\eta} + c_{a}^{2-\text{loop}} k^{2} e^{5\eta} \tag{79}
\]

where

\[
c_{a}^{1-\text{loop}} = -4\pi \frac{61}{630} \int dq \, P_{0}(q), \quad c_{a}^{2-\text{loop}} = -4\pi \frac{3}{13} \int dq \, P_{0}(q), \tag{80}
\]

according to Eqs. (33) and

\[
c_{a}^{2-\text{loop}} = -(4\pi)^{2} \int dq_{1} \int dq_{2} \frac{q_{1}^{2} q_{2}^{2}}{q_{1}^{2} + q_{2}^{2}} \beta_{a}(q_{1}, q_{2}) P_{0}(q_{1}) P_{0}(q_{2}). \tag{81}
\]

More specifically, for the WMAP5 cosmological parameters we have,

\[
G_{1+}(k, \eta) \approx e^{\eta-\eta_{0}} \left[ 1 - \left( \frac{k}{0.31 \, \text{hMpc}^{-1}} \right)^{2} e^{2\eta-2\eta_{0}} - \left( \frac{k}{0.60 \, \text{hMpc}^{-1}} \right)^{2} e^{4\eta-4\eta_{0}} \right] \tag{82}
\]

\[
G_{2+}(k, \eta) \approx e^{\eta-\eta_{0}} \left[ 1 - \left( \frac{k}{0.17 \, \text{hMpc}^{-1}} \right)^{2} e^{2\eta-2\eta_{0}} - \left( \frac{k}{0.89 \, \text{hMpc}^{-1}} \right)^{2} e^{4\eta-4\eta_{0}} \right] \tag{83}
\]

up to two-loop order where \( \eta_{0} \) corresponds to \( z = 0 \). We note that as scales in the quasi-linear regime – say \( k \) of the order of \( 0.1 \, \text{hMpc}^{-1} \) – the two-loop corrections induce non-negligible effects irrespectively of the shape of the damping tail one observes at high \( k \). This is clearly visible on the bottom panels of Fig. 7.

E. Comparisons with N-body results

Finally we compare our results with N-body measurements. Here, we briefly explain the settings of the simulations as well as how we measured the propagators.

We have performed \( N \)-body simulations in periodic cubes with a side length of \( 2,048 \, \text{h}^{-1}\text{Mpc} \) employing \( N = 1024^{3} \) particles. The initial conditions are created at \( z = 15 \) using a parallel initial condition generator developed in [24, 25].
The code computes the displacement field based on the second-order Lagrangian perturbation theory (2LPT; \cite{17, 26}), and gives the displacements as well as the initial velocities to the particles placed on a regular lattice. In doing so, we adopt the best-fit flat ΛCDM cosmology to the five-year observations of WMAP satellite \cite{27}, and compute the linear matter power spectrum by \textsc{Camb} \cite{28}. We created 60 independent realizations of particle distributions, and simulate the gravitational evolution by a publicly available tree-PM code, \textsc{Gadget2}. We store the outputs at $z = 3, 2, 1$ and 0.35.

We assign the particles onto 1024$^3$ grid points using the Cloud-in-Cells interpolation scheme to obtain the final density field. This field is then Fourier transformed using the Fast Fourier transformations. The propagators are measured by taking the correlation between this field and the linear density field. Note that here we do not use the initial particle distribution as the linear density. Instead, we employ the seed density field which has been used as the source term in the 2LPT calculation. The former suffers from a slight nonlinearity, while the latter is perfectly linear by construction.

We also perform simulations with different starting redshifts, box sizes, number of particles and internal parameters which control the force accuracy to see the convergence of the propagators. We especially pay attention to separating the effects of UV and IR cutoffs on the propagators, since we can cover only a finite wavenumber range in simulations with finite number of particles. We made sure that our box size ($2.048 h^{-1}$ Mpc) is large enough to avoid any systematic error larger than 1% in the propagator originating from the IR cutoff. The UV cutoff, on the other hand, can be a source of a small systematic decay of the propagator at small scale; this effect is almost independent on the output redshift, and is typically 1% at $k \sim 0.3 h$ Mpc$^{-1}$, and 2% at $k \sim 0.4 h$ Mpc$^{-1}$. The starting redshift, $z = 15$, was chosen so that this systematic error is minimized given the box size and the number of particles; the force error (the tree force, more precisely) damps structure and leads to a stronger decay of the propagator when started at a higher redshift, while the 2LPT is no longer applicable at lower redshift. See Nishimichi et al. (in prep.) for more details.

The propagator measured from the simulations is shown as symbols in Fig. 8 with error bars showing the 1-$\sigma$ uncertainties inferred from the variance among 60 realizations. We plot $G_{a+}(k)$ for the density field in the upper panels, and we also plot it after it is divided by its high-$k$ asymptote to make a clearer comparison. At redshifts higher than $z = 2$, the 2-loop prediction is in good agreement with the simulation data. The N-body data are slightly smaller than the two-loop prediction presumably due to the systematic error in the N-body simulations (see above). On the other hand, both one-loop and two-loop predictions can not explain the N-body data at lower redshifts ($z = 0.35$ and and to a lesser extent $z = 1$). The N-body data lie in between the two predictions.

IV. CONVERGENCE PROPERTIES

In this section, we are interested in the sensitivity of the results to the IR and UV modes. To this end, we introduce the notion of kernels that can be viewed as the response function of the propagator with respect to the initial linear spectrum. This notion is also engrained in the approach proposed in \cite{29} to obtain accelerated computations of the non-linear power spectra. We here first properly define these quantities and explore their small and large scale behaviors.

A. Monte-Carlo integrations for the three-loop contribution

In order to gain further insights into the properties of the loop corrections, we have complemented our theoretical investigations with numerical evaluations of the three-loop contribution to the propagator. Unlike the two-loop contributions we did not try to obtain a semi-analytic expression of the results that could be used for any cosmological models. We rather aim here at evaluating the impact of the three-loop effects in a specific Λ-CDM like model.

The results we present hereafter have been obtained from brute force calculations of $G_{1+}^{1-\text{loop}}$, the two-point propagator for the density starting with growing mode initial conditions. The computations focus on the calculations of the density late time propagator at $z = 0.5$ redshift. We apply the Monte-Carlo technique of quasi-random sampling using the library \textsc{Cuba} \cite{40}, and directly perform 2D, 5D and 8D integrations for $G_{1+}^{1-\text{loop}}$, $G_{1+}^{2-\text{loop}}$ and $G_{1+}^{3-\text{loop}}$ respectively. The transfer function of the linear power spectrum is calculated with \textsc{Camb} code adopting the cosmological parameters determined by WMAP5 \cite{27}.

In Fig. 9 we separately show the one-, two-, and three-loop corrections to the two-point propagator (blue, green, and red, respectively). In top panel, to reduce the dynamic range, the results are divided by $k^2$, i.e., $G_{1+}^{n-\text{loop}}(k)/k^2$, and are plotted as function of wavenumber in logarithmic scales. Note that the solid and dashed lines respectively indicate the positive and negative values in amplitude. The Monte Carlo results for one- and two-loop corrections
FIG. 9: Monte Carlo results for $G_{n-\text{loop}}^{1+}(k)$. The one-, two-, and three-loop corrections are respectively plotted as blue, green, and red lines. Top panel shows $G_{n-\text{loop}}^{1+}(k)/k^2$, while the bottom panel shows the fractional difference of $G_{n-\text{loop}}^{1+}(k)$ with its asymptotic behavior in the high $k$ limit $G_{n-\text{loop}}^{1+}(k) = (-k^2 \sigma_d^2/2)^n/n!$ (indicated by black solid lines in top panel).

accurately reproduce the analytic calculations. At low-$k$ regime, all the plotted results show scale-independent behavior, indicating that the corrections behave like $G_{n-\text{loop}}^{1+}(k) \sim k^2$. On the other hand, at high-$k$ regime, the three curves behave according to the expected forms described by Eq. (34). They tend to approach the asymptotic form, $G_{1+}^{n-\text{loop}}(k) = (-k^2 \sigma_d^2/2)^n/n!$, depicted as black solid lines. To see this clearly, the bottom panel of Fig. 9 shows the fractional difference between $G_{1+}^{n-\text{loop}}(k)$ and its asymptotic behavior, i.e., $G_{1+}^{n-\text{loop}}(k)/\left[(-k^2 \sigma_d^2/2)^n/n!\right] - 1$. At $k \geq 1h\text{Mpc}^{-1}$, all the three curves consistently converge to zero. We can actually verified that the regular part of each contribution is finite at large $k$.

In Fig. 10 we show the relative importance of the loop corrections as a function of scale. What is plotted are the regular parts of the terms as defined in subsection II D. It appears that at $k = 0.1h/\text{Mpc}$ and at $z = 0.5$ the one-loop contribution introduces a 5% correction, the two-loop contribution a further 2% contribution. At $k = 0.2h/\text{Mpc}$ the two contributions are both at 10% level but then the mode damping is already significant. Note that as the redshift is increasing the importance of all these loop corrections decreases, their magnitude scaling like $D_+^{2p}$ where $D_+$ is the linear growth rate and $p$ is the number of loops.

Obviously, we hoped and expected the three-loop contribution to be smaller that the two other terms for $k \leq 1h/\text{Mpc}$ but this is not the case. At $k = 0.1h/\text{Mpc}$ it gives a 10% effect! To say the least this suggests that the three-loop corrections, assuming they are correctly evaluated by our Monte-Carlo integrations, cannot help to match the N-body results at low redshift. Given the results shown on Fig. 9 we have not much reasons to doubt the validity of the numerical integration. To better apprehend the origin of these effects we hereafter introduce the notion of kernels.

B. Definitions and properties of the kernel functions

Let us define the functions $K^{p-\text{loop}}(k, q)$ as the kernels from which the contribution of the two-point propagator to $p$-loop order can be reconstructed,

$$\text{Reg} G_{a+}^{n-\text{loop}}(k) = \int \frac{dq}{q} K^{n-\text{loop}}_{a+}(k, q) P_0(q).$$

(84)
FIG. 10: Regular parts of the density propagator $\mathcal{G}^{p-\text{loop}}_1(k)$ at one-, two-, and three-loop order with respectively solid, dashed and dotted lines. The calculations are done for $z = 0.5$. Note that each of this contribution scales with the redshift like $D(z)^p$ where $p$ is the number of loops. The light yellow regions show the parameter space where the induced corrections to the power spectrum are less than 1 percent.

We have then for instance

$$K^{1-\text{loop}}_1(k, q) = 4\pi q^3 \left( f(q, k) + \frac{1}{6} \frac{k^2}{q^2} \right)$$

$$K^{2-\text{loop}}_1(k, q) = -(4\pi)^2 q^3 \int dq_1 \frac{q_1^2 k^2}{q_1^2 + q^2} \alpha_f \left( \frac{q_1}{k}, \frac{q}{k} \right) P_0(q_1).$$

Note that the kernel functions depend themselves a priori on the initial power spectrum: $K^{1-\text{loop}}_1(k, q)$ is a tree order object, $K^{2-\text{loop}}_1(k, q)$ a one-loop order object (and therefore a linear function of $P_0(q)$), etc. These functions give, for each order, the impact of a linear mode $q$ on the amplitude of the late time mode $k$ we are interested in. In particular it tells how the small-scale modes affect the large-scale modes under consideration. In the following we will focus our interest in understanding the high-$q$ behavior of the kernel functions $K(k, q)$.

In Fig. 11 we show the shape of the kernel functions at one, two-loop and three-loop order for $k = 0.1h/Mpc$. The dashed line corresponds to the one-loop expression. As can be seen it is rather peaked at $q \approx k$ and we have

$$K^{1-\text{loop}}_1(k, q)P_0(q) = \frac{464\pi}{315} q^3 P_0(q) \quad \text{for} \quad q \ll k$$

$$K^{1-\text{loop}}_1(k, q)P_0(q) = \frac{176\pi}{315} k^2 q P(q) \quad \text{for} \quad q \gg k$$

At two-loop order, the behaviors are qualitatively different. The function peaks rather for $q = 0.5h/Mpc$, irrespectively of the value for $k$ (when $k < 0.5h/Mpc$). We note that

$$K^{2-\text{loop}}_1(k, q)P_0(q) \sim k^2 q^2 P_0(q) \quad \text{for} \quad q \gg k$$

so that the convergence is obtained for a spectral index smaller than $-2$. This corresponds to the result mentioned in the beginning of subsection IIII. These trends are amplified for the three-loop results shown with a dot-dashed line for which an even lower power law index is required for convergence. In general the convergence properties of the multi-loop kernel are determined by the properties of the functions $F_n(q_i)$ and $G_n(q_i)$ and how they behave when
FIG. 11: The shape of the kernel functions $P_0(q) K^{1\text{-loop}}(k, q)$ (blue solid line), $P_0(q) K^{2\text{-loop}}(k, q)$ (green dashed line) for $k = 0.1h/\text{Mpc}$ and $P_0(q) K^{3\text{-loop}}(k, q)$ (red dotted line) as a function of $q$ for $z = 0.5$.

one or their argument is, in norm, much larger than the sum of the wave modes. As mentioned in [30] it is to be noted that the Galilean invariance of the motion equation implies that,

$$F_n(q_1, \ldots, q_n) \sim \frac{|\sum_j q_j|^2}{q_i^2} \text{ when } q_i \gg |\sum_j q_j|,$$

(90)

whenever one of the $q_i$ is much larger than the sum. This can be seen at an elementary level on the properties of the vertex function $\alpha(k_1, k_2)$ and $\beta(k_1, k_2)$: they both vanish when the sum of the argument goes to 0. The property (90) has direct consequences on the properties of the loop corrections. As a result, the $p$−loop correction takes indeed the form,

$$G^p\text{-loop}(k, \eta) = (4\pi)^p \int q_1^2 dq_1 \cdots q_p^2 dq_p \; P_0(q_1) \cdots P_0(q_p) \mathcal{F}^p\text{-loop}(k, q_1, \ldots, q_p)$$

(91)

with

$$\mathcal{F}^p\text{-loop}(k, q_1, \ldots, q_p) = \frac{(2p + 1)!!}{(4\pi)^p} \int d^2\hat{q}_1 \cdots d^2\hat{q}_p \; F_{2p+1}(k, q_1, -q_1, \ldots, q_p, -q_p)$$

(92)

where the integration is here restricted to the wave mode angles. The property (90) then implies that

$$\mathcal{F}^p\text{-loop}(k, q_1, \ldots, q_p) \sim \frac{k^2}{q_i^2} \text{ when } q_i \gg k.$$ 

(93)

A simple and effective way to capture this property is to write $\mathcal{F}(k, q_1, \ldots, q_p)$ following the functional form,

$$\mathcal{F}(k, q_1, \ldots, q_p) = \frac{k^2}{\sum_i q_i^2} \alpha_p(k/q_1, \ldots, k/q_p)$$

(94)

generalizing Eqs. (58,59) and where $\alpha(k/q_1, \ldots, k/q_p)$ is always finite. This property determines the converging properties of the $p$−loop correction to the propagator. Clearly the converging properties of the loop corrections
deteriorate. It can easily be shown that formally, for a power law spectrum of index $n_s$, the convergence is ensured only when,

$$n_s < -3 + \frac{2}{p}.$$  \hfill (95) 

It clearly appears that the convergence domains shrink with the order. It leads to a greater sensitivity to the large wave-modes as one increases the loop order. What we stress here is that the kernel functions can explicitly be computed and thus one can exactly quantify the impact of large wave modes to each $p$-loop correction terms.

Note that it is possible to define in general the kernel of contributing terms as

$$\delta P_{ab}^q(k) = \int \frac{dq}{q} K_{ab}^q(k, q) P_0(q)$$  \hfill (96) 

where $\mathcal{Z}$ denotes a peculiar term. One can then compare the kernels of the different terms that contribute to the non-linear power spectrum. It is worth mentioning that the kernels for the two-point propagators are the broadest. Indeed any other kernel function in the large-$q$ limit is going to take advantage of the asymptotic form at least two times instead of one so that

$$K_{1+}^q(k, q) P_0(q) \sim \frac{k^4}{q^4} q^3 P_0(q) \quad \text{for } q \gg k$$  \hfill (97) 

where $l$ is the number of loops appearing in the diagram $\mathcal{Z}$. This is to be compared with Eqs. (88, 89).

Clearly the loop corrections to the propagators are then the contributions built from perturbation theory calculations that are most sensitive to the small scale modes. At low redshift our findings imply that a regularization procedure in the UV domain should be used in order to make the contributions of these terms realistic. Unless partial resummation of higher order terms could provide us with a self-consistent regularization scheme, it should be derived from external pieces of information. This regularization could be associated for instance from the development multi-flow regimes. For instance it was advocated in [16] that the impact of the small scale physics could be captured with an effective theory approach where effective anisotropic pressure terms are introduced in the fluid. Our results however suggest that such effects are subdominant at the one-loop order - the contributions of such terms need not be recalculated because they are naturally protected enough from UV physics - but not at two-loop order for $z \leq 0.5$. It also suggests that when $z$ gets larger the importance of such corrections should vanish away even at 2 loop order at the nonlinear regime starts at larger wave-modes.

V. CONCLUSIONS

Two-point propagators are key ingredients for the computation of power spectra in a cosmological context. These are also quantities for which it is easier to make analytical predictions with a Perturbation Theory approach in parts because they are expected to be damped in the large-wave modes limit in parts because the number of terms in the loop corrections are more easily computable. In this paper we have presented the most advanced results describing the expected behavior of the two-point propagators from a Perturbation Theory point of view. In particular we have exploited and extended the forms presented in [1] to propose theoretical expressions for the two-point propagators that incorporate up to two-loop results. The examination of these forms led to the concept of regular parts for loop contributions that are found to be finite even when the r.m.s. of the displacement field, $\sigma_d$, goes to infinity; regular parts are found to be the parts that contribute to the expression of the propagators once the dependence with $\sigma_d$ has been explicitly taken into account. They also can be used as a consistency test for Monte-Carlo numerical calculations of the propagators as they predict the leading $k$ behavior of the contributing terms.

The main part of this paper is the explicit calculation of the two-loop contributions to the two-point propagator. We were not able to produce a simple analytical form but we rather present, in section [11], simple fitting functions that capture all the expected properties of these contributions, in particular their asymptotic properties. These forms can be used for any cosmological models. Note that we propose different variants for the two-loop expression of the two-point propagator but they differ only mildly. There results are presented in Fig. 7. This is the main result of the paper. It has been compared with N-body results. They show that two-loop corrections help significantly in predicting the shape of the two-point density propagators at $z \geq 0.5$.

For lower redshifts the two-loop terms appear to be too large when compared to N-body codes. We found that a possible reason for such a discrepancy is due to the increasing sensitivity of the loop corrections to the small-scale modes. A significant fraction of the contributions indeed originate from modes that are in the fully nonlinear regime. At those scales the whole perturbation theory scheme breaks down as the fluid has not only evolved into the nonlinear
regime but also contains multi flow regions with order unity anisotropic pressure. The latter is not captured by the motion equations we use and should induce extra contributions as it has been put forward in recent papers, [15, 16]. We do not think however that it has significant impact on the one-loop results. Those effects are rather expected to be significant at two-loop order and for $z \leq 0.5$. This sensitivity to the small scale physics is shown to be stronger for the three-loop contribution that we computed with the help of Monte-Carlo integrations.

About the converging properties of the Perturbation Theory series we note that loop corrections, at any order, induce large-scale $k^2$ corrections to the propagators and consequently to the power spectra. They are explicitly given in Eqs. (79-80) up to two-loop order with coefficients that depends on the overall shape on the linear power spectrum. Again it stresses the relative importance of the sensitivity of the standard Perturbation theory calculation to the UV domain. We also note that this sensitivity is controlled by the Galilean invariance which leads to the general property given in Eq. (90). This form appears to be a key ingredient for the converging properties of the Perturbation Theory series. It indeed sets the converging properties of both the diagrams that correspond to propagator loop corrections, as given by Eqs. (88, 89), and the other ones, as depicted in Eq. (97). Clearly if this property is dropped, the sensitivity of loop corrections to the UV domain is more severe. We note that if in standard gravity cosmologies, the relation (90) is satisfied, this is not necessarily so in cosmological models incorporating modified gravity effects or in general a clustering quintessence component. This is the case for instance in models explored in [31-33] that incorporate extra dynamical degrees of freedom [41].
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with $s_n^{(p)} = (2n + p)!/(2n - 1)!/p!^2$
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