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Abstract: The increasing penetration of distributed energy resources based on renewable energy sources in distribution systems leads to a more complex management of power systems. Consequently, ancillary services become even more important to maintain the system security and reliability. This paper proposes and evaluates a generic model for day-ahead, intraday (hour-ahead) and real-time scheduling, considering the joint optimization of energy and reserve in the scope of the virtual power player concept. The model aims to minimize the operation costs in the point of view of one aggregator agent taking into account the balance of the distribution system. For each scheduling stage, previous scheduling results and updated forecasts are considered. An illustrative test case of a distribution network with 33 buses, considering a large penetration of distribution energy resources allows demonstrating the benefits of the proposed model.
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1. Introduction

1.1. Background, Methodology and Aim

The increasing penetration of distributed energy resources (DERs), including distributed generation (DG), demand response (DR), energy storage systems (ESSs) and electric vehicles (EVs) leads to the need to develop new intelligent and hierarchical methods for power systems operation management [1]. As these resources are mostly connected to the distribution network, it is important to consider the introduction of these types of resources in the ancillary services (AS) delivery in order to achieve greater reliability and cost efficiency of power systems operation [2,3].

In this new paradigm of power systems operation, the independent system operator will consider the existence of virtual power players (VPPs) with capability to aggregate all type of small scale DERs, which are unable to individually engage themselves in the electricity market [4,5]. This implies that the AS procurement by the VPP is targeted to the distribution network [6]. Thus, VPP should consider the establishment of complex offers with the DERs in order to ensure reserves levels and quality of AS that suits the needs of the distribution network. In this context, the operation and control of future distribution network and smart grid are expected to engage in the following AS, provided by the distribution system operator or by the VPP [7]: frequency regulation; voltage regulation; congestion regulation; and line flow restriction.
management; optimization of grid losses and fault-ride-through capability service. However, a better coordination between the transmission and distribution system operators is necessary to provide AS in the future power systems, namely at frequency regulation [8].

The role of VPPs, and other aggregator players in general, is not yet well established and the electricity markets are not adapted to this new reality [9]. In most of the present electricity markets, DERs cannot participate in AS. However, this reality will probably be different in a near future due to the high incentives to increase the use of renewable resources. This means that VPPs should manage their resources not only to participate in traditional services (sell energy) but also in other type of services.

Within this scope, this paper proposes a tool to joint schedule energy and reserve in a distribution network level considering the ability of the virtual power player to aggregate and manage DERs. The model considers primary frequency reserve, i.e., reserve down (RD) and reserve up (RU). Three different levels of RU are modeled to be used by this tool, considering different response times and prices. Other important aspect of the proposed tool is the joint optimization of energy and reserve in different time-horizons (day-ahead, hour-ahead and real-time), considering the different characteristics in each one. This tool is relevant in players managing local energy systems, such as part of distribution grid, micro-grid and community system. For instance, this tool can be used by a VPP that manages DERs and grid after substation to determine the amount of energy and reserve in case the whole energy system cannot support his reserve service.

1.2. Literature Review and Specific Contributions

For optimal integration of DERs in energy and ancillary services, new business models and scheduling processes should be thought of. The literature on the management of DERs considering day-ahead, hour-ahead and real-time scheduling processes has been growing over the last few years [5]. This includes a number of studies on day-ahead scheduling for DERs with impact on operation costs [10–13], optimal bidding [13], load shedding [10], carbon emissions [10,14], EVs with vehicle-to-grid ability [15,16], losses reduction [17] and service restoration [18], as well as ancillary services management [19,20], among others. An integrated day-ahead and hour-ahead (intraday) schedule for dealing with DERs uncertainty [21], maximizing the retailer’s profit under carbon emissions penalties [22], DERs scheduling with recourse to stochastic programming [23] and control strategies [24] has been studied. In [25], a simulator for hour-ahead and real-time scheduling of DERs is proposed, considering the minimization of operation costs. Furthermore, real-time adjustments of DERs taking into account the operation costs [26,27], DERs profit [28], ancillary services [19,29–31] and control strategies [24] are crucial to maintain the system balance. Integrated tools for simulation of DERs energy scheduling under day, hour-ahead and real-time has been developed, minimizing the operation costs [32]. Nevertheless, [33,34] proposed a day-ahead joint scheduling of energy and reserve taking into account the uncertain production of DERs under distribution systems and micro-grid management, respectively.

In general, the literature has paid little attention to the joint scheduling of energy and reserve for DERs, considering the different time-horizons. Such DERs joint optimization on day, hour-ahead and real-time is expected to bring additional revenues to DERs as well as to improve system stability, safety, quality, reliability and competitiveness of demand and supply.

In this context, a tool is developed to support the joint optimization of energy and reserve with large-scale penetration of DERs. Additional input variables include forecast of generation and demand resources for each time-horizons of simulation. The tool is applied and demonstrated on a 33-bus distribution network with high penetration of DERs (mainly, wind, photovoltaic, combined heat and power (CHP), fuel cell, biomass, small hydro, waste-to-energy units, ESSs, EVs with vehicle-to-grid ability, curtailment and reduce DR programs, and upstream providers).
1.3. Paper Organisation

The rest of this paper is organized as follows. Section 2 states the assumptions and features of the proposed model to manage energy and reserve at distribution level for different scheduling periods. Section 3 describes the mathematical details of the model for each scheduling period. Section 4 test and validate the operation of the model through a detailed case study. Section 5 assembles the most important conclusions and discussion.

2. Model Features

A methodology for the joint scheduling of the energy and reserve at distribution network level is proposed. The methodology includes different AS, such as RD and three levels of RU (RU_1, RU_2 and RU_3). Different response times and prices are associated to these three upward reserve levels. Thus, there is a hierarchy of deployment, where the RU_1 is the first service to be deployed and RU_3 the last one to be deployed. The model allows trading between DERs and VPPs based on special contracts, which may be favourable for small DERs that can participate in the schedule through the aggregation of a VPP, and therefore be beneficial for the VPP to ensure greater flexibility in its optimal management. The proposed model consists in three main stages represented in Figure 1. Each stage corresponds to a different time-horizon scheduling (day-ahead, intraday or hour-ahead, and real-time).

![Timeline optimization of the proposed model](image)

**Figure 1.** Timeline optimization of the proposed model.

2.1. First Stage—Day-Ahead Scheduling

A day-ahead optimization model for the 24 h of the next day with the objective of minimizing the VPP operation costs for energy and reserve is proposed. Additionally, the forecast for DERs and reserve requirements needed to ensure the proper operation of power systems are considered.

2.2. Second Stage—Intraday Scheduling

An hourly schedule of resources for the overall period of 24 h based on the scheduling obtained in the first stage is performed. Furthermore, the model considers a more accurate forecast of the demand and generation availability, which is important when considering the generation of renewable sources and their uncertainty. At this point, the RD and RU requirements are updated, rescheduled and suited according to the system needs.

The use of an hourly forecast for consumption and generation is important for the proper optimization of the intraday scheduling. Thus, the developed tool becomes more comprehensive and
where the index \( k \) equal 5 corresponds to the energy service. \( C_{SU}(su,k,t) \) is the cost with external suppliers, \( C_{DG}(dg,k,t) \) is the cost with DG units, \( C_{Dch(st,k,t)} \) is the cost with storage discharge, \( C_{Ch(st,k,t)} \) is the cost with storage charge, \( C_{Dch(ev,k,t)} \) is the cost with EV discharge, \( C_{Ch(ev,k,t)} \) is the cost with EV charge, \( C_{DR_A}(l,k,t) \) and \( C_{DR_B}(l,k,t) \) are the cost with DR program for reduction and curtailment, respectively. \( C_{NSD}(l,k,t) \) is the cost with non-supplied demand and \( C_{GCP}(dg,k,t) \) is the cost with generation curtailment power for DG units.

2.3. Third Stage—Real-Time Scheduling

An optimization every 5 min over a total period of 24 h based on the scheduling obtained in the second stage and on the real demand and generation is performed. In addition, the reserve that was scheduled in the second stage (intraday) is partially or totally used as energy to ensure the proper operation and reliability of the power system.

3. Model Formulation

This section provides the formulation of the optimization problem for each of the model stages.

3.1. Day-Ahead Model

The objective function has the main goal of minimizing the VPP operation costs including the energy and all AS (\( k \)) during the period \( T \).

\[
\text{Minimize } f = \sum_{t=1}^{T} \left( F_{E(t)} + \sum_{k=1}^{4} F_{AS(k,t)} \right) \quad (1)
\]

where \( F_{E(t)} \) represents the function for optimizing all resources that may participate in energy commodity, determined as

\[
F_{E(t)} = \sum_{SU=1}^{N_{SU}} p^{DA}_{SU(su,k,t)} C_{SU(su,k,t)} + \sum_{DG=1}^{N_{DG}} p^{DA}_{DG(dg,k,t)} C_{DG(dg,k,t)} + \sum_{l=1}^{N_{L}} p^{DA}_{DR_A(l,k,t)} C_{DR_A(l,k,t)} + \sum_{l=1}^{N_{L}} p^{DA}_{DR_B(l,k,t)} C_{DR_B(l,k,t)} + \sum_{st=1}^{N_{ST}} p^{DA}_{Dch(st,k,t)} \left( C_{Dch(st,k,t)} + C_{Deg(st)} \right) - \sum_{st=1}^{N_{ST}} p^{DA}_{Ch(st,k,t)} C_{Ch(st,k,t)} + \sum_{ev=1}^{N_{EV}} p^{DA}_{Dch(ev,k,t)} \left( C_{Dch(ev,k,t)} + C_{Deg(ev)} \right) - \sum_{ev=1}^{N_{EV}} p^{DA}_{Ch(ev,k,t)} C_{Ch(ev,k,t)} + \sum_{dg=1}^{N_{DG}} p_{GCP}(dg,k,t) C_{GCP(dg,k,t)} + \sum_{l=1}^{N_{L}} p_{NSD}(l,k,t) C_{NSD(l,k,t)} \quad (2)
\]

\[ \forall t \in \{1, \ldots, T\}; \forall k = 5 \]
The function of AS costs $F_{AS}(k,t)$ is given by

$$
F_{AS}(k,t) = \sum_{s=1}^{N_{SU}} P_{DA_{SU}(su,k,t)} C_{SU(su,k,t)} + \sum_{g=1}^{N_{DG}} P_{DA_{DG}(dg,k,t)} C_{DG(dg,k,t)} + \sum_{l=1}^{N_{RT}} P_{DA_{RT}(l,k,t)} C_{RT(l,k,t)} + \sum_{s=1}^{N_{SU}} P_{DA_{SU}(st,k,t)} C_{SU(st,k,t)} + \sum_{l=1}^{N_{RLXD}} P_{DA_{RLXD}(l,k,t)} C_{RLXD(l,k,t)} + \sum_{k=1}^{N_{RLXU}} P_{DA_{RLXU}(k,t)} C_{RLXU(k,t)}$$

(3)

where, the index $k$ represents the four reserve services that go from 1 to 4 representing RD, RU_1, RU_2 and RU_3, respectively. $RLXD_{(k,t)}$ and $RLXU_{(k,t)}$ are relaxation variables that are activated to meet the difference between the service requirement and the power supported by market participants, if all participants in each service cannot satisfy the requirement of each service. Then, the VPP procures resources able of satisfying the variable through bilateral contracts. These variables allow the reserve dispatch to be feasible if market participants fail to meet the reserve requirements.

The active power balance in bus $i$ for period $t$ is defined as

$$
V_{i(t)} \sum_{j \in T(L)} V_{j(t)} \left( G_{ij} \cos \theta_{ij(t)} - B_{ij} \sin \theta_{ij(t)} \right) + V_{i(t)}^2 G_{ii} = P_{G(i,t)} - P_{D(i,t)}
$$

$$
P_{G(i,t)} = \sum_{s=1}^{N_{DG}} \left( P_{DA_{DG}(dg,k,t)} - P_{DG}^{GCP}(dg,k,t) \right) + \sum_{su=1}^{N_{SU}} P_{DA_{SU}(su,k,t)} + \sum_{l=1}^{N_{RT}} P_{DA_{RT}(l,k,t)} C_{RT(l,k,t)} + \sum_{st=1}^{N_{SU}} P_{DA_{SU}(st,k,t)} C_{SU(st,k,t)}$$

(4)

$$
P_{D(i,t)} = \sum_{l=1}^{N_{RT}} \left( P_{L(i,t)} - P_{NSD(l,k,t)} \right) + \sum_{s=1}^{N_{SU}} P_{DA_{SU}(su,k,t)} + \sum_{st=1}^{N_{SU}} P_{DA_{SU}(st,k,t)}$$

(5)

$$
\forall t \in \{1, \ldots, T\}; \forall i \in \{1, \ldots, N_{Bus}\}; \forall k \in \{5\}; \forall \theta_{ij(t)} = \theta_{i(t)} - \theta_{j(t)}
$$

such that $P_{G(i,t)}$ is the total active power generation and $P_{D(i,t)}$ is the total active power demand, while $P_{L(i,t)}$ is the load demand. The reactive power balance in each bus $i$ for each period $t$ is given by

$$
V_{i(t)} \sum_{j \in T(L)} V_{j(t)} \left( G_{ij} \sin \theta_{ij(t)} - B_{ij} \cos \theta_{ij(t)} \right) - V_{i(t)}^2 B_{ii} = Q_{G(i,t)} - Q_{D(i,t)}
$$

$$
Q_{G(i,t)} = \sum_{s=1}^{N_{DG}} Q_{DA_{DG}(dg,k,t)} + \sum_{su=1}^{N_{SU}} Q_{DA_{SU}(su,k,t)}$$

(6)

$$
Q_{D(i,t)} = \sum_{l=1}^{N_{RT}} Q_{L(i,t)} - Q_{NSD(l,t)}$$

(7)

where $Q_{G(i,t)}$ is the total reactive power generation and $Q_{D(i,t)}$ is the total reactive power consumption. The bus voltage magnitude $V_{i(t)}$ and angle $\theta_{i(t)}$ limits are represented in (6) and (7). To the slack bus, the voltage angle and magnitude are fixed and defined by the VPP.

$$
V_{Min} \leq V_{i(t)} \leq V_{Max}, \forall t \in \{1, \ldots, T\}; \forall i \in \{1, \ldots, N_{Bus}\}
$$

(6)

$$
\theta_{Min} \leq \theta_{i(t)} \leq \theta_{Max}, \forall t \in \{1, \ldots, T\}; \forall i \in \{1, \ldots, N_{Bus}\}
$$

(7)
The power flow from bus \( i \) to bus \( j \) (8) and from bus \( j \) to bus \( i \) (9) must be lower than the line thermal limit, and is given by

\[
\left| V_{ij(t)} \left( \frac{1}{y_{ij}} \left( U_{i(t)} - U_{j(t)} \right) + y_{sh(i)} U_{i(t)} \right) \right| \leq S_{TL}^{\text{Max}} (8)
\]

\[
\left| V_{ij(t)} \left( \frac{1}{y_{ij}} \left( U_{j(t)} - U_{i(t)} \right) + y_{sh(i)} U_{i(t)} \right) \right| \leq S_{TL}^{\text{Max}} (9)
\]

such that \( U_{i(t)} \) is the voltage in polar form, \( y_{ij} \) is admittance of line and \( S_{TL}^{\text{Max}} \) is the maximum apparent power (or thermal limit) in the line.

The minimum and maximum amount of active power generation provided by external suppliers (10) and DG units (11) for energy and reserve services is defined as

\[
0 \leq P_{\text{SU}(su,k,t)}^{DA} \leq P_{\text{Max}(su,k,t)} \quad (10)
\]

\[
P_{\text{Min}(dg,k,t)} X_{DG}(dg,k,t) \leq P_{\text{DG}(dg,k,t)}^{DA} \leq P_{\text{Max}(dg,k,t)} X_{DG}(dg,k,t)
\forall t \in \{1, \ldots, T\}; \forall i, j \in \{1, \ldots, N_{\text{Bus}}\}; i \neq j; \forall TL \in \{1, \ldots, N_{\text{TL}}\} (11)
\]

where \( X_{DG}(dg,k,t) \) is a binary variable of DG units.

For DG units with “take-or-pay” contracts established with VPP, mainly generators based on renewable sources, the following constraint is applied:

\[
P_{\text{DG}(dg,k,t)}^{DA} + P_{GCP\text{PG}(dg,t)} = P_{\text{DGForecast}(dg,t)}
\forall t \in \{1, \ldots, T\}; \forall dg \in \{1, \ldots, N_{DG}\}; \forall su \in \{1, \ldots, N_{SU}\} (12)
\]

The sum of the active power generation from energy, RU_1, RU_2 and RU_3 services must be lower or equal then the power capacity of external suppliers (13) and DG (14), as given by

\[
P_{\text{SU}(su,k,t)}^{DA} + \sum_{k=2}^{4} P_{\text{SU}(su,k,t)}^{DA} \leq P_{\text{TotalMax}(su,t)} (13)
\]

\[
P_{\text{DG}(dg,k,t)}^{DA} + \sum_{k=2}^{4} P_{\text{DG}(dg,k,t)}^{DA} \leq P_{\text{TotalMax}(dg,t)} X_{DG}(dg,k,t)
\forall t \in \{1, \ldots, T\}; \forall su \in \{1, \ldots, N_{SU}\}; \forall dg \in \{1, \ldots, N_{DG}\}; \forall ke = 5 (14)
\]

where, the index \( ke \) corresponds to the energy service.

The difference between the active power generation from energy and RD services must be higher or equal to a minimum power limit for external suppliers (15) and DG units (16), as

\[
P_{\text{SU}(su,k,t)}^{DA} - P_{\text{SU}(su,k,t)}^{DA} \geq 0 (15)
\]

\[
P_{\text{DG}(dg,k,t)}^{DA} - P_{\text{DG}(dg,k,t)}^{DA} \geq P_{\text{TotalMin}(dg,t)} X_{DG}(dg,k,t)
\forall t \in \{1, \ldots, T\}; \forall su \in \{1, \ldots, N_{SU}\}; \forall dg \in \{1, \ldots, N_{DG}\}; \forall ke = 5 (16)
\]

The reactive power generation limits for external suppliers (17) and DG units (18) are given by

\[
0 \leq Q_{\text{SU}(su,t)}^{DA} \leq Q_{\text{Max}(su,t)} (17)
\]

\[
Q_{\text{Min}(dg,t)} \leq Q_{\text{DG}(dg,t)}^{DA} \leq Q_{\text{Max}(dg,t)}
\forall t \in \{1, \ldots, T\}; \forall su \in \{1, \ldots, N_{SU}\}; \forall dg \in \{1, \ldots, N_{DG}\} (18)
\]
The storage discharge limit (23) based on the battery discharge rate is considered.

\[ P^{DA}_{DR,A}(l,k,t) \leq P^{Max}(l,k,t) \]  \hspace{1cm} (19)

\[ P^{DA}_{DR,B}(l,k,t) \leq P^{Max}(l,k,t)X^{DR,B}(l,k,t) \]
\[ \forall l \in \{1, \ldots, L\}; \forall k \in \{1, \ldots, N_l\}; \forall k \in \{2, 3, 4, 5\} \]  \hspace{1cm} (20)

The storage technical limits in each period \( t \) combine several distinct constraints (21) to (31). In each period \( t \) should be ensured non-simultaneity (21) of the storage charge and discharge ability for the energy and AS services, where there is binary variables for storage discharge \( X^{Ch}(st,k,t) \) and storage charge \( X^{Dch}(st,k,t) \). The charge limit for each storage unit considering the battery charge rate is in (22). The storage discharge limit (23) based on the battery discharge rate is considered.

\[ X^{Ch}(st,k,t) + X^{Dch}(st,k,t) \leq 1 \]  \hspace{1cm} (21)

\[ P^{DA}_{Ch}(st,k,t) \leq P^{Max}(st,k,t)X^{Ch}(st,k,t) \]  \hspace{1cm} (22)

\[ P^{DA}_{Dch}(st,k,t) \leq P^{Max}(st,k,t)X^{Dch}(st,k,t) \]
\[ \forall l \in \{1, \ldots, T\}; \forall st \in \{1, \ldots, N_{ST}\}; \forall k \in \{1, 2, 3, 4, 5\} \]
\[ X^{Ch}(st,k,t); X^{Dch}(st,k,t) \in \{0, 1\} \]  \hspace{1cm} (23)

The maximum battery charge limit for downward reserve services (24) is related to the flexibility of the storage in the upward reserve services, in which the charge acquired in energy commodity can be reduced. The maximum battery discharge limit for upward reserve services is in (25). The battery balance at each period \( t \) needs to be between a lower and upper limit (26). The battery balance (27) for upward reserve services considering the remaining energy from precious period and the charge and discharge ability are performed, where \( E^{Stored_{RUU}(st)} \) is the energy stored for upward reserve services and the yield of charge \( \eta^{Ch}_{c(st)} \) and discharge \( \eta^{Ch}_{d(st)} \) process of the electricity network to the storage unit.

The technical constraints are defined as

\[ P^{DA}_{Ch}(st,k,t) \geq \sum_{k=2}^{4} P^{DA}_{Ch}(st,k,t) \]  \hspace{1cm} (24)

\[ P^{DA}_{Dch}(st,k,t) + \sum_{k=2}^{4} P^{DA}_{Dch}(st,k,t) \leq P^{TotalMax}(st,t) \]  \hspace{1cm} (25)

\[ E_{BatMin}(st,t) \leq E_{stored_{RUU}(st,t)} \leq E_{BarMax}(st,t) \]  \hspace{1cm} (26)

\[ E^{Stored_{RUU}}(st,t) = E^{Stored_{RUU}}(st,t-1) + \Delta t \eta^{Ch}_{c(st)} \left( P^{Ch}(st,k,t) - \sum_{k=2}^{4} P^{Ch}(st,k,t) \right) - \Delta t \eta^{Ch}_{d(st)} \sum_{k=2}^{5} P^{Dch}(st,k,t) \]
\[ \forall t = 1 \rightarrow E^{Stored_{RUU}}(st,0) = E^{Initial}(st); \forall \Delta t = 1 \]
\[ \forall t \in \{1, \ldots, T\}; \forall st \in \{1, \ldots, N_{ST}\}; \forall k \in \{1, 2, 3, 4\}; \forall k_e = 5 \]  \hspace{1cm} (27)

The maximum charge and discharge limit of battery for energy and downward reserve services is detailed in Equations (28) and (29), respectively. The battery power balance for energy and downward reserve services is between a lower and upper limit (30). The battery power balance for energy and downward reserve services is determined in (31).

\[ P^{DA}_{Ch}(st,k,t) + P^{DA}_{Ch}(st,k,t) \leq P^{TotalMax}(st,t) \]  \hspace{1cm} (28)

\[ P^{DA}_{Dch}(st,k,t) \geq P^{DA}_{Dch}(st,k,t) \]  \hspace{1cm} (29)

\[ E_{BatMin}(st,t) \leq E^{Stored_{RUU}(st,t)} \leq E_{BarMax}(st,t) \]  \hspace{1cm} (30)
The charge (33) and discharge (34) limit for EVs are also considered in this model. The minimum value obtained in the first stage and its maximum available power.

The model enables the integration of EV resources in the energy management, safeguarding each individual vehicle characteristics and needs. The non-simultaneity of the EV charge and discharge is in (32). The charge (33) and discharge (34) limit for EVs are also considered in this model. The minimum and maximum stored energy in the EV is in (35). The maximum limit corresponds to the battery’s capacity. On the other hand, the minimum limit will be informed by the EV user to the VPP that corresponds to the minimum amount of energy to guarantee at the end of that period. The energy balance of the battery is in (36), where $E_{\text{Trip}(ev)}$ is the energy consumption during a trip of the EV. This energy consumption can be sent by EV owner [35] or a forecast tool can be used [36] to predict EVs owners behavior.

$$X_{\text{Ch}(ev,t)} + X_{\text{Dch}(ev,t)} \leq 1$$

$$P_{\text{Ch}(ev,t)} \leq P_{\text{Max}(ev,t)} X_{\text{Ch}(ev,t)}$$

$$P_{\text{Dch}(ev,t)} \leq P_{\text{Max}(ev,t)} X_{\text{Dch}(ev,t)}$$

$E_{\text{BatMin}(ev,t)} \leq E_{\text{Stored}(ev,t)} \leq E_{\text{BarMax}(ev,t)}$

$$E_{\text{Stored}(ev,t)} = E_{\text{Stored}(ev,t-1)} - E_{\text{Trip}(ev,t)} + \Delta t \cdot \eta_{\text{ev}} P_{\text{Ch}(ev,t)}$$

$$∀t = 1 → E_{\text{Stored}(ev,t-1)} = E_{\text{Initial}(ev)}; \Delta t = 1$$

$$∀t \in \{1, \ldots, T\}; ∀ev \in \{1, \ldots, N_{\text{EV}}\}$$

The downward reserve service requirement can be provided by external suppliers, DG and ESS units, and is defined as

$$\sum_{st=1}^{N_{\text{SU}}} P_{\text{DA SU}(su,k,t)} + \sum_{dg=1}^{N_{\text{DG}}} P_{\text{DA DG}(dg,k,t)} + \sum_{st=1}^{N_{\text{ST}}} \left( P_{\text{DA Dch}(st,k,t)} + P_{\text{DA Ch}(st,k,t)} \right) = P_{\text{AS req}(k,t)}$$

$$∀t \in \{1, \ldots, T\}; ∀k = 1$$

where $P_{\text{AS req}(k,t)}$ is the reserve service requirement. The limits for the reserve requirements are constrained by

$$P_{\text{Min}(k,t)} \leq P_{\text{AS req}(k,t)} \leq P_{\text{Max}(k,t)}; ∀t \in \{1, \ldots, T\}; ∀k \{2,3,4\}$$

### 3.2. Intraday Model

The formulation of the intraday (hour-ahead) model is based on the first stage. The optimization process is performed every hour based on the new generation and demand forecast. During the optimization process is analysed the power imbalance on the system, where the resource limits are updated taking into account the sign of system imbalance (overproduction or underproduction) Figure 2.

In case of excess of generation (overproduction), the resources limits can be between the minimum and the scheduled value in first stage (day-ahead scheduling) obtained for the generation resources. On the other hand, when there is lack of generation, the generation resource limits are between the value obtained in the first stage and its maximum available power.
3.3. Real-Time Model

The real-time optimization is performed every five minutes for the entire time-horizon, considering the intraday scheduling and the forecast every 5 min. The optimization process analyzes the system imbalance where previous scheduled AS are used to balance the system. Thus, the real-time simulation model is slightly different from the model used in the first and second stage. Most of the equations remain the same, but with the introduction of different time dimension. The formulation is adapted to consider a simulation every five minutes in each hour, where the objective function is defined as

$$\text{Minimize } f = F_{E(m,t)} + \sum_{k=1}^{4} F_{AS(k,m,t)}, \quad \forall t \in \{1, \ldots, T\}; \forall m \{1, \ldots, N_M\} \quad (39)$$

In this model, ancillary services are applied taking into account its hierarchy and the system imbalance. Thus, some constraints are added to the model depending on the system imbalance. In case of overproduction, downward reserve services are activated and DG variables are redefined as

$$p_{DG}^{RT}(dg,m,t) \geq \sum_{k=5}^{N_K} p_{\text{Min};RT}^{DG(k,m,t)} - p_{DG}^{RT}(DG,kr,m,t)$$

$$\begin{cases}
0 \leq p_{\text{Min};RT}^{DG(dg,k,m,t)} \leq p_{DG}^{RT}(dg,k,m,t), & k = 5 \\
0 \leq p_{RT}^{DG(dg,k,m,t)} \times X_{AS,down(m,t)} \leq p_{DG}^{RT}(dg,k,m,t), & k = 1 \\
p_{RT}^{DG(dg,k,m,t)} \leq p_{DG}^{RT}(dg,k,m,t), & k = 1
\end{cases} \quad (40)$$

where $p_{DG}^{RT}(dg,m,t)$ is the final energy scheduled in the simulation and used in the power flow, while $X_{AS,down(m,t)}$ is a binary variable to activate downward reserve service. This principle is applied for the remaining type of resources. On the other hand, when there is underproduction, upward reserve services are activated and DG resources are modeled as
where $X_{AS,\text{up}(m,t)}$ is the binary variable to activate upward reserve services. Following the same concept, DR resources are available to provide upward reserve services by decreasing the consumption.

\[
p_{\text{RT,}DG(dg,m,t)} \leq \sum_{k=1}^{N_k} p_{\text{Max,}RT}^{DG(dg,k,m,t)} + \sum_{k=2}^{4} p_{\text{ID,}DG(dg,k,m,t)}
\]

\[
\begin{align*}
&\quad \leq p_{\text{Max,}RT}^{DG(dg,k,m,t)} \leq p_{\text{Max,}ID}^{DG(dg,k,t)}, k = 5 \\
&0 \leq p_{\text{ID,}DG(dg,k,m,t)} \times X_{AS,\text{up}(m,t)} \leq p_{\text{ID,}DG(dg,k,t)}, k \in \{2, 3, 4\} \\
&\forall t \in \{1, \ldots, T\}; \forall dg\{1, \ldots, N_{DG}\}; \forall m\{1, \ldots, N_{M}\}
\end{align*}
\]

Non-simultaneity between the activation of upward and downward reserve services is assumed as

\[
X_{AS,\text{down}(m,t)} + X_{AS,\text{up}(m,t)} \leq 1, \quad \forall t \in \{1, \ldots, T\}; \forall m\{1, \ldots, N_{M}\}
\]

4. Case Study

In this section, a case study is used to illustrate the main features of the proposed model and its consistent behaviour. Furthermore, this case study shows the appropriate performance and the practical relevance of the proposed model. The effectiveness of this model is validated comparing the outcomes of each stage of the model. The mixed integer nonlinear programming (MINLP) model described in the previous section is solved using the discrete and continuous optimizer (DICOPT) [37] under the general algebraic modeling system (GAMS) [38] on an Intel Zeon W5450 processor, with eight cores clocking at 3.0 GHz and 12 GB of RAM.

4.1. Case Characterization

A 33-bus distribution network is used as a test case considering a projection scenario of high penetration of distributed energy resources in 2040 [25], as shown in Figure 3. The network includes 66 DG units with different generation technologies, namely 32 PV systems, 15 CHP, 8 fuel cell systems, 5 wind turbines, 3 biomass plants, 2 small hydro, and 1 waste-to-energy. In addition, there are 7 ESSs and 2000 EVs able to charge and discharge energy.

\[\text{Figure 3. Thirty-three-bus network configuration (reprint with permission [25]; 2012, Elsevier).}\]
One large scale wind farm is connected at bus 1. “Take-or-pay” contracts between the VPP and photovoltaic and wind units are considered. The network is connected to the transmission system through the bus 0, being connected at this point 10 external suppliers. There are 218 consumers distributed by the 32 buses throughout the network. DR programs (reduce and curtailment) are considered at each bus and not directly by each consumer. Technical data concerning network characteristics are the same used in [25]. Table 1 presents an overview of the data for energy bids for each type of resource in the system. In terms of storage devices (ESSs and EVs), the degradation cost has been incorporated in the price of discharge, considering a cost of 0.03 m.u./kWh based on the study in [39].

Table 1. Energy resources data.

| Energy Resources   | Availability (kW) Min–Max | Prices (m.u./kWh) |
|--------------------|---------------------------|------------------|
| Biomass            | 0–375                     | 0.09             |
| CHP                | 0–1150                    | 0.06             |
| Fuel cell          | 0–210                     | 0.09             |
| Small hydro        | 0–70                      | 0.07             |
| Photovoltaic       | 0–837                     | 0.20             |
| Waste-to-energy    | 0–10                      | 0.10             |
| Small wind         | 182–891                   | 0.15             |
| Large wind         | 2000–5000                 | 0.07             |
| External supplier  | 0–6200                    | 0.06–0.15        |
| Storage            |                           |                  |
| Charge             | 0–1050                    | 0.09–0.16        |
| Discharge          | 0–700                     | 0.11–0.18        |
| Charge             | 0–6305                    | 0.09–0.16        |
| Electric vehicle   |                           |                  |
| Charge             | 0–6616                    | 0.20             |
| Discharge          | 0–1731                    | 0.150–0.160      |
| Cut                | 0–831                     | 0.160            |
| Consumers demand   | 4251–7451                 | 0.14             |

The resources bids for all AS change throughout the 24-h period. Thus, each resource bid for reserve participation take into account the resource owns strategy. It is assumed that bids for all reserve services are based on the energy bids. Table 2 presents the reserve bids for each of the resources. As referred before, this paper considers one RD service, and three RU services, i.e., RU level 1, 2 and 3. The hierarchy of these RU services is first to dispatch RU level 1 (RU_1), RU level 2 (RU_2) and RU level 3 (RU_3).

Table 2. Resources data for all reserve services.

| Energy Resources | Power (kW) | Price (m.u./kWh) |
|------------------|------------|------------------|
|                  | [RD, RU_1] | [RU_2, RU_3]     |
| Biomass          | 0–18.8     | 0–26.3           |
| CHP              | 0–57.5     | 0–80.5           |
| Fuel cell        | 0–10.5     | 0–14.7           |
| Small hydro      | 0–3.5      | 0–4.9            |
| Photovoltaic     | 0–41.9     | 0–58.6           |
| Waste-to-energy  | 0–0.5      | 0–0.7            |
| Small wind       | 9.1–44.6   | 12.7–62.4        |
| Large wind       | 100–250    | 140–350          |
| External supplier| 0–310      | 0–434            |
| Storage          | Charge     | 0–1050           |
|                  | Discharge  | 0–700            |
| Demand response  | Red        | 0–173.1          |
|                  | Cut        | 0–41.6           |

The resources bids for all AS change throughout the 24-h period. Thus, each resource bid for reserve participation take into account the resource owns strategy. It is assumed that bids for all reserve services are based on the energy bids. Table 2 presents the reserve bids for each of the resources. As referred before, this paper considers one RD service, and three RU services, i.e., RU level 1, 2 and 3. The hierarchy of these RU services is first to dispatch RU level 1 (RU_1), RU level 2 (RU_2) and RU level 3 (RU_3).

Table 2. Resources data for all reserve services.

| Energy Resources | Power (kW) | Price (m.u./kWh) |
|------------------|------------|------------------|
|                  | [RD, RU_1] | [RU_2, RU_3]     |
| Biomass          | 0–18.8     | 0–26.3           |
| CHP              | 0–57.5     | 0–80.5           |
| Fuel cell        | 0–10.5     | 0–14.7           |
| Small hydro      | 0–3.5      | 0–4.9            |
| Photovoltaic     | 0–41.9     | 0–58.6           |
| Waste-to-energy  | 0–0.5      | 0–0.7            |
| Small wind       | 9.1–44.6   | 12.7–62.4        |
| Large wind       | 100–250    | 140–350          |
| External supplier| 0–310      | 0–434            |
| Storage          | Charge     | 0–1050           |
|                  | Discharge  | 0–700            |
| Demand response  | Red        | 0–173.1          |
|                  | Cut        | 0–41.6           |
The reserve requirements for each scheduling stage are established according the forecast load for that stage. For RD and RU_1 the requirement is settled as 5% of the expected load, while 7% of the expected load is settled to RU_2 and RU_3.

4.2. Results

This section shows the results of the developed model under three different scheduling stages, day-ahead, intraday (hour-ahead) and real-time. The energy scheduling for day-ahead, hour-ahead and real-time is shown in Figure 4. One can see that the developed model performs the optimization concerning the generation and demand forecast in each stage (day-ahead, hour-ahead and real-time), as well as the power balance between previous and current stage. i.e., in the hour-ahead stage, it is made adjustments on the resources operating point (day-ahead scheduling results) following updated generation and demand forecasts of the hour-ahead stage.

![Figure 4. Energy scheduling at day-ahead, hour-ahead and real-time stages.](image)

The day-ahead scheduling for each type of reserve is illustrated in Figure 5. The reserve services levels depend on the expected load for the day-ahead stage. It is assumed that the RD service is related to the overproduction in the system, thereby the need for decrease the generation, which is represented with negative values on Figure 5. In contrast, RU_1, RU_2 and RU_3 are represented with positive values, since these services are needed for increase the generation.

![Figure 5. Reserve capacity scheduling at day-ahead stage.](image)
The reserve scheduling at hour-ahead (intraday) stage is depicted by Figure 6. The reserve scheduling for hour-ahead is different of the day-ahead stage, since the reserve power requirements takes into account the level of expected demand on the hour-ahead stage. Additionally, the reserve rescheduling is performed in the best economic way (minimizing the cost) adapting the requirements of the system, as well as the available resources as needed.

![Figure 6. Reserve capacity rescheduling at hour-ahead stage.](image)

During the real-time stage, ancillary services are used to correct the imbalance that occurs in the system. At this stage, the resources deliver the power scheduled by the VPP according to the energy and reserve scheduling in the previous stage. Thus, the reserve power capacity required to balance the system is deployed in this stage. Figure 7 shows the scheduling of each type of reserve needed to balance the system. Analysing this figure, most of the periods require a need for upward reserve services, meaning more generation has been scheduled. Only a few periods used downward reserve, because the real-time demand reached a value lower to the one forecasted in intra-day. Thus, the most expensive generation resources have been reduced for matching with the real-time demand power.

![Figure 7. Reserve services used to balance the system in real-time.](image)

The participation of each type of resource on energy and reserve for hour 10 is shown in Tables 3 and 4. One can see that the resources scheduling changed in each stage, e.g., storage units only participate in the real-time. It is noteworthy, that the power losses in hour-ahead and real-time
are lower than the day-ahead stage. This is due to the time to delivery of energy is closer, thereby forecast are more accurate allowing an improvement on the power losses. The increasing use of DER, especially ESSs, can also reduce the losses, since these resources are closer to the demand comparing to external suppliers.

Table 3. Energy and reserve scheduling on hour 10 for day-ahead and hour-ahead stage.

| Energy Resources | Day-Ahead (MW) | Hour-Ahead (MW) |
|------------------|----------------|-----------------|
|                  | Energy         | RD RU_1 RU_2 RU_3 | Energy         | RD RU_1 RU_2 RU_3 |
| Biomass          | 0.304 0.019 0.019 0.026 0.026 0.338 0.019 0 0.011 0.026 | | |
| CHP              | 0.952 0.058 0.058 0.081 0.081 0.951 0.058 0.038 0.080 0.081 | | |
| Fuel cell        | 0.077 0.011 0.002 0.001 0.006 0.210 0.011 0 0 0 | | |
| Small hydro      | 0.057 0.004 0.004 0.005 0.005 0.057 0.004 0.004 0.005 0.005 | | |
| Photovoltaic     | 0.180 0 0 0 0 0.144 0 0 0 0 | | |
| Waste-to-energy  | 0.008 0.001 0.001 0.001 0.001 0.009 0.001 0 0 0.001 | | |
| Small wind       | 0.182 0 0 0 0 0.146 0 0 0 0 | | |
| Large wind       | 4.500 0 0 0 0 1.350 0 0 0 0 | | |
| External supplier| 2.450 0.246 0.190 0.358 0.267 3.534 0.236 0.193 0.266 0.266 | | |
| Storage Charge   | 0 0 0 0 0 0 0 0 0 0 | | |
| Storage Discharge| 0 0 0 0 0 0 0 0 0 0 | | |
| Electric vehicles (EV) Charge | 1.771 - - - - 1.771 - - - - | | |
| Electric vehicles (EV) Discharge | 0 - - - - 0 - - - - | | |
| Demand Red       | 0.123 0 0.064 0 0.086 1.331 0 0.092 0.096 0.079 | | |
| Demand Cut       | 0 0 0 0 0 0.368 0 0 0 0 | | |
| Consumers demand | 6.740 0 0 0 0 6.537 0 0 0 0 | | |
| Power losses     | 0.3018 0.042 0.042 0 0 0 0 0 0 0 | | |
| AS requirement   | - 0.337 0.337 0.472 0.472 - 0.327 0.327 0.458 0.458 | | |

Table 4. Energy and reserve scheduling on hour 10 in real-time stage.

| Energy Resources | Real-Time (MW) |
|------------------|-----------------|
|                  | Energy          | RD RU_1 RU_2 RU_3 |
| Biomass          | 0.338           | 0 0 0.011 0.026 | |
| CHP              | 0.951           | 0 0.014 0.078 0.078 | |
| Fuel cell        | 0.210           | 0 0 0 0 | |
| Small hydro      | 0.057           | 0 0.004 0.005 0.005 | |
| Photovoltaic     | 0.229           | 0 0 0 0 | |
| Waste-to-energy  | 0.009           | 0 0 0 0.001 | |
| Small wind       | 0.147           | 0 0 0 0 | |
| Large wind       | 1.566           | 0 0 0 0 | |
| External supplier| 3.478           | 0 0.178 0.266 0.266 | |
| Storage Charge   | 0.042           | 0 0.042 0 0 | |
| Storage Discharge| 0 0 0 0 0 | | |
| EV Charge        | 1.771           | - - - - | |
| EV Discharge     | 0 0 0 0 0 | | |
| DR Red           | 1.354           | 0 0.092 0.092 0.079 | |
| DR Cut           | 0.187           | 0 0 0 0 | |
| Consumers demand | 6.577           | 0 0 0 0 | |
| Power losses     | 0.137           | | |
| AS requirement   | - 0 0.329 0.460 0.460 | | |

5. Conclusions

The continuous large-scale penetration of distributed energy resources in electric power systems will lead to further integration of new operational and management schemes and tools for a proper operation and balance of the power system. DERs will be useful not only to participate in the energy market but also to contribute in the AS required by system operators to balance the system. For that purpose, aggregators and distributed system operators will eventually develop tools for joint optimization of energy and reserve services considering different time-horizons.

The main motivation behind this work was to formulate and to develop a tool able for simulating DER management under participation in energy and reserve services during day-ahead, hour-ahead...
and real-time stages of power system operation. DER participation in frequency control services, namely downward and upward reserve, were considered. These services help the VPP to balance the system. The participation of DERs in different services will help the network operators to manage the electric system under a scenario with very high penetration of renewable resources. This new paradigm represents an opportunity to the producers but also to the operators, because they can use resources with different characteristics and distributed in all network levels.

The simulation results show that the rescheduling of energy resources over the time-horizons ensures a proper operation of the power system. On one hand, the rescheduling of energy and reserve at hour-ahead stage allows the VPP to adjust the production considering the uncertainty of the resources and demand forecasts. In addition, the use of reserve to balance the system in real-time mitigates the energy deviations from hour-ahead to real-time stage. On the other hand, the use of better forecast at upstream stages could result in fewer adjustments on energy and reserve scheduling, thereby reducing the operation costs for the VPP.

Besides the main message, this work allows us to draw several conclusions. The most significant conclusions reflect that (i) most of the balance needs requires upward reserve services; (ii) energy and reserve scheduling strongly depends on uncertain generation and demand forecast; and (iii) good computer performance for simulation of large-scale management of distributed energy resources has been achieved.

Future work will focus on improving distinct factors of the developed tool. On one hand, stochastic programming may be used for dealing with uncertainty of the intermittent resources, such as wind, photovoltaic and EVs. On the other hand, the participation of DERs may be integrated in voltage control services to improve the power system reliability. In addition, different market structures considering additional constraints for DERs can be addressed. The inclusion of EVs in reserve participation is another point of interest. Finally, constrained and meshed distribution grids with high penetration of DERs can be tested and validated.
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Nomenclature

The main notation used throughout the paper is stated next for quick reference. Other symbols are defined as required.

| Parameters | Description |
|------------|-------------|
| $\Delta t$ | Elementary period $t$ duration (e.g., 15 min (0.25), 30 min (0.50)) |
| $\eta_c$ | Grid-to-Vehicle efficiency |
| $\eta_d$ | Vehicle-to-Grid efficiency |
| $B$ | Imaginary part in admittance matrix (S) |
| $C$ | Resource cost in period $t$ (m.u./kWh) |
| $E$ | Stored energy in the battery of vehicle at the end of period $t$ (kWh) |
| $E_{\text{Initial}}$ | Energy stored in the battery of vehicle at the beginning of period $1$ (kWh) |
$E_{\text{Trip}}$ Energy consumption in the battery during a trip that occurs in period $t$ (kWh)

$G$ Real part in admittance matrix (S)

$N$ Total number of resources

$S$ Maximum apparent power (kVA)

$T$ Total number of periods

$TL$ Set of lines connected to a certain bus

$\mathbb{U}$ Voltage in polar form (V)

$W$ Penalization cost (m.u./kWh)

$y$ Series admittance of line that connect two buses (S)

$y_{\text{sh}}$ Shunt admittance of line that connect two buses (S)

**Variables**

$\theta$ Voltage angle

$P$ Active power (kW)

$Q$ Reactive power (kVar)

$R_{LX_D}$ Relaxation variable for downward reserve (kW)

$R_{LX_U}$ Relaxation variable for upward reserve (kW)

$V$ Voltage magnitude (V)

$X$ Binary variable

**Indexes**

$AS_{\text{down}}$ Downward reserve service

$AS_{\text{req}}$ Power requirement for the AS

$AS_{\text{up}}$ Upward reserve service

$Bat\text{Max}$ Battery energy capacity

$Bat\text{Min}$ Minimum stored energy to be guaranteed at the end of period $t$

$Bus$ Bus

$Ch$ Charge process

$DA$ Day-ahead stage

$Dch$ Discharge process

$Deg$ Battery degradation

$DG$ Distributed generation unit

$DG\text{Forecast}$ Forecast power of distributed generation unit in period $t$

$DR_A$ Demand response program for loads with continuous regulation

$DR_B$ Demand response program for loads with discrete regulation (on/off)

$EV$ Electric vehicle

$GCP$ Generation curtailment power

$i, j$ Bus $i$ and Bus $j$

$ID$ Intraday stage

$L$ Load

$M$ Periods in the real-time stage

$Max$ Upper bound limit

$Min$ Lower bound limit

$NSD$ Non-supplied demand

$RT$ Real-time stage

$ST$ Storage unit

$Stored_{RD}$ Stored energy in the battery of the vehicle for the energy and RD services

$Stored_{RU}$ Stored energy in the battery of the vehicle for the energy, RU, SP and NS services

$SU$ External supplier

$TL$ Line

$Total_{Max}$ Total maximum limit for the resources considering the energy, RU, SP and NS services

$Total_{Min}$ Total minimum limit for the resources considering the energy and RD services
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