Abstract—This paper proposes a general framework for internal patch-based image restoration based on conditional random fields (CRF). Unlike related models based on Markov random fields (MRF), our approach explicitly formulates the posterior distribution for the entire image. The potential functions are taken as proportional to the product of a likelihood and prior for each patch. By assuming identical parameters for similar patches, our approach can be classified as a model-based non-local method. For the prior term in the potential function of the CRF model, multivariate Gaussians and multivariate scale-mixture of Gaussians are considered, with the latter being a novel prior for image patches. Our results show that the proposed approach outperforms methods based on Gaussian mixture models for image denoising and state-of-the-art methods for image interpolation/inpainting.

I. INTRODUCTION

Restoring images from degraded versions thereof (e.g., noisy or blurred) is one of the fundamental and classical image processing problems, with a long history and countless applications. In recent years, several state-of-the-art image restoration methods have been proposed by exploiting the patch-based paradigm. In most of those methods, the image is decomposed into small overlapping blocks, the patches, which are processed (e.g., denoised) with the help of other patches in the observed image itself (internal methods) or of a set of external clean patches (external methods) or a combination of both, finally, the processed patches are returned to their original location in the image, with the multiple estimates of overlapping pixels being somehow combined (typically averaged) to yield the whole restored image.

In many approaches, the patch estimates are treated independently and are averaged (possibly in a weighted fashion) to construct the entire image estimate. Other authors consider the whole image model in their algorithms, which often (implicitly or explicitly) implies a way to combine the overlapping patch estimates. The field of experts (FoE) is a patch-based probabilistic model for the entire image, which can be seen as Markov random field (MRF) where the patches are the cliques and the potential functions are modeled using a product of experts (PoE). The EPLL (expected patch log-likelihood) method also corresponds to a prior for the entire image that takes the form of a PoE (sum of log-potentials). Both the FoE and EPLL methods are usually applied as external restoration algorithms, meaning that the corresponding priors/models are learned from an external dataset of clean patches of natural images.

A common assumption of probabilistic patch-based models/priors is that each patch is independently drawn from a multivariate probability distribution. The distributions proposed so far in the context of image restoration have been essentially limited to Gaussian mixture models (GMM), Gaussian scale mixtures (GSM), or a set of multivariate normal distributions in which each of them is assumed to describe a set of similar patches. An important feature of GMM or Gaussian priors is that the minimum mean square error (MMSE) patch estimates can be obtained in closed form. Although non-Bayesian methods have also been proposed (namely by exploiting the low-rank property of a stack of similar patches), probabilistic methods have some important advantages. Namely, they can be easily used in internal, external, or hybrid mode, allowing, for example, to learn class-specific models. GMMs have been recently used to learn a combined internal and external prior. Some researchers have shown that natural image patches follow distributions with tails that are heavier than those of Gaussian densities; however, those models raise computational difficulties when used as priors to obtain Bayesian patch estimates. Recently, an importance sampling approach has been proposed to approximate MMSE estimation without any Gaussianity assumption.

The probabilistic methods described above (namely those based on PoE, EPLL, or GMM) follow a generative approach: they are based on models of the underlying clean image (i.e., priors, in Bayesian terms), which are then combined with an observation model (e.g., the additive contamination with Gaussian noise) to yield a posterior with which inference can be carried out, i.e., image estimates can be obtained. The non-generative alternative to probabilistic inference is based on directly modeling and using the posterior probability density of the unknown image, given the observations; a well-known instance of this approach uses the so-called conditional random fields (CRF), introduced by Lafferty et al. CRF models have been widely used in many applications, namely in image analysis and computer vision, language processing, and bioinformatics, to mention only a few well-known examples.

In this paper, we propose a general patch-based framework for image restoration using CRF models. Our method offers a posterior probability density function for the entire image, rather than considering independent patches followed by av-
eraging to reconstruct the whole image. More specifically, we propose a new generic framework based on the modeling of the entire image posterior distribution using a CRF model, where the cliques are the image patches. The experimental results reported in the paper show that our method outperforms the state-of-the-art in image inpainting and achieves competitive results in image denoising.

In the following sections, first, the basics of CRF model is briefly mentioned, then, our proposed framework for image restoration is described. Two patch priors which are integrated to our model is, then, discussed in details. Finally, the results of our proposed method compared to other methods are reported.

II. BASIC TOOLS AND RELATED METHODS

Consider an undirected graph \( G = (V, E) \) with a finite set \( V \) of nodes and a set \( E \subseteq V \times V \) of edges. Let \( C \subseteq 2^V \) be the set of (maximal) cliques. A collection of random variables \( X = (X_v)_{v \in V} \), indexed by the elements of \( V \), constitutes a Markov random field (MRF) with respect to \( G \) if the joint probability (density or mass) function can be written as

\[
p(x) = \frac{1}{Z(\theta)} \prod_{C \in C} \phi_C(x_C|\Theta_C),
\]

where \( x \) denotes a particular configuration of \( X \). \( x_C \) is the subset of elements of \( x \) in clique \( C \), each function \( \phi_C \) is called the potential of clique \( C \) and has parameters \( \Theta_C \) (with \( \Theta \) denoting the full set of parameters of all the cliques), and \( Z(\theta) \) is the normalization constant, often called partition function [14]. Following the seminal work of Geman and Geman [10], MRF models have been widely used in many areas, specially in computer vision, and image analysis/processing, usually as priors to be combined with an observation model to obtain Bayesian approaches to problems such as image restoration or segmentation.

The field of experts (FoE) model introduced by Roth et al is a particular type of MRF model/prior for image pixels [28], where each clique is a local patch of the image to be restored, and the clique potentials all have the same form and are themselves products of non-negative functions, the so-called products of experts (PoE),

\[
\phi_C(x_C|\Theta_C) = \prod_j \psi_j(J_j^T x_C, \Theta_j)
\]

where \( x_C \) is the vector holding all the pixels of clique/patch \( C \) and \( J_j \) is the filter corresponding to the \( j \)-th expert in the PoE.

The EPLL (expected patch log-likelihood [40]) formulation, although not originally introduced as a prior, does correspond to a prior with the form

\[
p(x) = \prod_{i=1}^m p(R_i x, \Theta),
\]

where \( R_i \) is a binary matrix that extracts the \( i \)-th patch from the image \( x \), and \( p \) is some probability function. Clearly, [4]

\[\text{[1]} \]

is an instance of [1], where each patch \( R_i x \) is a clique and \( \phi_C = p \), for all the cliques. Although the clique potentials in [1] do not have to be (in general, are not) probability functions, this is a valid choice. Letting \( p \) be a GMM has been shown to yield very good denoising results [40]. A variant of the EPLL which uses a sparse representation of each patch on a learned dictionary has also been proposed [31]. Although for some choices of \( p \), such as a Gaussian, the EPLL prior in [1] can be written as an FoE, for many other choices, namely GMM (as used in [40]), this is not the case.

Conditional random field (CRF) models are similar to MRF models [16], [17], [32], but the MRF construction is used to directly write the posterior probability (density of mass) function of the random variables to be estimated \( X \), given the observations \( y \), rather than a prior. With the same definitions as in the previous paragraphs, a CRF has the form

\[
p(x|y) = \frac{1}{Z(\Theta, y)} \prod_{C \in C} \phi_C(x_C|y, \Theta_C).
\]

Tappen et al [34] proposed an image denoising method based on a Gaussian CRF (GCRF). The potential function has an especial form in this case, which depends on a collection of convolution kernels learned from an external dataset of clean images. Using this type of potential function in other image restoration problems is not straightforward.

The methods just described are all external, in the sense that the corresponding parameters \( \Theta \) are learned from an external dataset of clean images (or patches) and they only use one global prior distribution to model all the patches in the image to be estimated.

III. PROPOSED FORMULATION

A. Estimation Criterion

As mentioned above, our proposal is to use a CRF formulation, *i.e.*, to directly model the posterior \( p(x|y) \), rather than a prior \( p(x) \). More specifically, the posterior takes the form

\[
p(x|y) = \frac{1}{Z(\Theta, y)} \prod_{i=1}^m \phi(R_i x|y, \Theta_i),
\]

where \( R_i \) is a binary matrix that extracts the \( i \)-th patch from the image \( x \) and \( p(\cdot|y) \) is a patch-wise multivariate conditional probability density function. Notice that this is different from standard FoE or EPLL formulations, because we are directly specifying the posterior, rather than a prior. Unlike in the EPLL and FoE formulations, the parameters \( \Theta_i \) of these conditional probability functions are not the same for all patches, this being the reason why we explicitly include them in the notation.

In denoising and inpainting problems, it is natural to assume that the pixels in each clean patch are conditionally independent from the observed pixels outside that patch, given the observations in the patch; formally, this means that

\[\phi(R_i x|y, \Theta_i) = \phi(R_i x|y, \Theta_i).\]

For deblurring problems, dependency exists with respect to a larger window around the clean patch, denoted as \( Q_i y \). In the sequel, we will denote
B. Instantiating the Model

To instantiate the model, we need to define the form of the posterior potential functions \( \phi(R_i|x_i|y_i, \theta_i) \), which, to keep the notation simple, we will denote as \( \phi(x_i|y_i, \theta_i) \), i.e., \( x_i \) denotes the \( i \)-th patch of \( x \). Our proposal is to let \( \phi(x_i|y_i, \theta_i) \) have the same form as if we were estimating it alone from the corresponding observations \( y_i \), under some prior \( p(x_i|\theta_i) \). That is, we write

\[
\phi(x_i|y_i) = p(y_i|x_i)p(x_i|\theta_i),
\]

which, plugged back into (5), and after taking logarithms, leads to

\[
\hat{x} = \arg \max_x \sum_{i=1}^m \left( \log p(y_i|R_i|x) + \log p(R_i|x|\theta) \right).
\]

Our choice of potential function in (6), unlike (34), readily allows extension to general image restoration problems.

Here, we consider only the classical linear-Gaussian observation model, where the observed image results from a linear operator applied to the original one, followed by the addition of white Gaussian noise of variance \( \sigma^2 \). In this case, (7) can be written as

\[
\hat{x} = \arg \max_x \sum_{i=1}^m \left( \|y_i - H_iR_i|x\|^2 - 2\sigma^2 \log p(R_i|x|\theta) \right).
\]

Notice that, in the case of denoising, \( H_i = I \). For inpainting problems, each \( H_i \) is a binary diagonal matrix, with the zeros in the diagonal corresponding to the pixels lost in that particular patch.

Below, we will address different choices of prior \( p(\cdot|\theta) \) and how to estimate the corresponding parameters. Before that, we will consider the problem of solving the optimization problem \( \hat{x} \), assuming that this prior is known.

C. Split-and-Penalize

1) General Case: In order to solve the minimization problem in (8), we use the split-and-penalize approach (also known as half quadratic splitting [40]); i.e., we consider the equivalent constrained problem

\[
\min_{x,z,q} \sum_{i=1}^m \left( \|y_i - q_i\|^2_{2\sigma^2} - \log p(z_i; \theta_i) \right)
\]

subject to

\[
z_i = R_ix, \quad i = 1, \ldots, m
\]

\[
q_i = H_i z_i, \quad i = 1, \ldots, m,
\]

and add penalty terms

\[
\min_{x,z,q} \sum_{i=1}^m \left( \frac{\|y_i - q_i\|^2_{2\sigma^2}}{2\sigma^2} - \log p(z_i; \theta_i) + \frac{\lambda}{2} \|R_i x - z_i\|^2 \right) + \frac{\rho}{2} \|H_i z_i - q_i\|^2,
\]

where \( \lambda \geq 0 \) and \( \rho \geq 0 \) are the so-called penalty parameters [1].

The key observation is that problem (10), as both \( \lambda \) and \( \rho \) approach infinity, becomes equivalent to (9). This suggests that a natural approach is to use a block-coordinate descent algorithm (i.e., minimizing (10) in turn with respect to \( x, z \), and \( q \) while keeping the other two at their current values), while increasing \( \lambda \) and \( \rho \).

Solving (10) with respect to the \( q_i \)’s, with the other variables fixed, leads to \( m \) independent problems

\[
q_i = \frac{\|y_i - q_i\|^2_{2\sigma^2}}{2\sigma^2} + \frac{\lambda}{2} \|R_i x - z_i\|^2 + \frac{\rho}{2} \|H_i z_i - q_i\|^2,
\]

for \( i = 1, \ldots, m \), which have simple closed-form solutions

\[
q_i = \frac{\|y_i - \|z_i\|^2_{2\sigma^2}}{1 + \sigma^2 \rho}, \quad \text{for } i = 1, \ldots, m.
\]

Solving (10) with respect to \( x \), while the other variables are kept fixed, leads to the solution

\[
x = \left( \sum_{i=1}^m R_i^T R_i \right)^{-1} \sum_{i=1}^m R_i^T z_i;
\]

from the image point of view, this corresponds to returning each \( z_i \) (which has the size of a patch) to the position of the \( i \)-th patch in the image, averaging overlapping entries [40].

Finally, solving with respect to the \( z_i \)’s depends on the prior adopted, but is separable across the \( z_i \). These optimization problems can be written compactly as

\[
z_i = \arg \max_{z_i} \min_{x} \left( \frac{\|y_i - z_i\|^2_{2\sigma^2}}{2\sigma^2} - \log p(z_i; \theta_i) + \frac{\lambda}{2} \|R_i x - z_i\|^2 + \frac{\rho}{2} \|H_i z_i - q_i\|^2, \right.
\]

for \( i = 1, \ldots, m \). Addressing these optimization problems will be deferred to the next subsection, since it depends on the choice of the prior.

2) Denoising Case: In the case of denoising problems, \( H_i = I \), which implies that the problem formulation can be simplified. Instead of (9), we only need to consider

\[
\min_{x,z} \sum_{i=1}^m \left( \frac{\|y_i - z_i\|^2_{2\sigma^2}}{2\sigma^2} - \log p(z_i; \theta_i) + \frac{\lambda}{2} \|R_i x - z_i\|^2 \right)
\]

subject to

\[
z_i = R_ix, \quad i = 1, \ldots, m
\]

and the corresponding penalized unconstrained problem becomes

\[
\min_{x,z} \sum_{i=1}^m \left( \frac{\|y_i - z_i\|^2_{2\sigma^2}}{2\sigma^2} - \log p(z_i; \theta_i) + \frac{\lambda}{2} \|R_i x - z_i\|^2 \right).
\]

The update equation for \( x \) is still (13), variables \( q_i \) do not exist, and the update of the \( z_i \)’s is done by minimizing (15) with respect to these variables, which can be done independently for each one of them.

IV. PATCH PRIORS

In this paper, we consider two types of patch priors: Gaussian and scale-mixture of Gaussians. We show how these choices reflect on the steps of the algorithm outlined above, and present the proposed strategy for estimating the corresponding parameters, yielding the final complete algorithms.
A. Gaussian Priors

1) Updating \( z_i \): We begin by assuming that the parameters \( \theta_i \) are known; later we will describe the approach herein proposed to estimate these parameters. By adopting a Gaussian prior for each patch \( i \), with mean \( \mu_i \) and covariance \( C_i \), we have

\[
- \log p(z_i; \theta_i) = \frac{1}{2} (z_i - \mu_i)^T C_i^{-1} (z_i - \mu_i) + c,
\]

where \( \theta_i = (\mu_i, C_i) \) and \( c \) is a constant. In this case, (14) has a simple closed-form solution

\[
z_i^{\text{new}} = \left( C_i^{-1} + \lambda I + \rho H_i^T H_i \right)^{-1} \left( C_i^{-1} \mu_i + \lambda R_i x + \rho H_i^T q_i \right),
\]

for \( i = 1, \ldots, m \). For the image denoising case, this step is slightly different, as it corresponds to solving (16) with respect to each \( z_i \), which leads to

\[
z_i^{\text{new}} = \left( C_i^{-1} + (\lambda + (1/\sigma^2)) I \right)^{-1} \left( C_i^{-1} \mu_i + \lambda R_i x + y_i / \sigma^2 \right).
\]

2) Parameter Update: In all related methods based on MRF and CRF discussed in Section II, the parameters of the potential functions are learned using the external dataset of clean images. However, in our proposed method, the parameter of an external dataset is not assumed as it is the case in many applications. We assume that similar patches share similar parameters. This assumption is used in many patch-based image restoration methods based on collaborative filtering. Three related examples are piece-wise linear estimator (PLE) \cite{38}, linear estimator with neighborhood clustering (LINC) \cite{23} and non-local Bayes (NL-Bayes) \cite{18}, which assume that similar patches are described by a common multivariate Gaussian distribution. Here, we aim to obtain the parameters for \( z_i \)’s which are actually image patches before averaging in (14). The procedure of selection of similar patches \( z_i \) in our method is similar to the clustering in the BM3D algorithm, and will be discussed in details in implementation section.

For now, assume a set of similar patches denoted by \( I_c \) is available at hand. Following the block coordinate descent algorithm in our method, the parameters are estimated using the same procedure. Keeping \( z_i \)’s fixed, (16) is solved with the respect to \( \theta_i \) based on the constraint of the same covariance matrix for similar patches. This corresponds to the Maximum Likelihood estimation which leads to the sample mean and the sample covariance matrix i.e. for patch \( i \in I_c \)

\[
\hat{\mu}_i = \frac{1}{n} \sum_{x \in I_c} z_i, \quad \hat{C}_i = \frac{1}{n} \sum_{x \in I_c} (z_i - \hat{\mu}_i)(z_i - \hat{\mu}_i)^T.
\]

B. Gaussian Scale Mixture Prior

Some research \cite{4}, \cite{11} has shown that the patch statistics follow higher kurtosis (heaver tails and higher peaks) distributions compared to Gaussian. However, due to difficulty of obtaining estimates using these priors, the patch priors have been mostly limited to multivariate Gaussians or GMM. In this section, we consider Gaussian scale mixture (GSM) priors, which generalize the multivariate Gaussian and can be adapted to model higher kurtosis distributions.

1) Updating \( z_i \): The random variable follows a GSM distribution if it can be written as a product of two independent random variables as

\[
z = \sqrt{v} \, u,
\]

where \( u \) follows multivariate Gaussian, and \( v \in \mathbb{R}_+ \) is a non-negative random variable, which is independent of \( u \). A GSM has the important property that the conditional distribution of \( z \) given \( v \) is simply a multivariate Gaussian with the mean \( \sqrt{v} \mu_u \) and covariance \( v \Sigma \), where \( \mu_u \) and \( \Sigma \) are the mean and covariance of \( u \), respectively.

Let us return to the problem of updating the estimate of each \( z_i \) in (14), now with \( p \) corresponding to a GSM prior.

For a moment, assume the value of the underlying \( v_i \) is known. Given \( v_i \), the prior becomes Gaussian, thus

\[
z_i^{\text{new}} = (v_i^{-1} \Sigma_i^{-1} + \lambda I + \rho H_i^T H_i)^{-1} \left( v_i^{-1} \Sigma_i^{-1} \mu_i + \lambda R_i x + \rho H_i^T q_i \right).
\]

Updating the variable \( z_i \) in above requires an estimation of the latent random variable \( v_i \) as well as the parameters of the underlying Gaussian. Here, we discuss how to obtain an estimate of \( v_i \), and defer the problem of parameter updating to the next subsection.

Considering the independence of \( u_i \) and \( v_i \), the mean and covariance of \( z_i \) are \( \mu_{z_i} = \mathbb{E}(\sqrt{v_i}) \mu_{u_i} \) and \( C_{z_i} = \mathbb{E}(v_i) \mathbb{E}(u_i) u_i^T - \mathbb{E}^2(\sqrt{v_i}) \mu_{u_i}^2 \), respectively. To obtain an estimate of \( v_i \), we use the MAP criterion, conditioned on the current estimate of \( z_i \). The prior for \( v_i \) is considered to be a Gamma distribution which will be shown to lead to a tractable solution. Assuming the current value of \( z_i \) is known, the MAP estimate is written as

\[
v_i^{(\text{new})} = \arg \max_{v_i} p(v_i | z_i) = \arg \max_{v_i} p(z_i | v_i) p(v_i).
\]

In the above, the first term is the multivariate normal distribution, and the second term is the prior distribution for \( v_i \) which is a Gamma distribution with parameters \( \alpha \) and \( \beta \). The above MAP estimate is then given by

\[
v_i^{(\text{new})} = \arg \max_{v_i} \frac{\beta^\alpha v_i^{\alpha-1} e^{-\beta v_i} e^{-\frac{1}{2} \| z_i - \sqrt{v_i} \mu_u \|_2}}{\Gamma(\alpha) \sqrt{v_i \Sigma_i}}
\]

where \( \| z - \mu \|^2_W = (z - \mu)^T W (z - \mu) \).

Lemma 1. The solution to the above optimization problem is the square root of the positive solution of the following 4th order equation

\[
\beta u_i^4 + \left( 1 - \alpha + \frac{n}{2} \right) u_i^2 + c_i u_i - d_i = 0
\]

where \( d_i = (z_i)^T \Sigma_i^{-1} (z_i) \), and \( c_i = (z_i)^T \Sigma_i^{-1} (\mu_{u_i}) \).

Proof. See the appendix.

Based on above, our method requires the real positive solution for quartic equation in (15). Although the solutions of quartic equations are well-known, the analysis of guaranteeing a positive solution in (15) is quite cumbersome. However, in our application, we found that the coefficients \( c_i \) and \( d_i \) in (15) are much larger than the other coefficients. In this regime, the

\[2\text{In our experiments, } c_i \text{ and } d_i \text{ are in the order of } 10^9.\]
solution can be obtained by disregarding other coefficients (as they can be considered zeros) and compute \( v_i \) as \( \frac{d_i}{c_i} \). More precisely, as \( c_i \) and \( d_i \) increase, three roots of (23) diverge to infinity while one is fixed at \( \frac{d_i}{c_i} \).

C. Parameter Update

Estimating \( v_i \) and \( u_i \) requires setting the parameters of the Gamma prior (\( \alpha \) and \( \beta \)) and the covariance matrix of \( u_i \), denoted \( \Sigma_i \). However, only \( C_i \) (the covariance matrix of \( z_i \)) can be estimated from the available samples of \( z_i \), by the sample covariance matrix. Using the following lemma, \( \Sigma_i \) can be obtained from \( C_i \), using a specific setting of the parameters of the Gamma prior.

Lemma 2. If the parameters of Gamma prior satisfy \( \beta = \Gamma(\alpha) \sqrt{\alpha}/\Gamma(\alpha + \frac{1}{2}) \), the covariance matrix of the latent variable \( u \), satisfies \( C = (\alpha/\beta) \Sigma_i \).

Proof. See the appendix.

Similar to the multivariate Gaussian prior in (20), the covariance matrix \( C_i \) is estimated as the sample covariance of similar patches. Based on the above lemma, by setting \( \beta = \Gamma(\alpha) \sqrt{\alpha}/\Gamma(\alpha + \frac{1}{2}) \), then the estimate of \( \Sigma_i \) is obtained by simply scaling that of \( C_i \) by the factor \( \beta/\alpha \). Furthermore, \( \alpha \) is hand-tuned to yield good restoration results. In our experiments, we set \( \alpha = 1/2 \) and \( \beta = \Gamma(1/2)/(\sqrt{2}\Gamma(1/2)) \approx 5/4 \).

Though the whole procedure described for obtaining the estimate of \( z_i \), under the GSM prior, seems computationally demanding, a closer look reveals that it roughly requires only the additional solution of the univariate quartic equation in (25), compared to the Gaussian prior. In summary, the algorithm to obtain the patch estimates has the following steps:

1. estimate the covariance matrix \( C_i \) from the cluster of similar patches;
2. compute the estimate of \( \Sigma_i \) by multiplying the estimate of \( C_i \) by \( \beta/\alpha \);
3. compute \( v_i \) as \( \sqrt{\frac{\Sigma_i}{C_i}} \);
4. obtain the patch estimate according to (22).

It is worth to clarify the differences between our approach and the estimation procedure in (26), both based on a GSM prior. In addition to the fact that (26) works on the wavelet domain, that work uses MMSE estimation; this involves computing an integral, which is approximated numerically by sampling from the scale parameter, resulting in a computationally expensive procedure. Our approach only requires solving a univariate quadratic equation and the multiplication in (22). In (26), unit mean is assumed for the scale variable, while in our method, the scale variable is continuous and the mean is the mean of the underlying Gamma distribution. Although, in the wavelet domain, the coefficients are zero-mean, the mean of grouped patches in our method are not zero in general.

V. Practical implementation

In this section, we describe the implementation details of our proposed method. As mentioned, we assume that similar patches have the same parameters in the potentials functions. The approach of determining similar patches in our method is similar to state-of-the-art patch-based methods, namely BM3D (2). In BM3D, a set of \( k \) most similar (in Euclidean distance) patches to a reference patch is found within a neighborhood of that reference patch. This neighborhood is taken as a fixed-size window around the reference patch, and the reference patches are selected with fixed step sizes along the rows and columns of the image. In the BM3D patch grouping method, it often happens that one patch may belong to more than one cluster, while our method requires that each patch belongs to one and only one cluster, since one set of parameters is allowed for each patch. In order to adhere to our model, we consider the clustering used in BM3D and, in the cases where more than one estimate is obtained for each patch (a patch belongs to more than one cluster), one of them is chosen randomly. We store the previous versions of the vectors \( q \) and \( z_i \), which are required for the subsequent iteration, in two matrices \( Q \) and \( Z \), respectively.

The parameters \( \lambda \) and \( \rho \) of the algorithm (see (10)) should increase along the iterations. We empirically found that an exponential increase leads to good results, thus we update these parameters using \( \lambda(\ell+1) = \gamma_1 \lambda(\ell) \) and \( \rho(\ell+1) = \gamma_2 \rho(\ell) \) where \( \gamma_1 > 1 \) and \( \gamma_2 > 1 \).

Figure 1 shows the complete algorithm of our proposed method.

- Initialization: \( X_0 = Y \), \( \lambda = \lambda_0 \), \( \rho = \rho_0 \). \( Q \) and \( Z \) with zero matrices, and \( v_i = 1 \) for all the patches.
- Main loop: for \( l = 1, \ldots, L \)
  - select reference patches along the row and the column of the image
  - For each reference patch:
    * Select \( k \) nearest neighbor patches to the reference patch in a finite-size window.
    * Compute Gaussian parameters by (20).
    * Obtain an estimation of restored patches \( z_i \)'s by either (18) or the four step procedure in section IV-C, depending on the prior.
    * Obtain \( q_i \)'s by (12).
    * Update \( Q \) and \( Z \) by the corresponding \( q_i \) and \( z_i \) values.
  - Obtain reconstructed image \( X(\ell) \) by simple averaging of patches.
  - Update the regularization parameters by \( \lambda(\ell+1) = \gamma_1 \lambda(\ell) \) and \( \rho(\ell+1) = \gamma_2 \rho(\ell) \).
- Final restored image is \( \hat{X}(L) \).

Our approach can be classified in a group of methods sometimes called non-local methods (2), (23), (12), in which patches are extracted from the image and then some kind of collaborative filtering is applied on the group of similar patches and then patches are returned to the original position in the image and are averaged in the overlapping pixels. Our CRF-based approach gives a formal support to this averaging procedure. The proposed model offers some modifications in
VI. RESULTS

This section reports results obtained in image denoising and inpainting experiments. The proposed method is compared to other internal methods. Among external methods, EPPL and FOE are also considered in our comparison, since their frameworks are closely related to our method.

A. Image denoising

As mentioned above, in denoising, the auxiliary parameter \( \rho \) is not needed, and only \( \alpha \) should be determined along the iterations. The initial value is set to \( \lambda_0 = 10^{-4} \), and the incremental coefficient \( \gamma_1 \) is set to 1.2 for all noise levels. The parameters of the Gamma distribution for the scale parameter \( v_i \) based on Lemma 1 were fixed to \( \alpha = .5 \) and \( \beta = 1.25 \) for all noise levels. For all image restoration tasks in this paper, 39 similar patches (of size \( 8 \times 8 \)) are selected for each reference patch in a window of size \( 40 \times 40 \). Reference patches are selected every 5 pixels along the row and column of the image. The results are reported for 10 iterations of the block coordinate descent algorithm.

In Table I, PSNR values of images denoised by our method are compared to other methods: BM3D, EPPL, LINC, and the current state-of-the-art internal image denoising method (weighted nuclear norm minimization—WNNM—[22]). It can be seen that our method outperforms other methods, on average PSNR, except WNNM. Our method yields results comparable with WNNM on several images. It can also be concluded that the GSM prior performs better than the multivariate Gaussian prior.

An example of denoising result of our method for the Barbara image comparing to other methods is shown in Fig. 2.

B. Image Inpainting

In image inpainting, the goal is to estimate missing pixels. We consider both the noisy and noiseless cases. In our implementation, the initial values of the parameters \( \lambda(0) \) and \( \rho(0) \) were set to \( 10^{-6} \) and .02, respectively, and \( \gamma_1 \) and \( \gamma_2 \) were set to 1.35 and 1.5, respectively. Other parameters are the same as the Gaussian denoising case. The initial covariance matrix and the mean vector are obtained as in [23], i.e., using only the observed pixels.

Table II reports the results of our method compared to other methods for image interpolation with irregular missing data without additive noise. The results of our method are reported for both multivariate Gaussian and GSM priors. The random variables defining the missing pixels follow independent Bernoulli distributions with parameter \( p \) corresponding to the percentage of missing data. Our method is compared to the Beta process (BP) [39], kernel regression (KR) [33], and LINC [22]. Note that LINC, similarly to the proposed method, applies the same multivariate Gaussian prior to similar patches in a neighborhood. However, the method heuristically uses a weighted average of restored patches and lacks a global framework for representing the posterior distribution. The results show that our method outperforms all other methods. It also shows a noticeable improvement over LINC, which can indicate the advantage of the CRF model on the image. The effectiveness of the GSM prior can also be seen in this table, as it improves upon the multivariate Gaussian prior in the same framework.

An example of image interpolation with irregular missing data is shown in Fig. 3. An example of recovering simultaneously missing and noisy pixels in high degraded regime is shown in Fig. 4.

VII. CONCLUSION

In this paper, we proposed a CRF to directly model the posterior probability distribution of the entire image to be estimated, given the observed image. Each potential function is considered as the product of a likelihood and a patch prior. We consider two priors in our frameworks: multivariate Gaussian and GSM. The experimental results show that the proposed method is competitive with the state-of-the-art denoising techniques, and outperforms the previous state-of-the-art in the case of image inpainting.

APPENDIX A

PROOF OF LEMMA 1

Considering the fact that \( |v_i \Sigma_n| = v_i^T |\Sigma_u| \), the optimization problem in (24) can be turned into the minimization problem of the form

\[
\hat{v}_i = \arg\min_{v_i} \left\{ \frac{n}{2} \log v_i + \frac{1}{2v_i^2} (z_i - \sqrt{v_i} \mu_i)^T \Sigma_i^{-1} (z_i - \sqrt{v_i} \mu_i) + (1 - \alpha) \log v_i + \beta v_i \right\}. \tag{26}
\]

By renaming \( d_i = z_i^T \Sigma_i^{-1} z_i \) and \( c_i = z_i^T \Sigma_i^{-1} \mu_i \), and a simple rearranging, we have

\[
v_i^{(new)} = \arg\min_{v_i} \beta v_i + (1 - \alpha + \frac{n}{2}) \log v_i + \frac{d_i}{2v_i^2} - \frac{c_i}{\sqrt{v_i}}. \tag{27}
\]

Setting the derivative of the objective function in (27) to zero leads to

\[
\beta + (1 - \alpha + \frac{n}{2}) \frac{1}{v_i} - \frac{d_i}{2v_i^2} + \frac{c_i}{2} \frac{v_i^{-\frac{3}{2}}}{v_i} = 0; \tag{28}
\]

since \( v_i > 0 \), by multiplying to \( v_i^2 \), this is equivalent to

\[
\beta v_i^2 + (1 - \alpha + \frac{n}{2}) v_i - \frac{d_i}{2} + \frac{c_i}{2} \sqrt{v_i} = 0, \tag{29}
\]

which can be solved in closed form via a change of variables \( v_i = w_i^2 \), yielding a quartic equation of the form

\[
\beta w_i^4 + (1 - \alpha + \frac{n}{2}) w_i^2 + \frac{c_i}{2} w_i - \frac{d_i}{2} = 0. \tag{30}
\]

Finally, the solution can be obtained by \( v_i = \sqrt{w_i} \).
\[ C_i = \frac{\alpha}{\beta} E(\mathbf{u}_i) E(\mathbf{u}_i^T) - \frac{\Gamma(\alpha + \frac{1}{2})}{\Gamma(\alpha)} \sqrt{\beta} \mu_i \mu_i^T. \]  

Then \( C_i = \frac{\alpha}{\beta} (E(\mathbf{u}_i u_i^T) - \mu_i \mu_i^T) = \frac{\alpha}{\beta} \Sigma_i. \) Finally, the condition in (33) is equivalent to \( \beta = \sqrt{\alpha} \Gamma(\alpha)/\Gamma(\alpha + \frac{1}{2}) \). \]  
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