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Reusing mature software packages that have been developed repeatedly can greatly enhance the efficiency and quality of software development. However, with the rapidly growing number of software packages, developers are facing the challenge on technology choices. In this context, software recommendation plays a crucial role in software development. While conventional recommendation models can be applied to software recommendation, regrading to the unique characteristics of software development, there still remains three challenges: 1) developers’ interests are gradually evolving, 2) developer are influenced by their friends, and 3) software packages are influenced by their dependency. Notably, the social influences are dynamic and the dependency influences are attentive. That is, developers may trust different sets of friends at different times and different dependency exhibits different importance. In this paper, we propose a novel software recommendation model, named as Session-based Social and Dependence-aware Recommendation (SSDRec). It integrates recurrent neural network (RNN) and graph attention network (GAT) into a unified framework. This model employs RNN on short session-based data to model developers’ evolving interests. In addition, we extend GAT to Social-Dependency-GAT (SD-GAT) for modeling both dynamic social influences and attentive dependency influences. Extensive experiments are conducted on real-world datasets and the results demonstrate the advantages of our model over state-of-the-art methods for modeling developers’ evolving interests and the two influences.
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1 INTRODUCTION

The rapid development of the Internet has significantly fueled the prosperity of the software industry. According to AppBrain reports, in Q2, 2019 alone, over 2 million software was available on Google Play. Developers often need to develop high-quality software projects in a short time.
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When developing a software project, most developers prefer searching for mature software packages to coding from scratch. As software packages have been developed repeatedly, many bugs as well as deficiencies in the documentation have already been discovered. By reusing these packages, productivity is increased, time-to-market is reduced and overall project quality is improved.

Fortunately, with the wide adoption of open source movement and social collaborative coding paradigm, more and more enterprise-class software is open sourced and developers from all over the world are making contributions to the open source community, resulting in an explosive growth of open source software packages. But this, on the other hand, makes it difficult for developers' technology choices. Thus software recommender systems are urgently needed for the development efficiency and quality guarantee.

In recommender systems, collaborative filtering (e.g., Matrix Factorisation, MF) is a classic technique [1, 2]. Although also effective in software recommendation [3–5], some studies show it ignores two key elements. First, developers' interests are gradually evolving [6]. In the whole lifetime of a software project, new features and requirements emerge all the way and developers need to keep conducting technology choices. Moreover, developers often change to another software project frequently. A developer may focus on Angular one year ago, but is interested in Vue now due to work needs. Furthermore, it’s difficult to capture dynamic interests from long history behaviors [7, 8] (developers’ technology choices one year ago has a little influence now or even interferes with predictions). So we segment developers’ actions into short sessions in which developers’ interests are relatively stable and easy to model. Second, in GitHub, Stackoverflow and other communities, there are social influences among developers [9]. When developing projects, developers tend to choose packages recommended by their friends.

Although these studies can model developers’ dynamic interests or social influences, we argue they ignore that social influences are also dynamic. For example, when a developer develops Vue-based project, he may be influenced more by friends who are proficient in this field. While when developing another project, he will trust others. Further, there is not only the relationship between developers but also the dependency between packages in software recommendation. Although dependency influences have been neglected, it naturally exists in software recommendation and has a huge impact on developers’ technology choices. For example, when a developer has used iView, indicating he would like to develop a project based on iView, iView-admin needs to be recommended. What’s more, we notice that the dependency influences are attentive. In consideration of the requirements of a dependent software and the functions of software packages it depends on, different dependency exhibits different importance.

In this paper, we aim at predicting developers’ technology choices based on their behaviors history. To effectively capture developers’ dynamic interests, we introduce session mentioned above. What’s more, social network and dependency network are also considered to model both dynamic social influences and attentive dependency influences. In summary, we address the problem of session-based software recommendation with social and dependency graph.

Figure 1 illustrates this in two sessions. Developer A’s interests gradually evolve from Field Y to Field X and his technology choice is influenced by both social relationships between developers and dependency relationships between software packages. In session 1, developer A has previously chosen software package 12 which is a dependent package for both package 11 and package 16. However, from the view of attentive software dependency, package 16 is coupled more tightly to package 12 than to package 11. On the other hand, from the view of dynamic social influence, developer A’s technology choice will be influenced more by similar developers in this session, that is developer D and E. Considering all these aspects, we will recommend package 16 to developer A in session 1. Then in session 2, developer A evolves his in interests slightly from Field Y to Field
X, and he will pay more attention to new social and dependency relationships and finally choose package 7.

In summary, the main contributions are listed as follows:

- We jointly combine developers’ evolving interests, attentive software dependency and dynamic social influence and propose a unified software recommendation framework.
- We extend graph attention network to multiple graphs and propose the SD-GAT for mutually learning developers’ and software packages’ representation.
- Extensive experiments are conducted on three real-world datasets and the results demonstrate the performance and effectiveness of our proposed model.

The rest of this survey is organized as follows. We first discuss some related works in §2. Then, we define some key concepts and formalize our problem in §3. Further, our proposed approach is described in §4. Lastly, we presents the experimental results in §5 and conclude the work in §6.

2 RELATED WORK

We will briefly review three aspects of previous researches related to our work: 1) dynamic recommendation that models developers’ dynamic interests; 2) social recommendation that considers influences in social network; 3) software recommendation that recommends software packages to developers.

2.1 Dynamic Recommendation

To model developers’ dynamic interests, earlier works in literature propose their approaches based on Markov Chains [10]. However, Markov Chains can only model developers’ latest behavior, discarding a lot of information. Therefore, recent works exploit recurrent neural network to model developers’ recent behaviors. For example, Manotumruksa et al. [11] considered time information on the basis of MF, and used RNN to model developers’ behaviors to enrich the representations.
the contrary, Dong et al. [12] performed joint optimization to train RNN and MF separately with shared model parameters in a multi-task learning framework. Furthermore, some studies apply RNN on session-based recommendation. For example, Hidasi et al. [8] first proposed a RNN-based approach for session-based recommendations to capture developers’ short-term interests within a session. Later, Wang et al. [13] assumed that a session often serves for different purposes and proposed a mixture-channel model with attention mechanism to detect the purposes of each item. In addition to interactions intra a session, information inter sessions also attracts some researchers. For example, Ruocco et al. [14] exploited two RNNs to process the developers’ current sessions and past sessions separately. Due to the limitation of computing resources, we only exploit RNN to model developers’ current sessions and reserve information inter sessions for future work.

2.2 Social Recommendation
Social network, which usually reveals and utilizes trust relationships [15], has been widely used in recommender systems. Ma et al. [16] constrain connected nodes’ latent factors similar to regularize developer representations. Zhao et al. [17] leveraged friends’ interaction as another positive feedback in Bayesian Personalized Ranking (BPR). Recently, neural network is widely used in various fields and some efforts have applied this technique to social recommendation. For example, Deng et al. [18] utilized Autoencoder to initialize vectors in MF and revamped them with both social trust ensemble and community effect. Further, with the success of Graph Neural Network (GNN) [19], Fan et al. [20] encoded developers on social network and developer-item network through GNN and Guo et al. [21] utilized GNN to model social relations and correlations among item features. As a special case of GNN, Song et al. [7] utilized GAT to model dynamic social influences. Although effective, they only focus on social network and ignore dependency network in software recommendation.

2.3 Software Recommendation
Due to the success of collaborative filtering in recommender systems [1, 2], many studies have introduced it into software recommendation. For instance, Ichii et al. [3] used collaborative filtering to recommend similar software packages to developers. Thung et al. [4] further combined association rule and collaborative filtering to mine deeper relationships between packages. He et al. [5] employed an adaptive weighting mechanism and neighborhood information to neutralize popularity bias in MF, significantly increasing diversity and accuracy of the recommendation results. What’s more, some studies model either developers’ evolving interests or social influences. For example, Guy et al. [9] aggregated developer’s familiarity network and similarity network to recommend social software. Jiang et al. [6] adopt time decay factor and operation behaviors weight to model developers’ dynamic interests in a popular programming platform, Scratch. However, ignoring the data characteristics in technology choice such as dynamic social influences and attentive dependency influences usually prevents the adoption of new methods in software recommendation. To model the two important influences, we propose SD-GAT built on social network and dependency network, where the attention in graphs is unequal and depends on current context.

3 PROBLEM DEFINITION
In this section, we first describe the concept of session and formalize the problem of session-based software recommendation. Then, social network and dependency network are introduced. Finally, we formalize our problem - session-based software recommendation with social and dependency graph. Main notations will be introduced are summarized in table 1.

Definition 1 (Session). A session is a set of items (i.e., software packages in our problem) that are interacted in a certain period (e.g., one week or one month). Let $U$ and $I$ denote the set of developers and software packages, respectively. Assume developer $u$ chooses $n$ packages
Table 1. Summary of Main Notations

| Symbol | Description |
|--------|-------------|
| U      | the set of developers |
| I      | the set of software packages |
| $S^u_T$ | $u$’s session in time step $T$ |
| $N_{u,T}$ | the amount of software packages in $S^u_T$ |
| $N^l(i)$ | $i$’s $l$-hop neighbor in dependency network |
| $N^l(u)$ | $u$’s $l$-hop neighbor in social network |
| $e_i^{(l)}, h_u^{(l)}$ | the $l$-layer representation of $i$ and $u$ |
| $W_D^{(l)}, W_S^{(l)}$ | aggregation weight matrices for dependency and social network in $l$-layer |
| $W_{TD}, W_{TS}$ | transformation matrix in dependency and social network |

$<i_1^u, i_2^u, i_3^u, ..., i_n^u>$ sequentially in a period of time, the $n$ packages compose a session $S^u$, i.e., $S^u = <i_1^u, i_2^u, i_3^u, ..., i_n^u>$. When developing projects, interests of developers change rapidly, resulting in modeling developers’ dynamic interests from all historical behaviors is difficult. Taking this into consideration, we segment whole interaction history into several sessions. In this way, each developer’s interests are relatively stable and easy to model.

**Problem 1 (Session-based software recommendation).** There are two research directions in this problem: next-package(s) recommendation that recommends next one(some) software package(s) in current session and next-session recommendation that predicts information for the next session. In this paper, session-based software recommendation refers to next-package recommendation and others are remained for future. Given a session $S = <i_1, i_2, i_3, ..., i_n>$, the goal of it is to recommend the next software package $i_{n+1}$.

**Definition 2 (Social network and dependency network).** In software recommendation, developers are influenced by their friends. In addition, packages are influenced by their dependency. To take advantage of these two influences, we first assume developer $u$’s friends $N(u)$ to construct social network. Notice that this network is dynamic and each node consists of a session (we can generalize it to multiple sessions but this is very resource intensive and single session is effective enough). For a target node $u$ and session $S^u_T$, each neighbor node $f$ in $N(u)$ uses his session right before time step $T$, i.e., $S^f_{T-1}$. Then we assume software package $i$’s dependency $N(i)$ to construct dependency network. In fact, for each developer $u$, we obtain all packages’ dependency, i.e., construct complete dependency network.

**Problem 2 (Session-based software recommendation with social and dependency network).** In our problem, each developer $u$ interacts with a temporally ordered list of sessions $L^u = <S^u_1, S^u_2, S^u_3, ..., S^u_{|L^u|}>$, where $S^u_T$ is the $t$th session of developer $u$ and $|L^u|$ is the length of list. In time step $T$, we set $S^u_T = <i_1^u_{T,1}, i_2^u_{T,2}, i_3^u_{T,3}, ..., i_{N_{u,T}}^u_{T,N_{u,T}}>$ as an input, where $N_{u,T}$ is the length of this session. Note that both $|L|$ and $N_{u,T}$ are variable, and $T$ denotes arbitrary time step. To model dynamic social influences and attentive dependency influence, as another input, we utilize $u$’s social network and complete dependency network. As output, we predict the next package that $u$ is most likely to choose.
4 METHODOLOGIES

In this section, we propose a novel multi-graph model Session-based Social and Dependency-aware Recommendation, which jointly models developers’ evolving interests, attentive software dependency and dynamic social influences.

SSDRec outlined in Figure 2 is composed of three layers, namely, input layer, embedding propagation layer and prediction layer. First (§4.1), the input layer produces the representation of the nodes in social network and dependency network. On the one hand, this layer utilizes embedding to obtain representations of software packages and static interests of friends. On the other hand, it uses RNN to capture the dynamic interests of developers and friends from their sessions. Then (§4.2), the propagation layer propagates influences, i.e., representations in the two networks. Specially, a SD-GAT is used to weight the dynamic social influences and attentive dependency influences. At the final step (§4.3), the prediction layer combines the two influences and produces recommendation.

4.1 Input Layer

4.1.1 Represent software package and Its dependency. Following MF, we utilize embedding to map the software package $i$’s ID to a $E$-dimension dense real-value vector $e_i^{(0)}$ and obtain the representation of $i$’s dependency $e_1^{(0)}, e_2^{(0)}, ..., e_{|\mathcal{N}(i)|}^{(0)}$ the same way.
4.1.2 Represent Developer. To model the developer $u$’s dynamic preferences, we employ a RNN to capture the sequential associations in current session. Given a session $S^u_T = \langle i^u_{T,1}, i^u_{T,2}, i^u_{T,3}, ..., i^u_{T,N_u,T} \rangle$, the RNN recursively combines the representations of all tokens as follow:

$$h_t = \text{tanh}(W_i h^u_{T,t} + W_h h_{t-1} + b)$$

where $h_t \in \mathbb{R}^H$ is the $H$-dimension recurrent hidden output at time $t$ and $W_i \in \mathbb{R}^{H \times E}, W_h \in \mathbb{R}^{H \times H}, b \in \mathbb{R}^H$ represent weight and bias parameters to be learnt. As shown in Figure 2, we represent developer’s interests with the final output of RNN $h_n$. While SSDRec adopts LSTM units in practice, it is flexible to plug in other recurrent units, e.g., GRU.

4.1.3 Represent Friends. We consider friends’ two interests: dynamic interests that represent recent interests and static interests that represent long-term and average interests.

Dynamic interests: For a target developer $u$, given his session $S^u_T$ in time step $T$, his friends’ sessions in $T-1$ are selected as their visible actions. After adopting friend $f$’s session $S^f_{T-1}$, we use RNN to model $f$’s dynamic interest $s^d_f$:

$$s^d_f = \text{RNN}(S^f_{T-1})$$

Notice that we reuse RNN representing developers to represent friends by enforcing the two RNNs share the same weight parameters.

Static interests: Similar to §4.1.1, for each friend $f$, we use embedding to model the static interests $s^s_f \in \mathbb{R}^E$. 1.

Finally, we represent friends by concatenating friends’ dynamic and static interests with a non-linear transformation:

$$h_f = \text{ReLU}(W_f(s^d_f \parallel s^s_f))$$

where $\parallel$ is the concatenation operation of two vectors and $W_f$ is the transformation matrix.

4.2 Propagation Layer

Recent works like [19–21] have demonstrated the convincing performance of performing GNN on recommender systems. Despite their effectiveness, we argue that they can’t model dynamic social influences in social network and attentive dependency influences in dependency network. To propagate the influences in the two networks, we extend graph attention network to multiple graphs and propose SD-GAT, which is shown in Fig. 2. When the type of the target node is "package", the left dependency-oriented GAT will be used to propagate attentive dependency influences. Otherwise, the right social-oriented GAT is adopted to propagate dynamic social influences. These two parts work on two network and adopt different transformation functions. In this way, we can model both dynamic social influences and attentive dependency influences.

4.2.1 Graph construction. For each software package, we build a graph that includes $|N(i)|+1$ nodes, where nodes correspond to that software package and its dependency. In this graph, software package node $i$ and its neighbors $N(i)$ is directly set to $e^{(0)}_i$ and $e^{(0)}_1, e^{(0)}_2, ..., e^{(0)}_{|N(i)|}$. For each developer, we also build a graph that includes $|N(u)|+1$ nodes. Similarly, we use developer $u$’s dynamic preferences $h_u$ and his friend $f$’s preference $h_f$ to represent node $u$ and its neighbor $f$, i.e., $h^{(0)}_u = h_u, h^{(0)}_f = h_f, f \in N(u)$. It should be noted that, unlike the software package node representation remaining unchanged in $S^u_T$, the representation of developer node will be updated whenever he chooses a new software package during time step $T$.

1We simply set the dimension of developer representations equal to package representations, but our model can be modified to distinguish the dimensions easily.
4.2.2 Message Propagation. Intuitively, the dependency that is dependent on a software package can be treated as the package’s features; analogously, friends provide evidence of developer’s interest. We build upon this basis to propagate item representations between software package and its dependency as well as developer representations between developer and friends. Although graph convolutional networks [22] is widely used to propagate information in graph, it treats all neighbors equally using method like symmetric normalized Laplacian. Instead, we employ graph attention network [23], which use attention mechanism to distinguish the influences in the two graphs. There are two major operations in graph attention network: message construction and message aggregation.

Message construction: For software package \(i\), we use attention mechanism to measure the influences of its dependency. Firstly, we calculate the attention score \(a_{ij}^{(0)}\) between the target node representation \(e_i^{(0)}\) and all of its one-hop neighbors’ representations \(e_1^{(0)}, e_2^{(0)}, \ldots, e_{|N(i)|}^{(0)}\):

\[
a_{ij}^{(0)} = f(e_i^{(0)}, e_j^{(0)}), j \in N(i) \cup i
\]

(4)

In particular, \(f(e_i^{(0)}, e_j^{(0)}) = e_i^{(0)\top} e_j^{(0)}\) represents inner production, a similarity function between two elements. Notice that we also use self-attention to preserve \(i'\) representation here. After adopt attention score, we calculate attention weight with softmax function:

\[
a_{ij}^{(0)} = \frac{\exp(a_{ij}^{(0)})}{\sum_{k \in N(i) \cup i} \exp(a_{ik}^{(0)})}, j \in N(i)
\]

(5)

intuitively, \(a_{ij}^{(0)}\) is the level of influence of dependency \(j\) on software package \(i\) (conditioned on layer 0). Finally, we define message from \(j\) to \(i\) as:

\[
m_{i \rightarrow j}^{(0)} = a_{ij}^{(0)} e_j^{(0)}, j \in N(i) \cup i
\]

(6)

Analogously, for developer \(u\), the message that one-hop neighbors propagate can be represented by:

\[
m_{u \rightarrow f}^{(0)} = a_{uf}^{(0)} h_f^{(0)}, f \in N(u) \cup u
\]

(7)

where \(a_{uf}^{(0)} = \text{Softmax}(f(h_u^{(0)}, h_f^{(0)}))\).

Message Aggregation: With the message defined as above, we then combine the target node and its neighbors to update its representation. The first-layer software package representation \(e_i^{(1)}\) and developer representation \(h_u^{(1)}\) are defined as follows:

\[
e_i^{(1)} = \text{ReLU}(W_D^{(1)} \cdot \sum_{j \in N(i) \cup i} m_{i \rightarrow j}^{(0)})
\]

(8)

\[
h_u^{(1)} = \text{ReLU}(W_S^{(1)} \cdot \sum_{f \in N(u) \cup u} m_{u \rightarrow f}^{(0)})
\]

(9)

where \(W_D^{(1)} \in \mathbb{R}^{E \times E}\) and \(W_S^{(1)} \in \mathbb{R}^{H \times H}\) denote the aggregation weight matrices for dependency network and social network, respectively.

4.2.3 High-order Propagation. We can further obtain the high-order connectivity information of each node by stacking this attention layer. Specifically, when we stack \(l\) layers, the representation of software package \(i\) and developer \(u\) are recursively formulated as:

\[
e_i^{(l)} = \text{ReLU}(W_D^{(l)} \cdot \sum_{j \in N(i) \cup i} a_{ij}^{(l-1)} e_j^{(l-1)})
\]

(10)
\[ h_u^{(l)} = \text{ReLU}(W_S^{(l)} \cdot \sum_{f \in N(u) \cup u} \alpha_f^{(l-1)} h_f^{(l-1)}) \]  

(11) 

where \( W_D \in \mathbb{R}^{E \times E} \) and \( W_S \in \mathbb{R}^{H \times H} \) are the trainable transformation matrices in layer \( l \), the \( \alpha_f^{(l-1)} \) guiding message propagation in the \( l - 1 \) layer is defined as follows:

\[ \alpha_f^{(l-1)} = \text{Softmax} (f(e_i^{(l-1)}, e_j^{(l-1)})), j \in N(i) \cup i \]  

(12) 

\[ \alpha_f^{(l-1)} = \text{Softmax} (f(h_u^{(l-1)}, h_f^{(l-1)})), f \in N(u) \cup u \]  

(13) 

4.3 Prediction Layer

After propagating with \( L \) layers, we obtain the merged representation of software package \( i \), namely \( e_i^{(L)} \). Since a package’s features depends on both its origin function and attentive dependency influences, we combine them with a fully-connected layer to constitute the final representation \( e_i \in \mathbb{R}^E \):

\[ e_i = W_{TD} \cdot (e_i^{(0)} \parallel e_i^{(L)}) \]  

(14) 

where \( W_{TD} \in \mathbb{R}^{E \times 2E} \) is a linear transformation matrix in dependency network. For developer \( u \), the formulations are similar for combine developers’ evolving interests and dynamic social influences:

\[ h_u = W_{TS} \cdot (h_u^{(0)} \parallel h_u^{(L)}) \]  

(15) 

where \( W_{TS} \in \mathbb{R}^{E \times 2H} \) is transformation matrix in social network, and \( h_u \in \mathbb{R}^E \) indicates developer \( u \)’s current interest.

Finally, we conduct the softmax to estimate the probability that developer \( u \) will choose software package \( i \):

\[ p(i | S^u_T) = \frac{\exp(h_u^T e_i)}{\sum_{z=1}^{|l|} \exp(h_u^T e_z)} \]  

(16) 

where \(|l|\) is total number of packages and \( T \) represent transposition.

4.4 Train

To learn model parameters, we maximize the log-likelihood of the observed packages in all sessions:

\[ \sum_{u \in U} \sum_{t=2}^{T-1} \sum_{n=1}^{N_{u,t-1}} \log(p(i^u_t | i^u_{t,1}, \ldots, i^u_{t,n})) \]  

(17) 

where \( U \) denotes all developers. Notice that SSDRec model utilizes an iterative method to update developer representations, which can increase the size of training set and reduce the cost of updating (some state-of-the-art approaches, such as NCF [2], need to build a new developer-package matrix for any new interaction).

4.5 Time Complexity Analysis

Assume batch size \( B \) and we calculate the time complexity of a batch. In input layer, embedding and RNN is the main operation. According to [24], the complexity of an LSTM unit is \( O(H^2 + H \times E) \). Thus, input layer has computational complexity \( O(B \times N^2 \times (H^2 + H \times E)) \), where \( N \) denotes the length of a session. In propagation layer, we first compute the complexity of each layer for a session. For dependency network, complexity of \( l \)-th layer is \( O(\sum_{i=1}^{|l|} |N^l(i)| \times E^2) \). For social network, the complexity is \( O(\sum_{r=1}^L (\sum_{i=1}^{|r|} |N^r(i)| \times E^2 + B \times N \times \sum_{r=1}^L |N^r(i)| \times H^2) \). As we only use the dependency network once in a batch, the overall complexity for propagation layer is \( O(\sum_{i=1}^L (\sum_{i=1}^{|l|} |N^l(i)| \times E^2 + B \times N \times \sum_{r=1}^L |N^r(i)| \times H^2)) \). In prediction layer, the time complexity of transformation and softmax is
Therefore, the overall complexity of SSDRec can be simplified to
\[ O(B \times N^2 \times (H^2 + H \times E) + \sum_{i=1}^{L} \sum_{l=1}^{|I(i)|} N_l(i) \times E^2 + B \times N \times \sum_{r=1}^{L} \sum_{i=1}^{|N^r(i)|} |N^r(i)| \times H^2)) \].

5 EXPERIMENTS

In this section, we conduct experiments to answer the following research questions:

- RQ1 Does SSDRec outperform state-of-the-art methods on all experimental settings?
- RQ2 Do the components of the SSDRec enhance the effectiveness by (a) modeling dynamic social influences and attentive dependency influences, (b) capturing friends’ dynamic and static interests.
- RQ3 How do some hyper-parameters (e.g., neighborhood sample sizes, segmentation strategies of session) affect the performance of SSDRec?

In the remainder of this section, we will first describe the experimental settings (§5.1) and then answer the above three research questions(§5.2, §5.3, §5.4). Final, some illustrative examples is given (§5.5).

5.1 Experimental Setup

5.1.1 Datasets. We conduct experiments mainly on GitHub [25], a software hosting platform and open source cooperative community specially designed for programmers. In GitHub, developers can watch software packages and the behaviors are segmented into sessions. We also obtain follow relationship as social network. However, there is no obvious dependency between packages on GitHub. Thus, we combine GitHub and Libraries, an online search repository that contains dependency between software packages, to construct a new dataset. Then, to make the experimental results more accurate and reliable, we divide the new dataset according to language. Finally, we choose three biggest datasets as follows: 1) PHP, a server-side scripting language, is commonly used for website programming; 2) Ruby, a completely object-oriented language, is suitable for rapid development; 3) JavaScript, a very popular language with cross-platform features.

5.1.2 Preprocessing. To ensure that each developer in datasets focuses on social network, we filter out developers with fewer than \( m \) friends. Then, to cater sufficient information about each friend and software package, we ensure that each developer is followed by at least \( n \) times and each package is watched by at least \( k \) developers. Due to different size of datasets, we set \( m = 20, 50, 100; n = 50, 100, 200; k = 20, 50, 50 \) for PHP, Ruby and JavaScript respectively. Additionally, we segment all datasets into week-long sessions and filter out sessions with fewer than 2 packages or more than 30 packages following [7]. To split datasets for train, validation and test, for each developer, we reserve about two years (104 weeks)’s sessions and randomly split them into validation/test sets. Note that when splitting dataset, we ensure all packages in validation/test sets appear in train set. Descriptive statistics for all datasets after preprocessed are shown in Table 2.

5.1.3 Parameter Settings. We implement our model based on TensorFlow [26]. Adam [27] is chosen as optimizer and optimization parameters are set as suggested in [26]. In this environment, our model is trained in 20 epochs of batch size 200 and dropout [28] with 0.2 is applied. For all models, the dimensions of package representations and hidden vectors are fixed to 100. Both in social and dependency networks, we set number of layers \( L = 2 \) and sample 10 one-hop neighbors and 5 two-hop neighbors as recommended in [29].

5.1.4 Baselines. We compare SSDRec to the following baselines:

- BPR [1]: a classical MF-based method optimized with a ranking objective.
Table 2. Descriptive statistics of our three data sets.

| Dataset | PHP    | Ruby   | JavaScript |
|---------|--------|--------|------------|
| # Developers | 7,095  | 5,935  | 8,144      |
| # Software packages | 1,402  | 1,487  | 2,282      |
| # Events | 118,256 | 116,832 | 436,409    |
| Avg. friends/developer | 8.59   | 13.05  | 16.24      |
| Avg. dependency/packages | 4.56   | 5.09   | 10.09      |
| Avg. session length | 2.95   | 3.13   | 3.25       |

- NCF [2]: uses neural network instead of inner product to model relationship between developers and items of MF.
- RNN [8]: captures developers’ session-level dynamic interests with RNN.
- DGRec [7]: a state-of-the-art model for session-based social recommendation. It utilizes RNN and GAT to model dynamic interests and dynamic social influences.

5.1.5 Evaluation Metrics. For all models, their recommendation effectiveness is evaluated by two well-known metrics: HitRate(HR)@K and NormalizedDiscountedCumulativeGain(NDCG)@K. HitRate@K emphasizes the accuracy of prediction, measures the proportion of watched packages in K-length truncated ranked list. It can be formulated as:

$$HR@K = \frac{\sum_{u \in U} |R_K(u) \cap T(u)|}{|U|}$$

(18)  

where $R_K(u)$ is top-K recommended packages, $T(u)$ is the software packages developers actually watch.

NDCG@K emphasizes the sequence of recommendation, measures the position watched packages are placed in. It can be formulated as:

$$NDCG@K = \frac{1}{|U|} \sum_{u \in U} \frac{1}{\log_2(1 + pos(T(u)))}$$

(19)

where $pos(T(u))$ represents the rank of watched packages. It’s obvious that the higher position that positive packages are placed in, the higher NDCG@K is. Note that because developers don’t have the patience to flip through the entire list, NDCG@K is equal to 0 when $pos(T(u)) > K$.

5.2 Performance Comparison(RQ1)

Table 3 shows the comparison between five recommendation methods when generating top-K recommendation. It can be seen from the table that: 1) SSDRec achieves the best performance on three datasets by considering developers’ evolving interests, dynamic social influences and attentive dependency influences in software recommendation. 2) The models based on RNN have much higher HR and NDCG than other methods(on average, the worst RNN-based model RNN outperforms the best conventional model NCF by 97.17%). The reason may be that the interests of developers in the computer industry change frequently, and the dynamic interests of developers have much impact on their behaviors. 3) The prediction accuracy of DGRec and SSDRec that consider dynamic social influences are generally high, which proves that modeling such influences is necessary.
Table 3. Performance in terms of HR and NDCG between various approaches. The best performing result is highlighted in bold and the improve rate of best result over second best result is also be shown.

| Dataset | Model | HR@K(%) | NDCG@K(%) |
|---------|-------|---------|-----------|
| PHP     |       |         |           |
|         | BPR   | 3.33    | 6.68      | 15.33     | 1.36 | 2.20 | 3.90 |
|         | NCF   | 4.59    | 8.09      | 17.77     | 2.10 | 2.98 | 4.88 |
|         | RNN   | 9.72    | 16.14     | 28.80     | 4.64 | 6.31 | 8.85 |
|         | DGRec | 11.07   | 17.29     | 29.64     | 5.37 | 7.04 | 9.55 |
|         | SSDRec | **11.95** | **18.93** | **31.13** | **5.88** | **7.74** | **10.22** |
| Ruby    |       |         |           |
|         | BPR   | 2.07    | 3.81      | 9.74      | 0.93 | 1.36 | 2.52 |
|         | NCF   | 2.91    | 5.39      | 12.61     | 1.37 | 1.98 | 3.39 |
|         | RNN   | 6.24    | 9.79      | 19.04     | 3.23 | 4.17 | 6.01 |
|         | DGRec | 7.00    | 10.86     | 20.73     | 3.68 | 4.70 | 6.68 |
|         | SSDRec | **7.63** | **12.05** | **21.98** | **4.01** | **5.19** | **7.17** |
| JavaScript |       |         |           |
|         | BPR   | 2.12    | 3.86      | 8.23      | 0.95 | 1.38 | 2.24 |
|         | NCF   | 2.33    | 3.98      | 8.97      | 1.08 | 1.49 | 2.47 |
|         | RNN   | 4.57    | 7.72      | 15.00     | 2.17 | 2.99 | 4.45 |
|         | DGRec | 5.26    | 8.87      | 17.58     | 2.53 | 3.47 | 5.22 |
|         | SSDRec | **5.70** | **9.73** | **18.47** | **2.65** | **3.73** | **5.48** |

Table 4. Variants of SSDRec that only consider one network. SSDRec-social ignores the dependency network and SSDRec-dependency ignores the social network. Note that when ignoring the dependency network, SSDRec-social is identical to DGRec.(Here the function of $W_T$ transforms the dimension of developer from $H$ to $E$)

| Variants         | Modification                        |
|------------------|-------------------------------------|
| SSDRec-social    | Eq.(14) → $e_i = e_i^{(0)}$         |
| SSDRec-dependency| Eq.(15) → $h_u = W_T \cdot h_u^{(0)}$|

5.3 Ablation Studies(RQ2)

To demonstrate the usefulness of different components, we compare the performance of variants of SSDRec.

5.3.1 Effect of social network and dependency network(RQ2(a)). SSDRec utilizes SD-GAT to model dynamic social influences and attentive dependency influences. To study the contribution of each GAT, we modify SSDRec by masking corresponding network. Table 4 shows the details of variants in this part. We compare the performance of the two variants with SSDRec and report results in Table 5. It’s obvious that SSDRec significantly beats SSDRec-social and SSDRec-dependency, proving that our model benefits from both social network and dependency network.

5.3.2 Effect of dynamic interests and static interests(RQ2(b)). Dynamic and static interests are two main features of developers. Table 6 shows the effect of two interests respectively. We can observe
Table 5. Performance of SSDRec and its variants ignoring social or dependency network.

| Dataset | Model            | HR@K(%) 10 | 20 | 50 | NDCG@K(%) 10 | 20 | 50 |
|---------|------------------|------------|----|----|---------------|----|----|
| PHP     | SSDRec-social    | 11.07      | 17.29 | 29.64 | 5.37         | 7.04 | 9.55 |
|         | SSDRec-depndence | 11.07      | 17.70 | 29.89 | 5.30         | 7.05 | 9.53 |
|         | SSDRec           | **11.95**  | **18.93** | **31.13** | **5.88** | **7.74** | **10.22** |
| Ruby    | SSDRec-social    | 7.00       | 10.86 | 20.73 | 3.68         | 4.70 | 6.68 |
|         | SSDRec-depndence | 7.25       | 10.69 | 19.76 | 3.74         | 4.65 | 6.44 |
|         | SSDRec           | **7.63**   | **12.05** | **21.98** | **4.01** | **5.19** | **7.17** |
| JavaScript | SSDRec-social    | 5.26       | 8.87 | 17.58 | 2.53         | 3.47 | 5.22 |
|         | SSDRec-depndence | 4.68       | 8.04 | 15.73 | 2.28         | 3.14 | 4.69 |
|         | SSDRec           | **5.70**   | **9.73** | **18.47** | **2.65** | **3.73** | **5.48** |

Table 6. Performance of SSDRec and its variants only with dynamic interests (SSDRec-dynamic) or static interests (SSDRec-static).

| Dataset | Model            | HR@K(%) 10 | 20 | 50 | NDCG@K(%) 10 | 20 | 50 |
|---------|------------------|------------|----|----|---------------|----|----|
| PHP     | SSDRec-dynamic   | 11.37      | 18.04 | 30.83 | 5.68         | 7.46 | 10.05 |
|         | SSDRec-static    | 11.03      | 17.62 | 30.00 | 5.44         | 7.23 | 9.73 |
|         | SSDRec           | **11.95**  | **18.93** | **31.13** | **5.88** | **7.74** | **10.22** |
| Ruby    | SSDRec-dynamic   | 7.30       | 11.34 | 21.29 | 3.77         | 4.81 | 6.82 |
|         | SSDRec-static    | 7.39       | 11.36 | 21.01 | 3.84         | 4.88 | 6.81 |
|         | SSDRec           | **7.63**   | **12.05** | **21.98** | **4.01** | **5.19** | **7.17** |
| JavaScript | SSDRec-dynamic   | 5.54       | 9.50 | 18.23 | 2.58         | 3.62 | 5.37 |
|         | SSDRec-static    | 5.10       | 8.67 | 16.76 | 2.36         | 3.30 | 4.92 |
|         | SSDRec           | **5.70**   | **9.73** | **18.47** | **2.65** | **3.73** | **5.48** |

that SSDRec-dynamic outperforms SSDRec-static in most cases and is completely defeated by SSDRec. The reasons are as follows.

1. With the rapid development of computer field, both software and hardware are constantly updated, which leads to the rapid change of developers’ interests. A developer may have been using Angular before, but now he is learning VUE following the trend. Compared with other fields, the dynamic interests of developers in computer field is particularly important. Thus, SSDRec-dynamic beats SSDRec-static in most cases.

2. Although most developers’ interests change frequently, some of their characteristics will not change easily, such as learning speed, coding ability and so on. Thus, SSDRec considering two interests achieves highest HR and NDCG.

5.4 Exploring Hyper-parameters(RQ3)

In this part, we conduct experiments to show how hyper-parameters affect our model.

5.4.1 Neighborhood sample sizes. Due to the large range of node degrees in social and dependency networks, our model uses a sampling technique proposed in [29]. To study the influence of sampling size on aggregation ability, we set $\beta$ and $\gamma$ as sampling sizes of first layer in the two networks
(number of neighbors in every layer is half of previous layer, i.e. sampling sizes of second layer are $\beta/2$ and $\gamma/2$). Figure 3 illustrates the performance of SSDRec when changing $\beta$ and $\gamma$. Note that when $\beta = 0$, the model is equal to SSDRec-dependency proposed in the previous subsection. Similarly, when $\gamma = 0$, our model is equal to SSDRec-social.

As shown in Figure 3, for both $HR@10$ and $NDCG@10$ in PHP, the optimal $\gamma$ and $\beta$ are 10. What’s more, the optimal $\gamma$ and $\beta$ are 8 and 14 respectively in Ruby.

5.4.2 Segmentation strategies of session. Segmentation strategies of session is an important factor that controls the lifespan of sessions. In this part, we compare the performance of SSDRec with different segmentation strategies $^2$ and comparison results on three datasets are shown in Figure 4. From the results, we observe that the performance of SSDRec is dropped with the increase of lifespan in most cases. The possible reason is that one week is enough for the developer to complete a feature of the project, which means the developers’ interests may change in just two weeks, i.e., it will become more and more difficult to model interests from sessions with the lifespan increased.

5.5 Attention Visualization

We hypothesized that developers’ interests rapidly change inter sessions and are relatively stable intra a session. As developers prefer to focus on friends with similar interests, the influences of their friends should follow the same rules. To reflect the change of influences of friends across sessions, we conduct the experiments from both the whole and specific individual.

$^2$To ensure the consistency of data for each segmentation strategy, we do not reprocess the data, but merge adjacent sessions to increase the lifespan of sessions.
5.5.1 developers as a whole. Figure 5 illustrates the empirical distribution of inter-session, intra-session and across-friend attention variance on three datasets. From Figure 5, we can observe:

![Attention variance distribution](image)

Fig. 5. Attention variance distribution of SSDRec for inter-session, intra-session and across friends.

1. As a whole, the inter-session variance is much larger than intra-session variance, indicating attention changes rapidly inter sessions. This confirms that developers’ interests are relatively stable.

2. The attention variance across friends is highest on average, which indicates that although interests of developers are dynamic, they rarely changes dramatically. This is reasonable. For example, a developer may learn angular and Vue sequentially and rarely uses front-end development after learning back-end development. But some of his friends may specialize in front-end development and some specialize in back-end development.

5.5.2 Individual case studies. To show individual developer behavior within and across session(s), we random select a developer $u_{1039}$ who have 8 test sessions and at least 5 friends in PHP. Figure 6 shows the attention visualization inter sessions and intra a session. From Figure 6, we can observe:

![Attention visualization](image)

Fig. 6. Inter(left) and intra-session(right) attention of $u_{1039}$. For both plot, y-axis represents $u_{1039}$’s friends and the color of attention is consistent. In the left plot, x-axis represents sessions and the average attention weight within a session is plotted. In the right plot, to obtain more convincing results, x-axis represent the package sequence in fourth session (the longest session across eight sessions).

1. The attention allocated to friends changes whether across sessions or within a session. This confirms that the influences of social network change with the change of developer’s interest.
Attention is relatively stable intra a session. This is in line with our hypothesis and reasonable. In general, developers’ interests will not change much within a week (lifespan of sessions in our experiments) and their attention to friends is relatively stable. However, the time span inter sessions may exceed one year, during which the developer’s interest may change, causing developer to focus on different sets of friends in different sessions.

6 CONCLUSIONS
In this article, we first depict the evolving interests, dynamic social influences and attentive dependency influences in software recommendation and then propose a unified software recommendation framework to model them. Graph attention network is introduced and extended to combine attentive software dependency and dynamic social influences, and recurrent neural network is applied to model developers’ evolving interests. Experiment results on real-world datasets indicate the performance and effectiveness of our proposed model. In future, we will consider higher order relationship in dependency network and social network.
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