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Abstract
Intrinsic core generalises the finite-dimensional notion of the relative interior to arbitrary (real) vector spaces. Our main goal is to provide a self-contained overview of the key results pertaining to the intrinsic core and to elucidate the relations between intrinsic core and facial structure of convex sets in this general context. We gather several equivalent definitions of the intrinsic core, cover much of the folklore, review relevant recent results and present examples illustrating some of the phenomena specific to the facial structure of infinite-dimensional sets.
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1 Introduction

The relative interior of a convex set in a finite-dimensional real vector space is the interior of this convex set relative to its affine hull; a direct generalisation of this notion to real vector spaces is the intrinsic core, introduced in [17] and developed in [12] (also called pseudo-relative interior [3], the set of inner points [8] and the set of weak internal points [6]).

In contrast to the relative interior in finite dimensions, intrinsic core may be empty for fairly regular sets, which was a key motivation for introducing the notion of quasi-relative interior [4] in the context of topological vector spaces. Even though the quasi-relative interior is a very interesting mathematical object (for instance, [19, 20] study duality and separation in the context of quasi-relative interior and resolve a number of open questions),
and has much practical importance, we find that limiting our study to the interplay between the intrinsic core and facial structure already offers rich material and provides a valuable perspective on the structure of convex sets in general vector spaces. Such a narrowly focused overview is long overdue: the well-known results and examples discussed here are scattered in the literature, and it may be difficult to find neat references for widely known statements. Besides, we were able to provide some new insights and discuss several examples of interesting infinite-dimensional convex sets from the perspective of facial structure (for instance, see Example 2.7, where we construct uncountable chains of faces of the Hilbert cube).

Our take on this topic is consistent with the approach of several recent papers that focus on the intrinsic core. For instance, [7, 10, 11] study the facial structure of convex sets in linear vector spaces with relation to the intrinsic core, [13] is specifically focused on the intrinsic core of convex cones, and [18] reviews the basic properties of a (less general) notion of the algebraic core, with an emphasis on separation. Notably [13] and [18] do not mention the facial structure that is central to our exposition.

We begin with a discussion on faces of convex sets in Section 2, obtaining a new characterisation of minimal faces in terms of the lineality subspace of the cone of feasible directions (Proposition 2.4), leading to a (known) characterisation of a face as an intersection of line segments (Corollary 2.6). We then talk about chains of faces and present an example of a convex set with uncountable chains of faces (Example 2.7).

In Section 3 we discuss several equivalent definitions of intrinsic core, and focus on characterising the intrinsic core in terms of minimal faces: specifically, in Proposition 3.11 we show that the intrinsic core of a convex set coincides with the set of points for which the minimal face of these points is the entire set $C$ using Corollary 2.6. We also provide an extensive list of properties of the intrinsic core, with self-contained proofs and references. We end the section with the decomposition result (a convex set is a disjoint union of the intrinsic cores of its faces, Theorem 3.14).

In Section 4 we discuss the notions of linear closure and boundary and relate these to the intrinsic core and faces of convex sets. We also talk about separation and supporting hyperplanes in general real vector spaces, outlining classic separation results pertaining to the setting of general vector spaces, and highlighting the role of intrinsic core in convex separation. We then provide a brief summary in Section 5.

## 2 Convex Sets and their Faces

Recall that a subset $C$ of a real vector space $X$ is convex if for any two points $x, y \in C$ we have $[x, y] \subseteq C$, where $[x, y]$ is the line segment connecting the points $x$ and $y$,

$$[x, y] = \{\alpha x + (1 - \alpha)y \mid \alpha \in [0, 1]\}.$$

We will also use the notation $(x, y)$ to denote the open line segments connecting $x$ and $y$, also $[x, y)$ and $(x, y]$ for the relevant half-open segments. Note that algebraically it makes perfect sense to consider degenerate line segments of the form $(x, x) = (x, x] = [x, x) = [x, x]$, since in this case

$$(x, x) = \{tx + (1 - t)x \mid t \in (0, 1)\} = \{x\}.$$

Even though this notation may appear confusing geometrically, it allows to treat the endpoints of all line segments including the degenerate singleton ones in a unified fashion, and hence streamline much of our discussion.
Fig. 1 Faces of two-dimensional convex sets: proper faces are shown in black

Throughout the paper we assume that $X$ is a real vector space, and that all the sets we consider live in this space (unless stated otherwise). We reiterate this assumption in some of the statements for the ease of reference.

A convex subset $F$ of a convex set $C$ is called a face of $C$ if for every $x \in F$ and every $y,z \in C$ such that $x \in (y, z)$, we have $y,z \in F$. The set $C$ itself is its own face, and the empty set is a face of any convex set $C$. A face $F$ of $C$ is proper if $F$ is nonempty and does not coincide with $C$. We write $F \triangleleft C$ for the faces $F$ that do not coincide with $C$ and $F \subseteq C$ for all faces $F$ of $C$. Faces that consist of one point only are called extreme points. Some faces of two-dimensional convex sets are shown schematically in Fig. 1.

The following two statements are well-known and follow from the definition of a face.

**Lemma 2.1** Let $C$ be a convex subset of a real vector space $X$. If $F \triangleleft C$ and $E \subseteq F$, then $E \triangleleft F$ if and only if $E \subseteq C$.

**Proof** Suppose that $C$ is a convex set, $F \subseteq C$ and $E \subseteq F$. By the definition of a face, $E \subseteq C$ is equivalent to having for any $x, y \in C$ with $(x, y) \cap E \neq \emptyset$ that $x, y \in E$. However since $F$ is a face of $C$, and $E \subseteq F$, any such pair $x, y$ must also be in $F$ (and vice versa, as $x, y \in F \subseteq C$). Hence, $E \subseteq C$ is equivalent to $E \subseteq F$. □

**Lemma 2.2** Let $\mathcal{F}$ be a collection of faces of a convex set $C \subseteq X$, that is, every member of the set $\mathcal{F}$ is a face of $C$. Then

$$E := \bigcap_{F \in \mathcal{F}} F$$

is also a face of $C$.

**Proof** First notice that $E$ is a convex subset of $C$. Now, if for some $x, y \in C$ the open line segment $(x, y)$ intersects $E$, then it intersects each $F \in \mathcal{F}$, and hence $[x, y] \subseteq E$, so $E$ is a face of $C$ by definition. □

### 2.1 Minimal Faces

For any subset $S$ of a convex set $C$ there exists a unique minimal (in terms of the set inclusion) face $F \triangleleft C$ that contains $S$. We can define minimal faces containing a given set in a constructive way, with the help of Lemma 2.2.

Let $S \subseteq C$, where $C$ is a convex subset of a real vector space $X$. The minimal face of $C$ containing $S$ or just the minimal face of $S$ in $C$, is

$$F_{\text{min}}(S, C) := \bigcap\{F \mid F \triangleleft C, S \subseteq F\}.$$
The set $F_{\text{min}}(S, C)$ is a face due to Lemma 2.2, and it is the smallest face (with respect to set inclusion) that contains $S$. When $S = \{x\}$ is a singleton we use the notation $F_{\text{min}}(x, C) = F_{\text{min}}(\{x\}, C)$.

By cone $C$ we denote the conic hull of $C \subseteq X$, that is, the set of all finite nonnegative combinations of points in $C \subseteq X$.

$$\text{cone } C = \left\{ \sum_{i \in I} \alpha_i x_i \mid x_i \in C, \alpha_i \geq 0 \forall i \in I, |I| < \infty \right\}.$$ 

The conic hull cone $C$ of any set $C \subseteq X$ is a convex cone (it is convex and positively homogeneous, $\lambda x \in K$ for all $x \in K$ and $\lambda > 0$). When $C$ is convex, we have $\text{cone } C = \mathbb{R}_+ C = \{\alpha x \mid x \in C, \alpha \geq 0\}$. In particular, when $C$ is convex and $x \in C$, then $\text{cone}(C - x)$ is the cone of feasible directions of $C$ at $x$, that is, it consists of the rays along which one can move away from $x$ while staying, at least for a while, within $C$.

The lineality space $\text{linspace } K$ of a nonempty convex cone $K \subseteq X$ is the largest linear subspace contained in $K$ (the lineality space can be defined for general convex sets, but we will only need this notion for cones). The following facts are well-known.

**Proposition 2.3** Let $K$ be a convex cone, $K \subseteq X$. Then

(i) the lineality space $\text{linspace } K$ is well-defined;
(ii) the lineality space $\text{linspace } K$ is nonempty if and only if $0 \in K$;
(iii) for any $x \in K$, we have $x \in \text{linspace } K$ if and only if $-x \in K$.

**Proof** To show that the lineality space is well-defined, it is sufficient to observe that the linear span of the union of all linear subspaces contained in a convex cone $K$ is again a linear space. This linear space contains all other linear subspaces in $K$, moreover, it is contained in $K$ by convexity. Therefore the lineality space of $K$ can be uniquely described as

$$\text{linspace } K = \text{span} \bigcup \{L \mid L \subseteq K \text{ is a linear subspace}\}. \quad (1)$$

The part (ii) is straightforward: since 0 must belong to every linear subspace, if $0 \notin K$, then no linear subspace is contained in $K$. Likewise, if $0 \in K$, then $\{0\}$ is a trivial linear subspace contained in $K$. Consider item (i) and (1) we get that $\text{linspace } K \neq \emptyset$.

The necessary part of (iii) is evident: assuming $x \in \text{linspace } K \subseteq K$, and recalling that $\text{linspace } K$ is a linear subspace, we must have $-x \in \text{linspace } K$. To show the sufficiency, assume that $x, -x \in K$. Since $K$ is a cone, $\lambda x \in K$ for all $\lambda \neq 0$, and by convexity $0 \in K$. We conclude that $H = \{\lambda x, \lambda \in \mathbb{R}\} \subseteq K$, hence $H \subseteq \text{linspace } K$ by (i), in particular, $x \in \text{linspace } K$. \hfill $\Box$

Recall that the Minkowski sum of two (convex) sets $C, D \subseteq X$ is

$$C + D = \{x + y \mid x \in C, y \in D\}.$$ 

When one of the sets is a singleton, we abuse the notation and write $C + x$ for $C + \{x\}$. We show next that the minimal face of any point, can be characterised in terms of the lineality space of the cone of feasible directions of the point.

**Proposition 2.4** Let $C \subseteq X$ be a nonempty convex set and let $x \in C$. Then

$$F_{\text{min}}(x, C) = C \cap (\text{linspace } \text{cone}(C - x) + x).$$
Before moving on to the proof of Proposition 2.4, we state and prove the following elementary technical proposition that will be used as a building block in several proofs.

**Proposition 2.5** Let \( a, b, u, v \in X \). If \( a \in (u, v) \), then for any \( c \in (a, b) \) there exists \( w \in (v, b) \) such that \( c \in (u, w) \).

**Proof** Let \( a, b, u, v \in X \), and assume that \( a \in (u, v) \) and \( c \in (a, b) \) (see Fig. 2).

There are \( \alpha, \beta \in (0, 1) \) such that

\[
a = \alpha u + (1 - \alpha)v, \quad c = \beta a + (1 - \beta)b.
\]

We have from (2)

\[
c = \beta(\alpha u + (1 - \alpha)v) + (1 - \beta)b = \alpha \beta u + (1 - \alpha \beta) \left( \frac{\beta(1 - \alpha)}{(1 - \alpha \beta)} v + \frac{1 - \beta}{(1 - \alpha \beta)} b \right).
\]

Let

\[
w = \frac{\beta(1 - \alpha)}{1 - \alpha \beta} v + \frac{1 - \beta}{1 - \alpha \beta} b.
\]

It is evident that \( w \in (b, v) \), while from (3) we have \( c \in (u, w) \). \( \square \)

**Proof of Proposition 2.4** We first show that

\[
C \cap (\text{linspace cone}(C - x) + x) \subseteq F_{\text{min}}(x, C).
\]

Let \( y \in C \cap (\text{linspace cone}(C - x) + x) \). Then \( y = x + u \) for some \( u \in \text{linspace cone}(C - x) \), and by Proposition 2.3 (iii) we have \( -u \in \text{linspace cone}(C - x) \subseteq \text{cone}(C - x) \). This means that there exists some \( t > 0 \) such that \( x - tu \in C \). We have

\[
\frac{t}{1 + t} (x + u) + \frac{1}{1 + t} (x - tu) = x,
\]

hence \( x \in (x + u, x - tu) \) and for every face \( F \) of \( C \) containing \( x \) we must have \( y = x + u \in F \). We conclude that

\[
y \in \bigcap_{F \subseteq C, x \in F} F = F_{\text{min}}(x, C).
\]

It remains to show the converse, that

\[
F_{\text{min}}(x, C) \subseteq C \cap (\text{linspace cone}(C - x) + x).
\]

Since \( F_{\text{min}}(x, C) \subseteq C \), it is then sufficient to show that

\[
F_{\text{min}}(x, C) = F_{\text{min}}(x, C) \cap (\text{linspace cone}(C - x) + x).
\]

If we prove that

\[
F = F_{\text{min}}(x, C) \cap (\text{linspace cone}(C - x) + x)
\]

(5)
Fig. 3 The two-dimensional gadget used in the proof of Proposition 2.4

is a face of $C$, then from $x \in F$, we must have $F \subseteq F_{\min}(x, C)$, hence $F = F_{\min}(x, C)$, and so (4) holds.

Let $y \in F$ and $u, v \in C$ and $\alpha \in (0, 1)$ be such that

$$y = (1 - \alpha)u + \alpha v. \quad (6)$$

Our goal is to show that $u \in F$.

Let $p = y - x$. Since $y \in \text{linspace cone}(C - x) + x$, we have $p \in \text{linspace cone}(C - x)$, and by Proposition 2.3 (iii) we have $-p \in \text{linspace cone}(C - x) \subseteq \text{cone}(C - x)$. There exists $t > 0$ such that $z := x - tp \in C$. Applying Proposition 2.5 to the points $y, z, u, v$ and $x$ (cf. Figs. 2 and 3), we conclude that there exists some $w \in (v, z)$ such that $x \in (u, w)$, which yields $[u, w] \subseteq F_{\min}(x, C)$, hence, $u - x, -(u - x) \in \text{cone}(C - x)$, so $u - x \in \text{linspace cone}(C - x)$. We conclude that $u \in \text{linspace cone}(C - x) + x$. Hence, from (5) we conclude that $u \in F$.

It follows from Proposition 2.4 that the minimal face $F_{\min}(x, C)$ of $x \in C$ consists precisely of the line segments in $C$ that contain $x$ in their interiors (cf. Proposition 2.3 item 7 of [9]).

**Corollary 2.6** The minimal face $F_{\min}(x, C)$ for $x \in C$ (where $C$ is a convex subset of a real vector space $X$) can be represented as

$$F_{\min}(x, C) = \bigcup \{[y, z] \subseteq C, x \in (y, z)\}. \quad (7)$$

**Proof** It is evident that the set on the right-hand side is a subset of any face that contains $x$, hence, it must be contained in the minimal face of $x$ in $C$ as well. It remains to show that the minimal face of $x$ in $C$ is a subset of the right-hand side. Let $y \in F_{\min}(x, C)$. Then by Proposition 2.4 we have

$$y \in \text{linspace cone}(C - x) + x,$$

equivalently $y - x \in \text{linspace cone}(C - x)$. This means that $x - y \in \text{linspace cone}(C - x) \subseteq \text{cone}(C - x)$, and so there exists some $t > 0$ such that $t(x - y) \in C - x$, equivalently $x + t(x - y) \in C$. It remains to note that

$$x = \frac{t}{1+t}y + \frac{1}{1+t}(x + t(x - y)),$$

hence $x \in (y, x + t(x - y))$, and so $y$ belongs to the right-hand side of (7). \qed

### 2.2 Chains of Faces

Recall that a *chain* is a totally ordered set. A chain $\mathcal{F}$ of faces of a convex set $C$ is thus a set of faces of $C$ that for every two different sets $F, E \in \mathcal{F}$ we have either $E \subsetneq F$ or $F \subsetneq E$ (Lemma 2.1 implies that in this case either $E < F$ or $F < E$).
Recall that the affine hull of a convex set $C$ can be defined as

$$\text{aff } C = \left\{ \sum_{i \in I} \alpha_i x_i, \mid \sum_{i \in I} \alpha_i = 1, x_i \in C \forall i \in I, |I| < \infty \right\}.$$ 

Equivalently $\text{aff } C$ is the smallest affine subspace containing $C$ (a set of the form $x + L$, where $L$ is a linear subspace, and $x \in C$), or $\text{aff } C = x + \text{span}(C - x)$.

In the finite-dimensional setting a chain of faces of a convex set is always finite, since the nested faces must have strictly increasing dimensions, and there is a natural bound coming from the dimension of the affine hull of this set. The length of any chain of faces in $\mathbb{R}^n$ is at most $n + 2$, since a chain of faces may include the empty set as well as an extreme point, which is zero-dimensional (see Fig. 4). Polytopes have chains of faces of maximal possible length $d + 2$, where $d$ is the dimension of its affine hull. In the infinite dimensional setting however there are convex sets that may have not only infinite, but uncountable chains of faces. An example of a set with uncountable chains of faces is the Hilbert cube discussed next.

**Example 2.7 (Hilbert cube)** Consider the subset $C$ of $l_2$ defined as the infinite cartesian product of diminishing line segments,

$$C := \prod_{n \in \mathbb{N}^*} \left[0, \frac{1}{n}\right]$$

(here $\mathbb{N}^* = \{1, 2, 3, \ldots\}$ is the set of natural numbers that doesn’t contain 0). It is not difficult to observe that the subsets of $C$ defined by

$$\prod_{n \in \mathbb{N}^*} s_n, \quad s_n \in \left\{ \{0\}, \left\{\frac{1}{n}\right\}, \left[0, \frac{1}{n}\right] \right\}$$

are faces of $C$. We can now construct an uncountable chain of faces using a well-known trick. There exists an uncountable chain $\mathcal{C}$ in the power set $\mathcal{P}(\mathbb{N}^*)$ of natural numbers (to see this consider any bijection between $\mathbb{N}^*$ and $\mathbb{Q}$, and then construct the $\phi : \mathbb{R} \rightarrow \mathcal{P}(\mathbb{Q})$ that maps a real number $t$ to the set of all rational numbers that are strictly smaller than $t$: this mapping generates the required chain).

For any $c \in \mathcal{P}(\mathbb{N}^*)$ we let

$$F_c := \prod_{n \in \mathbb{N}^*} s_n, \quad s_n = \begin{cases} \left[0, \frac{1}{n}\right], & n \in c, \\ \{0\}, & n \notin c. \end{cases}$$

It is evident that if $c_1 \subset c_2$ for some $c_1, c_2 \in \mathcal{C}$, then $F_{c_1} \subset F_{c_2}$, hence, we have constructed an uncountable chain of faces $\{F_c\}_{c \in \mathcal{C}}$. Note that the union of the faces from this chain does not comprise the entirety of the Hilbert cube: any element from this union has an infinity of null coordinates (we thank one of our Referees for this observation).

**Fig. 4** A chain of maximal length of faces of a tetrahedron
Notice that in Example 2.7 we didn’t need to make the ‘edge length’ of the hypercube diminishing in \( n \), and could have considered a hypercube in the general sequence space, say with a unit edge length. However having an example in a well-behaved Hilbert space like \( l^2 \) demonstrates that the phenomenon occurs naturally in a fairly standard setting.

Another instance of a set with uncountable chains of faces is discussed in Section 4, its construction relies on an infinite Hamel basis (see Example 4.3).

**Proposition 2.8** Let \( C \) be a convex set in a real vector space \( X \) and suppose that \( \mathcal{F} \) is a chain of its faces. Then

\[
E = \bigcup_{F \in \mathcal{F}} F
\]

is a face of \( C \).

**Proof** First observe that \( E \) is a convex subset of \( C \); every point \( x \in E \) belongs to some face of \( C \), and hence belongs to \( C \); furthermore, for any \( u, v \in E \) there exist \( F_u, F_v \in \mathcal{F} \) such that \( u \in F_u \) and \( v \in F_v \). Since \( \mathcal{F} \) is a chain, without loss of generality we can assume that \( F_u \subset F_v \), and hence \( u, v \in F_v \). Therefore, \( [u, v] \subseteq F_v \subseteq C \), and so \( C \) is convex.

Let \( x \in E \), and let \( y, z \in C \) be such that \( x \in (y, z) \). Since \( E \) is a union of faces of \( F \), there must be a face \( F_x \in \mathcal{F} \) such that \( x \in F_x \). Since \( F_x \) is a face of \( C \), we have

\[
[y, z] \subseteq F_x \subseteq E,
\]

and so \( E \) is a face of \( C \). \( \square \)

Every chain of faces generates an associated set of affine subspaces, which are the affine hulls of these faces. The next proposition shows that chains of faces generate chains of affine subspaces, which results in a finite bound on chains of faces in finite dimensions, as was discussed in the beginning of this section.

**Proposition 2.9** If \( E, F \sqsubseteq C \) and \( E \subsetneq F \), then \( \text{aff } E \subsetneq \text{aff } F \).

**Proof** It is evident from the definition of the affine hull that if \( E \subseteq F \), then \( \text{aff } E \subseteq \text{aff } F \). It is hence sufficient to show that if \( E \subseteq F \) then there exists some \( u \in \text{aff } F \setminus \text{aff } E \). Assume the contrary, then in particular \( F \subseteq \text{aff } E \). Since \( E \subsetneq F \), there exists \( x \in F \setminus E \), which can be represented as

\[
x = \sum_{i \in I} \alpha_i u_i, \quad \sum_{i \in I} \alpha_i = 1, \quad u_i \in E \quad \forall i \in I, \quad |I| < \infty.
\]

By convexity

\[
y = \sum_{i \in I} \frac{1}{|I|} u_i \in E.
\]

Now there must exist a \( t > 0 \) such that

\[
\frac{1}{|I|} \geq t \left( \alpha_i - \frac{1}{|I|} \right) \quad \forall i \in I.
\]

Let

\[
\lambda_i = \frac{1}{|I|} - t \left( \alpha_i - \frac{1}{|I|} \right), \quad i \in I.
\]
Since \( \lambda_i > 0 \) for all \( i \in I \) and
\[
\sum_{i \in I} \lambda_i = 1,
\]
we have
\[
z = y + t(y - x) = \sum_{i \in I} \lambda_i u_i \in E \subseteq C,
\]
and since \( y \in E \subseteq C \) and \( y \in (x, z) \subseteq C \), by the definition of a face we must have \( x \in E \), which contradicts our assumption.

3 Intrinsic Core

In finite-dimensional spaces the relative interior of a convex set \( C \) is usually defined as its interior with respect to the affine hull of \( C \). Intrinsic core is a generalisation of this notion to the real vector spaces (although note that for topological vector spaces the relative interior is alternatively generalised as the interior relative to the topological closure of the affine hull [3]).

3.1 Definition and Basic Properties of the Intrinsic Core

There are several equivalent definitions of the intrinsic core: we discuss all of them throughout this section, however we start with the one that is perhaps the most elegant (also see the original work of Klee [17] where this approach first appears).

**Definition 3.1** (Intrinsic core via line segments) Let \( C \) be a convex subset of a real vector space \( X \). Then the intrinsic core of \( C \) is
\[
icr C = \{x \in C | \forall y \in C \exists z \in C \text{ such that } x \in (y, z)\}.
\]

In other words, \( x \in \nicr C \) if and only if one can extend the line segment connecting \( x \) to any point of the set \( C \) beyond the point \( x \), while staying within \( C \). This is also the definition used in [6] (called the set of weak internal points), in [9] (the set of inner points) and also in [3] (the set of relatively absorbing points or pseudo-relative interior).

Note that is a difference in the interpretation of the definition of the intrinsic core between our exposition and other literature: for instance, the discussion in [9, Section 1]) implies that singletons must have empty intrinsic cores, for the lack of any line segments, which we find inconsistent. It follows from Proposition 3.11 that whenever \( C \) is a singleton \( C = \{x\} \), we have \( F_{\min}(x, C) = \{x\} = C \), and hence \( \nicr C = C \).

The definition of the intrinsic core can also be extended to general subsets of \( X \), as it is done in [11]: in this case the intrinsic core of some \( S \subseteq X \) is defined as all points \( x \in S \) such that for any line \( L \) through \( x \) either there are some \( u \neq v \) such that \( x \in (u, v) \subseteq L \cap S \) or \( L \cap S = \{x\} \).

**Proposition 3.2** The intrinsic core of a convex subset \( C \) of a vector space \( X \) is a convex set.

**Proof** Let \( x, y \in \nicr C \) and suppose that \( z \in (x, y) \). Then for any \( u \in C \) there exist \( v, w \in C \) such that \( x \in (u, v) \) and \( y \in (u, w) \). Then we have for some \( s, t, r \in (0, 1) \)
\[
x = u + s(v - u), \quad y = u + t(w - u), \quad z = x + r(y - x).
\]
Substituting the expressions for $x$ and $y$ into the one for $z$, we obtain

$$z = u + (s(1 - r) + tr)(q - u),$$

where

$$q = \frac{s(1 - r)}{s(1 - r) + tr} v + \frac{t}{s(1 - r) + tr} w \in C$$

by convexity (see Fig. 5). Hence, $z \in (u, q)$ with $q \in C$, and by the arbitrariness of the choice of $u$ we have $z \in \text{icr } C$. \qed

In contrast to the finite-dimensional setting, where the relative interior of any nonempty convex set is also nonempty (e.g. see [16, Theorem 6.2]), the intrinsic core of a convex set may be empty. The next example illustrates this phenomenon (cf. [11, Theorem 5.2]).

**Example 3.3** Let $C$ be a subset of $c_{00}$ (eventually zero sequences),

$$C = \{ x \in c_{00} \mid x_i \in [0, 1] \}. \quad (8)$$

First observe that $C$ is a convex set. We will show that for any $x \in C$ there exists $y \in C$ such that there isn’t any $z \in C$ with $x \in (y, z)$, and hence $\text{icr } C = \emptyset$.

Indeed, let $x = (x_1, \ldots, x_k, \ldots) \in C$. There is an index $i \in \mathbb{N}$ such that $x_k = 0$ for every $k \geq i$. Let $y = (y_1, \ldots, y_k, \ldots)$ be such that

$$y_k = \begin{cases} x_k, & k \in \mathbb{N} \setminus \{i\}, \\ 1, & k = i. \end{cases}$$

In other words, $y$ coincides with $x$ up to and including $i-1$-st entry, has 1 in the $i$-th position and zeros beyond $i$. If there was a $z \in C$ such that $x \in (y, z)$, then for some $t \in (0, 1)$

$$x = ty + (1-t)z,$$

and in particular $0 = x_i = ty_i + (1-t)z_i = (1-t) + tz_i$, hence $z_i < 0$, which is impossible by the definition of $C$.

Convex sets that have nonempty intrinsic cores are called *relatively solid* in [13]. Perhaps a better term would be to call such sets *intrinsically solid*. It is tempting to think about sets with empty intrinsic cores as ‘small’, however this intuition is misleading, as such sets can be very large, with their algebraic closure covering the entire space: we discuss this well-known phenomenon in more detail in Section 4.

Since an intrinsic core of some convex set may be empty, having $A \subseteq B$ for two convex sets $A$ and $B$ it doesn’t yield $\text{icr } A \subseteq \text{icr } B$. Even though this behaviour already happens in finite-dimensional spaces, the general case is in a sense more extreme, since it may happen that the intrinsic core of $A$ is nonempty, and the intrinsic core of $B$ is empty. A trivial example is to consider some set $B$ such that $B \neq \emptyset$ and $\text{icr } B = \emptyset$, and let $A = \{x\}$ for some $x \in B$. 

\[ \text{Springer} \]
We next prove a well-known technical result that effectively means that the intersection of a line passing through the intrinsic core of a convex set with this convex set lies in the intrinsic core, except possibly the endpoints of this intersection. We later prove a similar result involving the algebraic closure (Proposition 4.1 (iii)).

**Proposition 3.4** Let $C$ be a convex subset of a real vector space $X$. If $x \in \text{icr } C$ and $y \in C$, then there exists $z \in \text{icr } C$ such that $x \in (z, y) \subseteq \text{icr } C$. In particular, $(x, y) \subseteq \text{icr } C$.

**Proof** Consider some $x \in \text{icr } C$ and $y \in C$. Fix an arbitrary $q \in (x, y)$. For any $u \in C$ there exists $v \in C$ such that $x \in (u, v)$ by the definition of the intrinsic core. Applying Proposition 2.5 to $x, y, u, v$ and $q$, we deduce that there exists $w \in (v, y)$ such that $q \in (u, w)$. Since $v, y \in C$, by convexity $w \in C$. Then $q \in \text{icr } C$ by the definition of the intrinsic core. We have hence shown that $(x, y) \subseteq \text{icr } C$. Now since $x \in \text{icr } C$ and $y \in C$, there must be some $z \in C$ such that $x \in (z, y)$. Then by the earlier proven statement we must have $(x, z) \subseteq \text{icr } C$. Hence $x \in (z, y) \subseteq \text{icr } C$. \hfill \Box

**Proposition 3.5** Let $C$ be a convex subset of a real vector space $X$. Then $\text{icr}(\text{icr } C) = \text{icr } C$.

**Proof** Observe that $\text{icr } C \subseteq \text{icr } C$, so we only need to prove the converse. Now take any $x \in \text{icr } C$. Then for any $y \in \text{icr } C$ we also have $y \in C$. Since $x \in \text{icr } C$ and $y \in C$, by Proposition 3.4 there must be $z \in \text{icr } C$ such that $x \in (z, y) \subseteq \text{icr } C$. This shows that $x \in \text{icr } \text{icr } C$. \hfill \Box

Note that the statement of Proposition 3.5 is discussed in a more general setting of not necessarily convex sets in Theorem 2.3 in [11]; even though the notion of intrinsic core can be generalised to arbitrary (non-convex) sets, the statement of Proposition 3.5 is not true for nonconvex sets (see [8, Example 3.1]).

In the next proposition we show that when a convex subset of a convex set has non-empty intrinsic core, the minimal face of this subset coincides with the minimal face of any point in the intrinsic core of the subset. This property is well-known in the finite dimensional case for the relative interior.

**Proposition 3.6** Let $S$ and $C$ be convex sets in a real vector space $X$. If $S \subseteq C$ and $\text{icr } S \neq \emptyset$, then for any $x \in \text{icr } S$ we have $F_{\text{min}}(x, C) = F_{\text{min}}(S, C)$. Moreover, $\text{icr } S \subseteq \text{icr } F_{\text{min}}(S, C)$.

**Proof** Under the assumptions of the proposition, suppose that $x \in \text{icr } S$. Then by Proposition 3.4 for any $y \in S$ there exists $z \in S$ such that $x \in (y, z)$. Since $S \subseteq C$, Corollary 2.6 then yields $S \subseteq F_{\text{min}}(x, C)$. Hence the minimal face of $S$ must be a subset of $F_{\text{min}}(x, C)$, however there can be no smaller face containing $x$ (and hence $S$), therefore, $F_{\text{min}}(x, C) = F_{\text{min}}(S, C)$.

Now for any $x \in \text{icr } S$ we have $x \in \text{icr } F_{\text{min}}(x, C) = \text{icr } F_{\text{min}}(S, C)$, hence, $\text{icr } S \subseteq \text{icr } F_{\text{min}}(S, C)$. \hfill \Box

It doesn’t look like anything similar to Proposition 3.6 can be said about the minimal face $F_{\text{min}}(S, C)$ when the subset $S$ of $C$ has empty intrinsic core. The minimal face of $S$ may or may not have empty intrinsic core in this case.
3.2 Alternative Definitions of the Intrinsic Core

In [3] the intrinsic core of a convex set $C \subseteq X$ (called the pseudo-relative interior, pri $C$) is defined as follows.

**Definition 3.7** (Intrinsic core via the cone of feasible directions)

$$\text{icr } C = \{ x \in C : \text{cone}(C - x) \text{ is a linear subspace} \}.$$

We next show that this definition describes the same object as the one considered previously.

**Proposition 3.8** (Lemma 2.3 in [3]) Let $C$ be a convex subset of a real vector space $X$. Then $\text{cone}(C - x)$ is a linear subspace if and only if for every $u \in C$ there exists $v \in C$ such that $x \in (u, v)$.

**Proof** Let $x \in C$ such that $\text{cone}(C - x)$ is a linear subspace, then for all $u \in C$ and all $\alpha > 0$ we have, $\alpha(u - x) \in \text{cone}(C - x)$ and $-\alpha(u - x) \in \text{cone}(C - x)$ then there exist $\lambda > 0$ and $v \in C$ such that $-\alpha(u - x) = \lambda(v - x)$, then

$$0 = \alpha(u - x) - \alpha(u - x) = \alpha(u - x) + \lambda(v - x).$$

This implies that $\frac{\alpha}{\alpha + \lambda}(u - x) + \frac{\lambda}{\alpha + \lambda}(v - x) = 0$, getting that $x = \frac{\alpha}{\alpha + \lambda}u + \frac{\lambda}{\alpha + \lambda}v$, the arbitrarily chosen $u$ and the existence of $v$ completes the proof.

Now, suppose that $x \in C$ is such that for all $u \in C$, there exist $\alpha \in (0, 1)$ and $v \in C$ such that $x = \alpha u + (1-\alpha)v$. Then $0 = \alpha(u-x) + (1-\alpha)(v-x)$. Considering any $k \in \text{cone}(C-x)$, there exist $\lambda > 0$ and $u \in C$ such that $k = \lambda(u - x)$, since $\frac{\alpha}{\alpha + \lambda}k \in C$, we have that there exist $v \in C$ such that $-\frac{\alpha}{\alpha + \lambda}k = (1-\alpha)(v-x)$ implying that $-k \in \text{cone}(C-x)$, then using Proposition 2.3 we obtain that $k \in \text{linspace} \text{cone}(C-x)$. Since $k \in \text{cone}(C-x)$ is arbitrary we obtain that $\text{cone}(C-x) = \text{linspace} \text{cone}(C-x)$, then $\text{cone}(C-x)$ is a linear subspace. \qed

In a similar way to the intrinsic core we can also define the core of a convex set (introduced by Klee [17], also see [12]). For some $x \in C$ we say that $x \in \text{core } C$ if for every $y \in X \setminus \{ x \}$ there exists $z \in (x, y)$ such that $[x, z] \subseteq C$. If $0 \in \text{core } C$, then $C$ is called absorbing. Note that $\text{icr } C = \text{core } C$ if and only if either $\text{core } C \neq \emptyset$ or $\text{icr } C = \emptyset$. We can equivalently define the intrinsic core of a convex set $C$ as its core with respect to its affine hull. Notice that generally speaking the affine hull of a convex set is not necessarily a linear subspace of the ambient vector space $X$, since it may not contain zero. However as this space is closed with respect to lines and segments, there is no impediment to defining the core of a convex set living in this affine subspace.

**Definition 3.9** (Intrinsic core via the affine hull) Let $C$ be a convex set of a real vector space $X$. The intrinsic core of $C$ is the algebraic core of $C$ with respect to the affine hull of $C$, that is,

$$\text{icr}_X C = \text{core}_{\text{aff}} C.$$

The next proposition ensures that this new definition aligns with the original Definition 3.1.
Proposition 3.10 Let $C$ be a convex subset of a real vector space $X$, and let $x \in C$. The following statements are equivalent:

(i) for every $y \in C$ there exists $z \in C$ such that $x \in (y, z)$;

(ii) for every $y \in \text{aff } C$ there exists $z \in (x, y)$ such that $z \in C$.

Proof Let $x \in C$ and suppose (i) holds. Take any $y \in \text{aff } C$. Then

$$y = \sum_{i=1}^{m} \lambda_i u_i + \lambda_0 x, \quad \sum_{i \geq 1} \lambda_i = 1, \quad u_i \in C \setminus \{x\} \quad \forall i \in \{1, \ldots, m\}. \quad (9)$$

If $m = 0$, then $y = x$ and (ii) holds with $z = x = y$. Otherwise for any $i \in \{1, \ldots, m\}$ there exists $v_i \in C$ such that $x \in (u_i, v_i)$; explicitly, there is some $t_i \in (0, 1)$ such that

$$x = t_i u_i + (1 - t_i) v_i. \quad (10)$$

Now let

$$\alpha_i := \begin{cases} \sum_{\lambda_i < 0, \ i \geq 1} \frac{\lambda_i}{t_i} + \lambda_0, & i = 0 \\ \lambda_i, & \lambda_i \geq 0, \ i \geq 1 \\ \frac{(t_i - 1) \lambda_i}{t_i}, & \lambda_i < 0, \ i \geq 1 \end{cases}$$

and

$$w_i = \begin{cases} u_i, & \lambda_i \geq 0 \\ v_i, & \lambda_i < 0. \end{cases}$$

It is easy to see using (9) and (10) that the affine representation of $y$ can be rewritten in this new notation as

$$y = \sum_{i=1}^{m} \alpha_i w_i + \alpha_0 x. \quad (11)$$

Here $\sum_{i=1}^{m} \alpha_i + \alpha_0 = 1$, $\alpha_i \geq 0$ and $w_i \in C$ for $i \in \{1, \ldots, m\}$ Now if $\alpha_0 \geq 0$, then $y \in C$, hence $[x, y] \subseteq C$ and for any $z \in (x, y)$ we have $[x, z] \subseteq C$. Otherwise (if $\alpha_0 < 0$) let

$$z := \frac{1}{1 - \alpha_0} y + \frac{-\alpha_0}{1 - \alpha_0} x.$$

Observe that $z \in (x, y)$ and also substituting the expression for $y$ from (11) we have

$$z = \sum_{i=1}^{m} \frac{\alpha_i}{1 - \alpha_0} w_i.$$

It is evident that $z \in C$, and therefore $[x, z] \subseteq C$. We have shown that (i) yields (ii). It remains to show the converse.

Assume now that (ii) holds, and let $y \in C$. Since $x, y \in C$, we have

$$x + (x - y) \in \text{aff } C.$$

By (ii) there exists $z \in (x, x + (x - y))$ such that $z \in C$. Explicitly, there is some $t \in (0, 1)$ such that

$$z = (1 - t)x + t(x + (x - y)) = (1 + t)x - ty.$$

Hence,

$$x = \frac{1}{1 + t} z + \frac{t}{1 + t} y \in (z, y).$$

This shows (i). \qed
3.3 Intrinsic Core and Minimal Faces

Even though the intrinsic core of a convex set may be empty (as in Example 3.3), it provides a disjoint decomposition of a convex set into the intrinsic cores of its faces. We prove this in Theorem 3.15 (cf. [9, Corollary 2.4]), but first we obtain a characterisation of the intrinsic core via minimal faces. Notice also that the next proposition was effectively proved in [9, Proposition 2.3].

**Proposition 3.11** Let $C \subseteq X$ be a convex set, then

$$\text{icr } C = \{x \in C, F_{\min}(x, C) = C\}.$$ 

**Proof** By Definition 3.1 and Corollary 2.6 we have that

$$\{x \in C : F_{\min}(x, C) = C\} = \{x \in C : \cup \{[y, z], x \in (y, z)\} = C\} = \{x \in C : \forall y \in C \exists z \in C, x \in (y, z)\} = \text{icr } C.$$ 

Proposition 3.11 that we have just proved allows us to state yet another equivalent definition of the intrinsic core.

**Definition 3.12** (Intrinsic core via minimal faces) Let $C$ be a convex subset of a real vector space $X$. The intrinsic core of $C$ can be defined as follows,

$$\text{icr } C = \{x \in C, F_{\min}(x, C) = C\}.$$ 

**Example 3.13** (Revisiting Example 3.3) Using the last definition of the intrinsic core, we can provide an alternative explanation on why the intrinsic core of the set $C$ in Example 3.3 defined by (8) is empty.

For $x \in C$ let 

$$F_x = \{u \in C | u_i = 0 \forall i : x_i = 0\}.$$ 

It is not difficult to observe that $F_x$ is a face of $C$, does not coincide with $C$, and contains $x$. Hence the minimal face $F_{\min}(x, C) \subseteq F_x$ is strictly smaller than $C$ for every $x \in C$. We conclude that $\text{icr } C = \emptyset$.

**Corollary 3.14** Let $C$ be a convex subset of a real vector space $X$, and let $F$ be a face of $C$. Then $F = F_{\min}(x, C)$ if and only if $x \in \text{icr } F$.

**Proof** Observe that for $x \in F \subseteq C$ we have 

$$F_{\min}(x, F) = F_{\min}(x, C),$$ 

hence, under the assumptions of this corollary, and using Proposition 3.11, we obtain

$$\text{icr } F = \{x \in F | F_{\min}(x, F) = F\} = \{x \in F | F_{\min}(x, C) = F\}$$

which shows the equivalence.
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Theorem 3.15 (cf. Corollary 2.4 in [9]) For a convex set $C \subset X$ and any $x \in C$ there is a unique face $F \preceq C$ such that $x \in \text{icr } F$. Consequently,

$$C = \bigcup_{F \preceq C} \text{icr } F,$$

(12)

where by $\bigcup$ we denote a disjoint union.

Proof We obtain this decomposition by observing that for every $x \in C$ there exists a unique minimal face $F_{\text{min}}(x, C)$. Evidently $F_{\text{min}}(x, F_{\text{min}}(x, C)) = F_{\text{min}}(x, C)$, hence by Proposition 3.11 we have $x \in \text{icr } F$. This shows that $C$ is the union of intrinsic cores of its faces. It remains to show that the union is disjoint.

Suppose that $x \in \text{icr } E \cap \text{icr } F$, where $E$ and $F$ are different faces of $C$. Then we must have $F_{\text{min}}(x, E) = E \neq F = F_{\text{min}}(x, F)$. However $x \in E \cap F$ and hence $F_{\text{min}}(x, E) = F_{\text{min}}(x, F) = F_{\text{min}}(x, C)$, a contradiction.

The next statement is Theorem 2.7 from [9], rephrased in our notation. The author calls the problem of characterising convex sets with no proper faces the ‘faceless problem’, hence the name of the theorem. It appears that this result follows from the decomposition of Theorem 3.15.

Theorem 3.16 (Faceless theorem) A nonempty convex subset $C$ of a real vector space $X$ is free of proper faces if and only if $C = \text{icr } C$.

Proof Suppose that a nonempty convex set $C$ has no proper faces. Then the only nonempty face of $C$ is the set $C$ itself, and by Theorem 3.15 we have $C = \text{icr } C$.

Conversely, assume that $C$ is a nonempty convex set such that $C = \text{icr } C$. Assume that on the contrary $C$ has a proper face $F$. Since $F$ is nonempty, there is some point $x \in F$, and by Theorem 3.15 we can find a face $E \preceq F$ such that $x \in \text{icr } E$. By Lemma 2.1 the convex set $E$ is also a face of $C$, while by our construction $E \subsetneq C$. We conclude that $x \in \text{icr } C \cap \text{icr } E$, which contradicts the uniqueness claim of Theorem 3.15.

Since only the faces that are minimal with respect to some point in the convex set feature in the decomposition (12), only those faces ‘contribute’ to the set. It is natural to expect that the faces that aren’t minimal with respect to some point can be represented in some natural way via those that are, for instance as the union of a chain, as is the case in Example 3.3. However this is not true, as is clear from a construction suggested by one of our referees. We come back to this construction in Section 4.1.

3.4 Calculus of Intrinsic Cores

We next gather several key calculus rules pertaining to intrinsic cores that haven’t been covered earlier. Even though this section contains mostly well-known results, we provide their proofs for completeness of our exposition.
Proposition 3.17 (Lemma 3.6 (a) in [3]) If $A$ and $B$ are convex sets in a real vector space $X$, then

$$\text{icr } A + \text{icr } B \subseteq \text{icr}(A + B).$$

(13)

Moreover, if $\text{icr } A \neq \emptyset$ and $\text{icr } B \neq \emptyset$, then

$$\text{icr } A + \text{icr } B = \text{icr}(A + B).$$

(14)

Proof Note that if one of $\text{icr } A$ or $\text{icr } B$ is empty, then (13) holds trivially. To show that (13) holds in the case of two nonempty intrinsic cores, take $a \in \text{icr } A$, $b \in \text{icr } B$, and let $c = a + b$. Now pick any $z \in A + B$. We can represent $z$ as $z = x + y$, where $x \in A$ and $y \in B$. By the definition of intrinsic core there exist $u \in A$ and $v \in B$ such that $a \in (x, u)$ and $b \in (y, v)$. Algebraically this means that there exist $t, s > 1$ such that

$$u = x + t(a - x), \quad v = y + s(b - y).$$

Let $\alpha := \min\{s, t\}$. By convexity

$$x + \alpha(a - x) \in (x, u) \subseteq A, \quad y + \alpha(b - y) \in (y, v) \subseteq B.$$

Hence

$$w = (x + \alpha(a - x)) + (y + \alpha(b - y)) \in A + B.$$

It is evident that $c \in (z, w)$, where $w \in A + B$. Since our choice of $z$ was arbitrary, we conclude that $c \in \text{icr}(A + B)$.

Now assume that $\text{icr } A, \text{icr } B \neq \emptyset$. To show (14), in view of (13) it remains to demonstrate that

$$\text{icr}(A + B) \subseteq \text{icr } A + \text{icr } B.$$

Pick any point $c \in \text{icr}(A + B)$. Since $\text{icr}(A + B) \subseteq A + B$, there must be $a \in A$ and $b \in B$ such that $c = a + b$. Now choose any $x \in \text{icr } A$ and $y \in \text{icr } B$. Then $z = x + y \in A + B$. Now $z \in A + B$, $c \in \text{icr}(A + B)$, hence there must be some $w \in A + B$ such that $c \in (z, w) \subseteq \text{icr}(A + B)$.

Since $w \in A + B$, there must be $u \in A$, $v \in B$ such that $w = u + v$. Now by Proposition 3.5 we have $[x, u] \subseteq \text{icr } A$ and $[y, v] \subseteq \text{icr } B$. Now $c = (1 - \alpha)z + \alpha w$ for some $\alpha \in (0, 1)$. Since $z = x + y$ and $w = u + v$, we conclude that

$$c = [(1 - \alpha)x + \alpha u] + [(1 - \alpha)y + \alpha v] \in \text{icr } A + \text{icr } B.$$

□

Corollary 3.18 If $C$ is a convex subset of a real vector space $X$, then for any $x \in X$

$$\text{icr}(C + \{x\}) = \text{icr } C + \{x\}.$$

Proof From Proposition 3.17 we have

$$\text{icr}(C + \{x\}) \subseteq \text{icr } C + \text{icr}\{x\} = \text{icr } C + \{x\},$$

also since $C = (C + \{x\}) - \{x\}$,

$$\text{icr } C \subseteq \text{icr}(C + \{x\}) - \{x\},$$

hence

$$\text{icr } C + \{x\} \subseteq \text{icr}(C + \{x\}),$$

and we have the required equality. □
Note that in [18, Proposition 2.5] it is shown that if core \( C = C \), then for any convex \( D \subseteq X \) we have
\[
\text{core}(C + D) = C + D.
\]
This property doesn’t generalise to intrinsic cores, even for finite dimensions. For instance, take \( C = (0, 1) \times \{0\}, D = \{0\} \times [0, 1] \) in the plane. Then icr \( C = C \), but
\[
\text{icr}(C + D) = (0, 1) \times (0, 1) \neq (0, 1) \times [0, 1] = C + D.
\]

**Proposition 3.19** (cf. Lemma 3.3 in [3]) Let \( C \) be a convex subset of a real vector space \( X \), and let \( A : X \to Y \) be a linear mapping from \( X \) to another real vector space \( Y \). Then
\[
A \text{icr } C \subseteq \text{icr}(AC).
\] (15)

Moreover, if \( A \) maps \( C \) to \( AC \) injectively or \( \text{icr } C \neq \emptyset \), then
\[
A \text{icr } C = \text{icr}(AC).
\] (16)

**Proof** Let \( C \) be a subset of \( X \), and suppose \( A : X \to Y \) is a linear mapping. If \( x \in \text{icr } C \), let \( u = Ax \) and take any \( v \in AC \). There must be a \( y \in C \) such that \( v = Ay \). Since \( x \in \text{icr } C \), by the definition of the intrinsic core there exists \( z \in C \) such that \( x \in (y, z) \). Hence \( u \in (v, Az) \) and we conclude that \( u \in \text{icr } AC \). This proves (15).

We first prove that (16) holds for an injective linear mapping \( A \): we only need to show the converse of (15). So assume that \( A \) maps \( C \subseteq X \) to \( AC \subseteq Y \) injectively. Consider any \( x \in \text{icr } AC \). There is a unique \( u \in C \) such that \( x = Au \). Take any \( v \in C \), and let \( y = Av \). Since \( x \in \text{icr } AC \), there must be \( z \in AC \) such that \( x \in (y, z) \), and hence there is some \( w \in C \) such that \( z = Aw \). Now observe that \( u \in (v, w) \). Indeed, we have \( x = (1-t)y + tz \) for some \( t \in (0, 1) \), and hence \( Au = (1-t)Av + Aw = A((1-t)v + tw) \).

We must have \( u = (1-t)v + tw \), otherwise \( A \) is not injective. We have therefore shown that \( u \in (v, w) \subseteq C \), and by the arbitrariness of \( v \) we conclude that \( u \in \text{icr } C \), hence \( x = Au \in A \text{icr } C \).

Now let’s deal with the case when \( A \) is not injective, but \( \text{icr } C \neq \emptyset \). Let \( L \) be the kernel of \( A \), i.e.
\[
L = \{x \in X \mid Ax = 0\}.
\]
Since \( L \) is a linear subspace of \( X \), it has a Hamel basis that can be completed to the entire space. Denote by \( M \) the span of this complement, then for any \( x \in X \) we have \( x = x_L + x_M \), where \( x_L \in L \) and \( x_M \in M \).

Let \( D \) be the projection of \( C \) onto the complement \( M \) of \( L \), in other words,
\[
D = \{x \in M \mid \exists y \in L : x + y \in C\}.
\]
It is evident that \( D + L = C + L \), and therefore
\[
AC = A(C + L) = AD.
\] (17)

Furthermore, observe that \( D \) is the linear image of \( C \) under the projection \( P \) that takes an element of \( X \) to the subset \( M \) by trimming off all of the \( L \)-space coordinates. From (15) we have
\[
P \text{icr } C \subseteq \text{icr}(PC) = \text{icr } D,
\]
and so \( \text{icr } D \) is nonempty. It is evident that \( \text{icr } L = L \neq \emptyset \), hence we can apply Proposition 3.17 to \( \text{icr } C \) and \( L \) (and to \( \text{icr } D \) and \( L \)) to obtain
\[
\text{icr } C + L = \text{icr}(C + L) = \text{icr}(D + L) = \text{icr } D + L,
\]
we therefore have
\[ A(\text{icr } C) = A(\text{icr } C + L) = A(\text{icr } D + L) = A(\text{icr } D), \tag{18} \]
In view of (17) and (18) it remains to show that
\[ \text{icr}(AD) = A(\text{icr } D). \]
Since \( A \) is an injective mapping on \( D \), the result is true by the previously proved claim. \( \square \)

The following corollary of Proposition 3.19 was proved in [18] for the algebraic core under the assumption of surjectivity of \( A \) (see Lemma 4.1 in [18]).

**Corollary 3.20** (cf. [18, Lemma 4.1]) If \( A : X \to Y \) is a surjective linear operator between two vector spaces \( X \) and \( Y \), and \( C \subseteq X \), then
\[ A(\text{core } C) \subseteq \text{core}(AC), \tag{19} \]
moreover if \( \text{core } C \neq \emptyset \), then (19) holds as equality.

**Proof** If \( \text{core } C = \emptyset \), then (19) is a triviality. Assume that \( \text{core } C \neq \emptyset \). Then \( \text{icr } C = \text{core } C \), and by Proposition 3.19 we have
\[ A(\text{core } C) = A(\text{icr } C) = \text{icr}(AC). \]
It remains to show that \( \text{icr}(AC) = \text{core}(AC) \), and for that it is sufficiently to show that \( \text{core}(AC) \neq \emptyset \). Take any \( x \in \text{icr}(AC) \) and \( y \in Y \). Since \( A \) is surjective, there must be some \( u \in C \) and \( v \in X \) such that \( x = Au \) and \( y = Av \). Since \( \text{core } A \neq \emptyset \), there must be some \( w \in (u, v) \) such that \( [u, w] \subseteq C \). Hence \( [z, x] \subseteq AC \), with \( z = Aw \in (Au, Av) = (x, y) \), so \( x \in \text{core}(AC) \neq \emptyset \). \( \square \)

**Corollary 3.21** (Lemma 3.6 (c) in [3]) If \( C \) is a convex subset of a real vector space \( X \), then
\[ \text{icr } \lambda C = \lambda \text{icr } C \quad \forall \lambda \in \mathbb{R} \setminus \{0\}. \]

**Proof** Follows from \( \lambda \) defining an injective linear mapping and Proposition 3.19. \( \square \)

**Corollary 3.22** Let \( C \) be a convex subset of a real vector space \( X \) and let \( D \) be a convex subset of a real vector space \( Y \), then
\[ \text{icr}(C \times D) = \text{icr } C \times \text{icr } D. \]

**Proof** First assume that \( \text{icr } C \neq \emptyset \) and \( \text{icr } D \neq \emptyset \), and define two linear mappings, \( M : X \to X \times Y \) and \( N : Y \to X \times Y \) as follows:
\[ M(x) = (x, 0_Y), \quad N(y) = (0_X, y). \]
These two mappings are injective, and therefore by Proposition 3.19 we have
\[ M(\text{icr } C) = \text{icr}(MC), \quad N(\text{icr } D) = \text{icr}(ND). \]
Now \( C \times D = MC + ND \), therefore by Proposition 3.17 we have

\[
\text{icr}(C \times D) = \text{icr}(MC + ND)
= \text{icr}(MC) + \text{icr}(ND)
= M(\text{icr} C) + N(\text{icr} D)
= \{(x, y) \mid x \in \text{icr} C, y \in \text{icr} D\}
= \text{icr} C \times \text{icr} D.
\]

It remains to consider the case when one of the intrinsic cores \( \text{icr} C \) or \( \text{icr} D \) is empty and to show that the left-hand side \( \text{icr}(C \times D) \) must also be empty in this case. Without loss of generality assume that \( \text{icr} C = \emptyset \), but there is some \((x, y) \in \text{icr}(C \times D)\). Pick any \( a \in C \). The point \((a, y)\) must be in \( C \times D \), hence, there exists \((b, c) \in C \times D\) and \( t \in (0, 1)\) such that

\[(x, y) = t(a, y) + (1 - t)(b, c).
\]

We conclude that \( x = ta + (1 - t)b \), where \( b \in C \) and \( t \in (0, 1) \), and hence \( x \in \text{icr} C \), which contradicts the assumption. \( \square \)

4 Linear Closure

In this section we discuss the notion of linear closure that can be defined using the natural topology of the real line. Our main goal is to relate this notion to the notion of the intrinsic core, and discuss some interesting phenomena pertaining to linear closure of convex sets.

4.1 Linear Closure and the Intrinsic Core

We say that a convex subset \( C \) of a real vector space \( X \) is linearly closed if for every \((x, y) \subseteq C \) we have \([x, y] \subseteq C \). The linear closure \( \text{lcl} C \) is the smallest convex linearly closed subset of \( X \) that contains \( C \). In a finite dimensional space the linear closure of a convex set \( C \) consists of all line segments contained in \( C \) together with their endpoints, but this is not the case in the infinite-dimensional setting (see [14, 15] for a detailed discussion on the fascinating differences between these two notions; note also that it may happen that \( \text{lin} C \neq \text{lin lin} C \)). We hence distinguish between the (strong) linear closure \( \text{lcl} C \) and the (weak) linear closure \( \text{lin} C \).

There is a related notion of linearly accessible points discussed [12, 13]: a point \( x \in X \) is linearly accessible from \( C \) if and only if there is some \( y \in X \) such that \((x, y) \subseteq C \). Since our notation allows \( x = y \) in this case, this notion coincides with the weak linear closure \( \text{lin} C \) (cf. [18]). It appears that some references do not allow \( x = y \) in the definition of linearly accessible points, and in this interpretation the set of linearly accessible points coincides with our definition \( \text{lin} C \) whenever \( C \) contains at least 2 points (see [12]).

We can then define the (weak) algebraic boundary of a convex subset \( C \) of a real vector space \( X \) as the set of all endpoints of the line segments that are contained in \( C \), that is,

\[
\text{lbd} C = \{x \in X \mid \exists u \in X : (x, x + u) \subseteq C, (x, x - u) \cap C = \emptyset\}.
\]

Note that \( \text{lbd} C \) is called the set of outer points in [11], also this reference defines such points for general (not necessarily convex) subsets of \( X \).

**Proposition 4.1** Let \( C_1, C_2 \) and \( C \) be convex subsets of a real vector space \( X \). Then we have the following relations between the weak linear closure and the intrinsic core.
(i) \text{icr } C = C \setminus \text{ lbd } C.

(ii) \text{ lin } C = C \cup \text{ lbd } C = \text{ icr } C \cup \text{ lbd } C.

(iii) If \( x \in \text{ icr } C \) and \( y \in \text{ lin } C \), then there exists \( z \in \text{ icr } C \) such that \( x \in (z, y) \subseteq \text{ icr } C \). In particular, \( \{x, y\} \subseteq \text{ icr } C \).

(iv) If \( \text{icr } C \neq \emptyset \), then \( C \subseteq \text{ lin icr } C \), \( \text{icr } C = \text{icr}(\text{lin } C) \) and \( \text{lin } C = \text{ lin icr } C \).

(v) We have \( \text{aff } C = \text{ aff lin } C \), and if \( \text{icr } C \neq \emptyset \), then \( \text{aff icr } C = \text{ aff } C \).

\textbf{Proof} To show (i), let \( x \in C \) and observe that \( x \in \text{ lbd } C \) if and only if there is a line segment in \( C \) with the endpoint \( x \) that can not be continued beyond \( x \), which is equivalent to \( x \not\in \text{ icr } C \).

To show (ii), first observe that the second equality follows from (i): \( C \cup \text{ lbd } C = (C \setminus \text{ lbd } C) \cup \text{ lbd } C = \text{ icr } C \cup \text{ lbd } C \). For the first relation, observe that \( \text{ lbd } C \subseteq \text{ lin } C \) and \( C \subseteq \text{ lin } C \), hence we only need to show that \( \text{ lin } C \subseteq C \cup \text{ lbd } C \). If \( x \in \text{ lin } C \), and \( x \not\in C \), then \( x \) must be the endpoint of some segment \( (x, x + u) \) contained in \( C \). Since \( x \not\in C \), the extension of this segment beyond \( x \), that is, \( (x, x - u) \) must have an empty intersection with \( C \). We conclude that \( x \notin \text{ lbd } C \).

For (iii) let \( x \in \text{ icr } C \), \( y \in \text{ lin } C \). If \( y \in C \), then we are done by Proposition 3.4. Otherwise there must exist some \( u \in C \) such that \( u \neq y \) and \( (y, u) \subseteq C \).

Since \( x \in \text{ icr } C \), there exists \( v \in C \) such that \( x \in (u, v) \). Then by Proposition 2.5 for any point \( z' \in (x, y) \) there exits \( w \in (v, y) \) such that \( z' \in (u, w) \). Now fix any \( p \in (z', w) \subseteq (u, w) \). Applying Proposition 2.5 again, this time to \( y, v, u, p \) (see Fig. 6), we conclude that there exists \( q \in (u, y) \) such that \( p \in (v, q) \). Now \( q \in (u, y) \subseteq C \), \( v \in C \) and \( p \in (v, q) \subseteq C \). Since \( z' \in (u, p) \), with \( u \in C \), and hence \( z' \in C \), by the arbitrariness of \( z' \) this proves that \( \{x, y\} \subseteq C \). Now for any point \( r \in (x, y) \) we have \( r \in C \), hence, by Proposition 3.4 we obtain \( \{x, r\} \subseteq \text{ icr } C \), and hence \( \{x, y\} \subseteq \text{ icr } C \), and also by the same proposition there exists some \( z \in \text{ icr } C \) such that \( x \in (z, r) \subseteq (z, y) \).

For (iv), we begin with \( \text{ lin } C = \text{ lin icr } C \). Since \( \text{icr } C \subseteq C \), we only need to prove that \( \text{ lin } C \subseteq \text{ lin icr } C \). Take any \( y \in \text{ lin icr } C \). By (ii), \( \text{ lin } C = \text{ icr } C \cup \text{ lbd } C \). By (iii) we have \( \{x, y\} \subseteq \text{ icr } C \). Hence \( y \) must be in \( \text{ lin } C \).

Observing that \( C \subseteq \text{ lin } C \), the relation \( \text{ lin } C = \text{ lin icr } C \) that we just proved yields \( C \subseteq \text{ lin icr } C \).

It remains to prove \( \text{icr}(\text{lin } C) = \text{ icr } C \). If \( x \in \text{ icr } C \), then by (iii) for any \( y \in \text{ lin } C \) there is a \( z \in \text{ icr } C \) such that \( x \in (y, z) \subseteq \text{ icr } C \subseteq C \). Hence we conclude that \( z \in \text{ lin } C \). As \( y \) was chosen arbitrarily, this means that \( x \in \text{ icr } C \). This shows that \( \text{icr } C \subseteq \text{icr}(\text{lin } C) \). Conversely, assume that \( p \in \text{ icr lin } C \). Since \( \text{icr } C \neq \emptyset \), there must be some \( x \in \text{ icr } C \). Since \( p \in \text{icr lin } C \), and \( x \in \text{ icr } C \subseteq \text{ lin } C \), we must then have some \( y \in \text{ lin } C \) with \( p \in (x, y) \). From (iii) it then follows that \( \{x, y\} \subseteq \text{ icr } C \), and hence \( p \in \text{icr } C \).

For (v) first note that \( \text{aff } C \) contains all lines with two different points on \( C \), then \( \text{ lin } C \subseteq \text{ aff } C \), implying that \( \text{ aff } C = \text{ aff(lin } C) \). Using (iv), \( C \subseteq \text{ lin(icr } C) \), then

\begin{center}
\text{Fig. 6} \text{ Applying Proposition 2.5 twice in the proof of Proposition 4.1 (iii)}
\end{center}
The intrinsic core and minimal... 

Note that in [18] the relation (iii) is shown using separation theorems (see Theorem 3.7), however our proof is much more elementary.

In [11, Theorem 2.1] it was shown that $M \subseteq X$ is an affine subspace if and only if $M$ is convex, $\text{icr } M = M$ and $\text{lbd } M = \emptyset$. Indeed we observed earlier that for a linear subspace $M$ we have $\text{icr } M = M$, $\text{lbd } M \subseteq \text{aff } M = M$ and $M = \text{icr } M = M \setminus \text{lbd } M$.

Since in general $\text{lin } C \neq \text{lin } C \neq \text{lcl } C$, it makes sense to define $n$-th (weak) linear closure, and we can do this for any ordinal in the following way (see [14]):

$$\text{lin}^\beta C = \begin{cases} \text{lin} \text{lin}^{\beta-1} C & \text{if } \beta - 1 \text{ exists,} \\ \cup_{\alpha < \beta} \text{lin}^\alpha C & \text{if } \beta \text{ is a limit ordinal.} \end{cases}$$

It was shown in [15] that there exists a convex set for which $\text{lin}^\alpha C \neq \text{lin}^{\alpha-1} C$ for all ordinals $\alpha < \omega_1$ (where $\omega_1$ is the first uncountable ordinal). At the same time, $\text{lcl } C = \text{lin}^{\omega_1} C$ (see [15]).

We can define the $n$-th (weak) linear boundary as $\text{lbd}^n C = \text{lin}^n C \setminus \text{icr } C$, and likewise the strong linear boundary as $\text{lcl } C \setminus \text{icr } C$.

The relation $\text{icr } (\text{lin } C) = \text{icr } C$ fails to hold generically in infinite-dimensional spaces, this is due to the existence of proper convex sets that are ubiquitous, that is, such that their linear closure coincides with the entire space.

**Theorem 4.2** (see [17]) *The linear space $X$ is infinite dimensional if and only if $X$ contains a proper convex subset $C$ such that $\text{lin } C = X$.***

The proof of this theorem is based on an explicit construction of such set, which we study in the next example. This example was published in [17] and is attributed to M. M. Day see [5]. We would like to thank our Referee who pointed out this reference.

**Example 4.3** Any linear vector space has a Hamel basis that can be totally ordered, moreover, if the space is infinite-dimensional, we can choose the order in a way that there isn’t a greatest element. We can then represent any element as a finite linear combination of the basic points. There will be one coordinate that is maximal with respect to the total order, and we can define the set $C$ as the set of all points with the positive last coordinate. This set is convex, and its linear closure constitutes the entire space $X$: indeed, any point $x \in X$ is either in $C$, or is the endpoint of some line segment in $C$ obtained by adding a small positive coordinate with a higher index. Somewhat counterintuitively, the complement of this set is also convex and ubiquitous (following the same logic).

It is easy to see why the intrinsic core of such a set is empty: take any element $x$ in this set, and then pick $y$ with a higher positive coordinate. Evidently the line through $x$ and $y$ can not be extended beyond $x$, so $x$ is not in the intrinsic core. Hence $\text{icr } C = \emptyset$.

When it comes to the facial structure of this set, observe that for any $x, y \in C$ there exists $z \in C$ such that $x \in (y, z)$ if and only if the ‘index’ of the last coordinate of $y$ is no larger than the index of the last coordinate of $x$. Therefore, the minimal face of $x$ is the subset of $C$ that contains all elements with the last coordinate not larger than $x$. This in particular means that the set $C$ is the union of the chain of all minimal faces.

This property of chain of minimal faces of points is not always satisfied. Take $X$ a vector space with an uncountable Hamel basis, and define the convex set $C$ as the set of all the elements from $X$ with non-negative coordinates. The faces of $C$ are the cones spanned by
subsets of the Hamel basis, while any minimal face of a point in $C$ is a cone spanned by a finite subset of the Hamel basis. The only faces which are unions of chains of minimal faces of points in $C$ are the cones spanned by finite or countable subsets of the Hamel basis. Accordingly, all the faces spanned by infinite uncountable subsets of the Hamel basis (including $C$) cannot be represented as the union of a chain of minimal faces of points of $C$. We thank our referee for suggesting this example.

Recall how in finite-dimensional case faces of closed convex sets are always closed. It appears that this phenomenon is specific to the linear and not topological closure.

**Proposition 4.4** If $C$ is a linearly closed convex subset of a vector space $X$, then every face of $C$ is linearly closed.

**Proof** Let $C$ be an linearly closed subset of $X$, and let $F$ be an arbitrary face of $C$. Our goal is to show that for any $(x, y) \subseteq F$ we have $[x, y] \subseteq F$.

Let $(x, y) \subseteq F \subseteq C$. Since $C$ is linearly closed, $x, y \in C$. Now pick any $z \in (x, y)$. Since $z \in F$, by the definition of a face we must have $x, y \in F$.

The next example shows that faces of (topologically) closed convex sets do not need to be closed. This example is used in [1] to demonstrate that the convex hull of a compact set may not be compact (and even closed).

**Example 4.5** (Example 5.34 from [1]) Let $A \subset \ell_2$ be defined as $A = \{0, e_1, e_2, \ldots, e_n, \ldots\}$, where $e_i$ is the sequence of all zeroes except for 1 in the $i$-th position. Let $F = \text{co} A$ and $C = \text{cl co} A$ be the $l_2$-closure of the convex hull of $A$. We will show that $F \not\subseteq C$. Note that $F$ is not closed (but $A$ is compact, see [1]), while $C$ is closed by the definition. Also both $F$ and $C$ are convex and $F \subset C$. It remains to show that $F$ is a face of $C$.

Take $x \in F$, and suppose that $y, z \in C$ are such that $x = ty + (1-t)z$ for some $t \in (0, 1)$. Since $e_1, e_2, \ldots$ is an orthonormal basis of $l_2$, we can write

$$y = \sum_{i=0}^{\infty} \alpha_i e_i, \quad z = \sum_{i=0}^{\infty} \beta_i e_i,$$

where $\alpha_i \geq 0, \beta_i \geq 0$ for all $i \in \mathbb{N} \cup \{0\}$, and $\sum \alpha_i = \sum \beta_i = 1$.

Since $x \in F$, there exists a finite index set $I \subset \mathbb{N} \cup \{0\}$ such that

$$x = \sum_{i \in I} \gamma_i e_i, \quad \gamma_i \geq 0, \sum_{i \in I} \gamma_i = 1.$$

From $ty + (1-t)z - x = 0$ we have

$$t \alpha_i + (1-t)\beta_i = 0 \quad \forall i \notin I,$$

hence, $y$ and $z$ are finite convex combinations of points in $A$, and so $y, z \in F$. Hence by the definition of a face $F \not\subseteq C$.

In [2], there is an interesting example of two convex and linearly closed sets whose convex hull is not linearly closed.

Thinking in terms of linear closure helps further refine the relations between faces and the intrinsic core.
Proposition 4.6  Let $D$ be a convex subset of a real vector space $X$, and let $F$ be a proper face of $D$ (that is, $F$ is nonempty and does not coincide with $D$). Then $F \subseteq \text{lbd} \, D$.

Proof  Under the assumptions of the proposition, suppose that the conclusion is not true. Then there exists a point $x \in F \setminus \text{lbd} \, C$. By Proposition 4.1 (i) we then have $x \in \text{icr} \, C$. By Corollary 3.14 we must have $D = F_{\text{min}}(x, D) \subseteq F$, which contradicts the assumption that $F$ is a proper face of $D$.

As was already remarked in Section 3, $A \subseteq B$ does not yield $\text{icr} \, A \subseteq B$. We can however obtain meaningful relations between the intrinsic cores of certain structured subsets of convex sets, as shown next.

Proposition 4.7  Let $F$ be a proper face of $D$, where $D$ is a convex subset of a real vector space $X$. The set $D \setminus F$ is convex; moreover, $\text{icr}(D \setminus F) = \text{icr} \, D$.

Proof  To show that $D \setminus F$ is a convex set, let $x, y \in D \setminus F$. If there is a $z \in (x, y)$ such that $z \in F$, then by the definition of a face we must have $[x, y] \subseteq F$, a contradiction with the original choice of $x$ and $y$.

To show that $\text{icr} \, D = \text{icr}(D \setminus F)$, we first demonstrate that $\text{icr} \, D \subseteq \text{icr}(D \setminus F)$. Take any $x \in \text{icr} \, D$. From Proposition 4.6 we know that $x \in D \setminus F$. Now pick any $y \in D \setminus F \subset D$. Since $x \in \text{icr} \, D$, by Proposition 4.1 (iii) there exists $z \in \text{icr} \, D$ such that $x \in (y, z) \subseteq \text{icr} \, D \subseteq D \setminus F$ (applying Proposition 4.6 again). Since $y \in D \setminus F$ was arbitrary, we deduce that $x \in \text{icr}(D \setminus F)$.

It remains to show that $\text{icr}(D \setminus F) \subseteq \text{icr} \, D$. Take any $x \in \text{icr}(D \setminus F)$, and let $y \in D$. If $y \in D \setminus F$, then there exists a $z \in D \setminus F \subset D$ such that $x \in (y, z)$, so we only need to deal with the situation when $y \in F$. In this case $x \neq y$. Let $u \in (x, y)$. If $u \in F$, then by the definition of a face $x \in F$, which is impossible. We conclude that $u \in D \setminus F$. Then there exists $v \in D \setminus F$ such that $x \in (u, v) \subseteq (y, v) \subset D$. We conclude that $x \in \text{icr} \, D$.

4.2  Separation and Support Points

Recall (see [12]) that a hyperplane in a real vector space $X$ is a maximal proper affine subspace of $X$, or equivalently a level set of some nontrivial linear functional $\varphi : X \to \mathbb{R}$,

$$H = \{x \in X \mid \varphi(x) = \alpha\}. \tag{20}$$

A hyperplane $H$ defined as in (20) is said to support a convex set $C$ if $\varphi(x) \leq \alpha$ for all $x \in C$ (alternatively $\varphi(x) \geq \alpha$ for all $x \in C$), where the equality is satisfied for some $x \in C$.

Two convex sets $A$ and $B$ are separated by a hyperplane $H$ if they lie in the two different (linearly closed) subspaces defined by the hyperplane $H$, so that, for instance,

$$\varphi(x) \leq \alpha \quad \forall x \in A, \quad \varphi(x) \geq \alpha \quad \forall y \in B.$$

The sets $A$ and $B$ are properly separated by $H$ if they are separated by $H$ and do not lie in their entirety on $H$, so $(A \cup B) \setminus H \neq \emptyset$. This is equivalent to the existence of a linear functional $\varphi : X \to \mathbb{R}$ such that

$$\sup_{x \in A} \varphi(x) \leq \inf_{y \in B} \varphi(y), \quad \inf_{x \in A} \varphi(x) < \sup_{y \in B} \varphi(y).$$

Hyperplane separation in infinite-dimensional vector spaces is hinged on the following statement (see [12, I.2.B]).
Lemma 4.8 (Stone) Let $A$ and $B$ be disjoint convex subsets of $X$. Then there exist complementary convex sets $C$ and $D$ such that $A \subseteq C$ and $B \subseteq D$.

The proof is based on using Zorn’s lemma to build a maximal convex set that contains $A$ but not $B$ and showing that the complement must be convex.

It can be further shown that the intersection of weak linear closures of two nonempty complementary convex sets is either the entire space or a hyperplane (see [12, I.4.A.]). In the former case there is no hyperplane separating these complementary convex sets. A sufficient condition for the separation of two disjoint convex sets is that at least one of them has a nonempty core (see [12, I.4.B.] and [1, 5.61]).

Theorem 4.9 (Theorem 5.61 from [1]) Two disjoint nonempty convex sets can be properly separated by a nonzero linear functional provided one of them has a nonempty core.

This theorem can be generalised as shown in the following corollary (both these results can be proved using the Hanh-Banach extension theorem).

Corollary 4.10 (Corollary 5.62 from [1]) Let $A$ and $B$ be two nonempty disjoint convex subsets of a vector space $X$. If there exists a vector subspace $Y$ including $A$ and $B$ such that either $A$ or $B$ has nonempty core in $Y$, then $A$ and $B$ can be properly separated by a nonzero linear functional on $X$.

It is tempting to assume that it may be enough for the intrinsic core of one of the disjoint convex sets to be nonempty to achieve proper separation. However this is not true: for instance, let $A$ be the set considered in Example 4.3, and suppose $B$ is any single point in the complement of $A$, meaning that $B$ has a nonempty intrinsic core. Notice that any hyperplane supporting some convex set should also support its linear closure. In our case the linear closure of $A$ is the entire space, and hence the only linear functional supporting $A$ is the trivial one (whose kernel coincides with $X$) that a) doesn’t define a hyperplane and b) doesn’t properly separate $A$ and $B$. However if both sets have nonempty intrinsic cores, this is enough to ensure proper separation (see Proposition 4.12 below).

A point $x \in C$ is called a support point if it belongs to some supporting hyperplane. A support point is proper if it lies in a supporting hyperplane that does not contain all of $C$ (see [12]). It is well-known that whenever $icr C \neq \emptyset$, the proper support points of a convex set $C$ are exactly $C \setminus icr C$. We provide a proof for completeness.

Proposition 4.11 If $icr C \neq \emptyset$ for some convex subset $C$ of a real vector space $X$, then every $x \in C \setminus icr C$ is a support point of $C$.

Proof Suppose that a convex set $C$ has nonempty intrinsic core, and that $x \in C \setminus icr C$. Our goal is to show that there exists a linear functional $\varphi : X \to \mathbb{R}$ such that

$$\sup_{u \in C} \varphi(u) \leq \varphi(x),$$

and moreover there is some $y \in C$ such that $\varphi(y) < \varphi(x)$, so the separation is proper.

We first prove this claim under the assumption that $x = 0$. Let $F = F_{\min}(0, C)$. Since $x \notin icr C$, $F$ is a proper face of $C$. By Proposition 4.6 the set $C \setminus F$ is convex, moreover, $icr C = icr(C \setminus F)$. By Proposition 4.1 (v) we have $aff C = aff(C \setminus F)$. By Definition 3.9 of the intrinsic core, $icr(C \setminus F)$ coincides with the core of $C \setminus F$ with respect to $aff C$. Notice that
since $0 \in C \subseteq \text{aff } C$, the affine hull $\text{aff } C$ is actually a linear subspace of $X$. We can now apply Corollary 4.10 to $A = F$, $B = C \setminus F$ and $Y = \text{aff } C$. There exist a linear functional $\varphi : X \to \mathbb{R}$ such that

$$\sup_{u \in C \setminus F} \varphi(u) \leq \inf_{v \in F} \varphi(v); \quad \inf_{u \in C \setminus F} \varphi(u) < \sup_{v \in F} \varphi(v).$$

Take any $x \in \text{icr } C$. By Proposition 4.1 (iii) we have $(0, x) \subseteq \text{icr } C \subseteq C \setminus F$. Hence for any $t > 0$

$$t\varphi(x) = \varphi(tx) \leq \varphi(0) = 0,$$

and we conclude that

$$\sup_{u \in C \setminus F} \varphi(u) = 0.$$

Now take any $p \in F$. Since $0 \in \text{icr } F$, there exists $q \in F$ such that $0 \in (p, q)$. It follows from $\varphi(q), \varphi(q) \geq 0$ and $\varphi(0) = 0$ that $\varphi(p) = \varphi(q) = 0$.

Using all this knowledge, we rewrite (21) as

$$\sup_{u \in C} \varphi(u) \leq \varphi(0) = 0; \quad \inf_{u \in C} \varphi(u) < 0.$$

We have found a linear functional $\varphi : X \to \mathbb{R}$ such that this linear functional properly separates $0$ from $C$.

We can now return to the case when $x \neq 0$. Let $D = C - \{x\}$. Then by Corollary 3.18 we have $\text{icr } D = \text{icr } C + \{x\} \neq \emptyset$; moreover, since $0 \in D$, $Y = \text{aff } D$ is a linear subspace. Observe also that $0 \notin \text{icr } D$. By our earlier result, there exists a linear functional $\varphi : X \to \mathbb{R}$ such that

$$\sup_{u \in D} \varphi(u) \leq \varphi(0) = 0; \quad \inf_{u \in D} \varphi(u) < 0.$$

Observe that $u \in D$ iff $u = v - x$ for some $v \in C$, therefore this is equivalent to

$$\varphi(v) \leq \varphi(x) \quad \forall v \in C;$$
$$\varphi(v') < \varphi(x) \quad \text{for some } v' \in C \setminus \{x\},$$

hence we found a linear functional $\varphi : X \to \mathbb{R}$ and a constant $\alpha = \varphi(x)$ such that $\varphi$ properly separates $\{x\}$ from $C$. \hfill \square

**Proposition 4.12** If $A$ and $B$ are convex subsets of a real vector space $X$ such that $\text{icr } A$, $\text{icr } B \neq \emptyset$ and moreover $\text{icr } A \cap \text{icr } B = \emptyset$, then $A$ and $B$ can be properly separated.

We first need the following technical claim.

**Proposition 4.13** Let $C$ be a convex subset of a real vector space $X$. If $\text{icr } C \neq \emptyset$ then the positive hull of $C$,

$$D = \{tx \mid x \in C, t > 0\}$$

has nonempty intrinsic core, moreover, $\text{icr } C \subseteq \text{icr } D$.

**Proof** Under the assumptions of the proposition, take any $x \in \text{icr } C$ and $y \in D$. There exists some $t > 0$ such that $y = ty'$ for some $y' \in C$. Since $x \in \text{icr } C$, there must exist $z' \in C$ such that $x \in (y', z')$, and explicitly there is some $s \in (0, 1)$ such that

$$x = sy' + (1 - s)z'.$$
Now if $t \geq 1$, observe that
\[ x = \frac{s}{t}ty' + \left(1 - \frac{s}{t}\right)\frac{(1-s)t}{t-s}z' = \frac{s}{t}y + \left(1 - \frac{s}{t}\right)z, \]
where
\[ z = \frac{(1-s)t}{t-s}z' \in D, \]
since the coefficient at $z'$ is positive. Moreover, since $s/t \in (0, 1)$, we conclude that $x \in (y, z) \subseteq D$.

It remains to consider the case when $t < 1$. In this case notice that $v := 2y' \in D$, and also $y' \in (y, v)$. Applying Proposition 2.5 to the points $y', z', y, v$ and $x$, we deduce that there exists $z \in (z', v) \subseteq D$ such that $x \in (y, z) \subseteq D$.

We conclude that $\text{icr} C \subseteq \text{icr} D$.

**Proof of Proposition 4.12** Under the assumptions of the proposition, let $C := A - B$. By Proposition 3.17 we have $\text{icr} C = \text{icr} A - \text{icr} B$. Moreover, since $\text{icr} A \cap \text{icr} B = \emptyset$, we have $0 \notin \text{icr} C$. If $0 \in \text{aff} \text{icr} C$, then by Corollary 4.10 $\text{icr} C$ can be properly separated from $\{0\}$. Otherwise let $D$ be the positive hull of $C$. From Proposition 4.13 we know that $\text{icr} C \subseteq \text{icr} D$, moreover it is evident that $0 \notin D$, but $0 \in \text{aff} D$. Therefore $\{0\}$ can be separated properly from $\text{icr} D$. Since $D$ is the positive hull of $C$, this means that the same linear functional properly separates $C$ from $\{0\}$.

Since we now found that there exists a linear functional $\varphi : X \to \mathbb{R}$ that properly separates $\text{icr} C$ from 0, this yields
\[ \varphi(x) \leq 0 \quad \forall x \in \text{icr} C, \quad \exists x_0 \in \text{icr} C, \varphi(x_0) < 0, \]
Since $C \setminus \text{icr} C \subseteq \text{lbd} \text{icr} C$ (by Proposition 4.1 (ii) and (iv)), we also have
\[ \varphi(x) \leq 0 \quad \forall x \in C, \quad \exists x_0 \in C, \varphi(x_0) < 0. \]
Recall that $C = A - B$. We hence have
\[ \sup_{u \in A} \varphi(u) \leq \inf_{v \in B} \varphi(v), \quad \inf_{u \in A} \varphi(u) < \sup_{v \in B} \varphi(v), \]
and so $A$ and $B$ can be properly separated. \(\square\)

## 5 Summary

We have provided an overview of the definitions and properties of intrinsic core, intentionally focusing on the restricted setting of real vector spaces without topological structure. We note once more that the intrinsic core appears in the literature under different names, including the set of relatively absorbing points, the pseudo-relative interior and the set of inner points (see the discussion at the beginning of Section 3).

We have discussed four equivalent definitions of the intrinsic core, via line segments (Definition 3.1), the cone of feasible directions (Definition 3.7), as a core with respect to the affine hull (Definition 3.9) and in terms of minimal faces (Definition 3.12). We have also made explicit the differences in notation and discrepancies in implicit assumptions used by different authors that should aid future work involving intrinsic cores.

We have provided an extensive collection of properties and calculus rules of intrinsic cores, and discussed in much detail the relation between the intrinsic core and algebraic boundary. We have also provided an overview and elementary proofs of separation results pertaining to this purely algebraic setting.
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