Ferroelectric FET-based context-switching FPGA enabling dynamic reconfiguration for adaptive deep learning machines
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Field programmable gate array (FPGA) is widely used in the acceleration of deep learning applications because of its reconfigurability, flexibility, and fast time-to-market. However, conventional FPGA suffers from the trade-off between chip area and reconfiguration latency, making efficient FPGA accelerations that require switching between multiple configurations still elusive. Here, we propose a ferroelectric field-effect transistor (FeFET)–based context-switching FPGA supporting dynamic reconfiguration to break this trade-off, enabling loading of arbitrary configuration without interrupting the active configuration execution. Leveraging the intrinsic structure and nonvolatility of FeFETs, compact FPGA primitives are proposed and experimentally verified. The evaluation results show our design shows a 63.0%/74.7% reduction in a look-up table (LUT)/connection block (CB) area and 82.7%/53.6% reduction in CB/switch box power consumption with a minimal penalty in the critical path delay (9.6%). Besides, our design yields significant time savings by 78.7 and 20.3% on average for context-switching and dynamic reconfiguration applications, respectively.

INTRODUCTION

Deep neural networks (DNNs) have dominated artificial intelligence (AI) applications due to their cutting-edge performance in a wide range of applications in many domains, such as image classification (1, 2), object detection (3, 4), and natural language processing (5, 6). However, with more sophisticated models and more voluminous data to process (7), these DNN workloads are becoming more compute-intensive and data-intensive, requiring hardware accelerators to achieve lower latency, higher throughput, and higher energy efficiency. Field programmable gate array (FPGA) devices, with the capabilities of flexible reconfiguration for arbitrary logic functions while maintaining high performance, are gaining popularity as accelerators for such complex deep learning applications (8–10). The reconfigurability of FPGA is enabled by its unique architecture, as illustrated in Fig. 1A, which consists of a sea of configuration logic blocks (CLBs), connection blocks (CBs), switch boxes (SBs), configuration memory, and I/O blocks (11). In particular, CLBs are the main components that can be programmed to perform different logic operations and CBs and SBs are controlled by configuration bits loaded from the configuration memory. A variety of routing networks can be achieved by loading different configuration bits. Above all, FPGA's aforementioned properties including reconfigurability, flexibility, high performance, and fast time-to-market make it a promising choice for DNN accelerators. The basic structure of FPGA and mechanisms of primitives are shown in fig. S1.

As a concrete and highly important example of DNN acceleration on FPGA, a two-stage super-sub network is adopted for image classification (12). In this model, a superclass is first inferred using a generalist superclass-level network, and the network output is then passed to a specialized network for final subclass-level classification. In this way, the overall classification accuracy has been proved to increase over that of common inference methods when evaluating the “Superclassing ImageNet dataset”, which is a subset of ImageNet (13) and consists of 10 superclasses, each containing 7 to 116 related subclasses (e.g., 52 bird types and 116 dog types) (12). Figure 1D shows one specific example of this framework. In the first stage, the superclass "Dog" is identified by the generalist superclass network. Then, fine-grain inference in the subclass network is performed in the second stage and outputs the final result “husky” of the target image.

Numerous hardware accelerators have been proposed to implement DNNs, such as customized application-specific integrated circuits (14–16), application-driven optimization on graphics processing units (17, 18), and FPGAs (19, 20). However, among these various types of DNN accelerators, FPGA, which can provide more flexibility while maintaining high performance, is particularly suitable for implementing the accelerators of DNNs such as the super-sub network model. Figure 1E shows two main approaches when considering implementing this super-sub network into FPGA. One distinguished feature of the implementation is the requirement of multiple configurations in FPGA to map the superclass and subnetworks, respectively. The straightforward approach is to use more than one chip to process different networks (i.e., configurations). As shown in Fig. 1E, chip 1 is configured to process the general inference task for superclasses, whose outputs are then sent to chip 2 which is configured to map the subclass.
networks to identify the specific subclass. This approach, although fast, incurs penalties in chip area and cost. Another compact and cost-efficient approach is to leverage the reconfiguration capability of FPGA by simply reconfiguring chip 1 to the subclass network after it finishes execution of the superclass network. In this way, contexts, i.e., FPGA configurations, can be swapped in or out of the FPGA upon the demands of application requirements without the need for additional chips (21). Therefore, this approach saves the area cost but comes with a penalty in the reconfiguration latency. Above all, although FPGA offers an attractive choice for the acceleration of the super-sub network model (Fig. 1E), an ideal implementation with high area efficiency and low latency is still elusive with current FPGA technologies and architectures.

Fig. 1. Overview of the proposed context-switching FPGA and potential applications. Architectures of (A) a conventional static random-access memory (SRAM)-based FPGA, (B) SRAM-based FPGA supporting partial reconfiguration, and (C) Our proposed ferroelectric field-effect transistor (FeFET)-based context-switching FPGA supporting dynamic reconfiguration. (D) An example of a deep learning network: two-stage super-sub network (12), where at first the superclass Dog is identified and then the subclass “husky” is identified. (E) Conventional FPGA incurs area overhead or significant reconfiguration latency. This figure shows two main approaches to implementing the super-sub network in conventional FPGA. (F) Our approach provides fast reconfiguration speed and compact solutions. LUT, look-up table.
Many relevant works have explored design options to address the aforementioned issues at different granularities of reconfiguration and from different angles of applications. However, all of them are still limited by the dilemma or might incur other overheads. For example, a full context-switching FPGA was first proposed as a time-multiplexer FPGA based on the Xilinx XC4000E FPGA in 1997 (22), where eight configurations of the FPGA are stored in on-chip memory and the contexts can be switched in a single cycle. With preloaded contexts, reconfiguration is not needed but it comes with a large area penalty. The more configurations to be supported, the more area overhead to store those configurations. To save area while still speeding up the reconfiguration process, dynamic partial reconfiguration appears as another solution to support multiple configurations, by which only a portion of the hardware region (called the reconfigurable region) can be configured while the remainder is static (23). Partial reconfiguration brings several advantages over conventional context-switching FPGA (24), including less reconfiguration time compared to full-region reconfiguration and a smaller area with its increased logic density. However, partial reconfiguration only provides a compromised solution between the area cost and the reconfiguration latency, incapable of fundamentally solving the problem. In the end, it is possible to support fine-grain reconfiguration at the bit level, as demonstrated by consecutive works on the “NATURE” FPGA architecture to support fine-grain temporal logic folding (25, 26), which is either based on complementary metal-oxide semiconductor (CMOS) [e.g., logic and static random-access memory (SRAM)] and carbon nanotube random-access memory (NRAM) (25) or based entirely on CMOS circuits (26). In the former work, NRAM and SRAM work together to support dynamic reconfiguration for temporal logic folding of circuits, which is to realize different logic functions in the same logic elements through dynamic reconfiguration every few cycles, thereby significantly increasing the logic density. In the latter work, the dynamic reconfiguration delay is hidden behind the computation delay through the use of shadow SRAM cells (i.e., two SRAM copies). However, both works suffer from high area costs which are mainly caused by extra NRAM cells and 10 T-SRAM cells, respectively. Therefore, to date, a context-switching FPGA that can break the trade-off between the area cost and the reconfiguration latency remains elusive and the goal of the proposed research is to bridge the gap.

To mitigate the aforementioned issues in terms of area, latency, and power, we propose a dynamic context-switching FPGA architecture based on ferroelectric field-effect transistors (FeFETs) which can implement DNN accelerators more efficiently. With joint innovations from technology, circuit, and architecture levels, our proposed design has several advantages over prior context-switching works. First, from a technology perspective, FeFET is unique in that it behaves both as a transistor switch and a nonvolatile memory cell such that FPGA basic logic circuits [e.g., look-up tables (LUTs)] and routing elements (e.g., CBs and SBs) can be implemented compactly. Moreover, these FPGA basic elements have no leakage power dissipation because of the nonvolatility of FeFET, which hugely reduces the total power consumption of the entire FPGA. Second, from the circuit’s perspective, a CB composed of two parallel branches is proposed, which stores two configurations while still consuming much less area than a single-configuration SRAM-based CB. Third, the proposed FPGA is dynamically reconfigurable with the capability to load one configuration without interrupting the execution of another configuration. As a result, the reconfiguration time can be completely hidden as long as it is smaller than the computation time of the current active configuration. Therefore, our proposed solution can achieve dynamic context-switching with zero penalty in reconfiguration latency and significant area reduction compared to SRAM-based design, breaking the trade-off between area cost and reconfiguration latency the existed in conventional CMOS implementations.

With the proposed context-switching FPGA, the aforementioned super-sub network can be efficiently implemented, as shown in Fig. 1E. Considering one case in which we are interested in having an accurate classification of one specific superclass (e.g., Dog), the proposed design can perfectly fit in it and reduce the reconfiguration latency. Specifically, these two configurations including the superclass network and subclass network can be preloaded into the FPGA. First, the general inference with the superclass network is performed. As long as the output of the general inference is Dog, the configuration corresponding to Dog’s subclass network would be activated and executed for further inference. In this way, compared to long reconfiguration time, the switching time is much less or even negligible, which leads to almost zero latency overhead. In addition, the total area cost could also be heavily reduced by leveraging dense FeFETs. Note that the proposed context-switching FPGA enables applications in various domains that need switching between different contexts, beyond the super-sub network discussed here. The reconfiguration functionality is especially helpful in various dynamic adaptation applications such as changing communication encoders or decoders on demand to the appropriate protocols (27), changing the data rates to vary bandwidths (28), scaling the computation based on available energy needs (29). Moreover, with no limitation on the number of configurations, our design can also be scaled to implement multiple configurations depending on the demand of applications. Some potential applications are illustrated in fig. S3.

RESULTS

Overview of the proposed FPGA architecture

For a deeper look into the design of the proposed context-switching FPGA, details of the architecture and components to support multiple configurations are shown in Fig. 2. Figure 2A shows primitive components of the proposed context-switching FPGA which supports dual configurations, including CLBs, CBs, and SBs. For each component, it is controlled by the configuration information stored in configuration memory. By loading the configuration bits, the logic (LUT) and routing elements (CB/SB) can be connected to form a functional circuit to perform the desired computation. In the proposed context-switching FPGA, there are two local copies of each LUT, CB, and SB, which correspond to two configurations. In this way, when one configuration is active for computation, any other configuration can be loaded without interrupting the execution, thereby significantly reducing the reconfiguration latency. In contrast, in conventional context-switching FPGA, they would either require hardware resources for supporting multiple configurations on-chip or require long serial reconfiguration time. To support run-time reconfiguration and reduce the area cost incurred by the need for an extra copy of FPGA primitive components, FeFET technology, due to its programmability, nonvolatility, and compactness, is chosen in this work to implement basic programmable FPGA components such as LUTs, CBs, and SBs.
In recent years, the switches in FPGA can be realized with various embedded memory technologies as the basic elements of routing elements (CBs and SBs). Figure 2B presents existing mainstream memory technology–based single-configuration switches including SRAM, spin transfer torque magnetic RAM (STT-MRAM), flash memory, resistive RAM (ReRAM), phase change memory (PCM), and FeFET. Because of its logic compatibility, superior write and read performance, and excellent reliability, SRAM is the most straightforward memory to use by combining an SRAM cell with an n-type pass transistor. However, SRAM-based switches suffer from two crucial overheads. One is low area density due to its complex cell structure; the other is high leakage power, which accounts for 60 to 70%
of total FPGA power dissipation due to long routing tracks (30–33). Recently, emerging embedded nonvolatile memory technologies have been actively investigated as promising alternatives to SRAM due to their density, energy, and performance advantages. However, each of them comes with its own challenges. For example, a flash memory–based switch is nonvolatile and compact (34), but memory programming is slow (in approximately milliseconds) and requires a high programming voltage (~10 V). Two terminal resistive memories, including ReRAM, PCM, and STT-MRAM, are nonvolatile and dense but usually require large conduction current to program the devices, consuming a significant write power. In addition, the limited ON/OFF resistance ratio (~100 for ReRAM/PCM and ~5 for STT-MRAM) usually requires additional circuitry, such as the 1T2R structure for ReRAM/PCM (35, 36) and an even more complex supporting structure for STT-MRAM (37) to realize a single switch.

In this regard, we propose the FPGA architecture which adopts FeFETs to implement logic and routing elements. Ever since the discovery of ferroelectricity in doped HfO2, significant progress has been made in the integration of HfO2-based FeFET due to its nonvolatility, high density, large ON/OFF ratio, and excellent CMOS compatibility (38, 39). In addition, switching of ferroelectric polarization is induced by an applied electric field, rather than a large conduction current, making FeFET a highly energy-efficient nonvolatile memory (40). Since the ferroelectric film is integrated into the gate stack of a FeFET, when its polarization is set to point at the channel/metal gate, the FeFET threshold voltage (V_{TH}) will be programmed to the low-V_{TH}/high-V_{TH}, respectively, thus realizing a compact nonvolatile routing element (41). Leveraging this technology, a mixed FeFET/CMOS switch unit (i.e., 1T-1FeFET) has been proposed as a routing element in FPGA (42), which takes advantage of but does not fully exploit FeFET. In this work, leveraging the intrinsic nonvolatile switch structure of FeFET, we propose a 1FeFET routing switch for single-configuration FPGA and a 2T-2FeFET routing switch for dynamic reconfiguration context-switching FPGA, as shown in Fig. 2C, which achieve optimal area efficiency. The critical design difference in our FeFET switch compared to the flash switch and prior FeFET switch (42), despite their similarities in the device structure, is that our switch is composed of only one FeFET, which significantly improves the integration density. The flash switch requires a pair of n-type and p-type flash devices controlling one normal n-type metal-oxide semiconductor (NOMOS) pass transistor. By applying proper biases on the word line (WL) and bit line (BL), only one of the flash devices would be conducted to turn ON/OFF the pass transistor. The reason why it cannot be replaced with one flash transistor might be its relatively poor pass gate performance due to its thick gate stack. Compared to flash devices, FeFET shows great scalability and compatibility with Si CMOS, making a single FeFET feasible as a one-pass transistor. Moreover, FeFET allows lower operation voltages for both writes and reads. Besides, for the 1T-1FeFET switch (42), in addition to FeFET, they need an access transistor to coordinate with operation and programming. However, in our FeFET switch design, we leverage a novel program mechanism to write through gate and body terminals and program disturb inhibition schemes (43). In this way, our design can eliminate the access transistor at a lower area cost. For the context-switching FPGA, a serial CMOS transistor is added to each branch, which is used to cut off the branch that is loading a new configuration to minimize the disturbance to the other active branch. Figure 2D shows our proposed circuit of LUT array for dual configuration. A compact LUT cell can be efficiently implemented using a single FeFET such that the high-V_{TH}/low-V_{TH} states (HVT/LVT) of FeFET store bit “1”/“0” for the LUT cell, respectively. Besides, as shown in Fig. 2D, the proposed LUT can support dynamic reconfiguration—when the branch of configuration 1 is operating, the branch of configuration 2 can load a new configuration.

**Block design and functional verification**

In this section, experimental verification of the proposed LUT and routing elements (CB/SB) for context-switching FPGA is performed. For experimental demonstration, FeFET devices integrated into the 28-nm high-k metal gate (HKMG) technology are tested. Figure 3 (A and B) shows the transmission electron microscopy (TEM) and schematic cross section of the device, respectively. The device features an 8-nm-thick doped HfO2 as the ferroelectric layer and around 1-nm SiO2 as the interlayer in the gate stack. The FeFET memory performance is characterized by standard pulsed I_{p}-V_{G} measurements after applying ±4 V, 1-μs write pulses on the gate. Figure 3C shows a memory window of about 1.2 V, i.e., the V_{TH} separation between the low-V_{TH} and high-V_{TH} states, which enables a large ON/OFF conductance ratio. It also exhibits a well-tempered cycle-to-cycle variation. Figure 3D shows the switching dynamics of the FeFET under different pulse amplitudes and pulse widths, which also shows a trade-off between the write speed and pulse amplitude and that it is possible to program FeFET with sub-10 ns with 4-V write amplitude. It follows the classic nucleation-limited switching model in the thin film polycrystalline HfO2 (38, 44), where domain switching is mainly limited by the nucleation process and the nucleation time follows an exponential dependence on the applied electric field. These results suggest that HfO2-based FeFET exhibits high performance, showing great promise of this technology in many applications including the context-switching FPGA in this work. The endurance and retention characteristics of FeFETs are measured in fig. S2.

Figure 3 (E and F) shows the operation principle of our proposed LUT cells that store bits 1 and 0, respectively. Each cell consists of one single FeFET and one p-channel metal-oxide semiconductor (PMOS) transistor, where the PMOS is shared among all the cells and is part of the sense amplifier used to convert the read current to logic voltage levels. Bits 1 and 0 are stored by programming the FeFET into the high-V_{TH} and low-V_{TH} states, respectively. Then, in the LUT read mode, the stored bit can be read by asserting the appropriate read voltage, V_{READ}, to the gate terminal of the FeFET, as shown in Fig. 3E. Because of the large ON/OFF resistance ratio of FeFET at V_{READ}, the output voltage will be close to V_{DD} and ground for bits 1 and 0, respectively. This is achieved by choosing an appropriate PMOS gate bias (V_{B}) such that its resistance is between the FeFET high-V_{TH} and low-V_{TH} states, thereby setting the output voltage rail-to-rail. Figure 3G demonstrates the main structure of the single-configuration LUT integrated with 2^k FeFET-based bit cells (cell 0/1 cell), different logic functions can be successfully achieved by applying different combinations of select signals. In this structure, a sense amplifier composed of one pull-up PMOS transistor and two inverters is used for converting FeFET read current to voltage and amplifying the output voltage to full swing. The LUT cell operation is then verified in an experiment using the setup shown in Fig. 3H, which includes the major components in Fig. 3G.
Fig. 3. Experimental verification of the LUT cell operation. (A and B) TEM and schematic cross section. (C and D) $I_D - V_G$ characteristics for FeFET measured after ±4 V, 1-µs write pulses and the switching dynamics of FeFET under different pulse amplitudes and pulse widths. (E and F) Operations of the LUT cell for storage with bit “0”/“1” by exploiting the dynamic high-V TH/low-V TH states (LVT/HVT) programming capability. (G) Proposed k-bit LUT. (H) The experimental setup of functional verification of the LUT cell operation. (I) Experimental waveforms of proposed LUT cells in (E) and (F). (J) The circuitry of a LUT array for multiple configurations.
operation waveforms are presented in Fig. 3I, which shows the write and read phases of the LUT cell. After programming the FeFET into high-$V_{TH}$/low-$V_{TH}$ states using $-4 V$/+4 V, 1-$\mu$s write pulse, the output voltage shows a logic high and low, respectively. This verifies the successful cell operation, but due to the discrete experimental setup, performance is limited by the parasitics. To predict the fully integrated FeFET LUT performance, SPICE simulations using a calibrated FeFET model (45) and 45-nm predictive technology model (PTM) for logic transistors (46) are performed. Figure S4 shows the simulated waveform, indicating that for a six-input LUT cell, the read delay is 124.3 ps and consumes 13.1-$\mu$W power. In the subsequent section, FeFET-based primitive components, including LUTs, CBs, and SBs, are also compared with other technology implementations using consistent SPICE simulations, as will be studied in Fig. 5.

To support dynamic reconfiguration, two LUTs forming an array are designed and an additional multiplexer is used to select which configuration should be active in the current operating period, as shown in Fig. 3J. Programming in a bulk planar single FeFET array has been extensively investigated (43, 47). The applicable programming schemes depend on the number of accessible terminals during memory writing. In the proposed FPGA architecture, the source/drain terminals are not simultaneously accessible from outside, which limits the possibility of applying write schemes that need to apply the source/drain voltages. In this case, a convenient solution is shown in Fig. 3J, where the gate and the body terminals are used for programming. The WL is shared among all FeFETs in a configuration block and the body is shared across different configuration blocks. Two-step programming will then be performed where all the FeFETs in a configuration are set to the low-$V_{TH}$ states first by applying a positive write voltage (i.e., $V_W$) on the WL and keeping all the other terminals grounded. Then, those FeFETs that need to be in the high-$V_{TH}$ states are applied with a negative gate-to-body voltage (i.e., $-V_W$). To avoid write disturb to those low-$V_{TH}$ states FeFETs during the second step, the standard inhibition bias scheme (e.g., $V_{W/2}$) can be applied, which is verified in Fig. S5.

Next, the functionality of the routing elements is verified, as shown in Fig. 4. Using CB as an example, Fig. 4A shows the array structure, where BL and source line (SL) route the actual signal, and WL and the column-wise body contact are used to program FeFETs. As introduced in Fig. 2C, to support the run-time reconfiguration of one branch without interrupting the normal operation of the other branch, a serial transistor is added to each branch and is off/on during configuration loading/executing, respectively. The swap between configurations can be easily and swiftly conducted by applying corresponding read gate biases, as shown in Fig. 4B, such that when one configuration is deactivated, the FeFET will be cut off, irrespective of its state. Figure 4C shows an example waveform applied on a testing unit (Fig. 4D), where branch 1 is first configured to be the low-$V_{TH}$ state while branch 2 is executed, and then branch 1 is activated while branch 2 is configured to the high-$V_{TH}$ state using the two-step programming. Figure 4E shows the experimental results applied to the voltage sequence shown in Fig. 4C for three repeated cycles. The zoomed-in programming waveforms for branches 1 and 2 are shown in Fig. 2 (F and G, respectively). Because of the configurations used in this testing scenario, where the branch 1/branch 2 is in the low-$V_{TH}$/high-$V_{TH}$ states, respectively, the output signal will therefore switch between 0.7 V (i.e., when branch 1 is active) and 0 V (i.e., when branch 2 is active). The experimental results therefore confirm successful operations. Figures S6 to S8 show experimental results of the other three configuration combinations of two branches, which further verify the successful runtime reconfiguration operation. Similar to the LUT cell case, SPICE simulations are conducted to predict the speed of a fully integrated CB, where the simulated transient waveform of the proposed multi-configuration CB is shown in Fig. S9.

**Evaluation and application case study**

To evaluate the feasibility and performance of the proposed FeFET-based context-switching FPGA architecture, simulations are performed and a comprehensive comparison with other relevant works based on different memory technologies is shown in terms of area, delay, and power consumption. Moreover, at the system level, the capability of the proposed architecture to successfully achieve dynamic reconfiguration is demonstrated and the evaluation results show that the design presents a significant power reduction and area efficiency improvement with slightly increased critical path delay as the trade-off. To estimate the area of FeFET-based CB and LUT cells and compare them with other works, the layouts are drawn and the area is calculated using the design rules of the GPDK 45-nm library in fig. S10. All relevant area numbers are shown in Fig. 5A. Our layout analysis shows that the proposed CB and LUT cells are more compact compared to SRAM CBs and LUT cells. For example, the proposed FeFET-based single-configuration CB and LUT cells occupy an area that is only 12.6 and 18.5% of their respective SRAM-based counterparts, while the prior FeFET-based CB and LUT cells (42) require 77.0 and 97.0% of that area, respectively. Even the proposed multi-configuration FeFET CB and LUT cell area is only 25.3 and 37.0% of that of the SRAM-based single-configuration design. Therefore, the proposed design shows a significant area reduction compared to the SRAM-based design and previous FeFET-based design (42).

Figure 5B summarizes the basic structures of six-input LUT/ CB/SB based on existing memory technologies (SRAM, STT-MRAM, RRAM, and FeFET) and compares their corresponding read delay and read power consumption. All circuits are simulated with HSPICE. The 45-nm PTM (46) is adopted for all MOSFETs in this work and a calibrated FeFET model (45) is used for the proposed design. For resistive memories, the corresponding low-resistance and high-resistance levels are used for simulation (48, 49). According to the simulation results (Fig. 5B), we observe that for a six-input LUT, the proposed single-configuration LUT shows the smallest read power consumption, which is 13.1 $\mu$W, and for multiple configurations, this number increases slightly but still less than the power consumed by magnetic tunnel junction (MTJ)-based single-configuration LUT. This is due to the large ON/OFF ratio of FeFET obviating the need for a high read current to differentiate its two states, unlike MTJ designs. As for the read delay, RRAM-based single-configuration LUT has the longest latency. The proposed FeFET-based single-configuration LUT shows the second-best latency in all considered nonvolatile LUTs. Besides, the delay of the proposed FeFET-based multi-configuration LUT is less than that of RRAM-based single-configuration LUT even though considers one extra multiplexer for selecting configurations. The switching current through the sense amplifier for FeFET is larger than RRAM due to its higher on/off ratio (lower $R_{on}$), resulting in less LUT delay than RRAM. For CBs, our 1FeFET single-configuration CB and 2T-2FeFET multi-configuration CB show much less power...
consumption during operation, which consume \( \sim 95\% / \sim 85\% \) less power than the SRAM-based CB. For SBs, both FeFET-based single-configuration SB and multi-configuration SB show much less power consumption than others since our circuit contains fewer transistors. However, the delay of 1FeFET CB is around two times that of an SRAM-based CB. The delay of FeFET-based SB is the worst among different memory technology–based designs. That is because FeFET’s transmission speed is not as high as a conventional MOSFET, resulting in poorer performance than CB. In conclusion, the proposed FeFET-based designs (CB/SB) show significant advantages in power consumption over SRAM/STT-MRAM/RRAM–based designs but with a slight penalty in delay. Note that the penalty in
the routing elements’ (CB/SB) delay does not necessarily mean that the overall system will be affected as the routing delay may be a small portion of the overall system delay, which is investigated below (Fig. 5C).

To investigate the impact of the primitive (i.e., LUT/SB/CB) delay on the latency of the whole FPGA, the critical path delay is studied with the Verilog-to-Routing (VTR) tool (50). The VTR tool is a popular open-source CAD tool for FPGA architecture development and evaluation. For fair comparison, all the SRAM-/RRAM-/STT-MRAM-/FeFET–based FPGAs use a well-optimized and commercial FPGA architecture using 45-nm technology in VTR. To get the critical path delay of different memory technology–based

![Fig. 5. Area comparison and simulation results. (A) Area impact of FeFET LUT cells (storage) and CBs over SRAM-based structures. (B) Delay and power comparison of main components of FPGA based on different memory technologies. (C) Critical path delay of different memory technology–based FPGA designs.](image-url)
FPGAs, seven circuitry benchmarks (stereovision0, blob_merger, sha, spree, boundtop, diffeq2, and or1200) included in VTR are conducted (50, 51). These represent popular applications in diverse domains, such as image processing, math, cryptography, and computer vision. Figure 5C compares the critical path delay measured from SRAM-/RRAM-/STT-MRAM-/FeFET–based FPGAs. Compared with SRAM-based FPGA, the FeFET-based single-configuration FPGA presents an 8.6% reduction in the critical path delay on average, and it is also better than RRAM-based architecture. However, the proposed FeFET-based multi-configuration FPGA shows a 9.6% increment in the critical path delay compared to SRAM-based FPGA. The simulation confirms that the delay of LUTs is dominant in the overall delay of the entire FPGA, therefore explaining the aforementioned performance of these FPGAs. More details on the simulation are explained in fig. S11.

In addition, to show the feasibility of implementing the whole design in deep learning applications, three case studies under different scenarios are investigated. The first case is presented to show the benefit provided by dynamic reconfiguration in image classification. In the evaluation, two approaches of inference are considered—static inference and dynamic inference. For static inference, the input image is classified by the generalist classifier. However, for dynamic inference, the input image is first classified by the superclass classifier to identify the superclass. If the superclass is supported by the specialist subclass classifier network, then the configuration of the subclass classifier would be switched and executed for enhanced accuracy. Otherwise, a generalist classifier is invoked to complete the subclass identification. The whole workflow is shown in Fig. 6A. Figure 6B shows that dynamic inference for superclass classification improves the accuracy by up to 3.0% over static inference. Only context-switching FPGA can efficiently realize dynamic inference. In the last two cases, the feasibility and advantages of the proposed design over the conventional FPGA design are evaluated in terms of timing when considering various application scenarios. Basically, three neural networks (ResNet50, CNV, and MobileNetv1) are deployed into FPGA through the Xilinx Vitis AI platform (52). In the second case study, a case scenario that needs to switch between two neural networks frequently (Fig. 6C) is considered. In conventional FPGA, it is necessary to load new configurations before switching contexts, which is time-consuming. However, for this context-switching design, our approach can pre-load two configurations, and then freely switch between them without the reconfiguration latency. The switch time of the proposed design is less than 1 ns which is much smaller than the reconfiguration time and the proposed design shows significant speed up (from 39.0 to 97.5%; Fig. 6D). The last case study is related to dynamic reconfiguration. It is assumed that there are three different neural networks to implement and switch between. Thus, in this case, there would be six situations corresponding to six combinations of these three networks (ResNet50→CNV→MobileNetv1, ResNet50→MobileNetv1→CNV, CNV→ResNet50→MobileNetv1, CNV→MobileNetv1→ResNet50, MobileNetv1→ResNet50→CNV, and MobileNetv1→CNV→ResNet50).

DISCUSSION
In summary, we propose a FeFET-based context-switching FPGA architecture with the capability of dynamic reconfiguration, which can mitigate the trade-off in conventional FPGA between the chip area cost and reconfiguration latency. In addition, we experimentally verify the functionality of the primitive blocks of the proposed FPGA. The simulation results reveal that by leveraging FeFETs, the proposed primitives of the FPGA show huge area and power reduction compared to conventional SRAM-based design. Moreover, three representative application scenarios are investigated and studied. The evaluation results show the proposed context-switching FPGA supporting dynamic reconfiguration offers significant time-saving in these application scenarios. Our design provides an efficient solution to bridge the gap and makes FPGA more competitive in accelerating complex deep learning applications.

MATERIALS AND METHODS
Device fabrication
Here, the fabricated FeFET features a polycrystalline Si/TiN/doped HfO2/SiO2/p-Si gate stack. The devices were fabricated using a 28-nm node gate-first HKMG CMOS process on 300-mm silicon wafers. Detailed information can be found in (45, 53). The ferroelectric gate stack process module starts with removing the native oxide through wet etch, then the growth of a thin SiO2-based interfacial layer through wet chemical oxidation, followed by the deposition of the doped HfO2 film through atomic layer deposition. A TiN metal gate electrode was deposited using physical vapor deposition, on top of which the poly-Si gate electrode was deposited. The source and drain n+ regions were activated by rapid thermal annealing (RTA) at approximately 1000°C. The reason that 1000°C is used is because the source/drain dopant activation and the ferroelectric phase stabilization are performed at the same step. This is the gate-first process. Of course, lower temperature can be used if the gate last process is adopted. With Hf1-xZrO2, annealing at the back-end-of-line compatible temperature is even possible (≤450°C). This step also results in the formation of the ferroelectric orthorhombic phase within the doped HfO2. After RTA, the HfO2 becomes polycrystalline, where multiple crystalline phases can coexist, including the monoclinic dielectric phase, orthorhombic ferroelectric phase, and tetragonal
antiferroelectric phase. For future suppression of device variation, further optimization for phase-pure orthorhombic HfO₂ is necessary. For all the devices electrically characterized, they all have the same gate length and width dimensions of 0.5 μm by 0.5 μm, respectively.

**Electrical characterization**

The experimental verification was performed with a Keithley 4200-SCS Semiconductor Characterization System (Keithley system), a Tektronix TDS 2012B Two Channel Digital Storage Oscilloscope (oscilloscope), and a Keysight 81150A Pulse Function Arbitrary Generator (waveform generator). Two 4225-PMUs (pulse measurement units) were used to generate proper waveforms. The FeFETs used in experimental verification were connected with devices (inverters, p-type MOSFET, and/or n-type MOSFET) externally on a breadboard. In the experimental verification of the LUT cell operation, V_DD was given by the waveform generator. Output pulses

![Diagram](image-url)
were captured by the oscilloscope. Write and read operations were provided by the Keithley system. In the experimental verification of the multi-configuration CB operation, input voltage was given by the waveform generator. Output pulses were captured by the oscilloscope. WL and Enable (EN) signals were generated by the Keithley system. Three repeated cycles were performed for each configuration. State initialization (±4 V or −4 V to both WL1 and WL2 with a pulse width of 1 μs) was added at the beginning of the waveforms to generate the desired output in the first cycle.

Supplementary Materials
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+ configuration. State initialization (4 V to both WL1 and WL2 with a pulse width of 1 μs) was added at the beginning of the waveforms to generate the desired output in the first cycle.
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