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Abstract

We establish data-driven versions of the System Level Synthesis (SLS) parameterization of stabilizing controllers for linear-time-invariant systems. Inspired by recent work in data-driven control that leverages tools from behavioral theory, we show that optimization problems over system-responses can be posed using only libraries of past system trajectories, without explicitly identifying a system model. We first consider the idealized setting of noise free trajectories, and show an exact equivalence between traditional and data-driven SLS. We then show that in the case of a system driven by process noise, tools from robust SLS can be used to characterize the effects of noise on closed-loop performance, and further draw on tools from matrix concentration to show that a simple trajectory averaging technique can be used to mitigate these effects. We end with numerical experiments showing the soundness of our methods.

As the systems we control become increasingly complex, dynamic, heterogeneous, and difficult to model, the intricate and detailed system models needed by traditional tools from robust and optimal control, derived either from first principles or expensive and time-consuming system identification methods, will no longer be available. Fortunately, contemporary systems are also inherently \textit{data-rich}, allowing for data-driven control algorithms to be deployed, wherein techniques rooted in machine learning take the place of the traditional system identification step.

Focusing on the control of an unknown linear system, approaches ranging from identify-then-control \cite{11,14}, to adaptive methods based on robust control \cite{10} and online-learning \cite{13,20} have been considered. More closely related to this paper, are methods based on purely data-driven methods \cite{6,9} rooted in behavioral theory \cite{25,27} which do not estimate the system dynamics, and instead rely directly on libraries of past system trajectories. For a more exhaustive overview of recent developments please see \cite{16} and \cite{18} for tutorials aimed at audiences from control-theoretic and machine learning backgrounds, respectively.

This paper is motivated by the results presented in \cite{6,9,19,22}. Broadly, these papers leverage the behavioral framework of \cite{27}, which allows for the achievable input/output behavior of a system to be characterized in terms of a library of past trajectories, assuming certain \textit{persistence of excitation} conditions are satisfied. For example, in \cite{6}, the authors show how trajectory tracking in output-feedback based model-predictive-control (MPC) \cite{4,12} can be posed as an optimization problem over a library of past system trajectories, with follow up work establishing connections to distributionally robust programming \cite{8} and allowing for real-time implementations \cite{7}. Similarly, in \cite{9,19}, it is shown that data-driven synthesis of linear quadratic regulators can be achieved through the solution of semidefinite programs without identifying an explicit system model. We note that to the best of our knowledge, no characterization of the effects...
of noise in the data on the performance achieved by the data-driven controllers is provided in the aforementioned papers.

**Contributions:** In this paper, we establish data-driven versions of the System Level Synthesis (SLS) [3] parameterization of stabilizing controllers for linear-time-invariant systems, that in particular, allow for the effects of noisy data on closed-loop performance to be quantified. SLS has been central to breakthroughs in distributed optimal control [24], robust and distributed MPC [7][23], and learning-enabled control [10][11]: our goal in this work is to take a first step towards extending its advantages to the purely data-driven, model-free setting. In particular, we show that optimization problems over system-responses can be posed using only libraries of past system trajectories. We first consider the idealized setting of noise free trajectories, and show an exact equivalence. We then show that in the case of a system driven by process noise, tools from robust SLS [17] can be used to characterize the effects of using “noisy” trajectories to synthesize data-driven controllers. Further draw on tools from matrix concentration [21] to show that a trajectory averaging can be used to mitigate these effects.

**Paper structure:** In Section 1, we formally define the problem considered in this paper. In Section 2, we derive a data-driven SLS parameterization for the case of a linear-time-invariant system with no driving noise. In Section 3, we extend these results to a robust data-driven SLS parameterization to accommodate driving noise. In Section 4, we derive sub-optimality bounds under norm-bound assumptions on the driving noise, and in Section 4.1, we characterize the sample complexity needed to achieve these norm bounds through the use of a trajectory averaging technique, thus providing end-to-end sample complexity bounds for data-driven SLS. Section 5 contains numerical examples, and we end in Section 6 with conclusions and discussions for future work.

**Notation:** We use $x_{[i,j]}$ as shorthand for the signal $[x^T(i) x^T(i+1) \cdots x^T(j)]^T$. Define

$$
\mathcal{H}_L(\sigma_{[0,T-1]}) = \begin{bmatrix}
\sigma(0) & \sigma(1) & \cdots & \sigma(T-L) \\
\sigma(1) & \sigma(2) & \cdots & \sigma(T-L+1) \\
\vdots & \vdots & \ddots & \vdots \\
\sigma(L-1) & \sigma(L) & \cdots & \sigma(T-1)
\end{bmatrix},
R = \begin{bmatrix}
R(0:0) & R(1:0) \\
R(1:1) & R(1:0) \\
\vdots & \vdots \\
R(T-1:0)
\end{bmatrix}.
$$

For a signal $\sigma_{[0,T-1]}$, we denote the above Hankel matrix of order $L$ by $\mathcal{H}_L(\sigma_{[0,T-1]})$. A linear, causal operator $R$ defined over a horizon of $T$ has matrix representation, as shown above: here $R(i:j) \in \mathbb{R}^{p \times q}$ is a matrix of compatible dimension. We denote the set of such linear causal operators by $L^{T,p \times q}_{TV}$ and drop the superscript $T, p \times q$ when it is clear. $R(i,:) \in \mathbb{R}^q$ denotes the $i$-th block row of $R$ and $R(:,j) \in \mathbb{R}^p$ denotes the $j$-th block column of $R$, both indexing from 0.

1 **Problem Statement**

We consider finite-time optimal state-feedback control of the discrete time linear-time-invariant (LTI) dynamical system

$$x(t + 1) = Ax(t) + Bu(t) + w(t), \quad \text{for } t = 0, 1, \ldots, L - 1,$$

where $L > 0$ is the control horizon, $x \in \mathbb{R}^n$ is the system state, $u \in \mathbb{R}^m$ is the control input, and $w \in \mathbb{R}^n$ is the disturbance. We assume that the pair $(A, B)$ is controllable. In order to simplify notation going forward, we adopt the convention of embedding the initial condition of system (1.1) in the disturbance signal as $w(-1) = x(0)$.

When the system model $(A, B)$ is known, the above problem can be efficiently solved for many cases of interest by making suitable assumptions on the noise signal $w_{[-1,L-2]}$ and control objective. This paper focuses instead on solving an optimal control problem when the model describing system (1.1) is unknown,
but when a collection of state and input trajectories (over a slightly longer horizon $T > L$) are available. Moreover, our goal is to solve this task without explicitly estimating the system model.

In particular, to make the discussion concrete, we focus on finite-horizon Linear Quadratic Gaussian (LQG) control, wherein the disturbances are assumed to be independently and identically distributed as $w(t) \sim \mathcal{N}(0, \sigma^2 I)$, the control policy at time $t$ is given by a linear-time-varying function of past states, i.e., $u(t) = K_t(x_{[0,t]})$, and the cost function to be minimized is given by:

$$
\mathbb{E} \left[ \sum_{t=0}^{L-2} x^\top(t)Qx(t) + u^\top(t)Ru(t) + x^\top(L-1)Q_Fx(L-1) \right].
$$

We note however that much of our analysis extends to other cost functions in a natural way.

## 2 Data Driven System Level Synthesis

We begin by considering the simplified setting in which there is no driving noise in system (1.1), i.e., $w(-1) = x(0)$ and $w(t) = 0$ for all $t \geq 0$. Our approach is to connect tools from behavioral control theory, namely Willems’ Fundamental Lemma \cite{11, 22}, with the System Level Synthesis (SLS) \cite{3} parameterization of closed loop controllers. While such a connection offers no immediate benefits in this simplified setting of noise-free centralized control, it establishes the tools needed to tackle the general problem of interest.

### 2.1 Willems’ Fundamental Lemma

Tools from behavioral system theory \cite{9, 21, 22} provide a natural way of characterizing the behavior of a dynamical system in terms of its input/output signals. For our purposes, we rely on recent specializations of Willems’ Fundamental Lemma to state-space realizations of LTI systems \cite{9}. Central to Willems’ fundamental lemma is persistence of excitation, which is specified in terms of a rank condition on a Hankel matrix constructed from the of the control input signal $u$.

**Definition 1.** Let $\sigma : \mathbb{Z} \to \mathbb{R}^p$ be a signal. We say that its finite-horizon restriction $\sigma_{[0,T-1]}$ is persistently exciting (PE) of order $L$ if the Hankel matrix $H_L(\sigma_{[0,T-1]})$ has full row rank.

The rank condition implies that $T \geq (p+1)L - 1$ is a lower-bound on the horizon $T$ – in what follows, we assume that the order $L$ and data horizon $T$ are chosen such that this bound is satisfied.

**Lemma 1** (\cite{9, 21}). Consider the system (1.1) with $(A, B)$ controllable, and assume that there is no driving noise. Let $\{x_{[0,T-1]}, u_{[0,T-1]}\}$ be the state and input signals generated by the system. Then if $u_{[0,T-1]}$ is PE of order $n + L$, the signals $x^*_{[0,L-1]}$ and $u^*_{[0,L-1]}$ are valid trajectories of length $L$ of system (1.1) if and only if

$$
\begin{bmatrix}
  x^*_{[0,L-1]} \\
  u^*_{[0,L-1]}
\end{bmatrix} = \begin{bmatrix} H_L(x_{[0,T-1]}) \\
  H_L(u_{[0,T-1]}) \end{bmatrix} g, \text{ for some } g \in \mathbb{R}^{T-L+1}
$$

Lemma 1 states that if the underlying system is controllable, and $\text{rank } H_{n+L}(u) = n + L$, then: (1) all initial conditions and inputs are parameterizable from observed signal data; and (2) all valid trajectories lie in the linear span of a suitable Hankel matrix constructed from the system trajectories. Our goal is to exploit this relationship to characterize valid closed loop system responses of the unknown system (1.1) by establishing a connection to the SLS parameterization.
2.2 System Level Synthesis

Consider an $L$-length trajectory from system (1.1) expressed as block matrix operations

$$x_{[0,L-1]} = ZAx_{[0,L-1]} + ZBu_{[0,L-1]} + w_{[-1,L-2]}$$  \hspace{1cm} (2.1)$$

where $A = I_L \otimes A$, and $B = I_L \otimes B$, and where $Z$ is the block-downshift operator. If it is also the case that the system (2.1) satisfies the linear feedback control law $u_{[0,L-1]} = Kx_{[0,L-1]}$ for a causal linear-time-varying state-feedback control policy $K \in \mathcal{L}_{TV}^{L,m \times n}$, then rewriting (2.1) we arrive at

$$x_{[0,L-1]} = (I - Z(A + BK))^{-1}w_{[-1,L-2]} = \Phi_x w_{[-1,L-2]}$$ \hspace{1cm} (2.2)
$$u_{[0,L-1]} = K(I - Z(A + BK))^{-1}w_{[-1,L-2]} = \Phi_u w_{[-1,L-2]}$$

which captures how the process noise $w$ maps to the state $x$ and control $u$. We refer to the causal linear operators $\Phi_x \in \mathcal{L}_{TV}^{L,n \times n}$ and $\Phi_u \in \mathcal{L}_{TV}^{L,m \times n}$ as the system responses, which characterize the closed-loop system behavior from noise to state and control input, respectively.

**Theorem 1** (Theorem 2.1, [3]). For a system (1.1) with state-feedback control law $K \in \mathcal{L}_{TV}^{L,m \times n}$, i.e., $u_{[0,L-1]} = Kx_{[0,L-1]}$, the following are true

1. The affine subspace defined by

$$[(I - ZA) - ZB] \begin{bmatrix} \Phi_x \\ \Phi_u \end{bmatrix} = I, \hspace{0.5cm} \Phi_x \in \mathcal{L}_{TV}^{L,n \times n}, \Phi_u \in \mathcal{L}_{TV}^{L,m \times n}$$  \hspace{1cm} (2.3)$$

parameterizes all possible system responses from $w_{[-1,L-2]} \rightarrow (x_{[0,L-1]}, u_{[0,L-1]})$.

2. For any causal linear operators $\Phi_x, \Phi_u$ satisfying (2.3), the controller $K = \Phi_u \Phi_x^{-1} \in \mathcal{L}_{TV}^{L,m \times n}$ achieves the desired closed-loop responses (2.2).

Theorem 1 allows for the problem of controller synthesis to be equivalently posed as a search over the affine space of system responses characterized by constraint (2.3) by setting $x_{[0,L-1]} = \Phi_x w_{[-1,L-2]}$ and $u_{[0,L-1]} = \Phi_u w_{[-1,L-2]}$. In particular, the LQG problem posed in Section 1 can be recast as a search over system responses (see Section 2.2 of [3]) as

$$\min_{\Phi_x, \Phi_u} \left\| \begin{bmatrix} Q^{1/2} \\ R^{1/2} \end{bmatrix} \begin{bmatrix} \Phi_x \\ \Phi_u \end{bmatrix} \right\|_F \hspace{0.5cm} \text{subject to (2.3)}.$$  \hspace{1cm} (2.4)$$

where $Q = I_L \otimes Q$ and $R = I_L \otimes R$. In the noise free setting, i.e., when the initial condition $w(-1) = x(0)$ is known, and $w(t) = 0$ for $t \geq 0$, the objective function of this problem instead simplifies to

$$\min_{\Phi_x(:,0), \Phi_u(:,0)} \left\| \begin{bmatrix} Q^{1/2} \\ R^{1/2} \end{bmatrix} \begin{bmatrix} \Phi_x(:,0) \\ \Phi_u(:,0) \end{bmatrix} x(0) \right\|_F,$$  \hspace{1cm} (2.5)$$

and similarly, because only the initial condition is nonzero, the affine constraint (2.3) reduces to

$$[(I - ZA) - ZB] \begin{bmatrix} \Phi_x(:,0) \\ \Phi_u(:,0) \end{bmatrix} = I(:,0).$$  \hspace{1cm} (2.6)$$

\[1\] We drop both the squaring of the objective function, and the scaling factor $\sigma^2$, for brevity of notation going forward, as neither affect the optimal solution, or the order-wise scaling of the derived bounds.
2.3 A Data-Driven Formulation

We now show how the simplified achievability constraints (2.6) can be replaced by a data-driven representation through the use of Lemma 1. Our key insight is to recognize that the $i$-th column of $\Phi_x(:,0)$ and $\Phi_u(:,0)$ are the impulse response of the state and control input, respectively, to the $i$-th disturbance channel, which are themselves, valid system trajectories that can be characterized using Willems’ fundamental lemma.

Theorem 2. Consider the system (1.1) with $(A, B)$ controllable, and assume that there is no driving noise. Suppose that a state/input signal pair $\{x_{[0,T-1]}, u_{[0,T-1]}\}$ is collected, and assume that $u_{[0,T-1]}$ is PE of order at least $n + L$. We then have that the set of feasible solutions to constraint (2.6) defined over a time horizon $t = 0, 1, \ldots, L - 1$ can be equivalently characterized as:

$$\begin{bmatrix} \mathcal{H}_L(x) \\ \mathcal{H}_L(u) \end{bmatrix} G, \text{ for all } G \in \Gamma(x) := \{G : \mathcal{H}_1(x) G = I\}. \quad (2.7)$$

Proof. Our goal is to prove the following relationship

$$\left\{ \begin{bmatrix} \Phi_x(:,0) \\ \Phi_u(:,0) \end{bmatrix} : \text{satisfying (2.6)} \right\} = \left\{ \begin{bmatrix} \mathcal{H}_L(x) \\ \mathcal{H}_L(u) \end{bmatrix} : G \in \Gamma(x) \right\}. \quad (2.8)$$

To alleviate notational burden, denote the left and right-hand sets as LHS and RHS respectively.

$(\subseteq)$ Consider some $\Phi_x(:,0), \Phi_u(:,0) \in$ LHS. By Theorem 1, we then have that for any initial condition $x(0)$, that $\{x_{[0,L-1]}, u_{[0,L-1]}\} = \{\Phi_x(:,0) x(0), \Phi_u(:,0) x(0)\}$ is a valid PE system trajectory. By Lemma 1, we then have that for any $x(0)$, there exists a $g \in \mathbb{R}^{T-L+1}$ such that

$$\begin{bmatrix} \Phi_x(:,0) \\ \Phi_u(:,0) \end{bmatrix} x(0) = \begin{bmatrix} \mathcal{H}_L(x) \\ \mathcal{H}_L(u) \end{bmatrix} g. \quad (2.9)$$

Let $x^{(i)}(0) = e_i, i = 1, \ldots, n$ be the standard basis element, and let $g_i$ be the corresponding vector such that equation (2.8) holds. Concatenating the resulting expressions row-wise, we obtain the following expression:

$$\begin{bmatrix} \Phi_x(:,0) \\ \Phi_u(:,0) \end{bmatrix} \begin{bmatrix} e_1 \\ e_2 \\ \vdots \\ e_n \end{bmatrix} = \begin{bmatrix} \Phi_x(:,0) \\ \Phi_u(:,0) \end{bmatrix} = \begin{bmatrix} \mathcal{H}_L(x) \\ \mathcal{H}_L(u) \end{bmatrix} \begin{bmatrix} g_1 \\ g_2 \\ \vdots \\ g_n \end{bmatrix} = \begin{bmatrix} \mathcal{H}_L(x) \\ \mathcal{H}_L(u) \end{bmatrix} G \quad (2.9)$$

Furthermore, from equation (2.9), we have that $\mathcal{H}_1(x) G = \Phi_x(0,0) = I$, as $\mathcal{H}_1$ is the first block row of $\mathcal{H}_L(x)$. It therefore follows that $G \in \Gamma(x)$, proving that LHS $\subseteq$ RHS.

$(\supseteq)$ Consider a $\{\mathcal{H}_L(x) G, \mathcal{H}_L(u) G\} \in$ RHS. Substituting these into constraint (2.6), we obtain

$$\begin{bmatrix} (I - ZA) - ZB \end{bmatrix} \begin{bmatrix} \mathcal{H}_L(x) \\ \mathcal{H}_L(u) \end{bmatrix} G = \begin{bmatrix} \mathcal{H}_1(x) \\ 0 \end{bmatrix} G$$

where the equality is a direct consequence of the stacked system dynamics (2.1) with no driving noise. As $G \in \Gamma(x)$ by assumption, we have that $\mathcal{H}_1(x) G = I$, and thus $\{\mathcal{H}_L(x) G, \mathcal{H}_L(u) G\}$ define valid system responses, from which the desired result follows. \qed
Thus, if a state/input pair \( \{ x_{[0,T-1]}, u_{[0,T-1]} \} \) is generated by a PE input signal of order at least \( n + L \), Theorem 2 gives conditions under which \( \{ H_L(x), H_L(u) \} \) can be used to parameterize achievable system responses for system (1.1) under no driving noise. In particular, one can then reformulate the deterministic optimal control problem formulated in equations (2.5) and (2.6) as

\[
\min_{G \in \Gamma(x)} \left\| \begin{bmatrix} Q^{1/2} & R^{1/2} \end{bmatrix} \begin{bmatrix} H_L(x) \\ H_L(u) \end{bmatrix} G x(0) \right\|_F.
\]  

(2.10)

3 Robust-Data Driven System Level Synthesis

We now turn our attention to the original stochastic LQG optimal control problem (2.4), where for notational convenience we set \( w(-1) = x(0) = 0 \), and driving noise \( w(t) \) \( \iid \mathcal{N}(0, \sigma^2 I) \) for \( t = 0, \ldots, T - 2 \). To differentiate between the state of the noise free and noisy system, we will denote the state signal by \( \tilde{x}_{[0,T-1]} \) when driving noise is present. This additional unmeasurable input means that valid system trajectories can no longer be solely characterized in terms of the Hankel matrices \( H_L(x) \) and \( H_L(u) \), as the effect of the process noise, as captured by a corresponding Hankel matrix \( H_L(w) \), must also be accounted for. To address this challenge, we relate the state-trajectories of system (1.1) under driving noise to those of system (1.1) under no driving noise, and use this relationship to construct approximate system responses that lie a bounded distance from the affine subspace defined in (2.3). We then leverage a robust SLS parameterization to bound the effects of this approximation error on the closed loop behavior.

3.1 Robust System Level Synthesis

We begin with a robust variant of Theorem 1 that characterizes the behavior achieved by a controller constructed from system responses lying near the affine subspace characterized by constraint (2.3).

**Theorem 3 (Theorem 2.2, [3]).** Let \( \Delta \) be a strictly causal linear operator (i.e., its matrix representation is strictly block-lower-triangular), and suppose that \( \{ \hat{\Phi}_x, \hat{\Phi}_u \} \) satisfy

\[
\left[ (I - ZA) - ZB \right] \begin{bmatrix} \hat{\Phi}_x \\ \hat{\Phi}_u \end{bmatrix} = I + \Delta, \quad \hat{\Phi}_x \in L_{TV}^{L_x,n \times n}, \hat{\Phi}_u \in L_{TV}^{L_u,m \times n}
\]  

(3.1)

Then the controller \( \hat{K} = \hat{\Phi}_u \hat{\Phi}_x^{-1} \) achieves the system responses

\[
\begin{bmatrix} x_{[0,L-1]} \\ u_{[0,L-1]} \end{bmatrix} = \begin{bmatrix} \hat{\Phi}_x \\ \hat{\Phi}_u \end{bmatrix} (I + \Delta)^{-1} w_{[-1,L-2]}
\]  

(3.2)

Equation (3.2) shows that the effect of the error term \( \Delta \) in the approximate achievability constraint (3.1) is to map the original disturbance signal to \( w_{[-1,L-2]} \to \hat{w}_{[-1,L-2]} := (I + \Delta)^{-1} w_{[-1,L-2]} \). In particular, this makes clear that we must design the full system responses \( \{ \hat{\Phi}_x, \hat{\Phi}_u \} \), and not just their first block-columns as in the idealized setting considered in the previous section. In particular, the new disturbance \( \hat{w}_{[-1,L-2]} \) will have full support even if \( w_{[-1,L-2]} \) is only nonzero for \( w(-1) = x(0) \).

3.2 A Robust Data-Driven Formulation

Thus our challenge is to construct causal linear operators \( \{ \hat{\Phi}_x, \hat{\Phi}_u \} \) from noisy system data \( \{ \tilde{x}_{[0,T-1]}, u_{[0,T-1]} \} \) that satisfy equation (3.1) with as small a perturbation term \( \Delta \) as possible. Our approach is to construct each block-column of the approximate system responses individually, and then suitably concatenating...
them to construct a feasible solution to constraint (3.1), allowing us to explicitly characterize the effect of the driving noise $w_{[-1,T-2]}$ on the the perturbation term $\Delta$. We emphasize that we have access to only $\{\tilde{x}_{0,T-1}, u_{[0,T-1]}\}$, but it is instructive to also consider $w_{[-1,T-2]}$ in our analysis. To begin, as each column of $\mathcal{H}_L(\tilde{x}), \mathcal{H}_L(u), \mathcal{H}_L(w)$ satisfies (2.1), it follows that

$$[(I - ZA) - ZB] \begin{bmatrix} \mathcal{H}_L(\tilde{x}) \\ \mathcal{H}_L(u) \end{bmatrix} = \begin{bmatrix} \mathcal{H}_1(\tilde{x}) \\ 0 \end{bmatrix} + Z\mathcal{H}_L(w)$$  \hspace{1cm} (3.3)

Then, fix a $\hat{G} \in \Gamma(\tilde{x})$ and let $\hat{\Phi}_x(:,0) = \mathcal{H}_L(\tilde{x})\hat{G}$ and $\hat{\Phi}_u(:,0) = \mathcal{H}_L(u)\hat{G}$ as in the proof of Theorem 2

$$[(I - ZA) - ZB] \begin{bmatrix} \hat{\Phi}_x(:,0) \\ \hat{\Phi}_u(:,0) \end{bmatrix} = I(:,0) + Z\mathcal{H}_L(w)\hat{G}$$  \hspace{1cm} (3.4)

Modulo down-shifting, (3.4) demonstrates the construction of a single block-column of $\{\hat{\Phi}_x, \hat{\Phi}_u\}$ and $\Delta$. The construction of the other columns is similar; in general consider $\hat{G}_0, \ldots, \hat{G}_{L-1} \in \Gamma(\tilde{x})$, where each $\hat{G}_{k-1}$ is used to construct the $k$th column of $\hat{\Phi}_x, \hat{\Phi}_u$. Note that $Z$ commutes with block-diagonal matrices with identical block-diagonal entries (adjusting for dimensions): this can be seen by observing that left-multiplication by $Z$ (down-shifting) is equivalent to right-multiplication by $Z$ (left-shifting). Thus, we can construct down-shifted block-columns of the form (3.4) as follows

$$[(I - ZA) - ZB] \begin{bmatrix} Z^{k-1}\mathcal{H}_L(\tilde{x}) \\ Z^{k-1}\mathcal{H}_L(u) \end{bmatrix} \hat{G}_{k-1} = Z^{k-1}I(:,0) + Z^k\mathcal{H}_L(w)\hat{G}_{k-1},$$  \hspace{1cm} (3.5)

from which full approximate system responses can be constructed, as formalized in the following.

**Theorem 4.** For system (1.1) with $(A, B)$ controllable, and control input $u_{[0,T-1]}$ and disturbance process $w_{[-1,T-2]}$ PE of order $n + L$, the approximate system response matrices $\{\hat{\Phi}_x, \hat{\Phi}_u\}$ and perturbation term $\Delta$ are defined as

$$\hat{\Phi}_x = Z_L(I_L \otimes \mathcal{H}_L(\tilde{x}))\hat{G}, \quad \hat{\Phi}_u = Z_L(I_L \otimes \mathcal{H}_L(u))\hat{G}, \quad \Delta = Z_L(I_L \otimes Z\mathcal{H}_L(w))\hat{G}$$  \hspace{1cm} (3.6)

and satisfy the approximate achievability constraint (3.1), where $Z_L := [I \ Z \ \cdots \ Z^{L-1}]$ and $\hat{G} \in \mathcal{L}_{TV}$ with block-diagonal elements $\hat{G}(i : i) \in \Gamma(\tilde{x})$ for $i = 0, 1, \ldots, L - 1$, and off-diagonal blocks $\mathcal{H}_1(\tilde{x})\hat{G}(i,j) = 0$ for $i \neq j$.

**Proof.** First, we see that by construction, $\hat{\Phi}_x \in L_{TV}^{L,m \times n}$, $\hat{\Phi}_u \in L_{TV}^{L,m \times n}$, and $\Delta \in L_{TV}^{L,m \times n}$ is strictly block-lower-triangular, and thus it suffices to verify that they satisfy the approximate achievability constraint (3.1). As $Z_L$ commutes with $A$ and $B$, it follows from equation (3.3) that

$$[(I - ZA) - ZB] \begin{bmatrix} Z_L(I_L \otimes \mathcal{H}_L(\tilde{x})) \\ Z_L(I_L \otimes \mathcal{H}_L(u)) \end{bmatrix} = Z_L \begin{bmatrix} I_L \otimes \begin{bmatrix} \mathcal{H}_1(\tilde{x}) \\ 0 \end{bmatrix} + Z\mathcal{H}_L(w) \end{bmatrix}$$  \hspace{1cm} (3.7)

Consider a $\hat{G} \in \mathcal{L}_{TV}$ constructed as described in the Theorem statement. Right-multiplying the left-hand-side of equation (3.7) by $\hat{G}$ yields the desired left-hand-side of constraint (3.1). Further, notice that from the definition of $\Gamma(\tilde{x})$ and the construction of $\hat{G}$, we have that

$$Z_L \begin{bmatrix} I_L \otimes \begin{bmatrix} \mathcal{H}_1(\tilde{x}) \\ 0 \end{bmatrix} \end{bmatrix} \hat{G} + Z_L(I_L \otimes Z\mathcal{H}_L(w))\hat{G} = I_{nL} + \Delta,$$

concluding the proof. \qed
Theorem 4 thus allows us to apply the robust SLS parameterization of Theorem 3 to characterize the closed-loop behavior (3.2) achieved by a controller constructed from the data-driven approximate system responses \( \{ \hat{\Phi}_x, \hat{\Phi}_u \} \) in terms of the perturbation term \( \Delta \), as described in equation (3.6). In particular, if we assume that \( \|H(w)\|_2 \leq \varepsilon \), but is otherwise acting adversarially, we can pose the following robust LQG problem:

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{1 - \gamma} \left\| \begin{bmatrix} Q^{1/2} & \mathcal{R}^{1/2} \\ \mathcal{Z}_L(I_L \otimes \mathcal{H}_L(\hat{x})) & Z_L(I_L \otimes \mathcal{H}_L(u)) \end{bmatrix} \mathcal{G}(I + (I_L \otimes Z \mathcal{H}_L(w)) \mathcal{G})^{-1} \right\|_F \\
\text{subject to} & \quad \mathcal{G}(i, i) \in \Gamma(\hat{x}) \text{ for } i = 0, 1, \ldots, L - 1, \\
& \quad \mathcal{H}_1(\hat{x}) \mathcal{G}(i, j) = 0 \text{ for all } i \neq j.
\end{align*}
\]

(3.8)

Note that although we assume that the disturbance process is drawn as \( w(t) \overset{\text{iid}}{\sim} \mathcal{N}(0, \sigma^2 I) \), we conservatively treat the effects of the unknown Hankel matrix \( \mathcal{H}_L(w) \) on the estimated system responses as adversarial in our analysis. This approach also allows our method to generalize naturally to other optimal control settings, such as those with \( \mathcal{H}_\infty \) and \( L_1 \) cost functions.

The objective function of optimization problem (3.8) is a non-convex, but its structure allows for a transparent and data-independent quasi-convex upper-bound to be derived. First, we observe that we can upper bound \( \|\Delta\|_2 \) as given in equation (3.6), by

\[
\|\Delta\|_2 = \|Z_L(I_L \otimes Z \mathcal{H}_L(w)) \mathcal{G}\|_2 \leq \|Z_L\|_2 \|\mathcal{H}_L(w)\|_2 \|\mathcal{G}\|_2 \leq \sqrt{L} \varepsilon \|\mathcal{G}\|_2,
\]

(3.9)

from which it follows immediately that if \( \sqrt{L} \varepsilon \|\mathcal{G}\|_2 < 1 \), we have the following upper bound

\[
\|(I + \Delta)^{-1}\|_2 \leq \frac{1}{1 - \sqrt{L} \varepsilon \|\mathcal{G}\|_2}.
\]

This observation allows us to follow a similar argument as in [11] to derive the following quasi-convex upper bound to problem (3.8):

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{1 - \gamma} \left\| \begin{bmatrix} Q^{1/2} & \mathcal{R}^{1/2} \\ \mathcal{Z}_L(I_L \otimes \mathcal{H}_L(\hat{x})) & Z_L(I_L \otimes \mathcal{H}_L(u)) \end{bmatrix} \mathcal{G} \right\|_F \\
\text{subject to} & \quad \|\mathcal{G}\|_2 \leq \frac{\gamma}{\sqrt{L} \varepsilon}, \mathcal{G}(i, i) \in \Gamma(\hat{x}) \text{ for } i = 0, 1, \ldots, L - 1, \\
& \quad \mathcal{H}_1(\hat{x}) \mathcal{G}(i, j) = 0 \text{ for } i \neq j.
\end{align*}
\]

(3.10)

which is quasi-convex in \( \gamma \) and convex in \( \mathcal{G} \), allowing for an efficient solution via bisection.

### 4 Sub-optimality Analysis

In this section, we prove the following sub-optimality result, which relates the performance \( \hat{J} \) achieved by the controller synthesized via the robust synthesis problem (3.10) to the optimal performance \( J^\ast \) achieved by the optimal LQG controller.

**Theorem 5.** Let \( (\mathcal{G}, \hat{\gamma}) \) be the optimal solution to (3.10), let \( \hat{J} \) be the LQG cost that the controller \( \hat{\mathcal{K}} = \hat{\Phi}_u \hat{\Phi}_x^{-1} \) constructed from the system responses (3.6) achieves on system (1.1). Assume that \( T \geq 2L + 1 \), that \( \|\mathcal{H}_L(w)\|_2 \leq \varepsilon \), and that \( \varepsilon \) satisfies the bounds (4.1). Let \( \mathcal{G}^\ast = \text{blkdiag}(G_0^\ast, \ldots, G_{L-1}^\ast) \), with
respectively, and suppose that \( \{ \Phi^*_x, \Phi^*_u \} = \{ H_L(x)G^*, H_L(u)G^* \} \). Letting \( J^* \) be the optimal LQG cost achieved by the optimal controller \( K_* = \Phi^*_u(\Phi^*_x)^{-1} \), we then have that

\[
\frac{\hat{J} - J^*}{J^*} \leq 3\|G^*\|_2 \varepsilon \left( 2\sqrt{L} + \|T_{T-L+1}(I)\|_2 + (1 + \|O_L(A)\|_2)\|Q^{1/2}\|_2\|T_{T-L+1}(I)\|_2/J^* \right)
\]

Our proof strategy is to construct a feasible solution to problem (3.10) using the optimal \( G^* \) that corresponds to the optimal system responses \( \{ \Phi^*_x, \Phi^*_u \} \) induced by the optimal LQG controller \( K_* \), such that \( \{ \Phi^*_x, \Phi^*_u \} = \{ H_L(x)G^*, H_L(u)G^* \} \) for data \( \{ x_{[0,T-1]}, u_{[0,T-1]} \} \) generated by system (1.1) with no driving noise. First, we introduce the following technical lemma relating Hankel matrices constructed from state trajectories of system (1.1) with and without driving noise.

**Lemma 2.** Let \( x_{[0,T-1]} \) and \( \tilde{x}_{[0,T-1]} \) be the state signals for system (1.1), driven by \( u_{[0,T-1]} \) and \( \{ u_{[0,T-1]}, w_{[-1,T-2]} \} \), respectively, and suppose that \( \{ u_{[0,T-1]}, w_{[-1,T-2]} \} \) are PE of order \( n + L \). We then have that

\[
H_L(x) = H_L(I) + T_L(I)H_L(w) + O_L(A)W_{[0,T-L]},
\]

where \( W(t) = \sum_{k=1}^{t-1} A^{t-1-k} w(k) \) are columns of \( W_{[0,T-L]} = \begin{bmatrix} W(0) & \cdots & W(T-L) \end{bmatrix} \) and

\[
O_L(A) = \begin{bmatrix}
I \\
A \\
\vdots \\
A^{L-1}
\end{bmatrix}, \quad T_L(X) = \begin{bmatrix}
0 & X \\
X & X \\
\vdots & \vdots \\
A^{L-2} & A^{L-3} & \cdots & X
\end{bmatrix}.
\]

**Proof.** Let \( x_{[t,t+L-1]} \) and \( \tilde{x}_{[t,t+L-1]} \) be an arbitrary pair of columns of \( H_L(z) \) and \( H_L(\tilde{x}) \). Then, by the dynamics of system (1.1), we have that

\[
x_{[t,t+L-1]} = O_L(A)z(t) + T_L(B)u_{[t,t+L-1]},
\]

\[
\tilde{x}_{[t,t+L-1]} = O_L(A)\tilde{x}(t) + T_L(B)u_{[t,t+L-1]} + T_L(I)w_{[t,t+L-1]}.
\]

Since \( \tilde{x}(0) = x(0) \), using the same control sequence \( u_{[0,T-1]} \) on both systems reveals the perturbation factor \( \tilde{x}(t) = x(t) + W(t) \). Consequently,

\[
\tilde{x}_{[t,t+L-1]} = O_L(A)(x(t) + W(t)) + T_L(B)u_{[t,t+L-1]} + T_L(I)w_{[t,t+L-1]}.
\]

Extending this to all columns of the Hankel matrices completes the proof. \( \Box \)

We now use Lemma 2 to construct a feasible solution to the robust optimization problem (3.10) using the optimal solution \( G^* \), which is subsequently used to prove the main result of this section.

---

\(^2\)Such a \( G^* \) exists by Theorem 2 and we select the minimum norm \( G^* \) satisfying the desired relationship. Future work will seek explicit relationships between the norms of the system responses, data matrices, and \( G^* \).

\(^3\)We let \( W(0) = 0 \) by convention.
Lemma 3. Let \( x_{[0,T-1]} \) and \( \tilde{x}_{[0,T-1]} \) be the state signals for system \( (1.1) \), driven by \( u_{[0,T-1]} \) and \( \{ u_{[0,T-1]}, w_{[-1,T-2]} \} \), respectively, and suppose that \( \{ u_{[0,T-1]}, w_{[-1,T-2]} \} \) are PE of order \( n+L \). Let \( G^* = \text{blkdiag}(G_0^*, \ldots, G_{L-1}^*) \), with \( G_0^*, \ldots, G_{L-1}^* \in \Gamma(x) \), be the parameter to the optimal LQG system responses in Theorem 2, such that \( \{ \Phi^*, \Phi^*_u \} = \{ \mathcal{H}_L(x)G^*, \mathcal{H}_L(u)G^* \} \). Then, if

\[
\varepsilon \leq \min \left\{ \frac{1}{3\sqrt{L}\|G^*\|_2}, \frac{1}{2\|G^*\|_2 \cdot \|T_{T-L+1}(I)\|_2} \right\},
\]

the pair \( \{ G^0 = G^*(I + D)^{-1}, \gamma^0 = 2\varepsilon\|G^*\|_2 \sqrt{L} \} \) is a feasible solution to (3.10) where

\[
D = \text{blkdiag}(D_0, \ldots, D_{L-1}), \quad D_k = \mathcal{W}_{[0,T-L]}G_k^*, \quad \text{for } 0 \leq k \leq L - 1.
\]

Proof. We first show that the candidate system responses \( G^0 \) satisfies the algebraic constraints of robust optimization problem (3.8) defined in terms of the noisy data \( \{ \tilde{x}_{[0,T-1]}, u_{[0,T-1]} \} \). First, note that since \( G^0 \) is block-diagonal, we trivially have that \( \mathcal{H}_1(\tilde{x})G^0(i,j) = 0 \) for \( i \neq j \). Thus it suffices to verify that \( G_k^0 = G_k^*(I + D_k)^{-1} \in \Gamma(\tilde{x}) \), i.e., that it satisfies \( \mathcal{H}_1(\tilde{x})G_k^0 = I \).

First, the relation \( \mathcal{H}_1(\tilde{x}) = \mathcal{H}_1(x) + \mathcal{W}_{[0,T-L]} \) follows from Lemma 3 by examining the first block row of \( \mathcal{H}_L(x) + \mathcal{T}_L(I)\mathcal{H}_L(w) + \mathcal{O}_L(A)\mathcal{W}_{[0,T-L]} \).

The first block row of \( \mathcal{T}_L(I)\mathcal{H}_L(w) \) is zero and the top block of \( \mathcal{O}_L(A) \) is \( I \). With this identity, right multiplying \( \mathcal{H}_1(\tilde{x}) \) by any \( G_k^* \in \Gamma(x) \) yields

\[
\mathcal{H}_1(\tilde{x})G_k^* = \mathcal{H}_1(x)G_k^* + \mathcal{W}_{[0,T-L]}G_k^* = I + D_k
\]

This implies that \( G_k^*(I + D_k)^{-1} \in \Gamma(\tilde{x}) \) provided the inverse exists. A sufficient condition for \( (I + D)^{-1} \) to exist is that \( \|D\|_2 < 1 \) – we will prove this fact, and the additional norm constraint in the robust optimization problem (3.8), next.

First, the condition \( \gamma^0 = 2\varepsilon\|G^*\|_2 \sqrt{L} \leq 2/3 < 1 \) is satisfied by the assumption (4.1). Next, observe that

\[
\|D_k\|_2 = \|\mathcal{W}_{[0,T-L]}G_k^*\|_2 \leq \|\mathcal{W}_{[0,T-L]}\|_2 \cdot \|G_k^*\|_2 = \|\text{vec}(\mathcal{W}_{[0,T-L]})\|_2 \cdot \|G_k^*\|_2
\]

\[
= \|\mathcal{T}_{T-L+1}(I)\mathcal{H}_{T-L}(\mathcal{H}_{T-L}(w_{[0,T-L]}))\|_2 \cdot \|G_k^*\|_2 \leq \|\mathcal{T}_{T-L+1}(I)\|_2 \|\mathcal{H}_L\|_2 \cdot \|G_k^*\|_2 \leq 1/2,
\]

where we exploited the identity \( \text{vec}(\mathcal{W}_{[0,T-L]}) = \mathcal{T}_{T-L+1}(I)w_{[0,T-L]} \) in the second equality. The final equalities follows from the fact that the linear map \( w_{[0,T-L]} \rightarrow \mathcal{H}_{T-L}(w_{[0,T-L]}) \) has a left-inverse \( \mathcal{H}_{T-L}^\dagger \) with spectral norm bounded by one (this follows from the definition of the Hankel matrix, and by noting that \( \mathcal{H}_{T-L}^\dagger \) extracts unique sub-elements of \( \mathcal{H}_{T-L}(w_{[0,T-L]}) \) to reconstruct \( w_{[0,T-L]} \)), the norm bound assumption on \( \mathcal{H}_{T-L}(w_{[0,T-L]}) \), and assumption (4.1).

Thus each \( \|D_k\|_2 \leq 1/2 \), and consequently \( \|(I + D)^{-1}\|_2 \leq 2 \), proving that the candidate \( G^0 \in \Gamma(\tilde{x}) \).

Finally we show that \( \|G^0\|_2 \leq \gamma^0/\varepsilon \cdot \sqrt{L} \) is satisfied.

Observe that,

\[
\|G^0\|_2 = \|G^*(I + D)^{-1}\|_2 \leq \|G^*\|_2 \cdot \|G^*(I + D)^{-1}\|_2 \leq \|G^*\|_2 = \frac{2\|G^*\|_2 \gamma^0}{\varepsilon \sqrt{L}} = \frac{\gamma^0}{\varepsilon \sqrt{L}},
\]

where the last inequality follows from the previously derived bound that \( \|D\|_2 \leq 1/2 \), and the final equality from the definition of \( \gamma^0 \). \qed
Proof of Theorem 3. From the derivation of (3.10), the cost $\hat{J}$ achieved by the system responses $\{\hat{\Phi}_x, \hat{\Phi}_u\} = \{\mathcal{H}_L(\tilde{x}), \mathcal{H}_L(u)\}$ on the true dynamics is upper-bounded via

$$\hat{J} = \left\| \begin{bmatrix} \mathcal{Q}^{1/2} & \mathcal{R}^{1/2} \end{bmatrix} \begin{bmatrix} \hat{\Phi}_x \\ \hat{\Phi}_u \end{bmatrix} (I + \Delta)^{-1} \right\|_F \leq \frac{1}{1 - \hat{\gamma}} \left\| \begin{bmatrix} \mathcal{Q}^{1/2} & \mathcal{R}^{1/2} \end{bmatrix} \begin{bmatrix} \hat{\Phi}_x \\ \hat{\Phi}_u \end{bmatrix} \right\|_F$$

(4.2)

where the RHS is the optimal value of (3.10). Letting $\alpha(T) = \|\mathcal{T}_{T-L+1}(I)\|_2 \|\mathcal{G}^*\|_2$, it then follows by optimality of $\hat{\gamma}, \hat{\mathcal{G}}$ and by Lemma 3 that

$$\hat{J} \leq \frac{1}{1 - \gamma^0} \left\| \begin{bmatrix} \mathcal{Q}^{1/2} & \mathcal{R}^{1/2} \end{bmatrix} \begin{bmatrix} \Phi_x^* \\ \Phi_u^* \end{bmatrix} (I + D)^{-1} \right\|_F + \frac{\|\mathcal{Q}^{1/2}\|_2 \|\mathcal{G}^*\|_2 \|\mathcal{T}_L(I)\|_2 \|\mathcal{O}_L(A)\|_2 \varepsilon}{(1 - \gamma^0)(1 - \alpha(T) \varepsilon)} + \frac{\|\mathcal{T}_{T-L+1}(I)\|_2 \|\mathcal{O}_L(A)\|_2 \varepsilon}{(1 - \gamma^0)(1 - \alpha(T) \varepsilon)}$$

$$\leq \frac{1}{1 - \gamma^0} \left\| \begin{bmatrix} \mathcal{Q}^{1/2} & \mathcal{R}^{1/2} \end{bmatrix} \begin{bmatrix} \Phi_x^* \\ \Phi_u^* \end{bmatrix} (I + D)^{-1} \right\|_F + \frac{(1 + \|\mathcal{O}_L(A)\|_2) \|\mathcal{Q}^{1/2}\|_2 \|\mathcal{G}^*\|_2 \|\mathcal{T}_L(I)\|_2 \|\mathcal{O}_L(A)\|_2 \varepsilon}{(1 - \gamma^0)(1 - \alpha(T) \varepsilon)}$$

$$= \frac{J^*}{(1 - \gamma^0)(1 - \alpha(T) \varepsilon)} + \frac{(1 + \|\mathcal{O}_L(A)\|_2) \|\mathcal{Q}^{1/2}\|_2 \|\mathcal{G}^*\|_2 \|\mathcal{T}_L(I)\|_2 \|\mathcal{O}_L(A)\|_2 \varepsilon}{(1 - \gamma^0)(1 - \alpha(T) \varepsilon)}$$

where the second inequality follows from Lemma 2 $\|\mathcal{T}_L\|_2 \leq \|\mathcal{T}_{T-L+1}\|_2$ if $L \leq T - L + 1$, which is assumed in the Theorem, and the relations

$$\mathcal{G}_0 = \mathcal{G}^*(I + D)^{-1}, \quad \begin{bmatrix} \Phi_x^* \\ \Phi_u^* \end{bmatrix} = \begin{bmatrix} \mathcal{Z}_L(I_L \otimes \mathcal{H}_L(x)) \\ \mathcal{Z}_L(I_L \otimes \mathcal{H}_L(u)) \end{bmatrix} \mathcal{G}^*, \quad \|(I + D)^{-1}\|_2 \leq \frac{1}{1 - \alpha(T) \varepsilon}$$

Simplifying the and rearranging the above yields

$$\frac{J - J^*}{J^*} \leq \frac{\gamma^0 + \alpha(T) \varepsilon}{(1 - \gamma^0)(1 - \alpha(T) \varepsilon)} + \frac{(1 + \|\mathcal{O}_L(A)\|_2) \|\mathcal{Q}^{1/2}\|_2 \|\mathcal{G}^*\|_2 \|\mathcal{T}_{T-L+1}(I)\|_2 \|\mathcal{O}_L(A)\|_2 \varepsilon}{(1 - \gamma^0)(1 - \alpha(T) \varepsilon) J^*}$$

Recall that $\gamma^0 = 2 \varepsilon \|\mathcal{G}^*\|_2 \sqrt{L}$, and by the assumptions of the Theorem we have that $\alpha(T) \varepsilon \leq 1/2$ and $\gamma^0 \leq 2/3$; thus

$$\frac{\gamma^0 + \alpha(T) \varepsilon}{(1 - \gamma^0)(1 - \alpha(T) \varepsilon)} \leq 3 \varepsilon (2 \|\mathcal{G}^*\|_2 \sqrt{L} + \alpha(T)).$$

Similarly, the second term can be bounded as $3 (1 + \|\mathcal{O}_L(A)\|_2 \varepsilon) \|\mathcal{Q}^{1/2}\|_2 \|\mathcal{G}^*\|_2 \|\mathcal{T}_{T-L+1}(I)\|_2 / J^*$

\[\square\]

4.1 Sample Complexity

We now show trajectory averaging can be used to mitigate the effects of noise on the data $\mathcal{H}_L(\tilde{x})$: as system (1.1) is LTI, given a collection of independently collected signals $\{\tilde{x}^{(i)}_{0:T-1}, u^{(i)}_{0:T-1}, w^{(i)}_{-1:T-2}\}_{i=1}^N$, the average trajectories $\bar{x}_{0:T-1} = \frac{1}{N} \sum_{i=1}^N \tilde{x}^{(i)}_{0:T-1}$, $\bar{u}_{0:T-1} = \frac{1}{N} \sum_{i=1}^N u^{(i)}_{0:T-1}$, $\bar{w}_{-1:T-2} = \frac{1}{N} \sum_{i=1}^N w^{(i)}_{-1:T-2}$,
are themselves valid. Importantly, due to the effects of averaging, we now have that the elements $\bar{w}(t) \overset{\text{iid}}{\sim} \mathcal{N}(0, \frac{\sigma^2}{N} I_n)$. We then have the following result, which follows from matrix Gaussian series concentration inequalities \cite{21}. Theorem 4.1.1.

**Lemma 4.** Let $\bar{w}_{[-1,T-2]} = \frac{1}{N} \sum_{i=1}^{N} w_{[-1,T-2]}^{(i)}$. Then

$$
\mathbb{P} \left[ \|H_L(\bar{w})\|_2 \geq t \right] \leq 2nTe^{-\frac{t^2N}{2\sigma^2nT}}
$$

(4.3)

for all $t \geq 0$.

**Proof of Lemma 4.** To simplify the proof, we bound the spectral norm of $H_T(\bar{w})$, because as $H_L(\bar{w})$ is a sub-matrix of $H_T(\bar{w})$, it follows that $\|H_L(\bar{w})\|_2 \leq \|H_T(\bar{w})\|_2$.

We write $H_T(\bar{w}) = \sum_k v_k B_k$, where the $v_k \overset{\text{iid}}{\sim} \mathcal{N}(0, 1)$, and the $\{B_k\}$ are a finite sequence of fixed matrices of dimension $nT \times nT$. In particular, letting $v_{[-1,T-2]} \overset{\text{dist}}{=} \frac{\sqrt{N}}{\sigma} \bar{w}_{[-1,T-2]}$, $v_{i,j} \overset{\text{iid}}{\sim} \mathcal{N}(0, 1)$ denote the $j$th component of $v(j)$, and

$$
H = \begin{bmatrix}
1 \\
. \\
. \\
1
\end{bmatrix} \in \mathbb{R}^{T \times T}, \ Z = \begin{bmatrix}
1 \\
. \\
. \\
1
\end{bmatrix} \in \mathbb{R}^{nT \times nT}, \ H_t = \frac{\sigma}{\sqrt{N}} H \otimes e_i,
$$

where $e_i \in \mathbb{R}^n$, $i = 1, \ldots, n$ is the standard basis element. One can then check that

$$
H_T(\bar{w}) \overset{\text{dist}}{=} \sum_{k=1}^{n} v_{0,k} H_k + \sum_{i=1}^{T-1} \sum_{k=1}^{n} v_{i,k} Z^i H_k.
$$

(4.4)

By Theorem 4.1.1 of \cite{21}, we have that

$$
\mathbb{P} \left[ \|H_L(\bar{w})\|_2 \geq t \right] \leq 2nTe^{-\frac{t^2N}{2\sigma^2nT}},
$$

where $\nu(H_T(\bar{w})) := \max \{ \mathbb{E}\|H_T(\bar{w}) H_T(\bar{w})\|_2, E\|H_T(\bar{w}) H_T^T(\bar{w})\|_2 \}$. Thus it suffices to show that $\nu(H_T(\bar{w})) \leq nT\sigma^2/N$ and the result follows immediately. Using the following identities,

$$
H_k^T Z^i (Z^T)^i H_k = \sum_{j=1}^{nT-i} e_j e_j^T, \ H_k^T (Z^T)^i Z^i H_k = \sum_{j=i+1}^{nT} e_j e_j^T,
$$

$$
(Z^T)^i H_k H_k^T Z^i = \left( \sum_{j=1}^{nT-i} e_j e_j^T \right) \otimes e_k e_k^T, \ Z^i H_k H_k^T (Z^T)^i = \left( \sum_{j=i+1}^{nT} e_j e_j^T \right) \otimes e_k e_k^T,
$$

the decomposition (4.4), and a careful counting argument, one can check that

$$
\mathbb{E}\|H_T(\bar{w}) H_T(\bar{w})\|_2 = \frac{\sigma^2 T}{N} I_{nT} \|_2 = \frac{\sigma^2}{N}, \ \mathbb{E}\|H_T(\bar{w}) H_T^T(\bar{w})\|_2 = \|nTI_{nT}\|_2 = \frac{\sigma^2 nT}{N},
$$

from which the result follows.
Remark 1. As in [1], we ensure that the control input is not averaged out by simply setting \( u_{(i)}^{(1)} \equiv u_{[0,T-1]}^{(1)} \) for all \( i \) such that \( \bar{u}(t) = u_{(1)}(t) \) for all \( t \).

Combining Lemma 4 and Theorem 5, we obtain an end-to-end sample-complexity bound.

Corollary 1. If \( N \geq 2\sigma^2 nT \log(2nT/\delta) \max \left\{ 9L \|G^*\|_2^2, 4 \|G^*\|_2^2 \|T_{T-L+1}(I)\|_2^2 \right\} \), then, with probability at least \( 1 - \delta \), we have that

\[
\hat{j} - j^* \leq 3\|G^*\|_2 \sqrt{\frac{2\sigma^2 nT \log \left( \frac{2nT}{\delta} \right)}{N}} \left( 2\sqrt{L} + \|T_{T-L+1}(I)\|_2 \left( 1 + \frac{(\|O_L(A)\|_2 \|Q^1/2\|_2)}{\hat{j}^*} \right) \right)
\]

Proof. Inverting the probability bound (4.3), we have that with probability at least \( 1 - \delta \) that \( \|H_L(\bar{w})\|_2 \leq \sqrt{\frac{2\sigma^2 nT \log \left( \frac{2nT}{\delta} \right)}{N}} \). Thus, we have that the bounds (4.1) are satisfied under the assumptions of the Corollary, proving the result by combining the above bound with Theorem 5.

5 Experiments

We present experiments on the system from [11]

\[
A = \begin{bmatrix} 1.01 & 0.01 & 0.00 \\ 0.01 & 1.01 & 0.01 \\ 0.00 & 0.01 & 1.01 \end{bmatrix}, \quad B = I, \quad \sigma^2 = 0.1, \quad Q = 10^{-3} I, \quad R = I,
\]

which corresponds to a slightly unstable graph Laplacian system with input significantly more penalized than the output.

All experiments were done in Julia v1.3.1 using the JuMP v0.21.2 library with MOSEK v9.2.9 as a backend. Due to the structure of the resulting semidefinite programs, we found it effective to solve the dual problem using JuMP’s dual optimizer function.

Bootstrap Estimation of Noise We use a vanilla bootstrap method [5] to empirically estimate confidence bounds on \( \|H_L(\bar{w})\|_2 \), for \( L = 10 \) and \( T = 45 \), as a function of the number of trajectory samples \( N \): Fig. 1 shows the bootstrap estimated 95-th percentile bound compared to true 95-th percentile over 1000 trials.

Controller Performance in MPC Loop: We consider the performance of four types of unconstrained MPC controllers based on the following finite-horizon LTV feedback gains: \( K^* \) the optimal LQG controller synthesized with noise-free data; \( K_B \) and \( K_T \) the robust controllers synthesized using the bootstrap value of \( \varepsilon_B \) and true \( \varepsilon = \|H_L(\bar{w})\|_2 \) respectively in problem (3.10); and \( K_N \) the naive controller is synthesized by dropping the robustness constraint in problem (3.10). For the selected

\[\text{All code is open source and available at } \text{https://github.com/unstable-zeros/data-driven-sls}\]
Fig. 2: (Left) Median and quartiles of MPC controller performances, with infeasibility assumed to be $+\infty$ in cost. (Middle, Right) Median and quartiles of running state (Middle) and input (Right) trajectory norm $\|x_{[0,H-1]}\|_2, \|u_{[0,H-1]}\|_2$, with infeasibility assumed to be $+\infty$ in norm.

values of $N$, random trajectories $\{\tilde{x}^{(i)}_{[0,T-1]}, u^{(i)}_{[0,T-1]}, w^{(i)}_{[-1,T-2]}\}$ of length $T = 45$ are generated and used to form the appropriate Hankel matrices $H_L(\tilde{x}), H_L(\vec{u}), H_L(\vec{w})$, by averaging trajectories, where we set $u^{(1)}(t) \overset{iid}{\sim} \mathcal{N}(0, I)$, and replay $u^{(1)}$ in all subsequent trials. Each finite-horizon controller is then synthesized with the running cost matrices $(Q, R)$ specified above. In order to remove the effects of the terminal cost $Q_L$ on stability and optimality, we set $Q_L = P_\star$, for $P_\star$ the solution to the discrete algebraic Riccati equation for the infinite horizon LQG problem specified in terms of $(A, B, Q, R)$, thus ensuring that $K_\star$ is both stabilizing and equal to the optimal infinite horizon LQG controller. An MPC loop is then implemented over a horizon of $H = 1000$ time-steps starting from an initial state $x(0) = 0$ with $w(t) \overset{iid}{\sim} \mathcal{N}(0, \sigma^2 I)$ driving noise. We evaluate 50 trials at each value of $N$, with empirically computed control costs shown in Figs. 2. We omit the nominal controllers, which consistently fail to stabilize the system. While the robust controllers tend to have worse cost than the optimal controller (Fig. 2(Left)), they achieve better disturbance rejection, as seen by the smaller norm of the state trajectories (Fig. 2(Middle)), at the expense of larger control effort (Fig. 2(Center)).

6 Conclusion

We defined and analyzed data-driven SLS parameterizations of stabilizing controllers for LTI systems. We showed that when given noise free trajectories there exists an exact equivalence between traditional and data-driven SLS. We then showed that when given noisy system trajectories, tools from robust SLS and matrix concentration theory can be used to characterize the sample-complexity needed to mitigate the effects of noise on closed-loop performance. Future work will look to extend these results to the infinite horizon, distributed & robust MPC, and output-feedback settings.
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