1. Introduction

Global climate models (GCMs) are our main tool for providing plausible outlooks for what future climate conditions we can expect with changes in atmospheric greenhouse gas concentrations and other forcings (IPCC AR5; CMIP5). They are designed to capture large-scale phenomena and processes in the climate system; however, the amount of details they can provide is limited by design and computational resources. The raw output of the GCMs has served as a useful source of information for mitigation purposes (IPCC 2013). However, to provide information on local scales needed for impact studies and climate change adaptation, it is necessary to downscale the global models (Takayabu et al. 2015).

Two types of methods have been used to downscale GCM data: empirical–statistical downscaling (ESD) and dynamical downscaling. ESD involves using statistical models to transfer information from a large-scale predictor field, that the global models are able to reproduce, to compatible information on a fine spatial scale. In other words, ESD utilizes dependencies between the spatial scales found in the data and applies them to GCM data to make projections on a smaller scale when only projections on a coarse scale are available. Dynamical downscaling involves running a regional climate model (RCM) with a finer resolution than the GCM, ingesting data from the GCM on its lateral and surface boundaries. The two downscaling methods complement each other as they have different strengths and weaknesses.

Dynamical downscaling has the value of being based on physical processes in the atmosphere and provides a description of a complete set of variables over a volume of the atmosphere. Nevertheless, assumptions and statistical relationships are also used in RCMs (see, e.g., Bellprat et al. 2012). The RCMs are more comprehensive than statistical downscaling in terms of output variables and offer both high temporal and spatial resolution. However, dynamically downscaled results of GCM often have climatological biases, either inherited from the driving GCM or originating from the RCM itself. Such biases may be due to configuration choices or drift in the model (Kotlarski et al. 2017; Fernández et al. 2019; Pontoppidan et al. 2019). Dynamical downscaling is also computationally costly and typically cannot be applied to a very large ensemble of GCMs. The choice of RCM and its configuration options, for example, domain size, resolution, inclusion of spectral nudging, choice of physical schemes, implementation of time varying climate gases and aerosols, or land-use change, as implemented...
in the IPCC scenarios, results in a span of possible downscaled results based on a single GCM run. It is also possible, and not necessarily physically incorrect, that the downscaled results show a different local trend than the driving GCM model (Bartók et al. 2017; Enriquez-Alonso et al. 2017).

As with dynamical downscaling, ESD has both strengths and limitations, the major strength being that it brings together model results and observational data. The use of statistical models requires a good understanding of the physical processes that one tries to model, statistical theory, and the data themselves as unsuited methods can lead to misleading results. It is crucial that the ESD model is thoroughly evaluated before being used to make projections of the local climate. On the other hand, if appropriately framed, a suitable choice of statistical methods may provide valuable and reliable information, since the statistical characteristics of the system often are highly predictable. Moreover, ESD is computationally efficient and thus has the capability to include information from a full ensemble of GCM runs. Its efficiency makes it possible to downscale large ensembles of GCM runs and enables capturing the internal variability of the GCMs, which has a considerable influence on regional scales (Deser et al. 2012; Benestad et al. 2016). The number of GCMs included in a multimodel ensemble has been shown to significantly impact the representation of climate change (Mezghani et al. 2019), and the difference between the mean climate change of a small set of GCMs can be as large as the climate change itself. ESD is, however, limited by the availability of observations that may lack both spatial and temporal coverage, and it may contain errors. A likely minimum amount of years of observational data required to calibrate a statistical model is 30–45 years, depending on the character of the regional climate. Long records of high-quality observational data are scarce, but Europe is exceptional in terms of data availability with ~70 years of observations and high-resolution gridded observations (Cornes et al. 2018). An open question is whether a statistical model calibrated with data from one period is applicable to a different period with a changed climate. This is referred to as the question of “model stationarity” (Wilby 1997; Schmith 2008; Dixon et al. 2016). For ESD methods based on linear regression, the assumption of model stationarity means that transfer coefficients [βij in Eq. (2), below] are expected to be independent of the calibration period, and if this is not the case, then the statistical model and projections based on it are not robust.

The effect of local feedback mechanisms with a nonlinear dependence on climate change may not be accurately represented in a statistical model and may pose a problem to ESD (Walton et al. 2017; Lanzante et al. 2018). One example is the temperature threshold dependency of local snow cover or vegetation, which again influences other variables, particularly local near surface temperature. However, the timeliness of these local tipping points may not be well represented in a dynamical downscaling either (see, e.g., Fernández et al. 2019).

A pioneering work using a “perfect model” experiment and RCM data is described in Charles et al. (1999), in which RCM fields were used as both fine-scale predictand data and coarse-scale predictor data. A statistical model was trained to emulate precipitation fields from an RCM run under a 1 × CO2 scenario using RCM fields regridded to a coarser resolution as large-scale predictors. The model was subsequently applied using the coarsened RCM fields from a 2 × CO2 scenario run as predictors and validated on 2 × CO2 scenario RCM precipitation. In Vrac et al. (2007), the question of “model stationarity” was investigated by validating historically calibrated ESD methods on the RCM output for a future time period using the RCM output as pseudo-observations. However, they did not make use of the future RCM output for calibration, and the RCM output covered only two 10-yr time slices (1990–99 and 2090–99). Vrac et al. (2007) stated that longer time periods would provide more robust statistical relationships and that 10 years should be viewed as a minimum requirement.

Of recent studies that have scrutinized the underlying assumption of stationarity in statistical downscaling models under climate change, two have involved “perfect model” experiments by using high-resolution GCM data and coarsened GCM data to test the sensitivity of the distributional mapping approach to climate change (Dixon et al. 2016; Lanzante et al. 2018). Parding et al. (2019) used an empirical-statistical method to obtain projections of the seasonal North Atlantic cyclone density from seasonal GCM fields and assessed the stationarity of the statistical models by varying the calibration period and comparing the predictions to the original high frequency fields. The results showed that the statistical models based on 500-hPa geopotential height were highly dependent on the calibration period, meaning this was not a robust predictor.

We here use the term “hybrid downscaling” when referring to downscaling based on both dynamical and empirical statistical approaches, where the dynamical downscaling results are used as predictands in statistical model calibration. Recent examples of hybrid statistical–dynamical downscaling approaches are Li et al. (2012); Berg et al. (2015); Sun et al. (2015); Walton et al. (2015, 2017). In Li et al. (2012), available CMIP3 GCM data and dynamically downscaled results from the North American Regional Climate Change Assessment Program at a 45-km horizontal resolution were used to construct and evaluate linear regression models emulating the GCM–RCM relationships, using both an historic and a future 30-yr period for calibration and evaluation. Separate calibration on each of the two 30-yr intervals indicated nonlinearity in RCM response, justifying a time-trend component in the linear regression model. In the latter four studies the future climatological changes in monthly mean temperature (Walton et al. 2015, 2017) and precipitation (Berg et al. 2015) in California were emulated by using dynamically downscaled output from five GCMs to construct ESD models generating pseudo-RCM changes for full ensembles of GCMs. In this case, the dynamical downscaling adopted a “pseudo-global-warming” approach, that is, the RCM driving data were historical reanalysis data with GCM specific perturbations added according to the GCM’s climatological change in the relevant variables and domain. The pseudo-global-warming runs covered limited time slices of the future: 10-yr future time-slice runs in Walton et al. (2017).
and only 3-yr time slices for four GCMs and 20 years for a single GCM in Berg et al. (2015) and Walton et al. (2015).

To our knowledge, there have been few attempts to construct perfect model experiments to test the ESD framework based on GCM and RCM data paired via dynamical downscaling covering several decades, let alone more than a century, of climate evolution. In this study, we had access to dynamically downscaled GCM data from 1980 to 2100 assuming the high-emission scenario [representative concentration pathway (RCP) 8.5]. The availability of 120 consecutive years under a period of pronounced climate change presented an opportunity to systematically address the question of model stationarity when constructing ESD-based projections. In this study, we investigated the sensitivity of ESD-derived seasonal 2-m surface temperature $T_{2m}$, the wet-day mean precipitation $\mu$, and the wet-day frequency $f_w$ to varying experimental setups and calibration times, and predictor variable choice. We downscale seasonal aggregates of daily temperature and precipitation rather than daily data itself because 1) the statistical properties tend to be more predictable than single outcomes and 2) it is more computationally efficient. We used $\mu$ and $f_w$ to characterize precipitation as these two key parameters can be used to describe the statistical distribution of mean precipitation, and the likelihood of extreme precipitation (Benestad et al. 2019). The impact of using bias-corrected GCM fields was also investigated.

Our main working hypotheses were that
1) using GCM fields for which the mean has been climatologically bias corrected as predictors does not improve the ESD estimates,
2) detrending the data prior to calibration facilitates a more robust model calibration, and
3) a period of 30 years is sufficient for skillful model calibration. The veracity of these hypotheses was assessed in terms of the skill of the ESD results. The most skillful ESD designs were subsequently applied to many GCMs to expand the single dynamical downscaling to a large multimodel ensemble, emulating RCM output for different GCMs.

2. Study area
This study focuses on southern half of Norway (Fig. 1), which is a region with varied geographical conditions including coastal areas with fjords and steep orography, mountain ranges, lowlands, and inland regions. The diverse geographical characteristics frame the present climate, with a maritime wet and mild climate along the west coast where temperature variations are modest, as a result of orographically forced precipitation, and a cold and dry interior with pronounced temperature variations. During the period 1971–2000, the mean 2-m temperature was 7°C near the coast in southern Norway, and −4°C in the mountains. The mean temperature

![Fig. 1. End-of-century changes in seasonal mean (left) 2-m temperature $T_{2m}$, (center) wet-day mean precipitation $\mu$, and (right) the number of rainy days per season $n_w$ for the dynamically downscaled fields of the climatologically bias-corrected NorESM1-M r1i1p1. The change was estimated as the linear trend for the 1980–2099 period multiplied by the length of the period (120 years). The black shading indicates where the trend cannot be distinguished from noise ($p > 0.025$ in a two-sided Student’s $t$ test or equivalently CI <95%). The areal means are displayed in the upper-left corner of each plot.](image-url)
in Norway increased by 0.5°C per decade between 1976 and 2014 (Hanssen-Bauer et al. 2017).

3. Software, methods, and data

a. Empirical statistical downscaling method

The analysis was carried out within the R software environment (R Core Team 2016) with the aid of the R library “esd,” dedicated to analysis of meteorological and climate data, and empirical statistical downscaling (Benestad et al. 2007). The esd package has been used for ESD for different locations around the world, for example, Norway (Benestad et al. 2016), Poland (Mezghani et al. 2019), and Tanzania (Mtongori et al. 2016). Here the esd package was used first to aggregate the predictand (RCM output) and predictor data (GCM output) to seasonal mean values. Regression models were then calibrated as described below for each predictand variable and season [winter: December–February (DJF), spring: March–May (MAM), summer: June–August (JJA), and autumn: September–November (SON)].

Empirical orthogonal functions (EOFs) (Wilks and Wilby 1999) of the aggregated predictands $y$ and predictors $x$ were calculated by singular value decomposition. The EOF analysis decomposed the predictand and predictor data into a set of spatial patterns with corresponding principal components (PCs) that represent their variation in time, and eigenvalues describing their relative importance.

The decomposition of the predictand $y$ to a finite number of orthogonal spatial patterns can be described as follows:

$$y - \overline{y} \approx \sum_{j=1}^{m} \text{PC}_y \lambda_j \text{EOF}_y,$$

In Eq. (1), $\text{PC}_y$ is the $j$th principal component, representing the temporal evolution of the spatial pattern described by eigenvector $\text{EOF}_y$, and $\lambda_j$ is the corresponding eigenvalue, a scaling factor describing the relative importance of $\text{PC}_y$ and $\text{EOF}_y$.

A multiple regression analysis was then applied to establish a connection between the principal components of the predictand $\text{PC}_y$ and predictor $\text{PC}_x$. A separate regression model was fitted for each of the five leading principal components of the predictand ($\text{PC}_y$ for $i = 1–5$), which explain 58%–99% of the variability depending on predictand variable and season (Table 1). For simplicity and consistency, models were fitted for the same number of principal components independent of explained variance. In cases where most of the variability was in the first mode(s), the number of retained EOFs had little influence on the results because the downscaled higher-order modes add little variability.

To avoid overfitting, a stepwise forward model reduction was applied to select informative predictors among the six leading predictor modes ($\text{PC}_x$ for $i = 1–6$). The model selection was based on the Akaike information criterion (AIC; Akaike 1974), which considers goodness of fit as well as model simplicity.

The ESD models can be summarized as follows:

$$\text{PC}_y = \left( \beta_0 + \sum_{i=1}^{\text{max6}} \beta_i \text{PC}_x \right),$$

leaving the predictands estimated by

$$\hat{y} = \overline{y} + \sum_{i=1}^{5} \beta_i \text{PC}_x \lambda_i \text{EOF}_y,$$

To be able to apply the regression models to new data, a slight variation of the above described method [Eqs. (1)–(3)] was implemented in which the predictor data for the calibration period were combined with predictor data for another period and/or from another GCM simulation in a common EOF analysis (Benestad 2001). First, the new predictor data were appended to the original predictor data along its temporal axis. Then, the dominant spatiotemporal patterns of the combined field were extracted by EOF analysis [Eq. (1)]. ESD models were calibrated as described above [Eqs. (2) and (3)] using the part of the predictor principal components that represent the original predictor for the calibration period. Projections of the predictand principal components could then be obtained.
by applying the same statistical model to the part of the predictor principal components representing the new data source or period. The common EOF analysis is essential to ensure that the predictor principal components used for calibration and projection represent the same spatial patterns. The projected predictand PCs can be combined with the corresponding predictand EOFs and eigenvalues from the calibration period \((\text{EOF}_{yj}, \delta_{yj})\) to construct seasonal mean projections of the predictand field of the same spatial resolution as the original predictand data. This procedure was used 1) to obtain projections of the predictand beyond the calibration period and 2) to expand the ESD models to the full CMIP5 ensemble.

The regression models were evaluated by comparing the projections of the predictand fields with the original RCM fields for time periods excluded from calibration. This constitutes an independent validation as the predictor data used to produce these projections were not involved in the construction of the regression models.

A range of ESD models were tested by varying the predictor variable and configuration. Five GCM variables [air temperature at 2 m \(T_{2m}\), vapor pressure at 2 m \(V_{P2m}\), sea level pressure \(p_{sl}\), precipitable water vapor (prw), and outgoing longwave radiation (OLR)] were tested as predictors for the three different predictands: \(T_{2m}\), wet-day frequency \(f_{wa}\), and wet-day mean precipitation \(\mu\). The configuration choices that were tested included (i) calibration periods of different lengths, (ii) detrending or not detrending the principal components of the predictand and predictor prior to model calibration, and (iii) using bias-corrected or raw GCM output as predictor data. The optimal ESD model setups were then expanded to the same predictor variable from the full CMIP5 ensemble.

**b. Data**

A substantial part of this study involved calibrating statistical models with different setup options and evaluating them on regional climate model output in a series of “perfect model experiments.” This pseudoreality environment consisted of a GCM simulation with the Norwegian Earth System Model (NorESM1-M, ensemble member r1i1p1) given the RCP8.5 scenario for external forcing, and dynamical downscaling of the same bias-corrected GCM output covering south Norway for the period 1980–2100, as described in Pontoppidan et al. (2018). The bias correction involved adjusting the monthly mean climatology following the method of Bruyère et al. (2014), using the 1980–2010 ERA-Interim reanalysis (Dee et al. 2011) as reference data. This particular bias-correction approach was used to 1) ensure physical consistency in the final data (as opposed to bias correction in a postprocessing step) and 2) keep the climate variability from the GCM (as opposed to the pseudo-global-warming method, which assumes stationary climate variability; Schär et al. 1996; Rasmussen et al. 2011). The dynamical downscaling was done using a convection-permitting (4-km grid spacing) version of the Advanced Research version of the Weather Research and Forecasting (WRF) Model (Skamarock et al. 2008). Pontoppidan et al. (2018) found that forcing the RCM with the bias-corrected fields increased the tilt of the North Atlantic Ocean storm track during the historical time period, producing storm tracks more consistent with those found in ERA-Interim. The spatial distribution of the winter precipitation in southern Norway was also improved in the bias-corrected dynamical downscaling. After a 20% undercatch correction was added to the observations, the dynamical downscaling based on bias-corrected GCM fields gave winter precipitation within the 90% confidence interval of the observations at 249 station locations, whereas the same held true for only 121 station locations for the dynamical downscaling based on original GCM fields (Pontoppidan et al. 2018).

The command line tools “nco” and “cdo” were used to aggregate the WRF output to seasonal mean values. A 1 mm day\(^{-1}\) threshold was used for wet-day classification to produce seasonal wet-day mean and frequency. The data were subsequently regrided to a 0.05° latitude and 0.1° longitude grid using the Python programming package xESMF (Zhuang 2018). Bilinear interpolation was used for regridding of the temperature, and a conservative interpolation scheme was used for the precipitation flux. The regridding was performed because the analysis tools used in this study are better suited to a regular longitude–latitude grid than the native rotated grid of WRF.

All CMIP5 data variables, except prw, were gathered from the KNMI Climate Explorer, where all model output had been regrided to a 2.5° by 2.5° resolution. The prw was retrieved from the ESGF servers, combining the historical runs with RCP8.5 before the fields were bilinearly remapped to a 1° by 1° grid using cdo. The regridding of the prw data was done because parts of the analysis performed in this study (the common EOF analysis in particular) that expand the single dynamical downscaling to a large multimodel ensemble requires the same spatial resolution of the predictor data used for calibration (the NorESM1-M data) and projections. An example of the spread in prw projections within the ensemble is shown in Fig. S1 in the online supplemental material. Vapor pressure \(V_{P2m}\) was calculated by combining GCM \(T_{2m}\) fields with corresponding RH fields using the Buck (1981) equation for water. Incomplete data archives in terms of GCM variable availability resulted in different ESD ensemble sizes, depending on predictor choice.

**c. Metrics**

The ESD model setup options were evaluated and ranked based on two metrics, the correlation score (CS) and the trend score (TS), comparing the spatiotemporal variations of the projected field with the corresponding field from the reference dataset (the dynamical downscaling output). The use of correlation as a performance metric in climate modeling is uncommon because most climate simulations do not correspond to observed variations in terms of phase and timing. However, with pseudoreality we use RCM data that do match the phase and timing of the large-scale GCM data used as predictor, for the calibration as well as the evaluation periods. Here we utilize this to extend the evaluation of the ESD results beyond the traditional range of metrics. To emphasize the dominant spatiotemporal patterns and isolate the skill of the calibration...
procedure from the effect of the EOF analysis on the predictand, the reference data were subject to EOF analysis and a reconstructed reference field based on the five leading modes of variability was used for comparison. Cross-validation strategies and application of the skill scores are described in sections 3d and 3e.

The CS was calculated as the spatial mean of temporal correlation (Pearson’s $r$) between the predicted values ($y_{gc}^c$) and reference data ($y_{gc}^g$) for each grid cell (gc). The metric was calculated for one season at a time, so seasonality did not inflate the correlation scores. However, a long-term trend captured in both series would also raise the score:

$$CS = \frac{1}{N} \sum_{gc=1}^{N} r(y_{gc}^c, y_{gc}^g).$$  \hspace{1cm} (4)$$

The trend score TS was defined as the fraction of grid cells for which the estimated trend was within the 95% confidence interval of the reference data trend:

$$TS = \frac{\sum_{gc=1}^{N} \left[ LL95 < \text{trend}_{gc} < UL95 \right]}{N},$$ \hspace{1cm} (5)

where $\text{trend}_{gc}$ is the trend in the estimated field, $N$ is the total number of grid cells, and LL95 and UL95 are the lower and upper uncertainty limits of the reference data trend given a 95% confidence interval. If the grid cell trend in the estimated field was within these limits the statement $[LL95 < \text{trend}_{gc} < UL95]$ was 1; otherwise it was 0. Figures S7 and S8 in the online supplemental material show examples of the trend score visualized in map plots.

To reduce the computational cost, the trends were calculated using linear regression for each of the grid cells. The TS metric was chosen among others as it is bounded (between 0 and 1), unitless, and stable where reference values are near zero (as might be the case for trends in wet-day frequency). Furthermore, this metric does not result in penalization if there are no significant trends in either the reference data or the data to be evaluated and holds more information than comparing the areal mean trends.

d. Calibration experiment I: Five calibration periods to find optimal predictors

In experiment I, the five predictor variables ($T_{2m}$, $VP_{2m}$, $p_{sl}$, $prw$, and OLR) were tested as predictors for the three predictands ($T_{2m}$, $fw$, and $m$). Three of the predictor variables ($T_{2m}$, $VP_{2m}$, and $p_{sl}$) of the NorESM1-M model were available in two forms: (i) the original GCM fields, and (ii) as GCM fields where the mean had been bias corrected, providing a total of eight predictor fields to be tested. For each predictand and season, the predictive skill of the eight predictor fields was evaluated based on the CS and TS for different calibration and validation periods, both with and without detrending the fields prior to model calibration. A schematic illustration of the calibration experiments is included in Fig. 2.

The experiment labeled 30n used 30 years in the near present (1980–2009) for calibration and the remaining years (2010–99) for validation, while 30f used 30 years in the far future (2070–99).
for calibration and the remaining years (1980–2069) for validation. The experiment 60n used the first half (1980–2039) of the time span for calibration and the second for validation (2040–99), while 60f had the opposite periods for calibration and validation. The last experiment, c120, used the full 120-yr period (1980–2099) for both calibration and validation.

The results of experiment I was summarized by calculating a weighted mean of the metrics for the different calibration experiments (30n, 30f, 60n, 60f, and c120), where the weights were proportional to the length of the calibration time.

e. Calibration experiment II: Sensitivity to calibration range and detrending

For each predictand and season, the top two or three performing predictors from experiment I were selected for a more rigorous test of the influence of the calibration length, choice of period, and the detrending option. The calibration lengths considered were 30, 40, 50, 60, 70, 80, 90, and 100 years. For each calibration length, regression models were constructed repeatedly for all possible consecutive calibration periods within the full 120 years of available data, each time evaluating the predictive skill based on the correlation and trend scores for the full period 1980–2099. This approach provided 184 members for the 30-yr calibration length, and 44 members for the 100-yr range. Four or six experimental setups were tested for each predictand and season, amounting to 456 downscaling experiments for each experimental setup, or 29 184 experiments in total. The many experiments were performed to provide a statistical sample from which the effect of the calibration period upon the predictive skill could be evaluated. The optimal predictor variable and detrending option for each predictand was decided based on the results from the two longer calibration lengths, 90 and 100 years. However, the specific years used as calibration period in subsequent analyses were not selected based on this analysis, as this could have resulted in overfitting.

f. Expansion and clustering of the RCM ensemble

The best-performing ESD setups (predictor variable and detrending option) were selected for each predictand and season based on experiments I and II. Regression models were then fitted and applied to all available members of the CMIP5 ensemble (between 63 and 100, depending on the predictor variable) to emulate the RCM projections using the full length (1980–2099) of the predictand (WRF) and predictor (NorESM1-M) data for calibration. The common EOF analysis and stepwise multiple regression were repeated for each ensemble member to ensure that the regression model was applicable to that GCM simulation. For each predictand and season, the ensemble of projected RCMs was divided into two groups based on hierarchical clustering of the long-term trends. The clusters were used for illustrative purposes to reveal common spatial patterns of change that may have been hidden in a map of the ensemble mean (see, e.g., Fig. 6). The hierarchical clustering method (available in the R 3.3.1 base package “stats”; R Core Team 2016) was chosen because it showed good validation scores (this was tested using the R package cValid, v0.6–6; Brock et al. 2008).

4. Results

a. Impact of using bias-corrected GCM fields in ESD

The impact of utilizing bias-corrected fields in ESD was investigated by using bias-corrected GCM data ($T_{2m}$, $p_{a}$, and $p_{or}$ from the NorESM1-M model) as predictor data. Using predictor fields where the climatological monthly mean had been corrected based on reanalysis data did not result in different ESD results than those based on the original uncorrected GCM fields (see Figs. S2 and S3 in the online supplemental material).

b. Calibration experiment I: Five calibration periods to find optimal predictors

Calibration experiment I (section 3d) included five experiments with different calibration periods to find well-suited experimental setups for ESD. The three top ranking ESD experimental setups and their weighted correlation and trend scores are displayed in Fig. 3. The upper row shows the results for $T_{2m}$, the center for $p_{a}$, and the lower for $f_{w}$. The ESD-based emulations of $T_{2m}$ show high CS, with the best-performing setup scoring 0.83 in spring, 0.80 in summer, and 0.89 in autumn and winter. The correlation scores are generally lower for the precipitation-related variables than for temperature (particularly in summer) with the exception of the winter predictions for $f_{w}$, where the best-performing setup has a CS of 0.72. This is partly attributed to the noisiness of the precipitation field, that is, a considerable fine-scale variability that is not predictable by the ESD models. An experiment averaging the precipitation fields over regional precipitation zones showed an increase in the models’ explained variance (not shown). However, the regional averaging did not increase the trend scores, and as the averaging led to an information loss, it was considered better left as a postprocessing option. Any end user should be aware that the year-to-year variability of gridscale precipitation is only partly captured in the downscaling, particularly in summer.

The noisiness of the precipitation field can also be seen in the EOF analysis of the predictand data (Table 1). The five leading EOF modes of $f_{w}$ and $p_{a}$ explain 89%–93% and 58%–83%, respectively, depending on season, while for $T_{2m}$ the first leading EOF pattern accounts for 94%–95% of the variance. In summer, the five leading EOF modes of $p_{a}$ explain only 58% of the variability.

The trend scores for the top-performing ESD setups were quite high for all variables (0.78–0.99 for the top-performing setups). This implies that multiple regression is a suitable approach for creating ESD models replicating long term trends for both the temperature and the precipitation-related variables $f_{w}$ and $p_{a}$.

The best-performing experimental ESD setups for predicting $T_{2m}$ were to use the GCM variables $VP_{2m}$ or $T_{2m}$ as predictor without detrending the fields prior to calibration. The same ESD setups were found to be the best for downsampling $p_{a}$, but the wet-day mean could also be skillfully downscaled using the vertically integrated moisture $prw$, as predictor.

The best predictor for $f_{w}$ was the mean sea level pressure $p_{a}$ in autumn and winter, whereas $prw$ and $OLR$ also showed fair results as predictors in spring and summer. The detrending
option had very little influence on the results when \( p_{sl} \) was used as a predictor (Fig. 3).

c. **Calibration experiment II: Sensitivity to calibration range and detrending**

A second and more thorough investigation was pursued, including only the top-performing predictor variables for each predictand in calibration experiment I (Fig. 3 and Table 2). The ESD models were constructed using either 30, 40, 50, 60, 70, 80, 90, or 100 years for calibration, covering all available consecutive time slices within the full time period 1980–2099. To have a common reference, all models were evaluated based on their correlation and trend score for the period 1980–2099. Figure 4 shows results of calibration experiment II for the autumn season (SON). Results for the remaining seasons are shown in Figs. S4–S6 in the online supplemental material.

The results indicate that for 30 year long calibration periods, the trend score can vary from as low as 0 up to almost 1, depending on the exact range of years (Fig. 4b). This indicates that the estimated trends depend on the calibration period and that the statistical models were not stationary. With a longer calibration period, the results became more consistent, that is, they showed less sensitivity to the specific years used for calibration. Furthermore, the skill had a tendency of being lower when detrending the predictand and predictor data prior to downscaling, especially for longer calibration periods. This finding varied, however, according to the predictor variable; sea level pressure \( p_{sl} \) showed the least sensitivity to the detrending option.

The best predictor was selected for each predictand and season based on the results from experiment II. Here, the longest calibration periods (90 and 100 year) were considered because they showed the best and most consistent performance. For the application of expanding the ESD results to other GCM runs, 120 years of RCM results were available for calibration, and skill scores based on long time periods were thus most relevant for the downscaling task at hand. Figure 5 shows the mean and standard deviation of the skill scores for the top predictors based on the members of the 90- and 100-yr moving-window calibration experiments in each season. The score values are shown as stacked bar plots, where a perfect score is two. A symbol above the bar indicates the highest ranking predictor for the predictand and season.

In some cases, very little separated the top predictor’s score from the second best-performing predictor (Fig. 5). Both the large-scale fields of \( T_{2m} \) and \( VP_{2m} \) were highly skilled predictors of \( T_{2m} \), while \( T_{2m}, VP_{2m}, \) and \( prw \) largely exhibited a similar skill as predictors for \( \mu \) in each season. In autumn and

| Predictand | Predictor 1 | Predictor 2 | Predictor 3 |
|------------|-------------|-------------|-------------|
| \( T_{2m} \) | \( T_{2m} \) | \( VP_{2m} \) | prw |
| \( \mu \) | \( T_{2m} \) | \( VP_{2m} \) | prw |
| \( f_w \) | \( p_{sl} \) | prw | OLR |

Table 2. The top-performing predictors for each predictand, chosen based on calibration experiment I.
FIG. 4. Results of calibration experiment II for the autumn season (SON) for (a) CS and (b) TS for ESD models of the three predictands [(top row) $T_{2m}$, (second row) $\mu$, (third row) $f_w$] within (a) and (b)] based on the top-performing predictors. Calibration periods of different lengths were considered (30, 40, 50, 60, 70, 80, 90, and 100 years), using a moving window covering all possible consecutive periods within the full time range of 1980–2099. The resulting distributions of CS and TS are displayed as points showing all values, as well as boxes indicating the 25th, 50th, and 75th percentile. The fill value of the boxplots indicates whether the ESD models were fitted on detrended data (fill color) or not (white fill).
winter, $p_{d}$ was clearly the most suited predictor for $f_w$, whereas in spring and summer $prw$ showed marginally better results than $p_{d}$.

d. Emulated RCM ensemble

The best ESD setups (predictors and detrending options) were chosen for each predictand and season based on calibration experiments I and II (see Table 3). These setups were then used to emulate the RCM results for the full CMIP5 ensembles.

The data availability for the RCP8.5 GCMs varied with the type of variable. For $T_{2m}$, 81 ensemble members were available, for the derived field $VP_{2m}$, 63 members were available, $prw$ was available from 100 members, while the $p_{d}$ ensemble had 78 members. The results are shown in Fig. 6. End-of-century changes, that is, the annual 1980–2099 trends multiplied by the length of the period (120 years), are displayed over two columns, where each of the columns show the mean change in one of two clusters within the ensemble.

The emulated temperature ensemble showed positive trends in both clusters in all seasons (the two leftmost columns in Fig. 6). In winter and autumn, the temperature trends within the largest cluster showed higher temperature increases than the original dynamical downscaling of NorESM1-M (Fig. 1), but in these seasons, the ESD downscaled NorESM1-M was clustered with the smaller group with a smaller mean change. For example, in autumn, the original dynamical downscaling showed an increase of 4.1°C per 120 years, while the larger (64%) and smaller (36%) ESD clusters indicated an average change of 6.1° and 3.6°C per 120 years, respectively. In spring and summer, the ESD downsampling of NorESM1-M was clustered with the majority of the ensemble members, which in summer had a similar average change to the original dynamical downscaling.

With regard to the wet-day mean precipitation $\mu$, the average areal mean change was positive for both clusters in all seasons but spring (the two middle columns in Fig. 6). In summer, the larger ESD ensemble cluster showed higher increases than the smaller cluster, which included the ESD downscaled NorESM1-M.

![Fig. 5. Stacked bar plots showing the mean CS (green fill color) and the mean TS (purple fill color) for the members within the 90- and 100-yr moving-window calibration experiments. Each panel show the result for one predictand and one predictor for each of the four seasons (x axis). The best-performing predictors are indicated with a marker above the bar. Error bars show the combined standard deviations among the members for the two skill scores.](image)

![Table 3. The top-performing predictors for each predictand and season based on the mean value of the sum of the two skill scores (CS and TS) for the members within the 90- and 100-yr moving-window calibration experiments.](table)
downscaled NorESM1-M. In winter, the two clusters showed trends with different spatial patterns. The largest group (57% of ensemble members including NorESM1-M) showed little change on the west coast, whereas the smaller cluster (43%) indicated substantial coastal precipitation increases. The average areal mean change for the larger cluster was the same as the areal mean change of the dynamical downscaling (1 mm day$^{-1}$ per 120 years), whereas the smaller cluster had an average change that was almost half as strong (0.6 mm day$^{-1}$ per 120 years). In spring, about two-thirds of the ensemble members produced increases in precipitation, while the remaining one-third showed a weak areal mean decrease (−0.1 mm day$^{-1}$ per 120 years). Wet-day frequency trends are displayed as trends in the number of wet day per season; $n_w = n f_{w_n}$, where $n$ is the number of days per season ($n \approx 90$). The clustering of the wet-day frequency trends resulted in two groups with opposite signs of areal mean change in all seasons except for spring (the two rightmost columns in Fig. 6). In winter, the larger cluster (59%) of ensemble members indicated a weak, negative trend in areal mean change (−0.2 days per 120 years), while the remaining members show a mean increase of about four wet days over the period 1980–2099. In summer, the cluster with 79% of the ensemble members including NorESM1-M showed a decrease in $f_{w_n}$ over eastern Norway, while in spring and autumn, the clusters with the majority of the ensemble members and NorESM1-M, indicated an average increase of about 2.5 wet days from 1980 to 2099.

5. Discussion

a. Impact of GCM bias correction prior to ESD

As expected, the ESD results were not affected by whether or not the predictor fields were climatologically biased (Figs. S2 and S3 in the online supplemental material). This may, however, be specific to the hybrid downscaling method employed in this study. As described by Eqs. (1) and (3), the ESD model predicts anomalies by making use of the variance in the predictor fields. Since the bias-correction method used in Pontoppidan et al. (2018) adjusted biases in climatological means and not variance (Bruyère et al. 2014), the bias correction did not impact the ESD analysis.

Although the GCM bias correction did not provide any added value when applied directly in the ESD analysis, the RCM results based on bias-corrected GCM fields did show added value compared to dynamical downscaling based on the
original GCM fields (see section 3b). The improved RCM data served as better ESD predictand and therefore added value in the context of a GCM–RCM hybrid dynamical–statistical downscaling approach. Since there was no need to bias correct the GCM fields, the ESD models could be calibrated with non-bias-corrected GCMs and RCM results derived from bias-corrected GCMs, and then be applied to a multimodel ensemble of non-bias-corrected GCMs.

b. Optimal predictors, sensitivity to detrending, and calibration period

1) Optimal predictors

In calibration experiment I, various large-scale fields from the GCM ($T_{2m}$, $VP_{2m}$, $p_{sl}$, $prw$, and OLR) were applied as predictors for the fine-scale, dynamically downscaled predictands ($T_{2m}$, $p_{sl}$, and $f_{m}$). Of these predictor variables, $T_{2m}$ and $p_{sl}$ have historically most often been used in applications of ESD, while $VP_{2m}$, $prw$, and OLR have not been as common as predictors.

The predictors were evaluated by their ability to reproduce the fine-scale predictands’ long term trends and annual variability (correlation), evaluated for each grid cell. For the study region, both $T_{2m}$ and $VP_{2m}$ were suitable for ESD of $T_{2m}$, $VP_{2m}$ and $prw$ showed similar capacities as predictors of $p_{sl}$, providing the highest scores in all seasons except for spring, where $T_{2m}$ was found to provide the highest scores. Previous unpublished downscaling efforts of $p_{sl}$ (R. Benestad 2019, unpublished material) have shown good results when OLR was used as predictor. The use of OLR was motivated by the idea that higher cloud tops often are associated with more intense precipitation and that OLR is influenced by the cloud-top height. The lesser performance when using OLR from the driving GCM as a predictor of the dynamical downscaling $p_{sl}$ can be explained by the fact that the RCMs tend to generate a different cloud and precipitation climate than the GCM, and hence give different OLR aggregated over the same region [established from the European Coordinated Regional Climate Downscaling Experiment (Euro-CORDEX) runs (not shown)]. This implies that the GCM OLR is a less suitable predictor of the RCM’s $p_{sl}$; a caveat likely particular for the pseudoreality context. When ESD is applied to real observations where OLR is taken from reanalyses or satellites retrievals, the OLR field should show more consistency with local-scale $p_{sl}$.

2) Detrending

The results of calibration experiment II suggested that detrending the predictors and predictands before calibration of the ESD models affected their ability to recover the observed long-term trends for the future negatively. In this study, it was known a priori that the trends over the calibration period was part of the signal that we intended to project in the future. For real-world observations, this is not so clear-cut, and the motivation behind the detrending was that more short-term spurious trends should not interfere with the model calibration. Furthermore, detrending the data prior to model calibration enables an additional test of the models based on observations, that is, that they are able to reproduce the trends over the calibration interval when the models use the detrended data as input. In other words, although the results indicate that the calibration data should not be detrended prior to ESD, there may in some contexts be good reasons for doing so.

3) Sensitivity to calibration length and period

The impact of both calibration length and choice of calibration years were scrutinized in calibration experiment II. The purpose of the experiment was to provide information about whether the ESD models calibrated in one period were valid for another, in a changing climate, that is, to investigate the question of model stationarity. RCP8.5 is considered as an upper trajectory under a high-emissions scenario, and thus involves a highly nonstationary climate. Testing ESD stationarity under RCP8.5 is thus an ”extreme” test of model stationarity.

The results (Fig. 5, along with Figs. S4–S6 in the online supplemental material) showed that the sensitivities varied widely depending on the metric considered, predictor choice, detrending option, and predictand. Generally, a higher sensitivity to calibration length was found when the ability to reproduce the long term trend was evaluated rather than the year-to-year variability. A minimum calibration length may be indicated by a stabilization of the metrics and low spread among the calibration length experiment members. For most ESD setups, a minimum of 60 years or even longer was required to get a stable model. In real-world applications, the availability of observation based data limits the calibration length.

A caveat of experiment II is that the skill scores were calculated on all available data (1980–2099), meaning that the proportion of independent validation data decreased with the length of the calibration period. To address this issue, another version of experiment II was conducted where for each calibration period, the CS was calculated using all data not used for calibration, that is, only independent data. The results (not shown) were similar to the results described above and the analysis supports the conclusions regarding long calibration periods and detrending.

The value of a long calibration period has been known before and is, for example, the reason why many ESD studies have used the older NCEP–NCAR R2 or ERA-40 reanalysis rather than a newer ones (e.g., ERA-Interim) for calibration, as the former cover a longer period in time. The hybrid approach implemented here overcomes the problem of lacking observational data limiting ESD calibration length. It also provides calibration data not only from historical time, but from a future projection, which likely contains the effects of local feedback effects that might not yet have taken place in historic time. A caveat of this approach, however, is that it relies on the ability of the dynamical downscaling to accurately capture these nonlinear changes.

Future studies, including more than one constitutive centennial dynamical downscaled GCM run, might shed light on the sensitivity to RCM settings within the hybrid approach framework. Furthermore, future work should include exploring if any added value is seen when an additional layer of complexity is added, namely constructing empirical statistical
downscaling models, by not only combining the GCM and RCM fields, as in the hybrid approach, but also including information from the traditional pairing of reanalysis data and high-resolution observation fields. Additional use of observational data in the hybrid approach could also be used to bias correct the RCM data before training the statistical models.

c. **The emulated RCM ensemble**

The emulated RCM ensemble, based on results from 63 to 100 GCM members, showed a considerable spread, even when clustered into just two groups (Fig. 6). In many cases the majority of the emulated ensemble showed centennial trends deviating from those from the original downscaled RCM. For seasonal wet-day frequency $f_w$, the two clusters of the pseudo-RCM ensemble showed diverging trends in large areas of the study domain in three of four seasons. The emulated RCM ensemble has been deposited at the data-storage facility Zenodo (https://doi.org/10.5281/zenodo.3552397), and the Norwegian Meteorological Institute’s (MET Norway) thredds server (http://thredds.met.no/thredds/catalog/metusers/helenebe/catalog.html), providing easy access for further use. It should be noted that, while the long-term trend was well produced by all down-scaled variables, the statistical model showed less skill in reproducing the interannual variability on a gridcell basis for the precipitation variables ($\mu$ and $f_w$). Since aggregation to precipitation zones showed higher skill cores for reproducing interannual variability, spatial averaging to a lower resolution, municipality scale, or catchment areas may provide more robust estimates when interannual variability is concerned. Given that different users will prefer different aggregation zones, and that the long-term trend is fairly well reproduced at gridcell resolution, any spatial aggregation is left to the end user.

The variability within the pseudo-RCM results provides valuable information for climate adaptation and communication. In this study, seasonal statistics mean temperature, wet-day mean precipitation, and wet-day frequency were downscaled. From the two latter variables additional precipitation statistics may be derived (Benestad et al. 2019). The results of the hybrid downscaling method will likely provide a robust and reliable contribution to the downsampling and impact research communities. The hybrid approach is an efficient downscaling method useful for expanding dynamical downscaling results, which may become a more important task as dynamical downscaling moves to a convection resolving resolution with an increasing computational cost.

The application of the ESD method to the entire CMIP5 ensemble depends on the common EOF analysis, which ensures that the same spatial patterns are found in the GCM data used for calibration (the NorESM1-M data) and the ensemble member to which the regression is applied. An inspection of the common EOFs shows similar statistical characteristics of the parts of the common EOF PCs representing NorESM1-M and the CMIP5 members.

6. **Conclusions**

The availability of 120 years of GCM and RCM data under the RCP8.5 scenario provided the opportunity to test the ESD method and model setup and identify the best-performing predictor choice and configuration options during a period where the climate is nonstationary. The stationarity of the statistical model was tested by varying the calibration and validation periods. Furthermore, the sensitivity to using climatologically bias-corrected GCM fields was been investigated. The extensive experiments undertaken allowed us to state the following findings, at least valid within the current implementation of empirical statistical downscaling in a “perfect model experiment” setting:

1. Using GCM fields, where the mean has been climatologically bias corrected, did not improve the ESD estimates.
2. Detrending the data prior to calibration reduced the skill of the ESD (Fig. 4).
3. A 30-yr calibration period is often not sufficient for skillful model calibration (Fig. 4). In general, ESD skill increased with calibration length, particularly the trend scores. In the pseudoreality setting that we have investigated here, even with a calibration period of 50 years it is possible to get a highly unskilled statistical model (trend score 0).

The results point to that any extra effort to extract as long time series as possible for calibration will be rewarded by producing more robust statistical models. The hybrid approach has value as it can make way for long calibration periods, and also the possibility to calibrate the statistical models on the time period for which they will be produced for. The latter point is of importance, as the local tipping points of feedback effects influencing the variables to be downscaled, may not yet have occurred in historical time. Most machine learning methods will likely show a similar sensitivity to choice and length of calibration time, and some, for example, the random forest method implemented in Shortridge et al. (2016), cannot predict values beyond those seen in the calibration period.

The rigorous model selection included in this study has likely resulted in a higher veracity of the ESD of the GCM ensemble. Future work might entail work on developing ESD models combining long time series of observation–reanalysis and RCM–GCM data to further test and optimize the models. Additional dynamically downscaled results for the study region would also enable more stringent validation of the emulated RCM ensemble and facilitate an investigation of the sensitivity to the choice of calibration and validation datasets.
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