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Abstract

Spatial models for areal data are often constructed such that all pairs of adjacent regions are assumed to have near-identical spatial autocorrelation. In practice, data can exhibit dependence structures more complicated than can be represented under this assumption. In this article we develop a new model for spatially correlated data observed on graphs, which can flexibly represented many types of spatial dependence patterns while retaining aspects of the original graph geometry. Our method implies an embedding of the graph into Euclidean space wherein covariance can be modeled using traditional covariance functions, such as those from the Matérn family. We parameterize our model using a class of graph metrics compatible with such covariance functions, and which characterize distance in terms of network flow, a property useful for understanding proximity in many ecological settings. By estimating the parameters underlying these metrics, we recover the “intrinsic distances” between graph nodes, which assist in the interpretation of the estimated covariance and allow us to better understand the relationship between the observed process and spatial domain. We compare our model to existing methods for spatially dependent graph data, primarily conditional autoregressive models and their variants, and illustrate advantages of our method over traditional approaches. We fit our model to bird abundance data for several species in North Carolina, and show how it provides insight into the interactions between species-specific spatial distributions and geography.
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1 Introduction

Models for spatially indexed data traditionally assume that observations close to one another in space are more highly correlated than observations which are far apart. While models for point-indexed data within continuous space frequently characterize spatial correlation as a function of geographic distance between observations, models for area-indexed data, also known as areal data, tend to define spatial dependence as a function of the adjacency structure of the graphical representation of the spatial domain’s partition [Ver Hoef et al., 2018a]. Such models often assume that the correlation between observations made at adjacent regions is the same throughout the network, an assumption that is often inappropriate for real world data [Guttorp et al., 1994].

As an example of this we consider a simple exploratory data analysis made using data which was downloaded and processed from the eBird database. This database is a project managed by the Cornell Lab of Ornithology that crowd-sources bird observation data by allowing any user to record and submit their bird watching observations to the website. Observations are recorded in the form of user-submitted, location-indexed checklists containing the counts of each species observed by the bird watcher along with the time spent bird watching at each location [Sullivan et al., 2009]. The data used here consist of the county-level number of combined observations of laughing gulls, a species common along the Atlantic coast, made in eastern North Carolina during each month between January 2018 and December 2020. During this time period, there were nearly 350,000 individual checklists submitted within the state of North Carolina, representing over 400,000 combined hours of bird watching.

To evaluate whether the degree of autocorrelation is consistent across our spatial domain we evaluate the month-to-month correlation in the data between pairs of adjacent counties. To account for the potential impact of environmental covariates on this simple analysis we restrict our attention the twenty coastal counties (as designated by the Coastal Area Management Act [1974]) of North Carolina. Figure 1 depicts the monthly log rate of observation for three pairs of adjacent counties, with each point corresponding to the frequency of observation at a pair of counties within a
given month. If the assumption of constant spatial autocorrelation between adjacent counties were correct, then the correlations between adjacent counties should be approximately equal along the entirety of the coastline. As can be seen in the figure, the log rates of laughing gull observations in the adjacent Dare and Currituck counties are more correlated (0.84) than those of Onslow and Pender counties (0.24). To test this more rigorously, we computed the between-county correlations for all 39 pairs of adjacent coastal counties. For each of those pairs, we obtained the statistic $z_i^\rho$ given by Fisher transformation of the Pearson correlation coefficient (known to be approximately normal [Fisher, 1921]) using the monthly log rates of observations at each county. An $F$-test of $H_0 : \rho_1 = \ldots = \rho_{39}$ based on the statistics $\{z_i^\rho\}_{1:39}$ resulted in $p < 0.01$, indicating significant evidence of differences in the correlations between adjacent coastal counties, and implying that standard approaches to modeling areal data may fail to reflect this.

The majority of statistical methods designed to account for changing patterns of spatial dependence within a domain have been developed specifically for point referenced data. However, areal data, such as the county-level eBird data discussed in our example, are also common within
many applications, either because some random variables are observed only at a regional level, or because raw point-referenced data might be aggregated and processed into areal or gridded regions out of convenience or due to scientific or policy interest in questions at the county, state, or national level. Such data are representable using graphs, with a node representing each region and edges connecting each pair of adjacent regions.

Conditional autoregressive (CAR) models, first introduced by [Besag 1974], are commonly used for modeling spatially dependent data observed on a graph, but are potentially limited when faced with more complex spatial dependence patterns. Given a random vector $y$ with $y_1, \ldots, y_p$ being observations at each of the $p$ nodes (or vertices) of some graph $G = (V, E)$, where $V$ contains the set of nodes, and $E$ is set of edges between those nodes, a CAR model specifies a Markov random field in which each element of $y$ has a conditional distribution determined by the values at neighboring nodes, for example

$$y_i | y_{-i} \sim N \left( \sum_{j \sim i} \kappa w_{ij} y_j, \sigma^2 \right)$$

(1)

where $j \sim i$ indicates that node $j$ is adjacent to node $i$, $W$ is a $p \times p$ adjacency or weights matrix (where $w_{ij} > 0$ if $j \sim i$ else $w_{ij} = 0$), $\kappa$ controls the degree of spatial correlation (with $|\kappa| \leq 1$) and $\sigma^2 > 0$ is a variance parameter. This results in a marginal distribution for $y$ of

$$y \sim N(0, \sigma^2 (I_n - \kappa W)^{-1}).$$

(2)

The CAR model may be thought of as the spatial generalization of the first order autoregressive (AR1) model often used in time series modeling. There are many varieties of CAR model that have been developed for use in generalized mixed models [Besag et al. 1991], with multivariate data [Gelfand and Vounatsou 2003], and which can utilize weighting schemes incorporating geographic and covariate information [Hanks and Hooten 2013, Ejigu and Wencheko 2020]. Most of the literature regarding spatially dependent graph data is limited to various forms of autoregressive models [Ver Hoef et al. 2018b]. The majority of CAR models and their variants tend to to treat all first-
order neighbors within a graph as equally proximate due to the use of graph adjacency structure alone in their definition of spatial dependence. This will rarely result in effective representation of more complex spatial processes. In instances where more complex weighting schemes have been utilized, such as in Hanks and Hooten [2013], and Ejigu and Wencheko [2020], edge weights are defined as linear functions of a small set of environmental covariates. While such approaches allow for more flexibility than those using adjacency alone, the space of possible weighting matrices under those models is restricted by the column space defined by the collection of environmental covariates being used. There are also instances in which covariates associated with graph edges may not be available to researchers, in which case a model must be defined using only the structure of the graph itself. One computational advantage of the CAR modeling framework is that the induced precision matrix will generally be sparse due to the assumption of independence for each observation conditional on the values of its neighbors. This assumption can come with trade-offs in terms of predictive efficiency; Gramacy and Apley [2015], Katzfuss and Guinness [2021], Guinness [2018] all demonstrate the shortcomings of models which condition only on local or nearest neighbor structure (as is the case in CAR models) in comparison to those which also condition on more distant observations. For more discussion on CAR models see Ver Hoef et al. [2018a] and Lee [2011] for review papers which provide detail on the use, development, and interpretation of these models and their variants. To address the concerns regarding limitations of CAR models for use with more complex spatial processes, we propose a model for the spatial covariance of graph data using a different set of assumptions, which we will describe in the following sections. We will also illustrate that our proposed method has greater capacity to represent certain correlation structures that may be of interest to statisticians and ecologists, especially in contrast to the most commonly used CAR variants.

Another approach to modeling the spatial random effects that may be present in areal data include basis function-based methods such as that of Hughes and Haran [2013], though such approaches are generally structured more around the estimation of the spatial random effects them-
selves rather than the covariance structure that produced them. Additionally, such approaches often produce overly-smooth spatial random effects surfaces unless a very large number of basis functions are employed.

Our goal within this article is not only to present a new covariance model for areal data that is flexible enough to account for varying patterns of spatial dependence across a domain, but to ensure that said model has interpretive value as well. The relationship between distance and spatial autocorrelation is often explicitly defined in the modeling of data observed within continuous space, but this relationship is complicated in the areal data setting, where the definition of a metric between regions is less straightforward [Cressie, 1993]. When considering our earlier example, it may be reasonable to imagine that from the perspective of a laughing gull within a coastal county, the changing environment as one moves inland from the coast may act as a barrier to movement, and that as a result, a neighboring coastal county is in some senses “closer” than a neighboring inland county. This proximity should be reflected in the data by a greater degree of spatial correlation between regions with smaller “intrinsic distances.” We could explicitly represent this relationship by parameterizing a unique distance metric characterizing the intrinsic distances between all counties within our spatial domain, and defining the covariance between counties as a simple function of this metric. This approach may be viewed as similar to the class of methods for modeling nonstationarity in continuous space in which spatial covariance is modeled as a stationary and isotropic function of a distance metric that arises from an estimated transformation of the geographic space in which the data were originally observed. See Sampson and Guttorp [1992], Schmidt and O’Hagan [2003] and Bornn et al. [2012] for examples of this approach.

Within this article we present a covariance model for graph data built under the idea that complex patterns of spatial dependence can be represented using a simple covariance function applied to a latent matrix of intrinsic distances between graph nodes. Fitting the model involves the estimation of a distance metric over our graph which in turn corresponds to an embedding of our graph into a high-dimensional Euclidean space. Covariance is then assumed to be a function of
the distances between nodes in the embedding. In addition to being more flexible than most CAR model-based approaches, we find that intrinsic distance framework makes our model simple and intuitive to interpret. In the next section of this article we establish some of the necessary background information regarding covariance functions and graph metrics. In particular, we highlight a class of graph metrics which are compatible with most traditional covariance functions such as those from the Matérn family [Matérn 1960]. In Section 3 we formally introduce our model, and provide some detail on its interpretation as well as its implementation. In Section 4 we provide a case study using the eBird data discussed in the Introduction. We fit our model to bird abundance data for several species common to the state of North Carolina, and demonstrate the manner in which our model can provide valuable insight into the interaction between a spatial process and the underlying geography via the posterior distance matrix of the graph on which a process is observed. We conclude this article with a discussion of our model’s strengths and limitations in comparison to existing methods, as well as potential extensions for future work.

2 Background

Suppose we are given a graph \( G = (V, E) \) and random variables \( \{Y_v : v \in V\} \) observed at the nodes \( V \) of \( G \). In this article we propose a model for \( \Sigma_{vv'} = \text{Cov}(Y_v, Y_{v'}) \) which is described visually in Figure 2. The covariance matrix \( \Sigma \) is parameterized by \( W \), a matrix of unknown positive edge weights, and \( \sigma^2 > 0 \), a scale parameter. The parameter \( W \) is an element of \( \mathcal{W}_G \), the space of all possible edge weight matrices given \( G \), and \( W \) is mapped to a distance matrix \( D \) via a graph metric \( \Delta(\cdot) \). \( D \) is in turn mapped to a symmetric positive definite matrix \( \Sigma \) using a covariance function \( C(\cdot) \) which also takes the parameter \( \sigma^2 > 0 \) as input. In the following two subsections, we establish the background information necessary to justify our model before presenting it formally in Section 3.
Figure 2: Visual representation of the model presented in this article. The edge weight parameter $W$ is mapped to a distance matrix, which in conjunction with the scale parameter $\sigma^2$ is mapped to the covariance matrix $\Sigma$.

### 2.1 Covariance Functions and Distance

Let $\mathcal{D}_p$ be the space of metric distance matrices between $p$ points. That is, if $D \in \mathcal{D}_p$ then $D$ is a $p \times p$ matrix where all diagonal elements of $D$ are zero, the off-diagonal entries are positive, $D$ is symmetric, and all elements of $D$ satisfy the triangle inequality (i.e. for any $\{i,j,k\} \subset \{1\ldots p\}$ $d_{ij} \leq d_{ik} + d_{kj}$). In our model we define the $p \times p$ covariance matrix $\Sigma$ as $\Sigma = C(D)$, for $D \in \mathcal{D}_p$, where $C(\cdot)$ is a covariance function which maps distance matrices to $\mathcal{S}_p^+$, the space of $p \times p$ symmetric positive definite matrices. To allow for flexibility in the covariance, we will treat the distance matrix of a graph as an unknown parameter to be estimated from the data. This in contrast to most spatial models, which take the distances between observations as known and fixed. Instead we will parameterize distance as a function of edge weights on the graph, which are estimated from the data. This approach allows us define covariance structures for graph data that are considerably more complex than ones obtained using the neighborhood structure of the graph alone.

Covariance functions defined only by the distances between locations, and not the locations themselves, are said to be stationary and isotropic. These covariance functions are often defined such that they can be applied element-wise to a distance matrix. For $D \in \mathcal{D}_p$ we can also define $\Sigma$ by $\Sigma_{ij} = c(d_{ij})$ where $c(\cdot)$ is some function applied to a distance between two points. For $\Sigma$ to be a valid covariance matrix it must be symmetric and positive definite, and thus $c(\cdot)$ must be chosen carefully with respect to $D$. There are many well known covariance functions that can be used to produce positive definite matrices using distances as inputs. Functions from the Matérn covariance
family, originally developed by Matérn [1960] and given by

$$c_\nu(d) = \sigma^2 \frac{2^{1-\nu}}{\Gamma(\nu)} \left( \sqrt{2\nu\frac{d}{\tau}} \right)^\nu K_\nu \left( \sqrt{2\nu\frac{d}{\tau}} \right)$$  \hspace{1cm} (3)$$

are among the most commonly utilized within spatial statistics [Cressie, 1993, Banerjee et al., 2003]. Here the input $d$ is a distance between two points, $\sigma^2$ is a scale parameter, $\tau$ is a range parameter, $\nu$ is a smoothness parameter, and $K_\nu$ is a modified Bessel function of the second kind of order $\nu$. The Matérn family includes the commonly used exponential and Gaussian (also known as the radial basis kernel or squared exponential) covariance functions [Banerjee et al., 2003]. If $c(\cdot)$ is a member of the Matérn family of covariance functions it is necessary for the distances contained in $D$ to be Euclidean in order to ensure that $\Sigma$ is a positive definite matrix [Ver Hoef, 2018]. Here we define the space of Euclidean distance matrices $\mathcal{D}_p^E \subset \mathcal{D}_p$ such that if $D \in \mathcal{D}_p^E$, there exists $\{x_1, \ldots, x_p\} \subset \mathbb{R}^k$ for some $k$ such that $d_{ij} = \|x_i - x_j\|$. In our model, for a given graph $G = (V, E)$ with $p$ nodes we will require that $D$, the matrix containing pairwise distances between the nodes of $G$, satisfies $D \in \mathcal{D}_p^E$ for some $p$. This also implies that there exists an embedding of $G$ into a Euclidean space such that the graph distances are equal to the distances between nodes in the embedding.

The fact that many of the most common covariance functions (including those from the Matérn family) require Euclidean distances as inputs to guarantee positive definiteness is reasonably well known, and can be confirmed when one considers Bochner’s theorem, which provides a necessary and sufficient condition for functions on Euclidean vectors to be positive definite (see Gihman and Skorohod [1974]). However, this requirement has at times been disregarded by researchers who were interested in utilizing common spatial modeling tools with non-Euclidean distances, which can result in non-positive definite covariance matrices and negative prediction variances in applications. Such scenarios arise especially often in analyses of graph and network data, where the most commonly used metrics, such as the shortest path distance, often result in non-Euclidean distances. [Ver Hoef] [2018] discusses this issue and provides several examples of published articles.
which failed to consider the non-compatibility of their chosen covariance functions and distance metrics.

2.2 Graph Metrics

To parameterize the covariance of random variables observed on a graph by applying the Matérn covariance function to a matrix of estimated distances, we must be careful that $D$ is parameterized in a manner that ensures that it is Euclidean over the entirety of the parameter space. To do this, we must consider what graph metrics produce Euclidean distances and how their properties will influence model interpretation.

Given an undirected, connected, simple graph $G = (V, E)$ with $p$ nodes, we define a class of distance matrices parameterized by the symmetric edge weights matrix $W$ of $G$. Many graph metrics are functions of $W$ where $w_{ij} > 0$ if node $i$ is adjacent to node $j$ and $w_{ij} = 0$ otherwise [Jungnickel 2012]. We define $\mathcal{W}_G$ to be the space of all symmetric edge weights matrices possible given $G$, and note that all information regarding the edges of $G$ is contained in each $W \in \mathcal{W}_G$ based on whether or not an element of $W$ is equal to zero. The distance matrix $D$ for a graph $G$ is given by $D = \Delta(W)$ where $\Delta(\cdot)$ is the function for a particular metric which maps an edge weight matrix to a distance matrix.

For a given graph $G$ and metric $\Delta(\cdot)$ we define $\mathcal{D}_G^\Delta$ as the space of distance matrices which are possible to obtain under different edge weight configurations for $G$, that is $\mathcal{D}_G^\Delta = \{ D = \Delta(W) : W \in \mathcal{W}_G \}$. We have established that for $\Sigma = C(D)$ to be a valid covariance matrix with $C(\cdot)$ a Matérn family covariance function, $D$ must be a Euclidean distance matrix. Thus, in choosing a graph metric $\Delta(\cdot)$, we must ensure that $\mathcal{D}_G^\Delta \subset \mathcal{D}_p^E$. In doing so, we can specify a parameterization of $\Sigma$ in terms of an unobserved edge weights matrix $W \in \mathcal{W}_G$ with the property that $\Sigma = C(\Delta(W)) \in \mathcal{S}_p^+$ for all $W \in \mathcal{W}_G$. This also implies that because $D = \Delta(W) \subset \mathcal{D}_p^E$, $W$ characterizes an embedding of $G$ into Euclidean space. In Section 3 we establish that for an appropriate choice of metric, our covariance model is identifiable, which implies that the embedding of $G$ implied by $W$ is unique up to isometry.
The most commonly used graph metric is the shortest path distance [Chebotarev, 2011] (denoted here as $\Delta^{SP}(\cdot)$) which defines the distance between nodes $i$ and $j$ as

$$d_{ij} = \Delta^{SP}(W)_{ij} = \min_{p_{ij} \in P_{ij}} \left( \sum_{e_{lk} \in p_{ij}} w_{lk} \right)$$

(4)

where $P_{ij}$ is the set of all possible paths between nodes $i$ and $j$, but can intuitively be described as the sum of the weights along the “shortest” path connecting those nodes. However, this metric generally produces non-Euclidean distance matrices [Klein and Zhu, 1998] and as such $\Sigma = C(D)$ is not guaranteed to be positive definite if $C(\cdot)$ is Matérn.

A commonly used alternative graph metric is the resistance distance [Chebotarev, 2011], denoted $\Delta^{\Omega}(\cdot)$, where the distance between nodes $i$ and $j$ is defined as

$$d_{ij} = \Delta^{\Omega}(W)_{ij} = (e_i - e_j)^\top L^+ (e_i - e_j)$$

(5)

where $L^+$ is the Moore-Penrose generalized inverse of the graph Laplacian, defined as $L = \text{diag}(W1_p) - W$ where $\text{diag}(\cdot)$ is a function taking a $p$-length vector and returning a $p \times p$ diagonal matrix, $1_p$ is a vector of ones, and $\{e_i\}_{1:p}$ are the standard basis vectors. This metric was introduced to the mathematical literature by [Klein and Randić, 1993] with roots in electrical physics and is based on the formula for calculating the effective resistance between nodes in a network of resistors.

Attractive properties of resistance distance include the fact that the distance between two nodes is reduced by the number of paths connecting said nodes, a property that shortest path distance does not possess [Klein and Randić, 1993], and that it is proportional to commute time distance, i.e. the expected hitting time of a random walk between two nodes [Chandra et al., 1996]. Use of resistance distance is widespread within ecological settings as both of the above properties characterize a type of flow-based graph connectivity which corresponds nicely with existing models for the movement of individual organisms as well as animal populations [Thiele et al., 2018, Peterson et al., 2019].

Because $L^+$ is always a positive semi-definite matrix, resistance distance may be viewed as a squared Euclidean (or Mahalanobis) distance. [Klein and Zhu, 1998] highlight that a related class
of metrics of the form

\[ d_{ij} = \Delta^{(m)}(W)_{ij} = \sqrt{(e_i - e_j)^\top \{L^+\}^m(e_i - e_j)} \]  \hspace{1cm} (6)

where \( m > 0 \) is an exponent (i.e. \( \{L^+\}^2 = L^+L^+ \)), are guaranteed to produce Euclidean distance matrices for any \( m > 0 \) and all \( W \in \mathcal{W}_G \). Thus, all metrics of this form can be used in conjunction with any covariance function which requires Euclidean distances as inputs, such as those from the Matérn class. The square root of resistance distance is one of these metrics (when \( m = 1 \)), but we are particularly interested in using the second metric of this form (when \( m = 2 \))—often referred to as the quasi-Euclidean metric—because it shares many of the same properties regarding graph connectivity with resistance distance and has been demonstrated to be well behaved in comparison to other metrics, especially when used with planar graphs which are typically seen in spatial and ecological settings [Zhu and Klein, 1996; Ivanciuc et al., 2001]. The quasi-Euclidean metric also scales linearly with the inverse of the edge weights, that is, \( cD = \Delta^{(2)}(W/c) \) for \( c > 0 \). This property is convenient for computation and enables greater parameter interpretability. Subsection 3.2 contains a numeric illustration of how the quasi-Euclidean metric operates within our model.

3 Method

3.1 A Flexible Graph Covariance Model

Given an undirected, connected, simple graph \( G = (V,E) \) with \( p \) nodes, we make repeated observations of the collection of random variables \( \{Y_v : v \in V\} \); each repetition is recorded as \( y_i \in \mathbb{R}^p \) for \( i = 1,\ldots,n \). These observations may be stored in the \( n \times p \) data matrix \( Y \), where \( y_{ij} \) is the \( i \)th observation at the \( j \)th node of \( G \). We define \( \Sigma \), the between-node covariance of each \( y_i \), in terms of the intrinsic distances between the nodes of \( G \) which are in turn a function of the known structure of the graph \((V,E)\) and unobserved edge weight parameter matrix \( W \), which is estimated from the data. We highlight that we consider the structure of the graph \( G \) to be fixed. This stands in contrast to methods such as those presented in [White and Ghosh, 2009] and [Ma et al., 2010] which treat
the adjacency structure itself as something unknown to be estimated. Our model instead estimates the unknown edge weights for a fixed graph, though in some senses our approach has the ability to omit edges from the model by estimating their weights to be near zero. This choice may be particularly justified in settings involving animal and plant populations, where interaction or movement between non-physically adjacent regions can only occur through intermediate regions. Our parameterization of \( \Sigma \) could be used in conjunction with any number of distributional assumptions for \( Y \), including temporal dependence or non-normality, but to make presentation concrete we initially define our model using the assumption that \( \{y_i\}_{1:n} \) are independent draws from a \( N(0_p, \Sigma) \) distribution. We will discuss possible extensions later in the article. We parameterize \( \Sigma \) as follows:

\[
\Sigma_{jk} = \sigma^2 \rho(\nu)(d_{jk}) \\
d_{jk} = \sqrt{\frac{(e_j - e_k)^\top \{L^+\}^2(e_j - e_k)}{\{L\} = \text{diag}(W_1 p) - W}} \\
\sigma^2 > 0, w_{jk} > 0 \text{ if } j \sim k, \text{ else } w_{jk} = 0, \text{ and } w_{kj} = w_{kj}.
\]  

(7)

Under this model, the data \( Y \) comes from a mean-zero matrix-normal distribution with column covariance \( \Sigma \) and row covariance \( I_n \). The parameter \( W \) is a \( p \times p \) symmetric edge weight matrix, \( \sigma^2 \) is a scale parameter, and \( \rho(\nu)(\cdot) \) is the Matérn correlation function given below:

\[
\rho(\nu)(d) = \frac{2^{1-\nu}}{\Gamma(\nu)} \left( \frac{\sqrt{2\nu}d}{\nu} \right)^\nu K_\nu \left( \sqrt{2\nu d} \right).
\]  

(8)

Common practice is to take the smoothness parameter \( \nu \) as fixed rather than as a parameter to be estimated. In this article we set \( \nu = 3/2 \), which implies a spatial process that is smoother than those given by an exponential covariance function, but less smooth than those defined with Gaussian covariance; however, any value of \( \nu > 0 \) would be valid in this model [Stein, 1999].

Note that the correlation function defined above does not include an explicit range or spatial-decay parameter. Equation 3, the standard form of the Matérn covariance function, contains the parameter \( \tau \) whereas the correlation function we are using, given in Equation 8, does not. De-
spite the lack of a parameter $\tau$, which directly scales the distances used as inputs in the correlation function, our parameterization of $\Sigma$ implicitly controls for the rate of spatial decay thru the edge weight matrix $W$: Let $D$ be the $p \times p$ distance matrix produced by applying the quasi-Euclidean metric to the edge weight matrix $W$. The third and fourth lines of Equation 7 show how $D$ is obtained: let $\Delta^{(2)}(\cdot)$ be the function such that $D = \Delta^{(2)}(W)$. Recall that $cD = \Delta^{(2)}(W/c)$ for any positive constant $c$. The distances in our model are directly scaled by the magnitude of the edge weights, which are themselves unrestricted above zero rendering an additional parameter $\tau$ where correlation is a function of $d/\tau$ unnecessary. To interpret our model’s estimate of the spatial decay in the covariance of $Y$, we recommend re-scaling the distance matrix $D$ after fitting. If we define $D^s = D / \max(D)$ and $\tau^s = 1 / \max(D)$, then the covariance defined by $\Sigma_{jk} = \rho_\nu(d^s_{jk} / \tau^s)$ is equal to the one defined $\Sigma_{jk} = \rho_\nu(d_{jk})$, and $\tau^s$ has equivalent interpretation to a range parameter in a covariance model for point-referenced data in which the geographic distances between observations were scaled to have a maximum distance of one.

As parameterized, our model is identifiable:

**Proposition 1 (Identifiability)** Using the parameterization for $\Sigma$ given in Equation 7, $(\sigma_1^2, W_1) \neq (\sigma_2^2, W_2)$ implies $\Sigma_1 \neq \Sigma_2$ for all $\sigma_1^2, \sigma_2^2 > 0$ and all $W_1, W_2 \in \mathcal{W}_G$.

A proof of the model’s identifiability is provided in the supplemental material for this article.

### 3.2 Interpretation

Rather than characterizing spatial covariance via a complex covariance function or kernel, our model uses a relatively simple covariance function, and pushes most of the modeling complexity into the estimation of latent distances between graph nodes, which are themselves functions of a set of edge weight parameters; nodes that are close to one another are more correlated, while nodes that are far apart are less correlated. The metric we utilize to define distances over the graph was chosen to ensure that the resulting covariance matrix will be positive definite for any combination of edge weight parameters, but what of the edge weight parameters themselves? Generally speaking, larger
edge weight parameters indicate greater correlation between nodes in the regions of the graph where that edge is found, while smaller edge weight parameters indicate lower correlation in those regions. When edge weights approach zero, the corresponding edges are effectively omitted from the graph, which may be thought of as a type of automatic model selection for the design of the graph itself.

Figure 3 contains an illustration of how edge weights impact covariance in our model. It depicts four sets of edge weights for the same five-node graph and shows the resulting correlation matrix when a Matérn correlation function with $\nu = 3/2$ is applied to the distance matrix produced by the edge weights. Subfigures 3a and 3b highlight how the scale of edge weights matter, with larger edge weights producing greater between-node correlation. Subfigure 3c demonstrates the potential flexibility of our model when certain edge weights are larger than others, with nodes along the path from 4 to 1 to 2 exhibiting greater intercorrelation than the rest of the graph. Subfigure 3d shows that it is possible under our model to obtain covariance structures where non-adjacent nodes (1 and 5) are more correlated (in effect closer together) than any other pair of first-order neighbors, which is possible due to the properties of the quasi-Euclidean metric, for which the distance between non-adjacent nodes is decreased with an increase in the number of sufficiently weighted connecting paths.

### 3.3 Comparison to CAR models

The covariance model specified here is quite flexible, especially in contrast to the commonly used graph-based methods which treat all first-order neighbors as equally proximate, such as most CAR models. We illustrate this with a simple example. The correlation component of our model for $\Sigma$ is determined fully by $W \in \mathcal{W}_G$, while $\sigma^2$ simply acts to scale the correlation matrix defined by $W$. Applying the quasi-Euclidean metric to $W$ in turn characterizes $\mathcal{D}_G^\Lambda$, the space of distance matrices possible under the model, which in turn can be used to define $\mathcal{S}_G^{(C_0 \Delta)} \subset \mathcal{S}_p^+$, the subset of covariance matrices that can be obtained under our model for a given graph, metric, and covariance function. Fitting our model to data results in us finding the “best” $\hat{\Sigma}$ in $\mathcal{S}_G^{(C_0 \Delta)}$ to approximate $\Sigma$. 
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Figure 3: The covariance matrices for a simple graph resulting from several different edge weight configurations when using a Matérn covariance function with $\nu = 3/2$. 
as defined by maximizing likelihood, minimizing Bayesian loss, or some other approach. Just as
with our model, other specifications of $\Sigma$ using fewer than $p(p - 1)/2$ parameters (the number
of free elements in a $p \times p$ covariance matrix) characterize a proper subset of $\mathcal{S}_p^+$ containing all
covariance matrices that are possible to obtain under that model.

Figure 4 depicts a graph $G$ with five nodes, and two correlation matrices, $\Sigma_1$ and $\Sigma_2$, which
represent possible dependence structures for data observed on $G$. We note that neither $\Sigma_1$ or $\Sigma_2$ are
elements of $\mathcal{S}_G^{(C\circ\Delta)}$. The matrix $\Sigma_1$ depicts a correlation structure in which one side of $G$ (the path
connecting nodes 4-1-2) exhibits greater correlation than the rest of the graph, while $\Sigma_2$ depicts a
correlation structure in which non-adjacent nodes (1 and 5) are more correlated with one another
than any pair of adjacent nodes in $G$. These two configurations of $\Sigma$ were chosen to illustrate
complex covariance structures which could be present within real world data, but are not meant to
represent the full range of possible cases. In this example, we assume a multivariate normal, mean-
zero distribution and find that best approximations of $\Sigma_1$ and $\Sigma_2$ from $\mathcal{S}_G^{(C\circ\Delta)}$ minimize Kullback-
Leibler (KL) divergence to a greater degree than the equivalent best approximations from the CAR
models we considered. Specifically, $\hat{\Sigma}_1$ and $\hat{\Sigma}_2$ are obtained by identifying the optimal set of edge
weights such that

$$
\hat{\Sigma}_i = \arg\min_{\Sigma} \text{KL}(N(0, \Sigma), N(0, \Sigma_i)), \Sigma \in \mathcal{S}_G^{(C\circ\Delta)}, i = 1, 2
$$

(9)

The most widely used CAR variant is the first-order CAR model, which we will refer to as
the CAR1 model; it incorporates only the basic adjacency structure of $G$ into its design and has a
marginal distribution which defines

$$
\Sigma = \sigma^2 (I_n - \kappa A)^{-1}, \quad \sigma^2 > 0, \kappa \in (-1, 1)
$$

(10)

where $A$ is the fixed adjacency matrix of $G$. Let $\mathcal{S}_G^{\text{CAR1}}$ be the space of covariance matrices
possible to obtain under the CAR1 model. Given that the CAR1 model has only two parameters,
Figure 4: A graph $G$ and two correlation matrices used for model fit comparisons. We identify the closest approximations of $\Sigma_1$ and $\Sigma_2$ from the subsets of correlation matrices defined by multiple models.

It may be unfair to compare it to a more complex model such as the one proposed in this article, which has number of parameters equal to the number of edges in $G$ (8 in the case of $G$ from Figure 4) plus one. We thus propose a second more complex CAR model, which we refer to as the weighted CAR or CARw model, which represents the maximally flexible correlation structure possible under the CAR framework, (as characterized by this article) in which we treat all non-zero elements of the weights matrix as parameters, defining

$$\Sigma = \sigma^2 (\text{diag}(W_1) - \kappa W)^{-1}, \quad \sigma^2 > 0, \; \kappa \in (-1, 1), \; W \in \mathcal{W}_G. \quad (11)$$

Let $\mathcal{S}_G^{\text{CARw}}$ be the space of covariance matrices possible to obtain under this CAR model, which is specified using a weights matrix $W$ for which edge weights are estimated individually, just as with the model described in Section 3. This type of autoregressive model is uncommon within the literature, though a similar specification appears in Smith et al. [2015]. In general, the limited number of existing CAR approaches utilizing a flexible weights matrix tend to define the elements of $W$ as some function of environmental covariates, geographic distances, or the sizes of areal units rather than estimating individual edge weights directly [Hanks and Hooten, 2013, Wang et al., 2016, Ver Hoef et al., 2018a].
For each of the three models discussed above and the two correlation matrices from Figure 4, we approximated the correlation matrix from each model which minimizes the KL-divergence between the distributions characterized by the true $\Sigma$ and the model estimate $\hat{\Sigma}$. This was done by generating 100,000 samples from $N_5(0_5, \Sigma)$ and obtaining a Bayes estimator for $\Sigma$ using the simulated data (the details for obtaining this estimator are described in the following subsection). The Bayes estimator has been shown to concentrate about the parameter value which minimizes KL-divergence between a model and the true distribution as sample size increases [Zellner, 1988, Gelman et al., 2014]. For this exercise we scaled each draw of $\Sigma$ within our sampler to ensure that it was a correlation matrix; this was done to improve the fairness of the comparison between our model and the CAR models which will generally have heterogeneous diagonal variance if specified as in equations 10 and 11.

Table 1 contains the KL-divergences between each model and the truth for $\Sigma_1$ and $\Sigma_2$. $\hat{\Sigma}$ is the approximate optimal parameter under each model in terms of KL-divergence. Lower KL-divergence indicates that the subset of covariance matrices defined by a particular model gets closer to the true data-generating distribution. As can be seen, our model is able to more closely approximate both $\Sigma_1$ and $\Sigma_2$ than the CAR variants we considered. The CAR1 model performs notably worse than our method, which is unsurprising given that it uses far fewer parameters and the KL-divergence does not account for model complexity. The CARw model has one more parameter than our model, yet still performs worse for both $\Sigma_1$ and $\Sigma_2$ with the gap in performance being more apparent for $\Sigma_2$. This is due in part to the fact that our model has greater flexibility than most autoregressive models to produce covariance matrices for which non-adjacent nodes are more correlated with one another than to any of the intermediate nodes due how the quasi-Euclidean metric defines distance in the presence of multiple viable paths between locations.

3.4 Priors and Model Fitting

While one could obtain parameter estimates using maximum likelihood estimation, the complexity of the relationship between edge weights and the covariance matrix makes maximizing the
Table 1: $\text{KL}(N(0, \Sigma_i), N(0, \Sigma))$ for each model and correlation matrix. The KL-divergence of the best performing model for each “true” correlation matrix is in bold.

|           | $\Sigma_1$ | $\Sigma_2$ |
|-----------|------------|------------|
| $\Sigma^{(C\circ\Delta)}$ | 0.093      | 0.028      |
| $\Sigma^{\text{CAR1}}$   | 1.135      | 0.249      |
| $\Sigma^{\text{CARw}}$   | 0.150      | 0.111      |

likelihood challenging in comparison to Bayesian estimation using a Markov chain Monte Carlo (MCMC) approach. We suggest priors in accordance with the parameter space of our model which requires that $\sigma^2$ and all edge weight parameters $\{w_{jk} : j \sim k\}$ must be positive real numbers. If the nodes of the graph correspond to a known orientation in physical space (as is frequently the case when dealing with areal data) one can obtain the geographic distance matrix $D^{\text{Geo}}$ by calculating the physical distances between centroids of areal units. It is then possible to encode this geographic information into the prior for the edge weights, which may be helpful for model fitting, especially when dealing with a limited number of observations of the process over the graph. In such cases, we propose using the following priors:

$$\sigma^2 \sim \text{Inverse-gamma}(a_{\sigma^2}, b_{\sigma^2})$$

$$w_{jk} \sim \text{Gamma}(a_w/d_{jk}^{\text{Geo}}, b_w) \text{ if } j \sim k, \text{ else } w_{jk} = 0.$$  \hspace{1cm} (12)

Here $d_{jk}^{\text{Geo}}$ is the geographic distance between nodes $j$ and $k$, and the prior expectation of the associated edge weight is $a_w/(d_{jk}^{\text{Geo}}b_w)$ which is smaller for adjacent nodes which are far apart than for adjacent nodes which are closer in physical space. In instances where no geographic information is available about the graph on which data are observed, it is appropriate to simply use i.i.d. gamma priors for the edge weights. The choice of inverse-gamma prior for $\sigma^2$ is convenient for normally distributed $Y$ due to built-in conjugacy. The choice to use independent gamma priors for all edge weights is somewhat simplistic, as it may be reasonable to assume some level of dependence between the weights of incident edges. Details for the MCMC sampler used to obtain posterior samples for $\sigma^2$ and edge weight matrix $W$ when fitting this model are provided in the
supplemental material for this article.

3.5 Simulation Study

To assess the practical capacity of our model to reasonably perform parameter estimation we conducted the following simulation study. We defined 5-by-5, 10-by-10, and 15-by-15 lattices each having 40, 180, and 420 individual edges respectively. An edge weights matrix $W$ was randomly generated with each nonzero edge having a Gamma(3,3) distribution, and $n = 10, 25,$ or $50$ samples $\{y_i\}_{1:n}$ were independently drawn from a normal distribution with mean zero and covariance $\Sigma(\sigma^2, W) + \psi I_p$, with $\psi$ acting as a nugget parameter, and with the setting $(\sigma^2 = 0.8, \psi = 0.2)$ representing a scenario in which the spatial signal to noise ratio is high and the setting $(\sigma^2 = 0.2, \psi = 0.8)$ a scenario in which the ratio is high.

All possible combinations of graph-size, samples generated, and signal-to-noise ratio represent 18 total scenarios, for each of which we performed 10 simulations and model fittings. When fitting each model we utilized a Gamma(3,3) prior for the edge weights and Inverse-gamma(2,2) priors for $\sigma^2$ and $\tau$. Using the posterior samples we computed the average 90% coverage rate for the posterior distribution of all edge weight parameters, along with RMSE and bias. The results of our simulation study can be found in Table 2.

| Setting       | Coverage | Bias  | RMSE  | Setting       | Coverage | Bias  | RMSE  |
|---------------|----------|-------|-------|---------------|----------|-------|-------|
| $p = 5, n = 10, \sigma^2 = 0.2$ | 0.807    | -0.314 | 0.568 | $p = 5, n = 10, \sigma^2 = 0.8$ | 0.835    | -0.334 | 0.625 |
| $p = 5, n = 25, \sigma^2 = 0.2$ | 0.835    | -0.209 | 0.483 | $p = 5, n = 25, \sigma^2 = 0.8$ | 0.868    | -0.297 | 0.603 |
| $p = 5, n = 50, \sigma^2 = 0.2$ | 0.818    | -0.177 | 0.435 | $p = 5, n = 50, \sigma^2 = 0.8$ | 0.860    | -0.257 | 0.584 |
| $p = 10, n = 10, \sigma^2 = 0.2$ | 0.824    | -0.267 | 0.551 | $p = 10, n = 10, \sigma^2 = 0.8$ | 0.857    | -0.314 | 0.610 |
| $p = 10, n = 25, \sigma^2 = 0.2$ | 0.834    | -0.222 | 0.495 | $p = 10, n = 25, \sigma^2 = 0.8$ | 0.846    | -0.300 | 0.614 |
| $p = 10, n = 50, \sigma^2 = 0.2$ | 0.816    | -0.190 | 0.452 | $p = 10, n = 50, \sigma^2 = 0.8$ | 0.857    | -0.277 | 0.593 |
| $p = 15, n = 10, \sigma^2 = 0.2$ | 0.819    | -0.284 | 0.563 | $p = 15, n = 10, \sigma^2 = 0.8$ | 0.849    | -0.303 | 0.610 |
| $p = 15, n = 25, \sigma^2 = 0.2$ | 0.832    | -0.224 | 0.504 | $p = 15, n = 25, \sigma^2 = 0.8$ | 0.843    | -0.310 | 0.616 |
| $p = 15, n = 50, \sigma^2 = 0.2$ | 0.841    | -0.176 | 0.435 | $p = 15, n = 50, \sigma^2 = 0.8$ | 0.850    | -0.276 | 0.602 |

Table 2: Average coverage rates, RMSE, and bias for all 18 settings in simulation study.

From our simulation, we generally see improvement in average coverage, bias and RMSE as the number of samples increases, which is to be expected. Interestingly, the patterns relating to changes in lattice size or signal to noise ratio are less clear from our results. The consistent negative bias across simulation settings is potentially concerning, but is likely a result of the non-
linear relationship between edge weights and covariance via the Matérn function. The fact that this bias decreases with sample size, along with our demonstration of model identifiability gives us confidence that this model functions in practice.

4 Numerical Results

4.1 An Application Using NC eBird Data

Returning to the data discussed in the introduction and which motivated the development of this method, we now fit our model to bird abundance data within the state of North Carolina. As alluded to in our introduction, there are varying patterns of between-site dependence among species within this spatial domain, and we are interested in obtaining the species-specific intrinsic distances which characterize that spatial dependence. The data were retrieved from the eBird database, a project of the Cornell Lab of Ornithology that allows bird watchers across the globe to record and submit their bird watching observations in the form of checklists that contain the specimen count for each observed species as well as the observer’s location and “effort,” or time spent bird watching [Sullivan et al., 2009]. The model was fit to the data for several common species within the state of North Carolina during the time period from January 2018 to December 2020. The species considered were the northern cardinal, the Carolina wren, the mourning dove, the turkey vulture, the Canada goose, the laughing gull, and the mallard. In addition to being abundant throughout the state, these species were chosen as they represent a considerable range of genetic and habitat diversity.

We treat each of the 100 counties of North Carolina as the nodes of a graph, with 256 edges connecting each pair of adjacent counties. For each species in the data set, observed counts were aggregated temporally by month and spatially by county. The data were stored in a $36 \times 100$ matrix $Y$, in which $y_{ij}$ represents the combined number of individual birds from that species observed during month $i = 1, \ldots, 36$ within the borders of county $j = 1, \ldots, 100$ by all birdwatchers contributing to the database. In addition to the species-specific counts matrices, there is a $36 \times 100$
effort matrix $T$ common to all species, where $t_{ij}$ contains the total time spent bird watching during month $i$ within county $j$, as well as a geographic distance matrix $D^{Geo}$, obtained by calculating the physical distances between the geographical centroid of all bird watching locations within each county. We also have the $100 \times 3$ matrix of normalized county-level environmental covariates $X$ which contains the average county elevation, the percentage of county lands designated as urban vs. rural by the 2020 US Census, and percentage of county lands covered by water. Each of these covariates can influence the baseline abundance of various bird species throughout the region due to species’ individual habitat preferences [Swick, 2016].

For each species, we model $Y$ using the following generalized linear model with spatial random effects:

$$y_{ij} \sim \text{Poisson}(\exp(\theta_{ij})t_{ij})$$

$$\theta_{ij} = \beta_{0i} + x_{j}^{\top}\beta + u_{ij} + e_{ij}$$

$$U \sim N_{n \times p}(0_{n \times p}, \Sigma(\sigma^2, W) \otimes I_n)$$

$$E \sim N_{n \times p}(0_{n \times p}, \psi I_{np})$$

$$\beta_0 \in \mathbb{R}^n, \, \beta \in \mathbb{R}^3, \, \sigma^2, \psi > 0, \, W \in \mathcal{W}_G.$$ (13)

Here $\theta_{ij}$ is the log of the expected rate at which birds are observed during month $i$ within county $j$. The parameter $\beta_{0i}$ is a temporally-varying intercept term and $\beta$ the coefficient vector relating $x_j$, the vector of environmental covariates at county $j$ to the mean of $\theta_{ij}$. The spatial random effects matrix $U$ has independent rows and between-county covariance given by $\Sigma$ as defined as in equation[7]; $E$ is a matrix of iid Gaussian noise. Of primary interest to us within this article is $\Sigma$ and the underlying distance matrix $D$, which can be viewed as containing the species-specific intrinsic distances between counties in North Carolina, with other model parameters primarily serving to enable an appropriate fit for $Y$. We note that this model is structurally quite similar to the one proposed in Besag et al. [1991] with the primary distinction being that a CAR model is used in their work to characterize the covariance of $U$. 
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We use the priors given in equation 12 for $\sigma^2$ and $W$ and use the following priors for the remaining model parameters:

$$
\beta_0 \sim N(0_n, \sigma_0^2 I_n)
$$

$$
\beta \sim N(0_3, \sigma_{\beta}^2 I_3)
$$

$$
\psi \sim \text{Inverse-gamma}(a_\psi, b_\psi)
$$

$$
\sigma_0^2 \sim \text{Inverse-gamma}(a_0, b_0)
$$

$$
\sigma_{\beta}^2 \sim \text{Inverse-gamma}(a_{\beta}, b_{\beta}).
$$

(14)

In our implementation of this model we set hyperprior parameters $a_{\sigma^2} = a_\psi = a_0 = a_\beta = 2$ and $b_{\sigma^2} = b_w = b_\psi = b_0 = b_\beta = 1$, choices made to be relatively uninformative. We note that we originally considered using an autoregressive prior for the vector of temporally-varying intercepts, but found that in practice it had very little impact on parameter estimates, but a fairly large negative on computational efficiency because doing so forces us to update $\theta$ by inverting an $np \times np$ matrix rather than a $p \times p$ matrix $n$ times. Additionally, because our interest is primarily in the structure of $\Sigma$ and the corresponding distance matrix, the degree of temporal correlation in $\beta_0$ is not important here. If our goal was to use this model for the purposes of forecasting, then more nuance would need to be applied to handling the spatiotemporal structure and interactions.

### 4.2 Interpretation of Results

The model is complex and the sampler used is somewhat computationally expensive, but we have found that it mixes well and within reasonable time periods for most small and medium sized graphs ($p < 500$ nodes). The data for the application described in the following section had $n = 36$ observations and $p = 100$ nodes. It required approximately eight hours to produce 10000 iterations of the sampler using code written in R and run single threaded on the lead author’s personal laptop equipped with an Intel Core i7-9750H processor. The first 2500 iterations were treated as burn in and the 7500 we retained had an average effective sample size of approximately 3000, indicat-
ing reasonably good mixing. The code used for our analysis is included with the supplemental materials.

To interpret the output of our model, it is useful to have a cursory understanding of the geography of North Carolina. The majority of physical geographic variability within the state of North Carolina tends to run on an east to west axis. Figure 5 depicts the four main geographic regions of the state, with the easternmost tidewater region, followed by the inner coastal plain, the Piedmont plateau in the center of the state, with the Blue Ridge mountains running through the westernmost part of North Carolina [NCpedia, 2015, Swick, 2016].

We are interested in how these geographic regions may manifest themselves within the intrinsic distances across the state for each species. Are there species for which distances along the eastern coast of the state are greater or smaller relative to the intrinsic distances from the coast moving inland? Are there species for which the mountain ranges in the west of the state significantly impact their spatial distribution while other species are unaffected? Figure 6 depicts the approximate posterior distribution for selected elements of the scaled posterior distance matrix for each species. Subfigure 6a depicts the state of North Carolina and four line segments labeled “A”, “B”, “C”, and “D”, with these segments chosen to reflect various physical regions within the state, or the borders between them. For each of the seven bird species, there is a different distance associated with each of the four line segments; these distances are shorter, and the counties at their endpoints are “closer” to one another if there is high correlation in the bird counts between locations. Sub-
figures 6b and 6c show the posterior distributions of the scaled intrinsic distances associated with
two pairings of those segments. Both of these pairings corresponds to a geographic contrast that
may be useful for understanding how these species spatial distributions interact with the physical
properties of the environments they inhabit. We see that the intrinsic distances associated with
each of the segments differ from species to species, with the posterior for the laughing gull being
more divergent from the other six species in both subfigures. This divergence makes sense when
one considers that the laughing gull it is the only seabird of the seven species, having a natural
range of habitats with the least overlap among the species considered [Swick, 2016]. We see this
in subfigure 6c, which highlights the contrast between intrinsic distances running along the coast
(segment “D”) versus ones moving inland (segment “C”). Subfigure 6b highlights the contrast
between the distances associated with segment “A,” which spans across a mountain range, and “B”
which runs along the relatively flat Piedmont. The spatial distributions of birds with posteriors
concentrated at higher values along the x-axis of this plot, such as the Canada goose and Mallard
are more impacted by the changes in elevation and habitat along segment “A” than the others.

We would also like to visualize the entire mean posterior distance matrix for each species. Be-
cause this matrix corresponds to a high dimensional Euclidean embedding of the graph, it is chal-
lenging to represent with a single plot and without significant distortion. To this end, we present
a visualization which highlights the contrast between the posterior mean intrinsic distance and the
physical distance between the centroids of each pair of adjacent counties, which in the minds of
the authors is more interpretable than the raw edge weights themselves; this visualization provides
us not only a sense of the relative distances between counties, but more significantly of the defor-
mation of the graph’s geographic orientation necessary to produce the intrinsic distances. We have
done this by calculating \( z_{jk}^d \), a score designed to represent whether the intrinsic distance between
adjacent nodes \( j \) and \( k \) is smaller or greater than suggested by the physical distance between those
nodes.

\[
z_{jk}^d = Z(D_{Geo}(E)) - Z((\mathbf{D}(E)|Y))_{jk}
\]  

(15)
Here $D(E)$ indicates the set of distances between nodes connected by edges of our graph, and $(D(E)|Y)$ is the set of posterior means for those same distances. The function $Z(\cdot)$ scales a set to have mean zero and standard deviation one. High values of $z_{jk}^d$ indicate that nodes $j$ and $k$ are intrinsically “closer” together relative to their physical separation, while low values indicate that they are more distant.

Figure 7 contains two plots depicting $z_{jk}^d$ for all pairs of adjacent counties. Subfigure 7a contains a map of North Carolina for the Canada goose, a migratory species which can be observed
Figure 7: Maps of $z^d$ for Mallard and Laughing Gull. Warm colors indicate areas which are “closer” than suggested by their geographic distance and cool colors more distant.

year round within the state, but is considerably more common during the winter [Swick 2016]. We note the bands of dark blue line segments running approximately along longitude $-82^\circ E$, separating the westernmost portion of the state from its central regions, which indicates that observations of Canada geese on opposite sides of this border are less correlated than ones made on the same side. Significantly, that border corresponds well to the mountain ranges making up the westernmost parts of North Carolina. Ornithologists have established that mountain ranges present significant barriers to the flight paths of migratory birds [Aschwanden et al. 2020] which leads to a physical interpretation for the posterior correlations identified by our model.
Subfigure 7b depicts a comparable map for the laughing gull, which is found most abundantly along the coast of the state, and becomes progressively less common as one moves inland [Swick, 2016]. While many of the edges between coastal counties are red and orange, indicating greater connectivity in the regions, the majority of the edges connecting the coastal counties bordering the Albermale sound (at $-76^\circ E, 36^\circ N$) are blue and green, indicating that not all coastal locations possess the same level of interdependence. We also note the existence of a blue band of edges running parallel to the coast at approximately $-77^\circ E$, along the border between the coast and coastal plains regions of the state. This could be viewed as a boundary between coastal and inland regions over which laughing gull populations tend not to cross, and which is revealed within the posterior distance matrix of our model.

For both species, these plots reveal significant interactions between their spatial distributions and the geography of where they were observed, even after having accounted for how environmental covariates may impact their baseline abundance rates within each county. Taken together, the plots (along with the plots not included for the other five species analyzed) reveal that there is a unique covariance structure and underlying distance between locations associated with each species.

An additional quantity of interest in many spatial data applications is the ratio $\sigma^2/(\sigma^2 + \psi)$ which may be thought of as the percentage of total variability attributable to the spatial process, in comparison to the nugget effect represented by $\psi$. Table 3 contains a posterior summary of this ratio for each of the seven bird species. We note that it is particularly low for the Carolina wren and mourning dove, indicating weak spatial correlation in the data for county-level populations of those particular species.

5 Discussion

We now briefly discuss a few potential applications, extensions, and questions related to the ideas presented within this article. One of the most significant pieces of output from our model is the posterior distance matrix. By itself, it can be analyzed to better understand the relationships
Table 3: Posterior mean and 95% credible intervals of ratio $\sigma^2/(\sigma^2 + \psi)$ for all seven analyzed species

| Species              | Mean   | 95% CI     |
|----------------------|--------|------------|
| Northern Cardinal    | 0.584  | (0.429, 0.712) |
| Carolina Wren        | 0.064  | (0.014, 0.298) |
| Mourning Dove        | 0.129  | (0.058, 0.313) |
| Turkey Vulture       | 0.371  | (0.262, 0.476) |
| Canada Goose         | 0.422  | (0.312, 0.693) |
| Laughing Gull        | 0.857  | (0.789, 0.897) |
| Mallard              | 0.471  | (0.400, 0.543) |

When modeling the eBird data, we included environmental covariates in the mean of our spatial process. An alternative or complimentary approach could be to include them in the specification of the model’s edge weights, which would enhance the interpretability of the model at the edge weights level, and not just in terms of the distance matrix. One could imagine based on the findings illustrated in Subfigure 7a that edge weights for the Canada goose may be negatively associated with elevation. An approach along these lines was explored using CAR models by Hanks and Hooten [2013] and Wang et al. [2016], and could be augmented within our model framework by treating edge weights as a linear combination of spatial covariates and an additional spatial random effect over the line graph of our network. Additionally, species count observations are often zero-inflated. Accounting for this as in Agarwal et al. [2002] could prove beneficial to model
quality in applied settings. Other potential extensions include joint species modeling using our methodology. One approach could be to perform factor analysis [Lawley and Maxwell [1962, Harman [1976]] on the model parameters characterizing species-specific covariance enabling one to better understand which species interact with the spatial domain similarly in terms of covariance and intrinsic distances, while providing a natural approach to modelling the intrinsic distances for each species hierarchically.

The method described in this article provides a flexible and novel framework for modeling the covariance of data observed on a graph structure. It’s use of an estimated distance metric to which standard covariance functions may be applied allows for interpretation more similar to that of models in continuous space settings as compared to CAR models. We have demonstrated that our model is flexible enough to represent covariance structures in which patterns of spatial autocorrelation vary throughout the domain, and that there are contexts in which it performs better than advanced versions of autoregressive models which are the traditional tools for modeling spatially dependent graph data. We also find the specification of between-node covariance in terms of intrinsic distances a useful framing for understanding and interpreting model results, as exemplified by our discussion of model output in section 4.2 in which we found that an analysis of the posterior distance matrix revealed connections between the covariance in the eBird dataset and the physical geography of the spatial domain on which it was observed.

**Supplemental Materials**

Additional information and supporting material for this article is available online at the journal’s website.
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