Composing a surrogate observation operator for sequential data assimilation
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Abstract

In data assimilation, state estimation is not straightforward when the observation operator is unknown. This study proposes a method for composing a surrogate operator when the true operator is unknown. A neural network is used to improve the surrogate model iteratively to decrease the difference between the observations and the results of the surrogate model. A twin experiment suggests that the proposed method outperforms approaches that tentatively use a specific operator throughout the data assimilation process.

1 Introduction

Data assimilation (DA), a statistical method used in various fields, including meteorology and geology, estimates unknown states by connecting numerical simulations with observations. DA is usually performed with a given state-space model

\[
\begin{align*}
\mathbf{x}_t &= f_t(\mathbf{x}_{t-1}) + \mathbf{v}_t, \\
\mathbf{y}_t &= h(\mathbf{x}_t) + \mathbf{w}_t,
\end{align*}
\]

where \( t \in \mathbb{N} = \{1, 2, \ldots \} \) denotes the discrete time, \( \mathbf{x}_t \in \mathbb{R}^k \) is the state, and \( \mathbf{y}_t \in \mathbb{R}^\ell \) is the observation. In addition, the system and observation noise, \( \{\mathbf{v}_t\}_{t \in \mathbb{N}} \) and \( \{\mathbf{w}_t\}_{t \in \mathbb{N}} \), are i.i.d. Gaussian sequences of mean zero with covariances \( Q_t \) and \( R_t \), respectively, that is, \( \mathbf{v}_t \sim \mathcal{N}(0, Q_t) \), \( \mathbf{w}_t \sim \mathcal{N}(0, R_t) \).

The main task of DA is to estimate states using time-series observations. Standard DA procedures assume that the simulation \( f_t : \mathbb{R}^k \rightarrow \mathbb{R}^k \) and observation operator \( h : \mathbb{R}^k \rightarrow \mathbb{R}^\ell \) are given in advance; however, these assumptions may be too strong for practical applications. In this study, we are mainly concerned with the case where \( f_t \) is known, but \( h \) is unknown.

In the filtering step, which is part of the DA procedure, we consider the difference between the observation \( \mathbf{y}_t \) and prediction of the observed variable \( \mathbf{y}_t^+ := h \circ f_t \circ h^{-1}(\mathbf{y}_{t-1}) \) and obtain \( h^{-1}(\mathbf{y}_t) \). where \( h^{-1}(\mathbf{y}_t) \) is a simplified notation for the DA process of estimating the state \( \mathbf{x}_t \) from the observation \( \mathbf{y}_t \). The estimation of \( \mathbf{x}_t \) is often denoted as \( \mathbf{x}_t^\dagger \) or \( \mathbf{x}_{t|t-1} \) in the context of DA (see, e.g., [1, 2, 3, 4, 5, 6, 7, 8]). However, we here employ the notation \( h^{-1}(\mathbf{y}_t) \) to emphasize its dependency on the observation \( \mathbf{y}_t \) and the operator \( h \). This operator \( h \) is often subjective, that is, it is not invertible. Thus, the notation must not be confused with the inverse map of an invertible function.

When \( h \) is unknown, the filtering step cannot be performed without information about \( h \). Giving the surrogate operator \( \tilde{h} \) tentatively as

\[
\mathbf{y}_t \approx \tilde{h}(\mathbf{x}_t) + \mathbf{w}_t,
\]

is a simple remedy, and DA can be performed with this operator; however, it does not produce appropriate estimations unless \( \tilde{h} \) well approximates \( h \). Thus, it is important to examine the surrogate operator to ensure that
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the discrepancies between \( h \) and \( \hat{h} \) are removed. In this study, we propose a method for composing a surrogate operator for use in the place of the true operator. The surrogate model is improved iteratively to decrease the difference between the observation \( y_t \) and prediction \( \hat{y}_t := \hat{h} \circ f_t \circ \hat{h}^{-1}(y_{t-1}) \), where \( \hat{h}^{-1}(y_t) \) represents the estimation of \( x_t \) using the current surrogate operator \( \hat{h} \). Here, we adopt a neural network to represent \( \hat{h} \).

In recent years, several studies on DA were conducted where only partial information on the state-space model is available. Some studies on state estimations have proposed combining standard DA procedures and neural networks for situations when \( f_t \) is unknown (see, e.g., \([9, 10, 11, 12]\)). In addition, as another approach that does not employ neural networks, Hamilton et al. \([3, 4, 5]\) proposed a new filter named the Kalman–Takens filter, for situations in which either \( f_t \) or \( h \) is unknown. Berry et al. \([6]\) proposed an approach that employs the kernel method when \( h \) is unknown, with certain restrictions. Although our study is inspired by these studies, our approach differs from theirs in that we decided to use a neural network when \( h \) is unknown.

2 Composing a surrogate to the true observation operator

2.1 Proposed method

The key idea is to train a neural network that represents the surrogate operator \( \hat{h} \) to minimize the discrepancy between the observation \( y_t \) and prediction for the observed variable \( \hat{y}_t \).

The outline of our proposed method is as follows: The entire time interval \( 1 \leq t \leq T \) is divided into \( M \) sub-intervals as \( 1 \leq t \leq T_1, \ldots, T_{M-1} + 1 \leq t \leq T_M (= T) \), and an initial surrogate observation operator is provided. In each sub-interval, we perform the DA process with the current surrogate operator and a learning process to upgrade the surrogate operator before moving to the next sub-interval. This process is repeated until we reach the final sub-interval.

Below, we describe the procedure we use to update the surrogate operator. The following notation is used in this paper: Let \( \hat{h}_0 \) denote the initial surrogate operator. For the \( m \)-th subinterval \( T_{m-1} + 1 \leq t \leq T_m \), we intend to upgrade the surrogate operator \( \hat{h}_{m-1} \) to \( \hat{h}_m \). We represent the surrogate operator \( \hat{h}_m \) as the initial surrogate operator \( \hat{h}_0 \) plus a neural network \( \Delta \hat{h}^{\text{NN}_m} \):

\[
\hat{h}_m := \hat{h}_0 + \Delta \hat{h}^{\text{NN}_m}.
\]

Here, we consider a standard fully connected network for \( \Delta \hat{h}^{\text{NN}_m} \) and determine the number of hidden layers and units according to the dimensions of states and observations, \( k \) and \( \ell \), respectively (an example of the selection is given in the next section). Note that \( \hat{h}_0 \) is not necessarily a neural network.

The network \( \Delta \hat{h}^{\text{NN}_m} \) should be constructed to compensate for the discrepancy between the true operator \( h \) and initial surrogate operator \( \hat{h}_0 \). Our basic idea is to use the training data with input \( f_t \circ \hat{h}^{-1}_m(y_{t-1}) \) and output \( y_t - \hat{h}_0 \circ f_t \circ \hat{h}^{-1}_m(y_{t-1}) \) and learn the parameter \( p_m \) of \( \Delta \hat{h}^{\text{NN}_m} \) to reduce the following cost function:

\[
C(p_m) := \frac{1}{2} \sum_{t=m+1}^{T_m} C_t(p_m),
\]

where

\[
C_t(p_m) := \| y_t - \hat{h}_0 \circ f_t \circ \hat{h}^{-1}_m(y_{t-1}) - \Delta \hat{h}^{\text{NN}_m} \circ f_t \circ \hat{h}^{-1}_m(y_{t-1}) \|^2.
\]

Note that \( \hat{h}^{-1}_m \) is not an inverse map of \( \hat{h}_m \) as explained in Section 1 and \( f_t \circ \hat{h}^{-1}_m(y_{t-1}) \) is obtained by a DA procedure involving the filtering step by using the surrogate operator \( \hat{h}_m \). We intend to find an optimal parameter \( p_m \) such that

\[
\tilde{p}_m = \min_{p_m} C(p_m).
\]
Convergence to a global minimum may be difficult; however, as is often the case in the machine-learning context, the gradient descent method
\[
p_m \leftarrow p_m - \alpha \nabla_{p_m} C(p_m)
\]
with the learning rate \(\alpha\) or the stochastic gradient descent method is used, and, if certain convergence criteria are met, we proceed to the next sub-interval.

However, because the iteration (1) requires the estimate \(\hat{h}_{m(1)}(y_{t-1})\) using DA, computing the gradient \(\nabla_{p_m} C(p_m)\) can be extremely expensive. This prompted us to consider a relaxation to define a more practical method. The key idea is to modify the cost function and solve the corresponding minimization problem several times in the same sub-interval. For the \(m\)-th sub-interval, we aim to obtain a series of surrogate operators, such as \(\hat{h}_{m,1}, \hat{h}_{m,2}, \ldots\), hoping that \(\hat{h}_{m,j}\) approaches \(\hat{h}_m\) as \(j\) increases. Let \(p_{m,j}\) denote the parameter of the network \(\Delta \hat{h}_{NN_{m,j}}\). Consider the modified cost function
\[
\hat{C}(p_{m,j}) := \frac{1}{2} \sum_{t=t_{m,i}+1}^{T_m} \hat{C}_t(p_{m,j}),
\]
where
\[
\hat{C}_t(p_{m,j}) := \left\| y_t - \hat{h}_{m,j} \circ f_t \circ \hat{h}_{m,j-1}(y_{t-1}) \right\|^2.
\]
Using the training data set
\[
D_{m,j} := \left\{ (f_t \circ \hat{h}_{m,j-1}(y_{t-1}), y_t - \hat{h}_0 \circ f_t \circ \hat{h}_{m,j-1}(y_{t-1})) \right\},
\]
we find the optimal parameter \(\tilde{p}_{m,j}\) such that
\[
\tilde{p}_{m,j} = \arg \min_{p_{m,j}} \hat{C}(p_{m,j}), \quad j = 1, 2, \ldots
\]
to compose \(\hat{h}_{m,j}\). Note that \(\hat{h}_{m,0}\) is set to \(\hat{h}_{m,0} = \hat{h}_{m-1}\). Then, optimizing the parameter \(p_{m,j}\) based on (3) still requires the computation of the gradient \(\nabla_{p_{m,j}} \hat{C}(p_{m,j})\), but we emphasize that the new cost function \(\hat{C}(p_{m,j})\) does not embrace \(\hat{h}_{m,j-1}(y_{t-1})\). Thus, the cost for computing the gradient \(\nabla_{p_{m,j}} \hat{C}(p_{m,j})\) is much reduced compared with the gradient \(\nabla_{p_m} C(p_m)\).

The proposed method is summarized in Algorithm 1.

### 2.2 Remarks

Note that one should not necessarily perform the inner update \(\hat{h}_{m,j}\) until certain convergence criteria are met. Preliminary experiments suggest that only a few updates often produce satisfactory results. Therefore, predetermination of the number of updates \(J\) is recommended.

In our proposed method, we represent the surrogate operator \(\hat{h}_m\) as the initial operator \(\hat{h}_0\) and a neural network. Other variants are also worth considering depending on applications. For example, one can perform a similar algorithm representing \(\hat{h}_m\) with a neural network or as \(\hat{h}_{m-1}\) plus a neural network.

### 3 Numerical Experiment

As a toy problem, we perform a twin experiment using the Lorenz-96 system
\[
\frac{dx_i}{d\tau} = (x_{i+1} - x_{i-2})x_{i-1} - x_i + F,
\]
where \(x_i\) is the \(i\)-th component of the state vector \(x \in \mathbb{R}^k\), \(x_{-1} := x_k\), \(x_0 := x_k\), and \(x_{k+1} := x_1\). We set \(F = 8\), and set \(k\) and \(\ell\), the dimension of states and observations, respectively, to \(k = \ell = 8\).
Algorithm 1 The algorithm of our proposed method

Require: a surrogate observation operator  \( \hat{h}_0 \)

1: Divide the entire time interval into \( M \) sub-intervals

\[
1 \leq t \leq T_1, \ldots, T_{M-1} + 1 \leq t \leq T_M (= T)
\]

2: for \( m = 1, \ldots, M \) do
3: \( \hat{h}_{m,0} = \hat{h}_{m-1} \)
4: for \( j = 1, \ldots, J \) do
5: Obtain the estimate \( \tilde{h}_{m,j-1}(y_j) \) by DA
6: Generate the training data set \( D_{m,j} \)
7: Optimize the parameter \( p_{m,j} \) of \( \Delta \hat{h}^{NN_{m,j}} \)
8: \( \tilde{h}_{m,j} \leftarrow \tilde{h}_{m,j-1} \)
9: end for
10: Set \( \tilde{h}_m = \tilde{h}_{m,J} \)
11: end for

Consider the true observation operator \( h(x) = Hx \), where

\[
H = \begin{pmatrix}
c_1 & c_2 & 0 & \cdots & \cdots & \cdots & 0 \\
c_2 & c_1 & c_2 & \ddots & & & \vdots \\
0 & c_2 & c_1 & c_2 & \ddots & & \vdots \\
& \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
& & \ddots & \ddots & \ddots & \ddots & \vdots \\
& & & \ddots & c_2 & c_1 & c_2 \\
0 & \cdots & \cdots & \cdots & 0 & c_2 & c_1
\end{pmatrix}
\]

with \( c_1 = 1 \), \( c_2 = 0.5 \). In the following experiment, the operator \( h(x) \) is used only to generate observations.

The details for applying Algorithm 1 to the above settings are as follows. First, we split the entire interval \( 1 \leq t \leq 350 \) into the three sub-intervals \( T_1 = 150, T_2 = 300, \) and \( T_3 = 350 \), and set the number of updates \( J = 2 \) for the first and second sub-intervals. Second, we employ the merging particle filter [8], one of the DA methods, to obtain the estimate \( \tilde{h}_{m,j-1}(y_j) \) (line 5 of Algorithm 1). The merging particle filter was proposed to overcome “degeneration” which often appears and becomes problematic when a standard particle filter (see, e.g., [7]) is employed. Note that other methods can be incorporated. Third, the training data set \( D_{m,j} \) is generated based on (2). Finally, we assume that the structure of the neural network \( \Delta \hat{h}^{NN_{m,j}} \) consists of four hidden layers and 80 units for each hidden layer, and we use the hyperbolic tangent function \( \tanh(u) = (e^u - e^{-u})/(e^u + e^{-u}) \) as an activation function except for the connections to the output layer.

Figs. 1 and 2 compare the time-series of states for the 1st and 5th components in the final sub-interval \( 300 < t < 350 \). The results of the proposed method \( \tilde{h}^{-1}_{3,0}(y_i) \) (blue) are compared with the true states \( x^*_i \) (red) and estimates \( \tilde{h}_{0}^{-1}(y_i) \) (black). We observed that at most time points, our estimates \( \tilde{h}_{0}^{-1}(y_i) \) more accurately describe the true states \( x^*_i \) than the estimates \( \tilde{h}_{0}^{-1}(y_i) \). Figs. 3 and 4 show the error between the true state and its estimation for the 1st and 5th components, respectively, in the final sub-interval. Each green point represents \( |(\tilde{h}_{0}^{-1}(y_i) - x^*_i)|, |\tilde{h}_{3,0}^{-1}(y_i) - x^*_i| \), where \( i \) denotes the \( i \)-th component of the vector. Because we consider the final sub-interval, a total of 1000 (= \( (T_3 - T_2)/0.05 \)) green points are plotted. If the number of green points
Figure 1: Time series comparison of the estimation of the 1st component of $x_t$ for $300 < \tau_t \leq 350$. The red line, the black line, and the blue line refer to $x'_t$, $\tilde{h}_0^{-1}(y_t)$ and $\tilde{h}_{3,0}^{-1}(y_t)$.

Figure 2: Time series comparison of the estimation of the 5th component of $x_t$ for $300 < \tau_t \leq 350$. The red line, the black line, and the blue line refer to $x'_t$, $\tilde{h}_0^{-1}(y_t)$ and $\tilde{h}_{3,0}^{-1}(y_t)$.

below the red line (defined as $n(B)$) is greater than that of the green points above the red line (defined as $n(A)$), this indicates that the surrogate observation operator $\tilde{h}_{3,0}$ composed by our method is more effective than the initial surrogate operator $\tilde{h}_0$. The improvement is measured by

$$\gamma := \frac{n(B)}{n(A) + n(B)}$$

which we refer to as the rate of improvement. We repeated this experiment several times under the same conditions, calculated the average of the improvement rates for each component, and present the results in Table 1. These results indicate that the estimates are improved for more than half of the time points for all the components. The results support the superiority of the proposed method over sequential DA using an initial surrogate operator.

4 Discussion and Conclusion

In general, using DA to appropriately perform state estimations is challenging in the absence of information about the true observation operator $h$. In this study, we proposed a method that composes a surrogate observation operator. The method represents the surrogate operator as the initially given surrogate operator plus a neural network and iteratively updates the operator while advancing through the pre-divided sub-intervals. The
Figure 3: The comparison of error between $|\tilde{h}_0^{-1}(y_t)_{[1]} - x_t^*[1]|$ and $|\tilde{h}_3^{-1}(y_t)_{[1]} - x_t^*[1]|$ for $300 < \tau_t \leq 350$.

Figure 4: The comparison of error between $|\tilde{h}_3^{-1}(y_t)_{[5]} - x_t^*[5]|$ and $|\tilde{h}_3^{-1}(y_t)_{[5]} - x_t^*[5]|$ for $300 < \tau_t \leq 350$. 
twin experiment described in Section 3 supports that the proposed method outperforms the approach in which the initially given surrogate operator is used throughout the DA process.

Here, we discuss the limitations of the method that must be addressed. First, it should be noted that the performance of the proposed method depends on the properties of the true observation operator. The proposed method tends to prefer the true observation operator \( h \) to be injective, in which case it performs well; however, the performance often deteriorates if the true operator is not injective. Because observation operators are not injective in most real-world problems, it is assumed that the injectivity of the unknown observation operator is too strong. Thus, the proposed method would need to be upgraded such that it is able to accommodate non-injective cases. Second, the performance of the proposed method depends on the choice of the initial surrogate operator, despite the existence of several variants of the method, as discussed in Section 2.2. When the initial operator is selected such that it differs too much from the true operator \( h \), it becomes difficult to properly learn the parameter \( p_{m,j} \), which could lead to inappropriate estimates. It is thus essential to develop a method to define an initial surrogate operator.
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