A low-energy limit of Yang-Mills theory on de Sitter space
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ABSTRACT: We consider Yang-Mills theory with a compact structure group $G$ on four-dimensional de Sitter space $dS_4$. Using conformal invariance, we transform the theory from $dS_4$ to the finite cylinder $I \times S^3$, where $I = (-\pi/2, \pi/2)$ and $S^3$ is the round three-sphere. By considering only bundles $P \to I \times S^3$ which are framed over the temporal boundary $\partial I \times S^3$, we introduce additional degrees of freedom which restrict gauge transformations to be identity on $\partial I \times S^3$. We study the consequences of the framing on the variation of the action, and on the Yang-Mills equations. This allows for an infinite-dimensional moduli space of Yang-Mills vacua on $dS_4$. We show that, in the low-energy limit, when momentum along $I$ is much smaller than along $S^3$, the Yang-Mills dynamics in $dS_4$ is approximated by geodesic motion in the infinite-dimensional space $M_{\text{vac}}$ of gauge-inequivalent Yang-Mills vacua on $S^3$. Since $M_{\text{vac}} \cong \mathcal{C}^\infty(S^3, G)/G$ is a group manifold, the dynamics is expected to be integrable.
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1 Introduction

There is presently a revived and growing interest in the general allowed boundary conditions for gauge fields at infinity, either spatial or null (see e.g. [1–16] for reviews, recent developments and references). The question of boundary conditions is directly related to the questions of allowed solutions, additional degrees of freedom, non-gauge symmetries of Yang-Mills theory etc. Usually, Yang-Mills theory is considered on Minkowski space \( \mathbb{R}^{3,1} \), which has two null “boundaries”, past \( J^- \) and future \( J^+ \) null infinities, both with topology \( \mathbb{R} \times S^2 \). Future null infinity \( J^+ \) is described in the metric on \( \mathbb{R}^{3,1} \),

\[
ds^2 = -du^2 - 2du\,dr + r^2d\Omega_2^2,
\]

as the submanifold \( r = \infty \) with the coordinates \(( u, \theta, \phi) \).

It has boundaries \( J_{\pm} \cong S^2 \) at \( u = \pm \infty \). Similar to retarded coordinates in (1.1), one can introduce advanced coordinates with \( v = t + r \) and \( J^- \) as the null boundary at \( r = \infty \) with coordinates \(( v, \theta, \phi) \).

For Yang-Mills theory on \( \mathbb{R}^{3,1} \) with the structure Lie group \( G \), the group of gauge transformations \( G = C^\infty(\mathbb{R}^{3,1}, G) \) consists of smooth maps \( g : \mathbb{R}^{3,1} \to G \). Let \( A = A_u du + A_r dr + A_\theta d\theta + A_\phi d\phi \) be the gauge potential taking values in the Lie algebra \( g = \text{Lie} G \). After choosing the gauge \( A_u = 0 \) the residual group of gauge transformations is \( C^\infty(\mathbb{R}_+ \times S^2, G) \) with \( r \in \mathbb{R}_+ \) and it contains a subgroup of maps from \( S^2 \subset J^+ \) to \( G \) which may be not the identity map. It was realized that those \( G \)-valued functions \( g \in C^\infty(S^2, G) \),

\(^1\)Here \(( r, \theta, \phi) \) are spherical coordinates in \( \mathbb{R}^3 \), \(( \theta, \phi) \) are coordinates on \( S^2 \), \( d\Omega_2^2 \) is the metric on the unit sphere \( S^2 \) and \( u = t - r \).
which are not unity, are not a mere redundancy of the description. The group of such transformations (as well as the holomorphic Kac-Moody subgroup of $C^\infty(S^2, G)$ for $S^2$ with punctures where charged particles cross $S^2$) becomes a dynamical group changing states of the system. In fact, the true group of gauge transformations is $G^0$, consisting of those transformations which become identity at the boundary. This boundary condition identifies the bulk principal $G$-bundle with a fixed trivial principal $G$-bundle on the boundary at infinity — this identification is known as a framing. The coset space $G/G^0$ forms a group manifold of additional degrees of freedom that are localized at the boundary and correspond to Goldstone bosons. Using all these facts, Strominger and collaborators managed to reformulate soft theorems [13, 17, 18] for gluons and photons as Ward identities corresponding to the nontrivial asymptotic symmetries. These results sparked interest in the study of gauge theories on manifolds with boundaries without regard to soft theorems (see e.g. [3–5, 8, 10, 19–22]). Our paper is also devoted to general issues of Yang-Mills theory on manifolds with boundaries, focused for now in the context of de Sitter space.

Our universe appears to be asymptotically de Sitter (not Minkowski) at very early and very late times. This provides strong motivation for studying Yang-Mills theory on de Sitter space $dS_4$ — its solutions, boundary conditions, inequivalent ground states, infrared limit etc. Some steps in these directions were made in [23–26]. In the aforementioned picture on Minkowski space, the dynamical symmetries act on the spatial infinities associated with the null infinities $J^\pm$. In contrast, de Sitter space does not have a spatial infinity, and so one would expect a simple application of these established ideas to not lead to any interesting physics. Our work proposes an alternative perspective which says that this is not the end of the story for de Sitter space. Topologically, $dS_4$ is $\mathbb{R} \times S^3$, and it is conformally equivalent to the Lorentzian cylinder $(-\frac{\pi}{2}, \frac{\pi}{2}) \times S^3$. Hence, $dS_4$ has two temporal, spacelike conformal boundaries, both isomorphic to $S^3$. The nature of this conformal structure leads to many important and subtle differences which are not relevant in the well-studied Minkowski and asymptotically flat cases. This paper aims to address these by exploring the consequences of framing bundles over these boundaries in the context of Yang-Mills theory, and in particular to describe a low-energy limit of such a theory. We show that the classical Yang-Mills dynamics in the infrared is described by geodesic motion in the infinite-dimensional group manifold $C^\infty(S^3, G)/G$ of based smooth maps from $S^3 \subset dS_4$ into the structure group $G$.

As a dynamical theory, one regards the Yang-Mills configuration space as a moduli space of spatial configurations [27] — in the case of de Sitter space, this is the moduli space of connections on $S^3$ — and dynamical trajectories are governed by tangent vectors to curves on this moduli space. The action of the group of time-independent gauge transformations splits the tangent space on the space of all spatial configurations into a “symmetry” part, representing the true physical tangent space, and a “gauge” part which is a physical redundancy. On the level of the Yang-Mills equations, projection onto the physical space is achieved by the Gauss law $\nabla_a E_a = 0$, where $E_a$ is the Yang-Mills electric field. Importantly, the presence of the framing over the entire temporal boundary severely reduces the time-independent gauge group to a trivial group, which in turn changes the decomposition of the tangent space by promoting the gauge part into physical symmetries.
As we shall demonstrate, in a Lagrangian approach to Yang-Mills, this necessitates an action modification by a source-like term, through which the Gauss law is relaxed in order to capture these additional degrees of freedom which otherwise would be projected away. This is complemented by an Hamiltonian picture, where these degrees of freedom extend the phase space, with the source acting as a corresponding “momentum variable”.

Pure Yang-Mills theory in four dimensions is strongly coupled in the infrared limit, and hence the perturbative expansion for it breaks down. In the absence of a quantitative understanding of non-perturbative gauge theory, convenient alternatives at low energy are provided by effective models among which nonlinear sigma models play an important role. In fact, Yang-Mills, Yang-Mills-Higgs, and super-Yang-Mills theories in $d = 4$ dimensions can be reduced to $d = 1$, $d = 2$, or $d = 3$ dimensions (see e.g. [28–32]), depending on the choice of “slow” and “fast” variables in $d = 4$ space-time, by applying the adiabatic limit method. In other words, there are several low-energy limits of the same Yang-Mills theory. For Yang-Mills-Higgs theories (often considered as bosonic subsectors of super-Yang-Mills theories) one can also obtain 4$d$ sigma models in the strong gauge coupling limit (see e.g. [33–36]). All these results are obtained by using an adiabatic approach and moduli space approximation.

The adiabatic approach to differential equations, based on the introduction of “slow” and “fast” variables, has existed for more than 90 years, and is used in many areas of physics. Briefly, if “slow” variables parametrize a space $Y$ and “fast” variables parametrize a space $Z$, then on the direct product manifold $Y \times Z$ one should introduce the metric

$$
g_\varepsilon = \frac{1}{\varepsilon^2} g_Y + g_Z, \quad (1.2)$$

where $g_Y$ is a metric on $Y$, $g_Z$ is a metric on $Z$, and $\varepsilon \in (0, \infty)$ is a real parameter. The adiabatic limit refers to the geometric process of scaling up a metric in some directions by sending $\varepsilon \to 0$, whilst leaving it fixed in the others, $g_Z$ in the case $(1.2)$. That is, one considers the metric $(1.2)$ and the small-$\varepsilon$ limit in these equations. In the simplest case $Y = \mathbb{R}$ with $g_Y = -1$ (time axis) one looks at solutions to differential equations on $Z$ (“static” solutions) and then switches on a “slow” dependence on time. By using this approach, Manton has shown [28] that, in the “slow-motion limit”, monopole dynamics in Minkowski space $\mathbb{R}^{3,1} = \mathbb{R}^{0,1} \times \mathbb{R}^{3,0} = Y \times Z$ can be described by geodesics in the moduli space $\mathcal{M}_Z^\infty$ of static $n$-monopole solutions. In other words, it was shown [28, 37, 38] that the Yang-Mills-Higgs model on $\mathbb{R}^{3,1}$ for slow motion reduces to a sigma model in one dimension whose target space is the $n$-monopole moduli space $\mathcal{M}_Z$ of solutions to the Yang-Mills-Higgs equations on $Z = \mathbb{R}^3$.

Here we propose a framework for studying Yang-Mills theory on de Sitter space $dS_4$ which captures all additional degrees of freedom arising from a choice of framing over its conformal boundary. In doing so, this allows for a non-trivial application of the adiabatic approach to the Yang-Mills equations on de Sitter space $dS_4$. Specifically, we show that a low-energy limit yields one-dimensional principal chiral model equations describing maps from $\mathbb{R}$ (time) into the group manifold $C^\infty(S^3, G)/G$, which is identified as the moduli space of static vacua $\mathcal{M}_{\text{vac}}$ of Yang-Mills theory on $dS_4$. We argue that the infrared dynamics is integrable.
2 Yang-Mills theory on manifolds with boundary

**Bundles and connections.** Let $M$ be an oriented manifold of dimension $d$, $G$ a connected and simply-connected compact Lie group, $\mathcal{A}$ a connection one-form on $P$, and $F = d\mathcal{A} + \mathcal{A} \wedge \mathcal{A}$ its curvature. We also consider the bundle of groups $\text{Int} P = P \times_G G$ (acting by internal automorphisms: $h \mapsto ghg^{-1}$, $h, g \in G$) associated with $P$, and the bundle $\text{Ad} P = P \times_G \mathfrak{g}$ of Lie algebras. Both of these bundles inherit their connection $\mathcal{A}$ from the bundle $P$. In particular, the affine connection $\nabla_\mathcal{A}$ acts (locally) on $k$-forms $\omega \in \Lambda^k(M, \text{Ad} P)$ via the formula

$$\nabla_\mathcal{A} \omega = d\omega + \mathcal{A} \wedge \omega + (-1)^{k+1} \omega \wedge \mathcal{A}. \quad (2.1)$$

**Symmetries.** Let us consider the space $\Gamma(M, \text{Int} P)$ of global sections of the bundle $\text{Int} P$. This space is the group of automorphisms of the bundle $P(M, G) \to M$ which induce the identity transformations of $M$. The space $\Gamma(M, \text{Int} P)$ is a topological group and we consider its subgroup $\mathcal{G}$ of smooth sections. For trivial bundles $P = M \times G$ (direct product) the group $\mathcal{G}$ is

$$\mathcal{G} = C^\infty(M, G). \quad (2.2)$$

We denote by $\mathcal{A}_M$ the space of connections on $P$. The infinite-dimensional group $\mathcal{G}$ acts on $\mathcal{A}_M$ by the standard formula

$$\mathcal{A} \mapsto \mathcal{A}^g = g^{-1} A g + g^{-1} d g \quad (2.3)$$

for $g \in \mathcal{G}$. Correspondingly, the infinitesimal action of $\mathcal{G}$ is defined by smooth global sections $\chi$ of the bundle $\text{Ad} P$,

$$\mathcal{A} \mapsto \delta_\chi \mathcal{A} = d\chi + [\mathcal{A}, \chi] =: \nabla_\mathcal{A} \chi \quad (2.4)$$

with $\chi \in \text{Lie} \mathcal{G} \subset \Gamma(M, \text{Ad} P)$. For $P = M \times G$ we have $\text{Lie} \mathcal{G} = C^\infty(M, \mathfrak{g})$.

**Gauge transformations and physical symmetries.** On a manifold $M$ with boundary $\partial M$, gauge transformations are usually considered as a subgroup $\mathcal{G}^0 \subset \mathcal{G}$ consisting of $G$-valued functions $g \in \mathcal{G}^0$ which tend to the identity when approaching $\partial M$ (see e.g. [39]). This corresponds to a framing of the bundle $P$ over the boundary $\partial M \subset M$, namely, a fixed choice of trivialization $\varphi$ on $\partial M$, with $g \in \mathcal{G}^0$ defined by the condition $g|_{\partial M}^\varphi = \varphi$. It is easy to see that $\mathcal{G}^0$ is a normal subgroup of $\mathcal{G}$. The quotient group

$$\mathcal{G}_{\partial M} := \mathcal{G}/\mathcal{G}^0 \subset \Gamma(\partial M, \text{Int} P|_{\partial M}) \quad (2.5)$$

is easily seen, in the case of trivial bundles, to correspond to the Lie group

$$\mathcal{G}_{\partial M} = C^\infty(\partial M, G). \quad (2.6)$$

The same logic was used recently (see e.g. [1, 13, 18]) for asymptotic and conformal boundaries which are not boundaries in the strict mathematical sense. It is more accurate to talk about asymptotic conditions for fields at infinity, but we will follow the terminology in the
physics literature. To summarize, transformations (2.3) on manifolds $M$ with boundaries $\partial M$ are naturally split into the gauge transformations $G^0 = \{ g \in G \mid g|_{\partial M} = \text{Id} \}$, and physical symmetries $G_{\partial M}$ from (2.6). The latter are sometimes called “local” or “large” gauge transformations, however in this paper we shall avoid this terminology, reserving any mention of the term “gauge transformation” for the transformations in the group $G^0$, which are identity at the boundary.

3 De Sitter space $dS_4$

**Global description.** Four-dimensional de Sitter space can be embedded into five-dimensional Minkowski space $\mathbb{R}^{4,1}$ as the one-sheeted hyperboloid

$$\delta_{ij}y^iy^j - (y^5)^2 = R^2 \quad \text{where} \quad i, j = 1, \ldots, 4. \quad (3.1)$$

Topologically, $dS_4$ is $\mathbb{R} \times S^3$, that is, we can parametrize $dS_4$ by $T \in \mathbb{R}$ and a unit four-vector $\omega \in \mathbb{R}^{4,0}$, specifically (see e.g. [40])

$$y^i = R \omega^i \cosh T, \quad y^5 = R \sinh T \quad \text{with} \quad T \in \mathbb{R} \quad \text{and} \quad \delta_{ij} \omega^i \omega^j = 1. \quad (3.2)$$

Our calculations do not depend on a particular choice of embedding, but for example, one might choose $\omega^i = \omega^i(\chi, \theta, \phi)$ embedding $S^3$ into $\mathbb{R}^{4,0}$ by the formulae

$$\omega^1 = \sin \chi \sin \theta \sin \phi, \quad \omega^2 = \sin \chi \sin \theta \cos \phi, \quad \omega^3 = \sin \chi \cos \theta, \quad \omega^4 = \cos \chi, \quad (3.3)$$

where $0 \leq \chi, \theta \leq \pi$ and $0 \leq \phi < 2\pi$. The flat metric on $\mathbb{R}^{4,1}$ induces the metric on $dS_4$ in the global coordinates $(T, \chi, \theta, \phi)$ as

$$ds^2 = R^2 (-dT^2 + \cosh^2 T d\Omega_3^2) \quad (3.4)$$

with

$$d\Omega_3^2 = \delta_{ij}d\omega^i d\omega^j = d\chi^2 + \sin^2 \chi (d\theta^2 + \sin^2 \theta d\phi^2), \quad (3.5)$$

being the metric on the unit sphere $S^3 \cong SU(2)$.

**One-forms and vector fields on $S^3$.** On $S^3$ we introduce an orthonormal basis $\{e^a\}$, $a = 1, 2, 3$, of left-invariant one-forms satisfying

$$de^a + \varepsilon^a_{bc} e^b \wedge e^c = 0. \quad (3.6)$$

For any choice of embedding $\{\omega^i\}$, the one-forms $\{e^a\}$ can be constructed via

$$e^a = -\tilde{\eta}^a_{ij} \omega^j, \quad (3.7)$$

where $\tilde{\eta}^a_{ij}$ is the anti-self-dual 't Hooft symbol with non-zero components $\tilde{\eta}^a_{bc} = \varepsilon^a_{bc}$ and $\tilde{\eta}^a_{b4} = -\delta^a_b$, $i = (a, 4)$, $a = 1, 2, 3$. The metric on $S^3$ can then be written as

$$d\Omega_3^2 = \delta_{abc} e^a e^b. \quad (3.8)$$
We also introduce a basis \( \{ L_a \} \) of left-invariant vector fields on \( TS^3 \) dual to the one-forms \( e^a \), which may be calculated via the corresponding formulae

\[
L_a = -\bar{\eta}_{ij} \omega^i \frac{\partial}{\partial \omega^j}, \quad L_a e^b = \delta_a^b. \tag{3.9}
\]

Under commutation, these vector fields form an \( \mathfrak{su}(2) \) algebra,

\[
[L_a, L_b] = 2 \epsilon^{abc} L_c. \tag{3.10}
\]

Expressions of \( e^a \) and \( L_a \) in terms of coordinates \( (\chi, \theta, \phi) \) on \( S^3 \) can be obtained by substituting (3.3) into (3.7) and (3.9).

**Conformal coordinates.** One can rewrite the metric (3.4) on \( dS_4 \) in coordinates \( (t, \chi, \theta, \phi) =: (t, x) \) by the time reparametrization [40]

\[
t = \arctan(\sinh T) = 2 \arctan \left( \tanh \frac{T}{2} \right) \iff \frac{dT}{dt} = \cosh T = \frac{1}{\cos t}, \tag{3.11}
\]

in which \( T \in (-\infty, \infty) \) corresponds to \( t \in (-\frac{\pi}{2}, \frac{\pi}{2}) \). The metric (3.4) in these coordinates reads

\[
ds^2 = \frac{R^2}{\cos^2 t} \left( -dt^2 + \delta_{ab} e^a e^b \right) = \frac{R^2}{\cos^2 t} \left( ds^2_{\text{cyl}} \right), \tag{3.12}
\]

where

\[
ds^2_{\text{cyl}} = -dt^2 + d\Omega^2_3 \tag{3.13}
\]

is the standard metric on the Lorentzian cylinder \( I \times S^3 \), where \( I \) is the interval \( (-\frac{\pi}{2}, \frac{\pi}{2}) \) parametrized by \( t \).

**Boundary of \( dS_4 \).** The conformal boundary of \( dS_4 \) consists of the two 3-spheres at \( t = \pm \frac{\pi}{2} \) or, equivalently, at \( T = \pm \infty \). This is the true boundary of the cylinder \( M = (-\frac{\pi}{2}, \frac{\pi}{2}) \times S^3 \),

\[
\partial \left( \left[ -\frac{\pi}{2}, \frac{\pi}{2} \right] \times S^3 \right) = S^3_{t=+\frac{\pi}{2}} \cup S^3_{t=-\frac{\pi}{2}}. \tag{3.14}
\]

4 Gauge theory on \( I \times S^3 \)

**Conformal invariance.** We are ultimately concerned with studying the Yang-Mills equations on de Sitter space. However, because in four dimensions the Yang-Mills equations and action are conformally invariant, their solutions on de Sitter space can be obtained by solving the equations on \( I \times S^3 \) with the cylindrical metric (3.13). Thus, henceforth our objects of interest are defined over \( I \times S^3 \).

**Connections and curvature.** Let \( P(M, G) \) be a principal \( G \)-bundle over \( M = I \times S^3 \). We assume \( G \) is compact and simply connected, which ensures \( \pi_2(G) = 0 \) [41], and since \( I \) is contractible, this means \( P \) is trivial. Let \( A \) be a gauge potential for a connection on \( P \), which we can express in the basis \( (e^\mu) \) for the cotangent bundle \( T^*M \), with \( e^0 = dt \), and \( e^a \) given in (3.7), as

\[
A = A_t \ dt + A_a \ e^a. \tag{4.1}
\]
In this basis, in contrast to the situation in a coordinate basis, the curvature 2-form $F = dA + A \wedge A$ picks up an additional term according to the structure equations (3.6). Specifically, writing

$$F = \frac{1}{2} F_{\mu\nu} e^\mu \wedge e^\nu = F_{ta} dt \wedge e^a + \frac{1}{2} F_{ab} e^a \wedge e^b,$$  \hspace{1cm} (4.2)$$

and introducing the covariant derivatives

$$\nabla_t = \partial_t + [A_t, \cdot], \quad \text{and} \quad \nabla_a = L_a + [A_a, \cdot],$$  \hspace{1cm} (4.3)$$

the components of $F$ in (4.2) can be understood as

$$F_{ta} = [\nabla_t, \nabla_a] = \partial_t A_a - \nabla_a A_t,$$  \hspace{1cm} (4.4)$$

$$F_{ab} = [\nabla_a, \nabla_b] - 2 \varepsilon^{c}_{ab} \nabla_c = L_a A_b - L_b A_a + [A_a, A_b] - 2 \varepsilon^{c}_{ab} A_c,$$  \hspace{1cm} (4.5)$$

where $L_a$ are the left-invariant vector fields (3.9) dual to the $e^a$.

**Gauge transformations and symmetries.** We denote by $A_M$ the space of connections on $P$ and by $G$ the subgroup of smooth automorphisms $\Gamma(M, \text{Int} P)$ of the bundle $P$ acting on $A_M$ by formula (2.3). By triviality of $P$, we have

$$G = C^\infty(I \times S^3, G).$$  \hspace{1cm} (4.6)$$

In section 3 we introduced coordinates $(t, x) = (t, \chi, \theta, \phi)$ on $I \times S^3$, and any $g \in G$ may be viewed as a $G$-valued function of these coordinates. Since $M = I \times S^3$ is a manifold with boundary, specifically two components both isomorphic to $S^3$, as discussed in section 2, it is natural to frame $P$ over the boundary, which means choosing a fixed isomorphism $P|_{\partial M} \rightarrow (S^3_+ \sqcup S^3_-) \times G$. The gauge group $G^0$ is the subgroup of $G$ which fixes the framing, and this is isomorphic to

$$G^0 = \left\{ g \in G \mid g \left( t = \pm \frac{\pi}{2} \right) = \text{Id} \right\}. \hspace{1cm} (4.7)$$

We consider two connections equivalent if and only if they differ via (2.3) by an element $g \in G^0$. The gauge group $G^0$ is a normal subgroup of $G$, and the quotient group is

$$G/G^0 := G_{\partial M} \cong C^\infty(S^3, G) \times C^\infty(S^3, G) =: G_{\partial M}^+ \times G_{\partial M}^-,$$  \hspace{1cm} (4.8)$$

as follows from the discussion in section 2. The transformation (2.3) is well-defined for elements $g \in G_{\partial M}$, with the two groups $G_{\partial M}^\pm$ acting independently on the two disjoint copies of $S^3$ at the conformal past and future spacelike infinities; this is not so in the Minkowski case because $S^2 \cong \mathcal{J}^+_{\pm}$ and $S^2 \cong \mathcal{J}^+_{\mp}$ intersect at a point, namely spatial infinity $i^0$, and so the physical symmetries must be non-trivially matched at this point (see e.g. [1] and references within). Furthermore, in general the action of $G_{\partial M}$ is non-trivial on the moduli space $A_M/G^0$. Indeed, from (2.3), $[A^g] = [A]$ for $g \in G_{\partial M}$ if and only if $g$ is (covariantly) constant with respect to $A|_{\partial M}$. Since this requires $g$ to have constant eigenvalues on $\partial M$, this of course means the fixed-point set is trivial. For this reason, $G_{\partial M}$ is a considered as a dynamical symmetry group acting on the set of connections $A_M$. 

---
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Gauge choices and holonomy. One can always relate the time-like component $A_t$ of the connection $\mathcal{A}$ to one such that $A_t = 0$ by transforming $\mathcal{A}$ via (2.3) with the symmetry group (4.6). For that one has to solve the parallel transport equation

$$\partial_t h + A_t h = 0$$

with the boundary condition

$$h \left( t = -\frac{\pi}{2}, x \right) = \text{Id}. \quad (4.10)$$

The condition (4.10) is generic since solutions $h(t, x)$ to (4.9) are invariant under right-multiplication by any $k \in G$ with $\partial_t k = 0$, and so $h(t, x)$ and $h(t, x)h(t = -\frac{\pi}{2}, x)^{-1}$ define the same component $A_t$ of $\mathcal{A}$. For any given $A_t$, the unique solution of the equation (4.9) with the boundary condition (4.10) is given by

$$h(t, x) = \mathcal{P} \exp \left( -\int_{-\frac{\pi}{2}}^{t} A_t'(t', x) \, dt' \right), \quad (4.11)$$

where $\mathcal{P}$ denotes path ordering. The group element

$$\Omega(x) = h \left( t = \frac{\pi}{2}, x \right) = \mathcal{P} \exp \left( -\int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} A_t'(t', x) \, dt' \right), \quad (4.12)$$

is the holonomy of $\mathcal{A}$ along $I$ in the space $I \times S^3$.

The framing of the bundle $P$ removes gauge freedom at $t = \pm \frac{\pi}{2}$, and this is manifested here in the holonomy (4.12). This is analogous to the situation when one considers Yang-Mills theory on a circle [42], where the holonomy around the circle (the Wilson line) is a physical degree of freedom. A connection $\mathcal{A} \in A_M$ is said to have trivial holonomy if $\Omega(x) = \text{Id}$ for all $x \in S^3$. This is equivalent to the condition that $h \in G_0$, and only in this situation may the gauge choice $A_t = 0$ be made. In general, for connections with non-trivial holonomy, we are forced to relax this choice to $\partial_t A_t = 0$. To see this, let $h$ solve (4.9) with (4.10), and let $\Theta \in C^\infty(S^3, g)$ be such that $\Omega(x) = h(t = \frac{\pi}{2}, x) = \exp(-\pi \Theta(x))$. Then $g \in G_0$ given by

$$g(t, x) = h(t, x) \exp \left( \left( t + \frac{\pi}{2} \right) \Theta(x) \right) \quad (4.13)$$

sets $\mathcal{A}^g$ so that $\mathcal{A}^g_t = \Theta$, which is time-independent.

In this paper we shall consider only the trivial holonomy case, with the more general problem of non-trivial holonomy reserved for a later work. With this simplification, the time-like component is always of the form $A_t = g_0^{-1} \partial_t g_0$ for some $g_0 \in G_0$, and thus, as discussed above, we can choose the gauge where $A_t = 0$. Restricting to the class of connections with trivial holonomy also breaks the group of physical symmetries (4.8) to its diagonal subgroup, identified as

$$G_{S^3} := C^\infty(S^3, G). \quad (4.14)$$
The dynamical configuration space. The dynamics of Yang-Mills theory on \( M = \mathcal{I} \times S^3 \) are governed by "paths" in a moduli space of connections on a corresponding principal bundle \( P_{S^3} \) over \( S^3 \), which for the same reason as above, must be trivial. The imposition of the framing over the boundary of \( M \) forces modifications to Yang-Mills theory which we introduce later in section 5. To motivate these modifications, it is worth reviewing the geometry of this Yang-Mills configuration space \([27]\), and how the framing affects it.

Let \( \mathcal{A}_{S^3} \) denote the space of all connections on \( P_{S^3} \). This is an affine space over \( \Lambda^1(S^3, \text{Ad}P_{S^3}) \), hence for each \( \mathcal{A} \in \mathcal{A}_{S^3} \), we have a canonical identification between the tangent space \( T_{\mathcal{A}}\mathcal{A}_{S^3} \) and the space \( \Lambda^1(S^3, \text{Ad}P_{S^3}) \) of one-forms on \( S^3 \) with values in the Lie algebra \( g \) of the Lie group \( G \). The group \( G_{S^3} \) acts on \( \mathcal{A}_{S^3} \) via (2.3), and vectors which are tangent to the full \( G_{S^3} \) action lie in the vertical space

\[
V_{\mathcal{A}}\mathcal{A}_{S^3} := \text{im}(\nabla_{\mathcal{A}}) \subset \Lambda^1(S^3, \text{Ad}P_{S^3}) ,
\]

consisting of the "infinitesimal gauge transformations" spanned by one-forms of the form (2.4). The tangent space to the quotient space \( \mathcal{A}_{S^3}/G_{S^3} \) is identified as the space of horizontal vectors complementary to \( V_{\mathcal{A}}\mathcal{A}_{S^3} \). This is determined by a choice of connection on the "\( G_{S^3}\)-bundle" \( \mathcal{A}_{S^3} \). There is a canonical choice in the presence of an inner-product on \( T_{\mathcal{A}}\mathcal{A}_{S^3} \). Since we consider matrix groups \( G \), the metric on \( g \) is defined by the trace \( \text{tr} \), and so the metric on \( S^3 \) and on \( g \) induce a natural inner product on \( T_{\mathcal{A}}\mathcal{A}_{S^3} = \Lambda^1(S^3, \text{Ad}P_{S^3}) \), namely the \( L^2\)-inner-product defined by

\[
\langle \xi_1, \xi_2 \rangle_{L^2} = -\int_{S^3} dV_3 \text{tr}(\xi_{1a} \xi_{2a}) ,
\]

for \( \xi_1 = \xi_{1a} e^a \), \( \xi_2 = \xi_{2a} e^a \in \Lambda^1(S^3, g) \). With this, the horizontal space may be identified as

\[
H_{\mathcal{A}}\mathcal{A}_{S^3} := \ker(\nabla^*_\mathcal{A}) \subset \Lambda^1(S^3, \text{Ad}P_{S^3}) ,
\]

where \( \nabla^*_\mathcal{A} : \Lambda^1(S^3, \text{Ad}P_{S^3}) \to \text{Lie}(G_{S^3}) \) is the \( L^2\)-adjoint to \( \nabla_{\mathcal{A}} \), i.e. such that

\[
\langle \nabla_{\mathcal{A}}\xi, \chi \rangle_{L^2} = \langle \xi, \nabla_{\mathcal{A}}\chi \rangle_{L^2} ,
\]

for all \( \xi \in \Lambda^1(S^3, g) \) and \( \chi \in \text{Lie}(G_{S^3}) \). In this way, the decomposition \( T_{\mathcal{A}}\mathcal{A}_{S^3} = V_{\mathcal{A}}\mathcal{A}_{S^3} \oplus H_{\mathcal{A}}\mathcal{A}_{S^3} \) is \( L^2\)-orthogonal. In components, the horizontal vectors are determined by solutions \( \xi_a \) to the equation

\[
\nabla_a \xi_a = 0 .
\]

The equation (4.19) appears analogously in the Yang-Mills equations as the Gauss law

\[
\nabla_a F_{at} = 0 ,
\]

which is one of the Euler-Lagrange equations for the pure Yang-Mills action. After the gauge choice \( \mathcal{A}_t = 0 \) is made (which we can do since we assume trivial holonomy), for each \( t \in \mathcal{I} \), \( \xi_a := F_{ta} = \partial_t \mathcal{A}_a \) are seen as the components for a \( g \)-valued one-form on \( S^3 \) representing a tangent vector to a curve \( t \to \mathcal{A}_a(t) \) in \( \mathcal{A}_{S^3} \), that is, a dynamical trajectory. The Gauss law (4.20) is not a dynamical equation, but rather a constraint, which by the
above description plays the role of projecting the dynamics from the full configuration space $A_{S^3}$ to the moduli space $A_{S^3}/G_{S^3}$.

This fact forces a reassessment of the Yang-Mills equations when one considers the role of the framing; due to the framing over the boundary of $M$, the group $G_{S^3}$ is not a group of gauge transformations, but a physical symmetry group, and so the true physical configuration space in this scenario should be all of $A_{S^3}$, with configurations which differ by an element of $G_{S^3}$ considered as physically distinct. Coupling this with the above picture, the upshot is, in order to account for the additional $G_{S^3}$ degrees of freedom imposed by the framing, one is forced to modify the Yang-Mills action so that the Gauss law (4.20) is not one of the equations of motion. This we discuss in the following section.

5 Yang-Mills theory on the framed bundle $P \to I \times S^3$

Action functional. In the non-holonomic basis described by $dt = e^0$ and (3.7), the pure Yang-Mills action on $M = I \times S^3$ is

$$S_{YM}(A) := \frac{1}{2e^2} \int_M \text{tr}(F \wedge \ast_M F) = -\frac{1}{4e^2} \int_{I \times S^3} dt \wedge dV_3 \text{tr}(2F_{ta}F_{ta} - F_{ab}F_{ab}),$$

with $e > 0$ the gauge coupling constant, $dV_3 := e^1 \wedge e^2 \wedge e^3$ the volume form on $S^3$, and the components of the curvature given by (4.4)–(4.5). To account for the additional degrees of freedom introduced by the framing of $P$, as motivated in the previous section, we modify the Yang-Mills action with the addition of an external static source $j = j_t dt \in \Lambda^1(M, g)$.

We hence consider the action $S(A) = S_{YM}(A) + S_j(A)$ where

$$S_j(A) := \frac{1}{e^2} \int_M \text{tr}(A \wedge \ast_M j) = -\frac{1}{e^2} \int_{I \times S^3} dt \wedge dV_3 \text{tr}(A_t j_t).$$

The source transforms with respect to gauge transformations as

$$j \mapsto j^g := g^{-1}jg,$$

and so in order to preserve $G^0$-invariance of the action, we must impose that $j$ is covariantly constant. Since $j$ is static, i.e. $j^a = 0$, this is realized by the condition

$$\nabla_t j_t = 0.$$  

Explicitly, (5.4) is solved by

$$j_t(t, x) = h(t, x)\lambda(x)h(t, x)^{-1}, \quad \lambda(x) = j_t \left( -\frac{\pi}{2}, x \right),$$

where $h$ is the parallel transport operator (4.11). Since we assume trivial holonomy, we may always choose a gauge where $j_t = \lambda$, and this choice is equivalent to fixing $A_t = 0$. In general, the source $j$ is included in the action to encode the additional physical degrees of freedom arising as a result of the framing, namely the holonomy (4.12) at $t = \frac{\pi}{2}$, and $\lambda \in C^\infty(S^3, g)$, a fixed external field injected by the framing of the bundle $P$ at $t = -\frac{\pi}{2}$. 


The moduli space of Yang-Mills connections. The Euler-Lagrange equations for the action \( S = S_{\text{YM}} + S_j \) may be written concisely as \( \nabla_A \star_M F + \star_M j = 0 \). In components, this reads as the dynamical equations
\[
\nabla_t F_{at} = \nabla_b F_{ab} + \varepsilon_{bc}^a F_{bc}, \tag{5.6}
\]
and the relaxed Gauss law
\[
\nabla_a F_{at} = j_t. \tag{5.7}
\]
Here, as with the curvature (4.4), the additional term in (5.6) arises due to the choice of non-holonomic basis. The holonomy \( \Omega(x) \) and the external field \( \lambda(x) \) are fixed \( G^0 \)-invariant quantities, and for each choice we have a distinct moduli space of Yang-Mills connections on \( M = I \times S^3 \), which we denote by \( \mathcal{M}_{\text{YM}}(\Omega, \lambda) \). In this paper we consider only the special case \( \mathcal{M}_{\text{YM}}(\text{Id}, \lambda) \). These are defined by the solutions to the Yang-Mills equations, up to equivalence by the action (2.3) of \( G^0 \).

Generalized variations and restricted Yang-Mills equations. The equations (5.6)–(5.7) arise from the variation of the action with respect to variations \( \delta A \) which vanish on the boundary \( \partial M \). Since \( S^3 \) has no boundary, this assumption need not be made for the variations \( \delta A_t \) with respect to \( A_t \), however, general variation with respect to the field \( A_a \) leads to a boundary term proportional to
\[
\delta S_{\partial M} \sim \int_{S^3} dV_3 \, \text{tr}(\delta A_a \, F_{at}) \bigg|^{\frac{\pi}{2}}_{-\frac{\pi}{2}}. \tag{5.8}
\]
If we allow for variations which have the form
\[
\delta \chi A_a = \nabla_a \chi \quad \text{for} \quad \chi \in C^\infty(S^3, g), \tag{5.9}
\]
which corresponds to an infinitesimal action (2.4) of the subgroup \( G_{S^3} \), defined by (4.14), of the dynamical symmetry group (4.8), the integral (5.8) over \( S^3 \) for variations (5.9) can be written as
\[
\int_{S^3} dV_3 \, \text{tr}(\nabla_a \chi \, F_{at}) = -\int_{S^3} dV_3 \, \text{tr}(\chi j_t), \tag{5.10}
\]
where we have used equation (5.7), and the fact that \( \partial S^3 = \emptyset \). Since we assume trivial holonomy, (5.8) will vanish, which can be seen from the formula (5.5). So the dynamical equations (5.6) arise even for variations of the form (5.9). On the other hand, the relaxed Gauss law (5.7) is the variational equation for \( A_t \), assuming variations which vanish identically on \( \partial M \). However since \( A_t = g_0^{-1} \partial_t g_0 \), for some \( g_0 \in G^0 \), then the allowed variations may be of the form
\[
\delta \epsilon A_t = \nabla_t \epsilon \quad \text{for} \quad \epsilon \in \text{Lie}(G^0). \tag{5.11}
\]
In this case, if we assume (5.6) holds, then the variation of the action \( S = S_{\text{YM}} + S_j \) with respect to (5.11) vanishes trivially since \( \nabla_t(\nabla_a F_{at} - j_i) = 0 \) due to (5.4) and the identity \( [F_{\mu
u}, F_{\rho\sigma}] = 0 \), coupled with the definitions (4.4)–(4.5). Therefore in the trivial holonomy case, and where we only allow variations of the form (5.11), the equation (5.7) is not an equation of motion, and should not be considered as part of the Yang-Mills equations. To
see this from another perspective, one can view the term $S_j$ in the action as a gauge-fixing term for the gauge choice $A_t = 0$, with the field $\lambda$ a Lagrange multiplier for this constraint. The argument above says that this field can be arbitrary if we only allow variations of the form (5.11). Alternatively, we can view the equation (5.7) as the definition of $\lambda$, after the gauge choice $A_t = 0$ is imposed. Either way, we see that the source-like term $S_j$ removes the strict Gauss law (4.20) from the Yang-Mills equations, and the issue of projecting out the $G_{S^3}$ degrees of freedom is avoided.

On the other hand, the relaxed Gauss law (5.7) also allows us to determine $A_t$ in terms of $A_a$ and $j_t$. Indeed, we have

$$F_{at} = \nabla_a A_t - \partial_t A_a \quad \Rightarrow \quad \nabla^2 A_t = j_t + \nabla_a \partial_t A_a,$$

(5.12)

where $\nabla^2 = \nabla_a \nabla_a$. Thus, given fixed $A_a$ and $j_t$, $A_t$ is determined by resolving the covariant Poisson equation (5.12) on $S^3$.

**The Hamiltonian picture.** To further appreciate the role of the modifications described above, it is useful to briefly discuss how these fit into an Hamiltonian formulation of Yang-Mills theory [43]. Recall that in this picture, after imposing the gauge $A_t = 0$, one introduces the conjugate variables $(A_a, \varepsilon_a)$ defined on $S^3$, with $\varepsilon_a = F_{ta} = \partial_t A_a$, which act as coordinates for an infinite-dimensional Poisson manifold $\mathcal{M}$, with Poisson bracket

$$\{\varepsilon_a^I(x), A_b^J(x)\} = \delta_{ab}\delta^{IJ}\delta(x - y),$$

(5.13)

where we have written $\varepsilon = \varepsilon_a^I X_I e^a$ and $A = A_a^I X_I e^a$ in terms of a basis $X_I$ for $g$. By introducing the framing, we are extending this phase space to

$$\tilde{\mathcal{M}} = \{(A_a, \varepsilon_a, g, \lambda)\},$$

(5.14)

with the additional conjugate pair $(g, \lambda) \in G_{S^3} \times C^\infty(S^3, g)$ forming coordinates for the extension: the cotangent bundle $T^*G_{S^3}$.

**Noether charges, symmetries, and the Gauss law.** For any Cauchy surface $\Sigma$ (in our case, $\Sigma = S^3$), the conserved Noether charges in Yang-Mills theory are defined for all $\chi \in C^\infty(\Sigma, g)$ as

$$Q_\Sigma(\chi) := \int_{\partial \Sigma} tr(\chi e_{\partial \Sigma}) - \int_\Sigma dV_3 tr(\chi C),$$

(5.15)

where $e_{\partial \Sigma}$ is the component of the electric field orthogonal to the boundary $\partial \Sigma$, and

$$C(A, \varepsilon) = \nabla_a^* e^a.$$

(5.16)

In our case $\Sigma = S^3$, so $\partial \Sigma = \emptyset$ and the charges (5.15) reduce to

$$Q_{S^3}(\chi) := -\int_{S^3} dV_3 tr(\chi C),$$

(5.17)
for $\chi \in \text{Lie}(G_{S^3})$, and $C = \nabla_a \varepsilon_a$. In the Hamiltonian picture introduced above, off-shell, these charges generate the infinitesimal action of $G_{S^3}$ on the ordinary phase space $\mathcal{M}$ via

$$\{Q_{S^3}(\chi), \varepsilon_a\} = [\chi, \varepsilon_a], \quad \{Q_{S^3}(\chi), A_a\} = \nabla_a \chi.$$  

From the perspective of symplectic geometry, the function $Q_{S^3} = C^\flat : \mathcal{M} \to \text{Lie}(G_{S^3})^*$ is a moment map for the Hamiltonian action of $G_{S^3}$ on $\mathcal{M}$. The ordinary Gauss law (4.20) is defined by $C = 0$, and analogously to the discussion at the end of section 4, usually one considers the submanifold $C^{-1}(0) \subset \mathcal{M}$, and the physical space as the symplectic reduction

$$\mathcal{M}_{\text{phys}} = \mathcal{M}/G_{S^3} = C^{-1}(0)/G_{S^3},$$

(5.19)
on which the charges (5.17) would vanish. In contrast, we consider the extended phase space $\tilde{\mathcal{M}}$ as in (5.14). There is still an action of $G_{S^3}$ on $\tilde{\mathcal{M}}$ related to the charges $Q_{S^3}(\chi)$, which are non-zero as a result of the relaxed Gauss law (5.7). In particular, the physical space is thus modified by considering instead

$$\tilde{C} = C + \lambda, \quad \tilde{C}^{-1}(0) \subset \tilde{\mathcal{M}}.$$  

(5.20)

Furthermore, since $\lambda$ may be defined by (5.7) in terms of $(A_a, \varepsilon_a)$, it is not independent, and so we may always reach the ordinary phase space $\mathcal{M}$ by acting with $G_{S^3}$ in such a way which sets $g = 1$ in (5.14).

**Newtonian mechanics form of the action.** The pure Yang-Mills action (5.1) can be rewritten as

$$S_{\text{YM}}(A) = \frac{1}{\varepsilon^2} \int_{I} dt \left( T(A) - V(A) \right),$$

(5.21)

where

$$T(A) = -\frac{1}{2} \int_{S^3} dV_3 \, \text{tr}(F_{ta} F_{ta}),$$

(5.22)

and

$$V(A) = -\frac{1}{4} \int_{S^3} dV_3 \, \text{tr}(F_{ab} F_{ab}).$$

(5.23)

are the kinetic and potential energies respectively. As detailed at the end of section 4, a solution of the full Yang-Mills equations on $I \times S^3$ (a dynamic solution) can be considered as a smooth path $A : t \mapsto A(t)$ in an infinite-dimensional configuration space, whose motion is governed by the Yang-Mills equations. After resolving the constraint specified by the relaxed Gauss law (5.7) via (5.12), the non-dynamical variable $A_t$ is determined, and the action (5.21) may be considered as the classical action for a “particle” $A(t) = A_a(t) \, e^a$ with kinetic energy (5.22) and potential energy (5.23) (cf. [27, 28]).

**Slow motion.** We wish to study the slow motion of $A(t)$. To do this, we consider the so-called “slow time” [31, 45, 46]:

$$\tau := \varepsilon \, t,$$

(5.24)

where $\varepsilon > 0$ is a small parameter. This rescales the interval $I$ to $I_\varepsilon = (\varepsilon^{-2}, \varepsilon^{-1})$, and the action (5.21) takes the form

$$S_{\text{YM}}(A) = \frac{1}{\varepsilon^2} \int_{I_\varepsilon} d\tau \left( T_\varepsilon(A) - \frac{1}{\varepsilon^2} V(A) \right),$$

(5.25)
where $\hat{e}^2 = e^2/\varepsilon$ is a rescaling of the gauge coupling. The potential energy $\mathcal{V}(A)$ is unaffected by this. However the kinetic energy becomes

$$T_\varepsilon(A) = -\frac{1}{2} \int_{S^3} dV_3 \, \text{tr}(\mathcal{F}_{\tau a} \mathcal{F}_{\tau a}),$$

(5.26)

where $\mathcal{F}_{\tau a} = \frac{1}{\varepsilon} \mathcal{F}_{ta}$ which can be recognized under the substitution $A_t = \varepsilon A_\tau$ and $\partial_t = \varepsilon \partial_\tau$ into (4.4). Similarly, the term $S_j(A)$ of the extended action rescales to

$$S_j(A) = \frac{1}{\varepsilon^2} \int_{I_\varepsilon \times S^3} d\tau \wedge dV_3 \, \text{tr}(A_\tau j_\tau),$$

(5.27)

where $j_\tau = \frac{1}{\varepsilon} j_t$.

**Energy.** The conserved energy density of Yang-Mills configurations (with or without a static source) is

$$E_t = -\frac{1}{4\hat{e}^2} \text{tr}(2\mathcal{F}_{ta} \mathcal{F}_{ta} + \mathcal{F}_{ab} \mathcal{F}_{ab}).$$

(5.28)

One can also introduce the energy

$$E_t = \int_{S^3} dV_3 \, E_t = \frac{1}{\varepsilon^2} (T(A) + \mathcal{V}(A)).$$

(5.29)

Both $E_t$ and $E_t$ are positive-semidefinite and invariant under the group $G^0$ of gauge transformations and the group of physical symmetries $G_{S^3}$.

The expressions (5.28) and (5.29) may instead be considered in slow time via the equivalence $E_t \, dt = E_\tau \, d\tau$ and $E_t \, dt = E_\tau \, d\tau$, where

$$E_\tau = -\frac{1}{4\hat{e}^2} \text{tr}(2\mathcal{F}_{\tau a} \mathcal{F}_{\tau a} + \frac{1}{\varepsilon^2} \mathcal{F}_{ab} \mathcal{F}_{ab}),$$

(5.30)

and

$$E_\tau = \frac{1}{\varepsilon^2} (T_\varepsilon(A) + \frac{1}{\varepsilon^2} \mathcal{V}(A)).$$

(5.31)

From (5.31) we see that the case $0 < \varepsilon \ll 1$ corresponds to the low-energy limit if in this limit $\mathcal{V}(A) \to 0$.

**Yang-Mills equations on $I_\varepsilon \times S^3$.** The Euler-Lagrange equations for the rescaled version of the action $S = S_{YM} + S_j$ are

$$\nabla_{\tau} \mathcal{F}_{a\tau} = \frac{1}{\varepsilon^2} \left( \nabla_b \mathcal{F}_{ab} + \varepsilon_b^c \mathcal{F}_{bc} \right),$$

(5.32)

$$\nabla_a \mathcal{F}_{\tau a} = j_\tau,$$

(5.33)

with the covariant derivatives defined by (4.3), and $\nabla_\tau = \partial_\tau + [A_\tau, \cdot]$.
Localization at $V(A) = 0$ for $\varepsilon \to 0$. In the low-energy limit $\varepsilon \to 0$, the Yang-Mills equations (5.32) are split into two sets of equations,

$$\nabla_\tau F_{\tau a} = 0$$

(5.34)

and

$$\nabla_b F_{ab} + \varepsilon^a_{bc} F_{bc} = 0.$$  

(5.35)

From the variation $\delta S$ we observe the same splitting, but from the action (5.25) we see that $\varepsilon^{-2} V(A)$ becomes highly peaked about $V(A) = 0$ as $\varepsilon^2 \to 0$. Hence, the partition function of quantum Yang-Mills theory will be dominated by the zeros of $V$ in the low-energy limit $\varepsilon^2 \to 0$, namely solutions to

$$V(A) = 0.$$  

(5.36)

This is also supported by the known fact that flat connections on $S^3$ realize minima (5.36) of the potential $V(A)$, and they are the only stable solutions of Yang-Mills theory on $S^3$ [41]. Hence, we consider static connections in order to study the moduli space of vacua and the dynamics of Yang-Mills theory on $I_\varepsilon \times S^3$ as slow motion on the space of static connections.

6 Moduli space of static Yang-Mills connections and vacua on $I \times S^3$

Static connections and reduced gauge group. Let $A_{S^3} \subset A_M$ denote the space of static connections, where by static connection, we mean one such that $A_t = 0$ and $\partial_t A_a = 0$. The subgroup of the gauge group $G_0$ which preserves the static connections is trivial, but importantly, the symmetry group (4.14), $G_{S^3}$, acts on $A_{S^3}$ non-trivially in the obvious way via (2.3).

Flat connections on $S^3$. For static connections $A_t = 0$ and $\partial_t A_a = 0$ the “kinetic energy” (5.22) vanishes. Then the total energy (5.31) vanishes if $V(A) = 0$. Since our bundle is trivial, and $\pi_1(S^3) = 0$, this is achieved by

$$F_{ab} = 0 \iff A_a = g^{-1} L_a g,$$

(6.1)

where $g \in G_{S^3}$. In other words, the set of flat connections on $S^3$ is the orbit of the trivial connection $A_a = 0$ under the action (2.3) of $G_{S^3}$. Note that this representation is not unique for all $g \in G_{S^3}$; $g, g' \in G_{S^3}$ define the same flat connection (6.1) if and only if $g' = kg$ for some constant $k \in G$. Hence, the true moduli space\footnote{Here we use the term moduli space even though we are quotienting by the trivial group.} $M_{\text{vac}}$ of flat connections on $S^3$ is the set of left cosets $G_{S^3}/G$. This principal homogeneous space may be identified as

$$M_{\text{vac}} = G_{S^3}/G \cong G_{S^3}^n,$$

(6.2)

the group of based maps [47], i.e. the normal subgroup $G_{S^3}^n$ of $G_{S^3}$ given by the kernel of the evaluation map

$$G_{S^3} \to G, \quad g \mapsto g(n),$$

(6.3)

where $n$ is a point on $S^3$, e.g. the north pole.
Tangent space. As discussed in section 4, the tangent spaces to $T\mathbb{A}_{S^3}$ are identified with the spaces of one-forms $\Lambda^1(S^3, \text{AdP})$. Restricting to the subspace $\mathcal{M}_{\text{vac}} \subset \mathbb{A}_{S^3}$, tangent vectors are additionally required to solve the linearized flatness equations $\nabla_{\delta A} \delta A = 0$, which in components with respect to the frame $e^a$ of $T^*S^3$ reads
\begin{equation}
\nabla_a \delta A_b - \nabla_b \delta A_a - 2\varepsilon_{abc} \delta A_c = 0. \tag{6.4}
\end{equation}
Since every element of $\mathcal{M}_{\text{vac}}$ corresponds to a point in the orbit of the action of $G^n_{S^3}$ on $A_a = 0$, every tangent vector $\delta A$ will likewise correspond to tangent vectors induced by the infinitesimal action, i.e. of the form $\delta A = \nabla_A \Psi = \nabla_a \Psi e^a$, for $\Psi \in \text{Lie}(G^n_{S^3})$. It is clear that vectors of this form solve (6.4). It is important to stress again that we do not consider these as gauge variations to be removed; since our gauge group is trivial, these are precisely the tangent vectors that we are interested in.

Coordinate frame for $T\mathcal{M}_{\text{vac}}$. Let $X^\alpha$, $\alpha = 1, 2, \ldots$, denote a set of local coordinates on $\mathcal{M}_{\text{vac}}$, with partial derivatives $\partial_\alpha \equiv \frac{\partial}{\partial X^\alpha}$. As discussed above, every flat connection $A \in \mathcal{M}_{\text{vac}}$ is determined uniquely by a choice of based map $g \in G^n_{S^3}$. The function $g \in G^n_{S^3}$, and hence $A_\alpha$ depends on the coordinates $X^\alpha$. It is clear that $g^{-1} \partial_\alpha g \in \text{Lie}(G^n_{S^3})$, and one finds
\begin{equation}
\partial_\alpha A_\alpha = \nabla_a (g^{-1} \partial_\alpha g), \tag{6.5}
\end{equation}
i.e. a general tangent vector to $\mathcal{M}_{\text{vac}}$. Therefore, given a flat connection $A_a = g^{-1} L_ag$ with $g \in G^n_{S^3}$, the objects $\delta_\alpha A_a := \partial_\alpha A_a$ define a coordinate basis for $T_A \mathcal{M}_{\text{vac}}$.

Metric. Restricting the inner product (4.16) on $\mathbb{A}_{S^3}$ to the subspace $\mathcal{M}_{\text{vac}} \subset \mathbb{A}_{S^3}$ provides a metric $G = (G_{\alpha\beta})$ in terms of the coordinates $X^\alpha$ for the moduli space $\mathcal{M}_{\text{vac}} \cong G^n_{S^3}$ of static vacua, namely
\begin{equation}
G_{\alpha\beta} = -\int_{S^3} dV_3 \text{tr}(\delta_\alpha A_\alpha \delta_\beta A_\alpha). \tag{6.6}
\end{equation}
We also consider the Levi-Civita connection on $T\mathcal{M}_{\text{vac}}$, with Christoffel symbols written in terms of (6.6) as
\begin{equation}
\Gamma^\gamma_{\alpha\beta} = \frac{1}{2} G^{\gamma\kappa}(\partial_\alpha G_{\beta\kappa} + \partial_\beta G_{\alpha\kappa} - \partial_\kappa G_{\alpha\beta}). \tag{6.7}
\end{equation}
It is straightforward to show that these may be written in the form
\begin{equation}
\Gamma^\gamma_{\alpha\beta} = G^{\gamma\kappa} \int_{S^3} dV_3 \text{tr}(\delta_\kappa A_\alpha \partial_\alpha \delta_\beta A_\alpha). \tag{6.8}
\end{equation}
One can also introduce the Riemann curvature tensor, Ricci tensor etc. but these are not relevant for our purposes.

Full space of static Yang-Mills. Flat connections (6.1) on $S^3$ realize the absolute minima $V(A) = 0$ of the potential (5.23) which is exactly the Euclidean action of Yang-Mills theory on $S^3$. The equations of motion for Yang-Mills theory on $S^3$ are (5.35). Flat connections are the only stable solutions, and there are no topologically nontrivial solutions [41]. There is at least one unstable solution having the form
\begin{equation}
A^0 = \frac{1}{2} g_1^{-1} dg_1 = \frac{1}{2} g_1^{-1} L_ag_1 e^a = \frac{1}{2} e^a I_a, \tag{6.9}
\end{equation}
where $g_1 : S^3 \to G$ is a map of degree one, and $\{I_a\}$ are generators of the group $SU(2) \subseteq G$ forming a part of the generators of $G$.

For $G = SU(2)$, the solution (6.9) is the standard metric connection without torsion (Levi-Civita connection) on the frame bundle over $S^3$. Similarly, for $G = SU(2)$, the flat connections

$$A^- = 0 \quad \text{and} \quad A^+ = g_1^{-1} L_a g_1 e^a = e^a I_a \quad (6.10)$$

are the metric compatible connections with $(\mp)$ torsion trivializing the $SU(2)$-frame bundle over $S^3$. Obviously, $A^+$ is simply the transformation of $A^-$ via (2.3) with $g_1 \in G_{S^3}$, and thus belong to the orbit $G_{S^3} \subset A_{S^3}$ passing through the point $0 = A^- \in A_{S^3}$. Similarly, the unstable solution (6.9) can be transformed by the group $G_{S^3}$ into an infinite family of gauge-inequivalent solutions from the viewpoint of gauge theory on de Sitter space $dS_4$.

Recall that for Yang-Mills theory on $I \times S^3$ with trivial holonomy (which is our present case of interest), we may consider allowed variations of $A_a$ on $S^3$ of the form (5.9) without the emergence of non-zero boundary terms. In this case the only admissible connections on $S^3$ are the $SU(2)$-equivariant family

$$A_a = \kappa e^a I_a \quad , \quad (6.11)$$

where $\kappa \in \mathbb{R}$ is a free parameter and $\{e^a\}$ are the left-invariant one-forms (3.7) on $S^3$. It is well known (see e.g. [25, 44]) that the family (6.11) allows only three solutions of the Yang-Mills equations on $S^3$: specifically with $\kappa = \frac{1}{2}$, $\kappa = 0$, or $\kappa = 1$. These three solutions are given in (6.9) and (6.10). Thus, for the considered boundary conditions, the moduli space of Yang-Mills connections on $S^3$ is a disjoint union of two group manifolds $G_{S^3}^a$, determined by the action (2.3) of $G_{S^3}$ on the solutions (6.9)–(6.10). However, solutions generated from (6.9) are saddle points of the potential $V(A)$ and, due to instability, for any small velocity $\partial_t A_a$ they will oscillate around the minima, i.e. solutions to $V(A) = 0$. That is why in the low-energy limit we will consider only the moduli space (6.2). This argument complements the previous one from the end of section 5, based on localization at $V(A) = 0$.

7 An adiabatic limit of Yang-Mills theory on $I \times S^3$

Slow motion on $A_{S^3}$. Having established the description of the static configuration space $A_{S^3}$ and the moduli space $M_{\text{vac}}$ of static vacua of Yang-Mills theory on $I \times S^3$, we return to dynamic gauge fields depending on $t \in I$. Recall that we may think of these as paths

$$A : I \to A_{S^3}, \quad t \mapsto A(t) \quad , \quad (7.1)$$

where the component $A_t$ of $A$ may be determined by resolving the relaxed Gauss law $\nabla_a F_{at} = j_t$, which encodes the additional physical degrees of freedom imposed by the framing of the bundle $P$. 

$\text{– 17 –}$
Consider now a family of paths $A(\varepsilon, t) \in A_{S^3}$ depending on a small parameter $\varepsilon > 0$ and such that the kinetic energy (5.22) is $T(A(\varepsilon, t)) \approx \varepsilon^2 \ll 1$. For small $\varepsilon$ the dynamic solutions $A(\varepsilon, t, x)$, $x \in S^3$, are close to the static solutions from $M_{\text{vac}} \subset A_{S^3}$ and in the limit $\varepsilon \to 0$ they converge to a point $A \in M_{\text{vac}}$. However, an established adiabatic method proposes a more refined approach, which yields a geodesic on $M_{\text{vac}}$ instead of a point. Furthermore, one expects this geodesic to be close to the path in $A_{S^3}$ defined by a true dynamic solution $A(\varepsilon, t)$ for small $\varepsilon$, as has been confirmed in a variety of related cases [28, 31, 45, 46].

**Adiabatic approach.** In the case of Yang-Mills theory on $I \times S^3$, the adiabatic approach to describing dynamic solutions implies the following steps:

1. One considers static solutions, i.e. solutions of the Yang-Mills equations (5.35) on $S^3$, and describes the moduli space $M_{\text{vac}}$ of their vacuum configurations.
2. One introduces “slow time” $\tau := \varepsilon t$, rescaling the interval to $I_\varepsilon$, rewrites the action and energy functionals by using $\tau$ and shows that the limit $\varepsilon \to 0$ corresponds to the low-energy limit of Yang-Mills theory on $I_\varepsilon \times S^3$.
3. One allows the collective coordinates $X^\alpha$ on the moduli space $M_{\text{vac}}$ to depend on $\tau$, and assumes that the connection $A$ depends on $\tau$ only via the coordinates $X^\alpha$, i.e. $A = A(X^\alpha(\tau), x)$. One then substitutes $A(X^\alpha(\tau), x)$ into the rescaled Yang-Mills action (5.25).
4. One performs the small-$\varepsilon$ limit in the action and in the corresponding Yang-Mills equations. Then one shows that Yang-Mills theory on $I_\varepsilon \times S^3$ reduces to a sigma model describing maps from $I_\varepsilon$ into the moduli space $M_{\text{vac}}$ of vacua. The Yang-Mills equations in this case reduce to the equations for geodesics on the manifold $M_{\text{vac}}$.

**Moduli-space approximation.** In previous sections we have executed steps 1. and 2. of the adiabatic approach outlined above, and we described the moduli space $M_{\text{vac}} \cong G_{S^3}$ of static vacua of Yang-Mills theory on $I_\varepsilon \times S^3$. Now we return to full Yang-Mills theory. According to step 3., we let the moduli parameters $X = \{X^\alpha\}$ of $M_{\text{vac}}$ define a map

$$X : I_\varepsilon \to M_{\text{vac}}$$

(7.2)

from $I_\varepsilon$ to $M_{\text{vac}} = G_{S^3}$. Thus, $X^\alpha(\tau)$ may be considered as dynamical fields which capture the $\tau$-dependence of “slow” full Yang-Mills solutions. The low-energy effective action for $X^\alpha$ is derived by the leading term of the Yang-Mills action (5.25) in the expansion

$$A = A(X^\alpha(\tau), x) + O(\varepsilon),$$

(7.3)

where the first term depends on $\tau \in I_\varepsilon$ only via the coordinates $X^\alpha \in M_{\text{vac}}$ [29, 45, 48, 49]. For small $\varepsilon \ll 1$, all terms in (7.3) beyond the first one are discarded. By substituting the leading term of (7.3) into the action (5.25), one obtains an effective field theory describing small fluctuations around the vacuum manifold $M_{\text{vac}}$. Note that $M_{\text{vac}}$ contains all topological sectors, i.e. the connected components of $G_{S^3}$ corresponding to the distinct homotopy classes, and therefore the consideration is not a perturbative one.
Effective action. For $A \in M_{\text{vac}}$, $\mathcal{V}(A) = 0$, hence the effective action is determined solely by the kinetic term. Since we consider trivial holonomy, we may choose the gauge $A_\tau = 0$, so that, in the adiabatic limit $\varepsilon \to 0$, we have the electric field

$$F_{\tau a} = \partial_\tau A_a = (\partial_\tau X^\alpha) \partial_\alpha A_a . \quad (7.4)$$

Upon substitution into (5.25), we obtain

$$S = \frac{1}{\varepsilon^2} \int_\mathcal{I}_\varepsilon d\tau G_{\alpha\beta} \partial_\tau X^\alpha \partial_\tau X^\beta , \quad \Rightarrow \quad S_{\text{eff}} = \frac{1}{\varepsilon^2} \int_\mathcal{I} dt G_{\alpha\beta} \partial_t X^\alpha \partial_t X^\beta , \quad (7.5)$$

where we have used the formula (6.6) for the metric components $G_{\alpha\beta}$ on $M_{\text{vac}}$ with respect to the coordinate basis $\delta_\alpha A_a = \partial_\alpha A_a$ of $T_A M_{\text{vac}}$. Thus, in the case of trivial holonomy, the Yang-Mills action (5.25) reduces for $\varepsilon \ll 1$ to the action of a nonlinear sigma model on $\mathcal{I}_\varepsilon$, with target space $M_{\text{vac}} = C^\infty(S^3, G)/G = G_{S^3}$, which is an infinite-dimensional group manifold.

Geodesics on $M_{\text{vac}}$. Recall that for small $\varepsilon \ll 1$ the Yang-Mills equations on $\mathcal{I}_\varepsilon \times S^3$ are reduced to the equations (5.33) and (5.34)–(5.35). Also recall that in the case of trivial holonomy, the role of the field $\lambda$ may be viewed as a Lagrange multiplier for the gauge choice $A_\tau = 0$, and that the relaxed Gauss law (5.7) determines the Lagrange multiplier $\lambda$, i.e. $\lambda = \nabla_a F_{a\tau}$, but is not a dynamical equation of motion. Since $F_{ab} = 0$ for $A \in M_{\text{vac}}$, (5.35) is satisfied, there remains only (5.34), namely \(^3\)

$$\nabla_t F_{ta} = 0 , \quad a = 1, 2, 3 . \quad (7.6)$$

Substituting (7.4) into (7.6) with the gauge choice $A_t = 0$, we obtain

$$(\partial_t^2 X^\alpha) \delta_\alpha A_a + \partial_t X^\beta \partial_t X^\alpha \partial_\alpha \delta_\beta A_a = 0 . \quad (7.7)$$

This implies

$$\int_{S^3} dV_3 \text{tr} \left( (\partial_t^2 X^\alpha) \delta_\alpha A_a \delta_\alpha A_a + \partial_t X^\beta \partial_t X^\alpha \delta_\alpha A_a \partial_\alpha \delta_\beta A_a \right) = 0 , \quad (7.8)$$

which, as we see from (6.6) and (6.8), leads to

$$\partial_t^2 X^\alpha + \Gamma^\alpha_{\beta\gamma} \partial_t X^\beta \partial_t X^\gamma = 0 . \quad (7.9)$$

Equations (7.9) for $\alpha = 1, 2, \ldots$ are the equations of a geodesic $X = (X^\alpha) : \mathcal{I} \to M_{\text{vac}}$ on the moduli space $M_{\text{vac}}$ of vacua. They are the Euler-Lagrange equations for the action $S_{\text{eff}}$ in (7.5).

\(^3\)Here we make the replacement $\tau \mapsto t$ so that everything is defined on a fixed-length interval.
Adiabatic limit of unstable solutions. Note that one can also consider small fluctuations around the infinite-dimensional manifold $G^n_{S^3}$ of static solutions to the full Yang-Mills equations on $S^3$ generated by the unstable solution (6.9). Since the moduli space of these solutions is the same as the moduli space $\mathcal{M}_{\text{vac}}$ of vacua, we will arrive to the same effective field theory (7.5) which describes small fluctuations around solutions of the form

$$A^0 = \frac{1}{2} (g_1 g)^{-1} d (g_1 g) + \frac{1}{2} g^{-1} d g , \quad \text{for} \quad g \in G^n_{S^3}. \quad (7.10)$$

However, the moduli space (6.12) is a disjoint union only for static solutions. For the solutions (7.10) the potential energy $V(A^0) = \frac{3}{8}$ (see e.g. [25]), and they are unstable. Hence, after switching on a dependence on time this solution will oscillate around the vacuum solutions for any small kinetic energy $T(A^0(\tau))$.

The Gauss law revisited. Throughout this paper we have emphasized that one should not impose the Gauss law constraint (4.20) when considering Yang-Mills theory on framed bundles over $I \times S^3$, as it kills dynamical degrees of freedom. This property is also manifest when considering the adiabatic limit. Indeed, regardless of whether we consider trivial, or non-trivial holonomy, we could determine the non-dynamical variable $A_t$ using the Gauss law as in the argument (5.12), but set $\lambda = j_t = 0$. In the case of flat connections, we know that $\partial_t A_a = \nabla_a (g^{-1} \partial_t g)$, and so (5.12) reduces further to

$$\nabla^2 (A_t - g^{-1} \partial_t g) = 0, \quad (7.11)$$

i.e. $A_t = g^{-1} \partial_t g + \varphi$, where $\varphi \in \ker \nabla^2 \subset C^\infty(S^3, g)$ is (covariantly) harmonic. However, since $S^3$ is a closed manifold, it is well-known that the only (covariantly) harmonic functions are (covariantly) constant, i.e. $\nabla_a \varphi = 0$. Plugging this back into the formula (4.4) for the electric field yields $F_{ta} = - \nabla_a \varphi = 0$. Therefore, this adiabatic limit is trivial when the Gauss law (4.20) is imposed.

More generally, in the case of irreducible connections, in which case $\nabla^2$ is invertible, one can show that the resolution (5.12) of the Gauss law constraint (4.20) leads to

$$F_{ta} = (\Pi \partial_t A)_a = \left( \delta_{ab} - \nabla_a \nabla^{-2} \nabla_b \right) \partial_t A_b, \quad (7.12)$$

so that the electric field is the image under the covariant transversal projection $\Pi : \mathbb{A}_{S^3} \to \mathbb{A}_{S^3}/G_{S^3}$ of $\partial_t A$. In particular, this means that $F_{ta}$ is formed only from dynamical variables $A_a$ in the moduli space $\mathbb{A}_{S^3}/G_{S^3}$, i.e. the Gauss law has the effect of quotienting out the $G_{S^3}$ degrees of freedom, as explained in the discussions in both section 4 and section 5. Since the space of flat connections in $\mathbb{A}_{S^3}/G_{S^3}$ consists of a point, namely $A_a = 0$, from this perspective the above result is clear.

Integrability. Since $\mathcal{M}_{\text{vac}}$ is a Lie group $G^n_{S^3}$, one can construct geodesics as one-parameter subgroups of $G^n_{S^3}$. If the metric (6.6) on the group $G^n_{S^3}$ is bi-invariant, which is pretty likely, then all geodesics are one-parameter subgroups.\footnote{For a brief review see e.g. [50] and references therein.} Hence, the low-energy limit of Yang-Mills theory on de Sitter space $dS_4$, with trivial holonomy, is the integrable principal
chiral model in one dimension with the group $G_{S^3}^n$ as a target space. From the implicit function theorem it follows that for any approximate solution $A(\varepsilon = 0)$ defined by a geodesic (7.9) on $M_{\text{vac}}$, there exist nearby solutions $A(\varepsilon > 0)$ of the Yang-Mills equations on $dS_4$ for $\varepsilon$ sufficiently small. It is therefore reasonable to conjecture that the moduli space of all geodesics on $M_{\text{vac}}$ is bijective to the moduli space $M_{\text{YM}}(\text{Id}, \lambda)$ of trivial holonomy solutions to the Yang-Mills equations on $dS_4$. Regardless, it is worth exploring further relations of Yang-Mills theory on $dS_4$ and one-dimensional principal chiral models from the viewpoint of integrability, in the low-energy limit, and beyond.

8 Conclusions

By exploiting the conformal invariance of Yang-Mills theory in four dimensions, we reduced Yang-Mills theory on de Sitter space $dS_4$ in a certain adiabatic limit to a one-dimensional principal chiral model with the moduli space $M_{\text{vac}}$ of static gauge vacua as a target space, where in particular we identified $M_{\text{vac}}$ with the infinite-dimensional Lie group $G_{S^3}^n \cong C^\infty(S^3, G)/G$. This principal chiral model captures the low energy dynamics of Yang-Mills theory on $dS_4$. This example is a demonstration of a more general idea: in the presence of a boundary, the group of gauge transformations becomes smaller, which yields additional degrees of freedom localized at the boundary. In our case, we described an infinite-dimensional dynamical symmetry group acting on the boundary states of Yang-Mills theory on $dS_4$. This group is responsible for the appearance of an infinite-dimensional manifold of inequivalent ground states — the classical moduli space $M_{\text{vac}}$ of vacua. Consideration of such dynamical symmetry groups is important in quantum Yang-Mills theory on Minkowski space $\mathbb{R}^{3,1}$, and it would be interesting to study further the role of these dynamical symmetry groups in the context of Yang-Mills theory on de Sitter space $dS_4$. We also remind the reader that we only considered connections with trivial holonomy. Much of the formalism presented in this paper already presents a significant departure from the standard analysis for Yang-Mills theory on Minkowski space $\mathbb{R}^{3,1}$, and the addition of non-trivial holonomy introduces further subtle complexities which are reserved for consideration in a further work.

An important consequence of our considerations has been to highlight the role of the Gauss law constraint (4.20) and, in particular, when it can and cannot be imposed. This is directly related to the choices of boundary conditions (see e.g. [10]). In our case, the framing over the boundary introduces non-dynamical degrees of freedom, and naïve imposition of constraints such as the Gauss law (4.20) leads to the loss of these data. Our resolution to this problem was to pair the constraints with these non-dynamical degrees of freedom, motivated both by a variational (Lagrangian) and symplectic geometry (Hamiltonian) approach to Yang-Mills theory. Our work motivates the need for a deeper understanding of the relationships in Yang-Mills theory between framing of bundles, allowed variations, constraints, and beyond, and some directions we are currently exploring, alongside the non-trivial holonomy case mentioned above, are questions relating to framing over more general submanifolds of temporal boundaries and how this relates both to the formalism of the relaxed Gauss law (5.7), and adiabatic limits presented in this paper. Finally, although
our focus has been on de Sitter space (and ultimately the cylinder $\mathcal{I} \times S^3$), the formulation we have discussed here is applicable to a variety of other examples by framing over a temporal boundary. For example, a simple generalization of our results would apply to any spacetime with conformal structure of the form $\mathcal{I} \times \Sigma$ with $\mathcal{I} \subset \mathbb{R}$ a timelike interval, and $\Sigma$ a spacelike closed manifold, by introducing a framing over $\partial \mathcal{I} \times \Sigma$.
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