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Abstract

The discrete Hartley transform (DHT) is a useful tool for medical image coding. The three-dimensional DHT (3D DHT) can be employed to compress medical image data, such as magnetic resonance and X-ray angiography. However, the computation of the 3D DHT involves several multiplications by irrational quantities, which require floating-point arithmetic and inherent truncation errors. In recent years, a significant progress in wireless and implantable biomedical devices has been achieved. Such devices present critical power and hardware limitations. The multiplication operation demands higher hardware, power, and time consumption than other arithmetic operations, such as addition and bit-shifts. In this work, we present a set of multiplierless DHT approximations, which can be implemented with fixed-point arithmetic. We derive 3D DHT approximations by employing tensor formalism. Such proposed methods present prominent computational savings compared to the usual 3D DHT approach, being appropriate for devices with limited resources. The proposed transforms are applied in a lossy 3D DHT-based medical image compression algorithm, presenting practically the same level of visual quality (>98% in terms of SSIM) at a considerable reduction in computational effort (100% multiplicative complexity reduction). Furthermore, we implemented the proposed 3D transforms in an ARM Cortex-M0+ processor employing the low-cost Raspberry Pi Pico board. The execution time was reduced by ∼70% compared to the usual 3D DHT and ∼90% compared to 3D DCT.
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1 Introduction

Discrete transforms constitute central mathematical apparatuses in digital signal processing technologies [1]. The use of such tools in real-world applications demands fast algorithms [8] capable of reducing the computational overhead compared to direct computation. Fast algorithms have been extensively studied and developed for several discrete transforms, such as the discrete Fourier transform (DFT) [30] and the discrete cosine transform (DCT) [32, 56]. Generally, the computational complexity of fast algorithms is quantitatively evaluated by the number of arithmetic operations [66, p. 716]. It is a well-known fact that the physical implementation of the multiplication operation typically requires a larger amount of hardware and energy resources relative to additions and bit-shifting operations [8]. In this context, the multiplicative complexity theory for discrete transforms algorithms was developed and theoretical lower bounds for the multiplicative cost of sinusoidal transforms was advanced in [40].

The discrete Hartley transform (DHT) was introduced in [14] and can be considered as a real-valued alternative for the DFT [83]. In fact, in [40, p. 116] it was proved that the DHT and the DFT are equivalent systems from the point of view of multiplicative complexity. Consequently, both transforms present equal multiplicative complexity lower bounds for the same transform length. However, the DHT possesses the advantages of being real-valued and presenting identical direct and inverse transformations [14, 19, 35]. Furthermore, the DHT is also an alternative to compute other sinusoidal discrete transforms, such as the DCT [71] and the discrete sine transform [59]. Besides being considered as an auxiliary tool for computing other discrete transforms, the DHT has proved to have itself a range of applications in diverse areas, such as image processing [29, 61], image compression [45, 80], image encryption [10, 55], watermark image authentication [58], and
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medical image enhancement [42]. A collection of fast algorithms and hardware architectures for the DHT can be found in literature [15, 36, 37, 43, 59].

Although fast algorithms for the aforementioned sinusoidal discrete transforms generate a remarkable reduction in computational costs [8], they are still restricted to the theoretical multiplicative lower bounds [40]. The significant research effort in the field of fast algorithms has led to methods capable of achieving the minimum multiplicative complexity, as it is the case for the widely adopted 8-point DHT and 8-point DCT [43, 56]. Consequently, further multiplicative savings are mathematically impossible and because of the maturity of such methods, even non-multiplicative savings are very hard to be obtained. In addition, sinusoidal discrete transforms operate in the real or complex number fields [8]. Then, fast algorithms are often developed for floating-point arithmetic architectures [72], which possess relatively higher hardware cost, slower implementation when compared to fixed-point schemes [46].

In the above scenario, integer approximate transforms have been focused to further reduce the sinusoidal transforms computational complexity overhead [16, 22]. Approximate transforms aim at preserving useful properties of the exact transformations while favoring low-complexity computation [20]. In fact, they are not subject to the theoretical lower bounds of arithmetic cost and allow fixed-point arithmetic implementation [57, 63]. Furthermore, the dyadic rational representation can be considered to convert integer multiplication in a combination of hardware-friendly additions and bit-shifting operations [16, 49]. As a consequence, multiplierless integer approximations can be achieved and several methods for the sinusoidal transforms have been proposed [5, 9, 10, 20, 23, 25, 39, 47, 48, 50, 57, 69, 78], being an open field of research.

Multidimensional discrete transforms are extended versions of discrete transforms applied to arrays with more than one dimension and are important tools for multidimensional digital signal processing applications, such as image filtering [35], image and video coding [7, 24, 62, 70], visual tracking [52], and facial expression recognition [86]. In particular, multidimensional DHT-based algorithms were successfully employed in medical image compression [31, 68, 79, 80].

Some multidimensional discrete transforms, such as the multidimensional DFT (mD DFT) and the multidimensional DCT (mD DCT), satisfy the kernel separability property [35], which allows the multidimensional computation by taking several one-dimensional transformation of input data [76]. Such method is called row-column approach [35, p. 471] and enable the fast multidimensional computation by using a fast one-dimensional algorithm. The multidimensional DHT (mD DHT) does not present such property and, to circumvent this characteristic, an intermediate separable transformation is defined, which can be converted into the mD DHT [15]. Then, a fast algorithm for the 1D DHT can be applied to compute a mD DHT at the cost of additional arithmetic operations. Hereafter, we refer to the one-dimensional DHT simply as “DHT”.

In recent years, several 1D and 2D DCT approximations were proposed and a comprehensive review on DCT approximations is given in [22]. In [24], an approach to compute multidimensional DCT approximations based on tensor formalism [15, 27] and the separability property was proposed. However, to the best of our knowledge, only in [10] and in [20] there were presented approaches to derive DHT approximations with general block lengths based on the Walsh-Hadamard transform and integer functions, respectively, and approximate DHT schemes still are an unexplored field of research. Also, an extended approach for the approximate 3D DHT case which deals with the non-separability property of the exact DHT lacks an algebraic formalization. In [80], Sunder et al. proposed a lossy image compression scheme that employs the exact 3D DHT for Digital Imaging and Communications in Medicine (DICOM) data coding, which presents better compression performance than the 3D DFT and 3D DCT. However, low-complexity computation for the 3D DHT was not addressed.

Concurrently, emerging low-power biomedical systems, such as implantable [87] and miniaturized biomedical devices [28], present severe energy and resources constraints [33]. In the present work, we propose a series of new 8-point DHT approximations based on the dyadic representation. The obtained transforms are designed to allow low-complexity multiplierless computation. We address two cases: (i) the involutional approximations approach, which applies the same algorithm for the direct and inverse transformations; and (ii) the non-involutional approximations approach, which con-
siders a different transformation for the inverse case in order to improve performance. We apply the tensor formalism to extend the 8-point approximations to 3D case and several 3D DHT approximations based on the suggested approximate transformation matrices are proposed. We aim at employing the derived 3D DHT approximations in the 3D DHT-based DICOM lossy data compression algorithm proposed in [80]. In addition, we embed the proposed approximations in an ARM Cortex-M0+ core employing the recently introduced low-cost Raspberry Pi Pico board, which is equipped with a RP2040 microcontroller [81]. We aim at analyzing the execution time and memory usage of the proposed methods.

The paper unfolds as follows. Section 2 reviews the DHT and details the proposed DHT approximations. In Section 3 we discuss and develop the mathematical concepts to extend the proposed approximations to the three-dimensional case. In Section 4 we apply the derived 3D DHT approximations in the DICOM data compression scheme proposed in [80]. In Section 5 we implemented the proposed 3D DHT approximations in an ARM Cortex-M0+ core and the execution time and memory usage are analyzed. Section 6 summarizes the conclusions.

2 DHT: Mathematical Background and Proposed Approximate Methods

In this section, we cover one-dimensional DHT approximations. We review the basic mathematical concepts in Section 2.1 and previous developments in the field of discrete transform approximation in Section 2.2. Also, we propose a set of DHT approximations in Section 2.3.

2.1 One-Dimensional DHT

The 1D DHT maps a discrete N-point signal \( \mathbf{x} = [x[0], x[1], \ldots, x[N-1]]^\top \) into the signal \( \mathbf{y} = [y[0], y[1], \ldots, y[N-1]]^\top \) according to the following relation [13]:

\[
y[k] = \sum_{n=0}^{N-1} x[n] \cdot \text{cas} \left( \frac{2\pi kn}{N} \right), \quad k = 0, 1, \ldots, N-1,
\]

where \( \text{cas}(\cdot) \triangleq \cos(\cdot) + \sin(\cdot) \). The inverse transformation is equivalent to (1), except for a scaling factor of \( \frac{1}{N} \). Thus, the inverse 1D DHT is given by

\[
x[n] = \frac{1}{N} \cdot \sum_{k=0}^{N-1} y[k] \cdot \text{cas} \left( \frac{2\pi kn}{N} \right), \quad n = 0, 1, \ldots, N-1,
\]

In matrix formalism, the DHT can be represented by the DHT matrix \( \mathbf{H}(N) \), whose entries are given by:

\[
h_{N}[k, n] = \text{cas} \left( \frac{2\pi kn}{N} \right), \quad k, n = 0, 1, \ldots, N-1.
\]

The matrix \( \mathbf{H}(N) \) is orthogonal and symmetric. Thus, the transformation is an involution [6] p. 165] and the following property holds: \( \mathbf{H}^{-1}(N) = \frac{1}{N} \cdot \mathbf{H}(N)^\top = \frac{1}{N} \cdot \mathbf{H}(N) \). Thus, the direct and inverse transformations are, respectively, given by \( \mathbf{y} = \mathbf{H}(N) \cdot \mathbf{x} \) and \( \mathbf{x} = \frac{1}{N} \cdot \mathbf{H}(N)^\top \cdot \mathbf{y} \).

For \( N = 8 \), the DHT matrix \( \mathbf{H}(8) \) can be parametrically written according to

\[
\mathbf{H}(a, \beta) = \begin{bmatrix}
a & a & a & a & a & a & a & a \\
a & \beta & a & 0 & -a & -\beta & -a & 0 \\
a & a & -a & -a & a & -a & -a & a \\
a & a & a & -a & a & -a & a & -a \\
a & 0 & -a & \beta & -a & 0 & -a & \beta \\
a & a & -a & a & a & -a & a & -a \\
a & a & a & -a & a & a & -a & a \\
a & 0 & -a & -\beta & -a & 0 & a & \beta \\
\end{bmatrix},
\]

where \( a = 1 \) and \( \beta = \sqrt{2} \).

Such matrix can be factorized according to:

\[
\mathbf{H}(a, \beta) = \mathbf{A}_3 \cdot \mathbf{A}_2 \cdot \mathbf{M}(a, \beta) \cdot \mathbf{A}_1 \cdot \mathbf{P},
\]
where \( P \) is a permutation matrix and \( M(\alpha, \beta) \) is a matrix with multiplicand elements, respectively given by

\[
P = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
\text{and} \quad M(\alpha, \beta) = \begin{bmatrix}
\alpha & \alpha & \alpha & \alpha \\
\alpha & \alpha & \beta & \beta
\end{bmatrix},
\]

\( A_1, A_2, \) and \( A_3 \) are additive sparse matrices, respectively given by

\[
A_1 = \begin{bmatrix}
B & B & B & B \\
B & B & B & B
\end{bmatrix}, \quad A_2 = \begin{bmatrix}
1 & 0 & 1 & 0 \\
0 & 1 & 0 & -1 \\
1 & 0 & -1 & 0 \\
0 & 1 & 0 & 0
\end{bmatrix}, \quad \text{and} \quad A_3 = \begin{bmatrix}
I_4 & I_4 \\
I_4 & -I_4
\end{bmatrix},
\]

\( B = \begin{bmatrix}
1 & 1 \\
1 & -1
\end{bmatrix}, I_4 \) is the identity matrix of size \( 4 \times 4 \), and the omitted entries are zero. Such factorization is obtained by employing the Sorensen split-radix algorithm \[77\] with \( N = 8 \). The factorization can be verified by multiplying the matrices in (5) and comparing the result with (4).

To calculate the arithmetic complexity, we need to count the number of additions and multiplications required to perform the whole matrix product in (5). Notice that any matrix row containing \( r \) ones and \( 8 - r \) zeros imposes \( r - 1 \) additions to the arithmetic complexity. Also, a diagonal matrix does not introduce any addition, only multiplications by the diagonal elements. Finally, the permutation matrix does not require any arithmetic operation, since it is just data reorganization — it can be implemented in hardware by appropriate wiring and in software by permuting code lines. Thus:

- the matrix \( P \) does not introduce any arithmetic operation;
- the matrix \( A_1 \) presents six rows with two '1's and two rows with a single '1', introducing only 6 additions;
- the matrix \( A_2 \) presents eight rows with two '1's, introducing 8 additions;
- the matrix \( A_3 \) presents eight rows with two '1's, introducing 8 additions;
- the matrix \( M(\alpha, \beta) \) presents six diagonal elements \( \alpha \) and two diagonal elements \( \beta \). However, since \( \alpha = 1 \), only 2 multiplications by \( \beta = \sqrt{2} \) are required.

Consequently, such factorization results in an arithmetic complexity of 22 additions and 2 multiplications.

### 2.2 Sinusoidal Transform Approximations

An approximation of a discrete transformation aims at behaving similarly to the exact transformation according to some criterion \[22\]. An approximate transform of size \( N \) is represented by an \( N \times N \) matrix \( \hat{T}(N) \), which preserves useful properties of a given exact transformation matrix \( T(N) \). Exact and approximate transforms are usually compared by quantitative metrics, such as the mean squared error (MSE) \[16\] p. 162] and the coding gain \( C_g \) \[14\] p. 163]. Furthermore, an approximation is typically designed to present low-complexity computation. Generally, exact sinusoidal transforms present transformation matrices with real-or complex-valued entries and the approximate matrices are derived with selected numerical values, such as the dyadic rationals, which are suitable for hardware implementation \[34\]. A dyadic rational is a number represented in the form \( l/2^p \), where \( l \) and \( p \) are integers and \( l \) is odd \[18\] p. 181]. By considering the canonical signed representation (CSR) \[49\], the product of an arbitrary integer by a dyadic rational can be converted into additions and bit-shifting operations, which present noticeable faster hardware implementations than usual integer multiplication algorithms \[9\] \[64\].
The approximate 1D transformation of a vector $\mathbf{x}$ is the transform-domain vector $\mathbf{y}$, computed according to:

$$\mathbf{y} = \mathbf{T}^{(N)} \cdot \mathbf{x}. \quad (6)$$

If the approximate matrix is orthogonal, then the product $\mathbf{T}^{(N)} \cdot \mathbf{T}^{(N)^\top}$ results in a diagonal matrix \[23\]. Let

$$\mathbf{D}^{(N)} = \left[ \mathbf{T}^{(N)} \cdot \mathbf{T}^{(N)^\top} \right]^{-1}, \quad (7)$$

which is also a diagonal matrix. Then, $\mathbf{T}^{-1} = \mathbf{T}^{(N)^\top} \cdot \mathbf{D}^{(N)}$, and the inverse transformation of (6) is given by $\mathbf{x} = \mathbf{T}^{(N)^\top} \cdot \mathbf{D}^{(N)} \cdot \mathbf{y}$.

Non-orthogonal approximations are also found in literature\[20, 23, 39\]. In this context, approximate transforms can present the quasi-orthogonality property, in which $\mathbf{T}^{(N)} \cdot \mathbf{T}^{(N)^\top}$ is “almost” a diagonal matrix. The deviation from diagonality metric $\delta(\cdot)$ was proposed in \[23\], allowing the quantification of quasi-orthogonality. This concept can be, as shown in section 2.1. transported to quasi-orthogonal approximations: $\mathbf{D}^{(N)} = \text{diag} \left( \left[ \mathbf{T}^{(N)} \cdot \mathbf{T}^{(N)^\top} \right]^{-1} \right)$ \[23\], where diag(·) returns a diagonal matrix with diagonal elements of its matrix argument. In the context of image compression, diagonal matrices do not introduce any computational overhead since they can be merged in the quantization or dequantization stages of image coding schemes \[16\].

2.3 Proposed 8-point DHT Approximations

In this section, we focus on approximating the 8-point DHT matrix $\mathbf{H}$. First, we notice that if an approximation preserves the parametric matrix structure of the exact transformation \[4\], then it also shares the same factorization in \[5\]. Thus, the approximate matrix can be written according to $\mathbf{H} = \mathbf{H}(\hat{a}, \hat{\beta})$. It is possible to show that the orthogonality is satisfied only if $\hat{\beta} = \sqrt{2} \cdot \hat{a}$. Consequently, it is not possible to find an orthogonal approximation $\hat{\mathbf{H}}$ with rational elements for both $\hat{a}$ and $\hat{\beta}$ preserving such parametric structure. Then, we direct our attention to non-orthogonal transformations presenting quasi-orthogonality properties \[23\].

Our goal is to obtain multiplierless DHT approximations with low computational cost, high coding gain, low MSE, and quasi-orthogonality. Furthermore, we also focus on obtaining low-complexity inverse transformations, which can benefit applications with power and speed constraints for both the encoder and the decoder sides. Then, we separate the problem in two cases: (i) involutional approach, in which we consider the direct and inverse transformations based on the same matrix, maintaining the exact DHT involution property, which benefits applications that need to use the same hardware to encode and decode data, and exploiting the low-complexity direct algorithm for the inverse computation; and (ii) non-involutinal approach, in which we relax the involution property, allowing the direct and inverse matrices to be different in order to find a low-complexity matrix that better approximates the inverse transformation according to the deviation from diagonality.

We preserve the parameter $\hat{a} = a = 1$ because it is a trivial multiplicand element. An exhaustive search is made for the parameter $\hat{\beta}$, ranging $\hat{\beta} \in [0, 3]$ at dyadic steps of $1/8$, where the exact value $\beta = \sqrt{2}$ is roughly in the middle of such interval. Such dyadic step is chosen to ensure that the resulting transformations possess low additive complexities. Indeed, it is possible to show that such dyadic step and interval guarantee dyadic rationals with no more than 3 extra additions. Then, $\hat{\beta}_m = \frac{m}{8}$ for $m = 1, 2, \ldots, 24$. We exclude $\hat{\beta}_0$ because such value generates a singular matrix. With $\hat{a} = 1$ and $\hat{\beta}_m$, it is generated a new matrix parametrically written as a function of $\hat{\beta}_m$ according to:

$$\hat{\mathbf{H}}(\hat{\beta}_m) = \mathbf{A}_3 \cdot \mathbf{A}_2 \cdot \mathbf{M}(1, \hat{\beta}_m) \cdot \mathbf{A}_1 \cdot \mathbf{P}, \quad (8)$$

which implies an approximate transform given by

$$\mathbf{y} = \left[ \hat{\mathbf{H}}(\hat{\beta}_m) \right] \cdot \mathbf{x} = \left[ \mathbf{A}_3 \cdot \mathbf{A}_2 \cdot \mathbf{M}(1, \hat{\beta}_m) \cdot \mathbf{A}_1 \cdot \mathbf{P} \right] \cdot \mathbf{x}. \quad (9)$$
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The fast algorithm for such factorization is shown in Figure 1 where the input and output coefficients are the entries of vectors $\mathbf{x}$ and $\mathbf{y}$ in (9), respectively. Each stage in the fast algorithm in Figure 1 corresponds to a matrix product in the factorization given in (9). Two arrows joining the same node means an addition operation, dashed lines correspond to multiplications by -1, and the multiplication by the coefficients $\hat{\beta}_m$ are explicit. The total additive complexity depends on the additive complexity associated with the multiplication by the term $\hat{\beta}_m$ in the dyadic representation. It requires 22 additions plus twice the complexity associated with $\hat{\beta}_m$.

First considering the (i) involutional approach, in which we employ the same matrix for direct and inverse transformation, we optimized the approximation search according to the deviation from diagonality $\delta[\mathbf{H}(\hat{\beta}_m) \cdot \mathbf{H}(\hat{\beta}_m)]$, the MSE, the coding gain, and the computational complexity. Then, for the (ii) non-involutional approach, we employed the same parametric search for both direct and inverse transformations. In this case, we allow the direct and inverse transformations to be different. For each obtained approximate DHT matrix $\mathbf{H}(\hat{\beta}_m)$, we search for an approximate inverse matrix $\mathbf{H}(\hat{\beta}_q)$ which minimizes the deviation from diagonality $\delta[\mathbf{H}(\hat{\beta}_m) \cdot \mathbf{H}(\hat{\beta}_q)]$.

The matrix $\mathbf{H}(\hat{\beta}_{11})$ presents the lowest MSE value; the matrix $\mathbf{H}(\hat{\beta}_{12})$ shows the highest coding gain; and the matrix $\mathbf{H}(\hat{\beta}_8)$ possesses the lowest computational cost. For the non-involutional approach, we found that the deviation from diagonality decreases when the matrix $\mathbf{H}(\hat{\beta}_{12})$ is taken as the quasi-inverse for $\mathbf{H}(\hat{\beta}_{11})$ and vice-versa. Also, the matrix $\mathbf{H}(\hat{\beta}_8)$ presents the matrix $\mathbf{H}(\hat{\beta}_{16})$ as its exact inverse, i.e., $\delta[\mathbf{H}(\hat{\beta}_8) \cdot \mathbf{H}(\hat{\beta}_{16})] = 0$. Table 1 shows the numerical representation and complexity for each parameter $\beta_m$ of the derived matrices. Figure-of-merit measurements are summarized in Table 2.

**Table 1:** Representation and complexity of multiplying $\beta_m$ parameters of each derived DHT approximate matrix (only additions and shifts are required)

| $m$ | $\beta_m$ | CSD representation | Complexity |
|-----|-----------|--------------------|------------|
|     |           |                    | Addition  | Shift |
| 8   | 1         | 1                  | 0         | 0     |
| 11  | 11/8      | $1 + \frac{1}{8}$ | 2         | 2     |
| 12  | 3/2       | $1 + \frac{1}{2}$ | 1         | 1     |
| 16  | 2         | 2                  | 0         | 1     |

The fast algorithm for the 8-point DHT. Dashed lines represent multiplications by -1.

Figure 1: Fast algorithm for the 8-point DHT. Dashed lines represent multiplications by -1.

Table 2: Representation and complexity of multiplying $\beta_m$ parameters of each derived DHT approximate matrix (only additions and shifts are required)
Three-Dimensional DHT: High-order Tensor, Mathematical Definition and Proposed Approximate Formalism

In the current Section, we cover the exact and approximate 3D DHT mathematical definition. We develop the exact 3D DHT definition based on high-order tensor formalism in Section 3.1. In Section 3.2, we propose a general algebraic definition for the approximate 3D case based on DHT approximate matrices, where we applied the proposed 8-point DHT approximations derived in the previous Section 2.3 to generate new \(8 \times 8 \times 8\) 3D DHT approximations. We also discuss their arithmetic complexity in Section 3.3.

### 3.1 High-order Tensor and Exact Three-dimensional DHT

In a general way, an \(R\)th-order tensor can be understood as an array with \(R\) indices [26]. In particular, a vector and a matrix are first- and second-order tensors, respectively. Let \(\mathcal{A}\) be an \(N_1 \times N_2 \times \cdots \times N_R\) \(R\)th-order tensor, whose entries are given by \(a[n_1, n_2, \ldots, n_R]\) and \(n_i = 0, 1, \ldots, N_i - 1\), for \(i = 1, 2, \ldots, R\). The \(i\)-mode product of such tensor by an \(H \times N_i\) matrix \(M\), denoted by \(\mathcal{A} \times_i M\), is a tensor \(\mathcal{B}\) of size \(N_1 \times \cdots \times N_{i-1} \times H \times N_{i+1} \times \cdots \times N_R\), whose entries are defined as [27]:

\[
b[n_1, \ldots, n_{i-1}, h, n_{i+1}, \ldots, n_R] \triangleq \sum_{n_i=0}^{N_i-1} a[n_1, \ldots, n_i, \ldots, n_R] \cdot m[h, n_i],
\]

where \(m[h, n_i]\) are the matrix \(M\) entries and \(h = 0, 1, \ldots, H - 1\).

Taking into account a matrix \(H\) of size \(N_i \times L\), a matrix \(D\) of size \(L \times N_i\), and an \(R\)th-order tensor \(\mathcal{F}\) of size \(N_1 \times N_2 \times \cdots \times N_i \times \cdots \times N_R\), it can be shown that [27]:

\[
\mathcal{F} \times_i (H \cdot D) = \mathcal{F} \times_i D \times_i H.
\]

The 3D DHT of a third-order tensor \(\mathcal{X}\) of size \(N_1 \times N_2 \times N_3\), whose entries are \(x[n_1, n_2, n_3]\), for \(n_i = 0, 1, \ldots, N_i - 1\) and \(i = 1, 2, 3\), is defined as the transform-domain third-order tensor \(\mathcal{Y}\), whose entries are given by:

\[
y[k_1, k_2, k_3] \triangleq \sum_{n_1=0}^{N_1-1} \sum_{n_2=0}^{N_2-1} \sum_{n_3=0}^{N_3-1} x[n_1, n_2, n_3] \cdot \mathrm{cas} \left( \frac{2\pi n_1 k_1}{N_1} + \frac{2\pi n_2 k_2}{N_2} + \frac{2\pi n_3 k_3}{N_3} \right),
\]

\[
k_i = 0, 1, \ldots, N_i - 1, \quad i = 1, 2, 3.
\]

Similarly to the 1D case, the inverse transformation is identical to the direct one, except for a scaling factor of \(1/(N_1N_2N_3)\).
i.e., it is given by
\[
x[n_1, n_2, n_3] = \frac{1}{N_1 N_2 N_3} \sum_{k_1=0}^{N_1-1} \sum_{k_2=0}^{N_2-1} \sum_{k_3=0}^{N_3-1} y[k_1, k_2, k_3] \cdot \text{cas} \left( \frac{2\pi n_1 k_1}{N_1} \right) \cdot \text{cas} \left( \frac{2\pi n_2 k_2}{N_2} \right) \cdot \text{cas} \left( \frac{2\pi n_3 k_3}{N_3} \right),
\]
\[n_1 = 0, 1, \ldots, N_1 - 1, \quad i = 1, 2, 3.\] (13)

In contrast to the 3D DCT and the 3D DFT, the 3D DHT does not present the separability property \[35\]. To overcome such behavior of the 3D DHT, it is defined the special 3D DHT (3D SDHT) \[58\[85\], which is separable and given by a tensor \(Y\) of size \(N_1 \times N_2 \times N_3\), whose entries are defined as
\[
y[k_1, k_2, k_3] = \sum_{n_1=0}^{N_1-1} \sum_{n_2=0}^{N_2-1} \sum_{n_3=0}^{N_3-1} x[n_1, n_2, n_3] \cdot \text{cas} \left( \frac{2\pi n_1 k_1}{N_1} \right) \cdot \text{cas} \left( \frac{2\pi n_2 k_2}{N_2} \right) \cdot \text{cas} \left( \frac{2\pi n_3 k_3}{N_3} \right),
\]
\[k_i = 0, 1, \ldots, N_i - 1, \quad i = 1, 2, 3.\] (14)

It is possible to show that the 3D SDHT can be expressed in terms of i-mode products \[10\] by the DHT matrix in each dimension \[3\] according to:
\[
Y = \mathbf{X} \times_1 \mathbf{H}_{(N_1)} \times_2 \mathbf{H}_{(N_2)} \times_3 \mathbf{H}_{(N_3)}.
\] (15)

Considering that \[38\]
\[
\text{cas}(\alpha + \beta + \gamma) = \frac{1}{2} \left( \text{cas}(\alpha) \cdot \text{cas}(\beta) \cdot \text{cas}(\gamma) + \text{cas}(\alpha) \cdot \text{cas}(\beta) \cdot \text{cas}(\gamma) \right)
\[
+ \text{cas}(\alpha) \cdot \text{cas}(\beta) \cdot \text{cas}(\gamma) - \text{cas}(\alpha) \cdot \text{cas}(\beta) \cdot \text{cas}(\gamma) \right),
\]
the 3D DHT tensor \(Y\) can be expressed in terms of rearranged versions of 3D SDHT tensor \(Y\) according to \(Y = \frac{1}{2} \left( Y^{(1)} + Y^{(2)} + Y^{(3)} - Y^{(4)} \right)\), where the entries of \(Y^{(1)}, Y^{(2)}, Y^{(3)},\) and \(Y^{(4)}\) are given respectively by:
\[
Y^{(1)}[k_1, k_2, k_3] = Y_{k_1, (N_2 - k_2)N_3, k_3],
Y^{(2)}[k_1, k_2, k_3] = Y_{k_1, k_2, (N_3 - k_3)N_3},
Y^{(3)}[k_1, k_2, k_3] = Y_{k_1, k_2, (N_3 - k_3)N_3},
Y^{(4)}[k_1, k_2, k_3] = Y_{(N_1 - k_1)N_1, (N_2 - k_2)N_2, (N_3 - k_3)N_3},
\]
\[k_i = 0, 1, \ldots, N_i - 1, \quad i = 1, 2, 3.\] (16)

and \((k)N\) indicates \((k\text{ modulo } N)\) \[66\ p. 142\]. The inverse transformation is computed by similar procedure including the scaling factor of \(1/(N_1 N_2 N_3)\): (i) first, compute the inverse 3D SDHT, given in terms of i-mode products \[27\] by:
\[
\mathbf{X} = \frac{1}{N_1 N_2 N_3} \cdot \mathbf{Y} \times_1 \mathbf{H}_{(N_1)} \times_2 \mathbf{H}_{(N_2)} \times_3 \mathbf{H}_{(N_3)};
\] (17)

(ii) then, compute \(X = \frac{1}{2} \left( X^{(1)} + X^{(2)} + X^{(3)} - X^{(4)} \right)\), where the entries of \(X^{(1)}, X^{(2)}, X^{(3)},\) and \(X^{(4)}\) are given analogously by \[16\].

3.2 General Mathematical Formulation for the Approximate 3D Case

Our objective in this section is the derivation of a general approach for approximating the exact 3D DHT, defined in \[12\]. We aim at proposing a method based on the 1D approximate matrix formalism describe in Section \[22\] and then extend to
the 3D case. The motivations for such approach are:

i) the 3D DHT approximation would have a straightforward mathematical relationship with a 1D DHT approximation version;

ii) a multidimensional fast algorithm based on the row-column approach can be proposed considering an 1D fast algorithm; and

iii) one-dimensional matrix approximation techniques as the one described in Section 2.2 and approximate matrices as derived in Section 2.3 can be employed to obtain 3D methods.

Then, instead of approximating directly (12), we primarily approximate the SDHT in (14) according to the tensor formalism in (15) and (16). Let $\mathcal{X}$ be an arbitrary third-order tensor of size $N_1 \times N_2 \times N_3$ and $\hat{\mathbf{H}}_{(N_1)}$, $\hat{\mathbf{H}}_{(N_2)}$, $\hat{\mathbf{H}}_{(N_3)}$ be arbitrary approximate DHT matrices. We define the 3D SDHT by replacing the exact matrices in (15) for the respective approximate matrices in each dimension, according to:

\[
\mathcal{Y}_s \triangleq \mathcal{X} \times_1 \hat{\mathbf{H}}_{(N_1)} \times_2 \hat{\mathbf{H}}_{(N_2)} \times_3 \hat{\mathbf{H}}_{(N_3)},
\]

where $\mathcal{Y}_s$ is the approximate 3D SDHT transform-domain third-order tensor. Then, we derive the approximate 3D DHT from the approximate 3D SDHT analogously to the exact case, according to the following:

\[
\mathcal{Y} \triangleq \frac{1}{2} \left( \mathcal{Y}_s^{(1)} + \mathcal{Y}_s^{(2)} + \mathcal{Y}_s^{(3)} - \mathcal{Y}_s^{(4)} \right).
\]

The inverse procedure is computed in a similar way. First, we compute

\[
\mathcal{X}_s = \mathcal{Y} \times_1 \hat{\mathbf{H}}^{-1}_{(N_1)} \times_2 \hat{\mathbf{H}}^{-1}_{(N_2)} \times_3 \hat{\mathbf{H}}^{-1}_{(N_3)}
\]

\[
= \mathcal{Y} \times_1 \left( \mathbf{H}_{(N_1)} \times_2 \mathbf{D}_{(N_2)} \times_3 \mathbf{D}_{(N_3)} \right) \times_1 \mathbf{D}_{(N_1)} \times_2 \mathbf{D}_{(N_2)} \times_3 \mathbf{D}_{(N_3)}
\]

\[
= \mathcal{Y} \times_1 \mathbf{D}_{(N_1)} \times_2 \mathbf{D}_{(N_2)} \times_3 \mathbf{D}_{(N_3)} \times_1 \hat{\mathbf{H}}_{(N_1)} \times_2 \hat{\mathbf{H}}_{(N_2)} \times_3 \hat{\mathbf{H}}_{(N_3)},
\]

where $\mathbf{D}_N$ is given by (7). In (20), we applied the property described in (11). The diagonal matrix product can be merged into the 3D dequantization step and completely eliminated from the transform computation step (16) (24) (80). Finally, we obtain $\mathcal{X} = \frac{1}{2} \left( \mathcal{X}_s^{(1)} + \mathcal{X}_s^{(2)} + \mathcal{X}_s^{(3)} - \mathcal{X}_s^{(4)} \right)$.

For the particular case $N_1 = N_2 = N_3 \triangleq N$, a single approximate matrix $\hat{\mathbf{H}}_{(N)}$ can be employed to compute the 3D DHT approximation by considering $\hat{\mathbf{H}}_{(N_1)} = \hat{\mathbf{H}}_{(N_2)} = \hat{\mathbf{H}}_{(N_3)} \triangleq \hat{\mathbf{H}}_{(N)}$. Thus, we have that:

\[
\mathcal{Y}_s = \mathcal{X} \times_1 \hat{\mathbf{H}}_{(N)} \times_2 \hat{\mathbf{H}}_{(N)} \times_3 \hat{\mathbf{H}}_{(N)},
\]

(21)

In this work, we focus on such particular case with $N = 8$. We consider the matrices derived in Section 2.3 applied to (21) to obtain a set of 3D DHT approximations.

### 3.3 Complexity Assessment

Let $C_{1D}(\mathbf{H}_N)$ be the arithmetic complexity of transformation represented by $\mathbf{H}_N$ for the 1D case (6). The aforesaid measure generically encompasses the multiplicative, additive and bit-shift complexities and it depends on the particular chosen algorithm for 1D transformation. In (21), there are two free indices ranging in $[0, N-1]$ for each $i$-mode product (10).

Consequently, there are $N^2$ 1D DHT computation (19) for each $i$-mode product. Then, the 3D SDHT arithmetic complexity $C_{3D}(\mathbf{H}_N)$ can be obtained from the 1D case according to:

\[
C_{3D}(\mathbf{H}_N) = 3N^2 \cdot C_{1D}(\mathbf{H}_N).
\]
Table 3: 3D computational complexity assessment

| Method                              | 3D complexity |
|-------------------------------------|---------------|
|                                     | Mult. | Add. | Shift |
| 3D DCT row-column on [56]           | 2112   | 5568 | 0     |
| 3D DHT row-column on Figure 1       | 384    | 5760 | 0     |
| 3D DHT by split-radix in [11]       | 384    | 5760 | 0     |
| Proposed 3D method based on \( \mathbf{H}(1) \) | 0      | 5760 | 0     |
| Proposed 3D method based on \( \mathbf{H}(\frac{1}{2}) \) | 0      | 6528 | 768   |
| Proposed 3D method based on \( \mathbf{H}(\frac{3}{7}) \) | 0      | 6144 | 384   |
| Proposed 3D method based on \( \mathbf{H}(2) \) | 0      | 5760 | 384   |

To obtain the 3D DHT, an overhead of \( 3N^3 \) additions are necessary. Thus, the total additive complexity is given by:

\[
A_{3D}(\mathbf{H}_N) = 3N^2 \cdot A_{1D}(\mathbf{H}_N) + 3N^3.
\]  

We applied the obtained matrices in Section 2.3 in (21). A set of 3D DHT approximations was obtained based on such matrices and the described formalism. Table 4 displays the total arithmetic complexity for each of the proposed \( 8 \times 8 \times 8 \) 3D DHT approximations. To calculate the 3D complexity, we applied the 1D complexity to (22) and (23) to obtain the approximate DHT from the approximate SDHT. For comparison, we included the arithmetic cost of the exact 3D DHT computation according to the row-column approach applied to fast algorithm in Figure 1 and to the split radix 3D DHT algorithm in [11]. We also included the complexity of computing the widely employed 3D DCT [12, 13, 17, 24, 44, 51, 52, 60, 74, 75, 88] using the row-column approach applied to the Loeffler 1D DCT algorithm [56], which presents the optimum multiplicative complexity of 11 multiplications [40] plus 29 additions. Since the 3D DCT is a separable transform, the 3D complexity is obtained from the 1D complexity directly by (22). The proposed 3D method based on matrix \( \mathbf{H}(1) \) presents equal additive complexity to the exact methods. The additive complexities of the other proposed methods increase slightly. However, all proposed methods present null multiplicative complexity, which is a significant advantage since multiplication operations generally demands more hardware and energy resources [8, 53, 64].

4 DICOM Data Compression Simulation

We employed the proposed 3D DHT approximations in the 3D DHT-based medical image compression algorithm proposed in [80]. We selected ten X-ray angiograms (XA) and ten magnetic resonance (MR) available in [4, 54, 67, 73] with varied resolutions of \( 256 \times 256 \) or \( 512 \times 512 \) and with varied number of frames/slices. Each XA or MR data can be represented by a three-dimensional array, i.e., a third-order tensor as described in Section 3.1. Each third-order tensor was divided into smaller blocks of size \( 8 \times 8 \times 8 \) and then submitted to the 3D transformation as defined in (21) and (19). Instead of considering the zigzag scheme defined in [80], in which a 2D DHT-based zigzag pattern is considered for each frame of the 3D transformed block—we have considered a truly 3D experimental zigzag pattern, which was obtained by averaging the amount of energy of the transform domain signal concentrated in each coefficient and, thus, ordering in a monotonic decreasing fashion. The transform-domain block was then applied to the zigzag scheme as explained above. For comparison, we employed the 3D DCT [75] in our simulation. Particularly for such case, we considered the usual zigzag pattern for the 3D DCT [12].

Subsequently the data was compressed at a fixed bitrate [7] by preserving only a constant number \( L \) of the first zig-zag coefficients which contain the most part of signal energy. In the full 3D DHT-based codec implementation, only these \( L \) preserved coefficients need to be encoded by the entropy coding [70], such as Huffman coding algorithm, and then stored and/or transmitted. However, because the goal of our work is to analyze the effect of the 3D transform block and
Figure 2: Average PSNR and SSIM versus bitrate of the 3D DCT, the 3D DHT, and the proposed methods for XA data.

Also because the entropy algorithms are lossless — do not interfere in image visual quality — we did not consider entropy coding in the present experiment. The bitrate is given in bit per voxel (bpv) and computed according to \( \text{bitrate} = \frac{T_b}{T_v} \), where \( T_b \) is the size of the compressed image in total of bits and \( T_v \) is the total of voxels. For \( 8 \times 8 \times 8 \) blocks, \( T_v = 512 \). The fixed number \( L \) of retained coefficients determines the fixed bitrate for the present compression procedure. For instance, considering 8-bits DICOM data, to preserve 128 coefficients results in bitrate of \( \text{bitrate} = \frac{T_b}{T_v} = \frac{8 \times 128}{512} = 2 \) bpv.

By varying the amount \( L \) of coefficients retained, we ranged the bitrate for each image in the interval \([0.125, 7.125]\) with step of 0.5. The data compression procedure in our experiment for a fixed bitrate is described as follows:

**Coding step 1:** divide the 3D data into \( B \) blocks of size \( 8 \times 8 \times 8 \);

**Coding step 2:** compute the 3D transform of each \( 8 \times 8 \times 8 \) block, resulting in \( B \) transform-domain blocks of the same size;

**Coding step 3:** vectorize each transform domain-block employing the 3D zigzag pattern, resulting in \( B \) zigzag vector of length \( 8^3 = 512 \);

**Coding step 4:** keep only the first \( L \) coefficients of each zigzag vector, discarding the remaining \( 512 - L \).
The data reconstruction procedure in our experiment for a fixed bitrate is described as follows:

**Decoding step 1:** Reconstruct $B$ 512-length vectors employing the first $L$ preserved coefficients and filling the last $512 - L$ coefficients with zeros;

**Decoding step 2:** Employ the inverse 3D zigzag scheme to restore $B$ $8 \times 8 \times 8$ compressed transform-domain blocks;

**Decoding step 3:** Compute the inverse 3D transform of each $8 \times 8 \times 8$ block, resulting in $B$ image-domain recovered blocks of the same size;

**Decoding step 4:** Employ the $B$ recovered image-domain blocks of size $8 \times 8 \times 8$ to reconstruct the compressed 3D data.

As figure of merit measures for performance evaluation, it was utilized the peak signal-to-noise ratio (PSNR) [7] p. 9 and the structural similarity index (SSIM) [84]. The average between each metric obtained from each array was considered and weighted according to the number of blocks of each array. Our simulations showed that the discussed methods offer a similar behavior, except for the involutional method $\hat{H}(1)/\hat{H}(1)$. In fact, such method generates the highest deviation from diagonality, as shown in Table 2 which introduces large error when computing the inverse transformation. Thus,
Figure 4: Relative PSNR and SSIM versus bitrate of the proposed methods related to the exact 3D DHT for XA arrays.

we excluded this case from our analysis. It is presented in Figure 2 and Figure 3 the average result for XA and MR, respectively, for all the considered methods and different bitrates. These results are also presented in Table 4 and in Table 5.

Generally, all the methods present better performance at compressing XA data than MR data. For such case, the exact 3D DHT and the proposed approximate versions present better performance than the 3D DCT in terms of PSNR for the bitrate ranging from 1 bpv to 6 bpv. For instance, at 2 bpv, the exact 3D DHT and the proposed $3D \hat{H}(\frac{3}{2})/3D \hat{H}(\frac{11}{8})$ present 10.7 % and 10.6 % higher PSNR than the 3D DCT, respectively; for 6 bpv, such values are 5.2 % and 4.2%, respectively. In terms of SSIM, the 3D DCT outperform the 3D DHT and the proposed methods in the shorter range of (0 bpv, 2 bpv). For instance, at 2 bpv, the exact 3D DHT and the proposed $3D \hat{H}(\frac{3}{2})/3D \hat{H}(\frac{11}{8})$ present 0.28 % and 0.23 % lower SSIM than the 3D DCT, respectively; whereas for 6 bpv they present 0.03 % and 0.02 % higher SSIM than the 3D DCT, respectively.

The results for compressing MR data are very close, with the 3D DCT presenting slightly lower PSNR values for low bitrates (<2 bpv) and higher values for high bitrates (>5 bpv). For example, at 1 bpv, the exact 3D DHT and the proposed $3D \hat{H}(\frac{3}{2})/3D \hat{H}(\frac{11}{8})$ present 2.8 % and 2.8 % higher PSNR than the 3D DCT, whereas, for 6 bpv, they present 3.7 % and 5.5 % lower PSNR than the 3D DCT. Generally, all the methods present a competitive performance compared to the 3D DCT. However, the exact 3D DHT shows a substantial reduction in the multiplicative complexity of of 81.8 % (see Table 3), while all the proposed 3D DHT approximations present 100 % of multiplicative complexity reduction.

Hence, we focus on comparing the proposed 3D DHT approximations with the exact 3D DHT. In Figure 2 and Figure 3 it is shown a comparison of the proposed methods with the original 3D DHT, in which it is presented the relative PSNR and SSIM compared to the exact 3D DHT-based compression.

For low bitrates (< 2 bpv) the general performance is higher than 98% in terms of PSNR and 99% in terms of SSIM compared to the exact 3D DHT. For XA images, specifically, the performance of the proposed methods is higher than 99.5% in terms of SSIM. The simulations suggest that all methods present better performance at compressing XA than MR images. When increasing the bitrate, the 3D DHT approximations relative PSNR decrease compared to the 3D DHT. Such percentage difference occurs because, for the exact 3D DHT, the exact inverse 3D DHT is employed to reconstruct the image and thus it achieves perfect reconstruction when the bitrate $\to 8$ bpv, which results in $\text{PSNR} \to \infty$. The proposed 3D DHT approximations, however, consider low-complexity approximate versions for the their inverse 3D transformations. Then, they do not achieve the perfect reconstruction when $\to 8$ bpv and the relative PSNR will increase for high bitrates. Such
Table 4: Average PSNR (dB) and SSIM measures (respectively) for each method for different bitrates for XA datas

| Method       | Bitrate |       |       |       |       |       |       |       |
|--------------|---------|-------|-------|-------|-------|-------|-------|-------|
|              | 0.125   | 1.125 | 2.125 | 3.125 | 4.125 | 5.125 | 6.125 | 7.125 |
| 3D DHT       | 29.62   | 38.73 | 43.52 | 46.33 | 48.46 | 50.52 | 53.05 | 57.28 |
|              | .8815   | .9471 | .9730 | .9840 | .9988 | .9935 | .9963 | .9986 |
| 3D DCT       | 30.89   | 36.64 | 39.30 | 41.36 | 43.56 | 45.77 | 50.40 | 57.04 |
|              | .9047   | .9616 | .9758 | .9838 | .9890 | .9929 | .9960 | .9986 |
| \( \hat{H}(\frac{11}{8})/\hat{H}(\frac{11}{8}) \) | 29.62   | 38.68 | 43.34 | 45.98 | 47.90 | 49.63 | 51.56 | 54.11 |
|              | .8815   | .9469 | .9728 | .9837 | .9895 | .9932 | .9960 | .9986 |
| \( \hat{H}(\frac{3}{2})/\hat{H}(\frac{3}{2}) \) | 29.61   | 38.49 | 42.77 | 44.97 | 46.40 | 48.28 | 50.23 | 52.54 |
|              | .8815   | .9470 | .9729 | .9838 | .9897 | .9934 | .9962 | .9986 |
| \( \hat{H}(\frac{11}{8})/\hat{H}(\frac{3}{2}) \) | 29.61   | 38.71 | 43.46 | 46.21 | 48.27 | 50.23 | 52.54 | 56.05 |
|              | .8815   | .9470 | .9729 | .9838 | .9897 | .9934 | .9962 | .9986 |
| \( \hat{H}(1)/\hat{H}(2) \)                | 29.35   | 38.44 | 43.10 | 45.81 | 47.79 | 49.88 | 52.41 | 56.96 |
|              | .8773   | .9444 | .9706 | .9822 | .9883 | .9925 | .9957 | .9985 |
| \( \hat{H}(2)/\hat{H}(1) \)                | 29.40   | 38.45 | 43.11 | 45.87 | 47.87 | 49.83 | 52.33 | 56.92 |
|              | .8775   | .9446 | .9707 | .9824 | .9885 | .9924 | .9956 | .9985 |

Table 5: Average PSNR (dB) and SSIM measures (respectively) for each method for different bitrates for MR datas

| Method       | Bitrate |       |       |       |       |       |       |       |
|--------------|---------|-------|-------|-------|-------|-------|-------|-------|
|              | 0.125   | 1.125 | 2.125 | 3.125 | 4.125 | 5.125 | 6.125 | 7.125 |
| 3D DHT       | 27.40   | 33.13 | 36.68 | 40.15 | 43.30 | 46.95 | 51.07 | 57.07 |
|              | .7145   | .8668 | .9332 | .9682 | .9832 | .9920 | .9966 | .9990 |
| 3D DCT       | 25.67   | 32.23 | 36.70 | 39.72 | 43.06 | 48.03 | 53.04 | 61.09 |
|              | .6985   | .8568 | .9274 | .9600 | .9798 | .9921 | .9969 | .9992 |
| \( \hat{H}(\frac{11}{8})/\hat{H}(\frac{11}{8}) \) | 27.39   | 33.09 | 36.57 | 39.91 | 42.77 | 45.80 | 48.61 | 51.21 |
|              | .7136   | .8660 | .9313 | .9668 | .9816 | .9905 | .9950 | .9974 |
| \( \hat{H}(\frac{3}{2})/\hat{H}(\frac{3}{2}) \) | 27.36   | 32.94 | 36.24 | 39.19 | 41.43 | 43.46 | 44.96 | 45.99 |
|              | .7108   | .8625 | .9273 | .9624 | .9770 | .9856 | .9901 | .9924 |
| \( \hat{H}(\frac{11}{8})/\hat{H}(\frac{3}{2}) \) | 27.40   | 33.09 | 36.63 | 40.03 | 43.11 | 46.53 | 50.10 | 54.21 |
|              | .7142   | .8662 | .9320 | .9676 | .9826 | .9915 | .9961 | .9985 |
| \( \hat{H}(\frac{3}{2})/\hat{H}(\frac{11}{8}) \) | 27.40   | 33.12 | 36.64 | 40.07 | 43.12 | 46.55 | 50.12 | 54.25 |
|              | .7142   | .8664 | .9321 | .9678 | .9827 | .9915 | .9961 | .9985 |
| \( \hat{H}(1)/\hat{H}(2) \)                | 27.40   | 32.52 | 36.00 | 38.92 | 42.27 | 45.57 | 49.39 | 54.57 |
|              | .7145   | .8549 | .9236 | .9602 | .9793 | .9896 | .9953 | .9984 |
| \( \hat{H}(2)/\hat{H}(1) \)                | 27.40   | 32.70 | 36.04 | 39.03 | 42.27 | 45.57 | 49.36 | 54.66 |
|              | .7145   | .8563 | .9242 | .9612 | .9793 | .9896 | .9953 | .9984 |
Figure 5: Relative PSNR and SSIM versus bitrate of the proposed methods related to the exact 3D DHT for MR arrays.

Effect is not observed in the relative SSIM values because the SSIM measure ranges in the closed interval $[0, 1]$. Instead, the relative SSIM increases with the bitrate. Furthermore, the absolute PSNR values show that the performance for bitrates higher than 4 bpv are higher than 40 dB for all the methods. Thus, the relative PSNR does not capture the actual perceived image quality difference. As a demonstration of such aspect, a qualitative comparison is shown in Figure 6 for a slice of an XA compressed at 4 bpv employing some of the proposed methods. The compressed images are very close to the uncompressed image and the approximate methods performances are practically indistinguishable when compared to the exact 3D DHT.

Such results show that our proposed approximate 3D DHT-based methods are as suitable to coding medical images as the exact 3D DHT-based method in [80] at a considerable lower complexity cost. Generally, the proposed approximate methods present more than 98% of SSIM performance relative to the original method at a much lower computational cost.

5 Time and Memory Complexity Assessment

In the present Section, we aim at analyzing the time and memory complexity of the proposed 3D approximate transforms in a real-time processing scenario and compare them with the both traditional 3D DHT and 3D DCT. To demonstrate the appropriateness of the proposed methods in real-time embedded applications, we implemented the proposed 3D transforms in an ARM Cortex-M0+ processor. The ARM Cortex cores have been widely adopted in low-power and real-time embedded applications, such as internet of things devices [41, 65, 89].

We employed the Raspberry Pi Pico board [81], which is equipped with the recently introduced RP2040 microcontroller. The RP2040 is a low cost and low power chip designed by Raspberry Pi, presenting a dual-core ARM Cortex-M0+ processor with 264KB internal random access memory. In addition, we considered the C language with the Software Development Kit (SDK) libraries for C/C++ [82] in our code implementation.

Following the mathematical development of Section 3, we implemented the 3D transforms by means of several 1D algorithms for each vector in each dimension. Such procedure is employed to compute the 3D SDHT, the proposed 3D SDHT approximations and the 3D DCT. To compute the 1D algorithms for the DHT and the proposed approximate versions, the flow-graph of Figure 1 is implemented. For the DCT case, we considered the Loeffler algorithm [56], which is optimum in terms of multiplicative complexity of the DCT [40]. The procedure is summarized as follows:
Figure 6: Qualitative assessment for XA slice at 4 bpv compression rate.

i) compute 64 1D transforms of each row (1st dimension);

ii) transpose the array by shifting dimensions, i.e., $n_1 \times n_2 \times n_3$ turns to $n_2 \times n_3 \times n_1$;

iii) compute 64 1D transforms of each row of the transposed array (2nd dimension);
Table 6: Execution time for each 3D method and the respective percentage reduction compared to the 3D DCT execution time employing the RP2040 microcontroller

| Method | Elapsed time (ms) | reduction to 3D DCT | reduction to 3D DHT |
|--------|-------------------|---------------------|--------------------|
| 3D DCT row-column on [58] | 36457 | — | — |
| 3D DHT row-column on Figure [1] | 11650 | 68.04 % | — |
| Proposed 3D method based on $\hat{H}(1)$ | 3200 | 91.22 % | 72.53 % |
| Proposed 3D method based on $\hat{H}(\frac{11}{8})$ | 3637 | 90.02 % | 68.78 % |
| Proposed 3D method based on $\hat{H}(\frac{3}{2})$ | 3513 | 90.36 % | 69.84 % |
| Proposed 3D method based on $\hat{H}(2)$ | 3521 | 90.34 % | 69.77 % |

iv) transpose the array by shifting dimensions, i.e., $n_2 \times n_3 \times n_1$ turns to $n_3 \times n_1 \times n_2$;

v) compute 64 1D transforms of each row of the transposed array (3rd dimension);

vi) transpose the array back to its original position by shifting dimensions, i.e., $n_3 \times n_1 \times n_2$ turns to $n_1 \times n_2 \times n_3$.

Next, it is required to employ the 3D SDHT (or an approximate version) to compute the 3D DHT (or an approximate version) according to (16) and (19). Such operation requires only additions, as described in Section 3.3 and it is implemented with a triple “for” loop. Notice that the 3D DCT does not require such procedure because it is already a separable transform.

Our implementation is performed sequentially in a single core and considers $8 \times 8 \times 8$ input arrays of 32-bits integers. For the exact 3D DHT and the 3D DCT cases, the multiplications by the irrational quantities are performed via floating point multiplication, i.e., the input integer coefficient is converted to floating point representation (via type casting), multiplied by the irrational constant, and then converted back to integer. On the other hand, for the proposed approximate 3D DHTs, the multiplications by the dyadic rationals are realized by integers bitshifts and additions only, according to Table 1. Thus, the proposed methods do not require any multiplication operation at all, as presented in Section 3.3.

We compute the 3D transforms of 8,192 blocks of size $8 \times 8 \times 8$, randomly generated. For instance, such number of blocks is equivalent to a full DICOM data of size $265 \times 256 \times 64$. Our goal is to analyze the elapsed time and the memory usage for each 3D transform employed in the present experiment. The time elapsed was obtained employing the RP2040 timestamp function available in the SDK library. The results are shown in Table 6. We repeated the above experiment fifty times and considered the average time elapsed.

It can be observed that the proposed methods present a substantial reduction in terms of execution time compared to both the 3D DCT and the 3D DHT. Particularly, the proposed 3D method based on $\hat{H}(1)$ presented the fastest execution of 3200 ms, which corresponds to percentage reductions compared to the 3D DCT and 3D DHT of 91.22 % and 72.53 %, respectively. Such result is expected since such 3D method presents the lowest arithmetic complexity, as shown in Table 4. Generally, all the proposed 3D methods present significant reduction in execution time, with percentage reduction compared to the 3D DCT and 3D DHT of ~90 % and ~70%. Such results are consequence of the fact the proposed methods present null multiplicative complexity.

For the memory usage, we analyzed the memory usage observing the compiler output Executable and Linkable Format (ELF) file [2]. We considered the .text segment, which is a measure of the code length [3] p. 64), and the the .data and the .bss segments, which hold the initialized and uninitialized data, respectively, and measure together the statically allocated memory [3] p. 62] — we did not employ dynamic allocation in the present experiment. The memory usage for each method is shown in Table 7. In general, all the methods present the same usage for statically allocated memory and minor difference in code length. Such result is expected since the proposed methods address the reduction in arithmetic complexity, which results in a faster execution but preserve the same structure in terms of transform and vector lengths.
6 Conclusion

In the present work, we proposed a mathematical formulation for approximating the 3D DHT based on tensor formalism. A parametric exhaustive search for deriving approximations for the DHT matrix was performed. A set of quasi-orthogonal approximate DHT matrices was presented. Such matrices are optimized according to performance, arithmetic complexity and quasi-orthogonality measures.

A collection of $8 \times 8 \times 8$ multiplierless 3D DHT approximations based on the derived approximate matrices was proposed. The derived 3D transforms were applied to the 3D DHT-based DICOM medical image coding scheme in [80]. We also included the 3D DCT for comparison. The results showed very close performance (> 98% in terms of SSIM relative to the original method) at a considerable lower computational cost (100% multiplicative complexity reduction). The proposed methods are realistic low-complexity coding algorithms that can be employed in medical image compression, transmission and storage systems presenting rigorous energy and hardware resources constraints.

Furthermore, we have implemented the proposed methods as well as the classical 3D DCT and 3D DHT in an ARM Cortex-M0+ processor employing the recently introduced Raspberry Pi Pico board. We analyzed the execution time and memory consumption. The results show a noticeable execution time reduction of ~ 90% and ~ 70% compared to the 3D DCT and the 3D DHT, respectively, whereas the memory usage is not significantly affected. Thus, we conclude that the main advantage of the proposed methods is the lower arithmetic cost which allow lower execution time at minor degradation in performance, which suggests a favorable trade-off.

As limitations of the present work, we mention:

i) the quasi-orthogonality property introduces error in the 3D inverse computation. This error is negligible for low bitrates. It tends, however, to be more prominent in terms of relative PSNR at high bitrates compared to the exact 3D DHT; this increase is not observed for the SSIM metric, which suggests that the error is almost unnoticeable for the human vision;

ii) the proposed methods do not reduce the memory usage. This property is expected since the transforms are designed to have reduced arithmetic complexity, but they still present the same input and output sizes and the same transform lengths.

For future work, we suggest:

i) implementing dedicate circuits in FPGA and ASICs for computing the proposed 3D DHT in order to evaluate the components and area reduction;

ii) evaluating how well the proposed methods perform to compress natural videos and other 3D image data;

iii) expanding the current approach for higher lengths 3D transforms, such as transforms of sizes $16 \times 16 \times 16$ and $32 \times 32 \times 32$.

Table 7: Memory usage for each 3D method employing the RP2040 microcontroller

| Method | Memory usage (bytes) |
|--------|-----------------------|
|        | .text | .data + .bss |
| 3D DCT row-column on [56] | 30160 | 1072 + 3428 = 4500 |
| 3D DHT row-column on Figure 1 | 29904 | 1072 + 3428 = 4500 |
| Proposed 3D method based on $\hat{H}(1)$ | 29472 | 1072 + 3428 = 4500 |
| Proposed 3D method based on $\hat{H}(11/8)$ | 29416 | 1072 + 3428 = 4500 |
| Proposed 3D method based on $\hat{H}(3/2)$ | 29376 | 1072 + 3428 = 4500 |
| Proposed 3D method based on $\hat{H}(2)$ | 29376 | 1072 + 3428 = 4500 |
iv) investigating the relation of the DHT and its approximate versions with the graph Fourier transform and possible applications in wireless sensor networks;

v) investigating higher dimension DHT approximations such as 4D DHT and 5D DHT and possible applications at compressing multidimensional image data such as lightfield data.
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