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Abstract

Model extraction attacks are a kind of attacks where an adversary obtains a machine learning model whose performance is comparable with one of the victim model through queries and their results. This paper presents a novel model extraction attack, named TEMPEST, applicable on tabular data under a practical data-free setting. Whereas model extraction is more challenging on tabular data due to normalization, TEMPEST no longer needs initial samples that previous attacks require; instead, it makes use of publicly available statistics to generate query samples. Experiments show that our attack can achieve the same level of performance as the previous attacks. Moreover, we identify that the use of mean and variance as statistics for query generation and the use of the same normalization process as the victim model can improve the performance of our attack. We also discuss a possibility whereby TEMPEST is executed in the real world through an experiment with a medical diagnosis dataset. We plan to release the source code for reproducibility and a reference to subsequent works.

Introduction

Background

Machine learning models are becoming more valuable because machine learning models are proven useful in various applications. In general, construction of a useful machine learning model is very costly, mainly because collecting a large amount of data for training and the training process itself require much effort, computation, and financial cost. For example, construction of an XLNet model (Yang et al. 2019) costs $61,000 – $250,000. Hence, many research works in recent years have focused on model extraction attacks, in which an adversary can obtain a duplicate (called substitute model) of a victim machine learning model through query access to it. Juuti et al. (2019), Orekondy, Schiele, and Fritz (2019), Juuti et al. (2019), Orekondy, Schiele, and Fritz (2019), Truong et al. (2021), Pal et al. (2020), Kariyappa, Prakash, and Qureshi (2021). Model extraction attack enables an adversary to effectively construct a substitute model of a victim model, without incurring costs for data collection and model training. Recent literature presents successful attacks against models for various applications, such as natural language processing models (Krishna et al. 2019) and generative models of images (Szyller et al. 2021). Such attacks may lead to unauthorized use of an expensive model, and revenues of an owner of the victim model are impaired. Therefore, model extraction attack is a serious problem to machine learning applications.

In this paper, we present a novel model extraction attack against models for tabular data, named TEMPEST (Tabular Extraction from Model by Public and External Statistics). Supposing that an adversary could only access publicly and externally available statistical information (e.g., mean and variance) about the training dataset of the victim model, our model extraction attack is effective against

Contribution

In this paper, we demonstrate to answer this question: how can we realize a more realistic and practical model extraction attack against models for tabular data? Tabular data are the most common data structure in real-world machine learning applications (Arik and Pfister 2021), such as a medical dataset consisting of a patient’s body weight and blood pressure, a financial dataset consisting of customer’s preference and sales. Thus, we expect that investigating the above question is beneficial to a variety of practical machine learning applications. However, general-purpose technique to speed up convergence of model training, which is effective on image and natural language data, is not easily applicable on tabular data (Yoon et al. 2020). Also, most previous studies focus on image classification models and do not imply that they are applicable to the classification of tabular data.
classification models for tabular data. The above assumption can be regarded as a practical version of the data-free setting proposed in recent literature [Truong et al. 2021; Kariyappa, Prakash, and Qureshi 2021], where an adversary does not have any sample from the training dataset of the victim model. In this sense, our model extraction attack belongs to a novel attack class.

TEMPEST generates adequate query data for model extraction by leveraging publicly available statistical information that includes values, e.g., mean, variance, minimum, and maximum, close to the training dataset. As discussed in Section of Difficulty of Data-free Model Extraction on Tabular Data, this assumption is more realistic than data-free setting in previous studies [Kariyappa, Prakash, and Qureshi 2021].

We conduct experiments with tabular datasets, and show that TEMPEST can construct substitute models whose performance is comparable with the state-of-the-art attack in PRADA [Juuti et al. 2019], which requires initial samples from the victim’s training data, and a typical data-free attack. Moreover, we find desirable conditions for TEMPEST’s query data generation from publicly available statistical information: use of mean and variance and use of the same normalization as the victim model. They improve the performance of TEMPEST as shown in Section of Discussion.

In this section, we explain basic definitions of machine learning models and model extraction attacks.

### Related Work

Research on model extraction attacks aims to reduce back-ground knowledge of an adversary. The first model extraction attack [Tramer, Zhang, and Juels 2016] requires an adversary to own about 20% training data of a victim model. The subsequent works [Papernot et al. 2017, Juuti et al. 2019] presented attacks whereby an adversary estimates data distribution for query generation through adversarial examples [Szegedy et al. 2014] based on a small amount of initial samples from the training dataset. Afterward, attacks based on a substitute dataset [Orekondy, Schiele, and Fritz 2019, Pal et al. 2020], whose data distribution is similar to the training data of a victim model, were presented. However, it is often difficult to prepare such a substitute dataset. In recent years, data-free model extraction attacks [Truong et al. 2021, Kariyappa, Prakash, and Qureshi 2021] were presented, where an adversary obtains a substitute model only by querying to a victim model without background knowledge. TEMPEST is a more practical and feasible model extraction attack in the data-free setting as described in Section of Discussion.

TEMPEST is a more practical and feasible model extraction attack in the data-free setting as described in Section of Discussion.

**Accuracy** is a metric to measure how a substitute model $M_A$ can infer accurately. It is defined as $\Pr_{x_{val} \sim D_{val}}[\arg\max_{i \in [1,m]} M_A(x_{val}) = y]$. $A$ can evaluate the performance of $M_A$ by its accuracy.

**Fidelity** is a metric to measure how outputs of a substitute model $M_A$ and a victim model $M_Y$ are identical. It is defined as $\Pr_{x_{val} \sim D_{val}}[\arg\max_{i \in [1,m]} M_A(x_{val}) = \arg\max_{i \in [1,m]} M_Y(x_{val})]$. $A$ can evaluate the behavior of $M_A$ compared with $M_Y$.

The two evaluation metrics mentioned above represent different goals of an adversary $A$. Accuracy is useful when $A$ puts importance on performance on unseen test data, e.g., to develop a better service with the substitute model $M_A$ by exploiting the victim model $M_Y$. On the other hand, fidelity is useful when $A$ wants to mimic the behavior of $M_Y$.

### Difficulty of Data-free Model Extraction on Tabular Data

Our finding attack, TEMPEST, is a model extraction attack against tabular data models under a reasonable data-free setting. As described the detail of TEMPEST in the next section, we describe the technical problems of the previous
attacks under data-free settings (Kariyappa, Prakash, and Qureshi 2021; Truong et al. 2021) below.

The primary problem of the previous attacks is that data normalization is not considered. In those settings, it is assumed that an adversary can automatically normalize query data in the range of 0–1, which is identical to a victim model. However, in general, the adversary may not know how data is normalized, and thus the assumption in the previous attacks significantly narrows the scope of attacks applicable in the real world. For instance, in the case of images processing, features are in the range of 0–255 as pixel values or are naturally given by formats such as JPEG and PNG. In contrast, tabular data deals with various features, e.g., body height and blood pressure. It indicates that, in tabular data models, a range of data may differ for each feature.

If the adversary normalizes the data without knowledge about their ranges, the performance of the substitute model will no longer be improved unless the normalization process matches that of the victim model. The problems mentioned above make the previous data-free attacks challenging to apply to systems in the real world.

In this paper, to solve these problems, we examine the hypothesis that the performance of a data-free model extraction attack can be improved by using publicly available statistical information. Roughly speaking, an adversary can execute a model extraction attack under data-free settings when she can access statistical information such as the mean or a pair of maximum and minimum input values that the victim model may use in training. For example, in some countries, one can utilize statistical information such as mean annual income as financial data or mean body height and weight for each age group and gender as healthcare data. We presume that the use of such statistical information can be practical and realistic for significant varieties of tabular data.

**TEMPEST Attack**

In this section, we present a model extraction attack called TEMPEST (Tabular Extraction from Model by Public and External STratistics). As mentioned above, by leveraging publicly available statistical information, TEMPEST can realize a substitute model with performance comparable with PRADA (Juuti et al. 2019), which is an existing attack with training samples, only by querying to the victim model, i.e., under the data-free setting. We first describe an overview of TEMPEST and then explain its algorithms in detail.

**Overview**

Figure 1 shows an overview of TEMPEST. The main idea is the generation of query data to a victim model via statistical information before the training of a substitute model.

First, in TEMPEST, an adversary generates query data to obtain input-output pairs for training her substitute model. Specifically, for each feature values presumably used in training of the victim model, she generates query data from publicly available statistical information (referred to as public information for short). For instance, the statistical information includes the mean, the variance, or the pair of the minimum and the maximum of the feature values. Consequently, the adversary can prepare a suitable dataset for querying the victim model. Next, the adversary queries the victim model with the dataset and then trains the substitute model with the queries and their inference results.

Through the process mentioned above, the adversary can execute the model extraction via APIs of the victim model. In doing so, the adversary need no knowledge about the normalization process of data for the victim model. Regarding the normalization for the substitute model, the adversary can choose the most effective normalization process by trying multiple normalization processes simultaneously under the public information obtained by the adversary. Consequently, the adversary can optimize the training of the substitute model independently of the victim model’s normalization process and can execute a model extraction against tabular data models under a realistic setting.

**Algorithm 1: Data Generation of TEMPEST**

```plaintext
Require: Victim model \( M_V \), substitute model \( M_A \), statistical information \( X_P \), data generation \( gen\_mode \).
Ensure: Adversary’s training data \( X_A \).
1: \( stat\_params \leftarrow \text{SELECT\_PUBLIC\_KNOWLEDGE}(X_P) \)
2: if \( gen\_mode == "Gen\_var" \) then
3: \( mean, var \leftarrow stat\_params \)
4: \( X_A \leftarrow \text{Gaussian}(mean, var) \)
5: else if \( gen\_mode == "Gen\_min" \) then
6: \( min, max \leftarrow stat\_params \)
7: \( X_A \leftarrow \text{Uniform}(min, max) \)
8: end if
9: return \( X_A \)
```

querying the victim model. Next, the adversary queries the victim model with the dataset and then trains the substitute model with the queries and their inference results.

Through the process mentioned above, the adversary can execute the model extraction via APIs of the victim model. In doing so, the adversary need no knowledge about the normalization process of data for the victim model. Regarding the normalization for the substitute model, the adversary can choose the most effective normalization process by trying multiple normalization processes simultaneously under the public information obtained by the adversary. Consequently, the adversary can optimize the training of the substitute model independently of the victim model’s normalization process and can execute a model extraction against tabular data models under a realistic setting.

**Attack Method**

Here, we describe the details of TEMPEST’s attack method. TEMPEST is composed of two parts: data generation and training of the substitute model.

Algorithm 1 shows the data generation process. In this algorithm, the adversary generates the training data for the substitute model by leveraging the public information. There are two ways to do this: using the mean and the variance data (denoted by Gen_var), or using the minimum and the maximum values (denoted by Gen_min). The Gen_var process corresponds to lines 2–4. In the Gen_var process, the adversary obtains the mean \( mean \) and variance \( var \) for
Algorithm 2: Training of Substitute Model

Require: Victim model $M_V$, substitute model $M_A$, statistical information $X_P$, adversary’s training data $X_A$, normalization parameter $S_V$ of the victim model.

Ensure: Substitute model $M_A$.

1: procedure QUERY($M_V, X_A$)
2: $X_A' \leftarrow \text{Victim\_normalization}(X_A, S_V)$
3: return $M_V(X_A')$
4: end procedure
5: $c_A \leftarrow \text{QUERY}(M_V, X_A)$
6: $X_A'' \leftarrow \text{Adversary\_normalization}(X_A)$
7: $D_A \leftarrow (X_A'', c_A)$
8: $M_A \leftarrow \text{Training}(M_A, D_A)$
9: return $M_A$

Table 1: Datasets and accuracy of baseline models

| Dataset | Features | Instances | Classes | Accuracy |
|---------|----------|-----------|---------|----------|
| Adult   | 4        | 32500     | 2       | 81.7%    |
| Cancer  | 32       | 569       | 2       | 98.9%    |
| Diabetes| 9        | 768       | 2       | 76.1%    |
| Arrhythmia | 279     | 452      | 16      | 64.3%    |

Each feature from the public information and then generates data under their normal distribution. On the other hand, the Gen_min process corresponds to lines 5–7. In the Gen_min process, the adversary obtains the minimum $\min$ and maximum $\max$ for each feature from the public information and then generates data under the uniform distribution in the range of $\min$ and $\max$. The generated data described above are utilized for the training in Algorithm 2.

Next, Algorithm 2 shows the training algorithm for the substitute model. The adversary queries the victim model with the generated data in lines 1–4. Note that, although the adversary does not know the victim model’s normalization process Victim_scale from the assumption, lines 1–4 of the algorithm are executed by the victim model. Meanwhile, on line 7, the adversary determines the substitute model’s normalization process Adversary_normalization, i.e., the use of the mean and the variance values (denoted by Standard) or the use of the minimum and the maximum values (denoted by MinMax). Then, on line 8, the adversary generates a training dataset for the substitute model by utilizing inference results from the victim model. The adversary utilizes this dataset to train a substitute model.

Experiments

In this section, we evaluate TEMPEST through extensive experiments and then discuss the properties of TEMPEST based on experimental results. The primary purpose of the experiments is to identify the effectiveness of TEMPEST: more precisely, we confirm whether an adversary executing TEMPEST can obtain a substitute model with high accuracy than existing attacks (Truong et al. 2021). Kariyappa, Prakash, and Qureshi 2021). Juuti et al. 2019). Especially, compared with the previous data-free attack (Truong et al. 2021), we demonstrate that TEMPEST can provide the same-level accuracy and fidelity despite overcoming the problem described in Section of Difficulty of Data-free Model Extraction on Tabular Data.

Experimental Settings

Datasets and Model Architectures Table 1 shows the datasets used in the experiments. Adult Cancer Diabetes are tabular datasets for two-class classifications. As a more complex task, we use Arrhythmia as a dataset with a sixteen-class classification. For numerical variables, query data to a victim model are generated via statistical information. The Adult dataset contains several features as categorical variables (also known as a nominal variable), and a datum is randomly chosen from instances for each of such categorical features. Each dataset is divided into 1:3:1 into the training of the victim model, validation of the substitute model, and publicly available statistical information for the data generation of TEMPEST.

We utilize a fully connected three-layer neural network with 90 nodes in the hidden layer for all datasets as a model architecture. Hyper-parameters for each model are as follows: learning rates for the victim and substitute models are 0.01, and the number of epochs is 30. The mean and variance are utilized for the data normalization process on the victim and substitute models.

Baseline The accuracies of the victim models for the datasets described above are 81.7%, 98.9%, 76.1%, and 64.3% for Adult, Cancer, Diabetes, and Arrhythmia, respectively. These are used as baselines. We also compare the accuracy and fidelity of TEMPEST with PRADA (Juuti et al. 2019) as a typical model extraction attack. PRADA assumes that an adversary has several training data of a victim model as initial samples. The following experiments assume that an adversary executing PRADA has 10 samples for each class as initial knowledge except for Arrhythmia. For Arrhythmia, 76 samples are utilized as initial knowledge because the number of samples for each class on Arrhythmia is unbalanced. The normalization process are executed for these samples on the victim model. We also compare the accuracy and fidelity of TEMPEST with those of a data-free attack, whereby query data are randomly generated from 0–1 as the normalized data without generative adversarial networks in the existing works (Kariyappa, Prakash, and Qureshi 2021; Truong et al. 2021). Hereafter, we simply call the above method the data-free for the sake of convenience.

We note that the following experiments are based on the divided datasets as mentioned above, and experiments with publicly available statistical information in the real world are presented in Section of Real-World Case Study.
Experimental Results

We describe the experimental results below. Figure 2 and Figure 3 show that the accuracy and fidelity of substitute models by PRADA (Jussi et al., 2019), the data-free, and TEMPEST, respectively.

Data Generation of TEMPEST: The accuracy and fidelity of Gen_var are higher than Gen_min in all the datasets. We consider that data generated by the mean and the variance covers the distribution of the training data of the victim model than data sampled uniform-randomly. Therefore, it is desirable to use the mean and variance for the data generation as much as possible.

Comparison to PRADA: According to Figure 2, the accuracy of TEMPEST is lower than PRADA when queries correspond to the initial samples. Meanwhile, the accuracy difference is within five points, and, consequently, it is considered that the data generation is executed effectively. Besides, the accuracies of TEMPEST for Diabetes and Arrhythmia are higher than PRADA in proportion to the number of queries. The reason for higher accuracy by PRADA with 2500 queries for Adult and Cancer is that the training of a substitute model by TEMPEST was converged.

According to Figure 3, the fidelity of TEMPEST is lower than PRADA for datasets with a small number of dimensions of features, i.e., Adult and Diabetes. By contrast, the fidelity of TEMPEST is higher than PRADA for datasets whose dimensions are large, i.e., Cancer and Arrhythmia.

Based on the above results, TEMPEST will achieve higher accuracy and fidelity than attacks with initial samples, such as PRADA, on tabular data whose number of instances is limited.

Comparison to Data-Free: For datasets whose dimensions of features are limited, such as Adult and Diabetes, the accuracy of TEMPEST is almost the same as the data-free, even if the number of queries is limited. The reason is that the domain of the data generation is limited due to the small dimensions. In other words, random generation by the data-free can enough capture the distribution of the training data. In contrast, the accuracy and the fidelity by TEMPEST (and PRADA) are significantly higher than the data-free for Arrhythmia, whose dimensions are enormous. It is considered that the decision boundary obtained by the data-free is unstable because enough distribution is no longer obtained due to the enormous dimensions.

Discussion

In this section, we discuss the properties and advantages of TEMPEST based on the experimental results in the previous section. We first shed light on the effects on the normalization process and the number of dimensions for each dataset. Next, we consider the accuracy improvement with a few initial samples and the effect on inference classes. We also identify the real-world case study, limitation, and potential countermeasures of TEMPEST.

Normalization Process of Substitute Model

We discuss the effect on the normalization process of a substitute model. In particular, on a substitute model of TEMPEST, the accuracy for each normalization process is evaluated. Then, the result to a victim model with Standard, i.e., the use of the mean and the variance, as the normalization process is shown in Figure 4a and that with MinMax as the normalization process is shown in Figure 4b, respectively. Here, each graph is measured by utilizing a pair of mean and variance, denoted by Gen_var for the sake of convenience, or a pair of minimum and maximum values, denoted by Gen_min for the sake of convenience, as the query data generation of TEMPEST, respectively.

According to Figure 4a utilizing mean and variance for both the query data generation and the normalization process, i.e., the case of Gen_var × Standard, provided high accuracies. This means that higher accuracy can be obtained stably by using mean and variance for the query data generation and the same normalization process as the victim model.

Effect on Initial Samples

We identify whether the accuracy and fidelity of a substitute model on TEMPEST is improved if an adversary has initial samples. Specifically, suppose that an adversary owns 10% samples as initial samples in the same setting described in Section of Experimental Settings and the remaining 90% samples are generated by TEMPEST. In doing so, the initial samples are equally divided for each inference class. For instance, when the number of samples are twenty, a single sample is given in each class, i.e., totally two samples for two classes. Likewise, five samples is given in each class for 1000 queries while 25 samples is given in each class for 5000 queries. The number of initial samples on Arrhythmia are eleven samples for 76 queries, 48 samples for 380 queries, and 113 samples for 1900 queries due to the bias of samples for each class. Based on the above setting, let TEMPEST without initial samples be a baseline.

The result with initial samples is presented in Table 2. Except for Diabetes, the accuracy and fidelity of the substitute model were improved for all the dataset by the initial samples when the number of queries is limited. Notably, about five points were improved for both metrics on Cancer and Arrhythmia. In contrast, except for Arrhythmia, the difference from the baseline becomes smaller for all the datasets in proportion to the number of queries.

Based on the above result, the accuracy and fidelity of TEMPEST can be improved by owning initial samples, especially when the number of queries is limited. Intuitively, the training with initial samples is effective if the number of queries is small. By contrast, the advantage of initial samples is less since the training of a substitute model is converged by increasing the number of queries. For data with limited instances, e.g., Arrhythmia, the accuracy and fidelity can be improved in proportion to initial samples.

Effect on Number of Inference Classes

We evaluate the effect on the number of inference classes for a victim model. Since most tabular datasets are two classes, MNIST is evaluated as a typical multi-class classification, although image classification. Similar to Section of Experimental Settings, the accuracy and fidelity of a substitute
According to Table 3, the accuracy and fidelity of TEMPEST are lower than PRADA on the MNIST evaluation. Such a negative factor is caused because statistical information is often ineffective for images, and thus the metrics become lower. For instance, an example generated by TEMPEST is shown in Figure 5. The example generated by the statistical information is obliviously far from any digit. Nevertheless, it is also considered that multi-class for MNIST decreases the accuracy and fidelity of a substitute model. Multi-class inference requires an adversary to gather more statistical information for each class. Indeed, the fidelity on Arrhythmia with 16 classes is lower than the other datasets with two classes as shown in Figure 3. Further studies, which take improving TEMPEST for multi-class inference into account, will need to be undertaken.

**Real-World Case Study**

We discuss the effectiveness of TEMPEST in a real-world scenario below. We specifically identify whether model extraction is successful against a victim model with a dataset described in the previous section by leveraging publicly available statistical information in the real world.

As a survey on existing public data, for eight features on the Diabetes dataset, we found mean and variance of five features, i.e., glucose, blood pressure, insulin, BMI, age, for diabetes-positive patients from existing medical data (Kim et al. 2008; Tataranni et al. 1998). Query data are then generated by randomly sampling in the range of 0–1 for the remaining three features. The result in the setting described above is shown in Figure 6. On the figure, whereas TEMPEST (Real) corresponds to the above result, PRADA, TEMPEST (Gen_var), and TEMPEST (Gen_min) correspond to the setting in Section of Experiments. According to the figure, the accuracy and fidelity on TEMPEST (Real) deteriorate fifteen points and thirty points compared to those on TEMPEST (Gen_var) and PRADA. The foremost cause of these deteriorations is the use of mean and variance for the positive patients. As analyzing the detail of results on the substitute model, queries related to positive patients are primarily generated from the substitute model, and inference results for the positive patients are returned from the victim model. In doing so, normalization parame-
Table 2: Evaluation of accuracy and fidelity of TEMPEST with initial samples

| Queries | Adult | Cancer | Diabetes | Arrhythmia |
|---------|-------|--------|----------|------------|
|         | Accuracy [%] | Fidelity [%] | Accuracy [%] | Fidelity [%] | Accuracy [%] | Fidelity [%] | Accuracy [%] | Fidelity [%] |
| 20(76)  | 74.43(+0.59) | 81.41(+1.03) | 93.74(+4.52) | 72.51(-1.13) | 86.42(+0.72) | 38.23(+5.25) | 40.47(+6.06) |
| 100(380) | 78.90(-0.82) | 88.33(+0.72) | 98.21(+0.32) | 76.33(+0.63) | 90.03(-0.76) | 52.74(+5.59) | 65.00(+9.88) |
| 500(1900) | 79.16(-0.03) | 88.30(+0.02) | 98.84(+0.01) | 76.69(-0.13) | 94.09(+0.31) | 60.58(+1.15) | 77.03(+6.67) |

Table 3: Accuracy and fidelity of a substitute model on the MNIST evaluation

| Queries | PRADA [Juuti et al. 2019] with initial samples | PRADA [Juuti et al. 2019] without initial samples | TEMPEST |
|---------|-----------------------------------------------|-----------------------------------------------|---------|
| 300     | 33.49                                         | 53.94                                         | 9.95    |
| 1500    | 41.44                                         | 72.80                                         | 59.39   |
| 7500    | 78.48                                         | 89.82                                         | 52.79   |
| 37500   | 82.38                                         | 95.83                                         | 54.77   |

(a) Accuracy  (b) Fidelity

Figure 6: Real-world case study for Diabetes
ters stat_params are different for the substitute model and the victim model. Data for negative patients on the victim model are then normalized periodically to the range of positive patients on the substitute model. Consequently, the substitute model mistakenly infers with respect to the negative patients, and then the accuracy and fidelity deteriorated.

Although the above performance was not ideal, we nevertheless believe that TEMPEST can provide a substitute model with enough accuracy and fidelity against a victim model whose inference classes have a bias for each inference class, as long as mean and variance for the class are available. Indeed, the substitute model could infer all the positive patients precisely on the results mentioned above of Diabetes. It means that the recall for positive patients is 100%. Also, TEMPEST would provide high accuracy and fidelity if mean and variance for negative patients are available.

The above results also indicate that TEMPEST is potentially effective even for a general model that has no bias for each inference class, as long as its mean and variance are publicly available. Further tests will confirm our insights mentioned above of TEMPEST.

Limitation and Potential Countermeasures

We discuss limitation and potential countermeasures for TEMPEST below. The most important limitation of TEMPEST is that an adversary need publicly available statistics. It indicates that, for example, executing the attack is difficult against a victim model whose training data is unpublished, e.g., sensitive data for users. Likewise, the attack would be brutal if statistical information are meaningless, as shown in the results of MNIST.

Moreover, as shown in Section of Effect on Number of Inference Classes, the amount of the statistical information for an adversary should be large if dimensions of features or target classes are major. We consider that the accuracies deteriorated due to a lack of statistical information because MNIST and Arrhythmia include many classes.

A potential countermeasure against TEMPEST is differential privacy (Dwork 2006) for the training data. Whereas BDPL (Zheng et al. 2019) which applies differential privacy to inference by a victim model has been proposed as an existing countermeasure, we consider applying it to the training as a potential countermeasure against TEMPEST. In general, differential privacy disturbs the training data distribution and, for example, mean and variance become different from the original distribution. As a result, the training data of a victim model has a gap from the public statistical information, and thus the data generation in Algorithm 1 will no longer reach a workable level. To further our research, we plan to investigate the detail of the above countermeasure.

Conclusion

In this paper, we presented a novel model extraction attack, TEMPEST, by considering data normalization on tabular data. By assuming the use of public statistical information, TEMPEST enables an adversary to execute a model extraction attack without training data, i.e., in the data-free setting, under a realistic setting. Based on the experimental results with tabular datasets for dimensions of features and the number of instances, we demonstrated that mean and variance are effective as statistical information for the data generation of TEMPEST. Moreover, we identified that the normalization process of a substitute model should be identical to that of a victim model. Furthermore, in a case that the number of instances is limited, the same-level of accuracy and fidelity as the existing precise attack [Juuti et al. 2019] with initial samples could be achieved in the data-free setting by virtue of TEMPEST. We plan to release the source code via GitHub for reproducibility and a reference to sub-
sequent works. We believe that TEMPEST can realize a substitute model with high accuracy and fidelity under data-free setting in the real world. Future work will concentrate on a countermeasure against TEMPEST by utilizing differential privacy without the accuracy deterioration.
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