Article

Application Study on Fiber Optic Monitoring and Identification of CRTS-II-Slab Ballastless Track Debonding on Viaduct

Gaoran Guo 1,*, Junfang Wang 2,*, Bowen Du 3, and Yanliang Du 4

1 School of Civil Engineering, Wuhan University, Wuhan 430072, China
2 Key Laboratory for Resilient Infrastructures of Coastal Cities (MOE), College of Civil and Transportation Engineering, Shenzhen University, Shenzhen 518060, China
3 School of Computer Science and Engineering, Beihang University, Beijing 100191, China; dubowen@buaa.edu.cn
4 Structural Health Monitoring and Control Institute, Shijiazhuang Tiedao University, Shijiazhuang 050043, China; du_yanliang@163.com
* Correspondence: 2017102100030@whu.edu.cn (G.G.); jf.wang@szu.edu.cn (J.W.)

Abstract: China Railway Track System (CRTS)-II-slab ballastless track is a new type of track structure, and its interlayer connection state is considerably important for the operation safety and ride comfort of high-speed trains. However, the location and multiple influencing factors of interlayer debonding lead to difficulties in monitoring and identification. Here, the research on the design and application of a monitoring scheme that facilitates interlayer debonding detection of ballastless track and an effective indicator for debonding identification and assessment is proposed. The results show that on-site monitoring can effectively capture the vibration signals caused by train vibration and interlayer debonding. The features of the data acquired in the situations with and without interlayer debonding are compared after instantaneous baseline validation. Some significant features capable of obviously differentiating a debonding state from the normal state are identified. Furthermore, a new indicator, combining multiple debonding-sensitive features by similarity-based weights normalizing the initial difference between mutual instantaneous baselines, is developed to support rational and comprehensive assessment quantitatively. The contribution of this study includes the development and application of an interlay-debonding monitoring scheme, the establishment of an effective-feature pool, and the proposal of the similarity-based indicator, thereby laying a good foundation for debonding identification of ballastless track.
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1. Introduction

The CRTS-II-slab ballastless track in the China high-speed railway (HSR) track system is a new type of track structure that is developed on the basis of Germany’s Burger-slab ballastless track system. The foundation of the CRTS-II-slab ballastless track in China takes the forms of viaducts or subgrades, of which viaducts account for a large proportion of the rail line. For example, the viaducts of Beijing–Tianjin intercity railway and Beijing–Shanghai HSR account for 93% and 91.8% of the whole line, respectively [1]. The CRTS-II-slab ballastless track on the viaduct consists of rail, track slab, cement emulsified asphalt mortar (CA mortar) layer, concrete supporting layer, and bridge deck. The track slab and the concrete supporting layer are connected by a cast-in-place CA mortar layer, and the concrete supporting layer and the bridge deck are connected by a so-called “two cloth and one film sliding layer”, forming a monolithic layering structure vertically. The adjacent track slabs are connected by cast-in-place joints in the longitudinal direction, constituting a seamless structure. This type of track structure is widely advocated for its low vibration and noise, good smoothness, and lower maintenance. Nonetheless, during the long-term
service life, the track structure may suffer from various problems, such as cracking of track slab, debonding between track slab and CA mortar layer, and slab upwarping [2–5]. Under the double effects of operational and environmental loads, the debonding between track slab and CA mortar layer tends to develop into a void of CA mortar layer and slab upwarping. Interlayer debonding is the root cause of the void defect of CA mortar layer and upwarping defect of the track slab, so it has attracted the focused attention of scholars and engineers, and it is also the focus of this study.

Investigations into nondestructive testing (NDT) and structural health monitoring (SHM) of ballastless rail track and concrete slabs are globally existent and extensive. A group of scholars from Taiwan and Hong Kong studied the detection of delaminated cracks inside the CA mortar layer by a nondestructive method and validated the method by using a sandwiched slab specimen [6]. They used amplitude spectra of impact–echo (IE) waveform to detect the delaminated flaw inside the CA mortar layer of the HSR track, and the results showed that the method could identify different lateral sizes of cracks in the CA mortar layer of a concrete–CA mortar–concrete sandwiched slab specimen. Hoda et al. in the United States investigated the assessing sensitivity of impact–echo and ultrasonic-surface-wave (USW) methods for nondestructive evaluation of concrete structures [7]. They employed the dominant frequency of the IE waveform, and the USW dispersion curves to identify the artificial defects (delaminated zones, air void, or water void) embedded in the center of the slabs at different depths. Taekun et al. in Korea applied three different processing methods for analyzing data acquired from the IE test of a concrete slab with simulated delamination and void defects, namely the classical impact–echo method, the peak frequency map, and the 4D spectrum technique [8]. In addition, several other approaches, including hammer test [9,10], full-wavefield imaging [11], and ground-penetrating radar (GPR) [12–14] methods, have been employed by scholars in different countries for the damage detection of the track or concrete slab. Guidelines for track maintenance are commonly seen in both eastern and western areas [15,16]. Regarding the NDT of CRTS-II-slab ballastless track for debonding detection, Yin [17] employed on-board sensors on a vehicle, and Yang et al. [14] used a GPR method to detect debonding. Tian et al. [18] adopted the IE method and took advantage of elastic waves to identify interlayer defects. Some of the investigations, including the NDT using IE [18] and GPR [14] methods, belong to the partners/colleagues of the authors in this paper, and their experiments were conducted on a CRTS-II-slab track model with mortar defects. The NDT techniques are generally performed intermittently by technical personnel or inspection vehicle going to the field for examining specific sections of track, leading to the late awareness of damage and the occupation of skylight time or the interruption of the normal operation of the high-speed train.

Structural health monitoring, supporting timely detection of damage, and exempting the interruption of the normal operation of a monitored system (e.g., track-vehicle system), has been widely applied to different civil structures [19–37]. Examples in railway engineering without the interruption of the normal operation of the train include the interval dynamic analysis of the train–bridge system [23], rail crack identification [24], wheel damage detection [21,25], and track condition monitoring [26–37]. The studies on track condition monitoring involve track slab deformation measurement by using computer vision [33,34], dynamic strain and acceleration [27], and displacement measurement [28] by remote sensing, measurement of different parameters (such as stress and sound wave) by using wireless sensor networks [29], deformation measurement by using fiber Bragg grating (FBG) sensors [30–33], or distributed fiber optic sensors [34,35], track axial force measurement by using FBG sensors and electronic sensors [36], and geometrical rail track condition monitoring by using FBG and Raman distributed temperature sensors [37]. Both fiber optic sensors and piezoelectric sensors are commonly used in SHM. As the voltage of HSR can reach thousands or even tens of thousands of volts, traditional piezoelectric vibration sensors are potentially subjected to great electromagnetic interference. Fiber optic sensing technology [38] takes light waves as a carrier and fiber as a medium, which has
the advantages of anti-electromagnetic interference, corrosion resistance, long-distance transmissibility, strong multiplexing, and networking ability, and thus meeting the needs of on-site monitoring of rail track. The partners of the authors in this paper have developed interferometric fiber optic accelerometers for vibration measurement [39]. These sensors were used for measuring the vibration of a CRTS-II slab track and investigating the relationship between temperature and track vibration [40]. Different from the previous investigations, a monitoring scheme that facilitates interlayer debonding detection of in-service CRTS II slab track and diminishes the influence of environmental and operational conditions on feature and indicator comparison is developed in this study. Fiber optic vibration sensors [39] are deployed in a cable trough because in the region allowed for sensor placement, the cable trough is the transversely nearest place to the debonding-prone area. Conventionally, feature comparison between the situations with and without damage is based on the comparison of the current feature to a pre-stored baseline built when the structure was in its pristine state. This comparison between current data and past pristine baseline data (i.e., the subtraction between them) can bring complications in data management and the inability to accommodate the effects of varying environmental and operational conditions, followed by false alarm or undetected damage. Therefore, an instantaneous baseline, which can be a series of geometrically identical wave-transmission paths designed for crosschecking the path health conditions by using current data, was developed [41,42]. Similarly, the instantaneous baseline built in this study is designed to diminish the effects of varying environmental and operational conditions on feature comparison and indicator comparison. Two track segments are selected and validated as mutual instantaneous baselines for each other.

There are various feature-extraction methods for analyzing the field monitoring data acquired by the fiber optic monitoring system, including sophisticated ones using machine learning approaches [43,44], but it is hard to tell which one is suitable for debonding detection. For the purpose of easy implementation and fast calculation in real applications, six statistical methods in the time domain, Fourier transform [45,46] in the frequency domain, Hilbert–Huang Transform (HHT) [47] in the time–frequency domain, are adopted for features extraction in this paper, and it is followed by the proposal of a new indicator combining multiple debonding-sensitive features. The features include clearance factor, crest factor, impulse factor, kurtosis factor, shape factor, and peak acceleration in the time domain, amplitude and frequency in the frequency domain, and local peak and energy in a frequency band and their maximums in the time–frequency domain. In addition, correlation assurance criterion (CAC) values are calculated in the time–frequency domain and they are additional features in this domain. The equation of CAC is the same as that of modal assurance criterion (MAC), and the term CAC is used herein for avoiding the confusion with the MAC commonly in modal analysis. The feature values acquired in situations with and without interlayer debonding are compared for identifying some significant features capable of obviously differentiating debonding state from the normal state. On this basis, a new indicator that combines the significant features is developed. The weight of each feature in this indicator is obtained by calculating the feature similarity between the two track segments in the early stage of monitoring. Euclidean distance between the indicators of the two track segments in the current monitoring stage is employed for quantitatively assessing the deviation between one segment with debonding and the other segment in a normal state. To the authors’ knowledge, the study on this type of interlayer-debonding monitoring scheme and its application to the debonding identification of an in-service HSR track with the assistance of the new indicator is rarely reported.

The rest of the paper is organized as follows. Section 2 presents the monitoring scheme with the design of mutual instantaneous baselines and trackside sensor deployment near debonding-prone areas for facilitating debonding detection and describes the high-sensitivity fiber optic system for the implementation of the monitoring scheme. It is followed by the description of feature extraction methods and the development of a new
indicator combining multiple debonding-sensitive features in Section 3. The application of the methods is provided in Section 4, in which all features are compared, and the new indicator is applied to the identification and assessment of interlayer debonding. The conclusion of this work is given in Section 5.

2. Monitoring Scheme
2.1. Instantaneous Baseline Establishment for Comparative Monitoring

Railway monitoring in the field is closely related to the form of track structure and foundation [48], temperature loads [49], train loads [50], and other factors. After communicating with the railway management and conducting on-site research and surveys for more than half a year, the authors found that two different segments in the same line at a distance of approximately 3 km had different chances to debond. Segment 1 was in a good state without debonding, while Segment 2 was in a poor state with slight debonding. The form of track structure and foundation are identical in two segments eliminating monitoring errors caused by differences in the form of structure. The track structure, which is composed of concrete, could lead to different temperature stresses when it is subjected to different temperature loads because of the thermal expansion and contraction effect, and therefore temperature loads have a significant impact on the monitoring. The monitoring errors caused by temperature loads may be introduced if the same zone is monitored at different times. In order to eliminate the influence of temperature loads on the monitoring results, comparative monitoring is carried out in two segments simultaneously. Due to the large variation in loads from one train to another, the use of comparative monitoring of two segments ensures consistency of train loads. In summary, the two segments are monitored simultaneously can eliminate errors introduced by structural differences, temperature loads, and train loads. At the beginning of the monitoring period, the differences between the parameters of the two segments were not significant, and as the monitoring time increased, the differences between the parameters of the two segments were large. This phenomenon indicates that Segment 1 is still in a good state, while Segment 2 has suffered from an interlayer debonding defect. As of May 2021, the track structure in Segment 1 was found to be still intact after a site survey, indicating that the monitoring system proposed in this paper was effective within a limited period of time.

Instead of using the conventional feature-comparison concept, which contrasts the current value of a feature with the historically pre-stored value of the same feature, this study builds an instantaneous baseline for diminishing the effects of varying environmental and operational conditions during the comparative analyses of debonding-associated features. Two CRTS-II-slab ballastless track segments of a standard simply-supported box-girder concrete viaduct in an in-service HSR were selected. Their cross-section sketch and longitudinal sketch are shown in Figures 1 and 2. Figure 1 displays the cross-section of CRTS-II-slab ballastless track on a viaduct which is composed of rail, track slab, CA mortar layer, supporting concrete layer, and box-girder. Figure 2 shows three measurement positions of each track segment.

Figure 1. Cross-section sketch of CRTS-II-slab ballastless track structure on the viaduct.
The two segments were intended to serve as a mutual instantaneous baseline for each other in feature comparison because they have the same structure and boundary conditions. In the early stage of monitoring, both Segment 1 and Segment 2 were in normal state, while Segment 2 seemed to have minor and negligible marginal debonding between track slab and CA mortar layer. The on-site monitoring system was implemented in January 2019. The early stage of monitoring included the first half-year in 2019, and the current stage of monitoring mentioned in this paper was from early October 2020. The vibration characteristics of Segment 1 and Segment 2 were analyzed to examine the effectiveness of instantaneous baseline. The high similarity between their vibration characteristics demonstrated that the two selected segments can be an instantaneous baseline for each other. If the feature values of one segment are significantly different from those of the other segment in the current stage, distinct damage may occur. The detailed validation process is described in Section 4.1. The interlayer debonding is a gap between track slab and CA mortar layer, longitudinally along the track slab in length, transversely along the track slab in width, and vertically along the track slab in height. The length of debonding is measured directly by a meter ruler. The end of the meter ruler is inserted into the gap until it stops moving; the scale of the meter ruler is the width of debonding. The height is measured by a thickness gauge, which consists of a number of pieces with different thicknesses, and the thickness of the piece inserted into the gap determines the height of debonding. In this manuscript, the debonding refers to the height of the interlayer debonding. As the structural inspection of the high-speed railway must be carried out in the skylight and the number of skylights is limited, we had to measure the size of the debonding at irregular intervals. A total of eight tests were carried out in March, June, August, October in 2019, and January, June, August, October in 2020. In October 2020, the health condition of Segment 2 had deteriorated, and the size of interlayer debonding in Segment 2 was about 6.45 m in length, the maximum height was about 2 mm (Figure 3), and the maximum width was about 155 mm. The location of the interlayer debonding was under a track slab near the middle of the viaduct. The discrimination of multiple time-domain, frequency-domain, and time–frequency features at cross-sections 1-1, 2-2, and 3-3 between the two segments will be examined in Section 4 to identify debonding-sensitive features and constructing a new indicator combining multiple debonding-sensitive features together.

Figure 2. Longitudinal sketch of CRTS-II-slab ballastless track structure on the viaduct.

Figure 3. (a) Debonding area. (b) Measurement by thickness gauge.
2.2. Fiber Optic Monitoring System and Deployment

The monitoring system shown in Figure 4 was adopted to establish a monitoring system that facilitates interlayer debonding detection, and its deployment is illustrated in Figure 5. The monitoring system mainly consisted of a signal generator, tunable laser, demodulator, and sensors. The selected sensors were interferometric fiber optic accelerometers with suitable bandwidth and high sensitivity [39]. Their sensitivity was tested to be 500 rad/g within the range of 0.1 to 1000 Hz. The measurement range was ±2 g. The interrogation of the interferometric fiber optic accelerometers in this paper was realized by the Phase Generation Carrier (PGC) demodulation technique [51]. The sampling frequency of the monitoring system was set to 1000 Hz.

![Figure 4. Schematic diagram of fiber optic vibration sensing system.](image)

In the field deployment scheme, there were six sensors in total for monitoring the two track segments. Three sensors were placed in the cable trough (Figure 5b) of each segment because the cable trough was the transversely nearest place to the debonding-prone area in the safety-securing zone allowed for sensor placement. As shown in Figure 2, the sensors were installed at the three cross-sections of each track segment. The white circular tube in Figure 5c was to prevent electric cables from touching the fiber optic accelerometers. The fiber optic transmission cable of the monitoring system was connected with the monitoring base (Figure 5d), which was about 1000 m away from the monitoring area, for signal demodulation and data accumulation.

![Figure 5. The field deployment of vibration monitoring system.](image)
3. Feature Extraction Methods and Indicator Development

3.1. Multi-Feature Extraction Methods in Time Domain

Six statistical methods were adopted, including clearance factor, crest factor, impulse factor, kurtosis factor, shape factor, and peak acceleration, to extract multi-perspective features in the time domain. The mathematical expressions and explanations of these statistical approaches are presented in Table 1. A comparative analysis between the baseline track segment without interlayer debonding and the track segment with interlayer debonding was performed, and the performance of time-domain features is assessed in Section 4.2.

Table 1. Summary of time-domain features.

| Name             | Expression       | Description                                                                 |
|------------------|------------------|-----------------------------------------------------------------------------|
| Peak acceleration| $X_{\text{max}} = \text{Max}(x(t))$ | Max value of the amplitude of signals.                                      |
| Shape factor     | $K = \frac{X_{\text{max}}}{X_{\text{rms}}}$ | Shape factor refers to a value that is affected by the shape of waveforms. In this equation, mean value $\bar{x} = \frac{1}{N} \sum_{n=1}^{N} x_n$ and root mean square (RMS) $X_{\text{rms}} = \sqrt{\frac{1}{N} \sum_{n=1}^{N} x_n^2}$ |
| Crest factor     | $C = \frac{X_{\text{max}}}{X_{\text{rms}}}$ | Crest factor is the measure of a waveform to show the ratio of the peak value to RMS |
| Impulse factor   | $I = \frac{X_{\text{max}}}{|x|}$ | Impulse factor is the measure of a waveform to show the ratio of the peak value to the mean value. |
| Clearance factor | $L = \frac{X_{\text{max}}}{\left(\frac{1}{N} \sum_{n=1}^{N} \sqrt{|x_n|}\right)}$ | Clearance factor is the measure of a waveform to show the ratio of the peak value to the $\left(\frac{1}{N} \sum_{n=1}^{N} \sqrt{|x_n|}\right)^2$. |
| Kurtosis factor  | $K_v = \frac{\sum_{n=1}^{N} (x_n - \bar{x})^4 / N}{X_{\text{rms}}^4 \sum_{n=1}^{N} (x_n - \bar{x})^2 / N}$ | Kurtosis factor is the ratio of kurtosis to the fourth power of RMS. |

3.2. Multi-Feature Extraction Method in Frequency Domain

The fast Fourier transform method was employed to analyze the monitoring data acquired in normal state and interlayer debonding state to observe the changes in amplitude and frequency. This method was also used to extract the ground vibration caused by high-speed trains and analyze the vibration characteristics of ballastless track on bridges [44,45]. The mathematical expressions are presented in this section. A comparative analysis between the baseline track segment without interlayer debonding and the track segment with interlayer debonding was performed, and the performance of the frequency-domain features is assessed in Section 4.3.

The Fourier transform of a time-domain signal $x(t)$ can be expressed as

$$X(\omega) = \int_{-\infty}^{+\infty} x(t) e^{-j\omega t} dt$$  \hspace{1cm} (1)$$

by which the continuous spectrum of the signal $x(t)$ was calculated. However, in the actual monitoring system, discrete samples of continuous signals were obtained. The Discrete Fourier Transform (DFT) of a finite length discrete signal $x(n)$, $n = 0, 1, \ldots, N - 1$, is defined as

$$X(k) = \sum_{n=0}^{N-1} x(n)W_N^{kn} (k = 0, 1, \ldots, N - 1)$$  \hspace{1cm} (2)$$
where $W_N = e^{-j\frac{2\pi}{N}}$. Using the symmetry and periodicity of $W_N$, the DFT of $N$ points is decomposed into two DFT with $N/2$ points, and the computational cost is reduced to half of the original.

3.3. Multi-Feature Extraction Method in the Time–Frequency Domain

Track vibration is typically a nonstationary signal, and many scholars conduct time–frequency analysis for feature extraction. Zhang et al. [52] used short-time Fourier transform to analyze local deformation of HSR subgrade. Xu et al. [53] applied wavelet energy spectrum for track defect identification. Li et al. [54] adopted improved Empirical Mode Decomposition (EMD) to achieve the track irregularities detection. Chen et al. [55] applied EMD to diagnose the train wheel faults. HHT was applied for analyzing the damage-induced change in time-varying frequency and energy of rail structure [56].

To support the extraction of time–frequency features, such as local peak and energy in a frequency band, the HHT method [47], an adaptive time–frequency analysis method, was adopted. A comparative analysis between the baseline track segment without interlayer debonding and the track segment with interlayer debonding was conducted, and the performance of time–frequency features is evaluated in Section 4.4.

The flow chart of HHT is displayed in Figure 6. This algorithm starts with a temporally adaptive decomposition of a signal (i.e., EMD), producing a set of intrinsic mode functions (IMFs) and a remainder. On the basis of EMD, the original signal $x(t)$ can be expressed in the following form:

$$x(t) = \sum_{i=1}^{n} x_i(t) + r(t)$$  \hspace{1cm} (3)

where $x_i(t)$ is the $i$th IMF and $r(t)$ is the remainder. The Hilbert transform of the $x_i(t)$ is obtained by the following equation:

$$y_i(t) = \frac{P}{\pi} \int_{-\infty}^{\infty} \frac{x_i(\tau)}{t-\tau} d\tau$$  \hspace{1cm} (4)

where $P$ is the Cauchy principal value, $y_i(t)$ is the Hilbert transform of each IMF, and $y(t)$ is obtained by superimposing the Hilbert transforms of all IMFs. Combining the $x(t)$ and $y(t)$, we can obtain the analytic signal $z(t)$.

$$z(t) = x(t) + jy(t) = a(t)e^{j\phi(t)}$$  \hspace{1cm} (5)

$$a(t) = \sqrt{x^2(t) + y^2(t)}, \phi(t) = \arctan(y(t)/x(t))$$  \hspace{1cm} (6)

where $a(t)$ is the instantaneous amplitude of $x(t)$ which can reflect the energy of $x(t)$ varies with time, and $\phi(t)$ is the instantaneous phase of $x(t)$.

![Figure 6. Flow chart of HHT.](image_url)

One important property of the Hilbert transform is that if the signal $x(t)$ is a mono-component, then the time derivative of instantaneous phase $\phi(t)$ is the instantaneous frequency $\omega(t)$ of the signal $x(t)$.

$$\omega(t) = \frac{d\phi(t)}{dt}$$  \hspace{1cm} (7)
where the remainder is ignored, the original signal $x(t)$ can be expressed as:

$$x(t) = \text{Re} \sum_{i=1}^{n} A_i(t) \exp(j \int w_i(t) dt)$$

(8)

where $\omega(t)$ and $A_i(t)$ are functions of time. By using HHT, rich information about frequency and amplitude can be obtained for further analysis. HHT is a time–frequency analysis method that can simultaneously obtain information about the time, frequency, and amplitude of a signal. In this study, three-dimensional time–frequency spectrums by HHT, which clearly show the change in frequency and amplitude, were obtained. In order to quantify the time–frequency spectrum, the front view of the three-dimensional time–frequency diagram is also displayed. The wheel–rail coupling system produces abnormal vibration in the debonding state which leads to a change in the waveform of the vibration, so it is necessary to focus on the amplitude of the vibration signal. Therefore, the local peak was one of the time–frequency domain indicators. Since the wheel–rail vibration in field has a large randomness, local energy was selected as one of the time–frequency domain characteristic indicators to eliminate uncertainty.

In addition to time–frequency features, the equation of MAC was introduced to calculate the relationship between any two dominant IMFs and generate more features. The term CAC (Equation (9)) replaces MAC to avoid confusion with the MAC in modal analysis.

$$\text{CAC}(g, h) = \frac{|x_g^T x_h|^2}{(x_g^T x_g)(x_h^T x_h)} \quad (g = 1, 2, \ldots, 6; h = 1, 2, \ldots, 6)$$

(9)

where $x_g$ and $x_h$ represent the $g$th and $h$th IMF vector. A higher MAC value in modal analysis indicates a greater likelihood that the two modes belong to the same mode order. In this study, a higher CAC value represented a stronger correlation between two IMFs.

3.4. Development of a Similarity-Based Indicator

A new indicator was developed to quantify the feature difference between Segment 1 and Segment 2, which serve as a mutual instantaneous baseline for each other to combine debonding-sensitive features and realize comprehensive assessment. As formulated in Equation (10), the indicator is a weighted summation of $p$ features. Since different features differ in contribution to the identification effect, weights were introduced to quantify the contribution of different features. The weight of each feature was calculated by normalizing the difference in feature values between the two segments in the early stage of monitoring.

$$F = b_1f_1 + b_2f_2 + \ldots + b_if_i + \ldots + b_pf_p \quad (l = 1, 2, \ldots, p)$$

(10)

The $l$th weight is expressed as $b_l = \left| \frac{f_{\text{earl}} - f_{\text{curl}}}{\sum_{l=1}^{p} f_{\text{earl}} - f_{\text{curl}}} \right|$. $f_{\text{earl}}$ represents the IMF values of Segment 1 and Segment 2. The superscripts ‘ear’ and ‘cur’ denote the early stage and current stage of monitoring, respectively, and the subscripts ‘seg1’ and ‘seg2’ represent Segment 1 and Segment 2, respectively. The weights can characterize the importance of a feature to the identification, and the contribution to the identification increases with increasing weight. In the subsequent analysis, all of the adjustable constants were equal. The current values of the indicator for the two segments can be expressed as:

$$f_{\text{seg1}} = b_1f_{\text{seg1}} + b_2f_{\text{seg1}} + \ldots + b_pf_{\text{seg1}}$$

(11)

$$f_{\text{seg2}} = b_1f_{\text{seg2}} + b_2f_{\text{seg2}} + \ldots + b_pf_{\text{seg2}}$$

(12)
A significant difference between $F_{\text{seg}1}^{\text{cur}}$ and $F_{\text{seg}2}^{\text{cur}}$ implies that a distinct anomaly happens to one of the track segments, based on the assumption that the two track segments do not encounter damage at the same time.

4. Analysis and Discussion

The track monitoring was conducted for two years, demonstrating the applicability of the monitoring system and accumulating plenty of field monitoring responses. The responses excited by one type of vehicle was selected to reduce influential factors due to the different vehicle types in the subsequent analyses. This type of vehicle is characterized by eight carriages with two bogies and four wheelsets in each carriage. The axial distance between two wheelsets is 2.5 m, the central distance of two bogies is 17.5 m, and the whole length is 208.8 m. Generally, responses excited by a total of at least 39 trains of this type were recorded every day, and the passing-by speeds range from 71 km/h to 273 km/h. Before the subsequent analyses of these data, de-noising process of raw signals was performed. The ‘sym5’ wavelet function for multi-layer threshold de-noising [57] was employed in this paper. A typical raw signal before and after de-noising is shown in Figure 7. Figure 7b is an enlargement of the inset in Figure 7a. The blue and the red curves represent the raw signal and the de-noised signal, respectively. The correlation coefficient between raw signals and their de-noised signals was more than 0.95, so de-noised signals could be used for subsequent analyses. The analysis of historical data was performed at first to evaluate the reasonability of choosing the two segments as the mutual instantaneous baseline for each other. On this basis, comparative analyses between current features of Segment 1 and those of Segment 2 were conducted to identify the effective features which can distinctly differentiate interlayer debonding from the normal state.

![Figure 7](image_url)

**Figure 7.** (a) Contrast between raw signal and de-noised signal. (b) Enlarged view of details.

4.1. Validation of Instantaneous Baseline

In the early stage of on-site monitoring, both Segment 1 and Segment 2 were in a normal state, and Segment 2 seemed to have slight and negligible marginal debonding between track slab and CA mortar layer. The vibration characteristics of Segment 1 and Segment 2 were analyzed to examine the effectiveness of setting the two segments as mutual instantaneous baselines. The methods described in Section 3.1 were applied. The time-domain feature values are presented in this section, and the frequency-domain and time–frequency-domain feature values are omitted because their findings were accordant with those of the time-domain analysis. The six time-domain feature values and their differences between the two segments in the early monitoring stage are summarized in Table 2. Each value in this table is the average of all feature values of the responses from sensors No. 1–No. 3, induced by 39 passing-by vehicles in a typical day.
between their vibration characteristics demonstrates that the two selected segments could be an instantaneous baseline for each other.

Table 2. Six features of the two segments and their relative differences in the early stage of monitoring.

| Features        | Segment 1 (a) | Segment 2 (b) | Difference (\(1b - a1/a\)) |
|-----------------|--------------|---------------|----------------------------|
| Peak acceleration | 0.0268       | 0.0336        | \(2.537 \times 10^{-1}\)   |
| Shape factor    | 3.560        | 3.548         | \(3.371 \times 10^{-3}\)   |
| Crest factor    | 17.509       | 17.503        | \(3.427 \times 10^{-4}\)   |
| Impulse factor  | 68.832       | 68.797        | \(5.085 \times 10^{-4}\)   |
| Clearance factor| 517.106      | 517.055       | \(9.863 \times 10^{-5}\)   |
| Kurtosis factor | 17,616.660   | 17,616.722    | \(3.519 \times 10^{-6}\)   |

Specifically, one of the time-domain features, peak acceleration, is illustrated in Figure 8 to observe their consistency. In Figure 8a,b, the horizontal coordinate displays the number of passing-by vehicles in a typical day, and the vertical coordinate exhibits the vertical acceleration of three sensors. The black rectangle and blue triangle represent the vertical accelerations of sensor No. 1 and sensor No. 3 in the cable trough of cross-sections 1-1 and 3-3 of the track segments, respectively, and the red circle stands for the vertical acceleration of sensor No. 2 in the cable trough of the cross-section 2-2 of the track segments. Figure 8a shows the scatter plot of the peak acceleration at the three measurement positions of Segment 1. Figure 8b shows the scatter plot of the same feature of Segment 2. The consistency in vibration levels between the two segments can be observed from Figure 8a,b.

**Figure 8.** (a) Scatter plot of peak acceleration of Segment 1 in early monitoring stage. (b) Scatter plot of peak acceleration of Segment 2 in early monitoring stage.

4.2. Time-Domain Analysis for Multi-Feature Extraction and Assessment

The health condition of Segment 2 was deteriorated, and it had a debonding of about 2 mm in thickness in the current monitoring stage after being subjected to train loads and environmental loads during long-term service. The discriminations between the time-domain features of the two track segments are shown in Table 3. Based on the mechanism of instantaneous baseline, if the features of one segment are significantly different from those of the other segment in the current monitoring stage, distinct damage may occur. From Tables 2 and 3, it can be found: (i) compared to those in the early stage of monitoring, the relative differences of all the six time-domain parameters in the current stage of monitoring were larger, reflecting a debonding-induced change in responses; and (ii) the difference in peak acceleration in current monitoring stage was significantly higher than that in the early stage, indicating it is a dominant debonding-sensitive feature.
among the six features. Therefore, the peak acceleration feature was used in the subsequent analysis of Section 4.5. According to Table 1, these features were related to characteristics of response (i.e., the maximum, the mean value, and the RMS, etc.), so the reason for the enlarged differences between the early and current monitoring stages can be attributed to the debonding-induced stiffness reduction and the resultant change in track response.

Table 3. Six features of the two segments and their relative differences in the current stage of monitoring.

| Features       | Segment 1 (a) | Segment 2 (b) | Difference (|b − a|/a) |
|----------------|---------------|---------------|----------|
| Peak acceleration | 0.0257        | 0.0910        | 2.541    |
| Shape factor   | 3.584         | 3.749         | 0.0460   |
| Crest factor   | 17.517        | 19.391        | 0.107    |
| Impulse factor | 68.984        | 75.490        | 0.0943   |
| Clearance factor | 517.051      | 560.485       | 0.0840   |
| Kurtosis factor| 17,616.587    | 17,360.558    | 0.0145   |

Typical responses of Segment 1 and Segment 2 in the current stage of monitoring are illustrated in Figures 9 and 10. The debonding-sensitive feature, peak acceleration, is illustrated in Figures 11 and 12 to observe their discrimination. In Figures 11 and 12, the horizontal coordinate displays the sequence number of passing-by vehicles in a typical day, and the vertical coordinate exhibits the vertical acceleration of three sensors. The black rectangle and blue triangle represent the vertical acceleration of sensor No. 1 and sensor No. 3 in the cable trough of cross-sections 1-1 and 3-3 of the track segments, respectively, and the red circle stands for the vertical acceleration of sensor No. 2 in the cable trough of the cross-section 2-2 of the track segments. It can be found by comparing Figures 11 and 12 that the vibration level of Segment 2 was about three times higher than that of Segment 1, indicating the high sensitivity of this feature to debonding. The tolerable limit of peak acceleration of bridge deck on a viaduct of the ballastless track is 0.5 g [58], so both Segment 1 and Segment 2 were still in a safe state, although Segment 2 had a debonding of 2 mm in thickness. The CRTS-II-slab ballastless track system is famous for its low vibration and noise, but the vibration level has deteriorated due to the increased severity of debonding. Therefore, it is necessary to pay more attention to the track segment with debonding.

![Figure 9. Typical vertical acceleration of Segment 1 in the current monitoring stage.](image-url)
Figure 10. Typical vertical acceleration of Segment 2 in the current monitoring stage.

Figure 11. Scatter plot of peak acceleration of Segment 1 in the current monitoring stage.

Figure 12. Scatter plot of peak acceleration of Segment 2 in the current monitoring stage.

4.3. Frequency-Domain Analysis for Multi-Feature Extraction and Assessment

Previous studies have shown that the vibration frequency spectrum of the ballastless track of HSR changes when it is damaged [18,59]. In this section, the frequency spectrums of Segment 1 and Segment 2 are studied. Fourier transform was used to extract spectrum characteristics. The frequency-domain responses of Segment 1 and Segment 2 are shown in Figure 13, in which the blue line represents the spectrum of Segment 1, and the orange line stands for that of Segment 2. As the measurement positions at cross-sections 1-1
and 3-3 were symmetrical regarding the measurement position at cross-section 2-2, the spectrums of sensor No. 1 and sensor No. 3 were similar. As shown in Figure 13, the horizontal coordinate adopted a logarithmic scale, and the vibration energy was distributed in the frequency bands of 0–30 Hz, 30–60 Hz, and 60–90 Hz. The responses in 0–30 Hz accounted for the dominant proportion of energy, and the details of responses in 30–60 Hz and 60–90 Hz are also displayed in Figure 13a.i. Similar to the findings in Section 4.2, the vibration level of Segment 2 was considerably larger than that of Segment 1, which is consistent with the fact that Segment 2 had a distinct debonding defect.

Vibration is the cause of waves, and waves are the result of vibration. The low-frequency vibration in the manuscript is the wheel–track vibration wave reaching the cable trough after attenuation, and the frequency of the wheel–track vibration wave can reach 5 kHz [60], which is also a high-frequency wave like GWs [61]. The monitoring object is the China Railway Track System (CRTS)-II slab ballastless track structure, which has a complex layer structure. The high-frequency wheel–rail vibration wave is attenuated through the CA mortar layer, which has the effect of vibration and noise reduction [3] to reach the cable trough to a low-frequency vibration wave. Further, the frequency of the vibration signal in the cable trough is concentrated within 100 Hz, as shown in Figure 13 and Table 4. This means that the wave used in this manuscript was also a high-frequency vibration wave. However, the ballastless track structure attenuates the high-frequency vibration wave to a low-frequency vibration wave. The authors in [62] conducted an
in-depth study of damage detection of ballastless track structures by using low-frequency and high-frequency waves, respectively, and showed that high-frequency vibration waves with frequencies of 1–20 kHz are attenuated to 500 Hz when they pass through the track structure and reach the detection point. This is more consistent with the results of this manuscript and shows that the method proposed in this paper is reliable.

Table 4. Deviation of peak frequencies and amplitudes.

| Number | Feature               | Segment 1 (a) | Segment 2 (b) | Difference (b—a)/a |
|-------|-----------------------|---------------|---------------|-------------------|
|       | Peak frequency 1/Hz   | 2.56          | 2.46          | 0.039             |
|       | Peak frequency 2/Hz   | 3.63          | 3.43          | 0.055             |
| Sensor 1 | Peak amplitude 1/10^-4 g | 4.32         | 15.8          | 2.66              |
|       | Peak amplitude 2/10^-4 g | 5.73         | 14.7          | 1.57              |
|       | Peak frequency 1/Hz   | 2.66          | 2.58          | 0.030             |
|       | Peak frequency 2/Hz   | 3.74          | 3.63          | 0.029             |
| Sensor 2 | Peak amplitude 1/10^-4 g | 3.01         | 23.2          | 6.71              |
|       | Peak amplitude 2/10^-4 g | 2.81         | 15.3          | 4.44              |
|       | Peak frequency 1/Hz   | 2.49          | 2.37          | 0.048             |
|       | Peak frequency 2/Hz   | 3.80          | 3.67          | 0.034             |
| Sensor 3 | Peak amplitude 1/10^-4 g | 4.61         | 10.9          | 1.36              |
|       | Peak amplitude 2/10^-4 g | 5.76         | 19.1          | 2.32              |

The peak frequencies and peak amplitudes of Segment 1 and Segment 2, marked by the blue circles in Figure 13a–c, are respectively listed in Table 4. The relative differences of peak frequencies and amplitudes between the two track segments are listed in the last column of these two tables. The peak frequencies of Segment 2 were slightly lower than those of Segment 1, and the peak amplitudes of Segment 2 were significantly higher than those of Segment 1. The reason for this phenomenon is that the stiffness of the ballastless track structure decreases due to the creation of interlayer debonding. As a result, the peak frequencies of the track structure decrease, and when subjected to the transient impact of passing-by trains, the vibration level of this track segment increases. These findings are coincident with the descriptions in [56]. The differences among the three graphs in Figure 13 may be ascribed to the longitudinal non-uniformity of the interlayer debonding thickness. The peak amplitudes exhibited obvious change, and this was similar to that situation in the time domain. The two features were able to distinguish interlayer debonding, so the peak frequency in the frequency domain was used as a feature for feature fusion.

It can be seen from Figure 13 and Table 4 that the vibration energy was concentrated in the frequency band of 0–30 Hz, and the peak frequencies were around 2.58 Hz and 3.68 Hz. The relationship between this phenomenon and the periodic excitation caused by the geometric characteristics of high-speed vehicles is explored in this part. The frequencies related to the geometric characteristics can be formulated as follows [63]:

\[ f = \frac{v}{L_m} (m = 1, 2, 3, 4) \]  \hspace{1cm} (13)

where \( v \) is the running speed of a passing-by high-speed vehicle, and \( L_m \) is a geometric characteristic of the vehicle. As shown in Figure 14, the lengths \( L_1-L_4 \) were the distance between the two wheelsets of one bogie, the central distance between two bogies in a carriage, the distance between the front and rear bogies of two adjacent carriages, and the carriage length of the selected train type.

![Figure 14. Sketch of characteristic lengths of a high-speed train.](image)
When the running speed was 232 km/h (measured by tachometer), the frequencies associated with the geometric characteristics were calculated by applying Equation (13) and listed in Table 5. The peak frequencies (around 2.58 Hz and 3.68 Hz) in Table 4 are ascribed to the two dominant geometric characteristics $L_4$ and $L_2$ in Table 5. The geometric-characteristics-related frequencies, namely 2.58, 3.68, 8.59, and 25.78 Hz, contributed to the energy concentration in 0–30 Hz. The measured frequencies deviated from these characteristic frequencies, and this may result from the Doppler effect happening when a high-speed train is approaching or leaving the measurement positions.

Table 5. Geometric characteristics and the associated frequencies when the running speed is 232 km/h.

| Characteristic length/m | $L_1$ | $L_2$ | $L_3$ | $L_4$ |
|-------------------------|-------|-------|-------|-------|
|                         | 2.5   | 17.5  | 7.5   | 25.0  |

| Characteristic frequency/Hz | 25.78 | 3.68 | 8.59 | 2.58 |

The vibration acceleration level [64] can reveal the vibration level of a structure. The formula of the vibration acceleration level VAL is shown in Equation (14):

$$VAL = 20 \log \frac{a}{a_0}$$

where VAL is vibration acceleration level (dB); $a$ is the effective value of vibration acceleration (m/s$^2$); $a_0$ is the base acceleration, which is taken as $10^{-6}$ m/s$^2$.

As can be seen from Table 6, the vibration level of Segment 2 was larger than that of Segment 1, indicating that the vibration response of the track structure increased significantly when the track structure was in an interlayer debonding state. In addition, there was little difference in the vibration level between sensor No. 1 and sensor No. 3 regardless of the segment, owing to the fact that sensor No. 1 and sensor No. 3 were both located at the end of the viaduct. The vibration level of sensor No. 2 was greater than that of sensors No. 1 and 3 in that sensor No. 2, which was located in the middle of the viaduct, vibrated larger than the end of the viaduct when subjected to train loads. This also verifies that the monitoring system proposed in this manuscript is accurate.

Table 6. Values of vibration level of the two segments in the current stage of monitoring.

| Category      | Segment 1/dB | Segment 2/dB |
|---------------|--------------|--------------|
| Sensor No 1   | 283.63       | 357.44       |
| Sensor No 2   | 298.42       | 375.63       |
| Sensor No 3   | 284.51       | 357.55       |

4.4. Time–Frequency-Domain Analysis for Multi-Feature Extraction and Assessment

Time–frequency analysis of current data was conducted by using the HHT method described in Section 3.3. The IMFs of a typical response of Segment 1 and those of Segment 2 are shown in Figures 15 and 16. The correlation coefficient is a quantity that examines the degree of linear correlation between variables. The formula for the correlation coefficient between one IMF and the original signal is:

$$r(x_i, x) = \frac{\text{Cov}(x_i, x)}{\sqrt{\text{Var}(x_i)} \sqrt{\text{Var}(x)}}$$

where $x_i$ denotes the $i$th IMF vector, $x$ denotes the vector of the original signal, Cov($x_i$, $x$) is the covariance of $x_i$ and $x$, Var($x_i$) is the variance of $x_i$, and Var($x$) is the variance of $x$. 
In Figures 15 and 16, IMF1-IMF8 represents the eight IMFs obtained by using EMD of the original signal, and the residual are the remaining components. The correlation coefficients between IMF1–IMF8 and the original signal were $-0.0639$, $0.1293$, $0.5204$, $0.3890$, $0.6243$, $0.0028$, $-1.1562 \times 10^{-4}$, and $-1.9159 \times 10^{-4}$. Since the correlation coefficients of the first six orders of IMF were larger, the Hilbert transform was performed by using IMF1–IMF6. In Figure 16, the correlation coefficients of eight IMFs were $0.0586$, $0.3286$, $0.6378$, $0.4109$, $0.0200$, $-7.541 \times 10^{-4}$, $-3.8681 \times 10^{-4}$, and $1.9866 \times 10^{-5}$, respectively, so the time–frequency response was obtained by the Hilbert transform with the use of IMF1–IMF5.

The results of HHT are depicted in Figures 17–19. The changes in local peaks and energy in different frequency bands shown in these figures are summarized in Table 6. Energy is represented by the colored area above the coordinate axis. The local peak is the maximal value of amplitude in a frequency band. It can be seen that the energy distribution of Segment 2 was significantly different from that of Segment 1 at all measurement positions. Energy-concentration frequency bands changed, and local peaks and energy were higher due to the debonding. Specifically, the main energy-concentration area of sensor No. 1 was shifted from 0–10 Hz to 0–35 Hz, and the local peak and energy of this sensory signal had a drastic rise with the occurrence of the debonding. Similar changes happened in the response of sensor No. 3. The main energy-concentration area of sensor No. 2 was shifted from 0–80 Hz to 36–80 Hz, and the local peak and energy of this sensor also witnessed significant increases, accompanied by the occurrence of debonding. In the main energy-concentration area, the local peak and energy of Segment 2 (in the debonding state) were 10 and 14 times higher than those of Segment 1 (in normal state), respectively. The features in Table 7 include the maximum local peak and the maximum local energy from one of the three sensors, and their relative differences is listed in the last column in this table. According to Table 7, it was found that the local peak, local energy, maximum local
peak, and maximum local energy experience significant increased accompanied by the occurrence of debonding. Therefore, the features in time–frequency domain are effective in differentiating debonding state from the normal state.

Figure 17. (a) Front view of the time–frequency spectrum (sensor No. 1, Segment 1). (b) Front view of the time–frequency spectrum (sensor No. 1, Segment 2).

Figure 18. (a) Front view of the time–frequency spectrum (sensor No. 2, Segment 1). (b) Front view of the time–frequency spectrum (sensor No. 2, Segment 2).

Figure 19. (a) Front view of the time–frequency spectrum (sensor No. 3, Segment 1). (b) Front view of the time–frequency spectrum (sensor No. 3, Segment 2).
Further, the CAC values among the first six IMFs of Segment 1 and those of Segment 2 were calculated by using Equation (9) in Section 3.3. The CAC values of Segment 1 and Segment 2 in the current stage of monitoring are shown in Figure 20. The CAC represents the degree of correlation between two IMFs. When the track structure is in a state of interlayer debonding, the wheel–rail vibration signal waveform will definitely change. The change in signal leads to a change in IMF and, therefore, a change in CAC mode. Compared to the normal state of the track structure, interlayer debonding results in more reflective surfaces in the propagation path of the vibration, and thus the vibration signal is complicated. As can be seen by comparing Figure 20a,b, the interlayer debonding led to a complex CAC pattern. By comparing Figure 20a,b, it was found that the CAC pattern of Segment 2 obviously deviated from that of Segment 1, which is accordant to the fact that Segment 2 is in a debonding state while Segment 1 is in a normal state. The CAC pattern (the group of 36 CAC values) is also debonding-sensitive. In time–frequency-domain feature extraction, the CAC deviation from diagonal matrix was more sensitive to interlayer debonding defect because of neglecting the higher diagonal, which is named as active CAC instead of CAC as time–frequency-domain feature. The maximum ones among the local peaks and local energies in different frequency bands in Table 6 and this group of CAC values were used in the subsequent analysis of Section 4.5.

Table 7. Local peak and energy in different frequency bands and maximum local peaks and energies.

| Number | Working Conditions | Frequency Band | Local Peak | Local Energy | Maximum Local Peak | Maximum Local Energy |
|--------|--------------------|----------------|------------|--------------|--------------------|----------------------|
| Sensor 1 | Segment 1 | 0–11 | 28.99 | 1.88 | 28.99 | 4.64 |
| | | 11–80 | 8.55 | 4.64 | |
| | Segment 2 | 0–35 | 439.70 | 115.00 | 439.70 | 115.00 |
| | | 35–60 | 131.70 | 23.00 | | |
| | | 60–80 | 89.20 | 45.30 | | |
| Sensor 2 | Segment 1 | 0–25 | 41.00 | 8.96 | 88.55 | 33.70 |
| | | 25–80 | 88.55 | 33.70 | | |
| | Segment 2 | 36–80 | 445.00 | 125.00 | 445.00 | 125.00 |
| Sensor 3 | Segment 1 | 0–34 | 28.92 | 6.36 | 28.92 | 6.36 |
| | | 34–80 | 8.50 | 5.66 | | |
| | Segment 2 | 0–4 | 434.70 | 12.70 | 434.70 | 99.70 |
| | | 8–74 | 231.40 | 99.70 | | |
| | | 74–80 | 74.32 | 22.80 | | |

Figure 20. (a) The CAC values of Segment 1 in the current monitoring stage. (b) The CAC values of Segment 2 in the current monitoring stage.
4.5. Quantitative Assessment Using the Similarity-Based Indicator

In order to study the influence of feature selection on recognition results, different features in time domain, frequency domain, and time–frequency domain were selected for fusion, and a total of seven features fusion methods were established, as shown in Table 8. Scheme 1 is the baseline. Scheme 2 verifies the recognition effect of active CAC features, Schemes 3–4 verify the recognition effect of the time-domain feature and frequency-domain feature, respectively, and Schemes 5–7 verify the recognition effect of time–frequency-domain features, respectively. The values of the proposed indicator for Segment 1 and Segment 2, which serve as mutual instantaneous baselines, $F_{\text{seg}1}$ and $F_{\text{seg}2}$, were calculated with the use of Equations (11) and (12) in Section 3.4. The time histories of $F_{\text{seg}1}$ and $F_{\text{seg}2}$, together with their Euclidean distance of Scheme 1, are plotted in Figure 21. The red and black curves represent the indicator values of Segment 1 and Segment 2, and the blue curve is the Euclidean distance quantifying the feature difference between the two segments. It can be found that the two curves for $F_{\text{seg}1}$ and $F_{\text{seg}2}$ were coincident with each other in the early stage of monitoring and later $F_{\text{seg}1}$ fluctuated stably while $F_{\text{seg}2}$ had a continuous increase. The Euclidean distance between them gradually enlarged, which implies that Segment 2 suffered from an anomaly (i.e., debonding in this case), and the severity level of the anomaly had been continuously aggravated. This is coincident with the occurrence and deterioration of interlayer debonding of the monitored track system.

Table 8. Fusion schemes.

| Scheme | Time-Domain Feature | Frequency-Domain Feature | Time–Frequency-Domain Features |
|--------|---------------------|--------------------------|-------------------------------|
| 1      | Peak acceleration   | Peak frequency           | Local peak                    |
| 2      | Peak acceleration   | Peak frequency           | Local peak                    |
| 3      | -                   | Peak frequency           | Local peak                    |
| 4      | Peak acceleration   | -                        | Local peak                    |
| 5      | Peak acceleration   | Peak frequency           | -                             |
| 6      | Peak acceleration   | Peak frequency           | Local peak                    |
| 7      | Peak acceleration   | Peak frequency           | Local peak                    |

Figure 21. Indicators of Segment 1 and Segment 2 and their Euclidean distance.

Seven features fusion methods differed in the effect of identifying interlayer debonding, and the identification results are shown in Figure 22. In the figure, it can be seen that seven features fusion methods were able to characterize the increase in interlayer debonding with time, indicating that the proposed method in this manuscript does not depend on feature selection. However, different feature fusion methods differed in the identification effect. Compared with Scheme 1 (black curve), Scheme 2 (red curve) was
flatter, less fluctuating, and had the most significant increase, so Scheme 2 has the best recognition. There was little difference in the recognition effect of Scheme 3–Scheme 7.

The contribution of different features which differ in the recognition effect is characterized by the weight index. The weights of different features in seven features fusion methods are shown in Table 9. The contribution to the identification of interlayer debonding increased with increasing weight. In Table 9, it can be seen that time–frequency-domain features contributed the most to the identification effect, accounting for more than 50%, and the time-domain features contributed more than the frequency-domain features.

Table 9. Weights of different features of seven features fusion methods.

| Scheme | Time-Domain Feature (%) | Frequency-Domain Feature (%) | Time–Frequency-Domain Features (%) |
|--------|-------------------------|------------------------------|-----------------------------------|
| 1      | 18.63                   | 10.27                        | 14.82 19.43 36.85                 |
| 2      | 16.29                   | 8.57                         | 15.29 17.54 42.31                 |
| 3      | -                       | 10.97                        | 18.27 22.93 47.83                 |
| 4      | 19.27                   | -                            | 20.82 19.26 40.65                 |
| 5      | 22.52                   | 9.69                         | - 24.51 43.28                     |
| 6      | 23.05                   | 10.29                        | 22.49 - 44.17                     |
| 7      | 36.28                   | 15.84                        | 21.57 26.31 -                      |

In addition, the sensitivity of seven features fusion methods was calculated by referring to the calculation method of feature sensitivity in [65], and the results are shown in Table 10. The higher the sensitivity, the better the recognition effect of the feature’s fusion methods. In Table 10, the sensitivity of the seven features fusion methods is ranked as follows: 2 > 1 > 4 > 3 > 5 > 6 > 7, indicating that Scheme 2 had the best recognition effect and Scheme 7 had the weakest recognition effect.

A comparison between the interlayer debonding and Euclidean distance versus time by using scheme 2 was analyzed to investigate the relationship between them, and the results are shown in Figure 23. In Figure 23, the black and red curves represent the variation of debonding and the Euclidean distance with time, respectively. The value of the debonding increased slowly with time, indicating that the interlayer debonding was expanding. The Euclidean distance showed an increasing trend, indicating that the Euclidean distance increased with the interlayer debonding.

Figure 22. Euclidean distance of seven features fusion methods.

The contribution of different features which differ in the recognition effect is characterized by the weight index. The weights of different features in seven features fusion methods are shown in Table 9. The contribution to the identification of interlayer debonding increased with increasing weight. In Table 9, it can be seen that time–frequency-domain features contributed the most to the identification effect, accounting for more than 50%, and the time-domain features contributed more than the frequency-domain features.

Table 9. Weights of different features of seven features fusion methods.

| Scheme | Time-Domain Feature (%) | Frequency-Domain Feature (%) | Time–Frequency-Domain Features (%) |
|--------|-------------------------|------------------------------|-----------------------------------|
| 1      | 18.63                   | 10.27                        | 14.82 19.43 36.85                 |
| 2      | 16.29                   | 8.57                         | 15.29 17.54 42.31                 |
| 3      | -                       | 10.97                        | 18.27 22.93 47.83                 |
| 4      | 19.27                   | -                            | 20.82 19.26 40.65                 |
| 5      | 22.52                   | 9.69                         | - 24.51 43.28                     |
| 6      | 23.05                   | 10.29                        | 22.49 - 44.17                     |
| 7      | 36.28                   | 15.84                        | 21.57 26.31 -                      |

In addition, the sensitivity of seven features fusion methods was calculated by referring to the calculation method of feature sensitivity in [65], and the results are shown in Table 10. The higher the sensitivity, the better the recognition effect of the feature’s fusion methods. In Table 10, the sensitivity of the seven features fusion methods is ranked as follows: 2 > 1 > 4 > 3 > 5 > 6 > 7, indicating that Scheme 2 had the best recognition effect and Scheme 7 had the weakest recognition effect.

A comparison between the interlayer debonding and Euclidean distance versus time by using scheme 2 was analyzed to investigate the relationship between them, and the results are shown in Figure 23. In Figure 23, the black and red curves represent the variation of debonding and the Euclidean distance with time, respectively. The value of the debonding increased slowly with time, indicating that the interlayer debonding was expanding. The Euclidean distance showed an increasing trend, indicating that the Euclidean distance increased with the interlayer debonding.
Table 10. Sensitivity of seven features fusion methods.

| Scheme | Sensitivity |
|--------|-------------|
| 1      | 2.87        |
| 2      | 3.58        |
| 3      | 2.23        |
| 4      | 2.67        |
| 5      | 2.01        |
| 6      | 1.99        |
| 7      | 1.32        |

5. Conclusions

In this study, the interlayer-debonding monitoring of a new-type track structure, CRTS-II-slab ballastless track, was investigated for supporting debonding identification and assessment. The monitoring framework targeting this issue was built in this study, which included three parts: (i) a monitoring scheme with instantaneous baseline and trackside sensor deployment near the debonding-prone area to facilitate interlayer debonding detection; (ii) a fiber optic system used for implementing the monitoring scheme and continuously capturing the low-frequency small-amplitude acceleration at the measurement positions; and (iii) multiple features characterized by easy implementation and fast calculation and a new indicator combining debonding-sensitive features for identifying and assessing interlayer debonding. The monitoring scheme with the design of mutual instantaneous baselines and trackside sensor deployment near the bonding-prone area was developed to facilitate its interlayer debonding detection and diminish the effects of varying environmental and operational conditions on feature and indicator comparison. With the application of the monitoring scheme to the CRTS-II-slab ballastless track on a viaduct in an in-service high-speed rail line, field monitoring data were continuously acquired by a high-sensitivity fiber optic monitoring system over the past two years. After validating the effectiveness of setting two identical segments of the track as mutual instantaneous baselines, multiple feature-extraction techniques characterized by easy implementation and rapid calculation were employed to differentiate the track segment with interlayer debonding from another track segment in a normal state. Six features in the time domain, two features in the frequency domain, and more than thirty features in the time–frequency domain were extracted. The reasons associated with specific vibration characteristics were explained. By performing seven feature fusion methods, it was found that Scheme 2 exhibited high sensitivity to debonding. Moreover, a new indicator, combining multiple debonding-sensitive features by similarity-based weights normalizing the initial difference between mutual instantaneous baselines, was developed to support
rational and comprehensive assessment of interlayer debonding quantitatively. Euclidean distance between the indicator curves of the two track segments of the seven features fusion methods both had a continuous increase, which was coincident with the occurrence and deterioration of interlayer debonding. This study is conducive to the establishment of an effective feature pool and a new indicator for rapid debonding identification and assessment of track system and thus contributes to the safety of train operation and the comfort of passengers. Extensive investigations into the SHM of the ballastless track exist, but the study on this type of interlayer-debonding monitoring scheme and its application to the debonding identification of an in-service HSR track with the assistance of the new indicator is rarely reported. The difficulties for generalizing this work to other applications are the establishment and validation of mutual instantaneous baselines and the development of a damage-sensitive indicator with the mechanism able to normalize initial error between the mutual instantaneous baselines.
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