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Abstract—Downlink beamforming is a key technology for cellular networks. However, computing the transmit beamformer that maximizes the weighted sum rate subject to a power constraint is an NP-hard problem. As a result, iterative algorithms that converge to a local optimum are used in practice. Among them, the weighted minimum mean square error (WMMSE) algorithm has gained popularity, but its computational complexity and consequent latency has motivated the need for lower-complexity approximations at the expense of performance.

Motivated by the recent success of deep unfolding in the trade-off between complexity and performance, we propose the novel application of deep unfolding to the WMMSE algorithm for a MISO downlink channel. The main idea consists of mapping a fixed number of iterations of the WMMSE algorithm into trainable neural network layers, whose architecture reflects the structure of the original algorithm. With respect to traditional end-to-end learning, deep unfolding naturally incorporates expert knowledge, with the benefits of immediate and well-grounded architecture selection, fewer trainable parameters, and better explainability. However, the formulation of the WMMSE algorithm, as described in Shi et al., is not amenable to be unfolded due to a matrix inversion, an eigendecomposition, and a bisection search performed at each iteration. Therefore, we present an alternative formulation that circumvents these operations by resorting to projected gradient descent. By means of simulations, we show that, in most of the settings, the unfolded WMMSE outperforms or performs equally to the WMMSE for a fixed number of iterations, with the advantage of a lower computational load.

Index Terms—Deep unfolding, neural network, downlink beamforming, weighted MMSE algorithm, iterative optimization algorithm

I. INTRODUCTION

Downlink beamforming is a pivotal technology in fourth and fifth generation cellular communication systems [1, 2]. It leverages the use of multiple antennas to achieve an improved spectral efficiency to meet the demanding performance requirements expected from the system [3]. A common approach to downlink beamforming design is to find a transmit beamformer that maximizes the weighted sum rate (WSR) under a total transmit power constraint. However, the WSR maximization problem subject to a power constraint is known to be NP-hard [4, 5]. Algorithms that find the optimal solution exist [6–8], but the high computational complexity and the consequent latency and power consumption that they exhibit, especially as the number of users and antennas grows, negate the advantages of beamforming. Therefore, it is common to resort to suboptimal solutions that mitigate the computational complexity at the expense of performance. On one hand, simple heuristics with closed form solutions have been proposed, such as zero forcing beamforming and its regularized form [9], maximum ratio transmission [10], matched filtering and Wiener filtering precoders [11]. These heuristics reduce the computational load, the execution time, and the power consumption, but limit the achieved performance gain. On the other hand, there exist iterative algorithms, based on convex approximations [12–14] or on tractable alternative formulations [15–17] of the original problem, that converge to a local optimum. They are more onerous in terms of computational load and power requirements and exhibit a longer delay, but achieve a higher WSR. A popular approach that belongs to this class of algorithms is the iterative weighted minimum mean square error (WMMSE) algorithm. It converges to a local optimum of the WSR function and, as a consequence of the resulting performance, it has gained popularity. However, it exhibits relatively high computational complexity. This has fostered the development of lower-complexity approximations at the cost of a degraded performance [18, 19]. In fact, the computational complexity versus performance trade-off is of considerable importance for cellular networks. Base stations must comply with stringent cost and power specifications and must, at the same time, respond quickly to the fast changing channel conditions. Moreover, with the fifth generation cellular networks, they must accommodate latency requirements of newly supported real-time applications, from industrial automation to remote medical care [20].

In this paper, we address this computational complexity versus performance trade-off by applying a machine-learning-based technique, called deep unfolding, to the WMMSE algorithm described in [15] for a multiple-input single-output (MISO) downlink channel.

A. Relevant Prior Work

Inspired by the recent advances in machine learning and by its promising results in physical layer applications [21–27], machine-learning-based solutions that address the complexity versus performance trade-off have been proposed for downlink beamforming [28–30] and, in particular, for the WMMSE algorithm [31–33]. The common underlying idea consists of replacing the well-performing, yet expensive and high-latency, iterative algorithms with neural networks. These approaches are based on end-to-end learning, i.e., neural networks take as input the wireless channel and directly predict the beamformer weights. In this case, the complexity and latency...
constraints translate into architectural constraints. In fact, the computational load and the latency of the inference process are predetermined by the network architecture. Therefore, the network can be designed to be compliant with the power consumption and real-time application requirements at the expense of bounding its performance.

With regards to the WMMSE algorithm, neural networks have been employed both as i) fixed-complexity function approximators and as ii) comparably performing alternatives within the complexity constraints. In [31], the authors train a fully connected deep neural network to approximate the output of the WMMSE algorithm and provide theoretical conditions under which iterative optimization algorithms can be approximated by fully connected deep neural networks. In [32], the authors use the WMMSE algorithm to pre-train the weights of a neural network that predicts the transmit beamformer of a MISO channel. In the pre-training phase, the performance of the network is clearly bounded by the solution obtained by the WMMSE algorithm. Therefore, the pre-training is followed by direct maximization of the WSR function with the purpose of approaching the global optimum. In [33], the authors design a deep neural network to find the beamformer weights and evaluate its performance in case of i) supervised learning, i.e., the network is trained to approximate the WMMSE solution, and ii) unsupervised learning, i.e., the network is directly trained by maximizing the WSR function.

It must be noted that in case of supervised learning the performance of the neural network is bounded by construction via the WMMSE performance. Conversely, in case of unsupervised learning the performance is not restricted and the network could in principle achieve an improved WSR. However, neither [32] nor [33] manages to surpass the WSR attained with the WMMSE algorithm. Furthermore, these approaches share the problem of selecting the proper neural network architecture. Although the computational constraints translate into architectural constraints, the search space remains extremely large. It is well known that the architecture has a large impact on the generalization capability and thus the performance of a neural network. Selecting the proper architecture is still an open issue and considerable research efforts are devoted to this [31], [34]–[37]. Meanwhile, it is normal practice to rely on intuition, experience, and the trial and error approach. Another drawback that is common to [31]–[33] is related to the explainability of the neural network behavior as the proposed approaches are based on end-to-end learning. Albeit the rationale behind the training process is clear – whether the training is supervised, unsupervised, or a combination of both – the resulting behavior is not yet explainable, and thus the network is regarded as a black-box [38]. In the context of wireless communications, this lack of explainability hinders the deployment of deep-learning-based solutions. Communication engineers usually rely on expert knowledge developed from a solid theoretical background, measurements, past experience, and a deep understanding of the system. Therefore, the introduction of end-to-end learning solutions, especially for critical applications, such as autonomous driving, encounters skepticism in the wireless networks community [39]. It must be mentioned that in [32] the authors, instead of directly predicting the beamformer vector, make use of expert knowledge to predict only a set of features from which the beamformer vector can be constructed. However, the lack of explainability of the network behavior – whether the network predicts the entire beamformer vector or a subset of features thereof – remains.

B. Deep Unfolding

Recently, an alternative learning approach has enabled significant advancements in the trade-off between complexity and performance for iterative algorithms. The fundamental idea consists of i) mapping the iterations of an optimization algorithm into trainable neural network layers whose architecture follows the structure of the original algorithm, ii) fixing the number of iterations, i.e., the number of layers, according to the computational complexity and latency requirements, and iii) optimizing the trainable parameters of the network in order to achieve the best possible performance within the fixed number of iterations. This approach takes the name of deep unfolding and was pioneered by Gregor and LeCun in 2010 [40]. Since then, this same idea has been successfully applied in various fields, e.g., sparse coding [41], [42], sparse signal recovery [43]–[45], image restoration [46], MIMO detection [48], [52], decoding [53], [56], compressed sensing [57], [58], and 1-bit precoding [59].

Deep unfolding allows for naturally incorporating expert knowledge in the learning approach [60]. This has multiple benefits. First, by fixing the neural network structure, deep unfolding allows researchers to drastically reduce the time dedicated to test different architectures and provides them with a strong motivation behind the choice of the adopted architecture. Clearly, the challenge of selecting the trainable parameters within the fixed network structure remains, but the choice, in most of the cases, is naturally guided by knowledge of the underlying algorithm. Second, the number of trainable parameters is significantly reduced with respect to end-to-end learning approaches, as the structure of the algorithm remains intact and a usually small subset of parameters is selected to be trainable. Third, in areas rich of expert knowledge, such as wireless communications, the introduction of deep-unfolding-based solutions is widely favored with respect to end-to-end learning solutions. In fact, in this case, the structure of algorithms well-established in the field is maintained and is reflected in the structure of the network, resulting in a higher degree of explainability [61]. Finally, the performance of the unfolded neural network might benefit from the same performance guarantees that hold for the original algorithm [62].

C. Contributions

Our main contribution is the novel application of deep unfolding to the WMMSE algorithm in the case of a MISO downlink channel, in order to address the complexity versus performance trade-off. As noted in [31], deep unfolding cannot be directly applied because the WMMSE algorithm as described in [15] includes complex operations, such as matrix inversions, eigendecompositions, and bisection searches. As a result, the authors of [31] choose to adopt the end-to-end
learning approach over deep unfolding and use a fully connected neural network to approximate the WMMSE algorithm. Conversely, we propose a formulation of the WMMSE algorithm that involves only vector multiplications, summations, and easy-to-implement projections, and thus allows for deep unfolding. We circumvent matrix inversions, eigendecompositions, and bisection searches by replacing the method of Lagrange multipliers, applied in the original WMMSE algorithm, with the projected gradient descent (PGD) approach \([3]\). As a result, our formulation of the WMMSE algorithm i) can be easily unfolded and optimized within the computational and latency constraints, ii) replaces the heavy operations in the original WMMSE algorithm with simple vector operations, and iii) can be efficiently implemented on standardized hardware platforms specialized for deep learning processing, which are expected to replace expensive and dedicated integrated circuits in base stations. In order to meet the power consumption and latency requirements at the base station, we fix the number of PGD steps per WMMSE iteration and the total number of iterations accordingly. Clearly, this comes with a degradation of performance. In order to compensate for it and achieve the best possible performance within the computational constraints, we select the PGD step sizes as trainable parameters. By means of extensive simulation results, we show that the step sizes can be effectively learnt and that, in most of the settings, the unfolded WMMSE algorithm outperforms or performs equally to the original WMMSE algorithm for a given number of iterations, with the additional benefits of lower computational complexity and feasible implementation on standardized hardware.

To encourage reproducibility, the code to generate the results in the paper is available at \([64]\).

D. Notation

We adopt the following notation in this paper. We indicate matrices by bold uppercase letters and column vectors by bold lowercase letters. \( \mathbf{0} \) is a column vector of zeros and \( \mathbf{I}_M \) is the \( M \times M \) identity matrix. We use \( \mathbf{I} \) when the size of the matrix can be understood by context. We use \(|\cdot|\) to indicate the Frobenius norm of a matrix. We use the superscripts \((\cdot)^T\), \((\cdot)^H\), and \((\cdot)^{-1}\) to indicate the transpose, the Hermitian transpose, and the inverse of a matrix, respectively. \( \text{Tr}(\cdot) \) indicates the trace of a matrix and \( \text{diag}(\cdot) \) indicates the diagonal elements of a matrix. \( \mathbb{R}^M \) indicates the \( M \)-dimensional real space and \( \mathbb{C}^M \) indicates the \( M \)-dimensional complex space. \( \mathbb{R}(\cdot) \) and \( \mathbb{I}(\cdot) \) denote the real part and the imaginary part, respectively. \( \mathbb{E}_y(x) \) indicates the expected value of \( x \) computed with respect to the probability distribution of \( y \). \( \nabla f \) is the gradient of \( f \). The complex Gaussian distribution with mean \( \mu \) and variance \( \sigma^2 \) is denoted by \( \mathcal{CN}(\mu, \sigma^2) \) and analogous notation follows for the multivariate complex Gaussian distribution.

II. PROBLEM FORMULATION AND SYSTEM MODEL

We consider a multiple-input single-output (MISO) interference downlink channel. The base station, equipped with \( M \) transmit antennas, sends independent data symbols to \( N \) single-antenna users. We indicate vectors and matrices relative to the \( i^{th} \) user with index \( i \). Let \( x_i \sim \mathcal{CN}(0, 1) \) be the transmitted data symbol and let \( h_i \sim \mathcal{CN}(0, \mathbf{I}_M) \) be the channel. With linear beamforming, the signal at the receiver is

\[
y_i = h_i^H v_i x_i + \sum_{j=1, j \neq i}^{N} h_i^H v_j x_j + n_i, \tag{1}
\]

where \( v_i \in \mathbb{C}^M \) is the transmit beamformer for user \( i \) and where \( n_i \sim \mathcal{CN}(0, \sigma^2) \) is independent additive white Gaussian noise with power \( \sigma^2 \). The signal-to-interference-plus-noise-ratio (SINR) is

\[
\text{SINR}_i = \frac{|h_i^H v_i|^2}{\sum_{j=1, j \neq i}^{N} |h_i^H v_j|^2 + \sigma^2}. \tag{2}
\]

We define \( \mathbf{H} = [h_1, h_2, \ldots, h_N]^T \), \( \mathbf{V} = [v_1, v_2, \ldots, v_N]^T \), and \( \mathbf{u} = [u_1, u_2, \ldots, u_N]^T \).

We seek to maximize the weighted sum rate (WSR) in the downlink channel subject to a total transmit power constraint, i.e.,

\[
\max_\mathbf{V} \sum_{i=1}^{N} \alpha_i \log_2 (1 + \text{SINR}_i) \tag{3}
\]

s.t. \( \text{Tr}(\mathbf{VV}^H) \leq P \),

where \( \alpha_i \) indicates the user priority (assumed to be known) and where \( P \) is the maximum transmit power at the base station. We assume the base station has perfect channel knowledge. Problem (3) is nonconvex and has been shown to be NP-hard \([4]\, [5]\).

III. WMMSE ALGORITHM

The WMMSE algorithm addresses problem (3) by solving a problem equivalent to it, i.e., with the same optimal \( \mathbf{V} \), and amenable for block coordinate descent \([63]\). The equivalent problem is given by a weighted sum mean square error minimization problem subject to a total transmit power constraint, i.e.,

\[
\min_{\mathbf{u}, \mathbf{w}, \mathbf{V}} \sum_{i=1}^{N} \alpha_i (w_i e_i - \log_2 w_i) \tag{4a}
\]

s.t. \( \text{Tr}(\mathbf{VV}^H) \leq P \),

where \( e_i = \mathbb{E}_{\mathbf{x}, n_i} [\hat{x}_i - x_i^2] \) assuming that \( \mathbf{x} \) and \( n_i \) are independent, where \( \mathbf{x} = [x_1, x_2, \ldots, x_N]^T \), where the estimated data symbol at the receiver is \( \hat{x}_i = u_i y_i \), where \( u_i \in \mathbb{C} \) is the receiver gain, where \( w_i \) is the user weight, and where \( \mathbf{w} = [w_1, w_2, \ldots, w_N]^T \).

Problem (4) is convex in each individual optimization variable, hence the partial optimization problem can be easily solved and a local optimum can be obtained by iteratively minimizing the cost function with respect to one variable while keeping the others fixed.

It results in the following sequential updates:

\[
w_i = \frac{\sum_{j=1}^{N} |h_i^H v_j|^2 + \sigma^2}{\sum_{j=1, j \neq i}^{N} |h_i^H v_j|^2 + \sigma^2} \quad \text{for } i = 1, \ldots, N, \tag{5a}
\]

\[
u_i = \frac{h_i^H v_i}{\sum_{j=1}^{N} |h_i^H v_j|^2 + \sigma^2} \quad \text{for } i = 1, \ldots, N, \tag{5b}
\]

\[
v_i = \alpha_i u_i w_i (\mathbf{A} + \mu \mathbf{I})^{-1} \quad \text{for } i = 1, \ldots, N, \tag{5c}
\]
where
\[ A \triangleq \sum_{i=1}^{N} \alpha_i u_i |u_i|^2 h_i h_i^H, \] (6)
and where \( \mu \geq 0 \) is a Lagrange multiplier chosen such that the power constraint is satisfied. If \( \mu = 0 \) does not satisfy the power constraint, then the optimal \( V \) must satisfy the power constraint with equality. Hence, \( \mu \) can be found by solving
\[ \text{Tr}(VV^H) = P. \] (7)
As shown in [15], this leads to equation
\[ \sum_{j=1}^{M} \frac{\text{diag}(\Phi)_j}{\text{diag}(A)_j + \mu} = P, \] (8)
where \( \text{diag}(X)_j \) indicates the \( j \)th diagonal element of a matrix \( X \), where \( U \Lambda U^H \) is the eigendecomposition of \( A \), and where \( \Phi = U^H (\sum_{i=1}^{N} \alpha_i^2 w_i^2 |u_i|^2 h_i h_i^H) U \). The left hand-side of (8) is monotonically decreasing in \( \mu \), therefore \( \mu \) can be found by bisection search [65] with the starting points
\[ \mu_{\text{low}} = \frac{1}{P} \sum_{j=1}^{M} \text{diag}(\Phi)_j \quad \text{and} \quad \mu_{\text{high}} = 0, \]
where \( \mu_{\text{low}} \) and \( \mu_{\text{high}} \) are such that the left-hand side of (8) is smaller and greater than \( P \), respectively.

To summarize, \( V \) is first initialized such that \( \text{Tr}(VV^H) \leq P \), then \( w, u, \) and \( V \) are iteratively updated according to (5) until a convergence criterion is met. For further details on the WMMSE algorithm, we refer the reader to [15].

IV. UNFOLDED WMMSE ALGORITHM

We propose to unfold a fixed number of iterations of the WMMSE algorithm. The update equations of \( w \) and \( u \), i.e., (5a) and (5b), involve only simple vector and matrix operations, and can therefore be readily inserted in the unfolded computational graph. Conversely, the update equation of \( V \), i.e., (5c), involves a matrix inversion, an eigendecomposition, and a bisection search. It is complicated to unfold these operations [31]. Therefore, we propose to circumvent them by resorting to the projected gradient descent (PGD) approach [63].

In the WMMSE algorithm, the step in (5c) is obtained as the solution to
\[
\min_{V} \sum_{i=1}^{N} \alpha_i (w_i e_i - \log_2 w_i) \quad \text{s.t.} \quad \text{Tr}(VV^H) \leq P, \]
(9)
with the method of Lagrange multipliers [66], where \( \alpha_i \) is the user priority, where \( w_i \) is the user weight, and where
\[ e_i = \sum_{j=1}^{N} |u_i h_i^H v_j|^2 - 2u_i h_i^H v_i + \sigma^2 |u_i|^2 + 1. \] (10)
It leads to the Lagrangian function minimization, i.e.,
\[
\min_{\mu, V} \sum_{i=1}^{N} \alpha_i (w_i e_i - \log_2 w_i) + \mu \text{Tr}(VV^H) - \mu P, \]
(11)
where \( \mu \) is the Lagrange multiplier. We observe in problem (9) that i) the cost function is convex and differentiable and that ii) the constraint is a convex set. Therefore problem (9) can be alternatively solved with the projected gradient descent approach. It is a first-order method, thus it requires only gradient information and function values. At each iteration, the optimization variable is updated by i) taking a step in the descent direction defined by the negative gradient of the cost function and ii) projecting the update onto the feasible set determined by the constraint.

We define \( f(V) \triangleq \sum_{i=1}^{N} \alpha_i (w_i e_i - \log_2 w_i) \) as our cost function and \( C = \{ V | \text{Tr}(VV^H) \leq P \} \) as the set defined by the power constraint. The \( k \)th PGD update is given by
\[
\begin{align*}
\tilde{V}^{(k)} &= V^{(k-1)} - \gamma \nabla f(V^{(k-1)}), \\
V^{(k)} &= \Pi_C(\tilde{V}^{(k)}),
\end{align*}
\] (12)
where \( \nabla f(V^{(k)}) = [\nabla f(v_1^{(k)}), \nabla f(v_2^{(k)}), \ldots, \nabla f(v_N^{(k)})]^T \), where \( \nabla f(v_i^{(k)}) = -2\alpha_i w_i u_i h_i + 2A v_i^{(k)} \), where \( A \) is defined in (6), where \( \gamma \) is the step size, and where \( \Pi_C \{ V \} = \min_{Z \in C} \| V - Z \| \). In particular,
\[ \Pi_C \{ V \} = \begin{cases} V, & \text{if } \text{Tr}(VV^H) \leq P \\ \frac{V}{\sqrt{\text{Tr}(V^V)}} P, & \text{otherwise.} \end{cases} \] (13)
As a result, we replace the matrix inversion, the eigendecomposition, and the bisection search required by (5c) with simple vector operations, differentiable almost everywhere, that can be easily inserted in the unfolded computational graph.

To summarize, in this variant of the WMMSE, which we will refer to as unfolded WMMSE, we first initialize \( V \) such that \( \text{Tr}(VV^H) \leq P \), then we sequentially compute (5a), (5b), and \( K \) PGD steps (12) for a total of \( L \) iterations. Consequently, a fixed number of operations is performed, namely a fixed number of iterations and of PGD steps per iteration. This yields to deterministic data flow, predetermined execution time, and fixed and known computational complexity.

V. TRAINABLE UNFOLDED WMMSE

It is clear that the performance of the unfolded WMMSE is penalized by the computational constraint that we impose when setting the number of iterations and the number of PGD steps per iteration. Therefore, the original WMMSE algorithm constitutes an upper bound on the performance of the unfolded WMMSE. However, how far from the upper bound the actual performance is depends on the choice of the step sizes used in the projected gradient descent method. Considering that we truncate the sequence of PGD steps to \( K \), the role of the step sizes is even more relevant, as they regulate the behavior and the convergence speed of the sequence of PGD steps. We propose to optimize the performance of the unfolded WMMSE by means of deep learning, i.e., by making the step sizes trainable parameters of a deep learning architecture. We
Algorithm 1 Unfolded / Unfoldable WMMSE

Input: \( H \)

Initialize \( V \) such that \( \text{Tr}(VV^H) \leq P \)

for \( l = 1, 2, \ldots, L \) do

for \( i = 1, 2, \ldots, N \) do

\[
\begin{align*}
  w_i &= \sum_{j=1}^N |h_i^j v_j|^2 + \sigma^2 \\
  u_i &= \sum_{j=1}^N |h_i^j|^2 v_j^2 + \sigma^2
\end{align*}
\]

end for

for \( i = 1, 2, \ldots, N \) do

\[
 u_i = \frac{1}{\gamma^2} v_i
\]

end for

for \( k = 1, 2, \ldots, K \) do

for \( i = 1, 2, \ldots, N \) do

if \( k = 1 \) then

\( v_i^{(0)} = v_i \)

end if

\( v_i^{(k)} = v_i^{(k-1)} - \gamma_l^{(k)} \nabla f(v_i^{(k-1)}) \)

end for

\( V^{(k)} = \Pi_C \{ V^{(k)} \} \)

end for

\( V = V^{(K)} \)

end for

collectively denote them as \( \Gamma = [\gamma_1, \gamma_2, \ldots, \gamma_L] \), where \( \gamma_l = [\gamma_l^{(1)}, \gamma_l^{(2)}, \ldots, \gamma_l^{(K)}] \) and where \( \gamma_l^{(k)} \) is the step size used by the \( k \)th PGD step in the \( l \)th iteration. Algorithm 1 reports the pseudocode of the unfoldable WMMSE and the corresponding computational graph defines a deep neural network. Each iteration of the unfolded WMMSE corresponds to a layer of the neural network. Thus, each layer consists of the update equation of \( w \) (53), the update equation of \( u \) (56), and \( K \) unfolded PGD steps. Fig. 1 depicts the overall neural network architecture.

Although the projected gradient descent is used as an alternative approach to solve problem (9), which is optimally solved by (56), we do no train \( \Gamma \) such that the truncated PGD sequence can give as close an approximation of (56) as possible. We train \( \Gamma \) such that the unfolded WMMSE can achieve the highest possible WSR within the fixed network architecture and computational complexity. The training is necessarily unsupervised, as the optimal transmit beamformer is unknown. Therefore, in order to learn \( \Gamma \), the natural choice of loss function is the following, i.e.,

\[
L(\Gamma) = -\frac{1}{N_s} \sum_{n=1}^{N_s} \sum_{l=1}^{L} f_{\text{WSR}}(H_n, V_l; \Gamma),
\]

where \( N_s \) is the size of the training set and where \( f_{\text{WSR}}(H_n, V_l; \Gamma) \) indicates the WSR (3) achieved with the \( n \)th channel realization, drawn i.i.d. from the distribution of \( H \), and with the transmit beamformer given as output by the \( l \)th layer of the neural network, hence the parameterization with \( \Gamma \). As can be noted, we use a loss function that takes into account the transmit beamformer given at each layer. In this way, as in (48), we mitigate possible complications that occur when training, such as vanishing gradients and saturation of hidden units (67). It must also be noted that we do not impose any constraint on the step sizes across the layers. Each of them is allowed to assume any value in \( \mathbb{R} \) while minimizing \( L(\Gamma) \). The loss function \( L(\Gamma) \) is continuous and differentiable almost everywhere with respect to \( \Gamma \), hence we can use gradient-based optimization methods (40) for training. In particular, we minimize \( L(\Gamma) \) by applying a variant of the stochastic gradient descent method, i.e., the Adam optimizer (68).

VI. NUMERICAL RESULTS

A. Setup

The proposed unfolded WMMSE algorithm, illustrated by the network structure in Fig. 1, was implemented in Python 3.6.8 with Tensorflow 1.13.1 (69) and the original WMMSE algorithm was implemented in Python 3.6.8 as well. The full code is available at (64). In the simulation settings, we consider four transmit antennas at the base station and four single-antenna users, i.e., \( M = 4 \) and \( N = 4 \), respectively, and we...
set the user priorities to one, i.e., $\alpha_i = 1$ for $i = 1, \ldots, N$. As in [16], [33], [70], we initialize the WMMSE and the unfolded WMMSE algorithms with matched filtering, i.e., $V = aH$, where $a \in \mathbb{R}$ is chosen such that the power constraint is satisfied with equality. In the WMMSE algorithm, we end the bisection search used to solve (8) when the equality constraint is satisfied up to an error of $10^{-4}$ and, unless otherwise stated, we stop the iterations when the increment in WSR at the next iteration is less than or equal to $10^{-4}$. It must be noted that the unfolded WMMSE algorithm can be readily implemented by resorting to basic neural network operations. The update equations of $w$ (5a) and $u$ (5b) involve only vector multiplications and summations and the update equations of $V$ involve multiplications and summations (12a) and a projection (12b), which can be equivalently implemented with elemental neural network operations, without employing conditional statements, i.e.,

$$\Pi_C(V) = \frac{V\sqrt{P}}{\phi(\|V\| - \sqrt{P}) + \sqrt{P}},$$

where $\phi(x) = \max(0, x)$ denotes the rectified linear unit (ReLU). As available deep learning tools do not support complex numbers, an alternative representation to map the complex variables and operations of the unfolded WMMSE algorithm to the real domain must be adopted. To this end, we apply the decomposition given by $u = [\Re(u), \Im(u)]$, $w = [\Re(w), \Im(w)]$, $v = [\Re(v)^T, \Im(v)^T]^T$, and $h = \begin{bmatrix} \Re(h) & -\Im(h) \\ \Im(h) & \Re(h) \end{bmatrix}$.

Unless otherwise stated, we initialize the trainable step sizes to one, i.e., $\gamma_i^{(k)} = 1$ for $k = 1, \ldots, K$ and $l = 1, \ldots, L$. We set the learning rate of the Adam optimizer to $10^{-3}$. The training set and the test set consist of channel realizations drawn i.i.d. from a complex standard Gaussian distribution. We consider up to six iterations, i.e., $L = 1, \ldots, 6$, four to eight PGD steps, i.e., $K = 4, \ldots, 8$, and seven different signal-to-noise ratio (SNR) values equally spaced from 5 dB to 20 dB. We train a different unfolded neural network for each considered combination. The size of the training set varies from $2 \cdot 10^6$ to $8 \cdot 10^6$ channel realizations depending on the considered values of $L$, $K$, and SNR. As the values of $L$, $K$, and SNR increase, we use a larger training set. One training batch consists of 100 channel realizations. The presented results are averaged over a test set of $10^5$ channel realizations.

B. Results and Discussion

We assess the performance of the proposed unfolded WMMSE algorithm as the number of unfolded iterations, i.e., of layers, varies and we compare its performance with i) the original WMMSE algorithm truncated at the same number of iterations and with ii) the unfolded WMMSE algorithm with the trainable step sizes constrained to be equal across all PGD steps of the same layer, i.e., $\gamma_i^{(1)} = \ldots = \gamma_i^{(K)}$ for $l = 1, \ldots, L$.

Fig. 2 shows the performance of the different approaches as the number of iterations varies, with SNR of 10 dB and with $K = 4$, i.e., with 4 PGD steps in each layer of the unfolded WMMSE algorithm. The WSR attained by the WMMSE at convergence, which constitutes an upper bound for the proposed unfolded WMMSE, is reported for reference. As can be seen, the unfolded WMMSE surpasses the performance of the WMMSE up to $L = 4$ and performs equally to it for $L = 5$ and for $L = 6$. It can also be noted that for $L = 6$ both the WMMSE and the unfolded WMMSE attain the 98 percent of the WSR achieved at convergence. Furthermore, the benefit of imposing no constraints on the trained step sizes can be observed as the unfolded WMMSE with constrained step sizes fails to surpass the WMMSE or to perform comparably to it. It naturally follows that, if the constraint is extended to the layers, i.e., the step sizes are restricted to be equal across the PGD steps and across the layers, the attained WSR would be even lower. Fig. 3 shows the loss function $L(\Gamma)$ when training
Fig. 4. Weighted sum rate obtained with $N = 4$, $M = 4$, SNR of 20 dB, and $K = 4$. The label ‘same $\gamma$’ indicates that the same step size is used across all the PGD steps of the same layer, but the step sizes are different across the layers.

Fig. 5. Weighted sum rate obtained with $N = 4$, $M = 4$, and SNR of 20 dB.

Fig. 6. Weighted sum rate obtained with $N = 4$, $M = 4$, $L = 1$, and $K = 4$. The label ‘same $\gamma$’ indicates that the same step size is used across all the PGD steps of the same layer.

Finally, Fig. 6 shows the WSR attained under different SNR conditions, with $L = 1$ and $K = 4$. As expected, the WSR increases as the SNR increases. Also, the trend previously observed is confirmed as, for all SNR values, i) the unfolded WMMSE with constrained step sizes is outperformed by the original WMMSE and ii) the proposed unfolded WMMSE surpasses the original WMMSE with a performance gap that increases with the SNR.
We provided a formulation of the WMMSE beamforming algorithm that allows for the novel application of deep unfolding, with the aim to address the complexity versus performance trade-off at the base station. Simulation results confirmed that deep unfolding can successfully address this trade-off, by leveraging expert knowledge and incorporating it in the learning process and in the structure of the unfolded neural network. This interplay between deep learning and domain knowledge has multiple benefits with respect to end-to-end learning solutions already proposed in the literature as lower-complexity approximators of the WMMSE algorithm or as comparably performing alternatives. Moreover, the unfolded network is suitable for implementation on standardized hardware optimized for deep learning processing, envisioned to appear in the base stations in the near future.

We focused on a single-base-station scenario, but our work can be easily extended to the multi-base-station case by changing the power constraint accordingly. Interesting research directions include i) the extension of our approach to the multiple-input multiple-output (MIMO) case and ii) the investigation of first order methods alternative to the projected gradient descent to solve the inner convex optimization in the original WMMSE algorithm.
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