Abstract. We introduce a method of solving inverse boundary value problems for wave equations on Lorentzian manifolds, and show that zeroth order coefficients can be recovered under certain curvature bounds. The set of Lorentzian metrics satisfying the curvature bounds has a non-empty interior in the sense of arbitrary, smooth perturbations of the metric, whereas all previous results on this problem impose conditions on the metric that force it to be real analytic with respect to a suitably defined time variable. The analogous problem on Riemannian manifolds is called the Calderón problem, and in this case the known results require the metric to be independent of one of the variables. Our approach is based on a new unique continuation result in the exterior of the double null cone emanating from a point. The approach shares features with the classical Boundary Control method, and can be viewed as a generalization of this method to cases where no real analyticity is assumed.

1. Introduction

Let \((\mathcal{M}, g)\) be a connected, smooth Lorentzian manifold with timelike boundary. We write \(1 + n\) for the dimension and \(\mathcal{M}^{\text{int}}, \partial \mathcal{M}\) for the interior and boundary of \(\mathcal{M} = \mathcal{M}^{\text{int}} \cup \partial \mathcal{M}\). Let \(V \in C^\infty(\mathcal{M})\) and consider the Cauchy data set

\[
\mathcal{C}(V) = \{(u, \partial_\nu u)|_{\partial \mathcal{M}} : u \in C^\infty(\mathcal{M}) \text{ and } \Box u + Vu = 0 \text{ on } \mathcal{M}\},
\]

where \(\Box\) is the canonical wave operator on \((\mathcal{M}, g)\) and \(\nu\) is the exterior unit normal vector field on \(\partial \mathcal{M}\). We call the problem to find \(V\) given \(\mathcal{C}(V)\) the Lorentzian Calderón problem. The classical Calderón problem has the same formulation except that \((\mathcal{M}, g)\) is a smooth Riemannian manifold with boundary and \(\Box\) is replaced by the Laplacian on \((\mathcal{M}, g)\).

Another version of the Calderón problem is to find \(g\) up to an isometry given the Cauchy data set

\[
\{(u, \partial_\nu u)|_{\partial \mathcal{M}} : u \in C^\infty(\mathcal{M}) \text{ and } \Box u = 0 \text{ on } \mathcal{M}\}.
\]

If \(n > 1\), then in a fixed conformal class, the latter problem reduces to the former one by using a gauge transformation. Writing \(\Box_c\) for the wave
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operator with respect to the conformally scaled metric $c g$, the function
\begin{equation}
 w = c^{(n-1)/4} u
\end{equation}
satisfies the equation $\Box w + V w = 0$, with $V = -c^{-(n-1)/4} \Box c^{(n-1)/4}$, if the function $u$ satisfies the equation $\Box c^{(n-1)/4}$.

Without any further assumptions on $(M, g)$ the Calderón problem is wide open, in both the Lorentzian and Riemannian cases, and regardless whether $g$ or $V$ is to be determined. We will now formulate the geometric assumptions under which we show that $\mathcal{C}(V)$ determines $V$ in the Lorentzian case.

In order to be able to solve the wave equation on $M$, and thus guarantee that $\mathcal{C}(V)$ has a rich structure, we assume that
\begin{enumerate}
  \item [(H1)] There is a smooth, proper, surjective temporal function $\tau : M \to \mathbb{R}$.
\end{enumerate}
By $\tau$ being a temporal function we mean that its differential $d\tau$ is timelike. Proper is used in the topological sense, that is, inverse images of compact subsets are compact under $\tau$.

Hypothesis (H1), together with $\partial M$ being timelike, implies that the wave equation can be solved on $M$, see [30, Theorem 24.1.1]. This theorem does not require $\tau$ to be surjective. However, surjectivity guarantees that $M$ is diffeomorphic to a cylinder, a natural feature in view of the previous results discussed in Section 1.2 below. This assumption avoids some technical complications.

When wave equations are considered on a Lorentzian manifold without boundary $(\tilde{M}, g)$, it is typically assumed that the manifold is globally hyperbolic. In this case $\tilde{M}$ is isometric to a cylinder $\mathbb{R} \times M_0$ with a metric of the form
\begin{equation}
 c(t, x)(-dt^2 + g_0(t, x)),
\end{equation}
where $\tilde{M}_0$ is a smooth manifold, $c$ is a smooth positive function, and $g_0(t, \cdot)$ is a family of smooth Riemannian metrics on $M_0$ that depend smoothly on the variable $t \in \mathbb{R}$, see [15]. Observe that (H1) is satisfied for $\tau = t$ on $M = \mathbb{R} \times M_0$ with $M_0 \subset \tilde{M}_0$ an open, bounded set with smooth boundary. In general, we will show that (H1), together with $\partial M$ being timelike, implies that $\mathcal{M}$ is diffeomorphic to a cylinder $\mathbb{R} \times M_0$, where $M_0$ is a compact smooth manifold with boundary, and that over compact subsets of $M$, the metric is isometric to a metric of the form (1.3).

Let us now turn to our main assumption on the curvature of $(M, g)$. We fix the signature convention $(-, +, \ldots, +)$, let $R$ stand for the curvature tensor on $(M, g)$, and recall the following definition from [5].

**Definition 1.1.** For $K \in \mathbb{R}$, we write $R \leq K$ if
\begin{equation}
 g(R(X, Y)Y, X) \leq K \left( g(X, X)g(Y, Y) - g(X, Y)^2 \right)
\end{equation}
for all $X, Y \in T_p M$ and $p \in M$. 
In the Riemannian case the curvature bound $R \leq K$ is equivalent with $\text{Sec}(X,Y) \leq K$ for all linearly independent $X,Y \in T_p\mathcal{M}$ and $p \in \mathcal{M}$, where $\text{Sec}$ is the sectional curvature,

$$\text{Sec}(X,Y) = \frac{g(R(X,Y)Y,X)}{g(X,X)g(Y,Y) - g(X,Y)^2}.$$ 

In the Lorentzian case, these two formulations are no longer equivalent, and the latter one leads to an uninteresting theory. If $\text{Sec}(X,Y) \leq K$ whenever $\text{Sec}(X,Y)$ is well-defined, then the Lorentzian manifold is of constant sectional curvature [35].

A Lorentzian manifold of constant sectional curvature satisfies $R \leq K$ with $K$ the constant value of the sectional curvature, but a small perturbation of a manifold with constant curvature might not satisfy $R \leq K$ for any $K \in \mathbb{R}$. However, there are manifolds satisfying $R \leq K$ such that their small perturbations satisfy the same curvature bound, see [2]. These examples will be discussed in more detail below (see Section 1.1 and Section 3).

We mention that there is also an equivalent description of the curvature bound $R \leq K$ in terms of local triangle comparisons of the signed lengths of geodesics [2].

In order to state our main hypothesis on $(\mathcal{M}, g)$, we recall that the spatial diameter of $\mathcal{M}$, denoted by $\text{Diam}(\mathcal{M})$, is the supremum of the length of inextendible spacelike geodesics on $\mathcal{M}$. We assume that

$$\text{(H2)} \quad R \leq K \text{ for some } K \in \mathbb{R}, \text{ and if } K > 0 \text{ then } \text{Diam}(\mathcal{M}) < \frac{\pi}{2\sqrt{K}}.$$ 

In addition to (H1)–(H2) we will make some technical assumptions. Given any $p \in \mathcal{M}$, let $J^+(p)$ and $J^-(p)$ denote the causal future and past of the point $p$ respectively, and define

$$\epsilon_p = \mathcal{M} \setminus (J^-(p) \cup J^+(p)).$$

The definitions of $J^\pm(p)$ are recalled in Section 3 below (see equation 3.8). We call $\epsilon_p$ the exterior of the double null cone emanating from the point $p$, see Figure 1. We assume that

$$\text{(H3)} \quad \text{For any null geodesic } \gamma \text{ and any two points } p,q \text{ on } \gamma, \text{ the only causal path between } p \text{ and } q \text{ is along } \gamma. \text{ For all } p \in \mathcal{M}, \text{ the exponential map } \exp_p \text{ is a diffeomorphism from the spacelike vectors (in its maximal domain of definition) onto } \epsilon_p.$$ 

We remark that (H2) has certain common features with (H3). For instance, following the proof of [11, Proposition 11.13], we see that $R \leq 0$ implies that null geodesics do not have any conjugate points at all, while given any spacelike geodesic $\gamma$ there is no Jacobi field, with a spacelike covariant derivative along $\gamma$, that vanishes at two distinct points.

We say that a geodesic on $(\mathcal{M}, g)$ is non-trapped if its maximal domain of definition is a bounded interval. Here the geodesic is allowed to intersect $\partial \mathcal{M}$ in the interior points of its domain of definition. Put differently, if $(\mathcal{M}, g)$ is extended to a slightly larger manifold without boundary, then
Figure 1. The schematic for the exterior of the double null cone in the setting of Minkowski geometry in $\mathbb{R}^{1+2}$. The point $p$ is shown in red, $\partial M$ is gray and $\partial \mathcal{E}_p \cap M^\text{int}$ is shown in blue.

both ends of any maximally extended non-trapped geodesic must intersect the complement of $\mathcal{M}$. We assume

(H4) All null geodesics are non-trapped.

This assumption is independent from (H1)–(H3) as can be seen for example by taking $\partial M$ to be the timelike hyperboloid $-t^2 + |x|^2 = 1$ in the Minkowski spacetime $\mathbb{R}^{1+n}$.

Finally, we assume

(H5) All null geodesics have finite order of contact with the boundary.

This technical condition is related to the geometric characterization of exact controllability of the wave equation on $\mathcal{M}$, see [8, 9].

We are now ready to state our main theorem.

Theorem 1.2. Let $(\mathcal{M}, g)$ be a connected, smooth Lorentzian manifold with timelike boundary, and suppose that (H1)–(H5) hold. Let $V_1, V_2 \in C^\infty(\mathcal{M})$. If $\mathcal{C}(V_1) = \mathcal{C}(V_2)$ then $V_1 = V_2$. 
In fact, we prove a slightly stronger result that is, roughly speaking, localized in the preimage \(\{ p \in M : \tau(p) \in [-T, T]\}\) for large enough \(T > 0\), see Theorem 2.4 below for the precise statement.

1.1. **On the curvature bound.** Examples of non-constant curvature manifolds satisfying \(R \leq K\) can be constructed by considering Robertson–Walker type spaces \((M, g)\) where \(M = \mathbb{R} \times M_0\) and \(g\) has the warped product form

\[-dt^2 + f(t)g_0(x),\quad (t, x) \in \mathbb{R} \times M_0.\]

Here the warping factor \(f\) is smooth and strictly positive, and \((M_0, g_0)\) is a Riemannian manifold with boundary. If the sectional curvature of \((M_0, g_0)\) is bounded from above by a constant \(C \in \mathbb{R}\), then, in view of [2, Corollary 7.2], the manifold \((M, g)\) satisfies the bound \(R \leq K\) for any number \(K\) in the interval

\[
\left[\sup_{t \in \mathbb{R}} \frac{C + f'(t)^2}{f(t)^2}, \inf_{t \in \mathbb{R}} f''(t)\right].
\]

To see that there are manifolds satisfying (H1)–(H5) such that their small perturbations satisfy the same conditions, we can simply take \(f = 1\) and \((M_0, g_0)\) a Riemannian manifold with a strictly convex boundary and sectional curvature bounded from above by \(C < 0\). This fact will be shown in detail in Section 3. Combining this example with Theorem 1.2 we obtain the following corollary.

**Corollary 1.3.** Let \(M = \mathbb{R} \times M_0,\ g = -dt^2 + g_0(x),\) where \((M_0, g_0)\) is a compact, simply connected Riemannian manifold with negative curvature and a smooth strictly convex boundary. Then given any metric \(\tilde{g}\) which is a sufficiently small perturbation of \(g\) in \(C^\infty_c(M^\text{int})\), there holds:

\[\mathcal{C}(V_1) = \mathcal{C}(V_2) \implies V_1 = V_2.\]

Here, for \(j = 1, 2\), \(\mathcal{C}(V_j)\) is defined analogously to (1.1) corresponding to the metric \(\tilde{g}\) and potential \(V_j \in C^\infty(M)\).

1.2. **Previous literature.** Most of the previous results on the problem to find \(V\) given \(\mathcal{C}(V)\) are confined to the case of ultra-static cylinders, that is, \(M = \mathbb{R} \times M_0\) and \(g\) is of the form (1.3) with \(c = 1\) and \(g_0\) independent from the time coordinate \(t \in \mathbb{R}\). If also \(V\) is assumed to be independent from \(t\), then the problem is completely solved, without any further assumptions on \(g_0\). The proof is based on the Boundary Control method that was introduced by Belishev in [12]. A geometric generalization to the case of ultrastatic cylinders is by Belishev and Kurylev in [14]. Conditional stability estimates were derived in [4]. For later developments see the monograph [34], the review article [13], and the references in the recent paper [37].

The Boundary Control method relies on the local unique continuation theorem by Tataru [53]. This result was subsequently generalized in [47], and its important precursors include the works of Hörmander [32] and Robbiano [46]. Tataru’s result allows for local unique continuation across any
non-characteristic surface but requires that all the coefficients in the wave
equation are real analytic with respect to the time variable. There is a broad
class of counter examples due to Alinhac [3] showing that local unique con-
tinuation across non-pseudoconvex surfaces fails if smooth time-dependent
coefficients are allowed. When both $g$ and $V$ are real analytic in the time co-
ordinate, the result of Eskin [19, 20] solves the Lorentzian Calderón problem
using ideas from the Boundary Control method.

Let us now discuss results that allow for an arbitrary $V \in C^\infty(M)$. Due
to the gauge transformation (1.2), there is no essential difference between
the ultrastatic case and the case where $g$ is of the form (1.3) with $g_0$ in-
dependent from the time coordinate and with arbitrary $c$. The first result
with time-dependent $V$ is due to Stefanov in [50] in the case that $(M, g)$ is
the Minkowski spacetime. We also refer the reader to the work of Ramm
and Sjöstrand [44] and Isakov [33] for similar results. The ultrastatic case
was solved in [23] under additional convexity conditions on the Riemannian
factor $(M_0, g_0)$. The known results [17, 18] on the Riemannian Calderón
problem assume that $g$ is of the form $dt^2 + g_0(x)$. This can be viewed as the
Riemannian analogue of the ultrastatic case.

The results [50, 44, 33, 23] are based on a reduction of the Lorentzian
Calderón problem to the study of injectivity of the light ray transform $L V$.
Here $L V(\gamma)$ is the integral of $V$ over $\gamma$, for inextendible null geodesics $\gamma$
on $M$. As explained in [52] this reduction works for a very broad class of
Lorentzian manifolds, however, inversion results for the light ray transform
are scarce outside the ultrastatic case. Stefanov inverted $L$ in the case
that $(M, g)$ is real analytic and satisfies a certain convexity condition [51].
Recently $L$ was inverted also in the case that $(M, g)$ is stationary, assuming
additional convexity [24]. While stationary metrics need not be the form
(1.3), they have time-independent coefficients.

To summarize, in all the previous results $g$ has real analytic features. Most
typically it is simply independent of the time variable, whereas in [51] it is
real analytic, and in [19, 20] real analytic in the time variable. The main
novelty of our result is that it requires no real analytic features. In fact, by
Corollary 1.3, the set of Lorentzian metrics satisfying (H1)–(H5) has a non-
empty interior in the sense of arbitrary, smooth perturbations of the metric.
We achieve this by introducing a novel controllability method, inspired by
the Boundary Control method, that relies on a new unique continuation
theorem in the exterior of the double null cone (Theorem 2.1). A similar
unique continuation theorem was previously known to hold in the Minkowski
spacetime [1, 49].

We would like to emphasize that the curvature condition (H2) is used only
in the proof of the unique continuation theorem. If unique continuation in
the exterior of the double null cone is proven under weaker assumptions,
then our controllability method will give stronger results on the Lorentzian
Calderón problem. We conjecture that the unique continuation theorem
should hold under (H1) and (H3) only, and leave this as a direction for future research.

Finally, we mention that the Lorentzian Calderón problem has been solved for non-linear wave equations in great geometric generality. The version to determine a metric tensor $g$ was solved, up to a conformal factor, in [38] for globally hyperbolic manifolds, with data given on a small set in the interior rather than on boundary. A similar approach was used in [25] to determine a zeroth order perturbation $V$, and the case with data on the boundary was considered in [29]. However, all these works use non-linear terms in the wave equation in an essential way, and their techniques do not generalize for the linear wave equation considered in the present paper.

1.3. Outline of the key ideas. The key new ideas in this paper are outlined as follows. First, we introduce a novel \textit{optimal} unique continuation result (Theorem 2.1) for the wave equation in the exterior of the double null cone $E_p$ from the point of view of the region where vanishing of the wave is \textit{assumed} and where vanishing is \textit{derived}. This optimality of the unique continuation result is absolutely essential in the proof of Theorem 1.2, in the same way that the optimal unique continuation result of Tataru was essential in the earlier works on wave equations with time-independent coefficients based on the Boundary Control method.

Once Theorem 2.1 is proved, we use the result to obtain a novel controllability method from boundary, in the same spirit as that of Belishev, but with important differences. For instance, we do not possess here the typical boundary integral identities used in the Boundary Control method, namely the Blagovestchenskii identity [16]. We use our unique continuation theorem together with an exact controllability result for the wave equation in rough Sobolev spaces to construct distributional solutions that, when restricted to a Cauchy surface, are supported at a point. We remark that the idea of using focusing waves has appeared in the literature, see [40] for a review. Finally, using these focused solutions together with special solutions (Gaussian beams), we are able to recover point values of the potential $V$ everywhere.

2. Strengthened main result

Let $(\mathcal{M}, g)$ be a connected, smooth Lorentzian manifold with signature $(-,+,\ldots,+)$ and a timelike boundary. Suppose that (H1) holds and let $T > 0$. As we show in Appendix A, the manifold admits an isometric embedding $\Phi : M \to U \subset M$ with \{ $q \in \mathcal{M} : \tau(q) \in [-T, T]$ \} $\subset U$, and

$$M = [-T, T] \times M_0$$

for some smooth, compact, connected manifold $M_0$ with smooth boundary and with the metric $g := \Phi^* g$ satisfying

$$g(t, x) = c(t, x) \left(-dt^2 + g_0(t, x)\right), \quad \forall (t, x) \in M.$$
Here, $c$ is a smooth strictly positive function on $M$ and $g_0(t, \cdot)$ is a family of smooth Riemannian metrics on $M_0$ that depend smoothly on the variable $t \in [-T, T]$. As usual, $M_0 = M_0^{\text{int}} \cup \partial M_0$.

In this section, we will formulate our unique continuation result and a stronger version of Theorem 1.2 that are both stated on manifolds $(M, g)$ of the form (2.1)–(2.2). We note that the assumptions (H2)–(H3) and (H5) on $(M, g)$ can also be formulated on $(M, g)$ in the natural way.

2.1. Optimal unique continuation result. We prove the following theorem in Section 5.

**Theorem 2.1.** Let $M = [-T, T] \times M_0$ be a Lorentzian manifold with a metric $g$ of the form (2.2) where $M_0$ is a smooth, compact, connected manifold with a smooth boundary. Suppose that $(M, g)$ satisfies (H2)–(H3) and (H5). Let $p \in M^{\text{int}}$ be such that $E_p \subset (-T, T) \times M_0$, where $E_p$ is defined by (1.4) with $M = M$. Let $V \in C^\infty(M)$, $u \in H^{-s}(M)$ for some $s \geq 0$ and suppose that $(\Box + V)u = 0$ on $M$ and also that the traces $u$ and $\partial_\nu u$ both vanish on the set $\Sigma \cap E_p$, where $\Sigma = (-T, T) \times \partial M_0$. Then, $u = 0$ on $E_p$.

Note that since $\Sigma$ is a non-characteristic hypersurface for the wave operator, given any distributional solution to $(\Box + V)u = 0$ on $M$, the traces of the distribution and all its derivatives on $\Sigma$ always exist. This property is called partial hypoellipticity (see for example, [21, Proposition 7.6]). Similarly, the traces will be well-defined on $\{t\} \times M_0$ for any $t \in [-T, T]$. We remark also that the notation $H^{-s}(M)$ stands for the topological dual of $H^s_0(M)$ which itself is defined as the completion of smooth compactly supported functions in the interior of $M$, with respect to the standard $H^s(M)$-norm.

Our proof of Theorem 2.1 is based on combining the principle of propagation of singularities for the wave equation (Lemma 5.2), a layer stripping argument and a Carleman estimate with a degenerate weight, see equation (5.23). We remark that the unique continuation result here does go beyond the observability estimates of Bardos, Lebeau and Rauch in [9] and the unique continuation result of Hörmander (for example [31, Theorem 28.4.3]) in two key respects. Firstly, as opposed to [31] where strict pseudoconvexity must be assumed to derive a uniqueness result, here a geometric condition on the curvature is identified which ensures that the (Lorenzian, spacelike) distance function from a point satisfies a spacetime convexity property. The distance function is not strictly pseudoconvex, however. Secondly, as discussed before, contrary to both of these earlier results, our unique continuation result is optimal in terms of where vanishing of the wave is assumed and where it is derived.

We emphasize also that our unique continuation result does not follow from Tataru’s unique continuation result [53] as the wave operator here has general time-dependent coefficients.

2.2. Reduction from Cauchy data set to the Dirichlet-to-Neumann map on compact time intervals. We will show in this section that the
Cauchy data set $\mathcal{C}(V)$ determines the Dirichlet-to-Neumann map for the wave equation on compact subsets $\{q \in M : \tau(q) \in [-T, T]\}$ for all $T > 0$.

To make this precise, we begin by defining the Dirichlet-to-Neumann map $\Lambda_V$, associated to a manifold $M$ as in (2.1) with a metric $g$ of the form (2.2) and a function $V \in C^\infty(M)$. Consider the wave equation

\[
\begin{cases}
\Box u + Vu = 0 & \text{on } M, \\
u = f & \text{on } \Sigma = (-T, T) \times \partial M_0, \\
u(-T, x) = \partial_t \nu u(-T, x) = 0 & \text{on } M_0,
\end{cases}
\]

where the wave operator, $\Box$, is defined in local coordinates $(t, x^0, \ldots, x^n)$ through the expression

\[
\Box u = -\sum_{j,k=0}^n |\det g|^{-\frac{1}{2}} \frac{\partial}{\partial x^j} \left( |\det g|^{\frac{1}{2}} g^{jk} \frac{\partial u}{\partial x^k} \right).
\]

Given each $f \in H^1_0(\Sigma)$, equation (2.3) admits a unique solution $u$ in the energy space

\[C((-T, T; H^1(M_0)) \cap C^1(-T, T; L^2(M_0)).\]

Moreover, $\partial_\nu u|_\Sigma \in L^2(\Sigma)$ where $\nu$ is the outward unit normal vector field on $\Sigma$, see for example [39, Theorem 4.1].

We define the Dirichlet-to-Neumann map, $\Lambda_V : H^1_0(\Sigma) \to L^2(\Sigma)$, by

\[
\Lambda_V f = \partial_\nu u|_\Sigma,
\]

where $u$ is the unique solution to (2.3) subject to the boundary value $f$ on $\Sigma$. We remark that the definition of $\Lambda_V$ implicitly depends on the geometry $(M, g)$. We will however hide this dependence when no confusion arises.

Let us now consider a smooth, connected Lorentzian manifold $(M, g)$ with a timelike boundary and suppose that it satisfies (H1)–(H5). We aim to show that $\mathcal{C}(V)$ determines the Dirichlet-to-Neumann map corresponding to certain subsets of $M$. We start with a lemma.

**Lemma 2.2.** Let $(M, g)$ be a smooth connected Lorentzian manifold satisfying (H1) and (H4). Then, given any compact set $K \subset M$, there exists $T_K > 0$ such that

\[
\bigcup_{p \in K} \overline{E_p} \subset \{q \in M : \tau(q) \in (-T_K, T_K)\}.
\]

**Proof.** We write $L^+ M$ and $L^- M$ for the bundle of future and past pointing null vectors on $TM$ respectively, and write $LM = L^+ M \cup L^- M$. Given each $v = (q, \xi) \in LM$ we define $\gamma_v : I \to M$ to be the inextendible null geodesic with initial data $v$, that is to say,

\[
\nabla_{\dot{\gamma}_v(s)} \dot{\gamma}_v(s) = 0, \quad \forall s \in I,
\]

subject to $\gamma_v(0) = p$ and $\dot{\gamma}_v(0) = \xi$. 


We write also $\gamma_{q,\xi} = \gamma_v$. Next, we define for each $v \in L^+M$ the exit functions
\[
R^+(v) = \sup\{ s \in [0,\infty) : \gamma_v(s) \in M \} \quad \text{for each } v \in L^+M,
\]
\[
R^-(v) = \inf\{ s \in (-\infty,0] : \gamma_v(s) \in M \} \quad \text{for each } v \in L^+M.
\]
Fixing an auxiliary Riemannian metric on $M$, we write $SM$ for the unit sphere bundle with respect to the auxiliary metric. It is straightforward to show that $R^+$ and $R^-$ are upper semi-continuous and lower semi-continuous respectively. We note also that $\tau \circ \gamma_{p,\xi}$ is a continuous and increasing function and that the composition of an upper (lower) semi-continuous functions with an increasing continuous function is upper (lower) semi-continuous. Since $SK \cap L^+K$ is compact it follows that the map $(p,\xi) \mapsto \tau(\gamma_{p,\xi}(R^+(p,\xi)))$ has a maximum (minimum) on $L^+K \cap SK$ respectively. \hfill $\square$

We have the following proposition.

**Proposition 2.3.** Let $(\mathcal{M},g)$ be a smooth, connected Lorentzian manifold with a timelike boundary and suppose that (H1)—(H5) hold. Let $V \in C^\infty(M)$. Then, given any $T > 0$, the Cauchy data set $\mathcal{C}(V)$ uniquely determines the map $A_{V,\Phi}$ on $(M,g)$, corresponding to any fixed isometry $\Phi : M \to U$, with $\{ q \in M : \tau(q) \in [-T,T] \} \subset U$, and with $M$ and $g = \Phi^*g$ of forms (2.1) and (2.2) respectively.

**Proof.** Let
\[
(2.7) \quad f \in C^\infty_c(\{ q \in \partial M : \tau(q) \in (-T,T) \}).
\]
We claim that there exists a unique element $(f,h) \in \mathcal{C}(V)$ with
\[
(2.8) \quad h \in C^\infty(\partial M) \quad \text{and} \quad \text{supp } h \subset \{ q \in \partial M : \tau(q) \in (-T,\infty) \}.
\]
First, we show uniqueness. Suppose that $h_1, h_2 \in \mathcal{C}(V)$ satisfy (2.8). For $j = 1,2$, let $u_j \in C^\infty(M)$ solve $(\Box + V)u_j = 0$ on $M$ subject to $(u_j,\partial_\nu u_j)|_{\partial M} = (f,h_j)$ and define $v = u_1 - u_2$. Observe that $v|_{\partial M} = 0$ and also that $\partial_\nu v$ vanishes on $\{ q \in \partial M : \tau(q) \in (-\infty,-T) \}$.

By Lemma 2.2, there exists $T_1 > 0$ such that
\[
\bigcup_{q \in \tau^{-1}(-T)} \overline{\delta_q} \subset \{ q \in M : \tau(q) \in (-T_1,T_1) \}.
\]
Let $p \in \mathcal{M}^{\text{int}}$ be chosen such that $\tau(p) < -T_1$ and observe that the set $\overline{\delta_p}$ is contained in $\{ \tau < -T \}$. Applying Lemma 2.2 again, we choose $\tilde{T} > T$ sufficiently large so that $\overline{\delta_p} \subset \{ |\tau| < \tilde{T} \}$. Next, consider an isometry
\[
\widetilde{\Phi} : [-\tilde{T},\tilde{T}] \times \tilde{M}_0 \to \tilde{U},
\]
with $\{ |\tau| \leq \tilde{T} \} \subset \tilde{U}$, and so that (2.2) holds.

Writing $\widetilde{\Phi}^{-1}(p) = (T',x_0)$ and applying Theorem 2.1 on $[-\tilde{T},\tilde{T}] \times \tilde{M}_0$ for the function $v \circ \tilde{\Phi}$, it follows that
\[
v(\widetilde{\Phi}(T',x)) = \partial_{T'}v(\widetilde{\Phi}(T',x)) = 0 \quad \text{for all } x \in \tilde{M}_0 \setminus \{ x_0 \},
\]
and consequently, by smoothness of \( v \), \( v(\tilde{\Phi}(T', x)) = \partial_t v(\tilde{\Phi}(T', x)) = 0 \) for all \( x \in \tilde{M}_0 \). Together with the fact that \( (\Box + V)v = 0 \) on \( M \) and that \( v|_{\partial M} = 0 \), it follows that \( v \) must identically vanish everywhere in \( M \) and therefore \( h_1 = h_2 \).

To show existence, observe that given any \( f \) as in (2.7), there exists a unique smooth solution \( u \) to the equation

\[
\begin{cases}
\Box u + Vu = 0 & \text{on } M, \\
u = f & \text{on } \partial M, \\
u = 0 & \text{on } \{\tau < -T\},
\end{cases}
\]

This is classical and follows for example from [22, Chapter 7, Theorem 6]. Setting \( h = \partial_\nu u|_{\partial M} \), it follows that \((f, h) \in C(\mathcal{V}) \) and that \( h \) satisfies (2.8).

Now, to finish the proof, we consider for each \( f \) satisfying (2.7), the unique \((f, h) \in C(\mathcal{V}) \) with \( h \) satisfying (2.8). Let \( \Phi \) be as in the statement of the proposition. Note that \( f \circ \Phi \in C^\infty_c(\Sigma) \) and that \( \Lambda_V \circ \Phi(f \circ \Phi) = (h \circ \Phi)|_{\Sigma} \), where \( \Sigma = (-T, T) \times \partial M_0 \). The claim follows since \( C^\infty_c(\Sigma) \) is dense in \( H^1_0(\Sigma) \).

2.3. Local-in-time formulation of the main result. We will prove in Section 7 the following slightly stronger version of Theorem 1.2 that uniquely recovers a coefficient \( V \) based on the knowledge of the Dirichlet-to-Neumann map \( \Lambda_V \).

**Theorem 2.4.** Let \( T > 0 \) and let \( M = [-T, T] \times M_0 \) be a Lorentzian manifold with a metric \( g \) of the form (2.2) where \( M_0 \) is a smooth, compact, connected manifold with a smooth boundary. Suppose that \((M, g)\) satisfies (H2)–(H3) and (H5). Let \(|T_0| < T \) and suppose that there is \( p_0 \in (-T, T_0) \times M_0^{\text{int}} \) satisfying \( \mathcal{E}_{p_0} \subset (-T, T_0) \times M_0 \) where \( \mathcal{E}_{p_0} \) is defined by (1.4) with \( M = M \). Let \( V_1, V_2 \in C^\infty(M) \). Then,

\[
\Lambda_{V_1} f = \Lambda_{V_2} f \quad \forall f \in H^1_0(\Sigma) \implies V_1 = V_2 \quad \text{on } \mathbb{D},
\]

where

\[
\mathbb{D} = \{p \in (T_0, T) \times M_0^{\text{int}} : \mathcal{E}_p \subset (T_0, T) \times M_0\}.
\]

In the remainder of this section we show that the global Theorem 1.2 follows immediately from the local version, Theorem 2.4. Indeed, to uniquely recover \( V \) at an arbitrary point \( p \in \mathcal{M}^{\text{int}} \) from the Cauchy data set \( \mathcal{C}(V) \), we consider such \( T_0 \in \mathbb{R} \) that

\[
\mathcal{E}_p \subset \{q \in \mathcal{M} : \tau(q) \in (T_0, \infty)\}.
\]

Note that this is possible thanks to Lemma 2.2. Next, we use the same lemma to choose \( T_1 > 0 \) such that

\[
\bigcup_{q \in \tau^{-1}(T_0)} \mathcal{E}_q \subset \{q \in \mathcal{M} : \tau(q) \in (-T_1, T_1)\}.
\]
We let \( p_0 \in \mathcal{M}^{\text{int}} \) with \( \tau(p_0) < -T_1 \) and observe that
\[
\overline{\mathcal{E}_p} \subset \{ q \in \mathcal{M} : \tau(q) \in (-\infty, T_0) \}.
\]
Finally, we let \( T > 0 \) be sufficiently large so that both the sets \( \overline{\mathcal{E}_p} \) and \( \overline{\mathcal{E}_{p_0}} \) are contained in \( \{ q \in \mathcal{M} : \tau(q) \in (-T, T) \} \). Let \( \Phi : M \to \mathcal{U} \) be an isometry where \( \mathcal{U} \) contains \( \{ q \in \mathcal{M} : \tau(q) \in [-T, T] \} \), and with \( M \) and \( g = \Phi^*g \) satisfying (2.1) and (2.2) respectively. By Proposition 2.3, \( \mathcal{C}(V) \) determines the map \( \Lambda_{V \circ \Phi} \) on \( (M, g) \). By invoking Theorem 2.4 we deduce that \( V(p) \) is determined by \( \mathcal{C}(V) \).

2.4. Organization of the paper. The remainder of this paper is organized as follows. In Section 3 we give additional details on the perturbation example discussed in Section 1.1 as well as other examples of geometries, with no underlying symmetries or real analyticity, that satisfy (H1)–(H5). In Section 4, we show that under the geometric hypotheses (H2)–(H3), there exists a smooth spacetime convex function in the exterior of the double null cone \( \mathcal{E}_p \) emanating from a point \( p \) in \( M \). Section 5 contains the proof of the unique continuation theorem, namely Theorem 2.1. In Section 6 we use the unique continuation theorem together with an observability estimate and a transposition argument to obtain exact controllability in rough Sobolev spaces, see Proposition 6.1. Finally, in Section 7 we prove Theorem 2.4 via a controllability method from the boundary. The controllability method allows us to construct waves that focus at a single point. Using focusing waves we recover point values of \( V \) in \( M \).

3. Examples of manifolds satisfying (H1)–(H5)

The aim of this section is to illustrate that there are many Lorentzian manifolds satisfying geometric hypotheses (H1)–(H5) with no underlying symmetries or real analyticity. We begin by expanding on the perturbative example that was discussed in Section 1.1 and show that Corollary 1.3 indeed follows from Theorem 1.2. Next, we discuss further examples of Lorentzian manifolds satisfying the curvature bound (H2) that is based on a local construction of metrics in a neighborhood of a fixed point in \( \mathbb{R}^{1+n} \).

3.1. Perturbations of ultrastatic manifolds with negative curvature.
Let \( \mathcal{M} = \mathbb{R} \times M_0 \) with the ultrastatic Lorentzian metric \( g(t, x) = -dt^2 + g_0(x) \), where \((M_0, g_0)\) is a compact, simply connected Riemannian manifold of negative curvature with a smooth strictly convex boundary. We want to show that a small enough perturbation of the metric \( g \) in \( C_c^\infty(\mathcal{M}^{\text{int}}) \) preserves (H1)–(H5).

We will focus on (H2)–(H3) as showing the claim for (H1) and (H4)–(H5) is straightforward. We start with (H2) and write \( \widetilde{g} \) for the perturbed metric. To simplify the notation, we also write \( \epsilon > 0 \) for a generic small constant.
that roughly denotes the size of the perturbation. Recall that in view of [2, Corollary 7.2], the unperturbed manifold $(M, g)$ satisfies
\begin{equation}
\tag{3.1} g(R(X, Y)Y, X) \leq KQ(X, Y),
\end{equation}
for all $K \in [C, 0]$ and $X, Y \in T_pM$ and $p \in M$, where
\[ Q(X, Y) = g(X, X)g(Y, Y) - g(X, Y)^2. \]
We also note that given any $p \in M$, any non-zero null vector $N \in T_pM$ and any non-zero spacelike $Y \in T_p\mathcal{M}$ with $g(N, Y) = 0$, there holds
\begin{equation}
\tag{3.2} g(R(N, Y)Y, N) < 0.
\end{equation}
Indeed, the latter inequality follows from the time-independence of the components of the metric $g$ and the fact that $(M_0, g_0)$ has a strictly negative curvature. To verify that (H2) is satisfied for small perturbations $\tilde{g}$ of $g$ in the space $C_c^\infty(\mathcal{M}^{\text{int}})$ it suffices to prove the following stability lemma for the curvature bound.

**Lemma 3.1.** Let $(\mathcal{M}, g)$ satisfy the curvature bound $R \leq K$ for all $K$ in some closed interval $[K_1, K_2]$. Assume also that the bound (3.2) holds. Then given any $K \in (K_1, K_2)$ and any compact set $U \subset \mathcal{M}$, there is a neighborhood $\mathcal{G}_U$ of $g$ in $C_c^\infty(U)$ such that for any $\tilde{g} \in \mathcal{G}_U$ there holds $\bar{R} \leq K$. Here $\bar{R}$ denotes the curvature tensor on $\mathcal{M}$ with respect to the perturbed metric $\tilde{g}$.

**Proof.** We write $\tilde{Q}$ analogously to $Q$ with $g$ replaced by $\tilde{g}$ and write $\tilde{\text{Sec}}$ for the sectional curvature with respect to $\tilde{g}$. We also denote by $\epsilon$ the size of the small perturbation $\tilde{g}$ with respect to $g$ in $C_c^\infty(U)$. Let $p \in \mathcal{M}$ be arbitrary and let $(x^0, \ldots, x^n)$ be a normal coordinate system centered at $p$ with $\frac{\partial}{\partial x^0}$ timelike. Given any $X, Y \in T_pM$ we write
\[ X = \sum_{j=0}^n X^j \frac{\partial}{\partial x^j} \quad \text{and} \quad Y = \sum_{j=0}^n Y^j \frac{\partial}{\partial x^j}. \]

As $\tilde{\text{Sec}}(X, Y)$ only depends on $\Pi = \text{span}\{X, Y\}$, it suffices to show the claim for vectors $X$ and $Y$ satisfying
\begin{equation}
\tag{3.3} X = c \frac{\partial}{\partial x^0} + Z \quad \text{and} \quad \tilde{g}(Y, \frac{\partial}{\partial x^0}) = \tilde{g}(Z, \frac{\partial}{\partial x^0}) = \tilde{g}(Y, Z) = 0,
\end{equation}
with the scaling of the vectors normalized so that
\begin{equation}
\tag{3.4} c^2 + |Z|^2 = |Y|^2 = 1,
\end{equation}
where $|Z|^2 = \sum_{j=1}^n |Z^j|^2$ and $|Y|^2 = \sum_{j=1}^n |Y^j|^2$ denote Euclidean lengths of $Y$ and $Z$. Observe that
\begin{equation}
\tag{3.5} \tilde{Q}(X, Y) = \tilde{g}(X, X)\tilde{g}(Y, Y) - \tilde{g}(X, Y)^2 = |Z|^2 - c^2.
\end{equation}

Given any $X$ and $Y$ as above, we first note that the claim follows easily if $|\tilde{Q}(X, Y)| > \delta$ for $\delta > 0$ small depending on the fixed choice of $K \in (K_1, K_2)$ and all $\epsilon$ sufficiently smaller than $\delta$. Indeed, away from degenerate planes
(that is when \( Q(X, Y) = 0 \)) the sectional curvature changes by a small uniform amount depending on \( \epsilon \).

It remains to consider the case when the plane \( \Pi = \text{span} \{X, Y\} \) is almost degenerate, that is to say \( |\tilde{Q}(X, Y)| < \delta \). Using (3.4)–(3.5) it follows that
\[
|c| = \frac{\sqrt{2}}{2} + O(\delta), \quad |Z| = \frac{\sqrt{2}}{2} + O(\delta).
\]
Combining with (3.3), we can write
\[
X = N + \delta X' \quad \text{with} \quad N \quad \text{a null vector satisfying} \quad \sum_{j=0}^{n} |N_j|^2 = 1 \quad \text{and} \quad \tilde{g}(Y, X') = \tilde{g}(Y, N) = 0 \quad \text{and} \quad \sum_{j=0}^{n} |X''|^2 < 1.
\]
As a consequence, given any \( \epsilon \) sufficiently smaller than \( \delta \) and in view of (3.2), there holds
\[
(3.6) \quad \tilde{g}(\tilde{R}(X, Y)Y, X) = g(R(N, Y)Y, N) + O(\delta) \in (C_1, C_2),
\]
for some constants \( C_1 < C_2 < 0 \) independent of \( \delta \).

We have two cases depending on the sign of \( \tilde{Q}(X, Y) \). First, let us consider the case that the plane is timelike and almost degenerate, that is to say
\[
(3.7) \quad \tilde{Q}(X, Y) \in (-\delta, 0).
\]
Then, applying (3.6) we conclude that
\[
\tilde{\text{Sec}}(X, Y) = \frac{\tilde{g}(\tilde{R}(X, Y)Y, X)}{Q(X, Y)} > -\frac{C_1}{2\delta} > K.
\]
Next, we consider the remaining case, that is when \( Q(X, Y) \in (0, \delta) \). Now, it follows from (3.6) that
\[
\tilde{\text{Sec}}(X, Y) = \frac{\tilde{g}(\tilde{R}(X, Y)Y, X)}{Q(X, Y)} < \frac{C_2}{2\delta} < K.
\]

\( \square \)

Remark 1. We note that the proof above works also for small \( C^2(\mathcal{M}) \) perturbations of the metric \( g \) with compact support in \( U \). For the sake of simplicity, we will not keep track of the precise space \( g \in C^k(\mathcal{M}) \) for which Theorem 1.2 holds and instead simply work with metrics in \( C^\infty(\mathcal{M}) \).

Next, we show that (H3) also holds for small enough perturbations \( \tilde{g} \) of the ultrastatic metric \( g \) above. To fix the notation, we write for each \( p, q \in \mathcal{M}, \; p \leq q \) if there is a causal piecewise smooth path on \( \mathcal{M} \) from \( p \) to \( q \) or \( p = q \). Also, we denote \( p \ll q \) if there is a future pointing piecewise smooth timelike path on \( \mathcal{M} \) from \( p \) to \( q \). Using these relations, the causal future and past of a point \( p \in \mathcal{M} \) can be defined by
\[
J^+(p) = \{ x \in \mathcal{M} : p \leq x \} \quad \text{and} \quad J^-(p) = \{ x \in \mathcal{M} : x \leq p \}.
\]
The chronological future and past of \( p \) is defined analogously with the causal relation replaced by the chronological relation,
\[
I^+(p) = \{ x \in \mathcal{M} : p \ll x \} \quad \text{and} \quad I^-(q) = \{ x \in \mathcal{M} : x \ll q \}.
\]
Note that for the unperturbed manifold \( (\mathcal{M}, g) \), the exponential map \( \exp_p \) is a diffeomorphism onto \( \mathcal{M} \) for all \( p \in \mathcal{M} \). Moreover, for all \( T > 0 \), \( \exp_p \) on \( \mathcal{M} := [-T, T] \times M_0 \) is also a diffeomorphism onto \( \mathcal{M} \) for all \( p \in \mathcal{M} \). A
small enough perturbation of the metric in $C_\infty^\infty(M^{\text{int}})$ preserves the latter fact for any fixed $T$. It also preserves the fact that all null geodesics hit $\partial M$ transversally.

Choosing large enough $T > 0$ in comparison to the size of the support of the perturbation, the perturbed manifold satisfies the following: there are no cut points on null geodesics not contained in $M$ and, for all $p \in M$ such that $\mathcal{E}_p$ is not contained in $M$, $\exp_p$ is a diffeomorphism from the spacelike vectors in its maximal domain of definition onto $\mathcal{E}_p$.

To complete the perturbation argument, it suffices to show the following two lemmas.

**Lemma 3.2.** Suppose that $\exp_p$ on $(M, \tilde{g})$ is a diffeomorphism onto $M$ for all $p \in M$, and that all null geodesics are transversal to $\Sigma$. Let $\gamma$ be an inextendible null geodesic contained in $M$. Then for any points $p < q$ on $\gamma$, the only causal path in $M$ from $p$ to $q$ is along $\gamma$.

**Lemma 3.3.** Suppose that $\exp_p$ on $(M, \tilde{g})$ is a diffeomorphism onto $M$ for all $p \in M$, and that all null geodesics are transversal to $\Sigma$. Let $p \in M$ satisfy $E_p \subset M$. Then the exponential map $\exp_p$ is a diffeomorphism from the spacelike vectors onto $E_p$.

We emphasize that the causality relations and the set $E_p$ in the preceding lemmas are defined with respect to the metric $\tilde{g}$. The following lemma is a variant of [27, Proposition 4.5.1] and we omit its proof.

**Lemma 3.4.** Let $p \in M$ and suppose that $\exp_p$ is a diffeomorphism onto $M$, and that all null geodesics are transversal to $\Sigma$. Then $I^+(p)$ is the image of future pointing timelike vectors under $\exp_p$, and $J^+(p)$ is the image of future pointing causal vectors under $\exp_p$. The analogous statements hold for $I^-(p)$ and $J^-(p)$.

Note that Lemma 3.4 implies Lemma 3.3. Indeed, $E_p$ is the complement of $J^+(p) \cup J^-(p)$ and so it is the image of spacelike vectors.

The following lemma is a variant of [42, Proposition 10.46].

**Lemma 3.5.** Suppose that all null geodesics are transversal to $\Sigma$. Let $p, q \in M$. If there is a causal path in $M$ from $p$ to $q$ that is not a null pregeodesic, then $p \ll q$.

**Proof.** Let $\gamma : [a, b] \to M$ be a causal from $p$ to $q$ that is not a null pregeodesic. Note that if $\gamma(s) \in \Sigma$ for $s$ in an open interval $I \subset [a, b]$ then $\dot{\gamma}(s)$ is timelike for $s \in I$ since $T\Sigma$ contains no null vectors. Let us consider a maximal interval $[s_1, s_2] \subset [a, b]$ such that $\gamma(s) \in M^{\text{int}}$ for $s \in (s_1, s_2)$. We will show first that there is timelike path joining $\gamma(s_1)$ and $\gamma(s_2)$ or $\gamma$ is a null pregeodesic on $[s_1, s_2]$.

If $\dot{\gamma}(s_1)$ is timelike then there is $\tilde{s}_1 > s_1$ such that $\gamma$ is timelike on $[s_1, \tilde{s}_1]$ and $\gamma(\tilde{s}_1) \in M^{\text{int}}$. In this case it is enough to show that there is a timelike path joining $\gamma(\tilde{s}_1)$ and $\gamma(s_2)$, and we replace $s_1$ by $\tilde{s}_1$. We shorten the interval
\([s_1, s_2]\) analogously if \(\dot{\gamma}(s_2)\) is timelike. If \(\dot{\gamma}(s_j)\) is lightlike and \(\gamma(s_j) \in \partial M\) for \(j = 1\) or \(j = 2\), then \(\dot{\gamma}(s_j)\) is not tangential to \(\Sigma\) since \(T\Sigma\) contains no null vectors. Thus we may assume without loss of generality that \(\alpha := \gamma|_{[s_1, s_2]}\) is transversal to \(\Sigma\). If \(\alpha\) is not a null pregeodesic, then the proof of [O'Neill, Prop. 10.46] applies to \(\alpha\), and shows that \(\alpha\) can be perturbed so that it becomes a timelike path from \(\gamma(s_1)\) to \(\gamma(s_2)\).

It remains to consider the case that \(\alpha\) is a null geodesic and \(\alpha(s_j) \in \Sigma\) for both \(j = 1\) and \(j = 2\). Then \(s_1 > a\) or \(s_2 < b\). We consider only the former case, the latter being similar. To simplify the notation we reparametrize \(\gamma\) for the restriction of \(W\) to \(\Sigma\).

For the restriction of \(W\) to \(\Sigma\), the latter being similar. To simplify the notation we reparametrize \(\gamma\) for the restriction of \(W\) to \(\Sigma\). Let \(\beta\) be the inward pointing unit normal vector to \(\Sigma\), that is, \(\dot{\beta} \cdot \beta < 0\). If \(\dot{\beta}(0)\) is timelike. Then \(\dot{\beta}(0) < 0\) on \([-\epsilon, 0]\) for small \(\epsilon > 0\). Taking into account the sign of \(\dot{f}\), we see that \(\ddot{g}(V', \dot{\gamma}) < 0\) for \(s \in [-\epsilon, \epsilon]\). Now [42, Lemma 10.45] implies that \(\ddot{g}\) and \(\dot{g}\) are timelike. Note that \(\dot{\beta}(0) = 0\) and \(\ddot{g}\) is timelike. This concludes the proof as it allows us to reduce to the case that \(\alpha\) is not a null pregeodesic.

To make the discussion explicit, let us consider boundary normal coordinates \((y, r) \in \Sigma \times [0, r_0]\) such that

\[
\ddot{g}(y, r) = \begin{pmatrix} \ddot{h}(y, r) & 0 \\ 0 & 1 \end{pmatrix}.
\]

Let \(w\) be the inward pointing unit normal vector to \(\Sigma\), that is, \(w = (0, 1)\) in the above coordinates. We write \(W\) for the parallel translation of \(w\) along \(\gamma\) and set \(V = fW\) where \(f: [-\epsilon, \epsilon] \to [0, 1]\) is a smooth function for some \(\epsilon > 0\). We choose \(f\) so that its derivative satisfies \(f'(s) > 0\) for \(s < 0\) and \(f'(s) < 0\) for \(s > 0\) and that \(f(\pm \epsilon) = 0\). The covariant derivative of \(V\) satisfies \(V' = f'W\) since \(W\) was obtained as a parallel translation. We show that a small variation of \(\gamma|_{[-\epsilon, \epsilon]}\) with the variation field \(V\), is timelike. Note that this variation is well-defined in \(M\) for small \(\epsilon > 0\) since \(f \geq 0\) and, writing \(W = (W^0, \ldots, W^n)\), there holds \(W^n > 0\). Moreover, the variation keeps \(\gamma(\pm \epsilon)\) fixed since \(f(\pm \epsilon) = 0\).

Recall the notation \(\alpha(s) = \gamma(s)\) for \(s \geq 0\) near the origin, and write \(\beta\) for the restriction of \(\gamma\) in \(s \leq 0\). We have \(\dot{\alpha}^n(0) > 0\) since \(\alpha\) is transversal to \(\Sigma\). Hence \(\ddot{g}(w, \dot{\alpha}(0)) > 0\) and also \(\ddot{g}(W, \dot{\alpha}) > 0\) on \([0, \epsilon]\) for small \(\epsilon > 0\). Furthermore, \(\beta^n(0) \leq 0\) with the equality possible only if \(\dot{\beta}(0)\) is timelike.

Let us consider first the case that \(\dot{\beta}^n(0) < 0\). Then \(\ddot{g}(W, \dot{\beta}) < 0\) on \([-\epsilon, 0]\) for small \(\epsilon > 0\). Taking into account the sign of \(\dot{f}\), we see that \(\ddot{g}(V', \dot{\gamma}) < 0\) for \(s \in [-\epsilon, \epsilon]\). Now [42, Lemma 10.45] implies that a small variation of \(\dot{\gamma}|_{[-\epsilon, \epsilon]}\), with the variation field \(V\), is timelike as required.

We turn to the case that \(\dot{\beta}^n(0) = 0\) and \(\dot{\beta}(0)\) is timelike. Then \(\ddot{g}\) is timelike on \([-\epsilon, 0]\) for small \(\epsilon > 0\). On one hand, [42, Lemma 10.45] implies that a small variation of \(\dot{\alpha}|_{[0, \epsilon]}\), with the variation field \(V\), is timelike. On the other hand, any small variation of \(\dot{\beta} = \gamma|_{[-\epsilon, 0]}\) is timelike.

\[\Box\]

**Proof of Lemma 3.2.** To get a contradiction, suppose that there is a future pointing causal path \(\beta\) from \(p\) to \(q\) for some \(p < q\) on \(\gamma\), and that \(\beta\) is not a reparametrization of \(\gamma\). Note that \(\beta\) can not leave \(M\) since the temporal...
function (that is, the coordinate on the factor $\mathbb{R}$ of $M$) is increasing on $\beta$. The case that $\beta$ is a null pregeodesic is a contradiction with $\exp_p$ being an injection. Thus $\beta$ is not a null pregeodesic, and Lemma 3.5 implies that $p \ll q$. But now Lemma 3.4 implies that there is a timelike geodesic from $p$ to $q$, a contradiction with $\exp_p$ being an injection. □

3.2. **Further examples of manifolds satisfying** $R \leq K$. We have already seen that perturbations of warped product spaces contain many examples of geometries satisfying (H1)–(H5). In this section we discuss a local method of constructing Lorentzian metrics in small neighborhoods of a fixed point in $\mathbb{R}^{1+n}$ that satisfy the curvature bound $R \leq K$. This will further illustrate the richness of manifolds satisfying (H1)–(H5). To this end, let us begin by fixing the origin in $\mathbb{R}^{1+n}$ and defining for each index $i,j = 0, \ldots, n$, the tensor $g_{ij} = g(\partial_i, \partial_j)$ by the expression

$$g_{ij} = \eta_{ij} - \frac{1}{3} R_{iklj}(0) x^k x^l + O(|x|^3),$$

(3.9)

where $\eta_{ij}$ is the Minkowski metric and $R_{iklj}(0)$ is a rank four tensor at the origin that we will explicitly construct next. Our aim is to construct the tensor $R_{ijkl}(0)$ in such a way that the estimate $R \leq K$ holds in a small neighborhood of the origin in $\mathbb{R}^{1+n}$. In fact, this can be done in many ways but we just show one such example. We remark that the choice of the symbol $R_{ijkl}(0)$ here is deliberate as it is well-known that given an metric $g$ of the form (3.9), the curvature tensor at the origin (evaluated in a normal coordinate system) will be equal to $R_{ijkl}(0)$.

Writing $\alpha, \beta, \delta$ and $\gamma$ for indices running from 1 to $n$, we define

$$R_{0\alpha\beta0}(0) = R_{0\alpha0\beta}(0) = -R_{\alpha0\beta0}(0) = -R_{0\alpha0\beta}(0) = C_{\alpha\beta},$$

where $C_{\alpha\beta}$ is an arbitrary symmetric matrix whose eigenvalues are bounded from above by zero. Next, we set

$$R_{0\alpha\beta\delta}(0) = R_{\alpha0\beta\delta}(0) = R_{\alpha\beta0\delta}(0) = R_{\alpha\beta\delta0}(0) = 0$$

and

$$R_{00\alpha\beta}(0) = R_{\alpha\beta00}(0) = 0.$$

Finally, we set

$$R_{\alpha\beta\delta\gamma}(0) = \kappa \left( I \otimes I \right)_{\alpha\beta\delta\gamma},$$

where $\otimes$ is the Kulkarni-Nomizu product, $\kappa > 0$ is arbitrary and $I$ is the identity matrix. By definition of the Kulkarni-Nomizu product we obtain that

$$R_{\alpha\beta\delta\gamma}(0) X^\alpha Y^\beta Y^\delta X^\gamma = -\kappa \left( \sum_{j=1}^n |X^j|^2 \sum_{j=1}^n |Y^j|^2 - \sum_{j=1}^n X^j Y^j \right),$$

where we are using the Einstein summation convention with $\alpha, \beta, \delta, \gamma$ running between 1 and $n$. 
Note that to show the curvature bound at the origin, it suffices to show it for \( X,Y \in T_0 \mathbb{R}^{1+n} \) with \( Y^0 = 0 \). Now,
\[
g(R(X,Y)Y,X) = R_{ijkl}(0)X^iY^jY^kX^l
\]
\[
= C_{\alpha\beta}|X^0|^2Y^\alpha Y^\beta - \kappa \left( \sum_{j=1}^{n} |X^j|^2 g(Y,Y) - g(X,Y)^2 \right)
\]
\[
\leq K Q(X,Y),
\]
for all \( K \in [-\kappa,0] \), where in the last step we use the fact that \( \kappa > 0 \) and \( C_{\alpha\beta} \) is a strictly negative tensor. It can also be verified that given any non-zero null vector \( N \) at the origin and any non-zero spacelike vector \( Y \) orthogonal to \( N \), the bound (3.2) holds at the origin. Thus, by stability (analogously to the proof of Lemma 3.1) and given each \( K \in (-\kappa,0) \) the curvature bound \( R \leq K \) must hold in a sufficiently small neighborhood of the origin.

4. A DISTANCE FUNCTION AND ITS HESSIAN

4.1. Notations. We start with fixing some notations for the remainder of the paper. We let \( T > 0 \) and consider \( M \) and \( g \) as in (2.1) and (2.2) respectively. We assume that the factor \( M_0 \) in (2.1) is a connected, compact, smooth Lorentzian manifold with a smooth boundary. We also write \( \Sigma = (-T,T) \times \partial M_0 \) for the timelike boundary of \( M \).

Given each \( q \in M \), we use the notation \( \langle X,Y \rangle = g(X,Y) \), \( \forall X,Y \in T_q M \), and let \( \nabla \) and \( \text{div} \) denote the gradient and divergence operator on \( M \) respectively. We also define the Hessian of a function \( \psi : M \to \mathbb{R} \) through
\[
\text{Hess} \psi(X,Y) = \langle D_X \nabla \psi, Y \rangle \quad \forall X,Y \in T_q M,
\]
where \( D_X Y \) is the Levi-Civita connection on \( M \).

For the functional spaces, we recall that given any smooth submanifold \( U \subset M \) with smooth boundary, we use the notation \( H^s(U) \), \( s \geq 0 \) to stand for the standard Sobolev spaces on \( U \) and recall that \( H^s_0(U) \) denotes the completion of smooth compactly supported functions in the interior of \( U \), with respect to the norm \( \| \cdot \|_{H^s(U)} \). We also recall, for each \( s \geq 0 \), the space \( H^{-s}(U) \) that is defined as the topological dual of \( H^s_0(U) \). Finally, we write \( \mathcal{E}'(U) \) for the set of compactly supported distributions in the interior of \( U \).

Given two smooth compactly supported functions \( v,w \) in the interior of \( U \), we write
\[
(v,w)_U = \int_U v w dV_g,
\]
where \( dV_g \) is the induced volume form on the submanifold \( U \). Note that the latter pairing \( (\cdot,\cdot)_U \) admits a continuous extension to \( H^{-s}(U) \times H^s_0(U) \) for each \( s \geq 0 \). When no confusion is likely to arise, we will use \( (\cdot,\cdot)_U \) in this extended sense.
4.2. A distance function in the exterior of the double null cone. Let $p \in M$ and let $e_0, \ldots, e_n$ be an orthonormal basis of $T_pM$ in the sense of [42, Lemma 24, p. 50], that is, for distinct $j, k = 0, \ldots, n$,

\[
\langle e_j, e_k \rangle = 0, \quad \langle e_j, e_j \rangle = \epsilon_j,
\]

where $\epsilon_0 = -1$ and $\epsilon_j = 1$ for $j = 1, \ldots, n$. We consider the function

\[
r_p(y^0, \ldots, y^n) = \left(\epsilon_0(y^0)^2 + \cdots + \epsilon_n(y^n)^2\right)^{1/2},
\]

in the corresponding normal coordinates $y^0, \ldots, y^n$ centered at the point $p$. Note that under condition (H3), the normal coordinate system is well defined on the set $\mathcal{E}_p$ defined by (1.4).

We will show that the function $r_p$ is a distance function on $\mathcal{E}_p$, that is to say $\langle \nabla r_p, \nabla r_p \rangle = 1$. To see this, consider the local hyperquadric

\[Q = \{\omega \in T_pM : \langle \omega, \omega \rangle = 1\}.
\]

In the region $\{r_p > 0\}$, we consider the polar coordinates $x = r_p\omega$ with $r_p > 0$ and $\omega \in Q$. The Gauss lemma, see e.g. [42, Lemma 1, p. 127], implies that in these coordinates, with $r_p$ having the index $n$, the metric tensor has the form

\[
\begin{pmatrix}
    h(r_p\omega) & 0 \\
    0 & 1
\end{pmatrix},
\]

It follows that $\langle \nabla r_p, \nabla r_p \rangle = 1$. We also have the following well-known lemma on distance functions in general. We give a short proof for the convenience of the reader.

**Lemma 4.1.** Let $r$ be a distance function and denote its gradient by $\partial_r$. Then $\nabla \partial_r \partial_r = 0$.

**Proof.** For a vector field $Z$,

\[
0 = Z1 = Z \langle \partial_r, \partial_r \rangle = 2 \langle \nabla_Z \partial_r, \partial_r \rangle
\]

and hence

\[
0 = \text{Hess} r(Z, \partial_r) = \text{Hess} r(\partial_r, Z) = \langle \nabla_{\partial_r} \partial_r, Z \rangle.
\]

\[\square\]

4.3. Spacetime convex functions. In this section, we recall one of the results of the work of Alexander and Bishop in [2] that relates the curvature bound in hypothesis (H2) with the existence of a spacetime convex function on the manifold. This function will subsequently be used in the proof of Theorem 2.1. The notion of spacetime convex functions was first introduced by Gibbons and Ishibashi in [26] purely for geometrical pursuits and not related to any unique continuation results. A function $\psi : M \rightarrow \mathbb{R}$ is spacetime convex if it satisfies, at each point $p \in M$, the bound

\[
\text{Hess} \psi(X, X) \geq \lambda \langle X, X \rangle \quad \text{for some } \lambda \in \mathbb{R} \text{ and all } X \in T_pM.
\]
We remark that spacetime convexity differs from Hörmander’s strict pseudoconvexity (see [31, Chapter 28]), which requires at each point $p \in M$ the bound

$$\text{Hess} \psi(X, X) > 0, \quad \text{if } \langle X, X \rangle = \langle X, \nabla \psi \rangle = 0.$$ 

Due to the strictness of the latter inequality, strict pseudoconvexity does not follow from spacetime convexity. Strict pseudoconvexity was used by Hörmander, see [31, Theorem 28.4.3], to prove unique continuation for solutions to the wave equation locally near a point across level sets of $\psi$. We show in Section 5 that one can also derive unique continuation results using the alternative spacetime convexity.

To construct our spacetime convex function, we start with a definition.

**Definition 4.2.** Under the hypotheses (H2)–(H3) for $(M, g)$, we define for each $p \in M$, a function on $E_p$ through

$$\psi_{K,p}(q) = \begin{cases} \sqrt{|K|} r_p(q) \cot(\sqrt{|K|} r_p(q)), & \text{if } K > 0, \\ 1, & \text{if } K = 0, \\ \sqrt{|K|} r_p(q) \coth(\sqrt{|K|} r_p(q)), & \text{if } K < 0. \end{cases}$$

We note that since $r_p(q)$ is positive on $E_p$, it follows easily that when $K \leq 0$, the function $\psi_{K,p}$ is positive on $E_p$. In the case $K > 0$, the assumption $\text{Diam}(M) < \frac{\pi}{2\sqrt{|K|}}$ in (H2) implies that $\cot(\sqrt{|K|} r_p(q)) > 0$ on the set $E_p$.

**Lemma 4.3.** Let $(M, g)$ satisfy (H2)–(H3) for some $K \in \mathbb{R}$. Let $p \in M$ and consider the function $\psi_{K,p}$ defined by (4.2). Then,

$$\text{Hess } r_p(X, X) \geq \frac{\psi_{K,p}(q)}{r_p(q)} (\langle X, X \rangle - \langle X, \nabla r_p \rangle^2),$$

where the Hessian is computed at a point $q \in E_p$ and $X \in T_q E_p$.

**Proof.** We start by defining the function $\tilde{\psi}_{K,p} : E_p \to \mathbb{R}$ by the expression

$$\tilde{\psi}_{K,p}(q) = \begin{cases} \frac{1}{|K|} (1 - \cos(\sqrt{|K|} r_p(q))), & \text{if } K > 0, \\ \frac{1}{2} r_p(q)^2, & \text{if } K = 0, \\ \frac{1}{|K|} (-1 + \cosh(\sqrt{|K|} r_p(q))), & \text{if } K < 0. \end{cases}$$

Under the hypotheses (H2)–(H3) and by applying [2, Corollary 4.5–4.6] (see also [6, Theorem 4.6]), it follows that

$$\text{Hess } \tilde{\psi}_{K,p}(X, X) \geq (1 - K \tilde{\psi}_{K,p}(q)) \langle X, X \rangle, \quad \forall X \in T_q E_p.$$

The claim follows by rewriting the above inequality in terms of the distance function.
5. Unique continuation in the exterior of the double null cone

5.1. Smoothness away from the double null cone. We start with a purely geometric lemma.

**Lemma 5.1.** Let $M = [-T,T] \times M_0$ and let $g$ be a smooth Lorentzian metric of the form (2.2) where $M_0$ is a compact smooth manifold with smooth boundary. Suppose also that $M$ satisfies (H3). Let $p \in M^{int}$, $q \in E_p$ and let $\gamma : I \to M$ to be an inextendible null geodesic passing through $q$. Then $\gamma$ intersects $J^+(p) \cup J^-(p)$ at most once.

**Proof.** Without loss of generality, we assume that $\gamma$ is future pointing. To get a contradiction, we assume that $\gamma$ intersect $J^+(p) \cup J^-(p)$ at two points $q_1 < q$ and $q_2 > q$.

In the case that $p \leq q_1$ and $p \leq q_2$ there is a causal path from $p$ to $q$ via $q_1$, a contradiction with $q \in E_p$. The case that $p \geq q_1$ and $p \geq q_2$ leads to an analogous contraction. Finally, in case that $p \geq q_1$ and $p \leq q_2$ there are two causal paths from $q_1$ to $q_2$, one via $q$ along $\gamma$ and the other via $p$, a contraction with (H3). □

The above lemma can be used together with the principle of propagation of singularities for solutions to the wave equation to deduce that solutions to the wave equation with vanishing Cauchy data in $E_p \cap \Sigma$ must be smooth in $E_p$. More precisely,

**Lemma 5.2.** Let the Lorentzian manifold $(M,g)$ and the distribution $u$ be as in the hypothesis of Theorem 2.1. Then,

$$u \in C^\infty(E_p).$$

**Proof.** Let us consider a smooth extension of the manifold $M_0$ into a slightly larger manifold $\tilde{M}_0$. We write $\tilde{M} = [-T,T] \times \tilde{M}_0$ and extend the metric $g$ smoothly to $\tilde{M}$. Finally, we extend the function $u$ to all of $\tilde{M}$ by setting it to zero on $\tilde{M} \setminus M$ and write $\tilde{u}$ for this extended function.

Note that the traces $u$ and $\partial_\nu u$ both vanish on the timelike hypersurface $E_p \cap \Sigma$. Thus, $\Box \tilde{u} = f$ on $\tilde{M}$ where $f$ is a distribution with supp $f \subset M \setminus E_p$. Let $q \in E_p$, $\xi \in L^2\tilde{M}$ and write $v = (q,\xi)$. We write $\tilde{\gamma}_v$ for the inextendible null geodesic in $\tilde{M}$ with initial data $v$. In view of Lemma 5.1, it follows that there is a point $\tilde{q} \in \tilde{M} \setminus M$ on $\tilde{\gamma}_v$ and a neighborhood $U \subset E_p \cup (\tilde{M} \setminus M)$ of the segment of $\tilde{\gamma}_v$ between $q$ and $\tilde{q}$. Note that the cases $\tilde{q} < q$ and $q < \tilde{q}$ are both possible. As $\tilde{u} = 0$ near $\tilde{q}$ we can apply [31, Theorem 26.1.4] to conclude that the wave front set of $u$ at $q$ does not contain $\xi$. As the null vector $\xi$ was arbitrary, it follows that the wave front set of $u$ at $q$ can not contain any null vectors. The claim follows thanks to the microlocal ellipticity of the wave equation in the non-null directions. □

5.2. The conjugated wave operator. In this section, we show the following pointwise identity. This lemma will in fact be true over general semi-Riemannian manifolds.
Lemma 5.3. Let \( U \subseteq M \) and let \( v, \sigma \in C^2(\overline{U}) \) and \( \ell \in C^3(\overline{U}) \). Then
\[
(e^\ell \Box (e^{-\ell} v))^2 / 2 = S^2 / 2 + 2 \langle \nabla \ell, \nabla v \rangle^2 + P + R + \text{div} \, B
\]
where the squared part is
\[
S = \Box v + qv, \quad q = -\langle \nabla \ell, \nabla \ell \rangle - \Box \ell - \sigma,
\]
writing \( \tilde{\sigma} = \sigma + \Box \ell \), the leading part is
\[
P = \tilde{\sigma} \langle \nabla v, \nabla v \rangle + 2 \text{Hess} \, \ell (\nabla v, \nabla v) + (-\tilde{\sigma} \langle \nabla \ell, \nabla \ell \rangle + 2 \text{Hess} \, \ell (\nabla \ell, \nabla \ell)) v^2,
\]
and the remainder and divergence parts are
\[
R = \left( \text{div}((\Box \ell) \nabla \ell) - \tilde{\sigma} \tilde{\sigma} + \frac{1}{2} \sigma^2 + \frac{1}{2} \Box \sigma \right) v^2,
\]
and
\[
B = -(2 \langle \nabla \ell, \nabla v \rangle + \sigma v) \nabla v + \frac{1}{2} v^2 \nabla \sigma
\]
\[
+ (\langle \nabla v, \nabla v \rangle - (\Box \ell + \langle \nabla \ell, \nabla \ell \rangle) v^2) \nabla \ell.
\]

Proof. We have
\[
e^\ell \Box (e^{-\ell} v) = \Box v - \Box \ell \, v + 2 \langle \nabla \ell, \nabla v \rangle - \langle \nabla \ell, \nabla \ell \rangle \, v = S + A,
\]
where \( A = 2 \langle \nabla \ell, \nabla v \rangle + \sigma v \). Thus,
\[
(e^\ell \Box (e^{-\ell} v))^2 / 2 = S^2 / 2 + A^2 / 2 + SA.
\]
Moreover,
\[
A^2 / 2 = 2 \langle \nabla \ell, \nabla v \rangle^2 + \sigma^2 v^2 / 2 + 2 \langle \nabla \ell, \nabla \ell \rangle \sigma v.
\]
The last term on the right-hand side of (5.2) can be rewritten as
\[
2 \langle \nabla \ell, \nabla v \rangle \sigma v = \langle \sigma \nabla \ell, \nabla v^2 \rangle = \text{div}(v^2 \sigma \nabla \ell) - \text{div}(\sigma \nabla \ell) v^2.
\]
Let us now study
\[
SA = A \Box v + Aq v = -\text{div}(A \nabla v) + \langle \nabla A, \nabla v \rangle + Aq v.
\]
Here,
\[
\langle \nabla A, \nabla v \rangle = 2 \langle \nabla (\langle \nabla \ell, \nabla v \rangle), \nabla v \rangle + \langle \nabla (\sigma v), \nabla v \rangle.
\]
We begin with the first term on the right-hand side of (5.5). Viewing \( \nabla v \) as a vector field acting on a function,
\[
\langle \nabla (\langle \nabla \ell, \nabla v \rangle), \nabla v \rangle = \text{Hess} \, \ell (\nabla v, \nabla v) + \text{Hess} \, v (\nabla v, \nabla \ell).
\]
On the other hand,
\[
2 \text{Hess} \, v (\nabla v, \nabla \ell) = \text{div}(\langle \nabla v, \nabla v \rangle \nabla \ell) + \Box \ell \langle \nabla v, \nabla v \rangle.
\]
We turn now to the second term on the right-hand side of (5.5),
\[
\langle \nabla (\sigma v), \nabla v \rangle = \sigma \langle \nabla v, \nabla v \rangle + \frac{1}{2} \langle \nabla \sigma, \nabla v^2 \rangle
\]
\[
= \sigma \langle \nabla v, \nabla v \rangle + \frac{1}{2} \text{div}(v^2 \nabla \sigma) + \frac{1}{2}(\Box \sigma)v^2.
\]
Combining the above gives
\[
(5.6) \quad A \Box v = \tilde{\sigma} \langle \nabla v, \nabla v \rangle + 2 \text{Hess} \ell(\nabla v, \nabla v)
\]
\[
+ \frac{1}{2}(\Box \sigma)v^2 + \text{div}\left(-A \nabla v + \langle \nabla v, \nabla \ell \rangle \nabla \ell + \frac{1}{2}v^2 \nabla \sigma\right).
\]
Let us now consider the term
\[
Aq v = 2 \langle \nabla \ell, \nabla v \rangle qv + \sigma qv^2,
\]
where the first term on the right-hand side satisfies,
\[
2 \langle \nabla \ell, \nabla v \rangle qv = \langle q \nabla \ell, \nabla v^2 \rangle = \text{div}(v^2 q \nabla \ell) - \text{div}(q \nabla \ell) v^2.
\]
Recall that \( q = -\langle \nabla \ell, \nabla \ell \rangle - \tilde{\sigma} \) and that
\[
\text{div}(\langle \nabla \ell, \nabla \ell \rangle \nabla \ell) = -\langle \nabla \ell, \nabla \ell \rangle \Box \ell + \langle \nabla \ell, \nabla \langle \nabla \ell, \nabla \ell \rangle \rangle
\]
\[
= -\langle \nabla \ell, \nabla \ell \rangle \Box \ell + 2 \text{Hess} \ell(\nabla \ell, \nabla \ell).
\]
Therefore, by combining the above identities we obtain
\[
(5.7) \quad Aq v = (-\tilde{\sigma} \langle \nabla \ell, \nabla \ell \rangle + 2 \text{Hess} \ell(\nabla \ell, \nabla \ell)) v^2
\]
\[
+ \text{div}(\tilde{\sigma} \nabla \ell) v^2 - \sigma \tilde{\sigma} v^2 + \text{div}(qv^2 \nabla \ell).
\]
The claim follows by combining (5.1)–(5.4), (5.6) and (5.7).

5.3. **Proof of Theorem 2.1.** We assume that the Lorentzian manifold \((M, g)\), the point \(p\) and the distribution \(u\) are as in Theorem 2.1. We begin by fixing a small number \(\rho > 0\) and define the set
\[
(5.8) \quad \Omega_\rho = \{ q \in E_p : r_p(q) > \rho \},
\]
where \(r_p\) is the distance function defined by (4.1). Recall from Lemma 5.2 that \(u \in C^\infty(\overline{\Omega_\rho})\). Recall also that \(r_p\) is smooth on \(\Omega_\rho\).

For each \(\epsilon \in (0, \rho)\), we let \(F_{\rho, \epsilon} : (\rho, \infty) \to \mathbb{R}\) be defined by
\[
F_{\rho, \epsilon}(t) = 4 \log(t - \rho) + \tau_{\rho, \epsilon}(t - \rho)^2,
\]
where \(\tau_{\rho, \epsilon} > \epsilon^{-1}\) is a large constant depending on \(\epsilon\) and \(\rho\) that will be fixed later in the proof (see (5.21)). Next, we consider the smooth weight function \(\ell_{\rho, \epsilon}\) on \(\Omega_\rho\) that is defined by
\[
(5.9) \quad \ell_{\rho, \epsilon}(q) = (F_{\rho, \epsilon} \circ r_p)(q) = 4 \log(r_p(q) - \rho) + \tau_{\rho, \epsilon}(r_p(q) - \rho)^2, \quad \forall q \in \Omega_\rho.
\]
We will apply Lemma 5.3 twice on the set
\[
(5.10) \quad U_{\rho, \epsilon} = \Omega_{\rho + 2\sqrt{\epsilon}}.
\]
with the weight function \( \ell_{\rho, \epsilon} \) above and with the function \( v \) equal to

\[
v_1 = e^{\ell_{\rho, \epsilon}} \Re u, \quad \text{or} \quad v_2 = e^{\ell_{\rho, \epsilon}} \Im u,
\]

where \( \Re u, \Im u \) denote the real and imaginary parts of \( u \) respectively. By taking a limit as \( \epsilon \) approaches zero, we will show that the function \( u \) vanishes identically on the set \( \Omega_{\rho} \). Finally, by letting \( \rho \) approach zero, we conclude the proof of the theorem.

In the remainder of this section and for the sake of brevity, we use the abbreviated notations \( r, F, \ell, \tau, U \) and \( \psi \) in place of \( r_p, F_{\rho, \epsilon}, \ell_{\rho, \epsilon}, \tau_{\rho, \epsilon}, U_{\rho, \epsilon} \) and \( \psi_{K, \rho} \) respectively. We will also hide the evaluation at a point \( q \), writing for example \( F(r) \) in place of \( F_{\rho, \epsilon}(r(q)) \).

We record that

\[
(5.11) \quad F'(r) = 4(r - \rho)^{-1} + 2 \tau(r - \rho),
F''(r) = -4(r - \rho)^{-2} + 2 \tau.
\]

Since \( r - \rho > 2\sqrt{\epsilon} \) on \( U \) and \( \tau > \epsilon^{-1} \), it follows that

\[
(5.12) \quad F''(r) > \tau \quad \text{on} \quad U.
\]

We will also record the following simple calculation:

\[
(5.13) \quad \text{Hess } \ell(X, X) = F''(r)(\nabla r, X)^2 + F'(r) \text{Hess } r(X, X).
\]

Using Lemma 4.1 it follows that

\[
(5.14) \quad \text{Hess } (\nabla \ell, \nabla \ell) = F'(r)^2(F''(r)(\nabla r, \nabla r)^2 + F'(r) \text{Hess } r(\nabla r, \nabla r))
= F'(r)^2 F''(r).
\]

We fix a small \( \rho > 0 \) and let \( \epsilon \in (0, \rho) \). Recall from Lemma 5.2 that the function \( v \) is smooth over \( \Omega_{\rho} \) that contains \( \overline{U_{\rho, \epsilon}} \). Next, in view of the right hand side of Lemma 5.3, we proceed to find a lower bound for the expression

\[
P + 2(\nabla \ell, \nabla v)^2 \quad \text{on} \quad U.
\]

Applying (5.13), we write

\[
2(\nabla \ell, \nabla v)^2 + \tilde{\sigma}(\nabla v, \nabla v) + 2 \text{Hess } \ell(\nabla v, \nabla v)
= 2F'(r) \text{Hess } r(\nabla v, \nabla v) + \tilde{\sigma}(\nabla v, \nabla v) + 2((F'(r)^2 + F''(r)) \langle \nabla r, \nabla v \rangle^2
\geq (2F'(r) - \psi + \tilde{\sigma})(\nabla v, \nabla v) + 2(F'(r)^2 + F''(r) - \frac{F'(r)}{r}(\psi) \langle \nabla r, \nabla v \rangle^2,
\]

where we are using Lemma 4.3 in the last step, together with the fact that \( F'(r(q)) > 0 \) on \( \Omega_{\rho} \). Next, we take

\[
\tilde{\sigma}(q) = -2 \frac{F'(r(q))}{r(q)} \psi(q), \quad \forall q \in \Omega_{\rho}.
\]
Then, using (5.11)–(5.12) the previous bound reduces as follows:
\[
2 \langle \nabla \ell, \nabla v \rangle^2 + \sigma \langle \nabla v, \nabla v \rangle + 2 \operatorname{Hess} \ell (\nabla v, \nabla v)
\geq 2 \left( F'(r)^2 + F''(r) - \frac{F'(r)}{r} \right) \langle \nabla r, \nabla v \rangle^2
\geq 2 F'(r) \left( F'(r) - \frac{1}{r} \psi \right) \langle \nabla r, \nabla v \rangle^2
\geq 2 F'(r) \left( \epsilon^{-\frac{1}{2}} - \frac{1}{r} \psi \right) \langle \nabla r, \nabla v \rangle^2 \geq 0, \quad \text{on } U,
\]
where the latter inequality holds for all \( \epsilon \) sufficiently smaller than \( \rho \), since \( \frac{\psi}{r} \) is a bounded smooth function on \( \Omega_{\rho} \). Using this bound together with (5.14) we obtain
\[
P + 2 \langle \nabla \ell, \nabla v \rangle^2 \geq - \sigma \langle \nabla \ell, \nabla \ell \rangle + 2 \operatorname{Hess} \ell (\nabla \ell, \nabla \ell) v^2 \geq 2 F'(r) \left( \epsilon^{-\frac{1}{2}} - \frac{1}{r} \psi \right) \langle \nabla r, \nabla \ell \rangle^2 \geq 0, \quad \text{on } U,
\]
where in the last step we used the fact that \( \psi, r \) and \( F'(r) \) are positive functions on \( U \). Thus,
\[
(P + 2 \langle \nabla \ell, \nabla v \rangle^2 \geq 2 \tau (r - \rho)^2 \lambda^2 v^2, \quad \text{on } U,
\]
where
\[
\lambda = \lambda(r) = \tau + (r - \rho)^{-2}.
\]

Next, we consider the terms of the expression \( R \) in Lemma 5.3. We claim that the following bound holds:
\[
|R| \leq c_\rho \lambda^2 v^2 \quad \text{on } U,
\]
where \( c_\rho > 1 \) is a constant only depending on \( \rho \).

In order to prove (5.17), we will first record some bounds. First, note that
\[
|F'(r)| + |F''(r)| \leq C \lambda, \quad \text{on } \Omega_{\rho}
\]
for some constant \( C > 0 \) independent of \( \rho \) and \( \epsilon \). Next, note that
\[
\Box \ell = - \operatorname{div}(F'(r) \nabla r) = -F''(r) + F'(r) \Box r.
\]
Recalling also that \( \sigma = \tilde{\sigma} - \Box \ell \), it follows that
\[
|\Box \ell| + |\sigma| \leq C_\rho \lambda, \quad \text{on } \Omega_{\rho},
\]
for some \( C_\rho > 0 \) that depends only on \( \rho \).

We return to the claim (5.17) and start with the term \( \operatorname{div}((\Box \ell) \nabla \ell) v^2 \) in \( R \). There holds
\[
\operatorname{div}((\Box \ell) \nabla \ell) = \langle \nabla \Box \ell, \nabla \ell \rangle - (\Box \ell)^2.
\]
To simplify notation we will write \( F = F(r) \). Using (5.19) we write
\[
\operatorname{div}((\Box \ell) \nabla \ell) = -F'' F + F'' F \Box r + F'^2 (\nabla \Box r, \nabla r) - (\Box \ell)^2.
\]
Next, using (5.11) and noting that \( r \) is a smooth bounded function on \( U \), it is clear that the claimed estimate (5.17) holds for the first term in \( R \).
with \( c_\rho \) sufficiently large depending on \( \rho \). We move on to analyze the term \((-\sigma \dot{\sigma} + \frac{1}{2}\sigma^2)v^2\) in the expression for \( R \). There holds
\[
-\sigma \dot{\sigma} + \frac{1}{2}\sigma^2 = -\frac{1}{2}\dot{\sigma}^2 + \frac{1}{2}(\Box \ell)^2 = -\frac{1}{2}F''\dot{\psi}^2 + \frac{1}{2}(-F'' + F'\Box r)^2.
\]
Again, it is clear that the claimed bound (5.17) holds for this term with \( c_\rho \) sufficiently large depending on \( \rho \). It remains to analyze the term \((\Box \sigma)v^2\):
\[
\Box \sigma = \Box \sigma - \Box (\Box \ell) = -F''' - 2F''\Box (\dot{\psi} r) + 2(F''' - F''\Box r)\frac{\dot{\psi} r}{r} - F'\Box (\Box r) + 2F''\Box r
\]
\[+ 4F''\langle \nabla r, \nabla (\dot{\psi} r) \rangle - F''(\Box r)^2 + 2F''(\nabla r, \nabla r)\).
\]
The claim follows again by using the expression (5.11) and choosing \( c_\rho \) sufficiently large depending on \( \rho \). This completes the proof of the bound (5.17).

We are ready to fix the choice of \( \tau > \epsilon^{-1} \). We set,
\[(5.21) \quad \tau = a_\rho \epsilon^{-1},
\]
where \( a_\rho = \max\{\|V\|_{L^\infty(M)}, c_\rho\} \) and \( c_\rho \) is as in (5.17). Using the bounds (5.15) and (5.17) together with the fact that \( r - \rho > 2\sqrt{\epsilon} \) on \( U \), it follows that
\[(5.22) \quad P + 2\langle \nabla \ell, \nabla v \rangle^2 + R \geq 2a_\rho \epsilon^2, \quad \text{on} \ U.
\]
Next, writing \( u_1 = \Re u, u_2 = \Im u \), and recalling that \((\Box + V)(u_1 + iu_2) = 0\) and that \( v_j = e^\ell u_j \) for \( j = 1, 2 \), we obtain
\[
\frac{1}{2}|V(u_1 + iu_2)|^2 = \frac{1}{2}|e^\ell \Box (e^{-\ell} u_1)|^2 + \frac{1}{2}|e^\ell \Box (e^{-\ell} u_2)|^2.
\]
Integrating the latter expression over \( U \), applying Lemma 5.3 with \( v = u_1 \) and \( v = u_2 \) and finally using the estimate (5.22), we deduce that
\[
2a_\rho \int_U e^{2\ell}|u|^2 dV_g \leq \int_U \mathrm{div} B_1 dV_g + \int_U \mathrm{div} B_2 dV_g + \frac{1}{2} \int_U |V|^2 e^{2\ell}|u|^2 dV_g,
\]
where \( B_j, j = 1, 2 \) is as in Lemma 5.3 with \( v = v_j \). Since \( a_\rho > \|V\|_{L^\infty(M)} \), this reduces to
\[
(5.23) \quad a_\rho \int_U e^{2\ell}|u|^2 dV_g \leq \int_U \mathrm{div} B_1 dV_g + \int_U \mathrm{div} B_2 dV_g.
\]
Using the divergence theorem together with the fact that both \( u \) and \( \partial_\nu u \) vanish identically on the set \( \mathcal{E}_\rho \cap \Sigma \), we write for \( j = 1, 2 \),
\[
(5.24) \quad \int_U \mathrm{div} B_j dV_g = \int_{\Gamma} \langle B_j, \nu \rangle dV_g,
\]
where \( \Gamma = \Gamma_{\rho, \epsilon} = \{ r - \rho = 2\sqrt{\epsilon} \} \cap \Omega_\rho \) and \( \nu \) is the unit spacelike normal vector to \( \Gamma \). Next, noting that
\[
(5.25) \quad (r - \rho)|_{\Gamma} = 2\epsilon^{\frac{3}{2}},
\]
we write
\[ e^{2\ell} |\Gamma| = (r - \rho)^{8} e^{2\tau(r - \rho)^{2}} |\Gamma| = 2^{8} e^{4} e^{8a\rho}. \]

We claim that the following bound holds:
\[ |\langle B_{j}, \nu \rangle| \leq C_{\rho} \lambda^3 e^{2\ell}(u_{j}^{2} + |\nabla u_{j}|^{2}), \]
pointwise on \( \Gamma \),

where \( |\nabla u_{j}| \) is the norm of \( \nabla u_{j} \) with respect to some auxiliary Riemannian metric and \( C_{\rho} \) is a generic positive constant only depending on \( \rho \).

To this end, let us first observe that
\[ |\nabla v_{j}| = |e^{\ell}(u_{j} \nabla + \nabla u_{j})| = |e^{\ell}(F' u_{j} \nabla r + \nabla u_{j})| \leq C_{\rho} e^{\ell} F' (|u_{j}| + |\nabla u_{j}|), \]
pointwise on \( \Gamma \), for a positive constant \( C_{\rho} \) only depending on \( \rho \).

Using this expression and recalling the bound (5.20) we obtain the following bounds for the terms in the definition of \( B_{j} \):
\[ \left| \langle \nabla \ell, \nabla v_{j} \rangle \nabla v_{j} \right| + \left| \nu v_{j} \nabla v_{j} \right| + \left| \langle \nabla v_{j}, \nabla v_{j} \rangle \nabla \ell \right| \leq C_{\rho} e^{2\ell} \lambda^3 (|u_{j}|^{2} + |\nabla u_{j}|^{2}), \]
\[ |\square v_{j}^{2} \nabla \ell| + \left| \langle \nabla \ell, \nabla v_{j} \rangle \right| v_{j}^{2} \nabla \ell| + \left| v_{j}^{2} \nabla \sigma \right| \leq C_{\rho} e^{2\ell} \lambda^3 |u_{j}|^{2}, \]
for some constant \( C_{\rho} \) that only depends on \( \rho \). This completes proof of the bound (5.27). Combining (5.27) with equations (5.21), (5.25) and (5.26) we write
\[ \left| \int_{\Gamma} \langle B_{j}, \nu \rangle \, dV_{g} \right| \leq C_{\rho} \int_{\Gamma} ((r - \rho)^{-2} + \tau)^{3} e^{2\ell}(u_{j}^{2} + |\nabla u_{j}|^{2}) \, dV_{g} \leq C_{\rho} \epsilon, \]
for some positive constant \( C_{\rho} \) only depending on \( \rho \).

Next, combining the latter estimate with the Carleman estimate (5.23) and equation (5.24) it follows that
\[ \int_{U} (r - \rho)^{8} |u|^{2} \, dV_{g} \leq C_{\rho} \epsilon. \]

Therefore, taking the limit as \( \epsilon \) tends to zero and noting that \( U = U_{\rho, \epsilon} \to \Omega_{\rho} \) as \( \epsilon \) approaches zero, we conclude that
\[ \int_{\Omega_{\rho}} (r - \rho)^{8} |u|^{2} \, dV_{g} = 0. \]
Hence \( u = 0 \) on the set \( \Omega_{\rho} \). Finally, letting \( \rho \to 0 \), we conclude that \( u = 0 \) on \( \mathcal{E}_{\rho} \) as claimed.

6. Exact controllability in rough Sobolev spaces

Our main goal in this section is to prove the following proposition.

**Proposition 6.1** (Exact controllability). Let \( (M, g), T_{0} \) and \( p_{0} \) be as in Theorem 2.4. Let \( s \geq 0 \), \( V \in C^{\infty}(M) \) and suppose that \( w_{0} \) and \( w_{1} \) are compactly supported distributions in the interior of \( M_{0} \) such that
\[ (w_{0}, w_{1}) \in H^{-s}(M_{0}) \times H^{-s-1}(M_{0}). \]
Then, given any \( T_1 \in [T_0, T] \), there exists a compactly supported distribution

\[
f \in H^{-s}(\Sigma) \cap \mathcal{E}'((-T, T_0) \times \partial M_0),
\]

such that the solution \( u \in H^{-s}(M) \) to the equation (2.3) with boundary value \( f \) satisfies

\[
(u|_{t=T_1}, \partial_t u|_{t=T_1}) = (w_0, w_1) \quad \text{on } M_0.
\]

6.1. Direct problem in \( H^{-s}\)-spaces with \( s \geq 0 \). We first study the direct problem (2.3) with data in smooth Sobolev spaces, and then proceed to study rougher data via transposition.

**Lemma 6.2.** Let \( s \geq 0 \) and \( V \in C^\infty(M) \). Consider the initial boundary value problem

\[
\begin{cases}
\square u + Vu = F & \text{on } M, \\
u = f & \text{on } \Sigma, \\
(u|_{t=-T}, \partial_t u|_{t=-T}) = (\phi_0, \phi_1) & \text{on } M_0.
\end{cases}
\]

Given any \( F \in H_s^0(M) \), \( u_0 \in H_{s+1}^0(M_0) \), \( u_1 \in H_s^0(M_0) \) and \( f \in H_{s+1}^0(\Sigma) \), there exists a unique solution \( u \) in the energy space

\[
H^{s+1}(M) \cap C^1(-T, T; H^s(M_0)) \cap C(-T, T; H^{s+1}(M_0)),
\]

and the dependence on the data is continuous. Moreover, \( \partial \nu u \in H^s(\Sigma) \).

This lemma follows from [39, Theorem 4.1] by using standard techniques of obtaining higher regularity for solutions to the wave equation, see for example [39, Remark 2.10] or [22, Chapter 7, Theorem 6]. Next, we state a lemma on solving the wave equation in rough Sobolev scales via a standard transposition argument. For the convenience of the reader we have included the proof.

**Lemma 6.3.** Let \( s \geq 0 \), \( V \in C^\infty(M) \) and let

\[
f \in H^{-s}(\Sigma) \cap \mathcal{E}'((-T, T_0) \times \partial M_0),
\]

for some \(|T_0| < T\). Then, there exists a unique solution \( u \in H^{-s}(M) \) to the equation

\[
\begin{cases}
\square u + Vu = 0 & \text{on } M, \\
u = f & \text{on } \Sigma, \\
(u|_{t=-T}, \partial_t u|_{t=-T}) = 0 & \text{on } M_0.
\end{cases}
\]

There holds

\[
\partial \nu u|_{\Sigma} \in H^{-s-1}(\Sigma).
\]

Moreover, for any \( t_0 \in [T_0, T] \), there holds

\[
(u|_{t=t_0}, \partial_t u|_{t=t_0}) \in H^{-s}(M_0) \times H^{-s-1}(M_0),
\]
Lemma 6.1. the former map is continuous from $H^2$ to $H^1_{0}$ and the fact $u = 0$ is the only smooth solution to (6.3) subject to $f = 0$.

To show existence of a solution, we suppose for the moment that $f \in C^\infty_c((-T, T_0) \times M_0)$ and let $u$ be the solution to (6.3) with the boundary value $f$. Next, let $u^F$ denote the unique solution to (6.1) with source $F$ and zero boundary and final data. We have

$$\int_M u(t, x) F(t, x) \, dV_g = -\int_{\Sigma} \partial_\nu u^F(t, x) f(t, x) \, dV_g.$$  

Thus, the transpose of the map $F \mapsto \partial_\nu u^F|_{\Sigma}$ is $f \mapsto u$. By Lemma 6.1, the former map is continuous from $H_0^s(M)$ to $H^s(\Sigma)$. Hence, the latter is continuous from $H^{-s}(\Sigma) \cap E'(\Sigma)$ to $H^{-s}(M)$ for any compact set $\Sigma$ in $(-T, T_0) \times \partial M_0$.

To show the claim about the trace on $\Sigma$, we let $f$ and $u$ be as above and given any $h \in H_0^{s+1}(\Sigma)$, we write $u^h$ for the unique solution to (6.1) subject to the boundary value $h$ and zero source and final data. Then,

$$\int_{\Sigma} \partial_\nu u^h(t, x) f(t, x) \, dV_g = \int_{\Sigma} \partial_\nu u(t, x) h(t, x) \, dV_g.$$  

Hence, the transpose of the map $h \mapsto \partial_\nu u^h|_{\Sigma}$ is $f \mapsto \partial_\nu u|_{\Sigma}$. By Lemma 6.1, the former map is continuous from $H_0^{s+1}(\Sigma)$ to $H^s(\Sigma)$. Hence, the latter is continuous from $H^{-s}(\Sigma) \cap E'(\Sigma)$ to $H^{-s-1}(\Sigma)$ for any compact set $\Sigma$ in $(-T, T_0) \times \partial M_0$.

Finally, we consider the last claim and only consider the case $t_0 = T$. The case $t_0 \in [T_0, T)$ is analogous. Let $\phi = (\phi_0, \phi_1) \in H_0^{s+1}(M_0) \times H^s(M_0)$ and denote by $u^\phi \in H^{s+1}(M)$, the unique solution to (6.1) with $F = f = 0$ and final data $\phi$. We have

$$\int_{\Sigma} f(t, x) \partial_\nu u^\phi(t, x) \, dV_g = \int_{M_0} u(T, x) \phi_1(x) \, dV_g - \int_{M_0} \partial_t u(T, x) \phi_0(x) \, dV_g.$$  

Thus, the transpose of the map $\phi \mapsto \partial_\nu u^\phi|_{\Sigma}$ is $f \mapsto (u|_{t=T}, \partial_t u|_{t=T})$. By Lemma 6.1 the former map is continuous from $H_0^{s+1}(M_0) \times H^s(M_0)$ to $H^s(\Sigma)$. Hence, the latter is continuous from $H^{-s}(\Sigma) \cap E'(\Sigma)$ to $H^{-s}(M_0) \times H^{-s-1}(M_0)$ for any compact set $\Sigma$ in $(-T, T_0) \times \partial M_0$.  

\[\square\]

6.2. Proof of exact controllability. The aim of this section is to prove Proposition 6.1. The proof is based on the following observability estimate.

Lemma 6.4 (Observability estimate). Let $(M, g)$, $T_0$ and $p_0$ be as in Theorem 2.4. Let $V \in C^\infty_c(M)$, let $\delta > 0$ be sufficiently small and let $\chi \in C^\infty_c((-T, T_0) \times \partial M_0)$ satisfy $\chi = 1$ on $(-T + \delta, T_0 - \delta) \times \partial M_0$. Then, given any $s \geq 0$ there holds:

$$\|\phi_0\|_{H_0^{s+1}(M)} + \|\phi_1\|_{H_0^s(M)} \leq C_{\text{obs}} \|\chi u\|_{H_0^s(\Sigma)},$$  

where $C_{\text{obs}}$ is a constant.
where \( u \) denotes the unique solution to the wave equation \((6.1)\) on \( M \), subject to the source \( F = 0 \), boundary value \( f = 0 \) and final data
\[
(\phi_0, \phi_1) \in H^{s+1}_0(M_0) \times H^s_0(M_0).
\]

Before presenting the proof we note that in the following discussion the term compressed generalized bicharacteristic is as defined in [9]. We write \( \iota : \Sigma \rightarrow M \) for the natural inclusion and write \( \iota^* : T^*M \rightarrow T^*\Sigma \) by its pullback. We also recall from [9] that a pair \((y, \eta) \in T^*\Sigma\) is said to be nondiffractive if the preimage \((\iota^*)^{-1}(y, \eta)\) contains two distinct null vectors, or if it contains a unique null vector \((y, \tilde{\eta})\) and for all \( s_0 > 0 \) there is \( |s| < s_0 \) such that \( \gamma_{y,\tilde{\eta}}(s) \notin M \), when \( M \) is extended to a slightly larger manifold without boundary.

**Proof.** We begin by choosing \( \delta > 0 \) to be sufficiently small so that
\[
\overline{E_{p_0}} \subset (-T + \delta, T_0 - \delta) \times M_0.
\]
We claim that that every bicharacteristic \((\gamma_{q,\xi}(s), \dot{\gamma}_{q,\xi}(s))\) with \((q, \xi) \in T^*E_{p_0}\) must hit \( T^*\Gamma \) in a nondiffractive point, where
\[
\Gamma = (-T + \delta, T_0 - \delta) \times \partial M_0.
\]
Here and in the remainder of this proof we are identifying vectors and covectors using \( g \) and use the same notation for both of them. We also write \([a, b]\) for the maximal interval of \( \gamma_{q,\xi} \) in \( M \).

By Lemma 5.1, \( \gamma_v \) can not intersect \( J^+(p_0) \cup J^-(p_0) \) twice. Thus \( \gamma_{q,\xi}(s) \in E_{p_0} \) for all \( s \in [0, b] \) or for all \( s \in [a, 0] \). We consider only the former case, the other case being analogous. We write
\[
(y, \eta) = \iota^*(\gamma_{q,\xi}(b), \dot{\gamma}_{q,\xi}(b)) \in T^*\Sigma.
\]
It is enough to show that \((y, \eta)\) is nondiffractive. To make the discussion explicit, let us consider boundary normal coordinates \((x', r) \in \Sigma \times (-r_0, r_0)\) such that
\[
g(x', r) = \begin{pmatrix}
h(x', r) & 0 \\
0 & 1
\end{pmatrix}
\]
and \( r \geq 0 \) for \((x', r) \in M \). In these coordinates, \( \dot{\gamma}_{q,\xi}(b) = (\eta, \rho) \) for some \( \rho \leq 0 \).

Case \( \rho < 0 \). As \((\eta, \rho)\) is a null vector, so is \((\eta, -\rho)\). Thus \((\iota^*)^{-1}(y, \eta)\) contains two distinct null vectors.

Case \( \rho = 0 \). Then \((y, \tilde{\eta}) = (y, 0; \eta, 0)\) is the only point in \((\iota^*)^{-1}(y, \eta)\). But \((\eta, 0) = \dot{\gamma}_{q,\xi}(b)\) and there are \( s > b \) arbitrarily close to \( b \) such that \( \gamma_{q,\xi}(s) \notin M \), due to maximality of \([a, b]\).

Combining with the fact that \( M \) is connected, it follows that every compressed generalized bicharacteristic in \( T^*M \) must hit \( T^*\Gamma \) in a nondiffractive point. Thus, the claim follows by invoking [9, Theorem 3.3–Corollary 3.7], if given any \( v \in C^\infty(M) \) satisfying the equation \((\square + V)v = 0\) on \( M \) and \( v|_\Sigma = \partial_\nu v|_\Gamma = 0 \), there holds \( v = 0 \) everywhere on \( M \).
To verify this claim, we write \( p_0 = (t_0, x_0) \) and note that since \( \delta_{p_0} \subset (-T + \delta, T_0 - \delta) \times M_0 \) and since \( v|_\Gamma = \partial_v v|_\Gamma = 0 \), we can apply Theorem 2.1 to deduce that \( (v|_{t=t_0}, \partial_t v|_{t=t_0}) = 0 \) on \( M_0 \setminus \{ x_0 \} \). By smoothness of \( v \) in \( M \) it follows that \( (v|_{t=t_0}, \partial_t v|_{t=t_0}) = 0 \) on \( M_0 \). Since \( (\Box + V) v = 0 \) on \( M \) and \( v|_\Sigma = 0 \) we conclude that \( v = 0 \) everywhere on \( M \). □

It is well-known that observability estimates imply exact controllability. We will give a proof for the convenience of the reader.

**Proof of Proposition 6.1.** We choose \( \delta > 0 \) sufficiently small as in the proof of Lemma 6.4 and define the smooth non-negative function

\[
\chi \in C^\infty_c((-T, T_0) \times \partial M_0)
\]
such that \( \chi = 1 \) on \( (-T + \delta, T_0 - \delta) \times \partial M_0 \). Given any \( F \in H^{-s}(\Sigma) \), we write \( u \in H^{-s}(M) \) for the solution to (6.3) with the boundary value \( f = \chi F \).

Thus, we can view \( \chi F \) as an element in

\[
H^{-s}(\Sigma) \cap \mathcal{E}'((-T, T_0) \times \partial M_0).
\]

By Lemma 6.3 we obtain that

\[
(u|_{t=T_1}, \partial_t u|_{t=T_1}) \in H^{-s}(M_0) \times H^{-s-1}(M_0).
\]

Given any \( \phi = (\phi_0, \phi_1) \in H^{s+1}_0(M_0) \times H^s_0(M_0) \), let \( u^\phi \in H^{s+1}(M) \) be the solution to

\[
\begin{cases}
\Box u^\phi + Vu^\phi = 0 & \text{on } M, \\
u^\phi = 0 & \text{on } \Sigma, \\
(u^\phi(T_1, x), \partial_t u^\phi(T_1, x)) = (\phi_0, \phi_1) & \text{on } M_0.
\end{cases}
\]

We define the continuous linear map

\[
\mathcal{T} : H^{s+1}_0(M_0) \times H^s_0(M_0) \to H^s_0(\Sigma),
\]

through \( \mathcal{T} \phi = \chi \partial_v u^\phi|_\Sigma \). Note that \( \mathcal{T} \phi \) is compactly supported on the set \( (-T, T_0) \times \partial M_0 \). We write

\[
(\mathcal{T} \phi, F)_{(-T, T_1) \times \partial M_0} = (\phi_0, \partial_t u|_{T_1})_{(T_1) \times M_0} - (\phi_1, u|_{T_1})_{(T_1) \times M_0},
\]

where the pairings \( (\cdot, \cdot)_{(-T, T_1) \times \partial M_0} \) and \( (\cdot, \cdot)_{(T_1) \times M_0} \) are as defined in Section 4.1, that is, the pairing on the left hand side is in the generalized sense

\[
H^0_0((-T, T_1) \times \partial M_0) \times H^{-s}((-T, T_1) \times \partial M_0),
\]

while the ones on the right hand side are in the generalized sense

\[
H^{s+1}_0(M_0) \times H^{-s-1}(M_0) \quad \text{and} \quad H^s_0(M_0) \times H^{-s}(M_0)
\]

respectively. It follows from the latter identity that the transpose \( \mathcal{T}^* : H^{-s}(\Sigma) \to H^{-s}(M_0) \times H^{-s-1}(M_0) \), defined by

\[
\mathcal{T}^* F = (u|_{(T_1) \times M_0}, \partial_t u|_{(T_1) \times M_0}),
\]
is a continuous linear map. To conclude the proof, it suffices to show that $T^*$ is surjective. This is true, since $T$ is injective and has closed range, thanks to Lemma 6.4. We emphasize that since $F \in H^{-\delta}(\Sigma)$ and since $\chi$ is compactly supported on $(-T,T_0) \times \partial M_0$, it follows that the boundary data $f = \chi F$ that drives the solution $u$ to the target state $(w_0, w_1)$ is indeed in the right space (6.5).

7. Proof of Theorem 2.4

This section is concerned with the proof of Theorem 2.4. We start with a proposition.

Proposition 7.1. Let the hypotheses of Theorem 2.4 be satisfied. Let $p = (T_1, x_0)$ for some $T_1 \in (T_0, T)$ and $x_0 \in M_0^{\text{int}}$ be such that $E_p \subset (T_0, T) \times M_0$. Then, if $\Lambda V_1 = \Lambda V_2$ on $H_0^{n+1}(\Sigma)$, it follows that given any $f \in H^{n+1}_0((-T, T_1) \times \partial M_0)$, there holds:

$$u_f^{(1)}(p) = \omega u_f^{(2)}(p)$$

for some constant $\omega$ that is independent of $f$.

where for each $j = 1, 2$, the notation $u_f^{(j)}$ stands for the unique solution to (2.3) subject to the potential $V_j$ and the Dirichlet data $f$.

Let us emphasize that we are identifying $H^{n+1}_0((-T, T_1) \times \partial M_0)$ as a subspace of $H^{n+1}_0(\Sigma)$ by extending its elements by zero on the set $(T_1, T) \times \partial M_0$. In the following proof, in order to avoid confusion, we will systematically use the notation $h$ for rougher Dirichlet data on the boundary, while $f$ is reserved for smoother Dirichlet data on the boundary as in the statement of the proposition.

Proof of Proposition 7.1. We recall that by Lemma 6.3, the equality $\Lambda V_1 = \Lambda V_2$ on $H_0^n(\Sigma)$ extends by continuity to $H^{-s}(\Sigma)$ for all $s \geq 0$. Let $p = (T_1, x_0)$ be as in the statement of the proposition and consider

$$\delta x_0 \in H^{-\frac{n+1}{2}}(M_0)$$

defined by

$$\langle \delta x_0, v \rangle_{(T_1) \times M_0} = v(T_1, x_0) \quad \text{for all } v \in C_c^{\infty}((T_1) \times M_0^{\text{int}}),$$

where the pairing above is with respect to the natural volume form on the hypersurface $\{T_1\} \times M_0$, as defined in Section 4.1. Applying Proposition 6.1, we deduce that there exists a distribution $h$ in the space

$$H^{-\frac{n+1}{2}}(\Sigma) \cap \mathcal{E}'((-T, T_0) \times \partial M_0),$$

such that $u_h^{(1)}$ satisfies

$$(u_h^{(1)}|_{t=T_1}, \partial_t u_h^{(1)}|_{t=T_1}) = (0, \delta x_0), \quad \text{on } M_0,$$
where we recall that the traces are well defined by Lemma 6.3.

Next, we denote by $\mathcal{T}^{(1)}$ the set of distributions $h$ in the space (7.1) such that the solution $u_h^{(1)}$ satisfies

\[(7.2) \quad (u_h^{(1)}|_{t=T_1}, \partial_t u_h^{(1)}|_{t=T_1}) \in \text{span}\{0, \delta_{x_0}\}, \quad \text{on } M_0.\]

We also define the set $\mathcal{T}^{(2)}$ analogously with $V_1$ replaced by $V_2$. We claim that the two sets $\mathcal{T}^{(1)}$ and $\mathcal{T}^{(2)}$ are identical.

We show the inclusion $\mathcal{T}^{(1)} \subset \mathcal{T}^{(2)}$, and the opposite inclusion follows by symmetry. Let $h \in \mathcal{T}^{(1)}$ and recall that equation (7.2) holds. Since $h$ belongs to the space (7.1), it follows from Lemma 6.3 that $u_h^{(1)} \in H^{-\frac{n+1}{2}}(M)$. Noting that $\overline{\mathcal{E}_p}$ is disjoint from the set $\{T_0, T\} \times M_0$ and that $h$ is compactly supported in $(-T, T_0) \times \partial M_0$, it follows that $u_h^{(1)}|_{\Sigma}$ is vanishing on the open set $\mathcal{E}_p \cap \Sigma$. Since $(u_h^{(1)}|_{t=T_1}, \partial_t u_h^{(1)}|_{t=T_1})$ is supported at the point $x_0$ and since $u_h^{(1)}|_{\Sigma}$ is vanishing on $\Sigma \cap \mathcal{E}_p$, it follows by the finite speed of propagation for wave equation that $\partial_{\nu} u_h^{(1)}|_{\Sigma}$ must also vanish on the set $\mathcal{E}_p \cap \Sigma$.

Since $\Lambda V_1 h = \Lambda V_2 h$, it follows that the Cauchy data of the distribution $u_h^{(2)} \in H^{-\frac{n+1}{2}}(M)$ must vanish on the set $\mathcal{E}_p \cap \Sigma$. Applying our unique continuation result, Theorem 2.1, it follows that $u_h^{(2)}|_{\mathcal{E}_p} = 0$. Thus, we conclude that the traces $(u_h^{(2)}|_{t=T_1}, \partial_t u_h^{(2)}|_{t=T_1}) \in H^{-\frac{n+1}{2}}(M_0) \times H^{-\frac{n+1}{2}}(M_0)$ are supported at the point $x_0$. Consequently, the traces must be equal to a linear combination of $\delta_{x_0}$ and its derivatives on $M_0$. Since $\delta_{x_0} \in H^{-\frac{n+1}{2}}(M_0)$ while its derivatives are not in this space, it follows that $u_h^{(2)}|_{t=T_1} = 0$ and that $\partial_t u_h^{(2)}|_{t=T_1} \in \text{span}\{\delta_{x_0}\}$.

We have shown that $\mathcal{T}^{(1)} = \mathcal{T}^{(2)}$. Let us now consider

\[f \in H^{\frac{n+1}{2}}_0((-T, T_1) \times \partial M_0)\]

and let $h \in \mathcal{T}^{(1)}$ be such that

\[(7.3) \quad (u_h^{(1)}|_{t=T_1}, \partial_t u_h^{(1)}|_{t=T_1}) = (0, \omega \delta_{x_0}), \quad \text{on } M_0.\]

Recall that such $h$ exists thanks to Proposition 6.1. In view of the equality $\mathcal{T}^{(1)} = \mathcal{T}^{(2)}$, we must also have:

\[(7.4) \quad (\Lambda V_j h, f|_{(-T, T_1) \times \partial M_0} - h, \Lambda V_j f|_{(-T, T_1) \times \partial M_0} \quad = (\partial_t u_h^{(j)}|_{T_1} + u_f^{(j)}|_{T_1}) \times M_0 - (u_h^{(j)}, u_f^{(j)}|_{T_1} \times M_0) = c_1 u_f^{(j)}(p),\]

where $c_1 = 1$ and $c_2 = \omega$ is the constant in (7.3). We emphasize here that the former two pairings are in the generalized sense $H^{-\frac{n+1}{2}} \times H^{\frac{n+1}{2}}_0$ and
$H^{-\frac{n+1}{2}} \times H_0^{\frac{n+1}{2}}$ on $(-T,T_1) \times \partial M_0$ while the latter two pairings are in the generalized sense $H^{-\frac{n+1}{2}} \times H_0^{\frac{n+1}{2}}$ and $H^{-\frac{n+1}{2}} \times H_0^{\frac{n+1}{2}}$ on $\{T_1\} \times M_0$.

Finally, we use equality of the Dirichlet-to-Neumann maps $\Lambda_{V_1} = \Lambda_{V_2}$ with (7.4) to conclude that

$$u_j^{(1)}(p) = \omega u_j^{(2)}(p).$$

\[\square\]

We are now ready to prove the main theorem, but first we state a lemma about point values of solutions to the wave equation that will be proved in Appendix A. We recall that given $v = (p, \xi) \in L^+M$, with $L^+M$ denoting the bundle of future pointing null vectors on $M$, the notation $\gamma_v : I \to M$ stands for the inextendible null geodesic in $M$ with initial data $v$, as in (2.6).

**Lemma 7.2.** Let $V \in C^\infty(M)$, $p = (T_1, x_0) \in M^\text{int}$, $v = (p, \xi) \in L^+M$ and suppose that the inextendible null geodesic $\gamma_v : [a, b] \to M$ satisfies $\gamma_v(a) \in \Sigma$. Let $\epsilon > 0$ be small enough so that the null geodesic $\gamma_v$ is disjoint from $[T_1 - \epsilon, T_1 + \epsilon] \times \partial M_0$. There exists a sequence

$$\{f_j\}_{j=1}^\infty \subset C^\infty_c((-T, T_1 - \epsilon) \times \partial M_0),$$

such that the solution $u_{f_j}$ to (2.3) with boundary data $f_j$ satisfies:

(i) $|u_{f_j}(p)| \leq C$ for all $j \in \mathbb{N}$, where $C$ is a constant that is independent of $j$.

(ii) $|\langle w, \nabla u_{f_j}(p) \rangle - i j \langle w, \xi \rangle| \leq C$ for all $j \in \mathbb{N}$ and all $w \in T_p M$. Here $i$ is the imaginary unit and the constant $C$ is independent of $j$.

**Proof of Theorem 2.4.** Let $p = (T_1, x_0) \in \mathbb{D}$, where $\mathbb{D}$ is as defined in (2.10) and let $U$ be a small neighborhood of $p$ in $\mathbb{D}$. Denote by $\pi : M \to \mathbb{R}$ the time projection given by $\pi(t, x) = t$. We fix $\epsilon > T_1 - \inf_{q \in U} \pi(q)$ such that for each $v \in L^+U$, the null geodesic $\gamma_v$ is disjoint from $[T_1 - \epsilon, T_1 + \epsilon] \times \partial M_0$. This can always be achieved for $U$ sufficiently small.

Invoking Proposition 7.1, we observe that given each point $q \in U$ and each $f \in H_0^{\frac{n+1}{2}}((-T, T_1 - \epsilon) \times \partial M_0)$, there holds:

$$u_j^{(1)}(q) = \omega(q) u_j^{(2)}(q), \quad \text{on } U,$$

where $\omega(q)$ is independent of $f$.

We claim that $\omega \in C^\infty(U)$. To see this, we write $\tilde{T}_1 = T_1 - \epsilon$ and let $q \in U$ be arbitrary. Let $\xi \in L^+_q M$ and note that $\gamma_{q, \xi}$ hits the timelike boundary $\Sigma$ at both of its end points. Noting that $\gamma_v$ is disjoint from $\Sigma$ for any $t \in [T_1 - \epsilon, T_1 + \epsilon]$ independent of $q \in U$, we can apply Lemma 7.2. Thus there exists $f \in C^\infty_c((-T, \tilde{T}_1) \times \partial M_0)$ such that $u_j^{(2)}(q) \neq 0$ in a sufficiently small neighborhood $\bar{U} \subset U$ of the point $q$. Since $\omega = u_j^{(1)}(u_j^{(2)})^{-1}$ on $\bar{U}$, and since both expressions are smooth and the denominator is non-vanishing on
we conclude that the function $\omega$ is smooth near $q$. Since $q \in U$ was arbitrary, we conclude that $\omega \in C^\infty(U)$.

Next, fixing $q \in U$, we let $f \in C^\infty_c((-T, \widetilde{T}_1) \times \partial M_0)$ be arbitrary. Noting that $u^{(1)}_f = \omega u^{(2)}_f$ on $U$, we write

\begin{equation}
0 = (\Box + V_1) u^{(1)}_f = u^{(2)}_f \Box \omega - 2 \langle \nabla \omega, \nabla u^{(2)}_f \rangle + (V_1 - V_2) \omega u^{(2)}_f \quad \text{on } U,
\end{equation}

where we used the fact that $(\Box + V_j) u^{(j)}_f = 0$, $j = 1, 2$. Let $\xi \in L^+_q M$ be an arbitrary future pointing null vector. Let $v = (q, \xi)$ and note again that the end points of the null geodesic $\gamma_v$ lie on $\Sigma$. Thus, in view of Lemma 7.2, there exists a family of boundary data $\{f_j\}_{j \in \mathbb{N}} \subset C^\infty((-T, \widetilde{T}_1) \times \partial M_0)$ such that (i)–(ii) hold. Using these inequalities, substituting $f_j$ into (7.6), dividing by $j$ and taking the limit $j \to \infty$, we deduce that

$$\langle \nabla \omega(q), \xi \rangle = 0.$$ 

Finally, since $\xi \in L^+_q M$ is an arbitrary future pointing null vector, we deduce that $\nabla \omega(q) = 0$. As $q \in U$ is arbitrary, we conclude that $\omega$ is a non-zero constant function on $U$. That $\omega$ can not be identically zero follows from the fact that there is $f \in C^\infty_c((-T, \widetilde{T}_1) \times \partial M_0)$ such that $u^{(1)}_f(p)$ is non-zero, thanks to (i) in Lemma 7.2. Thus, equation (7.6) reduces to

$$(V_1 - V_2) u^{(2)}_f = 0 \quad \text{on } U,$$

and therefore $V_1(p) = V_2(p)$. Here we are using (i) in Lemma 7.2 again to guarantee that there is $f \in C^\infty_c((-T, \widetilde{T}_1) \times \partial M_0)$ such that $u^{(2)}_f(p)$ is non-zero. Finally, since $p \in \mathbb{D}$ was arbitrary, we conclude that $V_1 = V_2$ on the set $\mathbb{D}$. $\square$
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**Appendix A.**

In this appendix, we prove that a smooth Lorentzian manifold $(\mathcal{M}, g)$ satisfying the assumption (H1) and with a timelike boundary, admits an isometric embedding

$$\Phi : [-T, T] \times M_0 \to \mathcal{U} \subset \mathcal{M},$$

where $\mathcal{U}$ contains the set $\{ q \in \mathcal{M} : \tau(q) \in [-T, T] \}$ and the metric $g = \Phi^* g$ is of the form (2.2).

We start by considering $\tau : \mathcal{M} \to \mathbb{R}$, a proper, smooth, surjective function such that $\nabla \tau$ is timelike. Using [28, Lemma 2.1] it follows that $\mathcal{M}$ is diffeomorphic to $\mathbb{R} \times M_0$ where $M_0 = \{ q \in \mathcal{M} : \tau(q) = 0 \}$. To conclude the proof we need to show the existence of a smooth function
\[ \phi : U \to \mathbb{R} \text{ such that } \nabla \phi \text{ is timelike and tangential to } \partial M \text{ for some } U \text{ containing } \{ q \in M : \tau(q) \in [-T, T] \}. \]

For \( j = 1, 2 \), we define \( \mathcal{U}_j = \{ q \in M : \tau(q) \in [-T - j, T + j] \} \) and \( \Gamma_j = \mathcal{U}_j \cap \partial M \). We write \((z^0, z')\) for the boundary normal coordinates near \( \Gamma_2 \), so that

\[ \Gamma_2 = \{ z^0 = 0 \}, \quad \text{and} \quad g(z^0, z') = (dz^0)^2 + h(z^0, z'), \]

where \( h(z^0, \cdot) \) is a family of smooth Lorentzian metrics on \( \Gamma \) that smoothly depend on \( z^0 \). Then, define the function \( \psi_0 \) near \( \Gamma_2 \) in boundary normal coordinates by

\[ \psi_0(z^0, z') = \tau(0, z'), \]

and observe that \( \nabla \psi_0 \) is tangential and future pointing on \( \Gamma_2 \). Indeed, this suggests that the choice \( \phi = \psi_0 \) is suitable near \( \Gamma_2 \).

To complete our construction, we need to smoothly adjust \( \psi_0 \) as we move away from \( \Gamma_2 \) in such a way that \( \nabla \phi \) remains timelike. There exists a nontangential future pointing timelike vector field \( Z \) on \( \Gamma_2 \). For \( \epsilon > 0 \) small, we define a map \( F : [0, \epsilon] \times \Gamma_2 \to M \) by

\[ F(y^0, y') = \exp_{y'}(y^0 Z(y')). \]

It is straightforward to see that when \( \epsilon > 0 \) is sufficiently small, \( F \) is a diffeomorphism onto its image in \( M \). Moreover, since \( Z \) is timelike and future pointing, it follows that \( \nabla y^0 \) is timelike and future pointing for small enough \( \epsilon > 0 \). (Here the gradient is computed with respect to \( F^*g \).) Next, define a smooth function \( \psi \) on \([0, \epsilon] \times \Gamma_2 \) by

\[ \psi(y^0, y') = \chi(\epsilon^{-1}y^0) \left( \psi_0(y^0, y') - a \right) + (1 - \chi(\epsilon^{-1}y^0))\tau(F(y^0, y')), \]

where \( a \) is a positive number and \( \chi : [0, \infty) \to \mathbb{R} \) is a smooth decreasing function satisfying \( \chi(t) = 1 \) for \( t < \frac{1}{4} \) and \( \chi(t) = 0 \) for \( t > \frac{1}{2} \).

We now define the desired smooth function \( \phi \) on the set \( \mathcal{U} = \mathcal{U}_1 \) by

\[ \phi = \tau \quad \text{on } \mathcal{U}_1 \setminus F([0, \epsilon] \times \Gamma_2), \]

\[ \phi = \psi \circ F^{-1} \quad \text{on } \mathcal{U}_1 \cap F([0, \epsilon] \times \Gamma_2). \]

Since \( \chi \) is decreasing and since \( \nabla y^0 \) and \( \nabla \tau \) are timelike and future pointing, it follows that \( \nabla \phi \) is timelike and future pointing on \( \mathcal{U}_1 \) for all large enough \( a > 0 \). It is also straightforward to see that \( \nabla \phi \) is tangential to the boundary.

**Appendix B.**

This appendix is concerned with proving Lemma 7.2. We will in fact prove the lemma for quite general Lorentzian manifolds assuming only that \( M \) is of the form (2.1) and that the metric \( g \) is of the form (2.2). We begin by briefly recalling the classical Gaussian beam construction for the wave equation that was introduced in [7, 43]. The presentation here follows that
of [25]. Here, by Gaussian beams we refer to approximate solutions to the equation
\[(\Box + V)u = 0, \text{ on } M = [-T, T] \times M_0,\]
that concentrate on an inextendible null geodesic \(\gamma_v : [a, b] \to M\) where \(v = (p, \xi) \in L^+)\) is such that the end point \(\gamma_v(a)\) lies on the timelike boundary \(\Sigma = (-T, T) \times \partial M_0\).

We begin by extending the manifold \(M_0\) into a slightly larger manifold \(\hat{M}_0\) and define \(\hat{M} = (-T, T) \times \hat{M}_0\). We also extend the metric \(g\) smoothly to \(\hat{M}\) such that (2.2) holds over the extended manifold \(\hat{M}\). Note that the null geodesic \(\gamma_v\) also extends into \(\hat{M}\) with end points on \((-T, T) \times \partial \hat{M}_0\). We write \(\gamma_v : [a', b'] \to \hat{M}\) for this extended null geodesic.

In order to recall the expression of Gaussian beams in local coordinates, we first briefly recall the well-known Fermi coordinates near a null geodesic. We refer the reader to [25, Section 4.1, Lemma 1] for the proof.

**Lemma B.1** (Fermi coordinates). Let \(\gamma_v : [a', b'] \to \hat{M}\) be a null geodesic on \(\hat{M}\) parametrized as given by (2.6) and whose end points lie on \((-T, T) \times \partial \hat{M}_0\). Given each \(\hat{a} \in (a', a)\) and \(\hat{b} \in (b, b')\), there exists a coordinate neighborhood \((U, \psi)\) of \(\gamma([\hat{a}, \hat{b}])\), with the coordinates denoted by \((y^0 := s, y^1, \ldots, y^n) = (s, y')\), such that:

(i) \(\psi(U) = (\hat{a}, \hat{b}) \times B(0, \delta')\) where \(B(0, \delta')\) is the ball in \(\mathbb{R}^n\) centered at the origin with a small radius \(\delta' > 0\).

(ii) \(\psi(\gamma(s)) = (s, 0, \ldots, 0)\) \(_n\) times.

Moreover, the metric tensor \(g\) written in this coordinate system satisfies
\[
\tag{B.1} g|_\gamma = 2ds \otimes dy^1 + \sum_{\alpha=2}^n dy^\alpha \otimes dy^\alpha,
\]
and \(\frac{\partial}{\partial y^\gamma} g_{jk}|_\gamma = 0\) for \(i, j, k = 0, \ldots, n\). Here, \(\gamma\) denotes the restriction on the curve \(\gamma\).

In Fermi coordinate, Gaussian beams can be defined via the ansatz,
\[
\tag{B.2} U_\lambda(y) = e^{i\lambda \phi(y)} A_\lambda(y) \quad \text{for } \lambda > 0
\]
and
\[
\tag{B.3} U_\lambda(y) = e^{-i\lambda \phi(y)} A_\lambda(y) \quad \text{for } \lambda < 0,
\]
where the phase and amplitude functions \(\phi\) and \(A_\lambda\) are defined by
\[
\phi(s, y') = \sum_{j=0}^N \phi_j(s, y') \quad \text{and} \quad A_\lambda(s, y') = \chi\left(\frac{|y'|}{\delta'}\right) \sum_{j=0}^N \lambda^{-j} a_j(s, y'),
\]
\[
\tag{B.4} a_j(s, y') = \sum_{k=0}^N a_{j,k}(s, y').
\]
Here, given each \( j, k = 0, \ldots, N \), the term \( \phi_j \) is a complex-valued homogeneous polynomial of degree \( j \) in the variables \( y^1, \ldots, y^n \) and \( a_{j,k} \) is a complex valued homogeneous polynomials of degree \( k \) with respect to the variables \( y^1, \ldots, y^n \). Finally, the function \( \chi \in C^\infty_c(\mathbb{R}) \) is a non-negative function that satisfies \( \chi(t) = 1 \) for \( |t| \leq \frac{1}{4} \) and \( \chi(t) = 0 \) for \( |t| \geq \frac{1}{2} \).

The phase terms \( \phi_j \) and the amplitudes \( a_j \) with \( j = 0, 1, 2, \ldots, N \) are determined iteratively by solving ODEs along the null geodesic. This comes as a result of a WKB analysis for the conjugated wave operator in the semiclassical parameter \( \lambda \), that enforces

\[
\frac{\partial^{|\alpha|}}{\partial y^\alpha}(d\phi, d\phi) = 0 \quad \text{on} \quad (\hat{a}, \hat{b}) \times \{ y' = 0 \},
\]

\[
\frac{\partial^{|\alpha|}}{\partial y^\alpha}(2(d\phi, da_j) - (\Box \phi)a_j + i(\Box + V)a_{j-1}) = 0 \quad \text{on} \quad (\hat{a}, \hat{b}) \times \{ y' = 0 \},
\]

for all \( j = 0, 1, \ldots, N \) and all multi-indices \( \alpha = (\alpha_1, \ldots, \alpha_n) \in \{0, 1, \ldots \}^n \) with \( |\alpha| = \alpha_1 + \cdots + \alpha_n \leq N \).

We do not proceed to solve these equations here as this can be found in all the works mentioned above, but instead summarize the main properties of Gaussian beams as follows:

1. \( \phi(s, 0) = 0 \).
2. \( \Im(\phi)(s, y') \geq C|y'|^2 \) for all points \( y \in (\hat{a}, \hat{b}) \times B(0, \delta') \).
3. \( \| (\Box + V)\mathcal{U}_\lambda \|_{H^k(M)} \lesssim |\lambda|^{-N'} \), where \( N' = \frac{N+1}{2} + \frac{n}{4} - k - 2 \).

Here, \( \Im \) stands for the imaginary part of a complex number. We will need explicit expressions for the phase terms \( \phi_0, \phi_1, \phi_2 \) and the principal amplitude \( a_{0,0} \). The phase terms are given by the expressions

\[
\phi_0(s, y') = 0, \quad \phi_1(s, y') = y^1, \quad \phi_2(s, y') = \sum_{j,k=1}^n H_{jk}(s)y^j y^k,
\]

where the symmetric complex valued matrix \( H \) solves the Riccati equation

\[
\frac{d}{ds} H + HCH + D = 0, \quad \forall s \in (\hat{a}, \hat{b}), \quad H(0) = H_0, \quad \Im H_0 > 0.
\]

where \( C \) and \( D \) are the matrices defined through

\[
(C_{11} = 0 \quad \text{and} \quad D_{jk} = \frac{1}{4} \frac{\partial^2 g^{11}}{\partial y^j \partial y^k} \quad \text{otherwise}).
\]

We recall the following result from [34, Section 8] regarding solvability of the Riccati equation.

**Lemma B.2.** Let \( H_0 = Z_0 Y_0^{-1} \) be a symmetric matrix with \( \Im H_0 > 0 \). The Riccati equation \( (B.6) \), together with the initial condition \( H(0) = H_0 \), admits a unique solution \( H(s) \) for all \( s \in [\hat{a}, \hat{b}] \). We have \( \Im H(s) > 0 \) for all \( s \in [\hat{a}, \hat{b}] \).
and $H(s) = Z(s)Y^{-1}(s)$, where the matrix valued functions $Z(s)$, $Y(s)$ solve the first order linear system

$$\frac{d}{ds}Y = CZ \quad \text{and} \quad \frac{d}{ds}Z = -DY,$$

subject to $Y(0) = Y_0$, $Z(0) = H_0$.

Moreover, the matrix $Y(s)$ is non-degenerate on $[\hat{a}, \hat{b}]$, and there holds

$$\det(\Im H(s)) \cdot |\det(Y(s))|^2 = \det(\Im (H_0)).$$

The principal part of the amplitude, that is the function $a_{0,0}$ is given by

$$a_{0,0}(s) = (\det Y(s))^{-\frac{1}{2}},$$

where $Y(s)$ is as described above, by Lemma B.2.

As for the remainder of the terms $\phi_j$ with $j \geq 3$ and the rest of the amplitude terms $a_{j,k}$ with $j, k$ not both zero, we recall from [25] that they solve first order ODEs along the null geodesic $\gamma$ and can be determined uniquely by fixing their initial values to be zero at the point $s = 0$. This completes our review of Gaussian beams.

Next we assume as in the statement of Lemma 7.2 that $\epsilon > 0$ is small enough so that $\gamma_\epsilon$ is disjoint from $[T_1 - \epsilon, T_1 + \epsilon] \times \partial M_0$. We show that it is possible to choose $f \in C^\infty((-T, T_1 - \epsilon) \times \partial M_0)$, such that the solution $u$ to (2.3) with Dirichlet data $f$ is asymptotically close to the Gaussian beams $U_\lambda$ on the subset $(-T, T_1 + \epsilon) \times M_0$. To this end, we consider for each $\lambda > 0$, the Gaussian beam construction $U_\lambda$ described above with

$$N = \lceil \frac{3n_1}{2} \rceil + 10,$$

where $\lceil x \rceil$ stands for the smallest integer that is greater than or equal to $x$ and we recall that the order $N$ is related to the Taylor series approximations of the phase and amplitude terms, see (B.4). Let $\eta : \mathbb{R} \to \mathbb{R}$ be a smooth function such that $\eta(t) = 1$ for $t < T_1 + \frac{\epsilon}{2}$ and $\eta(t) = 0$ for $t > T_1 + \epsilon$. Next, let $u_\lambda$ be the solution to the wave equation

$$\begin{cases}
\Box u_\lambda + Vu_\lambda = 0 & \text{on } M, \\
u_\lambda = f_\lambda = \eta U_\lambda & \text{on } \Sigma = (-T, T) \times \partial M_0, \\
u_\lambda(-T, x) = \partial_t u_\lambda(-T, x) = 0 & \text{on } M_0,
\end{cases}$$

Observe that given $\delta'$ sufficiently small, there holds

$$\text{supp } f_\lambda \subset (-T, T_1 - \epsilon) \times \partial M_0.$$

In view of property (3) in the construction of the Gaussian beam and the Sobolev embedding

$$C^1((-T, T_1 + \frac{\epsilon}{2}) \times M_0) \subset H^\frac{n+5}{2}\left((-T, T_1 + \frac{\epsilon}{2}) \times M_0\right),$$

we conclude that

$$\|u_\lambda - U_\lambda\|_{C^1((-T, T_1 + \frac{\epsilon}{2}) \times M_0)} \leq \|\Box + V\| U_\lambda\|_{H^\frac{n+5}{2}(M)} \leq \frac{C}{\lambda},$$

where $C$ is a constant dependent on $\epsilon$ and $\lambda$. 


for some constant $C > 0$ that is independent of $\lambda$. We are now ready to prove Lemma 7.2.

Proof of Lemma 7.2. Note that by the hypothesis of the lemma, the end point $\gamma(a)$ of the inextendible null geodesic $\gamma_v : [a, b] \to M$, lies on $\Sigma$. For $\lambda > 0$, we consider the above Gaussian beams $U_\lambda$ with $N$ satisfying (B.9) and $\delta^\prime$ sufficiently small so that $\text{supp} (\eta U_\lambda)|\Sigma \subset (-T, T_1 - \epsilon) \times \partial M_0$. Let

$$f_\lambda = \eta U_\lambda|\Sigma \in C^\infty_c((-T, T_1 - \epsilon) \times \partial M_0),$$

and denote by $u_\lambda$, the unique solution to (2.3) subject to the Dirichlet data $f_\lambda$. In view of the explicit expressions (B.4), (B.5) and (B.8), there holds

$$U_\lambda(p) = e^{i\lambda\phi(0)}A_\lambda(0) = a_{0,0}(0) = (\det Y(0))^{-\frac{1}{2}},$$

and

$$\nabla U_\lambda(p) = i\gamma_v(0)A_\lambda(0) = i\gamma_v(0)(\det Y(0))^{-\frac{1}{2}}.$$

The claim follows trivially from the latter two identities together with the error bound (B.11).
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