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Abstract—Convolutional neural network image classifiers are defined and the rate of convergence of the misclassification risk of the estimates towards the optimal misclassification risk is analyzed. Here we consider images as random variables with values in some functional space, where we only observe discrete samples as function values on some finite grid. Under suitable structural and smoothness assumptions on the functional a posteriori probability, which includes some kind of symmetry against rotation of subparts of the input image, it is shown that least squares plug-in classifiers based on convolutional neural networks are able to circumvent the curse of dimensionality in binary image classification if we neglect a resolution-dependent error term. The finite sample size behavior of the classifier is analyzed by applying it to simulated and real data.

Index Terms—Curse of dimensionality, convolutional neural networks, image classification, rate of convergence.

I. INTRODUCTION

In image classification, the task is to assign a given image to a class, where the class of the image depends on what kind of objects are represented on the image. For several years, the most successful methods in real-world applications are based on convolutional neural networks (CNNs), cf., e.g., [14], [13], and [31]. For some image classification problems, it does not matter whether objects are rotated by arbitrary angles concerning a correct classification. This is the case, for example, in visual medical diagnosis applications, see, [34], and in galaxy morphology prediction, see, [10], and further applications, see, e.g., [6] and the literature cited therein. A large number of papers demonstrate the empirical success of increasing complex network architectures, especially for image classification tasks with rotated objects, many architectures try to exploit this symmetry, e.g., by some kind of invariance to rotation, see, e.g., [6], [10], and [4]. However, a theoretical justification for this empirical success exists only partially, see, [31]. The aim of this article is, on the one hand, to introduce a statistical setting for image classification that includes the irrelevance of rotation of objects by arbitrary angles, and, on the other hand, to derive in this setting a rate of convergence of image classifiers based on CNNs, which is independent of the dimension of the input image.

A. Image Classification

In order to introduce the statistical setting for image classification, we describe idealized (random) images as $[0,1]$-valued functions on the cube

$$C_h = \left[-\frac{h}{2}, \frac{h}{2}\right] \times \left[-\frac{h}{2}, \frac{h}{2}\right] \subset \mathbb{R}^2$$

for $h > 0$. The function value at position $(i,j) \in C_h$ describes the corresponding gray scale value and the width $h$ defines the size of the image area. We denote the space of all gray scaled images of width $h$ by

$$[0,1]^{C_h} := \{f : C_h \to [0,1] : f \text{ is a mapping}\}.$$ 

Next we introduce our statistical setting for image classification: Let $(\Phi, Y), (\Phi_1, Y_1), \ldots, (\Phi_n, Y_n)$ be independently and identically distributed random variables with values in $[0,1]^{C_1} \times [0,1]$. Here the (random) image $\Phi$ has the (random) class $Y \in \{0,1\}$. Since in practice we observe only discrete images, we evaluate the idealized images on the grid $G_\lambda \subset C_1$ of resolution $\lambda \in \mathbb{N}$, which is defined by

$$G_\lambda = \left\{ \left(\frac{i}{\lambda} - \frac{1}{2}, \frac{j}{\lambda} - \frac{1}{2}\right) : i, j \in \{1, \ldots, \lambda\} \right\}.$$ (1)

The corresponding function $g_\lambda : [0,1]^{C_1} \to [0,1]^{G_\lambda}$, which evaluates a idealized continuous image on the grid $G_\lambda$, is defined by

$$g_\lambda(\phi) = (\phi(u))_{u \in G_\lambda} \quad (\phi \in [0,1]^{C_1}),$$

where for $[0,1]^{G_\lambda}$ we use the notation $A^I = \{(a_i)_{i \in I} : a_i \in A \ (i \in I)\}$ for a nonempty and finite index set $I$ and some $A \subset \mathbb{R}$. Based on the observations

$$D_n = \{(g_\lambda(\Phi_1), Y_1), \ldots, (g_\lambda(\Phi_n), Y_n)\},$$

we aim to construct a classifier $f_n = f_n(\cdot, D_n) : [0,1]^{G_\lambda} \to \{0,1\}$ such that its misclassification risk...
The misclassification risk is minimized by the so-called Bayes classifier, which is defined as

\[ f^*(x) = \begin{cases} 1 & \text{if } \eta^\lambda(x) > \frac{1}{2} \\ 0 & \text{elsewhere,} \end{cases} \]

where \( \eta^\lambda \) is the a posteriori probability of class 1 for discrete images of resolution \( \lambda \) given by

\[ \eta^\lambda(x) = \mathbb{P}\{Y = 1 | g^\lambda(\Phi) = x\} \quad (x \in [0,1]^{G^\lambda}). \quad (2) \]

Thus we have

\[ \min_{f : [0,1]^{G^\lambda} \to [0,1]} \mathbb{P}\{f(g^\lambda(\Phi)) \neq Y | D_n\} = \mathbb{P}\{f^*(g^\lambda(\Phi)) \neq Y\} \]

(cf., e.g., Theorem 2.1 in [8]). Since the a posteriori probability (2) is unknown in general we evaluate the statistical performance of our classifier \( f_n \) by deriving an upper bound on the expected misclassification risk of our classifier and the optimal misclassification risk, i.e. we want to derive an upper bound on

\[ \mathbb{E}\left\{ \mathbb{P}\{f_n(g^\lambda(\Phi)) \neq Y | D_n\} - \mathbb{P}\{f^*(g^\lambda(\Phi)) \neq Y\} \right\} = \mathbb{P}\{f_n(g^\lambda(\Phi)) \neq Y\} - \mathbb{P}\{f^*(g^\lambda(\Phi)) \neq Y\}. \quad (3) \]

Here we use so-called plug-in classifiers, which are defined by

\[ f_n(x) = \begin{cases} 1 & \text{if } \eta_n(x) \geq \frac{1}{2} \\ 0 & \text{elsewhere,} \end{cases} \]

where \( \eta_n(\cdot) = \eta_n(\cdot ; D_n) : [0,1]^{G^\lambda} \to \mathbb{R} \) is an estimate of the a posteriori probability (2).

**B. Main Results**

In this article we introduce a new model for the functional a posteriori probability

\[ \eta(\phi) = \mathbb{P}\{Y = 1 | \Phi = \phi\} \quad (\phi \in [0,1]^{C^\phi}) \quad (4) \]

for continuous images. The model is based on the following three structural assumptions, which seem plausible for some image classification problems:

1) The crucial object is contained in a subpart of the image.
2) The rotation of objects by arbitrary angels is irrelevant concerning a correct classification.
3) An image is hierarchically composed of adjacent subparts.

These assumptions then lead to a model in which the a posteriori probability (4) is computed by the supremum over all possible rotated subparts of a fixed width \( h \) of the input image \( \phi_i \), inserting them into a function \( f : [0,1]^{C^\phi} \to [0,1] \) that satisfies appropriate compository assumptions. Besides the compository assumptions, this function also satisfies smoothness assumptions, which depend on a smoothness parameter \( p \). Due to the second point above, objects of one class can appear in differently rotated positions, which makes this new model more difficult to capture by a CNN than the discrete model from [18].

Assuming the new model for the functional a posteriori probability (4), we show that least-squares plug-in CNN image classifiers (with ReLU activation function) achieve an upper bound on the expected difference of the misclassification risk of the classifier and the optimal misclassification risk (3) of

\[ \sqrt{\log(\lambda) \cdot (\log n)^4 \cdot n}^{-\frac{2}{\nu+2}} + \epsilon_\lambda \]

(up to some constant factor), where \( \epsilon_\lambda \) is an error term depending on the image resolution. Thus, if we neglect the resolution-depending error term \( \epsilon_\lambda \) our CNN image classifiers are able to circumvent the curse of dimensionality assuming the new model for the functional a posteriori probability (4).

In the proof we use standard bounds of empirical process theory (cf., Lemma 6 in the supplement) to decompose our error (3) into an approximation error and the model complexity. The main technical novelty is then an approximation result for the functional a posteriori probability by CNNs (see Lemma 1). Here, the rotationally symmetry within the model for the a posteriori probability is achieved by using additional weight sharing in parallel computed filters of the CNNs, where the positions of the weights are rotated differently. Furthermore, the approximation result of [23] for fully connected neural networks is used in many points within the CNNs. For model complexity, we use a slight modification of Lemma 4 from [18] that provides an upper bound on the covering number of convolutional neural networks.

**C. Discussion of Related Results**

A statistical theory for image classification using CNNs (with ReLU activation function) is considered in [18], [35], and [22]. References [18] and [35] study plug-in CNN image classifiers learned by minimizing the squares loss, assuming generalizations of the hierarchical max-pooling model (see Definition 1 in Section II) for the a posteriori probability of class 1. The model in [18] consists of several hierarchical max-pooling models and the model in [35] generalizes the hierarchical max-pooling model in the sense that the relative distances of hierarchically combined subparts are variable. In [22], the hierarchical max-pooling model from Definition 1 is considered, where the CNN image classifiers minimize the cross-entropy loss. All three papers achieve a rate of convergence that is independent of the input image dimension. A drawback of these models for the a posteriori probability is that they do not include symmetry against rotation of subparts of the input image, which is why we introduce a model for the functional a posteriori probability (4).

The statistical performance of CNNs for classification problems where the data is assumed to have a low-dimensional geometric structure is studied in [27]. Here as well, a dimension reduction is achieved while residual convolutional neural network architectures are used, i.e., convolutional neural networks containing skip layer connections. Reference [26] obtained generalization bounds for CNN architectures in a setting of multiclass classification. Classification problems using standard deep feedforward neural networks were analyzed in [17], [2], and [15].
Much more theoretical results exist in the context of regression estimation. Reference [29] use a similar residual CNN network architecture as [27] and the supremum norm of maximum norm by integers and real numbers are denoted by $N$ sets of natural numbers, natural numbers including zero, $\mathbb{N}$, $\mathbb{N}_0$, $\mathbb{Z}$, and $\mathbb{R}$, respectively. For $x = (x_1, \ldots, x_d) \in \mathbb{R}^d$ we denote the maximum norm by

$$\|x\|_{\infty} = \max(\{x_1, \ldots, x_d\}),$$

and for $f : \mathbb{R}^d \to \mathbb{R}$

$$\|f\|_{\infty} = \sup_{x \in \mathbb{R}^d} |f(x)|$$

is its supremum norm, and the supremum norm of $f$ on a set $A \subseteq \mathbb{R}^d$ is denoted by

$$\|f\|_{A, \infty} = \sup_{x \in A} |f(x)|.$$

Let $p = q + s$ for some $q \in \mathbb{N}_0$ and $0 < s \leq 1$. A function $f : \mathbb{R}^d \to \mathbb{R}$ is called $(p, C)$-smooth, if for every $\alpha = (\alpha_1, \ldots, \alpha_d) \in \mathbb{N}^d_0$ with $\sum_{j=1}^d \alpha_j = q$ the partial derivative

$$\frac{\partial^q f}{\partial x_1^{\alpha_1} \cdots \partial x_d^{\alpha_d}}(x) - \frac{\partial^q f}{\partial x_1^{\alpha_1} \cdots \partial x_d^{\alpha_d}}(z) \leq C \cdot \|x - z\|^s$$

for all $x, z \in \mathbb{R}^d$. Notice that in the case of $p \leq 1$ a function $(p, C)$-is smooth if and only if it is Hölder continuous with exponent $p$ and Hölder constant $C$.

For $f$ be a set of functions $f : \mathbb{R}^d \to \mathbb{R}$, let $x_1, \ldots, x_n \in \mathbb{R}^d$ and set $x^n_i = (x_1, \ldots, x_n)$. A finite collection $f_1, \ldots, f_N : \mathbb{R}^d \to \mathbb{R}$ is called an $\varepsilon$- cover of $F$ on $x^n_i$ if for any $f \in F$ there exists $i \in \{1, \ldots, N\}$ such that

$$\frac{1}{n} \sum_{k=1}^n |f(x_k) - f_i(x_k)| < \varepsilon.$$

The $\varepsilon$-covering number of $F$ on $x^n_i$ is the size $N$ of the smallest $\varepsilon$-cover of $F$ on $x^n_i$ and is denoted by $\mathcal{N}(\varepsilon, F, x^n_i).$

For $z \in \mathbb{R}^d$ and $\beta > 0$ we define $T_{\beta z} = \max\{-\beta, \min(\beta, z)\}$. If $f : \mathbb{R}^d \to \mathbb{R}$ is a function and $F$ is a set of such functions, then we set

$$(T_{\beta f})(x) = T_{\beta f}(x) \quad \text{and} \quad T_{\beta F} = \{T_{\beta f} : f \in F\}.$$

Let $I$ be a nonempty and finite index set. For $x \in \mathbb{R}^d$ we use the notation $x_i = (x)_{i \in I}$ and for $M \subseteq \mathbb{R}^d$ we define $x + M = \{x + z : z \in M\}$.

### E. Outline of the Paper

In Section II the new model for the functional a posteriori probability is introduced and the CNN image classifiers used in this paper are defined in Section III. The main result is presented in Section IV and proven in Section VI. In Section V the finite sample size behavior of our classifier is analyzed by applying it to simulated and real data.

### II. A Rotationally Symmetric Hierarchical Max-Pooling Model for the Functional a Posteriori Probability

To derive nontrivial rates of convergence for the expected difference of the misclassification risk of the classifier and the optimal misclassification risk (3), it is necessary to restrict the class of distributions of $(g_P(\Phi), Y)$ (cf., [5] and [7]). For this purpose, in [18] they have introduced the hierarchical max-pooling model for the a posteriori probability of class 1 for discrete images (2), which we present first. Here a (random) image is directly defined as a $[0, 1]^{[1, \ldots, d_1]} \times [1, \ldots, d_2]$, valued random variable for some image dimensions $d_1$, $d_2 \in \mathbb{N}$. In the hierarchical max-pooling model, the following two main ideas are used: The first idea is that the class of an image is determined by whether the image contains an object that is contained in a subpart of the image. The approach is then to estimate for all subparts of the image whether they contain the corresponding object or not. The probability that the image contains the object is then assumed to be the maximum of the probabilities of all subparts
(see Definition 1 a)). The second idea is that the probabilities for the individual subparts are composed hierarchically by combining decisions from smaller subparts (see Definition 1 b)).

Definition 1: Let \(d_1, d_2 \in \mathbb{N}\) with \(d_1, d_2 > 1\) and \(m : [0, 1]^{1 \ldots d_1} \times [0, 1]^{1 \ldots d_2} \rightarrow \mathbb{R}\).

a) We say that \(m\) satisfies a max-pooling model with index set
\[
I \subseteq \{0, \ldots, d_1 - 1\} \times \{0, \ldots, d_2 - 1\},
\]
if there exists a function \(f : [0, 1]^{1 \ldots I + 1} \rightarrow \mathbb{R}\) such that
\[
m(x) = \max_{(i,j) \in \mathbb{Z}^2} \{ f(x(i,j)) \}
\]
for \(x \in [0, 1]^{1 \ldots d_1} \times [1, \ldots d_2}\).

b) Let \(I = \{0, \ldots, 2^l - 1\} \times \{0, \ldots, 2^l - 1\}\) for some \(l \in \mathbb{N}\). We say that
\[
f : [0, 1]^{1 \ldots 2^l} \rightarrow \mathbb{R}
\]
satisfies a hierarchical max-pooling model of level \(l\), if there exists functions
\[
g_{k,s} : [0, 1] \rightarrow [0, 1] \quad (k = 1, \ldots, l, s = 1, \ldots, 2^l - k)
\]
such that we have
\[
f = f_{l,1}
\]
for some \(f_{k,s} : [0, 1]^{1 \ldots 2^l} \rightarrow \mathbb{R}\) recursively defined by

\[
\begin{align*}
\phi_{k,s}(x) &= g_{k,s}(x_{1,1:s,2^l-1} + (x_{1,1:s,2^l-1})), \\
f_{k-1,1}(x) &= f_{k,1}(x_{1,1:s,2^l-1} + (x_{1,1:s,2^l-1})), \\
f_{k-1,1}(x) &= f_{k-1,1}(x_{1,1:s,2^l-1} + (x_{1,1:s,2^l-1})), \\
f_{k-1,1}(x) &= f_{k-1,1}(x_{1,1:s,2^l-1} + (x_{1,1:s,2^l-1})).
\end{align*}
\]

for \(x \in [0, 1]^{1 \ldots 2^l}\), \(k = 2, \ldots, l, s = 1, \ldots, 2^l - k\), and
\[
\begin{align*}
f_{1,1}(x_{1,1:s,2^l-1} + (x_{1,1:s,2^l-1})) &= g_{1,1}(x_{1,1:s,2^l-1} + (x_{1,1:s,2^l-1})),
\end{align*}
\]
for \(x_{1,1:s,2^l-1} + (x_{1,1:s,2^l-1}) \in [0, 1]\) and \(s = 1, \ldots, 2^l - 1\).

c) We say that \(m : [0, 1]^{1 \ldots d_1} \times [1, \ldots d_2] \rightarrow \mathbb{R}\) satisfies a hierarchical max-pooling model of level \(l\) (where \(2^l \leq \min\{d_1, d_2\}\)), if \(m\) satisfies a max-pooling model with index set
\[
I = \{0, \ldots, 2^l - 1\} \times \{0, \ldots, 2^l - 1\}
\]
and the function \(f : [0, 1]^{1 \ldots 2^l} \times [1, \ldots 2^l] \rightarrow \mathbb{R}\) in the definition of this max-pooling model satisfies a hierarchical model with level \(l\).

In addition to these structural assumptions on the a posteriori probability, [18] also assume that the functions \(g_{k,s}\) of the hierarchical model are \((p, C)\)-smooth (for the definition of \((p, C)\)-smoothness, see Section I-D). We aim to extend the above model so that it becomes more realistic for practical applications of image classification. We do this by introducing a model for the functional a posteriori probability \(\eta(\phi) = P\{Y = 1|\Phi = \phi\}\). Here we are able to introduce some kind of symmetry against rotation of subparts of the input image. In order to rotate a subpart of an image, we define the function \(\text{rot}(\alpha) : \mathbb{R}^2 \rightarrow \mathbb{R}^2\) given by
\[
\text{rot}(\alpha)(x) = \left(\frac{\cos(\alpha)}{\sin(\alpha)} \cdot x \quad (x \in \mathbb{R}^2)
\]
which rotates its input through an angle \(\alpha \in [0, 2\pi]\) about the origin \(0 \in \mathbb{R}^2\). Furthermore, we define the translation function \(\tau_\nu : \mathbb{R}^2 \rightarrow \mathbb{R}^2\) with translation vector \(\nu \in \mathbb{R}^2\) by
\[
\tau_\nu(x) = x + \nu \quad (x \in \mathbb{R}^2).
\]

Besides the ideas of the hierarchical max-pooling model from [18], we want to integrate the following idea into our model: We consider an image classification problem, where rotated objects correspond to each other, i.e., when asking whether an image contains a particular object, it does not matter for the correct classification whether the corresponding object is shown in some rotated position (cf., Figure 1). We solve this problem by assuming that there is a function into which we can insert differently rotated subparts of an image (this function corresponds to the function \(f : [0, 1]^{C_h} \rightarrow [0, 1]\) in part a) of the definition below). For a given subpart, the function estimates the probability whether the subpart contains a specific non-rotated object. We then estimate the probability whether a subpart contains the object rotated by an arbitrary angle as follows: We rotate the subpart through different angles and estimate for each angle by the above function whether the subpart contains the object. The probability that the subpart contains the object rotated by an arbitrary angle is then assumed to be the supremum of the estimated probabilities for the various rotated subparts.

In the following definition we consider subparts of images \(\phi \in [0, 1]^{C_1}\). The subparts will have the form of possibly rotated cubes \(C_h\) of side length \(h > 0\), which are subsets of \(C_1\). A subpart of the image \(\phi \in [0, 1]^{C_1}\) with side length \(h\) rotated by an angle \(\alpha \in \mathbb{R}\) and located at position \(\nu\) is given by the function
\[
\phi \circ \tau_\nu \circ \text{rot}(\alpha) |_{C_h} \in [0, 1]^{C_h},
\]
where we require \(h \leq 1/\sqrt{2}\) and \(\nu \in [-1/2 + h/\sqrt{2}, 1/2 - h/\sqrt{2}]^2\) to ensure that the function \(\tau_\nu \circ \text{rot}(\alpha) |_{C_h}\) maps into the image area \(C_1\) for all angles \(\alpha \in [0, 2\pi]\) (for an illustration see Figure 2). A non-rotated subpart with side length \(0 < h \leq h\) of an image \(\phi \in [0, 1]^{C_1}\) is then given by \(\phi \circ \tau_\nu |_{C_h} \in [0, 1]^{C_h}\) for some \(\nu \in \mathbb{R}^2\) with \(\nu + C_h \subseteq C_h\).

Definition 2: Let \(m : [0, 1]^{C_1} \rightarrow [0, 1]\).

a) Let \(0 < h \leq 1/\sqrt{2}\) and let
\[
h/\sqrt{2} \leq b \leq 1/2,
\]

Fig. 1: All three images are assigned to the class ‘dog’.
We say that \( m \) satisfies a rotationally symmetric max-pooling model of width \( h \) and border distance \( b \), if there exists a function \( f : [0,1]^{C_h} \to [0,1] \) such that
\[
m(\phi) = \sup_{v \in \left(-\frac{h}{2}-b, \frac{h}{2}-b\right)^2} \sup_{\omega \in [0,2\pi]} f(\phi \circ \tau_v \circ \rho_{\omega}(\cdot)|_{C_h})
\]
for \( \phi \in [0,1]^{C_h} \).

b) Let \( l \in \mathbb{N} \) and \( h > 0 \) and define \( h_k = h/2^{l-k} \) for \( k \in \mathbb{Z} \). We say that \( f : [0,1]^{C_h} \to [0,1] \) satisfies a hierarchical model of level \( l \), if there exists functions
\[
g_{k,s} : \mathbb{R}^4 \to [0,1] \quad (k = 1, \ldots, l, s = 1, \ldots, 4^{l-k})
\]
and functions
\[
f_{0,s} : [0,1]^{C_{h_0}} \to [0,1] \quad (s = 1, \ldots, 4^l)
\]
such that we have
\[
f = f_{l,1}
\]
for some \( f_{k,s} : [0,1]^{C_{h_k}} \to \mathbb{R} \) recursively defined by
\[
f_{k,s}(\phi) = g_{k,s}(f_{k-1,4(s-1)+1}(\phi \circ \tau_{(h_{k-2},h_{k-2})}|_{C_{h_{k-1}}})),
\]
\[
f_{k-1,4(s-1)+2}(\phi \circ \tau_{(h_{k-2},-h_{k-2})}|_{C_{h_{k-1}}})),
\]
\[
f_{k-1,4(s-1)+3}(\phi \circ \tau_{(-h_{k-2},-h_{k-2})}|_{C_{h_{k-1}}})),
\]
\[
f_{k-1,4}$\cdot \phi \circ \tau_{(-h_{k-2},h_{k-2})}|_{C_{h_{k-1}}}))
\]
for \( \phi \in [0,1]^{C_{h_k}}, k = 1, \ldots, l \) and \( s = 1, \ldots, 4^{l-k} \).

c) We say that \( m \) satisfies a rotationally symmetric hierarchical max-pooling model of level \( l \), width \( h \) and border distance \( b \), if \( m \) satisfies a rotationally symmetric max-pooling model with width \( h \) and border distance \( b \), and the function \( f : [0,1]^{C_h} \to [0,1] \) in the definition of this rotationally symmetric max-pooling model satisfies a hierarchical model of level \( l \).

d) Let \( p = q + s \) for some \( q \in \mathbb{N}_0 \) and \( s \in (0,1) \), and let \( C > 0 \). We say that a hierarchical model is \((p,C)\)-smooth if all functions \( g_{k,s} \) in its definition are \((p,C)\)-smooth.

Remark 1: Condition (5) for the border distance ensures that the considered subparts do not extend beyond the border of the image area and that the set of centers \( v \) of the subparts is not empty.
for \((i,j)\in\{1,\ldots,\lambda\}^2\), \(s_2\in\{1,\ldots,k_r\}\), and \(r\in\{1,\ldots,L\}\). For \(k=(k_1,\ldots,k_L)\) and \(M=(M_1,\ldots,M_L)\) we introduce the function class
\[
\mathcal{F}_{L,k,M,B}^{CNN} = \{f : f \text{ is of the form } (7)\}.
\]

In definition (8) we use a so-called zero padding, which is defined by
\[
\eta_0 = \frac{1}{4}
\]
for \((i,j)\in\mathbb{Z}^2\) and \(r\in\{1,\ldots,L\}\). We define the class of fully connected layers and padding as illustrated in Figure 4.

A fully connected standard feedforward neural network \(g_{net} : \mathbb{R}^l \to \mathbb{R}\) with ReLU activation function, \(L_{net} \in \mathbb{N}_0\) hidden layers and \(k_r\) neurons in the \(r\)-th layer \((r=1,\ldots,L_{net})\) is defined by
\[
g_{net}(x) = \sum_{i=1}^{k_1} w_i^{L_{net}} g_i^{L_{net}}(x) + w_0^{L_{net}} \tag{9}
\]
for some output weights \(w_0^{L_{net}},\ldots,w_{k_{L_{net}}}^{L_{net}} \in \mathbb{R}\), where \(g_i^{L_{net}}\) is recursively defined by
\[
g_i^{(r)}(x) = \sigma \left( \sum_{j=1}^{k_{r-1}} w_{ij}^{(r-1)} g_j^{(r-1)}(x) + w_{i,0}^{(r-1)} \right)
\]
for \(w_{i,0}^{(r-1)},\ldots,w_{i,k_{r-1}}^{(r-1)} \in \mathbb{R}\), \(i \in \{1,\ldots,r_{net}\}\), \(r \in \{1,\ldots,L_{net}\}\), \(k_0 = 1\) and
\[
g_i^{(0)}(x) = x_i
\]
for \(i = 1,\ldots,k_0\). We define the class of fully connected standard feedforward neural networks with \(L_{net}\) layers and \(r_{net} \in \mathbb{N}\) neurons per layer by
\[
\mathcal{G}_t(L_{net},r_{net}) = \left\{g_{net} : g_{net} \text{ is of the form } (9) \quad \text{with } k_1 = \cdots = k_{L_{net}} = r_{net}\right\}. \tag{10}
\]

Our overall convolutional neural network architecture is then defined by
\[
\mathcal{F}_{\theta}^{CNN} = \{f(x) = g_{net}(f_1(x),\ldots,f_t(x)) : f_1,\ldots,f_t \in \mathcal{F}_{L,k,M,B}^{CNN}, g_{net} \in \mathcal{G}_t(L_{net},r_{net})\}
\]
for a parameter vector \(\theta = (t,L,k,M,B,L_{net},r_{net})\).

We define the least squares estimate of \(\eta(\lambda)\) by
\[
\eta_n = \arg \min_{f \in \mathcal{F}_{\theta}^{CNN}} \frac{1}{n} \sum_{i=1}^n \|Y_i - f(g_3(\Phi_i))\|^2 \tag{11}
\]
and define our classifier \(f_n\) by
\[
f_n(x) = \begin{cases} 1, & \text{if } \eta_n(x) \geq \frac{1}{2} \\ 0, & \text{elsewhere.} \end{cases}
\]

For simplicity, we assume that the minimum of the empirical \(L_2\) risk (11) exists. If this is not the case, our result also holds for an estimator whose empirical \(L_2\) risk is close enough to the infimum. In practical applications, cross entropy loss or hinge loss is commonly used instead of mean squared error considering classification problems. However, in theoretical analysis, further assumptions on the distribution of \((g_3(\Phi),Y)\) are necessary (see, e.g., [17], [22], and [27]), which is why we nevertheless use least squares estimates for the a posteriori probability.

IV. MAIN RESULT

In the sequel, let \(\lambda \in \mathbb{N}\) be the resolution of the observed images defined as in Section I-B, i.e., the discretized quadratic images consist of \(\lambda^2\) pixels. Furthermore, we assume that the functional a posteriori probability \(\eta(\phi) = P\{Y = 1|\Phi = \phi\}\) satisfies a \((p,C)\)-smooth rotationally symmetric hierarchical max-pooling model of level \(l\) and width \(h\). Before presenting the main result, we introduce two further assumptions on the a posteriori probability \(\eta\). In order to formulate these assumptions we need the following notation: For a subset \(A \subseteq \mathbb{R}^2\) let \(1_A : \mathbb{R} \to \mathbb{R}\) denote the constant function with value one. Let \(f_{0,s} : [0,1] \to [0,1]\) \((s = 1,\ldots,4^l)\) be the functions from the hierarchical model of \(\eta\), where \(h_0 = h/2^l\). We will use the assumptions below to approximate a rotationally symmetric hierarchical max-pooling model by a convolutional neural network. The first assumption is a smoothness assumption on the functions \(f_{0,s}\) if we apply them to constant images.

**Assumption 1:** For all \(s \in \{1,\ldots,4^l\}\) there exists a \((p,C)\)-smooth function \(g_{0,s} : [0,1] \to [0,1]\) such that
\[
g_{0,s}(x) = f_{0,s}(x \cdot 1|_{C_{h_0}})
\]
holds for all \(x \in [0,1]\).

In the second assumption we bound the error that occurs if we replace the input of the function \(f_{0,s}\), which is an possibly rotated subpart of an image \(\phi \in [0,1]^{C_1}\) (cf., Definition 2), by a constant image whose gray scale value is chosen from the local neighborhood of the corresponding subpart. The size of the subpart, as well as the size of the neighborhood of the subpart, depends on the resolution \(\lambda\), as shown in Figure 5.

**Assumption 2:** There exists a measurable \(A \subseteq [0,1]^{C_1}\) with \(P_\theta(A) = 1\), \(\epsilon_\lambda \in [0,1]\) and a scaling factor \(c > 1\) with \(h_0 \leq \min\left\{(c \cdot \sqrt{2})/\lambda, 1/\sqrt{2}\right\}\) such that for all \(\phi \in A\), \(\nu \in [h_0/\sqrt{2} - 1/2, 1/2 - h_0/\sqrt{2}]\), \(\alpha \in [0,2\pi]\), and \(s \in \{1,\ldots,4^l\}\):
\[
\sup_{\|\nu - \delta\|_\infty \leq \frac{\lambda}{2}} \left|f_{0,s}(\phi \circ \tau_{\nu} \circ rot(\alpha)|_{C_{h_0}}) - f_{0,s}(\phi(z) \cdot 1|_{C_{h_0}})\right| \leq \epsilon_\lambda.
\]

**Remark 2:** Note that \(\phi \circ \tau_{\nu} \circ rot(\alpha)|_{C_{h_0}}\) is a subpart of \(\phi\) with center \(\nu\) and width \(h_0\) rotated by \(\alpha\) as illustrated in Figure 2. So we apply \(f_{0,s}\) to an arbitrary subpart of \(\phi\) with center \(\nu\) and let \(z\) be chosen from the neighborhood.
of \( v \). The condition \( h_0 \leq (c \cdot \sqrt{2})/\lambda \) ensures that the subpart of width \( h_0 \) is contained in the corresponding neighborhood. As illustrated in Figure 5, for a small scaling factor \( c \), we consider subparts whose size approximately corresponds to the resolution.

To motivate that Assumption 2 seems realistic for some small \( \epsilon_2 \in [0, 1] \), we consider the following example:

**Example 1:** We assume that there exists a resolution \( \lambda_{\text{max}} \in \mathbb{N} \) with \( \lambda_{\text{max}} \geq 2 \), so that an image is uniquely defined by the values on the grid

\[
H_{\lambda_{\text{max}}} = \left\{ \left( \frac{i}{\lambda_{\text{max}} - 1} - \frac{1}{2}, \frac{j}{\lambda_{\text{max}} - 1} - \frac{1}{2} \right) : \quad i, j \in \{0, \ldots, \lambda_{\text{max}} - 1\} \right\}.
\]

We can motivate this by the fact that humans have limited vision (cf., e.g., [12]), but are still good at classifying images. Therefore we assume that \( P_\phi(A) = 1 \) for \( A \subset [0, 1]^{C_1} \) defined by

\[
A = \{ \phi_X \in [0, 1]^{C_1} : X \in [0, 1]^{H_{\lambda_{\text{max}}}} \},
\]

where the image \( \phi_X : C_1 \rightarrow [0, 1] \) corresponds to the bilinear interpolation of \( X \in [0, 1]^{H_{\lambda_{\text{max}}}} \) (for a definition of \( \phi_X \) see Section E in the supplement). Furthermore, suppose that the functions \( f_{0,s} : [0, 1]^{C_{b_0}} \rightarrow [0, 1] \), which compute the decisions for the lowest level subparts, compute the average pixel value of the corresponding subpart:

\[
f_{0,s}(\phi) = \frac{1}{b_0} \int_{C_{b_0}} \phi(x) dx \quad (\phi \in [0, 1]^{C_{b_0}})
\]

(without loosing generality, we can ignore measurability issues here). Then, for \( \lambda \geq 32 \cdot c \cdot \lambda_{\text{max}}^2 \) we have

\[
\sup_{\|v - z\| \leq \frac{1}{\lambda}} \left| f_{0,s}(\phi \circ \tau_v \circ rot^{t(\alpha)}|_{C_{b_0}}) - f_{0,s}(\phi(z) \cdot 1|_{C_{b_0}}) \right| \leq 32 \cdot c \cdot \lambda_{\text{max}}^2 \lambda
\]

under the conditions of Assumption 2 (the proof of inequality (12) can be found in the supplement in Section E).

**Theorem 1:** Let \( n \in \mathbb{N} \setminus \{1\} \) and \( l \in \mathbb{N} \), choose \( \lambda \in \mathbb{N} \) with

\[
lambda \geq 2^l + 2 \cdot l - 1,
\]

let \( 0 < h \leq \frac{2^l}{\sqrt{2} \cdot \lambda} \),

set \( b = \frac{2^l + 2 \cdot l - 1}{2 \cdot \lambda} \),

and let \( p \in [1, \infty) \). Let \( (\Phi, Y), (\Phi_1, Y_1), \ldots, (\Phi_n, Y_n) \) be independent and identically distributed \([0, 1]^{C_1} \times [0, 1] \)-valued random variables. Assume that the functional a posteriori probability \( \eta(\phi) = P\{Y = 1|\Phi = \phi\} \) satisfies a \((p, C)\)-smooth rotationally symmetric hierarchical max-pooling model of level \( l \), width \( h \) and border distance \( b \). Furthermore, assume Assumption 1 for \((p, C)\)-smooth functions \( g_{0,s} \in \mathcal{F}^{0,s}_{\lambda} \) and Assumption 2 for some \( \epsilon_3 \in [0, 1] \), some measurable \( A \subset [0, 1]^{C_1} \) and some scaling factor \( c > 1 \).

Choose \( L_n = \left[ c_1 \cdot n^2/(2p+4) \right] \) for sufficiently large constant \( c_1 > 0 \), set \( B = 2^{l-1} + l - 1 \),

\[
L = \frac{4^{l+1} - 1}{3} \cdot (L_n + 1), \quad t = \left[ \frac{2^{l-1/2} \cdot \pi}{c - 1} \right], \quad L_{\text{net}} = \lfloor \log_2 t \rfloor,
\]

\[
r_{\text{net}} = 3 \cdot t \quad \text{and} \quad k_r = 5 \cdot 4^{l-1} + c_2 \quad (r = 1, \ldots, L) \quad \text{for } c_2 > 0 \text{ sufficiently large, and for } k = 0, \ldots, l \text{ set }
\]

\[
M_r = \mathbb{I}_{k > 1} \cdot 2^{k-1} + 3
\]

\[
(r = \sum_{i=0}^{k-1} 4^i \cdot (L_n + 1) + 1, \ldots, \sum_{i=0}^{k} 4^i \cdot (L_n + 1) ),
\]

where we define the empty sum as zero. Define \( f_n \) as in Section III. Then we have

\[
P\{f_n(g_\lambda(\Phi)) \neq Y\} - \min_{f:[0,1]^{C_1} \rightarrow [0,1]} P\{f(g_\lambda(\Phi)) \neq Y\} \leq c_3 \cdot \sqrt{\log(\lambda) \cdot (\log n)^4 \cdot n^{-\frac{2p}{p+4}}} + \epsilon_3
\]

(16)

for some constant \( c_3 > 0 \) which does not depend on \( \lambda \) and \( n \).

**Remark 3:** The constant \( c_3 \) in (16) depends polynomially on \( 2^l \). Therefore the resolution \( \lambda \) occurs logarithmically in (16) only in the case where \( 2^l \leq \lambda \), which leads to small widths \( h \) (cf., equation (14)). Since the term

\[
n^{-\frac{2p}{p+4}}
\]

in (16) does not depend on the resolution \( \lambda \), our CNN image classifier is able to circumvent the curse of dimensionality in case that the a posteriori probability satisfies a \((p, C)\)-smooth rotationally symmetric hierarchical max-pooling model if we neglect the resolution-depending error term \( \epsilon_3 \).

**Remark 4:** In our approximation result of Lemma 1, we can choose the function \( f_{\text{CNN}} \in \mathcal{F}_{\lambda}^{\text{CNN}} \) such that its \( t \) CNNs, which are computed in parallel, share the same weights. More precisely, we can choose \( f_{\text{CNN}} \) such that each filter of any layer corresponds to a rotated filter in the same layer in a CNN computed in parallel (the weights only have different positions within the filters). Therefore, with an appropriate restriction to our function class \( \mathcal{F}_{\lambda}^{\text{CNN}} \) so that the weights of the \( t \) CNNs are shared, one could improve the rate of convergence in Theorem 1 by a constant factor. In some image classification applications where rotated objects correspond to each other, such a constraint increases the performance, see, e.g., [28], [10], [36], and [3]. Our theoretical analysis therefore supports the use of such additional weight sharing, in addition to the weight sharing of the convolutional operation, and provides a theoretical indication of why such CNN architectures have better generalization properties.

**Remark 5:** Condition (13) ensures that the border distance \( b \) defined as in (15) remains less than or equal to \( 1/2 \) and that
maximum of the individual outputs. We rotate the input image by 90°, 180°, and 270°, since multiples of 90° rotations map the grid $G_\lambda$ onto itself. Because it does not matter whether we rotate the input feature maps of a convolutional layer and then inversely rotate the output feature maps, or whether we rotate the corresponding filters, this architecture corresponds in our case to an architecture that has shared rotated filters (for an illustration and a more detailed explanation, see [9]). The rotation function $\text{rot}_{90^\circ} : [0, 1]^{G_\lambda} \rightarrow [0, 1]^{G_\lambda}$ which rotates a discretized image with resolution $\lambda \in \mathbb{N}$ by 90° is given by

$$\text{rot}_{90^\circ}(x)(\{l \cdot \frac{1}{\sqrt{2}} - \frac{1}{2}, l \cdot \frac{1}{\sqrt{2}} - \frac{1}{2}, i \cdot \frac{1}{\sqrt{2}} - \frac{1}{2} \}) = x(\{l \cdot \frac{1}{\sqrt{2}} - \frac{1}{2}, l \cdot \frac{1}{\sqrt{2}} - \frac{1}{2}, i \cdot \frac{1}{\sqrt{2}} - \frac{1}{2} \})$$

for $x \in [0, 1]^{G_\lambda}$, $i, j \in \{1, \ldots, \lambda\}$ and our function class is defined by

$$F_3 = \left\{ f(x) = \max\{g(x), g(\text{rot}_{90^\circ}(x)), \ldots, g(\text{rot}_{90^\circ} \circ \cdots \circ \text{rot}_{90^\circ}(x))\} : g \in F_2 \right\} .$$

For our third alternative network architecture, we extend the idea from the function class $F_3$ by first rotating an input image by all angles of the discretization

$$\{\alpha_1, \ldots, \alpha_t\} = \left\{ \frac{2\pi}{t} \cdot 0, \frac{2\pi}{t} \cdot 1, \ldots, \frac{2\pi}{t} \cdot (t - 1) \right\}$$

of $[0, 2\pi)$ for some $t \in \mathbb{N}$. The corresponding function class is defined by

$$F_4 = \left\{ f(x) = \max\{g(f^{(\alpha_1)}(x)), g(f^{(\alpha_2)}(x)), \ldots, g(f^{(\alpha_t)}(x))\} : g \in F_{L,k,M,B}^{CNN} \right\} ,$$

where we use a nearest neighbor interpolation for the rotation function $f^{(\alpha_i)}$, which we define and explain in detail in Section A.2 of the supplement.

In our first application, we apply our CNN image classifiers to simulated synthetic image datasets. A synthetic image dataset consists of finitely many realizations

$$D_N = \{(x_1, y_1), \ldots, (x_N, y_N)\}$$

of a $[0, 1]^{G_\lambda} \times \{0, 1\}$-valued random variable $(X, Y)$. Here, as in Section I, $\lambda \in \mathbb{N}$ denotes the resolution of the images and the value of $Y$ denotes the class of the image. In our first example, we use the values $\lambda = 32$ and $\lambda = 64$. The images of both classes contain three randomly rotated geometric objects each, where images of class 0 contain three squares. The images of class 1 also contain three squares, although at least one of the squares is missing exactly one quarter (see Figure 7). For a detailed explanation of the creation of the image data sets, see Section A.1 in the supplement.

Since our image classifiers depend on parameters that influence their performance, we select them in a data-dependent manner by splitting our training data $D_n$ into a learning set of size $n_l = \lfloor 4/5 \cdot n \rfloor$ and a validation set of size $n_v = n - n_l$. We then train our classifiers with different choices of parameter combinations on the learning set and choose the classifier that minimizes the empirical misclassification risk on the validation set. For all four network architectures,
we adaptively choose the parameters \( l \in \{2, 3\}, k \in \{2, 4\} \) and \( L_n \in \{1, 2\} \), where the network parameters are then given by \( L = L_n \cdot l \), \( k = (k, \ldots, k) \), \( M = (M_1, \ldots, M_L) \), \( B = 2^{l-1} - (l-1) \) with filter sizes \( M_1, \ldots, M_L \) defined by \( M_{(r-1) \cdot L_n + 1}, \ldots, M_{r \cdot L_n} = 1_{1 \leq 2^r - 1} + 3 \) (\( r = 1, \ldots, l \)) (note that the choice of layers and filter sizes is a simplification contrary to the choice in Theorem 1). To make the comparison of the four CNN architectures fairer, i.e., to avoid that the network architectures \( F_3 \) and \( F_4 \) are able to learn more angles, we adaptively choose \( t \in \{4, 8\} \) for the function classes \( F_1 \) and \( F_2 \), \( t \in \{1, 2\} \) for the function class \( F_3 \) and \( t = 8 \) for the function class \( F_4 \). In particular, \( F_2 \) depends on \( t \), since the function class \( F_2 \) depends on \( t \). For the function class \( F_1 \) we additionally set \( L_{\text{net}} = \lfloor \log_2 t \rfloor \) and \( r_{\text{net}} = 3 \cdot t \). Finally, for the two alternative image classifiers that are not specifically designed with the rotation aspect in mind, we use a standard fully connected feedforward neural network \( \text{(abbr. neural-s)} \) with an adaptively chosen number of hidden layers and neurons per layer from \( \{1, 2, \ldots, 8\} \) and \( \{10, 20, 50, 100, 200\} \), respectively, and a \( k_n \)-nearest neighbor estimator \( \text{(abbr. neighbor)} \) with an adaptively chosen \( k_n \) from \( \{1, 2, 3\} \) \( \cup \{4, 8, 12, 16, \ldots, 4 \cdot \lfloor \frac{\log_{\epsilon} n}{2} \rfloor \} \), using the \text{KNeighborsClassifier} \) function from the \text{scikit-learn} \ library.

In our example, we consider \( n = 200 \) and \( n = 400 \), using the \text{Adam} \ method of the Python library \text{Keras} \ for the least-squares minimization problem (11). For the implementation of the five neural network architectures, which are all defined as least squares plug-in classifiers, we also use the \text{Keras} \ library.

The performance of each estimate is measured by its empirical misclassification risk

\[
\epsilon_N(f_n) = \frac{1}{N} \sum_{k=1}^{N} 1(f_n(x_{n+k}) \neq y_{n+k}) \quad (17)
\]

where \( f_n \) is the corresponding plug-in image classifier based on the training data and \( (x_{n+1}, y_{n+1}), \ldots, (x_{n+N}, y_{n+N}) \) are newly generated independent realizations of the random variable \((X, Y)\). In our example we choose \( N = 10^4 \). Since our estimates and the corresponding errors (17) depend on randomly chosen data, we compute the classifiers and their errors (17) on 25 independently generated data sets \( \mathcal{D}_{n+N} \). Table I lists the median and interquartile range (IQR) of all runs.

We observe that the two classifiers using the architectures \( F_3 \) and \( F_4 \) outperform the two CNN classifiers that do not include additional weight sharing, which supports Remark 5. In three out of four cases, the classifier with architecture \( \mathcal{F}_4 \) performs best. The fully connected neural network classifier and the \( k_n \)-nearest neighbor estimator are not able to achieve satisfactory results because the errors of these estimates roughly correspond to the expected error of a classifier that always estimates the same class. We also observe that a larger resolution leads to a better performance, which suggests that the error term \( \epsilon_3 \) from Assumption 2 is small for large resolutions.

In our second application, we test our image classifiers on real images. Here we use the classes ‘4’ and ‘9’ of the MNIST-rot rot set ((25)), which contains images of handwritten digits. The digits are randomly rotated by angles from \([0, 2\pi]\) (see Figure 8). The resulting data set contains 2,400 training images and \( N = 10,000 \) test images of resolution \( \lambda = 28 \). Out of the 2,400 training images, we randomly select \( n/2 \) training images per class and evaluate our classifiers using the corresponding \( N \) test images. We choose the parameters of our image classifiers as above. The median and interquartile range (IQR) of the empirical misclassification risk (17) of 25 runs are presented in Table II. Again, we observe that the classifier using the function class \( \mathcal{F}_4 \) outperforms the other classifiers. The classifier based on architecture \( \mathcal{F}_3 \) performs second best, while the classifier of class \( \mathcal{F}_1 \) performs only slightly worse this time. The alternative approaches not based on CNNs perform roughly as well as the CNN architecture of class \( \mathcal{F}_2 \).

VI. PROOFS

A. An Approximation Result

In this subsection, we show that a rotationally symmetric hierarchical max-pooling model can be approximated by a convolutional neural network.

![Image](Fig. 7. Some random images as realizations of the random variable \( X \), where the first row show images of class 0 and the lower row show images of class 1.)

![Image](Fig. 8. The first row shows some images of the fours and the lower row shows images of the nines of the MNIST-rot dataset.)
Let $n,l,\lambda \in \mathbb{N}$ with $(2^l+2\cdot l-1) \leq \lambda$. Let $0 < h \leq 2^l/(\sqrt{2}\cdot \lambda)$, set $b = (2^l+2\cdot l-1)/(2\cdot \lambda)$ and let $p \in [1,\infty]$. Let $\eta : [0,1]^C_1 \to [0,1]$ be a function that satisfies a $(p,C)$-smooth rotationally symmetric hierarchical max-pooling model of level $l$, width $h$ and border distance $b$. Furthermore, assume Assumption 1 for $(p,C)$-smooth functions $\{g_{i}\}_{i=1}^{M}$ and Assumption 2 for some $c_\lambda \in [0,1]$, some measurable $A \subset [0,1]^C_1$ and $c > 1$. Choose the parameters $L_n$ and $\theta = (l, k, M, B, L_{met}, r_{net})$ as in Theorem 1. Then there exists some $f_{CNN} \in F_{CNN}$ such that

$$
|f_{CNN}(\lambda_\phi) - \eta(\phi)|^2 \leq c_4 \cdot \left( n^{-\frac{2k-1}{2k+1}} + c_5^2 \right)
$$

holds for all $\phi \in A$ and some constant $c_4 > 0$ which does not depend on $\lambda$ and $n$.

In the points below, we first explain the steps in which we will prove Lemma 1. Afterwards we prove these steps by the auxiliary results of Lemma 2, 3 and 4 to prove Lemma 1 at the end of this subsection.

- First, we introduce a new model, namely the discretized hierarchical max-pooling model of order $d$ (see Definition 3 below).

- In the first step, we then show that we can approximate the rotationally symmetric hierarchical max-pooling model by the new discretized model if the functions $g_{k,s}$ of the discretized model correspond to the functions $g_{k,s}$ from the continuous model.

- In the second step, we show how to bound the error that occurs once the functions $g_{k,s}$ in the discretized hierarchical max-pooling model are replaced by approximations $g^{(i)}_{k,s}$.

- In the third step, we show that we can compute a discretized hierarchical max-pooling model by a convolutional neural network from the above class $F_{CNN}^\lambda$ if the functions $g_{k,s}$ correspond to standard feedforward neural networks. This step is similar to Lemma 5 from [18] for the generalized hierarchical max-pooling model. Since the functions $g_{k,s}$ of the continuous rotationally symmetric hierarchical max-pooling model are $(p,C)$-smooth, we can then use the standard feedforward neural networks from [23] and the corresponding approximation result to bound the overall error by combining the three steps.

The new discretized hierarchical max-pooling model is similar to the hierarchical max-pooling model of [18] (see Definition 1) with the main difference that the positions of the hierarchically combined subparts are variable. Throughout this subsection we will use the following notation: For $k \in \mathbb{N}$ and $\lambda \in \mathbb{N}$ we define the index set

$$
I(k) = \left\{ \frac{2k-1}{\lambda}, \ldots, \frac{1}{\lambda}, \frac{1}{\lambda}, \ldots, \frac{2k-1}{\lambda} \right\}^2
$$

and $I(0) = \{0\} \times \{0\}$.

**Definition 3:** Let $\lambda, l, d \in \mathbb{N}$ with $2^l + 2 \cdot l - 1 \leq \lambda$.

- a) We say that $\bar{\eta} : [0,1]^{G_{\lambda}} \to \mathbb{R}$ satisfies a discretized max-pooling model of order $d$ if there exist functions $f^{(i)} : [0,1]^{G_{\lambda}} \to \mathbb{R}$ for $i \in \{1, \ldots, d\}$ such that $\bar{\eta}(x) = \max_{u \in G_{\lambda}} \max_{i \in \{1, \ldots, d\}} f^{(i)}(x_{u+i(0)}).

- b) We say that $\bar{f} : [0,1]^{G_{\lambda}} \to \mathbb{R}$ satisfies a discretized hierarchical model of level $l$ with functions $\{\bar{g}_{k,s}\}_{k \in \{0, \ldots, l\}, s \in \{1, \ldots, 4^l-k\}}$, where

$$
\bar{g}_{k,s} : \mathbb{R}^4 \to \mathbb{R}_+ \quad (k = 1, \ldots, l, s = 1, \ldots, 4^l-k)
$$

and

$$
\bar{g}_{0,s} : [0,1] \to \mathbb{R}_+ \quad (s = 1, \ldots, 4^l),
$$

if there exist grid points $i_{k,s} \in \left\{ \frac{2k-1}{\lambda}, \frac{1}{\lambda}, \frac{2k-1}{\lambda} \right\}$ for $k = 0, \ldots, l-1$ and $s = 1, \ldots, 4^l-k$ such that we have $\bar{f} = \bar{f}_{1,1}$ for some $\bar{f}_{k,s} : [0,1]^{G_{\lambda}} \to \mathbb{R}$ recursively defined by

$$
\bar{f}_{k,s}(x) = \bar{g}_{k,s}(\bar{f}_{k-1,4s+1,x_{k-1,4s+1}}(X_{k-1,4s+1,x_{k-1,4s+1}}+f^{(k-1)}(x_{k-1,4s+1}))),
$$

for $k = 1, \ldots, l$ and $s = 1, \ldots, 4^l-k$ and

$$
\bar{f}_{0,s}(x) = \bar{g}_{0,s}(x)
$$

for $s = 1, \ldots, 4^l$.

- c) We say that $\bar{\eta} : [0,1]^{G_{\lambda}} \to \mathbb{R}$ satisfies a discretized hierarchical max-pooling model of level $l$ and order $d$ with functions $\{\bar{g}_{k,s}\}_{k \in \{0, \ldots, l\}, s \in \{1, \ldots, 4^l-k\}}$, if $\bar{\eta}$ satisfies a discretized max-pooling model of order $d$ and the functions $f^{(i)} : [0,1]^{G_{\lambda}} \to \mathbb{R}$ in the definition of this discretized max-pooling model satisfy a discretized hierarchical model of level $l$ with functions $\{\bar{g}_{k,s}\}_{k \in \{0, \ldots, l\}, s \in \{1, \ldots, 4^l-k\}}$ for all $i \in \{1, \ldots, d\}$.

**Lemma 2:** Let $\lambda, l, d \in \mathbb{N}$ with $2^l + 2 \cdot l - 1 \leq \lambda$, and set $b = (2^l + 2 \cdot l - 1)/(2\cdot \lambda)$. Furthermore, let $0 < h \leq 2^l/(\sqrt{2}\cdot \lambda)$ and set $h_k = h/2^{l-k}$ for $k \in \mathbb{Z}$. We assume that $\eta : [0,1]^{G_{\lambda}} \to \mathbb{R}$ satisfies a rotationally symmetric max-pooling model of level $l$, width $h$, and border distance $b$ given by the functions $g_{k,s} : \mathbb{R}^4 \to [0,1] \quad (k = 1, \ldots, l, s = 1, \ldots, 4^l-k)$.
and functions
\[ f_{0,s} : [0, 1]^{G_{s_0}} \to [0, 1] \quad (s = 1, \ldots, 4^l), \]
and let the functions \( f_{k,s} : [0, 1]^{G_{s_k}} \to [0, 1] \) \((k = 1, \ldots, l, s = 1, \ldots, 4^k - k)\) defined as in Definition 2. Moreover, we assume that all restrictions \( f_{k,s} \) are Lipschitz continuous regarding the maximum metric with Lipschitz constant \( L > 0 \) and that Assumption 2 is satisfied for some \( \epsilon_{\lambda} \in [0, 1] \), some measurable \( A \subseteq [0, 1]^{G_1} \) and \( c > 1 \). Then there exists a discretized hierarchical max-pooling model \( \bar{\eta} : [0, 1]^{G_{\lambda}} \to \mathbb{R} \) of level \( l \) and order \( d \)
\[
d = \left[ \frac{2^{l-1/2} \cdot \pi}{c - 1} \right] \tag{18}
\]
with functions \( \{g_{k,s}^{(i)}\} \), where
\[
g_{k,s}^{(i)} = g_{k,s} \quad (i = 1, \ldots, d, k = 0, \ldots, l, s = 1, \ldots, 4^k - k)
\]
with \( g_{0,s}(x) = f_{0,s}(x \cdot 1 |_{G_{s_0}}) \) \((x \in [0, 1])\) for \( s = 1, \ldots, 4^l \) such that
\[
|\bar{\eta}(g_{\lambda}(\phi)) - \eta(\phi)| \leq L^l \cdot \epsilon_{\lambda} \quad (\phi \in A).
\]

**Remark 7:** For \( p \in [1, \infty) \), the Lipschitz continuity of the restrictions \( g_{k,s} \) is a consequence of the \((p,C)\)-smoothness of the functions \( g_{k,s} \).

**Proof.** In the proof we use that for \( n \in \mathbb{N} \),
\[
a_1, \ldots, a_n, b_1, \ldots, b_n \in \mathbb{R}
\]
holds that
\[
\max_{i=1,...,n} a_i - \max_{i=1,...,n} b_i \leq \max_{i=1,...,n} |a_i - b_i|, \tag{19}
\]
which follows from the fact that in case \( a_j = \max_{i=1,...,n} a_i \geq \max_{i=1,...,n} b_i \) (which we can assume w.l.o.g.) we have
\[
\max_{i=1,...,n} a_i - \max_{i=1,...,n} b_i = a_j - \max_{i=1,...,n} b_i \leq a_j - b_j \leq \max_{i=1,...,n} |a_i - b_i|.
\]

Before we completely define the discretized hierarchical max-pooling model \( \bar{\eta} \), i.e., before we define the corresponding grid points, we will bound \( |\bar{\eta}(g_{\lambda}(\phi)) - \eta(\phi)| \) using equation (19). Therefore we define the grid \( G = \{ u \in G_{\lambda} : u + I^{(l)} \subseteq G_{\lambda} \} \) and the cubes
\[
P_u = \left( u + \left[ \frac{-1}{2\lambda}, \frac{1}{2\lambda} \right] \right)^2 \cap \left[ \frac{-1}{2} + b, \frac{1}{2} - b \right]^2 \quad (u \in G)
\]
such that the definitions of \( G_{\lambda}, I^{(l)} \) and \( b \) yield
\[
\bigcup_{u \in G} P_u = \bigcup_{u \in G_{\lambda}} \left( u + \left[ \frac{-1}{2\lambda}, \frac{1}{2\lambda} \right] \right)^2 \cap \left[ \frac{-1}{2} + b, \frac{1}{2} - b \right]^2 \quad (u \in G)
\]
such that the definitions of \( G_{\lambda}, I^{(l)} \) and \( b \) yield
\[
\bigcup_{u \in G_{\lambda}} \left( u + \left[ \frac{-1}{2\lambda}, \frac{1}{2\lambda} \right] \right)^2 \cap \left[ \frac{-1}{2} + b, \frac{1}{2} - b \right]^2 \quad (u \in G)
\]

**Further proofs and discussions are provided in the full text.**
The rest of the proof is organized in four steps. In the first step, we define the grid points \(i_{k,s}^{(i)}\) and show that they are well-defined according to Definition 3 b). In the second step, we show that \(u_{k,s}\) is ‘close’ to \(v_{k,s}\) (see Figure 9 for an example). In the third step, using Assumption 2, we show that equation (22) holds for \(k = 0\) and the fourth step corresponds to the induction step for the proof of equation (22).

Step 1: First, we consider a subpart of width \(h\) rotated around the origin by the angle \(\alpha\), where \(\alpha\) is defined as the center of the interval \(\Theta_i\). Analogous to the definition of \(v_{k,s}\), we divide the subpart into smaller and smaller subparts and choose the points \(z_{k,s}^{(i)}\) as the centers of these subparts. The idea is that \(z_{k,s}^{(i)}\) is then ‘close’ to \(v_{k,s} - v\), as we will see in the second step. We set \(z_{i,1} = (0, 0)\) and recursively define

\[
z_{k-1,4,(s-1)+j} = z_{k,s}^{(i)} + \text{rot}(\alpha) \left( h_{k-2}^{(j)} \right)
\]

for \(k = 1, \ldots, l, s = 1, \ldots, 4^{l-k}\) and \(j = 1, \ldots, 4\). Since \(i_{k,s}^{(i)}\) are supposed to be grid points we choose

\[
z_{k,s}^{(i)} \in \arg \min_{z \in I^{(i)}} \|z - z_{k,s}^{(i)}\|_\infty, \ (k = 0, \ldots, l, s = 1, \ldots, 4^{l-k})
\]

and define

\[
i_{k-1,4,(s-1)+j} = z_{k-1,4,(s-1)+j} - z_{k,s}^{(i)}
\]

for \(k = 1, \ldots, l, s = 1, \ldots, 4^{l-k}\) and \(j = 1, \ldots, 4\). To show that the grid points \(i_{k,s}^{(i)}\) are well-defined according to Definition 3 b) we use that \(\hat{h} \leq 2^l / (\sqrt{2} \cdot \lambda)\) and get

\[
\|\text{rot}(\beta) \left( h_{k-2}^{(j)} \right)\|_\infty \leq \sqrt{2} \cdot h_{k-2} = \frac{\sqrt{2} \cdot \lambda}{2^{-l-k-2}} = \frac{2^{k-2}}{\lambda}
\]

for \(k = 1, \ldots, l, j = 1, \ldots, 4\) and an arbitrary angle \(\beta \in [0, 2\pi]\) and therefore we have

\[
\|z_{k-1,4,(s-1)+j}\|_\infty \leq \|z_{k,s}^{(i)}\|_\infty + \|\text{rot}(\alpha) \left( h_{k-2}^{(j)} \right)\|_\infty \leq \|z_{k,s}^{(i)}\|_\infty + \frac{2^{k-2}}{\lambda}
\]

for \(k = 1, \ldots, l, s = 1, \ldots, 4^{l-k}\) and \(j = 1, \ldots, 4\). Since \(z_{i,1} = (0, 0)\) we then have

\[
\|z_{k,s}^{(i)}\|_\infty \leq \sum_{j=k+1}^{l} \frac{2^{j-2}}{\lambda}
\]

and due to (24) and the definition of \(I^{(i)}\) we get

\[
\|z_{k,s}^{(i)} - z_{k,s}^{(i)}\|_\infty \leq \frac{1}{2 \cdot \lambda}
\]

for \(k = 0, \ldots, l, s = 1, \ldots, 4^{l-k}\). By using the triangle inequality, inequality (26) and inequality (25) we obtain

\[
\|z_{k,s}^{(i)} - z_{k,s}^{(i)}\|_\infty \leq \frac{1}{2 \cdot \lambda}
\]

for \(k = 1, \ldots, l, s = 1, \ldots, 4^{l-k}\) and \(j = 1, \ldots, 4\), which together with the fact that \(i_{k,s}^{(i)}\) is a vector of integer multiples of \(1/\lambda\) implies

\[
i_{k,s}^{(i)} \in \left\{ \left\lfloor \frac{2^{k-1}}{\lambda} \right\rfloor, \ldots, \left\lfloor \frac{2^{k-1}}{\lambda} \right\rfloor + 1 \right\}^2
\]

for \(k = 0, \ldots, l - 1\) and \(s = 1, \ldots, 4^{l-k}\). Step 2: For \(k = 1, \ldots, l, s = 1, \ldots, 4^{l-k}\) and \(j = 1, \ldots, 4\) we have

\[
\|z_{k-1,4,(s-1)+j} - (v_{k-1,4,(s-1)+j} - v)\|_\infty \leq \|z_{k,s}^{(i)} - (v_{k,s} - v)\|_\infty + \|\text{rot}(\alpha) \left( h_{k-2}^{(j)} \right)\|_\infty \leq \|z_{k,s}^{(i)} - (v_{k,s} - v)\|_\infty + \frac{2^{k-2}}{\lambda} \cdot \frac{\sqrt{2} \cdot (c - 1)}{2^l},
\]

which together with \(z_{i,1} = v_{i,1} - v = 0\) implies

\[
\|z_{k,s}^{(i)} - (v_{k,s} - v)\|_\infty \leq \frac{c - 1}{2^l \cdot \lambda} \cdot \sum_{i=k}^{l-1} 2^i \leq \frac{(c - 1) \cdot (2^l - 2^k)}{2^l \cdot \lambda} < \frac{c - 1}{\lambda}
\]

for \(k = 0, \ldots, l\) and \(s = 1, \ldots, 4^{l-k}\). Furthermore, we have

\[
u_{k,s} = u + z_{k,s}^{(i)}
\]
for \( k = 0, \ldots, l \), since \( z_{i,1}^{(i)} = (0,0) \) and
\[
\begin{align*}
\mathbf{u}_{k-1,4(s-1)+j} &= \mathbf{u}_{k,s} + \mathbf{i}^{(i)}_{k-1,4(s-1)+j} \\
n &= \mathbf{u}_{k,s} + \mathbf{z}_{k,s}^{(i)} - \mathbf{z}_{k,s}^{(i)} + \mathbf{v}_{k,s} + \mathbf{v}\
\end{align*}
\]
for \( k = 1, \ldots, l \), \( s = 1, \ldots, 4^{l-k} \) and \( j = 1, \ldots, 4 \). Inequalities (26), (27) and (28) imply
\[
\|\mathbf{u}_{k,s} - \mathbf{v}_{k,s}\|_{\infty} = \|\mathbf{u} - \mathbf{v} + \mathbf{z}_{k,s} - \mathbf{z}_{k,s} + \mathbf{v}_{k,s} + \mathbf{v}\|_{\infty}
\leq \|\mathbf{u} - \mathbf{v}\|_{\infty} + \|\mathbf{z}_{k,s} - \mathbf{z}_{k,s}\|_{\infty}
+ \|\mathbf{v}_{k,s} - (\mathbf{v} - \mathbf{v})\|_{\infty}
\leq \frac{1}{2} \lambda + \frac{1}{2} \lambda + \frac{c-1}{\lambda}
= \frac{c}{\lambda}
\]
for all \( k = 0, \ldots, l \) and \( s = 1, \ldots, 4^{l-k} \). Step 3: To use Assumption 2, we first show that \( v_{0,s} \in [h_0/\sqrt{2} - 1/2, 1/2 - h_0/\sqrt{2}] \) for all \( s = 1, \ldots, 4 \). By using inequality (25) we get
\[
\|\mathbf{v}_{k-1,4(s-1)+j} - \mathbf{v}\|_{\infty} \leq \|\mathbf{v}_{k,s} - \mathbf{v}\|_{\infty} + \|\mathbf{rot}^{(i)}(\mathbf{h}_{(j)})\|_{\infty}
\leq \|\mathbf{v}_{k,s} - \mathbf{v}\|_{\infty} + \frac{2^{k-2}}{\lambda}
\]
for \( k = 1, \ldots, l \) and \( s = 1, \ldots, 4^{l-k} \). By using inequality (30), \( v \in [-1/2 + b, 1/2 - b] \) and \( h_0 \leq 1/(\sqrt{2} \cdot \lambda) \) we get
\[
\|v_{0,s}\|_{\infty} \leq \|v\|_{\infty} + v_{0,s} - v_{\infty}
\leq \frac{1}{2} + \frac{1/2 - 1}{\sqrt{2} \lambda}
\leq \frac{1}{2} + \frac{2^{l} - 1}{2 \cdot \lambda} + \frac{2^{l} - 1}{2 \cdot \lambda}
= \frac{1}{2} - \frac{l}{\lambda}
\leq \frac{1}{2} - \frac{1}{\sqrt{2} \lambda}
\leq \frac{1}{2} - \frac{h_0}{\sqrt{2}}
\]
for \( s = 1, \ldots, 4^i \). By using Assumption 2, (29) and (31) we obtain
\[
\begin{align*}
\left| f_{0,s}^{(i)}(\mathbf{x}_{0,s} + \mathbf{v}_{(s)}) - f_{0,s}(\phi \circ \mathbf{rot}^{(i)}) |_{C_{h_0}} \right|
&= \left| g_{0,s}(\mathbf{x}_{0,s}) - f_{0,s}(\phi \circ \mathbf{rot}^{(i)}) |_{C_{h_0}} \right|
\leq \epsilon \lambda
\end{align*}
\]
for \( s = 1, \ldots, 4^i \). Step 4: Now we assume that (22) holds for some \( k \in \{0, \ldots, l-1\} \) and all \( s \in \{1, \ldots, 4^{l-k}\} \). Because of the Lipschitz assumption on the functions \( g_{k,s} \), definition (23), the linearity of the function \( \mathbf{rot}^{(i)} \) and the induction hypothesis (22), we conclude that
\[
\begin{align*}
\left| f_{k,s}^{(i)}(\mathbf{x}_{k,s} + \mathbf{v}_{(s)}) - f_{k,s}(\phi \circ \mathbf{rot}^{(i)}) |_{C_{h_0}} \right|
&= \left| g_{k,s}(\mathbf{x}_{k,s} + \mathbf{v}_{(s)}) - g_{k,s}(\phi \circ \mathbf{rot}^{(i)}) |_{C_{h_0}} \right|
&= \left| g_{k,s}(\mathbf{x}_{k,s} + \mathbf{v}_{(s)}) - g_{k,s}(\mathbf{x}_{k,s}) \right|
\leq L \cdot \max_{j \in \{1, \ldots, 4^l\}} \left| f_{k,s}^{(i)}(\mathbf{x}_{k,s} + \mathbf{v}_{(s)} + \mathbf{v}_{(s)}) - f_{k,s}(\phi \circ \mathbf{rot}^{(i)}) |_{C_{h_0}} \right|
\end{align*}
\]
Lipschitz continuous (with respect to the maximum metric) with Lipschitz constant $C > 0$ and
\[
\|g_{k,s}^{(i)}\|_{[0,2]^4,\infty} \leq 2
\]
for $i = 1, \ldots, t$, $k = 1, \ldots, l$ and $s = 1, \ldots, 4^{l-k}$. Let $\eta : [0,1]^{G_{\lambda}} \to \mathbb{R}$ be a function that satisfies a discretized hierarchical max-pooling model of level $l$ and order $t$ with functions $g_{k,s}^{(i)}$ and $\bar{\eta} : [0,1]^{G_{\lambda}} \to \mathbb{R}$ be a function that satisfies a discretized hierarchical max-pooling model of level $l$ and order $t$ with functions $\bar{g}_{k,s}^{(i)}$. Furthermore, we assume that the two discretized hierarchical max-pooling models have the same grid points $\{i_{k,s}^{(i)}\}$. Then for any $x \in [0,1]^{G_{\lambda}}$ it holds:
\[
|\eta(x) - \bar{\eta}(x)| \\
\leq (C + 1)^t \cdot \max_{i \in \{1,\ldots,t\}, j \in \{1,\ldots,d^4\}, k \in \{1,\ldots,l\}, s \in \{1,\ldots,4^{l-k}\}} \left\{ \|g_{0,3}^{(i)} - g_{0,3}^{(i)}\|_{[0,1],\infty}, \|g_{k,s}^{(i)} - \bar{g}_{k,s}^{(i)}\|_{[0,2]^4,\infty} \right\}.
\]

**Proof:** The result follows by applying the triangle inequality and further straightforward standard techniques. For the sake of completeness a complete proof is given in the supplement.

**Lemma 4:** Let $\lambda, l, t \in \mathbb{N}$ with $2^{l} + 2 \cdot l - 1 \leq \lambda$. For $L_{\text{net}}, r_{\text{net}} \in \mathbb{N}$ let
\[
\tilde{g}_{\text{net},k,s}^{(i)} = \mathcal{G}_{\lambda}(L_{\text{net}}, r_{\text{net}})
\]
for $i = 1, \ldots, t$, $k = 1, \ldots, l$, $s = 1, \ldots, 4^{l-k}$ and
\[
\tilde{g}_{\text{net},0,s}^{(i)} = \mathcal{G}_{\lambda}(L_{\text{net}}, r_{\text{net}}) \quad (i = 1, \ldots, t, s = 1, \ldots, 4^{l}).
\]
Assume that the function $\tilde{\eta} : [0,1]^{G_{\lambda}} \to \mathbb{R}$ satisfies a discretized max-pooling model of level $l$ and order $t$ with functions $\{\tilde{g}_{k,s}^{(i)}\}$, where we set
\[
\tilde{g}_{k,s}^{(i)} = \sigma \circ g_{\text{net},k,s}^{(i)}
\]
for $i = 1, \ldots, t$, $k = 0, \ldots, l$ and $s = 1, \ldots, 4^{l-k}$. Set $B = 2^{l} + (l - 1)$, $L_t = \lceil \log_2 t \rceil$, $r_t = 3 \cdot t$, $k_r = 5 \cdot 4^{l-1} + r_{\text{net}}$ for $r = 1, \ldots, L$, $L = \frac{4^{l+1} - 1}{3} \cdot (L_{\text{net}} + 1)$, and for $k = 0, \ldots, l$ set
\[
M_{r} = \frac{1}{k+1} \cdot 2^{k-1} + 3 \cdot \left( \sum_{i=0}^{k-1} 4^{k-i} \cdot (L_{\text{net}} + 1) + 1, \sum_{i=0}^{k-1} 4^{k-i} \cdot (L_{\text{net}} + 1) \right),
\]
where we define the empty sum as zero. Then there exists some $f_{\text{CNN}} \in \mathcal{F}_{\theta}^{\text{CNN}}$ with $\theta = (t, L, k, M, B, L_t, r_t)$ such that
\[
\tilde{\eta}(x) = f_{\text{CNN}}(x)
\]
holds for all $x \in [0,1]^{G_{\lambda}}$.

**Proof:** The proof is similar to the proof of Lemma 5 from [18] and can be found in the supplement.

**Proof of Lemma 1:** Let $\tilde{\eta}$ be the discretized hierarchical max-pooling model of level $l$ and order $t$ which is given by the functions $\{\tilde{g}_{k,s}^{(i)}\}$ and grid points $\{i_{k,s}^{(i)}\}$ from Lemma 2 (due to Assumption 1, the functions $\{\tilde{g}_{0,s}^{(i)}\}$ have $(p, C)$-smooth extensions on $\mathbb{R}$), such that
\[
|\eta(\phi) - \tilde{\eta}(g_{\phi}(\phi))| \leq c_5 \cdot \epsilon_{\lambda}.
\]
for all $\phi \in A$ and some constant $c_5 > 0$. Furthermore, let $g_{\text{net},0,s}^{(i)} \in \mathcal{G}_{\lambda}(L_{\text{net}}, r_{\text{net}})$ and $g_{\text{net},k,s}^{(i)} \in \mathcal{G}_{\lambda}(L_{\text{net}}, r_{\text{net}})$ ($k > 0$) be the standard feedforward neural networks from [23] (cf., Lemma 7 from the supplement) which satisfy
\[
\left\| \tilde{g}_{k,s}^{(i)} - \sigma \circ g_{\text{net},k,s}^{(i)} \right\|_{[0,2]^4,\infty} \leq \left\| \tilde{g}_{k,s}^{(i)} - g_{\text{net},k,s}^{(i)} \right\|_{[0,2]^4,\infty} \leq c_6 \cdot L_{\text{net}}^{-2p} \leq c_7 \cdot n^{-\frac{2p}{4-p}}
\]
for $i = 1, \ldots, t$, $k = 1, \ldots, l$, $s = 1, \ldots, 4^{l-k}$ and some constants $c_6, c_7 > 0$ and
\[
\left\| \tilde{g}_{0,s}^{(i)} - \sigma \circ g_{\text{net},0,s}^{(i)} \right\|_{[0,1],\infty} \leq \left\| \tilde{g}_{0,s}^{(i)} - g_{\text{net},0,s}^{(i)} \right\|_{[0,1],\infty} \leq 1 + c_6 \cdot L_{\text{net}}^{-2p} \leq 2
\]
for all $k = 1, \ldots, l$ and $s = 1, \ldots, 4^{l-k}$ and
\[
\left\| \sigma \circ g_{\text{net},0,s}^{(i)} \right\|_{[0,2]^4,\infty} \leq \left\| g_{\text{net},0,s}^{(i)} \right\|_{[0,1],\infty} + \left\| \tilde{g}_{0,s}^{(i)} - \sigma \circ g_{\text{net},0,s}^{(i)} \right\|_{[0,2]^4,\infty} \leq 1 + c_8 \cdot L_{\text{net}}^{-2p} \leq 2
\]
for all $s = 1, \ldots, 4^{l}$. Next we define the convolutional neural network $f_{\text{CNN}} \in \mathcal{F}_{\theta}^{\text{CNN}}$ by using Lemma 4 such that $f_{\text{CNN}}$ satisfies a discretized hierarchical max-pooling model which is given by the functions $\{\sigma \circ g_{\text{net},k,s}^{(i)}\}$ and grid points $\{i_{k,s}^{(i)}\}$. By using $(a + b)^2 \leq 2a^2 + 2b^2$, inequality (32) and Lemma 3 we get
\[
|f_{\text{CNN}}(g_{\phi}(\phi)) - \eta(\phi)|^2 \leq 2 \cdot |f_{\text{CNN}}(g_{\phi}(\phi)) - \eta(g_{\phi}(\phi))|^2 + 2 \cdot |\eta(g_{\phi}(\phi)) - \tilde{\eta}(g_{\phi}(\phi))|^2 \leq c_{10} \cdot \max_{k \in \{1,\ldots,l\}, s \in \{1,\ldots,4^{l-k}\}} \left\{ \left\| \sigma \circ g_{\text{net},0,j}^{(i)} - \tilde{g}_{0,j}^{(i)} \right\|_{[0,2]^4,\infty}, \right\}^2 + 2 \cdot c_5 \cdot c_\lambda^2 \leq c_{11} \cdot \left( n^{-\frac{2p}{4-p}} + c_\lambda \right)
\]
for some constants $c_{10}, c_{11} > 0$ which does not depend on $\lambda$ and $n$.

\[ \text{B. Proof of Theorem 1} \]

We denote $\mathcal{F} := \mathcal{F}_{\theta}^{CNN}$ and choose $c_{12} > 0$ so large that $c_{12} \cdot \log n \geq 2$ holds (cf., Lemma 10 from the supplement). Then $\varepsilon \geq 1/2$ holds if and only if $T_{c_{12} \cdot \log n} \geq 1/2$, and consequently we have

\[
 f_n(x) = \begin{cases}
 1 & \text{if } T_{c_{12} \cdot \log n} \eta_n(x) \geq \frac{1}{2} \\
 0 & \text{elsewhere}
\end{cases}
\]

Because of Lemma 5 from the supplement we have

\[
P\{f_n(g_\lambda(\Phi)) \neq Y\} - \min_{f: [0,1]^{d \cdot n} \rightarrow [0,1]} P\{f(g_\lambda(\Phi)) \neq Y\} \leq 2 \cdot \sqrt{E \left\{ \int |T_{c_{12} \cdot \log n} \eta_n(x) - \eta(\lambda)(x)|^2 P_{g_\lambda(\Phi)}(dx) \right\}}
\]

and hence it suffices to show

\[
E \left\{ \int |T_{c_{12} \cdot \log n} \eta_n(x) - \eta(\lambda)(x)|^2 P_{g_\lambda(\Phi)}(dx) \right\} \leq c_{13} \cdot \left( \log(\lambda)(\log n)^4 \cdot n^{-\frac{2 \cdot 2}{3} + \epsilon_2} + \epsilon_2^2 \right)
\]

for some constant $c_{13} > 0$. By Lemma 6 from the supplement we have

\[
E \left\{ \int |T_{c_{12} \cdot \log n} \eta_n(x) - \eta(\lambda)(x)|^2 P_{g_\lambda(\Phi)}(dx) \right\} \leq c_{14} \cdot (\log n)^2 \cdot \sup_{x_1^n} \log \left( N_1 \left( \frac{1}{n-c_{12} \cdot \log n} T_{c_{12} \cdot \log n} F, x_1^n \right) \right) + 1 \]

\[
+ 2 \cdot \inf_{f \in \mathcal{F}} \int |f(x) - \eta(\lambda)(x)|^2 P_{g_\lambda(\Phi)}(dx)
\]

for some constant $c_{14} > 0$. For the first term Lemma 10 from the supplement implies

\[
c_{14} \cdot (\log n)^2 \cdot \sup_{x_1^n} \log \left( N_1 \left( \frac{1}{n-c_{12} \cdot \log n} T_{c_{12} \cdot \log n} F, x_1^n \right) \right) + 1 \leq c_{15} \cdot L^2 \cdot \log(\lambda) \cdot (\log n)^3 \]

\[
\leq c_{16} \cdot \log(\lambda) \cdot (\log n)^4 \cdot n^{-\frac{2 \cdot 2}{3} + \epsilon_2},
\]

for some constants $c_{15}, c_{16} > 0$. Next we derive a bound on the approximation error

\[
\inf_{f \in \mathcal{F}} \int |f(x) - \eta(\lambda)(x)|^2 P_{g_\lambda(\Phi)}(dx).
\]

By using the fact that the a posteriori probability $\eta$ minimizes the $L_2$ risk (w.r.t. the random vector $(\Phi, Y)$), $P_{\Phi}(A) = 1$ and Lemma 1, we get

\[
\inf_{f \in \mathcal{F}} \int |f(x) - \eta(\lambda)(x)|^2 P_{g_\lambda(\Phi)}(dx) \leq \int |\tilde{f}(x) - \eta(\lambda)(x)|^2 P_{g_\lambda(\Phi)}(dx)
\]

\[
\leq \mathbb{E} \left\{ |\tilde{f}(g_\lambda(\Phi)) - Y|^2 \right\} - \mathbb{E} \left\{ |\eta(\lambda)(g_\lambda(\Phi)) - Y|^2 \right\} \leq \mathbb{E} \left\{ |\tilde{f}(g_\lambda(\Phi)) - Y|^2 \right\} - \mathbb{E} \left\{ |\eta(\Phi) - Y|^2 \right\} \leq \int_{A} |\tilde{f}(\phi) - \eta(\phi)|^2 P_{\Phi}(d\phi) \leq c_{17} \cdot \left( n^{-\frac{2 \cdot 2}{3} + \epsilon_3} + \epsilon_3 \right)
\]

for $\tilde{f} \in \mathcal{F}$ chosen as in Lemma 1 and some constant $c_{17} > 0$. Summarizing the above results, the proof is complete. □
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