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Abstract

Data augmentation reduces the generalization error by forcing a model to learn invariant representations given different transformations of the input image. In computer vision, on top of the standard image processing functions, data augmentation techniques based on regional dropout such as CutOut, MixUp, and CutMix and policy-based selection such as AutoAugment demonstrated state-of-the-art (SOTA) results. With an increasing number of data augmentation algorithms being proposed, the focus is always on optimizing the input-output mapping while not realizing that there might be an untapped value in the transformed images with the same label. We hypothesize that by forcing the representations of two transformations to agree, we can further reduce the model generalization error. We call our proposed method Agreement Maximization or simply AgMax. With this simple constraint applied during training, empirical results show that data augmentation algorithms can further improve the classification accuracy of ResNet50 on ImageNet by up to 1.5%, WideResNet40-2 on CIFAR10 by up to 0.7%, WideResNet40-2 on CIFAR100 by up to 1.6%, and LeNet5 on Speech Commands Dataset by up to 1.4%. Experimental results further show that unlike other regularization terms such as label smoothing, AgMax can take advantage of the data augmentation to consistently improve model generalization by a significant margin. On downstream tasks such as object detection and segmentation on PascalVOC and COCO, AgMax pre-trained models outperform other data augmentation methods by as much as 1.0mAP (box) and 0.5mAP (mask). Code is available at https://github.com/roatienza/agmax.

1. Introduction

To achieve state-of-the-art (SOTA) performance, data augmentation plays a crucial role in both supervised and self-supervised model training. In computer vision, image processing functions such as rotation, translation, cropping, flipping, and color distortion improve model generalization. In recent years, a strong interest in new data augmentation techniques has emerged because of the significant improvement in model performance compared to baseline scores.

Instead of just applying random image processing operations, policy-based methods such as AutoAugment (AA) [5], FastAugment [30], RandAugment [6], Adversarial AutoAugment [53], and PBA [22] carefully select a recipe of image operations to generate new input data to minimize
2. Related Work

To achieve state-of-the-art (SOTA) performance, data augmentation plays a crucial role in both supervised and self-supervised model training. Data augmentation belongs to a bigger field of study called regularization. The objective of regularization is to improve model generalization by modifying the network structure during training, augmenting the train dataset, modifying the loss function or modifying the model training algorithm. For example, dropout [40] randomly drops neural network units during training to mimic data and network perturbations. As a result, a model improves its test performance. In deep CNNs, instead of dropping feature maps, noise injection or substitution such as Stochastic Depth [23], Shake-Shake [10], DropBlock [12], DropPath [27], SpatialDropout [44] and Shake-Drop [48] are used. Related to dropout is the regional dropout. Instead of dropping neural network units, a certain region of the input is removed, mixed or blended. In effect, regional dropout augments the training dataset by exposing a model to extreme input data transformations. CutOut [7], RICAP [42], CutMix [49], GridMask [4] and MixUp [51] improve model performance by forcing the model to learn invariant representations.

With an increasing number of data augmentation algorithms being introduced, as shown in Figure 2, the focus is always on optimizing the input-output mapping. We hypothesize that there might be an untapped value between representations of transformed inputs with the same label. Basic intuition tells us that under different transformations such as in Figure 2, two inputs with the same label should agree on which representations that a model learns. These two inputs are called positive samples since they have the same label but two different transformations. A classifier receiving two positive samples of a cat must learn to extract the minimum common set of representations such as the presence of whiskers, fur, sharp eyes, short nose, etc. We call this function Agreement. In this paper, we use mutual information (MI) to estimate Agreement. We performed ablation studies to demonstrate that other agreement functions such as MSE, KL-divergence and cross-entropy (CE) are also effective.

Using a common evaluation protocol, experimental results indicate that our proposed method AgMax improves the performance of almost all model-dataset configurations. On ResNet50 trained on ImageNet for 90 epochs, as shown in Table 1, AgMax consistently outperforms Label Smoothing [41] especially under heavy data augmentation. In a bigger evaluation landscape, the results in Tables 2 and 3 demonstrate the consistent improvement in generalization for different models and datasets due to AgMax. On downstream tasks such as object detection and segmentation, a ResNet50 model pre-trained with AgMax outperforms its counterpart pre-trained model by as much as 1.0mAP on bounding box and 0.5mAP on segmentation mask.

| Data Augmentation | Baseline | with Label Smoothing | with AgMax |
|-------------------|----------|----------------------|-----------|
| Standard          | 76.4 ± 0.1 | 76.8 ± 0.1 | 76.9 ± 0.1 |
| CutOut [7]        | 76.2 ± 0.0 | 76.5 ± 0.1 | 77.1 ± 0.0 |
| MixUp [51]        | 76.5 ± 0.1 | 76.7 ± 0.1 | **77.6 ± 0.1** |
| CutMix [49]       | 76.3 ± 0.0 | 76.4 ± 0.1 | 77.4 ± 0.0 |
| AA [5]            | 76.2 ± 0.1 | 76.2 ± 0.1 | 77.1 ± 0.1 |
| CutOut+AA [5]     | 75.7 ± 0.1 | 75.7 ± 0.1 | 76.6 ± 0.1 |
| MixUp+AA          | 75.9 ± 0.0 | 76.5 ± 0.1 | 77.1 ± 0.1 |
| CutMix+AA         | 75.5 ± 0.1 | 75.5 ± 0.1 | 77.0 ± 0.1 |

Table 1. Top-1% accuracy of ResNet50 trained for 90 epochs on ImageNet using different data augmentation methods with Label Smoothing or AgMax. Standard data augmentation is random horizontal flipping, color jitter and lighting.
Table 2. Evaluation landscape showing model accuracy of different data augmentation algorithms with and without AgMax. Underscore is the best performing configuration without AgMax. Bold is the best performing method for all configurations. The absolute percentage increase in accuracy due to AgMax is enclosed in parentheses. Standard data augmentation algorithm is defined in the Experimental Results section.

Max is it uses one network for both predictions. Instead of maximizing a similarity function, AgMax maximizes the agreement using mutual information.

In this paper, we validate our hypothesis on 4 commonly used data augmentation algorithms: 1 policy-based approach and 3 regional dropout techniques. We chose AutoAugment for the policy-based data augmentation given that its policy is publicly available. FastAugment, Adversarial AutoAugment, and RandAugment are built on top of the key ideas of AutoAugment. For regional dropout, we used CutOut, MixUp, and CutMix. These methods have gained mainstream use and achieved state-of-the-art results. Furthermore, their code implementations are publicly available for reproducibility.

3. Improving Generalization by Agreement

With reference to Figure 2, we hypothesize that the representations of two images derived by applying a data augmentation method on an image must agree for a model to further improve its classification accuracy. In this paper, we propose that the Agreement is the amount of shared information between the two views of the same image. Therefore, on top of the classification loss function, maximizing the mutual information between the two representations could improve the model generalization. The total loss function can be expressed as:

\[ L = L_{CE} + \lambda L_{MI}. \]  

\( \lambda \) is the weight of the MI loss function.

For the case of discrete random variables such as in image classification, mutual information is expressed as:

\[ I(z_1; z_2) = \sum_{z_1, z_2} P(z_1, z_2) \log \frac{P(z_1, z_2)}{P(z_1)P(z_2)}. \]
| Data Augmentation | Speech Commands | LeNet5 [28] | VGG11 [39] |
|-------------------|----------------|-------------|-------------|
|                   | test           | val         | test        | val        |
| Standard          | 89.7           | 90.2        | 95.4        | 95.0       |
| CutOut [7]        | -              | -           | -           | -          |
| MixUp [51]        | 89.2           | 88.9        | 96.6        | 96.1       |
| CutMix [49]       | -              | -           | -           | -          |

**Published Results**

| Data Augmentation | Speech Commands | LeNet5 [28] | VGG11 [39] |
|-------------------|----------------|-------------|-------------|
|                   | test           | val         | test        | val        |
| Standard          | 90.0(1.4)      | 90.0(0.8)   | 96.5(0.0)   | 96.1(0.0)  |
| CutOut [7]        | 89.0           | 89.2        | 96.5        | 96.1       |
| MixUp [51]        | 89.4           | 89.4        | 96.2        | 96.2       |
| CutMix [49]       | 87.1           | 87.5        | 96.2        | 96.2       |

**without AgMax (Reproduced Results)**

| Data Augmentation | Speech Commands | LeNet5 [28] | VGG11 [39] |
|-------------------|----------------|-------------|-------------|
|                   | test           | val         | test        | val        |
| Standard          | 90.2(0.3)      | 90.0(0.0)   | 96.4(0.1)   | 96.1(0.1)  |
| CutOut [7]        | 90.4(1.4)      | 90.0(0.8)   | 96.5(0.0)   | 96.1(0.0)  |
| MixUp [51]        | 89.4(0.0)      | 89.6(0.2)   | 96.8(0.3)   | 96.3(0.1)  |
| CutMix [49]       | 88.8(1.7)      | 89.3(1.8)   | 96.7(0.3)   | 96.4(0.2)  |

Table 3. Evaluation landscape showing Top-1% model accuracy of different data augmentation configurations on Speech Commands Dataset. AutoAugment is not included since there is no publicly available policy for Speech Commands Dataset.

CutMix [49] proposed a method to estimate Equation [24] proposed a method to estimate Equation (2).

For a given dataset or batch of size $n$, the joint probability matrix $P \in \mathbb{R}^{C \times C}$ can be computed as:

$$P = \frac{1}{n} \sum_{i=1}^{n} \Phi(x_{1,i}) \cdot \Phi(x_{2,i})^T,$$  

(3)

where $x_{1,i}$ and $x_{2,i}$ are two transformed versions of the same image $x_i$. $\Phi(x) = \sigma(E(x)) = \text{softmax}(z) \in [0,1]^C$. This can be interpreted as the distribution of $z$ over $C$ classes formally given as $P(z = c|x_i, \theta) = \Phi(c|x)$. The marginal distributions $P_{c_1} = P(z_1 = c_1)$ and $P_{c_2} = P(z_2 = c_2)$ can be obtained by summing the rows and columns of $P$ respectively. Each element of $P$ is the joint probability $P_{c_1c_2} = P(z_1 = c_1, z_2 = c_2)$. Since $P_{c_1c_2} = P_{c_2c_1}$, the matrix $P$ must be symmetric. Ensuring a symmetric $P$ is done by $P = \frac{P + P^T}{2}$.

Using the joint and marginal probabilities, the mutual information loss is computed as:

$$\mathcal{L}_{MI} = -I(z_1; z_2) = -\sum_{c_1=1}^{C} \sum_{c_2=1}^{C} P_{c_1c_2} \ln \frac{P_{c_1c_2}}{P_{c_1} \cdot P_{c_2}}.$$  

(4)

A 2-layer MLP network can also be used to estimate the joint distribution. The MLP network is trained using the objective functions: $p(z_1, z_2) \rightarrow p(z_1, z_1)$ and $p(z_1, z_2) \rightarrow p(z_2, z_2)$ since both features refer to the same class and so is the joint distribution.

Note that to estimate the MI loss, only pairs of positive samples or one-to-one mapping is needed. Therefore, AgMax works even for small batch sizes. This is different from contrastive learning that requires a positive and many negative samples or one-to-many mapping. Contrastive learning needs large batch sizes (e.g. 4,096 and up) to work. This has a huge negative implication on GPU memory requirements.

### 3.1. Agreement by Mutual Information

In this section, we attempt to find a possible explanation on why MI provides a good Agreement function using the Maximum a Posteriori (MAP) principle:

$$\theta^* = \arg\max_{\theta} \log p(\theta | D) = \arg\max_{\theta} \log p(\theta | x, y).$$  

(5)

When applied to deep neural networks (DNNs) as shown in Figure 1, $\theta$ is the model parameters while $\theta^*$ represents the maximal point estimate for a given dataset $D = \{x, y\}$.

Using Bayes’ Theorem and with the constant term dropped, the conditional probability in Equation 5 can be rewritten as:

$$\theta^* = \arg\max_{\theta} \left[ \log p(y|x, \theta) + \log p(x|\theta)p(\theta) \right].$$  

(6)

In a given model, a backbone network encodes the input into a latent variable, $z = E(x; \theta_1)$. A decoder decides what output is generated, $\hat{y} = D(z; \theta_2)$. Collectively, $\theta = \{\theta_1, \theta_2\}$. If $z$ is taken from the last layer before the non-parametric softmax prediction of $\hat{y} = \sigma(z)$, then $\theta = \{\theta_1, \phi\}$ and $\hat{y}$ is a good proxy of $z$. During supervised training, the goal is to estimate the empirical distribution $p(y|x)$ using a parameterized distribution $p(\hat{y}|x, \theta)$ as modelled by the encoder-decoder. This is done by minimizing a distance function such as the Kullback-Leibler divergence function $D_{KL}(p(y|x) \parallel p(\hat{y}|x, \theta))$. In supervised classification problems, this is equivalent to minimizing the categorical cross-entropy loss function, $\mathcal{L}_{CE} = -\mathbb{E}_{p(y|x)} \log p(\hat{y}|x, \theta)$.

As shown in Figure 2, given two positive samples of $x$, we can reformulate MAP as:

$$\theta^* = \arg\max_{\theta} \left[ \frac{1}{2} \sum_{i=1}^{2} \mathbb{E} \log p(y|x_i, \theta) + \frac{1}{2} \mathbb{E} \left[ \log \frac{p(z_1, z_2|x_1, x_2, \theta)}{p(z_1|x_1, \theta)p(z_2|x_2, \theta)} \right] + \frac{1}{2} \mathbb{E} \log p(x_1, x_2, \theta) \right],$$  

(7)

since Equation 6 can be rewritten as:
\[ \theta^* = \arg \max_{\theta} \left[ \log p(y|x, \theta) + \log p(z, x, \theta) - \log p(z|x, \theta) \right]. \] (8)

Given two data augmentations for a given input:

\[ \theta^* = \arg \max_{\theta} \left[ \frac{1}{2} \sum_{i=1}^{2} \log p(y|x_i, \theta) + \frac{1}{2} \log p(z_1, x_1, \theta)p(z_2, x_2, \theta) - \frac{1}{2} \sum_{i=1}^{2} \log p(z_i|x_i, \theta) \right], \] (9)

Assuming independence, the second term in Equation 9 can be expressed as:

\[ \log p(z_1, x_1, \theta)p(z_2, x_2, \theta) = \log p(z_1, z_2, x_1, x_2, \theta). \] (10)

With dataset sampling, Equation 9 can be rewritten as Equation 7. The second term in Equation 7 resembles the mutual information (MI): \( I(z_1; z_2|x_1, x_2, \theta) \). Maximizing the MI between the representations of \( x_1 \) and \( x_2 \) regularizes the choice of model parameters \( \theta \). In Figure 2, for example, the network is encouraged to find the representations of two views of the same cat, such that the shared information between \( z_1 \) and \( z_2 \) is maximized. This could be finding the common features such as presence of whiskers, fur, sharp eyes, short nose, etc.

The third term in Equation 7 can be rewritten as \( \frac{1}{2} \mathbb{E} \log p(\theta) \) since the model parameters can be assumed to be independent from the input distribution. This term can be represented by \( L2 \) weight regularization. The first term of Equation 7 can be optimized by the standard cross entropy loss function as discussed earlier in this section. Therefore, the total loss function can be written as Equation 7.

### 4. Experimental Results

To validate our hypothesis, we first reproduced different data augmentation results. Then, we applied AgMax to verify if the model generalization will improve.

To arrive at a fair comparison, we looked for the common evaluation protocols among the data augmentation algorithms under study starting with datasets and encoders or backbone networks. CIFAR10, CIFAR100 and ImageNet datasets are commonly used. We included Speech Commands Dataset as evaluated by MixUp. Except for CutOut, all methods used ResNet50 as the backbone network on ImageNet. We included WideResNet28-10 and WideResNet40-2 as used by AutoAugment, RandAugment, and MixUp on CIFAR10, and CIFAR100. Lastly, we trained VGG11 and LeNet5 on Speech Commands Dataset as done in MixUp.

However, an analysis of published experiments revealed that it is difficult to make a fair comparison of scores produced by different data augmentation algorithms due to a lack of consistent evaluation protocol. For example, on ImageNet dataset, the ResNet50 model was trained for epochs \( ep=90 \) and \( 200 \), \( lr=0.4, bs=1 \), \( 024 \) in MixUp, and \( ep=300, lr=0.1, bs=256 \) in CutMix. It leads to an unfair comparison since the performance of ResNet varies with the number of epochs, batch size, and learning rate settings. To address these issues, we formulated a common training condition. Then, we reproduced the reported scores. In the following subsections, we discuss the details of the uniform experimental setup that we used for each model and dataset. Whenever possible, we implemented the settings in the published literature or official code implementations.

A further examination of published experiments showed that policy-based methods are seldom evaluated with complementary regional dropout algorithms. For example, AutoAugment has demonstrated that it can achieve better results with CutOut but its use with other regional dropout algorithms was not fully exploited. In the Published Results section of Table 2, only 58% of the evaluation space has data. In our experiments, combinations of complementary data augmentation algorithms were also examined. This enabled us to see the big picture of the evaluation space.

To arrive at the results in Tables 2 and 3, all models were trained from scratch using random seeds for at least 3 times with and without AgMax. The best test scores in each run were averaged for the evaluation reporting. We used the default parameter initialization in PyTorch but we observed improvement in performance if a higher entropy Gaussian distribution is used in AgMax. For the MI loss function, \( \lambda = -1 \) in our experiments.
From Tables 2 and 3 and Figure 5, we make the following general observations:

1. AgMax consistently improves the performance of all data augmentation algorithms either as a standalone or in combination with other methods. For ResNet50 (90 epochs ImageNet in Figure 3) and LeNet5 (30 epochs Speech Commands in Table 3), only AgMax achieves significant generalization improvements.

2. There is no data augmentation algorithm, separately or in combination with AutoAugment and/or AgMax that can outperform all other methods in all datasets, models, and training conditions. This means that there is no single superior data augmentation method among the techniques that we evaluated.

3. AutoAugment improves the performance of baseline and regional dropout algorithms. Exceptions are on ResNet50 at 90 epochs and on CutMix at 270 epochs. Both configurations were not explored in their original papers.

4. Similar to policy-based methods, AgMax can be applied as an add-on regularizer to improve model generalization. This simplifies the overall optimization process.

4.1. CIFAR10 and CIFAR100

Both CIFAR10 and CIFAR100 datasets have 60,000 real-world color images of size 32 × 32 pixels. Both datasets have train-test split of 50,000-10,000. CIFAR10 has 10 classes while CIFAR100 is made of 100 classes.

All regularization methods were evaluated after training WideResNet28-10 and WideResNet40-2 models with an initial learning rate of 0.1 for 200 epochs using cosine learning rate decay, batch size of 128, and SGD optimizer with weight decay of $5e^{-4}$. The standard data augmentation is made of random cropping of 32 × 32 pixels with padding size of 4 pixels, random horizontal flipping, and normalization. CutOut size is 16 × 16 pixels. MixUp has $\alpha=1$. CutMix probability is 0.5 with Beta distribution of $\alpha=1$.

Table 2 shows that 2 out of 4 model and dataset configurations, CutMix+AA+AgMax is the top performing. The rest is split between CutOut+AA+AgMax and MixUp+AA+AgMax.

4.2. ImageNet

The ILSVRC ImageNet dataset has 1.2M real-world color images made of 1,000 classes for training. The validation set has 50,000 color images. The standard image processing includes resizing, cropping to 224 × 224 pixels, random horizontal flipping, color jitter, lighting, and normalization.

All data augmentation methods were evaluated after training a ResNet50 network for 90 and 270 epochs. The initial learning rate is 0.1. The optimizer is SGD with a weight decay of $1e^{-4}$. The learning rate is reduced by a factor of 0.1 at 30, 60, and 80 epochs during the 90 epochs training and 75, 150, and 225 epochs during the 270 epochs training. Batch size is 256. CutOut size is 112 × 112 pixels as used in CutMix paper. MixUp has $\alpha=0.2$. CutMix probability is 1.0 with Beta distribution of $\alpha=1$.

Table 2 and Figure 3 show that when ResNet50 is trained for 90 epochs, MixUp+AgMax is the best performing method while CutMix+AA+AgMax is the top performing algorithm for 270 epochs. When only one regularizer is combined with the standard data augmentation, only AgMax has a significant positive gain in accuracy and therefore has the highest performance in 90 epochs.

4.3. Speech Commands Dataset

Google Speech Commands Dataset contains 64,727 30-class utterances from 1,881 speakers. Each single-word utterance such as yes, no, up, or down is about one-second long. The standard audio signal preprocessing includes random amplitude, pitch, and speed adjustment, stretching, time shifting, and addition of background noise. The audio signals are converted into 32 × 32 mel spectrogram input data.

Table 2 data augmentation methods were evaluated after training LeNet5 and VGG11 for 30 epochs. The initial learning rate is 0.003 and adjusted by a factor of 0.1 after every 10 epochs for LeNet5 and 15 epochs for VGG11. The optimizer is Adam with a weight decay of $5e^{-4}$ for LeNet5 and $1e^{-4}$ for VGG11. The settings in CIFAR10/100 for CutOut, MixUp, and CutMix are used.

Table 3 shows that CutOut+AgMax is the best performing algorithm for LeNet5 and a tie between MixUp+AgMax and CutMix+AgMax for VGG11. Except for AgMax, we observed that when used as a standalone regularizer all data augmentation algorithms fail to improve the generalization of LeNet5.

4.4. Robustness

Robustness has been increasing in importance as we deploy deep learning models on safety-critical applications. Although the regularization methods that we evaluated are not consciously optimized for robustness, it is worth knowing how our different configurations perform under data corruption and adversarial attack. We evaluated our ResNet50 models trained for 270 epochs using a comprehensive data corruption suite called ImageNet-C. For the adversarial white-box attack, we subjected our trained models under Fast Gradient Sign Method (FGSM).

The mean Corruption Error (mCE) in Table 4 is normalized with respect to AlexNet performance on ImageNet as proposed by Hendrycks et al. Table 4 confirms the MixUp robustness study by Zhang et al. In many cases, AutoAugment and AgMax further improve
the corruption robustness of MixUp. The results show that while configurations with CutMix have low generalization errors, they perform poorly in terms of corruption robustness. To get an idea on how the best performing method MixUp+AA+AgMax fares in comparison with algorithms that are optimized for robustness, we borrowed the online leaderboard of Hendrycks et al. [19] as shown in Table 5. The performance of MixUp+AA+AgMax is competitive with the SOTA.

Table 6 shows that increasing the adversary strength \( \epsilon \) on the validation set, AgMax generally improves the robustness of all pre-trained models by a wide margin. Similar to corruption robustness results, configurations that have good performance have MixUp in common. CutMix is also exhibiting robustness against FGSM. On the average, MixUp+AA+AgMax is also the best performing against adversarial attack.

4.5. Slower Training

Normalized to Standard model training time, AgMax incurs a performance penalty of about 1.7× mainly due to the computation of the agreement between 2 positive samples.
Table 7. Top-1% accuracy on CIFAR100 of WideResNet40-2 trained for 200 epochs using different agreement functions: MI, MSE, KL-divergence and cross-entropy (CE).

| Function | MI | MSE | KL | CE |
|----------|----|-----|----|----|
| Standard | 77.4 | 77.5 | 77.3 | 77.4 |
| CutOut   | 79.2 | 80.0 | 78.9 | 79.2 |
| MixUp    | 79.5 | 78.7 | 79.7 | 79.3 |
| CutMix   | 80.0 | 80.1 | 80.0 | 80.0 |

| Function | MI | MSE | KL | CE |
|----------|----|-----|----|----|
| AA       | 79.2 | 79.6 | 79.0 | 79.0 |
| CutOut+AA| 81.1 | 81.2 | 81.1 | 80.9 |
| MixUp+AA | 80.7 | 80.1 | 80.5 | 80.5 |
| CutMix+AA| 81.3 | 80.8 | 81.2 | 80.9 |

Table 8. Top-1% accuracy on ImageNet of ResNet50 trained for 90 epochs using different agreement functions: MI, MSE and KL-divergence.

| Model     | Standard | CO+AA | MU+AA | CM+AA |
|-----------|----------|-------|-------|-------|
| RN101     | 78.1     | 79.2  | 79.8  | 80.7  |
| RX200     | 68.8     | 70.1  | 65.6  | 63.5  |
| RY400     | 74.3     | 75.0  | 71.4  | 70.6  |
| ENB0      | 75.3     | 75.7  | 72.3  | 71.7  |

Table 9. Top-1% accuracy on ImageNet using ResNet101 (RN101) for 270 epochs, RegNetX200MF (RX200), RegNetY400MF (RY400) and EfficientNet-B0 (ENB0) all for 100 epochs as done in [35]. Legend: Standard (Stan), AgMax-MI (AM), AutoAugment (AA) and CutMix (CM). ENB0-AM is AgMax-MSE.

4.6. Other Agreement Functions

Other agreement functions can be used in place of MI. Table 7 shows the comparison among MI, MSE, KL-divergence and CE on CIFAR100. In self-supervised learning, BYOL uses MSE while CE is the loss function in DINO. KL-divergence is also utilized since it is a good distance measure between two probability distributions. Table 7 shows that MSE is the best performing agreement function on Standard, CutOut, CutMix and AA. KL excels on MixUp. MI is the top performing method on MixUp+AA and CutMix+AA and has the highest overall performance. Table 8 shows that an ablation study on ResNet50, comparable results among MI, MSE and KL on MixUp and CutMix are observed. However, KL has a significantly lower performance on both MixUp+AA and CutMix+AA.

4.7. Other SOTA Models

Table 9 shows that other SOTA models benefit from AgMax. Large model such as ResNet101 gains +3.1% with CutMix+AA+AgMax. For RegNet [35] and EfficientNet [43], the use of AgMax improves the model accuracy. However, unlike in previous models, CutMix and AA perform poorly.

4.8. Object Detection and Instance Segmentation

Using the MMDetection framework [3], the performance of our pre-trained ResNet50 models on object detection and instance segmentation tasks on both PascalVOC [9, 8] and MS COCO datasets [31] can be evaluated. Table 10 shows that the backbone models pre-trained with AgMax consistently outperforms models without it. Similar to the results in robustness, models pre-trained with MixUp exhibit the best results in both detection and segmentation. Training Faster R-CNN [36] and Mask R-CNN [16] models uses the default MMDetection configurations with gradient clipping and $1\times$ schedule.

5. Conclusion

AgMax is a simple regularization technique that maximizes the agreement between the predictions of two positive samples. Empirical results demonstrated significant gains in performance on classification, object detection and segmentation.
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