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Abstract. This is an intuitive survey of extrinsic and intrinsic notions of convergence of manifolds complete with pictures of key examples and a discussion of the properties associated with each notion. We begin with a description of three extrinsic notions which have been applied to study sequences of submanifolds in Euclidean space: Hausdorff convergence of sets, flat convergence of integral currents, and weak convergence of varifolds. We next describe a variety of intrinsic notions of convergence which have been applied to study sequences of compact Riemannian manifolds: Gromov-Hausdorff convergence of metric spaces, convergence of metric measure spaces, Intrinsic Flat convergence of integral current spaces, and ultralimits of metric spaces. We close with a speculative section addressing possible notions of intrinsic varifold convergence, convergence of Lorentzian manifolds and area convergence.

1. Introduction

The strong notions of smoothly or Lipschitz converging manifolds have proven to be exceptionally useful when studying manifolds with curvature and volume bounds, Einstein manifolds, isospectral manifolds of low dimensions, conformally equivalent manifolds, Ricci flow and the Poincare conjecture, and even some questions in general relativity. However many open questions require weaker forms of convergence that do not produce limit spaces that are manifolds themselves. Weaker notions of convergence and new notions of limits have proven necessary in the study of manifolds with no curvature bounds or only lower bounds on Ricci or scalar curvature, isospectral manifolds of higher dimension, Ricci flow through singularities, and general relativity. Here we survey a variety of weaker notions of convergence and the corresponding limit spaces covering both well established concepts, newly discovered ones and speculations.
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We begin with the convergence of submanifolds of Euclidean space as there is a wealth of different weak kinds of convergence that mathematicians have been applying for almost a century. Section 2.1 covers the Hausdorff convergence of sets, Section 2.2 covers Federer-Fleming’s flat convergence of integral currents, and Section 2.3 covers Almgren’s weak convergence of varifolds. Each has its own kind of limits and preserves different properties. Each is useful for exploring different kinds of problems. While Hausdorff convergence is most well known in the study of convex sets, flat convergence in the study minimal surfaces and varifold convergence in the study of mean curvature flow, each has appeared in diverse applications. Keep in mind that these are extrinsic notions of convergence which depend upon how a manifold is located within the extrinsic space.

It is natural to believe that each should have a corresponding intrinsic notion of convergence which should prove useful for studying corresponding intrinsic questions about Riemannian manifolds which do not lie in a common ambient space. The second section vaguely describes some of these intrinsic notions of convergence with pictures illustrating key examples. Section 3.1 covers Gromov-Hausdorff convergence of metric spaces which is an intrinsic Hausdorff distance, Section 3.2 covers various notions of convergence of metric measure spaces, Section 3.3 covers the intrinsic flat convergence on integral current spaces, and Section 3.4 covers the weakest notion of all: ultralimits of metric spaces. Illustrated definitions and key examples will be given for each kind of convergence. This survey is not meant to provide a thorough rigorous definition of any of these forms of convergence but rather to provide the flavor of each notion and direct the reader to further resources.

The survey closes with speculations on new notions of convergence: Section 4.1 describes difficulties arising when attempting to define an intrinsic varifold convergence. Section 4.2 describes the possible notion of area convergence and area spaces. Section 4.3 discusses the importance of weaker notions of convergence for Lorentzian manifolds. The author attempts to include all key citations of initial work in these directions.

The author apologizes for the necessarily incomplete bibliography and encourages the reader to consult mathscinet and the arxiv for the most recent results in each area. For some of the older forms of convergence entire textbooks have been written focussing on one application alone.

2. Converging Submanifolds of Euclidean Space

There are numerous textbooks written covering the three notions of extrinsic convergence we describe in this section. Textbooks covering all three notions include [48] and [45]. Morgan’s text providing pictures and overviews of proofs with precise references to theorems and proofs in Federer’s classic text [28]. The focus is on minimal surface theory. Another source with many pictures and intuition regarding Plateau’s problem, is Almgren’s classic textbook [6]. Lin-Yang’s textbook [45] covers a wider variety of applications and
provides a more modern perspective incorporating recent work of Ambrosio-Kirchheim. An excellent resource on varifolds is Brakke’s book [11] which is freely available on his webpage. Simon’s classic text [57] is another indispensable resource.

2.1. Hausdorff Convergence of Sets

The notion of Hausdorff distance dates back to the early 20th century. Here we define it on an arbitrary metric space, \((Z, d_Z)\), although initially it was defined on Euclidean space. The Hausdorff distance between subsets \(A_1, A_2 \subseteq Z\) is

\[
d_H^2(A_1, A_2) := \inf \left\{ R : A_1 \subseteq T_R(A_2), \ A_2 \subseteq T_R(A_1) \right\},
\]

where \(T_r(A) := \{ y : \exists x \in A \text{ s.t. } d_Z(x, y) < r \}\). We write \(A_j \xrightarrow{H} A\) iff \(d_H^2(A_j, A) \to 0\).

![Figure 1. Hausdorff Convergence](image)

In Figure 1, we see two famous sequences of submanifolds converging in the Hausdorff sense. The sequence \(A_i\) are tori which converge to a circle \(A\), depicting how a sequence may lose both topology and dimension in the limit. Sequence \(B_i\) of jagged paths in the \(yz\) plane converges to a straight segment, \(B\), in the \(y\) axis. Notice that \(L(B_i) = \sqrt{2}\) while \(L(B) = 1\). In addition to a sudden loss of length under a limit, we lose all information about the derivative (much like a \(C_0\) limit). In fact one may construct a sequence of jagged curves that converge in the Hausdorff sense to the nowhere differentiable Weierstrass function.

One property which is preserved by Hausdorff convergence is convexity. For this reason, Hausdorff convergence has often been applied in the study of convex subsets of Euclidean space.

In 1916, Blaschke proved that if a sequence of nonempty compact sets \(K_i\) lie in a ball in Euclidean space, then a subsequence converges in the Hausdorff sense to a nonempty compact set [9]. If the sets are connected, then their limit is connected. Path connectedness, however, is not preserved as can be seen by a sequence approaching the well known set:

\[
\{(x, \sin(1/x)) : x \in (0, 1]\} \cap \{(0, y) : y \in [-1, 1]\}.
\]
Dimension and measure are also not well controlled. The $k$ dimensional Hausdorff measure of a set $X$ is defined by covering $X$ with countable collections of sets $C_i$ of small diameter:

$$H_k(X) := \lim_{r \to 0} \inf \left\{ \sum_{i=1}^{\infty} \alpha(k) \left( \frac{\text{diam}(C_i)}{2} \right)^k : X \subset \bigcup_{i=1}^{\infty} C_i, \, \text{diam}(C_i) < r \right\}$$

where $\alpha(k)$ is the volume of a unit ball of dimension $k$ in Euclidean space.

For a beautiful exposition of this notion see [48]. When $X$ is a submanifold of dimension $k$, then $H_k(X)$ is just the $k$ dimensional Lebesgue measure: when $k = 1$ it is the length, when $k = 2$ it is the area and so on.

The Hausdorff dimension of a set, $X$, is

$$H_{\text{dim}}(X) := \inf\{k \in (0, \infty) : H_k(X) = 0\}.$$  \hfill (3)

A compact $k$-dimensional submanifold, $M^k$, has $H_{\text{dim}}(M) = k$. Notice that in Figure 1 $H_{\text{dim}}(A_j) = 2$ while $H_{\text{dim}}(A) = 1$. It is also possible for the dimension to go up in the limit. In Figure 2 $H_{\text{dim}}(Y_j) = 2$ while $H_{\text{dim}}(Y) = 3$. It is also possible for a sequence of 1 dimensional submanifolds, to converge to a space of fractional dimension like the von Koch curve. Such a sequence of curves must have length diverging to infinity.

In fact, if $X_j$ have uniformly bounded length, $H_1(X_j) < C$, and $X_j$ converge to $X$ in the Hausdorff sense, then

$$H_1(X) \leq \liminf_{j \to \infty} H_1(X_j).$$  \hfill (4)

Note that the sequence $B_j$ depicted in Figure 1 has $H_1(B_j) = \sqrt{2}$ for all $j$, but $H_1(B) = 1$, so lower semicontinuity is the best one can do. This is not true for higher dimensions as can be seen in Figure 2 where $\lim_{j \to \infty} H_2(Y_j) = 1$ yet $H_2(Y) = \infty$.

Figure 2 depicts a famous example of “a disk with splines” described in Almgren’s text on Plateau’s problem [6]. In Plateau’s problem one is given a closed curve and is asked to find the surface of smallest area spanning that curve. In this example, the sequence of smooth surfaces, $Y_j$, have a common boundary, $\partial Y_j = \{(x, y, 0) : x^2 + y^2 = 1\}$ which is a given closed curve, and the area of the $Y_j$ is approaching the minimal area filling that circle. However the sequence does not converge in the Hausdorff sense to the flat disk, $D^2$, which is the solution to the Plateau problem for a circle. Instead, due to
the many splines, the sequence converges in the Hausdorff sense to the solid cylinder. The disk with many splines example convinced mathematicians that the Hausdorff distance was not useful in the study of minimal surfaces. New notions of convergence had to be defined.

2.2. Flat Convergence of Integral Currents

Federer and Fleming introduced the notion of an integral current and the flat convergence of integral currents to deal with examples like the disk with many splines depicted in Figure 2. When viewed as integral currents, the submanifolds depicted in that figure converge in the flat sense to the disk. All the splines disappear in the limit.

A current, $T$, is a linear functional on smooth $k$ forms. Any compact oriented submanifold, $M$, of dimension $k$ with a smooth compact boundary, may be viewed an a $k$ dimensional current, $T$, defined by

$$T(\omega) := \int_M \omega. \quad (5)$$

Notice that in Figure 2 we have

$$\lim_{j \to \infty} \int_{Y_j} \omega = \int_{D^2} \omega \quad (6)$$

for any smooth differentiable 3 form, $\omega$. So, viewed as currents, $Y_j$ converge weakly to the flat disk $D^2$.

Federer-Fleming proved that any sequence of compact $k$ dimensional oriented submanifolds, $M_j$, in a disk in Euclidean space, with a uniform upper bound on $\mathcal{H}^k(M_j) \leq V_0$ and a uniform upper bound on $\mathcal{H}^{k-1}(\partial M_j) \leq A_0$, has a subsequence which converges when viewed as currents in the weak sense. The limit is an “integral current”.

An integral current, $T$, is a current with a canonical set, $R$, and a multiplicity function $\theta$. The canonical set $R$ is countably $\mathcal{H}^k$ rectifiable, which means it is contained in the image of a countable collection of Lipschitz maps, $\varphi_i : E_i \to R$ from Borel subsets, $E_i$, of $k$ dimensional Euclidean space. The multiplicity function $\theta$ is an integer valued Borel function. We define

$$T(\omega) := \int_R \theta \omega = \sum_{i=1}^{\infty} \int_{E_i} \theta \circ \varphi_i \varphi_i^* \omega. \quad (7)$$

It is further required that an integral current have finite mass

$$M(T) := \int_R \theta \, d\mathcal{H}^k \quad (8)$$

and that the boundary, $\partial T$, defined by $\partial T(\omega) := T(d\omega)$ have finite mass, $M(\partial T) < \infty$. Note that Federer-Fleming and Ambrosio-Kirchheim proved
this implies that $\partial T$ also has a rectifiable canonical set although it is one dimension lower than the dimension of $T$.\footnote{See \cite{48} and \cite{45} for more details. Note there are slight differences in the definition as \cite{48} follows Federer-Fleming \cite{29}, while \cite{45} follows the newer version introduced by Ambrosio-Kirchheim \cite{7}.}

When a submanifold $M$ is viewed as an integral current $T$, then $M$ itself is the canonical set, it has multiplicity 1, the boundary, $\partial T$, is just $\partial M$ viewed as an integral current and the mass, $M(T)$, is just the volume of $M$.

Also included as a $k$ dimensional integral current is the 0 current. In Figure 1 the sequence $A_j$ may be viewed as integral currents. They converge in the weak sense as integral currents to the 0 current. More generally, if $\mathcal{H}^k(M_j)$ decreases to zero, then the weak limit of the $k$ dimensional submanifolds $M_j$ viewed as integral currents is also the 0 current. In fact, whenever $M_j$ have a uniform upper bound on $\mathcal{H}^k(M_j)$ and $M_j = \partial N_j$ where $\mathcal{H}^{k+1}(N_j) \to 0$, then $M_j$ viewed as integral currents also converge weakly to the 0 current. The sequence $A_j$ depicted in Figure 1 are the boundaries of solid tori whose volumes decrease to 0. It was not actually necessary that their areas decrease to 0. This idea of filling in the manifold to assess where it converges makes it much easier to see the limits of integral currents and leads naturally to the following definition.

The flat distance between two $k$ dimensional integral currents, $T_1$ and $T_2$, is defined by

$$d_F(T_1, T_2) = \inf \left\{ M(A) + M(B) : \text{int curr } A, B \text{ s.t. } A + \partial B = T_1 - T_2 \right\}, \tag{9}$$

where the infimum is taken over all $k$ dimensional integral currents, $A$, and all $k + 1$ dimensional integral currents, $B$.\footnote{See prior footnote.}

In the figure to the right we see a choice of $A$ with small area that looks like a catenoid, and then we fill in the space between the flat disk $T_2$ and the disk with many splines, $T_1$, to define $B$. If the surface with the splines actually shares the same boundary with the disk (as it does in Figure 2), then we can take $A$ to be the 0 current and $B$ just to be a filling (the region in between them). It is easy to see that the sequence of manifolds $Y_j$ depicted in Figure 2 converges to the disk $D^2$ using the flat distance.

In Figure 1 the sequence $B_j$ viewed as 1 dimensional integral currents, $T_j$, converges to the Hausdorff limit $B$ viewed as a one dimensional current, $T$ (as long as they are given the same orientation left to right). Here $T_j - T$ is again a cycle and we can find surfaces viewed as 2 dimensional currents, $S_j$, such that $\partial S_j = T_j - T$ whose areas, $M(S_j)$, converge to 0.
Federer-Fleming proved that when a sequence of integral currents has a uniform upper bound on mass and on the mass of their boundaries, then they converge weakly iff they converge with respect to the flat distance. Their compactness theorem can now be restated as follows: if $T_j$ is a sequence of $k$ dimensional integral currents supported in a compact subset with $M(T_j) \leq V_0$ and $M(\partial T_j) \leq A_0$ then a subsequence converges in the flat sense to an integral current space.

One of the beauties of this theorem is that the limit space is rectifiable with finite mass, and in fact the mass is lower semicontinuous. This makes flat convergence an ideal notion when studying Plateau’s problem. The limit integral current has the same boundary as the sequence and minimal area.

In addition integral currents have a notion of an approximate tangent plane, which exists almost everywhere and is a subspace of the same dimension as the current. When $M$ is a submanifold, this approximate tangent plane is the usual tangent plane and exists everywhere inside $M$. In 1966 Almgren was able to apply the strong control on the approximate tangent planes to obtain even stronger regularity results for the limits achieved when working on Plateau’s problem [4]. The limit space ends up having multiplicity 1. In general the limit space may have higher multiplicity or regions with higher multiplicity [Figure 3], which we will discuss in more detail later.

In 1999, Ambrosio-Kirchheim extended the notion of an integral current from Euclidean space to arbitrary metric spaces, proving the existence of a solution to Plateau’s problem on Banach spaces [7]. A key difficulty was that on a metric space, $Z$, there is no notion of a differential form. They applied a notion of DeGiorgi [27], replacing a $k$ dimensional differential form like $\omega = f dx_1 \wedge dx_2 \wedge \cdots \wedge dx_k$ with a $k+1$ tuple, $\omega = (f, x_1, x_2, ... x_k)$, of Lipschitz functions satisfying a few rules, including $d\omega := (1, f, x_1, x_2, ... x_k)$.

An integral current, $T$, is defined as a linear functional on $k+1$ tuples using a rectifiable set, $R$, and a multiplicity function, $\theta$, so that as in (7), we have

$$T(\omega) := \sum_{i=1}^{\infty} \int_{E_i} \theta \circ \varphi_i \varphi_i^* \omega. \quad (10)$$

where $\varphi_i^* \omega := f \circ \varphi d(x_1 \circ \varphi) \wedge d(x_2 \circ \varphi) \wedge \cdots \wedge d(x_k \circ \varphi)$ is defined almost everywhere by Rademacher’s Theorem. They can then define mass exactly as in [8] and boundary exactly as before as well. They require integral currents to have bounded mass and their boundaries to have bounded mass.

Ambrosio-Kirchheim prove that if $T_j$ are integral currents in a compact metric space and $M(T_j) \leq V_0$ and $M(\partial T_j) \leq A_0$ then a subsequence converges in the weak sense to an integral current. Furthermore the mass is lower semicontinuous. There is also a notion of an approximate tangent plane, however, here the approximate tangent plane is a normed space. The norm is defined using the metric differential described in earlier work by Korevaar-Schoen on harmonic maps and also by Kirchheim on rectifiable space [44][42].

\[3\]See [7] or [62] for the precise definition.
Wenger extended the class of metric spaces $Z$ which have a solution to Plateau’s problem and defined a flat distance exactly as in [9]. We will use the notation $d^Z$ for the flat distance in $Z$ to be consistent with $d^H$ denoting the Hausdorff distance in $Z$. He proved that on this larger class of spaces, which includes Banach spaces, when $M(T_j) \leq V_0$ and $M(\partial T_j) \leq A_0$ then $T_j$ converge weakly to $T$ iff $T_j$ converges in the flat sense to $T$ [69][70]. Recall that by Rademacher’s Theorem, any separable metric space, $Z$, isometrically embeds into a Banach space, $W$, so we can always study the convergence of integral currents in $Z$ using the flat distance of the push forwards of the currents in Banach space, $d^W$. If $\varphi : Z \rightarrow W$, then the push forward of a current $T$ in $Z$, is a current $\varphi_* T$ in $W$ defined by $\varphi_* T (f, x_1, \ldots, x_k) := T (f \circ \varphi, x_1 \circ \varphi, \ldots, x_k \circ \varphi)$.

Another extension of the notion of integral currents is that of the $Z_n$ integral currents where the multiplicity function takes values in $Z_n$. This was introduced by Fleming [32] and has been extended to arbitrary metric spaces by Ambrosio and Wenger [8]. One application for this notion is the study of minimal graphs (c.f. [6]). To understand this better we will go over an example using Federer-Fleming’s notation.

In Figure 3, the sequence of embedded curves $C_i$ converges in $C^1$ to a limit curve $C$ which is not embedded. Viewed as 1 dimensional currents, $T_i$, they converge in the flat sense to $T$. It is perhaps easier to understand Figure 3 using weak convergence rather than flat convergence. Note that

$$T_i (f_1(x, y) dx + f_2(x, y) dy) = \int_0^1 (f_1 \circ C_i)(t) d(x \circ C_i) + (f_2 \circ C_i)(t) d(y \circ C_i)$$

converges to

$$T (f_1(x, y) dx + f_2(x, y) dy) = \int_0^1 (f_1 \circ C)(t) d(x \circ C) + (f_2 \circ C)(t) d(y \circ C)$$

Notice that $T$ has multiplicity 1 where $C$ does not overlap itself. It has multiplicity 2 on the segment $C$ covers twice in the same direction. The segment depicted with dashes where $C$ passes in opposite directions is not part of the canonical set of $T$ because the integration cancels there. If one uses $Z_n$ valued coefficients we get the same limit space for $n > 2$, but for $n = 2$ the doubled up segment disappears as well as the cancelled dashed segment.

![Figure 3. Doubling and Cancellation of Flat Limits](image)

The cancellation depicted in Figure 3 is problematic for some applications. Note that the same effect can occur in higher dimensions, by extending the curve to a sheet in $\mathbb{R}^3$. While often it is useful for thin splines to disappear
in the hopes of preserving dimension, canceling sheets which overlap with opposing orientations is not necessary to obtain a rectifiable limit space. This is seen using the notion of a varifold.

2.3. Weak Convergence of Varifolds

Varifolds were introduced by Almgren in 1964 [5]. Significant further work was completed by Allard in 1972 [3]. Almgren’s goal was to define a new notion of convergence for submanifolds which had rectifiable limit spaces and a notion of tangent planes for those limit spaces, but did not have the kind of cancellation that occurs when taking flat limits of integral currents. Under varifold convergence, the sequence of 1 dimensional manifolds depicted in Figure 3 converges to the rectifiable set with weight 1 everywhere including the dashed segment. There is no notion of orientation on the limit, but there are tangent planes almost everywhere.

A $k$ dimensional varifold is a Radon measure on $\mathbb{R}^N \times \Gamma(k,N)$ where $\Gamma(k,N)$ is the space of $k$ subspaces of Euclidean space, $\mathbb{R}^N$. A submanifold $M^k \subset \mathbb{R}^n$, may be viewed as the varifold, $V$, defined on any $W \subset \mathbb{R}^N \times \Gamma(k,N)$ as follows:

$$V(W) := \mathcal{H}^k (W \cap \{(x,T_xM) : x \in M \subset \mathbb{R}^n\}),$$

(11)

where $T_xM$ is the tangent space to $x$ translated to the origin.

A sequence of varifolds, $V_j$, is said to converge weakly to a varifold, $V$,

$$\int f dV_j \to \int f dV \quad \forall f \in C_0(\mathbb{R}^N \times \Gamma(k,N)).$$

(12)

For example, let us examine the sequence of curves $C_j$ which converge $C^1$ to the curve $C$ in Figure 3. They may be viewed as integral currents $V_j$,

$$V_j(W) = \mathcal{H}^1 (W \cap \{(C_j(t), \pm C_j'(t)/|C_j'(t)|) : t \in [0,1]\}),$$

(13)

where we view points in $\Gamma(1,2)$ as $\pm v$ where $v$ in a unit 2 vector. Then

$$\int f(x,v) dV_j = \int_0^1 f(C_j(t), \pm C_j'(t)/|C_j'(t)|) dt$$

(14)

converges to $\int_0^1 f(C(t), \pm C(t)/|C(t)|) dt = \int f(x,v) dV$ for the varifold $V$ defined by

$$V(W) := \int_0^1 \chi_W(C(t), \pm C'(t)/|C'(t)|) dt$$

(15)

where $\chi_W$ is the indicator function of $W$. This varifold corresponds to viewing the limit curve $C$ as having weight 1 on the segments where it doesn’t overlap itself and weight 2 on the segments where it does overlap. There is no cancellation. The dashed segment has weight 2.

Not all limit varifolds end up with tangent planes that align well with the rectifiable set as they do in [15]. If we examine instead the sequence $B_j$
in Figure 1 as a sequence of curves $C_j$ converging to a curve $C$, we see that the limit varifolds, $V$, has the form

$$V(W) := a \int_0^1 \chi_W(C(t), \pm av_1) dt + a \int_0^1 \chi_W(C(t), \pm av_2) dt$$

where $v_1 = (1, 1), v_2 = (-1, 1)$ and $a = \sqrt{2}/2$ because $C_j'(t)$ is always in the direction of $v_1$ or $v_2$. This effect was observed by Young and is discussed at length in [45]. Varifolds like $V$ are of importance but are not considered to be integral varifolds because $C_j(t)$ is unrelated to $v_1$ and $v_2$.

An integral varifold, $V$, is defined as a positive integer weighted countable sum of varifolds, $V_j$, which are defined by embedded submanifolds $M_j$ as in (11). While $V$ is a measure on $\mathbb{R}^N$, when $V$ is defined by a submanifold, $M$, then $||V||(A) = \mathcal{H}^k(A \cap M)$.

A $k$ dimensional varifold $V$ is said to have a tangent plane, $T \in \Gamma(k, N)$ with multiplicity $\theta \in (0, \infty)$ at a point $x \in \mathbb{R}^N$ if a sequence of rescalings of $V$ about the point $x$ converges to $\theta(x) T$. An integral varifold, $V$, has a tangent space $||V||$ almost everywhere on $\mathbb{R}^N$.

Varifolds do not have a notion of boundary. Instead a varifold, $V$, has a notion of first variation, $\delta V$, which is a functional that maps functions $f \in C_0^\infty(\mathbb{R}^N, \mathbb{R}^n)$ to $\mathbb{R}$. There is no room here to set up the background for a precise definition so we just describe $\delta V$ when $V$ is defined by a $C^2$ submanifold $M$ with boundary $\partial M$. In this case, $\delta V(f)$ is the first variation in the area of $M$ as it is flowed through a diffeomorphism defined by the vector field $f$:

$$\delta V(f) = -\int_M f(x) \cdot H(x) d\mathcal{H}^k(x) + \int_{\partial M} f(x) \cdot \eta(x) d\mathcal{H}^{k-1}(x)$$

where $H(x)$ is the mean curvature at $x \in M$ and $\eta(x)$ is the outward normal at $x \in \partial M$.

A varifold, $V$, is said to be stationary when $\delta V = 0$.

A varifold has bounded first variation if

$$||\delta V||(W) := \sup\{\delta V(f) : f \in C_0^\infty(\mathbb{R}^N, \mathbb{R}^n), |f| \leq 1, \text{spt}(f) \subset A\} < \infty.$$  

When $V$ corresponds to a submanifold, $M$, as above, then

$$||\delta V||(W) = \mathcal{H}^{k-1}(W \cap \partial M) + \int_{W \cap M} |H(x)| d\mathcal{H}^n(x).$$

There is an isoperimetric inequality for varifolds.

Allard proved that if a sequence of integral varifolds, $V_j$, with a uniform bound on $||\delta V_j||(W)$ depending only on $W$, converges weakly to $V$, then $V$ is an integral varifold as well. In particular a weakly converging sequence of minimal surfaces, $M_j$, with a uniform upper bound on the length of their

---

5See [45] for a more precise definition.
6See [45] 6.2 for the full definition.
boundaries, $\partial M_j$, converges to an integral varifold. For more general submanifolds, one needs only uniformly control the volumes of the boundaries and the $L^1$ norms of the mean curvatures.

One key advantage of varifolds is that they have a notion of mean curvature defined using $\delta V$ and an integral similar to the one in [18]. This notion is used to define the Brakke flow, a mean curvature flow past singularities [11].

Recently White has set up a natural map, $F$, from integral varifolds to $\mathbb{Z}_2$ flat chains, which basically preserves the rectifiable set and takes the integer valued weight to a $\mathbb{Z}_2$ weight. Each $\mathbb{Z}_2$ flat chain corresponds uniquely to a $\mathbb{Z}_2$ integral current. He has proven that if a sequence of submanifolds, $M_j$ viewed as varifolds converge weakly to an integral varifold $V$ and satisfy the conditions of Allard’s compactness theorem, and if further $\partial M_j$ converge as $\mathbb{Z}_2$ integral currents, then $M_j$ viewed as $\mathbb{Z}_2$ integral currents converge to a $\mathbb{Z}_2$ integral current $T$ corresponding to $F(V)$. This is easily seen to be the situation for the sequence depicted in Figure 3 [12].

3. Intrinsic Convergence of Riemannian Manifolds

When studying sequences of Riemannian manifolds, $M_j$, the strongest notions of convergence require that $M_j$ be diffeomorphic to the limit space $M$ with the metrics, $g_j$, converging smoothly:

$$\exists \varphi_j : M \rightarrow M_j \text{ such that } \varphi_j^* g_j \rightarrow g.$$  
(21)

In this survey we are concerned with sequences of Riemannian manifolds which do not converge in such a strong sense. Here we describe a few weaker notions of convergence which allow us to better understand sequences which do not converge strongly. We begin with a pair of motivating examples.

The sequence of flat tori, $M_j = S^1_\pi \times S^1_\pi / j$, has volume converging to 0:

$$\text{vol}(M_j) = 2\pi (2\pi / j) \rightarrow 0.$$  
Sequences with this property are called collapsing sequences. They do not converge in a strong sense to a limit which is also a torus. Intuitively one would hope to define a weaker notion of convergence in which these tori converge to a circle. Examples like this lead to Gromov’s notion of an intrinsic Hausdorff convergence.

If one views Figure 2 as a sequence of Riemannian disks with splines, $M_j$, with the induced Riemannian metrics, they do not converge in a strong sense to a flat Riemannian disk. While they are diffeomorphic to the disk and the volumes are converging, $\text{vol}(M_j) \rightarrow \text{vol}(D^2)$, the metrics do not converge smoothly. Examples like this lead to the notion of intrinsic flat convergence.

In this section we first present Gromov-Hausdorff convergence, then metric measure convergence, then the intrinsic flat convergence and finally, weakest of all, the notion of an ultralimit. We include a few key examples, applications and further resources for each notion.
3.1. Gromov-Hausdorff Convergence of Metric Spaces

In 1981, Gromov introduced an intrinsic Hausdorff convergence for sequences of metric spaces [39]. A few excellent references are Gromov’s book [40], the textbook of Burago-Burago-Ivanov [15], Fukaya’s survey [36] and Bridson-Haefliger’s book [12].

The Gromov-Hausdorff distance is defined between any pair of compact metric spaces,

\[ d_{GH}(M_1, M_2) = \inf \left\{ d_Z(\varphi_1(M_1), \varphi_2(M_2)) : \text{isom } \varphi_i : M_i \to Z \right\} \]  \hspace{1cm} (22)

where the infimum is taken over all metric spaces, \( Z \), and all isometric embeddings, \( \varphi_i : M_i \to Z \). An isometric embedding, \( \varphi : X \to Z \), satisfies

\[ d_Z(\varphi(x_1), \varphi(x_2)) = d_X(x_1, x_2) \quad \forall x_1, x_2 \in X. \]  \hspace{1cm} (23)

We write \( M_i \xrightarrow{GH} X \) iff \( d_{GH}(M_j, X) \to 0 \). See Figure 4.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{gromov_hausdorff_convergence.png}
\caption{Gromov-Hausdorff Convergence}
\end{figure}

The sequences of Riemannian manifolds depicted in Figure 4 reveal a variety of properties that are not conserved under Gromov-Hausdorff convergence. The first sequence \( A_j \) are the flat tori \( S^1_\pi \times S^1_{\pi/j} \) converging to a circle \( A = S^1_\pi \). To see this one takes the common space \( Z_j = A_j \) and isometrically embeds \( A \) into \( Z_j \) so that

\[ d_{GH}(A_j, A) \leq d_Z^j(A_j, \varphi_j(A)) = \pi/(2j) \to 0. \]  \hspace{1cm} (24)
Here we see the topology and Hausdorff dimension may decrease in the limit.

Note that if $M_1$ and $M_2$ are compact then $d_{GH}(M_1, M_2) = 0$ iff $M_1$ and $M_2$ are isometric. The Gromov-Hausdorff distance between $M_1$ and $M_2$ is almost 0 iff there is an almost isometry $f : M_1 \to M_2$ satisfying

$$|d_1(x, y) - d_2(f(x), f(y))| < \epsilon$$

and $M_2 \subset T_\epsilon(f(M_1)).$ (25)

Note that an almost isometry need not be continuous. In Figure 4 it is easy to construct $\epsilon_j$ almost isometries, $\varphi_j : B \to B_j$, such that $\epsilon_j \to 0$ and conclude that $B_j \xrightarrow{GH} B$. This example reveals that the Gromov-Hausdorff limit of a sequence of Riemannian manifolds may not be a Riemannian manifold.

Gromov-Hausdorff limits of Riemannian manifolds are geodesic metric spaces. This means that the distance between any pair of points is equal to the length of the shortest curve between them. The shortest curve exists and is called a minimal geodesic. As in Riemannian geometry, a curve $\gamma$ is called a geodesic if for every $t$, there is an $\epsilon > 0$ such that $\gamma$ restricted to $[t - \epsilon, t + \epsilon]$ is a minimal geodesic.

In the third sequence of Figure 4, $C_j$ are also the boundaries of increasingly thin tubular neighborhoods. The limit, $D$, is the Hawaii Ring, a metric space of infinite topological type that has no universal cover. For more about the topology of Gromov-Hausdorff converging sequences of manifolds see [60] [61] and [54].

In the last sequence of Figure 4, $D_j$ are the smoothed boundaries of increasing thin tubular neighborhoods of increasingly dense grids. They converge to a square $D = [0, 1] \times [0, 1]$. The metric on the square is the taxicab metric (also called the $l_1$ metric):

$$d_C((x_1, y_1), (x_2, y_2)) := |x_1 - x_2| + |y_1 - y_2|. \quad (26)$$

This is easiest to see by showing the $D_j$ are Gromov-Hausdorff close to their grids and that the grids converge to the taxicab square.

Gromov proved that sequences of Riemannian manifolds, $M_j$, with uniform upper bounds on their diameter and on the number, $N(r)$, of disjoint balls of radius $r$ have subsequences which converge in the Gromov-Hausdorff sense to a compact geodesic space, $Y$. Conversely, when $M_j$ converge to a compact $Y$, $N(r)$ is uniformly bounded. Consequently, if one views the sequence of disks with splines depicted in Figure 2 as Riemannian manifolds (with the intrinsic distance), the sequence does not converge in the Gromov-Hausdorff sense: a ball of radius $1/2$ about the tip of a spline does not intersect with the a ball of radius $1/2$ about the tip of another spline. As the number of splines approaches infinity so does the number of disjoint balls of radius $1/2$.

By the Bishop-Gromov volume comparison theorem, sequences of manifolds, $M_j$, with uniform lower bounds on Ricci curvature and upper bounds on diameter satisfy these compactness criteria [39]. This includes, for example, the sequence of flat tori, $A_j$, in Figure 4 as well as any other collapsing

7 Alexandrov space geometers use the term “geodesic” to refer to a “minimal geodesic” and “local geodesic” to refer to a geodesic.
sequence of manifolds with bounded sectional curvature. This lead to a series of papers on the geometric properties of $M_j$ with uniformly bounded sectional curvature and $\text{vol}(M_j) \to 0$ by Cheeger-Gromov, Fukaya, Rong, Shioya-Yamaguchi and others \[35\] \[24\] \[25\] \[55\] \[56\] (c.f. \[53\] \[49\]). Collapsing Riemannian manifolds with boundary have been studied by Alexander-Bishop and Cao-Ge \[17\] \[1\] \[2\]. This collapsing theory is an essential component of Perelman’s proof of the Geometrization Conjecture using Hamilton’s Ricci flow \[49\] \[43\] \[16\].

In 1992, Greene-Petersen applied the notion of Gromov’s filling volume to find a lower bound on the volume of a ball in a Riemannian manifold with a uniform geometric contractibility function. A geometric contractibility function is a function $\rho : (0, r_0] \to (0, \infty)$ with $\lim_{r \to 0} \rho(r) = 0$ such that any ball $B_p(r) \subset M$ is contractible in $B_p(\rho(r)) \subset M$. Applying Gromov’s compactness theorem, one may conclude that a sequence $M_j$ with a uniform geometric contractibility function and a uniform upper bound on volume, has a subsequence that converges in the Gromov-Hausdorff sense to a compact metric space. Note that in this setting, volume is uniformly bounded below so the sequence is not collapsing \[37\]. The limits of such sequences of spaces have been studied by Ferry, Ferry-Okun, Schul-Wenger and Sormani-Wenger \[30\] \[31\] \[63\] and \[62\].

Noncollapsing sequences of Riemannian manifolds with Ricci curvature bounded from below were studied by Colding and Cheeger-Colding in their work on almost rigidity in which they weakened the conditions of well known rigidity theorems. One example of a rigidity theorem is the fact that if $M^m$ has Ricci $\geq (m - 1)$ and $\text{vol}(M^m) = \text{vol}(S^m)$ then $M^m$ is isometric to $S^m$. Colding proved a corresponding almost rigidity theorem which states that if $M^m$ has Ricci $\geq (m - 1)$ then $\forall \epsilon > 0, \exists \delta_{m, \epsilon} > 0$ such that $\text{vol}(M^m) \geq \text{vol}(S^m) - \delta_{m, \epsilon}$ implies $d_{GH}(M^m, S^m) < \epsilon$. For a survey of such almost rigidity theorems see \[26\] \[20\] and Section 8 of \[59\]. The proofs generally involve an explicit construction of an almost isometry using distance functions and solutions to elliptic equations on the Riemannian manifolds.

When a sequence of $M_j$ with uniform lower bounds on Ricci curvature does not collapse Cheeger-Colding proved the volume is continuous and the Laplace spectrum converges. Fukaya observed that when a sequence of Riemannian manifolds $A_i$ and $B_i$ with nonnegative Ricci curvature converging to the same limit space $A = B = [0, 1]$ with the standard metric. The eigenvalues converge to real numbers,

$$\lambda_i^A := \lim_{j \to \infty} \lambda_i(A_j) \text{ and } \lambda_i^B := \lim_{j \to \infty} \lambda_i(B_j) \quad (27)$$

but $\lambda_i^A \neq \lambda_i^B$. While $\lambda_i^B$ made sense as eigenvalues for $[0, 1]$, the other collection of numbers $\lambda_i^A$ did not. The alternating sequence $\{A_1, B_1, A_2, B_2, \ldots\}$ also converges in the Gromov-Hausdorff sense but the eigenvalues do not converge at all. \[33\].
This example disturbed Fukaya in light of the successful isospectral compactness theorems of Osgood-Phillips-Sarnak, Brooks-Perry-Petersen and Chang-Yang [52] [13] [18] all of which imposed stronger conditions on the manifolds and involved smooth convergence or even conformal convergence of the sequences. This lead to Fukaya’s notion of metric measure convergence.

3.2. Metric Measure Convergence of Metric Measure Spaces

In 1987, Fukaya introduced the first notion of metric-measure convergence. A sequence of metric measure spaces $(X_j, d_j, \mu_j)$ converge in the metric measure sense to a metric measure space $(X, d, \mu)$ if there is a sequence of $1/j$ almost isometries, $f_j : X_j \to X$, such that push forwards of the measures, $f_j \ast \mu_j$, converge weakly to $\mu$ on $X$. Recall that $\varphi \# \mu(A) := \mu(\varphi^{-1}(A))$.

In Figure 5, $A_j$ and $B_j$ are given probability measures, $\mu_{A_j}$ and $\mu_{B_j}$ proportional to $H^2$. Then $B_j$ converge in the metric measure sense to $[0, 1]$ with the standard metric and $\mu_B(W) = H^1(W)$. Meanwhile $A_j$ converge in the metric measure sense to $[0, 1]$ with the measure

$$\mu_A(W) := \int_W (2 - |2 - 4x|) \, dx.$$ (28)

Defining the Laplacian with respect to these measures, the spectrum for $(A, \mu_A)$ is $\{\lambda_i^A\}$ and the spectrum for $(B, \mu_B)$ is $\{\lambda_i^B\}$.  

Cheeger-Colding then proved that any sequence of compact Riemannian manifolds with uniform lower bounds on Ricci curvature endowed with a probability measure proportional to the Hausdorff measure, has a subsequence which converges in the metric measure sense. The measures on the limit space satisfy the Bishop-Gromov comparison theorem and are therefore doubling [21]. Sturm and Lott-Villani extended the notion of a Ricci curvature bound to general metric measure spaces using mass transport [64] [46] (c.f. [68]). Recently Topping and others have been developing a notion of Ricci flow on this larger class of spaces in hopes of defining Ricci flow through a singularity [66].

Figure 5. Metric Measure Convergence

8See [34] or [23] for more details.
Cheeger-Colding also prove a Poincare inequality on these limit spaces and deduced that the eigenvalues converge \[22, 23\]. They proved that the limit spaces of a sequence of Riemannian manifolds with uniform lower bounds on Ricci curvature also have a notion of tangent plane almost everywhere. The tangent plane at a point is found by rescaling the space \( Y \) outward and taking a pointed Gromov-Hausdorff limit. At many points, one does not get a unique limit under rescaling and the limits are not necessarily planes or cones. However they do exist at every point and are called tangent cones. Cheeger-Colding proved tangent cones are Euclidean planes almost everywhere. In fact they prove \( Y \) is a countably \( H^m \) rectifiable space and is a \( C^{1,\alpha} \) manifold away from the singularities. Key steps in the proof involve the Splitting Theorem and the Poincare inequality (c.f. [19]). There is an example where the limit space has infinite topological type so it isn’t a \( C^{1,\alpha} \) manifold [47]. However, at least the manifold has a universal cover unlike the Hawaii Ring depicted in Figure 4 [60].

It is also natural to study metric measure convergence without Ricci curvature bounds on the sequence of manifolds. As long as the measure is doubling one can apply Gromov’s compactness theorem. Sometimes the measure on the limit space is supported on a smaller set. This occurs for example for the sequence \( B_j \) of Figure 4. Viewed as a metric measure limit space, the limit space \( B \) has a measure which is supported on the two spheres.

In 1981, Gromov introduced \( \Box_\lambda \) convergence to handle this issue [40]. When \( \lambda = 1 \), the limit of the sequence of \( B_j \) is just the two spheres with the line segment removed. Basically, if \((Y, d, \mu)\) is the metric measure limit of a sequence, and if there is a ball such that \( \mu(B_y(r)) = 0 \) then \( y \) is removed from the space. This leaves us with a new, smaller limit space, \((\hat{Y}, d_{\hat{Y}}, \mu)\), which may no longer be connected. This process may be called “reduction of measure”. The spaces are then no longer close in the Gromov-Hausdorff topology.

In 2005, Sturm introduced a new distance between metric measure spaces which leads to such limits more naturally and also interacts well with mass transport notions mentioned above [65]. He uses the Wasserstein distance, \( W_p \), to measure the distance between measures in a set \( Z \) and defines an intrinsic Wasserstein distance using an infimum over all metric spaces \( Z \) and all isometric embeddings \( \varphi_i : X_i \to Z \):

\[
d_{W_p}((X_1, d_1, \mu_1), (X_2, \mu_2, d_2)) := \inf\{d_{W_p}(\varphi_1 \# \mu_1, \varphi_2 \# \mu_2)\}. \tag{29}
\]

Sturm proved convergence with respect to this distance is equivalent to Gromov’s \( \Box_1 \) convergence [65].

Villani recently defined an intrinsic Prokhorov distance replacing the Wasserstein distance of order \( p \) in [29] with the Prokhorov distance between measures. As convergence with respect to the Wasserstein distance and with respect to the Prokhorov distance agree with weak convergence, the intrinsic Prokhorov and intrinsic Wasserstein limits agree as well. He refers to these kinds of convergence as “measure convergence” Two metric measure spaces
are a zero distance apart with respect to these intrinsic measure distances iff there is a measure preserving isometry between them [68].

Villani also described “metric measure distances”. The Gromov-Hausdorff Wasserstein distance is defined: \( d_{W_p}(X_1, d_1, \mu_1, X_2, d_2, \mu_2) := \) 

\[
\inf \{ d_H(\varphi_1(X_1), \varphi_2(X_2)) + d_{W_p}(\varphi_1#\mu_1, \varphi_2#\mu_2) \},
\]

where the infimum is taken over all metric spaces \( Z \) and all isometric embeddings \( \varphi_i : X_i \rightarrow Z \). The Gromov-Hausdorff Prokhorov distance has the same formula replacing the Wasserstein distance by the Prokhorov distance between measures. Convergence with respect to these metric measure distances agrees with Fukaya’s metric measure convergence. The advantage of having multiple distances is that one may be easier estimate than another [68].

A sequence of metric measure spaces with doubling measures has a converging subsequence and the metric measure limit agrees with the measure limit of a sequence [68]. Any sequence of Riemannian manifolds with lower bounds on their Ricci curvature satisfies the doubling condition by the Bishop-Gromov volume comparison theorem. The sequence of \( B_j \) in Figure 4 does not, as the metric measure and measure limits do not agree.

Despite the immense success in applying these definitions of convergence to study manifolds with Ricci curvature bounds, there has been a need to introduce a weaker form of convergence to study sequences of manifolds which do not satisfy these strong conditions. Mathematicians studying manifolds with scalar curvature bounds and those interested only in sequences with an upper bound on volume and diameter without curvature bounds, need a weaker version of convergence. In particular, geometric analysis related to cosmology and the study of the spacelike universe requires a weaker form of convergence.

An important example introduced by Ilmanen may be called the 3-sphere of many splines. It is a sequence of three dimensional spheres with positive scalar curvature whose volume converges to the volume of the standard three sphere, but has an increasingly dense set of thinner and thinner splines of “length” 1. Cosmologically, one may think of these splines as deep gravity wells. The sequence does not converge in the Gromov-Hausdorff sense because balls of radius \( 1/2 \) centered on the tip of each spline are disjoint and the number of such disjoint balls approaches infinity. This example naturally lead Sormani and Wenger to develop a notion of intrinsic flat convergence.

### 3.3. Intrinsic Flat Convergence of Integral Current Spaces

In 2008 Sormani and Wenger introduced the intrinsic flat distance between compact oriented Riemannian manifolds [63][62]: 

\[
d_F(M_1, M_2) := \inf \left\{ d_Z^F(\varphi_1#T_1, \varphi_2#T_2) : \text{isom } \varphi_i : M_i \rightarrow Z \right\}
\]

where the flat distance in \( Z \) is defined as in [9], the \( \varphi_i : M_i \rightarrow Z_i \) are isometric embeddings as in [23], and where \( T_i \) are defined by integration over \( M_i \) so
that \( \varphi_i \# T_i(f, x_1, \ldots x_k) = \)

\[
= T_i(f \circ \varphi_i, x_1 \circ \varphi_i, \ldots x_k \circ \varphi_i) = \int_{M_i} f \circ \varphi_i \ d(x_1 \circ \varphi_i) \wedge \cdots \wedge d(x_k \circ \varphi_i). \tag{32}
\]

One may immediately note that \( d_T(M_1, M_2) \leq \text{vol}(M_1) + \text{vol}(M_2) < \infty \) as we may always take the integral current \( A \) in (9) to be \( \varphi_1 \# T_1 - \varphi_2 \# T_2 \) and \( B = 0 \). The intrinsic flat distance is a distance between compact oriented Riemannian manifolds in the sense that \( d_T(M_1, M_2) = 0 \) iff there is an orientation preserving isometry between \( M_1 \) and \( M_2 \) \[62\].

Note that in practice it is often possible to estimate the intrinsic flat distance using only notions from Riemannian geometry. That is, if \( M^k \) and \( M^k \) isometrically embed into a Riemannian manifold \( N^{k+1} \) such that \( \partial N^{k+1} = \varphi_1(M^k) \cup \varphi_2(M^k) \) and the manifolds have been given an orientation consistent with Stoke’s theorem on \( N^{k+1} \), then \( d_T(M_1, M_2) \leq \text{vol}(N^{k+1}) \) This viewpoint makes it quite easy to see that Ilmanen’s 3 sphere of many splines example describes a sequence converging to the standard sphere. Note that one cannot just embed the sequence into four dimensional Euclidean space and take \( N^4 \) to be the flat region lying between the two spheres because such \( \varphi_i \) would not be isometric embeddings. Instead, one rotates each spline into half a thin 4 dimensional spline and glues it smoothly to a short \( S^3 \times [0, \epsilon_j] \) where \( \epsilon_j \) is “thinness” of the spline. This produces a four dimensional manifold \( N^4 \) with \( S^3 \) isometrically embedded as one boundary and the 3 sphere of many splines isometrically embedded as the other boundary. So the intrinsic flat distance between these two spaces is \( \leq \text{vol}(N^4) \) which is approximately \( \epsilon_j \text{vol}(S^3) \) plus the sum of the volumes of the four dimensional splines each of which is approximately \( \epsilon_j^3 \). See \[62\] for this example and many others.

The limit spaces are called integral current spaces, and are oriented weighted countably \( H^k \) rectifiable metric spaces. They have the same dimension as the sequence. They have a set of Lipschitz charts as well as a notion of an approximate tangent space. The approximate tangent space is a normed space whose norm is defined by the metric differential. The notion of the metric differential was developed in work of Korevaar-Schoen \[44\] and Kirchheim \[42\]. See \[62\] for a number of examples of limit spaces.

Integral current spaces are said to have a “current structure”, \( T \), defined by integration using the orientation and weight. One writes \((X, d, T)\). The current structure defines a mass measure \( ||T|| \). The points in \( x \) all have positive density with respect to this measure. These spaces have a notion of boundary coming from this current structure. The boundary is also an integral current space. \[7\]

An important integral current space is the 0 current space, and collapsing sequences of manifolds, \( \text{vol}(M_j) \to 0 \), converge to the 0 space. Notice that in Figure 4 the sequences \( A_j \), \( C_j \) and \( D_j \) all converge to 0 in the intrinsic

\[9\] See \[62\] for more details about the relationship between \( X \) and \( T \) and how to find the boundary.
flat sense. The sequence $B_j$ converges to a pair of spheres in the intrinsic flat sense where the limit does not include the line segment.

Most results about integral current spaces and intrinsic flat convergence are proven by finding a way to isometrically embed the entire sequence into a common metric space, $Z$, and apply the theorems for integral currents in $Z$. The rectifiability, dimension and boundary properties of the limits follows from Ambrosio-Kirchheim’s corresponding results on integral currents. So does the slicing theorem and the lower semicontinuity of mass. Combining Gromov’s compactness theorem with Ambrosio-Kirchheim’s compactness theorem, one sees that a sequence of manifolds which converge in the Gromov-Hausdorff sense that have a uniform upper bound on volume, also converge in the intrinsic flat sense [62].

In general the intrinsic flat and Gromov-Hausdorff limits do not agree: the intrinsic flat limit may be a strict subset of the Gromov-Hausdorff limit. If the Gromov Hausdorff limit is lower dimensional than the sequence, then the intrinsic flat limit is the $0$ space. Any regions in the Gromov-Hausdorff limit that are lower dimensional disappear from the intrinsic flat limit [62]. Note that this is in contrast with metric measure limits, which do not lose regions of lower dimension that still have positive limit measures. Such a situation can occur, for example, if a thin region collapsing to lower dimension is very bumpy and has a uniform lower bound on volume.

Sequences of Riemannian manifolds may also disappear due to cancellation. Recall that in Euclidean space, a submanifold which curves in on itself as in Figure 3 will have cancellation in the limit due to the opposing orientation. An example described in [63] is a sequence of three dimensional manifolds with positive scalar curvature created by taking a pair of standard three spheres and joining them by increasingly dense and increasingly thin and short tunnels. The Gromov-Hausdorff limit is a 3-sphere while the intrinsic flat limit is the $0$ current space. If each tunnel is twisted, then the intrinsic flat limit is the standard three sphere with multiplicity two.

In some cases the intrinsic flat limits and Gromov-Hausdorff limits agree giving new insight into the rectifiability of the Gromov-Hausdorff limits. They agree for noncollapsing sequences of manifolds with nonnegative Ricci curvature and also for sequences of manifolds with uniform linear contractibility functions and uniform upper bounds on volume [63]. As a consequence the Gromov-Hausdorff limits are countably $H^m$ rectifiable metric spaces. This was already shown by Cheeger-Colding for the sequences with bounded Ricci curvature but is a new result for the sequences with the linear geometric contractibility hypothesis. With only uniform geometric contractibility functions that are not linear, Schul and Wenger have shown the limits need not be so rectifiable [63] and when there is no upper bound on volume, Ferry has shown the limit spaces need not even be finite dimensional [30]. Recall that Cheeger-Colding have proven limits of manifolds with nonnegative Ricci curvature have Euclidean tangent cones almost everywhere. In contrast, there
is a sequence of Riemannian manifolds with uniform linear contractibility functions that converge to the taxicab space \( [62] \).

The key ingredient in the proofs of these noncancellation results is an estimate on the filling volumes of small spheres in the spaces. The filling volumes of the spheres are continuous with respect to the intrinsic flat distance and can be more easily applied to control sequence than the mass (or volume). It is conjectured that a sequence of three dimensional Riemannian manifolds with positive scalar curvature, no interior minimal surfaces and a uniform upper bound on volume and on the area of the boundary converges in the intrinsic flat sense without cancellation. Such manifolds are important in the study of general relativity. \( [63] \)

In fact, Wenger has proven that a sequence of oriented Riemannian manifolds with a uniform upper bound on diameter and on volume has a subsequence which converges in the intrinsic flat sense to an integral current space \( [71] \). The proof involves an even weaker notion of convergence: the Ultralimit.

3.4. Ultralimits

The notion of an ultralimit was introduced by van den Dries and Wilkie in 1984 \( [67] \) and developed by Gromov in \( [38] \). An ultralimit of a sequence of metric spaces is defined using Cartan’s 1937 notion of a nonprincipal ultrafilter: a finitely additive probability measure \( \omega \) such that all subsets \( S \subset \mathbb{N} \) are \( \omega \)-measurable, \( \omega(S) \in \{0, 1\} \) and \( \omega(S) = 0 \) whenever \( S \) is finite. Given an ultrafilter, \( \omega \), and a bounded sequence of \( a_j \in \mathbb{R} \), there exists an ultralimit, \( L = \omega - \lim_{j \to \infty} a_j \), such that \( \forall \varepsilon > 0, \omega \{ j : |a_j - L| < \varepsilon \} = 1 \).

Given a sequence of compact metric spaces, \( (X_j, d_j) \), with a uniform bound on diameter, and given an ultrafilter, \( \omega \), there is an ultralimit \( (X, d) \) which is a metric space that may no longer be compact, but is at least complete. The space, \( X \), is constructed as equivalence classes of sequences \( \{x_j\} \) where \( x_j \in X_j \) and the metric of \( X \) is defined by taking ultralimits:

\[
d(\{x_j\}, \{y_j\}) := \omega - \lim_{j \to \infty} d_j(x_j, y_j). \tag{33}
\]

Two sequences are equivalent when the distance between them is zero. Notice that one does not need a subsequence to find a limit and that in general the ultralimit depends on \( \omega \).

If \( X_j \) has a Gromov-Hausdorff limit, then the ultralimit is the Gromov-Hausdorff limit and there is no dependence on \( \omega \). If one has two sequences \( X_j \xrightarrow{\text{GH}} X \) and \( Y_j \xrightarrow{\text{GH}} Y \), then the ultralimit of the alternating sequence \( \{X_1, Y_1, X_2, Y_2, X_3, \ldots\} \) is \( Y \) iff \( \exists N \) such that \( \forall n > N \) we have \( \omega \{2n, 2n + 2, 2n + 4, 2n + 6, \ldots\} = 1 \). Otherwise the ultralimit is \( X \).

It is often useful to compute the ultralimits of sequences which do not have Gromov-Hausdorff limits. For example, the three sphere of many splines sequence, \( \{M_j\} \), converges to a standard three sphere with countably many unit line segments attached at various points on the sphere. To see this, one may view each \( M_j \) as a union of regions \( W_j \cup U_{1,j} \cup U_{2,j} \cup \ldots \cup U_{N_j,j} \), where each
$U_{i,j}$ covers a spline and $W_j$ covers the spherical portion. Then $W_j \xrightarrow{GH} S^3$, while $U_{i,j} \xrightarrow{GH} [0,1]$. Thus any ultralimit of these $M_j$ is built by connecting countably many intervals to a three sphere. The locations where the intervals are attached to the sphere may depend on the ultrafilter, $\omega$.

If $X_j$ are geodesic spaces, then the ultralimit is a geodesic space. If the $X_j$ are $CAT(0)$ spaces then the ultralimit is as well. Ultralimits have been applied extensively in the study of $CAT(0)$ spaces and also Lie Groups. See for example [12] and [41] for more details as well as applications.

4. Speculation

While the methods of intrinsic convergence defined above have all proven to be useful in a variety of settings, and should in fact have more applications that have not yet been discovered or fully explored, it is clear that each has its disadvantages. Gromov-Hausdorff convergence, like Hausdorff convergence, provides no rectifiability for its limits. The intrinsic flat convergence, like Federer-Fleming’s flat convergence, has difficulty with cancellation in the limit. Ultraconvergence has the same difficulties as Gromov-Hausdorff convergence and the additional concern that the spaces in the sequence are not particularly close to the limit space in a measurable way using a notion of distance.

There are important problems both related to General Relativity and Ricci flow which have not yet been addressed using the above methods. While intrinsic flat convergence may prove useful as it is further explored, other methods of convergence may be necessary to address all the problems that arise.

4.1. Intrinsic Varifold Convergence

For some time, mathematicians have been exploring possible methods of extending Ricci flow through singularities. Mean curvature flow behaves a lot like Ricci flow and the Brakke flow uses varifolds to extend this notion to the nonsmooth setting. The key missing ingredient that has kept people from directly extending the work on Brakke flow to better understand Ricci flow is that there has never been a notion of an intrinsic varifold space and intrinsic varifold convergence.

In the prior section we saw how mathematicians have repeatedly applied Gromov’s trick of isometrically embedding metric spaces into a common space, measuring the distance between them in that common space, and then taking an infimum. Here, however, there is no metric measuring the distance between varifolds, just the natural notion of weak convergence against test functions. One might try to define a notion of distances between varifolds in Euclidean space which defines a convergence that agrees with the standard varifold convergence and then apply Gromov’s trick.

Alternately, one might venture to say that a sequence of Riemannian manifolds, $M_j$, converges to a space, $M$, as varifolds if and only if there
is a sequence of isometric embeddings from, $M_j$, into a common space, $Z$, such that the images of $M_j$ converge as varifolds in $Z$ to an image of $M$. However, there is as yet no notion of convergence as varifolds in a metric space. Recall that if $Z$ is Euclidean space, convergence as varifolds, means weak convergence as measures on $\mathbb{R}^N \times \Gamma(N,k)$. We would need some sort of notion of a $\Gamma(Z,k)$ perhaps representing all possible “tangent spaces” of $Z$ at a point. Perhaps this might be done by first isometrically embedding $Z$ into a Banach space.

4.2. Area Convergence

One may view Gromov-Hausdorff convergence as a notion of convergence defined by the fact that lengths of minimizing geodesics converge. Measure convergence is defined by the fact that volumes converge. It becomes natural to wonder, particularly in the case of three dimensional manifolds, whether there is a notion of convergence defined by the fact that areas, or areas of minimal surfaces, converge.

Note that Ilmanen’s example of the three sphere of many splines, $\{M_j\}$, converges in some area sense to the standard three sphere. There are radial projections $f_j : M_j \to S^3$ which are almost area preserving, one-to-one and onto. Such a map seems perhaps to extend the notion of an almost isometry without involving a distance. However requiring a diffeomorphism to define area convergence seems too strong for any applications.

Burago, Ivanov and Sormani spent a few years investigating possible notions of area convergence and the area distance between spaces. They observed that two distinct metric spaces could easily have a surjection between them that is area preserving. One space could, for example, be the unit square, $X = [0,1] \times [0,1]$, with the Euclidean metric. The other space could be the unit square with a “pulled thread”: $Y = [0,1] \times [0,1]/\sim$ where $(x_1,x_2) \sim (y_1,y_2)$ iff $x_1 = y_1 = 0$ with the metric:

$$d_Y((x_1,x_2),(y_1,y_2)) = \min\{\sqrt{(x_1-y_1)^2 + (x_2-y_2)^2}, |x_1| + |y_1|\}. \quad (34)$$

This seemed to indicate the need for a notion of “area space” defined as an equivalence class of metric spaces. It was essential before even beginning the project to verify that each equivalence class would only include one Riemannian manifold.

Another difficulty arose in that one would not expect to always find an almost area preserving surjection between spaces which should intuitively be close in the area sense. In an almost isometry, there are two requirements: almost distance preserving and almost onto. Both requirements involve distance and one can prove that if there is an almost isometry from a metric space $X$ to a metric space $Y$ then one can find an almost isometry in the reverse direction (although the errors change slightly in reverse) [10]. To take advantage of Gromov’s ideas, it was decided that one needs to convert the notion of area into a notion of distance.

Given a Riemannian manifold, $M$, one may examine the loop space, $\Omega(M)$. The flat distance between loops is defined using the notion of area.
Recall that the flat distance defined in (9) involves both area and length, however, in the setting of closed loops one may choose $A = 0$ and only take an infimum over all possible fillings by surfaces $B$. Perhaps an area convergence of $M_j$ to some sort of area space $M$ could be defined by taking pointed Gromov-Hausdorff limits or ultralimits of the $\Omega(M_j)$.

Preliminary work in this direction was completed by Burago-Ivanov. They proved that if a pair of three dimensional Riemannian manifolds, $M^3$ and $N^3$, have isometric loop spaces, then $M^3$ and $N^3$ are isometric [14]. This step alone was very difficult because $M^3$ is not isometrically embedded into its loop space, $\Omega(M)$, so one must localize points and planes in $TM$ using sequences of loops without controlling the lengths of the loops.

Now one may move forward and investigate whether there is a natural compactness theorem for some notion of area convergence. It would not be surprising if positive scalar curvature on $M_j$ control areas of minimal surfaces well enough to control $\Omega(M_j)$. Or perhaps one could skip compactness theorems, and apply ultralimits to the $\Omega(M_j)$ and see what properties are conserved under such a limit. Ultimately one does not just want to take a limit of $\Omega(M_j)$ but find an area space $X$, such that $\Omega(X)$ is the limit of the $\Omega(M_j)$. Then one could say $X$ is the area limit of $M_j$.

### 4.3. Convergence of Lorentzian manifolds

Another direction of research that is fundamental to General Relativity is the development of weak forms of convergence for Lorentzian manifolds. While Gromov-Hausdorff convergence has proven useful in the study of the stability of the spacelike universe [58], one needs to extend Gromov-Hausdorff convergence to the Lorentzian setting to study the stability of the space-time universe. The techniques described above immediately fail for these spaces because they do not isometrically embed into metric spaces.

Noldus has developed a Gromov-Hausdorff distance between Lorentzian spaces [51]. Further work in this direction including a notion of the arising limit spaces appears in [50] and compactness theorems and an examination of causality in the limit spaces are proven with Bombelli in [10]. This work has not yet been applied to prove stability questions arising in general relativity.

Perhaps similar methods might be applied to extend the notion of the intrinsic flat distance to Lorentzian spaces.

### 4.4. Acknowledgements

The author is indebted to Jeff Cheeger for all the excellent advise he has given over the past fifteen years. His intuitive explanations of the beautiful geometry of converging Riemannian manifolds in his many excellent talks have been invaluable to the mathematics community. The author would also like to thank the editors for soliciting this article and William Wylie for discussions regarding the exposition.
References

[1] Stephanie B. Alexander and Richard L. Bishop. Thin Riemannian manifolds with boundary. *Math. Ann.*, 311(1):55–70, 1998.

[2] Stephanie B. Alexander and Richard L. Bishop. Spines and topology of thin Riemannian manifolds. *Trans. Amer. Math. Soc.*, 355(12):4933–4954 (electronic), 2003.

[3] William K. Allard. On the first variation of a varifold. *Ann. of Math. (2)*, 95:417–491, 1972.

[4] F. J. Almgren, Jr. Some interior regularity theorems for minimal surfaces and an extension of Bernstein’s theorem. *Ann. of Math. (2)*, 84:277–292, 1966.

[5] Frederick J. Almgren, Jr. The theory of varifolds. 1964.

[6] Frederick J. Almgren, Jr. *Plateau's problem*, volume 13 of *Student Mathematical Library*. American Mathematical Society, Providence, RI, 2001. An invitation to varifold geometry, Corrected reprint of the 1966 original, With forewords by Jean E. Taylor and Robert Gunning, and Hugo Rossi.

[7] Luigi Ambrosio and Bernd Kirchheim. Currents in metric spaces. *Acta Math.*, 185(1):1–80, 2000.

[8] Luigi Ambrosio and Stefan Wenger. Rectifiability of flat chains in banach spaces with coefficients in $z_p$. *to appear in Mathematische Zeitschrift*, 2011.

[9] Wilhelm Blaschke. *Kreis und Kugel*. Chelsea Publishing Co., 1916.

[10] Luca Bombelli and Johan Noldus. The moduli space of isometry classes of globally hyperbolic spacetimes. *Classical Quantum Gravity*, 21(18):4429–4453, 2004.

[11] Kenneth A. Brakke. *The motion of a surface by its mean curvature*, volume 20 of *Mathematical Notes*. Princeton University Press, Princeton, N.J., 1978.

[12] Martin R. Bridson and André Haefliger. *Metric spaces of non-positive curvature*, volume 319 of *Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences]*. Springer-Verlag, Berlin, 1999.

[13] Robert Brooks, Peter Perry, and Peter Petersen, V. Compactness and finiteness theorems for isospectral manifolds. *J. Reine Angew. Math.*, 426:67–89, 1992.

[14] Dimitri Burago and Sergei Ivanov. Area spaces: First steps, with appendix by nigel higson. *Geometric and Functional Analysis*, 19(3):662–677, 2009.

[15] Dmitri Burago, Yuri Burago, and Sergei Ivanov. *A course in metric geometry*, volume 33 of *Graduate Studies in Mathematics*. American Mathematical Society, Providence, RI, 2001.

[16] Huai-Dong Cao and Xi-Ping Zhu. A complete proof of the Poincaré and geometrization conjectures—application of the Hamilton-Perelman theory of the Ricci flow. *Asian J. Math.*, 10(2):165–492, 2006.

[17] Jianguo Cao and Jian Ge. A simple proof of perelman’s collapsing theorem for three manifolds. 2009.

[18] Sun-Yung A. Chang and Paul C.-P. Yang. Isospectral conformal metrics on 3-manifolds. *J. Amer. Math. Soc.*, 3(1):117–145, 1990.

[19] Jeff Cheeger. *Degeneration of Riemannian metrics under Ricci curvature bounds*. Lezioni Fermiane. [Fermi Lectures]. Scuola Normale Superiore, Pisa, 2001.
[20] Jeff Cheeger and Tobias H. Colding. Lower bounds on Ricci curvature and the almost rigidity of warped products. *Ann. of Math. (2)*, 144(1):189–237, 1996.

[21] Jeff Cheeger and Tobias H. Colding. On the structure of spaces with Ricci curvature bounded below. I. *J. Differential Geom.*, 46(3):406–480, 1997.

[22] Jeff Cheeger and Tobias H. Colding. On the structure of spaces with Ricci curvature bounded below. II. *J. Differential Geom.*, 54(1):13–35, 2000.

[23] Jeff Cheeger and Tobias H. Colding. On the structure of spaces with Ricci curvature bounded below. III. *J. Differential Geom.*, 54(1):37–74, 2000.

[24] Jeff Cheeger and Mikhael Gromov. Collapsing Riemannian manifolds while keeping their curvature bounded. I. *J. Differential Geom.*, 23(3):309–346, 1986.

[25] Jeff Cheeger and Mikhael Gromov. Collapsing Riemannian manifolds while keeping their curvature bounded. II. *J. Differential Geom.*, 32(1):269–298, 1990.

[26] Tobias H. Colding. Spaces with Ricci curvature bounds. In *Proceedings of the International Congress of Mathematicians, Vol. II (Berlim, 1998)*, number Extra Vol. II, pages 299–308 (electronic), 1998.

[27] E. DeGiorgi. Problema di plateau generale e funzionali geodetici. *Atti Sem. Mat. Fis. Univ. Modena*, 43:285–292, 1995.

[28] Herbert Federer. *Geometric measure theory*. Die Grundlehren der mathematischen Wissenschaften, Band 153. Springer-Verlag New York Inc., New York, 1969.

[29] Herbert Federer and Wendell H. Fleming. Normal and integral currents. *Ann. of Math. (2)*, 72:458–520, 1960.

[30] Steven C. Ferry. Topological finiteness theorems for manifolds in gromov-hausdorff space. *Duke Math. J.*, 74(1):95–106, 1994.

[31] Steven C. Ferry and Boris L. Okun. Approximating topological metrics by Riemannian metrics. *Proc. Amer. Math. Soc.*, 123(6):1865–1872, 1995.

[32] Wendell H. Fleming. Flat chains over a finite coefficient group. *Trans. Amer. Math. Soc.*, 121:160–186, 1966.

[33] Kenji Fukaya. Collapsing of Riemannian manifolds and eigenvalues of Laplace operator. *Invent. Math.*, 87(3):517–547, 1987.

[34] Kenji Fukaya. Collapsing of Riemannian manifolds and eigenvalues of Laplace operator. *Invent. Math.*, 87(3):517–547, 1987.

[35] Kenji Fukaya. Collapsing Riemannian manifolds to ones of lower dimensions. *J. Differential Geom.*, 25(1):139–156, 1987.

[36] Kenji Fukaya. Hausdorff convergence of Riemannian manifolds and its applications. In *Recent topics in differential and analytic geometry*, volume 18 of *Adv. Stud. Pure Math.*, pages 143–238. Academic Press, Boston, MA, 1990.

[37] Robert E. Greene and Peter Petersen V. Little topology, big volume. *Duke Math. J.*, 67(2):273–290, 1992.

[38] M. Gromov. Asymptotic invariants of infinite groups. In *Geometric group theory, Vol. 2 (Sussex, 1991)*, volume 182 of *London Math. Soc. Lecture Note Ser.*, pages 1–295. Cambridge Univ. Press, Cambridge, 1993.

[39] Mikhael Gromov. *Structures métriques pour les variétés riemanniennes*, volume 1 of *Textes Mathématiques [Mathematical Texts]*. CEDIC, Paris, 1981. Edited by J. Lafontaine and P. Pansu.
[40] Misha Gromov. Metric structures for Riemannian and non-Riemannian spaces, volume 152 of Progress in Mathematics. Birkhäuser Boston Inc., Boston, MA, 1999. Based on the 1981 French original [ MR0682063 (85e:53051)], With appendices by M. Katz, P. Pansu and S. Semmes, Translated from the French by Sean Michael Bates.

[41] Michael Kapovich. Hyperbolic manifolds and discrete groups, volume 183 of Progress in Mathematics. Birkhäuser Boston Inc., Boston, MA, 2001.

[42] Bernd Kirchheim. Rectifiable metric spaces: local structure and regularity of the Hausdorff measure. Proc. Amer. Math. Soc., 121(1):113–123, 1994.

[43] Bruce Kleiner and John Lott. Notes on Perelman’s papers. Geom. Topol., 12(5):2587–2855, 2008.

[44] Nicholas J. Korevaar and Richard M. Schoen. Sobolev spaces and harmonic maps for metric space targets. Comm. Anal. Geom., 1(3-4):561–659, 1993.

[45] Fanghua Lin and Xiaoping Yang. Geometric measure theory—an introduction, volume 1 of Advanced Mathematics (Beijing/Boston). Science Press, Beijing, 2002.

[46] John Lott and Cédric Villani. Ricci curvature for metric-measure spaces via optimal transport. Ann. of Math. (2), 169(3):903–991, 2009.

[47] Xavier Mén另. Noncollapsing examples with positive Ricci curvature and infinite topological type. Geom. Funct. Anal., 10:600–627, 2000.

[48] Frank Morgan. Geometric measure theory. Elsevier/Academic Press, Amsterdam, fourth edition, 2009. A beginner’s guide.

[49] John Morgan and Gang Tian. Ricci flow and the Poincaré conjecture, volume 3 of Clay Mathematics Monographs. American Mathematical Society, Providence, RI, 2007.

[50] Johan Noldus. The limit space of a Cauchy sequence of globally hyperbolic spacetimes. Classical Quantum Gravity, 21(4):851–874, 2004.

[51] Johan Noldus. A Lorentzian Gromov-Hausdorff notion of distance. Classical Quantum Gravity, 21(4):839–850, 2004.

[52] B. Osgood, R. Phillips, and P. Sarnak. Compact isospectral sets of surfaces. J. Funct. Anal., 80(1):212–234, 1988.

[53] Xiaochun Rong. Collapsed Riemannian manifolds with bounded sectional curvature. In Proceedings of the International Congress of Mathematicians, Vol. II (Beijing, 2002), pages 323–338, Beijing, 2002. Higher Ed. Press.

[54] Zhongmin Shen and Christina Sormani. The topology of open manifolds with nonnegative Ricci curvature. Commun. Math. Anal., (Conference 1):20–34, 2008.

[55] Takashi Shioya and Takao Yamaguchi. Collapsing three-manifolds under a lower curvature bound. J. Differential Geom., 56(1):1–66, 2000.

[56] Takashi Shioya and Takao Yamaguchi. Volume collapsed three-manifolds with a lower curvature bound. Math. Ann., 333(1):131–155, 2005.

[57] Leon Simon. Lectures on geometric measure theory, volume 3 of Proceedings of the Centre for Mathematical Analysis, Australian National University. Australian National University Centre for Mathematical Analysis, Canberra, 1983.

[58] Christina Sormani. Friedmann cosmology and almost isotropy. Geom. Funct. Anal., 14(4):853–912, 2004.
[59] Christina Sormani. Convergence and the length spectrum. *Adv. Math.*, 213(1):405–439, 2007.

[60] Christina Sormani and Guofang Wei. Hausdorff convergence and universal covers. *Trans. Amer. Math. Soc.*, 353(9):3585–3602 (electronic), 2001.

[61] Christina Sormani and Guofang Wei. The covering spectrum of a compact length space. *J. Differential Geom.*, 67(1):35–77, 2004.

[62] Christina Sormani and Stefan Wenger. Intrinsic flat convergence of manifolds and other current spaces. *to appear in the Journal of Differential Geometry*, 2010.

[63] Christina Sormani and Stefan Wenger. Weak convergence and cancellation, appendix by raanan Schul and stefan Wenger. *Calculus of Variations and Partial Differential Equations*, 38(1-2), 2010.

[64] Karl-Theodor Sturm. On the geometry of metric measure spaces. I. *Acta Math.*, 196(1):65–131, 2006.

[65] Karl-Theodor Sturm. On the geometry of metric measure spaces. I. *Acta Math.*, 196(1):65–131, 2006.

[66] Peter Topping. $L$-optimal transportation for ricci flow, on topping’s webpage. *J. Reine Angew. Math.*, 636:93–122, 2009.

[67] L. van den Dries and A. J. Wilkie. Gromov’s theorem on groups of polynomial growth and elementary logic. *J. Algebra*, 89(2):349–374, 1984.

[68] Cédric Villani. *Optimal transport*, volume 338 of *Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences]*. Springer-Verlag, Berlin, 2009. Old and new.

[69] S. Wenger. Isoperimetric inequalities of Euclidean type in metric spaces. *Geom. Funct. Anal.*, 15(2):534–554, 2005.

[70] Stefan Wenger. Flat convergence for integral currents in metric spaces. *Calc. Var. Partial Differential Equations*, 28(2):139–160, 2007.

[71] Stefan Wenger. Compactness for manifolds and integral currents with bounded diameter and volume. *Calc. Var. Partial Differential Equations*, 40(3-4):423–448, 2011.

[72] Brian White. Currents and flat chains associated to varifolds, with an application to mean curvature flow. *Duke Math. J.*, 148(1):41–62, 2009.

Christina Sormani
Mathematics Department
CUNY Graduate Center
365 Fifth Avenue
NY NY 10014
USA

and

Mathematics Department
Lehman College
Bronx, NY 10468
USA

e-mail: sormanic@member.ams.org

10Research funded in part by PSC CUNY and NSF DMS 10060059