Unconditionally optimal convergence of an energy-conserving and linearly implicit scheme for nonlinear wave equations
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Abstract In this paper, we present and analyze an energy-conserving and linearly implicit scheme for solving the nonlinear wave equations. Optimal error estimates in time and superconvergent error estimates in space are established without certain time-step restrictions. The key is to estimate directly the solution bounds in the $H^2$-norm for both the nonlinear wave equation and the corresponding fully discrete scheme, while the previous investigations rely on the temporal-spatial error splitting approach. Numerical examples are presented to confirm energy-conserving properties, unconditional convergence and optimal error estimates, respectively, of the proposed fully discrete schemes.
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1 Introduction

We present an energy-conserving and linearly implicit scheme as well as the unconditionally optimal error estimates for solving the following wave equation:

\[ u_{tt} = \Delta u - \lambda u - F'(u), \quad (x, t) \in \Omega \times (0, T], \]
\[ u(x, 0) = u_0(x), \quad u_t(x, 0) = u_1(x), \quad x \in \Omega \]

with the periodic boundary condition, where $\lambda \geq 0$ is a constant, $\Omega$ is a polygonal or polyhedral domain in $\mathbb{R}^d \ (d = 2, 3)$, $u_0$ and $u_1$ are sufficiently smooth, and $F \in C^2(\mathbb{R})$ is the nonlinear potential. For
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simplicity, we assume that $\Omega$ is a rectangular or cubic domain. Nonlinear wave equations are widely used to model plenty of complicated natural phenomena in a variety of scientific fields \cite{11, 12, 28, 34}. In the past several decades, it has been one of the hot spots in the numerical analysis of different schemes for the equations \cite{3, 8, 15, 33, 35}.

There are many papers that consider error analysis of the fully discrete schemes for the nonlinear problems under the following assumption (see, e.g., \cite{7, 9, 10, 16}):

$$|F'(u^n) - F'(u^n_h)| \leq L|u^n - u^n_h|, \quad (1.2)$$

where $u^n$ and $u^n_h$ are, respectively, the theoretical and numerical solutions, and $L > 0$ is the Lipschitz coefficient. A classical model satisfying (1.2) is the sine-Gordon equation, whose nonlinear term is $\sin(u)$. However, as pointed in \cite{15}, the assumption (1.2) is not the typical behavior of the general nonlinear wave equations and thus its range of the actual applicability is limited.

In order to deal with the non-Lipschitz nonlinearity, one common way is to impose a priori boundedness of the numerical approximations $u^n_h$. In classical finite element analysis, the numerical solutions in the maximum norm are usually estimated by

$$\|u^n_h\|_{L^\infty} \leq \|R_h u^n\|_{L^\infty} + \|R_h u^n - u^n_h\|_{L^\infty} \leq \|R_h u^n\|_{L^\infty} + C h^{-d/2} \|R_h u^n - u^n_h\|_{L^2} \leq \|R_h u^n\|_{L^\infty} + C h^{-d/2} (\tau^p + h^{r+1}), \quad (1.3)$$

where $R_h$ is the projection operator, and $r + 1$ and $p$ are convergence orders in spatial and temporal directions, respectively. Consequently, a time-step restriction $\tau = O(h^{p/2})$ is needed in (1.3) (see, e.g., \cite{6, 13, 14, 25, 26}). Such a time-step restriction appears widely in the numerical analysis but is not always necessary in actual applications.

Unconditional convergence means that the established error bound is valid without the above-mentioned time-step restriction. To achieve the unconditional convergence, a temporal-spatial error splitting approach is presented recently \cite{18–20, 22, 23}. The key idea of the approach is to introduce a time discrete system, whose solution is denoted by $U^n$. Then one can obtain the following error estimates:

$$\|U^n\|_{H^2} \leq C \quad \text{and} \quad \|R_h U^n - u^n_h\|_{L^2} \leq C h^2.$$  

The boundedness of the numerical solutions is obtained by

$$\|u^n_h\|_{L^\infty} \leq \|R_h u^n - u^n_h\|_{L^\infty} + \|R_h u^n - I_h U^n\|_{L^\infty} + \|I_h U^n\|_{L^\infty} \leq C h^{-d/2} (\|R_h u^n - u^n_h\|_{L^2} + \|R_h u^n - I_h U^n\|_{L^2} + \|U^n\|_{L^\infty}) \leq C h^{-d/2} + \|U^n\|_{H^2}. \quad (1.4)$$

Here, $I_h U^n$ denotes the interpolation function of $U^n$. It implies that the numerical solutions are bounded if the temporal and spatial step-sizes are sufficiently small, respectively. Then the error estimates can be proved by following the usual way. In spite of the interesting and instructive work, additional error estimates in different norms are required in the proof, and so far, most unconditional convergence results are focused on nonlinear parabolic problems.

The nonlinear wave equations (1.1) have several remarkable features. First, the models (1.1) are energy-conserving, i.e.,

$$E(t) = \int_\Omega (u_t^2 + |\nabla u|^2 + \lambda |u|^2 + 2F(u))dx = E(0).$$

Second, the typical nonlinear terms are non-Lipschitz continuous. Third, the solutions have different regularities. A natural question is whether we can develop some effective unconditional convergence numerical schemes for nonlinear wave equations, taking all the remarkable features into account.

In the present paper, we present an energy-conserving and linearly implicit scheme for solving the nonlinear wave equations (1.1). The scheme is of order 2 in the temporal directions and no additional
initial iterations are required. The construction of the scheme is based on the recently-developed scalar auxiliary variable (SAV) approach combined with the finite element methods, classical Crank-Nicolson methods and extrapolation approximation. We show that our fully-discrete schemes conserve the energy and are convergent without certain time-step restrictions. Unlike the previous temporal-spatial error splitting approach, we estimate the solution directly in the following procedure: (1) obtain the bounds in the $H^2$-norm of the solutions for both the nonlinear wave equations and the corresponding fully discrete schemes; (2) establish the bound for numerical solutions by applying the embedding inequality; (3) obtain the unconditionally optimal error estimates in time and superconvergent error estimates in space.

We remark that the key to constructing the energy-conserving schemes is the SAV idea, which has been applied successfully to the gradient flows [1, 29–31]. Very recently, the idea was introduced to develop energy-conserving schemes for the conservative laws [4, 5, 21, 24]. However, much attention has been paid to the stability and energy-conserving properties, and no unconditional convergence results of fully discrete SAV schemes for nonlinear wave equations are found in the literature. This is the main motivation and contribution of the present study.

The rest of this paper is organized as follows. In Section 2, we propose a fully discrete scheme for the nonlinear wave equations (1.1). In Section 3, we present a detailed proof to show the energy-conserving properties and unconditional convergence for the temporal discretization. Error estimates for the fully discrete solution is established in Section 4, where we prove that the approximation error is unconditionally optimal in time and superconvergent in space (under the $H^1$-norm). In Section 5, we present several numerical examples to confirm the theoretical results. Finally, conclusions are presented in Section 6.

2 The linearly implicit method

In this section, we present a fully discrete numerical scheme, which preserves the discrete energy.

Suppose

$$E_1(u) = \int_{\Omega} F(u) dx \geq -c_0$$

for some $c_0 > 0$, i.e., it is bounded from below, and let $C_0 > c_0$ so that

$$E_1(u) + C_0 > 0.$$

We introduce the following scalar auxiliary variable (SAV):

$$r(t) = \sqrt{E(u)}, \quad E(u) = \int_{\Omega} F(u) dx + C_0,$$

and rewrite (1.1) as

$$\begin{align*}
  u_t &= v, \\
  v_t &= \Delta u - \lambda u - \frac{r}{\sqrt{E(u)}} f(u), \\
  r_t &= \frac{1}{2\sqrt{E(u)}} \int_{\Omega} f(u) u_t dx,
\end{align*}$$

where $f(u) = F'(u)$.

Let $T_h$ be the usual regular triangulation of the polygonal domain $\Omega$. Denote by $h_T$ the mesh size of $T_h$, where $h_T$ is the diameter of the element $T \in T_h$, and $h = \max_{T \in T_h} h_T$. Let $V_h$ be the classical finite-dimensional subspace of $H^1(\Omega)$, which consists of the usual continuous piecewise polynomials of degree $k \geq 1$ on $T_h$, i.e.,

$$V_h = \{ v \in C^0(\Omega) : v|_T \in \mathbb{P}_k, \forall T \in T_h \},$$

where $\mathbb{P}_k$ denotes the space of polynomials of degree no more than $k$. 
Let $\tau = \frac{T}{N}$ with $N$ being a given integer and $t_n = n\tau$, $n = 0, 1, \ldots, N$. Define

$$u^n = u(x, t_n), \quad v^n = v(x, t_n), \quad r^n = r(t_n).$$

For any sequence of the functions $\{f^n\}_{n=0}^{N}$, we define for all $n$ ($n = 0, \ldots, N - 1$),

$$D_t f^{n+1} := \frac{Df^{n+1}}{\tau} = \frac{f^{n+1} - f^n}{\tau}, \quad \tilde{f}^{n+\frac{1}{2}} := \frac{1}{2}(3f^n - f^{n-1}), \quad \tilde{f}^{n+\frac{3}{2}} := \frac{f^{n+1} + f^n}{2}.$$  

Note that for $n = 0$, we define $\tilde{f}^{\frac{1}{2}} = f^0$.

To design an energy-conserving and linearly implicit numerical scheme, which is easy to implement and efficient, we consider the following fully discrete Crank-Nicolson Galerkin SAV method: find $u_h^{n+1} \in V_h$, $v_h^{n+1} \in V_h$ and $r_h^{n+1} \in \mathbb{R}$ for $n = 0, \ldots, N - 1$ such that for all $(w_h, \zeta_h) \in V_h \times V_h$,

$$(D_t u_h^{n+1}, w_h) = (v_h^{n+\frac{1}{2}}, w_h),$$

$$(D_t v_h^{n+1}, \zeta_h) = -(\nabla \tilde{u}_h^{n+\frac{1}{2}}, \nabla \zeta_h) - (A \tilde{u}_h^{n+\frac{1}{2}}, \zeta_h) - \left(\frac{r_h^{n+\frac{1}{2}}}{\sqrt{E(\tilde{u}_h^{n+\frac{1}{2}})}} (\tilde{u}_h^{n+\frac{1}{2}}), \zeta_h\right),$$

$$r_h^{n+1} - r_h^n = \frac{1}{2 \sqrt{E(\tilde{u}_h^{n+\frac{1}{2}})}} \int_{\Omega} f(\tilde{u}_h^{n+\frac{1}{2}})(u_h^{n+1} - u_h^n) dx,$$

where

$$(u, v) = \int_{\Omega} u(x)v(x) dx, \quad f(\tilde{u}_h^{n+\frac{1}{2}}) = f(u_h^n),$$

and initial values are chosen as

$$(u_h^0, v_h^0, r_h^0) = (R_h u_0, R_h v_0, \sqrt{E(u_0)}).$$

Here, $R_h u_0$ is the Ritz projection of $u_0$, which will be defined later.

Equivalently, we rewrite the above scheme (2.2) into the following linear form:

$$((A I - \tau^2 \Delta_h + 2\lambda I)u_h^{n+1}, w_h) + \frac{\tau^2}{2} (u_h^{n+1}, b_1)(b_1, w_h) = (g, w_h) + \frac{\tau^2}{2} (u_h^n, b_1)(b_1, w_h)$$

for all $w_h \in V_h$, where

$$(\Delta_h u_h, v_h) := -(\nabla u_h, \nabla v_h)$$

and

$$b_1 = \frac{f(\tilde{u}_h^{n+\frac{1}{2}})}{\sqrt{E(\tilde{u}_h^{n+\frac{1}{2}})}}, \quad g = (A I + \tau^2 \Delta_h - 2\lambda I)u_h^n + 4\tau v_h^n - 2\tau^2 r_h^0 b_1.$$  

Choosing $w_h$ in (2.3) to be the basis function of $V_h$ leads to a linear equation of the form

$$A u^{n+1} + (u^{n+1}, b_1)b_2 = g$$

for some matrix $A$ and vectors $b_1$, $b_2$ and $g$. By taking the inner product with $b_1$ in the above equation, we obtain $(u^{n+1}, b_1)$ and then derive $u^{n+1}$. Hence, the scheme is easy to implement and very efficient. We also refer to [30, 31] for more detailed information.

### 3 Unconditional energy preservation and convergence for the temporal discretization

In this section, we prove that the Galerkin SAV method (2.2) preserves the energy unconditionally. Moreover, we establish the convergence analysis of the SAV approach with minimum assumptions.
We begin with the energy preservation property of the Galerkin SAV approach. Define the energy

$$E^n = \sqrt{\frac{1}{2} \left( \|u^n_h\|^2 + \|\nabla u^n_h\|^2 + \lambda \|u^n_h\|^2 \right) + \left( r^n_h \right)^2}, \quad 1 \leq n \leq N.$$ 

Here, \(\|u\|^2 = (u, u) = \|u\|_{L^2}^2\). Taking

$$(w_h, \zeta_h) = (v_h^{n+1} - v_h^n, u_h^{n+1} - u_h^n)$$

and multiplying the third equation of (2.2) by \(v_h^{n+1} + r_h^n\), we derive

$$\frac{1}{2} (\|v_h^{n+1}\|^2 - \|v_h^n\|^2 + \|\nabla u_h^{n+1}\|^2 - \|\nabla u_h^n\|^2 + \lambda \|u_h^{n+1}\|^2 - \lambda \|u_h^n\|^2) + (r_h^{n+1})^2 - (r_h^n)^2 = 0.$$ 

Consequently,

$$E^{n+1} = E^n = E^0, \quad \forall n \geq 1.$$ 

Now we consider a time-discrete system of the equations

$$D_\tau U^{n+1} = \hat{V}^{n+\frac{1}{2}},$$

$$D_\tau V^{n+1} = \Delta \hat{V}^{n+\frac{1}{2}} - \lambda \hat{U}^{n+\frac{1}{2}} - \frac{\hat{R}^{n+\frac{1}{2}}}{\sqrt{E(\hat{U}^{n+\frac{1}{2}})}},$$

$$R^{n+1} - R^n = \frac{1}{2} \frac{1}{\sqrt{E(\hat{U}^{n+\frac{1}{2}})}} \int_\Omega f(\hat{U}^{n+\frac{1}{2}})(U^{n+1} - U^n) dx$$

subject to the periodic boundary condition and the following initial conditions:

$$U^0(x) = u_0(x), \quad V^0(x) = u_1(x).$$

As we may observe, the numerical solution \((u_h^n, v_h^n, r_h^n)\) can be viewed as the Galerkin approximation of the above time-discrete system of the equation. To study the convergence of the temporal discretization (3.1), we need some preliminaries.

First, for the simplicity of notations, throughout this paper, we denote by \(C\) a generic positive constant, which depends solely upon the physical parameters of the problem and is independent of \(\tau, h\) and \(n\), and it is not necessary to be the same at every appearance. We adopt the usual notations for Sobolev spaces, e.g., \(W^{m,p}(I)\) on the sub-domain \(I \subset \Omega\) equipped with the norm \(\| \cdot \|_{W^{m,p}, I}\) and the semi-norm \(| \cdot |_{W^{m,p}, I}\).

We omit the index \(I\) when \(I = \Omega\). Especially, when \(p = 2\), we set \(W^{m,p}(I) = H^m(I), \| \cdot \|_{W^{m,p}, I} = \| \cdot \|_{H^m, I}\) and \(| \cdot |_{W^{m,p}, I} = | \cdot |_{H^m, I}\). The notation \(\alpha \lesssim \beta\) implies that \(\alpha\) is bounded by \(\beta\) multiplied by a constant independent of \(\tau, h\) and \(n\).

Second, we present the Grönwall inequality, which plays an important role in our later convergence analysis and error estimates.

**Lemma 3.1** (See [17]). Let \(\tau, B, a_k, b_k, c_k, \gamma_k\) for integers \(k \geq 0\) be nonnegative numbers such that

$$a_n + \tau \sum_{k=0}^n b_k \leq \tau \sum_{k=0}^n \gamma_k a_k + \tau \sum_{k=0}^n c_k + B \quad \text{for } n \geq 0.$$ 

Suppose that \(\tau \gamma_k < 1\) for all \(k\), and set \(\sigma_k = (1 - \tau \gamma_k)^{-1}\). Then

$$a_n + \tau \sum_{k=0}^n b_k \leq \left( \tau \sum_{k=0}^n c_k + B \right) \exp \left( \tau \sum_{k=0}^n \gamma_k \sigma_k \right).$$

**Lemma 3.2** (See [2]). Let \(I = [a, b]\) and \(a(t), \beta(t), u(t) \in C^0(I)\). Suppose \(\beta(t) \geq 0\) and

$$u(t) \leq a(t) + \int_a^t \beta(s) u(s) ds, \quad \forall t \in I.$$ 

Then

$$u(t) \leq a(t) + \int_a^t a(s) \beta(s) \alpha(s) d\tau, \beta(\tau) dr ds, \quad \forall t \in I.$$
Now we are ready to study the convergence of the solution of (3.1). Taking the inner product of the first two equations with $V_{n+1}^n - V_n^n$, $U_{n+1}^n - U_n^n$ and multiplying the third equation of (3.1) by $R_{n+1}^n + R_n^n$, we derive

$$
\frac{1}{2}((V_{n+1}^n)^2 - (V_n^n)^2 + (\nabla U_{n+1}^n)^2 - (\nabla U_n^n)^2 + \lambda(U_{n+1}^n)^2 - \lambda(U_n^n)^2) + (R_{n+1}^n)^2 - (R_n^n)^2 = 0,
$$

which indicates that

$$
\|V_n^n\| + \|U_n^n\|_{H^1} + |R_n^n| \lesssim 1, \quad \forall 1 \leq n \leq N.
$$

As pointed out in [29], the energy stable scheme is not sufficient for the convergence which typically needs bounds in higher norms. Following the idea in [29], our convergence analysis is along this line: we first start from the energy preservation to derive the error bounds in higher norms (i.e., the $H^2$ estimates) for the solution $U^n$, and thus obtain $L^\infty$ for $U^n$ thanks to the embedding theory, and then we use the bounds in $H^2$-norms to show that the numerical solution $U^n$ converges to the exact solution $u^n$ in some suitable norms as $\tau$ tends to zero. To this end, we need the bounds in the $H^2$-norm of the PDE system (1.1). The error bounds for the solution of (3.1) are similar to those of the PDE system.

Note that most of the convergence and error analysis for linearly implicit scheme are based on the so-called Lipschitz assumption, i.e.,

$$
|F'(u_1) - F'(u_2)| \leq L|u_1 - u_2|, \quad \forall u_1, u_2.
$$

The above assumption greatly limits its range of applicability. Following the basic idea of [29], we adopt the following assumption instead of the Lipschitz assumption in our convergence analysis:

$$
|f'(x)| < C(|x|^p + 1), \quad p \geq 0, \quad \text{if } n = 1, 2; \quad 0 < p < 4, \quad \text{if } n = 3; \quad (3.3)
$$

$$
|f''(x)| < C(|x|^p + 1), \quad p \geq 0, \quad \text{if } n = 1, 2; \quad 0 < p < 3, \quad \text{if } n = 3. \quad (3.4)
$$

It has been proved in [29] that if $f(u)$ satisfies the conditions (3.3)–(3.4), then for some $\sigma (0 \leq \sigma < 1)$, it holds that

$$
\|f''(u)\|_{L^\infty} + \|f'(u)\|_{L^\infty} \leq C(1 + \|\nabla \Delta u\|^\sigma) \leq \epsilon \|\nabla \Delta u\| + C_\epsilon \quad (3.5)
$$

for any $\epsilon > 0$ with $C_\epsilon$ being a constant depending on $\epsilon$.

We present the following estimates for the exact solution of (1.1).

**Proposition 3.3.** Assume that $u$ is the solution of (1.1), $u_0 \in H^3, u_1 \in H^2$ and (3.3)–(3.4) hold. Then for any $T > 0$,

$$
(\|\Delta u\| + \|\Delta u_t\| + \|\nabla \Delta u\|)(T) \lesssim 1.
$$

**Proof.** First, multiplying $u_t$ on both sides of (1.1) and using the integration by parts yield

$$
\frac{d}{dt}\left(\|u_t\|^2 + \|\nabla u\|^2 + \lambda\|u\|^2 + 2\int_\Omega F(u)\right) = 0,
$$

which indicates that

$$
\|u_t\|^2 + \|u\|_{L^2_1}^2 + \int_\Omega F(u) \lesssim 1. \quad (3.6)
$$

On the other hand, we multiply $\Delta^2 u_t$ on both sides of (1.1) and again use the integration by parts to obtain

$$
\frac{1}{2}\frac{d}{dt}\left(\|\Delta u_t\|^2 + \|\nabla \Delta u\|^2 + \lambda\|\Delta u\|^2\right) = -(\Delta f(u), \Delta u_t) \quad (3.7)
$$

Integrating with respect to time from 0 to $t$ and using the Cauchy-Schwarz inequality yield

$$
(\|\Delta u_t\|^2 + \|\nabla \Delta u\|^2 + \lambda\|\Delta u\|^2)(t) \leq (\|\Delta u_t\|^2 + \|\nabla \Delta u\|^2 + \lambda\|\Delta u\|^2)(0) + \int_0^t (\|\Delta u_t\|^2 + \|\Delta f(u)\|^2)(t)dt. \quad (3.8)
$$
By (3.5) and the identity
\[ \Delta f(u) = f'(u)\Delta u + f''(u)|\nabla u|^2, \]
we have that for all \(0 \leq \delta < 1,\)
\[ \| \Delta f(u) \| \leq f''(u)\| \nabla u \|_{L^\infty}^2 + \| f'(u) \|_{L^\infty} \| \Delta u \| \leq C(\| f''(u) \|_{L^\infty} + \| f'(u) \|_{L^\infty})\| \nabla u \|_{L^4}^2 + \| \Delta u \| \leq C(1 + \| \nabla \Delta u \|)^2(\| \nabla u \|_{L^4}^2 + \| \Delta u \|). \]

As for the term \(\| \nabla u \|_{L^4} \), we use the Sobolev embedding theory and the interpolation inequality about the spaces \(H^s\) (see, e.g., [27]) and then obtain
\[ \| \nabla u \|_{L^4} \leq C\| \nabla u \|_{H^{d/4}} \leq C\| \nabla u \|^{1-d/8}\| \nabla \Delta u \|^{d/8} \leq C\| \nabla \Delta u \|^{d/8}. \]
Moreover, by using the integration by parts and (3.6), we have
\[ \| \Delta u \|^2 \leq C\| \nabla \Delta u \|\| \nabla u \| \leq C\| \nabla \Delta u \|. \]
Consequently,
\[ \| \Delta f(u) \|^2 \leq C(1 + \| \nabla \Delta u \|^{2\delta})(\| \nabla u \|_{L^4}^2 + \| \Delta u \|^2) \leq C(1 + \| \nabla \Delta u \|^2). \]
Substituting the above inequality into (3.8) gives
\[ (\| \Delta u \|^2 + \| \nabla \Delta u \|^2 + \lambda\| \Delta u \|^2)(t) \lesssim (\| \Delta u \|^2 + \| \nabla \Delta u \|^2 + \lambda\| \Delta u \|^2)(0) + 1 + \int_0^t (\| \Delta u \|^2 + \| \nabla \Delta u \|^2)(t)dt. \tag{3.9} \]
By the Grönwall inequality in Lemma 3.2, it holds that
\[ (\| \Delta u \|^2 + \| \nabla \Delta u \|^2 + \lambda\| \Delta u \|^2)(t) \lesssim (\| \Delta u \|^2 + \| \nabla \Delta u \|^2 + \lambda\| \Delta u \|^2)(0) + 1 \lesssim 1. \]
This finishes our proof. \(\square\)

Similar to the proof in the above proposition, we also have the following \(H^2\) estimates for the solution of (3.1).

**Proposition 3.4.** Assume that \((U^n, V^n, R^n)\) are the solutions of (3.1) and (3.3)–(3.4) hold. Then
\[ \| \Delta U^n \| + \| \Delta V^n \|^2 + \| \nabla \Delta U^n \|^2 \lesssim 1. \tag{3.10} \]

**Proof.** First, we have that from the first equation of (3.1),
\[ D_t \nabla U^{n+1} = \nabla \Delta V^{n+\frac{1}{2}}. \]
Multiplying the above equation with \(\nabla (V^{n+1} - V^n)\) and the second equation of (3.1) with \(\Delta^2(U^{n+1} - U^n)\), and then using the integration by parts, we obtain
\[ \| \nabla \Delta U^{n+1} \|^2 - \| \nabla \Delta U^n \|^2 + \| \Delta V^{n+1} \|^2 - \| \Delta V^n \|^2 + \lambda\| \Delta U^{n+1} \|^2 - \lambda\| \Delta U^n \|^2 = \frac{2\hat{R}^{n+\frac{1}{2}}}{\sqrt{E(U^{n+\frac{1}{2}})}} (\nabla f(\tilde{U}^{n+\frac{1}{2}}), \nabla \Delta (U^{n+1} - U^n)). \]
Writing
\[ f_1(\tilde{U}^{n+\frac{1}{2}}) = \frac{2\hat{R}^{n+\frac{1}{2}}f(\tilde{U}^{n+\frac{1}{2}})}{\sqrt{E(U^{n+\frac{1}{2}})}}. \]
and summing up the above equation for all $n$ from 0 to $m$ yield
\[
\|\nabla U_{m+1}\|^2 - \|\nabla U_0\|^2 + \|\Delta V_{m+1}\|^2 - \|\Delta V_0\|^2 + \lambda \|\Delta U_{m+1}\|^2 - \lambda \|\Delta U_0\|^2 \\
= (\nabla f_1(\tilde{U}_{m+\frac{1}{2}}), \nabla \Delta U_{m+1}) - (\nabla f_1(\tilde{U}_{\frac{1}{2}}), \nabla \Delta U_0) + \sum_{n=1}^{m} (\nabla (f_1(\tilde{U}_{n-\frac{1}{2}}) - f_1(\tilde{U}_{n+\frac{1}{2}})), \nabla \Delta U_n) \\
= (\nabla f_1(U_{m+1}), \nabla \Delta U_{m+1}) - (\nabla f_1(\tilde{U}_{\frac{1}{2}}), \nabla \Delta U_0) + I_1 - I,
\]
(3.11)
where
\[
f_1(U_{m+1}) = \frac{2\tilde{R}_{m+\frac{1}{2}} f(U_{m+1})}{\sqrt{E(\tilde{U}_{m+\frac{1}{2}})}}
\]
and
\[
I = (\nabla f_1(U_{m+1}) - \nabla f_1(\tilde{U}_{\frac{1}{2}}), \nabla \Delta U_{m+1}),
\]
\[
I_1 = \sum_{n=1}^{m} (\nabla (f_1(\tilde{U}_{n-\frac{1}{2}}) - f_1(\tilde{U}_{n+\frac{1}{2}})), \nabla \Delta U_n).
\]
Since $R^n$ is bounded and $E(U)$ is bounded from below, we have that from (3.5),
\[
\|\nabla f_1(U_{m+1})\| \leq C(1 + \|f'(U_{m+1})\|_{L\infty}) \leq \epsilon \|\nabla \Delta U_{m+1}\| + C_\epsilon.
\]
(3.12)
Consequently,
\[
\|\nabla f_1(U_{m+1}), \nabla \Delta U_{m+1}\| - \|\nabla f_1(\tilde{U}_{\frac{1}{2}}), \nabla \Delta U_0\| \leq \frac{1}{4} \|\nabla \Delta U_{m+1}\|^2 + \frac{1}{4} \|\nabla \Delta U_0\|^2 + C.
\]
(3.13)
On the other hand, we note that
\[
\nabla f_1(U_{n-\frac{1}{2}}) - \nabla f_1(U_{n+\frac{1}{2}}) \\
= f_1'(\tilde{U}_{n-\frac{1}{2}})\nabla \tilde{U}_{n-\frac{1}{2}} - f_1'(\tilde{U}_{n+\frac{1}{2}})\nabla \tilde{U}_{n+\frac{1}{2}} \\
= f_1'(\tilde{U}_{n-\frac{1}{2}})\nabla \tilde{U}_{n-\frac{1}{2}} - \nabla \tilde{U}_{n+\frac{1}{2}} + f_1'(\tilde{U}_{n-\frac{1}{2}}) - f_1'(\tilde{U}_{n+\frac{1}{2}})\nabla \tilde{U}_{n+\frac{1}{2}} \\
= \frac{\tau}{2} f_1'(\tilde{U}_{n-\frac{1}{2}})\nabla \tilde{V}_{n-\frac{1}{2}} - 3\tilde{V}_{n-\frac{1}{2}} + \frac{\tau}{2} f_1'(\tilde{U}_{n+\frac{1}{2}}) (1 - \theta)\tilde{U}_{n-\frac{1}{2}} - 3\tilde{V}_{n-\frac{1}{2}}\nabla \tilde{U}_{n+\frac{1}{2}}
\]
for some $\theta \in (0, 1)$, where in the last step, we have used the first equation of (3.1), which yields
\[
\nabla \tilde{U}_{n-\frac{1}{2}} - \nabla \tilde{U}_{n+\frac{1}{2}} = \frac{1}{2} \nabla (4U_{n-1} - 3U_n - U_{n-2}) = \frac{\tau}{2} \nabla (\tilde{V}_{n-\frac{1}{2}} - 3\tilde{V}_{n-\frac{1}{2}}).
\]
By (3.12) and the fact that
\[
\|V^n\| + \|\nabla U^n\| \leq 1,
\]
we have
\[
\|\nabla f_1(\tilde{U}_{n-\frac{1}{2}}) - \nabla f_1(\tilde{U}_{n+\frac{1}{2}})\|^2 \leq \tau^2 (\|\nabla \Delta \tilde{U}_{n-\frac{1}{2}}\|^2 + \|\nabla \Delta \tilde{U}_{n+\frac{1}{2}}\|^2 + \|\nabla (\tilde{V}_{n-\frac{1}{2}} - 3\tilde{V}_{n-\frac{1}{2}})\|^2 + C^2),
\]
and thus
\[
|I_1| \leq C_\tau \sum_{n=1}^{m} (\|\nabla \Delta U^n\|^2 + \|\nabla V^n\|^2) + C_\tau.
\]
Similarly, it holds that
\[
\|\nabla f_1(\tilde{U}_{m+\frac{1}{2}}) - \nabla f_1(U_{m+1})\|^2 \leq \tau^2 \epsilon \sum_{n=m-1}^{m+1} (\|\nabla V^n\|^2 + \|\nabla \Delta U^n\|^2) + C_\tau^2.
\]
Then
\[ |I| \leq \tau^2 \sum_{n=m-1}^{m+1} (\|\nabla V^n\|^2 + \epsilon \|\nabla U^n\|^2) + C_\tau^2 + \frac{1}{4} \|\nabla \Delta U^{m+1}\|^2. \]
Substituting (3.13), we see that the estimates of $I_1$ and $I$ into (3.11) yield
\[ \frac{1}{2} \|\nabla \Delta U^{m+1}\|^2 + \|\nabla V^{m+1}\|^2 + \lambda \|\Delta U^{m+1}\|^2 \leq \|\Delta V^0\|^2 + \|\nabla \Delta U^0\|^2 + \lambda \|\Delta U^0\|^2 + C \tau \sum_{n=1}^{m+1} (\|\nabla U^n\|^2 + \|\Delta V^n\|^2) + C. \]
By the Grönnwall inequality, we have
\[ \|\nabla \Delta U^{m+1}\|^2 + \|\nabla V^{m+1}\|^2 + \lambda \|\Delta U^{m+1}\|^2 \leq \|\Delta V^0\|^2 + \|\nabla \Delta U^0\|^2 + \lambda \|\Delta U^0\|^2 \leq C. \]
In the case $\lambda = 0$, we note that
\[ \Delta U^{m+1} = \Delta U^m + \frac{\tau}{2} (\Delta V^{m+1} + \Delta V^m). \]
Then
\[ \|\Delta U^{m+1}\| \leq \|\Delta U^m\| + \frac{\tau}{2} \|\Delta V^{m+1} + \Delta V^m\|, \]
which yields
\[ \|\Delta U^{m+1}\| \leq \|\Delta U^0\| + C \leq C. \]
This finishes the proof of (3.10). The proof is completed. \(\square\)

**Remark 3.5.** Following the same argument as in [29], we conclude that: assume $u_0 \in H^3$; when $\tau$ tends to zero, we have $U^n \to u^\varepsilon$ strongly in $L^\infty(0,T;H^{3-\varepsilon})$, $\forall \varepsilon > 0$, weak-star in $L^\infty(0,T;H^3)$, $V^n \to v^\varepsilon$ weak-star in $L^\infty(0,T;H^2)$, and $R^n \to r^n$ weak-star in $L^\infty(0,T)$. 

**Theorem 3.6.** Suppose that $u$ is the solution of (1.1) satisfying
\[ \|u_0\|_{H^2} + \|u\|_{L^\infty(0,T;H^2)} + \|u_t\|_{L^2(0,T;H^2)} + \|u_{tt}\|_{L^2(0,T;H^2)} \lesssim 1. \]
Then (3.1) admits a unique solution $(U^n, V^n, R^n)$ such that
\[ \|u^n - U^n\|_{H^1} + \|v^n - V^n\| + \|r^n - R^n\| \lesssim \tau^2. \]

**Proof.** First, we define
\[ E^n_u = u^n - U^n, \quad E^n_v = v^n - V^n, \quad E^n_r = r^n - R^n, \quad H(u) = \frac{f(u)}{\sqrt{E(u)}}. \]
By taking $t = t_{n+\frac{1}{2}}$ in (2.1) and using (3.1), we obtain
\[ D_t E^n_{u,t} = \hat{E}^{n+\frac{1}{2}}_u + T_1, \]
\[ D_t E^n_{v,t} = \hat{E}^{n+\frac{1}{2}}_v - \lambda \hat{E}^{n+\frac{1}{2}}_u - \hat{e}^{n+\frac{1}{2}}_v H(u^{n+\frac{1}{2}}) + \hat{R}^{n+\frac{1}{2}}_u H(U^{n+\frac{1}{2}}) + T_2, \]
\[ E^n_{r,t} + E^n_{r,t} \leq \frac{1}{2} \int_\Omega (H(u^{n+\frac{1}{2}})(u^{n+\frac{1}{2}} - u^n) - H(U^{n+\frac{1}{2}})(U^{n+\frac{1}{2}} - U^n)) dx + T_3, \]
where $T_1$, $T_2$ and $T_3$ denote the truncation errors, i.e.,
\[ T_1 = D_t u^{n+\frac{1}{2}} - u_t^{n+\frac{1}{2}} + v^{n+\frac{1}{2}} - \hat{e}^{n+\frac{1}{2}}. \]
Multiplying the first equation with we next estimate the terms on the other hand, in light of the second equation of (3.15), we have consequently,

\[
\begin{align*}
T_2 &= \Delta(u^{n+\frac{1}{2}} - \hat{u}^{n+\frac{1}{2}}) + D_T v^{n+1} - \tau t^{n+\frac{1}{2}} - \lambda u^{n+\frac{1}{2}} + \lambda \hat{u}^{n+\frac{1}{2}} + (\tilde{r}^{n+\frac{1}{2}} - r^{n+\frac{1}{2}})H(u^{n+\frac{1}{2}}), \\
T_3 &= \tau (D_T v^{n+1} - \tau t^{n+\frac{1}{2}} - \frac{\tau}{2} \int \Omega H(u^{n+\frac{1}{2}})(D_T u^{n+1} - u_t^{n+\frac{1}{2}})dx.
\end{align*}
\]

Multiplying the first equation with \(E_{v}^{n+1} - E_{v}^{n}\), the second equation with \(E_{u}^{n+1} - E_{u}^{n}\), and the third equation with \(E_{v}^{n+1} + E_{v}^{n}\) in (3.15), and then summing up three equalities, we obtain

\[
\begin{align*}
\frac{1}{2} \left( \| E_{v}^{n+1} \|^2 - \| E_{v}^{n} \|^2 + \| \nabla E_{v}^{n+1} \|^2 \right) - \| E_{v}^{n} \|^2 + \lambda \| E_{u}^{n+1} \|^2 - \lambda \| E_{u}^{n} \|^2 + \| E_{v}^{n+1} \|^2 - \| E_{v}^{n} \|^2 \\
= (I_2, D E_{v}^{n+1}) + (T_2, D E_{v}^{n+1}) - (I_1, D E_{v}^{n+1}) + 2(T_3 + I_3)\hat{E}_{r}^{n+\frac{1}{2}},
\end{align*}
\]

where

\[
\begin{align*}
I_2 &= r^{n+\frac{1}{2}}(H(\hat{U}^{n+\frac{1}{2}}) - H(u^{n+\frac{1}{2}})) , \\
I_3 &= \frac{1}{2} \int \Omega (H(u^{n+\frac{1}{2}}) - H(\hat{U}^{n+\frac{1}{2}}))(u^{n+1} - u^n)dx.
\end{align*}
\]

We next estimate the terms \(I_i\) and \(I_i\) \((i \leq 3)\), respectively. By the Taylor expansion, it holds that

\[
\| I_1 \| \lesssim \tau^2, \quad \| I_2 \| \lesssim \tau^2, \quad \| I_3 \| \lesssim \tau^3.
\]

By (3.14) and the fact that \(f \in C^2(\mathbb{R})\), we have

\[
\| H(U^n) \| + \| H'(U^n) \| + \| f'(U^n) \| + \| f''(U^n) \| \lesssim 1, \quad \forall n.
\]

Then there exists some \(\theta \in (0, 1)\) such that

\[
\| H(\hat{U}^{n+\frac{1}{2}}) - H(u^{n+\frac{1}{2}}) \| = \| H'(\theta \hat{U}^{n+\frac{1}{2}} + (1 - \theta)u^{n+\frac{1}{2}})(\hat{E}_{u}^{n+\frac{1}{2}} + \tilde{v}^{n+\frac{1}{2}} - u^{n+\frac{1}{2}}) \| \\
\lesssim \tau^2 + \| \hat{E}_{u}^{n+\frac{1}{2}} \|,
\]

and thus

\[
\| I_2 \| \lesssim \tau^2 + \| \hat{E}_{u}^{n+\frac{1}{2}} \|, \quad \| I_3 \| \lesssim \tau (\tau^2 + \| \hat{E}_{u}^{n+\frac{1}{2}} \|).
\]

Consequently,

\[
\| (T_3 + I_3)\hat{E}_{r}^{n+\frac{1}{2}} \| \lesssim \tau \| \hat{E}_{v}^{n+\frac{1}{2}} \|^2 + \tau^{-1} \| I_3 \|^2 \lesssim \tau^5 + \tau (\| \hat{E}_{r}^{n+\frac{1}{2}} \|^2 + \| \hat{E}_{u}^{n+\frac{1}{2}} \|^2).
\]

Note that

\[
\| D E_{v}^{n+1} \| = \tau \| \hat{E}_{v}^{n+\frac{1}{2}} + T_1 \| \lesssim \tau^3 + \tau \| \hat{E}_{v}^{n+\frac{1}{2}} \|.
\]

Then

\[
\| (I_2 + T_2, D E_{v}^{n+1}) \| \lesssim \tau \| I_2 \|^2 + \| T_2 \|^2 + \tau^{-1} \| D E_{v}^{n+1} \|^2 \lesssim \tau^5 + \tau (\| \hat{E}_{v}^{n+\frac{1}{2}} \|^2 + \| \hat{E}_{u}^{n+\frac{1}{2}} \|^2).
\]

On the other hand, in the second equation of (3.15), we have

\[
(T_1, D E_{u}^{n+1}) = \tau (T_1, \Delta \hat{E}_{u}^{n+\frac{1}{2}} - \lambda \hat{E}_{u}^{n+\frac{1}{2}} - \tau^{n+\frac{1}{2}} H(u^{n+\frac{1}{2}}) + \tilde{R}^{n+\frac{1}{2}} H(\tilde{U}^{n+\frac{1}{2}}) + T_2) \\
- \tau (\nabla T_1, \nabla \hat{E}_{u}^{n+\frac{1}{2}}) + \tau (T_1, -\lambda \hat{E}_{u}^{n+\frac{1}{2}} - \tau^{n+\frac{1}{2}} H(u^{n+\frac{1}{2}}) + \tilde{R}^{n+\frac{1}{2}} H(\tilde{U}^{n+\frac{1}{2}}) + T_2).
\]

Noticing that

\[
\| \tau^{n+\frac{1}{2}} H(u^{n+\frac{1}{2}}) - \tilde{R}^{n+\frac{1}{2}} H(\tilde{U}^{n+\frac{1}{2}}) \| = \| \hat{E}_{v}^{n+\frac{1}{2}} H(u^{n+\frac{1}{2}}) + \tilde{R}^{n+\frac{1}{2}} (H(u^{n+\frac{1}{2}}) - H(\tilde{U}^{n+\frac{1}{2}})) \| \\
\lesssim \| \hat{E}_{v}^{n+\frac{1}{2}} \| + \tau^2 + \| \hat{E}_{u}^{n+\frac{1}{2}} \|,
\]
we have
\[ |(T_1, DE_v^{n+1})| \lesssim \tau^3 \|\nabla \hat{E}_u^{n+\frac{1}{2}}\|^2 + \|\hat{E}_u^{n+\frac{1}{2}}\|^2 + \tau^2 + |E_r^{n+\frac{1}{2}}| + \|\hat{E}_r^{n+\frac{1}{2}}\|. \] (3.21)

Plugging (3.19)–(3.21) into (3.16) yields
\[
\frac{1}{2}(\|E_v^{m+1}\|^2 - \|E_v^{n}\|^2 + \|\nabla E_v^{m+1}\|^2 - \|\nabla E_v^{n}\|^2 + \lambda\|E_u^{m+1}\|^2 - \lambda\|E_u^{n}\|^2) + (E_r^{n+1})^2 - (E_r^n)^2 \\
\lesssim \tau^5 + \tau(\|\hat{E}_u^{n+\frac{1}{2}}\|^2 + \|E_v^{n+\frac{1}{2}}\|^2 + \|\nabla \hat{E}_u^{n+\frac{1}{2}}\|^2 + \|E_u^{n+\frac{1}{2}}\|^2 + |\hat{E}_r^{n+\frac{1}{2}}|^2).
\]

Summing up all \(n\) from 0 to \(m\) and using the initial values, we obtain
\[
\|E_v^{m+1}\|^2 + \|\nabla E_v^{m+1}\|^2 + \lambda\|E_u^{m+1}\|^2 + |E_r^{m+1}|^2 \\
\leq C\tau^4 + C\tau \sum_{n=0}^{m+1} (\|E_v^n\|^2 + \|\nabla E_v^n\|^2 + \lambda\|E_u^n\|^2 + |E_r^n|^2).
\]

Then the desired result follows from the conclusion in Lemma 3.1. \(\square\)

4 Error estimates for the fully discrete solution

In this section, we establish the error estimates for the solution of (2.2). By the error decomposition, we have
\[
w^n - w_h^n = w^n - W^n + W^n - w_h^n = w^n - W^n + e_w^n, \quad w = u, v, r.
\]

In light of the conclusion in Theorem 3.6, we only need to estimate the term \(e_w^n\) \((w = u, v, r)\). To this end, we first define the Ritz projection operator \(R_h: H^1_0(\Omega) \to V_h\) by
\[
(\nabla(v - R_h v), \nabla \omega) = 0, \quad \forall \omega \in V_h.
\]

Then \(e_w^n\) (similar for \(e_v^n\)) can be decomposed into
\[
e_w^n = U^n - u_h^n = \xi^n + \eta^n, \quad \xi_u^n = R_h U^n - u_h^n, \quad \eta_u^n = U^n - R_h U^n.
\]

According to the standard finite element method (FEM) theory \([32]\), it holds that
\[
\|v - R_h v\|_{L^2} + \|\nabla(v - R_h v)\|_{L^2} \leq C\tau^s \|v\|_{H^s}, \quad \forall v \in H^s(\Omega) \cap H^1_0(\Omega)
\] (4.1)

for \(1 \leq s \leq k + 1\).

Note that the exact solutions of (3.1) satisfy
\[
(D_r U^{n+1}, w_h) = (\nabla U^{n+\frac{1}{2}}, w_h), \\
(D_r V^{n+1}, \zeta_h) = -(\nabla U^{n+\frac{1}{2}}, \nabla \zeta_h) - \lambda (U^{n+\frac{1}{2}}, \zeta_h) - (\tilde{R}^{n+\frac{1}{2}} H(U^{n+\frac{1}{2}}), \zeta_h), \\
R^{n+1} - R^n = \frac{1}{2} \int_\Omega H(U^{n+\frac{1}{2}})(U^{n+1} - U^n) dx.
\] (4.2)

Subtracting (2.2) from (4.2) gives the following error equation:
\[
(D_r \xi_u^{n+1}, w_h) = (\tilde{\xi}_u^{n+\frac{1}{2}}, w_h) + R_1(w_h), \\
(D_r \xi_v^{n+1}, \zeta_h) = -(\nabla \xi_u^{n+\frac{1}{2}}, \nabla \zeta_h) - \lambda (\xi_u^{n+\frac{1}{2}}, \zeta_h) - (\tilde{e}_r^{n+\frac{1}{2}} H(\tilde{u}_h^{n+\frac{1}{2}}), \zeta_h) + R_2(\zeta_h) + I_2(\zeta_h), \\
e_r^{n+1} - e_r^n = \frac{1}{2} \int_\Omega H(\tilde{u}_h^{n+\frac{1}{2}})(\xi_u^{n+1} - \xi_u^n) dx + R_3 + I_3,
\] (4.3)

where
\[
H(u) = \frac{f(u)}{\sqrt{E(u)}}
\]
Theorem 4.1. Suppose that $u$ is the solution of (1.1) satisfying
\[ \|u_0\|_{H^{k+1}} + \|u\|_{L^\infty((0,T),H^{k+1})} + \|u_t\|_{L^2((0,T),H^{k+1})} + \|u_{tt}\|_{L^2((0,T),H^{k+1})} \lesssim 1 \]
and $(u^0_h, v^0_h, r^0_h)$ is the solution of (2.2) with
\[ (u^0_h, v^0_h, r^0_h) = (R_h u_0, R_h u_1, \sqrt{E(u_0)}). \]
Then
\[ \|R_h u^n - v^n_h\| + \|R_h u^n - u^n_h\|_{H^k} + |r^n - r^n_h| \lesssim h^{k+1} + \tau^2. \] (4.5)

Proof. We first estimate the terms $\xi^n_u$ and $\xi^n_\eta$. By taking
\[ (w_h, \eta_h) = (D\xi^{n+1}_u, D\xi^{n+1}_\eta) \]
and multiplying the third equation of (4.3) by $2e^{n+1}_r = e^{n+1}_r + e^n_r$, we derive
\[ \frac{1}{2} (\|\xi^n_u\|^2 - \|\xi^n_\eta\|^2) + \|\nabla\xi^n_u\|^2 - \|\nabla\xi^n_\eta\|^2 + \lambda\|\xi^n_u\|^2 - \|\lambda\xi^n_u\|^2 + \|\lambda\xi^n_u\|^2) + (e^{n+1}_r)^2 - (e^n_r)^2 \]
\[ = R_2(D\xi^{n+1}_u) + I_2(D\xi^{n+1}_u) - R_1(D\xi^{n+1}_u) + 2(R_3 + I_3)e^{n+1}_r + \frac{1}{2}, \]
where $R_i$ and $I_i$ $(i \leq 3)$ are given in (4.4). Summing up all $n$ from 0 to $m$ and using the initial error
\[ \xi^0_u = \xi^0_\eta = 0, \]
we obtain
\[ \frac{1}{2} (\|\xi^m_u\|^2 + \|\nabla\xi^m_u\|^2 + \lambda\|\xi^m_u\|^2) + |e^m_r|^2 \]
\[ = \sum_{n=0}^m (R_2(D\xi^{n+1}_u) + I_2(D\xi^{n+1}_u) - R_1(D\xi^{n+1}_u) + 2(R_3 + I_3)e^{n+1}_r + \frac{1}{2}). \] (4.6)

To estimate the terms on the right-hand side of (4.6), we shall first make the hypothesis that there exists a positive constant $C_*$ such that
\[ \|u^n_h\|_{L^\infty} \leq C_* . \] (4.7)
This hypothesis will be verified later by using the method of mathematical induction.

Due to (4.7) and the fact that $f \in C^2(\mathbb{R})$, we have
\[ |H(u^n_h)| + |H'(u^n_h)| + |f'(u^n_h)| + |f''(u^n_h)| \lesssim 1, \ \forall n. \]
Then
\[ |R_3| \lesssim \tau h^{k+1}, \ \ |R_2(D\xi^{n+1}_u)| \lesssim h^{k+1}\|D\xi^{n+1}_u\|. \]
By the Taylor expansion, there exists a $\theta \in (0,1)$ such that
\[ \|H(u^{n+\frac{1}{2}}_h) - H(\tilde{U}^{n+\frac{1}{2}})| = \|H'(\theta u^{n+\frac{1}{2}}_h + (1-\theta)\tilde{U}^{n+\frac{1}{2}})(\tilde{u}^{n+\frac{1}{2}}_h - \tilde{U}^{n+\frac{1}{2}})|| \]
and
\[ R_1(u_h) = (\tilde{u}^{n+\frac{1}{2}}_h, w_h) - (D_r\eta^{n+1}_u, w_h), \]
\[ R_2(\zeta_h) = -(\nabla\eta^{n+\frac{1}{2}}_u, \nabla\zeta_h) - \lambda(\eta^{n+\frac{1}{2}}_u, \zeta_h) - (D_r\eta^{n+1}_u, \zeta_h), \]
\[ I_2(\zeta_h) = (\tilde{H}(\tilde{u}^{n+\frac{1}{2}}_h) - H(\tilde{U}^{n+\frac{1}{2}}))(\zeta_h), \]
\[ R_3 = \frac{1}{2} \int\Omega H(\tilde{u}^{n+\frac{1}{2}}_h)(\eta^{n+1}_u - \eta^n_u)d\Omega, \]
\[ I_3 = \frac{1}{2} \int\Omega (H(\tilde{U}^{n+\frac{1}{2}}) - H(\tilde{u}^{n+\frac{1}{2}}_h))(U^{n+1} - U^n)d\Omega. \] (4.4)
Then
\[ I_2(D\xi_u^{n+1}) \lesssim (h^{k+1} + \|\xi_u^{n+\frac{1}{2}}\|) \|D\xi_u^{n+1}\|, \quad |I_3| \lesssim \tau(h^{k+1} + \|\xi_u^{n+\frac{1}{2}}\|), \]
and thus
\[ \left| \sum_{n=0}^{m} (2R_3 + I_3)e^{n+\frac{1}{2}} \right| \leq Ch^{2(k+1)} + \tau \sum_{n=1}^{m} (\|\xi_u^{n+\frac{1}{2}}\|^2 + |e_r^{n+\frac{1}{2}}|^2). \quad (4.9) \]
On the other hand, we choose
\[ w_h = D\xi_u^{n+1} \]
in (4.3) to obtain
\[ \|D\xi_u^{n+1}\| \lesssim \tau(\|\xi_u^{n+\frac{1}{2}}\| + h^{k+1}), \]
which yields, together with the Cauchy-Schwarz inequality,
\[ |I_2(D\xi_u^{n+1})| + |R_2(D\xi_u^{n+1})| \lesssim \tau h^{2(k+1)} + \tau(\|\xi_u^{n+\frac{1}{2}}\|^2 + \|\xi_u^{n+\frac{1}{2}}\|^2). \]
Consequently,
\[ \sum_{n=0}^{m} |I_2(D\xi_u^{n+1})| + |R_2(D\xi_u^{n+1})| \lesssim h^{2(k+1)} + \tau \sum_{n=0}^{m} (\|\xi_u^{n+\frac{1}{2}}\|^2 + \|\xi_u^{n+\frac{1}{2}}\|^2). \quad (4.10) \]
As for the term
\[ \sum_{n=0}^{m} R_1(D\xi_v^{n+1}) \]
in (4.6), we recall the definition of \( R_1 \) in (4.4) to obtain
\[ \left| \sum_{n=0}^{m} R_1(D\xi_v^{n+1}) \right| = \left| (e_{m+\frac{1}{2}}^n - D_r\eta_u^{m+1}, \xi_v^{m+1}) + \sum_{n=1}^{m} (e_{m+\frac{1}{2}} - \eta_u^{n+1} + D_r\eta_u^{n+1} - D_r\eta_u^n, \xi_v^n) \right| \leq C(h^{k+1} \|\xi_v^{m+1}\| + C_r h^{k+1} \sum_{n=1}^{m} \|\xi_v^n\| \leq C(h^{2(k+1)} + C_r \sum_{n=1}^{m} \|\xi_v^n\|^2 + \frac{1}{4} \|\xi_v^{m+1}\|^2. \]
Substituting the above inequality and (4.9)–(4.10) into (4.6), we obtain
\[ \|\xi_v^n\|^2 + \|\nabla\xi_v^{m+1}\|^2 + \|\xi_v^{m+1}\|^2 + |e_r^{m+1}|^2 \lesssim h^{2(k+1)} + \tau \sum_{n=0}^{m+1} (\|\xi_v^n\|^2 + |e_r^n|^2 + \|\xi_v^n\|^2). \]
By the Grönewall inequality given in Lemma 3.1,
\[ \|\xi_v^n\| + \|\xi_v^n\|_{H^1} + |e_r^n| \lesssim h^{k+1}, \quad \forall n \geq 1. \quad (4.11) \]
Then from the triangle inequality and the conclusion in Theorem 3.6,
\[ \|R_h v^n - v^n_h\| + \|R_h u^n - u^n_h\|_{H^1} + |r^n - r^n_h| \leq \|\xi_v^n\| + \|\xi_v^n\|_{H^1} + |e_r^n| + \|R_h (v^n - V^n)\| + \|R_h (u^n - U^n)\| + |r^n - R^n| \lesssim h^{k+1} + \tau^2. \]
The proof is completed.
Remark 4.2.  Note that the optimal convergence rate for the $H^1$-error approximation is $O(h^k)$. The error estimate in (4.5) indicates that the Galerkin SAV solution $u^n_h$ is superclose to the Ritz projection of the exact solution $R_h u^n$ under the $H^1$-norm, which is one order higher than the counterpart optimal convergence rate. As a direct consequence of (4.5), we have the following optimal error estimates:

$$
\|u^n - v^n_h\|_{H^1} + \|u^n - v^n_h\|_{H^1} \lesssim h^k + \tau^2,
$$

$$
\|u^n - v^n_h\| + \|u^n - v^n_h\| + |r^n - r^n_h| \lesssim h^{k+1} + \tau^2.
$$

To end this section, we prove the inequality (4.7).

Lemma 4.3.  Under the conditions of Theorem 4.1, it holds that

$$
\|u^n_h\|_{L^\infty} \leq C_*, \quad \forall \ n \geq 1,
$$

where the constant $C_*$ is independent of $\tau$ and $h$.

Proof.  We will show the above inequality by induction. To this end, we first denote by $I_h U \in V_h$ the interpolation function of $U$. By the approximation theory, we have

$$
\|I_h U - U\| + \|I_h U - R_h U\| \lesssim h^2 \|U\|_{H^2}, \quad \|I_h U\|_{L^\infty} \lesssim \|U\|_{L^\infty}.
$$

Note that

$$
\|u^n_h\|_{L^\infty} = \|R_h u^0\|_{L^\infty} \leq C.
$$

By (4.11) and the inverse inequality $\|v_h\|_{L^\infty} \lesssim h^{-\frac{1}{2}} \|v_h\|$ for all $v_h \in V_h$, we obtain

$$
\|u^n_h\|_{L^\infty} \lesssim \|u^n_h - R_h U^n\|_{L^\infty} \lesssim h^2 \|U^n\|_{L^\infty} + \|R_h U^n - I_h U^n\|_{L^\infty} \lesssim C(h^{2-\frac{1}{2}} + \|U^n\|_{L^\infty}) \leq C_1(h^{2-\frac{1}{2}} + \|U^n\|_{H^2}).
$$

Now we choose a positive constant $h_1$ which is small enough to satisfy

$$
C_1 h_1^\frac{1}{2} \leq C.
$$

Then for $h \in (0, h_1)$, we derive that

$$
\|u^n_h\|_{L^\infty} \leq C + \|U^n\|_{H^2} \leq C_3.
$$

Therefore, we can choose the positive constant $C_*$ independent of $h$ and $\tau$ such that

$$
C_* \geq \max\{2\|U^n\|_{H^2}, \|u^n_h\|_{L^\infty}\}.
$$

Then (4.7) is valid for $n = 1$. Next, suppose that (4.7) holds for all $l \leq n - 1$. We will show that it is also valid for $n$. Thanks to (4.11), we have

$$
\|u^n_h - R_h U^n\|_{H^1} \leq C h^{k+1}.
$$

Then

$$
\|u^n_h\|_{L^\infty} \lesssim \|u^n_h - R_h U^n\|_{L^\infty} \lesssim h^2 \|U^n\|_{L^\infty} + \|R_h U^n - I_h U^n\|_{L^\infty} \leq C h^2 \|U^n\|_{L^\infty} + C_1 h^\frac{1}{2} + \frac{C_*}{2}.
$$

Let $h_1$ be small enough to satisfy

$$
C_1 h_1^\frac{1}{2} \leq \frac{C_*}{2}.
$$

Then for $h \in (0, h_1)$, we derive that

$$
\|u^n_h\|_{L^\infty} \leq C_1 h^\frac{1}{2} + \frac{C_*}{2} \leq C_*.
$$

This completes the induction. \qed
5 Numerical simulations

We present several numerical results to confirm our theoretical findings in this section.

Example 5.1. Consider the following Klein-Gordon equation:

\[ u_{tt} = u_{xx} + u_{yy} + u - u^3 + g_1(x, y, t), \quad (x, y, t) \in [0, 1]^2 \times [0, T], \]  

(5.1)

where \( u(x, y, 0), u_t(x, y, 0) \) and \( g_1(x, y, t) \) are given by the exact solution

\[ u(x, t) = \exp(-t)x^2(1 - x)^2y^2(1 - y)^2. \]  

(5.2)

We test convergence orders of the fully discrete scheme using uniform triangulation with \( M + 1 \) nodes in each spatial direction, and take \( N = M \) and \( N = M^{3/2} \) for the linear finite element method (L-FEM) and the quadratic finite element method (Q-FEM), respectively. We list the errors at time \( T = 1 \) as well as the convergence rates in Table 1. Here and below, we define

\[ \|e\|_0 = \|u^N - u^N_h\|, \quad \|e\|_1 = \|R_h u^N - u^N_h\|_{H^1}. \]

These results indicate that the fully discrete scheme is convergent and has order \( O(\tau^2 + h^{r+1}) \). We also test the unconditional convergence of the fully discrete scheme with different spatial step-sizes for every fixed \( \tau \). The \( L^2 \)-errors at time \( T = 1 \) are shown in Figure 1. When the temporal stepsize is fixed, the \( L^2 \)-errors tend to a constant. They imply that the error estimates hold without certain time-space grid restrictions.

Table 1: Errors and convergence orders for 2D problems

| \( M \) | L-FEM | Order | \( \|e\|_0 \) | Order | \( \|e\|_1 \) | Order |
|-------|-------|-------|--------|-------|--------|-------|
| 8     | 4.54E-4 | –     | 5.56E-4 | –     | 2.47E-6 | –     |
| 16    | 1.11E-4 | 2.03  | 1.61E-4 | 1.83  | 2.71E-7 | 3.19  |
| 24    | 4.90E-5 | 2.02  | 7.40E-5 | 1.96  | 7.66E-8 | 3.12  |
| 32    | 2.74E-5 | 2.02  | 4.24E-5 | 1.96  | 3.18E-8 | 3.05  |
| 40    | 1.75E-5 | 2.01  | 2.73E-5 | 1.97  | 1.62E-8 | 3.02  |

Figure 1 (Color online) \( L^2 \)-errors of the linear and quadratic finite element approximation
Then we set \( g_1(x, y, t) = 0, T = 100, N = 10 \) and \( M = 10 \), and solve the problem using the L-FEM. The time discretization is achieved by the linearized Crank-Nicolson (LCN) method and by the proposed SAV LCN method, respectively. The evolutions of the discrete energies are shown in Figure 2. Clearly, the energies obtained by the LCN finite element method increase as time goes on, while the one obtained by our method remains the same. It implies that numerical solutions by the SAV approach conserve the energy.

**Example 5.2.** Consider the following sine-Gordon equation:

\[
  u_{tt} = u_{xx} + u_{yy} + u_{zz} + \sin(u) + g_2(x, y, z, t), \quad (x, y, z, t) \in [0, 1]^3 \times [0, 1],
\]

where the initial conditions and \( g_2(x, y, z, t) \) are produced from the exact solution

\[
  u(x, t) = (1 + t^3) \sin(2\pi x) \sin(2\pi y) \sin(2\pi z).
\]

We still take \( N = M \) and \( N = M^{\frac{3}{2}} \) for the linear and quadratic finite element approximations, respectively. The numerical errors at time \( T = 1 \) as well as the convergence rates are presented in Table 2. The given results indicate that the fully discrete scheme has order \( O(\tau^2 + h^{r+1}) \).

Next, we set \( g_2(x, y, z, t) = 0, T = 20, N = 10 \) and \( M = 10 \), and solve the problem by the linear finite element method. The evolutions of the discrete energies for the 3D problems are displayed in Figure 3. Clearly, the discrete energies by the SAV approach remain unchanged, while the ones obtained by the LCN finite element method increase as time goes on. They further confirm the findings in this study.

---

**Table 2** Errors and convergence orders for 3D problems

|      | L-FEM          | Q-FEM          |
|------|----------------|----------------|
|      | \( \|e\|_0 \) | \( \|e\|_1 \) | \( \|e\|_0 \) | \( \|e\|_1 \) |
| \( M \) | Order | \( \|e\|_0 \) | Order | \( \|e\|_1 \) | Order | \( \|e\|_0 \) | Order | \( \|e\|_1 \) | Order |
| 16   | 6.36E−2  | –     | 4.43E−1 | –     | 10   | 5.69E−3 | –     | 1.29E−1 | –     |
| 20   | 4.17E−2  | 1.89  | 2.94E−1 | 1.83  | 12   | 3.24E−3 | 3.09  | 7.41E−2 | 2.96  |
| 24   | 2.94E−2  | 1.92  | 2.08E−1 | 1.91  | 14   | 1.99E−3 | 3.16  | 4.91E−2 | 2.67  |
| 28   | 2.18E−2  | 1.94  | 1.55E−1 | 1.90  | 16   | 1.31E−3 | 3.13  | 3.40E−2 | 2.75  |
6 Conclusion

In this study, we present a linearly implicit numerical scheme for solving the nonlinear wave equations (1.1). The scheme is developed by combining the SAV approach with the finite element methods, classical Crank-Nicolson methods and extrapolation approximation. The fully discrete scheme is proved to be unconditionally convergent and energy-conserving. Numerical illustrations are presented to confirm the theoretical findings.
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