Exploring Metabolic Signatures of Ex Vivo Tumor Tissue Cultures for Prediction of Chemosensitivity in Ovarian Cancer
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Simple Summary: Women diagnosed with ovarian cancer have 5-year survival rates below 45%. Prediction of patient’s outcome and the onset of drug resistance are still major challenges. The patient’s drug response is influenced by the environment that surrounds the tumor cells. We previously showed that patient-derived tumor tissue can be kept in the lab, alive and retaining aspects of that environment. In this study, we exposed tumor tissue derived from ovarian cancer patients to chemotherapy patients receive and identified metabolites released by the tumor tissue after treatment (metabolic footprint). Using machine learning, we uncovered metabolic signatures that discriminate tumor tissues with higher vs. lower drug sensitivity. We propose potential biomarkers involved in the production of specific building blocks of cells and energy generation processes. Overall, we established a platform to explore metabolic features of the complex environment of each patient’s tumor that can underpin the discovery of biomarkers of drug response.

Abstract: Predicting patient response to treatment and the onset of chemoresistance are still major challenges in oncology. Chemo-resistance is deeply influenced by the complex cellular interactions occurring within the tumor microenvironment (TME), including metabolic crosstalk. We have previously shown that ex vivo tumor tissue cultures derived from ovarian carcinoma (OvC) resections retain the TME components for at least four weeks of culture and implemented assays for assessment of drug response. Here, we explored ex vivo patient-derived tumor tissue cultures to uncover metabolic signatures of chemosensitivity and/or resistance. Tissue cultures derived from nine OvC cases were challenged with carboplatin and paclitaxel, the standard-of-care chemotherapeutics, and the metabolic footprints were characterized by LC-MS. Partial least-squares discriminant analysis (PLS-DA) revealed metabolic signatures that discriminated high responder from low responder tissue cultures to ex vivo drug exposure. As a proof-of-concept, a set of potential metabolic biomarkers of drug response was identified based on the receiver operating characteristics (ROC) curve, comprising amino acids, fatty acids, pyrimidine, glutathione, and TCA cycle pathways. Overall, this work establishes an analytical and computational platform to explore metabolic features of the TME associated with response to treatment, which can leverage the discovery of biomarkers of drug response and resistance in OvC.
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1. Introduction

Diagnosing chemoresistance and predicting the patient’s outcome is a major challenge in the clinical management of ovarian carcinoma (OvC) [1]. Most affected women are diagnosed at an advanced stage, resulting in 5-year survival rates below 45% [1–3]. Among the different histological types of OvC, high-grade serous carcinomas (HGSC) represent the most common type. The standard-of-care (SOC) consists of surgery followed by platinum and taxane-based combination chemotherapy. Both drugs are usually administered every 3 weeks in a total of 6 cycles [4]. Although HGSC patients initially respond to platinum-based chemotherapy, more than 80% experience therapy resistance and tumor recurrence at some stage [5].

Tumor progression and response to treatment are influenced by the complex cell-cell, cell-extracellular matrix (ECM) and cell-soluble factor interactions (including metabolites) that compose the tumor microenvironment (TME) [6–8]. In addition, altered cellular metabolism is a hallmark of cancer, and sensitivity to treatment has been correlated with such alterations [9–12]. Importantly, tumor cell-extrinsic factors and stressful microenvironmental conditions, such as hypoxia and drug challenges, respectively, are increasingly recognized as modulators of the metabolic phenotype of cancer cells, as demonstrated for OvC [13–15]. Moreover, metabolic reprogramming of cancer cells also shapes stromal cells’ metabolism [16]. In the specific context of OvC, the so-called Warburg effect (aerobic glycolysis) occurs in cancer-associated fibroblasts (CAFs), a major component of the TME. Consequently, CAFs secrete metabolites, such as amino acids, fatty acids, and lactate, which fuel the surrounding tumor cells. This metabolic symbiosis between CAFs and cancer cells is often called the reverse Warburg effect [17–19]. The stromal compartment also plays a significant role in drug response. For instance, CAFs produce glutathione (GSH) that binds to active drugs, thus diminishing their accumulation in cancer cells and contributing to chemoresistance [20]. Importantly, OvC cells present themselves a metabolic reliance on thiol metabolism, and the capacity of GSH turnover is a key feature in sustaining chemoresistance [21].

The molecular and cellular heterogeneity of the TME further complicates the establishment of predictive models of patient response from indirect data, such as blood-based liquid biopsies, demanding especially large patient cohorts due to the low signal-to-noise ratio from the specimen background [22,23]. Patient-derived tumor tissue culture systems retain the architecture and the cellular and non-cellular interactions of the tumor cells and the surrounding TME [8]. Additionally, the use of such cultures to assess drug response and resistance is of utmost interest since several TME traits, important in tumor progression and drug efficacy, are intrinsically present [24]. Therefore, metabolic alterations and drug responses in these complex models are more likely to mimic the in vivo situation [25,26] and consequently potentially more accurate and clinically predictive [8,27].

Herein, we took advantage of an OvC ex vivo model developed by our team. We previously showed that patient-derived OvC tissue can be cultured as explants (OvC-PDE) that sustain the tumor architecture and the TME cellular components for several weeks and are suitable for cyclic drug exposure assays using LDH release as a readout [28,29]. Here, we hypothesized that the modulation of the exometabolome (extracellular metabolome) of the model, i.e., its metabolic footprint, in response to the SOC chemotherapeutics may allow uncovering metabolic signatures of chemosensitivity and resistance. Overall, we established a platform to probe metabolic features of the TME associated with drug efficacy. We present a proof-of-concept of the power of this platform to support the discovery of biomarkers of drug response and resistance and metabolism-targeting drug discovery. Employing supervised learning algorithms, we uncovered metabolic signatures associated
with chemosensitivity ex vivo and identified a group of potential biomarkers of drug response that included amino acids, fatty acids, pyrimidine, glutathione, and TCA cycle metabolic pathways.

2. Materials and Methods

2.1. Study Sample and Histopathological Analysis

Consent was obtained for the use of fresh, surgically removed tumors from nine patients who underwent surgery at Instituto Português de Oncologia de Lisboa Francisco Gentil (IPOLFG) from 2018 to 2020. Tumor samples (Table 1) were also processed for hematoxylin and eosin (H&E) staining for epithelium and stroma quantification as previously described [28].

2.2. Patient-Derived Explant Culture

Tumor specimens were transported in Dulbecco’s Modified Eagle’s Medium (DMEM, Gibco) supplemented with 10% (v/v) Fetal Bovine Serum (Gibco) and 1% (v/v) PenStrep (Gibco), from the surgery room to the laboratory and processed under 4 h. Samples were weighed and then mechanically dissociated into fragments of approximately 1 mm³, as previously described by our team [28]. These OvC patient-derived explants (OvC-PDE) were cultured in DMEM as described above (culture medium), at 37 °C, 5% CO₂ in air, in 12 well-plates, at a concentration of 5 PDE/mL, under orbital agitation at 100 rpm, as previously described [29]. The OvC-PDEs were maintained for 21 days in culture and the medium was exchanged every 7 days, as described in [29].

2.3. Drug Challenge

The OvC-PDE cultures derived from nine distinct tumor samples were challenged weekly with SOC chemotherapeutics, namely the drug combination of carboplatin (Fresenius Kabi), at a concentration of 25 mg/mL, and paclitaxel (Fresenius Kabi), at a concentration of 10 mg/mL, as previously described by our team [28,29]. The drugs were also administered as single agents, at the same concentrations, and PBS without drugs was added in untreated control cultures. Each condition (untreated control and drug-exposed), for each OvC-PDE culture, was performed in triplicate. Blank controls were also plated in triplicate: culture medium or culture medium plus drugs, without OvC-PDEs (blank), to assess evaporation and metabolite degradation. To evaluate drug-induced cell death after each cycle of therapy (days 14 and 21), we employed a non-destructive assay, the lactate dehydrogenase (LDH) release assay (Thermo Fisher Scientific, Waltham, MA, USA), performed as we previously described [29].

2.4. Conditioned Media Collection and Storage

The conditioned medium (CM) from all conditions (drug-exposed and untreated controls) was collected at days 7, 14 and 21 of culture, as well as the medium from the blank controls. Right after medium collection, samples were centrifuged at 1000 × g for 5 min, at 4 °C and the supernatant was stored at −80 °C until further metabolomics analysis.

2.5. Untargeted Metabolomics

2.5.1. Sample Preparation

Two OvC-PDE cultures were employed in the untargeted metabolic footprinting study: OvC5 and OvC8. A total of 48 CM samples were processed and analyzed: the CMs from days 14 and 21 (untreated controls and exposed to carboplatin, paclitaxel, or the drug combination), all in triplicates. All frozen samples were thawed on ice. For protein precipitation, 300 µL of cold (4 °C) methanol were added to 100 µL of sample and kept at −20 °C, overnight. Samples were vortex-mixed for 10 s and centrifuged at 14,000×g for 10 min, at 4 °C. The supernatant was collected and split into two fractions; one fraction was used for direct injection (1 µL) into an amide column. The other fraction was dried using a SpeedVac (Thermo Scientific) and re-suspended in 100 µL of water with 0.1% of
formic acid before injection (1 µL) into a C18 column. All samples were analyzed in the same LC-MS run, with quality control (QC) samples to verify the stability of the retention times, peak shapes, and peak areas during the run. The QCs consisted of pooled CM and blank samples and were analyzed every 10 sample injections. Technical LC-MS injection triplicates were acquired for all samples, making up a total of 144 CM measurements.

2.5.2. Liquid Chromatography-Mass Spectrometry

Liquid chromatography-mass spectrometry (LC-MS) analysis was carried out using an UltiMate 3000 UHPLC (Thermo Scientific) system fitted with a Waters XBridge C18 column (2.1 × 150 mm, 3.5 µm particle size, P/N 186003023) for reversed-phase liquid chromatography (RPLC) or with a Waters Acquity UPLC BEH Amide column (2.1 × 150 mm, 2.5 µm particle size, P/N 186003023) for hydrophilic interaction liquid chromatography (HILIC), coupled to a Q Exactive Focus Hybrid Quadrupole-Orbitrap Mass Spectrometer (Thermo Scientific) with an electrospray ionization (ESI) source.

For the RPLC column, water with 0.1% formic acid (mobile phase A) and acetonitrile with 0.1% formic acid (mobile phase B) was used on the gradient elution, using the following program: 0–1 min 1% B; 1–13 min 1–99% B; 13–15 min 99% B; 15–16 min 99–1% B; 16–20 min 1% B. The flow rate was constant at 0.4 mL/min and the temperature was maintained at 30 °C. For the separation carried out in the HILIC column, ammonium acetate at 5 mM (pH 4, adjusted with acetic acid) (mobile phase A) and acetonitrile (mobile phase B) were used on the gradient elution, using the following program: 0–0.1 min 90% B; 0.1–6 min 90–50% B; 6–7 min 50–40% B; 7–9 min 40% B; 9–10 min 40–90% B; 10–20 min 90% B. The flow rate was constant at 0.35 mL/min. The temperature was maintained at 40 °C.

The ESI source was operated in separate runs in both positive and negative ionization modes, with a spray voltage of 3.8 and 3 kV, respectively. The capillary and auxiliary gas heater temperatures were set to 320 °C. The sheath gas and auxiliary gas flow rates were 60 and 20 a.u., respectively. Spectra were acquired in full-MS scan mode (scan range from 75–1125 m/z) with a resolution of 70,000 full width at half maximum (FWHM) at 200 m/z, 1 × 10^6 automatic gain control (AGC), and internal calibration with lock mass (112.98550 m/z). A data-dependent method (FullMS-ddMS2) was used to facilitate compound identification. The three most intense ions were subjected to higher-energy collisional dissociation (HCD). A stepped normalized collision energy (NCE) was applied (20, 40 and 60). MS/MS spectra were acquired at 17,500 resolution (FWHM at 200 m/z) and with automated gain control (AGC) of 1 × 10^5. The maximum injection time was set to 100 ms and the dynamic exclusion was 6 s.

2.5.3. Data Processing

ProteoWizard was used to convert raw MS data files to the mzML format. These files were then imported into the R environment (version 4.0.3) and R package “XCMS” (Bioconductor version 3.12 [30]) was used for data processing. Four datasets were processed independently, corresponding to HILIC and RPLC columns in both positive (+) and negative (−) ionization modes.

Parameter settings for XCMS processing of data acquired by each column and each mode were as follows: xcmsSet was used to extract the ion chromatograms, followed by peak-picking and grouping, in which each peak was grouped across all samples. A LOESS (nonlinear) regression was used for retention-time correction, followed by grouping. The relative quantification of metabolite features was based on the extracted ion chromatogram (EIC) peak areas. The generated data matrix consisted of the mass-to-charge ratio (m/z) value, retention time (RT), and peak intensity.

2.5.4. Data Transformation and Normalization

Peak intensity normalization was performed across samples and features in all datasets. Samples were normalized by the median intensity, while log transformation and unit-variance scaling were applied across features, so that peak intensity data acquired a
Gaussian-like distribution. The normalization strategy was evaluated by checking the symmetry and range of the boxplots of feature intensities and using principal component analysis (PCA) to check the clustering of QC data points. Data pre-processing and subsequent analysis steps were carried out using the MetaboAnalyst 4.0 Web Server [31].

2.5.5. Analytical Validation and Outlier Detection

The quality of the analytical system performance was evaluated using PCA, which was also used to detect possible outliers. The score matrix from PCA was assessed for PC1 and PC2. Outliers were evaluated according to the sample principal component (PC) score by visual inspection of the maximum variance of the main data explained by the PC1 and PC2. In the HILIC(+) dataset, three data points (three replicates of injection of one CM sample, corresponding to one of the three independent cultures from OvC5 in the untreated condition at day 14) were identified as outliers. In the HILIC(−) dataset, no data points were identified as outliers. In the RPLC(+) dataset, three data points (three replicates of injection of one CM sample, corresponding to one of the three independent cultures from OvC8 in the untreated condition at day 14) were identified as outliers. In the RPLC(−) dataset, one data point (one of the three replicates of injection of one CM sample from OvC8 in the untreated condition at day 14) was identified as an outlier. QC samples were included on a PCA plot to assess the stability of the analytical system. The analytical runs are considered valid if QC's data points are well clustered in the PCA and stable in PC1 throughout the injection run.

2.5.6. Statistical Analysis

The normalized data were further used for multivariate data analysis. Principal component analysis was used to reduce the dimensionality and to identify clusters among the different treatment conditions. Partial least-squares discriminant analysis (PLS-DA) was then applied to find the discriminant features among treatment conditions. To assess the optimal number of components to build the PLS-DA model 5-fold cross-validation was used. The performance of the model was evaluated by the accuracy (significance of class discrimination), R² and Q² parameters, and by a permutation test (100 permutations). Variable importance in projection (VIP) score, given by the PLS loadings, was used to rank the most relevant features for group discrimination. We focused on the VIP scores from the first component since it always explained a large part of the total variance. For good performance models (accuracy, R² and Q² > 0.9), the top 25 discriminant features were selected according to the VIP scores for each data set. Thus, 75 features were retained for metabolite identification.

2.5.7. Metabolite Identification

Metabolite identification was performed for 75 discriminant features resulting from the VIP score analysis. First, isotopic patterns and adduct ions of tentative candidates were searched against the Human Metabolome Database (HMDB) [32]. The list of tentative candidates was reduced by LogP evaluation according to the column. Briefly, tentative candidates with LogP > 0 were excluded in HILIC datasets and LogP < 0 in RPLC datasets. Finally, MS/MS spectra were compared to experimental MS/MS spectra from pure compounds deposited in HMDB [32], METLIN [33] and GNPS [34] databases. For cases where MS/MS spectra were not available in those databases, fragmentation patterns were manually interpreted for metabolite annotation. Putative identifications were obtained and annotated according to the proposed workflow for metabolite identification confidence by Schrimpe–Rutledge et al. [35].

2.6. Semi-Targeted Metabolomics

2.6.1. Semi-Polar Metabolite Extraction, Identification, and Relative Quantification

Technical duplicates of all PDE cultures (OvC1–9) at days 14 and 21 of culture (untreated controls and drug challenge conditions) were analyzed as follows by MS-Omics
The analysis was performed using a Thermo Scientific Vanquish LC coupled to Thermo Q Exactive HF MS. An electrospray ionization interface was used as the ionization source. Analysis was performed in negative and positive ionization modes. The UPLC was carried out using a slightly modified version of the protocol described by Catalin et al. [36]. Peak areas were extracted using Compound Discoverer 3.1 (Thermo Scientific). Identification of compounds was performed at four levels; Level 1: identification by retention times (compared against in-house authentic standards), accurate mass (with an accepted deviation of 3 ppm), and MS/MS spectra, Level 2a: identification by retention times (compared against in-house authentic standards), accurate mass (with an accepted deviation of 3 ppm). Level 2b: identification by accurate mass (with an accepted deviation of 3 ppm), and MS/MS spectra, Level 3: identification by accurate mass alone (with an accepted deviation of 3 ppm). Out of 1382 metabolites, 51 were identified based on the accurate mass, MS/MS spectra and known retention time obtained from standards (confidence level 1) and 36 based on accurate mass and known retention time obtained from standards (level 2a). In addition, 38 compounds were identified based on the accurate mass and MS/MS spectra from an external library (level 2b), 85 based on library searches using the accurate mass and elemental composition alone (level 3), and 1172 compounds remain unidentified.

2.6.2. Statistical Analysis

Data normalization was carried out, as for the untargeted dataset, by applying the median, log and unit variance normalization using the MetaboAnalyst 5.0 Web Server [37]. The PCA was built using GraphPad Prism software (version 9) and MetaboAnalyst 5.0 Web Server [37]. Supervised models, namely PLS-DA, sparse(s)PLS-DA and random forest (RF) analysis were carried out using the MetaboAnalyst 5.0 Web Server. The performance of the PLS-DA was evaluated by the accuracy (significance of class discrimination), R^2 and Q^2 parameters; sPLS-DA by the error rate by number of components; and RF by the out-of-bag (OOB) error. We used VIP score analysis to select the top 25 discriminant features for PLS-DA model, loading scores were used for sPLS-DA and mean decrease accuracy was used for RF. Biomarker analysis was accomplished using the MetaboAnalyst 5.0 Web Server. Multivariate receiver operating characteristic (ROC) curve exploration was performed using PLS-DA algorithm, with 2 latent variables (LV). ROC curves are generated by Monte Carlo cross-validation (MCCV) using balanced subsampling. In each MCCV, 2/3 of the samples are used to evaluate feature importance, and the remaining 1/3 are used to validate the models created with the first step. The top-ranking features (up to 100) in terms of importance are used to build the biomarker classification models the performance and confidence intervals (CI) of each model are calculated. Principal component regression (PCR) was carried out in GraphPad Prism software (version 9).

2.6.3. Metabolic Pathway Analysis

Control and combination-treated normalized peak intensity datasets categorically classified into high-responders (HR) and low responders (LR) were used for pathway analysis. First, 85 out of 87 compound names were successfully converted to identifiers used in HMDB [32]. Homo sapiens (KEGG) was selected as the pathway library, the global test as the algorithm for the pathway enrichment analysis and the node importance measure for topological analysis selected was relative betweenness centrality. The visualization method selected was a scatter plot (testing significant features). To find additional important pathways, the top common (across models) discriminant metabolites for HR vs. LR classification obtained after supervised analysis of the reduced datasets of untreated controls and drug combination-treated conditions were searched. For that, the Small Molecule Pathway Database (SMPDB) was used with 99 metabolite sets based on normal human metabolic pathways and in KEGG. All metabolic pathway analyses were carried out using MetaboAnalyst 5.0 Web Server.
3. Results

3.1. Study Design, Characterization of the Patient Cohort, and Chemotherapy Assessment in Patient-Derived Explant Cultures

The OvC patients usually undergo surgery followed by adjuvant chemotherapy, consisting of a combination of carboplatin and paclitaxel. Surgically resected tumor samples from nine patients diagnosed with serous epithelial OvC were enrolled in this study (Table 1), which included one low-grade serous carcinoma (LGSC) and eight HGSC cases. After surgery, six of the patients received six cycles of adjuvant chemotherapy. The other three patients underwent three cycles of neoadjuvant chemotherapy and three cycles of adjuvant chemotherapy (Figure 1). The histopathological analysis revealed that seven of the nine tumor samples presented a high stroma (>50%) to epithelium proportion (Figure 1). Clinical and pathological information are reported in Table 1.

Figure 1. Sample-specific response to combination (carboplatin + paclitaxel) and single drugs cyclic drug exposure in serous ovarian carcinoma patient-derived ex vivo cultures and clinical information of the patient cohort. Ovarian carcinoma (OvC) patient-derived explants (PDE) cultures are categorized into high-responders (HR) and low-responders (LR) according to the ex vivo drug-induced cell death upon the first drug combination cycle, using the median as cut-off (OvC9 was excluded as it was the only low-grade serous carcinoma PDE). Patient sample-specific differences in drug-induced cell death, combination effect (C.E.), stroma proportion and clinical chemotherapy (CT) regimen are captured in the heatmap, (C: carboplatin; P: paclitaxel).
Table 1. Ovarian Carcinoma patient cohort: clinical data and patient-derived explant (PDE) culture classification.

| Case | Age | Diagnosis | FIGO | Chemotherapy | NACT Evaluation | Patient Status (Follow-Up at 10 Months) | Response to Drug Combination |
|------|-----|-----------|------|--------------|-----------------|------------------------------------------|-----------------------------|
| OvC1 | 62  | HGSC      | IIIC | Neoadjuvant + adjuvant | CRS1            | Alive with disease                       | LR                          |
| OvC2 | 51  | HGSC      | IIIC | Neoadjuvant + adjuvant | CRS3            | No evidence of cancer disease            | LR                          |
| OvC3 | 44  | HGSC      | IIIC | Adjuvant       |                 | No evidence of cancer disease            | LR                          |
| OvC4 | 62  | HGSC      | IIIC | Neoadjuvant + adjuvant | CRS2            | Alive with disease                       | LR                          |
| OvC5 | 81  | HGSC      | IIIC | Adjuvant       |                 | Alive with disease                       | HR                          |
| OvC6 | 52  | HGSC      | IIIC | Adjuvant       |                 | Alive with disease                       | HR                          |
| OvC7 | 68  | HGSC      | IIIC | Adjuvant       |                 | No evidence of cancer disease            | HR                          |
| OvC8 | 77  | HGSC      | IIIB | Adjuvant       |                 | Alive with disease                       | HR                          |
| OvC9 | 85  | LGSC      | IIIC | Adjuvant       |                 | Died with cancer disease                 | -                           |

OvC: ovarian carcinoma; HGSC: high-grade serous carcinoma; LGSC: low-grade serous carcinoma; NACT: neoadjuvant chemotherapy; CRS1: no/minimal response; CRS2: partial response; CRS3: complete/near complete response; HR: high-responder; LR: low-responder.

We developed an OvC patient-derived PDE culture (Figure 2(Ai)) [28] in which tumor architecture and cell-type heterogeneity (epithelial and stromal compartments) were preserved for at least one month in culture. This culture strategy can be broadly applied to the culture of different OvC types [28]. Here, we used the downscaled version of this model, as characterized by Cox and Mendes et al. [29] and processed as described in the methods section (Figure 2(Ai)).

The OvC-PDE cultures were challenged with the SOC chemotherapeutics, namely the combination of carboplatin and paclitaxel (C+P), or single-agent chemotherapy (Figure 2(Ai)). The PDEs were exposed to the drugs in two consecutive cycles of 1 week and the drug-induced cell death was evaluated after each cycle using the LDH assay. To explore whether metabolic footprinting can be used to evaluate drug response in PDE cultures, we collected the CM after each drug cycle (Figure 2(Aii)).

To analyze the effect of the combination therapy, we compared the efficacy of C+P with the most efficacious single agent, henceforth referred to as the highest single agent (HSA) [38] (Figure S1A,C). For most cases, the HSA was paclitaxel, except for OvC4 and OvC6 in which it was carboplatin (Figure S1A). We observed a negative combination effect (log₂ fold-change (log₂ FC) < 0), meaning the combination was less efficacious than the HSA, in four out of nine (44%) OvC-PDE cases. In the remaining five (56%) cases, we observed a positive combination effect (log₂ FC > 0), meaning the combination therapy was more efficacious than the HSA (Figure S1C). Interestingly, cases in which patients received neoadjuvant chemotherapy (OvC1, OvC2 and OvC4), clinical evaluation matched with log₂ FC evaluation, where log₂ FC = −0.24 was observed for OvC1 (no/minimal response), log₂ FC = −0.13 was observed for OvC4 (partial response) and log₂ FC = 1.45 was observed for OvC2 (complete/near-complete response) (Figure 1 and Table 1). Among the eight HGSC PDE cultures, four cases (OvC1–4) were considered low-responders (LR) and the other four (OvC5–8) high-responders (HR), using as cut-off the median drug-induced cell death upon the first drug combination cycle (Figure 1 and Table 1).
Figure 2. Workflow of the experimental strategy for (Ai) patient-derived ex vivo (PDE) culture establishment, (Aii) drug assays, approach, and readouts, (B) untargeted metabolomic analysis and (C) semi-targeted metabolomics. (OvC: ovarian carcinoma; PDE: patient-derived explant; LC-MS: liquid chromatography-mass spectrometry; HILIC: hydrophilic interaction liquid chromatography; RPLC: reversed phase liquid chromatography; ID: identification).
3.2. Untargeted Metabolic Footprints Distinguish between Treatment Groups—A Proof-of-Concept

To verify whether the analysis of the exometabolome, i.e., metabolic footprinting can detect distinct responses depending on the PDE treatment condition and assess the robustness of the culture sampling and analytical platform to capture these different profiles, we applied an untargeted liquid chromatography-mass spectrometry (LC-MS)-based methodology to two HGSC-PDE cultures (OvC5 and OvC8). We collected the conditioned medium (CM) after each drug cycle (days 14 and 21 of culture, corresponding to 7 and 14 days of drug exposure, respectively, Figure 2(Aii) and Figure 2B).

We used two columns (HILIC and RPLC) and two ionization modes (positive and negative) to broaden the metabolite coverage, making up four datasets. A total of 3153 features (retention time, m/z pairs) were extracted in the HILIC(+) dataset; 2036 in HILIC(−); 3334 in RPLC(+); and 1933 in RPLC(−) (Supplementary File S2). The retention time drift correction and LC-MS EICs of the detected features are shown in Figure S2. After data normalization (Figure S3i), QCs cluster together (Figure 3A) and are stable throughout the injection run (Figure S3ii), indicating an adequate performance of the analytical and data processing platform. The RPLC(+) dataset was excluded from further analysis since it did not have consistent QC measurements (Figure S4).

The PCA score plot of metabolic footprints (Figure 3A) revealed different drug response groups in HILIC(+), HILIC(−) and RPLC(−) datasets. The first two principal components (PC) accumulated 82.4% of the total explained variance in the HILIC(+), 44.3% in the HILIC(−), and 57.4% in the RPLC(−) dataset. Group separation is mainly achieved by the first PC, and three major clusters are observed: untreated control grouped with the carboplatin-treated condition; paclitaxel-treated condition grouped with the combination-treated condition; and culture medium blanks. The emergence of treatment clusters in an unsupervised method like PCA supports the existence of characteristic metabolic signatures. Thus, sample discrimination was further analyzed using a supervised approach by PLS-DA.

The PLS-DA models to distinguish among treatment conditions based on the datasets HILIC(+), HILIC(−) and RPLC(−) showed high accuracy, R² and Q² parameters (>0.9) for a 5-fold cross-validation (Figure S5i). The prediction accuracy during training was also assessed by permutation analysis (100 permutations) and, for all models, discrimination was considered significant (p-value < 0.01) (Figure S5ii). The PLS-DA (Figure 3B) of metabolic footprints found discriminant features between drug treatment groups for subsequent identification of corresponding metabolites. For each supervised model built from the three initial feature datasets, a panel of the top 25 metabolic features was selected based on the variable importance in projection (VIP) score measured in loading 1 of PLS-DA (Figure 3C).

Metabolite identification was attempted for the 75 top discriminant features, comprising the top 25 from each dataset. First, EICs and the corresponding mass spectra were obtained for each feature. Mass spectral detected adduct ions and elemental formula of possible candidates were searched in the HMDB [32] database. Subsequently, fragmentation patterns obtained from tandem MS experiments (when available) were compared to MS/MS spectra in the HMDB [32], Metlin [33], or GNPS [34] databases. Additionally, metabolites present in the basal medium used to culture OvC-PDEs, namely DMEM, were also searched only by comparing MS/MS spectra with the previously mentioned spectral libraries (Supplementary File S2, Figures S6 and S7).
bustness of the culture sampling and analytical platform to capture these different profiles, we applied an untargeted liquid chromatography-mass spectrometry (LC-MS)-based methodology to two HGSC-PDE cultures (OvC5 and OvC8). We collected the conditioned medium (CM) after each drug cycle (days 14 and 21 of culture, corresponding to 7 and 14 days of drug exposure, respectively, Figure 2(Aii) and Figure 2B).

We used two columns (HILIC and RPLC) and two ionization modes (positive and negative) to broaden the metabolite coverage, making up four datasets. A total of 3153 features (retention time, $m/z$ pairs) were extracted in the HILIC(+) dataset; 2036 in HILIC(−); 3334 in RPLC(+) and 1933 in RPLC(−) (Supplementary File S2). The retention time drift correction and LC-MS EICs of the detected features are shown in Figure S2.

After data normalization (Figure S3i), QCs cluster together (Figure 3A) and are stable throughout the injection run (Figure S3ii), indicating an adequate performance of the analytical and data processing platform. The RPLC(+) dataset was excluded from further analysis since it did not have consistent QC measurements (Figure S4).

Figure 3. Untargeted metabolic footprints can distinguish between treatment groups in two high-grade serous ovarian carcinoma (OvC) patient-derived explant (PDE) cultures. Multivariate data analysis performed using: (A) principal component analysis (PCA), (B) partial least-squares discriminant analysis (PLS-DA) for subsequent identification of corresponding important features identified by (C) variable importance in projection (VIP) score in PLS-DA (colored boxes on the right indicate the relative concentrations of the corresponding metabolite in each condition). The LC-MS-based metabolic footprinting performed using HILIC and RPLC columns, in positive (+) and negative (−) ionization modes; N = 2 OvC cases (OvC5 and OvC8), with 3 culture replicates per condition, and 3 LC-MS injections each, for a total of 144 PDE-conditioned media data points shown (C: carboplatin, P: paclitaxel; Ctrl: untreated control; Medium: culture media blanks; HILIC: hydrophilic interaction liquid chromatography; RPLC: reversed-phase liquid chromatography; (+): positive mode; (−): negative mode; PC: principal component).
Some of the top features correspond to the same compound because adduct grouping was not performed beforehand, although these were easily identified through the isotopic pattern analysis. Features were identified as \([M+H]^+\) ionic species in positive ionization datasets and as \([M-H]^−\) or \([M+Cl]^−\) ionic species in negative ionization datasets. To filter the number of candidates obtained in the accurate MS search, logP was considered as described in the methods section. Putative identifications with different levels of annotation confidence were achieved for 33 features, annotated according to Schrimpe–Rutledge et al. [35]. Overall, out of 75 top features, 30 features were identified based on the fragmentation data matched to metabolite MS/MS libraries (confidence level 2), three remain as tentative structures in which precursor \(m/z\) matched to a metabolite database (confidence level 3), and 42 remained unknown (confidence level 5). However, by performing adduct grouping, the 33 identified features were translated into 10 compounds, which belong to amino acids (2), peptides (2), carnitines and acylcarnitines (1), fatty acids and conjugates (2) and vitamins (1) metabolite classes. Carboplatin, one of the drugs used in this study, was also identified in both HILIC datasets ((+) and (−)). In addition, seven metabolites (5 amino acids, 1 vitamin and 1 carbohydrate) known to be present in DMEM culture media were identified (confidence level 2: 5 features, confidence level 3: 2 features) (Supplementary File S2).

3.3. Semi-Targeted Exometabolome Analysis Captures Metabolic Heterogeneity between High and Low-Responders

As metabolic footprinting revealed differences in response to drug treatment in PDE cultures, a semi-targeted metabolomics approach was then employed, analyzing the metabolite classes of the most relevant features identified in the untargeted metabolomics experiment, using a semi-polar LC-MS/MS method (Figure 2C). Further data analysis was carried out using metabolites annotated with high confidence based on standards (levels 1 and 2a, see Methods section), i.e., 87 metabolites (Supplementary File S3), mainly belonging to amino acids (44%); organic acids (17%); vitamins (10%); nucleosides and nucleotides (9%); carbohydrates and conjugates (8%); carnitines and acylcarnitines (5%); and fatty acids and conjugates (3%) classes (Figure 2C).

We analyzed CM duplicates of all experimental conditions of each OvC-PDE culture (Figure 2(Aii)). After normalizing across samples and features the QC data points clustered together in PCA (Figure S8). In addition, we identified distinct groups, in which OvC9, derived from an LGSC explant, stood apart from the HGSC-derived cultures (Figure 4A). This separation was visible specifically along PC2, which seems to discriminate by OvC-PDE case, including to some extent within the HGSC cases. Further analysis only considered HGSC OvC-PDE cultures (Figure 4B).

The PCA based on CM samples from HGSC-derived cultures (Figure 4(Bi–Biii)), in which the first two PCs accounted for 62.9% of the total explained variance, revealed also a trend by timepoint (day 14 or 21), while a clear trend by drug treatment condition was not identified (Figure 4(Bii,Biii)). The latter might be a consequence of intrinsic metabolic heterogeneity among PDE cultures derived from different patients.

In fact, by reducing the dataset complexity and visualizing the untreated controls at day 14 (Figure 5(Ai)), two clusters that separate HR (OvC5–8) from LR (OvC1–4) to the drug combination are identified (Figure 5(Aii)). The first two PCs accumulate 59.3% of the total explained variance.
amino acids, 1 vitamin and 1 carbohydrate) known to be present in DMEM culture media were identified (confidence level 2: 5 features, confidence level 3: 2 features) (Supplementary File S2).

3.3. Semi-Targeted Exometabolome Analysis Captures Metabolic Heterogeneity between High and Low-Responders

As metabolic footprinting revealed differences in response to drug treatment in PDE cultures, a semi-targeted metabolomics approach was then employed, analyzing the metabolite classes of the most relevant features identified in the untargeted metabolomics experiment, using a semi-polar LC-MS/MS method (Figure 2C). Further data analysis was carried out using metabolites annotated with high confidence based on standards (levels 1 and 2a, see methods section), i.e., 87 metabolites (Supplementary File S3), mainly belonging to amino acids (44%); organic acids (17%); vitamins (10%); nucleosides and nucleotides (9%); carbohydrates and conjugates (8%); carnitines and acylcarnitines (5%); and fatty acids and conjugates (3%) classes (Figure 2C).

We analyzed CM duplicates of all experimental conditions of each OvC-PDE culture (Figure 2(Aii)). After normalizing across samples and features the QC data points clustered together in PCA (Figure S8). In addition, we identified distinct groups, in which OvC9, derived from an LGSC explant, stood apart from the HGSC-derived cultures (Figure 4A). This separation was visible specifically along PC2, which seems to discriminate by OvC-PDE case, including to some extent within the HGSC cases. Further analysis only considered HGSC OvC-PDE cultures (Figure 4B).

Figure 4. Semi-targeted exometabolome analysis reveals metabolic heterogeneity among serous carcinoma-derived explant cultures. Multivariate data analysis using principal component analysis (PCA) reveals clustering trends by OvC case (A) across all samples, including untreated controls (Ctrl) and treated conditions, at days 14 and 21, and (Bi) between high-grade serous carcinoma (HGSC)-derived explant cultures (i.e., excluding OvC9). The latter also reveals (Bii) a slight trend by timepoint and (Biii) no clear separation by treatment group (C: carboplatin, P: paclitaxel, CP: drug combination).

To verify whether the metabolic footprint distinguished the efficacy of the drug combination regimen, we focused on the dataset generated from PDE cultures challenged with the combination of carboplatin and paclitaxel, at day 14. The tendency observed in the drug combination-treated PDE cultures dataset was the same as in the untreated controls dataset. The PCA (the first two PCs accumulated 65.2% of the total explained variance) identified different drug response groups based on the ex vivo drug-induced cell death (Figure 5(Bi,Bii)) and PDE case-specific trends (Figure S11(Ai)). Specifically, in the PCA for the drug combination, a gradient from the right lower quadrant (almost all LR) to the left upper quadrant (HR spread in the other three quadrants) was observed (Figure 5(Bi)).

Although it is not the focus of our study, as single drugs are not administered in the clinical setting, the PCA based on the single drugs dataset, i.e., PDE cultures treated with carboplatin or paclitaxel, also separated HR from LR (Figure S9). Specifically, the PCA score plot for single agents (the first two PCs accumulated 59.2% of the total explained variance) revealed different drug response groups observed by a gradient from the left upper quadrant (LR) to the right lower quadrant (HR) and by HR vs. LR category (Figure S9(Aiii,Aiv)), as well as different treatment groups mostly separated on PC2 (Figure S9(Aii)).
Figure 5. Metabolic footprinting captures metabolic differences between high- and low-responders in untreated controls and combination-treated patient-derived explant cultures. Principal component analysis (PCA) of metabolic footprints of high-grade serous carcinoma (HGSC)-derived explant cultures, at day 14, (A) in untreated control conditions predicted different drug response trends by (Ai) OvC case and (Aii) when categorized by the ex vivo drug response to drug combination. (B) In drug combination conditions, PCA revealed drug response trends by (Bi) drug-induced cell death after one drug cycle (day 14) and (Bii) based on ex vivo drug response categories. (HR: high-responders, LR: low-responders, classified using the drug combination-induced cell death at day 14, with the median as cut-off; PC: principal component).

To find the metabolites with the most predictive value for discrimination between the HR and LR classes in the untreated control condition, three machine learning algorithms were applied (PLS-DA, sPLS-DA and RF; Figure S10A–C) and the top 25 discriminant features of each model were compared. Out of 30 unique metabolites among the three models, 27 intersected in at least two of the three models (Figure 6(Aii)), which were considered to carry the foremost discriminant power. Amino acids (40.7%), organic acids (22.2%) and nucleosides and nucleotides (11.1%) are among the most relevant metabolites accounting for the differences in metabolic phenotype between HR and LR in the untreated control dataset (Figure 6(Aii)). Once again, the same strategy was applied in the drug combination dataset. Out of 35 unique metabolites among the three models, 25 were common to at least two models (Figure 6(Bii)). The most important metabolites separating the metabolic footprints of HR and LR after the drug challenge were amino acids (56.0%), organic acids (24.0%) and carnitines and acylcarnitines (8.0%) (Figure 6(Bii)).
case-intrinsic metabolites (Supplementary File S4 and Figure S12). For the drug combination-induced metabolites, we found additional alterations in GSH metabolism (pyroglutamic acid) and vitamin B6 metabolism (pyridoxine) (Supplementary File S4).

Figure 6. Supervised learning and pathway analysis from metabolic footprinting of patient-derived explant cultures reveals discriminating metabolic features between high- (HR) and low-responders (LR). For (A) untreated control and (B) drug combination-treated HGSC datasets at day 14, supervised models (PLS-DA: partial least-squares discriminant analysis; sPLS-DA: sparse PLS-DA; RF: random forests) revealed (i) consistent top metabolic features discriminating HR from LR and (ii) respective metabolite classes. (iii) Pathway analysis of HR vs. LR shows significantly altered pathways for fatty acids metabolism (1, 2), amino acids metabolism (3, 4, 6, 7, 8, 9) and pyrimidine metabolism (5) pathways. A list of metabolites and respective classes, as well as altered pathways and respective metabolites, are included in Supplementary File S4, (color scale and symbol size reflect the combination between the p-value and the pathway impact, respectively).

Additionally, principal component regression (PCR) using the drug combination dataset allowed a fine discrimination (p-value = 0.0001) of the drug-induced cell death as a continuous variable (Supplementary File S4). The PCR also showed a correlation (p-value = 0.002) between the PDE metabolic footprint and the patient chemotherapy regimen (neoadjuvant only vs. neoadjuvant + adjuvant; Figure S11(Aii) and Supplementary File S4).
Among the 39 top metabolites discriminating HR and LR in both untreated control and drug combination datasets, there were 14 that appeared only in untreated controls and 13 that were common to both conditions. An additional set of 12 metabolites was altered only in the drug combination dataset (Figure S12A). The 27 metabolites identified in the untreated controls were considered metabolic traits intrinsic to the OvC-PDE case, and the 12 metabolites identified only in the drug combination dataset were considered as alterations induced by the drug response. The major differences in metabolic classes were in amino acids, which comprised 66.7% of the top altered features upon the drug challenge (Figure S12B).

Because unsupervised and supervised analyses uncovered differences between HR and LR in both untreated control and drug combination datasets, we used both datasets for metabolic pathway analysis. The metabolic differences between HR and LR based on the untreated condition dataset relied on: (i) fatty acids metabolism, specifically in beta-oxidation of very-long-chain fatty acids and fatty acid biosynthesis; (ii) amino acids metabolism, namely valine, leucine and isoleucine degradation, glycine and serine, arginine and proline, histidine, methionine, and betaine metabolism; and (iii) pyrimidine metabolism (Figure 6(Aiii)). Likewise, we found the following pathways significantly altered between HR and LR in the drug combination condition: (i) amino acids metabolism, namely histidine, beta-alanine, betaine, glycine and serine, methionine, phenylalanine and tyrosine metabolism and valine, leucine and isoleucine degradation; (ii) fatty acids metabolism, specifically in beta-oxidation of very-long-chain fatty acids and fatty acid biosynthesis; (iii) pyrimidine metabolism; and iv) tricarboxylic acid (TCA) cycle and transfer of acetyl groups into mitochondria (Figure 6(Biii)). Furthermore, to expand the understanding of metabolic alterations, we performed pathway analysis of the 27 metabolites intrinsic to the OvC-PDE case (untreated condition), and the 12 metabolites induced by the drug combination, that distinguished HR from LR. We found four additional pathways, including tryptophan (tryptophan and 5-methoxytryptophan), purine (1-methyladenosine), vitamin B6 (pyridoxal), and cysteine and methionine metabolism (cystine) related to the top PDE case-intrinsic metabolites (Supplementary File S4 and Figure S12). For the drug combination-induced metabolites, we found additional alterations in GSH metabolism (pyroglutamic acid) and vitamin B6 metabolism (pyridoxine) (Supplementary File S4).

3.4. Metabolic Signatures as Potential Biomarker Panels to Predict Ex Vivo Drug Efficacy

Supervised learning uncovered metabolic signatures that differentiated HR from LR, that were consistent using linear and nonlinear/ensemble algorithms. Thus, potential multi-biomarker panels were explored using multivariate exploratory receiver operating characteristics (ROC) analysis, generated using PLS-DA as a classification algorithm and feature ranking method. This methodology has been widely applied for assessing the discriminant performance for biomarkers [39].

From the binary comparison between HR and LR in the untreated control dataset (Figure 7(Ai,Aii) and Figure S13A), multivariate PLS-DA ROC curve analysis based on a 10 features model (area under the curve (AUC) = 0.98, 95% CI = [0.778–1]) showed a predictive accuracy of 88% (Figure 7(Ai)). The significant features are represented in the selected frequency plots (Figure 7(Aii)). All 10 metabolites had been previously identified as common top features by supervised learning algorithms in this dataset. 4-Guanidinobutyric acid, guanidoacetic acid, tryptophan and rhamnose were up-regulated in LR, whereas the other 6 metabolites were up-regulated in HR (Figure 7(Aii)).
Supervised learning uncovered metabolic signatures that differentiated HR from LR, that were consistent using linear and nonlinear/ensemble algorithms. Thus, potential multi-biomarker panels were explored using multivariate exploratory receiver operating characteristics (ROC) analysis, generated using PLS-DA as a classification algorithm and feature ranking method. This methodology has been widely applied for assessing the discriminant performance for biomarkers [39].

From the binary comparison between HR and LR in the untreated control dataset (Figures 7(Ai, Aii) and S13A), multivariate PLS-DA ROC curve analysis based on a 10 features model (area under the curve (AUC) = 0.98, 95% CI = [0.778–1]) showed a predictive accuracy of 88% (Figure 7(Ai)). The significant features are represented in the selected frequency plots (Figure 7(Aii)). All 10 metabolites had been previously identified as common top features by supervised learning algorithms in this dataset. 4-Guanidinobutyric acid, guanidoacetic acid, tryptophan and rhamnose were up-regulated in LR, whereas the other 6 metabolites were up-regulated in HR (Figure 7(Aii)).

Figure 7. Partial least-squares discriminant analysis (PLS-DA) receiver operating characteristics (ROC) curve and loading plots for significant metabolites discriminating high-responders (HR) and low-responders (LR). Models were generated using datasets comprising (A) untreated control and (B) drug combination-treated PDE cultures at day 14. (i) ROC plots showing area under the curve (AUC) for the models based on different number of features (3, 5, 10, 20, 44 and 87). (ii) Frequency percentage plot of the dysregulated metabolites in HR vs. LR in each dataset based on (A) 10 and (B) 20-features models.

On the other hand, multivariate PLS-DA ROC curve analysis based on a 20-feature model (AUC = 0.98, 95% CI = [0.803–1]) showed a predictive accuracy of 90% (Figures 7(Bi,Bii) and S13B) for the distinction between HR and LR using the combination-treated dataset. It was found that 18 out of 20 metabolites are in common with previously determined common top features by supervised learning algorithms in this dataset. Between both ROC exploring curves, 10-features based on untreated, and 20-features based on drug combination datasets, there were 4 out of 26 unique metabolites in common, namely glycine, guanidoacetic acid, 3-phenyllactic acid, and 4-guanidinobutyric acid.
4. Discussion

The prognostic of OvC is still poor, mainly due to the late diagnosis, lack of efficient targeted therapies and high frequency of chemoresistance and tumor relapse, urging the identification of novel and more cancer-specific biomarkers. Our study contributes to the definition of the metabolic footprint underlying chemosensitivity ex vivo, in OvC-PDE cultures. Overall, we established a workflow combining ex vivo models with metabolomics frameworks that paves the way to the identification of systemic prognostic and therapeutic monitoring biomarkers for OvC.

Indirect data, such as with blood-based liquid biopsies, demand especially large patient cohorts due to the low signal-to-noise ratio from the specimen background. Therefore, we hypothesized that metabolomics applied directly to PDE cultures can uncover complex metabolic signatures of treatment response and could be extremely valuable to understand and predict treatment efficacy. We employed an ex vivo model based on the OvC-PDE culture method previously established and characterized by our team. The PDE cultures retain features of the original TME [28] and are suitable for ex vivo drug assays over two weeks, to simulate the cyclic clinical treatment regimens [28,29]. The use of such experimental models to assess drug response and resistance is of utmost interest since TME plays a major role in drug efficacy [24].

As a proof-of-concept of the power of metabolic footprinting to depict metabolic modulation by chemotherapy agents, we performed untargeted metabolomics on two OvC-PDE cultures. Differences between drug-challenged conditions (carboplatin or paclitaxel, as single drugs, or in combination) and untreated controls supported the hypothesis that complex metabolic signatures correlate with OvC-PDE drug response levels and treatment response. Although many efforts have been made towards automated and assisted feature annotation in untargeted analysis, it is still a challenge to translate features into metabolite identities, even with the MS/MS data available, which results in difficult interpretation. Most of the time, few (under 20) metabolites are identified [40,41]. On the other hand, the semi-targeted metabolomic analysis generated a time- and cost-effective metabolic profile. While such an approach still allows for hypothesis generation (as with untargeted metabolomics), metabolites are unambiguously identified [40].

Semi-targeted metabolic footprinting of OvC-PDE cultures derived from eight HGSC allowed the identification of distinct metabolic signatures of HR vs. LR (based on the ex vivo drug combination-induced cell death). We demonstrate that metabolites identified using a high-throughput method (LC-MS) perform well in predicting HR vs. LR. Notably, a panel of metabolites is required for this prediction, which reflects the complexity of the underlying molecular mechanisms. This result could only be captured by the application of multivariate statistical approaches, such as PCA and linear/nonlinear/ensemble machine learning algorithms.

Moreover, our prediction models were based only on eight HGSC PDE cultures, and distinct groups of HR and LR are already observed. Due to the limited amount of tumor samples from which PDE cultures were derived, we used three classification algorithms (PLS-DA, sPLS-DA and RF) to assess the consistency of top metabolic features. We opted for these algorithms since they are feature selection machine learning models widely applied to clinical prediction modeling [42]. Feature selection methods are very useful to deal with large and complex datasets, increasing their interpretability. In general, all models showed a good performance, evaluated by the accuracy, $R^2$ and $Q^2$ parameters in PLS-DA, all $> 0.8$; an error rate $\leq 12.5\%$ in sPLS-DA; and an OOB error < 0.4 for RF. Additional LGSC PDE cultures would be required to assess the performance of similar predictive models for LGSC.

We also observed that metabolic profiles hold considerably more information than pathway analysis, which may result from the different scopes of these variables. Top metabolite features identified via machine learning models suggest that more pathways might be affected. Similarly, the classes and related pathways of discriminant metabolites here identified have been previously implicated in OvC pathophysiology and chemoresis-
We identified core metabolic routes in cancer in the scope of chemoresistance, namely amino acids, fatty acids, pyrimidine, and TCA cycle metabolic pathways. Thus, the role of amino acids and fatty acids as suppliers of biosynthesis and bioenergetics was reinforced, as well as the metabolic reliance on cysteine and GSH bioavailability as an important mechanism of platinum resistance. In line with our results, distinct metabolic phenotypes related to drug response and resistance were already pointed out in previous studies in 2D [14,45–47] and 3D [14] cultures, and in vivo [47]. Dar et al. showed that both established and primary cells isolated from the tumor tissue or ascites of chemo naïve OvC patients displayed distinct metabolic phenotypes, in which a high metabolically active phenotype is correlated with platinum-resistant [45]. Nunes et al. compared 2D and 3D cultures of OvC cell lines and observed that thiol metabolic reliance as a metabolic adjustment upon drugs exposure and accounting for chemoresistance, was similar in both models [14]. Poisson et al. compared the A2780 platinum-sensitive OvC cell line with C200, its platinum-resistant counterpart, and found that pyrimidine metabolism was elevated in resistant cells [46]. In agreement, Nunes et al. showed that the A2780 platinum responsive pattern was positively correlated with the cysteine metabolic reliance [14]. Nucleotides and cysteine metabolism are deeply related to one-carbon (C1) metabolism. Additionally, methionine dependency was observed in resistant OvC cell lines, promoting a higher proliferation and protection against chemotherapeutic agents [48]. The pentose phosphate pathway (PPP) is also very important in redox control because its oxidative branch has the main function of GSH regeneration [49]. The GSH is crucial in OvC platinum resistance and a motor to keep on with the redox balance needed to maintain the metabolic flow [21]. Actually, high PPP activity associated with cisplatin resistance has been reported [50]. Moreover, Hudson et al. reported that platinum-resistant cell lines increase TCA cycle use through glutamine metabolism [51]. Lopes-Coelho et al. reported that in the more platinum-resistant OvC cell line, glutamine is the main precursor of TCA cycle intermediates and glutamate and glycine of GSH molecule [52]. We also found vitamin B6 (pyridoxine) altered, which is considered a central regulator of cisplatin responses in vitro and in vivo [47]. Finally, changes in the tryptophan metabolism were detected and interestingly such alterations have been already shown to promote tumor development and immune suppression [53]. Curiously, tryptophan is also posited as a donor for one-carbon metabolism, being tryptophan-derived, formate is a valuable source for purine nucleotides synthesis [54].

Using statistical methods such as ROC exploratory curves enabled us to turn metabolic signatures into biomarker panels. Biomarker studies using metabolomics for prognosis and correlation with clinical follow-up are scarce in the literature. Chen et al. [55] performed a metabolic profiling analysis on the serum from 36 recurrent and 25 non-recurrent OvC patients. Based on six compounds, namely hypoxanthine, guanidinosuccinic acid, cortisol, lysoPE(22:6) and one of its fragments, and lysoPC(18:2), the classification accuracy using a support vector machine (SVM) model was calculated as 86.9% for non-recurrent and recurrent OvC groups [55]. Sellem et al. [56] used 1H high-resolution magic angle spinning (HRMAS) nuclear magnetic resonance (NMR) spectroscopy for the metabolic characterization of 13 OvC biopsies from responders and two from non-responder patients to the first-line chemotherapy. A PLS-DA model showed a good separation between the groups, although Q2 was lower than 0.5. Non-responder patients revealed a higher level of succinate and 3-hydroxybutyrate, whereas the responder patients showed higher levels of glutamate, glutamine, aspartate, and creatine [56]. Our PLS-DA ROC curves show over 88% of accuracy generated from Monte Carlo cross-validation. Some of the metabolites identified in the panel were already described as biomarkers in other studies on OvC and other cancer types. For instance, related to OvC specifically, 3-phenyllactic acid (upregulated in HR) was upregulated in the serum of EOC compared to serum samples from patients with benign ovarian tumors and uterine fibroids [57]; trimethylamine N-oxide (upregulated in LR) was identified in multiple cancers, including OvC [58]; and finally, carnitine (upregulated in LR) levels were increased in serum of OvC patients [59,60], as
well as in frozen biopsy tissues from primary and metastatic OvC patients [61]. In fact, alterations in the carnitine system are considered a hallmark of metabolic flexibility [60].

On the other hand, high levels of N-acetyl-ornithine (upregulated in LR) were associated with primary cervical cancer patients and relapse [62]; 3-methylhistidine (upregulated in LR) is reported to be involved in tissue remodeling and repair, inflammation and redox, and protein biosynthesis [63], and it was found elevated in the serum of prostate cancer patients [63] and downregulated in the urine of colorectal cancer patients [64], both compared to healthy controls; 4-guanidinobutyric acid (upregulated in HR) was found to be downregulated in the tissue, urine, and serum of a mouse xenograft model of kidney cancer, compared to the mouse controls [65]; guanidoacetic acid (upregulated in LR) was found to be lower in pancreatic ductal adenocarcinoma tissue compared to the healthy adjacent counterpart [66].

Some other metabolites identified in this study were reported to contribute to chemoresistance within the context of metabolic alterations by the TME. For instance, 2′-deoxycytidine (upregulated in LR) increases in the plasma of cancer patients with poor prognoses; upon chemotherapy, such as cyclophosphamide, methotrexate, and 5-fluorouracil [67]. Iwazaki et al. reported that 2′-deoxycytidine secreted by pancreatic stroma reduces the effect of gemcitabine and other nucleoside analogs on cancer cells, thus contributing to chemoresistance in pancreatic ductal adenocarcinoma [68]. Additionally, we found 5-methoxytryptophan upregulated in HR. This metabolite is secreted by fibroblasts and inhibits cancer cell migration, invasion, tumor growth and metastasis [69,70]. Moreover, other changes in the tryptophan metabolism were detected, such as indole-3-lactic acid (upregulated in HR). Salvador-Coloma et al. identified low levels of this metabolite were correlated with a higher probability of response to neoadjuvant chemotherapy in triple-negative breast cancer [71].

In line with the pathway analysis, once again we identified amino acids (glycine—upregulated in HR) and their degradation products (isovaleryl carnitine—upregulated in HR), which indicates a rapid amino acid catabolism [72]. Hatae et al. showed that blood levels of isovaleryl carnitine tended to increase in the later phase of nivolumab therapy (immunotherapeutic agent) in non-responders compared to responder patients with non-small cell lung cancer [73].

The platform proposed herein has great potential, as discussed above, but still, it has some limitations. The workflow adopted here does not allow capturing the metabolite dynamics in terms of the rate of change of metabolites and flux direction (secretion, uptake, accumulation), even though the experimental platform is compatible with such studies. Because OvC-PDEs are composed of tumor epithelial cells and fibroblasts as the major TME compartment, we cannot distinguish metabolic alterations driven by each compartment. Despite these limitations, we demonstrated that the metabolic changes identified were already pointed out as relevant in metabolic plasticity, drug resistance, and proliferation. Interestingly, despite needing further retrospective studies for approach validation, in the cases where patients received neoadjuvant chemotherapy (OvC1, OvC2 and OvC4), clinical evaluation matched the combination effect evaluated by the log2 FC compared to the HSA.

Thus, this platform can be a powerful tool to uncover metabolism-based biomarkers of therapeutic response, patients’ stratification, and adjustments in the clinical management of OvC patients. Ultimately, the panel of markers identified herein should be considered in a follow-up study as systemic prognostic and therapeutic monitoring biomarkers for OvC.

5. Conclusions

This study establishes a platform to probe metabolic features of the TME associated with response to treatment. We present a proof-of-concept of the power of this platform by demonstrating that metabolites identified by means of exometabolomic studies in ex vivo patient-derived models, using a high-throughput method (LC-MS), perform well in predicting high or low-responder tissue cultures, identified by the ex vivo drug-induced cell death. Notably, a complex pattern of metabolites propels the prediction and therefore
reflects the complexity of the metabolic network underlying molecular mechanisms. Our studies can be a first step toward the identification of biomarkers of chemosensitivity and resistance using patient-derived models. Subsequent prospective studies with a larger patient dataset and control of patient subgroups will allow determining the capability of the tissue cultures to predict clinical outcomes and validate a biomarker panel for clinical use. In fact, most of the biomarkers here identified were reported to be involved in OvC pathophysiology, and response to therapy, as well as in other cancer types. Further characterization of these distinct profiles can provide mechanistic insights into the metabolic crosstalk between cancer and TME cells, in this case, epithelial tumor cells and fibroblasts. Biomarkers identified in the TME exometabolome can potentially be released into the bloodstream and be easily accessible for patient stratification as a serum biomarker, improving clinical management [74,75]. Due to the universal nature of metabolites, such platforms based on exometabolomics can potentially be applied to different in vitro or ex vivo disease models. Understanding diseases on their molecular level will support the development of precision medicine and hence lead to better prognostic and therapeutic monitoring in the clinics. Earlier detection of therapeutic resistance can improve patient selection towards appropriate treatment regimens, either for targeted therapies currently in the guidelines or for their earlier incorporation in clinical trials with new therapeutic agents. Moreover, identifying metabolic signatures that are intrinsically different across patient-derived samples can serve not only as a tool to predict therapy response but also as a drug discovery platform, specifically for finding metabolism-targeting therapies for resistant OvC tumors [46].
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