Constrained multibody kinematics and dynamics in absolute coordinates: a discussion of three approaches to representing rigid body rotation
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We compare three approaches to posing the index 3 set of differential algebraic equations (DAEs) associated with the constrained multibody dynamics problem formulated in absolute coordinates. The first approach works directly with the orientation matrix and therefore eschews the need for generalized coordinates used to produce the orientation matrix \( A_i \). The approach is informed by the fact that rotation matrices belong to the SO(3) Lie matrix group. The second approach employs Euler parameters, while the third uses Euler angles. In all cases, the index 3 DAE problem is solved via a first order implicit numerical integrator. We note a roughly twofold speedup of \( r_A \) over \( r_\epsilon \), and a 1.2 – 1.3 times speedup of \( r_\epsilon \) over \( r_p \). The tests were carried out in conjunction with four 3D mechanisms. The improvements in simulation speed of the \( r_A \) approach are traced back to a simpler form of the equations of motion and more concise Jacobians that enter the numerical solution. The contributions made herein are twofold. First, we provide first order variations of all the quantities that enter the \( r_A \) formulation when used in the context of implicit integration; i.e., sensitivity of the kinematic constraints for all lower pair joints, as well as the sensitivity of the constraint reaction forces. Second, to the best of our knowledge, there is no other contribution that compares head to head the solution efficiency of \( r_A \), \( r_p \), and \( r_\epsilon \) in both kinematics and dynamics. We also confirm the first order accuracy of the three dynamics solvers.

1 Introduction

In rigid multibody dynamics simulation using absolute coordinates, several approaches can be employed to track the attitude of a body in 3D motion. This paper is concerned with comparing the performance (accuracy and efficiency) of three approaches. The first, called herein \( r_A \), solves the kinematics and dynamics problems by computing the orientation matrix \( A_i \in \mathbb{R}^{3 \times 3} \) of each body \( i \) in the mechanical system directly. The other two approaches use Euler parameters \( (r_p) \) and Euler angles \( (r_\epsilon) \) to express the orientation matrix \( A_i \). To the best of our knowledge, the results of such a study has not been reported in the literature.

While \( r_A \), \( r_p \), and \( r_\epsilon \) use different paths to produce the orientation matrix \( A \), all three formulations share the same high-level process for generating a numerical solution. Specifically, for dynamics analysis, the numerical solution is produced using a direct index 3 approach that uses a first order implicit integrator to discretize the Newton-Euler constrained equations of motion [1, 2]. Herein, we compare the simulation times and the number of Newton-Raphson iterations taken until convergence of \( r_A \), \( r_p \), and \( r_\epsilon \) in both kinematics and dynamics. We also confirm the first order accuracy of the three dynamics solvers.

2 Kinematics Analysis

In multibody kinematics and dynamics analyses, the kinematic constraints modeling the lower-pair joints, e.g., revolute joint, spherical joint, hook joint, translational joint, etc., can be formulated in terms of a small set of geometric constraints (GCONs) [3]. The ones chosen herein are called DP1, DP2, D, and CD, and summarized in Table 1.

The DP1 (“dot product 1”) GCON constrains the relative motion between two bodies by requiring that the dot product between a vector attached to body \( i \) and a second vector attached to body \( j \) assumes a specified value. For instance, if the vectors remain at all times perpendicular, this value should stay zero throughout the simulation. DP1 has the following attributes; i.e., it requires the following pieces of information to be properly set up: (i) body \( i \), the associated local-reference frame L-RF\(_i\), and the vector \( \bar{a}_i \) that enters the dot product condition; (ii) body \( j \), the associated local-reference frame L-RF\(_j\), and the vector \( \bar{a}_j \) that enters the dot product condition; and, (iii) the value that the dot product
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Table 1: Summary of modeling various joints using four basic GCONs. **Perpendicular 1** constrains a vector $\mathbf{e}_j$ on body $j$ to be perpendicular to a plane of body $i$ defined by two noncolinear vectors $\mathbf{a}_i$ and $\mathbf{b}_i$ (from where the two $\times$ signs). **Perpendicular 2** constrains a vector $\overrightarrow{P_jQ}_j$ from body $i$ to body $j$ to be perpendicular to a plane defined by two noncolinear vectors $\mathbf{a}_i$ and $\mathbf{b}_i$. Joints

| Joints          | DP1 | DP2 | D | CD |
|-----------------|-----|-----|---|----|
| Perpendicular 1 (⊥ 1) | $\times$ | $\times$ | $\times$ | $\times$ |
| Perpendicular 2 (⊥ 2) | $\times$ | $\times$ | $\times$ | $\times$ |

should assume, which is prescribed through a function $f(t)$. Most often, $f(t) = 0$, which indicates that the two vectors are orthogonal. If the function $f$ depends on time, this leads to $\Phi^{DP1}$ being a driving (rheonomic) constraint. The **DP1** geometric constraint is captured in the following kinematic constraint equation:

$$\Phi^{DP1}(i, \bar{a}_i, j, \bar{a}_j, f(t)) = \bar{a}_j^T \bar{A}_i^T \bar{A}_j f(t) = 0.$$  \hspace{1cm} (1)

The **DP2** ("dot product 2") GCON constrains the relative motion between two bodies by requiring that the dot product between a vector $\bar{a}_i$ on body $i$ and a second vector $\overrightarrow{P_jQ}_j$ from body $i$ to body $j$ assumes a specified value. **DP2** has the following attributes: (i) body $i$, the associated L-RF $\bar{A}_i$, the algebraic vector $\bar{a}_i$, and the location $\bar{s}_i^P$ of the point $P_i$; (ii) body $j$, the associated L-RF $\bar{A}_j$, and the location $\bar{s}_j^Q$ of the point $Q_j$; and, (iii) the value that the dot product should assume, which is prescribed through a function $f(t)$. Most often, $f(t) = 0$, which indicates that the two vectors are orthogonal. If the function $f$ depends on time, this leads to $\Phi^{DP2}$ being a driving (rheonomic) constraint. The **DP2** geometric constraint is captured in the following kinematic constraint equation:

$$\Phi^{DP2}(i, \bar{a}_i, \bar{s}_i^P, j, \bar{s}_j^Q, f(t)) = \bar{a}_j^T \bar{A}_i^T \bar{A}_j f(t)$$

$$= \bar{a}_j^T \bar{A}_i^T (r_j + A_j s_j^Q - r_i - A_i s_i^P) - f(t)$$

$$= 0.$$ \hspace{1cm} (2)

The **D** ("distance") GCON constrains the relative motion between two bodies by requiring that the distance between point $P$ on body $i$ and point $Q$ on body $j$ assumes a specified value strictly greater than zero. **D** has the following attributes: (i) body $i$, the associated L-RF $\bar{A}_i$, and the location $\bar{s}_i^P$ of the point $P$; (ii) body $j$, the associated L-RF $\bar{A}_j$, and the location $\bar{s}_j^Q$ of the point $Q$; and, (iii) the value that the distance between the two points should assume, which is prescribed through the function $f(t)$. Most often, $f(t) = C^2 > 0$, which defines a scleronomous kinematic constraint (the power 2 emphasizes that the constant function assumes a non-negative value). If $f(t)$ depends on time, this leads to $\Phi^{D}$ being a driving (rheonomic) constraint. The **D** geometric constraint is captured in the following kinematic constraint equation:

$$\Phi^{D}(i, \bar{s}_i^P, j, \bar{s}_j^Q, f(t)) = d_{ij}^T d_{ij} - f(t)$$

$$= (r_j + A_j s_j^Q - r_i - A_i s_i^P)^T (r_j + A_j s_j^Q - r_i - A_i s_i^P) - f(t)$$

$$= 0.$$ \hspace{1cm} (3)

The **CD** ("coordinate difference") GCON constrains the relative motion between two bodies by requiring that the difference between the $x$ or $y$ or $z$ coordinate of point $P$ on body $i$ and the $x$ or $y$ or $z$ coordinate of point $Q$ on body $j$ assumes a specified value. **CD** has the following attributes: (i) the coordinate $c \in \{i,j,k\}$ of interest; (ii) body $i$, the associated L-RF $\bar{A}_i$, and the location $\bar{s}_i^P$ of the point $P_i$; (iii) body $j$, the associated L-RF $\bar{A}_j$, and the location $\bar{s}_j^Q$ of the point $Q_j$; and, (iv) the value that the coordinate difference should assume, which is prescribed through the function $f(t)$. Note that if $f(t) = \text{const.}$, $\Phi^{CD}$ defines a scleronomous kinematic constraint. Otherwise, it defines a driving (rheonomic) constraint. Also, often times the second body $j$ is the ground. In this case, by convention, $j = 0$ (the global reference frame G-RF is attached to body 0). The **CD** geometric constraint is captured in the following kinematic constraint equation:

$$\Phi^{CD}(c, i, \bar{s}_i^P, j, \bar{s}_j^Q, f(t)) = c^T d_{ij} - f(t)$$

$$= c^T (r_j + A_j s_j^Q - r_i - A_i s_i^P) - f(t)$$

$$= 0.$$ \hspace{1cm} (4)

The four basic GCONs provide the basis of the kinematics analysis for all three formulations: $\mathbf{rA}$, $\mathbf{rp}$, and $\mathbf{re}$. All these formulations follow the same high-level process for generating the kinematics solution. Let the set of unknowns be $\mathbf{q}^\alpha = [r_1, \ldots, r_{nb}, \bar{\alpha}_1^T, \ldots, \bar{\alpha}_{nb}^T]^T$ where $\bar{\alpha}$ acts as a placeholder for the orientation representations $\mathbf{A}$, $\mathbf{p}$, and $\mathbf{e}$ for $\mathbf{rA}$, $\mathbf{rp}$, and $\mathbf{re}$, respectively, and $nb$ is the number of bodies in the system. With $nc$ being the number of constraints, the kinematics analysis begins by solving the set of nonlinear equations

$$\Phi^\alpha(r_1, \ldots, r_{nb}, \bar{\alpha}_1, \ldots, \bar{\alpha}_{nb}, t) = 0_{nc}$$

using a Newton-Raphson method with the iteration matrix $\mathbf{G}^\alpha \in \mathbb{R}^{nc \times nc}$ to obtain the position-level data. One can then update the expressions in the matrix $\mathbf{G}^\alpha$ and obtain the
velocity- and acceleration-level data by solving the linear equations

\[ \mathbf{G}^a \mathbf{q}^a = \mathbf{v}^a \]
\[ \mathbf{G}^a \mathbf{q}^a = \mathbf{\dot{r}}^a . \]

The following sections discuss the computation of \( \mathbf{G}^a, \mathbf{v}^a, \) and \( \mathbf{r}^a \) for each formulation. Since to the best of our knowledge the first order variations of \( \Phi^A \) needed in the \( \mathbf{rA} \) formulation to compute these kinematic quantities have not been presented elsewhere, we begin with a detailed discussion of the \( \mathbf{rA} \) formulation and continue with a succinct overview of the \( \mathbf{rp} \) and \( \mathbf{re} \) formulations.

### 2.1 The \( \mathbf{rA} \) Formulation

In the \( \mathbf{rA} \) formulation, the multibody system kinematics and dynamics problems are solved at each time step by directly computing the Cartesian position \( \mathbf{r}_i \in \mathbb{R}^3 \) and orientation matrix \( \mathbf{A}_i \in \mathbb{R}^{3 \times 3} \) of each body \( i \) in the mechanical system. Both \( \mathbf{r}_i \) and \( \mathbf{A}_i \) are relative to a global, fixed reference frame. The salient point is that the approach does not rely on Euler angles, Euler parameters, or similar generalizations.

### 2.1.1 Carrying out the Kinematics Analysis

Assume a local reference frame (L-RF, also called body reference frame) is attached to a rigid body that changes its orientation in time. As spelled out in [11], if at time \( t_0 \) the rotation matrix for the L-RF is \( \mathbf{A}(t_0) \), then for any time \( t > t_0 \) this matrix, and implicitly the attitude of the rigid body, can be obtained by rotating the L-RF from its pose at \( t_0 \) by a certain angle \( \chi(t) \) about a unit axis \( \hat{\mathbf{u}}(t) \in \mathbb{R}^3 \). Throughout, an “over-bar” is used to indicate that a vector is expressed in the L-RF. The subscript \( i \) was dropped for brevity.

The expression of the rotation matrix associated with the \( \hat{\mathbf{u}}, \chi \) rotation is given as [3]

\[ \mathbf{R}(\hat{\mathbf{u}}, \chi) = \cos \chi \mathbf{I}_3 + (1 - \cos \chi) \hat{\mathbf{u}} \hat{\mathbf{u}}^T + \sin \chi \hat{\mathbf{u}} \hat{\mathbf{u}}. \]

The tilde operator acts on a vector to produce the cross-product matrix; i.e., \( \mathbf{a} \times \mathbf{b} = \hat{\mathbf{a}} \hat{\mathbf{b}} \), see [3]. After simple manipulations,

\[ \mathbf{R}(\hat{\mathbf{u}}, \chi) = \mathbf{I}_3 + \sin \chi \hat{\mathbf{u}} + (1 - \cos \chi) \hat{\mathbf{u}} \hat{\mathbf{u}}, \]

and therefore, based on Rodrigues’s formula [12],

\[ \mathbf{R}(\hat{\mathbf{u}}, \chi) = \exp(\hat{\chi}), \]

where the Euler rotation vector \( \hat{\chi}(t) \equiv \chi \hat{\mathbf{u}} \), and for a matrix \( \mathbf{C} \in \mathbb{R}^{n \times n} \), the matrix exponential is defined as

\[ \exp(\mathbf{C}) \equiv \mathbf{I} + \frac{1}{1!} \mathbf{C} + \frac{1}{2!} \mathbf{C}^2 + \frac{1}{3!} \mathbf{C}^3 + \ldots . \]

Although the series in Eq. (7) might be divergent, it always converges for skew symmetric matrices \( \mathbf{C} \). Moreover, if the matrix is skew-symmetric, then \( \exp(\mathbf{C}) \in \text{SO}(3) \) [4]. As such, by composing the two rotations – from the global reference to the orientation at \( t_0 \), and then from \( t_0 \) to \( t \), one has that

\[ \mathbf{A}(t) = \mathbf{A}(t_0) \exp(\hat{\chi}). \]

The new orientation matrix \( \mathbf{A}(t) \) is orthonormal since it is the product of two orthonormal matrices. Equation (8) provides the means to evolve, incrementally, the orientation matrix in the kinematics analysis: the new matrix at time \( t \) is obtained from the rotation matrix \( \mathbf{A}(t_0) \) at a previous time \( t_0 \) multiplied by a second orientation matrix associated with the attitude change from \( t_0 \) to \( t \).

### 2.1.2 Revisiting the Connection to the Lie Group and its Algebra

The collection of these kinematic constraints is denoted as

\[ \Phi^A(\mathbf{r}_1, \ldots, \mathbf{r}_{nb}, \mathbf{A}_1, \ldots, \mathbf{A}_{nb}, t) = 0_{nb}. \]

At time \( t_n \), one in a sequence of time steps \( 0 < t_1 < t_2 < \ldots < t_{end} \), the location and orientation of the bodies are computed by solving the nonlinear system of equations

\[ \Phi^A(\mathbf{r}_{1,n}, \ldots, \mathbf{r}_{nb,n}, \mathbf{A}_{1,n}, \ldots, \mathbf{A}_{nb,n}, t_n) = 0_{nb}. \]

For convenience, the subscript \( i \) in \( \mathbf{r}_{i,n} \) and \( \mathbf{A}_{i,n} \) is dropped. With the position \( \mathbf{r}_{n-1} \) and pose \( \mathbf{A}_{n-1} \) known at time \( t_{n-1} \), the immediate goal is to compute the new position \( \mathbf{r}_n \) and pose \( \mathbf{A}_n \) at \( t_n = t_{n-1} + h \). To that end, take the initial guess of the pose to be

\[ \mathbf{A}^{(0)}_{n} = \mathbf{A}_{n-1} \exp(\hbar \hat{\mathbf{u}}_{n-1}). \]

Subsequently, over a series of iterations \( k \), the orientation of the body is adjusted according to

\[ \mathbf{A}^{(k+1)}_{n} = \mathbf{A}^{(k)}_{n} \exp(\hat{\mathbf{\theta}}^{(k)}), \quad k = 1, 2, \ldots , \]

where \( \hat{\mathbf{\theta}}^{(k)} \) is an Euler rotation vector that leads to a small rotation applied at each iteration in order to improve an imperfect pose \( \mathbf{A}^{(k)}_{n} \). The process concludes at an iteration \( K \).
for which \(|\theta^{(k)}| \leq \varepsilon_R\), where the positive threshold value \(\varepsilon_R\) is chosen to be small enough.

Note that the body’s orientation matrix \(A\) does not appear in any kinematic quantity of interest by itself. Rather, it always multiplies a vector \(\bar{s}\) expressed in the local reference frame associated with the body, as in \(\text{As} \in \mathbb{R}^3\). Since a Newton step is employed to find \(A\), it is important to gauge how the quantity \(s \equiv \text{As}\) changes when \(A\) changes slightly; i.e., from \(A\) to \(A \exp(\delta)\), where \(\delta\) is an Euler rotation vector associated with a small rotation.

Thus, using Eqs. (6) and (7) and limiting to linear terms, it turns out that a small rotation characterized by \(\delta\) leads to a first order variation in \(s\) of the form

\[
\delta_\theta s = \delta_\theta (\text{As}) = A \exp(\delta) \bar{s} - A \bar{s} \approx A \bar{s} \theta = \bar{s} \theta.
\]

In other words, the first order variation of \(\text{As}\) is obtained via the operator \(\bar{\Pi}\) applied to this quantity to yield

\[
\delta_\theta s = \bar{\Pi}(\text{As}) \theta = \bar{\Pi}(s) \theta = -A \bar{s} \theta.
\] (13a)

Equation (13a) illustrates how the representation in the global reference frame of a local vector \(s\) changes when the matrix \(A\) is slightly perturbed, as done via the Euler rotation vector \(\theta\). Note the similarity in the expression of the time derivative of \(\text{As}\) and its first order variation when expressed via the \(\bar{\Pi}\) operator:

\[
\frac{d}{dt}(\text{As}) = \bar{\Pi}(\text{As}) \bar{\omega} \leftrightarrow \delta_\theta (\text{As}) = \bar{\Pi}(\text{As}) \bar{\theta}.
\] (13b)

It is also relevant to understand how the representation of a vector \(s\) that is fixed in the global reference frame changes in the local reference frame associated with a rigid body when the attitude of the body is slightly perturbed, as done via the Euler rotation vector \(\theta\):

\[
\delta_\theta s = \delta_\theta (A^T s) \equiv [A \exp(\delta)]^T s - A^T s \approx A^T \bar{s} \theta = \bar{s} A^T \theta.
\]

In other words, the variation of \(\bar{s}\) relative to \(\theta\), is obtained as

\[
\delta_\theta (A^T s) = \delta_\theta \bar{s} = \bar{s} (A^T \theta) = \bar{s} \theta.
\] (13c)

Note the similarity in the expression of the time derivative of \(A^T s\) and its first order variation:

\[
\frac{d}{dt}(A^T s) = \bar{\Pi}(A^T s) \bar{\omega} \leftrightarrow \delta_\theta (A^T s) = \bar{\Pi}(A^T s) \bar{\theta}.
\] (13d)

One can conclude that the action of the operator \(\bar{\Pi}\) on \(\text{As}\) or \(A^T s\) is computed as follows: a time derivative of the quantity is taken, and manipulations are done to express the time derivative in the form of a product between a matrix and the angular velocity expressed in the local reference frame. This matrix represents the action of the operator \(\bar{\Pi}\) on the quantity of interest.

In the light of this discussion, assume that corrections in the kinematics analysis are carried out like

\[
r_{i,n}^{(k+1)} = r_{i,n}^{(k)} + \delta_i^{(k)} , \quad \bar{\theta}_{i,n}^{(k+1)} = \bar{\theta}_{i,n}^{(k)} + \delta_{\bar{r}}^{(k)} .
\] (14a)

Then, this perturbation in the position and pose of the bodies will lead to a change (variation) in the value of the kinematic constraints that is approximated as

\[
\Phi^A(r_{n}^{(k+1)}, A_n^{(k+1)}, t_n) - \Phi^A(r_{n}^{(k)}, A_n^{(k)}, t_n) \approx G^A(\delta^{(k)}) ,
\] (14b)

where, using the notation \(\Phi^A_I = \partial\Phi^A / \partial r\) for the partial derivative,

\[
G^A(\delta^{(k)}) = \left[ \Phi^A_I \bar{\Pi}(\Phi^A) \right]_{(6n) \times (6n)} \in \mathbb{R}^{6n},
\] (14c)

The correction/perturbation \(\delta^{(k)}\) will be chosen to render \(\Phi^A(r_{n}^{(k+1)}, A_n^{(k+1)}, t_n) = 0\); i.e., it will be computed by solving the linear system

\[
G^A(\delta^{(k)}) = -\Phi^A(r_{n}^{(k)}, A_n^{(k)}, t_n) .
\] (14d)

The notation \(\bar{\Pi}(\Phi^A)\) is used since the first order variation of \(\Phi^A\) in terms of \(\delta^{(k)}\) and \(\delta^{(k)}\) cannot be formulated by resorting to partial derivatives, which would be the case should one use Euler angles or Euler parameters.

Taking a time derivative of the kinematic constraint yields the velocity kinematic constraint equations:

\[
\frac{d}{dt}(\phi^A, t) = \Phi^A_I \bar{r} + \bar{\Pi}(\phi^A) \bar{\omega} + \Phi^A_L = \left[ \Phi^A_I \bar{\Pi}(\phi^A) \right] \bar{r} + \Phi^A_L = 0_{(6n)} .
\] (15a)

By moving all terms that do not depend on either \(\bar{\omega}\) or \(\bar{r}\) to the right hand side, Eq. (15a) is written in matrix notation as

\[
G^A \left[ \begin{array}{c} \bar{r} \\ \bar{\omega} \end{array} \right] = 0_{(6n)} .
\] (15b)

Similarly, by taking a second time derivative of the kinematic constraints and moving all terms that do not depend on either \(\bar{\omega}\) or \(\bar{r}\) to the right hand side, one obtains the acceleration kinematic constraint equations:

\[
G^A \left[ \begin{array}{c} \bar{r} \\ \bar{\omega} \end{array} \right] = 0_{(6n)} .
\] (16)
The nonlinear algebraic system \( \Phi^p \) is solved via a Newton-Raphson method to get \( \mathbf{r}_t \) and \( \mathbf{p}_i \). The analysis is carried out in the same manner as the \( \mathbf{rA} \) formulation, except that the first order variations of \( \Phi^p \) in terms of \( \mathbf{\delta}_r^{(k)} \) and \( \mathbf{\delta}_p^{(k)} \) can both be formulated using partial derivatives so that the Jacobian \( \mathbf{G}^p = [\Phi^p, \Phi^p]^T \). Then, the velocity and acceleration equations take the form

\[
\mathbf{G}^p \begin{bmatrix} \dot{\mathbf{r}} \\ \dot{\mathbf{p}} \end{bmatrix} = \mathbf{\nu}^p \\
\mathbf{G}^p \begin{bmatrix} \ddot{\mathbf{r}} \\ \ddot{\mathbf{p}} \end{bmatrix} = \mathbf{\gamma}^p .
\]

For brevity, only the contributions of \( \mathbf{\nu}^p \) and \( \mathbf{\gamma}^p \) for each GCON are discussed herein. For all GCONs, the contribution \( \mathbf{\nu}^p \) to the right hand side of the velocity equation is

\[
\mathbf{\nu}^p = \frac{\partial f(t)}{\partial t} ,
\]

where \( f(t) \) is the time dependent component that shows up in the definition of the GCON. Most often, \( \mathbf{\nu}^A = 0 \), unless the user prescribes a motion via a function \( f \) explicitly depending on time.

Finally, the contribution \( \mathbf{\gamma}^A \) of each GCON to the right hand side of the acceleration equation is computed as [13]

\[
\gamma^A = - \mathbf{\delta}_p^{(k)} (A_{ij}^T \mathbf{\delta}_r^{(k)} + \mathbf{\delta}_r^{(k)} A_{ij}^T) \mathbf{a}_i + 2\mathbf{\omega}^T \mathbf{\delta}_p^{(k)} (A_{ij}^T \mathbf{a}_i) + \mathbf{f}(t) .
\]
In terms of time derivatives, with defined as
\[ \dot\phi = \frac{\partial \Phi}{\partial p} \]
Taking two time derivatives of the kinematic constraints and \( \dot{\Phi} \) expressed in the local reference frame, a matrix \( B \) is defined as
\[ B(p, \dot{s}) \equiv \frac{\partial [A(p) \cdot \dot{s}]}{\partial p} . \] (23a)

In terms of time derivatives, with \( a_i = A_i \dot{a}_i \) and \( d_{ij} = r_j + A_j(p) \dot{s}_j^O - r_i - A_i(p) \dot{s}_i^O \), one has that:
\[ \begin{aligned}
\frac{d[B(p, \dot{s})]}{d t} &= B(p, \dot{s}) \dot{p} + B(p, \dot{s}) \ddot{p} \\
\dot{a}_i &= B(p, \dot{a}_i) \dot{p}_i \\
\dot{a}_i &= B(p, \dot{a}_i) \dot{p}_i + B(p, \ddot{a}_i) \ddot{p}_i \\
\dot{d}_{ij} &= \dot{r}_j + B(p, \dot{s}_j^O) \dot{p}_j - \dot{r}_i - B(p, \dot{s}_i^O) \dot{p}_i \\
\dot{d}_{ij} &= \dot{r}_j + B(p, \dot{s}_j^O) \dot{p}_j + B(p, \ddot{s}_j) \ddot{p}_j \\
&\quad - \dot{r}_i - B(p, \dot{s}_i^O) \dot{p}_i - B(p, \ddot{s}_i) \ddot{p}_i .
\end{aligned} \] (23b) (23c) (23d) (23e) (23f)

Taking two time derivatives of the kinematic constraints and simple algebraic manipulations drawing on definitions in Eq. (23) lead to the following \( \dot{\Phi} \) expressions:
\[ \begin{aligned}
\dot{\Phi}^{DP1} &= a_i^T B(p, \dot{a_i}) \dot{p}_j - a_j^T B(p, \dot{a_j}) \dot{p}_i \\
&\quad - 2a_i^T \dot{a_i} \dot{f}(t) \\
\dot{\Phi}^{DP2} &= -a_i^T B(p, \dot{s}_j^O) \dot{p}_j + a_j^T B(p, \dot{s}_j^O) \dot{p}_i \\
&\quad - d_{ij} \dot{a_i} \dot{p}_j - 2a_i^T d_{ij} \ddot{p}_i + \dot{f}(t) \\
\dot{\Phi}^{PD} &= -2d_{ij} \dot{B}(p, \dot{a_i}) \ddot{p}_j + 2d_{ij} \dot{B}(p, \dot{s}_j) \ddot{p}_j \\
&\quad + 2d_{ij} \dot{B}(p, \ddot{s}_j) \ddot{p}_j + 2d_{ij} \ddot{d}_{ij} \dddot{p}_j + \dot{f}(t) \\
\dot{\Phi}^{CD} &= c_i^T B(p, \dot{s}_k^O) \dot{p}_i \\
&\quad - c_j^T B(p, \ddot{s}_k^O) \ddot{p}_j + \dot{f}(t) .
\end{aligned} \] (24a) (24b) (24c) (24d)

Similar to \( \mathbf{r} \), the nonlinear algebraic system \( \Phi^p = 0_{n,0} \) is solved via a Newton-Raphson method to get \( \mathbf{r} \) and \( \mathcal{E} \). The velocity and acceleration equations take the form
\[ \begin{aligned}
\mathbf{G}^{\mathbf{e}} \begin{bmatrix} \dot{\mathbf{r}} \\ \dot{\mathcal{E}} \end{bmatrix} &= \mathbf{v}^e \\
\mathbf{G}^{\mathbf{e}} \begin{bmatrix} \ddot{\mathbf{r}} \\ \ddot{\mathcal{E}} \end{bmatrix} &= \gamma^e ,
\end{aligned} \] (26)
where the Jacobian \( \mathbf{G}^{\mathbf{e}} = [\Phi^p, \dot{\Phi}^p] \). For brevity, only the contributions of \( \mathbf{v}^e \) and \( \gamma^e \) for each GCON are discussed herein. For all GCONs, the contribution \( \mathbf{v}^e \) to the right hand side of the velocity equation is
\[ \begin{aligned}
\mathbf{v}^e &= \frac{\partial f(t)}{\partial t} ,
\end{aligned} \] (27)
where \( f(t) \) is the time dependent component that shows up in the definition of the GCON. Most often, \( \mathbf{v}^e = 0 \), unless the user prescribes a motion via a function \( f \) explicitly depending on time.

Producing \( \gamma^e \) requires additional notation. Dropping the body index for convenience, the single-axis rotation matrices \( A_1, A_2, \) and \( A_3 \) are introduced to denote the \( \phi, \theta, \) and \( \psi \) rotations, respectively. Then, the orientation matrix of a given body is obtained as
\[ A(\mathcal{E}) = A_1(\phi)A_2(\theta)A_3(\psi) = \begin{bmatrix} \cos \phi - \sin \phi & 0 & 0 \\ \sin \phi & \cos \phi & 0 \\ 0 & 0 & 1 \end{bmatrix} , \]
\[ A_{10} = \begin{bmatrix} -\sin \phi & -\cos \phi & 0 \\ \cos \phi & -\sin \phi & 0 \\ 0 & 0 & 1 \end{bmatrix} , \ A_{100} = \begin{bmatrix} -\cos \phi & \sin \phi & 0 \\ -\sin \phi & -\cos \phi & 0 \\ 0 & 0 & 1 \end{bmatrix} , \]
with similar definitions for \( A_{20} \) and \( A_{200} \), and \( A_{3\psi} \) and \( A_{3\psi\psi} \). Then,
\[ \dot{\mathbf{A}} = \dot{\phi} A_{10} + \dot{\phi}^2 A_{100} A_2 A_3 + \dot{\theta} A_1 A_2 A_3 + \dot{\psi} A_1 A_2 A_3 \] (28a)
\[ \ddot{\mathbf{A}} = (\ddot{\phi} A_{10} + \ddot{\phi}^2 A_{100}) A_2 A_3 + 2\ddot{\phi} \dot{\psi} A_{10} A_2 A_3 \]
\[ + A_1 (\ddot{\phi} A_{20} + \ddot{\phi}^2 A_{200}) A_3 + 2\ddot{\psi} A_1 A_2 A_3 \]
\[ + A_1 A_2 (\ddot{\psi} A_{3\psi} + \ddot{\psi}^2 A_{3\psi\psi}) + 2\ddot{\psi} A_{10} A_2 A_3 \] (28b)
\[ \equiv \ddot{\phi} A_{10} A_2 A_3 + \ddot{\theta} A_1 A_2 A_3 + \ddot{\psi} A_1 A_2 A_3 + \mathbf{D} \] .

Taking two time derivatives of the kinematic constraints and simple algebraic manipulations drawing on the definition of
D in Eq. (28b) lead to the following \( \Phi \) expressions:

\[
\begin{align*}
\gamma^{DP1} &= \bar{a}_i^T A_i^T D \bar{a}_i + 2\bar{a}_i^T \bar{a}_j^T \dot{A}_j \bar{a}_j \\
\gamma^{DP2} &= -\bar{a}_i^T D_i \bar{d}_j - 2\bar{a}_i^T D_j \bar{d}_j \\
\gamma^{ED} &= -2\bar{a}_i^T A_i^T (\bar{D}_j \bar{s}_j^Q - \bar{D}_j \bar{s}_j^P) + \dot{f}(t) \\
\gamma^{ECD} &= C^T (\bar{D}_i \bar{s}_i^Q - \bar{D}_i \bar{s}_i^P) + \dot{f}(t).
\end{align*}
\]  

\( \Phi \) in Eq. (28b) lead to the following \( \Phi \) expressions:

\[
\begin{align*}
\gamma^{DP1} &= \bar{a}_i^T A_i^T D \bar{a}_i + 2\bar{a}_i^T \bar{a}_j^T \dot{A}_j \bar{a}_j \\
\gamma^{DP2} &= -\bar{a}_i^T D_i \bar{d}_j - 2\bar{a}_i^T D_j \bar{d}_j \\
\gamma^{ED} &= -2\bar{a}_i^T A_i^T (\bar{D}_j \bar{s}_j^Q - \bar{D}_j \bar{s}_j^P) + \dot{f}(t) \\
\gamma^{ECD} &= C^T (\bar{D}_i \bar{s}_i^Q - \bar{D}_i \bar{s}_i^P) + \dot{f}(t).
\end{align*}
\]

3 Dynamics Analysis

3.1 The \( rA \) Formulation

In the dynamics analysis, the evolution of the orientation matrix is governed by a differential equation, which ties the rate of change of the orientation matrix to the angular velocity of the body expressed in the body reference frame \( \bar{\Theta} \in \mathbb{R}^3 \) as in [3]

\[
\dot{\bar{\Theta}} = \bar{\Lambda} \dot{\bar{\Theta}}.
\]

(30a)

To find the evolution of \( \bar{\Theta} \) from \( t_0 \) to \( t_n + h \), consider Eq. (30a) in conjunction with the Lie group version of the explicit Euler integrator, \( \bar{\Theta}(t) = \bar{\Theta}_{n+1} \exp(i \bar{\Theta}_{n+1}) \) [14]. Setting \( t = -h \), where \( h \) is the step size, leads to \( \bar{\Theta}_{n+1} = \bar{\Theta}_{n+1} \exp(-i \bar{\Theta}_{n+1}) \). Since \( \exp(C_1 + C_2) = \exp(C_1) \exp(C_2) \) as soon as \( C_1 C_2 = C_2 C_1 = 0 \) [5], a right multiplication by \( \exp(h \bar{\Theta}_{n+1}) \) leads to

\[
\bar{\Theta}_{n+1} = \bar{\Theta}_n \exp(h \bar{\Theta}_{n+1}),
\]

(30b)

with the matrix exponential evaluated based on Eqs. (6) and (7). Since \( h \bar{\Theta}_{n+1} \) is skew-symmetric, its exponential is an orthonormal matrix. As such \( \bar{\Theta}_{n+1} \) is a proper orthonormal matrix. Note that the Lie integration formula in Eq. (30b) is implicit.

As described in [3], by applying D’Alembert’s principle one gets the so called Newton-Euler constrained equations of motion for body \( i \) in the system. By changing the notation in [3] to follow the conventions adopted herein, these equations assume the form

\[
\begin{align*}
\begin{bmatrix}
m_i \bar{r}_i + \left[ \Phi^A \right]_i^T \bar{\lambda} \\
\bar{J}_i \dot{\bar{\Theta}}_i + \bar{\Pi}_i^T (\Phi^A) \bar{\lambda} = \bar{\tau}_i
\end{bmatrix},
\end{align*}
\]

(31a)

Above, \( m_i \) is body \( i \)’s mass; the mass moment of inertia \( \bar{J}_i \) is constant and diagonal; the applied force depends on level zero (position/orientation) and level one (velocity) information as in \( \bar{f}_i = \left[ \Phi^A \right]_i^T \bar{\lambda} \); and, \( \bar{\tau}_i \equiv \bar{n}_i (r, A, \bar{\dot{r}}, \bar{\dot{\Theta}}) - \bar{\omega}_j \bar{J}_j \bar{\dot{\Theta}}_j \in \mathbb{R}^3 \) depends on the applied torque \( \bar{n}_i \), which is considered known and provided as a function of level zero and one information. Specifically, \( \bar{n}_i \) is the sum of three components: resultant of the distributed torques \( \bar{n}_i^T \), which are distributed over the volume of body \( i \); \( \bar{n}_i^T \), resultant torque which is obtained from applied, pointwise torques, e.g., produced by an electric motor; and, torques induced by forces \( \bar{f}_i^T \) applied to body \( i \) at a point \( P \) of location \( \bar{s}_i^P \): \( \bar{n}_i^T = \bar{s}_i^T \bar{A}_i^T \bar{f}_i^T \).

The motion is subject to a set of algebraic constraints

\[
\Phi^A(r_1, \ldots, r_{nb}, A_1, \ldots, A_{nb}, t) = 0_{nc},
\]

(31b)

where \( nc \leq 6nb \). For brevity, we assume that all kinematic constraints are holonomic, yet non-holonomic constraints are handled equally well in this solution approach as long as they are linear in velocity (Pfaffian).

In the light of Eq. (30b), the first order, implicit Euler integration scheme is posed as follows (\( h \) is the integration step size):

\[
\begin{align*}
\bar{r}_{i,n+1} &= \bar{r}_{i,n} + h \bar{r}_{i,n+1} \\
\bar{\Theta}_{i,n+1} &= \bar{\Theta}_{i,n} + h \bar{\Theta}_{i,n+1} \\
\bar{r}_{i,n+1} &= \bar{r}_{i,n} + h \bar{r}_{i,n+1} \\
A_{i,n+1} &= A_{i,n} \exp(h \bar{\Theta}_{i,n+1})
\end{align*}
\]

(32a)

(32b)

(32c)

(32d)

The formula in Eq. (32) is hybrid: Eqs. (32a) through (32c) are classical Backward Euler formulas; Eq. (32d) is an implicit, first order Lie integration formula. A discussion of higher order integration methods suitable for handling differential equations on \( SO(3) \) falls outside the scope of this work. The reader is also referred to [8, 10] for higher order numerical integration approaches when the discussion takes place in the context of Lie groups.

Given the state of the system at time \( t_n \), the immediate goal is to find the values \( \bar{r}_{i,n+1}, \bar{\Theta}_{i,n+1}, \) and \( A_{i,n+1} \) at \( t_{n+1} \). To that end, for any set of translation and angular accelerations \( \bar{r}_{i,n+1} \) and \( \bar{\Theta}_{i,n+1} \), one can use Eq. (32a) and then Eq. (32c) to get the new velocity and location of the bodies, respectively; and Eq. (32b) and then Eq. (32d) to get the new angular velocity and orientation of the bodies. Note that the matrix exponential is computed using Rodrigues’s formula in Eq. (5).
number of the Newton-step Jacobian [15] and

\[
M \equiv \text{diag}\{m_1 I_3, \ldots, m_{nb} I_3\}
\]
\[
\mathbf{J} \equiv \text{diag}\{\mathbf{J}_1, \ldots, \mathbf{J}_{nb}\}
\]
\[
\mathbf{f} \equiv \left[\mathbf{f}_1^T, \ldots, \mathbf{f}_{nb}^T\right]^T
\]
\[
\mathbf{r} \equiv \left[\mathbf{r}_1^T, \ldots, \mathbf{r}_{nb}^T\right]^T
\]
\[
\Phi^A(\mathbf{r}, \mathbf{A}, t) = \Phi^A(\mathbf{r}_1, \ldots, \mathbf{r}_{nb}, \mathbf{A}_1, \ldots, \mathbf{A}_{nb}, t).
\]

For 3D dynamics, \(M\) and \(\mathbf{J}\) are diagonal and constant throughout the simulation. Also, although in Eq. (33a) the arguments of \(\Phi^A\) are the position and orientation at time \(t_{n+1}\), note that these two quantities are functions of \(\mathbf{r}_{n+1}\) and \(\mathbf{O}_{n+1}\), respectively, through the integration formulas in Eq. (32).

Then, Eq. (33a) can be written in concise form as

\[
g^A(\mathbf{r}_{n+1}, \mathbf{O}_{n+1}, \lambda_{n+1}) = 0_{6nb+nc},
\]

where

\[
g^A(\mathbf{r}, \mathbf{O}, \lambda) = \begin{bmatrix}
M \mathbf{r} - \mathbf{f} - f
\mathbf{J} \mathbf{O} + \mathbf{O} \mathbf{J} \mathbf{O} - \mathbf{n}^c - \mathbf{n}
\end{bmatrix},
\]

\[
f' \equiv -[\Phi^A]^T \lambda \quad \text{and} \quad \mathbf{n}^c \equiv -\mathbf{T}^T(\Phi^A)\lambda.
\]

Note that \(f' = f'(\mathbf{r}, \mathbf{A}, \lambda)\) and \(\mathbf{n}^c = \mathbf{n}^c(\mathbf{r}, \mathbf{A}, \lambda)\), and both \(f'\) and \(\mathbf{n}^c\) are linear in \(\lambda\). In terms of notation used, any quantity without a subscript is understood to be evaluated in the configuration associated with the time \(t_{n+1}\). If quantities that depend on the previous time steps come into play, a subscript will explicitly show when such quantities are evaluated.

An iterative approach is used to solve \(g^A(\mathbf{r}, \mathbf{O}, \lambda) = 0\). The \((k + 1)\) approximation of the solution is computed by applying corrections to the iteration \((k)\) values:

\[
\mathbf{r}^{(k+1)} = \mathbf{r}^{(k)} + \delta_r^{(k)}
\]
\[
\mathbf{O}^{(k+1)} = \mathbf{O}^{(k)} + \delta_O^{(k)}
\]
\[
\lambda^{(k+1)} = \lambda^{(k)} + \delta_\lambda^{(k)}.
\]

For notation brevity, the subscripts associated with the time step \((n+1)\) and body index \((i)\) have been dropped above. Based on Eq. (32), a change \(\delta_r^{(k)}\) in accelerations will lead to a change \(h\delta_r^{(k)}\) in velocities: \(\mathbf{r}^{(k+1)} = \mathbf{r}^{(k)} + h\delta_r^{(k)}\), and to a change \(h^2\delta_r^{(k)}\) in positions: \(\mathbf{r}^{(k+1)} = \mathbf{r}^{(k)} + h^2\delta_r^{(k)}\). Likewise, a change \(\delta_O^{(k)}\) in angular accelerations will lead to a change \(h\delta_O^{(k)}\) in velocities: \(\mathbf{O}^{(k+1)} = \mathbf{O}^{(k)} + h\delta_O^{(k)}\). For orientation, this type of analysis cannot be carried out relative to \(\mathbf{A}\) but rather its action on other quantities. The relevant question is as follows: in light of Eq. (32d), how does \(\mathbf{A}^{(k)}\mathbf{s}\) change as a result of the \(\delta_\lambda\) change in acceleration? Thus,

\[
\Delta \mathbf{A}^{(k+1)}\mathbf{s} - \mathbf{A}^{(k)}\mathbf{s} = \Delta \mathbf{A}^{(k)}\mathbf{s} - \mathbf{A}^{(k)}\mathbf{s}
\]
\[
= \mathbf{A}_n \exp(h\mathbf{\tilde{\omega}}(k) + h^2\delta_\lambda^{(k)})\mathbf{s} - \mathbf{A}_n \exp(h\mathbf{\tilde{\omega}}(k))\mathbf{s}
\]
\[
= \mathbf{A}_n \exp(h\mathbf{\tilde{\omega}}(k))\exp(h^2\delta_\lambda^{(k)}) - \mathbf{I}_3\mathbf{s}
\]
\[
= \mathbf{A}_n h^2\delta_\lambda^{(k)}\mathbf{s} = -h^2 \mathbf{A}^{(k)}\delta_\lambda^{(k)} = h^2 \mathbf{\tilde{\Pi}}(\mathbf{A}^{(k)})\mathbf{s}^{(k)}\delta_\lambda^{(k)}.
\]

By the same token,

\[
\left[\mathbf{A}^{(k+1)}\right]^\top \mathbf{s} - \left[\mathbf{A}^{(k)}\right]^\top \mathbf{s}
\]
\[
= \mathbf{A}_n \exp(h\mathbf{\tilde{\omega}}(k) + h^2\delta_\lambda^{(k)})^\top \mathbf{s} - \mathbf{A}_n \exp(h\mathbf{\tilde{\omega}}(k))^\top \mathbf{s}
\]
\[
= \exp(-h\mathbf{\tilde{\omega}}(k) - h^2\delta_\lambda^{(k)})\mathbf{A}_n^\top \mathbf{s} - \exp(-h\mathbf{\tilde{\omega}}(k))\mathbf{A}_n^\top \mathbf{s}
\]
\[
= \left[\exp(-h^2\delta_\lambda^{(k)}) - \mathbf{I}_3\right]\left[\exp(-h\mathbf{\tilde{\omega}}(k))\mathbf{A}_n^\top \mathbf{s}
\]
\[
\approx -h^2\delta_\lambda^{(k)}\mathbf{A}^{(k)}\mathbf{s}^\top \mathbf{s} = h^2 \mathbf{\tilde{\Pi}}([\mathbf{A}^{(k)}]^\top \mathbf{s})\delta_\lambda^{(k)}.
\]

Note that \(h^2\) assumes small values, and also \(\delta_\lambda^{(k)}\) is typically small. As such \(h^2\delta_\lambda^{(k)}\) is a small quantity, which justified in Eq. (36) making the following approximation:

\[
\exp(h\mathbf{\tilde{\omega}}(k) + h^2\delta_\lambda^{(k)}) \approx \exp(h\mathbf{\tilde{\omega}}(k)) \cdot \exp(h^2\delta_\lambda^{(k)}).
\]

The salient point is that this approximation is used to yield an iteration matrix in the Newton method. As such, it does not corrupt the underlying physics, i.e., the solution is not changed. The question answered next is this: if at iteration \((k)\) the unknowns are updated as in Eq. (35), how will the value of \(g\) in Eq. (34a) change? This variation is evaluated as

\[
g^A(\mathbf{r}^{(k+1)}, \mathbf{O}^{(k+1)}, \lambda^{(k+1)}) - g^A(\mathbf{r}^{(k)}, \mathbf{O}^{(k)}, \lambda^{(k)}) = \mathbf{G}^{A,(k)}\delta^{(k)},
\]

with \(\mathbf{G}^{A,(k)} \in \mathbb{R}^{(6nb+nc) \times (6nb+nc)}\) and \(\delta^{(k)} \in \mathbb{R}^{6nb+nc}\) defined as

\[
\mathbf{G}^{A,(k)} = \begin{bmatrix}
\mathbf{G}^{A,(k)}_{rr} & \mathbf{G}^{A,(k)}_{ro} & \mathbf{G}^{A,(k)}_{ro} \\
\mathbf{G}^{A,(k)}_{or} & \mathbf{G}^{A,(k)}_{oo} & \mathbf{G}^{A,(k)}_{oo} \\
\mathbf{G}^{A,(k)}_{ro} & \mathbf{G}^{A,(k)}_{oo} & \mathbf{G}^{A,(k)}_{oo} \\
\end{bmatrix}
\]

and the superscript \((k)\) indicating that the quantities are eval-
Ideally, the new configuration \(q(k+1)\) is a root of \(g^A; \) i.e., \(g^{A(k+1)} = 0\), which leads to the Newton-step correction being computed as the solution of the linear system

\[
G^A(q(k)) \delta(q(k)) = -g^A(r^{(k)}_r, \dot{\theta}^{(k)}, \lambda^{(k)}) .
\]  

What is left at this point for the approach to be fully laid out is the computation of the sensitivities of the reaction forces and torques: \( f_r, \dot{\Pi}(f_r), \dot{n}_r, \) and \( \ddot{\Pi}(\dot{n}) \); and of the sensitivities of the applied force and torque: \( f, \dot{\Pi}(f), \dot{n}_r, \) and \( \ddot{\Pi}(\dot{n}) \). The sensitivities of the applied forces/torques are computed on a case-by-case basis, and no general rule can be provided. However, closed form formulas can be provided for the variation of the reaction forces, see [13]. They are reported in Table 3 for DP1, Table 4 for DP2, Table 5 for D, and Table 6 for CD. Since the other lower order pairs are obtained by combining these four GCONs (see Table 1), one can assemble the coefficients of the first order variation for the reaction force associated with high-pair joints. Each table has four rows for the coefficients of the first order variation for the reaction forces and reaction torques associated with each joint: the reaction force \( f_i \) acting on body \( i \) that enters the joint; the reaction force \( \dot{n}_j \) acting on body \( i \); the reaction torque \( \dot{f}_j \) acting on body \( i \); and the reaction torque \( \dot{\dot{n}}_j \) acting on body \( i \). These four generalized force components are defined in Eq. (34c).

### 3.2 The \( rp \) Formulation

Using the notation associated with Eq. (31a), the equations of motion in the \( rp \) formulation for body \( i \) assume the form [3]

\[
\begin{align*}
\{ m \ddot{r}_i + [\Phi^p_{ij}]^T \lambda = f_i \\
4[\Phi^p_{ij}]^T \dot{J} B^p_i p_i + [\Phi^p]_i^T \lambda + p_i \lambda^p = \dot{\theta}_i ,
\end{align*}
\]

subject to a set of algebraic constraints

\[
\Phi^p(r_1, p_1, \ldots, r_{nb}, p_{nb}, t) = 0_{nb} .
\]

![Table 3: Coefficients associated with the first order variation of the reaction force/torque for the DP1 geometric constraint.](image1)

![Table 4: Coefficients associated with the first order variation of the reaction force/torque for the DP2 geometric constraint.](image2)

![Table 5: Coefficients associated with the first order variation of the reaction force/torque for the D geometric constraint.](image3)

where

\[
B^p_i = \begin{bmatrix}
-e_{i,1} & e_{i,0} & e_{i,3} & -e_{i,2} & -e_{i,2} & -e_{i,1} & e_{i,1} & e_{i,0} \\
-e_{i,1} & e_{i,0} & e_{i,3} & -e_{i,2} & e_{i,1} & e_{i,0} & -e_{i,1} & e_{i,1} \\
\end{bmatrix} ,
\]

and \( \lambda^p \) and \( \lambda^p \) are the set of Lagrange multipliers associated with the geometric constraints \( \Phi^p \) and Euler normalization constraint \( 1/2 p_i^T p_i - 1/2 = 0 \), respectively – see Eq. (19).
The implicit Euler integration scheme takes the form

\[ \text{equations of motion unique to } rp \]

where

\[ B^e_i = \begin{bmatrix} \sin \psi_i \sin \theta_i & \cos \psi_i & 0 \\ \cos \psi_i \sin \theta_i - \sin \psi_i & 0 & 1 \end{bmatrix}, \quad (43b) \]

and

\[ \ddot{\xi}_i = [B^e_i]^T \left( \ddot{n}_i - B^e_i \ddot{\xi}_i, J_i B^e_i \ddot{\xi}_i - \ddot{\lambda}_i B^e_i \ddot{\xi}_i \right). \quad (43c) \]

The implicit Euler integration scheme takes the form as Eq. (40) with Euler angles replacing the Euler parameters. The discretized equations of motion assume the form

\[ g^e(\dot{r}, \dot{\xi}, \lambda) = 0_{\text{sub} + nc}, \]

where

\[ B^e_i = \begin{bmatrix} \sin \psi_i & \cos \psi_i & 0 \\ \cos \psi_i & 0 & 1 \end{bmatrix}, \quad (43b) \]

and

\[ \ddot{\xi}_i = [B^e_i]^T \left( \ddot{n}_i - B^e_i \ddot{\xi}_i, J_i B^e_i \ddot{\xi}_i - \ddot{\lambda}_i B^e_i \ddot{\xi}_i \right). \quad (43c) \]

The numerical experiments consider the following formulations are coded using the same structure and Python libraries so that the observed speedups are not due to differences in implementation. Results from the two independently developed codes C1 and C2 confirm that the reported speedups are consistent despite their different implementations and raw runtimes.
degrees of freedom with the exception of the double pendulum, which has two degrees of freedom. The basic GCONs used among these four mechanisms are summarized in Table 7; note that each GCON is exercised at least once. The gravitational acceleration used in all systems is $-9.81 \text{ m/s}^2$.

The single pendulum consists of a slender rod of length 4 m and mass 78 kg that starts at an angle of 45° to the horizontal. The mass moment of inertia is (in SI units)

$$
\mathbf{\bar{J}} = \begin{bmatrix}
0.0325 & 0 & 0 \\
0 & 104 & 0 \\
0 & 0 & 104
\end{bmatrix}.
$$

The double pendulum mechanism, the only one with excess degrees of freedom, consists of two slender rods. The first rod is 4 m long with a mass of 78 kg, and the second rod is 2 m long with a mass of 39 kg. The mass moments of inertia are (in SI units)

$$
\mathbf{\bar{J}}_1 = \begin{bmatrix}
0.0325 & 0 & 0 \\
0 & 104 & 0 \\
0 & 0 & 104
\end{bmatrix}, \quad \mathbf{\bar{J}}_2 = \begin{bmatrix}
0.01625 & 0 & 0 \\
0 & 13.01 & 0 \\
0 & 0 & 13.01
\end{bmatrix}.
$$

Both bodies are initially at rest. The first rod is connected to the ground with a revolute joint and positioned perpendicular to gravity along the global $y$-axis; the second body is connected to the first body with a revolute joint and positioned parallel to gravity along the global $z$-axis. In this way, all but two degrees of freedom of the bodies are constrained, with the pair swinging in a plane.

The four link and slider crank mechanisms are both closed-loop mechanisms and the model parameters are those from Chapter 10 in [3]. In particular, the starting positions, masses, and dimensions are the same as given therein. A schematic of the slider crank is provided in Fig. 1.

A rheonomic DP1 constraint is applied to the single pendulum, slider crank, and four link mechanism to prescribe their motion. On the single pendulum, the angle between the local $y$-axis of the pendulum and the global negative $z$-axis is prescribed to be \( \frac{\pi}{2} + \frac{\pi}{2} \cos 2t \). On the slider crank, the crank is prescribed to rotate about its negative $x$-axis at a rate of \( 2\pi \text{ rad/s} \). For the four link mechanism, the rotor is prescribed to rotate at a rate of $\pi \text{ rad/s}$ about its $z$-axis.

### Table 7: Summary of the basic constraints used in each mechanism. Of particular note is that the slider crank mechanism uses all four basic constraints.

| Mechanism      | CD | DP1 | DP2 | D  |
|----------------|----|-----|-----|----|
| Single Pendulum| 3  | 3   | 0   | 0  |
| Four Link      | 12 | 6   | 0   | 0  |
| Slider Crank   | 6  | 7   | 4   | 1  |

The kinematics analyses of the zero-degree-of-freedom mechanisms are used to two ends: compare how fast the $\mathbf{rA}$, $\mathbf{rp}$, and $\mathbf{re}$ formulations are in carrying out the kinematics analysis; and obtain “ground truth” data subsequently used in an order analysis of the dynamics solver. Solving the systems of linear equations in the position, velocity, and acceleration solution stages of the kinematics analysis is a critical computational bottleneck. Due to the Euler normalization constraints, the $\mathbf{rp}$ kinematics analysis solves a linear system larger than $\mathbf{rA}$ and $\mathbf{re}$ by the number of bodies in the model. As such, longer computational time for $\mathbf{rp}$ is expected. While $\mathbf{re}$ has the same number of equations as $\mathbf{rA}$, the Jacobian of the former involves several double products of expensive trigonometric functions.

The run-times of both the $\mathbf{rA}$ and $\mathbf{re}$ formulations are compared against the $\mathbf{rp}$ formulation, the latter providing the baseline. The results shown in Table 8 suggest that the $\mathbf{rA}$ implementation is roughly two times faster than $\mathbf{rp}$ and $\mathbf{re}$. The performance of $\mathbf{re}$ is more comparable to $\mathbf{rp}$ with roughly a 1.3x speedup, indicating that solving a larger linear system in $\mathbf{rp}$ is counterbalanced by a more expensive way of obtaining the orientation matrix in $\mathbf{re}$.

### Table 8: Kinematics analysis speedup, relative to $\mathbf{rp}$ formulation; step size $1 \times 10^{-3}$ s. Position analysis stopped when the norm of the correction was less than $1 \times 10^{-10}$. All times were computed as the average across 10 runs of the simulation.

|              | $\mathbf{rA}$ | $\mathbf{re}$ | $\mathbf{rp}$ |
|--------------|---------------|---------------|---------------|
| 1-Pendulum   | 2.21          | 1.40          | 2.63          | 1.27          |
| Four Link    | 2.38          | 1.23          | 2.55          | 1.10          |
| Slider Crank | 2.70          | 1.47          | 2.62          | 1.23          |
Fig. 2: four link mechanism, kinematics: Iterations to convergence for position analysis. Stopping criteria of $1 \times 10^{-11}$. Iterations reported are the average across a 3s long analysis. The dependence on step-size is not surprising; note, however, that there is no significant difference between the three formulations.

It is also insightful to confirm that the number of iterations to convergence during the position analysis is comparable across formulations. As shown in Table 9, $rA$, $rp$, and $r \varepsilon$ perform similarly by this metric, requiring less iterations for the simple single pendulum than the more complex four link and slider crank. Note that the number of iterations to convergence is dependent on the step-size but not significantly dependent on the formulation used, see Fig. 2.

Ultimately, the results of the kinematics analysis suggest the following observations: (i) $rA$ is roughly twice as fast as $r \varepsilon$ and $rp$; and (ii) the number of iterations in the kinematics position analysis is comparable for $rA$, $rp$, and $r \varepsilon$.

4.4 Dynamics Analysis

To the best of our knowledge, the methodology proposed herein for the $rA$ formulation has not been used elsewhere. To validate the results produced by $rA$, the dynamics analysis is carried out on the double pendulum for 5 seconds with various step sizes $h$ and compared to a reference solution that uses an ordinary differential equation solver with a step size $h$ of $1 \times 10^{-7}$. As seen in Fig. 3, the $rA$ formulation tends towards the reference solution as the step size decreases, and it does so in the same way as $rp$ and $r \varepsilon$.

**Run Times.** As shown in Table 10, $rA$ is approximately 2.5 times faster than $rp$ and two times faster than $r \varepsilon$. To the best of our knowledge, no similar study is reported in the literature that compares the $rp$ and $r \varepsilon$ formulations. Surprisingly, $r \varepsilon$ consistently turned out to be faster than $rp$. This was unexpected, since the $rp$ formulation was adopted in mid to late 1980s [3,18] as an improvement to the $r \varepsilon$ formulation in use at the time.

**Iterations to Convergence.** In the direct index 3 DAE solution approach embraced, at each time step $t_n$, the quantities solved for include: $\dddot{r}_i, \ddot{\omega}_j, \dot{\nu}_k$, and $\lambda_n$ in the $rA$ formulation;
The dependence on step-size is not surprising; note, however, that there is no significant difference between the three formulations.

\[ \dot{r}_{\text{A}}, \dot{p}_{\text{A}}, \text{ and } \lambda_{\text{A}} \text{ in the } \text{rp} \text{ formulation; and } \dot{r}_{\text{B}}, \dot{p}_{\text{B}}, \text{ and } \lambda_{\text{B}} \text{ in the } \text{rA} \text{ formulation.} \]

At Newton iteration \( (k) \), a vector containing the body accelerations and the Lagrange multipliers is corrected by a value \( \delta^{(k)} \), see Eq. (35). The iterative process concludes when either the norm of the correction \( \delta^{(k)} \) is smaller than a threshold value \( \Theta \), in which case a solution at \( I_{\text{A}} \) was found; or when the iteration count reached a limit number \( K \), in which case the simulation failed:

\[ \| \delta^{(k)} \|_2 < \Theta \quad \text{or} \quad k = K. \]  

Note that if the value of the acceleration correction is less than \( \Theta \), then the positions are going to be accurate within \( h^2 \Theta \), while the velocities are accurate within \( h \Theta \). Thus, as the step size \( h \) decreases, \( \Theta \) should be relaxed, since it is not reasonable to expect positions more accurate than, for instance, machine precision. As such, a value of \( 1 \times 10^{-11} \) is chosen as a value that is reasonable to expect for the accuracy in the positions, and as the step size \( h \) decreases, \( \Theta \) is chosen such that \( \Theta h^2 = 10^{-11} \). Thus, when \( h = 10^{-3} \), \( \Theta = 10^{-3} \), while when \( h = 10^{-4} \), \( \Theta = 10^{-5} \). The plot in Fig. 4 illustrates that the iterations taken until convergence are strongly dependent on the chosen step-size but do not depend significantly on the formulation used.

Order Analysis. The current implementations use a first order implicit Euler integration scheme. The first order accuracy is confirmed with an order analysis conducted as follows: for each of the three solvers (rA, rp, and rE) a dynamics analysis of the model \( Y \in \{ \text{single pendulum, slider crank, four-bar link} \} \) is run for three seconds. A kinematics analysis of Model Y is also run with a tight tolerance to generate “ground truth” data (note that all models have zero degrees of freedom owing to prescribed motions). At \( T_{\text{end}} = 3 \text{ sec.} \) the state of the system is compared against the ground truth data. The absolute value of the difference between the dynamics results and ground truth is plotted as a function of step size \( h \) on a log-log scale so that the slope of the line illustrates the order of the solver. Note that as the step size decreased, the stopping tolerance was updated according to \( \Theta h^2 = 10^{-11} \) relation (see discussion in Iterations to Convergence above).

The order analysis results for the single pendulum mechanism using rA are shown in Fig. 5. As expected, the translational velocity and acceleration errors in the \( z \)-component after 3 seconds of dynamics are parallel to the blue “order 1 trendline”. Note that there is no error in the position-level data since the index 3 solution approach explicitly enforces the position (but not acceleration or velocity) kinematic constraint equations and the simple motion is prescribed on the pendulum. For that reason, this data is left out in the remaining order analysis plots.

Figs. 6 and 7 represent a sample of data selected from [13], where we report comprehensive order analysis results for rA, rp, and rE in conjunction with the single pendulum, slider crank, and four-bar mechanisms. Therein, results are reported both for C1 and C2; the results reported herein draw exclusively on C1.

5 Software, Models, and Data Availability

The models and software used to generate the results reported herein are available in a public repository on GitHub for unfettered inspection, use, and distribution [17]. The Python software is general purpose; it can be used to simulate arbitrary mechanisms assembled via the four GCONs discussed herein. The model definitions are specified via a json file [19].

6 Conclusions and Future Work

Classical multibody dynamics in absolute coordinates commonly relies on Euler parameters or Euler angles to produce the orientation matrix of each body in the system at each time step. The methodology of the rA formulation proposed herein eschews this step by explicitly computing the
orientation matrix $A$ via numerical integration. The highlight of this contribution is that the methodology discussed herein generalizes this approach to arbitrarily complex multibody systems by systematically formulating lower-pair joints in terms of four basic kinematic geometric constraints: DP1, DP2, D, and CD. Understanding the first order variation of these GCONs relative to changes in the orientation of a body draws on the ability to produce the first order variation of two simple quantities: $A\bar{s}$ and $A^Ts$, which are used time and again in the kinematic constraint equations. The solution of the Newton-Euler equations is found via a first order implicit Euler integration scheme that numerically integrates the index 3 DAEs of multibody dynamics. The SO(3) structure of the rotation matrices is accounted for by applying an exponential map numerical integration method that builds off Euler’s theorem and the Rodrigues formula.

A performance comparison is made between the proposed $rA$ formulation and two commonly used formulations $rp$ and $re$ that use Euler parameters and Euler angles as generalized coordinates, respectively. Using $rp$ as a baseline, it is found that $rA$ is approximately two times faster than $re$, which, surprisingly, turned out to be faster than $rp$.

The behavior of the $rA$ solution approach and the results of the performance comparisons are confirmed by two independently developed publicly available Python codes. The speed gains associated with $rA$ are traced back to a simpler form of the equations of motion and a terser Jacobian matrix. The speed gains associated with $re$ indicate that the larger linear system in $rp$ is more of a computational bottleneck than the expensive trigonometric functions involved in $re$.

In future work, we will investigate how the reported speed gains of $rA$ over the alternative $rp$ or $re$ solutions can be leveraged in other contexts. First, we plan to investigate its performance in conjunction with a second order Lie group implicit integrator. It also remains to formulate an $rA$ solution approach using a state space method, which reduces the DAE to an ODE problem [20, 21]. Another direction of investigation is tied to handling friction and contact in a differential-variational framework [22]. The handling of higher-pair kinematic constraints will require additional insights since the four GCONs introduced will not be sufficient to capture, for instance, unilateral kinematic constraints. Finally, it remains to investigate how the simpler form of the equations of motion impacts the controls problem in multibody dynamics as well as the task of Machine Learning, where fast simulation is key for effective training.
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