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Abstract—A simultaneous transmitting and reflecting reconfigurable intelligent surface (STAR-RIS) assisted multi-user down-link multiple-input single-output (MISO) communication system is investigated. In contrast to the existing ideal STAR-RIS model assuming an independent transmission and reflection phase-shift control, a practical coupled phase-shift model is considered. Then, a joint active and passive beamforming optimization problem is formulated for minimizing the long-term transmission power consumption, subject to the coupled phase-shift constraint and the minimum data rate constraint. Despite the coupled nature of the phase-shift model, the formulated problem is solved by invoking a hybrid continuous and discrete phase-shift control policy. Inspired by this observation, a pair of hybrid reinforcement learning (RL) algorithms, namely the hybrid deep deterministic policy gradient (hybrid DDPG) algorithm and the joint DDPG & deep-Q network (DDPG-DQN) based algorithm are proposed. The hybrid DDPG algorithm controls the associated high-dimensional continuous and discrete actions by relying on the hybrid action mapping. By contrast, the joint DDPG-DQN algorithm constructs two Markov decision processes (MDPs) relying on an inner and an outer environment, thereby amalgamating the two agents to accomplish a joint hybrid control. Simulation results demonstrate that the STAR-RIS has superiority over other conventional RISs in terms of its energy consumption. Furthermore, both the proposed algorithms outperform the baseline DDPG algorithm, and the joint DDPG-DQN algorithm achieves a superior performance, albeit at an increased computational complexity.

Index Terms—Beamforming, deep reinforcement learning (DRL), reconfigurable intelligent surfaces (RISs), simultaneous transmitting and reflecting reconfigurable intelligent surfaces (STAR-RISs).

I. INTRODUCTION

EACH generation of wireless networks has aimed for improving the quality of service (QoS) [1]. While the fifth-generation (5G) network is being rolled out, investigators turned to the next-generation (6G) research both in academia and industry. In this context, reconfigurable intelligent surfaces (RISs) have emerged as a competitive 6G component [2], [3]. They constitute a low-cost solution for improving the propagation conditions for edge users [4] and millimeter wave (mmWave) communications [5], as well as energy-efficient communication [6]. Furthermore, RISs can also provide additional functions beyond signal enhancement, such as integrated sensing and reflecting [7], channel estimation [8], and user localization [9].

Due to their similar functions and roles, the performance of RISs and wireless relays has been comprehensively compared in [10], [11]. Despite the appealingly low complexity and noise figure [11], an undeniable fact is that the reflecting-only RISs are likely to have a coverage disadvantage compared to omnidirectional relays due to their $180^\circ$ half-plane reflection limitation. However, in practical scenarios, users roam at both sides of the RIS, and the reflecting-only RIS cannot provide signal enhancements for users located at the back of the RIS. This deficiency of reflecting-only RISs inspires the design of double-sided RISs to achieve $360^\circ$ coverage boundary.

Hence, a simultaneous transmitting and reflecting reconfigurable intelligent surface (STAR-RIS) model emerged as an ameliorated version of the reflecting-only RIS [12]. As an advanced derivative, an additional transmission function is facilitated by the simultaneous transmitting and reflecting (STAR) elements. The STAR-RIS accommodate a number of STAR elements on a surface to separate the incident electromagnetic waves into transmitted and reflected signals. Consequently, the transmitted signals and reflected signals can form a pair of sectors on both sides of the surface simultaneously, thereby solving the limitations of RISs in...
terms of their coverage region. In contrast to the reflecting-only RIS, which has to be in the vicinity of either the base station (BS) or the users, STAR-RIS may be positioned flexibly. Furthermore, if the BS or users are out of the optimal orientation of the RIS, the gain provided by the reflecting-only RIS deteriorates distinctly [13]. Fortunately, the emergence of STAR-RISs can relax the orientation requirement of (STAR) RISs, since the transmission and reflection sectors have the opposite orientation.

A. The State of the Art

Given its short history, the research of STAR-RIS is still in its infancy. Zhu et al. [14], [15] presented the design of meta-surfaces to control the amplitudes and phase-shifts of the transmission (refraction) and reflection of electromagnetic waves. The implementation of STAR elements was discussed in [14], which laid a foundation of STAR-RISs. While Xu et al. [16] proposed a physical model for the STAR-RIS and demonstrated that it is feasible to extend reflecting-only RISs to STAR-RISs. Three protocols were conceived for STAR-RISs in [12], namely the energy splitting, mode switching, and time switching models. The phase-shift optimization problem of STAR-RISs was investigated in [17], where a branch-and-bound based algorithm was proposed for maximizing the downlink’s spectral efficiency. The coverage performance of STAR-RIS networks was investigated by Wu et al. [18], and a one-dimensional search-based algorithm was proposed for optimizing the coverage of STAR-RISs. The simulation results in [18] confirmed that STAR-RISs exhibit significant coverage advantage over reflecting-only RISs. By considering a coupled transmitting and reflecting model, Liu et al. [19] proposed an efficient element-wise alternating optimization algorithm for minimizing the transmit power of a STAR-RIS assisted non-orthogonal multiple access (NOMA) network. Unfortunately, although several STAR-RIS models have been proposed in the aforementioned research, these models assume arbitrary transmission coefficients (TCs) and reflection coefficients (RCs) for the STAR elements. However, as pointed out in [20], a passive device such as the STAR-element is not likely to provide arbitrary phase and amplitude responses.

Deep learning (DL) and deep reinforcement learning (DRL) are capable of intelligently managing RISs [21]. DL is primarily used for channel estimation in RIS-assisted networks, in order to extract the channel state information (CSI) in support of RIS-based passive beamforming. Gao et al. [22] employed a synthetic deep neural network (DNN) for sequentially estimating the BS-RIS channel and RIS-user channel, while reducing the pilot overhead and guaranteeing the estimation accuracy. DL was also invoked for the phase-shift control of RISs. For example, an unsupervised DL algorithm was proposed for joint active and passive beamforming optimization in [23]. In terms of DRL, by adopting a deep deterministic policy gradient (DDPG) algorithm, Huang et al. [24] conceived the joint optimization of the transmit beamforming matrix of the BS and the phase-shift matrix of the RIS.

Yang et al. [25] proposed a deep Q network (DQN) for secure beamforming guarding against eavesdroppers in dynamic environments. Their simulation results verified that the DQN approach is capable of enhancing the secrecy rate and the satisfaction probability of users. Furthermore, a DRL scheme was invoked in [26] for optimizing a RIS-assisted NOMA network, where a long short-term memory (LSTM) based echo state network (ESN) algorithm collaborated with a decaying double deep Q-network (D3QN) for intelligently controlling the RIS according to the users’ data demand. In [27], a proximal policy optimization (PPO) algorithm was developed for minimizing the expected Age-of-Information (AoI) for an aerial RIS. Specifically for the STAR-RIS scenario, a federated learning algorithm was proposed in [28] for maximizing the achievable data rate of a STAR-RIS assisted heterogeneous NOMA network.

B. Motivations

Although STAR-RISs have the aforementioned advantages, the effective design of the RC and TC of STAR-RISs has become a new challenge. Firstly, the STAR-RIS requires joint transmission and reflection beamforming, which is exceedingly more complex than reflection-only beamforming. What aggravates the situation further is that the STAR-RISs cannot independently adjust the TCs and RCs in practice, since the electric and magnetic impedances are unlikely to leave arbitrary values, but they depend on the electromagnetic properties of the STAR elements [14]. Furthermore, the coupling of the TCs and RCs requires a hybrid continuous and discrete control scheme for the phase-shift design. Given the above-mentioned adversities, it is a challenge to jointly solve the transmission and reflection beamforming problem for STAR-RISs, especially considering that the existing convex optimization and machine learning solutions basically only support either continuous or discrete control. Although several hybrid algorithms have been proposed in the field of computer science [29]–[31], they are designed for minuscule action dimensions. For example, only four discrete actions were assumed in [30] since gaming controllers usually have four buttons. However, the possible number of actions can be $a^N$ for the STAR-RIS scenario, where $a$ represents the possible number of actions for a single STAR element and $N$ represents the total number of elements employed. Based on the current assumptions, prototypes of (STAR) RISs are likely to have a massive number of elements, which implies that the action dimension of STAR-RISs substantially exceeds the design in existing algorithms. Since there are lacking suitable hybrid algorithms for the optimization of STAR-RISs, we propose two hybrid reinforcement learning (RL) algorithms for joint active and passive beamforming design for the BS and the STAR-RIS.

C. Our Contributions

In this paper, we are committed to establishing a practical STAR-RIS model having coupled TCs and RCs, which can provide basis for potential research. According to the proposed model, we embark upon the investigation and optimization of
the performance of STAR-RISs. Specifically, we provide the following contributions.

- We conceive a STAR-RIS model for broadening the coverage of reflecting-only RISs. Specifically, the practical electromagnetic property of STAR elements are considered, resulting in a coupled phase-shift of the transmission and reflection. Based on the proposed model, a joint active and passive beamforming problem that requires hybrid control for the phase-shift and amplitude is formulated for minimizing the long-term power consumption.

- We propose a hybrid DDPG algorithm for solving the hybrid control problem caused by the energy splitting nature of STAR elements. The hybrid control is carried out by mapping each output node of the actor network to the transmission and reflection actions of each STAR element. The proposed hybrid DDPG solution provides high-dimensional continuous and discrete phase-shift optimization for STAR-RISs.

- We develop a joint DDPG-DQN algorithm as a high-performance solution. The joint DDPG-DQN scheme can handle hybrid control by employing two collaborated agents, where a DDPG agent is in charge of the continuous control and a DQN agent is invoked for the discrete control.

- The performance of the STAR-RIS relying on the proposed algorithms is evaluated by computer simulation revealing that it outperforms both the reflecting-only and the double spliced RISs. Furthermore, the hybrid DDPG algorithm outperforms its plain DDPG counterpart without increasing its complexity, while the joint DDPG-DQN algorithm attains optimality at an increased increased complexity.

D. Organizations

Section II illustrates the model of our STAR-RIS assisted wireless network, including the coupled phase-shift model, channel model, signal model, and the problem formulation. Section III introduces the hybrid DDPG algorithm as a low complexity solution, while Section IV presents the high-performance amalgamated DDPG-DQN algorithm. Section V provides the performance analysis of the proposed framework and algorithms. Section VI concludes the paper.

II. SYSTEM MODEL

A. Model of STAR-RISs

We employ an energy splitting model for supporting simultaneous transmission and reflection [12], where the STAR-RIS is capable of splitting the incident signal into the transmitted and reflected signals, partitioning the space into the transmission and reflection zones. Mobile users can be served by the transmitted or reflected signal, respectively, depending on which region they happen to be roaming in. In order to perform joint beamforming to covering both the transmission and reflection sectors, the TC and RC of each STAR element have to be appreciatively integrated, which are denoted as $\beta_{R,n}e^{j\theta_{R,n}}$ and $\beta_{T,n}e^{j\theta_{T,n}}$, $n = 1, 2, \ldots, N$.

It is worth noting that for any STAR element, the TCs and RCs are determined by its resistance and reactance.

| Parameter | Description |
|-----------|-------------|
| $M, N$ | number of antenna and STAR elements |
| $K, U, I$ | number of total users, $R$ users and $T$ users |
| $\beta_{R,n}$ | amplitude response for reflection |
| $\Theta_R, \Theta_T$ | phase shift of for reflection and transmission |
| $H_{R,R}, H_{R,T}$ | channel from the BS to $R$ & $T$ users |
| $H_{T,R}$ | channel from the BS to the STAR-RIS |
| $H_{T,R}, H_{T,T}$ | channel from the STAR-RIS to $R$ & $T$ users |
| $w_{b,k}$ | beamforming vector for user $k$ at time $t$ |
| $x_{s,t}$ | transmitted signal at the BS |
| $x_{r,t}$ | received signal at the STAR-RIS |
| $y_{u,t}, y_{r,t}$ | received signal at user $R_u$ and $T_t$ |
| $\gamma_{u,t}, \gamma_{r,t}$ | SINR at user $R_u$ and $T_t$ |
| $R_{b,k}$ | achievable data rate for user $k$ |
| $s_k$ | state for DRL agents |
| $a^e_k, a^d_k$ | continuous and discrete actions |
| $a^h_k$ | hybrid actions |
| $r_k$ | reward for DRL agent |
| $\omega_{a,k}, \omega_{c,k}$ | parameters for actor and critic networks |
| $\omega_{p,k}$ | parameters for the deep Q network |
| $\omega_{p,k}^1, \omega_{p,k}^2, \omega_{p,k}^Q$ | parameters for target networks |

Therefore, it is non-trivial to independently adjust the coefficients. For a given RC of $\beta_{R,n}e^{j\theta_{R,n}}$, according to the conservation of energy, we have $\beta_{T,n} = \sqrt{1 - \beta_{R,n}^2}$. Then, simplifying RC $\beta_{R,n}$ as $\beta_n$, the TC can be calculated as $\sqrt{1 - \beta_n^2}e^{j\theta_{T,n}}$. As pointed out in [14], for STAR elements, the coupling between the TC’s phase-shift $\theta_{T,n}$, the RC’s phase-shift $\theta_{R,n}$ and the amplitude $\beta_n$ follows a relationship as

$$\beta_n\sqrt{1 - \beta_n^2}\cos(\theta_{R,n} - \theta_{T,n}) = 0. \quad (1)$$

Thus, for a STAR-RIS having $N$ elements, the transmission and reflection matrices have a diagonal structure given by

$$\Theta_R = \text{diag}\left(\beta_1, \beta_2, \ldots, \beta_Ne^{j\theta_{R,N}}\right), \quad (2)$$

$$\Theta_T = \text{diag}\left(\sqrt{1 - \beta_1^2}, \sqrt{1 - \beta_2^2}, \ldots, \sqrt{1 - \beta_N^2}\right). \quad (3)$$

B. System Description

We consider a downlink scenario of Fig. 1, where the AP is equipped with $M$ antennas, and the STAR-RIS has $N$ STAR elements. There are $K$ randomly roaming users and each having a single antenna. Each of the $N$ STAR elements has the amplitude response $\beta_n, n = 1, 2, \ldots, N$. We denote the locations of the BS, RIS, and users as $(x_b, y_b, z_b)^T$, $(x_r, y_r, z_r)^T$, and $(x_k, y_k, z_k)^T$, respectively. The STAR-RIS naturally partitions the users into two groups according to their locations. The users between the BS and the STAR-RIS receive direct signals from the BS and reflected signals from the STAR-RIS. This fraction of the users in the reflective

2We assume that there is no energy loss in the process of transmission and reflection. The energy loss has an impact on the phase shift relationship between transmission and reflection [14], which would make the beamforming design more complex. We would consider the non-conservation model in our future work.
region of the STAR-RIS are denoted by $\mathcal{R}_u$. For simplicity, we term this set of users as $\mathcal{R}$ users in the rest of the text. Correspondingly, the users served by direct BS signals and transmitted STAR-RIS signals is denoted by $\mathcal{T}_t$. The number of users obeys $K = U + I$, where $U$ and $I$ are the numbers of $\mathcal{R}$ users and $\mathcal{T}$ users\footnote{For simplicity of equations, the subscript $k = 1, 2, \ldots, K$ refers to any user, user $\mathcal{R}_u$, $u = 1, 2, \ldots, U$ or $\mathcal{T}_t$, $i = 1, 2, \ldots, I$ refers to a $\mathcal{R}$ user or $\mathcal{T}$ user.}.

### C. Channel Model

In the STAR-RIS scenario, multiple channels have to be considered, including the BS to STAR-RIS channel $H_{b,r} \in \mathbb{C}^{M \times N}$, the direct channel spanning the BS to $\mathcal{R}$ and $\mathcal{T}$ users $H_{b,\mathcal{R}} \in \mathbb{C}^{M \times U}$, $H_{b,\mathcal{T}} \in \mathbb{C}^{M \times I}$, and the channel impinging from the STAR-RIS to $\mathcal{R}$ and $\mathcal{T}$ users $H_{r,\mathcal{R}} \in \mathbb{C}^{N \times U}$, $H_{r,\mathcal{T}} \in \mathbb{C}^{N \times I}$. For each specific user $\mathcal{R}_u$ and $\mathcal{T}_t$, the direct channels, and the $\mathcal{T}$ and $\mathcal{R}$ channels can be denoted as $h_{b,u} \in \mathbb{C}^{M \times 1}$, $h_{b,i} \in \mathbb{C}^{M \times 1}$, $h_{r,u} \in \mathbb{C}^{N \times 1}$ and $h_{r,i} \in \mathbb{C}^{N \times 1}$, respectively.

All channels are assumed to follow the quasi-static block fading model, where the fading coefficient remains constant in each time slot (TS) $t$. We assume that the channel $H_{b,r}$ has a line-of-sight (LoS) path and obeys to the Rician distribution, since the BS and STAR-RIS have a LoS component owing to their selected positions. Thus, upon considering the path loss and the small scale fading, the Rician channel can be formulated as

$$H_{b,r,t} = \sqrt{L_{b,r,t} (d_{b,r,t}; f_c)} \left( \frac{K}{K + 1} L_{b,r,t} + \frac{1}{K + 1} G_{b,r,t} \right),$$

where $L_{b,r,t}$ represents the pathloss in the power domain, $K$ is the Rician factor, $G_{b,r,t} \sim \mathcal{CN}(0,1)$ denotes the scattered paths, and $L_{b,r,t}$ represents the LoS path between the BS and the RIS. Furthermore, we have $L_{b,r,t} = a_r(\varphi^A, \psi^A) a_b(\varphi^D) H_{b,r,t} = a_b \in \mathbb{C}^{M \times 1}$, $a_r \in \mathbb{C}^{N \times 1}$, where $\varphi^A/D \in [0, 2\pi)$ and $\psi^A \in [-\pi/2, \pi/2]$ represent the azimuth and elevation angle-of-arrival (AoA)/angle-of-departure (AoD), $\varphi^A = \arcsin(\frac{y_0 - y_r}{\sqrt{(x_r - x_0)^2 + (y_r - y_0)^2}})$, $\varphi^D = \pi/2 - \varphi^A$, and $\psi^A = \arcsin(\frac{x_0 - x_r}{\sqrt{(x_r - x_0)^2 + (y_r - y_0)^2}})$.

We assume that the BS has linear array antennas and the STAR RIS has a uniform planar array of reflective elements, where the antenna space and the reflective element space are $d_a$ and $d_c$. According to [32], we have

$$a_b[m] = e^{j2\pi(m-1)d_a \sin(\varphi^D)/\lambda},$$

$$a_r[n] = e^{j2\pi(n-1)d_c \sin(\varphi^A)/\lambda} \times e^{(n-1)n/d_c \sin(\varphi^A) \cos(\psi^A))},$$

where $M_e$ denotes the number of reflective elements in each row. $\lfloor \cdot \rfloor$ is the floor function.

The pathloss $L$ follows the urban propagation model presented in 3GPP specification TR 36.873 [33]. For the path with LoS, the path loss can be given by

$$L_{\text{LoS}}(d, f_c) = 22.0 \log_{10} d + 28.0 + 20 \log_{10} f_c,$$

where $d$ represents the 3D distance between the transmitter and the receiver, while $f_c$ is the carrier frequency. For the NLoS propagation, the path loss is given by

$$L_{\text{NLoS}}(d, f_c) = 36.7 \log_{10} 10d + 22.7 + 26 \log_{10} f_c - 0.3(z_r - 1.5).$$

On the other hand, due to the random movements of users, LoS propagation may not necessarily be guaranteed, regardless whether the transmitting side is the BS or the STAR-RIS. Therefore, $H_{b,\mathcal{R},t}$, $H_{b,\mathcal{T},t}$, $H_{r,\mathcal{R},t}$ and $H_{r,\mathcal{T},t}$ are assumed to be NLoS channels and follow Rayleigh fading, which can be expressed as

$$H_{b,\mathcal{R},t} = \sqrt{L_{b,\mathcal{R},t} G_{b,\mathcal{R},t}}, H_{b,\mathcal{T},t} = \sqrt{L_{b,\mathcal{T},t} G_{b,\mathcal{T},t}}, H_{r,\mathcal{R},t} = \sqrt{L_{r,\mathcal{R},t} G_{r,\mathcal{R},t}}, H_{r,\mathcal{T},t} = \sqrt{L_{r,\mathcal{T},t} G_{r,\mathcal{T},t}}.$$
D. Signal Model

We denote the information sequence and the active beamforming vectors for user $k$ at the BS by $s_{k,t}$ and $w_{k,t} \in \mathbb{C}^{M \times K}$. The signal transmitted at TS $t$ can be expressed as

$$x_{b,t} = \sum_{k=1}^{K} w_{k,t} s_{k,t}. \quad (10)$$

Then, the incident signal at the STAR-RIS is given by

$$x_{r,t} = H_{b,r,t} \sum_{k=K}^{U} w_{k,t} s_{k,t} + n_0, \quad (11)$$

where $n_0$ represents the Gaussian noise, and the received signal of user $R^u$ is given by

$$y_{u,t} = [h_{b,u,t} + h_{r,u,t} \Theta_{T,t} H_{b,r,t}] \sum_{i=1}^{I} w_{i,t} s_{i,t} + n_0. \quad (12)$$

Correspondingly, the received signal of user $T^i$ can be represented in a similar form as

$$y_{i,t} = [h_{b,i,t} + h_{r,i,t} \Theta_{T,t} H_{b,r,t}] \sum_{k=K}^{I} w_{k,t} s_{k,t} + n_0. \quad (13)$$

Given the received signal, the signal-to-interference-plus-noise ratio (SINR) of user $R^u$ and $T^i$ is given by

$$\gamma_{u,t} = \frac{|h_{b,u,t} + h_{r,u,t} \Theta_{T,t} H_{b,r,t}|^2 w_{u,t}^2}{|h_{b,u,t} + h_{r,u,t} \Theta_{T,t} H_{b,r,t}| \sum_{k=K}^{U} w_{k,t}^2 + \sigma^2},$$

$$\gamma_{i,t} = \frac{|h_{b,i,t} + h_{r,i,t} \Theta_{T,t} H_{b,r,t}|^2 w_{i,t}^2}{|h_{b,i,t} + h_{r,i,t} \Theta_{T,t} H_{b,r,t}| \sum_{k=K}^{I} w_{k,t}^2 + \sigma^2}, \quad (14)$$

where $\sigma^2$ represents the noise power. Therefore, given a bandwidth $B$, the achievable data rate of each user is given by

$$R_{k,t} = B \log_2 (1 + \gamma_{k,t}). \quad (16)$$

E. Problem Formulation

We aim for minimizing the power consumption of the BS by jointly optimizing the beamforming vector $w$ for the BS and the TCs as well as RCs of the STAR-RIS. Again, the TCs and RCs of the STAR-RIS can be represented by the phase-shifts $\Theta_T, \Theta_R$, and amplitude coefficients $\beta$. Therefore, the optimization problem can be formulated as

$$\min_{w, \Theta_T, \Theta_R, \beta} \sum_{t=1}^{T} \sum_{k=1}^{K} \| w_{k,t} \|^2,$$

s.t. $-\pi \leq \theta_{T,n,t} \leq \pi, \quad \forall n, \forall t$,  

$-\pi \leq \theta_{R,n,t} \leq \pi, \quad \forall n, \forall t$,  

$R_{k,t} \geq R_{\text{QoS}}, \quad \forall k, \forall t$,  

$0 < \beta_{n,t} \leq 1, \quad \forall n, \forall t$,  

$\beta_{n,t} \sqrt{1 - \beta_{n,t}^2} \cos(\theta_{R,n,t} - \theta_{T,n,t}) = 0$,  

$P_{b,t} \leq P_{\text{max}}, \quad (17a)$

where constraint (17b) and (17c) represent the legitimate range of the TC and RC phase-shifts. Constraint (17d) is a QoS constraint specifically the minimum data rate. Since (STAR) RISs are passive devices, their amplitude response is limited by the conservation of energy, as shown in (17e). Constraint (17f) characterizes the phase and amplitude relationship of the TCs and RCs. Finally, (17g) is the maximum power constraint for the BS.

The challenge of solving our problem is not only owing to the joint consideration of TCs and RCs, but also due to the constraint (17e). Given the coupling between $\theta_{T,n}, \theta_{R,n}$ and $\beta$, the STAR elements $n$ cannot have independent arbitrary TCs and RCs. Furthermore, although the STAR-RIS aspire continuous phase-shift control for both transmission and reflection, one party of them can only have dualistic options. For example, assuming $\beta_n \neq 0$, once the TC is determined as $\theta_{T,n}$, the RC can only select the phase-shift from $\left\{ \theta_{T,n} + \frac{\pi}{2}, \theta_{T,n} - \frac{\pi}{2} \right\}$. Therefore, the coupled phase-shift model of STAR-RISs requires hybrid continuous and discrete control for the transmission and reflection, which motivates us to develop hybrid DRL algorithms for solving this challenge.

III. SOLUTION I: THE HYBRID DDPG ALGORITHM

The DDPG algorithm was shown to constitute an efficient solution for continuous control problems [34]. For applying DRL approaches to solve our (STAR) RIS optimization problem, the transmission period has to obey a Markov decision process (MDP) [35]. In TS $t \in T$, by checking the CSI of the current channels, the agent determines the current state $s_t \in S$ and decides to carry out the action $a_t \in A$, where $S$ and $A$ represent the state space and action space. The action refers to a vector storing the active and passive beamforming coefficients at the BS and STAR-RIS.

Since passive and active beamforming are jointly considered, the MDP state for each TS $t$ includes the CSI of the BS to STAR-RIS, BS to users (both $R$ and $T$ users), and the STAR-RIS to users channels, as shown in Fig. 1. Thus, $s_t$ is given by

$$s_t = \{H_{b,r,t}, H_{b,R,t}, H_{b,T,t}, H_{T,t}, H_{r,T,t} \}. \quad (18)$$

Once action $a_t$ is executed, the agent has to determine the reward $r_t$ according to the data rate and power consumption of the transceiver, and then the state would be constrained to $s_{t+1} \in S$. Once the above steps are completed, $(s_t, a_t, r_t, s_{t+1})$ would be saved as a Markov transition in the replay buffer for the agent’s training.

A. DDPG Training

The objective of the DRL based agent training is to find the specific action $a_t$ for each state $s_t$, which maximizes the expected accumulated reward $E[\sum_{t=1}^{T} \gamma \gamma_{t+1}]$, where $\gamma$ represents the discount factor $\gamma \in [0,1]$. For a DDPG agent, the Q value of action $a_t$ can be quantified by the Bellman equation of $[36]$:

$$Q^*(s_t, a_t) = E[r(s_t, a_t) + \gamma Q^*(s_{t+1}, a_{t+1})], \quad (19)$$

If $\beta_n = 0$ or $\beta_n = 1$, the STAR-RIS operates in either the full transmission or full reflection mode, which is not a preferred mode.
where $\mu$ represents the action policy function $\mathbf{S} \mapsto \mathbf{A}$. The training of DRL agents aims for ascertaining the optimal action yielding the maximum Q value, as given by

$$Q^*(s_t, a_t) = \mathbb{E}[r(s_t, a_t) + \max_{a \in A} \gamma Q^*(s_{t+1}, a_{t+1})]. \quad (20)$$

We consider a parameterized actor function $\mu(s|\omega^\mu)$ and a function approximator associated with a batch of parameters denoted by $\omega^Q$. By sampling the aforementioned transition experiences in the memory of the replay buffer, the DRL agent can be trained by minimizing the loss function

$$L(\omega^Q) = \frac{1}{e} \sum e [y_t - Q(s_t, a_t|\omega^Q)]^2, \quad (21)$$

where $e$ is the size of the sampled transitions. However, to avoid oscillations or divergence during the training process, $y_t$ has to be provided by the target network, which has the same structure as the training network, but associated with a deferred parameter update. Upon denoting the parameters of the target networks by $\omega^Q$, $y_t$ can be expressed as

$$y_t = r_t(s_t, a_t) + \gamma Q'[s_t, \mu'(s_t|\omega^\mu)|\omega^Q]. \quad (22)$$

According to the principle of the original DDPG algorithm [34], the actor network is trained by the policy gradient calculated by the critic network as

$$\nabla_{\omega^Q} J = \frac{1}{e} \sum e \nabla_a Q(s_t, a_t|\omega^Q)|_{a_t=\mu(s_t), a_t=\mu(s_t)} \nabla_{\omega^Q} \mu(s_t|\omega^\mu)|_{s_t=s_t}. \quad (23)$$

### B. Continuous-Discrete Actions and Hybrid DDPG

The actions designed for the DRL agent have to contain all optimized variables, resulting in the action space of $a_t = \{\mathbf{w}, \Theta_T, \Theta_R, \beta\}$. Among these optimization variables, $\mathbf{w}$ and $\beta$ can be handled by a continuous control scheme to achieve precise control. Therefore, in this subsection we focus our attention on the discussion of $\Theta_T$ and $\Theta_R$. As described above, due to the existence of the constraint (17f), the transmission and reflection phase-shifts cannot be adjusted independently by the STAR-RIS. For element $n$, assume $\beta_n \neq 0$ and $\theta_{R,n}$ is determined, in order to satisfy the constraint (17f). In this context, it is no hard to discover that $\theta_{T,n} = \theta_{R,n} \pm \frac{\pi}{2}$. Therefore, regardless of whether the phase-shift $\theta_{R,n}$ or $\theta_{T,n}$ is selected to be continuously controlled, the phase control of the other one is no longer a continuous control problem, but a binary selection problem. Therefore, (17a) requires continuous control for $\mathbf{w}, \Theta_R, \beta$ and discrete control for $\Theta_T$, which lead to a hybrid action space associated with continuous and discrete actions. The continuous sub-space and the discrete sub-space are denoted by $\mathbf{a}^c = \{a_1^c, a_2^c, \ldots a_n^c\}$ and $\mathbf{a}^d = \{a_1^d, a_2^d, \ldots a_n^d\} \ldots$ respectively.

5For the convenience of presentation, we assume that $\Theta_R \subset a^c$ and $\Theta_T \subset a^d$.  

1) **Action Space for the DDPG Algorithm**: If the DDPG algorithm is applied for solving the optimization problem associated with the hybrid action space, a direct and intuitive approach is to discretize a part of the continuous output of the DDPG algorithm as presented in Fig. 2(a) and **Algorithm 1**. Including the action noise, a classic action policy is given for the DDPG algorithm by

$$a_t = \mu(s_t|\omega^\mu) + \mathcal{N}_\text{OU}(0, \xi), \quad (24)$$

where $\mathcal{N}_\text{OU}(0, \xi)$ represents the zero mean Ornstein Uhlenbeck (OU) noise [37] that follows $\mathcal{N}_\text{OU} \sim OU(0, \xi)$, and $\xi$ is the volatility of the OU noise.

Thus, the continuous action space can be formulated as

$$a_t^c = \{a_t^w, a_t^{\Theta_R}, a_t^{\beta}\}. \quad (25)$$

Then, the normalized output of the actor network may be decoded into executable actions for our communication environment by following the actions of

$$\mathbf{w} \leftarrow a_t^w, \quad (26)$$

$$\Theta_R \leftarrow a_t^{\Theta_R}, \quad (27)$$

$$\beta \leftarrow a_t^{\beta}. \quad (28)$$

Since the mapping of $a_t^c$ and the continuous actions are trivial, it is not necessary to discuss them in detail. On the other hand, for a specific STAR element $n$, $\theta_{T,n}$ can be obtained by the binary discretized $a_{n,t}^d$

$$\theta_{T,n} = \begin{cases} \theta_{R,n} + \frac{\pi}{2}, & a_{n,t}^d > 0, \\ \theta_{R,n} - \frac{\pi}{2}, & a_{n,t}^d \leq 0. \end{cases} \quad (29)$$
we propose a hybrid DDPG algorithm. By exploiting action components, specifically for the STAR-RIS scenario, to deal with the high-dimensional continuous and discrete action spaces of multi-antenna or multi-element-RIS environments.

### 2) Action Space for Our Hybrid DDPG Algorithm

In order to deal with the high-dimensional continuous and discrete action components, specifically for the STAR-RIS scenario, we propose a hybrid DDPG algorithm. By exploiting $\Theta_R$ and $\Theta_T$ have the same dimension for the STAR-RIS, we design the codebook between the actor outputs and the phase-shifts to achieve hybrid control. The hybrid action policy for the STAR-RIS at time $t$ can be expressed by

$$
\mu(s_t|\omega^t) = \mu^c(s_t|\omega^t)^d(s_t|\omega^t) = \prod_{n=1}^{N} \mu^c(s_{n,t}|\omega^t_n)^d(s_{n,t}|\omega^t_n). \tag{30}
$$

Specifically, for the STAR element $n$, the values of $\theta_{R,n,t}$ and $\theta_{T,n,t}$ are compounded and given in a normalized output as

$$
\mu(s_{n,t}|\omega^t_n) = \mu^c(s_{n,t}|\omega^t_n)^d(s_{n,t}|\omega^t_n). \tag{31}
$$

In the face of the action noise similar to (24), the hybrid action $a_{n,t}$ can be obtained from (31). Then, the normalized action $a_{n,t}$ has to be mapped to $\theta_{R,n,t}$ and $\theta_{T,n,t}$ as

$$
\theta_{n,R,t} = 2\pi a_{n,t}, \tag{32}
$$

$$
\theta_{n,T,t} = \begin{cases} 
\theta_{n,R,t} + \frac{\pi}{2}, & a_{n,t} > 0, \\
\theta_{n,R,t} - \frac{\pi}{2}, & a_{n,t} \leq 0.
\end{cases} \tag{33}
$$

#### C. Reward Function

The plain DDPG and the hybrid DDPG algorithms have identical reward functions. In order to ensure that the agent meets the users’ QoS constraint, each satisfied $T$ and $R$ user contributes a distinguishable positive reward. Meanwhile, to minimize the power consumption, the sum power cost associated with $w$ results in a negative reward. Thus, the reward function at TS $t$ can be formulated as

$$
r_t = \sum_{k=1}^{K} \hat{r} - \sum_{t=1}^{T} \sum_{k=1}^{K} \hat{r} \|w_{k,t}\|, \tag{34}
$$

where the constant coefficient $\hat{r}$ represents the reward gleaned for satisfying the data rate requirement per user, and the coefficient $\hat{r}$ cost (negative reward) for power consumption. It is worth noting that, to guarantee the primary goal of the agent is satisfying the QoS requirement of each and every user rather than saving energy, the coefficients have to satisfy $\hat{r} > \sum_{k=1}^{K} \hat{r} P_{max}$.

#### D. Neural Network Structure

In order to ensure accurate fitting, the structure and scale of the (target) actor network and the (target) critic network have to be selected appropriately. The actor networks include the input layer, batch normalization (BN) layer, and...
activation layer(s) with a ‘relu’ function in turn. Moreover, ‘tanh’ is assigned as the activation function of the output layer. To ensure a valid range for the input values of the output layer, another BN layer has to be employed above the output layer. The critic networks consist of an input layer, BN layer, concatenate layer, and activation layers. The size of the hidden layers has to be determined according to the state and action dimension, which is dependent both on the number of antennas $M$ and the number of STAR elements $N$. It is also worth noting that due to the difference in output dimensions between the DDPG scheme and the hybrid DDPG scheme, the appropriate size of the hidden layer may vary, especially when a large number of STAR elements is considered.

IV. SOLUTION II: JOINT DDPG-DQN ALGORITHM

The hybrid DDPG algorithm aims for covering the action space $a^c$ and $a^d$ with the aid of a compound action mapping. By contrast, in this section, we explore another promising output layer. The critic networks consist of an input layer, output layer, another BN layer has to be employed above the output layer. The size of the hidden layers has to be determined according to the state and action dimension, which is dependent both on the number of antennas $M$ and the number of STAR elements $N$. It is also worth noting that due to the difference in output dimensions between the DDPG scheme and the hybrid DDPG scheme, the appropriate size of the hidden layer may vary, especially when a large number of STAR elements is considered.

A. MDP for Joint DDPG-DQN

The DDPG and DQN algorithms are capable of optimizing independent continuous and discrete problems [38]. Nonetheless, how to harness them in the interest of joint optimization results is an open conundrum. If two agents adopt a parallel relationship at $s^t$, then according to the classic MDP model, the execution of $a^t$ will result in reward $r^t$. However, both agents need corresponding rewards for estimating the action value of $a^c_t$ and $a^d_t$ independently. The dilemma is that in the scenario considered, $r^t$ is the result of the combined action of $a^c_t$, $a^d_t$ and cannot be split into $r^c_t$, $r^d_t$. In other words, from the perspective of the wireless network, the user-side SINR of the STAR-RIS network is jointly determined by active beamforming, reflection beamforming, and transmission beamforming. As a consequence, we cannot solely and unambiguously attribute any gain or loss. If $r^t$ is regarded as a common rewards for both two agents, the agents will authenticate the MDP transitions as $\{s^t_t, a^c_t, r^t_t, s^t_{t+1}\}$ and $\{s^t, a^d_t, r^t_t, s^t_{t+1}\}$. Unfortunately, these transitions are not correct, as in fact the correct transitions have to be formulated as $\{s^t_t, a^c_t, r^t_t, s^t_{t+1}\}$ or $\{s^t, a^d_t, r^t_t, s^t_{t+1}\}, \{s^t, a^d_t, r^t_t, s^t_{t+1}\}$. In order to resolve this dilemma, inspired by [35], we artificially add an inner environment to formulate the MDPs for a pair of agents.

As shown in Fig. 4, an extra environment is derived from the original environment, and the environments refer to the ‘inner environment’ and ‘outer environment’ to distinguish them. Thus, the DDPG agent interacts with the outer environment and the DQN agent interacts with the inner environment. The outer environment represents the STAR-RIS assisted wireless network in the reality, the inner environment is only a fictitious environment that contains the knowledge of the outer environment for the agent’s training. From the perspective of the DQN agent, the inner environment can be regarded as a collection of the outer environment and the DDPG agent. Based on this framework, for the DQN agent and the inner environment, the MDP can be formulated as $\{s^d_{o,t}, a^d_{o,t}, r^d_{o,t}, s^d_{o,t+1}\}$ and for the outer environment as $\{s^c_{o,t}, a^c_{o,t}, r^c_{o,t}, s^c_{o,t+1}\}$. In the remainder of this section, we discuss the details of the DQN and DDPG agents, respectively.

B. Inner Environment and the DQN Agent

1) DQN Training: As a value-based RL algorithm, the DQN algorithm identifies the action values as (19), since the DQN agent also aims for the maximum long-term reward. In the inner environment, the Q function is given by

$$Q(s^d_{o,t}, a^d_{o,t}) = \mathbb{E}[r(s^c_{o,t}, a^d_{o,t}) + \gamma Q(s^d_{o,t+1}, a^d_{o,t+1})].$$  \hspace{1cm} (35)

In the training process, the Q value for the actions has to be updated in each step by following

$$Q_{t+1}(s^d_{o,t}, a^d_{o,t}) \leftarrow (1 - \alpha)Q_t(s^d_{o,t}, a^d_{o,t}) + \alpha [r_{t+1} + \gamma \max a^d_{o,t+1} Q_t(s^d_{o,t+1}, a^d_{o,t+1})].$$  \hspace{1cm} (36)

where $\alpha$ represents the learning rate ($0 < \alpha \leq 1$). In the DQN algorithm, the Q function is approximated by a DNN having the parameter vector $\omega^{Q}$, and we have $Q(s^d, a^d) \approx Q(s^d, a^d|\omega^{Q})$. In order to accurately fit the Q function, the DNN has to be appreciatively trained. Similar to the DDPG algorithm, the transitions of the DQN agent are stored in the DQN memory buffer and we can adopt the memory replay technique for training the DNN by the following loss function

$$L(\omega^{Q}) = \frac{1}{c} \sum_{c} [r_{t+1}(s^d_{o,t}, a^d_{o,t})$$

$$+ \gamma \max_{a^d_{o,t+1} \in A^d} Q(s^d_{o,t+1}, a^d_{o,t+1}|\omega^{Q}) - Q(s^d_{o,t}, a^d_{o,t}|\omega^{Q})]^2.$$  \hspace{1cm} (37)

2) Inner State and Action Space: As designed above, the DQN agent regards the DDPG agent as a part of the inner environment. Therefore, the state of the inner environment consists of two parts, including the state inherited from the outer environment and the actions $a^d_t$ of the DDPG agent. Thus the inner state can be formulated as

$$s^d_{o,t} = \{H_{b,r,t}, H_{b,R,t}, H_{b,T,t}, H_{r,R,t}, H_{r,T,t}, a^c_{o,t}\}. \hspace{1cm} (38)$$

The action space of the DQN agent is $a^d_t = \Theta_T$, since the DQN agent is only responsible for the discrete actions. The state space and action indicate a pair of main facts. Primarily, the decision of the DDPG agent has to be known to the DQN agent, when it is interacting with the inner environment. Additionally, it also suggests that the DQN agent has to ‘interrupt’ the interactions of the DDPG agent. Specifically, as shown in Algorithm 2, the timing of activating the inner environment and the DQN agent is after the action selection of
the DDPG agent, but before the outer environment’s execution of the action, since the transition of the outer environment relies on $a_{o,t} = \{a^{a}_{o,t}, a^{a}_{o,t}\}$.

3) Action Policy: For conventional DQN agents, the $\epsilon$-greedy action policy constitutes an efficient technique of carefully balancing exploration and exploitation. To elaborate, the $\epsilon$-greedy policy authorizes the DQN agent to choose a random action with the probability of $\epsilon$, and the optimal action with a probability of $1 - \epsilon$. However, it is worth noting that in the joint DDPG-DQN algorithm, the DQN agent has to output a pair of actions one for the inner and one for the outer environment. Action $a^{d}_{i,t}$ for the inner environment is adopted to form the inner transitions for the training process of the DQN agent. On the other hand, the action $a^{d}_{o,t}$ produced by the DQN for the outer environment has to assist the DDPG agent. Therefore, once the $\epsilon$-greedy action policy is adopted in the outer environment, it may impose interference on $r_{o,t}$ and lead to an estimation error on the Q value of $a^{c}_{o,t}$. Thus, the action policy of the DQN agent can be formulated as

$$a^{d}_{i,t} = \begin{cases} \text{random action,} & \epsilon, \\ \arg \max_{a_{i,t} \in A^d} Q(s_{i,t+1}, a_{i,t} | w^{Q}_t), & 1 - \epsilon, \end{cases} \quad (39)$$

$$a^{d}_{o,t} = \arg \max_{a_{o,t} \in A^d} Q(s_{o,t}, a_{o,t} | w^{Q}_t). \quad (40)$$

Remark 2: In the joint DDPG-DQN algorithm, the DQN is trained in the inner environment. The DQN agent produces actions for the outer environment, which may be viewed as a service instead of training for the DQN. Therefore, we choose the $\epsilon$-greedy action policy in the inner environment to train the DQN agent and the optimal action policy in the outer environment to obtain optimal actions.

4) Reward Function: Since the reward function depends on the optimization goal and on the constraints, similarly to (34), the reward function of the DQN agent is also given by

$$r_{i,t} = \sum_{k=1}^{K} \hat{r} - \sum_{t=1}^{T} \sum_{k=1}^{K} \hat{r} \| w^{2}_{k,t} \|, \quad (41)$$

where the constant settings have to be consistent with the corresponding discussion of Sub-section III-D.

C. Outer Environment and the DDPG Agent

The principle and algorithm’s flow of the outer environment and the DDPG agent are the same as in Section III, thus we do not repeat the principle and training process here but highlight the difference. For the DDPG agent, state $s_{o,t}$ is the same as (18), and the reward is $r_{o,t} = \sum_{k=1}^{K} \hat{r} - \sum_{t=1}^{T} \sum_{k=1}^{K} \hat{r} \| w^{2}_{k,t} \|$, but the difference is that the action space is reduced to $a^{c}_{o,t} = \{a^{a}_{o,t}, a^{\Theta}_{R,t}, a^{\beta}_{t}\}$. Hence, for any TS $t$, the optimized value $\{w_t, \Theta_{R,t}, \beta_t\}$ can be completely covered by $a^{c}_{o,t}$ using the mapping approach described in (26) (27) and (28).

In the joint DDPG-DQN algorithm, since both agents are employed and each has its own DNNs, their optimal DNN scales are likely to be smaller than those of the hybrid

Fig. 4. Flow diagram of the proposed DDPG-DQN algorithm.
Algorithm 2 Joint DDPG-DQN Algorithm
1: Initialize the outer environment and the DDPG agent with the actor network $\omega^a$, critic network $\omega^\theta$, target actor network $\omega'^a$, target critic network $\omega'^\theta$.
2: Initialize the DQN agent with the deep Q network $\omega^Q$ and target Q network $\omega'^Q$.
3: for each episode do
4: Reinitialize the outer environment to $s_{t=0}$
5: for each step in $t_0 \leq t \leq T$ do
6: Observing $s_{o,t}$ and DDPG agent choose $a^{d}_{o,t}$ according to (25)
7: DQN agent choose inner action $a^{d}_{i,t}$ with (39)
8: Execute action $a^{d}_{i,t}$ in the inner environment
9: Calculate the reward $r_{i,t}$ and observe the next state $s_{i,t+1}$
10: Record $e\{s_{i,t}, a^{d}_{i,t}, r_{i,t}, s_{i,t+1}\}$
11: Sample random transitions of $e$ from DQN memory
12: Train $\omega^Q$ with (37)
13: DQN agent choose outer action $a^{d}_{o,t}$ with (40)
14: Execute $a^{d}_{o,t}$ and $a^{d}_{i,t}$ in the outer environment
15: Calculate the reward $r_{o,t}$ and observe the next state $s_{r,t+1}$
16: Record $e\{s_{o,t}, a_{o,t}, r_{o,t}, s_{o,t+1}\}$ in DDPG memory buffer
17: Random sample a batch of transition $e$ from memory buffer
18: Calculate target according to (22)
19: Train critic network $Q(s_{i,t}, \omega_i^Q)$ with a gradient descent step (21)
20: Train actor network $\mu(s_{i,t}, \omega_i^\mu)$ with (23)
21: Update the target networks: $\omega_i^\mu \leftarrow (1-\tau)\omega_i^\mu + \tau\omega_i'^\mu$, $\omega_i'^\mu \leftarrow (1-\tau)\omega_i'^\mu + \tau\omega_i'^Q$, $\omega_i^Q \leftarrow (1-\tau)\omega_i^Q + \tau\omega_i'^Q$
22: $s_{o,t} \leftarrow s_{o,t+1}$
23: end for

DDPG algorithm. For the DDPG agent in the joint algorithm, we adopt the same structure as for the DNNs of the hybrid DDPG algorithm, not only as its optimal experimental structure, but also to ensure the fairness of the performance comparison.

D. Discussions
Although facing an identical formulated problem, Solution I and Solution II revealed two disparate measures. The hybrid DDPG approach aimed for achieving hybrid control via carefully tailored mapping function without any additional DNN or other processes. The advantage of this scheme is that its complexity is not increased. By contrast, since it has a lower output dimension than the DDPG agent, i.e. $|a^{d}_{o}| < |a^{d}_{i}| + |a^{d}_{n}|$, it can employ a DNN with fewer trainable parameters, thereby reducing the complexity of the training process. The joint DDPG-DQN algorithm employs a pair of agents having different capabilities for jointly solving the problem having a hybrid action space. Since an extra DQN agent has to be harnessed, given the complexity of the DDPG and the DQN algorithm [39], the total complexity becomes significantly higher than that of the hybrid DDPG scheme.

The complexity of the DDPG algorithm depends on the specification of the employed DNN. Assuming that an actor network having $I$ layers is employed, while each layer contains $\omega_i^m$ nodes, the complexity of propagation is given by $\sum_{i=0}^{I} \omega_i^{m} \omega_{i+1}^{m}$. Given the number of nodes in the actor network as $\omega_h^m$ for BN layers, $\omega_r^m$ for ‘relu’ layers and $\omega_t^m$ for ‘tanh’ layers, according to [39], the required number of floating-point operations is given by $5 \omega_h^m + \omega_r^m + 6 \omega_t^m$. Applying the same theory for the critic networks, the complexity of a single prediction and training step can be formulated by $O(\sum_{i=0}^{I} \omega_i^{b} \omega_{i+1}^{b} + \sum_{i=0}^{I} \omega_i^{Q} \omega_{i+1}^{Q}) \geq 6 \omega_i^m$. Since we usually have $\omega_i > 5$, the computational complexity can be approximated by $O(\sum_{i=0}^{I} \omega_i^{b} \omega_{i+1}^{b} + \sum_{i=0}^{I} \omega_i^{Q} \omega_{i+1}^{Q})$. As mentioned, since the hybrid DDPG algorithm has smaller output and DNN scale, we have $\omega_h^m < \omega_i^m$. Thus, the hybrid DDPG algorithm has lower complexity than the conventional DDPG algorithm.

The complexity of the joint DDPG-DQN algorithm is partially due to the DDPG agent and partially from the DQN agent. The complexity of the DQN agent is given by $O(3 \sum_{i=0}^{I} \omega_i^{b} \omega_{i+1}^{b})$ as suggested in [40]. The overall complexity of the joint DDPG-DQN algorithm is $O(\sum_{i=0}^{I} \omega_i^{b} \omega_{i+1}^{b} + \sum_{i=0}^{I} \omega_i^{Q} \omega_{i+1}^{Q} + 3 \sum_{i=0}^{I} \omega_i^{Q} \omega_{i+1}^{Q})$. Therefore, the joint DDPG-DQN algorithm only has an increased complexity compared to the hybrid DDPG algorithm if the DQN agent has a significantly smaller $\omega_i^Q$.

V. NUMERICAL RESULTS AND ANALYSIS
Let us now consider the performance of the proposed approaches. The performance of the STAR-RIS is compared to that of the reflecting-only RIS and double spliced RIS. The reflecting-only RIS can only serve $R$ users and fails to provide signal enhancements for the $T$ users. As for the other benchmark, the double spliced RIS is formed by splicing a pair of RISs facing in opposite directions, where the total number of elements is set to $N$. This also ensures the fairness of comparisons. The double spliced RIS can also be equivalently regarded as a STAR-RIS employing the ‘Mode Switching’ scheme [12], but the proportion of transmission elements and reflection elements is fixed to 1. In terms of optimization algorithms, the DDPG algorithm having a partial discrete action space is employed as the baseline. The performance of the hybrid DDPG algorithm and DDPG-DQN algorithm is compared.

As for the simulation parameters, the (STAR) RIS located 4km away from the BS, where the $T$ users and $R$ users are randomly distributed on both sides of the (STAR) RIS. The wireless channel model was introduced in Section II. The simulated transmission process is 30 seconds and we
assume that the block fading envelope of the channel varies once per second. For the intelligent agent, we employ the ‘Adam’ optimizer for both the hybrid DDPG and the DDPG-DQN algorithms. The default learning rates for all agents, including the learning rate for the DQN, the actor/critic learning rates for the DDPG agent are set to be $3 \times 10^{-4}$. For the DDPG agent, the actor network has a single activation layer, and the critic network has two activation layers. As for the DQN agent, the deep Q network has 1-2 activation layer(s). The activation function of the hidden layers is ‘relu’ in both algorithms. As mentioned, the size of the activation layers has to be determined by the complexity of the communication system. Empirically, in the majority of realizations, we equip the actor and critic network with hidden layer(s) containing 256-512 neuron nodes, and the DQN agent employs hidden layer(s) with 200-300 neuron nodes. The default parameters used in the simulations are listed in Table II.

| Parameter | Description | Value | Parameter | Description | Value |
|-----------|-------------|-------|-----------|-------------|-------|
| $M$ | antenna number | 4 | $N$ | (STAR) element number | 12 |
| $f_c$ | carrier frequency | 5GHz | $B$ | bandwidth | 1 MHz |
| $K$ | number of users | 4 | $P_{\text{max}}$ | maximum power per antenna | 29 dBm |
| $K_{\text{AR}}, K_{\text{RU}}$ | Rician factors | 3dB | $\sigma$ | noise power density | -$95.2$ dBm/MHz |
| $r$ | replay buffer size | 10000 | $\gamma$ | discount factor | 1 |
| $\tau_{\text{DDPG}}$ | batch size | 32 | $\tau_{\text{DQN}}$ | batch size | 32 |
| $\tau_{\text{DDPG}}$ | target update rate | 0.002 | $\tau_{\text{DQN}}$ | target update rate | 0.003 |

The joint DDPG-DQN approach has an excellent capability of obtaining rewards. According to (34), the rewards obtained by the agents represent the overall performance of the wireless links, which translate into superior user satisfaction or reduced energy consumption.

The rewards obtained by the different algorithms are plotted in Fig. 6. After a training process, the conventional DDPG algorithm used as the baseline has achieved an average reward of about 590, which is inferior to the proposed algorithms. The DDPG-DQN algorithm having optimal action output achieved a slight advantage of about $3-6\%$ compared to that of the hybrid DDPG algorithm, but the price of this performance gain is that the DDQ-P-DQN algorithm has higher complexity, since two agents are employed. Although the hybrid DDPG scheme is slightly inferior in terms of optimality, it provides a low-complexity rapidly converging solution. Observing the two branches of the DDPG-DQN scheme, it can be observed that compared to the scheme in [35], the separated action policy of inner and outer environments has achieved superior performance, which supports the arguments in Remark 2.

Fig. 7 shows the performance of the proposed algorithm from the perspective of power minimization. In the early stage of training, the agent executes fairly random actions, which can be considered as a chaotic system and its transmit power is relatively high. By contrast, for well-trained scenarios, the joint DDPG-DQN scheme has achieved superior power minimization effects regardless of the action policy, which is in line with their trends in the reward analyses. The hybrid
DDPG algorithm consumes more power than the DDPG-DQN algorithm, which is why it obtains less rewards. What is worth noting is that the baseline algorithm requires lower consumption than the hybrid DDPG algorithm. Recalling reward function (34) reveals that the solution provided by the DDPG agent does not satisfy (17d) even in some feasible conditions. Therefore, we can speculate that the DDPG algorithm relying on discretized actions can result in completely different actions on both sides of the threshold, which may lead to some action errors and may result in violations of the QoS constraint.

The comparison between STAR-RIS, double spliced RIS, and reflecting-only RIS is presented in Fig. 8. STAR-RIS has achieved the best overall performance in all training stages, and the double spliced RIS has about 7% performance disadvantages over the STAR-RIS. This phenomenon confirms the conclusion that even if the transmitted and reflected signals of the STAR-RIS are constrained by each other, the STAR-RIS can provide further signal enhancement for users than double spliced RISs, since the STAR-RIS has higher multipath gain. The reflecting-only RIS has achieved a lower reward than the scheme having double-sides coverage, since the reflecting-only RIS is not capable of serving $T$ users. In terms of the number of antennas, the simulation results prove that the proposed model and algorithm have general applicability. Furthermore, the multi-antenna gain of the STAR-RIS is higher than that of the reflecting-only RIS.

The supporting evidence for Fig. 8 is provided by Fig. 9, which reveals the transmission power consumption of different types of RISs. The energy consumption characteristics shown by the STAR-RIS and double spliced RIS follow their reward trend. It can be observed that since the STAR-RIS can have a higher number of STAR elements to serve users, it obtained higher gains than the double spliced RIS. Thus, the BS dissipates less transmission power to meet the data rate requirements of users. It is worth paying attention to the fact that the reflecting-only RIS has the lowest power consumption in Fig. 9. However, this does not suggest that it has an overall favorable energy efficiency, since it only serves about half the users. Based on similar logic, in the case of $M = 8$, the power consumption seen in Fig. 9 is higher than for $M = 4$, since the feasibility of the constraint (17d) has changed due to the increased number of antennas.

Fig. 10 plots the reward against the number of STAR or reflection elements of (STAR) RISs. Upon increasing the number of elements, the rewards have also been improved to varying degrees, which is in line with the theoretical expectations of the diversity gain. The result indicates that the performance of the proposed algorithm is not significantly affected by the action dimension (element number). Finally, it can be observed in Fig. 10 that the gains obtained by the double-sided coverage of RISs are more significant than these of the single-sided RISs.
VI. CONCLUSION

A STAR-RIS assisted downlink network model was proposed and the effects of coupled transmission and reflection phase-shift model were considered for the STAR-RIS. Although the STAR-RIS expanded the service range of the reflecting-only RIS, optimizing the beamforming of the coupled transmission and reflection became a challenging problem, which required both continuous-valued and discrete-valued control. Thus, we developed a hybrid DDPG algorithm and a joint DDPG-DQN algorithm for jointly optimizing the active and passive beamforming to minimize the energy consumption. The analysis and simulation results indicated that 1) STAR-RIS exhibited superiority over the double spliced and the reflecting-only RISs in terms of consuming transmission energy; 2) The proposed hybrid DDPG algorithm and the DDPG-DQN algorithm have outperformed the conventional DDPG algorithm; 3) The DDPG-DQN algorithm achieved superior performance compared to the hybrid DDPG algorithm albeit at an increased complexity.
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