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Abstract

Reservoir computers are a type of neuromorphic computer that may be built as an analog system, potentially creating powerful computers that are small, light and consume little power. Typically a reservoir computer is built by connecting together a set of nonlinear nodes into a network; connecting the nonlinear nodes may be difficult or expensive, however. This work shows how a reservoir computer may be expanded by adding functions to its output. The particular functions described here are linear filters, but other functions are possible. The design and construction of linear filters is well known, and such filters may be easily implemented in hardware such as field programmable gate arrays (FPGA’s). The effect of adding filters on the reservoir computer performance is simulated for a signal fitting problem, a prediction problem and a signal classification problem.
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1. Introduction

A reservoir computer is a high dimensional dynamical system that may be used to do computation [1, 2]. The reservoir computer by itself will evolve to a stable fixed point; in use the reservoir computer is driven by an input signal $s(n)$. The reservoir computer is synchronized in the general sense to the input signal, meaning that the reservoir computer will follow the same trajectory every time it is driven with the same input signal (after an initial transient). To train a reservoir computer, a number of time series signals are extracted and used to do a linear fit to a training signal. The fit coefficients are the output of the training process. To use the reservoir computer for a computation, the same dynamical system is driven with a different input signal and a linear combination is made from the output signals using the coefficients found during the training process. An example of training and testing would be using the $x$ signal from the Lorenz chaotic system as the input signal and creating a linear combination of reservoir signals to fit the Lorenz $z$ signal [3]. In the computation stage, the reservoir would be driven by a signal $x'$ from the Lorenz system with different initial conditions, and the linear combination made from the training coefficients and the reservoir signals would be a close fit to the corresponding $z'$ signal.

Typically a reservoir computer is build by linking together a set of nonlinear
nodes in a directed network. A reservoir computer is similar to a recurrent neural network, but the connections between nodes do not change in a reservoir computer. As a result, reservoir computers may be built as analog systems. Examples of analog reservoir computers so far include photonic systems [4 5], analog circuits [6], mechanical systems [7] and field programmable gate arrays [8]. This analog approach means that reservoir computers can potentially be very fast, and yet consume little power, while being small and light.

One obstacle to building analog reservoir computers is that creating and connecting the analog nodes may be difficult, which is why some photonic systems [4 5] use one actual node and then use time multiplexing to create a set of virtual nodes by adding a delay loop to the laser system. This time multiplexing increases the number of nodes but slows the response time of the photonic reservoir computer. Other types of analog reservoir computers, such as those constructed from FPGAs [8] have nodes that are coupled directly, but in most systems the coupling of large numbers of nonlinear nodes into a reservoir computer network is still a research problem.

It has been shown that the number of linearly independent signals in a reservoir computer is an indicator of how well a reservoir computer can fit signals. In [9] this number was called the computational capacity, while in [10 11] it was referred to as covariance rank. The covariance rank of a reservoir computer is ultimately limited by the number of nodes in the network, but in some cases it is less than the number of nodes.

In this work I show that it is possible to increase the covariance rank (computational capacity) of a reservoir computer by adding filters to the reservoir computer output. There are many types of filters that could be used— to keep things simple, in this work I use linear finite impulse response (FIR) filters. It is known that infinite impulse response (IIR) filters can increase the fractal dimension of a signal [12], so FIR filters are used to avoid this complication. Filter design and implementation is a mature technology, and filters can be implemented in off the shelf devices such as FPGAs.

I begin by describing how adding functions to a reservoir computer may
increase the rank of the reservoir computer (Section 2). Section 3 then describes reservoir computers and how filters may be added to increase their rank. Section 4 shows how adding filters improves signal fitting, Section 5 describes the impact on prediction, and signal classification is discussed in Section 6.

2. Filters and Rank

Given a signal \( x(t) \) and some function \( f(x) \), one may create a basis of rank

2. Applying Gram-Schmidt orthogonalization,

\[
\begin{align*}
  u_1(t) &= \frac{x(t)}{\|x(t)\|} \\
  y(t) &= \frac{f(x)}{\|f(x)\|} \\
  z(t) &= y(t) - \langle u_1(t), y(t) \rangle u_1(t) \\
  u_2(t) &= \frac{z(t)}{\|z(t)\|}
\end{align*}
\]

where \( \langle \rangle \) indicates a dot product and \( \|x\| = \langle x, x \rangle \). The signals \( u_1(t) \) and \( u_2(t) \) form an orthonormal basis of rank 2, as long as \( f(x) \) is not just a multiple of \( x \). The Gram-Schmidt procedure may be repeated to create bases of higher rank using additional functions.

One type of function that can be used for \( f \) is a linear filter, in particular a finite impulse response (FIR) filter. An FIR filter is a linear system with no feedback. The design of FIR filters uses well established techniques, and implementing FIR filters in hardware is also well known; a field programable gate array (FPGA) may be used to implement these filters, for example. Because FIR filters have no feedback, stability is not a question. It is known that filters with feedback can increase the fractal dimension of a signal from a chaotic dynamical system [12], a complication that is avoided with FIR filters.

2.1. FIR filters

An FIR filter may be described by

\[
y(t) = \sum_{k=0}^{N_F} a_k x(t - k)
\]

where \( N_F \) is the filter order.
The particular type of FIR filter I used was a Bessel filter. The denominator of the transfer function an \( n' \)th order Bessel filter is the \( n' \)th order Bessel polynomial (the numerator is a constant).

I used Bessel filters with orders from 1 to 5. The Bessel filters were designated

\[ y_{i}^{\eta} (t) = \sum_{k=1}^{\eta} a_{k} \chi_{i} (t - k) \]  

where \( i \) indicates the node index from the reservoir computer and \( \eta \) is the filter order. The filter coefficients are given in Table 1.

### Table 1: Filter coefficients

| filter number | \( k = 1 \) | \( k = 2 \) | \( k = 3 \) | \( k = 4 \) | \( k = 5 \) |
|---------------|-------------|-------------|-------------|-------------|-------------|
| 1             | 1           | 0           | 0           | 0           | 0           |
| 2             | 1.7321      | 1           | 0           | 0           | 0           |
| 3             | 2.4329      | 2.4662      | 1           | 0           | 0           |
| 4             | 3.1239      | 4.3916      | 3.2011      | 1           | 0           |
| 5             | 3.8107      | 6.7767      | 6.8864      | 3.9363      | 1           |

3. Reservoir Computers

Figure 1 is a block diagram of a reservoir computer. There is an input signal \( s(n) \) from which the goal is to extract information, and a training signal \( g(n) \) which is used to train the reservoir computer.

A reservoir computer may be described by

\[ \chi_{i} (n + 1) = f [\chi_{i} (n)] + \sum_{j=1}^{M} A_{ij} \chi_{j} (n) + w_{i} s (t) \]  

where the reservoir computer variables are \( \chi_{i}(n), i = 1...M \) with \( M \) the number of nodes, \( A \) is an adjacency matrix that described how the different nodes in the network are connected to each other, \( W = [w_{1}, w_{2}, ...w_{M}] \) describes how the input signal \( s(n) \) is coupled into the different nodes, and \( f \) is a nonlinear function.

When the reservoir computer was driven with \( s(n) \), the first 1000 time steps were discarded as a transient. The next \( N = 10000 \) time steps from each node
Figure 1: Block diagram of a reservoir computer. We have an input signal $s(n)$ that we want to analyze, and a related training signal $g(n)$. In the training phase, the input signal $s(n)$ drives a fixed network of nonlinear nodes, and the time varying signals from the nodes are fit to the training signal $g(n)$ by a least squares fit. The coefficients are the result of the training phase. To use the reservoir computer for computation, a different signal $s'(n)$ is input to the reservoir computer. The time varying node signals that result from $s'(n)$ are multiplied by the coefficients from the training phase to produce the output signal $g'(n)$. Reproduced from Chaos 29, 083130 (2019) with the permission of AIP Publishing.

were combined in a $N \times (M + 1)$ matrix

$$
\Omega = \begin{bmatrix}
\chi_1 (1) & \ldots & \chi_M (1) & 1 \\
\chi_1 (2) & \chi_M (2) & 1 \\
\vdots & \vdots & \vdots \\
\chi_1 (N) & \ldots & \chi_M (N) & 1
\end{bmatrix}
$$

(5)

The last column of $\Omega$ was set to 1 to account for any constant offset in the fit. The training signal is fit by

$$
h(n) = \Omega \mathbf{C}
$$

(6)

where $h(n) = [h(1), h(2), \ldots, h(N)]$ is the fit to the training signal $g(n) = [g(1), g(2), \ldots, g(N)]$ and $\mathbf{C} = [c_1, c_2, \ldots, c_N]$ is the coefficient vector.

The pseudo-inverse of $\Omega$ is constructed as a Moore-Penrose pseudo-inverse

$$
\Omega_{inv} = V \Sigma' U^T
$$

(7)

where $\Sigma'$ is an $(M + 1) \times (M + 1)$ diagonal matrix constructed from $S$, where the diagonal element $S'_{i,i} = S_{i,i}/(S^2_{i,i} + k^2)$, where $k = 1 \times 10^{-5}$ is a small number used for ridge regression to prevent overfitting. There are some guidelines
for choosing $k$, but in this case $k$ is chosen large enough to keep the coefficients from becoming extremely large but small enough to keep the fitting error from becoming too large.

The fit coefficient vector is then found by

$$\mathbf{C} = \Omega_{n \times g(n)}$$  \hspace{1cm} (8)

The training error may be computed from

$$\Delta_{RC} = \frac{\text{std} [\mathbf{C} - \mathbf{g}(n)]}{\text{std} [\mathbf{g}(n)]}$$  \hspace{1cm} (9)

where std[ ] indicates a standard deviation.

To learn new information, we use the reservoir computer in the testing configuration. As an example, suppose the input signal $s(n)$ was an $x$ signal from the Lorenz system, and the training signal $g(n)$ was the corresponding $z$ signal. Fitting the Lorenz $z$ signal trains the reservoir computer to reproduce the Lorenz $z$ signal from the Lorenz $x$ signal.

We may now use as an input signal $s'(n)$ the Lorenz signal $x'$, which comes from the Lorenz system with different initial conditions. We want to get the corresponding $z'$ signal. The matrix of signals from the reservoir is now $\Omega'$. The coefficient vector $\mathbf{C}$ is the same vector we found in the training stage. The testing error is

$$\Delta_{tx} = \frac{\text{std} [\mathbf{C} - z']}{\text{std} [z']}$$  \hspace{1cm} (10)

3.1. Adding Filters

Each node output $\chi_i(t)$ was passed through between one and five filters, with filter coefficients defined in Table 1. The filter outputs were $y^\eta_i(t)$, found as

$$y^\eta_i(t) = \sum_{k=1}^{\eta} a_k \chi_i(t - k)$$  \hspace{1cm} (11)

where $i$ indicates the node index from the reservoir computer and $\eta$ is the filter order.
The filter outputs were arranged in a matrix similar in form to $\Omega$

$$
\Lambda = \begin{bmatrix}
  y_1^1 (1) & y_2^1 (1) & \ldots & y_1^2 (1) & \ldots & y_{MF}^N (1) & 1 \\
  y_1^1 (2) & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
  y_1^1 (N) & y_1^2 (N) & \ldots & y_2^N (N) & \ldots & y_{MF}^N (N) & 1 
\end{bmatrix}
$$

(12)

The last column is set to 1 to allow for a constant offset in the fit. For $N$ time series points, $M$ nodes and a filter order of $NF$, the size of $\Lambda$ is $N \times (M \times NF + 1)$.

Fitting proceeds as with the reservoir only, but using the full $\Lambda$ matrix instead; the fit coefficients are found as

$$
C_F = \Lambda_{\text{inv}} g(t)
$$

(13)

where $g(t)$ is the same training signal as was used for the reservoir. The training and testing errors are calculated in the same manner as for the reservoir, substituting $\Lambda$ for $\Omega$.

### 3.2. Node Types

Two different node types are used in this work. The first node type is the leaky tanh [16],

$$
\chi_i (n + 1) = \alpha \chi_i (n) + (1 - \alpha) \tanh \left( \sum_{j=1}^{M} A_{ij} \chi_j (n) + w_i s(t) + 1 \right)
$$

(14)

with the parameter $\alpha$ set to 0.35. For the leaky tanh map reservoir computer, half of the elements of the adjacency matrix $A$ were chosen randomly and set to random numbers drawn from a uniform random distribution between -1 and 1. The diagonal elements of $A$ were then set to zero. The entire adjacency matrix was then renormalized to have a spectral radius of 0.5.

The second node type was a model for the laser experiment of [4]. This system is described by

$$
\varepsilon \dot{x} (s) + x (s) = \beta \sin^2 [\mu x (s - 1) + \rho u_I (s - 1) + \phi]
$$

(15)

where $s$ is a normalized time.
This system may be modeled by the map

$$x(t + \tau_s) = \sum_{j=1}^{N} \beta H(j) \sin^2 \left[ \mu x(t - j) + W_s \left( \left\lfloor \frac{t}{M} \right\rfloor \right) + \phi \right]$$  \hspace{1cm} (16)$$

where $\lfloor \cdot \rfloor$ is the floor function and $M$ is the number of nodes. The floor function means that the value of the input signal is sampled once every $M$ time steps of the map. The variable $\beta$ was set at 0.5, $\mu = 0.1$ and $\phi = 0$. The signal $H(j)$ is the impulse response of the low pass filter in eq. (15). The low pass filter was a first order filter with a time constant of $\tau_R = 1.5 \times 10^{-6}$. The elements of the vector $W$ are drawn from a uniform random distribution between +1 and -1.

The time step in the map of eq. (16) was $t_s = 7.5 \times 10^{-8} \text{ s}$. The number of nodes $M$ was varied.

The map signal $x(t)$ was rearranged into a matrix $\Omega$ to create the set of reservoir computer nodes.

$$t = 1, 2 \ldots N$$

$$i = (t \mod M) + 1$$

$$j = \left\lfloor \frac{t}{M} \right\rfloor + 1$$

$$\Omega_{i,j} = x(t)$$  \hspace{1cm} (17)$$

3.3. Covariance Rank

The individual columns of the reservoir matrix $\Omega$ or the filter matrix $\Lambda$ may be used as a basis to fit the training signal $g(n)$. Among other things, the fit will depend on the number of orthogonal columns in $\Omega$.

Principal component analysis [17] states that the eigenvectors of the covariance matrix of $\Omega$, $\Theta = \Omega^T \Omega$, form an uncorrelated basis set. The rank of the covariance matrix tells us the number of uncorrelated vectors.

Therefore, we will use the rank of the covariance matrix of $\Omega$,

$$\Gamma (\Omega) = \text{rank} (\Omega^T \Omega)$$

$$\Gamma (\Lambda) = \text{rank} (\Lambda^T \Lambda)$$  \hspace{1cm} (18)$$

to characterize the reservoir matrix $\Omega$ or the filter matrix $\Lambda$. We calculate the rank using the MATLAB rank() function. The maximum covariance rank is
equal to the number of nodes, $M$ or the number of nodes times the number of filters. The covariance rank defined here corresponds to the capacity defined in [9]. In [10, 11], higher covariance rank was associated with lower testing error.

4. Signal Fitting

The first example of adding filters to a reservoir computer will be fitting the $z$ signal from the Lorenz chaotic system based on the $x$ signal. The Lorenz system [18] is described by

\[
\begin{align*}
\frac{dx}{dt} &= c_1 y - c_1 x \\
\frac{dy}{dt} &= x (c_2 - z) - y \\
\frac{dz}{dt} &= xy - c_3 z
\end{align*}
\]

with $c_1=10$, $c_2=28$, and $c_3=8/3$. The equations were numerically integrated with a time step of $t_s = 0.02$.

4.1. Leaky Tanh Nodes

Figure 2 shows the testing error $\Delta_{tx}(\Omega)$ and the covariance rank $\Gamma(\Omega)$ as a function of the number of nodes $M$ for the leaky tanh nodes when the input signal is the Lorenz $x$ signal and the testing signal is the Lorenz $z$ signal. The notation $(\Omega)$ is used to indicate that the testing error and the covariance rank are calculated from the reservoir signal matrix $\Omega$ defined in eq. 5.

Figure 2 shows a typical result, that the covariance rank increases and the testing error decreases as the number of reservoir computer nodes goes up. The covariance rank in figure 2 is equal to the number of nodes for all values of $M$.

Figures 3 and 4 show that adding FIR filters as described in Section 2.1 can increase the covariance rank and decrease the testing error for the leaky tanh nodes. Figure 3 shows the ratio of the covariance rank calculated from the filter matrix $\Lambda$ of eq. (12) to the covariance rank calculated from the reservoir matrix $\Omega$. When only one filter is added the filter is a first order FIR filter, which amounts to the identity, so the rank is the same as for the reservoir computer without filters. When up to three filters are added, the covariance
rank of the filter matrix $\Lambda$ increases roughly as the number of added filters, but for more than three filters the rank increase is not as great for larger reservoir computers, with more than about 30 nodes. The MATLAB rank function uses a lower threshold to determine how many of the singular values of the covariance matrix are nonzero, but for large filter matrices, numerical effects mean that some of the eigenvalues will be below the threshold, so the measured increase in rank is less than the number of filters.

Figure 4 shows the ratio of the testing error calculated from the filter matrix $\Lambda$ of eq. (12) to the testing error calculated from the reservoir matrix $\Omega$ of eq. (5). When a single filter is used, it is a first order Bessel filter, and Table 1 shows that the first order Bessel filter is an identity, so the testing error for one added filter is the same as the testing error for the reservoir computer by itself. Otherwise, as the number of added filters and the number of nodes increases, the testing error when using the filter matrix $\Lambda$ to fit the Lorenz $z$ signal decreases relative to the error using the reservoir computer alone.

4.2. Laser system

The leaky tanh nodes of the previous section are usually implemented on a digital computer, in which case there is no advantage to adding filters. The
Figure 3: Ratio of covariance rank $\Gamma(\Lambda)$ when $N_f$ filters are added after the reservoir to the testing error found using only the reservoir, $\Gamma(\Omega)$. The number of filters used is $N_f$ while the number of nodes is $M$. The reservoir computer is based on the leaky tanh nodes of eq. [14].
Figure 4: Ratio of testing error $\Delta_{tx}(\Lambda)$ when $N_f$ filters are used after the reservoir to the testing error found using only the reservoir, $\Delta_{tx}(\Omega)$. The number of filters used is $N_f$ while the number of nodes is $M$. The reservoir computer is based on the leaky tanh nodes of eq. [14].
laser system of [4] was built as an actual experiment. The performance of the reservoir computer could be improved by adding more virtual nodes, but adding virtual nodes slowed the response time, so there is a more obvious advantage to adding filters to this system. The map of eq. (16) was used to simulate the laser reservoir computer.

Figure 5 shows the testing error and covariance rank for the laser simulation of eq. (16). For this system, the covariance rank is less than the number of nodes. Instead of an adjacency matrix, the coupling between nodes in the laser system comes from the low pass filter that is part of the delay loop. The result of this coupling is that the laser reservoir computer has a ring network, which is a high symmetry network, resulting in a lower covariance rank.

Figure 6 shows the ratio of the covariance rank calculated from the filter matrix $\Lambda$ of eq. (12) to the covariance rank calculated from the reservoir matrix $\Omega$ of eq. (5) for the laser reservoir computer simulation. As in figures 3 and 4 when only a single filter is present, it is equivalent to the identify.

For one to three added filters, the increase in rank for the laser system model is proportional to the number of added filters. For less than 50 nodes in the reservoir computer, this trend is still true for up to five added filters. Comparing
Figure 6: Ratio of covariance rank $\Gamma(\Lambda)$ when $N_f$ filters are used after the reservoir to the testing error found using only the reservoir, $\Gamma(\Omega)$. The number of filters used is $N_f$ while the number of nodes is $M$. The reservoir computer was modeled by the laser system of eq. (16).

Figure 6 to figure 3, added filters were more effective for increasing the rank of the laser system reservoir computer, probably because the rank of this system was lower to begin with.

The improvement in testing error when the laser reservoir computer is followed by a set of filters is shown in figure 7. This plot is similar to figure 4 for the leaky tanh nodes: the greatest improvement in testing error comes for a small number of nodes, in this case about 10 nodes and five filters.

This section on signal fitting shows that augmenting a reservoir computer can improve performance, but the improvement is larger for reservoir computers with smaller numbers of nodes. This is not necessarily bad; if it is easy to build the reservoir computer with large numbers of nodes, then performance improvement is not as useful.
Figure 7: Ratio of testing error $\Delta_{tx}(\Lambda)$ when $N_f$ filters are used after the reservoir to the testing error found using only the reservoir, $\Delta_{tx}(\Omega)$. The number of filters used is $N_f$ while the number of nodes is $M$. The reservoir computer was modeled by the laser system of eq. (16).

5. Prediction

Predicting the future time evolution of a signal given its past time evolution is a variation on fitting signals. In this case, if the input signal is $s(n)$, the training signal is $g(n) = s(n + \tau)$, where $\tau$ represents some number of time steps into the future. A useful time scale for predicting the Lorenz $x$ signal is the Lyapunov time, or the reciprocal of the largest Lyapunov exponent. For the parameters in eq. (19), the largest Lyapunov exponent is $0.9/s$, so the Lyapunov time is $T_L = 1.1$ s. For this section, the reservoir computers will be driven with the Lorenz $x$ signal and predict the $x$ signal $0.25T_L$ s into the future. At an integration time step of $0.02$ s, this amounts to $13$ points into the future. The error in prediction is calculated by a process analogous to the testing error in eq. (10), but to avoid confusion the prediction error will be called $\Delta_P$. 
Figure 8 shows the error for predicting the future of the Lorenz $x$ signal 0.25 Lyapunov times into the future, or $\Delta P$, as a function of the number of nodes $M$ for a reservoir computer using the leaky tanh nodes (no filters).

Figure 9 shows the ratio of the prediction error using a reservoir computer augmented with filters to the prediction error using the reservoir computer only.

Figure 9 shows that adding linear filters to the leaky tanh reservoir computer can lower the error in predicting the Lorenz $x$ signal. For reservoir computers up to about 60 nodes, increasing the number of nodes or filters reduces the prediction error. Prediction is closely related to signal fitting, and figure 9 for prediction error does resemble figure 4 which showed the error in fitting the Lorenz $z$ signal.

The prediction error for the laser system model is plotted in figure 10.

Adding filters to the reservoir computer modeled on the laser system can improve prediction, as shown in figure 11. Figure 11 echoes figure 9 in that the prediction error tends to get smaller as both the number of reservoir computer nodes and the number of filters increases.

6. Classification

The reservoir computers from the previous sections will be used to determine if adding filters to a reservoir computer can improve the ability to classify a set of signals. The signals in this case are the $x$ component of the 19 Sprott chaotic systems. Each of the Sprott systems was numerically integrated with a time step of 0.5.

Some of the attractors for the Sprott systems have small basins of attraction, so rather than set random initial conditions to create different realizations of each Sprott system, a long time series of the $x$ signal was generated for each of the Sprott systems. The test and training signals were taken from different sections of this long time series. The reservoir computers used to classify the Sprott signals each had $M = 100$ nodes.

The reservoir computers were trained with 100 training examples each. For each training example, the reservoir computer was first driven by a 1000 point
signal to eliminate transients, after which the next 1000 output points from each node were used to fit the training signal. Fit coefficients were found using both the reservoir matrix $\Omega$ and the filter matrix $\Lambda$. For each of the Sprott systems, the fit coefficient vectors were given by $c(j, k), j = 1 \ldots 100, k = 1 \ldots 19$, where $j$ indicated the $j$'th section of the $x$ signal and $k$ indicated the particular Sprott system. Each coefficient vector had $M$ components: $c(j, k) = [c_1(j, k), c_2(j, k), \ldots c_M(j, k)]$, where $M$, the number of nodes, was 100. For each of the Sprott systems a reference coefficient vector was defined as the mean of the coefficient vectors:

$$C(k) = \frac{1}{100} \sum_{j=1}^{100} c(j, k).$$

(20)

The set of $C(k) = [C_1(k), C_2(k), \ldots C_M(k)], k = 1 \ldots 19$ coefficients formed a reference library.

To identify the Sprott systems, the reservoir computers were again driven with a 1000 point time series of the $x$ signal from each of the Sprott systems to eliminate transients. The next 1000 points were saved in the reservoir computer matrix $\Omega$ or the filter matrix $\Lambda$. Once again, for each section a set of fit coefficients $c(j, l), j = 1 \ldots 1000, l = 1 \ldots 19$ was found, for both the reservoir computer matrix and the filter matrix.

Each time a coefficient vector was found, it was compared to the reference library according to

$$\Psi_j(l, k) = \sqrt{\sum_{i=1}^{M} (c_i(j, l) - C_j(k))^2}$$

(21)

where $i = 1 \ldots M$ indicated the components (or node numbers) of the coefficient vectors. The difference $\Psi_j(l, k)$ was computed for all 19 reference coefficient vectors $C_k$, and the value of $k$ that gave the minimum of $\Psi_j(l, k)$ was identified as the Sprott system that generated the coefficient vector $c(i, l)$.

The probability of making an error when identifying from which of the Sprott systems an $x$ signal originated is shown in figure 12. Each time a signal from a Sprott system was compared to the reference library, if the value of $k$ that gave a minimum of $\Psi_j(l, k)$ did not correspond to the Sprott system that generated
the signal, an error was recorded. The probability of error $P_E$ was the total number of errors divided by the total number of comparisons.

Figure 12 shows that adding just two filters (really just one filter, since one of the filters is the identity) to the leaky tanh reservoir computer improves the ability to identify the Sprott systems if the reservoir computer has only two nodes, but not if it has more than two nodes. Adding five filters improves the classification of signals if the reservoir computer has less than eight nodes. Once the reservoir has eight nodes, adding more nodes or adding filters gives little extra benefit.

Adding filters to a reservoir computer showed a greater advantage when fitting signals (Section 4) than when classifying signals. In fitting signals the reservoir time series acts as a basis, so the covariance rank of the reservoir output is important. Adding filters increases this rank. Classifying signals may not depend as much on how well the reservoir computer fits the signals; what is more important is that the set of fit coefficients are sufficiently different for different inputs. Adding filters to a reservoir computer does create more coefficients, but the filters are linear, so the extra coefficients may not be useful in distinguishing the different Sprott signals.

Figure 13 shows the probability of error in identifying the Sprott systems using a reservoir computer based on the laser system model of eq. (16).

Figure 13 for the laser model reservoir computer shows that adding two or five filters to this type of reservoir computer does reduce classification error when the reservoir has less than six nodes. Once the reservoir computer has six or more nodes, adding filters does not show any advantage for classification.

Adding filters to a very small reservoir computer can increase the dimension of the coefficient vector, but once the coefficient vector has enough dimensions, adding additional filters does not lower the classification error. Still, if creating a reservoir with many coupled nodes is difficult or expensive, adding linear filters to a small reservoir computer can be useful.
7. Summary

Reservoir computers should show the greatest advantage over other types of computing when they are built as analog systems, but building these systems may be difficult or expensive. Creating individual nonlinear nodes may be difficult, but the largest cost in building analog reservoir computers may be in connecting the nodes in a network. The work in this paper demonstrates that reservoir computers may be expanded if the nonlinear network is followed by a set of linear filters. The design and implementation of linear filters is well known, so there should be little cost for adding filters to the reservoir computer.

This work showed that adding filters improved the performance of two types of reservoir computer for signal fitting, for prediction and for classification. Improvements in classifying signals were largest for small reservoir computers, but small reservoir computers are where the improvement is most needed.

Reservoir computers may be expanded using other types of functions besides linear FIR filters; the linear filters were used here because they are simple to design and characterize. It is even possible to use nonlinear functions; one early paper, for example, connected linear nodes into a network and followed the linear network with nonlinear output functions [20].

This work was supported by the Naval Research Laboratory’s Basic Research Program.
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Figure 8: $\Delta P(\Omega)$ is the error for predicting the future of the Lorenz $x$ signal 0.25 Lyapunov times into the future, plotted versus the number of nodes $M$. This prediction is for the reservoir computer only, using leaky tanh nodes.
Figure 9: Prediction error ratio $\Delta P(\Lambda)/\Delta P(\Omega)$ for predicting the future of the Lorenz $x$ signal when the leaky tanh reservoir computer is augmented with up to five filters. The number of nodes is $M$, while $N_f$ is the number of filters.
Figure 10: $\Delta P(\Omega)$ is the error for predicting the future of the Lorenz $z$ signal $0.25$ Lyapunov times into the future, plotted versus the number of nodes $M$. This prediction is for the reservoir computer only, using nodes modeled on the laser system (eq. 16.25).
Figure 11: Prediction error ratio $\Delta \rho(\Lambda)/\Delta \rho(\Omega)$ for predicting the future of the Lorenz x signal when the reservoir computer based on the laser system model is augmented with up to five filters. The number of nodes is $M$, while $N_f$ is the number of filters.
Figure 12: Probability of error $P_E$ in identifying the source of an $x$ signal from one of the 19 Sprott systems as a function of the number of nodes $M$ in the leaky tanh reservoir computer.
Figure 13: Probability of error $P_E$ in identifying the source of an $x$ signal from one of the 19 Sprott systems as a function of the number of nodes $M$ in the reservoir computer based on the laser system model of eq. (16).
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