SPECTRAL MULTIPLIERS OF SELF-ADJOINT OPERATORS ON BESOV AND TRIEBEL–LIZORKIN SPACES ASSOCIATED TO OPERATORS

THE ANH BUI AND XUAN THINH DUONG

ABSTRACT. Let $X$ be a space of homogeneous type and let $L$ be a nonnegative self-adjoint operator on $L^2(X)$ which satisfies a Gaussian estimate on its heat kernel. In this paper we prove a Hörmander type spectral multiplier theorem for $L$ on the Besov and Triebel–Lizorkin spaces associated to $L$. Our work not only recovers the boundedness of the spectral multipliers on $L^p$ spaces and Hardy spaces associated to $L$, but also is the first one which proves the boundedness of a general spectral theorem on Besov and Triebel–Lizorkin spaces.

1. Introduction

Let $X$ be a space of homogeneous type, with quasi distance $d$ and $\mu$ is a nonnegative Borel measure on $X$, which satisfies the doubling property (1) below. In this paper, we assume that $\mu(X) = \infty$.

For $x \in X$ and $r > 0$ we set $B(x,r) = \{ y \in X : d(x,y) < r \}$ to be the open ball of radius $r > 0$ and centered at $x \in X$, and $V(x,r) = \mu(B(x,r))$. The doubling property of $\mu$ provides that there exists a constant $C > 0$ so that

\[ V(x,2r) \leq CV(x,r) \]

for all $x \in X$ and $r > 0$.

The doubling property (1) yields that there exists $n > 0$ so that

\[ V(x,\lambda r) \leq C\lambda^n V(x,r), \]

for some positive constant $n$ uniformly for all $\lambda \geq 1, x \in X$ and $r > 0$; and that

\[ V(x,r) \leq C\left(1 + \frac{d(x,y)}{r}\right)^n V(y,r), \]
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uniformly for all $x, y \in X$, $r > 0$ and for some $\tilde{n} \in [0, n]$.

Let $L$ be a non-negative self-adjoint operator on $L^2(X)$ which generates the semigroup $\{e^{-tL}\}_{t \geq 0}$. Denote by $p_t(x, y)$ the kernel of the semigroup $e^{-tL}$. In this paper, we assume that the kernel $p_t(x, y)$ satisfies a Gaussian upper bound, i.e., there exist positive constants $C$ and $c$ so that for all $x, y \in X$ and $t > 0$,

$$|p_t(x, y)| \leq \frac{C}{\mu(B(x, \sqrt{t}))} \exp\left(-\frac{d(x, y)^2}{ct}\right).$$

(GE)

Denote by $E_L(\lambda)$ a spectral resolution of $L$. Then by spectral theory, for any bounded Borel function $F : [0, \infty) \to \mathbb{C}$ we can define

$$F(L) = \int_0^\infty F(\lambda)dE_L(\lambda)$$

as a bounded operator on $L^2(X)$. It is natural to raise a question on the boundedness of the spectral multipliers $F(L)$ on various function spaces under some suitable smoothness conditions on $F$. We note that the problem on the boundedness of the spectral multipliers has had a long history and has been received a great deal of attention by many mathematicians. The early result for the $L^p$ boundedness for the spectral multiplier in the standard case when $L = -\Delta$ is Laplacian on the Euclidean space $\mathbb{R}^n$ was obtained by L. Hörmander [24]. Then this result has been extended to various settings such as Lie groups of polynomial growth, nilpotent groups and spaces of homogeneous type. See for example [1, 32, 10, 33, 23, 12, 13] and the references therein. The $L^p$-boundedness of the spectral multipliers for a general operator $L$ satisfying the Gaussian upper bounds was obtained in [12]. Then the authors in [13] extended the result in [12] to the weighted $L^p$-estimates. The work [13] can be viewed as an extension of the classical result for the spectral multipliers of the standard Laplacian in [30]. General spectral multiplier theorems on Hardy spaces associated to operators were obtained in [14, 5].

The main aim of this paper is to prove the boundedness of the spectral multipliers $F(L)$ on new Besov and Triebel–Lizorkin spaces associated to the operator $L$. More precisely, we are able to prove the following result:

**Theorem 1.1.** Let $s > \frac{n}{2}$. Then for any bounded Borel function $F$ such that $\sup_{t \geq 0} \|\eta \delta_t F\|_{W^s_x} < \infty$ where $\delta_t F(\cdot) = F(t\cdot)$ and $\eta$ is a $C^\infty_c(\mathbb{R}_+)$ function, not identically zero, we have:

(a) the spectral multiplier $F(\sqrt{L})$ is bounded on $\dot{F}_{p,q}^{s,L}(X)$ provided that $\alpha \in \mathbb{R}$, $0 < p, q < \infty$ and $s > n\left(\frac{1}{1 \wedge p \wedge q} - \frac{1}{2}\right)$, i.e.,

$$\|F(\sqrt{L})\|_{\dot{F}_{p,q}^{s,L}(X) \to \dot{F}_{p,q}^{s,L}(X)} \lesssim F(0) + \sup_{t > 0} \|\eta \delta_t F\|_{W^s_x}.$$

(b) the spectral multiplier $F(\sqrt{L})$ is bounded on $\dot{B}_{p,q}^{s,L}(X)$ provided that $\alpha \in \mathbb{R}$, $0 < p, q < \infty$, $0 < q \leq \infty$ and $s > n\left(\frac{1}{1 \wedge p \wedge q} - \frac{1}{2}\right)$, i.e.,

$$\|F(\sqrt{L})\|_{\dot{B}_{p,q}^{s,L}(X) \to \dot{B}_{p,q}^{s,L}(X)} \lesssim F(0) + \sup_{t > 0} \|\eta \delta_t F\|_{W^s_x}.$$

Note that by using a different approach the authors in [18] proved similar estimates to those in Theorem 1.1 under the stronger assumptions that $s > \frac{n}{1 \wedge p \wedge q} + \frac{n}{2}$ and $L$ satisfies two additional conditions (H) and (C) (See Remark 3.7).

In fact, the condition $\sup_{t > 0} \|\eta \delta_t F\|_{W^s_x} < \infty$ in Theorem 1.1 can be improved in the following spectral multiplier theorem of Hörmander type.

**Theorem 1.2.** Let $s > \frac{n}{2}$ and let $\alpha \in \mathbb{R}$ and $0 < p, q < \infty$. Assume that for any $R > 0$ and all Borel functions $F$ such that $\text{supp } F \subseteq [0, R]$, the following holds for some $\tilde{q} \in [2, \infty]$:

$$\int_X |K_{F(\sqrt{L})}(x, y)|^2 d\mu(x) \leq \frac{C}{V(y, R^{-1})} \|\delta_R F\|_{\tilde{q}}^2.$$
Assume that \( F \) is a bounded Borel function satisfying the following condition
\[
\sup_{t>0} \| \eta \delta_t F \|_{W^s_q} < \infty
\]
where \( \delta_t F(\cdot) = F(t\cdot) \) and \( \eta \) is a \( C_0^\infty(\mathbb{R}_+) \) function, not identically zero.

Then we have:

(a) the spectral multiplier \( F(\sqrt{L}) \) is bounded on \( \dot{F}^{\alpha,L}_{p,q}(X) \) provided that \( \alpha \in \mathbb{R}, \ 0 < p, q < \infty \) and \( s > \max \left\{ n(\frac{1}{1 \wedge p \wedge q} - \frac{1}{2}, \frac{1}{q}) \right\} \), i.e.,
\[
\| F(\sqrt{L}) \|_{\dot{F}^{\alpha,L}_{p,q}(X) \to \dot{F}^{\alpha,L}_{p,q}(X)} \lesssim F(0) + \sup_{t>0} \| \eta \delta_t F \|_{W^s_q}.
\]

(b) the spectral multiplier \( F(\sqrt{L}) \) is bounded on \( \dot{B}^{\alpha,L}_{p,q}(X) \) provided that \( \alpha \in \mathbb{R}, \ 0 < p < \infty, \ 0 < q \leq \infty \) and \( s > \max \left\{ n(\frac{1}{1 \wedge p \wedge q} - \frac{1}{2}, \frac{1}{q}) \right\} \), i.e.,
\[
\| F(\sqrt{L}) \|_{\dot{B}^{\alpha,L}_{p,q}(X) \to \dot{B}^{\alpha,L}_{p,q}(X)} \lesssim F(0) + \sup_{t>0} \| \eta \delta_t F \|_{W^s_q}.
\]

We would like to emphasize that the sharp spectral multiplier theorem on Besov and Triebel–Lizorkin spaces was first obtained in [35] for the classical case when \( L = -\Delta \) is the Laplacian on \( \mathbb{R}^n \). Our paper is the first one which proves the spectral multiplier of a general operator on the Besov and Triebel–Lizorkin type spaces. We will now discuss some consequences of Theorem 1.2.

(i) Theorem 1.2 only requires the Gaussian upper bound for the heat kernel of the operator \( L \). This is a mild condition and allows us to apply the results to a large number of settings ranging from the Lie groups of polynomial growth to general doubling spaces. For further details about the number of examples satisfying this condition we refer to [12, Section 7] and the references therein.

(ii) The extra condition \( s > \frac{1}{q} \) guarantees that \( \| F \|_{L^\infty} \lesssim F(0) + \sup_{t>0} \| \eta \delta_t F \|_{W^s_q} \) due to the embedding of the Sobolev space into bounded continuous functions. It is obvious that if \( n \geq 1 \), then the condition \( s > \max \left\{ n(\frac{1}{1 \wedge p \wedge q} - \frac{1}{2}, \frac{1}{q}) \right\} \) is simply \( s > n(\frac{1}{1 \wedge p \wedge q} - \frac{1}{2}) \).

(iii) In the particular case when \( L = -\Delta \) is the standard Laplacian on \( \mathbb{R}^n \), Theorem 1.2 recovers the classical results in [35] and the condition on the smoothness order \( s \) is sharp.

(iv) In the case when \( \alpha = 0, q = 2 \) and \( 1 < p < \infty \), Theorem 1.2 implies the boundedness of the spectral multiplier \( F(\sqrt{L}) \) on the space \( \dot{F}^{0,2}_{p,2}(X) \) as \( s > \frac{n}{2} \). Notice that \( \dot{F}^{0,2}_{p,2}(X) \equiv L^p(X) \) (see Remark 3.7). Hence, this recovers the result of the \( L^p \)-boundedness for the spectral multipliers in [12, Theorem 3.1].

(v) In the case when \( \alpha = 0, q = 2 \) and \( 0 < p \leq 1 \), we note that \( \dot{F}^{0,2}_{p,2}(X) \equiv H^p_L(X) \) where \( H^p_L(X) \) is the Hardy space associated to \( L \) as in [25, 27] (see Remark 3.7). In this situation, Theorem 1.2 tells us that the spectral multiplier \( F(\sqrt{L}) \) is bounded on \( H^p_L(X) \) as \( s > n(\frac{1}{p} - \frac{1}{2}) \). This is in line with those in [5, 14].

(vi) If we propose additional conditions (H) and (C) on the operator \( L \) as in Remark 3.7, from Theorem 1.2 and the identification (d) in Remark 3.7 we obtain the boundedness of \( F(\sqrt{L}) \) on the “classical” Besov and Triebel–Lizorkin spaces which are independent of the operator \( L \). To the best of our knowledge, such a result is new.

Some comments on the techniques are in order. The proof of Theorem 1.2 relies on the following elements:

(i) We obtain a new atomic decomposition for the Triebel–Lizorkin spaces \( \dot{F}^{\alpha,L}_{p,q}(X) \) for \( \alpha \in \mathbb{R} \) and \( 0 < p \leq 1 \leq q < \infty \), see Theorem 3.15. Note that in the classical case a new atomic decomposition was proved in [21]. This kind of decomposition is similar to the atomic decomposition of the classical Hardy spaces and hence it is very useful to prove the boundedness of singular integrals. In particular, we are able to prove the boundedness of the spectral multiplier \( F(\sqrt{L}) \) on the space \( \dot{F}^{\alpha,L}_{p,q}(X) \) for \( \alpha \in \mathbb{R} \) and \( 0 < p \leq 1 \leq q < \infty \).
Note that in the case when $\alpha = 0$, $q = 2$ and $0 < p \leq 1$, our new atomic decomposition in Theorem 3.15 turns out to be the known results on atomic decompositions for the Hardy spaces associated to operators in [25, 27].

(ii) The duality and complex interpolation for the Triebel–Lizorkin spaces $\dot{F}^{\alpha,L}_{p,q}(X)$, see Proposition 3.17 and Proposition 3.18.

(iii) The real interpolation for our new Besov and Triebel–Lizorkin spaces, see Theorem 3.21. This result helps us to transfer the boundedness of the spectral multipliers $F(\sqrt{L})$ on the Triebel–Lizorkin spaces to the boundedness on the Besov spaces. The result of Theorem 3.21 is also interesting in its own right.

The organization of this paper is as follows. In Section 2, we recall some preliminaries such as the Fefferman–Stein maximal inequality, a covering lemma, some heat kernel estimates and the definition of a recent new class of distributions. Section 3 gives definitions of the Besov and Triebel–Lizorkin spaces associated to $L$. A new atomic decomposition theorem and some results on the duality and interpolation will be addressed in this section. Finally, the proof of the main result, Theorem 1.2, will be given in Section 4.

Throughout the paper, we always use $C$ and $c$ to denote positive constants that are independent of the main parameters involved but whose values may differ from line to line. We will write $A \lesssim B$ if there is a universal constant $C$ so that $A \leq CB$ and $A \sim B$ if $A \lesssim B$ and $B \lesssim A$.

2. Preliminaries

2.1. Fefferman-Stein maximal inequality and a covering lemma. Let $0 < r < \infty$. The Hardy–Littlewood maximal function $M_r$ is defined by

\[ M_r f(x) = \sup_{x \in B} \left( \frac{1}{V(B)} \int_B |f(y)|^r d\mu(y) \right)^{1/r} \]

where the sup is taken over all balls $B$ containing $x$. We will drop the subscripts $r$ when $r = 1$.

Let $0 < r < \infty$. It is well-known that

\[ \|M_r f\|_p \lesssim \|f\|_p \]

for all $p > r$.

The following elementary estimates will be used frequently. See for example [6].

**Lemma 2.1.** Let $\epsilon > 0$.

(a) For any $p \in [1, \infty]$ we have

\[ \left( \int_X \left( \frac{d(x,y)}{s} \right)^{-n-\epsilon} d\mu(y) \right)^{1/p} \lesssim V(x,s)^{1/p}, \]

for all $x \in X$ and $s > 0$.

(b) For any $f \in L^1_{loc}(X)$ we have

\[ \frac{1}{V(x \wedge y,s)} \left( \frac{d(x,y)}{s} \right)^{-n-\epsilon} |f(y)| d\mu(y) \lesssim Mf(x), \]

for all $x \in X$ and $s > 0$ where $V(x \wedge y,s) = \min\{V(x,s),V(y,s)\}$.

We recall the Fefferman–Stein vector-valued maximal inequality and its variant in [19]. For $0 < p < \infty$, $0 < q \leq \infty$ and $0 < r < \min\{p,q\}$, we then have for any sequence of measurable functions $\{f_\nu\}$,

\[ \left\| \left( \sum_\nu |M_r f_\nu|^q \right)^{1/q} \right\|_p \lesssim \left\| \left( \sum_\nu |f_\nu|^q \right)^{1/q} \right\|_p. \]
The Young’s inequality and (7) imply the following inequality: If \( \{a_\nu\} \in \ell^q \cap \ell^1 \), then
\[
\left\| \sum_j \left( \sum_{\nu} |a_j \mu_j \mathcal{M}_\nu f_\nu|^q \right)^{1/q} \right\|_p \lesssim \left\| \left( \sum_{\nu} |f_\nu|^q \right)^{1/q} \right\|_p.
\]

We will now recall a covering lemma in [9].

**Lemma 2.2.** There exists a collection of open sets \( \{Q_k \subset X : k \in \mathbb{Z}, \tau \in I_k \} \), where \( I_k \) denotes certain (possibly finite) index set depending on \( k \), and constants \( \rho \in (0,1), a_0 \in (0,1) \) and \( \kappa_0 \in (0,\infty) \) such that

(i) \( \mu(X \setminus \cup_{\tau} Q^k) = 0 \) for all \( k \in \mathbb{Z} \);

(ii) if \( i \geq k \), then either \( Q^i \subset Q^k \) or \( Q^i \cap Q^k = \emptyset \);

(iii) for \( (k,\tau) \) and each \( i < k \), there exists a unique \( \tau' \) such that \( Q^i \subset Q^{\tau'} \);

(iv) the diameter \( \text{diam}(Q^k_t) \leq \kappa_0 \rho^k \);

(v) each \( Q^k_t \) contains certain ball \( B(x_{Q^k_t}, a_0 \rho^k) \).

**Remark 2.3.** Since the constants \( \rho \) and \( a_0 \) are not essential in the paper, without loss of generality, we may assume that \( \rho = a_0 = 1/2 \). We then fix a collection of open sets in Lemma 2.2 and denote this collection by \( \mathcal{D} \). We call open sets in \( \mathcal{D} \) the dyadic cubes in \( X \) and \( x_{Q^k_t} \) the center of the cube \( Q^k_t \in \mathcal{D} \). We also denote
\[
\mathcal{D}_\nu := \{Q^{\nu+1}_k \in \mathcal{D} : \tau \in I_{\nu+1} \}
\]
for each \( \nu \in \mathbb{Z} \). Then for \( Q \in \mathcal{D}_\nu \), we have \( B(x_Q, c_0 2^{-\nu}) \subset Q \subset B(x_Q, \kappa_0 2^{-\nu}) := B_Q \) where \( c_0 \) is a constant independent of \( Q \). From now on, let \( \lambda > 0 \), we write \( \lambda Q \) for \( \lambda B_Q \) for every dyadic cube \( Q \).

2.2. **Heat kernel estimates.** In this section we recall some heat kernel estimates which play an important role in the proof of our main results.

**Lemma 2.4** ([25]). Let \( \varphi \in \mathcal{S}(\mathbb{R}) \) be an even function with \( \text{supp} \varphi \subset (-1,1) \) and \( \int \varphi = 2\pi \). Denote by \( \Phi \) the Fourier transform of \( \varphi \). Then for every \( k \in \mathbb{N} \), the kernel \( K_{(\ell^2L)^k\Phi(t\sqrt{L})} \) of \( (t^2L)^k\Phi(t\sqrt{L}) \) satisfies
\[
\text{supp } K_{(\ell^2L)^k\Phi(t\sqrt{L})} \subset \{(x,y) \in X \times X : d(x,y) \leq t\},
\]
and
\[
|K_{(\ell^2L)^k\Phi(t\sqrt{L})}(x,y)| \leq \frac{C}{V(x,t)}.
\]

Denote \( V(x \vee y,s) = \max\{V(x,s),V(y,s)\} \). The following estimates are taken from [7, 6].

**Lemma 2.5.** (a) Let \( \varphi \in \mathcal{S}(\mathbb{R}) \) be an even function. Then for any \( N > 0 \) there exists \( C \) such that
\[
|K_{\varphi(t\sqrt{L})}(x,y)| \leq \frac{C}{V(x \vee y,t)} \left(1 + \frac{d(x,y)}{t}\right)^{-N},
\]
for all \( t > 0 \) and \( x,y \in X \).

(b) Let \( \varphi_1, \varphi_2 \in \mathcal{S}(\mathbb{R}) \) be even functions. Then for any \( N > 0 \) there exists \( C \) such that
\[
|K_{\varphi_1(t\sqrt{L})\varphi_2(s\sqrt{L})}(x,y)| \leq \frac{C}{V(x \vee y,t)} \left(1 + \frac{d(x,y)}{t}\right)^{-N},
\]
for all \( t \leq s < 2t \) and \( x,y \in X \).

(c) Let \( \varphi_1, \varphi_2 \in \mathcal{S}(\mathbb{R}) \) be even functions with \( \varphi_2^{(\nu)}(0) = 0 \) for \( \nu = 0,1,\ldots, 2\ell \) for some \( \ell \in \mathbb{Z}^+ \). Then for any \( N > 0 \) there exists \( C \) such that
\[
|K_{\varphi_1(t\sqrt{L})\varphi_2(s\sqrt{L})}(x,y)| \leq \frac{C}{V(x \vee y,t)} \left(s/t\right)^{2\ell} \left(1 + \frac{d(x,y)}{t}\right)^{-N},
\]
for all \( t \geq s > 0 \) and \( x,y \in X \).
Remark 2.6. (i) From (3), the term $V(x \lor y, t)$ on the right hand side of estimates in Lemma 2.5 can be replaced by $V(x \lor y, d(x, y))$.

(ii) We will sometimes use the following inequality
\[
\left(1 + \frac{d(x, y)}{t}\right)^{-N} \left(1 + \frac{d(x, z)}{t}\right)^{-N} \leq \left(1 + \frac{d(x, z)}{t}\right)^{-N}
\]
for all $x, y, z \in X$ and all $t, N > 0$. This inequality can be verified directly.

2.3. Distributions. The concept of distributions has an essential role in defining the classical Besov and Triebel–Lizorkin spaces. Recently, in [28, 17] the authors introduced new distributions associated to a general differential operator $L$. We now recall the definition of the new distributions and some their basic properties.

Fix $x_0 \in X$ as a reference point in $X$. The class of test functions $S$ associated to $L$ is defined as the set of all functions $\phi \in \cap_{m \geq 1}D(L^m)$ such that
\[
P_{m, \ell}(\phi) = \sup_{x \in X} (1 + d(x, x_0))^m |L^\ell \phi(x)| < \infty, \quad \forall m > 0, \ell \in \mathbb{N}.
\]
It was proved in [28] that $S$ is a complete locally convex space with topology generated by the family of semi-norms $\{P_{m, \ell} : m > 0, \ell \in \mathbb{N}\}$. As usual, we define the space of distribution $S'$ as the set of all continuous linear functional on $S$ with the inner product defined by
\[
\langle f, \phi \rangle = f(\phi)
\]
for all $f \in S'$ and $\phi \in S$.

The space of distribution $S'$ is suitable to define the inhomogeneous Besov and Triebel-Lizorkin spaces. However, in order to study the homogeneous version of these spaces we need some modifications.

Following [17] we define the set $S_\infty$ as the set of all functions $\phi \in S$ such that for each $k \in \mathbb{N}$ there exists $g_k \in S$ so that $\phi = L^k g_k$. Note that such an $g_k$, if exists, is unique. See [17].

The topology in $S_\infty$ is generated by the following family of semi-norms
\[
P_{m, \ell, k}(\cdot) = P_{m, \ell}(g_k), \quad \forall m > 0; \ell, k \in \mathbb{N}
\]
where $\phi = L^k g_k$.

We then denote by $S'_\infty$ the set of all linear functional on $S_\infty$.

To see the relationship between the spaces of distribution $S'$ and $S'_\infty$ we define
\[
\mathcal{P}_m = \{g \in S' : L^m g = 0\}, m \in \mathbb{N}
\]
and set $\mathcal{P} = \cup_{m \in \mathbb{N}} \mathcal{P}_m$.

From Proposition 3.7 in [17], we have:

Proposition 2.7. The following identification is valid $S' / \mathcal{P} = S'_\infty$.

It was proved in [17] that with $L = -\Delta$, the Laplacian on $\mathbb{R}^n$, the distributions in $S' / \mathcal{P} = S'_\infty$ are identical with the classical tempered distributions modulo polynomial.

From Lemma 2.5, we can see that if $\varphi \in \mathcal{S}(\mathbb{R})$ with $\text{supp} \varphi \subset (0, \infty)$, then we have $K_{\varphi(t\sqrt{\ell})}(x, \cdot) \in S_\infty$ and $K_{\varphi(t\sqrt{\ell})}(\cdot, y) \in S_\infty$. Therefore, we can define
\[
\varphi(t\sqrt{\ell}) f(x) = \langle f, K_{\varphi(t\sqrt{\ell})}(x, \cdot) \rangle
\]
for all $f \in S'_\infty$.

The support condition $\text{supp} \varphi \subset (0, \infty)$ is essential so that one can define $\varphi(t\sqrt{\ell}) f$ with $f \in S'_\infty$. In general, if $\varphi \in \mathcal{S}(\mathbb{R})$, then we have $K_{\varphi(t\sqrt{\ell})}(x, \cdot) \in S$ and $K_{\varphi(t\sqrt{\ell})}(\cdot, y) \in S$. In this situation, it is able to define $\varphi(t\sqrt{\ell}) f$ with $f \in S'$, but it is not clear how to define $\varphi(t\sqrt{\ell}) f$ with $f \in S'_\infty$.
3. Besov and Triebel–Lizorkin spaces associated to operators

This section devotes to the definition of the Besov and Triebel–Lizorkin spaces associated to operators and their properties such as square function characterization, atomic decomposition, duality and interpolation.

3.1. Definitions of Besov spaces $\dot{B}_{p,q}^{\alpha,L}$ and Triebel–Lizorkin spaces $\dot{F}_{p,q}^{\alpha,L}$. In what follows, by a “partition of unity” we shall mean that a function $\psi \in \mathcal{S}(\mathbb{R})$ such that $\text{supp} \psi \subset [1/2,2]$, $\int \psi(\xi) \frac{d\xi}{\xi} \neq 0$ and

$$\sum_{j \in \mathbb{Z}} \psi_j(\lambda) = 1 \text{ on } (0, \infty)$$

where $\psi_j(\lambda) := \psi(2^{-j} \lambda)$ for each $j \in \mathbb{Z}$.

We now recall the definition of Besov and Triebel–Lizorkin spaces associated to the operator $L$ in [4, Definition 3.1] (see also [17]).

Definition 3.1. Let $\psi$ be a partition of unity. For $0 < p, q \leq \infty$ and $\alpha \in \mathbb{R}$, we define the homogeneous Besov space $\dot{B}_{p,q}^{\alpha,L}(X)$ as follows

$$\left\{ f \in \mathcal{S}_c' \mid \|f\|_{\dot{B}_{p,q}^{\alpha,L}(X)} < \infty \right\}$$

where

$$\|f\|_{\dot{B}_{p,q}^{\alpha,L}(X)} = \left\{ \sum_{j \in \mathbb{Z}} \left( 2^{j\alpha} \|\psi_j(\sqrt{L})f\|_p \right)^q \right\}^{1/q}.$$

Similarly, for $0 < p \leq \infty$, $0 < q \leq \infty$ and $\alpha \in \mathbb{R}$, the homogeneous Triebel-Lizorkin space $\dot{F}_{p,q}^{\alpha,L}(X)$ is defined by

$$\left\{ f \in \mathcal{S}_c' \mid \|f\|_{\dot{F}_{p,q}^{\alpha,L}(X)} < \infty \right\}$$

where

$$\|f\|_{\dot{F}_{p,q}^{\alpha,L}(X)} = \left\| \left\{ \sum_{j \in \mathbb{Z}} (2^{j\alpha} |\psi_j(\sqrt{L})f|)^q \right\}^{1/q} \right\|_p.$$

It was proved in [4, Proposition 3.2] (see also [17]) that Besov spaces and Triebel–Lizorkin spaces defined as above are independent of the choices of partition of identity functions. More precisely, we have:

Theorem 3.2. Let $\psi, \varphi \in C^\infty_c(\mathbb{R})$ be partitions of unity. Then we have:

(a) The spaces $\dot{B}_{p,q}^{\alpha,L}(X)$ and $\dot{B}_{p,q}^{\alpha,L}(X)$ coincide with equivalent norms for all $0 < p, q \leq \infty$ and $\alpha \in \mathbb{R}$.

(b) The spaces $\dot{F}_{p,q}^{\alpha,L}(X)$ and $\dot{F}_{p,q}^{\alpha,L}(X)$ coincide with equivalent norms for all $0 < p \leq \infty$, $0 < q \leq \infty$ and $\alpha \in \mathbb{R}$.

For this reason, we define the spaces $\dot{B}_{p,q}^{\alpha,L}(X)$ and $\dot{F}_{p,q}^{\alpha,L}(X)$ to be any spaces $\dot{B}_{p,q}^{\alpha,L}(X)$ and $\dot{B}_{p,q}^{\alpha,L}(X)$ with any partitions of unity $\psi$, respectively.

It is interesting that like the classical case, our new spaces can be characterized in terms of the square functions.

For $\alpha \in \mathbb{R}$, $\lambda, a > 0$ and $0 < q \leq \infty$ we define the Lusin function and the Littlewood–Paley function by setting

$$G_{\lambda,q}^\alpha F(x) = \left[ \int_0^\infty \int_X (t^{-\alpha}|F(y,t)|)^q \left( 1 + \frac{d(x,y)}{t} \right)^{-\lambda a} \frac{d\mu(y)dt}{tv(x,t)} \right]^{1/q}$$

and

$$S_{\alpha,q}^\alpha F(x) = \left[ \int_0^\infty \int_{d(x,y)<at} (t^{-\alpha}|F(y,t)|)^q \frac{d\mu(y)dt}{tv(x,t)} \right]^{1/q},$$

for $0 < \lambda \leq \infty$.

For $0 < q < \infty$ and $\lambda > 0$, we define the Littlewood–Paley function by

$$S_{\alpha,q}^\lambda F(x) = \left[ \int_0^\infty \int_{d(x,y)<at} (t^{-\alpha}|F(y,t)|)^q \frac{d\mu(y)dt}{tv(x,t)} \right]^{1/q},$$

for $0 \leq \lambda < \infty$. See [17] for details.
respectively.  
When either \( \alpha = 0 \) or \( a = 1 \) we will drop them in the notation of \( S^\alpha_{a,q} \) and \( G^\alpha_{a,q} \). We now have the following result regarding the estimates on the change of the angles for the function \( S^\alpha_{a,q} \). See [4, Proposition 3.11].

**Proposition 3.3.** Let \( a > 1 \), \( 0 < p, q < \infty \) and \( \alpha \in \mathbb{R} \). Then there exists a constant \( C > 0 \) so that

\[
\| S^\alpha_{a,q} F \|_p \leq C a^{\frac{\alpha}{p-q}} \| S^\alpha_q F \|_p
\]

for all \( F \).

We now recall square function characterizations for our new Triebel–Lizorkin spaces in Proposition 3.4 and Proposition 3.5 below which are taken from Proposition 3.13 and Proposition 3.14 in [4], respectively.

**Proposition 3.4.** Let \( \psi \) be a partition of unity. Then for \( 0 < p, q < \infty \), and \( \alpha \in \mathbb{R} \), we have

\[
\| f \|_{\dot{F}^\alpha_{p,q}} \sim \| G^\alpha_{\text{L},q}(\psi(t\sqrt{L}) f) \|_p \sim \| S^\alpha_q (\psi(t\sqrt{L}) f) \|_p
\]

for all \( f \in \mathcal{S}'_\infty \), provided that \( \lambda > \frac{n}{p+q} \).

For each \( m \in \mathbb{N} \) we denote by \( \mathcal{S}_m(\mathbb{R}) \) the set of all even functions \( \varphi \in \mathcal{S}(\mathbb{R}) \) such that \( \varphi(\xi) = \xi^{2m} \varphi(\xi) \) for some \( \phi \in \mathcal{S}(\mathbb{R}) \) and \( \varphi(\xi) \neq 0 \) on \((-2, -1/2) \cup (1/2, 2)\). We also have a similar square function characterization for new Triebel-Lizorkin spaces via functions in \( \mathcal{S}_m(\mathbb{R}) \).

**Proposition 3.5.** Let \( 0 < p < \infty \), \( 0 < q < \infty \), \( \alpha > 0 \), \( \lambda > 0 \) and \( \varphi \in \mathcal{S}_m(\mathbb{R}) \) with \( m > \alpha/2 \), we have

\[
\| f \|_{\dot{F}^\alpha_{p,q}} \sim \| G^\alpha_{\text{L},q}(\varphi(t\sqrt{L}) f) \|_p \sim \| S^\alpha_q (\varphi(t\sqrt{L}) f) \|_p
\]

for all \( f \in L^2(X) \) provided that \( \lambda > \frac{n}{p+q} \).

**Remark 3.6.** The condition \( \varphi(\xi) \neq 0 \) on \((-2, -1/2) \cup (1/2, 2)\) for the class \( \mathcal{S}_m(\mathbb{R}) \) in Proposition 3.5 can be replaced by \( \varphi(\xi) \neq 0 \) on \((-2a, -a/2) \cup (a/2, 2a)\) for some \( a > 0 \) due to the fact that

\[
\| G^\alpha_{\text{L},q}(\varphi(t\sqrt{L}) f) \|_p \sim \| S^\alpha_q (\varphi(t\sqrt{L}) f) \|_p \sim \| G^\alpha_{\text{L},q}(\varphi(at\sqrt{L}) f) \|_p \sim \| S^\alpha_q (\varphi(at\sqrt{L}) f) \|_p
\]

**Remark 3.7.** We recall some identifications of the Besov and Triebel–Lizorkin spaces with certain known function spaces in [4, Section 5]:

(a) \( \dot{F}^\alpha_{p,2}(X) \equiv L^p(X) \) for \( 1 < p < \infty \);

(b) \( \dot{F}^\alpha_{p,2}(X) \equiv H^p_L(X) \) for \( 0 < p \leq 1 \) where \( H^p_L(X) \) is the Hardy space associated to \( L \) as in [25, 27];

(c) \( \dot{F}^\alpha_{\infty,2}(X) \equiv BMO_L(X) \) where \( BMO_L(X) \) is the BMO space associated to \( L \) as in [15];

(d) If \( L \) satisfies two following addition conditions:

(H) There exists \( \delta \in (0, 1] \) so that

\[
| p_t(x,y) - p_t(\bar{x},\bar{y}) | \lesssim \left( \frac{d(x,\bar{x})}{\sqrt{t}} \right)^\delta_0 \frac{1}{V(x, \sqrt{t})} \exp \left( - \frac{d(x,y)^2}{ct} \right)
\]

whenever \( d(x,\bar{x}) < \sqrt{t} \);

(C) \( \int_X p_t(x,y) \, d\mu(x) = 1 \) for all \( y \in X \) and \( t > 0 \),

then \( \dot{F}^\alpha_{p,q}(X) = \dot{F}^\alpha_{p,q}(X) \) and \( \dot{B}^\alpha_{p,q}(X) = \dot{B}^\alpha_{p,q}(X) \) for \( \frac{n}{n+\delta_0} < p, q < \infty \) and \( \frac{n}{p+q} - n - \delta_0 < \alpha < \delta_0 \) where \( \dot{B}^\alpha_{p,q}(X) \) and \( \dot{F}^\alpha_{p,q}(X) \) are the Besov and Triebel–Lizorkin spaces defined as in [20, 22].
3.2. Atomic decompositions for Besov spaces $\dot{B}^{\alpha,L}_{p,q}$ and Triebel–Lizorkin spaces $\dot{F}^{\alpha,L}_{p,q}$.

In this section, we recall atomic decomposition theorems for our new Besov and Triebel–Lizorkin spaces in [4].

**Definition 3.8.** Let $0 < p \leq \infty$ and $M \in \mathbb{N}_+$. A function $a$ is said to be an $(L,M,p)$ atom if there exists a dyadic cube $Q \in \mathscr{D}$ so that

(i) $a = L^M b$;
(ii) $\text{supp } L^k b \subset 3B_Q$, $k = 0, \ldots, 2M$;
(iii) $|L^k b(x)| \leq \ell(Q)^{2(M-k)}V(Q)^{-1/p}$, $k = 0, \ldots, 2M$;

where $B_Q$ is a ball associated to $Q$ defined in Remark 2.3.

The following results on the atomic decompositions for the Besov and Triebel–Lizorkin are taken from Theorem 4.2, Theorem 4.3, Theorem 4.6 and Theorem 4.7 in [4], respectively.

**Theorem 3.9.** Let $\alpha \in \mathbb{R}$ and $0 < p, q \leq \infty$. For $M \in \mathbb{N}_+$, if $f \in \dot{B}^{\alpha,L}_{p,q}(X)$ then there exist a sequence of $(L,M,p)$ atoms $\{a_Q\}_{Q \in \mathscr{D}, \nu \in \mathbb{Z}}$ and a sequence of coefficients $\{s_Q\}_{Q \in \mathscr{D}, \nu \in \mathbb{Z}}$ so that

$$f = \sum_{\nu \in \mathbb{Z}} \sum_{Q \in \mathscr{D}} s_Q a_Q \quad \text{in } S'_\infty.$$  

Moreover,

$$\left[ \sum_{\nu \in \mathbb{Z}} 2^{\nu \alpha q} \left( \sum_{Q \in \mathscr{D}_\nu} |s_Q|^p \right)^{q/p} \right]^{1/q} \sim \|f\|_{\dot{B}^{\alpha,L}_{p,q}(X)}.$$  

Conversely, each atomic decomposition with suitable coefficients belong to the spaces $\dot{B}^{\alpha,L}_{p,q}(X)$.

**Theorem 3.10.** Let $\alpha \in \mathbb{R}$ and $0 < p, q \leq \infty$. If

$$f = \sum_{\nu \in \mathbb{Z}} \sum_{Q \in \mathscr{D}_\nu} s_Q a_Q \quad \text{in } S'_\infty$$

where $\{a_Q\}_{Q \in \mathscr{D}, \nu \in \mathbb{Z}}$ is a sequence of $(L,M,p)$ atoms and $\{s_Q\}_{Q \in \mathscr{D}_\nu, \nu \in \mathbb{Z}}$ is a sequence of coefficients satisfying

$$\left[ \sum_{\nu \in \mathbb{Z}} 2^{\nu \alpha q} \left( \sum_{Q \in \mathscr{D}_\nu} |s_Q|^p \right)^{q/p} \right]^{1/q} < \infty,$$

then $f \in \dot{B}^{\alpha,L}_{p,q}(X)$ and

$$\|f\|_{\dot{B}^{\alpha,L}_{p,q}(X)} \lesssim \left[ \sum_{\nu \in \mathbb{Z}} \left( \sum_{Q \in \mathscr{D}_\nu} |s_Q|^p \right)^{q/p} \right]^{1/q}$$

as long as $M > \frac{\alpha}{2} + \frac{1}{2} \max\{\alpha, \frac{1}{1+pq}\} - \alpha$.

The similar results also hold for the Triebel–Lizorkin spaces $\dot{F}^{\alpha,L}_{p,q}(X)$.

**Theorem 3.11.** Let $\alpha \in \mathbb{R}$, $0 < p < \infty$ and $0 < q \leq \infty$. If $f \in \dot{F}^{\alpha,L}_{p,q}(X)$ then there exist a sequence of $(L,M,p)$ atoms $\{a_Q\}_{Q \in \mathscr{D}, \nu \in \mathbb{Z}}$ and a sequence of coefficients $\{s_Q\}_{Q \in \mathscr{D}_\nu, \nu \in \mathbb{Z}}$ so that

$$f = \sum_{\nu \in \mathbb{Z}} \sum_{Q \in \mathscr{D}_\nu} s_Q a_Q \quad \text{in } S'_\infty.$$  

Moreover,

$$\left\| \left[ \sum_{\nu \in \mathbb{Z}} 2^{\nu \alpha q} \left( \sum_{Q \in \mathscr{D}_\nu} V(Q)^{-1/p}|s_Q|\chi_Q \right)^q \right]^{1/q} \right\|_p \lesssim \|f\|_{\dot{F}^{\alpha,L}_{p,q}}.$$  

**Theorem 3.12.** Let $\alpha \in \mathbb{R}$, $0 < p < \infty$ and $0 < q \leq \infty$. If

$$f = \sum_{\nu \in \mathbb{Z}} \sum_{Q \in \mathscr{D}_\nu} s_Q a_Q \quad \text{in } S'_\infty$$
where \( \{a_Q\}_{Q \in \mathcal{G}_r, \nu \in \mathbb{Z}} \) is a sequence of \((L, M, p)\) atoms and \( \{s_Q\}_{Q \in \mathcal{G}_r, \nu \in \mathbb{Z}} \) is a sequence of coefficients satisfying
\[
\left\| \sum_{\nu \in \mathbb{Z}} 2^{\nu q} \left( \sum_{Q \in \mathcal{G}_r} V(Q)^{-1/p}|s_Q| \chi_Q \right)^q \right\|^{1/q}_p < \infty,
\]
then \( f \in \dot{F}^{\alpha,L}_{p,q} \) and
\[
\|f\|_{\dot{F}^{\alpha,L}_{p,q}} \lesssim \left\| \sum_{\nu \in \mathbb{Z}} 2^{\nu q} \left( \sum_{Q \in \mathcal{G}_r} V(Q)^{-1/p}|s_Q| \chi_Q \right)^q \right\|^{1/q}_{p,w}
\]
provided \( M > \frac{n}{2} + \frac{1}{2} \max\{\alpha, \frac{n}{1/p-n} - \alpha\} \).

Remark 3.13. From the atomic decomposition results above, it is easy to see that \( \dot{B}^{\alpha,L}_{p,q}(X) \cap L^2(X) \) and \( \dot{F}^{\alpha,L}_{p,q}(X) \cap L^2(X) \) are dense in \( \dot{B}^{\alpha,L}_{p,q}(X) \) and \( \dot{F}^{\alpha,L}_{p,q}(X) \) for all \( \alpha \in \mathbb{R} \) and \( 0 < p, q < \infty \), respectively.

3.3. New atomic decompositions for Triebel–Lizorkin spaces \( \dot{F}^{\alpha,L}_{p,q} \). In order to prove the sharp estimate for the spectral multipliers on Triebel–Lizorkin spaces \( \dot{F}^{\alpha,L}_{p,q} \), the atomic decomposition results in Theorems 3.9–3.12 are not sufficient. To overcome this trouble we prove a new atomic decomposition theorem for the new Triebel-Lizorkin spaces. This kind of atomic decomposition is quite similar to the atomic decomposition of the Hardy spaces. We note that such an atomic decomposition for the classical Triebel–Lizorkin spaces was proved in [21]. We first introduce the new definition of atoms related to \( L \).

Definition 3.14. Let \( \alpha \in \mathbb{R} \), \( 0 < p \leq 1 \leq q < \infty \) and \( M \in \mathbb{N}_+ \). A function \( a \) is said to be a new \((L, M, \alpha, p, q)\) atom if there exists a ball \( B \) so that

1. \( a = L^M b; \)
2. \( \text{supp} L^k b \subset B, \) \( k = 0, \ldots, M; \)
3. \( \|L^k b\|_{\dot{F}^{\alpha,L}_{p,q}(X)} \leq r_2^{2(M-k)} |B|^\frac{1}{p} \), \( k = 0, \ldots, M. \)

In the particular case, the \((L, M, 0, p, 2)\)–atom coincide with the notions of atoms in the Hardy spaces \( \mathcal{H}^2_L \) associated to operators \( L \) for \( 0 < p \leq 1 \), which were considered in [25, 27].

Theorem 3.15. Let \( \alpha \in \mathbb{R} \) and \( 0 < p \leq 1 \leq q < \infty \). If \( f \in \dot{F}^{\alpha,L}_{p,q}(X) \cap L^2(X) \) then there exist a sequence of new \((L, M, \alpha, p, q)\) atoms \( \{a_j\}_j \) and a sequence of coefficients \( \{\lambda_j\}_j \) so that
\[
f = \sum_j \lambda_j a_j \quad \text{in } L^2(X).
\]

Moreover,
\[
\left( \sum_j |\lambda_j|^p \right)^{1/p} \lesssim \|f\|_{\dot{F}^{\alpha,L}_{p,q}}.
\]

Conversely, if \( f \in L^2(X) \) such that
\[
f = \sum_j \lambda_j a_j \quad \text{in } L^2(X)
\]
where \( \{a_j\}_j \) is a sequence of new \((L, M, \alpha, p, q)\) atoms with \( M > \frac{n}{2p} \) and \( \{\lambda_j\}_j \in \ell^p \), then \( f \in \dot{F}^{\alpha,L}_{p,q}(X) \) and
\[
\|f\|_{\dot{F}^{\alpha,L}_{p,q}} \lesssim \left( \sum_j |\lambda_j|^p \right)^{1/p}.
\]
Proof. (a) Let $\psi$ be a partition of unity and $\Phi$ be as in Lemma 2.4. Setting, $\Psi(t) = t^{2m}\Phi(t)$ with $m \in \mathbb{N}$ and $m > |\alpha|/4$. Then by the spectral theory, for each $f \in \dot{F}_{p,q}^{\alpha,L}(X) \cap L^2(X)$,

\[
(22) \quad f = c_{\Psi,\psi} \int_0^\infty (t\sqrt{L})^{2M} \Psi(t\sqrt{L})\psi(t\sqrt{L})f \frac{dt}{t}
\]

with the integral converges in $L^2(X)$ where

\[
c_{\Psi,\psi} = \left[ \int_0^\infty (s)2M \Psi(s)\psi(s) \frac{ds}{s} \right]^{-1}.
\]

For each dyadic cube $Q$ in $X$, denote by $\ell(Q)$ the sidelength of $Q$ and

\[
Q^+ = \{(x, t) : x \in Q, \ell(Q)/2 < t \leq \ell(Q)\}.
\]

As in [8], for each $k \in \mathbb{Z}$, we set

\[
O_k = \{x : (S_{c_0,q,\psi}^\alpha f(x))^p > 2^k\} = \{x : S_{c_0,q,\psi}^\alpha f(x) > 2^{k/p}\},
\]

and

\[
\mathcal{O}_k = \{Q \in \mathcal{D} : \mu(Q \cap O_k) > \mu(Q)/2 \geq \mu(Q \cap O_{k+1})\},
\]

where $c_0$ is a positive constant which will be fixed later, and

\[
S_{c_0,q,\psi}^\alpha f(x) = \left( \int \int_{d(x,y) < c_0} (t^{-\alpha}|\psi(tL)f(y)|^q \frac{d\mu(y)dt}{tV(x,t)})^{1/q} \right)
\]

and $\mathcal{D}$ is the collection of all dyadic cubes.

For each $k \in \mathbb{Z}$, denote by $\{Q_k^1\}$ the maximal dyadic cubes in $\mathcal{O}_k$. It is easy to see that for each dyadic cube in $X$ there is a unique $k \in \mathbb{Z}$ so that $Q \in \mathcal{O}_k$. Therefore, we can write

\[
f = \sum_{k,l} c_{\Psi,\psi} \sum_{Q \subset Q_k^1 \subset Q \in \mathcal{O}_k} \int \int_{Q^+} t^{2M} L^M K_{\Psi(t\sqrt{L}),(x,y)}(x,y)\psi(t\sqrt{L})f(y)d\mu(y) \frac{dt}{t}
\]

\[
= \sum_{k,l} \lambda_{k,l} a_{k,l}
\]

where $a_{k,l} = L^M b_{k,l}$,

\[
b_{k,l} = \frac{c_{\Psi,\psi}}{\lambda_{k,l}} \sum_{Q \subset Q_k^1 \subset Q \in \mathcal{O}_k} \int \int_{Q^+} t^{2M} K_{\Psi(t\sqrt{L}),(x,y)}(x,y)\psi(t\sqrt{L})f(y)d\mu(y) \frac{dt}{t}
\]

and

\[
\lambda_{k,l} = \mu(Q_k^1)^{1/q} \left( \sum_{Q \subset Q_k^1 \subset Q \in \mathcal{O}_k} (t^{-\alpha}|\psi(t\sqrt{L})f(y)|^q \frac{d\mu(y)dt}{t})^{1/q} \right)
\]

Note that for $j = 0, 1, \ldots, M$ we can write

\[
L^j b_{k,l} = \frac{c_{\Psi,\psi}}{\lambda_{k,l}} \sum_{Q \subset Q_k^1 \subset Q \in \mathcal{O}_k} \int \int_{Q^+} t^{2(M-j)} K_{(t^2L),(x,y)}(x,y)\psi(t\sqrt{L})f(y)d\mu(y) \frac{dt}{t}.
\]
Moreover, due to $y \in Q \subset Q^l_k$ and Lemma 2.4, \text{supp}L^j b_{k,l} \subset 3Q^l_k$ for all $j = 0, 1, \ldots, M$. Furthermore, for any $h \in \ell^{\alpha}(\Psi \phi \frac{dt}{t})^{\frac{1}{q'}}(X)$ supported in $3Q^l_k$ with norm $\|h\|_{\ell^{\alpha}(\Psi \phi \frac{dt}{t})^{\frac{1}{q'}}(X)} = 1$, we have

\[
\left| \int (\ell^{(l)}_k)^2 L^j b_{k,l}(x) h(x) dt \mu(x) \right| = c_{k,l} \sum_{Q \subset Q^l_k : \omega \not\subset Q} \int_{Q^l_k} (t^2 L^j \Psi \phi \frac{dt}{t}) f(y) dt \mu(y) \frac{dt}{t} h(x) dt \mu(x)
\]

\[
\leq C \ell^{(l)}_k \sum_{Q \subset Q^l_k : \omega \not\subset Q} \int_{Q^l_k} (t^2 L^j \Psi \phi \frac{dt}{t}) f(y) dt \mu(y) \frac{dt}{t} \left( \sum_{Q \subset Q^l_k : \omega \not\subset Q} \int_{Q^l_k} (t^2 L^j \Psi \phi \frac{dt}{t}) f(y) dt \mu(y) \frac{dt}{t} \right)^{\frac{1}{q'}}.
\]

Note that since $\Phi(0) = 1$, $\xi^2 \Phi(x) \neq 0$ for $\xi/2 < |x| < 2 \xi$ for some $\xi > 0$. Hence, by Proposition 3.17 and Remark 3.6, we have

\[
\left| \int_{\mathbb{R}^d} (t^2 L^j \Psi \phi \frac{dt}{t}) f(y) dt \mu(y) \right|^{\frac{1}{q'}} \lesssim \|h\|_{\ell^{\alpha}(\Psi \phi \frac{dt}{t})^{\frac{1}{q'}}(X)}.
\]

Therefore,

\[
\left| \int (\ell^{(l)}_k)^2 L^j b_{k,l}(x) h(x) dt \mu(x) \right| \leq C \ell^{(l)}_k \sum_{Q \subset Q^l_k : \omega \not\subset Q} \int_{Q^l_k} (t^{-\alpha} \Psi \phi \frac{dt}{t}) f(y) dt \mu(y) \frac{dt}{t} \left( \sum_{Q \subset Q^l_k : \omega \not\subset Q} \int_{Q^l_k} (t^{-\alpha} \Psi \phi \frac{dt}{t}) f(y) dt \mu(y) \frac{dt}{t} \right)^{\frac{1}{q'}}.
\]

\[
\leq C \ell^{(l)}_k \mu(Q^l_k)^{1/q - 1/p}.
\]

Therefore, for all $j = 0, 1, \ldots, M$, \text{we have $\|\ell^{(l)}_k \|_{F_{\alpha,q}^{\frac{1}{q'}}(X)} \leq C \ell^{(l)}_k \mu(Q^l_k)^{1/q - 1/p}$} and hence $b_{k,l}$'s are $(L, M, \alpha, p, q)$-atoms up to a normalization by a multiplicative constant.

To complete our proof, we need to check that $\sum_{k,l} \lambda^p_{k,l} \leq C \|f\|^p_{F_{\alpha,q}^{\frac{1}{q'}}(X)}$. To do this, denote by $\mathcal{M}$ the Hardy–Littlewood maximal function. For each $k$, we define

\[
O^*_{k} = \{x : \mathcal{M}(\chi_{O^*_{k}})(x) > 1/2\}.
\]

From the weak type of (1, 1) of the maximal function $\mathcal{M}$ we have $\mu(O^*_{k}) \lesssim \mu(O^*_{k})$. Moreover, from the definition of $\omega$, we have $Q \subset O^*_{k}$ as $Q \subset \omega_{k}$. Note that there exists $c_0 > 1$ so that for any $x \in Q$ and $(y, t) \in Q^+$, $d(x, y) \leq c_0 t$. For these reasons, for every $k$, we have

\[
\sum_{l} \sum_{Q \subset Q^l_k : \omega \not\subset Q} \int_{Q^l_k} (t^{-\alpha} \Psi \phi \frac{dt}{t}) f(y) dt \mu(y) \frac{dt}{t} \lesssim \sum_{l} \sum_{Q \subset Q^l_k : \omega \not\subset Q} \int_{Q^l_k} \chi_{O^*_{k} \setminus O^*_{k+1}}(x) \left( \frac{d(x, y)}{c_0 t} \right) (t^{-\alpha} \Psi \phi \frac{dt}{t}) f(y) dt \mu(y) \frac{dt}{t} \lesssim \sum_{l} \sum_{Q \subset Q^l_k : \omega \not\subset Q} \int_{Q^l_k} \chi_{O^*_{k} \setminus O^*_{k+1}}(x) \left( \frac{d(x, y)}{c_0 t} \right) (t^{-\alpha} \Psi \phi \frac{dt}{t}) f(y) dt \mu(y) \frac{dt}{t} \lesssim \int_{O^*_{k} \setminus O^*_{k+1}} S_{c_0,q} \Psi \phi \frac{dt}{t} \mu(x) \lesssim 2^{kq/p} \mu(O^*_{k}).
\]

This, along with the fact that $\mu(O^*_{k}) \lesssim \mu(O^*_{k})$, implies that

\[
\sum_{l} \sum_{Q \subset Q^l_k : \omega \not\subset Q} \int_{Q^l_k} (t^{-\alpha} \Psi \phi \frac{dt}{t}) f(y) dt \mu(y) \frac{dt}{t} \leq 2^{kq/p} \mu(O^*_{k})
\]
for every \( k \).

With this estimate on hand, applying Hölder inequality and (23), one has

\[
\begin{align*}
\sum_{k,l}^{p} \mu(Q_k) &\sum_{k,l} \left( \frac{\mu(O_k)}{\sqrt{t}} \right)^{\frac{\alpha}{q}} \left( \int_{Q_k} \left| \psi(t\sqrt{L}) f(y) \right|^q dy \right)^{\frac{1}{q}}^p \left( \int_{Q_l} \left| \psi(t\sqrt{L}) f(y) \right|^q dy \right)^{\frac{1}{q}}^p \\
&= \sum_{k} \mu(O_k) \sum_{k,l} \left( \frac{\mu(O_k)}{\sqrt{t}} \right)^{\frac{\alpha}{q}} \left( \int_{Q_k} \left| \psi(t\sqrt{L}) f(y) \right|^q dy \right)^{\frac{1}{q}}^p \\
&\leq \sum_{k} \mu(O_k) \sum_{k,l} \left( \frac{\mu(O_k)}{\sqrt{t}} \right)^{\frac{\alpha}{q}} \left( \int_{Q_k} \left| \psi(t\sqrt{L}) f(y) \right|^q dy \right)^{\frac{1}{q}}^p \\
&\leq \sum_{k} \mu(O_k) \left( \frac{\mu(O_k)}{\sqrt{t}} \right)^{\frac{\alpha}{q}} \\
&\leq C \left\| \left( \sum_{k} \left( \frac{\mu(O_k)}{\sqrt{t}} \right)^{\frac{\alpha}{q}} \right)^{\frac{1}{q}} \right\| \leq C.
\end{align*}
\]

where in the last inequality we used Propositions 3.3 and Proposition 3.4.

(b) Conversely, it suffices that prove that there exists \( C > 0 \) such that

\[
\left\| a \right\|_{F^p_{\alpha,L}(X)} \leq C
\]

for each \( (L, M, \alpha, p, q) \) atom \( a \) associated to some ball \( B \subset X \).

Let \( \Phi \) be a function as in Lemma 2.4 and \( \Psi(\xi) := |\xi|^{2M} \Phi(\xi) \) with \( m > |\alpha|/4 \) as in (a) so that \( \Psi(\xi) \neq 0 \) on \( \{ \xi : \epsilon/2 \leq |\xi| \leq 2\epsilon \} \) for some \( \epsilon > 0 \). By Proposition 3.5 and Remark 3.6, we use (24) to prove that

\[
\left\| \left( \int_{0}^{\infty} (t^{-\alpha}|\Psi(t\sqrt{L})a|)^q \frac{dt}{t} \right)^{1/q} \right\|_p \leq C.
\]

To do this, we first note that from Lemma 2.4,

\[
K_{\Psi(t\sqrt{L})}(\cdot, \cdot) \subset \{(x, y) \in X \times X : d(x, y) \leq \tau \}.
\]

We then write

\[
\left\| \left( \int_{0}^{\infty} (t^{-\alpha}|\Psi(t\sqrt{L})a|)^q \frac{dt}{t} \right)^{1/q} \right\|_p \leq \left\| \left( \int_{0}^{\infty} (t^{-\alpha}|\Psi(t\sqrt{L})a|)^q \frac{dt}{t} \right)^{1/q} \right\|_{L^p((8B)^c)} + \left\| \left( \int_{0}^{\infty} (t^{-\alpha}|\Psi(t\sqrt{L})a|)^q \frac{dt}{t} \right)^{1/q} \right\|_{L^p((8B))} =: I_1 + I_2.
\]

Using Hölder's inequality, we obtain that

\[
I_1 \leq \| a \|^p_{F^p_{\alpha,L}(X)} V(B) (1-p/q) \leq 1.
\]

For the second term \( I_2 \), assume that \( a = L^M b \). We note that for \( x \in (8B)^c \), by using Lemma 2.5, \( \Psi(t\sqrt{L})a(x) = 0 \) as \( t < d(x, x_B)/4 \) and

\[
|\Psi(t\sqrt{L})a(x)| = |L^M \Psi(t\sqrt{L})b(x)| \leq t^{-2M} \int_X K_{(t\sqrt{L})^M \Psi(x\sqrt{L})}(x, y) |b(y)| d\mu(y)
\]

\[
= \lesssim t^{-2M} \int_X K_{(t\sqrt{L})^M \Psi(x\sqrt{L})}(y, x) |b(y)| d\mu(y)
\]

\[
\lesssim t^{-2M} \| b \|_{F^p_{\alpha,L}(X)} \| K_{(t\sqrt{L})^M \Psi(x\sqrt{L})}(\cdot, x) \|_{F^p_{\alpha,L}(X)}
\]

\[
\lesssim (\frac{r_B}{t})^{2M} V(B) (1-q/p) \| K_{(t\sqrt{L})^M \Psi(x\sqrt{L})}(\cdot, x) \|_{F^p_{\alpha,L}(X)}
\]

as \( t \geq d(x, x_B)/4 \) where \( \Psi^* \) is the conjugate of \( \Psi \).

It is easy to see that \( K_{(t\sqrt{L})^M \Psi^*(x\sqrt{L})}(\cdot, x) = L^M \hat{b} \) where \( \hat{b} = t^{2M} \Psi^*(t\sqrt{L})(x, \cdot) = t^{2M} \Psi^*(t\sqrt{L})(x, \cdot) \).

Recalling Lemma 2.4 and the fact that \( t > d(x, x_B)/4 \), we have, for each \( j = 0, 1, \ldots, M \),

\[
L^j \hat{b} \subset B(x, t) \subset B(x_B, 8t)
\]
and
\[ |L^j \tilde{b}(y)| \lesssim t^{2(M-j)} V(x,t) \sim t^{2(M-j)} V(x_B,t). \]

At this stage, arguing similarly to the proof of the item (ii) in Theorem 4.1 below, we can find that
\[ \|K_{(\varphi L)^{M}}\Psi^*(\varphi \mathcal{I})(x,\cdot)\|_{\dot{F}^{\alpha,\mu}_q}(X) \lesssim t^\alpha V(Q)^{-1} \sim t^\alpha V(x_B,t)^{-1/q} \lesssim t^\alpha V(B)^{-1/q} \]
Hence,
\[ |\Psi(t\sqrt{I})a(x)| \lesssim \left( \frac{tB}{t} \right)^{2M} t^\alpha V(B)^{-1/p}. \]
Plugging this into the expression of \( I_2 \) together with the fact that \( \Psi(t\sqrt{I})a(x) = 0 \) as \( t < d(x,x_B)/4 \), we obtain
\[
I_2^p \lesssim \int_{(8B)^c} \left\{ \int_{d(x,x_B)/4}^\infty \left( \frac{tB}{t} \right)^{2qM} V(B)^{-q/p} dt \right\}^{p/q} d\mu(x) \\
\lesssim \int_{(8B)^c} \frac{1}{V(B)} \left( \frac{tB}{d(x,x_B)} \right)^{2Mp} d\mu(x) \\
\lesssim 1
\]
as long as \( M > \frac{2p}{4p} \).

This completes our proof. \( \square \)

**Remark 3.16.** In fact, in Theorem 3.15 we can prove the new atomic decomposition for \( f \in \dot{F}^{\alpha,L}_{p,q}(X) \) instead of \( \dot{F}^{\alpha,L}_{\mu}(X) \). To do this, we need the Calderón reproducing formula in [4] in the new space of distribution \( S'_{\infty} \). However, we do not pursue this problem.

### 3.4. Duality and interpolations.

The following results regarding the duality and the complex interpolation of the Triebel–Lizorkin follow directly from Proposition 3.4 and the duality and complex interpolation results for the weighted tent spaces. See [26] for the Euclidean setting and [2] for the possible extension to the spaces of homogeneous type.

**Proposition 3.17.** Let \( \alpha \in \mathbb{R} \) and \( 1 < p, q < \infty \). The dual space \( [\dot{F}^{\alpha,L}_{p,q}(X)]^\ast \) of the Triebel–Lizorkin space \( \dot{F}^{\alpha,L}_{p,q}(X) \) is \( \dot{F}^{-\alpha,L}_{p',q'}(X) \).

**Proposition 3.18.** We have
\[
(\dot{F}^{\alpha_0,L}_{p_0,q_0}(X), \dot{F}^{\alpha_1,L}_{p_1,q_1}(X))_\theta = \dot{F}^{\alpha,L}_{p,q}(X)
\]
for all \( \alpha_0, \alpha_1 \in \mathbb{R}, 0 < p_0, p_1, q_0, q_1 < \infty, \theta \in (0,1) \) and
\[
\alpha = (1-\theta)\alpha_0 + \theta\alpha_1, \quad \frac{1}{p} = \frac{1-\theta}{p_0} + \frac{\theta}{p_1}, \quad \frac{1}{q} = \frac{1-\theta}{q_0} + \frac{\theta}{q_1}
\]
where \( (\cdot, \cdot)_\theta \) stands for the complex interpolation brackets.

We now prove a real interpolation result for our new Besov and Triebel–Lizorkin spaces. We first recall the background of real interpolation method in [36, 3]. Let \( \mathcal{H} \) be a linear complex Hausdorff space. Assume that \( A_1 \) and \( A_2 \) are two complex quasi-Banach spaces such that \( A_1 \subset \mathcal{H} \) and \( A_2 \subset \mathcal{H} \). Define \( A_1 + A_2 = \{ a = a_1 + a_2 \colon a_i \in A_i, i = 1,2 \} \). For \( 0 < t < \infty \) and \( a \in A_1 + A_2 \), then the K-functional is defined by
\[
K(t,a) := K(t,a; A_1, A_2) = \inf (\|a_1\|_{A_1} + t\|a_2\|_{A_2}),
\]
where the infimum is taken over all representations of \( a \) of the form \( a = a_1 + a_2 \) with \( a_i \in A_i, i = 1,2 \).
Definition 3.19. Let $\theta \in (0, 1)$. If $0 < q \leq \infty$ then

$$(A_1, A_2)_{\theta, q} = \left\{ a \in A_1 + A_2 : \|a\|_{(A_1, A_2)_{\theta, q}} < \infty \right\},$$

where

$$\|a\|_{(A_1, A_2)_{\theta, q}} = \left( \int_0^\infty \left[ t^{-\theta} K(t, a) \right]^q \frac{dt}{t} \right)^{1/q} \quad \text{when } 0 < q < \infty,$$

and

$$\|a\|_{(A_1, A_2)_{\theta, q}} = \sup_{t > 0} t^{-\theta} K(t, a) \quad \text{when } q = \infty.$$

We now summarize some basic properties for $(A_1, A_2)_{\theta, q}$ in [36, 3].

Proposition 3.20. Let $A_1$ and $A_2$ be two complex quasi-Banach spaces. Let $\theta \in (0, 1)$ and $0 < q \leq \infty$. The following holds true:

(i) $(A_1, A_2)_{\theta, q}$ is quasi-Banach space;

(ii) Let $\mathcal{H}$ be a linear complex Hausdorff space. Assume that $B_1$ and $B_2$ are two complex quasi-Banach spaces such that $A_i \subset B_i \subset \mathcal{H}, i = 1, 2$. Then $(A_1, A_2)_{\theta, q} \subset (B_1, B_2)_{\theta, q}$.

Our main result of this section is the following theorem.

Theorem 3.21. Let $\theta \in (0, 1), s_1, s_2 \in \mathbb{R}, s_1 \neq s_2$ and $s = (1 - \theta)s_1 + \theta s_2$.

(i) If $0 < p, q_1, q_2, q \leq \infty$ then

$$\left( \dot{B}^{s_1, L}_{p, q_1}(X), \dot{B}^{s_2, L}_{p, q_2}(X) \right)_{\theta, q} = \dot{B}^{s, L}_{p, q}(X).$$

(ii) If $0 < p, q_1, q_2, q < \infty$ then

$$\left( \dot{F}^{s_1, L}_{p, q_1}(X), \dot{F}^{s_2, L}_{p, q_2}(X) \right)_{\theta, q} = \dot{B}^{s, L}_{p, q}(X).$$

Proof. Without loss of generality, we may assume that $s_1 < s_2$. We only give the proof for the case $0 < q < \infty$, the proof for $q = \infty$ can be done similarly with minor modifications and we omit the details.

Let $0 < q < \infty$. We will show that

$$\left( \dot{B}^{s_1, L}_{p, q_1}(X), \dot{B}^{s_2, L}_{p, q_2}(X) \right)_{\theta, q} \subset \dot{B}^{s, L}_{p, q}(X).$$

Suppose that $f \in \dot{B}^{s, L}_{p, q}(X)$. Then we have

$$\|f\|_{\left( \dot{B}^{s_1, L}_{p, q_1}(X), \dot{B}^{s_2, L}_{p, q_2}(X) \right)_{\theta, q}} \leq \int_0^\infty \left[ t^{-\theta} K(t, f; \dot{B}^{s_1, L}_{p, q_1}, \dot{B}^{s_2, L}_{p, q_2}) \right]^q \frac{dt}{t}$$

$$= \sum_{k \in \mathbb{Z}} \int_{2^k(s_1 - s_2)}^{2^{k+1}(s_1 - s_2)} \left[ t^{-\theta} K(t, f; \dot{B}^{s_1, L}_{p, q_1}, \dot{B}^{s_2, L}_{p, q_2}) \right]^q \frac{dt}{t}$$

$$\sim \sum_{k \in \mathbb{Z}} 2^{-\theta q k(s_1 - s_2)} \left[ K \left( 2^k(s_1 - s_2), f; \dot{B}^{s_1, L}_{p, q_1}(X), \dot{B}^{s_2, L}_{p, q_2}(X) \right) \right]^q.$$

Let $\psi$ be a partition of unity. From the definition of the Besov spaces $\dot{B}^{s, L}_{p, q}(X)$ we have, for each $k \in \mathbb{Z}$ and each decomposition $f = f_1 + f_2$ with $f_i \in \dot{B}^{s_i, L}_{p, q_i}(X), i = 1, 2$,

$$\|f_1\|_{\dot{B}^{s_1, L}_{p, q_1}} + 2^{k(s_1 - s_2)} \|f_2\|_{\dot{B}^{s_2, L}_{p, q_2}} \geq 2^{k s_1} \|\psi_k(\sqrt{L}) f_1\|_p + 2^{k(s_1 - s_2)} 2^{k s_2} \|\psi_k(\sqrt{L}) f_2\|_p$$

$$= 2^{k s_1} \|\psi_k(\sqrt{L}) f_1\|_p + 2^{k s_1} \|\psi_k(\sqrt{L}) f_2\|_p$$

$$\geq 2^{k s_1} \|\psi_k(\sqrt{L})(f_1 + f_2)\|_p = 2^{k s_1} \|\psi_k(\sqrt{L}) f\|_p$$

which implies

$$\left[ K \left( 2^k(s_1 - s_2), f; \dot{B}^{s_1, L}_{p, q_1}(X), \dot{B}^{s_2, L}_{p, q_2}(X) \right) \right]^q \geq 2^{k s_1 q} \|\psi_k(\sqrt{L}) f\|_p^q.$$
Plugging this into (31),

\[
\|f\|_{\left(\dot{B}^{s_1,l}_{p,q_1}(X), \dot{B}^{s_2,l}_{p,q_2}(X)\right)_{\theta,q}}^q \gtrsim \sum_{k \in \mathbb{Z}} 2^{-\theta q k (s_1-s_2)} 2^{ks_1 q} \|\psi_k(\sqrt{L}) f\|_p^q
\]

\[
= \sum_{k \in \mathbb{Z}} [2^{|s_1-\theta (s_1-s_2)|k} \|\psi_k(\sqrt{L}) f\|_p]^q
\]

\[
= \sum_{k \in \mathbb{Z}} [2^k \|\psi_k(\sqrt{L}) f\|_p]^q =: \|f\|_{\dot{B}^{s,l}_{p,q}(X)}^q.
\]

This proves (30).

To complete the proof, it suffices to show that

\[
\dot{B}^{s,l}_{p,q}(X) \subset \left(\dot{B}^{s_1,l}_{p,q_1}(X), \dot{B}^{s_2,l}_{p,q_2}(X)\right)_{\theta,q}.
\]

Indeed, we temporarily assume that \(q_1 \vee q_2 \leq q\). For \(f \in \dot{B}^{s,l}_{p,q}(X)\), by Theorem 3.9, there exist a sequence of \((L, M, p)\) atoms \(\{a_Q\}_{Q \in \mathcal{D}_\nu, \nu \in \mathbb{Z}}\) and a sequence of coefficients \(\{s_Q\}_{Q \in \mathcal{D}_\nu, \nu \in \mathbb{Z}}\) so that

\[
f = \sum_{\nu \in \mathbb{Z}} \sum_{Q \in \mathcal{D}_\nu} s_Q m_Q \text{ in } S'_\infty,
\]

and

\[
\left[\sum_{\nu \in \mathbb{Z}} 2^{\nu q} \left(\sum_{Q \in \mathcal{D}_\nu} \left|s_Q\right|^p\right)^{q/p}\right]^{1/q} \lesssim \|f\|_{\dot{B}^{s,l}_{p,q}}.
\]

For each \(k \in \mathbb{Z}\) we define

\[
f_{k,1} = \sum_{\nu \geq k} \sum_{Q \in \mathcal{D}_\nu} s_Q m_Q, \text{ and } f_{k,2} = \sum_{\nu < k} \sum_{Q \in \mathcal{D}_\nu} s_Q m_Q.
\]

Hence, by Theorem 3.10, we have

\[
\|f_{k,1}\|_{\dot{B}^{s_1,l}_{p,q_1}(X)} \lesssim \left[\sum_{\nu \geq k} 2^{\nu q_1} \left(\sum_{Q \in \mathcal{D}_\nu} |s_Q|^p\right)^{q_1/p}\right]^{1/q_1}
\]

and

\[
\|f_{k,2}\|_{\dot{B}^{s_2,l}_{p,q_2}(X)} \lesssim \left[\sum_{\nu < k} 2^{\nu q_2} \left(\sum_{Q \in \mathcal{D}_\nu} |s_Q|^p\right)^{q_2/p}\right]^{1/q_2}.
\]

Recalling (31), we have

\[
\|f\|_{\left(\dot{B}^{s_1,l}_{p,q_1}(X), \dot{B}^{s_2,l}_{p,q_2}(X)\right)_{\theta,q}}^q \sim \sum_{k \in \mathbb{Z}} 2^{-\theta q k (s_1-s_2)} \left[K \left(2^k (s_1-s_2), f; \dot{B}^{s_1,l}_{p,q_1}(X), \dot{B}^{s_2,l}_{p,q_2}(X)\right)\right]^q.
\]
Therefore,
\[
\sum_{k \in \mathbb{Z}} 2^{-\theta q (s_1 - s_2)} \left[ K \left( 2^{k(s_1 - s_2)}, f; \dot{B}^{s_1,L}_{p,q_1}(X), \dot{B}^{s_2,L}_{p,q_2}(X) \right) \right]^q \\
\leq \sum_{k \in \mathbb{Z}} 2^{-\theta q (s_1 - s_2)} \left[ \| f_{k,1} \|_{\dot{B}^{s_1,L}_{p,q_1}(X)} + 2^{k(s_1 - s_2)} \| f_{k,2} \|_{\dot{B}^{s_2,L}_{p,q_2}(X)} \right]^q \\
\leq \sum_{k \in \mathbb{Z}} 2^{-\theta q (s_1 - s_2)} \left[ \left( \sum_{\nu \geq k} 2^{\nu s_1 k} \left( \sum_{Q \in \mathcal{D}_\nu} |s_Q|^p \right)^{q_1/p} \right)^{1/q_1} \\
+ 2^{k(s_1 - s_2)} \left( \sum_{\nu < k} 2^{\nu s_2 q_2} \left( \sum_{Q \in \mathcal{D}_\nu} |s_Q|^p \right)^{q_2/p} \right)^{1/q_2} \right]^q \\
\leq \sum_{k \in \mathbb{Z}} \left[ \left( \sum_{\nu \geq k} 2^{\nu s_1 k} \left( \sum_{Q \in \mathcal{D}_\nu} |s_Q|^p \right)^{q_1/p} \right)^{q/q_1} \\
+ \left( \sum_{\nu < k} 2^{\nu s_2 q_2} \left( \sum_{Q \in \mathcal{D}_\nu} |s_Q|^p \right)^{q_2/p} \right)^{q/q_2} \right] =: E_1 + E_2.
\]

For the term \(E_1\), we have
\[
E_1 = \sum_{k \in \mathbb{Z}} \left[ \sum_{\nu \geq k} 2^{\nu s_1 k (\nu - k)} 2^{\nu s_1 q_1} \left( \sum_{Q \in \mathcal{D}_\nu} |s_Q|^p \right)^{q_1/p} \right]^{q/q_1}.
\]
Since \(\theta q_1(s_1 - s_2)(\nu - k) < 0\) as \(\nu > k\), by Hölder’s inequality and Fubini’s Theorem we have
\[
E_1 \lesssim \sum_{k \in \mathbb{Z}} \left[ \sum_{Q \in \mathcal{D}_\nu} |s_Q|^p \right]^{q/q_1} \lesssim \| f \|^q_{\dot{B}^{s_1,L}_{p,q}(X)}.
\]

For the same reason, we have
\[
E_2 = \sum_{k \in \mathbb{Z}} \left[ \sum_{\nu < k} 2^{\nu s_2 q_2 (k - \nu)} 2^{\nu s_2 q_2} \left( \sum_{Q \in \mathcal{D}_\nu} |s_Q|^p \right)^{q_2/p} \right]^{q/q_2} \\
\lesssim \| f \|^q_{\dot{B}^{s_2,L}_{p,q}(X)}.
\]

As a consequence,
\[
\sum_{k \in \mathbb{Z}} 2^{-\theta q (s_1 - s_2)} \left[ K \left( 2^{k(s_1 - s_2)}, f; \dot{B}^{s_1,L}_{p,q_1}(X), \dot{B}^{s_2,L}_{p,q_2}(X) \right) \right]^q \lesssim \| f \|^q_{\dot{B}^{s_1,L}_{p,q}(X)}.
\]

This, along with (35), implies (36) for the case \(q_1 \lor q_2 \leq q\).

If \(q_1 > q\) or \(q_2 > q\), from the embedding of the sequence spaces \(\ell^q \hookrightarrow \ell^{q_1 \lor q_2}\) we obtain \(\dot{B}^{s_1,L}_{p,q}(X) \subset \dot{B}^{s_1,L}_{p,q_1 \lor q_2}(X)\) and the proof of (36) tells us that
\[
(36) \quad \dot{B}^{s_1,L}_{p,q_1 \lor q_2}(X) \subset \left( \dot{B}^{s_1,L}_{p,q_1}(X), \dot{B}^{s_2,L}_{p,q_2}(X) \right)_{\theta,q}.
\]

It follows that
\[
\dot{B}^{s_1,L}_{p,q}(X) \subset \left( \dot{B}^{s_1,L}_{p,q_1}(X), \dot{B}^{s_2,L}_{p,q_2}(X) \right)_{\theta,q}
\]
since \(\dot{B}^{s_1,L}_{p,q}(X) \subset \dot{B}^{s_1,L}_{p,q_1 \lor q_2}(X)\).

This completes the proof of (i).

(ii) By Minkowski’s inequality and the embedding \(\ell^{p/q} \subset \ell^q \subset \ell^{p \lor q}\) we conclude that
\[
(37) \quad \dot{B}^{s_1,L}_{p,q/p}(X) \subset \dot{B}^{s_1,L}_{p,q}(X) \subset \dot{B}^{s_1,L}_{p,p \lor q}(X)
\]
for all \(s \in \mathbb{R}\) and \(0 < p, q < \infty\).
This, along with Proposition 3.20 and the interpolation result in (i), implies
\[ \dot{B}^{s,L}_{p,q}(X) = \left( \dot{B}^{s_1,L}_{p,q_1\wedge p}(X), \dot{B}^{s_2,L}_{p,q_2\wedge p}(X) \right)_{\theta,q} \subset \left( \dot{F}^{s_1,L}_{p,q_1}(X), \dot{F}^{s_2,L}_{p,q_2}(X) \right)_{\theta,q} \subset \left( \dot{B}^{s,L}_{p,q}(X), \dot{B}^{s,L}_{p,q}(X) \right)_{\theta,q} = \dot{B}^{s,L}_{p,q}(X). \]

This completes the proof of (ii).

4. Spectral multipliers on Besov spaces \( \dot{B}^{\alpha,L}_{p,q} \) and Triebel–Lizorkin spaces \( \dot{F}^{\alpha,L}_{p,q} \).

This section is devoted to the proofs of Theorem 1.1 and Theorem 1.2. We note that the proof of Theorem 1.2 is quite long and technical, while Theorem 1.1 follows from Theorem 1.2. Indeed, once Theorem 1.2 is proved, we can obtain Theorem 1.1 as follows.

**Proof of Theorem 1.1:** It is known that (4) is true with \( q = \infty \). See Remark 1 in [12]. So, Theorem 1.1 is a direct consequence of Theorem 1.2.

We now turn to the proof of Theorem 1.2. We first need the following result.

**Theorem 4.1.** Let \( s > \frac{n}{2} \) and let \( \alpha \in \mathbb{R} \) and \( 0 < p, q < \infty \). Assume that the condition (4) holds true. If \( F \) is a bounded Borel function which satisfies the condition (5), then
(a) the spectral multiplier \( F(\sqrt{L}) \) is bounded on \( \dot{F}^{\alpha,L}_{p,q}(X) \) provided that \( \alpha \in \mathbb{R} \), \( 0 < p < \infty \) and \( s > n\left(\frac{1}{p_1} - \frac{1}{2}\right) \); moreover,
\[ \|F(\sqrt{L})\|_{\dot{F}^{\alpha,L}_{p,q}(X) \to \dot{F}^{\alpha,L}_{p,q}(X)} \lesssim \|F\|_{L^\infty} + \sup_{t > 0} \|\eta \delta_t F\|_{W^\alpha_q}. \]
(b) the spectral multiplier \( F(\sqrt{L}) \) is bounded on \( \dot{F}^{\alpha,L}_{p,q}(X) \) provided that \( \alpha \in \mathbb{R} \), \( 0 < p, q < \infty \) and \( s > \frac{n}{1/p_1 + \frac{2}{q}} \); moreover,
\[ \|F(\sqrt{L})\|_{\dot{F}^{\alpha,L}_{p,q}(X) \to \dot{F}^{\alpha,L}_{p,q}(X)} \lesssim \|F\|_{L^\infty} + \sup_{t > 0} \|\eta \delta_t F\|_{W^\alpha_q}. \]

We note that the smoothness condition \( s > n\left(\frac{1}{p_1} - \frac{1}{2}\right) + \frac{n}{q} \) in Theorem 4.1 (b) is not as sharp as we expect, i.e. \( s > n\left(\frac{1}{p_1} - \frac{1}{2}\right) \). However, we will be able to obtain the sharp estimate for \( s \) by an interpolation argument.

Before coming to the proof of Theorem 4.1, we prove the following technical lemmas regarding the kernel estimates for spectral multipliers with compact supports.

**Lemma 4.2.** Assume that \( L \) satisfies (4). Then for any \( x, y \in X \),
\[ |K_{F(\sqrt{L})}(x, y)| \leq \frac{C}{\sqrt{V(x, R^{-1})V(y, R^{-1})}} \|\delta R F\|_{\tilde{q}} \]
for all bounded Borel function \( F \) with \( \text{supp} \subset [0, R] \).

**Proof.** We write \( F(\lambda) = e^{-\lambda^2/\tilde{q}} G(\lambda) \) and hence \( G(\lambda) = e^{-\lambda^2/\tilde{q}} F(\lambda) \). Since \( \text{supp} \subset [0, R] \), \( \text{supp} \ G \subset [0, R] \) and in addition \( \|\delta R F\|_{\tilde{q}} \approx \|\delta R G\|_{\tilde{q}} \). Besides, \( F(\sqrt{L}) = e^{-\lambda^2/\tilde{q}} G(\sqrt{\lambda}) \) which implies that
\[ K_{F(\sqrt{L})}(x, y) = \int_X p_{R^{-2}}(x, z)K_{G(\sqrt{L})}(z, y)dz. \]

Using Hölder’s inequality,
\[ |K_{F(\sqrt{L})}(x, y)| \leq \left[ \int_X |p_{R^{-2}}(x, z)|^2dz \right]^{1/2} \left[ \int_X |K_{G(\sqrt{L})}(z, y)|^2dz \right]^{1/2} \]
Proof. By the Fourier inversion formula

\[ |K_{F(\sqrt{T})}(x,y)| \lesssim \frac{\|\delta_R G\|_q}{V(x,R^{-1})^{1/2}V(y,R^{-1})^{1/2}} \]

\[ \sim \frac{\|\delta_R F\|_q}{V(x,R^{-1})^{1/2}V(y,R^{-1})^{1/2}}. \]

This completes our proof. \(\square\)

**Lemma 4.3.** Let \(R,s > 0\). Then for any \(\epsilon > 0\) there exists a constant \(C = C(s,\epsilon)\) such that

\[ |K_{F(\sqrt{T})}(x,y)| \leq C\frac{(1 + Rd(x,y))^{-s}}{\sqrt{V(x,R^{-1})V(y,R^{-1})}}\|\delta_R F\|_{W^s_{\frac{1}{1+s}}}. \]  

for any bounded Borel function \(F\) supported in \([R/4, R]\) and for all \(x, y \in X\).

Proof. By the Fourier inversion formula

\[ G(L/R^2)e^{-L/R^2} = \frac{1}{2\pi} \int_{\mathbb{R}} \exp((i\tau - 1)R^{-2}L)\hat{G}(\tau)d\tau \]

and so

\[ K_{F(\sqrt{T})}(x,y) = \frac{1}{2\pi} \int_{\mathbb{R}} \hat{G}(\tau)p_{(1-i\tau)/R^2}(x,y)d\tau \]

where \(G(\lambda) = [\delta_R F]([\sqrt{\lambda}]e^\lambda)\).

We note that from the Gaussian upper bound and the doubling condition (1) we have

\[ |p_{(1-i\tau)/R^2}(x,y)| \leq \frac{C}{V(x,R^{-1})V(y,R^{-1})} \exp\left(-\frac{R^2d(x,y)^2}{(1+\tau^2)}\right). \]

See [31]. Therefore,

\[ |K_{F(\sqrt{T})}(x,y)| \leq C\frac{(1 + Rd(x,y))^{-s}}{\sqrt{V(x,R^{-1})V(y,R^{-1})}}\int_{\mathbb{R}} \hat{G}(\tau)|(1 + |\tau|)^s d\tau \]

\[ \leq C\frac{(1 + Rd(x,y))^{-s}}{\sqrt{V(x,R^{-1})V(y,R^{-1})}}\left(\int_{\mathbb{R}} |\hat{G}(\tau)|^2(1 + |\tau|^2)^{2s+\epsilon+1/2}d\tau\right)^{1/2} \]

\[ \left(\int_{\mathbb{R}} (1 + |\tau|^2)^{-\epsilon-1/2}d\tau\right)^{1/2} \]

\[ \leq C\frac{(1 + Rd(x,y))^{-s}}{\sqrt{V(x,R^{-1})V(y,R^{-1})}}\|G\|_{W^2_{\frac{1}{2s+1/2}}} \]

Since \(\text{supp } F \subset [R/4, R], \|G\|_{W^2_{\frac{1}{2s+1/2}}} \leq C\|\delta_R F\|_{W^2_{\frac{1}{2s+1/2}}} \leq C\|\delta_R F\|_{W^q_{\frac{1}{s+1/2}}} \). Hence,

\[ |K_{F(\sqrt{T})}(x,y)| \leq C\frac{(1 + Rd(x,y))^{-s}}{\sqrt{V(x,R^{-1})V(y,R^{-1})}}\|\delta_R F\|_{W^q_{\frac{1}{s+1/2}}} \]

Interpolating (42) and (40), we obtain (41) as desired.

This completes our proof. \(\square\)

We now recall an estimate in [12, Lemma 4.3].

**Lemma 4.4.** Let \(R,s > 0\). Then for any \(\epsilon > 0\) there exists a constant \(C = C(s,\epsilon)\) such that

\[ \left[ \int_X |K_{F(\sqrt{T})}(x,y)|^2(1 + Rd(x,y))^{2s}d\mu(y) \right]^{1/2} \leq \frac{C}{V(x,R^{-1})^{1/2}}\|\delta_R F\|_{W^q_{\frac{1}{s+1}}} \]

for any bounded Borel function \(F\) supported in \([R/4, R]\) and for all \(x, y \in X\).
We now prove Theorem 4.1

Proof of (i) of Theorem 4.1: Suppose that $\psi$ is a partition of unity. Let $\varphi \in \mathbb{R}$ such that $\operatorname{supp} \varphi \subset [1/4, 4]$ and $\varphi = 1$ on $[1/2, 2]$. Then for each $t > 0$, $x \in X$ and $f \in F^{\alpha, L}_{p, \varphi}(X) \cap L^2(X)$ with $p \geq 2$, we have

$$
t^{-\alpha}|\psi(t\sqrt{L})F(\sqrt{L})f(x)| = t^{-\alpha}|\varphi(t\sqrt{L})\psi(t\sqrt{L})F(\sqrt{L})f(x)| = t^{-\alpha}|\varphi(t\sqrt{L})F(\sqrt{L})[\psi(t\sqrt{L})f](x)| = \left| \int_X t^{-\alpha}K_{\varphi(t\sqrt{L})F(\sqrt{L})}(x, y)\psi(t\sqrt{L})f(y)d\mu(y) \right|
$$

$$
\leq \left[ \int_X |K_{\varphi(t\sqrt{L})F(\sqrt{L})}(x, y)|^2\left( 1 + \frac{d(x, y)}{t} \right)^{2\epsilon'}d\mu(y) \right]^{1/2}
\times \left[ \int_X \left( 1 + \frac{d(x, y)}{t} \right)^{-2s'}(t^{-\alpha}|\psi(t\sqrt{L})f(y)|^2dy \right]^{1/2}
$$

where $s > s' > \frac{q}{2}$.

Applying Lemma 4.4,

$$
\left[ \int_X |K_{\varphi(t\sqrt{L})F(\sqrt{L})}(x, y)|^2\left( 1 + \frac{d(x, y)}{t} \right)^{2\epsilon'}d\mu(y) \right]^{1/2} \lesssim \frac{1}{V(x, t)^{\frac{q}{2}}}\|\varphi\delta_{t^{-1}} F\|_{W^q}
\lesssim \frac{1}{V(x, t)^{\frac{q}{2}}}
$$

As a consequence,

$$
t^{-\alpha}|\psi(t\sqrt{L})F(\sqrt{L})f(x)| \lesssim \left[ \int_X \left( 1 + \frac{d(x, y)}{t} \right)^{-2s'}(t^{-\alpha}|\psi(t\sqrt{L})f(y)|^2dy \right]^{1/2}.
$$

It follows

$$
\left( \int_{0}^{\infty} (t^{-\alpha}|\psi(t\sqrt{L})F(\sqrt{L})f(x)|^2dt \right)^{1/2} \lesssim G_{\epsilon', 2}(\psi(t\sqrt{L})f)(x).
$$

Therefore, by Proposition 3.4 we have

$$
\|F(\sqrt{L})f\|_{F^{\alpha, L}_{p, \varphi}(X)} \sim \left\| \left( \int_{0}^{\infty} |\psi(t\sqrt{L})F(\sqrt{L})f|^2\frac{dt}{t} \right)^{1/2} \right\|_p
\lesssim \left\| G_{\epsilon', 2}(\psi(t\sqrt{L})f) \right\|_p \sim \|f\|_{F^{\alpha, L}_{p, \varphi}(X)}.
$$

This implies that $F(\sqrt{L})$ is bounded on $F^{\alpha, L}_{p, \varphi}(X)$ for all $\alpha \in \mathbb{R}$ and $p \geq 2$. By the duality result in Proposition 3.17, $F(\sqrt{L})$ is bounded on $F^{\alpha, L}_{p, \varphi}(X)$ for all $\alpha \in \mathbb{R}$ and $1 < p < \infty$.

It remains to prove that $F(\sqrt{L})$ is bounded on $F^{\alpha, L}_{p, \varphi}(X)$ for all $\alpha \in \mathbb{R}$, $0 < p \leq 1$ and $s > n\left(\frac{1}{p} - \frac{1}{2}\right)$. From Theorem 3.15, it suffices to prove that there exists $C > 0$ so that

$$
\|F(\sqrt{L})a\|_{F^{\alpha, L}_{p, \varphi}(X)} \leq C
$$

for each $(L, M, \alpha, p, q)$ atom associated to some ball $B \subset X$.

Let $\Phi$ be a function as in Lemma 2.4. As in the proof of (24), there exists $\epsilon > 0$ such that $\varphi(\xi) := |\xi|^{2m} \Phi(\xi) \neq 0$ on $\{\xi : \epsilon/2 \leq |\xi| \leq 2\}$ for $m > \alpha/2$. By Proposition 3.5 and Remark 3.6, it suffices to prove that

$$
\left\| \left( \int_{0}^{\infty} (t^{-\alpha}|\psi(\epsilon t\sqrt{L})\varphi(t\sqrt{L})F(\sqrt{L})a|^2\frac{dt}{t} \right)^{1/2} \right\|_p \leq C
$$

for each $(L, M, \alpha, p, 2)$ atom $a$ associated to some ball $B \subset X$.

We note, by using Lemma 2.4, that

$$
K_{\varphi(t\sqrt{L})}(\cdot, \cdot) \subset \{(x, y) \in X \times X : d(x, y) \leq t\}.
$$
To do this, we write
\[
\left\| \left( \int_0^\infty (t^{-\alpha} |\psi(t\sqrt{\ell} a)|^2 \frac{dt}{t}) \right)^{1/2} \right\|_p
\]
\[
\lesssim \left\| \left( \int_{r_B}^\infty (t^{-\alpha} |\psi(t\sqrt{\ell} a)|^2 \frac{dt}{t}) \right)^{1/2} \right\|_p + \left\| \left( \int_{r_B}^\infty (t^{-\alpha} |\psi(t\sqrt{\ell} a)|^2 \frac{dt}{t}) \right)^{1/2} \right\|_p =: E_1 + E_2.
\]

Let us take care of \( E_1 \) first. Observe that
\[
E_{1j}^p = \sum_{j \geq 0} \left\| \left( \int_{r_B}^\infty (t^{-\alpha} |\psi(t\sqrt{\ell} a)|^2 \frac{dt}{t}) \right)^{1/2} \right\|_{p} \leq \sum_{j \geq 0} E_{1j}.
\]

For \( j = 0, 1, 2, 3 \), by Hölder’s inequality we have
\[
E_{1j} \lesssim \left\| \left( \int_{r_B}^\infty (t^{-\alpha} |\psi(t\sqrt{\ell} a)|^2 \frac{dt}{t}) \right)^{1/2} \right\|_p V(2^j B)^{1 - \frac{p}{2}}
\]
\[
\lesssim \left( \int_{r_B}^\infty (t^{-\alpha} |\psi(t\sqrt{\ell} a)|^2 \frac{dt}{t}) \right)^{p/2} V(B)^{1 - \frac{p}{2}}
\]
\[
\sim |a|_{F_3^p L(B)}^{p} V(B)^{1 - \frac{p}{2}}
\]
\[
\lesssim 1.
\]

For \( j > 3 \) we have
\[
E_{1j} \leq \int_{S_j(B)} \int_{r_B}^\infty \left( \int_X |K_{\psi(t\sqrt{\ell} a)}| \frac{dt}{t} \right)^{p/2} d\mu(x).
\]

Due to (46), \( \text{supp } \psi(t\sqrt{\ell} a) \subset 2B \) as \( t < r_B \). Hence,
\[
E_{1j} \leq \int_{S_j(B)} \int_{r_B}^\infty \left( \int_{2B} |K_{\psi(t\sqrt{\ell} a)}| \frac{dt}{t} \right)^{p/2} d\mu(x)
\]
\[
\leq \int_{S_j(B)} \int_{r_B}^\infty \left( \int_{2B} |K_{\psi(t\sqrt{\ell} a)}| \frac{dt}{t} \right)^{p/2} V(2^j B)^{1 - \frac{p}{2}}
\]
where in the last inequality we used Hölder’s inequality.

From Lemma 4.4 we have, for each \( y \in 2B \),
\[
\left[ \int_{S_j(B)} |K_{\psi(t\sqrt{\ell} a)}|^2 \frac{dt}{t} \right]^{1/2} \lesssim \left( \frac{t}{2^j r_B} \right)^{s'} \left[ \int_{S_j(B)} |K_{\psi(t\sqrt{\ell} a)}|^2 \left( 1 + \frac{d(x, y)}{t} \right)^{2s'} d\mu(x) \right]^{1/2} \lesssim \left( \frac{t}{2^j r_B} \right)^{s'} V(y, t)^{s} \| \psi \delta_t F \|_{W_2^s}^{s'}.
\]
for \( s > s' > n \left( \frac{1}{p} - \frac{1}{2} \right) \).
From the doubling conditions (1)-(3),
\[
\frac{1}{V(y, t)^{\frac{1}{2}}} \lesssim \left(\frac{2^{j} r_B}{t}\right)^{\frac{s}{2}} \frac{1}{V(y, 2^j r_B)^{\frac{1}{2}}} \lesssim \left(\frac{2^{j} r_B}{t}\right)^{\frac{s}{2}} \frac{1}{V(2^j B)^{\frac{1}{2}}}.
\]

Therefore,
\[
(49) \quad \left[ \int_{S_{j}(B)} |K_{\varphi(t\sqrt{L})F(\sqrt{L})}(x, y)|^2 d\mu(x) \right]^{1/2} \lesssim \left(\frac{t}{2^{j} r_B}\right)^{s-\frac{n}{2}} \frac{1}{V(2^j B)^{\frac{1}{2}}}.
\]

We now apply Minkowski’s inequality for (48) and use (49) to obtain
\[
E_{1j} \lesssim \left\{ \int_{0}^{r_B} \left[ \int_{2B} \left( \int_{S_{j}(B)} |K_{\psi(\sqrt{L})F(\sqrt{L})}(x, y)|^2 d\mu(x) \right)^{1/2} |\varphi(t\sqrt{L})a(y)| d\mu(y) \right]^{2 \frac{dt}{t^{1+2\alpha}}} \right\}^{p/2} V(2^j B)^{1-\frac{n}{2}}
\]
\[
\lesssim \left\{ \int_{0}^{r_B} \left( \frac{t}{2^{j} r_B} \right)^{2s-n} \frac{1}{V(2^j B)} \left[ \int_{2B} |\varphi(t\sqrt{L})a(y)| d\mu(y) \right]^{2 \frac{dt}{t^{1+2\alpha}}} \right\}^{p/2} V(2^j B)^{1-\frac{n}{2}}.
\]

Using Hölder’s inequality,
\[
E_{1j} \lesssim \left\{ \int_{0}^{r_B} \left( \frac{t}{2^{j} r_B} \right)^{2s-n} \frac{V(2^j B)}{V(2^j B)} \left[ \int_{2B} |\varphi(t\sqrt{L})a(y)| d\mu(y) \right]^{2 \frac{dt}{t^{1+2\alpha}}} \right\}^{p/2} V(2^j B)^{1-\frac{n}{2}}
\]
\[
\lesssim 2^{-jp(s'-\frac{n}{2})} \left\{ \int_{0}^{r_B} \int_{2B} |\varphi(t\sqrt{L})a(y)|^2 d\mu(y) \frac{dt}{t^{1+2\alpha}} \right\}^{p/2} V(2^j B)^{1-p} V(B)^{p/2}
\]
\[
\lesssim 2^{-jp(s'-\frac{n}{2})} V(2^j B)^{1-p} V(B)^{p/2}
\]
\[
\lesssim 2^{-jp(s'-\frac{n}{2})} V(2^j B)^{1-p} V(B)^{p/2}.
\]

This, along with the doubling condition (2), implies
\[
E_{1j} \lesssim 2^{-jp(s'-\frac{n}{2})+jn(1-p)} = 2^{-jp\left[s'-n\left(\frac{1}{p} - \frac{1}{2}\right)\right]}.
\]

As a consequence,
\[
E_{1}^p = \sum_{j \geq 0} E_{1j} \lesssim 1
\]
as long as \(s' > n\left(\frac{1}{p} - \frac{1}{2}\right)\).

We now estimate the term \(E_2\). Similarly to \(E_1\), we write
\[
E_{2}^p = \sum_{j \geq 0} \left\| \left( \int_{2B} \left( \int_{0}^{r_B} \left( \int_{x}^{\infty} (r^{-\alpha} \psi(\sqrt{L})\varphi(t\sqrt{L})F(\sqrt{L})a(y))^2 \frac{dt}{t} \right)^{1\slash 2} \right)^{p} \right\|_{L^p(S_{j}(B))} =: \sum_{j} E_{2j}.
\]

Arguing similarly to the terms \(E_{2j}\), for \(j = 0, 1, 2, 3\), we have
\[
E_{2j} \lesssim 1.
\]

For \(j > 3\) we have
\[
E_{2j} \leq \int_{S_{j}(B)} \left[ \int_{0}^{r_B} \left( \int_{B(x, 2t)} \left| K_{\psi(\sqrt{L})F(\sqrt{L})}(x, y) \right| \left| \varphi(t\sqrt{L})a(y) \right| d\mu(y) \right)^{2} \frac{dt}{t^{1+2\alpha}} \right]^{p/2} d\mu(x).
\]

Due to (46), \(\operatorname{supp} L^M \varphi(t\sqrt{L})b \subset B(x_B, 2t)\) as \(t \geq r_B\) where \(a = L^M b\). Hence,
\[
(50) \quad E_{2j} \leq \int_{S_{j}(B)} \left[ \int_{B(x, 2t)} \left| K_{\psi(\sqrt{L})F(\sqrt{L})}(x, y) \right| \left| L^M \varphi(t\sqrt{L})b(y) \right| d\mu(y) \right]^{2} \frac{dt}{t^{1+2\alpha}} \right]^{p/2} d\mu(x)
\]
\[
\leq \left[ \int_{S_{j}(B)} \int_{B(x, 2t)} \left| K_{\psi(\sqrt{L})F(\sqrt{L})}(x, y) \right| \left| L^M \varphi(t\sqrt{L})b(y) \right| d\mu(y) \right]^{2} \frac{dt}{t^{1+2\alpha}} d\mu(x) \right]^{p/2} V(2^j B)^{1-\frac{n}{2}}.
\]

where in the last inequality we used Hölder’s inequality.

Using the argument as above, we obtain
\[
E_{2j} \lesssim \left\{ \int_{r_B}^{\infty} \left( \frac{t}{2^{j} r_B} \right)^{2s-n} \frac{1}{V(2^j B)} \left[ \int_{B(x, 2t)} \left| (t^2 L)^M \varphi(t\sqrt{L})b(y) \right| d\mu(y) \right]^{2} \frac{dt}{t^{1+2\alpha+4M}} d\mu(x) \right\}^{p/2} V(2^j B)^{1-\frac{n}{2}}.
\]
By Hölder’s inequality,
\[
E_{2j} \lesssim \left\{ \int_{x_B}^\infty \left( \frac{t}{2^{s_j}} \right)^{2s_j-n} V(x_B,2t) \int_{B(x_B,2t)} \left| (t^L)^M \varphi(t\sqrt{L})b(y) \right|^2 d\mu(y) \frac{dt}{t^{1+2\alpha+4M}} d\mu(x) \right\}^{p/2} V(2^j B)^{1-\frac{p}{2}}.
\]
Taking \( M > \frac{n}{2}(2s' - n) + n \), we have
\[
E_{2j} \lesssim 2^{-jp(s'-\frac{n}{2})} 2^{2MP} \left\{ \int_{0}^T \int_{B(x_B,2t)} \left| \varphi(t\sqrt{L})a(y) \right|^2 d\mu(y) \frac{dt}{t^{1+2\alpha}} d\mu(x) \right\}^{p/2} V(2^j B)^{1-pV(B)^{p/2}}
\]
\[
\sim 2^{-jp(s'-\frac{n}{2})} 2^{2MP} \| \varphi \|_{F_{p,q}^\infty(X)}^p V(2^j B)^{1-pV(B)^{p/2}}
\]
\[
\lesssim 2^{-jp(s'-\frac{n}{2})} V(2^j B)^{1-pV(B)^{p-1}}
\]
\[
\lesssim 2^{-jp(s'-\frac{n}{2})+jn(1-p)} = 2^{-jp\left(s'-n\left(\frac{1}{p} - \frac{1}{2}\right)\right)}
\]

It follows that
\[
E'_2 = \sum_{j=0}^\infty E_{2j} \lesssim 1
\]
as long as \( s' > n\left(\frac{1}{p} - \frac{1}{2}\right) \).

The estimates of \( E_1 \), \( E_2 \) and (47) imply that (45) as desired. This completes the proof of the item (i) in Theorem 4.1.

\[ \square \]

The proof of the item (ii) in Theorem 4.1 relies on the following lemma:

**Lemma 4.5.** Let \( \psi \) be a partition of unity and let \( a_Q \) be an \((L,M,p)\) atom with some \( Q \in \mathcal{D}_p \). Then for any \( t > 0 \) and \( N > 0 \) we have:

\[
|\psi(t\sqrt{L})F(\sqrt{L})a_Q(x)| \lesssim \left( \frac{t}{2^{-\nu}} \right)^{2M-n} V(Q)^{-1/p} \left( 1 + \frac{d(x,x_Q)}{2^{-\nu}\sqrt{t}} \right)^{-s'+\frac{n}{p}}
\]

for any \( s > s' > \frac{n}{1+2\alpha} + \frac{\hat{n}}{2} \).

**Proof.** Note that from (41) and (3), we have,

\[
|K_{\psi(t\sqrt{L})F(\sqrt{L})}(x,y)| \lesssim \frac{1}{V(x \vee y,t)} \left( 1 + \frac{d(x,y)}{t} \right)^{-s'+\frac{n}{2}} \| \psi_{\delta_{t-1}} F \|_{W^{\frac{n}{p}}}^2
\]

(52)

for all \( t > 0 \) and all \( x, y \in X \) where \( s' \in (0,s) \) such that \( s' > \frac{n}{2} + \frac{n}{1+2\alpha} \).

We now consider two cases: \( t \leq 2^{-\nu} \) and \( t > 2^{-\nu} \).

**Case 1:** \( t \leq 2^{-\nu} \). Observe that

\[
\psi(t\sqrt{L})F(\sqrt{L})a_Q = t^{2M} \psi_M(t\sqrt{L})F(\sqrt{L})(L^M a_Q)
\]

where \( \psi_M(\lambda) = \lambda^{-2M} \psi(\lambda) \).

This, along with (52) and the definition of the atoms, yields

\[
|\psi(t\sqrt{L})a_Q(x)| \lesssim \int_{3B_Q} \left( \frac{t^{2M}}{V(y,t)} \right)^{-N} |L^M a_Q(y)| d\mu(y)
\]

\[
\lesssim \left( \frac{t}{2^{-\nu}} \right)^{2M} \left( 1 + \frac{d(y)}{t} \right)^{-s'+\frac{n}{2}} 2^{-N} |L^M a_Q(y)| d\mu(y).
\]

Note that, for \( t \leq 2^{-\nu} \) and \( y \in 3B_Q \), we have

\[
\left( 1 + \frac{d(y)}{t} \right)^{-s'+\frac{n}{2}} \lesssim \left( 1 + \frac{d(x,y)}{2^{-\nu}} \right)^{-s'+\frac{n}{2}} \sim \left( 1 + \frac{d(x,x_Q)}{2^{-\nu}} \right)^{-s'+\frac{n}{2}}.
\]
Therefore,
\[
|\psi(t\sqrt{L})F(\sqrt{L})a_Q(x)| \lesssim \left( \frac{t}{2-\nu} \right)^{2M} V(Q)^{-1/p}(1 + \frac{d(x,x_Q)}{t})^{-s'+\frac{\nu}{2}} V(3B_Q) V(y,t)
\]
\[
\lesssim \left( \frac{t}{2-\nu} \right)^{2M-n} V(Q)^{-1/p}(1 + \frac{d(x,x_Q)}{t})^{-s'+\frac{\nu}{2}}
\]
where in the last inequality we use (2). This leads us to (51).

**Case 2:** $t > 2^{-\nu}$. We first write $a_Q = L^M b_Q$. Hence,
\[
\psi(t\sqrt{L})F(\sqrt{L})a_Q = t^{-2M} \tilde{\psi}_M(t\sqrt{L})F(\sqrt{L})b_Q
\]
where $\tilde{\psi}_M(\lambda) = \lambda^{2M} \psi(\lambda)$.

This, along with Lemma 2.5, implies
\[
|\psi(t\sqrt{L})F(\sqrt{L})a_Q(x)| \lesssim \int_{3B_Q} \frac{1}{V(y,t)} \left( 1 + \frac{d(x,y)}{t} \right)^{-s'+\frac{\nu}{2}} |b_Q(y)|d\mu(y)
\]
\[
\lesssim \left( \frac{2^{-\nu}}{t} \right)^{2M} V(Q)^{-1/p} \int_{3B_Q} \frac{1}{V(y,t)} \left( 1 + \frac{d(x,y)}{t} \right)^{-s'+\frac{\nu}{2}} d\mu(y).
\]
Note that for $y \in 3B_Q$ and $t \geq 2^{-\nu} \sim \ell(Q)$ we have
\[
\left( 1 + \frac{d(x,y)}{t} \right)^{-s'+\frac{\nu}{2}} \sim \left( 1 + \frac{d(x,x_Q)}{t} \right)^{-s'+\frac{\nu}{2}}.
\]
Hence, the above inequality simplifies into
\[
|\psi(t\sqrt{L})F(\sqrt{L})a_Q(x)| \lesssim \left( \frac{2^{-\nu}}{t} \right)^{2M} V(Q)^{-1/p} \left( 1 + \frac{d(x,x_Q)}{t} \right)^{-s'+\frac{\nu}{2}} V(3B_Q) V(y,t)
\]
\[
\lesssim \left( \frac{2^{-\nu}}{t} \right)^{2M} V(Q)^{-1/p} \left( 1 + \frac{d(x,x_Q)}{t} \right)^{-s'+\frac{\nu}{2}}.
\]
The desired estimate (51) then follows. \[\square\]

The following lemma is taken from [4].

**Lemma 4.6.** Let $N > n$ and $\eta, \nu \in \mathbb{Z}$, $\nu \geq \eta$. Assume that \{\(f_Q\)\}_{Q \in \mathcal{I}} is a sequence of functions satisfying
\[
|f_Q(x)| \lesssim \left( 1 + \frac{d(x,x_Q)}{2-\eta} \right)^{-N}.
\]
Then for $\frac{\eta}{N} < r \leq 1$ and a sequence of numbers \{\(s_Q\)\}_{Q \in \mathcal{I}}r, we have
\[
\sum_{Q \in \mathcal{I}} |s_Q| |f_Q(x)| \lesssim 2^{n(\nu-\eta)/r} |\mathcal{M}_r \left( \sum_{Q \in \mathcal{I}} |s_Q| \chi_Q \right)(x)|.
\]

We now give the proof for the item (ii) in Theorem 4.1.

**Proof of (ii) of Theorem 4.1:** Fix $s'$ such that $s > s' > \frac{\eta}{r \nu \nu_q} + \frac{\eta}{2}$.

Let $f \in \mathcal{F}_{p,q}^{\alpha,L}(X) \cap L^2(X)$. By Theorem 3.11, there exist a sequence of \(L, M, p\) atoms \{\(a_Q\)\}_{Q \in \mathcal{I}, \nu \in \mathbb{Z}} and a sequence of coefficients \{\(s_Q\)\}_{Q \in \mathcal{I}, \nu \in \mathbb{Z}} so that
\[
f = \sum_{\nu \in \mathbb{Z}} \sum_{Q \in \mathcal{I}} s_Q a_Q \text{ in } L^2(X)
\]
and
\[
\left\| \sum_{\nu \in \mathbb{Z}} 2^{\nu q} \left( \sum_{Q \in \mathcal{I}} V(Q)^{-1/p} |s_Q| \chi_Q \right)^{q} \right\|_{p} \lesssim \|f\|_{\mathcal{F}_{p,q}^{\alpha,L}}.
\]
As a consequence, we have
\[ F(\sqrt{L})f = \sum_{\nu \in \mathbb{Z}} \sum_{Q \in \mathcal{D}_\nu} s_Q F(\sqrt{L}) a_Q. \]
This, in combination with Lemmas 4.6 and (4.5), implies
\[
2^{jn} |\psi_j(\sqrt{L}) F(\sqrt{L}) f| \lesssim \sum_{\nu \leq j} 2^{-(\nu-j)(2M-n/r-\alpha)} \mathcal{M}_r \left( \sum_{Q \in \mathcal{D}_\nu} 2^{nu} |s_Q| V(Q)^{-1/p} \chi_Q \right) + \sum_{\nu \leq j} 2^{-(2M-\alpha)(j-\nu)} \mathcal{M}_r \left( \sum_{Q \in \mathcal{D}_\nu} 2^{nu} |s_Q| V(Q)^{-1/p} \chi_Q \right)
\]
where \( \frac{n}{r} < r < \min\{1, p, q\} \).

It follows that
\[
\|F(\sqrt{L})f\|_{\dot{F}^{p,\alpha}_q(X)} \sim \left\| \left[ \sum_{j \in \mathbb{Z}} \left( 2^{jn} |\psi_j(\sqrt{L}) F(\sqrt{L}) f| \right)^q \right]^{1/q} \right\|_p
\]
\[
\lesssim \left\| \left\{ \sum_{j \in \mathbb{Z}} \left[ \sum_{\nu \geq j} 2^{-(\nu-j)(2M-n/r-\alpha)} \mathcal{M}_r \left( \sum_{Q \in \mathcal{D}_\nu} 2^{nu} |s_Q| V(Q)^{-1/p} \chi_Q \right) \right] q^{1/q} \right\|_p
\]
\[
+ \left\| \left\{ \sum_{j \in \mathbb{Z}} \left[ \sum_{\nu \leq j} 2^{-(2M-\alpha)(j-\nu)} \mathcal{M}_r \left( \sum_{Q \in \mathcal{D}_\nu} 2^{nu} |s_Q| V(Q)^{-1/p} \chi_Q \right) \right] q^{1/q} \right\|_p.
\]
If \( 1 \leq q < \infty \), then applying Young’s inequality we have
\[
\|F(\sqrt{L})f\|_{\dot{F}^{p,\alpha}_q(X)} := \left\| \left[ \sum_{j \in \mathbb{Z}} (2^{jn} |\psi_j(\sqrt{L}) F(\sqrt{L}) f|)^q \right]^{1/q} \right\|_p
\]
\[
\lesssim \left\{ \sum_{\nu \in \mathbb{Z}} \mathcal{M}_r \left( \sum_{Q \in \mathcal{D}_\nu} 2^{nu} |s_Q| V(Q)^{-1/p} \chi_Q \right)^q \right\}^{1/q}_p
\]
\[
\lesssim \left\{ \sum_{\nu \in \mathbb{Z}} \left( \sum_{Q \in \mathcal{D}_\nu} 2^{nu} |s_Q| V(Q)^{-1/p} \chi_Q \right)^q \right\}^{1/q}_p
\]
\[
\lesssim \|f\|_{\dot{F}^{p,\alpha}_q(X)}
\]
where in the second inequality we used Fefferman-Stein’s inequality and in the last inequality we used (53).

If \( q \in (0, 1) \), using the inequality
\[
\left( \sum_j |a_j|^q \right)^{1/q} \lesssim \sum_j |a_j|^q
\]
for (54), we obtain
\[
\|F(\sqrt{L})f\|_{\dot{F}^{p,\alpha}_q(X)} \sim \left\| \left[ \sum_{j \in \mathbb{Z}} (2^{jn} |\psi_j(\sqrt{L}) F(\sqrt{L}) f|)^q \right]^{1/q} \right\|_p
\]
\[
\lesssim \left\{ \sum_{j \in \mathbb{Z}} \sum_{\nu \geq j} 2^{-q(\nu-j)(2M-n/r-\alpha)} \mathcal{M}_r \left( \sum_{Q \in \mathcal{D}_\nu} 2^{nu} |s_Q| V(Q)^{-1/p} \chi_Q \right)^q \right\}^{1/q}_p
\]
\[
+ \left\{ \sum_{j \in \mathbb{Z}} \sum_{\nu \leq j} 2^{-q(j-\nu)(2M-\alpha)} \mathcal{M}_r \left( \sum_{Q \in \mathcal{D}_\nu} 2^{nu} |s_Q| V(Q)^{-1/p} \chi_Q \right)^q \right\}^{1/q}_p.
\]
Therefore,
\[
\|F(\sqrt{L})f\|_{\dot{F}^{p,\alpha}_q(X)} \lesssim \left\{ \sum_{\nu \in \mathbb{Z}} \mathcal{M}_r \left( \sum_{Q \in \mathcal{D}_\nu} 2^{nu} |s_Q| V(Q)^{-1/p} \chi_Q \right)^q \right\}^{1/q}_p.
\]
At this stage, arguing similarly to the case $1 \leq q < \infty$, we obtain

$$\|F(\sqrt{L})f\|_{\dot{F}^{\alpha,L}_{p,q}(X)} \lesssim \|f\|_{\dot{F}^{\alpha,L}_{p,q}(X)}.$$  

This completes our proof. \hfill \Box

We are ready to give the proof for Theorem 1.2.

**Proof of Theorem 1.2:** We note that the condition $s > \frac{1}{q}$ guarantees that $\|F\|_{L^\infty} \lesssim \|F\|_{W^{s}_{q}}$. As a consequence,

$$\|F\|_{L^\infty} + \sup_{t > 0} \|\eta \delta t F\|_{W^{s}_{q}} \lesssim F(0) + \sup_{t > 0} \|\eta \delta t F\|_{W^{s}_{q}}.$$  

Moreover, by using the trick as in the proof of Theorem 5.4 in [29] without loss of generality we may assume that $\dot{L}$ is injective which implies $F(0) = 0$. For this reason, the right hand sides in (38) and (39) becomes $\sup_{t > 0} \|\eta \delta t F\|_{W^{s}_{q}}$.

Keeping this in mind, we first prove that $F(\sqrt{L})$ is bounded on $\dot{F}^{\alpha,L}_{p,q}(X)$ for all $1 < p, q < \infty$ and $\alpha \in \mathbb{R}$ provided that $s > \frac{n}{2}$ and its operator norm is bounded by a multiple of $\sup_{t > 0} \|\eta \delta t F\|_{W^{s}_{q}}$.

![Figure 1](image)

Fix $\frac{2n}{p_0 q} < p_0 < 1$ so that $s > n\left(\frac{1}{p_0} - \frac{1}{q}\right)$. Then by (i) of Theorem 4.1, for $s > \frac{n}{2}$, $F(\sqrt{L})$ is bounded on $\dot{F}^{\alpha,L}_{p,q}(X)$ for all $\alpha \in \mathbb{R}$ and $p_0 \leq p < \infty$ which is corresponding to $\alpha \in \mathbb{R}$ and $(p, q)$ on the interval $AC$ excluding two endpoints. See Figure 1. Hence, by the real interpolation result in Theorem 3.21, $F(\sqrt{L})$ is bounded on $\dot{B}^{\alpha,L}_{p,q}(X)$ for all $\alpha \in \mathbb{R}$ and $p_0 \leq p < \infty$ which is corresponding to $\alpha \in \mathbb{R}$ and $(p, q)$ on the interval $OB$ excluding two endpoints. By using the complex interpolation in Proposition 3.18, we imply that $F(\sqrt{L})$ is bounded on $\dot{F}^{\alpha,L}_{p,q}(X)$ for all $\alpha \in \mathbb{R}$ and $(p, q)$ being in the domain bounded by the quadrilateral $OABC$ excluding the intervals $OA$, $AB$ and $OC$. However, if we choose $\frac{2n}{p_0 q} < \tilde{p} < p_0$, repeating the argument above, we can see easily that $F(\sqrt{L})$ is bounded on $\dot{F}^{\alpha,L}_{p,q}(X)$ for all $\alpha \in \mathbb{R}$ and $(p, q)$ being in the domain bounded by the quadrilateral $OABC$ excluding the intervals $OA$. 


We next prove that for each \((p, q)\) on the ray \(\overrightarrow{OD_0}\), \(F(\sqrt{L})\) is bounded on \(\dot{F}^{\alpha,L}_{p,q}(X)\) for all \(\alpha \in \mathbb{R}\) if \(s > n\left(\frac{1}{p} - \frac{1}{2}\right) = n\left(\frac{1}{q} - \frac{1}{2}\right)\). See Figure 2. Clearly, it suffices to verify this assertion for \((p, q) \in \overrightarrow{OD_0}\) with \(0 < p < 1\). Indeed, for any \(\theta \in (0, 1)\) and \((p_1, q_1), (p_2, q_2) \in \overrightarrow{OD_0}\) so that \(q_1 > 1\), \(0 < q_2 < 1\) and

\[
\frac{1}{p} = \frac{\theta}{p_1} + \frac{1 - \theta}{p_2}, \quad \frac{1}{q} = \frac{\theta}{q_1} + \frac{1 - \theta}{q_2},
\]

we have \(p_1 > q_1\) and \(p_2 > q_2\). Since \((p_1, q_1)\) belongs to the interior of the quadrilateral \(OABC\), we have

\[
\|F(\sqrt{L})\|_{\dot{F}^{\alpha,L}_{p_1,q_1}(X) \rightarrow \dot{F}^{\alpha,L}_{p_2,q_2}(X)} \lesssim \sup_{t > 0} \|\eta \delta_t F\|_{W^q_{\frac{n}{2} + \frac{n}{2} + \epsilon}},
\]

where \(\epsilon > 0\) will be fixed later.

Moreover, by (ii) of Theorem 4.1,

\[
\|F(\sqrt{L})\|_{\dot{F}^{\alpha,L}_{p_2,q_2}(X) \rightarrow \dot{F}^{\alpha,L}_{p_2,q_2}(X)} \lesssim \sup_{t > 0} \|\eta \delta_t F\|_{W^q_{\frac{n}{2} + \frac{n}{2} + \epsilon}}.
\]

The estimates (55) and (56), along with the complex interpolation result in Proposition 3.18, imply that

\[
\|F(\sqrt{L})\|_{\dot{F}^{\alpha,L}_{p,q}(X) \rightarrow \dot{F}^{\alpha,L}_{p,q}(X)} \sim \|F(\sqrt{L})\|_{(\dot{F}^{\alpha,L}_{p_1,q_1}(X), \dot{F}^{\alpha,L}_{p_2,q_2}(X))_{\theta} \rightarrow (\dot{F}^{\alpha,L}_{p_1,q_1}(X), \dot{F}^{\alpha,L}_{p_2,q_2}(X))_\theta} \lesssim \sup_{t > 0} \|\eta \delta_t F\|_{W^q_{\theta(\frac{n}{2} + \frac{n}{2} + (1 - \theta)(\frac{n}{2} + \frac{n}{2} + \epsilon))}}.
\]

Note that

\[
\theta\left(\frac{n}{2} + \epsilon\right) + (1 - \theta)\left(\frac{n}{q_2} + \frac{n}{2} + \epsilon\right) = \frac{\theta n}{2} + \frac{n(1 - \theta)}{q_2} + (1 - \theta)\frac{n}{2} + \epsilon
\]

\[
= \frac{\theta n}{2} + \frac{n - (1 - \theta)n}{q_1} + (1 - \theta)\frac{n}{2} + \epsilon
\]

\[
= n\left(\frac{1}{q} - \frac{1}{2}\right) - \frac{\theta n}{q_1} + \frac{(1 + \theta)n}{2} + (1 - \theta)\frac{n}{2} + \epsilon
\]
Hence, for any $\tilde{c} > \epsilon$, we are able to choose $\theta \uparrow 1$ and $q_1 \downarrow 1$ so that

$$n\left(\frac{1}{q} - \frac{1}{2}\right) - \frac{\theta n}{q_1} + \frac{(1 + \theta)n}{2} + \frac{(1 - \theta)n}{2} + \epsilon < n\left(\frac{1}{q} - \frac{1}{2}\right) + \tilde{c}.$$  

This, in combination with (57), implies that

$$\|F(\sqrt{L})\|_{\dot{F}^\infty_{p,q}(X) \rightarrow \dot{F}^\infty_{p,q}(X)} \lesssim \sup_{t > 0} \|\eta \delta_t F\|_{W^q_t}$$

as long as $s > n\left(\frac{1}{q} - \frac{1}{2}\right)$, $(p, q) \in OD_0$ and $\alpha \in \mathbb{R}$.

Therefore, using the complex interpolation theorem again, we obtain that (58) holds true for all $(p, q)$ being on the ray $OD_0$ and in interior of the convex hull of the point $A$ and the ray $OD_0$. As a consequence, (58) holds true for all $(p, q) \in OD_0 \cup AE_0 \backslash \{A\}$. Since $\frac{2n}{2s+n} < p_0 < 1$, it follows that

$$\|F(\sqrt{L})\|_{\dot{F}^{\infty}_{p,q}(X) \rightarrow \dot{F}^{\infty}_{p,q}(X)} \lesssim \sup_{t > 0} \|\eta \delta_t F\|_{W^q_t}$$

as long as $s > \frac{n}{2}$, $(p, q) \in OD_0 \cup AE_0 \backslash \{A, O\}$ and $\alpha \in \mathbb{R}$.

Repeating this argument, we can find a sequence of points $\{D_k\}_{k=0}^\infty$ so that (59) holds true whenever $(p, q) \equiv D_k$, $k = 1, 2, \ldots$. Moreover, by a straightforward calculations we can show that $D_k \to (0, 1)$ as $k \to \infty$. Using the complex interpolation result in Proposition 3.18 for the interval $OB \backslash O$ and the sequence $\{D_k\}_{k=0}^\infty$, we derive that

$$\|F(\sqrt{L})\|_{\dot{F}^\infty_{p,q}(X) \rightarrow \dot{F}^\infty_{p,q}(X)} \lesssim \sup_{t > 0} \|\eta \delta_t F\|_{W^q_t}$$

as long as $s > \frac{n}{2}$, $1 < p, q < \infty$ and $\alpha \in \mathbb{R}$.

At this stage, with (61) on hands, using the similar argument to the proof of (58), we obtain that

$$\|F(\sqrt{L})\|_{\dot{F}^\infty_{p,q}(X) \rightarrow \dot{F}^\infty_{p,q}(X)} \lesssim \sup_{t > 0} \|\eta \delta_t F\|_{W^q_t}$$

as long as $s > n\left(\frac{1}{mpq} - \frac{4}{7}\right)$, $0 < p, q < \infty$ and $\alpha \in \mathbb{R}$.

This completes the proof of (i).

(ii) The proof of the item (ii) follows directly from (i) and the real interpolation result in Theorem 3.21.

This completes our proof. \hfill \Box
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