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Abstract

The analysis of large scale medical claims data has the potential to improve quality of care by generating insights which can be used to create tailored medical programs. In particular, the multivariate probit model can be used to investigate the correlation between multiple binary responses of interest in such data, e.g. the presence of multiple chronic conditions. Bayesian modeling is well suited to such analyses because of the automatic uncertainty quantification provided by the posterior distribution. A complicating factor is that large medical claims datasets often do not fit in memory, which renders the estimation of the posterior using traditional Markov Chain Monte Carlo (MCMC) methods computationally infeasible. To address this challenge, we extend existing divide-and-conquer MCMC algorithms to the multivariate probit model, demonstrating, via simulation, that they should be preferred over mean-field variational inference when the estimation of the latent correlation structure between binary responses is of primary interest. We apply this algorithm to a large database of de-identified Medicare Advantage claims from a single large US health insurance provider, where we find medically meaningful groupings of common chronic conditions and assess the impact of the urban-rural health gap by identifying underutilized provider specialties in rural areas.
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1 Introduction

Large scale medical data has become more accessible due to the advent of modern database technology. Its analysis however, remains complicated by the fact that these data sets do not fit in memory on a single machine, requiring most data processing to be done on a massively parallel scale. This is not an issue when calculating simple summary statistics, but is a substantial obstacle to fitting many interesting statistical models. As interest in precision medicine grows, the performance of big data algorithms for
estimating parameters in statistical models needs to be better understood, so that insights can be generated by analyzing all the available data instead of subsets of the population.

Developing algorithms for analyzing big datasets has been an active area of research, with optimization based methods being the most common. In the optimization literature, the most popular approach is to utilize stochastic gradient descent (SGD) which, via software such as TensorFlow, can exploit modern compute architecture to accelerate parameter estimation [Abadi et al., 2015]. Alternatively, one can use the consensus ADMM algorithm to estimate model parameters on multiple machines, but this approach requires communication between each machine after each iteration of the algorithm [Xu et al., 2017, Brantley et al., 2020]. In a frequentist context, accurate uncertainty quantification via the bootstrap can be infeasible for big data problems, since the model needs to be refit multiple times. Kleiner et al. [2014] propose the Bag of Little Bootstraps to alleviate this issue, averaging the results of the bootstrap distribution from a large number of subsamples from the original data set. For Bayesian models, mean-field variational and stochastic variational inference algorithms can be used to approximate the posterior distribution for large data sets, but their performance, especially with respect to uncertainty quantification, can deteriorate if parameters in the model are highly correlated [Hoffman et al., 2013, Blei et al., 2017]. Consequently, methods to scale Markov Chain Monte Carlo (MCMC) algorithms, the gold standard for posterior approximation, to large data sets is of paramount importance.

For the purposes of this paper we restrict our attention to the situation where we have data on a large number of individuals, but the parameter space of our model is substantially smaller than the number of observations. This type of data is common in large scale medical databases, where the number of individuals available for analysis are an order of magnitude larger than potential covariates, such as, lab results, diagnosis and procedure codes, and medication information. Analyzing such data, dubbed ‘tall data’, in a general class of models has been an active area of research in the MCMC literature and we refer the reader to Bardenet et al. [2017] for a thorough review. Like stochastic gradient descent optimization, gradient based samplers such as Hamiltonian Monte Carlo [Betancourt, 2017] have been modified to allow large datasets to be processed on a single machine, utilizing subsamples of the data to transition between states [Welling and Teh, 2011, Ma et al., 2015]. This approach suffers from two major issues. First, the requirement that a gradient be evaluated at each iteration of the algorithm requires that discrete parameters be integrated out of the model. Second, like SGD algorithms, stochastic approaches to gradient based MCMC require the data analyst to specify step sizes for the algorithm; these function like tuning parameters, and finding optimal values for them can increase the total computational cost of fitting the model. Baker et al. [2019] aim to make stochastic gradient MCMC accessible to applied researchers via the R package sgmcmc, which utilizes TensorFlow to automatically calculate gradients for subsamples of the data.
While stochastic gradient MCMC can be difficult to implement, divide-and-conquer MCMC provides an embarrassingly parallel alternative to scale any MCMC algorithm to a tall data setting. This approach divides the dataset into disjoint subsets (shards), runs a MCMC algorithm on each shard, and combines these subset posterior samples to arrive at a final posterior distribution. The main question for this line of research has been finding optimal combination strategies for the subset posteriors. Huang and Gelman [2005] utilize Gaussian approximations for each subset posterior, which become more accurate as the data size in each shard increases. Scott et al. [2016] propose a similar approach, but instead of multiplying resulting posteriors, they take a weighted average of each sample, which is exact if each subset posterior is Gaussian. Neiswanger et al. [2013] propose a non-parametric and semi-parametric approach to combining the posteriors, and show that their method is asymptotically correct as the number of samples from each subset posterior goes to infinity. Minsker et al. [2014] calculate the geometric median of subset posteriors, while Srivastava et al. [2015] combine the posterior by calculating their Wasserstein barycenter (WASP). Finally, Li et al. [2017] approximate the posterior by averaging the estimated quantiles from each subset posterior.

A major advantage of the divide-and-conquer approach is that it can be combined with other methods for dealing with difficult Bayesian problems. For example, in a regression model with both a large number of subjects and predictors, one could use GPU accelerated Gibbs sampling for each subset, thereby making full use of a GPU cluster [Terenin et al., 2019]. Therefore, we think that the divide-and-conquer approach to MCMC will be an important tool for applying complex Bayesian models to large datasets, even as improvements continue to be made in algorithms that only need a single machine to perform MCMC for big data.

In this paper, we use divide-and-conquer MCMC to fit multivariate probit models on a de-identified data set of over three million Medicare Advantage members in a research database from a single large US health insurance provider (the UnitedHealth Clinical Discovery Database). Using this approach, we are able to address two important questions in the medical literature.

First, we investigate the relationships between chronic conditions in the Medicare Advantage population to assist in the creation of therapies and programs designed to address co-occurring diseases. Finding patterns among individuals with multiple comorbidities (multimorbidity) can help providers and insurers improve quality of care by tailoring programs to the needs of specific groups. Much work exists in the current literature which aims to find subgroups within patient populations via clustering. For example, Newcomer et al. [2011] cluster individuals who had retrospectively been in the top 20% in cost during a particular year. To find distinctive groups they utilized agglomerative hierarchical clustering on approximately 20 chronic conditions. For a thorough review of the literature, we refer the reader to Prados-Torres et al. [2014], who
conducted a literature review to identify patterns in multimorbidity, and Violan et al. [2014], who conducted another literature review, but focused on predicting multimorbidity using demographic characteristics.

Second, we explore the disparities in healthcare utilization between rural and urban individuals. Rural Americans have a mortality disadvantage relative to their urban counterparts which is driven in part by having poorer access to medical care [Weisgrau, 1995, James and Cossman, 2017]. Rural individuals have lower access to doctors; for example, Hing and Hsiao [2014] show that rural areas have approximately 40 physicians per 100,000 people, compared to approximately 55 for urban and suburban areas. Rural residents often have long wait times to access specialty care and have to travel long distances to get to their appointments [Cyr et al., 2019]. The wide adoption of telemedicine during the COVID-19 pandemic provides the US health system with an opportunity to address some of these care discrepancies, and insight is needed to identify medical specialties that would provide the greatest benefits to rural individuals.

To the best of our knowledge, we have not found any analyses in the statistics or medical literature applying the multivariate probit model to a data set of this size. It also seems that the medical literature primarily utilizes multiple univariate linear models to individually analyze correlated endpoints of interest. Consequently, this paper adds to the existing literature by exploring the behavior of divide-and-conquer MCMC for the multivariate probit model and by providing use cases of how it can be applied to answer important medical questions. The rest of this paper proceeds as follows: we review the multivariate probit model in Section 2, discuss approaches for combining subset posteriors in Section 3, conduct a simulation study comparing stochastic variational inference with divide-and-conquer MCMC in Section 4, discuss applications in Section 5, and conclude the paper with Section 6.

2 Multivariate Probit Model

Let $y_n$ be a $M \times 1$ dimensional vector of binary responses for individual $n \in \{1, \ldots, N\}$. The multivariate probit model utilizes a multivariate Gaussian latent variable, $z_n$, to connect the binary data to a continuous latent space where the underlying covariance structure between the responses can be modeled [Ashford and Sowden, 1970, Chib and Greenberg, 1998]. Letting $\mu_n$ be a mean vector that can be dependent on covariates, we can write the relationship of the observed response to the underlying latent variables as:

\begin{align*}
y_{nm} &= \mathbb{I}(z_{nm} > 0), \\
   z_n &\sim \mathcal{N}(\mu_n, \Sigma).
\end{align*}
Integrating over the latent variables gives us the likelihood of the observed data:

\[
P(Y_n = y_n) = \int_{R(y_{n1})} \cdots \int_{R(y_{nm})} (2\pi)^{-\frac{M}{2}} |\Sigma|^{-\frac{1}{2}} \exp \left\{ -\frac{1}{2} (z_n - \mu_n)^T \Sigma^{-1} (z_n - \mu_n) \right\} d\mathbf{z}_n, \tag{2}
\]

where \( R(y_{nm}) = (-\infty, 0] \) if \( y_{nm} = 0 \) or \((0, \infty)\) if \( y_{nm} = 1 \). The probability in (2) remains the same even if we rescale the parameters to a correlation scale [Tabet, 2007, Lawrence et al., 2008, Taylor-Rodríguez et al., 2017]. That is, letting \( D = \text{diag}(\Sigma) \) and setting \( R = D^{-\frac{1}{2}} \Sigma D^{-\frac{1}{2}}, \mu_n = D^{-\frac{1}{2}} \mu_n, \) and \( \tilde{z}_n = D^{-\frac{1}{2}} z_n \), it can be shown that (2) is equivalent to:

\[
P(Y_n = y_n) = \int_{R(y_{n1})} \cdots \int_{R(y_{nm})} (2\pi)^{-\frac{M}{2}} |R|^{-\frac{1}{2}} \exp \left\{ -\frac{1}{2} (\tilde{z}_n - \tilde{\mu}_n)^T R^{-1} (\tilde{z}_n - \tilde{\mu}_n) \right\} d\tilde{\mathbf{z}}_n.
\]

This implies that the model is only identifiable if we fix the diagonals of the covariance matrix, which we constrain to one to estimate the model on a correlation scale. Fortunately, the lack of identifiability of the parameters is not an issue during sampling. To generalize, if we let \( \mu_n = \mathbf{B} \mathbf{x}_n \), where \( \mathbf{B} \) is a \( M \times P \) matrix of regression coefficients and \( \mathbf{x}_n \) is a \( P \times 1 \) vector of predictors, and utilize conjugate priors for \( \mathbf{B} \) and \( \Sigma \), we can estimate the model parameters with a Gibbs sampler. After each iteration of the algorithm, we rescale the parameters to the correlation scale by implementing the transformations above, and store these transformed values as samples from the posterior distribution [McCulloch and Rossi, 1994, Lawrence et al., 2008, Taylor-Rodríguez et al., 2017].

The formulation in (1) has a few computational bottlenecks. First, sampling a covariance matrix is a computationally intensive task and is unstable in high dimensions. Additionally, the full conditional distribution for \( \mathbf{z}_n \) is a truncated multivariate normal distribution, which is also computationally intensive to sample from in high dimensions. Consequently, for the purposes of this chapter, we utilize a factor model for the covariance structure, a popular approach to bypass the bottlenecks discussed above [Hahn et al., 2012, Taylor-Rodríguez et al., 2017]. We also utilize non-informative priors for the regression coefficients and the factor matrix, which leads to the hierarchy:

\[
\begin{align*}
y_{nm} &= \mathbb{I}(z_{nm} > 0), \\
z_n &\sim \mathcal{N} (\mathbf{B} \mathbf{x}_n^T + \Theta \psi_n, \Lambda), \\
b_m &\sim \mathcal{N} (0, 10^6 \mathbf{I}), \\
\theta_m &\sim \mathcal{N} (0, 10^6 \mathbf{I}), \\
\psi_n &\sim \mathcal{N} (0, \mathbf{I}),
\end{align*}
\tag{3}
\]
where \( \mathbf{b}_m \) is the \( m^{th} \) row of \( \mathbf{B} \), \( \Theta \) is a \( M \times K \) matrix, with \( \Theta = (\theta_1, \ldots, \theta_M)^T \), and \( \psi_n \) is a \( K \times 1 \) vector.

Integrating out \( \psi_n \) from (3) implies that \( \text{cov}(z_n) = \Theta \Theta^T + \Lambda \). It is well known that this representation for the covariance matrix does not have a unique solution in \( \Theta \) unless constraints on its form are implemented. Fortunately, since our primary interest is estimation of the correlation between the responses, we can, like with the covariance matrix, sample \( \Theta \) without restrictions [Bhattacharya and Dunson, 2011]. Additionally, following Hahn et al. [2012], we set \( \Lambda = \mathbf{I} \) which implies that the probability of a particular response equaling one is:

\[
P(y_{nm} = 1) = \Phi(x_n^T \mathbf{b}_m + \psi_n^T \theta_m),
\]

where \( \Phi \) is the CDF of a univariate standard normal distribution. The parameters in (3) can be estimated via a Gibbs sampler and at each iteration of the algorithm we calculate \( \Sigma = \Theta \Theta^T + \mathbf{I} \), \( \mathbf{D} = \text{diag}(\Sigma) \), and store \( \mathbf{R} = \mathbf{D}^{-\frac{1}{2}} \Sigma \mathbf{D}^{-\frac{1}{2}} \) and \( \tilde{\mathbf{B}} = \mathbf{D}^{-\frac{1}{2}} \mathbf{B} \), as samples from the posterior distribution [Taylor-Rodríguez et al., 2017]. Letting \( \Psi \) be an \( N \times K \) matrix with \( \Psi = (\psi_1, \ldots, \psi_N)^T \), the Gibbs sampler for estimating the parameters in (3) is given in Algorithm 1.

### 3 Divide and Conquer MCMC

Each iteration of the Gibbs sampler in Algorithm 1 needs to cycle through the whole data set and sample a latent variable, \( z_n \), for each data point, \( y_n \), which becomes a computational bottleneck when \( N \) is large. Additionally, as the number of data points increases, loading the full dataset into memory can be problematic. Bypassing these issues is possible in an optimization framework via the utilization of stochastic gradient descent (SGD) algorithms. Stochastic variational inference (SVI) uses stochastic gradient descent combined with mean-field variational inference to the approximate posterior distribution, but these methods are known to be inadequate for uncertainty quantification [Hoffman et al., 2013, Blei et al., 2017]. However, when it comes to MCMC methods, no clear guidance exists on the appropriate methodology to use for datasets that do not fit in memory [Bardenet et al., 2017]. In this section, we review one of the simplest approaches for scaling any MCMC algorithm to data sets where each data point has a corresponding latent variable. This approach splits the data into disjoint subsets (shards), runs a MCMC algorithm on each shard, and uses a combination strategy to arrive at a final posterior distribution. This is a principled approach to MCMC since the posterior distribution of a general parameter, \( \gamma \), can be written as a product of the posterior distributions.
Algorithm 1: Gibbs Sampler for the Multivariate Probit Model (3)

Result: Samples for regression coefficients, \( \hat{B} \), and correlation matrix, \( R \).

Input: Number of factors \((K)\), \( n_{\text{iter}} \), \( \text{burn}_{\text{in}} \), \( X_{N \times P} \), and \( Y_{N \times M} \)

Initialize \( \Psi_{N \times K} \), \( \Theta_{M \times K} \), and \( B_{M \times P} \);

for \( i \gets 1 \) to \( n_{\text{iter}} \) do
  for \( n \gets 1 \) to \( N \) do
    if \( y_{nm} = 1 \) then
      \( z_{nm} \sim \mathcal{N}_+\left( x_{n}^T b_m + \psi_n^T \theta_m, 1 \right) \)
    else
      \( z_{nm} \sim \mathcal{N}_-\left( x_{n}^T b_m + \psi_n^T \theta_m, 1 \right) \)
    end
    \( \psi_n \sim \mathcal{N}\left( (\Theta^T \Theta + I)^{-1} \Theta^T (z_n - Bx_n), (\Theta^T \Theta + I)^{-1} \right) \)
  end
  for \( m \gets 1 \) to \( M \) do
    \( b_m \sim \mathcal{N}\left( (X^T X + 10^{-6} I)^{-1} X^T (z_m - \Psi \theta_m), (X^T X + 10^{-6} I)^{-1} \right) \)
    \( \theta_m \sim \mathcal{N}\left( (\Psi^T \Psi + 10^{-6} I)^{-1} \Psi^T (z_m - Xb_m), (\Psi^T \Psi + 10^{-6} I)^{-1} \right) \)
  end
  \( \Sigma = \Theta \Theta^T + I \);
  \( D = \text{diag}(\Sigma) \);
  \( R^{(t)} = D^{-\frac{1}{4}} \Sigma D^{-\frac{1}{4}} \);
  \( \hat{B}^{(t)} = D^{-\frac{1}{4}} B \);
end

Output: \([\{\hat{B}^{(\text{burn}_{\text{in}}+1)}, \ldots, \hat{B}^{(n_{\text{iter}})}\}, \{R^{(\text{burn}_{\text{in}}+1)}, \ldots, R^{(n_{\text{iter}})}\}]\)

of disjoint subsets:

\[
p(\gamma|w) \propto p(w|\gamma)p(\gamma) = \prod_{s=1}^{S} p(w_s|\gamma)p(\gamma)^{\epsilon_s},
\]

where \( w \) is a vector containing all observations and \( \epsilon_s \) is the proportion of the data in shard \( s \), with \( w_s \) being the observations in the shard.

This divide-and-conquer approach can easily be applied to the Gibbs sampler in Algorithm 1. In this situation, the full posterior distribution of the parameters can be written as:

\[
p(Z, \Psi, \Theta, B|Y, X) \propto \prod_{s=1}^{S} p(Y_s|Z_s)p(Z_s|\Psi_s, X_s, \Theta, B)p(\Psi_s)p(\Theta, B)^{\epsilon_s}
\]

(4)

where \( Y_s, X_s, Z_s, \) and \( \Psi_s \) are the parameters restricted to those in \( s^{th} \) shard. As can be seen, the priors for \( \Theta \) and \( B \) are raised to the \( \epsilon_s \) power, which only necessitates that the Gibbs sampler be modified by adding an \( \epsilon_s \) to the prior component of the update in Algorithm 1. That is, the update for each \( b_m \) and \( \theta_m \) in
shard $s$ becomes:

$$b_m \sim \mathcal{N}\left(\left(X_s^T X_s + \epsilon_s 10^{-6} I\right)^{-1} X_s^T (z_m - \Psi_s \theta_m), \left(X_s^T X_s + \epsilon_s 10^{-6} I\right)^{-1}\right)$$

$$\theta_m \sim \mathcal{N}\left(\left(\Psi_s^T \Psi_s + \epsilon_s 10^{-6} I\right)^{-1} \Psi_s^T (z_m - X_s b_m), \left(\Psi_s^T \Psi_s + 10^{-6} I\right)^{-1}\right).$$

We would continue to store the identified parameters for each shard, letting them be $R_s^{(i)}$ and $\tilde{B}_s^{(i)}$, and use a subset posterior combination strategy on only the samples of the identifiable parameters. It should also be noted that while we only use non-informative priors for $b_m$ and $\theta_m$, the above discussion can be easily modified to account for priors which promote a particular structure in either $B$ or $\Theta$.

The primary computational roadblock to efficiently implementing divide-and-conquer approaches is the computational complexity of the posterior combination algorithm. It is especially important to be mindful of this in a multivariate probit model since the number of parameters increase with both the number of responses and predictors. Consequently, for the purposes of this paper, we restrict our attention to the independent Consensus Monte Carlo (CMC) [Scott et al., 2016] and the posterior interval estimation (PIE) [Li et al., 2017] algorithms due to their computational efficiency; they only require taking averages. Alternatively, WASP [Srivastava et al., 2015] requires solving a sparse linear program, which can be a computationally intensive if proprietary optimization packages, such as Gurobi, are not readily available, while the approach of Neiswanger et al. [2013] requires an additional sampling step, which is computationally intensive as the number of parameters increases.

4 Simulations

In this section, we conduct a simulation study to compare the PIE and CMC [Scott et al., 2016, Li et al., 2017] posterior combination algorithms with the stochastic variational inference (SVI) algorithm implemented in the R package vir [Mehrotra and Maity, 2021]. We explore the performance of the algorithms as the number of observations increases, $N \in \{10K, 20K, 40K, 60K, 80K, 100K\}$, while fixing the number of responses, $M$, at 60, and the number of predictors, $P$, at 50. We simulate $D = 15$ datasets from the hierarchy in (3), using $L = 40$ factors for the covariance matrix, and draw each element of $b_0$, $B$, $X$, and $\Theta$ from a $\mathcal{N}(0, 1)$ distribution. We use the MSE and coverage of the regression coefficients, $B$, and the mean absolute error of the upper-triangular portion of the correlation matrix to evaluate the algorithms. The formulas to calculate...
the metrics are given below:

\[
MSE = \frac{1}{DMP} \sum_{d=1}^{D} \sum_{m=1}^{M} \sum_{p=1}^{P} (b_{dmp} - \hat{b}_{dmp})^2
\]

\[
COV = \frac{1}{DMP} \sum_{d=1}^{D} \sum_{m=1}^{M} \sum_{p=1}^{P} I(\hat{l}_{dmp} \leq b_{dmp} \leq \hat{u}_{dmp})
\]

\[
MAE = \frac{1}{D[(M^2 + M) / 2 - M]} \sum_{d=1}^{D} \sum_{i=1}^{M} \sum_{j>i}^{M} |r_{dij} - \hat{r}_{dij}|
\]

where \(\hat{b}\) and \(b\) are the estimated and the true regression coefficients, \(\hat{l}\) and \(\hat{u}\) are the lower and upper bounds of a 95% credible interval calculated using the quantiles of the posterior distribution, and \(r\) and \(\hat{r}\) are the true and estimated elements of the correlation matrix.

We hold the shard size constant for the posterior combination algorithms and instead increase the number of shards as \(N\) increases. For example, the CMC-2K algorithms fix shard size at 2,000 data points and use 20 shards when the data size is 40,000 and 50 shards when the data size is 100,000, whereas CMC-5K uses 8 and 20 shards, respectively. This setup mimics the real-world situation where the limiting computational consideration is total run time and not the number of available machines for running the MCMC algorithms.

For the SVI algorithms, we compare two constant step sizes of 0.001 and 0.01 and utilize a batch size of 100 for each iteration. We run the MCMC algorithms for 15,000 iterations per shard, using 10,000 of those iterations for burn in, and the SVI algorithms for 50,000 iterations.

The results for MSE and coverage for the regression coefficients are given in Figure 1. It can be seen that among the divide-and-conquer approaches, the PIE algorithm outperforms the CMC algorithm. It should be noted that, for both algorithms, better parameter estimation was achieved when shard size was fixed at 5K instead of 2K; this is not surprising since the convergence theory for both approaches requires that the size of each shard go to infinity. In terms of the average MSE of the regression coefficients, the SVI algorithm with step size 0.001 outperforms all other algorithms; this provides support for the fact that SVI algorithms are appropriate to use when point estimates for the mean structure of the model are needed. In terms of coverage however, all algorithms do not achieve 95% coverage from 95% credible intervals. The CMC and SVI algorithms under-cover, while the PIE algorithm over-covers. For both the CMC and SVI algorithms, we see decreasing coverage as the data size increases, while for the PIE algorithms we see coverage go to one. We also investigated the length of the credible sets and saw that the CMC and SVI algorithms had intervals that narrowed as the sample size increased, whereas the interval length for the PIE algorithm remained constant.

Table 1 shows the mean absolute error of the upper triangular elements of the correlation matrix for the
Figure 1 Simulation results for mean squared error (MSE) and coverage of the regression coefficients.
Table 1 Mean absolute error (MAE) of the upper-triangular portion of the correlation matrix as data size increases. Average standard errors for the SVI algorithms are 0.0005, while the average standard errors for the divide-and-conquer approaches are 0.0002.

|        | N = 10K | N = 20K | N = 40K | N = 60K | N = 80K | N = 100K |
|--------|---------|---------|---------|---------|---------|-----------|
| CMC-2K | 0.0215  | 0.0165  | 0.0132  | 0.0118  | 0.0111  | 0.0106    |
| CMC-5K | 0.0181  | 0.0132  | 0.0096  | 0.0081  | 0.0072  | 0.0065    |
| PIE-2K | 0.0203  | 0.0157  | 0.0128  | 0.0118  | 0.0112  | 0.0107    |
| PIE-5K | 0.0175  | 0.0126  | 0.0091  | 0.0077  | 0.0069  | 0.0063    |
| SVI-0.001 | 0.1107  | 0.1108  | 0.1097  | 0.1109  | 0.1117  | 0.1105    |
| SVI-0.01 | 0.1109  | 0.1111  | 0.1097  | 0.1111  | 0.1120  | 0.1109    |

respective algorithms. Of note here is that the SVI algorithms perform poorly; the MAE does not improve as sample size increases. This may be due to the fact that the large correlation between $\psi_n$ and $z_n$ is ignored in the mean-field assumption of the algorithm. On the other hand, the CMC and PIE algorithms improve in performance as the data size increases. As with the results for the regression coefficients, we see that increasing the size of a shard leads to improved estimation of the correlation matrix. Additionally, we also see that the PIE combination approach performs slightly better than the CMC approach.

In addition to the improved performance relative to CMC, PIE has an advantage with regards to the memory needed to combine posteriors. Since PIE estimates the posterior distribution by averaging quantiles, one can draw a large number of samples from each shard yet only store a small number of quantiles at which uncertainty quantification is of interest. Therefore, we use the PIE algorithm in our applied analyses in Section 5.

5 Applications

In this section we analyze a dataset of de-identified administrative claims for Medicare Advantage members in a research database from a single large US health insurance provider. The database contains medical claims for services submitted for third party reimbursement, available as International Classification of Diseases, Tenth Revision, Clinical Modification (ICD-10-CM). We use the ICD codes to identify chronic conditions via version twenty two of the Centers for Medicare & Medicaid Services’ (CMS) hierarchical condition categories (HCC), a provider’s specialty classification, and an individual’s demographic information in our analyses below. We show how the multivariate probit model (3), combined with divide-and-conquer MCMC, can be used to answer important questions using large medical claims data sets. First, we investigate patterns of chronic conditions in individuals with multiple HCCs to better identify areas of opportunity for targeted medical programs. Second, we investigate the urban-rural divide in healthcare, by analyzing
provider utilization patterns of urban and rural individuals, relative to their suburban counterparts.

5.1 Co-morbid Conditions in the Medicare Advantage Population

We fit the multivariate probit model using an individual’s HCCs in 2018 as the response variable. As predictors, we use a member’s age, gender, and a flag for whether they were in a dual-eligible special needs plan (DSNP) during the year as predictors; DSNP enrollees are those enrolled in both Medicare Advantage and Medicaid. To find patterns in individuals who have multiple comorbidities, we restrict our attention to individuals who were diagnosed with at least four HCCs during the year and to the HCCs which were prevalent in at least one percent of the restricted population; the list of HCCs considered is shown in Figure 2. The final data set had approximately 500,000 individuals, 58 HCCs, and three predictors. We fit the model using 10 shards, 40 factors, and ran each sampler for 25,000 iterations, with 15,000 used for burn in. We combined individual shards using the PIE algorithm, and used the median of the correlation parameters as point estimates to visualize the correlation matrix.

Figure 2 shows many interesting relationships among the HCCs. For example, a clear group is formed by the HCCs for aspiration and specified bacterial pneumonias, septicemia and sepsis, and cardio-respiratory failure. Examining these further, we found that the prevalence of these conditions in the overall population were approximately 5%, 16%, 22% and respectively, but when we subset to individuals who had aspiration and specified bacterial pneumonias, the rates of sepsis and cardio-respiratory failure increased to 49% and 59%, respectively. Alternatively, if we restrict our attention to individuals who had cardio-respiratory failure, the rates for sepsis and aspiration and specified bacterial pneumonias rise to 31% and 13%, respectively.

Another potentially interesting cluster is the group containing cerebral hemorrhage, major head injuries, coma, and seizure disorders. Upon investigation, we found that having a condition that falls in the coma HCC has an incidence of 1.5% in the population overall, whereas the incidence rate rises to 7.5% for individuals with a diagnosis of seizure disorders or convulsions. Additionally, the rates for cerebral hemorrhage were 2.3% in the general population and 8.5% for those who had seizure disorders or convulsions, while those for major head injury were 2.5% and 7.7%, respectively.

While more investigation is needed regarding the causal relationships within the two groups of HCCs above, we were able to apply the multivariate probit model to a large data set to visualize the relationships between HCCs. This approach can help practitioners identify groups for which intervention programs can be created. For example, it would be worth investigating the potential of head injury prevention programs for individuals with seizure disorders, or a program focused on reducing the rate of sepsis in individuals with aspiration and specified bacterial pneumonia.
Figure 2 Dendrogram of the correlation matrix using one minus the correlation as a distance measure.
5.2 Rural-Urban Divide in Specialty Care

In this section we try and understand how the utilization of specialists varies across rural, urban, and suburban populations, while controlling for an individual’s chronic conditions. As in the previous section, we apply the divide-and-conquer approach to a data set of Medicare Advantage enrollees. We restrict our attention to continuously enrolled individuals from 2018-2019 to get an accurate understanding of their chronic conditions and specialist visitation patterns in a particular year. For predictors, we use an individual’s age, gender, HCCs in 2018, a flag for whether they were enrolled in a DSNP plan at the start of 2019, and whether they lived in an urban, rural, or suburban area at the start of 2019. We regress these variables on indicators for whether or not an individual visited a particular specialty in 2019, and restrict the dimension of the response variable to specialties that were visited by 0.5% of individuals. Our final dataset consists of 3.1 million individuals, with 60 specialties, and 84 predictors. As with the previous analysis, we fit the model using 40 factors.

Figure 3 shows the specialties for which the 95% credible intervals for the urban and rural indicators did not contain zero, with suburban residence used as the baseline. Estimated regression coefficients greater than zero indicate that individuals in the group were more likely to visit a particular specialty, relative to suburban individuals, after accounting for their chronic conditions and demographics. It is interesting to note that many meaningful specialties have negative coefficients for rural individuals. For example, rural individuals were less likely to visit a doctor who specialized in endocrinology, diabetes and metabolism despite its prevalence in the general population. Additionally, rural individuals were less likely to visit ophthalmologists but more likely to visit optometrists, which may point to a mismatch of care since ophthalmologists can perform minor surgery for eye conditions. On the other hand, rural individuals had a higher utilization of nurse practitioners relative to suburban individuals; further investigation is warranted into whether this difference exists due to gaps in specialist care, and whether a larger than expected number of visits to nurse practitioners has a detrimental impact on the quality of care. Finally, we also note that rural individuals visited geriatric medicine specialists at a lower rate, which highlights the lack of geriatric specialty availability in rural areas despite the higher prevalence of older individuals [Hintenach et al., 2019].

While rural individuals visit nurse practitioners and family practice doctors at higher rates than their suburban counterparts, urban individuals visit them at relatively lower rates. Additionally, the relationship between ophthalmology and optometry is flipped for urban individuals, and urban individuals visit internal medicine physicians instead of those with family practice as their primary specialty. Another interesting point of note is that, relative to their suburban counterparts, urban individuals have a lower likelihood of visiting a physician assistant or a nurse practitioner. This under-utilization may point to opportunities for
Figure 3 Specialties for which the 95% credible interval for the urban or rural regression coefficient did not include zero.
optimizing care, since nurse practitioners and physicians assistants tend to be cheaper per visit than other specialties. Finally, it should be noted that urban individuals visit endocrinologists at higher rates than their suburban counterparts, while rural individuals visit them at lower rates, which provides an actionable insight into a potential care gap between rural and urban diabetic enrollees.

6 Conclusion

In this paper, we show how a divide-and-conquer approach to MCMC can be utilized to analyze large scale medical databases. We conducted a simulation study comparing a stochastic variational algorithm with divide-and-conquer MCMC for the multivariate probit model, and showed that the stochastic variational approach underperforms in regards to estimation of the correlation matrix. We also compared the performance of two different posterior combination algorithms to understand their behavior as shard size remains fixed and the number of samples increases. Our approach of combining divide-and-conquer MCMC with the multivariate probit model drastically reduces the run time of the multivariate probit Gibbs sampler when applied to a large dataset.

In our applications, we explored two important questions for the health care system. First, we found patterns of multimorbidity that can be used to create health care programs tailored to specific disease profiles. Second, we investigated how utilization of particular specialties differs between urban, suburban, and rural individuals, and found that a potential gap in care exists for diabetic individuals. A limitation of our analysis is that we fixed the number of factors in our MCMC algorithms; a full Bayesian analysis would require us to use model averaging to incorporate results from a differing number of factors. However, it is unclear how to conduct model averaging in the context of a divide-and-conquer approach, since it is an open question as to whether model averaging be conducted at the shard level or at the combined posterior level. We posit that the appropriate level to combine different models would be the individual shard level, which would allow the optimal number of factors to vary by subsample. A detailed study of model averaging in the context of divide-and-conquer MCMC is beyond the scope of this work, and we leave the question to be addressed by future research.

While we focused our attention on analyzing multivariate binary datasets, we hope that future research uses the latent factor model framework with divide-and-conquer MCMC to extend our approach to multivariate count data and multivariate mixed (binary, count, continuous) data. For example, it would be interesting to analyze the number of visits to different specialties, or to simultaneously predict the number of hospitalizations, the onset of new diagnoses, and total cost. Finally, we also aim to incorporate a greater number of predictors into our analyses (lab results, medications), and leverage GPU clusters to conduct
variable selection on large scale medical databases.
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