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Abstract. Let $K/\mathbb{Q}$ be an algebraic extension of fields, and let $\alpha \neq 0$ be contained in an algebraic closure of $K$. If $\alpha$ can be approximated by roots of numbers in $K^\times$ with respect to the Weil height, we prove that some nonzero integer power of $\alpha$ must belong to $K^\times$. More generally, let $K_1, K_2, \ldots, K_N$ be algebraic extensions of $\mathbb{Q}$ such that each pair of extensions includes one which is a (possibly infinite) Galois extension of a common subfield. If $\alpha \neq 0$ can be approximated by a product of roots of numbers from each $K_n$ with respect to the Weil height, we prove that some nonzero integer power of $\alpha$ must belong to the multiplicative group $K_1^\times K_2^\times \cdots K_N^\times$. Our proof of the more general result uses methods from functional analysis.

1. Introduction

Throughout this paper we work with algebraic extensions $K/\mathbb{Q}$ contained in a common algebraic closure $\overline{\mathbb{Q}}$. We write $K^\times$ for the multiplicative group of $K$, $\text{Tor}(K^\times)$ for its torsion subgroup, and $h : \overline{\mathbb{Q}}^\times \to [0, \infty)$ for the absolute, logarithmic Weil height. If $\Gamma$ is a subgroup of $\mathbb{Q}^\times$, a height function relative to $\Gamma$, written $h_\Gamma : \overline{\mathbb{Q}}^\times \to [0, \infty)$, is defined by

$$h_\Gamma(\alpha) = \inf_{\gamma \in \Gamma} h(\alpha/\gamma).$$

Such height functions have been considered previously in [3] and [4]. If we interpret $h(\alpha/\beta)$ as a semi-distance between $\alpha$ and $\beta$, then $h_\Gamma(\alpha)$ is a semi-distance from $\alpha$ to the subgroup $\Gamma$. Of course, taking $\Gamma$ to be a subgroup of $\text{Tor}(\overline{\mathbb{Q}}^\times)$, reproduces the original height function $h$.

For an algebraic extension $K/\mathbb{Q}$, we define

$$K^{\text{div}} = \{ \gamma \in \overline{\mathbb{Q}}^\times : \gamma^m \in K^\times \text{ for some } m \neq 0 \in \mathbb{Z} \}.$$

It follows that $K^{\text{div}}$ is a divisible subgroup of $\overline{\mathbb{Q}}^\times$ that contains $K^\times$. For $\Gamma = K^{\text{div}}$, we find that

$$h_\Gamma(\alpha) = \inf \{ h(\alpha/\gamma) : \gamma \in \overline{\mathbb{Q}}^\times, \text{ and } \gamma^m \in K^\times \text{ for some } m \neq 0 \in \mathbb{Z} \}$$

(1.1)

$$= \inf \{ |m|^{-1} h(\alpha^m/\beta) : \beta \in K^\times \text{ and } m \neq 0 \in \mathbb{Z} \}.$$
Using (1.1) we define a map

\[ V_K : \overline{\mathbb{Q}}^\times \to [0, \infty), \]

by setting

\[ V_K(\alpha) = h(\alpha). \]

For an algebraic extension \( K/\mathbb{Q} \), we write \( \text{Aut}(\overline{\mathbb{Q}}/K) \) for the profinite group of automorphisms of \( \overline{\mathbb{Q}} \) that fix each element of \( K \). Then we define a second map

\[ W_K : \overline{\mathbb{Q}}^\times \to [0, \infty) \]

by

\[ (1.2) \quad W_K(\alpha) = \sup \{ h(\sigma \alpha/\alpha) : \sigma \in \text{Aut}(\overline{\mathbb{Q}}/K) \}. \]

As \( \alpha \) in \( \overline{\mathbb{Q}}^\times \) has only finitely many distinct conjugates over \( K \), it is clear that the supremum in (1.2) could be replaced by a maximum. Notice that \( W_K(\alpha) = 0 \) if and only if all conjugates of \( \alpha \) over \( K \) are multiples of a root of unity, which is equivalent to saying that \( \alpha \) lies in \( K^{\text{div}} \). Indeed, if all conjugates of \( \alpha \) over \( K \) are multiples of \( \alpha \) by roots of unity, it follows that some power of \( \text{Norm}_{K(\alpha)/K}(\alpha) \), that is, some power of the product of the conjugates of \( \alpha \) over \( K \), is equal to a power of \( \alpha \).

We begin with the following result, which is simple enough that we include its proof immediately.

**Theorem 1.1.** Let \( K \) be a subfield of \( \overline{\mathbb{Q}} \), and let \( \alpha \in \overline{\mathbb{Q}}^\times \). Then

\[ (1.3) \quad \frac{1}{2} W_K(\alpha) \leq V_K(\alpha) \leq W_K(\alpha). \]

**Proof.** Observe that, for each \( \alpha \in \overline{\mathbb{Q}}^\times \) we have

\[ (1.4) \quad V_K(\alpha) = \inf_{\gamma \in K^{\text{div}}} h(\alpha/\gamma) = \inf_{\beta \in \mathbb{K}^\times, 0 \neq m \in \mathbb{Z}} h(\alpha/\beta^m) = \inf_{\beta \in \mathbb{K}^\times, 0 \neq m \in \mathbb{Z}} |m|^{-1} h(\alpha^m/\beta). \]

Let \( \tau \) be an element of \( \text{Aut}(\overline{\mathbb{Q}}/K) \) such that \( W_K(\alpha) = h(\tau \alpha/\alpha) \). Then for each \( 0 \neq m \in \mathbb{Z} \) and \( \beta \in K \) we have

\[ W_K(\alpha) = |m|^{-1} h(\tau(\alpha^m)/\alpha^m) = |m|^{-1} h(\tau(\alpha^m/\beta) (\beta/\alpha^m)) \]

\[ (1.5) \quad \leq |m|^{-1} h(\tau(\alpha^m/\beta)) + |m|^{-1} h(\beta/\alpha^m) = 2|m|^{-1} h(\alpha^m/\beta). \]

Taking the infimum on the right of (1.5), as in (1.4), we obtain the inequality on the left of (1.3).

Let \( \alpha = \alpha_1, \ldots, \alpha_n \) denote the Galois conjugates of \( \alpha \) over \( K \). Then \( \eta = \alpha_1 \cdots \alpha_n \) lies in \( K^{\times} \), and therefore

\[ V_K(\alpha) \leq n^{-1} h(\alpha^n/\eta) \leq n^{-1} \sum_{i=1}^n h(\alpha/\alpha_i) \leq \max_{1 \leq i \leq n} h(\alpha/\alpha_i) = W_K(\alpha). \]

This verifies the inequality on the right of (1.3). \( \square \)

Since \( W_K(\alpha) = 0 \) if and only if \( \alpha \in K^{\text{div}} \), Theorem 1.1 implies that \( V_K(\alpha) = 0 \) if and only if \( \alpha \in K^{\text{div}} \). This result was obtained in [3, Theorem 2] when \( K \) is a number field. Alternatively, if \( \alpha \) in \( \overline{\mathbb{Q}}^\times \) can be approximated with respect to the Weil height by elements of \( K^{\text{div}} \), then \( \alpha \) must belong to \( K^{\text{div}} \). We state this more precisely in the following result.
Corollary 1.2. Let $K$ be a subfield of $\mathbb{Q}$, and let $\alpha \in \mathbb{Q}^\times$. Assume that for every $\varepsilon > 0$ there is an integer $m \neq 0$ and an element $\beta \in K^\times$ such that

$$h(\alpha^m/\beta) < \varepsilon |m|.$$  \hspace{1cm} (1.6)

Then there is an integer $n \neq 0$ such that $\alpha^n$ belongs to $K^\times$.

Proof. For $\varepsilon > 0$, let $m \neq 0$ in $\mathbb{Z}$, and $\beta$ in $K^\times$, satisfy (1.6). Select $\gamma$ in $K^{\text{div}}$ so that $\gamma^m = \beta$. It follows that

$$h(\alpha/\gamma) = |m|^{-1}h(\alpha^m/\gamma^m) = |m|^{-1}h(\alpha^m/\beta) < \varepsilon.$$ 

As $\varepsilon > 0$ is arbitrary, we conclude that $V_K(\alpha) = 0$. Hence $\alpha$ belongs to $K^{\text{div}}$, and this is the assertion to be proved. $\square$

Our main result is a generalization of Corollary 1.2 in which the field $K$ is replaced by a finite collection of fields $K_1, K_2, \ldots, K_N$. If $L = K_1K_2 \cdots K_N$ is the composite field, then the product of multiplicative groups

$$K_1^\times K_2^\times \cdots K_N^\times \subseteq L^\times,$$

and in general the subgroup $K_1^\times K_2^\times \cdots K_N^\times$ can have infinite index in $L^\times$. For our purposes we require the divisible group

$$(K_1^\times K_2^\times \cdots K_N^\times)^{\text{div}} = \{ \gamma \in \mathbb{Q}^\times : \gamma^m \in K_1^\times K_2^\times \cdots K_N^\times \text{ for some } m \neq 0 \text{ in } \mathbb{Z} \}.$$

When working with several fields we assume that for $n_1 \neq n_2$, at least one of the two fields $K_{n_1}$ or $K_{n_2}$ is a (possibly infinite) Galois extension of their common subfield $K_{n_1} \cap K_{n_2}$.

Theorem 1.3. Let $K_1, K_2, \ldots, K_N$, be a collection of fields such that

$$\mathbb{Q} \subseteq K_n \subseteq \mathbb{Q}, \text{ for each } n = 1, 2, \ldots, N,$$

and for each pair of integers $n_1 \neq n_2$, either

$$K_{n_1}/(K_{n_1} \cap K_{n_2}) \text{ is a (possibly infinite) Galois extension,}$$

or

$$K_{n_2}/(K_{n_1} \cap K_{n_2}) \text{ is a (possibly infinite) Galois extension.}$$

Let $\alpha$ be an element of $\mathbb{Q}^\times$, and let

$$\Gamma = (K_1^\times K_2^\times \cdots K_N^\times)^{\text{div}} \subseteq \mathbb{Q}^\times.$$ 

Then $h_\Gamma(\alpha) = 0$ if and only if $\alpha \in \Gamma$.

The following result is an alternative statement of Theorem 1.3 that generalizes Corollary 1.2.

Corollary 1.4. Let $K_1, K_2, \ldots, K_N$, be a collection of fields that satisfy (1.7), (1.8), and (1.9). Assume that for every $\varepsilon > 0$, there exists an integer $m \neq 0$, and points $\beta_n$ in $K_n^\times$, for $n = 1, 2, \ldots, N$, such that

$$h(\alpha^m, \beta_1^{-1}, \beta_2^{-1}, \cdots, \beta_N^{-1}) < \varepsilon |m|.$$ 

Then there exists an integer $q \neq 0$ such that $\alpha^q \in K_1^\times K_2^\times \cdots K_N^\times$. 

In order to prove Theorem 1.3 we exploit the structure of the quotient group
\[ G = \mathbb{Q}^\times / \text{Tor} (\mathbb{Q}^\times) \]
as a \( \mathbb{Q} \)-vector space with a (vector space) norm given by the Weil height. We embed \( G \) isometrically in the Banach space \( X \) considered in [1], and defined below in (2.9). Working in \( X \) it is natural to employ methods from functional analysis. Using the hypotheses in Theorem 1.3 we will prove that the closure of the image of the subgroup \( \Gamma = (K^\times_1 K^\times_2 \cdots K^\times_N)^\text{div} \) in \( X \) is a complemented subspace of \( X \). The corresponding continuous linear projection is defined using a generalization of the classical field norm map. The details are summarized in the next section, and at the end of that section we summarize the proof of our main result.

2. The Banach space determined by the Weil height

If \( \alpha \) belongs to \( \mathbb{Q}^\times \), and \( \zeta \) is an element of the torsion subgroup \( \text{Tor} (\mathbb{Q}^\times) \), then it is well known that \( h(\alpha) = h(\zeta \alpha) \). It follows that the height \( h \) is constant on cosets of the quotient group (1.10). Therefore \( h \) is well defined as a map \( h : G \to [0, \infty) \), and elementary properties of the height imply that \( (\alpha, \beta) \mapsto h(\alpha \beta^{-1}) \) defines a metric on \( G \). Moreover, if \( r/s \) is a rational number, where \( r \) and \( s \) are relatively prime integers, \( s \) is positive, and \( \alpha \) belongs to \( G \), then
\[ (r/s, \alpha) \mapsto \alpha^{r/s} \]
is a well defined scalar multiplication. As discussed in [1] section 1, or in [8] section 1, the group \( G \) is a vector space over the field \( \mathbb{Q} \) of rational numbers, written multiplicatively, and with scalar multiplication defined by (2.1). The identity (see [2, Lemma 1.5.18])
\[ h(\alpha^{r/s}) = |r/s|h(\alpha), \]
implies that \( \alpha \mapsto h(\alpha) \) is a norm on the \( \mathbb{Q} \)-vector space \( G \). It follows that the height induces a norm topology in \( G \). Working in the quotient group \( G \), Corollary 1.2 and Theorem 1.3 both assert that certain subsets of \( G \) are closed in the norm topology of \( G \) induced by the Weil height.

Let \( K/\mathbb{Q} \) be an algebraic extension of fields, and let
\[ \varphi : \mathbb{Q}^\times \to G = \mathbb{Q}^\times / \text{Tor} (\mathbb{Q}^\times) \]
be the canonical homomorphism. We write
\[ G_K = \{ \varphi(\alpha) : \alpha \in K^\times \} \]
for the image of \( K^\times \) in \( G \), so that \( G_K \) is a subgroup of \( G \), and \( G_K \) is isomorphic to \( K^\times / \text{Tor} (K^\times) \). Let \( \text{span}_\mathbb{Q} G_K \) denote the \( \mathbb{Q} \)-linear subspace of \( G \) generated (multiplicatively) by the elements of \( G_K \). It follows easily that
\[ \text{span}_\mathbb{Q} G_K = \{ \beta \in G : \text{there exists } m \neq 0 \text{ in } \mathbb{Z} \text{ such that } \beta^m \in G_K \}. \]

Let \( \alpha \) be an element of \( G \). Corollary 1.2 asserts that if \( \alpha \) is a limit point of \( \text{span}_\mathbb{Q} G_K \), then \( \alpha \) is an element of \( \text{span}_\mathbb{Q} G_K \). Thus we get the following alternative statement of Corollary 1.2

**Corollary 2.1.** Let \( K/\mathbb{Q} \) be an algebraic extension of fields, and let \( \text{span}_\mathbb{Q} G_K \) be the \( \mathbb{Q} \)-linear subspace of \( G \) generated by \( G_K \). Then \( \text{span}_\mathbb{Q} G_K \) is closed in the norm topology of \( G \) induced by the height.
It is possible to formulate an alternative statement of Theorem 1.3 which also asserts that a certain $\mathbb{Q}$-linear subspace of $\mathcal{G}$ is closed. We prefer, however, to introduce an isomorphic copy of $\mathcal{G}$ that is a dense subset of the real Banach space $\mathcal{X}$ defined in (2.9). In [1, Theorem 1] it was shown that the space $\mathcal{X}$ is isomorphic to the completion of $\mathcal{G}$ with respect to the norm induced by the height. The methods we use here from functional analysis are more naturally employed in the Banach space $\mathcal{X}$.

Let $k$ be an algebraic number field of degree $d$ over $\mathbb{Q}$, let $v$ be a place of $k$, and write $k_v$ for the completion of $k$ at $v$. We select an absolute value $\| \|$ from the place $v$ so that

(i) if $v|\infty$ then $\| \|$ is the unique absolute value on $k_v$ that extends the usual absolute value on $\mathbb{Q}_\infty = \mathbb{R}$,

(ii) if $v|p$ then $\| \|$ is the unique absolute value on $k_v$ that extends the usual $p$-adic absolute value on $\mathbb{Q}_p$.

Let $Y$ denote the set of all places $y$ of the algebraically closed field $\overline{\mathbb{Q}}$, and assume that $k/\mathbb{Q}$ is a finite, Galois extension. At each place $v$ of $k$ we write

\[ Y(k,v) = \{ y \in Y : y|v \} \]

for the subset of places in $Y$ that lie over $v$. Clearly we can express $Y$ as the disjoint union

\[ Y = \bigcup_v Y(k,v), \]

where the union is over all places $v$ of $k$. In [1, section 2] the authors show that each subset $Y(k,v)$ can be expressed as an inverse limit of finite sets. This determines a totally disconnected, compact, Hausdorff topology in $Y(k,v)$. Then it follows from (2.3) that $Y$ is a totally disconnected, locally compact, Hausdorff space. The topology induced in $Y$ does not depend on the number field $k$. It is also shown in [1, section 3] that for each finite, Galois extension $k/\mathbb{Q}$, the Galois group $\text{Aut}(\overline{\mathbb{Q}}/k)$ acts transitively and continuously on the elements of each compact, open subset $Y(k,v)$. Moreover (see [1, Theorem 4]), there exists a regular measure $\lambda$ defined on the Borel subsets $\mathcal{B}$ of $Y$ such that $\lambda$ is positive (or infinite) on nonempty open sets, finite on compact sets, and satisfies the identity $\lambda(\tau E) = \lambda(E)$ for all automorphisms $\tau$ in $\text{Aut}(\overline{\mathbb{Q}}/k)$, and all Borel subsets $E$ of $Y$. The measure $\lambda$ is unique up to a positive multiplicative constant. In [1, Theorem 5] it is shown that $\lambda$ can be normalized so that

\[ \lambda(Y(k,v)) = \frac{[k_v : \mathbb{Q}_v]}{[k : \mathbb{Q}]} \]

for each finite Galois extension $k/\mathbb{Q}$ and each place $v$ of $k$. More generally, if $k/\mathbb{Q}$ is a finite, but not necessarily Galois extension, then the identity (2.4) continues to hold. This is proved in [3, Lemma 6].

If $y$ is a place in $Y(k,v)$, we select an absolute value $\| \|$ from $y$ such that the restriction of $\| \|$ to $k$ is equal to $\| \|_v$. As the restriction of $\| \|$ to $\mathbb{Q}$ is one of the usual absolute values on $\mathbb{Q}$, it follows that this choice of the normalized absolute value $\| \|$ does not depend on $k$. If $\alpha$ is a point in $\mathcal{G}$, we associate $\alpha$ with the continuous, compactly supported function

\[ y \mapsto f_\alpha(y) = \log \| \alpha \|_y \]
defined on the locally compact Hausdorff space $Y$, (see [1 equation (1.9)]). Each function \( (2.5) \) belongs to the real Banach space $L^1(Y, B, \lambda)$, where $B$ is the $\sigma$-algebra of Borel subsets of $Y$, and $\lambda$ is the normalized measure on $B$ that satisfies (2.4), and is invariant with respect to the natural Galois action on each compact, open subset $Y(k, v)$ (see [1, Theorem 4]). It follows that the map

\[
(2.6) \quad \alpha \mapsto f_\alpha
\]

is an injective, linear transformation from the $\mathbb{Q}$-vector space $G$ into the real Banach space $L^1(Y, B, \lambda)$. Let

\[
(2.7) \quad F = \{ f_\alpha(y) : \alpha \in G \} \subseteq L^1(Y, B, \lambda)
\]
denote the image of $G$ under the linear map (2.6). Then $F$ is a $\mathbb{Q}$-vector space, and each element of $F$ is a continuous, compactly supported function

\[
f_\alpha : Y \to \mathbb{R}.
\]

The map $\alpha \mapsto 2h(\alpha)$ is a norm on the $\mathbb{Q}$-vector space $G$, and $f_\alpha \mapsto \|f_\alpha\|_1$ is obviously a norm on the $\mathbb{Q}$-vector space $F$. With respect to these norms, the map $\alpha \mapsto f_\alpha$ is a linear isometry from the vector space $G$ (written multiplicatively) onto the vector space $F$ (written additively). This follows because (see [1, equation (1.11)])

\[
(2.8) \quad 2h(\alpha) = \int_Y |f_\alpha(y)| \, d\lambda(y) = \|f_\alpha\|_1
\]

at each point $\alpha$ in $G$. The product formula (see [1, equation (1.10)]), implies that each function $f_\alpha$ in $F$ belongs to the closed, co-dimension one subspace

\[
(2.9) \quad \mathcal{X} = \left\{ F \in L^1(Y, B, \lambda) : \int_Y F(y) \, d\lambda(y) = 0 \right\}.
\]

Then [1, Theorem 1] asserts that $F$ is a dense subset of $\mathcal{X}$.

Let $S \subseteq F$ be a subset, and let $\text{closure}S \subseteq \mathcal{X}$ be the closure of $S$ in the $L^1$-norm topology of $\mathcal{X}$. We can also form the closure of $S$ in the $L^1$-norm topology of $F$, and this is clearly the subset $F \cap \text{closure}S$. We say that the subset $S \subseteq F$ is $F$-closed if

\[
S = F \cap \text{closure}S.
\]

Thus $S$ is $F$-closed precisely when $S$ is closed as a subset of $F$, where $F$ is given the $L^1$-norm topology induced, using (2.8), by the Weil height.

We now formulate an alternative statement of Theorem [1.3]. Let $K/\mathbb{Q}$ be an algebraic field extension, and let

\[
\mathcal{F}_K = \{ f_\alpha(y) : \alpha \in G_K \}
\]

be the image of $G_K$ in the $\mathbb{Q}$-vector space $F$. Then write

\[
(2.10) \quad \mathcal{D}_K = \text{span}_\mathbb{Q} \mathcal{F}_K
\]

for the $\mathbb{Q}$-linear subspace of $\mathcal{F}$ generated (additively) by $\mathcal{F}_K$. Each element of $\mathcal{D}_K$ is a finite linear combination

\[
(2.11) \quad \sum_{n=1}^N q_n f_{\eta_n}(y),
\]
where \( q_1, q_2, \ldots, q_N \), are rational numbers, and \( \eta_1, \eta_2, \ldots, \eta_N \), are elements of \( \mathcal{G}_K \).

If the positive integer \( m \) is the least common multiple of the denominators of \( q_1, q_2, \ldots, q_N \), then it is clear that (2.11) can be written more simply as

\[ m^{-1}f_\beta(y), \]

with \( \beta \) in \( \mathcal{G}_K \). That is, (2.12) is a generic element of the \( \mathbb{Q} \)-vector space \( D_K \), a conclusion that also follows from (2.2).

Because the map (2.6) is a linear isometry from \( \mathcal{G}_K \), with metric induced by the norm \( \alpha \mapsto \sqrt{2h(\alpha)} \), onto \( F \), with metric induced by the \( L^1 \)-norm, Corollary 1.3 asserts that \( D_K \subseteq F \) is \( F \)-closed. The following result is a reformulation of Theorem 1.3.

Theorem 2.2. Let \( K_1, K_2, \ldots, K_N \), be a collection of fields such that

\[ \mathbb{Q} \subseteq K_n \subseteq \overline{\mathbb{Q}}, \quad \text{for each } n = 1, 2, \ldots, N, \]

and for each pair of integers \( n_1 \neq n_2 \), either

\[ K_{n_1}/(K_{n_1} \cap K_{n_2}) \text{ is a (possibly infinite) Galois extension,} \]

or

\[ K_{n_2}/(K_{n_1} \cap K_{n_2}) \text{ is a (possibly infinite) Galois extension.} \]

For each \( n = 1, 2, \ldots, N \), let

\[ D_{K_n} = \text{span}_\mathbb{Q} F_{K_n} \]

be the \( \mathbb{Q} \)-linear subspace generated by \( F_{K_n} \). Then the \( \mathbb{Q} \)-linear subspace

\[ D_{K_1} + D_{K_2} + \cdots + D_{K_N} \]

is \( F \)-closed.

For each \( n = 1, 2, \ldots, N \), our proof of Theorem 2.2 uses a system of continuous, surjective, \( \mathbb{Q} \)-linear projections

\[ S_{K_n} : F \to D_{K_n}. \]

If for each \( n = 1, 2, \ldots, N \) we define

\[ E_{K_n} = \ker S_{K_n} = \{ f_\alpha \in F : S_{K_n}(f_\alpha) = 0 \}, \]

then each \( \mathbb{Q} \)-linear subspace \( E_{K_n} \subseteq F \) is also \( F \)-closed, and we have the collection of direct sum decompositions

\[ F = D_{K_n} \oplus E_{K_n}. \]

The hypotheses (2.13) and (2.14) imply that for \( m \neq n \) the projections \( S_{K_m} \) and \( S_{K_n} \) commute. This leads to the direct sum decomposition

\[ F = (D_{K_1} + D_{K_2} + \cdots + D_{K_N}) \oplus (E_{K_1} \cap E_{K_2} \cap \cdots \cap E_{K_N}), \]

and to the conclusion that the \( \mathbb{Q} \)-linear subspace (2.15) is \( F \)-closed.

The \( \mathbb{Q} \)-linear subspaces \( E_{K_n} \) are also of arithmetical interest. For \( n = 1, 2, \ldots, N \), let

\[ T_{K_n} : F \to E_{K_n} \]

be the linear map defined by

\[ T_{K_n}(f_\alpha) = f_\alpha - S_{K_n}(f_\alpha). \]

It follows in a standard manner that each map \( T_{K_n} \) is a surjective, continuous, linear projection of \( F \) onto \( E_{K_n} \). If \( m \neq n \) then \( S_{K_m} \) and \( S_{K_n} \) commute, and this implies that \( T_{K_m} \) and \( T_{K_n} \) also commute. The argument used to prove that (2.15)
is $\mathcal{F}$-closed can be applied to the projections $T_{K_n}$, and leads to the conclusion that the $\mathbb{Q}$-linear subspace
$$E_{K_1} + E_{K_2} + \cdots + E_{K_N}$$
is also $\mathcal{F}$-closed. More generally, let $M$ be an integer such that $0 \leq M \leq N$. Then an obvious modification to the argument outlined here shows that the $\mathbb{Q}$-linear subspace
$$D_{K_1} + D_{K_2} + \cdots + D_{K_M} + E_{K_{M+1}} + E_{K_{M+2}} + \cdots + E_{K_N}$$is $\mathcal{F}$-closed. We state and prove this more general result, which includes Theorem 1.3 and Theorem 2.2 as special cases, in Section 8.

3. THE GALOIS ACTION ON $\mathcal{G}$

We assume that $K/\mathbb{Q}$ is an algebraic extension of fields, and we define
$$\delta_K : \bar{\mathbb{Q}}^\times \to \{1, 2, \ldots\}$$
by
\begin{equation}
\delta_K(\alpha) = \min \{ [K(\alpha^m) : K] : m \in \mathbb{Z}, \ m \neq 0 \}.
\end{equation}

Lemma 3.1. Let $\alpha$ be an element of $\bar{\mathbb{Q}}^\times$, $\zeta$ an element of Tor($\bar{\mathbb{Q}}^\times$), and let $\ell \neq 0$ be an integer. Then we have
\begin{equation}
\delta_K(\alpha\zeta) = \delta_K(\alpha) = \delta_K(\alpha^\ell).
\end{equation}

Proof. For each $\alpha$ in $\bar{\mathbb{Q}}^\times$ there exists a smallest positive integer $n_1$ such that
$$\delta_K(\alpha) = [K(\alpha^{n_1}) : K].$$
Hence we get
$$\delta_K(\alpha) \leq [K(\alpha^{m_1n_1}) : K]$$
for all integers $m_1 \neq 0$. However, for each integer $m_1 \neq 0$ the algebraic number $\alpha^{m_1n_1}$ belongs to the field $K(\alpha^{n_1})$. It follows that
$$\delta_K(\alpha) \leq [K(\alpha^{m_1n_1}) : K] \leq [K(\alpha^{n_1}) : K] = \delta_K(\alpha),$$
and therefore
\begin{equation}
\delta_K(\alpha) = [K(\alpha^{m_1n_1}) : K]
\end{equation}
for all integers $m_1 \neq 0$. In a similar manner, if $n_2$ is the smallest positive integer such that
$$\delta_K(\alpha^\ell) = [K(\alpha^{\ell n_2}) : K],$$
we find that
\begin{equation}
\delta_K(\alpha^\ell) = [K(\alpha^{\ell m_2n_2}) : K]
\end{equation}
for all integers $m_2 \neq 0$. We select $m_1 = \ell n_2$ and $m_2 = n_1$, so that
$$m_1n_1 = \ell m_2n_2.$$Combining (3.3) and (3.4) we get
$$\delta_K(\alpha) = [K(\alpha^{m_1n_1}) : K] = [K(\alpha^{\ell m_2n_2}) : K] = \delta_K(\alpha^\ell),$$
and this verifies the equality on the left of (3.2).
We have \((3.3)\) for all integers \(m \neq 0\), but now we select \(m \neq 0\) so that \(\zeta^{m_1} = 1\). We find that
\[
\delta_K(\alpha \zeta) = \min \{ [K(\alpha \zeta^n) : K] : n \in \mathbb{Z}, \ n \neq 0 \}
\leq [K((\alpha \zeta)^{m_1 n}) : K]
= [K(\alpha^{m_1 n}) : K]
= \delta_K(\alpha).
\]
(3.5)

As \(\zeta^{-1}\) belongs to \(\text{Tor}(\mathbb{Q}^\times)\), we also get
\[
\delta_K(\alpha) = \delta_K((\alpha \zeta) \zeta^{-1}) \leq \delta_K(\alpha \zeta).
\]
(3.6)

Plainly \((3.5)\) and \((3.6)\) confirm the equality on the right of \((3.2)\). □

It follows from the equality on the right of \((3.2)\) that \(\delta_K\) is constant on cosets of the quotient group \(\mathcal{G}\) defined in \((1.10)\). Therefore \(\delta_K\) is well defined as a map
\[
\delta_K : \mathcal{G} \to \{1, 2, \ldots\}.
\]

Because \(\mathcal{G}\) is a \(\mathbb{Q}\)-vector space with scalar multiplication defined by \((2.1)\), the equality on the left of \((3.2)\) implies that
\[
\delta_K(\alpha^{r/s}) = \delta_K(\alpha^r) = \delta_K(\alpha).
\]
Therefore \(\delta_K\) is constant on \(\mathbb{Q}\)-linear subspaces of \(\mathcal{G}\) having dimension 1.

The profinite group \(\text{Aut}(\overline{\mathbb{Q}}/K)\) acts on elements of \(\overline{\mathbb{Q}}^\times\), and \(\text{Aut}(\overline{\mathbb{Q}}/K)\) acts on the torsion subgroup \(\text{Tor}(\overline{\mathbb{Q}}^\times)\). Hence we get an action of \(\text{Aut}(\overline{\mathbb{Q}}/K)\) on the quotient group \(\mathcal{G}\). If \(\alpha\) and \(\beta\) in \(\overline{\mathbb{Q}}^\times\) represent the same coset in \(\mathcal{G}\), and \(\tau\) belongs to \(\text{Aut}(\overline{\mathbb{Q}}/K)\), then \(\tau \alpha\) and \(\tau \beta\) represent the same coset in \(\mathcal{G}\). The remaining requirements for a group action are easily verified. We find that for each \(\tau\) in \(\text{Aut}(\overline{\mathbb{Q}}/K)\), and \(r/s\) in \(\mathbb{Q}\), we have
\[
\tau(\alpha^{r/s}) = (\tau \alpha)^{r/s}.
\]
Therefore each automorphism \(\tau\) in \(\text{Aut}(\overline{\mathbb{Q}}/K)\) acts as a linear transformation (written multiplicatively) on the \(\mathbb{Q}\)-vector space \(\mathcal{G}\).

If \(\text{Aut}(\overline{\mathbb{Q}}/K)\) acts on \(\alpha\), where \(\alpha\) is an element of \(\overline{\mathbb{Q}}^\times\), then each orbit in \(\overline{\mathbb{Q}}^\times\) has exactly \([K(\alpha) : K]\) distinct elements. If \(\text{Aut}(\overline{\mathbb{Q}}/K)\) acts on \(\alpha\), where \(\alpha\) is a coset representative in \(\mathcal{G}\), then the orbit in \(\mathcal{G}\) may contain fewer than \([K(\alpha) : K]\) distinct coset representatives. We write
\[
\text{Orb}_K(\alpha) = \{ \tau \alpha : \tau \in \text{Aut}(\overline{\mathbb{Q}}/K) \} \subseteq \mathcal{G}
\]
(3.7)
for the set of coset representatives in the orbit of \(\alpha\) under the action of \(\text{Aut}(\overline{\mathbb{Q}}/K)\) on \(\mathcal{G}\). We write \(|\text{Orb}_K(\alpha)|\) for the number of distinct coset representatives in the set \((3.7)\), so that
\[
|\text{Orb}_K(\alpha)| \leq [K(\alpha) : K].
\]
(3.8)

**Lemma 3.2.** Let \(\alpha\) be an element of \(\mathcal{G}\). Then we have
\[
|\text{Orb}_K(\alpha)| = \delta_K(\alpha).
\]
Proof. As \( \mathcal{G} \) is a \( \mathbb{Q} \)-vector space, and each \( \tau \) in \( \text{Aut}(\overline{\mathbb{Q}}/K) \) acts on \( \mathcal{G} \) as a linear transformation, the map
\[
(3.9) \quad \ell \mapsto |\text{Orb}_K(\alpha^\ell)|
\]
is constant on the set of integers \( \ell \neq 0 \). It follows using (3.8) and (3.9) that
\[
(3.10) \quad |\text{Orb}_K(\alpha)| \leq \min \left\{ |K(\alpha^\ell) : K| : \ell \in \mathbb{Z}, \ell \neq 0 \right\} = \delta_K(\alpha).
\]

Let \( \alpha \) in \( \overline{\mathbb{Q}}^\times \) represent a coset in \( \mathcal{G} \), and then let \( n \) be the smallest positive integer such that
\[
\delta_K(\alpha) = \left[ K(\alpha^n) : K \right] = L.
\]
As in our proof of Lemma 3.1, we have
\[
\delta_K(\alpha) = \min \left\{ |K(\alpha^m) : K| : \alpha \in \mathcal{G} \right\} = L
\]
for all integers \( m \neq 0 \). Write
\[
(3.11) \quad \alpha^n = \alpha_1^n, \alpha_2^n, \ldots, \alpha_L^n
\]
for the distinct conjugates of \( \alpha^n \) over the field \( K \). Then for each integer \( m \neq 0 \) the algebraic numbers
\[
(3.12) \quad \alpha^{mn} = \alpha_1^{mn}, \alpha_2^{mn}, \ldots, \alpha_L^{mn}
\]
are the distinct conjugates of \( \alpha^{mn} \) over \( K \). We claim that the \( L \) algebraic numbers (3.11) are distinct coset representatives in \( \mathcal{G} \). If this is not the case, then there exist \( 1 \leq i < j \leq L \) and \( \zeta \) in \( \text{Tor}(\overline{\mathbb{Q}}^\times) \), such that
\[
(3.13) \quad \alpha_i^n = \alpha_j^n \zeta.
\]
Let \( m \) be a positive integer such that \( \zeta^m = 1 \). Then (3.13) implies that
\[
\alpha_i^{mn} = (\alpha_j^n \zeta)^m = \alpha_j^{mn},
\]
and this contradicts the fact that the algebraic numbers (3.12) are distinct conjugates over \( K \). Thus our claim that the numbers (3.11) are distinct coset representatives in \( \mathcal{G} \) is verified. We conclude that
\[
(3.14) \quad \delta_K(\alpha) = L \leq |\text{Orb}_K(\alpha^n)| = |\text{Orb}_K(\alpha)|.
\]
The lemma follows from (3.10) and (3.14). \( \square \)

From the definition (3.11) we have \( \delta_K(\alpha) = 1 \) if and only if \( \alpha^m \) belongs to \( K \) for some integer \( m \neq 0 \). Using (2.2) we find that \( \delta_K(\alpha) = 1 \) if and only if \( \alpha \) belongs to \( \text{span}_\mathbb{Q} \mathcal{G}_K \). Then it follows from (2.2) and Lemma 3.2 that
\[
\text{span}_\mathbb{Q} \mathcal{G}_K = \left\{ \alpha \in \mathcal{G} : |\text{Orb}_K(\alpha)| = 1 \right\} = \left\{ \alpha \in \mathcal{G} : \tau \alpha = \alpha \text{ for each } \tau \in \text{Aut}(\overline{\mathbb{Q}}/K) \right\}.
\]

Suppose, more generally, that \( \beta \) belongs to \( \mathcal{G} \), and
\[
(3.16) \quad \text{Orb}_K(\beta) = \left\{ \beta_1, \beta_2, \ldots, \beta_L \right\},
\]
where \( \delta_K(\beta) = L \). Write
\[
\gamma = \beta_1 \beta_2 \cdots \beta_L.
\]
As each \( \tau \) in \( \text{Aut}(\overline{\mathbb{Q}}/K) \) permutes the distinct elements of \( \text{Orb}_K(\beta) \), we find that \( \tau \gamma = \gamma \) for each \( \tau \) in \( \text{Aut}(\overline{\mathbb{Q}}/K) \). We conclude from (3.15) that \( \gamma \) belongs to \( \text{span}_\mathbb{Q} \mathcal{G}_K \).
4. Commuting projections

In this section we work in the $\mathbb{Q}$-vector space $F$ defined in (2.7). We consider subspaces of $F$ which are not necessarily associated to a field extension $K/\mathbb{Q}$.

Let $\mathcal{H} \subseteq F$ and $\mathcal{I} \subseteq F$ be $\mathbb{Q}$-linear subspaces such that
\[ F = \mathcal{H} \oplus \mathcal{I}. \]

Then each element $f_\alpha$ in $F$ has a unique representation as
\[ f_\alpha(y) = f_\beta(y) + f_\gamma(y), \]
where $f_\beta$ belongs to $\mathcal{H}$, and $f_\gamma$ belongs to $\mathcal{I}$. Let $S : F \to \mathcal{H}$ be the surjective, linear projection defined by
\[ S(f_\alpha) = S(f_\beta + f_\gamma) = f_\beta. \]

It follows that $\mathcal{I} = \ker S$.

**Lemma 4.1.** Let $\mathcal{H}_1, \mathcal{H}_2, \mathcal{I}_1, \text{and} \mathcal{I}_2$, be $\mathbb{Q}$-linear subspaces of $F$ such that
\[ F = \mathcal{H}_1 \oplus \mathcal{I}_1 = \mathcal{H}_2 \oplus \mathcal{I}_2. \]

Let $S_1 : F \to \mathcal{H}_1$ and $S_2 : F \to \mathcal{H}_2$ be the corresponding surjective, linear projections such that $\mathcal{I}_1 = \ker S_1$ and $\mathcal{I}_2 = \ker S_2$. If $S_1$ and $S_2$ commute, then
\[ F = (\mathcal{H}_1 + \mathcal{H}_2) \oplus (\mathcal{I}_1 \cap \mathcal{I}_2), \]
and the surjective linear projection $W_2 : F \to \mathcal{H}_1 + \mathcal{H}_2$ such that
\[ \text{im} W_2 = \mathcal{H}_1 + \mathcal{H}_2, \text{ and } \ker W_2 = \mathcal{I}_1 \cap \mathcal{I}_2, \]
is given by
\[ W_2 = S_1 + S_2 - S_1 \circ S_2. \]

Moreover, if both $S_1$ and $S_2$ are continuous, then $W_2$ is continuous.

**Proof.** If $S_1$ and $S_2$ commute, then it is easy to verify that the linear transformation $W_2$ defined by (4.2) satisfies $W_2^2 = W_2$. Therefore $W_2$ is a linear projection, and it follows that
\[ F = \text{im} W_2 \oplus \ker W_2. \]

It remains to identify the image and kernel of $W_2$.

If $f_{\beta_1}$ belongs to $\mathcal{H}_1$ and $f_{\beta_2}$ belongs to $\mathcal{H}_2$, we find that
\[ W_2(f_{\beta_1} + f_{\beta_2}) = f_{\beta_1} + S_1(f_{\beta_1}) + S_2(f_{\beta_1}) + f_{\beta_2} - S_2(f_{\beta_1}) - S_1(f_{\beta_2}) = f_{\beta_1} + f_{\beta_2}. \]

It follows that
\[ \mathcal{H}_1 + \mathcal{H}_2 \subseteq \text{im} W_2. \]

Let $f_\alpha$ be an element of $F$ such that
\[ f_\alpha = f_{\beta_1} + f_{\gamma_1}, \text{ where } f_{\beta_1} \in \mathcal{H}_1, \text{ and } f_{\gamma_1} \in \mathcal{I}_1, \]
and
\[ f_\alpha = f_{\beta_2} + f_{\gamma_2}, \text{ where } f_{\beta_2} \in \mathcal{H}_2, \text{ and } f_{\gamma_2} \in \mathcal{I}_2. \]
We find that
\[ W_2(f_\alpha) = S_1(f_\alpha) + S_2(f_\alpha) - S_1(S_2(f_\alpha)) = f_{\beta_1} + f_{\beta_2} - S_1(f_{\beta_2}). \]
and because $S_1$ and $S_2$ commute, we also get
\begin{equation}
W_2(f) = S_1(f) + S_2(f) - S_2(S_1(f)) = f_{\beta_1} + f_{\beta_2} - S_2(f_{\beta_1}).
\end{equation}

Both (4.6) and (4.7) show that $W_2(f)$ belongs to the subspace $H_1 + H_2$, and therefore
\begin{equation}
\text{im } W_2 \subseteq H_1 + H_2.
\end{equation}

Now (4.3) and (4.8) imply that
\begin{equation}
W = \ker W \subseteq H_1 + H_2.
\end{equation}

We continue to assume that $f$ is given by (4.11) and (4.12). Let $T_1 : F \to I_1$ and $T_2 : F \to I_2$ be the surjective linear projections defined by
\begin{align*}
T_1(f) &= f - S(f) = f_{\gamma_1}, \quad \text{and} \quad T_2(f) = f - S_2(f) = f_{\gamma_2}.
\end{align*}

Using (4.6) we find that
\begin{equation}
f - W_2(f) = f_{\gamma_1} - f_{\beta_2} + S_1(f_{\beta_2}) = f_{\gamma_1} - T_1(f_{\beta_2})
\end{equation}
belongs to $I_1$, and
\begin{equation}
f - W_2(f) = f_{\gamma_2} - f_{\beta_1} + S_2(f_{\beta_1}) = f_{\gamma_2} - T_2(f_{\beta_1})
\end{equation}
belongs to $I_2$. If $W_2(f) = 0$, then (4.9) and (4.10) show that
\begin{equation}
\ker W_2 \subseteq I_1 \cap I_2.
\end{equation}

On the other hand, if $f$ belongs to $I_1 \cap I_2$, then $f_{\beta_1} = f_{\beta_2} = 0$, and both (4.9) and (4.10) imply that $W_2(f) = 0$. Thus we get
\begin{equation}
I_1 \cap I_2 \subseteq \ker W_2.
\end{equation}

From (4.11) and (4.12) we conclude that
\begin{equation}
\ker W_2 = I_1 \cap I_2.
\end{equation}

This completes the proof that (4.11) holds.

The last assertion of the lemma is obvious. \hfill \Box

**Theorem 4.2.** Let 
\begin{align*}
H_1, H_2, \ldots, H_N, \quad \text{and} \quad I_1, I_2, \ldots, I_N,
\end{align*}
be a collection of $\mathbb{Q}$-linear subspaces of $F$, that satisfy
\begin{equation}
F = H_n \oplus I_n, \quad \text{for each } n = 1, 2, \ldots, N.
\end{equation}

For each $n = 1, 2, \ldots, N$, let $S_n : F \to H_n$ be the unique, surjective linear projection such that $I_n = \ker S_n$. Assume that for $m \neq n$, the linear projections $S_m$ and $S_n$ commute. Then we have
\begin{equation}
F = (H_1 + H_2 + \cdots + H_N) \oplus (I_1 \cap I_2 \cap \cdots \cap I_N),
\end{equation}
and the unique, surjective linear projection
\begin{equation}
W_N : F \to H_1 + H_2 + \cdots + H_N
\end{equation}
such that
\begin{equation}
\ker W_N = I_1 \cap I_2 \cap \cdots \cap I_N,
\end{equation}
is given by
\begin{equation}
W_N = I - (I - S_1) \circ (I - S_2) \circ \cdots \circ (I - S_N),
\end{equation}
where $W_N$ is given by (4.4) and by (4.5). Let
\begin{align*}
\beta &\in \mathbb{Q}, \quad \text{and} \quad \gamma 
\end{align*}
where \( I : \mathcal{F} \to \mathcal{F} \) is the identity transformation. Moreover, if each of the projections \( S_1, S_2, \ldots, S_N \), is continuous, then \( W_N \) is continuous.

Proof. We argue by induction on \( N \). If \( N = 2 \) then the result is exactly the statement of Lemma 4.1, which has already been proved. Therefore we assume that the hypotheses and conclusion of Theorem 4.2 hold with \( 2 \leq \) \( statement of Lemma 4.1, which has already been proved. Therefore we assume that \( H \) \( 4.15 \)

We write \( S_N+1 : \mathcal{F} \to \mathcal{H}_{N+1} \) for the unique, surjective linear projection such that \( \ker S_{N+1} = \mathcal{I}_{N+1} \), and we assume that for \( 1 \leq n \leq N \), the linear projections \( S_n \) and \( S_{N+1} \) commute. Let \( \mathcal{H}_0 \) and \( \mathcal{I}_0 \) be the \( \mathbb{Q} \)-linear subspaces of \( \mathcal{F} \) given by

\[ \mathcal{H}_0 = H_1 + H_2 + \cdots + H_N, \quad \text{and} \quad \mathcal{I}_0 = I_1 \cap I_2 \cap \cdots \cap I_N. \]

By the inductive hypothesis

\[ \mathcal{F} = \mathcal{H}_0 \oplus \mathcal{I}_0, \quad \text{(4.16)} \]

and \( W_N : \mathcal{F} \to \mathcal{H}_0 \) is the unique, surjective, linear projection such that \( \ker W_N = \mathcal{I}_0 \). For \( 1 \leq n \leq N \) the projections \( S_n \) and \( S_{N+1} \) commute, and therefore the projections \((I - S_n)\) and \( S_{N+1} \) also commute. It follows that

\[
S_{N+1} \circ W_N = S_{N+1} - S_{N+1} \circ (I - S_1) \circ (I - S_2) \circ \cdots \circ (I - S_N)
= S_{N+1} - (I - S_1) \circ (I - S_2) \circ \cdots \circ (I - S_N) \circ S_{N+1}
= W_N \circ S_{N+1},
\]

and this shows that the linear projections \( W_N \) and \( S_{N+1} \) commute. Hence we may apply Lemma 4.1 to the two direct sum decompositions \( \text{(4.15)} \) and \( \text{(4.16)} \). We conclude that

\[
\mathcal{F} = (\mathcal{H}_0 + \mathcal{H}_{N+1}) \oplus (I_0 \cap I_{N+1})
= (H_1 + H_2 + \cdots + H_N + H_{N+1}) \oplus (I_1 \cap I_2 \cap \cdots \cap I_N \cap I_{N+1}).
\]

And the unique, surjective, linear projection

\[ W_{N+1} : \mathcal{F} \to H_1 + H_2 + \cdots + H_N + H_{N+1} \]

such that

\[ \ker W_{N+1} = I_1 \cap I_2 \cap \cdots \cap I_N \cap I_{N+1}, \]

is given by

\[
W_{N+1} = W_N + S_{N+1} - W_N \circ S_{N+1}
= I - (I - S_1) \circ (I - S_2) \circ \cdots \circ (I - S_N)
- (I - S_1) \circ (I - S_2) \circ \cdots \circ (I - S_N) \circ S_{N+1}
= I - (I - S_1) \circ (I - S_2) \circ \cdots \circ (I - S_N) \circ (I - S_{N+1}).
\]

If each surjective, linear projection \( S_n \), for \( 1 \leq n \leq N + 1 \), is continuous, then it is obvious from \( \text{(4.17)} \) that \( W_{N+1} \) is continuous. This establishes the theorem with \( N \) replaced by \( N + 1 \), and completes the proof of \( \text{(4.13)} \) and \( \text{(4.14)} \) by induction.

Again the last statement of the theorem is obvious. \( \square \)
5. The image of a continuous linear projection is $F$-closed

Again we suppose that $\mathcal{H} \subseteq \mathcal{F}$ and $\mathcal{I} \subseteq \mathcal{F}$ are $\mathbb{Q}$-linear subspaces such that

$$\mathcal{F} = \mathcal{H} \oplus \mathcal{I}.$$  

The closure of $\mathcal{H}$ in the $L^1$-norm topology of $\mathcal{X}$ is a closed $\mathbb{R}$-linear subspace of $\mathcal{X}$, and similarly for the closure of $\mathcal{I}$ in $L^1$-norm. We write

$$\text{closure } \mathcal{H} \subseteq \mathcal{X}, \quad \text{and } \text{closure } \mathcal{I} \subseteq \mathcal{X},$$

for the closure of $\mathcal{H}$ and the closure of $\mathcal{I}$, respectively, in $\mathcal{X}$.

**Theorem 5.1.** Let $\mathcal{H} \subseteq \mathcal{F}$ and $\mathcal{I} \subseteq \mathcal{F}$ be $\mathbb{Q}$-linear subspaces such that

$$\mathcal{F} = \mathcal{H} \oplus \mathcal{I},$$

and let $S : \mathcal{F} \to \mathcal{H}$ be the surjective, linear, projection such that $\mathcal{I} = \ker S$. Then the following conditions are equivalent:

(i) the linear projection $S$ is continuous,

(ii) the $\mathbb{R}$-linear subspaces closure $\mathcal{H} \subseteq \mathcal{X}$, and closure $\mathcal{I} \subseteq \mathcal{X}$, satisfy

$$\mathcal{X} = \text{closure } \mathcal{H} \oplus \text{closure } \mathcal{I}. \quad (5.1)$$

**Proof.** Assume that $S$ is continuous. As $\mathcal{F} \subseteq \mathcal{X}$ is dense, the map $S$ has a unique extension to a continuous linear map $\tilde{S} : \mathcal{X} \to \text{closure } \mathcal{H}$. Let $F$ belong to $\mathcal{X}$, so that $\tilde{S}(F)$ belongs to closure $\mathcal{H}$, and let

$$\{ f_{\beta_n} : n = 1, 2, \ldots \}$$

be a sequence in $\mathcal{H}$ that converges in $L^1$-norm to $\tilde{S}(F)$. Because $\tilde{S}$ is continuous and extends $S$, we get

$$\tilde{S}^2(F) = \tilde{S}( \lim_{n \to \infty} f_{\beta_n} ) = \lim_{n \to \infty} \tilde{S}( f_{\beta_n} ) = \lim_{n \to \infty} S( f_{\beta_n} ) = \lim_{n \to \infty} f_{\beta_n} = \tilde{S}(F).$$

It follows that $\tilde{S} : \mathcal{X} \to \text{closure } \mathcal{H}$ is a continuous, linear projection. As the image of a continuous, linear projection is a closed subspace, we find that the image of $\tilde{S}$ is a closed subspace containing $\mathcal{H}$ and contained in closure $\mathcal{H}$. We conclude that $\tilde{S} : \mathcal{X} \to \text{closure } \mathcal{H}$ is surjective, and therefore we get

$$\mathcal{X} = \text{closure } \mathcal{H} \oplus \ker \tilde{S}. \quad (5.2)$$

Since $\tilde{S}$ is continuous,

$$\ker \tilde{S} = \{ F \in \mathcal{X} : \tilde{S}(F) = 0 \}$$

is obviously a closed linear subspace that contains $\ker S = \mathcal{I}$. Thus we have

$$\text{closure } \mathcal{I} \subseteq \ker \tilde{S}. \quad (5.3)$$

Suppose that $F$ belongs to $\ker \tilde{S}$, and let

$$\{ f_{\alpha_n} : n = 1, 2, \ldots \}$$

be a sequence in $\mathcal{F}$ that converges in $L^1$-norm to $F$. Write

$$f_{\alpha_n} = f_{\beta_n} + f_{\gamma_n}, \quad \text{where } f_{\beta_n} \in \mathcal{H}, \text{ and } f_{\gamma_n} \in \mathcal{I},$$

...
for each \( n = 1, 2, \ldots \). Then we have
\[
0 = \tilde{S}(F) = \lim_{n \to \infty} \tilde{S}(f_{\alpha n}) = \lim_{n \to \infty} S(f_{\alpha n}) = \lim_{n \to \infty} f_{\beta n},
\]
and it follows that
\[
\lim_{n \to \infty} f_{\gamma n} = F.
\]
That is, \( F \) belongs to closure \( \mathcal{I} \), and therefore
\[
(5.4) \quad \text{ker } \tilde{S} \subseteq \text{closure } \mathcal{I}.
\]
Now (5.2), (5.3), and (5.4), establish the identity (5.1). We have proved that (i) implies (ii).

Next we assume that (5.1) holds. Then it follows from the general theory of complemented subspaces in a Banach space (see [7, Theorem 3.2.14]), that there exists a continuous, surjective, linear projection
\[
U : \mathcal{X} \to \text{closure } \mathcal{H}
\]
such that \( \ker U = \text{closure } \mathcal{I} \). Moreover, if \( F \) belongs to \( \mathcal{X} \), if the unique decomposition of \( F \) is given by
\[
F = F_1 + F_2, \quad \text{where } F_1 \in \text{closure } \mathcal{H}, \text{ and } F_2 \in \text{closure } \mathcal{I},
\]
then
\[
U(F) = U(F_1 + F_2) = F_1.
\]
In particular, if \( f_\alpha \) belongs to the dense \( \mathbb{Q} \)-linear space \( \mathcal{F} \), and
\[
f_{\alpha n} = f_{\beta n} + f_{\gamma n}, \quad \text{where } f_{\beta n} \in \mathcal{H}, \text{ and } f_{\gamma n} \in \mathcal{I},
\]
then it follows that
\[
U(f_\alpha) = U(f_\beta + f_\gamma) = f_\beta.
\]
This shows that the restriction of the continuous, linear projection \( U \) to \( \mathcal{F} \) is equal to \( S \). Hence \( S \) is continuous, and it follows that (ii) implies (i). \( \square \)

**Theorem 5.2.** Let \( \mathcal{H} \subseteq \mathcal{F} \) and \( \mathcal{I} \subseteq \mathcal{F} \) be \( \mathbb{Q} \)-linear subspaces such that
\[
\mathcal{F} = \mathcal{H} \oplus \mathcal{I},
\]
and let \( S : \mathcal{F} \to \mathcal{H} \) be the surjective, linear projection such that \( \mathcal{I} = \ker S \). If \( S \) is continuous, then the \( \mathbb{Q} \)-linear subspaces \( \mathcal{H} \subseteq \mathcal{F} \) and \( \mathcal{I} \subseteq \mathcal{F} \) are both \( \mathcal{F} \)-closed.

**Proof.** Let \( f_\alpha \) be a function in \( \mathcal{F} \cap \text{closure } \mathcal{H} \), and let
\[
\{f_{\beta_n} : n = 1, 2, \ldots\}
\]
be a sequence of functions in \( \mathcal{H} \) such that
\[
\lim_{N \to \infty} f_{\beta_n} = f_\alpha
\]
in \( L^1 \)-norm. Because \( S \) is continuous and the restriction of \( S \) to \( \mathcal{H} \) is the identity, we get
\[
\|f_\alpha - S(f_\alpha)\|_1 \leq \|f_\alpha - f_{\beta_n}\|_1 + \|f_{\beta_n} - S(f_\alpha)\|_1
\]
(5.5)
\[
= \|f_\alpha - f_{\beta_n}\|_1 + \|S(f_{\beta_n} - f_\alpha)\|_1
\]
\[
\leq (1 + \|S\|) \|f_{\beta_n} - f_\alpha\|_1
\]
for each positive integer \( n \). Letting \( n \to \infty \) on the right of (5.5), we conclude that
\[
f_\alpha = S(f_\alpha).
As $S$ maps $F$ onto $H$, we find that $f_\alpha$ belongs to the subspace $H$. We have shown that
\[ F \cap \text{closure } H \subseteq H, \]
and the reverse containment is obvious. This verifies that $H$ is $F$-closed.

Let $T \to I$ be defined by
\[ T(f_\alpha) = f_\alpha - S(f_\alpha). \]
Then $T$ is a continuous, linear projection onto $I$, and the identity
\[ I = F \cap \text{closure } I \]
can be established by a similar argument using $T$. Thus $I$ is $F$-closed. $\square$

6. Projections onto subspaces generated by fields

A basic problem for an infinite dimensional Banach space is to identify those closed linear subspaces that are complemented. We recall (see [7] for further details) that a linear operator $U : X \to X$ is a projection if $U^2 = U$. Then the image of a continuous, linear projection is a closed linear subspace of $X$. We say that a closed, linear subspace $U \subseteq X$ is complemented in $X$ if and only if $U$ is the image of a continuous, linear projection $U : X \to U$. Alternatively, $U$ is complemented in $X$ if and only if there exists a second closed linear subspace $V \subseteq X$ such that $X$ has the direct sum decomposition
\[ X = U \oplus V. \]
If $U$ is the image of the continuous, linear projection $U$, then we can take $V$ to be the kernel of $U$. In this section we will show that if $K/Q$ is an algebraic extension of fields, then the closed, $R$-linear subspace
\[ X_K = \text{closure } D_K \]
is complemented in $X$.

Let $u$ be a place of $Q$. As discussed in [1, section 3], the profinite group $\text{Aut}(\overline{Q}/Q)$ acts transitively and continuously on each compact, open subset
\[ Y(Q, u) = \{ y \in Y : y|u \}. \]
In particular, it follows from [1, Lemma 3] that the map
\[ (\tau, y) \mapsto \tau y \]
from $\text{Aut}(\overline{Q}/Q) \times Y(Q, u)$ onto $Y(Q, u)$ is continuous. As $Y$ is the disjoint union of the compact, open sets
\[ Y = \bigcup_u Y(Q, u), \]
we conclude that $(\tau, y) \mapsto \tau y$ is a continuous map from $\text{Aut}(\overline{Q}/Q) \times Y$ onto $Y$. Then it is obvious that
\[ (\tau, y) \mapsto \tau^{-1} y \]
is also a continuous map from $\text{Aut}(\overline{Q}/Q) \times Y$ onto $Y$.

Suppose that $F$ belongs to $L^1(Y, B, \lambda)$. Because (6.1) is continuous, we find that for each $\tau$ in $\text{Aut}(\overline{Q}/Q)$, the map
\[ y \mapsto F(\tau^{-1} y) \]
is a Borel measurable function from $Y$ into $\mathbb{R}$. Then it follows from [1, Theorem 4] that for each $\tau$ in $\text{Aut}(\mathbb{Q}/\mathbb{Q})$ the function (6.2) belongs to $L^1(Y, \mathcal{B}, \lambda)$, and

$$
\int_Y |F(\tau^{-1}y)| \, d\lambda(y) = \int_Y |F(y)| \, d\lambda(y) = \|F\|_1.
$$

We use these observations to define a group of continuous, linear isometries.

For each automorphism $\tau$ in $\text{Aut}(\mathbb{Q}/\mathbb{Q})$, we define a map $\Phi_\tau: L^1(Y, \mathcal{B}, \lambda) \to L^1(Y, \mathcal{B}, \lambda)$ by

$$
(6.4) \quad \Phi_\tau(F)(y) = F(\tau^{-1}y).
$$

It is obvious that $\Phi_\tau$ is a linear map, and (6.3) shows that $\Phi_\tau(F)$ belongs to $L^1(Y, \mathcal{B}, \lambda)$. Moreover, it follows from (6.3) that $\Phi_\tau$ is a linear isometry, and therefore $\Phi_\tau$ is continuous. (See [6] for a general representation of isometries on $L^p$-spaces.) Applying [1, Theorem 4] again, we find that

$$
\int_Y \Phi_\tau(F)(y) \, d\lambda(y) = \int_Y F(y) \, d\lambda(y).
$$

If $F$ belongs to the closed subspace $\mathcal{X}$, then it follows from (6.5) that $\Phi_\tau(F)$ belongs to $\mathcal{X}$. Therefore $\Phi_\tau$ restricted to $\mathcal{X}$ is a linear isometry mapping $\mathcal{X}$ onto $\mathcal{X}$. Thus for each $\tau$ in $\text{Aut}(\mathbb{Q}/\mathbb{Q})$, we understand the map $\Phi_\tau$ to be a linear isometry

$$
\Phi_\tau: \mathcal{X} \to \mathcal{X}.
$$

For a function $F$ in $\mathcal{X}$, and automorphisms $\sigma$ and $\tau$ in $\text{Aut}(\mathbb{Q}/\mathbb{Q})$, we have

$$
\Phi_\sigma(\Phi_\tau(F))(y) = \Phi_{\sigma\tau}(F)(y).
$$

It follows that $\tau \mapsto \Phi_\tau$ is a homomorphism from the group $\text{Aut}(\mathbb{Q}/\mathbb{Q})$ into the group $\text{Iso}(\mathcal{X})$ of all linear isometries of $\mathcal{X}$ onto itself. The image of this homomorphism is obviously the subgroup

$$
\{ \Phi_\tau : \tau \in \text{Aut}(\mathbb{Q}/\mathbb{Q}) \} \subseteq \text{Iso}(\mathcal{X}).
$$

If $f_\alpha(y) = \log \|\alpha\|_y$ belongs to the $\mathbb{Q}$-vector space $\mathcal{F} \subseteq \mathcal{X}$, then it follows from (6.4) that

$$
(6.7) \quad \Phi_\tau(f_\alpha)(y) = f_\alpha(\tau^{-1}y) = \log \|\tau\alpha\|_y = f_{\tau\alpha}(y).
$$

Hence the maps (6.6), with domains restricted to the $\mathbb{Q}$-vector space $\mathcal{F} \subseteq \mathcal{X}$, act as a group of continuous, linear, isometries of $\mathcal{F}$ onto itself.

Let $K/\mathbb{Q}$ be an algebraic extension of fields. We consider the subgroup

$$
(6.8) \quad \{ \Phi_\sigma : \sigma \in \text{Aut}(\mathbb{Q}/K) \} \subseteq \{ \Phi_\tau : \tau \in \text{Aut}(\mathbb{Q}/\mathbb{Q}) \}.
$$

Lemma 3.2 and (6.7) imply that the orbit of each function $f_\alpha$ in $\mathcal{F}$ under the action of the subgroup on the left of (6.8), contains

$$
|\text{Orb}_K(\alpha)| = \delta_K(\alpha) = \delta_K(f_\alpha)
$$

distinct functions. In the following result we identify the set of fixed points when this subgroup acts on $\mathcal{F}$, and on $\mathcal{X}$. We recall that $\mathcal{D}_K$, as defined in (2.10), is the $\mathbb{Q}$-linear subspace of $\mathcal{F}$ generated by $\mathcal{F}_K$. 
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Lemma 6.1. Let $K/Q$ be an algebraic extension of fields. Then

\( D_K = \{ f_\alpha \in \mathcal{F} : \Phi_\tau(f_\alpha) = f_\alpha \text{ for each } \tau \text{ in } \text{Aut}(\overline{Q}/K) \} \),

and

\( \text{closure } D_K = \{ F \in \mathcal{X} : \Phi_\tau(F) = F \text{ for each } \tau \text{ in } \text{Aut}(\overline{Q}/K) \} \).

Proof. The identity (3.15) asserts that

\( \text{span}_Q \mathcal{G}_K = \{ \alpha \in \mathcal{G} : \tau\alpha = \alpha \text{ for each } \tau \text{ in } \text{Aut}(Q/K) \} \).

The image of $\text{span}_Q \mathcal{G}_K$ in $\mathcal{F}$ is the $Q$-linear subspace $D_K$. Using (6.7), the image in $\mathcal{F}$ of the set on the right of (6.11) is the set on the right of (6.9). Hence (6.9) follows from (6.11).

As each linear isometry $\Phi_\tau$ is continuous, the subset on the right of (6.10) is closed, and by what we have just proved it contains $D_K$. Therefore we have

\( \text{closure } D_K \subseteq \{ F \in \mathcal{X} : \Phi_\tau(F) = F \text{ for each } \tau \text{ in } \text{Aut}(\overline{Q}/K) \} \).

Assume that $F$ belongs to $\mathcal{X}$, and $F$ satisfies

\( \Phi_\tau(F) = F \text{ for each } \tau \text{ in } \text{Aut}(\overline{Q}/K) \).

As $\mathcal{F}$ is dense in $\mathcal{X}$, for each $\varepsilon > 0$ there exists $f_\beta$ in $\mathcal{F}$ such that

\[ \| F - f_\beta \|_1 < \varepsilon. \]

Using (6.13) and the fact that $\Phi_\tau$ is an isometry, we find that

\[ \| F - \Phi_\tau(f_\beta) \|_1 = \| \Phi_\tau(F - f_\beta) \|_1 = \| F - f_\beta \|_1 < \varepsilon \]

for each automorphism $\tau$ in $\text{Aut}(\overline{Q}/K)$. Alternatively, (6.7) and (6.14) imply that

\[ \| F - f_\tau \beta \|_1 < \varepsilon, \text{ for each } \tau \text{ in } \text{Aut}(\overline{Q}/K) \]

Let $\delta_K(\beta) = L$, and let

\[ \text{Orb}_K(\beta) = \{ \beta_1, \beta_2, \ldots, \beta_L \} \]

be the distinct elements in the orbit of $\beta$, as in (3.16). Write

\[ \gamma = \beta_1 \beta_2 \cdots \beta_L, \]

so that $\gamma$ belongs to $\text{span}_Q \mathcal{G}_K$. Then

\[ L^{-1}f_\gamma(y) = L^{-1} \sum_{\ell=1}^{L} f_{\beta_\ell}(y) \]

belongs to $D_K$. Using (6.15) we get

\[ \| F - L^{-1}f_\gamma \|_1 = \left\| L^{-1} \sum_{\ell=1}^{L} (F - f_{\beta_\ell}) \right\|_1 \]

\[ \leq L^{-1} \sum_{\ell=1}^{L} \| F - f_{\beta_\ell} \|_1 \]

\[ < \varepsilon. \]

As $\varepsilon > 0$ was arbitrary, the inequality (6.16) implies that $F$ is a limit point of $D_K$, and therefore $F$ belongs to $\text{closure } D_K$. We have shown that

\[ \{ F \in \mathcal{X} : \Phi_\tau(F) = F \text{ for each } \tau \text{ in } \text{Aut}(\overline{Q}/K) \} \subseteq \text{closure } D_K. \]
Now (6.10) follows from (6.12) and (6.17). □

For each algebraic field extension $K/Q$, we use the collection of isometries on the left of (6.8) to define a surjective, continuous, linear projection $U_K : \mathcal{X} \rightarrow \mathcal{X}_K$. For finite extensions of $Q$ this was done by Fili and Miner in [5, section 2.3]. Here we assume only that $K/Q$ is an algebraic extension.

The subgroup $\text{Aut}(\overline{Q}/K)$ is a compact, topological group. Let $\nu_K$ denote a Haar measure on the Borel subsets of $\text{Aut}(\overline{Q}/K)$, normalized so that $\nu_K(\text{Aut}(\overline{Q}/K)) = 1$.

For each $F$ in $\mathcal{X}$, Fubini’s theorem and (6.3) imply that

$$\int_Y \int_{\text{Aut}(\overline{Q}/K)} |\Phi_\tau(F)(y)| \ d\nu_K(\tau) \ d\lambda(y) = \int_{\text{Aut}(\overline{Q}/K)} \int_Y |\Phi_\tau(F)(y)| \ d\lambda(y) \ d\nu_K(\tau) = \|F\|_1.$$

(6.18)

It follows that for $\lambda$-almost all points $y$ in $Y$ the map

$$\tau \mapsto \Phi_\tau(F)(y)$$

is $\nu_K$-integrable. If $F$ belongs to $\mathcal{X}$, we define $U_K(F) : Y \rightarrow \mathbb{R}$ at $\lambda$-almost all points $y$ in $Y$ by

$$U_K(F)(y) = \int_{\text{Aut}(\overline{Q}/K)} \Phi_\tau(F)(y) \ d\nu_K(\tau) = \int_{\text{Aut}(\overline{Q}/K)} F(\tau^{-1}y) \ d\nu_K(\tau).$$

(6.19)

By our previous remarks, $y \mapsto U_K(F)(y)$ is finite $\lambda$-almost everywhere on $Y$. Using (6.18) we find that

$$\int_Y |U_K(F)(y)| \ d\lambda(y) \leq \int_Y \int_{\text{Aut}(\overline{Q}/K)} |\Phi_\tau(F)(y)| \ d\nu_K(\tau) \ d\lambda(y) = \|F\|_1,$$

(6.20)

and therefore $y \mapsto U_K(F)(y)$ determines an element of $L^1(Y, \mathcal{B}, \lambda)$. Because $F$ belongs to $\mathcal{X}$, (6.5), (6.19), and Fubini’s theorem, imply that

$$\int_Y U_K(F)(y) \ d\lambda(y) = \int_{\text{Aut}(\overline{Q}/K)} \int_Y \Phi_\tau(F)(y) \ d\lambda(y) \ d\nu_K(\tau) = 0.$$

(6.21)

It follows from (6.21) that $U_K(F)(y)$ belongs to $\mathcal{X}$, and (6.20) shows that

$$U_K : \mathcal{X} \rightarrow \mathcal{X}$$

is a continuous, linear operator. Next we show that $U_K$ is a projection.

**Theorem 6.2.** Let $K/Q$ be an algebraic extension of fields, and let $U_K : \mathcal{X} \rightarrow \mathcal{X}$ be the continuous, linear operator defined by (6.19). Then $U_K$ is a continuous, linear projection onto the closed, $\mathbb{R}$-linear subspace $\mathcal{X}_K = \text{closure } \mathcal{D}_K$, and therefore

$$\mathcal{X} = \mathcal{X}_K \oplus \mathcal{Y}_K,$$

(6.22)

where $\mathcal{Y}_K = \ker U_K$. 

Proof. If \( F \) belongs to \( \mathcal{X} \) and \( \sigma \) is in \( \text{Aut}(\overline{\mathbb{Q}}/K) \), then by the translation invariance of the Haar measure \( \nu_K \) we have
\[
\Phi_{\sigma}(U_K(F))(y) = \int_{\text{Aut}(\overline{\mathbb{Q}}/K)} F(\tau^{-1}\sigma^{-1}y) \, d\nu_K(\tau),
\]
(6.23)
\[
= \int_{\text{Aut}(\overline{\mathbb{Q}}/K)} F(\tau^{-1}y) \, d\nu_K(\tau)
\]
\[
= U_K(F)(y).
\]
As (6.23) holds for all \( \sigma \) in \( \text{Aut}(\overline{\mathbb{Q}}/K) \), we get
\[
U_K(U_K(F))(y) = \int_{\text{Aut}(\overline{\mathbb{Q}}/K)} U_K(F)(y) \, d\nu_K(\sigma)
\]
\[
= U_K(F)(y),
\]
and this shows that \( U_K \) is a projection.

Because (6.23) holds for all \( \sigma \) in \( \text{Aut}(\overline{\mathbb{Q}}/K) \), (6.10) implies that
\[
\{ U_K(F) : F \in \mathcal{X} \} \subseteq \mathcal{X}_K.
\]
If \( F \) belongs to \( \mathcal{X}_K \) we appeal to (6.10) again, and conclude that \( \Phi_{\tau}(F) = F \) for all \( \tau \) in \( \text{Aut}(\overline{\mathbb{Q}}/K) \). It follows from (6.19) that \( U_K(F) = F \), and therefore
\[
\{ U_K(F) : F \in \mathcal{X} \} = \mathcal{X}_K.
\]
We have shown that \( U_K \) is a continuous, linear projection from \( \mathcal{X} \) onto \( \mathcal{X}_K \). Therefore \( \mathcal{X}_K \) is a complemented subspace of \( \mathcal{X} \), and (6.22) follows immediately. \( \square \)

Next we write
\[
S_K : \mathcal{F} \to \mathcal{X}_K
\]
for the restriction of \( U_K \) to the \( \mathbb{Q} \)-linear subspace \( \mathcal{F} \).

**Theorem 6.3.** Let \( K/\mathbb{Q} \) be an algebraic extension of fields. Then \( S_K \) is a continuous, linear projection of \( \mathcal{F} \) onto \( D_K \), and we have the direct sum decomposition
\[
\mathcal{F} = D_K \oplus \mathcal{E}_K,
\]
(6.24)
where
\[
\mathcal{E}_K = \ker S_K = \{ f_\alpha \in \mathcal{F} : S_K(f_\alpha) = 0 \}.
\]
Moreover, we have closure \( D_K = \mathcal{X}_K \), closure \( \mathcal{E}_K = \mathcal{Y}_K \), and both \( D_K \) and \( \mathcal{E}_K \) are \( \mathcal{F} \)-closed.

**Proof.** Since \( U_K \) is a continuous, linear projection, it is trivial that the restriction \( S_K \) is a continuous, linear projection from \( \mathcal{F} \) onto a \( \mathbb{Q} \)-linear subspace contained in \( \mathcal{X}_K \). Let \( \beta \) be an element of \( \mathcal{G} \) such that \( \delta_K(\beta) = L \), and let
\[
\text{Orb}_K(\beta) = \{ \beta_1, \beta_2, \ldots, \beta_L \}
\]
(6.25)
be the distinct elements in the orbit of \( \beta \), as in (3.16). Write
\[
\gamma = \beta_1\beta_2\cdots\beta_L,
\]
so that $\gamma$ belongs to $\text{span}_Q G_K$, and
\[
L^{-1}f_\gamma(y) = L^{-1} \sum_{\ell=1}^{L} f_{\beta_\ell}(y)
\]
belongs to $D_K$. Using (6.7) and (6.25) we find that
\[
S_K(f_\beta)(y) = U_K(f_\beta)(y) = \int_{\text{Aut}(Q/K)} \Phi_x(f_\beta)(y) \, d\nu_K(\tau)
\]
\[
= L^{-1} \sum_{\ell=1}^{L} f_{\beta_\ell}(y)
\]
\[
= L^{-1} f_\gamma(y).
\]
It follows that the image of $S_K$ is contained in $D_K$. But $U_K$, and therefore also $S_K$, fixes each element of $D_K \subseteq X_K$. We conclude that $S_K$ is a continuous, linear projection of $F$ onto $D_K$. The direct sum decomposition (6.24) follows immediately.

Because $S_K : F \rightarrow D_K$ is a continuous, linear projection, Theorem 5.1 implies that
\[
(6.26) \quad \mathcal{X} = \text{closure } D_K \oplus \text{closure } E_K.
\]
As closure $D_K = X_K$ is the image of $U_K$, we conclude from (6.26) that
\[
\text{closure } E_K = Y_K = \ker U_K.
\]
Then it follows from Theorem 5.2 that both $D_K$ and $E_K$ are $F$-closed. \hfill \Box

Let $\beta$ be an element of $G$ with $\delta_K(\beta) = L$. Using (3.16) we have
\[
\text{Orb}_K(\beta) = \{\beta_1, \beta_2, \ldots, \beta_L\}.
\]
As in the proof of Theorem 6.3 we find that
\[
S_K(f_\beta)(y) = L^{-1} f_\gamma(y),
\]
where
\[
\gamma = \beta_1 \beta_2 \cdots \beta_L,
\]
and $\gamma$ belongs to $\text{span}_Q G_K$. We conclude that $f_\beta(y)$ belongs to the $Q$-linear subspace $E_K$ if and only if $\gamma = 1$. That is, $f_\beta(y)$ belongs to $E_K$ if and only if
\[
f_{\beta_1}(y) + f_{\beta_2}(y) + \cdots + f_{\beta_L}(y) = 0
\]
at each point $y$ in $Y$.

7. A SUFFICIENT CONDITION FOR PROJECTIONS TO COMMUTE

Let $K/Q$ and $L/Q$ be algebraic field extensions contained in a common algebraic closure $\overline{Q}$. Let
\[
U_K : \mathcal{X} \rightarrow X_K, \quad \text{and} \quad U_L : \mathcal{X} \rightarrow X_L,
\]
be the corresponding surjective, continuous, linear projections defined by (6.19). In this section we identify a condition on the fields $K$ and $L$ which implies that the projections $U_K$ and $U_L$ commute.
Lemma 7.1. Let $K/Q$ and $L/Q$ be algebraic field extensions, and let $U_K$, and $U_L$, be the corresponding continuous, linear projections defined by (6.19). Assume that $\sigma$ is an automorphism in $\text{Aut}(\overline{Q}/Q)$ such that $\sigma K = L$. Then we have

\begin{equation}
\Phi_\sigma \circ U_K = U_L \circ \Phi_\sigma.
\end{equation}

Proof. The operators $U_K : X \to X_K$, $U_L : X \to X_L$, and $\Phi_\sigma : X \to X$, are all continuous, and $F$ is dense in $X$. Hence it suffices to prove the identity

$$
\Phi_\sigma(U_K(f_\alpha))(y) = U_L(\Phi_\sigma(f_\alpha))(y)
$$

for each function $f_\alpha$ in $F$, and each point $y$ in $Y$. Because $\sigma K = L$, the subgroups $\text{Aut}(\overline{Q}/K)$ and $\text{Aut}(\overline{Q}/L)$ are conjugate subgroups of $\text{Aut}(Q/Q)$. More precisely, we find that

$$
\sigma^{-1}\text{Aut}(\overline{Q}/L)\sigma = \text{Aut}(\overline{Q}/K).
$$

Moreover, for each Borel subset $E \subseteq \text{Aut}(\overline{Q}/L)$ the normalized Haar measures $\nu_K$ and $\nu_L$ are related by the identity

$$
\nu_K(\sigma^{-1}E\sigma) = \nu_L(E).
$$

Then for each function $f_\alpha$ in $F$, and each point $y$ in $Y$, we find that

\begin{align}
\Phi_{\sigma^{-1}}(U_L(\Phi_\sigma(f_\alpha)))(y) &= \int_{\text{Aut}(\overline{Q}/L)} f_\alpha(\sigma^{-1} \tau^{-1} y) \, d\nu_L(\tau) \\
&= \int_{\sigma^{-1}\text{Aut}(\overline{Q}/L)\sigma} f_\alpha(\tau^{-1} y) \, d\nu_K(\tau) \\
&= U_K(f_\alpha)(y).
\end{align}

By applying the operator $\Phi_\sigma$ to both sides of (7.2), we get (7.1).

\begin{equation}
\Phi_\sigma \circ U_K = U_L \circ \Phi_\sigma.
\end{equation}

Theorem 7.2. Let $K/Q$ and $L/Q$ be algebraic field extensions, and let $U_K$, and $U_L$, be the corresponding continuous, linear projections defined by (6.19). If either $K/(K \cap L)$ is a (possibly infinite) Galois extension, or if $L/(K \cap L)$ is a (possibly infinite) Galois extension, then we have

\begin{equation}
U_K \circ U_L = U_L \circ U_K.
\end{equation}

Proof. We assume that $K/(K \cap L)$ is a Galois extension. As in the proof of Lemma 7.1 it suffices to verify the identity

\begin{equation}
U_K(U_L(f_\alpha))(y) = U_L(U_K(f_\alpha))(y)
\end{equation}

for each function $f_\alpha$ in $F$, and each point $y$ in $Y$. Let $\sigma$ be an automorphism in $\text{Aut}(\overline{Q}/K \cap L)$, so that $\sigma K = K$. Then by Lemma 7.1 we have

\begin{equation}
\Phi_\sigma(U_K(f_\alpha))(y) = U_K(\Phi_\sigma(f_\alpha))(y)
\end{equation}

for each function $f_\alpha$ in $F$, and each point $y$ in $Y$. Using (6.19), the identity (7.5) can be written as

\begin{equation}
\int_{\text{Aut}(\overline{Q}/K)} f_\alpha(\tau^{-1} \sigma^{-1} y) \, d\nu_K(\tau) = \int_{\text{Aut}(\overline{Q}/K)} f_\alpha(\sigma^{-1} \tau^{-1} y) \, d\nu_K(\tau).
\end{equation}

As $\text{Aut}(\overline{Q}/L) \subseteq \text{Aut}(\overline{Q}/K \cap L)$, we can integrate both sides of (7.6) over automorphisms $\sigma$ in the subgroup $\text{Aut}(\overline{Q}/L)$. Applying Fubini’s theorem, we arrive at the
Equality between the first and third iterated integrals in (7.7) is exactly the identity (7.4). This verifies (7.3). □

8. Statement and proof of the main theorem

For each algebraic extension \( K/\mathbb{Q} \) we continue to write
\[ S_K : \mathcal{F} \to \mathcal{D}_K \]
for the restriction of \( U^K \) to the \( \mathbb{Q} \)-linear subspace \( \mathcal{F} \). We prove the following general result, which includes Theorem 1.3 and Theorem 2.2 as special cases.

**Theorem 8.1.** Let \( K_1, K_2, \ldots, K_N \), be a collection of fields such that
\[ \mathbb{Q} \subseteq K_n \subseteq \overline{\mathbb{Q}} \]
for each \( n = 1, 2, \ldots, N \), and for each pair of integers \( n_1 \neq n_2 \), either
\[ K_{n_1}/(K_{n_1} \cap K_{n_2}) \]
is a (possibly infinite) Galois extension, or
\[ K_{n_2}/(K_{n_1} \cap K_{n_2}) \]
is a (possibly infinite) Galois extension.

For each \( n = 1, 2, \ldots, N \), let
\[ \mathcal{F} = \mathcal{D}_{K_n} \oplus \mathcal{E}_{K_n} \]
be the direct sum decomposition determined by the surjective, continuous, linear projection
\[ S_{K_n} : \mathcal{F} \to \mathcal{D}_{K_n}, \quad \text{with} \quad \mathcal{E}_{K_n} = \ker S_{K_n}. \]
Then for \( 0 \leq M \leq N \), the \( \mathbb{Q} \)-linear subspace
\[ \mathcal{D}_{K_1} + \mathcal{D}_{K_2} + \cdots + \mathcal{D}_{K_M} + \mathcal{E}_{K_{M+1}} + \mathcal{E}_{K_{M+2}} + \cdots + \mathcal{E}_{K_N} \]
is \( \mathcal{F} \)-closed.

**Proof.** For each \( n = 1, 2, \ldots, N \), we define
\[ T_{K_n} : \mathcal{F} \to \mathcal{F} \]
by
\[ T_{K_n}(f)(y) = f(y) - S_{K_n}(f)(y). \]
Then each map
\[ T_{K_n} : \mathcal{F} \to \mathcal{E}_{K_n} \]
is a surjective, continuous, linear projection, such that
\[ \mathcal{D}_{K_n} = \ker T_{K_n}. \]
The hypotheses (8.1) and (8.2), together with Theorem 7.2, imply that for each \( m \neq n \) the projections \( U_{K_m} \) and \( U_{K_n} \) commute. Hence the restricted projections \( S_{K_m} \) and \( S_{K_n} \) also commute. One easily checks that \( S_{K_m} \) and \( T_{K_n} \) commute, and...
similarly that $T_{K_m}$ and $T_{K_n}$ commute. Thus we have the collection of continuous projects
\[(8.3)\]
\[
\{S_{K_1}, S_{K_2}, \ldots, S_{K_M}, T_{K_{M+1}}, T_{K_{M+2}}, \ldots, T_{K_N}\},
\]
and each pair of projections from (8.3) commute. These correspond to the collection of direct sum decompositions
\[
\mathcal{F} = D_{K_m} \oplus E_{K_m}, \quad \text{for } m = 1, 2, \ldots, M,
\]
and
\[
\mathcal{F} = E_{K_n} \oplus D_{K_n}, \quad \text{for } n = M + 1, M + 2, \ldots, N.
\]
We have verified all the hypotheses of Theorem 4.2 with
\[
H_m = D_{K_m}, \quad \text{and } I_m = E_{K_m}, \quad \text{for } m = 1, 2, \ldots, M,
\]
and with
\[
H_n = E_{K_n}, \quad \text{and } I_n = D_{K_n}, \quad \text{for } n = M + 1, M + 2, \ldots, N.
\]
From the conclusion of Theorem 4.2 we get the direct sum decomposition
\[
\mathcal{F} = (D_{K_1} + D_{K_2} + \cdots + D_{K_M} + E_{K_{M+1}} + E_{K_{M+2}} + \cdots + E_{K_N})
\]
\[
\oplus (E_{K_1} \cap E_{K_2} \cap \cdots \cap E_{K_M} \cap D_{K_{M+1}} \cap D_{K_{M+2}} \cap D_{K_N}).
\]
We also learn from Theorem 4.2 that the unique, surjective, linear projection
\[
W_N : \mathcal{F} \rightarrow D_{K_1} + D_{K_2} + \cdots + D_{K_M} + E_{K_{M+1}} + E_{K_{M+2}} + \cdots + E_{K_N},
\]
such that
\[
\ker W_N = E_{K_1} \cap E_{K_2} \cap \cdots \cap E_{K_M} \cap D_{K_{M+1}} \cap D_{K_{M+2}} \cap D_{K_N},
\]
is continuous. Because $W_N$ is continuous, it follows from Theorem 5.2 that
\[
D_{K_1} + D_{K_2} + \cdots + D_{K_M} + E_{K_{M+1}} + E_{K_{M+2}} + \cdots + E_{K_N}
\]
is $\mathcal{F}$-closed. This completes the proof of Theorem 8.1. \qed
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