TANGENTIAL CONTACT OF FREE BOUNDARIES AND THE FIXED BOUNDARY FOR VARIATIONAL SOLUTIONS TO A FREE TRANSMISSION PROBLEM
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Abstract. In this article we study functionals of the following type

\[ \int_{\Omega} \left( \langle A(x,u)\nabla u, \nabla u \rangle + \Lambda(x,u) \right) dx \]

here \( A(x,u) = A_+(x)\chi_{\{u>0\}} + A_-(x)\chi_{\{u\leq 0\}} \) for some elliptic and bounded matrices \( A_\pm \) with Hölder continuous entries and \( \Lambda(x,u) = \lambda_+(x)\chi_{\{u>0\}} + \lambda_-(x)\chi_{\{u\leq 0\}} \). We prove that the free boundaries of minimizers of the above functional touches the fixed boundary \( \partial \Omega \) in a tangential fashion, provide the graph of boundary data touches its zeros smoothly. This assumption is reflected in the (DPT) condition.
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1. INTRODUCTION

Phenomenas which involve interaction of one medium with another can be modeled through free transmission problems of the form (2.1) and (1.1). This class of problems appear naturally when each medium in the mixture follows its own diffusion laws. Few examples of phenomenas that can be modeled through transmission problems are mixture of different chemicals, conductivity (electric and thermal) of composite materials or a material operating close to thresholds like triple point, melting point or breakdown potential. It is indeed a challenging task to model the properties of certain materials, particularly when they are close to threshold points which lead to abrupt changes in their diffusion properties. Applications and results dealing with such models can be found in [8], [1] and references therein.

As nicely pointed out in [12], M. Picone introduced transmission problems in theory of elasticity in 1954 ([44]) and the theory was further developed by Lions [40], Stampacchia [47] and Campanato [13]. The non-divergence case was treated by Schechter in 1960 ([45]). For further details, we refer to [12], from where we learn about the history of those developments.

Roughly speaking, the models discussed above can be represented by the PDE

\[ \text{div} A(x,u,\nabla u) = f(x,u) \]  

(1.1)

where \( A(x,u,\nabla u) \) and \( f(x,u) \) have jump discontinuities with respect to the variable \( u \). Transmission problems can also be posed in variational setting where configurations corresponding
to least energy are of interest. We study minimizers of functionals of the following type

$$\int_{\Omega} H(x, u, \nabla u) \, dx$$

(1.2)

where $H(x, u, \nabla u)$ has a jump discontinuity with respect to the variable $u$. Some developments in above mentioned variational formulation (1.2) can be found in [46], [43] and [5]. Moreover, the form (1.1) is also studied in [38], [37].

Several authors have extended the works of Alt, Caffarelli, Friedman [3] on free boundary problems with constant coefficients to the case of variable coefficients. The works of Argiolas, Ferrari, Sandro, Cerutti [27], [6], [29], [14] put an effort to extend the seminal works of Caffarelli [10], [11] to the case of variable coefficients. The fundamental paper by Caffarelli [9] deals with free boundary regularity for fully non-linear PDEs with variable coefficients. The series of papers by De Silva, Salsa, Ferrari [22], [21], [20], [19], [18], [17] extends the results due to Caffarelli [10], [11], [9] to non-homogeneous case. One can refer to work of Ferrari, Salsa [29] for free boundary regularity for non-divergence PDE with variable coefficients and drift. G. David, Engelstein, Garcia, Toro [16] look into almost minimizers of Bernoulli type free boundary problem with variable coefficient. See also the recent results by Ferrari, Lederman [28] for the case of variable exponents.

All the above mentioned works are the interior regularity results on solutions and their free boundaries. To the best of our knowledge, there are very few known results which deal with up to the boundary regularity in FBP s (for example the papers [35], [36], [42], [31] deal with contact geometry of free boundary and fixed boundary and [15] looks into up to the boundary regularity of solutions). We refer to our previous work [42], which proves the tangential interaction of free boundaries and fixed boundary in the case of variable coefficient Bernoulli type free boundary problem.

In this paper, we explore a slightly more delicate aspect of Bernoulli type free boundary problems: the case of variable coefficients in setting of free transmission problem (1.2) (i.e. coefficients with a jump discontinuity along the free boundaries). We try to add to the understanding of solutions and their free boundaries in this setting. We look at the interaction of the free boundaries of solutions and the fixed boundary of domain for functionals of the form (2.1).

Main result proven in this work is the free boundaries of minimizers of functional of the form (2.1) touches the fixed boundary in a tangential fashion, provided the boundary data is well behaved (c.f. (DPT) condition). Our findings are in line with [35], [42] and [36]. In [36], authors show that the interaction of free boundary and fixed boundary is transversal in absence of boundary data with (DPT).

As discussed above, interactions of respective diffusions of composite materials can be modeled by free transmission problems. In certain circumstances, it is interesting to study the free boundary of solution and fixed boundary in their contact set (if exists). The Dam problem [4] and Jets, Wakes and Cavities [25] model phenomenas.

Recent works of Indrei [33], [34] study such interactions for fully non-linear obstacle problems. We also refer to [31] which sheds more light into angle of contact between fixed boundary and free boundary for one phase Bernoulli problem. Since we are dealing with a free transmission problem, we make use of a very handy tool, particularly useful in study of such scenarios: the $T_{a, b}$ operator. It was introduced in [43]. The $T_{a, b}$ operator bridges between free transmission problems of the form (3.14) and functionals for Alt-Caffarelli-Friedman type [3]. A detailed discussion on $T_{a, b}$ operator can be found in [43, Section 3].

We follow the strategy of classifying global profiles. Our paper extends the result of [35] to the case of free transmission problems with Hölder continuous coefficients. In order to study the blow-ups, we establish non-degeneracy and energy estimates for solutions to transmission problems which may be of independent interest to the readers. The fact that we deal with free transmission problems, i.e. problem with discontinuous coefficients, brings new difficulties in to our setting. For instance the technique of using harmonic replacements (used in [42, Lemma 3.7], [35, Theorem 3.1]) does not appear to be available in our setting. Therefore, we bring...
a new, more suitable approach to prove the energy estimates (c.f. Theorem 3.8) which was obtained via harmonic replacement in [42, Lemma 3.7], [35, Theorem 3.1] in their corresponding settings. We employ Widman’s hole filling technique to prove the uniform energy estimates. Our strategy in the proof of Theorem 3.8 may be of independent interest to the readers.

Moreover, in the proof of non-degeneracy near the free boundary (c.f. Proposition 3.10), we construct delicate variational arguments. In order to control these barriers, we use Gruter-Widman estimates on Green’s functions [32] along the positive phase of our variational solution. The compactness lemma (Proposition 3.9) is proven by careful choice of a test function (c.f. (3.20)) which allows $u$ to pass through the limit while preserving the minimality condition derived from nature of blowups of a minimizer.

In Section 2, we introduce the problem and present definitions and notations to be used in the rest of the paper. We also present the main Theorem 2.8. In Section 3, we prove compactness, energy estimates, non-degeneracy and other supporting lemmas for blowups of solutions to (2.1). At last in Section 4, we prove our main result Theorem 2.8.

2. Setting up the problem

Objective of the paper is to study the behaviour of free boundary near the boundary of domain, for minimizers Bernoulli type free transmission problems with Hölder continuous matrix coefficients.

$$J(v; A_+, A_-, Q, \Omega) := \int_\Omega \left( (A(x, u)\nabla v, \nabla v) + Q(x)\Lambda(v) \right) \, dx. \tag{2.1}$$

Here, $A(x, s) := A_+(x)\chi_{\{s > 0\}} + A_-(x)\chi_{\{s \leq 0\}}$ and $\Lambda(s) := \lambda_+ \chi_{\{s > 0\}} + \lambda_- \chi_{\{s \leq 0\}}$. In order to study the contact of free boundaries and fixed boundaries, we consider the minimization problem in the domain $B_R^+$ denoted as

$$B_R^+ := \left\{ x \in B_R \text{ such that } x_N > 0 \right\}$$

$$B_R' := \left\{ x \in B_R \text{ such that } x_N = 0 \right\}.$$

For $x \in \mathbb{R}^N$ we denote $x' \in \mathbb{R}^{N-1}$ as the projection of $x$ on the plane $\{x_N = 0\}$, we denote the tangential gradient of a function $u$, $\nabla' u$ as follows

$$\nabla' u := \left( \frac{\partial u}{\partial x_1}, ..., \frac{\partial u}{\partial x_{N-1}} \right).$$

For $\phi \in H^1(B_R^+)$, we define the affine space $H^1_0(B_R^+)$ as follows

$$H^1_0(B_R^+) = \left\{ v \in H^1(B_R^+) : v - \phi \in H^1_0(B_R^+) \right\}. \tag{2.2}$$

For a given function $v \in H^1(B_R^+)$, we denote the set $F(v)$ as $F(v) := \partial\{v > 0\} \cap B_R^+$ and $\text{Id}$ is notation for $N \times N$ identity matrix. Throughout the paper, the dependence of a function $f(\cdot, u)$ on the variable $u$ will be seen as follows

$$f(\cdot, u) := f(\cdot, u^+)\chi_{\{u > 0\}} + f(\cdot, u^-)\chi_{\{u \leq 0\}}.$$

Definition 2.1. A function $u \in H^1(B_{2r}^+)$ is said to belongs to the class $\mathcal{M}_{\alpha, \beta}(\alpha, M, \lambda_\pm, \mu, q, \omega)$ if there exists $A_\pm \in C^\alpha(B_{2r}^+) \cap \mathbb{R}^{N \times N}$, $\phi \in C^{1, \alpha}(B_{2r}^+)$, $0 < \mu, q < 1$, $\beta > 0$ and a modulus of continuity $\omega : \mathbb{R}^+ \to \mathbb{R}^+$ such that

(M1) $\| A_\pm \|_{L^\infty(B_{2r}^+)}$, $\| \nabla \phi \|_{L^\infty(B_{2r}^+)} \leq M$, $\| A_\pm \|_{C^\alpha(B_{2r}^+)}$, $\| \nabla \phi \|_{C^{0, \alpha}(B_{2r}^+)} \leq \alpha M$ and $|\phi(x')| \leq M r^{1+\alpha} |x'|^{1+\alpha}$ (for $x' \in B_{2r}^+$), $\phi$ satisfies the following Degenerate Phase Transition condition (DPT) mentioned below.

$$\forall x' \in B_{2r}^+ \text{ if } \phi(x') = 0, \text{ then } |\nabla \phi(x')| = 0. \tag{DPT}$$

(M2) $\mu |\xi|^2 \leq \langle A_\pm(x)\xi, \xi \rangle \leq \frac{1}{\mu} |\xi|^2$ for all $x \in B_{2r}^+$ and $\xi \in \mathbb{R}^N$. There exist $\mu \leq a_\pm \leq \frac{1}{\mu}$ such that $A_\pm(0) = a_\pm \text{Id}$. 

3
Remark 2.3 For the coefficient matrix $A$, $A^r (x)$ is defined as follows
\[ A^r (x) := A(rx). \]

and similarly we define
\[ Q^r (x) = Q(rx) \] (2.6)

Remark 2.4. One can check that if $u \in M_1$, then $u_r \in M_r$. Indeed if $u \in M_1$ and $u$ minimizes the functional $J$ (c.f. (M3))

\[ J(v; A_\pm, \lambda_\pm, Q, B_{2/r}^+) := \int_{B_2^+} \left( (A(x,v)\nabla v, \nabla v) + Q(x)\Lambda(v) \right) \, dx, \]

with boundary data $\phi \in C^{1,\alpha}(B_2^+)$ (i.e. $u \in H^1(\partial B_2)$). Then by simple change of variables we can check that $u_r \in H_0^1(\partial B_{2/r})$ (this verifies (M5)) and $u_r$ minimizes

\[ J(v; A^r_\pm, \lambda_\pm, Q^r, B_{2/r}^+) := \int_{B_{2/r}^+} \left( (A^r(x)\nabla v, \nabla v) + Q^r(x)\Lambda(v) \right) \, dx, \quad (\Lambda(s) = \lambda_+ \chi_{s>0} + \lambda_- \chi_{s \leq 0}). \]

Moreover, if $A$ and $\phi$ satisfy the conditions (M1), (M2) for $r = 1$, then $A^r$, $Q^r$ and $\phi_r$ satisfy (M1), (M2) for $r$. (M4) and (M6) remain invariant under the change variables. Therefore $u_r \in M_r$.

In order to study the blow-up limits $(\lim_{r \to 0} u_r)$ of functions $u \in M_1$, we define a class of global solutions $M_\infty(C, \lambda_\pm, \mu)$. Let us set the following notation before

\[ \Pi = \{ x : x_N = 0 \}. \]

Definition 2.4 (Global solution). A function $u \in H_0^1(\mathbb{R}_+^N)$ belongs to the class $M_\infty(C, \lambda_\pm, \mu)$, that is, $u$ is a global solution if there exists $C > 0$, $\mu \leq a_\pm \leq \frac{1}{\mu}$ and $0 < \lambda_+ < \lambda_-$ such that

- $|u(x)| \leq C|x|$, for all $x \in \mathbb{R}_+^N$,
- $(G2)$ $u$ is continuous up to the boundary $\Pi$,
- $(G3)$ $u = 0$ on $\Pi$, 
- $(G4)$ $u$ minimizes $J(v; A_\pm, \lambda_\pm, Q, B_{2/r}^+)$ (c.f. (2.1)) that is for every $u - v \in H_0^1(B_{2/r}^+)$

\[ \int_{B_{2/r}^+} \left( (A(x,u)\nabla u, \nabla u) + Q(x)\Lambda(u) \right) \, dx \leq \int_{B_{2/r}^+} \left( (A(x,u)\nabla v, \nabla v) + Q(x)\Lambda(v) \right) \, dx \]

and $0 \in F(u)$. (M4) $0 < \lambda_- < \lambda_+$ and $Q \in C(B_{2/r}^+)$ with modulus of continuity $\omega$, i.e. $|Q(x) - Q(y)| \leq \omega(r|x - y|)$ for $x, y \in B_{2/r}^+$. Moreover $0 < q \leq Q(x) \leq \frac{1}{q}$ for all $x \in B_{2/r}^+$. (M5) $u \in H_0^1(B_{2/r}^+)$. (M6) There exists $r_0 > 0$ such that for all $0 < \rho \leq r_0$ we have

\[ \frac{|B_\rho^+(0) \cap \{ u > 0 \}|}{|B_\rho^+(0)|} > 0. \] (2.3)
(G4) and for every ball $B_r(x_0)$, $u$ is a minimizer of $J(\cdot; a_{\pm}, \lambda_{\pm}, B_r(x_0) \cap \mathbb{R}^n_+)$ (c.f. (2.1)), that is

$$
\int_{B_r(x_0) \cap \mathbb{R}^n_+} \left( a(u)|\nabla u|^2 + \Lambda(u) \right) \, dx \leq \int_{B_r(x_0) \cap \mathbb{R}^n_+} \left( a(v)|\nabla v|^2 + \Lambda(v) \right) \, dx
$$

for every $v \in H^1(B_r(x_0) \cap \mathbb{R}^n_+)$ such that $u - v \in H^1_0(B_r(x_0) \cap \mathbb{R}^n_+)$. Here $a(u) := a_+\chi_{\{u > 0\}} + a_-\chi_{\{u \leq 0\}}$ and $\Lambda(u) := \lambda_+\chi_{\{u > 0\}} + \lambda_-\chi_{\{u \leq 0\}}$. We denote the class $\mathcal{M}_\infty(C, \lambda_\pm, 1)$ as $\mathcal{P}_\infty(C, \lambda_\pm)$ (c.f. [35, Definition 2.3], [42, Definition 2.3]).

Remark 2.5. In the absence of ambiguity on values of $\alpha, M, \lambda_{\pm}, D, \mu, q, \omega$ we use the notation $\mathcal{M}_r$ in place of $\mathcal{M}_{r,D}(\alpha, M, \lambda_{\pm}, \mu, q, \omega)$. Similarly, we denote $\mathcal{M}_\infty(C, \mu, \lambda_{\pm})$ as $\mathcal{M}_\infty$ when the parameters $C, \mu, \lambda_{\pm}$ are unambiguous.

Definition 2.6. Let $a, b > 0$ and $D$ be an open Lipschitz set, we define $\mathcal{T}_{a,b} : H^1(D) \to H^1(D)$ as follows

$$
\mathcal{T}_{a,b}(v) := av^+ - bv^-.
$$

Remark 2.7. Here we list some essential properties of the operator $\mathcal{T}_{a,b}$. One can refer to [43, Section 3] for a detailed exposition. For $v \in H^1(\Omega)$ the following holds,

- $v \geq 0$ if and only if $\mathcal{T}_{a,b}(v) \geq 0$. More precisely,
  $$
  [\mathcal{T}_{a,b}(v)]^+ = av^+ = (av)^+ \text{ a.e. in } \Omega
  $$
  $$
  [\mathcal{T}_{a,b}(v)]^- = bv^- = (bv)^- \text{ a.e. in } \Omega.
  $$

- We define $\lambda(v) := \lambda_+\chi_{\{v > 0\} \cap \Omega} + \lambda_-\chi_{\{v \leq 0\} \cap \Omega}$, then $\lambda(\cdot)$ remains invariant under $\mathcal{T}_{a,b}$ operator.
  $$
  \Lambda(v) = \Lambda(\mathcal{T}_{a,b}(v)) \text{ a.e. in } \Omega.
  $$

2.1. The main Result. The main result of this paper is the following.

Theorem 2.8 (Tangential touch for minimizers). Let $u \in \mathcal{M}_1$. Then there exists a modulus of continuity $\sigma$ ($\sigma$ non-decreasing, continuous and $\sigma(0) = 0$) and a constant $\rho_0 > 0$ such that

$$
F(u) \cap B_{\rho_0}^+ \subset \{ x : \, x_N \leq \sigma(|x|)|x| \}.
$$

The function $\sigma$ and constant $\rho_0$ are independent of the choice of $u$ and depends only on the parameters $\alpha, M, \lambda_{\pm}, \mu$ and $D$.

3. The tangential touch of free boundary with fixed boundary

3.1. Boundary regularity. The following lemma is a classical result, c.f. [2, Remark 4.2] and [42, Lemma 3.1].

Lemma 3.1. ([2, Remark 4.2], [42, Lemma 3.1]) Any non-negative continuous function $w \in C(\Omega)$ such that $\text{div}(A(x)\nabla w) = 0$ weakly in $\{ w > 0 \} \cap \Omega$ for some strictly elliptic and bounded matrix $A$, then $w \in H^1_{\text{loc}}(\Omega)$ and $\text{div}(A(x)\nabla w)$ is a non-negative in weak sense.

Lemma 3.2. Let $u_0 \in \mathcal{M}_\infty$ if and only if $\mathcal{T}_{\sqrt{\nabla \cdot \nabla u_0}}(u_0) \in \mathcal{P}_\infty$.

Proof. Lemma 3.2 is a direct consequence of [43, Lemma 3.10].

We can prove boundedness and Hölder continuity of minimizers by well known results developed in [30].

Lemma 3.3. For every $u \in \mathcal{M}_r$ there exists $0 < \alpha_0 < 1$ such that $u \in C^{\alpha_0}(\overline{B_2^+})$. Here $\alpha_0 := \alpha_0(M, \lambda_{\pm}, \mu, q)$ and we have the estimates

$$
\|u\|_{C^{\alpha_0}(\overline{B_2^+})} \leq C(\mu, q, \lambda_{\pm})M.
$$
Proof. We note that the functional $J(\cdot; A_\pm, \lambda_\pm, Q, B_2^+)$ satisfies the assumptions of [30, Theorem 7.3] and the boundary data $\phi \in C^{1,\alpha}(\partial B_2^+)$. Thus, all the assumptions mentioned in the discussion in [30, Section 7.8] are satisfied, therefore from the discussions therein, we have $u \in C^{\alpha}(\overline{B_2^+})$ for some $0 < \alpha_0 < 1$ and
\[ \|u\|_{C^{\alpha}(\overline{B_2^+})} \leq C(\mu, q, \lambda_\pm)\|u\|_{L^\infty(B_2^+)}. \]
From Lemma 3.1 and comparison principle, we have $\|u^\pm\|_{L^\infty(B_2^+)} \leq \|\phi^\pm\|_{L^\infty(\partial B_2^+)} \leq M$, therefore $\|u\|_{L^\infty(B_2^+)} \leq M$. This proves Lemma 3.3.

As a consequence of continuity of $u \in M_1$ from Lemma 3.3, $\{u > 0\} \cap B_2^+$ and $\{u < 0\} \cap B_2^+$ are open sets. Since $u^\pm$ are $A_\pm$-harmonic in $\{u^+ > 0\} \cap B_2^+$, we have the following corollary from Lemma 3.1.

**Corollary 3.4 (Corollary to Lemma 3.1 and Lemma 3.3).** $u^\pm$ are $A_\pm$-subharmonic in $B_2^+$.

**Lemma 3.5 (Linear growth).** If $u \in M_1$. Then we have
\[ |u(x)| \leq C(\mu, [A_\pm]_{C^0(B_2^+)}, N)|x| \quad \forall x \in B_1^+. \quad (3.1) \]

Proof. Lemma 3.5 is proven in [42, Lemma 3.5], we provide a sketch in this paper.
We consider the harmonic replacement for $u^+ \in B_2^+$. Let $w$ be such that
\[ \begin{cases} \text{div}(A_+(x)w) = 0, & \text{in } B_2^+, \\ w = \phi^+, & \text{in } \partial B_2^+. \end{cases} \]
Since $u^+$ is $A_+$-subharmonic (c.f. Lemma 3.1). By comparison principle,
\[ u^+(x) \leq w(x) \leq (\|\nabla w\|_{L^\infty(B_2^+)} + M)|x|, \quad x \in B_1^+. \quad (3.2) \]
From [7, Theorem 2], we have uniform bounds on $\|\nabla w\|_{L^\infty(B_2^+)}$
\[ \|\nabla w\|_{L^\infty(B_2^+)} \leq C(\mu, [A_+]_{C^0(B_2^+)}, N)\left[\|w\|_{L^\infty(B_2^+)} + \|\phi\|_{C^{1,\alpha}(B_2^+)}\right]. \quad (3.3) \]
From maximum principle, we have $\|w\|_{L^\infty(B_2^+)} = \|w\|_{L^\infty(\partial B_2^+)} = \|\phi\|_{L^\infty(\partial B_2^+)} \leq M$ and from (M1), $\|\phi\|_{C^{1,\alpha}(B_2^+)} \leq M$. Plugging this information in (3.3) we have
\[ \|\nabla w\|_{L^\infty(B_2^+)} \leq C(\mu, [A_+]_{C^0(B_2^+)}, N)M \]
and then using the equation above in (3.2),
\[ |u^+(x)| \leq C(\mu, [A_+]_{C^0(B_2^+)}, N)|x|, \quad x \in B_1^+. \quad (3.4) \]
Analogously, we have
\[ |u^-(x)| \leq C(\mu, [A_-]_{C^0(B_2^+)}, N)|x|, \quad x \in B_1^-. \quad (3.5) \]
We add (3.4) and (3.5), we obtain
\[ u^+(x) + u^-(x) = |u(x)| \leq C(\mu, [A_\pm]_{C^0(B_2^+)}, N)|x|, \quad \forall x \in B_1^+. \]

**Remark 3.6.** We can check that for every $u \in M_1$ then $u_r \in M_r$ (c.f. Remark 2.3). Moreover, $u_r^\pm$ are $A_\pm$-subharmonic (c.f. Lemma 3.1, Lemma 3.3) and $u_r$ satisfies (3.1) in $B_{1/r}^+$. That is
\[ |u_r(x)| \leq C(\mu, [A_\pm]_{C^0(B_2^+)}, N)|x|, \quad x \in B_{1/r}^+. \]
3.2. **Energy estimates and compactness.** In this section, we prove the compactness lemma. That is for a given sequence \( v_j \in \mathcal{M}_1 \) and \( r_j \to 0^+ \), the blow-ups of \( v_j \) defined as \( u_j := (v_j)_{r_j} \in \mathcal{M}_{r_j} \) (c.f. (2.4)) converge to \( u_0 \in \mathcal{M}_{\infty} \) up-to a subsequence (in appropriate topologies c.f. Lemma 3.9). For this purpose, we establish some uniform estimates for \( \|u_j\|_{H^1(B_R^+)} \) which in turn allow us to use compact embeddings.

Before proving energy estimates, we quote the following useful lemma

**Lemma 3.7.** (c.f. [30, Lemma 6.1]) Let \( Z(t) \) be a bounded non negative function defined in \([\rho, r]\). And assume that we have for \( \rho \leq s < t \leq r \)

\[
Z(s) \leq \theta Z(t) + \frac{A}{|s-t|^2} + C
\]

for some \( 0 \leq \theta < 1 \) and \( A, C \geq 0 \). Then we have

\[
Z(\rho) \leq C(\theta) \left[ \frac{A}{|\rho-t|^2} + C \right].
\]

**Proposition 3.8** (Energy Estimates). Given \( R > 0, r > 0 \) such that \( R \leq \frac{1}{r} \), then for any \( u \in \mathcal{M}_1 \) we have

\[
\int_{B_R^+} |\nabla u_r|^2 \, dx \leq C(N, \lambda_\pm, \mu, q, M, R). \tag{3.6}
\]

The proof we present below is completely different from [42, Lemma 3.7], where we obtain bounds by controlling the \( \|\nabla u_r\|_{L^2(B_R^+)} \) by \( L^2(B_R^+) \) norm of gradient of harmonic replacement of \( u_r \) in \( B_R^+ \). Instead, we present here a variational proof of Proposition 3.8 which involve the use of Widman’s hole filling technique. The presented proof also works in the context of [42, Lemma 3.7], and other general scenarios in addition to the one in this paper.

**Proof.** Suppose \( s, t \) be such that \( R \leq t < s \leq 2R \). Consider \( \eta \in C_\infty^c(\mathbb{R}^N) \) be the following cutoff function

\[
\eta := \begin{cases} 
1 \text{ in } B_t \\
0 \text{ in } \mathbb{R}^N \setminus B_s.
\end{cases}
\]

The cutoff function \( \eta \) defined above can be taken in such a way that \( 0 \leq \eta \leq 1 \) and \( |\nabla \eta| \leq \frac{C(N)}{|s-t|}. \)

We consider the following test function \( v \in H^1(B^+_s) \)

\[
v := u_r - \eta(u_r - \phi_r) = u_r(1 - \eta) + \eta \phi_r.
\]

We can easily check that \( v \in H^1(B^+_s) \). Moreover, \( u_r, \eta \) and \( \phi_r \) are continuous functions (c.f. Lemma 3.3), therefore \( v - u_r \in C(B^+_s) \) and we can check that \( u_r - v = 0 \) on \( \partial B^+_s \). Since, \( \partial B^+_s \) is Lipschitz, we have \( v - u_r \in H_0^1(B^+_s) \) (c.f. [39, Theorem 18.7]). Hence \( v \) is an admissible test function to compare minimality of \( u_r \) for the functional \( J(A^\pm_+, Q^r, \lambda_\pm, B^+_s) \). That is

\[
\int_{B^+_s} \left( (A^r(x, u_r) \nabla u_r, \nabla u_r) + Q^r(x) \lambda(u_r) \right) \, dx \leq \int_{B^+_s} \left( (A^r(x, v) \nabla v, \nabla v) + Q^r(x) \lambda(v) \right) \, dx.
\]

Now, we use ellipticity of \( A^\pm_+ \) (c.f. (M2)) and boundedness of \( Q^r(x) \) (c.f. (M4)). Thus we have

\[
\int_{B^+_s} |\nabla u_r|^2 \, dx \leq C(\mu) \int_{B^+_s} |\nabla v|^2 \, dx + C(\mu, \lambda_\pm, q, N)s^N.
\]
Using the fact that $t < s$, we get
\[
\int_{B_t^+} |\nabla u_r|^2 \, dx \leq C(\mu) \int_{B_t^+} |\nabla v|^2 \, dx + C(\mu, \lambda, q, N)s^N
\]
\[
= C(\mu) \int_{B_t^+} |\nabla (u_r(1 - \eta) + \eta \phi_r)|^2 \, dx + C(\mu, \lambda, q, N)s^N
\]
\[
\leq C(\mu) \int_{B_t^+} \left( |\nabla (1 - \eta)u_r|^2 + |\nabla \eta \phi_r|^2 \right) \, dx + C(\mu, \lambda, q, N)s^N
\]
\[
\leq C(\mu) \int_{B_t^+} \left( (1 - \eta)^2|\nabla u_r|^2 + |\nabla \eta|^2|u_r|^2 + |\nabla \eta|^2|\phi_r|^2 + |\eta|^2|\nabla \phi_r|^2 \right) \, dx + C(\mu, \lambda, q, N)s^N.
\] (3.7)

Since $\eta = 1$ in $B_t^+$ and $0 \leq \eta \leq 1$, we have $\int_{B_t^+} (1 - \eta)^2|\nabla u_r|^2 \, dx \leq \int_{B_t^+\setminus B_t^+} |\nabla u_r|^2 \, dx$. We also have $|\nabla \eta| \leq \frac{C(\eta)}{|s-t|}$. From (M1) we have $\|\phi_r\|_{L^\infty(B_t^+)} \leq M$ and $\|\nabla \phi_r\|_{L^\infty(B_t^+)} \leq M$. With all this information, we continue our calculations in (3.7).
\[
\int_{B_t^+} |\nabla u_r|^2 \, dx \leq C(\mu) \int_{B_t^+\setminus B_t^+} |\nabla u_r|^2 \, dx + \frac{C_2(\mu, M, N)}{|s-t|^2} \int_{B_t^+} (|u_r|^2 + |\phi_r|^2) \, dx + C_3(\mu, \lambda, q, N, M)s^N.
\] (3.8)

Now, we add $C_4 \int_{B_t^+} |\nabla u_r|^2 \, dx$ on both sides of (3.8) and we obtain the following
\[
\int_{B_t^+} |\nabla u_r|^2 \, dx \leq \frac{C_1}{C_4 + 1} \int_{B_t^+} |\nabla u_r|^2 \, dx + \frac{C_4^2}{|s-t|^2} \int_{B_t^+} (|u_r|^2 + |\phi_r|^2) \, dx + C_3^2s^N
\]
and since $s \leq r$, we have
\[
\int_{B_t^+} |\nabla u_r|^2 \, dx \leq \frac{C_1}{C_4 + 1} \int_{B_t^+} |\nabla u_r|^2 \, dx + \frac{C_4^2}{|s-t|^2} \int_{B_t^+} (|u_r|^2 + |\phi_r|^2) \, dx + C_3^2r^N.
\] (3.9)

From Lemma 3.7 we obtain
\[
\int_{B_R^+} |\nabla u_r|^2 \, dx \leq C(\mu, \lambda, q, N, M) \left[ \frac{1}{R^2} \int_{B_{2R}^+} (|u_r|^2 + |\phi_r|^2) \, dx + R^N \right].
\]

Now, from Remark 3.6 we know that $|u_r(x)| \leq C(\mu)|x| \leq C(\mu)R$ in $B_R^+$ and from (M1) we have $|\phi_r| \leq M|x| \leq MR$ in $B_R^+$. Hence, after using this information in the above equation
\[
\int_{B_R^+} |\nabla u_r|^2 \, dx \leq C(\mu, \lambda, q, N, M) \left[ \frac{1}{R^2} \int_{B_{2R}^+} (|u_r|^2 + |\phi_r|^2) \, dx + R^N \right] \leq C(\mu, \lambda, q, N, M)R^N.
\]

Now we prove an important result on convergence of blowup of minimizers, which is crucial in proving Theorem 2.8.

**Proposition 3.9** (Compactness). Let $v_j \in M_1$ be a sequence and $r_j \to 0^+$. We denote $u_j := (v_j)_{r_j}$. Then, for every $R > 0$ (such that $R < \frac{1}{r_j}$ for all $j \in \mathbb{N}$) the sequence $u_j$ is pre-compact in $H^1(B^+_R)$ and $L^\infty(B^+_R)$ for every $R > 0$. Moreover, if $u_0$ is a subsequential limit of $u_j$ in above mentioned topologies, then $u_0 \in M_\infty$.

**Proof.** By change of variables, we know that $u_j \in M_{r_j}$. We set the notation for the functional $J_j(\cdot; B^+_R)$
\[
J_j(v; B^+_R) := \int_{B^+_R} \left( (A_j(x, v)\nabla v, \nabla v) + Q_j(x)v \right) \, dx \quad v \in H^1_{\phi_j}(B^+_R). \] (3.10)
Here $A_j(\cdot), \phi_j(\cdot), \lambda_\pm$ and $Q_j(\cdot)$ satisfy (M1)-(M5) for $r = r_j$. 

We can see that $J_j$ satisfy the structural conditions [30, Theorem 7.3]. From Lemma 3.3, we have $\|u_j\|_{C^{0,0}(B^+_R)} \leq C(M, \lambda, \mu)$. Hence the sequence $u_j$ is uniformly bounded and equicontinuous in $B^+_R$. By Arzela-Ascoli theorem, there exists $u_0 \in C^{0,0}(B^+_R)$ such that

$$u_j \rightarrow u_0 \quad \text{in } L^\infty(B^+_R) \text{ up-to a subsequence.}$$

(3.11)

Also, from Lemma 3.8 for all $j \in \mathbb{N}$, we have

$$\int_{B^+_R} |\nabla u_j|^2 \, dx \leq C(N, \lambda, \mu, q, M, R).$$

Moreover, the linear growth condition is preserved under blow-up (c.f. Remark 3.6), that is

$$|u_j(x)| \leq C(\mu)M|x| \quad \text{for all } x \in B^+_R$$

(3.12)

then we have

$$\int_{B^+_R} |u_j|^2 \, dx \leq C(\mu)M|B^+_R|.$$  

Therefore, $\|u_j\|_{H^1(B^+_R)}$ is a bounded sequence and $\{u_j\}$ converges in weak-$H^1(B^+_R)$ to $u_0$, up to a subsequence (which we again rename as $u_j$). By assumptions (M1)-(M5) on $A_j$, $Q_j$ and $\phi_j$ for $r = r_j$, we can see that there exists constants $a_\pm \in (\mu, 1)$ and $q \leq q_0 \leq \frac{3}{q}$ such that in the limit $j \rightarrow \infty$

$$A_{\pm,j}(x) \rightarrow a\pm Id \quad \text{uniformly in } B^+_R$$

(3.13)

$$Q_j(x) \rightarrow q_0 \quad \text{uniformly in } B^+_R$$

$$\phi_j \rightarrow 0 \quad \text{uniformly in } B^+_R.$$  

Moreover, since $u_0 \in C(\overline{B^+_R})$ and $u_0 = \lim_{j \rightarrow \infty} u_j = \lim_{j \rightarrow \infty} \phi_j = 0$ on $B^+_R$, $u_0$ satisfies (G2) and (G3) on $B^+_R$ for all $R > 0$. By taking $\lim_{j \rightarrow \infty}$ in (3.12) we obtain $|u_0(x)| \leq C(\mu, M)|x|$ for all $x \in B^+_R$. This proves (G1) in $B^+_R$ for all $R > 0$.

In order to verify (G4), we claim that $u_0$ is minimizer of $J_0(\cdot; B^+_R)$ in the set $H^1_{\omega_0}(B^+_R)$. Here $J_0(\cdot; B^+_R)$ is denoted by the functional

$$J_0(v; B^+_R) := \int_{B^+_R} \left(a(v)|\nabla v|^2 + q_0 \Lambda(v)\right) \, dx, \quad v \in H^1(B^+_R).$$

(3.14)

First let us show that

$$J_0(u_0; B^+_R) \leq \liminf_{j \rightarrow \infty} J_j(u_j; B^+_R)$$

(3.15)

We look at the right hand side of (3.15) term by term. We claim that

$$\int_{B^+_R} q_0 \Lambda(u_0) \, dx \leq \liminf_{j \rightarrow \infty} \int_{B^+_R} Q_j(x) \Lambda(u_j) \, dx.$$

(3.16)

To prove the claim 3.16, we first show that for almost every $x \in B^+_R$, we have

$$q_0 \lambda_+ \chi_{\{u_0 > 0\}}(x) + q_0 \lambda_- \chi_{\{u_0 \leq 0\}}(x) \leq \liminf_{j \rightarrow \infty} \left( Q_j(x) \lambda_+ \chi_{\{u_j > 0\}}(x) + Q_j(x) \lambda_- \chi_{\{u_j \leq 0\}}(x) \right).$$

(3.17)

Let $x_0 \in B^+_R \cap \{\{u_0 > 0\} \cup \{u_0 < 0\}\}$, then from the uniform convergence of $u_j$ to $u_0$, we can easily see that $u_j(x_0)$ attains the sign of $u_0(x_0)$ for sufficiently large value of $j$. Hence, combining this information with (3.13), the claim(3.17) holds true in the set $\{\{u_0 > 0\} \cup \{u_0 < 0\}\} \cap B^+_R$.

If $x_0 \in \{u_0 = 0\}$. Then left hand side of (3.17) is equal to

$$q_0 \lambda_+ \chi_{\{u_0 > 0\}}(x_0) + q_0 \lambda_- \chi_{\{u_0 \leq 0\}}(x_0) = q_0 \lambda.$$  

We observe that in the set $\{u_0 = 0\} \cap B^+_R$, the right hand side of (3.17) is the following

$$Q_j(x_0) \lambda_+ \chi_{\{u_j > 0\}}(x_0) + Q_j(x_0) \lambda_- \chi_{\{u_j \leq 0\}}(x_0) = \begin{cases} Q_j(x_0) \lambda_+, & \text{if } u_j(x_0) > 0 \\ Q_j(x_0) \lambda_-, & \text{if } u_j(x_0) \leq 0. \end{cases}$$
Since \( \lambda_- < \lambda_+ \) (c.f. (M4)), the right hand side in (3.17) is always greater than or equal to \( Q_j(x_0) \lambda_- \). That is we have for \( x_0 \in \{ u_0 = 0 \} \cap B_R^+ \)

\[
q_0 \lambda_+ \chi_{\{u_0 > 0\}}(x_0) + q_0 \lambda_- \chi_{\{u_0 \leq 0\}}(x_0) = q_0 \lambda_-
\]

\[
= \liminf_{j \to \infty} Q_j(x_0) \lambda_-
\]

\[
\leq \liminf_{j \to \infty} \left( Q_j(x_0) \lambda_+ \chi_{\{u_0 > 0\}}(x_0) + Q_j(x_0) \lambda_- \chi_{\{u_0 \leq 0\}}(x_0) \right).
\]

Thus, (3.17) is proven for all \( x \in B_R^+ \) and hence (3.16) holds by Fatou’s lemma.

Now, recalling that \( A_{\pm}(0) = a_+ \) we see that

\[
\int_{B_R^+} (A_{j, \pm}(x) \nabla u_j^+, \nabla u_j^+) \, dx = \int_{B_R^+} ((A_{j, \pm}(x) - a_+ \text{Id}) \nabla u_j^+, \nabla u_j^+) \, dx + \int_{B_R^+} a_+ |\nabla u_j^+|^2 \, dx \tag{3.18}
\]

from Lemma 3.8, we know \( \int_{B_R^+} |\nabla u_j^+|^2 \, dx \) is uniformly bounded for all \( j \in \mathbb{N} \) and \( A_{j, \pm} \to a_+ \) uniformly as \( j \to \infty \) (c.f. (3.13)), therefore, the first term on the right hand side of (3.18) converges to zero as \( j \to \infty \). Regarding the second part, we observe that \( u_j \to u_0 \) weakly in \( H^1(B_R^+) \). Hence, from [43, Proposition 3.7] \( u_j^+ \to u_0^+ \) weakly in \( H^1(B_R^+) \). By the lower semi-continuity of \( H^1 \) norm in the weak topology and (3.18), we obtain,

\[
\int_{B_R^+} a_+^2 |\nabla u_0^+|^2 \leq \liminf_{j \to \infty} \int_{B_R^+} a_+^2 |\nabla u_j^+|^2 \, dx = \liminf_{j \to \infty} \int_{B_R^+} (A_{j}(x) \nabla u_j^+, \nabla u_j^+) \, dx. \tag{3.19}
\]

By adding (3.19), (3.16) and applying [24, Theorem 3.127] to the summation, we obtain (3.15).

In order to prove that the function \( u_0 \in \mathcal{M}_\infty \), it only remains to verify that \( u_0 \) satisfies (G4) in \( B_R^+ \) for all \( R > 0 \). That is \( u_0 \) is a minimizer of \( J_0(\cdot ; B_R^+) \) for all \( R > 0 \). In this direction, we consider \( w \in H^1_0(B_R^+) \). We make use of (3.15) to prove our claim. Let us construct a competitor for the minimality of \( u_j \) for functional \( J_j \). We define two cutoff functions \( \eta_\delta : \mathbb{R}^N \to \mathbb{R} \) and \( \theta : \mathbb{R} \to \mathbb{R} \) as follows,

\[
\eta_\delta(x) := \begin{cases} 
1, & x \in B_{R-\delta} \\
0, & x \in \mathbb{R}^N \setminus B_R 
\end{cases}
\]

\[
\theta(t) := \begin{cases} 
1, & |t| \leq 1/2 \\
0, & |t| \geq 1.
\end{cases}
\]

we can take \( |\nabla \eta_\delta| \leq \frac{C(N)}{\delta} \). We define \( \theta_j(x) = \theta(\frac{2x}{d_j}) \), for a sequence \( d_j \to 0 \), which we choose in later steps of the proof. Let \( w_j^\delta \) be a test function defined as

\[
w_j^\delta := w + (1 - \eta_\delta)(u_j - u_0) + \eta_\delta \theta_j \phi_j. \tag{3.20}
\]

Since, the function \( w_j^\delta - w = (1 - \eta_\delta)(u_j - u_0) + \eta_\delta \theta_j \phi_j \) is continuous in \( B_R^+ \) and is pointwise equal to zero on \( \partial B_R^+ \) (because \( u_0 = 0 \) on \( B_R^+, \) c.f. (3.13)). Since \( \partial B_R^+ \) is a Lipschitz surface in \( \mathbb{R}^N \), \( u_j - w_j^\delta \in H^1_0(B_R^+) \). See that from minimality of \( u_j \), we have

\[
\int_{B_R^+} \left( (A_j(x, u_j) \nabla u_j, \nabla u_j) + Q_j(x) \Lambda(u_j) \right) \, dx \leq \int_{B_R^+} \left( (A_j(x, w_j^\delta) \nabla u_j^\delta, \nabla w_j^\delta) + Q_j(x) \Lambda(w_j^\delta) \right) \, dx.
\]

From (3.15) and [24, Theorem 3.127], we obtain

\[
J_0(u_0; B_R^+) \leq \liminf_{j \to \infty} \int_{B_R^+} \left( (A_j(x, w_j^\delta) \nabla u_j^\delta, \nabla w_j^\delta) + Q_j(x) \Lambda(w_j^\delta) \right) \, dx
\]

\[
\leq \limsup_{j \to \infty} \int_{B_R^+} \left( (A_j(x, w_j^\delta) \nabla u_j^\delta, \nabla w_j^\delta) + Q_j(x) \Lambda(w_j^\delta) \right) \, dx
\]

\[
\leq \limsup_{j \to \infty} \left( \int_{B_R^+} (A_j(x, w_j^\delta) \nabla u_j^\delta, \nabla w_j^\delta) \, dx \right) + \limsup_{j \to \infty} \left( \int_{B_R^+} Q_j(x) \Lambda(w_j^\delta) \, dx \right) \tag{3.21}
\]
Since, from (3.13) that $A_{j, \pm} \to a_{\pm}$ uniformly as $j \to \infty$, following the same reasoning as in (3.18), we have

$$
\limsup_{j \to \infty} \int_{B_R^+} \langle A_j(x, w_j^\delta) \nabla w_j^\delta, \nabla w_j^\delta \rangle \, dx = \limsup_{j \to \infty} \int_{B_R^+} \langle a(w_j^\delta) \nabla w_j^\delta, \nabla w_j^\delta \rangle \, dx
$$

Our claim is that after passing the limit $\delta \to 0$, the right hand side of (3.21) is-in fact $J_0(w; B_R^+)$. To prove this, we argue exactly the way as in the proof of [42, Lemma 3.8]. In [42, Lemma 3.8], it is shown that by choosing $d_j \to 0$ such that $\frac{\delta_j}{R_0} \to 0$ we can prove that as $\delta \to 0$ and $j \to \infty$, $\int_{B_R^+} |\nabla (w_j^\delta - w)|^2 \, dx \to 0$, in other words

$$
\lim_{\delta \to 0} \left( \limsup_{j \to \infty} \int_{B_R^+} |\nabla w_j^\delta|^2 \, dx \right) = \int_{B_R^+} |\nabla w|^2 \, dx \tag{3.22}
$$

and therefore from [43, Proposition 3.7]

$$
\lim_{\delta \to 0} \left( \limsup_{j \to \infty} \int_{B_R^+} a_{\pm}|\nabla w_j^\delta|^{2} \, dx \right) = \int_{B_R^+} a_{\pm}|\nabla w|^2 \, dx. \tag{3.23}
$$

Following the steps as in the proof of [42, Lemma 3.8], it can also be shown that we have

$$
\lim_{\delta \to 0} \left( \limsup_{j \to \infty} \int_{B_R^+} Q_j(x) \Lambda(w_j^\delta) \, dx \right) = \int_{B_R^+} q_0 \Lambda(w) \, dx. \tag{3.24}
$$

We now use (3.23) and (3.24) in (3.21), and obtain $J_0(u_0; B_R^+) \leq J_0(w; B_R^+)$ for all $w \in H_{M_0}^1(B_R^+)$ for all $R > 0$. This verifies (G4) for $u_0$. Hence we conclude the proof of Proposition 3.9. \qed

3.3. Non-degeneracy results. In this section we prove various results on non-degenerate behaviour of $u \in \mathcal{M}_1$ near their free boundaries and also near contact point. The following proposition adapts ideas from [3, Theorem 3.1]. Although, the proof of the following lemma is exactly the same as in [42, Proposition 3.9], we make small changes to fit in the context of transmission problems.

**Proposition 3.10** (Non-degeneracy near the free boundary). For $u \in \mathcal{M}_{r_0}$, and $x_0 \in B_{r_0}^+$. For every $0 < \kappa < 1$ there exists a constant $c > 0$, which depends only on $\kappa, \lambda_{\pm}, \mu, q$ such that for all $B_r(x_0) \subset B_{r_0}^+$, we have

$$
\frac{1}{r} \int_{\partial B_r(x_0)} u^+ \, dH^{N-1}(x) < c(\kappa, \lambda_{\pm}, \mu, q, N) \quad \implies \quad u^+ = 0 \text{ in } B_{kr}(x_0). \tag{3.25}
$$

**Proof.** Let $\gamma = \frac{1}{r} \int_{B_r(x_0)} u^+ \, dx$. Since, by elliptic regularity theory, $u$ is locally $C^{1,\alpha}$ in $\{u > 0\}$. Then, for almost every $\epsilon \in (0, \|u^+\|_{L^\infty(B_r(x_0))})$, $B_r \cap \partial\{u > \epsilon\}$ is a $C^{1,\alpha}$ surface. For one such small $\epsilon > 0$, we consider the test function $v_\epsilon$ given by

\[
\begin{cases}
\text{div}(A_+u_{\gamma}) = 0 & \text{in } (B_r(x_0) \setminus B_{kr}(x_0)) \cap \{u > \epsilon\} \\
\nu_\epsilon = u & \text{in } B_r(x_0) \cap \{u \leq \epsilon\} \\
v_\epsilon = \epsilon & \text{in } B_{kr}(x_0) \cap \{u > \epsilon\} \\
v_\epsilon = u & \text{on } \partial B_r(x_0)
\end{cases}
\]

we know $v_\epsilon \in H^1(B_r(x_0))$, thanks to [23, Theorem 3.44] and [26, Theorem 4.6]. To ensure the existence of limit $\lim_{\epsilon \to 0} v_\epsilon$ exists in weak sense in $H^1(B_r(x_0))$ and strong sense in $L^2(B_r(x_0))$ (up-to a subsequence), we show that $v_\epsilon$ is bounded in $H^1(B_r(x_0))$. To prove this, let $G$ be the Green function for $L(v) = \text{div}(A_+u\nabla v)$ in the ring $B_r(x_0) \setminus B_{kr}(x_0)$. Then, for a function $w$ such that

\[
\begin{cases}
\text{div}(A_+u_{\gamma}) = 0 & \text{in } B_r(x_0) \setminus B_{kr}(x_0) \\
w = u & \text{on } \partial B_r(x_0) \cap \{u > \epsilon\} \\
w = \epsilon & \text{elsewhere on } \partial(B_r(x_0) \setminus B_{kr}(x_0))
\end{cases}
\]
We apply \cite[Theorem 3.3 (vi)]{32}, for \( \bar{x} \in \partial B_r(x_0) \) and for a sequence \( \{ x_k \} \subset B_r(x_0) \setminus B_{cr}(x_0) \) such that \( x_k \to \bar{x} \in \partial B_{cr}(x_0) \).

\[
|\nabla w(\bar{x})| \leq C(N, \mu) \lim_{k \to \infty} \int_{\partial B_r(x_0) \cap \{ u > \varepsilon \}} \left| \nabla_x \left( \frac{\partial}{\partial y} G(x_k, y) \right) \right| (u - \varepsilon)^+ \, dx \\
\leq C(N, \mu) \lim_{k \to \infty} \int_{\partial B_r(x_0)} \frac{1}{|x_k - y|^N} (u - \varepsilon)^+ \, d\mathcal{H}^{N-1}(y) \leq \frac{C(N, \mu, \alpha) 1}{(1 - \kappa)^N} r \int_{\partial B_r} (u - \varepsilon)^+ \, d\mathcal{H}^{N-1}(y) \leq C(\mu, N, \kappa) \gamma \text{ on } \partial B_{cr}(x_0).
\]

(3.26)

We can easily check that \( w \geq v_\varepsilon \) on \( B_r(x_0) \setminus B_{cr}(x_0) \). By comparison principle, \( w \geq v_\varepsilon \) in \( B_r(x_0) \setminus B_{cr}(x_0) \). Since \( w = v_\varepsilon \) on \( \partial B_{cr}(x_0) \), we have

\[
|\nabla v_\varepsilon| \leq |\nabla w| \leq C(\kappa) \gamma \text{ on } \partial B_{cr}(x_0).
\]

(3.27)

Let us denote \( D_\varepsilon := (B_r(x_0) \setminus B_{cr}(x_0)) \cap \{ u > \varepsilon \} \). Since \( \text{div}(A_+(x) \nabla v_\varepsilon) = 0 \) in \( D_\varepsilon \), we have by divergence theorem

\[
\int_{D_\varepsilon} (A_+(x) \nabla v_\varepsilon) \cdot \nabla (v_\varepsilon - u) \, dx = \int_{\partial B_{cr}(x_0) \cap \{ u > \varepsilon \}} (u - v_\varepsilon)(A_+(x) \nabla v_\varepsilon) \cdot \nu(y) \, d\mathcal{H}^{N-1}(y) = \frac{1}{\mu} \int_{\partial B_{cr}(x_0) \cap \{ u > \varepsilon \}} |u - \varepsilon| |\nabla v_\varepsilon| \, d\mathcal{H}^{N-1}(y) \leq \frac{C(N, \kappa) \gamma}{\mu} \int_{\partial B_{cr}(x_0) \cap \{ u > \varepsilon \}} |u - \varepsilon| \, d\mathcal{H}^{N-1}(y) \leq C_0(u).
\]

One can refer to \cite[equation (3.4)]{3} for a justification of use of divergence theorem in \( D_\varepsilon \) which is just a Lipschitz domain. In the last line of calculations above, we have used (3.27). From the above calculations, we can write

\[
\int_{D_\varepsilon} (A_+(x) \nabla v_\varepsilon) \cdot \nabla (v_\varepsilon - u) \, dx \leq C_0(u) \\
\Rightarrow \int_{D_\varepsilon} (A_+(x) \nabla v_\varepsilon) \cdot \nabla v_\varepsilon \, dx \leq C_0(u) + \int_{D_\varepsilon} (A_+(x) \nabla v_\varepsilon) \cdot \nabla u \, dx \\
\Rightarrow \mu \int_{D_\varepsilon} |\nabla v_\varepsilon|^2 \, dx \leq C_0(u) + \frac{1}{\mu} \int_{D_\varepsilon} |\nabla v_\varepsilon||\nabla u| \, dx \\
\Rightarrow \mu \int_{D_\varepsilon} |\nabla v_\varepsilon|^2 \, dx \leq C_0(u) + \frac{\varepsilon_0}{2} \mu \int_{D_\varepsilon} |\nabla v_\varepsilon|^2 \, dx + \frac{1}{2\varepsilon_0\mu} \int_{D_\varepsilon} |\nabla u|^2 \, dx
\]

putting very small \( \varepsilon_0 > 0 \) in the last inequality, we have

\[
\int_{D_\varepsilon} |\nabla v_\varepsilon|^2 \, dx \leq C_1(u)
\]

and thus, since \( v_\varepsilon = \varepsilon \Rightarrow \nabla v_\varepsilon = 0 \) in \( B_{cr}(x_0) \cap \{ u > \varepsilon \} \) and \( v_\varepsilon = u \) in \( B_r(x_0) \setminus D_\varepsilon \),

\[
\int_{B_r(x_0)} |\nabla v_\varepsilon|^2 \, dx = \int_{D_\varepsilon} |\nabla v_\varepsilon|^2 \, dx + \int_{B_r(x_0) \setminus D_\varepsilon} |\nabla u|^2 \, dx \leq C_2(u).
\]

We note that by definition of \( v_\varepsilon \) and comparison principle, we have \( u^- \leq v_\varepsilon \leq u \). Therefore

\[
\int_{B_r(x_0)} |v_\varepsilon|^2 \, dx \leq \int_{B_r(x_0)} |u|^2 \, dx.
\]
This proves \( v_\varepsilon \) is uniformly bounded in \( H^1(B_r(x_0)) \). Therefore there exists a limit \( v = \lim_{\varepsilon \to 0} v_\varepsilon \) in weak \( H^1 \) sense, such that \( v \) satisfies the following
\[
\begin{align*}
\text{div}(A_+(x)\nabla v) &= 0 \quad \text{in } (B_r(x_0) \setminus B_{\kappa r}(x_0)) \cap \{ u > 0 \} \\
v &= u \quad \text{in } B_r(x_0) \cap \{ u \leq 0 \} \\
v &= 0 \quad \text{in } B_{\kappa r}(x_0) \cap \{ u > 0 \} \\
v &= u \quad \text{on } \partial B_r(x_0).
\end{align*}
\] (3.28)

The above properties of the function \( v \in H^1(B_r(x_0)) \) are verified in [42, Proposition 3.9]. Let us use the function \( v \) as a test function with respect to minimality condition on \( u \) in \( B_r(x_0) \), we have
\[
\int_{B_r(x_0)} \left( (A(x, u)\nabla u, \nabla u) + Q(x)\Lambda(u) \right) dx \leq \int_{B_r(x_0)} \left( (A(x, v)\nabla v, \nabla v) + Q(x)\Lambda(v) \right) dx
\]
we observe that, \( v = u \) in \( \{ u \leq 0 \} \) and \( \{ v > 0 \} \subset \{ u > 0 \} \). Thus, the integration in the set \( \{ u \leq 0 \} \cap B_r(x_0) \) gets cancelled from both sides and we are left with the equations below. Set \( D_0 := B_r(x_0) \setminus B_{\kappa r}(x_0) \cap \{ u > 0 \} \), since \( q \leq Q \leq \frac{1}{q} \) we have
\[
\int_{B_r(x_0)} \left( (A(x, v)\nabla u, \nabla u) - (A(x)\nabla v, \nabla v) \right) dx \leq \int_{B_{\kappa r}(x_0) \cap \{ u > 0 \}} Q(x)(\Lambda(v) - \Lambda(u)) dx
\]
\[
= \frac{\lambda_0}{q} |B_{\kappa r}(x_0) \cap \{ u > 0 \}|. \quad (\lambda_0 := -(\lambda_+ - \lambda_-)).
\]
have second equality above because \( \chi_{\{ v > 0 \}} = \chi_{u > 0} \) in \( D_0 \). Since \( v = 0 \) in \( D_0 \), we have
\[
\int_{B_{\kappa r}(x_0) \cap \{ u > 0 \}} (A_+(x)\nabla u, \nabla u) dx + \int_{D_0} (A_+(x)\nabla u, \nabla u) - (A_+(x)\nabla v, \nabla v) \right) dx \leq \int_{B_{\kappa r}(x_0) \cap \{ u > 0 \}} \frac{\lambda_0}{q} dx.
\]
Using the ellipticity of \( A_+ \) and shuffling the terms in the above equation, we obtain
\[
\int_{B_{\kappa r}(x_0) \cap \{ u > 0 \}} \left( \mu |\nabla u|^2 - \frac{\lambda_0}{q} \right) dx \leq \int_{D_0} (A_+(x)\nabla v, \nabla v) - (A_+(x)\nabla u, \nabla u) \right) dx
\]
\[
= \int_{D_0} (A_+(x)\nabla (v - u), \nabla (v + u)) dx
\]
\[
= \int_{D_0} (A_+(x)\nabla (v - u), \nabla (u - v + 2v)) dx
\]
\[
\leq 2 \int_{D_0} (A_+(x)\nabla v, \nabla (v - u)) dx
\]
\[
\leq \liminf_{\varepsilon \to 0} \frac{2}{\varepsilon} \int_{D_0} (A_+(x)\nabla v_\varepsilon, \nabla (v_\varepsilon - u)) dx
\]
\[
= \liminf_{\varepsilon \to 0} \frac{2}{\varepsilon} \int_{D_0} (A_+(x)\nabla v_\varepsilon, \nabla (v_\varepsilon - u)) dx
\]
\[
= \liminf_{\varepsilon \to 0} \frac{2}{\varepsilon} \int_{\partial B_{\kappa r}(x_0) \cap \{ u > \varepsilon \}} (u - \varepsilon)(A_+(x)\nabla v_\varepsilon) \cdot \nu dx
\]
\[
\leq \liminf_{\varepsilon \to 0} \frac{2}{\varepsilon} \int_{\partial B_{\kappa r}(x_0) \cap \{ u > \varepsilon \}} (u - \varepsilon) |\nu \cdot \nabla v_\varepsilon| dx := M_0.
\]
The second to last equality in above calculation is obtained from integration by parts, its justification can be found in [3, equation (3.4)]. From (3.29) and (3.27), and using the trace inequality in \( H^1(B_{\kappa r}) \) we have (for some different constant \( C(\kappa) \)),
\(M_0 \leq C(\mu, N, \kappa) \gamma \int_{\partial B_{\kappa r}(x_0)} u^+ dH^{N-1}(x)\)

\[
\leq C(\mu, N, \kappa) \gamma \int_{B_{\kappa r}(x_0)} (|\nabla u^+| + \frac{1}{r} u^+) \, dx
\]

\[
\leq C(\mu, N, \kappa) \gamma \left[ |B_{\kappa r}(x_0) \cap \{ u > 0 \}|^{1/2} \left( \int_{B_{\kappa r}(x_0)} |\nabla u^+|^2 \, dx \right)^{1/2} + \frac{1}{r} \sup_{B_{\kappa r}(x_0)} (u^+) \{B_{\kappa r}(x_0) \cap \{u > 0\}\} \right]
\]

\[
\leq C(\mu, N, \kappa) \gamma \left[ \frac{1}{2} \sqrt{-\lambda_0/q} \int_{B_{\kappa r}(x_0) \cap \{u > 0\}} |\nabla u^+|^2 \, dx + 2 \sqrt{-\lambda_0/q} B_{\kappa r}(x_0) \cap \{u > 0\} \right]
\]

\[
\leq \frac{C(\mu, N, \kappa) \gamma}{2 \sqrt{-\lambda_0/q}} \left( \int_{B_{\kappa r}(x_0) \cap \{u > 0\}} |\nabla u^+|^2 \, dx \right) + \frac{C(\mu, N, \kappa) \gamma}{(-\lambda_0/q)^{\frac{1}{2}}} \sup_{B_{\kappa r}(x_0)} (u^+) \int_{B_{\kappa r}(x_0) \cap \{u > 0\}} \frac{(-\lambda_0)}{q} \, dx
\]

(3.30)

we have used Hölder’s inequality and then Young’s inequality above. From [43, Lemma 3.1], we know that \(u^+\) is \(A_+\)-subharmonic on \(B_r(x_0)\). If \(G'\) is the Green’s function for \(L'(v) = \text{div}(A_+(x) \nabla v)\) in \(B_r(x_0)\), then by comparison principle

\[
u^+(x) \leq \int_{\partial B_r(x_0)} u^+(y) (A_+(y) \nabla_y G'(x, y)) \cdot \nu_y \, dH^{N-1}(y) \forall x \in B_{\kappa r}(x_0).
\]

Since for all \(y \in \partial B_r(x_0)\) and \(x \in B_{\kappa r}(x_0)\), we have \(|x-y|^{N-1} \leq \frac{C(\kappa)}{r^{N-1}}\), then using the Green’s function estimates c.f. [32, Theorem 3.3 (v)] we get

\[
\sup_{B_{\kappa r}(x_0)} u^+ \leq C(N, \mu) \int_{\partial B_r(x_0)} \frac{u^+(y)}{|x-y|^{N-1}} dH^{N-1}(y)
\]

\[
\leq C(N, \kappa, \mu) \int_{\partial B_r} u^+ dH^{N-1}(y) = C(N, \kappa, \mu) \gamma r.
\]

(3.31)

Let us denote the integral \(\int_{B_{\kappa r}(x_0) \cap \{u > 0\}} (|\nabla u|^2 - \frac{\lambda_0}{q}) \, dx\) by the letter \(\mathcal{I}\).

\[
\mathcal{I} := \int_{B_{\kappa r}(x_0) \cap \{u > 0\}} (|\nabla u|^2 - \frac{\lambda_0}{q}) \, dx.
\]

By using, (3.29) and (3.31) in (3.30) and we have

\[
\mu \mathcal{I} \leq \frac{C(\mu, \kappa, N) \gamma}{2 \sqrt{-\lambda_0/q}} \mathcal{I} + \frac{C(\mu, \kappa, N) \gamma}{(-\lambda_0/q)^{\frac{1}{2}}} \sup_{B_{\kappa r}(x_0)} (u^+) \int_{B_{\kappa r}(x_0) \cap \{u > 0\}} \frac{(-\lambda_0)}{q} \, dx
\]

\[
\leq \frac{C(\mu, \kappa, N) \gamma}{\mu \sqrt{-\lambda_0}} \left( 1 + \frac{C(\kappa) \gamma}{\sqrt{-\lambda_0}} \right) \mathcal{I}.
\]

If \(\gamma\) is sufficiently small, then \(\mathcal{I} = 0\)

\[
\frac{(-\lambda_0)}{q} |B_{\kappa r}(x_0) \cap \{u > 0\}| \leq \int_{B_{\kappa r}(x_0) \cap \{u > 0\}} (|\nabla u|^2 + \frac{(-\lambda_0)}{q}) \, dx = 0
\]

in particular \(\{|u > 0\} \cap B_{\kappa r(x_0)}\) = 0, that is \(u^+ = 0\) almost everywhere in \(B_{\kappa r}(x_0)\).

\[\square\]

4. PROOF OF THEOREM 2.8.

Before moving into the proof of Theorem 2.8, we need to show that the positivity sets \(\{u_j > 0\} \cap B_{r_j}^+\) for the blowups \(u_j\) as in Proposition 3.9, converge in \(L^1(B_{r_j}^+)\) to the positivity set of blowup limit \(\{u_0 > 0\} \cap B_{r_0}^+\).
Lemma 4.1. Let $u_0$ and $u_k$ be as in Proposition 3.9. Then, for a subsequence of $u_k$, for any $R > 0$ we have
\[ \chi_{\{u_k > 0\} \cap B_R^+} \to \chi_{\{u_0 > 0\} \cap B_R^+} \quad \text{a.e. in } B_R^+. \] (4.1)

This in turn implies
\[ \chi_{\{u_k > 0\} \cap B_R^+} \to \chi_{\{u_0 > 0\} \cap B_R^+} \quad \text{in } L^1(B_R^+). \] (4.2)

Proof. From Proposition 3.9, we can consider a subsequence of $u_k$ such that $u_k \to u_0$ in $L^\infty(B_R^+)$. Let $x \in B_R^+$. If $x \in \{ u_0 > 0 \} \cap B_R^+$ (or $\chi_{\{u_0 > 0\} \cap B_R^+}(x) = 1$), then for sufficiently large $k$, $u_k(x)$ attains the sign of $u_0(x)$. Thus we conclude that
\[ \chi_{\{u_k > 0\} \cap B_R^+}(x) \to \chi_{\{u_0 > 0\} \cap B_R^+}(x) \quad \text{as } k \to \infty \text{ for all } x \in \{ u_0 > 0 \} \cap B_R^+. \]

If $x \in \{ u_0 \leq 0 \} \cap B_R^+$ (or $\chi_{\{u_0 > 0\} \cap B_R^+}(x) = 0$), then there exists $\delta > 0$ such that $B_\delta(x) \subset \{ u_0 \leq 0 \} \cap B_R^+$. In other words, $\frac{1}{\delta} \int_{\partial B_\delta(x)} u_0^+ \, dH^{N-1} = 0$, by the uniform coverage of $u_k$ to $u_0$ in $B_R^+$ (c.f. Proposition 3.9) we obtain
\[ \frac{1}{\delta} \int_{\partial B_\delta(x)} u_k^+ \, dH^{N-1} \leq \frac{1}{2} c(\lambda, \mu, q, N) \quad \text{for } k \text{ sufficiently large}. \] (4.3)

Here $c(\lambda, \mu, q, N)$ is as in Proposition 3.10. This implies $u_k \leq 0$ in $B_\frac{1}{2}(x)$ (c.f. Proposition 3.10). In particular, $\chi_{\{u_k > 0\}}(x) = 0$ for $k$ sufficiently large. This way,
\[ \chi_{\{u_k > 0\} \cap B_R^+}(x) \to \chi_{\{u_0 > 0\} \cap B_R^+}(x) \quad \text{as } k \to \infty \text{ for all } x \in \{ u_0 \leq 0 \} \cap B_R^+. \] (4.4)

Since $u_0 \in M_\infty$, therefore from Lemma 3.2, $T_{\sqrt{\sigma}, \sqrt{\rho}}(u_0) \in P_\infty$ (c.f. Definition 2.4). From the representation theorem [3, Theorem 7.3],
\[ |\partial \{ T_{\sqrt{\sigma}, \sqrt{\rho}}(u_0) > 0 \} \cap B_R^+| = |\partial \{ u_0 > 0 \} \cap B_R^+| = 0. \]

From (4.3), (4.4) and the fact that $|\partial \{ u_0 > 0 \} \cap B_R^+| = 0$, we obtain the claim (4.1). Since $|\chi_{\{u_k > 0\} \cap B_R^+}| = 1$, the claim (4.2) follows from Lebesgue’s dominated convergence theorem. □

Now, let us prove Theorem 2.8 for $u \in M_1$. That is the free boundaries of functions in $M_1$ touch the fixed boundary in tangential fashion and the modulus of continuity $\sigma$ in Theorem 2.8 is independent of the choice of $u \in M_1$. In this direction, we prove that for every cone $K_\varepsilon$ (as defined in (4.5)), there exists a radius $r_\varepsilon$ such that $F(u) \cap B_{r_\varepsilon}^+ \subset B_{2r_\varepsilon}^+ \setminus K_\varepsilon$.

Lemma 4.2 (Tangential touch for functions in $M_1$). Let $u \in M_1$, then for all $\varepsilon > 0$ there exists $\rho(\varepsilon, \mu, \alpha, D, \lambda, N) > 0$ such that
\[ F(u_0) \cap B^+_\rho \subset B^+_{\rho} \setminus K_\varepsilon \]

where
\[ K_\varepsilon = \{ x : x_N \geq \varepsilon \sqrt{x_1^2 + \ldots + x_{N-1}^2} \}. \] (4.5)

Proof. We assume by contradiction that the free boundaries do not touch the origin in tangential fashion. Then there exist $\varepsilon > 0$ and a sequences $v_j \in M_1$ and $x_j \to 0$ such that $x_j \in F(v_j) \cap K_\varepsilon$ for all $j \in \mathbb{N}$. Let $r_j := |x_j|$ and we define the blowups $u_j := (v_j)_{r_j}$.

Let $u_0 = \lim_{j \to \infty} u_j$ be a limit as in Proposition 3.9. Also let $x_0 \in B_{r_j}^+ \cap K_\varepsilon$ be a subsequential limit (for a subsequence still called $x_j$) such that $x_0 = \lim_{j \to \infty} \frac{x_j}{|x_j|}$, since $v_j(x_j) = 0$ therefore on rescaling, $u_j(\frac{x_j}{r_j}) = \frac{1}{r_j} v_j(x_j) = 0$. Since $u_j \to u_0$ in $L^\infty(B_{2r_j}^+)$ (c.f. Proposition 3.9), we have
\[ u_0(x_0) = \lim_{j \to \infty} u_j \left( \frac{x_j}{r_j} \right) = 0. \]
We can see that $x_0 \in \partial B_1 \cap K_x$. Since $v_j \in \mathcal{M}_1$, from Lemma 4.2 and (M6), for any given $R > 0$ we have

$$\frac{|\{u_0 > 0\} \cap B_R^+|}{|B_R^+|} = \int_{B_R^+} \chi_{\{u_0 > 0\}} \, dx = \lim_{j \to \infty} \int_{B_{Rj}^+} \chi_{\{u_j > 0\}} \, dx = \lim_{j \to \infty} \frac{1}{|B_{Rj}^+|} \int_{B_{Rj}^+} \chi_{\{v_j > 0\}} \, dx \quad (4.6)$$

From Remark 2.7, $\{u_0 > 0\} = \{T_{\sqrt{\pi^+\pi^-}}(u_0) > 0\}$. Therefore we can write

$$\frac{|\{T_{\sqrt{\pi^+\pi^-}}(u_0) > 0\} \cap B_R^+|}{|B_R^+|} > \mathcal{D}, \quad \forall R > 0. \quad (4.7)$$

The computations done in (4.6), in fact shows that the density property remains invariant under blowup of any function. That is why we can show that for the function $\left[T_{\sqrt{\pi^+\pi^-}}(u_0)\right]_0$ which is the blowup of $T_{\sqrt{\pi^+\pi^-}}(u_0)$ we have

$$\frac{|\left\{T_{\sqrt{\pi^+\pi^-}}(u_0)\right\}_0 > 0 \cap B_R^+|}{|B_R^+|} > \mathcal{D}, \quad \forall R > 0. \quad (4.8)$$

Now, we note that $u_0 \in \mathcal{M}_\infty$, therefore $T_{\sqrt{\pi^+\pi^-}}(u_0)$ belongs to $\mathcal{P}_\infty$ (c.f. Lemma 3.2). Since, from (4.7) $T_{\sqrt{\pi^+\pi^-}}(u_0) \neq 0$, therefore from [35, Theorem 4.2, Lemma 4.3] we have $T_{\sqrt{\pi^+\pi^-}}(u_0) \geq 0$. Moreover, from (4.8), $\left[T_{\sqrt{\pi^+\pi^-}}(u_0)\right]_0 \neq 0$. Therefore, from [35, Theorem 4.9], $T_{\sqrt{\pi^+\pi^-}}(u_0)(x) = c x_N$ for some constant $c > 0$. Thus, the function $T_{\sqrt{\pi^+\pi^-}}(u_0)$ cannot be equal to zero in $B_R^+$. But we have $x_0 \in \partial B_1^+ \setminus K_x$ and $T_{\sqrt{\pi^+\pi^-}}(u_0)(x_0) = 0$. This leads us to a contradiction.

$\square$
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