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Abstract—Load forecasting is one of the most important and studied topics in modern power systems. Most of the existing researches on day-ahead load forecasting try to build a good model to improve the forecasting accuracy. The forecasted load is then used as the input to generation scheduling with the ultimate goal of minimizing the cost of generation schedules. However, existing day-ahead load forecasting models do not consider this ultimate goal at the training/forecasting stage. This paper proposes a task-based day-ahead load forecasting model labeled as LfEdNet that combines two individual layers in one model, including a load forecasting layer based on deep neural network (Lf layer) and a day-ahead stochastic economic dispatch (SED) layer (Ed layer). The training of LfEdNet aims to minimize the cost of the day-ahead SED in the Ed layer by updating the parameters of the Lf layer. Sequential quadratic programming (SQP) is used to solve the day-ahead SED in the Ed layer. The test results demonstrate that the forecasted results produced by LfEdNet can lead to lower cost of day-ahead SED while maintaining a relatively high forecasting accuracy.
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Indices

\( \theta \) Parameters of the Lf layer
\( x \) Input data of the Lf layer
\( y \) Predicted load of the Lf layer
\( \sigma^2 \) Empirical variations of predicted load
\( p_{g,t} \) Power output of thermal unit \( g \) at time \( t \)
\( p(y|x; \theta) \) Conditional probability of \( y \) given \( x \)
\( E_{y=p(y|x; \theta)} \) Expectation of \( y \)
\( l_{im} \) Shift factor for line \( l \) with respect to bus \( m \)
\( P^*(x, \theta) \) Optimal economic dispatch
\( L_{task}(\cdot) \) Task loss function
\( I(\cdot) \) Indicator whether a constraint is satisfied or not
\( C_{p,t} \) Optimal cost of generating schedule
\( C_1 \) Penalty term of generation shortage
\( C_2 \) Penalty term of power flow
\( C_3 \) Regularization term
\( PDF(\cdot) \) Probability density function
\( CDF(\cdot) \) Cumulative distribution function

Parameters

\( N_g \) Number of thermal units
\( T \) Number of hourly time slots
\( P_{g,\text{max}} \) Maximum power output of thermal unit \( g \)
\( P_{g,\text{min}} \) Minimum power output of thermal unit \( g \)
\( RU_g \) Maximum upward ramp of thermal unit \( g \)
\( RD_g \) Maximum downward ramp of thermal unit \( g \)
\( k_r \) Load factor
\( F_l \) Maximum power flow of line \( l \)
\( \lambda_s \) Shortage penalty coefficient
\( \lambda_e \) Excess penalty coefficient
\( \lambda_1 \) Penalty coefficient for power flow
\( a_g, b_g, c_g \) Coefficient of cost function of generation scheduling

Variables

\( L_{p}(\cdot) \) Loss function of the Lf layer

I. INTRODUCTION

Load forecasting is an important task of the operation of modern power systems. There are, roughly speaking, four types of load forecasting based on forecast horizon, including very-short-term, short-term, medium-term, and long-term load forecasting that forecasts load minutes to one-hour ahead, one-hour to one-week ahead, one-week to one-year ahead, and one-year ahead or longer, respectively. This paper focuses on the day-ahead hourly load forecasting, which is one type of short-term load forecasting (STLF) that is mainly used for scheduling generation, transmission, and distribution, and for other short-term decision making in power systems, like generation reserve, system security, financial planning, demand-side management, and so on [1]. Load forecasting methods are roughly grouped in three major groups based on when they were firstly used: traditional forecasting methods, modified traditional methods, and modern forecasting methods [2].

The most widely used traditional forecasting methods include the regression method [3], exponential smoothing [4], multiple linear regression [5], and iterative reweighted least-squares methods [6]. Modified traditional forecasting methods include auto-regressive moving average (ARMA) [7], auto-regressive integrated moving average (ARIMA) [8], the combination of
several algorithms [9], and so forth. Sudden change at irregular time intervals and periods of high and low volatilities [10] create challenges for these methods. Modern forecasting methods including various machine learning models in general and deep learning in particular have been applied to improve the accuracy of load forecasting. Support vector machine (SVM), one of the supervised machine learning models, has been used for load forecasting [11]. Techniques like particle swarm global optimization and grid traverse algorithm are combined with SVM to improve the performance of SVM for load forecasting [12-13]. Other machine learning methods used for load forecasting [14] include fuzzy regression trees [15], Kalman filtering [16], forest regression [17], etc. With the advent of the graphics processing unit (GPU), the speed of computing is highly improved and deep learning methods become more and more popular. Deep learning is part of a family of machine learning methods based on artificial neural networks with representation learning [18]. Long short-term memory (LSTM) recurrent neural network-based framework [23], deep residual networks [24], and a two-step short-term load forecasting model with Q-learning [25] are used for STLF. A recently developed technique called Bayesian deep learning is employed to make probabilistic load forecasting [26]. Convolutional neural network (CNN) technique is also introduced for load forecasting in recent years. A CNN based bagging learning approach [27], a method combined CNN and LSTM [28], and a multi-scale CNN with time cognition [29] are applied to solve the STLF problems.

Accuracy is a very important metric to evaluate a load forecasting model so existing researches mostly focus on how to improve the accuracy of load forecasting. Their main ideas are to design a better predictive model to minimize the prediction loss function. Then, the results are treated as “correct results” to be used in later optimization problems (e.g., unit commitment and economic dispatch). The advantage of this sequential approach is that the predictive model is independent of any future task so the predicted results will not be influenced by a future task. However, the loss function is different from the ultimate criterion on which the predictive models are evaluated. To be specific, the loss function of most of the load forecasting methods is to minimize the errors between the predicted load and the real load. However, for power system operations, the ultimate task is to minimize the cost of a scheduling procedure using the predicted load in most cases. The above-mentioned predictive models generally do not consider the ultimate task. In this aspect, the load forecasting results based on traditional machine learning methods or modern deep learning methods mentioned above fall short of meeting the need of practical applications. Furthermore, every predictive method does have error and if the predicted values of the load have a big bias compared to the real values, it may cause model bias and cannot provide credible generation schedule for power system operations.

To resolve the above issues, a new task-based load forecasting model LfEdNet is proposed as the main contribution of this paper. This LfEdNet has two high-level layers. The first layer (“Lf layer”) is a four-layer artificial neural network (ANN) model that outputs the forecasted load to the second layer (“Ed layer”), which is a stochastic economic dispatch (SED) model that obtains the optimal dispatch results. The LfEdNet minimizes the overall loss function, which is also the loss function of the Ed layer, by updating the parameters of the Lf layer and optimizing the SED at the Ed layer. The biggest difference between LfEdNet and other forecasting models is that LfEdNet is a task-based model and its objective is to minimize the cost of day-ahead stochastic economic dispatch (simply SED cost thereafter). To achieve that objective, it combines the load forecasting model and SED model together in one deep neural network. Thus, the proposed model is a closed-loop forecasting model that considers the entire process of power system operations. Compared to other model-free load forecasting model, the results of the proposed model can guarantee not only to obtain relatively high forecasting accuracy but also to find relatively low SED cost, which is of practical significance.

The rest of this paper is organized as follows. Section II describes the two high-level layers of the proposed LfEdNet in detail. Section III presents several case studies to examine the advantages of the proposed LfEdNet. Section IV concludes this paper.

II. PROPOSED TASK-BASED LfEdNet

This section presents the architecture of the proposed task-based LfEdNet, the four-layer ANN model in the Lf layer, the mathematical formulation and the solution method for the SED in the Ed layer, and the training process of the LfEdNet.

A. The Architecture of LfEdNet

In this paper, a task-based load forecasting model is proposed, which is called LfEdNet. It combines load forecasting and economic dispatch together as one deep neural network model. Different from other existing load forecasting models, LfEdNet is mainly focused on the tradeoff between the accuracy of load forecasting and the optimal cost of economic dispatch.

The architecture of the proposed LfEdNet is shown in Fig. 1. It contains two high-level layers including Lf layer which performs load forecasting and Ed layer which performs SED, and two passes including the forward pass and the backward pass. In the forward pass of LfEdNet, the Lf layer, which is a four-layer ANN model, forecasts the load and associated variance. Then, the Ed layer, which is an SED model, calculates the optimal economic dispatch based on the forecasted load and variance. Next, the task loss is obtained using the economic dispatch from the Ed layer. In the backward pass of LfEdNet, the derivative of the loss function with respect to the parameters in the Lf layer is obtained. Then, the parameters of the Lf layer are updated according to gradient descent methods. The iterative process between the forward pass and the backward pass will continue until certain criteria are satisfied. During the forecasting stage, given the input data, a load forecast and corresponding optimal dispatch can be obtained.
B. Lf Layer

Fig. 2 shows the detailed architecture of the four-layer ANN model in the Lf layer. In addition to the main body of the four-layer ANN, the residual connection is added from the input layer to the output layer, which can avoid the problem of vanishing gradients [31]. There are three hidden layers with 250 nodes in each hidden layer. Batch normalization is added in each hidden layer, which acts as a regularization term to reduce overfitting, solves covariate shift problem, and speedups training [32]. The features of input data include historical load data, temperature, one-hot indicators, and yearly sinusoidal features, as shown in Fig. 3. For temperature, both past and predicted data are considered. Since the relationship between temperatures and load is not simply linear, in this paper, quadratic polynomial function of past temperature and cubic polynomial function of predicted temperature are used. There are four kinds of one-hot indicators used as input features including seasons, holidays, weekends, and daylight-saving times. Since sine and cosine functions are able to capture any complex form of seasonality or cyclicity, they are used in this paper to find the yearly sinusoidal features by two different frequencies, e.g. one cycle is $356 \times 24$ hours and the other is $365$ days. The output of the ANN model is the forecasted electrical loads over all $24$ hours of the next day. The loss function in Eq. (1) is used to pre-train and initialize the ANN model.

$$L_p(\theta) = \frac{1}{N} \sum_{i=1}^{N} (y_{\text{train},i} - y_i)^2$$  \hspace{1cm} (1)

where $N$ is the total number of the training data, $y_{\text{train},i}$ is the actual load and $y_i$ is the forecasted load, and $\theta$ is the weights or parameters of the ANN.

The outputs of the Lf layer include the forecasted load $y_i$ and the empirical variance $\sigma_i^2$.

C. Ed Layer

The objective of the Ed layer is to find the optimal SED model using the forecasted load from the Lf layer. This model is inspired by Ref. [33], which proposes a task-based end-to-end model in stochastic optimization. The framework proposed in Ref. [33] is applied to this paper. The difference between this paper and Ref. [33] is that a more complex stochastic optimization model is used in this paper. The model in this paper considers a realistic SED model that includes more than one generator, generation ramping and capacity constraints, generation/load balance constraints, and transmission line constraints. In comparison, the model in Ref. [33] includes only one generator and its ramping constraint.

The SED model is built in this layer as a ‘certainty-equivalent’ problem, which is given by (2):

$$\min_{P_R} \sum_{t=1}^{T} E_{y-p(y|x;\theta)}(f_{p,t})$$  \hspace{1cm} (2)

s.t. \hspace{1cm} \text{Eq. (2.3)} \leq \text{other constraints, respectively. Eq. (2.3) limits the total cost of all generators. Eqs. (2.1)-(2.2) are ramping up and down constraints, respectively. Eq. (2.4) limits the minimum and maximum power outputs. Eq. (2.4) is the probabilistic generation/load balance constraints and Eq. (2.5) represents probabilistic transmission line constraints. Note that $y_i$ is the forecasted load and $\theta$ is the weights of the Lf layer.}

The optimal dispatch of SED model (2) is represented as $P^*(x, \theta)$. The task loss function of LfEdNet is represented as $L_f(\theta)$ shown in Eq. (3).

$$L_f(\theta) = \sum_{t=1}^{T} \left[ I \left( E_{y-p(y|x;\theta)}(\sum_{g=1}^{G} P^*_g - y_{\text{train},t}) = 0 \right) + I \left( E_{y-p(y|x;\theta)}(\sum_{g=1}^{G} P^*_g - k_f \times x_t) \right) \right] \leq F_1 + E_{y-p(y|x;\theta)}(C_{p,t})$$  \hspace{1cm} (3)

where $C_{p,t} = \sum_{g=1}^{G} a_g P^*_g + b_g P_{p,t} + c_g$.

In (3), task loss $L_f(\theta)$ is a function of $\theta$. $I(\cdot)$ represents the indicator whose value is zero if the constraints (2.4) and (2.5)
are satisfied and infinite otherwise.

The derivative of task loss function (3) with respect to the parameter $\theta$ is complicated because of the indicator $I$. First, it should be checked whether all probabilistic constraints are satisfied or not. If yes, $\theta$ is updated by $\nabla_{\theta} C_{p,t}$. Otherwise, $\theta$ is updated by taking gradient descent of the violated probabilistic constraints. Given a large number of training data, the above gradient descent procedure is time-consuming. An effective way that can help speed up the calculation is to add violation/shortfall penalty to the objective function [34], which is a good way to remove indicator of the loss function. According to the method in Ref. [34], the modified SED model is shown as follows.

$$\min_{p \in \mathbb{R}^T \times \mathbb{N}_g} \sum_{t=1}^{T_g} E_{y-p(y|x;\theta)}[C_{1,t} + C_{2,t} + C_{3,t} + C_{p}] \quad (4)$$

s.t. (2.1) - (2.3) \quad (4.1)

Where

$$C_{1,t} = \lambda_s \max \left( y_t - \sum_{g=1}^{N_g} p_g \theta_t, 0 \right) + \lambda_e \max \left( \sum_{g=1}^{N_g} p_g \theta_t - y_t, 0 \right) \quad (4.2)$$

$$C_{2,t} = \lambda_l \max \left( \sum_{m} \Gamma_{lm} \left( \sum_{g \in G(m)} p_g \theta_t - k_r \times y_t \right) - F_t, 0 \right) + \lambda_l \max \left( \sum_{m} \Gamma_{lm} \left( k_r \times y_t - \sum_{g \in G(m)} p_g \theta_t \right) - F_t, 0 \right) \quad (4.3)$$

$$C_{3,t} = 1/2 \times \left( \sum_{g=1}^{N_g} p_g \theta_t - y_t \right)^2 \quad (4.4)$$

Different from objective function (2), the new objective function in Eq. (4) adds three more penalty terms (i.e., $C_{1,t}$, $C_{2,t}$, and $C_{3,t}$). $C_{1,t}$ is the penalty term for generation shortage and generation excess, where $\lambda_s$ and $\lambda_e$ are shortage penalty coefficient and excess penalty coefficient, respectively. $C_{2,t}$ is the penalty term of power flow and $\lambda_l$ is the corresponding penalty coefficient. $C_{3,t}$ is the regularization term which can make the generation schedules for each hour close to the demand requirement.

With the new SED model (4), the task loss is updated as follows:

$$L_{t,new}(\theta) = \sum_{t=1}^{T} \lambda_s \max \left( y_{train,t} - \sum_{g=1}^{N_g} p_g \theta_t, 0 \right) + \lambda_e \max \left( \sum_{g=1}^{N_g} p_g \theta_t - y_{train,t}, 0 \right) + \lambda_l \max \left( \sum_{m} \Gamma_{lm} \left( \sum_{g \in G(m)} p_g \theta_t \right) - F_t, 0 \right) + \lambda_l \max \left( \sum_{m} \Gamma_{lm} \left( \sum_{g \in G(m)} p_g \theta_t - k_r \times y_{train,t} \right) - F_t, 0 \right) + 1/2 \times \left( \sum_{g=1}^{N_g} p_g \theta_t - y_{train,t} \right)^2 \quad (5)$$

As shown in Eq. (5), the indicator is removed so it is easy to find the derivative of task loss function (5) with respect to parameter $\theta$. After obtaining task loss $L_{t,new}(\theta)$, there is no need to check the probabilistic constraints. Instead, $\theta$ is directly updated by taking gradient descent of task loss function (5), which largely improves calculation speed.

D. Solution Method to the SED

The SED model (4) is difficult to solve without knowing the distribution of $y$. In this paper, it is assumed that the forecasted load $y_t$ follows the Gaussian distribution with mean $\mu_t$ and variance $\sigma_t^2$. It should be noted that the true distribution of the forecasted load $y_t$ in practice is not Gaussian distribution and it is not easy to find the true distribution. However, the assumption of the Gaussian distribution can make it easy to solve the model and get relatively accurate results, thus it is widely used in practice. Furthermore, even if the distribution of the forecasted load $y_t$ does not strictly follow the Gaussian distribution, every time the proposed LiEdNet is trained, the $\theta$ is updated and the parameters of the distribution of predictive load $y_t$ are modified to reduce the distance from the true value so the distribution of forecasted load $y_t$ gets closer to its true distribution. Therefore, under this assumption, the simplified form of Eq. (4) is obtained and shown in (6):

$$\min_{p \in \mathbb{R}^T \times \mathbb{N}_g} f = \sum_{t=1}^{T} \alpha_t + \beta_t + C_{p,t} \quad (6)$$

s.t. (2.1) - (2.3)

where,

$$\alpha_t = E_{y-p(y|x;\theta)}(C_{1,t}) = (\lambda_s + \lambda_e) \frac{\sigma_t^2}{2} PDF(s_t;\mu_t, \sigma_t^2) + (s_t - \mu_t) CDF(s_t;\mu_t, \sigma_t^2) - \lambda_s(s_t - \mu_t) \quad (6.1)$$

$$\beta_t = E_{y-p(y|x;\theta)}(C_{2,t}) = \lambda_l \sum_{m} \left( \frac{\sigma_t^2}{2} PDF(s_t;\mu_t, \sigma_t^2) + (s_t - \mu_t) CDF(s_t;\mu_t, \sigma_t^2) \right) + \sum_{m} \lambda_l \frac{\sigma_t^2}{2} PDF(s_t;\mu_t, \sigma_t^2) \quad (6.2)$$

$$C_{r,t} = E_{y-p(y|x;\theta)}(C_{2,t} + C_{p,t}) = \frac{1}{2} \times \left( \sum_{g=1}^{N_g} p_g \theta_t - \mu_t \right)^2 + \sigma_t^2 + C_{p,t} \quad (6.3)$$

and

$$s_t = \sum_{g=1}^{N_g} \Gamma_{tg} \theta_t \quad (6.4)$$

$$s_t^{*} = \sum_{m} \sum_{g \in G(m)} \Gamma_{tg} \theta_t^{*} = F_t \quad (6.5)$$

$$s_t^\ast = \sum_{m} \sum_{g \in G(m)} \Gamma_{tg} \theta_t^{*} \quad (6.6)$$

where PDF ($\mu_t, \sigma_t^2$) and CDF ($\mu_t, \sigma_t^2$) represent the Gaussian probability density function (PDF) and cumulative distribution function (CDF), respectively.

It is known that the derivative of Gaussian CDF is Gaussian PDF so the second derivative of Eq. (6) exists. The sequential quadratic programming (SQP) is a good choice to solve a problem with the second derivative. SQP is an iterative method and solves a sequence of optimization subproblems, each of which optimizes a quadratic model of the objective function [35].

If SQP is applied to the SED model (6), the compact form of the subproblem in the SQP framework is given as:

$$p^{(k+1)} = \arg \min_{p} \frac{1}{2} p^T H p + J^T p$$

s.t. \( \theta \leq h \quad (7.1)$$

where, $H \in \mathbb{R}^{TN_\theta \times TN_\theta}$ is Hessian matrix and $J \in \mathbb{R}^{TN_\theta}$ is Jacobian matrix. Eq. (7.1) is the compact form of Eqs. (2.1) - (2.3). The specific forms of $H$ and $J$ are described in the Appendix. The pseudo code of applying SQP to solve the SED model is described in Algorithm 1, where subproblem (7) is solved repeatedly until the convergence criterion $|p^{(k+1)} - p^{(k)}| < \epsilon$ is met, and the optimal value $P^\ast(x, \theta)$ is equal to $p^{(k+1)}$ at the convergence.
Algorithm 1 Sequential Quadratic Programming
1: Set $k = 0$, and define convergence tolerance $\varepsilon$
2: do
3: Calculate $H$ and $J$
4: Formulate subproblem (7)
5: Solve subproblem (7) and obtain optimal $p^{(k+1)}$
6: if $\{p^{(k+1)} - p^{(k)}\} > \varepsilon$ then
7: $p^{(k)} = p^{(k+1)}$
8: $k = k + 1$
9: else
10: continue
11: end
12: Set $p^* = p^{(k+1)}$

E. Overall Training Process

The complete training process of LfEdNet is shown in Fig. 4(a), where $i$ and $N_{\text{train}}$ are the index and the total number of training epochs/times, respectively. The first step is to obtain the forecasted load in Lf layer and then the optimal economic dispatch in Ed layer. The next step is to calculate the task loss by Eq. (5). The objective of the LfEdNet is to minimize task loss by updating parameters $\theta$ of the Lf layer. The task-based load forecasting model LfEdNet proposed in this paper will be compared in the case study with LfNet, a benchmark four-layer ANN model as shown in Fig. 2. The complete training process of the LfNet is shown in Fig. 4(b). It can be seen that LfNet is a reduced version of LfEdNet that only has the Lf layer and does not have the Ed layer. In addition, the loss functions of the two models are different. The loss function of the LfNet is Eq. (1) while LfEdNet uses Eq. (5) as its loss function.

III. CASE STUDY

In this section, a case study is conducted to demonstrate the effectiveness of LfEdNet. First, the dataset used for the case study is explained. Then, the detailed training process of LfEdNet is presented. The results of LfEdNet are compared with those of the benchmark four-layer ANN model (i.e., LfNet) on two evaluation criteria including the accuracy of load forecasting and the SED cost of supplying the forecasted loads.

The case study is conducted for a 3-bus power system on a PC with Intel i7-9700K CPU @ 3.6 GHz, 8GB RAM, and NVIDIA GeForce RTX 2080 Ti. The settings of parameters for the LfEdNet in this case study are shown in Table I.

| I. SETTINGS OF PARAMETERS |
|---------------------------|
| Parameters | Values |
| $N_{\text{train}}$ | 900 |
| $\lambda_e$ | 50 |
| $\lambda_x$ | 0.5 |
| $\lambda_1$ | 50 |
| $\varepsilon$ | $10^{-6}$ |

A. Data Description

The dataset used in this case study is the same as the dataset used in Ref. [33] which is a modified version of the PJM load from 2012 to 2016. When training the benchmark ANN model (LfNet), 80% of the samples is used as training dataset and the remaining 20% as the testing dataset. When training the LfEdNet model, the training dataset used in the benchmark ANN model (LfNet) is shuffled and 80% of them is used as the new training data and the remaining 20% as the validating data for hyperparameters tuning to avoid overfitting.

Fig. 5 shows the load dataset used in the paper. The bottom part is the total load data from 2012 to 2016. Two features of the data are analyzed. The first one is the distribution of the data shown on the upper right. It shows that the distribution of the load data is not strictly Gaussian distribution but is close to Gaussian distribution. The second one is the normal probability plot shown on the upper left. The normal probability plot is a graphical technique for assessing whether or not a dataset is approximately Gaussian distribution [37]. If the points form a straight line shown as the red line in the upper left of Fig. 5, the data follow the Gaussian distribution. Otherwise, if the points deviate from the red straight line, it indicates that the data deviate from the Gaussian distribution. The blue points are the data used in this case study. The probability plot in Fig. 5 shows that the dataset nearly follows Gaussian distribution but does not exactly follow the Gaussian distribution. Therefore, the assumption in Section II.C that the predicted load $y_1$ follows the Gaussian distribution is reasonable. Before all data are fit into the LfEdNet or LfNet, they are normalized using Eq. (15).

$$x_{\text{norm}} = \frac{x - \text{mean}}{\text{standard} \_ \text{deviation}}$$

B. Training Process of LfEdNet

The Lf layer of the LfEdNet is pre-trained and initialized using the complete training process of the LfNet as shown in Fig. 4(b). Fig. 6 shows the change of prediction loss during the pre-training process. After training 1000 times, the prediction loss is roughly stable at 0.005. Then the entire LfEdNet is trained using the complete training process as shown in Fig.
The change of task loss with respect to training times. With the increase of training times, the task loss decreases. After \(N_{\text{train}}\) times of training, the task loss is basically stable at around 1.9. Fig. 8 shows the change of prediction loss of the Lf layer during training LfEdNet. After \(N_{\text{train}}\) times of training, the prediction loss of the LfEdNet is basically stable at around 0.0073.

Fig. 6. The change of prediction loss of the Lf layer during the pre-training of the LfEdNet

Fig. 7. The change of task loss of the LfEdNet during the training of the LfEdNet

Fig. 8. The change of prediction loss of the Lf layer during the training of the LfEdNet

Fig. 9. The relationship between task loss and prediction loss. Fig. 9 shows the relationship between task loss (SED cost) in the X axis and prediction loss (forecasting accuracy) in the Y axis. The prediction loss increases (lower forecasting accuracy) as the task loss decreases (lower SED cost) during the training of LfEdNet. Thus, there is a tradeoff between prediction loss and task loss for LfEdNet. If we want to decrease task loss, prediction loss increases, while if we want to reduce prediction loss, task loss cannot be the minimum one. Therefore, the prediction loss of LfEdNet is larger than that of a model without the Ed layer (i.e., LfNet). However, there is no significant gap between the prediction losses of the two models (here the difference is only 0.0023).

On the other hand, it can be observed from the blue rectangle area in Fig. 9 that for a similar prediction loss (within a difference less than 0.00025), the LfEdNet can always find the result that has minimum SED cost. Also, as is shown in the red rectangle area in Fig. 9, the task loss remains around 2.65 when the prediction loss changes from 0.006 to 0.00525. It indicates that without using the LfEdNet, the prediction loss can decrease slightly but task loss remains to be large.

Fig. 10 shows that there is a small gap between the task losses of LfEdNet on both training dataset and test dataset, which means the LfEdNet is well trained yet not over trained.

Fig. 10. Task losses of the LfEdNet on both training and test datasets

C. LfEdNet Model vs. LfNet Model

The performance of the two models are compared from two aspects: the first one uses the mean absolute percentage error (MAPE) as evaluation criterion, which is the conventional metric for measuring the accuracy of a load forecasting model, and the second one uses the real SED cost in percentage as evaluation criterion, which represents the ultimate objective of generation scheduling. It should be noted that both tests in this part are conducted on the same test dataset to check the performance of LfEdNet. In addition, the mean and standard deviation of real SED costs for each hour of LfEdNet and LfNet are shown to compare the two models. We also calculate and compare the hourly mean values and standard deviations of the task loss of the two models. At the end, the forecasted loads for a continuous 30-day period is shown.

Table II shows the performance of the two models on MAPE and real SED cost in percentage for 10 repeated tests. It is observed that MAPE of LfEdNet is slightly larger than MAPE of LfNet for each test. The average MAPE of LfEdNet is 3.90% and that of LfNet is 3.54%. This means the forecasted load of LfNet is closer to the real load than the forecasted load of LfEdNet. When real SED cost is the evaluation criterion, LfEdNet shows its advantages. Table II column “SED Cost” shows the real SED cost in percentage with the average SED cost of the LfEdNet ($2,557,107.95) as the base value. The average SED cost of the LfNet is 100.24%, which is 0.24% higher than that of the LfEdNet. Therefore, the proposed LfEdNet model has lowered the SED cost by 0.24% at the expense of slight reduction of 0.36% in prediction accuracy.

| Test # | MAPE (%) | SED Cost (%) |
|--------|----------|--------------|
|        | LfEdNet  | LfNet        | LfEdNet      | LfNet       |
| 1      | 4.00     | 3.43         | 100.00       | 100.26      |
| 2      | 3.88     | 3.60         | 100.00       | 100.25      |
| 3      | 3.89     | 3.70         | 100.01       | 100.26      |
| 4      | 3.87     | 3.50         | 99.99        | 100.21      |
| 5      | 3.95     | 3.51         | 100.04       | 100.26      |
| 6      | 3.90     | 3.50         | 100.00       | 100.25      |
| 7      | 4.01     | 3.64         | 100.01       | 100.25      |
| 8      | 3.83     | 3.51         | 100.00       | 100.22      |
| 9      | 3.82     | 3.51         | 99.98        | 100.27      |
| 10     | 3.86     | 3.50         | 99.97        | 100.21      |
| Average| 3.90     | 3.54         | 100.00       | 100.24      |

The hourly mean SED costs of the two models are shown in Fig. 11. The black and red lines show the results of LfNet and LfEdNet, respectively. It can be observed that the mean SED cost of LfEdNet is smaller than that of LfNet at each hour. It
should be noted that the standard deviations of the hourly SED costs are small, so they are not visible if shown in Fig. 11.

![Fig. 11. Hourly SED costs of LfEdNet and LfNet](image1)

The first derivative of the load forecasting model is used to get the gradient. For a four-layer ANN, the load forecasting model in the Lf layer is to minimize the SED cost and obtain the optimal economic dispatch. The objective of LfEdNet is to minimize the loss function so that the forecasted load can always find lower SED cost than other model-free forecasting models. Therefore, the proposed LfEdNet can output a relatively accurate load forecast that minimizes the SED cost.

The case studies first analyze the distribution of the dataset and shows the data used in this paper nearly follows Gaussian distribution. The case studies demonstrate that the proposed LfEdNet has lower SED cost than the model-free LfNet and also has relatively good load forecasting accuracy, although at the expense of slight reduction in prediction accuracy.

Fig. 13 shows the forecasted load of the two models for 30 days. The real load, the forecasted load of LfEdNet, and the forecasted load of LfNet are shown in green line, blue line, and orange line, respectively. It can be observed that the forecasted load of these two models are close to the test data. LfNet performs better than LfEdNet because its objective is to minimize prediction loss. However, from Table II and also Fig. 13, it can be observed that the average MAPE of the two models does not have a big gap (the difference is only 0.5%) and both forecasted loads are near the real values. Therefore, the forecasted results of LfEdNet are relatively good and acceptable.

**IV. CONCLUSION**

This paper proposes LfEdNet, a task-based day-ahead load forecasting model. LfEdNet combines load forecasting and day-ahead SED together in one model. A four-layer ANN is used for load forecasting in the Lf layer. The day-ahead SED model of the Ed layer is to minimize the SED cost and obtain the optimal economic dispatch. The objective of LfEdNet is to minimize the loss function so that the forecasted load can always find lower SED cost than other model-free forecasting models. Therefore, the proposed LfEdNet can output a relatively accurate load forecast that minimizes the SED cost.

Although LfEdNet has advantages, there are still limitations for LfEdNet. The time complexity of Ed layer is cubic time complexity with respect to the number of variables. Due to this, the dimension of input variables is limited to less than 1000. In this case, the model proposed in this paper is suitable for a power system that is less than 41 buses. Therefore, LfEdNet at the current stage is only suitable for small-scale power systems, such as a microgrid. One of our future work will be focused on how to extend it for large-scale power systems. Furthermore, the model only considers economic dispatch problem but does not consider the unit commitment problem, so another future work will be on how to apply the proposed model to a unit commitment problem.

**APPENDIX**

In this part, the details for Eq. (8) is presented.

\[
p^{(k+1)} = \arg\min_p \frac{1}{2} p^T H p + f^T p \tag{8}
\]

where, the expression of \( f \) is shown in Eq. (6)

\[
\min_{p \in \mathbb{R}^{T \times N_g}} f = \sum_{t=1}^T \alpha_t + \beta_t + C_{PI} \tag{6}
\]

\( H \in \mathbb{R}^{T \times N_g} \) is Hessian matrix shown in Eq. (A-1),

\[
H = \begin{pmatrix}
\frac{\partial^2 f}{\partial P_{g,t}^2} & \cdots & \frac{\partial^2 f}{\partial P_{g,t} \partial P_{g,T}} \\
\vdots & \ddots & \vdots \\
\frac{\partial^2 f}{\partial P_{g,T} \partial P_{g,t}} & \cdots & \frac{\partial^2 f}{\partial P_{g,T}^2}
\end{pmatrix}
\]

\( J \in \mathbb{R}^{(T \times N_g)} \) is Jacobian matrix expressed in Eq. (A-2)

\[
J = \nabla f - P^T H \tag{A-2}
\]

The first derivative and the second derivative of each part of function \( f \) are expressed on Eqs. (A-3)-(A-12) in details.

\[
\nabla f = \left(\frac{\partial f}{\partial P_{g,t}} \cdots \frac{\partial f}{\partial P_{g,T}} \right) \tag{A-3}
\]

\[
\nabla f = \sum_{t=1}^T \frac{\partial f}{\partial P_{g,t}} \beta_t + \frac{\partial f}{\partial P_{g,t}} C_{PI} \tag{A-4}
\]

\[
\frac{\partial f}{\partial P_{g,t}} = \sum_{i=1}^T \frac{\partial \alpha_t}{\partial P_{g,t}} \beta_i + \frac{\partial \alpha_t}{\partial P_{g,t}} C_{PI} \tag{A-5}
\]

\[
\frac{\partial^2 f}{\partial P_{g,t} \partial P_{g,m,n}} = \sum_{j=1}^T \frac{\partial \alpha_t}{\partial P_{g,t} \partial P_{g,m,n}} + \frac{\partial \alpha_t}{\partial P_{g,m,n} \partial P_{g,t}} \tag{A-6}
\]

\[
\frac{\partial^2 \alpha_t}{\partial P_{g,t}^2} = (\lambda_t + \lambda_e) CDCF(s_t; \mu_t, \sigma^2_t) - \lambda_t \tag{A-7}
\]

\[
\frac{\partial^2 \alpha_t}{\partial s_t^2} = (\lambda_t + \lambda_e) PDF(s_t; \mu_t, \sigma^2_t) \tag{A-8}
\]
\[
\frac{\partial \lambda}{\partial s_{1t}^2} = \sum_{i=1}^{N_1} \lambda_i \text{CDF}(s_{1t}^2; \mu_i, \sigma_i^2) \\
\frac{\partial \rho}{\partial s_{1t}^2} = \sum_{i=1}^{N_1} \lambda_i \text{CDF}(s_{1t}^2; \mu_i, \sigma_i^2) - \lambda_i \\
\frac{\partial \rho_k}{\partial s_{1t}^2} = \sum_{i=1}^{N_1} \lambda_i \text{PDF}(s_{1t}^2; \mu_i, \sigma_i^2) \\
\frac{\partial \gamma}{\partial s_{1t}^2} = \sum_{i=1}^{N_1} \lambda_i \text{PDF}(s_{1t}^2; \mu_i, \sigma_i^2)
\]