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Abstract

The one-sample log-rank test has been frequently used by epidemiologists to compare the survival of a sample to that of a demographically matched standard population. Recently, several researchers have shown that the one-sample log-rank test is conservative. In this article, a modified one-sample log-rank test is proposed and a sample size formula is derived based on its exact variance. Simulation results showed that the proposed test preserves the type I error well and is more efficient than the original one-sample log-rank test.
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Introduction

Two-sample log-rank tests are frequently used to design and make inferences for randomized phase III survival trials with two treatment arms. The primary aim of such a study is to compare the survival distributions between two treatment groups. In some cases, it is also interested in comparing the survival distribution of a single sample to that of a standard population. Such comparison arises naturally in epidemiologic studies and clinical trials. For example, in an epidemiologic study, in which the survival data of patients with a life-threatening disease have been prospectively collected, it may be of interest to know if the study sample experiences better survival than the demographically matched standard population. It is not appropriate to use the two-sample log-rank test to make this comparison because the variance could be overestimated; thus, the p-value from the two-sample log-rank test is invalid. However, an analog test statistic called the one-sample log-rank test [1] can be used for such study design and comparison.

There is relatively little literature available to design and make inferences for comparing the survival of a sample to a standard population. The one-sample log-rank test was first introduced by Breslow [2], and its asymptotic property has been studied by Hyde [3], Anderson et al. [4], and Gill and Ware [5], and applications can be found in Finkelstein et al. [1], Berry [6], Woolson [7], and Anderson et al. [4]. Study designs using the one-sample log-rank test were considered by Finkelstein et al. [1], Kwak and Jung [8], Jung [9], and Sun et al. [10] applied it to single-arm phase II clinical trial designs.

If a study is planned to determine whether the survival of the new study participants better than that of a standard population, then the study must be carefully designed to ensure sufficient power to detect a specific difference of the survival distributions. For the study design, a sample size formula of the one-sample log-rank test is given by Finkelstein et al. [1]. Kwak and Jung [8] proposed another sample size formula for single-arm phase II clinical trial design using the one-sample log-rank test. Wu [11] recently derived a new sample size formula based on its exact variance. However, simulation results done by Kwak and Jung [8], Sun et al. [10] and Wu [11] have shown that the one-sample log-rank test is conservative, even when the sample size is relatively large. Thus, it is necessary to develop a new test statistic that preserves the type I error rate and keeps the power as high as possible. Sun et al. [10] derived two corrections of the one-sample log-rank test statistics based on its Edgeworth expansion. However, a major drawback of their corrected tests is that they are more complicated test statistics involving higher-order moment estimations, which makes it difficult to derive their distributions under the alternative. Thus, they can’t be used for the study design.

Here we propose a new and simple one-sample log-rank test to correct the conservativeness of the original one-sample log-rank test. A sample size formula is also derived for the new test for the purpose of the study design. The rest of the article is organized as follows. In Section 2, a new one-sample log-rank test is proposed. A sample size formula is derived in Section 3. In Section 4, simulation studies are conducted to compare the empirical type I error and power among four test statistics. An example is given in Section 5. Concluding remarks are given in Section 6.

One-Sample Log-Rank Tests

The one-sample log-rank test was first introduced by Breslow [2], and it has been used frequently by epidemiologists [3]. To introduce the one-sample log-rank test, let \( \Lambda_s(x) \) and \( S(x) \) be the known cumulative hazard and survival functions for the standard population, and let \( \Lambda(x) \) and \( S(x) \) be the unknown cumulative hazard and survival functions for the new study. Then the study may consider the following hypothesis of interest:

\[
H_0 : S(x) \leq S_s(x) \quad \text{vs.} \quad S(x) > S_s(x),
\]

or an equivalent to the hypothesis, in terms of cumulative hazard function

\[
H_0 : \Lambda(x) \leq \Lambda_s(x) \quad \text{vs.} \quad \Lambda(x) > \Lambda_s(x).
\]

Suppose during the accrual phase of the study \( n \) subjects are enrolled in the study. Let \( T_i \) and \( C_i \) denote, respectively, the failure time and censoring time of the \( i \)-th subject. We assume that the failure time \( T_i \) and censoring time \( C_i \) are independent and \( \{T_i, C_i, i = 1, \ldots, n\} \) are independent and identically distributed. Then the observed failure time and failure indicator are \( X_i = T_i / C_i \) and \( \Lambda_i = I(T_i \leq C_i) \), respectively, for \( i \)-th subject. On the basis of the observed data \( \{X_i, \Lambda_i, i = 1, \ldots, n\} \), we define
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\[ O = \sum_{i=0}^{\infty} \Lambda_i \text{ as the observed number of events, and } E = \sum_{i=0}^{\infty} \Lambda_i(x_i) \text{ as the expected number of events asymptotically, then the one-sample log-rank test is defined by} \]

\[ L_1 = \frac{O - E}{\sqrt{E}}. \tag{1} \]

To study the asymptotic distribution of the one-sample log-rank test statistic, we formulate it using counting-process notations [12].

Specifically, let \( N_i(x) = \Lambda_i I(X_i \leq x) \) and \( Y_i(x) = I(X_i \geq x) \) be the failure and at-risk processes, respectively, then

\[ O = \sum_{i=0}^{\infty} N_i(x), E = \sum_{i=0}^{\infty} \int Y_i(x) d\Lambda_i(x). \]

Thus, the counting-process formulation of the one-sample log-rank test is given by

\[ L_1 = W / \hat{\sigma}, \]

where

\[ W = n^{-1/2} \sum_{i=0}^{\infty} \int [dN_i(x) - Y_i(x) d\Lambda_i(x)], \]

and

\[ \hat{\sigma}^2 = n^{-1} \sum_{i=0}^{\infty} Y_i(x) d\Lambda_i(x). \]

Under the null hypothesis \( H_0: n^{-1} \sum_{i=0}^{\infty} Y_i(x) \rightarrow G(x)S_i(x), \) where \( G(x) \) is the survival distribution of censoring time \( C. \) Thus, \( \hat{\sigma}^2 \) converges to \( \nu^2 = \sum_{i=0}^{\infty} \int G(x)S_i(x)d\Lambda_i(x) \), which is the exact variance of \( W \) under the null hypothesis. As shown in the Appendix, the exact mean of \( W \) under the null is \( E_n(W) = 0 \). Therefore, by counting process central limit theorem [12], under the null hypothesis, \( L_1 \) is asymptotically standard normal distribution. Hence, we reject the null hypothesis \( H_0 \) with one-sided type I error \( \alpha \) if \( L_1 = W / \hat{\sigma} < -z_{1-\alpha} \), where \( z_{1-\alpha} \) is the \( 100(1-\alpha) \) percentile of the standard normal distribution.

Simulation results showed, however, that the one-sample log-rank test \( L_1 \) is conservative, even when the sample size is relatively large [8-11]. For example, the empirical type I error of \( L_1 \) could be as low as 0.036 for a one-sample one-sided type I error rate of 0.05 (Table 1). To preserve the type I error, Sun et al. [10] derived two corrections based on Edgeworth expansion which are given below. Let \( \tilde{y}_i = n^{-1} \sum_{i=0}^{\infty} \Lambda_i(x), \)

\[ \tilde{y}_i = (2\pi)^{-1/2} \sum_{i=0}^{\infty} \Lambda_i(x), \]

and

\[ \hat{y}_i = \tilde{y}_i / \sqrt{\hat{\sigma}^2}. \]

Two corrected one-sample log-rank tests are given by

\[ L_2 = \frac{K_n - \frac{1}{n} \left( \sum_{i=0}^{\infty} K_i / 6 \right)}{\sqrt{n}}, \]

and

\[ L_3 = \frac{1}{\sqrt{n}} \left( \exp(\hat{\xi} K_n) - 1 \right) + \frac{1}{\sqrt{n}} \left( \sum_{i=0}^{\infty} K_i / 6 \right), \]

where \( K = \Lambda e \), and \( \hat{\xi} = -\hat{K}_1 / (3\hat{\sigma}) \). Note that Sun et al. [10] defined \( K = L_1 \), whereas our simulation results showed that it should be \( K = L_1 \). A major drawback of the two corrected tests is that they are more complicated test statistics involving higher-order moment estimations, which makes it difficult to derive their distributions under the alternative. Thus, they cannot be used for the study design.

Since \( n^{-1} \rightarrow E_n(A(X)) \) and \( n^{-1} \rightarrow E_n(\Lambda), \) and \( E_n(A(X)) = E_n(\Lambda) - Var_n(W) \) as shown in the Appendix, thus, to correct the conservativeness of the original one-sample log-rank test \( L_1 \), we propose a new one-sample log-rank test which is defined as

\[ L_4 = \frac{O - E}{\sqrt{(O + E)/2}}. \tag{2} \]

In counting-process formulation, it is given by

\[ L_4 = W / \hat{\nu}, \]

where

\[ W = n^{-1/2} \sum_{i=0}^{\infty} \int [dN_i(x) - Y_i(x) d\Lambda_i(x)] \]

and

\[ \hat{\nu}^2 = n^{-1/2} \sum_{i=0}^{\infty} [dN_i(x) + Y_i(x) d\Lambda_i(x)] / 2. \]

As shown in the Appendix, under the null hypothesis,

\[ \hat{\nu}^2 \rightarrow \nu^2 = \{E_n(A) + E_n(\Lambda(A)) \} / 2 = Var_n(W). \]

Therefore, again by counting-process central limit theorem under the null hypothesis, \( L_4 \) is asymptotically standard normal distribution. Hence, we reject the null hypothesis \( H_0 \) if \( L_4 = W / \hat{\nu} < -z_{1-\alpha}. \)

Simulation studies are conducted in Section 3 to compare the empirical type I error and power of the original one-sample log-rank test \( L_1 \) to that of the two corrections \( L_2 \) and \( L_3 \), and the new test \( L_4 \).

**Sample Size Calculation**

To design the study, sample size must be calculated to detect a specified survival difference at the alternative \( \Lambda(t) = \Lambda(t < \alpha(t)) \), given the type I error \( \alpha \) and power 1-\( \beta \). For the sample size calculation, the exact variance of \( W \) has been derived by Wu [11]. Let the exact mean and variance of \( W \) at the alternative be \( E_n(W) = \bar{W} \) and \( Var_n(W) = \sigma^2 \), respectively, where \( \omega \) and \( \sigma \) are given in the Appendix. By central limit theorem, \( (W - \bar{W} \sigma) / \sigma \) is approximately standard normal distribution under \( H_1 \). Under the alternative hypothesis,

\[ \hat{\sigma}^2 = n^{-1} \sum_{i=0}^{\infty} Y_i(x) d\Lambda_i(x) \rightarrow \sigma^2 = \sum_{i=0}^{\infty} G(x)S_i(x) d\Lambda_i(x), \]

and the power of the one-sample log-rank test \( L_1 = W / \hat{\sigma} \) should satisfy the following equations:

\[ 1 - \beta = P(L_1 < -z_{1-\alpha} | \bar{W} - \bar{\nu} \sigma / \sigma | H_1) = \Phi \left( \frac{\sigma \bar{\nu} z_{1-\alpha} - \bar{\nu} \sigma}{\sigma} \right). \]

Therefore, the required sample size for the test statistic \( L_1 \) is given by

\[ n = \left( \frac{\sigma \bar{\nu} z_{1-\alpha} + \sigma z_{1-\beta}}{\bar{\nu} \sigma} \right)^2, \]

where \( \omega = \sigma^2 - \sigma_i^2 \) and \( \sigma^2 = p_1 - p_1^2 + 2p_0 - p_1^2 - 2p_0 + 2p_0 + 1, \) with \( \sigma_1, \sigma_2, p_1, p_1, p_0, p_0 \) given in the Appendix.

Similarly, under the alternative, \( \hat{\nu}^2 \rightarrow \nu^2 = (\sigma_1^2 + \sigma_2^2) / 2 \) (see Appendix); thus, the power of the new one-sample log-rank test \( L_4 = W / \hat{\nu} \) should satisfy the following equations:
can be calculated by numerical integrations. Given with a common shape parameter \( \kappa \), the type I error well and had a higher power than that of test statistics \( L_4 \), we also simulated the empirical type I error and power from the Weibull distribution (Table 1). To compare the corresponding design were also simulated based on 100,000 samples generated from the Weibull model with nominal significance level of 0.05 and power of 90%, the required parameters fixed as follows:

- \( \delta \) under the alternative hypothesis was set to 1.2−2.0, with other parameters fixed as follows: \( m=1 \), accrual period \( t_a=3 \), and follow-up time \( t_f=1 \).

We assumed that subjects were recruited with a uniform distribution over the accrual period \( t_a \) and followed for \( t_f \). We further assumed that no subject was lost to follow-up or drop-out during the study. Then the censoring time is uniformly distributed on the interval \([t,t_a+t_f]\). Thus, under the Weibull model, quantities \( \rho \), \( \pi \), \( \rho_0 \), \( \pi_0 \), and \( \rho, \pi, \sigma \) can be calculated by numerical integrations. Given the nominal significance level of 0.05 and power of 90%, the required sample sizes for each design scenario were calculated for test statistics \( L_1 \) and \( L_4 \) (Table 1). The empirical type I error and power for the corresponding design were also simulated based on 100,000 samples generated from the Weibull distribution (Table 1). To compare the four test statistics, we also simulated the empirical type I error and power of the four test statistics \( L_1\)–\( L_4 \) given the same sample size \( n=30, 50, 100, \) and 200 (Table 2).

The sample size calculation (Table 1) showed that the original one-sample log-rank test \( L_1 \) required a larger sample size than that of the new test \( L_4 \). The simulated empirical type I errors for the corresponding sample size showed that the type I error of \( L_1 \) was always less than the nominal level. Thus, the original one-sample log-rank test \( L_1 \) was conservative. The empirical type I errors of the new test \( L_4 \) were close to the nominal level in most scenarios and were slightly liberal when the sample size was small. The simulation results in Table 2 with the same sample size further confirmed that the test \( L_1 \) was conservative and that \( L_4 \) preserved the type I error well and had a higher power than that of \( L_1 \). It is consistent with the results from sample size calculations that \( L_4 \) had a smaller sample size than did \( L_1 \). Simulations were also done for the two corrected tests \( L_{41} \) and \( L_{42} \). The results showed that \( L_{41} \) preserved the type I error well and had a higher power than \( L_1 \) and \( L_2 \), and \( L_{42} \) was slightly conservative when sample size was small. Furthermore, the empirical type I error and power of test \( L_4 \) were also comparable to the two corrections \( L_{41} \) and \( L_{42} \).

To compare the null distribution functions of the four test statistics to the standard normal for small sample sizes, we conducted 100,000 simulation runs to simulate the empirical distribution functions of \( L_1 \), \( L_4 \) under the null with sample size \( n=30 \) to 200 (Table 3). The simulation results showed that the distribution of \( L_1 \) had a light left tail, while \( L_4 \) had a slightly heavier left tail than a standard normal distribution function. The results explained the observations from previous simulations that the test \( L_4 \) was conservative and \( L_{41} \) was slightly liberal when the sample size was small. The distribution of \( L_4 \) was almost the same as the standard normal distribution function, and the distribution of \( L_4 \) had a slightly lighter left tail than the standard normal distribution function. The major advantage of \( L_4 \) is its simplicity and ease with which it derives the asymptotic distribution under the alternative. Therefore, the proposed new one-sample log-rank test \( L_4 \) is preferred for the study design and data analysis of a study comparing the survival of a sample to that of the standard population.

| \( \delta \) | \( \kappa \) | \( L_1 \) | \( L_4 \) |
|---|---|---|---|
| 0.5 | 0.1 | 534 | 275 |
| 1.0 | 0.1 | 109 | 59 |
| 1.5 | 0.1 | 163 | 82 |
| 2.0 | 0.1 | 217 | 109 |
| 2.5 | 0.1 | 270 | 135 |
| 0.5 | 0.5 | 106 | 29 |
| 1.0 | 0.5 | 200 | 82 |
| 1.5 | 0.5 | 292 | 144 |
| 2.0 | 0.5 | 389 | 147 |
| 2.5 | 0.5 | 496 | 192 |

Table 1: Sample size, simulated empirical type I error (\( \alpha \)), and power (1−\( \beta \)) of test statistics \( L_1 \) and \( L_4 \) based on 100,000 simulation runs from the Weibull distribution with nominal type I error of 0.05 and power of 90% (one-sided test).
study the significance level \( \alpha = 0.05 \). However, the new test statistics, \( L_1 \), Simulation studies for empirical type I error (\( \alpha > 1 \)) of four tests statistic \( L_1 \) compared to the standard normal distribution function based on 100,000 simulation runs from the Weibull distribution with nominal type I error of 0.05 (one-sided test).

### An Example

This example, Example V.1.5, is taken from Anderson et al. [4]. During the period 1962-1977, 205 patients with malignant melanoma had a radical operation performed at the Department of Plastic Surgery, University Hospital of Odense, Denmark. A total of 57 patients died of malignant melanoma, 14 died of other causes; and the remaining 134 patients were alive as of January 1, 1978. If one is interested in studying deaths due to causes other than malignant melanoma and comparing those data to the standard life tables for the Danish population during 1971-1975, then using classical one-sample log-rank test, there are \( O = 14 \) observed deaths versus \( E = 21.244 \) expected deaths at the population during 1971-1975, then using classical one-sample log-rank test.

### Table 2: Simulation studies for empirical type I error (\( \alpha = 1 \)) and power (\( \beta = 1 \)) of four test statistics, \( L_1 \), based on 100,000 simulation runs from the Weibull distribution with nominal type I error of 0.05 (one-sided test).

| \( \delta \) | \( \kappa \) | \( n \) | Test | 1.0 | 1.2 | 1.3 | 1.4 | 1.5 | 1.6 | 1.7 | 1.8 | 1.9 | 2.0 |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| 0.5 | 30 | L_1 | 0.040 | 0.169 | 0.264 | 0.369 | 0.479 | 0.577 | 0.665 | 0.737 | 0.799 | 0.846 |
| | | L_2 | 0.049 | 0.197 | 0.299 | 0.411 | 0.523 | 0.622 | 0.704 | 0.774 | 0.829 | 0.870 |
| | | L_3 | 0.046 | 0.190 | 0.290 | 0.400 | 0.512 | 0.612 | 0.695 | 0.756 | 0.821 | 0.864 |
| | | L_4 | 0.055 | 0.210 | 0.310 | 0.430 | 0.539 | 0.636 | 0.719 | 0.783 | 0.839 | 0.879 |
| 50 | | L_1 | 0.042 | 0.241 | 0.388 | 0.544 | 0.677 | 0.784 | 0.863 | 0.912 | 0.945 | 0.968 |
| | | L_2 | 0.051 | 0.267 | 0.422 | 0.575 | 0.708 | 0.807 | 0.878 | 0.926 | 0.955 | 0.973 |
| | | L_3 | 0.049 | 0.280 | 0.414 | 0.567 | 0.701 | 0.801 | 0.874 | 0.923 | 0.953 | 0.972 |
| | | L_4 | 0.054 | 0.279 | 0.435 | 0.591 | 0.718 | 0.817 | 0.887 | 0.930 | 0.957 | 0.975 |
| 100 | | L_1 | 0.043 | 0.399 | 0.635 | 0.812 | 0.915 | 0.967 | 0.988 | 0.996 | 0.999 | 1 |
| | | L_2 | 0.050 | 0.420 | 0.656 | 0.831 | 0.926 | 0.972 | 0.990 | 0.996 | 0.999 | 1 |
| | | L_3 | 0.048 | 0.414 | 0.651 | 0.827 | 0.924 | 0.971 | 0.998 | 0.999 | 0.999 | 1 |
| | | L_4 | 0.051 | 0.431 | 0.665 | 0.833 | 0.930 | 0.973 | 0.991 | 0.997 | 0.999 | 1 |

### Table 3: Simulated distribution functions of \( L_1 \) compared to the standard normal distribution function based on 100,000 simulation runs from the Weibull distribution.

| \( \kappa \) | \( n \) | Test | 1.0 | 1.2 | 1.3 | 1.4 | 1.5 | 1.6 | 1.7 | 1.8 | 1.9 | 2.0 |
|---|---|---|---|---|---|---|---|---|---|---|---|---|
| 0.5 | 30 | L_1 | 0.0034 | 0.0519 | 0.2482 | 0.4949 | 0.7352 | 0.9632 | 0.9925 |
| | | L_2 | 0.0116 | 0.0424 | 0.2539 | 0.4987 | 0.7442 | 0.9767 | 0.9981 |
| | | L_3 | 0.0122 | 0.0528 | 0.2450 | 0.4888 | 0.7368 | 0.9748 | 0.9989 |
| | | L_4 | 0.0106 | 0.0300 | 0.2540 | 0.4944 | 0.7440 | 0.9783 | 0.9993 |
| 200 | | L_1 | 0.0005 | 0.0008 | 0.0167 | 0.0374 | 0.0670 | 0.0973 | 0.1276 | 0.1579 | 0.1882 | 1 |
| | | L_2 | 0.0011 | 0.0011 | 0.0149 | 0.0273 | 0.0499 | 0.0727 | 0.0955 | 0.1183 | 0.1411 | 1 |
| | | L_3 | 0.0009 | 0.0012 | 0.0201 | 0.0324 | 0.0547 | 0.0770 | 0.0993 | 0.1216 | 0.1440 | 1 |
| | | L_4 | 0.0018 | 0.0021 | 0.0285 | 0.0409 | 0.0633 | 0.0856 | 0.0979 | 0.1192 | 0.1407 | 1 |

---
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one-sample log-rank test $L_4 = (O - E) \sqrt{O + E/2} = -1.726 < -1.645$, or a $p$-value of 0.042; thus, we can claim that the mortality from other causes among patients with melanoma is significantly lower than that of the Danish general population.

**Conclusions**

A simple one-sample log-rank test is proposed, and its sample size formula is derived. Simulation results showed that the new test $L_4$ preserves the type I error well and is comparable to the two corrections based on Edgeworth expansion [10]. The proposed new test $L_4$ had power higher than that of the original test $L_1$ and the two corrections $L_2$ and $L_3$. The sample size formula derived from the new test statistic $L_4$ provides adequate power for the study design. To use the one-sample log-rank test to design a study and make inferences, the underlying distribution or hazard function of the standard population has to be correctly specified, because both study design and inference depend on the validity of this assumption. In an epidemiologic study, the standard population is often well defined. Therefore, one can use the method proposed by Finkelstein et al. [1] to calculate the expected number of events and estimate the survival distribution of the standard population. In a phase II clinical trial, the survival function of the historical control can be estimated from meta-analysis or other sources [10]. Nevertheless, a simple one-sample log-rank test is proposed, and its sample size formula is derived to provide a study design that preserves the type I error and ensures sufficient power to detect the difference of survival distributions between a sample and a standard population.
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