Multi-pole Dark Energy
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While a scalar field with a pole in its kinetic term is often used to study the cosmological inflation, it can also play the role of dark energy, which is called the pole dark energy model. We propose a generalized model that the scalar field may have two or even multiple poles in the kinetic term and we call it the multi-pole dark energy. We find the poles can place some restrictions on the values of the original scalar field with non-canonical kinetic term. After transforming to the canonical form, we get a flat potential for the transformed new scalar field even if the original field has a steep one. It The late-time evolution of the universe is obtained explicitly for the two pole model, while dynamical analysis is performed for the multiple pole model. We find that it does have a stable attractor solution, which corresponds to the universe dominated by the potential of the scalar field.

PACS numbers:

I. INTRODUCTION

Dark energy, the source of the late-time accelerating expansion, has been studied a lot since the observations of Supernovae Type Ia. For example, in Ref.[1], the authors constructed the type Ia supernova spectrum by training an artificial neural network, in Ref.[2], bulk viscosity of dark energy is taken into account to alleviate the age problem of the universe, and in Ref.[3], dark energy is investigated in the braneworld scenario to avoid the big rip ending of the universe, for reviews on dark energy see Refs.[4] and [5]. It has been shown that more than two thirds of the energy density in the universe is completely unknown, after which the dark energy is named. What we have known is that the equation of state of dark energy is nearly \( w \approx -1 \) at present [6]. The gravity force raised by dark energy is a kind of repulsive force; however, in the earth no one has observed such anti-gravity force in the lab.

The vacuum energy from quantum field theory or the cosmological constant from general relativity can be considered as such a kind of dark energy, for its equation of state \( w = -1 \) while actually it deviates from \(-1\) slightly [6], which means a dynamical dark energy with varying \( w \) may be more consistent with observations. Quintessence is a kind of dynamical dark energy model, in which a scalar field minimally coupled to gravity drives the universe to accelerate. Recently, a scalar field that was once used to make the universe inflate in the early time [9][10][11][12] with a pole in its kinetic term is proposed as a new kind of dark energy model[8], which is called the pole dark energy model. In this model, the original field that is non-minimally coupled to the gravity does not need a very unnatural flat potential. The transformation that transforms the original field with non-canonical kinetic term into a new one with canonical kinetic term could make the potential of the new field much more flat. Then the universe will be accelerated by this flat potential energy.

We generalize the pole dark energy model and propose a multi-pole one, in which the kinetic term may have multiple poles. Poles can come from the super-gravity theory due to the nonminimal coupling to the gravitational field or the geometric properties of the Kähler manifold[13][14]. Besides, the k-essence model [15] is a dark energy model with non-canonical kinetic terms. Here, we treat it phenomenologically as what has been done in Ref.[8]. We find the poles can place some restrictions on the values of the original scalar field, which means the original scalar field does not need to change a lot when its corresponding transformed field with canonical kinetic term have much more changes. The later time evolution of the universe is obtained explicitly for the two pole model, while dynamical analysis is performed for the multiple pole model. We find that it does have a stable solution, which corresponds to the universe dominated by the potential energy of the scalar field.

In Sec.II we introduce the multi-pole dark energy model. The relation between the original scalar field that has two poles in its kinetic term and the transformed canonical one will be shown, and the properties of the transformed potential will also be presented. The cosmological evolution driven by the two pole model will be given in Sec.III
II. THE MULTI-POLE DARK ENERGY

In general, the Lagrangian for a scalar field with poles in the kinetic term could be written as

\[ \mathcal{L} = -\frac{1}{2} \frac{k^2}{f^2(\sigma)} (\partial\sigma)^2 - V(\sigma), \]  

(1)

where \( V(\sigma) \) is the potential and \( f(\sigma) \) is some function of the scalar field. Function \( f \) may have multiple zero points by construction. The parameter \( k \) could be positive or negative. When \( k < 0 \), it is equivalent to changing the overall sign of the \( f \) function while keeping \( k \) positive. Without losing of generality, \( k \) will be taken as \( \pm 1 \) in the numerical calculations. Poles can come from the super-gravity theory due to the nonminimal coupling to the gravitational field or the geometric properties of the Kähler manifold. In the pole dark energy model Ref.[8], function \( f \) is taken as a power law:

\[ f(\sigma) = \sigma^{p/2}, \]

and the pole resides at only one point \( \sigma = 0 \) with residue \( k^2 \) and order \( p \).

A. Two poles

After performing the transformation \( d\phi = k d\sigma / f(\sigma) \), the non-canonical kinetic term of \( \sigma \) is transformed to the canonical form for the scalar field \( \phi \):

\[ \mathcal{L} = -\frac{1}{2} (\partial\phi)^2 - V(\sigma(\phi)). \]  

(2)

If the function \( f \) can be phenomenologically taken as the following form:

\[ f(\sigma) = \sigma(1 - \beta \sigma^q), \]  

(3)

which resides at \( \sigma = 0 \) and \( \sigma = \beta^{-1/q} \) with parameters \( q > 1, \beta > 0 \) in the unit of \( 8\pi G = 1 \), we can get an explicit relation between \( \phi \) and \( \sigma \):

\[ \phi = \frac{k}{q} \ln \left( \frac{\sigma^q}{1 - \beta \sigma^q} \right), \]  

(4)

\[ \sigma = \left( \frac{1}{e^{-q\phi/k} + \beta} \right)^{1/q}. \]  

(5)

When \( k > 0, \beta = 0 \), we have \( f = \sigma \) from Eq.3. That is just the pole dark energy model in Ref.[8] with \( p = 2 \) there. This model is often used for inflation. When \( k < 0, f \sim \beta^q \sigma^{q+1} \) for large \( \sigma \), which is coincident with the pole dark energy model when \( p = 2q + 1 \). Function \( f \) can be also written in terms of \( \phi \):

\[ f = e^{\phi/k} \left( 1 + \beta e^{q\phi/k} \right)^{-1 - \frac{1}{q}}. \]  

(6)

We will take the branch \( 0 < \sigma < \beta^{-1/q} \), which corresponds to \( \phi \in (-\infty, \infty) \). By contrast, \( \sigma \) is taken in the branch of \( 0 < \sigma \) in the pole dark energy model. It shows the second pole makes a constraint on the \( \sigma \) field. When the parameter \( q \) is chosen to be \( q < -1 \), it takes the branch \( \sigma > \beta^{-1/q} \) correspondingly, see Eq 4. Therefore, when two poles are very close to each other, such as a very large \( \beta \) in the two pole model, one can take another branch by setting suitable values of the parameters, such as \( q < -1 \) here and the result will not be changed.

In the case of power law potential, we have

\[ V \sim \sigma^n \rightarrow V \sim (\beta + e^{-q\phi/k})^{-n/q}. \]  

(7)

For \( k > 0 \), when \( \phi \) goes to infinite, the potential becomes

\[ V|_{\phi \to \infty} \sim \beta^{-\frac{n}{q}} \left( 1 - \frac{n}{q\beta} e^{-q\phi/k} \right), \]  

(8)
which is basically an uplifted exponential potential. Otherwise, when \( \phi \) goes to minus infinity, the potential becomes \( V|_{\phi \to -\infty} \sim e^{n\phi/k} \). For \( k < 0 \), the limits are exchanged. Note that after transforming to the canonical form, we get a flat potential for the transformed new scalar field \( \phi \) even if the original field \( \sigma \) has a steep one. The first derivative of the potential with respect to \( \phi \) is given by:

\[
\frac{\dot{V}}{V} = \frac{dV}{d\phi} = \frac{n}{k} \frac{e^{-q\phi/k}}{\beta + e^{-q\phi/k}}.
\]

When \( \beta = 0 \), \( \dot{V}/V \) is a constant. However, in the case of \( \beta \neq 0 \), \( \dot{V}/V \sim e^{-q\phi/k} \). For \( k > 0 \), when \( \phi \) is going large, \( \dot{V}/V \ll 1 \), which indicates the potential has a flat plateau at that moment.

In the case of a dilaton potential, we have

\[
V \sim e^{-\alpha\sigma}, \quad \rightarrow V \sim e^{-\alpha(\beta+e^{-q\phi/k})^{-1/q}},
\]

which gives a super-exponential behavior as that in Ref.[8]. And \( \dot{V}/V \) is

\[
\frac{\dot{V}}{V} = \frac{\alpha}{k} \frac{e^{-q\phi/k}}{\beta + e^{-q\phi/k} (\beta + e^{-q\phi/k})^{1/q}}.
\]

When \( \beta = 0 \), \( \dot{V}/V \sim e^{\phi/k} \), and while \( \beta \neq 0 \) and \( k > 0 \), \( \dot{V}/V \sim e^{-q\phi/k} \), which also gives a flat plateau-like potential.

In fact, for a general potential \( V(\sigma) \), we have

\[
\frac{\dot{V}}{V} = \frac{V_{\sigma} f}{V k} = \frac{V_{\sigma}}{V} \frac{e^{-q\phi/k}}{(\beta + e^{-q\phi/k})^{1/q+1}}.
\]

When \( \phi \to \infty \), \( \sigma \) approaches its second residue \( \sigma \to \beta^{-1/q} \) from Eq.(5). Then \( V_{\sigma}/V \) becomes a constant, and \( \dot{V}/V \sim e^{-q\phi/k} \). So the second pole in the kinetic term of \( \sigma \) can really help us to get a flat plateau-like potential without fine-tuning any parameters.

### B. Multiple poles

When the kinetic term of \( \sigma \) has multiple poles, we can not get an analytical formula for \( V(\phi) \); therefore, we will perform the dynamical analysis for this general case in Sec.[IV] Note that we always take a branch of \( \sigma \) that does not cross the residue points. For example, \( \sigma \in (0, \beta^{-1/q}) \) in the last section. It means the zeros of \( f(\sigma) \) will place some restrictions on the values of \( \sigma \). The change of \( \sigma \) field is then not too much during the evolution, even there is a big change of the \( \phi \) field. With help of poles in the kinetic term of \( \sigma \) or zero points of the function \( f(\sigma) \), we can get a flat plateau-like potential easily, since \( \dot{V}/V \to 0 \) when \( f \) approaches any one of its zero points, see Eq.[12].

### III. COSMOLOGICAL EVOLUTION

The late-time evolution of a flat universe is determined by the Friedmann equation:

\[
H^2 = \frac{1}{3M_p^2} \left( \rho_m + \frac{1}{2} \dot{\phi}^2 + V(\phi) \right),
\]

which includes the dark matter and dark energy components. Here \( M_p^2 = 1/8\pi G \) is the reduced Planck mass, and also \( M_p = 1 \) in the unit of \( 8\pi G = 1 \). The dot over \( \phi \) denotes the derivatives with respect to time, and \( \rho_m \) is the energy density of dark matter. The equation of motion for the \( \phi \) field is given by

\[
\ddot{\phi} + 3H \dot{\phi} + \frac{dV}{d\phi} = 0.
\]

We also have the dynamic equation:

\[
\dot{H} = -\frac{1}{2} (\rho_m + \dot{\phi}^2).
\]
Let $x = \ln a$ and introduce the following field and potential:

$$
\psi = \frac{\phi}{M_p}, \quad U = \frac{V}{3H_0^2M_p^2},
$$

(16)

where we have recovered the unit to see that both $\psi$ and $U$ are dimensionless and $H_0$ is the present value of the Hubble parameter. Then, the Friedmann equation then becomes

$$
E^2 \left( 1 - \frac{1}{6} \psi'^2 \right) = \Omega_{m0} e^{-3x} + U,
$$

(17)

where the prime denotes the derivatives with respect to $x$ and $\Omega_{m0} \equiv \frac{\rho_m}{3H_0^2}$. $E \equiv H/H_0$. Eq. (15) becomes

$$
EE' = -\frac{3}{2} \Omega_{m0} e^{-3x} + \frac{1}{2} E^2 \psi'^2.
$$

(18)

After a straightforward calculation, the equation of motion for $\psi$ could be written as

$$
\left( \Omega_{m0} e^{-3x} + U \right) \left( \psi'' + \frac{1}{2} \psi'^3 + 3 \psi' \right) + 3 \left( 1 - \frac{1}{6} \psi'^2 \right) \left( \frac{dU}{d\psi} - \frac{1}{2} \Omega_{m0} e^{-3x} \psi' \right) = 0.
$$

(19)

The equation of state is given by

$$
w = \frac{\psi'^2 / 2 - V}{\psi'^2 / 2 + V} = -1 + 2 \left[ 1 + \frac{U (6 - \psi'^2)}{(\Omega_{m0} e^{-3x} + U) \psi'^2} \right]^{-1}.
$$

(20)

It is clear that when the $\psi$ field’s kinetic energy is much smaller than its potential, $w \sim -1$. The evolution of the field $\psi$ can be obtained by numerically solving Eq. (19).

For $V = m^2 \sigma^2 / 2$ with

$$
U = U_0 (\beta + e^{-\psi / k})^{-2/q}, \quad U_0 = \frac{m^2}{6H_0^2},
$$

(21)

and $q = 2$ we solved Eq. (19) and plotted the evolution of $\psi$ as the redshift $z = 1/a - 1$ in Fig. 1. One can always make $k^2 = 1$ by redefining $\sigma$. Therefore, without losing generality, we set $k = 1$ in the numerical calculation. Note that $k = -1$ is equivalent to changing the overall sign of the function $f$ while keeping $k = 1$, see Eq. (3). In other words, when $k = -1$, we can redefine $\psi \rightarrow -\psi$, then $U$ will not be changed and $dU/d\psi \rightarrow -dU/d\psi$, and then Eq. (14) will be not changed but an overall minus sign.

![Fig. 1: The evolution of $\psi$ and $\psi'$ with pow law potential as the function of redshift $z$ with the same initial conditions and with $\Omega_{m0} = 0.3, q = 2, \alpha = 1$ and different $\beta$ values](image)

From Fig. 1, $\psi$ increases in the early time and decreases at present $z \rightarrow 0$. It shows that large value of $\beta$ could slow down the decreasing process of $\psi$, and depress the increasing of the kinetic momentum energy $\sim \psi'^2$. It means that with the help of $\beta$, the potential energy will be the main part of the energy of $\psi$; therefore, its equation of state
$w \rightarrow -1$, see Fig.2
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**FIG. 2**: For power law potential, the evolution of the equation of state $w$ and its running $w'$ as the function of redshift $z$ with $\Omega_{m0} = 0.3, q = 2, n = 2$ and different $\beta$ values.
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**FIG. 3**: For power law potential, the dynamics of $w - w'$ phase space with $\Omega_{m0} = 0.3, q = 2, n = 2$ and different $\beta$ values.

The evolution of the equation of state $w$ and its running $w'$ are plotted in Fig.2. We also plot their phase space in Fig.3. It is clear that large values of $\beta$ could indeed make the model much more suitable to describe the present accelerating universe. And the running of $w$ almost vanishes ($w' \sim 0$) at present when $\beta$ is large.

Now we take the potential as $V = V_0 e^{-\alpha \sigma}$, or

$$U = U_0 e^{-\alpha (\beta + e^{-\psi/k})^{-1/q}}, \quad U_0 = \frac{V_0}{6 H_0^2}$$  \hspace{1cm} (22)

to solve Eq.19 numerically. The evolution of $\psi$ and $w$ and their derivatives are plotted in Figs.4-6.

**IV. DYNAMICAL ANALYSIS**

Dynamical analysis is an effective method to reveal the novel phenomena arising from nonlinear equations without solving them. It can produce good numerical estimates of parameters connected with general features such as stability. This method has already been used for analyzing the evolution of the universe, see Refs.16,17.

In this section, we will treat the $f(\sigma)$ as a general function, which may have multiple zero points, and perform the dynamical analysis on the whole system of equations.
FIG. 4: The evolution of $\psi$ and $\psi'$ with dilaton potential as the function of redshift $z$ with the same initial conditions and with $\Omega_{m0} = 0.3, q = 2, \alpha = 1$ and different $\beta$ values.

FIG. 5: For dilaton potential, the evolution of the equation of state $w$ and its running $w'$ as the function of redshift $z$ with $\Omega_{m0} = 0.3, q = 2, \alpha = 1$ and different $\beta$ values.

A. Dynamical equations

From Eq. (14) and using $d\phi = k d\sigma / f$, we have

$$\ddot{\sigma} - \frac{df}{f d\sigma} \dot{\sigma}^2 + 3H \dot{\sigma} + \frac{dV}{d\sigma} \frac{f^2}{k^2} = 0.$$  \hspace{1cm} (23)

After defining the dimensionless variables in the units of $8\pi G = 1$:

$$X = \frac{k \dot{\sigma}}{\sqrt{6fH}}, \quad Y = \frac{\sqrt{V}}{\sqrt{3H}}, \quad \lambda = \frac{f V_\sigma}{k V},$$ \hspace{1cm} (24)

with potential $V_\sigma = dV/d\sigma$, we have the constraint arisen from the Friedmann equation

$$1 = \Omega_m + X^2 + Y^2, \quad \Omega_m = \frac{\rho_m}{3H^2},$$ \hspace{1cm} (25)
therefore, the whole dynamical system is given by

\[
\begin{align*}
\frac{dX}{dx} &= -3X - \sqrt{3} Y^2 + \frac{3}{2} X(1 + X^2 - Y^2), \\
\frac{dY}{dx} &= Y \left[ \sqrt{3} \lambda X + \frac{3}{2} (1 + X^2 - Y^2) \right], \\
\frac{d\lambda}{dx} &= \sqrt{6} X \lambda (\Gamma - \lambda),
\end{align*}
\]

where

\[
\Gamma = \frac{f_\sigma}{k} + \lambda \frac{VV_\sigma \sigma}{V^2},
\]

with the convention \( f_\sigma = df/d\sigma, V_\sigma = d^2V/d\sigma^2 \). The equation of state can also be written in terms of \( X,Y \):

\[
w = \frac{X^2 - Y^2}{X^2 + Y^2}.
\]

Generally, the system (26)-(28) is not an strictly autonomous system, but in some cases it is indeed an autonomous system. For example, when \( \Gamma = \lambda \). In this case, it implies

\[
\frac{df/d\sigma}{f} = \frac{dV/d\sigma}{V} - \frac{d^2V/d\sigma^2}{dV/d\sigma}.
\]

After integrating the above equation, we have \( f \frac{dV}{d\sigma} \sim V \) up to some integration constant. By using the transformation

\[
\phi = \int \frac{d\sigma}{f} \sim \int \frac{dV}{V d\sigma} = \ln V,
\]

we then get an exponential potential for \( \phi \). Take \( V = m^2 \sigma^2 / 2, \) we get \( f \sim \sigma \), which corresponds to the \( \beta = 0 \) case in Eq. (21). When \( \Gamma = \lambda \), it shows \( \lambda = \lambda_c \) is a constant due to Eq. (28). The dynamical system then reduces to 2–dimensional one. When \( \lambda_c \neq 0 \), there are five critical points \((X_c,Y_c)\)

\[
(0,0), (1,0), (-1,0), \left( -\frac{\lambda_c}{\sqrt{6}}, \sqrt{1 - \frac{\lambda_c^2}{6}} \right), \left( -\sqrt{\frac{3}{2}} \lambda_c, \sqrt{\frac{3}{2}} \lambda_c \right).
\]

These critical points are the same as those for a quintessence model, and their stabilities have already been investigated in the literature, see Ref. [5] and references therein.

When \( \Gamma \neq \lambda \), Eqs. (26)-(28) do not formulate an autonomous system. By constructing, the \( f \) function has multi-zero
points. When the system approaches one of the zero points, \( \lambda \) will become nearly vanishing due to the definition of \( \lambda \sim f \) in Eq. (24). The derivative of \( \Gamma \) with respect to \( x \) is given by

\[
\frac{d\Gamma}{dx} = \frac{f_\sigma f}{k^2} \sqrt{6}X + \frac{d\lambda}{dx} \frac{VV_\sigma}{V_\sigma^2} + \lambda \frac{d}{dx} \left( \frac{VV_\sigma}{V_\sigma^2} \right).
\]

(34)

When \( f \to 0 \), we have \( \lambda \to 0, \frac{d\lambda}{dx} \to 0 \) due to Eq. (28) and correspondingly \( d\Gamma/dx \sim 0 \) due to the above equation.

By introducing the following variables:

\[
\Gamma_A(1) = \frac{f_\sigma}{k},
\]

(35)

\[
\Gamma_A(n) = \frac{f^{(n)} f^{n-1}}{f^{n}_\sigma}, \quad \Gamma_B(n) = \frac{V^{(n)} V^{n-1}}{V^{n}_\sigma}, n \geq 2,
\]

(36)

where \( f^{(n)} \equiv d^n f/d\sigma^n \) and \( V^{(n)} \equiv d^n V/d\sigma^n \). We can rewrite \( \Gamma \) into two parts:

\[
\Gamma = \Gamma_A(1) + \lambda \Gamma_B(2);
\]

(37)

therefore, the dynamical equations for these variables are given by

\[
\frac{d\Gamma_A(1)}{dx} = \frac{f^{(2)} f}{k^2} \sqrt{6}X \frac{f^{(2)} f}{f^{2}_\sigma} = \sqrt{6}X \frac{f^{(2)} f}{f^{2}_\sigma} \Gamma_A(1) \Gamma_A(2),
\]

(38)

\[
\frac{d\Gamma_A(n)}{dx} = \left( \frac{f^{(n+1)} f^{n-1}}{f^{n}_\sigma} + (n-1) \frac{f^{(n)} f^{n-2}}{f^{n-1}_\sigma} - n \frac{f^{(n)} f^{n-1} f^{(2)}}{f^{n+1}_\sigma} \right) \frac{\dot{\sigma}}{\dot{H}} = \sqrt{6}X \frac{f^{(2)} f}{f^{2}_\sigma} \left( \Gamma_A(n+1) + (n-1) \Gamma_A(n) - n \Gamma_A(n) \Gamma_A(2) \right),
\]

(39)

and

\[
\frac{d\Gamma_B(n)}{dx} = \left( \frac{V^{(n+1)} V^{n-1}}{V^{n}_\sigma} + (n-1) \frac{V^{(n)} V^{n-2}}{V^{n-1}_\sigma} - n \frac{V^{(n)} V^{n-1} V^{(2)}}{V^{n+1}_\sigma} \right) \frac{\dot{\sigma}}{\dot{H}} = \sqrt{6}X \lambda \left( \Gamma_B(n+1) + (n-1) \Gamma_B(n) - n \Gamma_B(n) \Gamma_B(2) \right),
\]

(40)

for \( n = 2, 3, \ldots, N \).

Note that \( f = 0 \) leads to \( \lambda = 0 \), we then get \( \Gamma_A(n) = 0 \), and \( d\Gamma_A(n)/dx = d\Gamma_B(n)/dx = 0 \), \( n = 2, 3, \ldots, N \), which is indeed a critical point for the whole \( 2(N+1) \)-dimensional dynamical system Eqs. (29)–(30), Eq. (35) and Eqs. (40)–(41).

The critical points projected on the subspace \( (X_c, Y_c, \lambda_c = 0) \) are

\[
(0, 0, 0), (0, 1, 0), (1, 0, 0), (-1, 0, 0),
\]

(42)

with constants \( \Gamma_{A(1)c}, \Gamma_{A(n)c}, \) and \( \Gamma_{B(n)c} \). When \( \lambda \neq 0 \), there are three critical points,

\[
(0, 0, \lambda_c), \left( -\frac{\lambda_c}{\sqrt{6}} \sqrt{1 - \frac{\lambda_c^2}{6}}, \lambda_c \right), \left( -\sqrt{\frac{3}{2}} \lambda_c, \sqrt{\frac{3}{2}} \lambda_c, \lambda_c \right),
\]

(43)

where the second point requires \( \lambda_c^2 \leq 6 \). Both of the last two points require

\[
\Gamma_A(1) = 0, \quad \Gamma_B(2) = 1, \quad \Gamma_B(n+1) = \Gamma_B(n) \left[ n\Gamma_B(2) - (n-1) \right] = \Gamma_B(n) = 1, \quad n \geq 2.
\]

(44)

(45)

(46)

In other words, these two points require an exponential potential that we have discussed before.
B. Perturbations around the critical points

When the critical points have $\lambda_c = 0$, the linear perturbations of $\Gamma_{A(n)}$ are governed by

\[
\frac{d\delta \Gamma_{A(1)}}{dx} = \sqrt{6}X\Gamma_{A(1)}^2\delta \Gamma_{A(2)},
\]

\[
\frac{d\delta \Gamma_{A(n)}}{dx} = \sqrt{6}X\Gamma_{A(1)}\left(\delta \Gamma_{A(n+1)} + (n-1)\delta \Gamma_{A(n)}\right), \quad n \geq 2,
\]

and those of $\Gamma_{B(n)}$ are

\[
\frac{d\delta \Gamma_{B(n)}}{dx} = 0, \quad n \geq 2.
\]

We also have

\[
\frac{d\delta \lambda}{dx} = \sqrt{6}X\Gamma_{A(1)}\delta \lambda,
\]

and

\[
\frac{d\delta X}{dx} = -3\delta X - \sqrt{\frac{3}{2}}Y^2\delta \lambda + \frac{3}{2}\delta X(1 + X^2 - Y^2) + 3(X\delta X - Y\delta Y),
\]

\[
\frac{d\delta Y}{dx} = \frac{3}{2}(1 + X^2 - Y^2)\delta Y + Y\left[\sqrt{\frac{3}{2}}\delta \lambda X + 3(X\delta X - Y\delta Y)\right],
\]

These perturbations $\delta \Gamma_{A(n)}$, $\delta \Gamma_{B(n)}$ and $\delta \lambda$ are obviously constants near the critical points $(0,0,0)$ and $(0,1,0)$. Eqs. (51) (52) become

\[
\frac{d\delta X}{dx} = -\frac{3}{2}\delta X,
\]

\[
\frac{d\delta Y}{dx} = \frac{3}{2}\delta Y
\]

near the critical point $(0,0,0)$ and

\[
\frac{d\delta X}{dx} = -3\delta X - \sqrt{\frac{3}{2}}\delta \lambda - 3\delta Y,
\]

\[
\frac{d\delta Y}{dx} = -3\delta Y
\]

near the critical point $(0,1,0)$.

The critical point $(0,0,0)$ corresponds to the matter dominated universe with $\Omega_m = 1$, and it is a saddle point; while the critical point $(0,1,0)$ corresponds to the de Sitter universe, in which the potential of $\phi$ dominates the energy density. From Eq. (50), $d\delta \lambda/dx = 0$, so it leads to a vanished determinant of the coefficient matrix for the linear perturbation system.

Let $X = r \sin \theta \cos \eta$, $\sqrt{1 - Y^2} = r \sin \theta \sin \eta$, $\lambda = r \cos \theta$, then we have $X^2 + 1 - Y^2 + \lambda^2 = r^2$. The critical point $(0,1,0)$ corresponds to $r = 0$. The dynamical system (26)-(28) become

\[
\frac{dr}{dx} = rR(\theta, \eta) + o(r),
\]

\[
\frac{d\theta}{dx} = R(\theta, \eta)\cot \theta + o(r),
\]

\[
\frac{d\eta}{dx} = \Xi(\theta, \eta) + o(r)
\]
with

\[ R(\theta, \eta) \equiv -\frac{1}{2} \left( \left( \sqrt{6} \sin \theta \cos \eta + \cos \theta \right)^2 + 4 \sin^2 \theta - 1 \right), \quad (60) \]
\[ \Xi(\theta, \eta) \equiv -\frac{1}{2} \cos(2\eta) \csc \eta \left( \sqrt{6} \cot \theta + 3 \cos \eta \right). \quad (61) \]

Then we have

\[ \frac{dr}{r d\theta} = \tan \theta, \quad (62) \]
\[ \frac{dr}{r d\eta} = \frac{R(\theta, \eta)}{\Xi(\theta, \eta)} = \frac{\sin \eta \left( \sin^2 \theta (6 \sec(2\eta) + 3) + \sqrt{6} \sin(2\theta) \cos \eta \sec(2\eta) \right)}{\sqrt{6} \cot \theta + 3 \cos \eta}. \quad (63) \]

Eq. (62) indicates \( r \) increases when \( \theta \) become large; therefore, if \( \theta \) decreases with time, that is \( d\theta/dx < 0 \), \( r \) will decrease, the system is thus stable as an attractor at the point \((0, 1, 0)\). Actually, from Eq. (57), \( r \) will decrease with time when \( R(\theta, \eta) < 0 \). That the range of \((\theta, \eta)\) makes \( R(\theta, \eta) < 0 \) is plotted in Fig. 7, in which it is the part without gridding.

![Fig. 7: The space of \((\theta, \eta)\). The red gridding range corresponds to \( R(\theta, \eta) > 0 \), while others correspond to \( R(\theta, \eta) < 0 \).](image)

The critical point \((\pm 1, 0, 0)\) corresponds to the universe dominated by the kinetic energy of \( \phi \), and the perturbations of \( X, Y, \lambda \) around this point are governed by

\[ \frac{d\delta X}{dx} = 3X \delta X, \quad (64) \]
\[ \frac{d\delta Y}{dx} = 3\delta Y, \quad (65) \]
\[ \frac{d\delta \lambda}{dx} = \sqrt{6} X \Gamma_{A(1)} \delta \lambda. \quad (66) \]

These two points are both unstable critical points. In the case of \( \lambda_c \neq 0 \), the critical point \((0, 0, \lambda_c)\) is not interesting, for it corresponds to the universe without \( \Omega_\phi \), and it is a saddle point just like the \((0, 0, 0)\) point. The other two points have already been investigated in the literature. In summary, the multi-pole dark energy model does have stable attractor solutions just as the quintessence model.
V. DISCUSSIONS AND CONCLUSIONS

In the multi-pole dark energy model, a flat potential for the field $\sigma$ is no longer needed. After transforming to the canonical kinetic form, we could have a stable solution, which corresponds to the dark energy dominated universe. A scaling solution could be also obtained. For example, if $V(\sigma) = m^2\sigma^2/2$, and the required potential of $\psi$ that leads to a constant equation of state $w = w_c$ is $V_s(\psi)$, then function $f$ should be chosen as

$$f(\sigma) = \sqrt{\frac{1}{2m^2V_s}} \frac{dV_s}{d\phi} \left( \phi = V_s^{-1}(m^2\sigma^2/2) \right),$$

where $V_s^{-1}$ is the inverse function of $V_s$.

The whole dynamical system Eqs. (26)-(28), Eq. (38) and Eqs. (40) (41) seems to have infinite dimensions, since there is always a new variable $\Gamma_{A(n+1)}$ or $\Gamma_{B(n+1)}$ that appears in the equation of $d\Gamma_{A(n)}/dx$ or $d\Gamma_{B(n)}/dx$. If the function $f$ or $V$ has a maximum order of $\sigma$, e.g. $\sigma^{N-1}$, then $\Gamma_{A(N)} = 0$ or $\Gamma_{B(N)} = 0$. As a result, the whole system is closed to form an autonomous system, and it has $2(N+1)$-dimensions.

In conclusion, we have proposed a multi-pole dark energy model. The cosmological evolution is obtained explicitly for the two pole model, while dynamical analysis on the whole system is performed for the multi-pole model. We find that this kind of dark energy model could have a stable solution, which corresponds to the universe dominated by the potential energy of the scalar field. Thus, the multi-pole dark energy also appears worthy of future investigation.

Acknowledgments

This work is supported by National Science Foundation of China grant Nos. 11105091 and 11047138, “Chen Guang” project supported by Shanghai Municipal Education Commission and Shanghai Education Development Foundation Grant No. 12CG51, and Shanghai Natural Science Foundation, China grant No. 10ZR1422000. CJF would like to thank Prof. Eric V. Linder for very helpful comments.

[1] Q. B. Cheng, C. J. Feng, X. H. Zhai and X. Z. Li, Phys. Rev. D 97, no. 12, 123530 (2018) doi:10.1103/PhysRevD.97.123530 [arXiv:1801.01723 [astro-ph.CO]].
[2] C. J. Feng and X. Z. Li, Phys. Lett. B 680, 355 (2009) doi:10.1016/j.physletb.2009.09.013 [arXiv:0905.0527 [astro-ph.CO]].
[3] C. J. Feng and X. Zhang, Phys. Lett. B 680, 399 (2009) doi:10.1016/j.physletb.2009.09.040 [arXiv:0904.0045 [gr-qc]].
[4] M. Li, X. D. Li, S. Wang and Y. Wang, Front. Phys. (Beijing) 8, 828 (2013) doi:10.1007/s11467-013-0900-5 [arXiv:1309.0922 [astro-ph.CO]].
[5] S. Bahamonde, C. G. Blumer, S. Carloni, E. J. Copeland, W. Fang and N. Tamanini, Phys. Rept. 775-777, 1 (2018) doi:10.1016/j.physrep.2018.09.001 [arXiv:1712.03107 [gr-qc]].
[6] N. Aghanim et al. [Planck Collaboration], arXiv:1807.06209 [astro-ph.CO].
[7] R. R. Caldwell and E. V. Linder, Phys. Rev. Lett. 95, 141301 (2005) doi:10.1103/PhysRevLett.95.141301 [arXiv:astro-ph/0505494].
[8] E. V. Linder, arXiv:1911.01696 [astro-ph.CO].
[9] R. Kallosh and A. Linde, JCAP 1307, 002 (2013) doi:10.1088/1475-7516/2013/07/002 [arXiv:1306.5220 [hep-th]].
[10] R. Kallosh, A. Linde and D. Roest, JHEP 1311, 198 (2013) doi:10.1007/JHEP11(2013)198 [arXiv:1311.0472 [hep-th]].
[11] M. Galante, R. Kallosh, A. Linde and D. Roest, Phys. Rev. Lett. 114, no. 14, 141302 (2015) doi:10.1103/PhysRevLett.114.141302 [arXiv:1412.3797 [hep-th]].
[12] J. J. M. Carrasco, R. Kallosh, A. Linde and D. Roest, Phys. Rev. D 92, no. 4, 041301 (2015) doi:10.1103/PhysRevD.92.041301 [arXiv:1504.05557 [hep-th]].
[13] B. J. Broy, M. Galante, D. Roest and A. Westphal, JHEP 1512, 149 (2015) doi:10.1007/JHEP12(2015)149 [arXiv:1507.02277 [hep-th]].
[14] T. Terada, Phys. Lett. B 760, 674 (2016) doi:10.1016/j.physletb.2016.07.058 [arXiv:1602.07867 [hep-th]].
[15] C. Armendariz-Picon, V. F. Mukhanov and P. J. Steinhardt, Phys. Rev. Lett. 85, 4438 (2000) doi:10.1103/PhysRevLett.85.4438 [astro-ph/0004134].
[16] C. J. Feng, X. Z. Li and P. Xi, JHEP 1205, 046 (2012) doi:10.1007/JHEP05(2012)046 [arXiv:1204.4055 [astro-ph.CO]].
[17] C. J. Feng, X. Z. Li and L. Y. Liu, Mod. Phys. Lett. A 29, no. 07, 1450033 (2014) doi:10.1142/S0217732314500333 [arXiv:1403.4328 [astro-ph.CO]].