Digital health technology-specific risks for medical malpractice liability
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Medical professionals are increasingly required to use digital technologies as part of care delivery and this may represent a risk for medical error and subsequent malpractice liability. For example, if there is a medical error, should the error be attributed to the clinician or the artificial intelligence-based clinical decision-making system? In this article, we identify and discuss digital health technology-specific risks for malpractice liability and offer practical advice for the mitigation of malpractice risk.

The global digital health market is worth approximately 300 billion USD and is predicted to grow by up to 25% this year. Consequently, medical professionals are increasingly required to use digital technologies such as telehealth platforms, artificial intelligence (AI)-driven clinical decision-making tools, digitally enabled surgical tools, mHealth technologies, or electronic health records (EHRs), as part of care delivery. These technologies hold clear benefits for enabling more efficient, modern care delivery; however, there are significant challenges to implementation, including when and how to use them, how to enable an accurate medical diagnosis in a virtual environment, interpretation and relevance of novel data points from digital devices, the potential for automation bias, appropriate utilization of and engagement with digital disease management platforms, and continuity of care in a digital world. Several of these issues have become apparent through the pandemic due to the hasty deployment of novel technologies as ‘bolt-on’ solutions to address standalone challenges in healthcare delivery, without consideration of the broader healthcare architecture.

The majority of practicing clinicians are not sufficiently trained in how to safely integrate digital health technologies into the clinical workflow before encountering such technologies in practice. The introduction of digital health technologies may therefore represent a risk for medical error and subsequent malpractice liability. Medical malpractice is frequently defined as a physician’s failure to comply with customary medical practice; however, the application of this standard in the context of digital health is challenging. What are the accepted norms for history and examination during a telehealth consult? How should these be documented on electronic systems? When is it safe to offer digital first solutions for disease management? What is the custom for clinicians to ensure continuity of care? If there is a medical error, should the error be attributed to the clinician or the AI-based clinical decision-making system?

In this article, we identify and discuss technology-specific risks for malpractice liability arising from the rapidly growing use of digital health technologies.

TELEHEALTH

A 2019 survey of 1449 physicians from the American College of Physicians found that the major barriers to adoption of telehealth included difficulties integrating them into the practice workflow (42%), patient access to the technology (36%), concern about potential medical errors (29%), and security and privacy of patient information (23%)3. Since then, there has been a rapid increase in use of telehealth with around 23% of all consultations conducted over telehealth in 2020 versus <1% in 20194. This has been driven by the need to avoid physical consultations during the pandemic, more flexible reimbursement models in many major healthcare systems, pandemic-related legislation removing cross-border medical practice barriers between states (US), as well as the introduction of numerous new telehealth platforms that enable access to telehealth for the broader population. The remaining challenges to adoption of telehealth as part of the clinical workflow however remain. Indeed data suggests while the proportion of telehealth consultations has fallen gradually since its peak in mid-2020, it still accounted for 4.5% of all US claims data in July 2021, which is significantly higher than pre-pandemic levels5. Concerns over the potential for medical errors stems from the limitations of virtual clinical environments, particularly the inability to physically examine a patient and challenges in communicating in a virtual environment. These limitations are particularly significant at initial consultation when the goal of the consultation is to make a diagnosis, often with no prior medical information.

An analysis by a US-based professional liability provider found that 66% of telemedicine-related claims between 2014 and 2018 were related to misdiagnosis6. This is in keeping with findings from Harvard Medical School where a review of cases that had resulted in malpractice claims by experienced clinicians found that 68% were due to failed diagnosis7. In contrast, misdiagnosis has been estimated to account for approximately 47% of claims associated with in-person consultations8. The consequences were significant with loss of life being the commonest (44%). A high proportion (60%) of cases were settled or awarded to the plaintiff with errors commonly found in documentation or triage. Outside of the US, recent data from the UK has further highlighted the challenges of accurate diagnosis of common conditions when using telehealth platforms, with the number of diagnosed cases of anxiety, depression, coronary heart disease, and stroke approximately 50% lower than expected during the coronavirus disease 2019 (COVID-19) pandemic, at least in part due to significantly
increased use of telehealth platforms\textsuperscript{9}. In a recent survey of 242 clinicians in Pakistan 69\% ‘agreed’ or ‘strongly agreed’ with the statement that there is a ‘lack of regulation to avoid medical malpractice’ and only 29\% believed that their medical indemnity would cover telehealth consultations. This level of concern over malpractice risk with telehealth is consistent with anecdotal evidence in the US and other major global healthcare markets\textsuperscript{10}. From a population level public health perspective, the risks of patient harm with telehealth platforms must be balanced against the potential benefits such as the potential to assess the patient at an earlier stage in the disease process as a result of easier access to healthcare professionals. Such considerations are important on a population level and should not be lost when establishing ‘customary practice’ for use of telehealth platforms in clinical practice in specific clinical scenarios.

Mitigating the risks of malpractice can be challenging due to the lack of case precedent in telehealth-related malpractice. A 2019 review failed to identify even a single example of a direct to consumer telehealth-related malpractice claim that had been heard in court, suggesting the vast majority are settled outside of court in the US\textsuperscript{11,12}. Focussed training and development of clinical skills over telehealth is essential to improve patient safety and thus mitigate the risk of malpractice. A global scoping review of clinical training programmes in telehealth from November 2020 identified a total of 43 different curricula across 11 countries\textsuperscript{3}. There was a lack of consensus on the most efficacious techniques for training of clinicians in telemedicine with the authors suggesting a need for greater competency-based, outcome oriented education. In a recently published survey of US-based family physicians, confidence was high in taking medical histories over telehealth (Median Score 5/5 on 5-point Likert Scale); however, it was rated as only 3 out of 5 (Median Score) for other key clinical skills including guiding a patient through the clinical examination over telehealth, managing multiple complaints and language difficulties virtually, and in making decisions remotely on patient logistics, such as transport\textsuperscript{14}. Prescribing of controlled medicines over telehealth was the area in which clinicians had the lowest confidence levels (Median rating 2/5) reflecting a high level of perceived risk in this activity. Trainers’ confidence in assessing telehealth skills was variable with virtual communication skills and remote clinical examination skills seen as the most challenging topics, again highlighting the need for greater development of competency-based training and assessment.

AI-ENABLED TECHNOLOGIES FOR CLINICAL DECISION SUPPORT (CDS) TOOLS

More than 130 different AI-based CDS tools were approved by the Food and Drug Administration (FDA) in the last 5 years for use across a number of different therapeutic areas\textsuperscript{15}. Additionally, the FDA has recently created a searchable database of AI-enabled medical devices, although not all such devices in this database are CDS\textsuperscript{16}. Healthcare professionals are increasingly asked to consider the data that such CDS tools provide as part of the clinical workflow. But should clinicians always follow the direction of the CDS tool? And if not, are they liable if they ignore the advice and this is later shown to have resulted in harm? Often clinical decisions are made holistically based on the best interests of the patient, and thus decision-making logic can be difficult to fully capture in medical records. These are the types of questions potentially relevant to malpractice risk that clinicians must now consider.

The issue of liability in this situation is complex. Price, Gerke, and Cohen have attempted to create a framework for determining when reliance on an AI system could result in liability\textsuperscript{17}. This work identifies two scenarios in which liability might be incurred: (1) when an AI system recommends a course of action that falls within the standard of care, the AI system is correct in making such a recommendation, the physician ignores this recommendation, and the patient suffers a harm because of it; and (2) when an AI system recommends a course of action that falls outside of the standard of care, the AI system is incorrect in making such a recommendation, the physician adheres to this recommendation, and the patient suffers a harm because of it. This work is speculative, and we will have to wait until the case law develops to determine if these predictions hold true. One way in which liability for use of AI-enabled CDS tools might be mitigated is for such tools to be designed to be interpretable. Although some of these tools may function as a ‘black box’, it is becoming increasingly common for such tools to provide some level of explanation for their recommendations, even if only on a post hoc basis. For example, a diagnostic tool intended to help physicians detect the presence of pneumonia from a computed tomographic scan might not only produce just the classification but also a heatmap overlay ‘pointing’ to the area in the image that the AI system identifies as the most relevant for the diagnostic classification\textsuperscript{18}. The FDA’s recently released final guidance on CDS notes that certain CDS tools may be exempt from FDA oversight if four criteria are met, including that the software does not acquire, process or analyze medical images, signals or patterns, that it displays, analyzes or prints information normally communicated between healthcare professionals, provides recommendations only to a healthcare professionals (vs specific outputs or directives), and the CDS tool provides the healthcare professional with the ability to independently review the basis of the decision. This fourth criterion regarding the ability to review the basis of the CDS tool’s decision illustrates the benefit of interpretability for certain AI-enabled CDS tools\textsuperscript{19}. Furthermore, the FDA has emphasized the importance of interpretability in its recently released guiding principles on good machine learning practice for AI-enabled medical devices\textsuperscript{20}.

In some cases, liability is dependent on the judgement of jurors. A recent study involving 2000 US-based adults investigated whether a jury would hold physicians liable in a number of simulated malpractice claims involving AI\textsuperscript{21}. The findings suggest that physicians who receive advice from an AI system to provide care aligned to standard protocols may reduce their liability risk by accepting the advice. The data was analysed against Price et al.’s framework revealing that these ‘jurors’ concurred with Price et al. in believing that scenario (1) should result in liability; however, they disagreed regarding scenario (2), suggesting that there might be no liability for the physician in this case\textsuperscript{22}. Additionally, the ‘jurors’ further disagreed with Price et al. regarding the scenario in which an AI system recommends a course of action that falls outside the standard of care, the AI system is correct in making such a recommendation (viz. the standard of care is incorrect), the physician ignores this recommendation, and the patient suffers a harm because of it. Price et al. predicted no liability in such a case, however the results were mixed according to the ‘jurors’, indicating that this scenario might in fact result in physician liability.

CDS tools, however, may further reduce risk of liability through result alerting, diagnostic decision support, and electronic tracking, according to the findings of a review of 477 closed malpractice cases from Harvard medical\textsuperscript{23}. This study found that the claims in these cases totalling >US$40 million were potentially preventable through use of CDS tools. However, clinicians should be aware of the potential implications of using CDS tools in practice and should be trained on how to use them to protect patient safety and reduce the risk of malpractice. Training should cover technology-specific risks such as decision making in the context of uncertainty with clinical tests\textsuperscript{24}.  
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MHEALTH AND MALPRACTICE LIABILITY

mHealth is a broad term that refers to apps and devices with a range of health-related functionalities. We have previously outlined the scope of mHealth, classifying apps and devices according to their functionalities25. Commonly, mHealth apps and devices are used to track health-related parameters, analyse such data, and provide personalized health management advice. For example, an Apple Watch and companion app may be used to continuously monitor heart rhythms to identify subclinical signs of ill-health. Data from the Apple Heart Study26 suggests that while such technologies may hold significant value in early diagnosis, there is still a ‘false positive’ rate where healthy individuals may be incorrectly diagnosed with a medical condition, causing unnecessary concern. In the aforementioned study 0.52% of individuals were ‘false’ notified of an irregular heartbeat, a figure that is significant across an estimated population of approximately 100 million plus Apple Watch users globally. The authors acknowledge that the study was not designed to assess sensitivity and specificity and suggest that the false positives may be due in part to atrial fibrillation being paroxysmal as has been seen in studies of cryptogenic stroke that found differences in the diagnostic yield of atrial fibrillation between loop recorders and 7-day Holter monitor26. An incorrectly diagnosed individual may potentially bring a malpractice claim but liability may be unclear, particularly if the monitoring mHealth device has been recommended by a clinician, or the device data has been used as part of the clinical workflow. In another example, an individual may track their menstrual cycle and bleeding through an app, which then analyses the data and provides individual fertility status to the user for the purposes of pregnancy prevention27. Such a product may be recommended by a clinician but may fail due to software-related issues outside of their control, again creating uncertainty in terms of clinical liability.

mHealth apps and devices are increasingly popular with consumers as more people seek to become partners in their health choices. A clinician may recommend an mHealth app as a tool to promote self-care and optimize lifestyle management of a medical condition but by doing so they are potentially introducing additional malpractice liability28. This is particularly relevant if the clinician cannot justify the advice that is being offered by the app, perhaps because an algorithm is used to provide many different versions of health management advice based on personal data, which may in some cases differ from the appropriate standard of care. In other scenarios clinicians may rely on the data from such mHealth apps and devices to make clinical decisions as part of remote monitoring programs. In this situation, the clinician may be required to make treatment decisions based on unknowingly incorrect information, which arises due to patient input error or device failure. It is unclear whether a clinical decision that results in harm, but which has been made based on incorrect data, would be considered grounds for a malpractice claim. Such a decision will be made on a highly fact-specific basis; for example if the clinician had reason to suspect that the data were incorrect (e.g. the data was a significant outlier, the clinician knew that the patient was unreliable in completing self-report measures, or the clinician was aware of the app’s poor user interface and its being prone to collect erroneous data, etc.), then the clinician will be more likely to be held liable in such an instance. Clinicians may consider having patients sign consent for mHealth apps and disclaim their associated liability.

ELECTRONIC HEALTH RECORDS

EHRs can be defined as ‘real-time, patient-centred records that make information available instantly and securely to authorized users’29. While clinicians can immediately recognize the potential value of EHR over paper-based records, which are generally location specific, include vast amounts of data in non-standard formats from different healthcare sources, and are time-consuming to navigate effectively; in practice the promise of instantly available, relevant clinical information has been difficult to achieve. There are numerous different EHR systems in use even within individual geographic regions and it can take considerable time for clinicians to upskill themselves to use these systems efficiently and effectively. ‘Information bloom’ (excessive note length) can easily occur with EHR and relevant information can be difficult to find if the user is not experienced in navigating the electronic system. EHR contents may also be inaccurate or incomplete due to difficulties in data entry arising from burdensome, rigid documentation requirements or from copying by individual users30. It is well established that EHRs may also lead to clinicians focussing too much on the computer and not enough on the patient, increasing the administrative burden on physicians in routine care, and damaging communication and the doctor–patient relationship. A qualitative review of clinical adaptations to patient communication while using EHR systems demonstrated that practicing clinicians are mitigating the risk of medical error by verbally acknowledging the problem with the patient and repositioning them to optimize communication31. Other strategies utilized to optimize communication included participation in task-specific versus general EHR training and maintaining an awareness of expected software updates before implementation.

EHRs control the information available to clinicians so their use may impact on the clinical decision-making process, and therefore change the risk profile of an individual’s practice. Data from an analysis of US malpractice claims from one provider showed that EHR-related claims tripled from seven cases a year in 2010 to 22 cases in 2017/201832. Errors in diagnosis were most common accounting for 1/3rd of the total claims. These were due to either user-related issues such as copy-pasting, incorrect and fragmented data entries, or system-related issues such as failure of EHR ‘alarms’, which might serve as reminders or tools to highlight abnormal results. Other user-related issues associated with malpractice claims included insufficient area for documentation, failure of electronic routing of data, lack of integration between systems or failure to ensure information security. Family medicine and internal medicine were the specialties where most claims were made. Other studies have however not demonstrated any increased risk of malpractice claims with the use of EHR. For example, in a review of malpractice claims at physicians in Colorado, USA, 473 physicians used an EHR. Of the 1569 claim abstracts reviewed, 3% were judged ‘Plausibly EHR-sensitive’, 82% ‘Unlikely EHR-sensitive’, and 15% ‘Unable to determine’. EHR-sensitive claims occurred in 6 out of 633 non-users and 2 out of 251 EHR users and were not significantly different to non-EHR users33. An individual’s risk profile for EHR-related malpractice claims depends on both user-specific factors (e.g. individual skill-level in using the specific EHR system) and technology-specific factors. Speciality of clinical practice is also likely to be relevant as the information available on EHRs may be more or less relevant for diagnosis and clinical decision making from one specialty to another.

DIGITALLY ENABLED OPERATING ROOMS AND RISK OF MALPRACTICE

Surgery-related claims represent around 25% of all medical malpractice claims in the US, second only to diagnosis related34. The majority can be traced back to an aspect of surgeon behaviour during the procedure. The introduction of digital surgical technologies has the potential to significantly impact surgeon behaviour for better or for worse and thus may directly impact malpractice risk. An analysis of the Bloomberg Law database identified 123 malpractice claims involving robotic
surgery between 2000 and 2017. Gynaecological surgeries accounted for the majority of claims (62%), followed by urological surgeries (20%), 2 specialties that have been early adopters of robotic surgery. Device failure was cited in only two claims. Thirty percent of these malpractice claims were made during the first year of availability of the robotic surgical system, with the number of claims reducing year on year and highest among early adopters of the technology. Training and experience were identified as a key factor in determining medical malpractice risk with surgical technologies, which is in keeping with findings of previous work from our group demonstrating a significant learning curve with these technologies.

In such cases, the procedure may be recorded via video, which could be used subsequently to identify technical errors or attribute causation to any harm that results from the procedure. Additionally, contactless sensors, including depth, thermal, radio, and audio sensors, are increasingly integrated into surgical equipment. This creates a level of ambient intelligence within operating rooms of the future that will collect huge volumes of data that could inform retrospective analysis of events, for example as part of a malpractice claim review. Data from such sensors are already being used in some cases to automatically assess surgical competence. There is little precedent to guide clinicians working in this space on the risk of malpractice claims associated with new technologies in the operating room or how to mitigate them.

### CROSS-BORDER TELEMEDICINE AND MEDICAL MALPRACTICE RISK

A 2021 survey by the US Cooperative for International Patient Programs (USCIPP) found that of 54 US hospitals surveyed 63% provided telemedicine services to patients and 74% offered teleconsults across international borders. (USCIPP survey) Cross-border telemedicine is associated with additional risks for medical malpractice claims, which may arise due to incomplete knowledge of local standards of care, laws and regulations when advising and treating the patient directly. Telesurgery, which involves a surgeon performing a procedure with instruction from an expert via a digital health platform, is an area of cross-border healthcare delivery that carries several risks for malpractice. This scenario presents many potential questions from a malpractice point of view, such as who is liable and to what extent if there is a technical error due to an incorrect instruction, and what liability would occur if the communication software failed. Informed consent has also been identified as being a particularly challenging aspect of cross-border telesurgery. As yet there is little precedent to inform mitigation strategies; however, the American Telemedicine Association has identified a number of strategies.

| Digital health technology | Technology-specific risk(s): most frequently cited | Author comments on malpractice liability |
|---------------------------|---------------------------------------------------|----------------------------------------|
| Telehealth                | Error in medical diagnosis: ~66% of claims, e.g. due to inability to physically examine a patient and challenges in communicating in a virtual environment | Errors in diagnosis are significant as they are associated with a high proportion of serious injury or loss of life (44% in a US-based study). High proportion claims settled or awarded to plaintiffs (60% in one US-based study). Mitigate through risk informed deployment of technology for specific clinical scenarios only and technology-specific training of clinicians |
| CDS tools                | Scenario 1: CDS rightly recommends within standard of care, but clinician does not follow Scenario 2: CDS erroneously recommends outside of standard of care, but clinician follows | A simulated study of 2000 US-based jurors believed that clinicians should be liable in (1), but perhaps not in (2). Mitigate by addressing ‘black box’ nature of tools, i.e. use tools that provide some level of transparency and reasoning for clinical advice, and through training on uncertainty decision making |
| mHealth                  | Error in clinical decision making based on false diagnosis or false data, e.g. from a remote monitoring device | Decision re liability likely made on a highly fact-specific basis. For example, risk increased if the clinician is shown to have a reason to suspect inaccuracy of the data eg. significant outlier, device prone to collection of incorrect data, other clinical explanation |
| EHR                      | Error in medical diagnosis: ~33% of claims, due to factors such as poor patient communication secondary to screen focus, ‘information bloom’, challenging user interface, lack of skills in utilizing the system, failure of system ‘alarms’ for abnormal data | In a US claims database EHR-related claims tripped from seven cases a year in 2010 to 22 cases in 2017/18. Both user-specific factors eg. skill navigating the systems and technology-specific factors eg. user interface, or system performance relevant for determination of risk. Training on use of specific EHR platforms is important before deployment. Mitigate risk through clinical behavioural changes such as repositioning to optimize communication |
| Digitally enabled operating rooms and cross-border telemedicine | Digital surgical platforms lead to challenges in adaptation in terms of technical skills and non technical skills, particularly communication and team work. Telesurgery introduces additional risks for malpractice due to regional and international differences in licensing, regulations and standards of care | Analysis of Bloomberg Law database identified 123 malpractice claims involving robotic surgery between 2000 and 2017. Level of risk dependent on technical skills including surgical skill and experience (documented learning curve). Future risk may be impacted by the growth of ‘ambient recording’ in operating theatres, yielding data that may be used as evidence in context of malpractice claims, and ‘cross-border’ deployment of telesurgery. Mitigate through awareness and understanding of official guidance e.g. American Telemedicine Association |
provided general guidance on cross-border healthcare delivery (https://www.americanteledmed.org/policy/).

DATA BREACHES AND CYBERSECURITY THREATS

The United States Department of Health and Human Services (HHS) defines a data breach as ‘the illegal use or disclosure of confidential health information that compromises the privacy or security of it under the privacy rule that poses a sufficient risk of financial, reputational, or other type of harm to the affected person’. Data breaches due to hacking incidents are the most common, followed by unauthorized disclosures or inappropriate uses by workforce members from within healthcare institutions. The frequency and size of healthcare data breaches are increasing rapidly, leading to an increasing number of lawsuits and regulatory enforcement. In July of 2021 a Florida-based orthopaedic practice is reported to have been sued for US$99 million for a data breach of protected healthcare information secondary to a ransomware attack. Ponemon Institute recently released data in their 2021 report demonstrating that about 67% of patient care organizations have been the subject of cyberattacks, particularly ransomware attacks, during the COVID-19 pandemic. In their report, healthcare respondents reported that ransomware negatively impacted patient care with 71% reporting longer length of stay for patients and 22% reporting an increase in mortality rate.

Up to 50% of internal data breaches have been traced back to negligence on the part of a clinician. Indeed an analysis of 1138 personal health information breaches in the US between 2009 and 2017 showed that most breaches occurred due to human error within organizations, as opposed to from external attacks. In practice, it may be that technical support teams are more likely to be the focus of lawsuits than clinicians, as failures in adherence to best practice standards in data protection, e.g. data encryption techniques, may be easier to demonstrate than clinical negligence. Cyber liability insurance is increasingly included in malpractice insurance packages. Such insurance may provide coverage for costs associated with regulatory fines and penalties, lost income due to downtime, or ransomware fines. Purchasing cyber insurance will become more and more important as digital health platforms are established within clinical practice, but the insurance is not a bullet proof solution, as negligence on the part of the clinician or workforce member’s practices could result in a cyber insurance denial. A healthcare organization could find itself to be the victim of both a cyber breach and a cyber insurance claim declination, as Cottage Health did when their insurance determined the hospital’s failures excluded them from insurance coverage. It should be noted that HHS enforcement of data breaches regarding personal health information can only be performed under the Health Insurance Portability and Accountability Act of 1996 (HIPAA), and HIPAA only applies to specific entities: (1) Covered entities, such as healthcare providers or payors; and (2) Business Associates, such as vendors of Covered Entities. But many digital health entities do not fall under either such category, and hence are not subject to HIPAA or its data breach penalties. However, the FTC has recently issued a press release stating that it intends to enforce a decade-old law that can carry hefty financial penalties for data breaches regarding health information, even for entities that are not subject to HIPAA. Furthermore, there are several examples of bills recently submitted for the purpose of broadening the definition of a ‘healthcare provider’ to include big tech companies collecting health data via mHealth devices. These have not yet been successful in altering legislation, but this may change in time.

For a medical error to be considered malpractice, it must fail to comport with customary medical practice. The introduction of digital health technologies into the clinical workflow creates scenarios in which it is challenging to determine what constitutes customary medical practice. There is currently very limited precedent for digital health-related malpractice claims, however errors in diagnosis appear to be the most common cause of claim directly related to the increased use of telehealth platforms, with challenges in communication cited as a potential causal factor. Table 1 summarizes the most frequently cited technology-specific risks for medical malpractice claims. Clinicians are advised to consider their individual risk of malpractice liability before utilizing a digital health technology as part of their clinical practice. Malpractice coverage is likely to vary significantly from policy to policy and from region to region, so clinicians should evaluate their individual situation and consider advice on digital medicine provided by major societies, such as the American Medical Association.

Reporting summary

Further information on research design is available in the Nature Research Reporting Summary linked to this article.
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