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ABSTRACT. This paper extends Bombieri and Pila’s estimate of lattice points on curves to arbitrary finite sets by incorporating considerations of minimal separation and the doubling constant. We derive the estimate by establishing the $\ell^2$ decoupling inequality for non-degenerate curves in $\mathbb{R}^n$. Additionally, we review the curve-lifting method introduced in Bombieri and Pila’s work and establish the estimate of lattice points in the neighborhood of a planar curve.

1. Introduction

In his pioneering work [6], Jarník proved that a strictly convex planar curve of length $\ell$ contains at most $3(4\pi)^{-1/3}(\ell^{2/3} + O(\ell^{1/3}))$ integer points. This inequality can be reformulated by fixing a strictly convex compact curve $\Gamma \subset \mathbb{R}^2$ and examining the set $\Gamma \cap \left(\frac{1}{N}\mathbb{Z}\right)^2$ of $\frac{1}{N}$-integer points on the curve. Then Jarník’s theorem implies the upper bound $|\Gamma \cap \left(\frac{1}{N}\mathbb{Z}\right)^2| = c(\Gamma)N^{\frac{2}{3}} + O(N^{1/3})$ where the constant $c(\Gamma)$ only depends on the length of a curve.

Since Jarník’s work, there have been many advancements strengthening this inequality for planar curves by imposing additional smoothness conditions. For example, Swinnerton-Dyer [10] proved the upper bound $|\Gamma \cap \left(\frac{1}{N}\mathbb{Z}\right)^2| \lesssim N^{\frac{3}{5} + \epsilon}$ for a strictly convex $C^3$ graph $\Gamma : (x, f(x))$ where the implicit constant depends on the graph and $\epsilon$. Schmidt refined this result, conjecturing an improved exponent of $\frac{1}{2}$, under the assumption that $f''$ is weakly monotonic and vanishes at most once. The parabola $\Gamma = \{(x, x^2) : x \in [0, 1]\}$ demonstrates that the exponent $\frac{1}{2}$ is optimal.

In the remarkable paper [1], Bombieri and Pila established new upper bounds under the assumption that the curve is $C^n$ and satisfies the finiteness condition regarding intersections with algebraic curves. Specifically, [1, Theorem 1] implies that for a planar graph $\Gamma : (x, f(x))$ which is $C^{\frac{1}{2}(s+1)(s+2)-1}$ and has uniformly bounded intersection of size $\leq S$ with algebraic curves of degree at most $s$ the inequality

$$|\Gamma \cap \left(\frac{1}{N}\mathbb{Z}\right)^2| \leq C(\Gamma)N^{\frac{n}{2(s+3)}}$$

holds, where $C(\Gamma)$ depends on $S$ and $\|f\|_{C^\frac{1}{2}(s+1)(s+2)-1}$. Furthermore, they prove the inequality $|\Gamma \cap \left(\frac{1}{N}\mathbb{Z}\right)^2| \leq c(\Gamma, \epsilon)N^{\frac{3}{4} + \epsilon}$ for any $C^\infty$ strictly convex curve $\Gamma$. 

Their proof employs a curve-lifting method, implicitly considering a certain lift of the planar curve into a higher-dimensional space, which we review later. The estimate of lattice points on a planar curve is derived from the inequality
\[ |\Gamma \cap \left( \frac{1}{N_1} \mathbb{Z} \times \cdots \times \frac{1}{N_n} \mathbb{Z} \right) | \leq C(\Gamma)(N_1 \cdots N_n)^{\frac{2}{n(n+1)}} \]
for any $C^n$ curve $\Gamma \subset \mathbb{R}^n$ with uniformly bounded intersections with hyperplanes.

The purpose of this paper is to establish a variant of Bombieri-Pila’s inequality using the recently developed theory of $\ell^2$ decoupling, especially the sharp $\ell^2$ decoupling inequality for the moment curve in [3]. With this approach, we extend the estimate from lattices to arbitrary finite sets.

1.1. Main theorems. To state our main results, we introduce necessary terminology. Consider a compact $C^{n,\alpha}$ curve $\Gamma$ in $\mathbb{R}^n$, parameterized by
\[ \gamma(t) = (\gamma_1(t), \ldots, \gamma_n(t)) \]
for $t \in [0,1]$. We say $\Gamma$ is non-degenerate if the Wronskian
\[ W(\gamma_1', \ldots, \gamma_n')(t) = \begin{vmatrix} \gamma_1'(t) & \gamma_2'(t) & \cdots & \gamma_n'(t) \\ \gamma_1''(t) & \gamma_2''(t) & \cdots & \gamma_n''(t) \\ \vdots & \vdots & \ddots & \vdots \\ \gamma_1^{(n)}(t) & \gamma_2^{(n)}(t) & \cdots & \gamma_n^{(n)}(t) \end{vmatrix} \]
is nonvanishing. For a finite set $A$, we define its doubling constant $K$ by
\[ K = \frac{|A+A|}{|A|}. \]
Our main theorem is as follows.

**Theorem 1.1.** Let $\Gamma$ be a $C^{n,\alpha}$ non-degenerate curve inside $\mathbb{R}^n$ for positive $\alpha$ with $W(\Gamma)(t) > c_0 > 0$ for all $t \in [0,1]$. Let $A$ be a finite subset of $\mathbb{R}^n$ with doubling constant $K$ and minimal separation $s$. Then we have
\[ |\mathcal{N}_\delta(\Gamma) \cap A| \lesssim s^{-\epsilon} K \cdot |A|^{\frac{2}{n(n+1)}} \]
where $\mathcal{N}_\delta(\Gamma)$ denotes the $\delta$-neighborhood of $\Gamma$. Here the implicit constant depends on $\epsilon$, $\|\gamma\|_{C^{n,\alpha}}$ and $c_0$.

The theorem provides a generalization of Bombieri-Pila’s inequality for a curve inside $\mathbb{R}^n$ from lattice points to arbitrary finite sets. We note that the inequality now involves the doubling constant and the minimal separation.

By combining Theorem 1.1 with the curve-lifting method, we establish the following estimate of lattice points on a planar curve. See section 4 for the notation.
**Theorem 1.2.** Let $\Gamma$ be a compact $C^{n,\alpha}$ planar curve. Suppose that there is a collection $\mathcal{M} = \{m_1, \cdots, m_n\}$ of distinct monomials including $x$ and $y$ such that $W^\mathcal{M}(\Gamma)(t) > c_0 > 0$ for all $t \in [0, 1]$. Then we have

$$|N_{d/N^n}(\Gamma) \cap (\frac{1}{N} \mathbb{Z})^2| \lesssim N^{e(\mathcal{M}) + \epsilon}$$

for each $\epsilon > 0$, where the exponent $e(\mathcal{M})$ is given by

$$e(\mathcal{M}) = \frac{2}{n(n+1)} \sum_{i=1}^{n} \deg m_i.$$

Moreover the implicit constant depends on $\epsilon$, $\|\gamma\|_{C^{n,\alpha}}$, $c_0$ and $d$.

The paper is structured as follows. In Section 2 we review the theory of $\ell^2$ decoupling, especially the sharp $\ell^2$ decoupling for the moment curve. Then we derive the $\ell^2$ decoupling inequality for non-degenerate curves and combined it with additive combinatorics to prove Theorem 1.1. Section 3 reviews the property of curve-lifting, implicitly used in Bombieri and Pila’s work [1]. Section 4 establishes Theorem 1.2, providing the estimate of lattice points in the neighborhood of a planar curve, by combining Theorem 1.1 and the curve-lifting method. Additionally, we prove that the non-degeneracy of a curve implies the finiteness condition about intersections with hyperplanes used in [1].

**Notation.** Throughout the paper, we write $A \lesssim B$ to denote $A \leq CB$ for an implicit constant which depends on parameters like $\epsilon$.

## 2. $\ell^2$ Decoupling for Non-Degenerate Curves and Application to Lattice Points

In this section, we first review the theory of $\ell^2$ decoupling and derive the $\ell^2$ decoupling inequality for a non-degenerate $C^{n,\alpha}$ curve inside $\mathbb{R}^n$, building upon the results for the moment curve established in [3]. The subsequent subsection is devoted to proving Theorem 1.1 using the $\ell^2$ decoupling inequality.

### 2.1. $\ell^2$ Decoupling for a Non-Degenerate Curve

For a function $f : \mathbb{R}^n \to \mathbb{C}$ and a subset $R \subset \mathbb{R}^n$, the Fourier restriction $f_R$ is defined by

$$f_R(x) = \int_R \hat{f}(\xi)e^{2\pi ix \cdot \xi}d\xi.$$ 

Consider a subset $\Omega$ of $\mathbb{R}^n$ partitioned into disjoint subsets $\theta$. Any function $f$ with $\hat{f}$ supported on $\Omega$ can be decomposed into its Fourier restrictions as $f = \sum_{\theta} f_{\theta}$. The $\ell^2$ decoupling inequality examines the relationship between the $L^p$ norm of $f$ and the $L^p$ norms of $f_{\theta}$. 
Definition 2.1. For a subset $\Omega$ of $\mathbb{R}^n$ partitioned into disjoint subsets $\theta$, and for every exponent $p$, the decoupling constant $D_p(\Omega = \bigsqcup \theta)$ is defined as the smallest constant such that, for every function $f$ with $\hat{f}$ supported on $\Omega$, the following holds:

$$
\|f\|_{L^p(\mathbb{R}^n)} \leq D_p(\Omega = \bigsqcup \theta) \left( \sum_{\theta} \|f_{\theta}\|_{L^p(\mathbb{R}^n)}^2 \right)^{\frac{1}{2}}.
$$

We begin by reviewing the $\ell^2$ decoupling inequality for the moment curve, a key element in our approach. Let $M$ be the moment curve in $\mathbb{R}^n$ parameterized by $(t, t^2, \ldots, t^n)$ for $t \in [0, 1]$, and $N_\delta(M)$ be the $\delta$-neighborhood of the moment curve $M$. The partition of $N_\delta(M)$ into disjoint subsets $\theta$, each containing the $\delta$-neighborhood of an arc of $M$ of length $\delta \frac{1}{n}$, defines the decoupling constant $D_p(\delta)$ as the smallest constant such that

$$
\|f\|_{L^p(\mathbb{R}^n)} \leq D_p(\delta) \left( \sum_{\theta} \|f_{\theta}\|_{L^p(\mathbb{R}^n)}^2 \right)^{\frac{1}{2}}
$$

holds for all functions $f$ with $\hat{f}$ supported in $N_\delta(M)$. For a precise construction of the partition $N_\delta(\Gamma) = \bigsqcup \theta$ we refer to [4].

Bourgain, Demeter and Guth established the following inequality for the decoupling constant $D_p(\delta)$ at the critical value $p = n(n+1)$, with the original proof in [3] and a concise proof in [4].

**Theorem 2.2.** For every $\delta \in (0, 1)$, we have $D_{n(n+1)}(\delta) \lesssim \delta^{-\epsilon}$.

Now consider a non-degenerate $C^{n,\alpha}$ curve $\Gamma$ inside $\mathbb{R}^n$. In this case, we similarly define the decoupling constant $D_{\Gamma,p}(\delta)$ for $\Gamma$. Let $N_\delta(\Gamma)$ be the $\delta$-neighborhood of $\Gamma$ and consider its partition into its disjoint subsets $\theta$ each containing the $\delta$-neighborhood of an arc of length $\delta \frac{1}{n}$. Then we define $D_{\Gamma,p}(\delta)$ to be the decoupling constant with respect to the partition $N_\delta(\Gamma) = \bigsqcup \theta$. The following theorem establishes that the decoupling inequality extends to $D_{\Gamma,p}(\delta)$ (see [4] for the proof when the curve is $C^{n+1}$). For the proof, we use Pramanik-Seeger’s argument in [8] that allows us to generalize the $\ell^2$ decoupling inequality from a curve to its small perturbation.

**Theorem 2.3.** Let $\Gamma$ be a non-degenerate $C^{n,\alpha}$ curve lying inside $\mathbb{R}^n$ such that $W(\gamma_1', \cdots, \gamma_n')(t) > c_0 > 0$ throughout $[0, 1]$. Then we have

$$
D_{\Gamma,n(n+1)}(\delta) \lesssim \delta^{-\epsilon}
$$

where the implicit constant depends on $\epsilon$, $\|\gamma\|_{C^{n,\alpha}}$ and $c_0$.

**Proof.** Let $p = n(n+1)$. For a given $t_0 \in [0, 1]$, consider the $n$-th Taylor series $r(t)$ of $\gamma(t)$ at $t_0$. The $C^{n,\alpha}$ condition implies $|\gamma(t_0 + \Delta t) - r(t_0 + \Delta t)| \lesssim$
\(|\Delta t|^{n+\alpha} < \delta\) for \(|\Delta t| \lesssim \delta^{\frac{1}{n+\alpha}}\), where the implicit constant only depends on \(\|\gamma\|_{C^{\alpha,n}}\). Let \(R\) be the curve parameterized by \(r(t)\) and denote by \(\tau\) the \(\delta\)-neighborhood of an arc of \(\Gamma\) of length \(\delta^{\frac{1}{n+\alpha}}\).

The condition \(W(\gamma_1', \ldots, \gamma_n')(t) > c_0 > 0\) implies that \(R\) can be transformed into the moment curve \(M\) under an invertible linear change of variables. Therefore, we obtain the inequality

\[
\|f\|_{L^p}^2 \leq D^2_{\Gamma,p}(\delta^{\frac{n}{n+\alpha}}) \cdot \sum_{\tau} \|f_\tau\|_{L^p}^2 
\lesssim \delta^{-\varepsilon} D^2_{\Gamma,p}(\delta^{\frac{n}{n+\alpha}}) \cdot \sum_{\tau} \sum_{\theta \subset \tau} \|f_\theta\|_{L^p}^2
\]

where we used Theorem 2.2. By the definition of the decoupling constant we have

\[
D^2_{\Gamma,p}(\delta) \lesssim \delta^{-\varepsilon} D^2_{\Gamma,p}(\delta^{\frac{n}{n+\alpha}}).
\]

Through iteration, we conclude that \(D_{\Gamma,p}(\delta) \lesssim \delta^{-\varepsilon}\). □

2.2. Proof of the main theorem. For a finite set \(A\), the additive \(m\)-energy of \(A\) is defined by

\[
E_m(A) = |\{(a_1, \ldots, a_{2m}) \in A^{2m} : a_1 + \cdots + a_m = a_{m+1} + \cdots + a_{2m}\}|.
\]

Recall that the doubling constant \(K\) of \(A\) is defined by \(K = \frac{|A+A|}{|A|}\). For the proof of the main theorem, we will need the following results from additive combinatorics.

Lemma 2.4. For a finite subset \(B\) of an abelian group, we have

\[
E_m(B) \geq \frac{|B|^{2m}}{|mB|}
\]

where \(mB = B + \cdots + B\), \(m\) times.

Proof. With the notation \(\varphi(b) = |\{(b_1, \ldots, b_m) \in B^m : b_1 + \cdots + b_m = b\}|\), the additive \(m\)-energy of \(B\) can be expressed as follows

\[
E_m(B) = \sum_{b \in mB} \varphi(b)^2.
\]

Now the application of the Cauchy-Schwartz inequality implies

\[
E_m(B) = \sum_{b \in mB} \varphi(b)^2 \geq \frac{1}{|mB|} \left( \sum_{b \in mB} \varphi(b) \right)^2 = \frac{|B|^{2m}}{|mB|}.
\]

□
Lemma 2.5. Let $B$ be a finite subset of an abelian group and let $A$ be another finite set with doubling constant $K$ containing $B$. Then

$$E_m(B) \geq \frac{1}{K^m} \frac{|B|^{2m}}{|A|}.$$ 

Proof. Plünnecke’s inequality asserts that $|mA| \leq K^m|A|$ for a finite subset $A$ with doubling constant $K$. The statement follows from Lemma 2.4 by noting $|mB| \leq |mA|$. □

Proof of Theorem 1.1. Let $B = N_{s^{n}}(\Gamma) \cap A$. From Theorem 2.3, $D_{\Gamma, n(n+1)}(\delta) \lesssim \delta^{-\epsilon}$. As a corollary of the $\ell^2$ decoupling inequality, we have

$$E_m(B) \lesssim s^{-\epsilon}|B|^m$$

where $m = \frac{n(n+1)}{2}$ (see [3, Section 4] or [2, Theorem 2.18]). Note that this is sharp up to $s^{-\epsilon}$ by the obvious lower bound $E_m(B) \geq |B|^m$. On the other hand, Lemma 2.5 provides a lower bound for the additive $m$-energy

$$\frac{1}{K^m} \frac{|B|^{2m}}{|A|} \leq E_m(B).$$

Combining these two inequalities implies the desired inequality

$$|B| \lesssim s^{-\epsilon} K |A|^{1/m}.$$ □

2.3. Special case: generalized arithmetic progressions. When the doubling constant is uniformly bounded, Theorem 1.1 yields an inequality without reference to doubling constant. An example of such finite sets is provided by Generalized Arithmetic Progressions (GAP).

Definition 2.6. A Generalized Arithmetic Progression (GAP) of dimension $m$ is a finite set of the form

$$L = \{ v + \sum_{i=1}^{m} \ell_i v_i : 1 \leq \ell_i \leq N_i \text{ for all } 1 \leq i \leq m \}$$

where $v, v_1, \cdots, v_m \in \mathbb{R}^n$ and $N_1, \cdots, N_m \in \mathbb{N}$. It is called proper if its size precisely equals $N_1 \cdots N_m$.

For instance, a lattice gives rise to a proper finite GAP when restricted to a finite region. By definition, any proper finite GAP has a doubling constant at most $2^m$ regardless of its size. As a corollary of Theorem 1.1, we derive the following result.
Corollary 2.7. Consider a non-degenerate \( C^{n,\alpha} \) curve \( \Gamma \) inside \( \mathbb{R}^n \) with positive \( \alpha \). Let \( L \) be a proper finite GAP, and let \( s \) be its minimal separation. Then for any \( \epsilon > 0 \), we have
\[
|N_n(\Gamma) \cap L| \lesssim s^{-\epsilon} |L|^\frac{2}{n(n+1)}
\]
where the implicit constant depends on \( \epsilon, \|\gamma\|_{C^{n,\alpha}} \) and \( c_0 \).

The corollary, when applied to the special case of a lattice \( L \), recovers Bombieri-Pila’s inequality as discussed in the Introduction.

3. Curve-lifting method

Bombieri and Pila established their estimates, implicitly dealing with a specific lift of a planar curve into a higher dimensional space. In this section, we revisit this method and leverage it to derive lattice point estimates on a planar curve.

3.1. Lift of a planar curve.

Definition 3.1. Let \( \Gamma \) be a curve parameterized by \( \gamma(t) = (\gamma_1(t), \gamma_2(t)) \) for \( t \in [0, 1] \), and let \( \mathcal{M} = \{m_1, \cdots, m_n\} \) be a collection of distinct monomials of two variables. The lift \( \Gamma^\mathcal{M} \) associated with \( \mathcal{M} \) is defined as a curve inside \( \mathbb{R}^n \) parameterized by
\[
\tilde{\gamma}(t) = (m_1(t), \cdots, m_n(t))
\]
for \( t \in [0, 1] \), where \( m_i(t) = m_i(\gamma_1(t), \gamma_2(t)) \) for each \( i \).

For instance, a lift of \( \Gamma \) with respect to monomials \( \{x, y, x^2, xy, y^2\} \) is a curve inside \( \mathbb{R}^5 \) parameterized by \( \tilde{\gamma}(t) = (\gamma_1(t), \gamma_2(t), \gamma_1(t)^2, \gamma_1(t)\gamma_2(t), \gamma_2(t)^2) \).

We summarize the main properties of curve-lifting needed later.

Proposition 3.2. Let \( \Gamma \) be a curve parameterized by \( \gamma(t) = (\gamma_1(t), \gamma_2(t)) \) for \( t \in [0, 1] \), and let \( \mathcal{M} = \{m_1, \cdots, m_n\} \) be a collection of distinct monomials of two variables such that \( m_1 = x \) and \( m_2 = y \).

1. There is a bijection
\[
\Gamma \cap (\frac{1}{N}\mathbb{Z})^2 \longleftrightarrow \Gamma^\mathcal{M} \cap (\frac{1}{N^d_1}\mathbb{Z} \times \cdots \times \frac{1}{N^d_n}\mathbb{Z})
\]
where \( d_i \) is the degree of \( m_i \).

2. For real numbers \( c_0, c_1, \cdots, c_n \), let \( C \) be the planar algebraic curve defined by \( \sum_{i=1}^n c_i m_i(x, y) = c_0 \) and \( H \) be the hyperplane inside \( \mathbb{R}^n \) defined by \( \sum_{i=1}^n c_i x_i = c_0 \). Then there is a bijection
\[
\Gamma \cap C \longleftrightarrow \Gamma^\mathcal{M} \cap H.
\]

Proof. Each statement can be checked in a straightforward way as follows.
(1) It is sufficient to note that for a $\frac{1}{N}$-integer point in $\mathbb{R}^2$ the corresponding point under the lift has the $i$-th component with denominator divisible by $N^{d_i}$.

(2) In terms of the parameter $t$ of a curve, both sets correspond to $t \in [0, 1]$ satisfying $\sum_{i=1}^{n} c_i m_i(\gamma_1(t), \gamma_2(t)) = c_0$.

For a point $p = (x_0, y_0) \in \mathbb{R}^2$, we will write $p^M = (m_1(x_0, y_0), \ldots, m_n(x_0, y_0))$.

**Proposition 3.3.** For points $p, q$ inside a bounded square $[-R, R]^2$, we have

$$|p^M - q^M|_{\mathbb{R}^n} \leq C(\mathcal{M})|p - q|_{\mathbb{R}^2}$$

where $C(\mathcal{M})$ only depends on $R$ and the maximal degree of monomials $m_1, \ldots, m_n$.

**Proof.** Let $p = (x_1, y_1), q = (x_2, y_2)$ and $m_i = x^{a_i} y^{b_i}$. Then we clearly have

$$|p^M - q^M|^2_{\mathbb{R}^n} = \sum_{i=1}^{n} |x_1^{a_i} y_1^{b_i} - x_2^{a_i} y_2^{b_i}|^2.$$

The triangle inequality implies

$$|x_1^{a_i} y_1^{b_i} - x_2^{a_i} y_2^{b_i}| \leq |x_1^{a_i} y_1^{b_i} - x_1^{a_i} y_2^{b_i}| + |x_1^{a_i} y_2^{b_i} - x_2^{a_i} y_2^{b_i}|$$

$$= |x_1^{a_i} y_1^{b_i} - x_1^{a_i} y_2^{b_i}| + |y_2^{b_i} x_1^{a_i} - x_2^{a_i} y_2^{b_i}|.$$

The simple observation

$$|X^m - Y^m| \leq |X - Y| \cdot |X^{m-1} + \cdots + Y^{m-1}|$$

for real numbers $X, Y$ now implies

$$|p^M - q^M|^2_{\mathbb{R}^n} \leq \sum_{i=1}^{n} \left( b_i R^{a_i + b_i - 1} |y_1 - y_2| + a_i R^{a_i + b_i - 1} |x_1 - x_2| \right)^2$$

$$\leq \sum_{i=1}^{n} \left( (a_i + b_i) R^{a_i + b_i - 1} |p - q|_{\mathbb{R}^2} \right)^2$$

$$\leq |p - q|^2_{\mathbb{R}^2} \sum_{i=1}^{n} \deg(m_i)^2 R^{2 \deg(m_i) - 2}.$$
3.2. Bombieri-Pila’s estimate of lattice points on a planar curve. In this section, following the approach in [1], we present a more general estimate of lattice points on a planar curve by combining the curve-lifting method and determinant method.

Proposition 3.4. Let \( \Gamma \) be a compact \( C^n \) planar curve, and let \( \mathcal{M} = \{m_1, \ldots, m_n\} \) be a collection of \( n \) distinct monomials about two variables such that \( m_1 = x, m_2 = y \). Suppose that there exists a constant \( S \) such that \( \Gamma \) has at most \( S \) intersection points with any algebraic curve of the form \( c_1m_1(x, y) + \cdots + c_nm_n(x, y) = c_0 \). Then we have

\[
|\Gamma \cap \left( \frac{1}{N}\mathbb{Z} \right)^2| \leq C(\Gamma, C)N^{e(\mathcal{M})}
\]

where the exponent \( e(\mathcal{M}) \) is given by

\[
e(\mathcal{M}) = \frac{2}{n(n+1)} \sum_{i=1}^n \deg m_i.
\]

Remark 3.5. The assumption in Proposition 3.4 is weaker than the one in Theorem 1.2, where the latter allows lattice points to lie in the neighborhood of a curve. We will later establish as Proposition 4.3 that the non-degeneracy implies the finiteness condition regarding intersections with arbitrary hyperplanes. Huxley achieved a similar upper bound in [5], using the determinant method.

Proof. Let \( \Gamma^\mathcal{M} \) be the lift of \( \Gamma \) with respect to \( \mathcal{M} = \{m_1, \ldots, m_n\} \). We first note that Proposition 3.2 implies that

\[
|\Gamma \cap \left( \frac{1}{N}\mathbb{Z} \right)^2| = |\Gamma^\mathcal{M} \cap \left( \frac{1}{N^d_1}\mathbb{Z} \times \cdots \times \frac{1}{N^d_n}\mathbb{Z} \right) |
\]

By Proposition 3.2 (2), the assumption implies that the lift \( \Gamma^\mathcal{M} \) has finite intersection with any hyperplane inside \( \mathbb{R}^n \). Therefore, we can apply the determinant method from [1] to obtain the inequality

\[
|\Gamma^\mathcal{M} \cap \left( \frac{1}{N^d_1}\mathbb{Z} \times \cdots \times \frac{1}{N^d_n}\mathbb{Z} \right) | \leq C(\Gamma^\mathcal{M}, C)(N^{d_1} \cdots N^{d_n})^{\frac{2}{n(n+1)}}.
\]

Remark 3.6. Proposition 3.4 suggests a certain finiteness condition for a planar curve with smoothness \( C^n \). Express \( n \) in the form \( n = 2 + 3 + \cdots + s + \Delta n \) for some \( s \) where \( 0 \leq \Delta n \leq s \). We note a collection \( \mathcal{M} \) of \( n \) distinct monomials has minimal total degree when it consists of \( x^iy^j \), for all pairs \((i, j)\) such that \( 1 \leq i + j \leq s \), and \( \Delta n \) distinct monomials \( m_1^{(s)}, \ldots, m_{\Delta n}^{(s)} \) of degree \( s + 1 \). We can then consider the following condition on a planar curve:

\((\ast)\) A planar curve \( \Gamma \) has uniformly bounded intersection with any algebraic curve involving the monomials in \( \mathcal{M} \)
By Proposition 3.4, the condition (*) implies the following inequality
\[ |\Gamma \cap (\frac{1}{N}\mathbb{Z})^2| \leq C(\Gamma)N^{e(\mathcal{M})} \]
where the exponent is given by
\[ e(\mathcal{M}) = \frac{2}{n(n+1)} \left( \frac{(s-1)s(s+1)}{3} + s \cdot \Delta n \right). \]

**Remark 3.7.** The curve-lifting method is applicable to curves in any dimension, and the same argument yields an estimate for lattice points on a curve in an arbitrary dimension. For example, starting with a compact space curve with parameterization \( \gamma(t) = (\gamma_1(t), \gamma_2(t), \gamma_3(t)) \), we can lift it to a curve inside \( \mathbb{R}^9 \) by using monomials \( \{x, y, z, x^2, xy, xz, y^2, yz, z^2\} \).

4. Lattice points on a planar curve

4.1. **Proof of Theorem 1.2.** Let \( \Gamma \) be a \( C^{n,\alpha} \) planar curve parameterized by \( \Gamma(t) = (\gamma_1(t), \gamma_2(t)) \) for \( t \in [0, 1] \). For each collection of distinct monomials \( \mathcal{M} = \{m_1, \ldots, m_n\} \), we define the function \( W^{\mathcal{M}}(\Gamma)(t) \) as
\[ W^{\mathcal{M}}(\Gamma)(t) = \begin{vmatrix} m'_1(t) & m'_2(t) & \cdots & m'_n(t) \\ m''_1(t) & m''_2(t) & \cdots & m''_n(t) \\ \vdots & \vdots & \ddots & \vdots \\ m_1^{(n)}(t) & m_2^{(n)}(t) & \cdots & m_n^{(n)}(t) \end{vmatrix} \]
where \( m_i(t) = m_i(\gamma_1, \gamma_2)(t) \). This is precisely the Wronskian \( W(\Gamma^{\mathcal{M}})(t) \) of the lift \( \Gamma^{\mathcal{M}} \) associated with \( \mathcal{M} \).

*Proof of Theorem 1.2.* The first part of Proposition 3.1 implies that \( \frac{1}{N} \)-integer points correspond to points in \( \frac{1}{N^{d_1}}\mathbb{Z} \times \cdots \times \frac{1}{N^{d_n}}\mathbb{Z} \) under the curve-lifting procedure, where \( d_i = \deg m_i \). In particular, the image is \( \frac{1}{N} \)-separated. Moreover, Proposition 3.3 ensures that there exists a constant \( c \), depending only on the maximal degree and the length of \( \Gamma \), such that the corresponding points lie in the \( \frac{c}{N^{d}} \)-neighborhood of the lift \( \Gamma^{\mathcal{M}} \). Therefore, we have the following inequality
\[ |\mathcal{N}_{d/\mathcal{N}}^{\mathcal{M}}(\Gamma) \cap (\frac{1}{N}\mathbb{Z})^2| \leq |\mathcal{N}_{cd/\mathcal{N}}^{\mathcal{M}}(\Gamma) \cap (\frac{1}{N^{d_1}}\mathbb{Z} \times \cdots \times \frac{1}{N^{d_n}}\mathbb{Z})|. \]
By the assumption, the lift \( \Gamma^{\mathcal{M}} \) is a non-degenerate \( C^{n,\alpha} \) curve inside \( \mathbb{R}^n \). Therefore, we can apply Theorem 1.1 to the lattice \( \frac{1}{N^{d_1}}\mathbb{Z} \times \cdots \times \frac{1}{N^{d_n}}\mathbb{Z} \) restricted to a finite region. \( \square \)

When \( n \) is of the form \( n = \frac{1}{2}(s+1)(s+2) - 1 \), we may consider the collection of all monomials of degree at most \( s \), namely \( \mathcal{M}_s = \{x^iy^j : 1 \leq i + j \leq s\} \). In this case Theorem 1.2 has a simple exponent, and this essentially corresponds to the inequality considered in \([1]\).
Corollary 4.1. Let \( n \) be an integer of the form \( \frac{1}{2}(s+1)(s+2) - 1 \). Suppose that \( \Gamma \) is a compact \( C^{\infty, \alpha} \) planar curve such that \( W^{M^*}(\Gamma) \) is nonvanishing. Then we have

\[
|N_{d/N^n}(\Gamma) \cap \left( \frac{1}{N} \mathbb{Z} \right)^2| \lesssim N^{\frac{8}{3(s+3)} + \epsilon}.
\]

Remark 4.2 (Relation to Schmit’s conjecture). Schmidt conjectured in [9] that \( |\Gamma \cap \left( \frac{1}{N} \mathbb{Z} \right)^2| \lesssim N^{1/2+\epsilon} \) holds for a planar graph under a certain condition. The inequality has been established under stronger assumptions. For example, Bombieri and Pila proved it for strictly convex \( C^{\infty} \) curves in [1], and consequently, Pila proved it for \( C^{104} \) curves with an additional analytic condition in [7].

Proposition 3.4 with \( n = 7 \) implies \( |\Gamma \cap \left( \frac{1}{N_1} \mathbb{Z} \times \cdots \times \frac{1}{N_n} \mathbb{Z} \right)| \leq C(\Gamma)(N_1 \cdots N_n)^{2/(n+1)} \) for any \( C^7 \) curve that has uniformly bounded intersection points with any algebraic curve involving monomials in \( M \), where \( M \) is a collection of distinct monomials consisting of all monomials of degree at most 2 and two degree 3 monomials. As we will prove in Proposition 4.3, this assumption is satisfied if the Wronskian \( W^{M}(\Gamma)(t) \) is nonvanishing.

4.2. Non-degeneracy implies the finiteness condition about intersection with hyperplanes. The determinant method, as introduced in [1], establishes the inequality

\[
|\Gamma \cap \left( \frac{1}{N_1} \mathbb{Z} \times \cdots \times \frac{1}{N_n} \mathbb{Z} \right)| \leq C(\Gamma)(N_1 \cdots N_n)^{2/(n+1)}
\]

under the assumption that \( \Gamma \) is \( C^n \) and has uniformly bounded intersection points with hyperplanes. Pila [7] later proved that nonvanishing of certain Wronskians of the curve, including \( W(\Gamma) \), implies the finiteness condition.

However, our observation reveals that the sole nonvanishing of the Wronskian \( W(\Gamma) \) is sufficient to yield the same estimate of lattice points on a curve. The non-degeneracy condition implies the finiteness condition, allowing us to apply the determinant method.

Proposition 4.3. Let \( \Gamma \) be a compact, non-degenerate \( C^n \) curve inside \( \mathbb{R}^n \). Then there exists a constant \( N(\Gamma) \) such that any hyperplane intersects \( \Gamma \) with at most \( N(\Gamma) \) points.

Proof. We prove the statement by induction on \( n \). The base case for \( n = 2 \) is clear.

Suppose that the statement holds for \( n - 1 \), and let \( \Gamma \) be a compact, non-degenerate \( C^n \) curve inside \( \mathbb{R}^n \). Since we can partition \( \Gamma \) into finitely many graphs, we may assume that \( \Gamma \) itself is a graph. Further, we may assume that the graph \( \Gamma \) is of the form \( \Gamma = \{ \gamma(t) = (t, f_2(t), \cdots, f_n(t)) : t \in I \} \).

Let us define a \( C^{n-1} \) graph \( \Gamma' \) inside \( \mathbb{R}^{n-1} \) using the parameterization:

\[
\Gamma' = \{ (f_2'(t), \cdots, f_n'(t)) : t \in I \}.
\]
This graph is non-degenerate since $\Gamma$ is non-degenerate. We make the following observation.

**Observation.** If a hyperplane $H$ inside $\mathbb{R}^n$ intersects the graph $\Gamma$ with $m$ points, then there exists a hyperplane $H'$ inside $\mathbb{R}^{n-1}$ that intersects the graph $\Gamma'$ with at least $m - 1$ points.

To prove the observation, consider a hyperplane $H : a_1 x_1 + \cdots + a_n x_n = a_0$ inside $\mathbb{R}^n$ intersecting with $\Gamma$ at points $\gamma(t_1), \ldots, \gamma(t_m)$ for $t_1, \ldots, t_m \in I$. This implies

$$a_0 + a_1 t_i + a_2 f_2(t_i) + \cdots + a_n f_n(t_i) = 0$$

for each $i$. By the Mean Value Theorem, there exist points $t'_1, \ldots, t'_{m-1} \in I$ within the range $t_i < t'_i < t_{i+1}$ for $1 \leq i \leq m - 1$ such that

$$a_1 + a_2 f'_2(t'_i) + \cdots + a_n f'_n(t'_i) = 0$$

for each $i$. Consequently, the hyperplane $H' : a_1 + a_2 x_2 + \cdots + a_n x_n = 0$ inside $\mathbb{R}^{n-1}$ intersects $\Gamma'$ with at least $m - 1$ points.

The proof concludes by the inductive hypothesis. There exists a constant $N$ such that $\Gamma'$ intersects any hyperplane inside $\mathbb{R}^{n-1}$ with at most $N$ points. According to the observation, the graph $\Gamma$ meets any hyperplane inside $\mathbb{R}^n$ with at most $N + 1$ points. □
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