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ABSTRACT

In gravitational microlensing formalism and for modeling binary light curves, the key step is solving the binary lens equation. Currently, a combination of the Newton’s and Laguerre’s methods which was first introduced by Skowron & Gould (SG) is used while modeling binary light curves. In this paper, we first introduce a fast root-finding algorithm for univariate polynomials based on the Aberth-Ehrlich (AE) method which was first developed in 1967 as an improvement over the Newton’s method. AE algorithm has proven to be much faster than Newton’s, Laguerre’s and Durand-Kerner methods and unlike other root-finding algorithms, it is able to produce all the roots simultaneously. After improving the basic AE algorithm and discussing its properties, we will optimize it for solving binary lens equations, which are fifth degree polynomials with complex coefficients. Our method is about $1.8 \times 2.0$ times faster than the SG algorithm. Since, for calculating magnification factors for point-like or finite source stars, it is necessary to solve the binary lens equation and find the positions of the produced images in the image plane first, this new method will improve the speed and accuracy of binary microlensing modeling.

Key words: methods: numerical – gravitational lensing: micro

1 INTRODUCTION

Studying the effects of binary microlensing has led to important astrophysical applications like detecting extrasolar planets orbiting the lens objects (Bennett & Rhie 1996; Bennett 2008; Mao & Paczynski 1991; Gould & Loeb 1992; Sajadian 2021b) or even isolated and dark black holes in the Galactic disc (Sahu et al. 2022). The current lensing and microlensing projects, i.e., the Optical Gravitational Lensing Experiment (OGLE, Udalski et al. (2015)), the Microlensing Observations in Astrophysics (MOA, Sako et al. (2008)) microlensing group, and the Korea Microlensing Telescope Network (KMTNet, Kim et al. (2016)), produce an increasing amount of data and the future implementation of ground and Space based surveys, like Euclid mission (Penny et al. 2013) and The Nancy Grace Roman Space Telescope (Roman) survey (Penny et al. 2019) will produce even more data for these events. So, the fast and accurate modeling of this information is of great importance.

The microlensing events due to single and point lens objects have been known to have symmetric magnification curves. These events have simple lens equation with a light deflection angle that is defined as:

$$\alpha(\mathbf{x}) = \frac{4GM}{c^2} \left( \frac{\mathbf{x} - \mathbf{x}_l}{\mathbf{x} - \mathbf{x}_l} \right)$$

(1)

Where G is the universal gravitational constant, c is the speed of light, M is mass of the lens and $\mathbf{x}_l$ is its position vector. For a point-like source star, two images are formed which give the magnification factor as (see, e.g., Gaudi 2012):

$$A = \frac{u^2 + 2}{u \sqrt{u^2 + 4}} \quad u = \sqrt{u_0^2 + \left( \frac{t - t_0}{t_E} \right)^2},$$

(2)

where, $u_0$ is the lens impact parameter (with origin on the center of mass), $t_0$ is the time of the closest approach, and $t_E$ is the Einstein crossing time which represents the time scale of a lensing event. Here, $u$ is the lens-source distance projected on the lens plane and normalized to the Einstein radius, $R_E$, which is the radius of the images ring at the time of complete alignment:
Compared to modeling of simple and symmetric single-lens microlensing light curves which is very fast, binary microlensing light curves can not be modeled analytically. In order to calculate the magnification factors and light curves in the case of binary lenses, it is important to solve the binary lens equation to find the positions of images for a point-like source star. In this case we need to introduce more parameters which allows for a very large variety of binary lens light curves and makes binary lenses more complicated than a single one. The case of binary lens equation and its solutions is discussed in details in section 2.

After discussing the case of binary lenses, we will introduce a new root-solving algorithm that can solve univariate polynomials with complex or real coefficients with high accuracy in a very short time. This algorithm will be be developed based on the Aberth-Ehrlich method. However, we determine initial guess for the roots by improving a method first introduced by Guggenheimer (see Guggenheimer 1986). We introduce our method with a brief introduction on different varieties of polynomial solving methods, in Section 3. This algorithm will be be developed based on the Aberth-Ehrlich method in section 3. Since the source is passing behind the lenses, in order to solve the binary lens equation 5, for the points positions of the lenses, it is important to solve the binary lens equation to find the light curves. Based on these methods, some python packages were developed up to now (see, e.g., Bachelet et al. 2017; Poleski & Yee 2019) which were mostly based on a microlensing computation code in C++ described in Bozza et al. (2018). Hence, their common step is solving the binary lens equation.

In the next section, we are going to develop and optimize our root-finding algorithm for solving the special equation 5.

3 ROOT-FINDING ALGORITHM

The attempts to numerically find roots of a polynomial can be traced back to Newton (1671) and Halley (1694). But the first derivative based iterative root-finding algorithm was first introduced by Thomas Simpson in 1740 and today, it is generally known as the Newton-Raphson method (see: Simpson 1740; Skowron &
Gould 2012). Since then, the algorithm has been improved multiple times by various mathematicians. Here, we introduce the root-finding algorithm based on an improvement made by Aberth (1973) and Ehrlich (1967).

The Aberth-Ehrlich (AE) method introduced by Ehrlich (1967); Aberth (1973) combines the elements of Newton’s method with an implicit deflation strategy, which allows for the computation of all roots of a polynomial simultaneously and converges cubically. This method is considered an improvement over the Durand-Kerner method, another simultaneous root solver method which converges quadratically and is 10-100 times slower (see, e.g., Ghidouche et al. 2017).

The facts that AE is extremely fast for various degrees of polynomials, its ability to find all the roots at once (unlike other iterative root-solving methods such as Laguerre’s) and its root polishing procedure, which is inside the main iteration loop and can be controlled for a chosen accuracy, suggest a great numerical solution for different polynomials.

We derive and explain our method in the following subsection. Afterwards, we illustrate our method for determining the initial estimates of the roots. In the subsection 3.2. Some features regarding error and the stopping criteria are discussed in subsection 3.3. The advantage of this method in the regard of execution time in comparison with other root-finding methods is argued in the last subsection.

3.1 Aberth-Ehrlich Algorithm and its derivation

For the derivation of the AE algorithm, we start from Newton’s method by considering a univariate nth order polynomial of the form:

\[ p_n(x) = c_n x^n + c_{n-1} x^{n-1} + \ldots + c_1 x + c_0, \]  

(6)

where, \(c_i\) denote real or complex coefficients. Then, since we need \(n\) distinct roots for a polynomial of degree \(n\), we assume \(n\) distinct guesses in the forms of: \(\lambda^{(0)}, \lambda^{(0)}, \ldots, \lambda^{(0)}\). The superscript (0) denotes that the guesses are primary and have not entered the iteration process yet. The iteration in Newton’s method is:

\[ \lambda_i^{(k+1)} = \lambda_i^{(k)} - \frac{F(\lambda_i^{(k)})}{F'(\lambda_i^{(k)})}, \]  

(7)

Where \(F\) is a function of polynomial. Now if we consider:

\[ F(x) = \frac{p_n(x)}{\prod_{i=1, i \neq k} F(x - \lambda_i^{(0)})}, \]  

(8)

Instead of simply putting \(F(x) = P_n(x)\), then:

\[ \frac{F'(x)}{F(x)} = \frac{d}{dx} \ln |F(x)| + \frac{1}{P_n'(x)} \sum_{j=1, j \neq k}^{n} \frac{1}{x - \lambda_j^{(0)}} = \frac{P_n'(x)}{P_n(x)} + \frac{1}{\sum_{j=1, j \neq k}^{n} (x - \lambda_j^{(0)})} \]  

So, we have:

\[ F(x) = \frac{P_n'(x)}{P_n(x)} + \frac{1}{\sum_{j=1, j \neq k}^{n} (x - \lambda_j^{(0)})} \]  

(9)

If we put this equation in the Newton’s iteration (equation 7), we arrive at the AE algorithm:

\[ \lambda_i^{(k+1)} = \lambda_i^{(k)} - \frac{\alpha_i^{(k)}}{1 - \alpha_i^{(k)} \beta_i^{(k)}}, \]  

(10)

\[ \alpha_i^{(k)} = \frac{P_n(\lambda_i^{(k)})}{P_n'(\lambda_i^{(k)})}, \]  

(11)

\[ \beta_i^{(k)} = \frac{\sum_{j=1, j \neq k}^{n} \frac{1}{x - \lambda_j^{(k)}}}{\sum_{j=1, j \neq k}^{n} (x - \lambda_j^{(0)})} \]  

(12)

Table 1. This table gives the number of iterations that are needed for finding all the roots based on the degree of polynomial in our method

| Degree of Polynomial | Number of Iterations |
|---------------------|----------------------|
| 3                   | 3                    |
| 4                   | 4                    |
| 5                   | 5                    |
| 6                   | 5                    |
| 7                   | 5                    |
| 8                   | 6                    |
| 9                   | 6                    |
| 10                  | 7                    |
| 50                  | 12                   |
| 100                 | 20                   |
| 200                 | 32                   |
| 300                 | 43                   |

The equation 10 presents a single Newton iteration on equation 8 to determine the root \(\lambda_i\).

Conceptually, AE is analogous to an electrostatic case (see: Aberth 1973), the initial roots (\(\lambda^{(0)}\)) are modeled as free negative point charges, which converge toward the actual roots that are represented by fixed positive point charges. If the newton’s method was used directly, some of the initial roots would incorrectly converge to the same root and \(n\) distinct roots could not be found. AE avoids this by modeling the repulsive force between the movable charges. In this way, when a movable charge has converged to a root, their charges will cancel out, so that other movable charges are no longer attracted to that location, forcing them to converge to other unoccupied roots.

In the next subsection, we explain our method of determining the initial guess for the roots, i.e., \(\lambda^{(0)}\).

3.2 The Initial guess problem

The iteration method (Equation 10) requires the input of some initial guess to start the iteration process. Numerical experiments show that the number of iterations needed for convergence depends greatly and somewhat erratically on the choice of \(\lambda^{(0)}\). If \(\lambda^{(0)}\)’s are more distant from the actual roots, the number of iterations that are needed for convergence increases and the whole process becomes time-consuming. Ehrlich (1967) recommended a choice of \(\lambda^{(0)}\) between the maximum and the minimum of the absolute values of the roots of the equation by defining an Upper bound and a Lower bound for the roots. The condition \(\lambda^{(0)} > \lambda_{\min}\) (where \(\lambda_{\min}\) is the minimum root of the polynomial) is natural since in most cases the choice \(\lambda^{(0)} < \lambda_{\min}\) leads to instability and does not converge.

The other condition, \(\lambda^{(0)} < \lambda_{\max}\), may seem unnecessary but is quite helpful, since it reduces the number of needed iterations. Guggenheimer (1986) presents the following method for finding \(\lambda^{(0)}\) based on the above idea:

First we calculate \(U_i\) and \(V_i\), where \(U_i\) is an upper bound and
\( V_i \) is a lower bound for each root, as the following:

\[
U_i = 2 \left| \frac{c_i}{c_0} \right|^{1/i},
\]

\[
V_j = \frac{1}{2 |c_j/c_0|^{1/j}},
\]

(13)

where, \( i \) changes from 1 to \( n \), whereas \( j \) changes from 0 to \( n - 1 \). Then, after computing the average values \( \langle U \rangle \) and \( \langle V \rangle \), we delete the \( U_i \), for which \( U_i - \langle U \rangle \) is maximal and delete the \( V_j \) for which \( \langle V \rangle - V_j \) is maximal. Afterwards, we recompute \( \langle U \rangle_{i+1} \) and \( \langle V \rangle_{i+1} \) each time, the initial guess in this method would be:

\[
\lambda_i^{(0)} = \frac{\langle U \rangle_i + \langle V \rangle_i}{2}.
\]

(14)

In this method we have to calculate different values for \( U \) and \( V \), and by computing their averages, find the value for \( \lambda_i^{(0)} \).

Here, we improve this method by considering \( U \) and \( V \). The upper and lower bounds of all roots (instead of each individual root), as:

\[
U = 1 + \max \left( \left| c_1 \right|, \left| c_2 \right|, ..., \left| c_n \right| \right),
\]

\[
V = \frac{|c_0| + \max \left( \left| c_1 \right|, \left| c_2 \right|, ..., \left| c_n \right| \right)}{|c_0|},
\]

(15)

where, \( |c_i| = \sqrt{c_i c_i^*} \). Then, we randomly choose \( n \) distinct numbers from a normal distribution between these lower and upper values, i.e., \( r_i \in [U, V] \). Afterwards, we define:

\[
\lambda_i^{(0)} = r_i \cos(\theta) + i r_i \sin(\theta),
\]

(16)

where, \( r^2 = -1 \), \( \theta \) is a random number (in radians) in the range \( \theta \in [0, 2\pi] \) and \( i \in [1, 2, ..., n] \). These will be initial guesses that begin the iteration process.

The improved version takes less time than the Guggenheimer’s version, since in our method, we only calculate \( U \) and \( V \) once by simply considering the maximum value of the coefficients (given by Eq. 15).

Table 1 gives the number of iterations that are needed for finding all the roots of a polynomial simultaneously. We used polynomials of third order to three-hundred in the form of equation 6 with randomly chosen coefficients. On average it took 2 or 3 iterations to find the roots of a third degree polynomial. Whereas, for a polynomial with the degree of three-hundred, it took about 43 iterations.

Finally, we note that this initial roots algorithm can be used for any root-finding method that requires the input of some initial guess.

### 3.3 Error and stopping criteria

The second part of equation 10 indicates the value of offset from the exact zeros of polynomial, and we can do the iteration until this offset gets smaller than a desired value, \( \epsilon \). Now, the stopping criteria can be defined as:

\[
w_n = \left| \frac{\alpha_n^{(k)}}{1 - \alpha_n^{(k)} b_n^{(k)}} \right| < \epsilon.
\]

(17)

So, we can control how accurate the final results are going to be, simply by controlling the value of \( \epsilon \). However, the highest achievable accuracy in the finding the roots depends on the polynomial’s degree \( n \) in addition to the amount of \( \epsilon \). Top panel of Figure 1 demonstrates error for polynomials of second to fifteenth degree with random complex coefficients on a logarithmic scale. The errors were measured by calculating absolute values of differences between found roots and the actual zeros of the polynomial, i.e., \( w_n \), which has a linear behavior in the logarithmic scale, as:

\[
\log_{10}(w_n) \approx -19.3 + 0.1 n,
\]

(18)

where \( n \) is polynomial’s degree. This equation changes for different values of \( \epsilon \). For this plot, we set \( \epsilon = 10^{-16} \) (the basic accuracy of float numbers in Python programming). Since we are dealing with random polynomials in the process of calculating the error, there may exist some outliers that do not act in a linear way. This is due to the fact that some polynomial may not converge to their actual zeros in the stopping criteria that we define.

Bottom panel of Figure 1 shows the normalized distribution of error for one thousand random complex fifth degree polynomials, similar to the case of binary lens Equations, which is of interest to us. It is apparent that for these series of polynomials, error mostly falls between \( 10^{-18} \) and \( 10^{-16} \).

It is known that some root-finding algorithms behave poorly in the cases of degenerate polynomials. A polynomial is called degenerate if it has two distinct roots whose quotient is a root of unity. For example, \((x - 1)^2\) is a degenerate polynomial; since its degree is
2, we expect that it should have two roots, but it only has one root, which is 1. In the case of AE, there is no difficulty with finding the roots of a degenerate polynomial. Because, in this algorithm, we first consider n distinct initial guesses, see 3.2, and then compute the roots with iteration. If a degenerate polynomial has one root, i.e. $\lambda^k$, the initial guesses for this root converge to two points that exist in the following interval:

$$[\lambda^k - \epsilon, \lambda^k + \epsilon], \quad (19)$$

Where $\epsilon$ is the error of computation.

3.4 Execution Time

One of the advantages of AE is its short execution time compared to other root-finding algorithms. In table 2 we report execution times of this method compared to Newton’s and Laguerre’s iterations. We chose polynomials with random coefficients varying from third to fifteenth degree and after measuring the time it took for the completion of iterations that produced the roots, we calculated the average execution times. We repeated this one hundred times for each degree. The average time for solving the polynomials with the degrees 3, 4, ..., 15 for Aberth-Eherlich was 0.01392 seconds, whereas, it took an average of 0.11653 seconds for Newton’s and 0.04302 seconds for Laguerre’s method to find the roots. So, AE is about 8 to 9 times faster than Newton’s and about 3 to 4 times faster than Laguerre’s. Both Newton’s and Laguerre’s algorithms which are used here for comparing the execution times are available at the Github address https://github.com/AstroFatheddin/Roots. For implementing the laguerre’s method, we used the algorithm discussed in Press et al. (2003).

For the binary lens equation, which is a fifth degree polynomial with six coefficients, we compared our method with the root-finding algorithm introduced by Skowron & Gould (2012) (SG). We used ten lens equations with random characteristics and it took about 0.00015 seconds for AE and 0.00029 seconds for SG on average to find all the roots. So, AE is about 1.9 times faster than SG. We note that the time intervals are calculated with the Python module time.

3.5 Further implementations for Binary Microlensing

One way we can improve our method for the lens equation is eliminating the repetition of initial guess process. Instead of using the algorithm stated in 3.2 for every iteration, we only use it once and use the roots that are found in one iteration as initial estimations for the next iteration. This is a logical consideration since the lensing process is dynamic and the source is moving in a path which makes roots, which are the positions of produced images, mostly close to each other. Since we are avoiding the repetition of the initial guess routine, this makes the whole process about 10 times faster without changing the accuracy of the root-finding algorithm.

Here we also need to note that for a polynomial of fifth degree there exists five distinct roots that are found. But when a source is outside of caustics, only three images are produced. So, two or three of the roots are going to be very close to each other, but the rest are well distinct. In order to check whether a found root is also an answer for the lens equation, we need a fail-safe routine that checks all the found roots in the original lens equation 4 and then we can consider the complex roots as a position of an image. But, when the source moves inside caustics, five images are formed and all the roots that are found are image positions.

4 CONCLUSIONS

Currently, gravitational microlensing observations are done with three observing survey groups, i.e., OGLE, MOA and KMTNet. They totally report more than 3000 microlensing events annually and this number even increases in near future. An important class of microlensing events are binary and planetary ones, which leads us to discover exoplanets. For better modeling of these binary events, a fast algorithm for solving the binary lens equation (as given by Eq. 5) is necessary. Nowadays, all microlensing modelers use Newton’s, Laguerre’s iterations or their combination (as proposed by Skowron & Gould (2012)) to find the image positions of point-like source star or points over the source’s environment for finite source stars in binary lensing configurations. Hence, the speed of producing binary microlensing lightcurves is limited to the speed of solving the binary lens equation.

In this work, we have introduced an algorithm for solving the binary lens equation based on the Abert-Eldrich method. Additionally, we offered a new method to pick out initial guess solutions inspired by the Guggenheimer’s method. For a lens equation (a complex polynomial of fifth degree), our method is faster than the root-finding algorithm introduced by Skowron & Gould averagely by 1.9. Hence, our algorithm will improve all binary microlensing modeling methods that use SG to produce light curves by a factor of about 1.9 to 2.0.

We also note that in the case of image-centered ray-shooting method (Bennett 2010), where an initial inversion of the lens equation is needed, implementing the AE algorithm can be beneficial.
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DATA AVAILABILITY

An open source Python code based on our root-finding algorithms discussed in section 3 is available at: https://github.com/AstroFatheddin/FS-Roots

Other root-finding algorithms that were mentioned in the text are also available at:
https://github.com/AstroFatheddin/Roots

Our method of finding the initial roots of a polynomial, which
we discussed in subsection 3.1, can be found at:
https://github.com/AstroFatheddin/init.
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