CLOSED-FIELD CORONAL HEATING DRIVEN BY WAVE TURBULENCE
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ABSTRACT

To simulate the energy balance of coronal plasmas on macroscopic scales, we often require the specification of the coronal heating mechanism in some functional form. To go beyond empirical formulations and to build a more physically motivated heating function, we investigate the wave-turbulence-driven (WTD) phenomenology for the heating of closed coronal loops. Our implementation is designed to capture the large-scale propagation, reflection, and dissipation of wave turbulence along a loop. The parameter space of this model is explored by solving the coupled WTD and hydrodynamic evolution in 1D for an idealized loop. The relevance to a range of solar conditions is also established by computing solutions for over one hundred loops extracted from a realistic 3D coronal field. Due to the implicit dependence of the WTD heating model on loop geometry and plasma properties along the loop and at the footpoints, we find that this model can significantly reduce the number of free parameters when compared to traditional empirical heating models, and still robustly describe a broad range of quiet-Sun and active region conditions. The importance of the self-reflection term in producing relatively short heating scale heights and thermal nonequilibrium cycles is also discussed.
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1. INTRODUCTION

Understanding the mechanism by which the solar corona is heated to millions of degrees is a long-standing problem in solar astrophysics. The physical mechanisms have been hotly debated for decades, and pinning them down is of great scientific importance. Identifying a heating mechanism that can be implemented into large-scale simulations will also advance the development of realistic, physics-based models of the solar corona.

Numerous theories have been developed for this problem. Two modern theoretical perspectives are given in the introduction of van Ballegooijen et al. (2014) and the review by Klimchuk (2015). In short, coronal heating theories are typically classified into two main groups: mechanisms involving wave dissipation, known as “alternating current” theories, and those involving the buildup of magnetic stresses, known as “direct-current” theories. Because of the immense complexity of realistic coronal plasmas, progress for a given theory typically evolves from analytic theory (Parker 1972; Hollweg 1978), to sophisticated modeling for idealized configurations (Rappazzo et al. 2008; van Ballegooijen et al. 2011; Pontin & Hornig 2015), to implementations suitable for 3D magnetohydrodynamic (MHD) models (Bingert & Peter 2011; van der Holst et al. 2014). All the while our observational capabilities have improved, and work has striven to provide constraints to proposed mechanisms (Mandrini et al. 2000; Warren et al. 2011; Schmelz et al. 2015).

A complementary approach to this problem has been the development of empirical heating models or scaling laws that can be used in hydrodynamic (HD) or MHD models. In this case an empirically formulated heating rate based on local plasma or magnetic loop properties can be used to study the thermodynamic response of plasma to heating (e.g., Antiochos et al. 1999; Aschwanden & Schrijver 2002; Müller et al. 2005; Mikic et al. 2013), and to compare model results directly to observations (Schrijver et al. 2004; Lundquist et al. 2008; Lionello et al. 2009; Downs et al. 2010; Mok et al. 2016). This approach can also be used for more general applications, where a realistic thermodynamic state in the corona is required to model other coronal phenomena (Downs et al. 2012, 2013; Jin et al. 2013).

Observationally there is strong evidence that turbulent Alfvenic fluctuations are present and possibly dissipated in the low solar corona (Tomczyk & McIntosh 2009; Bemporad & Abbo 2012; Hahn et al. 2012; Hahn & Savin 2014). There are also indicators that hydrodynamic evolution along coronal loops can be quite common, especially for active regions. These include observations of coronal rain and catastrophic cooling cycles (Schrijver 2001; Antolin & Rouppe van der Voort 2012; Antolin et al. 2013), as well as pervasive cooling signatures observed in extreme ultraviolet (Viall & Klimchuk 2011, 2012; Auchère et al. 2014; Froment et al. 2015) and soft X-ray imaging (Ugarte-Urra et al. 2006). A successful heating model should be plausibly consistent with such observations.

In a perfect world we would model coronal dynamics with a fully self-consistent theory, but in practice this is not yet possible. On the other hand, it is preferable to employ physics-based models of coronal heating that can be used for broader modeling applications. In this spirit, we investigate a wave-turbulence-driven (WTD) phenomenology based on the work of Velli (1993) and Verdini et al. (2010) that uses the propagation, reflection, and dissipation of Alfvenic turbulence to heat the corona. We couple the WTD phenomenology to a 1D model of the time-dependent hydrodynamic evolution of plasma along a closed coronal loop. Our approach is designed to investigate the basic physical behavior of the model, and examine its scaling in the context of key aspects of coronal heating, such as the heating power, scale height, apex temperatures, and ensuing dynamics. Our analysis also investigates the performance of the model for a range of quiet and active coronal conditions and compares it to empirical scaling laws.
The paper is organized as follows: Section 2 describes the coupled HD/wave system that comprises the WTD model and our numerical approach. In Section 3 we illustrate the behavior of the relevant terms in the wave system, and Section 4 presents an analysis of the salient properties relevant to coronal heating. We provide example solutions to the full system of equations in Section 5, and Section 6 is used to explore the scaling of the model on the key loop parameters and the free parameters of the model. In Section 7 we apply the model to a broad selection of loops traced from a realistic 3D magnetic field and assess the scaling of the model. We conclude in Section 8.

2. MODEL DESCRIPTION

In order to explore the viability of a WTD-based heating model for arbitrary configurations of closed coronal loops we employ the MHD1_LOOP code. This code was first used by Lionello et al. (2002) and described in detail recently by Mikić et al. (2013). MHD1_LOOP solves the following 1D mass, momentum, and energy equations for plasma hydrodynamics,

\begin{equation}
\frac{\partial \rho}{\partial t} + \frac{1}{A} \frac{\partial}{\partial s} (A \rho u) = 0,
\end{equation}

\begin{equation}
\rho \left( \frac{\partial u}{\partial t} + u \frac{\partial u}{\partial s} \right) = - \frac{\partial p}{\partial s} - \rho g(s) + \frac{1}{A} \frac{\partial}{\partial s} \left( A \rho \frac{\partial u}{\partial s} \right).
\end{equation}

\begin{equation}
\frac{\partial T}{\partial t} + \frac{1}{A} \frac{\partial}{\partial s} (ATu) = - (\gamma - 2) T \frac{\partial}{\partial s} (Au)
+ \frac{\gamma - 1}{2k_B n_e} \left( \frac{1}{A} \frac{\partial}{\partial s} (A \kappa \frac{\partial T}{\partial s}) \right)
- n_e^2 \Lambda(T) + \Lambda_w,
\end{equation}

along the loop coordinate \( s \), which ranges from 0 to the loop length, \( L \), and \( A \) is the loop area, \( A(s) = A_0 B_0 / B(s) \), where \( A_0 \) is the physical flux tube area at \( s = 0 \) and \( B_0 \) is the corresponding magnetic field there. Arbitrary forms of loop geometry and areal expansion can be incorporated by tracing field lines from a 2D or 3D magnetic vector field. The local orientation of the field provides the component of gravity parallel to the loop, \( g(s) = g \cdot \hat{b} \), and the variation of the local field magnitude provides the areal expansion factor, \( A / A_0 \). By convention, in the rest of the paper we refer to the \( s = 0 \) and \( s = L \) boundaries as the left and right footpoints respectively. We orient the solutions as going from positive \( B_x \) to negative \( B_x \), where \( B_x \) is the component of the magnetic field with respect to the solar surface.

In the 1D momentum equation (Equation (2)) the flow velocity, \( u \), is always along the field and becomes a scalar quantity. The kinematic viscosity term, \( \nu \), is used to damp out unresolved hydrodynamic waves and is relatively small, corresponding to a diffusion time of \( L^2 / \nu \sim 2000 \) hr. For simplicity we model a single-fluid hydrogen plasma with an adiabatic index of \( \gamma = 5/3 \). The mass density relation becomes \( \rho = m_p n_e \), where \( m_p \) is the proton mass and \( n_e \) is the electron number density. The pressure relation is \( p = k_B n_e T \), where \( T \equiv T_e \) is the electron temperature (assumed equal to the proton temperature), and \( k_B \) is the Boltzmann constant.

The second row of terms in the energy equation (Equation (3)) specify the non-ideal terms relevant to coronal energy balance, which are parallel electron heat conduction, optically thin radiative losses, and the coronal heating term. A thorough discussion of the conduction and loss terms is given in Mikić et al. (2013), which we only summarize here. First, the classical form of Spitzer thermal conductivity, \( \kappa_c(T) = k_\sigma T^{5/2} \), with \( k_\sigma = 9 \times 10^{-7} \) is used for coronal temperatures above a cutoff value, \( T_c = 350,000 \) K. For \( T < T_c \), \( \kappa(T) \) and the radiative loss rate, \( \Lambda(T) \), are modified such that product of the two remains unchanged. This modification serves to significantly broaden the transition region scale lengths from several kilometers to a hundred or so kilometers, while leaving the coronal solution relatively unchanged (see also Abbett; Lionello et al. 2009; Downs et al. 2010, and discussions therein). While not strictly necessary for 1D solutions, where using large numbers of gridpoints or adaptive mesh refinement methods is possible (such as in Antiochos et al. 1999), this broadening method allows for a modest number of gridpoints to be used per run (1000–2000). This reduces simulation run times to the order of minutes per loop, allowing for rapid parameter-space scanning. This technique is also directly relevant to 3D thermodynamic HD and MHD simulations of the corona where resolving the unbroadened scales is not yet feasible (e.g., Mok et al. 2008; Lionello et al. 2009; Downs et al. 2010; van der Holst et al. 2014).

The optical thin radiative loss rate, \( \Lambda(T) \), can either be specified as a parameterized curve (e.g., Athay 1986), or calculated from synthetic spectra. In this study, we use \( \Lambda(T) \) calculated from the CHIANTI 7.1.3 atomic database (Dere et al. 1997; Landi et al. 2013) using “hybrid” coronal abundances (Schmelz et al. 2012), and the CHIANTI ionization equilibrium model (Dere et al. 2009). Similar to Mikić et al. (2013), we smoothly reduce \( \Lambda(T) \) to zero as \( T \) approaches low chromospheric temperatures. In this case the smooth reduction spans from \( T = 1.0–4.0 \times 10^4 \) K. Instead of forcing \( \Lambda(T) \) to be identically zero at the boundary temperature \( T_0 = 1.75 \times 10^4 \) K we add the chromospheric heating term described by Sokolov et al. (2013). This exactly balances the radiative losses at \( T_0 \) with an exponential heating term defined by the short chromospheric scale height, \( \lambda(T_0) = 1.1 \) Mm. It allows the solution to find a simple hydrostatic equilibrium in the model chromosphere and decays long before it is energetically relevant to the corona.

2.1. WTD Heating Model

The remaining term in the energy equation is the primary heating term, \( \Lambda_w \), which is determined by choosing a model for the time-dependent propagation and dissipation of wave turbulence. A primary goal of this study is to explore the potential utilization of a wave-turbulence model that describes the heating and acceleration of the fast solar wind with one that describes heating in the low corona. To this end, we employ the same formulation for the evolution of low-frequency Alfvén wave turbulence as Lionello et al. (2014b, a solar wind study), which is based on the work of Velli (1993) and most recently Verdini et al. (2010). Invoking symmetry in the perpendicular direction to the mean field and the limit of low frequencies (\( \omega \to 0 \)), the evolutionary equations can be expressed in terms of the scalar magnitude of the Elsässer variables, \( z_f = \pm b \), and take the following form:

\begin{equation}
\frac{\partial z_{f \pm}}{\partial t} + (u \pm v_A) \frac{\partial z_{f \pm}}{\partial s} = R_1 z_{f \pm} + R_2 \frac{z_{f \pm}|z_{f \pm}|}{2 \lambda_{z \pm}},
\end{equation}

where...
with the following definitions,
\[
R_1 = \frac{1}{4} (u \mp v_A) \frac{\partial \ln \rho}{\partial s},
\]
\[
R_2 = \frac{1}{2} (u \mp v_A) \frac{\partial \ln v_A}{\partial s},
\]
\[
Q_w = \rho \left[ |z| z_z^2 + |z_z| z_z^2 \right] / 4 \lambda_z,
\]
\[
e_{\pm} = \rho \frac{z_{\pm}^2}{4},
\]
\[
\lambda_z = \lambda_0 \sqrt{\frac{B_w}{B}},
\]
where the + and - notations indicate fluctuations propagating parallel and anti-parallel to the magnetic field line respectively. The advective derivative plus the diagonal \( R_1 \) term describe the linear propagation of a given wave species, which alone would be equivalent to standard Wentzel–Kramers–Brillouin (WKB) approximation for Alfvén wave propagation (Jacques 1977). The in situ generation of counter-propagating species enters through the off-diagonal reflection term, \( R_2 \), which becomes active in the presence of large-scale gradients in the Alfvén speed, \( v_A = B / \sqrt{4 \pi \rho} \). The phenomenological dissipation term, \( \lambda_z \) (Matthaeus et al. 1999; Dmitruk et al. 2001), activates in the presence of both species and specifies the nonlinear conversion of turbulent fluctuations into thermal energy, \( e_{\pm} \). \( \lambda_z \) defines the wave energy of a given species, and multiplying Equation (4) by \( \rho c_{\pm} / 2 \) and summing over both species leads to the total energy density dissipated per unit time, which specifies the heating term, \( Q_w \), in Equation (7).

\( \lambda_z \) is a parameter which describes the transverse correlation length of the fluctuations. \( \lambda_z \) influences the effective timescale of dissipation, and evolutionary equations for it have been proposed with various degrees of complexity (see Zank et al. 2012 and references therein). For simplicity and consistency with previous studies, we choose to only follow the variation of \( \lambda_z \) with the expansion factor (Equation (9)), which typically dominates the evolution. To make the equation amenable to 3D MHD models, we choose a constant reference magnetic field, \( B_w = 6.09 \text{G} \). This is equivalent to assuming that the correlation length at the base of the corona is not uniform everywhere but depends weakly on the base magnetic field strength.

For an open flux tube, such as those studied by Verdini et al. (2010) and Lionello et al. (2014b), heating strictly arises from the self-reflection of the outward propagating waves, while for a closed flux tube, interactions may arise both from self-reflection and via the counter-propagating waves launched at the opposite loop footpoint. In the latter case, the degree to which the fluctuations are correlated will determine their level of interaction and hence the dissipation rate. For simplicity we consider the case where the fluctuations are completely correlated, which allows us to track two wave species in total instead of four. The ramifications of this choice are discussed briefly in Section 3.4.

In this theory, the dissipation term has a constant multiplier, of order unity, due to the unknown absolute timescales involved. This constant can be absorbed into \( \lambda_0 \), which we typically choose to range from 0.01 to 0.07 \( R_s \) (as in Verdini et al. 2010; Lionello et al. 2014b). This range is slightly larger than recently reported correlation lengths determined observationally in the photosphere by Abramenko et al. (2013), but it should not be taken too literally because of the simplicity of the model. For example, van Ballegooijen et al. (2011) found the true dissipation rate in a reduced MHD simulation of an idealized loop to be around a factor of four to five times smaller than the phenomenological dissipation rate. To match this dissipation rate, our choice of \( \lambda_0 \) in our model would have to be larger by the same factor.

Finally, our WTD model is similar in spirit to the 3D MHD model described by van der Holst et al. (2014), AWSOM. Both models use an evolutionary equation that includes the reflection and dissipation of Alfvénic fluctuations, and Equation (4) resembles an amplitude form of the AWSOM implementation. However, there is a key difference in the treatment of the linear reflection term: in AWSOM, reflection is attenuated in various ways that limit its role in the closed corona, while we do not limit it here. As we will show, this term plays an important role in determining the stratification of the WTD heating rate. This difference can lead to fundamentally different solutions in the two models. In particular, it can dramatically affect the likelihood for the appearance of nonequilibrium solutions.

2.2. Solution Scheme and Boundary Conditions

The solution scheme and boundary conditions (BCs) for the hydrodynamic equations (Equations (1)–(3)) are relatively straightforward and the approach is the same as described in Mikić et al. (2013). The code employs a non-uniform mesh spacing to capture fine gradients near and around the transition region and employs an operator split semi-implicit approach to advance the code at the advective time step. Each iteration amounts to a mix of explicit upward advection advances and implicit tridiagonal solves.

The parallel velocity at the boundary is specified using the method of characteristics, and the footpoint temperature is set a chromospheric value of \( T_0 = 1.75 \times 10^5 \text{K} \). Our boundary number density is set to \( n_{e,0} = 6 \times 10^{12} \text{ cm}^{-3} \), this relatively large value is used to maintain a sufficient density reservoir in order to prevent total chromospheric evaporation for cases where large temperatures and/or dynamic evolution is involved.

For the wave amplitudes, we formulate our solution scheme by noting that the fast dynamical timescale implied by the wave propagation speeds (set by the Alfvén speed) is typically much shorter than the timescales of loop hydrodynamics (set by the flow and sound speeds). Therefore, for every semi-implicit iteration of the hydrodynamic equations at the advective CFL limit, we advance the wave amplitudes (Equation (4)) by sub-cycling each species together at the explicit limit implied by the wave speeds, \( u \mp v_A = u \pm v_A \), until we reach the new hydrodynamic time level. The advective term on the left-hand side of Equation (4) is advanced using a second-order flux-limiter scheme, and we use the symmetric OSPRE flux limiter function (Waterson & Deconinck 2007). The terms on the right-hand side, including the coupled reflection and dissipation terms are solved using a point implicit method, which is connected to the explicit update via Strang splitting (see Tóth et al. 2012). The time update for each complete sub-cycle follows a second-order total variation diminishing (TVD) Runge–Kutta scheme (Gottlieb & Shu 1998).

The wave amplitude BCs are set using simple pass-through conditions, where the waves coming into the simulation
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domain are set by a fixed amplitude $z_0$, and the outgoing waves propagate through without reflection at the boundary. Operationally this is done by setting $z_{\pm} = \pm z_0$ when the wave speed of a species, $v_{\text{w}, \pm} = u \pm v_A$, is positive at the left boundary (since $B \cdot s > 0$) and negative at the right boundary ($B \cdot s < 0$). When the wave speed for a species is oppositely directed (leaving the domain), $z_{\pm}$ is linearly extrapolated to the last half mesh point outside the boundary.

2.2.1. Treating the Photosphere–Corona Transition

Our goal is to develop a closed-field heating specification for application in global coronal models. This precludes a detailed model of the physics in the photosphere and chromosphere. The chromosphere is known to be highly inhomogeneous and dynamic (e.g., Hansteen et al. 2006, 2010; Carlsson et al. 2015; De Pontieu et al. 2015), with complex propagation and reflection of waves, and steepening of waves into shocks. In addition to this complex behavior, it is in this layer that the flux tubes that eventually penetrate the corona expand strongly in area. This expansion arises from the concentration of the magnetic field in the photosphere into individual strong flux elements. With rising height, the plasma beta drops sharply, and these flux elements expand rapidly to fill the corona. This expansion affects the propagation and reflection of Alfvén waves via the gradients of the Alfvén speed. For example, van Ballegooijen et al. (2011, 2014) investigated in detail the effect of this expansion on coronal heating by Alfvén waves.

Rather than attempting to model the complex propagation and reflection of waves from the photosphere through the chromosphere and transition region, we choose to specify the wave amplitude in the upper chromosphere, at a height that is conveniently specified in terms of the value of the local plasma density. In this paper we choose a density of $n_e^{\text{eff}} = 2 \times 10^{11} \text{ cm}^{-3}$. Since we are required to use a significantly larger plasma density at the lower boundary of our domain ($n_{e,0} = 6 \times 10^{12} \text{ cm}^{-3}$ in this work), and need to apply the BCs on the wave amplitudes here, we choose to propagate the waves ideally, without reflection or dissipation, between these two layers. We do this by smoothly setting the non-WKB terms in the propagation equations to zero for densities above $n_e^{\text{eff}}$, causing the waves to propagate according to WKB theory here. In this way, any wave energy specified at the boundary is simply propagated with no losses up to the effective height implied by $n_e^{\text{eff}}$, regardless of the Alfvén speed profile in this region. After going below the density threshold, the waves can be reflected and dissipated, and behave as if they were injected directly at this height.

Of course, this approximation implies that we will not get any heating in the layers below $n_e^{\text{eff}}$ but, as mentioned, we are not attempting to model the chromosphere accurately. Besides, our approximation of lowering the radiative losses at chromospheric temperatures makes the model insensitive to the details of chromospheric heating. Ultimately, this approach implies that the actual BC for density $n_{e,0}$ has no influence on the wave energy flux (provided $z_0$ is scaled according to the WKB solution for $u \ll v_A$), and can be chosen by other considerations. With this simplified treatment, it is important to keep in mind that in our model, the observational constraint on the magnitude of the wave amplitudes is in the upper chromosphere, corresponding to $n_e^{\text{eff}}$.

In the same context, we also explored the effect of different BCs for the wave amplitudes $z_+$ and $z_-$ (Verdi et al. 2012). We tested “pass-through” BCs, described in the previous section, and also “reflection” BCs, for which waves are fully reflected at the boundary. As mentioned above, the complicated propagation and reflection of waves in the region between the photosphere and upper chromosphere imply that the correct BCs for our problem are not uniquely known a priori; we need to select the BCs that lead to the most robust injection of waves into the corona. By extensive exploration we found that the pass-through BCs produced the most physical coronal heating solutions, and led to the most predictable scaling behavior.

3. ANALYSIS OF THE $z_{\pm}$ EQUATION

Before proceeding to numerical solutions of the coupled hydrodynamic and wave system, it is instructive to discuss the analytic and numerical behavior of the wave amplitude equation (Equation (4)) for a stationary background loop. This allows us to examine the contributions of each term to the $z_{\pm}$ solutions, and to illustrate what factors influence the net flux of energy entering into the domain through the loop footpoints.

An analytically specified loop background for three different apex densities is shown in Figure 1. The loop is defined as a symmetric semi-circle with no parallel flow ($u = 0$) and the magnetic field decreases by a factor of 5.6 from the base to the apex, implying moderate areal expansion. The three loop
profiles are a nominal loop with moderate apex density (solid line), small apex density (dashed line), and large apex density (dotted line). These $n_e$ and $B$ profiles are intended for illustration purposes, and are used in this section only.

As will become clear, a natural parameter for characterizing wave reflection is the profile of the Alfvén speed along the loop relative to the left footpoint, which we display as $v_A/v_{A,0}$. Looking at this profile in the top right panel we see how loops, particularly rarefied ones, can naturally exhibit large overall changes in their Alfvén speed profile from the chromosphere to corona.

We now proceed by looking at what happens to wave amplitude solutions when terms are successively activated in Equation (4). For illustration purposes we drive waves from the left footpoint only by setting $z_{+,0} = z_0 = 15$ km s$^{-1}$ and $z_{-,L} = 0$.

### 3.1. WKB Evolution

If we first disable the linear reflection and nonlinear dissipation terms (the last two terms on the RHS of Equation (4)), the equations become a simple recasting of the classic WKB equations in an amplitude form, $z_+$ has an analytic solution: $z_+(s) = z_0 (\rho/\rho_0)^{-1/2}$, which is shown in the left panel of Figure 2. In this case $z_+$ propagates from left to right with no self-interaction and leaves the loop at the original amplitude on the other side. The profile of $z_+$ follows the density variation along the way, and the $z_-$ amplitude is identically zero because it was not driven from the right boundary.

Because it will be useful in the subsequent discussion, we can also look at this solution in terms of energy conservation. Defining the Poynting flux of a species as

$$P_\pm = \pm e_\pm v_\Lambda = \pm B_\rho \sigma_{\pm}^2 / 4\sqrt{4\pi},$$

we can quantify the energy per unit time passing through a point in the loop by multiplying by the local loop area and then substituting the WKB solution into this equation. Knowing $A = A_0 B/B_0$, we obtain

$$AP_\pm = A_0 B_0 \sigma_{\pm}^2 / 4\sqrt{4\pi} = \text{Const},$$

seeing immediately that it is constant along the loop.\(^3\) While not surprising, this makes it clear that the WKB terms simply propagate the energy content of the waves along the loop without modification. It also indicates that specifying the Poynting flux of the incoming wave at one height is equivalent to specifying it at any other height, provided that only the WKB terms are operating. This property enables us to use our term-limiting technique to specify an effective injection height (Section 2.2.1).

### 3.2. WKB + Linear Reflection

When the linear reflection ($R_2$) term is activated, the solution becomes more interesting because $z_+$ can generate oppositely propagating $z_-$ via reflection in the presence of Alfvén speed gradients. We see now that the distribution of $z_+$ in the middle panel of Figure 2 is much more strongly peaked near the base of the corona (note the 2$\times$ change in y-axis scaling) and has the imprint of the Alfvén speed profile, which changes rapidly in the transition region. Although initially counterintuitive, we also observe that the $z_-$ amplitude vanishes at the left and right boundaries despite being noticeably present in the coronal portion of the loop.

The behavior of the reflected wave can be understood by examining the analytic, time-independent, solution to this system (a coupled set of linear ODEs). This can be expressed in matrix form in terms of the Alfvén speed profile $R_A = v_A/v_{A,0}$ and magnetic field profile, $R_B = B/B_0$,

$$
\begin{pmatrix}
    z_+ \\
    z_-
\end{pmatrix} = \frac{z_0}{2R_B^{1/2}} \begin{pmatrix}
    1 + R_A & 1 - R_A \\
    1 - R_A & 1 + R_A
\end{pmatrix} \begin{pmatrix}
    1 \\
    1 - R_A
\end{pmatrix},
$$

where $R_{A,R}$ is $R_A$ evaluated at the right footpoint. At the left footpoint, $R_A = R_B = 1$ by definition, which gives a simple expression for the reflected wave amplitude at the left boundary:

$$z_{-,0} = -z_0 \frac{1 - R_A}{1 + R_{A,L}}.$$

\(^3\) If we do not have $u \ll v_\Lambda$, as is the case for the solar wind, then the conserved quantity becomes the wave action (see Jacques 1977).
This expression is identically zero for the case of a symmetric loop ($R_{A_s} = 1$) and grows when asymmetries in the beginning and final Alfvén speed are present. It implies that time-independent solutions of the wave evolutionary equations can depend strongly on the integral properties of the loop and not just the local ones, since the mere presence of large Alfvén speed gradients is not enough to reflect upward directed flux back through the same boundary. As we show in the next section, this is relevant for quantifying the overall heat deposition, because any flux lost due to self-reflection will not be available for conversion to heat through the dissipation term.

### 3.3. WKB + Reflection + Dissipation

With a sense of how reflection works on its own, we can now proceed to the full evolutionary equation by adding the last term in Equation (4), the phenomenological dissipation term. The coupled equations become nonlinear and do not possess a generic analytic solution. However, numerical solutions can be computed, and one is shown for the nominal static loop background using $\lambda_0 = 0.01 R_s$ in the right panel of Figure 2. Comparing to the case without dissipation, we see that the overall amplitude of $z_\pm$ is significantly reduced, and the profile is no longer symmetric from right to left due to dissipation along the way. Also noticeable is the fact that the reflected wave now has as a non-zero amplitude at the left boundary, meaning that input wave flux is now lost at the inner boundary through self-reflection, despite the fact that the overall Alfvén speed distribution is symmetric ($R_{A_s} = 1$).

The newfound losses due to reflection suggest that dissipation, which continuously removes amplitude from $z_\pm$, prevents some of the flux from “seeing” the final Alfvén speed at the opposite end of the loop, giving an effective $R_{A_s}$ greater or less than one. Defining the net fraction of energy deposited in the loop in terms of the net Poynting flux at the boundaries,

$$\frac{P_{\text{net}}}{P_0} = \frac{P_{+0} - P_{+L} - P_{-0}}{P_{+0}} = 1 - \frac{P_{+L} + P_{-0}}{P_{+0}},$$

we explore how this fraction varies as a function of $\lambda_0$ for all three Alfvén speed profiles in Figure 3. $\lambda_0$ controls (inversely) the relative strength of the dissipation term to the others.

For the smallest values of $\lambda_0$, dissipation dominates and all of the input flux is dissipated as soon as it is reflected locally. As dissipation becomes weaker, reflected wave energy can make it back to the left boundary and we see the net flux fraction begin to decrease to a local minimum followed by a short rise or plateau between $\lambda_0 = 0.01 - 1.0$. The location and depth of this plateau depends on the relative change in Alfvén speed from footprint to apex, and becomes deeper for the case with a lower apex density (larger $v_A$). As dissipation becomes even weaker, flux is not dissipated enough before it reaches the opposite endpoint, at which point it is lost through the other side via transmission.

The relative contributions of loss through the left footpoint (reflection loss, $P_{-0}/P_{+0}$) and the opposite right footpoint (transmission loss, $P_{+L}/P_{+0}$) can be quantified by looking at the relative amount of flux leaving the domain on each side in Figure 4. Here we see that the reflection losses peak early, while the transmission losses dominate later, causing the conspicuous plateau that was seen in the net flux curves (Figure 3). In practice, the relative contribution of these loss terms will depend on the height and shape of the Alfvén speed profile along the loop as well as the relative strength of the dissipation term to the propagation terms.

### 3.4. Driving Waves from Both Sides

In the previous section we examined the solutions for the case when the waves are driven from one side only. Not only was this a useful simplification for illustrative purposes, it enabled us to separate the behavior of the major (driven) from the minor (reflected) wave to produce Figure 4. In practice, however, there will be wave flux driven from both sides of the loop, and the distinction between reflection and transmission becomes muddled in the two-wave formulation.

To examine the key ramification of this change, we again calculate the net Poynting flux deposited as a function of $\lambda_0$ (like in Figure 3), but using simulations that specify incoming wave flux from both sides ($z_{+0} = 0$, $z_{-L} = -\lambda_0$). The resulting loss curve is shown in Figure 5. Similar to the one-wave case, the curve again falls off when reflection becomes important, but instead of plateauing or peaking to some value less than one, the curve peaks at one again (i.e., full dissipation) before
falling off in the transmission-dominated regime. This change results from the superposition of identical transmission/reflection behavior from both species feeding into one another, interchanging the roles of the dominant/minor species. The second peak occurs at the point when the amplitude of the minor species at each boundary crosses zero at the same time, setting the net losses to zero. In practice this perfect cancellation will only occur for symmetric loops, but this behavior is also relevant to loops with similar conditions at the left and right footpoints.

Looking at the change in net Poynting flux as the overall change in $v_A/v_{A,0}$ is increased, we observe that the first minimum shifts in location and gets increasingly deeper, reducing the efficiency (as before). We also observe that the second peak moves but always rises back to perfect efficiency before falling off again. This indicates that our choice of perfect cancellation behavior from both species feeding into one another, a correspondence between the coronal heat fluxes is sensible from an energy conservation standpoint, the wave heating model with the magnetic field, a necessary property for capturing a large dynamic range in the coronal heating rate. This form also highlights the importance of self-reflection and transmission in determining the final energy balance of the system (Sections 3.2 and 3.3), because losses at the left and right boundary (sink) determine the fraction of input Poynting flux (source) that is actually deposited as heat.

Finally, with some algebra it can be shown that $H_F$ is exactly equivalent to the average net Poynting flux passing through the loop boundary:

$$H_F = \frac{1}{4} \int_0^\infty A Q_{\nu,0} \partial s,$$

where $A_T = A_0 + A_L$ is the total area of the footpoints.

A correspondence between the coronal heat flux and the wave fluxes is sensible from an energy conservation standpoint, but we can explicitly tie them together for the case when $(u < v_A)$ by multiplying Equation (4) by $A \rho \partial \alpha/\partial s$, summing the expressions for both species, and integrating over the loop with respect to $s$. The reflection terms cancel right away and the time derivatives disappear for the steady-state assumption. The spatial derivatives and $R_1$ terms in the integrand for each species combine via the chain rule on the left-hand side to give

$$\pm \frac{1}{4} A_0 \frac{B_0}{4 \pi} \partial (\rho^{1/2} z^2),$$

which can be integrated between the loop endpoints. The remaining dissipation terms combine on the right-hand side to look like the heating term times an area

$$- \frac{A}{A_T} \rho \left[ |z^* - z^*_0^*| + |z^*_0 - z^*_0| \right] = - \frac{A}{A_T} Q_{\nu,0},$$

and the integral of this term is simply $-H_F$. Rearranging the integrated results, and assuming, by construction, that $\rho_0 = \rho$, we arrive at an expression for the coronal heat flux in terms of $z^*_0$ at the left and right boundaries

$$H_F = \frac{1}{4} \int_0^\infty A_0 \rho^{1/2} B_0 \frac{1}{\sqrt{4\pi}} \left[ z^2 - z^*_{+0} - z^*_{-0} + z^*_{-L} - z^*_{+L} \right].$$

This expression can be further simplified and written in a source/sink form by rewriting $A_0/A_T$ as $B_L/(B_0 + B_L)$ and assuming an equal driving amplitude for each driven (specified) species at the boundary $z^*_0 = -z^*_{-0} = z^*_{0} = -z^*_{-L} = z^*_{+L}$, which gives us

$$H_F = \frac{1}{4} B_0 B_L \frac{1}{4 \pi} \left[ z^2 - z^*_{+0} - z^*_{-0} - z^*_{-L} + z^*_{+L} \right].$$

This form shows us that the heat flux into the loop is proportional to the harmonic mean of the footpoint fields and the driving amplitude squared. This is a powerful result because it immediately highlights a natural linear scaling of the wave heating model with the magnetic field, a necessary property for capturing a large dynamic range in the coronal heating rate. This relationship was pointed out in a more general discussion by Sokolov et al. (1981; Aschwanden & Schrijver 2002; Mikić et al. 2013). For example, Aschwanden et al. (2001) found that for a given apex temperature, hydrostatic solutions with heating concentrated near their footpoints required a larger total
heat flux than their uniformly heated counterparts. They also illustrated how when the scale height became too short for a given loop length, stable hydrostatic solutions ceased to exist, suggesting that such loops would naturally exhibit dynamic evolution.

Although the true \( z_{\pm} \) solution depends on the nonlinear dissipation term and two-way coupling to the hydrodynamic solution, we can get a sense of the heating dependence by returning to the WKB+Reflection solution in Equation (12). For a loop that is driven from both sides and has identical footpoint conditions, the linear superposition of the left and right \( z_{\pm} \) solutions gives a simple expression for the wave amplitudes:

\[
 z_{\pm} = \pm z_0 \sqrt{\frac{R_A}{R_B}} = \pm z_0 \sqrt{\frac{R_B}{R_p}},
\]  

(22)

where \( R_\rho = \rho/\rho_0 \). This can be substituted into the heating term to determine the proportional dependence of \( Q_W \) on loop parameters:

\[
 Q_W \propto R_B R_\lambda = R_B^2 R_\rho^{1/2}.
\]  

(23)

Now if the \( Q_W, B, \rho \) profiles are locally approximated by exponential functions of height with the form \( Ce^{-b/\lambda} \), then the exponents are related by

\[
 \frac{1}{\lambda_Q} = \frac{2}{\lambda_B} - \frac{1}{2\lambda_\rho},
\]  

(24)

where \( \lambda_Q, \lambda_B, \lambda_\rho \) are the respective scale heights of each profile, which gives a simple expression for the \( \lambda_Q \) in terms of the other scale heights:

\[
 \lambda_Q = \frac{2\lambda_\rho \lambda_B}{4\lambda_\rho - \lambda_B}.
\]  

(25)

This is a key point because it indicates how the WTD heating profile will naturally adapt to specific conditions along a loop. The dependence on \( \lambda_B \) immediately tells us to expect a steeper solution for rapidly expanding loops than nearly uniform ones, and the harmonic mean nature of the equation ensures there are regimes where either scale height can be relevant (though \( \lambda_B \) has more weight). We derived this expression for the regime where the dissipation term is negligible with respect to the WKB and reflection terms, but it turns out to be surprisingly useful for a considerable range of the parameter space that we explore. This is demonstrated in Section 6.

5. SOLUTION PROPERTIES FOR A SINGLE LOOP

In this section we illustrate the behavior of the full system of coupled wave/hydrodynamic equations for a single loop. We use the same geometry as the perturbed semi-circular loop from Section 5 of Mikić et al. (2013), which has a loop length of \( L = 156 \) Mm, and an apex that is slightly shifted to the right of the loop midpoint, occurring at \( s = 0.54 \) L. We similarly specify the magnetic field profile as \( B(s) = B_0 \exp(f(s)^n) \), where

\[
f(s) = \frac{1}{11} + \frac{10}{11}(e^{-s/\lambda} + e^{-(L-s)/\lambda}),
\]  

(26)

and \( \lambda = 14 \) Mm. Instead of \( n = 1 \), we choose \( n = \ln5.5/\ln10.2 = 0.73 \), which gives a smaller total areal expansion (5.5 instead of 10.2) and a shallower expansion overall. For this loop we study two cases, Case A has a moderate footpoint magnetic field of \( B_0 = 55 \) G, and Case B has a stronger field of \( B_0 = 200 \) G. For each case, we set a driving amplitude of \( z_0 = 5.2 \) km s\(^{-1} \) at the loop footpoints. This corresponds to an effective amplitude of \( 12 \) km s\(^{-1} \) at \( n_e = 2 \times 10^{11} \) cm\(^{-3} \) (Sections 2.2.1 and 3.1). The full system of equations is integrated for over 100 sound crossing times, corresponding to 700+ Alfvén crossing times at a minimum and about 40 hr of physical time.

5.1. Case A

Figure 6 shows the steady-state solution that was achieved for Case A. The \( z_{\pm} \) traces in the left panel show clear dissipation and reflection signatures, peaking just above the transition region and decreasing from left to right and right to left for the + and − species respectively. The point at which we transition to the full non-WKB terms below \( n_e \) is indicated by the open circles overlaid on each trace. It is evident at these points that the amplitude of the driven species dominates the amplitude of the oppositely propagating wave (i.e., the net Poynting flux). Assuming a perfect correlation of the wave species, we can also estimate the average velocity fluctuation from the Elsässer variables at each point along the loop:

\[
 \delta u = (z_+ - z_-)/2.
\]

For this case, the maximum value of \( \delta u \) is 8.2 km s\(^{-1} \), and \( \delta u = 7.7 \) km s\(^{-1} \) at a low coronal height of \( h = 21 \) Mm. Averaging the absolute value over the whole loop gives a mean value of \( |\delta u| \) of 5.3 km s\(^{-1} \).

The middle panel of Figure 6 shows the steady-state density and temperature profiles. These profiles are slightly asymmetric due to the perturbation of the apex position and show a modest apex density of \( 4.6 \times 10^6 \) erg cm\(^{-3} \) and maximum temperature of 1.25 MK. The heating profile is shown in the right panel on a logarithmic scale. This profile is clearly stratified, having a maximum \( \sim5 \times 10^{-3} \) erg cm\(^{-3} \) s\(^{-1} \) at the coronal base followed by a rapid decay to a floor of \( \sim6 \times 10^{-4} \) erg cm\(^{-3} \) s\(^{-1} \) at the apex. In integral terms, the input Poynting flux of the wave energies is 3.3 \times 10^6 erg cm\(^{-2} \) s\(^{-1} \) while the heat flux is 3.16 \times 10^6 erg cm\(^{-2} \) s\(^{-1} \). This gives \( R = 0.96 \), which indicates that most of the wave energy is deposited inside the loop for these parameters.

We can characterize the relative stratification of the heating by fitting the profile on each side to an exponential decay function, \( Q = Q_0 \exp(-h/\lambda_Q) \), where \( h \) is the height above the solar surface, and \( \lambda_Q \) is the corresponding heating scale height. For these fits (and all subsequent scale height fits described in the paper) we fit the profile for all points above the left or right footpoint that lie between 15% and 75% of the maximum loop height and are at coronal temperatures or above (\( T_e \geq 0.4 \) MK). The fits to the left and right footpoints are shown as the dotted and dashed lines over the heating profile, and the corresponding scale heights are indicated. These relatively short scale heights are between a 4.5 and 5 times smaller than the loop half-length (76 Mm) and indicate that the heating from the WTD driven model can be relatively concentrated at the footpoint.

5.2. Case B

The loop solution becomes even more interesting when we increase the basal magnetic field from 55 to 200 G while keeping all other parameters the same. This increases the input Poynting flux by a factor of 3.6 and will cause a similar
increase in $H_T$ provided there are no drastic changes to $R_e$. With this strong increase in overall heating, the solution can no longer reach a time-independent steady-state solution and instead exhibits a repeating heating and cooling cycle with a period of 4.6 hr.

The time evolution of the cycle is illustrated in Figure 7, which shows a two-dimensional plot of temperature as a function of loop position and time. The right-hand side of the figure shows traces of $T_e$, $n_e$, and $Q_w$ as a function of time at the midpoint of the loop. This is quite similar to the thermal nonequilibrium (TNE) cycles describe by Mikić et al. (2013). TNE cycles involve a long cooling phase driven by sustained force imbalance, which increases density and lowers temperature near the loop top. This configuration, aided by the lack of perfect symmetry, becomes unstable before a complete condensation forms, causing the cooling material to collapse to one side and be removed from the loop. The rarefied loop then heats up rapidly and begins the cooling phase again shortly thereafter. We can quantify the TNE cycle for this loop by finding the repeated minima and maxima of temperature (triangles and diamonds in Figure 7) and computing the period, $\tau = 4.6$ hr, maximum temperature, $T_{\text{max}} = 2.97$ MK, minimum temperature, $T_{\text{min}} = 0.64$ MK, and the midpoint temperature measured at the temporal midpoint of the cooling phase, $T_{\text{mid}} = 2.38$ MK (dotted line).

Looking at the time evolution of the heating rate we see that while the temperature and density undergo large oscillations during the TNE cycle, the relative variation of the heating rate is much smaller, especially during the cooling phase when the density grows tremendously. This is a striking result because it
Figure 8. Same as Figure 6 but now for Case B. This solution exhibited non-steady TNE behavior, and we show the solution at the temporal midpoint of the cooling cycle. The increased field strength imposes an input Poynting flux that is almost a factor of four larger than Case A. This results in larger heating rates, densities, and temperatures while the shape of the heating profile is quite similar.

illustrates how the WTD heating rate can be relatively insensitive to evolution of the hydrodynamic state of the loop, even when temperatures and densities are changing considerably during the TNE cycle.

Returning now to contrast the two cases, we show traces of $z_\pm, n_e, T_e$ and $Q_w$ at the midpoint in time of the TNE cooling cycle for Case B in Figure 8. The $z_\pm$ profiles are quite similar in size and shape despite the noticeable temperature and density disparity between the two cases. The resulting heating profile is also similar in shape, but is larger by about a factor of four, as expected.

6. PARAMETER-SPACE EXPLORATION

With example solutions to the coupled hydrodynamic/wave system covered in the previous section, we now proceed with a parameter-space exploration of the model. The major goal of these experiments is to characterize the performance and scaling of the model for a broad range of possible conditions. Understanding the basic scaling properties of the model is key to establishing for what regimes (if any) it can be a candidate coronal heating mechanism.

This exercise also helps us determine which loop parameters influence the shape and amplitude of the heating profile. This is important because this heating formulation, unlike those from purely empirical models, only has two real free parameters ($c_0$, $\lambda_0$), and the rest are set implicitly by the magnetic field strength, loop geometry, and hydrodynamic evolution. Although this lack of freedom is a desirable trait, it does require the formulation to naturally adapt to the myriad of solar conditions that it will encounter.

Using Case A from the previous section as our reference run, we conduct a simple parameter-space study by varying important parameters one at a time, and running 20–22 simulations for each case (104 total). The five parameters that we chose can be divided into two distinct groups. The first group consists of parameters set by the background structure of the loop: the base magnetic field strength, $B_0$, the maximum loop expansion ratio, $\Gamma = \max(A/A_0)$, and the total loop length, $L$. The second group contains the model’s two free parameters: the input wave energy, $e_0 = \rho_0 z_0^2/4$, and the base correlation length, $\lambda_0$. The important distinction between these groups is that the former are set by the background structure of the corona (i.e., determined by the problem at hand), while the latter can be varied independently.

Because of the abundance of simulation results and various ways in which they can be displayed, we narrow our discussion to the most salient heating features and scaling properties. For these purposes we examine the heat flux, $H_F$ (Equation (15)), the apex temperature, $T_A$, and the effective scale height of the heating, $\lambda_Q$. Since the heating profile may be asymmetric, $\lambda_Q$ is defined as the arithmetic mean of the left and right exponential fits to the heating profile.

6.1. Magnetic Field Strength

The results for the three loop parameters are shown in Figure 9, and we begin by examining the dependence on the base magnetic field strength in the top row. $B_0$ is varied from 0.7 to 1400 G, and this span is covered by 20 simulations in log space. The left column shows the variation of $H_F$ with $B_0$ (diamonds) along with the input Poynting flux (dotted line), which is linearly proportional to $B_0$. We immediately see that $H_F$ has a near-linear scaling with $B_0$, especially between 10 and 500 G, and that $H_F$ begins to depart from perfect scaling at both the low and high ends of the range. This can be understood as a change in the relative efficiency ($R$, Equation (21)) of the model as it transitions from a net Poynting flux with losses dominated by self-reflection for small $B_0$, to one with losses dominated by transmission for large $B_0$.

The effect of this scaling is made tangible by looking at $T_A$ versus $B_0$ in the middle column. The apex temperature starts very low due to the small energy input for weak $B_0$, and slowly rises as $H_F$ grows with $B_0$. At a certain point steady-state solutions are no longer possible and the hydrodynamic solutions exhibit TNE cycles. When this occurs we plot three symbols for each run, indicating the maximum, minimum, and midpoint temperatures of the cycle in red, blue, and green respectively. These numbers are calculated in the same manner as illustrated for Case C in Section 5.2. Most notably, this transition marks a steep increase in the scaling of temperature and indicates that high active-region-like temperatures and time-dependent evolution occur naturally for reasonable values of $B_0$.

In the rightmost column, we show how the effective heating scale height varies with $B_0$. Our fitted $\lambda_Q$ is undefined due to low temperatures for the two leftmost runs, but we otherwise see a rapid drop from a moderate 50+ Mm height to a nearly constant 15–20 Mm range between $B_0$ 10 and 1000 G. That $\lambda_Q$ decreases by only 25% or so over two orders of magnitude past $B_0 = 10$ G indicates that the heating scale height is not strongly
dependent on the field magnitude once coronal solutions \((T_A > 1.0 \text{ MK})\) are established. These lengths are also relatively short for the loop \((L/2 = 78 \text{ Mm})\), which is consistent with the appearance of non-hydrostatic TNE solutions once the heating power becomes large enough.

### 6.2. Areal Expansion

Next we want to characterize how loop expansion influences the heating profile. For realistic magnetic field configurations there are myriad ways in which the magnetic field (and thus the cross-sectional area) can vary along the loop. However, we can get a basic handle on this parameter by scaling the reference loop area profile to achieve a range of expansion factors. This is done by defining the new magnetic field profile of the loop as:

\[
B_f = B_0 \left( \frac{B}{B_0} \right)^{\ln \Gamma / \ln \Gamma_0},
\]

where \(B\) and \(B_0\) are the magnetic field profile and basal field strength, and \(\Gamma_0\) and \(\Gamma\) are the expansion factor of the reference loop and the desired areal expansion factor.

Using this method we explore a range of areal expansion factors from \(\Gamma = 1\) (uniform loop) to \(\Gamma = 110\) (rapidly expanding) and these results are shown in the middle row of Figure 9. First we see that the heat flux deposited does not vary much, with only a slight dip in \(R_e\) for small \(\Gamma\). This relative flatness is expected because the input Poynting flux is constant for these runs. What we do notice, however, is a stark drop in the apex temperatures from a relatively high 2.65 MK for \(\Gamma = 1\) to 1.25 MK for the reference run for \(\Gamma = 5.5\). Beyond this point, a threshold is reached and non-hydrostatic TNE solutions occur, and the midpoint temperature of the TNE solutions follows a shallower slope than before.

Two things are in play in determining the temperature behavior. The most obvious factor is the scale height (right column), which shows a clear decreasing trend on a log scale out to \(\Gamma = 82\). As discussed by Aschwanden et al. (2001), more heating power is required to maintain a fixed \(T_A\) when \(\lambda_0\) decreases. Therefore when \(H_F\) is fixed, a decreasing \(T_A\) is expected. At a certain point \(\lambda_0\) will become too small with respect to \(L\) to support hydrostatic solutions, and indeed we see that TNE sets in around \(\lambda_0 = 15 \text{ Mm}\) (about \(5 \times \) less than \(L/2\)). The physical reason that \(\lambda_0\) drops with \(\Gamma\) is the dependence of \(z_{\lambda_0}\) on the variation of the magnetic profile along the loop, and the drop nearly exactly follows the analytic approximation.
to $\lambda_Q$ given in Equation (25). Here $\lambda_Q$ changes very little, but $\lambda_B$ naturally decreases as $\Gamma$ increases and the $B$ profile steepens.

The second factor is due to the geometry of an expanding loop. Because $H_F$ is fixed for these runs, when the area factor in Equation (15) increases then $\Omega_A$ must decrease in such a way that the integral remains constant. In other words, if the area at the base of the loop is fixed, then the expanding loop must deposit the same total energy per unit time over a larger relative volume than a uniform loop. This will lower the average heating rate and therefore contribute to the drop in $T_A$ with $\Gamma$.

Overall we see that the heating scale height and heating rate of the WTD model are intimately tied to the expansion factor. This is a desirable trait because it shows that the heating naturally adapts to the individual magnetic profile of a loop.

6.3. Loop Length

The other primary geometric parameter is the loop length, $L$. This is a key parameter in coronal heating scaling laws because it directly influences the amount of heating power required to maintain a given apex temperature—shorter loops require more heat than longer ones (Rosner et al. 1978; Aschwanden & Schrijver 2002). To explore the dependence on $L$, we fix all other parameters describing the reference loop and multiply length scales by a constant factor, covering a logarithmic range of $L$ from 16 to 1600 Mm. This scaling is somewhat artificial because the areal expansion profile and magnetic field strengths will change with $L$ for realistic fields, but it allows us to separate out the $L$ dependence.

The bottom row of Figure 9 shows the dependence of $H_F$, $T_A$, and $\lambda_0$ on $L$. The first few solutions are simply too short to achieve coronal temperatures given the relatively small $H_F$, but afterwards we see a clear increasing trend of $T_A$ with $L$ (middle column). This increasing trend is consistent with coronal heating scaling laws, but the details are influenced by the growing flux losses at both ends of the $L$ range (left column). On the short end, the loops are too short for appreciable dissipation, and wave flux is lost by transmission when it reaches the opposite side of the loop. On the long end, the Alfvén speed increases as the average density drops, causing the relative $v_A$ profile to grow, causing self-reflection losses to become a factor.

We also see that the scale height correlates well with $L$ (right column). This is not surprising because the magnetic field profile was scaled with $L$ by construction; however it reinforces the notion that the WTD model will naturally adapt the heating profile to a given loop geometry.

6.4. Wave Energy

We next turn to the tunable, or free, parameters of the WTD heating model. The most obvious parameter is driving wave energy at the boundary, $e_0$. Like $B_0$, $e_0$ controls the input Poynting flux of waves into the domain, and we examine loop solutions that span over four orders of magnitude in input flux. Since $\rho_0$ is fixed in our runs, $e_0$ is entirely controlled by varying the driving amplitude, $z_0$ (see Equation (8)).

Looking at the top row of Figure 10 we see a similar scaling of $H_F$, $T_A$ and $\lambda_0$ compared to the $B_0$ runs, but with an increased efficiency fraction for small and large values of $e_0$. This is because the Alfvén speed and $\lambda_A$ do not also scale with $e_0$, causing a reversed but much shallower dependence of the efficiency fraction.

It is also important to note that in reality $e_0$ is not an entirely free parameter because of observational constraints on the non-thermal motion present in coronal emission lines. The velocity fluctuations, $\delta u$, will scale with the square root of $e_0$, meaning that observations of non-thermal motions should present an upper limit to $e_0$ (and thus the Poynting flux) for a given magnetic field distribution. We explore how these fluctuations vary for all of the parameter-space runs in Section 6.6.

6.5. Perpendicular Scale Length

The second tunable parameter is the perpendicular scale length constant, $\lambda_0$. As mentioned in of Section 3.3, $\lambda_0$ conveniently controls the relative strength of dissipation with respect to the other terms in the $z_\perp$ equations. In this case, we vary $\lambda_0$ from 0.0001 to 1.0 $R_S$ and examine the evolution of the full system as we transition from a dissipation-dominated (small $\lambda_0$) to a propagation-dominated regime (large $\lambda_0$).

The scaling results are shown in the bottom row of Figure 10. The profile of $H_F$ (diamonds, left column) nicely mirrors the double-peaked profile of Figure 5. As discussed in Section 3.4, this indicates first a transition from total dissipation (no losses) to losses dominated by reflection ($\lambda_0 \sim 0.001 R_S$). This regime is followed by another efficiency peak ($\lambda_0 \sim 0.02 R_S$), after which losses become dominated by transmission.

Unlike the analytic cases, the background solution is now coupled to $H_F$ and the heating distribution. For the smallest values of $\lambda_0$ only a small portion of the heat flux is actually deposited in the corona above $T_e = 0.25$ MK (boxes). Here the dissipation term is so strong that the bulk of the energy is lost before it reaches the corona, and this leads to the drop in $T_A$ for small $\lambda_0$.

Beyond the dissipation-dominated regime ($\lambda_0 \geq 0.001 R_S$) we see remarkably flat curves for $T_A$ and $\lambda_0$ over nearly two orders of magnitude. This relative constancy is due to the relatively broad width of the net efficiency curve of as it transitions between loss regimes. Most importantly, this result indicates that as long as $\lambda_0$ is chosen reasonably, the loop solutions are not strongly dependent on it. This is a desirable property for unifying this model with the heating and acceleration of the solar wind on open flux tubes, where the choice of $\lambda_0$ can play a more central role (Lionello et al. 2014b).

6.6. Implications for $\delta u$

With the heating properties of the five-variable parameter space explored, it is worthwhile to briefly examine the velocity fluctuations determined from the model, $\delta u = (z_+ + z_-)/2$. $\delta u$ is a relevant parameter because such motions can contribute to the non-thermal widths of spectral line profiles. Non-thermal widths constrain the amount of unresolved fluctuations present in the emitting plasma element, making them a useful observational constraint of wave heating in the corona (e.g., Bemporad & Abbo 2012; Hahn & Savin 2014; Brooks & Warren 2016, and references therein). Owing to the simplicity of our model, it does not make sense to quantitatively compare $\delta u$ to observations (as more sophisticated models of Alfvénic turbulence have done, e.g., Asgari-Targhi et al. 2014), but this parameter can give us a qualitative sense of the range of velocity fluctuations present in the model.

In Figure 11 we show the mean of $|\delta u|$ averaged along the loop (squares), and the maximum of $|\delta u|$ (diamonds) for each of
the parameter-space simulations. Apart from the case in which we vary the wave energy, where we expect the maximum of $|\delta u|$ to grow roughly with $\sqrt{E_0}$, we generally see that the maximum of $|\delta u|$ stays below $15 \text{ km s}^{-1}$ and the mean ranges from a few to $10 \text{ km s}^{-1}$, despite the large variation of these parameters.

It is evident that $\delta u$ decreases as $B_0$ and $\lambda_0$ increase, which is due to the change in shape of the $z_\pm$ profiles as they transition from a regime dominated by the dissipation term to one dominated by the reflection and propagation terms. Also interesting is the increase of $|\delta u|$ with loop length. As $L$ grows, the low coronal profiles of $z_\pm$ are set primarily by the self-reflection of the driven species, and the role of the wave launched at the other end of the loop is diminished, implying that the $z_+$ and $z_-$ profiles cancel each other less with increasing $L$, causing $|\delta u|$ to grow.

7. SCALING FOR REALISTIC CORONAL LOOPS

Having explored the parameter space of the WTD heating model, we now study solutions in realistic coronal loops. In this context, “realistic” refers to loops traced from 3D extrapolations of the magnetic field using observations. For such fields, the base magnetic field strengths, loop lengths, and areal expansion profiles are all set by the complex, 3D nature of the field, and there is generally no symmetry between footpoints. This complexity makes the analysis more complicated, but for a coronal heating model to be broadly applicable it must scale reasonably under realistic coronal conditions.

7.1. Loop Properties

To characterize the model over a range of quiet and active conditions we obtain field line tracings from a full-Sun thermodynamic MHD model of the global corona on 2011 December 12. The details of the simulation are given in Downs et al. (2013), but our familiarity with the case was the main reason for choosing it—this experiment could have easily been done using other global field models or extrapolations. The selected 98 loops are shown in Figure 12. This subset is selected by first tracing thousands of field lines from the photosphere along a N/S arc that cuts mainly across quiet-Sun (purple) regions and an E/W arc that cuts across the main belt of northern active regions at this time (gold). The traces are then sorted into bins as a function of apex height and a representative field line is chosen from each bin at random.

Selected parameters for the QS (blue) and AR (red) loop distributions are displayed in Figure 13 as a function of the loop half-length, $L_h$. The left panel shows the variation in footpoint field strength, which is shown as a harmonic mean of the left and right footpoint fields, $B_h$. For our selected loops, we see that $B_h$ is generally larger for the AR loops and that both distributions are fairly flat with some random variation.

The middle panel of Figure 13 is used to illustrate the relative expansion of the selected loops. Similar to the expression for the coronal heat flux (Equation (15)), we can define a dimensionless area factor by integrating the area along the loop and dividing by the total area and $L_h$:

$$F_A = \frac{1}{L_h A_T} \int_0^L A ds.$$  (28)

$F_A$ is exactly 1 for a uniform loop (regardless of length), and grows as the areal expansion grows. In general this indicates that the realistic field lines do not have uniform cross-sections, and that the relative expansion grows with length (due to the natural decay of $B$ with height). Interestingly, we also see that the AR loops tend to have more relative expansion than their QS counterparts for a fixed $L_h$.

In the right panel of Figure 13 we plot the effective scale height of the magnetic field, $\lambda_B$, divided by $L_h$. This scale height is determined by fitting in the same manner as done for the heating profiles (Section 5.1), and the left and right fits are

---

5 This is related to the “average magnetic field strength” ($\langle B \rangle$), defined in Mandrini et al. (2000), where $\langle B \rangle = B_h/F_A$. 

---

---
combined into a harmonic mean (displayed). We see that the relative length-scale of the magnetic field profile starts off roughly comparable to loop length for the shortest loops, but quickly falls and finally asymptotes to a factor of 1/5 or so. Because the scale height of the heating profile is intimately tied to the magnetic field profile (Equation (25)), this suggests that footpoint concentrated heating may arise naturally for these loops.

7.2. Solution Properties

The next step is to run the WTD model on the selected loops. We set a boundary density of \( n_{e,0} = 6 \times 10^{12} \text{ cm}^{-3} \) and a driving amplitude of \( z_0 = 10.3 \text{ km s}^{-1} \). To ensure a sufficient run-time, each loop is run for a minimum of 40 Alfvén crossing times or 60 hr of physical time, whichever is longer. The time-dependent loop simulations are then processed in the same way as in Section 6. The majority of the loops reach a steady-state solution, but some appear to show cyclic TNE behavior.

Figure 14 shows the scaling of the coronal heat flux as a function of \( B_h \) for the QS and AR sets of loops. The dotted line shows the input Poynting flux, \( P_{\text{in}} \), and the solid line is a logarithmic fit to the data \( (y = x^\alpha) \). The fitted scaling gives \( \alpha = 1.15 \), which is slightly steeper than the exact scaling of \( P_{\text{in}} \) with \( B_h \) (\( \alpha = 1.0 \)). This is reasonable because not all of the input flux will be dissipated due to reflection and transmission (relative efficiency, \( R_s \lesssim 1 \)). In this case, it appears that the efficiency improves as \( B_h \) gets larger, consistent with the scaling of \( B_0 \) in the parameter-space study (Figure 9). This confirms the analytic expectation that the coronal heat flux scales with the magnetic field for realistic loops. This is likely a necessary requirement for a general coronal heating model (Fisher et al. 1998; Pevtsov et al. 2003).

The left panel of Figure 15 shows the resulting loop temperature as a function of length for both the AR and QS distributions. For solutions that reach a steady state, we plot the maximum loop temperature (blue and red), and for solutions undergoing cyclic, TNE behavior we plot the midpoint temperature of the cooling phase (purple and green). For the AR loops, we find that reasonable AR temperatures (2.5–3.5 MK) are achieved for loop half-lengths between 30 and 300 Mm. Many of these AR loops (18 of 48) undergo non-steady TNE behavior, while just a few of the QS loops do (4 of 50). The temperatures for the QS loops show an increasing trend from low to high as \( L_h \) increases, and these temperatures are consistent with observations of the quiet Sun.
To assess the stratification of the heating profile, we show the ratio of the fitted heating scale height to the loop half-length in the middle panel of Figure 15. These scale heights follow a similar trend to the magnetic field scale heights (albeit with more spread), confirming that the heating becomes relatively concentrated at the footpoints for \( L_h \geq 70 \) Mm. Interestingly, we also find that loops with TNE solutions appear to cluster together, spanning a range of short to medium \( L_h \) (70–500 Mm) with stratification ratios \( (\lambda_{\text{fl}}/L_h) \) smaller than at least 1/3. This result is consistent with the general result that hydrostatic solutions may be difficult to obtain for strongly concentrated heating (e.g., Aschwanden & Acton 2001), and this result is consistent with the idealized TNE simulations conducted by Mikić et al. (2013).

Lastly, in the right panel of Figure 15 we show the mean of \( |\bar{\dot{u}}| \) averaged over all of the loop solutions as a function of \( L_h \). Like the parameter-space exploration (Section 6.6), we see an increasing trend of the mean \( |\bar{\dot{u}}| \) as a function of loop length, but now with significantly more scatter. This is to be expected because this set of realistic loops has a range of magnetic field profiles and asymmetries, changing the way in which the \( z_u \) and \( z_v \) profiles add along the loop. Taking the mean and maximum values of \( |\bar{\dot{u}}| \) for each loop, and then producing a median of each quantity over all loops, gives a median value 14.0 km s\(^{-1}\) for the mean of \( |\bar{\dot{u}}| \) and 23.5 km s\(^{-1}\) for the maximum of \( |\bar{\dot{u}}| \). Although the model is too idealized to compare these numbers directly to non-thermal line widths, these results do indicate that the model velocity fluctuations are within a reasonable range, even for a broad range of realistic loop backgrounds.

### 7.3. Scaling of the Local Heating Rate

Finally, we would like to relate the results of the WTD heating model to prior observational, theoretical and empirical work. One popular way to characterize a heating model is to phrase the heating rate (or heat flux) in the form of a scaling law as a function of some set of loop properties. For example, Mandrini et al. (2000), Schrijver et al. (2004), Warren & Winebarger (2006), and Lundquist et al. (2008) all attempted to use a combination of observations and model/simulations to determine a best-fit scaling law for the heating rate. Typically the scaling law will depend on factors such as the magnetic field strength, loop length, and density, although specific definitions, such as footpoint versus average field strengths, may vary. Scaling laws of this form can be compared to predictions from various theories (Table 5 of Mandrini et al. 2000 and references therein), and can be adapted for empirical use in 3D simulations that are benchmarked against observations (e.g., Mok et al. 2008, 2016; Lionello et al. 2009; Downs et al. 2010).

In one of the more recent studies, Lundquist et al. (2008) looked at how the average heating rate, \( Q = \int_0^L Q ds/L \), scales with the average magnetic field strength, \( \bar{B} = \int_0^L |B| ds/L \), and \( L \). Testing four combinations of \( Q \propto B^\alpha L^\beta \) with a uniform heating model, they determined that \( \bar{B}/L \) scaling \((\alpha = 1, \beta = -1)\) was most consistent with their set of AR observations. They argued that their results were consistent with the constraints put forth by Mandrini et al. (2000) and also in line with similar work by Warren & Winebarger (2006). This result implied steeper scaling than found by Schrijver et al. (2004), who argued instead that coronal heat flux should scale with \( B/L^2 \), which would imply \( B/L^2 \) scaling for the local heating rate for a uniformly heated, constant cross-section loop.\(^6\)

\(^6\) See the discussion in Lundquist et al. (2008) for more details.
On the surface, our results are consistent with those of Mandrini et al. (2000) and Lundquist et al. (2008). We can similarly compute the average WTD heating rate, $\bar{Q}_w$, and $\bar{B}$ from our 98 selected loops. A fit to a scaling law of the form $Q_w \propto B^\alpha L^\beta$, where now $B$ is the local magnetic field strength, we can ask how the WTD-driven heating model scales for these parameters. Each loop simulation provides a range of $Q_w$ values along its length and we sample every loop 400 times uniformly along $s$. Selecting all points from this group with local temperatures above our transition region broadening temperature ($T_e = 0.35$ MK) gives a total of 34,032 values for $Q_w(B,L)$.

Figure 16 shows $Q_w$ versus the best-fit scaling law, $Q_{\text{fit}}$, as a log–log correlation over several decades. Because of the sheer number of points, this is visualized as a color plot of the probability density derived from a 2D histogram of all points in this space. The standard deviation of $\log_{10}(Q_w/Q_{\text{fin}}) = 0.3$ dex is used to illustrate the typical width of the distribution (dotted lines). The best fit is determined through a linear regression of $\log_{10} Q_w$ as a function of $\log_{10} B$ and $\log_{10} L$, and we obtain scaling values of $\alpha = 1.56 \pm 0.32$ for $B$ and $\beta = -0.94 \pm 0.48$ for $L$. The error bars shown are not determined by a standard $\chi^2$ analysis, which gives minuscule error bars because of the large number of points, but are determined instead from the 2D residual of the standard deviation in $\alpha$, $\beta$ space (Figure 16, inset). We take values within 1.15 of the residual minimum (red shaded region) as a metric for a visually reasonable fit, and use this to produce the error estimates.

The fitted scaling of the WTD model turns out to be quite similar to the empirical scaling law used by Mok et al. (2016) in a 3D simulation of realistic active region thermodynamics. They used $Q \propto B^{0.75} L^{-0.75} \rho_e^{0.125}$ (blue dot, Figure 16, inset), which was inspired by earlier work on the dissipation of turbulence in a magnetic braiding scenario (Rappazzo et al. 2007, 2008). Using this scaling law, Mok et al. (2016) found a favorable comparison of forward-modeled AR emission to extreme ultraviolet and soft X-ray observations, and a particular emphasis was placed on the dynamic heating and cooling cycles (TNE) that result from such a stratified heating function (similar to what we find here). The TNE evolution was also studied in more detail along 1D loops.

Figure 15. Properties of the WTD solutions as a function of $L_0$, for the selection of “realistic” loops. Left: the maximum loop temperature. Middle: the fitted heating scale height, $\lambda_0$, divided by $L_0$. Right: the mean value of $\langle |\delta u| \rangle$ averaged over the loop. The quiet-Sun and active region subsets are indicated with the blue crosses and red diamonds. Loops with repeated TNE cycles are indicated in purple (QS) and green (AR).

Figure 16. Correlation of the local heating rate to the best-fit scaling law for all 34,032 sampled points. All points are binned into a 2D histogram covering the log–log space, and the resulting probability density of this distribution is shown in color. The width of the standard deviation for the best fit (±0.30 dex) is shown with the dotted lines. The inset shows contours of the 2D residual for every $\alpha$, $\beta$ combination. The black dot shows the best-fit minimum, and the contours are at 1.05, 1.15, and 1.30 of this minimum. The blue dot indicates the empirical scaling law from Mok et al. (2016). The error bars for $\alpha$ and $\beta$ are derived from the total range of the 1.15 contour, which is shaded in red.
extracted from the same simulation/field model by Lionello et al. (2013) and Winebarger et al. (2014).

The scaling consistency between $Q_W$ and the empirical scaling law is encouraging on a number of levels. First, this provides further support that heating rates determined from the WTD model are at least reasonable and can be competitive with purely empirical formulations. Second, the WTD model, by nature of its formulation (an auxiliary equation solved along the magnetic field), has fewer free parameters ($\chi_0, \lambda_T$) and naturally adapts the heating rate to the magnetic field conditions encountered. This property makes it much more amenable for application across a wide variety of coronal regimes (QS versus AR) and for the heating and acceleration of the solar wind Lionello et al. (2014a, 2014b).

8. SUMMARY AND CONCLUSION

In this paper we investigated the properties of the a WTD heating model for closed coronal flux tubes. The parametrization is simple enough to be coupled to the full hydrodynamic evolution of plasma along a 1D loop, and is applicable to multidimensional MHD models. Analysis of the equations and their implications for heating gave a broad characterization of the properties of the WTD model. We generally find that the model robustly describes a broad range of quiet-Sun and active region conditions and compares well to empirical heating models, despite having only two free parameters. Our most relevant findings are summarized as follows.

1. We studied how the average heat flux (erg cm$^{-2}$ s$^{-1}$) of the WTD model scales as a function of the base magnetic field strength. We determined a near-linear relationship, which is consistent with prior observational studies (e.g., Fisher et al. 1998; Pevtsov et al. 2003; Lundquist et al. 2008). This property is a natural result of the heat flux being directly related to the net Poynting flux of wave energy entering the corona. A scaling law for the local volumetric heating rate was also determined ($Q \propto B^{1.56 \pm 0.02} L^{-0.94 \pm 0.08}$). This scaling compares favorably with prior empirical modeling of active regions (Mok et al. 2016), which was inspired by theoretical work on turbulent dissipation (Rappazzo et al. 2008).

2. The scale at which the volumetric heating rate falls from the coronal base of the loop (heating scale height) naturally becomes steeper as the magnetic field strength falls and the areal expansion factor grows. It also has a weak dependence on the density scale height. Therefore, the WTD heating model adapts to the plasma properties along the loop. This is a feature that can be difficult to capture with simple analytic or empirical prescriptions for the local heating rate.

3. We find that dynamic heating and cooling cycles develop naturally when steady-state solutions are not obtained with the WTD heating model. These cycles reflect TNE solutions, and result from an inherently stratified heating concentration at the loop footpoints. Unlike impulsive heating theories that are invoked to explain heating and cooling signatures (e.g., Viall & Klimchuk 2013), the WTD heating profile remains relatively constant even during large-amplitude hydrodynamic changes. This behavior is similar to the empirical heating studies of Mikić et al. (2013) and Mok et al. (2016).

More broadly, we believe the WTD formulation helps to fill a gap between sophisticated models of heating driven by turbulence (e.g., Rappazzo et al. 2008; van Ballegooijen et al. 2011), and strictly empirical formulations for coronal heating (e.g., Lionello et al. 2009; Mok et al. 2016). Approaches that model turbulent fluctuations directly can be challenging to generalize to large-scale MHD models of the corona, while empirical models say little about the heating mechanism itself. That the WTD formulation can produce reasonable solar wind properties (Verdini et al. 2010; Lionello et al. 2014a, 2014b), and scales well across a wide range of magnetic field conditions is also encouraging from a unification standpoint—constructing a simple, physics-based model that can be applied to both open and closed field regimes for realistic 3D magnetic fields.

By studying the behavior and scaling of the WTD model in 1D as we have done here, we are able to thoroughly characterize its heating properties and place it in context with other work. This general framework for testing and analysis could easily be applied to other heating formulations, and obviously there are other aspects that still require investigation. Going forward, we will study how active region loops heated by the WTD model are (or are not) consistent with time dependent AR emission (such as time-lags, and loop cooling times), while carefully pursuing the end goal of multidimensional MHD implementations and applications (e.g., van der Holst et al. 2014).
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