Stationary and dynamical properties of two harmonically trapped bosons in the crossover from two to one dimensions
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I. INTRODUCTION

Ultracold gases offer a highly controllable platform for studying quantum few- and many-body systems due to their extraordinary tunability.\cite{1,2} Feshbach resonances play a pivotal role, since the interparticle interaction strength can be arbitrarily adjusted by means of magnetic and optical fields.\cite{3,4} Moreover, advances in atom trapping enable us to realize systems of different dimensionality\cite{5-8} and particle number, thus rendering few-body ensembles which exhibit remarkable properties, such as the Efimov effect, experimentally tractable.\cite{2,9-13}

Utilizing anisotropic harmonic traps allows to reach the quasi two-dimensional (quasi-2D) and quasi-one-dimensional (quasi-1D) regimes by manipulating the axial ($\omega_z$) or the radial frequency ($\omega_r$), such that $\hbar \omega_z$ ($\hbar \omega_r$) becomes much larger than all the intrinsic energy scales of the system.\cite{8,14,15} The crossover to different dimensions has been investigated in various setups and several relations have been established for the scattering properties in different dimensions, e.g. between the scattering lengths.\cite{16-22} These relations give rise to confinement induced resonances\cite{16,23,26}, which provide further means to tune the interparticle interaction in lower dimensional settings. Corrections to the mean energy of weakly interacting Bose gases, have also been reported in box potentials, at the crossover from three to lower dimensions for contact\cite{25} as well as dipolar interactions.\cite{28} Moreover, it has been showcased that the two-body Tan contact in three-dimensions (3D) and in 2D, 1D are proportional by factors depending on the dimension.\cite{15,29,30} Additionally, next-to-leading order terms of the two-body momentum distribution for large momenta have been calculated and found to depend on three-body physics and the spatial dimension.\cite{31} Recently, on the two-body level, a correspondence between a dimension dependent centrifugal barrier and a confining potential was established.\cite{32}

Moreover, the impact of the dimensionality on the non-equilibrium dynamics of few and many ultracold atoms has attracted considerable interest.\cite{33,34} The breathing frequency of a 2D Fermi gas has been measured and found to deviate from the theoretical predictions, providing thus evidence of a quantum anomaly.\cite{35,36} Furthermore, the lowest-lying quadrupole mode of a three-dimensional trapped $^7\text{Li}$ BEC excited by a modulation of the scattering length, unveiled out-of-phase oscillations of the density in the radial and axial directions.\cite{37} In a similar vein, the frequency of the lowest-lying quadrupole mode of a $^{87}\text{Rb}$ BEC has been measured for different particle numbers in a highly elongated trap, i.e. the crossover from three to one dimensions.\cite{38} Furthermore, the scattering dynamics off a central barrier of few bosons in an elongated three-dimensional trap revealed losses of coherence for different aspect ratios.\cite{39} Also, the collisional dynamics of two $^6\text{Li}$ atoms has been experimentally probed by quenching the frequencies of an anisotropic three-dimensional harmonic oscillator.\cite{40}

The stationary properties of two ultracold atoms confined in an isotropic harmonic oscillator trap have been thoroughly explored across all dimensions.\cite{41,42} Generalizations of these studies include for instance the involvement of anisotropic traps in three dimensions,\cite{43,44} higher partial waves,\cite{45,46} long-range interactions,\cite{48} and hard-core interaction potentials.\cite{49} Moreover,
a correspondence between three bosons interacting via three body forces in 1D and two bosons interacting via pairwise interactions in 2D has been established \cite{54,55}. The stationary solutions have been utilized in order to probe the non-equilibrium dynamics of two atoms, by quenching the interaction strength in all dimensions \cite{56,57}. The solutions also serve as a simple model for the dynamics of quenched Bose gases, at short times and larger momenta than those set by the density of the gas \cite{60,61}. Analytical expressions for several observables are known, including for instance momentum distributions \cite{62} and thermodynamical quantities, such as the average work \cite{63}.

Even though the dimensional crossover at the two-body level has been extensively studied from three to lower dimensions, the crossover from two to one dimensions is yet an unexplored problem. In this work, we shed light into the stationary properties and interaction quench dynamics of two ultracold bosons trapped in an anisotropic 2D harmonic trap. A transcendental equation for the anisotropic system is derived allowing us to probe the underlying energy spectrum for arbitrary interactions and anisotropies. For instance, it is shown that the energy gaps between the involved eigenstates for a fixed interaction strength strongly depend on the anisotropy. An analytical expression for the two-boson wavefunction both in real and momentum space is constructed and the relation between the 2D and the 1D scattering lengths is established. We find that the momentum distribution exhibits a multihump structure along the weaker confined direction while the corresponding one-body densities feature two-hump patterns. Remarkably, the 2D and the 1D Tan contacts, capturing the occurrence of short-range two-body correlations, are found to be proportional to each other by a simple relation. The Tan contact of the bound and the ground state shows an increasing tendency for larger anisotropies independently of the interactions and vice versa. The response of the system is analyzed in terms of the time-averaged fidelity, and the frequency spectra of the spatial extent of the bosonic cloud are calculated when the pseudo-potential is applied to wavefunctions both in real and momentum space. Section \ref{sec:IV} is dedicated to the behavior of the reduced one-body density for several anisotropy parameters and Sec. \ref{sec:VII} showcases the Tan contact of the bound and the ground states with respect to the anisotropy. In Sec. \ref{sec:VIII} the interaction quench dynamics of two bosons is explored for different anisotropies. We lay out our concluding remarks and provide an outlook in Sec. \ref{sec:VIII}. Appendix \ref{sec:A} provides details on the derivation of the transcendental equation which determines the relative energy of the two bosons whereas Appendix \ref{sec:B} provides the 1D energy spectrum of the two bosons by inspecting the quasi-1D limit of the transcendental equation.

\section{Hamiltonian and Eigenvalue Problem} \label{sec:II}

We consider two ultracold bosons trapped in a 2D anisotropic harmonic trap interacting via an $s$-wave pseudo-potential. The latter constitutes an adequate approximation within the ultracold regime \cite{3,4}. The Hamiltonian of the system reads

\begin{equation}
\mathcal{H} = \sum_{i=1}^{2} \left[ -\frac{\hbar^2}{2m} \nabla_{i}^2 + m \omega_x^2 \left( x_i^2 + \alpha^2 y_i^2 \right) \right] + 2V_{pp}(\rho_1 - \rho_2),
\end{equation}

For simplicity, below, we shall adopt harmonic oscillator units namely $\hbar = m = \omega_x = 1$ unless it is stated otherwise. Additionally, the anisotropy parameter $\alpha = \frac{\omega_y}{\omega_x}$ is the ratio of the harmonic trap frequencies along the $y$ and $x$ spatial directions. Evidently, $\alpha$ takes values from unity (2D case) up to infinity (1D case). Also, $\rho_i = (x_i, y_i)$ denotes the position of the i-th boson in the 2D plane whilst the prefactor 2 in Eq. \ref{eq:1} is used for later convenience.

The zero range regularized $s$-wave pseudo-potential assumes the following form \cite{64}

\begin{equation}
V_{pp}(\rho) = -\frac{\pi \delta(\rho)}{\ln(Aa_{2D} \Lambda)} \left( 1 - \ln(AA\rho) \frac{\partial}{\partial \rho} \right),
\end{equation}

where $\Lambda$ is an arbitrary dimensionful parameter possessing the units of momentum and $A = e^{\gamma/2}$ with $\gamma = 0.577 \ldots$ being the Euler-Mascheroni constant. Note that the arbitrary parameter $\Lambda$ does not affect any observable of the system and eventually drops out of the calculations when the pseudo-potential is applied to wavefunctions exhibiting a logarithmic behavior at the origin $\rho = 0$ \cite{64,65}. The 2D $s$-wave scattering length is $a_{2D}$.

To separate the center-of-mass $(X, Y)$ and relative $(x, y)$ coordinates, we employ the following transformations in terms of the Cartesian coordinates $(x_i, y_i)$

\begin{align}
X &= \frac{x_1 + x_2}{\sqrt{2}}, & x &= \frac{x_1 - x_2}{\sqrt{2}} \\
Y &= \frac{y_1 + y_2}{\sqrt{2}}, & y &= \frac{y_1 - y_2}{\sqrt{2}}.
\end{align}
Therefore, the Hamiltonian of Eq. (1) separates into the center-of-mass \( H_{CM} \) and the relative \( H_{rel} \) Hamiltonian, namely \( H = H_{CM} + H_{rel} \) with

\[
H_{CM} = -\frac{1}{2}(\partial^2_x + \partial^2_y) + \frac{1}{2}(X^2 + \alpha^2 Y^2) - \frac{\pi \delta(x)\delta(y)}{\ln(2A\Lambda\rho)} \left[ 1 - \ln(\sqrt{2}A\Lambda\rho)\frac{\partial}{\partial \rho} \right],
\]

where \( \rho = \sqrt{x^2 + y^2} \). Due to the above-described separation of the Hamiltonian, the corresponding wavefunction of the system can subsequently be written as a product state i.e. \( \Psi(\rho_1, \rho_2) = \Psi_{CM}(X, Y)\Psi_{rel}(x, y) \).

The eigenvalue problem of the center-of-mass is easy to solve since it consists of two decoupled non-interacting 1D harmonic oscillators in the \( x \) and \( y \) directions, see Eq. (4).

The corresponding wavefunction reads

\[
\Psi_{CM}(X, Y) = \phi_n(X)\phi_m(Y),
\]

where \( \phi_n(z) = \frac{e^{-\frac{z^2}{2}}}{\sqrt{\sqrt{\pi} n!}} H_n(\sqrt{\omega}z) \) with \( n = 0, 1, 2, \ldots \) are the eigenfunctions of a 1D harmonic oscillator of frequency \( \omega = 1, \alpha \) and energy \( E_n = (n + 1/2)\omega \) in harmonic oscillator units [66]. Here, \( H_n \) are the Hermite polynomials of degree \( n \).

To tackle the eigenvalue problem of the relative Hamiltonian, \( H_{rel} \), we utilize as a wavefunction ansatz an expansion over the non-interacting eigenstates \( \phi_n(z) \) in both spatial directions i.e.

\[
\Psi_{rel}(x, y) = \sum_{n,m} c_{n,m}\phi_n(x)\phi_m(y).
\]

Here, \( c_{n,m} \) denote the corresponding expansion coefficients (see also below). By plugging Eq. (6) into the Schrödinger equation for the relative Hamiltonian \( H_{rel}\Psi_{rel} = E_{rel}\Psi_{rel} \), see also Eq. (4), and projecting onto the non-interacting eigenstates \( \phi_n^\prime(x)\phi_m^\prime(y) \), one arrives at the following equation

\[
0 = c_{n^\prime,m^\prime}(E_{rel}^{n^\prime,m^\prime} - E_{rel}) - \frac{\pi \delta(x)\delta(y)}{\ln(2A\Lambda\rho)} \left[ 1 - \ln(\sqrt{2}A\Lambda\rho)\frac{\partial}{\partial \rho} \right]\Psi_{rel}(x, y) \bigg|_{\rho \to 0},
\]

where \( \rho = \sqrt{x^2 + y^2} \) and \( E_{rel}^{n^\prime,m^\prime} = n + \alpha m + \frac{\alpha^2}{2} \). The regularization operator enclosed in the parentheses (\ldots) of Eq. (7) acts on the relative wavefunction, and subtracts the logarithmic divergence close to the origin, \( \rho = 0 \).

As a consequence, the expression in the right hand side of Eq. (7) is related to a normalization factor denoted below by \( B \) of the wavefunction, as it has been argued in [40, 56], that will be determined later. The expansion coefficients, \( c_{n,m} \), thus take the following form

\[
c_{n,m} = E_{rel}^{n,m} \frac{\phi_n^*(0)\phi_m^*(0)}{E_{rel}^{n,m} - E_{rel}}.
\]

Note that the expansion coefficients vanish for odd \( n, m \). Indeed, the 2D pseudo-potential of Eq. (2) affects only states with a non-vanishing value at \( x = y = 0 \) which in turn involve only even Hermite polynomials in the ansatz [63, 43, 44]. Having at hand the expansion coefficients, see Eq. (8), one can directly perform the double summation appearing in Eq. (9).

\[
\frac{1}{E_{rel}^{n,m} - E_{rel}} = \int_0^\infty dt e^{-t(E_{rel}^{n,m} - E_{rel})},
\]

and then perform the double summation by using the Mehler identity for the Hermite polynomials [68],

\[
\sum_{n=0}^{\infty} \frac{H_n(z_1)H_n(z_2)}{\sqrt{1 - 4n^2}} y^n = \frac{1}{\sqrt{1 - 4n^2}} \exp \left( \frac{2n(2n^2 + 1 - 2z_1z_2)}{4n^2 - 1} \right),
\]

Therefore, the relative wavefunction reads

\[
\Psi_{rel}(x, y) = B\frac{\sqrt{\pi}}{2\pi} e^{-(x^2+y^2)/2} \int_0^{+\infty} dt \exp \left( \frac{e^{-t}x^2}{e^{-t} - 1} + \frac{e^{-t}\alpha^2y^2}{e^{-t}(1 - 1/e^{-\alpha t})} \right) e^{-tf(E)/2} \frac{1}{\sqrt{1 - e^{-t}\sqrt{1 - e^{-\alpha t}}}},
\]

where \( f(E) = \frac{\alpha^2\pi}{2} - E \). The above integral converges provided that \( f(E) > 0 \). Later on, and in particular in Appendix A, we shall consider values of \( f(E) < 0 \) by means of analytic continuation [43, 44]. Note also that in Eq. (11) we have dropped the subscript rel from the energy for simplicity.

Furthermore, by employing the form of the expansion coefficients [Eq. (8)] the relative energy is determined via Eq. (7), namely

\[
\left\{ \left[ 1 - \ln(\sqrt{2}A\Lambda\rho)\frac{\partial}{\partial \rho} \right]\Psi_{rel}(x, y) \bigg|_{\rho \to 0} \right\} = \frac{\ln(2A\Lambda\rho)}{\pi}
\]

where \( \Psi_{rel}(x, y) \) is determined by Eq. (11). The aim of the following section is to solve Eq. (12) for an arbitrary anisotropy parameter \( \alpha \), in order to determine the stationary properties of the two bosons by calculating their energy spectra and eigenstates.

### III. ENERGY SPECTRAS

To find the relative energy \( E \) we need to solve Eq. (12) and therefore establish a formula that captures the behavior of the wavefunction close to \( x = y = 0 \). For \( x, y \to 0 \),
the main contribution to the integral (11) stems from very small values of the integration variable \( t \) \([43, 44]\). Indeed, the integral appearing in Eq. (11) can be split into two parts

\[
\Psi_{\text{rel}}(x,y)|_{x,y<1} = \frac{B}{2\pi} \int_0^L dt \frac{e^{-(x^2+y^2)/t}}{t} + B\sqrt{\pi} \frac{1}{2\pi} \int_0^{+\infty} dt \frac{e^{-t\sqrt{1-e^{-t\sqrt{1-e^{-\alpha t}}}}}}{I((E)/2)).
\]

In the first part, we have linearized all the exponentials around \( t = 0 \) while in the second part we have set \( x = y = 0 \) directly. The parameter \( L \) is very small being of the order of \( x, y \). The first integral corresponds to \( \Gamma\left(0, \frac{x^2+y^2}{L}\right) \), where \( \Gamma(x,y) \) is the incomplete gamma function \([69]\). For small \( r^2 \equiv x^2+y^2 \), this gamma function can be expanded as follows

\[
\Gamma\left(0, \frac{r^2}{L}\right) \approx -\gamma - \ln \left(\frac{r^2}{L}\right) + \frac{r^2}{L} + \mathcal{O}(r^4).
\]

Note that this result is independent of \( \alpha \), since at very small interparticle distances \( r \to 0 \) the confinement potential does not play any crucial role and the wavefunction develops a logarithmic behavior, as a consequence of the 2D interaction pseudo-potential \([15, 70]\). At this point it is better to restore the units, i.e. \( x^2 + y^2 \to \frac{x^2+y^2}{l_x^2} \), where \( l_x = \sqrt{\frac{\hbar}{m\omega_x}} \) is the harmonic oscillator length in the \( x \) direction. Thus, we can deduce that the pure 2D regime is accessed when the interparticle distance \( r \) is much smaller than \( l_x \).

Since the behavior of the relative wavefunction \( \Psi_{\text{rel}}(x,y) \) is now available (see Eq. (13)) close to \( x = y = 0 \), one can insert Eq. (13) into Eq. (12) and in turn derive a transcendental equation that will allow us to determine the relative energy of the two bosons [see for more details Appendix A]. The resulting transcendental equation reads

\[
-\gamma + 2 \ln 2 + \sqrt{\alpha} \int_0^1 dz \ln(1-z) \varphi'(z, \frac{f(E)}{2}) = -\frac{1}{g},
\]

where \( g = \left( \frac{\ln \left( \frac{2\pi l_x}{2\pi l_x} \right)}{2\pi} \right)^{-1} \) is the 2D coupling constant \([40, 71]\), \( \varphi(z, f(E)/2) \equiv \varphi(z, f(E)/2) \), and the differentiation is performed with respect to the variable \( z \). Eq. (15) provides the energy spectrum of the two bosons for an arbitrary anisotropy parameter \( \alpha \). As it has been mentioned earlier, this equation is valid only for \( f(E) > 0 \). Its extension to negative values is granted by the recurrence formula [see also Appendix A]

\[
P\left(\frac{f(E)}{2}\right) = P\left(\frac{\alpha + f(E)}{2}\right) + \sum_{n=0}^{\infty} \frac{1}{n} \frac{\sqrt{\pi}(-1)^n \Gamma\left(\frac{f(E)}{2} + \alpha n\right)}{\Gamma\left(\frac{1}{2} + \frac{f(E)}{2} + \alpha n\right)}.
\]

Before calculating the energies for various values of \( \alpha \), let us first retrieve the 1D energy spectrum, by assuming that \( \alpha \gg 1 \). In this case the harmonic confinement along the \( y \) direction is tight and therefore we enter the quasi-1D regime, at least when the interparticle distance is comparable or larger than the harmonic oscillator length in the \( x \) direction i.e. \( r \geq l_x \) (see also the previous discussion). For \( \alpha \gg 1 \), the transcendental equation (15) becomes [see also Appendix B]
\[-\gamma + \sqrt{\pi \alpha} \frac{\Gamma\left(\frac{f(E)}{2}\right)}{\Gamma\left(\frac{1}{2} + \frac{f(E)}{2}\right)} + \ln 2 - k \ln \alpha + \frac{1}{4} = \ln(a_{2D}^2),\]  

where \(k\) is a parameter close to 1, see for details Appendix B. The above formula is reminiscent of the transcendental equation of two bosons confined in a 1D harmonic trap, which determines the energy spectrum of this system and reads [40]

\[\sqrt{2}a_{1D} = \frac{\Gamma\left(\frac{1}{2} - \frac{f(E)}{2}\right)}{\Gamma\left(\frac{1}{2} + \frac{f(E)}{2}\right)} = -2\sqrt{\frac{\pi}{g_{1D}}}.\]  

This expression is derived by following the same steps as in Section 11 but in 1D and with the pseudo-potential \(V_{pp}(x) = -\frac{2}{a_{1D}} \delta(x)\) [23]. Most importantly, employing a proper rescaling of the energies in Eq. (17), namely \(E' = -f(E) + 1/2\) and comparing Eqs. (17), (18), we obtain a relation between the 2D, \(a_{2D}\), and the 1D, \(a_{1D}\), scattering lengths

\[a_{2D} = D e^{\sqrt{\pi a_{1D}}/\sqrt{2}},\]  

with \(D = e^{-\gamma/2} e^{2/2+1/8}\). We remark that when restoring the units of the system, this expression acquires the form \(a_{2D} = l_x D e^{\sqrt{\pi a_{1D}}/(\sqrt{2} l_y)}\), where \(l_y\) is the harmonic oscillator length in the \(y\) direction. Recently, a similar relation between these two scattering lengths has been established in Ref. [22], by means of non relativistic effective field theory. The connection between the scattering lengths is achieved by imposing periodic boundary conditions along one direction and comparing the effective range expansion with the purely 1D one. Apart from the scattering lengths, we are able to establish also a relation among the coupling constants in one and two dimensions

\[\frac{1}{g} = \gamma + k \ln \alpha - 2 \ln 2 + \frac{2\sqrt{\pi} \ln \alpha}{g_{1D}} - \frac{1}{4},\]  

where \(g\) denotes the 2D effective coupling constant and \(g_{1D}\) the corresponding 1D effective interaction strength, see also Eq. (18).

Let us also note in passing that the 2D energy spectrum can also be easily retrieved. Indeed, by substituting \(\alpha = 1\) in Eq. (11), one gets

\[\Psi_{\text{sc}}(x, y) = \frac{B}{2\pi} e^{-(x^2 + y^2)/2} \frac{\Gamma\left(\frac{f(E)}{2}\right)}{\Gamma\left(\frac{1}{2} + \frac{f(E)}{2}\right)} U\left(\frac{f(E)}{2}, 1, x^2 + y^2\right),\]  

which is the 2D wavefunction of two interacting bosons confined in a radial trap [57]. Here, \(U(a, b, z)\) is the confluent hypergeometric function of the second kind [63]. Then, by plugging Eq. (21) into Eq. (12), we retrieve the known 2D energy spectrum [57]

\[\psi\left(\frac{f(E)}{2}\right) = \ln \left(\frac{1}{2a_{2D}^2}\right) + 2 \ln 2 - 2\gamma,\]  

with \(\psi(z)\) being the digamma function [69].

For convenience, in the following, we will refer to the states with energy less than the zero point energy, \(E_0 = \frac{\alpha_{1D}}{2}\), as bound states [43, 44]. The energetically higher-lying states will be subsequently labeled the ground state, first excited state and so forth. Additionally, the energetic order of the eigenstates will be denoted by the subscripts 0 for the bound state, 1 for the ground state and in general \(i\) denoting the \((i - 1)\)-th excited state. This labeling of the energies is explicitly showcased in Fig. I (a), and then it is omitted for brevity. Furthermore, a black dashed line is included to indicate the zero point energy.

Figure I illustrates the two extreme regimes, namely the 2D case, for \(\alpha = 1\) [Fig. I (a)], and the quasi-1D case, for \(\alpha \gg 1\) [Fig. I (b)]. In the quasi-1D regime, the spectrum of Eqs. (15) and (16) is shown for \(\alpha = 200\) and compared with the energy spectrum directly derived from Eq. (18) for the 1D case. The two resulting energy spectra are presented together for a varying \(g_{1D}\) in Fig. I (b). The zero point energy is put to \(\frac{1}{2}\). As it can be seen, regarding the excited states there is a perfect match for all values of \(g_{1D}\). We should note however that for \(|g| > 5\) there is a slight deviation between the two energies, which is of the order of 4% at infinite \(g_{1D}\). Small deviations between the two spectra arise for the bound state in the attractive interaction regime, and in particular for \(g_{1D} < -2\). The aforementioned discrepancy, is due to the fact that the bound state in the pure 1D system exhibits a lower energy compared to the corresponding 2D setup. Indeed, the 2D system possesses bound states both in the attractive and the repulsive interaction regimes [57, 73], and for attractive couplings the energy of the bound state remains finite independently of the negative value of the interaction strength, see Fig. I (a). For positive values though the energy of the bound state is not bounded from below. This is in sharp contrast to the pure 1D system where the energy of the bound state in the attractive regime diverges at very strong interactions [57]. As we shall discuss in the following, the energy gap between the bound and the ground states increases as the anisotropy parameter acquires larger values. Consequently, for a larger value of \(\alpha\) the above-mentioned discrepancy between the energies of the bound states in strictly 1D as compared to 2D (see Fig. I (b)) becomes smaller and occurs for stronger attractions. Note also that in Fig. I (b) there is a bound state in the repulsive interaction regime, having an energy much lower than the energy of the other states of the spectrum and is way below the shown energy scales.

To expose the dependence of the eigenenergies on the anisotropy parameter \(\alpha\), corresponding energy spectra are shown in Fig. 2 for different values of \(\alpha\) thus accessing the dimensional crossover from the quasi-1D to the 2D regime. Evidently, in all cases the energy spacing among the different eigenstates is not equal, in contrast to the 2D case [Fig. I (a)], and greatly depends on \(\alpha\). This behavior is anticipated by the expression of the energy for
zero interactions, namely $E = 2(n + \alpha m) + \frac{\alpha^2 + 1}{2}$, $n, m \in N$. For integer values of $\alpha$, the energy spacing between consecutive energy states becomes larger every $\alpha$-th state in both the attractive and the repulsive interaction regimes starting from the ground state, see for instance Figs. 2 (b) and (d). However, for non-integer $\alpha$ values, the energy spacings become more irregular as depicted in Figs. 2 (a), (c) and (e). For instance, at $\alpha = 1.1$ and $g = 0$ [Fig. 2 (a)], the energetical difference between the third and the fourth excited states is $2\alpha = 0.2$. We should mention here that qualitatively similar results have been reported also for two bosons confined in a 3D anisotropic trap. Moreover, the energy gap between the bound and the ground state increases for a larger anisotropy parameter independently of the sign of the interaction strength, see Figs. 2 (a)-(f).

The energy of the bound states is shifted upwards for an increasing value of $\alpha$ due to the increase of the zero point energy, $\frac{\alpha^2 + 1}{2}$. To elaborate on the impact of the anisotropy parameter on the energy gaps we depict in Fig. 3 the energy difference between the bound and the ground state, i.e. $E_1 - E_0$, as a function of $\alpha$ for various repulsive [Fig. 3 (a)] and attractive [Fig. 3 (b)] interactions. We observe that the aforementioned energy difference increases for large $\alpha$ independently of the interactions and it does not saturate, e.g. at $\alpha = 200$ and for $g = 3$ $E_1 - E_0 = 38.97$. Moreover, on the repulsive interaction regime [Fig. 3 (a)], when $\alpha$ is kept constant, $E_1 - E_0$ takes larger values at weak interactions. This is due to the divergence of the energy of the bound state close to the non-interacting limit of the repulsive interaction regime. Also deep into the quasi-1D regime, i.e. $\alpha \gg 1$, the bound state is largely separated from the other states of the energy spectrum for all interaction strengths. On the attractive side [Fig. 3 (b)], at fixed $\alpha$, the energy gap $E_1 - E_0$ is larger at stronger attractions. For fixed attractive interaction $g$, $E_1 - E_0$ becomes larger as the anisotropy parameter increases. Recall that for $g = 0$ the energy of the bound state is always $\frac{\alpha^2 + 1}{2}$, i.e. it crosses the bound state threshold [see Fig. 1 (a)], and hence it is connected with $E_1$ at the repulsive side of the spectrum [Figs. 2 (a)-(f)].

Figure 4 displays the energy difference between the second excited and the ground state, $E_2 - E_1$, as well as between the fourth excited and the ground state $E_4 - E_1$ in the corresponding inset, exemplarily for $g = 3$. In both cases, for small $0 < \alpha < 3$ the energy spacings feature jumps and subsequently saturate for adequately large $\alpha > 10$. These energy jumps occur for integer values of $\alpha$ and depend on the level of the excited state, for instance there are two jumps in the main Fig. 4 and four jumps in the inset. For values of $\alpha$ a little bit smaller or larger than these integer values, the energy gaps between the states decrease, see e.g. Fig. 2 (a) and hence the aforementioned jumps are manifested in the energy difference between excited states and the ground state. However, for anisotropies higher than the level of the examined excited state, the energy gap with the ground state saturates, because the change in the energy spacing occurs at even higher excited states. This is the case for the fourth excited state in Figs. 2(d)-(f). We finally remark that for other interaction strengths of either sign, $E_3 - E_1$ and $E_5 - E_1$ exhibit a similar to the above-described behavior.
FIG. 3. Energy difference between the bound and the ground states, \( E_1 - E_0 \), at different (a) repulsive and (b) attractive 2D interaction strengths (see legends) for varying anisotropy parameter \( \alpha \).

FIG. 4. Energy difference between the second excited and the ground state, namely \( E_3 - E_1 \) for increasing anisotropy parameter \( \alpha \). The inset presents the energy difference between the fourth excited and the ground state, i.e. \( E_5 - E_1 \), with respect to \( \alpha \). In both cases the 2D interaction strength of the two bosons is \( g = 3 \).

IV. EIGENSTATE ANALYSIS

To acquire complete knowledge on the stationary properties of the system, we next determine the two boson wavefunction. The starting point is Eq. (11), where the integral is convergent for \( f(E) > 0 \). However, it is advantageous to establish a more convenient form of \( \Psi_{\text{rel}}(x, y) \) in order to span the entire energy spectrum. To this end, one can utilize the wavefunction ansatz introduced in Eq. (6) along with the underlying expansion coefficients [Eq. (8)]. Indeed, by expressing the denominator of Eq. (8) in an integral representation, see Eq. (9), and performing a single out of the two summations with the aid of Eq. (10), the two boson wavefunction of the relative coordinate takes the simplified form

\[
\Psi_{\text{rel}}(x, y) = B \sqrt{\alpha \pi e^{-\left(x^2 + \alpha y^2\right)/2}} \sum_{m=0}^{\infty} \frac{H_m(0) H_m(\sqrt{\alpha} y) \Gamma(\frac{\alpha m - \xi}{2})}{2^{m+1} m!} U\left(\frac{\alpha m - \xi}{2}, \frac{1}{2}, x^2\right),
\]

where \( \xi = E - (\alpha + 1)/2 \). In practice, this summation is truncated when numerically calculating the wavefunction, with an upper bound which is chosen such that convergence is achieved [56]. Note that the wavefunction in real space exhibits a logarithmic divergence close to the origin \( x = y = 0 \), as already argued in Eq. (14). However, the wavefunction of Eq. (23) cannot capture this behavior when truncating the infinite summation. Indeed, inserting \( x = y = 0 \) in Eq. (23), the wavefunction does not converge as we increase the cutoff in the summation. Moreover, the normalization constant \( B \) can be easily determined analytically if we express the confluent hypergeometric function \( U(a, b, x) \) in terms of parabolic cylinder functions \( D_z(x) \) [69]

\[
e^{-x^2/2} U\left(\frac{am - \xi}{2}, \frac{1}{2}, x^2\right) = 2^{(am - \xi)/2} D_{\xi - am}(|x| \sqrt{2}).
\]

For this choice, the integration can be performed analytically [75] resulting in

\[ B^{-2} = \frac{\sqrt{\alpha}}{\sqrt{\pi}} \sum_{m=0}^{\infty} \frac{H_m(0) \Gamma(\frac{am - \xi}{2})}{2^{m+2} m! \Gamma\left(\frac{am - \xi}{2} + \frac{1}{2}\right)} \times \left[ \psi\left(\frac{1}{2} - \frac{\xi - am}{2}\right) - \psi\left(\frac{\xi - am}{2}\right) \right], \]

which corresponds to the analytical expression of the normalization coefficients.

As pointed out in Section III, the 2D wavefunction can be easily retrieved when \( \alpha = 1 \), see Eq. (21). In the following, the wavefunction will be evaluated and further investigated deep into the quasi-1D regime i.e. in the case of \( \alpha \gg 1 \). Starting from Eq. (11), we note that in this case the wavefunction is elongated in the \( x \) direction. Thus, in order to avoid the logarithmic divergence appearing at \( x = y = 0 \) we shall restrict ourselves to
The approximate nature of this expression stems from rewriting it as

\[ \text{trap} \approx \frac{\sqrt{\alpha}}{2\pi} e^{-x^2/2} \int_0^\infty dw \exp \left\{ -\frac{x^2e^{-w}}{1 - e^{-w}} \right\} e^{-w f(E)/2} \sqrt{1 - e^{-w}} \] (26)

Note that the square root involving the anisotropy parameter \( \alpha \) in Eq. (11) can be neglected, since for \( w \gg \frac{1}{\alpha} \), the exponent \( e^{-\alpha w} \) tends to zero. Also, for \( w \ll \frac{1}{\alpha} \), the \( \frac{1}{w} \) divergence in Eq. (10) is counterbalanced by the factor \( e^{-x^2/w} \), and the entire integrand vanishes. Employing a change of variables, \( z = \frac{e^{-w}}{e^{-w} + 1} \), it is easy to show that the wavefunction of two interacting bosons in a quasi-1D trap takes the approximate form

\[ \Psi_{\text{rel}}(x, 0) \approx \frac{B \sqrt{\alpha}}{2\pi} e^{-x^2/2} \Gamma \left( \frac{f(E)}{2} \right) U \left( \frac{f(E)}{2}, 1, x^2 \right). \] (27)

The approximate nature of this expression stems from the fact that we have restricted ourselves to the spatial region \( x \gtrsim l_x \).

Consequently, it is straightforward to calculate the wavefunction in momentum space. To this end, we utilize its expansion in terms of the Hermite polynomials introduced in Eq. (6) as well as an identity regarding their Fourier transform, namely

\[ F \left\{ e^{-\alpha x^2/2} H_n(x \sqrt{\alpha}) \right\} = \left( \frac{-i}{\sqrt{\alpha}} \right)^n e^{-k^2/(2\alpha)} H_n \left( \frac{k}{\sqrt{\alpha}} \right), \] (28)

where \( F\{g(x)\} \) denotes the Fourier transform of a function \( g(x) \). Therefore, the wavefunction \( \Psi_{\text{rel}}(k_x, k_y) \) in momentum space reads

\[ \Psi_{\text{rel}}(k_x, k_y) = \frac{B}{\pi} e^{-(k_x^2 + k_y^2)/\alpha/2} \sum_{n,m} (-i)^{n+m} \frac{H_n(0)H_m(0)H_n(k_x)H_m(k_y)}{2^{n+m}n!m!(n + \alpha m - E)}. \] (29)

Since the wavefunction in real space exhibits a logarithmic divergence at the origin \( (x = y = 0) \), it is better to analyze the structure of the two boson wavefunction in momentum space. Figure 5 illustrates the momentum distributions \( |\Psi_{\text{rel},j}(k_x, k_y)|^2 \) for \( \alpha = 1.1 \) ((a)-series), \( \alpha = 2.5 \) ((b)-series) and \( \alpha = 5 \) ((c)-series). The subindices \((1,2,3)\) stand for the ground, first and second excited states respectively. All cases refer to interaction strength \( g = 1 \).
distribution $|\Psi_{\text{rel},j}(k_x, k_y)|^2$ for different anisotropy parameters $\alpha = 1.1$ [Figs. 5(a1)], $\alpha = 2.5$ [Figs. 5(b1)] and $\alpha = 5$ [Figs. 5(c1)], regarding the ground ($j = 1$) and higher excited states ($j = 2, 3$) at $g = 1$. Independently of the energetic order of the state we observe that as the anisotropy parameter increases the momentum distribution is elongated along the $k_y$ direction, see e.g. Figs. 5(a1), (b1), (c1). This elongation occurs since the momentum distribution is more long-ranged for $k_y$ than $k_x$, according to the exponential decay given by Eq. (29). Additionally the momentum distribution for large anisotropies, see e.g. Figs. 5(c1)-(c3), exhibits a multihump structure along the $k_x$ direction. This multihump structure becomes more pronounced for energetically higher excited states, compare for instance Figs. 5(d2) and (d3). The latter behavior is attributed to the fact that the major contribution in the double summation of Eq. (29) for high energies $E$ (i.e. higher excited states), stems from higher order Hermite polynomials which are responsible for the observed multihump structure of the momentum distribution. Note also that for larger values of $\alpha$, a similar structure of the momentum distribution occurs as described in Figs. 5(c1)-(c3) (not shown here for brevity). The momentum distribution of the first excited state ($j = 2$) $|\Psi_{\text{rel},2}(k_x, k_y)|^2$ for $\alpha = 2.5$ is also presented at $g = -1$, $g = -0.1$ and $g = 0.1$ in Figs. 5 (d1)-(d3). We deduce that as the attraction increases, $|\Psi_{\text{rel},2}(k_x, k_y)|^2$ becomes more localized towards smaller values of $k_y$ while its outer humps are depleted, compare Figs. 5(d1) and (d2). Also, in the vicinity of $g = 0$ but on the attractive side, $|\Psi_{\text{rel},2}(k_x, k_y)|^2$ develops an additional outer hump [Fig. 5(d2)] compared to the momentum distribution for weak repulsions [Fig. 5(d3)]. This is exactly due to the mismatch in the energy $E_2$ in the vicinity of zero interactions, see Fig. 2(c).

A more complicated momentum structure of the first excited state ($j = 2$) occurs for $\alpha = 1.1$, where $|\Psi_{\text{rel},2}(k_x, k_y)|^2$ displays a pedal-like structure [Fig. 5(a2)]. We remark that for increasing anisotropy within the interval $\alpha \in [1.1, 1.9]$, it is found that this pedal-like distribution becomes fainter along $k_y$ and more squeezed in the $k_x$ direction (not shown here). Moreover, these pedal patterns approach the origin i.e. $k_x = k_y = 0$ for $\alpha \rightarrow 1.9$. Let us also note that the energy of the first excited state at $\alpha = 1.1$ and $g = 1$ ($E = 3.14633$) is close to the energy of a fermionic state with odd $n, m$ in the expression $E = n + m + \frac{1}{2}a^2$ ($E = 3.15$). As $\alpha$ increases in the interval $\alpha \in [1.1, 1.9]$, the energy of the first excited state at $g = 1$ deviates significantly from the energy of the energetically closest fermionic state. The momentum distribution of the fermionic state exhibits also a pedal structure similar to the one presented in Fig. 5(a2) but with a nodal line at $k_x = 0$ and $k_y = 0$. For $\alpha = 1.9$, $|\Psi_{\text{rel},2}(k_x, k_y)|^2$ shows a similar behavior to the one displayed in Fig. 5(b2) for $\alpha = 2.5$. At this value of $\alpha = 2.5$, $|\Psi_{\text{rel},2}(k_x, k_y)|^2$ of the second excited state ($j = 3$) [Fig. 5(b3)] exhibits populated tails for large $k_y$ values. As $\alpha$ increases these tails of the momentum distribution, in the $k_y$ direction, are suppressed and become apparent only for higher-lying excited states (not shown here for brevity).

V. ONE-BODY DENSITIES

Having at hand the two boson wavefunction for an arbitrary anisotropy parameter enables us to access all the properties of the system. As a case example, we shall investigate the corresponding one-body densities $\rho^{(1)}(x_1, y_1)$ for several states and anisotropies. The one-body density of two bosons reads [76]

$$\rho^{(1)}(x_1, y_1) = \int dx_2 dy_2 |\Psi_{\text{CM}}(X(x_1, x_2), Y(y_1, y_2))|^2$$

$$\times |\Psi_{\text{rel}}(x(x_1, x_2), y(y_1, y_2))|^2$$

(30)

For the relative coordinate wavefunction, we employ the expansion of Eq. (23). The center-of-mass wavefunction resides in its ground state, as was discussed in Section II. To perform the integral appearing in Eq. (30) we utilize the coordinate transformations of Eq. (3), and therefore express all variables in terms of the positions of the two bosons. In this way, the one-body density reads

$$\rho^{(1)}(x_1, y_1) = \frac{B^2 \alpha^{3/2}}{\pi^3} e^{-(x_1^2 + \alpha y_1^2)} \sum_{n,m} f(n)f(m) \int_{-\infty}^{+\infty} dy_2 e^{-\alpha y_2^2} H_n \left( \sqrt{\alpha} \frac{y_1 - y_2}{\sqrt{2}} \right) H_m \left( \sqrt{\alpha} \frac{y_1 - y_2}{\sqrt{2}} \right) \times$$

$$\times \int_{-\infty}^{+\infty} dx_2 e^{-x_2^2} U \left( \frac{am - E}{2}, 1, \frac{(x_1 - x_2)^2}{2} \right) U \left( \frac{am - E}{2}, 1, \frac{(x_1 - x_2)^2}{2} \right),$$

with $f(n) = H_n(0) \sqrt{\frac{\alpha-\delta}{n+1}}$. The first integral denoted by $J$ can be calculated analytically by using the transformation $y_2 \to \sqrt{\alpha}y_2$, and subsequently the substitution

$$y_2 = y_1 \sqrt{\alpha - y_2}.$$  

Then, the integral is

$$J = \frac{\sqrt{\pi}}{\sqrt{\alpha}} \sum_{k=0}^{\min(n,m)} 2^k k! \binom{m}{k} \binom{n}{k} \frac{1}{2}^{m+n-k} H_{m+n-2k}(y_1 \sqrt{\alpha}).$$

(33)
and \(\alpha\) refer to the bound, ground, first and second excited states respectively. In all cases the interparticle interaction strength is \(g = 1\).

Figure 6 illustrates the one-body densities of the bound, ground, first and second excited states at \(g = 1\) when \(\alpha = 1.1\) [Fig. 6 (a1)-(a4)], \(\alpha = 2.5\) [Fig. 6 (b1)-(b4)] and \(\alpha = 5\) [Fig. 6 (c1)-(c4)]. If \(\alpha \approx 1\), \(\rho^{(1)}(x, y)\) of the higher-lying excited states [Fig. 6 (a2)-(a4)] tends to show an almost isotropic distribution along the \(x\) and \(y\) directions. On the other hand, for a large anisotropy parameter \(\alpha\) the 1D limit is approached and therefore \(\rho^{(1)}(x, y)\) becomes more elongated in the \(x\) direction [Figs. 6 (c2)-(c4)] where \(\alpha = 5\). This is reminiscent of the behavior of the one-body densities of two bosons confined in a 1D harmonic trap [56, 58]. Entering the intermediate anisotropy regime, e.g., \(\alpha = 2.5\) [Fig. 6 (b1)-(b4)], \(\rho^{(1)}(x, y)\) exhibits population tails along the \(y\) direction as well. The two hump structure of \(\rho^{(1)}(x, y)\) is present in the ground [Fig. 6 (b2)] and the first excited state [Fig. 6 (b3)], but disappears in the second excited state [Fig. 6 (b4)] and in higher excited states as well (not shown). However, for small anisotropies [Figs. 6 (a1)-(a4), \(\alpha = 1.1\)], the one-body density resembles the structure of the corresponding pure 2D case [53]. The only exception is the first excited state [Fig. 6 (a3)] which features a small density dip at the center \(x = y = 0\). Recall that this latter state corresponds to the pedal-like structure of the momentum distribution depicted in Fig. 5 (a2). Finally, the one-body density of the bound states [Figs. 6 (a1), (b1) and (c1)], is more elongated in the \(x\) direction and somewhat localized near the origin, \(x = y = 0\). The latter is due to the fact that the bound state is strong in the repulsive interaction regime, as was discussed in Section III [see Fig. 2].

VI. TAN CONTACTS

In Section III it was argued that at interparticle distances much smaller than \(l_x\), the two boson wavefunction develops a logarithmic divergence. This behavior is caused by the contact interaction in 2D, see also Eq. 2, which can also be expressed as a boundary condition for the wavefunction at zero interparticle distances [77, 78]. The latter condition is linked to the Tan contact, which is defined from the asymptotic behavior of the two-body momentum wavefunction. It is known that the Tan contact satisfies a variety of universal relations regarding the energy, the pressure and the two particle loss rate regardless of the particle number or the quantum statistics, and captures the existence of short-range two-body correlations [74, 83]. Strikingly, these universal relations have been experimentally verified [84, 85].

In this section we measure the Tan contact as a function of the anisotropy parameter \(\alpha\) for various eigenstates and several interaction strengths.

The Tan contact, \(D\), is defined from the momentum distribution in the limit of very large momenta, namely \(|\Psi(k)|^2 \propto \frac{k^{-\infty}}{k^2 + \alpha^2}\), in all dimensions [82, 86]. Since the
wavefunction at small interparticle distances depends only on the radius \( r^2 = x^2 + y^2 \) [see also Eq. (13)], and the Tan contact is determined by the behavior of the wavefunction at \( r \to 0 \) \( [62] \), \( D \) is isotropic, i.e. it does not depend on the \( x \) or \( y \) direction. To find the Tan contact, we start from the 2D Fourier transform of a radially symmetric wavefunction \( \Psi(\rho) \) \( [57, 58] \), namely

\[
\tilde{\Psi}(k,t) = 2\pi \int_{0}^{\infty} d\rho \rho \Psi(\rho,t) J_{0}(2\pi \rho k),
\]

(34)

where \( J_{0}(x) \) denotes the zeroth order Bessel function. In our setup, the wavefunction \( \Psi(x,y) \) is radially symmetric only for small \( x, y \). Thus, if we restrict the integration at very small values of \( \rho \), i.e. very large momenta, the contact is obtained from the leading order term \( (\sim 1/k^2) \) in the resulting expression \( [57] \), and reads

\[
D(\alpha, E) = \frac{B^2(\alpha, E)}{4\pi^4}.
\]

(35)

Therefore, this Tan contact is essentially defined by the normalization constant \( B(\alpha, E) \) of the wavefunction [Eq. (28)] and refers to the two-body state which is in turn characterized by the anisotropy parameter \( \alpha \) and the energy \( E \). Moreover, if \( \alpha = 1 \), Eq. (35) reduces to \( D(1, E) = \frac{1}{\pi \psi(1/2)} \), which is the contact of a stationary eigenstate in an isotropic 2D trap \( [57] \), and \( \psi(1/2) \) is the trigamma function \( [60] \). For large \( \alpha \), i.e. in the quasi-1D regime, only the term \( m = 0 \) dominates in the summation of Eq. (29) for the normalization constant \( B \). Hence, in this case the contact can be written as follows

\[
\frac{B^2(\alpha \gg 1, E)}{4\pi^4} = \frac{1}{\pi^{7/2}} \frac{\Gamma (-\frac{\alpha}{2} + \frac{1}{2})}{\Gamma (-\frac{\alpha}{2})} \frac{\psi(-\frac{\alpha}{2}) - \psi(-\frac{\alpha}{2} + \frac{1}{2})}{\sqrt{\alpha}}.
\]

(36)

This form is analogous to the Tan contact for two interacting bosons confined in a 1D harmonic trap \( [62, 88] \), rescaled by the anisotropy parameter \( \alpha \). To be more precise, the 1D Tan contact, when adopting the same convention for the Fourier transform as in Eq. (34), namely \( \tilde{\Psi}(k) = \int_{-\infty}^{\infty} dx e^{-2\pi ikx} \Psi(x) \), reads \( [88] \)

\[
D_{1D} = \frac{\Gamma \left( \frac{1}{2} - \epsilon \right)}{\pi^4 \Gamma(-\epsilon) \left[ \psi \left( \frac{1}{2} - \epsilon \right) - \psi(-\epsilon) \right]},
\]

(37)

where \( \epsilon = \frac{\alpha}{2} - \frac{1}{2} \), and the energy \( E \) is determined by the transcendental Eq. (18). Interestingly, when restoring the units of the system, a relation is established among the 1D and the 2D contacts namely

\[
D_{2D} = l_y \sqrt{\pi} D_{1D},
\]

(38)

which holds in the quasi-1D regime. As a consequence the 2D and the 1D contacts are linked via a geometric factor \( \sqrt{\pi} \) and the harmonic oscillator length of the strongly confined direction. Note that the three-dimensional contact is also related to the lower dimensional ones through specific geometric factors and the oscillator lengths in the tightly confined directions \( [15, 29, 30] \). In what follows, we shall explore \( D(\alpha, E) \) rescaled by the factor \( 1/l_y \) (or \( \sqrt{\alpha} \) in harmonic oscillator units) in order to expose the connection between the contacts in 1D and 2D, and subsequently show the saturation of the \( D_{2D} \) for large values of \( \alpha \) towards the value of the 1D contact.

Figure 7 depicts \( \sqrt{\alpha} D(\alpha, E_0) \) of the bound states at various (a) repulsive and (b) attractive interaction strengths (see legends) for increasing anisotropy parameter \( \alpha \).
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**FIG. 7.** Rescaled Tan contact \( \sqrt{\alpha} D(\alpha, E_0) \) of the bound state at various (a) repulsive and (b) attractive interaction strengths (see legends) for increasing anisotropy parameter \( \alpha \).
more attractive, while $\alpha$ is kept fixed. Indeed, inspecting Figs. 2 (a)-(f) reveals that for a stronger attraction the contribution of the bound state becomes substantial.

The rescaled contact $\sqrt{\alpha D(\alpha, \xi_1)}$ of the ground state as a function of the anisotropy parameter $\alpha$ is illustrated in Fig. 8 for various repulsive [Fig. 8 (a)] and attractive [Fig. 8 (b)] interactions. As it can be seen, in contrast to Fig. 7, $\sqrt{\alpha D(\alpha, \xi_1)}$ features an initial growth and then it saturates to a value that is proportional to the 1D contact [Eq. (38)] for all coupling strengths. Initially at $\alpha = 1$, the contact possesses a higher value for strong repulsions $\xi_2$, see Fig. 8 (a). However, this behavior is reversed as the anisotropy increases, and $\sqrt{\alpha D(\alpha, \xi_1)}$ acquires larger values for weaker repulsive interactions, compare for instance $g = 1$ and $g = 3$ in Fig. 8 (a) for $\alpha \geq 5$. This latter feature is better visualized in the inset of Fig. 8 (a) where $\sqrt{\alpha D(\alpha, \xi_1)}$ is showcased within the anisotropy interval $\alpha \in [1, 3]$ and the aforementioned inverted behavior occurs at $\alpha \approx 2$. Indeed, for increasing $\alpha$ we enter deep into the quasi-1D regime and therefore one should use the corresponding 1D interaction strength being related to its 2D counterpart via Eq. (20).

This relation maps the repulsive 2D interactions to attractive 1D interactions for large values of the anisotropy $\alpha$. For instance, Eq. (20) provides the mapping $g_{2D} = (1, 3, 20, 50) \mapsto g_{1D} = (-65.16, -17.42, -13.29, -12.96)$ for $\alpha = 10$. Similarly, for attractive interactions an increasing behavior of the short-range two-body correlations as captured by $\sqrt{\alpha D(\alpha, \xi_1)}$ occurs and then a tendency of saturation is observed independently of the coupling strength [Fig. 8 (b)]. When $\alpha$ is fixed, $\sqrt{\alpha D(\alpha, \xi_1)}$ acquires larger values for a stronger attraction. Here, Eq. (20) maps the strong 2D attraction to the strong 1D attraction, for large anisotropies. Explicitly this mapping reads $g_{2D} = (-50, -20, -3, -1) \mapsto g_{1D} = (-12.55, -12.26, -10.06, -7.07)$ for $\alpha = 10$.

VII. INTERACTION QUENCH DYNAMICS

Having analyzed the stationary properties of the two-boson system in the dimensional crossover from 2D to 1D we next proceed by investigating the resulting interaction quench dynamics of this setup for a fixed anisotropy parameter $\alpha$ and different postquench 2D interaction strengths $g$. As already discussed in Sec. IV the center-of-mass wavefunction $\Psi_{CM}(X, Y)$ [Eq. (5)] lies in the ground state and thus it is not affected by the interaction quench. Therefore, the center-of-mass wavefunction does not play any role in the description of the interaction quench dynamics and it will not be considered in the following analysis.

To be more precise, in order to study the dynamics, the system is initially prepared in an eigenstate $|\Psi_{in,rel}(x, y; 0)\rangle$ at an initial interaction strength $g^{in}$ with energy $\epsilon^{in}$ and at $t = 0$ this coupling strength is suddenly changed (quenched) to a final (postquench) value $g$. Then, the time-evolution of the initial wavefunction reads

$$|\Psi_{rel, t}(x, y; t)\rangle = e^{-iHt} |\Psi_{in,rel}(x, y; 0)\rangle = \sum_j \psi_{j, t}(x, y) \langle \Psi_{j, in,rel}(x, y; 0) | \psi_{in,rel}(x, y; 0) \rangle,$$

where the summation is performed over the eigenstates of the postquench Hamiltonian $|\Psi_{j, in,rel}(x, y)\rangle$ with energy $\xi_j$. The underlying overlap coefficients, $d_{i,j}$, are determined by employing the ansatz introduced in Eq. (39) as well as the orthonormality of the non-interacting wavefunctions $\phi_0(x)$ and have the form

$$d_{i,j} = \frac{B_i B_j}{\xi^{in}_i - \xi_j} \sqrt{\frac{\alpha}{\pi}} \sum_{m \geq 0} \frac{H_{m}^2(0)}{2m+1} \times \left[ \frac{\Gamma\left(\frac{am-\xi^{in}_i}{2}\right)}{\Gamma\left(\frac{1+am-\xi^{in}_i}{2}\right)} - \frac{\Gamma\left(\frac{am-\xi_j}{2}\right)}{\Gamma\left(\frac{1+am-\xi_j}{2}\right)} \right].$$

(40)
The dynamics is triggered by following an interaction quench from the ground state either at $g^{in} = -1$ towards the attractive regime is depicted in Fig. 9 (a) or at $g^{in} = 1$ towards the repulsive regime is shown in Fig. 9 (b) for various anisotropies namely $\alpha = 2$, $6.5$ and $50$. In both quench scenarios and for all displayed anisotropies, $|\bar{F}|$ drops from unity by developing a characteristic dip in the vicinity of zero postquench interactions indicating that the system is significantly perturbed for these values of $g$. However, $|\bar{F}|$ tends to approach values close to unity for large attractive or repulsive postquench interaction strengths $g$, evincing that the system remains close to its initial state. The width of the aforementioned dip of $|\bar{F}|$ becomes more narrow as $\alpha$ increases and its location is displaced towards zero postquench interactions. Also, the minimum value of $|\bar{F}|$ in the region of the dip increases for a larger anisotropy. Interestingly, for large postquench attractive or repulsive interactions, e.g. $|g| = 8$ in Figs. 9 (a) and (b), the system deviates more from its initial configuration as the anisotropy $\alpha$ becomes smaller. Furthermore, in both quench scenarios, as $\alpha$ increases, $|\bar{F}|$ tends to saturate close to unity for smaller interaction strengths $g$, see Figs. 9 (a) and (b). This latter behavior stems from the underlying energy spectrum presented in Fig. 2 and the associated energy gaps. Indeed, as the anisotropy increases, the saturation of the energies to their values at $g = 0$ occurs at smaller attractive or repulsive interactions. Therefore, by decreasing the anisotropy of the 2D system we can drive it out-of-equilibrium in a more efficient manner.

Due to the considered anisotropy of the 2D harmonic trap, different frequencies will be excited along the two spatial directions after the quench, thus yielding a much richer dynamics compared to the purely isotropic case, as has been reported in several experiments with anisotropic 3D traps \[37, 38\]. To study the excitations in the different spatial directions of the trap, we resort to the frequency spectra of the spatial extent of the relative wavefunction along the $x$ and $y$ directions \[90, 92, 93\]. The instantaneous spatial extent of the two-boson cloud in each spatial direction is given by the respective variances

\[
\langle x^2(t) \rangle = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dx dy \left| \langle x, y | \Psi_{rel,i}(x, y, t) \rangle \right|^2
\]

\[
\langle y^2(t) \rangle = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dx dy \left| \langle x, y | \Psi_{rel,i}(x, y, t) \rangle \right|^2.
\]

These observables allow us to monitor the expansion and contraction of the bosonic cloud in the course of the time-evolution and also to identify the frequencies of the participating modes in the dynamics along each spatial direction. This can be achieved by utilizing the frequency spectra of $\langle x^2(t) \rangle$ and $\langle y^2(t) \rangle$, namely $F(\omega_{x}) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} dt e^{i\omega_{x}t} \langle x^2(t) \rangle$ and $F(\omega_{y}) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} dt e^{i\omega_{y}t} \langle y^2(t) \rangle$ respectively.

Case examples of the above-mentioned frequency spectra are provided in Fig. 11 for $\alpha = 2$ and in Fig. 12 for $\alpha = 6.5$, upon applying an interaction quench from the ground state at $g^{in} = 1$ towards the attractive interaction regime. Note that the emergent frequencies stem from the non-trivial interplay between the anisotropy of the trap and the Hamiltonian terms. The results highlight the role of anisotropy in shaping the dynamics of the system, with different consequences for attractive versus repulsive interactions.
from the energy difference between specific eigenstates of the postquench Hamiltonian and will be denoted in the following as $\omega_{ij} = E_i - E_j$. Moreover the amplitude of these frequencies suggests their degree of participation in the time-evolution. Regarding the motion of the bosons along the $x$ direction we calculate the frequency spectrum $F(\omega_x)$, see Fig. 10(a). In the attractive interaction regime, there is a dominant frequency marked as $\omega_{2,1}$ which corresponds to the energy difference between the ground and the first excited state. Additionally, there are two other frequencies denoted by $\omega_{1,0}$ and $\omega_{3,2}$ possessing a relatively much smaller amplitude than $\omega_{2,1}$. These frequencies refer to the energy difference between the bound and the ground state and of the second with the first excited states respectively. Close to zero postquench interactions, all these frequencies approach $\omega_x \simeq 2$. The latter can be easily deduced by inspecting the corresponding energy spectrum at $\alpha = 2$, see Fig. 2(b), where the energy spacing is uniform at zero interactions in contrast to the non-uniform energy gaps appearing in both the repulsive and the attractive interaction regimes. Furthermore, in the vicinity of $g = 0$ another frequency contributes to the spectrum of $\langle x^2(t) \rangle$, namely $\omega_{3,1}$ whose amplitude decreases substantially for attractive as well as repulsive interactions. Entering the repulsive interaction regime we observe that mainly two frequencies dominate, i.e. $\omega_{2,1}$ and $\omega_{3,2}$. Turning to the dynamical evolution in the $y$ direction the spectrum $F(\omega_y)$ is presented in Fig. 11(b). Evidently, a larger number of frequencies are involved in the dynamics, but with an amplitude being of an order of magnitude smaller than the corresponding ones in the $x$ direction. In particular, for attractive interactions there are predominantly four contributing frequencies, namely $\omega_{2,1}$ and $\omega_{3,1}$, which stem from the energy difference between the ground and the first and second excited states respectively. Also, the frequencies $\omega_{1,0}$ and $\omega_{2,0}$ are imprinted in the spectrum and refer to the energy difference among the bound state and the ground or first excited state respectively. Approaching the non-interacting regime, $g = 0$, two more frequencies appear i.e. $\omega_{4,1}$ and $\omega_{3,2}$ [hardly visible in Fig. 11(b)]. Note that at $g = 0$ all three frequencies, $\omega_{2,1}$, $\omega_{3,2}$ and $\omega_{1,0}$, merge to $\omega_y \simeq 2$, see also the previous discussion. However, on the repulsive regime essentially two frequencies dominate, i.e. $\omega_{2,1}$ and $\omega_{3,1}$.

The frequency spectra of $\langle x^2(t) \rangle$ and $\langle y^2(t) \rangle$ for a larger
anisotropy \( \alpha = 6.5 \) and for the same interaction quench scenario as before are illustrated in Fig. 11. Along the \( x \) direction [Fig. 11 (a)] and for interparticle attractions, the most prominent frequency corresponds to the energy difference between the ground and the first excited state i.e. \( \omega_{2,1} \). There is also another frequency, stemming from the energy difference of the bound and the ground state, \( \omega_{1,0} \), which becomes more prominent close to zero postquench interactions. This frequency possesses a larger value compared to the corresponding one for \( \alpha = 2 \), see also Fig. 11 (a), since the energy difference between the two involved states grows with increasing anisotropy parameter, as shown explicitly in Fig. 3 (b). For \( g \approx 0 \), there is an additional frequency present, namely \( \omega_{3,1} \), which disappears for attractive as well as repulsive interactions. The frequencies regarding the dynamics along the \( y \) direction [Fig. 11 (b)] are fainter from the respective ones in the \( x \) direction by almost two orders of magnitude. Moreover for attractive interactions, more frequencies are involved in the dynamics in the strongly confined direction, with the most prominent one stemming from the energy difference between the ground and the bound state, \( \omega_{1,0} \). In the vicinity of zero interactions, there is a multitude of frequencies referring to the energy difference between the ground and higher excited states such as \( \omega_{2,1} \) and \( \omega_{4,1} \), as well as frequencies stemming from higher-lying energy eigenstates e.g. \( \omega_{11,7} \) and \( \omega_{13,7} \). Note here that some of the frequencies depicted in Fig. 11 (b) have a very small amplitude and are not identified by specific energy differences between the eigenstates of the system. A further increase of the anisotropy parameter \( \alpha \), essentially freezes out the motion along the \( y \) direction and the frequencies involved in the dynamics become fainter (not shown for brevity). The most prominent frequency that remains is the energy difference between the bound and the ground state in the attractive regime.

To unveil the dynamical spatial redistribution of the two bosons, subjected to an interaction quench, from a single-particle perspective we inspect their reduced one-body density which can be experimentally probed\(^{13, 76}\). It is defined as follows

\[
\rho^{(1)}(x_1, y_1; t) = \int dx_2 dy_2 |\Psi_{\text{CM}}(X(x_1, x_2), Y(y_1, y_2))| \times |\Psi_{\text{rel}}(x(x_1, x_2), y(y_1, y_2); t)|^2. \tag{44}
\]

In particular, the time-evolution of the one-body reduced density starting from a state characterized by energy \( \mathcal{E}_i^{\text{en}} \) at \( g^\text{in} \) towards \( g \) reads

\[
\rho^{(1)}(x_1, y_1; t) = \left( \frac{\sqrt{\alpha}}{\pi} \right)^3 e^{-(x_1^2 + \alpha y_1^2)} \sum_{j,j'} e^{i(\mathcal{E}_j - \mathcal{E}_{j'})t} B_{j'B_j} d_{i,j}^* d_{i,j'}^* \sum_{n,m} \frac{H_n(0)H_m(0)}{(n+m+2)!n!m!} \\
\Gamma \left( \frac{\alpha n - \mathcal{E}_j}{2} \right) \Gamma \left( \frac{\alpha m - \mathcal{E}_{j'}}{2} \right) \int_{-\infty}^{\infty} dy_2 e^{-\alpha y_2^2} H_n \left( \sqrt{\frac{\alpha y_1 - y_2}{\sqrt{2}}} \right) H_m \left( \sqrt{\frac{\alpha y_1 - y_2}{\sqrt{2}}} \right) \\
\int_{-\infty}^{\infty} dx_2 e^{-x_2^2 U} \left( \frac{\alpha m - \mathcal{E}_{j'}}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{x_1 - x_2}{2}, \frac{x_1 - x_2}{2} \right) U \left( \frac{\alpha m - \mathcal{E}_{j'}}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{x_1 - x_2}{2}, \frac{x_1 - x_2}{2} \right). \tag{45}
\]

Figures 12 and 13 display snapshots of the reduced one-body density for a quench from the ground state at \( g^\text{in} = 1 \) to \( g = -0.2 \) for \( \alpha = 2 \) and 6.5 respectively. We remark that the postquench interaction is close to the non-interacting regime where the time evolved state deviates significantly from the initial one, see also Fig. 9 (b)]. Referring to the case of \( \alpha = 2 \) [Fig. 12 (a), (b), (c) and (e)] we observe the appearance of two-humped structures in both the \( x \) and \( y \) directions, see for instance Figs. 12 (a), (b), (c) and (e). However, during the contraction of the bosonic cloud, the two-hump structure is destroyed by means of a smoothening of the density profile and the development of a cross-like pattern [Figs. 12 (f), (h)]. Note that the contraction of the bosons is identified by inspecting the time-evolution of \( \langle x^2(t) \rangle \) and \( \langle y^2(t) \rangle \) (not shown for brevity). In particular, when \( \langle x^2(t) \rangle \) and \( \langle y^2(t) \rangle \) experience minima [maxima] the bosons feature a contraction [expansion]. Moreover, the two-hump structure shown in the one-body density [Figs. 12 (b), (c) and (e)] is associated with the expansion of the cloud, a result that can again been confirmed from the dynamics of \( \langle x^2(t) \rangle \) and \( \langle y^2(t) \rangle \).

For a larger anisotropy, e.g. \( \alpha = 6.5 \) shown in Fig. 13, the motion along the \( y \) direction is frozen out, as anticipated by the frequency spectra presented in Fig. 11 (b). Thus, the single-particle density evolution takes place predominantly along the \( x \) direction, and corresponds to a breathing dynamics. Indeed, when the density expands there is a two-hump structure, see Figs. 13 (b), (d) and (f), whilst for a contraction in the \( x \) direction [see Figs. 13 (c), (e) and (g)] the two-hump pattern disappears and the density dip around the trap center is filled. Again, the contraction and expansion of the two bosons is identified by inspecting the minima and maxima of \( \langle x^2(t) \rangle \) and \( \langle y^2(t) \rangle \) after the quench. We finally remark that for both anisotropies, the one-body density evolution mainly resides in a superposition of the bound and the ground states with the ground state possessing the largest con-
1D scattering lengths. Moreover, we have derived an anisotropic 2D regime, where the anisotropy is very large, the energy eigenstates for a fixed interaction strength varies with the anisotropy. 

It is shown that for interparticle distances much smaller than the harmonic oscillator length in the less tightly confined direction the wavefunction exhibits a logarithmic singularity, a feature which is inherently related to two spatial dimensions. In momentum space, the wavefunction exhibits a multihump structure along the weaker confined direction with the humps being elongated along the other direction. This latter behavior becomes more prominent as the anisotropy increases. The corresponding one-body densities feature a two-hump structure along the spatial direction where the confinement is less tight, a behavior that is more pronounced for a larger anisotropy. For higher-lying excited states the inter-hump separation is enhanced.

Subsequently we have investigated the Tan contact, which captures short-range two-body correlations, for different anisotropies in both the repulsive and the attractive interaction regimes. Inspecting the contact of the ground state reveals an increasing tendency for larger anisotropies independently of the sign of the interaction and does not saturate as the quasi-1D region is approached. Furthermore, the short-range two-body correlations of the ground state increases for small anisotropies and subsequently saturates for larger ones. Within the quasi-1D regime, a relation is established among the two- and the 1D contacts unveiling that they are proportional by a geometric factor and the harmonic oscillator length along the strongly confined direction.

Apart from the stationary properties, we have also examined the dynamical evolution of the system by applying an interaction quench for different anisotropies. Employing the time-averaged fidelity of the system we have showcased that the time-evolved state deviates significantly from the initial one in the vicinity of zero postquench interactions whilst it is less perturbed for stronger postquench interactions. Moreover, for increasing anisotropy the system becomes less perturbed after an interaction quench of fixed amplitude in both the attractive and the repulsive coupling regimes. The quench excites a breathing motion in both the $x$ and the $y$ directions, with a distinct number of participating frequencies in each spatial direction. At large anisotropies the motion along the $y$ direction freezes out, and there are many eigenstates contributing in the dynamics with the most prominent one being the bound state. The dynamical response is also visualized on the one-body level, by monitoring the evolution of the reduced one-body density after an interaction quench in the vicinity of zero interactions, where the time-evolved state deviates substantially from the initial one. For small anisotropies the bosonic cloud undergoes a periodic expansion and contraction dynamics in both spatial directions, with the appearance of a two hump structure building upon the one-body density in both the $x$ and $y$ spatial directions. An increasing anisotropy, causes density oscillations and the development of two humps along the less tight direction, while the motion in the tightly confined direction is frozen out.

There are several research directions that one can pursue in future works. A straightforward extension is to perform a quench of the anisotropy parameter, and investigate the resulting non-equilibrium dynamics of the...
two-bosons from the 2D plane to the quasi-1D regime and vice versa. Here, it is interesting to inspect how efficiently one can populate specific eigenstates since this quench changes the energy gaps between the various states. Another prospect is to consider a long-range interaction between the atoms, such as a dipolar coupling, in order to study how the long-range character affects the energy spectra and also the non-equilibrium dynamics. Finally, the extension to three interacting bosons in an anisotropic 2D trap and exploring their stationary and dynamical properties is certainly of interest. The latter endeavor can shed light e.g. into the dynamical formation of trimer bound states.
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Appendix A: Transcendental equation for the relative energies

In this appendix the transcendental equation for determining the energy of two bosons confined in a 2D harmonic trap with anisotropy parameter \( \alpha \) is derived. Plugging Eq. (13) into Eq. (12) and performing the change of variables \( z = e^{-L} \) in \( I(f(E)/2) \), the equation that determines the energy of the system reads

\[
-\gamma + \ln L + \ln 2 + \sqrt{\alpha} \int_0^e \frac{e^{-L} \sqrt{1-z} f(E)/2-1}{\sqrt{1-z}} \, dz = \ln(\alpha_n^2).
\]

(A1)

As it has already been remarked in Sec. II, the integral appearing in the general form of the wavefunction [Eq. (14)] converges for \( f(E) > 0 \), which corresponds to eigenstates with energy lower than \( \frac{\alpha+1}{2} \). To extend Eq. (A1) to energies larger than the zero point oscillation energy, we shall use the following relation that the integral \( I(f(E)/2) \) satisfies:

\[
I(f(E)/2) = I(\alpha+f(E)/2) + \int_0^{e^{-L}} \frac{e^{-L} \sqrt{1-z}}{\sqrt{1-z} \sqrt{1-z}} \, dz = \frac{\alpha_n^2}{\alpha}.
\]

(A2)

The latter integral can be performed analytically, if the term \( \sqrt{1-z^\alpha} \) is expanded as a Taylor series yielding

\[
I \left( \frac{f(E)}{2} \right) = I \left( \alpha + \frac{f(E)}{2} \right) + \frac{1}{2} \sum_{n=0}^{\infty} \frac{(1/2)^n}{n} \frac{\sqrt{\pi}(-1)^n}{\Gamma \left( \frac{1}{2} + \frac{f(E)}{2} + \alpha n \right)}, \quad \frac{1}{\alpha+k} \]

(A3)

The last point that one needs to take care of is the divergence of the integral \( I(f(E)/2) \) as \( L \rightarrow 0 \). This divergence turns out to be logarithmic and it can be extracted from the following integral

\[
I \left( \frac{f(E)}{2} \right) = -\frac{\ln L}{\sqrt{\alpha}} + \int_0^1 dz \ln(1-z) \varphi' \left( \frac{f(E)}{2} \right),
\]

where \( \varphi \left( \frac{f(E)}{2} \right) = z \frac{f(E)}{2} \) and the differentiation is with respect to the variable \( z \). Moreover, the first term cancels exactly the term \( \ln L \) present in the transcendental Eq. (A1). We can further express Eq. (A1) in the form

\[
-\gamma + 2 \ln 2 + \sqrt{\alpha} \int_0^1 dz \ln(1-z) \varphi' \left( \frac{f(E)}{2} \right) = -\frac{1}{g}, \quad \frac{1}{g}
\]

(A5)

The latter is exactly the transcendental equation that we are seeking. We remark that Eq. (A3) extends the validity of Eq. (A5) to \( f(E) < 0 \), determining thus completely the relative energy of the two bosons.

Appendix B: Retrieving the 1D spectrum

To recover the well-known 1D energy spectrum from the transcendental Eq. (A1) we assume that \( \alpha \gg 1 \). In this case one can separate the integral \( I \left( \frac{f(E)}{2} \right) \) into two parts, namely

\[
I \left( \frac{f(E)}{2} \right) = \int_0^\theta dx \frac{x^{(f(E)/2)-1}}{\sqrt{1-x}} + \int_{\theta}^{e^{-L}} dx \frac{1}{\sqrt{1-x} \sqrt{1-x}}, \quad \frac{1}{g}
\]

(B1)

where \( \theta \) is a parameter very close to unity, such that \( \frac{1}{\sqrt{1-x}} \leq 1 + \epsilon \) on the interval \( [0, \theta] \), with \( \epsilon \ll 1 \). In this case, \( \theta = 1 - \frac{g}{\alpha} \), with \( k = 1 - \frac{\ln \ln(1/\epsilon)}{\ln \alpha} \), a number close to 1. Therefore, \( I_1 \) reads

\[
I_1 = \sqrt{\pi} \frac{\Gamma \left( \frac{f(E)}{2} \right)}{\Gamma \left( \frac{1}{2} + \frac{f(E)}{2} \right)} + O \left( \frac{1}{\alpha k} \right), \quad \frac{1}{g}
\]

(B2)
assuming that θ is very close to 1. In the second part, \( I_2 \), the dependence on the energy is dropped, since in this interval \( x \) is very close to unity. Furthermore, the term \( 1/\sqrt{1-x^2} \) can be expanded for \( x \) close to unity as follows

\[
\frac{1}{\sqrt{1-x^2}} = \frac{1}{\sqrt{\alpha \sqrt{1-x}}} + \frac{(\alpha-1)\sqrt{1-x}}{4\sqrt{\alpha}} + \mathcal{O}((1-x)^{3/2})
\]  

(B3)

Keeping the first two terms, the integral \( I_2 \) becomes

\[
I_2 = -\frac{\ln L}{\sqrt{\alpha}} - k \frac{\ln \alpha}{\sqrt{\alpha}} + \frac{1}{4\sqrt{\alpha}} + \mathcal{O}\left(\frac{1}{\alpha}\right)
\]  

(B4)

The other terms are of the order of \( \mathcal{O}\left(\frac{1}{\alpha}\right) \) and for sufficiently large \( \alpha \) become negligible. Gathering the two integrals \( I_1 \) and \( I_2 \) (Eqs. [B2], [B4]) together, the transcendental Eq. [A1] becomes

\[
-\gamma + \sqrt{\pi\alpha} \frac{\Gamma\left(\frac{l(k)}{k}\right)}{\Gamma\left(\frac{1}{2} + \frac{l(k)}{2}\right)} + \ln 2 - k \ln \alpha + \frac{1}{4} = \ln(a_{2D}^2).
\]  

(B5)

This expression is the transcendental equation of two bosons deep into the quasi-1D regime.

[1] I. Bloch, J. Dalibard, and W. Zwerger, Rev. Mod. Phys. 80, 885 (2008).
[2] D. Blume, Rep. Prog. Phys. 75, 046401 (2012).
[3] S. Inouye, M.R. Andrews, J. Stenger, H. J. Miesner, D.M. Stamper-Kurn, and W. Ketterle, Nature 392, 151 (1998).
[4] C. Chin, R. Grimm, P. Julienne, and E. Tiesinga, Rev. Mod. Phys. 82, 1225 (2010).
[5] A. Görlitz, J.M. Vogels, A. E. Leanhardt, C. Raman, T. L. Gustavson, J. R. Abo-Shaeer, A. P. Chikkatur, S. Gupta, S. Inouye, T. Rosenband, and W. Ketterle, Phys. Rev. Lett. 87, 130402 (2001).
[6] D. S. Petrov, D. M. Gangardt, and G.V. Shlyapnikov, J Phys IV France 116, 5 (2004).
[7] K. Merlo, R. Dubessy, L. Longchamon, A. Perrin, P.-E Pottie, V. Lorent and H. Perrin, New J. Phys. 15, 033007 (2013).
[8] I. Boettcher, L. Bayha, D. Kedar, P. A. Murthy, M. Neidig, M. G. Reis, A. N. Wenz, G. Zürn, S. Jochim, and T. Enss, Phys. Rev. Lett. 116, 045303 (2016).
[9] A. N. Wenz, G. Zürn, S. Murmann, I. Bronzov, T. Lonpe, and S. Jochim, Science 342, 457 (2013).
[10] P. Serwane, G. Zürn, T. Lonpe, T. B. Ottenstein, A. N. Wenz, S. Jochim, Science 332, 6027 (2011).
[11] T. Sowiński, M. A. García-March, Rep. Prog. Phys. 82, 104401 (2019).
[12] C. H. Greene, P. Giannakes, and J. Pérez-Ríos, Rev. Mod. Phys. 89, 035006 (2017).
[13] Q. Guan, V. Klinkhamer, R. Klement, J.H. Becher, A. Bergschneider, P.M. Preiss, S. Jochim, and D. Blume, Phys. Rev. Lett. 122, 083401 (2019).
[14] G. C. Katsimiga, S. I. Mistakidis, G. M. Koutentakis, P. G. Kevrekidis and P. Schmelcher, New J. Phys. 19, 123012 (2017).
[15] M. He and Q. Zhou, Phys. Rev. A 100, 012701 (2019).
[16] M. Olshanii Phys. Rev. Lett. 81, 938 (1998).
[17] D. S. Petrov and G. V. Shlyapnikov, Phys. Rev. A 64, 012706 (2001).
[18] D. S. Petrov, M. Holzmann, and G. V. Shlyapnikov, Phys. Rev. Lett. 84, 2551 (2000).
[19] L. Pricoupenko, Phys. Rev. Lett. 100, 170404 (2008).
[20] S. Lammers, I. Boettcher, and C. Wetterich, Phys. Rev. A 93, 063631 (2016).
[21] B. M. Faigle-Cedzich, J. M. Pawlowski, and C. Wetterich, arXiv:1910.07365 (2019).
[22] S.R. Bean and M. Jafry, J. Phys. B: At. Mol. Opt. Phys. 52 035001 (2019).
[23] T. Bergeman, M. G. Moore, and M. Olshanii, Phys.Rev. Lett. 91, 163201 (2003).
[24] E. Haller, M. J. Mark, Russell Hart, J. G. Danzl, L. Reichsöllner, V. Melezhik, P. Schmelcher, and H-C. Nägerl, Phys. Rev. Lett. 104, 153203 (2010).
[25] V. S. Melezhik and P. Schmelcher, Phys. Rev. A 84, 042712 (2011).
[26] P. Giannakes, F. K. Diakonos, and P. Schmelcher, Phys. Rev. A 86, 042703 (2012).
[27] T. Ilg, J. Krumm, L. Santos, D.S. Petrov, and H.P. Büchler, Phys. Rev. A 98, 051604(R) (2018).
[28] P. Zin, M. Pylak, T. Wasak, K. Jachymski, Z. Idziaszek, arXiv:1911.02384 (2019).
[29] M. Valiente, N. T. Zinner, and K. Mölmer, Phys. Rev. A 86, 043616 (2012).
[30] J. Decamp, M. Albert, and P. Vignolo, Phys. Rev. A 97, 033611 (2018).
[31] F. F. Bellotti, T. Frederico, M. T. Yamashita, D. V. Fedorov, A. S. Jensen, and N. T. Zinner, Phys. Rev. A 87, 013610 (2013).
[32] E. Garrido and A. S. Jensen, Phys. Rev. Research 1, 023009 (2019).
[33] T. Peppler, P. Dyke, M. Zamorano, I. Herrera, S. Hoinka, and C.J. Vale, Phys. Rev. Lett. 121, 120402 (2018).
[34] M. Holten, L. Bayha, A.C. Klein, P.A. Murthy, P.M. Preiss, and S. Jochim, Phys. Rev. Lett. 121, 120401 (2018).
[35] L.P. Pitaevskii, Phys. Lett. A 221, 14 (1996).
[36] L.P. Pitaevskii and A. Rosch, Phys. Rev. A 55, R853(R) (1997).
[37] S. E. Pollack, D. Dries, R. G. Hulet, K. M. F. Magalhães, E. A. L. Henn, E. R. F. Ramos, M. A. Caracanhas, and V. S. Bagnato, Phys. Rev. A 81, 053627 (2010).
[38] M. Kottke, T. Schütte, L. Cacciapuoti, D. Hellweg, S. Drenkhoff, W. Ertmer, and J. J. Arlt, Phys. Rev. A 72, 053631 (2005).
[39] V. J. Bolsinger, S. Krönke, and P. Schmelcher, Phys. Rev. A 96, 013618 (2017).
