Entanglement barrier and its symmetry resolution: theory and experiment
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The operator entanglement (OE) is a key quantifier of the complexity of a reduced density matrix. In out-of-equilibrium situations, e.g. after a quantum quench of a product state, it is expected to exhibit an entanglement barrier. The OE of a reduced density matrix initially grows linearly as entanglement builds up between the local degrees of freedom, it then reaches a maximum, and ultimately decays to a small finite value as the reduced density matrix converges to a simple stationary state through standard thermalization mechanisms. Here, by performing a new data analysis of the published experimental results of [Brydges et al., Science 364, 260 (2019)], we obtain the first experimental measurement of the OE of a subsystem reduced density matrix in a quantum many-body system. We employ the randomized measurements toolbox and we introduce and develop a new efficient method to post-process experimental data in order to extract higher-order density matrix functionals and access the OE. The OE thus obtained displays the expected barrier as long as the experimental system is large enough. For smaller systems, we observe a barrier with a double-peak structure, whose origin can be interpreted in terms of pairs of quasi-particles being reflected at the boundary of the qubit chain. As U(1) symmetry plays a key role in our analysis, we introduce the notion of symmetry resolved operator entanglement (SROE), in addition to the total OE. To gain further insights into the SROE, we provide a thorough theoretical analysis of this new quantity in chains of non-interacting fermions, which, in spite of their simplicity, capture most of the main features of OE and SROE. In particular, we uncover three main physical effects: the presence of a barrier in any charge sector, a time delay for the onset of the growth of SROE, and an effective equipartition between charge sectors.

I INTRODUCTION

The investigation of the non-equilibrium dynamics of isolated many-body quantum systems is a major challenge of modern physics. Owing to the highly tunable modern experimental settings for analog simulations [1–4], it has become possible to engineer Hamiltonian dynamics of isolated quantum systems, ranging from integrable to chaotic systems, and measure non-trivial physical properties, such as the entanglement growth following a quantum quench [5–9] and out-of-time ordered correlators [10–14].

Unfortunately, the absence of numerical algorithms to effectively simulate these systems on a classical computer for large times is the main obstacle toward the complete understanding of quantum relaxation and thermalization. In this respect, the most effective and versatile algorithms are surely those based on matrix product state (MPS) and tensor network methods [15–19]. However, the linear growth of the entanglement entropy [20, 21] requires an exponential complexity (in bond dimension) of the MPS approximating the physical state which severely limits the largest simulable times [22].

Typically, these systems relax to statistical ensembles with little or no entanglement. How is this compatible with the growth of complexity of the MPS approximation? The solution of such a conundrum is simple: relaxation happens locally [23–25], hence it is enough to focus solely on the reduced density matrix ρ of a subsystem S, rather than on the entire pure state containing physically irrelevant correlations. Indeed, rather than an MPS, the subsystem density matrix is approximated by a matrix product operator (MPO) with small bond dimension D [26–32]. What is then the quantity that correctly assesses the validity of this approximation? It is the operator entanglement (OE) of the reduced density matrix, which is the main subject of this manuscript.

To introduce this quantity, it is useful to note that every bipartite density matrix ρ_{AB} can be decomposed as follows:

\[
\frac{\rho_{AB}}{\sqrt{\text{Tr}(\rho_{AB}^2)}} = \sum_i \lambda_i O_{A,i} \otimes O_{B,i},
\]

where all expansion coefficients λ_i are real and positive, and the associated operators O_{A,i}, O_{B,i} are orthonor-
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nal with respect to the Hilbert-Schmidt inner product $(\text{Tr}(O_{A,i}^\dagger O_{A,j})) = \text{Tr}(O_{B,i}^\dagger O_{B,j}) = \delta_{i,j}$, where $\delta_{i,j}$ is the Kronecker delta), see e.g. [33]. Such a decomposition is called an operator Schmidt decomposition of $\rho_{AB}$, and has the property that the set of Schmidt coefficients $\lambda_i$ is unique (although the whole decomposition is not). The number of such non-zero coefficients is called the operator Schmidt rank of $\rho_{AB}$. Our choice of normalization on the lhs of Eq. (1) ensures that the Schmidt coefficients thus introduced obey $\sum_i \lambda_i^2 = 1$, i.e. the set $\{\lambda_i^2\}$ forms a probability distribution of (squared) Schmidt values.

In an MPO algorithm, the density matrix $\rho_{AB}$ is ‘compressed’ by truncating the full sum to only the $D$ largest contributions, for some reasonably low value of $D$. Typically, the approximation is accurate provided that the distribution $\{\lambda_i^2\}$ of squared Schmidt values in Eq. (1) has small Shannon entropy, i.e. $S(\rho_{AB}) = S(\{\lambda_i^2\}) = -\sum_i \lambda_i^2 \log(\lambda_i^2)$ is small enough. This quantity is called the operator entanglement [26, 27, 34, 35] of the bipartite density matrix $\rho_{AB}$. In this paper we will focus on the operator entanglement of a reduced density matrix. Its main physical feature is the presence of an entanglement barrier [29, 36, 37]: after a quantum quench from a low-entangled state, the OE of a subsystem density matrix initially grows linearly and then decays at longer times, thus displaying a barrier-shaped curve. The initial linear growth is a consequence of the generic linear growth of the (state) entanglement entropy after a quench [20, 21], while the decay at later times reflects the convergence of the reduced density matrix towards a simple stationary state [29], through the mechanism of thermalization [23, 24, 38–43] (or relaxation to a Generalized Gibbs ensemble [44–47]).

The emergence of the entanglement barrier for the OE of a reduced density matrix in ergodic dynamics can be linked straightforwardly to the distribution of squared Schmidt values $\{\lambda_i^2\}$ from Eq. (1). At early times the evolution starts from a pure product state, when only a single Schmidt value is different from zero. The building up of entanglement is reflected in the increasing number of non-zero Schmidt coefficients $\lambda_i$. For long times the system eventually locally approaches a Gibbs or Generalized Gibbs ensemble, which obeys the operator area law [29], i.e. it is constant in the subsystem size, and again only few Schmidt values give a sizeable contribution to the OE. For example, in the infinite temperature limit, since the density matrix is proportional to the identity, $\rho \propto I = (I_A \otimes I_B)$, only a single Schmidt value is different from zero and the OE vanishes.

Inspired by the relevance of the entanglement barrier, our goal is to observe it in an experimental quantum many-body system, using the randomized measurement data of the trapped ion experiment of Ref. [7]. The randomized measurement toolbox [48] has enabled measuring state-agnostically properties of the underlying quantum state, such as purity and Rényi entanglement entropies [7, 9, 48–50], negativities [51–53], state fidelities [49, 54, 55] with a lower measurement cost compared to quantum state tomography [56–60]. One particular fruitful development is the formalism of classical shadows [49, 61] that provides estimations of additional non-linear functionals of the density matrix, such as the OE [62]. However, measuring OE using the current randomized measurement toolbox requires a prohibitively expensive postprocessing method. To overcome this limitation and observe OE for a reasonable system size, we introduce in this work the batch shadows estimator. This new estimator, which should be of independent interest for the randomized measurement toolbox as a whole, provides a fast postprocessing technique for estimating multi-copy expectation values as functions of the density matrix. Importantly, this method offers, up to factors of order one in the experimentally relevant scenario, the same performance guarantees as classical shadows in terms of required number of measurements to overcome statistical errors. This enables us to experimentally access the OE and, in turn, witness the entanglement barrier.

As a second important result, the experimental setup of Ref. [7] provides us with an opportunity to study how the OE content is structured due to the presence of a symmetry which, here, is a $U(1)$ symmetry associated with the number of spin excitations. In the case of pure state entanglement, the fruitful notion of symmetry-resolved entropies [63–65] has been introduced recently, computed theoretically [66–75] and experimentally observed [52, 53, 76]. Here, we generalize this to the case of OE. Based on suitable supercharge operators (throughout this paper, we refer to the operators in the space of operators as superoperators and to the corresponding charges as supercharges), we introduce a notion of symmetry resolved operator entanglement (SROE), for which we also provide tractable estimation protocols. Using the SROE, we can theoretically study and experimentally observe a symmetry-resolved entanglement barrier. This is relevant for understanding thermalization in $U(1)$ symmetric non-equilibrium quantum systems, but also for numerical simulations, because symmetries can be incorporated in MPO algorithms.

II SUMMARY OF RESULTS

Here we provide a bird’s eye view of the results in this paper. The remaining manuscript is organised as follows. In Sec. III, we introduce formally the operator entanglement (OE) and its symmetry resolution (SROE). In Sec. IV, we demonstrate and describe the details of the randomized measurement protocol used to measure OE and SROE of the experiment performed in Ref. [7]. In Sec. V, we study analytically the SROE of the reduced density matrix of a subsystem of critical free fermionic chains after a quantum quench. Finally we draw our conclusions in Sec. VI. We include five appendices with more details about the analytical and numerical computations. In App. A, we provide entanglement conditions for mixed states using quantities introduced for the
Let us thus start by providing a short summary of the results in this paper. The main points are also illustrated in Fig. 1.

1. For the first time, we provide a general definition of the symmetry resolution of the OE in the presence of a global $U(1)$ symmetry. This is done formally in Sec. III and App. B.

2. We introduce a new analysis method, which allows us to measure the OE and SROE of a subsystem’s density matrix in a many-body quantum system from the published experimental data of Brydges et al. [7] presenting a $U(1)$ conserved charge.

Namely, we employ the randomized measurement toolbox [48] and propose a new efficient method to post-process experimental data in order to extract arbitrary higher-order density matrix functionals of the form $\text{Tr}(O^{(n)}\rho^{\otimes n})$ expressed in terms of an $n$-copy operator $O^{(n)}$. A schematic of this procedure is shown in Fig. 1a), and its details are elaborated in Sec. IV, as well as App. C - E. This tool is employed to extract the experimental results presented in Fig. 1b)-c). Here we show the measured OE and SROE, as in Eq. (4), that are supported by tensor network simulations modelling the full experiment, i.e. the open dynamics of a long-range XY model starting from the Néel state, with conserved magnetization along the $z$-axis. Our main observations of Sec. IV are summarized here:

(a) We witness experimentally the entanglement barrier of the OE and the SROE in the charge sector $q = 0$ (Fig. 1b), for a bipartite subsystem $A \cup B$ comprised of four out of $N = 20$ ions. These barriers present bump structures due to finite size effects. For a small-
ler system $N = 10$, we observe a second growth of OE after the first peak, as shown in Fig. 1c). This can be interpreted as an effect of quasi-particles reflected at the boundary of the chain, as described in Sec.IV D.

(b) We observe a qualitative agreement of SROE with the numerical results for charge sectors $q = \pm 1$ at early times. The sizeable deviation between theory and experiment for $N = 20$ (Fig. 1b) is caused by the small populations in the corresponding charge sectors and by the low measurement statistics available from the experiment.

3. To gain insights into SROE and its own entanglement barrier, we provide a thorough theory analysis in chains of non-interacting fermions, which despite their simplicity capture the main physical features of the OE and SROE. This is already visible for small system sizes $N$, by comparing Fig. 1b and 1c) with 1d) and 1e), respectively. For these free models we moreover obtain the general formula in Eq. (45), which governs the evolution of the SROE. This formula allows us to uncover three main physical effects, which we expect to appear more generically in chains of qubits, beyond the simple non-interacting fermion ones. These effects are:

(a) the appearance of a barrier for SROE in any charge sector, which resembles the behavior of the total OE;

(b) a time delay for the onset of the SROE that grows linearly with the charge sector of the subsystem;

(c) the effective equipartition in the scaling limit of large time and subsystem size for small charges (see Eq. (46)), where by equipartition we mean that the SROE is equally distributed among the different symmetry sectors.

These effects are visible in Fig. 1f). There we plot OE and SROE of the reduced density matrix, for a bipartition $A \cup B$, where the numerical results are obtained for a quench in the tight-binding model from the Néel state while the solid lines correspond to Eq. (45).

### III OPERATOR ENTANGLEMENT AND SYMMETRY RESOLUTION

In this section, we formally revisit the OE definition, emphasize its connection to mixed state entanglement and also introduce symmetry resolved OE in the presence of an additive global conserved charge.

#### A Definition of Operator Entanglement

Operator entanglement, or OE for short, can be defined for arbitrary operators acting on a bipartite quantum system $A \cup B$. But, for the sake of simplicity and clarity, we here present and discuss it solely for bipartite density operators $\rho_{AB}$.

Recall from Eq. (1) that every $\rho_{AB}$ admits an operator Schmidt decomposition

$$\frac{\rho_{AB}}{\sqrt{\text{Tr}(\rho_{AB}^2)}} = \sum_{i=1}^{R} \lambda_i O_{A,i} \otimes O_{B,i}, \quad (2)$$

where $R = \text{srank}(\rho_{AB})$ is the (operator) Schmidt rank, $\lambda_1, \ldots, \lambda_R > 0$ are the Schmidt coefficients and $O_{A,i}$, as well as $O_{B,i}$ denote orthonormal operator families on subsystems $A$ and $B$, respectively. In general, for a Hermitian density operator $\rho_{AB}$, these operators $O_{A,i}$ and $O_{B,i}$ can be taken to be Hermitian themselves [33], although this is not necessarily imposed.

In a similar way to the more widely known pure state case [77], the Schmidt values capture some form of entanglement that is present in the system. In fact, there is an intimate connection between the two. The Operator Schmidt decomposition in Eq. (2) arises from first vectorising the re-normalized operator $\varrho_{AB} = \rho_{AB}/\sqrt{\text{Tr}(\rho_{AB}^2)}$ (using the Choi-Jamiolkowski isomorphism [78, 79])

$$\varrho_{AB} = \sum_{ij} (\rho_{AB})_{ij} |i\rangle \langle j| \rightarrow |\varrho_{AB}\rangle = \sum_{ij} (\varrho_{AB})_{ij} |i\rangle \langle j|, \quad (3)$$

applying the ordinary Schmidt decomposition to the pure state $|\varrho_{AB}\rangle$ and eventually reverting the vectorisation to get back to the space of operators. This connection justifies the quantification of OE in terms of the distribution of squared Schmidt values. More precisely, recalling that with our choice of normalisation in Eq. (2) the squared Schmidt coefficients $\{|\lambda_i^2\rangle\}$ define a normalized probability distribution, we define the Rényi $\alpha$-OE

$$S^{(\alpha)}(\rho_{AB}) := \frac{1}{1-\alpha} \log \sum_{i=1}^{R} (\lambda_i^2)^{\alpha} \quad \text{for } \alpha \neq 1, \quad (4)$$

which in the limit $\alpha \to 1$ produces the (Shannon) OE

$$S(\rho_{AB}) := \sum_{i=1}^{R} -\lambda_i^2 \log \lambda_i^2. \quad (5)$$

It is clear that a state $\rho_{AB}$ has zero OE, $S(\rho_{AB}) = 0$, if and only if it can be written as a product state of the form $\rho_{AB} = \rho_A \otimes \rho_B$. When this is not the case, we will call the state ‘operator-entangled’. It is worthwhile to emphasize that an operator-entangled (i.e., non-product) state may still be non-entangled according to the standard terminology for mixed state entanglement [33].
C Symmetry Resolved Operator Entanglement

In the presence of a global symmetry, the OE of the operator $\rho_{AB}$ can be split into different charge sectors, similarly to that of the state entanglement [64, 65].

This happens in particular for a global $U(1)$ symmetry, where the $U(1)$ charge operator acting on $A \cup B$ is a sum of the two charge operators acting on subsystems $A$ and $B$, i.e. $Q_{AB} = Q_A + Q_B$. From now on, by $Q_A + Q_B$ we mean $Q_A \otimes I_B + I_A \otimes Q_B$. If the density matrix $\rho_{AB}$ commutes with $Q_{AB}$, that is

$$[Q_{A} + Q_{B}, \rho_{AB}] = 0,$$

then it becomes possible to reorganize the terms in the Schmidt decomposition (2) according to their 'charge' $q$:

$$\frac{\rho_{AB}}{\sqrt{\text{Tr}[\rho_{AB}^2]}} = \sum_{q} \lambda_{j}^{(q)} O_{A,j}^{(q)} \otimes O_{B,j}^{(-q)}$$

where

$$[Q_{A}, O_{A,j}^{(q)}] = q O_{A,j}^{(q)}, \quad [Q_{B}, O_{B,j}^{(-q)}] = -q O_{B,j}^{(-q)}$$

such that $[Q_{A} + Q_{B}, O_{A,j}^{(q)} \otimes O_{B,j}^{(-q)}] = 0$. Equations (9) and (10) are proven in App. B. In particular, we show that the 'charge' $q$ that appears in these equations can be introduced, through the vectorisation technique introduced in Eq. (3), based on the notion of a charge 'super-operator'

$$Q_{AB} = Q_{AB} \otimes 1 - 1 \otimes Q_{AB}.$$  

Namely, the values $q$ are the eigenvalues of $Q_{A} = Q_{A} \otimes 1 - 1 \otimes Q_{A}$, i.e. the restriction of $Q_{AB}$ to the subsystem $A$ [64] (or equivalently, the eigenvalues of the commutator $[Q_{A}, \cdot]$, as in Eq. (10)). As we prove in App. B4 using a language analogous to the symmetry resolution for a state [64], the super reduced-density matrix $\text{Tr}_{B \otimes B} (|\rho_{AB} \rangle \langle | \rho_{AB} | )$ admits a block decomposition in the eigenspaces corresponding to these charges $q$, which leads then to Eqs. (9) and (10). We also provide an illustrative example of Eq. (9) in App. B5, starting from a 3-qubit system. 

Similarly to the non-symmetry-resolved case of Eq. (2), the newly constructed operator families $O_{A,j}^{(q)}$ and $O_{B,j}^{(q)}$ in Eq. (9) are orthonormal with respect to the Hilbert-Schmidt inner product, i.e. $\text{Tr} [O_{A,j_1}^{(q_1)} O_{A,j_2}^{(q_2)}] = \text{Tr} [O_{B,j_1}^{(q_1)} O_{B,j_2}^{(q_2)}] = 0$. In contrast to Eq. (2) however, in the symmetry-resolved Schmidt decomposition (9) these operators can not always be taken to be Hermitian. 

By uniqueness of the Schmidt coefficients, the set of all (non-zero) values $\{\lambda_{j}^{(q)}\}$ altogether must be the same as the set of values $\{\lambda_{j}\}$ from Eq. (2). We can now define the total weight of the terms at fixed $q$ to be

$$p(q) := \sum_{j} (\lambda_{j}^{(q)})^2.$$  

These weights satisfy $\sum_{q} p(q) = 1$ and give a probability distribution over the different charge sectors. In terms of that probability distribution, the (Shannon) OE from Eq. (5) becomes

$$S(\rho_{AB}) = \sum_{q} p(q) S_{q}(\rho_{AB}) + \sum_{q} -p(q) \log p(q),$$

where the symmetry-resolved operator entanglement (SROE) of $\rho_{AB}$ in the charge sector $q$ is

$$S_{q}(\rho_{AB}) := - \sum_{j} \left( \frac{(\lambda_{j}^{(q)})^2}{p(q)} \right) \log \left( \frac{(\lambda_{j}^{(q)})^2}{p(q)} \right).$$

Similarly, for $\alpha \neq 1$, we define the Rényi-$\alpha$ SROE to be

$$S_{q}^{(\alpha)}(\rho_{AB}) := \frac{1}{1 - \alpha} \log \left( \sum_{j} \left( \frac{(\lambda_{j}^{(q)})^2}{p(q)} \right)^{\alpha} \right).$$
Note however that a formula analogous to Eq. (13) for a Rényi index \( \alpha \neq 1 \), in terms of \( p(q) \), cannot be written.

Importantly, in this paper we focus on a density matrix on a bipartite subsystem \( A \cup B \) that results from tracing out an additional system \( C \). Let us observe that \( \rho_{AB} \) commutes with \( Q_B \) as soon as the full system \( A \cup B \cup C \) is in a pure state, which is also an eigenstate of the total \( U(1) \) charge operator \( Q_A + Q_B + Q_C \). Then tracing out the degrees of freedom in \( C \) automatically yields a reduced density matrix \( \rho_{AB} \) which is block diagonal in \( Q_B \). This, in turn, ensures that the SROE is well defined. This reasoning also extends to mixed states that are block diagonal with respect to the SROE is well defined. This reasoning also extends to mixed states that are block diagonal with respect to the charge operator: if the density matrix of the full system, \( \rho_{ABC} \), commutes with \( Q_A + Q_B + Q_C \), then \( \rho_{AB} = \text{Tr}_C(\rho_{ABC}) \) commutes with \( Q_B \), and the discussion above also applies. This is because \( [\rho_{AB}, \rho_{ABC}] = \text{Tr}_C([Q_B, \rho_{ABC}]) = \text{Tr}_C([Q_A + Q_B + Q_C, \rho_{ABC}]) - \text{Tr}_C([Q_C, \rho_{ABC}]) \) and it vanishes due to the cyclicity of the partial trace over \( C \). In this paper we always deal with full system density matrices \( \rho_{ABC} \) that commute with \( Q_A + Q_B + Q_C \).

### IV OPERATOR ENTANGLEMENT IN THE QUENCH DYNAMICS OF TRAPPED IONS

Let us now come to one of the main results of the paper: the development of tractable methods to extract Rényi \( \alpha \)—OE in an experiment, and the corresponding experimental observations of the entanglement barriers with Rényi \( 2 \)—OE and its symmetry resolution.

In Sec. IV A we detail the experimental protocol of classical shadows and, in Sec. IV B, the associated efficient method for the post-processing of the measurement data, dubbed the \textit{batch shadows estimator}. In Sec. IV C and Sec. IV D, we discuss the experimental results.

A Rényi OE from randomized measurements

In the previous sections, we have expressed OE as a function of the Schmidt spectrum \( \{\lambda_i\} \). In order to express estimators of these quantities based on experimental data, one needs to rewrite them into a functional of the density matrix \( \rho_{AB} \). In particular, the Rényi \( 2 \)—OE is a fourth order function of \( \rho_{AB} \) that explicitly writes as [62]:

\[
S^{(2)} = -\log \frac{\text{Tr}(S \rho_{AB}^{\otimes 4})}{\text{Tr}(\rho_{AB}^{\otimes 4})} = S^{(2)}(\rho_{AB}) - 2R^{(2)}(\rho_{AB}),
\]

(16)

where \( S = S_{1,4}^{(A)} \otimes S_{2,3}^{(A)} \otimes S_{1,2}^{(B)} \otimes S_{3,4}^{(B)} \) is defined in terms of the swap operators \( S_{k,l}^{(X)} \) that swap the \( k \)-th and \( l \)-th copies of system \( X \) (see App. A). We also have defined the unnormalized Rényi 2-OE \( S^{(2)}(\rho_{AB}) = -\log \left( \text{Tr}(S \rho_{AB}^{\otimes 4}) \right) \), and we note that \( R^{(2)}(\rho_{AB}) \) can also be written in a similar form as \( R^{(2)}(\rho_{AB}) = -\log \left( \text{Tr}(S^{(A)}_{1,2} \rho_{AB}^{\otimes 2}) \right) \). We present similar expressions for the SROE in App. E.

Such functionals on \( N \)-qubit density matrices can be accessed in qubit experiments via randomized measurements [48, 49, 62], as shown in Fig. 1a). We start with the preparation of our \( N \)-qubit state in the experiment. We apply local random unitaries \( u_i (i = 1, \ldots, N) \), sampled from the circular unitary ensemble (CUE) or a unitary \( 2 \)-design to each qubit separately and subsequently measure them in the \( z \)-basis. The measurement outcomes are recorded as a bit string \( s = s_1, \ldots, s_N \). We repeat this procedure for a set of \( N_u \) distinct unitaries \( u^{(i)} \) (of the form \( u_1 \otimes \cdots \otimes u_N \)) and collect, for each thus applied unitary, \( N_M \) bit-strings \( s^{(r,m)} = s_1^{(r,m)}, \ldots, s_N^{(r,m)} \) with \( r = 1, \ldots, N_u \) and \( m = 1, \ldots, N_M \). This recorded data can then be used to construct operators

\[
\bar{\rho}^{(r,m)} = \bigotimes_{i=1}^N \left[ 3(u_i^{(r)})^\dagger \left| s_i^{(r,m)} \right\rangle \left\langle s_i^{(r,m)} \right| (u_i^{(r)}) - \mathbb{I}_2 \right].
\]

(17)

These operators are called a classical shadows [49] and constitute independent, unbiased estimators of the underlying quantum state, in the sense that \( \mathbb{E}[\bar{\rho}^{(r,m)}] = \rho \), where the expectation value is taken over the applied unitaries and measurement outcomes (see also App. C). One can also perform appropriate robust estimations in the presence of an unknown noise channel by constructing robust versions of these classical shadows [83–85].

In order to measure functions \( X_n = \text{Tr}(O^{(n)} \rho_{AB}^{\otimes n}) \) that are expectation values of a \( n \)-copy observable \( O^{(n)} \) (here, in particular, we are interested in \( O^{(4)} = S \) on four copies, see Eq. (16)), one can define an U-statistics estimator \( \hat{X}_n \) given by

\[
\hat{X}_n = \frac{1}{n!} \binom{N_0}{n}^{-1} \sum_{r_1 \neq \ldots \neq r_n} \text{Tr} \left[ O^{(n)} \bigotimes_{i=1}^n \bar{\rho}^{(r_i)} \right],
\]

(18)

where we have introduced the classical shadow \( \bar{\rho}^{(r)} = \mathbb{E}_{u^{(r)}}[\bar{\rho}^{(r,m)}] \) constructed by averaging over all measured bit-strings for an applied unitary \( u^{(r)} \). The estimator \( \hat{X}_n \) is unbiased, i.e. \( \mathbb{E}[\hat{X}_n] = X_n \) [49].

This estimator has been used to access experimentally properties involving observables on up to \( n = 3 \) copies [8, 52, 53]. However, the underlying procedure quickly becomes computationally unfeasible and impractical as it requires summing over all possible combinations of \( n \) distinct shadows \( \bar{\rho}^{(r_1)}, \ldots, \bar{\rho}^{(r_n)} \) for \( r_i \in [1, \ldots, N_u] \). Furthermore, its runtime scales with the number of terms involved in the above sum: \( O(N_u^n) \), a number that grows exponentially with the polynomial degree \( n \). This scaling prevents us in practice from extracting the Rényi 2–OE from experimental data of [7] (as \( n > 3 \)). Thus we are in dire need of an alternate method with a substantially reduced runtime.
Fast estimation of high order functionals using randomized measurements data via batch shadows

In order to improve the post-processing run time of classical shadows, we propose to form \( b = 1, \ldots, n' \geq n \) ‘batch shadows’, each of which is an average of \( N_u/n' \) shadows (assuming, for simplicity, that \( N_u/n' \) is an integer): \( \tilde{\rho}(b) = (n'/N_u) \sum_{i=1}^{N_u/n'} \rho^{(i)} \). This allows us to define an alternate unbiased estimator

\[
\tilde{X}_n^{(n')} = \frac{1}{n!} \sum_{b_1 \neq \ldots \neq b_n} \text{Tr} \left[ O^{(n)} \bigotimes_{i=1}^{n} \rho^{(b_i)} \right], \quad (19)
\]

which is different from Eq. (18) and easier to compute. The first step involves the construction of the \( n' \) batch shadows \( \tilde{\rho}(b) \), which obey \( \mathbb{E}[\tilde{\rho}(b)] = \rho \) for all batches \( b = 1, \ldots, n' \). This is achieved by summing up all classical shadows that belong to a respective batch – a subroutine that requires \( O(N_u) \) arithmetic operations (provided that the sample complexity \( N_u \) exceeds the total number of degrees of freedom in the reduced density matrix). These individual summation steps can be obviously parallellized on \( n' \) cores. Note also that, in contrast to the bare classical shadows \( \tilde{\rho}^{(r,m)} \), the batch shadows \( \tilde{\rho}(b) \) are stored in memory as dense \( 2^N \times 2^N \) matrices. For typical memory available on current hardware, this limits our fast estimation methods to systems sizes of up to \( N \approx 15 \) qubits.

The second step requires the evaluation of \( \tilde{X}_n^{(n')} \) from the constructed batch shadows, which scales as \( O(n^n) \). Thus by choosing \( n' = n \) and assuming that \( N_u \gg n^n \), we obtain the fastest estimator with an evaluation time \( O(N_u) \). This is a drastic runtime improvement compared to the original U-statistics estimator in Eq. (18): \( O(N_u) \) steps (new) vs. \( O(N_u^n) \) steps (old). As we increase \( n' \), one starts to incorporate more terms with distinct combinations of \( n \) different shadows that were not previously considered. This progression terminates in an eventual convergence to the original U-statistics estimator, i.e \( \tilde{X}_n^{(N_u)} = \tilde{X}_n \), as well as in an increasing of the post-processing run-time. In order to gauge the performance of the estimator \( \tilde{X}_n^{(n')} \), we study its statistical error behavior.

Statistical errors — The statistical errors in randomized measurements arise due to applying a finite number of random unitaries \( N_u \) and performing a finite number of readout measurements \( N_M \). The statistical errors of any estimator \( \tilde{X} \) is governed by its variance \( \text{Var}[\tilde{X}] \). One can provide rigorous performance guarantees to estimate \( X_n \) with an accuracy \( \epsilon \) from our protocol by bounding this variance and subsequently applying Chebyshev’s inequality: \( \Pr[|\tilde{X}_n^{(n')} - X_n| \geq \epsilon] \leq \frac{\text{Var}[\tilde{X}_n^{(n')}]}{\epsilon^2} \). In App. C, we provide a general framework that can be applied to calculate variance bounds on the batch shadow estimator for arbitrary multi-copy operators. We can provide then rigorous performance guarantees for our estimation formulas, which we can also compare with the results for classical shadows presented in Ref. [86].

From this study, in the limit of \( N_M = 1 \), as elaborated in App. C2, we notice that \( \text{Var}[\tilde{X}_n^{(n')}], \text{Var}[\tilde{X}_n] \) have the same scaling behavior in the high accuracy regime of \( \epsilon \to 0 \): that is, in first order in \( 1/N_u \), they both scale \( \propto n^n/N_u \) with the same proportionality constant. Moreover, for \( n' = n \), at second order in \( 1/N_u \), \( \text{Var}[\tilde{X}_n] \) exceeds \( \text{Var}[\tilde{X}_n] \) by only a small factor of \( n/(n - 1) \). This shows that the required number of measurements to achieve a given accuracy \( \epsilon \) is essentially the same for the fast batch shadow estimator (Eq. (19)) and the standard shadow estimator (Eq. (18)).

Of course, we can apply our general variance bound formalism to the quantities of interest for this work: \( O'(2) = S(AB) \) and \( O'(4) = S \) that give access to \( R'(2)(\rho_{AB}) \) and \( S'(2)(\rho_{AB}) \), respectively. In the case of Clifford shadows (i.e. each random unitary is chosen uniformly from the single-qubit Clifford group) and \( n' = n \), we find that in order to estimate them with a confidence interval of \( \delta \), i.e., to make sure that \( \Pr[|\tilde{X}_n^{(n')} - X_n| \geq \epsilon] \leq \delta \), we require a number of measurements that scales as \( N_u \propto 3^N/\epsilon^2 \) with \( N \). We refer to App. C3 and App. C4 for further details. Hence, in the worst case scenario, our measurement bound of the batch-shadow estimator of \( \tilde{X}_n^{(n')} \) scales as \( 3^N \) irrespective of the order \( n = 2, 4 \). For evaluating \( S'(2)(\rho_{AB}) \), in particular, this measurement bound is a polynomial improvement over the best previously obtained bounds which only achieve \( 4^N \) [62]. We conjecture that this desirable scaling persists when we increase \( \alpha \) to evaluate higher-order Rényi alpha-\( \alpha \)-OE. We also complement these rigorous bounds with small-scale numerical simulations in App. C5.

Experimental results using batch shadows

The batch shadow formalism allows us to extract experimental the Rényi 2–OE along with its symmetry resolution. We perform our set of observations by reprocessing batch shadows from the randomized measurement data of two sets of experiments, where a global quench with a long-range XY model was realized on a string of 10 and 20 qubits (ions), respectively [7]. The initial state was a Néel state, \( |\psi\rangle = |01\rangle^\otimes N/2 \), with vanishing operator (and state) entanglement entropy. The global quench was followed by the implementation of randomized measurement protocol involving a total of \( N_u = 500 \) Haar random unitaries. For each of the applied unitaries \( N_M = 150 \) bit-string measurements were made. Details on the modelling of quench dynamics with tensor network algorithms and the protocol are discussed in App. D.

We consider two bipartite reduced density matrices \( \rho_{AB} \) defined on the subsystems \( A = [2, 3] \) and \( B = [4, 5] \) and \( A = [8, 9] \) and \( B = [10, 11] \) for a total chain of 10 ions and 20 ions, respectively, where we have labelled the ions along the chain from 1 to \( N \). Our observations remain unchanged for other partitions. Fig. 1(b-c) and
Fig. 2 show the experimental results with corresponding numerical simulations both with and without decoherence of the experiment. Panels a) and b) in Fig. 2, highlight the extracted Rényi 2-OE with the simplest batch shadow estimator ($n' = 4$).

We first observe the entanglement barrier for the considered partition of the 20 ion system in Fig. 1b) and Fig. 2a). We observe a barrier composed of a growth phase from $t = 0$ to $t \approx 3$ ms, and a decay phase from $t \approx 3$ ms to the last data point at $t = 10$ ms. The peak at $t \approx 3$ ms actually looks more like a double-peak with maxima at $t \approx 1.8$ ms and $t \approx 3.8$ ms. We interpret this as oscillations on top of the main barrier caused by the small size of subsystems $A$ and $B$. This interpretation is supported by the fact that similar finite-size effects are found in our free fermion model, as shown in Fig. 2d) (see also Sec. V). The growth phase at early times signals the creation of correlations between the two subsystems $A$ and $B$, while the decay phase reflects the fact that $\rho_{AB}$ goes towards a thermal-like density matrix with small OE. Since the system is finite, we also expect revivals of the OE at longer times, however such revivals are not yet visible in the available time window. The barrier can also be understood as a competition between the terms $S^{(2)}(\rho_{AB})$ and $R^{(2)}(\rho_{AB})$ in the respective regimes as shown in Fig. 2c) [36]. In the growth phase, the unnormalized Rényi 2-OE $S^{(2)}(\rho_{AB})$ grows at a faster rate compared to the state entropy $2R^{(2)}(\rho_{AB})$. In the decay phase, this behavior is inverted. These general features are consistent with the theoretical predictions of different models shown in Refs. [29, 36, 87].

Comparing Fig. 2a) and b), we see, however, that in the smaller system of 10 ions no similar barrier is found. In particular, we do not observe the decay phase. We discuss this case in more detail in Sec. IV D below.

Overall Fig. 2b) and d) show excellent agreement of the experimental data with the numerically modeled results for the 10 ion experiment. On the other hand, it is quite surprising to see that even though the individual estimations of $S^{(2)}(\rho_{AB})$ and $R^{(2)}(\rho_{AB})$ from the 20 ion experiment as shown in Fig. 2c) have systematic shifts of the experimentally measured values caused likely due to an imperfect modeling of decoherence during the experiment and the measurement protocol, the corresponding measured Rényi 2-OE shows quite good agreement with the theoretical model as in Fig. 2a). This suggests a robustness feature of the Rényi 2-OE where errors in estimations of the two terms compensate each other. We also remark that the measured values of Rényi 2-OE are lower as shown in Fig. 2(a-b) from the numerical simulations of the experiment.

For the present model, the conserved quantity is the magnetization, i.e $Q_{AB} = \sum_{i \in A \cup B} \sigma_i^z$ with $\sigma_i^z$ the z-Pauli matrix acting on the ion qubit $i$, c.f. App. D. The corresponding symmetry-resolutions for the considered bipartitions of $N = 20$ and $N = 10$ ions are shown in Fig. 1b) and c). Their respective populations in a given symmetry sector $q$ is given by

$$p(q) = \text{Tr}(\Pi_q \text{Tr}_B(|\rho_{AB}|) \text{Tr}(\rho_{AB}^q))$$

where $\Pi_q$ is the projector onto the eigenspace of the charge sector $q$ for system $A$ ($q = 0$ being the sector initially populated). This is highlighted in Fig. 2e) and f) respectively. At $t = 0$, we see that the $q = 0$ sector is substantially populated, while the other sectors $q = \pm 1$ increase in population as a function of time. In particular, for the 20 ion system, as shown in Fig. 2c), we observe very low population for the section $q = \pm 1$ as it decays as a function of time. This and the finite measurement statistics available from the experiment prevent us from resolving the experimental points for symmetry resolution sector of $q = \pm 1$ for later times. In general, we also observe from Fig. 1b) and c), that the sector $q = 0$ follows the features of the Rényi 2-OE. This translates, as shown in Fig. 1b), to an entanglement barrier for $q = 0$ sector for the 20 ion system. One can also note the absence of the barrier for $q = 0$ sector from the symmetry resolution of

\[ S^{(2)}(\rho_{AB}) \]

\[ R^{(2)}(\rho_{AB}) \]
the 10 ion system.

D Interpretation in the quasi-particle picture

Interestingly, our experimental results can also be interpreted based on free fermions calculations detailed in Sec. V, with which we can qualitatively reproduce the behavior of the OE and the SROE for systems of 10 and 20 qubits. The analogy between the experimental setup and our free fermion model originates in the fact that the breaking of integrability in the experiment is weak [88, 89]. Therefore, the short-time dynamics is comparable to the one of an integrable system, where entanglement generation can be qualitatively understood in terms of entangled pairs of quasiparticles propagating freely through the system [21]. Deviations from integrable dynamics become relevant only on longer time scales which are not accessible with the available data. As pointed out above, comparing Figs. 1b) and 1d) for 20 qubits and 20 fermionic sites, respectively, we observe the same barrier shape for the OE, with oscillations due to the small subsystem size. The same barrier is found for the SROE for \( q = 0 \), while for \( q = \pm 1 \), there is no apparent decay of the OE at long times.

We now come back to the fact that we did not observe a single-peaked barrier for 10 ions, Fig. 1c) and Fig. 2b). Importantly, this feature is also noticeable in our free fermions simulations with 10 sites, see Fig. 1e). Instead of a single barrier, the free fermion OE displays a double-peaked shape. The second peak can be understood from a quasi-particle picture as a consequence of the subsystem \( A \) being particularly close to the boundary, as we explain now.

Recall that \( A = [2, 3] \) and \( B = [4, 5] \) for the chain of 10 ions, with ions labelled from 1 to 10. Importantly, part \( C \) then consists of two asymmetric pieces, \( C = \{1\} \cup \{6, 10\} \), with a very short domain on the left and a longer one on the right. The first growth phase of the OE is interpreted as originating from pairs of quasi-particles, initially located at the same position, that travel through the system in opposite directions and generate entanglement when one member of the pair is in \( A \) and the other is in \( B \). This interpretation of entanglement growth is usually given for the standard entanglement entropy [20], but also carries over to the OE. After the OE reaches its first maximum, it decreases because some quasiparticles, that formerly belonged to pairs shared between \( A \) and \( B \), arrive in \( C \) and therefore stop contributing to the OE of \( \rho_{AB} \). If the subsystems \( A \) and \( B \) were far away from the boundaries, then the OE would ultimately go to zero as the number of pairs shared between \( A \) and \( B \) would eventually vanish. This does not happen here, because the particles that escape from \( A \) to \( C \) (i.e. go from site 2 to site 1 in the chain) are soon reflected against the left boundary of the system. Consequently, they come back and are re-injected into \( A \). As a result, the OE grows again, which explains the second peak in Fig. 1e). The decay of that second peak occurs because, after the reflection, both members of a pair travel to the right, so they ultimately escape to the right half-system [6, 10].

The decay of the second peak is not visible in the experiment, Fig. 1c). Based on our numerical simulations of the experiment, as shown in Fig. 2b), we observe a decay occurring at a later time which is not accessible within the time window of the 10 ion experiment.

It should be possible to adapt the quasi-particle picture to describe both the experimental data and our free fermion results more quantitatively, following what is done for the time evolution of the entanglement entropy in nearly integrable dynamics, see e.g. Ref. [90] which implements previous ideas for local observable [91]. This is however far beyond the scope of this paper.

V SYMMETRY-RESOLVED OPERATOR ENTANGLEMENT IN FREE FERMIONIC CHAINS

So far we have presented results for finite-size systems, in direct connection with the experimental setup. We have shown in Fig. 1 that the qualitative features of the trapped ion experimental setup can also be observed in free-fermion chains under unitary evolution, despite the fact that these free-fermion models are short ranged and have no dissipation.

This raises the question as to whether one can understand more about the OE and the SROE of the reduced density matrix by studying free-fermion chains in the thermodynamic limit. In this section, we show that the thermodynamic limit can be tackled analytically, unveiling some interesting properties of the SROE, such as the time delay of the charge sectors or the equipartition.

A direct analytical calculation of the SROE from the definition (14) is difficult, but we can apply a trick similar to what has been done for the standard entanglement resolution [64, 65, 73, 92], consisting in computing instead the charged moments of the reduced density matrix. Using the vectorization of the operator \( \rho_{AB} \), \( |\rho_{AB}\rangle \), the object we want to compute is

\[
Z_{\alpha}(q) = \sum_j \langle \lambda_j^{(q)} \rangle^{2\alpha} = \frac{\text{Tr}[\Pi_{q} (\text{Tr}_{B \otimes B} (|\rho_{AB}\rangle \langle \rho_{AB}|))^\alpha]}{\langle \text{Tr}[|\rho_{AB}\rangle^\alpha] \rangle},
\]

(20)

where \( q \) labels the (integer) eigenvalues of \( Q_{A} \) and \( \Pi_{q} \) is the projector on the corresponding eigenspace of \( Q_{A} \), as already mentioned above. To do so, we use the Fourier representation of \( \Pi_{q} \),

\[
\Pi_{q} = \int_{-\pi}^{\pi} \frac{d\theta}{2\pi} e^{-iq\theta} e^{i\theta Q_{A}}.
\]

(21)

Plugging Eq. (21) into Eq. (20), we get

\[
Z_{\alpha}(q) = \int_{-\pi}^{\pi} \frac{d\theta}{2\pi} e^{-iq\theta} Z_{\alpha}(\theta),
\]

(22)
where the charged moment $Z_\alpha(\theta)$ is defined as
\[
Z_\alpha(\theta) = \frac{1}{\langle Tr[\rho_{AB}^2] \rangle^\alpha} Tr[(Tr_{B \otimes B}(\rho_{AB}) \langle \rho_{AB} \rangle)]^\alpha e^{i\theta Q_A},
\]
(23)
The charged moment is the main object that we need to evaluate; we explain how to do so in the next subsection. In terms Eq. (20), the SROE reads
\[
S_q^{(\alpha)}(\rho_{AB}) = \frac{1}{1 - \alpha} \log \frac{Z_\alpha(q)}{Z_1(q)}^{\alpha},
\]
(24)
while in terms of Eq. (23) the total OE is
\[
S(\alpha)(\rho_{AB}) = \frac{1}{1 - \alpha} \log Z_\alpha(0).
\]
(25)

A Free-fermion techniques for the OE

For the eigenstates of quadratic lattice Hamiltonians, it is possible to compute the entanglement entropies in terms of the eigenvalues of the correlation matrix of the subsystem [93, 94]. This trick can be applied also for the computation of the OE and, more generally, of the charged moments in Eq. (23).

Let us take a free-fermionic chain of length $N$ with $U(1)$ symmetry, described by the Hamiltonian
\[
H = -\frac{J}{2} \sum_{i=1}^{N} (c_i^+ c_{i+1} + \text{h.c.})
\]
(26)
where $c_i^+$ ($c_i$) is the creation (annihilation) operator such that the anticommutator obeys $\{c_i, c_j^+\} = \delta_{ij}$ and also $c_{N+1} = c_1, c_{N+1}^\dagger = c_1^\dagger$, i.e. we impose periodic boundary conditions. For the sake of simplicity, we set $J = 1$ from now on and remind the reader that we do the same for the reduced Planck constant ($\hbar = 1$) and the lattice constant $a = 1$. The reduced density matrix $\rho_{AB}$ for a subsystem $A \cup B$, where $A \cup B = [1, \ell_A] \cup [\ell_A + 1, \ell_A + \ell_B]$ consists of two adjacent intervals, can be put in a diagonal form as
\[
\rho_{AB} = \bigotimes_{k=1}^{\ell_A + \ell_B} \frac{e^{-\lambda_k} d_k}{1 + e^{-\lambda_k}},
\]
(27)
where $e^{-\lambda_k} = n_k/(1 - n_k)$, with $n_k$ being the occupation number at a given wave vector $k$ and $d_k$'s defined as fermionic operators satisfying $\{d_k, d_k^\dagger\} = \delta_{kk'}$. It is more convenient to write Eq. (27) as
\[
\rho_{AB} = \bigotimes_{k=1}^{\ell_A + \ell_B} \frac{\langle 0 \rangle_k \langle 0 \rangle_k + e^{-\lambda_k} \langle 1 \rangle_k \langle 1 \rangle_k}{1 + e^{-\lambda_k}}
\]
\[
= \bigotimes_{k=1}^{\ell_A + \ell_B} \frac{\langle 1 - n_k \rangle_k \langle 0 \rangle_k + n_k \langle 1 \rangle_k \langle 1 \rangle_k}{1 + e^{-\lambda_k}}
\]
(28)
so that by applying the vectorization trick in Eq. (3) for $\rho_{AB}$, we get
\[
\frac{\langle \rho_{AB} \rangle}{\sqrt{\text{Tr}[\rho_{AB}^2]}} = \bigotimes_{k=1}^{\ell_A + \ell_B} \frac{(1 - n_k) \langle 0 \rangle_k \langle 0 \rangle_k + n_k \langle 1 \rangle_k \langle 1 \rangle_k}{\sqrt{n_k^2 + (1 - n_k)^2}}
\]
\[
= \bigotimes_{k=1}^{\ell_A + \ell_B} \frac{1 - n_k + n_k \hat{d}_k \hat{d}_k^\dagger}{\sqrt{n_k^2 + (1 - n_k)^2}},
\]
(29)
where the $\hat{d}_k$ operators are the copies of the $d_k$'s introduced in the vectorization process, and $\langle 0 \rangle$ is the state annihilated by all the $d_k$'s and $\hat{d}_k$'s. The correlation matrix of the state $\langle \rho_{AB} \rangle$ reads
\[
C_{kk'} = \langle \rho_{AB} \rangle \left( \frac{d_k^\dagger}{\hat{d}_k} \right) (d_k' \hat{d}_k') \langle \rho_{AB} \rangle
\]
\[
= \frac{\delta_{kk'}}{n_k^2 + (1 - n_k)^2} \left( \frac{n_k^2}{n_k(1 - n_k)} \frac{n_k(1 - n_k)}{(1 - n_k)^2} \right).
\]
(30)

In the basis of $d_k, \hat{d}_k$'s, the supercharge operator takes the form
\[
Q = (\sum_k d_k^\dagger d_k) \otimes 1 - 1 \otimes (\sum_k d_k^\dagger \hat{d}_k)^T.
\]
(31)

We can collect the operators into the vector $f = (d_1, \ldots, d_{\ell_A + \ell_B}, \hat{d}_1, \ldots, \hat{d}_{\ell_A + \ell_B})^T$ (making the identity operators in Eq. (31) implicit, for simplicity, and noting we can ignore the transpose) such that $Q$ reads $Q = f^\dagger f - (\ell_A + \ell_B)$, where $\ell_A + \ell_B$ acts just as an additive constant here.

At this point, we can compute the $2(\ell_A + \ell_B) \times 2(\ell_A + \ell_B)$ correlation matrix as
\[
C_{AB} = \bigoplus_{k=1}^{\ell_A + \ell_B} C_{kk},
\]
(32)
and by doing a Fourier transform, we can write $C_{AB}$ in the spatial basis. To evaluate the charged moments in Eq. (23), we just have to focus on the subsystem $A$, i.e. we can restrict the supercharge operator to $Q_A$ and the Fourier transform of the correlation matrix in Eq. (32) to the subspace corresponding to the subsystem $A$. Diagonalising the latter matrix, we get $2\ell_A$ real eigenvalues $\xi_j$ between 0 and 1.

Therefore, one can compute the charged moments of the reduced density matrix built from $\langle \rho_{AB} \rangle$ in terms of the eigenvalues $\xi_j$ as
\[
Z_\alpha(\theta) = e^{-i\theta(\ell_A + \ell_B)} \prod_{a=1}^{2\ell_A} (\xi_a^\alpha e^{i\theta} + (1 - \xi_a)^\alpha).
\]
(33)
Using Eqs. (22) and (24), we can compute exactly the SROE for the reduced density matrix of a free fermionic
chain. The same trick also allows the computation of the total Rényi-\(\alpha\) OE as
\[
S^{(\alpha)}(\rho_{AB}) = \frac{1}{1 - \alpha} \sum_{a=1}^{2\ell_A} \log[\xi_a^\alpha + (1 - \xi_a)^\alpha].
\] (34)

B Charged moments: a quasiparticle picture

Let us now consider a global quantum quench from an initial conformal invariant state with an evolution Hamiltonian given by the continuum limit of Eq. (26) [95]. The emerging quasiparticles move with a single velocity and, in the space-time scaling limit \(t, \ell_A, \ell_B \gg \tau_0\) (with \(\tau_0\) an ultraviolet cutoff), we can introduce the function (assuming, without loss of generality, \(\ell_A \leq \ell_B\))
\[
f_{\ell_A, \ell_B}(t) = \begin{cases} 
t & \text{for } 0 \leq 2t < \ell_A \\
\ell_A/2 & \text{for } \ell_A \leq 2t \leq \ell_B \\
(\ell_A + \ell_B)/2 - t & \text{for } \ell_B \leq 2t \leq (\ell_A + \ell_B) \\
0 & \text{for } (\ell_A + \ell_B) \leq 2t 
\end{cases}
\] (35)
so that the charged moments read
\[
\log Z_\alpha(\theta) = \frac{\pi \Delta_\alpha^\theta}{\tau_0} f_{\ell_A, \ell_B}(t),
\] (36)
where \([64]\)
\[
\Delta_\alpha^\theta = \frac{1}{12} (\alpha - 1 + \alpha \left(\frac{\theta}{2\pi}\right)^2).
\] (37)
From this result, which is valid for a conformal field theory (CFT), one can formulate a quasiparticle picture for the charged moments of free fermionic models with global conserved \(U(1)\) charge, whose quench dynamics starts from initial states that are also invariant under \(U(1)\) symmetry. This is obtained from the CFT result in Eq. (36) by first replacing \(t \rightarrow |v(k)| t\), with \(|v(k)|\) being the velocity of quasiparticles, which for conformal invariant systems is fixed to be \(v(k) = 1\). Then, we should integrate over the quasiparticles with quasimomentum \(k\), but properly accounting for the density (in momentum space) of the thermodynamic charged moments \(z_\alpha(k, \theta)\) in the stationary state \([21, 96, 97]\). The latter, can be inferred from the results for charged moments of state entanglement \([66, 67]\) and the final result is the replacement \(\pi \Delta_\alpha^\theta/\tau_0 \rightarrow 2z_\alpha(k, \theta)\)
\[
\log Z_\alpha(\theta) = \int_{-\pi}^{\pi} \frac{dk}{2\pi} 2z_\alpha(k, \theta) f_{\ell_A, \ell_B}(|v(k)| t).
\] (38)
In order to have a predictive formula, one has to fix the function \(z_\alpha(k, \theta)\) in Eq. (38). Here we focus on out-of-equilibrium protocols for free-fermion models, whose time evolution is given by the Hamiltonian in Eq. (26).
In this case, \(z_\alpha(k, \theta)\) is determined from the population of the modes \(n_k\) of the post-quench Hamiltonian in the stationary state \([97, 98]\) and it reads
\[
z_\alpha(k, \theta) = \log[e^{i\theta} n_k^\alpha + (1 - n_k)^\alpha] - i\theta/2.
\] (39)
For concreteness, from now on we restrict to a quench from the Néel state, for which \(n_k = 1/2\) for all \(k\) \([67]\), so that the charged moment (in Eq. (38)) becomes
\[
\log Z_\alpha(\theta) = [2(1 - \alpha) \log 2 + 2 \log(\cos(\theta/2))] \mathcal{J}(t)
\] (40)
where \(\mathcal{J}(t)\) is defined as
\[
\mathcal{J}(t) = \int_{-\pi}^{\pi} \frac{dk}{2\pi} f_{\ell_A, \ell_B}(|v(k)| t).
\] (41)
and \(|v(k)| = |\sin(k)|\). The function \(\mathcal{J}(t)\) displays the same qualitative features of Eq. (36), where \(|v(k)| = 1\): \(\mathcal{J}(t)\) grows until \(t < \ell_A/2\), then it presents a plateau barrier between \(\ell_A/2 < t < \ell_B/2\), it decays again for \(\ell_B/2 < t < (\ell_A + \ell_B)/2\), and, eventually, it saturates to 0 for \(t > (\ell_A + \ell_B)/2\). In other words, \(\mathcal{J}(t)\) behaves as a barrier, a characteristic that we will find also for the SROE in the following section.

C Time delay, barrier and equipartition

From the computation of the charged moments done above, the symmetry resolved moments read
\[
Z_\alpha(q) = 2^{2(1-\alpha)\mathcal{J}(t)} \int_{-\pi}^{\pi} \frac{d\theta}{2\pi} e^{-iq\theta} \left(\cos \frac{\theta}{2}\right)^{2\mathcal{J}(t)}.
\] (42)
As already pointed out for the usual symmetry resolved entropies in \([66, 67]\), this expression formally assumes negative values for \(\mathcal{J}(t) < |q|\), so it means we have to replace it with \(Z_\alpha(q) = 0\). This allows us to identify a delay time \(t_D\) such that the SROE in a given charge sector starts only after \(t_D\). The equation \(\mathcal{J}(t_D) = |q|\) reads (as long as \(v_M t_D < \frac{1}{2} \text{Min}(\ell_A, \ell_B)\) self-consistently and \(v_M \equiv \text{max}(v(k)) = 1)\)
\[
\int_{-\pi}^{\pi} \frac{dk}{2\pi} |\sin(k)| t_D = |q|,
\] (43)
and we can conclude that \(t_D = \pi |q|/2\) for \(|q| < \text{Min}(\ell_A, \ell_B)/\pi\). Therefore, and after simplification we find that the SROE is given by
\[
S^{(\alpha)}_q(\rho_{AB}) = \begin{cases} 
0 & (t \leq t_D) \\
2\mathcal{J}(t) \log 2 + \log Z_1(q) & (t > t_D)
\end{cases}
\] (44)
We remark that this expression does not depend on the Rényi index \(\alpha\), also for \(\alpha = 1\). Notice that for large \(\mathcal{J}(t)\), i.e. in the scaling limit \(\mathcal{J}(t) > |q| \gg 1\), the integral (42) can be computed by saddle-point approximation, obtaining (for more details see \([67]\) where the same integral appears)
\[
S^{(\alpha)}_q(\rho_{AB}) = 2\mathcal{J}(t) h\left(\frac{1 + q/\mathcal{J}(t)}{2}\right)
\] (45)
where \(h(x) = -x \log x - (1 - x) \log(1 - x)\) is the well-known binary entropy function. The comparison between
This result states that for small $t < t_D$, observe that there are some charge sectors with zero entanglement of Eq. (42). The agreement is good and we can also observe that there are some charge sectors with zero entanglement for $t > t_D$, obtained from the saddle-point approximation of Eq. (42). The agreement is good and we can also observe that there are some charge sectors with zero entanglement for $t < t_D$. However, for $t > (\ell_A + \ell_B)/2$ the discrepancy between the numerics and the analytical prediction in Eq. (45) is larger. One explanation could be that at finite $\ell_A$ and $t$, the data exhibit some small corrections, and our prediction is recovered only in the scaling limit $t, \ell_A, \ell_B \to \infty$ with their ratio fixed.

For $|q| \ll \mathcal{J}(t)$ we find from Eq. (45)

$$S_q^{(\alpha)}(\rho_{AB}) = \mathcal{J}(t) \left(2 \log 2 - \frac{q^2}{\mathcal{J}(t)^2}\right). \quad (46)$$

This result states that for small $|q|$ there is an effective equipartition of the OE with violations of order $q^2/\mathcal{J}(t)$. We compare the exact result for the SROE in the scaling limit reported in Eq. (44) (solid lines) with its asymptotic expansions in Fig. 3. We notice that as $\ell = \ell_A + \ell_B$ increases (here $\ell_A = \ell_B$), the approximation in Eq. (45) (large dashed lines) improves since $\mathcal{J}(t)$ also increases. The tiny dashed lines represent the further approximation in Eq. (46), which also improves as $\mathcal{J}(t)$ increases for the small charge value ($q = 4$) that we plot. We observe that the SROE is small both at short and at large times, and it blows up linearly in the transient regime $t \leq (\ell_A + \ell_B)/2$, as for the total OE [29].

We conclude by commenting on Figs. 1d) and 1e), obtained through the free-fermion techniques described in Sec. VA. We show that the dynamics of the SROE in the different charge sectors is affected by the finite size of the system. In particular, for $N = 20$ one can observe the entanglement barrier only in the sector $q = 0$, while for $q = 1$ the absence of the decay is consistent with the experimental results of Fig. 1b). Moreover, for this system size the total OE presents a single peak, while for $N = 10$, we notice the presence of two peaks in the total OE, which can be justified by the quasiparticle picture explained at the end of Sec. IV C.

VI CONCLUSIONS

This manuscript is devoted to a thorough analysis regarding the operator entanglement (OE) of a reduced density matrix after a global quantum quench, as well as its symmetry resolution. These quantities first grow linearly in time, before they decrease again and eventually saturate to a finite value. The presence of such an entanglement barrier is strongly affected by the finite size of the system, as we demonstrated here, based on experimental data. This feature is also visible for free fermionic systems evolving under a unitary evolution.

The experimental results, also supported by tensor network simulations, have been obtained by a novel post-processing method of randomized measurement data, dubbed batch shadow estimator, that has practical applications to probe non-linear properties of quantum many-body systems. This method provides a faster and more efficient data-treatment technique with respect to the known ones [48] and enabled us to actually estimate the OE from existing experimental data [7].

We observe the presence of the entanglement barrier of the reduced density matrix of a partition of 4 ions out of $N = 20$, both for the total OE and and its symmetry resolved counterpart (SROE) in the charge sector $q = 0$. However, finite size effects prevent the experimental observation of such a barrier in the charge sectors $q = \pm 1$ and for $q = 0$ in the case of $N = 10$. For $N = 20$, in the charge sectors $q = \pm 1$, the available measurement statistics has only allowed us to explore the early time behavior of the SROE.

For small system sizes $N$, the phenomenology discussed in the previous paragraph can be also observed in free fermionic systems without dissipation. Therefore, guided by conformal field theory and free-fermion techniques, we showed that the semi-classical picture of moving quasi-particles [20, 21] can be adapted to this context. This leads to a general conjecture for the charged OEs whose Fourier transform gives the desired SROE. Beyond the barrier, we observe a time delay proportional to the charge sector and an effective equipartition for small $q$.

Because of this phenomenology, we expect our main physical findings to show up for rather generic quench protocols. However, it would be very interesting to engineer situations in which some of them are absent, e.g. without the entanglement barrier appearing only in certain charge sectors, breaking equipartition.

It is worthwhile to point out that the time evolution of the total OE is closely related to other entanglement measures such as the reflected entropy [99, 100] (which
is the OE of $\sqrt{\rho_{AB}}$, negativity [101–104], and temporal entanglement [105–107]: in these latter cases, the connection is merely technical, but the fact that they can be computed in a similar way leads to analogous results, like the entanglement barrier of the logarithmic negativity after a quench [108]. Our works naturally paves the way for their symmetry resolution and to understand whether their connection could be understood sector by sector.

To conclude, we remark that the OE of operators different from the reduced density matrix are known to capture important universal properties of the dynamics [26–29, 32, 36, 87, 109–111]. For instance, the OE of the evolution operator $U(t) = e^{-iHt}$ grows linearly in ergodic phases [29, 109], but only logarithmically in localized phases [28, 29]. Another example is the OE of a local operator $O$ evolving in the Heisenberg-picture, i.e. $O(t) = e^{iHt}Oe^{-iHt}$. There, the OE grows linearly in systems with chaotic dynamics [109], but only logarithmically for integrable dynamics [87, 110, 111]. It is then natural to wonder what happens to their symmetry resolved (SR) version, which certainly deserves future investigation.
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Appendix A: Entanglement conditions

In this Appendix, we derive our rigorous conditions to detect operator entanglement in bipartite mixed states $\rho_{AB}$. The starting point is the operator Schmidt decomposition

$$\frac{\rho_{AB}}{\sqrt{\text{Tr} (\rho_{AB}^2)}} = \sum_{i=1}^{R} \lambda_i O_{A,i} \otimes O_{B,i},$$

(A1)

see also Eq. (1) in the main text. Here, $R \geq 1$ denotes the operator Schmidt rank and the Schmidt values $\lambda_1, \ldots, \lambda_R$ are nonnegative ($\lambda_i \geq 0$) and obey $\sum_{i=1}^{R} \lambda_i^2 = 1$. A seminal result in entanglement theory states that the Schmidt values of any separable state $\rho_{AB}$ must obey

$$\sum_{i=1}^{R} \lambda_i \leq \frac{1}{\sqrt{\text{Tr} (\rho_{AB}^2)}},$$

(A2)

see e.g. [33, Theorem 6] and also Eq. (6) in the main text. Conversely, if Eq. (A2) is violated, then $\rho_{AB}$ must be entangled (across the bipartition into subsystems $A$ and $B$). This entanglement criterion is called the computable cross norm or realignment (CCNR) condition and applies to any type of bipartite state. The main drawback is that it seems to rely on the explicit availability of an operator Schmidt decomposition (A1). Obtaining such a decomposition requires full state tomography of the density matrix $\rho_{AB}$. This apparent drawback was recently overcome in Ref. [62]. There, the authors point out that sums of higher powers of Schmidt values can be reformulated in terms of linear observables in tensor products of the original density matrix $\rho_{AB}$. This can be achieved by concatenating subsystem swap operators. Let $S_{k,l}^{(X)}$ be the operator that swaps the $k^{th}$ and $l^{th}$ copies of system $X$ ($X = A, B$, or $AB$ below). Namely, it acts as $S_{k,l}^{(X)} (|i\rangle^{X_k} \otimes |j\rangle^{X_l}) = |j\rangle^{X_k} \otimes |i\rangle^{X_l}$ on any pair of basis states for systems $X_k$ and $X_l$ (as indicated by the superscripts), and as the identity on all other systems. Then, the following relation holds:

$$\sum_{i=1}^{R} \lambda_i^4 = \frac{\text{Tr} (S \rho_{AB}^4)}{\text{Tr} (\rho_{AB}^2)^2} \quad \text{where} \quad S = S_{1,4}^{(A)} \otimes S_{2,3}^{(A)} \otimes S_{1,2}^{(B)} \otimes S_{3,4}^{(B)}.$$

(A3)

The denominator $\text{Tr} (\rho_{AB}^2)^2$ is a consequence of the normalization in the lhs of Eq. (A1), and validity of the overall expression readily follows from inserting the operator Schmidt decomposition into the rhs of Eq. (A3) and from using the fact that the operators $O_{A,i}$ and $O_{B,i}$ are all orthonormal, i.e. $\text{Tr} (O_{A,i} O_{A,j}) = \text{Tr} (O_{B,i} O_{B,j}) = \delta_{i,j}$. It is also worth pointing out that the purity can also be reformulated as a linear observable on tensor products:

$$\text{Tr} (\rho_{AB}^2) = \text{Tr} \left( S_{1,2}^{(AB)^2} \rho_{AB}^2 \right).$$

(A4)

This is relevant, because trace polynomials of the form $\text{Tr} (O^{(n)} \rho_{AB}^n)$ can be measured directly in actual experiments by employing techniques from the randomized measurement toolbox [48]. This will be the content of the subsequent Appendix section. For now it is enough to remember that we know how to directly estimate the lhs of Eq. (A3), while we are not aware of a direct estimation protocol for the lhs of Eq. (A2).

So, how do we overcome this discrepancy between what can be measured (Eq. (A3)) and what is required to detect entanglement (violation of Rel. (A2))? We collect the positive Schmidt-values into an $R$-dimensional vector $\ell = (\lambda_1, \ldots, \lambda_R)$ and use fundamental $\ell_p$-norm relations to obtain a relation between $\|v\|_{\ell_1} = \sum_{i=1}^{R} |\lambda_i| = \sum_{i=1}^{R} \lambda_i$ (the last equation uses the fact that all Schmidt values are nonnegative) and $\|v\|_{\ell_4}^4 = \sum_{i=1}^{R} \lambda_i^4$. To achieve such a conversion, we can use also the fact that Schmidt values are normalized, i.e. $\|v\|_{\ell_4}^4 = \sum_{i=1}^{R} \lambda_i^4 = 1$. We can use the Berger’s inequality [113] that relates the $\ell_1$, $\ell_2$ and $\ell_4$ norms of any vector. This inequality then ensures

$$\sum_{i=1}^{R} \lambda_i = \|v\|_{\ell_1} \geq \frac{\|v\|_{\ell_2}^2}{\|v\|_{\ell_4}^2} = \frac{1}{\left( \sum_{i=1}^{R} \lambda_i^2 \right)^{1/2}}.$$  

(A5)

This relation is a simple consequence of Hölder’s inequality and we refer to Ref. [114, Proof of Lemma 12] for a quick derivation.
We now have all ingredients in place to derive our experimentally accessible entanglement condition. A combination of Rel. (A2), Eq. (A5) and Eq. (A3) implies that every separable state $\rho_{AB}$ must obey

$$\frac{1}{\text{Tr}(\rho_{AB})} \geq \left( \sum_{i=1}^{R} \lambda_i \right)^2 \geq \frac{1}{\sum_{i=1}^{R} \lambda_i^2} = \frac{\text{Tr}(\rho_{AB}^2)}{\text{Tr}(S\rho_{AB}^4)},$$  \hspace{1cm} (A6)$$

or equivalently:

$$\text{Tr}\left( S_{1,4}^{(A)} \otimes S_{2,3}^{(A)} \otimes S_{1,2}^{(B)} \otimes S_{3,4}^{(B)} \rho_{AB} \right) = \text{Tr}\left( S\rho_{AB}^4 \right) \geq \text{Tr}\left( \rho_{AB}^2 \right)^2 = \text{Tr}\left( S_{1,2}^{(AB)} \rho_{AB}^2 \right)^3.$$  \hspace{1cm} (A7)

If this relation is violated, then we can be sure that the state $\rho_{AB}$ must be entangled. And, in stark contrast to the original CCNR condition, both the expression on the very left and the expression on the very right are directly accessible in an experiment. From Eq. (A6) we can also take logarithms and negate the sign to obtain an equivalent statement in terms of Rényi entropies.

**Proposition 1 (Entanglement condition).** Let $\rho_{AB}$ be a bipartite quantum state with Rényi 2-OE $S^{(2)}(\rho_{AB}) = -\log(\sum_i \lambda_i^2)$ and Rényi 2-entropy $R^{(2)}(\rho_{AB}) = -\log(\text{Tr}(\rho_{AB}^2))$. Then, the relation

$$S^{(2)}(\rho_{AB}) > R^{(2)}(\rho_{AB})$$  \hspace{1cm} (A8)$$

implies that $\rho_{AB}$ must be entangled (across the bipartition $A$ vs $B$).

Finally, we point out that a centering operation on the level of density matrices can substantially enhance the ability to detect entanglement. The key idea is to shift the original density matrix by

$$\rho_{AB} \mapsto \rho_{AB} - \rho_A \otimes \rho_B = X_{AB},$$  \hspace{1cm} (A9)$$

where $\rho_A = \text{Tr}_B(\rho_{AB})$ and $\rho_B = \text{Tr}_A(\rho_{AB})$ are the reduced density matrices of $\rho_{AB}$. Note that this centered density matrix $X_{AB}$ is not physical, because it has negative eigenvalues and a vanishing trace. The Schmidt coefficients $(\chi_1, \ldots, \chi_{R'})$ of this shifted density matrix are known to obey the enhanced realignment and computable cross norm condition [115, 116]:

$$\sum_{i=1}^{R'} \chi_i \leq \frac{\sqrt{1 - \text{Tr}(\rho_A^2)} \sqrt{1 - \text{Tr}(\rho_B^2)}}{\sqrt{\text{Tr}([X_{AB}]^2)}},$$  \hspace{1cm} (A10)$$

see e.g. Ref. [62]. We can now adjust the arguments from before to obtain the following relation that must hold for every shifted version $X_{AB}$ of a separable state $\rho_{AB}$:

$$\text{Tr}\left( S X_{AB}^4 \right) \geq \frac{\text{Tr}(X_{AB}^2)^3}{(1 - \text{Tr}(\rho_A^2))(1 - \text{Tr}(\rho_B^2))}.$$  \hspace{1cm} (A11)$$

If this condition is violated, the underlying state must be entangled. Although it requires some additional work, the expression on both sides of this equations can be re-expressed in terms of linear observables in tensor products of $\rho_{AB}$, which makes them experimentally accessible.

Moreover, entanglement conditions based on realignment moments have been introduced in [117]. Finally, let us point out that the idea of using linear observables in tensor products – which are also known as index permutation matrices in this context – to detect entanglement is not new. Specifically connected to this work, optimal entanglement detection criteria have already been found in this framework [62]. Here, we provide additional criteria which are perhaps less powerful, but simpler to state, simpler to estimate and which follow from a simpler proof argument. Below in Fig. 4, with the batch shadow estimators, we illustrate an example of mixed state entanglement detection from the experimental data of Ref. [7] using Proposition. 1 and the optimal condition in Eq. (7) of [62], where we clearly observe an enhanced detection capability of the optimal condition. We additionally note that with the finite measurement statistics available from the experiment of Ref. [7], we were unable to extract experimentally, the enhanced condition derived in Eq. (A11) and its corresponding optimal condition [62, Eq. (8)] due to large error bars on the experimental data arising from the finite available measurement statistics.
Figure 4. Entanglement detection: We consider a reduced density matrix $\rho_{AB}$ defined on the subsystem $A = [1, 2]$ and $B = [3, 4]$ for the 10-ion experiment of Ref. [7]. In panel (a), we plot as detection on the vertical axis, the condition given in Proposition 1 $(S^{(2)}(\rho_{AB}) - R^{(2)}(\rho_{AB}))$, and similarly in panel (b) we use the optimal condition in Eq. (7) of [62] $(E_{2n}^{(n)}(\rho_{AB}) - 1)$. We detect entanglement between the partitions $A$ and $B$ for various times $t$ during the quench dynamics when we observe values greater than 0. The points show experimental results with the error bars calculated with Jackknife resampling. The solid lines correspond to numerical simulations of the unitary dynamics including dissipation.

Appendix B: Symmetry-resolution of operator Schmidt decomposition

In this appendix we provide a proof of Eqs. (9)–(10) of the main text. We start by showing the symmetry resolution of the Schmidt decomposition for a pure state $|\psi\rangle \in \mathcal{H} = \mathcal{H}_A \otimes \mathcal{H}_B$, which is an eigenstate of an additive charge $Q = Q_A + Q_B$ in App. B1. This is equivalent to showing that the reduced density matrix $\rho_A = \text{Tr}_B|\psi\rangle\langle\psi|$ admits a block diagonal structure with respect to the eigensubspaces of $Q_A$ [64], which we prove in App. B2. In App. B3 and App. B4 we repeat the same arguments for a generic operator $O$, showing that the decomposition in Eq. (9) is possible. In App. B5 we give a simple example of symmetry resolution of an operator for the density matrix of a 3-qubit system.

1 Symmetry-resolved Schmidt decomposition of a pure state

Let $|\psi\rangle \in \mathcal{H} = \mathcal{H}_A \otimes \mathcal{H}_B$ be a state that satisfies

$$(Q_A + Q_B)|\psi\rangle = 0,$$

(B1)

for Hermitian operators $Q_A$ and $Q_B$ acting on $\mathcal{H}_A$, $\mathcal{H}_B$.

**Proposition 2.** There exists a symmetry-resolved Schmidt decomposition

$$|\psi\rangle = \sum_q \sum_j \lambda_j^{(q)} |\psi_A^{(q)}\rangle |\psi_B^{(q')}\rangle,$$

(B2)

with $\langle \psi_A^{(q)} | \psi_A^{(q')} \rangle = \delta_{q,q'} \delta_{j,j'}$, $\langle \psi_B^{(q)} | \psi_B^{(q')} \rangle = \delta_{q,q'} \delta_{j,j'}$, and

$$Q_A |\psi_A^{(q)}\rangle = q |\psi_A^{(q)}\rangle, \quad Q_B |\psi_B^{(q)}\rangle = q |\psi_B^{(q)}\rangle.$$

(B3)

**Proof.** $\mathcal{H}_A$ can be decomposed into eigenspaces of $Q_A$: $\mathcal{H}_A = \bigoplus_q \mathcal{H}_A^{(q)}$ where the $q$’s are the eigenvalues of $Q_A$. We pick an orthonormal basis for each $\mathcal{H}_A^{(q)}$: $\{|e_A^{(q),q}\rangle, |e_A^{(q),q'}\rangle, \ldots\}$. Notice that if $q \neq q'$, then $\langle e_A^{(q),q'} | e_A^{(q'),q'} \rangle = 0$. This is because $Q_A$ is Hermitian, so $q' \langle e_A^{(q),q'} | e_A^{(q'),q'} \rangle = \langle e_A^{(q),q'} | Q | e_A^{(q'),q'} \rangle = q' \langle e_A^{(q),q'} | e_A^{(q'),q') \rangle$. Thus the basis vectors of different eigenspaces are orthogonal, and we can use all of them together as an orthonormal basis that spans the total space $\mathcal{H}_A$. Similarly, one can pick a basis for $\mathcal{H}_B$ such that every basis vector is an eigenstate of $Q_B$.

Any state $|\psi\rangle \in \mathcal{H} = \mathcal{H}_A \otimes \mathcal{H}_B$ can be written in the form

$$|\psi\rangle = \sum_q \sum_j \sum_{q'} \sum_{j'} M_{j,j'}^{(q,q')} |e_A^{(q),q}\rangle \otimes |e_B^{(q'),j}\rangle,$$

(B4)
with some components \(M_{j,j'}^{(q,q')}\). If \(|\psi\rangle\) satisfies Eq. (B1), then
\[
0 = (Q_A + Q_B)|\psi\rangle = \sum_q \sum_{j} \sum_{q'} \sum_{j'} (q + q') M_{j,j'}^{(q,q')} |e_{A,j}^{(q)}\rangle \otimes |e_{B,j'}^{(q')}\rangle,
\]
and linear independence of the basis vectors implies
\[
M_{j,j'}^{(q,q')} = 0 \quad \text{if} \quad q + q' \neq 0.
\]
Thus, for a state \(|\psi\rangle\) that satisfies Eq. (B1),
\[
|\psi\rangle = \sum_q \sum_{j} \sum_{j'} M_{j,j'}^{(q,-q)} |e_{A,j}^{(q)}\rangle \otimes |e_{B,j'}^{(-q)}\rangle.
\]
Then we can treat the different \(q\)-blocks separately. For every \(q\), we take a Schmidt decomposition of the state
\[
\sum_{j} \sum_{j'} M_{j,j'}^{(q,-q)} |e_{A,j}^{(q)}\rangle \otimes |e_{B,j'}^{(-q)}\rangle = \sum_{j} \lambda_{j}^{(q)} |\psi_{A,j}^{(q)}\rangle \otimes |\psi_{B,j}^{(-q)}\rangle,
\]
and putting all these together we obtain the symmetry-resolved Schmidt decomposition Eq. (B2). \(\square\)

2 Block-diagonal form of the reduced density matrix

We now prove the block-diagonal structure of the reduced density matrix, which is equivalent to the symmetry-resolved Schmidt decomposition for the evaluation of the entanglement in the charge sectors [64]. As before, let \(|\psi\rangle \in \mathcal{H} = \mathcal{H}_A \otimes \mathcal{H}_B\) be a state that satisfies
\[
(Q_A + Q_B)|\psi\rangle = 0,
\]
for Hermitian operators \(Q_A\) and \(Q_B\) acting on \(\mathcal{H}_A, \mathcal{H}_B\).

**Proposition 3.** The reduced density matrix \(\rho_A = \text{Tr}_B|\psi\rangle \langle \psi|\) commutes with \(Q_A\).

**Proof.** We notice that
\[
[Q_A, \text{Tr}_B|\psi\rangle \langle \psi|] = \text{Tr}_B([Q_A, |\psi\rangle \langle \psi|])
= \text{Tr}_B((Q_A + Q_B, |\psi\rangle \langle \psi|) - [Q_B, |\psi\rangle \langle \psi|])
= -\text{Tr}_B(Q_B|\psi\rangle \langle \psi|) + \text{Tr}_B(|\psi\rangle \langle \psi|Q_B),
\]
and this vanishes because of the cyclicity of the trace. \(\square\)

We can thus write an eigenvalue decomposition for the reduced density matrix with blocks labelled by the charges \(q\) of \(Q_A\). This leads to the same Schmidt decomposition as in Eq. (B2).

3 Symmetry-resolved operator Schmidt decomposition

What has been done so fare for the state \(|\psi\rangle\) can be generalized to operators. In particular, let \(O \in \text{End}(\mathcal{H}) = \text{End}(\mathcal{H}_A) \otimes \text{End}(\mathcal{H}_B)\) be an operator that satisfies
\[
[Q_A + Q_B, O] = 0,
\]
for Hermitian operators \(Q_A\) and \(Q_B\).

**Proposition 4.** There exists a symmetry-resolved operator Schmidt decomposition
\[
\frac{O}{\sqrt{\text{Tr}(O^\dagger O)}} = \sum_q \sum_{j} \lambda_{j}^{(q)} O_{A,j}^{(q)} \otimes O_{B,j}^{(-q)},
\]
with \(\text{Tr}(O_{A,j}^{(q)} O_{A,j'}^{(q')}) = \delta_{q,q'} \delta_{j,j'}\), \(\text{Tr}(O_{B,j}^{(q)} O_{B,j'}^{(q')}) = \delta_{q,q'} \delta_{j,j'}\), and
\[
[Q_A, O_{A,j}^{(q)}] = q O_{A,j}^{(q)}, \quad [Q_B, O_{B,j}^{(q)}] = q O_{B,j}^{(q)}.
\]
Proof. This is exactly the same statement as above, with $\mathcal{H}_A$ replaced by $\text{End}(\mathcal{H}_A)$ equipped with the Hilbert-Schmidt inner product. To be more explicit, $\text{End}(\mathcal{H}_A)$ can be decomposed into eigenspaces of the commutator $[Q_A, \cdot]$; $\text{End}(\mathcal{H}_A) = \bigoplus_q \text{End}(\mathcal{H}_A^{(q)})$ where the $q$’s are the eigenvalues of $[Q_A, \cdot]$. We pick an orthonormal basis of $\text{End}(\mathcal{H}_A^{(q)}) \{ E_{A,1}^{(q)}, E_{A,2}^{(q)}, \ldots \}$. As above, we can combine all these basis vectors with different $q$’s into a basis for the total Hilbert space $\text{End}(\mathcal{H}_A)$. We do the same for part $B$. The operator $O \in \text{End}(\mathcal{H})$ can then be written in that basis, with some components $M_{j,j'}^{(q,q')}$,

$$\frac{O}{\sqrt{\text{Tr}(O^\dagger O)}} = \sum_q \sum_j \sum_{q'} \sum_{j'} M_{j,j'}^{(q,q')} E_{A,j}^{(q)} \otimes E_{B,j'}^{(q')}.$$  \hspace{1cm} (B14)

where, by definition,

$$[Q_A, E_{A,j}^{(q)}] = q E_{A,j}^{(q)}, \quad [Q_B, E_{B,j}^{(q)}] = q E_{B,j}^{(q)}.$$  \hspace{1cm} (B15)

If $O$ satisfies Eq. (B11), then

$$M_{j,j'}^{(q,q')} = 0 \quad \text{if} \quad q + q' \neq 0,$$  \hspace{1cm} (B16)

for the same reason as above. Again, the $q$-blocks can be separately Schmidt-decomposed, and this leads to Eq. (B12). \hfill \square

4 Block-diagonal form of the super-reduced density matrix

Let $O \in \text{End}(\mathcal{H}) = \text{End}(\mathcal{H}_A) \otimes \text{End}(\mathcal{H}_B)$ be an operator that satisfies

$$[Q_A + Q_B, O] = 0,$$  \hspace{1cm} (B17)

for Hermitian operators $Q_A$ and $Q_B$.

**Proposition 5.** The super-reduced density matrix $\text{Tr}_{B \otimes B}(|O\rangle \langle O|)$ commutes with the supercharge $Q_A = Q_A \otimes 1 - 1 \otimes Q_A^T$.

**Proof.** We notice that

$$[Q_A, \text{Tr}_{B \otimes B} |O\rangle \langle O|] = \text{Tr}_{B \otimes B}([Q_A, |O\rangle \langle O|])$$

$$= \text{Tr}_{B \otimes B}([Q_A + Q_B, O] \langle O|) - [Q_B, |O\rangle \langle O|])$$

$$= -\text{Tr}_{B \otimes B}(Q_B |O\rangle \langle O|) + \text{Tr}_{B \otimes B}(O \langle O| Q_B),$$  \hspace{1cm} (B18)

and this vanishes because of the cyclicity of the trace. \hfill \square

We can thus write an eigenvalue decomposition for the super-reduced density matrix with blocks labelled by the charges $q$ of $Q_A$. This leads to the same Schmidt decomposition as in Eq. (B12).

5 3-qubit example

To get familiar with the symmetry resolution of an operator, let us look at a minimal illustrative example: a 3-qubit system, whose qubits are labeled $A$, $B$ and $C$, in a state of the form $|\alpha|^2 + |\beta|^2 + |\gamma|^2 = 1$

$$|\psi\rangle_{ABC} = \alpha |100\rangle + \beta |010\rangle + \gamma |001\rangle.$$  \hspace{1cm} (B19)

This is an eigenstate of the total charge operator $Q_{ABC} = \sum_{j=A,B,C} Q_j$ with $Q_j = |1\rangle \langle 1|$. The reduced density matrix of the subsystem $AB$ is

$$\rho_{AB} = (\alpha |10\rangle + \beta |01\rangle) (\alpha^* \langle 10| + \beta^* \langle 01|) + |\gamma|^2 |00\rangle \langle 00|,$$  \hspace{1cm} (B20)
which commutes with $Q_A + Q_B$. Therefore the definitions introduced in the main text can be used and it makes sense to study the SROE of the reduced density matrix $\rho_{AB}$ in this minimal example.

Let us proceed by vectorizing the reduced density matrix $\rho_{AB}$:

$$\rho_{AB} = |\gamma|^2 |00\rangle_A |00\rangle_B + |\beta|^2 |00\rangle_A |11\rangle_B + |\alpha|^2 |11\rangle_A |00\rangle_B + \alpha^* \beta |01\rangle_A |10\rangle_B + \alpha \beta^* |10\rangle_A |01\rangle_B.$$  \hfill (B21)

From this, we can build the object $\rho_{AB} \langle \rho_{AB}$ and take the trace over the subsystem $B$. This gives

$$\text{Tr}_B |\rho_{AB} \rangle \langle \rho_{AB}| = |\beta|^4 |00\rangle \langle 00| + |\alpha|^2 |\beta|^2 (|01\rangle \langle 01| + |10\rangle \langle 10|) + (|\gamma|^2 |00\rangle + |\alpha|^2 |11\rangle)(|\gamma|^2 |00\rangle + |\alpha|^2 |11\rangle). \hfill (B22)$$

By reshuffling the elements of the basis, we find out that the matrix has a block-diagonal decomposition as

$$\text{Tr}_B |\rho_{AB} \rangle \langle \rho_{AB}| = \left( |\alpha|^2 |\beta|^2 \right)_{q=1} \oplus \left( |\alpha|^2 |\beta|^2 \right)_{q=-1} \oplus \left( |\beta|^4 + |\gamma|^4 |\alpha|^2 |\gamma|^2 \right)_{q=0}, \hfill (B23)$$

where each block lives in the eigensubspace of the supercharge operator $Q_A = Q_A \otimes I - I \otimes Q_A^T$ (with the corresponding eigenvalues indicated as subscripts).

From this we can treat each block separately, as in the proofs of Propositions 2 or 4 above. We thus obtain the following ‘symmetry resolved operator Schmidt decomposition’:

$$\frac{\rho_{AB}}{\sqrt{\text{Tr}[\rho_{AB}^2]}} = \lambda^{(1)} O_A^{(1)} \otimes O_B^{(-1)} + \lambda^{(-1)} O_A^{(-1)} \otimes O_B^{(1)} + \sum_{j=1,2} \lambda_j^{(0)} O_A^{(0)} \otimes O_B^{(0)}), \hfill (B24)$$

where the Schmidt coefficients $\lambda^{(q)}$ are given by

$$\lambda^{(1)} = \lambda^{(-1)} = \frac{1}{2} \sqrt{\chi}, \quad \lambda_j^{(0)} = \frac{1}{2} (1 \pm \sqrt{1 - \chi}) \hfill (B25)$$

with $\chi = \frac{4|\alpha|^2 |\beta|^2}{\text{Tr}[\rho_{AB}^2]}$, $\text{Tr}[\rho_{AB}^2] = (|\alpha|^2 + |\beta|^2)^2 + |\gamma|^4$, and the operators $O_A^{(q)}$ and $O_B^{(q)}$, which form orthonormal sets, read

$$O_A^{(1)} = |1\rangle \langle 0|_A, \quad O_B^{(-1)} = |0\rangle \langle 1|_B, \hfill (B26)$$

$$O_A^{(-1)} = |0\rangle \langle 1|_A, \quad O_B^{(1)} = |1\rangle \langle 0|_B, \hfill (B26)$$

$$O_A^{(0)} = a_+ |0\rangle \langle 0|_A + a_- |1\rangle \langle 1|_A, \quad O_B^{(0)} = b_+ |0\rangle \langle 0|_B + b_- |1\rangle \langle 1|_B, \hfill (B26)$$

$$O_A^{(0)} = a_- |0\rangle \langle 0|_A - a_+ |1\rangle \langle 1|_A, \quad O_B^{(0)} = -b_- |0\rangle \langle 0|_B + b_+ |1\rangle \langle 1|_B, \hfill (B26)$$

for some real parameters $a_{\pm}, b_{\pm}$ that are functions of $|\alpha|, |\beta|$ and $|\gamma|$ (which can be obtained explicitly, but are rather tedious to write).

As a more specific example, if we fix the parameters in Eq. (B19) as for instance $\alpha = \sqrt{5/12}, \beta = 1/2, \gamma = 1/\sqrt{3}$, then the coefficients $\lambda^{(q)}, a_{\pm}, b_{\pm}$ introduced above are found to be:

$$\lambda^{(1)} = \lambda^{(-1)} = \frac{3 \sqrt{3}}{4}, \quad \lambda_1^{(0)} = \frac{3}{4}, \quad \lambda_2^{(0)} = \frac{1}{4}, \hfill (B27)$$

$$a_+ = a_- = \frac{1}{\sqrt{3}}, \quad b_+ = \frac{3}{\sqrt{10}}, \quad b_- = \frac{1}{\sqrt{10}}.$$

From Eq. (B27), we then get the following expressions for the OE

$$S(\rho_{AB}) = 4 \log 2 - \frac{3}{2} \log 3 \hfill (B28)$$

and SROE

$$S_{\pm1}(\rho_{AB}) = 0, \quad S_0(\rho_{AB}) = \log 10 - \frac{9}{5} \log 3, \hfill (B29)$$
and we can check that Eq. (13) is indeed satisfied.

To finish with this example, let us comment on the non-hermiticity of the operators \( O_{A/B}^{(\pm 1)} \) introduced in Eq. (B26) above. As mentioned in the main text, in general it is always possible to impose that the operators \( O_{A/B,j}^{(0)} \) that enter the standard Schmidt decomposition, Eq. (1) or (2), of a Hermitian operator must be Hermitian themselves. However, this can no longer be ensured when imposing the symmetry-resolved form of the Schmidt decomposition, as in Eqs. (9)–(10).

To see this, recall that while the Schmidt coefficients are unique, the operators that are used in the standard (non-symmetry-resolved) decomposition are not: they are only unique—up to some complementary phases (or up to a sign if one wants them to be Hermitian)—when the corresponding Schmidt coefficient has multiplicity one. E.g. in our example above, the operators \( O_{A/B,j}^{(0)} \), corresponding to the different Schmidt coefficients \( \lambda_j^{(0)} \), are unique (up to a phase or a sign), but there remains some freedom, in a standard Schmidt decomposition, for the choice of operators \( O_{A/B}^{(\pm 1)} \) corresponding to the multiplicity-2 Schmidt coefficients \( \lambda^{(1)} = \lambda^{(-1)} \).

In fact, one finds that the most general form of the non-symmetry-resolved Schmidt decomposition of \( \rho_{AB} \) above would be as in Eq. (B24), but replacing \( O_{A/B}^{(\pm 1)} \) from Eq. (B26) by

\[
O_{A}^{(1)} = \mu |1\rangle\langle 0|_{A} + \nu |0\rangle\langle 1|_{A}, \quad O_{B}^{(-1)} = \nu^* |1\rangle\langle 0|_{B} + \mu^* |0\rangle\langle 1|_{B},
\]

\[
O_{A}^{(-1)} = e^{i\varphi} \left(- \nu^* |1\rangle\langle 0|_{A} + \mu^* |0\rangle\langle 1|_{A}\right), \quad O_{B}^{(1)} = e^{-i\varphi} \left(\mu |1\rangle\langle 0|_{B} - \nu |0\rangle\langle 1|_{B}\right),
\]

for some complex coefficients \( \mu, \nu \) such that \( |\mu|^2 + |\nu|^2 = 1 \) and some phase \( \varphi \) (and, for full generality, replacing \( O_{A,j}^{(0)} \) and \( O_{B,j}^{(0)} \) by \( e^{i\varphi} O_{A,j}^{(0)} \) and \( e^{-i\varphi} O_{B,j}^{(0)} \), resp., for some phases \( \varphi_j \)). It is easily seen that these operators can indeed be chosen to be Hermitian, by taking e.g. \( \mu = \nu = 1/\sqrt{2} \) and \( \varphi = \frac{\pi}{4} \). However, imposing that the Schmidt decomposition is symmetry-resolving, i.e., that the above operators satisfy Eq. (10), turns out to be incompatible with these being Hermitian: e.g., \( [Q_{A}, O_{A}^{(1)}] = O_{A}^{(1)} \) requires \( |\mu| = 1, |\nu| = 0 \) (as in Eq. (B26)).

One may note, for completeness, that Eq. (10) can actually be satisfied by Hermitian operators \( O_{A,j}^{(q)}, O_{A,j}^{(q)} \) only in the case where \( q = 0 \) : indeed, assuming that \( O_{A,j}^{(q)} = (O_{A,j}^{(q)})^\dagger \), Eq. (10) then implies (using the cyclicity of the trace) \( \text{Tr}([Q_{A}, O_{A,j}^{(q)}]O_{A,j}^{(q)}) = 0 = q \text{Tr}((O_{A,j}^{(q)})^\dagger O_{A,j}^{(q)}) = q \).

### Appendix C: The batch shadow randomized measurement toolbox

#### 1 Classical shadows with local CUE and Pauli measurements

Given an \( N \) qubit state prepared on a quantum device, we can construct a Haar classical shadow \( \hat{\rho}^{(r)} \) (equivalently called a Haar shadow) of the state defined in Eq. (17) (with \( N_M = 1 \)) of the main text [49]:

\[
\hat{\rho}^{(r)} = \bigotimes_{i=1}^{N} \left(3(u_i^{(r)})^\dagger \left| s_i^{(r)} \right\rangle \left\langle s_i^{(r)} \right| u_i^{(r)} - \mathbb{I}_2 \right)
\]

where the applied local random unitary is sampled from the CUE equivalently from the Haar measure (local CUE measurements). Alternatively we could consider random single-qubit operations that equivalently lead to measuring each qubit in one of the random Pauli basis of \( \mathcal{X}, \mathcal{Y} \) or \( \mathcal{Z} \) (local Pauli measurements). These lead to six possible states that can be succinctly summarized as:

\[
|B, s\rangle \quad \text{with} \quad B \in \{\mathcal{X}, \mathcal{Y}, \mathcal{Z}\}, \quad s \in \{\pm\}
\]

More precisely, these states correspond to the following six possibilities:

\[
|0\rangle = |\mathcal{Z}, +\rangle, \quad |1\rangle = |\mathcal{Z}, -\rangle, \quad |+\rangle = |\mathcal{X}, +\rangle, \quad |-\rangle = |\mathcal{X}, -\rangle, \quad |i+\rangle = |\mathcal{Y}, +\rangle, \quad |i-\rangle = |\mathcal{Y}, -\rangle.
\]

To construct a Pauli shadow \( \hat{\rho} \), we choose randomly and uniformly for each single qubit \( i \), a basis \( B_i \) in \( \mathcal{X}, \mathcal{Y} \) or \( \mathcal{Z} \) which is subsequently followed by the resulting basis measurement that provides a string of signs \( s = (s_1, \ldots, s_N) \in \{\pm\} \). With this information and defining \( N \) chosen bases \( B = (B_1, \ldots, B_N) \), we can provide an unbiased estimator of the density matrix \( \rho \) as [118]:

\[
\hat{\rho}(B, s) = \bigotimes_{i=1}^{N} \left(3 |B_i, s_i\rangle \langle B_i, s_i| - \mathbb{I}_2 \right) \quad \text{such that} \quad \mathbb{E}[\hat{\rho}(B, s)] = \rho
\]
We have:

Given a Pauli or Haar shadow

Lemma 2.

the structure of Pauli basis measurements and are therefore only valid for Pauli shadows.

classical shadows and are therefore valid for both Pauli and CUE shadows. Other results, however, do explicitly use

and for $B = B'$ we have

This rich geometric structure allows us to deduce streamlined upper bounds on the trace overlap between different Pauli shadows.

**Lemma 1.** Given two $N$-qubit basis strings $B, B' \in \{X, Y, Z\}^N$, for any sign of the outcome strings $s, s' \in \{\pm\}^N$ the following two statements hold:

$$\text{Tr}\left(\hat{\rho}(B, s)\hat{\rho}'(B', s')\right)^2 \leq \prod_{i=1}^{N} \left(5^2 \mathbf{1}\{B_i = B_i'\} + \left(\frac{1}{2}\right)^2 \mathbf{1}\{B_i \neq B_i'\}\right)$$

and

$$\mathbb{E}\left[\prod_{i=1}^{N} \left(5^2 \mathbf{1}\{B_i = B_i'\} + \left(\frac{1}{2}\right)^2 \mathbf{1}\{B_i \neq B_i'\}\right)\right] = 8.5^N,$$

where $\mathbf{1}\{B_i = B_i'\}$ and $\mathbf{1}\{B_i \neq B_i'\}$ denote the indicator function of the advertised events.

The proof strategy for this auxiliary statement is inspired by a recent analysis of classical shadows for single-qubit SIC POVMs, see [119, Appendix IX.B].

**Proof.** The proof of the first inequality follows from the observation that the single qubit states $|B_i, s_i\rangle$ and $|B_i', s_i'\rangle$ are mutually unbiased whenever $B_i \neq B_i'$. If two bases coincide ($B_i = B_i'$), the squared overlap either contributes $(-4)^2$ ($s' \neq s$) or $5^2$ ($s = s'$) and can be bounded by choosing the larger term amongst them. Eq. (C7) now follows from applying this single-qubit argument to each contribution in the $N$-fold tensor product that make up the two shadows as the trace inner product of two shadows factorises into $N$ single-qubit contributions from Eq. (C4).

Secondly, noting that all random basis choices are independent, we can develop Eq. (C8) as:

$$\mathbb{E}\left[\prod_{i=1}^{N} \left(5^2 \mathbf{1}\{B_i = B_i'\} + \left(\frac{1}{2}\right)^2 \mathbf{1}\{B_i \neq B_i'\}\right)\right] = \mathbb{E}\left[5^2 \mathbf{1}\{B_i = B_i'\} + \left(\frac{1}{2}\right)^2 \mathbf{1}\{B_i \neq B_i'\}\right]^N$$

and

$$= 5^2\mathbb{E}[\mathbf{1}\{B_i = B_i'\}] + \left(\frac{1}{2}\right)^2 \mathbb{E}[\mathbf{1}\{B_i \neq B_i'\}]^N = 5^2 \times \frac{1}{3} + \left(\frac{1}{2}\right)^2 \times \frac{2}{3}^N = 8.5^N,$$

where we have used the fact that the expectation of an indicator function is the probability of the associated event. More precisely, $\mathbb{E}[\mathbf{1}\{B_i = B_i'\}] = \text{Pr}[B_i = B_i'] = 1/3$, because there is a total of three basis choices to choose from. The same argument also ensures $\mathbb{E}[\mathbf{1}\{B_i \neq B_i'\}] = \text{Pr}[B_i \neq B_i'] = 1 - \text{Pr}[B_i = B_i'] = 1 - 1/3 = 2/3.$

We now collect a number of helpful auxiliary statements that will enable us to deduce tight bounds on the estimation protocol for operator entanglement further down the road. Some statements directly follow from the properties of classical shadows and are therefore valid for both Pauli and CUE shadows. Other results, however, do explicitly use the structure of Pauli basis measurements and are therefore only valid for Pauli shadows.

**Lemma 2.** Given a Pauli or Haar shadow $\hat{\rho}$ that acts on $N$ qubits and $O$ be an observable on the same dimension. We have:

$$\text{Var}\left[\text{Tr}(O\hat{\rho})\right] \leq \mathbb{E}\left[\text{Tr}(O\hat{\rho})^2\right] \leq \text{Tr}(O^2)2^N.$$
Proof. The above statement follows from the proof of the original bound on the shadow norm of linear observables in Ref. [49] (proof of Proposition 3).

Lemma 3. Let $\hat{p}$ and $\hat{p}'$ be two independent Pauli shadows on $N$ qubits. Then we have

$$\text{Var} \left[ \text{Tr}(\hat{p}\hat{p}') \right] \leq E \left[ \text{Tr}(\hat{p}\hat{p}')^2 \right] \leq 8.5^N.$$  \hfill (C12)

Proof. The proofs directly follows from Lemma. 1 by taking the expectation value of Eq. (C7).

Lemma 4. Let $\rho_{AB}$ be a bipartite density matrix acting on $N = N_A + N_B$ qubits. Let $\hat{p} = \hat{p}_A \otimes \hat{p}_B$ and $\hat{p}' = \hat{p}'_A \otimes \hat{p}'_B$ be two Pauli or Haar shadows defined on the same space that are sampled independently. Given two observables $O_{AB}$ and $O'_{A'B'}$, with compatible dimension, we have

$$\text{Var} \left[ \text{Tr}(O_{AB}\hat{p}_A \otimes \hat{p}_B') \text{Tr}(O'_{A'B'}\hat{p}'_A \otimes \hat{p}_B) \right] \leq \text{Tr}(O_{AB}^2) \text{Tr}((O'_{A'B'})^2) 2^{2N}.$$  \hfill (C13)

Proof. We can easily rewrite the product of traces as a larger trace over a tensor product:

$$\text{Tr} \left[ (O_{AB} \otimes O'_{A'B'}) (\hat{p}_A \otimes \hat{p}_B' \otimes \hat{p}'_A \otimes \hat{p}_B) \right] = \text{Tr} \left[ S_{BB'} (O_{AB} \otimes O'_{A'B'}) S_{BB'} (\hat{p}_A \otimes \hat{p}_B \otimes \hat{p}'_A \otimes \hat{p}_B') \right]$$  \hfill (C14)

with $S_{BB'} \equiv I_{AA'} \otimes S_{BB'}$ that implicitly includes identity operator on the unmarked subsystem $A$ and $A'$. Writing the shadow $\hat{p} \otimes \hat{p}' = \hat{p}_A \otimes \hat{p}_B \otimes \hat{p}'_A \otimes \hat{p}'_B$ in a $2^{2N}$ dimensional Hilbert space and recalling Lemma 2, we obtain

$$\text{Var} \left[ \text{Tr}(O_{AB}\hat{p}_A \otimes \hat{p}_B') \text{Tr}(O'_{A'B'}\hat{p}'_A \otimes \hat{p}_B) \right] \leq \text{Tr} \left[ (S_{BB'} (O_{AB} \otimes O'_{A'B'}) S_{BB'})^2 \right] 2^{2N} \leq \text{Tr}(O_{AB}^2) \text{Tr}((O'_{A'B'})^2) 2^{2N}.$$  \hfill (C15)

\hfill $\square$

2 General treatment for batch shadow estimators

In this section, we introduce the batch shadow estimator – one of the main technical contributions of this work. We also provide general statements that allow us to bound its variance when estimating trace polynomials $\text{tr} \left( O^{(n)} \rho^\otimes n \right)$ of arbitrary order $n$.

We shall for all the subsequent sections start by performing randomized measurements to construct classical or Pauli shadows of an $N$-qubit state $\rho$. As mentioned in the main text, on each run of the protocol we sample $N$ single-qubit random unitaries from the CUE or a 2-design and apply them locally on each qubit. This is followed by a single computational basis measurement on each qubit ($N_M = 1$). This procedure is repeated $M$ times (on fresh copies of the state $\rho$) and allows us to construct $M$ classical shadows $\hat{\rho}^{(r)}$ of $\rho$, for $r = 1, \ldots, M$ [49] (here $M \equiv N_q$ as written in the main text). We know that the expectation value of the classical shadows is $\mathbb{E}[\hat{\rho}] = \rho$ [49]. We would like to estimate an $n$-order functional $X_n = \text{Tr}(O^{(n)} \rho^\otimes n)$ defined as a function of an $n$-copy operator $O^{(n)}$ using classical shadows.

From the classical shadows we can define its U-statistics estimator $\hat{X}_n$ as

$$\hat{X}_n = \frac{(M-n)!}{M!} \sum_{r_1 \neq \ldots \neq r_n} \text{Tr} \left[ O^{(n)} \bigotimes_{i=1}^n \hat{\rho}^{(r_i)} \right],$$  \hfill (C16)

where the sum ranges over all possible disjoint shadow indices $(r_1, \ldots, r_n) \in \{0, \ldots, M\}^n$ with $r_1 \neq \ldots \neq r_n$. The U-statistics estimator is an unbiased estimator, i.e., $\mathbb{E}[\hat{X}_n] = X_n$ [86, 120, 121], but evaluating it requires a summation over all possible disjoint sets of $n$ indices. While this is doable for $n = 1, 2$, this summation quickly becomes unfeasible as $n$ increases. For sake of illustration, in order to estimate the U-statistics estimator of the purity ($\text{Tr}(\rho^2)$) with classical shadows, the past-processing runtime scales quadratically $O(M^2)$ with the number of measurements $M$ scaling exponentially wrt the system size $N$ ($M \propto 2^N$) [8, 86, 121]. On the other hand, a function involving $n = 4$ copies of $\rho$ immediately exposes the bottleneck of the U-statistics estimator. The number of summands to be calculated
in Eq. (C16) quickly becomes overburdening even for moderate system sizes as the runtime scales as $\mathcal{O}(M^4)$ with an overhead exponential scaling of the number of measurements $M$ and requires other alternatives.

To solve this real scaling problem problem, we propose another unbiased estimator of the same functional $X_n$ by distributing our $M$ shadows into $n' \geq n$ subsets, and first averaging the shadows in each subset. Each such defined subset is independent with respect to any other and can independently approximate $\rho$. More specifically, let us define the $b^{th}$ batch shadow (denoted by a tilde rather than a hat) as

$$\tilde{\rho}^{(b)} = \frac{n'}{M} \sum_{t_b \in T_b} \tilde{\rho}^{(t_b)} \in \mathbb{C}^{2^n \times 2^n} \quad \text{where} \quad T_b = \{1 + (b-1)M/n', \ldots, bM/n'\}$$

(C17)

for batches ranging from $b = 1$ to $b = n'$ (for simplicity we assume $n'$ divides $M$ such that each subset contains $M/n'$ original classical shadows). We note, as claimed above, that $E[\tilde{\rho}^{(b)}] = \rho$ for every $b$. We then define the alternate unbiased estimator $\hat{X}_n^{(n')}$ of $X_n$ in a similar fashion to Eq. (C16). But, we now symmetrize over $n'$ batch shadows:

$$\hat{X}_n^{(n')} = \frac{(n' - n)!}{n'!} \sum_{b_1 \neq \ldots \neq b_{n'}} \text{Tr} \left[ O^{(n)} \bigotimes_{i=1}^n \tilde{\rho}^{(b_i)} \right] = \frac{(n' - n)!}{n'!} \frac{n^n}{M^n} \sum_{b_1 \neq \ldots \neq b_{n'}} \sum_{t_{b_1} \in T_{b_1}, \ldots, t_{b_{n'}} \in T_{b_{n'}}} \text{Tr} \left[ O^{(n)} \bigotimes_{i=1}^n \tilde{\rho}^{(t_{b_i})} \right].$$

(C18)

Again, by construction, $E[\hat{X}_n^{(n')}] = X_n$, i.e. the batch shadow estimator is unbiased. The principal advantage of introducing this data splitting estimator lies in the fact that, in the limit of $n' \ll M$, one can more efficiently post-process arbitrary $n$-order functionals $\hat{X}_n^{(n')}$ compared to the basic U-statistics estimators $\hat{X}_n$. This is because all the batch shadows $\tilde{\rho}^{(b)}$ are independent and can be computed in parallel.

By increasing $n'$ the performance of $\hat{X}_n^{(n')}$ improves in terms of convergence as more distinct ordered pairings of $n$ different shadows $\tilde{\rho}^{(r_1)}, \ldots, \tilde{\rho}^{(r_n)}$ are incorporated in the batch estimator that were not considered before. In the final limit of $n' = M$, we actually recover the full U-statistics estimator $\hat{X}_n^{(M)} = \hat{X}_n$ which has already been studied in detail [86]. But the larger $n'$, the more resource intensive the classical postprocessing. Hence, we analyze the performance of this estimator in regimes where the batch size $n'$ is as small as possible, i.e. $n' = n$ (this is the smallest batch size that still produces an unbiased estimator for $\text{Tr}(O^{(n)} \tilde{\rho}^{(n)})$). In this case, the sum over $b_1 \neq \ldots \neq b_{n}$ simply boils down to computing all possible position shuffles in the tensor product of the $n$ independent batch shadows. This can be more formally written as a sum over all the permutation operator $\pi$ that acts on $n$ copies of the shadows and leads to

$$\hat{X}_n^{(n)} = \frac{1}{n!} \frac{n^n}{M^n} \sum_{\pi} \sum_{t_1 \in T_1, \ldots, t_n \in T_n} \text{Tr} \left[ O^{(n)} \pi \bigotimes_{i=1}^n \tilde{\rho}^{(t_i) \pi^{-1}} \right].$$

(C19)

with $\pi$ denoting the operator that permutes the $n$ shadows correspondingly, $\pi = \sum_{j_1, \ldots, j_n} |j_{\pi(1)}\rangle \langle j_1| \otimes \cdots \otimes |j_{\pi(n)}\rangle \langle j_n|$ (where the $|j_i\rangle$s are orthonormal basis states). We can gauge its performance by calculating the required number of measurements $M$ to estimate $X_n$ with an error $|\hat{X}_n^{(n)} - X_n| \leq \epsilon$ and a certain confidence level. Chebyshev inequality yields

$$\text{Pr}[|\hat{X}_n^{(n)} - X_n| \geq \epsilon] \leq \frac{\text{Var}[*_{n}^{(n)}]}{\epsilon^2},$$

(C20)

and isolates the variance $\text{Var}[*_{n}^{(n)}]$ of the batch shadow estimator as the central object to study convergence. Using the decomposition of Eq. (C19), this variance can be rewritten as

$$\text{Var}[*_{n}^{(n)}] = \left( \frac{1}{n!} \frac{n^n}{M^n} \right)^2 \sum_{\pi, \pi'} \sum_{t_1, t'_1 \in T_1, \ldots, t_n, t'_n \in T_n} \text{Cov} \left[ \text{Tr} \left[ O^{(n)} \pi \bigotimes_{i=1}^n \tilde{\rho}^{(t_i) \pi^{-1}} \right], \text{Tr} \left[ O^{(n)} \pi' \bigotimes_{i=1}^n \tilde{\rho}^{(t'_i) \pi'^{-1}} \right] \right].$$

(C21)

Note that all shadows that appear only once in the covariances above (i.e., those with indices $t_i \neq t'_i$) simply average to $\rho$. The shadows that appear twice (those with indices $t_i = t'_i$), on the other hand, contribute less trivially. Furthermore, because of the averaging over all permutations $\pi, \pi'$, the positions of the shadows appearing twice (i.e., the indices $i$ such that $t_i = t'_i$) does not matter. Hence, we can first sum over the number $k$ of shadows appearing
twice: the \( \binom{n}{k} \) corresponding terms then contribute with the same values of the covariances. We thus obtain

\[
\text{Var}[\hat{X}_n^{(n)}] = (\frac{1}{n!}n^n)^2 \sum_{\pi,\pi'=k=0}^{n} \binom{n}{k} \sum_{t_1 \in T_1}^{\tau_{k+1} \neq \tau_{k+1}} \sum_{T_k \in T_{k+1}}^{\tau_{n \pi', \pi} \in T_n} \text{Cov} \left[ \text{Tr} \left[ \pi^1 O^{(n)} \pi_\otimes^{k \otimes_{r=1}^k \hat{\rho}^{(r)}(\tau_{j=k+1}^{n \rho}(\tau_{j=k+1}^{n \rho}))} \right] \right] \\
= (\frac{1}{n!}n^n)^2 \sum_{\pi,\pi'=k=0}^{n} \binom{n}{k} \left( \frac{M}{n} \right)^k \left( \frac{M}{n} - 1 \right)^{n-k} \text{Cov} \left[ \text{Tr} \left[ \pi^1 O^{(n)} \pi_\otimes^{k \otimes_{r=1}^k \hat{\rho}^{(r)}} \right] \right] \\
= \sum_{k=0}^{n} \binom{n}{k} \left( \frac{n}{M} \right)^k \left( 1 - \frac{n}{M} \right)^{n-k} \text{Var} \left[ \frac{1}{n!} \sum_{\pi} \text{Tr} \left[ \pi^1 O^{(n)} \pi_\otimes^{k \otimes_{r=1}^k \hat{\rho}^{(r)}} \right] \right],
\]

(C22)

where from the first to the second lines (in addition to averaging the shadows \( \hat{\rho}^{(r)} \), \( \hat{\rho}^{(r')} \) to \( \rho \), see above) we noticed that all different shadows \( \hat{\rho}^{(r)} \) give the same statistics (hence, the same covariances), so that we could without loss of generality replace the \( k \) shadows \( \hat{\rho}^{(r)} \) by any other \( k \) shadows \( \hat{\rho}^{(r)} \), e.g. those for \( r = 1, \ldots, k \). All \( \frac{n^2}{M} \) terms from each of the \( k \) sums over \( t_1 \in T_1 \), and all \( \frac{n^2}{M} \) terms from \( \tau_{j=k+1}^{n \rho}(\tau_{j=k+1}^{n \rho}) \) then give the same values. For the last line we just rearranged all prefactors and included the sums over \( \pi, \pi' \) inside the covariances, noticing that the two arguments of the covariances are then the same.

Let us note already that the variance term inside the sum of Eq. (C22) cancels for \( k = 0 \): the sum can therefore be taken to start from \( k = 1 \). Defining for convenience

\[ V_k = \text{Var} \left[ \frac{1}{n!} \sum_{\pi} \text{Tr} \left[ \pi^1 O^{(n)} \pi_\otimes^{k \otimes_{r=1}^k \hat{\rho}^{(r)}} \right] \right], \]

we obtain

\[ \text{Var}[\hat{X}_n^{(n)}] = \sum_{k=1}^{n} \binom{n}{k} \left( \frac{n}{M} \right)^k \left( 1 - \frac{n}{M} \right)^{n-k} V_k \\
= \sum_{\ell=1}^{n} \binom{n}{\ell} \frac{n^\ell}{M^\ell} \left( \sum_{k=1}^{\ell} \binom{\ell}{k} \right) \left( 1 - \frac{n}{M} \right)^{n-k} V_k = \frac{n^2}{M} V_1 + \frac{n^3(n-1)}{2M^2} (V_2 - 2V_1) + \mathcal{O} \left( \frac{1}{M^2} \right). \]

(C25)

This analysis of the special case \( n' = n \) (the number of batches equals the order of the trace functional) readily extends to general batch sizes \( n' \). Similar calculations produce the following generalization of Eq. (C25):

\[ \text{Var}[\hat{X}_n^{(n')} = \sum_{j=1}^{n} \binom{n}{j} \frac{(n-1)\cdots(n-j+1)}{n^j} \sum_{k=1}^{j} \binom{j}{k} \left( 1 - \frac{n-j}{M} \right)^{j-k} V_k = \sum_{\ell=1}^{n} \binom{n}{\ell} \frac{n^\ell}{M^\ell} \left( \sum_{k=1}^{\ell} \binom{\ell}{k} \right) \left( 1 - \frac{n}{M} \right)^{n-k} V_k \\
= \frac{n^2}{M} V_1 + \frac{n^2(n-1)^2}{2M^2} (V_2 - 2V_1) + \mathcal{O} \left( \frac{1}{M^2} \right). \]

(C27)

We can provide bounds to all the above variance expressions by using the fact that the variance of an average of random variables is upper-bounded by the average of the variances. This can be seen as follows. For \( K \) random variables \( X_i \) the Cauchy–Schwarz inequality yields:

\[ \left( \frac{1}{K} \sum_{i=1}^{K} X_i - \mathbb{E} \left[ \frac{1}{K} \sum_{i=1}^{K} X_i \right] \right)^2 \leq \left( \frac{1}{K} \sum_{i=1}^{K} X_i - \mathbb{E} \left[ \frac{1}{K} \sum_{i=1}^{K} X_i \right] \right)^2 \leq \left[ \frac{1}{K} \sum_{i=1}^{K} X_i - \mathbb{E} \left[ X_i \right] \right)^2 \]

(C28)

with \( \bar{X} = \frac{1}{K} \sum_{i=1}^{K} X_i \) and \( \bar{X} = \frac{1}{K} \sum_{i=1}^{K} X_i \). Taking the expectation values on both sides gives

\[ \text{Var}[\bar{X}] \leq \frac{1}{K} \sum_{i=1}^{K} \text{Var}[X_i]. \]

This provides us the bound:

\[ V_k = \text{Var} \left[ \frac{1}{n!} \sum_{\pi} \text{Tr} \left[ \pi^1 O^{(n)} \pi_\otimes^{k \otimes_{r=1}^k \hat{\rho}^{(r)}} \right] \right] \leq \frac{1}{n!} \sum_{\pi} \text{Var} \left[ \text{Tr} \left[ \pi O^{(n)} \pi_\otimes^{k \otimes_{r=1}^k \hat{\rho}^{(r)}} \right] \right] \]

(C29)

and helps us formalize the variance bound for arbitrary batch shadow estimator.
Proposition 6. Let \( \text{Tr}(O^{(n)} \rho^{\otimes n}) \) be a \( n \)th order trace function and let \( \tilde{X}^{(n')}_{\rho} \) with \( n' \geq n \) be the associated batch shadow estimator as defined in Eq. (C18). Then, the associated variance obeys

\[
\text{Var}[\tilde{X}^{(n')}_{\rho}] \leq \sum_{j=1}^{n} \binom{n}{j} \left( \frac{n' - n}{n} \right)^{j} \sum_{k=1}^{j} \left( \frac{n'}{M} \right)^{k} (1 - \frac{n'}{M})^{j-k} \mathbb{V}_k.
\] (C30)

For \( n' = n \), this bound further simplifies to

\[
\text{Var}[\tilde{X}^{(n)}_{\rho}] \leq \sum_{k=1}^{n} \binom{n}{k} \left( \frac{n}{M} \right)^{k} (1 - \frac{n}{M})^{n-k} \mathbb{V}_k.
\] (C31)

One can further bound \( \mathbb{V}_k \) using the formalism introduced in in [86]. Then, using the Chebyshev bound, one can obtain concrete sample complexity bounds to evaluate arbitrary functions \( \tilde{X}^{(n')}_{\rho} \) using batch shadows. More concretely, for comparison with the U-statistics estimator, Eq. (D7) of [86], we can re-write the U-statistics estimator as

\[
\text{Var}[\hat{\rho}] = 2 \sum_{r=0}^{2} \binom{2}{r} (-1)^r \text{Var}[\hat{\rho}^{(r)}],
\]

where \( \hat{\rho}^{(r)} \) relates to the standard U-statistics estimator of the classical shadows while we evidently achieve great improvements in runtimes of the classical treatment of the measurement data.

With these general statements at hand, we are now in a position to employ them in order to deduce concrete and simple variance bounds for the simplest (and most relevant) batch shadow estimator \( n' = n \) for the functions of interest in this paper as introduced in the main text: for the purity \( X_2 = \text{Tr}(\rho^{2}_{AB}) = \text{Tr}(S^{(AB)}_{1,2} \rho_{AB} \otimes \rho_{AB}) \) and for the functional where \( O^{(4)} = S: X_4 = \text{Tr}(S^{(A)}_{\rho_{AB}}) = \text{Tr}(S^{(A)}_{1,4} \otimes S^{(A)}_{2,3} \otimes S^{(B)}_{1,2} \otimes S^{(B)}_{3,4} \rho^{\otimes 4}) \). We will then provide the sample complexity bounds to evaluate our quantities using properties given in Appendix C1.

3 Sample complexity to evaluate the purity

This section aims at providing sample complexity bounds to evaluate the purity using the batch shadow estimator formed using two batches of Pauli shadows. The purity of a \( N \)-qubit quantum state \( \rho_{AB} \) can be expressed as:

\[
X_2 = \text{Tr}(S^{(AB)}_{1,2} \rho_{AB} \otimes \rho_{AB}) = \text{Tr}(\rho^{2}_{AB}),
\] (C34)

where \( S^{(AB)}_{1,2} \) is the Swap operator. Given \( M \) Pauli shadows, the corresponding batch shadow estimator \( \tilde{X}^{(2)}_{2} \) (with \( n' = 2 \)) of the purity can be written as

\[
\tilde{X}^{(2)}_{2} \equiv \frac{1}{2^M} \sum_{b_1 \neq b_2} \text{Tr} \left[ S^{(AB)}_{1,2} \bigotimes_{i=1}^{2} \tilde{\rho}^{(b_i)} \right],
\] (C35)

where each batch shadow \( \tilde{\rho}^{(b)} \), for \( b = 1, 2 \) writes:

\[
\tilde{\rho}^{(b)} = \frac{2}{M} \sum_{r=(b-1)M/2+1}^{bM/2} \tilde{\rho}^{(r)}.
\] (C36)
Our goal is to bound $\text{Var}[\hat{X}^{(2)}_2]$ for Pauli shadows (this restriction is important, because we will need all auxiliary statements from App. C1). Using Proposition 6, this variance explicitly can be bounded as

$$\text{Var}[\hat{X}^{(2)}_2] \leq \frac{4}{M} \overline{\mathbf{v}_1} + \frac{4}{M^2} (\overline{\mathbf{v}_2} - 2 \overline{\mathbf{v}_1}) \leq \frac{4}{M} \overline{\mathbf{v}_1} + \frac{4}{M^2} \overline{\mathbf{v}_2}. \quad (C37)$$

The next step consists of obtaining the bounds on the terms $\overline{\mathbf{v}}_k$. From the expression of Eq. (C29), we notice that for $n = 2$, only two permutations need to be considered: $\pi = 1$ and $\pi = S$. In each case $\pi^{(2)} \sigma = \pi^{(1)} S \pi = S$. Now recalling Lemma 2 and Lemma 3, we can compute the bounds on $\overline{\mathbf{v}}_1$ and $\overline{\mathbf{v}}_2$ respectively:

$$\overline{\mathbf{v}}_1 = \text{Var} \left[ \text{Tr} \left[ S_{1,2}^{(AB)} (\hat{\rho} \otimes \rho_{AB}) \right] \right] = \text{Var} \left[ \text{Tr} \left[ \hat{\rho} \rho_{AB} \right] \right] \leq \text{Tr} \left[ \rho_{AB}^{2} \right] 2^{N} \leq 2^{N}, \quad (C38)$$

$$\overline{\mathbf{v}}_2 = \text{Var} \left[ \text{Tr} \left[ S_{1,2}^{(AB)} (\hat{\rho}^{(1)} \otimes \rho^{(2)}) \right] \right] = \text{Var} \left[ \text{Tr} \left[ \rho^{(1)} \rho^{(2)} \right] \right] \leq 8.5^{N} \leq 3^{2N}. \quad (C39)$$

Then from Eq. (C37), we obtain the following bound on $\text{Var}[\hat{X}^{(2)}_2]$:

$$\text{Var}[\hat{X}^{(2)}_2] \leq \frac{4}{M} \overline{\mathbf{v}_1} + \frac{4}{M^2} \overline{\mathbf{v}_2} \leq \frac{4}{M} 2^{N} + \frac{4}{M^2} 3^{2N}. \quad (C40)$$

Recalling the Chebyshev’s inequality mentioned in Eq. (C20), we conclude

$$\text{Pr}[|\hat{X}^{(2)}_2 - X_2| \geq \epsilon] \leq \frac{\text{Var}[\hat{X}^{(2)}_2]}{\epsilon^2} \leq \frac{4}{\epsilon^{2}} \left[ \frac{2^{N}}{M} + \frac{3^{2N}}{M^2} \right]. \quad (C41)$$

This allows us to formulate a concise sample complexity bound.

**Proposition 7.** Suppose that we wish to estimate the purity $X_2 = \text{Tr} (\rho^2_{AB}) = \text{Tr} \left( S_{1,2}^{(AB)} \rho_{AB}^{2} \right)$ of an $N$-qubit state $\rho$ using the batch shadow estimator $\hat{X}^{(2)}_2$ constructed from Pauli shadows. Then for $\epsilon, \delta \in (0, 1)$, a total of

$$M \geq 2\frac{3^{N}}{\epsilon \sqrt{\delta}} \left( \sqrt{1 + a_{N}^2} + a_{N} \right) \quad \text{with} \quad a_{N} = \left( \frac{2}{3} \right)^{N} / \epsilon \sqrt{\delta} \quad (C42)$$

measurements suffices to ensure $\text{Pr}[|\hat{X}^{(2)}_2 - X_2| \geq \epsilon] \leq \delta$.

The scaling in terms of system size $N$ is dominated by $3^N$ which is a strict improvement over general quantum state tomography (which would require at least $4^N / \epsilon^2$ measurements). This kind of scaling for the purity is also observed for SIC POVM measurements on independent copies where the sample complexity bound scales as $M \propto 3^N / \epsilon^2 \delta$ [119]. But, when $M$ becomes sufficiently large, the scaling in Eq. (C40) is dominated by the first term $(k = 1)$ which is $\propto 2^N / M$. This then produces a measurement complexity that scales as $M \propto 2^N / \epsilon^2 \delta$. Similar scaling behavior in this limit $M \to \infty$ have also been observed in [8, 86] and reproduces an error decay rate proportional to $1 / \sqrt{M}$ – the ultimate limit for any Monte Carlo averaging procedure.

4 Sample complexity of $X_4$

In this section, we shall derive analytical expressions to compute the sample complexity bound on the $X_4$ functional. We shall use the tensor network graphical language to facilitate the understanding of the subsequent calculations for the reader. Tensor network diagrams are popular in rendering heavy expressions of calculations in terms of simple graphical representations. For interested readers, we refer to the following references for a thorough introduction [122–124]. Fig. 5 summarizes all the essential graphical tools that are required for our arguments.

The function $X_4$ defined in terms of the four-copy operator $O^{(4)} = S$ (as introduced in the main text in Eq. (16)) and also in Ref. [62]) for a bipartite ($N = N_A + N_B$)-qubit state can be rewritten as

$$X_4 = \text{Tr}(S \rho_{AB}^{4}) = \text{Tr} \left( S_{14}^{(A)} \otimes S^{(A)}_{23} \otimes S^{(B)}_{12} \otimes S_{34}^{(B)} \rho_{AB}^{4} \right) \quad (C43)$$
$$= \text{Tr}_{AABB'} \left[ \left( \rho_{AB} S_{AA'} \rho_{AB} S_{BB'} \right) \left( \rho_{AB} S_{AA'} \rho_{AB} S_{BB'} \right) \right], \quad (C44)$$

where $S_{cd}^{(\Gamma)}$ with $c, d \in [1, \ldots, 4]$ and $\Gamma \in \{A, B\}$ is the swap operator acting on system $\Gamma$ on the copies $c$ and $d$ of the density matrices $\rho_{AB}$. We also assume in the above expression, an implicit reordering of the tensor products and
where each of the variance as

Our task is to bound the variance \( \text{Var}[\tilde{X}_4^{(4)}] \). With the help of Proposition 6, we can simply bound the corresponding variance as

\[
\text{Var}[\tilde{X}_4^{(4)}] \leq \sum_{k=1}^{4} \left( \frac{4}{M} \right)^k \left( 1 - \frac{4}{M} \right)^{4-k} \text{Var}_k \leq \sum_{k=1}^{4} \left( \frac{4}{M} \right)^k \text{Var}_k,
\]

where each of the \( \text{Var}_k \) can be expressed from Eq. (C29) as

\[
\text{Var}_k = \frac{1}{4!} \sum_{\pi} \text{Var} \left( \text{Tr} \left[ S \pi \left( \otimes_{r=1}^{k} \tilde{\rho}^{(r)} \otimes \rho_{AB}^{\otimes (4-k)} \right) \pi^\dagger \right] \right).
\]

Our goal now is to calculate explicitly the bounds on the term \( \text{Var}_k \) for each value of \( k = 1, \ldots, 4 \).

- For \( k = 1 \), the trace terms in \( \text{Var}_1 \) contain a single Pauli shadow \( \tilde{\rho}^{(1)} \) and three density matrices \( \rho_{AB} \). Regardless of \( \pi \), we always obtain the same expression for the traces in Eq. (C29) that explicitly read as

\[
\text{Tr} \left[ S \otimes \rho^{\otimes 3} \right] = \text{Tr} \left[ \tilde{S}^{(1)} \tilde{\rho}^{(1)} \right] \quad \text{with} \quad \tilde{S}^{(1)} = \text{Tr}_{AB'} \left[ S_{BB'} \rho_{AB} S_{AA'} \rho_{AB} S_{BB'} \rho_{AB} S_{AA'} \right],
\]

see also the diagrammatic expression given in Fig. 7 for a visual illustration. We notice that \( \tilde{S}^{(1)} \) is a Hermitian operator. Using Lemma 2, we can bound \( \text{Var}_1 \) as

\[
\text{Var}_1 \leq \text{Var} \left( \text{Tr} \left( S \tilde{\rho}^{(1)} \otimes \rho_{AB}^{\otimes 2} \right) \right) = \text{Var} \left( \text{Tr} \left( \tilde{S}^{(1)} \tilde{\rho}^{(1)} \right) \right) \leq \text{Tr} \left( \left( \tilde{S}^{(1)} \right)^2 \right) 2^N.
\]

From Fig. 7(b), we can further expand the trace term \( \text{Tr} \left( \tilde{S}^{(1)} \right)^2 \) by performing the appropriate diagrammatic tensor contractions. We can then explicitly write it as

\[
\text{Tr} \left( \tilde{S}^{(1)} \right)^2 = \text{Tr} \left( \hat{O}^{(6)} \rho_{AB}^{\otimes 6} \right) \quad \text{with} \quad \hat{O}^{(6)} = S_{12}^{(A)} \otimes S_{36}^{(A)} \otimes S_{45}^{(A)} \otimes S_{14}^{(B)} \otimes S_{23}^{(B)} \otimes S_{56}^{(B)}.
\]
We now use Hölder’s inequality for matrices \(|\text{Tr}(AB)| \leq \|A\|_1 \|B\|_\infty\), where \(|·|_1\) and \(|·|_\infty\) denote trace and operator norm, and also define for completeness, for a matrix \(C\): |\(C\)| = \(\sqrt{\text{Tr}(C^*C)}\) and the Schatten \(p\)-norm of \(C\): \(|\(C\)|_\(p\) = \(\text{Tr}(|\(C\)|\(^p\))^{\frac{1}{p}}\). Now we can relate this upper bound to a product of matrix norms that is easier to parse:

\[
\text{Tr}(\tilde{S}^{(1)})^2 \leq \text{Tr}(\tilde{O}^{(6)}\hat{\rho}_{AB}^{(6)}) \leq |\tilde{O}^{(6)}|_\infty \|\hat{\rho}_{AB}^{(6)}\|_1 = 1 \times 1 = 1, \tag{C52}
\]

because the 6-fold tensor product \(\hat{\rho}_{AB}^{(6)}\) of a quantum state is again a quantum state that is normalized in trace norm \(\|\hat{\rho}_{AB}^{(6)}\|_1 = \|\hat{\rho}_{AB}\|_1 = \text{Tr}(\hat{\rho}_{AB})^6 = 1\) and \(\tilde{O}^{(6)}\) is a tensor product of swap operators and therefore unitary. Unitary operators \(U\), in particular, obey \(|U|\|_\infty = 1\). Thus, we obtain the following streamlined bound on \(\nabla_1\):

\[
\nabla_1 \leq 2^N \leq 3^N. \tag{C53}
\]

The final inequality \((2^N \leq 3^N)\) is very loose, but will considerably simplify the final stage, where we put all our bounds together.

- For \(k = 2\), the variance term contains combinations of two distinct Pauli shadows \(\hat{\rho}^{(1)} = \hat{\rho}_A^{(1)} \otimes \hat{\rho}_B^{(1)}\) and \(\hat{\rho}^{(2)} = \hat{\rho}_A^{(2)} \otimes \hat{\rho}_B^{(2)}\), as well as two density matrices \(\rho_{AB}\). From all possible permutations, we need to consider three families of permutations that give different contributions to Eq. (C29), with each family containing the same number of permutations:

  1. If \(\pi[\hat{\rho}^{(1)} \otimes \hat{\rho}^{(2)} \otimes \rho_{AB} \otimes \rho_{AB}]^{\pi_1} = \hat{\rho}^{(1)} \otimes \hat{\rho}^{(2)} \otimes \rho_{AB} \otimes \rho_{AB}\) or \(\rho_{AB} \otimes \rho_{AB} \otimes \hat{\rho}^{(1)} \otimes \hat{\rho}^{(2)}\), or with the indices 1 and 2 exchanged on the right-hand-sides, then (cf Fig. 8(b))

\[
\text{Tr}\left[\mathcal{S}\pi[\hat{\rho}^{(1)} \otimes \hat{\rho}^{(2)} \otimes \rho_{AB} \otimes \rho_{AB}]^{\pi_1}\right] = \text{Tr}\left[\mathcal{S}_{AA'}(\hat{\rho}_A^{(1)} \otimes \hat{\rho}_A^{(2)})(\hat{\rho}_B^{(1)} \otimes \hat{\rho}_B^{(2)})\right] \tag{C54}
\]
\( \rho \) \( \rho \) \( \rho \) \( \rho \) \( \rho \) \( \rho \)

Figure 8. Diagrammatic expression of relevant terms for \( k = 2 \): (a) \( \text{Tr}[S(\hat{\rho}^{(1)} \otimes \hat{\rho}^{(2)} \otimes \rho^{(2)}_{AB})] = \text{Tr}[S_{AA'}(\hat{\rho}_A^{(1)} \otimes \hat{\rho}_A^{(2)})] \text{Tr}[\rho_B^{(1)} \rho_B^{(2)}] \)

\( \rho \) \( \rho \) \( \rho \) \( \rho \) \( \rho \) \( \rho \)

as in Eq. \( \text{(C54)} \), (b) \( \text{Tr}[S(\hat{\rho}^{(1)} \otimes \rho_{AB}^{(2)} \otimes \hat{\rho}^{(2)})] = \text{Tr}[S_{BB'}(\rho_B^{(1)} \otimes \hat{\rho}_B^{(2)})] \text{Tr}[\rho_A^{(1)} \rho_A^{(2)}] \) as in Eq. \( \text{(C61)} \) and (c) \( \text{Tr}[S(\hat{\rho}^{(1)} \otimes \rho_{AB} \otimes \hat{\rho}^{(2)} \otimes \rho_{AB})] = \text{Tr}[(\hat{\rho}_A^{(1)} \otimes \rho_B^{(2)}) \rho_{AB} \text{Tr}[\hat{\rho}_A^{(2)} \rho_{AB}^2] \) as in Eq. \( \text{(C63)} \).

with \( \tilde{S}_{AA'}^{(2)} = \text{Tr}_B[S_{AA'} \rho_{AB} S_{AA'} \rho_{AB}] \). The variance contribution \( \overline{V}_2^{(1)} \) given by this set of permutations can be bound as

\[
\overline{V}_2^{(1)} \leq \mathbb{E} \left[ \text{Tr}[(\tilde{S}_{AA'}^{(2)}(\hat{\rho}_A^{(1)} \otimes \hat{\rho}_A^{(2)})]^2 \text{Tr}[\hat{\rho}_B^{(1)} \hat{\rho}_B^{(2)}]^2 \right].
\]  

(C55)

To see this, we first use Lemma 1 to bound the original term as

\[
\mathbb{E} \left[ \text{Tr}[\tilde{S}_{AA'}^{(2)}(\hat{\rho}_A^{(1)} \otimes \hat{\rho}_A^{(2)})]^2 \text{Tr}[\hat{\rho}_B^{(1)} \hat{\rho}_B^{(2)}]^2 \right] \leq \mathbb{E} \left[ \text{Tr}[\tilde{S}_{AA'}^{(2)}(\hat{\rho}_A^{(1)} \otimes \hat{\rho}_A^{(2)})]^2 \times \prod_{i=1}^{N_B} \left( 5^2 \mathbb{1}_{\{B_i = B'_i\}} + \left(\frac{1}{2}\right)^2 \mathbb{1}_{\{B_i \neq B'_i\}} \right) \right].
\]  

(C56)

As the Pauli basis chosen for subsystem \( B \) is independent wrt the shadows in subsystem \( A \), we can factorize the expectation value further:

\[
\mathbb{E} \left[ \text{Tr}[\tilde{S}_{AA'}^{(2)}(\hat{\rho}_A^{(1)} \otimes \hat{\rho}_A^{(2)})]^2 \times \prod_{i=1}^{N_B} \left( 5^2 \mathbb{1}_{\{B_i = B'_i\}} + \left(\frac{1}{2}\right)^2 \mathbb{1}_{\{B_i \neq B'_i\}} \right) \right] = \mathbb{E} \left[ \text{Tr}[\tilde{S}_{AA'}^{(2)}(\hat{\rho}_A^{(1)} \otimes \hat{\rho}_A^{(2)})]^2 \right] \times \mathbb{E} \left[ \prod_{i=1}^{N_B} \left( 5^2 \mathbb{1}_{\{B_i = B'_i\}} + \left(\frac{1}{2}\right)^2 \mathbb{1}_{\{B_i \neq B'_i\}} \right) \right].
\]  

(C57)

Now, the first expectation term can be bound by re-interpreting \( \hat{\rho}_A^{(1)} \otimes \hat{\rho}_A^{(2)} \) as a classical shadows in a \( 2^{2N_A} \) dimensional Hilbert space and apply Lemma 2. The second expectation value is bounded directly by Lemma 1. Combining both upper bounds then produces

\[
\overline{V}_2^{(1)} \leq \text{Tr}[(\tilde{S}_{AA'}^{(2)})^2] 2^{2N_A} 8.5^{N_B}.
\]  

(C58)

Noting that the operator \( \tilde{S}_{AA'}^{(2)} \) is Hermitian and rewriting it as \( \text{Tr}(\tilde{S}_{AA'}^{(2)})^2 = \text{Tr}(S\hat{\rho}_{AB}^{(4)}) \) where \( S \) is a unitary operator, we can again apply Hölder’s inequality for matrices to obtain

\[
\text{Tr}(\tilde{S}_{AA'}^{(2)})^2 = \text{Tr}(S\hat{\rho}_{AB}^{(4)}) \leq \|S\|_\infty \|\hat{\rho}_{AB}^{(4)}\|_1 = 1 \times 1 = 1.
\]  

(C59)

Thus the final bound on \( \overline{V}_2^{(1)} \) writes:

\[
\overline{V}_2^{(1)} \leq 2^{2N_A} 8.5^{N_B}.
\]  

(C60)

2. If \( \pi[\hat{\rho}^{(1)} \otimes \hat{\rho}^{(2)} \otimes \rho_{AB} \otimes \rho_{AB}] \pi^* = \hat{\rho}^{(1)} \otimes \rho_{AB} \otimes \rho_{AB} \otimes \hat{\rho}^{(2)} \) or \( \rho_{AB} \otimes \rho^{(1)} \otimes \hat{\rho}^{(2)} \otimes \rho_{AB} \), or with the indices 1 and 2 exchanged on the right-hand-sides, we obtain (cf Fig. 8(b))

\[
\text{Tr}[S \pi[\hat{\rho}^{(1)} \otimes \hat{\rho}^{(2)} \otimes \rho_{AB} \otimes \rho_{AB}] \pi^*] = \text{Tr}[\tilde{S}_{BB'}^{(2)}(\hat{\rho}_B^{(1)} \otimes \hat{\rho}_B^{(2)})] \text{Tr}[\hat{\rho}_A^{(1)} \hat{\rho}_A^{(2)}].
\]  

(C61)
with \( \hat{S}^{(2)}_{AB} = \text{Tr}_A[S_{BB'} \rho_{AB} S_{BB'} \rho_{AB}] \). This expression is similar to the previous one, with the roles of \( A \) and \( B \) exchanged. By following the same thread of arguments as in the previous case, we can express the final bound as:

\[
\overline{V}_2^{(2)} := \text{Var} \left[ \text{Tr} \left[ S \pi \left[ \hat{\rho}^{(1)} \otimes \hat{\rho}^{(2)} \otimes \rho_{AB} \otimes \rho_{AB} \right] \pi^1 \right] \right] \leq 2^{2N_B} 8.5^{N_A}. \tag{C62}
\]

3. If \( \pi \left[ \hat{\rho}^{(1)} \otimes \hat{\rho}^{(2)} \otimes \rho_{AB} \otimes \rho_{AB} \right] \pi^1 = \hat{\rho}^{(1)} \otimes \rho_{AB} \otimes \hat{\rho}^{(2)} \otimes \rho \) or \( \rho_{AB} \otimes \hat{\rho}^{(1)} \otimes \rho_{AB} \otimes \hat{\rho}^{(2)} \), or with the indices 1 and 2 exchanged on the right-hand-sides, then (cf Fig. 8(c))

\[
\text{Tr} \left[ S \pi \left[ \hat{\rho}^{(1)} \otimes \hat{\rho}^{(2)} \otimes \rho_{AB} \otimes \rho_{AB} \right] \pi^1 \right] = \text{Tr} \left[ (\hat{\rho}^{(1)}_A \otimes \hat{\rho}^{(2)}_B) \rho_{AB} \right] \text{Tr} \left[ (\hat{\rho}^{(2)}_A \otimes \hat{\rho}^{(1)}_B) \rho_{AB} \right]. \tag{C63}
\]

Directly using Lemma 4, it then follows in this third case that

\[
\overline{V}_2^{(3)} := \text{Var} \left[ \text{Tr} \left[ O^{(4)} \pi \left[ \hat{\rho}^{(1)} \otimes \hat{\rho}^{(2)} \otimes \rho_{AB} \otimes \rho_{AB} \right] \pi^1 \right] \right] \leq \text{Tr}(\hat{\rho}^{2}_{AB})^2 2^{2N} \leq 2^{2N}, \tag{C64}
\]

because \( \text{Tr}(\hat{\rho}^{2}_{AB}) \) denotes the purity of \( \rho_{AB} \) which can never exceed 1.

Combining the three cases above and incorporating these into Eq. (C29), we finally get

\[
\overline{V}_2 \leq \frac{1}{3} \left( \overline{V}_2^{(1)} + \overline{V}_2^{(2)} + \overline{V}_2^{(3)} \right) \leq \frac{1}{3} \left( 2^{2N_A} 8.5^{N_B} + 2^{2N_B} 8.5^{N_A} + 2^{2N} \right) \leq 8.5^N \leq 3^{2N}. \tag{C65}
\]

Again, the last inequality (8.5\(^N\) \leq 3\(^2N\)) is rather loose, but will simplify putting all bounds together in the end.

- For \( k = 3 \), \( \overline{V}_3 \) contains 3 distinct shadows \( \hat{\rho}^{(1)} = \hat{\rho}^{(1)}_A \otimes \hat{\rho}^{(1)}_B, \hat{\rho}^{(2)} = \hat{\rho}^{(2)}_A \otimes \hat{\rho}^{(2)}_B, \hat{\rho}^{(3)} = \hat{\rho}^{(3)}_A \otimes \hat{\rho}^{(3)}_B \) and a single density matrix \( \rho_{AB} \). We notice that regardless of \( \pi \), we always obtain the same expression up to permuting the indices of the shadows for the traces in Eq. (C29). Thus considering the term for \( \pi = I \) in Eq. (C29) is enough. This choice produces

\[
\text{Tr} \left[ S \left[ \hat{\rho}^{(1)} \otimes \hat{\rho}^{(2)} \otimes \hat{\rho}^{(3)} \otimes \rho_{AB} \right] \right] = \text{Tr}[\hat{\rho}^{(2)}_A \rho^{(3)}_A] \text{Tr}[\hat{\rho}^{(1)}_B \rho^{(2)}_B] \text{Tr}[\hat{\rho}^{(1)}_A \otimes \hat{\rho}^{(3)}_B \rho_{AB}], \tag{C66}
\]

cf Fig. 9(a). The corresponding variance term can be bounded as:

\[
\overline{V}_3 \leq \text{E} \left[ \text{Tr}[\hat{\rho}^{(2)}_A \hat{\rho}^{(3)}_A]^2 \text{Tr}[\hat{\rho}^{(1)}_B \hat{\rho}^{(2)}_B]^2 \text{Tr}[\hat{\rho}^{(1)}_A \otimes \hat{\rho}^{(3)}_B \rho_{AB}]^2 \right]. \tag{C67}
\]

To see this, we first use Lemma 1 twice to write

\[
\overline{V}_3 \leq \text{E} \left[ \prod_{i=1}^{N_A} \left( 5^2 \mathbf{1}(B_i = B'_i) + \left( \frac{1}{2} \right)^2 \mathbf{1}(B_i \neq B'_i) \right) \right] \prod_{i=1}^{N_B} \left( 5^2 \mathbf{1}(B_i = B'_i) + \left( \frac{1}{2} \right)^2 \mathbf{1}(B_i \neq B'_i) \right) \text{Tr}[\hat{\rho}^{(1)}_A \otimes \hat{\rho}^{(3)}_B \rho_{AB}]^2 \tag{C68}
\]

As in the previous case of \( k = 2 \), the measurement bases of subsystems \( A \) and \( B \) are chosen independent from everything else (including each other). We can use this statistical independence to factorize the remaining expectation values and bound \( \overline{V}_3 \) by the following expression:

\[
\text{E} \left[ \prod_{i=1}^{N_A} \left( 5^2 \mathbf{1}(B_i = B'_i) + \left( \frac{1}{2} \right)^2 \mathbf{1}(B_i \neq B'_i) \right) \right] \text{E} \left[ \prod_{j=1}^{N_B} \left( 5^2 \mathbf{1}(B_j = B'_j) + \left( \frac{1}{2} \right)^2 \mathbf{1}(B_j \neq B'_j) \right) \right] \text{E} \left[ \text{Tr}[\hat{\rho}^{(1)}_A \otimes \hat{\rho}^{(3)}_B \rho_{AB}]^2 \right] \tag{C69}
\]

Now, with Lemma 1, we bound the first two expectation terms by \( 8.5^{N_A} \) and \( 8.5^{N_B} \), respectively. The third term can be controlled using Lemma 2. This finally results in

\[
\overline{V}_3 \leq 8.5^{N_A} 8.5^{N_B} \text{Tr}(\hat{\rho}^{2}_{AB})2^N \leq 3^{3N}, \tag{C70}
\]

where we have once more used the fact that the purity obeys \( \text{Tr}(\hat{\rho}^{2}_{AB}) \leq 1 \).

- for \( k = 4 \), the variance term \( \overline{V}_4 \) is composed of four distinct shadows \( \hat{\rho}^{(1)}, \hat{\rho}^{(2)}, \hat{\rho}^{(3)} \) and \( \hat{\rho}^{(4)} \). Considering the term for \( \pi = I \) in Eq. (C29), we obtain

\[
\text{Tr} \left[ S \left[ \hat{\rho}^{(1)} \otimes \hat{\rho}^{(2)} \otimes \hat{\rho}^{(3)} \otimes \hat{\rho}^{(4)} \right] \right] = \text{Tr}[\hat{\rho}^{(2)}_A \rho^{(3)}_A] \text{Tr}[\hat{\rho}^{(1)}_B \hat{\rho}^{(2)}_B] \text{Tr}[\hat{\rho}^{(1)}_A \hat{\rho}^{(4)}_B] \text{Tr}[\hat{\rho}^{(3)}_B \hat{\rho}^{(4)}_B], \tag{C71}
\]
cf Fig. 9(b). For other permutations \( \pi \), we obtain the same kind of expressions, up to permuting the indices of the shadows (which doesn’t affect the overall expectation value). We can bound this term by

\[
\begin{aligned}
V_4 &\leq \mathbb{E} \left[ \text{Tr} \left[ \rho_A^{(2)} \rho_A^{(3)} \right]^2 \text{Tr} \left[ \rho_A^{(1)} \rho_A^{(4)} \right]^2 \text{Tr} \left[ \rho_B^{(1)} \rho_B^{(2)} \right]^2 \text{Tr} \left[ \rho_B^{(3)} \rho_B^{(4)} \right]^2 \right]. \\
&\quad \text{(C72)}
\end{aligned}
\]

Indeed, each trace term in the above expectation can be controlled using Lemma. 1. Noting that each measurement basis on subsystem \( A \) is sampled independent from the ones in \( B \) (and each other) for the four concerned shadows, we can factorize the above expectation value and obtain

\[
\begin{aligned}
V_4 &\leq \mathbb{E} \left[ \prod_{i=1}^{N_A} \left( 5^2 1 \{ B_i = B'_i \} + \left( \frac{1}{2} \right)^2 1 \{ B_i \neq B'_i \} \right) \right]^2 \mathbb{E} \left[ \prod_{j=1}^{N_B} \left( 5^2 1 \{ B_j = B'_j \} + \left( \frac{1}{2} \right)^2 1 \{ B_j \neq B'_j \} \right) \right]^2 \\
&\leq 8.5^{2N_A} 8.5^{2N_B} \leq 3^{4N}.
\end{aligned}
\]

\begin{align}
(a) & \quad A' \\
A & \quad \rho_A^{(3)} \\
B & \quad \rho_B^{(3)} \\
B' & \quad \rho_B^{(3)} \\
\rho_{AB} & \quad \text{Figure 9. Tensor diagrams for the case } k = 3: \text{ (a) Graphical representation for the term in Eq. (C66) (b) Representation for the term for } k = 4 \text{ shadows as in Eq. (C71).}
\end{align}

We now have all the pieces together to combine the results from the above case studies to get a compact expression for the variance of \( \hat{X}^{(4)}_4 \). More precisely, we will use the following loose bound for each \( k \): \( V_k \leq 3^{kN} \). Using Eq. (C47) we get:

\[
\text{Var} [ \hat{X}^{(4)}_4 ] \leq \sum_{k=1}^{4} \binom{4}{k} \frac{4^k}{M^k} V_k \leq \sum_{k=1}^{4} \binom{4}{k} 4^k \frac{3^{kN}}{M^k} = \left( 1 + 4 \frac{3^N}{M} \right)^4 - 1. \quad \text{(C75)}
\]

The Chebyshev’s inequality in Eq. (C20) helps us provide a sample complexity for this estimator.

**Proposition 8.** Let \( \rho_{AB} \) be a bipartite quantum state on \( N = N_A + N_B \) qubits and suppose that we wish to estimate the non-linear function \( X_4 = \text{Tr} \left( S_{\rho_{AB}} \otimes S_{\rho_{AB}} \right) \), with \( S = S_{12}^{(A)} \otimes S_{12}^{(A)} \otimes S_{12}^{(B)} \otimes S_{12}^{(B)} \), using the batch shadow estimator \( \hat{X}^{(4)}_4 \) constructed from Pauli shadows. Then for \( \epsilon, \delta > 0 \), a total of

\[
M \geq 4 \frac{3^N}{(1 + \epsilon^2 \delta)^{\frac{1}{2}}} \geq 16 \frac{3^N}{\epsilon^2 \delta},
\]

measurements suffices to ensure \( \Pr[|\hat{X}^{(4)}_4 - X_4| \geq \epsilon] \leq \delta \).

This measurement cost scales (at worst) as \( 3^N \) in system size \( N \) and provides a scaling of \( M \propto 3^N/\sqrt{\epsilon} \) for any given value of \( \epsilon \). Though the above measurement bound is loose, this scaling still offers an exponential improvement over the best known scaling \( O(4^N/\sqrt{\epsilon}) \) for the U-statistics estimate of \( X_4 \) in the case of Pauli shadow tomography.
in [62]. These improvements on the complexity bounds were achieved by exploiting the rich structure of Pauli basis measurements to produce powerful auxiliary statements, most notably Lemma 1 and Lemma 3. At the present stage, these auxiliary results are only valid for Pauli shadows and do not yet cover Haar shadows. We leave an extension of these arguments, and by extension Proposition 8, as an interesting topic for future work.

It is interesting to point out that the measurement complexity bound $X_4$ is always comparable to the measurement complexity bound for $X_2$ (purity). Moving from a a second-order function to a fourth order function does not seem to incur a large penalty in measurement complexity.

We equally note that, in the limit of $M \to \infty$, the dominant contribution to the variance is given by the linear term ($k = 1$) which scales $\propto 2^{2N}/M$ as given by Eq. (C53). Then, in this limit, it holds that the measurement bound scales as $2^{N}/\epsilon^2\delta$.

5 Numerical investigations

In this section, we would like to consecrate ourselves to support our analytical finding with numerical simulation of the protocol. We mainly would like to study error scalings and the performance of the batch shadow estimator $\tilde{X}_n$ by using random Pauli and Haar random shadows in the regime where $M \gg n'$ and compare it to the standard U-statistics estimator $\hat{X}_n$. We consider a 4-qubit GHZ state and numerically simulate the protocol by applying $M$ Haar random (CUE) unitaries $u$ followed by fixed basis measurements to construct Haar random shadows (fixing $N_M = 1$). We equally construct numerically $M$ Pauli shadows by choosing $N$ random Pauli basis for each shadow. We calculate the average statistical error $E = |\tilde{X}_n - X_4|/X_4$ for different values of $n'$ and $M$ by simulating the randomized measurement protocol 200 times. This is plotted in Fig. 10 for Pauli and Haar shadows respectively. We make two important observations:

- The error scaling behaviours of Pauli shadows that involves sampling from a fixed set of three measurement settings, is not very different compared to that of the Haar shadows, which uses infinitely many measurement settings.

- The batch shadow estimator $\tilde{X}_4(n')$ with $n' \sim 10$ has very close performance as that of the U-statistics estimator. This in general translates into huge runtime gain in terms of data treatment ($O(10^4)$ compared to $O(M^4)$) and allows us to process the quantities of interest for a larger set of measurement data. We clearly observed a limitation in post-processing the U-statistics estimator ($n' = M$) for a modest system size of $N = 4$ qubits. This constraint starts to be extremely prominent when the system size $N$ increases. This is due to the fact that $M$ scales exponentially with $N$ as shown in the previous section.

![Figure 10](image)

Figure 10. Error scaling as a function of $M$: Panels (a) for Pauli shadows and (b) for haar shadows show the scaling of the average statistical error $E$ as a function of the number of measurements $M$ for the functional $\tilde{X}_4(n')$ calculated on a 4-qubit GHZ state for different values of $n'$. The black line marks the value of $M$ until which we could simulate $\tilde{X}_4^{(M)}$. The dashed black lines highlight the different error scalings $\propto 1/M$ and $1/\sqrt{M}$. 
Appendix D: Experimental platform and the theoretical modelling

The experimental platform in [7] is realized with trapped $^{40}$Ca$^+$ atoms, each one encoding a single qubit. Coupling all ions off-resonantly with a laser beam subjects the ions to realize long-range Ising model in presence of a transverse field, whose effective Hamiltonian writes:

$$H = \hbar \sum_{i<j} J_{ij} \sigma_i^x \sigma_j^x + \hbar B \sum_i \sigma_i^z,$$  

with $i, j = 1, \ldots, N$ and $N$ is the total system size. To model the experiment using numerical simulations, we approximate the interaction matrix $J_{ij}$ as a power-law $J_{ij} = J_0/|i - j|^\alpha$, where the values of $J_0$ and $\alpha$ depend on the specifics of each experimental realization and will be discussed later. The effective magnetic field $B$ is considered much larger than the interaction term ($B \approx 22 J_0$) such that terms that would break the conservation of the total magnetization, i.e. $\sigma_i^+ \sigma_j^- + h.c.$ are energetically suppressed. The effects of decoherence on the system are taken into account considering the time evolution subject to local spin-flips and spin excitation loss. The full system dynamics is described according to a Gorini-Kossakowski-Sudarshan-Lindblad (GKSL) master equation whose account considering the time evolution subject to local spin-flips and spin excitation loss. The full system dynamics is expressed in terms of local jump operators as

$$\rho(t) \to (1 - p_{DP} N)\rho(t) + p_{DP} \sum_i \text{Tr}_i[\rho(\tilde{t})] \otimes \frac{\hat{b}_i^\dagger \hat{b}_i}{2},$$

with $p_{DP} \approx 0.02$ and $\tilde{t}$ denoting the time at which the measurement is performed.

In the case of the 20-ions experiment, the numerical simulations are done using tensor network algorithms. For the unitary part of the dynamics we approximate the interaction matrix $J_{ij}$ as a sum of 3 exponentially decaying terms which can efficiently be represented as MPOs. To treat the decoherence we use quantum trajectories [125], applying the quantum jumps $C_i$, to the state approximated as an MPS with bond dimension 128. The latter is evolved according to the Time-Dependent Variational Principle (TDVP) [126]. We average our results on 1500 trajectories in total.

Appendix E: Batch shadows to extract Rényi 2-OE and its symmetry resolution

We used the batch shadow estimator to access the Rényi 2-OE and its symmetry resolution from experimental data. The estimator of Rényi 2-OE $\tilde{S}^{(2)}$ constructed using $n'$ batches explicitly writes following Eq. (16) of the main text, as

$$\tilde{S}^{(2)} = -\log \frac{X_2^{(n')}}{X_2^{(n')}} = -\log \frac{1}{A(n')} \sum_{b_1, b_2, \ldots, b_{n'}} \text{Tr} \left[ S \otimes_{i=1}^{A(n')} \tilde{\rho}_i^{(b_i)} \right]$$

(E1)

To estimate the Rényi 2-OE from the experimental data as shown in the main text, we used the simple estimator with $n' = 4$. Alternately, the symmetry resolution for the Rényi 2-OE can be expressed as

$$S_q^{(2)} = -\log \frac{\text{Tr} \left[ (\Pi_q \text{Tr}_B (|\rho_{AB}\rangle \langle \rho_{AB} |) \Pi_q) \right]^2}{p(q)^2 \text{Tr} (\rho_{AB}^2)} = -\log \frac{\text{Tr} \left[ (\Pi_q \text{Tr}_B (|\rho_{AB}\rangle \langle \rho_{AB} |) \Pi_q) \right]^2}{\text{Tr} (\Pi_q \text{Tr}_B (|\rho_{AB}\rangle \langle \rho_{AB} |))}$$

(E2)

where $\Pi_q$ is the projector onto the eigenspace of the symmetry sector $q$ for system $A$ and $p(q) = \text{Tr} (\Pi_q \text{Tr}_B (|\rho_{AB}\rangle \langle \rho_{AB} |)) / \text{Tr} (\rho_{AB}^2)$ are the probabilities of being in the charge sector $q$ expressed in terms of a fraction of 2 second-order functions. As $E[\tilde{\rho}^{(b_i)}] = \rho_{AB}$ for all batch shadows, we can obtain a batch estimator of the symmetry-resolved Rényi 2-OE by replacing each vectorized density matrix by a distinct batch shadow. Firstly, we can express the estimator of the populations $\tilde{p}(q)$ as

$$\tilde{p}(q) = \frac{1}{A(n')} \sum_{b_1, b_2} \text{Tr} (\Pi_q \text{Tr}_B (|\tilde{\rho}^{(b_1)}\rangle \langle \tilde{\rho}^{(b_2)} |))$$

(E3)
We can now explicitly write the estimator \( \tilde{S}_q^{(2)} \) of SR Rényi 2-OE as

\[
\tilde{S}_q^{(2)} = -\log \left( \frac{1}{n(n-1)} \sum_{b_1 \neq \ldots \neq b_4} \text{Tr} \left( \Pi_q \text{Tr}_B \left( |\tilde{\rho}(b_1)\rangle \langle \tilde{\rho}(b_2)| \right) \Pi_q \text{Tr}_B \left( |\tilde{\rho}(b_3)\rangle \langle \tilde{\rho}(b_4)| \right) \right) \right)
\]

(E4)

The SR Rényi 2-OE were extracted from the experimental data by taking \( n' = 16 \).
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