Dynamic Modeling and Control of a Coupled Reforming/Combustor System for the Production of H$_2$ via Hydrocarbon-Based Fuels

Dimitris Ipsakis $^{1,*}$, Theodoros Damartzis $^{2}$, Simira Papadopoulou $^{3,4}$ and Spyros Voutetakis $^{4}$

1 Industrial, Energy and Environmental Systems Lab (IEESL),
School of Production Engineering and Management, Technical University of Crete, 73100 Chania, Greece
2 Industrial Process and Energy Systems Engineering (IPESE),
École Polytechnique Fédérale de Lausanne (EPFL), 1951 Sion, Switzerland; theodoros.damartzis@epfl.ch
3 Department of Industrial Engineering and Management, International Hellenic University, 54700 Thessaloniki, Greece; paris@certh.gr
4 Chemical Process and Energy Resources Institute (CPERI), Centre for Research and Technology Hellas (CERTH), 57001 Thermi-Thessaloniki, Greece; shmira@certh.gr
* Correspondence: dipsakis@pem.tuc.gr; Tel.: +30-28210-37362

Received: 30 June 2020; Accepted: 23 September 2020; Published: 2 October 2020

Abstract: The present work aims to provide insights into the dynamic operation of a coupled reformer/combustion unit that can utilize a variety of saturated hydrocarbons (HCs) with 1–4 C atoms towards H$_2$ production (along with CO$_2$). Within this concept, a preselected HC-based feedstock enters a steam reforming reactor for the production of H$_2$ via a series of catalytic reactions, whereas a sequential postprocessing unit (water gas shift reactor) is then utilized to increase H$_2$ purity and minimize CO. The core unit of the overall system is the combustor that is coupled with the reformer reactor and continuously provides heat (a) for sustaining the prevailing endothermic reforming reactions and (b) for the process feed streams. The dynamic model as it is initially developed, consists of ordinary differential equations that capture the main physicochemical phenomena taking place at each subsystem (energy and mass balances) and is compared against available thermodynamic data (temperature and concentration). Further on, a distributed control scheme based on PID (Proportional–Integral–Derivative) controllers (each one tuned via Ziegler–Nichols/Z-N methodology) is applied and a set of case studies is formulated. The aim of the control scheme is to maintain the selected process-controlled variables within their predefined set-points, despite the emergence of sudden disturbances. It was revealed that the accurately tuned controllers lead to (a) a quick start-up operation, (b) minimum overshoot (especially regarding the sensitive reactor temperature), (c) zero offset from the desired operating set-points, and (d) quick settling during disturbance emergence.
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1. Introduction

It is widely known that greenhouse gas emissions are directly related to the exaggeration of Global Warming. Specifically, CO$_2$ emissions are an inevitable harmful source that mainly derive from conventional power plants (coal and lignite based), cement production, steel industries, and petrochemical plants [1–4]. As these “heavy industrial units” are still relying on fossil fuels, serious issues of feedstock depletion need to be tackled by today’s academic and research society.
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A common way to alleviate these dual energy and environmental concerns is to evaluate the use of alternative fuels that can be based (directly or indirectly) on renewable energy sources (RES) or unexploited hydrocarbon-based sources [5].

H$_2$ as an efficient energy carrier, is considered to be a clean energy source since its combustion is accompanied by zero emissions (only pure water is produced). H$_2$-based applications range from simple domestic and stationary implementations (e.g., heating, energy production) up to transportation utilities (e.g., hybrid vehicles) [6,7]. Nevertheless, the lack of a reliable distribution network and a safety management handling requires H$_2$ to be produced from suitable feedstock. The latter can comprise either water electrolysis or hydrocarbons steam reforming [8,9].

Based on the currently available technologies, steam reforming of hydrocarbons is a mature and widely applied process for the production of H$_2$. Numerous studies exist in literature and each one delves into a specific area of analysis. Experimental studies that deal with C1–C2 [10–12], C3–C4 [9,13], and higher hydrocarbons [14–17] have already postulated that modeling studies are necessary in order to properly comprehend the system dynamics that involve the interaction of several subsystems. As these subsystems operate continuously and sequentially, such modeling studies can serve as the basis for an advanced control and scaled-up design that will ensure an economically feasible H$_2$ production.

Since the highlight of this study is the process modeling and control of a hydrocarbon-based reformer unit, the focus will be based on similar studies (unless mentioned otherwise). Zeˇ cevi´ c and Bolf [18] presented a methodology for the continuous monitoring and subsequent optimization of a natural gas steam reformer. In their study, they highlighted the need for an external combustor unit, whereas their proposed topology revealed the need for a distributed control system. Stamps and Gatzke [19] developed dynamic models for a series of connected subsystems dealing with methanol steam reforming. Similarly, their proposed control system was based on distributed feedback controllers (PI type). Xiang et al. [20] screened alternative process flow diagrams in order to ensure a flexible heat integration for the ethanol steam reforming. As was derived, the increased heat demands of steam reforming are crucial and should be taken into account during process modeling and control studies. A linearized dynamic model that was devoted to the mapping of manipulated and controlled variables was presented by El-Sharkh et al. [21], whereas a similar attempt was provided by Pravin et al. [22]. These groups highlighted the complexity of interconnections between subsystems and discussed how a well-implemented control system can lead to an efficient system operation. Lin et al. [23] developed a detailed dynamic model for a methane reformer system that was utilized in two different plant-wide control schemes. Such an approach was considered as a prerequisite for the rejection of emerged disturbances (e.g., catalyst deactivation). On the same road Funke et al. [24] focused on modeling heat transfer phenomena that can significantly suppress the catalytic reformer operation. A multivariable approach (modeling and control) was presented by Pukrushpan et al. [25] and accurately focused on the operation of a PEM fuel cell, whereas Biset et al. [26] presented a control-based study in HYSYS software for an ethanol reforming unit. In one of the most concrete studies, Hu et al. [27] developed linear models for a diesel-based reforming unit and focused mainly on the reformer operation. As presented, the conventional feedback and feed-forward strategies did not lead to an efficient operation and, thus, an advanced control scheme had to be proposed instead. While not based on a modelling study, Schäde et al. [28] screened the reforming of saturated HCs towards H$_2$ production in a concept that truly highlighted the need for flexible steam reformers that can handle a variety of feedstock. Meanwhile, it was shown that each HC-based fuel required different heat demands that should also be taken into account during process modelling and control.

While, the process modeling and control of hydrocarbon-based reformer systems has been applied in literature, it still receives increasing scientific attention. Most studies focus on the individual subsystem operation (mainly the reformer that operates with a single component feedstock), whereas the integrated operation that consists of heat integration units (such as a combustion unit that can effectively allow the heat coupling of process streams) has not been assessed dynamically in detail.
Along with the aforementioned literature shortcomings, this study evaluates as hydrocarbon-based fuel a mixture of low quality propane that can be found in (bio)refineries (e.g., effluent cracked gases from pyrolysis units that include C1–C4 hydrocarbons or streams that refer to low quality propane). To this end, the main focus of this study is (a) to develop compact dynamic models for simulating the integrated operation of a coupled reformer/combustion unit followed by a sequential H2 postprocessing stage (Water Gas Shift reactor WGS) and (b) to apply distributed PID controllers for ensuring a stable and realistic operation and within predefined desired set-points. The structure of this paper is as follows: Section 2 describes the H2 production system including the main mathematical modeling set. Then, Section 3 analyzes the applied control scheme and the required mapping of manipulated-controlled variables, whereas Section 4 summarizes the theoretical framework by a typical simulation study based on certain operating scenarios.

2. Mathematical Modeling and Process System Description

2.1. Process System Description

Figure 1 presents the autonomous H2 production system that was developed for this study and is accompanied by Table 1 (reactions taking place at each subsystem). The aim of this study is to focus on the reforming of a mixture of hydrocarbons that are more rarely studied in literature. However, the overall process is presented generically in order to highlight the flexibility of the system to handle hydrocarbons with 1–4 C atoms (in the case of oxygenated HCs such as methanol, ethanol, etc., slight modifications are required). To this end, the saturated HCs shown in Table 1 refer to a mixture of propane and butane (C3H8, C4H10), as this is a realistic case with a low quality propane feedstock in refineries. Alternatively, this rich in saturated HC mixture could simulate effluent cracked gases from pyrolysis units that may also include C1–C4 hydrocarbons [29]. Reaction (power law) kinetics are referring to simplified forms of Arrhenius type.

![Figure 1. Coupled reforming/combustor system for H2 production along with a distributed control system.](image-url)
Hydrocarbons and water are initially mixed prior to entering the steam reforming reactor. This process operation requires the preheating of water at a temperature of 120–140 °C and then, the further heating of the steam/HC mixture at the reformer operating temperature (650–850 °C). This two stage heat exchanging takes place in HX1 through the combustor hot effluent and in HX2 through the reformer hot outlet, respectively. This heat coupling has already proved that process enthalpies are estimated as a function of temperature and other auxiliary units. The dual objective of this section is not to provide detailed and complex models for the various subsystems, but to provide a suitable and well-recognized dynamic model that can (a) capture the main operating features and (b) provide the basis for control-oriented simulation studies. Only in this way the proposed mathematical model would be accompanied by an easy-to-handle computational implementation. The mathematical formulation consisting of the ordinary differential equations (nonlinear) was solved via Runge–Kutta method in Matlab Software. Supplementary assumptions and related modeling equations are shown collectively in the Appendix A as well.

### 2.2. Dynamic Modeling

As was briefly discussed in the introduction, several types of mathematical models are available in literature describing solely the operation of catalytic reactors, heat exchangers, combustion units, and other auxiliary units. The dual objective of this section is not to provide detailed and complex models for the various subsystems, but to provide a suitable and well-recognized dynamic model set that can (a) capture the main operating features and (b) provide the basis for control-oriented simulation studies. Only in this way the proposed mathematical model would be accompanied by an easy-to-handle computational implementation. The mathematical formulation consisting of the ordinary differential equations (nonlinear) was solved via Runge–Kutta method in Matlab Software. Supplementary assumptions and related modeling equations are shown collectively in the Appendix A as well.

### Table 1. Reactions taking place at the coupled reforming/combustor system.

| Reactions | Reaction Kinetics |
|-----------|------------------|
| HCs Reformer Unit | R_{1a/b} = k_{1a/b} \cdot \exp\left( - \frac{E_{01}}{RT} \right) \cdot H_{\text{C,H}_2\text{O}_2} \cdot (\text{C}_\text{H}_n\text{O})^{a} |
| | R_{2} = k_{20} \cdot \exp\left( - \frac{E_{02}}{RT} \right) \cdot (\text{C}_\text{CO} \cdot (\text{H}_2\text{O}))^{b} \cdot (\text{CO})^{c} |
| | R_{3} = k_{30} \cdot \exp\left( - \frac{E_{03}}{RT} \right) \cdot (\text{C}_\text{CO} \cdot (\text{H}_2\text{O}))^{d} \cdot (\text{H}_2\text{O})^{e} |
| | R_{4} = k_{40} \cdot \exp\left( - \frac{E_{04}}{RT} \right) \cdot (\text{C}_\text{CO} \cdot (\text{H}_2\text{O}))^{f} |
| | R_{5} = k_{50} \cdot \exp\left( - \frac{E_{05}}{RT} \right) \cdot (\text{C}_\text{CO} \cdot (\text{H}_2\text{O}))^{g} |

- R_{1a/b}: C_{n}H_{2n+2} + n\text{H}_2\text{O} \rightarrow n\text{CO} + (2n + 1)\text{H}_2
- R_{2}: \text{CO} + \text{H}_2\text{O} \rightarrow \text{H}_2 + \text{CO}_2
- R_{3}: \text{CO} + 3\text{H}_2 \rightarrow \text{CH}_4 + \text{H}_2\text{O}
- WGS Unit
  - CO + \text{H}_2\text{O} \rightarrow \text{H}_2 + \text{CO}_2
- Combusator Unit
  - C_{n}H_{2n+2} + (3n + 1)/2\text{O}_2 \rightarrow n\text{CO}_2 + (n + 1)\text{H}_2\text{O}
2.2.1. HCs Combustion Unit

The system combustion unit utilizes hydrocarbon (as the main combustion fuel) for the necessary heat production. The generated heat is transferred through the combustor wall to the reformer in order to sustain the endothermic reactions (Figure 1). Clearly, this unit is crucial for the efficient operation of the integrated system, since an ineffective or deficient heat provision would lead to a problematic H2 production or even serious start-up issues. To this end, this unit is modeled as a CSTR reactor and includes energy and mass balances along with necessary algebraic equations. Regarding the energy balance, two ordinary differential equations simulate the dynamics of the effluent gas stream temperature ($T_{out,c}$) and the combustor wall temperature ($T_{wall,c}$). The latter indirectly refers to the heat that is provided to the reformer reactor (see Section 2.2.2).

$$\frac{d(\rho_{out,c} \cdot \rho_{out,c} \cdot V_{out,c} \cdot T_{out,c})}{dt} = (c_{p_{in,c}} \cdot \rho_{in,c} \cdot Q_{in,c} \cdot T_{in,c} - c_{p_{out,c}} \cdot \rho_{out,c} \cdot Q_{out,c} \cdot T_{out,c}) + \sum Q_{th,\text{total,combustor}}$$  \hspace{1cm} (1)

$$m_{c} \cdot c_{p_c} \frac{dT_{wall,c}}{dt} = (Q_{th,1} - Q_{th,2})$$  \hspace{1cm} (2)

$$Q_{th,\text{total,combustor}} = Q_{\text{chem,c}} - Q_{\text{rad,c}} - Q_{\text{th,1}}$$  \hspace{1cm} (3)

where $\rho_{out,c}$ and $\rho_{in,c}$ are the outlet and inlet fluid density at the combustor in kg/m$^3$, $c_{p_{out,c}}$ and $c_{p_{in,c}}$ the outlet and inlet heat capacity at the combustor in J/K-kg, $V_{out,c}$ the fluid volume in m$^3$, $T_{out,c}$ and $T_{in,c}$ the outlet and inlet fluid temperature at the combustor in K, $Q_{out,c}$ and $Q_{in,c}$ the outlet and inlet fluid flowrate at the combustor in m$^3$/s, $Q_{th,\text{total,combustor}}$ the total combustor heat in W, $Q_{\text{chem,c}}$ the heat that is generated from combustion reactions in W (Table 1), $Q_{\text{rad,c}}$ the heat that is radiated to the environment in W, $Q_{\text{th,1}}$ the heat that is transferred from the bulk of the combustor to its wall in W, $Q_{\text{th,2}}$ the heat that is transferred from the combustor wall to the reformer wall in W, $m_c$ the combustor mass in kg, $c_{p_c}$ the combustor material, and $T_{wall,c}$ the combustor wall temperature in K. In the Appendix A, the detailed expressions of the heat duties are provided for the HCs combustion unit.

As far as the mass balances are of concern, the following equations are utilized for each one of the involved components $i$ (Table 1) in order to simulate their concentration dynamics:

$$\frac{d(C_{i,\text{out,c}} \cdot V_{out,c})}{dt} = C_{i,\text{in,c}} \cdot Q_{in,c} - C_{i,\text{out,c}} \cdot Q_{out,c} + \sum v_{i,j} \cdot R_j$$  \hspace{1cm} (4)

where $i$ refers to the nine involved components ($C_nH_{2n+2}$:CH, $C_3H_8$, $C_4H_{10}$) O$_2$, N$_2$, CO, CO$_2$, H$_2$O, H$_2$), $C_{i,\text{out,c}}$ and $C_{i,\text{in,c}}$ the outlet and inlet concentration of component $i$ in mol/m$^3$, $v_{i,j}$ is the stoichiometric coefficient of component $i$ in reaction $j$ (Table 1).

2.2.2. HCs Reformer Reactor

The reformer utilizes the preheated HCs/steam mixture towards H$_2$ production (Table 1). Following the same principles as with the combustor unit, this reactor is also modeled as a CSTR reactor and includes energy and mass balances along with necessary algebraic equations. Regarding energy balance, two ordinary differential equations simulate the dynamics of the reformer exit stream temperature ($T_{out,\text{reformer}}$) and the reformer wall temperature ($T_{wall,\text{reformer}}$). The latter indirectly refers to the heat that is provided to the reformer reactor from the combustor (see Section 2.2.1 and Figure 1).

$$\frac{d(\rho_{out,\text{reformer}} \cdot \rho_{out,\text{reformer}} \cdot V_{out,\text{reformer}} \cdot T_{out,\text{reformer}})}{dt} = \left( c_{p_{in,\text{reformer}}} \cdot \rho_{in,\text{reformer}} \cdot Q_{in,\text{reformer}} \cdot T_{in,\text{reformer}} - c_{p_{out,\text{reformer}}} \cdot \rho_{out,\text{reformer}} \cdot Q_{out,\text{reformer}} \cdot T_{out,\text{reformer}} \right) + \sum Q_{th,\text{total,\text{reformer}}}$$

$$m_{\text{ref}} \cdot c_{p_{\text{ref}}} \frac{dT_{wall,\text{reformer}}}{dt} = (Q_{\text{th,2}} - Q_{\text{th,3}})$$  \hspace{1cm} (6)

$$Q_{th,\text{total,\text{reformer}}} = Q_{\text{chem,\text{reformer}}} - Q_{\text{rad,\text{reformer}}} + Q_{\text{th,3}}$$  \hspace{1cm} (7)
As far as mass balances are of concern the following equations are utilized for each one of the involved components \(i\) (Table 1):

\[
\frac{d(C_{i,\text{out, reformer}} V_{\text{out, reformer}})}{dt} = C_{i,\text{in, reformer}} Q_{i,\text{reformer}} - C_{i,\text{out, reformer}} Q_{\text{out, reformer}} \pm \sum v_{i,j} R_j \quad (8)
\]

All variables and parameters have already been denoted in Section 2.2.1 for the combustor and are similarly used here under the subscript reformer. At the Appendix A, the detailed expressions of the heat duties are provided for the HCs reformer reactor.

2.2.3. Heat Exchangers HX1–HX4

In all four heat exchangers (HX) there is a heat transfer from a hot stream to a cold stream (or vice versa). Specifically, (a) in HX1 the combustor effluent provides heat for steam generation prior to feed mixing, (b) in HX2 the reformer exit stream provides heat to the reformer inlet stream, (c) in HX3 and HX4 the WGS reactor inlet and outlet are cooled down, respectively, via the use of a coolant. Mass balances are not required for HXs, since there is no material transformation (a slight change only takes place for the fluid density as shown in Appendix A equations). Hence, two energy balances are developed and simulate the interchange of heat between the hot and cold streams.

\[
\begin{align*}
\frac{d(\rho V_{\text{in, HX1}} + \rho V_{\text{out, HX1}})}{dt} &= \left(\rho V_{\text{in, HX1, hot}} C_{\text{in, HX1, hot}} - \rho V_{\text{out, HX1, hot}} C_{\text{out, HX1, hot}}\right) T_{\text{in, HX1}} - T_{\text{out, HX1}} \nonumber \\
&\pm \sum Q_{\text{th, total, HX1-4}} 
\end{align*}
\]

(9)

\[
\begin{align*}
\frac{d(\rho V_{\text{in, HX1, cold}} V_{\text{out, HX1, cold}})}{dt} &= \left(\rho V_{\text{in, HX1, cold}} C_{\text{in, HX1, cold}} - \rho V_{\text{out, HX1, cold}} C_{\text{out, HX1, cold}}\right) T_{\text{in, HX1, cold}} - T_{\text{out, HX1, cold}} \nonumber \\
&\pm \sum Q_{\text{th, total, HX1-4}} 
\end{align*}
\]

(10)

\[
Q_{\text{th, total, HX1-4}} = UA_{\text{HX1-4}} (T_{\text{out, HX1}} - T_{\text{in, HX1, hot}}) - T_{\text{out, HX1, cold}} 
\]

(11)

All variables and parameters have already been denoted in Sections 2.2.1 and 2.2.2 for the combustor and reformer units (and also in the Nomenclature), and are similarly used here under the subscript of HX1-4 for cold and hot streams.

2.2.4. Water Gas Shift (WGS) Reactor

The WGS reactor utilizes the reformer exit along with additional water (if needed) for the necessary minimization of CO through water gas shift reaction (Table 1). Following the same principles as with the combustor and reformer units, this reactor is also modelled as a CSTR reactor and includes energy and mass balances along with necessary algebraic equations. Regarding the energy balance, a single ordinary differential equation simulates the dynamics of the WGS exit stream temperature \(T_{\text{out, WGS}}\). Contrary to the combustor and the reformer, the WGS reactor does not require external heating or cooling for this proposed concept.

\[
\frac{d(\rho V_{\text{out, WGS}}))}{dt} = \left(\rho V_{\text{in, WGS}} C_{\text{in, WGS}} T_{\text{in, WGS}} - \rho V_{\text{out, WGS}} C_{\text{out, WGS}} T_{\text{out, WGS}}\right) \pm \sum Q_{\text{th, total, WGS}} 
\]

(12)

As far as mass balances are of concern the following equations are utilized for each one of the involved components \(i\) (Table 1):

\[
\frac{d(C_{i,\text{out, WGS}} V_{\text{out, WGS}})}{dt} = C_{i,\text{in, WGS}} Q_{\text{in, WGS}} - C_{i,\text{out, WGS}} Q_{\text{out, WGS}} \pm \sum v_{i,j} R_j \quad (13)
\]

All variables and parameters have already been denoted in Sections 2.2.1 and 2.2.2 for the combustor and reformer units, and are similarly used here under the subscript of WGS. In the Appendix A, the detailed expressions of the heat duties are provided for the WGS reactor.
2.2.5. Model Comparison with Available Data (Steady-State Simulation)

As has already been postulated, the process system that was developed is too difficult to be validated against experimental data, since there are not enough process systems (to the best of the authors’ knowledge) that follow the proposed unit integration and with the respective feedstock flexibility. In order to ensure that simulation results will be as realistic as possible, Figure 1 was simulated both with Aspen Plus and with the developed dynamic model (under the same inlet and operating conditions). The results are shown in the Table 2 that follows.

| Process Variable | Aspen Plus Results | Dynamic Modeling Results |
|------------------|--------------------|--------------------------|
| **Reformer Exit** |                    |                          |
| H₂: 71–74%       | H₂: 72.5–74%       |
| CO₂: 11.5–12.5%  | CO₂: 12.0–13%      |
| CO: 13.5–14.5%   | CO: 14.2–15%       |
| CH₄: 1.0–1.2%    | CH₄: 1.0–1.1%      |
| H₂: 74–76.5%     | H₂: 75.5–77%       |
| CO₂: 22–23%      | CO₂: 22.3–23%      |
| CO: 1.2–1.4%     | CO: 1.0–1.5%       |
| CH₄: 0.9–1.1%    | CH₄: 0.9–1%        |

Reformer Operating Conditions: HCs inlet flowrate: 6.5–9 mol/h, H₂O inlet flowrate: 18–24 mol/h, T = 700 °C, P = 1.28 atm. Combustor Operating Conditions: T = 800 °C, P = 1.28 atm. WGS Operating Conditions: HCs inlet flowrate: 3.6–4.2 mol/h, Air Excess 20%, T = 280 °C, P = 1.28 atm.

As can be seen, both modelling pathways lead to similar results with minor deviations. Hence, the developed mathematical model is considered realistic enough in order to be used in subsequent control studies. An important point to notice from the above table is the fact that the final process exit stream comprises H₂/CO₂ at a ratio of ≈3 which is the feedstock requirement of CO₂ hydrogenation units towards fuel production [33–36].

3. Control Structure Implementation

In order to apply and evaluate the proposed distributed control system, the following steps are implemented (Figure 2) and discussed in detail afterwards:

- Step 1: Selection of process controlled and manipulated variables (based on predefined targets and not through a systematic approach for this preliminary study) and formulation of the Distributed Control System (placement of feedback controllers in the studied process).
- Step 2: Tuning of the applied controllers and individual evaluation of the different types (P, PI, PID).
- Step 3: Implementation of the selected (based on Step 2) type of controllers (either, P, PI, or PID) and fine tuning (if necessary).
- Step 4: Simulation of case scenarios based on realistic operation modes.

Step 1: As shown in Figure 1, four controllers are distributed to the proposed system: (i) TC1 that controls the reformer exit temperature (equivalently the operating temperature inside the reactor) by manipulating the HCs feed rate at the combustor, (ii) TC2 that controls the WGS inlet temperature by manipulating the coolant flowrate at HX3, (iii) TC3 that controls the WGS exit temperature by manipulating the coolant flowrate at HX4, and (iv) FC1 that controls the H₂ production rate by manipulating the HCs feed rate at the reformer. It is highlighted that the temperature of the steam reformer inlet is not required to be controlled independently, due to the fact that it stems indirectly from the control actions taking place in TC1 and FC1. This compact heat coupling in HX1, HX2 has been initially designed and assessed offline via Aspen Plus so that the reformer inlet temperature will always be within an acceptable range (±20 °C from the reformer operating temperature) as long as TC1 and FC1 controllers are tuned and operate properly. In this way, the steam reformer catalytic operation
can be protected from off-range specifications. The applied control scheme while not assessed nor selected systematically, crucially provides a safe operation for the main system units (two reactors and the coupled combustor).

**Figure 2.** Implementation of the proposed control structure and related algorithm.

Step 2: The next step is the tuning of the applied controllers via the empirical and widely known method of Ziegler–Nichols. This method is quite simple in its implementation (individually at each controller) since all controllers operate as proportional ones (P-control) until each controlled variable shows oscillation of a constant magnitude. The critical gain and the critical period of oscillation ($K_{cr}$, $P_{cr}$) is recorded and used for the evaluation of the three P-I-D controller parameters according to known correlations [37]. As a typical example of tuning, TC1 controller performance is shown in Figure 3a under constant oscillations (exactly similar results were obtained during the tuning of the other controllers as well). The critical gain and the critical period of oscillation is recorded at 0.005 and 70 s respectively, and based on these values the suitable $K$, $T_i$, $T_d$ controller parameters are estimated for each candidate P, PI, or PID controller, respectively (see Table 3).
Step 3: Each of the three controller types (P, PI, or PID) is implemented and the dynamic response of the reformer operating temperature is quantitatively and qualitatively assessed as a representative example. As shown in Figure 3b, the proportional (P) controller leads to an aggressive response that maintains a low but still, significant error ($\approx$ 7–10 °C). On the other hand, the PI controller while it eliminates the error it creates a detrimental overshoot of more than 200 °C (totally damaging for the reforming catalyst). Finally, the PID controller satisfactorily eliminates the error and maintains a smooth dynamic start-up that is suggested in such sensitive reactor units. Based on this strategy, Table 3 shows the best selection of the controllers TC1–TC3 and FC1 for the studied system.

![Temperature profile of the reformer during TC1 controller tuning with Z-N method and temperature profile of the reformer under three types of TC1 tuned controllers (P, PI, and PID).](image)

**Figure 3.** (a) Temperature profile of the reformer during TC1 controller tuning with Z-N method and (b) temperature profile of the reformer under three types of TC1 tuned controllers (P, PI, and PID).

**Table 3.** Selection of controllers based on the tuning strategy.

| Controller | Type of Controller | $K$        | $T_i$ (s) | $T_d$ (s) |
|------------|--------------------|------------|-----------|-----------|
| TC1        | PID                | $2.27 \times 10^{-6}$ | 150.0 | 7.0 |
| TC2        | PID                | $5.89 \times 10^{-3}$ | 130.0 | 10.0 |
| TC3        | PID                | $2.94 \times 10^{-3}$ | 150.0 | 13.75 |
| FC1        | PID                | $4.00 \times 10^{-2}$ | 100.0 | 4.3  |

Step 4: Simulations of case scenarios based on realistic operation modes are presented and analyzed in detail in Section 4.

4. Evaluation of Control Structure: Analysis and Results of Simulated Scenarios

In order to evaluate the performance of the distributed control system, two realistic operating scenarios are formulated. In the 1st scenario, the overall control system targets specific set-point trajectories (either constant or transient), whereas in the 2nd scenario the control system targets the rejection of an emerged disturbance.
4.1. Set-Point Trajectory (Scenario 1)

In Scenario 1, the applied controllers are meant to regulate the respective controlled variables within their predefined set-point trajectories. A transient state is applied on the H₂ production rate (+20% increase) at the exit of the WGS reactor at \( t = 33 \) min. Figure 4 shows the dynamic performance of the TC1 controller. Specifically, the operating reformer temperature reaches the set-point value of 700 °C at around \( t = 10 \) min (Figure 4a), which is considered an acceptable time period during start-up operation. After reaching this targeted value, an insignificant overshoot is observed, as a result of the excellent PID controller tuning. During the transient response at the H₂ production rate controller (will be discussed later), a \( \approx 5 \) °C decrease is initially observed, but quickly tackled by the controller. The reason for this small temperature reduction is attributed to the fact that the need for a higher H₂ production rate at the exit of the integrated system enables a higher HCs flowrate at the inlet of the reformer. Simultaneously, this increase in the HCs flowrate initiates higher heat consumption (at the respective reactions presented in Table 1) and thus, reformer temperature is slightly decreased. However, TC1 controller maintains the temperature level by slightly increasing the HCs flowrate at the inlet of the combustor (Figure 4b), which provides more heat to the steam reforming reactor.

![Figure 4.](image_url)

**Figure 4.** (a) Temperature profile of the reformer (TC1 controller) and (b) HCs flowrate manipulation at the combustor.

Next, the TC2 and TC3 controller performance is evaluated in Figures 5 and 6, respectively. As can be seen in Figure 5a, the inlet stream temperature at the WGS reactor is maintained excellently within the predefined set-point and without any overshoot during its operation. During the transient response at \( t = 33 \) min, Figure 5b records an expected increase on the coolant flowrate due to the fact that the heat content at the inlet of HX3 is now increased (higher reformer effluent due to the need to provide higher H₂ at the exit of the system). However, the dynamic response at HX3 does not allow the exit temperature to vary significantly at \( t = 33 \) min.

Following the same principles in our analysis, Figure 6 shows that the exit stream temperature at the WGS reactor (HX4) is maintained excellently, within the predefined set-point and with a 2–3 °C overshoot during its operation. Similarly to Figure 5b, Figure 6b records an increase in the coolant flowrate due to the fact that the heat content at the inlet of HX4 is increased. It is highlighted that the coolant flowrates at both TC2 and TC3 initiate only when needed (not at \( t = 0 \) s but only when a higher from the set-point temperature was recorded).

Finally, Figure 7 shows the performance of the FC1 controller at the exit of the WGS reactor. Specifically, Figure 7a shows the dynamic response of H₂ production rate at the exit of the WGS that is maintained excellently before and after the transient change (\( t = 33 \) min). As can be seen, the FC1 controller operates smoothly as it captures quickly this transient modification by quickly manipulating the HCs flowrate at the reformer inlet (Figure 7b).
4.2. Disturbance Rejection (Scenario 2)

In Scenario 2, the applied controllers are required to maintain the process-controlled variables within their predefined set-point trajectories when a sudden disturbance arises. In order to provide
a realistic operating scenario, the catalyst performance deteriorates suddenly at $t = 33$ min. Such a change means that lower $H_2$ will be produced (worst case scenario). As can be seen in Figure 8a and during the disturbance emergence, the reformer operating temperature is increased as a consequence of the catalyst deactivation (suppression of the endothermic reactions). Nonetheless, TC1 controller quickly tackles this deviation, reduces the HCs flowrate at the combustor (Figure 8b), and restores the reformer temperature at its predefined set point. After the disturbance emergence, the system operation fully recovers after 4–5 min.

Next, the TC2 and TC3 controller performance is evaluated (Figures 9 and 10, respectively). As can be seen in Figure 9a, the inlet stream temperature at the WGS reactor is maintained excellently within the predefined set-point and without any variation during the disturbance emergence. On the other hand, Figure 9b shows that at $t = 33$ min a higher coolant flowrate is required. This dynamic response was expected, since Figure 8a revealed that the disturbance emergence (catalyst malfunction) induces higher reformer exit temperature and thus, higher coolant requirements ($\approx 10\%$).
Similarly, Figure 10a shows that the exit stream temperature at the WGS reactor is maintained excellently within the predefined set-point, whereas Figure 10b records a slight decrease at the coolant flowrate requirements that quickly ensure the maintenance of WGS exit.

Finally, Figure 11 shows the performance of the FC1 controller at the exit of the WGS reactor. As was expected, the decrease of catalyst activity at the reformer induces lower H\textsubscript{2} production (Figure 11a at \( t = 33 \) min) and hence, the FC1 controller induces a higher HCs flowrate at the reformer (Figure 11b) in order to suppress this disturbance. Figure 11a shows the dynamic response of H\textsubscript{2} flowrate at the exit of the WGS that is maintained acceptably.

5. Discussion

The present study developed a dynamic model and a distributed control scheme for a coupled reformer/combustor H\textsubscript{2} production system. The core objective was the capturing of the dynamic operation of the integrated process as a single entity. The mathematical model was developed with an insight to capture the main physicochemical properties and the inherent dynamics of the involved subsystems. Overall, the applied control scheme quantitatively and qualitatively revealed that the temperature controller TC1 maintained accurately the reformer operating temperature within the predefined set-point both at the transient response Scenario 1 and at the disturbance rejection Scenario 2. The emergence of catalyst malfunction induced only a slight overshoot of \( \approx 10 \) °C which was tackled quickly, effectively manipulating the HCs flowrate at the combustor. Meanwhile, the dynamic transient change at \( t = 33 \) min did not induce significant modifications since the reformer temperature only
slightly deviated as a result of the excellent TC1 controller response. For the other two temperature controllers (TC2 and TC3), it was shown that neither the disturbance nor the transient modification created any significant changes at the WGS inlet at outlet temperature since the respective controllers maintained their set-point levels accurately. Finally, according to the results of this study, the flow controller FC1 regulated effectively the H₂ production rate. Even though a critical disturbance emerged, the FC1 controller quickly manipulated the HCs flowrate at the reformer in order to restore the production rate within the specified set-point (Scenario 2). Furthermore, this controller quickly responded towards a higher production rate when needed (Scenario 1 with the transient modification).

Such a simplified yet compact study can be considered as the basis of ensuring the development of advanced process control schemes that can be readily applied in similar reforming pilot plants. Due to the need to maintain a “green process”, a crucial highlight has to be made: since the HCs feedstock is meant to refer to refinery cracked gases (C1–C4) or to low quality C3–C4 stream, then the produced H₂/CO₂ stream should be further postprocessed towards fuels production [33–36]. Furthermore, the formulation of this study and the overall modeling methodology could be utilized in advanced process design and control studies that will simultaneously manage the design of the control structure along with potential modification in the operating scheme (e.g., further heat recycling, splitting streams).
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Nomenclature

| Symbol | Description |
|--------|-------------|
| A      | surface area (m²) |
| C      | molar concentration (mol m⁻³) |
| C_p    | specific heat capacity (J mol⁻¹ K⁻¹) |
| E      | activation energy (J mol⁻¹) |
| F      | molar flowrate (mol s⁻¹) |
| k      | pre-exponential factor |
| K_eq   | chemical equilibrium constant |
| K      | proportional gain |
| m      | mass (kg) |
| P      | pressure (bar) |
| p(t)   | controller output signal |
| p_s    | controller bias |
| Q      | volumetric flowrate (m³ s⁻¹) |
| Q_h    | heat flow (J s⁻¹) |
| R      | universal gas constant (J mol⁻¹ K⁻¹) |
| R_j    | reaction rate (mol s⁻¹) |
| T      | temperature (K) |
| T_d    | derivative time constant |
| T_i    | integral time constant |
| U      | heat transfer coefficient (W m⁻² K⁻¹) |
| V      | volume (m³) |
| WGS    | water–gas shift |
| x      | mass fraction |
| Y      | controlled variable |
| t      | time (s or min) |

Greek symbols

| Symbol | Description |
|--------|-------------|
| ΔH     | reaction enthalpy (J mol⁻¹ K⁻¹) |
Appendix A.

In this appendix, the generic set of equations that is included to the main modeling equations presented in Section 2 is provided. Specifically, critical variables such as fluid mixture volume \( V \), fluid mixture density \( \rho \), fluid mixture density \( \rho_i \), fluid mixture volumetric flowrate \( Q \), mass fraction of component \( x_i \), molar flowrate \( F_i \), and concentration \( C_i \) are varying with time, and this time dependence was taken into consideration in the overall process modeling set through Equations (A1) and (A2). Further on, Equations (A3)–(A5) show the interconnections of the volumetric flowrate with molar flowrate and concentration of all components. Finally, Equations (A6)–(A8) provide the necessary heat duties that are related to the energy balances of the HCs Combustor Unit (Section 2.2.1), HCs Reformer Reactor (Section 2.2.2), and WGS Reactor (Section 2.2.4).

### Appendix A.1. Mass Balance

\[
\frac{d(\rho_{\text{out}} V)}{dt} = \rho_{\text{out}} \frac{dV}{dt} + V \frac{d\rho_{\text{out}}}{dt} = \rho_{\text{in}} Q_{\text{in}} - \rho_{\text{out}} Q_{\text{out}} \quad \text{(A1)}
\]

\[
\rho_{\text{out}} = \sum_{i=1}^{N} x_i \rho_i \quad \text{(A2)}
\]

\[
Q_{\text{in/out}} = \sum_{i=1}^{N} F_{i,\text{in/out}} R \frac{T_{\text{in/out}}}{P_{\text{system}}} \quad \text{(A3)}
\]

\[
F_{\text{out},j} = F_{\text{in},j} \pm \sum_{i=1}^{N} \sum_{j=1}^{M} R_{i,j} \quad \text{(A4)}
\]

\[
C_{i,\text{in/out}} = \frac{F_{i,\text{in/out}}}{Q_{\text{in/out}}} \quad \text{(A5)}
\]

where \( \rho \) is the fluid mixture density in \( \text{kg/m}^3 \), \( \rho_i \) the component \( i \) density in \( \text{kg/m}^3 \), \( V \) the fluid mixture volume in \( \text{m}^3 \), \( Q \) the fluid mixture volumetric flowrate in \( \text{m}^3/\text{s} \), \( t \) time in \( \text{s} \), \( x_i \) the mass fraction of component \( i \), \( F_i \) the molar flowrate of component \( i \) in \( \text{mol/s} \), \( R \) the universal gas constant in \( 8.314 \text{ m}^3 \cdot \text{bar} / \text{mol} \cdot \text{K} \), \( T \) the fluid mixture temperature in \( \text{K} \), \( P_{\text{system}} \) the operating system pressure in \( \text{bar} \), \( R_{i,j} \) the reaction rate of component \( i \) at reaction \( j \) in \( \text{mol/s} \), \( C_i \) the concentration of component \( i \) in \( \text{mol/m}^3 \).

### Appendix A.2. Heat Duties for the HCs Combustion Unit (Section 2.2.1)

\[
Q_{\text{chem,e}} = \sum \Delta H_{R_j,T} \cdot (T_{\text{out,e}} - T_{\text{ref}}) \cdot R_j \quad \text{(A6)}
\]

\[
Q_{\text{rad,e}} = \varepsilon \cdot \sigma \cdot A_c \cdot (T_{\text{out,e}}^4 - T_{\text{amb}}^4)
\]

\[
Q_{\text{th,1}} = U A_1 \cdot (T_{\text{out,e}} - T_{\text{wall,1}}) \quad \text{(A6)}
\]

\[
Q_{\text{th,2}} = U A_2 \cdot (T_{\text{out,e}} - T_{\text{wall,2}}) \quad \text{(A6)}
\]
where \( Q_{\text{chem,ref}} \) the heat that is generated from combustion reactions in W (Table 1), \( Q_{\text{rad,ref}} \) the heat that is radiated to the environment in W, \( UA_{1,ref} \) and \( UA_{2,ref} \) the coupled heat-exchanging areas along with their respective heat transfer coefficients in the combustor in W/s/K, \( Q_{\text{th,1}} \) heat that is transferred from the bulk of the combustor to its wall in W, \( Q_{\text{th,2}} \) the heat that is transferred from the combustor wall to the reformer wall in W, \( T_{\text{out,ref}} \) the outlet fluid temperature at the combustor in K, \( \varepsilon \) the combustor heat transfer area in m², \( AH_{R,j,T} \) the combustion reaction \( j \) enthalpy in J/mol/K at temperature T, \( R_j \) the combustion reaction \( j \) kinetics in mol/s (Table 1), \( c \) the emissivity of the material wall, \( \sigma \) the Stefan–Boltzman constant in W/m²/K⁴, \( T_{\text{wall,ref}} \) and \( T_{\text{wall,ref}} \) the combustor and reformer wall temperature, respectively, in K, \( T_{\text{amb}} \) and \( T_{\text{ref}} \) the ambient and reference temperature, respectively, in T.

### Appendix A.3. Heat Duties for the HCs Reformer Reactor (Section 2.2.2)

\[
\begin{align*}
Q_{\text{chem,ref}} &= \sum \Delta H_{R,j,T} \cdot (T_{\text{out,ref}} - T_{\text{ref}}) \cdot R_j \\
Q_{\text{rad,ref}} &= \varepsilon \cdot \sigma \cdot A_{\text{ref}} \cdot (T_{\text{out,ref}}^4 - T_{\text{amb}}^4) \\
Q_{\text{th,3}} &= UA_{1,ref} \cdot (T_{\text{wall,ref}} - T_{\text{out,ref}}) \quad (A7)
\end{align*}
\]

All variables and parameters have already been denoted in (A6) for the combustor and are similarly used here under the subscript reformer.

### Appendix A.4. Heat Duties for the WGS Reactor (Section 2.2.4)

\[
\begin{align*}
Q_{\text{th,total,WGS}} &= Q_{\text{chem,WGS}} - Q_{\text{rad,WGS}} \\
Q_{\text{chem,WGS}} &= \Delta H_{R,4,T} \cdot (T_{\text{out,WGS}} - T_{\text{ref}}) \cdot R_j \\
Q_{\text{rad,WGS}} &= \varepsilon \cdot \sigma \cdot A_{\text{WGS}} \cdot (T_{\text{out,WGS}}^4 - T_{\text{amb}}^4) \quad (A8)
\end{align*}
\]

All variables and parameters have already been denoted in (A6) for the combustor and are similarly used here under the subscript WGS.
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