Health Condition Assessment of Marine Systems Based on an Improved Radar Chart
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Abstract

Since health assessment plays a significant role in marine systems (MSs), it has caught the attention of researchers. In this study, a powerful evaluation method called an improved radar chart was developed as a means of reliability estimation. General evaluation methods applied in the comprehensive evaluation of MS are slightly insufficient in terms of considering index coordination. However, the application of a radar chart can solve this problem. To improving the shortcomings of a traditional radar chart, the fuzzy centralization statistical theory and the entropy weight were combined in this study to obtain the comprehensive weight. The weight could be converted into an angle, and it could reflect the influence degree of the indexes on the evaluation objects. Additionally, an angle bisector was introduced as an index axis, and the eigenvector was extracted to get the unique evaluation result. The result showed that the proposed method could achieve the continuous online monitoring of the system state, and the reliable and accurate assessment results were able to provide a reference for condition-based maintenance and decision-making.

1. Introduction

With the improvement in ship intellectualization, MSs are becoming more automated and autonomous. Generally speaking, MS can be operated with few or no human operators on board, which may decrease the risk of operation in relation to crew injuries and fatalities [1]. Therefore, it is necessary to determine the performance reliability at all times. Additionally, when facing uncertainty or unanticipated events, MSs also require decision-making, problem solving, and strategy implementation. Accurate state assessment can provide a reference for operation and maintenance as well.

A variety of decision-making problems with aggregation operators can be seen in the reference literature. For example, extended power average operators for decision-making were applied to an emergency response plan selection for civil aviation [2], and the geometric Bonferroni mean aggregation operators and an enhanced ordered weighted averaging operators generation algorithm were proposed to solve the multiple criteria decision-making problems [3, 4]. Pythagorean fuzzy sets have been widely used in the expression of the opinions of decision makers for uncertainty. The evaluation of online payment service providers has been provided to illustrate the validity and merits of the Pythagorean fuzzy interaction power Bonferroni mean aggregation operators in multiple attribute decision-making [5]. When the maintenance of MS is performed, many factors need to be considered in making decisions based on health values. Health condition assessment has been based on advanced monitoring methods. In combination with reliable and effective evaluation methods, it could be used to monitor the health status of MS and to judge the development of health conditions. At the same time, according to the results of health assessments and analyses, warnings for possible faults and a basis for assistant
decision-making could also be provided. Additionally, premaintenance, cost savings, reliable operation, and safety navigation could be achieved. At present, health condition assessment is widely used in lithium batteries, aerospace, bridges, power grids, nuclear power, and other fields [6–9].

Rana et al. [10] assumed that the system state was a set of random variables that were moving between the factor and variable nodes and that had mean and covariance values. Then, according to structure principle of Bayesian filter, the state estimation of the smart grid was achieved by iterating the information repeatedly. To reduce the influence of uncertainties such as model parameters as well as measurement and instrument noise, Afshari et al. [11] proposed a robust state estimation method called the smooth variable structure filter (SVSF). It could improve the performance of the state assessment model. At the same time. Zahid et al. [12] proposed a new charge state estimation method that was based on subtractive clustering. The simulation experiments were conducted with an advanced vehicle simulator. The results showed that compared to a backpropagation neural network and an Elman neural network, under different driving cycles, the proposed model exhibited remarkable progress in charge state estimation with high potential. Xu et al. [13] described a state discretization method to simulate how the health status of one component affected the risk rate of another component. The extended proportional hazard model (PHM) was used to characterize the failure correlation and to estimate the impact of the degradation state of one component on the hazard degree of another component. Kumar et al. [14] discussed a tool health state estimation model that was based on time-series sensor signal sequence clustering. The validity of the method was verified with a numerical control drilling test rig equipped with thrust and torque sensors. At the same time, different evaluation methods were adopted to evaluate the battery state [15–18]. In addition, the data-driven method was used to deduce the health index of the ACS from multisensor signals. After that, a dynamic linear model was proposed to describe the degradation process of the failure prediction. The Bayesian inference formula was used to estimate and predict the degradation [19]. Radar state assessment has been applied in many fields [20–22]. It is suitable for solving the health evaluation problem of multiequipment and multiparameters.

Obviously, different index parameters have different effects on the health status. The health values depend on the degree of the evaluation index, and they are influenced by the correct evaluation of the relative importance of the index. At present, there are two kinds of commonly used methods for determining the weight of each index: subjective methods and objective methods. In a comprehensive evaluation, to improve the rationality of the weight value and increase the accuracy of the evaluation results, the combination of these two methods is generally used to obtain the combination weight. The Pythagorean fuzzy interactive Hamacher power aggregation operators with entropy weight were proposed for assessment of express service quality [23]. Ghosh et al. [24] used a genetic algorithm to learn the optimal fusion weight through a correlation evaluation and a method for attribute weight estimation based on a rough set that had been presented [25]. A multiattribute comprehensive evaluation method for power transmission and transformation engineering was proposed [26].

MSs are usually composed of many kinds of subsystems or equipment types. Each subsystem or type of equipment is independent of each other, and it has internal relationships. Additionally, the subsystems and equipment in a system are often designed to accomplish specified tasks. Thus, their physical functions are different, and the number of monitoring parameters collected by sensors is large. Additionally, a ship system has the characteristics of multiparameters and multiequipment. This makes the health assessment of a ship system very complex.

The objective of this research was to propose a method to solve the problem of MS health condition assessment. The proposed indexes were evaluated for applicability in operational decision-making and performance monitoring at first. Additionally, for the problems of determining the weight of evaluation index and establishing an evaluation model, based on the principle of minimizing the total evaluation value, the fuzzy centralization statistical theory (FCST) and the entropy weight were applied to confirm the combination weight. Then, according to the changes in the data, a dimensionless method of monitoring data was proposed. Finally, an evaluation model was established by using the improved radar chart (IRC) method.

Considering the problems and shortcomings of traditional methods, a health condition assessment model based on an improved radar chart was proposed. The main contributions of this paper can be summarized as follows:

(i) An indicator system for condition assessment based on the system function analysis method was proposed. Considering unmanned ships, this method could better reflect the technical status of MS.

(ii) An IRC model for health condition assessment was creatively developed. The FCST and the entropy weight were applied in the model to confirm the combination weight.

(iii) The proposed method achieved continuous online assessment, which made it possible to detect potential faults and to exhibit a potential capability in tracing the further deterioration of the system.

The structure of this article is given below. Section 2 describes the framework of the condition assessment. In Section 3, a brief introduction of evaluation index is given. The proposed IRC method is described in Section 4. Section 5 describes how the fuel oil supply system was chosen as an example to verify the feasibility of the method. The conclusions are given in Section 6.

2. Framework of the Condition Assessment

To study the real-time health condition assessment, in this research, a framework based on a dynamic health assessment model was proposed. Figure 1 shows the data flow in the proposed framework. The proposed real-time condition
assessment was constructed based on the IRC model. Seven steps were used to calculate the health values. The detailed processes of each step are introduced as follows:

(i) Step 1: the assessment indicator system was established via functional analysis. Through the analysis of the system, the parameters that could best represent the change of the system were selected as the assessment index.

(ii) Step 2: the system operation data under normal conditions were collected from the database, and the raw data were processed.

(iii) Step 3: the weight of the indexes was calculated with the comprehensive weight method.

(iv) Step 4: the IRC model was established based on the radar chart and the comprehensive weight.

(v) Step 5: the dynamic health assessment model was built based on Steps 1–4.

(vi) Step 6: the model was applied to the selected system, and the health value was calculated.

(vii) Step 7: the condition monitoring was achieved, and the operation and maintenance decisions were made according to the health value.

In this research, the proposed method was presented to solve those questions and to produce the systems dynamic reliability assessment. In the case study described in Section 5, the system was considered a series system for which the abnormality of one component could result in the changes in the health status of the system.

3. Index System of Comprehensive Evaluation

To realize the state evaluation, it was necessary to select the corresponding index according to the specific functional requirements. MSs are more concerned with whether the systems and equipment can meet the voyage requirements (port maintenance mode); that is, whether the technical status can guarantee the minimum functional requirements in the voyage process. As described in this section, first, through the system function analysis, the suitable index parameter was selected. Second, the parameterization was conducted for each index. Finally, the weight of the index was calculated.

3.1. Determination of System Evaluation Index. To be able to identify all potential failures, a reliability engineer has to have a thorough understanding of the various functions. A functional analysis is therefore an important step in a system reliability analysis. A complex system may have a high number of required functions. All functions are however, not equally important, and a classification may therefore be an aid for identification and analysis purposes. One way to classify functions is essential functions, auxiliary functions,
protective functions, safety functions, hygiene functions, information functions, interface functions, and superfluous functions [27]. The steps to determine the indicator system were as follows:

(i) Step 1: defining functions. The functions of the systems and equipment were described generally.

(ii) Step 2: functional analysis. According to the relationship, the functions were divided into main functions, auxiliary functions and additional functions.

(iii) Step 3: functional arrangement. The functions were arranged according to logical relationships. Upper functions were on the left, and lower functions were on the right. First, the main functions were arranged, and then, the auxiliary functions were arranged.

(iv) Step 4: determining the indicator parameters. By combining the function model diagram with the specific process of realizing the function, the most critical monitoring parameters in the physical process of realizing the main function were determined.

3.2. Index Weight Calculation

3.2.1. Subjective Weight. All the artificially determined index weights were uncertain and random. If a specific value was used to measure the weight of the indexes, the accuracy of the results would be reduced. In contrast, the uncertainty and the randomness that existed in the weights of the artificial evaluation indexes were taken into account, and a range interval was used to replace the specific value. The index weight determined in this way would have a higher accuracy and be more in line with the actual situation. FCST was a subjective weighting method that considered uncertainty and randomness.

The objective weight determination process was as follows: an evaluation system was set up with m indexes, which could be noted as $U = \{u_1, u_2, \ldots, u_i, \ldots, u_m\}$. The number of relevant experts required to determine the weight value of indexes was $q_i$, and the set was $P = \{p_1, p_2, \ldots, p_r, \ldots, p_q\}$. An eigenvalue interval $[a_{r1}, b_{r1}] (i = 1, 2, \ldots, m, \ r = 1, 2, \ldots, q)$ was given by the evaluation expert $P$ according to his or her evaluation criteria and understanding of the relevant conditions of each index. The corresponding set value interval of each indicator is shown in Table 1.

For the indexes, the set value interval given by the experts was combined to obtain the set value statistical sequence. The sample drop shadow function $\bar{A}(u_i)$ was used to represent the distribution of the sequence after stacking:

$$\bar{A}(u_i) = \sum_{r=1}^{q} A(a_{r1}, b_{r1}),$$  

$$A(a_{r1}, b_{r1}) = \begin{cases} 1, & a_{r1} \leq u_i \leq b_{r1}, \\ 0, & u_i < a_{r1} \text{ or } u_i > b_{r1}, \end{cases}$$

At this point, the relative weight $\bar{\psi}_i$ of the evaluation index $u_i$ was

$$\bar{\psi}_i = \frac{\int_{u_{\min}}^{u_{\max}} A(u_i)du}{\int_{u_{\min}}^{u_{\max}} A(u_i)du},$$

$$u_{\min} = \min(a_{11}, a_{21}, \ldots, a_{q1}),$$

$$u_{\max} = \max(a_{11}, a_{21}, \ldots, a_{q1}).$$

By simplifying, the following equation is obtained:

$$\bar{\psi}_i = \frac{1}{2} \sum_{r=1}^{q} \frac{(b_{r1} - a_{r1})}{(b_{r1} - a_{r1})},$$

$$r = 1, 2, \ldots, q; i = 1, 2, \ldots, m.$$
The classification of the expert opinions is described as follows. Among all three levels, the chief engineers had the highest level of experience and knowledge in managing the machinery and equipment of each ship. As a result, they were all classified as level 1. According to their knowledge and experience, the second engineers were classified into the second grade. The third and fourth engineers had a relative lack of management experience and knowledge, so their experience levels were relatively low. However, considering their knowledge of ship machinery and equipment, they were also consulted and classified as level 3.

Thus, as shown in equation (4), the weight of each expert opinion could be obtained by normalizing the expert opinion score:

\[ k_i = \frac{s_i}{\sum_{i=1}^{q} s_i}, \]  

where \( k_i \) is the weight value of expert opinion \( i \), \( s_i \) is the score of expert opinion \( i \), and \( q \) is the number of experts.

After considering the importance of the weight interval that was given by the experts, the relative weight of the indexes could be calculated with the following equation:

\[ \psi_j = \frac{1/2 \sum_{r=1}^{q} k_r (b_{rj} - a_{rj})}{\sum_{r=1}^{q} k_r (b_{ri} - a_{ri})} \]  

The subjective weight of each of the indexes could be obtained by calculation according to the following equation:

\[ \psi_i = \frac{\psi_j}{\sum_{i=1}^{m} \psi_j}. \]

Finally, the corresponding subjective weight vector of the health status assessment index system was \( (\psi_1, \psi_2, \ldots, \psi_m) \).

According to the basic principle of FSC, the uncertainty of an expert opinion increased with the weight setting interval. According to this characteristic, the reliability analysis of the calculated subjective weight vector could be carried out.

3.2.2. Objective Weight. The objective weight could make full use of the internal correlation of the monitoring data. The most representative method was the entropy weight method [28]. Entropy is a measure of the uncertainty degree of system information, which provides a new theoretical basis for the determination of objective weight. Therefore, an entropy weight method was developed to objectively assign weights according to the amount of information transmitted by each evaluation index. The weighted results could reflect the degree of disorder of the monitoring information.

It was assumed that the number of indexes of evaluation objects was \( n \) and that each indicator had monitoring data with a number of \( m \) groups. These monitoring data constituted the matrix \( X \):

\[ X = (x_{ij})_{m \times n} = \begin{bmatrix} x_{11} & x_{12} & \cdots & x_{1n} \\ x_{21} & x_{22} & \cdots & x_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ x_{m1} & x_{m2} & \cdots & x_{mn} \end{bmatrix}. \]

The steps taken to determine the objective weight vector of evaluation index system are shown:

(1) The monitoring data were processed with \( p_{ij} = x_{ij}/\sum_{i=1}^{m} x_{ij} \).

(2) The information entropy \( E_j \) of the \( j \)th evaluation index \( \frac{E_j}{E_j} = -1/\ln n \cdot \sum_{i=1}^{m} (p_{ij} \ln p_{ij}), (0 \ln 0 = 0) \) was calculated.

(3) The index entropy weight \( \varphi_j \) was determined:

\[ \varphi_j = \frac{1 - E_j}{n - \sum_{j=1}^{m} E_j}, \quad \varphi_j \in [0, 1], \]

\[ \sum_{j=1}^{m} \varphi_j = 1. \]

In conclusion, the objective weight vectors corresponding to the evaluation index system were calculated as \( (\varphi_1, \varphi_2, \ldots, \varphi_n) \).

3.2.3. Comprehensive Weight. To minimize the deviation of the subjective and objective weights, a comprehensive weight was constructed based on optimization theory. Since the monitoring parameters were dimensionless, it was known that the health assessment system in the \( j \)th parts of the subjective and objective weights of the evaluation indexes were bits of \( \psi_i \) and \( \varphi_j \), respectively. Letting the
optimized combination weight be \( \omega_j \), the corresponding evaluation value \( f_i \) of the monitoring data of group \( i \) was
\[
f_i = \sum_{j=1}^{m} \omega_j x_{ij}.
\]
For all the objects to be evaluated in the system, the smaller the total deviation of the evaluation value \( F(\omega) \) was, the better the effect was. Therefore, the nonlinear programming model of the total deviation minimization of the evaluation values was established. By solving the model, the optimal combination weight value of evaluation index could be noted as
\[
\begin{cases}
\min F(\omega) = \sum_{j=1}^{n} \left( (\psi_j - \omega_j)x_{ij}^2 \right)^2 \sum_{j=1}^{n} \left( (\varphi_j - \omega_j)x_{ij}^2 \right)^2 , \\
\text{s.t. } \sum_{j=1}^{n} \omega_j = 1, \omega_j \geq 1.
\end{cases}
\]
(10)

4. Improved Radar Chart

In a traditional radar map, the length of the number line represents the index value, and the number line is uniformly distributed without consideration of the influence of index weight. Based on this, the index weight of the improved radar map (Figure 2) was represented by the circular angle of the sector where the index line was located. This method highlighted the influence of the index weight in comprehensive evaluation and made the analysis more scientific and effective. In addition, when the improved radar map method was used to conduct the comprehensive assessment of a multi-index parameter system, the radar map of the assessment objects was usually drawn according to the quantity, value, and weight of the evaluation indexes. The characteristic vectors (area and perimeter) of the radar map could be extracted, and the evaluation function could be constructed for quantitative analysis. In the quantitative analysis, the area reflected the overall state of the evaluation object, and the perimeter represented the equilibrium of the development of each index. This meant that when the area was constant and the circumference was smaller, the radar pattern was more approximate to a circle and the values of each index tended to be equal and balanced.

The steps for the health status assessment using the radar map were as follows:

(1) **Data Standardization.** The initial matrix \( X = (x_{ij})_{m \times n} \) was dimensionless, and a new matrix \( X' = (x'_{ij})_{m \times n} \) was obtained, where \( m \) is the number of objects and \( n \) is the number of indexes.
(2) **Draw Radar Chart.** First, with point 0 as the center, according to the number of evaluation indexes, \( n \) index lines were drawn. Then, according to the index weight, the circular angle of the sector where the index line was located was determined, where \( \theta_{ij} = 2 \pi \omega_{ij} \) and \( \omega_{ij} \) is the weight of the index. Finally, the angle bisector of the circular angle was taken as the index line and the index value was marked on the corresponding index line. Then the marker points were connected on the adjacent index line with a line segment. The irregular polygon that was formed was an improved radar map with index weight.

(3) **Extraction Feature Vector.** Letting the area of the radar map of the \( i \)th evaluation object be \( S_i \), the perimeter be \( L_i \), the index number be \( j \), and the standard value of the \( j \)th index be \( x_{ij}' \), according to the positive and cosine theorems of trigonometric functions, the area and the perimeter of the radar graph could be obtained:
\[
S_i = \sum_{j=1}^{n} \frac{1}{2} x_{ij}'x_{(j+1)}' \sin \theta,
\]
\[
L_i = \sum_{j=1}^{n} \sqrt{\left(x_{ij}' \right)^2 + \left(x_{(j+1)}' \right)^2 - 2x_{ij}'x_{(j+1)}' \cos \theta},
\]
\[
\theta = \frac{\theta_{ij} + \theta_{(j+1)}}{2}.
\]
(11)

(4) **Construct Evaluation Function.** The evaluation vector \( V_i = [v_{i1}, v_{i2}] \) was defined, with \( v_{i1} = S_i / S_m \) and \( v_{i2} = S_i / n \times (L_i / 2\pi)^2 = 4\pi S_i / L_i^2 \).

\( S_m \) represents the area value when each index reached the ideal value. The vector component \( v_{i1} \) is the area evaluation value whose magnitude reflected the overall level of the evaluation object. \( v_{i2} \) is the evaluation value of the perimeter, which was the area ratio of the same perimeter, reflecting the equilibrium degree of the evaluation index. It could be found...
that the evaluation vector was comprehensively considered based on two aspects: the overall level of the index and the degree of equilibrium.

Since the evaluation vector was a two-dimensional vector, the geometric average could be used as its evaluation function:

$$ f_i = \sqrt{v_1 v_2}. \quad (12) $$

### 5. Case Study

In the case study, a main engine fuel oil supply system was selected as the research object, and the feasibility of the method was verified. All of the data described below were from the real ship operation parameters. The function of the system was to provide suitable fuel for combustion. If the system failed unexpectedly, the marine propulsion system would shut down, and this would directly affect the safety of the ship.

The system was composed of many components, i.e., the duplex filter (DF), supplying pump (SP), circulating pump (CP), autofilter (AF), atomizing heater (AH), oil mixing box, pipeline, and accessories. The structure of the system is shown in Figure 3.

#### 5.1. Index Selection and Parameterization

This research only examined the health assessment of the system under heavy oil conditions, so the effect of oil conversion was not considered:

1. Fuel heating was achieved by the AH and the automatic control process. The purpose of the automatic control was to keep the fuel viscosity within the set range, so the key parameter was the fuel viscosity $V$ past the heater.

2. Fuel purification was achieved through the filter under the action of the fuel pressure differential, and its degree of realization affected the pressure difference on both sides of the filter. Therefore, the pressure differentials ($\Delta p_1$ and $\Delta p_2$) between the inlet and the outlet of the DF and AF were selected as the key parameters.

3. In the fuel pressurization, whether the fuel SP was pressurized or the fuel CP was pressurized, the purpose was to increase the fuel pressure to a certain value, so the fuel pressures $p_1$ and $p_2$ at the outlet of the fuel SP and CP were the key parameters. Based on the above analysis, the indicator system of the health assessment was finally established, as shown in Figure 4.

The following five parameters were selected as the health status evaluation indexes. According to the instruction book and the monitoring data, the benchmark data for each index were determined and classified. The details of the indexes are shown in Table 3.

5.2. Index Weight Calculation.

According to the basic principle of the FCST, eight experts are selected for consultation. The results of the consultation are shown in Table 4.

According to Table 4 and the principles of the FSCT, the weight value of the expert opinions was calculated as $k = [0.07, 0.13, 0.20, 0.13, 0.20, 0.07, 0.13, 0.07]$. The final subjective weight of the evaluation index system of the system was $\psi = [0.10, 0.15, 0.26, 0.25, 0.24]$. This indicated that the expert opinions were relatively uniform, and the results were highly reliable. The interval variance was $F = [0, 0, 0, 0.01, 0]$, and its value was small. This indicated that there was little difference in the expert opinions, and the results were highly reliable.

The objective weight of the index according to the entropy weight calculation method is shown in Figure 5. When the monitoring data fluctuated, the state of the corresponding equipment was not stable. Therefore, the corresponding entropy value was high, and the objective weight value was large. As a result, the objective weight value of the corresponding index parameters could be adjusted to make the results more in line with the actual situation.

Finally, combined with the subjective weight, the optimal weight nonlinear programming model was solved based on the minimization principle of the total evaluation estimation deviation and the optimal combined weight value of each evaluation index of the system was obtained. The combined weight vector of each index was about $\omega = [0.05, 0.15, 0.15, 0.2, 0.45]$.  

5.3. Health Assessment of Fuel Oil Supply System

The target ship was a ship for training and scientific research launched in 2008. It usually sailed for short distance navigation, and it seldom encountered severe sea conditions. Therefore, the maintenance of the ship machinery and equipment was good. The monitoring data for each index under heavy fuel oil conditions during January 2019 to July 2019 were extracted. The current data
### Table 3: Benchmarks of health assessment indexes for fuel supply system.

| Function  | Equipment | Index  | Unit | Lower limit | Benchmark data | Upper limit |
|-----------|-----------|--------|------|-------------|----------------|-------------|
| Purification | DF        | $\Delta p_1$ | bar  | 0.2         | 0.2             | 0.8         |
|           | AF        | $\Delta p_2$ | bar  | 0.2         | 0.3             | 0.8         |
| Heating   | AH        | $V$     | cSt  | 7.0         | 12.0~14.0       | 20.0        |
| Pressure  | SP        | $p_1$   | bar  | 3.0         | 5.0             | 5.0         |
|           | CP        | $p_2$   | bar  | 6.0         | 8.0             | 11.0        |

### Table 4: Weight set value interval of evaluation indexes.

| Expert | $\Delta p_1$ | $\Delta p_2$ | $V$ | $P_1$ | $P_2$ |
|--------|---------------|---------------|-----|-------|-------|
| $p_1$  | 10~20         | 10~20         | 15~25 | 20~30 | 20~30 |
| $p_2$  | 5~15          | 10~20         | 25~35 | 10~20 | 25~35 |
| $p_3$  | 5~15          | 10~20         | 20~30 | 30~40 | 10~20 |
| $p_4$  | 1~10          | 10~20         | 15~25 | 20~35 | 20~35 |
| $p_5$  | 5~18          | 14~25         | 25~35 | 15~28 | 18~26 |
| $p_6$  | 20~30         | 20~28         | 15~25 | 13~20 | 13~20 |
| $p_7$  | 1~10          | 10~20         | 20~40 | 20~40 | 20~40 |
| $p_8$  | 12~17         | 8~12          | 22~28 | 18~22 | 28~32 |

**Figure 4: Health assessment indicator system for the fuel oil supply system.**

**Figure 5: Objective weight of evaluation index.**
for the DF, AF, SP, CP, and AH downtime and abnormalities were filtered. The stable current trends are shown in Figure 6. It can be seen from the figure that the pressure difference corresponding to the DF and AF had a stable upward trend. Additionally, the pressure data corresponding to the SP and CP fluctuated in a range, and the viscosity of the index parameter of the AH was greatly affected by the external environment and it changed greatly over a period of time. The preprocessed data could be applied for correlation analysis and health evaluation.

The continuous calculation of the health value was achieved with the IRC method. The results are shown in Figure 7.

5.3.1. Normal Condition. The target ship was launched in 2008, and it had a life span of 11 years. Owing to performance degradation and other reasons, the actual health of the main engine oil supply system had declined to a certain level. According to Figure 7, due to performance degradation and other uncertainty reasons, the actual health of the system had declined to a certain level. The initial health value was between 90 points and 100 points, not 100 points, so the calculation results reflected the true situation. With the extension of time, the health value gradually declined, it gradually entered the 80–90 score range and 70–80 score range, and it had the trend of entering the 60–70 score range, which was about to reach the limit. The method could achieve the continuous online state monitoring of the system, and it could exhibit a potential capability in tracing the further deterioration of the system.

5.3.2. Abnormal Condition. A section of abnormal fuel viscosity data was intercepted from the real ship operation parameters to verify the response of the method to the abnormal state. As can be seen in Figure 8, there were two
distinct fluctuations in the fuel viscosity. In the first category, as shown in the red bar nos. 1, 2, 4, and 5, the fuel viscosity fluctuated for a short time. That is, the fluctuation appeared and disappeared rapidly. The fuel temperature also decreased in the same period. It could be judged that the fuel viscosity rose rapidly due to the decrease in the fuel temperature, and then, it returned to normal in a short time due to automatic regulation. In the second category, as shown in the red bar no. 3, the fuel viscosity rose rapidly, exceeding the limit value.

As depicted in Figure 9, the abnormality of a single device in the system affected the overall health value of the system, resulting in the loss of system function. However, as the function of the device recovered, the health status of the system returned to normal. During this process, in the initial state, when the performance of a single device declined, the system could maintain the functionality, but the health value gradually decreased. When the performance of the device declined rapidly below a certain value, the series system lost function, and the health value was 0 points. As the device status recovered, the system health returned to normal. The change in the health value trend was consistent with the abnormal change in the fuel viscosity past the atomization heater caused by viscometer fouling. This showed that the health model proposed in this research could better reflect the health status changes under the fault condition. The health value could also be used as the health index of the system fault and the basis of CBM.

5.4. Comments and Discussion. A traditional static state evaluation is usually a one-time method for which the historical data are used to achieve the system state estimation. This method cannot achieve online monitoring, and it is not easy to control the state change of a system. The dynamic evaluation can be adjusted in real time according to the changes in the parameters, and the assessment results are
closer to the real changes, which can provide a reference for CBM and auxiliary decision-making.

The proposed method provided an integral health assessment by further fusing the probability health-indicator of each component. The system status was evaluated based on multiple-related signals, thus making it possible to detect potential faults. Especially for the intelligent engine room or the unmanned ship, more attention was paid to the time when the systems and equipment could meet the function output and operation continuous. When there were problems and performance degradation for the individual equipment in the system, the effectiveness of the necessary functions of the whole system was maintained, which played an important role in making operation and maintenance decisions.

It can be seen from Figure 10 that the fixed weight system would first reach the limit (health value = 60) and trigger the maintenance. The dynamic assessment system was far from the limit, and it could be used continuously, as shown in Figure 10. The system was disassembled, and it was found that the filter in the system was dirty and the performance of the system was decreased, but the output pressure and flow of the system were normal, which could meet the normal use conditions of the main engine. The dynamic evaluation results were closer to the actual state. The proposed method was more capable of capturing the dynamic degradation process of the considered system, even if it was less effective for the scenarios with low possibilities.

6. Conclusions

In this research, IRC was applied as a health condition assessment method for MS. Two main improvements were made in this method. One of the improvements was to apply FCST and the entropy weight as the comprehensive weight method. This method fully considered the influence of the subjective and objective factors on the weight. It also converted the comprehensive weight to an angle, it caused the proposed method to reflect the influence degree of indexes on the evaluation objects, and it had unique eigenvector and evaluation results. Another improvement was the continuous online assessment of a system that contained multi-equipment and multiparameters. The health value was used as an indicator to assess the health status of the system according to the changes in the parameters. The result showed that the proposed method gave reliable and accurate assessment results that could provide a reference for CBM and decision-making.

Compared with health condition assessment methods, the IRC method had full consideration of the influence of multiparameters on a system during working conditions. The experimental results also showed that the IRC method was more effective in achieving the dynamic state assessment of a system. In future work, we plan to develop a new method based on an adaptive baseline-threshold model for real-time condition monitoring and health assessment.
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