The Voigt and complex error function: Humlíček’s rational approximation generalized
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ABSTRACT

Accurate yet efficient computation of the Voigt and complex error function is a challenge since decades in astrophysics and other areas of physics. Rational approximations have attracted considerable attention and are used in many codes, often in combination with other techniques. The 12-term code “cpf12” of Humlíček (1979) achieves an accuracy of five to six significant digits throughout the entire complex plane. Here we generalize this algorithm to a larger (even) number of terms. The $n = 16$ approximation has a relative accuracy better than $10^{-5}$ for almost the entire complex plane except for very small imaginary values of the argument even without the correction term required for the cpf12 algorithm. With 20 terms the accuracy is better than $10^{-6}$. In addition to the accuracy assessment we discuss methods for optimization and propose a combination of the 16-term approximation with the asymptotic approximation of Humlíček (1982) for high efficiency.
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1 INTRODUCTION

The Voigt profile (Olver et al. 2010, print companion to the NIST Digital Library of Mathematical Functions, http://dlmf.nist.gov/), i.e. the convolution of a Lorentzian and Gaussian profile, is ubiquitous in many branches of physics including astrophysics, e.g., Peraiah (2002); Heng (2017). From a computational point it is more convenient to consider the Voigt function $K(x, y)$ depending on two variables $x$ and $y$ (essentially the distance from the center peak and the ratio of the Lorentz to Gauss width) and the complex error function $w(x+iy)$, whose real part gives the Voigt function. Because there is no closed-form solution for the convolution integral, numerous algorithms have been developed in the past for efficient and/or accurate evaluation utilizing series or asymptotic expansions, continued fractions, rational approximations, Gauss-Hermite quadrature etc. (for an old review, still worth while to read, see Armstrong 1967). For an assessment of Voigt and complex error function algorithms the intended application has to be considered. Highly accurate codes such as Poppe & Wijers (1990a,b) (14 significant digits stated accuracy) and Zaghloul & Ali (2011) (20 significant digits) or arbitrary precision codes (Boyer & Lynas-Gray 2014; Molin 2011) are indispensable for tests of an algorithm’s accuracy, but not necessarily fast. High resolution line-by-line (lbl) radiative transfer modeling (Bailey & Kedziora-Chudczer 2012; Schreier et al. 2014) presents a “million- to billion-line challenge” (Grimm & Heng 2015; Heng 2017) where numerous Voigt functions have to be evaluated (Rothman et al. 2010; Tennyson & Yurchenko 2012) at thousands to millions of frequency grid points and computational speed becomes a prime concern.

In view of the few digits used for line strengths and broadening parameters in spectroscopic data bases such as HITRAN (Gordon et al. 2017), HITEMP (Rothman et al. 2010), or GEISA (Jacquinet-Husson et al. 2016), four significant digits for the Voigt function can be regarded as appropriate for many lbl calculations (Schreier 2011). On the other hand, the increasing quality of spectroscopic measurements has indicated deficiencies of the Voigt profile. More sophisticated line shapes accounting for collisional Dicke narrowing, line mixing, or speed-dependence are required (Varghese & Hanson 1984; Tennyson et al. 2014) that can often be expressed in terms of the complex error function, where the imaginary parts of the arguments can differ by more than ten orders of magnitude (Tran et al. 2013; Schreier 2017). For “standard” Voigt lbl modeling in astrophysical and planetary atmospheric spectroscopy y can be as large as $10^5$ and as small as $10^{-8}$ (Lynas-Gray 1993; Wells 1999; Tepper-García 2006, 2007; Schreier 2011).

Rational approximations are particularly attractive because they can be implemented efficiently (i.e. only one division plus additions and multiplications) and allow for high accuracy. Hui et al. (1978) presented a single rational approximation with a fifth-degree numerator polynomial and a sixth-degree denominator polynomial that should be “su-
ciently accurate for most applications over the whole complex plane”. Humlíček (1979) proposed a 12-term rational approximation “cpf12”; including a modification for small y the maximum relative error is less than $5 \cdot 10^{-6}$. Humlíček (1982) suggested a division of the complex plane into four subdomains; using appropriate rational approximations the “w4” code evaluates the complex error function accurate to four significant digits. Weideman (1994) developed a single rational approximation applicable in the entire complex plane whose accuracy can be adjusted by selection of the number $N$ of terms. Kochanov (2011) presented two sums with four and six fractions with complex coefficients.

Problems of the Hui et al. (1978) code for small y have been reported early by Karp (1978) and Humlíček (1982) (see also Schreier 2011, Fig. 4). The Kochanov (2011) approximation shows significant errors for small y (see also Schreier 2011, Fig. 4). The Kochanov (2011) approximation (Schreier 2011).

In Section 3 we evaluate the accuracy and efficiency of the “generalized” Humlíček (1979) code, and provide our conclusions in Section 4.

2 THEORY AND METHODS

2.1 The Voigt and complex error function

The Voigt (or Hjerting) profile and the closely related Voigt function are defined by

$$g_V(v - \tilde{v}, y_L, y_G) = \int_{-\infty}^{\infty} dv' \ g_L(v - v', y_L) \times g_G(v' - \tilde{v}, y_G)$$

$$= \frac{\sqrt{\ln 2/\pi}}{y_G} K(x, y)$$

$$K(x, y) = \frac{y}{\pi} \int_{-\infty}^{\infty} \frac{e^{-t^2}}{(x - t)^2 + y^2} \, dt,$$

where $y_L$ and $y_G$ are the half widths at half maximum (HWHM) of the Lorentzian $g_L$ and Gaussian $g_G$, respectively, and $\tilde{v}$ is the center wavenumber or frequency (i.e. corresponding to the energy difference of an atomic or molecular transition). The dimensionless arguments of the Voigt function are defined as ratios

$$x = \sqrt{\ln 2} \frac{v - \tilde{v}}{y_G} \quad \text{and} \quad y = \sqrt{\ln 2} \frac{y}{y_G}.$$ (3)

Note that the profiles in Eq. (1) are normalized to one, $\int g(v) \, dv = 1$, whereas the Voigt function is normalized to $\sqrt{\pi}$. The Voigt function is closely related to the complex error function (a.k.a. complex probability function, Fadde(y)evo function, or plasma dispersion function)

$$w(z) \equiv K(x, y) + iL(x, y) = \frac{i}{\pi} \int_{-\infty}^{\infty} \frac{e^{-t^2}}{z - t} \, dt \quad (4)$$

with $z = x + iy$. Asymptotically the complex error function behaves as $1/(\sqrt{\pi}z)$, corresponding to a Lorentz-like Voigt function for large $y$. For $y > 0$ the real part becomes a Gauss function, i.e. $K(x, 0) = \text{Re}(w(x)) = \text{exp}(-x^2)$. The half width at half maximum of the Voigt function can be estimated as (Olivero & Longbothum 1977; Schreier 2011)

$$x_{1/2} = \frac{1}{2} \left( y + \sqrt{y^2 + 4 \ln 2} \right).$$ (5)

2.2 The rational approximation by Humlíček (1979)

Humlíček presented a rational approximation in the form

$$w(z) = \sum_{k=-n/2}^{n/2} \frac{\alpha_k + i\beta_k}{z - x_k + i\delta} = \sum_{k=1}^{n/2} \frac{\alpha_k + i\beta_k}{z - x_k + i\delta} - \frac{\alpha_k - i\beta_k}{z + x_k + i\delta}$$ (6)

with real constants

$$\alpha_k = -\alpha_{-k} = -\frac{1}{\pi} \omega_k e^{\delta^2} \sin(2x_k \delta)$$ (7)

$$\beta_k = +\beta_{-k} = \frac{1}{\pi} \omega_k e^{\delta^2} \cos(2x_k \delta).$$ (8)

Here $x_k$ and $\omega_k$ are the roots and weights of the n-point Gauss-Hermite formula (with n even and the nodes and weights antisymmetric and symmetric in $k$ (e.g. Abramowitz & Stegun 1964, Table 25.11)), and $\delta$ is a positive constant to be chosen appropriately. Note that the constants $\alpha_k$, $\beta_k$, $x_k$, $\omega_k$, and $\delta$ depend on the number $n$ of nodes, but the
superscript \( (n) \) used in the original paper has been omitted here; furthermore, Humlíček uses the notation \( \delta_k^{(n)} \equiv \gamma^{(n)} \) synonymously. As emphasized by Humlíček, “the choice of \( n \) and \( \delta \) involves a compromise between several demands”, i.e. a larger number of terms increases the quality of the approximation, but also the computational effort. Table 1 of Humlíček (1979) gives some hints on the proper choice of \( \delta \) for \( 5 \leq n \leq 20 \).

To circumvent accuracy problems near the real axis where (6) fails to approximate an almost Gaussian function (see subsection 3.1), Humlíček introduced a modification for the real part

\[
K(x, y) = e^{-x^2} + \sum_{k=-n/2}^{n/2} \frac{y}{(x - x_k)^2 + \delta^2} \times \beta_k \frac{[x - x_k^2 - \delta(y + \delta)] - a_k(x - x_k)(y + 2\delta)}{(x - x_k)^2 + (y + \delta)^2}
\]

for \( y < 0.85 \) and \( |x| > 18.1y + 1.65 \). The “cpf12” code with \( n = 12 \) and \( \delta = 1.5 \) achieves a maximum relative error less than \( 2 \cdot 10^{-6} \) and \( 5 \cdot 10^{-6} \) for the real and imaginary part, respectively.

\[ n \leq 16 \] and \( \beta_n = 1 \) in accordance with the asymptotic expansion of the complex error function. The numerator coefficients \( a_k \) are real for even \( k \) and purely imaginary for odd \( k \); furthermore \( b_n = 1 \) for all odd \( l \). Finally it is worth to mention that the coefficients depend on the parameter \( \delta \).

For the 16-term approximation transformed into the form (10) the number of adds and multiplies is similar to the \( N = 32 \) rational approximation of Weideman (1994). However, the benchmark tests in Schreier (2011) have indicated that this approximation is significantly slower than the asymptotic rational approximation

\[
R_{1,2}(z) = \frac{i\sqrt{\pi}}{2^{z/2} - 2} \quad (11)
\]

used by Humlíček (1982) for \( x = |x| + y > 15 \). (The subscript on the lefthand side indicates the degree of the numerator and denominator polynomial.) Note that for lsl calculations function values for only a few grid points have to be evaluated in the line center, and most values have to be evaluated in the line wings with large \( |x| \). Accordingly we had suggested to use the Weideman approximation \( (N = 24) \) near the line center only and approximation (11) otherwise. Similarly we propose a combination of the two Humlíček (1979, 1982) approximations

\[
w(z) = \begin{cases} \frac{i\sqrt{\pi}}{2^{z/2} - 2} & |x| + y > 15 \\ \sum_{k=0}^{n-1} a_k z^k + \sum_{l=0}^{n} b_l z^l & \text{otherwise.} \end{cases}
\]

\[ n \geq 12 \]

\[ n = 16 \]

\[ n = 12 \]

\[ n = 12 \]

The \( n = 16 \) rational approximation is compared to the \texttt{wofz} reference code in Fig. 2. Variation of \( \delta \) indicates that for \( \delta = 1.3118 \) the approximation is optimal w.r.t. overall accuracy, i.e. the relative error is \( \leq 7.86 \cdot 10^{-5} \); for \( y > 10^{-6} \) the error is less than about \( 10^{-5} \) for all \( x, y \) and the largest error is observed at \( x \approx 4.8 \) and \( y \approx 10^{-8} \). Interestingly, the imaginary part \( L(x, y) \) is slightly less accurate compared to the \( n = 12 \) approximation. For \( \delta = 1.33 \) (and very small \( y \)) the location of the maximum error moves into the line wings. For \( \delta = 1.35 \) the maximum of the relative error is slightly larger, about \( 2 \cdot 10^{-4} \), but this maximum is achieved for large \( x \) and very small \( y \) where the function values are already tiny \( (K(5, 10^{-6}) \approx 10^{-8}) \). For the imaginary part the maximum relative deviation is \( 2.6 \cdot 10^{-6} \).

In Fig. 3a we compare the maximum relative error \( \max_y \epsilon(x, y) \) as a function of \( y \). For \( y > 10^{-4} \) the approximation (6) or (10) is accurate to four significant digits for all \( \delta \) considered.

Increasing the number of terms in the rational approximation (6) further improves the accuracy. Fig. 3b shows...
that six significant digits can be achieved with $n = 20$ and $\delta \approx 1.55$. Contour plots of the relative error of the $n = 18$ and $n = 20$ approximations with optimal $\delta$ are shown in Fig. 4.

For a further appraisal of the generalized Humlček (1979) approximation (6) we evaluate the Voigt function (i.e. Re(\(w\))) for selected values of $z = x + iy$ and compare these with the results of Lether & Wenston (1991) who use a corrected midpoint quadrature rule. The values of $K(x,y)$ compiled in their Table 2 “are believed to be correct to twenty-five significant digits” and have also been cross-checked by Zaghloul (2007, his table 2) and Boyer & Lynas-Gray (2014, table 1). Table 1 shows that for $n = 16$ and $n = 20$ the expansion (6) is correct to at least five significant digits for all $x, y$ pairs except for $x = y = 10^{-3}$. Note that for $y = 10^{-20}$ (first data row) the Voigt function is essentially a Gaussian, and the correct value $\exp(-1.0) = 0.367879441171442$ is reproduced with six, eight, and nine digits for $n = 16$, $n = 20$, and $n = 24$, respectively. In the last three rows with moderate $x$ and $y$ the cpf values are correct to ten digits.

### 3.2 Preliminary Speed Tests with IPython

To get a first impression about the performance of the various approximations, we have used IPython’s builtin “magic” function `%timeit`. A typical “experiment” looks like:

```python
%timeit cpf(x, y, n, delta)
```

**Figure 1.** Comparison of the Humlček cpf12 approximation for $\delta = 1.5$ with the wofz reference. Left: approximation (6); Right: (6) and (9) combined. White areas indicate a relative error better than $10^{-12}$. The numbers in the title indicate the maximum relative error of $K$ and $L$ (in parentheses).

**Figure 2.** Comparison of Humlček zpf16 approximation for $\delta = 1.3118$ (left) and $\delta = 1.35$ (right) with the wofz reference.
Figure 3. The maximum relative error of the Humlíček $n = 16$ and $n = 20$ approximations for various $\delta$ compared to the wofz reference.

Figure 4. Comparison of Humlíček $n = 18$ ($\delta = 1.45$, left) and $n = 20$ ($\delta = 1.55$, right) approximation with the wofz reference.

Table 1. Comparison of Voigt function values for the $n = 16$, $n = 20$, and $n = 24$ approximation (6) with the precise values of Lether & Wenston (1991, their table 2 (given with 25 digits)).
Table 2 summarizes the results of these experiments. Note that the grid point spacing \( \Delta x = 0.1 \) (first three columns) is more than adequate to sample the line center region as the half width (5) is approximately \( x_{1/2} \approx 1 \) for small \( y \).

For the Python translation of the original Fortran cpf12 code two versions have been implemented: A scalar function with an if statement that is transformed in an array function using NumPy’s vectorize function class and an array function exploiting a mask and NumPy’s where. The first two rows of the table clearly indicate that the vectorized version is significantly slower.

The polynomials in (10) can be implemented either with the Horner scheme coded by hand (zpf12h, zpf16h) or exploiting NumPy’s poly1d class (zpf12p, zpf16p), and the %timeit tests demonstrate that the hand-coded Horner scheme is slightly faster for all cases. It should also be noted that implementing the denominator as a polynomial of \( z^2 \) (the odd coefficients are zero) is more efficient than the polynomial of \( z \).

For comparison we also report times for several Weideman (1994) approximations. His \( N \)-term approximation requires \( N+4 \) multiplications plus one division, so the computational effort for weideman52 is similar to zpf16. However, as mentioned above, the 16-degree denominator polynomial of zpf16 can be implemented more efficiently because of the vanishing odd coefficients, i.e. with 24 add-multiples for zpf16 similar to weideman24.

The wofz implementation documented in the very last row appears to be faster than all rational approximations. Note, however, that this special function imported from SciPy is actually a C code linked to Python in contrast to our pure Numeric Python codes.

Note that the execution time is approximately proportional to the number of function evaluations only for the cpf12v case (first data row) that is by far the slowest implementation. Furthermore, times in the fourth column (\( n_z = 10000 \)) are roughly ten times larger compared to the third column (\( n_z = 1000 \)). The deviations from strict proportionality might indicate that %timeit estimates also include overhead for function call etc.

3.3 Performance of lbl cross section modeling

For realistic benchmarks we test the generalized Humlček approximation (10) in an atmospheric radiative transfer lbl modeling context. Radiative transfer in Earth’s atmosphere is clearly important in the geosciences, esp. for climate modeling and remote sensing, but is also relevant for astronomy, i.e. for corrections of telluric absorption and emission in ground-based observations (e.g. Seifahrt et al. 2010; Bertaux et al. 2014; Smette et al. 2015) or radiative transfer modeling of Earth-like exoplanets (e.g. Des Marais et al. 2002; Robinson & Reinhard 2018). To make comparison with our previous studies (Schreier & Kohlert 2008; Schreier 2011) easier, we compute high resolution molecular absorption cross sections for the SubMillimeter Radiometer (SMBR) aboard the Swedish small satellite ODIN (Murtagh et al. 2002; Nordh et al. 2003), an astronomy and astronomy mission launched in 2001 (the astronomy mission was successfully concluded in spring 2007, see also Hjalmarson et al. (2003)).

The cross sections

\[
k(v, \rho, T) = \sum_l S_l(T) \psi(v - \gamma_l) \gamma_l^{(1)}(\rho, T, \gamma_l^{(2)}(T)).
\]  

(with line position \( \gamma_l \) and line strength \( S_l \) are computed in the \( 16-17 \text{ cm}^{-1} \) interval (480 – 510 GHz) for thirteen pressure-temperature pairs (corresponding to the 0 – 120 km altitude range with \( \delta z = 10 \text{ km} \) steps). Because of the importance of line wing contributions all lines in the extended \( 6-27 \text{ cm}^{-1} \) interval are considered: For nitric acid (HNO\(_3\)) HITRAN 00 (Rothman et al. 2003) lists 2376 lines (HTRAN16 (Gordon et al. 2017) has about 250 000 lines), and there are 21 565 lines of ozone (O\(_3\)) in all versions of HITRAN since 1996. The mean Lorentz to Doppler (Gauss) width ratio \( y \) decreases from \( 7 \cdot 10^{-4} \) (at bottom-of-atmosphere, BoA) to 1.4 \cdot 10^{-4} (at top-of-atmosphere, ToA) for HNO\(_3\); the Doppler width is slightly larger for O\(_3\) because of the smaller mass, hence \( y \) is somewhat smaller.

3.3.1 HNO\(_3\) cross sections — Python

The HNO\(_3\) cross sections are modeled using the lbl2xs.py function script of Py4CATS — Python for Computational Atmospheric Spectroscopy (available at https://atmos.eoc.dlr.de/tools/Py4CATS/) using a “brute force” approach, i.e. without further approximations in the line wings (e.g. coarse grid). Note that the spectral resolution is depending on line width (essentially pressure, hence altitude), i.e. the grid point spacing \( \Delta x \) is set to a fraction of the mean half width, typically \( \Delta x = \bar{x}_{1/2}/4 \) or \( \Delta x = \bar{\gamma}/4 \). The number of wavenumber grid points increases from less than one hundred at BoA to almost half a million at an altitude of 90 km.

The execution times for a single function value (i.e. the total elapsed CPU time measured with the clock function of Python’s time module divided by the number of lines and the number of x grid points) shown in Fig. 5 essentially confirm the IPython %timeit tests reported in the previous subsection. Note that pre- and postprocessing steps (e.g. reading the line data) have not been considered for the timing.

Both versions of the cpf12 code are significantly slower than all other functions; the cpf12v code needs about 600 ns for \( p \leq 10 \text{ mb} \) and is not shown. Except for large pressures the various Weideman functions and the two implementations of the approximation (10) with \( n = 16 \) require about 100 to 175 ns, and the use of an asymptotic approximation for large \( x \) is tempting. The performance of the combination (12) as well as the Humlček (1982–Weideman (1994) combination (with \( N = 24 \) are almost identical, and somewhat worse to the wofz C function linked to Python. The combination of the R\(_3\)\(_4\) rational approximation of Humlček (1982) with the Weideman \( N = 32 \) approximation (with a cut at \( s = 8 \), cf. Schreier (2017)) has a relative error better than \( 2 \cdot 10^{-6} \) and is slightly slower.

The good performance of the wofz C function reported in the previous subsection suggests that implementation of compute intensive code segments in a compiled language might be advantageous. Accordingly we have used the
Table 2. Execution time measured by the \texttt{timeit} function in the IPython interpreter. For all columns $y = 0.001$ has been used. $n_x$ is the number of $x$ grid points and function evaluations. The “zpf” indicates implementations of the optimized rational approximation (10). The tests have been performed on a laptop with an Intel x86_64 CPU running at 2.7 GHz and cache size 3072 KB.

| $n_x$ | $0 \leq x \leq 25$ | $0 \leq x \leq 50$ | $0 \leq x \leq 100$ | $0 \leq x \leq 1000$ | $0 \leq x \leq 10000$ |
|-------|---------------------|---------------------|---------------------|---------------------|---------------------|
| cpf12v | 12.1 ms             | 24.8 ms             | 49.4 ms             | 492 ms              |
| cpf12w | 877 $\mu$s          | 1.01 ms             | 1.17 ms             | 4.39 ms             |
| zpf12h | 64.2 $\mu$s         | 84 $\mu$s           | 119 $\mu$s          | 829 $\mu$s          |
| zpf12p | 116 $\mu$s          | 145 $\mu$s          | 185 $\mu$s          | 1.01 ms             |
| zpf16h | 90.1 $\mu$s         | 110 $\mu$s          | 147 $\mu$s          | 904 $\mu$s          |
| zpf16p | 117 $\mu$s          | 146 $\mu$s          | 185 $\mu$s          | 1.04 ms             |
| weideman16 | 78.5 $\mu$s       | 100 $\mu$s          | 134 $\mu$s          | 776 $\mu$s          |
| weideman24 | 105 $\mu$s        | 138 $\mu$s          | 172 $\mu$s          | 1.04 ms             |
| weideman32 | 132 $\mu$s        | 162 $\mu$s          | 216 $\mu$s          | 1.31 ms             |
| wofz   | 52.6 $\mu$s         | 66.8 $\mu$s         | 91.7 $\mu$s         | 886 $\mu$s          |

Figure 5. Execution time (ns) per function evaluation. The tests have been performed on an idle node of a Linux cluster with an Intel XEON CPU at 2.36 GHz.

f2py Fortran-Python interface generator (Peterson 2009) to make calls to Fortran subroutines possible. Both combinations of the Humlíček (1982) $R_{1,2}$ asymptotic approximation (11) with the Humlíček (1979) zpf16 approximation (10) or with the 24-term Weideman approximation (denoted hum1zpf16_f2py and hum1wei24_f2py) are more than a factor two faster than the corresponding pure Python implementation and clearly superior with respect to computational efficiency.

Compared to the tests reported in Schreier (2011, Fig. 11) the Humlíček–Weideman as well as the pure Weideman functions are about a factor 10 faster now. Note that the minimum times seen here are comparable to the Fortran execution times shown in Fig. 10 of Schreier (2011). This considerable speed-up is presumably a combination of better hardware and better software (improved performance of NumPy).

3.3.2 $O_3$ cross sections — Fortran

The Humlíček (1979) $n = 16$ approximation (10) along with several other complex error function algorithms has also be implemented in Fortran 90. The execution time for thelbl modeling of $O_3$ cross sections is measured by means of the \texttt{cpu_time} intrinsic function.

In contrast to the Python tests the runtime appears to be fairly constant for pressures smaller than about 10 mb where the number of wavenumber grid points is already large ($n_x > 10^4$). Hence we only report the average run time in Table 3. cpf12 roughly corresponds to the original code documented in the Humlíček (1979) paper and Fortran can execute this code significantly faster compared to NumPy. The optimized implementation (10) of the 16-term approximation zpf16 is executed in Fortran with roughly double speed. The combinations of the zpf16 approximation (10) or Weideman’s approximation with the Humlíček (1982) $R_{12}$ or $R_{34}$ approximation for large $|x|$ have approximately identical run
times. Comparison with Figure 5 reveals that the speed of the Fortran and NumPy–f2py codes is roughly similar, i.e. 15 ns per function value. The two versions of the GNU gfortran compiler produce code with approximately the same performance, whereas the NAG compiled code is somewhat slower (similar to Schreier (2011, Fig. 9)).

There appears to be no pure Fortran array implementation of wofz. The libcerf numeric library (http://apps.jcns.fz-juelich.de/libcerf) implementation of the Faddeeva package also provides Fortran bindings, but only for scalar arguments. However, the execution time of the hum1zpf16 and hum1wei24 pure Fortran subroutines and the functions wrapped to Python via f2py are almost identical, so we can expect that a Fortran array version of wofz would perform similar to the SciPy-C version that was about a factor 1.5 slower compared to the hum1zpf16 and hum1wei24 (compare Figure 5 and Table 3).

### Table 3. Execution time [ns] per function evaluation for the Fortran 90 implementation. GNU Fortran or NAG compiler with optimization flag -O3 (the numbers indicate the version). Linux cluster node as in Fig. 5.

|            | gfortran 4.8 | gfortran 6.2 | nagfor 5.3 |
|------------|--------------|--------------|------------|
| cpf12      | 97           | 102.6        | 125        |
| zpf16      | 64.6         | 61.2         | 66.24      |
| hum1zpf16  | 14.52        | 14.61        | 16.98      |
| hum1wei24  | 14.55        | 14.49        | 16.39      |
| hum2wei32  | 14.75        | 14.86        | 18.15      |
| weideman16 | 70.34        |              |            |
| weideman32 | 131.1        |              |            |

### 4 SUMMARY AND CONCLUSIONS

Generalizations of the Humlíček (1979) cpf12 rational approximation (with 12 terms) for the Voigt and complex error function have been presented and optimized implementations have been developed. The rational approximation with a degree 16 denominator polynomial is accurate to at least five significant digits except for very small $y$, and somewhat larger deviations show up in the wings where the function value is already extremely small. For $n \geq 16$ the correction term needed to compensate for the problems of the $n = 12$ approximation (6) for large $|x|$ and small $y$ is not required anymore, i.e. a single rational approximation can be used to evaluate the complex error function over almost the entire complex plane.

The sum of $n$ fractions of the original approximation of Humlíček (1979) are computationally inefficient, but can be readily transformed into a single fraction with an $n-1$ degree numerator polynomial and an $n$ degree denominator polynomial. The performance of the original and generalized Humlíček algorithms implemented as Numeric Python functions has been tested and compared to other rational approximations. For a more realistic scenario molecular absorption cross sections have been computed line-by-line using Python and Fortran implementations. The combination of the $n = 16$ approximation with the asymptotic approximation also developed by Humlíček (1982) further improved the performance. The combination of the Humlíček (1979, 1982) methods as well as the Humlíček–Weideman combination need about 15 ns for a single function value both with Fortran and Python, in strong contrast to our findings seven years ago (Schreier 2011) where Fortran was about a factor ten faster. This impressive speed of the Python implementation on a par with the Fortran code explains the increasing popularity of the “Python-based ecosystem” (www.scipy.org) and packages such as Astropy (Astropy Collaboration 2013).

In conclusion, the combinations of the Humlíček (1979) or Weideman (1994) approximation with the Humlíček (1982) asymptotic approximation can be recommended for both accurate (five or more digits) and efficient Voigt and complex error function evaluations. For high performance with Python, a Fortran (or C) implementation linked to Python is advantageous. When speed is not an issue, the generalization of the original cpf12 code to 16 or more terms can be used for all $x, y$ without any conditional branches.

### SUPPLEMENTARY MATERIAL

Two Python source files are provided as supplementary material with the online version of this paper. Additionally we provide the Fortran code used for the tests of subsection 3.3.2 including the Humlíček (1979, 1982) combination (12).

- **cpfX.py** Various implementations of the Humlíček (1979) algorithm:
  - Python/NumPy implementations of the original Fortran 77 source code (with two versions to combine the two regions);
  - A generalization of the region I rational approximation to arbitrary (even) number of terms;
  - An optimized implementation of the region I approximation for 16 terms using a single fraction;
  - The combination (12) for NumPy.

- **fig124.py** Execution of this script inside the IPython interpreter should produce the Figures 1, 2, and 4 of the manuscript.

- **Test_voigt_speed.f90** The Fortran 90 program including subroutines of various complex error function algorithms.
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