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1 Introduction

String theory plays a prominent role in extracting the non-perturbative dynamics of supersymmetric gauge theories. Indeed, due to the existence of various dualities, sometimes it is easier to solve a problem in string theory and then to take the so called rigid limit, in which gravity decouples and one recovers a gauge theory description [1, 2]. A particularly fruitful playground for this are theories with 8 supercharges corresponding to \( N = 2 \) supersymmetry in 4 dimensions. In such case, the dynamics of compactified string theory is captured at low energies by effective supergravity which comprises, besides the gravitational multiplet, also vector and hypermultiplets. The kinetic couplings of the former are encoded in the vector multiplet moduli space \( M_V \), which is a projective (also called local) special Kähler manifold. In the rigid limit it directly reduces to a simpler rigid special Kähler manifold, whose prepotential contains all information about the solution of the corresponding gauge theory. Due to this, previous works mostly concentrated on the vector multiplet sector of string compactifications [3–6], and one can say that the procedure of extracting the rigid limit there is understood fairly well (see [7] for a recent discussion).

Let us recall that \( M_V \) is only one component of the moduli space of \( N = 2 \) supergravity. The second one is the hypermultiplet (HM) moduli space \( M_H \), and it is natural to ask what happens to this space after decoupling gravity. The local supersymmetry restricts \( M_H \) to be quaternion-Kähler (QK) [8], i.e. a \( 4n \) real dimensional manifold with holonomy group \( \text{SU}(2) \times \text{Sp}(n) \). For such manifolds the Riemann curvature tensor decomposes as

\[
R_{\mu\nu\rho\sigma} = \kappa^2 \hat{R}_{\mu\nu\rho\sigma} + W_{\mu\nu\rho\sigma},
\]

where \( \kappa^2 = 8\pi M_{\text{pl}}^{-2} \) is the gravitational coupling, \( \hat{R}_{\mu\nu\rho\sigma} \) is the dimensionless SU(2) part of the curvature, and \( W_{\mu\nu\rho\sigma} \) is the Weyl tensor. Thus, one can expect that in the rigid limit only the second contribution survives and one ends up with a Ricci-flat manifold with holonomy group \( \text{Sp}(n) \), i.e. a hyperkähler (HK) manifold. This is indeed a very natural expectation because such manifolds are known to play an important role in the low energy description of theories with global supersymmetry. For instance, they appear as Higgs branches of 4d \( N = 2 \) gauge theories. However, the metric on these Higgs branches is classically exact. For this reason, and since \( M_H \) does receive quantum corrections, we do not expect them to be relevant in our context. A more interesting and, as we will see, relevant example is provided by target spaces of \( N = 4 \) non-linear sigma models in 3 dimensions [9], some of which can also be viewed as circle compactifications of 4d \( N = 2 \) gauge theories [10].

Unfortunately, it turns out that the naive decoupling leads to a flat hyperkähler geometry, and to get a non-trivial limit it is necessary to introduce an additional mass scale, which is kept finite as \( \kappa \to 0 \). As a result, no general treatment of the rigid limit for QK spaces exists in the literature, and a non-trivial limit was produced only in a number of particular cases [11–15]. At the same time, the rigid limit, used to extract information about gauge theories from the vector multiplet sector of string compactifications, usually has a geometric realization as a local limit on the compactification manifold \( Y \) where one zooms in on the region near some singularity in the moduli space [4, 5]. Since the met-
ric on both moduli spaces, $\mathcal{M}_V$ and $\mathcal{M}_H$, is completely determined by the geometry of $\mathcal{Y}$, it is natural to ask whether this zooming procedure is sufficient to induce the rigid limit of the HM moduli space. This is the question that we investigate in this paper for compactifications of type IIB string theory on a Calabi-Yau (CY) threefold $\mathcal{Y}$.

The advantage of considering this type of compactifications is that in recent years substantial progress has been made towards understanding the complete non-perturbative description of the corresponding HM moduli space (see [16, 17] for reviews). As a result, we now have access to the metric on $\mathcal{M}_H$ which includes most of the non-perturbative corrections. In the type IIB formulation, the latter include $D_p$-brane instantons (with $p = -1, 1, 3$ and 5) and NS5-brane instantons. Only contributions of five-branes remain not well understood (although some partial results can be found in [18–20]), whereas all $D$-instantons have been incorporated [21, 22] using a twistorial description of QK geometry [23, 24]. Fortunately, it turns out that in any local limit the unknown five-brane contributions always decouple and one remains with a metric which is completely under our control.

The last statement however needs a refinement. Although the twistorial description, used to obtain the cited results, is very powerful, it is also somewhat implicit because it encodes the QK metric into the contact structure on the twistor space $\mathcal{Z}_M$, a $\mathbb{C}P^1$ bundle over the original manifold, and it is not so easy to extract it. Recently this problem was solved [25] only for \textit{mutually local} $D$-instantons, i.e. a subset of all $D$-instantons whose charges $\gamma$ have vanishing symplectic products $\langle \gamma, \gamma' \rangle$. In this paper we seize on the opportunity to improve the situation and calculate the explicit HM metric, which includes all \textit{mutually non-local} $D$-instanton corrections and is parametrized by topological data on the CY, such as its triple intersection numbers $\kappa_{abc}$, Euler characteristic $\chi_{\mathcal{Y}}$ and generalized Donaldson-Thomas (DT) invariants $\Omega_\gamma$.

Having at hand the explicit metric, we can study its behavior in the local limit. To define it, we fix a set of $n_\infty$ vectors $\vec{v}_A$ belonging to the boundary of the Kähler cone of $\mathcal{Y}$. They correspond to the directions in the moduli space along which some of the (dimensionless) Kähler moduli are sent to infinity, thereby introducing a new scale $\Lambda$. Geometrically, they fix a set of 2-cycles which shrink in the local limit and have vanishing intersection with the divisors defined by $\vec{v}_A$.

Then, evaluating the HM metric in the so-defined limit, we show that, besides a non-trivial finite part, it also features a divergent part. This leads to the freezing of some moduli, including those which are sent to infinity. As a result, all moduli can be split into 3 groups:

- moduli appearing only in the vanishing part of the metric and thus dropping out in the limit;
- frozen moduli;
- moduli appearing in the finite, but not in the divergent parts of the metric and thus remaining dynamical.

Only the latter moduli parametrize the limiting manifold $\mathcal{M}'_H$, which therefore has always a smaller dimension than the original $\mathcal{M}_H$. More precisely, the dimension of $\mathcal{M}'_H$ is given by $4n'$ where $n'$ is the number of Kähler moduli remaining dynamical. We show
that \( n' \) coincides with the dimension of the intersection of the kernels for the matrices \( M_{A,ab} = \kappa_{abc} \vec{v}_A \). Note that the possibility of having a non-empty common kernel is a very non-trivial condition on both the vectors \( \vec{v}_A \) and the triple intersection numbers, so that far from any CY allows for a non-trivial rigid limit even with \( n_\infty = 1 \).

Furthermore, we prove that \( \mathcal{M}'_H \) is an HK manifold and can be constructed from \( \mathcal{M}_H \) in a pure geometric way (see figure 1). To this end, one should first note that the local limit induces on \( \mathcal{M}_H \) a set of \( n - n' \) commuting isometries where \( n = h^{1,1}(\mathcal{Z}) + 1 \) is the quaternionic dimension of \( \mathcal{M}_H \). These isometries are present in the perturbative metric, but are broken in general by instanton corrections. However, the relevant corrections vanish exponentially fast in our limit and thus can be ignored. Next, one constructs a canonical \( \mathbb{C}^2/\mathbb{Z}_2 \) bundle \( S_M \), known as Swann bundle \([26]\) or hyperkähler cone in the physics literature \([27]\). \( S_M \) is an HK manifold, which immediately brings us in the realm of hyperkähler geometry with all its available methods. Finally, \( \mathcal{M}'_H \) is obtained by performing \( n - n' + 1 \) hyperkähler quotients along the set of commuting isometries, which include those mentioned above plus one additional isometry corresponding to a U(1) symmetry on the fiber of the Swann bundle.

Interestingly, at an intermediate step of this quotient construction, one finds the HK manifold \( \mathcal{M}'_H^{\text{cor}} \) which is associated with \( \mathcal{M}_H \) by the so called QK/HK correspondence. This correspondence establishes a one-to-one map between, on one hand, QK spaces with a quaternionic isometry and, on the other hand, HK spaces of the same dimension with a rotational isometry, equipped with a hyperholomorphic line bundle \([28-30]\). Its physical interpretation is in fact very close to the subject of this paper: it translates into a formal correspondence between the D-instanton corrected HM moduli space \( \mathcal{M}_H \) and the moduli space of a 4d \( N = 2 \) gauge theory compactified on a circle, described by the same holomorphic prepotential as the CY. In particular, the D-instantons are mapped into the gauge theory instantons produced by BPS particles wrapping the circle. In a sense, our rigid
Figure 2. Duality map and rigid limit of moduli spaces in string and gauge theories.

limit is a close analogue of this formal mathematical correspondence, with the additional property that both sides realize concrete physical systems.

One should note that a similar geometric prescription for the rigid limit was already given in [31] for a particular compactification on an elliptically fibered CY. Here we extend it to the full non-perturbative level, prove it by carefully analyzing the metric, and generalize it to a generic CY.

The work [31] also suggests a physical interpretation of the HK manifold $\mathcal{M}'_H$: it is expected to describe the non-perturbative moduli space of a 5d $\mathcal{N} = 1$ gauge theory compactified on a torus, where the complex structure of the torus is identified with the frozen axio-dilaton of compactified type IIB string theory. Indeed, the chain of dualities, shown on figure 2 and explained in detail in section 3.1, demonstrates that $\mathcal{M}_H$ is the same moduli space which is obtained by first compactifying M-theory on the same CY $\mathcal{Y}$ and then compactifying its vector multiplet sector on a torus. Since the torus compactification is expected to commute with the rigid limit, the alternative way to get $\mathcal{M}'_H$ is to start from 5d supergravity obtained from M-theory on $\mathcal{Y}$, take the rigid limit in its vector multiplet sector, and only then compactify on $T^2$. Then the above gauge theory interpretation immediately follows.

This interpretation opens the possibility to derive non-perturbative effects in compactified 5d gauge theory, such as dyonic and stringy instantons, from the known results on
D-instantons in CY string theory compactifications. Although we leave the detailed study of this problem to a future research, here we discuss various implications of this possibility.

The organization of the paper is as follows. In the next section we study the rigid limit of the HM moduli space \( \mathcal{M}_H \). First, in section 2.1 we provide the definition of the limit. Then in section 2.2 we show how it works on the example of the classical moduli space where the derivation is particularly explicit, but contains all the features of the general construction. In section 2.3 we present the rigid limit for the full non-perturbative moduli space and in section 2.4 provide its geometric interpretation. The physical interpretation is elaborated in section 3, which starts from a discussion of string dualities suggesting the interpretation in terms of 5d gauge theories (section 3.1), proceeds with a brief review of these theories (section 3.2), their compactification on a torus (section 3.3), and finishes with a discussion of implications for dyonic and stringy instantons (section 3.4). In section 4 we provide several examples of our construction and in section 5 discuss the results of the paper. A few appendices contain details on special geometry (section A), calculations of the D-instanton corrected HM metric (section B), of the rigid limit (section C) and of compactification on a torus (section D), and toric data for the examples presented in section 4 (section E).

2 Rigid limit

In this section we study the rigid limit of the HM moduli space \( \mathcal{M}_H \) of type IIB string theory compactified on a CY threefold \( \mathcal{Y} \). We recall that the moduli space comprises

- the axio-dilaton \( \tau = \tau_1 + i \tau_2 = c^0 + i/g_s \);
- the Kähler moduli \( z^a = b^a + it^a \ (a = 1, \ldots, h^{1,1} (\mathcal{Y})) \) parametrizing the deformations of the complexified Kähler structure of \( \mathcal{Y} \);
- the RR-fields \( c^a, \tilde{c}^a, \tilde{c}_0 \), corresponding to periods of the RR 2-form, 4-form and 6-form on a basis of \( H^{\text{even}} (\mathcal{Y}, \mathbb{Z}) \);
- and the NS-axion \( \psi \) dual to the Kalb-Ramond two-form \( B \) in four dimensions.

We will use \( C^a \) and \( D_a \) to denote a basis in the space of curves \( H_2 (\mathcal{Y}, \mathbb{Z}) \) and divisors \( H_4 (\mathcal{Y}, \mathbb{Z}) \), respectively, and \( \omega_a \) for the basis of harmonic 2-forms dual to \( D_a \) so that the expansion of the Kähler form reads \( J = t^a \omega_a \). These objects satisfy

\[
C^a \cap D_b = \int_{C^a} \omega_b = \delta^a_b, \quad D_a \cap D_b \cap D_c = \int_{\mathcal{Y}} \omega_a \wedge \omega_b \wedge \omega_c = \kappa_{abc}.
\]  

(2.1)

Finally, note that in this paper we work in terms of dimensionless moduli. Therefore, the dimensionful volumes are obtained by dividing integrals of the Kähler form by a mass (squared) scale \( \Lambda \). For instance, for 2-cycles one has

\[
\text{Vol}(C^a) = \Lambda^{-1} \int_{C^a} J = \Lambda^{-1} t^a.
\]  

(2.2)

In the rigid limit, this scale is sent to infinity together with \( M_{\text{Pl}} \) so that the shrinking cycles correspond to the finite Kähler parameters, whereas the cycles of finite volume correspond to the moduli scaling as \( \Lambda \).
2.1 Definition

Our aim here is to provide a definition of a local limit of the CY manifold. Usually, this is done by specifying either a set of shrinking 4-cycles or 2-cycles. On the other hand, to apply it to the metric on the moduli space, we need a workable definition in terms of the Kähler moduli. Therefore, instead of shrinking cycles, let us start from a set of \( n \) linearly independent vectors \( \vec{v}_A \) belonging to the Kähler cone of \( \mathcal{Y} \). Given these vectors, we define a set of matrices

\[
M_{A,ab} = \kappa_{abc} v^c_A \tag{2.3}
\]

which in turn allow to introduce another set of vectors \( \vec{v}_I \) — a basis for the common kernel of \( M_A \), i.e. linearly independent vectors satisfying

\[
M_{A,ab} v^b_I = 0. \tag{2.4}
\]

We denote their number (i.e. the number of values taken by index \( I \)) by \( n' \). We assume that \( n' > 0 \) and that the two sets, \( \vec{v}_A \) and \( \vec{v}_I \), are linearly independent. Already at this point it becomes clear that \( \vec{v}_A \) must belong to the boundary of the Kähler cone because it is well known that for any vector inside the cone its contraction with the intersection numbers defines a non-degenerate matrix of signature \( (1, h^{1,1}(\mathcal{Y}) - 1) \). Thus, to have \( n' > 0 \), all vectors \( \vec{v}_A \) must belong to the boundary. \(^3\) Finally, we complete these sets to a basis in \( H^2(\mathcal{Y}, \mathbb{R}) \), which can be done by providing an additional set of \( h^{1,1} - n_\infty - n' \equiv n_{fr} \) vectors \( \vec{v}_X \). This allows to expand the Kähler moduli in the new basis

\[
\hat{t}^a = v^a_A \hat{t}^A + v^a_X \hat{t}^X + v^a_I \hat{t}^I \equiv v^a_b \hat{t}^b, \tag{2.5}
\]

where we combined three indices \( A, X \) and \( I \) into one index \( b \). Then our local limit is defined by taking the moduli \( \hat{t}^A \) to scale as \( \Lambda \), whereas \( \hat{t}^X \) and \( \hat{t}^I \) to stay finite (see the comment below (2.2)). It is important that this definition of the limit does not depend on the choice of \( \vec{v}_X \). Indeed, changing \( \vec{v}_X \) in (2.5) can at most shift \( \hat{t}^A \) and \( \hat{t}^I \) by a combination of \( \hat{t}^X \). But this does not affect which variables grow with \( \Lambda \) and which of them do not.

Let us show that the above definition is equivalent to the usual one in terms of shrinking cycles. First, we define a rotated basis of divisors \( \hat{D}_a = v^a_b D_b \). It is easy to see that \( \hat{D}_I \) are the divisors shrinking in the limit, whereas the divisors \( \hat{D}_A \), where we introduced a combined index \( \hat{A} = (A, X) \), remain with a finite volume. Indeed,

\[
\text{Vol}(\hat{D}_I) = \frac{1}{2\Lambda^2} \int_{\hat{D}_I} J \wedge J = \frac{1}{2\Lambda^2} v^a_I \kappa_{abc} t^b t^c \sim \Lambda^{-2},
\]

\[
\text{Vol}(\hat{D}_A) = \frac{1}{2\Lambda^2} \int_{\hat{D}_A} J \wedge J = \frac{1}{2\Lambda^2} v^a_A \kappa_{abc} t^b t^c \approx \frac{1}{2\Lambda^2} v^a_A M_{B,ab} v^b_C \hat{t}^B \hat{t}^C \sim 1, \tag{2.6}
\]

where the first result follows from (2.4), whereas the second is due to that none of vectors \( \vec{v}_A \) belongs to the common kernel of \( M_A \). \(^4\)

\(^3\)This has a simple physical explanation. In a local limit one usually zooms in around a point in the moduli space where CY becomes singular, and the vectors \( \vec{v}_A \) are supposed to point towards such singularity. But CY can develop a singularity only when its moduli approach the boundary of the Kähler cone, which implies the condition on \( \vec{v}_A \).

\(^4\)We consider a generic point in the moduli space so that no accidental cancellations are possible due to contraction with \( \hat{t}^A \).
Second, we define a rotated basis of curves $\hat{C}^a = (v^{-1})_a^b C^b$. Their volumes are given by $\Lambda^{-1} \hat{t}^a$ and therefore $\hat{C}^A$ has a finite volume, whereas $C^{\hat{I}}$, where we introduced another combined index $\hat{I} = (I, X)$, are shrinking. It is important to note that all shrinking curves can be characterized by their orthogonality to the divisors $\hat{D}_A$,

$$\hat{C}^\hat{I} \cap \hat{D}_A = 0,$$

(2.7)

since due to (2.1) the l.h.s. is evaluated to $(v^{-1})_a^b v_a^A = 0$.

Thus, our definition of the local limit is equivalent to specifying either the set of shrinking divisors $\hat{D}_{\hat{I}}$ or the set of shrinking curves $\hat{C}_{\hat{I}}$. Both sets are in one-to-one correspondence with vectors $\vec{v}_A$, and both their definitions $\hat{D}_{\hat{I}} = v_{\hat{I}}^a D_a$ as well as the orthogonality relation (2.7) do not depend on $\vec{v}_X$. Of course, to talk about a local limit, one must have at least one shrinking divisor, which gives the condition $n' > 0$. Thus, the condition of having a non-trivial limit is that the common kernel of $M_A$ is non-empty.

Finally, we impose an additional condition on the vectors $\vec{v}_A$ that

$$\kappa_{abc} v_a^A v_b^B v_c^C$$

is non-zero at least for some $A, B, C$. It ensures that the volume of the CY, $V = \frac{1}{6} \kappa_{abc} v_a^A v_b^B v_c^C$, scales as $\Lambda^3$ in the local limit. As we will show below, under these conditions the three sets of moduli appearing in (2.5) acquire in the limit a very different status:

- $\hat{t}^A$ become frozen and do not enter the finite part of the metric;
- $\hat{t}^X$ are also frozen, but appear in the finite part;
- $\hat{t}^I$ remain dynamical.

Correspondingly, their physical interpretation in the dual gauge theory will also be different: while $\hat{t}^I$ are associated with the Coulomb branch moduli, $\hat{t}^X$ provide its physical parameters such as masses and the gauge coupling.

In the following, to simplify notations, we assume that the rotation of the basis (2.5) has already been done and drop hats on the moduli adapted to the limit, i.e. consider $t^A$ to be of order $\Lambda$, whereas $t^X$ and $t^I$ as finite variables. Then (2.4) implies that in this basis the intersection numbers possess the following property

$$\kappa_{aAI} = 0,$$

(2.8)

whereas the matrix $M_{\hat{A}B} = \kappa_{\hat{A}BC} t^C$ is non-degenerate. In section 4 we will return back to the original basis and discuss in more detail the conditions for the existence of a non-trivial limit.

### 2.2 Example: classical c-map

Before attacking the problem of taking the rigid limit of the non-perturbative HM moduli space, let us consider how it works at the classical level where all quantum corrections in $\alpha'$ and $g_s$ are ignored. In this approximation the metric on $M_H$ is given by the local c-map [32, 33] which is a QK manifold constructed in a canonical way from the holomorphic prepotential $F(X^\Lambda)$ ($\Lambda = 0, \ldots, h^{1,1}(\mathfrak{Q})$) on the Kähler moduli space of $\mathfrak{Q}$. It has the simplest form in terms of the fields of type IIA string theory compactified on the mirror
CY $\hat{\mathcal{Y}}$, which comprise the four-dimensional dilaton $r = e^\phi$, the complex structure moduli $z^a$, the RR-scalars $\zeta^A$, $\zeta_\Lambda$ corresponding to periods of the RR 3-form on a basis of $H^3(\hat{\mathcal{Y}}, \mathbb{Z})$, and the NS-axion $\sigma$ dual to the $B$-field. In these coordinates the metric reads

$$
\frac{ds^2_{M_{11}}}{r^2} = \frac{dr^2}{r^2} - \frac{1}{2r} \text{Im} N^{\Lambda \Sigma} \left( d\zeta_\Lambda - N_{\Lambda \Lambda'} d\zeta^{\Lambda'} \right) \left( d\zeta_\Sigma - N_{\Sigma \Sigma'} d\zeta^{\Sigma'} \right) + \frac{1}{16r^2} \left( d\sigma + \zeta_\Lambda d\zeta^A - \zeta^{\Lambda} d\zeta_\Lambda \right)^2 + 4K_{ab}dz^a dz^b,
$$

(2.9)

where $K$ is the Kähler potential on the special Kähler space of complex structure deformations of $\hat{\mathcal{Y}}$ (we set $z^A = (1, z^a)$)

$$
K = -\log \left[ i(z^A F_\Lambda - z^A \bar{F}_\Lambda) \right],
$$

(2.10)

$F_\Lambda$, $K_{ab}$, etc. denote derivatives of the corresponding quantities without indices, and $N_{\Lambda \Sigma}$ is the matrix of the gauge couplings defined in (A.1). We refer to appendix A for the details on the special geometry encoded by the prepotential $F$.

To return to the type IIB fields, which we used to define the rigid limit, one should apply the mirror map. In the classical approximation it was found in [34] and identifies the complex structure moduli $z^a$ with the complexified Kähler moduli as well as

$$
r = \frac{\tau_2}{2} V, \quad \zeta^0 = \tau_1, \quad \zeta^a = -c^a + \tau_1 b^a, $$

$$
\bar{\zeta}_a = \bar{c}_a + \frac{1}{2} \kappa_{abc} b^b (c^c - \tau_1 b^c), \quad \bar{\zeta}_0 = \bar{c}_0 - \frac{1}{6} \kappa_{abc} b^b (c^c - \tau_1 b^c),$$

$$
\sigma = -2 \left[ \psi + \frac{1}{2} \tau_1 \bar{c}_0 \right] + \bar{c}_a (c^a - \tau_1 b^a) - \frac{1}{6} \kappa_{abc} b^b (c^c - \tau_1 b^c).$$

(2.11)

The classical prepotential to be used in (2.9) is completely determined by the triple intersection numbers of $\hat{\mathcal{Y}}$

$$
F_{cl}(X) = -\frac{1}{6} \kappa_{abc} \frac{X^a X^b X^c}{X^0}.
$$

(2.12)

Let us now plug in this prepotential and the change of variables (2.11) into the c-map metric. Then, using the expressions (A.7) for the gauge coupling matrix and its inverse, after straightforward, but a bit tedious manipulations the metric can be brought to the following form

$$
\frac{ds^2_{M_{11}^{cl}}}{r^2} = \frac{(dr)^2}{r^2} + \frac{(d\tau_1)^2}{\tau_1^2} + 4K_{ab} \left[ d\tau_a d\tau_b + \frac{1}{2\tau_1} \left( d\tau_a - \tau \bar{c}_a \right) \left( d\tau_b - \tau \bar{c}_b \right) \right] + \frac{\kappa_{abc} \kappa_{abd}}{4\tau_1^2 V^2} \left( \frac{1}{2} \kappa_{aef} \left( c^e d^f - b^f d^e \right) \left( \bar{c}^a + \frac{1}{2} \kappa_{bfg} \left( f^g d^b - b^f d^g \right) \right) \right)
$$

$$
+ \frac{1}{\tau_1^2 V^2} \left( d\bar{c}_0 + b^a d\bar{c}_a + \frac{1}{6} \kappa_{abc} b^b \left( c^c d^b - b^d d^c \right) \right)^2 + \frac{1}{\tau_1^2 V^2} \left[ d\psi + \tau_1 d\bar{c}_0 - (c^a - \tau_1 b^a) \left( \bar{c}_a - \frac{1}{6} \kappa_{abc} b^b d^c - b^c d^b \right) \right]^2.
$$

(2.13)

Using (2.11) and (A.6), the first three terms can be rewritten as

$$
\frac{|d\tau|^2}{\tau_1^2} + 2 \left( \log(V \tau_1^{3/2}) \right)^2 - \frac{\kappa_{abc} \bar{c} \bar{c}}{\tau_1 V} \bar{d}(\sqrt{\tau_1} t^a) d(\sqrt{\tau_1} t^b),
$$

(2.14)
whereas the last two terms can be reorganized in the following way
\[
\frac{1}{\tau^2 V^2} \left[ |d\psi + \tau d\hat{c}_0|^2 + (e^a - \tau b^a) \left( d\hat{c}_a - \frac{1}{6} \kappa_{abc}(b^d c^e - e^d b^c) \right) \right]^2
\]
\[
- \frac{1}{\tau^2 V^2} \left[ (d\psi + \tau d\hat{c}_0)(e^a - \tau b^a) + (d\psi + \tau d\hat{c}_0)(e^a - \tau b^a) \right] \left( d\hat{c}_a - \frac{1}{6} \kappa_{abc}(b^d c^e - e^d b^c) \right).
\] (2.15)

This rewriting makes it manifest that the whole metric is invariant under the SL(2, \mathbb{R}) isometry group acting on the type IIB fields as
\[
\tau \mapsto \frac{\alpha \tau + b}{c \tau + d}, \quad t^a \mapsto t^a|c \tau + d|, \quad \hat{c}_a \mapsto \hat{c}_a,
\] (2.16)
where \(a, b, c, d\) are the parameters of the transformation \((a \ b)\in SL(2, \mathbb{R})\) with \(ad - bc = 1\).

This symmetry descends from the S-duality group of type IIB supergravity in 10 dimensions, but is broken to the discrete subgroup SL(2, \mathbb{Z}) by quantum corrections [35]. It is this symmetry that fixed the form of the mirror map (2.11) and it will play an important role in the physical interpretation of the rigid limit.

To extract this limit from the metric (2.13), it is enough to understand the behavior of the special Kähler metric \(K_{ab}\) and its inverse. This can be done using the representation (A.6) valid in the classical approximation. It involves the matrix \(K_{ab} = \kappa_{abc} \sqrt{X}\) and its inverse, so first we establish the scaling for them. Using notations for indices from the previous subsection, the restriction on intersection numbers (2.8), the matrix \(M_{\hat{A} \hat{B}}\) introduced below it, the matrix \(g_{IJ} = -\kappa_{IJK} t^K\) and their inverse \(M_{\hat{A} \hat{B}}\) and \(g^{IJ}\), one finds
\[
K_{ab} \approx \left( \begin{array}{cc} M_{\hat{A} \hat{B}} & \kappa_{\hat{A} \hat{B} \hat{J}} t^K \\ \kappa_{\hat{I} \hat{B} K} t^K & -g_{IJ} \end{array} \right) \sim \left( \begin{array}{cc} \Lambda & 0 \\ 0 & \Lambda^2 \end{array} \right),
\] (2.17)
\[
K^{ab} \approx \left( \begin{array}{cc} M^{\hat{A} \hat{B}} & M^{\hat{A} X} \kappa_{XK L} t^L g_{KJ} \\ g^{I K} \kappa_{X K L} t^L M^{X \hat{B}} & -g^{IJ} \end{array} \right) \sim \left( \begin{array}{cc} \Lambda^{-1} & 0 \\ 0 & \Lambda^{-2} \end{array} \right).
\] (2.18)

Plugging these results into (A.6), one obtains
\[
4V K_{\hat{A} \hat{B}} \approx -M_{\hat{A} \hat{B}} + \frac{1}{4V} M_{\hat{A} \hat{C}} t^A M_{\hat{B} \hat{D}} t^B \sim \Lambda, \quad \frac{1}{4V} K^{\hat{A} \hat{B}} \approx -M^{\hat{A} \hat{B}} + \delta^{\hat{A} \hat{B}} t^A t^B \sim \Lambda^{-1}
\]
\[
4V K_{IJ} \approx \frac{1}{4V} M_{\hat{B} C t^C \kappa_{I K L} t^K t^L} \sim \Lambda^{-1}, \quad \frac{1}{4V} K^{IJ} \approx -g^{IJ} \kappa_{IJK} t^K M^{X \hat{B}} \sim \Lambda^{-1},
\]
\[
4V K_{I \hat{J}} \approx -\kappa_{I \hat{K} \hat{L}} t^K \sim 1, \quad \frac{1}{4V} K^{I \hat{J}} \approx g^{IJ} \sim 1.
\] (2.19)

On the basis of these scaling results, the bosonic Lagrangian defined by the metric (2.13) can be split into three contributions\(^3\)
\[
\mathcal{L}_{bos} = -\frac{\sqrt{-g}}{2\kappa^2 V} \left( \mathcal{L}_+ + \mathcal{L}_0 + \mathcal{L}_- \right),
\] (2.20)
\(^3\)The overall minus sign comes from that we work in the `most plus` signature (−, +, +, +).
where

\[
\mathcal{L}_+ = \frac{V}{2 \tau_2^{1/2}} \left[ \left( 2 \partial_\mu \tau_2 + \frac{\tau_2}{2V} \kappa_{abc} t^a \partial_\mu t^c \right)^2 + (\partial_\mu \tau_1)^2 \right]
\]

\[+ 2 \tau_2^{3/2} V \mathcal{K}_{AB} \left[ \partial_\mu t^A \partial_\mu t^B + \frac{1}{\tau_2} \left( \partial_\mu c^A \partial_\mu b^A \right) \left( \partial_\mu c^B \partial_\mu b^B \right) \right], \tag{2.21a}
\]

\[
\mathcal{L}_0 = 4 \tau_2^{3/2} V \mathcal{K}_{IJ} \left[ \partial_\mu t^I \partial_\mu t^J + \frac{1}{\tau_2} \left( \partial_\mu c^I \partial_\mu b^I \right) \left( \partial_\mu c^J \partial_\mu b^J \right) \right] + \frac{\mathcal{K}_{IJ}}{8 \tau_2^{1/2} V} y_{J\mu} y_{J\mu}, \tag{2.21b}
\]

\[
\mathcal{L}_- = \frac{1}{8 \tau_2^{1/2} V} \left\{ \mathcal{K}^{AB} y_{A\mu} y_{B\mu} + 2 \mathcal{K}^{IJ} y_{I\mu} y_{J\mu} + 4 \left( \partial_\mu \tilde{c}_0 + b^a \partial_\mu \tilde{c}_a + \frac{1}{6} \kappa_{abc} \left( b^b \partial_\mu c^a - b^b \partial_\mu c^c \right) \right) \right\} \tag{2.21c}
\]

and we denoted

\[
y_{\alpha\mu} = \partial_\mu \tilde{c}_a + \frac{1}{2} \kappa_{abc} \left( b^b \partial_\mu c^a - b^b \partial_\mu c^c \right). \tag{2.22}
\]

Let us take the gravitational coupling \(\kappa^2\) scaling as \(\Lambda^{-3}\) so that \(\kappa^2 V\) remains constant. Then, as the notations suggest, \(\mathcal{L}_+\) corresponds in our limit to the divergent part of the Lagrangian, \(\mathcal{L}_0\) stays finite, and \(\mathcal{L}_-\) vanishes. As a result, the fields \(\psi, \tilde{c}_0\), and \(\tilde{c}_A\), appearing only in \(\mathcal{L}_-\), simply drop out from the theory, whereas the divergent part imposes its equations of motion as strong constraints. These leads to the freezing of the moduli \(\tau, t^A, b^A\) and \(c^A\), which means that their fluctuations vanish or at least scale as \(\Lambda^{-1}\), and thus these fields can be considered as constant. Taking this into account in \(\mathcal{L}_0\), one obtains that its non-vanishing part is determined by the following metric

\[
ds_{\mathcal{M}_H^N}^2 = \frac{1}{2} \tau_2^{3/2} \mathcal{J}_{IJ} \left[ dt^I dt^J + \frac{1}{\tau_2} \left( dc^I - \tau db^I \right) \left( dc^J - \tau db^J \right) \right] \tag{2.23}
\]

\[+ \frac{g_{IJ}}{2 \tau_2^{1/2}} \left( d\tilde{c}_I + \frac{1}{2} \kappa_{IKL} \left( c^L db^K - b^L dc^K \right) \right) \left( d\tilde{c}_J + \frac{1}{2} \kappa_{JMN} \left( c^M db^N - b^M dc^N \right) \right).
\]

Note that it is manifestly \(\text{SL}(2, \mathbb{R})\) invariant. It is to keep this invariance we included the factor \(\tau_2^{3/2}\) into the rescaling of the Lagrangian in (2.20).

The metric (2.23) describes the rigid limit of the classical HM moduli space. The space \(\mathcal{M}_H^N\) where it leaves on is parametrized by \(4n'\) coordinates \(t^I, b^I, c^I, \tilde{c}_I\), whereas \(\tau, t^X, b^X\) and \(c^X\) also appearing in the metric play the role of fixed parameters. The geometric meaning of this metric can be elucidated by going back to the analogue of the type IIA variables. Using the inverse mirror map relations (2.11), the metric can be rewritten as

\[
ds_{\mathcal{M}_H^N}^2 = \frac{1}{2} \tau_2^{1/2} \left( \text{Im} f_{IJ} dz^I dz^J + (\text{Im} f^I)_{IJ} \left( d\zeta^I - f^{3I}_{KL} d\zeta^K \right) \left( d\zeta^J - f^{3I}_{KL} d\zeta^L \right) \right), \tag{2.24}
\]
where the new prepotential is

\[ f_{\text{cl}}(z^I) = -\frac{1}{6} \kappa_{IJK} z^I z^J z^K. \]  

(2.25)

One recognizes in (2.24) the well known rigid c-map [32], which describes an HK space constructed as a canonical bundle over the rigid special Kähler base with the holomorphic prepotential \( f_{\text{cl}}(z^I) \). Typically, it arises as the classical target space of three-dimensional nonlinear \( \sigma \)-models obtained by compactifications of gauge theories with eight supercharges. The parameter \( \tau_2 \) controls the radius of compactification, but can be absorbed by the redefinition \( u^I = \tau_2^2 z^I \).

Furthermore, it is easy to see that \( M_{\text{cl}}^{\text{H}} \) can be obtained from a larger rigid c-map space, which we call \( M_{\text{cl}}^{\text{cor}} \) and which is determined by the prepotential \( f^{\text{cl}}(u^A) = F^{\text{cl}}(u^A) \). The space \( M_{\text{cl}}^{\text{cor}} \) has quaternionic dimension \( n = h^{1,1}(\mathbb{P}) + 1 \), and its metric is given by exactly the same metric (2.24) (after the rescaling mentioned above) where however the indices \( I, J, \ldots \) should be replaced by \( \Lambda, \Sigma, \ldots \) running over \( 0, \ldots, h^{1,1}(\mathbb{P}) \). As any rigid c-map, \( M_{\text{cl}}^{\text{cor}} \) has a set of commuting isometries acting by shifts of \( \tilde{\zeta}_A \), with the triplet of moment maps given in the chiral basis by \( (\rho^0_A, \rho^+_A, \rho^-_A) = (u^A, \bar{u}^A, \zeta^A) \). Then performing \( n - n' \) hyperkähler quotients along \( \tilde{\zeta}_0 \) and \( \tilde{\zeta}_A \) fixes the moment maps \( \tilde{\rho}^0 \) and \( \tilde{\rho}^A \) and gives us back the manifold \( M_{\text{cl}}^{\text{H}} \). The decoupling of the variables fixed by \( \tilde{\rho}^0 \) and \( \tilde{\rho}^A \) is ensured by the condition (2.8). In particular, the prepotential \( F^{\text{cl}}(u^A) \), up to an overall factor and an irrelevant constant contribution, reduces to (2.25) after identifying the moment maps of the first isometry as \( (\frac{\tau_2}{2}, \frac{\tau_2}{2}, \tau_1) \).

In turn, the rigid c-map \( M_{\text{cl}}^{\text{cor}} \) is known to be related to the local c-map \( M_{\text{cl}}^{\text{H}} \) by the QK/HK correspondence [29]. It proceeds via construction of the Swann bundle \( S_M \) over the QK space with an isometry and subsequent hyperkähler quotient along the isometry inherited on \( S_M \). In the case of the local c-map (2.9), the role of such isometry is played by shifts of the NS-axion \( \sigma \). As a result, we arrive at the precise realization of the geometric scheme shown on figure 1.

2.3 Rigid limit of the non-perturbative HM moduli space

2.3.1 Quantum corrections

To extract the rigid limit of the full non-perturbative moduli space \( M_H \), let us first recall what kinds of quantum corrections affect the classical c-map metric considered in the previous subsection. There are two classes of such corrections: one comes from quantum effects on the string worldsheet and is weighted by \( \alpha' \), and the other comes from physics in the target space and is weighted by \( g_s \). All \( \alpha' \)-corrections are captured as corrections to the holomorphic prepotential, and therefore the \( \alpha' \)-corrected HM metric still falls into the class of metrics given by the local c-map. However, the prepotential is now a deformation...
of the simple classical function (2.12), which is known to have the following form \[ F(X) = F^{\text{cl}}(X) - \frac{\zeta(3)(X^0)^2}{2(2\pi i)^3} - \frac{(X^0)^2}{2(2\pi i)} \sum_{k_a C^a \in H_2^+(\mathfrak{Y})} n^{(0)}_{k_a} \log \left( e^{2\pi i k_a X^a / X^0} \right) , \tag{2.26} \]
where the second term describes a perturbative $\alpha'$-correction, whereas the third term, parametrized by genus zero Gopakumar-Vafa invariants $n^{(0)}_{k_a}$, corresponds to the contribution of worldsheet instantons wrapping effective curves $k_a C^a$.

The situation with $g_s$-corrections is more complicated. At the perturbative level, the corrections appear only at one-loop \[38, 39\] and the corresponding metric, which is already not in the c-map class, is explicitly known \[40\]. At the non-perturbative level, there are two sources of $g_s$-corrections: D-branes wrapping non-trivial cycles on the CY and NS5-branes wrapping the whole CY. How to include the contributions of the former, to all orders in the instanton expansion, has been understood (in the type IIA formulation) in \[21, 22\], but only partial results are accessible for the latter \[18–20\].

Given such incomplete understanding of the HM moduli space, it is natural to ask whether it is possible to find the exact rigid limit of $\mathcal{M}_H$ or only its approximation? It turns out that the lack of knowledge of the exact description of NS5-brane instantons does not pose a problem for evaluating the rigid limit because these instantons necessarily decouple. Indeed, they are known to have the following leading contribution \[41\]
\[ \sim e^{-2\pi|k|V/g_s^2 - i\pi k \sigma} , \tag{2.27} \]
At the same time, in any local limit the (dimensionless) volume of the CY $V$ diverges and thus the NS5-instantons are exponentially suppressed and can be ignored.

Furthermore, some of D-instantons decouple too. Let us look as above at their leading contribution, which in the type IIA variables has the following form \[41\]
\[ \sim e^{-2\pi |Z_\gamma|/g_s - 2\pi i(q_\Lambda z^\Lambda - p^A F_\Lambda(z))} , \tag{2.28} \]
where
\[ Z_\gamma(z) = q_\Lambda z^\Lambda - p^A F_\Lambda(z) \tag{2.29} \]
is the central charge function determined by the prepotential and the charge vector $\gamma = (p^A, q_\Lambda)$. In the type IIA formulation, $\gamma$ picks out an element of $H_3(\mathfrak{Y}, \mathbb{Z})$ wrapped by a D2-brane, whereas in type IIB it decomposes as $\gamma = (p^0, p^a, q_a, q_0)$ and defines an element\(^6\) of $H_{\text{even}}(\mathfrak{Y}, \mathbb{Z})$ corresponding to a D5-D3-D1-D(-1) bound state. Substituting the

---

\(^5\)In fact, the prepotential also has a quadratic contribution $\frac{1}{2} A_{A\Sigma} X^A X^\Sigma$ where $A_{A\Sigma}$ is real so that this term does not affect the Kähler potential $K$ and is often omitted. However, it becomes important when one extends mirror symmetry to the non-perturbative level \[18\]. Nevertheless, it is still possible to remove this term by a symplectic transformation. One should just take into account that this transformation affects the integrality of D-brane charges which become rational. This is the symplectic frame that is accepted in this work.

\(^6\)In fact, the charges are not integer due to two reasons. First, they have rational shifts because of the symplectic rotation mentioned in footnote 5. And second, our charge lattice is already a result of rotation (2.5) to the basis adapted for the rigid limit in which, in particular, the intersection numbers satisfy the condition (2.8).
prepotential (2.26) into the central charge, one finds that in the local limit the leading part of the D-instanton action behaves as

- D5-instantons \( (p^0 \neq 0) \):
  \[ \sim |p^0| V; \]

- D3-instantons \( (p^0 = 0, \ p^a \neq 0) \):
  \[ \sim |p^a\kappa_{abc} t^b t^c| = |M_{ab} p^b|; \]

- D1-instantons \( (p^0 = p^a = 0, \ q^a \neq 0) \):
  \[ \sim |q_A| t^A|. \]

Thus, D5-instantons are always exponentially suppressed, and the same is true for D3-instantons with charges having at least one non-vanishing component \( p^A \) and D1-instantons with charges having at least one non-vanishing component \( q_A \). On the other hand, it is easy to check that the D-instantons with charges \( \gamma = (0, p^I, q^I, q^0) \) have a finite instanton action and do not decouple. We denote the lattice of the remaining charges by \( \Gamma_{\text{rig}} \). Note that these results are in perfect agreement with the discussion in section 2.1 because \( \Gamma_{\text{rig}} \) precisely corresponds to the set of shrinking cycles, whereas for large Kähler moduli the instanton action coincides with the volume of the cycle wrapped by the brane.

Finally, it is clear that the worldsheet instantons wrapping curves \( C^A \) also decouple since their instanton action is proportional to \( |k_A t^A| \). As a result, to extract the rigid limit, it is enough to consider the HM metric corrected by worldsheet instantons with charges \( k^I \) and D-instantons with charges \( \gamma \in \Gamma_{\text{rig}} \).

### 2.3.2 D-instanton corrected HM metric

As explained above, all of the instantons needed for the rigid limit are in principle known. But do we know them in practice? In fact, in the case of D-instantons we do not. In \([21, 22]\) these instanton effects have been implemented at the level of the twistor space \( Z_M \), a canonical \( \mathbb{C}P^1 \) bundle over \( M_H \), as deformations of its contact structure. More precisely, this contact structure can be encoded in a set of holomorphic Darboux coordinates \( (\xi^A, \tilde{\xi}^A, \alpha) \) on \( Z_M \) expressed as functions of coordinates on \( M_H \) and a holomorphic coordinate on the \( \mathbb{C}P^1 \) fiber (see appendix B for details). The instantons modify these functions and, as a result, the Darboux coordinates become determined by a system of integral equations which has the form of thermodynamic Bethe ansatz. Not only these equations cannot be solved in full generality, but also the procedure to get the metric out of the Darboux coordinates is quite complicated and involves several non-trivial steps.

Recently, the problem of deriving the explicit metric corrected by D-instantons has been solved for a subset of them \([25]\), which can be characterized as instantons with charges all having vanishing symplectic products

\[ \langle \gamma, \gamma' \rangle = q_A p'^A - q'_A p^A \tag{2.30} \]

and called usually mutually local. A crucial simplification arising in this case is that the above mentioned integral equations become solvable. However, this result is not sufficient for our purposes because the effective charge lattice \( \Gamma_{\text{rig}} \) does contain mutually non-local charges. These are, for instance, D3-instantons with charges \( p^I \) and D1-instantons with charges \( q_I \). Thus, we need a generalization of the result presented in \([25]\).
In appendix B, we solve this problem and derive the HM metric including all D-instanton corrections. The result is given by

\[
ds^2_{\mathcal{M}} = \frac{2}{r^2} \left( 1 - \frac{8r}{\pi^2 M^2} \right) (dr)^2 - \frac{1}{r} \left( N^\Lambda \Sigma - \frac{\tau_2^2}{8r} z^\Lambda z^\Sigma \right) \mathcal{Y}_\Lambda \mathcal{Y}_\Sigma - \frac{2}{r} \sum_{\gamma, \gamma'} (v_i \mathcal{M}^{-1})_{\gamma \gamma'} \mathcal{Y}_\gamma \mathcal{Y}_{\gamma'} \\
+ \frac{1}{r} \sum_{\gamma} \left( (z \mathcal{M}^{-1})_{\gamma} \mathcal{Y}_\gamma + \frac{\tau_2}{4\pi} W_i \mathcal{d} Z_i \right)^2 \\
+ \frac{\tau_2}{r} \sum_{\gamma' \gamma''} \mathcal{M}^{-1}_{\gamma' \gamma''} \left[ v^{(+1)}_{\gamma' \gamma''} \left( \mathcal{d} Z_{\gamma''} - \mathcal{U}^{-1} Z_{\gamma''} \partial e^{-K} \right) \mathcal{Y}_{\gamma'} + v^{(-1)}_{\gamma' \gamma''} \left( \mathcal{d} Z_{\gamma''} - \mathcal{U}^{-1} Z_{\gamma''} \partial e^{-K} \right) \right] \\
+ \frac{\tau_2}{4r} \left[ \mathcal{U}^{-1} |\partial e^{-K}|^2 - N_\Lambda \Sigma \mathcal{d} z^\Lambda \mathcal{d} z^\Sigma - \frac{1}{2\pi \mathcal{U}} \sum_{\gamma} \left( W_i \mathcal{d} Z_i \partial e^{-K} + \partial e^{-K} \mathcal{W}_i \mathcal{d} Z_i \right) \right] \\
+ \frac{\tau_2}{2r} \sum_{\gamma' \gamma} v^{(+)}_{\gamma' \gamma} \mathcal{d} Z_{\gamma} - \frac{\tau_2}{r} \sum_{\gamma' \gamma} \left( \mathcal{M}^{-1} Q \right)_{\gamma' \gamma} \sum_{\gamma} v^{(+1)}_{\gamma \gamma} \mathcal{d} Z_{\gamma} - \frac{\tau_2}{r} \sum_{\gamma' \gamma} v^{(-1)}_{\gamma' \gamma} \mathcal{d} Z_{\gamma'} \\
+ \frac{1}{32r^2} \left( 1 - \frac{8r}{\pi^2 M^2} \right) \left( d\sigma + \zeta_A d\zeta_A^* - \zeta^4 d\zeta^* + \frac{1}{64\pi^2} \sum_{\gamma, \gamma'} \Omega_\gamma \Omega_{\gamma'} \langle \gamma, \gamma' \rangle J^{(1)}_\gamma dJ^{(1)}_{\gamma'} + \nu \right)^2.
\]

We refer to the appendix for the explanation of all the notations appearing in (2.31). Here we just note that this result is only semi-explicit because all the functions appearing in the metric are defined by a solution of the integral equations which is supposed to be found as a perturbative series in the number of instantons. Besides, the result involves two other expansions. One is used to define the matrices (B.30) entering the definition of other quantities such as \( v_{\gamma' \gamma} \) and \( v^{(\pm)}_{\gamma' \gamma} \). The other is due to the inverse of matrix \( \mathcal{M}_{\gamma' \gamma} \), which also can be found only as a perturbative series. However, to every given order, both series can be easily evaluated and the metric follows by a direct substitution. More importantly, this does not represent any obstacle for finding the rigid limit.

2.3.3 The limit

The first step to be done for taking the rigid limit of the metric (2.31) is to pass to the IIB fields. However, at the non-perturbative level this becomes problematic because the mirror map itself gets quantum corrections. Fortunately, as we argue now, this step is not really necessary and all calculations can be done in the type IIA variables.

Indeed, the limit is defined as \( t^A \to \infty \) keeping all other type IIB fields finite. In the classical mirror map (2.11) \( t^A \) appear only in the imaginary part of \( z^A \) (and the four-dimensional dilaton \( r \) which we assume to be always expressed through \( \tau_2 \) as in (2.11) or (B.21)). Thus, in the classical approximation the limit can equally be defined as \( \text{Im} \, z^A \to \infty \) keeping all other type IIA fields finite. At quantum level, the mirror map relations acquire additional terms which make all type IIA fields \( t^A \)-dependent. Nevertheless, we can still define the limit in terms of these fields if all such \( t^A \)-dependent terms are exponentially suppressed as \( t^A \to \infty \). In other words, it is possible if the \( t^A \)-dependence of the mirror map drops out when one restricts to worldsheet instantons with charges \( k_j \) and D-instantons with charges from \( \Gamma_{\text{rig}} \). In fact, the quantum corrected mirror map is known only in the presence of worldsheet and D1-instantons [42, 43] and D3-instantons in the
large volume limit [44, 45] (i.e. when all Kähler moduli are taken to be large). Although these cases do not cover all what we need (because of the large volume approximation used for D3-instantons), the inspection shows that all known corrections to the mirror map respect the above property. We assume that it continues to hold beyond the large volume approximation for D3-instantons as well, and thus the rigid limit can be evaluated using the type IIA variables.

We do this evaluation in appendix C. It is very similar to the one presented in section 2.2 for the classical c-map because the leading behavior of the most important quantities, such as the Kähler potential and the gauge coupling matrix, is correctly captured by the classical contributions. As a result, we find that:

- The divergent part of the metric leads to the freezing of $\tau$, $z^A$ and $\zeta^A$.
- The fields $\sigma$, $\tilde{\zeta}_0$ and $\tilde{\zeta}_A$ appear only in the vanishing part of the metric and drop out after taking the limit. This becomes possible because the dependence of quantum corrections on $\sigma$, $\tilde{\zeta}_A$ and $\zeta^A$ arises only through the axionic couplings in the instanton contributions (2.27) and (2.28), but due to the decoupling of NS5-instantons and the restriction to $\Gamma_{\text{rig}}$ the dependence on $\sigma$, $\tilde{\zeta}_0$ and $\tilde{\zeta}_A$ disappears.
- The finite part of the metric describes a space $\mathcal{M}'_H$ parametrized by $z^I$, $\zeta^I$ and $\tilde{\zeta}_I$ and depends on $\tau$, $z^X$ and $\zeta^X$ as fixed parameters.

Explicitly, the limiting metric is given by

$$d\mathcal{S}_{\mathcal{M}'_H} = \frac{1}{2\sqrt{\tau_2}} \left[\tau_2 g_{IJ} dz^I dz^J + g^{IJ} \gamma_{IJ} - 4 \sum_{\gamma,\gamma' \in \Gamma_{\text{rig}}} (v \mathcal{M}^{-1})_{\gamma \gamma'} \gamma_{IJ} \right]$$

$$+ \sqrt{\tau_2} \sum_{\gamma,\gamma',\gamma'' \in \Gamma_{\text{rig}}} \mathcal{M}^{-1}_{\gamma \gamma'} \left[v^{(+1)}_{\gamma \gamma''} d' \gamma_{IJ} \gamma_{IJ} + v^{(-1)}_{\gamma \gamma''} d' \gamma_{IJ} \gamma_{IJ}\right]$$

$$+ \frac{\tau_3}{2} \sum_{\gamma,\gamma' \in \Gamma_{\text{rig}}} v^{(+)}_{\gamma \gamma'} d' \gamma_{IJ} d' \gamma_{IJ} - \tau_2 \sum_{\gamma,\gamma' \in \Gamma_{\text{rig}}} (M^{-1})_{\gamma \gamma'} \sum_{\gamma,\gamma' \in \Gamma_{\text{rig}}} v^{(+1)}_{\gamma \gamma'} d' \gamma_{IJ} v^{(-1)}_{\gamma \gamma'} d' \gamma_{IJ}. \tag{2.32}$$

Here $g_{IJ} = \text{Im} F_{IJ}$, $d'$ denotes the differential on $\mathcal{M}'_H$, i.e. acting only on the dynamical fields, and we refer to the appendix for all other notations.

### 2.4 Geometric interpretation

It is important to understand what kind of manifold is described by the metric (2.32). In appendix C.3 we prove that $\mathcal{M}'_H$ is an HK manifold. This is done by showing that the metric (2.32) comes from a holomorphic symplectic structure on the trivial $\mathbb{CP}^1$ bundle over $\mathcal{M}'_H$, which thus gets interpretation of the associated twistor space. This symplectic structure encodes the triplet of Kähler structures on $\mathcal{M}'_H$ and, similarly to the contact structure on $Z_M$, can itself be encoded in a set of holomorphic Darboux coordinates $(\eta^I, \mu_I)$ satisfying certain integral equations. The equations which we find (see (C.27)) turn out to be identical to the ones describing the non-perturbative moduli space of 4d $N=2$ gauge theories compactified on a circle [46], for the specific choice of the charge lattice.
Γ_{\text{rig}} labeling 4d BPS states, with \( q_0 \) and \( q_X \) playing the role of flavor charges, and the holomorphic prepotential given by

\[
f(z^I) = -\frac{1}{6} \epsilon_{IJK} z^I z^J z^K - \frac{1}{(2\pi i)^3} \sum_{k_i \in H^+_2(\mathbb{Q})} n_{k_i}^{(0)} \text{Li}_3 \left( e^{2\pi i k_i z^I} \right). \tag{2.33}
\]

This already establishes a connection to gauge theories with eight supercharges. A more precise relation will be discussed in the next section.

Note that the twistor formalism provides us with an extremely simple way of taking the rigid limit. As explained above, the QK geometry of \( M_{\text{H}} \) is encoded in the Darboux coordinates \( \xi^A, \tilde{\xi}_A, \alpha \). Due to the decoupling of some of the instantons, the non-trivial integral equations determining these coordinates involve only \( \xi^I \) and \( \tilde{\xi}_I \), whereas other Darboux coordinates either have a simple classical form (as e.g. (C.26)) or can be obtained from the solution for this pair. Then to obtain \( M'_{\text{H}} \), it is enough

1. to declare that the Darboux coordinates on its twistor space, \( \eta^I \) and \( \mu_I \), satisfy the same equations as \( \xi^I \) and \( \tilde{\xi}_I \);

2. to replace the prepotential entering the classical parts of Darboux coordinates by (2.33).

One can check that these two steps lead directly to the twistorial construction of an HK space whose metric coincides with the rigid limit (2.32). Essentially, this is the way which we use to prove that \( M'_{\text{H}} \) carries the HK structure.

Given the twistorial description of \( M'_{\text{H}} \), it is easy to see that, as it was in the case of the classical c-map, it can be obtained by a series of hyperkähler quotients from a larger HK space \( M^{\text{cor}}_{\text{H}} \) which is also of the type described by [46]. This larger space has quaternionic dimension \( n \) and is defined by the original prepotential \( F \). Although the space is larger, the BPS states are restricted to belong to the same charge lattice \( \Gamma_{\text{rig}} \) as before. As a result, the metric on \( M^{\text{cor}}_{\text{H}} \) has the same form as in (2.32) (after the rescaling of \( z^I \) by \( \tau^2 \) to absorb this factor except the overall \( \tau^{-1/2} \)) where indices \( I, J, \ldots \) taking \( n' \) values are replaced by \( \Lambda, \Sigma, \ldots \) running over \( n \) values, but the charges run over the same lattice \( \Gamma_{\text{rig}} \). Due to the restriction of charges to \( \Gamma_{\text{rig}} \), the Darboux coordinates \( \eta^0, \eta^A \) and \( \mu_A \) do not receive instanton corrections and are given by quadratic polynomials in the coordinate \( t \) parametrizing the \( \mathbb{CP}^1 \) fiber of the twistor space, e.g.

\[
\eta^A = u^A t^{-1} + \xi^A - \bar{u}^A t. \tag{2.34}
\]

Besides, it leads to the existence of \( n - n' \) commuting isometries acting by shifts of \( \tilde{\xi}_0 \) and \( \tilde{\xi}_A \) for which the Darboux coordinates \( \eta^0 \) and \( \eta^A \) play the role of moment maps. Whereas on the twistor space they are the usual moment maps with respect to the holomorphic symplectic structure, on \( M^{\text{cor}}_{\text{H}} \) they encode the whole triplet of moment maps: their 3 coefficients in the \( t \)-expansion (2.34) provide the moment maps with respect to the triplet of Kähler forms on \( M^{\text{cor}}_{\text{H}} \). Performing the hyperkähler quotients along these isometries, one freezes their moment maps and gets back \( M'_{\text{H}} \).
On the other hand, $\mathcal{M}^\text{cor}_H$ is the HK manifold related to the non-perturbative HM moduli space $\mathcal{M}_H$ (where NS5-instantons have been dropped and the charges of worldsheet and D-instantons are restricted as above) by the QK/HK correspondence [29]. The easiest way to see this is to compare the two sets of Darboux coordinates, $(\xi^A, \tilde{\xi}_A)$ and $(\eta^A, \mu_A)$, and to note that they are related as (cf. step 1 above or (C.24))

$$\eta^A(t) = \xi^A(te^{-i\theta'}, \mu_A(t) = \tilde{\xi}_A(te^{-i\theta'})$$

provided $u^A = \frac{\sqrt{2}}{\tau} e^{i\theta'} z^A$, i.e. $\theta'$ is the phase$^7$ of the complex coordinate $u^0$. The isometry needed for the correspondence is ensured by the absence of NS5-instantons and is again realized by shifts of the NS-axion $\sigma$ in (2.31). This proves the geometric scheme presented on figure 1 and, in particular, allows to obtain the rigid limit of $\mathcal{M}_H$ as $n-n'+1$ hyperkähler quotients of its Swann bundle.

3 Physical interpretation: 5d gauge theory on a torus

3.1 String dualities and rigid limit

In the previous section, taking the rigid limit of the HM moduli space appearing in CY compactifications of type IIB string theory, we arrived at an HK manifold $\mathcal{M}'_H$. The HK structure is an indication that this manifold should play a role in a physical theory with rigid supersymmetry. Indeed, quantum corrected HK manifolds typically arise as moduli spaces, or more precisely target spaces of 3d $N=4$ non-linear $\sigma$ models. But what class of $\sigma$-models are we describing? We already saw that the twistorial description of $\mathcal{M}'_H$ makes it clear that it fits into the mathematical framework of [46] developed for describing the class of $\sigma$-models arising as circle compactifications of 4d $N=2$ gauge theories. However, we can still ask how to characterize the subclass corresponding to $\mathcal{M}'_H$.

In this section we propose an answer to this question. Our reasoning mainly follows the reverse of the one presented in [31] and is based on a chain of string dualities, which allow to establish a connection between $\mathcal{M}'_H$ and 5d $N=1$ gauge theories compactified on a torus. The appearance of the torus compactification should not come as a surprise because $\mathcal{M}'_H$ is expected to carry an isometric action of the torus modular group $\text{SL}(2, \mathbb{Z})$. We saw this explicitly in the classical approximation in section 2.2, where the symmetry group was enhanced to $\text{SL}(2, \mathbb{R})$, but this should remain true even in the presence of quantum corrections. The reason for this expectation is that, on one hand, the initial HM moduli space $\mathcal{M}_H$ does carry such an isometry and, on the other hand, its action on the Kähler parameters used to define the limit is a simple rescaling (see (2.16)), which implies that the rigid limit should commute with the $\text{SL}(2, \mathbb{Z})$ action.

To begin with, let us note that under compactification on a circle the HM sector does not change and the corresponding moduli space carries the same metric in both dimensions. In contrast, each four-dimensional $N=2$ vector multiplet gives rise to a hypermultiplet in

---

$^7$It parametrizes the isometry direction mentioned in footnote 4. After the hyperkähler quotient along $\tilde{\zeta}_0$, it can be set to zero. This is why it does not appear in (C.24) and in the relation between $u^I$ and $z^I$ on $\mathcal{M}_H$. 

---
three dimensions. Indeed, each vector gives rise to two scalars: one is the vector component
along the circle and the second appears after dualization of the three-dimensional vector
field. Combining them with the complex scalar from the 4d multiplet, one finds four real
scalars representing the bosonic content of a hypermultiplet. As a result, if we consider
type IIB string theory compactified down to three dimensions on \( Y \times S^1 \), its moduli space is
a direct product of two QK manifolds \( \mathcal{M}_B^H \times \tilde{\mathcal{M}}_B^H \): one is identical to the HM moduli space
in 4d and the second comes from the vector multiplet sector of the intermediate 4d theory.

Now let us perform T-duality along \( S^1 \). Then type IIB string theory on \( Y \times S^1_R \) is
mapped to type IIA string theory on \( Y \times S^1_{1/R} \). Hence the moduli spaces of the two theories
should also be identical. Since \( \mathcal{M}_B^H \) and \( \tilde{\mathcal{M}}_B^H \) involve Kähler and complex structure moduli
of \( Y \), respectively, whereas \( \mathcal{M}_A^H \) and \( \tilde{\mathcal{M}}_A^H \) involve them in the opposite way, T-duality
exchanges the two factors and we have

\[
\mathcal{M}_B^H = \tilde{\mathcal{M}}_A^H, \quad \tilde{\mathcal{M}}_B^H = \mathcal{M}_A^H.
\] (3.1)

Note that this fact is heavily used in the physical derivation of the c-map metric \([32, 33]\)
and is responsible for the identification of the instanton degeneracies \( \Omega \), with degeneracies
of BPS black holes \([21]\).

Next, one realizes that since type IIA string theory can be viewed as compactification of
M-theory on a circle, the same moduli spaces arise by considering M-theory on \( Y \times T^2 \). But
let us stop in five dimensions after compactification on the CY. The corresponding 5d \( N = 1 \)
supergravity contains the HM sector with the moduli space \( \mathcal{M}_A^H \) and the vector multiplet
sector. Taking the rigid limit of the latter, one arrives at a 5d \( N = 1 \) gauge theory. Finally,
assuming that the rigid limit commutes with compactification on a torus, one concludes
that the rigid limit of \( \mathcal{M}_B^H = \tilde{\mathcal{M}}_A^H \) should be the same as the torus compactification of this
five-dimensional gauge theory. All these dualities and limits are shown in detail in figure 2
in the introduction.

Below we review some basic aspects of 5d \( N = 1 \) gauge theories, their torus compact-
ifications and discuss some implications of their relation with the non-perturbative HM
moduli space of string theory.

### 3.2 Low energy description of 5d gauge theories

A 5d supersymmetric gauge theory with the gauge group \( G \) is specified by a coupling of
the vector multiplet with a number of hypermultiplets representing the matter fields. The
on-shell vector multiplet includes a vector field \( A_{\hat{\mu}} \), a real scalar \( \varphi \) and a Dirac spinor \( \psi \),
all taking values in the Lie algebra of \( G \), where \( \hat{\mu} = 0, \ldots, 4 \) will denote 5-dimensional
spacetime indices. On the Coulomb branch of the moduli space the real scalar field \( \varphi \) takes
non-vanishing vacuum expectation values in the Cartan subalgebra, and at a generic point
of this branch the gauge group \( G \) is broken to its maximal torus \( U(1)^r \) where \( r = \text{rank}(G) \).
Thus, the fields from the Cartan subalgebra, \( \varphi^I \) and \( A^I \) with \( I = 1, \ldots, r \), remain massless,
whereas the fields associated with other generators of the Lie algebra form massive vector
multiplets with masses determined by the expectation values of \( \varphi^I \).
In the low energy limit the effective Lagrangian for the massless fields takes the following general form which includes, in particular, the Chern-Simons (CS) coupling

\[ L_{\text{bos}}^{5d} = - \frac{F_{IJ}(\varphi)}{2\pi} \left( \frac{1}{4} F^{IJ}_{\mu\nu} F^{J\mu\nu} + \frac{1}{2} \partial_\mu \varphi^I \partial^\mu \varphi^J \right) - \frac{F_{IJK}}{48\pi} \epsilon^{\mu\nu\lambda\rho\sigma} A^I_{\mu} F^{J}_{\nu} F^{K}_{\lambda} \]  

and is completely determined by the prepotential \( F(\varphi) \), a real function on the Coulomb branch. The prepotential gets one-loop contributions from all dynamical fields, but is at most cubic in \( \varphi^I \) \[ F(\varphi) = \frac{\pi}{g_0^2} h_{IJ} \varphi^I \varphi^J + \frac{c_{cl}}{12\pi} d_{IJK} \varphi^I \varphi^J \varphi^K + \frac{1}{24\pi} \left( \sum_r |r \cdot \varphi|^3 - \sum_{i=1}^{N_f} \sum_{\mathfrak{w}_i} |w_i \cdot \varphi + m_i|^3 \right) + \frac{c_I \varphi^I}{2\pi}, \]  

where \( g_0 \) is the bare gauge coupling, \( r \) are the roots of \( G \), \( w_i \) are the weights of \( G \) in the representation \( R_i \),

\[ h_{IJ} = \text{tr}_F (T_I T_J), \]

\[ d_{IJK} = \frac{1}{2} \text{tr}_F (T_I (T_J T_K + T_K T_J)), \]  

and \( \text{tr}_F \) denotes the trace in the fundamental representation. Note that \( d_{IJK} \) are non-zero only for \( SU(N) \) theories with \( N > 2 \). In such case, \( c_{cl} \) is the CS level in the ultraviolet Lagrangian. We also allow for a non-vanishing linear term specified by coefficients \( c_I \). Such term is not seen in the Lagrangian \eqref{eq:3.2}, but contributes to the tension of magnetic strings discussed below. The important feature of the quantum corrected prepotential \eqref{eq:3.3} is that it is not smooth at loci where \( w_i \cdot \varphi + m_i = 0 \), which physically correspond to some charged matter fields becoming massless. As a result, the Coulomb branch is divided into several chambers where the prepotential takes different forms.

For future reference, let us specialize \eqref{eq:3.3} for the \( SU(2) \) gauge theory with \( N_f \) hypermultiplets in the fundamental representation, in which case one has

\[ 2\pi F_{SU(2)} = \frac{4\pi^2}{g_0^2} \varphi^2 + \frac{4}{3} \varphi^3 - \frac{1}{12} \sum_{i=1}^{N_f} |\varphi - m_i|^3 - \frac{1}{12} \sum_{i=1}^{N_f} |\varphi + m_i|^3 + c \varphi, \]  

and for the pure \( SU(3) \) theory, which gives

\[ 2\pi F_{SU(3)} = \frac{4\pi^2}{g_0^2} (\varphi_1^2 - \varphi_1 \varphi_2 + \varphi_2^2) + \frac{c_{cl}}{2} (\varphi_1^2 \varphi_2 - \varphi_1 \varphi_2^2) + \frac{1}{6} (8\varphi_1^3 - 3\varphi_1^2 \varphi_2 - 3\varphi_1 \varphi_2^2 + 8\varphi_2^3) + c_I \varphi^I. \]  

Although five-dimensional gauge theories are non-renormalizable, they can have non-trivial fixed points at strong coupling and thus be ultraviolet complete \cite{48}. Conditions on the matter content which ensure the existence of such a fixed point were studied in detail in \cite{116} where they have been derived by requiring that the second derivatives of

\[ \text{Comparing to [48], we accept the same normalization for the generators } \text{tr}_F T_I^2 = 2 \text{ and take } m_0 = 4\pi^2 g_0^{-2}. \text{ Besides, we divide the whole prepotential by } 2\pi \text{ so that our normalizations are consistent with the quantization of the Chern-Simons coupling in (3.2)}. \]
the prepotential form a positive definite matrix in all chambers of the Coulomb branch. Recently, it has been noticed that this excludes some of the gauge theories, including in particular quiver gauge theories, which can be obtained from string or brane constructions and therefore have to be ultraviolet complete [5, 49–51]. This led to a proposal to relax the criterion of [48] and to require only that $F_{IJ}$ is positive definite in the regions of the Coulomb branch where all non-perturbative degrees of freedom remain massive [52].

These non-perturbative degrees of freedom are given by BPS states which, besides the usual electrically charged particles with masses determined by the central charge

$$Z_{e} = e_I \varphi^I + e^i_I m_i$$

where $e_I$, $e^i_I$ are gauge and flavor charges, respectively, include dyonic instantons [53] (see also [54, 55]) and magnetic monopole strings [56]. The former are four-dimensional instantons lifted to solitons in 4 + 1 dimensions. They are charged under both local gauge symmetry and an additional global U(1)$_I$ symmetry. This symmetry has the current

$$j = \star \text{tr}(F \wedge F)$$

which is always conserved in five dimensions and the corresponding charge is equal to the instanton winding number $k$ [47]. The central charge of dyonic instantons is given by

$$Z_{k,e} = k \left( \frac{8\pi^2}{g_0^2} + \beta_I \varphi^I \right) + Z_e,$$

where the additional term $\beta_I \varphi^I$ arises at quantum level due to a mixing between the gauge symmetries and the global U(1)$_I$ symmetry which can be traced back to the presence of the CS coupling in the bosonic Lagrangian (3.2). The monopole strings are magnetic dual to the electric particles and have tensions determined by derivatives of the prepotential

$$Z_{p} = p^I \mathcal{F}_I(\varphi).$$

All these central charges are real functions which must be positive in the physical region of the Coulomb branch.

### 3.3 Torus compactification

Let us now compactify the 5d gauge theory considered above on a torus. To this end, we choose spacetime to have topology $\mathbb{R}^3 \times T^2$ and to carry the metric

$$g_{\hat{\mu} \hat{\nu}} = \begin{pmatrix} \eta_{\mu \nu} & 0 \\ 0 & g_{mn} \end{pmatrix}, \quad g_{mn} = \frac{\mathcal{V}}{\tau_2} \begin{pmatrix} |\tau|^2 & \tau_1 \\ \tau_1 & 1 \end{pmatrix},$$

where Greek indices $\mu, \nu$ label coordinates on the flat three-dimensional Minkowski spacetime, Latin indices $m, n$ correspond to directions along the torus, $\mathcal{V}$ is its volume and $\tau$ is its complex structure.

At classical level the compactified theory is given by the Kaluza-Klein reduction of the Lagrangian (3.2). This reduction is straightforward and we perform it in appendix D generalizing (and correcting a few sign errors) the procedure presented in [31]. The result (D.7)
represents a 3d non-linear sigma model with the target space parametrized by the 5d real scalars $\varphi^I$, the components of the 5d vector fields along the torus $\vartheta^I_1$ and $\vartheta^I_2$ (D.1), which can be combined in complex fields $\vartheta^I_{\tau}$ (D.2), and scalars $\lambda_I$ dual to the 3d vector fields. The metric on this target space obtained by the Kaluza-Klein reduction has the following form

$$d s^2_3 = F_{IJ} \left( \frac{\pi}{\tau_2} d\vartheta^I_1 d\vartheta^I_2 + \frac{\sqrt{2} \pi}{4} d\varphi^I d\varphi^J \right)$$

$$+ \frac{4\pi^3}{\sqrt{2}} F^{IJ} \left( d\lambda_I + \frac{1}{2} F_{IKL} \left( \vartheta^K_2 d\vartheta^I_1 - \vartheta^K_1 d\vartheta^I_2 \right) \right) \left( d\lambda_J + \frac{1}{2} F_{JMN} \left( \vartheta^M_2 d\vartheta^N_1 - \vartheta^M_1 d\vartheta^N_2 \right) \right).$$

It is immediate to see that the metric is invariant under the action of $\text{SL}(2,\mathbb{Z})$ group which simultaneously transforms the torus modular parameter $\tau$ by the usual fractional transformation and the three-dimensional fields as

$$\varphi^I \mapsto \varphi^I, \quad \lambda_I \mapsto \lambda_I, \quad \left( \begin{array}{c} \vartheta^I_1 \\ \vartheta^I_2 \end{array} \right) \mapsto \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \left( \begin{array}{c} \vartheta^I_1 \\ \vartheta^I_2 \end{array} \right).$$

Since any theory on a torus must possess such invariance, it can be seen as a consistency check of the derived metric.

Furthermore, comparing this metric with the rigid c-map (2.23), which we obtained as the rigid limit of the classical HM moduli space, one finds that the two metrics coincide up to the multiplicative factor $2\pi V^{-1/2}$ provided

$$F_{IJ} = \sqrt{\frac{\tau_2}{2V}} g_{IJ}$$

and the two sets of coordinates are identified as follows

$$\varphi^I = 2\pi \sqrt{\frac{\tau_1}{V}} \left( t^I + \beta^I_X t^X \right), \quad \vartheta^I_1 = c^I, \quad \vartheta^I_2 = \vartheta^I_2,$$

$$\lambda_I = \tilde{c}_I + \frac{1}{2} \kappa_{IJX} \left( b^I c^X - c^I b^X \right),$$

where $\beta^I_X$ are some constant coefficients. Note that these identifications are perfectly consistent with the $\text{SL}(2,\mathbb{Z})$ transformations (2.16) and (3.13). They imply $F_{IJK} = -\frac{1}{2\pi} \kappa_{IJK}$ and that the gauge theory parameters $1/g_0^2$ and $m_i$ are given by linear combinations of the frozen Kähler parameters $t^X$. The concrete form of these relations depends, on one hand, on the intersection numbers of the CY and, on the other hand, on the gauge group and matter content of 5d theory. Matching these data allows to determine which particular 5d theory is captured by the rigid limit of a given Calabi-Yau manifold. We consider several examples of this in section 4.

However, the metric (3.12) is only the classical approximation to an exact result which includes contributions from instantons originating from BPS states wrapping the torus. The simplest type of BPS states are electrically charged particles. In particular, in the case of pure SU(2) theory, the contribution from the W-bosons to the quantum corrected metric of the 3d $\sigma$-model was computed in [31] by integrating out the tower of massive Kaluza-Klein states in the one-loop approximation. But as we saw in the previous subsection,
there are two other types of BPS states which can generate instantons: dyonic instantons and magnetic strings. Their contributions are much more difficult to calculate, and only a few partial results on stringy instantons are available at the moment [31, 57].

On the other hand, the argument presented in section 3.1 implies that the full non-perturbative metric including contributions from all instantons should coincide with the metric (2.32) describing the rigid limit of the non-perturbative HM moduli space. In particular, the instantons on the string theory side should match those on the gauge theory side. Let us now show that this is indeed the case.

First, we claim that the contributions from perturbative $\alpha'$ and $g_s$-corrections as well as from D(-1)-instantons, which are known to correct the metric on $M_H$, do not appear on $M_H'$. The easiest way to see this is to look at the twistorial formulation of the rigid limit. On $M_H$ these corrections are encoded by the second term in the prepotential (2.26), the logarithmic term parametrized by coefficient $c$ in the Darboux coordinate $\alpha$ (B.13), and D-instantons with charges $\gamma = (q_0, 0, 0, 0)$, respectively. In particular, the latter affect only the Darboux coordinates $\xi_0$ and $\alpha$, as can be seen from the integral equations (B.10). But going to $M_H'$, these Darboux coordinates drop out from the twistorial formulation and the prepotential (2.33) does not contain the perturbative correction term anymore. Thus, the twistorial formulation of $M_H'$ does not contain all these contributions.9

Next, let us consider the contributions of worldsheet and D1-instantons. Combining them together, one can perform a resummation which turns them into $(p, q)$-instantons with the instanton action of the following form [35, 42]

\[ S_{q, m, n} = 2\pi|m\tau + n| |q_i t^I| - 2\pi i q_i (mc^I + nb^I), \]  

(3.16)

where we took into account that due to the restriction to $\Gamma_{\text{rig}}$ the only non-vanishing components, which D1-instanton charge can have, are $q_i$. We would like to identify these $(p, q)$-instantons with dyonic instantons wrapping one-dimensional cycles of the torus. Expressing the real part of the instanton action in terms of the gauge theory variables, one finds

\[ \text{Re} S_{\tilde{q}, m, n} = \sqrt{\frac{V}{\tau_2}} |m\tau + n| |Z_{\tilde{q}}|, \quad Z_{\tilde{q}} = q_i (\varphi^I + b^I_\tau m^X) + q_X (b^X_\tau \varphi^I + b^X m^Y), \]  

(3.17)

where we denoted $m^X = (8\pi^2 g_0^{-2}, m_i)$ and encoded the identification between the Kähler moduli $t^I$ and the gauge theory variables $\varphi^I$ and $m^X$ in a matrix $b^I_\tau$ with $b^I_\tau = \delta^I_\tau$. The factor in front of $Z_{\tilde{q}}$ has a clear interpretation: this is the volume of the one-dimensional closed cycle on the torus, labeled by two integers $(m, n)$, which is wrapped by the instanton. Then the second factor should be identical to the dyonic central charge (3.9). Setting $\epsilon_i = b^I_\tau q_j$, one obtains

\[ Z_{\tilde{q}} = \epsilon_I \varphi^I + \epsilon_X m^X = \frac{8\pi^2 \epsilon_0}{g_0^2} + Z_{\epsilon}. \]  

(3.18)

---

9 Heuristically, this can be understood as follows. In the type IIB formulation, these quantum corrections can be resumed into modular functions represented typically by $\tau$-dependent non-holomorphic Eisenstein series [35]. Since in our case $\tau$ is a fixed parameter, all such contributions are constant and can be absorbed into a redefinition of variables. A similar phenomenon happens when one applies the QK/HK correspondence to the one-loop corrected local c-map: the resulting HK space coincides with the standard rigid c-map and is independent of the parameter controlling the one-loop correction [29].
This coincides with (3.9) upon identifying $e_0$ with the instanton charge $k$, up to the shift of the bare gauge coupling $g_0^{-2}$. Of course, for vanishing $e_0$ one reproduces the central charge of the usual electrically charged BPS particles.

To reproduce the shift of the gauge coupling in (3.9), one should note two facts. First, only the rational part of the coefficients $\beta_I$ is unambiguously defined since their integer part can be absorbed into a redefinition of the charge lattice which can be done, for instance, by $e_I \rightarrow e_I - k[\beta_I]$. Second, the rotation of the charge lattice induced by $b^I$ generically does not preserve its integrality. Furthermore, the lattice of charges $q_I$ was already a result of the rotation to the basis adapted for taking the rigid limit (see section 2.1), which also can spoil the integrality. Taking this into account, the naive identification of $e_I$ with the set of electric, flavor and instanton charges of gauge theory suggested by (3.18) may not be correct, and a more careful analysis is required. We will see in section 4 on a concrete example how such analysis allows to get a non-trivial shift of the gauge coupling in the dyonic central charge.

It is worth also to note that the identification of $(p, q)$ and dyonic instantons implies that the definition of a 5d gauge theory at the non-perturbative level involves new parameters in addition to masses and the gauge coupling. These are $c^X$ and $b^X$ appearing as $\theta$-angle terms in (3.16). We obtained them as frozen periods of the RR 2-form and the $B$-field along curves $C^X$ on the CY. What is their origin in gauge theory? To answer this question, let us recall that the gauge theory parameters can be thought as background gauge superfields related to gauging global symmetries associated with these parameters [58]. In particular, the flavor masses can be identified with the scalar components of the vector superfields gauging the flavor symmetry, whereas the gauge coupling appears as the scalar component of the superfield for the $U(1)_I$ symmetry discussed around (3.8). Once the theory is put on a torus, each background vector field gives rise to two new parameters given by holonomies around the basis of one-dimensional cycles on the torus, which are precisely $c^X$ and $b^X$.

The last type of the instanton effects contributing to the metric on $\mathcal{M}'_H$ comes from D3-branes wrapping divisors $D_I$. Their instanton action is given by

$$S_{\bar{p}}^{\bar{I}} = 2\pi\tau_2 |p^I f_I^\dagger| - 2\pi ip^I \left( \delta_I + \frac{1}{2} \kappa_{IJK} b^J (c^K - \tau_1 b^K) \right).$$

(3.19)

Let us set for simplicity $b^I = 0$. Then if the relation (3.14) can be integrated to

$$f_I^{\dagger} |_{b^I=0} = -\frac{\mathcal{V}}{2\pi\tau_2} F_I,$$

(3.20)

which can always be achieved by tuning the coefficients $c_I$ of the linear term in (3.3), then the instanton action takes the simple form

$$S_{\bar{p}}^{\bar{I}} |_{b^I=0} = \mathcal{V} Z_{\bar{p}} - 2\pi ip^I \lambda_I.$$  

(3.21)

\footnote{It is amusing to note that background fields can be thought of as dynamical fields whose kinetic terms have infinite coefficients [58]. This remark closes the circle of ideas since it returns us back to the origin of the additional parameters in the rigid limit.}
Its real part coincides with the instanton action of a stringy instanton given by the volume of the torus wrapped by a magnetic string multiplied by its tension. The imaginary part is also natural since $\lambda_I$ are the scalars dual to the vector fields of the gauge theory and therefore should be sourced by magnetic objects.

Thus, all non-perturbative effects surviving in the rigid limit find their interpretation in the supersymmetric gauge theory compactified on a torus.

### 3.4 BPS spectrum and modular invariance

In the previous subsections we argued that the non-perturbative moduli space of a 5d gauge theory compactified on a torus is captured by the metric on $M'_H$, the rigid limit of the HM moduli space of type IIB string theory on the appropriate CY threefold. Expanding this metric around the classical rigid c-map allows to read off various instanton corrections which, as we saw, can all be identified either with instantons from electrically charged BPS particles, or dyonic, or stringy instantons. Thus, string theory provides us with concrete predictions for the instanton contributions in compactified 5d gauge theory.

In practice, all that we need in order to get these contributions is to know the BPS spectrum and a relation between the frozen moduli and the gauge theory parameters. The latter can be found by matching the classical prepotentials. The BPS spectrum, however, represents a much more serious problem. On the gauge theory side, only some partial results about the spectrum of dyonic instantons are available [59, 60], which have been obtained using the technique of string web diagrams [61], and even less is known about the spectrum of magnetic strings. On the string theory side, the former spectrum is captured by Gopakumar-Vafa invariants of the CY, whereas the latter spectrum is encoded in more complicated generalized DT invariants.

Here we would like to bring attention to unexpected constraints on the spectrum of bound states of magnetic strings and dyonic instantons arising as a consequence of the SL(2, Z) modular invariance. On the gauge theory side, this symmetry appears to be just an artefact of compactification on a torus, and it is not clear how it can constrain the spectrum in five-dimensions. But in string theory, it is a duality playing a fundamental role. In particular, imposing it as an isometry of the HM moduli space, one arrives at the condition that the D3-D1-D(-1) bound states form an SL(2, Z) invariant subsector. To put this condition in a clear mathematical form, let us consider the four-dimensional dilaton $r = e^{\phi}$ which is known to transform under SL(2, Z) as

$$ r \mapsto \frac{r}{|c\tau + d|}.$$  \hspace{1cm} (3.22)

Classically, $r$ has a simple expression thorough the volume of the CY given in (2.11), but at quantum level it gets various corrections and can be expressed as in (B.21). Then the consistency with (3.22) requires that the D3-instanton contribution to $r$ transforms as a non-holomorphic modular form of weight $(-\frac{1}{2}, -\frac{1}{2})$. This turns out be a non-trivial requirement which leads to certain constraints on the spectrum of these instantons, i.e. DT invariants $\Omega_\gamma$ with charges $\gamma = (0, p^a, q_a, q_0)$, some of which descend in the rigid limit to the BPS degeneracies of bound states of magnetic strings and dyonic instantons.
Such constraints are typically formulated in terms of modular properties of a generating function of these invariants. More precisely, let us introduce the so-called MSW invariants [62],

\[ \Omega_{\gamma}^{\text{MSW}} = \Omega_{\gamma}(z^a_{\infty}(\gamma)), \]

given by the rational DT invariants

\[ \tilde{\Omega}_{\gamma} = \sum_{d\mid \gamma} \frac{1}{d^2} \Omega_{\gamma/d}, \tag{3.23} \]
evaluated at the `large volume attractor point', \( z^a_{\infty}(\gamma) = \lim_{\lambda \to +\infty} (-q^a + i\lambda p^a) \). We recall that the specification of the complex moduli \( z^a \) is important because the DT invariants are only piecewise constant on the moduli space due to the wall-crossing phenomenon [63]. An important property of the MSW invariants is that they do not change under the spectral flow symmetry acting on charges as \[ q^a \mapsto q^a - \kappa_{abc} p^b \epsilon^c, \quad q_0 \mapsto q_0 - e^a q_a + \frac{1}{2} \kappa_{abc} p^a \epsilon^b \epsilon^c, \quad \epsilon^a \in \mathbb{Z}. \tag{3.24} \]

As a result, they only depend on \( p^a \), the charge \( \hat{q}_0 = q_0 - \frac{1}{2} \kappa_{abc} q_a q_b \) invariant under the spectral flow, and a residue class \( \mu_a \) which takes into account that not all integer charges \( q_a \) can be obtained by varying \( \epsilon^a \) in (3.24). This allows to write \( \Omega_{\gamma}^{\text{MSW}} = \tilde{\Omega}_{\vec{p}, \vec{\mu}}(\hat{q}_0) \). Furthermore, since the invariant charge \( \hat{q}_0 \) is bounded from above by \( \hat{q}_0^{\text{max}} = \frac{1}{24}(p^3 + c_{2,0} p^a) \), it is possible to define the generating function of the MSW invariants

\[ h_{\vec{p}, \vec{\mu}}(\tau) = \sum_{\hat{q}_0 \leq \hat{q}_0^{\text{max}}} \tilde{\Omega}_{\vec{p}, \vec{\mu}}(\hat{q}_0) e^{-2\pi i \hat{q}_0 \tau} \tag{3.25} \]

with fixed magnetic charge and residue class. It is this function that must have an appropriate modular behavior. In particular, in the one-instanton approximation, i.e. when a D3-brane wraps an irreducible divisor of \( Y \), it must be a vector-valued holomorphic modular form of negative weight \(-\left(\frac{1}{2} h^{1,1}(Y) + 1\right)\) [66–68]. Even more interesting behavior appears if one goes beyond the one-instanton approximation, i.e. considers branes on reducible divisors, in which case \( h_{\vec{p}, \vec{\mu}} \) was shown to be a vector-valued holomorphic mock modular form [69].

Very similar constraints should arise in the gauge theory setup. These constraints can be derived either by taking the rigid limit of the above construction or by studying the constraints of modular invariance directly for the metric (2.32). In either case, one expects to find non-trivial restrictions on the modular behavior of a generating function of BPS degeneracies of magnetic strings so that their spectrum will be severely constrained.

Note that the mock modularity of the generating function (3.25) evaluated for reducible divisors takes its roots in the wall crossing of the DT invariants. This raises the question about the wall crossing in 5d gauge theories. The reality of the moduli and the central charges, (3.9) and (3.10), represents an essential difference from the more familiar four-dimensional case. Nevertheless, the relation to string theory indicates that the central charge of a bound state is complex and given by

\[ Z_{\vec{p}, \vec{k}, \vec{\epsilon}} = Z_{\vec{p}} + i Z_{k, \vec{\epsilon}}. \tag{3.26} \]
Thus, one might have a non-trivial wall crossing even if the moduli space is real. Here we restrict ourselves just to these comments and postpone the study of five-dimensional wall crossing and modularity constraints to future research.

4 Examples

In this section we present several examples illustrating our rigid limit for different types of Calabi-Yau manifolds and its relation to five-dimensional $N = 1$ gauge theories.

4.1 Elliptic fibrations and SU(2) gauge theory

We start with the most studied example of a family of elliptically fibered CYs which are well known to be related to SU(2) gauge theories with $N_f < 8$ flavors [70]. The elliptic fibrations $\pi : \mathcal{Y} \to \mathcal{B}$, where $\mathcal{B}$ is a complex two-dimensional base, can locally be described by a Weierstrass form

$$y^2 = 4x^3 - g_2(u_1, u_2)xw^4 - g_3(u_1, u_2)w^6,$$

where $u_1, u_2$ are coordinates on the base. We assume that the fibration is smooth with a single section $\sigma$ represented by the base $\mathcal{B}$. This implies that singularities on the fiber can only be of Kodaira type $I_1$, which means that the discriminant $\Delta = g_3^2 - 27g_2^3$ of (4.1) has only simple zeros on $\mathcal{B}$. This restricts the possible choice of $\mathcal{B}$ to smooth almost Fano twofolds which include the Hirzebruch surfaces $\mathbb{F}_m$, $m = 0, 1, 2$, del Pezzo surfaces $dP_m$, $m = 0, \ldots, 8$, and the toric surfaces described by the 16 reflexive two-dimensional polytopes. Here we consider only the first two possibilities, $\mathbb{F}_m$ and $dP_m$. Their geometric description can be found, for instance, in [57, 71, 72].

For all smooth elliptic fibrations a basis of $H^{1,1}(\mathcal{Y})$ generating the Kähler cone is given by $\{\omega_e, \pi^*\omega_\alpha\}$, $\alpha = 1, \ldots, h^{1,1}(\mathcal{B})$, where

$$\omega_e = \sigma + \pi^*c_1(\mathcal{B})$$

and $\omega_\alpha$ are the generators of the Kähler cone on the base. We denote the corresponding basis of dual divisors by $\{D_e, D_\alpha\}$. The divisor $D_e$ is dual to the elliptic fiber curve $\mathcal{E}$ in the sense that it does not intersect any curve in $\mathcal{B}$ and obeys $D_e \cap \mathcal{E} = 1$.

Let us expand the first Chern class of the base in the basis of $\omega_\alpha$

$$c_1(\mathcal{B}) = c_1^\alpha \omega_\alpha,$$

and denote by $C_{\alpha\beta}$ the intersection matrix on $\mathcal{B}$

$$\int_{\mathcal{B}} \omega_\alpha \wedge \omega_\beta = C_{\alpha\beta},$$

which has signature $(1, h^{1,1}(\mathcal{B}) - 1)$. Then, using the adjunction formula which leads to the relation $\sigma^2 = -c_1\sigma$, the triple intersection numbers of $\mathcal{Y}$ can be shown to be

$$\kappa_{\alpha\beta\gamma} = 0, \quad \kappa_{e\alpha\beta} = C_{\alpha\beta}, \quad \kappa_{ee\alpha} = C_{\alpha\beta}c_1^\beta, \quad \kappa_{eee} = C_{\alpha\beta}c_1^\alpha c_1^\beta.$$

(4.5)
Thus, all intersection numbers are determined by the intersection numbers of the base and its first Chern class.

A crucial property of the intersection numbers \((4.5)\) is that the matrix \(M_{ab} = \kappa_{eab}\) is degenerate, i.e. \(\det M = 0\). This suggests that the vector \(v_A^\alpha = \delta_\alpha^\alpha\), playing the role of \(\vec{v}_A\) of section 2.1, defines a non-trivial local limit. Indeed, it belongs to the Kähler cone, the kernel of the matrix \((2.3)\), coinciding with \(M_{ab}\) defined above, is non-empty, and its self-intersection number \(\kappa_{ee\alpha}\) given in \((4.5)\) is non-vanishing for all the bases under consideration. The kernel of \(M_{ab}\) is one-dimensional and described by the vector\(^{11}\)

\[
\vec{v}_{n-1} = (-1, c_1^n),
\]

playing the role of \(\vec{v}_I\) of section 2.1. Remarkably, the corresponding shrinking divisor \(\hat{D}_{n-1} = v_{n-1}^\alpha D_a\) can be expressed using \((4.2)\) as

\[
\hat{D}_{n-1} = -D_e + c_1^n D_a = -\mathcal{B}
\]

and thus it coincides with the base of the elliptic fibration.

Finally, one can complete the two vectors \(\vec{v}_1\) and \(\vec{v}_{n-1}\) to a basis in \(H_2(\mathcal{B}, \mathbb{R})\) by choosing \(\vec{v}_X\) with \(X = 2, \ldots, n - 2\). This structure indicates that in the local limit one Kähler modulus grows, one remains dynamical and \(n_{fr} = n - 3 = h^{1,1}(\mathcal{B}) - 1\) moduli become frozen. This is consistent with the expectation that such limit produces an SU(2) 5d gauge theory with \(n_{fr} - 1\) flavors since one of the frozen moduli should play the role of the gauge coupling, whereas others can be associated with flavor masses. To verify this claim and establish a precise relation between the moduli and the gauge theory variables, we need to specify the choice of the base \(\mathcal{B}\) and to analyze its homology lattice.

### 4.1.1 Hirzebruch surfaces

First, we choose \(\mathcal{B} = F_m\). The Hirzebruch surface \(F_m\) is a \(\mathbb{P}^1\) bundle over \(\mathbb{P}^1\) of the form \(\mathbb{P}(\mathcal{O} \oplus \mathcal{O}(m))\) for \(m \geq 0\). The Mori cone, dual to the Kähler cone, is generated by two effective curves, the isolated section \(S\) of the bundle and the fiber \(F\). These curves have the following intersections

\[
S \cap S = -m, \quad S \cap F = 1, \quad F \cap F = 0.
\]

The dual generators of the Kähler cone, \(D_\alpha\), are given by

\[
D_1 = F, \quad D_2 = S + mF
\]

and have the following intersection matrix

\[
C_{\alpha\beta} = \begin{pmatrix}
0 & 1 \\
1 & m
\end{pmatrix}.
\]

\(^{11}\)In this section we accept the convention that the indices \(A\) corresponding to the large moduli run over \(1, \ldots, n_{\infty}\), the indices \(I\) corresponding to the moduli remaining dynamical run over \(n - n', \ldots, n - 1\), and the indices \(X\) labeling the frozen moduli run in-between. We recall that \(n = h^{1,1}(\mathcal{B}) + 1\).
Finally, the first Chern class is known to be
\[
c_1(\mathbb{F}_m) = 2S + (2 + m)F = (2 - m)D_1 + 2D_2,
\] (4.11)
where we used Poincaré duality to write it in terms of divisors.

Computing the intersection numbers of a smooth elliptic fibration over \( \mathbb{F}_m \) using (4.5), one obtains that the classical cubic prepotential (2.12) is given by
\[
F^{\text{cl}} = -\left[ \frac{4}{3} (z^e)^3 + (z^e)^2 z^1 + \left(1 + \frac{m}{2}\right) (z^e)^2 z^2 + z^e z^1 z^2 + \frac{m}{2} z^e (z^2)^2 \right].
\] (4.12)

Next, we perform the rotation (2.5) to the basis adapted for taking the local limit. As explained above, the rotation is generated by the vectors \( \vec{v}_A, \vec{v}_X, \vec{v}_I \) which in this case are taken as
\[
\vec{v}_1 = (1, 0, 0),
\vec{v}_2 = (0, 1, 0),
\vec{v}_3 = (-1, 2 - m, 2).
\] (4.13)

It brings the prepotential to the form
\[
F^{\text{cl}} = -\frac{4}{3} (\hat{z}^1)^3 - (\hat{z}^1)^2 \hat{z}^2 + \hat{z}^2 (\hat{z}^3)^2 + \frac{4}{3} (\hat{z}^3)^3.
\] (4.14)

Note that the prepotential in the new basis does not depend on \( m \) and that the moduli \( \hat{z}^1 \) and \( \hat{z}^3 \) are decoupled, which makes possible to define the local limit as \( \hat{t}^1 \to \infty \). Then from our general discussion it follows that the limit is described by the prepotential
\[
f^{\text{cl}} = \hat{z}^2 (\hat{z}^3)^2 + \frac{4}{3} (\hat{z}^3)^3,
\] (4.15)
where \( \hat{z}^3 \) is dynamical, whereas \( \hat{z}^2 \) is fixed to be constant.

Since we expect that the local limit of the elliptic fibration over \( \mathbb{F}_m \) corresponds to the pure SU(2) gauge theory, the prepotential (4.15) is to be compared to (3.5) with \( N_f = 0 \), i.e.
\[
2\pi \mathcal{F}_{\text{SU(2)}}^{N_f=0} = \frac{4\pi^2}{9\alpha'} \phi^2 + \frac{4}{3} \varphi^3 + c\varphi.
\] (4.16)

It is immediate to see that this implies \( c = 0 \) and leads to the following identification of the moduli and the gauge theory variables
\[
\hat{t}^2 = \frac{4\pi^2 a}{9\alpha'}, \quad \hat{t}^3 = a\varphi,
\] (4.17)
where \( a \) is a proportionality coefficient which, according to (3.15), is given by \( a = \frac{1}{\pi} \sqrt{\frac{V}{\pi}} \).

Furthermore, computing the central charge introduced in (3.17), which is supposed to encode the mass of dyonic instantons, in terms of the charges defined with respect to the original basis (4.9), one finds
\[
Z_q = q_e (a^{-1} \hat{t}^1 - \varphi) + q_1 \left( \frac{4\pi^2}{9\alpha'} + (2 - m)\varphi \right) + 2q_2\varphi.
\] (4.18)
Here for completeness we included also the charge $q_e$ associated with the elliptic fiber, which is set to zero in the rigid limit. Comparing with the dyonic central charge (3.9), we see that the instanton winding number $k$ can be identified with charge $q_1$, whereas the function multiplying it receives a $\varphi$-dependent contribution, which can be traced back to the rotation of the basis induced by (4.13). In particular, we deduce that $\beta = 2(2 - m)$. However, this coefficient is not uniquely defined as it can be changed by shifting the electric charge $e$ by a multiple of $k$, which shows that the identification of $e$ with $q_2$ suggested by (4.18) is also ambiguous.

4.1.2 Del Pezzo surfaces

Our second choice of the base is $\mathcal{B} = dP_m$. The del Pezzo surface $dP_m$ is a blowup of $\mathbb{P}^2$ at $m$ points. It can be viewed as a fibration over $\mathbb{P}^1$ where the generic fiber is also $\mathbb{P}^1$, but degenerates over $m - 1$ points into two $\mathbb{P}^1$'s intersecting at a point. The number of blow-up points can vary from 0 to 9, but we restrict to $1 \leq m \leq 8$ to present a uniform description.\footnote{For instance, $dP_9$ is qualitatively different since it is a rational elliptic surface with infinite dimensional Mori and Kähler cones.}

A standard choice of basis for $H_2(dP_m, \mathbb{Z})$ is given by the hyperplane class $H$ of $\mathbb{P}^2$ and by the exceptional divisors $E_i, i = 1, \ldots, m$, of the blow-ups. Their intersections are

$$H \cap H = 1, \quad E_i \cap E_j = -\delta_{i,j}, \quad H \cap E_i = 0.$$  \hspace{1cm} (4.19)

However, this basis is not a basis of the Kähler cone. The latter can be obtained by choosing

$$D_i = H - E_i, \quad D_{m+1} = H.$$ \hspace{1cm} (4.20)

In fact, for $m > 2$ this choice is not unique because the Kähler cone is non-simplicial and the number of its generators exceeds the dimension of $H_2(dP_m, \mathbb{Z})$. All Kähler generators can be found in [72] and different choices of the basis correspond to different sub-cones. In the basis (4.20), the first Chern class is given by

$$c_1(dP_m) = 3H - \sum_{i=1}^m E_i = \sum_{i=1}^m D_i + (3 - m)D_{m+1}.$$ \hspace{1cm} (4.21)

Substituting these data into equations (4.5) for the intersection numbers of the CY constructed over $dP_m$, one obtains the following prepotential

$$F^{cl} = -\left[ \frac{9-m}{6} (z^e)^3 + (z^e)^2 \sum_{i=1}^m z^i + \frac{3}{2} (z^e)^2 z^{m+1} + z^e \sum_{i,j=1}^{m+1} z^i z^j + \frac{1}{2} z^e (z^{m+1})^2 \right].$$ \hspace{1cm} (4.22)

The vectors performing the rotation (2.5) to the basis adapted to the local limit can be chosen as

$$\vec{v}_1 = (1, 0, \cdots, 0),$$
$$\vec{v}_i = (0, 0, \cdots, 0, -1, 0, \cdots, 0, 1), \quad i = 2, \ldots, m,$$
$$\vec{v}_{m+1} = (0, -1, 0, \cdots, 0, 2),$$
$$\vec{v}_{m+2} = (-1, 1, \cdots, 1, 3 - m).$$ \hspace{1cm} (4.23)
After the rotation, the prepotential becomes

\[ F_{\text{cl}} = \frac{9 - m}{6} \left( (\hat{z}^{m+2})^3 - (\hat{z}^1)^3 \right) + \frac{1}{2} \left( (\hat{z}^{m+2})^2 - (\hat{z}^1)^2 \right) \left( \sum_{i=2}^{m} \hat{z}^i + 4\hat{z}^{m+1} \right) \]

\[ - \frac{1}{2} (\hat{z}^{m+2} - \hat{z}^1) \sum_{i=2}^{m} (\hat{z}^i)^2 . \]

(4.24)

Again the moduli \( \hat{z}^1 \) and \( \hat{z}^{m+2} \) are decoupled and in the limit \( \hat{t}^1 \to \infty \) the relevant part of the prepotential is given by

\[ F_{\text{cl}} = \frac{9 - m}{6} (\hat{z}^{m+2})^3 + \frac{1}{2} (\hat{z}^{m+2})^2 \left( \sum_{i=2}^{m} \hat{z}^i + 4\hat{z}^{m+1} \right) - \frac{1}{2} \hat{z}^{m+2} \sum_{i=2}^{m} (\hat{z}^i)^2 , \]

where \( \hat{z}^{m+2} \) is dynamical and all other moduli are frozen.

We compare the prepotential (4.25) with the one of the SU(2) gauge theory with \( N_f = m - 1 \) flavors (3.5) where we consider the chamber of the moduli space with \( \phi \pm m_i > 0 \). In this chamber the gauge theory prepotential takes the form

\[ 2\pi F_{\text{SU}(2)}^{N_f=m-1} = \frac{9 - m}{6} \phi^3 + \frac{4\pi^2}{g_0^2} \phi^2 + \left[ c - \frac{1}{2} \left( \sum_{i=1}^{m-1} m_i^2 \right) \right] \phi . \]

(4.26)

Then again we should set \( c = 0 \), whereas the other variables are identified as follows

\[ \hat{t}^i = a m_{i-1} , \quad \hat{t}^{m+1} = a \left( \frac{2\pi^2}{g_0^2} - \frac{1}{4} \sum_{i=1}^{m-1} m_i \right) , \quad \hat{t}^{m+2} = a \phi . \]

(4.27)

### 4.2 Two large moduli

In the elliptic fibrations considered so far, the local limit was obtained by sending only one Kähler modulus to infinity. However, one may expect that this is a very restricted set of examples because shrinking some of the divisors is a local procedure, which should not affect the cycles which are “far away” from them. Thus, in general, in the local limit several 2-cycles can stay finite and therefore several moduli are taken to infinity.

In our language, this will happen whenever there exist two or more linearly independent vectors \( \vec{v}_A \) such that the intersection of the respective kernels (2.4) is non-empty. To give a concrete example of such situation, we consider one of the toric hypersurfaces constructed from the Kreuzer-Skarke list of reflexive polytopes [73, 74]. A useful database containing information about these CY varieties can be found in [75], and we will make extensive use of the data analyzed by these authors. We provide some details about these data and toric geometry in appendix E, whereas some relevant background can also be found in [75, 76].

Let us consider CY which corresponds to geometry 1 of polytope 337 in the database [75]. It is defined by the data given in (E.1) and (E.2) and has \( h^{1,1} = 4 \). We choose the following four generators as a basis of \( H_4(\mathbb{Q}, \mathbb{Z}) \)

\[ D_1 = D_5, \quad D_2 = D_6, \quad D_3 = D_7, \quad D_4 = D_8 , \]

(4.28)
where we expressed them in terms of divisors \( D_i \) of the ambient toric space. Extracting the triple intersection numbers in the basis from the database, the classical cubic prepotential can be written as

\[
F^{cl} = -\frac{1}{6} \left[ -(z^1)^3 + 3(z^1)^2 z^2 + 3(z^1)^2 z^4 - 3z^1(z^2)^2 + 12z^1z^2z^4 - 6z^1(z^3)^2 \\
+ 18z^1z^3z^4 - 3z^1(z^4)^2 - 5(z^2)^3 - 18(z^2)^2 z^3 + 12(z^2)^2 z^4 - 18z^2(z^3)^2 \\
+ 36z^2z^3z^4 - 6z^2(z^4)^2 - 13(z^3)^3 + 27(z^3)^2 z^4 - 9z^3(z^4)^2 + (z^4)^3 \right].
\]

(4.29)

The Kähler moduli here are constrained by the requirement that the volumes of all Mori generators \( C^i \) must be positive

\[
\int_{C^i} J = t^a D_a \cap C^i \geq 0.
\]

(4.30)

The matrix of intersections of Mori generators with the basis divisors is as follows

\[
C^i \cap D_a = \begin{pmatrix}
0 & -1 & -1 & 1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
1 & 2 & 3 & -1 \\
1 & 0 & 0 & 0 \\
-1 & 1 & 0 & 1
\end{pmatrix}
\]

(4.31)

and leads to the following inequalities

\[
-t^2 - t^3 + t^4 \geq 0, \quad t^3 \geq 0, \quad t^2 \geq 0, \\
t^1 + 2t^2 + 3t^3 - t^4 \geq 0, \quad t^1 \geq 0, \quad -t^1 + t^2 + t^4 \geq 0.
\]

(4.32)

The intersection numbers encoded by the prepotential (4.29) and the Kähler cone conditions provide the starting point for defining the local limit. Let us choose the following two vectors

\[
\vec{v}_1 = (1, 0, 0, 1), \quad \vec{v}_2 = (0, 1, 0, 2).
\]

(4.33)

It is easy to check that their components satisfy the inequalities (4.32), saturating some of them, so that both vectors belong to the boundary of the Kähler cone. They give rise to the following intersection matrices (2.3)

\[
M_{1,ab} = \begin{pmatrix}
0 & 3 & 3 & 0 \\
3 & 3 & 6 & 0 \\
3 & 6 & 7 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}, \quad M_{2,ab} = \begin{pmatrix}
3 & 3 & 6 & 0 \\
3 & 3 & 6 & 0 \\
6 & 6 & 12 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix},
\]

(4.34)

whose kernels have dimensions 1 and 2, respectively. The two kernels overlap along the real line generated by

\[
\vec{v}_4 = (0, 0, 0, -1),
\]

(4.35)
which is linearly independent from the vectors \((4.33)\). We complete all three vectors to a basis by taking
\[
\vec{v}_3 = (0, 0, 1, 2).
\]

Changing the basis as in \((2.5)\), one arrives at the new form of Kähler cone conditions
\[
\hat{t}^1 + \hat{t}^2 + \hat{t}^3 - \hat{t}^4 \geq 0, \quad \hat{t}^3 \geq 0, \quad \hat{t}^2 \geq 0, \quad \hat{t}^3 + \hat{t}^4 \geq 0, \quad 3\hat{t}^2 + 2\hat{t}^3 - \hat{t}^4 \geq 0
\]
and the classical prepotential
\[
F^{\text{cl}} = -\frac{1}{6} \left[ 9(\hat{z}^1)^2\hat{z}^2 + 9\hat{z}^1(\hat{z}^2)^2 + 3(\hat{z}^2)^3 + 9(\hat{z}^1)^2\hat{z}^3 + 36\hat{z}^1\hat{z}^2\hat{z}^3 + 18(\hat{z}^2)^2\hat{z}^3 + 21\hat{z}^1(\hat{z}^3)^2 + 36\hat{z}^2(\hat{z}^3)^2 + 13(\hat{z}^3)^3 - 3(\hat{z}^2)^2\hat{z}^4 - 3\hat{z}^3(\hat{z}^4)^2 - (\hat{z}^4)^3 \right].
\]

As it should be, \(\hat{z}^4\) is decoupled from \(\hat{z}^1\) and \(\hat{z}^2\). Thus, in the local limit \(\hat{t}^1\) and \(\hat{t}^2\) are sent to infinity, \(\hat{t}^3\) becomes frozen, and \(\hat{t}^4\) remains dynamical. As a result, the prepotential reduces to
\[
f^{\text{cl}} = -\frac{13}{6} (\hat{z}^3)^3 + \frac{1}{2} (\hat{z}^3)^2\hat{z}^4 + \frac{1}{2} \hat{z}^3(\hat{z}^4)^2 + \frac{1}{6} (\hat{z}^4)^3.
\]

Note that the Kähler cone conditions \((4.37)\) ensure that the effective gauge coupling
\[
\text{Im} \frac{\partial^2 F^{\text{cl}}}{(\partial \hat{z}^4)^2} = \hat{t}^3 + \hat{t}^4 \geq 0
\]
is positive definite. Comparing with the prepotential \((4.16)\) of the pure SU(2) gauge theory, one finds the following identifications
\[
\hat{t}^3 = 2\frac{2\pi^2 a}{g_0^2}, \quad \hat{t}^4 = 2a\varphi, \quad c = \frac{4\pi^4 a^2}{g_0^4}.
\]

Note that in this model we obtain a non-vanishing coefficient of the linear term which contributes to the tension of magnetic strings. This contribution however still vanishes at the SCFT point where the gauge coupling is sent to infinity.

### 4.3 SU(3) gauge theory

Another variation on the models considered in section 4.1 are geometries whose local limits give rise to higher-rank gauge theories. To illustrate this possibility, in this subsection we explore a Calabi-Yau admitting a local limit which leads to the pure 5d \(N = 1\) SU(3) gauge theory.

Let us consider a toric hypersurface described by geometry 2 of polytope 1439 in \([75]\). Its defining data can be found in \((E.3)\) and \((E.4)\), and it has \(h^{1,1} = 4\). In terms of toric divisors \(D_i\), the basis of \(H_4(\mathcal{Z}, \mathbb{Z})\) is chosen as
\[
D_1 = D_4, \quad D_2 = D_5, \quad D_3 = D_6, \quad D_4 = D_7.
\]
In this basis, the classical prepotential encoding the triple intersection numbers is given by the polynomial

\[
F^{cl} = -\frac{1}{6} \left[ 3(z_1^2)^2 z_2^2 + 6(z_1^2)^2 z_3^2 + 3(z_1^2)^2 z_4^2 - 9z_1^1 (z_2^2)^2 \\
+ 18z_1^1 (z_3^2)^2 - 9z_1^1 (z_4^2)^2 + 8(z_2^2)^3 + 16(z_3^3)^2 + 9(z_4^3)^3 \right].
\]  

The intersections of Mori generators with the basis divisors are given by the matrix

\[
C^i \cap D_a = \begin{pmatrix}
1 & 0 & 0 & -3 \\
0 & -1 & 0 & 0 \\
0 & 1 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix},
\]  

so that the Kähler moduli are subject to the following constraints

\[
t^1 - 3t^4 \geq 0, \quad t^2 \leq 0, \quad t^2 + t^3 \geq 0, \quad t^4 \geq 0.
\]  

To take the local limit, we choose

\[
\vec{v}_1 = (3, 0, 0, 1),
\]  

which trivially satisfies the Kähler cone conditions (4.45). Its intersection matrix (2.3)

\[
M_{ab} = \begin{pmatrix}
1 & 3 & 6 & 0 \\
3 & -9 & 0 & 0 \\
6 & 0 & 18 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}
\]  

has a two-dimensional kernel spanned by the following basis vectors

\[
\vec{v}_3 = (-6, -2, 2, -2), \quad \vec{v}_4 = (3, 1, -1, 0).
\]  

The three vectors are linearly independent and can be completed to a basis by\(^{13}\)

\[
\vec{v}_2 = (1, 1, 0, 0).
\]  

The rotation of the basis (2.5) modifies the Kähler cone conditions to

\[
\hat{t}^2 + 3\hat{t}^4 \geq 0, \quad 2\hat{t}^3 - \hat{t}^2 - \hat{t}^4 \geq 0, \quad \hat{t}^2 \geq 0, \quad \hat{t}^1 - 2\hat{t}^3 \geq 0,
\]  

and brings the prepotential to the following form

\[
F^{cl} = -\frac{3}{2} (\hat{z}^1)^3 - 6(\hat{z}^1)^2 \hat{z}^2 + \hat{z}^1 (\hat{z}^2)^2 \\
- \frac{1}{3} (\hat{z}^2)^3 - (\hat{z}^2)^2 \hat{z}^3 + (\hat{z}^2)^2 \hat{z}^4 + 2\hat{z}^2 (\hat{z}^3)^2 - 2\hat{z}^2 \hat{z}^3 \hat{z}^4 + 2\hat{z}^2 (\hat{z}^4)^2 \\
+ \frac{4}{3} (\hat{z}^3)^3 - 2(\hat{z}^3)^2 \hat{z}^4 + \hat{z}^3 (\hat{z}^4)^2 + \frac{4}{3} (\hat{z}^4)^3.
\]  

\(^{13}\)In fact, the vectors $\vec{v}_a$, $a = 2, 3, 4$, may be chosen in a simpler form. Our choice instead allows to have simpler relations to the gauge theory variables, which are found below in (4.55).
As is expected, $\hat{z}^3$ and $\hat{z}^4$ are decoupled from $\hat{z}^1$. Thus, in the local limit where $\hat{t}^1$ is large, we find two dynamical moduli, $\hat{t}^3$ and $\hat{t}^4$, whereas $\hat{t}^2$ is frozen. The effective prepotential is

\[
f^{cl} = -\frac{1}{3}(\hat{z}^2)^3 - (\hat{z}^2)^2 \hat{z}^3 + (\hat{z}^2)^2 \hat{z}^4 + 2\hat{z}^2(\hat{z}^3)^2 - 2\hat{z}^2 \hat{z}^3 \hat{z}^4 + 2\hat{z}^2(\hat{z}^4)^2 + \frac{4}{3}(\hat{z}^3)^3 - 2(\hat{z}^3)^2 \hat{z}^4 + \hat{z}^3(\hat{z}^4)^2 + \frac{4}{3}(\hat{z}^4)^3
\]

and gives rise to the following matrix of the effective gauge couplings

\[
g_{IJ} = \text{Im} \left( \frac{\partial^2 f^{cl}}{\partial \hat{z}^I \partial \hat{z}^J} \right) = 2 \begin{pmatrix} 2(\hat{t}^2 + 2\hat{t}^3 - \hat{t}^4) & -\hat{t}^2 - 2\hat{t}^3 + \hat{t}^4 \\ -\hat{t}^2 - 2\hat{t}^3 + \hat{t}^4 & 2\hat{t}^2 + \hat{t}^3 + 4\hat{t}^4 \end{pmatrix}.
\]

The trace and the determinant of this matrix are given by

\[
\text{Tr} g = 2(4\hat{t}^2 + 5\hat{t}^3 + 2\hat{t}^4) = 5(2\hat{t}^3 - \hat{t}^2 - \hat{t}^4) + 3(\hat{t}^2 + 3\hat{t}^4) + 10\hat{t}^2,
\]

\[
\det g = 12(\hat{t}^2 + 2\hat{t}^3 - \hat{t}^4)(\hat{t}^2 + 3\hat{t}^4) \cdot
\]

It follows immediately from the Kähler cone conditions (4.50) that both of them are positive, which ensures the positive definiteness of (4.53). Comparing (4.52) with the prepotential (3.6) of the pure SU(3) gauge theory, one obtains the following dictionary

\[
\hat{t}^2 = \frac{2\pi^2 a}{g_0^2}, \quad \hat{t}^3 = a\varphi_1, \quad \hat{t}^4 = a\varphi_2,
\]

\[
c_{cl} = -3, \quad c_1 = -\frac{4\pi^4 a^2}{g_0^3}, \quad c_2 = \frac{4\pi^4 a^2}{g_0^3}.
\]

### 4.4 No local limit

The previous examples could make an impression that most of Calabi-Yau manifolds allow a non-trivial local limit in the sense of section 2.1. However, this is not so. It is easy to find examples which do not allow any such limit. For instance, let us consider a complete intersection Calabi-Yau (CICY) manifold defined by the following configuration matrix

\[
\begin{bmatrix}
2 & 1 & 0 \\
2 & 1 & 0 \\
2 & 0 & 2 \\
\end{bmatrix}_{-48}.
\]

It appears first in the list of CICYs studied in [77], which simultaneously has $h^{1,1} = 3$ and the property of being Kähler favourable (model 5299 in this database). The latter property means that its Kähler cone descends from the one of the ambient projective space. Thus, choosing a basis of divisors given by a subset of the divisors of the ambient space, the Kähler cone admits a particularly simple description as the positive orthant $t^a \geq 0$, $a = 1, 2, 3$. The intersection numbers can be computed from the configuration matrix (4.56) using the standard technique (see e.g. [78]) and give rise to the following cubic prepotential

\[
F^{cl} = -\left[ (z^1)^2 z^2 + 2(z^1)^2 z^3 + 2z^1 (z^2)^2 + 9z^1 z^2 z^3 + z^1 (z^3)^2 + (z^2)^2 z^3 + 2z^2 (z^3)^2 \right].
\]
To have a non-trivial local limit, we have to find at least one vector $\vec{v}$, belonging to the Kähler cone, such that the matrix $M_{ab} = \kappa_{abc} v^c$ is degenerate. In particular, this implies that it must have vanishing determinant. Calculating the determinant for a generic vector, one finds

$$\det M = 18 \left[ 4 \left( (v^1)^3 + (v^2)^3 + (v^3)^3 \right) + 9 \left( (v^1)^2 v^2 + v^1 (v^3)^2 + (v^2)^2 v^3 \right) 
+ 18 \left( (v^1)^2 v^2 + (v^1)^2 v^3 + v^2 (v^3)^2 \right) + 69 v^1 v^2 v^3 \right].$$

Note that all coefficients are positive. Thus, the determinant can vanish only if some components $v^a$ have opposite signs. An example of such vector is provided by

$$\vec{v} = (1, -4, 0).$$

But any such vector does not belong to the Kähler cone which requires the positivity of all coefficients. Therefore, we conclude that this Calabi-Yau does not admit a non-trivial local limit.

## 5 Conclusions

In this paper we analyzed the rigid limit of the HM moduli space $M_H$ of type IIB string theory compactified on a CY threefold $\mathfrak{Y}$. Whereas for generic QK manifolds the rigid limit is not well defined, for the HM moduli space we suggested to induce it by a local limit of the CY. When such local limit exists, we showed that the original manifold reduces to a manifold $M'_H$ of real dimension $4n'$, where $n'$ is the number of shrinking divisors on $\mathfrak{Y}$, and computed the exact non-perturbative metric on it. To accomplish this, we significantly improved the understanding of the D-instanton corrected metric on $M_H$ by computing explicitly its exact expression for all mutually non-local charges.

Furthermore, we proved that $M'_H$ is an HK manifold and can be obtained by a series of HK quotients of the Swann bundle over $M_H$. An intermediate step of this quotient procedure coincides with the HK manifold $M'_{H'}$ related to $M_H$ by the QK/HK correspondence. All these relations become particularly simple in the twistor formalism where the metric on a quaternionic manifold is encoded in a set of Darboux coordinates on its twistor space. Then it turns out that the rigid limit simply reduces one system of Darboux coordinates to another by restricting to the charge lattice of shrinking cycles, whereas the HK quotient along an isometry just removes a symplectic pair of Darboux coordinates, one of which plays the role of the moment map.

We would like to point out that our rigid limit is essentially different from the one considered, for instance, in [13–15]. In these papers the limiting HK manifold has the same dimension as the original QK manifold and the procedure heavily relies on the existence of continuous isometries. In our case, the dimension is always reduced because of the decoupling of the “universal hypermultiplet” containing the dilaton. Such decoupling is very natural since this multiplet has a gravitational origin and should not contribute to the gauge theory physics recovered in the limit. Besides, although some isometries do
appear at intermediate steps of our procedure, the original manifold is taken to be fully non-perturbative where all classical isometries are broken by instanton corrections.

Our limit is also different from the rigid limit suggested in [7] which relies on a simple rescaling. Although this allows to decouple some multiplets, including the universal hypermultiplet, and thus to reduce the effective dimension, the decoupled fields do not disappear, but just support the flat metric. In contrast, in our limit some fields do drop out and others become frozen. Besides, the procedure of [7] was performed only for the classical metric described by the c-map, and an inspection shows that its direct generalization to the instanton corrected metric does not appear to produce sensible results. At the same time, the instanton corrections to the metric on $\mathcal{M}'_H$ all turn out to have a physical interpretation.

This interpretation comes from a general relation of $\mathcal{M}'_H$ to the physics of five-dimensional $N = 1$ gauge theories. Following [31], we argued that this manifold coincides with the non-perturbative target space of the $\sigma$-model obtained by compactifying a 5d gauge theory on a torus. Which 5d gauge theory is recovered in the limit can be established by matching the classical prepotentials. We demonstrated this matching procedure on several examples, including a family of elliptically fibered CYs and a few toric hypersurfaces.

Note that in the usual notion of local limit, one zooms in around a point in the moduli space where the CY develops a singularity. The study of the relation between five-dimensional gauge theories and singularities in CY threefolds has a long history (see, for instance, [48, 70, 79] and [80] for a recent work). We hope that this paper can make at least two contributions to this subject. First, we suggest a very simple condition in terms of intersection numbers of $\mathcal{Y}$ for the existence of a local limit. It simply requires that there exists a set of vectors belonging to the boundary of the Kähler cone such that the intersection of kernels of certain matrices constructed from them and the triple intersections is non-empty. It would be interesting to understand the precise relation of this criterion to the mathematical conditions for the existence of CY singularities [81].

Second, our work extends the discussion to the setting of torus compactifications where BPS states of 5d gauge theory generate non-perturbative effects. Our results provide precise predictions from string theory for their contributions to the metric on the moduli space. In particular, some of $(p, q)$-instantons are identified with the dyonic instantons of gauge theory and D3-instantons correspond to the instantons generated by magnetic strings. None of them has been computed exactly, and this work fills in this essential gap.

The compactification on a torus gives rise to the modular invariance of the effective three-dimensional theory, which can be identified with the $\text{SL}(2, \mathbb{Z})$ symmetry of type IIB string theory surviving compactification on CY and the rigid limit. This symmetry severely restricts both the form of the metric and the BPS spectrum, which remains in our results as a necessary input data. We suggested how such constraints on the spectrum can be derived along the lines of [44, 69] which should result in specific modular properties of a generating function of BPS degeneracies of magnetic strings bound to dyonic instantons. This function is also expected to have a relation to the modular partition function studied in [57] in the same context.
Another interesting and related problem is to understand the wall crossing in 5d gauge theories. Although there are some important differences with wall crossing in four dimensions, it is natural to expect some relation between the two, as the theories can be related by compactification on a circle. Moreover, while 5d \( N = 1 \) gauge theories on a torus are richer than 4d \( N = 2 \) gauge theories on a circle considered in [46], their effective low energy descriptions are captured by the same mathematical framework, so that both of them appear to be just particular cases of a general structure which is built on the wall crossing formula discovered by Kontsevich and Soibelman [82]. It would be interesting to understand the role of this structure directly in five dimensions.
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A Special geometry in the classical approximation

The local special geometry is determined by a prepotential \( F(X) \), a holomorphic function homogeneous of degree 2 in coordinates \( X^{\Lambda} \). It defines the two main quantities of interest: the Kähler potential \( K \) (2.10) and the matrix of the gauge couplings

\[
N_{\Lambda\Sigma} = \tilde{F}_{\Lambda\Sigma} - \frac{1}{2} \frac{(Nz)^{\Lambda}(Nz)^{\Sigma}}{(nz)}.
\]  

(A.1)

where \( N_{\Lambda\Sigma} = -2 \text{Im} F_{\Lambda\Sigma} \). The imaginary part of \( N_{\Lambda\Sigma} \) plays a particularly important role. It is a negative definite matrix and for its inverse one can establish the following general result

\[
\text{Im} N^{\Lambda\Sigma} = 2 N^{\Lambda\Sigma} - 2 e^K (z^{\Lambda} \bar{z}^{\Sigma} + \bar{z}^{\Lambda} z^{\Sigma})
\]  

(A.2)

where \( N^{\Lambda\Sigma} \) is the inverse of \( N_{\Lambda\Sigma} \).

In the particular case of the classical prepotential (2.12), it is possible to find more concrete representations for the above objects. First, it is straightforward to compute

\[
N_{\Lambda\Sigma} = \begin{pmatrix}
\frac{2}{3} \kappa_{abe} (3b^a b^b t^c - t^a t^b t^c) & -2 \kappa_{bd} t^d t^c \\
-2 \kappa_{ac} b^b t^d & 2 \kappa_{abc} t^c
\end{pmatrix}.
\]  

(A.3)

This implies

\[
(\bar{z} N z) = (\bar{z} N \bar{z}) = -\frac{8}{3} \kappa_{abe} t^a t^b t^c = -16V,
\]

\[
e^{-K} = \frac{4}{3} \kappa_{abc} t^a t^b t^c = 8V.
\]  

(A.4)

The inverse matrix \( N^{\Lambda\Sigma} \) can be found in terms of \( \kappa^{ab} \), the inverse of \( \kappa_{ab} = \kappa_{abc} t^c \). The result reads

\[
N^{\Lambda\Sigma} = -\frac{1}{4V} \begin{pmatrix}
1 & b^b \\
b^a & -2V \kappa^{ab} + b^a b^b
\end{pmatrix}.
\]  

(A.5)
Using these results and notation \((vu)_a = \kappa_{abc}v^bu^c\), one then finds the Kähler metric and its inverse

\[
\mathcal{K}_{ab} = -\frac{1}{4V} \left( \kappa_{ab} - \frac{1}{4V} (tt)_a (tt)_b \right),
\]

\[
\mathcal{K}^{\bar{a} \bar{b}} = -4V\kappa^{ab} + 2t^a t^b,
\]

and the real and imaginary parts of the gauge coupling matrix

\[
\text{Re} \mathcal{N}_{\Lambda \Sigma} = \begin{pmatrix}
-\frac{1}{3} (bb) & \frac{1}{2} (bb) \\
\frac{1}{2} (bb) & -\kappa_{abc} b^c
\end{pmatrix},
\]

\[
\text{Im} \mathcal{N}_{\Lambda \Sigma} = -V \begin{pmatrix}
1 + 4 \kappa_{ab} b^a b^b & -4 \kappa_{ab} b^b \\
-4 \kappa_{ab} b^a & 4 \kappa_{ab}
\end{pmatrix},
\]

\[
\text{Im} \mathcal{N}^{\Lambda \Sigma} = -V^{-1} \begin{pmatrix}
1 & b^b \\
b^a & b^a b^b + \frac{1}{4} \kappa^{ab}
\end{pmatrix}.
\]

**B Derivation of the D-instanton corrected HM metric**

**B.1 Twistorial description of QK manifolds**

QK manifolds represent a very complicated type of geometry. Although they carry a quaternionic structure given by the triplet of almost complex structures \(\vec{J}_i\), all these almost complex structures are non-integrable so that QK manifolds are not even complex \[83\].

A very efficient way to deal with such manifolds is to work with their twistor spaces \(Z_M\) whose \(\mathbb{C}P^1\) fiber describes normalized linear combinations of \(J_i, i = 1, 2, 3\). In contrast to the original manifold \(M\), its twistor space is a Kähler manifold and, most importantly, it carries a holomorphic contact structure \[23\] defined as the kernel of the canonical (1,0)-form on \(Z_M\)

\[
Dt = dt + p_+ - i p_+ t + p_- t^2,
\]

where \(t\) is the standard stereographic coordinate parametrizing \(\mathbb{C}P^1\), \(\vec{p}\) is the SU(2) part of the Levi-Civita connection on \(M\), and we used the chiral components defined as \(p_\pm = -\frac{1}{2} (p_1 \mp i p_2)\). Rescaling \(Dt\), one can make from it a holomorphic one-form\(^{14}\)

\[
\mathcal{X} = \frac{4}{i t} e^\phi Dt
\]

such that \(\mathcal{X} \wedge (d\mathcal{X})^n\) is the non-vanishing holomorphic top form. The rescaling function \(\phi\) is called the contact potential. The properties of \(\mathcal{X}\) imply that locally, by a proper choice of coordinates, it can always be trivialized as

\[
\mathcal{X} = d\alpha[i] + \epsilon_{[i]} d\xi_{\Lambda}^{[i]},
\]

\(^{14}\)In general, the rescaling factor may depend holomorphically on the fiber coordinate \(t\) and is different in different patches of an open covering of the twistor space, which implies that the contact one-form is not globally defined and has different local realizations \(\mathcal{X}^{[i]}\). However, we will not need such generic construction which becomes relevant only after inclusion of NS5-brane instantons.
where the index $|i|$ labels open patches of an atlas, $\mathcal{Z} = \cup \mathcal{U}_i$, and $(\xi^A_{|i|}, \tilde{\xi}^A_{|i|}, \alpha_{|i|})$ is the set of Darboux coordinates in $\mathcal{U}_i$. These coordinates is the central element of this construction because knowing them as functions on the base $\mathcal{M}$ and of the fiber coordinate $t$ is, in principle, equivalent to knowing the metric on $\mathcal{M}$. Let us spell out the steps necessary to compute it [24]:

1. First, one finds the Laurent expansion of the Darboux coordinates near $t = 0$. Denoting by $[+]$ the patch surrounding the north pole of $\mathbb{C}P^1$, we assume that the expansion has the following general form

\begin{align}
\xi^A_{[+]} &= \xi^A_{[+]0} t^{-1} + \xi^A_{[+]} + O(t), \\
\tilde{\xi}^A_{[+]} &= \tilde{\xi}^A_{[+]0} + O(t), \\
\alpha_{[+]} &= 4ic \log t + \alpha_{[+]0} + O(t),
\end{align}

(B.4)

which is consistent with the form of Darboux coordinates in the case of the D-instanton corrected HM moduli space (see the next subsection).

2. One specifies the almost complex structure $J_3$ by providing a basis of $(1,0)$ forms on $\mathcal{M}$. Such a basis was found in [24] and, after some simplifications, it takes the following form

\begin{align}
\pi^a &= d\left(\xi^a_{[+]0} / s_{[+]0}\right), \\
\tilde{\pi}^A &= d\tilde{\xi}^A_{[+]0}, \\
\tilde{\pi}^\alpha &= \frac{1}{2i} d\alpha^{[+]0} + 2c d \log \xi^{[+]0}.
\end{align}

(B.5)

3. Substituting the expansions (B.4) into the contact one-form $X$ (B.3) and comparing it with the canonical form $Dt$ (B.1) using (B.2), one finds the contact potential $\phi$ and the components of the SU(2) connection $p_+$

\begin{align}
p_+ &= \frac{1}{4} e^{-\phi} \xi^A_{[+]0} d\tilde{\xi}^A_{[+]0}, \\
p_3 &= -\frac{1}{4} e^{-\phi} \left( d\alpha^{[+]0} + \xi^A_{[+]0} d\tilde{\xi}^A_{[+]0} + \xi^A_{[+]0} d\tilde{\xi}^A_{[+]0}\right).
\end{align}

(B.6)

4. The SU(2) connection $\tilde{p}$ can then be used to compute the triplet of quaternionic two-forms $\tilde{\omega}$ which are defined by the metric and the triplet of almost complex structures as $\tilde{\omega}(X,Y) = g(JX,Y)$, but are known to be proportional to the curvature of the SU(2) connection [83]. In particular, for $\omega_3$ the formula reads

\begin{align}
\omega_3 &= -2dp_3 + 4ip_+ \wedge p_3.
\end{align}

(B.7)

5. Finally, the metric is recovered as $g(X,Y) = \omega_3(X,J_3Y)$. To do this in practice, one should rewrite $\omega_3$, computed by (B.7) in terms of differentials of (generically real) coordinates on $\mathcal{M}$, in the form which makes explicit that it is of $(1,1)$ Dolbeault type. Using for this purpose the basis $\pi^X = (\pi^a, \tilde{\pi}_A, \tilde{\pi}_\alpha)$ given in (B.5), the final result should look like

\begin{align}
\omega_3 &= ig_{XY} \pi^X \wedge \tilde{\pi}^Y,
\end{align}

(B.8)

from which the metric readily follows as $ds^2 = 2g_{XY} \pi^X \otimes \tilde{\pi}^Y$. Technically, this is the most non-trivial step, which we realize for the D-instanton corrected HM moduli space in section B.4.
B.2 D-instantons in twistor space

As we saw above, a QK manifold can be specified by a system of Darboux coordinates on its twistor space. For the D-instanton corrected HM moduli space this was done in [21, 22] where it was shown that Darboux coordinates $\xi$ and $\tilde{\xi}$ are determined by a system of integral equations. To write it explicitly, it is convenient to introduce the exponentiated version of the Darboux coordinates labeled by charge

$$X_\gamma = \sigma_\gamma e^{-2\pi i (q_\Lambda \xi - p_\Lambda \tilde{\xi})},$$

where $\sigma_\gamma$ is a sign function, known as quadratic refinement, which satisfies $\sigma_\gamma \sigma_{\gamma'} = (-1)^{(\gamma, \gamma')} \sigma_{\gamma + \gamma'}$ and can be chosen as $\sigma_\gamma = (-1)^{q_\Lambda p_\Lambda}$. Then the equations read

$$X_\gamma(t) = X_{sf}^\gamma(t) \exp \left[ \frac{1}{4\pi i} \sum_{\gamma'} \Omega_{\gamma'} \langle \gamma, \gamma' \rangle \int_{\ell_{\gamma'}} \frac{dt'}{t' - t} \log \left( 1 - X_{\gamma'}(t') \right) \right],$$

where

$$X_{sf}^\gamma(t) = \exp \left[ -2\pi i \left( \Theta_\gamma + \frac{72}{2} \left( Z_\gamma t^{-1} - \tilde{Z}_\gamma t \right) \right) \right],$$

$\Theta_\gamma = q_\Lambda \xi - p_\Lambda \tilde{\xi}$ is a combination of RR-fields, $Z_\gamma$ is the central charge (2.29), $\Omega_{\gamma'}$ is the generalized DT invariant, $\langle \gamma, \gamma' \rangle$ is the skew-symmetric product (2.30), and $\ell_{\gamma}$ is the so-called BPS ray on $\mathbb{C}P^1$ joining $t = 0$ and $t = \infty$ along the direction determined by the phase of the central charge

$$\ell_{\gamma} = \{ t : Z_\gamma(t) / t \in i\mathbb{R}^+ \}. $$

In the perturbative approximation where the D-instantons are ignored, the Darboux coordinates are given by $X_{sf}^\gamma$, whereas the D-instantons are incorporated by the integral contribution in (B.10) weighted by DT invariants. Given a solution of these integral equations, the remaining Darboux coordinate $\alpha$ can be found by simple integration

$$\alpha(t) = 4i c \log t - \frac{1}{2} \sigma - \frac{72}{4} (t^{-1} W - t \tilde{W}) - \frac{i}{16\pi^2} \sum_{\gamma} \Omega_{\gamma} \int_{\ell_{\gamma}} \frac{dt' + t'}{t' - t} L_{\gamma}(t') - \frac{1}{2} \xi_{\Lambda} \tilde{\xi}_{\Lambda},$$

where the parameter $c = \frac{\chi_Y}{192\pi}$ encodes the one-loop $g_s$-correction,

$$L_{\gamma}(t) = \text{Li}_2 \left( X_\gamma \right) + \frac{1}{2} \log \left( \sigma_\gamma^{-1} X_\gamma \right) \log \left( 1 - X_\gamma \right)$$

is a variant of the Rogers dilogarithm and

$$W = F_\Lambda \xi_{\Lambda} - z^\Lambda \tilde{\xi}_{\Lambda} + \frac{1}{8\pi^2} \sum_{\gamma} \Omega_{\gamma} Z_\gamma \int_{\ell_{\gamma}} \frac{dt}{t} \log \left( 1 - X_\gamma \right).$$

B.3 Computation of the metric

Now we will follow the procedure outlined in section B.1 towards evaluation of the metric corresponding to the twistorial construction of the previous subsection. All equations given below are a direct generalization of the ones which can be found in [25] where the additional
restriction \( \langle \gamma, \gamma' \rangle = 0 \) has been imposed. Under this restriction the integral equations (B.10) are trivially solved and the one-instanton approximation to the Darboux coordinates becomes exact, which simplifies the derivation of the metric. However, as we will show below, this derivation can be done even avoiding the assumption of mutual locality.

Before we start, let us introduce a few useful notations: two measures

\[
D_1(\gamma) = d \frac{\mathcal{X}_\gamma(t)}{1 - \mathcal{X}_\gamma(t)}, \\
D_2(\gamma) = d \frac{\mathcal{X}_\gamma(t)}{1 - \mathcal{X}_\gamma(t)}, \\
\]

and integrals

\[
\mathcal{J}_1^{(1)} = \int_{t_\gamma} d \gamma, \\
\mathcal{J}_1^{(2)} = \int_{t_\gamma} d \gamma, \\
\mathcal{J}_1^{(1, \pm)} = \int_{t_\gamma} d \gamma, \\
\mathcal{J}_1^{(2, \pm)} = \int_{t_\gamma} d \gamma, \\
\]

which appear in the expansion around \( t = 0 \) of the \( t \)-dependent integrals in (B.10) and similar equations. Note that they satisfy the reality properties

\[
\mathcal{J}_n^{(n)} = \mathcal{J}_n^{(-)} = \mathcal{J}_n^{(-n)}, \quad \mathcal{J}_n^{(n, +)} = \mathcal{J}_n^{(-, -)}.
\]

Besides, by partial integration one can find the following identity

\[
Z_\gamma \mathcal{J}_1^{(n, +)} - Z_\gamma \mathcal{J}_1^{(n, -)} + \frac{1}{8\pi^2} \sum_{\gamma'} \Omega_{\gamma', \gamma} \int_{t_\gamma} d \mathcal{X}_\gamma \int_{t_\gamma'} d \mathcal{X}_{\gamma'} \frac{\mathcal{X}_\gamma(t) \mathcal{X}_{\gamma'}(t')}{(t - t')^2} = 0,
\]

which takes a very simple form for \( n = 1 \) and after summing over charges

\[
\sum_{\gamma} \Omega_{\gamma} \left( Z_\gamma \mathcal{J}_1^{(1, +)} - Z_\gamma \mathcal{J}_1^{(1, -)} \right) = 0.
\]

These notations become already useful when one writes the result for the contact potential, the rescaling factor appearing in (B.2)

\[
e^\phi = \frac{\tau^2}{16} e^{-\mathcal{K}} + \mathcal{C} - \frac{1}{64\pi^2} \sum_{\gamma} \Omega_{\gamma} \left( Z_\gamma \mathcal{J}_1^{(1, +)} + Z_\gamma \mathcal{J}_1^{(1, -)} \right).
\]

Comparing the first term with the first relation in (2.11), one observes that the contact potential provides a generalization of the four-dimensional dilaton to quantum level [24]. This partially explains the important role played by this function both in physics and mathematics [84]. As for the dilaton, we will also use for it the notation \( r = e^\phi \).

1. The first step is to find the expansion of the Darboux coordinates around \( t = 0 \). However, the Darboux coordinates defined by (B.10) and (B.13) live in a patch of \( CP^1 \) which does not include its north and south poles. This is seen from the presence of additional poles compared to (B.4) in the perturbative part and an essential singularity.
in the instanton part at $t = 0$. The additional singularities can be removed by performing a holomorphic contact transformation, i.e. a change of Darboux coordinates preserving the contact one-form (B.3). Such contact transformation is given by

\begin{align}
\xi_{\Lambda}[+] &= \xi_{\Lambda} + \partial_{\xi_{\Lambda}} H[+], \\
\tilde{\xi}_{\Lambda}[+] &= \tilde{\xi}_{\Lambda} - \partial_{\tilde{\xi}_{\Lambda}} H[+], \\
\alpha[+] &= \alpha - H[+] + \xi_{\Lambda}[+] \partial_{\xi_{\Lambda}} H[+],
\end{align}

where the holomorphic function $H[+]$ was found in [22] to have the following form

\begin{equation}
H[+] = F(\xi_{\Lambda}[+]) + G(\xi_{\Lambda}[+], \tilde{\xi}_{\Lambda}).
\end{equation}

Here the second term is a complicated, but irrelevant function for us because, as was shown in [22], it affects only $O(t^2)$ terms in the Laurent expansion of the Darboux coordinates. Thus, we can safely ignore it for our purposes, and this allows to replace $\xi_{\Lambda}[+]$ on the r.h.s. of (B.22) by $\xi_{\Lambda}$. Then one finds the following coefficients of the Laurent expansion of the Darboux coordinates:

\begin{align}
\xi_{\Lambda}[+]^{-1} &= \frac{72}{2} \xi_{\Lambda}, \\
\xi_{\Lambda}[+]^0 &= \xi_{\Lambda} - \frac{1}{8\pi^2} \sum_{\gamma} \Omega_{\gamma} p_{\Lambda} J_{\gamma}^{(1)}, \\
\tilde{\xi}_{\Lambda}[+]^0 &= \tilde{\xi}_{\Lambda} - F_{\Lambda\Sigma} \xi_{\Sigma} - \frac{1}{8\pi^2} \sum_{\gamma} \Omega_{\gamma} V_{\gamma\Lambda} J_{\gamma}^{(1)}, \\
\tilde{\xi}_{\Lambda}[+]^1 &= -\frac{i72}{2} \xi_{\Lambda}, \\
\alpha_{[+]}^0 &= -\frac{1}{2} \left( \xi_{\Lambda} \xi_{\Lambda} - F_{\Lambda\Sigma} \xi_{\Lambda} \xi_{\Sigma} \right) + 2i (r + c) \\
&- \frac{1}{8\pi^2} \sum_{\gamma} \Omega_{\gamma} \left[ \frac{1}{2\pi i} \int_{\ell_{\gamma}} \frac{dt}{t} \operatorname{Li}_2 (\mathcal{X}_{\gamma}) - V_{\gamma\Lambda} \xi_{\Lambda} J_{\gamma}^{(1)} - \frac{72}{2} Z_{\gamma} J_{\gamma}^{(1)} \right] \\
&+ \frac{1}{16\pi^2} \sum_{\gamma'} \Omega_{\gamma'} \left( p_{\Lambda} J_{\gamma}^{(1)} V_{\gamma'\Lambda} J_{\gamma'}^{(1)} - \langle \gamma, \gamma' \rangle \int_{\ell_{\gamma}} D_{\gamma}^{(1)} \left[ t \right] \int_{\ell_{\gamma'}} D_{\gamma'}^{(1)} \left[ t' \right] \frac{t + t'}{t - t'} \right],
\end{align}

where we introduced a useful shorthand notation

\begin{equation}
V_{\gamma\Lambda} = q_{\Lambda} - F_{\Lambda\Sigma} p_{\Sigma}.
\end{equation}

2. Using these coefficients, it is straightforward to compute the basis of (1,0) forms (B.5). However, it can be further simplified since one can drop all terms proportional to
\[ \pi^a = dz^a \] in other basis elements. Furthermore, it turns out to be convenient to add to \( \tilde{\pi}_n \) the term \(-i/2 \xi^{A}\bar{\pi}_A \). As a result, one arrives at the following basis
\[ \begin{align*}
dz^a, \\
Y_A = d\tilde{\zeta}_A - F_{\Lambda\Sigma}dz^\Sigma - \frac{1}{8\pi^2} \sum_\gamma \Omega_\gamma \left( q_\Lambda - p^\Sigma F_{\Lambda\Sigma} \right) dz_{\gamma}^{(1)}, \\
\Sigma = dr + 2c \log \frac{\tau_2}{2} + i\left( d\sigma + \tilde{\zeta}_A dz^A - \zeta^A d\tilde{\zeta}_A \right) \\
+ \frac{i}{32\pi^2} \sum_\gamma \Omega_\gamma \left[ J_{\gamma}^{(1,-)} dz_{\gamma} - \tau_2 Z_{\gamma} dz_{\gamma}^{(1,+)} + \frac{1}{8\pi^2} \sum_{\gamma'} \Omega_{\gamma'} (\gamma, \gamma') J_{\gamma}^{(1)} dz_{\gamma}^{(1)} \right].
\end{align*} \] (B.26)

3. Substituting the Laurent coefficients (B.24) into (B.6), one obtains the explicit expression for the components of the SU(2) connection:
\[ \begin{align*}
p_+ &= \frac{i\tau_2}{8r} z^A Y_A = \frac{i\tau_2}{8r} \left[ z^A \left( d\tilde{\zeta}_A - F_{\Lambda\Sigma}dz^\Sigma \right) - \frac{1}{8\pi^2} \sum_\gamma \Omega_\gamma Z_{\gamma} dz_{\gamma}^{(1)} \right], \\
p_3 &= \frac{1}{8r} \left[ d\sigma + \tilde{\zeta}_A dz^A - \zeta^A d\tilde{\zeta}_A + \frac{i\tau_2}{2} e^{-K} A_K - \frac{\tau_2}{8\pi^2} \sum_\gamma \Omega_\gamma \left( J_{\gamma}^{(1,+)} dz_{\gamma} - J_{\gamma}^{(1,-)} d\bar{Z}_{\gamma} \right) \\
&+ \frac{1}{64\pi^4} \sum_{\gamma,\gamma'} \Omega_\gamma \Omega_{\gamma'} (\gamma, \gamma') J_{\gamma}^{(1)} dz_{\gamma}^{(1)} \right], \tag{B.27}
\end{align*} \]

where we introduced the Kähler connection on the complex structure moduli space
\[ A_K = \frac{i}{2} (K_a dz^a - K_a d\bar{z}^a) = \frac{i}{2} e^K N_{\Lambda\Sigma} (z^A dz^\Sigma - \bar{z}^\Sigma d\bar{z}^A). \tag{B.28} \]

4. The SU(2) connection allows to find the quaternionic 2-form (B.7):
\[ \begin{align*}
\omega_3 &= \frac{1}{4\tau_2^2} dr \wedge \left[ d\sigma + \tilde{\zeta}_A dz^A - \zeta^A d\tilde{\zeta}_A - \frac{\tau_2}{8\pi^2} \sum_\gamma \Omega_\gamma \left( J_{\gamma}^{(1,+)} dz_{\gamma} - J_{\gamma}^{(1,-)} d\bar{Z}_{\gamma} \right) \\
&+ \frac{1}{64\pi^4} \sum_{\gamma,\gamma'} \Omega_\gamma \Omega_{\gamma'} (\gamma, \gamma') J_{\gamma}^{(1)} dz_{\gamma}^{(1)} \right] + \frac{\tau_2}{8r} e^{-K} dr \wedge A_K \\
&+ \frac{1}{2r} \left( d\zeta^A \wedge d\tilde{\zeta}_A - \frac{i\tau_2}{4} N_{\Lambda\Sigma} dz^\Lambda \wedge d\bar{z}^\Sigma + \frac{i\tau_2}{8r} \bar{z}^A \bar{z}^\Sigma Y_\Lambda \wedge \bar{Y}_\Sigma \right) \\
&+ \frac{1}{32\pi^2 r} \sum_\gamma \Omega_\gamma \left( dz_{\gamma}^{(1,+)} \wedge dz_{\gamma}^{(1,+)} - d(\tau_2 Z_{\gamma}) \right) \\
&- \frac{1}{256\pi^2 r} \sum_{\gamma,\gamma'} \Omega_\gamma \Omega_{\gamma'} (\gamma, \gamma') dz_{\gamma}^{(1)} \wedge dz_{\gamma}^{(1)}. \tag{B.29}
\end{align*} \]

The last step, which is supposed to bring \( \omega_3 \) into the form (B.8), is technically very complicated. Therefore, we relegate it into the next separate subsection.
B.4 The last step

The main complication arising due to mutual non-locality is that it is impossible to get $X_\gamma$ in a closed form. However, what is crucial for the derivation of the metric is not $X_\gamma$ itself, but its differential. From (B.10) one can derive an integral equation which it satisfies. This equation is simpler than the original equation on $X_\gamma$ because it is linear, and its solution can be given in terms certain $t$-dependent matrices on the charge lattice, i.e. matrices acting on the (infinite-dimensional) space of vectors whose components are enumerated by charges. More precisely, we define them as the following infinite series of nested integrals

\[
\mathcal{I}^{(0)}_{\gamma_\gamma'}(t_0) = \delta_{\gamma_\gamma'} + \sum_{n=1}^{\infty} \left( \frac{i}{4\pi} \right)^n \sum_{\gamma_0=\gamma, \gamma_n=\gamma'} \prod_{k=1}^{n} \Omega_{\gamma_k} \langle \gamma_{k-1}, \gamma_k \rangle \int_{t_0}^{t_k} \mathcal{D}^{(2)}_{\gamma_k} [t_k] \frac{t_{k-1} + t_k}{t_{k-1} - t_k}, \tag{B.30}
\]

\[
\mathcal{I}^{(\pm)}_{\gamma_\gamma'}(t_0) = \delta_{\gamma_\gamma'} + \sum_{n=1}^{\infty} \left( \frac{i}{4\pi} \right)^n \sum_{\gamma_0=\gamma, \gamma_n=\gamma'} \prod_{k=1}^{n} \Omega_{\gamma_k} \langle \gamma_{k-1}, \gamma_k \rangle \int_{t_0}^{t_k} \mathcal{D}^{(2)}_{\gamma_k} [t_k] \frac{t_{k-1} + t_k}{t_{k-1} - t_k}. \tag{B.31}
\]

They can be checked to satisfy the simple conjugation properties

\[
\mathcal{I}^{(0)}_{\gamma_\gamma'}(1/t) = \mathcal{I}^{(0)}_{-\gamma_-\gamma'}(t), \quad \mathcal{I}^{(\pm)}_{\gamma_\gamma'}(1/t) = \mathcal{I}^{(-)}_{-\gamma_-\gamma'}(t). \tag{B.32}
\]

Applying the differential operator to the integral equation (B.10) and performing iterations, one finds that these matrices encode the differential of the Darboux coordinates:

\[
-\frac{1}{2\pi i} \frac{d \log \omega(t)}{dt} = \sum_{\gamma'} \left[ \mathcal{I}^{(0)}_{\gamma'\gamma}(t) d\Theta_{\gamma'} + \frac{\tau_2}{2} \left( t^{-1} \mathcal{I}^{(+)\gamma}(t) dZ_{\gamma'} - t \mathcal{I}^{(-)\gamma}(t) d\bar{Z}_{\gamma'} \right) \right. \tag{B.33}
\]

\[
+ \frac{1}{2} \left( t^{-1} \mathcal{I}^{(+)\gamma}(t) Z_{\gamma'} - t \mathcal{I}^{(-)\gamma}(t) \bar{Z}_{\gamma'} \right) dt_2 \bigg].
\]

Note that all the matrices (B.30) collapse to $\delta_{\gamma_\gamma'}$ under the condition of mutual locality. This implies that most of our general results can be obtained from the equations in [25] by insertion of these matrices in proper places. Due to this reason we will not repeat the calculation which is similar to the one done in [25, appendix B.3] and showing how to arrive at the representation (B.8) for $\omega_3$. Instead, we just give the final result which, upon substitution of all definitions, can be checked to reproduce the initial expression (B.29). But first we need to introduce several notations which allow to write the result in a readable form.

- First, we define a simple matrix constructed from the vector (B.25)

\[
Q_{\gamma_\gamma'} = V_{\gamma A} N^{A\Sigma} V_{\gamma'\Sigma} + \frac{i}{2} \langle \gamma, \gamma' \rangle.
\tag{B.33}
\]

- Next, we introduce an integrated version of the matrices (B.30)

\[
v^{(\pm)}_{\gamma_\gamma'} = \frac{\Omega_{\gamma}}{4\pi} \int_{t_0}^{t} \mathcal{D}^{(2)}_{\gamma} [t] \mathcal{I}^{(\pm)}_{\gamma_\gamma}(t), \quad v^{(\pm,n)}_{\gamma_\gamma'} = (\pm 1)^n \frac{\Omega_{\gamma}}{4\pi} \int_{t_0}^{t} \mathcal{D}^{(2)}_{\gamma} [t] t^{\mp n} \mathcal{I}^{(\pm)}_{\gamma_\gamma}(t). \tag{B.34}
\]
Not all of them are actually independent since it is easy to check that they satisfy the following properties:

- the matrices $v_{\gamma'\gamma'}$, $v_{\gamma'\gamma'}^{(+,2)}$ and $v_{\gamma'\gamma'}^{(-,2)}$ are symmetric;
- identities under transposition

\[
v_{\gamma'\gamma'}^{(+1)} = v_{\gamma'\gamma}^{(-1)} = v_{\gamma'\gamma}^{(1)} = v_{\gamma'\gamma}^{(-1)}; \quad (B.35)
\]

- identity involving the central charge

\[
\sum_{\gamma'} \left( Z_{\gamma'} v_{\gamma'\gamma}^{(+1)} - \bar{Z}_{\gamma'} v_{\gamma'\gamma}^{(-1)} \right) = \sum_{\gamma'} \left( Z_{\gamma'} v_{\gamma'\gamma}^{(1)} - \bar{Z}_{\gamma'} v_{\gamma'\gamma}^{(-1)} \right) = 0. \quad (B.36)
\]

- Then we combine the matrices defined above into a new object

\[
\mathcal{M}_{\gamma'\gamma} = \delta_{\gamma'\gamma} - 2 \sum_{\gamma''} q_{\gamma'\gamma''} v_{\gamma''\gamma}.
\quad (B.37)
\]

We are really interested in the inverse of this matrix which can always be found by an expansion treating the second term as a perturbation. Note that although $\mathcal{M}_{\gamma'\gamma}$ is not symmetric, the matrix product $(v \mathcal{M})_{\gamma'\gamma}$ is symmetric. In fact, the product $(v \mathcal{M}^{-1})_{\gamma'\gamma}$ is also symmetric which can be shown by expanding $\mathcal{M}^{-1}$ so that

\[
(v \mathcal{M}^{-1})_{\gamma'\gamma} = v_{\gamma'\gamma} + 2(vQv)_{\gamma'\gamma} + 4(vQvQv)_{\gamma'\gamma} + \cdots. \quad (B.38)
\]

Analogously, $(\mathcal{M}^{-1}Q)_{\gamma'\gamma}$ is symmetric as well. Using this property, one can also find the following useful identity

\[
2v \mathcal{M}^{-1}Q = 2(v \mathcal{M}^{-1})^T Q = 2\mathcal{M}^{-T} vQ = \mathcal{M}^{-T} (\delta - \mathcal{M}^T) = \mathcal{M}^{-T} - \delta. \quad (B.39)
\]

- It is convenient also to introduce two vectors

\[
z_{\gamma} = \sum_{\gamma'} \left( Z_{\gamma'} v_{\gamma'\gamma}^{(1)} + \bar{Z}_{\gamma'} v_{\gamma'\gamma}^{(-1)} \right), \quad \mathcal{W}_{\gamma} = 4\pi \sum_{\gamma'} \left[ \bar{Z}_{\gamma'} v_{\gamma'\gamma}^{(+1)} - \sum_{\tilde{\gamma},\tilde{\gamma}'} z_{\tilde{\gamma}} \mathcal{M}^{-1}_{\tilde{\gamma}\tilde{\gamma}'} Q_{\tilde{\gamma}\tilde{\gamma}'} v_{\tilde{\gamma}'}^{(+1)} \right] \quad (B.40)
\]

and a potential

\[
U = e^{-K} - 2 \sum_{\gamma'\gamma} v_{\gamma'\gamma}^{(+1)} \bar{Z}_{\gamma'} Z_{\gamma'} + \sum_{\gamma'\gamma'} z_{\gamma} (M^{-1}Q)_{\gamma'\gamma'} z_{\gamma'}, \quad (B.41)
\]

which is a real function due to the property (B.35).

- Besides, we define several 1-forms. The first one is a certain linear combination of the differentials of the RR-fields

\[
\mathcal{C}_{\gamma} = N^{\Lambda\Sigma} (q_\Lambda - \text{Re} F_{\Lambda\Sigma \bar{\bar{\Sigma}}} \left( \text{d} \bar{\zeta}_{\Sigma} - \text{Re} F_{\Sigma \Theta} \text{d} \zeta^\Theta \right)) + \frac{1}{4} N^{\Lambda\Sigma} p^A \text{d} \zeta_{\Sigma}, \quad (B.42)
\]

\[-45-\]
which is built in the way analogous to $Q_{\gamma \gamma'}$ (B.33). The second, which we call $\mathcal{V}$, appears explicitly in the HM metric (2.31) as the quantum part of the connection on the circle bundle parametrized by the NS-axion $\sigma$. In terms of $C_\gamma$ and the other quantities introduced above, it reads

$$
\mathcal{V} = \frac{\tau_2}{2} e^{-\kappa} \left( 1 - \frac{16 r}{\tau_2^2 U} \right) A_K + \frac{16 r}{\tau_2 U} \sum_{\gamma, \gamma'} z_{\gamma'} \mathcal{M}_{\gamma'\gamma}^{-1} \left( C_\gamma - \frac{i}{16 \pi^2} \sum_{\gamma''} \Omega_{\gamma''} (\gamma, \gamma') dJ_{\gamma''}^{(1)} \right) + \frac{2r}{\pi i U} \sum_{\gamma} \left[ (V_\gamma + \frac{\tau_2 U}{16 \pi^2 r} \Omega_\gamma J_{\gamma}^{(1,+)}) dZ_\gamma - (V_\gamma + \frac{\tau_2 U}{16 \pi^2 r} \Omega_\gamma J_{\gamma}^{(1,-)}) d\bar{Z}_\gamma \right].
$$

(B.43)

Finally, we introduce

$$
\mathcal{Y}_\gamma = i N^{\Lambda \Sigma} \bar{V}_{\gamma \Lambda} \mathcal{Y}_\Sigma
$$

$$
= i C_\gamma - \frac{1}{2} d\Theta_\gamma - \frac{i}{8 \pi^2} \sum_{\gamma'} \Omega_{\gamma'} \left( Q_{\gamma \gamma'} + \frac{i}{2} (\gamma, \gamma') \right) dJ_{\gamma'}^{(1)},
$$

(B.44)

$$
\bar{\Sigma} = 2 \left( 1 - \frac{8 r}{\tau_2^2 U} \right) dr + \frac{i}{4} \left( d\sigma + \bar{\zeta}_\Lambda d\zeta^\Lambda - \zeta \bar{\zeta}_\Lambda \bar{\zeta}^\Lambda + \frac{1}{64 \pi^2} \sum_{\gamma, \gamma'} \Omega_\gamma \Omega_{\gamma'} (\gamma, \gamma') J_{\gamma}^{(1)} dJ_{\gamma'}^{(1)} + \mathcal{V} \right).
$$

Both these 1-forms are of (1,0) Dolbeault type. Whereas this is evident for $\mathcal{Y}_\gamma$, for $\bar{\Sigma}$ this follows from the following representation

$$
\bar{\Sigma} = \Sigma + f_\Lambda dz^\Lambda + g^\Lambda \mathcal{Y}_\Lambda
$$

(B.45)

with

$$
f_\Lambda = \left( \frac{\tau_2}{8} - \frac{2r}{U} \right) N^{\Lambda \Sigma} \bar{z}^\Sigma + \frac{1}{\pi} \sum_{\gamma} \left( \frac{\tau_2}{16 \pi^2} \Omega_\gamma J_{\gamma}^{(1,+)} + \frac{r}{U} V_\gamma \right) V_{\gamma \Lambda},
$$

(B.46)

$$
g^\Lambda = \frac{4ir}{\tau_2 U} N^{\Lambda \Sigma} \sum_{\gamma, \gamma'} z_{\gamma'} \mathcal{M}_{\gamma'\gamma}^{-1} \bar{V}_{\gamma'\Sigma}.
$$

In terms of all these notations, one can show that the quaternionic 2-form (B.29) can be rewritten as

$$
\omega_3 = \frac{i \bar{\Sigma} \wedge \bar{\Sigma}}{4r^2 \left( 1 - \frac{8r}{\tau_2^2 U} \right)} - \frac{i}{2r} \left( N^{\Lambda \Sigma} - \frac{\tau_2}{8r} \bar{z}^\Sigma \right) \mathcal{Y}_\Lambda \wedge \bar{\mathcal{Y}}_\Sigma - \frac{i}{r} \sum_{\gamma, \gamma'} (v_{\gamma} \mathcal{M}^{-1})_{\gamma' \gamma} \mathcal{Y}_\gamma \wedge \bar{\mathcal{Y}}_{\gamma'},
$$

$$
+ \frac{1}{2r} U \sum_{\gamma} \left( (z_{\gamma} \mathcal{M}^{-1})_{\gamma} \mathcal{Y}_\gamma + \frac{\tau_2}{4r} V_{\gamma} dZ_\gamma \right) \wedge \sum_{\gamma'} \left( (z_{\gamma'} \mathcal{M}^{-1})_{\gamma'} \bar{\mathcal{Y}}_{\gamma'} + \frac{\tau_2}{4r} \bar{V}_{\gamma'} d\bar{Z}_{\gamma'} \right)
$$

$$
+ \frac{1}{2r} \sum_{\gamma, \gamma', \gamma''} \mathcal{M}_{\gamma' \gamma}^{-1} \left[ v_{\gamma''}^{(+1)} (dZ_{\gamma''} - U^{-1} Z_{\gamma''} d\bar{e}^{-K}) \wedge \bar{\mathcal{Y}}_{\gamma'} + \mathcal{Y}_{\gamma'} \wedge v_{\gamma''}^{(-1)} (dZ_{\gamma''} - U^{-1} Z_{\gamma''} d\bar{e}^{-K}) \right]
$$

$$
+ \frac{i \tau_2}{8r} \left[ U^{-1} d\bar{e}^{-K} \wedge d\bar{e}^{-K} - N_{\Lambda \Sigma} d\bar{z}^\Lambda \wedge d\bar{z}^\Sigma - \frac{1}{2\pi U} \sum_{\gamma} (V_\gamma dZ_\gamma \wedge \bar{d}\bar{e}^{-K} + \bar{d}e^{-K} \wedge \bar{V}_{\gamma} d\bar{Z}_\gamma) \right]
$$

$$
+ \frac{i \tau_2}{4r} \sum_{\gamma''} v_{\gamma''}^{(+1)} dZ_{\gamma''} \wedge d\bar{Z}_{\gamma''} + \frac{i \tau_2}{2r} \sum_{\gamma, \gamma'} (\mathcal{M}^{-1} Q)_{\gamma \gamma'} \cdot \sum_{\gamma''} v_{\gamma''}^{(-1)} dZ_{\gamma''} \wedge \sum_{\gamma'} v_{\gamma' \gamma''}^{(-1)} dZ_{\gamma''}.
$$

(B.47)
All terms appearing in this representation are explicitly of (1,1) Dolbeault type. Therefore, one can apply the rule (B.8) which immediately produces the metric (2.31) given in the main text.

C Metric on $\mathcal{M}'_H$

In this appendix we derive the rigid limit of the D-instanton corrected HM metric (2.31) and uncover its geometric structure. As discussed in section 2.3.1, in this limit some of worldsheet and D-instantons actually decouple and therefore we should restrict our attention only to the charges $\gamma$ belonging to the lattice $\Gamma_{\text{rig}} = \{ \gamma = (0, p^I, q_I, q_0) \}$. This means that in all sums over charges appearing in (2.31) the condition $\gamma \in \Gamma_{\text{rig}}$ should be inserted.

C.1 Scaling behavior

Let us first find the scaling behavior of various quantities entering the metric. Noticing that the quantum part of the prepotential (2.26) remains finite, for the real and imaginary parts of its second derivative one obtains

$$\Re F_{\Lambda \Sigma} \sim \begin{pmatrix} \Lambda^2 & \Lambda^2 & 1 \\ \Lambda^2 & 1 & 1 \\ 1 & 1 & 1 \end{pmatrix}, \quad N_{\Lambda \Sigma} \sim \begin{pmatrix} \Lambda^3 & \Lambda & 1 \\ \Lambda & 1 & 1 \\ 1 & 1 & 1 \end{pmatrix},$$

where the rows and columns correspond to the splitting of the index $\Lambda = (0, \hat{A}, I)$.

To get the scaling of the inverse matrix $N_{\Lambda \Sigma}$, one can split $N_{\Lambda \Sigma}$ into its classical part $N_{\Lambda \Sigma}^{\text{cl}}$ given in (A.3) and the part $N_{\Lambda \Sigma}^{q}$ encoding the quantum corrections. After that the expansion

$$N^{-1} = (N^{\text{cl}})^{-1} - (N^{\text{cl}})^{-1} N^{q} (N^{\text{cl}})^{-1} + \ldots$$

together with the explicit expression for the $(N^{\text{cl}})^{-1}$ (A.5) and the scaling (2.18), result in

$$N_{\Lambda \Sigma}^{\Lambda \Sigma} \sim \begin{pmatrix} \Lambda^{-3} & \Lambda^{-3} & \Lambda^{-3} \\ \Lambda^{-3} & \Lambda^{-1} & \Lambda^{-1} \\ \Lambda^{-3} & \Lambda^{-1} & 1 \end{pmatrix}.$$ (C.3)

Similarly, for the gauge coupling matrix one obtains

$$\Re \, N_{\Lambda \Sigma} \sim 1, \quad \Im \, N_{\Lambda \Sigma} \sim \begin{pmatrix} \Lambda^3 & \Lambda & 1 \\ \Lambda & 1 & 1 \\ 1 & 1 & 1 \end{pmatrix}, \quad \Im \, N_{\Lambda \Sigma}^\Lambda \sim \begin{pmatrix} \Lambda^{-3} & \Lambda^{-3} & \Lambda^{-3} \\ \Lambda^{-3} & \Lambda^{-1} & \Lambda^{-1} \\ \Lambda^{-3} & \Lambda^{-1} & 1 \end{pmatrix}.$$ (C.4)

In particular, the scaling of the inverse matrices implies that

$$N^{I J} = -\frac{1}{2} g^{I J} + O(\Lambda^{-1}), \quad T^{I J} = -g^{I J} + O(\Lambda^{-1}),$$

where $g^{I J}$ is the inverse of $g_{I J} = -\frac{1}{2} N_{I J}$.
Combining the condition $\gamma \in \Gamma_{\text{rig}}$ with these results, it is easy to see that the central charge $Z_\gamma$ remains finite and unaffected by the limit so as the vectors $V_{\Lambda}$, $z_\gamma$ and the matrices $v_\gamma^{(\pm)}$, $v_\gamma^{(\pm, n)}$, $M_\gamma^{(n)}$. The matrix $Q_{\gamma'\gamma}$ also remains finite, but simplifies because some components of the matrix $N^{\Lambda \Sigma}$ vanish.

$$Q_{\gamma'\gamma} = \frac{1}{4} N_{IJ} p^I p^J + N_{IJ} (q_I - \text{Re} F_{IK} p^L) (q_J - \text{Re} F_{JL} p^L) + O(\Lambda^{-1}).$$

The four-dimensional dilaton (coinciding with the contact potential) $r$ and the potential $U$ (B.41) have the leading contributions scaling as $\Lambda^3$.

An important role is played by the one-form $Y_\Lambda$ (B.26). However, its components have too different scaling and, instead of working with them, it turns out to be more convenient to introduce two real one-forms, $y_\Lambda$ and $w_\Lambda$, defined by

$$Y_\Lambda = y_\Lambda - F_{\Lambda \Sigma} w^\Sigma.$$  

Their explicit expressions are

$$y_\Lambda = d\xi_\Lambda - i \frac{1}{4\pi^2} \sum_{\gamma \in \Gamma_{\text{rig}}} \Omega_\gamma \left( \frac{1}{4} N_{\Sigma \Lambda} p^\Sigma - \text{Re} F_{\Lambda \Lambda'} N^{\Lambda \Sigma} \text{Re} V_{\gamma \Sigma} \right) dJ_\gamma^{(1)},$$

$$w_\Lambda = d\xi_\Lambda + i \frac{1}{4\pi^2} \sum_{\gamma \in \Gamma_{\text{rig}}} \Omega_\gamma N^{\Lambda \Sigma} \text{Re} V_{\gamma \Sigma} dJ_\gamma^{(1)},$$

and it is easy to check that in the limit they both remain finite except one contribution in $y_0$ which scales as $\Lambda$. It turns out that the one-forms $C_\gamma$ (B.42) and $Y_\gamma$ (B.44) also have a divergent piece which is determined by the same quantity. Thus, the three one-forms can be written as

$$y_0 = -i \frac{1}{4\pi^2} \sum_{\gamma \in \Gamma_{\text{rig}}} \Omega_\gamma C_\gamma dJ_\gamma^{(1)} + y_0^{(0)}, \quad C_\gamma = C_\gamma^{(0)} + C_\gamma^{(0)}, \quad Y_\gamma = i C_\gamma w^\Lambda + Y_\gamma^{(0)},$$

where

$$C_\gamma = - \text{Re} F_{0 \Lambda} N^{A \Lambda} (q_\Lambda - \text{Re} F_{\Lambda \Sigma} p^\Sigma)$$

diverges, whereas $y_0^{(0)}$, $C_\gamma^{(0)}$ and $Y_\gamma^{(0)}$ are all finite.

### C.2 Evaluation of the limit

Before we apply the scaling results from the previous subsection to the metric (2.31), it is convenient to rewrite the second term on the first line using (C.7). Then it becomes

$$-\frac{1}{r} \left( N^{\Lambda \Sigma} + \frac{7}{8} \frac{2}{r^2} z^{\Lambda} z^{\Sigma} \right) \mathcal{Y}_\Lambda \mathcal{Y}_\Sigma = -\frac{1}{2r} \text{Im} N^{\Lambda \Sigma} (y_\Lambda - \text{Re} N_{\Lambda \Lambda'} w^{\Lambda'}) (y_\Lambda - \text{Re} N_{\Lambda \Lambda'} w^{\Lambda'})$$

$$-\frac{1}{2r} \text{Im} N^{\Lambda \Sigma} w^{\Lambda} w^{\Sigma} + \frac{7}{8} \frac{2}{r^2} \left( 1 - \frac{16r}{r^2} e^A \right) |z^{\Lambda} y_\Lambda|^2.$$

---

Note that not all terms in $C_\gamma$ scale as $\Lambda$. Some of them stay finite or even decay, but we find convenient to combine all of them into one expression. What is important is the behavior of the leading contribution.
Note that the coefficient of the last term is given by

$$1 - \frac{16r}{\tau_2^2} e^K = \frac{e^K}{\tau_2^2} \left[ \frac{\chi_0}{12\pi} + \frac{i\tau_2}{4\pi^2} \sum_{\gamma \in \Gamma_{rig}} \Omega_\gamma \left( Z_\gamma \mathcal{J}_\gamma^{(1,+)} + Z_\gamma \mathcal{J}_\gamma^{(1,-)} \right) \right]$$  \hfill (C.12)

and scales as $\Lambda^{-3}$.

The Lagrangian based on the metric (2.31) can be represented as in (2.20)\textsuperscript{16}

$$\mathcal{L}_{\text{bos}} = -\frac{\sqrt{-g}\sqrt{\tau_2}}{4\kappa^2 r} (\mathcal{L}_+ + \mathcal{L}_0 + \mathcal{L}_-),$$  \hfill (C.13)

where the three terms in the brackets correspond to divergent, finite and vanishing contributions, respectively. Taking the gravitation coupling $\kappa^2$ to scale as $\Lambda^{-3}$, one ensures that the prefactor is constant. Then the contribution $\mathcal{L}_-$ drops out and we will not specify its form since it is completely irrelevant. On the other hand, the divergent part $\mathcal{L}_+$ imposes strongly classical equations of motion which lead to the freezing of some fields. To compute its effect, let us first denote

$$A = -\mathcal{I}_{00} - 4 \sum_{\gamma, \gamma' \in \Gamma_{rig}} (v\mathcal{M}^{-1})_{\gamma\gamma'} C_{\gamma} C_{\gamma'},$$  \hfill (C.14)

$$B = \mathcal{I}_{0A} w^A + i\tau_2 \sum_{\gamma, \gamma', \gamma'' \in \Gamma_{rig}} \mathcal{M}_{\gamma\gamma'}^{-1} \left[ v_{\gamma\gamma''}^{(1)} dZ_{\gamma''} - v_{\gamma\gamma''}^{(-1)} d\bar{Z}_{\gamma''} \right] C_{\gamma'} + 4 \sum_{\gamma, \gamma' \in \Gamma_{rig}} (v\mathcal{M}^{-1})_{\gamma\gamma'} C_{\gamma} \text{Im} \mathcal{J}_{\gamma'}^{(0)}$$

and redefine $w^0$ as

$$\hat{w}^0 = w^0 - A^{-1}B.$$  \hfill (C.15)

One can show that in terms of these notations, $\mathcal{L}_+$ can be represented as

$$\sqrt{\tau_2}\mathcal{L}_+ = 2r \left( 1 - \frac{8r}{\tau_2^2 U} \right) (\partial_\mu \log r)^2 + \frac{A}{2} (\hat{w}^0_\mu)^2 - \frac{\mathcal{I}_{AB}}{2} w^A_w \hat{w}_w^B - \frac{\tau_2^2}{4} N_{AB} \partial_\mu z^A \partial_\mu z^B$$  \hfill (C.16)

and leads to very simple equations of motion

$$\partial_\mu \log r = 2\partial_\mu \log r_\tau + O(\Lambda^{-1}) = O(\Lambda^{-3}),$$

$$\hat{w}^0_\mu = \partial_\mu \zeta^0 + O(\Lambda^{-2}) = O(\Lambda^{-3}),$$

$$w^A_\mu = \partial_\mu \zeta^A + O(\Lambda^{-1}) = O(\Lambda^{-1}),$$

$$\partial_\mu z^A = O(\Lambda^{-1}).$$  \hfill (C.17)

The non-vanishing r.h.s. of these equations correspond to the omitted contributions coming from $\mathcal{L}_0 + \mathcal{L}_-$, and the power of $\Lambda$ is determined by the growth rate of the coefficients in (C.16), which follows from the results of the previous subsection and that $A \sim \Lambda^3$, $B \sim \Lambda$. Thus, in the leading approximation the fields $r_\tau$, $\zeta^0 = \tau_1$, $\zeta^A$ and $z^A$ become frozen and have vanishing variations. Furthermore, substituting (C.17) back into $\mathcal{L}_+$ (C.16), one finds that it behaves as $O(\Lambda^{-1})$ and thus does not contribute to $\mathcal{L}_0$.

\textsuperscript{16}Again the factor $\sqrt{\tau_2}$ is included to preserve the modular symmetry.
Finally, let us turn to the finite part of the Lagrangian. Imposing the equations (C.17) and taking into account that $\text{Re} \mathcal{N}_{IJ} = \text{Re} F_{IJ} + O(\Lambda^{-1})$, the metric corresponding to $\mathcal{L}_0$ reduces to

$$\sqrt{2} d\mathcal{M}^2_{\mu} = \frac{\tau^2}{2} g_{IJ} dz^I d\bar{z}^J + \frac{1}{2} g_{IJ} \omega^{IJ} + \frac{1}{2} g^{IJ} \left( y_I - \text{Re} F_{IKL}^J \right) \left( y_J - \text{Re} F_{JL} \right)$$

$$+ \frac{\tau^2}{2} \sum_{\gamma, \gamma', \gamma''} \mathcal{M}_{\gamma \gamma'}^{-1} \left[ \nu^{(+)\gamma'} d' Z_{\gamma'} \nu^{(+,-)\gamma} + \nu^{(-,-)\gamma} d' Z_{\gamma} \nu^{(-,+)\gamma'} \right] - 2 \sum_{\gamma, \gamma'} \left( \nu^{-1} \right)_{\gamma \gamma'} d' \bar{Z}_{\gamma} \nu^{(-,+)\gamma'}.$$

(C.18)

Here the differential $d'$ acts only on the fields $z^I$, $\zeta^I$, and $\bar{\zeta}^I$, and we defined

$$y_I^J = d' \bar{\zeta}^I + \frac{i}{8 \pi^2} \sum_{\gamma \in \Gamma_{\text{rig}}} \gamma_I \left( g_{IJ} y_J^P - \text{Re} F_{IJ} g^{J\bar{K}} \left( q_{\bar{J}} - \text{Re} F_{KLP}^J \right) \right) d' \mathcal{J}_P^J,$$

$$w^{IJ} = d' \zeta^I - \frac{i}{8 \pi^2} \sum_{\gamma \in \Gamma_{\text{rig}}} \gamma_I g^{IJ} \left( q_J - \text{Re} F_{JKP}^I \right) d' \mathcal{J}_P^J,$$

(Y.\gamma = - \frac{1}{2} G^{IJ} (q_I - F_{IKP}^J) \nu^{IJ},

where, similarly to (C.7), we have

$$\nu^J_I = y_I^J - F_{IJ} w^J \nu^J_I = d' \bar{\zeta}^I - F_{IJ} d' \zeta^J - \frac{1}{8 \pi^2} \sum_{\gamma \in \Gamma_{\text{rig}}} \gamma_I (q_I - F_{IJ} p^J) d' \mathcal{J}_P^J.$$ (C.20)

Then, using the identity

$$g_{IJ} w^{IJ} + g^{IJ} (y_I - F_{IKL}^J) (y_J - F_{JL}) = g^{IJ} y^J_I y^J_I,$$

which coincides with the finite part of (C.11), one can rewrite the metric (C.18) precisely as in (2.32).

### C.3 HK structure

Now we want to prove that the limiting space $\mathcal{M}_H'$ is an HK manifold. For this purpose, it is enough to show that it carries a holomorphic symplectic structure, which in turn can be achieved by constructing a globally defined holomorphic symplectic form on the trivial $\mathbb{C}P^1$ bundle over $\mathcal{M}_H'$, which gets interpretation of the twistor space. Such symplectic form has a representation

$$\Omega = i t^{-1} \omega'_+ + \omega'_3 + i t \omega'_-,$$ (C.22)

where $t$ is the stereographic coordinate on $\mathbb{C}P^1$. Then the metric (2.32) must be such that $\omega'_+$ is the Kähler form in the complex structure in which $\omega'_+$ is holomorphic.

To find such $\Omega$, note that locally it can always be trivialized by the choice of Darboux coordinates

$$\Omega = d\eta^I_{[i]} \wedge d\mu^I_{[i]},$$ (C.23)
where, as usual, the index \( i \) labels open patches of an atlas on the twistor space. Thus, what we need is to specify a consistent set of Darboux coordinates. We claim that one recovers the metric (2.32) if one identifies these Darboux coordinates away from the poles of \( \mathbb{C}P^1 \) with the corresponding Darboux coordinates on the twistor space of the initial QK manifold \( \mathcal{M}_H \), i.e. one takes

\[
\eta^I(t) = \xi^I(t), \quad \mu_I(t) = \tilde{\xi}_I(t),
\]

whereas the Darboux coordinates around \( t = 0 \) are obtained by applying a holomorphic symplectic transformation (cf. (B.22)) with the generating function given by

\[
H^\pm = \frac{\tau_2^2}{4t^2} f \left( \frac{2t}{\tau_2} \eta^\pm \right) + \mathcal{G}(\eta^\pm|\eta, \mu),
\]

where the prepotential \( f(z^I) \) is defined in (2.33). This identification is possible because, under the restriction \( \gamma \in \Gamma_{\text{rig}} \), the integral equations (B.10) fixing the Darboux coordinates on \( \mathcal{Z}_{\mathcal{M}} \) become a closed system for \( \xi^I \) and \( \tilde{\xi}_I \). They also involve \( \xi^0 \) and \( \xi^X \), but these Darboux coordinates are fixed in terms of the frozen fields and do not receive any quantum corrections (this happens because the components \( p^0 \) and \( p^X \) of the magnetic charge are taken to vanish)

\[
\xi^0 = \tau_1 + \frac{\tau_2}{2} (t^{-1} - t), \quad \xi^X = \xi^X + \frac{\tau_2}{2} (z^X t^{-1} - \bar{z}^X t).
\]

Besides, it is important to note that \( F_I(z) = f_I(z) \) due to the condition on the intersection numbers (2.8) and the restriction on the charges of worldsheet instantons. This makes it possible to replace (B.10) by

\[
X'_\gamma(t) = \exp \left[ -2\pi i \left( \Theta'_\gamma + \frac{\tau_2}{2} \left( Z'_\gamma t^{-1} - \bar{Z}'_\gamma t \right) \right) \right. \\
+ \left. \frac{1}{4\pi i} \sum_{\gamma' \in \Gamma_{\text{rig}}} \Omega_{\gamma'} \langle \gamma, \gamma' \rangle \int_{t'} \frac{dt'}{t'} \frac{t^{'2}}{t-t'} \log \left( 1 - X'_{\gamma'}(t') \right) \right],
\]

where

\[
X'_\gamma = \sigma_\gamma e^{-2\pi i (q_0 \zeta^0 + q_X z^X + q_{\eta^I} - p'_{\mu} \zeta^I)}, \\
\Theta'_\gamma = q_0 \tau_1 + q_X \zeta^X + q_{\xi^I} - p^f \zeta^I, \\
Z'_\gamma = q_0 + q_X z^X + q_{\xi^I} - p^f f_I(z).
\]

The resulting system of integral equations coincides with the equations for Darboux coordinates on the twistor space of the HK moduli space of a 4d \( N = 2 \) gauge theory compactified on a circle [46], which has flavor charges \( q_0 \) and \( q_X \) and is characterized by the holomorphic prepotential \( f(z^I) \).

Let us finally show that this twistorial construction indeed leads to the metric (2.32). To this end, we first perform the symplectic transformation generated by (C.25). Although it appears to be similar to the canonical transformation generated by (B.23) which we
encountered in the computation of the D-instanton corrected HM metric, they are not identical because the prepotential $f$ is not homogeneous in contrast to $F$. Keeping this difference in mind, computing the expansion coefficients of $\eta^{[t]}_i$ and $\mu^{[t]}_j$ around $t = 0$ and substituting them into

$$\omega_+^{I} = -id_\eta^{I,0} \wedge d\mu^{[+]}_I,$$
$$\omega_3^{I} = d_\eta^{I,0} \wedge d\mu^{[+]_I} + d_\eta^{I,-1} \wedge d\mu^{[+]_I}, \tag{C.29}$$

which follows from a combination of (C.22) and (C.23), one finds that the basis of $(1,0)$ forms encoding the complex structure $J_3'$ consists of $dz^I$ and $\mathcal{Y}^I_j$ (C.20), whereas the Kähler form $\omega'_3$ is given by

$$\omega'_3 = d\zeta^I \wedge d\tilde{\zeta}_I + \frac{i\tau_2}{2} g_{IJ} dz^I \wedge d\tilde{z}^J - \frac{1}{128\pi^2} \sum_{\gamma, \gamma' \in \Gamma_{\text{rig}}} \Omega_{\gamma} \Omega_{\gamma'} \langle \gamma, \gamma' \rangle d'\mathcal{J}_\gamma^{(1)} \wedge d'\mathcal{J}_{\gamma'}^{(1)} - \frac{1}{8\pi^2} \sum_{\gamma \in \Gamma_{\text{rig}}} \Omega_{\gamma} \left[ (q_I d\zeta^I - p_J d\tilde{\zeta}_J) \wedge d'\mathcal{J}_\gamma^{(1)} + \tau_2 dZ_\gamma \wedge d'\mathcal{J}_\gamma^{(1,+)}. \right] \tag{C.30}$$

Next we observe that the last term in (C.30) can be rewritten as

$$\frac{\tau_2}{16\pi^2} \sum_{\gamma \in \Gamma_{\text{rig}}} \Omega_{\gamma} \left( d'\mathcal{J}_\gamma^{(1,+) \wedge d'Z_\gamma - d'\mathcal{J}_\gamma^{(1,-)} \wedge d'\tilde{Z}_\gamma \right) = \frac{i\tau_2}{2} \sum_{\gamma, \gamma' \in \Gamma_{\text{rig}}} \left( d'\Theta_{\gamma} \wedge \left( \nu^{(+)}_{\gamma'} d'Z_{\gamma'} - \nu^{(-)}_{\gamma'} d'\tilde{Z}_{\gamma'} \right) + \tau_2 \nu^{(+)}_{\gamma'} d'Z_{\gamma'} \wedge d'\tilde{Z}_{\gamma'} \right), \tag{C.31}$$

Besides, one has

$$d\zeta^I \wedge d\tilde{\zeta}_I - \frac{1}{128\pi^2} \sum_{\gamma, \gamma' \in \Gamma_{\text{rig}}} \Omega_{\gamma} \Omega_{\gamma'} \langle \gamma, \gamma' \rangle d'\mathcal{J}_\gamma^{(1)} \wedge d'\mathcal{J}_{\gamma'}^{(1)}$$

$$= \frac{i}{2} g^{IJ} \mathcal{Y}^J \wedge \tilde{\mathcal{Y}}^J - 2i \sum_{\gamma, \gamma' \in \Gamma_{\text{rig}}} (v\mathcal{M}^{-1})_{\gamma\gamma'} \mathcal{Y}^J \wedge \tilde{\mathcal{Y}}^J$$

$$- \tau_2 \sum_{\gamma, \gamma' \in \Gamma_{\text{rig}}} \mathcal{M}^{-1}_{\gamma\gamma'} \left[ c'_{\gamma} - \frac{i}{16\pi^2} \sum_{\tilde{\gamma} \in \Gamma_{\text{rig}}} \Omega_{\tilde{\gamma}} \langle \gamma, \tilde{\gamma} \rangle d'\mathcal{J}_{\tilde{\gamma}}^{(1)} \right] \wedge \sum_{\tilde{\gamma} \in \Gamma_{\text{rig}}} \left( \nu^{(+)}_{\gamma'\tilde{\gamma}} d'Z_{\tilde{\gamma}} + \nu^{(-)}_{\gamma'\tilde{\gamma}} d'\tilde{Z}_{\tilde{\gamma}} \right), \tag{C.32}$$

where

$$C'_{\gamma} = -2g^{IJ} \left( q_I - \text{Re} \, F_{1K} p^K \right) \left( d\tilde{\zeta}_J - \text{Re} \, F_{jL} d\zeta^L \right) - \frac{1}{2} g_{IJ} p^J d\zeta^J. \tag{C.33}$$
Finally, we need also the following identity

\[
\sum_{\gamma, \gamma' \in \Gamma} \mathcal{M}_{\gamma \gamma'}^{-1} \left( v_{\gamma \gamma'}^{(+1)} d' Z_{\gamma'} ^{\gamma} \right) = - \sum_{\gamma, \gamma' \in \Gamma} \mathcal{M}_{\gamma \gamma'}^{-1} \left( \int \frac{1}{16 \pi} \Omega_{\gamma} (\gamma', \bar{\gamma}) \mathcal{J}^{(1)} + \left( v_{\gamma \gamma'}^{(+1)} d' Z_{\gamma'} ^{\gamma} + v_{\gamma \gamma'}^{(-1)} d' \bar{Z}_{\gamma'} ^{\gamma} \right) \right)
\]

which allows express terms with \( d' \Theta_{\gamma} \) and \( C' \) in terms of (1,0)-forms and their conjugate.

Collecting all these relations together and suing them in (C.30), one arrives at the following expression for the Kähler form

\[
\omega' = \frac{i \tau^2}{2} g_{IJ} dz^I \wedge d\bar{z}^J + \frac{i}{2} g_{IJ} \bar{Y}_I ^{\gamma} \wedge \bar{Y}_J ^{\gamma} - 2i \sum_{\gamma, \gamma' \in \Gamma} \left( v M^{-1} \right)_{\gamma \gamma'} Y_I ^{\gamma} \wedge \bar{Y}_J ^{\gamma'} + \frac{i \tau^2}{2} \sum_{\gamma, \gamma' \in \Gamma} \left( v M^{-1} \right)_{\gamma \gamma'} Y_I ^{\gamma} \wedge \bar{Y}_J ^{\gamma'} + \frac{i \tau^2}{2} \sum_{\gamma, \gamma' \in \Gamma} \left( v M^{-1} \right)_{\gamma \gamma'} Y_I ^{\gamma} \wedge \bar{Y}_J ^{\gamma'}
\]

It precisely corresponds to the metric (2.32).

D Torus reduction of 5d gauge theory

In this appendix we perform compactification of the five-dimensional action (3.2) on the torus. The spacetime metric \( g_{\mu \nu} \), whose signature in our conventions is \((- , +, +, +, +)\), is taken to be as in (3.11) where coordinates \( x^3 \) and \( x^4 \) parametrize the torus directions. The periodicity of holonomies under large gauge transformations is set to be \( 2\pi \), which makes natural to define the variables

\[
\tilde{\vartheta}_I ^{1} = \frac{1}{2\pi} \oint_{S^1_3} A_I ^{1} d x^3, \quad \tilde{\vartheta}_I ^{2} = \frac{1}{2\pi} \oint_{S^1_4} A_I ^{2} d x^4
\]

with period 1. Introducing

\[
\vartheta_I ^{1} = \tilde{\vartheta}_I ^{1} - \tau \tilde{\vartheta}_I ^{1}
\]

and assuming the independence of all fields on the torus coordinates, one finds that the kinetic term for vectors and the Chern-Simons term give, respectively,

\[
\mathcal{L} = \int d x^3 d x^4 \sqrt{g} F_{IJ} F_{\mu \nu} F^{\mu \nu} + \mathcal{V} F_{IJ} F_{\mu \nu} + \frac{8 \pi^2}{\tau^2} F_{IJ} \partial \vartheta_I ^{1} \partial \mu \partial \vartheta_J ^{1} + 16 \pi^2 F_{IJ} \epsilon^{\mu \nu \lambda} (F_{\mu \nu} (\partial \vartheta_I ^{1} \partial \lambda \partial \vartheta_J ^{1} - \partial \vartheta_J ^{1} \partial \lambda \partial \vartheta_I ^{1}) - 2 A^I _{\mu} \partial \lambda \partial \vartheta_I ^{1} \partial \vartheta_J ^{1} )
\]
Note that the CS term does not produce the factor of volume because the integrand does not contain the factor $\sqrt{g}$. As a result, integrating by parts and using the Bianchi identity $\epsilon^{\mu\nu\lambda} \partial_\mu F^I_{\nu\lambda} \equiv 0$, the reduced action can be brought to the following form

$$
S^{5\rightarrow 3d}_{\text{bos}} = -\int d^3x \left[ \mathcal{F}_{IJ} \left( \frac{\nu}{8\pi} F^I_{\mu\nu} F^{J\mu\nu} + \frac{\pi}{\tau^2} \partial_\mu \varphi^I \partial^\mu \varphi^J + \frac{\nu}{4\pi} \partial_\mu \varphi^I \partial^\mu \varphi^J \right) 
+ \frac{\pi}{2} \mathcal{F}_{IKL} \epsilon^{\mu\nu\lambda} F^{I}_{\mu\nu} \left( \partial^I_2 \partial_\lambda \varphi^K_2 - \partial^I_1 \partial_\lambda \varphi^K_1 \right) \right].
$$

The action (D.4) contains the vector fields $A^I_\mu$ and therefore describes a coupling of three-dimensional tensor multiplets. It can be turned into a nonlinear $\sigma$-model for hypermultiplets by dualizing the vector fields into scalars. This is done by adding to the action the term

$$
\Delta S = \pi \int d^3x \frac{4\pi^2}{17} \mathcal{F}^{IJ} \epsilon_{\mu\nu\lambda} \left( \partial_\lambda \lambda_I + \frac{1}{2} \mathcal{F}_{KCL} \left( \partial^K_2 \partial_\lambda \varphi^I_1 - \partial^K_1 \partial_\lambda \varphi^I_2 \right) \right),
$$

where $\mathcal{F}^{IJ}$ is the inverse of $\mathcal{F}_{IJ}$. Substituting this field strength back into the action, one finds instead

$$
S^{3d}_{\text{bos}} = -\frac{4\pi^3}{\nu} \mathcal{F}^{IJ} \epsilon_{\mu\nu\lambda} \left( \partial_\lambda \lambda_I + \frac{1}{2} \mathcal{F}_{KCL} \left( \partial^K_2 \partial_\lambda \varphi^I_1 - \partial^K_1 \partial_\lambda \varphi^I_2 \right) \right) \left( \partial^\mu \lambda_J + \frac{1}{2} \mathcal{F}_{LMN} \left( \partial^M \varphi^I_1 - \partial^M \varphi^I_2 \right) \right).
$$

E Toric data

Let $\mathcal{J}$ be a smooth compact threefold described by a homogeneous polynomial equation in some coordinate patch of a desingularized ambient four-dimensional toric Fano variety $\tilde{\mathcal{A}}$. The relevant topological information about $\mathcal{J}$ can be encoded by two sets of data.

First, one should specify a reflexive polytope $\Delta$ with vertices belonging to a lattice $\mathcal{M} \simeq \mathbb{Z}^4$. We will denote the dual polytope, defined within the dual lattice $\mathcal{N} \simeq \text{Hom}(\mathcal{M}, \mathbb{Z})$, by $\Delta^\ast$. Both of them can be represented by matrices with 4 columns whose rows correspond to points in $\mathcal{M}$ (resp. $\mathcal{N}$) defining their vertices. A crucial property of $\Delta^\ast$ is that it contains a single interior point, which is the origin of $\mathcal{N}$, while all other lattice points contained in $\Delta^\ast$ lie on its boundary (including the vertices). Moreover, the boundary lattice points have an important geometric interpretation corresponding to the toric divisors $\mathcal{D}_i$ of the ambient space. Due to this, it will be convenient to introduce a matrix $\tilde{\Delta}^\ast$ whose rows describe all such boundary points.

---

\footnote{One should remember that due to our choice of signature the contraction of two Levi-Civita symbols gives $\epsilon^{\mu\nu\rho} \epsilon_{\mu\nu\rho} = -2\delta^\rho_\rho$.}
However, these polytopes define in general a singular variety. The desingularization of the ambient space is encoded by the second data, a simplicial triangulation of $\Delta^*$ by unit-volume simplices with a vertex at the origin, or more precisely a fine, star, regular triangulation. It is specified by describing each four-simplex by a set of 4 toric divisors corresponding to its edges. Thus, it can be encoded by a matrix also with 4 columns and the number of rows equal to the number of simplices used in the triangulation. The entries of the matrix specify rows of $\Delta^*$.

As a side remark, let us recall that different triangulations of $\Delta^*$ may (or may not) correspond to different Calabi-Yau geometries. When more than one triangulation describes the same Calabi-Yau, these represent different chambers of the Kähler cone of $\mathcal{Y}$, also known as phases of the geometry.

Below we specify the toric data for the two Calabi-Yau manifolds used in section 4. We call them by their number in the database [75].

**Polytope 337 (geometry 1).** The polytopes corresponding to this example are

$$
\Delta = \begin{pmatrix}
1 & 0 & 0 & 0 \\
1 & 2 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 3 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 2 & 0 & 1 \\
-1 & 1 & 2 & -1 \\
3 & -2 & -2 & -2 \\
-2 & -2 & -2 & 3 \\
-3 & -3 & -2 & 3 \\
3 & -3 & -2 & -3 
\end{pmatrix},
$$

$$
\Delta^* = \begin{pmatrix}
-1 & 0 & -1 & -1 \\
-1 & 0 & -1 & 0 \\
-1 & 0 & 0 & -1 \\
-1 & 1 & -1 & -1 \\
0 & 0 & -1 & -1 \\
0 & 1 & -1 & 0 \\
1 & -1 & 2 & 1 \\
2 & -1 & 2 & 2 
\end{pmatrix}.
$$

(E.1)

They define a singular variety. We are interested in the Calabi-Yau manifold defined by the desingularization corresponding to geometry 1 in the list of [75]. Such desingularization admits three phases, described by the following three triangulations

$$
T_1 = \begin{pmatrix}
0 & 1 & 2 & 3 \\
0 & 1 & 2 & 6 \\
0 & 1 & 3 & 4 \\
0 & 1 & 4 & 6 \\
0 & 2 & 3 & 4 \\
0 & 2 & 4 & 6 \\
1 & 2 & 3 & 6 \\
1 & 3 & 4 & 5 \\
1 & 4 & 5 & 7 \\
1 & 4 & 6 & 7 \\
1 & 5 & 6 & 7 \\
2 & 3 & 4 & 6 \\
3 & 4 & 5 & 6 \\
4 & 5 & 6 & 7 
\end{pmatrix},
$$

$$
T_2 = \begin{pmatrix}
0 & 1 & 2 & 3 \\
0 & 1 & 2 & 6 \\
0 & 1 & 3 & 5 \\
0 & 1 & 4 & 6 \\
0 & 2 & 3 & 4 \\
0 & 2 & 4 & 6 \\
0 & 3 & 4 & 5 \\
1 & 2 & 3 & 6 \\
1 & 3 & 5 & 6 \\
1 & 4 & 5 & 7 \\
1 & 4 & 6 & 7 \\
1 & 5 & 6 & 7 \\
2 & 3 & 4 & 6 \\
3 & 4 & 5 & 6 \\
4 & 5 & 6 & 7 
\end{pmatrix},
$$

$$
T_3 = \begin{pmatrix}
0 & 1 & 2 & 3 \\
0 & 1 & 2 & 6 \\
0 & 1 & 3 & 5 \\
0 & 1 & 4 & 5 \\
0 & 2 & 3 & 4 \\
0 & 2 & 4 & 6 \\
0 & 3 & 4 & 5 \\
1 & 2 & 3 & 6 \\
1 & 3 & 5 & 6 \\
1 & 4 & 5 & 7 \\
1 & 4 & 6 & 7 \\
1 & 5 & 6 & 7 \\
2 & 3 & 4 & 6 \\
3 & 4 & 5 & 6 \\
4 & 5 & 6 & 7 
\end{pmatrix}.
$$

(E.2)

We recall that the $i$-th row of a triangulation $T$ has components $T_{ij} = (n_j)_{j=1..4}$, encoding the 4-simplex delimited by the four toric divisors $\{D_{n+1}\}_{j=1..4}$ where $D_n$ is the divisor specified by the $n$-th row of $\Delta^*$. 


Polytope 1439 (geometry 2). In this example the two polytopes are encoded by the matrices

\[
\Delta = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
2 & 3 & 4 & 0 \\
2 & 3 & 0 & 4 \\
-6 & -5 & 4 & -8 \\
-6 & -5 & -8 & 4
\end{pmatrix}, \quad \bar{\Delta}^* = \begin{pmatrix}
-1 & -1 & 1 & 1 \\
-1 & -1 & 1 & 2 \\
-1 & -1 & 2 & 1 \\
-1 & -1 & 3 & 3 \\
-1 & 3 & -2 & -2 \\
1 & -1 & 0 & 0 \\
-1 & -1 & 2 & 2 \\
0 & 1 & -1 & -1
\end{pmatrix}.
\]

They again define a singular manifold. This time we take the desingularization corresponding to geometry 2 in the classification of [75], which is described by the following triangulation matrix

\[
T = \begin{pmatrix}
0 & 1 & 4 & 6 \\
0 & 1 & 4 & 7 \\
0 & 1 & 5 & 6 \\
0 & 1 & 5 & 7 \\
0 & 2 & 4 & 6 \\
0 & 2 & 4 & 7 \\
0 & 2 & 5 & 6 \\
0 & 2 & 5 & 7 \\
1 & 3 & 4 & 6 \\
1 & 3 & 4 & 7 \\
1 & 3 & 5 & 6 \\
1 & 3 & 5 & 7 \\
2 & 3 & 4 & 6 \\
2 & 3 & 4 & 7 \\
2 & 3 & 5 & 6 \\
2 & 3 & 5 & 7
\end{pmatrix}.
\]
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