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A B S T R A C T

Power converters are electronic devices widely applied in industry, and in recent years, for renewable energy electronic systems, they can regulate voltage levels and actuate as interfaces, however, to do so, is needed a controller. Proportional-Integral-Derivative (PID) are applied to power converters comparing output voltage versus a reference voltage to reduce and anticipate error. Using PID controllers may be complicated since must be previously tuned prior to their use. Many methods for PID controllers tuning have been proposed, from classical to metaheuristic approaches. Between the metaheuristic approaches, bio-inspired algorithms are a feasible solution; Particle Swarm Optimization (PSO) and Genetic Algorithms (GA) are often used; however, they need many initial parameters to be specified, this can lead to local solutions, and not necessarily the global optimum. In recent years, new generation metaheuristic algorithms with fewer initial parameters had been proposed. The Grey Wolf Optimizer (GWO) algorithm is based on wolves’ herds chasing habits. In this work, a comparison between PID controllers tuning using GWO, PSO, and GA algorithms for a Boost Converter is made. The converter is modeled by state-space equations, and then the optimization of the related PID controller is made using MATLAB/Simulink software. The algorithm’s performance is evaluated using the Root Mean Squared Error (RMSE). Results show that the proposed GWO algorithm is a feasible solution for the PID controller tuning problem for power converters since its overall performance is better than the obtained by the PSO and GA.

1. Introduction

Power converters have an important role in Industry applications; their main purpose is to regulate power in electronic appliances and adjusting current and voltage signals to desired levels by a high frequency switching control device [1,2]. One of the most significant modern applications for power converters is related to Renewable Energy Sources (RES), since the power generated for these sources highly depends on environmental conditions power converters are a useful solution to stabilize output voltage and current of RES. A Boost Converter is an electronic device whose main purpose is to raise an input voltage and stabilize it to a desired highest level [3,4]. Since voltage regulation on power converters, and therefore, boost converters, depends on a switching signal, is needed a controller to generate a proper pulse width modulation (PWM) to modify the duty cycle of the switching signal. PID controllers are commonly used for this kind of applications, however, PID controllers need to be tuned prior its use [5]. The PID controller tuning can be a challenging task, many methods had been proposed for this purpose, from classical modeling and analysis based on system response [6] to modern techniques based on metaheuristic algorithms [7]. Nature had been an inspiration for modern metaheuristic algorithms, most of them based on animal behavior, for system design and control optimal parameters finding [8]. Bio-inspired algorithms imitate animal collective intelligence to explore, find, and exploit food and resources. Collective intelligence is the sum of individual behavior based on simple rules, and these behaviors and strategies can be translated into computational optimization algorithms. The most common bio-inspired algorithms are Genetic Algorithms (GA) and...
Particle Swarm Optimization (PSO) algorithms. Among these bio-inspired optimization algorithms applications are control of load frequency [9], systems optimal sizing and design [10], power flow applications [11], predictive control for microgrids based on renewable energies [12], power converters optimal design [13] and regulation for voltage [14]. In [15], an evolutionary approach using Symbiotic Organisms Search (SOS) algorithm, which is based on PSO algorithms and the trophic chain of the ecosystems, and a two-round fuzzy inference engine were presented for energy management in microgrids. Since PSO is general modeling for animal behavior, there had been developed and studied variants of PSO based on particular animal species [16,17]. Authors in [18] applied a Whale Optimization Algorithm for an optimal design of a PID controller for a DC-DC converter using a transfer function and step response approach to analyse the system performance; they found better transient response in comparison to a compared GA algorithm, however, they did not considered fluctuating input voltages or load changes. In 2014, the author presented the Grey Wolf Optimizer (GWO), based on hunting strategies of wolves herds [19]. The GWO had been studied in comparison to other optimization algorithms as well as some engineering applications. Authors in [20] applied GWO to a PID controller to optimize the system response of a steam pressure system, they found an improvement in system stability and response. In [21] the GWO was applied to a modeled levitation system, improving time domain response and reducing the system error in comparison to the PID tuning MATLAB tool. Also, GWO had been applied to power systems.

In this paper, an optimal tuning for a PID controller using the GWO algorithm applied to a boost converter is presented. The boost converter is modeled unsung state-space equations and then simulated in MATLAB/Simulink. The proposed GWO-PID tuned algorithm performance is compared with PSO and GA algorithms in terms of the RMSE and the system response for variable load and variable input voltage. The paper is organized as follows: Section 2 depicts the boost converter model and description. Section 3 presents the GWO, PSO, and GA optimization algorithm basis. Section 4 shows the optimization methodology for the boost converter. Section 5 summarizes the results and, finally, Section 6 are the conclusions of this study.

2. Mathematical model of the Boost Converter

The boost converter is an electronic device that rises input voltage to the desired highest output voltage. Voltage regulation is made by a PWM signal, applied to an inductor (L) and capacitor (C) arrangement, carried out by a fast-switching transistor that according to the control signal. Changes in the PWM signal modifies the L-C charge and discharge cycles and change the output signal [22]. The boost converter configuration is shown in Figure 1.

![Electric diagram for the Boost converter.](www.astesj.com)

Modeling of the boost converter was carried out using state-space equations, then MATLAB/Simulink software was used for simulation.

State-space equations were obtained employing Kirchhoff’s voltage and current laws analysis for each system switching state determined by the control signal value. Since α the signal can only adopt a 1 or 0 value, there are two possible Boost converter electric configurations, that correspond to charge and discharge cycles for the L and C elements. The two possible circuit configurations are condensed in a single matrix form of state-space equations as showed in (1).

\[
\begin{bmatrix}
\frac{dv_o(t)}{dt} \\
\frac{di_L(t)}{dt}
\end{bmatrix} =
\begin{bmatrix}
\frac{1-u}{C} & \frac{-1}{CR} \\
0 & \frac{-1-u}{L}
\end{bmatrix}
\begin{bmatrix}
v_o(t) \\
i_L(t)
\end{bmatrix}
+ \begin{bmatrix} 0 \\ \frac{1}{L} \end{bmatrix} v(t)
\]

(1)

In (1) \(L\) is the inductor, \(C\) is the capacitor, \(i_L(t)\) is the current in the inductor, \(v_o(t)\) is the output voltage, \(v(t)\) is the voltage ant input of the boost converter, and \(u\) is the PWM control signal.

3. Optimization Algorithms

A performance comparison between three optimization algorithms: PSO, GA, and GWO is presented in this paper, the main objective of this research is to get insights on the best optimization algorithm for PID controllers tuning applied to a power converter. A brief description of each of the optimization algorithms is presented in the following subsections.

3.1. Grey Wolf Optimizer

Wolves had a strong hierarchy inside their herds, they are organized in a group of 5 to 12 wolves. Each herd had a leading wolf, called alpha \(\alpha\) wolf; secondary wolves called beta \(\beta\) wolves; wolves subordinated to \(\alpha\) and \(\beta\) wolves are delta wolves \(\delta\); and finally, follower wolves are omega \(\omega\) wolves. The optimization using the GWO is carried out in three main stages that mimic the hunting process of grey wolves’ herds in nature: encircling, hunting, and attacking.

Encircling stage

In this stage, each wolf updates its position in the search space according to the relative best position to prey, dictated for \(\alpha\) wolf. The encircling and corral behavior of the prey is modeled mathematically by (2-5).

\[
\bar{X}(t+1) = \bar{X}_{pos}(t) - \bar{A} \bar{D}
\]

(2)

\[
A = 2\alpha \epsilon - \alpha
\]

(3)

\[
\bar{C} = 2r_2
\]

(4)

\[
\bar{D} = |C\bar{X}_{pos}(t) - \bar{X}(t)|
\]

(5)

where \(\bar{A}\) and \(\bar{C}\) are vectors of coefficients, \(\bar{X}_{pos}\) vector is the position of the prey, \(\bar{X}\) vector is the position of the wolf, \(t\) is
current iteration, $r_1$ and $r_2$ values randomly generated between zero and one, and, vector $\alpha$ value decreases linearly according to iterations.

**Hunting stage**

The position of wolves is rearranged according to their proximity to the prey. The wolf with the closest distance to the prey is assigned to be the alpha $\alpha$ wolf, $\beta$ and $\delta$ wolves are assigned according to their position to prey. Equations (6-8) describe the wolf position updating.

$$X_i(t + 1) = \frac{X_{a1} + X_{a2} + X_{a3}}{3}$$

$$X_{a1} = X_{a}(t) - A_{d}$$

$$X_{a2} = X_{a}(t) - A_{d}$$

$$X_{a3} = X_{a}(t) - A_{d}$$

$$D_{a} = C_{1}(X_{a}(t) - X_{i}(t))$$

$$D_{b} = C_{2}(X_{b}(t) - X_{i}(t))$$

$$D_{c} = C_{3}(X_{c}(t) - X_{i}(t))$$

where $X_{i}(t + 1)$ is the wolf that has the best position to the prey and $i$ is the current iteration number of the GWO algorithm.

**Attack stage**

Attack to prey occurs when the heard is upon the prey, before this, it is necessary to minimize the distance between wolves and the prey. The prey is the optimization problem’s best global solution. Must be defined as a vector $A$, shown in(3), to make a decreasing coefficient dependent on the iteration number. The vector $A$ value is reduced as the value index $\alpha$ value is reduced according to (9).

$$\alpha = 2 - t \left( \frac{2}{T} \right)$$

The GWO pseudo code is as follows:

```plaintext
GWO: pseudo code.

Result: The best set of particles for the fitness function. X generation; creation of an initial population of wolves. Parameters initialization (a,A,C); Evaluation of position X(0); Selection of new ( $\alpha$, $\beta$, and $\delta$ ); Selection of new position X(0); for e = 1 to MaxIteration do
  for each wolf, in $\Omega$ set do;
    for i = 0 to DIMENSION do;
      Position(i,j) updating;
    end for;
  end for;
  Calculate X(t+1) position
end for;

3.2. Particle Swarm Optimization

PSO algorithms are based upon the swarm behavior that some animal species show when they search for resources in their environment. Since PSO is based on collectiveness, each search agent must be modeled. For this purpose, agents are modeled as particles of a swarm, having their position relative to exploration space, velocity, and acceleration rates. At the beginning of the PSO algorithm, several particles are set up in a search space where somewhere in is the global solution for the optimization problem. Finding a global solution depends on the evaluation and minimization of the defined objective function. Iteration by iteration positions, velocities, and acceleration of particles are updated to converge to the global solution. For each particle, a fitness function is numerically evaluated. The best value obtained for all the particle’s fitness function is called to be the best global $\text{best}_w$. During the iteration process, each best particle fitness function value is called to be the personal best $\text{best}_p$. During iterations, the speeds of the particles are accelerated toward the best global solution and the best personal according to (10).

$$v_n = w \times v_n + c_1 \times \text{rand}() \times (\text{g}_\text{best}, n - x_n) + c_2 \times \text{rand}() \times (\text{p}_\text{best}, n - x_n)$$

Where $v_n$ is the speed update of particles, $W$ is a factor of inertia whose value is decreased from 0.9 to 0.4 over time, $c_1$ and $c_2$ are coefficients of acceleration pointing to the best global and the best personal.

3.3. Genetic Algorithm

Genetic Algorithms are based on the genetic evolution process, imitating the genes mutation and crossover to create the best-adapted organisms to the environment. Mathematical modeling of these mechanisms allows the algorithm to refine solutions carrying out artificial genes crossover, while the mutation mechanism adds uncertainty to experiment with not expected genes, this makes the algorithm avoid local solutions where it could be trapped. During iterations, the best set of artificial genes is obtained, and therefore, a best-adapted species to the environment. The best group of genes for $i$ generations are said to be the found best solution for the optimization problem.

GA can be expressed as a four-step algorithm,

Step 1. An initial population is created. Crossover rate and mutation rate are randomly generated; generation number is setup.

Step 2. Is evaluated the defined fitness function for each set of artificial genes.

Step 3. Starts the crossover process and mutation process to set the next generation of artificial genes.

Step 4. Return to Step 2 until the stop criterion is reached.

www.astesj.com
4. Tuning of a PID controller for a Boost converter using optimization algorithms

PID controllers allow the system to operate near desired output values, ensuring good response in the face to possible disturbances. The proposed Boost Converter includes a PID controller for voltage regulation for load changes. The PID controller carries out proportional, integrative, and derivative actions to reduce and prevent error \( e(t) \) between output and reference signals of the system. The controller signal \( u(t) \) is mathematically modeled according to (11).

\[
u(t) = K_p e(t) + \frac{K_p}{T_i} \int_0^t e(t) dt + K_p \frac{T_d de(t)}{dt}
\]

(11)

In (11) \( K_p , T_i \) and \( T_d \) are the proportional, integration time and derivation time constants, respectively. By adjusting the values of these constants, the error in the system can be reduced. The integration and derivative time can be expressed in terms of \( K_p \) according to (12-15).

\[
K_p = k
\]

(12)

\[
K_i = \frac{K_p}{T_i}
\]

(13)

\[
K_d = K_p T_d
\]

(14)

where \( k \) is the constant of proportional gain \( K_p \), \( K_i \) is the constant of integrative gain, and \( K_d \) is the constant of derivative gain for the PID controller. The goal of the GWO, PSO, and GA algorithms is to find the best \( K_p , K_i , K_d \) values so the error \( e(t) \) is minimized. A vector \( \bar{X} \) is defined to include the constant values according to (15). To minimize the Error \( e(t) \) the Root Mean Squared Error (RMSE) is defined to be the objective function for the optimization problem according to (16).

\[
\bar{X} = [K_p , K_i , K_d]
\]

(15)

\[
RMSE = \sqrt{\frac{\sum_{t=0}^{T_{sim}} (v_{out}(t) - v_{reference}(t))^2}{T_{sim}}}
\]

(16)

Where \( T_{sim} \) is simulation time, \( v_{out}(t) \) is the output voltage of the power converter, and \( v_{reference}(t) \) is the reference voltage signal. The Figure 2 illustrates the overall flowchart for the optimization to find the values for the PID controller constant gains using the GWO, PSO, and GA. The first step of all three algorithms evaluated is to generate a random search agent population, that according to the algorithm is the number of wolves, particles, or gene population, then for each agent, the objective function is evaluated in an iterative loop until the best solution is found.

![Figure 2](image)

5. Simulation, results, and discussion

The optimization algorithms of GWO, PSO, and GA were implemented using MATLAB and Simulink software. Several simulations run for each of these algorithms were performed to find the best PID controller gains values. The difference between each run is the variation of the limits of the search space for the optimization variables, that is, different minimum and maximum values for each gain constant of the controller. A scan was made with different values to determine the search space with the best possible solution for the algorithms evaluated for this particular application. The Boost Converter configuration parameters are shown in Table 1.

| Description       | Value | Units |
|-------------------|-------|-------|
| Capacitor         | 250   | \( \mu F \) |
| Inductor          | 1.5   | \( mH \) |
| Input voltage     | 12    | \( V \) |
| Reference voltage | 24    | \( V \) |
| Load              | 3-15  | \( \Omega \) |

Table 1: Boost Converter Configuration

Since optimization algorithms require some constant parameters these values must be specified at the beginning of each test. One of the most significant benefits of using GWO is that fewer initial parameters are required in comparison to PSO and GA. The parameters initial values for each algorithm used in this work are shown in Table 2. For all three optimization algorithms, the search...
The Table 3 summarizes the PID controller constant gains obtained after the simulation process for each algorithm. The performance is evaluated using RMSE.

Table 3: Best PID gains values and RMSE.

| Parameter | Algorithm | GWO | PSO | GA |
|-----------|-----------|-----|-----|----|
| KP        | 0.0532E-5 | 1.7223E-5 | 0.1269E-5 |
| Ki        | 1.6048    | 2.8391  | 4.0815    |
| Kd        | 4.8572E-5 | 7.2477E-5 | 4.1911E-5 |
| Ti        | 3.3151E-7 | 6.0664E-6 | 3.1092E-7 |
| Td        | 91.3008   | 4.2082  | 33.0268   |
| RMSE      | 1.0683    | 2.1755  | 2.2367    |
| Simulation time (s) | 1286 | 1997 | 1175 |

As observed in Table 3, the obtained PID controller gains for all the three algorithms had no significant value for de Kd constant, in this sense, the proposed controller built by the metaheuristic algorithms is a PI controller. Using (13) and (14) it is possible to calculate Ti and Td for each PID controller tuned by the three algorithms, as shown in Table 3. For a greater Ti than KP value a significative integrative action of the controller is observed according to (11) and (13); and when KP value is much smaller than Td the PID controller will have a small derivative action over the plant, according to (11) and (14). The controller performance evaluated by the RMSE shows that the GWO has the lowest error since its RMSE is about 50.89% lower than the one obtained by the PSO and 44.70% lower than the one obtained using the GA. Since the three evaluated algorithms differ in their search mechanisms, different convergence curves to the best solution found by GWO, PSO and GA algorithms were found. The Figure 3 shows the convergence curve for each of the evaluated algorithms for the Boost converter PID controller tuning optimization problem.

Figure 3: Convergence curves to the best solution found by GWO, PSO, and GA algorithms.

As can be observed in Figure 3, the GWO algorithm is faster to get closer to the best solution set of KP, Ki, and Kd in comparison to PSO and GA whose convergence curves are slower to decrease the resulting RMSE value.

Once the GWO was chosen as the best algorithm for this application, more simulation runs were made varying the search space limits for the optimization variables and with a different number of wolves to ensure a more refined PID gains constants optimal solution for the Boost Converter. The main results of this second round of tests made with the GWO are shown in Table 4.

Table 4: Second round of test for GWO algorithm

| Run | Search space limits [KP, Ki, Kd] | KP         | Ki         | Kd         | RMSE     | T          |
|-----|---------------------------------|------------|------------|------------|----------|------------|
| 1   | [0-100-1000-10]                 | 0.0012     | 0.8681     | 0.0502     | E-3      | 1.1436     | 948.43     |
| 2   | [0-0.5-0.5-0.5]                 | 0.0025     | 0.7626     | 0.0263     | E-5      | 1.1099     | 968.40     |
| 3   | [0-0.25-0.25]                   | 0.0191     | 0.0167     | 0.0098     | E-3      | 8.6105     | 953.45     |
| 4   | [0-0.01-0.01-0.01]              | 0.0033     | 0.3118     | 2.9451     | E-5      | 0.7768     | 9030.77    |
| 5   | [0-5.0-32.0-0.005]              | 0.0532     | 1.6048     | 4.8572     | E-5      | 1.0683     | 1286.00    |

As observed in Table 4, the best PID controller gains were obtained in run number four, where the RMSE is minimum with a value of 0.7768. Different RMSE results were obtained for different search space limits; the best results were obtained for the search space limit of [0 to 0.01, 0 to 0.5, 0 to 0.01] corresponding to the X = [KP, Ki, Kd] optimization variables vector. However, when plotting the system, see Figure 4, response for each run, it is found that the system response of the fifth run, with an RMSE of
1.0683, has a faster response to achieve the reference voltage. The faster PID controller gains values must be selected according to the needs: a faster response with oscillations, or a slower response with fewer oscillations. The fifth run is chosen as the best solution since a faster response is desirable for this application.

Once the best solutions for the three evaluated algorithms were chosen, a test of the performance to varying load conditions was carried out to evaluate the system response for the GWO, PSO, and GA tuned PID controller. In Figure 5 the system response for variable load and variable input voltage condition comparison is shown for each algorithm best solution.

As observed in Figure 5, the PID controllers tuned by PSO and GA have similar system responses, presenting important oscillations for load R=15 Ohm. The input voltage to the converter is a signal that varies over time between 11.7 and 12.3 V for the time scale used. The PID controller tuned using the GWO has a better performance to stabilize system response under load and voltage changes in comparison to GA and PSO, despite having a slightly slower response than the other algorithms.

6. Conclusion

In this paper, the tuning of a PID controller for a boost converter was presented. Three algorithms were implemented and compared for this purpose using MATLAB/Simulink: PSO, GA, and GWO. The power converter is modeled using state-space equations. Several simulations are performed to find optimal values. Results are evaluated using the RMSE and the system response for variable conditions of input voltage and load at the output of the power converter. The GWO-PID tuned controller had the best performance with an RMSE about 50.89% lower than PSO and 44.70% lower than GA. The differences between the obtained RMSE using the three algorithms showed in Table 3, gives insights on the greater susceptibility of PSO and GA to be trapped in local optimum solutions, while the lower RMSE value obtained using the GWO algorithm for the same search space limits indicates that this algorithm manages in a better way to circumvent a greater number of local optimum solutions to find a better optimal solution than the PSO and GA algorithms for this application. After the controller was tuned using each algorithm and the best gain constants were found, the system response was evaluated under input voltage and load changes. The system response for variable load also showed a better performance for the GWO with fewer oscillations for load changes in comparison to PSO and GA. Also, the GWO algorithm had the advantage over the PSO and GA that GWO requires fewer configuration parameters for the optimization process. However, the PID tuned through the GWO was a little slower to reach the reference voltage than the other algorithms. This work gives insights into the GWO algorithm for controller design and control applied to power converters.

Conflict of Interest

The authors declare no conflict of interest.

Acknowledgment

The authors wish to thank the Institute of Energy Engineering of the Polytechnic University of Valencia, Spain, and the Department of Water and Energy Studies of the University of Guadalajara, Mexico, for all their support and collaboration.

7. References

[1] J. Aguila-Leon, C.D. Chinas-Palacios, C. Vargas-Salgado, E. Hurtado-Perez, E.X.M. Garcia, “Optimal PID Parameters Tuning for a DC-DC Boost Converter: A Performance Comparative Using Grey Wolf Optimizer, Particle Swarm Optimization and Genetic Algorithms,” in 2020 IEEE Conference on Technologies for Sustainability, SusTech 2020, 2020, doi:10.1109/SusTech47890.2020.9150507.

[2] H. Sira-Ramírez, R. Silva-Ortigoza, Control Design Techniques in Power Electronic Devices, 2013, doi:10.1017/CBO9781107415324.004.

[3] G.A. Raiker, S.R. B, P.C. Ramamurthy, L. Umanand, S.G. Abines, S.G. Vasistha, “Solar PV Interface to Grid-Tie Inverter with Current Referenced Boost Converter,” in 2018 IEEE 13th International Conference on Industrial and Information Systems (ICIIS), IEEE: 343–348, 2018, doi:10.1109/ICIINFS.2018.8721313.
[4] S.E. Babaa, G. El Mur, F. Mohamed, S. Pamuri, “Overview of Boost Converters for Photovoltaic Systems,” Journal of Power and Energy Engineering, 06(04), 16–31, 2018, doi:10.4236/jpee.2018.64002.

[5] J. Berner, K. Soltesz, T. Hågglund, K.J. Aström, “An experimental comparison of PID autotuners,” Control Engineering Practice, 73, 124–133, 2018, doi:10.1016/j.conengprac.2018.01.006.

[6] K. Ogata, Modern Control Engineering, 5th ed., Prentice Hall, 2010.

[7] K. Nisi, B. Nagaraj, A. Agalya, “Tuning of a PID controller using evolutionary multi objective optimization methodologies and application to the pulp and paper industry,” International Journal of Machine Learning and Cybernetics, 10(8), 2015–2025, 2019, doi:10.1007/s10561-018-9319-8.

[8] M.T. Özdemir, D. Öztürk, “Comparative performance analysis of optimal PID parameters tuning based on the optics inspired optimization methods for automatic generation control,” Energies, 10(12), 2017, doi:10.3390/en10121134.

[9] G.-Q. Zeng, X.-Q. Xie, M.-R. Chen, “An Adaptive Model Predictive Load Frequency Control Method for Multi-Area Interconnected Power Systems with Photovoltaic Generations,” Energies, 10(11), 1840, 2017, doi:10.3390/en10111840.

[10] Y. Sawle, S.C. Gupta, A.K. Bohre, “Optimal sizing of standalone PV/Wind/Biomass hybrid energy system using GA and PSO optimization technique,” Energy Procedia, 117, 690–698, 2017, doi:10.1016/j.egypro.2017.05.183.

[11] S. Surender Reddy, C. Srinivasa Rathnam, “Optimal Power Flow using Glowing Swarm Optimization,” International Journal of Electrical Power & Energy Systems, 80, 128–139, 2016, doi:10.1016/j.ijepes.2016.01.036.

[12] C.Y. Acevedo-arenas, A. Correcher, C. Sánchez-díaz, E. Ariza, D. Alfonso-solar, C. Vargas-salgado, J.F. Petit-suárez, “MPC for optimal dispatch of an AC-linked hybrid PV / wind / biomass / H2 system incorporating demand response,” Energy Conversion and Management, 186(Feburary), 241–257, 2019, doi:10.1016/j.enconman.2019.02.044.

[13] M. Čelebi, “Efficiency optimization of a conventional boost DC/DC converter,” Electrical Engineering, 100(2), 803–809, 2018, doi:10.1007/s00202-017-0552-0.

[14] Q.Y. Lu, W. Hu, L. Zheng, Y. Min, M. Li, X.P. Li, W.C. Ge, Z.M. Wang, “Integrated coordinated optimization control of automatic generation control and automatic voltage control in regional power grids,” Energies, 5(10), 3817–3834, 2012, doi:10.3390/en5103817.

[15] J. Aguila-Leon, C. Chiku-Palacios, E.X.M. Garcia, C. Vargas-Salgado, “A multimicrogrid energy management model implementing an evolutionary game-theoretical approach,” International Transactions on Electrical Energy Systems, 30(11), 2020, doi:10.1002/2050-7038.12617.

[16] Ovat Friday Aje, Anyandi Adie Josephat, “The particle swarm optimization (PSO) algorithm application – A review,” Global Journal of Engineering and Technology Advances, 3(3), 001–006, 2020, doi:10.30574/gjeta.2020.3.3.0033.

[17] N.K. Jain, U. Nangia, J. Jain, A Review of Particle Swarm Optimization, Journal of The Institution of Engineers (India): Series B, 99(4), 407–411, 2018, doi:10.1007/s40031-018-0323-y.

[18] B. Hekimoğlu, S. Ekinci, S. Kaya, “Optimal PID Controller Design of DC-DC Buck Converter using Whale Optimization Algorithm,” in 2018 International Conference on Artificial Intelligence and Data Processing, IDAP 2018, Institute of Electrical and Electronics Engineers Inc., 2019, doi:10.1109/IDAP.2018.8620833.

[19] S. Mirjalali, S.M. Mirjalalii, A. Lewis, “Grey Wolf Optimizer,” Advances in Engineering Software, 69, 46–61, 2014, doi:10.1016/j.advengsoft.2013.12.007.

[20] S.-X. Li, J.-S. Wang, “Dynamic Modeling of Steam Condenser and Design of PI Controller Based on Grey Wolf Optimizer,” Mathematical Problems in Engineering, 2015, 1–9, 2015, doi:10.1155/2015/120975.

[21] S. Yadav, S.K. Verma, S.K. Nagar, “Optimized PID Controller for Magnetic Levitation System,” IFAC-PapersOnLine, 49(1), 778–782, 2016, doi:10.1016/j.ifacol.2016.03.151.

[22] R.H.G. Tan, L.Y.H. Hoo, “DC-DC converter modeling and simulation using state space approach,” 2015 IEEE Conference on Energy Conversion (CENCON), (2), 42–47, 2015, doi:10.1109/CENCON.2015.7409511.