There are situations where data relevant to machine learning problems are distributed across multiple locations that cannot share the data due to regulatory, competitiveness, or privacy reasons. Machine learning approaches that require data to be copied to a single location are hampered by the challenges of data sharing. Federated Learning (FL) is a promising approach to learn a joint model over all the available data across silos. In many cases, the sites participating in a federation have different data distributions and computational capabilities. In these heterogeneous environments existing approaches exhibit poor performance: synchronous FL protocols are communication efficient, but have slow learning convergence and high energy cost; conversely, asynchronous FL protocols have faster convergence with lower energy cost, but higher communication. In this work, we introduce a novel energy-efficient Semi-Synchronous Federated Learning protocol that mixes local models periodically with minimal idle time and fast convergence. We show through extensive experiments over established benchmark datasets in the computer-vision domain as well as in real-world biomedical settings that our approach significantly outperforms previous work in data and computationally heterogeneous environments.
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1 INTRODUCTION

Data useful for a machine learning problem is often generated at multiple, distributed locations. In many situations, these data cannot be exported from their original location due to regulatory, competitiveness, or privacy reasons. A primary motivating example is health records, which are heavily regulated and protected, restricting the ability to analyze large datasets. Industrial data (e.g., accident or safety data) is also not shared due to competitiveness reasons. Additionally, given recent high-profile data leak incidents more strict data ownership laws have been enacted, such as the European Union’s General Data Protection Regulation (GDPR), China’s Cyber Security Law and General Principles of Civil Law, and the California Consumer Privacy Act (CCPA).

These situations bring data distribution, security, and privacy to the forefront of machine learning and impose new challenges on how data should be shared and analyzed. Federated Learning (FL) is a promising solution [32, 46, 74], which can help learn deep neural networks from data silos [27] by collaboratively training models that aggregate locally-computed updates (e.g., gradients) under a centralized (e.g., central parameter server) or a decentralized (e.g., peer-to-peer) learning topology [4, 36], while providing strong privacy and security guarantees (e.g., [8, 76]). Models trained using FL outperform the models that any individual participant in the federation could achieve by training solely on its local data (cf. Figure 12).

Our primary interest is to develop efficient FL training policies for the data center setting [36] that accelerate learning convergence while minimizing computational, communication, and energy costs. In particular, we target cross-silo FL environments [29, 36, 57, 74, 76], such as a network of hospitals or a research consortium that wants to jointly learn a model without sharing any data. In these environments, participants often have different computational capabilities (system heterogeneity) and different local data distributions (statistical heterogeneity). Current FL approaches use either synchronous [7, 46, 64] or asynchronous [73] communication protocols. However, these methods have poor performance in such heterogeneous environments. Synchronous protocols result in computationally fast learners being idle, underutilizing the available resources of the federation. Asynchronous protocols fully utilize the available resources but incur higher network communication costs and potentially lower generalizability due to the effect of stale models [15, 17].

To address these challenges, we introduce a new hybrid training scheme, Semi-synchronous FL (SemiSync), which allows learners to continuously train on their local dataset up to a specific temporally specified synchronization point where the current local models of all learners are aggregated to compute the community model. This approach produces better utilization of the federation resources while limiting communication costs. We empirically demonstrate the effectiveness of this new scheme in terms of convergence time, communication cost and energy efficiency on a variety of challenging learning environments with diverse computational resources, variable data amounts, and different target class distributions (IID and Non-IID example assignments) across learners. Our training scheme leads to faster convergence regardless of the optimizer used to train the local models. Our contributions are

- A new Semi-Synchronous communication protocol for cross-silo FL settings with accelerated convergence, and reduced communication, processing, and energy cost.
- A caching approach that enables computation of the community model in constant time in asynchronous FL environments.
- A new asynchronous communication policy based on staleness, FedRec, which outperforms existing asynchronous learning policies.
- A systematic evaluation of Federated Learning training policies on standard benchmarks and on a challenging neuroimaging dataset over diverse federated learning environments.
2 RELATED WORK

Federated Learning was introduced by McMahan et al. [2017a] for user data in mobile phones. Their original algorithm, Federated Average, follows a synchronous communication protocol where each learner (phone) trains a neural network for a fixed number of epochs on its local dataset. Once all learners (or a subset) finish their locally assigned training, the system (i.e., federation controller) computes a community model that is a weighted average of each of the learners’ local models, with the weight of each learner in the federation being equal to the number of its local training examples. The new community model is then distributed to all learners and the process repeats. This approach, which we call SyncFedAvg, has catalyzed much of the recent work [7, 36, 64].

**SGD Optimization.** The FL settings that we investigate in this work are related to stochastic optimization in distributed and parallel systems [5, 6], as well as in synchronous distributed stochastic gradient descent (SGD) optimization [11]. The problem of delayed (i.e., stale) gradient updates due to asynchronicity is well known [3, 40, 54], with [40] providing theoretical support for nonconvex optimization functions under the IID assumption. In our work, we study FL in more general, Non-IID settings.

**Periodic SGD.** Our SemiSync policy is related to parallel training policies such as Elastic and Periodic SGD Averaging [56, 71, 77], where a central server aggregates the learner’s local gradient updates when a specific number of iterations is complete. This periodic aggregation controls the communication frequency between every learner and the server. Zhang et al. [77] introduce an elastic update rule around an average global variable consensus for IID settings. Wang and Joshi [71] provide a general analysis framework for different cooperative learning environments. FedPAQ [56] studies the convergence guarantees of periodic averaging in cross-device IID settings for strongly convex and non-convex functions with quantized message-passing. In contrast, we study time-based periodic averaging when the participating learners have highly diverse computational resources and data distributions. We define the synchronization time period based on the data amounts and computational power of the learners, as multiples/fractions of the time it takes for the slowest learner in the federation to complete a single epoch, instead of epoch-level [46] or iteration-level [56] synchronization, or performance tiers [10].

**Global and Local Model Optimization.** In statistically heterogeneous FL settings clients can drift too far away from the global optimal model. An approach to tackle client drift is to decouple the SGD optimization into local (learner-side) and global (server-side) [26, 55]. Hsu et al. [26] investigate a server-side momentum-based update rule (FedAvgM) between the previous community model and the newly computed weighted average of the clients’ models. Reddi et al. [55] introduce a more generalized server-side optimization update rule (FedOpt) with support for adaptive SGD optimizers (FedAdagrad, FedYogi, FedAdam). FedProx [36] directly addresses client drift by introducing a regularization term in the client’s local objective, which penalizes the divergence of the local solution from the global solution. FedAsync [73] weights the different local models based on their staleness with respect to the latest community model. Liu et al. [42] show that using Momentum SGD as the local model solver leads to accelerated convergence compared to Vanilla SGD. In our setting, we study the effect of local models mixing strategies under different communication protocols, as well as the effect of local model solvers (i.e., Vanilla SGD, Momentum SGD, and FedProx) on the convergence rate of the global model.

**Federated Convergence Guarantees.** FedProx studied the convergence rate of FedAvg over dissimilar learners’ local solutions [36]. Wang et al. [72] studied adaptive FL in mobile edge computing environments under resource budget constraints with arbitrary local updates between learners.
Li et al. [39] provide convergence guarantees over full and partial device participation for FedAvg. Chen et al. [12] formulated a joint FL optimization problem targeting optimal resource allocation and client selection in wireless networks. FedAsync [73] provides convergence guarantees for asynchronous environments and a community model that is a weighted average of local models based on staleness. In our work, we empirically study the convergence of the different FL protocols on computationally heterogeneous environments on IID and Non-IID data distributions with full client participation in the cross-silo (data center) FL settings with the presence of stragglers [19], instead of partial client participation [36, 46], dropouts [10].

**Federated Learning Energy Efficiency.** Most of the recent work on energy consumption in FL settings focuses on the energy cost of decentralized training on wireless networks [43, 68, 75]. Luo et al. [43] consider the problem of cost-effective FL design which jointly optimizes learning time and energy consumption on the edge with convergence guarantees. The works of [68, 75] study the tradeoff of computation and communication latency in decentralized FL and its effect on total energy consumption, system learning time and learning accuracy. In our work; however, we analyze the energy efficiency of FL training protocols in cross-silo (data center) settings. As it is also shown in [60] energy consumption in data centers is of notable importance due to its considerable environmental impact, while the work of [44] stresses the need for additional energy consumption analysis tools that can monitor more accurately energy efficiency and help advance sustainability in data center settings.

**Federated Learning in Healthcare.** FL holds great promise for the future of digital health and cross-institutional healthcare informatics [57]. FL has been used for phenotype discovery [41], for patient representation learning [31], and for identifying similar patients across institutions [34]. FL has been applied to a variety of tasks in biomedical imaging, including whole-brain segmentation of MRI T1 scans [59], brain tumor segmentation [37, 61], multi-site fMRI classification and identification of disease biomarkers [38], and for identification of brain structural relationships across diseases and clinical cohorts using (federated) dimensionality reduction from shape features [63]. Silva et al. [62] present an open-source FL framework for healthcare that can support different machine learning models and optimization methods. COINSTAC [53] provides a distributed privacy-preserving computation framework for neuroimaging. We apply FL to brain age estimation from structural MRI scans that are distributed across different data silos (cf. Section 6).

**Privacy.** Our proposed semi-synchronous training protocol can be run under standard privacy techniques such as differential privacy [2, 47], secure multi-party computation (MPC) [8, 30, 49], and homomorphic encryption [50, 58, 67, 76]. Currently, we are actively working on a Paillier-based additive homomorphic encryption scheme [51] that will encompass all the different training protocols we discuss in this work. We refer the reader to our current progress for additional details [67]. Further analysis of privacy techniques is out of scope, since our goal is to evaluate the performance of FL training policies in heterogeneous cross-silo settings [67].

### 3 FEDERATED OPTIMIZATION

In FL, the goal is to find the optimal set of parameters $w^*$ that minimizes the global objective function:

$$w^* = \arg\min_w f(w), \text{ where } f(w) = \sum_{k=1}^{N} \frac{p_k}{P} F_k(w),$$

where $N$ denotes the number of participating learners, $p_k$ the contribution of learner $k$ in the federation, $P = \sum p_k$ the normalization factor ($\sum_{k=1}^{N} \frac{p_k}{P} = 1$), and $F_k(w)$ the local objective function of learner $k$. We refer to the model computed using Equation (1) as the community model $w_c$.
Semi-Synchronous Federated Learning

Every learner computes its local objective by minimizing the empirical risk over its local training set $D_{Tk}$ as $F_k(w) = \mathbb{E}_{x_k \sim D_{Tk}} [\ell_k(w; x_k)]$, with $\ell_k$ being the loss function. For example, in the FedAvg weighting scheme, the contribution value for any learner $k$ is equal to its local training set size, $p_k = |D_{Tk}|$. The contribution value $p_k$ can be static, or dynamically defined at run time (cf. Section 4).

In the original FL work [46] every learner aims at minimizing its local function $F_k(w)$ using Vanilla SGD as its local solver ($\eta =$ learning rate):

$$w_{t+1} = w_t - \eta \nabla F_k(w_t).$$ (2)

In SGD with Momentum (which can accelerate convergence [42]), the local solution $w_{t+1}$ at iteration $t$ is computed as ($u =$ momentum term, $\gamma =$ momentum attenuation factor):

$$u_{t+1} = \gamma u_t + \nabla F_k(w_t),$$
$$w_{t+1} = w_t - \eta u_{t+1}.$$ (3)

FedProx [36] is a variant of the local SGD solver that introduces a proximal term in the update rule to regularize the local updates based on the divergence of the local solution from the global solution (i.e., the community model $w_c$). The local solution $w_{t+1}$ is computed as

$$w_{t+1} = w_t - \eta \nabla F_k(w_t) - \eta \mu (w_t - w_c).$$ (4)

The proximal term $\mu$ controls the divergence of the local solution from the global. In this work, we study the effectiveness of the semi-synchronous protocol for all three local SGD solver variants.

4 FEDERATED LEARNING POLICIES

In this section, we review the main characteristics of synchronous and asynchronous FL policies and introduce our novel semi-synchronous policy. Figure 1 sketches their training execution flow. We compare these approaches under three evaluation criteria: convergence time, communication cost, and energy cost. The rate of convergence is expressed in terms of parallel processing time, that is, the time it takes the federation to compute a community model of a given accuracy with all the learners running in parallel. Communication cost is measured in terms of update requests, that is, the number of local models sent from any learner to the controller during training. Each learner also receives a community model after each request, so the total number of models exchanged is twice the update requests. Energy cost is based on the cumulative processing time (total wall-clock time across learners required to compute the community model) and on the energy efficiency of each learner (e.g., GPU, CPU). Table 1 summarizes our findings (cf. Section 6).

4.1 Synchronous Federated Learning

Under a synchronous communication protocol, each learner performs a given number of local steps (usually expressed in terms of local epochs). After all learners have finished their local training, they share their local models with the centralized server (federation controller) and receive a new
Table 1. FL Training Policies: Characteristics

| Protocol            | processing cost | communication cost | energy cost | idle-free | stale-free |
|---------------------|-----------------|--------------------|-------------|-----------|------------|
| synchronous         | high            | low                | high        | x         | ✓          |
| asynchronous        | low             | high               | medium      | ✓         | x          |
| semi-synchronous    | low             | low                | low         | ✓         | ✓          |

Fig. 2. Active vs. Idle time for a heterogeneous computational environment with five fast (GPUs) and five slow (CPUs) learners. Synchronous protocol was run with four epochs per learner and Semi-Synchronous with $\lambda = 2$ (including cold start federation round).

community model. This training procedure continues for a number of federation rounds (synchronization points). This is a well-established training approach with strong theoretical guarantees and robust convergence for both IID and Non-IID data [39, 46].

However, a limitation of synchronous policies is their slow convergence due to waiting for slow learners (stragglers [19]). For a federation of learners with heterogeneous computational capabilities, fast learners remain idle most of the time, since they need to wait for the slow learners to complete their local training before a new community model can be computed (Figure 1). As we move towards larger networks, this resource underutilization is exacerbated. Figure 2(a,b) shows idle times of a synchronous protocol when training a 2-CNN (a) or a ResNet-50 (b) network in a federation with fast (GPU) and slow (CPU) learners. The fast learners are severely underutilized.

4.2 Asynchronous Federated Learning

In asynchronous FL, no synchronization point exists and learners can request a community update from the controller whenever they complete their local assigned training. Asynchronous protocols have a faster convergence speed since no idle time occurs for any of the participating learners. However, they incur higher communication costs and lower generalizability due to staleness [15, 17]. Figure 1(center) illustrates a typical asynchronous policy. The timestamps $t_i$ represent the update requests issued by the learners to the federation controller. No synchronization exists and every learner issues an update request at its own learning pace. All learners run continuously, so there is no idle time.

Since in asynchronous protocols, no strict consistency model [33] exists, it is inevitable for learners to train on stale models. Community model updates are not directly visible to all learners and different staleness degrees may be observed [15, 25]. Recently, FedAsync [73] was proposed as an asynchronous training policy for FL by weighting every learner in the federation based on functions of model staleness. FedAsync defines staleness as the difference between the current global timestamp (vector clock [45]) of the community model and the global timestamp associated with the committing model of a requesting learner. Specifically, for learner $k$, its staleness value is equal
to $S_k = (T - \tau_k + 1)^{-1/2}$, (i.e., FedAsync + Poly) with $T$ being the current global clock value and $\tau_k$ the global clock value of the committing model of the requesting learner.

Given that staleness can also be controlled by tracking the total number of iterations or number of steps (i.e., batches) applied to the community model, we propose a new asynchronous protocol, FedRec, which weights models based on recency, extending the notion of effective staleness in [16, 17]. For each model, we define the number of steps $s$ that were performed in its computation. Assume a learner $k$ that receives a community model $c^t$ at time $t$, which was computed over a cumulative number of steps $s_k^t$ (the sum of steps used by each of the local models involved in computing the community model). Learner $k$ then performs $s_k$ local steps starting from this community model and requests a community update at time $t'$. By that time the current community model may contain $s_k^{t'} (s_k^t)$ steps, since other learners may have contributed steps between $t$ and $t'$. Therefore, the effective staleness weighting value of learner $k$ in terms of steps is $S_k = (s_k^{t'} - (s_k^t + s_k))^{-1/2}$ (following the FedAsync + Poly function). When $s_k^{t'} - (s_k^t + s_k) < 0$, $S_k$ is set to 1. As shown in Section 6, the step-based recency/staleness function of FedRec outperforms the time-based staleness function of FedAsync (cf. Figures 8–10).

4.3 Semi-synchronous Federated Learning

We have developed a novel Semi-synchronous training policy that seeks to balance resource utilization and communication costs\(^1\) (cf. Figure 2). In this policy, every learner continues training up to a specific synchronization time point (cf. Figure 1(right)). The synchronization point is based on the maximum time it takes for any learner to perform a single epoch ($t_k^e$). Specifically:

$$t_k^e = \frac{|D_k^T|}{\beta_k} \alpha_k^t, \beta_k, \alpha_k^t > 0; \quad t_{\text{max}}(\lambda) = \lambda \max_{k \in \mathbb{N}} \{t_k^e\}, \lambda > 0; \quad \beta_k = \frac{t_{\text{max}}}{\alpha_k^t}, \forall k \in \mathbb{N}, \quad (5)$$

where $D_k^T$ refers to the local training data size of learner $k$, $\beta_k$ to the batch size of learner $k$ and $t_k^e$ to the time it takes learner $k$ to perform a single step (i.e., process a single batch). The hyperparameter $\lambda$ controls the number of local passes the slowest learner in the federation needs to perform before all learners synchronize. For example, $\lambda = 2$ refers to the slowest learner completing two epochs. The hyperparameter $\lambda$ can be fractional, that is, the slowest learner may only process part of its training set in a federation round. The term $\beta_k$ denotes the number of steps (batches) learner $k$ needs to perform before issuing an update request, which depends on its computational speed. A theoretical analysis of the weight divergence of our proposed Semi-Synchronous training scheme compared to the centralized model and a more detailed formulation of the federated optimization problem can be found in the Appendix.

To compute the necessary statistics (i.e., time-per-batch per learner), SemiSync performs an initial cold start federation round (see GPUs in Figure 2(b,d)) where every learner trains for a single epoch and the controller collects the statistics to synchronize the new SemiSync federation round. Here, the hyperparameter $\lambda$ and the timings per batch are kept static throughout the federation training once defined, although other schedules are possible (cf. Section 7). To obtain a good estimate of the processing time per batch, in the cold start phase the system has every learner complete a full epoch. The system sets a maximum duration for a cold start to prevent a very slow learner from disrupting the federation.

In our SemiSync approach, the learners’ synchronization point does not depend on the number of completed epochs, but on the synchronization period. Learners with different computational power and amounts of data perform a different number of epochs, including fractional epochs.

\(^1\)In our cross-silo settings, we do not consider delays due to learners’ transmission speed. In our experiments in Section 6 model transmission time is less than 0.5% of the computation time.
There is no idle time. Since the basic unit of computation is the batch, this allows for a more fine-grained control on when a learner contributes to the community model. This policy is particularly beneficial in heterogeneous computational and data distribution environments.

4.4 Training Policies Cost Analysis

**Parallel Processing Time.** We are interested in the wall-clock time it takes the federation to reach a community model of a given accuracy, with all learners running in parallel. For synchronous and semi-synchronous protocols, this is simply the number of federation rounds \((R)\) times the synchronization period \((t_{\text{max}}(\lambda))\) [43]. For asynchronous protocols, this is the time at which a learner submits the last local model that makes the community model reach the desired accuracy (e.g., time \(t_L\) in Figure 1). If \(p_t\) denotes the processing time difference between update requests, and \(U\) the number of update requests, then the total parallel processing time is computed as

\[
PT_{\text{Sync/SemiSync}} = R t_{\text{max}}(\lambda); \quad PT_{\text{Async}} = U \sum_{i=1}^{U} p_t. \tag{6}
\]

**Communication Cost.** We measure communication cost by the total number of update requests issued during training by the learners to the federation controller. Each update request accounts for two model exchanges: the learner sends its local model to the controller and receives the community model. In a federation of \(N\) learners, for synchronous and semi-synchronous protocols with \(R\) synchronization points, and for asynchronous with \(U\) update requests:

\[
CC_{\text{Sync/SemiSync}} = N R \quad CC_{\text{Async}} = U. \tag{7}
\]

**Energy Cost.** The energy cost is based on the cumulative processing time of all learners to complete their local training [43] weighted by the energy cost \((\epsilon_k)\) of each learner’s processor (e.g., GPU or CPU). For asynchronous protocols, let \(\Lambda_k\) denote the total number of local epochs performed by a learner \(k\) to reach a particular timestamp, then the cumulative energy cost is:

\[
EC_{\text{Sync}} = R \lambda \sum_{k=1}^{N} \epsilon_k t_k^e \quad EC_{\text{SemiSync}} = R t_{\text{max}}(\lambda) \sum_{k=1}^{N} \epsilon_k \quad EC_{\text{Async}} = \sum_{k=1}^{N} \epsilon_k \Lambda_k t_k^e. \tag{8}
\]

5 FEDERATED LEARNING ENVIRONMENT

We have designed and developed a flexible FL system, called Metis, to explore different communication protocols and model aggregation weighting schemes (Figure 3). Metis uses Tensorflow [1] as its deep learning execution engine. In Figure 3, we decompose the FL environment into tiers in order to exemplify the data management and training procedures occurring in cross-silo settings.
**Federation Controller.** The centralized controller is a multi-threaded process with a modular design that integrates a collection of extensible microservices (e.g., caching and community tiers). The controller orchestrates the execution of the entire federation and is responsible to initiate the system pipeline, broadcasting the initial community model, and handling learners’ update requests. Every incoming update request is handled by the controller in a FIFO ordering through a mutually exclusive lock, ensuring system state linearizability [24]. Essentially, the federation controller is a materialized version of the Parameter Server [1, 20] concept, widely used in distributed learning applications. The centralized (star-shaped [4]) FL topology that we investigate in this work, i.e., a centralized coordinator and a collection of learning nodes, is considered a standard topology in cross-silo FL settings [29, 35, 74]. Compared to existing work [7, 21, 69] that follows a hierarchical structure, where multiple coordinators may exist along with a set of master/cloud networks and sub-aggregators/fog-networks, our learning environment consists of a single master coordinator (i.e., Federation Controller) that is responsible for coordinating the federated execution and aggregating the learners’ local models.

**Community and Caching Tier.** The community tier computes a new community model \( w_c \) as a weighted average of the most recent model that each learner has shared with the controller (Equation (1)). To facilitate this computation, it is natural to store the most recently received local model of every learner in memory or on disk. Therefore, the memory and storage requirements of a community model depend on the number of learners contributing to the community model. Similarly to the computation of the community model in synchronous protocols, we extend this approach to asynchronous protocols by using our proposed caching scheme at every update request. For synchronous protocols we always need to perform a pass over the entire collection of stored local models, with a computational cost \( O(MN) \), where \( M \) is the size of the model and \( N \) is the number of participating learners. For asynchronous protocols where learners generate update requests at different paces and the total number of update requests is far greater than synchronous, such a repetitive complete pass is expensive and we can leverage the existing cached/stored local models to compute a new community model in \( O(M) \) time, independent of the number of learners.

Consider an unnormalized community model consisting of \( m \) matrices, \( w_c = (w_{c1}, w_{c2}, \ldots, w_{cm}) \), and a community normalization weighting factor \( P = \sum_{k=1}^{N} p_k \). Given a new request from learner \( k \), with new community contribution value \( p'_k \), the new normalization value \( P' = P + p'_k - p_k \), where \( p_k \) is the learner’s previous contribution value. For every component matrix \( w_{ci} \) of the community model, the updated matrix \( w'_{ci} \) is \( w'_{ci} = w_{ci} + p'_k w'_{k,i} - p_k w_{k,i} \), where \( w'_{k,i}, w_{k,i} \) are the new and existing component matrices of learner \( k \). The new community model is \( w_c = \frac{1}{P'} w'_c \). Using this caching approach, in asynchronous execution environments, the most recently contributed local model of every learner in the federation is always considered in the community model.

Some existing asynchronous community mixing approaches [65, 73] compute a weighted average using a mixing hyperparameter between the current community and the committing local model of a requesting learner. In contrast, our caching approach eliminates this mixing hyperparameter dependence and performs a weighted aggregation using all recently contributed local models. Figure 4 shows the computation cost for different sizes of a ResNet community model (from Resnet-20 to Resnet-200), in the CIFAR-100 domain, as the federation increases to 1,000 learners. With our caching mechanism, the time to compute a community model remains constant irrespective of the number of participating learners, while it significantly increases without it.

**Model Exchange Tier.** This tier follows a stateful client-server communication architecture [23]. Every learner in the federation contacts the controller for a community update once it completes
its locally assigned training and shares its local model with the controller. Upon computing the new community model, in the synchronous and semi-synchronous cases, the controller broadcasts the new model to all learners, while in the asynchronous case, the controller sends the new model to the requesting learner. Figure 3 represents the model exchange of the semi/synchronous cases with requests R1 to R6.

**Learners and Data Tier.** In the current work, all learners train on the same neural network architecture with identical hyperparameter values (learning rate, batch size, etc.), starting from the same initial (random) model state, and using the same local SGD optimizer (but see future work in Section 7). The number of local steps a learner performs before issuing an update request is defined either in terms of epochs/batches or the maximum scheduled time (see Equation (5)). Every learner trains on its own local training dataset and no data are shared.

**Execution Pipeline.** Algorithm 1 describes the execution pipeline within Metis for synchronous, semi-synchronous, and asynchronous communication protocols. In synchronous and semi-synchronous protocols, the controller waits for all the participating learners to finish their local training task before it computes a community model, distribute it to the learners, and proceeds to the next global iteration. In asynchronous protocols, the controller computes a community model whenever a single learner finishes its local training, using the caching mechanism, and sends the new model to the learner. In all cases, the controller assigns a contribution value $p_k$ to the local model $w_k$ that a learner $k$ shares with the community. For synchronous and asynchronous FedAvg (SyncFedAvg and AsyncFedAvg), this value is statically defined and based on the size of the learner’s local training dataset, $|D^k_T|$. For other weighting schemes, such as FedRec, the Staleness procedure computes it dynamically. The LearnerOpt procedure implements the local training of each learner. The local training task assignment information is passed to every learner through the metadata, meta, collection. Finally, a learner trains on its local model using either Vanilla SGD, Momentum SGD, or FedProx as its local SGD solver.

6 EXPERIMENTS
We conduct an extensive experimental evaluation of different training policies on a diverse set of FL environments with heterogeneous amounts of data per learner, local data distributions, and computational resources. We evaluate the protocols on the CIFAR-10, CIFAR-100, and ExtendedMNIST By Class [9, 13] benchmark datasets with a federation consisting of 10 learners as well as on the BrainAge prediction task [14, 22, 28, 52, 66] with a federation of eight learners. The asynchronous protocols (i.e., FedRec and AsyncFedAvg) were run using the caching mechanism described in Section 5 except for FedAsync. FedAsync was run using the polynomial staleness function, i.e., FedAsync+Poly, with mixing hyperparameter $a = 0.5$ and model divergence regularization factor $\rho = 0.005$, which is reported to have the best performance [73].

**Models Architecture.** The architecture of the deep learning networks for CIFAR-10 and CIFAR-100 come from the Tensorflow tutorials: for CIFAR-10 we train a 2-CNN and for CIFAR-100 a ResNet-50. The 2-CNN model architecture for ExtendedMNIST comes from the LEAF benchmark [9]. The 5-CNN for BrainAge is from [66]. For all models, during training, we share all trainable weights (i.e., kernels and biases). For ResNet, we also share the batch normalization, gamma, and beta matrices. The random seed for all our experiments is set to 1990.

---

2CIFAR-10: https://github.com/tensorflow/models/tree/r1.13.0/tutorials/image/cifar10.  
3CIFAR-100: https://github.com/tensorflow/models/tree/r1.13.0/official/resnet.  
4ExtendedMNIST: https://github.com/TalwalkarLab/leaf/blob/master/models/femnist/cnn.py.  
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ALGORITHM 1: FL Training with Metis. Community model $w_c$, comprising $m$ matrices, is computed from $N$ learners; $\gamma$ = momentum attenuation factor; $\eta$ = learning rate; $\beta$ = batch size.

**Initialization:** $w_c, \gamma, \eta, \beta$

**Variants**

**Semi-Synchronous**

For $t = 0, \ldots, T-1$

For each learner $k \in N$ in parallel do

$w_k = \text{LEARNEROPT}(w_c, meta)$

$p_k = \lfloor D_k^t \rfloor$ (SyncFedAvg)

$w_c = \sum_{k=1}^{N} p_k w_k$ with $P = \sum_{k} p_k$

Reply $w_c$ to every learner

**Asynchronous**

$P = 0; \forall k \in N, p_k = 0; \forall i \in m, W_{c,i} = 0$

$\forall k \in N \text{LEARNEROPT}(w_c, meta)$

While true do

If (learner $k$ requests update) then

$p_k' = \lfloor D_k^t \rfloor$ (AsyncFedAvg)

$P' = P + p_k' - p_k$

For $i \in m$ do

$W_{c,i} = W_{c,i} + p_k' w_{k,i}' - p_k w_{k,i}$

$w_c' = \frac{1}{P'} W_{c}'$

Reply $w_c'$ to learner $k$

**LEARNEROPT($w_t$, meta):**

$B = \{ \text{meta[epochs]} \times \lfloor D_t^t \rfloor / \beta \}$ (Sync & Async)

$B = \text{Shuffle } B$ training batches of size $\beta$

For $b \in B$ do

If Vanilla SGD then

$w_{t+1} = w_t - \eta \nabla F_k(w_t; b)$

If Momentum then

$u_{t+1} = \gamma u_t - \eta \nabla F_k(w_t; b)$

$w_{t+1} = w_t + u_{t+1}$

If FedProx then

$w_{t+1} = w_t - \eta \nabla F_k(w_t; b) - \eta \mu (w_t - w_c)$

Reply $w_{t+1}$ to controller

**Staleness($k$):**

$s_c^t$ = current time community model steps

$s_c^{t-1}$ = previous time community model steps

$s_k = \text{learner } k \text{ steps between } t \text{ and } t'$

$\delta = s_c^t - (s_c^{t-1} + s_k)$

$S_k = \{ \delta^{-1/2}, \delta > 0 \}

1, \delta \leq 0$

Reply $S_k$

Models Hyperparameters. For CIFAR-10 in homogeneous and heterogeneous environments the synchronous and semi-synchronous protocols were run with Vanilla SGD, Momentum SGD, and FedProx; asynchronous protocols (FedRec, AsyncFedAvg) were run with Momentum SGD. For CIFAR-100 all the methods were run with Momentum (following the tutorial recommendation). For ExtendedMNIST By Class (following the benchmark recommendation) and BrainAge, we used Vanilla SGD. We originally performed a grid search, on the centralized model, over different combinations of learning rate $\eta$, momentum factor $\gamma$, and mini-batch size $\beta$. For the proximal term $\mu$ in FedProx, we used the values from the original work [36]. After identifying the optimal combination, we kept the hyperparameter values fixed throughout the federation training. In particular, for CIFAR-10 we used $\eta = 0.05$, $\gamma = 0.75$, $\mu = 0.001$, and $\beta = 100$, for CIFAR-100, $\eta = 0.1$, $\gamma = 0.9$, $\beta = 100$, for ExtendedMNIST, $\eta = 0.01$ and $\beta = 100$, and for BrainAge $\eta = 5 \times 10^{-5}$ and $\beta = 1$. For both synchronous and asynchronous policies, we originally evaluated the convergence rate of the federation under different numbers of local epochs $\{1, 2, 4, 8, 16, 32\}$ and we observed the best performance when assigning 4 local epochs per learner. For the semi-synchronous case, we investigated the convergence of hyperparameter $\lambda$ within the set $\{0.5, 1, 2, 3, 4\}$.

Computational Environment. Our homogeneous federation environment for CIFAR and ExtendedMNIST consists of 10 fast learners (GPUs) and our heterogeneous of five fast (GPU) and five slow (CPU) learners. For the BrainAge task, our homogeneous environment consists of 8 fast learners. The fast learners were run on a dedicated GPU server equipped with 8 GeForce GTX 1080 Ti graphics cards of 10 GB RAM each, 40 Intel(R) Xeon(R) CPU E5-2630 v4 @ 2.20GHz, and 128GB...
DDR4 RAM. The slow learners were run on a separate server equipped with 48 Intel(R) Xeon(R) CPU E5-2650 v4 @ 2.20GHz and 128GB DDR4 RAM. For the 2-CNN used in CIFAR-10 the processing time per batch for fast learners is: $t_{β_k} \approx 30ms$, and for slow: $t_{β_k} \approx 300ms$, for the ResNet-50 used in CIFAR-100, for fast is: $t_{β_k} \approx 60ms$ and for slow: $t_{β_k} \approx 2000ms$, for the 2-CNN used in ExtendedMNIST for fast is: $t_{β_k} \approx 50ms$ and for slow: $t_{β_k} \approx 800ms$ and for the 5-CNN used in BrainAge for fast is: $t_{β_k} \approx 120ms$.

Data Distributions. We evaluate the training policies over multiple environments with heterogeneous data sizes, data distributions, and learning problems (classification for CIFAR & ExtendedMNIST, regression for BrainAge). We consider three types of data size distributions: Uniform, where every learner has the same number of examples; Skewed, where each learner has a progressively smaller set of examples; and Power Law (exponent = 1.5) to model extreme variations in the amount of data (intended to model the long tail of science). Learners train on all available local examples.

To model statistical heterogeneity in classification tasks, we assign a different number of examples per class per learner. Specifically, with IID we denote the case where all learners hold training examples from all the target classes, and with Non-IID(x) we denote the case where every learner holds training examples from only x classes. For example, Non-IID(3) in CIFAR-10 means that each learner only has training examples from 3 target classes (out of the 10 classes in CIFAR-10). For Power Law data sizes and Non-IID configurations, in order to preserve scale invariance, we needed to assign data from more classes to the learners at the head of the distribution. For example, for CIFAR-10 with Power Law and a goal of 5 classes per learner, the actual distribution is Non-IID(8 × 1, 7 × 1, 6 × 1, 5 × 7), meaning that the first learner holds data from 8 classes, the second from 7 classes, the third from 6 classes, and all 7 subsequent learners hold data from 5 classes. For brevity, we refer to this distribution as Non-IID(5). Similarly for CIFAR-10 Power Law and Non-IID(3), the actual distribution is Non-IID(8 × 1, 4 × 1, 3 × 8). For CIFAR-100, Power Law and Non-IID(50), the actual distribution is Non-IID(84 × 1, 76 × 1, 68 × 1, 64 × 1, 55 × 1, 50 × 5).

To model computational heterogeneity, we use fast (GPU) and slow (CPU) learners. In order to simulate realistic learning environments, we sort each configuration in descending data size order and assign the data to each learner in an alternating fashion (i.e., fast learner, slow learner, fast learner), except for the uniform distributions where the data size is identical for all learners. Due to space limitations, for every experiment, we include the respective data distribution configuration as an inset in the convergence rate plots (Figures 7–11). Figure 5 shows three representative data distributions for the three classification domains.

---

5CIFAR & ExtendedMNIST: https://dataverse.harvard.edu/dataset.xhtml?persistentId=doi%3A10.7910%2FDVN%2FPQ34F8. BrainAge: https://dataverse.harvard.edu/dataset.xhtml?persistentId=doi:10.7910/DVN/2RKAQP.
The data distributions of the classification tasks that we investigate are based on the work of [78], where the data are evenly (i.e., Uniform in our case) partitioned across 10 learners, and with different class distributions per learner (i.e., Non-IID(2) refers to examples from two classes per learner). We extend their work by also investigating the cases where the size of the partitions is not uniform, but follows a skewed or a power-law distribution (called quantity skew/unbalanceness in [29]).

For the statistical heterogeneity of the regression task in BrainAge, we partition (following [66]) the UKBB neuroimaging dataset [48] into training (8,356 records) and test (2,090 records) across a federation of eight learners with skewed data amounts, and IID and Non-IID age distributions. In the IID case, every learner holds data examples from all possible age ranges, while in the Non-IID case learners hold examples from a subset of age ranges. Figure 6 shows the distribution of the training examples across the eight learners over three different learning environments in BrainAge. Every environment is evaluated on the same test dataset representative of the global age distribution.

Within each learning domain, all training policies were run for the same amount of wall-clock time. In homogeneous computational environments (cf. Figure 7(b)), the total number of update requests for synchronous and asynchronous policies is similar, since any latency occurs only due to differences in the amount of training data. However, in heterogeneous computational environments, during asynchronous training, computationally fast learners issue many more update requests than slow learners. In synchronous and semi-synchronous policies, the update requests are substantially smaller and driven by the slowest learner in the federation. To highlight the differences in communication costs, Figures 8(b), 9(b), and 10(b) show the number of update requests issued by all learners for the same wall-clock time period (set in Figures 8(a), 9(a), and 10(a), respectively). Point markers in the asynchronous policies are just a visual aid to distinguish them from synchronous and semi-synchronous policies.

CIFAR-10 Results. Figure 7 shows the performance of synchronous, semi-synchronous, and asynchronous policies in a homogeneous computational environment, where all learners have the
same computational capabilities (10 GPUs). We compare the different policies on heterogeneous amounts of data per learner (Skewed, Power Law) since for a homogeneous computational environment with an equal number of data points (Uniform) across learners, all policies are equivalent. For the synchronous policies, idle time still occurs due to the different data amount in the Skewed and Power Law data distributions. For SemiSync and asynchronous policies, there is no idle time. We evaluate SyncFedAvg and SemiSyncFedAvg with Vanilla SGD, Momentum SGD, and FedProx, and AsyncFedAvg, FedRec, and FedAsync with Momentum SGD. SyncFedAvg with Momentum converges very slowly in Power Law data distributions, but using FedProx as a local optimizer rescues it. SemiSync with Momentum and $\lambda = 2$ results in the fastest convergence across the experiments in Figure 7(a) (see also Table 2). Similar results hold for communication costs in terms of update requests as shown in Figure 7(b). When the amounts of data across learners are not too
great (Skewed data distributions) AsyncFedAvg and FedRec have comparable performance, but as the difference in data increases (PowerLaw data distributions), AsyncFedAvg is more efficient compared to the staleness-aware weighting scheme of both FedRec and FedAsync.

Figure 8 shows the performance on the CIFAR-10 domain of synchronous, asynchronous, and semi-synchronous policies in a heterogeneous computational environment (with 10 learners: Five fast GPUs, and five slow CPUs; the CPUs’ batch processing is 10 times slower than the GPUs). Again, our SemiSync with Momentum ($\lambda = 2$) has the best performance with faster convergence (some other policies reach comparable accuracy levels eventually). As we move towards more challenging Non-IID learning environments, all methods show a reduction in the final performance (lower accuracy). SyncFedAvg with Momentum performs reasonably well with moderate levels of data heterogeneity (Skewed data amounts, with either IID or Non-IID distributions). However, in more extreme data distributions (Power Law), it learns very slowly, since the local models are more disparate and the momentum factor limits changes to the community model. In SemiSync the fast learners perform more local iterations and mix more frequently, which facilitates the convergence of the federation even for the same momentum factor that slowed learning for SyncFedAvg. This is exacerbated in the heterogeneous case, compared to the homogeneous case, since the training speed differences are much greater. Interestingly, SyncFedAvg with FedProx performs much better in these cases, although still worse than the SemiSync policies. FedRec dominates other asynchronous policies on convergence rate, especially in IID environments and in Power Law distributions. In Uniform and Skewed Non-IID environments, its performance is comparable to AsyncFedAvg. Comparing the experiments based on data amounts, we can see that in some learning environments, such as Skewed & Non-IID(5) and Power Law & Non-IID(5) in Figures 7 and 8, the optimal accuracy is higher in the Power Law case compared to its Skewed counterpart. This is due to the fact that the head (G:1) of the Power Law distribution covers most of the domain data (eight classes) and, therefore, its local model is more valuable and has a greater contribution value in the community model.

The communication cost of SemiSync policies is comparable to synchronous policies reaching a high accuracy very quickly, while asynchronous policies require many more update requests to achieve the same (or worse) level of accuracy (Figure 8(b)). For Power Law data distributions SyncFedAvg with Momentum fails to learn, but SyncFedAvg with FedProx learns and efficiently uses communication. Similar to the homogeneous case, our semi-synchronous policies dominate in heterogeneous environments (see also Table 3).

CIFAR-100 Results. Figure 9 shows the performance on the CIFAR-100 domain of synchronous, asynchronous, and semi-synchronous policies in a heterogeneous computational environment (with 10 learners: Five fast GPUs, and five slow CPUs). Due to the size and computational complexity of the ResNet-50 model used to train on the CIFAR-100 domain, the performance difference between fast and slow learners is large (CPUs batch processing is 33 times slower than the GPUs). Using a smaller value of $\lambda$ leads to better results for the SemiSync policy. We use $\lambda = 0.5$, which means that the slowest learner processes only half of its local dataset at each SemiSync synchronization point. However, since the batches are chosen randomly, after two synchronization points all the data is processed (on average). FedRec dominates alternative asynchronous policies, though is less stable. Our SemiSync with Momentum ($\lambda = 0.5$) policy yields the fastest convergence rate and final accuracy, while remaining communication efficient.

ExtendedMNIST Results. Figure 10 shows the results on the ExtendedMNIST By Class domain in heterogeneous environments (10 learners: Five fast, five slow; slow learners (CPUs) are 16 times slower than fast learners (GPUs)). Extended MNIST By Class is a very challenging learning task due to its unbalanced distribution of target classes and large amount of data samples (731,668
Fig. 8. Heterogeneous computational environment on CIFAR-10. SemiSync with momentum ($\lambda = 2$) has the fastest convergence and lowest communication cost for a given accuracy. ("G" = GPU, "C" = CPU).
Fig. 9. Heterogeneous computational environment on CIFAR-100. SemiSync with momentum (λ = 0.5) significantly outperforms all other policies in this challenging domain. (‘G’ = GPU, ‘C’ = CPU).

As we empirically show, SemiSync performs considerably better compared to other policies both in terms of convergence speed and in terms of communication cost. Among the asynchronous policies, FedRec has faster convergence and better generalization. Interestingly, asynchronous policies have faster convergence at the beginning of the federated training, a behavior that is more pronounced for FedRec in the Power Law & IID environment. Given the large number of records allocated to the slow learners (e.g., C:1 owns ~90,000 in Skewed and >140,000 examples in Power Law), the total processing time required to complete their local training task is much higher compared to fast. Moreover, since in asynchronous policies no idle time exists for the fast learners, the convergence of the community model is driven by their learning pace and more frequent communication, whereas in synchronous and semi-synchronous all learners need to complete their local training task before a new community model is computed; hence the delayed convergence of Sync and SemiSync at the start of training.

BrainAge Results. We evaluate the synchronous and SemiSync policies on a computationally homogeneous environment with Skewed IID and Non-IID data distributions (for Uniform data amounts both policies behave identically, see [66] for results in this environment) on the BrainAge domain (Figure 11). In terms of parallel processing time, SemiSync with λ = 3, 4 provides faster convergence for both Skewed IID and Non-IID distributions compared to the synchronous policy. In
Fig. 10. Heterogeneous computational environments on extendedMNIST by class. SemiSync with vanilla SGD ($\lambda = 1$) outperforms all other policies, with faster convergence and less communication cost.

terms of communication cost, SemiSync with $\lambda = 4$ is more communication efficient for both data distributions, with $\lambda = 3$ being comparable to synchronous. For IID, SemiSync with $\lambda = 3$ leads to the smallest mean absolute error, which is very close to the error reached by the centralized model.

Models Performance: Time, Communication, and Energy. We analyze the performance of the different federated training policies in terms of time, communication, and energy costs, in the CIFAR-10 domain in both homogeneous (Table 2) and heterogeneous (Table 3) environments. To compare the training policies, we pick a target accuracy that can be reached by (most of) the policies and calculate the different metrics as defined in Section 4.4. To compute the energy cost in the heterogeneous computational environment, we set $\epsilon_k = 2$ for GPUs and $\epsilon_k = 1$ for CPUs (see Equation (8)). Since estimating the full energy consumption (network, storage, power conversion) is

---

We disregard model transmission costs. In heterogeneous environments for CIFAR-10, CIFAR-100 and ExtendedMNIST, the model size, average model transmission time, average processing time for SemiSync, and ratio of model transmission to computation are: (4MB, 0.4secs, 80secs $\lambda = 2$, 0.005), (5MB, 0.4secs, 80secs $\lambda = 2$, 0.003), and (50MB, 5secs, 1000secs $\lambda = 1$, 0.005), respectively. Similarly, for the homogeneous environment of BrainAge we have (11MB, 0.9secs, 850secs $\lambda = 2$, 0.001).
Semi-Synchronous Federated Learning

Fig. 11. Homogeneous computation, heterogeneous data environments on BrainAge. SemiSync with Vanilla SGD $\lambda = 4$ converges faster and with less communication cost compared to its synchronous counterpart. SemiSync with $\lambda = 3$ is close to the performance of the centralized model in skewed & IID.

challenging, we compute the energy cost ratio between GPUs and CPUs based on their Thermal Design Power (TDP) value [18], which accounts for the maximum amount of heat generated by a processor. For the GPU GeForce GTX 1080 Ti the TDP value is $\sim$180W, while for the Intel(R) Xeon(R) CPU the TDP value is $\sim$90 W. In both homogeneous and heterogeneous domains, SemiSync with Momentum ($\lambda = 2$) performs best in terms of the (parallel/wall-clock) time to reach the desired target accuracy and in terms of the energy cost (with depends on the cumulative processing time across all learners needed to reach that accuracy). In heterogeneous domains, SemiSync with Momentum ($\lambda = 2$) is also the most efficient in terms of communication. In homogeneous domains SemiSync with Momentum ($\lambda = 4$) is more communication efficient, but with slightly slower convergence and larger energy cost, when compared to ($\lambda = 2$). Remarkably, when our SemiSync strategy is combined with any local optimizer and compared to its synchronous counterpart, it yields significant energy savings close to an average 40% energy cost reduction in both homogeneous and heterogeneous computational environments (cf. Tables 2 and 3). Finally, comparing the performance of the different local optimizers, Momentum SGD provides accelerated convergence with a lower communication overhead compared to Vanilla SGD and FedProx. At the same time, Momentum SGD is the most energy-efficient policy, compared to the Synchronous Vanilla SGD baseline, with a reduction of 3 to 9 times the energy cost.

The Case for Federated Learning. FL is an efficient distributed machine learning paradigm that can allow multiple learning sites (learners) to jointly train a machine learning model without the
Table 2. CIFAR-10 Performance Metrics on Homogeneous Cluster

| Experiment                | Policy                  | Iterations | Parallel Time(s) | Cumulative Time(s) | Com. Cost | Energy Cost (Efficiency) |
|---------------------------|-------------------------|------------|------------------|--------------------|-----------|-------------------------|
|               | Sync w/Vanilla          | 123,220    | 613              | 6,133              | 610       | 12,267                  |
|               | SemiSync (λ = 2) w/Vanilla | 156,025    | 444              | 3,541              | 970       | 7,083 (1.7×)            |
|               | SemiSync (λ = 4) w/Vanilla | 201,385    | 551              | 4,507              | 630       | 9,014 (1.3×)            |
| Skewed & Non-IID(5) 0.7 | Sync w/Momentum         | 92,920     | 319              | 3,190              | 460       | 6,381 (1.9×)            |
|               | SemiSync (λ = 2) w/Momentum | 47,485     | 121              | **1,005**          | 300       | **2,010 (6.1×)**        |
|               | SemiSync (λ = 4) w/Momentum | 58,825     | 161              | 1,324              | 190       | 2,648 (4.6×)            |
|               | Sync w/FedProx          | 92,920     | 319              | 3,190              | 460       | 6,381 (1.9×)            |
|               | SemiSync (λ = 2) w/FedProx | 47,485     | 121              | **1,005**          | 300       | **2,010 (6.1×)**        |
|               | SemiSync (λ = 4) w/FedProx | 58,825     | 161              | 1,324              | 190       | 2,648 (4.6×)            |
|               | FedRec                  | 61,224     | 924              | 3,830              | 358       | 7,661 (1.6×)            |
|               | AsyncFedAvg             | 78,098     | 1,166            | 4,864              | 456       | 9,729 (1.2×)            |
|               | FedAsync                | 198,990    | 3,120            | 12,709             | 1,164     | 25,419 (0.4×)           |
| Power Law & Non-IID(3) 0.65 | Sync w/Vanilla          | 24,240     | 181              | **1,811**          | 120       | **3,623**               |
|               | SemiSync (λ = 2) w/Vanilla | 54,905     | 199              | **1,347**          | 170       | **2,695 (1.3×)**        |
|               | SemiSync (λ = 4) w/Vanilla | 68,505     | 208              | 1,694              | 110       | **3,389 (1.1×)**        |
|               | Sync w/Momentum         | did not reach target accuracy |          |                   |           |                         |
|               | SemiSync (λ = 2) w/Momentum | 31,105     | **86**           | **667**            | 100       | **1,335 (2.7×)**        |
|               | SemiSync (λ = 4) w/Momentum | 48,105     | 146              | **1,181**          | **80**    | **2,363 (1.5×)**        |
|               | Sync w/FedProx          | 38,380     | 287              | **2,876**          | 190       | **5,752**               |
|               | SemiSync (λ = 2) w/FedProx | 75,305     | 208              | **1,620**          | 230       | **3,241 (1.1×)**        |
|               | SemiSync (λ = 4) w/FedProx | 95,705     | 291              | **2,157**          | 150       | **4,315 (0.8×)**        |
|               | FedRec                  | 45,822     | 877              | **3,360**          | 365       | **6,720 (0.5×)**        |
|               | AsyncFedAvg             | 30,894     | 609              | **2,357**          | 255       | **4,715 (0.7×)**        |
|               | FedAsync                | 247,068    | 4,727            | **18,165**         | 1,981     | **36,331 (0.1×)**       |

SemiSync with Momentum outperforms all other Synchronous and Semi-Synchronous policies (best values in bold). The first column refers to the federated learning domain and the target accuracy that each policy needs to reach. Column ‘Com. Cost’ is an abbreviation for Communication Cost. The total models exchanged during training is twice the communication cost value. For every experiment the energy savings are computed against the synchronous Vanilla SGD baseline.

need to share data (i.e., move the data out of their original source to a central site). This is critical in many domains, particularly in health informatics and in biomedical/genetics research consortia, where it is hard to share data due to privacy protections.

To demonstrate the benefits of FL in a realistic biomedical domain, we analyzed the performance of individual sites training on their local data versus training in a federation for the BrainAge domain under different data distributions. Figure 12(a) considers a Uniform & IID environment, where each site has the same amount of data and full representation of age ranges (cf. Figure 6(a,b)). Even in this benign environment, the community model obtained by the federation significantly outperforms the model achieved by any single site. Figure 12(b) considers a Skewed & Non-IID environment, where different sites have different amounts of data and different age distributions (cf. Figure 6(c,d)). This more realistic scenario would be typical of research consortia or federations of hospitals and clinics of different sizes and different disease prevalence. In this case, sites with smaller datasets or data distributions farther from the global distribution show very poor performance. Again, even the sites with larger datasets cannot match the community model. In summary, sites both small and large have strong incentives to join in FL.
Table 3. CIFAR-10 Performance Metrics on Heterogeneous Cluster

| Exp. | Policy |
|------|--------|
| Power Law & Non-IID (\(d=3\)) | Semi-Synchronous with Momentum outperforms all other policies in time, communication, and energy costs (best values in bold). First column refers to the federated learning domain and the target accuracy that each policy needs to reach. \(\text{Iter.} = \text{total number of local iterations}, \text{PT(s)} = \text{parallel processing time in seconds}, \text{CT(s)} = \text{cumulative processing time in seconds}, \text{CC} = \text{communication cost}, \text{EC(EF)} = \text{energy cost with energy efficiency factor}. For every experiment the energy savings are computed against the synchronous Vanilla SGD baseline. |
| 0.5 | Sync with Vanilla | 90.458 3.671 7.343 2.647 2.922 2.922 93.105 1.05 6.594 664 10.266 (1.1×) 
| Semi-Sync (\(\lambda = 2\)) with FedAsync | did not reach target accuracy 
| FedAsync | did not reach target accuracy |
| | Sync with Momentum | did not reach target accuracy 
| 0.6 | Sync with Vanilla | 183.982 6.185 12.370 17.361 7.349 7.349 201.343 5.346 10.534 8021 20.179 (1.2×) 
| Semi-Sync (\(\lambda = 2\)) with Vanilla | 155.751 1.706 3.413 1.706 3.413 1.706 160.109 1.706 3.413 8021 20.179 (1.2×) 
| Sync with Momentum | did not reach target accuracy 
| | Semi-Sync (\(\lambda = 2\)) with Momentum | 80.102 1.831 3.662 8.183 1.831 3.662 88.285 1.103 6.770 80 86.601 (1×) 
| FedRec | 210.882 4.677 9.354 9.354 9.354 9.354 103.465 1.306 6.931 80 103.465 (1×) 
| AsyncFedAvg | did not reach target accuracy 
| FedAsync | did not reach target accuracy |
| | Sync with FedProx | 29.328 1.065 2.130 23.192 22.998 22.998 20.179 1.059 6.931 80 103.465 (1×) 
| Semi-Sync (\(\lambda = 2\)) with FedProx | 93.882 1.446 2.893 9.583 4.434 4.434 103.465 1.306 6.931 80 103.465 (1×) 
| Sync with FedProx | did not reach target accuracy 
| | Semi-Sync (\(\lambda = 2\)) with Momentum | 28.200 1.010 2.020 22.300 22.998 22.998 50.500 2.021 10.707 80 50.500 (1×) 
| | Semi-Sync (\(\lambda = 2\)) with Vanilla | 90.458 3.671 7.343 2.647 2.922 2.922 93.105 1.05 6.594 664 10.266 (1.1×) 
| | Sync with Momentum | did not reach target accuracy 
| | Sync with FedProx | did not reach target accuracy 
| | Sync with Vanilla | 28.200 670 1.341 22.300 10.896 10.896 50.500 2.179 11.567 80 50.500 (2×) 
| | Semi-Sync (\(\lambda = 2\)) with Momentum | 80.102 1.831 3.662 8.183 1.831 3.662 88.285 1.103 6.770 80 86.601 (1×) 
| | Semi-Sync (\(\lambda = 2\)) with Federation | 164.082 3.585 7.170 16.603 10.006 10.006 180.685 2.153 13.591 20 180.685 (1×) 
| | Sync with FedProx | did not reach target accuracy 
| | | 262 262 262 262 262 262 262 262 262 262 262 (262×) 
| | | 122 122 122 122 122 122 122 122 122 122 (122×) 
| | | 44 44 44 44 44 44 44 44 44 44 (44×) 

7 DISCUSSION

We have presented a novel Semi-synchronous FL training policy, SemiSync, with fast convergence and low communication and energy costs, particularly in heterogeneous data and computational environments. SemiSync defines a synchronization time point where all learners share their current local model to compute the community model. Compared to synchronous policies, learners with different amounts of data and/or computational power do not remain idle. By choosing the synchronization point so that the amount of data processed by the learners does not become too dissimilar, we can achieve faster convergence without increasing communication costs and with less energy consumption. We performed extensive experiments comparing synchronous (FedAvg), asynchronous (FedAsync, FedRec), and semi-synchronous (SemiSync) policies in heterogeneous data and computational environments on standard benchmarks and on a challenging neuroimaging domain. We show experimentally that our SemiSync policy provides accelerated convergence and reaches better or comparable eventual accuracy than previous approaches. The effects are more pronounced the more challenging the domain is, such as the results on CIFAR-100 and BrainAge with different data amounts per learner and Non-IID distributions.

In future work, we plan to explore (1) adaptive hyperparameter (e.g., \(\lambda, \eta\)) schedules, (2) server-side model optimization update rules [26, 55, 70], and (3) FL policies under different homomorphic
Fig. 12. Performance evaluation of standalone silo against the federation (community) model on the BrainAge learning task. FL leverages all available data points and learns a more generalized model.

encryption schemes [67]. We also plan to adapt the SemiSync protocol to cross-device settings by considering connectivity and bandwidth limitations, and estimating hyperparameter λ from a sample of learners and progressively fine-tuning it as more learners are sampled.

APPENDICES

A FEDERATED PROBLEM FORMULATION

Global Loss. Our learning environment consists of N learners, each owning \( n_k \) local training examples \( (n_k = |D_k| = |(X_k, Y_k)|) \), for a total number of \( n = \sum_k n_k \). Every learner computes its local objective, \( F_k(w) \) by minimizing the empirical risk over its local training set \( D^T_k \) as

\[
F_k(w) = \frac{1}{n_k} \sum_{(x_k, y_k) \sim (X_k, Y_k)} \ell_k(w; x_k, y_k),
\]

with \( \ell_k \) denoting the local loss function. The goal is to minimize the global function \( f(w) \) to find the optimal set of parameters \( w^* \) such that:

\[
w^* = \arg\min_w f(w), \quad \text{where} \quad f(w) = \sum_{k=1}^{N} \frac{n_k}{n} F_k(w) = \sum_{k=1}^{N} \frac{n_k}{n} \mathbb{E}_{(x_k, y_k) \sim (X_k, Y_k)} [\ell_k(w; x_k, y_k)]. \tag{9}
\]

Synchronization Period. For every participating learner \( k \), we denote as \( t^e_k \) the computation time required to train the global model on its local dataset for a single epoch, \( d_k \) the download transmission cost to receive the global model from the controller and \( u_k \) the upload transmission cost to send its local model to the controller. Let \( d_{\max} = \max(d_k, \forall k \in N) \), \( d_{\min} = \min(d_k, \forall k \in N) \), \( t^e_{\max} = \max(t^e_k, \forall k \in N) \), \( t^e_{\min} = \min(t^e_k, \forall k \in N) \) and \( u_{\max} = \max(u_k, \forall k \in N) \), \( u_{\min} = \min(u_k, \forall k \in N) \). The computational (processing power) heterogeneity across all participating learners in the federation is defined as \( h_t = \frac{t^e_{\max}}{t^e_{\min}} \), the download communication cost heterogeneity as \( h_d = \frac{d_{\max}}{d_{\min}} \), and the upload communication cost heterogeneity as \( h_u = \frac{u_{\max}}{u_{\min}} \). In our FL setting, where learners are servers located at geographically distributed data centers with high-speed interconnectivity, we consider the communication cost to be negligible (and in addition \( h_d \approx 1, h_u \approx 1 \)). Therefore, we only analyze heterogeneity in terms of computational (training) cost (with \( h_t > 1 \)). For instance, in our empirical evaluation, the heterogeneity between CPUs and GPUs in the CIFAR-100 domain and ResNet-50 model has \( h_t = 33 \). The semi-synchronous protocol delegates more...
training steps ($\mathcal{B}_k$) to computationally fast learners (i.e., $t^c_k \ll t^c_{max}$), which quickly improve the models, even when the slow learners/stragglers (i.e., $t^c_k = t^c_{max}$) cannot contribute much to the learning in the same period. By tuning the $\lambda$ hyperparameter, SemiSync balances the work done by fast and slow learners to accelerate the model convergence rate.

B CONVERGENCE ANALYSIS

In this section, we provide an analysis of the federated model’s performance by quantifying the weight divergence of the federated model to its centralized counterpart [74, 78]. The smaller the weight divergence the better the model performance (e.g., improved accuracy).

Weight Divergence. Following the theoretical analysis of [74, 78] we want to bound the federated model weight divergence computed using the semi-synchronous protocol compared to the centralized model. Consider a classification problem with $C$ classes that follows a joint probability distribution $p(x, y)$ where $x \in \mathcal{X}$ and $y \in \mathcal{C}$. The probability of class $c$ in the dataset is $p(y = c) = \sum_x p(x, c)$. Let function $\phi$ map the input $x$ to a probability vector $\overline{p}$ over the classes, with $\phi_c$ denoting the probability of $x$ belonging to the class $c$. The neural network implements the map $\phi$, which is parameterized over the weights $w$ of the network.

Let $w_{c,r}$ denote the community/global model of the federation at federation round $r$ and $w_z$ the centralized model. We define the population loss $\ell(w)$ though the cross-entropy loss:

$$
\ell(w) = \mathbb{E}_{(x_k, y_k) \sim (\mathcal{X}_k, \mathcal{Y}_k)} \left[ \sum_{c=1}^{C} \mathbb{I}_{y=c} \log \phi_c(w; x) \right] = \sum_{c=1}^{C} p(y = c) \mathbb{E}_{x|y=c} [\log \phi_c(w; x)].
$$

In a centralized setting, we want to optimize the loss function by performing consecutive iterations/steps over the training dataset. The update rule (using SGD) for a single step is

$$
w_z = w_{z-1} - \eta \sum_{c=1}^{C} p(y = c) \nabla_{w} \mathbb{E}_{x|y=c} [\log \phi_c(w; x)].
$$

In a federated setting, where $N$ learners participate at every round (full client participation), with every learner $k$ having its own unique local training dataset and data distribution, $D_i \cap D_j = \emptyset$, $p_i(y = c) \neq p_j(y = c), i \neq j, |D_k| = n_k$, and $n = \sum_{k=1}^{N} n_k$, the update rule for a global iteration (using SGD) after every learner performed a single (local) step is given by

$$
w_{c,r} = \frac{N}{n} \left( w_{c,r-1} - \eta \sum_{c=1}^{C} p_k(y = c) \nabla_{w} \mathbb{E}_{x|y=c} [\log \phi_c(w; x)] \right).
$$

**Proposition B.1.** Given a classification problem with $C$ classes, a federation of $N$ learners, with each learner $k$ owning $n_k$ training samples following a non-iID data distribution $p_k$, where $p_k \neq p_j, \forall k \neq j$. If $\nabla_{w} \mathbb{E}_{x|y=c} \log f_c(x, w)$ is $\mathcal{M}_{x|y=c}$-Lipschitz for each class $c \in [C]$ and every learner synchronizes its local model every $\mathcal{B}_k$ local steps, then the weight divergence of SemiSync is bounded by

$$
\|w_{c,r} - w_z\| \leq \sum_{k=1}^{N} \frac{\mathcal{B}_{max}}{\mathcal{B}} \alpha_k \mathcal{B}_{max} \left( \|w^\mathcal{B}_{k,r-1} - w^\mathcal{B}_{z-1}\| + \eta \sum_{c=1}^{C} \|p_k(y = c) - p(y = c)\| \right) \left( \frac{\mathcal{B}_{max}^{-1}}{\mathcal{B}^{\mathcal{B}_{max}^{-1}-j}} \right).
$$

**Proof.** Let $w^\mathcal{B}_{k,r}$ denote the local model of learner $k$ at federation round $r$ after $\mathcal{B}_k$ local steps, $\mathcal{B} = \sum_k \mathcal{B}_k$ the total number of iterations across all learners and $w^\mathcal{B}_{z}$ the centralized model after $\mathcal{B}$
iterations. To measure weights divergence when learners perform disproportional number of steps during local training, we analyze the federation model convergence by weighting the local model of each learner on the total number of local steps it performed during training, i.e., \( w_{c,r} = \sum_k \frac{B_k}{B} \cdot w_{k,r} \):

\[
||w_{c,r} - w_z|| \leq \sum_{k=1}^{N} \frac{B_k}{B} \left( \left| w_{k,r}^{C_k-1} - w_z^{B-1} \right| \right)
\]

\[
\leq \sum_{k=1}^{N} \frac{B_k}{B} \eta \sum_{k=1}^{N} \left| \sum_{n=1}^{C_k} p_k(y = c) \nabla w_x \mathbb{E}_{x \mid y=c} \log \phi_c \left( x, w_{k,r}^{C_k-1} \right) - \nabla w_x \mathbb{E}_{x \mid y=c} \log \phi_c \left( x, w_z^{B-1} \right) \right|
\]

\[
\leq \sum_{k=1}^{N} \frac{B_k}{B} \left( 1 + \eta \sum_{k=1}^{N} \left| \sum_{n=1}^{C_k} p_k(y = c) \mathcal{M} \left| w_{k,r}^{C_k-1} - w_z^{B-1} \right| \right| \right)
\]

\[
= \sum_{k=1}^{N} \frac{B_k}{B} \alpha_k \left| w_{k,r}^{C_k-1} - w_z^{B-1} \right|
\].

(10)

Inequality (1) holds because the global dataset population for any class \( c \in [C] \) is equal to the weighted average of the individual class populations within each learner, i.e., \( p(y = c) = \sum_k \frac{n_k}{N} p_k(y = c) \). Inequality (2) holds because we assume \( \nabla w_x \mathbb{E}_{x \mid y=c} \log \phi_c(x,w) \) to be \( \mathcal{M}_{x \mid y=c} \)-Lipschitz. For equality (3) we set, \( \alpha_k = (1 + \eta \sum_{k=1}^{N} \left| \sum_{n=1}^{C_k} p_k(y = c) \mathcal{M} \right| \). From Equation (10), if we assign to every learner the maximum number of local steps within a single round (i.e., the steps that the fastest learner in the federation performs), we get the following inequality for the divergence of the federated model from the centralized model, with \( \sum_k \frac{B_k}{B} \max > 1 \) and \( B_k \leq B_{\max}, \forall k \in [N] \):

\[
||w_{c,r} - w_z|| \leq \sum_{k=1}^{N} \frac{B_{\max}}{B} \alpha_k \left| w_{k,r}^{B_{\max}-1} - w_z^{B_{\max}-1} \right|
\].

(11)
Based on the proposition 3.1 from the work of [78], it holds that the weight divergence of the local model of any client $k \in [N]$ from the centralized model after $B_{\text{max}} - 1$ iterations is:

$$
\| w_{k,r}^{B_{\text{max}} - 1} - w_z^{B_{\text{max}} - 1} \| \leq \alpha_k^{B_{\text{max}} - 1} \| w_{k,r-1}^{B_{\text{max}} - 1} - w_z^{B_{\text{max}} - 1} \|
$$

$$
+ \eta \sum_{c=1}^{B_{\text{max}} - 2} \| p_k(y = c) - p(y = c) \| \left( \sum_{j=0}^{B_{\text{max}} - 2} (\alpha_k^j) g_{\text{max}} \left( w_z^{B_{\text{max}} - 2 - j} \right) \right),
$$

where $g_{\text{max}}$ is equal to:

$$
g_{\text{max}} \left( w_z^{B_{\text{max}} - 2} \right) = \max_{c=1}^{C} \| \nabla w_z |_{y=c} \log \phi_c \left( x, w_z^{B_{\text{max}} - 2} \right) \|.
$$

By combining Equations (11) and (12) we derive the following inequality:

$$
\| w_{c,r} - w_z \| \leq \sum_{k=1}^{N} \frac{B_{\text{max}}}{B} \left( \alpha_k^{B_{\text{max}}} \| w_{k,r-1}^{B_{\text{max}}} - w_z^{B_{\text{max}}} \| \right)
$$

$$
+ \eta \sum_{c=1}^{B_{\text{max}} - 1} \| p_k(y = c) - p(y = c) \| \left( \sum_{j=0}^{B_{\text{max}} - 1} (\alpha_k^j) g_{\text{max}} \left( w_z^{B_{\text{max}} - 1 - j} \right) \right).
$$

Hence proved.

\[\square\]
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