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Abstract: The Federal Reserve has played an arguably important role in financial crises in the United States since its creation in 1913 through monetary policy tools. Thus, this paper aims to analyze the impact of monetary policy on the United States’ economic growth in the short and long run, measured by Gross Domestic Product (GDP). The Vector Autoregressive (VAR) method explores the relationship among the variables, and the Granger causality test assesses the predictability of the variables. Moreover, the Impulse Response Function (IRF) examines the behavior of one variable after a change in another, utilizing the time-series dataset from the first quarter of 1959 to the second quarter of 2022. This work demonstrates that expansionary monetary policy does have a positive impact on economic growth in the short term though it does not last long. However, in the long term, inflation, measured by the Consumer Price Index (CPI), is affected by expansionary monetary policy. Therefore, if the Federal Reserve wants to cease the expansionary monetary policy in the short run, this should be done appropriately, with the fiscal surplus, to preserve its credibility and trust in the US dollar as a global store of value asset. Also, the paper’s findings suggest that continuous expansion of the Money Supply will lead to a long-term inflationary problem. The purpose of this research is to bring the spotlight to the side effects of expansionary monetary policy on the US economy, but also allow other researchers to test this model in different economies with different dynamics.
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1. Introduction

1.1. Research Background

Monetary policy controls the economy’s total Money Supply, composed of M1 and M2. M1 is the total money held by the public and used for deposits, checking accounts, transactions, and payments, which can be the currency, checks, and negotiable order of withdrawal (NOW) accounts. While M2 also consists of M1 components plus assets with high liquidity ( Liquidity refers to assets that can be converted easily into cash in a short period; this is considered to be one fiscal year [1]). There is no consensus about the origin
of money, but there is a comprehensive agreement that many different objects are used to exchange goods, stores of value, and units of account, such as gold and silver.

Central Banks across the world, in general, have different monetary policies and tools to apply. There are two popular types of monetary policy, they are expansionary and contractionary. The first tool of monetary policy is called the open market (OMO). This type is when the FED wants to add more liquidity to the economy, which is done by buying treasury bonds from commercial banks, increasing their reserves, and allowing them to lend more. This move is what is known as expansionary monetary policy. In the long run, the actual effect of open market operations is questionable, as [2,3] found. The opposite is also true; when the FED sells treasury bonds, banks lend less due to liquidity shortages in the economy. This is how the government can raise funds for its investments and expenses. Open Market transactions help to set the funds rate, which will determine the national interest rate. Additional monetary policy tools are used by the FED, such as Reserve requirements and the discount rate. The discount rate is a type of interest charged by the FED on credit facilities provided by the central bank to ensure that depository institutions meet their reserve requirement threshold.

1.2. Relevant Theoretical and Empirical Reviews

In this part of the introduction, we discuss the theoretical and empirical literature reviews that provide a clear idea of what other researchers have done and their outcomes and critically reflect on a potential grasp of up-to-date published information on the topic. This part presents a solid foundation for this paper, it identifies the research gaps presented and cites the up-to-date/latest reviews of the literature that is relevant to this research.

The increase in Money Supply to enhance GDP has long been an object of discussion among economists. For some of them, when interest rates are close to zero, an increase in Money Supply will not be effective. This is called a liquidity trap, and it was first discovered by [4,5] and was recently discussed in [6–9]. In such a case, under economic crises, agents prefer liquidity over debt; in other words, firms and households would prefer holding cash instead of acquiring credit for investments or consumption. The long-run economic goals of the American Federal Reserve and Federal Open Market Committees are to improve monetary policies and strategies to achieve reasonable stability in goods prices and lower the inflation rate, maximize employment, and tackle the challenges of monetary policy constituted by a continuously low-interest rate [10–12].

Financial and economic modeling can help value businesses decide whether to raise capital, expand organically, or buy other shares. In recent work by [13], the economic growth phenomenon was modeled and studied in seven countries over the period from 1990 to 2019. Batrancea and other researchers in [14,15] also recently investigated and analyzed the impact of fiscal pressure on the financial short-term and long-term equilibrium of energy (gas and electricity) companies listed on the New York Stock Exchange over 16 years. Batrancea [16] modeled and examined the impact of the financial liquidity and financial solvency that influenced the performance of 34 healthcare companies. This research work aims to empirically test the efficiency of monetary policy developed by the American central bank Federal Reserve (FED), to foment economic growth in the United States. It also answers the question of ‘How much benefit does expansionary monetary policy brings to economic growth?’ To examine the significance of monetary policy on Gross Domestic Product (GDP) growth, we will perform the Vector Autoregressive (VAR) model, Granger causality test, and Impulse Response Function (IRF). We will analyze the hypothesis to determine whether the expansionary monetary policy creates economic growth. It is interesting to see how Kamaan [17] used the VAR methodology to find that a one-standard-deviation monetary policy shock has a negative and insignificant effect on output. Bernake and Blinder [18] found that contractionary monetary policy or ‘tight money’ reduces the volume of deposits held by depository institutions. In addition, they also noted that loans tend to fall shortly after the fund’s rates move while financial institutions’ balance sheets are adjusted. Given
the contractionary monetary policy, the fall in deposits fully establishes the reduction of loans after two years.

The classical theory of money \cite{19} gained a new approach from Friedman \cite{20}, who stated that his theory is, in the first place, a theory of the demand for money and not a theory of output, money income, or price level. Therefore, any increase in real income increases the need for money (DM), which he described as any other asset. Thus, DM or $\frac{M}{P}$ can be understood as a function of total wealth, the division of wealth between humans and non-humans, the expected rate of return of other assets, and preferences of wealth holders; mathematically, this is:

$$M = f(w, rt, ra, \frac{1}{P} \frac{dP}{dt}, y, u)$$

where:
- $M$ = money balance desired by the public;
- $P$ = price level;
- $y$ = total wealth;
- $w$ = relation between human wealth and non-human;
- $rt$ = expected rate of return over bonds;
- $ra$ = expected rate of return over stocks;
- $u$ = taste and preference.

By arranging the above equation as like the classical Quantity Theory of Money:

$$M = \frac{1}{v} Py,$$ (2)

If $k = 1/v$, then:

$$M = kPy$$ (3)

where $k$ represents the ratio of the desired money held by the public as a constant. Therefore, an increase in Money Supply by the Federal Reserve bonds purchase scheme would affect those holders who sell. This increases their money balance that will be spent on assets, goods, and services, increasing nominal income (Nominal income is before inflation deduction or adjustment called real income). The opposite is also true; if the Federal Reserve (FED) sells bonds, it will reduce the holders’ money balance, reducing goods and services purchases and reducing nominal income. Hence, either way, the demand for money remains constant.

Nevertheless, monetary policy nowadays continues to be the object of analysis by different researchers and methodologies. Kamaan \cite{17} analyzed monetary policy in the developing economy of Kenya; the methodology used was vector autoregression (VAR), a linear equation model where each variable is explained by its own lagged value plus the current values of the remaining variables. This structure is suitable for capturing the dynamics of time series data, and it is straightforward to interpret its output. Besides, VAR is commonly used for multivariate time series analysis. Those variables were gross domestic product, consumer price index, credit to the private sector, central bank rate, treasury bills, lending rate, and nominal effective exchange rate as endogenous (An endogenous variable, in econometrics, refers to a variable determined within the model being analyzed). The study found that GDP growth is not impacted by monetary policy shocks, suggesting that there are other factors and, thus, different alternatives to positively impact total GDP; however, interest rates and credit channels seem more effective for this purpose. In addition, the author concludes that an increase does not follow an unexpected rise in the Central Bank of Kenya’s output rate. A different approach to test the effectiveness of the central bank’s policy to control the interest in inflation and Unemployment Rates in Romania and the European Union was taken in \cite{21}. The result shows a significant relationship between the interest rate and inflation, which allows the central bank to curb inflation when it spikes. An inverse relationship was also found between inflation and the Unemployment
Rate, and thus, by controlling inflation, the central bank can prevent an increase in the unemployment rate [21]. Bhattarai [22], in his analysis, verified that there is a relationship between inflation and unemployment among the Organisation for Economic Co-operation and Development (OECD) countries in the long run.

The datasets analyzed are quarterly data series of all OECD members’ inflation, Unemployment Rate, and growth rate from January 1991 to April 2014. The methodologies applied were a correlation, cointegrations, and causality tests. Moreover, the relationship between the growth and employment rates will be tested through Okun’s law or (Okun’s curve) along with linear regression and VAR (The Okun’s law curve was a report by Arthur Okun in 1962 that shows a damaging regularity of a short-run relationship between unemployment and output [23]). As a result, the Phillips curve correlation test was significant for 28 out of 37 countries, including the United States (Phillips [24] tested the rate of change of money wage rates in the United Kingdom, explained by the level of unemployment and the rate of change of unemployment). Hence, it identified that the Phillips curve, or the trade-off between inflation and unemployment, was more significant in developed economies such as Australia, Denmark, France, Italy, the Netherlands, Spain, New Zealand, the UK, and the US. However, no evidence was found for countries like Austria, Germany, and Norway. Islam et al. [25] traced the relationship patterns between monetary policy and economic growth in Bangladesh and the UK, and studied the long-run and short-run impact of monetary policy on economic growth. This study covered the period from 1980 to 2019. The author used the vector error correction model (VECM), which is more desirable when the dataset is non-stationary. Bhar and Malliaris [26] modeled the US monetary policy using a new quantitative approach and the Markov shifting econometric model. They aimed to learn lessons on how to reduce the high unemployment due to the COVID-19 financial crisis. In that study, they rely on a monthly dataset from 2002 to 2015. Feldkircher et al. [27] also conducted a study that measured the effectiveness of American monetary policy during the COVID-19 recession using a new mixed frequency vector autoregressive (MF-VAR) model. The sample period was from the 1st of 2011 to the 24th week of 2020. Furthermore, other recent pieces of research examined the effects of monetary policy on the GDP during the pre-zero lower bound (pre-ZLB), ZLB, or post-ZLB periods. For example, the Federal Reserve applying unconventional monetary policy and lowering the federal funds rate to nearly zero [6,28,29].

Therefore, this paper captures the evolution of the Money Supply in the United States concerning GDP, Interest Rates, Inflation Rate, and Unemployment Rate over a more inclusive period using a Vector Autoregression model (VAR) after ensuring that all model variables are stationaries. Hence, VAR becomes the best fit model. The rest of the paper is organized as follows: Section 2 is the methodology applied thoroughly explained, theoretically and mathematically. Section 3 contains the tests conducted with the obtained results to be exposed and interpreted, and Section 4 is the conclusion. Thus, this paper aims to provide evidence for the real impact of monetary policy on economic growth and inflation in the short and long run.

2. Methodology

In this paper, the VAR model is developed and analyzed to measure the relationship between GDP, Money Supply (M2), Consumer Price Index (CPI), Interest rate (IR), and Unemployment Rate (Unemp), and their past values with no assumptions made. The Granger causality test analyzed if a one-time series Granger causes the other or whether a time series can be used to predict the others. Moreover, the impulse response function (IRF) measures the reaction of one variable to a shock in the other. It is a valuable tool to examine the response of gross domestic product to a variation in Money Supply and Interest Rate. This study explores the time series dataset composed of five macroeconomics aggregates from the first quarter of 1959 to the second quarter of 2022 collected from the Federal Reserve’s website (https://fred.stlouisfed.org) https://fred.stlouisfed.org/series/M2SL (accessed on 15 June 2022).
The software utilized in these analyses were R and Microsoft Excel. The dataset comprises 254 observations; however, it is worth stating that the last observation is sacrificed due to the normalization techniques applied and four used as lagged values of the VAR model, which leaves the total sample with 250 observations. Furthermore, the range calculation indicates high variability in the dataset, which can also be confirmed by the large standard deviation in the cases of GDP, M2, and CPI. That is, the data is more spread out around the mean; however, as for Interest Rate and the Unemployment Rate, there is less variability, and the data is more clustered around its mean. In addition, it is pivotal to state that the data does not suffer from skewness or kurtosis as the acceptable range for skewness is $\pm 2$, and for kurtosis $\pm 3$, according to [30].

These variables have been extensively explored over the years, and with different research approaches, many theories have evolved. Among those is the relationship between expansionary monetary policy and GDP growth. When working with a macroeconomic dataset, it is common to come across non-stationary data (A dataset is considered stationary when its mean and variance are constant over time [31]), especially when the analysis involves variables such as Growth Domestic Product (GDP), Money Supply (M2), and Consumer Price Index (CPI). Because these variables are not volatile, they usually have an upward or downward trend in an extensive dataset, which must be corrected before any econometric analysis to avoid spurious output and, therefore, misleading interpretation. Hence, the solution to transform non-stationary data to stationary is to take the log of the variables to normalize them and then apply a lagged differencing methodology:

$$\Delta \ln Y = \ln Y_t - \ln Y_{t-n}$$  \hspace{1cm} (4)$$

$$\Delta \ln X = \ln X_t - \ln X_{t-n}$$  \hspace{1cm} (5)$$

The basic econometric models are separated into two or more variables, a dependent variable called $Y_t$ and one independent variable called $X_t$. Thus, the model tests the capability of $X_t$ to affect $Y_t$ but not the opposite; therefore, in this model, $X_t$ is classified as exogenous while $Y_t$ is endogenous.

**Vector Autoregressive (VAR) Model**

The paper has been constructed based on the Vector Autoregressive (VAR) model that [32] advocated as an alternative for regular econometric models that consist of the assumption of $X$ causing $Y$. Therefore, VAR is a theory-free method that allows the dataset to speak for itself with no prior assumptions made. The model proposed by VAR is a regression model for multivariate time series data when there is more than one dependent variable since all variables within the model can affect each other. In such a case, there might be a mutual relationship between all variables in the model, taking into account a lagged period, which can be any. So, all variables are considered endogenous. Hence, if we convert this into a mathematical equation, then we have (6) and (7), as similarly observed in [31,33,34].

$$Y_t = \beta_{10} - \beta_{12}X_t + \gamma_{11}Y_{t-1} + \gamma_{12}X_{t-1} + \mu_{yt}$$  \hspace{1cm} (6)$$

$$X_t = \beta_{20} - \beta_{21}Y_t + \gamma_{21}Y_{t-1} + \gamma_{22}X_{t-1} + \mu_{xt}$$  \hspace{1cm} (7)$$

The VAR model, however, works based on two assumptions:

1. $Y_t$ and $X_t$ are stationary, also known as $A(0)$, and there is a constant mean and variance over time ($t$);
2. The error terms $\mu_{yt}$ and $\mu_{xt}$ are not correlated since it is random.

The issue with the equation above is that the $Y_t$ and $X_t$ equations are separate. The objective is to have an interrelation between both equations. This is why all endogenous variables are kept to the left side of the equation, whilst the exogenous variables are kept to
the right. The solution for this is to algebraically transform the equations into a reduced form, as observed in Equations (8) and (9) below:

\[
Y_t - \beta_{12} X_t = \beta_{10} + \gamma_{11} Y_{t-1} + \gamma_{12} X_{t-1} + \mu_{yt}
\]  

\[
- \beta_{21} Y_t + X_t = \beta_{20} + \gamma_{21} Y_{t-1} + \gamma_{22} X_{t-1} + \mu_{xt}
\]  

Once the equations are aligned, we can convert them into a matrix:

\[
\begin{bmatrix}
1 & -\beta_{12} \\
-\beta_{21} & 1
\end{bmatrix}
\begin{bmatrix}
Y_t \\
X_t
\end{bmatrix}
= \begin{bmatrix}
\beta_{10} \\
\beta_{21}
\end{bmatrix} + \begin{bmatrix}
\gamma_{11} & \gamma_{12} \\
\gamma_{21} & \gamma_{22}
\end{bmatrix}
\begin{bmatrix}
Y_{t-1} \\
X_{t-1}
\end{bmatrix} + \begin{bmatrix}
\mu_{yt} \\
\mu_{xt}
\end{bmatrix}
\]  

(10)

We can simplify the matrices as follows:

\[
\beta \times \Phi_t = \lambda + \delta \times \Phi_{t-1} + \mu_t
\]  

(11)

\[
\beta \Phi_t = \lambda + \delta \Phi_{t-1} + \mu_t
\]  

(12)

where:

\[
\beta = \begin{bmatrix}
1 & -\beta_{12} \\
-\beta_{21} & 1
\end{bmatrix};
\]

\[
\lambda = \begin{bmatrix}
\beta_{10} & \beta_{21}
\end{bmatrix}^t;
\]

\[
\delta = \begin{bmatrix}
\gamma_{11} & \gamma_{12} \\
\gamma_{21} & \gamma_{22}
\end{bmatrix}^t;
\]

\[
\Phi_t = [Y_t \ X_t]^t;
\]

\[
\Phi_{t-1} = [Y_{t-1} \ X_{t-1}]^t;
\]

\[
\mu = [\mu_{yt} \ \mu_{xt}]^t.
\]

We then have \( \beta \) representing the \(-\beta_{12}\) and \(-\beta_{21}\), \( \Phi_t \) representing the vector of variables \( (Y_t) \), \( \lambda \) the constant, \( \Phi_{t-1} \) is the lagged variable, and \( \mu_t \) as the error term. Because \( \beta \) is supposed to be on the right side of the equation, we then multiply both sides of the equation by the inverse matrix of \( \beta \), and we get:

\[
\beta^{-1} \Phi_t = \beta^{-1} \lambda + \beta^{-1} \delta + \Phi_{t-1} + \beta^{-1} + \beta^{-1} \mu_t
\]  

(13)

Thus, we finally obtain the reduced form of the equation, and we can simplify once more by renaming the terms:

\[
I \Phi_t = \Omega_1 + \Omega \Phi_{t-1} + \epsilon_t
\]  

(14)

where:

\[
I \text{ is the unit matrix and } \beta^{-1} \lambda \text{ is a constant as } \beta^{-1}
\]

and \( \lambda \) are constants matrices defined as \( \Omega_1 \). We can simplify Equation (14) as:

\[
\Phi_t = \Omega_1 + \Omega \phi_{t-1} + \epsilon_t
\]  

(15)

where:

\[
\Phi_t = [Y_t \ X_t]^t;
\]

\[
\Phi_{t-1} = [Y_{t-1} \ X_{t-1}]^t;
\]

\[
\epsilon_t = [\mu_{yt} \ \mu_{xt}]^t.
\]

The VAR model explained above assumes two endogenous variables, \( X \) and \( Y \), that are now \( \Phi_{t-1} \) but there is no limit to that, and the more variables added, more equations are expected. It is also important to note that in this VAR model Ordinary Least Squares (OLS) will be used to estimate the coefficients of the matrices as similarly done by Feldstein and Stock [4]. Moreover, it is pivotal to test the VAR model stability, which is done by identifying the root of the \( \Omega \) matrix. Thus, if the root is less than 1 in absolute value then...
the system is stable. What is interesting to note is that in case of violation of assumptions 1 and 2, the model would provide a spurious but convincing output, e.g., a high coefficient of determination ($R^2$) as well as statistically significant values (The coefficient of determination, also known as R squared ($R^2$), measures, in percentage, the variability of the dependent variable in relation to changes in the independent variable). Therefore, to avoid this before applying the model, the researcher must perform a stationarity test. In this case, the model is the unit root test (The unit root test is used to determine whether a time series is stationary. A dataset is considered stationary if changes in the variable do not change the format of the distribution). This is also referred to as the augmented Dickey–Fuller test proposed by Dickey and Fuller [35], which is appropriate for time series with more than one lag length, say $i = 1$, as mathematically described below.

$$\Phi_t = \Omega_1 + \sum_{i=1}^{p} \Omega \Phi_{t-i} + e_t$$  \hspace{1cm} (16)

If we subtract $\Phi_{t-1}$ from both sides of the equation, we then have:

$$\Phi_t - \Phi_{t-1} = \Omega_1 + \Omega \Phi_{t-1} + \sum_{i=2}^{p} \Omega \Phi_{t-i} + e_t - \Phi_{t-1}$$  \hspace{1cm} (17)

$$\Delta \Phi_t = \Omega_1 + (1 - \Omega) \Phi_{t-1} + \sum_{i=2}^{p} \Omega \Phi_{t-i} + e_t$$  \hspace{1cm} (18)

where $\Delta$ is the first difference operator. Thus, the unit root hypothesis is as follows:

**H0**: means that there is a unit root, $\delta = 1 - \Omega = 0$.

**H1**: means no unit root, $\delta = 1 - \Omega < 0$.

Calculating the t-statistics, which has a particular distribution called (DF) we get the estimated value of $\delta$. Thus, $\delta < DF$ critical value then rejects H0, and if $\delta > DF$ critical value, then there is no evidence to reject H0. Once the VAR model has been applied, the Granger causality test is performed to measure the causal effect among the variables being analyzed. This is important as $Y_t$ may affect $X_t$ in a future period, e.g., Money Supply may impact GDP growth but not necessarily straight after an increase or vice versa, or perhaps a decrease in GDP may increase the Unemployment Rate but not in the long run [36]. However, it is pivotal to mention that running the VAR model, we first need to find the optimal lag length, which is the minimum value of the following lag length criterion: AIC, SIC, HQ, and FPE (Akaike Information Criterion (AIC), Schwarz Information Criterion (SIC), Hannan-Quinn (HQ), and Final Prediction Error (FPE) are information criteria used by statisticians to identify the optimal lag length). We then regress the $Y_t$ alone, and the objective is to test how accurate the autoregression can be without any additional variable; otherwise, there is no need to add another variable to help predict $Y_t$.

$$Y_t = \beta_0 + \beta_1 Y_{t-1} + \beta_2 Y_{t-2} + et$$  \hspace{1cm} (19)

Hence, if the autoregression equation above is not accurate enough to predict the future value, we then incorporate more variables, e.g., $X_t$.

$$Y_t = \beta_0 + \beta_1 Y_{t-1} + B_2 Y_{t-2} + \beta_1 X_{t-1} + \beta_2 X_{t-2} + et$$  \hspace{1cm} (20)

We then test the coefficients individually using a t-test and then collectively with an F-test used when we want to test multiple coefficients. Where H0: $\beta_n = 0$, which means that $X_t$ does not Granger cause $Y_t$. Conversely, if H1: $\beta$ is not 0 we can assume that $X_t$ Granger causes $Y_t$.

The VAR model is composed of 5 endogenous variables. Gross Domestic Product, Money Supply, Consumer Price Index, Interest Rate, and Unemployment Rate. This is $Y = Ln(GDP)$, $Ln(M2)$, $Ln(CPI)$, $Ln(IR)$, and $Ln(Unemp)$, respectively. Where $Ln$ is their logarithm to a constant base $e$. This approach shall allow us to conduct an impulse response analysis, which shows the impact of one standard deviation shock in one of the variables...
concerning another, e.g., one standard deviation change in M2 may cause a short- or long-term impact on GDP. Similarly, one standard deviation change in Interest Rate (IR) may affect the Unemployment Rate up or down.

In the following Section, we explore and expose the procedures and outcomes of the tests performed that support the conclusion in Section 4.

3. Data Analysis: Diagnoses and Data Preparation

This piece of work aims to empirically test the relationship between economic growth and monetary policy through a Vector Autoregressive model (VAR). In addition, Phillip’s assumption of inverse correlation between inflation and Unemployment Rate will be tested within the VAR model. According to the results of Table 1 and the high variability of the data shown by the standard deviation test, it is necessary to eliminate any possible trend or seasonality, which would violate the VAR assumptions. Therefore, the dataset was converted into a natural logarithm as shown in Figure 1.

Table 1. Descriptive Statistics.

| Descriptive Statistics | GDP       | M2        | CPI       | IR        | Unemp Rate |
|------------------------|-----------|-----------|-----------|-----------|------------|
| Count                  | 254       | 254       | 254       | 254       | 254        |
| Range                  | 24,372.55 | 19,489.61 | 259.68    | 13.75     | 11.4       |
| Mean                   | 7875.3    | 4692.58   | 131.33    | 4.55      | 5.97       |
| Median                 | 6004.73   | 3224.5    | 130.5     | 4.5       | 5.7        |
| Std Dev                | 45,722,788.1 | 22,441,850.66 | 6042.4 | 8.49      | 2.81       |
| Skewness               | 0.67      | 1.34      | 0.15      | 0.76      | 1.12       |
| Kurtosis               | −0.79     | 1.07      | −1.32     | 0.74      | 2.49       |

Figure 1. Macroeconomic variables in the log, over the examined period, 1959–2022.

Although the variables look smooth, there is an apparent trend for GDP and M2. Hence, a stationarity test is pivotal to test it and thus move on with the VAR methodology. The stationarity test performed here is the Augmented Dickey–Fuller, and the obtained results are reported in Table 2.
Table 2. Augmented Dickey-Fuller test.

| Data    | Augmented Dickey-Fuller Test | Lag Order | p-Value | Alternative Hypothesis |
|---------|------------------------------|-----------|---------|------------------------|
| GDP     | −0.32                        | 6         | 0.99    | Stationary             |
| M2      | −1.58                        | 6         | 0.75    | Stationary             |
| CPI     | −1.73                        | 6         | 0.69    | Stationary             |
| IR      | −3.24                        | 6         | 0.08    | Stationary             |
| Unemp   | −2.99                        | 6         | 0.15    | Stationary             |

Therefore, apart from the Unemployment Rate, all other variables are non-stationary since the p-values are higher than 5% with a lag order of 6, which is the number of previous values in the autoregressive model that can be regressed. Thus, the result leads to accepting the null hypothesis of non-stationary. The p-value is a critical mechanism for testing the probability of rejecting a null hypothesis, as Thiese et al. [37] observed. Since GDP, M2, CPI, and IR are non-stationary, the alternative is to apply the differencing technique and thus stabilize the mean of the data. Although initially, the dataset looks stationary, it is crucial to rerun the ADF test as per Figure 2 and Table 2.

Figure 2. Macroeconomic stationary variables.

From Table 3, the Consumer Price Index (CPI) remains non-stationary. At the same time, the Gross Domestic Product (GDP), Interest Rate (IR), and Unemployment Rate are stationary with an α value of 1%, which is the level of statistical confidence. Furthermore, the scatterplot in Figure 3 precisely shows the behavior of each variable where the y-axis is the log value after applying differencing to remove the remaining, and the x-axis is the number of observations that are now stationary, apart from the Consumer Price Index (CPI). Such a non-stationary pattern is evident as the dots are a little dispersed from their mean (represented by a line in these subplots), which confirms the ADF result of non-stationary.

Table 3. Augmented Dickey-Fuller test after stabilize the mean of data through applying the differencing technique.

| Data    | Augmented Dickey-Fuller Test | Lag Order | p-Value | Alternative Hypothesis |
|---------|------------------------------|-----------|---------|------------------------|
| GDP     | −5.35                        | 6         | 0.01    | Stationary             |
| M2      | −4.99                        | 6         | 0.01    | Stationary             |
| CPI     | −2.83                        | 6         | 0.23    | Stationary             |
| IR      | −5.86                        | 6         | 0.01    | Stationary             |
| Unemp   | −6.24                        | 6         | 0.01    | Stationary             |
3.1. Vector Autoregressive Model Deployment

Hence, the VAR model can be applied to the dataset transformed from non-stationary to stationary. The software used for the analysis was R, and the first step was to declare the variables chosen to be analyzed. The variables are coded as time series from 1959 to 2022 with quarterly frequency as described. Then, the variables were bound within one vector to define the optimum lag length using the lag selection criteria applying the function “VARselect” and considering a maximum lag length of 10 to avoid compromising the degrees of freedom. According to Table 4, the lag selection criteria options are Akaike Information Criterion (AIC) [38], Schwarz Information Criterion (SIC) [39], Hannan–Quinn (HQ) [40], and Final Prediction Error (FPE). The optimum lag length is four, the most frequent number among the selection criteria. Ivanov and Kilian [41] showed that AIC produces the most accurate impulse response for realistic sample sizes. It is worthwhile to mention, however, that as observed by Gujarati [31] that ‘there is no a priori guide to what is
the maximum length of the lag’. However, he also points out that successive lag estimation reduces the degrees of freedom, which makes the statistical inferences more unstable. Once the lag length is defined, the VAR model can be built using the var function from the VARs library on lag 4 (p).

Table 4. Lag information criteria test.

| Lag Information Criteria Test |
|-----------------------------|
| Akaike Information Criterion—AIC | Schwarz Information Criterion—SC | Hannan–Quinn—HQ | Final Prediction Error—FPE |
| 4 | 2 | 2 | 4 |

The VAR estimation results of GDP in relation to M2, IR, CPI, and Unemp is shown in Table 5.

Table 5. The VAR estimation for Gross Domestic Product (GDP).

| Variables | Estimate | Std. Error | T value | Pr(>|t|) | Significance level |
|-----------|----------|------------|---------|----------|-------------------|
| GDP—lag 1 | 0.24     | 0.08       | 2.94    | 0.00**   | **                |
| M2—lag 1  | 0.44     | 0.10       | 4.20    | 3.83 × 10^−5 | ***              |
| Unemp—lag 1 | 0.01     | 0.00       | −2.43   | 0.01     | *                 |
| GDP—lag 2 | 0.18     | 0.09       | 2.04    | 0.04     | *                 |
| IR—lag 2  | 0.02     | 0.00       | 2.79    | 0.00     | **                |
| Residual Std Error | 0.005 on 228 degrees of freedom | | | | |
| Multiple R-Squared | 0.30 | | | | |
| Adjusted R-Squared | 0.24 | | | | |
| F-statistic | 4.846 on 20 and 228 DF | | | | |
| p-value | 8.674 × 10^−10 | | | | |

We can see a sample size of 249 observations from a total of 253, and a difference is caused by the fact that four observations are the lags of the model. It is also important to note that the roots of the characteristic polynomial are lower than 1, which confirms that the model is stable. The first column in the table contains the correlated variables along and the related lag. The ‘Estimate’ refers to the estimated value based on the correlated variable and its lag. The ‘Standard Error’ is the standard deviation of the statistical sample. The ‘T value’ measures the estimated parameter value from the hypothesis value, the ‘p-value’ as mentioned before, measures the statistical significance, and finally, the ‘stars’ evidence the level of significance in descending order, 3 being the maximum level of statistical significance.

Looking closely at Table 5, we can see that the VAR estimation for GDP at lag 1, which is equivalent to 1 quarter of the past value of GDP along with M2. Also, the Unemployment Rate is statistically significant at an alpha (α) value of 5%, which is a threshold of the significance level that determines whether or not we can reject the null hypothesis. Therefore, a p-value larger than 0.05 or 5% would break the threshold leading to accepting the null hypothesis. The relationship between GDP and its past lag value remains on lag two, and the Interest Rate appears statistically significant and positively impacts GDP. In addition, the residual standard error of 0.01 shows the model’s accuracy as it is very close to 0. Furthermore, the adjusted R-squared of 24 shows that 24% of GDP variations are explained by its own past values plus M2, Unemployment Rate, and Interest Rate.
From Table 6, we can see a negative relationship between GDP and M2 for the first lag. This means that as GDP increases, the Money Supply decreases. Also, at lag 1, we can see Money Supply as a function of its previous values, but this relationship does not look consistent as M2 is not significant at lag 4. It is interesting to note that there is a significant positive relation between M2 and IR at lag 4, which is counter-intuitive at first glance, considering the latest FED’s expansive monetary policy approach, e.g., Quantitative Easing (Quantitative Easing is an expansionary monetary policy approach where the Federal Reserve buys bonds and assets from financial institutions to inject liquidity into the economy and thus avoid the solvency of banks and firms in the United States [42]). This suggests that monetary policy does not effectively impact Interest Rate in the short run. The residual standard error equals 0.004, which indicates that the model is accurate. The adjusted R squared illustrates the amount of variability in M2 equal to 41% is explained by variations in Gross Domestic Product (GDP), Consumer Price Index (CPI), Interest Rate (IR), and Unemployment Rate (Unemp), because the p-value is much less than 0.05, we can reject the null hypothesis of no association among the variables and accept the alternative hypothesis of association.

| Table 6. The VAR estimation of Money Supply (M2). |
|-----------------------------------------------|

| Endogenous variables  | M2, GDP, CPI, IR, Unemp |
|-----------------------|-------------------------|
| Sample size           | 249                     |
| Log-likelihood        | 4052.56                 |

| Variables            | Estimate | Std. Error | T value | Pr(>|t|) | Significance level |
|----------------------|----------|------------|---------|----------|--------------------|
| GDP—lag 1            | −0.24    | 0.06       | −3.69   | 0.00     | ***                |
| M2—lag 1             | 0.47     | 0.08       | 5.87    | 1.52 × 10⁻⁰ | ***               |
| Unemp—lag 1          | 0.02     | 0.01       | 3.10    | 0.00     | **                 |
| M2—lag 3             | 0.22     | 0.09       | 2.34    | 0.02     | *                  |
| IR—lag 4             | 0.01     | 0.01       | 2.12    | 0.03     | *                  |
| Residual Std Error   | 0.004 on 228 degrees of freedom | |
| Multiple R-Squared   | 0.45     |            |         |          |                    |
| Adjusted R-Squared   | 0.41     |            |         |          |                    |
| F-statistic          | 9.53 on 20 and 228 DF   |          |
| p-value              | <2.2 × 10⁻¹⁶             |          |

From Table 7, it is evident that the Consumer Price Index (CPI) appears to be related to GDP at lag 1 and 4, it is own past value at lag 1 and 3, and it is related to both GDP and the Money Supply at lag 4. The relationship between GDP growth and CPI is intuitive and explained by supply and demand. In other words, prices tend to increase when demand increases faster than supply to find the equilibrium point over time. Consumption is increasing faster than production. However, it is interesting to see the relationship between CPI and its own lagged value of one-quarter with some variation over time because CPI at lags 2 and 4 are insignificant. Thus, the hypothesis of inertial inflation shall not be considered (Inertial inflation refers to the concept of current inflation + expected future inflation, and usually caused when the prices of goods and services of the economy follow an indexation process, e.g., yearly house rent is adjusted based on the inflation index. Such phenomena are common in countries undergoing a hyperinflationary period, e.g., Brazil from 1970 to 1994—see [43]). The model is statistically significant at an α value of 1% because the p-value is less than 2.2 × 10⁻¹⁶, which is lower than 1%. Therefore, the null hypothesis of no association can be rejected. However, it is essential to mention that any statement in concerning CPI must be taken with extra care, as the data was not stationary, and thus, further analysis is required.
Table 7. VAR estimation of Consumer Price Index (CPI).

| Variables     | Estimate | Std. Error | T value | Pr(>|t|) | Significance level |
|---------------|----------|------------|---------|----------|-------------------|
| GDP—lag 1    | 1.26 × 10^−1 | 4.27 × 10^2 | 2.95     | 0        | **                |
| CPI—lag 1    | 3.19 × 10^−1 | 7.07 × 10^0 | 4.51     | 1.05 × 10^−5 | ***               |
| CPI—lag 3    | 1.97 × 10^−1 | 7.36 × 10^0 | 2.67     | 0.01     | **                |
| GDP—lag 4    | 1.18 × 10^−1 | 4.29 × 10^0 | 2.74     | 0.01     | **                |
| M2—lag 4     | 1.07 × 10^−1 | 2.29 × 10^−2 | 1.94     | 0.054    |                   |

Residual Std Error 0.00 on 228 degrees of freedom
Multiple R-Squared 0.55
Adjusted R-Squared 0.51
F-statistic 14.09 on 20 and 228 DF
p-value <2.2 × 10^−16

Table 8 shows the VAR estimation for the Interest Rate concerning GDP, M2, CPI, and Unemployment Rate. We can see a positive relationship between GDP and M2 at lag 1 of 5.11 and 2.96, respectively. What should be taken into consideration here is the negative relationship between IR and CPI: −3.99 at lag 2 and −4.87 at lag 4. There is an idea of Interest Rate (IR) as a tool to curb inflation, the result can be explained by the monetary theory; when the interest rate increases inflation decreases. Although the residual standard error is more significant than previously observed outputs, as it remains under 0, it should not be a concern at this stage.

Table 8. VAR estimation for Interest rate (IR).

| Variables     | Estimate | Std. Error | T value | Pr(>|t|) | Significance level |
|---------------|----------|------------|---------|----------|-------------------|
| GDP—lag 1    | 5.11     | 1.39       | 3.68    | 0        | ***               |
| M2—lag 1     | 2.96     | 1.73       | 1.71    | 0.09     |                   |
| CPI—lag 2    | −3.99    | 2.36       | −1.69   | 0.09     |                   |
| IR—lag 2     | 0.27     | 0.1        | 2.72    | 0.01     | **                |
| M2—lag 3     | −5.07    | 2.03       | −2.49   | 0.01     | *                 |
| CPI—lag 4    | −4.87    | 2.31       | −2.11   | 0.04     | *                 |

Residual Std Error 0.08 on 228 degrees of freedom
Multiple R-Squared 0.19
Adjusted R-Squared 0.11
F-statistic 2.61 on 20 and 228 DF
p-value 0.001

The VAR estimation for the Unemployment Rate in Table 9 indicates a strong negative relationship (at −3.08 estimate) with GDP at lag 2 and its own lagged value (at −0.40 and −0.23), which is intuitive as the economy grows, the Unemployment Rate falls. Conversely, as the economy shrinks, the Unemployment Rate tends to increase because of low economic activity and lack of job creation. In addition, the model shows a relatively low residual standard error and an adjusted R squared of 56%, which means that 56% of Unemployment Rate variations are explained by GDP, M2, CPI, and IR. Therefore, based on the p-value of <0.01 or <1%, the null hypothesis of no association among the variables can be rejected with a 99% confidence level. In other words, the difference between the p-value and
the confidence level states whether there is enough evidence against the null hypothesis. Hence, there is substantial evidence to reject the null hypothesis and accept the alternative association hypothesis. In addition, it is worth mentioning that, according to the VAR model above, the relationship between the Unemployment Rate and inflation does not seem to hold nowadays, but further investigation is required.

Table 9. VAR estimation for the Unemployment rate (Unemp).

| Variables       | Estimate | Std. Error | T value | Pr(>|t|) | Significance level |
|-----------------|----------|------------|---------|---------|-------------------|
| M2—lag 1        | 1.07     | 0.78       | 2.71    | 0       | **                |
| IR—lag 1        | 0.12     | 0.05       | 2.14    | 0.03    | *                 |
| Unemp—lag 1     | −0.47    | 0.06       | −6.07   | 5.55 × 10⁻⁹ | ***              |
| GDP—lag 2       | −3.08    | 0.81       | −3.8    | 0.00    | ***              |
| CPI—lag 2       | 2.53     | 1.32       | 1.92    | 0.06    |                   |
| IR—lag 2        | −0.36    | 0.06       | −6.34   | 1.23 × 10⁻⁹ | ***              |
| Unemp—lag 2     | −0.23    | 0.07       | −3.3    | 0.00 × 10⁰ | **               |
| GDP—lag 3       | −1.66    | 0.83       | −1.99   | 0.05    | *                 |
| M2—lag 4        | −2       | 1          | −2      | 0.05    | *                 |
| IR—lag 4        | −0.11    | 0.06       | −1.81   | 7.00 × 10⁻² |                 |

Residual Std Error 0.04 on 228 degrees of freedom
Multiple R-Squared 0.59
Adjusted R-Squared 0.56
F-statistic 17.01 on 20 and 228 DF
p-value <2.2 × 10⁻¹⁶

3.2. Residual Tests

The autocorrelation test from the serial function within the VARs package, designed to test for correlated errors, was also performed.

Table 10a–d shows the portmanteau test of residual autocorrelation, where the Chi-square of 163.38 measures the relationship among the residual with the degree of freedom of 150, whereas the p-value of 5% indicates no autocorrelation, which leads to accepting the null hypothesis of no autocorrelation. We also test for heteroscedasticity using the Autoregressive Conditional Heteroskedasticity (arch) test, which measures the volatility among the variables. In the case of heteroscedasticity [44] and, based on the p-value more significant than 5%, we can state that there is no evidence to reject the null hypothesis of no heteroscedasticity and therefore assume the model is homoscedastic. However, when the arch test is performed individually by separating each variable, we can see that only CPI shows signs of heteroscedasticity. It is also vital to test whether the residuals are normally distributed or not. We consider the following three normality tests: Jarque–Bera, Skewness, and Kurtosis. The tests indicate that the model’s residuals are not normally distributed; consequently, we could drop variables and rerun the model, seeking improvements in the result. However, because the main target of this paper is to identify the relationship between Money Supply (M2) and GDP growth, instead of predicting a future value, the violation of normally distributed residual should not compromise the main result. In addition, the model proposed here has proven to be homoscedastic, and the dataset was appropriately transformed, as proposed by Knief and Forstmeier [45], allowing the reader to trust the outcome of this paper. Furthermore, it is also pivotal to test for structural breaks, which tests whether there are structural breaks in the residuals of the model that could, in case of a positive result, cause abrupt changes in the variables over time. According to the graphs and considering the lines do not trespass the boundaries, the x-axis is the fluctuation process within one standard deviation, which is shown by the red horizontal
lines at the top and bottom of each graph, and the y-axis is the time horizon expressed in percentage. Therefore, we can state that there are no structural breaks, see Figure 4.

Table 10. (a) Portmanteau test output, (b) Autoregressive Conditional Heteroskedasticity, (c) Autoregressive Conditional Heteroskedasticity test per variable, and (d) Normality test of residuals.

| (a) Portmanteau Test (Asymptotic) | Data | Residuals of VAR_Model |
|-----------------------------------|------|------------------------|
| Chi-squared                       | 163.38 |
| df                                | 150 |
| p-value                           | 0.21 |

| (b) ARCH Test (Multivariate) | Data | Residual of VAR_Model |
|------------------------------|------|------------------------|
| Chi-squared                  | 3428.1 |
| df                           | 3375 |
| p-value                      | 0.2575 |

| (c) ARCH Test (Univariate) | Data | Chi-Squared | df | p-Value |
|---------------------------|------|-------------|----|---------|
| GDP                       | 8.8428 | 16 | 0.9197 |
| M2                        | 2.351 | 16 | 0.9989 |
| CPI                       | 40.416 | 16 | 0.00 |
| IR                        | 4.0161 | 16 | 0.2393 |
| Unemp                     | 19.589 | 16 | 0.2393 |

| (d) Normality Tests (Multivariate) | Data | Test | Chi-Squared | df | p-Value |
|-----------------------------------|------|------|-------------|----|---------|
| Residuals                         | JB   | 7234.5 | 10 | <2.2 × 10^{-16} |
| Residuals                         | Skewness | 358.16 | 5 | <2.2 × 10^{-16} |
| Residuals                         | Kurtosis | 6876.4 | 5 | <2.2 × 10^{-16} |

3.3. Granger Causality Test

Although the VAR test has identified several relationships among the variables we analyzed, it is highly relevant to test for causality. Therefore, the Granger causality test was performed to accomplish such a goal.

From Table 11, we can see that the null hypothesis of the Granger causality test H0 is that GDP does not Granger cause M2, CPI, IR, and Unemp. The degree of freedom (df) refers to the dataset’s information to estimate the population’s unknown parameters. Therefore, according to the result, H0 can be rejected with a 99% confidence level. The same was found for instant Granger causality, which means that GDP does Granger cause M2, CPI, IR, and Unemp. Similarly, for M2, we also reject the null hypothesis of no Granger causality in the long and short term. Therefore, the result shows that M2 does instant Granger cause GDP, CPI, IR, and Unemp with a 99% confidence level. As for CPI, the test result shows a Granger causality in GDP, M2, IR, and Unemp for both the long and short term. The Granger causality test for Interest rate also indicates a Granger causality in GDP, M2, CPI, and Unemp. However, in the case of the Unemployment Rate (Unemp), the situation is somewhat different as the Unemployment Rate does not Granger cause GDP, M2, CPI, and IR for both the short and long term.
3.3. Granger Causality Test

Although the VAR test has identified several relationships among the variables we analyzed, it is highly relevant to test for causality. Therefore, the Granger causality test was performed to accomplish such a goal. 

From Table 11, we can see that the null hypothesis of the Granger causality test H₀ is that GDP does not Granger cause M₂, CPI, IR, and Unemp. The degree of freedom (df) refers to the dataset's information to estimate the population's unknown parameters. Therefore, according to the result, H₀ can be rejected with a 99% confidence level. The same was found for instantaneous Granger causality, which means that GDP does Granger cause M₂, CPI, IR, and Unemp. Similarly, for M₂, we also reject the null hypothesis of no Granger causality in the long and short term. Therefore, the result shows that M₂ does instantaneous Granger cause GDP, CPI, IR, and Unemp with a 99% confidence level. As for CPI, the test result shows a Granger causality in GDP, M₂, IR, and Unemp for both the long and short term.

Table 11. Granger causality test for Growth Domestic Product.

| Data     | Variable | df1 | df2         | p-Value     | Null Hypothesis (H₀)                                                                 |
|----------|----------|-----|-------------|-------------|--------------------------------------------------------------------------------------|
| VAR_model| GDP      | 16  | 1140        | 3.936 × 10⁻⁷| GDP does not Granger cause M₂, CPI, IR, and Unemp                                       |
| VAR_model| M₂       | 16  | 1140        | 1.174 × 10⁻⁶| M₂ does not Granger cause GDP, CPI, IR, and Unemp                                      |
| VAR_model| CPI      | 16  | 1140        | 0.00014     | CPI does not Granger cause GDP, M₂, IR, and Unemp                                     |
| VAR_model| IR       | 16  | 1140        | 2.071 × 10⁻⁹| IR does not Granger cause GDP, M₂, CPI, and Unemp                                     |
| VAR_model| Unemp    | 16  | 1140        | 0.1308      | Unemp does not Granger cause GDP, M₂, CPI, and IR                                     |

| Instantaneous Granger Causality Test | Data     | Variable | df1 | p-Value     | Null Hypothesis (H₀)                                                                 |
|-------------------------------------|----------|----------|-----|-------------|--------------------------------------------------------------------------------------|
|                                     | VAR_model| GDP      | 4   | 3.109 × 10⁻¹⁴| No instantaneous causality between: GDP and M₂, CPI, IR, and Unemp                     |
|                                     | VAR_model| M₂       | 4   | 2.276 × 10⁻¹⁴| No instantaneous causality between: M₂ and GDP, CPI, IR, and Unemp                     |
|                                     | VAR_model| CPI      | 4   | 1.13 × 10⁻⁷  | No instantaneous causality between: CPI and GDP, M₂, IR, and Unemp                     |
|                                     | VAR_model| IR       | 4   | <2.2 × 10⁻¹⁶| No instantaneous causality between: IR and GDP, M₂, CPI, and Unemp                     |
|                                     | VAR_model| Unemp    | 4   | 0.4988      | No instantaneous causality between: IR and GDP, M₂, CPI, and Unemp                     |
3.4. Impulse Response Function Test

The Granger causality test examined the relationship among the model variables, apart from the Unemployment Rate. However, an additional test required to evaluate the impact of the change in the monetary policy over time will be called “shock". To do that, the impulse response function (IRF) from the vars library will be applied.

We can see from Figure 5a how a shock of one standard deviation in M2 would impact GDP considering 5 to 10 periods, more precisely, a change in the Money Supply by the Federal Reserve equivalent to one standard deviation in M2. However, it is pivotal to emphasize that since the dataset has been structured quarterly, one period represents one quarter. Therefore, ten periods are equal to two years and six months. Hence, one standard deviation shock in M2 would cause a positive response in the term but slowly ease off until it is almost zero. Figure 5b indicates a clear positive impact on the Inflation Rate measured by the CPI index for one standard deviation change in Money Supply (M2) in the long term. The effect of an expansionary monetary policy action would affect the CPI for as long as 30 months with a certain degree of variation but with an upward trend. For the Interest Rate Figure 5c, a shock of one standard deviation harms GDP for about three continuous periods; it is nine months before it shows any positive signs that do not last long. Therefore, IR does not effectively stimulate economic growth in the long run. Finally, Figure 5d illustrates that one standard deviation shock in CPI harms unemployment in the short run, but this negative relationship disappears in the long run.

![Figure 5. (a,b) Impulse Response Function (IRF) for Money Supply (M2) shock to Growth Domestic Product and shock to Consumer Price Index (CPI), respectively, (c) Impulse Response Function (IRF) for Interest Rate (IR) shock to Growth Domestic Product, and (d) Impulse Response Function (IRF) for Consumer Price Index shock to Unemployment.](image)

4. Conclusions

When the Federal Reserve (FED) acts to provide liquidity in the market through expansionary monetary policy, it automatically generates debt because money is a liability and not an asset from the central bank’s perspective. Therefore, an increase in Money Supply (M2) comes at the cost of several implications, and among many, one stands out as being the most relevant, the currency trust. It is obvious how active the FED is whenever...
the United States faces threats to the entire financial system at the end of an economic cycle (e.g., subprime 2008 and the COVID-19 pandemic 2020). The data analysis section of this study suggests that monetary policy conducted by the Federal Reserve (FED) does cause an impact on Gross Domestic Product (GDP) growth in the short term as per the VAR output test (Table 5) as well as the Granger causality test (Table 11). Moreover, the Impulse Response Function (IRF) test confirmed the findings of instantaneous causality. Therefore, when the FED increases the Money Supply (M2) in the economy, the effect is immediate on GDP for the next quarter, but this is an artificial growth mainly caused by the liquidity excess in the market that lasts until this capital is allocated. This effect does not last long concerning economic growth, though it causes a long-term impact on the Consumer Price Index (CPI). The responsibility of the FED in generating an inflationary process has already been found; see Goodfriend [46]. Thus, monetary policy should be applied responsibly and with fiscal policy to ensure no long-term inflation, as observed by [47], maintaining the dollar stability as a global store of value currency. Furthermore, we found that M2 is affected by the Unemployment Rate at lag 2 and 4. However, if we consider the FED’s role, that is to promote production growth, maximize employment, maintain price stability, and moderate interest rates. Thus, it is expected that at the end of an economic cycle, the FED will need to act to protect and retain jobs in order to keep consumption constant and succeed in promoting economic growth. Currently, increasing the Money Supply in commercial banks will increase their reserves, allowing these institutions to lend at low interest rates to firms that need capital investments or merely to keep operating. However, when going through a financial crisis, firms and individuals are unlikely to acquire more debt, and even if a part of them does, if there is not enough demand for goods and services, the excess of liquidity in the economy would end up in financial bubbles. The IRF showed that Money Supply affects CPI in the short and long run. However, the VAR test is not statistically significant at an alpha value of <5% but an alpha value of 10% (Table 7). It is interesting to note that looking at Figure 1, we can see a sharp rise after 2019 in M2, which is the increase of Money Supply into the economy by the FED’s bond purchase scheme, but CPI has not increased accordingly in the same proportion. There could be several causes for this. The first is due to the uncertainty during financial crises; therefore, although there is more money in the economy, if uncertainty is high, households may avoid consumption while firms avoid investments, a situation already observed by [5,48]. Thus, the lack of consumption leads to low aggregate demand. The second reason is related to the first one, or perhaps, it is a consequence.

Hence, as consumption decreases, the money injected into the economy would become unproductive capital, which, in this case, only serves to cause asset inflation in the financial market. The VAR test for the Interest Rate showed a relationship with GDP growth at lag 2. The test also showed a negative relationship between Interest Rate and Consumer Price Index at different lags. It implies that the FED does respond to inflationary processes but is inconclusive in curbing inflation and promoting economic growth in the long run. Additionally, the Unemployment Rate has a statistically inverse relation with GDP growth at lags 2 and 3, which suggests that unemployment is affected by GDP. Based on this study, there is no relationship between unemployment and inflation. In this work, we measured inflation by studying the Consumer Price Index (CPI). However, it is worthwhile mentioning that there are other inflation indicators: such as the wholesale price index (WPI) and the producer price index (PPI). In future work, we will use machine learning network algorithms to model this economic application and compare the obtained results with this paper’s results.
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