Adaptive Zeroth-Order Optimisation of Nonconvex Composite Objectives

Weijia Shao\(^1\), Sahin Albayrak\(^1\)

Technische Universität Berlin, Ernst-Reuter-Platz 7 10587, Berlin Germany

Abstract. In this paper, we propose and analyse algorithms for zeroth-order optimisation of non-convex composite objectives, focusing on reducing the complexity dependence on dimensionality. This is achieved by exploiting the low dimensional structure of the decision set using the stochastic mirror descent method with an entropy alike function, which performs gradient descent in the space equipped with the maximum norm. To improve the gradient estimation, we replace the classic Gaussian smoothing method with a sampling method based on the Rademacher distribution and show that the mini-batch method copes with the non-Euclidean geometry. To avoid tuning hyperparameters, we analyse the adaptive stepsizes for the general stochastic mirror descent and show that the adaptive version of the proposed algorithm converges without requiring prior knowledge about the problem.
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1 Introduction

In this work, we study the following stochastic optimisation problem

\[
\begin{align*}
\min_{x \in \mathcal{K}} \{ F(x) &:= f(x) + h(x) = \mathbb{E}_\xi [f(x; \xi) + h(x)] \},
\end{align*}
\]

where \( f \) is a black-box, smooth, possibly nonconvex function, \( h \) is a white box convex function, and \( \mathcal{K} \subseteq \mathbb{R}^d \) is a closed convex set. In many real-world applications, \( h \) and \( \mathcal{K} \) are sparsity promoting, such as the black-box adversarial attack \([3]\), model agnostic methods for explaining machine learning models \([29]\) and sparse cox regression \([26]\). Despite the low dimensional structure restricted by \( h \) and \( \mathcal{K} \), standard stochastic mirror descent methods \([21]\) and the conditional gradient methods \([14]\) have oracle complexity depending linearly on \( d \) and are not optimal for high dimensional problems.

The gradient descent algorithm is dimensionality independent when the first-order information is available \([30]\). For black-box objective functions, stronger dependence of the oracle complexity on dimensionality is caused by the biased gradient estimation \([16]\). In \([38]\), the authors have proposed a LASSO-based gradient estimator for zeroth-order optimisation of unconstrained convex objective functions. Under the assumption of sparse gradients, the standard stochastic gradient descent with a LASSO-based gradient estimator has a weaker complexity dependence on dimensionality. The sparsity assumption has been further examined for nonconvex problems in \([1]\), which proves a
similar oracle complexity of the zeroth-order stochastic gradient method with Gaussian smoothing.

The critical issue of the algorithms mentioned above is the requirement of sparse gradients, which can not be expected in every application. We wish to improve the dependence on dimensionality by exploiting the low dimensional structure defined by the objective function and constraints. For convex problems, this can be achieved by employing the mirror descent method with distance generating functions that are strongly convex w.r.t. $\|\cdot\|_1$, such as the exponentiated gradient [18,39] or the $p$-norm algorithm [8]. However, a few problems arise if we apply these methods directly to optimising nonconvex functions. First, since these methods are essentially the gradient descent in $(\mathbb{R}^d, \|\cdot\|_\infty)$, the convergence of the mirror descent algorithm requires variance reduction techniques in that space. Existing variance reduction techniques [5,20,35] are developed for the standard Euclidean space, and deriving convergence from the equivalence of the norms in $\mathbb{R}^d$ introduces additional complexity depending on $d$ [11]. Secondly, the exponentiated gradient [18] method and its extensions [39] work only for decision sets in the form of a simplex or cross-polytope with a known radius. Therefore, they can hardly be applied to general cases. The $p$-norm algorithm is more flexible and has an efficient implementation for $\ell_1$ regularised problems [36]. However, handling $\ell_2$ regularised problems with the $p$-norm algorithm is challenging.

The primary contribution of this paper is the introduction and analysis of algorithms for zeroth-order optimisation of nonconvex composite objective functions. To reduce the complexity dependence on dimensionality without assuming sparse gradients, we employ an entropy alike distance generating function in the stochastic mirror descent method (ZO-ExpMD), which performs gradient descent in $(\mathbb{R}^d, \|\cdot\|_\infty)$. To improve the gradient estimation in that space, we use the mini-batch approach [12] and show that the additional complexity introduced by switching the norms depends on $\ln d$ instead of $d$. Furthermore, we replace the gradient estimation methods applied in [11] and [37] with a smoothing method based on the Rademacher distribution. Our analysis shows that the total number of oracle calls required by ZO-ExpMD for finding an $\epsilon$-stationary point is bounded by $O(\ln d \frac{d}{\epsilon^4})$, which improves the complexity bound $O(\frac{d^2}{\epsilon^4})$ attained by proximal stochastic gradient descent (ZO-PSGD) [21]. To avoid tuning parameters, we extend and analyse the adaptive stepsizes [7,24] for constrained problems with composite objectives. Then we apply the adaptive stepsizes to ZO-ExpMD and show that the same complexity upper bound can be obtained without knowing the smoothness of $f$. In addition to the theoretical analysis, we also demonstrate the performance of the developed algorithms in experiments on generating contrastive explanations of deep neural networks [6].

The rest of the paper is organised as follows. Section 2 reviews related work. In section 3, we present and analyse our algorithms. Section 4 demonstrates the empirical performance of the proposed algorithms. Finally, we conclude our work with some future research directions in Section 5.

2 Related Work

Zeroth-order optimisation of nonconvex objective functions has many applications in machine learning, and signal processing [27]. Algorithms for unconstrained nonconvex
problems have been studied in [10,25,31] and further enhanced with variance reduction techniques [17,28]. The high dimensional setting has been discussed in [13,8], in which algorithms with weaker complexity dependence on dimensionality are proposed. In practice, weaker dependence on dimensionality can also be achieved by applying the sparse perturbation techniques introduced in [32].

It is popular to solve constrained problems with zeroth-order Frank-Wolfe algorithms [1,2,14], which require the smoothness of the objective functions. We are motivated by the applications of adversarial attack and explanation methods based on the \( \ell_1 \) and \( \ell_2 \) regularisation [3,6,29], for which the objective functions contain non-smooth components. Our work is based on exploiting the low dimensional structure of the decision set, which has been discussed in [9,18,22,36,39] for online and stochastic optimization of convex functions and further extended for zeroth-order convex optimization in [8,37]. To efficiently implement both \( \ell_1 \) and \( \ell_2 \) regularised problems, we used an entropy alike function as the distance-generating function in the stochastic composite mirror descent method. Similar versions of the entropy alike function have previously been applied to unconstrained online convex optimisation [4,33]. We combine it with the algorithmic ideas of mini-batch [12] and adaptive stepsizes [7,24] to solve nonconvex optimisation problems.

3 Algorithms and Analysis

We start the theoretical analysis by introducing some important results of zeroth-order stochastic methods in a finite-dimensional vector space \( X \) equipped with an inner product \( \langle \cdot, \cdot \rangle \) and some norm \( \| \cdot \| \). Based on them, we then construct and analyze our algorithms in \( \mathbb{R}^d \).

3.1 Adaptive Stochastic Composite Mirror Descent

Similar to the previous works on stochastic nonconvex optimisation [21], the following standard properties of the objective function \( f \) are assumed.

**Assumption 1** For any realisation \( \xi \), \( f(\cdot; \xi) \) is \( G \)-Lipschitz and has \( L \)-Lipschitz continuous gradients with respect to \( \| \cdot \| \), i.e.

\[
\| \nabla f(x; \xi) - \nabla f(y; \xi) \| \leq L \| x - y \|,
\]

for all \( x, y \in X \), which implies

\[
| f(y; \xi) - f(x; \xi) - \langle \nabla f(x; \xi), y - x \rangle | \leq \frac{L}{2} \| x - y \|^2.
\]

**Assumption 2** For any \( x \in X \), the stochastic gradient at \( x \) is unbiased, i.e.

\[
\mathbb{E}[\nabla f(x; \xi)] = \nabla f(x).
\]

Assumption 1 and 2 imply the \( G \)-smoothness and \( L \)-smoothness of \( f \) due to the inequalities

\[
| f(x) - f(y) | \leq \mathbb{E}[| f(x; \xi) - f(y; \xi) |] \leq G \| x - y \|,
\]
Our idea is based on the stochastic composite mirror descent (SCMD), which iteratively updates the decision variable following the rule given by

$$x_{t+1} = \arg \min_{x \in K} \langle g_t, x \rangle + h(x) + \eta_t B_\phi(x, x_t),$$

(2)

where $g_t$ is an estimation of the gradient $\nabla f(x_t)$ and $\phi$ is a distance generating function, i.e. 1-strongly convex w.r.t. $\| \cdot \|$. Define the generalised projection operator

$$P_K(x, g, \eta) = \arg \min_{y \in K} \langle g_t, y \rangle + h(y) + \eta B_\phi(y, x)$$

(3)

and the generalised gradient map

$$G_K(x, g, \eta) = \eta (x - P_K(x, g, \eta)).$$

(4)

Following the literature on the stochastic optimisation [1,21], our goal is to find an $\epsilon$-stationary point $x_R$, i.e. $E[\|G_K(x_R, \nabla f(x_R), \eta_R)\|^2] \leq \epsilon^2$. Given a sequence of estimated gradients, the convergence of SCMD is upper bounded by the following proposition, the proof of which can be found in the appendix.

**Proposition 1.** Let $g_1, \ldots, g_T$ be any sequence in $X$, $x_1, \ldots, x_T$ be the sequence generated by (2) with a distance generating function $\phi$. Then, for any $f$ satisfying assumption 1 and 2, we have

$$E\left[\frac{1}{T} \sum_{t=1}^{T} \|G_K(x_t, \nabla f(x_t), \eta_t)\|^2 \right]$$

$$\leq \frac{6}{T} \sum_{t=1}^{T} E[\sigma_t^2] + \frac{4}{T} E \left[ \sum_{t=1}^{T} \eta_t (F(x_t) - F(x_{t+1})) \right]$$

$$+ \frac{1}{T} E \left[ \sum_{t=1}^{T} \eta_t (2L - \eta_t) \|x_{t+1} - x_t\|^2 \right],$$

(5)

where we denote by $E[\sigma_t^2] = E[\|g_t - \nabla f(x_t)\|^2]$ the variance of the gradient estimation.

Setting $\eta_1, \ldots, \eta_T = 2L$, the convergence of SCMD depends on the convergence of the variance terms $\{\sigma_t^2\}$, which requires variance reduction techniques.

In practice, it is difficult to obtain prior knowledge about $L$. To avoid the expensive tuning, we propose an adaptive algorithm with a similar convergence guarantee. The idea is similar to the adaptive stepsizes for unconstrained stochastic optimisation [24], which sets $\eta_t = \sqrt{\sum_{s=1}^{t-1} \|g_s\|^2 + \beta}$ for some $\beta > 0$ to control the last term in (5). For composite objectives, $\|x_{t+1} - x_t\|^2$ depends not only on $g_t$ but also on $\nabla h(x_{t+1})$, for which we set $\eta_t \propto \sqrt{\sum_{s=1}^{t-1} \|\nabla G_K(x_t, g_t, \eta_t)\|^2 + 1}$. To analyse the proposed method, we assume that the feasible decision set is contained in a closed ball.
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Assumption 3 There is some $D > 0$ such that $\|P_K(x, g, \eta)\| \leq D$ holds for all $\eta > 0$, $x \in K$ and $g \in X$.

Assumption 3 is typical in many composite optimisation problems with regularisation terms in their objective functions. In the following lemma, we propose and analyse the adaptive SCMD. Due to the compactness of the decision set, we can also assume that the objective function takes values from $[0, B]$.

Assumption 4 There is some $B > 0$ such that $F(x) \in [0, B]$ holds for all $x \in K$.

Lemma 1. Assume 1, 2, 3 and 4. Define sequence of stepsizes

$$\alpha_t = \left( \sum_{s=1}^{t-1} \lambda_s \alpha_s^2 \|x_s - x_{s+1}\|^2 + 1 \right)^{\frac{1}{2}} \quad \eta_t = \lambda \alpha_t.$$

for some $0 < \lambda \leq \lambda_t \leq \kappa$. Furthermore we assume $D\lambda \geq 1$. Then we have

$$\mathbb{E}\left[ \frac{1}{T} \sum_{t=1}^{T} \|G_K(x_t, \nabla f(x_t), \eta_t)\|^2 \right] \leq \frac{13}{T} \sum_{t=1}^{T} \mathbb{E}[\sigma_t^2] + \frac{C}{T}.$$

where we define $C = 33\kappa^2B^2 + \frac{16\sqrt{2}L^2D}{\lambda}(1 + 2D\lambda)$.

Sketch of the proof The proof starts with the direct application of proposition 1. The focus is then to control the term $\sum_{t=1}^{T} \eta_t (2L - \eta_t) \|x_{t+1} - x_t\|^2$. Since the sequence $\{\eta_t\}$ is increasing, we assume that $\eta_t > L$ starting from some index $t_0$. Then we only need to consider those stepsizes $\eta_{t_0}, \ldots, \eta_{t_0-1}$. Adding up $\sum_{t=1}^{t_0-1} \|x_{t+1} - x_t\|^2$ yields a value proportional to $\eta_{t_0-1}$. Thus, the whole term is upper bounded by a constant. The complete proof can be found in the appendix.

The adaptive SCMD does not require any prior information about the problem, including the assumed radius of the feasible decision set. Similar to SCMD with constant stepizes, its convergence rate depends on the sequence of $\{\sigma_t^2\}$, which will be discussed in the next subsections.

3.2 Two Points Gradient Estimation

In [1], the authors have proposed the two points estimation with Gaussian smoothing for estimating the gradient, the variance of which depends on $(\ln d)^2$. We argue that the logarithmic dependence on $d$ can be avoided. Our argument starts with reviewing the two points gradient estimation in the general setting. Given a smoothing parameter $\nu > 0$, some constant $\delta > 0$ and a random vector $u \in X$, we consider the two points estimation of the gradient given by

$$\nabla f_{\nu}(x) = \mathbb{E}_u [\frac{\delta}{\nu}(f(x + \nu u) - f(x))u].$$

(8)

To derive a general bound on the variance without specifying the distribution of $u$, we make the following assumption.
Assumption 5 Let \( \mathcal{D} \) be a distribution with \( \text{supp}(\mathcal{D}) \subseteq \mathbb{X} \). For \( u \sim \mathcal{D} \), there is some \( \delta > 0 \) such that
\[
\mathbb{E}_u[(g, u)u] = \frac{g}{\delta}.
\]
Given the existence of \( \nabla f(x, \xi) \), assumption 5 implies \( \mathbb{E}_u[(\nabla f(x, \xi), u)\delta u] = \nabla f(x, \xi) \). Together with the smoothness of \( f(\cdot, \xi) \), we obtain an estimation of \( \nabla f(\cdot, \xi) \) with a controlled variance, which is described in the following lemma. Its proof can be found in the appendix.

Lemma 2. Let \( C \) be the constant such that \( \|x\| \leq C\|x\|_\infty \) holds for all \( x \in \mathbb{X} \). Then the follows inequalities hold for all \( x \in \mathbb{X} \) and \( f \) satisfying assumptions 1, 2 and 5.

a) \( \|\nabla f_\nu(x) - \nabla f(x)\|_\ast \leq \frac{\nu C^2L}{2} \mathbb{E}_u[\|u\|^2] \).
b) \( \mathbb{E}_u[\|\nabla f_\nu(x; \xi)\|^2] \leq \frac{C^4L^2\delta^2}{2} \mathbb{E}_u[\|u\|^4] + 2\delta^2 \mathbb{E}_u[(\nabla f(x; \xi), u^2)]^2] \).

For a realisation \( \xi \) and a fixed decision variable \( x \), \( \mathbb{E}[\sigma^2_u] \) can be upper bounded by combining the inequalities in lemma 2. While most terms of the upper bound can be easily controlled by manipulating the smoothing parameter \( \nu \), it is difficult to deal with the term \( \delta^2 \mathbb{E}_u[(\nabla f(x; \xi), u^2)]^2 \). Intuitively, if we draw \( u_1, \ldots, u_d \) from i.i.d. random variables with zero mean, \( \delta^{-2} \) is related the variance. However, small \( \mathbb{E}[\|u\|^2] \) indicates that \( u_i \) must be centred around 0, i.e. \( \delta \) has to be large. Therefore, it is natural to consider drawing \( u \) from a distribution over the unit ball with controlled variance. For the case \( \|\cdot\|_\ast = \|\cdot\|_\infty \), this can be achieved by drawing \( u_1, \ldots, u_d \) from i.i.d. Rademacher random variables.

3.3 Mini-Batch Composite Mirror Descent for Non-Euclidean Geometry

With the results in subsections 3.1 and 3.2, we can construct an algorithm in \( \mathbb{R}^d \), starting with analyzing the gradient estimation based on the Rademacher distribution.

Lemma 3. Suppose that \( f \) is \( L \)-smooth w.r.t. \( \|\cdot\|_2 \) and \( \mathbb{E}[\|\nabla f(x) - \nabla f(x; \xi)\|^2] \leq \sigma^2 \) for all \( x \in \mathcal{K} \). Let \( u_1, \ldots, u_d \) be independently sampled from the Rademacher distribution and
\[
g_\nu(x; \xi) = \frac{1}{\nu}((f(x + \nu u; \xi)) - f(x; \xi))u \tag{9}
\]
be an estimation of \( \nabla f(x) \). Then we have
\[
\mathbb{E}[(g_\nu(x; \xi) - \nabla f_\nu(x))^2] \leq \frac{3\nu^2d^2L^2}{2} + 10\|\nabla f(x)\|_2^2 + 8\sigma^2. \tag{10}
\]
The dependence on \( d^2 \) in the first term of (10) can be removed by choosing \( \nu \propto \frac{1}{d^2} \), while the rest depends only on the variance of the stochastic gradient and the squared \( \ell_2 \) norm of the gradient. The upper bound in (10) is better than the bound \( (\ln d)^2(\|\nabla f(x)\|^2 + \|\nabla f(x; \xi) - \nabla f(x)\|^2) \) attained by Gaussian smoothing. Note that \( g_\nu(x; \xi) \) is an unbiased estimator of \( \nabla f_\nu(x) \). Averaging \( g_\nu(x; \xi) \) over a mini-batch can significantly reduce the variance alike quantity in \( (\mathbb{R}^d, \|\cdot\|_\infty) \), which is proved in the next lemma.
Lemma 4. Let $X_1, \ldots, X_m$ be independent random vectors in $\mathbb{R}^d$ such that $\mathbb{E}[X_i] = \mu$ and $\mathbb{E}[\|X_i - \mu\|_\infty^2] \leq \sigma^2$ hold for all $i = 1, \ldots, m$. For $d \geq e$, we have
\[
\mathbb{E}[\|\frac{1}{m} \sum_{i=1}^{m} X_i - \mu\|_\infty^2] \leq \frac{e(2 \ln d - 1)\sigma^2}{m}.
\] (11)

Proof. We first prove the inequality $\mathbb{E}[\|\sum_{i=1}^{m} X_i - \mu\|_p^2] \leq m e(\ln d - 1)\sigma^2$ for $p = 2 \ln d$. From the assumption $d \geq e$ and $p = 2 \ln d$, it follows that the squared $p$ norm is $2p - 2$ strongly smooth, i.e.
\[
\|x + y\|_p^2 \leq \|x\|_p^2 + \langle g_x, y \rangle + (p - 1)\|y\|_p^2,
\] (12)
for all $x, y \in \mathbb{R}^d$ and $g_x \in \partial\|\cdot\|_p^2(x)$. Using the definition of $p$-norm, we obtain
\[
(p - 1)\|y\|_p^2 = (p - 1)(\sum_{i=1}^{d} |y_i|^p)^{\frac{2}{p}} \leq (p - 1)d^{\frac{2}{p}}\|y\|_\infty^2 \leq e(2 \ln d - 1)\|y\|_\infty^2.
\] (13)
Combining (12) and (13), we have
\[
\|x + y\|_p^2 \leq \|x\|_p^2 + \langle g_x, y \rangle + e(2 \ln d - 1)\|y\|_\infty^2.
\] (14)
Next, let $X$ and $Y$ be independent random vectors in $\mathbb{R}^d$ with $\mathbb{E}[X] = \mathbb{E}[Y] = 0$. Using (14), we have
\[
\mathbb{E}[\|X + Y\|_p^2] \leq \mathbb{E}[\|X\|_p^2] + \mathbb{E}[\langle g_X, Y \rangle] + e(2 \ln d - 1)\mathbb{E}[\|Y\|_\infty^2] = \mathbb{E}[\|X\|_p^2] + \mathbb{E}[\|g_X\|, \mathbb{E}[Y]] + e(2 \ln d - 1)\mathbb{E}[\|Y\|_\infty^2] = \mathbb{E}[\|X\|_p^2] + e(2 \ln d - 1)\mathbb{E}[\|Y\|_\infty^2],
\] (15)
Note that $X_1 - \mu, \ldots, X_m - \mu$ are i.i.d. random variable with zero mean. Combining (15) with a simple induction, we obtain
\[
\mathbb{E}[\|\sum_{i=1}^{m} (X_i - \mu)\|_\infty^2] \leq \mathbb{E}[\|\sum_{i=1}^{m} (X_i - \mu)\|_p^2] \leq me(2 \ln d - 1)\sigma^2.
\] (16)
The desired result is obtained by dividing both sides by $m^2$. \hfill \Box

Our main algorithm, which is described in algorithm (1), uses an average of estimated gradient vectors
\[
g_t = \frac{1}{mn} \sum_{j=1}^{m} (f(x_t + \nu u_t, \xi_{t,j}) - f(x_t, \xi_{t,j}))u_{t,j},
\] (17)
and the potential function given by
\[
\phi : \mathbb{R}^d \rightarrow \mathbb{R}, x \mapsto \sum_{i=1}^{d} \left(\frac{|x_i| + \frac{1}{d}}{2}\right) \ln(d|x_i| + 1) - |x_i|
\] (18)
to update $x_{t+1}$ at iteration $t$. The next lemma proves its strict convexity.
Algorithm 1 Zeroth-Order Exponentiated Mirror Descent

Require: \( m > 0, \nu > 0, x_1 \) arbitrary and a sequence of positive values \( \{\eta_t\} \)

Define \( \phi : \mathbb{R}^d \rightarrow \mathbb{R}, x \mapsto \sum_{i=1}^{d} ((|x_i| + \frac{1}{2}) \ln(d|x_i| + 1) - |x_i|) \)

for \( t = 1, \ldots, T \) do

Sample \( u_{t,j,i} \) from Rademacher distribution for \( j = 1, \ldots, m \) and \( i = 1, \ldots, d \)

\( g_t := \frac{1}{m\nu} \sum_{j=1}^{m} (f(x_t + \nu u_{t,j}; \xi_{t,j}) - f(x_t; \xi_{t,j}))u_{t,j} \)

\( x_{t+1} = \text{arg min}_{x \in K} \langle g_t, x \rangle + h(x) + \eta_{t} \phi(x, x_t) \)

end for

Sample \( R \) from uniform distribution over \( \{1, \ldots, T\} \).

Return \( x_R \)

Lemma 5. For all \( x, y \in \mathbb{R}^d \), we have

\[ \phi(y) - \phi(x) \geq \langle \nabla \phi(x), y - x \rangle + \frac{1}{\max\{\|x\|_1, \|y\|_1\} + 1} \|y - x\|_1^2 \]

The proof of lemma 5 can be found in the appendix. If the feasible decision set is contained in an \( \ell_1 \) ball with radius \( D \), then the function \( \phi \) defined in (18) is \( \frac{2D}{D+1} \)-strongly convex w.r.t \( \|\cdot\|_1 \). With \( \phi \), update (2) is equivalent to mirror descent with stepsize \( \frac{2\eta_{t}D}{D+1} \) and the distance-generating function \( \frac{D+1}{2^\lambda} \phi \). The performance of algorithm 1 is described in the following theorem.

Theorem 1. Assume 1, 2 for \( \|\cdot\| = \|\cdot\|_2 \), 3 for \( \|\cdot\| = \|\cdot\|_1 \) and 4. Furthermore, let \( f \) be \( G \)-Lipschitz continuous w.r.t. \( \|\cdot\|_2 \). Then running algorithm 1 with \( m = 2T e(2\ln d - 1), \nu = \frac{1}{d\sqrt{T}} \) and \( \eta_{t} = \ldots = \eta_T = L(D + 1) \) guarantees

\[ \mathbb{E}\left[ \|g_K(x_R, \nabla f(x_R), 2L)\|_1^2 \right] \leq \sqrt{\frac{2e(2\ln d - 1)}{mT}} (6V + 4LB), \]  \( \tag{19} \)

where we define \( V = \sqrt{10G^2 + 8\sigma^2 + 2L^2} \). Furthermore, setting

\[ \lambda_t = \frac{2}{\max\{\|x_s\|_1, \|x_{s+1}\|_1\} + 1} \]

\[ \alpha_t = \left( \sum_{s=1}^{t-1} \lambda_s^2 \alpha_s^2 \|x_{s+1} - x_s\|_1^2 + 1 \right)^{\frac{1}{2}} \]

we have

\[ \mathbb{E}\left[ \frac{1}{T} \sum_{t=1}^{T} \|g_K(x_t, \nabla f(x_t), \eta_t)\|_1^2 \right] \leq 13V \sqrt{\frac{2e(2\ln d - 1)}{mT}} + \frac{C}{T}, \]

where we define \( C = 132B^2 + 40\sqrt{2}L^2 D(D + 1) \).

Proof. First, we bound the variance of the mini-batch gradient estimation. Define

\[ g_{t,i} = \frac{1}{p} (f(x_t + \nu u_{t,j}; \xi_{t,j}) - f(x_t; \xi_{t,j}))u_{t,j}. \]
Since $g_t, \ldots, g_{t,m}$ are unbiased estimation of $\nabla f_\nu(x_t)$, we have

$$E[\|g_t - \nabla f_\nu(x_t)\|_\infty^2] \leq \frac{e(2 \ln d - 1)}{m} \left( 3\nu^2 d^2 L^2 \frac{2}{2} + 10 \|\nabla f(x_t)\|_2^2 + 8\sigma^2 \right).$$

Using lemma [3] and the distribution of $u$, we obtain

$$\|\nabla f_\nu(x_t) - \nabla f(x_t)\|_\infty^2 \leq \frac{\nu^2 d^2 L^2}{4}.$$

For $m \geq 2e(2 \ln d - 1)$, we have

$$E[\|g_t - \nabla f(x_t)\|_\infty^2] \leq 2E[\|g_t - \nabla f_\nu(x_t)\|_\infty^2] + 2E[\|\nabla f_\nu(x_t) - \nabla f(x_t)\|_\infty^2]$$

$$\leq \frac{e(2 \ln d - 1)}{m} \left( 20 \|\nabla f(x_t)\|_2^2 + 16\sigma^2 \right) + 2\nu^2 d^2 L^2$$

$$\leq \frac{2e(2 \ln d - 1)}{m} \left( 10G^2 + 8\sigma^2 \right) + \frac{2L^2}{T}$$

$$\leq \sqrt{\frac{2e(2 \ln d - 1)}{mT}} \left( 10G^2 + 8\sigma^2 + 2L^2 \right).$$

where the last inequality follows from $m = 2T e(2 \ln d - 1)$.

Next, we analyse constant stepsizes. Note that the potential function defined in (18) is strongly convex w.r.t. to $\|\cdot\|_1$. Our algorithm can be considered as an mirror descent with distance generating function given by $\frac{D+1}{2} \phi$, stepsizes $\frac{2m}{D+1} = 2L$. Applying proposition [4] with stepsizes $2L$, we have

$$E[\|G_K(x_R, \nabla f(x_R), 2L)\|_2^2] \leq \frac{6}{T} \sum_{t=1}^T E[\sigma_t^2] + \frac{4L}{T} (F(x_1) - F^*)$$

$$\leq \sqrt{\frac{2e(2 \ln d - 1)}{mT}} (6V + 4LB),$$

where we define $V = 10G^2 + 8\sigma^2 + 2L^2$. To analyze the adaptive stepsizes, lemma [1] can be applied with distance generating function $\frac{D+1}{2} \phi$, stepsizes $\frac{2\alpha_t}{D+1}$ and

$$\lambda_t = \max\{\|x_t\|_1, \|x_{t+1}\|_1\} + 1.$$

It holds clearly $0 < \lambda = \frac{2}{D+1} \leq \lambda_0 \leq 2 = \kappa$. W.l.o.g., we assume $D \geq 1$, which implies $2 \geq \lambda D \geq 1$. Then we obtain

$$E\left[\frac{1}{T} \sum_{t=1}^T \|G_K(x_t, \nabla f(x_t), \eta_t)\|_2^2\right] \leq 13V \sqrt{\frac{2e(2 \ln d - 1)}{mT}} + \frac{C}{T},$$

where we define $C = 132B^2 + 40\sqrt{2}L^2 D(D + 1)$.

The total number of oracle calls for finding an $\epsilon$-stationary point with constant is upper bounded by $O(\frac{\ln d}{\epsilon^2})$, which has a weaker dependence on dimensionality compared to
\(O(\frac{1}{d})\) achieved by ZO-PSGD \[21\]. The adaptive stepsize has slightly worse oracle complexity than the well-tuned constant stepsize. Note that a similar result can be obtained by using distance generating function \(\frac{1}{2(p-1)}\|x\|_p^2\) for \(p = 1 + \frac{1}{2 \ln d}\). Since the mirror map at \(x\) depends on \(\|x\|_p\), it is difficult to handle the popular \(\ell_2\) regulariser.

4 Experiments

We examine the performance of our algorithms for generating the contrastive explanation of machine learning models \[6\], which consists of a set of positive pertinent (PP) features and a set of pertinent negative (PN) features\[4\]. For a given sample \(x_0 \in \mathcal{X}\) and machine learning model \(f: \mathcal{X} \rightarrow \mathbb{R}^K\), the contrastive explanation can be found by solving the following optimisation problem \[6\]

\[
\min_{x \in \mathcal{K}} l_{x_0}(x) + \gamma_1 \|x\|_1 + \gamma_2 \|x\|_2^2.
\]

Define \(k_0 = \arg\max_i f(x_0)_i\) the prediction of \(x_0\). The loss function for finding PP is given by

\[
l_{x_0}(x) = \max\{\max_{i \neq k_0} f(x)_i - f(x)_k, -\kappa\},
\]

and PN is modelled by the following loss function

\[
l_{x_0}(x) = \max\{f(x_0 + x)_k - \max_{i \neq k_0} f(x_0 + x)_i, -\kappa\},
\]

where \(\kappa\) is some constant controlling the lower bound of the loss. In the experiment, we first train a LeNet model \[23\] on the MNIST dataset \[23\] and a ResNet20 model \[13\] on the CIFAR-10 dataset \[19\], which attains a test accuracy of 96%, 91%, respectively. For each class of the images, we randomly pick 20 correctly classified images from the test dataset and generate PP and PN for them. We set \(\gamma_1 = \gamma_2 = 0.1\) for MNIST dataset, and choose \(\{x \in \mathbb{R}^d | 0 \leq x_i \leq x_{0,i}\}\) and \(\{x \in \mathbb{R}^d | x_i \geq 0, x_i + x_{0,i} \leq 1\}\) as the decision set for PP and PN, respectively. For CIFAR-10 dataset, we set \(\gamma_1 = \gamma_2 = 0.5\). ResNet20 takes normalized data as input, and images in CIFAR-10 do not have an obvious background colour. Therefore, we choose \(\{x \in \mathbb{R}^d | \min\{0, x_{0,i}\} \leq x_i \leq \max\{0, x_{0,i}\}\}\) and \(\{x \in \mathbb{R}^d | 0 \leq (x_i + x_{0,i})\nu_i + \mu_i \leq 1\}\), where \(\nu_i\) and \(\mu_i\) are the mean and variance of the dimension \(i\) of the training data, as the decision set for PP and PN, respectively. The search for PP and PN starts from \(x_0\) and the center of the decision set, respectively.

Our baseline method is ZO-PSGD with Gaussian smoothing, the update rule of which is given by

\[
x_{t+1} = \arg\min_{x \in \mathcal{K}} (g_t(x) + h(x) + \eta_t \|x - x_t\|_2^2).
\]

\[1\] The source code is available at [https://github.com/VergiliusShao/highdimzo](https://github.com/VergiliusShao/highdimzo)
We fix the mini-batch size $m = 200$ for all candidate algorithms to conduct a fair comparison study. Following the analysis of [21, Corollary 6.10], the optimal oracle complexity $O(d^2)$ of ZO-PSGD is obtained by setting $m = dT$ and $\nu = T^{-\frac{1}{2}}d^{-1} = m^{-\frac{1}{2}}d^{-1}$. The smoothing parameters for ZO-ExpMD and ZO-AdaExpMD are set to

$$\nu = m^{-\frac{1}{2}}(2e(2 \ln d - 1))^\frac{1}{2}d^{-1}$$

according to theorem 1. For ZO-PSGD, ZO-ExpMD, multiple constant stepsizes $\eta_i \in \{10^i | 1 \leq i \leq 5\}$ are tested. Figure 1 plots the convergence behaviour of the candidate algorithms with the best choice of stepsizes, averaging over 200 images from the MNIST dataset. Our algorithms have clear advantages in the first 50 iterations and achieve the best overall performance for PN. For PP, the loss attained by ZO-PSGD is slightly better than ExpMD with fixed stepsizes, however, it is worse than its adaptive version. Figure 2 plots the convergence behaviour of candidate algorithms averaging over 200 images from the CIFAR-10 dataset, which has higher dimensionality than the MNIST dataset. As can be observed, the advantage of our algorithms becomes more significant. Furthermore, choices of stepsizes have a clear impact on the performances of both ZO-ExpMD and ZO-PSGD, which can be observed in figure 3, and figure 4, 5 in the appendix. Notably, ZO-AdaExpMD converges as fast as ZO-ExpMD with well-tuned stepsizes.

5 Conclusion

Motivated by applications in black-box adversarial attack and generating model agnostic explanations of machine learning models, we propose and analyse algorithms for zeroth-order optimisation of nonconvex objective functions. Combining several algorithmic ideas such as the entropy-like distance generating function, the sampling method based on the Rademacher distribution and the mini-batch method for non-Euclidean geometry, our algorithm has an oracle complexity depending logarithmically on dimensionality. With the adaptive stepsizes, the same oracle complexity can be achieved without prior
Fig. 2: Black Box Contrastive Explanations on CIFAR-10

Fig. 3: Impact of step size on ZO-ExpMD on MNIST

Fig. 4: Impact of step size on ZO-ExpMD on CIFAR-10
knowledge about the problem. The performance of our algorithms is firmly backed by theoretical analysis and examined in experiments using real-world data.

Our algorithms can be further enhanced by the acceleration and variance reduction techniques. In the future, we plan to analyse the accelerated version of the proposed algorithms together with variance reduction techniques and draw a systematic comparison with the accelerated or momentum-based zeroth-order optimisation algorithms.
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A  Missing Proofs

A.1  Proof of Proposition [1]

Proof (Proof of Proposition [7]). First of all, we have

\[ F(x_{t+1}) - F(x_t) \]

\[ \leq \langle \nabla f(x_t) + \nabla h(x_{t+1}), x_{t+1} - x_t \rangle + \frac{L}{2} \|x_{t+1} - x_t\|^2 \]

\[ \leq \eta_t \nabla \phi(x_{t+1}) - \eta_t \nabla \phi(x_t), x_t - x_{t+1} \rangle + \frac{L}{2} \|x_{t+1} - x_t\|^2 \]

\[ \leq -\eta_t \|x_{t+1} - x_t\|^2 + \langle \nabla f(x_t) - g_t, x_{t+1} - x_t \rangle + \frac{L}{2} \|x_{t+1} - x_t\|^2 \]

\[ \leq -\eta_t \|x_{t+1} - x_t\|^2 + \frac{1}{\eta_t} \sigma_t^2 + \eta_t \|x_t - x_{t+1}\|^2 + \frac{L}{2} \|x_{t+1} - x_t\|^2 \]

\[ = -\frac{\eta_t}{2} \|x_{t+1} - x_t\|^2 + \frac{1}{\eta_t} \sigma_t^2 + \left( \frac{L}{2} - \frac{\eta_t}{4} \right) \|x_{t+1} - x_t\|^2 \]

\[ = -\frac{1}{2\eta_t} \|\mathcal{G}_K(x_t, g_t, \eta_t)\|^2 + \frac{1}{\eta_t} \sigma_t^2 + \left( \frac{L}{2} - \frac{\eta_t}{4} \right) \|x_{t+1} - x_t\|^2, \]

where the first inequality uses the $L$-smoothness of $f$ and the convexity of $h$, the second inequality follows from the optimality condition of the update rule, the third inequality is obtained from the strongly convexity of $\phi$ and the fourth line follows from the definition of dual norm. It follows from the $\frac{1}{\eta_t}$ Lipschitz continuity [21, Lemma 6.4] of $\mathcal{P}_K(x_t, \cdot, \eta_t)$ that $\mathcal{G}_K(x_t, \cdot, \eta_t)$ is 1-Lipschitz. Thus, we obtain

\[ \| \mathcal{G}_K(x_t, \nabla f(x_t), \eta_t) \|^2 \]

\[ \leq 2 \| \mathcal{G}_K(x_t, \nabla f(x_t), \eta_t) - \mathcal{G}_K(x_t, g_t, \eta_t) \|^2 + 2 \| \mathcal{G}_K(x_t, g_t, \eta_t) \|^2 \]

\[ \leq 2 \sigma_t^2 + 2 \| \mathcal{G}_K(x_t, g_t, \eta_t) \|^2 \]

\[ \leq 6 \sigma_t^2 + 4 \eta_t (F(x_t) - F(x_{t+1})) + \eta_t (2L - \eta_t) \|x_{t+1} - x_t\|^2. \]
Averaging from 1 to $T$ and taking expectation, we have

$$E\left[ \frac{1}{T} \sum_{t=1}^{T} \|G\_K(x_t, \nabla f(x_t), \eta_t)\|^2 \right]$$

$$\leq \frac{6}{T} \sum_{t=1}^{T} E[\sigma_t^2] + \frac{4}{T} E\left[ \sum_{t=1}^{T} \eta_t(F(x_t) - F(x_{t+1})) \right]$$

$$+ \frac{1}{T} E\left[ \sum_{t=1}^{T} \eta_t(2L - \eta_t)\|x_{t+1} - x_t\|^2 \right],$$

which is the claimed result. \qed

### A.2 Proof of Lemma[1]

**Proof (Proof of Lemma[1]).** Applying proposition[1] we obtain

$$E\left[ \frac{1}{T} \sum_{t=1}^{T} \|G\_K(x_t, \nabla f(x_t), \eta_t)\|^2 \right]$$

$$\leq \frac{6}{T} \sum_{t=1}^{T} E[\sigma_t^2] + \frac{4}{T} E\left[ \sum_{t=1}^{T} \eta_t(F(x_t) - F(x_{t+1})) \right]$$

$$+ \frac{1}{T} E\left[ \sum_{t=1}^{T} \eta_t(2L - \eta_t)\|x_{t+1} - x_t\|^2 \right].$$

W.l.o.g., we can assume $F(x_0) = 0$, since it is an artefact in the analysis. The second term of the upper bound above can be rewritten into

$$\sum_{t=1}^{T} \eta_t(F(x_t) - F(x_{t+1}))$$

$$= \eta_1 F(x_0) - \eta_T F(x_{T+1}) + \sum_{t=1}^{T} (\eta_t - \eta_{t-1}) F(x_t)$$

$$\leq B \sum_{t=1}^{T} (\eta_t - \eta_{t-1})$$

$$\leq B \eta_T$$

$$\leq 4\kappa^2 B^2 + \frac{1}{16\kappa^2} \eta_T^2$$

(27)
where the first inequality follows from $F(x_0) = 0$ and $F(x_{T+1}) \geq 0$ and the last line uses the Hölder’s inequality. Using the definition of $\eta_T$, we have

$$\frac{1}{16\kappa^2} \eta_T^2 \leq \frac{1}{16\kappa^2} \sum_{t=1}^{T} \lambda^2 \alpha_t^2 \|x_{s+1} - x_s\|^2 + \frac{1}{16}$$

$$\leq \frac{1}{16} \sum_{t=1}^{T} \|G_K(x_t, g_t, \eta_t)\| + \frac{1}{16}$$

$$\leq \frac{1}{8} \sum_{t=1}^{T} \|G_K(x_t, \nabla f(x_t), \eta_t)\| + \frac{1}{8} \sum_{t=1}^{T} \sigma_t^2 + \frac{1}{16}$$

(28)

Next, define

$$t_0 = \begin{cases} \min \{1 \leq t \leq T | \eta_t > L \}, & \text{if } \{1 \leq t \leq T | \eta_t > 2L \} \neq \emptyset \\ T, & \text{otherwise.} \end{cases}$$

Then, the third term in (26) can be bounded by

$$\sum_{t=1}^{T} \eta_t(2L - \eta_t)\|x_{t+1} - x_t\|^2$$

$$= \sum_{t=1}^{t_0-1} \eta_t(2L - \eta_t)\|x_{t+1} - x_t\|^2 + \sum_{t=t_0}^{T} \eta_t(2L - \eta_t)\|x_{t+1} - x_t\|^2$$

$$= 2L \sum_{t=1}^{t_0-1} \alpha_t \eta_t \|x_{t+1} - x_t\|^2$$

$$= \frac{2\sqrt{2}L}{\lambda} \sum_{t=1}^{t_0-1} \eta_t^2 \|x_{t+1} - x_t\|^2$$

$$\leq 4\sqrt{2}LD \sum_{t=1}^{t_0-1} \eta_t^2 \|x_{t+1} - x_t\|^2$$

(29)

$$\leq \frac{8\sqrt{2}LD}{\lambda} (\alpha_{t_0-1} + 2\lambda D \alpha_{t_0-1})$$

$$\leq \frac{8\sqrt{2}LD}{\lambda} (1 + 2D\lambda) \eta_{t_0-1}$$

$$\leq \frac{16\sqrt{2}LD^2}{\lambda} (1 + 2D\lambda),$$
where we used the assumption \( \lambda D \geq 1 \) for the first inequality, lemma 6 for the third inequality and the rest inequalities follow from the assumptions on \( \lambda_t, D \) and \( \eta_{t-1} \).

Combining (26), (27), (28) and (29), we have

\[
\mathbb{E}\left[ \frac{1}{T} \sum_{t=1}^{T} \|G_k(x_t, \nabla f(x_t), \eta_t)\|_2^2 \right]
\leq \frac{13}{T} \sum_{t=1}^{T} \mathbb{E}[\sigma_t^2] + \left( \frac{1}{T^2} + 32\kappa^2 B^2 \right) + \frac{16\sqrt{2L^2D}}{\lambda T} (1 + 2D\lambda).
\]

(30)

For simplicity and w.l.o.g., we can assume \( \kappa^2 B^2 \geq \frac{1}{2} \). Define

\[ C = 33\kappa^2 B^2 + \frac{16\sqrt{2L^2D}}{\lambda} (1 + 2D\lambda), \]

we obtain the claimed result.

\[ \Box \]

### A.3 Proof of Lemma 2

**Proof (Proof of Lemma 2).** Let \( \nabla f_\nu(x) \) be as defined in (8), then we have

\[
\|\nabla f_\nu(x) - \nabla f(x)\|_\ast = \|\mathbb{E}_u[\delta \nu (f(x + \nu u) - f(x))u] - \nabla f(x)\|_\ast
\]

\[
= \frac{\delta}{\nu} \|\mathbb{E}_u[(f(x + \nu u) - f(x) - \langle \nabla f(x), \nu u \rangle)u]\|_\ast
\]

\[
\leq \frac{\delta}{\nu} \mathbb{E}_u[(f(x + \nu u) - f(x) - \langle \nabla f(x), \nu u \rangle)\|u\|_\ast]
\]

\[
\leq \frac{\delta \nu C^2 \|u\|_3^2}{2 \mathbb{E}_u[\|u\|_3^2]} \]  

(31)

where the second equality follows from the assumption \[5\] the third line uses the Jensen’s inequality, and the last line follows the \( L \) smoothness of \( f \). Next, we have

\[
\mathbb{E}_u[\|\nabla f_\nu(x; \xi)\|_2^2]
\]

\[
= \mathbb{E}_u[\frac{\delta^2}{\nu^2} |f(x + \nu u; \xi) - f(x; \xi)|^2 \|u\|_2^2]
\]

\[
= \frac{\delta^2}{\nu^2} \mathbb{E}_u[(f(x + \nu u; \xi) - f(x; \xi) - \langle \nabla f(x; \xi), \nu u \rangle + \langle \nabla f(x; \xi), \nu u \rangle)^2 \|u\|_2^2]
\]

\[
\leq \frac{2\delta^2}{\nu^2} \mathbb{E}_u[(f(x + \nu u; \xi) - f(x; \xi) - \langle \nabla f(x; \xi), \nu u \rangle)^2 \|u\|_2^2]
\]

\[
+ \frac{2\delta^2}{\nu^2} \mathbb{E}_u[(\langle \nabla f(x; \xi), \nu u \rangle)^2 \|u\|_2^2]
\]

\[
\leq \frac{C^4 L^2 \delta^2 \nu^2}{2} \mathbb{E}_u[\|u\|_6^6] + 2\delta^2 \mathbb{E}_u[(\langle \nabla f(x; \xi), u \rangle)^2 \|u\|_2^2],
\]

which is the claimed result.  

\[ \Box \]
A.4 Proof of Lemma 3

Proof (Proof of Lemma 3). We clearly have $\mathbb{E}[uu^\top] = I$. From lemma 2 with the constant $C = \sqrt{d}$ and $\delta = 1$, it follows

$$
\mathbb{E}[\|g_\nu(x; \xi)\|_\infty^2] \leq \frac{d^2L^2\nu^2}{2} + 2\mathbb{E}[\|\nabla f(x; \xi), u\|^2]\|
$$

$$
\leq \frac{d^2L^2\nu^2}{2} + 2\mathbb{E}[\|\nabla f(x; \xi)\|^2_2]
$$

$$
\leq \frac{d^2L^2\nu^2}{2} + 4\mathbb{E}[\|\nabla f(x) - \nabla f(x; \xi)\|^2_2] + 4\|\nabla f(x)\|^2_2
$$

$$
\leq \frac{d^2L^2\nu^2}{2} + 4\sigma^2 + 4\|\nabla f(x)\|^2_2
$$

(33)

where the second inequality uses the fact the $\|u\|_\infty \leq 1$ and the third inequality follows from the Khintchine inequality. The variance is controlled by

$$
\mathbb{E}[\|g_\nu(x; \xi) - \nabla f_\nu(x)\|_\infty^2]
$$

$$
\leq 2\mathbb{E}[\|g_\nu(x; \xi)\|^2_\infty] + 2\|\nabla f_\nu(x)\|^2_\infty
$$

$$
\leq \nu^2d^2L^2 + 8(\|\nabla f(x)\|^2_2 + \sigma^2) + 2\|\nabla f(x)\|^2_\infty + 2\|\nabla f(x) - \nabla f_\nu(x)\|^2_\infty
$$

$$
\leq \nu^2d^2L^2 + 8(\|\nabla f(x)\|^2_2 + \sigma^2) + 2\|\nabla f(x)\|^2_\infty + \frac{\nu^2d^2L^2}{2}
$$

$$
\leq \frac{3\nu^2d^2L^2}{2} + 10\|\nabla f(x)\|^2_2 + 8\sigma^2,
$$

(34)

which is the claimed result. \qed

A.5 Proof of Lemma 5

Proof (Proof of Lemma 5). We first show that each component of $\phi$ is twice continues differentiable. Define $\psi : \mathbb{R} \mapsto \mathbb{R} : x \mapsto (|x| + \frac{1}{d}) \ln(d|x| + 1) - |x|$. It is straightforward that $\psi$ is differentiable at $x \neq 0$ with

$$
\psi'(x) = \ln(d|x| + 1) \text{sgn}(x).
$$

For any $h \in \mathbb{R}$, we have

$$
\psi(h + h) - \psi(0) = (|h| + \frac{1}{d}) \ln(d|h| + 1) - |h|
$$

$$
\leq (|h| + \frac{1}{d}) d|h| - |h|
$$

$$
= dh^2,
$$

which is the claimed result.
where the first inequality uses the fact $\ln x \leq x - 1$. Furthermore, we have

$$
\psi(0 + h) - \psi(0) = (|h| + \frac{1}{d})\ln(|h| + 1) - |h|
\geq (|h| + \frac{1}{d})\left(\frac{|h|}{|h| + \frac{1}{d}}\right) - |h|
\geq 0,
$$

where the first inequality uses the fact $\ln x \geq 1 - \frac{1}{x}$. Thus, we have

$$
0 \leq \frac{\psi(0 + h) - \psi(0)}{h} \leq dh
$$

for $h > 0$ and

$$
dh \leq \frac{\psi(0 + h) - \psi(0)}{h} \leq 0
$$

for $h < 0$, from which it follows $\lim_{h \to 0} \frac{\psi(0+h) - \psi(0)}{h} = 0$. Similarly, we have for $x \neq 0$

$$
\psi''(x) = \frac{1}{|x| + \frac{1}{d}}.
$$

Let $h \neq 0$, then we have

$$
\frac{\psi'(0 + h) - \psi'(0)}{h} = \frac{\ln(|h| + 1) \text{sgn}(h)}{h} = \frac{\ln(|h| + 1)}{|h|}.
$$

From the inequalities of the logarithm, it follows

$$
\frac{1}{|h| + \frac{1}{d}} \leq \frac{\psi'(0 + h) - \psi'(0)}{h} \leq d.
$$

Thus, we obtain $\psi''(0) = d$. Since $\psi$ is twice continuously differentiable with $\psi''(x) > 0$ for all $x \in \mathbb{R}$, $\phi$ is strictly convex, and we have, for all $x, y \in \mathbb{R}^d$, there is a $c \in [0, 1]$ such that

$$
\phi(y) - \phi(x) = \nabla \phi(x)(y - x) + \sum_{i=1}^{d} \frac{1}{|cx_i + (1-c)y_i| + \frac{1}{d}}(x_i - y_i)^2.
$$

(35)
For all $v \in \mathbb{R}^d$, we have
\[
\sum_{i=1}^{d} v_i^2 (|cx_i + (1 - c)y_i| + \frac{1}{d}) \\
= \sum_{i=1}^{d} v_i^2 (|cx_i + (1 - c)y_i| + \frac{1}{d}) \sum_{i=1}^{d} (|cx_i + (1 - c)y_i| + \frac{1}{d})
\geq \frac{1}{\sum_{i=1}^{d} (|cx_i + (1 - c)y_i| + \frac{1}{d})} \left( \sum_{i=1}^{d} |v_i| \right)^2 \\
\geq \frac{1}{c \|x\|_1 + (1 - c)\|y\|_1 + \left( \sum_{i=1}^{d} |v_i| \right)^2} \\
= \frac{1}{\max\{\|x\|_1, \|y\|_1\} + 1 \|v\|_1^2},
\]
where the first inequality follows from the Cauchy-Schwarz inequality. Combining (35) and (36), we obtain the claimed result.

\section*{B Efficient Implementation for Elastic Net Regularization}

We consider the following updating rule
\[
y_{t+1} = \nabla \phi^* (\nabla \phi(x_t) - \frac{g_t}{\eta_t}) \\
x_{t+1} = \arg \min_{x \in K} h(x) + \eta_t B_\phi(x, y_{t+1}).
\]

It is easy to verify
\[
(\nabla \phi^*(\theta))_i = \left( \frac{1}{d} \exp(|\theta_i|) - \frac{1}{d} \right) \text{sgn}(\theta_i).
\]
Furthermore, (37) is equivalent to the mirror descent update (2) due to the relation
\[
x_{t+1} = \arg \min_{x \in K} h(x) + \eta_t B_\phi(x, y_{t+1}) \\
= \arg \min_{x \in K} h(x) + \eta_t \phi(x) - \langle \eta_t \nabla \phi(y_{t+1}), x \rangle \\
= \arg \min_{x \in K} h(x) + \eta_t \phi(x) - \langle \eta_t \nabla \phi(x_{t+1}) - g_t, x \rangle \\
= \arg \min_{x \in K} \langle g_t, x \rangle + h(x) + \eta_t B_\phi(x, x_t).
\]
Next, we consider the setting of $K = \mathbb{R}^d$ and $h(x) = \gamma_1 \|x\|_1 + \frac{\gamma_2}{2} \|x\|_2^2$. The minimiser of
\[
h(x) + \eta_t B_\phi(x, y_{t+1})
\]
in $\mathbb{R}^d$ can be simply obtained by setting the subgradient to 0. For $\ln(d|y_{i,t+1}|+1) \leq \frac{\gamma_1}{\eta_t}$, we set $x_{i,t+1} = 0$. Otherwise, the 0 subgradient implies $\text{sgn}(x_{i,t+1}) = \text{sgn}(y_{i,t+1})$ and $|x_{i,t+1}|$ given by the root of

$$
\ln(d|y_{i,t+1}| + 1) = \ln(d|x_{i,t+1}| + 1) + \frac{\gamma_1}{\eta_t} + \frac{\gamma_2}{\eta_t} |x_{i,t+1}|
$$

for $i = 1, \ldots, d$. For simplicity, we set $a = \frac{1}{n}, b = \frac{\gamma_2}{\eta_t}$ and $c = \frac{\gamma_1}{\eta_t} - \ln(d|y_{i,t+1}| + 1)$.

It can be verified that $|x_{i,t+1}|$ is given by

$$
|x_{i,t+1}| = \frac{1}{b} W_0(ab \exp(ab - c)) - a,
$$

where $W_0$ is the principle branch of the Lambert function and can be well approximated [15]. For $\gamma_2 = 0$, i.e. the $\ell_1$ regularised problem, $|x_{i,t+1}|$ has the closed form solution

$$
|x_{i,t+1}| = \frac{1}{d} \exp(\ln(d|y_{i,t+1}| + 1) - \frac{\gamma_1}{\eta_t}) - \frac{1}{d}
$$

The implementation is described in Algorithm 2.

### Algorithm 2 Solving $\min_{x \in \mathbb{R}^d} \langle g_t, x \rangle + h(x) + \eta_t \phi_\mathcal{B}(x, x_t)$

```plaintext
for $i = 1, \ldots, d$ do
    $z_{i,t+1} = \ln(d|x_{i,t}| + 1) \text{sgn}(x_{i,t}) - \frac{a_{i,t}}{\eta_t}$
    $y_{i,t+1} = (\frac{1}{d} \exp(|z_{i,t+1}|) - \frac{1}{d}) \text{sgn}(x_{i,t+1})$
    if $\ln(d|y_{i,t+1}| + 1) \leq \frac{\gamma_1}{\eta_t}$ then
        $x_{t+1,i} \leftarrow 0$
    else
        $a \leftarrow \beta$
        $b \leftarrow \frac{\gamma_2}{\eta_t}$
        $c \leftarrow \frac{\gamma_1}{\eta_t} - \ln(d|y_{i,t+1}| + 1)$
        $x_{t+1,i} \leftarrow \frac{1}{b} W_0(ab \exp(ab - c)) - a$
    end if
end for
Return $x_{t+1}$
```

### B.1 Impact of the Choice of Stepsizes of PGD

**Lemma 6.** For positive values $a_1, \ldots, a_n$ the following holds:

1. $$
\sum_{i=1}^{n} \frac{a_i}{\sum_{k=1}^{i} a_k + 1} \leq \log(\sum_{i=1}^{n} a_i + 1)
$$

2. $$
\sqrt{\sum_{i=1}^{n} a_i} \leq \sum_{i=1}^{n} \frac{a_i}{\sqrt{\sum_{j=1}^{i} a_j^2}} \leq 2 \sqrt{\sum_{i=1}^{n} a_i^2}
$$
Fig. 5: Impact of step size on ZO-PSGD on MNIST

(a) Convergence for Generating PN  
(b) Convergence for Generating PP

Fig. 6: Impact of step size on ZO-PSGD on CIFAR-10

(a) Convergence for Generating PN  
(b) Convergence for Generating PP
Proof. The proof of (1) can be found in Lemma A.2 in [?]. For (2), we define $A_0 = 1$ and $A_i = \sum_{k=1}^{i} a_i + 1$ for $i > 0$. Then we have
\[
\sum_{i=1}^{n} \frac{a_i}{\sum_{k=1}^{i} a_k + 1} = \sum_{i=1}^{n} \frac{A_i - A_{i-1}}{A_i} \\
= \sum_{i=1}^{n} \left( 1 - \frac{A_{i-1}}{A_i} \right) \\
\leq \sum_{i=1}^{n} \ln \frac{A_i}{A_{i-1}} \\
= \ln A_n - \ln A_0 \\
= \ln \sum_{i=1}^{n} (a_i + 1),
\]
where the inequality follows from the concavity of $\log$.
\qed