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Abstract

If the large scale anomalies in the temperature power spectrum of the cosmic microwave background are of primordial origin, they may herald modifications to the slow roll inflationary paradigm on the largest scales. We study the possibility that the origin of the large scale power suppression is a modification of initial conditions during slow roll as a result of a pre-slow roll phase during which the inflaton evolves rapidly. This stage is manifest in a potential in the equations for the Gaussian fluctuations during slow roll and modify the power spectra of scalar perturbations via an initial condition transfer function $T(k)$. We provide a general analytical study of its large and small scale properties and analyze the impact of these initial conditions on the infrared aspects of typical test scalar fields. The infrared behavior of massless minimally coupled test scalar field theories leads to the dynamical generation of mass and anomalous dimensions, both depend non-analytically on $T(0)$. During inflation all quanta decay into many quanta even of the same field because of the lack of kinematic thresholds. The decay leads to a quantum entangled state of sub and super-horizon quanta with correlations across the horizon. We find the modifications of the decay width and the entanglement entropy from the initial conditions. In all cases, initial conditions from a “fast-roll” stage that lead to a suppression in the scalar power spectrum at large scales also result in a suppression of the dynamically generated masses, anomalous dimensions and decay widths.
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I. INTRODUCTION

Inflation provides a solution to the horizon and flatness problems and a mechanism for generating scalar (curvature) and tensor (gravitational wave) quantum fluctuations\cite{1-4} which seed the small temperature inhomogeneities in the CMB upon reentering the particle horizon during recombination. Although there are several different inflationary scenarios most of them predict a nearly gaussian and nearly scale invariant power spectrum of adiabatic fluctuations. For reviews see\cite{5-9}.

Observations of the cosmic microwave background (CMB) offer compelling evidence in support of the inflationary paradigm, confirming that anisotropies are well described by adiabatic, gaussian and nearly scale invariant fluctuations\cite{10-12} and are beginning to discriminate among different scenarios.

Recent results from the Planck collaboration\cite{12} have provided the most precise analysis of the (CMB) to date, confirming the main features of the inflationary paradigm, but at the same time highlighting perplexing large scale anomalies, some of them, such as a low quadrupole, dating back to the early observations of the Cosmic Background Explorer (COBE)\cite{13, 14}, confirmed with greater accuracy by WMAP\cite{15} and Planck\cite{12}. The most recent Planck\cite{12} data still finds a statistically significant discrepancy at low multipoles, reporting a power deficit $5 - 10\%$ at $l \lesssim 40$ with $2.5 - 3\sigma$ significance. This puzzling and persistent result stands out in an otherwise consistent picture of $\Lambda CDM$ insofar as the (CMB) power spectrum is concerned.

The large scale suppression of the primordial power spectrum on super Hubble scales and its statistical significance was analyzed early on\cite{16, 17} within the context of the original COBE-DMR data. These references report on a systematic analysis of possible mechanisms for large scale suppression (see refs.\cite{16, 17} and references therein) and their statistical significance with the conclusion that in inflationary scenarios, the suppression on superHubble scales are expected to be of low statistical significance. The latest results from Planck\cite{12} rule out foreground contamination as the origin of the large scale suppression but also highlights that at $2.5 - 3\sigma$ this suppression is still of low statistical significance, and obviously cosmic variance limited. The conclusion of ref.\cite{17} is that if suppression on Hubble scales is indeed measured with sufficient statistical significance, complementary measurements such as polarization for example, can serve as consistency checks.

The interpretation and statistical significance of these anomalies is a matter of much debate, but being associated with the largest scales, hence the most primordial aspects of the power spectrum, their observational evidence is not completely dismissed. The possible origin of the large scale anomalies is vigorously discussed, whether these are of primordial origin or a consequence of the statistical analysis (masking) or secondary anisotropies is still an open question. Recent studies claim the removal of some of the large scale anomalies (including the suppression of power of the low multipoles) after substraction of the integrated Sachs-Wolfe effect\cite{18, 19}, however a different analysis of the WMAP9\cite{11} data still finds a statistically significant discrepancy at low multipoles\cite{20}, suggesting that the possibility of the primordial origin of the large scale anomalies merits further study. Recent analysis of this lack of power at low $l$\cite{20} and large angles\cite{21}, suggests that while limited by cosmic variance, the possibility of the primordial origin of the large scale anomalies cannot be dismissed and merits further study.

The simpler inflationary paradigm that successfully explains the cosmological data relies on the dynamics of a scalar field, the inflaton, evolving slowly during the inflationary stage.
with the dynamics determined by a fairly flat potential. This simple, yet observationally supported inflationary scenario is referred to as slow-roll inflation. Within this scenario wave vectors of cosmological relevance cross the Hubble radius during inflation with nearly constant amplitude leading to a nearly scale invariant power spectrum. The quantization of the gaussian fluctuations (curvature and tensor) is carried out by imposing a set of initial conditions so that fluctuations with wavevectors deep inside the Hubble radius are described by Minkowski space-time free field mode functions. These are known as Bunch-Davies initial conditions (see for example and references therein).

The issue of modifications of these initial conditions and the potential impact on the inflationary power spectra, enhancements to non-gaussianity, and large scale structure have been discussed in the literature. Whereas the recent results from Planck provide tight constraints on primordial non-gaussianities including modifications from initial conditions, these constraints do not apply directly to the issue of initial conditions on other observational aspects.

Non-Bunch-Davies initial conditions arising from a pre-slow roll stage during which the (single) inflaton field features a “fast-roll” dynamics have been proposed as a possible explanation of power suppression at large scales. More recently a detailed analysis of modifications of power spectra for curvature and tensor perturbations from a kinetic dominated pre-slow roll stage has been reported.

Alternative pre-slow-roll descriptions in terms of interpolating scale factors pre (and post) inflation have been discussed in ref. and the impact of initial conditions from high energy models on power spectra and non-gaussianities and the tensor to scalar ratio was studied in ref.

The largest scales that manifest the suppression in the power spectrum correspond to fluctuations whose wavevectors exited the Hubble radius about 60-e-folds before the end of inflation, therefore if the large scale anomalies are of primordial origin and herald new physics, an explanation must be sought in the infrared sector of inflationary perturbations.

It has been recognized that the contribution from super-Hubble fluctuations of massless (or nearly massless) fields in de Sitter (or nearly de Sitter) inflation to loop corrections of cosmological correlation functions lead to infrared and secular divergences that hinder the reliability of the perturbative expansion. These divergences invalidate the semiclassical approximation and require non-perturbative resummations or kinetic treatments.

In the seminal work of it was shown that resummation of infrared and secular divergences leads to the dynamical generation of mass, a result that was further explored in ref. and more recently a self-consistent mechanism of mass generation for scalar fields through infrared fluctuations has been suggested.

Furthermore, the lack of a global time-like killing vector leads to remarkable physical effects in inflationary cosmology, for example it implies the lack of kinematic thresholds (a direct consequence of energy-momentum conservation) and the decay of fields even in their own quanta, a result that was also investigated for massive fields in ref. and confirmed in general in ref.

If a parent particle decays into two or more daughter particles, the quantum state that describes the daughter particles is an entangled state, the entanglement is a consequence of conservation laws, such as momentum, angular momentum etc. Recently it was recognized that in inflationary cosmology the decay of a particle into sub and superhorizon quanta produces an entangled state with quantum correlations across the Hubble radius.
Motivations, goals and summary of results: Our study is motivated by the persistence of the power suppression at large scales as evidenced in the Planck data\cite{12} and the possibility that these anomalies are of primordial origin and reflect novel physical infrared effects with observational consequences.

Our goals in this article are two-fold: i) to study in detail the modifications of initial conditions within the paradigm of single field inflation but described by an early, pre-slow-roll stage in which the inflaton field undergoes “fast-roll” dynamics as proposed in refs.\cite{41–46} and more recently in ref.\cite{47}, ii) to assess how the modified initial conditions impact infrared phenomena in scalar fields. In particular we focus on the impact of non-Bunch-Davies initial conditions as a consequence of a pre-slow-roll stage on non-perturbative phenomena, such as dynamical mass generation, decay of quanta and superhorizon correlations arising from the quantum entanglement of the daughter particles. To the best of our knowledge, the effect of initial conditions on infrared effects such as dynamical mass generation and decay of single particle excitations has not been studied.

We consider the case in which non-Bunch-Davies initial conditions during inflation are a consequence of a pre-slow roll stage during which the inflaton undergoes fast roll dynamics. This “fast-roll” stage prior to slow roll results in a potential in the equations of motion of gaussian fluctuations and lead to a change of initial conditions during the slow roll stage via Bogoliubov coefficients.

We begin with a description of a fast-roll stage dominated by the kinetic term of the inflaton and follow with a detailed analysis of superhorizon and subhorizon behavior of the Bogoliubov coefficients describing non-Bunch-Davies initial conditions during the inflationary stage and how these modify the large scale power spectrum of fluctuations. The effect of these non-Bunch-Davies initial conditions is encoded in the power spectra of scalar perturbations via a transfer function $\mathcal{T}(k)$.

Implementing methods from the quantum theory of scattering, we provide a general analytic study of the superhorizon and subhorizon limits of the initial condition transfer function $\mathcal{T}(k)$ and find that for superhorizon momenta

$$\mathcal{T}(k) \simeq \mathcal{T}(0) + \mathcal{O}(k^2)$$

and obtain an explicit expression for $\mathcal{T}(0)$ For subhorizon momenta we find

$$\mathcal{T}(k) \simeq 1 + \mathcal{O}(1/k^4).$$

We extract the form of the mode functions modified by these initial conditions in the superhorizon limit and study in detail how this transfer function modifies the infrared behavior in typical scalar field theories, in particular the modification of dynamically generated masses and the width of the single particle states.

We find that the dynamically generated masses induced by these infrared divergences depend non-analytically on the transfer function. As a consequence of dynamical mass generation the scalar power spectrum features anomalous dimensions that depend non-analytically on $\mathcal{T}(0)$. The decay width of single particle quanta and the entanglement entropy from integrating out superhorizon fluctuations depend also on this quantity.

We find that a kinetic dominated fast roll stage prior to slow roll leads to an attractive potential in the scalar mode equations leading to $|\mathcal{T}(0)| < 1$ and the power spectrum and infrared correlators are suppressed at large scales. This suppression is also manifest in the dynamically generated masses, anomalous dimensions, decay widths and entanglement entropy.
II. FAST ROLL STAGE:

In this section we summarize the main aspects of a kinetic dominated pre-slow roll stage or “fast-roll” stage. More details and a complete analysis of the matching to slow roll can be found in ref. [47].

We consider a spatially flat Friedmann-Robertson-Walker (FRW) cosmology with
\[
ds^2 = dt^2 - a^2(t)(d\vec{x})^2 = C^2(\eta)[d\eta^2 - (d\vec{x})^2] ; \quad C(\eta) \equiv a(t(\eta)) ,
\]
where \( t \) and \( \eta \) stand for cosmic and conformal time respectively. The dynamics of the scale factor in single field inflation is determined by Friedmann and covariant conservation equations
\[
H^2 = \frac{1}{3M_{Pl}^2} \left[ \frac{1}{2} \dot{\Phi}^2 + V(\Phi) \right] ; \quad \ddot{\Phi} + 3H\dot{\Phi} + V'(\Phi) = 0 .
\]
During the slow roll near de Sitter stage,
\[
H_{sr}^2 \simeq \frac{V_{sr}(\Phi)}{3M_{Pl}^2} ; \quad 3H\dot{\Phi} + V'_{sr}(\Phi) \simeq 0 .
\]
This stage is characterized by the smallness of the (potential) slow roll parameters
\[
\epsilon_V = \frac{M_{Pl}^2}{2} \left[ \frac{V'_{sr}(\Phi)}{V_{sr}(\Phi)} \right] \simeq \frac{\dot{\Phi}_{sr}^2}{2M_{Pl}^2H^2} , \quad \eta_V = M_{Pl}^2 \frac{V''_{sr}(\Phi)}{V_{sr}(\Phi)} ,
\]
(here \( M_{Pl} = 1/\sqrt{8\pi G} \) is the reduced Planck mass). The potential slow roll parameters \( \epsilon_V, \eta_V \) which have been constrained by Planck and WMAP-polarization (Planck+WP) [12] to be \( \epsilon_V < 0.008 \) (95% CL); \( \eta_V = -0.010^{+0.005}_{-0.011} \).

Instead, in this section we consider an initial stage dominated by the kinetic term, namely a fast roll stage, thereby neglecting the term \( V' \) in the equation of motion for the inflaton, and consider the potential to be (nearly) constant and equal to the potential during the slow roll stage, namely \( V(\Phi) \simeq V(\Phi_{sr}) \equiv V_{sr} \).

\[
H^2 = \left( \frac{\dot{a}}{a} \right)^2 = \frac{1}{3M_{Pl}^2} \left[ \frac{1}{2} \ddot{\Phi}^2 + V_{sr} \right]
\]
\[
\ddot{\Phi} + 3H\dot{\Phi} \simeq 0 .
\]
The solution to (II.6) is given by
\[
\dot{\Phi}(t) = \dot{\Phi}_i \left( \frac{a_i}{a(t)} \right)^3 ,
\]
an initial value of the velocity damps out and the slow roll stage begins when \( \dot{\Phi} \ll 3H_{sr}\dot{\Phi} \simeq -V'_{sr}(\Phi) \). During the slow roll stage when \( 3H_{sr}\dot{\Phi}_{sr} \simeq -V'_{sr} \) it follows that
\[
\frac{3\dot{\Phi}_{sr}^2}{2V_{sr}} = \epsilon_V .
\]
The dynamics enters the slow roll stage when \( \dot{\Phi} \sim \mathcal{O}(\sqrt{\epsilon_V}) \) as seen by (II.4). To a first approximation, we will assume that Eq. (II.7) holds not only for the kinetically dominated
epoch, but also until the beginning of slow roll ($\dot{\Phi}^2 \sim \epsilon_V$). The dynamics enters the slow roll stage at a value of the scale factor $a(t_{sr}) \equiv a_{sr}$ so that

$$\dot{\Phi}_{sr}^3 a_{sr}^3 = \dot{\Phi}_i a_i^3.$$  \hspace{1cm} (II.9)

We now use the freedom to rescale the scale factor to set

$$a(t_{sr}) = a_{sr} = 1,$$  \hspace{1cm} (II.10)

this normalization is particularly convenient to establish when a particular mode crosses the Hubble radius during slow roll, an important assessment in the analysis below.

In terms of these definitions and eqn. (II.9), we have that during the fast roll stage

$$\dot{\Phi}(t) = \frac{\dot{\Phi}_{sr}}{a^3(t)}.$$  \hspace{1cm} (II.11)

Introducing

$$H_{sr}^2 \equiv \frac{V_{sr}}{3M_{Pl}^2},$$  \hspace{1cm} (II.12)

Friedmann’s equation becomes

$$\frac{\dot{a}(t)}{a(t)} = H_{sr} \left[ 1 + \frac{\epsilon_V}{3 a^6(t)} \right]^{1/2}.$$  \hspace{1cm} (II.13)

This equation for the scale factor can be readily integrated to yield the solution

$$a(t) = \left[ \left( \frac{\epsilon_V}{3} \right) \sinh[\theta(t)] \right]^{1/3}; \quad \theta(t) = \theta_0 + 3 H_{sr} t$$  \hspace{1cm} (II.14)

where $\theta_0$ is an integration constant chosen to be

$$e^{-\theta_0} = \sqrt{\frac{\epsilon_V}{12}},$$  \hspace{1cm} (II.15)

so that at long time $a(t) = e^{H_{sr} t}$. The slow roll stage begins when $a(t_{sr}) = 1$ which corresponds to the value of $\theta_{sr} = \theta(t_{sr})$ given by

$$e^{-\theta_{sr}} = f(\frac{\epsilon_V}{3})$$  \hspace{1cm} (II.16)

where to simplify notation later we defined

$$f(s) = \frac{\sqrt{s}}{1 + \sqrt{1 + s}}.$$  \hspace{1cm} (II.17)

Introducing the dimensionless ratio of kinetic to potential contributions at the initial time $t_i$

$$\frac{\dot{\Phi}_i^2}{2 V_{sr}} = \kappa,$$  \hspace{1cm} (II.18)
and assuming that the potential does not vary very much between the initial time and the onset of slow roll (this is quantified further in ref. [47]), it follows from (II.9) that

$$a_i^6 = \frac{\dot{\phi}_{sr}^2}{2V_{sr}\kappa} - \frac{\epsilon_V}{3\kappa}$$  \hspace{1cm} (II.19)

where we have used (II.8). Combining this result with (II.14), we find that at the initial time $\theta_i = \theta(t_i)$ is given by

$$e^{-\theta_i} = f(\kappa).$$  \hspace{1cm} (II.20)

Let us introduce

$$\varepsilon(t) = -\frac{\dot{H}}{H^2} = \frac{\dot{\phi}^2}{2M_p^2 H^2} = \frac{\epsilon_V}{a^6(t) + \epsilon_V^3/3}$$  \hspace{1cm} (II.21)

where we have used the results (II.7,II.8,II.9) from which it is clear that for $\epsilon_V \ll 1$ the slow roll stage begins at $a = 1$ when $\varepsilon = \epsilon_V + \mathcal{O}(\epsilon_V^2)$. With $a(t)$ given by (II.14), it follows that

$$\varepsilon(t) = \frac{3}{\cosh^2[\theta(t)]},$$  \hspace{1cm} (II.22)

therefore $0 \leq \varepsilon \leq 3$, and

$$H(t) = \frac{H_{sr}}{\tanh[\theta(t)]}.$$  \hspace{1cm} (II.23)

The acceleration equation written in terms of $\varepsilon(t)$ is given by

$$\ddot{a} = a \dot{a}^2 H^2(t)(1 - \varepsilon(t)),$$  \hspace{1cm} (II.24)

so that the inflationary stage begins when $\varepsilon(t) = 1$. At the initial time

$$\varepsilon(t_i) = \frac{3\kappa}{1 + \kappa},$$  \hspace{1cm} (II.25)

hence, for $\kappa > 1/2$ the early stage of expansion is decelerated and inflation begins when $\varepsilon(t_{inf}) = 1$.

It proves convenient to introduce the variable

$$x(t) = e^{-\theta(t)/3} = \left[ \frac{\epsilon_V}{12} \right]^{1/6} e^{-H_{sr}t},$$  \hspace{1cm} (II.26)

with

$$x_i \equiv x(t_i) = [f(\kappa)]^{1/3} ; \quad x_{sr} \equiv x(t_{sr}) = [f(\epsilon_V/3)]^{1/3}.$$  \hspace{1cm} (II.27)

where $f(s)$ is given by eqn. (II.17), and write $a, H, \varepsilon$ in terms of this variable leading to

$$a(x) = \left[ \frac{\epsilon_V}{12} \right]^{1/6} \frac{[1 - x^6]^{1/3}}{x},$$  \hspace{1cm} (II.28)

$$H(x) = H_{sr} \left[ \frac{1 + x^6}{1 - x^6} \right],$$  \hspace{1cm} (II.29)
\[ \varepsilon(x) = \frac{12 x^6}{[1 + x^6]^2}. \] (II.30)

Conformal time \( \eta(t) \) defined to vanish as \( t \to \infty \) is given by
\[
\eta(t) = \int_{\infty}^{t} \frac{dt'}{a(t')} = \int_{\infty}^{a(t)} \frac{da}{a^2 H(a)}
= -\frac{1}{a(t)H(t)} + \int_{\infty}^{t} \varepsilon(t') \frac{dt'}{a(t')},
\] (II.31)

where we integrated by parts and used the definition of \( \varepsilon \) given by eqn. (II.21). Adding and subtracting \( \varepsilon \) we find
\[
\eta(t) = -\frac{1}{a(t)H(t)(1 - \varepsilon_V)} + \frac{\varepsilon_V}{1 - \varepsilon_V} \int_{\infty}^{t} \left[ \frac{\varepsilon(t')}{\varepsilon_V} - 1 \right] \frac{dt'}{a(t')},
\] (II.32)

The argument of the integrand in the second term in (II.32) vanishes to leading order in \( \varepsilon_V, \eta_V \) in the slow roll phase (when \( t > t_{sr} \)). Therefore, during slow roll, \( \eta = -1/aH(1 - \varepsilon_V) \). For numerical purposes it is convenient to write \( \eta \) in terms of the variable \( x \) (II.26), it is given by
\[
\eta(x) = -\frac{1}{H_{sr}(1 - \varepsilon_V)} \left( \frac{12}{\varepsilon_V} \right)^{1/6} \left\{ \frac{x(1 - x^6)^{2/3}}{(1 + x^6)} \right\}
+ \varepsilon_V \int_{x_{sr}}^{x} \frac{dy}{[1 - y^6]^{1/3}} \left\{ \frac{12}{\varepsilon_V (1 + y^6)^{2/3}} - 1 \right\}. \] (II.33)

The number of e-folds between the initial time \( t_i \) and a given time \( t \) is given by
\[
N_e(t; t_i) = \int_{t_i}^{t} H(t') \, dt' = \frac{1}{3} \ln \left[ \sqrt{\kappa} \frac{(1 - x^6(t))}{2 x^3(t)} \right],
\] (II.34)

with a total number of e-folds between the beginning of the fast roll stage at \( t = t_i \) and the onset of slow roll at \( t_{sr} \) given by
\[
N_e(t_i; t_{sr}) = \frac{1}{6} \ln \left[ \frac{3\kappa}{\epsilon_V} \right]. \] (II.35)

Fig. (1) shows \( \varepsilon \) as a function of \( N_e \) for \( \kappa = 100, \epsilon_V = 0.008 \), inflation begins at \( N_e \simeq 0.5 - 0.8 \) and slow roll begins at \( N_e \simeq 1.37 - 1.75 \). We find that this is the typical behavior for \( 1 \leq \kappa \leq 100 \), namely for a wide range of fast roll initial conditions, the inflationary stage begins fairly soon \( N_{e, inf} \lesssim 1 \) and the fast roll stage lasts \( \lesssim 1.7 \) e-folds.

The results above are the leading order contributions in \( \epsilon_V \) during the fast roll stage, higher orders are studied systematically in ref. [47].

The latest results from the Planck collaboration [12] confirm a 5 – 10% suppression of power for \( l \lesssim 40 \) with 2.5 – 3 \( \sigma \) significance. Recently in ref. [47] a detailed study of the impact of the fast-roll stage on non-Bunch Davies initial conditions for curvature perturbations and on the suppression of the low multipoles has been reported. The results of this reference are independent of the inflaton potential and suggest that a 5 – 10% suppression of the quadrupole is consistent with a fast roll stage with a ratio of kinetic to potential contributions \( 10 \lesssim \kappa \lesssim 100 \). These results confirm more generally previous results based on particular realizations of the inflaton potential [11–45].
FIG. 1: $\varepsilon(t)$ and $H(t)/H_{\text{eq}}$ as a function of the number of e-folds from the beginning of fast roll, for $\kappa = 100$ for $\epsilon_V = 0.008$. Inflation starts at $N_e \simeq 0.5$, slow roll starts at $N_e \lesssim 1.75$.

III. INITIAL CONDITIONS FROM A PRE-SLOW ROLL STAGE:

Our goal is to understand how infrared aspects of light scalar fields with mass $M \ll H$, are modified by the “fast-roll” stage, therefore in this and following sections we focus on “test” scalar fields, not necessarily the inflaton field.

The quantization of a generic minimally coupled massive scalar field is achieved by writing

$$\phi(\vec{x}, \eta) = \frac{1}{C(\eta)} \frac{1}{\sqrt{V}} \sum_{\vec{k}} \left[ \alpha_{\vec{k}} S(k, \eta) e^{i\vec{k} \cdot \vec{x}} + \alpha_{\vec{k}}^\dagger S^*(k, \eta) e^{-i\vec{k} \cdot \vec{x}} \right], \quad (\text{III.1})$$

where the operators $\alpha_{\vec{k}}, \alpha_{\vec{k}}^\dagger$ obey the usual canonical commutation relations, and the mode functions $S(\phi(k, \eta))$ are solutions of

$$\left[ \frac{d^2}{d\eta^2} + k^2 - W(\eta) \right] S(k, \eta) = 0 \ ; \ W(\eta) = \frac{C''(\eta)}{C(\eta)} - M^2 C^2(\eta). \quad (\text{III.2})$$

This is a Schrödinger equation, with $\eta$ the coordinate, $k^2$ the energy and $W(\eta)$ a potential that depends on the coordinate $\eta$. The full dynamics of the inflaton field during the fast roll stage yields the potential

$$W(\eta) = \frac{C''}{C} - M^2 C^2(\eta) = a[\ddot{a} + H\dot{a}] - M^2 a^2 = 2a^2 H^2 \left[ 1 - \frac{3}{2} \Delta - \frac{\varepsilon(t)}{2} \right], \quad (\text{III.3})$$

where we have introduced

$$\Delta = \frac{M^2}{3H^2} \ll 1. \quad (\text{III.4})$$

During slow roll inflation the potential $\varepsilon = \epsilon_V$ and

$$a^2(t)H^2(t) = \frac{1}{\eta^2} (1 + 2\epsilon_V) \quad (\text{III.5})$$
therefore, during slow roll \( W(\eta) \) becomes

\[
W(\eta) = \frac{\nu^2 - \frac{1}{4}}{\eta^2},
\]

(III.6)

where to leading order in slow roll parameters and \( \Delta \)

\[
\nu = \frac{3}{2} + \epsilon_V - \Delta.
\]

(III.7)

Therefore during the full dynamics of the inflation including the fast roll stage we write

\[
W(\eta) \equiv V(\eta) + \frac{\nu^2 - \frac{1}{4}}{\eta^2}
\]

(III.8)

where the potential

\[
V(\eta) = W(\eta) - \frac{2}{\eta^2} \left[ 1 + \frac{3\epsilon_V}{2} - \frac{3\Delta}{2} \right].
\]

(III.9)

The potential is calculated parametrically in terms of the variable \( x \) introduced in \( \text{(II.26)} \) and \( a, H, \eta \) all functions of \( x \) given by the expressions \( \text{(II.28, II.29, II.33)} \). Figure (2) shows the typical potentials for \( \kappa = 10, 100; \epsilon_V = 0.008; \Delta = 0.01 \). We studied the potentials for a wide range of values of \( \epsilon_V, \Delta \) and \( \kappa \) with qualitatively the same features.

The potentials are always negative and qualitatively of the same form with very small variations for fixed \( \kappa \) the (negative) amplitude of the potential increases with increasing \( \kappa \). For both \( \epsilon_V; \Delta \ll 1 \) the potential is quite insensitive to their values and is mainly determined by the ratio \( \kappa \).

These results are in general agreement with those of refs. \[43–46\] and more recently in ref.\[47\] a more detailed analysis confirmed the robustness of the main features of the pre-slow roll stage quite independently of the inflationary potential (provided the potential is smooth enough to be consistent with slow roll).

![FIG. 2: Potentials as a function of \( \eta \) from the beginning of fast roll, for \( \kappa = 10; 100 \); \( \epsilon_V = 0.008 \); \( \Delta = 0.01 \).](image)
The solution of the mode equations with Bunch-Davies initial conditions for sub horizon modes obey the condition

$$S(k; \eta) \rightarrow \frac{e^{-ik\eta}}{\sqrt{2k}} ; \quad -k\eta \rightarrow \infty,$$

(III.10)

and up to an overall phase are given by

$$S(k; \eta) \equiv g_\nu(k, \eta) = \sqrt{\frac{-\pi\eta}{4}} H^{(1)}_\nu(-k\eta),$$

(III.11)

these mode functions satisfy the Wronskian condition

$$W[g, g^*] = g'_\nu(k, \eta) g^*_\nu(k, \eta) - g^'_\nu(k, \eta) g_\nu(k, \eta) = -i.$$  

(III.12)

When field quantization is carried out with these mode functions the vacuum state $|0\rangle_{BD}$ annihilated by the operators $\alpha_{\vec{k}}$ is the Bunch-Davies vacuum. However, the most general solution in the slow-roll regime can be written as

$$S(k; \eta) = A_k g_\nu(k, \eta) + B_k g^*_\nu(k, \eta)$$

(III.13)

where $A_k; B_k$ are Bogoliubov coefficients. For the creation and annihilation operators to obey standard commutation relations it follows that these general combinations must obey the Wronskian condition

$$W[S, S^*] = -i = W[g, g^*] [|A_k|^2 - |B_k|^2]$$

(III.14)

from which it follows that the Bogoliubov coefficients must obey the constraint

$$|A_k|^2 - |B_k|^2 = 1.$$  

(III.15)

The relation between quantization with the mode functions $S(k; \eta)$ with general initial conditions, and the more familiar Bunch-Davies case with the mode functions $g_\nu$ (III.11) is obtained from the expansion of the Fourier components of the relevant fields, namely the field can be expanded in either set with corresponding annihilation and creation operators, for example for a scalar field

$$\frac{1}{\sqrt{V}} \sum_k a_{\vec{k}} g_\nu(k, \eta) e^{i\vec{k} \cdot \vec{x}} + a^+_{\vec{k}} g^*_\nu(k, \eta) e^{-i\vec{k} \cdot \vec{x}} = \frac{1}{\sqrt{V}} \sum_k \alpha_{\vec{k}} S(k, \eta) e^{i\vec{k} \cdot \vec{x}} + \alpha^+_\vec{k} S^*(k, \eta) e^{-i\vec{k} \cdot \vec{x}}$$

(III.16)

where $a_{\vec{k}}|0\rangle_{BD} = 0$ defines the Bunch-Davies vacuum and $\alpha_{\vec{k}}|0\rangle_\alpha$ defines the vacuum with the general initial conditions. The relation between the creation and annihilation operators is obtained from the Wronskian conditions, it is given by

$$\alpha_{\vec{k}} = A_k a_{\vec{k}} - B_k^* a^+_{-\vec{k}} ; \quad \alpha^+_\vec{k} = A_k a^+_{\vec{k}} - B_k a_{-\vec{k}}.$$  

(III.17)

The Bogoliubov coefficients have been discussed in the literature[5–9] and an interpretation can be furnished by considering the action of the $\alpha$ number operator on the Bunch-Davies vacuum. It is easily shown that

$$BD\langle 0|\alpha^+_k \alpha_k |0\rangle_{BD} = |B_k|^2$$

(III.18)
which suggests the interpretation that $|B_k|$ is the number of $\alpha$-vacuum particles in the Bunch Davies vacuum.

The power spectra for scalar field fluctuations ($\phi$) is given by,

$$P(k) = \frac{k^3}{2\pi^2} \left| \frac{S(k; \eta)}{C(\eta)} \right|^2$$

(Equation III.19)

Evaluating these power spectra a few e-folds after horizon crossing $-k\eta \ll 1$ and using that in this regime $H_\nu^{(1)}(-k\eta) \approx i Y_\nu(-k\eta)$ it follows that for $-k\eta \ll 1$ the general solution of the form (III.13) is given by

$$S(k; \eta) = i \sqrt{-\frac{\pi \eta}{4}} Y_\nu(-k\eta)[A_k - B_k],$$

(Equation III.20)

therefore the power spectra becomes

$$P(k) = P^{BD}(k) T(k),$$

(Equation III.21)

where $P^{BD}(k)$ are the power spectra for Bunch-Davies modes $g_\nu(k; \eta)$, namely for $A_k = 1; B_k = 0$, and

$$T(k) = |A_k - B_k|^2$$

(Equation III.22)

is a transfer function that encodes the non-Bunch-Davies initial conditions for the respective perturbations.

The main question is precisely what is the origin of $T(k)$ and what are the properties for small and large $k$.

In references [43–46] and more recently in ref. [47] the modifications of the mode equations during the fast-roll stage, where the stage just prior to slow roll was kinetic dominated, were invoked as a possible origin of the Bogoliubov coefficients $A_k, B_k$.

Here we pursue this line of argument and consider this possibility in detail, in particular focusing on the superhorizon limit of the transfer function $T(k)$ (III.22) for light “test” scalar fields, namely with $\Delta \ll 1$.

The full dynamical evolution of the inflaton leads to a modification of the mode equations (III.2) where $W(\eta)$ is now given by (III.8) in terms of the potential $V(\eta)$. As shown in figure (2) this potential is localized in $\eta$ in a narrow range prior to the slow roll phase [43–47], namely in the mode equations (III.2) $W(\eta)$ is written as

$$W(\eta) = V(\eta) + \frac{v^2 - 1/4}{\eta^2}; \quad V(\eta) = \begin{cases} 
\neq 0 & \text{for } -\infty < \eta < \eta_{sr} \\
0 & \text{for } \eta_{sr} < \eta
\end{cases}.$$  

(Equation III.23)

where $\eta_{sr}$ determines the beginning of the slow roll stage when $\epsilon_V, \eta_V \ll 1$ (see figure (2)).

Rather than studying the behavior of the Bogoliubov coefficients numerically for different values of the parameters, we now exploit the similarity with a quantum mechanical potential problem and implement methods from the quantum theory of scattering to obtain the general behavior on $T(k)$ for small and large wavevectors based solely on the fact that the potential is negative and localized. These are generic features of the potentials $V(\eta)$ as consequence of the brief fast roll stage prior to slow roll.
The mode equation \(\text{(III.2)}\) can now be written as

\[
\frac{d^2}{d\eta^2} S(k; \eta) = \mathcal{V}(\eta) S(k; \eta),
\]

which can be converted into an integral equation via the retarded Green’s function \(G_k(\eta, \eta')\) obeying

\[
\left(\frac{d^2}{d\eta^2} + k^2 - \nu^2 - \frac{1}{4} \right) G_k(\eta, \eta') = \delta(\eta - \eta') ; \quad G_k(\eta, \eta') = 0 \text{ for } \eta' > \eta.
\]

This Green’s function is given by

\[
G_k(\eta, \eta') = i \left[ g_\nu(k; \eta) g^{\ast}_\nu(k; \eta') - g_\nu(k; \eta') g^{\ast}_\nu(k; \eta) \right] \Theta(\eta - \eta'),
\]

where \(g_\nu(k; \eta)\) is given by eq.(III.10). The solution of \(\text{(III.24)}\) with boundary conditions corresponding to Bunch-Davies modes deep inside the horizon obeys the Lippman-Schwinger integral equation familiar from scattering theory,

\[
S(k; \eta) = g_\nu(k; \eta) + \int_{-\infty}^{0} G_k(\eta, \eta') \mathcal{V}(\eta') S(k; \eta') d\eta'.
\]

With the Green’s function given by \(\text{(III.25)}\) this solution can be written as

\[
S(k; \eta) = A_k(\eta) g_\nu(k; \eta) + B_k(\eta) g^{\ast}_\nu(k; \eta),
\]

where

\[
A_k(\eta) = 1 + i \int_{-\infty}^{\eta} \mathcal{V}(\eta') g^{\ast}_\nu(k; \eta') S(k; \eta') d\eta' ;
\]

\[
B_k(\eta) = -i \int_{-\infty}^{\eta} \mathcal{V}(\eta') g_\nu(k; \eta') S(k; \eta') d\eta'.
\]

For a potential \(\mathcal{V}(\eta)\) that is localized prior to the slow roll stage (see fig. 2), and for \(\eta > \eta_{sr}\) we can safely replace the upper limit of the integrals \(\eta \to 0\) and during the slow roll stage the solution \(\text{(III.28)}\) becomes

\[
S(k; \eta) = A_k g_\nu(k; \eta) + B_k g^{\ast}_\nu(k; \eta) ; \quad A_k \equiv A_k(\eta = 0) ; \quad B_k \equiv B_k(\eta = 0).
\]

This expression clearly suggests that mode functions with general initial conditions follow from pre-slow-roll stage wherein the inflaton zero mode undergoes rapid dynamical evolution. Refs.[47] provides a thorough numerical study of the potential independently of the inflaton potential (see figs. in this reference).

We now pursue an analytic understanding of the transfer function \(T(k)\) both for super and subhorizon modes quite generically without specifying particular values of \(\kappa; \epsilon_V; \Delta\) but based solely on the fact that the potential \(\mathcal{V}(\eta)\) is localized and negative.

We first note that the \(\eta\) dependent Bogoliubov coefficients \(\text{(III.29,III.30)}\) satisfy the relation

\[
g_\nu(k; \eta) A'_k(\eta) + g^{\ast}_\nu(k; \eta) B'_k(\eta) = 0,
\]

(III.32)
which implies the following relation between Wronskians
\[ W[S, S^*] = W[g_\nu, g_\nu^*] \left( |A_k(\eta)|^2 - |B_k(\eta)|^2 \right) . \] (III.33)
valid at all times not only during slow roll.

Secondly, inserting the relation (III.28) into the equations (III.29-III.30) leads to the coupled Fredholm integral equations
\begin{align*}
A_k(\eta) &= 1 + i \int_{-\infty}^{\eta} \left\{ C(k; \eta') A_k(\eta') + D(k; \eta') B_k(\eta') \right\} d\eta' \quad \text{(III.34)} \\
B_k(\eta) &= -i \int_{-\infty}^{\eta} \left\{ C(k; \eta') B_k(\eta') + D^*(k; \eta') A_k(\eta') \right\} d\eta' , \quad \text{(III.35)}
\end{align*}
where the coefficient functions are given by
\[ C(k; \eta) = |g_\nu(k; \eta)|^2 \mathcal{V}(\eta) \ ; \ D(k; \eta) = (g_\nu^*(k; \eta))^2 \mathcal{V}(\eta) . \] (III.36)

Upon taking derivatives with respect to conformal time we find the coupled differential equations
\begin{align*}
A_k'(\eta) &= iC(k; \eta)A_k(\eta') + iD(k; \eta)B_k(\eta) \ ; \ A_k(k; -\infty) = 1 \quad \text{(III.37)} \\
B_k'(\eta) &= -iC(k; \eta)B_k(\eta') - iD^*(k; \eta')A_k(\eta) \ ; \ B_k(k; -\infty) = 0 . \quad \text{(III.38)}
\end{align*}
It is straightforward to confirm that these equations lead to the result
\[ \frac{d}{d\eta} \left( |A_k(\eta)|^2 - |B_k(\eta)|^2 \right) = 0 , \] (III.39)
which combined with the initial conditions in eqns. (III.37-III.38) yield the \( \eta \)-independent result
\[ |A_k(\eta)|^2 - |B_k(\eta)|^2 = 1 . \] (III.40)
Along with the relation (III.33) this result implies that \( W[S, S^*] = -i \), namely the fields quantized with the Bunch-Davies modes and the modes \( S(k; \eta) \) which are determined by the pre-slow roll stage are related by a canonical transformation.

Writing the coefficients \( C(k; \eta); D(k; \eta) \) explicitly in terms of Bessel functions, it follows that
\[ C(k; \eta) + D^*(k; \eta) = \left( \frac{-\pi \eta}{2} \right) \mathcal{V}(\eta) \left[ J_\nu^2(-k\eta) + iJ_\nu(-k\eta)Y_\nu(-k\eta) \right] . \] (III.41)
\[ C(k; \eta) - D^*(k; \eta) = \left( \frac{-\pi \eta}{2} \right) \mathcal{V}(\eta) \left[ Y_\nu^2(-k\eta) - iJ_\nu(-k\eta)Y_\nu(-k\eta) \right] . \] (III.42)

The coupled set of linear differential equations (III.37-III.38) is difficult to solve analytically in general although the system is amenable to a straightforward numerical integration. However analytical progress can be made in two limits: a) the superhorizon limit \(-k\eta \to 0\), b) subhorizon modes \(-k\eta \gg 1\).

**Superhorizon modes:** For modes that crossed the horizon prior to the onset of the slow-roll phase and either during or prior to the stage where the inflaton field is evolving rapidly
\[ J_\nu(-k\eta) \simeq \left( \frac{-k\eta/2}{\nu \Gamma(\nu)} \right) \ ; \ Y_\nu(-k\eta) \simeq \frac{\Gamma(\nu)}{\pi} \left( -k\eta/2 \right)^{-\nu} . \] (III.43)
It proves convenient to define the combinations
\[ F_\pm(k; \eta) = A_k(\eta) \pm B_k(\eta), \]

obeying the coupled equations
\begin{align*}
F'_\pm(k; \eta) - \gamma(\eta) F_\pm(k; \eta) &= i\pi \nu \gamma(\eta) J^2_\nu(-k\eta) F_\mp(k; \eta) \\
F'_\pm(k; \eta) + \gamma(\eta) F_\pm(k; \eta) &= i\pi \nu \gamma(\eta) Y^2_\nu(-k\eta) F_\mp(k; \eta),
\end{align*}

where we have introduced
\[ \gamma(\eta) = \left(\frac{-\eta}{2\nu}\right) \mathcal{V}(\eta). \]

The equations (III.45,III.46) can be simplified by writing
\[ F_\pm(k; \eta) = h_\pm(\eta) f_\pm(k; \eta) ; \quad h_\pm(\eta) = \exp \left\{ \mp \int_{-\infty}^\eta d\eta' \gamma(\eta') \right\}, \]

and defining
\[ \tilde{j}(k; \eta) \equiv \pi \nu J^2_\nu(-k\eta) h_+^2(\eta) ; \quad \pi \nu Y^2_\nu(-k\eta) h_-^2(\eta) = \frac{1}{\tilde{j}(k; \eta)}, \]

where we have used the limiting form (III.43) for superhorizon modes. With these definitions one finds the following set of coupled equations for the real and imaginary parts,
\begin{align*}
\text{Re } f'_-(k; \eta) &= -\gamma(\eta) \tilde{j}(k; \eta) \text{ Im } f_+(k; \eta) \\
\text{Re } f'_+(k; \eta) &= -\frac{\gamma(\eta)}{\tilde{j}(k; \eta)} \text{ Im } f_-(k; \eta), \\
\text{Im } f'_-(k; \eta) &= \gamma(\eta) \tilde{j}(k; \eta) \text{ Re } f_+(k; \eta) \\
\text{Im } f'_+(k; \eta) &= \frac{\gamma(\eta)}{\tilde{j}(k; \eta)} \text{ Re } f_-(k; \eta),
\end{align*}

with the initial conditions
\[ \text{Re } f_{\pm}(k; \eta \to -\infty) \to 1 ; \quad \text{Im } f_{\pm}(k; \eta \to -\infty) \to 0. \]

Given the potential \( \mathcal{V}(\eta) \) this set of equations lends itself to a simple numerical integration. However we can pursue further analytical understanding by writing them into an equivalent set of integral equations as follows: formally integrating (III.51,III.53) with the initial condition (III.54) and introducing the result into the equations for (III.50,III.52), we integrate with the initial condition (III.54) and obtain
\begin{align*}
\text{Re } f_-(k; \eta) &= 1 - \int_{-\infty}^\eta d\eta' \gamma(\eta') \tilde{j}(k; \eta') \int_{-\infty}^\eta d\eta'' \frac{\gamma(\eta'')}{\tilde{j}(k; \eta'')} \text{ Re } f_-(k; \eta'') d\eta'' \\
\text{Im } f_-(k; \eta) &= \int_{-\infty}^\eta d\eta' \gamma(\eta') \tilde{j}(k; \eta') - \int_{-\infty}^\eta d\eta' \gamma(\eta') \tilde{j}(k; \eta') \int_{-\infty}^\eta d\eta'' \frac{\gamma(\eta'')}{\tilde{j}(k; \eta'')} \text{ Im } f_-(k; \eta'') d\eta''.
\end{align*}

Inserting the solutions to these integral equations into equations (III.50,III.52) yield the solutions for \( f_+(k; \eta) \).

We can glean several important features from the integral equations (III.55,III.56):
Reimaginary parts of the Bogoliubov coefficients cancel out in the long-wavelength limit, during the slow-roll, near de Sitter stage the mode functions become leaving only the regular contributions in this limit. Using the small argument expansion of Bessel functions we find that in the long-wavelength limit

$$\text{Re} f_-(k; 0) \simeq \text{Re} f_-(0; 0) + \mathcal{O}(k^2) + \cdots .$$  \hspace{1cm} (III.57) 

where \( \text{Re} f_-(0; 0) \) is finite. Since \( \tilde{j}(k; \eta) \propto k^{2\nu} \) one notes that rescaling \( \text{Im} f_-(k; \eta) \equiv k^{2\nu} \text{Im} \tilde{j}_-(k; \eta) \), it follows from eqn. (III.56) that \( \text{Im} \tilde{j}_-(k; \eta) \) has a finite limit as \( k \to 0 \) therefore we find that in the long wavelength limit

$$\text{Im} f_-(k; \eta) \simeq C k^{2\nu} \left[ 1 + \mathcal{O}(k^2) + \cdots \right] ,$$  \hspace{1cm} (III.58) 

where \( C \) is a finite constant, therefore \( \text{Im} [A_{k=0}(\eta) - B_{k=0}(\eta)] = 0 \). From the result \( |A_k(\eta)|^2 - |B_k(\eta)|^2 = 1 \) this implies that the real part \( \text{Re} [A_{k=0} - B_{k=0}] \) can never vanish. Because of the initial condition this combination begins positive \((=1)\) in the early past and always remains positive and the double integral in (III.55) is manifestly positive and finite leading to the conclusion that

$$\text{Re} f_-(0; 0) < 1 ; \quad \text{Im} f_-(0; 0) = 0 .$$  \hspace{1cm} (III.59) 

From the result (III.58) above, and inserting this result in eqn. (III.51) we find that \( \text{Re} f_+(k; \eta) \) features a smooth long-wavelength limit with \( \text{Re} f_+(0; 0) \) a finite constant. Inserting the result that \( \text{Re} f_-(k; \eta) \) is a regular function approaching a constant in the long-wavelength limit it follows that \( \text{Im} f_+(k; \eta) \propto k^{-2\nu} \) and features an infrared divergence in the long-wavelength limit. These results for \( f_+(k; \eta) \) imply that in the long wavelength limit the sum

$$A_k + B_k \propto i k^{-2\nu} .$$  \hspace{1cm} (III.60) 

It is important to recognize how, in view of this result, the identity \( |A_k(\eta)|^2 - |B_k(\eta)|^2 = 1 \) is fulfilled in the long wavelength limit: from the results \( \text{Im} f_-(0; \eta) = 0 \) and the long wavelength limit \( \text{Im} f_+(k; \eta) \propto k^{-2\nu} \) it follows that in this limit \( |\text{Im} A_k(\eta)|^2 = |\text{Im} B_k(\eta)|^2 \propto k^{-4\nu} \) and \( |\text{Re} A_k(\eta)|^2 \simeq \mathcal{O}(1) ; \ |\text{Re} B_k(\eta)|^2 \simeq \mathcal{O}(1) \) from which it follows that \( |A_k(\eta)|^2 - |B_k(\eta)|^2 \simeq \mathcal{O}(1) \), namely the singular long wavelength behavior in the imaginary parts of the Bogoliubov coefficients cancel out in the long-wavelength limit, leaving only the regular contributions in this limit.

During the slow-roll, near de Sitter stage the mode functions become

$$S(k; \eta) = \frac{1}{2} \sqrt{-\pi \eta} \left[ (A_k + B_k) J_\nu(-k\eta) + i(A_k - B_k) Y_\nu(-k\eta) \right]$$  \hspace{1cm} (III.61) 

in the long-wavelength and long time limit, with the result that \( A_k + B_k \propto i k^{-2\nu} \) and \( A_k - B_k \simeq \mathcal{O}(1) \), it follows that

$$S(k; \eta) \simeq \left[ a k^{-\nu} (-\eta)^{\frac{\nu}{2}+\nu} + b k^{-\nu} (A_{k=0} - B_{k=0}) (-\eta)^{\frac{\nu}{2}+\nu} \right] ,$$  \hspace{1cm} (III.62) 

where \( a, b \) are coefficients of \( \mathcal{O}(1) \). Hence, although both terms are of the same order \( \propto k^{-\nu} \) in the long wavelength limit, it is the second term that dominates well after
horizon crossing and the power spectrum is determined by this term as anticipated above, see the discussion leading up to eqns. \(\text{III.21, III.22}\). In summary for long-wavelength modes at long time \(\eta \to 0\) the mode functions can be approximated as

\[
S(k; \eta) \simeq \frac{-i \Gamma(\nu)}{2\pi}(A_k - B_k) \sqrt{-\pi \eta} \left(\frac{2}{-\eta}\right)^\nu k^{-\nu}.
\] (III.63)

This result will be used in the analysis of infrared correlations in the next sections.

- The above results combined with equations \(\text{III.44, III.48}\) lead to

\[
\text{Re}[A_{k=0}(0) - B_{k=0}(0)] = \exp \left\{ \int_{-\infty}^{0} d\eta' \gamma(\eta') \right\} \text{Re}f_-(0; 0) ; \text{Im}[A_{k=0}(0) - B_{k=0}(0)] = 0,
\] (III.64)

hence,

\[
\mathcal{T}(0) = \exp \left\{ 2 \int_{-\infty}^{0} d\eta' \gamma(\eta') \right\} \left[ \text{Re}f_-(0; 0) \right]^2.
\] (III.65)

Therefore for an attractive potential \(\mathcal{V}(\eta) < 0\) it follows that \(\gamma(\eta) < 0\) and

\[
\mathcal{T}(0) < 1,
\] (III.66)

namely, for an attractive potential the long wavelength limit of the initial condition transfer function is smaller than 1 entailing a suppression of the power spectrum at long wavelengths. Since \(\left[ \text{Re}f_-(0; 0) \right]^2 \leq 1\) for the case of attractive potentials as found for a fast-roll stage\([43–45, 47]\) an upper bound for the superhorizon limit of the initial condition transfer function is

\[
\mathcal{T}(0) \leq \exp \left\{ 2 \int_{-\infty}^{0} d\eta' \gamma(\eta') \right\}.
\] (III.67)

This analysis confirms more generally the numerical results obtained in refs.\([43–45, 47]\). Furthermore using the small argument approximation of the Bessel functions with non-integer \(\nu\) the integral equations \(\text{III.55, III.56}\) clearly show that

\[
\mathcal{T}(k) \simeq \mathcal{T}(0) + \mathcal{O}(k^2) + \cdots
\] (III.68)

namely has a power series expansion in \(k\) at long wavelengths.

**Subhorizon modes:** For modes that remain inside the Hubble radius throughout inflation \(-k\eta \gg 1\) the integral equation \(\text{III.27}\) can be consistently solved in a Born series. In the first Born approximation we replace \(S(k; \eta) = g_{\nu}(k; \eta)\) in the integral equation \(\text{III.27}\) leading to

\[
A_k(\eta) \simeq 1 + \frac{i}{2k} \int_{-\infty}^{\eta} \mathcal{V}(\eta') d\eta'
\] (III.69)

\[
B_k(\eta) \simeq -\frac{e^{-i\nu}}{2k} \int_{-\infty}^{\eta} e^{-2ik\eta'} \mathcal{V}(\eta') d\eta'.
\] (III.70)
where we have used that for subhorizon modes \( g_\nu(k; \eta) \to e^{-i\eta/(\nu+1/2)/\sqrt{2k}} \). The subhorizon limit of the coefficient \( B_k \) is strongly suppressed because the Fourier transform of the localized potential \( \mathcal{V} \) falls off very fast for large \( k \) as a consequence of the Riemann-Lebesgue lemma. An integration by parts dropping the surface terms because a) for large \( k \) the integrand at the lower limit averages out to zero and b) for \( \eta > \eta_{sr} \) the integrand vanishes at the upper limit since \( \mathcal{V}(\eta > \eta_{sr}) = 0 \), yields that during the slow roll stage when \( \mathcal{V}(\eta = 0) \)

\[
B_k(\eta) \simeq -i\frac{e^{-i\pi \nu}}{4k^2} \int_{-\infty}^{\eta} e^{-2ik\eta'} \mathcal{V}'(\eta') \, d\eta' \to |B_k(\eta)|^2 \lesssim \frac{1}{16k^4}. \tag{III.71}
\]

This implies that for subhorizon modes

\[
|A_k(0)|^2 - 1 = |B_k(0)|^2 \lesssim \frac{1}{k^4}, \tag{III.72}
\]

therefore the number of Bunch-Davies particles falls off very fast at large (subhorizon) momenta and the general initial conditions do not affect the short distance and renormalization aspects. Therefore, for modes that are deep within the Hubble radius during most of the slow roll era, and therefore, where very deep inside the Hubble radius during the pre-slow roll era it follows that

\[
\mathcal{T}(k) = 1 + \mathcal{O}(1/k^4) + \cdots. \tag{III.73}
\]

Although the intermediate range of momenta must be studied numerically for definite realization of the pre-slow roll potentials there are several relevant consequences of the results obtained in the superhorizon and subhorizon limits:

- On the largest scales today corresponding to wavevectors that crossed the horizon \( \sim 60 \) e-folds before the end of inflation, the initial conditions set by a pre-slow roll rapid dynamical evolution of the inflaton yields a suppression of the power spectrum when the potential \( \mathcal{V}(\eta) \) is attractive, this is the situation for a “fast-roll” stage as confirmed numerically in refs. \[43, 44, 47\]. This suppression may explain at least the large scale anomaly in the CMB reflected on the low power for the lowest multipoles\(^1\).

- The effect of pre-slow roll initial conditions is negligible on small scales, those that crossed the horizon late or near the end of slow roll inflation. For example scales that reentered at the time of recombination imprinted on the first acoustic peaks, crossed out during \( \simeq 10 \) e-folds in the period lasting about 60 e-folds before the end of inflation. These modes were deep inside the Hubble radius during the pre-slow roll stage (\( \gtrsim 60 \) e-folds prior to the end of inflation) and their contribution to \( \mathcal{T}(k) \) is strongly suppressed.

This suggests that these initial conditions may suppress the power spectrum for the largest scales but do not modify the spectral index and do not introduce a significant running of the spectral index with wavevector.

Although this latter consequence must be studied in further detail numerically, we now focus on the impact of these type of initial conditions upon the infrared aspects of correlations for light scalar fields during de Sitter inflation, postponing a detailed analysis for

\(^1\) Although it is unlikely to explain the low multipole alignment or large scale asymmetry.
curvature perturbations to further study. In particular, we have found that whereas individually the Bogoliubov coefficients feature large contributions for superhorizon momenta (as determined by the result for the sum \(A_k + B_k \propto k^{-2\nu}\)), the power spectrum is only sensitive to the difference and is smooth with a finite limit for superhorizon momenta, thus the question remains: are there any other infrared sensitive quantities that may feature a stronger dependence on initial conditions?. We study below the following infrared aspects: the self-consistent generation of mass and the decay width of single particle states during de Sitter inflation, both are consequences of a strong infrared enhancement of nearly massless fields in inflationary cosmology, and cross-correlation between sub and superhorizon modes in the decay products.

IV. INFRARED ASPECTS OF SCALAR FIELD CORRELATIONS.

Our goal is to study the influence of initial conditions on infrared aspects of scalar field correlators, in particular to assess how initial conditions arising from the pre-slow roll stage modify the self-consistent mass generated by infrared fluctuations and also how they affect the decay of single particle states and cross-horizon correlations.

For the purposes of this work, only minimally coupled scalar field theories in a spatially flat de Sitter cosmology (the limit \(\epsilon_V; \eta_V \rightarrow 0\)) will be considered. The action for this field is given by

\[
I = \int d^3x dt a^3(t) \left\{ \frac{1}{2} \dot{\phi}^2 - \frac{\left(\nabla \phi\right)^2}{2a^2} - V(\phi) \right\} \tag{IV.1}
\]

The potential under consideration will be of the form

\[
V(\phi) = \frac{1}{2} M^2 \phi^2 + \lambda \phi^p ; \quad p = 3, 4
\]

Passing to conformal time and conformally rescaling the fields

\[
a(t(\eta)) \equiv C(\eta) = \frac{-1}{H\eta} ; \quad a(t) \phi(\vec{x}, t) \equiv \chi(\vec{x}, \eta),
\]

the action can be rewritten, after discarding surface terms, as

\[
I = \int d^3x d\eta \left\{ \frac{1}{2} \left[ \chi^{'2} - \left(\nabla \chi\right)^2 - \mathcal{M}^2(\eta) \chi^2 \right] - \lambda(C(\eta))^{4-p} \chi^p \right\} \tag{IV.4}
\]

\[
\mathcal{M}^2(\eta) \equiv M^2 C^2(\eta) - \frac{C''(\eta)}{C(\eta)} = \frac{1}{\eta^2} \left[ \frac{M^2}{H^2} - 2 \right]
\]

where \(\dot{t} = d/d\eta\). The equations of motion for the Fourier modes in the non-interacting theory during the de Sitter stage become

\[
\chi''_{\vec{k}}(\eta) + \left[ k^2 - \frac{1}{\eta^2} \left( \nu^2 - \frac{1}{4} \right) \right] \chi_{\vec{k}}(\eta) = 0 \quad ; \quad \nu^2 = \frac{9}{4} - \frac{M^2}{H^2} \tag{IV.6}
\]

Furthermore, we focus on light, nearly massless fields with \(M^2/H^2 \ll 1\) in exact de Sitter space time in which case it follows that \(\epsilon_V = \eta_V = 0\) and

\[
\nu = \frac{3}{2} - \Delta \quad ; \quad \Delta = \frac{M^2}{3H^2} + \cdots \ll 1. \tag{IV.7}
\]
Infrared divergences arising from the nearly masslessness of the fields are manifest as poles in $\Delta$ in the various correlation functions\cite{61, 62, 65, 70, 71, 73}, we will focus on the leading order infrared contributions arising from the poles in $\Delta$.

In order to study the effect of initial conditions set by a pre-de Sitter stage, we now quantize the scalar field with the general mode functions (III.31),

$$\chi(\eta, x) = \frac{1}{\sqrt{V}} \sum_k \alpha_k S_\nu(k, \eta)e^{i\vec{k} \cdot \vec{x}} + \alpha_k^\dagger S_{\nu}^*(k, \eta)e^{-i\vec{k} \cdot \vec{x}}$$ \hspace{1cm} (IV.8)

where $S_1 = A_k g_\nu(k, \eta) + B_k g_\nu^*(k, \eta)$ and $\alpha|0_\alpha\rangle = 0$ defines the vacuum with general initial conditions and the Bunch-Davies mode functions are given by (III.1 1), and the coefficients $A_k, B_k$ obey the relation (III.15).

Two results obtained in the previous section are relevant for the analysis that follows:

$$T(k) = |A_k - B_k|^2 \rightarrow 0 \hspace{1cm} T(0) + \mathcal{O}(k^2) + \cdots$$ \hspace{1cm} (IV.9)

$$|A_k| \rightarrow \infty \hspace{1cm} 1 + \mathcal{O}(1/k^4) ; \hspace{1cm} |B_k| \rightarrow \infty \hspace{1cm} \mathcal{O}(1/k^2)$$ \hspace{1cm} (IV.10)

With $T(k)$ a smooth function of $k$ and $T(0)$ given by (III.65).

A. Interaction Picture

The time evolution of interacting fields is handled in a straightforward manner. In the Schrodinger picture, a quantum state $|\Psi(\eta)\rangle$ obeys

$$i \frac{d}{d\eta} |\Psi(\eta)\rangle = H(\eta)|\Psi(\eta)\rangle$$ \hspace{1cm} (IV.11)

where the Hamiltonian $H(\eta)$ is explicitly a function of $\eta$ in an expanding cosmology. Defining the time evolution operator, this has the formal solution

$$i \frac{d}{d\eta} U(\eta, \eta_0) = H(\eta)U(\eta, \eta_0) ; \hspace{1cm} U(\eta_0, \eta_0) = 1$$ \hspace{1cm} (IV.12)

so that $|\Psi(\eta)\rangle = U(\eta, \eta_0)|\Psi(\eta_0)\rangle$. The Hamiltonian can be separated into free and interacting pieces, $H(\eta) = H_0(\eta) + H_i(\eta)$, where $H_0$ is the non-interaction Hamiltonian. Defining the time evolution operator for the free theory, $U_0(\eta, \eta_0)$, so that

$$i \frac{d}{d\eta} U_0(\eta, \eta_0) = H_0(\eta)U_0(\eta, \eta_0) ; \hspace{1cm} i \frac{d}{d\eta} U_0^{-1}(\eta, \eta_0) = -U_0^{-1}(\eta, \eta_0)H_0(\eta) ; \hspace{1cm} U(\eta_0, \eta_0) = 1$$ \hspace{1cm} (IV.13)

From here, the interaction picture may be defined in the usual manner as

$$|\Psi(\eta)\rangle_I = U_I(\eta, \eta_0)|\Psi(\eta_0)\rangle_I = U_0^{-1}(\eta, \eta_0)|\Psi(\eta)\rangle$$ \hspace{1cm} (IV.14)

so that $U_I(\eta, \eta_0)$ is the interaction picture time evolution operator such that

$$\frac{d}{d\eta} U_I(\eta, \eta_0) = -iH_I(\eta)U_I(\eta, \eta_0) ; \hspace{1cm} U_I(\eta_0, \eta_0) = 1 ; \hspace{1cm} H_I(\eta) = U_0^{-1}(\eta, \eta_0)H_0(\eta)U_0(\eta, \eta_0)$$ \hspace{1cm} (IV.15)
For the interactions that will be considered here, the interaction Hamiltonian is given explicitly by

\[ H_I(\eta) = \frac{\lambda}{(-H\eta)^{1-p}} \int d^3x (\chi(\vec{x}, \eta))^p \]  

(IV.16)

To leading order in \( \lambda \), the standard solution in perturbation theory is

\[ U_I(\eta, \eta_0) = 1 - i \int_{\eta_0}^{\eta} d\eta' H_I(\eta') + ... \]  

(IV.17)

B. The infrared contribution to the tadpole:

The tadpole, \( \langle 0 | \chi^2(\vec{x}, \eta) | 0 \rangle \) with \( |0\rangle \) being the vacuum with non-Bunch Davies initial conditions, will play an important role in the following discussion. It is given by

\[ \langle 0 | \chi^2(\vec{x}, \eta) | 0 \rangle = \int \frac{d^3k}{(2\pi)^3} |S(k, \eta)|^2. \]  

(IV.18)

Our goal is to extract the most relevant infrared contributions. In order to understand the influence of the Bogoliubov coefficients \( A_k; B_k \) determined by the initial conditions, we revisit the evaluation of the tadpole for the Bunch-Davies case, namely\( A_k = 1; B_k = 0 \), \( S(k; \eta) = g_\nu(k; \eta) \) to highlight the origin of the most infrared relevant contributions. In this case making a change of variables \( \gamma = -k\eta \) the tadpole is given by

\[ \langle 0 | \chi^2(\vec{x}, \eta) | 0 \rangle_{BD} = \frac{1}{8\pi \eta^2} \int_0^{\Lambda_p/H} \frac{dy}{y} y^3 |H_\nu^{(1)}(y)|^2 \]  

(IV.19)

where we have introduced an ultraviolet cutoff in physical coordinates. To isolate the infrared divergences for \( \Delta \ll 1 \) we write the integral above as

\[ \int_0^{\Lambda_p/H} \frac{dy}{y} y^3 |H_\nu^{(1)}(y)|^2 = \int_0^{\mu_p/H} \frac{dy}{y} y^3 |H_\nu^{(1)}(y)|^2 + \int_{\mu_p/H}^{\Lambda_p/H} \frac{dy}{y} y^3 |H_\nu^{(1)}(y)|^2 \]  

(IV.20)

with \( \mu_p \to 0 \) an infrared physical cutoff. For the first integral we use \( \nu = 3/2 - \Delta \) with \( 0 < \Delta \ll 1 \) and

\[ z^3 \left| H_\nu^{(1)}(z) \right|^2 \bigg|_{z = 0} \left[ \frac{2\nu \Gamma(\nu)}{\pi} \right]^2 z^{2\Delta} \]  

(IV.21)

thus \( \Delta > 0 \) regulates the infrared behavior of the tadpole and the first integral yields

\[ \int_0^{\mu_p/H} \frac{dz}{z} z^3 \left| H_\nu^{(1)}(z) \right|^2 = \frac{2}{\pi} \left[ \frac{1}{2\Delta} + \frac{\mu_p^2}{2H^2} + \gamma - 2 + \ln \frac{2\mu_p}{H} + O(\Delta) \right], \]  

(IV.22)

where we have displayed the pole in \( \Delta \) and the leading infrared logarithm. In the second integral in (IV.20) we set \( \nu = 3/2 \) and combining its result with (IV.22) we find that the dependence on the infrared cutoff \( \mu_p \) cancels in the limit \( \mu_p \to 0 \) leading to the following final result for the tadpole with Bunch-Davies vacuum

\[ \langle 0 | \chi^2(\vec{x}, \eta) | 0 \rangle_{BD} = \frac{1}{8\pi^2 \eta^2} \left[ \frac{\Lambda_p^2}{H^2} + 2 \ln \frac{\Lambda_p}{H} + \frac{1}{\Delta} + 2\gamma - 4 + O(\Delta) \right], \]  

(IV.23)
While the quadratic and logarithmic ultraviolet divergences are regularization scheme dependent, the pole in $\Delta$ arises from the infrared behavior and is independent of the regularization scheme. In particular this pole coincides with that found in the expression for $\langle \phi^2(\vec{x}, t) \rangle$ in refs.\cite{61, 65, 70, 81}. The ultraviolet divergences, in whichever renormalization scheme, require that the effective field theory be defined to contain renormalization counterterms in the bare effective Lagrangian, for the tadpole this counterterm is of the form $\chi(\eta) J(\eta)$ and $J(n)$ is required to cancel the ultraviolet divergences. Thus, the renormalized tadpole in the Bunch-Davies vacuum is given by

$$I_{BD}(\eta) \equiv BD\langle 0 | \chi^2(\vec{x}, \eta) | 0 \rangle_{BD}^{ren} = \frac{1}{8\pi^2 \eta^2} \frac{1}{\Delta} [1 + \cdots],$$

(IV.24)

where the dots stand for higher order terms in $\Delta \ll 1$.

We are now in position to understand the effect of non-Bunch-Davies initial conditions. The most infrared divergent contribution is determined by superhorizon modes for which $g_{\nu}(k; \eta) \approx i \sqrt{-\pi \eta} Y_\nu(-k\eta)/2$ hence

$$|S(k; \eta)|^2 \simeq \frac{-\pi \eta}{4} Y^2_\nu(-k\eta) T(k); \quad -k\eta \ll 1$$

(IV.25)

the fast fall off of the Bogoliubov coefficients with large $k$ entails that the ultraviolet behavior of the tadpole is the same as in Bunch-Davies vacuum so that renormalization of the tadpole proceeds just as in the Bunch-Davies case. The pole in $\Delta$ in (IV.23) arises from a narrow band of superhorizon wavevectors with the infrared cutoff $\mu \to 0$. The results of the previous section show that for superhorizon wavevectors $T(k) = T(0) + O(k^2) + \cdots$ is a smooth function of $k$ with $T(0)$ given by (III.65). Therefore, to obtain the leading order infrared contribution for $\Delta \ll 1$ we replace $T(k) \to T(0)$ in (IV.25) because the higher powers of $k$ in $T(k)$ yield terms that are subleading for $\Delta \ll 1$. Furthermore since for large $k$ we found that $T(k) \lesssim 1/k^4$ the ultraviolet divergences of the tadpole are the same as for the Bunch-Davies case and renormalization is achieved in the same manner as with Bunch-Davies initial conditions.

Therefore for general initial conditions set during a pre-slow roll stage we obtain

$$I(\eta) \equiv \langle 0 | \chi^2(\vec{x}, \eta) | 0 \rangle^{ren} = \frac{1}{8\pi^2 \eta^2} \frac{T(0)}{\Delta} [1 + \cdots],$$

(IV.26)

Although this discussion was focused on the tadpole, similar arguments will allow to extract the leading infrared contributions in other correlators, the main point is that the leading infrared divergences that are responsible for poles in $\Delta \ll 1$ arise from a small band of superhorizon wavevectors for which $T(k) \simeq T(0)$.

C. Self Consistent Mass Generation

1. $\phi^3$ theory

For this particular field theory, radiative corrections will induce a non zero expectation value of the field in the "dressed" vacuum. At leading order for a general interaction Hamiltonian, the dressed vacuum evolves in time as

$$|\tilde{0}(\eta)\rangle = U(\eta, \eta_o)|\tilde{0}(\eta_o)\rangle \simeq \left(1 - i \int_{\eta_o}^{\eta} d\eta' H_I(\eta') + \cdots \right) |\tilde{0}(\eta_o)\rangle$$

(IV.27)
so that, to leading order, the expectation value of the field is given by

$$
\langle \tilde{\phi}(\eta) | \chi(y, \eta) | \tilde{\phi}(\eta) \rangle - \langle \tilde{\phi}(\eta_o) | \chi(y, \eta) | \tilde{\phi}(\eta_o) \rangle \equiv \delta \langle \chi(y, \eta) \rangle = i \langle \tilde{\phi}(\eta_o) | \int_{\eta_o}^{\eta} d\eta' \left[ H_I(\eta'), \chi(y, \eta) \right] | \tilde{\phi}(\eta_o) \rangle
$$

(IV.28)

Specializing to $\lambda \phi^3$ theory results in

$$
\delta \langle \chi \rangle = 3i \lambda \int_{\eta_o}^{\eta} d\eta' C(\eta') \int d^3x \left[ \chi(x, \eta'), \chi(y, \eta) \right] (\tilde{\phi}(\eta_o) | \chi^2(x, \eta') | \tilde{\phi}(\eta_o) \rangle)
$$

(IV.29)

where the commutator is readily evaluated using the expansion of the field and creation/annihilation operator commutation relations, the result being

$$
\int d^3x \left[ \chi(x, \eta'), \chi(y, \eta) \right] = [S(k; \eta')S^*(k; \eta) - S^*(k; \eta')S(k; \eta)]_{k=0}
$$

(IV.30)

This is readily evaluated using the limiting form of Bessel functions and it can be shown that

$$
S(k, \eta')S^*(k, \eta) \bigg|_{k \to 0} = -\frac{\pi \sqrt{\eta'\eta}}{4} \left\{ (|A_k|^2 + |B_k|^2) \left( \frac{1}{\Gamma^2(\nu + 1)} \left( \frac{k \eta'}{\Gamma(\nu + 1)} \right)^\nu + \frac{\Gamma^2(\nu)}{\pi^2} \left( \frac{k \eta'}{\Gamma(\nu + 1)} \right)^{-\nu} \right) + (A_k B_k^* + B_k A_k^*) \left( \frac{1}{\Gamma^2(\nu + 1)} \left( \frac{k^2 \eta'}{\Gamma(\nu + 1)} \right) - \frac{\Gamma^2(\nu)}{\pi^2} \left( \frac{k \eta'}{\Gamma(\nu + 1)} \right)^{-\nu} \right) \right. + \left. (A_k B_k^* - B_k A_k^*) \left( \frac{-i}{\pi \nu} \left( \left( \frac{\eta'}{\eta} \right)^{-\nu} + \left( \frac{\eta'}{\eta} \right)^{-\nu} \right) \right) \right. \left. \left( |A_k|^2 - |B_k|^2 \right) \left( \frac{-i}{\pi \nu} \left( \left( \frac{\eta'}{\eta} \right)^{-\nu} - \left( \frac{\eta}{\eta'} \right)^{-\nu} \right) \right) \right\},
$$

(IV.31)

note that the first three terms would diverge in the long wavelength limit, however these are all real, and $S(k, \eta')S^*(k, \eta) - S^*(k, \eta')S(k, \eta) = 2i \text{Im}(S(k, \eta')S^*(k, \eta))$, hence these terms cancel in the expectation value. Since $|A_k|^2 - |B_k|^2 = 1$, the commutator becomes

$$
\int d^3x \left[ \chi(x, \eta'), \chi(y, \eta) \right] = \frac{i}{2\nu} (\eta^{\beta_+} - \eta^{\beta_-} - \eta^{\beta_+} - \eta^{\beta_-} + \eta^{\beta_+} - \eta^{\beta_-}) ; \quad \beta_{\pm} = \frac{1}{2} \pm \nu
$$

(IV.32)

which is independent of the vacuum state.

Therefore, the full expression for the expectation value becomes

$$
\delta \langle \chi \rangle = \frac{-3\lambda}{2 \nu H} \int_{\eta_o}^{\eta} d\eta' \frac{[\eta^{\beta_+} - \eta^{\beta_-} - \eta^{\beta_+} - \eta^{\beta_-}]}{\eta^{\beta_+} - \eta^{\beta_-} - \eta^{\beta_+} - \eta^{\beta_-}} \langle 0 | \chi^2(x', \eta') | 0 \rangle
$$

(IV.33)

To leading order in $\Delta$ the renormalized tadpole contribution is given by

$$
\delta \langle \chi \rangle = \frac{-3\lambda T(0)}{16 \pi \nu H \Delta} \int_{\eta_o}^{\eta} d\eta' \frac{[\eta^{\beta_+} - \eta^{\beta_-} - \eta^{\beta_+} - \eta^{\beta_-}]}{\eta^{\beta_+} - \eta^{\beta_-} - \eta^{\beta_+} - \eta^{\beta_-}} = \frac{-\lambda T(0)}{8 \pi \Delta H \eta} \left( \frac{1}{\Delta} \left( 1 - \left( \frac{\eta}{\eta_o} \right)^\Delta \right) - \frac{1}{3} \left( 1 - \frac{\eta^3}{\eta_o^3} \right) \right)
$$

(IV.34)
therefore to leading order in $\Delta$ and as $\eta/\eta_0 \to 0$ we find

$$\delta \langle \chi \rangle = \frac{-\lambda \mathcal{T}(0)}{8\pi H \Delta^2 \eta} + \mathcal{O}(\Delta) \quad (IV.35)$$

If the field initially has vanishing expectation value the interactions lead to a non-vanishing expectation value in the interacting ground state asymptotically given by

$$\langle 0| \chi(y, \eta) | 0 \rangle = \bar{\chi}(\eta) \to \frac{-\lambda}{8\pi^2 H \eta} \frac{\mathcal{T}(0)}{\Delta^2} + \mathcal{O}(\Delta) \quad (IV.36)$$

Then the unscaled field obtains a constant expectation value for $\eta/\eta_0 \to 0$,

$$\langle \phi(y, \eta) \rangle = \frac{1}{a(\eta)} \langle \chi(y, \eta) \rangle = \frac{\lambda}{8\pi^2} \frac{\mathcal{T}(0)}{\Delta^2} + \mathcal{O}(\Delta). \quad (IV.37)$$

This result which includes the effect of initial conditions is a generalization of that found in ref. [65] and is noteworthy because infrared effects lead to an asymptotic expectation value which is time independent, signaling the emergence of a non-trivial minimum of an effective action.

The emergence of a non-trivial expectation value and a minimum of the effective action implies that it is necessary to redefine the field shifting by this expectation value, namely

$$\chi(x, \eta) = \Psi(x, \eta) + \bar{\chi}(\eta) \quad ; \quad \langle \bar{0}| \Psi(x, \eta) | \bar{0} \rangle = 0 \quad (IV.38)$$

This is the origin of the mechanism of self-consistent mass generation, for consider that the bare Lagrangian describes a massless scalar field with cubic interaction, shifting by the vacuum expectation value, the cubic term now written in terms of $\Psi$ becomes

$$H_I = \int d^3 x \left[ \frac{1}{\eta^2} \frac{M^2}{2H^2} \Psi^2 - \frac{\lambda}{H \eta} \Psi^3 \right] \quad (IV.39)$$

where

$$\frac{1}{\eta^2} \frac{M^2}{2H^2} = -3 \frac{\lambda}{H \eta} \bar{\chi}(\eta). \quad (IV.40)$$

This suggests a self-consistent mass generation mechanism by replacing $\bar{\chi}$ by the result $(IV.36)$, namely

$$\frac{1}{\eta^2} \frac{M^2}{2H^2} = \frac{3\lambda^2}{8\pi^2 H^2 \eta^2} \frac{\mathcal{T}(0)}{\Delta^2} \left[ 1 + \mathcal{O}(\Delta) \right] \quad (IV.41)$$

since $\Delta = M^2/3H^2$ this is a self consistent condition with the result

$$M = H \sqrt[3]{\frac{\lambda}{2\pi H}} \left[ \mathcal{T}(0) \right]^{1/6} \equiv M_{BD} \left[ \mathcal{T}(0) \right]^{1/6} \quad (IV.42)$$

where $M_{BD}$ is the self-consistent mass obtained with Bunch-Davies initial conditions [65]. It is reassuring to find that the sign of the induced expectation value is consistent with $M^2 > 0$, otherwise the radiatively induced squared mass would indicate an instability in the theory.

This is a noteworthy result, the strong infrared behavior leads to a self-consistent mass generation which is non-analytic in the transfer function for initial conditions.
2. $\phi^4$ theory

For this theory, the Lagrangian density is now $L_I = -\lambda \chi^4$ and, as discussed previously, the expectation value of the field remains zero. As discussed in ref. 65 the mechanism of self-consistent mass generation for a massless field is accomplished by introducing a mass term in the free Lagrangian and then subtracting it out again as a counterterm in the interaction part

$$L_I = \frac{1}{2} C^2(\eta) M^2 \chi^2 - \lambda \chi^4$$

and requesting that the tadpole cancels the mass counterterm leading to a self-consistent condition akin to the Hartree resummation\[70–73\], namely

$$\frac{M^2}{2H^2 \eta^2} = 6\lambda \langle 0 | \chi^2(x, \eta) | 0 \rangle$$

where the renormalized tadpole is given by [IV.26], therefore to leading order in $\Delta$, the self-consistent mass becomes

$$M = H \left[ \frac{9\lambda T(0)}{2\pi^2} \right]^{1/4} \equiv M_{BD} \left[ T(0) \right]^{1/4}.$$  

Again the Bunch-Davies case corresponds to $T(0) = 1$ thus the self-consistent condition leading to dynamical mass generation from infrared divergences yields a non-analytic dependence of the generated mass upon the initial conditions.

The comparison between the infrared generated mass for Bunch-Davies initial conditions and the puzzling discrepancy obtained with other approaches\[60, 61, 68, 70, 71, 73\] has been discussed in ref. 65 (see the first reference).

D. Initial condition dependent anomalous dimensions:

The self-consistent mass generation through infrared divergences lead to the following expressions for $\Delta$ from the self-consistent solutions for cubic (3) and quartic (4) interactions respectively,

$$\Delta(3) = \left[ \frac{\lambda(3) \sqrt{T(0)}}{2\pi H} \right]^{1/2},$$

$$\Delta(4) = \left[ \frac{\lambda(4) T(0)}{2\pi^2} \right]^{1/2}.$$  

where $\lambda(3), \lambda(4)$ are the cubic and quartic couplings respectively.

This result, in turn, implies that the power spectrum acquires non-perturbative initial condition-dependent anomalous dimensions, namely

$$P \propto k^3 \langle 0 | \chi_k(\eta) \chi_{-k}(\eta) | 0 \rangle \propto k^{2\Delta}.$$  

where $\Delta$ is given by [IV.46, IV.47] for cubic and quartic self-interactions respectively.

We highlight that for initial conditions determined by a fast-roll stage prior to slow roll, the long-wavelength power spectrum is suppressed and all the corrections from the initial
conditions on self-consistent masses and anomalous dimensions are suppressed with respect to the Bunch-Davis result. Hence, initial conditions that could explain the anomalously low quadrupole in the CMB lead consistently to a suppression of all infrared effects, including the non-perturbatively generated masses and anomalous dimensions.

V. PARTICLE DECAY: WIDTH DEPENDENCE ON INITIAL CONDITIONS.

In an expanding cosmology, the lack of a global time-like Killing vector implies the lack of thresholds for particle decay (a consequence of energy-momentum conservation). Therefore, a single particle state of a field can decay into multiple particle states of the same field as discussed in refs. [74, 75] confirmed for heavy fields in ref. [76, 77], and more generally (and thoroughly) for a scalar theory with cubic interactions in [78]. The usual method to extract a decay rate in Minkowski space-time relies on energy-momentum conservation that leads to a transition probability that grows linearly in time at long times, namely a time-independent decay rate. The lack of energy conservation in an expanding cosmology prevents the usual implementation of what is, essentially, Fermi’s Golden rule, instead the transition probability and ultimately the full time evolution of quantum states must be studied in detail.

In ref. [64] a non-perturbative field theoretical generalization of the Wigner-Weisskopf method to study the decay of single particle states was adapted to inflationary cosmology, and in ref. [65] this method was generalized and extended to obtain in a consistent manner both the infrared induced self-consistent masses and the time dependent decay width of particle states. The details of these methods have been explained in detail in refs. [64, 65, 79, 80], and the reader is referred to these references for details. For self-consistency we give a brief summary of the method in appendix (B).

A. Transition Amplitude and Probability: cubic vertex

To identify the corrections to masses and the decay widths, consider the interaction of a scalar fields through a cubic vertex. The interaction Hamiltonian is given by

\[ H_i = \lambda \int d^3x \, a(t) \phi^3 = \lambda C(\eta) \int d^3x \, \chi^3(x, \eta) \]  

(V.1)

where the conformally rescaled fields have been used. Using the expansion of the field, Eq (IV.8), the matrix element for process \( \chi \to 2\chi \) can be readily obtained, it is given by

\[ A_{\chi \to \chi \chi} = \frac{-6i\lambda}{\sqrt{1/2}} \int d\eta' C(\eta') S(k, \eta') \delta'(k-q, \eta') \delta'(q, \eta') \]  

(V.2)

and the total transition probability is given by

\[ P_{\chi \to \chi \chi} = \sum_q |A|^2 \equiv \int d\eta_1 \, d\eta_2 \, \Sigma(k, \eta_1, \eta_2) \]  

(V.3)

where

\[ \Sigma(k, \eta_1, \eta_2) = \frac{36\lambda^2}{H^2 \eta_1 \eta_2} \int \frac{d^3q}{(2\pi)^3} \, S^*(k, \eta_1) \delta'(k-q, \eta_1) \delta'(q, \eta_2) \]  

(V.4)
with the property
\[ \Sigma(k, \eta_1, \eta_2) = \Sigma^*(k, \eta_2, \eta_1) \quad \text{(V.5)} \]
Inserting a factor of \(1 = \theta(\eta_2 - \eta_1) + \theta(\eta_1 - \eta_2)\) in the integral and making use of (V.5) yields
\[ P_{\chi \to \chi \chi}(k, \eta) = 2 \int_{\eta_0}^{\eta} d\eta_2 \int_{\eta_0}^{\eta_2} d\eta_1 \text{Re} \left[ \Sigma(k, \eta_1, \eta_2) \right] \quad \text{(V.6)} \]
so the transition rate is easily identified to be
\[ \Gamma(\eta) = \frac{d}{d\eta} P_{\chi \to \chi \chi}(k, \eta) = 2 \int_{\eta_0}^{\eta} d\eta' \text{Re} \left[ \Sigma(k, \eta, \eta') \right]. \quad \text{(V.7)} \]

In Minkowski space time where energy-momentum conservation holds, the transition probability for a decaying state grows linearly (secularly) in time leading to a constant transition rate and an overall energy momentum delta function in the phase space integrals determining the kinematic reaction thresholds. Only when the transition probability grows with time is the process associated with the decay of the parent particle.

In an expanding cosmology there lack of energy conservation (energy momentum is covariantly conserved) leads to the lack of kinematic thresholds and the decay process \(\chi \to 2\chi\) is allowed\,[64, 75]. In ref.[65] it is shown in detail non-perturbatively that an initial single particle state decays as
\[ |\Psi(\eta)\rangle \propto |\Psi(\eta_0)\rangle e^{-\frac{1}{2} \int_{\eta_0}^{\eta} \Gamma(\eta') d\eta'}. \quad \text{(V.8)} \]

### B. Decay Rate

In order to calculate the decay rate of \(\chi \to 2\chi\) we need to evaluate \(\Sigma(k, \eta_1, \eta_2)\) given by eqn. (V.4). We focus on the long time limit \(\eta_1, \eta_2 \to 0\) and the leading order in \(\Delta\). The calculation is involved and has been carried out in detail for the case of Bunch-Davies initial conditions in ref.[65], the details of this calculation for general initial conditions with the Bogoliubov coefficients are relegated to appendix (A).

We find to leading order in \(\Delta\) and in the long time limit,
\[ \Sigma(k, \eta_1, \eta_2) = \frac{18 \lambda^2 T(0)}{\pi^2 H^2 \Delta} \frac{|S(k, \eta_1)|^2}{(\eta_1)^2} \frac{|S(k, \eta_2)|^2}{(\eta_2)^2} + O(\Delta^0) \quad \text{(V.9)} \]

The factor \(T(0)\) originates in the infrared region that yields the pole in \(\Delta\) corresponding to one of the internal lines in the self energy, either \(q \simeq 0\) or \(q \simeq k\), within the band of superhorizon wavevectors. To leading order in \(\Delta\) the self energy is purely real and the decay rate becomes
\[ \Gamma(k, \eta) = \frac{36 \lambda^2 T(0)}{\pi^2 H^2 \Delta} \frac{|S(k, \eta)|^2}{\eta^2} \int_{-\eta}^{-\eta_0} d(-\eta') \frac{|S(k, \eta')|^2}{(\eta')^2} \quad \text{(V.10)} \]

At long times when the external momentum \(k\) crosses the Hubble radius, this expression simplifies a few-e-folds after crossing since in this limit \(|S(k, \eta)|^2 \to T(k) (-\pi \eta/4) Y^2_2(-k\eta)\) and using the expression (III.43) we find in this limit
\[ \Gamma(k, \eta) \simeq \frac{9 \lambda^2 T(0) T^2(k)}{\pi^2 H^2 \Delta (-\eta)(-k\eta)^6} \quad \text{(V.11)} \]
The Bunch-Davies result is obtained by replacing $T(k) \to 1$ and coincides with the result obtained in ref.\cite{65}.

**Simple rules:**

The analysis presented above yields as corollary the following set of simple rules to assess the effect of non-Bunch-Davies in the correlators:

1. **Correlation functions feature products of mode functions of the form $S(k, \eta)S^*(k, \eta')$, for values of $k$ so that $-k\eta, -k\eta' \gg 1$ this product can be replaced by**

   $$S(k, \eta)S^*(k, \eta') \to \frac{\pi}{4} T(k) (\eta \eta')^{1/2} Y_\nu(-k\eta)Y_{\nu'}(-k\eta'). \tag{V.12}$$

2. **In the momentum integrals that lead to infrared divergences and resulting in poles in $\Delta$, the initial condition transfer function can be expanded as $T(k) \simeq T(0) + O(k^2) + \cdots$, the higher order powers of $k$ do not yield infrared enhancements, therefore the poles in $\Delta$ are multiplied by $T(0)$. Namely for poles in $\Delta$ that arise from momentum integration it follows that**

   $$\frac{1}{\Delta} \to \frac{T(0)}{\Delta}. \tag{V.13}$$

These simple rules allow to extract the contribution from non-Bunch-Davies initial conditions, encoded in $T$ to the various correlation functions.

**VI. ENTANGLEMENT ENTROPY: EFFECT OF INITIAL CONDITIONS ON CORRELATIONS ACROSS THE HORIZON**

In the $\lambda\phi^3$ theory considered here, a single particle state, $|1_{\vec{k}}\rangle$, decays into a two particle state, $|1_{\vec{k}-\vec{p}}\rangle|1_{\vec{p}}\rangle$ with the corresponding amplitude given by (V.2). The full quantum state obtained from the time evolution is a linear superposition of the two particle states summed over the momentum $\vec{p}$. Such a quantum state is **entangled**. This is a general result highlighted in ref.\cite{79}: the decay of a single particle state leads to a quantum entangled state with correlations between the daughter particles as a consequence of conservation laws. In a spatially flat Friedmann-Robertson-Walker cosmology spatial momentum is conserved. In ref.\cite{80} it was realized that the decay of an initial single particle state with wavelength deep inside the Hubble radius produces two particle states which in the case of light fields the leading contribution in $\Delta$ corresponds to the decay into a subhorizon and a superhorizon particle. This is an entangled state with correlations between the daughter particles across the Hubble radius. As discussed in detail in ref.\cite{80} this process is dominated by the emission and absorption of superhorizon quanta, and therefore it is enhanced in the infrared by poles in $\Delta$ which is a hallmark of the infrared aspects associated with light fields in de Sitter (or near de Sitter) space time.

\footnote{There is a factor 2 error in the prefactor in this reference.}
The main tool to study the time evolution of single particle states and the correlated quantum state resulting from the decay is the quantum field theory version of the Weisskopf-Wigner method introduced in refs. [64, 65, 79, 80] where the reader is referred to for a detailed treatment, a brief description is included in appendix (B) for consistency.

Considering an initial state \(|\Psi(\eta)\rangle_I\) at initial time \(\eta_0\) results in the following quantum state

\[
|\Psi(\eta)\rangle_I = C_k(\eta)|1\rangle_{\vec{k}} + \sum_{\vec{p}} C_p(k, \eta)|1\rangle_{\vec{k}-\vec{p}} \]  

(VI.1)

where the coefficients \(C_k, C_p\) are obtained through (B.5) and (B.11). It has been shown that the Wigner Weisskopf truncation is fully consistent with unitarity as shown in ref. [80]. For completeness, this is shown explicitly in appendix B.

With a fully unitary prescription to obtain the coefficients, the pure state density matrix corresponding to the entangled state of eq. (VI.1) may be written

\[
\rho(\eta) = |\Psi(\eta)\rangle\langle\Psi(\eta)|. 
\]

(VI.2)

Considering the situation where a subhorizon mode \((\vec{k} \gtrsim (-1/\eta))\) decays, tracing out superhorizon \((\vec{p} \lesssim (-1/\eta))\) modes leads to the mixed state density matrix for modes whose wavelengths are inside the horizon during the evolution. This is given by

\[
\rho_r(\eta) = |C_k(\eta)|^2|1\rangle_{\vec{k}}\langle1| + 2 \sum_{\vec{p} \lesssim (-1/\eta)} |C_p(k; \eta)|^2|1\rangle_{\vec{k}-\vec{p}}\langle1|_{\vec{k}-\vec{p}} \]  

(VI.3)

where the factor 2 accounts for the two regions of superhorizon momenta \(p < (-1/\eta)\) and \(|\vec{k} - \vec{p}| < (-1/\eta)\) which yield the same contribution, as can be easily seen after a relabelling of momenta.

The entanglement entropy is given by the Von-Neumann entropy for the reduced density matrix, where one finds

\[
S(\eta) = -n_k(\eta) \ln n_k(\eta) - 2 \sum_{p \lesssim (-1/\eta)} n_p(\eta) \ln n_p(\eta) \]  

(VI.4)

where the occupation numbers of the initial and produced quanta are given by

\[
n_k(\eta) = \langle \Psi(\eta)|a^\dagger_{\vec{k}} a_{\vec{k}}|\Psi(\eta)\rangle = |C_k(\eta)|^2, \quad n_p(\eta) = \langle \Psi(\eta)|a^\dagger_{\vec{p}} a_{\vec{p}}|\Psi(\eta)\rangle = |C_p(k; \eta)|^2. \]  

(VI.5)

The unitarity relation from eq. (B.18) implies that

\[
\sum_{\vec{p}} n_p(\eta) = 1 - n_k(\eta). \]  

(VI.6)

as expected on physical grounds. At this point, all that remains to calculate the entropy for this process is a calculation of the coefficients, (B.5) and (B.11).

Using (V.4), the coefficient (B.11) can be calculated. For \(|\vec{p}| \ll -1/\eta; |\vec{k}|, |\vec{k} - \vec{p}| \gg -1/\eta\), the mode functions in (IV.8) reduce to

\[
S_\nu(k, \eta) \to \frac{1}{\sqrt{2k}} \left[ A_k e^{-ik\eta} + B_k e^{ik\eta} \right]; \quad S_\nu(p, \eta) \to \frac{i}{\sqrt{2}} \frac{A_p - B_p}{(-\eta)^{1-\Delta} p^{3/2-\Delta}} \]  

(VI.7)
For momenta $k$ deep inside the Hubble radius the results (III.69, III.70, III.71) justify to set $A_k = 1$; $B_k = 0$ to leading order. The integral in (V.4) can be carried out with an infrared cutoff $\mu \lesssim (-1/\eta)$ and the leading order in $\Delta$ is extracted by approximating $T(p) \simeq T(0)$, leading to the result

$$\Sigma(k, \eta_1, \eta_2) = \frac{\alpha}{k^{2-2\Delta} \eta_1^{2-\Delta} \eta_2^{2-\Delta}} ; \tag{VI.8}$$

where

$$\alpha \equiv \frac{9\lambda^2 T(0)}{8\pi^2 H^2 \Delta} . \tag{VI.9}$$

Using this result, the coefficient of $B.11$ becomes

$$C_k(\eta) = \exp \left[ -\frac{\alpha}{2z^2-2\Delta} \right] ; \quad z \equiv k\eta \tag{VI.10}$$

The matrix element for this process is given by

$$M(p; k; \eta) = \langle 1_{\vec{k} - \vec{p}}; \eta | H_I(\eta) | 1_{\vec{p}} \rangle = -\frac{6\lambda}{H\eta\sqrt{V}} S_\nu(k; \eta) S_\nu^*(p; \eta) S_\nu^*(|\vec{k} - \vec{p}|; \eta)$$

$$\rightarrow \frac{-6\lambda(A_0^* - B_0^*)}{2\sqrt{2}kHV^{1/2}(-\eta)^{2-\Delta} p^{3/2-\Delta}}$$

so that

$$C_p(k; \eta) = -i \int_{\eta_0}^\eta M(p; k; \eta') C_k(\eta') d\eta' = \frac{-6i\lambda(A_0^* - B_0^*)}{2\sqrt{2}kHV^{1/2}p^{3/2-\Delta}} \frac{1}{\Delta} \int_{y_0}^y e^{-y^2/2} dy \tag{VI.11}$$

where a change of variables, $\eta = \sqrt{\alpha/ky}$, has been made. In principle, this can be calculated in terms of error functions but unitarity provides a simpler means of evaluation. Since $\alpha \propto |A_0 - B_0|^2/\Delta$, $|C_p(k; \eta)|^2$ can be rewritten as

$$|C_p(k; \eta)|^2 = \frac{\Delta}{Vp^{3-2\Delta}} \frac{|A_0^* - B_0^*|^2}{|A_0 - B_0|^2} F[k, \eta] = \frac{\Delta}{Vp^{3-2\Delta}} F[k, \eta] \tag{VI.13}$$

The dependence on $\Delta$ is a manifestation of unitarity to leading order; if the integral in eq.(VI.13) is calculated over superhorizon modes, then

$$\sum_{p \lesssim (-1/\eta)} |C_p(k; \eta)|^2 = \frac{F[k; \eta] \Delta}{2\pi^2} \int_0^{(-1/\eta)} \frac{p^2 dp}{p^{5-2\Delta}} = \frac{F[k; \eta]}{4\pi^2} \frac{(-1/\eta)^{2\Delta}}{4\pi^2} \tag{VI.14}$$

Noting that the $\Delta$ in the numerator in eq.(VI.13) cancels the single pole in $\Delta$ from the integral giving an $O(1)$ contribution, which is what is necessary to satisfy the unitarity condition (B.18) to leading order in $\Delta$.

This result is similar to that found in the case of particle decay in Minkowski space time[79]: in this case the particles produced from the decay of a parent particle feature a Lorentzian distribution in energy, with width $\Gamma$ the decay width of the parent particle and amplitude $1/\Gamma$, so that the energy integral over the distribution is $O(1)$. In ref.[80] it is proven to leading order in the perturbative expansion $O(\Gamma)$ that this narrow distribution of large amplitude is the main reason for the fulfillment of unitarity to leading order.
in the Wigner-Weisskopf approximation. In the case of de Sitter space time, the distribution function of the particles produced with superhorizon wavevectors is \( \propto \Delta / p^{3-2\Delta} \) whose momentum integral over the region of superhorizon momenta is also of \( \mathcal{O}(1) \).

Thus in the limit \( \Delta \ll 1 \) the sum \( \sum_p |C_p(\eta)|^2 \) is dominated by the superhorizon momenta and from the unitarity relation (B.18) it is found that

\[
\text{Tr} \rho_r(\eta) = |C_k(\eta)|^2 + \sum_p |C_p(\eta)|^2 = 1. \tag{VI.15}
\]

To leading order in \( \Delta \), the sum is dominated by the superhorizon contributions from both regions of integrations \( p \lesssim (-1/\eta) \), \( |\vec{k} - \vec{p}| \lesssim (-1/\eta) \) contributing equally, hence

\[
\sum_{p \lesssim (-1/\eta)} |C_p(k; \eta)|^2 \approx \frac{1}{2} [1 - |C_k(\eta)|^2]. \tag{VI.16}
\]

Then the factorized form (VI.13) for superhorizon modes, combined with eqn. (VI.16) leads to

\[
F[k; \eta] = \frac{2\pi^2}{(-\eta)^{-2\Delta}} [1 - |C_k(\eta)|^2], \tag{VI.17}
\]

and for \(-k\eta \gg 1 \) and \(-p\eta \ll 1 \) to leading order in \( \Delta \), it is found that

\[
|C_p(k; \eta)|^2 = \frac{2\pi^2 \Delta}{V p^3 (-p\eta)^{-2\Delta}} [1 - |C_k(\eta)|^2]; \tag{VI.18}
\]

the same result is valid in the region \(-k\eta \gg 1 \) with \(-|\vec{k} - \vec{p}|\eta \ll 1 \) by replacing \( p \leftrightarrow |\vec{k} - \vec{p}| \).

The long wavelength limit of eq.(VI.18) requires a careful treatment. Since \( |C_p(\eta)|^2 = n_p(\eta) \) is the distribution function of particles, for a fixed volume \( V \) there is an infrared divergence in the occupation as \( p \to 0 \). However, physically the longest allowed wavelength must be determined by the linear size of the quantization volume, this forces an introduction of an infrared cutoff:

\[
p_m = 1/V^{1/3}. \tag{VI.19}
\]

This treatment is similar to the case of Bose-Einstein condensation where momentum integrals are cut off in the infrared with a typical momentum \( p_m \propto L^{-1} \) with \( L \) being the typical size of the system. At the end of the calculation of thermodynamic variables one takes \( L \to \infty \) with a careful analysis of the infrared behavior; the remainder of this calculation proceed in much the same manner.

The definition of the lower momentum cutoff \( p_m \) may differ from eq.(VI.19) by overall constants of \( \mathcal{O}(1) \); however, as will be shown in detail in the analysis that follows, this proportionality constant would yield an irrelevant contribution in the limit \( \Delta \ll 1 \).

Now the calculation of the entanglement entropy is straightforward: Consider

\[
I = \sum_{p \leq (-1/\eta)} |C_p(k; \eta)|^2 \ln \left[ |C_p(k; \eta)|^2 \right] = I_1 + I_2 \tag{VI.20}
\]

with
\[ I_1 = \left[ 1 - |C_k(\eta)|^2 \right] \ln \left[ 2\pi^2 \Delta \left[ 1 - |C_k(\eta)|^2 \right] \right] \Delta \int_{p_m}^{(-\eta)/\Delta} (-\eta)^{2\Delta} \frac{dp}{p} \]
\[ = \frac{1}{2} \left[ 1 - |C_k(\eta)|^2 \right] \ln \left[ 2\pi^2 \Delta \left[ 1 - |C_k(\eta)|^2 \right] \right] \left[ 1 - x_m^{2\Delta} \right] \]

(VI.21)

where the following definition has been made.

\[ x_m = \left( -p_m \eta \right) \]

(VI.22)

Evaluating \( I_2 \) can be done by changing integration variables to \( x = -p\eta \) which produces

\[ I_2 = -\left[ 1 - |C_k(\eta)|^2 \right] \Delta \int_{x_m}^{1} x^{2\Delta - 1} \ln \left[ \frac{x^{3-2\Delta}}{x_m^{3-2\Delta}} \right] dx \]
\[ = \frac{1}{2} \left[ 1 - |C_k(\eta)|^2 \right] \left\{ \frac{3-2\Delta}{2\Delta} \left[ 1 - (x_m)^{2\Delta} \right] + 3 \ln [x_m] \left[ 1 - (x_m)^{2\Delta} \right] \right\} \]  

(VI.23)

It is now clear that the limit \( x_m \to 0 \) may be carried out safely in \( I_1 \) and in the terms that do not feature poles in \( \Delta \) in \( I_2 \). The terms in \( I_2 \) that feature the \( \ln [x_m] \) and the (single) pole in \( \Delta \), namely \((3/2\Delta) \times [1 - (x_m)^{2\Delta}] \) yield the leading contribution for \( \Delta, x_m \ll 1 \).

Therefore for \( \Delta \ll 1 \) and \( x_m \ll 1 \), to leading order, the entanglement entropy is found to be

\[ S(\eta) \simeq \alpha (k\eta)^2 \left[ e^{-\frac{\alpha}{(k\eta)^2}} - \left( 1 - e^{-\frac{\alpha}{(k\eta)^2}} \right) \ln \left[ 1 - e^{-\frac{\alpha}{(k\eta)^2}} \right] \right] \]
\[ + \left[ 1 - e^{-\frac{\alpha}{(k\eta)^2}} \right] \left\{ \ln \left[ \frac{1}{2\pi^2 \Delta} \right] + \frac{3}{2\Delta} \left[ W[\eta] - 1 + e^{-W[\eta]} \right] + O(\Delta) \right\} \]  

(VI.25)

where

\[ W[\eta] = \frac{2\Delta}{3} \ln \left[ V_{ph}(\eta) H^3 \right] ; \quad V_{ph}(\eta) = V(C(\eta))^3, \]  

(VI.26)

with \( C(\eta) = a(t(\eta)) \) is the scale factor and \( \alpha \) is given in eqn. (VI.9). The function \( W[\eta] - 1 + e^{-W[\eta]} \) is manifestly (semi) positive and monotonically increasing, behaving as \( \simeq W^2/2 \) for \( W \ll 1 \) and as \( \simeq W \) for \( W \gg 1 \). As \( \eta \to 0 \) the entanglement entropy grows monotonically with the physical volume.

An important consequence of unitarity is that the dependence of the entanglement entropy on the initial conditions is only through \( \alpha \).

The logarithmic volume dependence is similar to the result obtained in Minkowski space time, and its interpretation is that asymptotically the entropy saturates to the logarithm of the number of accessible states in phase space, which is proportional to the volume. However in the expanding cosmology it is the physical volume that enters in the final expression; as
the cosmological expansion proceeds the available phase space increases as more and more wavevectors cross the Hubble radius. Furthermore the infrared enhancement from light fields during inflation translate in the $\ln |\Delta|$. It is clear from the expression above that the definition of $p_m$ in (VI.19) differed by a proportionality constant $\mathcal{C} \simeq O(1)$, the expression above would have been modified by an term $\sim \Delta \ln |\mathcal{C}| \ll 1$ which can be safely neglected, thus confirming that the choice of the minimal value of the momentum (infrared cutoff) (VI.19) is insensitive to multiplicative factors of $O(1)$ for $\Delta \ll 1$.

VII. CONCLUSIONS AND FURTHER QUESTIONS.

The recent CMB data from Planck distinctly shows a persistence of large scale anomalies, among them a suppression of the power spectrum for large scales, in the region of the Sachs-Wolfe plateau for $l \lesssim 10$. Motivated by the possibility that these anomalies, in particular the suppression of power at low multipoles, is of primordial origin perhaps heralding new physics on superhorizon scales, we studied the effect of initial conditions arising from a rapid evolution of the inflaton during a brief stage prior to slow roll. Such a rapid evolution, or “fast roll” stage leads to the equations for the mode functions of scalar and tensor perturbations that features a potential which is localized in conformal time. The effect of this potential translates into non-Bunch-Davies conditions on the mode functions during the slow roll stage, the Bogoliubov coefficients being determined by the properties of the potential during the pre-slow roll stage.

Implementing methods from potential scattering theory we obtained general properties of these Bogoliubov coefficients, in particular their superhorizon and sub-horizon behavior. The effect of these initial conditions on the power spectra of scalar and tensor perturbations are encoded in an initial condition transfer function $\mathcal{T}(k)$. We showed that for wavevectors that exited the Hubble radius during the very early stages of slow roll the large scale transfer function $\mathcal{T}(k \approx 0)$ leads to a suppression of the power spectrum for attractive potentials, such as those found previously for the case of a “fast-roll stage” [43–45, 47]. Furthermore for modes that are inside the Hubble radius during most of the slow roll stage $\mathcal{T}(k) \lesssim 1/k^4$ suggesting that the effect of initial conditions determined by pre-slow roll stage is strongly suppressed for higher multipoles and would not modify the small scale aspects of the CMB, such as acoustic peaks.

Since the initial conditions impact mainly large scales, we were motivated to study their effect on the infrared sector of typical minimally coupled scalar field theories with typical self-interactions $\lambda \phi^p$ with $p = 3, 4$ when the slow roll stage is a (nearly) de Sitter cosmology. The correlation functions of light scalar fields with mass $M \ll H$ (H is the Hubble parameter during de Sitter inflation), feature infrared divergences manifest as poles in $\Delta = M^2 / 3H^2$. These infrared divergences lead to a dynamical generation of mass if the bare mass of the scalar field vanishes.

For $p = 3$ we find that the infrared singularity of bare massless theory leads to the formation of a non-perturbative condensate which reaches a fixed value at long times and implies the dynamical generation of a mass $M = \sqrt{3} H \left( \frac{\lambda}{2\pi H} \right)^{1/3} \left[ \mathcal{T}(0) \right]^{1/6}$. For $p = 4$ we find $M = H \left[ \frac{\lambda \mathcal{T}(0)}{2\pi^2} \right]^{1/4}$. In both cases the emergence of a dynamical infrared generated mass yields scalar power spectra with anomalous dimensions that depend non-analytically
on initial conditions, namely \( P_s(k) \propto k^\Delta \) where for \( p = 3, 4 \) respectively we find

\[
\Delta_{(3)} = \left( \frac{\lambda \sqrt{T(0)}}{2\pi H} \right)^\frac{2}{3} ; \quad \Delta_{(4)} = \left( \frac{\lambda T(0)}{2\pi^2} \right)^\frac{1}{2} .
\]

(VII.1)

In an expanding cosmology all the quanta of a field can decay into quanta of the *same field* as a consequence of the lack of energy conservation and kinematic thresholds. The time dependent decay width of single particle states are enhanced by the infrared divergences that are also responsible for the dynamical generation of mass. We obtain the modification of the decay width for single particle states induced by the non-Bunch-Davies initial conditions, for \( p = 3 \) we find

\[
\Gamma(k; \eta) \simeq \frac{9\lambda^2 T(0) T^2(k)}{\pi^2 H^2 \Delta (-\eta)(-\kappa \eta)^6}.
\]

(VII.2)

The decay of a single particle state yields an *entangled* quantum state of the daughter particles, entanglement being a consequence of momentum conservation. We implement field theoretical version of the Wigner-Weisskopf method adapted to inflationary cosmology to obtain the full quantum state that results from the time evolution and decay of an initial single particle state. This method yields manifestly unitary time evolution of the quantum state. In ref.[80] it was realized that this quantum state features entanglement and correlations between sub and superhorizon quanta. Tracing over the superhorizon degrees of freedom leads to an entanglement entropy that grows as more modes exit the horizon during inflation. We obtain the modifications of this entanglement entropy from non-Bunch-Davies initial conditions. The main change to the entanglement entropy from non-Bunch-Davies initial conditions is through its dependence on the decay width.

In all cases studied in this article, the initial conditions from a “fast roll” stage prior to slow roll that result in an initial condition transfer function that suppresses the power of scalar perturbations at large scales, also result in a suppression of the infrared effects: dynamical masses, anomalous dimensions of scalar power spectra and decay widths of quantum states.
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Appendix A: Calculation of \( \Sigma(k; \eta_1, \eta_2) \)

In this appendix we calculate the self-energy (V.4) to leading order in \( \Delta \) and in the long time limit \( \eta_1, \eta_2 \to 0 \).

The first step is to perform the angular integration in (V.4). Making the substitution
\[ p \equiv |k - q| = \sqrt{k^2 + q^2 - 2kq \cos \theta} \] and \( d(\cos \theta) = -p \, dp/kq \) so that

\[ \int d^3q f(|q|)g(|k - q|) = 2\pi \int d(\cos \theta) \int dq \, q^2 \left[ ... \right] = \frac{2\pi}{k} \int_{0}^{\infty} dq \, f(|q|) \int_{|k-q|}^{k+q} dp \, p \, g(|p|) \]

This simplifies the integration to

\[ \Sigma(k, \eta_1, \eta_2) = \frac{9\lambda^2}{\pi^2 H^2 k \eta_1 \eta_2} S^*(k, \eta_1)S(k, \eta_2) \int_{0}^{\infty} dq \, q S(q, \eta_1)S^*(q, \eta_2) \int_{|k-q|}^{k+q} dp \, p S(p, \eta_1)S^*(p, \eta_2) \]

\[ \equiv \frac{9\lambda^2}{\pi^2 H^2 k \eta_1 \eta_2} S^*(k, \eta_1)S(k, \eta_2)J(k, \eta_1, \eta_2) \]

(A.2)

where

\[ J(k, \eta_1, \eta_2) = \int_{0}^{\infty} dq \, q S(q, \eta_1)S^*(q, \eta_2) \int_{|k-q|}^{k+q} dp \, p S(p, \eta_1)S^*(p, \eta_2) \]

(A.3)

As with the tadpole, this integral features infrared divergences for massless, minimally coupled fields. From the discussion of the tadpoles, it should be clear that there are infrared divergences for \( q, p \to 0 \), namely in the integration regions \( q \simeq 0 \); \( q \simeq k \). The integral is evaluated with the same method as for the tadpole, isolating the regions of infrared divergences by introducing an infrared cutoff, keeping the most infrared singular terms of the mode functions in the band of wavevectors up to the infrared cutoff extracting the leading order poles in \( \Delta \) and set \( \nu = \frac{3}{2} \) for wavevectors larger than the cutoff since these integrals are infrared finite for finite cutoff in the limit \( \Delta \to 0 \). Therefore, we write in obvious notation

\[ J = \int_{0}^{\mu} dq \, [...] + \int_{\mu}^{\infty} dq \, [...] \equiv J_< + J_> \]

(A.4)

The \( J_< \) integral is evaluated by using \( q < \mu \sim 0 \) so that with \( k \gg \mu \) the argument of the \( p \)-integral can be evaluated at \( p = k \) and the \( p \) integral becomes simply \( 2kq S(k, \eta_1)S^*(k, \eta_2) \) and

\[ J_< = \int_{0}^{\mu} dq \, q S(q, \eta_1)S^*(q, \eta_2) \int_{|k-q|}^{k+q} dp \, p S(p, \eta_1)S^*(p, \eta_2) \]

\[ \sim 2k S(k, \eta_1)S^*(k, \eta_2) \int_{0}^{\mu} dq \, q^2 S(q, \eta_1)S^*(q, \eta_2) \]

(A.5)

Using the long wavelength and long time form of the mode functions given by eqn. (III.63) we find

\[ J_< = S(k, \eta_1)S^*(k, \eta_2) \left[ \left( \frac{4}{\eta_1 \eta_2} \right)^{-1/2} \frac{k \Gamma^2(\nu)}{\pi} \right] T(0) \frac{\mu^{2\Delta}}{2\Delta} \]

(A.6)
To evaluate the $J_>$ integral, care must be taken around the poles. There will be infrared divergences for $q = k$ so that the integral is separated as

$$J_> = \int_\mu^\infty dq[...] = \int_{j_>}^{k-\mu} dq[...] + \int_{j_>}^k dq[...] + \int_{j_>}^{k+\mu} dq[...] + \int_{j_>}^\infty dq[...] \quad (A.7)$$

Since the integrals away from the infrared limit, namely $j_>^{(a)/(d)}$, are finite for finite $\mu$, we can set in these integrals $\nu = 3/2$ as they do not feature poles in $\Delta$. In which case, these integrals are subleading with respect to $\Delta$ and need not be considered for a leading order calculation.

The only integrals remaining for the leading order contribution are $j_>^{(b,c)}$. Consider

$$j_>^{(b)} = \int_{k-\mu}^k dq \, S(q, \eta_1) S^*(q, \eta_2) \int_{|k-q|}^{k+q} dp \, p \, S(p, \eta_1) S^*(p, \eta_2), \quad (A.8)$$

after the change of variable $q = k - r$, to leading order we obtain

$$j_>^{(b)} \simeq k \, S(k, \eta_1) S^*(k, \eta_2) \int_0^\mu dr \int_r^{2k+r} dp \, p \, S(p, \eta_1) S^*(p, \eta_2), \quad (A.9)$$

the leading order contribution arises from the lower limit of the $r$ integral, this contribution is obtained by integrating in a small region around the lower limit using the mode functions and approximating $T(p) \simeq T(0) + \mathcal{O}(p^2) + \cdots$ and keeping only the $p = 0$ term in this expansion because the higher order terms will not yield poles in $\Delta$, we find

$$\int_r^{2k+r} dp \, S(p, \eta_1) S^*(p, \eta_2) = \frac{\Gamma(\nu)\Gamma(\nu - 1)}{2\pi^2} \left( \frac{4}{\eta_1 \eta_2} \right)^\nu \frac{\pi}{4} \left( \eta_1 \eta_2 \right)^{1/2} T(0) \, r^{2-2\nu} + \cdots \quad (A.10)$$

where the dots stand for terms that will not yield poles in $\Delta$ as $\Delta \to 0$. Finally carrying out the $r$-integral we find

$$j_>^{(b)} = k \, S(k, \eta_1) S^*(k, \eta_2) \frac{\Gamma(\nu)\Gamma(\nu - 1)}{2\pi^2} \left( \frac{4}{\eta_1 \eta_2} \right)^\nu \frac{\pi}{4} \left( \eta_1 \eta_2 \right)^{1/2} \frac{\mu^{2\Delta}}{2\Delta} + \cdots \quad (A.11)$$

The next term $j_>^{(c)}$ can be evaluated in a similar manner, but now changing variables in the $q$-integral to $q = k + r$ and recognizing that the lower limit in the $p$-integral is now $q - k = r$ upon changing variables in the $q$-integral. Again the $p$ integral is dominated by the lower limit which can be extracted just as in the previous case finally leading to

$$j_>^{(c)} = j_>^{(b)}. \quad (A.12)$$

Expanding the pole terms

$$\frac{\mu^{2\Delta}}{2\Delta} = \frac{1}{2\Delta} + \ln[\mu] + \cdots \quad (A.13)$$

all the terms with $\ln[\mu]$ will cancel among all the different contributions, this is easily seen by taking the $\mu$ derivative of $J$ given by eqn. (A.4) as the arbitrary cutoff $\mu$ has been introduced simply to split the integrals and the total integral cannot depend on $\mu$. 
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Finally, to leading order

\[ J = J_< + J^{(b)}_> + J^{(c)}_> + \mathcal{O}(\Delta^0) = 2k \frac{S(k, \eta_1)S^*(k, \eta_2)}{\eta_1 \eta_2} T(0) \left( \frac{1}{\Delta} + \mathcal{O}(\Delta^0) \right) \]  

(A.14)

Combining this result with (A.2) we finally find,

\[ \Sigma(k, \eta_1, \eta_2) = \frac{18 \lambda^2 T(0)}{\pi^2 H^2 \Delta} \left| S(k, \eta_1) \right|^2 \left| S(k, \eta_2) \right|^2 + \mathcal{O}(\Delta^0). \]  

(A.15)

Appendix B: Wigner-Weisskopf theory and unitarity

In this appendix we summarize the main aspects of the non-perturbative Wigner-Weisskopf method to study the quantum state from particle decay for consistency. More details are available in refs. [64, 65, 79, 80].

The interaction picture states are expanded in terms of Fock states associated with the creation and annihilation operators \( \alpha_k, \alpha_k^{\dagger} \), namely

\[ | \Psi(\eta) \rangle_I = \sum_n C_n(\eta) | n \rangle \]  

(B.1)

As shown in earlier, the time evolution of a state in the interaction picture is given by

\[ i \frac{d}{d\eta} | \Psi(\eta) \rangle_I = \hat{H}_I(\eta) | \Psi(\eta) \rangle_I \]  

(B.2)

so that the (conformal) time evolution of the coefficients is given by

\[ \frac{d}{d\eta} C_n(\eta) = -i \sum_m C_m(\eta) \langle n | \hat{H}_I(\eta) | m \rangle \]  

(B.3)

While this is exact, the solution is an infinite hierarchy and finding an exact solution is impractical. This can be vastly simplified by making the assumption that the initial state, \( | A \rangle \), only couples to a single set of intermediate states, \( | \kappa \rangle \), where this assumption is exact if the situation is confined to processes of \( \mathcal{O}(H_I) \) (which is valid for this work). Under this assumption, the coefficients obey

\[ \frac{d}{d\eta} C_A(\eta) = -i \sum_\kappa \langle A | \hat{H}_I(\eta) | \kappa \rangle C_\kappa(\eta) \]  

(B.4)

\[ \frac{d}{dt} C_\kappa(\eta) = -i \langle \kappa | \hat{H}_I(\eta) | A \rangle C_A(\eta) \]

where \( \sum_\kappa \) is over all states that couple to \( | A \rangle \) via first order in \( \hat{H}_I \).

Considering the general situation of particle decay, \( A \to \kappa_1, \kappa_2, \ldots \), where initially at some time, \( \eta = \eta_o \), the state is given by |\( \Psi(\eta_o) \rangle = | A \rangle \). This is equivalent to the initial condition
Upon integrating the second of (B.4) one obtains

\[ C_\kappa(\eta) = -i \int_0^\eta d\eta' \langle \kappa | H_I(\eta') | A \rangle C_A(\eta') \]

and

\[ \frac{d}{d\eta} C_A(\eta) = -\int_0^\eta d\eta' \sum_\kappa \langle A | H_I(\eta) | \kappa \rangle \langle \kappa | H_I(\eta') | A \rangle C_A(\eta') \]  

(B.5)

It proves useful to make the definition

\[ \Sigma_A(\eta, \eta') = \sum_\kappa \langle A | H_I(\eta) | \kappa \rangle \langle \kappa | H_I(\eta') | A \rangle \]  

(B.6)

Note that this is equal to (V.4). Then

\[ \frac{d}{d\eta} C_A(\eta) = -\int_{\eta_0}^\eta d\eta' \Sigma_A(\eta, \eta') C_A(\eta') \]  

(B.7)

The relation between this method and the Dyson resummation is discussed in detail in ref. [75]. It can be shown that this treatment is non-perturbative and the time evolution of the coefficients are slow which justifies a derivative expansion. The derivative expansion is done by introducing the term

\[ W_0(\eta, \eta') = \int_{\eta_0}^{\eta'} d\eta'' \Sigma_A(\eta, \eta'') \; ; \; \frac{d}{d\eta} W_0(\eta, \eta') = \Sigma_A(\eta, \eta') \; ; \; W_0(\eta, \eta_0) = 0 \]  

(B.8)

So that integrating (B.7) by parts leads to

\[ \int_{\eta_0}^\eta d\eta' \Sigma_A(\eta, \eta') C_A(\eta') = W_0(\eta, \eta) C_A(\eta) - \int_{\eta_0}^\eta d\eta' W_0(\eta, \eta') \frac{d}{d\eta} C_A(\eta') \]  

(B.9)

For a weakly interacting theory, such that $H_I \sim O(\lambda)$ and $\lambda \ll 1$, the second term is at higher order in perturbation theory and may be discarded. To leading order, (B.7) simplifies drastically to

\[ \frac{d}{d\eta} C_A(\eta) = -W_0(\eta, \eta) C_A(\eta) + O(\lambda^4) \]  

(B.10)

with the simple solution

\[ C_A(\eta) = e^{-\int_{\eta_0}^\eta d\eta' W_0(\eta', \eta')} \]  

(B.11)

Interpretation of this result follows from the analysis in Minkowski spacetime. It has been shown that the imaginary part of the integral will provide the second order energy shift while the real part provides the decay width, similar to Fermi’s golden rule. This is made explicit in the literature with the result that

\[ \int_{\eta_0}^{\eta'} d\eta'' \Sigma_A(\eta', \eta'') = i\delta E_A^{(1)}(\eta') + \frac{1}{2} \Gamma(\eta') \]  

(B.12)
Where the real part matches \( \mathcal{V} \) exactly. Finally, the full time dependence of the coefficient can be written as

\[
C_A(\eta) = e^{-i \int d\eta' \delta E^{(1)}(\eta')} e^{-\frac{i}{2} \int d\eta' \Gamma_A(\eta')}
\]  

(B.13)

Since the probability of measuring particle \( A \) is \( |C_A|^2 \) and with the discussion in section \( \mathcal{V}A \), the interpretation of \( \Gamma \) as the decay rate is clear. It has also been shown that the Wigner Weisskopf method produces the same results for the self consistent mass generation discussed earlier [75].

One the main goals is to study the entanglement entropy from tracing over superhorizon degrees of freedom. Thus it is important to make sure that the loss of information encoded in the entanglement entropy is a genuine effect of the tracing procedure and not a consequence of approximations in the evolution of the quantum state. In this appendix, the discussion follows ref. [79, 80] where it is shown that the Wigner-Weisskopf approximation and its Markovian implementation maintain unitary time evolution.

Using (B.5) consider

\[
\sum_\kappa |C_\kappa(\eta)|^2 = \int_{\eta_0}^{\eta} d\eta_1 C_A^*(\eta_1) \int_{\eta_0}^{\eta} d\eta_2 \Sigma(\eta_1, \eta_2) C_A(\eta_2). 
\]  

(B.14)

Inserting \( 1 = \Theta(\eta_1 - \eta_2) + \Theta(\eta_2 - \eta_1) \), it follows that

\[
\sum_\kappa |C_\kappa(\eta)|^2 = \int_{\eta_0}^{\eta} d\eta_1 C_A^*(\eta_1) \int_{\eta_0}^{\eta_1} d\eta_2 \Sigma(\eta_1, \eta_2) C_A(\eta_2) + \int_{\eta_0}^{\eta} d\eta_2 C_A(\eta_2) \int_{\eta_0}^{\eta_2} d\eta_1 \Sigma(\eta_1, \eta_2) C_A^*(\eta_1). 
\]  

(B.15)

Using \( \Sigma(\eta_1, \eta_2) = \Sigma^*(\eta_2, \eta_1) \), relabelling \( \eta_1 \leftrightarrow \eta_2 \) in the second line of (B.15) and using (B.7), one can show

\[
\sum_\kappa |C_\kappa(\eta)|^2 = -\int_{\eta_0}^{\eta} d\eta_1 \left[ C_A^*(\eta_1) \frac{d}{d\eta_1} C_A(\eta_1) + C_A(\eta_1) \frac{d}{d\eta_1} C_A^*(\eta_1) \right] = -\int_{\eta_0}^{\eta} d\eta_1 \frac{d}{d\eta_1} C_A(\eta_1)^2 = 1 - |C_A(\eta)|^2 
\]  

(B.16)

where the initial condition \( C_A(\eta_0) = 1 \) has been used. This is the statement of unitary time evolution, namely

\[
|C_A(\eta)|^2 + \sum_\kappa |C_\kappa(\eta)|^2 = |C_A(\eta_0)|^2 
\]  

(B.17)

To leading order in the Markovian approximation, the unitarity relation becomes

\[
\sum_\kappa |C_\kappa(\eta)|^2 = -2 \int_{\eta_0}^{\eta} \left| C_A(\eta_1) \right|^2 \text{Re} \left[ W_0(\eta_1, \eta_1) \right] d\eta_1 = 1 - |C_A(\eta)|^2 
\]  

(B.18)
where \( C_A(\eta_0) = 1. \)
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