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Abstract

We present a free online demo of THEaiTRobot, an open-source bilingual tool for interactively generating theatre play scripts, in two versions. THEaiTRobot 1.0 uses the GPT-2 language model with minimal adjustments. THEaiTRobot 2.0 uses two models created by fine-tuning GPT-2 on purposefully collected and processed datasets and several other components, generating play scripts in a hierarchical fashion (title → synopsis → script). The underlying tool is used in the THEaiTRE project to generate scripts for plays, which are then performed on stage by a professional theatre.

1 Introduction

We present a demo version of THEaiTRobot, a tool for interactively generating theatre play scripts. THEaiTRobot 1.0 is a vanilla GPT-2 model (Radford et al., 2019) with several adjustments for the theatrical domain (Rosa et al., 2021a); THEaiTRobot 2.0 features two fine-tuned GPT-2 models operating in a two-step hierarchical fashion. Machine translation allows the tool to operate both in English and in Czech.1

The tool was used within the THEaiTRE project to generate scripts of theatre plays, which were then staged by a professional theatre. The script of the 60-minute-long first play, AI: When a Robot Writes A Play, consists from 90% of automatically generated texts, with only 10% human contributions and edits (THEaiTRobot 1.0 et al., 2021), unprecedented for such a long play. The online premiere of the play was viewed by thousands of spectators worldwide (Moutinho, 2021).

One of our goals in the THEaiTRE project is making the public more familiar with the actual state and operation of artificial intelligence and natural language generation in particular. In addition to theatrical shows complemented by follow-up discussions with the audience, we want to further support this goal by making the demo of the THEaiTRobot tool freely available online for anyone to experiment with.2 A short video showing the usage of the demo is available on YouTube.3

2 Related Work

A number of GPT-based language generation tools is available online, such as news generators (Zellers et al., 2019; Geitgey, 2019),4,5 text adventure games,6 code completion tools,7,8 or chatbots.9 However, to the best of our knowledge, no script generation tool has been released so far.

Script generation has been explored in several other projects, none of which however make their tools publicly available, often not even sharing quite enough details about the design of the tool, and also either using extensive human curation

1Adapting to a different language is very simple, as the translation system is external to the generator. It can easily be replaced by changing the respective call to the external API.

2https://theatre.com/demo
3https://youtu.be/B3U38UgeZ9w
4https://rowanzellers.com/grover/
5https://newysoucantuse.com/
6https://play.aidungeon.io/
7https://copilot.github.com/
8https://www.tabnine.com/
9https://projectdecember.net/
and/or generating only very short scripts (Colton et al., 2016; Benjamin et al., 2016; Helper and Gillies, 2018; Mathewson and Mirowski, 2017).

3 THEaiTRobot 1.0

The first version of our tool is based on a vanilla GPT-2 XL language model with several adjustments, mainly employing TextRank-based (Mihalcea and Tarau, 2004) extractive text summarization to deal with GPT-2’s limited window of 1,024 tokens, so longer scripts can be generated without losing context (Rosa et al., 2021b). The tool uses CUBBITT (Popel et al., 2020) for on-the-fly machine translation of the outputs into Czech.

In the demo version of the tool, the user can input a scene setting, character names and their first lines, or use one of the predefined inputs (see Figure 1), from which we construct the input prompt for the GPT-2 model in the following format:

Scene setting.
Character Name: Character line.
Character Name: Character line.

The tool then generates a continuation of the script line by line. At each step, the user can choose to continue generating or to regenerate a previously generated line (i.e. generate a different continuation from that position onward).

An early version of this demo was presented to the public in an exhibition at Goethe-Institut in Prague,10 where about 100 users interacted with it, mostly finding it amusing and intriguing. We also gained feedback that helped us improve the demo.

4 THEaiTRobot 2.0

The second version of the tool uses a two-step hierarchical generation approach, first generating a play synopsis and then expanding that synopsis into a full play script, with specific models trained on our datasets for each of the steps.

The input for the synopsis generation step is the play title, in a fashion similar to script generation in THEaiTRobot 1.0 but with the underlying GPT-2 model fine-tuned on synopsis data. For the fine-tuning, we used a dataset consisting of ca. 65k synopses of theatre plays (scraped by us from Wikipedia), movies (Robischon, 2018; Kar et al., 2018), TV series (scraped by us from fan wiki pages) and books (Bamman and Smith, 2017).

---

10https://www.goethe.de/ins/cz/cs/ver.cfm?event_id=22345514
Once the user is happy with the generated synopsis, the synopsis is used as input for the second step.

In the second step, the play script is generated from the synopsis using a GPT-2 model fine-tuned for generating script sections based on synopsis sections. Here we use a near-domain ScriptBase corpus (Gorinski and Lapata, 2018), which contains movie synopses and scripts. We split the synopses into sentences and align these in a monotonic one-to-many fashion to script lines.

The user now has more options when generating (see Figure 2): generating a character line, also choosing which character should speak, or moving on to the next part of the generated synopsis.

5 Conclusion

We release an online demo of THEaiTRobot, a tool for interactive generation of theatre play scripts. The tool is free for non-commercial use, and its source code is released under the MIT licence.\footnote{https://github.com/ufal/theaitrobot}
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