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Predicting students’ performance is one of the most concerned issues in education data mining (EDM), which has received more and more attentions. Feature selection is the key step to build prediction model of students’ performance, which can improve the accuracy of prediction and help to identify factors that have significant impact on students’ performance. In this paper, a hybrid feature selection method named rank and heuristic (RnkHEU) was proposed. This novel feature selection method generates the set of candidate features by scoring and ranking firstly and then uses heuristic method to generate the final results. The experimental results show that the four major evaluation criteria have similar performance in predicting students’ performance, and the heuristic search strategy can significantly improve the accuracy of prediction compared with forward search method. Because the proposed RnkHEU integrates ranking-based forward and heuristic search, it can further improve the accuracy of predicting students’ performance with commonly used classifiers about 10% and improve the precision of predicting students’ academic failure by up to 45%.

1. Introduction

Intelligent and personalized education has developed rapidly with the development of big data, artificial intelligence, Internet of things (IoT), and other new generations of information technologies in recent year [1], which is one of the most important directions of sustainable development of education. Instructors use more and more digital systems to support and assist in educational activities, such as Student Information System (SIS), Course Learning Management System (LMS), Massive Open Online Course (MOOC), and Virtual Learning System. These systems record and generate huge amount of data daily, which is called educational big data. How to analyze educational big data thoroughly to find new knowledge to improve educational performance is a tremendous challenge faced by educational institutions and researchers. Traditional analysis of educational data uses sampling, hypothesis testing, linear regression, and other methods from the field of statistics, which cannot meet the requirement of analyzing educational big data completely.

At present, Educational Data Mining (EDM) is one of the most important ways to analyze educational data thoroughly. It is widely used in learning path planning, resource recommendation of personalized learning, data support decision-making, and so on. As an interdisciplinary research field, EDM applies machine learning, statistics, data mining, educational psychology, cognitive psychology, and other theories and technologies to analyze educational data, helping to solve various problems in education effectively [2]. The disciplines involved in EDM are shown in Figure 1. EDM method is a combination of methods coming from statistics, machine learning, data mining, and other fields. It
Predicting students’ performance is one of the most important issues in the field of EDM. By predicting students’ performance, we can identify the risk of students’ academic failure in the learning process as early as possible, so as to intervene and guide in advance. It can also provide a recommendation basis for personalized learning and provide support for educational administrators to make decisions by analyzing the factors affecting students’ performance [5, 6].

In the field of EDM, predicting students’ performance is a classification problem in machine learning. Researchers train the prediction model based on supervised learning classification algorithm using labeled students’ historical academic data. The trained prediction model outputs the class of students’ performance according to students’ demographic or historical academic performance and other features. However, students’ historical academic dataset collected from SIS, LMS, and other digital systems often contains a large number of features, some of which have no influence on students’ performance. It is necessary to select the features that have a significant impact on the prediction output through feature selection.

The focus of feature selection is to select a subset of features from the input, which can efficiently describe the input data, by reducing noise or irrelevant features [7]. In the past decades, researchers have proposed a huge number of feature selection methods, which can be divided into three categories: filtering method, wrapper method, and embedded method [7]. Filtering methods use evaluation criteria based on correlation or information entropy to rank all features and select best features to form a feature subset as the result of feature selection. ReliefF [8], F-statistical [9], and information gain [10] are frequently used filtering methods. Wrapper methods use machine learning algorithm to evaluate the quality of feature subsets, which lead to the high quality results. Embedded methods are some feature selection methods included in machine learning algorithms, such as feature selection method based on information gain used in decision tree classification algorithm. Feature selection has achieved good results in many fields, such as gene array analysis [11], intrusion detection [12], and text mining [13].

In order to improve the accuracy of predicting students’ performance, researchers have used many feature selection methods in previous studies. Many researchers rely on the experience of education experts to manually select the features that have a significant impact on students’ performance from the originals [14–20]. These features mainly include demographic information such as gender, age, and nationality, previous curriculum and quiz scores, and other previous academic performance features. Many researchers also use feature selection methods in machine learning for automatic selection. Some researchers use dependency-based feature selection methods to generate better subset of original features to improve accuracy of prediction [20–23], and Gene Algorithm is another feature selection method that researchers often use to predict students’ performance [9, 24]. Xing et al. comprehensively used five filtering methods based on dependence, information gain, information gain rate, relief, and symmetric uncertainty and took the intersection of the results of the five methods as the result of feature selection [25]. The results of these researches show that feature selection methods can effectively improve the accuracy of predicting students’ performance, but there is no comparative analysis of different feature selection methods used in this field.

In this study, we proposed a hybrid feature selection method named RnkHEU to improve the accuracy of predicting students’ performance. This novel feature selection method generates the set of candidate features by ranking and Naive Bayes (NB) classifier firstly and then uses heuristic method to generate the final results of feature selection.

The main contributions of this paper are as follows.

(1) We compared the performance of the four major evaluation criteria which are dependence, distance, information metric, and consistency in predicting students’ performance through experiments.

(2) We compared the performance of the two major search strategies which are sequential selection and heuristic search strategies in predicting students’ performance through experiments.

(3) We propose a hybrid feature selection method named RnkHEU, which can further improve the accuracy of predicting students’ performance. This hybrid method uses rank search and Naive Bayes classifier to generate sets of candidate features and uses heuristic search to generate final results of feature selection.

The remainder of this paper is organized as follows: The preliminaries of this research are introduced in Section 2. In Section 3, we discuss the feature selection methods and their effects used by researchers to establish students’ performance prediction models in previous studies. The novel hybrid feature selection method named RnkHEU is proposed in section 4. The experimental results and discussion of the performance of different evaluation criteria, search
strategies, and RnkHEU are in Section 5. Our conclusion and some suggestions for future work are provided in Section 6.

2. Preliminaries and Related Work

2.1. Predicting Students’ Performance. Predicting students’ performance is one of the most important issues in the field of EDM. By predicting students’ performance, we can identify the risk of students’ academic failure in the learning process as early as possible, so as to intervene and guide in advance. It can also provide recommendation basis for personalized learning and provide support for educational administrators to make decisions by analyzing the factors affecting students’ performance. The purpose of predicting students’ performance is to obtain academic performance according to features of students. These features can be demographic characteristics of students (such as gender, age, and family background), behavior of e-learning (such as number of quiz or visiting learning resources), or previous academic performance (such as curriculum scores).

The problem of predicting students’ performance can be described as follows. There is a set of students denoted as \( S = \{s_1, s_2, \ldots, s_n\} \); each \( s_i \) in \( S \) has \( m \) features represented by a vector \( d_i = [d_{i1}, d_{i2}, \ldots, d_{im}] \). Students’ performance is described by a set of categories denoted by \( P = \{p_1, p_2, \ldots, p_n\} \). Each \( p_i \) in \( P \) can be one of a dichotomy such as pass or fail, or one of multiclass such as low, medium, good, and excellent; \( p_i \) also can be a number such as GPA. Building prediction model for students’ performance is to establish the function \( f \) according to statistical regularity such as entropy or prior probability contained in students’ historical academic performance records. The process of establishing students’ performance prediction model is briefly described in Figure 2. Predicting students’ performance is using function \( f \) and a new feature vector \( s_i \) to get the performance category \( p_{i0} \), that is, \( p_{i0} = f(d_i) \).

2.2. Feature Selection. A feature or attribute refers to an aspect of the dataset; features can be numeric or nominal. Feature selection is a process of selecting the best features among all the features based on specific evaluation criteria. Through feature selection, irrelevant and redundant features that have little influence on the output can be removed to improve the performance of machine learning tasks. We assume that \( X \) is a dataset with \( n \) instances \( X = \{x_1, x_2, \ldots, x_n\} \); all features of \( X \) are set \( F = \{f_1, f_2, \ldots, f_d\} \); that is, each \( x_i \) has \( d \) features. \( F' \) is a subset of \( F \), and \( R \) is a function used to evaluate a subset of features. Let \( FS \) be the result of feature selection for \( F \), \( FS = \{F' \mid \text{Max } (R(F'))F' \subseteq F \} \). Feature selection removes the redundant, irrelevant, or noisy data, reduces the dimensionality of the feature space, and increases speed and accuracy of the machine learning algorithm [26]. The framework of all feature selection method is shown in Figure 3.

As can be seen from Figure 3, feature selection method includes four factors: search starting-point, search strategy, evaluation criterion, and stopping criteria. Researchers have proposed a huge number of feature selection methods [7, 27], which can be summarized in Table 1.

Among the four factors of feature selection, search strategy and evaluation criteria are the most important. \( N \) features will generate \( 2^N \) subsets, so feature selection is an NP-hard problem, and the exhaustive search strategy is not available. The forward or backward search strategies are very simple. They add features one by one from the starting-point of empty or remove individual features from the starting-point of all. Heuristic search method includes Genetic Algorithm (GA) [28], Particle Swarm Optimization (PSO) [29], Ant Colony Optimization (ACO) [30], etc. This kind of search strategy adopts the idea of gradual approximation which is an effective way to find the global optimal solution. With the increasing of features, heuristic search methods will suffer from problems of huge search space, local optimization, and poor performance. Xue et al. made a series of improvements to PSO and improved the performance of PSO to solve large-scale feature selection problems by introducing an adaptive mechanism [31, 32]. Song et al. proposed that hybrid feature selection method consists of three phases, which used the filter-based and clustering methods to reduce the search space of PSO [33]. Another optimized PSO algorithm is called VS-CCPSO. It uses the idea of “divide and conquer” to partition whole search space [34] and can classify relevant features into the same subspace with a low computational cost. Zhang et al. proposed an effective feature selection method based on firefly algorithm (FFA), which is called return-cost-based binary FFA (RcBBFA). The proposed method has the capability of preventing premature convergence and is particularly efficient [35].

In addition to the accuracy of machine learning algorithm, most of the other evaluation criteria are based on the
influence of an individual feature on the output. F-test [36], Pearson Correlation Coefficient [37], and so on are commonly used to measure the dependence between features and outputs and are suitable for numeric features with orthonormal distribution. Researchers use Euclidean distance [38], Mahalanobis distance [39], and other distance evaluation criteria to calculate the distance between features and output to measure the impact of features on output. While evaluation criterion of dependence and distance can only reveal linear relationship between feature and output, evaluation criterion based on information theory overcomes this defect, including information gain [40], information gain rate [40], and mutual information [41]. In addition, there are chi-square [42], significant, and other criteria, most of which are used to evaluate an individual feature and rank the features according to the scores generated by evaluation.

According to whether the evaluation criteria rely on a machine learning algorithm, filter method and wrapper method are the two most important kinds of feature selection methods. The filter method generally uses information gain, dependence, distance, and other evaluation criteria to evaluate a single feature and adopts forward or backward search strategy to add or remove the features with the highest or lowest score from the subset in turn such as CFS [43], Relief [8], mRMR [44], etc. Wrapper method uses accuracy of machine learning algorithm as the criteria to evaluate the feature subset. There are some feature methods embedded in specific machine learning algorithms. For example, C4.5 [45] and CART [46] include feature selection methods based on information gain rate. Generally, filter methods are not associated with specific machine learning algorithm, which run fast, but their accuracy is not easy to control. Wrapper methods are associated with machine learning algorithm such as clustering or classification, which have high time complexity but better accuracy.

### 2.3. Related Work

In previous studies, many researchers rely on the experience of educational experts to select features manually. Saa et al. reviewed 36 studies from 2009 to 2018 [47] and identified nine types of factors influencing students’ performance, among which the most commonly used four types are students’ previous grades and class performance, students’ e-learning activity, students’ demographics, and students’ social information, and the most frequently used single factor is Cumulative Grade Point Average (CGPA). Francis et al. divided the features that affect students’ performance into four categories: demographic features, academic features, behavioral features, and extra features [48]. Demographic features include student number, name, gender, age, etc.; academic features include school grade, class level, semester, etc.; behavioral features include discussion, access to resources, comments, and other learning behaviors in online learning environment.

In addition to manual selection, researchers also use filter-based or wrapper-based feature selection methods in the process of establishing students’ performance prediction model. Most researchers use correlation-based filter method [18, 20, 22, 23, 49–56], and the correlation between features and students’ performance is measured by Pearson correlation coefficient (1). In particular, Bertolini et al. integrated the correlation-based filter method with cross validation and performed correlation-based feature selection in each fold of data [57].

The information gain-based filtering method is also one of the commonly used methods by researcher [58, 59]. Similar to the correlation-based filtering method, this method calculates the information gain of each feature and students’ performance and selects the best feature from the data.

Since Gene-based algorithms are commonly used to solve global optimization problems, many wrapper methods based on Gene algorithms have been used. Wutzl et al. used genetic-based algorithm (GA) [60] to imitate the natural selection process of biological evolution for feature selection and continuously adjusted the feature selection method through the evaluation of prediction results, so as to achieve the best feature selection in the process of approaching the best prediction results [9, 24]. Turabieh et al. used a special method called binary GA, which uses artificial neural network as the feedback model of prediction results, and continuously optimized feature selection by performing three operations similar to natural evolution of selection, crossover, and mutation on Feature Selection Scheme [9, 24]. The method of feature selection based on Genetic Algorithm proposed by Farissi et al. is called GAFS, which is similar to the two methods mentioned above. The difference is that the results of KNN, decision tree, random forest, and Naive Bayes are used to optimize feature selection [61]. Shahiri et al. proposed a hybrid feature selection method integrating filtering and wrapper. This method uses fast correlation-based feature selection (PCBF) firstly to generate subsets of features and then uses Wrapper Sequential Forward Selection (WSFS) to generate the final results. However, there is no detailed description of this hybrid method in that literature [62].

Zaffar et al. present an analysis of the performance of filter feature selection algorithms and classification algorithms on two different student datasets. The results, obtained from different feature selection algorithms and
classifiers on two student datasets with different number of features, help researchers to find the best combinations of filter feature selection algorithms and classifiers [63]. But that research only involves the performance of filter methods, and there is no comprehensive analysis between different factors of feature selection methods. In order to improve the prediction accuracy and identify the optimal features for building productive strategies for the improvement in students’ academic performance, Zaffar et al. proposed hybrid feature selection framework with the utilization of cosine-based fusion [64].

3. Proposed RnkHEU

3.1. Framework of RnkHEU. From the experimental results in 4.2 and 4.3, it can be seen that the subset composed of the best features is not the best subset of features, and global heuristic search strategy can be used to find the subset of features with higher prediction accuracy. However, there are some obvious faults in heuristic search. Firstly, this kind of search strategy uses the accuracy of the classifier as the evaluation criterion of the feature subset, and their time complexity is dependent on the selected classifier. Secondly, the starting-point of heuristic search is feature subsets generated randomly, which leads to the unstable result of feature selection. Thirdly, when the number of features is large, the time complexity of feature selection increases exponentially with the number of features, and the quality of result is poor.

In order to further improve the speed of feature selection method using heuristic search strategy and the accuracy of predicting students’ performance, we need to provide a better candidate set of features for heuristic search, which has smaller size and higher quality than the original set of features. For the above objectives, we design a hybrid feature selection method named RnkHEU, which further improves the quality of feature selection results by providing better candidate set of features for heuristic methods. This method uses forward search to generate the subset of features from ranking features (FS) and selects the subset with the highest accuracy as the candidate set (CanSubSet) and then performs heuristic search on the candidate set to obtain the final result of feature selection (FS). The flowchart of RnkHEU is shown in Figure 4.

The hybrid feature selection method proposed by us uses both rank and heuristic search strategies. Therefore, we call it rank and heuristic (RnkHEU). RnkHEU can also be regarded as a framework of concrete algorithm, in which the evaluation criteria of features, the classifier used by the evaluation subset, and the specific heuristic algorithm can be flexibly specified. The pseudocode of RnkHEU is shown in Algorithm 1.

As described in Algorithm 1, RnkHEU uses the specified evaluation criteria E to score all features in D (Line 1) and arranges all features in descending order according to their scores to generate FS (line 2). The GenerateSubSetInFor-word function is used to generate feature subsets; if FS = {f1, f2, . . . , fn}, then SL = {{f1}, {f1, f2}, . . . , {f1, f2, . . . , fn}} (line 3). For each subset in SL, the specified classifier is used to evaluate its performance, and the subset with the highest accuracy is selected as the candidate set of features Can- dSubSet (line 5–11). Finally, RnkHEU uses the specified heuristic search method H to search in the candidate set of features to produce the final result of feature selection FS (line 13). According to the description in Figure 4, when we specifically implement RnkHEU, the specified evaluation criterion E is Pearson correlation coefficient, the classifier C is NB, and the heuristic search algorithm H is GA.

3.2. Scoring and Ranking Features to Get FL. From the description of Algorithm 1, we can see that RnkHEU can be a framework for designing concrete feature selection algorithms. In addition to the input dataset, it mainly has three parameters, evaluation criteria, classifiers for evaluating feature subsets, and heuristic search methods. Researchers can flexibly adjust according to the characteristics of different datasets. From the characteristics of students’ historical academic dataset, the features that have a significant impact on the output, such as the number of visits to digital learning resources, course scores, and CGPA, have obvious characteristics of normal distribution, and there is a direct linear correlation with academic performance. According to the experimental results in V. B, we also find that different types of evaluation criteria have very similar performance, and the performance based on correlation Pearson coefficient is more stable. Therefore, in the process of implementing RnkHEU, we use Pearson correlation coefficient (1) as the evaluation criterion:

\[
R(f_i, c) = \frac{Cov(f_i, c)}{\sqrt{\text{Var}(f_i)\text{Var}(c)}},
\]

where \( R(f_i, c) \) denotes correlation between feature \( f_i \) and class \( c \), \( Cov(f_i, c) \) denotes covariance of features and class, and \( \text{Var}(f_i, c) \) denotes variance of features and class.

The score of each feature \( s_i \) can be obtained by evaluating each feature \( f_i \) in the dataset using Pearson correlation coefficient, and FL can be obtained by ranking all features in descending order according to their scores. If there are \( n \) features in dataset, then \( FL = \{f_1: s_1, f_2: s_2, \ldots, f_n: s_n\} \), while \( s_i \geq s_j \) and \( 1 \leq i < j \leq n \).

3.3. Generating Feature Subsets Using Forward Method to Get SL. After scoring and ranking, we can easily use the forward method to select the features in FL one by one to generate feature subsets; that is, if \( FL = \{f_1, f_2, \ldots, f_n\} \), all subsets generated are \( SL = \{\{f_1\}, \{f_1, f_2\}, \ldots, \{f_1, f_2, \ldots, f_n\}\} \). If \( FL \) contains \( n \) features, \( n \) feature subsets will be generated.

3.4. Using Classifier to Evaluate Subsets in SL. In previous studies about predicting students’ performance, most researchers used supervised learning classification algorithm to build the prediction model. Saa et al. summarized the classification algorithms used in 36 studies from 2009 to 2018 [65]. A total of 74 different classification algorithms were used in these studies, among which the most used eight algorithms
were Naive Bayes, SVM, logistic regression, KNN, decision tree (ID3, C4.5, C5.0), and ANN. Since SVM and logistic regression are more suitable for binary classification, and students’ performance is usually identified by multiclass, Naive Bayes, KNN, C4.5, and ANN are the most commonly used classifiers to predict students’ performance. Naive Bayes is based on the Bayes theorem proposed by Bayes, which can get the posterior probability through the known prior probability. Let two independent random variables $X$ and $Y$, $P(X, Y)$ denote their joint probability, and let $P(Y)$ and conditional probability $P(X|Y)$ be prior probability; then the posterior probability $P(Y|X)$ can be calculated by Bayesian (2). For Naive Bayes algorithm, if a feature vector described by $n$ attributes $X = \{x_1, x_2, \ldots, x_n\}$, then the prior probability $P(X)$ can be decomposed into the product of multiple vectors (3), and then the posterior probability $P(Y|X)$ can also be calculated through the prior probability (4). If $Y = \{y_1, y_2, \ldots, y_m\}$ is a set of students’ performance with $m$ values, then the
final classification result is the category represented by \( y_i \) in \( P(Y|X) \) with the largest probability (5). It has good interpretability and high training efficiency for a large number of training data and is not very sensitive to noise [66]. It is especially suitable for evaluating the performance of feature subsets. Therefore, we use Naive Bayes as a classifier to evaluate the performance of feature subsets.

\[
P(Y | X) = \frac{P(X | Y)P(Y)}{P(X)} \tag{2}
\]

\[
P(X | Y) = \prod_{i=1}^{n} P(x_i | Y), \tag{3}
\]

\[
P(Y | X) = \frac{P(Y) \prod_{i=1}^{n} P(x_i | Y)}{P(X)}, \tag{4}
\]

\[
P(y_i | X) = \frac{P(Y = y_i) \prod_{i=1}^{n} P(x_i | Y = y_i)}{P(X)} \tag{5}
\]

3.5. Heuristic Search in CandSubset to Get FS. Feature selection is an NP-hard problem; that is, unless exhaustive search is used, the best feature subset cannot be obtained. However, the size of search space is \( 2^m \), and exhaustive search is not acceptable in time and efficiency, so heuristic search is an inevitable choice to obtain approximate global optimal results. The experimental results in Section 5 show that the classical GA has better performance in predicting students’ performance. Therefore, we use GA [28] as a heuristic search method in RnkHEU. The flowchart of generating the final result in CandSubset using GA and NB is shown in Figure 5.

According to the description of Figure 5, we first use binary coding to generate the initial population (IP) of CandSubset containing \( n \) feature subsets, and each feature subset is represented by a binary sequence (Figure 6). If CandSubset contains \( m \) features, every binary sequence contains \( m \) bits, and each bit represents whether the corresponding feature exists. NB is used to evaluate each subset in IP, top-k subsets are selected for mutation (Figure 7) and crossover (Figure 8) in proportion to generate new populations (NP), and the above process is repeated until the end of the iteration.

4. Experimental Results and Discussion

4.1. Datasets and Experimental Setting. In previous studies, most of the datasets used to build students’ performance prediction model by researchers are private. These datasets are collected from the information management system used by educational institutions or collected manually through questionnaires. Because these datasets are private, we cannot compare the feature selection methods used in these studies. Therefore, we collected the students’ historical academic dataset from UCI machine learning repository [67] and Kaggle [68] which are two world-famous open machine learning data warehouses as the experimental datasets. These datasets are real students’ historical academic data collected by different researchers in various educational institutions and learning support system (identifiers in brackets):

1. xAPI-Edu-Data [69] (D1): this is an educational dataset which is collected from learning management system (LMS) called Kalboard 360.

2. Students Performance [70] (D2): this dataset consists of the marks secured by the students in various subjects.

3. Student Academics Performance [71] (D3): the dataset tries to find the end semester percentage prediction based on different social, economic, and academic attributes.

4. Student Performance on an Entrance Examination [72] (D4): this dataset contains data of the candidates who qualified the medical entrance examination for admission to medical colleges of Assam of a particular year and collected by Prof. Jiten Hazarika.

5. Student-por [73] (D5): this dataset approaches student achievement in secondary education of two Portuguese schools provided regarding the performance in Portuguese language (por).

6. Student-mat [73] (D6): this dataset approaches student achievement in secondary education of two Portuguese schools provided regarding the performance in Math (mat).

7. Turkiye Student Evaluation [74] (D7): this dataset contains evaluation scores provided by students from Gazi University in Ankara (Turkey). There is a total of 28 course specific questions and additional 5 attributes.

8. Student Performance [75] (D8): this dataset contains SGPA and KT of four semesters, as well as the final grade of students’ performance.

The important properties of experimental datasets are shown in Table 2.

We use the accuracy of classifier to evaluate the performance of features subset in following experiments. Accuracy is the ratio of the number of samples’ correct prediction to the number of total samples (6). When using the classifier for verification, we use the tenfold cross validation [76], and the final accuracy is the average of the accuracy of ten rounds.

\[
\text{Accuracy} = \frac{\text{the number of samples correct prediction}}{\text{the number of total samples}} \times 100\%. \tag{6}
\]

The significant objective of predicting students’ performance is to identify students who are at the risk of academic failure as soon as possible and remind educators to intervene and guide timely. Therefore, in order to further verify the performance of RnkHEU, we use the precision of predicting students’ academic failure (7) to test the impact of different feature selection methods on different classifiers.
Binary coding features in $\text{CandSubset}$

generate $n$ feature subsets of $\text{CandSubset}$ Randomly (IP)

Using NB to evaluate the performance of each subset

Select subsets for mutation and crossover to generate new feature subsets (NP)

iteration over $N$

Select the subset with the best performance

$\text{FS} = \{f_1, \ldots, f_m\}$

**Figure 5:** Flowchart of generating the final result using GA and NB.

| $s_1$ | $f_1$ | $f_2$ | $f_3$ | $\ldots$ | $f_m$ |
|-------|-------|-------|-------|---------|-------|
|       | 1     | 0     | 0     | $\ldots$ | 0     |
| $s_2$ | 1     | 1     | 0     | $\ldots$ | 0     |
| $\vdots$ |       |       |       |         |       |
| $s_n$ | 0     | 1     | 1     | $\ldots$ | 1     |

**Figure 6:** Generate initialization population using binary coding.

| $s_i$ | $f_1$ | $f_2$ | $f_3$ | $\ldots$ | $f_m$ |
|-------|-------|-------|-------|---------|-------|
|       | 1     | 0     | 0     | $\ldots$ | 1     |

mutation

| $s_i'$ | $f_1$ | $f_2$ | $f_3$ | $\ldots$ | $f_m$ |
|--------|-------|-------|-------|---------|-------|
|        | 1     | 1     | 0     | $\ldots$ | 0     |

**Figure 7:** Mutation: A subset is negated at random positions.

| $s_i$ | $f_1$ | $f_2$ | $f_3$ | $\ldots$ | $f_m$ |
|-------|-------|-------|-------|---------|-------|
|       | 1     | 0     | 0     | $\ldots$ | 0     |
| $s_j$ | 0     | 0     | 1     | $\ldots$ | 1     |

crossover

| $s_j'$ | $f_1$ | $f_2$ | $f_3$ | $\ldots$ | $f_m$ |
|--------|-------|-------|-------|---------|-------|
|        | 1     | 0     | 1     | $\ldots$ | 1     |

**Figure 8:** Crossover: Two subsets are spliced at random positions.
4.2. Performance of Different Evaluation Criteria. The purpose of this group of experiments is to investigate the performance of different evaluation criteria in predicting students’ performance. First, we use an evaluation criterion to score each feature in the experimental dataset and rank all the features in descending order according to their scores. The sorting feature sequence \( \{f_1, f_2, \ldots, f_n\} \) can generate \( n \) feature subsets \( \{f_1\}, \{f_1, f_2\}, \ldots, \{f_1, f_2, \ldots, f_n\} \). Then, we use the accuracy of Naive Bayes to evaluate the performance of feature subset, select the subset with the highest accuracy as the result, and regard the highest accuracy as the performance of this criterion. Finally, we compare the performance of the four evaluation criteria listed in Table 3 on eight experimental datasets. The flowchart of this group of experiments is shown in Figure 9.

We selected four types of representative evaluation criteria for experimental evaluation, which are Pearson correlation coefficient, Mahalanobis distance (8), information gain rate (9), and chi-square (10). In order to avoid the influence of programming style on performance of algorithm, we selected algorithms provided by open source machine learning tool named Weka (v3.8.5) [77].

Pearson correlation coefficient is one of the most widely used correlation measurement methods in the field of machine learning. It is widely used to measure the linear correlation between two random variables. ReliefF uses distance to measure the similarity between different samples, and the most commonly used distance measure is Cartesian distance. Information gain rate is based on information theory, which uses the entropy of features to measure the importance of features. ChiSquare is a nonparametric test method, which compares the correlation between two random variables by comparing the coincidence between the theoretical frequency and the actual frequency.

The results of this group of experiments are shown in Tables 4 and 5. To make results easy to read and analyze, we use ID instead of name to represent a feature in the dataset.

From the experimental results in Tables 4 and 5, we can get the inspirations as follows.

Firstly, although every four orders of features generated by different evaluation criteria are different on a dataset, the highest prediction accuracies of different subsets of features are very similar, especially D1, D2, and D7. It is demonstrated that the features of high dependence and consistency with the attributes representing students’ performance have a significant impact on students’ academic performance. From the perspective of information theory, these features have a lot of information entropy and can be used to distinguish different types of students effectively.

Secondly, prediction accuracies based on feature subsets generated by feature selection methods using different evaluation criteria are very close, indicating that these four types of evaluation criteria have the similar performance in predicting students’ performance.

Thirdly, the above results also reflect that features of students’ historical academic dataset which have significant impact on output have linear relationship with academic performance. Besides, the number of instances and features in our experimental datasets are small and these datasets have been preprocessed to eliminate the noise, which are important limitations of the experimental results.

4.3. Performance of Different Search Strategy. The purpose of this group of experiments is to compare the performance of different search strategies in predicting students' performance. Because exhaustive search is not available, forward and backward search strategies are similarly essential, so we choose forward and heuristic search strategies for comparison. The feature selection using forward search strategy is to select the best features one by one in “Best First” way after ranking features. In this group of experiments, we use correlation-based evaluation criteria to rank all features. We choose the most commonly used Genetic Algorithm (GA) [28], Particle Swarm Optimization (PSO) [29], and Multiobjective Evolutionary Algorithm [78] proposed in recent years as the experimental algorithms of heuristic search strategy; their parameters are shown in Table 6. We also apply the accuracy of Naive Bayes as the performance of different search strategies.

We use tenfold cross validation to obtain the accuracy and precision of classifiers used in these experiments.

### Table 2: The significant properties of experimental datasets.

| Identifier | Number of instances | Number of features | Name of attribute in dataset representing students’ performance |
|------------|---------------------|--------------------|---------------------------------------------------------------|
| D1         | 480                 | 16                 | Class                                                        |
| D2         | 1000                | 7                  | Writing score                                               |
| D3         | 131                 | 21                 | Atd                                                         |
| D4         | 666                 | 11                 | Performance                                                 |
| D5         | 649                 | 32                 | G3                                                          |
| D6         | 395                 | 32                 | G3                                                          |
| D7         | 5820                | 32                 | Attendance                                                 |
| D8         | 4722                | 8                  | Attendance                                                 |

\[
\text{Precision}_{\text{fail}} = \frac{\text{the number of samples correct prediction}}{\text{the number of samples with failure}} \times 100\%.
\]
The results of different search strategies in this group of experiments are shown in Table 7. The performance comparison of these search strategies is shown in Figure 10.

From Table 7, we can see that, firstly, the results of feature selection methods using forward search strategy and heuristic search strategy are very different, which reflects the essential differences between the two search strategies. Secondly, the results of the three heuristic search algorithms are significantly different on experimental datasets except D4 and D8, which reflects that the results of the heuristic algorithm are unstable. Thirdly, the result size of the feature selection method using heuristic search strategy is smaller than that using forward search strategy except D3. A smaller result can speed up the training of the prediction model significantly and improve the prediction accuracy.

### Table 3: Selected evaluation criteria in this group of experiments.

| Type      | Evaluation criterion | Criterion function                                                                 | Explanation                                                               |
|-----------|----------------------|-------------------------------------------------------------------------------------|---------------------------------------------------------------------------|
| Dependence| Correlation (Pearson coefficient) | $R(f_i, c) = \frac{\text{Cov}(f_i, c)}{\sqrt{\text{Var}(f_i)} \sqrt{\text{Var}(c)}}$ | $R(f_i, f_j)$, correlation between features and class                     |
|           | Covariance of features and class | $\text{Cov}(f_i, c)$                                                               | $\text{Cov}(f_i, c)$, covariance of features and class                    |
|           | Variance of features and class   | $\text{Var}(f_i)$, $\text{Var}(c)$                                                | $\text{Var}(f_i)$, variance of features and class                        |
| Distance  | ReliefF               | $\text{Diff}(f_i, R_1, R_2) = |R_1(f_i) - R_2(f_i)| / |\text{Max}(f_i) - \text{Min}(f_i)|$ | $\text{Diff}(f_i, R_1, R_2)$, difference of two samples on $f_i$          |
| Information| GainRatio             | $\text{Gain}(R(c, f_i)) = H(c) - H(c \mid f_i) / H(f_i)$ | $\text{Gain}(c, f_i)$, information gain ratio between class and features |
|           | ChiSquare             | $X^2 = (A - E)^2 / E$                                                               | $X$, ChiSquare of feature                                                 |
|           |                      |                                                                                      | $A$, value of feature                                                     |
|           |                      |                                                                                      | $E$, expectation of feature                                               |

### Table 4: Result and performance of different evaluation criteria (D1–D4).

| Dataset | Evaluation criteria | Result | Accuracy (%) |
|---------|---------------------|--------|--------------|
| D1      | Correlation         | 11, 16, 10, 12, 14, 9, 15 | 71.46        |
|         | GainRatio           | 16, 10, 11, 12, 14, 9, 15 | 71.46        |
|         | ReliefF             | 16, 11, 10, 9, 14          | 73.54        |
|         | ChiSquared          | 11, 10, 16, 12, 14, 13, 9  | 70.42        |
| D2      | Correlation         | 7, 6, 5, 1                 | 58.5         |
|         | GainRatio           | 7, 6, 5, 1                 | 58.5         |
|         | ReliefF             | 7, 6, 1, 5                 | 58.5         |
|         | ChiSquared          | 7, 6, 5, 1, 3              | 58.6         |
| D3      | Correlation         | 10, 17, 1, 3, 6            | 57.25        |
|         | GainRatio           | 6, 3, 4, 17, 10, 14, 1, 11, 5, 20, 15, 13, 2, 19, 18, 9, 12 | 58           |
|         | ReliefF             | 17, 3, 6, 4, 1, 5, 10, 9, 15, 13, 11, 14, 20, 2, 8, 18 | 56.49        |
|         | ChiSquared          | 6, 3, 4, 17, 14, 11, 10, 5, 13, 15, 1, 20, 2, 16, 18 | 55.72        |
| D4      | Correlation         | 2, 9, 8, 3, 5, 7, 4, 10, 1, 11 | 52.55        |
|         | GainRatio           | 2, 9, 8, 7, 11, 10, 3       | 53.75        |
|         | ReliefF             | 2, 9, 7, 3, 6, 10, 8        | 53           |
|         | ChiSquared          | 2, 9, 10, 11, 8, 3, 7       | 53.75        |
As can be seen from Figure 10, heuristic search algorithm has better performance than forward method on experimental datasets except for D5. Three commonly used heuristic search algorithms have their own advantages in different datasets, but they are all better than forward method. It is further demonstrated that feature subset composed of good features may be not a good subset, and feature selection method using heuristic search strategy can produce feature subset with smaller size and higher quality.

4.4. Performance of RnkHEU. In order to evaluate the performance of proposed method, we compare RnkHEU with the ranking-based forward search and GA. The three parameters to be specified in RnkHEU are E-Pearson correlation, C-NB, and H-GA. In this group of experiments, we used the accuracy of four classification algorithms NB, C4.5, MLP, and KNN, which are the most commonly used to predict students' performance, to compare the performance of three feature selection methods; their significant parameters are listed in Table 8.
We selected four datasets D3, D5, D6, and D7 with more features as the experimental datasets of this group. The final results of feature selection $FS$ generated by RnkHEU on four experimental datasets are shown in Table 9. As can be seen from Table 9, RnkHEU further eliminates the features that affect the accuracy of predicting in $CandSubset$, reducing the size about 30%. Fewer features can not only improve the accuracy of prediction, but also improve the training speed of classifier, especially for MLP.

The accuracy of different classifiers caused by these three methods is shown in Table 10.

As can be seen from Table 10, the results of RnkHEU make different classifiers achieve higher accuracy of prediction; the accuracy of different classifiers is improved by nearly 10%. It also demonstrated that providing smaller and better candidate sets of features for heuristic search algorithm can further improve their performance, and forward method is one of the effective methods to generate better candidate sets of features.

The precision of different classifiers caused by these three methods for predicting students' academic failure is shown in Table 11.

From Table 11, we can see that the results generated by RnkHEU can significantly improve the precision of predicting academic failure with commonly used classifiers, except in D3. It is demonstrated that the result of feature selection generated by RnkHEU is the most significant factors of students' academic failure and can help instructor
Table 10: Performance comparison of forward, GA, and RnkHEU.

| Dataset | Method | Accuracy of classifiers (%) |
|---------|--------|-----------------------------|
|         |        | NB  | C4.5 | MLP | KNN |
| D3      | Forward| 57.25 | 47.33 | 51.25 | 53.45 |
|         | GA     | 58  | 48  | 52.67 | 48.86 |
|         | RnkHEU | 61.8 | 53.45 | 57.25 | 56.48 |
| D5      | Forward| 51.75 | 49.82 | 49.87 | 44.05 |
|         | GA     | 53  | 56.45 | 51.39 | 49.36 |
|         | RnkHEU | 60.76 | 62.5  | 56.14 | 51.85 |
| D6      | Forward| 64.88 | 69.18 | 62.71 | 64.25 |
|         | GA     | 65.5 | 71.03 | 61.94 | 62.25 |
|         | RnkHEU | 71.19 | 71.03 | 66.48 | 64.56 |
| D7      | Forward| 40.57 | 40.86 | 41.62 | 40.66 |
|         | GA     | 43.33 | 44.26 | 43.78 | 43.14 |
|         | RnkHEU | 46.3 | 47.53 | 45.46 | 47.4 |

Table 11: Precision comparison of forward, GA, and RnkHEU.

| Dataset | Method | Precision\(_\text{final}\) of classifiers (%) |
|---------|--------|-----------------------------------------------|
|         |        | NB  | C4.5 | MLP | KNN |
| D3      | Forward| 47.1 | 60  | 50  | 43.5 |
|         | GA     | 50  | 35.7 | 34.8 | 47.6 |
|         | RnkHEU | 48.6 | 58.8 | 46  | 45  |
| D5      | Forward| 75  | 87.5 | 33.3 | 33.3 |
|         | GA     | 75  | 87.5 | 50  | 50  |
|         | RnkHEU | 80  | 87.5 | 60  | 57.1 |
| D6      | Forward| 87.5 | 75  | 72.7 | 25  |
|         | GA     | 77.8 | 87.5 | 25  | 57.1 |
|         | RnkHEU | 90  | 87.5 | 64.3 | 70  |
| D7      | Forward| 69.9 | 75.7 | 72.3 | 70  |
|         | GA     | 67.5 | 75.3 | 74.1 | 70.7 |
|         | RnkHEU | 81.3 | 74.5 | 75.3 | 74.2 |

provide more accurate intervention and guidance to learners.

5. Conclusion and Future Work

Feature selection is one of the most important steps to predict students’ performance. We have conducted an empirical study on the performance of the feature selection methods using different evaluation criteria and search strategies in the performance prediction of students and proposed a hybrid feature selection method named RnkHEU which improves the accuracy of prediction. Through experiments, firstly, we find that evaluation criteria based on dependence, distance, information metric, and consistence all work well in predicting students’ performance. It also reflects that the features which have a significant influence on output used for training prediction model of students’ performance have a significant linear correlation with the output. Secondly, we find that the feature selection method using heuristic search strategy can obtain higher accuracy of predicting students’ performance than the sequential selection strategy. The main reason is that the sequential selection of the best features does not necessarily get the best feature subset, and the heuristic search strategy is more likely to get better subsets from all features. Thirdly, we find that the hybrid feature selection method that we proposed named RnkHEU can achieve higher accuracy in the most commonly used classification algorithm of students’ performance prediction. This shows that providing better candidate feature set for heuristic algorithm can further improve the performance of feature selection method, and using forward strategy to obtain the best feature subset is one of the effective methods to generate candidate feature set.

We will continue to study the problem of feature selection in predicting students’ performance in the following three aspects. Firstly, we will gather datasets of students’ academic performance with larger size and more features and conduct more experiments to further investigate the performance of different feature selection methods. Secondly, we will design more effective methods which are used to generate the candidate set of features needed for heuristic search to get better accuracy of predicting students’ performance and investigate and design unsupervised feature selection methods used for predicting students’ performance. Thirdly, we will investigate the performance of the integration of different feature selection methods and classification algorithms.

Data Availability

The experimental datasets used to support the results of this study are cited from Kaggle and UCI machine learning library and references are also added in the manuscript.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

Acknowledgments

This research was supported by a funding project for top discipline talents of the Anhui Provincial Department of Education in 2020 under Grant gxbjzd2020101.

References

[1] B. D. Boulay, “Artificial intelligence as an effective classroom Assistant,” IEEE Intelligent Systems, vol. 31, no. 6, pp. 76–81, 2016.
[2] C. Romero and S. Ventura, “Educational data mining: a review of the state of the art,” IEEE Transactions on Systems, Man, and Cybernetics, Part C (Applications and Reviews), vol. 40, no. 6, pp. 601–618, 2010.
[3] A. Aleem and M. M. Gore, “Educational data mining methods: a survey,” in Proceedings of the IEEE 9th International Conference on Communication Systems and Network Technologies (CSNT), IEEE, Gwalior, India, April 2020.
[4] A. Alghami, “Data mining in education,” International Journal of Advanced Computer Science and Applications, vol. 7, no. 6, 2016.
[5] A. Charitopoulos, M. Rangoussi, and D. Koulouriotis, “On the use of soft computing methods in educational data mining and learning analytics research: a review of years 2010–2018,” International Journal of Artificial Intelligence in Education, vol. 30, no. 3, pp. 371–430, 2020.
[6] N. Romanov, M. L. Culci, I. A. Daniel, and A. Tugui, “Artificial intelligence applications and tools IN higher education:
an overview,” in Proceedings of the SESYR Sustainable Education through European Studies for Young Researchers Jean Monnet Module. Iasi, Romania, October 2020.

[7] G. Chandrashakekar and F. Sahin, “A survey on feature selection methods,” Computers & Electrical Engineering, vol. 40, no. 1, pp. 16–28, 2014.

[8] N. Spolar, E. A. Cherman, M. C. Monard, and H. D. Lee, “Relieff for multi-label feature selection,” in Proceedings of the 2013 Brazilian Conference on Intelligent Systems, IEEE, Fortaleza, Brazil, October 2013.

[9] B. K. Youisafzai, M. Hayat, and S. Afzal, “Application of machine learning and data mining in predicting the performance of intermediate and secondary education level student,” Education and Information Technologies, vol. 25, no. 3, 2020.

[10] L. E. Raileanu and K. Stoffel, “Theoretical comparison between the gini index and information gain criteria,” Annals of Mathematics and Artificial Intelligence, vol. 41, no. 1, pp. 77–93, 2002.

[11] R. D. Prema, “Feature selection for gene expression data analysis - a review,” International Journal of Psychosocial Rehabilitation, vol. 24, no. 5, pp. 6955–6964, 2020.

[12] J. Liu and W. Di, Intrusion Detection Feature Selection Based on Improved Quantum Genetic Algorithm, Computer Measurement & Control, 2011.

[13] K. K. Bharti and P. K. Singh, “A survey on filter techniques for feature selection in text mining,” Advances in Intelligent Systems and Computing, vol. 236, pp. 1545–1559, 2014.

[14] G. Badr, A. Algobail, H. Almutairi, and M. Almutery, “Predicting students’ performance in university courses: a case study and tool in KSU mathematics department,” Procedia Computer Science, vol. 82, pp. 80–89, 2016.

[15] A. J. Lekan, “Student academic performance prediction using support vector machine,” 2019.

[16] T. Jeevalatha, N. A. N. Ananthi, and D. S. Kumar, “Performance analysis of undergraduate students placement selection using decision tree algorithms,” International Journal of Computer Application, vol. 108, no. 15, pp. 27–31, 2014.

[17] R. Hasan, S. alaniappan, A. R. A. Raziff, S. Mahmoud, and K. U. Sarker, “Student academic performance prediction by using decision tree algorithm,” vol. 25, pp. 326–332, in Proceedings of the 4th International Conference on Computer and Information Sciences (ICCOINS), vol. 25, IEEE, Kuala Lumpur, Malaysia, August 2018.

[18] A. Qazdar, D. Mammas, C. Chihab, and R. E. Barhim, “A machine learning algorithm framework for predicting students performance: a case study of baccalaureate students in Morocco,” Education and Information Technologies, vol. 24, no. 1, 2019.

[19] R. Nascimento, B. D. N. Richardo, A. D. A. N. Manoel, and A. D. A. F. Roberto, “Educational data mining: an application of regressors in predicting school dropout,” in Proceedings of the International Conference on Machine Learning and Data Mining in Pattern Recognition, New York, NY, USA, July 2018.

[20] J. Dhar and A. K. Jodder, “An effective recommendation system to forecast the best educational program using machine learning classification algorithms,” Ingénierie des Systèmes d’Information, vol. 25, no. 5, pp. 559–568, 2020.

[21] Z. Alharbi, J. Cornford, L. Dolder, and B. D. L. Iglesia, “Using data mining techniques to predict students at risk of poor performance,” in Proceedings of the SAI Computing Conference (SAI), IEEE, London, UK, July 2016.

[22] M. Hasan and M. Aly, “Get more from less: a hybrid machine learning framework for improving early predictions in stem education,” in Proceedings of the 2019 International Conference on Computational Science and Computational Intelligence, IEEE, Las Vegas, NV, USA, December 2019.

[23] D. Sobnath, T. Kuduk, I. U. Rehman, and O. Isiaq, “Feature selection for uk disabled students’ engagement post higher education: a machine learning approach for a predictive employment model,” IEEE Access, vol. 8, 2020.

[24] H. Turabieh, “Hybrid machine learning classifiers to predict student performance,” in Proceedings of the 2nd International Conference on new Trends in Computing Sciences (ICTCS), Amman, Jordan, October 2019.

[25] W. Xing, R. Guo, E. Petakovic, and S. Goggin, “Participation-based student final performance prediction model through interpretable Genetic Programming: integrating learning analytics, educational data mining and theory,” Computers in Human Behavior, vol. 47, no. jun, pp. 168–181, 2015.

[26] L. Ladha and T. Deepa, “Feature selection methods and algorithms,” International Journal of Advanced Trends in Computer Science and Engineering, vol. 3, no. 5, pp. 1787–1797, 2011.

[27] X. Bing, M. Zheng, N. B. Will, and Y. Xin, “A survey on evolutionary computation approaches to feature selection,” IEEE Transactions on Evolutionary Computation, vol. 20, no. 4, pp. 606–626, 2016.

[28] J. Yang and V. Honavar, “Feature subset selection using a genetic algorithm,” IEEE Intelligent Systems and Their Applications, vol. 13, no. 2, pp. 44–49, 2002.

[29] Y. H. Shi and R. C. Eberhart, “Empirical study of particle swarm optimization,” in Proceedings of the Congress on Evolutionary Computation, IEEE, Washington, DC, USA, July 1999.

[30] M. Dorigo and T. Stützle, “The Ant Colony Optimization Metaheuristic: Algorithms, Applications, and Advances,” in Handbook of Metaheuristics. International Series in Operations Research & Management Science, Springer, Boston, MA, USA, 2003.

[31] Y. Xue, B. Xue, and M. Zhang, “Self-adaptive particle swarm optimization for large-scale feature selection in classification,” ACM Transactions on Knowledge Discovery from Data, vol. 13, no. 5, 2019.

[32] X. Yu, T. Tang, W. Pang, and X. L. Alex, “Self-adaptive parameter and strategy based particle swarm optimization for large-scale feature selection problems with multiple classifiers,” Applied Soft Computing, vol. 88.

[33] X. Song, Y. Zhang, and D. Gong, “A fast hybrid feature selection based on correlation-guided clustering and particle swarm optimization for high-dimensional data,” IEEE Transactions on Cybernetics, no. 99, pp. 1–14, 2021.

[34] X. F. Song, Y. Zhang, Y. Guo, Y. Sun, and Y. Wang, “Variable-size cooperative coevolutionary particle swarm optimization for feature selection on high-dimensional data,” IEEE Transactions on Evolutionary Computation, vol. 24, no. 5, p. 1, 2020.

[35] Y. Zhang, X. F. Song, and D. W. Gong, “A return-cost-based binary firefly algorithm for feature selection,” Information Sciences, vol. 418–419, pp. 561–574, 2017.

[36] D. Duncan, B. Shelduncan, and R. D. Lyngdoh, “Multiple ranges and multiple F-test,” 1995, https://www.google.com/search?q=Multiple+ranges+and+multiple+F-test&rlz=1C1GCEB_enIN977IN977&oq=Multiple+ranges+and+multiple+F-test&aqs=chrome.69i57j0i22i30j0i390l3.418j0j4&sourceid=chrome&ie=UTF-8.
[37] G. Nahler, "Pearson correlation coefficient," *Dictionary of Pharmaceutical Medicine*, Springer, Berlin, Germany, 2009.

[38] I. Dokmanic, R. Parhizkar, J. Ranieri, and M. Vetterli, "Euclidean distance matrices: essential theory, algorithms, and applications," *IEEE Signal Processing Magazine*, vol. 32, no. 6, pp. 12–30, 2015.

[39] C. J. Huberty, *Mahalanobis Distance2005: Encyclopedia of Statistics in Behavioral Science*, Wiley, Hoboken, NJ, USA, 2005.

[40] J. T. Kent, "Information gain and a general measure of correlation," *Biometrika*, vol. 70, no. 1, pp. 163–173, 1983.

[41] X. Su and F. Liu, "A survey for study of feature selection based on mutual information," in *Proceedings of the 2018 9th Workshop on Hyperspectral Image and Signal Processing: Evolution in Remote Sensing (WHISPERS)*, IEEE, Amsterdam, Netherlands, September 2018.

[42] A. Satorra and P. M. Bentler, "A scaled difference chi-square test statistic for moment structure analysis," *Psychometrika*, vol. 66, no. 4, pp. 507–514, 2001.

[43] M. A. Hall, *Correlation-based Feature Selection for Machine Learning*, PhD Thesis, Waikato Univer Sity, Hamilton, New Zealand, 2000.

[44] H. Peng, F. Long, and C. Ding, "Feature selection based on mutual information criteria of max-dependency, max-relevance, and min-redundancy," *IEEE Transactions on Pattern Analysis and Machine Intelligence*, vol. 27, no. 8, pp. 1226–1238, 2005.

[45] J. R. Quinlan, *CA5: Programs for Machine Learning*, Elsevier Science, Amsterdam, Netherlands, 1992.

[46] L. Breiman, J. Friedman, J. S. Charles, and R. A. Olshen, "Classification and regression trees (CART)," *Biometrics*, vol. 40, no. 3, 1984.

[47] M. A. E. A. S. Amjed and K. Shaalan, "Factors affecting students’ performance in higher education: a systematic review of predictive data mining techniques," *Technology, Knowledge and Learning*, vol. 24, pp. 567–598, 2019.

[48] B. K. Francis and S. B. Sasidhar, "Predicting academic performance of students using a hybrid data mining approach," *Journal of Medical Systems*, vol. 24, no. 6, pp. 3577–3589, 2019.

[49] A. Almasri, R. S. Alkhawaldeh, and E. Elebi, "Clustering-based EMT model for predicting student performance," *Arabian Journal for Science and Engineering*, vol. 45, no. 3, 2020.

[50] H. A. Mengash, "Using data mining techniques to predict student performance to support decision making in university admission systems," *IEEE Access*, vol. 8, Article ID 55462, 2020.

[51] D. B.-F. D. G. S. Luján-Mora, "Application of machine learning in predicting performance for computer engineering students: a case study," *Sustainability*, vol. 11, no. 10, 2019.

[52] H. N. B. A. S. Anuar, "Improved students’ performance prediction for multi-class imbalanced problems using hybrid and ensemble approach in educational data mining," *Journal of Physics: Conference Series*, vol. 1529, Article ID 052041, 2020.

[53] X. Ma, Y. Yang, and Z. Zhou, "Using machine learning algorithm to predict student pass rates in online education," in *Proceedings of the 3rd International Conference on Multimedia Systems and Signal Processing*, Association for Computing Machinery, Shenzhen China, April 2018.

[54] A. U. Khasanah and H. Harwati, "A comparative study to predict student’s performance using educational data mining techniques," *IOP Conference Series: Materials Science and Engineering*, vol. 215, Article ID 012036, 2017.

[55] A. D. Kumar, R. P. Selvam, and V. Palanisamy, "Hybrid classification algorithms for predicting student performance," in *Proceedings of the International Conference on Artificial Intelligence and Smart Systems (ICAIS)*, IEEE, Coimbatore, India, March 2021.

[56] D. Aggarwal, S. Mittal, and V. Bali, "Significance of non-academic parameters for predicting student performance using ensemble learning techniques," *International Journal of System Dynamics Applications*, vol. 10, 2021.

[57] R. Bertolini, S. J. Finch, and R. H. Nehm, "Enhancing data pipelines for forecasting student performance: integrating feature selection with cross-validation," *International Journal of Educational Technology in Higher Education*, vol. 18, no. 1, p. 44, 2021.

[58] J. D. G. G. A. Skrita, "Predicting academic performance based on students’ family environment: evidence for Colombia using classification trees," *Psychology, Society, & Education*, vol. 11, no. 3, pp. 299–311, 2019.

[59] E. A. Amrieh, T. Hamtini, and I. Aljariah, "Mining educational data to predict student’s academic performance using ensemble methods," *International Journal of Database Theory and Application*, vol. 9, no. 8, pp. 119–136, 2016.

[60] B. Wutzl, K. Leibnitz, F. Rattay, M. Kronbichler, M. Murata, and S. M. Golazewski, "Genetic algorithms for feature selection when classifying severe chronic disorders of consciousness," *PLoS ONE*, vol. 14, Article ID e0219683, 2019.

[61] A. Farissi, H. M. Dahan, and Samsuryadi, *Genetic Algorithm Based Feature Selection For Predicting Student's Academic Performance2020: Emerging Trends in Intelligent Computing and Informatics*, IRICT, Springer, Cham, Switzerland, 2019.

[62] A. M. Shahiri, W. Husain, and N. A. A. Rashid, "A proposed framework on hybrid feature selection techniques for handling high dimensional educational data," in *Proceedings of the AIP Conference Proceedings*, AIP Publishing LLC, October 2017.

[63] M. Zaffar, A. M. Manzoor, K. S. Savita, and S. H. R. Syed, "A study of feature selection algorithms for predicting students academic performance," *International Journal of Advanced Computer Science and Applications*, vol. 9, no. 5, 2018.

[64] M. Zaffar, M. A. H. R. Habib, K. S. Quraishi, M. Irfan, S. Alqhtani, and M. Hamdi, "A hybrid feature selection framework for predicting students performance," *Computers, Materials & Continua*, vol. 70, pp. 1893–1920, 2021.

[65] A. S. Amjed, M. A. Emran, and K. Shaalan, "Factors affecting students’ performance in higher education: a systematic review of predictive data mining techniques," *Technology, Knowledge and Learning*, vol. 24, pp. 567–598, 2019.

[66] I. Rish, "An empirical study of the naive Bayes classifier," *Journal of Universal Computer Science*, vol. 1, no. 2, 2001.

[67] A. Frank, "UCI machine learning repository," 2010, http://archive.ics.uci.edu/ml.

[68] Community, K. Datasets. 2021, https://www.kaggle.com/datasets.

[69] T. H. A. A. Elaf and I. Aljariah, "Students’ Academic Performance Dataset (xAPI-Edu-Data)," 2016.

[70] S. Alqhtani, and M. Hamdi, "A hybrid feature selection framework on hybrid feature selection techniques for handling high dimensional educational data," in *Proceedings of the AIP Conference Proceedings*, AIP Publishing LLC, October 2017.

[71] J. Seshapanu, *Students Performance in Exams*, Kaggle Community, San Francisco, CA, USA, 2018.

[72] S. Hussain, N. A. Dahan, F. M. Ba-Alwi, and N. Ribata, "Educational data mining and analysis of students’ academic performance using WEKA," *Indonesian Journal of Electrical Engineering and Computer Science*, vol. 9, no. 2, pp. 447–459, 2018.
datasets using data mining tools: a case study,” in *Cybernetics and Algorithms in Intelligent Systems, CSOC2018, Advances in Intelligent Systems and Computing*, R. Silhavy, Ed., vol. 765, Springer, Cham, Switzerland, 2018.

[73] P. Cortez and A. Silva, “Using data mining to predict secondary school student performance,” in *Proceedings of 5th Future Business Technology Conference (FUBUTEC 2008)*, A. Brito and J. Teixeira, Eds., Porto, Portugal, April 2008.

[74] G. Gunduz and E. Fokoue, *UCI Machine Learning Repository*, University of California, School of Information and Computer Science, Irvine, CA, USA, 2013.

[75] S. Greenghost, *Performance DataSet*, Kaggle Community, San Francisco, CA, USA, 2020.

[76] K. Battula, “Research OF machine learning algorithms using K-fold cross validation,” *International Journal of Engineering and Advanced Technology*, vol. 8, no. 6S, pp. 215–218, 2021.

[77] F. Eibe, I. Witten, T. Len, M. Hall, G. Holmes, and J. C. Sally, *Weka: Practical Machine Learning Tools and Techniques with Java Implementations*, *Acm Sigmod Record*, vol. 31, no. 1, pp. 76-77, 1999.

[78] F. Jiménez, G. Sánchez, J. M. García, G. Sciavicco, and L. Miralles, “Multi-objective evolutionary feature selection for online sales forecasting,” *Neurocomputing*, vol. 234, pp. 75–92, 2017.