Electron dynamics and injection in plasma-based accelerators with sharp vacuum-plasma transitions
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The dynamic process of a laser or particle beam propagating from vacuum into underdense plasma has been investigated theoretically. Our theoretical model combines a Lagrangian fluid model with the classic quasistatic wakefield theory. It is found that background electrons can be injected into wakefields because sharp vacuum-plasma transitions can reduce the injection threshold. The injection condition, injection threshold as well as the injection length can be given theoretically by our model and are compared with results from computer simulations. Moreover, electron beams of high qualities can be produced near the injection thresholds and the proposed scheme is promising in reducing the injection threshold and improving the beam qualities of plasma based accelerators.

Plasma acceleration is a fast-developing technique for accelerating charged particles with plasma waves driven by laser or particle beams. Current experiments have shown accelerating gradients several orders of magnitude higher than conventional particle accelerators, offering a way to build high performance particle accelerators of much smaller size. The basic concepts of laser wakefield accelerator (LWFA) were first proposed by T. Tajima and J. M. Dawson in 1979. Since then, electrons are accelerated by plasma waves driven by laser pulses. Several years later, P. Chen et al. proposed the concepts of plasma wakefield accelerator (PWFA) where high current electron bunches are used to generate intense electric fields to accelerate trailing copropagating electron bunches. Experimental breakthroughs have been made in recent years and electron energy gain was improved to 4.2 GeV in LWFA and over 40 GeV in PWFA. Several injection scheme were proposed and investigated, including self-injection, downramp injection, colliding pulse injection and ionization injection.

Despite the great achievements made in the past few decades, we are still far from fully understanding the physics of plasma acceleration. For example, the dynamic process of a laser or particle beam propagating from vacuum into underdense plasma still lacks investigation. The classic quasistatic wakefield theory treats the drivers as if they were born inside the plasmas and the boundary effects are neglected. Natural gas plasmas produced by gas jets have boundary density ramps with lengths from hundreds of microns to millimeters. Quasistatic theory is applicable in this case because the density changes slowly as the driver propagates. Several techniques have been proposed to produce sharp density transitions with transition ramp lengths about tens of microns, which are comparable to the plasma wavelengths used for acceleration and the wavelengths of mid-infrared lasers (10.6 μm for CO2 laser). For these sharp density transitions, quasistatic theory needs to be modified to comprehend the underlying physics.

In this paper, we introduce a theoretical model to investigate the dynamic process of a laser or particle beam propagating from vacuum into plasma. A Lagrangian fluid model combined with quasistatic wakefield theory can give us a clear physical picture of this dynamic process. We found that the main differences between sharp transitions and long transitions are the behaviors of a group of electrons that can enter the vacuum and return to the plasma. Some of these refluxing electrons can be injected into the wakefields and get accelerated. The dynamics of refluxing electrons and a theoretical derivation of the injection condition, injection threshold and injection length of refluxing electron injection (REI) are discussed in the following. Theoretical results are compared with numerical results from 1D and 3D particle-in-cell (PIC) simulations with EPOCH, showing that our model have included the essence of the underlying physics. The injection threshold of REI is also found to be smaller than that of self-injection. The beam qualities of REI are characterized with 3D PIC simulations and it is found that high quality electron beams can be generated near the injection thresholds.

For laser drivers and cold plasmas, the 1D equations of motion averaged by laser cycles can be given as

\[
\frac{dp_x}{dt} = -E + F_p, \quad \frac{dx}{dt} = \frac{p_x}{\gamma}.
\]

where \(\omega_p = \sqrt{n_e e^2/m_e \varepsilon_0}\) is the plasma frequency, \(n_e\) is plasma density, \(e\) is elementary charge, \(m_e\) is electron mass at rest and \(\varepsilon_0\) is vacuum permittivity. \(p_x\) is the longitudinal momentum and is normalized by \(m_e c\), where \(c\) is the light
velocity in vacuum. \(x\) is longitudinal position normalized by \(k_p^{-1}\), where \(k_p = \omega_p/c\) is the plasma wavenumber. \(E\) is the longitudinal electric field and is normalized by \(m_e\omega_p/c\). \(F_p = -\frac{1}{4\pi}\frac{\partial a^2}{\partial x}\) is the ponderomotive force of a linearly polarized laser driver, normalized by \(m_e\omega_p/c\). \(a\) is the laser vector potential, \(\gamma = \sqrt{1 + a^2/2 + p_m^2}\) is the Lorentz factor. All the physical quantities are in SI units. For particle drivers, one only needs to replace the ponderomotive force with the space charge force and neglect the \(a^2/2\) term in the Lorentz factor. Before sheet crossing happens, the order of electron sheets is not disturbed and the electric force can be obtained from Poisson’s equation as \(E = \int_{\infty}^x [n_e(x) - n_0(x)]dx = \int_{x_0}^x n_0(x)dx\), where \(n_e(x)\) is the positive charge density, \(n_0(x)\) is electron density and \(n_0(x)\) is the initial undisturbed electron density\[36\]. Here ions are assumed to be fixed and all the density values are normalized using \(n_0(x = 0)\). For simplicity without losing generality, the density profile of a vacuum-plasma transition (locates at \(x = 0\)) can be written as \(n_0(x) = H(x)\), where \(H(x)\) is the unit step function, and the electric force for electrons initially at \(x_0\) can be written as \(E = xH(x) - x_0\). Equations (1) can be integrated numerically for a linearly polarized gaussian laser pulse with \(a = a_0 = a_0\exp[-(t - x/v_d - t_{delay})^2/\tau^2]\), where \(a_0\) is the peak vector potential, \(v_d\) is the velocity of the driver, \(t_{delay}\) is the time delay of the pulse peak and \(\tau\) is the 1/e half pulse duration. For drivers with small amplitudes \((a_0 \sim 1)\), \(v_d \approx \sqrt{1 - n_0/n_c}\), where \(n_c\) is the critical plasma density\[1\]. Fig. (1(a)) shows the numerical solutions of equations (1), where the rainbow-colored wavy lines are particle trajectories moving in the laser and charge separation fields, with colors being the initial positions of the particles, \(x_0\), given by the color bar on top. Some particles (like red ones in Fig. (1(a))) oscillate and remain approximately the same region in the plasma while the laser moves forward into the plasma. Electrons near the boundary (the blue ones in the back) are ejected into the vacuum, and sheet crossing\[36\], or the crossing of electron trajectories happens shortly after they re-enter the plasma. Electrons initially deep inside the plasma are oscillating with constant amplitudes and by neglecting the ponderomotive force term in equations (1), one can obtain a constant of motion for the oscillation, i.e. \(\mathcal{H} = \sqrt{1 + p_m^2} - \Psi\), where \(\Psi\) is the electrostatic potential and \(\partial \Psi/\partial x = -E\). An approximate solution for small amplitude oscillation can be obtained as

\[
\begin{align*}
\psi_x(t,x_0) &= -p_m \cos[\omega_\gamma(t - x_0/v_d - t_0)], \\
x(t,x_0) &= x_0 - \delta_m \sin[\omega_\gamma(t - x_0/v_d - t_0)].
\end{align*}
\]

where \(p_m\) is the maximum oscillation momentum, \(\gamma_m = \sqrt{1 + p_m^2}\) is the maximum Lorentz factor after the driver and \(\delta_m = \sqrt{2(\gamma_m - 1)}\) is the maximum displacement of the oscillation. \(t_0\) is the time electron with \(x_0 = 0\) enters the vacuum. For gaussian drivers with \(a_0 \sim 1\), \(\tau \approx \pi/2\) and \(v_d \sim 1\), we found \(\gamma_m \approx 1.005 + 0.166(a_0 - 0.5)^2\). \(\omega_\gamma\) is the relativistic oscillation frequency, and can be fitted as \(\omega_\gamma \approx \gamma_m^{-0.44}\). For electrons have initial positions \(0 < x_0 < \delta_m\), they follow the same oscillation motion until they reach the plasma boundary and then enter the vacuum \((x < 0)\), where they experience constant positive electric forces as \(E(x) = -x_0\). By this force, they will return to the plasma with a maximum momentum equal to \(p_m\), as shown in Fig. (1(a)). The refluxing time, which is defined as the time from the refluxing electron leaving its initial position with negative velocity to its returning, can

FIG. 1. Trajectories of electrons with different initial positions marked with different colors. (a) Numerical solutions of equations (1) without modifications after sheet crossing. (b) Numerical solutions including quasistatic theory after sheet crossing. (c) Trajectories obtained from a PIC simulation with the same parameters. The filled contour plots in each subfigure show the spatiotemporal profiles of the driving laser and the dashed lines indicate the initial plasma boundary. The laser is incident from left to right, and plasma initially locates in the \(x > 0\) area. \(a_0=1.2\) and \(n_0/n_c=0.004\) are used in all subfigures.
be written as \( t_{rc} = 2 \arccos(p_0/p_m)/\omega_\gamma + 2p_0/x_0 \), where \( p_0 = \sqrt{(\gamma_m - x_0^2/2)^2 - 1} \) is the electron momentum at \( x = 0 \). As one can see, the refluxing time \( t_{rc} \) is a function of the initial position \( x_0 \) and its value ranging from \( \pi/\omega_\gamma \) to \( +\infty \). For refluxing electrons with proper refluxing time, their trajectories will intersect with the trajectories of oscillating electrons (Fig. 1(a)). The trajectories of refluxing electrons inside the plasma and the trajectory of the outermost oscillating electrons (\( x_0 = \delta_m \)) will cross on condition that

\[
x_0 + \delta_m \sin[\omega_\gamma(t_{sc} - x_0/v_d - t_{rc} - t_0)] = \delta_m - \delta_m \sin[\omega_\gamma(t_{sc} - \delta_m/v_d - t_0)].
\]

Solving equation (3), one can obtain the sheet crossing time \( t_{sc} = t_0 + x_0/v_d + t_{rc} + \arcsin[A/\sqrt{2 + 2 \sin(B)} - C]/\omega_\gamma \), where \( A = 1 - x_0/\delta_m, B = \omega_\gamma[\delta_m(x_0/v_d - t_{rc})], C = \arcsin[\cos(B)/\sqrt{2 + 2 \sin(B)}] \).

Sheet crossing will always happen near the vacuum-plasma transition, but only when the plasma waves are strong enough can refluxing electrons be trapped. After sheet crossing, due to the disordering of the electrons, it will be difficult to obtain the electric fields analytically. To find out the injection condition and injection thresholds, we neglect the beam loading effects of the refluxing electrons after they cross with the outermost oscillating electron, i.e. they do not contribute to the electric field and disturb the motions of oscillating electrons. We can make this assumption because near the injection threshold, the injected charge is small and the beam loading effects are not significant. With this assumption, the electric force of the refluxing electrons can be obtained using the quasistatic theory[1] and their trajectories can be computed after sheet crossing as shown in Fig. 1(b). As a reference, the trajectories obtained from a 1D PIC simulations with the same parameters are shown in Fig. 1(c), and one can see the dynamics of the injected electrons are much alike despite the approximations we have made. Refluxing electrons can be injected into plasma waves if they are above the separatrix of injection when they cross with the outermost oscillating electron[13]. The momentum of the outermost oscillating electron at sheet crossing moment is \( p_{os} = -p_m \cos[\omega_\gamma(t_{sc} - \delta_m/v_d - t_0)] \), the separatrix of injection can be written as \( p_{sp} = \sqrt{v_d D - \sqrt{D^2 - (1 - v_d^2)^2}/(1 - v_d^2)} \), where \( D = \sqrt{1 - v_d^2} + \sqrt{1 + p_m^2 + \sqrt{1 + p_0^2}} \). The moment of refluxing electron at sheet crossing time \( t_{rc} \) is \( p_{re} = p_m \cos[\omega_\gamma(t_{sc} - x_0/v_d - t_{rc} - t_0)] \), and the injection condition can be thus written as

\[
pr_e - p_{re} > 0.
\]

The sheet crossing time \( t_{sc} \) and momentum difference \( pr_e - p_{sp} \) against different initial position \( x_0 \) are plotted in Fig. 2(a). As one can see, there are several separated injection areas with \( pr_e - p_{sp} \) above zero, and according to the corresponding \( t_{sc} \) (with the time reference of Fig. 1), we can tell that electrons from these injection area are loaded into different acceleration buckets of the wakefields. Different from self-injection and downramp injection[13], REI can not load electrons into the first acceleration bucket. The second acceleration bucket has the longest injection length and highest injected charge. Theoretical injection length of the second bucket as a function of normalized laser amplitude \( a_0 \) is shown in Fig. 2(b) together with numerical results from 1D and 3D PIC simulations with different laser waist (gaussian transverse profiles). The injection threshold, or the minimum \( a_0 \) required for injection, is about 1.05 according to the theory and 1D PIC simulations. The 1D PIC injection length is smaller than the theory for \( a_0 \) larger than the injection threshold. This is caused by the beam loading effects of injected bunch, which we neglected in our theoretical model. Due to the beam loading, the amplitudes of wakefields will be reduced and injected charge will be limited. The injection thresholds of 3D PIC simulations are larger than that of the 1D theory and simulation and with the decrease of the laser waist, the threshold increases. Because of the transverse ponderomotive force of the gaussian pulse, electrons are pushed away from the laser axis and the electric fields experienced by electrons are actually smaller than the on-axis value, which increases the threshold for injection. According to the 3D simulations, the power threshold for REI is \( P/P_c \sim 1.4 \) (varies for different densities, \( P_c \approx 17.5\mu\text{W}e/n_0 \) [GW] is the critical power for self-focusing), which is much smaller than that of self-injection measured at similar plasma densities (\( P/P_c \sim 3 \))[14]. For typical plasma densities used in LWFA \((10^{18} \sim 10^{19} \text{ cm}^{-3})\), the injection threshold increases with the decrease of the plasma density, but the variations are small as shown in Fig. 2(c). For more realistic vacuum-plasma transitions, we can model the density profile with \( n_0(x) = H(x + l)H(-x)(x + l)/l + H(x) \), where \( l \) is the length of a linear density ramp. For small ramp lengths, the injection thresholds are similar to the ideal case we discussed above, as depicted in Fig. 2(d). When ramp length is longer than \( k_p^{-1} \), the injection threshold almost linearly increases with the ramp length (Fig. 2(d)). For the ideal case, the refluxing electrons are injected into quasistatic plasma waves (wakes), the phase velocity of the wakes is approximately the group velocity of the laser. But for the long ramp cases, the refluxing electrons are injected into plasma waves with decreasing wavelengths. The equivalent phase velocity of the wakes can be much larger than light velocity and the injection thresholds are larger than the ideal case. When the transition is not from vacuum to plasma but from a low density plasma to a higher density one, the injection threshold also increases with the density ratio of the transition, as shown in Fig. 2(e). The injection threshold of the third bucket also changes due to the change of the ramp length or density ratio. Typically, the injection threshold of the third bucket is smaller than that of the second if the ramp length or density ratio is larger than zero.
The beam qualities are determined by the electron distributions in six-dimensional phasespace \((x, y, z, p_x, p_y, p_z)\). The initial distributions of injected electrons in real space, or the collection volume must be well-confined to produce beams of high qualities. For REI, the electron distribution after injection and the collection volume are shown in Figs. 3(a) and (b), respectively. The longitudinal bunch length is one order of magnitude larger than the injection length because of the differences in refluxing time for different initial positions. The collection volume will increase (in larger radius and longer injection length) with the increase of the laser amplitude or waist. The injected charge and current will also increase (Table I). To control the collection volume, it is favorable to operate the injection near the threshold. The injected bunch is negative chirped but the slice energy spread is very low, as shown in Fig. 3(c) and Table I. The front of the bunch are inside the focusing part of the wakefields and can preserve the beam qualities in acceleration. Electrons in the rear are inside the defocusing part and they will eventually leave the acceleration region. The current profile is shown in Fig. 3(d), which is close to a flattop profile. Before sheet crossing, the transverse momentums of refluxing electrons are small \((\sim 0.1 \, m_e \, c)\).

And when electrons are injected into the wakes, they start the well-known betatron oscillations due to the transverse focusing forces of the wakes. Because the injection happens in a period of time \((\sim \frac{\gamma}{\omega_p})\), the betatron phases of the injected electrons will be similar (Fig. 3(e)), which results in pretty small transverse emittances \((0.1-1 \, \mu m)\) and high brilliances \((\sim 10^{16} \, A/m^2)\), as shown in Table I. The overall beam qualities of REI bunches are comparable to the beams driving free electron lasers.

REI is easier to be realized in lower density plasmas, because the required boundary ramp length can be much smaller than the period of betatron oscillations \((\sim \sqrt{\tau} \omega_p^{-1})\), which is determined by the injection time and the laser frequency. The injection happens in a period of time \((\sim \frac{\gamma}{\omega_p})\).
FIG. 3. 3D PIC simulation results of the REI electron bunch after propagating about 200 \( \mu m \) in plasma. The electrons are the same group of electrons in Table I with \( a_0 = 1.4, w = 10 \mu m \). (a) Positions of injected electrons. (b) Initial positions of injected electrons. The plasma boundary locates at \( x = 50 \mu m \). (c) Longitudinal phase space distribution of injected electrons. (d) Current profile of the injected bunch. (e) Transverse (along the laser polarization direction) phase space distribution of the injected electrons. The wavelength of driving laser is 800 nm and the plasma density is 0.004\( n_c \).

For clarity, the beam qualities of REI can be well-preserved in the following acceleration with the scheme using different plasma densities for injection and acceleration\[41\]. Manipulating the energy chirp of the injected bunch\[42, 43\], we can also control the energy spread of the beam. REI can also be applied in a staged laser plasma accelerator\[44\], considering the small threshold required for injection.

In summary, the dynamic process of a laser or particle beam propagating from vacuum into underdense plasma has been investigated theoretically. With a Lagrangian fluid model combined with the classic quasistatic wakefield theory, we found that background electrons can be injected into wakefields because sharp vacuum-plasma transitions can reduce the injection threshold. The injection condition, injection threshold as well as the injection length can be given theoretically by our model and are compared with results from computer simulations. Electron beams of high qualities can be produced near the injection thresholds and the proposed scheme is promising in reducing the injection threshold and improving the beam qualities of plasma based accelerators.
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