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\textbf{ABSTRACT}

We study optimal variance reduction solutions for count and ratio metrics in online controlled experiments. Our methods apply flexible machine learning tools to incorporate covariates that are independent from the treatment but have predictive power for the outcomes, and employ the cross-fitting technique to remove the bias in complex machine learning models. We establish CLT-type asymptotic inference based on our estimators under mild convergence conditions. Our procedures are optimal (efficient) for the corresponding targets as long as the machine learning estimators are consistent, without any requirement for their convergence rates. In complement to the general optimal procedure, we also derive a linear adjustment method for ratio metrics as a special case that is computationally efficient and can flexibly incorporate any pretreatment covariates. We evaluate the proposed variance reduction procedures with comprehensive simulation studies and provide practical suggestions regarding commonly adopted assumptions in computing ratio metrics. When tested on real online experiment data from LinkedIn, the proposed optimal procedure for ratio metrics can reduce up to 80\% of variance compared to the standard difference-in-mean estimator and also further reduce up to 30\% of variance compared to the CUPED approach by going beyond linearity and incorporating a large number of extra covariates.

\section{1. Introduction}

Online controlled experiments, also known as A/B tests, are extensively used in tech companies to assess the impacts of product changes on business metrics. Although online experiments can involve millions of users, their sensitivity is still a major challenge because the treatment effect is often small compared to the noise. Failing to detect even small differences in key metrics can have significant business implications (Kohavi, Tang, and Xu 2020) and it is crucial to develop powerful statistical tools to quickly capture nonzero effects with fewer samples and shorter experimentation turn-around time.

To improve the sensitivity of online controlled experiments, variance reduction techniques are commonly used which leverage relevant covariates to remove explainable variance in the outcomes. For count metrics, many variance reduction solutions have been developed in the literature based on classical linear adjustment (Yang and Tsiatis 2001; Freedman 2008; Lin 2013; Deng et al. 2013) and machine learning tools (Hosseini and Najmi 2019; Guo et al. 2021). However, the optimality of variance reduction procedures has not been thoroughly studied and using suboptimal procedures may lead to unnecessary costs. In addition to count metrics, online experiments also often involve ratio metrics (Deng, Lu, and Litz 2017) whose variance reduction is more complex but much less studied. As we will discuss in Section 2.1, ratio metrics are similar to the setting of cluster randomized experiments. Existing variance reduction solutions for ratio metric are mostly extensions to those of count metrics (Deng et al. 2013) and a rigorous statistical framework for (optimal) variance reduction remains absent.

In this article, we target at the natural but unanswered question: With access to a set of covariates that are independent of the treatment in the experiment, what is the optimal estimator for comparing the outcomes of treatment and control groups? We study the optimal variance reduction procedures for both count and ratio metrics that are ubiquitous in online controlled experiments in the industry. The optimality we focus on is semiparametric efficiency (Bickel et al. 1993). Given an estimand that arises from the comparison of experiment outcomes, our goal is to develop an estimator with the smallest asymptotic variance among all asymptotically unbiased estimators. We propose procedures that reduce the variance of treatment effect estimation by incorporating flexible ML regressors with rigorous statistical guarantee. Based on classical semiparametric statistics theory, we establish the optimality of our procedures under mild conditions. For ratio metrics, in addition to the optimal (and perhaps nonlinear) approaches, we also propose a computationally efficient linear adjustment method which, to the best of our knowledge, is not available in the literature.

The rest of the article is organized as follows. In Section 2, we introduce the definition of count and ratio metrics in online experiments and provide an overview of the related literature. We develop the variance reduction procedures, asymptotic inference and optimality properties for count metrics in Section 3, and for ratio metrics in Sections 4 and 5. Section 6 is devoted to simulation studies and Section 7 illustrates the
performance of our methods using real online experiments from LinkedIn. Finally, we give concluding remarks in Section 8.

2. Problem Setting and Related Work

The **randomization unit** and the **analysis unit** are two important concepts for online experiments. The most common online experiments are randomized by users, while sometimes the experiments can also use alternative randomization units. For example, in online experiments for enterprise products, the randomization unit typically needs to be a cluster of users (such as an enterprise account or contract) because users in the same contract must have access to the same product feature. In another scenario where it is infeasible to identify/track users in a web service, the randomization unit is often chosen to be a service request or a pageview. The analysis unit of an experiment, on the other hand, may not necessarily be the same as the experiment’s randomization unit. For example, in a cluster randomized experiment for enterprise products, we can choose the analysis unit at either the cluster level (e.g., revenue per cluster) or the individual user level (e.g., revenue per user). Depending on whether the randomization and the analysis units coincide, metrics in online experiments can be classified into different types, for which different analysis procedures are needed.

2.1. Count and Ratio Metrics

We adopt the potential outcomes framework and follow the standard Stable Unit Treatment Value Assumption (Imbens and Rubin 2015, SUTVA) so that there is no interference among the randomization units. We take a super-population perspective where the randomization units can be viewed as iid, but the analysis units may not.

**Count metrics.** The most common metrics are count metrics, whose analysis unit matches the randomization unit in the experiment. For example, in online experiments that are randomized by users, count metrics are those defined on the user level such as revenue per user, pageviews per user, number of clicks per user, etc. Because the analysis units are the same as the iid randomization units, the variance of count metrics can be estimated directly by the sample variance formula.

Formally, suppose there are \( n \) units in the experiment, for which we have access to iid observations \((X_i, Y_i, T_i)\) from an unknown distribution, where \( X_i \) is the pretreatment covariates, \( Y_i \) is the measured metric and \( T_i \) is the treatment indicator. Following the standard practice of online controlled experiments, we assume the treatment indicators \( T_i \sim \text{Bernoulli}(p) \) for \( p \in (0, 1) \) and are independent of all other information. The units in the treated group \((T_i = 1)\) receive the treatment, and the units in the control group \((T_i = 0)\) do not. The outcomes \( Y_i \) are then measured after the experiment. Under the potential outcome framework, each unit has two potential outcomes \( (Y_i(1), Y_i(0)) \), where \( Y_i(1) \) is the outcome that unit \( i \) exhibits under treatment, and \( Y_i(0) \) is that under control. For each unit, we only observe one potential outcome \( Y_i = Y_i(T_i) \) under SUTVA (Imbens and Rubin 2015). Typically, count metrics are aggregated by sample means such as \((\sum_{i=1}^{n} Y_i(1))/\sum_{i=1}^{n} T_i\) for the units in the treatment or control groups, and the difference between two groups shows the causal effect of the treatment. The corresponding estimand is

\[
\tau = E[Y_i(1)] - E[Y_i(0)].
\]

where the expectations are taken with respect to the distribution that the units are from.

**Ratio metrics.** When the analysis unit is at a lower level than the experiments’ randomization unit, the metric of interest is a ratio metric (because it can be expressed as a ratio of two count metrics), whose unique structure requires distinct techniques for inference.

In user-randomized experiments, the click-through rate (average number of clicks per pageview, computed as number of clicks /number of pageviews) is an example of ratio metric whose analysis unit is at the pageview level. Because the experiment is randomized by users and different pageviews of the same user are correlated, only the outcomes aggregated at the user level (randomization unit level) can be viewed as iid. For analysis purposes, the click-through rate can be equivalently viewed as a ratio of two user-level count metrics (number of clicks per user /number of pageviews per user). Consider another experiment for enterprise products which needs to be randomized by contracts to ensure that all users within each contract receive the same treatment assignment. Revenue per contract is a standard count metric in this experiment, but in practice we are often more interested in analyzing revenue per user, which is a ratio metric. Because only the contracts are iid and users under each contract are not independent, variance of the revenue per user cannot be directly calculated by the sample variance formula. Instead, by viewing revenue per user as a “ratio” of two contract-level count metrics (revenue per contract/number of users per contract), we can estimate its variance based on the delta method (Deng, Lu, and Litz 2017). More broadly, this setting is similar to the cluster randomized experiments in causal inference (Green and Vavreck 2008; Middleton and Aronow 2015) as each randomization unit can be viewed as a cluster of analysis units.

Formally, let \( i = 1, \ldots, n \) be iid randomization units in the experiment from some distribution \( P \). They are randomly allocated to treated or control groups, indicated by \( T_i \in \{0, 1\} \).

Here we assume \( T_i \sim \text{Bernoulli}(p) \) for some \( p \in (0, 1) \) and independent from all other information. Suppose two count metrics \( Y_i \) and \( Z_i \) are measured for each randomization unit \( i \) (e.g., \( Y_i \) is the total number of clicks of user \( i \) and \( Z_i \) is the total number of pageviews of user \( i \)). The ratio metrics (e.g., click through rate) for the treated and control groups are defined as

\[
\frac{\sum_{i \in \text{treated}} Y_i}{\sum_{i \in \text{treated}} Z_i} = \frac{1}{n_{\text{t}}^{\text{t}}} \sum_{i \in \text{treated}} Y_i / \sum_{i \in \text{treated}} Z_i, \quad \frac{\sum_{i \in \text{control}} Y_i}{\sum_{i \in \text{control}} Z_i} = \frac{1}{n_{\text{c}}^{\text{c}}} \sum_{i \in \text{control}} Y_i / \sum_{i \in \text{control}} Z_i,
\]

where \( Y_i \) and \( Z_i \) are aggregated across all randomization units in the treatment/control groups first before taking the ratio. Because randomization units are iid, the law of large numbers implies that the population-level comparison target (the limit of difference in ratio metrics) is the difference in ratios of expectations \( E[Y_i|T_i = 1]/E[Z_i|T_i = 1] - E[Y_i|T_i =
ratio metrics can actually be viewed as a weighted average of potential outcomes units are from. In the type (2) ratio metric, each unit has where the expectation is with respect to the distribution the Z_i belong to this type. (2) These second type assumes that the metric changed by the treatment. The above click-through rate example and Litz (2017) refer to (2) as the to standardize the changes in the numerator metric and offer practical recommendations. As we will show in our numerical experiments, the assumption (2) should be made with caution.

Ratiometrics can also be grouped into two types depending on their assumptions: (1) The first type allows both the metric Z_i in the denominator and the metric Y_i in the numerator to be changed by the treatment. The above click-through rate example belongs to this type. (2) The second type assumes that the metric Z_i in the denominator is a random variable associated with the experiment unit, but is not changed by the treatment. Deng, Lu, and Litz (2017) refers to (2) as the stable denominator assumption (SDA in the following). SDA is plausible when the ratio metric mainly uses Z in the denominator as a normalization factor to standardize the changes in the numerator metric Y. For example, when we are interested in a user-level metric “revenue per user” but the experiment needs to be randomized by clusters of users, we can choose Z_i as the number of active users in a cluster. This assumption always needs to be checked in practice using a separate test on Z_i. If the SDA is violated, the ratio metric itself is hard to interpret: we do not know whether an increase in the ratio is good (e.g., due to an increase in revenue) or bad (e.g., due to a decrease in the number of active users). For instance, a bad treatment which decreases the number of active users in the contracts can instead yield a higher revenue-per-user ratio as the remaining users most likely are the most active ones.

When the SDA is violated, the analysis should also emphasize on studying the count metric change in the numerator Y and in the denominator Z separately before drawing conclusions.

We now define the estimands for the two types of ratio metrics under the potential outcomes framework. For type (1) ratio metric, each unit has potential outcomes (Y_i(1), Y_i(0), Z_i(1), Z_i(0)), where we observe (Y_i, Z_i) = (Y_i(T_i), Z_i(T_i)). The estimand is

\[ \delta = \frac{E[Y_i(1)]}{E[Z_i(1)]} - \frac{E[Y_i(0)]}{E[Z_i(0)]}, \]

where the expectation is with respect to the distribution the units are from. In the type (2) ratio metric, each unit has potential outcomes (Y(1), Y(0)) so that Y_i = Y_i(T_i) while Z is a plain random variable, and the estimand is

\[ \delta' = \frac{E[Y_i(1)]}{E[Z_i]} - \frac{E[Y_i(0)]}{E[Z_i]} \]

In this work, we will consider both types of estimands for the ratio metrics and offer practical recommendations. As we will show in our numerical experiments, the assumption (2) should be made with caution.

2.2. Related Work

This work falls into the general randomized experiment setting in causal inference (Imbens and Rubin 2015), whereas we study the post-hoc variance reduction instead of the experimental design strategies. In addition, our method leverages machine learning models to learn the conditional relation between the potential outcomes and the covariates, which is similar to but with distinct goal from the investigation of treatment effect heterogeneity in causal inference (Imai and Ratkovic 2013; Athey and Imbens 2016; Chernozhukov et al. 2017; Wager and Athey 2018; Küntzel et al. 2019; Nie and Wager 2020): we fit the conditional mean functions of the potential outcomes to remove explainable variations in the outcomes, rather than to investigate the heterogeneity of the conditional treatment effect.

This work adds to the rich literature of variance reduction with covariate adjustment in randomized experiments. Analysis of covariance (ANCOVA) has a long history of application in physical experiments (Wu and Hamada 2009). The classic linear regression adjustment (Yang and Tsatis 2001; Freedman 2008; Lin 2013) is shown to work even when the linear model is misspecified. Deng et al. (2013) proposes to use pretreatment data as the regression covariates and the corresponding variance reduction method, called Controlled-experiment Using Pre-Experiment Data (CUPED), has been widely used in the industry. The blossom of ML research also inspires a line of recent work on using ML tools for variance reduction, including Hosseini and Najmi (2019), Cohen and Fogarty (2020), Guo et al. (2021) and the references therein, but few of them focus on the optimality of the variance reduction procedure. In particular, among the existing works for count metrics, both Guo et al. (2021) and Cohen and Fogarty (2020) uses predicted outcomes from ML estimators as covariates in a linear regression adjustment. Their intuitions are to create more relevant features with ML tools to improve upon CUPED, but not aimed at optimality. As would be discussed in details at the end of Section 3.3, careful considerations are needed for optimality and the method in Guo et al. (2021) can not be semiparametrically efficient in general. Hosseini and Najmi (2019) discusses ratio metrics and provides methods to obtain unbiased estimators with machine learning tools. However, to our knowledge, rigorous and explicit statistical inference guarantees and the optimality of the procedures are not provided.

Our approach for count metrics is asymptotically the same as the augmented inverse propensity weighting (AIPW) estimator (Robins, Rotnitzky, and Zhao 1994), whose well-established semiparametric efficiency (Hahn 1998) result forms the basis of our optimality guarantee. For count metrics, we develop valid inference procedures in randomized experiments (L_2 convergence in probability to any fixed function), which is much weaker than the pointwise convergence condition to true conditional mean functions as is often required in observational studies (Nichols 2007; Schuler and Rose 2017; Chernozhukov et al. 2018) or the investigation of heterogeneous treatment effects (Chernozhukov et al. 2017; Küntzel et al. 2019; Athey and Wager 2019; Nie and Wager 2020; Kennedy 2020), and also differs from the traditional approach of Donsker conditions and empirical process theory (Andrews 1994; Van Der Vaart et al. 1996; Van der Vaart 2000) to control errors in estimating
nuisance components (the conditional mean functions in our setting).

Our estimators for ratio metrics as well as its inference and optimality results are new to the literature. Intuitively, they all have a fit-and-debias flavor related to the AIPW estimator (Robins, Rotnitzky, and Zhao 1994). The optimality theories we develop for ratio metrics finds roots in the classical semiparametric efficiency theory (Bickel et al. 1993; Hahn 1998).

3. Variance Reduction for Count Metrics

We begin our discussion with intuitions on how machine learning can assist variance reduction for count metrics. To estimate the treatment effect $\tau = E[Y(1)] - E[Y(0)]$, an ideal “estimator” is $\hat{\theta}_{\text{ideal}} = \frac{1}{n} \sum_{i=1}^{n} (Y_i(1) - Y_i(0))$ which directly compares pairs of potential outcomes, although it is not rigorously an estimator since $Y_i(1)$ and $Y_i(0)$ are not simultaneously observable. This “estimator” is ideal for two reasons: (a) large sample size: both the treated and the control group leverage $n$ observations; (b) paired comparison: the variance of the individual treatment effect $Y_i(1) - Y_i(0)$ is typically smaller than the variances of $Y_i(1)$ and $Y_i(0)$ alone. A standard Difference-in-Mean (DiM) estimator compares the averages of the two groups: $\hat{\theta}_{\text{DiM}} = \frac{1}{n}\sum_{i \in \text{treated}} Y_i(1) - \frac{1}{n}\sum_{i \in \text{control}} Y_i(0)$, which has larger variance than $\hat{\theta}_{\text{ideal}}$ by Cauchy-Schwarz inequality. While $\hat{\theta}_{\text{ideal}}$ is not computable, a natural idea is to impute the unobserved potential outcomes based on covariates $X_i$. Let $\hat{\mu}_1(\cdot)$ and $\hat{\mu}_0(\cdot)$ be some machine learning predictors for $Y(1)$ and $Y(0)$ based on $X$, respectively. By naively plugging in the predictors, we obtain $\hat{\theta}_{\text{plug-in}} = \frac{1}{n} \sum_{i=1}^{n} \left( \hat{Y}_i(1) - \hat{Y}_i(0) \right)$, where

$$\hat{Y}_i(1) = \begin{cases} Y_i(1), & T_i = 1 \\ \hat{\mu}_1(X_i), & T_i = 0 \end{cases}, \quad \hat{Y}_i(0) = \begin{cases} Y_i(0), & T_i = 0 \\ \hat{\mu}_0(X_i), & T_i = 1 \end{cases}.$$ 

The simplicity of $\hat{\theta}_{\text{plug-in}}$ comes with two problems. First, without a well-posed parametric model, the convergence rate of $\hat{\mu}_1(\cdot)$ and $\hat{\mu}_0(\cdot)$ is often slower than $n^{-1/2}$, hence, $\hat{\theta}_{\text{plug-in}}$ can introduce “regressor bias” that is even larger than the variance. Second, another “double-dipping” bias occurs as the same dataset is used both for model-fitting and for prediction, hence, $\{\hat{\mu}_w(X_i)\}_{1 \leq i \leq n}$ are no longer independent copies, posing challenges for statistical analysis. We will develop debiasing techniques for these issues.

We also note that the above intuition is related to Guo and Basse (2021) and Cohen and Fogarty (2020) where machine learning predictions are used to impute the counterfactuals. However, our work takes a specific approach that aims at optimality. The conditions for valid inference also differ from them.

3.1. Estimation Procedure

Our proposed variance reduction procedure improves upon the naive $\hat{\theta}_{\text{plug-in}}$ in two aspects: it eliminates the “regressor bias” by adding a de-biasing term and employs the cross-fitting technique (Chernozhukov et al. 2018) to correct for the “double-dipping bias.”

The first step is to randomly split the original dataset $D = \{Y_i, T_i, X_i\}_{i=1}^{n}$ into $K$ (roughly) equal-sized folds $\{D^{(k)}\}_{1 \leq k \leq K}$ with sizes $n_k = |D^{(k)}|$, each fold containing $n_{kt} = \sum_{i \in D^{(k)}} T_i$ treated samples and $n_{kc} = n_k - n_{kt}$ control samples. Here the random splitting is conducted separately in the treated and control groups to achieve balanced numbers of treated samples across folds. In practice, $K = 2$ generally works well.

The second step is cross-fitting (Chernozhukov et al. 2018). Let $D^{(-k)} = D \setminus D^{(k)}$ denote all data after holding out the $k$th fold. For each $k \in [K]$, fit a function $\hat{\mu}_1^{(k)}(x)$ for $E[Y(1)|X = x]$ using $\{(X_i, Y_i) : T_i = 1, i \in D^{(-k)}\}$, and fit a function $\hat{\mu}_0^{(k)}(x)$ for $E[Y(0)|X = x]$ using $\{(X_i, Y_i) : T_i = 0, i \in D^{(-k)}\}$. Then apply the fitted functions to the held-out samples in $D^{(k)}$ to generate out-of-sample predictions $\hat{\mu}_0(X_i) = \hat{\mu}_0^{(k)}(X_i)$ and $\hat{\mu}_1(X_i) = \hat{\mu}_1^{(k)}(X_i)$ for $i \in D^{(k)}$. These out-of-sample predictions are independent conditional on $D^{(-k)}$, helping alleviate the “double-dipping bias.”

Finally, we estimate $\tau$ via

$$\begin{align*}
\hat{\theta}_{\text{Debias}} &= \frac{1}{K} \sum_{k=1}^{K} \hat{\gamma}^{(k)}_{\text{Debias}}, \\
\hat{\gamma}^{(k)}_{\text{Debias}} &= \frac{1}{n_k} \sum_{i \in D^{(k)}} (\hat{\mu}_1(X_i) - \hat{\mu}_0(X_i)) \\
&\quad + \frac{1}{n_k} \sum_{i \in D^{(-k)}} (Y_i - \hat{\mu}_1(X_i)) - \frac{1}{n_{kc}} \sum_{i \in D^{(-k)}} (Y_i - \hat{\mu}_0(X_i)).
\end{align*}$$

As will be shown later, this estimator is finite-sample unbiased and one could also obtain similar performance by the following estimator

$$\begin{align*}
\tilde{\hat{\theta}}_{\text{Debias}} &= \frac{1}{n} \sum_{i=1}^{n} (\hat{\mu}_1(X_i) - \hat{\mu}_0(X_i)) + \frac{1}{n_{t}} \sum_{i \in \text{treated}} (Y_i(1) - \hat{\mu}_1(X_i)) \\
&\quad - \frac{1}{n_{c}} \sum_{i \in \text{control}} (Y_i(0) - \hat{\mu}_0(X_i)).
\end{align*}$$

which might have an $O(1/n)$ bias from unequal fold sizes. Note that $\hat{\theta}_{\text{Debias}}$ adds a de-biasing term to the naive plug-in estimator

$$\tilde{\hat{\theta}}_{\text{Debias}} \approx \hat{\theta}_{\text{plug-in}} + \frac{n_c}{n \cdot n_t} \sum_{i \in \text{treated}} (Y_i(1) - \hat{\mu}_1(X_i))$$

In this equation, $\hat{\theta}_{\text{plug-in}}$ uses machine learning tools to impute the unobserved potential outcomes, and the remaining two terms serve as corrections to the “regressor bias” in fitting the mean functions. As will be seen in Sections 4 and 5, the debiasing technique is also useful when developing estimators for ratio metrics with careful considerations on the imputation of the predicted values. The proposed procedure is summarized in Algorithm 1.
Algorithm 1 Debiasing Variance Reduction

1: Input: Dataset $D = \{(Y_i, X_i, T_i)\}_{i=1}^n$, number of folds $K$.
2: Randomly split $D$ into $K$ folds $D(k), k = 1, \ldots, K$.
3: for $k = 1, \ldots, K$ do
4:   Use all $(X_i, Y_i)$ with $T_i = 1$ and $i \notin D(k)$ to obtain $\hat{\mu}_1^{(k)}(x)$ for $E[Y(1)|X = x]$.
5:   Use all $(X_i, Y_i)$ with $T_i = 0$ and $i \notin D(k)$ to obtain $\hat{\mu}_0^{(k)}(x)$ for $E[Y(0)|X = x]$.
6: for all $i \in D(k)$, compute $\hat{\mu}_1(X_i) = \hat{\mu}_1^{(k)}(X_i)$ and $\hat{\mu}_0(X_i) = \hat{\mu}_0^{(k)}(X_i)$.
7: end for
8: Compute estimator $\hat{\theta}_{\text{Debias}}$ or $\bar{\theta}_{\text{Debias}}$ on $D$ according to (3.1) or (3.2).

Ignoring the nuisance in estimation and assuming $\hat{\mu}_w(x) = \mu_w(x) := E[Y(w)|X = x]$ for $w \in \{0, 1\}$, one can show that the asymptotic variance of $\bar{\theta}_{\text{Debias}}$ and $\hat{\theta}_{\text{Debias}}$ satisfies

$$\text{var}(\bar{\theta}_{\text{Debias}}) \approx \frac{1}{n} \text{var}(\mu_1(X) - \mu_0(X))$$

\begin{align*}
&+ \frac{1}{n_t} \text{var}(Y(1) - \mu_1(X)) + \frac{1}{n_c} \text{var}(Y(0) - \mu_0(X)) \\
&= \text{(i) predictable part} + \text{(ii) irreducible variance}
\end{align*}

In the above decomposition, the (i) predictable part echoes our intuitions of imputing $Y_i(1) - Y_i(0)$ with predicted values, thereby inheriting the advantages of $\hat{\theta}_{\text{deal}}$ of increased sample size and decreased single-term variance when the treatment effects are typically small. In the meantime, (ii) is the variance of the projection of $Y_i(1) - Y_i(0)$ on the $x$-space, which is the best effort to predict $Y_i(1) - Y_i(0)$ with $X_i$. The (ii) is the variance that cannot be eliminated by the information of $X$ embodied in the $n_t$ treated samples and $n_c$ control samples. In other words, one might view $\bar{\theta}_{\text{Debias}}$ as the best efforts toward exploiting the information in $X$. As the variance in (i) is deflated by a larger factor $n_t$ predictors with smaller variance in (ii), that is, more accurate ML predictors $\mu_w(x)$, are desirable.

Remark 3.1. For the case of count metrics, our estimator is asymptotically equivalent to the AIPW estimator (Robins, Rotnitzky, and Zhao 1994), whose semiparametric efficiency (Hahn 1998) directly implies the optimality of our estimator. As will be shown in Sections 3.2 and 3.3, the differences here include (a) we establish valid inference as long as the ML estimator converges to deterministic functions without consistency, and (b) we establish the optimality under a weaker condition of $L_2$ convergence in probability. Our debiasing term is also related to the "prediction unbiasedness" condition in Guo and Basse (2021).

When we restrict $\hat{\mu}_w$ in Algorithm 1 to be a linear function of $x$, our estimator is connected to the well-known CUPED estimator (Deng et al. 2013)

$$\hat{\theta}_{\text{CUPED}} = \frac{1}{n_t} \sum_{i \text{ treated}} (Y_i(1) - \hat{\theta}(X_i) - \bar{X})$$

for some absolute constant $c_0 > 0$. Then $E[\hat{\theta}_{\text{Debias}}|T = \tau] \leq c/ \min(n_t, n_c)$ for some absolute constant $c > 0$.

We now study the asymptotic inference for our estimators. We assume the convergence of $\hat{\mu}_0, \hat{\mu}_0$ to fixed functions (this is mild because we do not require it to converge to the true conditional mean functions) and the treatment assignment mechanism.

Assumption 3.3 (Convergence). There exists two fixed functions $\mu_0^*(\cdot)$ and $\mu_0^*(\cdot)$, so that $\|\hat{\mu}_1^{(k)} - \mu_1^*\|_2 \to 0$ and $\|\hat{\mu}_0^{(k)} - \mu_0^*\|_2 \to 0$ for all $k \in [K]$.

Assumption 3.4 (Treatment assignment mechanism). Assume $n_t/n \xrightarrow{p} p$ for some fixed $p \in (0, 1)$, so that $n_k/n_k \xrightarrow{p} p$ for all $k \in [K]$. Then $\sqrt{n}(\bar{\theta}_{\text{Debias}} - \tau) \xrightarrow{d} N(0, \sigma_{\text{Debias}}^2)$.
and \( \sqrt{n}(\hat{\theta}_{\text{Debias}} - \tau) \sim N(0, \sigma_{\text{Debias}}^2) \), where \( \sigma_{\text{Debias}}^2 = \frac{1}{\rho} \text{var}(Y_i(1) - (1 - \rho)\mu^*_1(X_i) - \rho \mu^*_2(X_i)) + \frac{1}{1 - \rho^2} \text{var}(Y_i(0) - (1 - \rho)\mu^*_1(X_i) - \rho \mu^*_2(X_i)) \). Furthermore, define the variance estimator \( \hat{\sigma}_{\text{Debias}}^2 = \frac{1}{n^2} \sum_{i=1}^n (T_i(\hat{A}_i - \bar{A})^2 + \frac{1}{n^2} \sum_{i=1}^n (1 - T_i)(B_i - \bar{B})^2) \), where \( \bar{A} = \frac{1}{n} \sum_{i=1}^n T_i A_i, \bar{B} = \frac{1}{n} \sum_{i=1}^n (1 - T_i) B_i \), and \( A_i = Y_i(1) - \frac{n}{n-1} \hat{\mu}_1(X_i) - \frac{n}{n-1} \hat{\mu}_2(X_i), B_i = Y_i(0) - \frac{n}{n-1} \hat{\mu}_1(X_i) - \frac{n}{n-1} \hat{\mu}_2(X_i) \).

Then \( \hat{\sigma}_{\text{Debias}}^2 \) and \( \hat{\theta}_{\text{Debias}} \) are both asymptotically valid (1 - \( \alpha \)) confidence intervals for \( \tau = E[Y(1)] - E[Y(0)] \).

### 3.3. Optimality: Semiparametric Efficiency

Returning to our motivating question, we establish the optimality of our procedure, building upon semiparametric statistics theory (Bickel et al. 1993; Robins, Rotnitzky, and Zhao 1994; Hahn 1998). We are to show that the asymptotic variance \( \sigma_{\text{Debias}}^2 \) is no larger than any “regular” estimators (roughly speaking, those asymptotically linear ones with the form \( \frac{1}{n} \sum_{i=1}^n \phi(Y_i, X_i, T_i) + o_p(1/n) \) for some function \( \phi \), including the ones obtained from linear regression as in Deng et al. 2013; Guo et al. 2021; Cohen and Fugarty 2020). Due to the limit of article length, we omit the formal backgrounds on semiparametric efficiency in the main text and defer the discussions to Section 4 of the supplementary materials, which includes notions of regular nonparametric space and efficient influence functions.

We impose the following condition on the consistency of the estimators \( \hat{\mu}_1(\cdot), \hat{\mu}_0(\cdot) \).

**Assumption 3.6 (Consistency).** Let \( \mu_0(x) = E[Y(1)|X = x] \) and \( \mu_1(x) = E[Y(0)|X = x] \) be the two true mean functions. Suppose \( \|\hat{\mu}_w - \mu_w\|_2 \xrightarrow{p} 0 \) for \( w \in \{0, 1\} \) and all \( k \in [K] \).

Assumption 3.6 is a mild condition without any requirement of the convergence rates. This is in contrast to the conditions on convergence rates (though doubly-robust properties help relax them to lower orders) for observational studies (Nichols 2007; Schuler and Rose 2017; Chernozhukov et al. 2018) where the propensity score function \( \epsilon(x) = P(T = 1|X = x) \) also needs to be estimated. Also, we do not need the convergence to be pointwise.

**Theorem 3.7 (Semiparametric efficiency).** Suppose Assumptions 3.4 and 3.6 hold. Then the asymptotic variance of \( \hat{\theta}_{\text{Debias}} \) and \( \theta_{\text{Debias}} \) in Theorem 3.5 is the semiparametric variance bound for \( \tau = E[Y(1)] - E[Y(0)] \).

Theorem 3.7, together with Theorem 3.5, indicates that the covariates \( X_i \) should be chosen to be powerful predictors for the outcomes, such that \( \text{Var}(Y(w) - \mu_w(X)) \) is relatively small for \( w \in \{0, 1\} \). Since our estimator is finite-sample unbiased conditional on \( T_i \), if we view \( T \) as fixed, it has the smallest variance among all asymptotically unbiased regular estimators. This result might be of interest for two-sample mean test and completely randomized experiments as well; in the latter case, units in the treated and control groups still have iid potential outcomes if we assume the units are iid before treatment assignment.

We take a moment here to compare Theorem 3.7 to other machine-learning empowered methods in the literature (Hosseini and Najmi 2019; Cohen and Fugarty 2020; Guo et al. 2021). As indicated by (3.1) and (3.2), our estimator is essentially a linear combination of \( Y_i, \hat{\mu}_1(X_i) \) and \( \hat{\mu}_0(X_i) \) that achieves smallest variance. Thus, it can be obtained from a linear regression when Assumption 3.6 holds. Referring to (3.1) and (3.2), for optimality, one needs to include both \( \hat{\mu}_1(X_i) \) and \( \hat{\mu}_0(X_i) \) in the regression terms and run the regression separately on treated and control groups. Therefore, although machine learning helps to exploit nonlinearity, the regression in Guo et al. (2021) with one single predictor for \( Y_i \) (not separately for \( Y_i(1) \) and \( Y_i(0) \)) would not achieve optimality in general, unless \( \mu_1(x) \) and \( \mu_0(x) \) are completely colinear. This issue is the same for Hosseini and Najmi (2019) where only one predictor is used. The method in Cohen and Fugarty (2020) may be optimal, which, however, requires a slightly stronger condition of \( L_4 \)-distance convergence.

### 4. Variance Reduction for Ratio Metrics: Without SDA

We now study variance reduction procedures for ratio metrics introduced in Section 2.1 whose denominator \( Z_i = Z_i(T_i) \) can be changed by the treatment (without SDA). The results are new to the literature while sharing similar ideas to our results for count metrics.

#### 4.1. Estimation Procedure

The first step is the \( K \)-fold sample splitting for \( D = \{(Y_i, Z_i, T_i, X_i)\}_{i=1}^n \) as introduced in Section 3.1. The second step, cross-fitting, needs careful consideration: for each \( k \in [K] \), we use the data \( \{(X_i, Z_i, Y_i): T_i = 1, i \in D^{(-k)}\} \) to obtain estimators \( \hat{\mu}_1^{Y,(k)}(x) \) for \( E[Y(1)|X = x] \) and \( \hat{\mu}_2^{Z,(k)}(x) \) for \( E[Z(1)|X = x] \). Likewise, we use \( \{(X_i, Z_i, Y_i): T_i = 0, i \in D^{(-k)}\} \) to obtain \( \hat{\mu}_1^{Z,(k)}(x) \) and \( \hat{\mu}_2^{Y,(k)}(x) \). Then, we calculate predictions \( \hat{\mu}_w^{X}(X_i) = \hat{\mu}_1^{Y,(k)}(X_i) / \hat{\mu}_2^{Z,(k)}(X_i) \) and \( \hat{\mu}_w^{Z}(X_i) = \hat{\mu}_2^{Y,(k)}(X_i) / \hat{\mu}_1^{Z,(k)}(X_i) \) for all \( i \in D^{(k)}, w \in \{0, 1\} \). Finally, we estimate \( \delta \) in (2.1) by

\[
\hat{\delta} = \frac{\sum_{i=1}^n A_i}{\sum_{i=1}^n B_i} - \frac{\sum_{i=1}^n C_i}{\sum_{i=1}^n D_i}
\]

where \( A_i = \delta \hat{\mu}_1^{Y}(X_i) + T_i(Y_i - \hat{\mu}_1^{Y}(X_i)) / \bar{p}, B_i = \hat{\mu}_1^{Y}(X_i) + T_i(Z_i - \hat{\mu}_2^{Y}(X_i)) / \bar{p}, C_i = \hat{\mu}_2^{Y}(X_i) + (1 - T_i)(Y_i - \hat{\mu}_1^{Y}(X_i)) / (1 - \bar{p}), \) and \( D_i = \hat{\mu}_2^{Y}(X_i) + (1 - T_i)(Z_i - \hat{\mu}_2^{Y}(X_i)) / (1 - \bar{p}) \), for \( \bar{p} = n_1 / n \). The procedure is summarized in Algorithm 2. Compared to \( \hat{\delta}_{\text{DM}} := \sum_{i=1}^n Y_i / \sum_{i=1}^n Z_i - \sum_{i=1}^n Y_i / \sum_{i=1}^n Z_i \), our estimator substitutes the sample means of the treated and control groups with the average fit-and-debias predictions, which is similar to our estimator for count metrics.

#### 4.2. Asymptotic Inference

The analysis of ratio metrics is naturally asymptotic (Deng, Lu, and Litz 2017), and thus we focus more on the asymptotic properties of the proposed estimator.

We impose the following conditions on the treatment assignment mechanism and convergence of cross-fitted functions. In
Algorithm 2 Debiased Variance Reduction for Ratio Metric without SDA

1: Input: Dataset \( D = \{(Y_i, X_i, Z_i, T_i)\}_{i=1}^p \), number of folds \( K \).
2: Randomly split \( D \) into \( K \) folds \( D^{(k)} \), \( k = 1, \ldots, K \).
3: for \( k = 1, \ldots, K \) do
4:   Use all \((X_i, Z_i, Y_i)\) with \( T_i = 1 \) and \( i \notin D^{(k)} \) to obtain \( \hat{\mu}_1(Y_i(X_i)), \hat{\mu}_0(Z_i(X_i)) \);
5:   Use all \((X_i, Z_i, Y_i)\) with \( T_i = 0 \) and \( i \notin D^{(k)} \) to obtain \( \hat{\mu}_0(Y_i(X_i)) \) and \( \hat{\mu}_0(Z_i(X_i)) \);
6: Compute \( \hat{\mu}_w(Y_i) = \hat{\mu}_w(Y_i(X_i)) \) and \( \hat{\mu}_w(Z_i) = \hat{\mu}_w(Z_i(X_i)) \) for all \( i \in D^{(k)} \) and \( w \in \{0, 1\} \).
7: end for
8: Compute estimator \( \hat{\delta} \) on \( D \) according to (4.1).

Theorem 4.5. Suppose Assumptions 4.1 and 4.4 hold. Then it holds that \( \sqrt{n}(\hat{\delta} - \delta) \to^d N(0, \sigma^2_{\hat{\delta} \delta}) \), where \( \sigma^2_{\hat{\delta} \delta} = \text{Var}(\hat{\delta}(Y_i, Z_i, X_i, T_i)) \). Moreover, define the variance estimator \( \hat{\sigma}^2_{\hat{\delta} \delta} = \frac{1}{n} \sum_{i=1}^n (d_{i,1} - \hat{d}^2) + \frac{1}{n} \sum_{i=0} (d_{0,i} - \hat{d}^2) \), where

\[
d_{i,1} = -\frac{n \hat{\gamma}_w(X_i) - \hat{\gamma}_1(1)}{n \hat{Z}(1)} + \frac{n \hat{\gamma}_w(X_i) - \hat{\gamma}_1(1)}{n \hat{Z}(1)^2} \hat{\gamma}_1^2(X_i) \nonumber
\]

\[
d_{0,i} = \frac{n \hat{\gamma}_w(X_i) - \hat{\gamma}_1(1)}{n \hat{Z}(1)} + \frac{n \hat{\gamma}_w(X_i) - \hat{\gamma}_1(1)}{n \hat{Z}(1)^2} \hat{\gamma}_1^2(X_i) \nonumber
\]

Then \( \hat{\delta} \pm \hat{\sigma} \delta \cdot z_{1-\alpha/2} / \sqrt{n} \) is an asymptotically valid \((1 - \alpha)\) confidence interval for \( \delta \).

4.3. Optimality

Our estimator is optimal (semiparametric efficient) when the estimated functions are consistent. We begin with mild convergence assumptions.

Assumption 4.4. \( \| \mu_{w,Y} - \mu_{w,Z} \|_2 \to^P 0 \) and \( \| \hat{\mu}_0(Z) - \mu_{w,Z} \|_2 \to^P 0 \) for all \( k \in [K] \) and \( w \in \{0, 1\} \), where \( \mu_{w,Y}(x) = E[Y(w)|X = x] \) and \( \mu_{w,Z}(x) = E[Z(w)|X = x] \).

We are to show that the efficient influence function for the estimation of \( \delta \) is given by

\[
\phi_{\delta}^T(Y_i, Z_i, X_i, T_i) = \frac{A^T_i}{E[Z(1)\{Y_i(1)\}]} - \frac{E[Y_i(1)]}{E[Z(1)^2]} B_i^T
\]

where \( A_i^T = \mu_{1,Y}(X_i) + \frac{Z_i}{n} \{Y_i - E[Y_i(1)] - \mu_{1,Y}(X_i)\}, B_i^T = \mu_{1,Z}(X_i) + \frac{Z_i}{n} \{Z_i - E[Z_i(Y_i)] - \mu_{1,Z}(X_i)\}, C_i^T = \mu_{0,Z}(X_i) + \frac{Z_i}{n} \{Z_i - E[Z_i(Y_i)] - \mu_{0,Z}(X_i)\}, \) and \( D_i^T = \mu_{w,z}(X_i) + \frac{Z_i}{n} \{Z_i - E[Z_i(Y_i)] - \mu_{w,z}(X_i)\} \).

Theorem 4.5. Suppose Assumptions 4.1 and 4.4 hold. Then it holds that \( \sqrt{n}(\hat{\delta} - \delta) \to^d N(0, \sigma^2_{\hat{\delta} \delta}) \), where \( \sigma^2_{\hat{\delta} \delta} = \text{Var}(\hat{\delta}(Y_i, Z_i, X_i, T_i)) \) (see, (4.2)) is the semiparametric asymptotic variance bound for \( \delta \).

4.4. Special Case: Optimal Linear Adjustment for Ratio Metrics

As a special case of Algorithm 2, we derive an optimal linear adjustment method for ratio metrics, which is computationally efficient and has several advantages over the existing approaches in the literature.

We suppose \( X_i \in \mathbb{R}^p \) for some fixed \( p \) (with intercept). In Algorithm 2, let \( \hat{\beta}_{w,(k)}(x) = \hat{\beta}_{w,(k)}^T x \) for all \( w \in \{0, 1\} \) and \( k = 1, \ldots, K \), where \( \hat{\beta}_{w,(k)}(x) \) is the OLS coefficient of \( \{Y_i: T_i = w, i \in \} \).
In this section, we consider the second type of ratio metrics \( D^{(k)} \) on \( \{X_i: \ T_i = w, i \in D^{(k)} \} \). The fitted function \( \mu_w(x) \) can be similarly obtained. As we have discussed at the end of Section 3.1, in this fixed-\( p \) setting, because of the low complexity of linear function classes, the cross-fitting step may not be needed and we can further simplify the approach by letting \( \hat{\mu}_w(x) = \hat{\beta}(x)X \) in Algorithm 2, where \( \hat{\beta}(x) \) is the empirical OLS coefficient of \( \{Y_i: \ T_i = w\} \) on \( \{X_i: \ T_i = w\} \) for \( w \in \{0, 1\} \), that is, running linear regressions separately on treated and control groups without sample splitting. The imputations \( \hat{\mu}_w(x) \) can be similarly obtained. One can show that the two estimators with or without sample splitting are asymptotically equivalent due to the convergence property of linear regression coefficients. Both estimators admit the asymptotic linear expansion (up to additive constants)

\[
\frac{1}{n} \sum_{i=1}^{n} \left( \alpha_{1,x}X_i - \alpha_{0,x}X_i + \frac{1 - T_i}{p} (\Gamma_i - \alpha_{1,x}X_i) - \frac{1 - p}{p} \left( \Gamma_i - \alpha_{0,x}X_i \right) \right) + o_p(1/\sqrt{n})
\]

where \( \Gamma_i = T_i Y_i / E[Z(1)] - T_i Z_i E[Y(1)] / E[Z(1)]^2 - (1 - T_i) Y_i / E[Z(0)] + (1 - T_i) Z_i E[Y(0)] / E[Z(0)]^2 \) and \( \alpha_{1,x}, \alpha_{0,x} \) are the population OLS coefficients of \( \Gamma_i \) on \( X_i \) in treated and control groups. Because of the “agnostic” property of linear adjustment (Lin 2013), the variance of our estimator is always no larger than that of the diff-in-mean estimator. Moreover, our estimator achieves semiparametric efficiency if the actual conditional means are linear. Our approach also improves the ratio-metric extension of CUPED (Deng et al. 2013):

\[
\frac{\sum_{T_i=1} Y_i}{\sum_{T_i=1} Z_i} - \frac{\sum_{T_i=0} Y_i}{\sum_{T_i=0} Z_i} - \theta \left( \frac{\sum_{T_i=1} \tilde{Y}_i}{\sum_{T_i=1} \tilde{Z}_i} - \frac{\sum_{T_i=0} \tilde{Y}_i}{\sum_{T_i=0} \tilde{Z}_i} \right)
\]

for some \( \theta \in \mathbb{R} \), where \( \tilde{Y}_i \) and \( \tilde{Z}_i \) are pretreatment versions of \( Y_i \) and \( Z_i \).

(i) First, the estimator (4.3) only uses pretreatment metrics as covariates, while our method incorporates arbitrary covariates, hence, more flexible and powerful.

(ii) Second, our method always reduces variance compared to the diff-in-mean estimator because it runs separate regressions in the treated and control groups. A single \( \hat{\theta} \) in (4.3) is not guaranteed to reduce variance in some adversarial settings (Lin 2013).

(iii) Third, the linear expansion of the estimator in (4.3) (assuming \( \tilde{\theta} \sim \mathcal{N} \)) is

\[
\left( \frac{\sum_{T_i=1} Y_i}{\sum_{T_i=1} Z_i} - \frac{\sum_{T_i=0} Y_i}{\sum_{T_i=0} Z_i} - \theta \left( \frac{\sum_{T_i=1} \tilde{Y}_i}{\sum_{T_i=1} \tilde{Z}_i} - \frac{\sum_{T_i=0} \tilde{Y}_i}{\sum_{T_i=0} \tilde{Z}_i} \right) \right)
\]

be stable (SDA). Due to the page limit, we only describe the setting, we specify \( \sigma \)

\[
\frac{1}{n} \sum_{i=1}^{n} \left( \alpha_{1,x}X_i - \alpha_{0,x}X_i + \frac{1 - T_i}{p} (\Gamma_i - \alpha_{1,x}X_i) - \frac{1 - p}{p} \left( \Gamma_i - \alpha_{0,x}X_i \right) \right) + o_p(1/\sqrt{n})
\]

in Algorithm 3 with Stable \( Z \)

Algorithm 3 Debiased Variance Reduction for Ratio Metric with Stable \( Z \)

1. Input: Dataset \( D = \{(Y_i, X_i, Z_i, T_i)\}_{i=1}^n \), number of folds \( K \).
2. Randomly split \( D \) into \( K \) folds \( D^{(k)} \), \( k = 1, \ldots, K \).
3. for \( k = 1, \ldots, K \) do
   4. Use \( \{(X_i, Z_i, Y_i): T_i = 1, i \notin D^{(k)}\} \) to obtain \( \hat{\mu}_1(X_i, Z_i) \) for \( E[Y(0)|X = x, Z = z] \).
   5. Use \( \{(X_i, Z_i, Y_i): T_i = 0, i \notin D^{(k)}\} \) to obtain \( \hat{\mu}_0(X_i, Z_i) \) for \( E[Y(0)|X = x, Z = z] \).
   6. Compute \( \hat{\mu}_1(X_i, Z_i) - \hat{\mu}_0(X_i, Z_i) = \hat{\mu}_0(X_i, Z_i) \) for all \( i \in D \).
7. end for
8. Compute \( \hat{\theta} = n_i / n \) and \( \hat{\Gamma}_i = \hat{\mu}_1(X_i, Z_i) - \hat{\mu}_0(X_i, Z_i) + \frac{1}{\hat{\theta}} (Y_i - \hat{\mu}_1(X_i, Z_i)) - \frac{1 + \hat{\theta}}{\hat{\theta}} (Y_i - \hat{\mu}_0(X_i, Z_i)) \) for all \( i \in D \).
9. Compute estimator \( \hat{\delta} = \sum_{i=1}^n \hat{\Gamma}_i / \sum_{i=1}^n Z_i \).

6. Simulation Studies

We conduct simulations to demonstrate the performance of all proposed optimal variance reduction procedures, based on which we offer practical suggestions.

6.1. CountMetrics

In this section, we use simulations to validate whether Algorithm 1 can outperform state-of-the-art methods when \( Y \) and \( X \) have a nonlinear relationship, while achieving comparable performance when the relationship is indeed linear (in which case linear adjustment is optimal).

We design one nonlinear and one linear data-generating processes where \( X \in \mathbb{R}^d \) for \( d \in \{10, 100\} \). The sample size is fixed at \( n = 10000 \) and we generate \( X_i \sim \mathcal{N}(0, I_d) \) for \( d \in \{10, 100\} \) except for a categorical variable \( X_6 \sim \text{Unif}(1, 2, \ldots, 10) \) to represent both continuous and categorical covariates. Let treatments \( T_i \sim \text{Bernoulli}(0.5) \) and the outcomes are generated by \( Y_i = b(x_i) + T_i \cdot \tau(X_i) + e_i \), where \( e_i \sim \mathcal{N}(0,1) \) is the random noise. In the nonlinear setting inspired by Guo et al. (2021); Friedman (1991), we define the conditional treatment effect \( \tau(x) = 10x_1 + 5\log(1 + \exp(x_2)) + 1 \{x_6 \in [1.5, 9]\} \) and baseline \( b(x) = 10 \sin(\pi \cdot x_1 x_2) + 20(x_3 - 0.5)^2 + 10x_4 + 5 \{x_6 \in [1.5, 9]\} \). In the linear setting, we specify \( b(x) = \beta^T x \) and \( \tau(x) = 1 + \delta^T x \), \( \beta = (5.31, 1.26, 3.12, -0.85, 0, \ldots, 0)^T \), \( \delta = (1.26, -3.14, 0, \ldots, 0)^T \in \mathbb{R}^d \). The ground truth is \( \tau = 4.34 \) for the nonlinear setting and \( \tau = 0.303 \) for the linear setting. In \( N = 1000 \) independent runs, we evaluate the estimated standard deviation and the empirical coverage of the
0.95-confidence interval. Valid empirical coverage would certify the validity of the inference procedure, under which smaller estimated standard deviation indicates shorter confidence intervals and higher efficiency.

We compare our method to the diff-in-mean (DiM) estimator and the popular CUPED estimator. To demonstrate the performance with different types of machine learning algorithms, we use the random forest regressor (RF), gradient boosting (GB) and neural networks (NN, two layers) from scikit-learn python library, all without manual model tuning. The CUPED method we implement is equivalent to Lin (2013) which uses multivariate covariates and runs separate regressions in the treated and control groups. It has better performance than the vanilla version of Deng et al. (2013), and is optimal in the linear setting. Results averaged over 1000 replicates are summarized in Table 1.

From Table 1, the results for linear setting show that our proposed Algorithm 1 is valid and achieves comparable efficiency as the optimal linear method. The results for nonlinear setting show that Algorithm 1 has much higher efficiency than the state-of-the-art linear method, as machine learning regressors are capable to capture nonlinear dependencies. The variance reduction of NN is less than that of RF and GB, which is probably because NN has lower prediction accuracy due to the lack of model tuning.

6.2. Ratio Metrics

Variance reduction for ratio metrics is rarely studied in the literature and existing benchmarks are scarce. In this section, we conduct simulations to evaluate the performance of our methods and some alternative solutions.

We design two data generating processes, one satisfying the SDA introduced in Section 2.1 and one does not. In both settings, the marginal distributions of $X_i$ and $Z_i$ are the same, and $Y_i = b(X_i, Z_i) + T_i \cdot \tau(X_i, Z_i) + e_i$ for $e_i \overset{iid}{\sim} N(0, 1)$, where we define $b(x, z) = (1.5 + \sin(\pi x_1 x_2)) \cdot z + 0.5x_2^2$ and $\tau(x, z) = 0.5z \cdot (x_1 + \log(1 + e^{0.5})) + 0.2I[x_6 \in [1, 5, 9]]$. The only difference is whether $Z_i$ is influenced by the treatment. In both settings, we generate $X_i \overset{iid}{\sim} N(0, I_d)$ for $d \in \{10, 100\}$ except for a categorical variable $X_6 \overset{iid}{\sim} \text{Unif}[1, 2, \ldots, 10]$. To illustrate the impact of imposing the SDA on $Z$, we test Algorithms 2 and 3 in both settings.

Setting 1 satisfies the SDA, and $\delta = \delta' = \mathbb{E}[Y(1) - Y(0)]/\mathbb{E}[Z]$. We generate $Z_i = \log(1 + \exp(1 + X_{1i})) + D_i(0.2X_{1i}^2 + 0.1I[x_6 \in [1, 5, 9]])$ for $D_i \overset{iid}{\sim} \text{Bernoulli}(0.5)$ to ensure $Z_i > 0$. We compare our Algorithms 2 and 3 to the difference-in-mean estimator $\hat{\delta}_{\text{DiM}} = \frac{\frac{1}{n} \sum_{T_i=1} Y_i - \frac{1}{n} \sum_{T_i=0} Y_i}{\frac{1}{n} \sum_{i=1}^n Z_i}$ as well as $\hat{\theta}_{\text{CUPED}} = \theta_{\text{CUPED}}/\left(\frac{1}{n} \sum_{i=1}^n Z_i\right)$, where $\theta_{\text{CUPED}}$ is the linear adjustment estimator for count metrics (multivariate and separate regression version). Both of them pool all $Z_i$ to estimate the denominator and apply methods for count metrics to estimate the numerator, hence, comparable to Algorithm 3. The true estimands are $\delta = 0.641$.

Setting 2 does not satisfy the SDA, and the two estimands $\delta$ and $\delta'$ are distinct. The only difference to setting 1 is that we generate $Z_i = \log(1 + \exp(X_{1i}))) + T_i(0.2X_{1i}^2 + 0.1I[x_6 \in [1, 5, 9]])$, where we replace $D_i$ with $T_i$ so that $Z_i$ is a realized potential outcome. As the two algorithms are not directly comparable, our evaluation focuses on Algorithm 2, while we still evaluate Algorithm 3 to show the consequences of erroneously assuming SDA. We compare these two nonlinear algorithms to the difference-in-mean estimator $\hat{\delta}_{\text{DiM}} = \sum_{T_i=1} Y_i/\sum_{T_i=1} Z_i - \sum_{T_i=0} Y_i/\sum_{T_i=0} Z_i$ as well as our linear adjustment method proposed in Section 4.4. (Note that we do not include the ratio metric extension of the CUPED method outlined in the appendix of Deng et al. (2013) because it cannot incorporate covariates other than pretreatment metrics.) The true estimands are $\delta = 0.463$ and $\delta' = 0.740$.

In both settings, our procedures are implemented with random forest, gradient boosting, and neural network from scikit-learn python library. We evaluate the estimated variance and the empirical coverage of the 0.95-confidence intervals over $N = 1000$ independent runs with sample size $n = 10,000$, and we also assess the proportion of reduced variance compared to the diff-in-mean estimator, as well as the coverage of confidence intervals for estimands (i.e., $\delta$ for $\hat{\delta}$, while $\delta'$ for $\hat{\delta}'$). Due to the page limit, Table 2 summarizes the results with random forest, with the rests are deferred to the supplementary material.

In setting 1 with SDA, the first two lines in Table 2 confirms the optimality of Algorithm 3: its coverage is above the nominal level 0.95, and it achieves the best variance reduction performance. As $\delta = \delta'$, Algorithm 2 is also valid for $\delta$ with comparable variance reduction to Algorithm 3; this is due to the nature of the simulation design, not necessarily true in general. For linear methods, CUPED (linear regression without cross-fitting) for the SDA, $d = 100$ setting (line 2) does not provide valid coverage, showing problems with linear regression asymptotics under relatively high dimensionality. On the contrary, our cross-fitting based linear method from Section 4.4 reliably handles high dimensionality ($d = 100$) and achieves the desired coverage (line 4).
The last two lines in Table 2 illustrate the performance of different methods in absence of SDA (setting 2) and Algorithm 2 is clearly the best. Linear adjustment does not reduce much variance due to the nonlinearity of the data. Although Algorithm 3 achieves more variance reduction due to the nature of the data-generating process, the inference based on Algorithm 3 for $\delta'$ is not valid (coverage is zero). This happens because the asymptotic unbiasedness of $\hat{\delta}'$ relies crucially on $P(X_i,Z_i)_{|T_i=1} = P(X_i,Z_i)_{|T_i=0}$. However, without SDA, the debiasing term $\frac{1}{n}\sum_{T_i=0}(Y_i(0) - \hat{\mu}_0(X_i, Z_i(0)))$ cannot correct for the bias of $\frac{1}{n}\sum_{T_i=1}\hat{\mu}_0(X_i, Z_i(1))$. In fact, the confidence intervals derived from Algorithm 3 covers another quantity that is neither $\delta$ nor $\delta'$ and whose practical interpretation is unclear (the quantity equals $E[\Gamma_i]/E[Z_i]$ for $\Gamma_i$ defined in Section 1 of the supplementary material). Thus, the smaller variance of Algorithm 3 does not make it more attractive than Algorithm 2.

Some takeaway messages and practical suggestions are summarized below.

(i) When the SDA does not hold, the estimand is $\delta = E[Y(1)]/E[Z(1)] - E[Y(0)]/E[Z(0)]$ and $\hat{\delta}$ from Algorithm 2 is optimal.

(ii) When the SDA holds, the target is $\delta' = E[Y(1) - Y(0)]/E[Z]$ and Algorithm 3 is optimal.

(iii) In practice, the SDA for variance reduction needs to be made with caution, because if it is violated, $\delta'$ from Algorithm 3 may be invalid and its actual target lacks clear interpretation. There should always be a separate test (such as applying Algorithm 1 for count metrics) on whether $E[Z(1)] = E[Z(0)]$. Without strong evidence for SDA, we recommend dropping the SDA and using Algorithm 2 for optimal variance reduction. Even if SDA actually holds, Algorithm 2 is still valid and in some cases only slightly inferior to Algorithm 3.

7. Real Examples

In this section, we provide two real examples at LinkedIn: one applying Algorithm 1 to analyze the count metrics in a LinkedIn feed experiment, and the other applying Algorithm 2 to analyze ratio metrics in an enterprise experiment for LinkedIn learning.

7.1. Count Metrics in a LinkedIn Feed Experiment

The LinkedIn feed is an online system exposing members to contents posted in their network, including career news, ideas, questions, and jobs in the form of short text, articles, images, and videos. ML algorithms are used to rank tens of thousands of candidate updates for each member to help them discover the most relevant contents. We consider an experiment on LinkedIn’s feed homepage where members are randomly assigned into a treatment group and a control group. The treatment group is assigned a new version of feed relevance algorithm, which would be compared to the baseline algorithm in the control group. The goal of the experiment is to understand how the new ranking algorithm would impact the revenue from feed. As discussed in Deng et al. (2013), the effectiveness of variance reduction using CUPED depends on the linear correlation of the experiment outcome with the pre-experiment metric. It is challenging to reduce the variance for revenue because member’s revenue is a volatile metric whose autocorrelation across different time periods is weak. We hope to improve the performance of variance reduction by incorporating more covariates and exploiting nonlinearity with ML methods.

The experiment takes a random sample of $n = 400,000$ members from the LinkedIn online feed traffic and remove outliers whose revenues are above the 99.5% quantile. We implement Algorithm 1 with gradient boosting in the scikit-learn Python library and compare it to CUPED (with separate linear regressions on treated and control outcomes) as well as the diff-in-mean estimator. To illustrate the advantage of incorporating side information, the CUPED method only uses pretreatment revenue metric, whilst two sets of covariates are used in Algorithm 1: (a) pretreatment revenue metric; (b) pretreatment revenue metric and other member attributes including country code, industry, membership status, job seeker class, profile viewer count, connection count, network density, etc., where categorical features are transformed into binary variables with one-hot encoding.

With only pretreatment revenue metrics, CUPED reduces 15.91% of variance compared to the diff-in-mean estimator, whereas Algorithm 1 reduces 19.77% by exploiting nonlinear relations with gradient boosting models. By further incorporating member attribute covariates, Algorithm 1 reduces 22.22% of variance compared to the diff-in-mean estimator, showing the efficiency gained from more side information.

7.2. Ratio Metrics in a LinkedIn Learning Experiment

LinkedIn Learning platform is launching a new notification center from which learners can receive customized course recommendations based on what they watched, saved or the trending courses. It also ensures that the learners would not miss assignments from their managers, active conversations with instructors and learners on their favorite contents.
An online experiment is conducted to assess the impact of this new notification center on the enterprise learners. Because the notification center is an explicit new feature with UI changes (as shown in Figure 1), the experiment requires that learners from the same enterprise account will either be all in control or all in treatment to avoid jeopardizing customer trust. In order to ensure “same account same experience,” the experiment is randomized by enterprise accounts (instead of by individual learners). We focus on the “learning engagement per learner” metric, which measures the contribution of one day’s engagement to future engagement (video time watched).

As introduced in Section 2.1, since the analysis unit (learner) is at a lower level than the randomization unit (enterprise account), our metric of interest is a ratio metric “learning engagement per account/number of active learners per account.” This experiment can also be viewed as a cluster randomized experiment.

For target $\delta$, we compare Algorithm 2 to an extension (separate regressions on each group) of the CUPED outlined in the appendix of Deng et al. (2013). When the target is $\delta'$, CUPED means $\hat{\theta}_{\text{CUPED}} = \hat{\theta}_{\text{CUPED}}/(\frac{1}{n} \sum_{i=1}^{n} Z_i)$, where $\hat{\theta}_{\text{CUPED}}$ is the CUPED estimator for count metrics “learning engagement per account.” The corresponding diff-in-mean estimators are the same as introduced in Section 6.2. To illustrate the advantage of incorporating extra covariates, the CUPED method only uses pretreatment versions of $Y, Z$, whereas for each target, two sets of covariates are used in Algorithms 2 and 3: (a) only pretreatment versions of $Y, Z$; (b) pretreatment versions of $Y, Z$ and features of contracts, including industry segment, SSO information, country code, account size category, etc. In both settings, we implement our procedures with the XGBoost python library without special tuning. The results are summarized in Table 3.

For both targets, we see the efficacy of using machine learning tools and incorporating large numbers of covariates. For target $\delta$ when CUPED does not reduce much variance, flexible machine learning tools improves CUPED by going beyond linearity as in Line 1 and incorporating a large number of extra covariates as in Line 2. For $\delta'$, we see the substantial improvement (about 70% to 80% of variance reduced) compared to the diff-in-mean estimator and our optimal estimator can further achieve 30% lower variance than CUPED by exploiting the information in the many covariates.

8. Conclusions

We establish a rigorous statistical framework for variance reduction of count and ratio metrics that are popular in online controlled experiments. We propose variance reduction methods that use flexible ML tools to incorporate large numbers of covariates, yielding unbiased estimators for treatment effects under mild conditions. Based on semiparametric efficiency theory, we establish the optimality of the proposed procedures, shedding light on ideal solutions for variance reduction. Simulation studies illustrate the performance of our methods and also give practical suggestions for ratio metrics under different assumptions. Finally, two real experiments from LinkedIn illustrate the applicability of our methods.

Supplementary Materials
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