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ABSTRACT
Software development is a collaborative task and, hence, involves different persons. Research has shown the relevance of social aspects in the development team for a successful and satisfying project closure. Especially the mood of a team has been proven to be of particular importance. Thus, project managers or project leaders want to be aware of situations in which negative mood is present to allow for interventions. So-called sentiment analysis tools offer a way to determine the mood based on text-based communication. In this paper, we present the results of a systematic literature review of sentiment analysis tools developed for or applied in the context of software engineering. Our results summarize insights from 80 papers with respect to (1) the application domain, (2) the purpose, (3) the used data sets, (4) the approaches for developing sentiment analysis tools and (5) the difficulties researchers face when applying sentiment analysis in the context of software projects. According to our results, sentiment analysis is frequently applied to open-source software projects, and most tools are based on support-vector machines. Despite the frequent use of sentiment analysis in software engineering, there are open issues, e.g., regarding the identification of irony or sarcasm, pointing to future research directions.

CCS CONCEPTS
• Software and its engineering → Collaboration in software development; • Human-centered computing → Collaborative and social computing systems and tools.
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1 INTRODUCTION
Due to their growing complexity, software projects are rarely handled by individual developers, but by a team of developers [38, 61]. Often, these teams are distributed which increases the need for coordination and, hence, for interaction. The HELENA study from 2017 on methods used in software systems development shows that about 60% of all development teams (n = 1006) are globally distributed [39]. In this context, digital communication tools or channels such as e-mails, Slack\(^1\) or JIRA\(^2\) are even more important than in co-located teams where a lot of communication takes place face-to-face [53, 67]. For meetings, Schneider et al. [65] have shown that negative mood of an individual in the meeting can quickly affect the whole team and afterwards everyone can be demotivated. However, sentiments do not only affect the relationship between two people, but also the productivity, task synchronization and job satisfaction [11, 20, 21, 24].

Therefore, detecting bad mood is a goal pursued by many researchers (cf. [3, 9, 10, 28, 30, 54]). So-called sentiment analysis tools offer a way to determine the mood based on text-based communication. Besides, sentiment analysis tools have also been applied in other application scenarios, including the development of improvement suggestions for codes or recommendations for better software packages and libraries [49, 50, 56, 60]. There is a number of sentiment analysis tools developed and applied in the context of software engineering (SE) [3, 8, 32]. However, several tools are better suited for different contexts [54] and have been applied for different reasons and in different scenarios. To get an overview of the state-of-research on sentiment analysis in SE, we conducted a systematic literature review (SLR).

In this paper, we investigate which sentiment analysis tools are used in what domains of the SE and what data sources are used. More concretely, we contribute a list of application scenarios of sentiment analysis tools ranging from applications in academia over applications in open-source projects to applications in industry with their specific purposes, the used data sources, the approaches used for classification and the problems encountered during the development of such tools.

Outline: The rest of the paper is structured as follows: In Section 2, we present related work. The design of the literature review and the research methodology are explained in Section 3. The results are presented in Section 4. In Section 5, we discuss our results, before concluding the paper in Section 6.

2 RELATED WORK
Several authors analyzed the use of specific sentiment analysis tools in SE. Zhang et al. [79] compared sentiment analysis tools like Senti4SD [8] and SentiCR [3] with each other. In addition, they

---

\(^1\)https://slack.com/

\(^2\)https://www.atlassian.com/de/software/jira
described models based on the neural network BERT [14], which were trained with data related to SE such as GitHub\(^3\) or Stack Overflow\(^4\). In their replication study, Novielli et al. [58] explained some sentiment analysis tools (e.g. Senti4SD [8]) in great detail and described the underlying data.

Similarly, other papers compared sentiment analysis tools in their accuracy and described them in terms of their operation [52, 54]. Other papers mentioned some tools, too, but only briefly described them without going into details [6, 10, 29]. In contrast to our work, the authors did not follow a systematic approach to consider the broad range of existing literature and tools, but rather focused on specific papers only. They did not go into detail about why they chose these tools or data and what tools are available.

Nevertheless, there are literature reviews in the field of sentiment analysis that are not related to SE. Kumar and Jaiswal [40] conducted a SLR with the goal of advancing the understanding of the feasibility, scope, and relevance of studies that apply soft computing techniques for sentiment analysis. They considered tools which used Twitter data and identified research gaps in the field. These gaps include an incessant need to enhance the performance of the sentiment classification tools and the usage of other data sets like Flickr\(^5\) or Tumblr\(^6\). Abo et al. [1] conducted a systematic mapping study dealing with sentiment analysis for Arabic texts in social media. Devika et al. [13] looked at different approaches to sentiment analysis. Among other approaches such as support-vector machine (SVM), Naïve Bayes classifier, they explained rule-based as well as lexicon-based methods. Maitama et al. [47] performed a systematic mapping study, which contains an examination of aspect-based sentiment analysis tools and an investigation of their approach, technique, diversity and demography.

However, all these SLRs are not related to SE, and the data or tools are not designed to the domain of SE. Consequently, no information about areas or motivation to use the tools in the context of software development is offered.

### 3 LITERATURE REVIEW

In order to gain an overview of the current state of sentiment analysis in the context of SE, we conducted a literature review. In particular, we strive towards reaching the following goal formulated as proposed by Wohlin et al. [76]:

**Research Goal:**

Analyze existing literature for the purpose of identifying widely used sentiment analysis methods and tools with respect to different application scenarios in software engineering from the point of view of a researcher in the context of a literature review.

#### 3.1 Research question

In order to achieve the research goal and to analyze the literature on sentiment analysis in software engineering from different viewpoints, we pose the following research questions:

**RQ 1:** What are the main application scenarios for sentiment analysis in the context of SE? As a first step, we want to get an overview of the broad area of possible application scenarios in which sentiment analysis is used in the context of software projects.

**RQ 2:** For what purpose is sentiment analysis used in the investigated studies? Next, we want to analyze the different reasons why sentiment analysis is performed.

**RQ 3:** What data is used as a basis for sentiment analysis? We want to get an overview of the data used to train or evaluate the tools. This way, we investigate which data is suitable as a basis for sentiment analysis in development teams - both as training and/or test data.

**RQ 4:** Which approaches are used when developing sentiment analysis tools? With this question, we gain an overview of good practices in the application of sentiment analysis in SE.

**RQ 5:** What are the difficulties of these approaches? Last, we analyze the advantages and disadvantages of existing tools, problems and difficulties, etc. These insights point to future research directions that should be investigated to improve the applicability and the outcome of sentiment analysis tools.

### 3.2 Method

To provide an overview of the development and application of sentiment analysis in the context of SE, we conducted a SLR. Our approach is based on the research process proposed by Kitchenham et al. [5, 35] as well as Petersen et al. [62] and comprises five steps which we describe in the subsequent sections.

**3.2.1 Selection of databases.** While some papers are available via several scientific databases, others are not. Therefore, we included a total of five databases in our search to reduce the risk of missing papers which are only available in one database. Our selection comprises databases that are often used in SLRs in the SE domain [18, 36, 37, 64, 66, 77, 78]: Science Direct\(^7\), IEEE Xplore\(^8\), ACM Digital Library\(^9\), Springer Link\(^10\), and Google Scholar\(^11\). We conducted a comprehensive search as proposed by Petersen et al. [62] in each of these databases in order to reduce biases.

**3.2.2 Definition of the search string.** The search string comprises keywords related to our research questions and basically, the search string uses terms of the two fields of sentiment analysis and SE. As we focus on SE at its core, we also added related terms such as “software project” (which is the typical use case of sentiment analysis) and “development team” (which is most often the object whose sentiments are studied). We also extracted synonyms for sentiment analysis like “opinion mining” from different papers [12, 43, 44] and considered them in addition to the term “sentiment analysis”. Finally, we obtained the following search string:

("Sentiment analysis" OR "text analysis" OR "opinion mining" OR "emotion AI")

AND

\(^{3}\)https://github.com/
\(^{4}\)https://stackoverflow.com/
\(^{5}\)https://www.flickr.com/
\(^{6}\)https://www.tumblr.com/
\(^{7}\)https://www.sciencedirect.com/
\(^{8}\)https://ieeexplore.ieee.org/
\(^{9}\)https://dl.acm.org/
\(^{10}\)https://link.springer.com/
\(^{11}\)https://scholar.google.com/
We adjusted the search string according to the specific syntax of the data bases.

3.2.3 Definition of inclusion and exclusion criteria. During the review process, we eliminated studies and publications that cannot contribute to answering our research questions. In order to make this decision more objective, we defined inclusion and exclusion criteria as summarized in Table 1. We first applied the exclusion criteria to each of the found publications. In case that none of the exclusion criteria was true for the publication, we decided on the inclusion by considering the inclusion criteria. If the publication fits at least one inclusion criterion, it was included. If a relevant publication appeared more than once (e.g., as a conference paper and as an extended journal publication), we included the most recently published version.

Table 1: Inclusion and exclusion criteria

| Inclusion | Exclusion |
|-----------|-----------|
| 1. The publication presents an approach of the application of sentiment analysis in the context of SE. | 1. The publication is not written in English. |
| 2. The publication presents an approach to creating an sentiment analysis tool/algorhythm in the context of SE. | 2. The publication is not peer-reviewed. |
| 3. The publication addresses the research questions of this SLR in its goals, hypothesis or applications. | 3. The publication appears repeatedly. In this case, we only considered the latest version. |
| 4. This publication analyzes aspects related with this research. | 4. The publication is not accessible (respectively only accessible only by payment). |
| 5. The publication has technical content without proven scientific relevance such as invitation papers, editorials, tutorials, keynotes, speeches, white papers, grey literature, dissertations, theses, technical reports, and books. | 5. The publication has technical content without proven scientific relevance such as invitation papers, editorials, tutorials, keynotes, speeches, white papers, grey literature, dissertations, theses, technical reports, and books. |
| 6. The publication is a document that is not a full paper or study such as presentations, web postings, web content, citations, brochures, pamphlets, newsletters, or extended abstracts. | 6. The publication is a document that is not a full paper or study such as presentations, web postings, web content, citations, brochures, pamphlets, newsletters, or extended abstracts. |

3.2.4 Definition of quality assessments. In order to assess the quality of papers as objectively as possible, we defined quality assessments according to Kitchenham et al. [5, 35], which can be answered almost objectively. One example is whether a paper provides comprehensible conclusions or not. Depending on whether the criterion is fulfilled completely (≥2), partially (≥1) or not at all (≥0), we assigned the scoring to the paper. If a criterion was not applicable, we did not take it into account. If the average of all applicable quality attributes was less than 1, we considered the paper as having insufficient quality and removed it from further analyses. This happened five times.

3.2.5 Execution. An overview of the execution can be seen in Figure 1. First, we searched the five databases mentioned in subsection 3.2.1 using the search string and selected probably relevant papers based on their title from a total of 6763 publications. After removing duplicates and filtering the papers based on the titles, we applied the inclusion and exclusion criteria to the remaining 420 papers’ abstracts. Ninety-nine papers remained of which we scanned the full text, resulting in 71 papers used as the startset for the forward and backward search. This snowball principle was performed according to Wohlin [75]. The backward search resulted in 24 new papers based on the title, and the forward search resulted in 8 papers. We again scanned the 32 new papers based on abstract and full text, leading to 14 more papers considered as relevant.

In total, we identified 85 papers as relevant: 71 in the initial search and 14 in one forward and backward search. The number of new papers after one snowball iteration was small. Therefore, we refrained from repeating the snowball principle after having examined the first papers and could not find any relevant new papers based on the title, except duplicates.

We ended our search for papers at the end of December 2020. The quality metrics were applied to the 85 papers and five were excluded due to not passing the quality criterion. Some of them did not define research questions or discuss results, or the technologies used were not described. All of them had an average score less than 1 according to the quality assessments.

In this execution phase, we listed each relevant paper in an Excel spreadsheet [59]. We included relevant parts of the paper, and based on this data, we clustered the papers and created categories for the research questions.

3.2.6 Threats to Validity. The outcome of our literature review is biased by different factors. We cannot assume that we found all publications in the context of our research nor that our results are complete. In fact, since we found few papers that are not accessible, it is not unlikely that there are relevant papers that we could not include in our results.

In the following, we present threats to validity according to the different steps of the literature review.

Selection of databases: In order to find as many relevant papers as possible, a high number of used databases is an advantage. Some publications are listed in more than one database while others are not (construct validity). For our SLR, we used five scientific databases that are known to be relevant in the area of SE and have been used by several other SLRs in SE (e.g., [18, 36, 37, 64, 66, 77, 78]).

Definition of the search string: We composed the search string from the two areas SE and sentiment analysis. We used synonyms for sentiment analysis, as well as several words from the field of SE. Nevertheless, there may be other synonyms or related terms of which we are currently unaware (construct validity). Although the search string affects the outcome of the study, we are confident that the accuracy of the results found based on our search string suffices to answer our research questions and to achieve our goal of getting an overview on existing literature.
Definition of the inclusion and exclusion criteria: Certain publications can be included or excluded based on various characteristics. For example, we excluded papers that have not been peer-reviewed. In order to be as objective as possible and to reduce bias due to subjective decisions (internal validity), we formulated criteria for the inclusion and exclusion of a paper based on Kitchenham et al. [5, 35]. Some of the criteria like the accessibility of a paper are purely objective, while the evaluation of the content regarding the relevance to the study is still somewhat subjective. In case of doubts, we included the paper (and possibly excluded it later after having reviewed the abstract or content) and then decided how to proceed with the paper.

Definition of quality assessment: In addition to the inclusion and exclusion criteria, we set up quality assessments according to Kitchenham et al. [5, 35]. These assessments provide an objective framework to assess the quality of the paper and look at whether certain standards have been met, rather than arbitrarily including or excluding a paper. The lower limit for filtering out was chosen as 1, which means that all applicable quality criteria are on average at least partially fulfilled.

Execution: The study was largely conducted by one researcher, but the whole research process was reviewed by other researchers. Therefore, some researcher bias is present (internal validity), but we are confident that this influence only plays a minor role.

Results: Due to the design of the study, we cannot guarantee that we found all papers relevant to the research objective. In addition, a repeated application of the snowball principle would have found other possible relevant papers. However, we are confident that the papers we found are sufficient to answer the research questions.

4 RESULTS

Our literature review revealed 80 publications dealing with the topic of sentiment analysis in the context of SE. These publications are available online as raw data set [59].

4.1 Application Domain

During the classification phase based on the research question, we identified three application domains in which sentiment analysis was developed or applied: (1) open-source software (OSS) projects, (2) industry, and (3) academia. In case that the application domain was not explicitly named, we selected the domain based on the data sets used or the context of the usage of sentiment analysis. If, for example, GitHub was used, we aligned the publication to OSS domain. If data sets like app reviews were used, we chose the industrial domain.

Of the $n=80$ papers, 59 belong to the domain of OSS, 17 to the domain of industry and 6 to the domain of academia. An example of application in an industrial context is a sentiment analysis on
developers chat communication data at Amazon MTurk [74]. University applications include sentiment analysis among students in software projects organized by universities [19, 22, 25].

Finding: Most of the papers on sentiment analysis in SE are based on open-source projects. Less then 1/3 of the papers either considers industrial projects or the academia.

4.2 Purpose

When investigating the motivation of the papers, we distinguish between three types of papers: (1) development, (2) comparison, and (3) application of sentiment analysis tools. These categories can be seen as primary motivation that can be refined further. The first type, development, consists of papers that aim to develop a sentiment analysis tool. The second type compares already existing tools with each other, while the third type focuses on their application. There are papers that developed a new tool and then compared it to existing tools. Since all these papers had the primary goal of developing a new tool, we assigned them to the type development.

Of the \( n = 80 \) papers, 16 belong to development, 12 to comparison and the remaining 52 to application. Details are summarized in Table 2. The papers of the type development have the main purpose of developing a procedure for sentiment analysis in order to examine certain data in the context of SE, such as developer communication (e.g. [8]), for sentiment. From \( n = 12 \) papers of the type comparison, 9 strive to find the best sentiment analysis tool among several tools. Three want to compare the allocation of sentiments from existing sentiment analysis tools with the allocation from humans. From \( n = 52 \) papers of the type application, 35 want to find correlations between sentiments and specific values, whereas 18 analyze social aspects of developers. Seven papers want to measure a specific value like subjective usability (e.g. [16]) or the marketability of an open-source app (e.g. [51]). Five papers use sentiment analysis tools, among other methods, to predict special values like the performance of a teacher based on feedback from students (e.g. [4, 33]).

Table 2: Motivations of the papers in detail

| Type       | Find best tool | Tools vs. human | Correlations | Social aspects | Values measurements | Values predictions |
|------------|----------------|-----------------|--------------|---------------|--------------------|-------------------|
| Development| 6              | 3               | 9            | 0             | 0                  | 0                 |
| Comparison| 9              | 5               | 7            | 1             | 0                  | 2                 |
| Application| 0              | 0               | 35           | 18            | 7                  | 5                 |

Finding: The results show that there are 48 different data source. Six of them are used at least three times. JIRA, GitHub and Stack Overflow are used most frequently for training and testing sentiment analysis algorithms.

4.3 Used data sources

Next, we analyzed which data is used for training or evaluation for sentiment analysis tools. We identified a total of 48 data sources. Most of them occur only one or two times, because the data used in the application domain are often unique (such as a specific data set of a student software project). Therefore, for the sake of clarity, we listed all data sets in Table 3 that occurred at least three times in total. Data sets that occurred less then three times are summarized as "other".

| Type       | JIRA | GitHub | Stack Overflow | App reviews | Twitter | Code reviews | Other |
|------------|------|--------|----------------|-------------|---------|--------------|-------|
| Development| 6    | 3      | 9              | 0           | 2       | 1            | 3     |
| Comparison | 9    | 5      | 7              | 1           | 0       | 2            | 5     |
| Application| 6    | 12     | 4              | 7           | 2       | 0            | 38    |
| Total      | 21   | 20     | 20             | 8           | 4       | 3            | 46    |

The papers from the development and comparison categories use the same data source for training and testing an algorithm. Only Chen et al. [10] use GitHub emojis for fine-tuning an existing neural network, but not for testing. It is notable that from the \( n = 80 \) papers, the data sources JIRA, GitHub and Stack Overflow are the most represented with 21, 20 and 20 uses respectively. App reviews were used 8 times, while all other data sources were used at most 4 times. In the application domain alone, from \( n = 52 \) papers, mostly unique (37 out of 38) data sources are used to apply a sentiment analysis tool to them. Other data sources include chat data from Amazon MTurk [74], Amazon product review [17], android bug reports [71], or support tickets from IBM [73].

Finding: There are three types of papers, based on their main purpose: Development of sentiment analysis tools, comparison and application of them. Most of the papers belong to the application type, whereas 35% of the papers either belong to development or comparison.

4.4 Approaches for developing or using sentiment analysis

In line with the results presented in subsection 4.2, we again distinguish between development and application of the tools when looking at the algorithms the sentiment analysis is based on. For example, when a paper is about the development of a sentiment analysis tool, we listed which machine learning approach this tool uses, such as SVM or Bayes. If an existing tool like SentiStrength [68, 69] is used, we listed this specific tool. Some papers did both developing and comparing their tool with other existing tools.

An overview of approaches being used during developing can be seen in Table 4. Because only existing tools were compared in the "comparison" category, we did not list the respective papers.
For the sake of clarity, we summed up all approaches that appeared less than three times in “other”.

Table 4: Overview of approaches used during developing sentiment analysis tools

| Type             | Bayes | SVM | Neural network | Random forest | Logistic regression | Decision tree | Lexicon/Heuristic | Gradient boosting | Other |
|------------------|-------|-----|----------------|---------------|---------------------|--------------|------------------|------------------|-------|
| Development      | 5     | 7   | 4              | 3             | 3                   | 2            | 3                | 3                | 6     |
| Application      | 6     | 4   | 3              | 2             | 1                   | 1            | 0                | 0                | 1     |
| Total            | 11    | 11  | 7              | 5             | 4                   | 3            | 3                | 3                | 7     |

From the remaining \( n = 68 \) papers providing information on the used approaches, we found a total of 15 different machine learning approaches used for evaluations. With 11 times, SVM and different kind of Bayes classifiers (e.g. Naive Bayes) were used most frequently. However, also other established methods like random forest, logistic regression or AdaBoost were used, too. Three of the 15 machine learning methods were used only one time: Sequential minimum optimization [7], bootstrap aggregating [15] and pattern-based approach [41].

Some papers have also compared several approaches. From the \( n = 68 \) papers, 9 compared different machine learning approaches and chose the best performing one. In these comparisons, SVM won the comparison with three times the most. Gradient boosting is second and won two times. Bayes, random forest, logistic regression and neural network won only one time.

Table 5 gives an overview about the application of existing sentiment analysis tools. In the \( n = 80 \) papers, we found a total of 28 tools. For the sake of clarity, we summed up all tools that appeared less than three times in “other”.

Table 5: Overview of sentiment analysis tools applications. Tools marked with * are specifically designed for the SE domain

| Type             | SentiStrength | NLTK | SentiStrength-SE* | Senti4SD* | CoreNLP* | SentiCR* | Vader | Alchemy | WordNet | Other |
|------------------|---------------|------|-------------------|-----------|----------|----------|-------|---------|---------|-------|
| Development      | 1             | 1    | 1                 | 1         | 1        | 1        | 0     | 0       | 0       | 1     |
| Comparison       | 8             | 6    | 5                 | 5         | 4        | 5        | 1     | 3       | 1       | 12    |
| Application      | 20            | 6    | 4                 | 3         | 1        | 0        | 3     | 0       | 2       | 15    |
| Total            | 29            | 13   | 10                | 9         | 6        | 6        | 4     | 3       | 3       | 28    |

The results show that three tools stand out, which were used at least 10 times. With 29 times, SentiStrength [68, 69] is the most used sentiment analysis tool by far. The second most used tool is SentiStrength-SE [28, 32], which is an adaptation of SentiStrength to the domain of SE. It was used 10 times. NLTK [46], which is a natural language toolkit and handles sentiment analysis, was used 13 times. All other sentiment analysis tools were used less than 10 times, often only 1-2 times total. These include, for example, the neural network BERT [14], the BERT-based model RoBERTa [45], the open source machine learning software WEKA [26] or the lexicon-based tool DEVA [30].

Finding: The results show that 28 different existing sentiment analysis tools were used in the \( n = 80 \) papers, with SentiStrength standing out. Concerning the different machine learning methods there are 15, which were used for evaluation in the \( n = 80 \) papers. SVM and Bayes stand out here. The authors often chose SVM because of its good performance.

4.5 Difficulties
Among all papers, some difficulties regarding the field of sentiment analysis in SE were mentioned frequently. Table 6 shows an overview of the results of the mentioned problems.

Table 6: Overview of mentioned problems regarding sentiment analysis in SE

| Type             | Adaption to the domain of SE | Sarcasm/Irony | Subjectivity of manual labeling | Small amount of data | Cross-platform performance |
|------------------|-------------------------------|---------------|---------------------------------|----------------------|---------------------------|
| Development      | 9                             | 3             | 0                              | 4                    | 1                         |
| Comparison       | 5                             | 3             | 4                              | 1                    | 1                         |
| Application      | 12                            | 5             | 6                              | 1                    | 2                         |
| Total            | 26                            | 11            | 10                             | 6                    | 4                         |

Of the \( n = 80 \) papers, 26 mentioned the problem of the lack or scarcity of adaptations of existing sentiment analysis tools to the domain of SE (e.g. [3, 8, 10, 15, 27]). However, other problems like sarcasm/irony handling (11) or the subjectivity of manual labeling of data (10) were also mentioned. In addition, there are also investigations of how different sentiment analysis tools perform, when they are trained in a cross-platform setting [54]. Novielli et al. [54] mention that the tools trained with one data set often performed poorly when they are tested with a different data set [54].

Finding: There are some difficulties regarding sentiment analysis in SE, which are mainly related to subjective data labels, too much customization for specific data sets and no/partial adaptation to the domain of SE.
5. DISCUSSION

5.1 Answer to research questions

RQ 1: What are the main application scenarios for sentiment analysis in the context of SE?

Our results show that there are three application domains: Open-source software domain, industry and academia. The $n = 80$ papers were most frequently classified in the OSS domain with 59, which is more than 2/3 of all papers. Examples for the OSS domain are studies using sentiment analysis on public data from platforms like GitHub, where OSS is developed (e.g. [55]). However, there are also case studies, where the sentiments of chats from developer teams are analyzed in the industry (e.g. [74]) or university (e.g. [19]).

RQ 2: For what purpose is sentiment analysis used in the investigated studies?

Based on their purpose, the studies on sentiment analysis in SE can be divided into three categories: Development, comparison and application. Regarding the sentiment analysis context, 52 from the $n = 80$ papers focus on applying a sentiment analysis tool. In most cases, the authors of the studies wanted to perform statistical analysis to find correlations between sentiments and a specific parameter (e.g. different times of a day in bug-introducing and bug-fixing commits [31]). Also, social aspects of developers were often studied. For example Whiting et al. [74] introduced a new technique that support online and remote teams in a way that the viability of the teams increase. In this context, they applied sentiment analysis on the developers’ chats.

RQ 3: What data is used as a basis for sentiment analysis?

There are 48 different data sources, 6 of them are used at least three times. With 21, 20 and 20 usage respectively, JIRA, GitHub and Stack Overflow are used most frequently for training and testing sentiment analysis algorithms. Most of the data sets consist of commit/pull request comments, discussions, questions, or reviews.

When developing or comparing sentiment analysis tools, the authors of the papers often created or used data sets from platforms such as GitHub, JIRA or Stack Overflow. When using existing tools, these data sets also occurred, but most often the studies used individual data from specific development teams across all three application domains. This is also illustrated by the fact that we assigned over 3/4 of the data sets from the “other” category to papers of the application type. This category includes for example data sets that originate from the industrial sector (e.g. chat data from Amazon Mturk [74], or student chat data from software projects in universities (e.g. [22, 25]).

RQ 4: Which approaches are used when developing sentiment analysis tools?

We found 28 different existing sentiment analysis tools. SentiStrength [68, 69] stands out with 29 uses. This is probably due to the fact that the tool has been around for a while, has often been referenced as state-of-the-art, is domain-independent, and does need to be trained as it uses a lexicon-based method.

Concerning the different machine learning methods, there are 15. SVM and Bayes stand out with 11 uses each. Neural Networks are third with 7 usages. The results indicate that SVM as well as Naive Bayes are popular machine learning methods, which were most frequently tested in the context of a sentiment analysis tool. Senti4SD [8], which is the most commonly used tool that is not lexicon-based, implemented an SVM because it produced the best results. Studies that compared multiple machine learning methods ended up choosing SVM most often (3). Gradient boosting ended up in second place (2).

RQ 5: What are the difficulties of these approaches?

The authors often stated that existing, domain independent tools lead to poor results in the SE domain (e.g. [8, 27, 42]). This is because certain terms are used differently in the SE domain than in the non-technical context, resulting in different sentiments. In addition, the papers also described that labeling sentences with sentiment is often subjective, so people would already assign different labels to each other (e.g. [27, 42, 79]). Irony or sarcasm is also a problem that is mentioned (e.g. [28, 30, 52]), as a sentence can have a different sentiment when it is known to be meant ironically. Nevertheless, the listed problems should be put in a temporal context, as some of the problems have already been addressed and will be further addressed.

5.2 Interpretation

One possible explanation for the omnipresence of studies on OSS is that this data is available. This is supported by the fact that most of the data sets used for training or evaluation belong to the OSS domain. They are often from platforms like GitHub or Stack Overflow. This means that the public comments were mined and then manually labeled. But for the application of sentiment analysis in industry with the best possible performance, it would make sense to take data from the industry and train the tools with this data. Especially with the background that some papers have found that existing tools perform poorly in cross-platform settings.

One could see in the application category a tendency that there are still too few application scenarios in industry or that the tools do not yet seem interesting enough for the industrial context. Therefore, it might be necessary to investigate more intensively to what extent there is a demand for sentiment analysis in SE and to look into the reasons why it has not been used much so far in relation to OSS. One possible explanation for the scarce use in industry are legal and privacy issues. It is likely that developers have doubts if their data is analyzed according to the adequacy of the used language, and work councils often do not allow the analysis of existing data with respect to social aspects. Therefore, getting access to industry data sets is way more complicated than using data that is online available and can be used with less restrictions, if at all.

Regarding the usage of existing tools, SentiStrength [68, 69] is a well-established tool for sentiment analysis, because it has been used frequently in the application category (20) and has also constantly served as a comparison tool in the other two categories, development (1) and comparison (8). It is lexicon-based, which generally has the advantage of not having to be trained and it rarely has performance drops in different domains. The disadvantage, however, is that generic tools are not specialized for the respective domains like SE. Therefore, one of the first tools developed specifically for SE was SentiStrength-SE [28], which was adapted to the
SE domain. The advantage of the adaption to the SE domain and no need for training could explain why SentiStrength-SE [28] was used as the second most common. Other tools from the n = 80 papers are based on traditional machine learning approaches such as SVM or Bayes, which are the most common among all papers with 11 appearances. When trained in a specific domain, Senti4SD [8], for example, which uses SVM, achieves better accuracy than lexicon-based tools such as SentiStrength-SE [28], but then performs significantly worse on cross-platforms [54]. However, there are also tools based on artificial neural networks, like the BERT-based model RoBERTa [45], which sometimes outperforms Senti4SD [8] or other sentiment analysis tools [79].

Of the problems listed in Subsection 4.5, many were also attempted to be addressed by the papers, such as the adaption to the SE domain. The problem of irony or sarcasm, however, is a problem that is still not solved according to the results of our SLR. In addition, it is also mentioned that the existing tools mostly perform differently in cross-platform settings [2, 54, 70, 79]. This means that if, for example, a tool has been trained with a GitHub data set, it will perform well on that data, but may perform poorly on data from other platforms like Stack Overflow. This should be investigated further. Possible causes could be that the choice of words is communicated differently on the platforms, e.g. different levels of politeness. Or it may also be due to the labels of the different data sets, as some papers point out that people themselves often disagree about which polarity they assign to certain sentences and the assignment is ultimately also subjective [23, 27, 34, 42, 48, 49, 52, 54, 57, 60, 79].

5.3 Future research directions

To address the low application of sentiment analysis in the industrial context, it can be useful to create data sets that emerge directly from industry. Based on that data, sentiment analysis tools can be created, which will potentially perform better in the field of industry, because they are be better adapted to practice. Nevertheless, there is a risk that the problems around subjective labeling and thus possibly also cross-platform performance will occur. To avoid this, it would therefore be meaningful to match the collected communication data with an additional regular sentiment survey of the developers. This way, it would be possible to compare the predictions of the trained tools with the collected manual sentiment data.

Possible solutions for the different cross-platform performance of the tools could be to examine the data sets and their labels for subjectivity, or to have them labeled according to the same emotion model like the Plutchik model [63] or the PANAS scale [72] instead of ad-hoc annotations. In addition, it might be meaningful to have it labeled by the same authors, leading to similar sets which are evaluated similarly and the bias is constantly contained in the form of a certain subjectivity, so that the tools perform more uniformly. Ad-hoc annotations may have the advantage of capturing perceived sentiments more accurately than a sentiment assignment based on emotion models. However, logically the subjectivity of an ad-hoc assignment is usually higher, so machine learning techniques then have their difficulties in achieving high performance with this subjective data. Another possibility would be to develop a tool that combines several well-performing tools to get a better result in a cross-platforming setting. Furthermore, an investigation of the expressions and politeness levels of different platforms and subdomains would be useful. It should be investigated, for example, whether the developers on GitHub communicate in a different way than on Stack Overflow.

Logically, to address the problem of poor data, it makes sense to mine new data from the respective platforms like GitHub or Stack Overflow or even get it from the industry and label them. The problem about irony/sarcasm handling is domain independent. Therefore, it might help to do a search of all new developments in natural language processing to see what new approaches are available to handle them.

Based on the results of our SLR, one can get good performance when using machine learning approaches like SVM or gradient boosting. However, our results do not contain enough data on sentiment analysis tools based on neural networks to draw conclusions about them. Nevertheless, according to the latest developments, this neural network approach delivers promising results [58, 79].

6 Conclusion

In development teams, there is a lot communication via various channels, so the social component of a developer plays a major role. Appropriate interaction with each other in these channels is therefore of great importance. For meetings, it has been proven that a negative mood quickly affects the entire team and everyone can be demotivated afterwards. Sentiment analysis tools help to counteract this in text-based communication. Since, to the best of our knowledge, no SLR has been conducted to provide an overview of various tools, their development, application and problems, we have conducted such a SLR.

We analyzed 6763 papers and found 80 relevant papers. We analyzed these papers according to the application area of sentiment analysis tools, the underlying data, procedures and purpose of application. One finding is that most papers only use sentiment analysis instead of developing it or comparing its performance with other tools.

We also identified several problems such as the handling of irony and sarcasm, the limited amount of data available to train and evaluate machine learning based tools, subjectivity in labeling data, and performance degradation in cross-platform settings. Some possible causes for the problems were mentioned as well as possible solutions. Future research should hence focus on objectively labeled data, especially on data from industry. The already existing data sets should be examined for different labels. In addition, combinations of existing tools can be considered in order to potentially achieve even better performance in a cross-platform setting.
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