SOME REMARKS ON THE TOPOLOGY OF HYPERBOLIC ACTIONS OF $\mathbb{R}^n$ ON $n$-MANIFOLDS
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ABSTRACT. This paper contains some more results on the topology of a nondegenerate action of $\mathbb{R}^n$ on a compact connected $n$-manifold $M$ when the action is totally hyperbolic (i.e. its toric degree is zero). We study the $\mathbb{R}$-action generated by a fixed vector of $\mathbb{R}^n$, that provides some results on the number of hyperbolic domains and the number of fixed points of the action. We study with more details the case of the 2-sphere, in particular we investigate some combinatorial properties of the associated 4-valent graph embedded in $S^2$. We also construct hyperbolic actions in dimension 3, on the sphere $S^3$ and on the projective space $\mathbb{RP}^3$.
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1. Introduction

In the theory of dynamical systems, integrability appears as a natural condition since it is satisfied by many physical systems, from molecular dynamics to celestial mechanics. Integrable Hamiltonian systems have the particularity
to have all locally the same normal form, given by Arnold–Liouville–Mineur theorem, and the latter result has motivated the geometric study of such systems. The research on the subject is still active and of great interest (see e.g. [12, 15, 19], and a lot of work has be done already on these systems, e.g. on their global topology or geometry, their invariants or their singularities ([2, 4, 6, 20] to give a few examples). However, there are also physical systems that are non-Hamiltonian because of the existence of non-holonomic constraints or dissipation phenomenon, but are still integrable in a natural sense. These systems have also been studied from various points of view (see [1, 3, 5, 7, 9, 11, 14, 18]) but less is known yet about them compared with the widely developed theory of Hamiltonian systems. Formally, a non-Hamiltonian integrable system is defined by $p$ commuting vector fields and $q$ functions on a manifold of dimension $p + q$. As in the Hamiltonian case, we can impose conditions on the singularities of the system and define the notion of non-degenerate singularity. This way we can restrict our study to systems that are not totally regular, but still reasonable enough to expect some global information on the ambient manifold. Minh and Zung [21] initiated a detailed study of integrable non-Hamiltonian systems with non-degenerate singularities by working on the case $(p, q) = (n, 0)$, which is of particular importance because any integrable system is actually of this kind when restricted to adequate submanifolds. In this case the system is nothing more than an action of $\mathbb{R}^n$ on a $n$-dimensional manifold. Because of isotropy, the action of $\mathbb{R}^n$ descends to an action of $T^k \times \mathbb{R}^{n-k}$ on the manifold, and the maximal $k$ satisfying this property is called the toric degree of the action. When it is equal to zero we have what is called a (totally) hyperbolic action. Hyperbolic actions form an interesting subclass of integrable systems, admitting for example a global classification based on the decomposition of the manifold into its $n$-dimensional orbits. The aim of this paper is to provide some more results on totally hyperbolic actions of $\mathbb{R}^n$ on compact connected $n$-manifolds.

In Section 2 we summarize without proofs what is known about totally hyperbolic actions of $\mathbb{R}^n$ on $n$-manifolds. Further details can be found in the fifth section of [21]. In Section 3 we study the flows generated by restricting the action to a direction in $\mathbb{R}^n$, and we prove the existence of Morse functions whose singularities are analogous to the singularities of such a flow. In Section 4 we investigate some properties satisfied by the number of hyperbolic domains of a totally hyperbolic action. Section 5 is devoted to a more detailed study of hyperbolic actions on the 2-sphere. In this case the decomposition into hyperbolic domains can be seen as the embedding in the sphere of a 4-valent graph, and we investigate some combinatorial conditions it has to satisfy. Finally, Section 6 presents a construction of hyperbolic actions on the 3-dimensional sphere, that extends then naturally to the projective space $\mathbb{R}P^3$. 
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2. Preliminaries

In this section, we recall the definition of totally hyperbolic actions and their classification by complete fans described by Zung and Minh in [21].

2.1. Nondegenerate action and toric degree. Let $\rho : \mathbb{R}^n \times M \to M$ be a smooth action of $\mathbb{R}^n$ on a compact connected $n$-dimensional manifold $M$. It is generated by $n$ commuting vector fields $X_1, \ldots, X_n$, defined by

$$X_i(p) = \left. \frac{d}{dt} \rho(te_i, p) \right|_{t=0}$$

for all $p \in M$, where $e_i = (0, \ldots, 1, \ldots, 0)$ is the $i$-th vector in the canonical basis of $\mathbb{R}^n$. More generally, if $v = (v^1, \ldots, v^n)$ is a vector in $\mathbb{R}^n$, we define the the generator of the action $\rho$ associated to $v$ as the vector field

$$X_v = v^1X_1 + \cdots + v^nX_n.$$ 

Recall that the rank of a point $p \in M$ is defined as the dimension $r$ of the subspace of $T_pM$ spanned by $X_1(p), \ldots, X_n(p)$. The point is said to be singular if $r < n$, in particular it is a fixed point if $r = 0$.

If $p$ is a fixed point of the action, then the linear parts $X_i^{(1)}$ of the vectors fields $X_i(p)$ at $p$ form a family of commuting well-defined linear vector fields on the tangent space $T_pM$. The linear action induced on the $n$-dimensional vector space $T_pM$ is called the linear part of the action $\rho$ at $p$ and is denoted by $\rho^{(1)}$. This linear action is nondegenerate if the Abelian Lie algebra spanned by $X_1^{(1)}, \ldots, X_n^{(1)}$ is a Cartan sub-algebra of $\mathfrak{gl}(T_pM)$ (that is to say it has dimension $n$ and all of its elements are semi-simple). In this case, we say that the point $p$ is a nondegenerate fixed point of the action.

This definition of non-degeneracy extends to non-fixed singular points as follows. Suppose $p$ has rank $0 < r < n$. Without loss of generality, we may suppose that $X_1(p) = \cdots = X_k(p) = 0$ and $X_i = \frac{\partial}{\partial x_i}$ for all $k < i \leq n$ in a local coordinate system around $p$, where $k = n - r$ is the co-rank of $p$. The projections of $X_1, \ldots, X_k$ induce an infinitesimal action $\tilde{\rho}$ of $\mathbb{R}^k$ on the local $k$-dimensional manifold $N = \{x_{k+1} = \cdots = x_n = 0\}$. We say that $p$ is nondegenerate if its image in $N$ is a nondegenerate fixed point of $\tilde{\rho}$. The action $\rho$ is nondegenerate if all of its singular points are nondegenerate in the above sense.

Denote by

$$Z = \{g \in \mathbb{R}^n \mid g \cdot p = p \text{ for all } p \in M\}$$
the isotropy group of the action \( \rho \) on \( M \). When \( \rho \) is nondegenerate, one can show that it is locally free almost everywhere, and then \( Z \) is a discrete subgroup of \( \mathbb{R}^n \). The classification of such subgroups tells us that \( Z \) is then isomorphic to \( \mathbb{Z}^t \) for some \( 0 \leq t \leq n \). The integer \( t \) is called the toric degree of the action \( \rho \). It can be interpreted as the maximal number \( t \) such that the action \( \rho \) descends to an action of \( \mathbb{T}^t \times \mathbb{R}^{n-t} \) on \( M \).

We say that the nondegenerate action \( \rho \) is totally hyperbolic if its toric degree is zero, i.e. if \( \rho \) is faithful.

2.2. Local normal form of totally hyperbolic actions. In a neighborhood of any point of a non-degenerate action \( \rho : \mathbb{R}^n \times M \to M \), there is a normal form. Let us recall what it looks like when \( \rho \) is totally hyperbolic.

Suppose \( p \in M \) is a point of rank \( r = n - h \) of a totally hyperbolic action \( \rho \) of \( \mathbb{R}^n \) on \( M \). Then there exists local coordinates \((x_1, \ldots, x_n)\) around \( p \) and a basis \((v_1, \ldots, v_h)\) of \( \mathbb{R}^n \) such that the generators of the action associated to the elements of this basis have the form:

\[
X_{v_1} = x_1 \frac{\partial}{\partial x_1}, \ldots, X_{v_h} = x_h \frac{\partial}{\partial x_h}, \quad X_{v_{h+1}} = \frac{\partial}{\partial x_{h+1}}, \ldots, X_{v_n} = \frac{\partial}{\partial x_n},
\]

and the \( r \)-dimensional orbit containing \( p \) is locally defined by the equations \( \{x_1 = \cdots = x_h = 0\} \). We say that \((x_1, \ldots, x_n)\) are canonical coordinates and that \((v_1, \ldots, v_n)\) is an adapted basis of the action \( \rho \) around the point \( p \).

If \((y_1, \ldots, y_n)\) is another system of canonical coordinates with adapted basis \((w_1, \ldots, w_n)\), then one can show that the family \((w_1, \ldots, w_h)\) is a permutation of \((v_1, \ldots, v_h)\). Conversely, if \((w_1, \ldots, w_n)\) is a basis of \( \mathbb{R}^n \) such that \((w_1, \ldots, w_h)\) is a permutation of \((v_1, \ldots, v_h)\), then \((w_1, \ldots, w_n)\) is an adapted basis corresponding to some canonical coordinates \((y_1, \ldots, y_n)\).

In particular, if \( h = 1 \), that is on the neighborhood of a point \( p \) on a \((n-1)\)-dimensional orbit, there is a unique \( v_1 \in \mathbb{R}^n \) such that we have locally \( X_{v_1} = x_1 \frac{\partial}{\partial x_1} \) in some local coordinates \((x_1, \ldots, x_n)\). We say that \( v_1 \) is the vector associated to the orbit containing \( p \).

2.3. Classification of totally hyperbolic actions. Suppose \( \rho \) is a totally hyperbolic action of \( \mathbb{R}^n \) on a \( n \)-dimensional compact connected manifold \( M \). Its \( n \)-dimensional orbits are called hyperbolic domains.

If \( \mathcal{O} \) is a hyperbolic domain of \( \rho \), then its closure \( \overline{\mathcal{O}} \) is a contractible manifold with boundary and corners, and admits a cell decomposition where each \( k \)-dimensional cell is a \( k \)-dimensional orbit of \( \rho \). It is a “curved polytope” in the sense that it is very similar, but not necessarily diffeomorphic, to a simple convex polytope in \( \mathbb{R}^n \). For any \( p \in \mathcal{O} \) and \( w \in \mathbb{R}^n \), the curve \( \rho(-tw, p) \) converges to a point in \( \overline{\mathcal{O}} \) when \( t \) tends to \(+\infty\). By commutativity, the orbit of \( \rho \) in which this limit lies does not depend on the point \( p \in \mathcal{O} \). Thus we can
decompose $\mathbb{R}^n$ into sets
\[ C_\mathcal{H} = \left\{ w \in \mathbb{R}^n \mid \lim_{t \to \infty} \rho(-tw, p) \in \mathcal{H} \text{ for any } p \in \mathcal{O} \right\} \]
indexed by the orbits $\mathcal{H} \subset \mathcal{O}$. Each $C_\mathcal{H}$ is a convex cone in $\mathbb{R}^n$ with simplicial base and dimension $n - \dim \mathcal{H}$. In particular when $\mathcal{H} = \mathcal{O}$ we have $C_\mathcal{O} = \{0\}$, and when $\mathcal{H} = \{p\}$ is a fixed point, $C_{\{p\}}$ is a $n$-dimensional cone. If $\mathcal{H}$ is $(n-1)$-dimensional orbit, then $C_\mathcal{H}$ is precisely the one-dimensional cone spanned by the vector $v \in \mathbb{R}$ associated to the orbit $\mathcal{H}$ that we define above.

**Lemma 1.** The $(n-1)$-dimensional orbits of a totally hyperbolic action $\rho : \mathbb{R}^n \times M \to M$ can be glued into smooth closed hypersurfaces $H_1, \ldots, H_N$ which intersect transversally, and such that two $(n-1)$-orbits lying in the same hypersurface $H_i$ have the same associated vector $v_i \in \mathbb{R}^n$.

**Proof.** The closures of two $(n-1)$-dimensional orbits are either disjoint, or intersect along the closure of a $(n-2)$-dimensional orbit. Let $p \in M$ be a point of rank $n-2$, with canonical coordinates $(x_1, \ldots, x_n)$ and adapted basis $(v_1, \ldots, v_n)$. The orbit $\mathcal{O}_p$ containing $p$ is locally defined by $\{x_1 = x_2 = 0\}$. It lies in the closure of exactly four $(n-1)$-dimensional orbits $\mathcal{O}^+_1$, $\mathcal{O}^-_1$, $\mathcal{O}^+_2$, $\mathcal{O}^-_2$, where $\mathcal{O}^+_i$ is the orbit locally defined by $\{x_i = 0, \pm x_j > 0\}$ (with $j$ such that $\{1, 2\} = \{i, j\}$). It follows that $\mathcal{O}^+_1$ and $\mathcal{O}^-_1$ can be glued along $\mathcal{O}_p$ into a smooth manifold defined locally by the equation $\{x_i = 0\}$. Now it remains to show that the vector associated to $\mathcal{O}^+_1$ is precisely $v_i$. We do this for $\mathcal{O}^+_1$, the proof is similar in the other cases. Using a change of coordinates $y_2 = x_2 - \varepsilon$, $y_i = x_i$ for $i \neq 2$, we obtain new local coordinates centered at $q \in \mathcal{O}^+_1$ in which we have $X_{v_2} = (y_2 + \varepsilon) \frac{\partial}{\partial y_2}$ while the expressions of the other generators remain unchanged, and then in particular do not depend on $y_2$. It follows that $X_{v_2}$ is rectifiable around $q$ by a change of coordinates that preserves the $y_i$ for $i \neq 2$: we have new coordinates $(z_1, \ldots, z_n)$ in which
\[ X_{v_1} = z_1 \frac{\partial}{\partial z_1}, X_{v_2} = \frac{\partial}{\partial z_2}, \ldots, X_{v_n} = \frac{\partial}{\partial z_n}. \]
It follows that $(z_1, \ldots, z_n)$ are canonical coordinates around $q \in \mathcal{O}^+_1$ with the same adapted basis $(v_1, \ldots, v_n)$ as for $p$. In particular, that implies that $v_1$ is the vector associated to the orbit $\mathcal{O}^+_1$. \qed

Let $(H_i)_{1 \leq i \leq N}$ be the family of embedded closed hypersurfaces in $M$ given by the above lemma, with associated vectors $v_1, \ldots, v_N$. Fix a hyperbolic domain $\mathcal{O}$ of the action. For each hypersurface $H_i$ there is at most one $(n-1)$-dimensional orbit $\mathcal{H}_i$ in $\overline{\mathcal{O}}$ such that $\mathcal{H}_i \subset H_i$. The family $(C_\mathcal{H}, v_i)$ indexed by the orbits $\mathcal{H} \subset \overline{\mathcal{O}}$ and the $i \in \{1, \ldots, N\}$ such that $H_i \cap \overline{\mathcal{O}} \neq \emptyset$ defines a complete fan of $\mathbb{R}^n$. If $\mathcal{O}'$ is the hyperbolic domain of another totally hyperbolic action $\rho'$ on $M$ with the same complete fan in $\mathbb{R}^n$, then there exists a
diffeomorphism between $\mathcal{O}$ and $\mathcal{O}'$ that intertwines the actions $\rho$ and $\rho'$. It follows that hyperbolic actions are classified by their singular hypersurfaces and complete fans.

Conversely, let $M$ be a manifold and $H_1, \ldots, H_N$ be embedded closed hypersurfaces that intersect transversely, such that $H_1, \ldots, H_N$ split $M$ into compact connected “curved polytopes” $\mathcal{O}_1, \ldots, \mathcal{O}_F$. Suppose there exists a family $(v_1, \ldots, v_N)$ of vectors in $\mathbb{R}^n$ spanning a complete fan, and such that for each $\mathcal{O}_j$, the subfamily

\[ \{ v_i \mid H_i \cap \mathcal{O}_j \neq \emptyset \} \]

spans also a complete fan of $\mathbb{R}^n$ compatible with the combinatorics of the faces of $\mathcal{O}$. Then there exists a totally hyperbolic action $\rho$ of $\mathbb{R}^n$ on $M$ whose hyperbolic domains are exactly $\mathcal{O}_1, \ldots, \mathcal{O}_F$ (and thus the $H_i$ are obtained by taking the closure of the $(n-1)$-dimensional orbits of $\rho$).

3. $\mathbb{R}$-ACTION GENERATED BY A VECTOR

Let $M$ be a compact manifold of dimension $n$ with a totally hyperbolic action $\rho : \mathbb{R}^n \times M \to M$. Denote by $v_1, \ldots, v_N$ the vectors in $\mathbb{R}^n$ associated to the invariant hypersurfaces $H_1, \ldots, H_N$ given by Lemma 1.

Fix a generic $w \in \mathbb{R}^n$ with respect to the family $v_1, \ldots, v_N$, in the sense that $w$ does not lie in any vector subspace generated by $v_{i_1}, \ldots, v_{i_k}$ if $k < n$. Denote by $\varphi^t_w = \rho(-tw, \cdot)$ the flow of the action in the direction $w$, that is the flow of the generator $-X_w$.

Let $\mathcal{O}$ be a hyperbolic domain. Since $w$ is generic, it lies in a $n$-dimensional cone in the decomposition

\[ \mathbb{R}^n = \bigsqcup_{\mathcal{H} \in \mathcal{O}} C_{\mathcal{H}} \]
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Given by the subfamily $v_1, \ldots, v_n$. By definition of the $C_H$, for any $p \in O$ the flow $\varphi^t_w(p)$ tends to a fixed point $p_+ \in \partial O$ as $t$ tends to $+\infty$. Similarly, $-w$ lies in a $n$-dimensional cone of the complete fan associated to $O$, and then the flow $\varphi^{-t}_w(p) = \varphi^{-t}_w(p)$ tends to a fixed point $p_- \in \partial O$ as $t$ tends to $+\infty$ for any $p \in O$. The fixed points of the flow $\varphi^t_w$ are exactly the fixed points of the action $\rho$. Looking at the dynamics of the flow $\varphi^t_w$ on $O$, we thus observe that the point $p_+$ is attractive, the point $p_-$ is repulsive, and any other fixed point on $\partial O$ is a saddle point, as illustrated in Figure 1.

Remark that the flow $\varphi^t_w$ has the following properties:

- there are a finite number of fixed points for $\varphi^t_w$ on $M$,
- there are no higher-dimensional closed orbits, and
- for any other point $p \in M$, $\varphi^t_w(p)$ tends to one of the above fixed points as $t$ tends to $+\infty$.

However, $\varphi^t_w$ does not satisfy the local structural stability required to be a Morse–Smale flow [17]. We will say that $\varphi^t_w$ is the quasi Morse–Smale flow of $\rho$ associated to $w$. We can adapt the definition of Morse index to the fixed points of the flow $\varphi^t_w$ as follows.

**Definition 1.** Let $p$ be a fixed point of the flow $\varphi^t_w$. Let $(v_1, \ldots, v_n)$ be an adapted basis around $p$, with local coordinates $(x_1, \ldots, x_n)$. Denote by $(\alpha_1, \ldots, \alpha_n) \in \mathbb{R}^n$ the coordinates of $w$ in this adapted basis. Recall that

$$X_w = \alpha_1 x_1 \frac{\partial}{\partial x_1} + \cdots + \alpha_n x_n \frac{\partial}{\partial x_n},$$

or equivalently

$$\varphi^t_w(x_1, \ldots, x_n) = (x_1 e^{-\alpha_1 t}, \ldots, x_n e^{-\alpha_n t}).$$

The index of $p$ with respect to $w$ is the number

$$\text{Ind}_p(w) = \text{card} \{ 1 \leq i \leq n \mid \alpha_i > 0 \}$$

of attractive directions of $\varphi^t_w$ around $p$.

For instance, $\text{Ind}_p(w)$ is equal to $n$ (res. equal to 0) if $p$ is an attractive point of $\varphi^t_w$ (res. a repulsive point of $\varphi^t_w$).

We want to use Morse theory to get information about the number of fixed points of $\rho$ of given index with respect to $w \in \mathbb{R}^n$. To do so, we would like to construct a Morse function $f : M \to \mathbb{R}$ whose singularities are exactly the fixed points of $\rho$, and such that their Morse indices coincide with their indices with respect to $w$. In particular, $f$ has to be increasing in the direction of the flow $\varphi^t_w$, which leads to a first necessary condition on $\varphi^t_w$ for a such function $f$ to exist.
Definition 2. Let $\rho$ be a totally hyperbolic action of $\mathbb{R}^n$ on a $n$-dimensional manifold $M$, with associated fan $v_1, \ldots, v_N$, and let $w \in \mathbb{R}^n$ be generic with respect to this fan. For two fixed points $p_1, p_2$ of $\rho$, write $p_1 \rightarrow p_2$ if there exists a point $p \in M$ (of rank 1) such that
\[
\lim_{t \to -\infty} \phi^t_w(p) = p_1 \quad \text{and} \quad \lim_{t \to +\infty} \phi^t_w(p) = p_2.
\]
We say that the flow $\phi^t_w$ has no cycles if there does not exist a finite sequence $p_1, \ldots, p_k$ of fixed points of $\rho$ such that
\[
p_1 \rightarrow p_2 \rightarrow \cdots \rightarrow p_k \rightarrow p_1.
\]

Lemma 2. If $M$ has dimension 2, then for any generic $w \in \mathbb{R}^n$, the flow $\phi^t_w$ has no cycles.

Proof. Suppose there exists a cycle $p_1 \rightarrow p_2 \rightarrow \cdots \rightarrow p_r \rightarrow p_{r+1} = p_1$.

Denote by $H_1, \ldots, H_r$ the hypersurfaces in $M$ such that, for each $1 \leq i \leq r$, $p_i$ is the intersection between $H_{i-1}$ and $H_i$, and let $v_1, \ldots, v_r$ be the corresponding vectors in the complete fan associated to the action (the indices are considered modulo $r$, and we do not exclude that $H_i = H_j$ for some $i \neq j$). Each $H_i$ contains precisely the codimension 1 orbit $O_i$ such that, for any $p \in O_i$, $\rho_w(t,p)$ tends to $p_i$ as $t$ tends to $-\infty$, and to $p_{i+1}$ as $t$ tends to $+\infty$. It follows that each $p_i$ is simultaneously an attractive point on $O_{i-1}$ and a repulsive point on $O_i$, and then according to the local normal form around $p_i$, $w$ satisfies
\[
w = -b_i v_i + a_i v_{i+1}, \quad a_i, b_i > 0.
\]
So, component-wise, the vectors $(v_1, \ldots, v_r)$ satisfy the system:
\[
\begin{cases}
-b_1 x_1 + a_1 x_2 = w \\
b_2 x_2 + a_2 x_3 = w \\
\vdots \\
b_{n-1} x_{n-1} + a_{n-1} x_n = w \\
a_n v_1 \\
-b_n x_n = w
\end{cases}
\]
Cramer’s rule implies in particular $\Delta v_1 = \delta_1 w$, where $\Delta$ is the determinant of the system and
\[
\delta_1 = \sum_{i=0}^{n-1} a_1 \ldots a_i b_{i+2} \ldots b_n > 0.
\]
It follows that $w$ and $v_1$ are linearly dependent, which contradicts the assumption that $w$ is generic. \hfill \Box

We do not know if this result holds in dimension 3 or more. So in the rest of this subsection, we will always consider the extra assumption that $\phi^t_w$ has no cycles.
Theorem 1. Let $\rho : \mathbb{R}^n \times M \to M$ be a totally hyperbolic action of $\mathbb{R}^n$ on a compact connected $n$-manifold $M$. Let $w \in \mathbb{R}^n$ be generic with respect to the complete fan associated to $\rho$.

If $\varphi^t_w$ has no cycles, then there exists a Morse function $f : M \to \mathbb{R}$ such that $p \in M$ is a singular point of $f$ if and only if it is a fixed point of $\rho$, and satisfies

$$\text{Ind}_p(f) = \text{Ind}_p(w),$$

where $\text{Ind}_p(f)$ is the usual Morse index of $f$ at $p$.

Proof. We construct the function $f : M \to \mathbb{R}$ explicitly. Let $p_1, \ldots, p_V$ be the fixed points of $f$. Fix $c_1, \ldots, c_V \in \mathbb{R}$ such that

$$\forall 1 \leq i, j \leq V, \quad p_i \to p_j \implies c_i < c_j$$

(it is possible precisely because $\varphi^t_w$ has no cycles). Define $d^+_i = c_i + \varepsilon$ and $d^-_i = c_i - \varepsilon$ where $0 < \varepsilon < \min_{p_i \to p_j}(c_j - c_i)$.

Step 1. Take $U_i$ a neighborhood of $p_i$ with local coordinates $(x_1, \ldots, x_n)$ centered at $p_i$ associated to an adapted base $B = (v_1, \ldots, v_n)$. Let $(\alpha_1, \ldots, \alpha_n) \in (\mathbb{R} \setminus \{0\})^n$ be the coordinates of $w$ in $B$. We have:

$$X_w = \alpha_1 x_1 \frac{\partial}{\partial x_1} + \cdots + \alpha_n x_n \frac{\partial}{\partial x_n}.$$

Define $f_i : U_i \to \mathbb{R}$ by

$$f_i(x_1, \ldots, x_n) = c_i - \alpha_1 \frac{x_1^2}{2} - \cdots - \alpha_n \frac{x_n^2}{2}.$$

The unique singular point of $f_i$ on $U_i$ is $p_i$. It satisfies $\text{Ind}_{p_i}(f_i) = \text{Ind}_{p_i}(w)$. Moreover, $-X_w \cdot f_i = \alpha_1^2 x_1^2 + \cdots + \alpha_n^2 x_n^2 \geq 0$. 

Figure 2. Connecting $U_i$ and $U_j$ along the 1-dimensional orbit $O_{ij}$
Step 2. Suppose $p_i \rightarrow p_j$. We then have $c_i < d_i^+ < d_j^- < c_j$. Let $O_{ij}$ be the 1-dimensional orbit of $\rho$ joining $p_i$ and $p_j$. There exists $q_i \in U_i \cap O_{ij}$, $q_j = \varphi_w^T(q_i) \in U_j \cap O_{ij}$, $V_{ij} \subset M$, a neighborhood $\Omega$ of 0 in $\mathbb{R}^{n-1}$ and a diffeomorphism $\varphi_{ij}: V_{ij} \rightarrow \Omega \times [0, 1]$ such that

- $\varphi_{ij}^{-1}(\Omega \times \{0\}) \subset \{ p \in U_i \mid f_i(p) = d_i^+ \}$,
- $\varphi_{ij}^{-1}(\Omega \times \{1\}) \subset \{ p \in U_j \mid f_j(p) = d_j^- \}$,
- $\varphi_{ij}^{-1}(\{0\} \times [0, 1]) = \{ \varphi_w(q_i) \mid 0 \leq t \leq T \}$,
- $(\varphi_{ij})_*(-X_w) = \frac{\partial}{\partial t}$ where $(s_1, \ldots, s_{n-1}, t)$ are coordinates on $\Omega \times [0, 1]$

(see Figure 2).

Let $f_{ij}: U_{ij} \rightarrow \mathbb{R}$ be defined by $f_{ij} \circ \varphi_{ij}^{-1}(s, t) = d_i^+ + t(d_j^- - d_i^+)$. Then $f_{ij}$ has no singular points on $U_{ij}$ and $-X_w \cdot f_{ij} \geq \varepsilon_{ij} > 0$.

Step 3. Without loss of generality, assume $U_i \cap U_j = \emptyset$ whenever $i \neq j$, and $U_{ij} \cap U_{kl} = \emptyset$ whenever $\{i, j\} \neq \{k, l\}$. Define

$$W_i = \{ p \in U_i \mid d_i^- < f_i(p) < d_i^+ \}$$

and $W_{ij}$ as the interior of $V_{ij}$ (see Figure 3). Let $W = (\cup_i W_i) \cup (\cup_{ij} W_{ij})$. The maps $f_i$ and $f_{ij}$ define a continuous function on $\overline{W}$ which is smooth on $W$.

Step 4. Let $W'$ be a connected component of $M \setminus W$. It lies in some $n$-dimensional orbit $\mathcal{O}$ of the action. Extends $f$ continuously on $W \cup \overline{W'}$ using the flow $\varphi_w^t$.

For $p \in \partial W'$, define

$$T(p) = \inf \{ t > 0 \mid \varphi_t(p) \notin W' \}.$$
The dynamics of $\varphi_w^t$ are such that for any $q \in W'$, there exists a unique $p \in \partial W'$ such that $q = \varphi_w^t(p)$, with $0 < t < T(p)$. Set 

$$f(q) = \frac{T(p) - t}{T(p)} f(p) + \frac{t}{T(p)} f(\varphi_w^{T(p)}(p))$$

(using that both $p$ and $\varphi_w^{T(p)}(p)$ lie in $\overline{W}$ where $f$ is already defined). Now $f$ is continuous on $\overline{W} \cup \overline{W}'$, and smooth on $W$ and $W'$. Moreover, by definition of $f$ on $W'$ we get:

$$(X_w \cdot f)(q) = \frac{f(\varphi_w^{T(p)}(p)) - f(p)}{T(p)}.$$

But by construction of $W$, $p$ has to lie in $U_i$ around some $p_i$, $\varphi_w^t(p)$ lies in $U_j$ for some $p_j$, and there exists a sequence of fixed points $p_i \to \cdots \to p_j$. So finally

$$(X_w \cdot f)(q) = \frac{d_j^- - d_i^+}{T(p)} > 0.$$

**Step 5.** We now have a function $f : M \to \mathbb{R}$ continuous on $M$, smooth on a finite family of open sets $(W_\lambda)_{\lambda \in \Lambda}$ such that $\cup_{\lambda} W_\lambda = M$. Also, the restriction of $f$ to $W_\lambda$ can be extended to a smooth function on an open subset containing $\overline{W}_\lambda$. Everywhere it is defined, we have $(-X_w \cdot f) \geq 0$. More precisely, $(-X_w \cdot f) \geq \varepsilon > 0$ outside some neighborhoods around the fixed points of $\varphi$. Now it suffices to smooth the function $f$ with some operator defined below, the rest of the proof is detailed in Proposition 1. \[\square\]

We will use the smoothing operator introduced by de Rham in [10]. Let us recall here its definition.

Start with a smooth strictly increasing function $\rho : [0, 1) \to [0, \infty)$ such that $\rho(t) = t$ when $t < 1/3$, and $\rho(t) \geq t$ for any $t \geq 0$. This function determines a radial smooth diffeomorphism $h : B_1 \to \mathbb{R}^n$ from the unit ball in $\mathbb{R}^n$ to $\mathbb{R}^n$ by:

$$h(x) = \frac{\rho(\|x\|)}{\|x\|} x.$$

Then define the smooth diffeomorphism $\sigma_v : \mathbb{R}^n \to \mathbb{R}^n$ by

$$\sigma_v(x) = \begin{cases} 
h^{-1}(h(x) + v) & \text{if } \|x\| < 1, \\
x & \text{if } \|x\| \geq 1. \end{cases}$$

Also, fix a smooth positive function $\chi : \mathbb{R}^n \to \mathbb{R}$ with support included in $\overline{B_1}$ and such that

$$\int_{\mathbb{R}^n} \chi(v) dv = 1.$$
Suppose \( \Omega \) is an open subset of \( \mathbb{R}^n \) containing \( \overline{B_1} \) (thus \( \sigma_v(\Omega) = \Omega \)). Define for any \( t > 1 \) the regularization operator \( R_t \) as follows. If \( g: \Omega \to \mathbb{R} \) is a continuous function, set:

\[
\forall x \in \Omega, \quad (R_t g)(x) = \int_{\mathbb{R}^n} g \circ \sigma_v(x)t^n \chi(tv)dv.
\]

The resulting function \( R_t g: \Omega \to \mathbb{R} \) is smooth.

**Lemma 3.** Suppose \( \Omega \) is compact and let \( g: \Omega \to \mathbb{R} \) be a continuous function. Suppose that, for some \( s_0 > 0 \), \( g \) extends to a Lipschitz continuous function on \( \Omega_{s_0} = \Omega + s_0B_1 \) satisfying for any \( x \in \Omega \) and \( 0 < s < s_0 \),

\[
g(x + se_1) - g(x) \geq s \varepsilon
\]

(where \( e_1 = (1, 0, \ldots, 0) \) denotes the first vector in the canonical basis of \( \mathbb{R}^n \)).

Then for any \( 0 < \varepsilon' < \varepsilon \), there exists \( t_0 > 0 \) such that for any \( t \geq t_0 \), the smoothed function \( R_t g: \Omega \to \mathbb{R} \) satisfies

\[
\frac{\partial R_t g}{\partial x_1}(x) \geq \varepsilon'
\]

for any \( x \in \Omega \).

**Proof.** Fix \( 0 < \varepsilon' < \varepsilon \). For any \( x \in \Omega \) and \( 0 < s < s_0 \),

\[
(R_t g)(x + se_1) - (R_t g)(x) = \int_{\mathbb{R}^n} (g \circ \sigma_v(x + se_1) - g \circ \sigma_v(x))t^n \chi(tv)dv.
\]

Recall that \( \chi \) has support included in \( B_1 \), so the above integral can actually be computed on \( B_1/\tau \).

Denote by \( k \) the Lipschitz constant of \( g \). The map \( F: \overline{\Omega} \times [0, s_0] \times \overline{B_1} \to \mathbb{R}^n \) defined by

\[
F(x, s, v) = \sigma_v(x + se_1) - se_1
\]

is smooth. By Heine–Cantor theorem, there exists \( \eta > 0 \) such that for any \( x \in \Omega \), \( s \in [0, s_0] \) and \( v \in \overline{B_1} \), we have

\[
\left\| \frac{\partial F}{\partial s}(x, s, v) \right\| = \left\| \frac{\partial F}{\partial s}(x, s, v) - \frac{\partial F}{\partial s}(x, s, 0) \right\| \leq \frac{\varepsilon - \varepsilon'}{k}
\]

whenever \( \|v\| \leq \eta \). Applying the mean value theorem to \( s \mapsto F(x, s, v) \), we obtain

\[
\|\sigma_v(x + se_1) - se_1 - \sigma_v(x)\| \leq \frac{s(\varepsilon - \varepsilon')}{k}
\]

for any \( x \in \Omega \), \( s \in [0, s_0] \) and \( v \in \overline{B_1} \) such that \( \|v\| \leq \eta \). It follows that

\[
|g \circ \sigma_v(x + se_1) - g(\sigma_v(x) + se_1)| \leq s(\varepsilon - \varepsilon').
\]
Moreover, recall that it is assumed that for any \( x \in \Omega, 0 \leq s < s_0 \) and \( v \in \mathbb{R}^n \) we have
\[
g(\sigma_v(x) + se_1) - g \circ \sigma_v(x) \geq s\varepsilon,
\]
so finally, when \( \|v\| \leq \eta \), the following inequality holds:
\[
g \circ \sigma_v(x + se_1) - g \circ \sigma_v(x) \geq s\varepsilon'.
\]
It follows that for any \( t \geq t_0 = 1/\eta, x \in \Omega, 0 \leq s < s_0 \),
\[
(R_t g)(x + se_1) - (R_t g)(x) \geq s\varepsilon'.
\]
We finish the proof by dividing both sides by \( s \) and taking the limit \( s \to 0 \). \( \square \)

The above lemma will be used together with the following result:

**Lemma 4.** Suppose now \( \Omega_{s_0} \) is convex and bounded and let \( g : \Omega_{s_0} \to \mathbb{R} \) be a continuous function. Suppose there exist finite families \( (\Omega_i)_{i \in I} \) and \( (\Omega_i')_{i \in I} \) of open sets of \( \mathbb{R}^n \) and a family \( (\tilde{g}_i : \Omega_i' \to \mathbb{R})_{i \in I} \) of smooth functions such that:

- \( \bigcup_{i \in I} \overline{\Omega_i} \) covers \( \Omega_{s_0} \),
- for each \( i \in I \), \( \Omega_i \subset \Omega_i' \),
- for each \( i \in I \) \( \tilde{g}_i \) and \( g \) coincide on \( \overline{\Omega_i} \).

Then the function \( g \) is Lipschitz continuous on \( \Omega_{s_0} \).

**Proof.** For each \( i \in I \), fix an open set \( U_i \) such that \( \overline{\Omega_i} \subset U_i \subset \overline{\Omega_i'} \subset \Omega_i' \) and \( \overline{\Omega_i} \) is compact (without loss of generality, we can suppose \( \Omega_i' \) is bounded). Then
\[
k = \max_{i \in I} \left( \sup \{ \| \tilde{g}_i(x) \| \mid x \in \overline{U_i} \} \right)
\]
is finite. Let \( x_0, x_1 \) be two distinct points in \( \Omega_{s_0} \). Since \( \Omega_{s_0} \) is convex, for any \( t \in [0, 1] \), the point \( x_t = (1 - t)x_0 + tx_1 \) lies in \( \Omega_{s_0} \). Define \( T \in [0, 1] \) by
\[
T = \sup \{ t \in [0, 1] \mid \|g(x_t) - g(x_0)\| \leq k\|x_t - x_0\| \}
\]
We proceed using reductio ad absurdum and suppose \( T < 1 \). For any \( n > 1/(1 - T) \), there exists \( i_n \in I \) such that \( x_{T+1/n} \in \overline{\Omega_i} \). Since \( I \) is finite, there exists a fixed \( i \in I \) and a subsequence \( (\varepsilon_n)_n \) of \( (1/n)_n \) such that \( x_{T+\varepsilon_n} \in \overline{\Omega_i} \) for any \( n \). In particular, \( x_T = \lim_{n \to \infty} x_{T+\varepsilon_n} \) also lies in \( \overline{\Omega_i} \subset U_i \). Let \( r > 0 \) be such that the open ball \( B(x_T, r) \) of center \( x_T \) and radius \( r \) is included in the open set \( U_i \). Then for any \( \delta < r/\|x_1 - x_0\| \), the point \( x_{T+\delta} \) lies in \( U_i \), and we can apply the mean value theorem to the function \( s \mapsto \tilde{g}_i(x_s) \) to obtain
\[
\|\tilde{g}_i(x_{T+\delta}) - \tilde{g}_i(x_T)\| \leq k\|x_{T+\delta} - x_T\|.
\]
In particular for \( \delta = \varepsilon_n \), since \( x_{T+\varepsilon_n} \) and \( x_T \) lie in \( \overline{\Omega_i} \) where \( g \) and \( \tilde{g}_i \) coincide, we get for large enough \( n \):
\[
\|g(x_{T+\varepsilon_n}) - g(x_T)\| \leq k\|x_{T+\varepsilon_n} - x_T\|.
\]
But by definition of $T$, we have $\|g(x_T) - g(x_0)\| \leq k\|x_T - x_0\|$. It follows that 
\[ \|g(x_{T+\varepsilon_n}) - g(x_0)\| \leq k(\|x_{T+\varepsilon_n} - x_T\| + \|x_T - x_0\|) = k\|x_{T+\varepsilon_n} - x_0\|, \]
which contradicts the definition of $T$ as a supremum.

It follows that $T = 1$, that is $\|g(x_1) - g(x_0)\| \leq k\|x_1 - x_0\|$. \qed

This operator $R_t$ can then be used to define local regularization operators on $M$. Suppose $(V, \varphi)$ is a local chart on $M$ such that $\overline{B_1} \subset \varphi(V)$. Define the regularization operator $S_{t,V}$ acting on continuous functions $f : M \to \mathbb{R}$ by:

\[
(S_{t,V}f)(p) = \begin{cases} 
R_t(f \circ \varphi^{-1})(\varphi(p)) & \text{if } p \in V, \\
 f(p) & \text{otherwise}. 
\end{cases}
\]

The resulting function $S_{t,V}f : M \to \mathbb{R}$ is smooth on $V$.

We are now able to conclude the proof of Theorem 1 by applying the following proposition.

\textbf{Proposition 1.} Let $f : M \to \mathbb{R}$ be a continuous function on a compact $n$-dimensional manifold $M$. Suppose there exists a finite family of disjoint open subsets $(W_i)_{i \in I}$, a family $(K_i)_{i \in I}$ of (possibly empty) compact subsets $K_i \subset W_i$, a smooth vector field $X$ with (complete) flow $\Phi^t$ on $M$ and $\varepsilon > 0$ such that:

1. the restriction of $f$ to each $W_i$ is a smooth Morse function (possibly with no singularities),
2. the set $S = \bigcup_i W_i$ on which $f$ is smooth satisfies $\overline{S} = M$,
3. for each $i \in I$, there exists an open subset $W'_i \subset M$ containing $\overline{W_i}$ and a smooth function $\tilde{f}_i : W'_i \to M$ such that $f$ and $\tilde{f}_i$ coincide on $\overline{W_i}$,
4. for any $p \in S$, $\Phi^t(p) \in S$ except for a finite number of $t \in \mathbb{R}$,
5. $(X \cdot f)(p) \geq \varepsilon$ for any $p \in S \setminus (\cup_i K_i)$. In particular, the singularities of $f$ and $X$ lie in $\cup_i K_i$.

Then there exists a smoothing operator $S_i$ on $M$ such that for any large enough $t > 0$, $S_i f : M \to \mathbb{R}$ is a Morse function whose singularities are exactly the Morse singularities of $f$ with the same Morse indices.

\textbf{Proof.} Denote by $\Delta$ the set of continuous functions $F : M \to \mathbb{R}$ such that:

- $F$ is smooth on each $W_i$,
- for each $i \in I$, there is an open subset $W'_i \subset M$ and a smooth function $\tilde{F}_i : W'_i \to M$ such that $F$ and $\tilde{F}_i$ coincide on $\overline{W'_i} \subset W'_i$,
- there exists $\varepsilon' > 0$ such that $(X \cdot F)(q) \geq \varepsilon'$ for any $q \in S \setminus (\cup_i K_i)$.

Let $p \in M \setminus S$ be a point where $F$ might not be smooth. Since $X(p) \neq 0$, there exists a local chart $(U_p, \varphi_p)$ around $p$ such that 

\[(\varphi_p)_* X = \alpha_p \frac{\partial}{\partial x_1} \text{ with } \alpha_p > 0.\]
Without loss of generality, we can suppose that \( \overline{U_i} \cap K_i = \emptyset \) for any \( i \in I \). Also, up to multiplying \( \varphi_p \) by some constant \( c \geq 1 \), we can assume that \( \varphi_p(U_p) \) contains \( \overline{B_1} \). Take \( V_p \subset U_p \) and \( s_p > 0 \) such that \( \Omega_p = \varphi_p(V_p) \) is convex, bounded and contains \( \overline{B_1} \), and such that \( \Omega_{p,s} = \varphi_p(V_p) + s_p B_1 \subset \varphi_p(U_p) \).

Fix \( F \in \Delta \). The function \( g = F \circ \varphi_p^{-1} \) is continuous on \( \Omega_{p,s} \). For each \( i \in I \), \( g \) is smooth on

\[ \Omega_i = \varphi_p(V_p \cap W_i), \]

and extends to a smooth function \( \tilde{g}_i = \tilde{F}_i \circ \varphi_p^{-1} \) on

\[ \Omega_i' = \varphi_p(U_p \cap W'_i). \]

Then, by Lemma 4, \( g \) is Lipschitz continuous on \( \Omega_{p,s} \).

Let \( q \in V_p \cap S \) be a point where \( F \) is smooth. Fix \( 0 < s < s_p \). There exists a finite sequence \( 0 = s_0 < s_1 < \cdots < s_k = s \) such that \( \Phi^s_k(q) \in S \) for any \( s_j < s' < s_{j+1} \). Since \( \overline{U_p} \cap (\cup_i K_i) = \emptyset \), for such a \( s' \) we have \( (X \cdot F)(\Phi^s_k(q)) \geq \varepsilon' \).

It follows that for any \( s_j < a < b < s_{j+1} \) we have

\[ F(\Phi^b_k(q)) - F(\Phi^a_k(q)) \geq (b - a)\varepsilon'. \]

By continuity, the result holds for \( (a, b) = (s_j, s_{j+1}) \). Summing those inequalities we obtain

\[ F(\Phi^s_k(q)) - F(q) \geq s\varepsilon'. \]

The result extends to any \( q \in V_p \cap S = V_p \). In other words, the function \( g = f \circ \varphi_p^{-1} \) satisfies for any \( x \in \Omega_p = \varphi_p(V_p) \) and \( 0 < s < s_p \):

\[ g(x + s\varepsilon_1) - g(x) \geq s\varepsilon'/\alpha_p. \]

Let \( S_{t,p} \) be the regularization operator defined on \( V_p \). Fix \( \varepsilon'' < \varepsilon' \). By Lemma 3, there exists \( t_p > 0 \) such that

\[ \frac{\partial R g}{\partial x_1} \geq \varepsilon''/\alpha_p \]

for any \( t \geq t_p \) and \( x \in \Omega_p \), or equivalently,

\[ (X \cdot S_{t,p} F)(q) \geq \varepsilon'' \]

for any \( q \in V_p \). Since \( (S_{t,p} F)(q) = F(q) \) for any \( q \in M \setminus V_p \), it follows that \( S_{t,p} F \) is in \( \Delta \).

By compactness, there exists a finite number of points \( p_1, \ldots, p_k \in M \) such that the open subsets \( V_{p_j} \) cover \( M \setminus S \). Define the total regularization operator

\[ S_t = S_{t,p_k} \circ S_{t,p_{k-1}} \circ \cdots \circ S_{t,p_1}. \]

Then \( S_t f \) is smooth on \( M \) and coincide with \( f \) on each \( K_i \). Moreover, since \( f \in \Delta \), for any \( t \geq \max \{ t_p_j \mid 1 \leq j \leq k \} \) the function \( S_t f \) is also in \( \Delta \). In particular, there exists \( \varepsilon' > 0 \) such that

\[ (X \cdot S_t)(q) \geq \varepsilon' \]
for any \( q \in S \setminus (\cup_i K_i) \). By continuity, this holds for any \( q \in M \setminus (\cup_i K_i) \), so in particular \( S_t f \) has no singularities outside \( \cup_i K_i \).

As an immediate corollary of Theorem 1, we obtain the Morse inequalities:

**Corollary 1.** Let \( \rho \) be a totally hyperbolic action of \( \mathbb{R}^n \) on a compact \( n \)-manifold \( M \). Suppose there exists \( w \in \mathbb{R}^n \) such that \( \varphi^t_w \) has no cycles. For \( 0 \leq i \leq n \), denote by \( c_i \) the number of fixed points of \( \rho \) of index \( i \) with respect to \( w \) and by \( b_i(M) \) the \( i \)-th Betti number of \( M \). Then we have the inequalities:

\[
    c_i - c_{i-1} + \cdots + (-1)^i c_0 \geq b_i(M) - b_{i-1}(M) + \cdots + (-1)^i b_0(M)
\]

for all \( 0 \leq i \leq n \), with equality when \( i = n \), that is

\[
    \sum_{i=0}^{n} (-1)^i c_i = \chi(M).
\]

In particular, for all \( 0 \leq i \leq n \), we have the weak Morse inequalities

\[
    c_i \geq b_i(M),
\]

so the number \( V \) of fixed points of \( \rho \) is at least \( \sum_{i=1}^{n} b_i(M) \). For instance, if \( M \) is a compact orientable two-dimensional surface of genus \( g \), then \( V \geq 2g + 2 \).

4. **Number of Hyperbolic Domains**

Let us begin with the following observation, which is an immediate consequence of the study of the quasi Morse-Smale flows generated by generic vectors.

**Theorem 2.** The number of hyperbolic domains of a totally hyperbolic action of \( \mathbb{R}^n \) on a compact connected \( n \)-manifold \( M \) is equal to \( k.2^n \), where \( k \) is the number of attractive (or repulsive) fixed points of the quasi Morse–Smale flow \( \varphi^t_w \) generated by a generic \( w \in \mathbb{R}^n \). In particular, this number \( k \) does not depend on the choice of a generic \( w \).

**Proof.** Around a fixed point \( p \in M \) of the action \( \rho \) there are exactly \( 2^n \) hyperbolic domains. The local normal form theorem for totally hyperbolic actions implies that if \( p \) is an attractive point of the flow \( \varphi^t_w \) on the closure of some hyperbolic domain \( \mathcal{O} \), then it is locally an attractive point in neighborhood \( U \) of \( p \). In particular, it is an attractive point on the closure of any other hyperbolic domain around it. Since every hyperbolic domain of \( \rho \) has a unique attractive fixed point on its boundary, it follows that there are exactly \( k.2^n \) domains, where \( k \) is the total number of attractive points of the flow \( \varphi^t_w \) on \( M \). Of course, the same proof can be done by considering repulsive points instead. \( \square \)
Figure 4. Example of two different jigsaw puzzle decompositions for some action of $\mathbb{R}^2$ on $S^2$

Remark 1. With the notation of Corollary 1, the above theorem implies that $c_0$ and $c_n$ are equal and do not depend on $w$.

Remark 2. When $M$ is the two-dimensional sphere $S^2$, we have a more precise result: the number of hyperbolic domains is a multiple of 8. Indeed, it is equal to $4c_n$ by Theorem 2, where $c_n$ is the number of attractive points of some quasi Morse–Smale flow $\phi^t_w$. But a point $p$ at the intersection of two loops $H_i$ and $H_j$ is attractive if and only if $w$ is in the convex cone $C_{ij}$ spanned by $v_i$ and $v_j$. It follows that

$$c_n = \sum_{1 \leq i < j \leq N} \text{card}(H_i \cap H_j).$$

On the sphere, two closed loops intersect an even number of times so the above sum is even.

Note that, as $w$ varies in $\mathbb{R}^n$, a fixed point $x$ of $\rho$ takes all the possible states (attractive, repulsive or saddle) with respect to the flow $\phi^t_w$ on $M$. So there exist different “jigsaw puzzle” decompositions of $M$ whose pieces are the union of $2^n$ hyperbolic domains around a fixed point.

Figure 4 shows two different such decompositions on an example. On the upper right of the figure is a complete fan in $\mathbb{R}^2$ defined by five vectors $v_1, \ldots, v_5$, corresponding to a totally hyperbolic action of $\mathbb{R}^2$ on $S^2$. Next to it is the
associated decomposition of $S^2$ into hyperbolic domains delimited by hyper-surfaces $H_1, \ldots, H_5$, after a stereographic projection from an intersection point between $H_3$ and $H_4$. Below this are two jigsaw puzzles decomposition of $S^2$ induced by the choice of two vectors $w_A$ and $w_B$ in different 2-dimensional cones in the fan. The emphasized vertices are the attractive points of the corresponding 1-dimensional flow on the sphere.

We are now interested in the construction of actions with a given number of hyperbolic domains. Let us start with the following useful result.

**Proposition 2.** Let $\rho : \mathbb{R}^n \times M \to M$ be a totally hyperbolic action of $\mathbb{R}^n$ on a $n$-dimensional compact manifold $M$. Let $x \in M$ be a fixed point of the action. It is the intersection of $n$ hypersurfaces $H_1, \ldots, H_n$ corresponding to $(n-1)$-dimensional orbits of the action, and these hypersurfaces delimit $2^n$ hyperbolic domains $U_1, \ldots, U_{2^n}$ around $x$. Then

1. the new decomposition of $M$ obtained by adding two small enough concentric $(n-1)$-spheres centered at $x$ can be realized as the hyperbolic domains of a totally hyperbolic action of $\mathbb{R}^n$ on $M$,
2. conversely, if there are two concentric $(n-1)$-spheres centered at $x$ intersecting only $H_1, \ldots, H_n$ as in Figure 5 then the new decomposition of $M$ obtained by removing these spheres can be realized as the hyperbolic domains of a totally hyperbolic action of $\mathbb{R}^n$ on $M$.

**Proof.** (1) Adding two spheres $S$ and $S'$ around $x$ splits each domain $U_i$ into three domains $T_i, C_i$ and $V_i$ which are “curved polytopes” with respectively $n+1$, $n+2$ and $f+1$ faces, where $f$ is the number of faces of $U_i$ (see Figure 5 for an illustration in dimension 2). The other domains remain unchanged.

Let $v_1, \ldots, v_N$ be vectors in $\mathbb{R}^n$ generating a complete fan $F$ corresponding to the hyperbolic action $\rho$, indexed in such a way that the vector $v_i$ corresponds
to the hypersurface $H_i$ when $1 \leq i \leq n$. We want to construct two vectors $w$ and $w'$, associated to $S$ and $S'$ respectively, such that the complete fan $F'$ generated by $v_1, \ldots, v_N, w, w'$ is compatible with the new decomposition of $M$. Take $w'$ in the cone spanned by $v_1, \ldots, v_n$. Then the compatibility of $F$ with $U_i$ implies that $F'$ will be compatible with $V_i$. Now set $w = -w'$ (or a vector close enough to $-w'$ if the latter coincide with some $v_i$), and the fan $F'$ is compatible with the $T_i$ and $C_i$.

(2) With the same notation as above, remark first that the domains $U_i$ obtained when removing the spheres $S$ and $S'$ have at least three corners, that is are not only bounded by the hypersurfaces $H_1, \ldots, H_n$. Indeed, suppose the converse is true, then it means that before removing the spheres, the domain $V_i$ was only bounded by $H_1, \ldots, H_n$ and $S'$. Then by compatibility of the fan $F'$ with the domain $C_i$, it follows that either $v_{N+1}$ or $v_{N+2}$ is not in the convex cone spanned by $v_1, \ldots, v_n$. But that implies that $F'$ is not compatible either with $T_i$ or $V_i$, which contradicts our assumption. It follows that $U_i$ is a curved polytope.

Now we have to show that the fan $F$ obtained by removing $v_{N+1}$ and $v_{N+2}$ from the fan $F'$ is a complete fan compatible with this new decomposition of $M$. It suffices to check the compatibility with each domain $U_i$ since the other domains are unchanged or deleted. The compatibility of $F$ with the combinatorics of the faces of $U_i$ is guaranteed by the previous compatibility of $F'$ with the domain $V_i$. It remains to check that the cones in the sub-fan of $F$ corresponding to $U_i$ are all convex: this comes from the compatibility of the fan $F'$ with the faces $C_i$ and $T_i$. 

With this proposition, once an example of hyperbolic action has been given, it is possible to construct new hyperbolic actions with more hyperbolic domains on the same manifold $M$.

**Corollary 2.** Let $M$ be a $n$-dimensional compact manifold. Suppose there exists a totally hyperbolic action $\rho$ on $M$.

1. If $D$ is the number of hyperbolic domains of $\rho$, then for any $k \geq 0$, there exists a totally hyperbolic action on $M$ with $D' = D + k2^{n+1}$ hyperbolic domains.

2. Let $p$ be the number of faces of some hyperbolic domain of $\rho$. Then for any $q \geq p$, there exists a totally hyperbolic action on $M$ admitting a hyperbolic domain with $q$ faces.

**Proof.** It suffices to apply recursively the construction given by Proposition 2.

For (1), apply the construction to any fixed point of $\rho$. Each one of the $2^n$ domains $U_i$ is split into exactly three domains, so the new decomposition has $2 \times 2^n$ more hyperbolic domains.
For (2), apply the construction to a fixed point of \( \rho \) which is the corner of the domain \( U \) with \( p \) faces. We saw that \( U \) is split into three domains \( T, C \) and \( V \), where the domain \( V \) has \( p + 1 \) faces.

Let us apply this to the case when \( M \) is a closed surface. This will not only provide information on the number of hyperbolic domains, but also on the number of one-dimensional orbits and fixed points of the action. Indeed, in dimension 2, the decomposition of a surface \( \Sigma \) into orbits of a totally hyperbolic action \( \rho : \mathbb{R}^2 \times \Sigma \to \Sigma \) can be seen as the embedding of some graph \( \Gamma \) in \( \Sigma \), in such a way that the fixed points, one-dimensional orbits and hyperbolic domains of \( \rho \) correspond respectively to the vertices, edges and faces of the embedded graph \( \Gamma \).

First, since the graph \( \Gamma \) is embedded in \( \Sigma \), it has to satisfy the well-known Euler’s formula

\[
V - E + F = \chi(\Sigma),
\]

where \( V, E \) and \( F \) are respectively the number of vertices, edges and faces of the embedded graph \( \Gamma \), and \( \chi(\Sigma) \) is the Euler characteristic of the surface \( \Sigma \).

Moreover, the local structure of fixed points of a totally hyperbolic action implies that each vertex corresponds to an intersection between exactly two one-dimensional orbits. Then each vertex is adjacent to exactly 4 edges, which are necessarily distinct for the faces to be simply connected “curved polygons”. Thus \( \Gamma \) is what is a called a 4-valent simple graph.

**Proposition 3.** Let \( \Gamma \) be the embedded graph induced by a totally hyperbolic action of \( \mathbb{R}^2 \) on a surface \( \Sigma \).

Then \( \Gamma \) is a 4-valent simple graph. In particular, it satisfies the following identities:

\[
\begin{align*}
E &= 2V \\
F &= V + \chi(\Sigma)
\end{align*}
\]

**Proof.** The first identity is a classical result in graph theory, of which we recall the proof here. Because the graph is 4-valent, the sum

\[
\sum_v \text{ (number of edges adjacent to } v) \text{ of } \Gamma
\]

is equal to \( 4V \). Then remark that each edge of \( \Gamma \) contributes to the sum exactly twice (once for each of its end points) so the above sum is also equal to \( 2E \). The second identity follows using Euler’s formula. \( \square \)

We are now able to prove that, in dimension 2, any number of domains compatible with Theorem 2 and Remark 2 is realizable.

**Proposition 4.** Let \( k \geq 1 \).
The 2-sphere $S^2$ admits a totally hyperbolic action with $8k$ hyperbolic domains.

Any closed oriented surface of genus $g \geq 1$ admits a totally hyperbolic action with $4k$ hyperbolic domains.

Any closed non-orientable surface admits a totally hyperbolic action with $4k$ hyperbolic domains.

Proof. Consider the examples of totally hyperbolic actions on closed surfaces given in [8] and [21]: those are examples with $8$ hyperbolic domains in the case of the sphere, and $4$ hyperbolic domains in the case of any other closed surface. According to Corollary 2, we can increase this number by $8$ indefinitely, which prove the statement for the sphere. For the other closed surfaces, we have to prove that there also exist examples with $8$ hyperbolic domains in order to complete the proof.

A decomposition into $8$ hyperbolic domains of a surface $\Sigma_g$ of genus $g \geq 0$ is given in [21]: embed $\Sigma_g$ in $\mathbb{R}^3$ in such a way that it is symmetric with respect to the planes $\{x = 0\}$, $\{y = 0\}$ and $\{z = 0\}$, and cut the surface along these planes. It splits $\Sigma_g$ into $8$ polygons with $g + 2$ sides, and to show that this decomposition can be realized as the hyperbolic domains of totally hyperbolic action of $\mathbb{R}^2$ on $\Sigma_g$, it suffices to construct explicitly the action on one of these polygons and then extend it to the whole surface using reflections.

Now, we will use the fact that any non-orientated closed surface $\Sigma'$ can be realized as the quotient of some $\Sigma_g$ embedded in $\mathbb{R}^3$ as above by the involution $\sigma : (x, y, z) \mapsto (-x, -y, -z)$. Any totally hyperbolic action on $\Sigma_g$ which is invariant with respect to $\sigma$ descends to a totally hyperbolic action on $\Sigma'$. 
Consider again the surface $\Sigma_g$ embedded in $\mathbb{R}^3$ in a symmetric way and cut along the three canonical planes, and now cut it again along two new parallel planes $P_1$ and $P_2$ as illustrated in Figure 6. This gives a decomposition of $\Sigma_g$ into 16 domains, and this decomposition is invariant with respect to $\sigma$. The colored part on the figure consists in two domains: a triangle $T$ and a $n$-gon $U$, and the edges of $T$ are issued from the same loops as three consecutive edges of $U$. Any fan compatible with $T$ can be completed into a fan compatible with $U$. It defines a totally hyperbolic action on the colored part, that we extend to $\Sigma_g$ using symmetries with respect to the three canonical planes. The hyperbolic domains of this action correspond exactly to the 16 pieces of our decomposition, and since the involution $\sigma$ identifies these pieces pairwise, the corresponding hyperbolic action on the quotient manifold $\Sigma'$ has $8$ hyperbolic domains.

5. THE CASE OF THE 2-DIMENSIONAL SPHERE

In this section, we investigate the case where the surface $\Sigma$ is the 2-dimensional sphere $S^2$. In addition to the constants $V$, $E$ and $F$ defined previously, we denote by $N$ the number of closures of one-dimensional orbits of the action, and we recall that the latter are non-intersecting loops $L_1, \ldots, L_N$ on $S^2$.

It is possible to color the faces of the plane graph $\Gamma$ with black and white in such a way that any two adjacent faces have different colors. Indeed, such a coloring can be constructed recursively. Start with a white sphere. According to the Jordan curve theorem, any loop $L_i$ splits the sphere $S^2$ into two connected components. Every time a loop is added to the sphere, leave one of the connected component unchanged, and swap the white and black colors on the other component.

**Proposition 5.** Suppose we have such a bi-coloring of the domains of $\rho$. For a subset $U \subset S^2$, denote by $F_B(U)$ (res. $F_W(U)$) the number of black domains (res. white domains) included in $U$. Then:

1. the numbers $F_B(S^2)$ and $F_W(S^2)$ are equal,
2. if $U$ is on of the two connected components of the complement $S^2 \setminus L_i$ of some loop, then $F_B(U)$ and $F_W(U)$ are equal.

**Proof.** Let $v_1, \ldots, v_N$ be a fan compatible with the considered action, and denote by $\theta_{i,j}$ the value of the (non-oriented) angle between $v_i$ and $v_j$. If $D$ is a domain whose boundary is made of the loops $L_{i_1}, \ldots, L_{i_k}$ in this cyclic order, the corners of $D$ can be associated to the angles $\theta_{i_1,i_2}, \theta_{i_2,i_3}, \ldots, \theta_{i_{k-1},i_k}$, and the sum

$$\theta(D) = \theta_{i_1,i_2} + \theta_{i_2,i_3} + \cdots + \theta_{i_{k-1},i_k}$$
of these angles is equal to $2\pi$. For a subset $U \subset S^2$, denote by $S_B(U)$ (res. $S_W(U)$) the sum of the $\theta(D)$ on every black domain (res. white domain) $D$ included in $U$. By definition, $S_B(U) = 2\pi F_B(U)$ and $S_W(U) = 2\pi F_W(U)$.

Remark that $S_B(S^2)$ and $S_W(S^2)$ have exactly the same terms. Indeed, each intersection between two loops $L_i$ and $L_j$ creates four corners with associated angles $\theta_{i,j} = \theta_{j,i}$. Two of these corners lie in black domains while the two others lie in white domains. It follows that $S_B(S^2) = S_W(S^2)$ and then $F_B(S^2) = F_W(S^2)$.

Similarly, if $U$ is a connected component of $S^2 \setminus (L_i \cup L_j)$, $F_B(U) = F_W(U)$ because $S_B(U)$ and $S_W(U)$ have exactly the same terms too. Indeed, as before, a vertex in the interior of $U$ gives four terms: two in $S_B(U)$ and two in $S_W(U)$. A vertex on $\partial U = L_i$ creates four corners. Only two of them lie in $U$, and they have different colors (see Figure 7). It provides two terms, one in $S_B(U)$ and one in $S_W(U)$.

Figure 7. Domains in a connected component of $S^2 \setminus L_i$

If two loops $L_i$ and $L_j$ intersect, we call eye between $L_i$ and $L_j$ a connected component $U$ of $S^2 \setminus (L_i \cup L_j)$. The two vertices in $L_i \cap L_j \cap \partial U$ will be called the corners of the eyes, and any other vertex on the boundary of $U$ is said to be an eyelash. Figure 8 shows an example of an eye between two loops $L_i$ and $L_j$.

**Proposition 6.** Let $U$ be an eye between two loops $L_i$ and $L_j$. Then:
Figure 8. An eye between two loops

(1) the numbers \(F_B(U)\) and \(F_W(U)\) are equal,
(2) the two domains on either corners of the eye \(U\) have different colors,
(3) the number of eyelashes of \(U\) on \(L_i\) (res. on \(L_j\)) is odd.

Proof. The proof is the same as for Proposition 5. Each intersection point in \(U\) provides the same terms in \(S_B(U)\) and \(S_W(U)\), except the two corners of the eye. If the two corner domains of \(U\) had the same color, then one would have

\[2\theta_{i,j} = |S_B(U) - S_W(U)| = 2\pi |F_B(U) - F_W(U)| ,\]

which contradicts the fact that \(\theta_{i,j}\) lies in \((0, \pi)\) (indeed, the cones in the fan associated to a hyperbolic domain must be strongly convex). It follows that the two corners have different colors. This implies \(F_B(U) = F_W(U)\) and that there is an odd number of eyelashes on each loop. \(\square\)

We saw in Theorem 2 that the number of domains \(F\) of the action is a multiple of 4. By Proposition 3, it follows that the number of fixed points \(V\) is equal to 2 modulo 4. If it is difficult to link directly the number \(N\) of loops defined by the one-dimensional orbits of the action to the other constants of the graph, it is still possible to obtain some relations between the modulo classes of these numbers.

First, let us consider the number of fixed points along the closure \(L_i\) of some one-dimensional orbit:

Proposition 7. Consider a loop \(L_i\). The following properties hold:

(1) the number of vertices on \(L_i\) is a multiple of 4,
(2) the number of vertices in a connected component \(U\) of \(S^2 \setminus L_i\) is odd.

Proof. For topological reasons, any other loop \(L_j\) has to cross \(L_i\) an even number of times, so the number of intersection points on the loop \(L_i\) is even. Then it is possible to associate to each vertex on \(L_i\) a sign + or − such that two consecutive vertices along \(L_i\) have opposite signs (as in Figure 7). The number
of vertices on the loop is twice the number of vertices with positive sign. But any loop $L_j$ crossing $L_i$ form an eye between them. By Proposition 6, this eye has an odd number of eyelashes on $L_j$, so its corners have same sign. It follows that vertices with positive sign come in pairs, and then the number of vertices on $L_i$ is a multiple of 4.

For a subset $U \subset S^2$, denote by $V(U)$ (res. $E(U)$, $F(U)$) the number of vertices (res. edges, faces) of $\Gamma$ that lie in $U$. If $U$ is a connected component of $S^2 \setminus L_i$, the restriction $\Gamma'$ of the embedded graph $\Gamma$ to $\overline{U}$ is also a planar graph with $V(\overline{U}) = V(U) + V(L_i)$ vertices, $E(\overline{U})$ edges and $F(U) + 1$ faces. In particular those numbers have to satisfy the Euler relation

$$(V(U) + V(L_i)) - E(\overline{U}) + (F(U) + 1) = 2.$$  

Now remark that the vertices of $\Gamma'$ in $U$ are 4-valent, and the ones on $L_i$ are 3-valent (see Figure 7). In similar way as in the proof of Proposition 3 one can prove the relation

$$4V(U) + 3V(L_i) = 2E(\overline{U}).$$

Since we showed that $V(L_i)$ is a multiple of 4, it follows that $E(\overline{U})$ is even. But Proposition 5 implies that $F(U)$ is even, so finally

$$V(U) = 1 - V(L_i) + E(\overline{U}) - F(U)$$

is odd. \hfill $\square$

Now we are able to prove the following result involving the number $N$ of loops defined by the totally hyperbolic action of $\mathbb{R}^2$ on the sphere.

**Theorem 3.** Let $\rho : \mathbb{R}^2 \times S^2 \to S^2$ be a totally hyperbolic action of $\mathbb{R}^2$ on the 2-dimensional sphere with $V$ fixed points and $F$ hyperbolic domains. Denote by $N$ the number of loops on $S^2$ defined by the 1-dimensional orbits of $\rho$. Then the following equivalent assertions hold:

1. $N$ is odd,
2. $V$ is equal to 2 modulo 4,
3. $F$ is a multiple of 4.

**Proof.** The third assertion follows from Theorem 2. It is equivalent to assertion (2) by the identity $F = V + 2$ (Proposition 3). It suffices now to prove that these two assertions are also equivalent to (1). To achieve this, we will consider a partition of the set of vertices into a set of pairs $P = \{p_1, \ldots, p_{V/2}\}$ satisfying the following condition: in any pair $p_j = \{v, v'\}$, the vertices $v$ and $v'$ are the corners of some eye between two loops. For $1 \leq i \leq N$, fix $U_i$ a connected component of $S^2 \setminus L_i$, and consider the subset of pairs:

$$P_i = \{\{v, v'\} \in P \text{ pair} \mid \{v, v'\} \cap U_i \text{ contains exactly one element}\}.$$


Figure 9. Three loops $L_{k_1}, L_{k_2}, L_{k_3}$ separating a pair $p = \{v, v'\}$.

First, remark the following. A vertex $v$ in $U_i$ is either a member of a pair in $P_i$, or a member of a pair $\{v, v'\}$ with $v' \in U_i$, the two cases being mutually exclusive. It follows that $U_i \setminus P_i$ contains an even number of vertices. By Proposition 7, $U_i$ contains an odd number of vertices, and then $P_i$ contains an odd number of pairs. Then, remark also the following “dual” result. Consider a pair $p = \{v, v'\}$ in $P$ and the associated eye $V$ between two loops $L_i$ and $L_j$. For any other loop $L_k$, either $v$ and $v'$ belong in distinct connected components of $S^2 \setminus L_k$ (i.e. $p \in P_k$) and then $L_k$ creates an odd number of eyelashes on both $L_i$ and $L_j$, or $v$ and $v'$ are in a same connected component of $L_k$ (i.e. $p \notin P_k$) and then $L_k$ create an even number of eyelashes on both $L_i$ and $L_j$ (see Figure 9). Since, according to Proposition 6, the number of eyelashes is odd on both $L_i$ and $L_j$, the set

$$L(p) = \{L_k \mid p \in P_k\}$$

of loops “separating” the pair $p = \{v, v'\}$ has odd cardinality.

These two remarks are enough to prove the equivalence between the above assertions. Indeed, define a $N \times (V/2)$ matrix $(a_{i,j})$ by

$$a_{i,j} = \begin{cases} 1 & \text{if } p_j \in L_i, \\ 0 & \text{if } p_j \notin L_i. \end{cases}$$

We then have the relation

$$\sum_{i=1}^{N} \text{card}(P_i) = \sum_{i=1}^{N} \sum_{j=1}^{V/2} a_{i,j} = \sum_{j=1}^{V/2} \sum_{i=1}^{N} a_{i,j} = \sum_{j=1}^{V/2} \text{card}(L(p_j)).$$
Calling $S$ this sum and using that the \text{card}(P_i)$ and \text{card}(L(p_j))$ are all odd, one concludes that:

\[ N \text{ is odd } \iff S \text{ is odd } \iff V \frac{2}{2} \text{ is odd } \iff V = 2 \mod 4. \]

We can show that Condition (1) on $N$ in the above theorem is optimal, in the sense that we can construct examples of totally hyperbolic actions with $N$ loops for any odd number $N$.

**Proposition 8.** Let $N$ be an odd number, $N \geq 3$. There exists a totally hyperbolic action $\rho$ of $\mathbb{R}^2$ on the sphere $S^2$ such that the closure of the one-dimensional orbits of $\rho$ define exactly $N$ loops.

**Proof.** It is exactly the same proof as for Corollary 2. Starting from the classical example of the hyperbolic action of $\mathbb{R}^2$ on $S^2$ with 3 loops, iterate the construction defined in Proposition 2 which adds exactly two loops to the action. □

### 6. Examples of totally hyperbolic actions in dimension 3

In this section, we provide constructive examples of totally hyperbolic actions on two 3-dimensional manifolds: the sphere $S^3$ and the projective space $\mathbb{RP}^3$.

#### 6.1. On the sphere $S^3$.

Define the 3-dimensional sphere as the subspace

\[ S^3 = \{(z_1, z_2) \in \mathbb{C}^2 \mid |z_1|^2 + |z_2|^2 = 1\} \subset \mathbb{C}^2. \]

Let $f : S^3 \to \mathbb{R}$ be the map defined by $f(z_1, z_2) = |z_2|^2 - |z_1|^2$. The zero level set of $f$ is a 2-dimensional torus $S^1 \times S^1$ embedded in $S^3$, while the sets $A_1 = \{f \geq 0\}$ and $A_2 = \{f \leq 0\}$ are two solid tori $D^2 \times S^1$ embedded in $S^3$. This is the usual decomposition of $S^3$ into two solid tori glued along their common boundary, in such a way that a meridian on the first solid tori $A_1$ is identified with a longitude on the second solid tori $A_2$, and vice versa.

For $k \in \{1, 2\}$ and a given slope $\lambda = [a : b] \in \mathbb{RP}^1$, consider the hypersurface $H^k_\lambda$ in $S^3$ consisting of the elements $(z_1, z_2) \in S^3$ such that $z_k = x_k + iy_k$ is on the real line of slope $[a : b]$ in $\mathbb{C}$. That is, $H^k_\lambda$ is the hypersurface defined by the zero level-set of the submersion $(z_1, z_2) \mapsto bx_k - ay_k$. Under the natural identification between the solid tori $A_1, A_2$ and the solid cylinders $C_1, C_2 = \overline{D^2} \times [0, 1]$ in $\mathbb{R}^3$, remark that:

- $H^k_\lambda \cap A_k$ corresponds to two horizontal closed disks $\overline{D^2} \times \{t_1, t_2\}$ in $C_k$,
- $H^k_\lambda \cap A_k$ corresponds to a vertical plane $\{yb - ax = 0\} \times [0, 1]$ in $C_k$. 
Figure 10. A decomposition of $S^3 = A_1 \cup A_2$ into hyperbolic domains

where $\{k, \bar{k}\} = \{1, 2\}$ (see Figure 10). Any two such hypersurfaces $H^k_\lambda$ and $H^l_\mu$ intersect transversally with each other as long as $k \neq l$ or $\lambda \neq \mu$. Moreover, any such surface intersects transversally with the torus $A_1 \cap A_2$, and does not intersect itself. Hence this family of hypersurfaces will be useful to construct decompositions of $S^3$ into hyperbolic domains of some totally hyperbolic action of $\mathbb{R}^3$ on $S^3$.

**Proposition 9.** Let $\lambda, \mu \in \mathbb{RP}^1$ be two distinct slopes. Then there exists a totally hyperbolic action $\rho$ of $\mathbb{R}^3$ on the 3-dimensional sphere $S^3$ such that the hyperbolic domains of $\rho$ are given by the splitting of $S^3$ along the torus $H_0 = A_1 \cap A_2$ and the hypersurfaces $H^1_\lambda$, $H^1_\mu$, $H^2_\lambda$ and $H^2_\mu$.

**Proof.** It suffices to exhibit a complete fan in $\mathbb{R}^3$ compatible with the given decomposition of $S^3$. Note that, on a combinatoric point of view, all the domains in $A_1$ are equivalent, as well as all the domains in $A_2$ (see Figure 10). Moreover, the whole system is symmetric with respect to the permutation of the indices 1 and 2. Consider the following fan:

$$v_0 = (-1,0,0), \quad v^1_\lambda = (1,-1,0), \quad v^1_\mu = (1,1,0),$$

$$v^2_\lambda = (1,0,-1), \quad v^2_\mu = (1,0,1).$$

Since it is compatible with any domain in $A_1$ and is symmetric (up to rotation of the fan) when one permutes $v^1$ and $v^2$, it is compatible with the whole decomposition of $S^3$. \qed
6.2. On the projective space $\mathbb{RP}^3$. The construction above extends immediately to the 3-dimensional projective space $\mathbb{RP}^3$. Recall that the later is defined as the quotient of the 3-dimensional sphere $S^3$ by the free involution $\sigma : (z_1, z_2) \mapsto (-z_1, -z_2)$. The map $f : S^3 \to \mathbb{R}$ defined above satisfies $f \circ \sigma = f$, hence the solid tori $A_1, A_2$ and their common boundary $A_1 \cap A_2$ are invariant by the action of $\sigma$ on $S^3$. For any $i \in \{1, 2\}$ and $\lambda \in \mathbb{RP}^1$, the hypersurface $H^i_\lambda \subset \mathbb{R}^3$ is also invariant by the action of $\sigma$, and thus projects on a well-defined hypersurface in $\mathbb{RP}^3$ by the quotient map $\pi : S^3 \to \mathbb{RP}^3$.

Proposition 10. Let $\lambda, \mu \in \mathbb{RP}^1$ be two distinct slopes. Then there exists a totally hyperbolic action $\rho$ of $\mathbb{R}^3$ on the 3-dimensional projective space $\mathbb{RP}^3$ such that the hyperbolic domains of $\rho$ are given by the splitting of $\mathbb{RP}^3$ along the hypersurfaces $\pi(A_1 \cap A_2)$, $\pi(H^1_\lambda)$, $\pi(H^1_\mu)$, $\pi(H^2_\lambda)$ and $\pi(H^2_\mu)$.

Proof. It suffices to remark that, in Proposition 9, the totally hyperbolic action $\rho$ defined on $S^3$ can be constructed in such a way that it is symmetric with respect to $\sigma$, by defining it first on any of the domains, and then extending it via the reflection principle. By taking the quotient with respect to $\sigma$, one obtains a totally hyperbolic action on $\mathbb{RP}^3$. □

In [21], Minh and Zung raise the question of the existence of totally hyperbolic actions on lens spaces. Given two co-prime integers $p$ and $q$, the lens space $L(p; q)$ is obtained as the quotient manifold of the 3-dimensional sphere $S^3$ by the proper and free action of $\mathbb{Z}/p\mathbb{Z}$ defined by:

$$\bar{T} \cdot (z_1, z_2) = (z_1 \xi, z_2 \xi^q), \quad \text{where } \xi = \exp(2i\pi/p).$$

In particular, when $(p, q) = (2, 1)$, one obtains the 3-dimensional projective space $\mathbb{RP}^3$. So Proposition 10 answers the question in this very specific case. Unfortunately, its constructive proof might not be used for a wider class of lens spaces, since the hypersurfaces $H^i_\lambda$ introduced above are not invariant by the action of $\mathbb{Z}/p\mathbb{Z}$ on $S^3$ when $p \geq 3$. Moreover, any $\mathbb{Z}/p\mathbb{Z}$-invariant hypersurface containing $H^i_\lambda$ contains also $\bar{T} \cdot H^i_\lambda = H^i_\mu$ with $\mu \neq \lambda$. Therefore it self-intersects and cannot define the boundaries of hyperbolic domains of some hyperbolic action of $\mathbb{R}^3$ on $L(p; q)$.
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