Distribution of Recombination Hotspots in the Human Genome – A Comparison of Computer Simulations with Real Data
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Abstract

Recombination is the main cause of genetic diversity. Thus, errors in this process can lead to chromosomal abnormalities. Recombination events are confined to narrow chromosome regions called hotspots in which characteristic DNA motifs are found. Genomic analyses have shown that both recombination hotspots and DNA motifs are distributed unevenly along human chromosomes and are much more frequent in the subtelomeric regions of chromosomes than in their central parts. Clusters of motifs roughly follow the distribution of recombination hotspots whereas single motifs show a negative correlation with the hotspot distribution. To model the phenomena related to recombination, we carried out computer Monte Carlo simulations of genome evolution. Computer simulations generated uneven distribution of hotspots with their domination in the subtelomeric regions of chromosomes. They also revealed that purifying selection eliminating defective alleles is strong enough to cause such hotspot distribution. After sufficiently long time of simulations, the structure of chromosomes reached a dynamic equilibrium, in which number and global distribution of both hotspots and defective alleles remained statistically unchanged, while their precise positions were shifted. This resembles the dynamic structure of human and chimpanzee genomes, where hotspots change their exact locations but the global distributions of recombination events are very similar.

Introduction

Analyses of meiotic recombination in the human genome revealed uneven distribution of recombination events along chromosomes. This phenomenon has been observed at different genomic scales. At the megabase scale, the average recombination rate is higher in the subtelomeric regions than in the middle part of chromosomes [1–4]. This uneven distribution of recombination events has also been observed in other eukaryotic genomes [3,5–9], suggesting its universal character. At the finer scale of the human chromosomes, recombination events tend to happen in narrow spans that are called recombination hotspots [10,11]. They are usually 1–2 kb long regions where crossing over occurs much more frequently than in surrounding sequences. The distribution of these regions can differ among individuals, causing inherited patterns of recombination rate variation, which suggests that the pattern of recombination rate evolves [12–14]. The hotspot distribution is positively correlated with GC content and repetitive element distribution, whereas it shows a negative correlation with the gene density [15]. However, none of these relationships can reliably be used to predict the hotspot locations precisely [16]. In accordance with the large scale distribution of recombination events, the hotspots locate more frequently in the subtelomeric regions of chromosomes than in their central parts and occur preferentially near genes, though they avoid transcribed regions.

Moreover, the hotspots in terminal parts of chromosomes are more active than in other regions [15]. Analyses based on the genetic variation identified a few short DNA motifs overrepresented in human hotspots [15]. Further research suggested that the partially degenerated 13-mer motif CCGCCNNCCNC can play an important role in the hotspot activity [17]. Recently, it has been shown that the zinc finger protein called PRDM9 can bind to this motif and initiate recombination at its location [18–20]. However, recombinational activity was also observed in hotspots that do not have such motif [20]. Moreover, the degenerated motif was found only in approximately 40% of hotspots and was also present in regions that do not show any hotspot activity [17].

The comparison of hotspot locations between human and chimpanzee has shown that they are not conserved despite almost 99% identity of these species at the level of genomic sequence [9,21,22]. In addition, up to now, there is no evidence for the presence of a sequence motif typical of chimpanzee hotspots [9], whereas the analysis of the recombination landscapes among African Americans identified a novel 17-base pair motif [23]. The majority of data indicate that the different usage of hotspots in closely related species and also within an individual of a given species is connected with variations of the zinc finger domain in PRDM9 [14,24]. However, it is still unclear how PRDM9 binds to...
DNA or if it needs other components for its activity [25]. Therefore, a role of other factors in the location and activity of recombination hotspots cannot be excluded. Chromatin configuration could be one of them [22,26], as for example in yeast [11,27].

In contrast to the short lifespan of hotspot locations, the distribution of recombination rates on the global scale, i.e. subtelomeric versus central part of chromosomes, is rather conserved [3,4,9]. This suggests that factors influencing the global recombination rate operate independently of the regulatory systems for the location and activity of individual hotspots [16].

The problem of recombination hotspots has also been a subject of theoretical studies [28–31]. Most of them focused on the explanation of hotspot survival in the context of the biased transmission caused by gene conversion. This problem is commonly known as the “recombination hotspot paradox” [28]. Attempts to solve it have mainly assumed selection favouring recombination as the process ensuring correct segregation of chromosomes during meiosis. However, this reasoning did not explain all aspects of recombination. Recently, Ubeda and Wilkins [32] have offered a new model that, according to the authors, includes all available empirical data related to recombination. This model assumes co-evolution between motifs and proteins that recognize them. It leads to dynamic equilibrium in the disappearance of hotspots and their generation in new places.

However, this model did not include other genetic information such as genes that code different functions not involved directly in recombination. In consequence, this model did not consider any direct selection for the generation of new gene combinations, which is one of the most important effects of meiosis. They also did not try to explain the commonly observed global distribution of hotspots and recombination events, i.e. their higher frequency at subtelomeric regions and lower in the middle of chromosomes. It is interesting to ask which selection force maintains this large-scale distribution of recombination events and simultaneously allows for very high frequency of hotspot relocation. Is it possible that such distribution could be self-organized if spatial organization of genetic information in the recombining chromosomes is present?

We assumed that the “hotspot paradox” is solved and it is possible to reach an equilibrium in appearance and disappearance of hotspots [32]. Therefore, we elaborated a Monte Carlo model of eukaryotic chromosome evolution that allows self-organization of spatial distribution of both recombination events and genes responsible for individuals’ adaptation and also their defective alleles subjected to negative selection. We obtained the global uneven distribution of hotspots with their transient nature without the assumption of any direct selection for hotspot occurrence or location in the virtual chromosome. The only selection force considered in the model was the diminished survival probability of diploid individuals (not gametes) with a higher fraction of defective alleles.

The results of the model were verified by comparison with the observed distribution of hotspots and recombination-associated DNA motifs along the human chromosomes. We showed that the distribution of motif clusters is correlated with the distribution of recombination rate rather than the distribution of single motifs.

Materials and Methods

Data on Recombination and Hotspot Distribution

The human genetic map and locations of recombination hotspots were downloaded from the HapMap web site [33,34]. We used Phase II HapMap data that were estimated with methods described by McVean et al. [35] and Winckler et al. [22] from release 22 of the genetic map and release 21 of the recombination hotspot locations. The coordinates of hotspots that were consistent with the genome assemblies of hg17 were converted with Batch Coordinate Conversion (liftOver) software to the genome assemblies of hg18, at the website of UCSC Genome Bioinformatics Group (http://www.genome.ucsc.edu).

To present the distribution of hotspots along the human chromosomes, we applied a kind of DNA walk – detrended cumulative plots. To build the plot we used a virtual ‘walker’ moving along the chromosome (x-axis coordinate). When it encountered a hotspot (it could be any other declared sequence, see below) it summed them up from the beginning of the chromosome, calculated the expected number of hotspots in the visited part of the chromosome under the assumption that they were distributed evenly along the whole chromosome, and then it subtracted the expected number from the given one and put the result at the proper place in the plot (y-value corresponding to the x-axis coordinates). In such a plot, regions of chromosome with increasing y-values are overrepresented in hotspots whereas regions with decreasing y-values are underrepresented.

Distribution of Motifs along Chromosomes

All analyses comparing recombination data and hotspot locations with the parameters of human chromosomes were based on the hg18 human genome assembly (NCBI build 36.1, March 2006). The sequences of chromosomes were downloaded from the University of California, Santa Cruz (UCSC Genome Browser; http://www.genome.ucsc.edu) [36]. Data for chimpanzee chromosomes were obtained from the panTro2 assembly (CHIMP2.1, Mar 2006). The downloaded sequences were searched for the degenerate 13 bp motif CCNCNTNCCNC, overrepresented in human hotspots [17], by using the fuzzmuc program from the EMBoss package (ftp://emboss.open-bio.org/pub/EMBOSS/) [37]. The distribution of the motif along human chromosomes was analysed both in the physical scale in nucleotides [bp] and in the genetic scale in centimorgans [cM].

We analysed the distribution of distances between found motifs by counting the distance from start to start between each pair of neighbouring motifs in physical and genetic scales. To test if the distribution of distances between motifs observed in human chromosomes is expected by chance, we randomized motif locations 100 times separately for each chromosome and calculated the distances between them. The minimum and maximum of these distances were used for comparison with the real data.

In addition, we studied the distribution of all found motifs as well as clusters of these motifs, which we grouped into: (i) consecutive motifs located only in one DNA (Watson or Crick) strand, (ii) consecutive motifs located in opposite DNA strands, and (iii) motifs separated from each other by a distance shorter than the average expected distance between motifs calculated for the chromosome. The neighbouring motifs located at a distance larger than the average were called unclustered. To compare distributions of motifs with hotspots in chromosomes, we correlated the number of these items found in corresponding fragments of the chromosome and calculated the Spearman’s rank correlation coefficient.

The analyses were done for all human autosomes but the results for chromosome 6 were presented as an example.

The Model of Computer Simulations

To reproduce the phenomena associated with natural recombination processes we have developed a computer model based on the Monte Carlo (MC) method (the source code is available on
request to PMC de Oliveira via e-mail: pmco@if.uff.br). In our simulations, each MC step starts with a fixed-sized population of \(N\) individuals (Fig. 1). Each individual is represented by its diploid genome composed of two homologous chromosomes (bitstrings). Two bits occupying the corresponding positions in the bitstrings (locus) represent alleles responsible for the same function. A bit set to 0 corresponds to the functional (wild) allele and a bit set to 1 corresponds to the defective version of an allele (Fig. 1A). All defective alleles are recessive, which means that both alleles at a given locus have to be defective to determine the deleterious phenotype of that locus.

At the beginning of simulations, all founder individuals have only 0 bits in both bitstrings so they are perfect. At each time step, all individuals surviving the previous step and newborns undergo selection. A random number in the interval (0,1) is tossed for each individual and compared with its own survival probability. If the random number exceeds the probability, the individual dies. The survival probability depends on the number of accumulated mutations, according to the rule: \(x(d+1)\), where \(x\) is a number lower than 1 and \(d\) is the number of homozygous defective loci in the genome of the individual. The more homozygous defective loci are present in the genome of an individual the lower is the probability of its survival. Thus, the individual fitness is determined by the number of defective genes responsible for its adaptation. Notice that even an individual with a perfect genome dies with the probability \(1-x\). The extra factor \(x\) introduced by adding 1 in the exponent prevents mutation-free individuals from living forever.

All individuals eliminated by selection at a given MC step of simulation are replaced by newborns before the next MC step. The genomes of newborns are constructed in the reproduction process mimicking meiosis, gamete production and fertilization (Fig. 1B–E). Two individuals are randomly drawn from the survivor pool as mating partners. We do not distinguish between male and female. The genome of each partner is replicated and \(M\) mutations on average are introduced into each copy of the bitstring in random positions (Fig. 1B). In order to determine the specific number of mutations introduced during the formation of a particular gamete, first we toss a random number between 0 and \(2M\). Its integer part is the number of mutations performed, plus a further mutation with the probability equal to its fractional part. For example, if the tossed number is 1.6 we introduce one mutation, and then with probability 0.6 another mutation. The bit drawn for mutation changes its value from 0 to 1 or vice versa, which means that there reversions are allowed. Gamete formation is preceded by reciprocal recombination (crossover) between two copies of bitstrings with probability \(C\) on average at a position...
randomly chosen from the “allowed” positions for recombination between genes (Fig. 1C). The “allowed” position is when both of two recombining bitstrings possess a hotspot (a potential recombination site) at the corresponding positions. Such positions are also called double hotspots in contrast to single hotspots that do not match a corresponding hotspot in the homologous bitstring. Similarly to mutations, the number of crossovers is randomly taken from the interval between $0$ and $2C$.

In the initial population, each founder individual has only a single randomly chosen position for recombination. Thus, in the whole population, the initial positions of recombination hotspots are evenly distributed along chromosomes. Therefore, it is possible in a few successive generations that no individual has an “allowed” position for recombination because there are no inherited hotspots in the corresponding positions on homologous chromosomes. In such a situation, the position of recombination is randomly chosen and after the recombination both bitstrings keep hotspots there. This method of new hotspot generation takes places only at the very first steps of simulations when the number of hotspots in the genomes is low. Each newborn inherits hotspots from both parental bitstrings (Fig. 1D). In addition to the inherited hotspots, one mutation event per copy of chromosome introduces a new hotspot into the randomly chosen intergenic site or eliminates it if it already exists in the chosen site (Fig. 1E). Recombination at hotspots does not influence their distribution directly, but it can influence the number and distribution of hotspots in a single bitstring by reshuffling the existing ones in the two parental bitstrings. The haploid gametes of two partners fuse and form a diploid individual which undergoes selection in the next MC step. Selection is based exclusively on the genetic status of individuals, i.e. the number of homozygous defective loci.

Figure 2. Detrended cumulative plots based on data for the human chromosome 6. A. Distribution of recombination hotspots along the chromosome. B. Distribution of the CCNCNTNCCNC (degenerate) motif and distribution of motif clusters along the chromosome. Data presented in this plot were obtained for clusters of eight or more motifs located on the same (Watson or Crick) DNA strand. C. Distribution of the specific CCACCTTGGCCTC motif along the chromosome for Watson and Crick strands separately. D. Comparison of the degenerate motif distribution along the human and chimpanzee chromosomes with the GC content for the human chromosome counted in 8 kb non-overlapping windows. The positions on the chromosome were normalized by division of real positions by the length of the human or chimpanzee chromosome 6, respectively. The increasing trends in the plots represent regions richer in hotspots or motifs than would be expected if they were evenly distributed in the chromosome, whereas the decreasing trends show the regions underrepresented in hotspots or motifs. The lack of points in the plot corresponds to the location of the centromere.
Results and Discussion

Distribution of Hotspots and Motifs in the Human Genome

The uneven distribution of recombination events along human chromosomes has been observed in analyses of human family-based maps [2,14] as well as in analyses of linkage disequilibrium (LD) patterns inferred from high-density single-nucleotide polymorphism (SNP) data [33,34]. This uneven distribution is clearly visible in detrended cumulative plots [38–40]. Therefore, we applied this method for the analysis of distribution of hotspots and the degenerate motif CCNCCNTNNCCNC, which is overrepresented inside the human hotspots and is supposedly related to their activity [17]. These plots are presented in Fig. 2.

The distribution of recombination hotspots along all human autosomes shows that these short regions involved in recombination occur more frequently in the subtelomeric regions of chromosomes than in their centre (Fig. 2A). It corresponds to the distribution of recombination rate, which is also higher at the ends rather than in the middle of chromosomes [1–4]. It has been assumed that the position of centromere is responsible for the suppression of recombination in the central part of chromosomes [41,42]. Moreover, it has been found that the proper segregation of chromosomes during meiosis requires at least one crossover per chromosome arm [43]. These findings suggest that recombination should have a symmetrical distribution around the centromere. However, analyses of distribution of recombination events on human chromosomes have shown that generally they are distributed symmetrically around the centre of chromosomes rather than the centromeres. The average distance between the physical centre and the genetic centre of human chromosomes (i.e. the point dividing the chromosome into two parts with the same total recombination probability) equals 3.2 Mb with standard deviation (SD) ±3.7 and it is significantly lower (Wilcoxon rank sum test, P<0.001) than the average distance measured between the physical centre and the centromere position (26.1±13.5 SD [Mb]). This suggests that the centromere is not directly responsible for the low recombination rate in the middle of chromosomes in humans. The distance between the intersection point of cumulative plots with the x-axis and the centre of chromosomes (13.5±13.3 SD [Mb]) is also much smaller (Wilcoxon rank sum test, P<0.001) than the distance from intersection points to centromeres (32.5±20.4 SD [Mb]). It also indicates the symmetric distribution of recombination events in chromosomes. These observations are in agreement with the results obtained by Jensen-Seamen et al. [3].

Figure 3. Analyses of distances between neighbouring motifs.

To make a single plot, distances between motifs were presented as fractions of the whole chromosome, sorted ascending, and then the distances were cumulated from the shortest to the longest. Plots represent distributions of distances between degenerate 13-bp motifs for the human chromosome 6 in the genetic and physical scale. The same number of motifs distributed randomly or according to the uniform distribution are shown for comparison. In the case of random distribution, the minimum and maximum of distances between motifs locations are presented. Note that half of all distances analysed in this way (marked by the vertical dashed line) constitute 0.03, 0.11, 0.15, 0.5 of the chromosome length for the genetic and physical scales as well as for the random and uniform motif distributions, respectively. It means that motifs are the most clustered when analysed in the genetic scale.

doi:10.1371/journal.pone.0065272.g003

Figure 4. Detrended cumulative plots for real data and results from computer simulations. A. Comparison of hotspot distribution in a virtual chromosome with motif distribution in the human chromosome 6. Positions “allowed” for recombination (double hotspots) are sites in the virtual chromosome where recombination can occur whereas single hotspots are sites where recombination is prohibited. Motifs were considered clustered when they were located in the chromosome closer to each other than at the average distance between all motifs. In contrast to that, the unclustered motifs were separated by larger than average distances. B. Distribution of heterozygous loci (defective alleles) and double hotspots (“allowed”) for the ancestral and two descendant populations, which evolved independently from the ancestral one for the next 100 000 MC steps of simulations. Note that in the regions of chromosomes with a lower recombination rate, a higher fraction of heterozygous positions of genes is observed.

doi:10.1371/journal.pone.0065272.g004
Because there is a relation between the occurrence of degenerate motif CCNCCNTNNCCNC and hotspots [19,20], we checked if the distribution of this motif follows the non-random distribution of recombination events or hotspots along chromosomes. We assumed that if this motif is really related to recombination, its distribution should be similar to that of the recombination rate and hotspots. Our analyses confirm this expectation. In general, this motif is more frequent in the subtelomeric regions than in the middle part of chromosomes (Fig. 2B). It follows the distribution of recombination events and hotspots along chromosomes (Fig. 2A).

The studied motif consensus sequence was found in 14,917 copies in chromosome 6, while the most frequently represented sequence CCACCTTGGGCCTC, belonging to the consensus, was found in 2,598 copies. We did not observe significant differences in the distribution of the CCACCTTGGGCCTC motif as well as other sequences of the consensus (Fig. 2C). We also found a high co-linearity in the distribution of the degenerate CCNCCNTNNCCNC motif with the CCTCCCT motif, the first one that was observed in hotspots [15], and with the core motif CCTCCCTNNCCAC [17] (data not shown). The strong correlation between the distribution of motifs and hotspots suggests that motifs are involved in hotspot activity. Although they are not represented in all human hotspots, they dominate in regions where the recombination rate is very high. A similar trend in the motif distribution is visible for chromosome 6 of chimpanzee.

Figure 5. Genetic structure of the virtual chromosome after 3 million MC steps of simulations. A. Distribution of defective alleles (heterozygous positions). B. Distribution of double hotspots which allowed for recombination. C. Distribution of single hotspots in which recombination was impossible. Data for all plots were decimated to show more clearly the distribution of hotspots or defective alleles. doi:10.1371/journal.pone.0065272.g005
Table 1. Distribution of hotspots and defective alleles in different regions of the virtual chromosomes after 3 million MC steps.

| The observed number of: | The range of positions on virtual chromosome |
|-------------------------|---------------------------------------------|
|                         | 1–783 and 1819–2047 (1012 loci) | 784–1818 (1036 loci) |
| defective alleles       | 38                             | 623                   |
| all hotspots            | 1049                           | 972                   |
| double hotspots         | 469                            | 201                   |
| single hotspots         | 111                            | 570                   |
| positions without hotspots | 432                        | 264                   |

Positions 1–783 and 1819–2047 are regions on the chromosome where the detrended cumulative plot for “allowed” positions (double hotspots) shows the increasing trend whereas the trend is decreasing in the region 784–1818 (see Fig. 4A). Since the fraction of homozygous defective loci is of the order of 0.0003, almost all defective alleles shown in the table are at the heterozygous positions. Double hotspots correspond to positions where recombination can occur, whereas at single hotspot positions recombination cannot happen.

doi:10.1371/journal.pone.0065272.t001

(Fig. 2D). Moreover, this motif is more overrepresented in the chimpanzee genome than in the human genome [9,44]. It is an intriguing result because it has been shown that the 13 bp motif does not seem to act in determination of recombination positions in chimpanzee [9]. This raises a question why selection has conserved these motifs and their distribution in the genome. The assumption that this motif is not related to recombination in the chimpanzee genome may be premature.

On the other hand, motif distribution corresponds very well to the GC distribution along chromosomes: the higher the GC content, the higher the density of the motif is (Fig. 2D). One can suggest that the nucleotide composition rather than the recombination constraints is responsible for the 13 bp motif distribution. However, the probability of generating the motif even in the region rich in GC is very low. For example, the most frequently found CCACCTTGGCCTC motif in chromosome 6 is represented by 2 598 copies, whereas only a few copies could be expected if it is generated randomly in the corresponding nucleotide composition. The opposite situation, when many GC-rich motifs in a given chromosome region increase its GC content, is also impossible because the motifs are too short and too few in the global genomic scale. Thus, the correlation between the motif and GC content distribution is not driven just by the local nucleotide composition. It has to be connected with some other indirect phenomena.

Analysis of Distances between Motifs

To check more exactly how the DNA motif related to recombination is arranged in chromosomes, we calculated distances between neighbouring motifs measured in base pairs and in centimorgans (cM). The distances were sorted in ascending order and their lengths were cumulated (y-axis) from the shortest to the longest. The total length of each chromosome was normalized to 1. The number of cumulated distances between motifs is shown on the x-axis. Results of these analyses are shown in Fig. 3. The curve representing distances between evenly distributed motifs is a diagonal. There are two curves representing distances between randomly distributed motifs. They show the smallest and largest distances obtained from 100 independent randomized distributions of the same number of motifs. They roughly overlap in the scale in Fig. 3. The motifs are distributed unevenly on real chromosomes, because the curves are below the diagonal. They have also non-random distribution because the curves are below the corresponding curve for random distribution in both physical and genetic scales. The motifs have a tendency to appear in clusters, suggesting that they can co-occur at the same recombination hotspot, as it was reported by Myers et al. [17]. We found that this observation is true for all human autosomes. In chromosome 6, half of the distances between neighbouring motifs constitute only 11% of the chromosome length in the physical scale. Moreover, the motifs have their closest neighbour at a distance not larger than 0.2 of the average distance between motifs. The clustering of motifs in the same hotspot is even more visible when distances between them are analysed in the genetic scale. In this case, half of the shortest distances between neighbouring motifs constitute less than 3% of the whole chromosome measured in cM (Fig. 3). Furthermore, spacers between motifs in some clusters are very short and equal in length (e.g., 38, 58 or 134 bp) or are multiple of a basic unit (e.g., of the length 16, 32, 48, 64 bp). The identity of multiplicated sequences located between motifs is very high, suggesting that they are repetitions of a single sequence. In such clusters all motifs are also repeats of exactly the same sequence and they are located on the same DNA strand (Watson or Crick). This indicates that the motifs belong to repeated sequences. The relationship between motifs and repeated sequences is also confirmed by the common presence of these motifs within a specific mobile element, the long terminal repeat of a retrovirus-like retrotransposon of an inactive repeat element family (THE1 elements) or currently active element families, including Alu or LINE2 elements. It was observed that such surroundings increase hotspot activity in the human genome [15,17]. However, this phenomenon imposes a question why hotspots and motifs are preferably located within repeated sequences, giving the potential for double-strand breaks in repeat DNA, which can lead to pathological rearrangements. It is possible that such a location helps in creation of new recombination sites [45]. However, it is worth noting that such organization indicates simultaneously that motifs arise by amplifications or translocations rather than by simple point mutations.

Table 2. Comparison of simulated data after 3 million MC steps with expected results for hotspots.

| Hotspot number | Double | Single | Positions without hotspots |
|----------------|--------|--------|---------------------------|
| observed       | 670    | 681    | 696                       |
| expected       | 499    | 1023   | 525                       |

The total number of observed hotspots is 2021.
doi:10.1371/journal.pone.0065272.t002
Distribution of Recombination Hotspots

Table 3. The common number of “allowed” (double) and single hotspot positions between the ancestral and descendant populations.

| Time of simulation after 3 M MCs | Population 1 | Population 2 | All populations |
|---------------------------------|--------------|--------------|-----------------|
|                                 | double       | single       | double         | single         | double | single |
| +10 000 MCs                     | 238          | 383          | 205            | 378            | 109    | 247    |
| +100 000 MCs                    | 122          | 313          | 118            | 319            | 28     | 172    |

The number of double and single hotspot positions in the ancestral population was 443 and 562, respectively. The last column includes the number of hotspot positions common for all three populations, ancestral and the two descendant populations.

doi:10.1371/journal.pone.0065272.t003

Since there are no simple, direct relations between motif occurrence and frequency of recombination events, we compared the distribution of single motifs with the distribution of motifs grouped in clusters along the chromosomes. We divided all motifs into two sets: (i) clustered motifs - that had the closest neighbour at a distance no larger than the average distance between motifs, and (ii) unclustered motifs - that had the closest neighbour further than the average distance. The distribution of clustered motifs resembles the distribution of hotspots whereas the distribution of unclustered motifs shows just a reciprocal trend (Fig. 4A). The distribution of clustered motifs fits better to the hotspot distribution than the distribution of single motifs. These concordant trends are confirmed for the distribution of clusters composed of eight or more motifs in the case of chromosome 6 (Fig. 2B). The Spearman’s rank correlation coefficient between distribution of hotspots and motif clusters is larger ($r = 0.6; p = 0.02$) than the coefficient for all motifs ($r = 0.5; p = 0.07$). The analyses suggest that only motifs in clusters are involved in recombination events. The increase in the number of targets for recombination-related proteins could promote the recombination activity in chromosomes. The same phenomenon has been observed for another DNA consensus involved in DNA metabolism: boxes that bind DnaA proteins involved in the initiation of prokaryotic chromosome replication [46]. There are some clusters of DnaA boxes in the vicinity of the origin of replication and many other unclustered boxes dispersed along the whole chromosome [47]. It is assumed that single DnaA boxes act as a kind of buffer titrating DnaA protein in the cell [48]. In the case of recombination, it is possible that clusters of motifs are responsible for initiation of recombination events and single, unclustered motifs can be used as a buffer for binding PRDM9 protein in the inactive form or that they can be involved in the formation of synapses, alignments of homologous chromosomes during the early stages of meiosis.

Distribution of Recombination Hotspots in Virtual Genomes

We have developed a computer model based on the Monte Carlo method to reproduce the phenomena associated with natural recombination processes. We implemented to this model the spatial distribution of both recombination events and genes responsible for adaptation of individuals. Probabilities of recombination at given positions are inherited, though they can be changed by mutations. This model does not assume any direct selection for the hotspot occurrence or location in the chromosome. The only applied selection is against defective alleles. In our model, the distribution of recombination events can evolve, though the selection does not recognize the recombination hotspots themselves but only phenotypic deleterious loci.

The simulated population had the fixed size $N = 500$ individuals. The diploid genome of each individual was represented by two bitstrings of the length $L = 2048$ bits (genes). The bitstrings corresponded to homologous chromosomes and each of them can also be considered a haplotype. The selection force was $x = 0.85$. Note that $x = 1$ corresponds to the simulation without selection. The average mutation rate per bitstring per generation was $M = 1$ and the average recombination rate per bitstring per meiosis was $C = 1$. The mutation rate assumes Azbel’s calculations that the optimal rate of mutations should be around one mutation per genome per generation, independently of the size of the genome [49]. Many experimental results have shown that at least the order of this estimation is correct [50]. Parameters of the simulations were chosen on the basis of the previous analyses where the distribution of recombination events without the possibility of self-organization was studied [38–40,51].

According to the applied parameters the number of potential recombination spots was $2047$ (i.e. all intergenic positions) in each of two recombining bitstrings. Note that a recombination event was possible only when two recombining bitstrings possessed a hotspot at corresponding intergenic positions (Fig. 1). Such positions were called “allowed” positions or “double hotspot positions”. Thus, recombination did not happen if none of the corresponding intergenic positions in two recombining bitstrings had a hotspot or only one of these positions had it. The latter positions were called “single hotspot positions”. Both mutations of genes and hotspot generation were reversible. Gene state could change between the two values 0 and 1, whereas the intergenic position could become a recombination hotspot or lose this property. We have assumed that the applied appearance and

Table 4. The common number of defective alleles at heterozygous positions between the ancestral and descendant populations.

| Time of simulation after 3 M MCs | Population 1 | Population 2 | All populations |
|---------------------------------|--------------|--------------|-----------------|
|                                 | double       | single       | double         | single         | double | single |
| +10 000 MCs                     | 328          | 337          | 209            |                |        |        |
| +100 000 MCs                    | 265          | 261          | 132            |                |        |        |

The total number of heterozygous positions in the ancestral population was 530. The last column includes the number of heterozygous positions common for all three populations, ancestral and the two descendant populations.

doi:10.1371/journal.pone.0065272.t004
disappearance mechanism of hotspots caused by the mutational process well reflects natural phenomena observed in real genomes, where the loss of individual hotspots by biased gene conversion is balanced by a selective pressure creating novel target sequences for new variants of PRDM9 protein [19,44].

The results of simulations after 3 million MC steps are presented in Fig. 5. After that time, populations were in the steady state, i.e. the total number of hotspots and defective genes did not change significantly after the next 100 000 MC steps of simulations. One could expect that with the introduced reversions and without selection, the fraction of defective genes (bits set to 1) and fraction of intergenic sequences occupied by hotspots should be 0.5.

Nevertheless, in our simulations, the selection for defective genes was strong and the probability of survival depended directly on the number of defective loci in the individual’s genome (i.e. homozygous “11” loci). That is why the fraction of defective alleles (bits set to 1) was 0.32, instead of the expected 0.5, mainly in the heterozygous state. The fraction of homozygous defective loci was negligible and equalled 0.0003, which indicates the high effectiveness of selection. The distribution of heterozygous loci along chromosomes was not uniform (Fig. 5A). Most of them (94% of all heterozygous loci) were located in the middle part of the chromosome, between 783 and 1819 positions (Table 1).

This uneven distribution of defective loci (Fig. 5A) is clearly related to the distribution of hotspots (Fig. 5B,C). The expected number of hotspots in the diploid genome without any effect of selection was 2 047, i.e. half of all possible locations. The observed number of hotspots equalled 2 021 and seems to correspond to the expected one (99% of the expected value). Nevertheless, their distribution is completely non-random. One could expect that with the frequency of hotspots \( p \) (close to 0.5), fraction of positions with double (“allowed”) hotspots should be equal to \( p^2 \), 2\( p(1-p) \) for single hotspot positions and \( (1-p)^2 \) for positions without any hotspot (see the expected numbers in Table 2). In fact, most of the hotspots were sequestered in “allowed” positions enabling recombination, whereas single positions were underrepresented. Furthermore, the “allowed” recombination sites were located mainly at the ends of chromosomes (Fig. 5B), whereas single positions were located preferentially in the central part (Fig. 5C). Interestingly, these trends are similar to the data obtained for human chromosomes for clustered and unclustered hotspot motifs (Fig. 4A). The probability to maintain “allowed” positions was higher at the ends of chromosomes, similarly to the location of motif clusters. It should be emphasized that hotspots (recombination sites) implemented in the computer model were initially distributed evenly along the chromosome and their generation and elimination were also random during the whole simulations. Therefore, only selection against defective alleles can be considered as the cause of the uneven hotspot distribution. This selection had a tendency to place groups of linked genes in the centre of the chromosome, especially in populations with a small effective size [38–40,51].

These groups of genes consisted mainly of heterozygous loci that could complement their defects with other corresponding haplotypes present in the population. Therefore, when these groups became established by selection, any recombinations breaking these haplotypes had a deleterious effect and were selected against [38,39]. Such groups of linked genes were not formed at the ends of chromosomes where purifying selection associated with a high recombination rate dominated. Such a preferential placement of the linked genes in the centre of chromosome suppresses recombination in this region that may influence the global distribution of recombination hotspots observed in human chromosomes. This is in agreement with the view that humans have evolved in relatively small populations [39,52], in which the formation of linked genes is preferred [38–40,51]. If we consider this problem from the point of evolutionary costs, it seems that avoiding recombination in a region of linked genes is more effective than elimination of recombinants from the population [39,53]. Interestingly, the majority of hotspots detected by sperm typing (i.e. before selection) were also detected by indirect inference from linkage disequilibrium patterns [15]. This may suggest that some positions on chromosomes chosen for recombination are already subjected to selection.

**Simulation of Evolution of Ancestral and Descendant Populations**

To check if the location of defective genes and “allowed” recombination position are in a dynamic state, we prolonged simulations beyond 3 million MC steps. The population after this time was called the ancestral population and was used as the initial population for the next two parallel simulations with different random seeds. In this way we obtained two descendant independently evolving populations: population 1 and population 2. Data from the two parallel populations were collected after the next 10 000 and 100 000 MC steps. The results after the next 100 000 MC steps for the two descendant populations and for the ancestral population are presented in Fig. 4B. The global structure of the chromosome was not changed after the next 100 000 MC steps. Other global parameters, such as the total number of defective alleles, number of positions with a single hotspot, and number of positions without hotspots, did not change significantly, either. However, detailed analysis of the descendant populations showed that specific positions of hotspots did change. For each of the analysed populations, we assumed that the hotspot was fixed at a given position if at least 95% of individuals in the population possessed double hotspots at this position. In the ancestral population, 443 such positions were found. After 10 000 MC steps only half of them were found at the same position in the descendant populations, while after further 100 000 MC steps, the distribution of hotspots in the genomes was independent of their distribution in the ancestral genomes (Table 3). Only 28 of 443 (6%) positions where recombination was “allowed” were shared by the ancestral and both descending populations. In contrast to that, positions of single hotspots were more conserved. Almost 31% of such hotspots were shared by all three populations.

Because the evolution of recombination properties of chromosomes is related to the distribution of defective genes among them, we also checked how heterozygous positions were changed in the simulated populations (Table 4). We assumed that positions at which 95% of individuals are heterozygous are the fixed heterozygous position. All those highly heterozygous positions were found in the central region of chromosomes. The total number of heterozygous positions in the ancestral population was 530. In contrast to the 6% of double hotspot sites (Table 3), still about 25% of these heterozygous positions were preserved in the ancestral and descendant populations after the next 100 000 MC steps (Table 4). Generally, the common heterozygous positions disappeared in a way more similar to the single rather than double hotspots.

The obtained results indicate that the distribution of recombination hotspots and defective alleles co-evolve. Clusters of linked genes complementing other alleles from corresponding haplotypes in the diploid genome have a tendency to locate in the central part of the chromosome. On the other hand, purifying selection eliminates defective alleles by recombinations in the subtelomeric regions, which prevents cluster formation. That is why the recombination rate is higher at the chromosome ends and most of the “allowed” hotspot positions are observed there. The
The Influence of Model Modifications on the Obtained Results

In the above simulations, we have assumed that the probabilities of hotspot generation and their loss were equal. Similarly, defective mutations in genes occurred with the same probability as reversions. Adopting such conditions in a simulation without any selection, we can expect in the equilibrium that the fraction of defective genes should be equal to the fraction of wild alleles and the fraction of positions with hotspots should be equal to the fraction of positions without them. It should be emphasized that in our model, only defective genes were under direct negative selection whereas selection for hotspots could proceed only indirectly via the selection experienced by genes. In nature, reversion probability is much lower than the probability of gene destruction by mutation. That is why we checked a model without reversions. In such a model, defective genes could be generated by mutation but eliminated only by purifying selection. In addition, we studied a model when the hotspots could be neither generated nor eliminated. In this case, any changes in the number of recombination hotspots and their distribution were possible only due to recombination itself by reshuffling of hotspot positions in the parental haplotypes.

To study these assumptions, we performed simulations under parameters with equal forward and backward mutation rates as in the original model for the first 50,000 MC steps but next we continued two versions of simulations: (i) with switched off mutational changes of hotspots but left reversions for genes, and (ii) with both mutational changes of hotspots and gene reversions switched off. At the first glance, these versions produced distribution of defective alleles and “allowed” recombination positions resembling those in the model with reversions. Most of the defective genes in the heterozygous state were located in the central, complementing part of chromosomes where all hotspots stayed in the single state and decrease the probability of recombination. In the subtelomeric regions, a small number of defective genes were under purifying selection whereas hotspots existed mostly in the double state, allowing for recombinations. However, the genetic structure of the population was frozen because the number of different haplotypes shrank, leaving only a few dominating haplotypes. The precise position of hotspots did not change during further evolution, even if no reversions of defective genes happened and selection had to eliminate them to keep the population alive. This indicates that to obtain the observed transient nature of hotspots, it is necessary to assume both appearance and disappearance of hotspot positions.

One can conclude that the assumption imposed on the model and restricting positions for recombination to only homozygous is not natural. That is why we also performed series of simulations where a hotspot in the single state could also participate in recombination. Interestingly, some strange effects appeared in such simulations. Since the probability of formation and elimination of hotspots was equal, one can expect that half of all possible positions would be occupied by hotspots after the long lasting simulations. However, the characteristic uneven global distribution of defective alleles and recombination positions was also observed in these simulations. Only 114 out of 2,054 hotspots were in the single state after 2 million MC steps, while 1,025.5 such positions were expected. An overwhelming majority of hotspots were in the double state (970 observed vs. 515.3 expected) and dominated at the ends of chromosomes.

Conclusions

Computer models of chromosome evolution have shown that selection against defective alleles in diploid genomes can drive the recombination structure of chromosomes, i.e. (i) the symmetrical distribution of recombination events around the middle of chromosome [38–40,51,53], (ii) higher recombination rate in subtelomeric regions, and (iii) highly dynamic generation of recombination hotspots with their very frequent relocation in the chromosome. The distribution of recombination events is related to the distribution of defective alleles along chromosomes. In the central part of chromosomes, alleles tend to form clusters of linked genes which can complement clusters of alleles from corresponding haplotypes. That is why their structure is more conserved, because recombination events breaking the clusters produce gametes with a lower chance to complement another one in the diploid individual. In these regions, higher heterozygosis is observed, whereas in subtelomeric regions, recombination is more frequent and purifying selection more effectively eliminates defective alleles. Previous simulations of chromosome evolution in diploid genomes, with gene number and recombination rate close to those found for human chromosomes, have shown that (i) gene clustering initiates in the central part of chromosomes and next spreads to the lateral parts [38,40,51], (ii) recombination events inside the centre are unfavourable and (iii) selection eliminates individuals formed from improper gametes. Thus, the costs of evolution were high because selection operated at the level of individuals already living in the environment. In this paper we have shown that selection operating at the level of genes is a force strong enough to introduce bias into the random distribution of recombination events and drive the optimal recombination structure of chromosomes. Since the probability of forming gametes after recombination inside the gene cluster is lower, such distribution enhances the success of reproduction. The process is self-organized in the model, suggesting that the same mechanism can generate genetic structure in eukaryotic chromosomes. The evolution of distribution of recombination events along chromosomes could be considered as evolvability – the evolution of processes that enhance the evolution rate or lead to novel functions that help the organism to reproduce.
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