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Forward gradients have been recently introduced to bypass backpropagation in autodifferentiation, while retaining unbiased estimators of true gradients. We derive an optimality condition to obtain best approximating forward gradients, which leads us to mathematical insights that suggest optimization in high dimension is challenging with forward gradients. Our extensive experiments on test functions support this claim.

1 Introduction

Context Automatic Differentiation (AD) has become an ubiquitous tool for the machine learning practitioner; it enables one to use the Jacobian $J_f$ of a primal function $f : \mathbb{R}^n \to \mathbb{R}^m$, whilst only writing the program that computes the primal. This becomes crucial for any gradient based optimization schemes (or even higher order methods). It usually comes in two modes: Forward and Reverse. Forward mode is suited for problems where $n \ll m$ and only adds a constant factor of memory and time overhead. Reverse mode is suited for problems where $m \ll n$ and adds, in its vanilla form, an unbounded memory overhead factor. In many applications, $f$ is a loss, with $m = 1, n \gg 1$, and reverse mode, despite its cost, is preferred.

However a recent paper “Gradients without Backpropagation” by Baydin et al. [4] proposes a method to use forward mode AD even in cases where $m \ll n$, through the use of forward gradients, which are unbiased estimates of the true gradients, and showed promising results in high dimensional contexts such as Deep Learning.

Results Among the family of acceptable forward gradients proposed by Baydin et al., we exhibit one that is optimal. We also find that the criterion for acceptability can be relaxed, and provide the associated relaxed family of optimal forward gradients. The form that takes optimal forward gradient is particularly simple and amenable to further analysis. This leads us to show that forward gradients have theoretical shortcomings in high dimensions.

We also further the experiments from [4] with both a much more comprehensive set of test functions, and set of optimizers, and find that in practice as well, we observe degrading performance of forward gradients in higher dimensions.

Outline In Sections 2 and 3, we provide a primer on the theoretical background which our work relies upon. Section 2 summarizes the state of the art of autodifferentiation. Specific attention is given to the difference between forward and reverse modes, and a detail presentation of “Gradients without Backpropagation” is given. Section 3 recalls classical gradient-based optimization algorithms in machine learning. Specifically, SGD and Adam (and its derivatives) are reviewed, as they constitute the basis of our experiments.

In the second part, Sections 4 and 5, we detail our work and our results. Section 4 is more theoretical by nature. There, we derive an optimal variation to Baydin et al.’s forward gradients, and provide analytical insights as to why forward gradient descent could be challenging. Finally, Section 5 presents our experimental results, and shows that forward gradients fail to match the results obtained from reverse autodifferentiation.

Appendix A contains some complementary proofs.

2 Automatic Differentiation

This chapter acts as a primer on Automatic Differentiation (AD). Automatic Differentiation is a family of algorithms that take a program that computes $f : \mathbb{R}^n \to \mathbb{R}^m$ and derive a program that computes the Jacobian $J_f : \mathbb{R}^n \to \mathbb{R}^m \times \mathbb{R}^n$. We review the two modes of automatic differentiation, Forward and Reverse, and summarize specifically the article by Baydin et al. [4], which offers a new perspective on the modes of differentiation and is seminal to this paper.

For a more comprehensive review of the theory on “autodiff”, we recommend Baydin et al.[3], and Margossian[11] for details on implementation techniques, which we barely address.

2.1 Automatic Differentiation in a nutshell

Take a program that computes some differentiable function $f : \mathbb{R}^n \to \mathbb{R}^m$, which may use complex control flow constructs, such as loops, conditionals or recursion. For a given evaluation point $x$, we may record the computation flow to construct an evaluation graph, which is a directed acyclic graph where nodes express an atomic computation (Figure 1a). This in turn may be flatten in topological sort order to ultimately obtain the evaluation trace represented as a program in its simplest form, a Wengert list (Wengert [16]) (Figure 1b).

At the heart of automatic differentiation is the chain rule. For each primal variable in the evaluation trace, we compute a differential variable which carries order 1 sensitivity information. The specification for this information defines the mode of the automatic differentiation. In both modes, the chain rules expresses relationships between those variables, which allows us to compute them.

Forward Mode In the forward mode of automatic differentiation, we choose an initial tangent $v \in \mathbb{R}^n$. $v_i$ defines the sensitivity of the $i$-th parameter $x_i$. Then for each intermediary variable $w$ in the Wengert list, which mathematically correspond to some function $f_w$ of the input $x$,
we compute the tangent of \( w \), which is

\[ \bar{w} \triangleq J_{f_w} \cdot v \]

or less formally, \( \bar{w} = \frac{\partial f}{\partial x} \cdot v \). Consider now \( w \) as an atomic function \( \phi \) of \( \mathbf{w}_m = (w_1, \ldots, w_k) \), which is the vector of wengert variables that are the parent of \( w \) in the computation graph. \( \mathbf{w}_m \) itself is a function \( f_m \) of the input, whence we get \( f_w = \phi \circ f_m \). The chain rules then writes

\[ J_{f_w}(x) = J_\phi(w_m) \cdot J_{f_m}(x) = J_\phi(w_m) \cdot (w_1, \ldots, w_k) \]

or again less formally, \( \bar{w} = \sum_i \frac{\partial w_i}{\partial w} \cdot \bar{w}_i \). Thus, it is enough to know the jacobians of the atomic functions to inductively compute all adjoints.

Ultimately, we compute simultaneously the primal \( f(x) \) and the Jacobian Vector Product (jvp) \( J_f(x) \cdot v \). This is a single pass of the forward mode – if we wish to compute the full jacobian instead, then \( n \) passes are necessary.

**Reverse Mode** In the reverse mode of automatic differentiation, we choose an initial cotangent \( u \in \mathbb{R}^m \). For an intermediary Wengert variable \( w \), we compute the adjoint of \( w \), which represents the sensitivity of the output \( x \in \mathbb{R}^m \) in the cotangent direction with respect to \( w \). That is,

\[ \bar{w} \triangleq \frac{\partial y}{\partial w} \cdot u \]

Consider \( \mathbf{w}_{out} = (w_{j1}, \ldots, w_{jk}) \) the wengert variables that are children of \( w \), with associated atomic functions \( \phi_{j1}, \ldots, \phi_{jk} \). Now we can again leverage the chain rule to write

\[ \bar{w} = \sum_{j} \frac{\partial u_j}{\partial w} \cdot \bar{w}_j = \sum_{j} \frac{\partial u_j}{\partial w} \cdot \phi_{j} \cdot u \]

Again, it is enough to know the jacobians of the atomic functions to inductively compute all adjoints.

Ultimately, we compute the primal \( f(x) \) and the Vector Jacobian Product (vjp) \( J_f(x)^T \cdot u \). If we wish to compute the full jacobian instead, then \( m \) passes are necessary.

There are two key differences between the two modes. First, if we wish to obtain the full jacobian, then the problem dimensions \( n \) and \( m \) will dictate which mode is better suited; in particular in many machine learning contexts, \( f \) is a loss and \( m = 1 \), whence a single reverse mode pass is enough to obtain the full gradient. Second, the two modes compute sensitivity information in different orders: while forward mode compute the tangents in the same order as the primal, reverse mode starts from the end. This in fact is crucial for two reasons:

1. Forward mode may be implemented by interleaving primal and tangent computations, and in particular does not require more than twice the primal memory usage. Reverse mode must be implemented in two passes, the forward – or accumulation – pass, and the infamous back-propagation pass. Before backpropagation, all intermediary values must be stored. The memory overhead is proportional to the amount of computations, which in general is an unbounded factor of the primal memory bound (think for instance of while loops).
2. Forward mode does not require knowledge of the evaluation graph (the parents of a variable can be determined on the fly by looking at the atomic function call). Reverse mode must build the evaluation graph during the forward pass, which not only adds to the memory overhead, but also requires a more involved implementation.

### 2.2 Forward Gradient

As stated earlier, forward mode autodifferentiation has better computational properties but is generally infeasible for many machine learning problems. We present here the idea by Baydin et al.\cite{baydin2017automatic} which opens the door to forward mode for \( f: \mathbb{R}^n \rightarrow \mathbb{R} \) even with \( n \gg 1 \).

Given an initial tangent, a single forward pass produces the jvp (\( \nabla f \cdot v \)), which tells us how much the gradient agrees with the tangent direction \( v \). Hence as a proxy for the true gradient, we can use the tangent scaled by this jvp. That is, Baydin et al. define the forward gradient to be \( g(\theta) = \langle \nabla f \cdot v \rangle \cdot v \). The key idea is that this can be an unbiased estimate of the gradient granted \( v \) is sampled according to a carefully designed distribution. Let us first state the properties that this law must satisfy.

**Definition 1** (Tangent law properties). We say that the probability law \( P \) on \( \mathbb{R}^n \) satisfies the tangent law properties when the marginals \( (v_1, \ldots, v_n) \) of \( v \sim P \) satisfy

\[ v_i \perp v_j \quad \forall i \neq j \]  
\[ \mathbb{E}(v_i) = 0 \quad \forall i \]  
\[ \forall (v_i) = 1 \quad \forall i \]

Now, the following theorem from \cite{baydin2017automatic} states that indeed the tangent law properties given above are enough to make the forward gradient a good estimator for the gradient.
**Theorem 2.** Let $f : \mathbb{R}^n \to \mathbb{R}$, $p$ that satisfies the tangent law properties, and $g$ the forward gradient associated to $f$ and $p$. Then $g(\theta)$ is an unbiased estimator of $\nabla f(\theta)$.

Many convergence results, e.g., for stochastic gradient descent, only assume given an unbiased estimate of the gradient, and not the true gradient. There are thus theoretical ground supporting the use of forward gradients. Furthermore, the authors conducted experiments with simple neural networks architectures, using $N(\theta_b, I_n)$ as tangent distribution, and report encouraging results: the network weights are optimized as fast as with true gradients in terms of epochs, and faster in terms of CPU time (this makes sense as forward mode is generally faster than reverse mode).

### 3 Optimization in Machine Learning

Many machine learning problems ask to minimize an empirical risk objective, of the form

$$L(\theta) = \frac{1}{M} \sum_{k=1}^{M} l(\theta; x_k)$$

with respect to the vector parameter $\theta \in \mathbb{R}^n$. The dataset $\{x_1, \ldots, x_M\}$ being typically very large, gradient based optimization method use the batch gradient instead

$$g_B(\theta) = \frac{1}{|B|} \sum_{k \in B} \nabla l(\theta; x_k)$$

where $B$ is sampled uniformly in the subsets of $[1, \ldots, M]$ of size $B$. In the limit, $B$ is equal to 1, and we obtain the simplest gradient scheme, Stochastic Gradient Descent (SGD) [14], which performs the iterative updates

$$\theta_{t+1} = \theta_t - \alpha \cdot g_t(\theta_t)$$

where the hyperparameter $\alpha$ is called the learning rate. When $L$ is sufficiently regular, $g(\theta)$ being an unbiased estimator of the true gradient is enough to guarantee convergence, with rate $O(1/t)$ (see for instance Bach[1]).

Other accelerated schemes are derived from vanilla SGD, notably its momentum variants (Nesterov[13]), and may reach up to $O(1/t^2)$ convergence.

More recent methods, popular in the deep learning community, propose to update each coordinate of $\theta$ independently with still convergence guarantees (see Défossez et al.[6]); among those, the ultra-widely-used Adam [8]. Adam maintains an element-wise moving average of the gradients and of their square, called first and second moments.

$$\bar{m}_{t+1} = \beta_1 \bar{m}_t + (1 - \beta_1)g_t(\theta_t), \quad \bar{m}_t = \frac{\bar{m}_t}{1 - \beta_1^t}$$

$$\bar{v}_{t+1} = \beta_2 \bar{v}_t + (1 - \beta_2)g^2_t(\theta_t), \quad \bar{v}_t = \frac{\bar{v}_t}{1 - \beta_2^t}$$

The first moment acts as the usual gradient with heavy-ball momentum, and the second moment is used for element-wise scaling, yielding the following update

$$\theta_{t+1} = \theta_t - \alpha \cdot \frac{m_t}{\sqrt{v_t} + \varepsilon}$$

(operations are done element-wise)

As noticed by Balles and Hennig[2], Adam can also be understood as a sign descent weighted inversely proportionally to the relative variance of the gradient. That is

$$\frac{m_t}{\sqrt{v_t}} = \frac{\text{sign}(m_t)}{\sqrt{|v_t|/m_t^2}}$$

$$= \text{sign}(m_t) \sqrt{\frac{1}{1 + \eta_t^2}}$$

where $\eta_t^2 \overset{\Delta}{=} \frac{v_t - m_t^2}{m_t^2}$ is an approximation of the relative variance $\frac{\sigma_t^2}{\overline{\sigma_t}^2}$, as long as $m_t$ and $v_t$ approximate well $\nabla L$ and $\nabla L^2$.

We will see later in Section 4 that this decoupling of Adam into those 2 aspects provides insights as to what using Adam with forward gradients amounts to.

Finally, we mention here Adabelief [18] as an alternative to Adam which is believed to be more stable to noisy gradients, and have better generalization properties than Adam. Adabelief is obtained by replacing the second moment of Adam with the moving average of empirical variance, i.e.

$$\bar{v}_{t+1} = \beta_2 \bar{v}_t + (1 - \beta_2)(g(\theta_t) - m_t)^2$$

The rational for this update is that $m_t$ can be interpreted as a preision for the gradient, and $v_t$ as our confidence in the current gradient sample with respect to what the previous was. As such, we take big steps when our confidence is high ($v_t$ is low), and conversely small steps when it is low.

### 4 Optimization with Forward Gradients

In this chapter, we study the mathematical implications underpinning the use of forward gradients, rather than true gradients, in standard optimization. Section 4.1 focuses on the choice of distribution for the initial tangent; we exhibit a best distribution according to the constraints from Baydin et al., then show that those constraints can be relaxed, which notably yields a more general family of best distributions. Finally, the important Section 4.2 features evidence that optimization with forward gradient should get challenging with higher dimensional functions.

**4.1 Choice of Tangent Law**

Forward gradients are parametrized by a choice of direction of projection for the real gradient. To compute the forward gradient $g$ at $\theta$, a random direction $v$ is sampled and used as the tangent. Forward mode AD then yields the jacobian vector product $\nabla f(\theta) \cdot v$, and finally the forward gradient is computed as $g(\theta) \overset{\Delta}{=} (\nabla f(\theta) \cdot v)v$. We naturally refer to the distribution for $v$ as the tangent law, and write
p_v. From the tangent law properties, it is natural—though not necessary—that the v_i should be i.i.d., in which case we note the common distribution p_v.

In the original forward gradient paper, Baydin et al. use p_v = N(0, I_n), and note that any distribution that satisfies the tangent law properties yields valid forward gradients, in the sense that they are unbiased estimators of the gradients. This opens the door to other choices of tangent laws—notably one that minimizes variance.

**Definition 3** (Minimal tangent law). We call minimal tangent law, and we write p_v^{min}, the centered Rademacher law

\[ v \sim \mathcal{R}(0, 0.5) \iff \begin{cases} v = 1 & \text{w. p. } 0.5 \\ v = -1 & \text{w. p. } 0.5 \end{cases} \]

**Lemma 4** (Minimally deviating forward gradients).

*Let f : \mathbb{R}^n \to \mathbb{R} be a function of n real variables (θ_1, \ldots, θ_n). Among the tangent laws that satisfy the tangent law properties, the choice p_v = p_v^{min} is the minimizer for the forward gradient g of the mean squared deviation \( E[\|g(θ) - ∇ f(θ)\|^2] \).*

**Proof.** After expansion of the mean squared deviation, this amounts to minimizing each \( E[\|g_i(θ) - ∇ f_i(θ)\|^2] \). From the bias-variance property, and because the forward gradient is unbiased, this in turn asks to minimize \( V[g_i(θ)] \). The mean squared deviation is being fixed (equal to \( V_f \)), minimizing the variance amounts to minimizing each

\[
E[g_i(θ)]^2 = E[(∇ f \cdot v)^2]_i^2 = \frac{∂ f}{∂ θ_i}^2 \cdot \frac{∂ f}{∂ θ_j}^2 \cdot \frac{∂ f}{∂ θ_k}^2 \cdot \frac{∂ f}{∂ θ_l}^2 \cdot ∇ \cdot v_i^2 v_j^2 \cdot v_k^2 v_l^2
\]

where we used the following properties

1. \( E[v_i^2 v_j^2 v_k v_l] = 0 \) when \( i \neq j \).
2. \( E[v_i^2 v_j^2] = 1 \) when \( i \neq j \).
3. \( E[v_i^2] = 1 + V[v_i^2] \).

Finally, \( V[v_i^2] \) is minimum at 0, which is feasible when \( v_i \) takes value in \([-a, a] \) for some \( a \in \mathbb{R} \). We obtain the minimal deviation conditions

\[
\begin{align*}
    v_i \perp v_j & \quad \forall i \neq j \quad (2a) \\
    E(v_i) &= 0 \quad \forall i \quad (2b) \\
    V(v_i) &= 1 \quad \forall i \quad (2c) \\
    V(v_i^2) &= 0 \quad \forall i \quad (2d)
\end{align*}
\]

They are met only when the \( v_i \) are independent Rademacher variables with parameter 0.5, i.e. \( p_v = p_v^{min} \).

Note that in the course of the proof we also found an explicit value for the mean squared deviation. The following property makes it explicit (see the short proof in the appendix).

**Property 5.** The mean squared deviation of the minimally deviating forward gradients is

\[
E[\|∇ f(θ) - g(θ)\|^2] = (n - 1)\|∇ f(θ)\|^2
\]

At this point, one may worry that the minimal tangent law that we found is anisotropic, while it is not obvious where the loss of isotropy happened. It is in fact the tangent law properties that implicitly assumes the anisotropic choice of canonical basis. Indeed, if the marginals of \( v \) according to some orthogonal basis \( b \) respect Equation 1, the marginals according to some other orthogonal basis \( b' \) may not.

The tangent law properties can however be readily relaxed to an isotropic formulation. This the purpose of the following definition, and its associated theorem which extends **Theorem 2.**

**Definition 6** (Extended tangent law properties). We say that the random vector \( w \) on \( \mathbb{R}^n \) satisfies the extended tangent law properties when there exists a random variable \( q \in O_n \) over the orthogonal group of \( \mathbb{R}^n \), and \( v \) that satisfies Equation 1, such that \( w = q \cdot v \).

Does the extended tangent law property add any useful distribution to the set of available tangent laws? It arguably does. For instance, the uniform distribution over the \( L_2 \)-sphere of radius \( \sqrt{n} \), which is not admissible in the formulation of Baydin et al., satisfies the extended tangent law property. Indeed, it can be seen as the law of \( q \cdot v \) where \( q \) is uniform over \( O_n \) (i.e. following the translation invariant measure, or Haar measure, over the orthogonal group), and \( v \) follows the minimal tangent law.

**Theorem 7** (Extended forward gradient theorem). Let \( f : \mathbb{R}^n \to \mathbb{R} \) be a function of \( n \) real variables \((θ_1, \ldots, θ_n)\). Among the tangent laws that satisfy the extended tangent law properties, the choice \( p_v = p_v^{min} \) is the minimizer for the forward gradient \( g \) of the mean squared deviation \( E[\|g(θ) - ∇ f(θ)\|^2] \).
Of course, the extended formulation yields an extended family of minimally deviating forward gradients.

**Definition 8 (Extended minimal tangent laws).** Let $O_n$ be the set of orthogonal automorphism of $\mathbb{R}_n$. The family of *extended minimal tangent laws* is described by the random variables $T = q \cdot v$ where $v \sim P_{\text{min}}^\perp$ and $q$ is any random variable over $O_n$.

The simplest members of this family are those associated to almost surely constant $q$, which are the independent centered Rademacher marginals associated to each orthogonal basis – see Figure 2. The uniform distribution over the $L_2$-sphere of radius $\sqrt{n}$ also belongs to the extended minimal tangent laws, and is the minimal tangent law that is isotropic.

We can furthermore check that all laws in this family are equivalently good (regardless of $\nabla f$), as the mean squared deviation given by Theorem 5 is invariant to orthogonal transformations of $v$.

![Figure 2: Minimally deviating tangent laws in dimension $n = 3$. Each vertex has equal probability $1/8$.](image)

### 4.2 Mistakes in Forward Gradient Descent

Proofs of convergence for optimizers generally only assume an unbiased oracle of the gradient of the objective (see for instance Moulines and Bach[12] or Défossez et al.[6]) – usually to account for stochastic data samples. In particular, this means that we keep the same theoretical guarantees while using forward gradients. However, this does not account for the intuition that noisier oracles yield harder optimization. The goal of this section is to provide a quantitative description of the added stochasticity that comes from using forward gradients rather than true gradients.

In the following, we only look at minimally deviating forward gradients. Not only is the minimal tangent law more convenient to analyze because of its simple form, but we expect them to yield better optimizations than any other tangent laws.

#### 4.2.1 The Curse of Dimensionality

The purpose of this section is to prove Theorem 9, which shows that the sign of the forward gradient correlates with the sign of the true gradient only on $o(n)$ dimensions more than what pure chance accounts for.

First, however, we provide two reasons we wish the sign of forward gradients to approximate well the sign of the true gradient. They both stem from the remark that forward gradients associated to a minimally deviating tangent law have a distinct structure, namely all their coefficients share the same magnitude. What consequence does this structure have with different optimizers?

Consider first the case of Clipped SGD. Clipped SGD is a regularized version of SGD, which enforces an upper-bound on the magnitude of the coordinates: in lieu of the gradient $\nabla f(\theta)$, clipped SGD uses its projection onto the ball $\{\theta \mid \|\theta\|_\infty \leq 1\}$. That is, for coefficients that have a magnitude greater than 1, their sign is used instead. When using Clipped SGD with forward gradients, either all coefficients are transformed into their sign, or none are. Thus, when the gradient is large enough, all coefficients have too large a magnitude, Clipped SGD with forward gradients amounts to sign descent.

A similar mechanism can be seen with Adam. Recall from Section 3 the decoupled interpretation of Adam, as coordinate-wise weighted sign descent. With forward gradients, the weights are in fact equal across coordinates, whence, up to this scaling factor, the optimization process amounts to sign descent.

**Theorem 9.** The expected number of dimensions where the minimally deviating forward gradients has the same sign as the true gradient is upper bounded by

$$\frac{n}{2} + \sqrt{\frac{n}{2\pi}} + O\left(\frac{1}{\sqrt{n}}\right)$$

**Proof.** Let us notice first that the forward gradient $g = (\nabla f \cdot v)v$ always has a positive correlation with the true gradient:

$$\nabla f \cdot g = (\nabla f \cdot v)^2 \geq 0$$

In other words, the forward gradient changes the sign of $v$ if necessary, so that it correlates with $\nabla f$ (it also adds a scaling factor which is irrelevant for the theorem).

Now, first, let us assume that $\nabla f \in [-1,1]^n$. Let us note $P$ the expected number of dimensions with the same sign as the true gradient, and $N$ that of dimensions with the opposite sign. We have

$$\begin{cases}
P + N = n \\
P - N = \mathbb{E}\left[\text{sign}(\sum_i \nabla f_i v_i) \sum_i \text{sign}(\nabla f_i v_i)\right] \\
= \mathbb{E}\left[\sum_i |\nabla f_i v_i|\right]
\end{cases}$$

By symmetry, $\mathbb{E}\left[|\sum_i \nabla f_i v_i|\right] = \mathbb{E}\left[|\sum_i v_i|\right]$. This is the well known problem of estimating how far away from 0 does an $n$-step random walk goes. The derivation is detailed in Appendix A, and gives $\mathbb{E}\left[|\sum_i v_i|\right] = \sqrt{\frac{2n}{3\pi}} + O\left(\frac{1}{\sqrt{n}}\right)$. Eventually,
we get
\[ P = \frac{n}{2} + \frac{1}{2} \mathbb{E}[\sum_i v_i] = \frac{n}{2} + \sqrt{\frac{n}{2\pi}} + O\left(\frac{1}{\sqrt{n}}\right) \]

Remains to show that this holds as an upper bound for general \( \nabla f \). This is readily obtained, as Equation 3 now writes
\[
\begin{aligned}
P + N &= n \\
N &= \mathbb{E}\left[\sum_i \delta_i^T \delta_i\right]
\end{aligned}
\]
where we have an upper bound
\[ \mathbb{E}\left[\sum_i \delta_i^T \delta_i\right] \leq \mathbb{E}\left[\sum_i \delta_i^T \delta_i\right] \]
where we previously had an equality. \( \square \)

Note that a random walk in \( \mathbb{R}^n \) would get right on average \( \frac{\sqrt{n}}{\sqrt{2}} \) dimensions. Thus in high dimensions, Theorem 9 shows that forward gradients are only marginally better than pure randomness.

### 4.2.2 Forward Gradient for Linear Objectives

The essence of first-order gradient descent methods is to use at \( \theta \) the best linear approximation of the objective and move accordingly. Here we provide analysis of the behaviour of forward gradients when the linear approximation is exact, i.e. for a linear objective. Their ability — or lack there of — to degenerate the objective to \( -\infty \) will give insights as to how it will fair against reverse mode gradients on more complex objectives.

In the following, we let \( f(\theta) = \mu^T \cdot \theta \) for some \( \mu \in \mathbb{R}^n \).

#### SGD

The update rule for vanilla SGD writes here
\[
\begin{aligned}
\delta \theta_i &= (\nu_i^T \cdot \mu) v_i \\
\theta_{i+1} &= \theta_i - \delta \theta_i
\end{aligned}
\]
where we assumed a learning rate of 1 for simplicity, and where the \( \nu_i \) are independent random variables with law \( P_{\nu}^{\text{min}} \).

We can compute the mean gain to the objective of a single SGD step
\[ \mathbb{E}[f(\theta_{i+1}) - f(\theta_i)] = \mathbb{E}[(\nu_i^T \cdot \mu)^2] = -\mu^T \Sigma \mu \]
where the tangent covariance \( \Sigma = \mathbb{E}[\nu_i \cdot \nu_i^T] \) is \( I_n \) (following the tangent law properties).

This is the same expected gain as with regular reverse-mode SGD, and indeed Figure 3a shows similar asymptotic evolution of the objective. Yet in high dimensions, we showed in Section 4.2.1 that on average the forward gradient gets only \( o(n) \) more than half directions correct.

How does it manage to keep up with the always-correct true gradient? Simply, forward SGD takes bigger steps.

Indeed consider the following simple derivation when \( \nu \sim P_{\nu}^{\text{min}} \)
\[
\mathbb{E}\left[\|\nabla f^T \cdot \nu\|^2\right] = n \mathbb{E}\left[(\nabla f^T \cdot \nu)^2\right]
= n \|\nabla f\|^2
\]

Whereas SGD in reverse mode takes step of squared norm size \( \|\nabla f\|^2 \), forward adds on average a factor equal to the dimension. While this has no effect for the simple linear objective, this may slow down or prevent convergence on more chaotic problems. As seen in Figure 3b, the parameter \( \theta \) may wander far from the gradient direction.

![Figure 3: SGD with linear objective, with forward gradients and true gradients. 5 iterations of forward gradient descent are represented.](image)

Note that in fact the derivation above remains valid if the gradient has only constant direction with possibly varying norm. That is, in a region where the isophotes are plane and parallel, we expect forward gradient descent and true gradient descent to perform equally well.

**Adam** Adam with constant gradient \( \nabla f = \mu \) amounts to sign descent (up to the Adam’s \( \varepsilon \)), i.e. \( \delta \theta = \text{sign}(\mu) \). The speed of divergence in this case is characterized by
\[
\delta \theta^T \cdot \mu = \|\mu\|_1
\]

How does Adam with forward gradients compare? The update rule for Adam writes as the following (we use \( p_i \) for the second moment of Adam to not conflict with the notation for the initial forward tangent \( v_i \)).
\[
\begin{aligned}
m_i &= (1 - \beta_1) \sum_{j=1}^t \beta_1^{t-j} (v_i^T \cdot \mu) v_i \\
p_i &= (1 - \beta_2) \sum_{j=1}^t \beta_2^{t-j} (v_i^T \cdot \mu)^2 1 \\
\delta \theta_{i,j} &= \sqrt{\frac{1 - \beta_2}{1 - \beta_1^2}} \frac{m_{i,j}}{\sqrt{p_{i,j}} + \varepsilon} \\
\theta_{i+1} &= \theta_i - \delta \theta_i
\end{aligned}
\]
where we assumed a learning rate of 1 for simplicity, and where the \( v_i \) are independent random variables with law
Typically, $\beta_1$ and $\beta_2$ are close to 1. To derive analytical results, we will consider the degenerated case where they are both 1, whence
\[ \delta_{t,i} = \frac{(v^T_t \cdot \mu)w_{t,i}}{\sqrt{(v^T_t \cdot \mu)^2}} = \text{sign}(v^T_t \cdot \mu)w_{t,i} \]
(we also remove the $\varepsilon$ as we did in reverse mode).

Now we can compute the associated speed of divergence:
\[ \|\delta_{t} \cdot \mu\| \leq \|\mu\| \]

In all generality, we can only bound this coefficient by the one obtained with true gradients: $\|\delta_{t} \cdot \mu\| \leq \|\mu\|_1$. However, for most $\mu$, this bound is very coarse, and there is an additional factor of degradation proportional to the dimension.

In particular, when $\mu \in \{-1, 1\}^n$, we get a $O(\sqrt{n})$ speed of divergence (see the derivation in the appendix), while reverse mode gives a $O(n)$ speed of divergence. We find here another ‘curse of dimension’: as the dimension of the parameter grows, we expect forward gradients to perform increasingly worse than true gradients.

5 Experiments

The literature provides an extensive body of test functions meant to challenge and evaluate new optimization algorithms, see for instance [9] (Appendix B) and [17] for a curated list of such function, or [7] for a comprehensive survey. Baydin et al. test in [4] two such functions – Beale and Rosenbrock – against forward gradients, with vanilla SGD, and show positive results. However both functions are 2-dimensional, which, according to our work in Section 4.2.1, should not make apparent the potential pitfalls of forward gradients.

Thus, this section is meant to provide additional ‘unit testing’ experiments against forward gradients. It is not trivial to conduct a meaningful comparison experiment between optimization algorithms, that can draw generalizable conclusions. We followed the recommendations from, and refer the reader to, “Best practices for comparing optimization algorithms”[5]. In particular, we use diverse test functions and we test convergence from several starting points.

5.1 Specification

Here we detail our experimental protocol.

Functions used Out of reproducibility concerns, we brought Beale and Rosenbrock in our experiments. Note that Rosenbrock has a definition for arbitrary dimensions, although it was used only in dimension 2 in [4] (known then as the banana function).

For convergence plots, we use the simple sphere function, and the hyperellipsoid function, which are both separable. Separability ensures the problem should be trivial for simple gradient descent, while forward gradient descent may still struggle in high dimensions. The hyperellipsoid function is similar to the sphere function but is anisotropic. This may be relevant to test, considering the shape of the minimal tangent law.

\[ f_{\text{sph}}(x) = \sum_{i=1}^{D} x^2_i \]
\[ f_{\text{ellipsoid}}(x) = \sum_{i=1}^{D} ix^2_i \]

Our main concern remains robustness of results, which demands a large set of test functions. We used the collection implemented by Thevenot[15], which regroup 78 test functions well known in the literature, and include convex, non-convex, separable, non-separable, multimodal and non-multimodal functions.

For each of those functions that are defined in arbitrary dimension, we test them in dimensions 2, 10 and 100.

Optimizers used We chose to test SGD, Clipped SGD, Adam and Adabelief. SGD yields the most bare view of the behaviour of forward gradients. However SGD is sensitive to variations of the learning rate, and prone to diverge, and hence we also include Clipped SGD as a regularized version of SGD. Adam is maybe the most popular optimizer in machine learning. Adabelief appears to exhibit better robustness to gradient noise than Adam, which is of course highly desirable with forward gradients.

For each such optimizer, we test a version that uses forward gradients, and one that uses true gradients.

We did not attempt any hyperparameter optimization scheme, and keep a fixed learning rate equal to 0.01.

Reproducibility Our ‘unit testing’ experiments were done in Python. Our implementation and experimentations are publicly available on Github, it relies on the autograd library [10] for performing autodifferentiation.

5.2 Results

Here, we are only interested in the performance of the optimizers with respect to the number of gradient evaluation. In particular, we do not compare the CPU time of execution, nor the memory usage as we make no attempt in our implementation to optimize one nor the other.

Trajectory and convergence plots We first start by providing some trajectory and convergence plots. They are not the most practical, as they do not allow comparisons across test functions, but nevertheless can be useful to form an idea of how optimizers behave.

Figure 4 reproduces the results from Baydin et al. with several initializations for $\theta$. It can be seen that it depends on the initialization wether true gradient descent or forward gradient descent performs better, although forward gradients are never but marginally better.
We can furthermore see how the convergence plots evolve as the function dimension grows, which we illustrate with the ellipsoid function in Figure 5. We can see that forward SGD does not seem to suffer from dimensionality. Indeed for low enough learning rates, the hyperellipsoid isopleths look straight and parallel on the path of gradient descent, which we showed in Section 4.2.2 to be a case where forward gradients can readily replace true gradients. However, the same does not hold for Adam which displays convincingly how forward gradients struggle with high dimensionality.

![Figure 4: Vanilla gradient descent for the Beale and Banana test functions, with 5 random initializations.](image)

Performance profile Beiranvand, Hare, and Lucet [5] recommend using performance profiles to report optimization experiments in a single graphic.

Let $\mathcal{P}$ be a set of problems (here test functions), and $\mathcal{S}$ a set of optimizers. Suppose our experiments produce a fixed-target metric $t_{p,s}$ for each problem $p$ and solver $s$. Here we use the number of function evaluation to reach the minimum up to $\epsilon = 0.1$. Then we define the performance ratio

$$r_{p,s} = \begin{cases} t_{p,s} & \text{if convergence test passed,} \\ \infty & \text{otherwise} \end{cases}$$

From this we derive the performance profile, which is a function of $\tau \geq 1$ for each solver:

$$\rho_s(\tau) = \frac{1}{|\mathcal{P}|} \frac{\sum_{p \in \mathcal{P}, r_{p,s} \leq \tau} t_{p,s}}{\min_{p \in \mathcal{P}} \{ t_{p,s} \} }$$

That is, $\rho_s(\tau)$ is the proportion of problems where solver $s$ is less than a factor $\tau$ away from the best solver.

In particular, $\rho_s(1)$ is the portion of time that $s$ was the best solver, and $\rho(\infty)$ is the proportion that the solver managed to solve. In general, we are looking for solvers with consistently high $\rho$.

Performance profiles are convenient in that they display several information in a single graphic. However they treat all problems uniformly. In our case, we also would like to know how performance evolves with higher dimensionality. Thus, we provide in Figure 6 three profiles taken from problems with three different dimensions, 2, 10 and 100.

Although we should be prudent with conclusions about 2-by-2 comparisons with performance profiles, we can observe the effect of higher dimensions, especially in the region $\tau \leq 10$. That is, in dimension 100, any optimizer that uses forward gradients are almost always at least 10 times slower than the best optimizer that uses true gradient (which almost always is Adabelief). Note than on top of this, all optimizers converge less often in high dimensions (the SGD based optimizers seem to be the most impacted).

Moreover, we can see that for forward gradient based optimizers, the derivatives of the performance profile in 1 gets flatter as the dimension increases $\rho'(1) \approx 0$. This means that not only are they almost never optimal (as $\rho(1) \approx 0$), but they also become poor approximators of the optimal
solver in high dimensions. In contrast, Adam with true gradients has often good performance, albeit never optimal.

6 Conclusion

Our work has exposed both theoretical and experimental shortcomings of forward gradients. Specifically, we identified high dimensional settings as an issue, and confirmed this result with extensive experiments.

On the theoretical side, we believe there are still many open roads for future work.

Most notably, we have not conducted any deep learning experiments, where Baydin et al. reported encouraging results for forward gradients. We believe more experiments are needed to evaluate how well they compare to true gradients on more diverse architectures. More importantly, it remains mysterious to us as to why forward gradients would not struggle in such a high dimensional setting as neural networks are, and we trust that further work on this topic would bring a better theoretical understanding.

Alternatively, one could try to design optimizers specifically suited for forward gradients. For instance, the first moment in Adam, which acts as a predictor of what the gradient is going to be, could be used to bias the forward tangent distribution. Although our early experiments did not pan out, we are interested to explore this idea further.
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A Appendix

Proof of Theorem 5

Proof.

\[
\mathbb{E} \left[ \|\nabla f(\theta) - g(\theta)\|^2 \right] = \sum_i \text{bias}(g_i(\theta)) + \nabla V(g_i(\theta))
\]

\[
= \sum_i \mathbb{E}[g_i(\theta)^2] - \mathbb{E}[g_i(\theta)]^2
\]

\[
= \sum_i \|\nabla f(\theta)\|^2 - \nabla f_i(\theta)^2
\]

\[
= (n-1)\|\nabla f(\theta)\|^2
\]

□

How far does a random walk go ?

Lemma 10 (Divergence speed of a random walk). Let \((X_i)\) be i. i. d. centered Rademacher variables. Then

\[
\mathbb{E} \left| \sum_{i} X_i \right| = \sqrt{\frac{2n}{\pi}} + O\left(\frac{1}{\sqrt{n}}\right)
\]

Proof. We treat the case where \(n = 2N\) is even to alleviate notations. The case of odd \(n\) is similar. First we compute

\[
\sum_{k=0}^{N} \binom{2N}{k} = 2N \sum_{k=0}^{N-1} \binom{2N-1}{k}
\]

\[
= 2N4^{N-1}
\]

and

\[
2 \sum_{k=0}^{N-1} \binom{2N}{k} + \binom{2N}{N} = 4^N
\]

\[
\Rightarrow \sum_{k=0}^{N-1} \binom{2N}{k} = \frac{4^N - \binom{2N}{N}}{2}
\]

\[
\Rightarrow \sum_{k=0}^{N} \binom{2N}{k} = \frac{4^N + \binom{2N}{N}}{2}
\]

Then

\[
4^N \mathbb{E} \left[ \left| \sum_{i} X_i \right| \right] = \sum_{k=0}^{N-1} \binom{2N}{k}(2N - k)k + \sum_{k=N+1}^{2N} \binom{2N}{k}(k - (2N - k))
\]

\[
= 2 \sum_{k=0}^{N} \binom{2N}{k}(2N - 2k)
\]

\[
= 4N4^N + \binom{2N}{N} - 2N4^N
\]

\[
= 2N\binom{2N}{N}
\]

Only remains now to estimate the asymptotic behaviour

\[
\mathbb{E} \left[ \left| \sum_{i} X_i \right| \right] \sim \frac{2N}{4^N} \frac{(2N)^2}{4} \sqrt{4\pi N}
\]

\[
\sim \frac{2N}{\sqrt{N\pi}} = \sqrt{\frac{2N}{\pi}}
\]

We can get the more precise result from the theorem by using one more term in the Stirling series, which we leave to the reader.

\[
n! \sim \sqrt{2\pi n} \left(\frac{n}{e}\right)^n \left(1 + O\left(\frac{1}{n}\right)\right)
\]