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Abstract—In frames of the nonlocal and nonpolynomial quantum theory of the one component scalar field in D-dimensional spacetime, stated by G.V. Efimov, the expansion of the \( S \)-matrix is revisited for different interaction Lagrangians and for some kinds of Gaussian propagators modified by different ultraviolet form factors \( F \) which depend on some length parameter \( l \). The expansion of the \( S \)-matrix is of the form of a grand canonical partition function of some \((D + N)\)-dimensional \((N \geq 1)\) classical gas with interaction. The toy model of the realistic quantum field theory (QFT) is considered where the \( S \)-matrix is calculated in closed form. Then, the functional Schwinger–Dyson and Schrödinger equations for the \( S \)-matrix in Efimov representation are derived. These equations play a central role in the present paper. The functional Schwinger–Dyson and Schrödinger equations in Efimov representation do not involve explicit functional derivatives but involve a shift of the field which is the \( S \)-matrix argument. The asymptotic solutions of the Schwinger–Dyson equation are obtained in different limits. Also, the solution is found in one heuristic case allowing us to study qualitatively the behavior of the \( S \)-matrix for an arbitrary finite value of its argument. Self-consistency equations, which arise during the process of derivation, are of a great interest. Finally, in the light of the discussion of QFT functional equations, ultraviolet form factors and extra dimensions, the connection with functional (in terms of the Wilson–Polchinski and Wetterich–Morris functional equations) and holographic renormalization groups (in terms of the functional Hamilton–Jacobi equation) is made. In addition the Hamilton–Jacobi equation is formulated in an unconventional way.
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1. INTRODUCTION

Historically nonlocal and nonpolynomial quantum field theory (QFT) was developed as an attempt to remove ultraviolet divergences that are connected with the locality of the interaction. After long and often misleading research, the basic concepts, which are necessary to construct a consistent theory of the nonlocal and nonpolynomial interactions of the quantum fields, have been developed. These concepts are still essential even though the theory may be only the first step to construct the more general (hypothetical) and fundamental theory with the fundamental (ultraviolet) length \( l \), than quantum field picture of Nature. In this case, nonlocal and nonpolynomial QFT is to play a role of the phenomenological model that fit all the postulates of the QFT where the form factors describe dynamical consequences that we can not calculate from the more general theory on now. If the general theory does not exist and the fundamental length \( l \) is only an ultraviolet parameter of the model (as the potential of interaction in the Schrödinger equation), it does not affect the construction of nonlocal and nonpolynomial QFT. It is much more interesting to obtain the expressions (for example) for the \( S \)-matrix in a form that allows analyzing it as depending on the ultraviolet parameter \( l \).

The success of the renormalization theory in local (and, usually, polynomial) QFT and the development of the axiomatic QFT have suppressed the interest in nonlocal QFT. There was a belief that renormalization principle rids of the necessity to formulate a theory without ultraviolet divergences. On the other hand, the interest in the nonpolynomial Lagrangians was still giving a warm hope for the construction of the nonlocal QFT. Eventually, many scientists who worked in this field have understood (see [1–7] and many others) that the development of one component scalar nonlocal QFT in case of particular nonpolyno-
mial Lagrangians requires Euclidean metric as an initial point of the theory. It became clear that the ultraviolet form factors depending on the fundamental length $l$ are to be entire analytic functions decreasing in Euclidean space. All these questions are discussed in details in the monographs [8, 9], and in the review [10]. We note that Efimov's books [8, 9] are rich in references to different papers written by the scientists whose research was the development of nonlocal and nonpolynomial QFT. A part of the materials of these books formed the basis for the pedagogical introduction to the classical theory of particles and fields [11] because of a deep analysis of the classical side of nonlocal and nonpolynomial field theory in [8, 9]. In addition, we also note several original Efimov's papers [12–17] appeared in the time of rapid development of this problem in QFT.

As it is known now from the methods of the functional, i.e. nonperturbative (or exact), renormalization group, the ultraviolet form factors as functions of the differential operators (in real space, i.e. coordinate space) correspond to the regulators of FRG flow of different generating functionals in QFT and statistical physics [18–21]. However, FRG regulators have not been always chosen as entire analytic functions as Efimov suggested. These functions are more appreciable if one wants to obtain FRG flow equations with the best continuity properties. Finally, it should be taken into account that the transition into the Minkowski space cannot be realized through the simple Wick rotation which is possible for local QFT. It is necessary to use other methods of analytical continuation which is a subject of another complicated problem. As a result of the research, in nonlocal and nonpolynomial QFT one can achieve the same level of rigor as in local QFT (for instance, see classical monographs of Bogolyubov and Shirkov [22, 23], and also monographs of Vasiliev [24, 25] and Zinn-Justin [26]).

The main idea of Efimov's papers (see [2] for example) is that the interaction action $S_I$ should be represented in the form that any primary field or composite operator in $S_I$ should be an argument of the exponential function. In other words, the construction $\exp$ in the power of $\exp$ should appear under the path integral sign. For instance, it is possible if $S_I$ has the form of the integral of a primary field local function with respect to $x$ or of composite operators, i.e. the interaction Lagrangian is local. After that, the generating functional $Z$ of total Green functions or the $S$-matrix in Euclidean metric are constructed in terms of the path integral with respect to the primary field. Then, the external $\exp$ (exponential function which contains $S_I$ as an argument) should be expanded in Taylor series. As a result, infinite series of Gaussian path integrals are obtained, however each integral can be calculated exactly. As a result of the calculations, final expression for the path integral is found. Of course, calculation of the path integral of $\exp$ in the power $\exp$ construction is common in the literature (for example, see discussions of Liouville and sine-Gordon models [27–30]). However, it is clear that Efimov representation allows us to calculate the path integral for broad class of theories which will be discussed in details in the next sections.

The expression for the path integral, which is a grand canonical partition function of $D$-dimensional interacting quantum gas (from the point of view of statistical physics), is obtained in terms of the grand canonical partition function of $(D + N)$-dimensional interacting classical gas (the value $N$ will be determined further). Then, the interaction potential of the classical gas is defined via quantum field propagator of free theory. This correspondence is also a beautiful example of the duality between (in general, nonconformal) QFT and statistical physics. Unfortunately, the obtained expression for the grand partition function is almost impossible to calculate. For this reason, it is relevant to analyze the functional Schwinger–Dyson and the Schrödinger equations in Efimov representation (the Schwinger–Dyson equation for Liouville model is discussed in the interesting paper [31]). Also, we note that Efimov devoted substantial attention to functional Schrödinger equation. We focus on the Schwinger–Dyson one. All these equations allow us to find several asymptotic solutions for the $S$-matrix, for example. We pay special attention to the finding of these solutions for $D$-dimensional sine-Gordon theory. This example is already interesting itself since the value of $D$ is not equal to two which is common in literature. In addition, we note that many of the findings obtained for this example remain valid in a more general case.

Discussing the Schwinger–Dyson and the Schrödinger equations on the one side and the ultraviolet $l$-depending form factors on the other, we briefly touch upon the FRG equations in the Wilson-Polchinski and the Wetterich–Morris forms (see [18–21] for details) and also the discussion of the different coarse-graining procedures of degrees of freedom in a system [20]. This excursion is made for the sake of completeness. We note that in the framework of the nonlocal QFT the value $l^{-1} = \Lambda_0$ is considered to be constant and equal to the boundary value of the FRG flow variable. Also, in light of the appearance of the quantum/classical duality, which in a sense is a holographic picture, initially appeared in completely different quantum field models in papers [32–34], we briefly discuss the functional Hamilton–Jacobi (HJ) equation, which is the main equation in the holographic renormalization group (HRG) method just as the functional Wilson–Polchinski equation underlies one of the possible FRG version. The HRG was developed as a geometrization of the field theoretic renormalization group in [35]. The description of the HRG in terms of the HJ equation was presented in papers [36, 37], see [38] for more. From the latest (on now) papers in this field, we emphasize the paper [39] par-
tially devoted to the connection between HRG and FRG methods (also this question is briefly discussed in [40–42]). Our original approach is that we formulate the HJ equation in $D$-dimensional real (coordinate) space $x$. Instead of additional coordinates (extra dimensions), we introduce additional \textbf{holographic} scalar field (this idea is partially taken from [43]). The additional coordinate will appear as the value of the delta-field (in terms of Dirac delta function) configuration of the holographic field. The justification of this approach is that it automatically allows formulating not only the HJ equation but also its expansion into the hierarchy of integro-differential equations for the corresponding (holographic) family of Green functions. A huge advantage of the HJ hierarchy over other hierarchies obtained from the different FRG flow equations is decomposition of the HJ hierarchy into the independent equations. Consequently, in principle, the HJ hierarchy can be solved in closed form.

To sum up, we emphasize that nonlocal and non-polynomial QFT formulated by G. V. Efimov allows us to analyze the strong coupling regime in different quantum field theories, and any strong coupling method in modern QFT is still as good as gold. Also, we should note that from the mathematical point of view the structure of nonlocal and nonpolynomial QFT is close to the objects studied in statistical physics. The appearance of new results at the crossover between two these fundamental sciences is just a matter of time. We sincerely believe that methods of the nonlocal and nonpolynomial QFT will occupy a worthy place in description of Nature.

2. \textbf{f-MATRIX IN EFIMOV REPRESENTATION}

2.1. \textit{Zoology of the Nonpolynomial Lagrangians in Nonlocal QFT and Nested Exponentials}

The first principle of quantum field theory and statistical physics is the formulation of the (nonnormalized) generating functional $\mathcal{F}$ of the family of total (including disconnected diagrams) Green functions in terms of the path integral over the primary field $\varphi$ (in the Euclidean metric, like in the monographs [18], [24, 25] or [26]):

$$\mathcal{F}[g, j] = \int \mathcal{D}[\varphi] e^{-S[g, \varphi](\varphi)}.$$  \hspace{1cm} (1)

The action $S$ that depends not only on primary field but also on some function $g$, the meaning of which will be clear in a moment, is usually formed by the free theory $S_0$ and the interaction $S_1$ actions:

$$S[g, \varphi] = S_0[\varphi] + S_1[g, \varphi].$$  \hspace{1cm} (2)

In nonlocal QFT the expression for the free theory action $S_0$ reads as $(m$ is an infrared mass parameter, $l$ is an ultraviolet length parameter, $F$ is an ultraviolet form factor ensuring the convergence of integrals at large momentum):

$$S_0[\varphi] = \frac{1}{2} \int d^D x \varphi(x) L(\partial) \varphi(x),$$

$$L^{-1}(\partial) = F\left(\frac{-\partial^2}{\partial^2 + m^2}\right).$$  \hspace{1cm} (3)

It is essential to mention here that the form factor $F$ is not designed to make any integrals we want finite but to make the exact expression for generating functional $\mathcal{F}$ finite. Also because of the form factor $F$ we are not limited to choose the spacetime dimension $D$ less or equal to 4. That is why the choice of $D = 4$ in this paper has only an illustrative character.

The scalar product of the source field $j$ and the primary field $\varphi$ has a standard form (in the second expression we may see the typical form of $j$ if we are interested in Green functions of exponential operators—that is a typical choice for the Liouville model, for instance; $\alpha_n$ and $z_n$ are constant parameters):

$$j(x) = \sum_{n=1}^{N} \alpha_n \delta^{(D)}(x - z_n).$$  \hspace{1cm} (4)

Finally, let us define the interaction action $S_1$. In the general case it may be defined by the field and its derivatives in many different ways. In this paper we assume that under the integral sign there is the local function of field $\varphi$. In other words, the interaction Lagrangian is considered to be local ($g$ is the function that describes a smooth “turning-on” and “turning-off” of the corresponding interaction):

$$S_1[g, \varphi] = \int d^D x g(x) U[\varphi(x)],$$

$$U[\varphi(x)] = \int_{-\infty}^{\infty} d\lambda \tilde{U}(\lambda)e^{i\lambda\varphi(x)}.$$  \hspace{1cm} (5)

In the second expression (5) it is assumed that the interaction Lagrangian may be written in a form of a standard Fourier integral over an infinite real axis (where $\tilde{U}$ denotes the Fourier transform of $U$).

In the framework of the theory developed in our paper this choice is natural but not the only one. For instance, for the polynomial interaction Lagrangian $\varphi^n$ it is better to use the Fourier transform in a complex plane of the variable $\lambda$ over the unit circle. In this case, a rapidly divergent perturbation theory (PT) series arises, but this problem can be solved, for example, in the spirit of papers [44–46], and especially [47]. In addition, it is possible to consider singular interactions and here we need to use Fourier transform in the vicinity of regular point. The following expressions
demonstrate what have been discussed (see monographs [8] and [9]):

$$\varphi^n(x) = \frac{(-i)^n n!}{2\pi i} \oint \frac{d\lambda}{n^+} e^{i\lambda \varphi(x)},$$

$$\frac{1}{\sqrt{1 - \varphi^2(x)}} = \frac{1}{2} \int_{-\infty}^{\infty} d\lambda J_0(\lambda) e^{i\lambda \varphi(x)}.$$  \hspace{1cm} (6)

Approaches presented in this paper allow a direct generalization in the case when in the expression for $S$ under the integral sign there is the local Lagrangian depending not only on the field $\varphi$ but also on some composite operators. This generalization only increases the number of Fourier variables which are necessary to put the field $\varphi$ and all the composite operators in the exponent.

$$U[\varphi(x)] \rightarrow U[\varphi(x), O_1(\partial) \varphi(x), \ldots, O_N(\partial) \varphi(x)].$$  \hspace{1cm} (7)

The increase in the number of primary fields is also a related generalization. For instance, one can consider $O(N)$-symmetrical model. All the fields $\varphi_1, \ldots, \varphi_N$ in the interaction should be dispatched to the exponent:

$$U[\varphi(x)] \rightarrow U[\varphi_1(x), \ldots, \varphi_N(x)] \rightarrow U[\lambda_1, \ldots, \lambda_N].$$  \hspace{1cm} (8)

This correspondence between the amount of different “building blocks” in the action and the amount of Fourier variables will get an important holographic interpretation in the future.

At the end of the excursus to the zoology of permitted interactions let us notice one exotic but interesting case. The theory presented in this paper allows us to consider field theories in which the interaction action occurs not in the exponent but as an argument of some arbitrary function $f$ with good convergence properties. It is important that such a function can be represented by a Taylor series converging to it in some vicinity of zero. One can consider entire function as an example. The following equalities demonstrate this:

$$e^{-S_{[g, \varphi]}} \rightarrow f \{S_{[g, \varphi]}\} = \sum_{n=0}^{\infty} \frac{f_n}{n!} \{S_{[g, \varphi]}\}^n.$$  \hspace{1cm} (9)

In conclusion of this brief introduction let us also notice that we will often illustrate final results in terms of the sine-Gordon field theory (in this theory the parameter $\alpha \in \mathbb{R}$ is assumed to be fixed):

$$S_{[g, \varphi]} = 2 \int d^D x g(x) \cos[\alpha \varphi(x)]$$

$$= \int d^D x \{e^{i\alpha \varphi(x)} + e^{-i\alpha \varphi(x)}\}.$$  \hspace{1cm} (10)

Such approach does not influence the general character of the obtained results. It is enough to note that in the expression (10) the dimension of spacetime $D$ is arbitrary although only $D = 2$ case is often found in the literature (see [27] or [29]).

2.2. Structure of the Propagator in Nonlocal QFT and Its Duality to the Lagrangian of the Nonlocal Interaction

In this subsection we consider in detail the expression (3) for propagator of the free theory $S$ in nonlocal QFT. Such expression is typical, for example, for the Gaussian $\Lambda$-deformed (by a regulator $R_\Lambda$, where $\Lambda$ is the running momentum scale) propagator which is used in functional renormalization group (FRG) method. A brilliant description of FRG methods can be found in the monographs [18, 19] and the reviews [20, 21]. The value $\Lambda$ launches the FRG flow formulating different evolutionary equations in functional derivatives, for instance, the Wilson–Polchinski or the Wetterich–Morris equations. In terms of nonlocal QFT the value $I^{-1} = \Lambda_\eta$, where $\Lambda_\eta$ is the ultraviolet momentum scale, is assumed to be fixed and equal to boundary value of the flow variable. Thus, the modification of the Gaussian propagator by the ultraviolet form factor, depending on $I$, is a typical construction in quantum field theory. Let us consider this construction in the momentum representation:

$$G(x) = \int \frac{F(w) e^{iwx}}{k^2 + m^2},$$

$$= \int \frac{d^D k}{(2\pi)^D} \eta w = I^2 k^2.$$  \hspace{1cm} (11)

In the case of the four-dimensional spacetime ($D = 4$), which is of special interest for QFT, the expression (11) can be rewritten in the following compact form:

$$G(x) = \int_0^\infty \frac{du}{(2\pi)^2} F(w) J_1(\sqrt{\mu x^2})$$

$$\frac{\mu x^2}{2(\mu x^2)^{1/2}}.$$  \hspace{1cm} (12)

For the sake of completeness we introduce a few examples of the form factor $F$. The general analysis of the functions $F$ is made in details in Efimov’s papers [1–3] and in his books [8, 9]. Also it is possible to use the results from FRG methods which are appropriate due to the coincidence of the ultraviolet form factor $F$ and the FRG regulator $R_\Lambda$. The examples of the form factors are given by (we can improve the convergence at infinity if it is necessary):

$$F_1(w) = e^{-w},$$

$$F_2(w) = \left(\frac{\sin \sqrt{w}}{\sqrt{w}}\right)^2.$$  \hspace{1cm} (13)

To illustrate the general results we will use the first example in this paper. Now we pay attention to the following important feature: the duality of the propagator structure in nonlocal QFT to the Lagrangian of the nonlocal interaction. All the results which are appropriate for the modified Gaussian propagator can be derived from another approach: we may use the standard propagator for the local QFT but modify the
interaction Lagrangian $U$ in (5). This modification is given by:

$$\mathcal{F}(w) = |K(w)|^2 \rightarrow U\left[ K\left(I^2\bar{\varphi}^2\right)\phi(x)\right]. \quad (14)$$

In other words, we need to consider a corresponding composite operator $K\varphi$ as an argument of the Lagrangian $U$. To prove this statement we need to make a corresponding substitution of the primary field under the path integration sign in the expression (1).

In conclusion of this subsection we note several important inequalities for further use. Following the fundamental Efimov’s paper [2] it is easy to show that for real values of $\lambda_a$ and $\lambda_b$ the modified by the form-factor propagator of free theory forms a positive definite quadratic form:

$$\sum_{a,b=1}^{n} \lambda_a \lambda_b G(x_a - x_b) = \int \frac{F(w)}{k^2 + m^2} \left[ \sum_{a=1}^{n} \lambda_a e^{ikx_a}\right]^2 \geq 0. \quad (15)$$

Moreover, formed by the propagator $G$ the quadratic form is bounded in accordance with Cauchy–Schwarz–Bunyakovsky inequality. Thus, we have one more inequality:

$$\sum_{a,b=1}^{n} \lambda_a \lambda_b G(x_a - x_b) \leq nG(0) \sum_{a=1}^{n} \lambda_a^2. \quad (16)$$

The inequalities (15)–(16) will play an important role in the proof of the fact that generating functional $\mathcal{F}$ is finite in nonlocal and nonpolynomial QFT formulated in this paper following Efimov.

### 2.3. $\mathcal{F}$-matrix in Efimov Representation

In this subsection we consider the most important functional in QFT which is the $\mathcal{F}$-matrix of the theory. Like the generating functional $\mathcal{F}$ of total Green functions, the $\mathcal{F}$-matrix (being the functional of some field $\varphi$) is also a generating functional of some family of Green functions. As is known from standard QFT courses the logarithm of the $\mathcal{F}$-matrix $\mathcal{G}$ is the generating functional of the amputated (without Gaussian propagators with external coordinates $x$ or momenta $k$) connected Green functions. The following expressions illustrate this (the primary field in the functional integral we denoted as $\psi$ in order to think of field $\varphi$ as an argument of the $\mathcal{F}$-matrix, like in monographs [18], [24, 25] or [26]):

$$\mathcal{F}[\varphi, \varphi] = e^{\mathcal{G}[\varphi, \varphi]} = \frac{1}{Z_0} \int D[\psi] e^{-S_0[\psi] - S_1[\psi, \varphi + \varphi]}. \quad (17)$$

The partition function of the free theory $\mathcal{F}_0$ in the expression (17) is a standard normalization of the $\mathcal{F}$-matrix. Finally, in the expression (17) it is taken into account that the $\mathcal{F}$-matrix is a functional of the coupling constant $g$, where $g$ is the function which describes smooth “turning-on” and “turning-off” of the interaction.

It is well-known (see monographs [22] and [23]) that the $\mathcal{F}$-matrix can be represented as a result of the action of an (exponential) series of functional derivatives with respect to the field $\varphi$ on the exponent to the power of interaction action $S_1$:

$$\mathcal{F}[g, \varphi] = e^{-\int \frac{\delta S_1[\psi, \varphi]}{\delta \psi} e^{-S_1[\psi, \varphi]}}. \quad (18)$$

This expression is a starting point for the construction of the perturbation theory in the framework of local QFT. Moreover, precisely the differential operator in (18) creates the main problem of the PT series which is the asymptotic property.

Being the functional of the field $\varphi$, the $\mathcal{F}$-matrix may be expanded in a functional Taylor series with respect to the field configurations $\varphi$:

$$\mathcal{F}[g, \varphi] = \sum_{n=0}^{\infty} \frac{1}{n!} \int d^2x_i \ldots$$

$$\left[ g \right](x_1, \ldots, x_n) \varphi(x_1) \ldots \varphi(x_n). \quad (19)$$

At the same time, as the functional of the coupling constant $g$ the $\mathcal{F}$-matrix may be expanded into a functional Taylor series over $g$:

$$\mathcal{G}[g, \varphi] = \sum_{n=0}^{\infty} \left( \frac{-1}{n!} \right) \int d^2x_i \ldots$$

$$\left[ g \right](x_1, \ldots, x_n) \varphi(x_1) \ldots \varphi(x_n). \quad (20)$$

The last expansion is under detailed discussions in classical monographs [22, 23].

In Efimov’s paper [2] it is shown that the correlation functions $\mathcal{F}_n$ in (20) may be calculated in a closed form. The idea is very simple and elegant: we need to send the field in the expression for the interaction action to the exponent, i.e. we need to obtain nested exponentials, and then expand the external exponent (with $S_1$ as an argument) into the Taylor series. As a result we obtain an infinite series of Gaussian functional integrals but each of them may be calculated by the well-known formulas. As a result we obtain the following result:

$$\mathcal{F}_n[\varphi](\{\varphi\}) = \int \frac{d\lambda_1}{2\pi} \ldots \int \frac{d\lambda_n}{2\pi} \tilde{U}(\lambda_1) \ldots \tilde{U}(\lambda_n)$$

$$\times \exp \left\{ \frac{1}{2} \sum_{a,b=1}^{n} \lambda_a \lambda_b G(x_a, x_b) + \sum_{a=1}^{n} \lambda_a \varphi(x_a) \right\}. \quad (21)$$

Thus, the expressions (20)–(21) give us a final answer for the $\mathcal{F}$-matrix in terms of the corresponding series.

Here we should stop for a moment and answer the following question: how far should we consider the obtained expressions as the answers? To answer this question we need to remember, what is the origin of
the functional integrals like (1) and (17) (for example) in statistical physics. The functional integral provides a way to write down the grand canonical partition function of the $D$-dimensional quantum gas with interaction. Moreover, the expressions (20)–(21) are function of the $-\text{dimensional quantum gas with}$ a way to write down the grand canonical partition functions of the $-\text{interaction.}$

In this context it is worth discussing the physical meaning of the additional coordinate $\lambda$ (in a more general case, a set of additional coordinates $\lambda_1, \ldots, \lambda_N$). In QFT and statistical physics the field $\varphi$ (as so as composite operators) plays the role of the functional argument. That is why $\varphi$ defines the domain of the theory. The argument of the field $\varphi$, either $x$ or $k$, plays the role of the index. It turns out that in the case when the interaction action $S_\lambda$ has the form like (5) the domain of the theory is just a unification of $x$ and $\lambda$. The meaning of the latter is the range of the field $\varphi$ (direct connection between $\lambda$ and $\varphi$ is performed by the Fourier integral). So, in Efimov theory the field $\varphi$ has a meaning of an extra dimension much more then a function of $x$. In some sense this reproduces a situation in quantum mechanics (QM) where a trajectory $q(t)$ used in formulation of QM in terms of a functional integral becomes a variable in the Schrödinger equation.

Now let us explore the convergence properties of the expansion (20)–(21). In the paper [2] it is shown that for this expansion there is a majorizing series (majorant) which does not depend on $\varphi$:

$$S_M[g] = \exp \left\{ \int d^D x \varphi(x) \int_\lambda \frac{d\lambda}{2\pi} U(\lambda) \right\}. \tag{22}$$

Let us note here that the expression (22) is the result of summation of the majorizing series, and not its term. It means that the expansion (20)–(21) converges absolutely and this is the main result of the paper [2].

At the end of this subsection let us give the $\mathcal{F}$-matrix of the sine-Gordon field theory as an example for (20)–(21). The simplest strategy for the derivation of the $\mathcal{F}$-matrix for such a theory is as follows: we start with action (10) in terms of two exponents. Next, we write the following expression for the exponent containing the interaction action $S_\lambda$ of the system with a minus sign (we introduce two sets of vectors $\alpha$ and $\beta$ to distinguish between two exponents):

$$e^{-S_\lambda}\varphi \left[ \begin{array}{c} g(x_1) \ldots g(x_n)g(y_1) \ldots g(y_m) \\ g(x_1) \ldots g(x_n)g(y_1) \ldots g(y_m) \end{array} \right] \times e^{\lambda[\varphi(x_1)+\ldots+\varphi(x_n)-\varphi(y_1)-\ldots-\varphi(y_m)]}. \tag{23}$$

Using the expression (23), we can calculate the $\mathcal{F}$-matrix in terms of the functional integral over the field $\psi$ (17). Thus, we arrive at the following expression:

$$\mathcal{F}[g, \varphi] = \sum_{n,m=0}^{\infty} (-1)^{n+m} n! m! \times \int d^D x_1 \ldots d^D x_n d^D y_1 \ldots d^D y_m \times g(x_1) \ldots g(x_n)g(y_1) \ldots g(y_m) S_{nm}[\varphi](\{x\}, \{y\}) \tag{24}.$$ 

The expression for the correlation functions $\mathcal{G}$ reads:

$$\mathcal{G}_{n,m}[\varphi](\{x\}, \{y\}) = \exp \left\{ \alpha \sum_{a=1}^{n} \sum_{b=1}^{m} G(x_a, y_b) \right\} \times \exp \left\{ -\frac{\alpha^2}{2} \sum_{a=1}^{n} \sum_{b=1}^{m} G(x_a, x_a) - \frac{\alpha^2}{2} \sum_{b=1}^{m} G(y_b, y_b) \right\} \times \exp \left\{ i\alpha \sum_{a=1}^{n} \varphi(x_a) - i\alpha \sum_{b=1}^{m} \varphi(y_b) \right\}. \tag{25}$$

In the case of $D = 2$, the $\mathcal{F}$-matrix (24)–(25) was the subject of an intensive investigation in the literature (see [27], [29], and [30]).

2.4. $\mathcal{F}$-Matrix in Case of Separable Propagator: Zero-Dimensional QFT

In this subsection we provide a simple example (zero-dimensional QFT) which illustrates the theory above. In the framework of this example we can obtain the exact expression for the $\mathcal{F}$-matrix. Let us consider the case when the propagator $G$ is separable ($\sigma_\lambda$ are the functions of a separable basis).

$$G(x_a, x_b) = \sum_{j=1}^{N} \sigma_j(x_a)\sigma_j(x_b). \tag{26}$$
In the expression (26) we use Hubbard–Stratonovich transformation for ordinary integrals ($t_i$ are auxiliary parameters of Hubbard–Stratonovich):

$$
\exp \left\{ -\frac{1}{2} \sum_{a,b=1}^{n} \lambda_a \lambda_b G(x_a, x_b) \right\} = \prod_{a=1}^{N} \int_{-\infty}^{\infty} \frac{dt_a}{\sqrt{2\pi}} \exp \left\{ -\frac{1}{2} t_a^2 - it \sum_{a=1}^{n} \lambda_a \sigma_s(x_a) \right\}.
$$

Having all the calculations performed the expression for the $\mathcal{F}$-matrix is given by:

$$
\mathcal{F}[g, \varphi] = \int_{-\infty}^{\infty} \frac{dt_1}{\sqrt{2\pi}} \ldots \int_{-\infty}^{\infty} \frac{dt_N}{\sqrt{2\pi}} \exp \left\{ -\frac{1}{2} \sum_{s=1}^{N} t_s^2 - \int d^D x \varphi(x) \mathcal{U}[\Phi(x, \{t\})] \right\}.
$$

The argument $\Phi$ of the interaction Lagrangian $\mathcal{U}$ in the expression (28) is given by the following composite value:

$$
\Phi(x, \{t\}) = \varphi(x) - \sum_{s=1}^{N} t_s \sigma_s(x).
$$

For this zero-dimensional QFT (28)–(29) it is also possible to consider various field configurations or correlation functions. The given example is useful because it allows to develop intuition in how the answers should look like in the case of the $D$-dimensional QFT.

Let us make an important comment here: the Hubbard–Stratonovich transformation may be done in the general expression (20)–(21) for the $\mathcal{F}$-matrix. In the framework of the local but nonpolynomial QFT this approach is developed in the fundamental papers of Efim Samoylovich Fradkin [48, 49] (see also monograph [50]), and the corresponding representation of the $\mathcal{F}$-matrix is called Efimov–Fradkin representation (according to the independent research in papers [51, 52], see also [8] as well as papers of other authors associated with the mentioned [53–62]). At the same time, Efimov representation is more convenient, for instance, for the derivation and the analysis of the functional Schwinger–Dyson and Schrödinger equations. That is why Efimov–Fradkin representation will not be discussed further. Nevertheless, this representation may be a subject for another publication because it is important to revisit such quantum field constructions over time.

### 2.5. Toy Model for Realistic QFT

In the final subsection of this section we take a look at the toy model which connects the realistic $D$-dimensional QFT with the propagator (11) and the zero-dimensional QFT with a separable propagator (26) which we have discussed earlier. For this purpose let us rewrite the quadratic form with the propagator $G$ from (11):

$$
\sum_{a,b=1}^{n} \lambda_a \lambda_b G(x_a - x_b) = \int \frac{F(k)}{k^2 + m^2} [C^2(k) + S^2(k)].
$$

In the expression (30) we introduced the following notations:

$$
C(k) = \sum_{a=1}^{n} \lambda_a \cos(kx_a),
$$

$$
S(k) = \sum_{a=1}^{n} \lambda_a \sin(kx_a).
$$

Let us choose the non-Efimov form factor as follows ($f_s$ and $k_s$ are constant parameters of the model):

$$
F(k) = \frac{1}{2} \sum_{s=1}^{N} f_s (2\pi)^D \times \left[ \delta^{(0)}(k - k_s) + \delta^{(0)}(k + k_s) \right].
$$

In this case we obtain a field theory with a separable propagator (26) for which the functions of the separable basis $\sigma_s$ are given by:

$$
\sigma_s^{(1)}(x) = \sqrt{f_s} \cos(k_s x), \quad \sigma_s^{(2)}(x) = \sqrt{f_s} \sin(k_s x),
$$

$$
f_s = \frac{f_s}{k_s^2 + m^2}.
$$

Thus, the non-Efimov form factor (32) connects the realistic and the toy quantum field theories.

Also it should be noted that the toy model, considered above, has more in common with the realistic QFT, than it might be seem from the first sight. Indeed, let us consider the expression (30). We use the Jensen inequality for convex functions, in this case, for squares of functions $C$ and $S$ defined in (31). As a result, we arrive to the fact that the quadratic form in (30) is bounded from below by a form constructed with the help of a separable propagator, which exactly coincides with $G$:

$$
\sum_{a,b=1}^{n} \lambda_a \lambda_b G(x_a - x_b) \geq \frac{1}{G(0)} \left( \sum_{a=1}^{n} \lambda_a G(x_a) \right)^2.
$$

Then, we again use the Hubbard–Stratonovich transformation in (34) to decouple the dependence on $a$ and $b$ in the exponent:

$$
\exp \left\{ -\frac{1}{2} \sum_{a,b=1}^{n} \lambda_a \lambda_b G(x_a, x_b) \right\} \leq \int_{-\infty}^{\infty} \frac{dt}{\sqrt{2\pi}} \exp \left\{ -\frac{1}{2} t^2 - \frac{it}{\sqrt{G(0)}} \sum_{a=1}^{n} \lambda_a G(x_a) \right\}.
$$
Using expression (35), it is easy to obtain the following majorizing series (majorant) for the $\mathcal{F}$-matrix of the theory (and it still does not depend on the field $\phi$):

$$
\mathcal{F}[g] = \int_{-\infty}^{\infty} \frac{dt}{\sqrt{2\pi}} \exp\left\{ -\frac{1}{2} t^2 + \int d^3x g(x) U_M(x,t) \right\}.
$$

Function $U_M$ in expression (36) is defined as follows:

$$
U_M(x,t) = \int_{-\infty}^{\infty} \frac{d\lambda}{2\pi} \tilde{U}(\lambda) \exp\left\{ i\lambda G(x) \right\}.
$$

Thus, we can conclude that the separable approximation is a good starting point for calculating of the $\mathcal{F}$-matrix corresponding to the realistic QFT. At the same time, the correlation effects will only lower the value of the $\mathcal{F}$-matrix in the separable approximation up to the realistic ones.

It is possible to find the answer for the $\mathcal{F}$-matrix of nonlocal and nonpolynomial QFT not in terms of the series (20)–(21) but in terms of the asymptotic expressions obtained from corresponding asymptotics of functional equations. This equations may be, for instance, the Schwinger–Dyson equation of the functional Schrödinger equation to the discussion of which we proceed in the next section.

3. SCHWINGER–DYSON AND FUNCTIONAL SCHRÖDINGER EQUATIONS

3.1. Derivation of the Equations in Efimov Representation

The term Schwinger–Dyson (SD) equations is generally used for any relations expressing the equality to zero of the functional integral of the first functional derivative of a given functional (we consider zero boundary conditions at infinity). The brilliant presentation of Schwinger–Dyson equations can be found in monographs [18] and [24, 25]. For instance, there is a relation for the functional which is the integrand in (1):

$$
\int \mathcal{D}[\varphi] e^{-S(\varphi)}/\varphi = \int \mathcal{D}[\varphi] e^{-S(\varphi)}/(\varphi + j(x))
$$

First of all, the primary field $\varphi$ functional derivative of the function $S$ should be calculated. In contrast to a standard derivation of the SD equation, for interaction action $S_i$, we use Efimov representation. Then, we use the source trick (with respect to $j$). The primary field $\varphi$ functional derivative of the full action $S$ becomes an operator in terms of the source $j$ functional derivatives. Moreover, in contrast to standard types of the SD equations, the obtained operator is the functional translation operator. The next equalities demonstrate this derivation:

$$
\frac{\delta S}[g,\varphi] = L(\varphi) \varphi + g(x) \int \tilde{U}(\lambda) \lambda e^{\lambda \varphi(x)}
$$

$$
- \frac{\delta S}[g,\varphi] = L(\varphi) \delta \varphi - \lambda e^{\lambda \varphi(x)}
$$

$$
+ g(x) \int \tilde{U}(\lambda) \lambda e^{\lambda \varphi(x)}
$$

$$
= j(x) \mathcal{F}[g,\varphi].
$$

In the equation (41), the important notation is introduced: since the argument of the functional (for example, the source $j$) is a value with an undefined argument, it is common to denote this argument by a dot (for example, $j$, which is usually omitted for brevity). The argument $x$ in equation (41) is the external parameter. In particular, if the argument of the functional is a sum of $a + b$, then this notation means that the object $a$ with one argument is added to the object $b$ with two arguments. In this case the second argument of object $b$ is external and equal to $x$.

Let us proceed from SD equation (41) for generating functional of total Green functions $\mathcal{F}$ to the similar equation for $\mathcal{F}$-matrix of theory. For this proceeding, all the substitutions which transform $\mathcal{F}$ into $\mathcal{F}$ should be made. These substitutions are well-known from books [18] and [24, 25], for this reason, we briefly repeat the corresponding derivation. As the first step, we represent $\mathcal{F}$ as the product of free theory functional $\mathcal{F}_0$ and reminder functional $\mathcal{F}_i$ (it does not have to be small) generated by the interaction action $S_i$. After obtaining the equation for $\mathcal{F}_i$, one more substitution is performed—the substitution of the functional arguments $j = L\varphi$ where the external field $\varphi$ is denoted by the same symbol as the primary field in (1).
for functional \( \mathcal{F} \). The next equalities partially demonstrate this derivation:

\[
\mathcal{F}[g, j] = \mathcal{F}_0[j] \mathcal{F}_1[g, j], \\
\mathcal{F}_1[g, j] = \dot{\mathcal{F}}[g, \phi].
\] (42)

After above calculations we obtain the SD equation for the \( \mathcal{F} \)-matrix:

\[
\frac{\delta \mathcal{F}[g, \phi]}{\delta \phi(x)} + g(x) \int \mathcal{U}(\lambda) \mathcal{E} - \frac{1}{2} \mathcal{G}^{(0)}(\phi(x)) \times \mathcal{F}[g, \phi + i \lambda \delta_x] = 0.
\] (43)

According to expression (17), the logarithm of the \( \mathcal{F} \)-matrix \( \mathcal{G} \) is a generating functional of the amputated connected Green functions. It is also useful to write the SD equation for the generating functional \( \mathcal{G} \):

\[
\frac{\delta \mathcal{G}[g, \phi]}{\delta \phi(x)} + g(x) \int \mathcal{U}(\lambda) i \lambda \times e^{-\frac{1}{2} \mathcal{G}^{(0)}(\phi(x))} \mathcal{E}^{[g, \phi + i \lambda \delta_x] - [g, \phi]} = 0.
\] (44)

Equations (41), (43) and (44) give us the full set of the SD equations which will be used to analyze different expressions for the \( \mathcal{F} \)-matrix in Efimov nonlocal and nonpolynomial QFT.

Now, let us focus on the derivation of another important equation in quantum field theory and statistical physics which is the functional Schrödinger equation for the functional \( \mathcal{S} \). Let us take the functional derivative with respect to coupling constant \( g \). The result can be written as:

\[
\int \mathcal{D}[\phi] \frac{\delta \mathcal{S}[\phi]}{\delta \phi(x)} e^{-\mathcal{S}[\phi] + (\lambda \phi)} = - \int \mathcal{D}[\phi] e^{-\mathcal{S}[\phi] + (\lambda \phi)} \frac{\delta \mathcal{S}[\phi, g, \phi]}{\delta \phi(x)}.
\] (45)

Then, we calculate the functional derivative with respect to \( g \) of the interaction action \( \mathcal{S}_I \) under the sign of path integral with respect to \( \phi \). In this case, as in the derivation of the SD equation, for the interaction action \( \mathcal{S}_I \) we use Efimov representation (5). Then we use source trick with \( j \) again. The functional derivative with respect to the coupling constant \( g \) of the interaction action \( \mathcal{S}_I \) becomes an operator in terms of the functional derivatives with respect to \( j \) in a form of the functional translation operator. As a result of performed calculations, the following equation—the functional Schrödinger equation, is obtained:

\[
\frac{\delta \mathcal{F}[g, j]}{\delta g(x)} + \int \mathcal{U}(\lambda) \mathcal{F}[g, j + i \lambda \delta_x] = 0.
\] (46)

The notations in the equation (46) repeat the corresponding notations in the equation (41).

As in the case of SD equation, the next step is to proceed from the functional Schrödinger equation (46) for the generating functional \( \mathcal{F} \) to the similar equation for the \( \mathcal{F} \)-matrix. The derivation repeat the expression (42) and, as a result of performed transformations, the functional Schrödinger equation for the \( \mathcal{F} \)-matrix is obtained:

\[
\frac{\delta \mathcal{F}[g, \phi]}{\delta \phi(x)} + \int \mathcal{U}(\lambda) e^{-\frac{1}{2} \mathcal{G}^{(0)}(\phi(x))} \times \mathcal{F}[g, \phi + i \lambda \delta_x] = 0.
\] (47)

Finally, recalling the relation (17) between the \( \mathcal{F} \)-matrix and the generating functional of amputated connected Green functions \( \mathcal{G} \), it is easy to obtain the functional Schrödinger equation for the functional \( \mathcal{G} \). This equation reads:

\[
\frac{\delta \mathcal{G}[g, \phi]}{\delta g(x)} + \int \mathcal{U}(\lambda) e^{-\frac{1}{2} \mathcal{G}^{(0)}(\phi(x))} \times e^{[g, \phi + i \lambda \delta_x] - [g, \phi]} = 0.
\] (48)

Equations (46), (47) and (48) give us the full set of functional Schrödinger equations which we will use to analyze different expressions for the \( \mathcal{F} \)-matrix in Efimov nonlocal and nonpolynomial QFT equally with the similar set of the SD equations. We note that G.V. Efimov used the approach based on the functional Schrödinger equation. It seems natural since the expressions (20)—(21) are the expansion of the \( \mathcal{F} \)-matrix with respect to the coupling constant \( g \). Nevertheless, an approach based on the SD equations allows us to shed the light on the types of the nonperturbative (not based on the expansion with respect to the coupling constant \( g \)) expressions for the \( \mathcal{F} \)-matrix.

### 3.2. On Newton–Leibniz Formula for Functionals

In this subsection, we derive the Newton–Leibniz (NL) formula for functionals. Detailed discussion of Newton–Leibniz formula derivation is interesting by the following reason: this derivation is similar to the analogical one in case of the FRG flow equations of Wilson–Polchinski or Wetterich–Morris [18]. Indeed, the introduction of any \( \Lambda \)-deformed functional with the subsequent differentiation with respect to scale \( \Lambda \), and transformation of the obtained result into an expression in terms of functional derivatives with respect to the argument of functional are the key moments in the derivation of NL formula and different FRG flow equations. In other words, NL formula is the particular case of FRG flow equations.
Let us carry out the described derivation on the example of a functional $\mathcal{F}$. As first step, we add an increment $\Delta \lambda$ depending on parameter $\Lambda$ to the argument $\phi$ of functional $\mathcal{F}$. After this, we can rewrite the increment in terms of functional translation operator. Finally, by taking the derivative of the following expression with respect to scale $\Lambda$ and using the functional translation operator once again, we obtain the expression:

$$
\mathcal{F}[\phi + \Delta \lambda] = e^{\left(\frac{\lambda^2}{2}\right)} \mathcal{F}[\phi], \\
\frac{\partial \mathcal{F}[\phi + \Delta \lambda]}{\partial \Lambda} = e^{\left(\frac{\lambda^2}{2}\right)} \frac{\partial \mathcal{F}[\phi + \Delta \lambda]}{\partial \phi}.
$$

(49)

Let us integrate this equation with respect to $\Lambda$ in the limits from $\Lambda_1$ to $\Lambda_2$. The result of integration reads:

$$
\mathcal{F}[\phi + \Delta \lambda] - \mathcal{F}[\phi + \Delta \lambda] = \int_{\Lambda_1}^{\Lambda_2} d\Lambda \int d^p x \frac{\partial \mathcal{F}[\phi + \Lambda \psi]}{\partial \phi}.
$$

(50)

To obtain the NL formula in a canonical form, the value $\Delta \lambda$ should be chosen in the simplest form which is the product of $\Lambda$ and $\psi$, i.e. $\Delta \lambda = \Lambda \psi$ (the dimensions of $\phi$ and $\psi$ are coincide because the parameter $\Lambda$ is dimensionless). In this case, we obtain the following expression:

$$
\mathcal{F}[\phi + \Lambda \psi] - \mathcal{F}[\phi + \Lambda \psi] = \int_{\Lambda_1}^{\Lambda_2} d\Lambda \int d^p x \phi(x) \frac{\partial \mathcal{F}[\phi + \Lambda \psi]}{\partial \phi}.
$$

(51)

Now let us choose $\Lambda_1 = 0$ and $\Lambda_2 = 1$. In this case we finally arrive to the canonical NL formula for functionals:

$$
\mathcal{F}[\phi + \Lambda \psi] - \mathcal{F}[\phi] = \int_0^1 \int_{\Lambda_1}^{\Lambda_2} d\Lambda \int d^p x \phi(x) \frac{\partial \mathcal{F}[\phi + \Lambda \psi]}{\partial \phi}.
$$

(52)

The obtained expressions reconstruct the functional by its first functional derivative. Of course, for the self-consistency of obtained construction, several additional conditions have to be satisfied. In particular, the second functional derivative of the functional $\mathcal{F}$ has to be independent of the variation order. These conditions are satisfied in all the constructions considered in the present paper.

3.3. Schwinger–Dyson and Functional Schrödinger Equations in Completely Integral Form

The Schwinger–Dyson equations (43)–(44), as the functional Schrödinger equations (47)–(48), contain the functionals $\mathcal{F}$ and $\mathcal{G}$ with shifted arguments $\phi + i\lambda G_x$ and first functional derivatives of functionals $\mathcal{F}$ and $\mathcal{G}$ with normal arguments. It is convenient to rewrite these equations using the Newton–Leibniz formula from the previous subsection. In this case, we obtain the SD equations and the functional Schrödinger equations in completely integral form. The completely integral form of the SD equation for $\mathcal{F}$-matrix can be written as:

$$
\mathcal{F}[g, \phi + \Lambda \psi] - \mathcal{F}[g, \phi + \Lambda \psi] = \int_{\Lambda_1}^{\Lambda_2} d\Lambda \int d^p x \psi(x) \left[ \mathcal{F}[g, \phi + \psi + i\lambda G_x] \right] \right]
$$

(53)

Similarly, the completely integral form of the SD equation for generating functional $\mathcal{G}$ is given by:

$$
\mathcal{G}[g, \phi + \Lambda \psi] - \mathcal{G}[g, \phi + \Lambda \psi] = \int_{\Lambda_1}^{\Lambda_2} d\Lambda \int d^p x \psi(x) \left[ \mathcal{F}[g, \phi + \psi + i\lambda G_x] \right] \right]
$$

(54)

Then, the completely integral form of the functional Schrödinger equation for $\mathcal{F}$-matrix can be written as:

$$
\mathcal{F}[g + \Lambda h, \phi] - \mathcal{F}[g + \Lambda h, \phi] = \int_{\Lambda_1}^{\Lambda_2} d\Lambda \int d^p x h(x) \left[ \mathcal{F}[g + \Lambda h, \phi] \right] \right]
$$

(55)

Finally, the completely integral form of the functional Schrödinger equation for the generating functional $\mathcal{G}$ reads:

$$
\mathcal{G}[g + \Lambda h, \phi] - \mathcal{G}[g + \Lambda h, \phi] = \int_{\Lambda_1}^{\Lambda_2} d\Lambda \int d^p x h(x) \left[ \mathcal{F}[g + \Lambda h, \phi] \right] \right]
$$

(56)

In the next subsections, we focus on the integral forms of (53)–(54). Instead of analyzing the dynamics within the coupling constant $g$, i.e. instead of discussing the functional Schrödinger equations, we assume that $g$ is given (fixed in some form). Discussion of the equations (55)–(56) can be a subject for the future publication.
3.4. Solution of Schwinger–Dyson Equation: Infinite Field Limit

In this subsection, we obtain the solutions of the Schwinger–Dyson equations (53)–(54) in the limit of the infinite field configurations. As the first step we set the value $\varphi$ to be equal to zero. This step should not lead to confusion because in the title we assume the field $\varphi$ is infinite. As a result of the first step, the equation (53) for the $\mathcal{F}$-matrix transforms to the following form:

$$
\mathcal{F}[g, \Lambda \varphi] - \mathcal{F}[g, \Lambda \varphi] = \int d\lambda \int d^p x \varphi(x) g(x) \\
\times \int \hat{U}(\lambda) \hat{e}^{\frac{\lambda^2}{2} G(0) + i\lambda \Delta(x)} \mathcal{F}[g, \Lambda \varphi + i\lambda G_{\alpha}].
$$

(57)

The equation (54) for the generating functional $\mathcal{G}$ can be written as:

$$
\mathcal{G}[g, \Lambda \varphi] - \mathcal{G}[g, \Lambda \varphi] = \int d\lambda \int d^p x \varphi(x) g(x) \\
\times \int \hat{U}(\lambda) \hat{e}^{\frac{\lambda^2}{2} G(0) + i\lambda \Delta(x)}.
$$

(58)

We note that the equations (57)–(58) are exact. As the second step we consider infinite field configurations $\varphi \to \infty$. In the framework of this approximation, it is convenient to analyze the equation (58). Now, this equation is a simple equality with known right-hand side:

$$
\mathcal{G}[g, \Lambda \varphi] - \mathcal{G}[g, \Lambda \varphi] = \int d\lambda \int d^p x \varphi(x) g(x) \\
\times \int \hat{U}(\lambda) \hat{e}^{\frac{\lambda^2}{2} G(0) + i\lambda \Delta(x)}. \quad (59)
$$

The integral with respect to $\Lambda$ in the limits from $\Lambda_1$ to $\Lambda_2$ can be calculated explicitly. After integration, we obtain:

$$
\mathcal{G}[g, \Lambda \varphi] - \mathcal{G}[g, \Lambda \varphi] = \int d\lambda \int d^p x \varphi(x) g(x) \\
\times \int \hat{U}(\lambda) \hat{e}^{\frac{\lambda^2}{2} G(0) + i\lambda \Delta(x)}.
$$

(60)

The equation (60) means that in the infinite field configurations limit the generating functional $\mathcal{G}$ almost transforms into the interaction action $S$ but with a certain modulation of the Fourier image $\hat{U}$ of the interaction Lagrangian $U$:

$$
\mathcal{G}[g, \varphi] = \mathcal{G} - \int d^p x g(x) \int \hat{U}(\lambda) \hat{e}^{\frac{\lambda^2}{2} G(0) + i\lambda \varphi(x)}
$$

$$
\mathcal{F}[g, \varphi] = e^{\mathcal{G}[g, \varphi]}. \quad (61)
$$

Therefore, the expression (61) gives the solutions for the desired functionals $\mathcal{F}$ and $\mathcal{G}$ in the infinite field limit.

3.5. Solution of Schwinger–Dyson Equation: Zero Field Limit

In the following and further subsections, we obtain and analyze the solutions of the approximated Schwinger–Dyson equations from which the solution in the limit of zero field configurations follows. Although we focus on the sine–Gordon theory in both subsections, obtained conclusions have a sufficiently general nature. For sine–Gordon theory, the Fourier image $\hat{U}$ of the interaction Lagrangian $U$ is given by ($\alpha$ is the constant parameter):

$$
\hat{U}(\lambda) = \pi [\delta(\lambda - \alpha) + \delta(\lambda + \alpha)]. \quad (62)
$$

The approximated SD equations are obtained from the exact equations (57)–(58) if we set the field $\varphi$ to be equal to the given and fixed field $\varphi_0$, and the value of $\Lambda$ to be equal to fixed value $\Lambda_0$. The approximated equation for the $\mathcal{F}$-matrix has the following form:

$$
\mathcal{F}[g, \Lambda \varphi] - \mathcal{F}[g, \Lambda \varphi] = \int d\lambda \int d^p x \varphi(x) g(x) \\
\times \int \hat{U}(\lambda) \hat{e}^{\frac{\lambda^2}{2} G(0) + i\lambda \Delta(x)}.
$$

(63)

The approximated equation for the generating functional $\mathcal{G}$ reads:

$$
\mathcal{G}[g, \Lambda \varphi] - \mathcal{G}[g, \Lambda \varphi] = \int d\lambda \int d^p x \varphi(x) g(x) \\
\times e^{\frac{\lambda^2}{2} G(0) + i\lambda \varphi(x)(x)}.
$$

(64)

Here we introduced the compact notation $\bar{g}$ for coupling constant, which absorbs additional exponential constant. This is an example of renormalization. The solution of the obtained equations (63)–(64) is the main goal of current and next subsections.

Both obtained equations can be simplified because the integral with respect to $\Lambda$ in the limits from $\Lambda_1$ to $\Lambda_2$ can be calculated explicitly. As a result, we arrive to the following equation for the $\mathcal{F}$-matrix:

$$
\mathcal{F}[g, \Lambda \varphi] - \mathcal{F}[g, \Lambda \varphi] = \int d^p x g(x) \\
\times \left[ e^{i\alpha \varphi(x)} + e^{-i\alpha \varphi(x)} \right] \mathcal{F}[g, \Lambda_0 \varphi_0 + i\alpha G_{\alpha}] + \left[ e^{-i\alpha \varphi(x)} - e^{i\alpha \varphi(x)} \right] \mathcal{F}[g, \Lambda_0 \varphi_0 - i\alpha G_{\alpha}].
$$

(65)
A similar equation for the generating functional $\mathcal{G}$ can be written as:

$$\mathcal{G}[g, \Lambda_\psi] - \mathcal{G}[g, \Lambda_\psi] = \frac{1}{2} \int d^D x \mathcal{G}(x) e^{-i \phi(x, \Lambda_\psi(x))}$$

$$\times \left[e^{i \phi_0(x)} - e^{-i \phi_0(x)} \right] e^{-i \phi_0(x) + i \phi_0(x)}$$

$$+ \left[e^{-i \phi_0(x)} - e^{i \phi_0(x)} \right] e^{-i \phi_0(x) - i \phi_0(x)}.$$ (66)

For the further discussions, it is convenient to define the field $\phi_0 = \Lambda_\psi \phi_0$. Also, because the coupling constant $g$ is a given and fixed function, from now on we define the field $\phi$. Also, because the coupling constant $g$ is a given and fixed function, from now on we define the field $\phi$. Also, because the coupling constant $g$ is a given and fixed function, from now on we define the field $\phi$. Also, because the coupling constant $g$ is a given and fixed function, from now on we define the field $\phi$.

Because the equations (65)—(66) are equalities with known right-hand side, corresponding solutions are found automatically. The solution for the $\mathcal{F}$-matrix of the theory has the following form (the index $\pm$ denotes a corresponding shift of argument):

$$\mathcal{F} [\phi] = C - \frac{1}{2} \int d^D x \mathcal{G}(x) e^{i \phi_0(x)} \mathcal{F}_+ [\phi_0, x]$$

$$+ e^{-i \phi_0(x)} \mathcal{F}_- [\phi_0, x].$$ (67)

Also, the solution for the generating functional $\mathcal{G}$ can be written as:

$$\mathcal{G}[\phi] = C - \frac{1}{2} \int d^D x \mathcal{G}(x)$$

$$\times e^{-i \phi_0(x)} \left[ e^{i \phi_0(x) + \phi_0(x)} \right] e^{-i \phi_0(x) + \phi_0(x)}.$$ (68)

The expressions (67)—(68) are the solutions of the approximated SD equations. However, these solutions are integral equations by themselves, i.e. contain themselves at the field $\phi = \phi_0$ and $\phi = \phi_0 \pm i \alpha G_\phi$ in the right-hand side. Further, we find the closed equations for corresponding values, i.e. self-consistency equations. We solve them approximately and, in this way, obtain the final expressions for the functionals $\mathcal{F}$ and $\mathcal{G}$.

3.6. Solution of Self-Consistency Equations and Analysis of the Results

Let us consider the solution for the $\mathcal{F}$-matrix (67). To obtain closed integral equations for values $\mathcal{F}_+$ and $\mathcal{F}_-$, we substitute the field configurations $\phi = \phi_0 \pm i \alpha G_\phi$ (external spatial argument is $z$) to expression (67). Here we note that for explicit calculations, it is possible to use the well-known expression for the massive propagator [24, 25] in order to improve the convergence of integrals at infinity. Also, we remind that the propagator is regularized at zero $x$ due to the form factor. As a result, we obtain two coupled equations for $\mathcal{F}_+$ and $\mathcal{F}_-$:

$$\mathcal{F}_+ [\phi_0, z] = \mathcal{C} - \frac{1}{2} \int d^D x \mathcal{G}(x) e^{i \phi_0(x) - \alpha G(x-z)}$$

$$\times \mathcal{F}_+ [\phi_0, x] + e^{i \phi_0(x)+\alpha G(x-z)} \mathcal{F}_- [\phi_0, x].$$ (69)

$$\mathcal{F}_- [\phi_0, z] = \mathcal{C} - \frac{1}{2} \int d^D x \mathcal{G}(x) e^{i \phi_0(x)+\alpha G(x-z)}$$

$$\times \mathcal{F}_+ [\phi_0, x] + e^{-i \phi_0(x)-\alpha G(x-z)} \mathcal{F}_- [\phi_0, x].$$

These equations (69) are very complicated mathematical objects because $\mathcal{F}_+$ and $\mathcal{F}_-$ depend on the arbitrary field $\phi_0$ functionally. In the present paper we limit ourselves to the simplest case: assume that $\phi_0 = \text{const}$. As it will be seen from the results for $\mathcal{F}_+$ and $\mathcal{F}_-$, this ansatz is enough to find a variety of interesting conclusions. In the case of constant fields, we obtain two coupled equations but now $\mathcal{F}_+$ and $\mathcal{F}_-$ are functions (the arguments of the corresponding functions are in the parentheses):

$$\mathcal{F}_+ (\phi_0, z) = \mathcal{C} - \frac{1}{2} \int d^D x \mathcal{G}(x) e^{i \phi_0(x) - \alpha G(x-z)}$$

$$\times \mathcal{F}_+ (\phi_0, x) + e^{i \phi_0(x)+\alpha G(x-z)} \mathcal{F}_- (\phi_0, x).$$ (70)

$$\mathcal{F}_- (\phi_0, z) = \mathcal{C} - \frac{1}{2} \int d^D x \mathcal{G}(x) e^{i \phi_0(x)+\alpha G(x-z)}$$

$$\times \mathcal{F}_+ (\phi_0, x) + e^{-i \phi_0(x)-\alpha G(x-z)} \mathcal{F}_- (\phi_0, x).$$

To find the analytical solution of the system of equations (70), let us recall the example from the theory of superconductivity. Equations of this type are usual for the latter. To obtain the analytical estimation, the step ansatz for solution is used (we can always improve it in the framework of the separable approximation and other). This ansatz is well justified if the functions characterizing the system are sign-constant.

In the light of all the above, the system of equations (70) can be replaced by the simplified (approximated) one:

$$\mathcal{F}_+ (\phi_0) = \mathcal{C} - e^{i \phi_0} I_+ \mathcal{F}_+ (\phi_0) - e^{-i \phi_0} I_- \mathcal{F}_- (\phi_0),$$

$$\mathcal{F}_- (\phi_0) = \mathcal{C} - e^{i \phi_0} I_+ \mathcal{F}_+ (\phi_0) - e^{-i \phi_0} I_- \mathcal{F}_- (\phi_0).$$ (71)

In the system of equations (71) the following notations are introduced:

$$I_+ = \frac{1}{2} \int d^D x \mathcal{G}(x) e^{i \phi_0(x)},$$

$$I_- = \frac{1}{2} \int d^D x \mathcal{G}(x) e^{-i \phi_0(x)}.$$ (72)
The solution of (71)–(72) is easily found in the analytical form. Thus, we arrive at the following expression for the desired functions \( \mathcal{F}_+ \) and \( \mathcal{F}_- \):

\[
\begin{align*}
\mathcal{F}_+(\varphi_0) &= \mathcal{E}_0 \frac{e^{-i\alpha \varphi_0 (I_+ - I_-) - 1}}{I_+^2 - I_-^2 - 1 - 2I_\cos(\alpha \varphi_0)}, \\
\mathcal{F}_-(\varphi_0) &= \mathcal{E}_0 \frac{e^{-i\alpha \varphi_0 (I_+ - I_-) - 1}}{I_+^2 - I_-^2 - 1 - 2I_\cos(\alpha \varphi_0)}.
\end{align*}
\] (73)

These expressions are interesting to analyze. First of all, generally, \( I_+ \gg I_- \). Therefore, the denominator is never equal to zero. This means that the system is not quantum trivial. This is the main conclusion from the expression (73). Secondly, the expression (73) demonstrates the dependencies which are hard to see from, for example, the expressions (20)–(21) for the \( S \)-matrix of the theory in terms of the Taylor series with respect to the interaction (coupling) constant \( g \). Thirdly, the expressions similar to (73) can be used as an initial point for a new expansion of the \( S \)-matrix. This expansion is follows directly from the Schwinger–Dyson equation but it can be used instead of a functional \( \mathcal{E}_0 \) which in general depends on \( \varphi_0 \):

\[
\mathcal{F}^{(0)}(\varphi_0) = \mathcal{E}_0(\varphi_0) \left[ 1 - \zeta \frac{I_+ - I_- \cos(\alpha \varphi_0) - 1}{I_+^2 - I_-^2 - 1 - 2I_\cos(\alpha \varphi_0)} \right],
\] (76)

\[
\zeta = \int d^2 \vec{p} \mathcal{G}(x).
\]

For one-particle Green function \( \mathcal{F}^{(1)} \) we have the following expression:

\[
\mathcal{F}^{(1)}(\varphi_0; x) = -\frac{\mathcal{F}^{(0)}(\varphi_0) \mathcal{G}(x) \alpha (I_+ - I_-) \sin(\alpha \varphi_0)}{\mathcal{N}(\varphi_0)} - \zeta [I_+ - I_- \cos(\alpha \varphi_0) - 1].
\] (77)

We note that at \( \varphi_0 = 0 \) the one-particle Green function \( \mathcal{F}^{(1)} \) vanishes identically, as it should be in the case of an even interaction Lagrangian \( U \) with respect to the field. Also, we note that within the framework of the approximation under consideration it is possible to neglect the coupling constant \( \mathcal{G} \) dependence on the space variable \( x \). Therefore, the function \( \mathcal{F}^{(1)} \) does not depend on \( x \).

Finally, the two-particle Green function can be written as:

\[
\mathcal{F}^{(2)}(\varphi_0; x, y) = \frac{\mathcal{F}^{(0)}(\varphi_0) \mathcal{G}(x)\mathcal{G}(y)}{\mathcal{N}(\varphi_0)} \times \alpha^2 \zeta^{(0)}(x - y) [(I_+ - I_-) \cos(\alpha \varphi_0) - 1].
\] (78)

Our approximation allows us to neglect coupling constant \( \mathcal{G} \) dependence on space variable \( x \), thus, the two-particle Green function \( \mathcal{F}^{(2)} \) is the translationally invariant quantity. The latter, however, contains the integral \( \zeta \) of the coupling constant \( \mathcal{G} \), which indicates an implicit breaking of the translational invariance.

This concludes the section devoted to the derivation and solution of the functional Schwinger–Dyson and Schrödinger equations in Efimov representation. For the sake of completeness of our discussion of nonlocal and nonpolynomial QFT, in the next section we focus on the FRG flow and the holographic renormalization group equations (functional Hamilton–Jacobi equation can be found in the papers [36–42]). For instance, classical constructions with extra dimensions have already appeared above in the expression (20)–(21) for the \( S \)-matrix of the theory. For this reason, “RG finale” gives a holistic meaning to Efimov nonlocal and nonpolynomial QFT.
4. FUNCTIONAL AND HOLOGRAPHIC RG

4.1. Wilson–Polchinski FRG Flow Equations

An abstract functional renormalization group flow equation can be obtained by a $\Lambda$-deformation of the $S$-matrix of the theory (by the introduction to the propagator $G$ in expressions (17) and (18) of an additional field $\Lambda$ which can have a various nature: external field, momentum-depending mass, etc) with subsequent functional differentiation of the representation (18) for the $\mathcal{S}$-matrix with respect to the field $\Lambda$ (see, for instance, [18–21]). Because of the interaction action $\mathcal{S}$ does not depend on the field $\Lambda$ the result of this differentiation can be easily represented in terms of the second functional derivative of $\mathcal{S}$ with respect to the field $\phi$. The following expression illustrates this:

$$\frac{\delta \mathcal{S}[\Lambda, g, \phi]}{\delta \Lambda} = \frac{1}{2} \text{Tr} \left[ \frac{\delta \mathcal{G}[\Lambda]}{\delta \Lambda} \frac{\delta \mathcal{G}[\Lambda]}{\delta \phi} \right].$$

(79)

The abstract equation (79) can be rewritten in the coordinate representation:

$$\frac{\delta \mathcal{G}[\Lambda, g, \phi]}{\delta \Lambda (z)} = \frac{1}{2} \int d^D x_1 \int d^D x_2 \left[ \frac{\delta \mathcal{G}[\Lambda]}{\delta \phi} \frac{\delta \mathcal{G}[\Lambda]}{\delta \phi} \right].$$

(80)

$$\times \left[ \frac{\delta \mathcal{G}[\Lambda]}{\delta \phi} \frac{\delta \mathcal{G}[\Lambda]}{\delta \phi} \right] + \frac{1}{2} \left( \frac{\delta \mathcal{G}[\Lambda]}{\delta \phi} \frac{\delta \mathcal{G}[\Lambda]}{\delta \phi} \right).$$

Starting from the equations (79)–(80), we can obtain analogous equations for the generating functional of the amputated connected Green functions $\mathcal{G}$. The abstract FRG flow equation of the functional $\mathcal{G}$ is given by:

$$\frac{\delta \mathcal{G}[\Lambda, g, \phi]}{\delta \Lambda} = \frac{1}{2} \text{Tr} \left[ \frac{\delta \mathcal{G}[\Lambda]}{\delta \phi} \frac{\delta \mathcal{G}[\Lambda]}{\delta \phi} \right] + \frac{1}{2} \left( \frac{\delta \mathcal{G}[\Lambda]}{\delta \phi} \frac{\delta \mathcal{G}[\Lambda]}{\delta \phi} \right).$$

(81)

Finally, the abstract equation (81) in the coordinate representation reads:

$$\frac{\delta \mathcal{G}[\Lambda, g, \phi]}{\delta \Lambda (z)} = \frac{1}{2} \int d^D x_1 \int d^D x_2 \left[ \frac{\delta \mathcal{G}[\Lambda]}{\delta \phi} \frac{\delta \mathcal{G}[\Lambda]}{\delta \phi} \right]$$

$$\times \left[ \frac{\delta \mathcal{G}[\Lambda, g, \phi]}{\delta \phi} \frac{\delta \mathcal{G}[\Lambda, g, \phi]}{\delta \phi} \right] + \frac{1}{2} \left( \frac{\delta \mathcal{G}[\Lambda, g, \phi]}{\delta \phi} \frac{\delta \mathcal{G}[\Lambda, g, \phi]}{\delta \phi} \right).$$

(82)

The former and the latter equations (81)–(82) are called the Wilson–Polchinski FRG flow equations (in the abstract form and in the coordinate representation, correspondingly). The equations (79)–(80) for the functional $\mathcal{G}$ and also (81)–(82) for the functional $\mathcal{G}$ are the natural complement to the Schwinger-Dyson and Schrödinger ones. This can be seen at least from the fact that in the derivation of the Schrödinger equation the explicit form of the interaction action $\Delta_1$ plays the main role. However here the free theory action $S_0$ is the main. At the same time the solutions of all mentioned equation do not contradict one another.

Unfortunately, the expansion (20)–(21) is relatively easy to obtain by a direct calculation of a functional integral for a corresponding $\mathcal{S}$-matrix of the theory. If we wanted to obtain something similar from (79)–(80) the usual strategy would be the expansion of the $\mathcal{S}$-matrix in the functional Taylor series with respect to the field configurations $\phi$ and that is the meaning of the expression (19). This expansion would generate an infinite hierarchy (chain) of coupled integro-differential equations for the corresponding functions $\mathcal{G}^{(n)}$, which are the expansion coefficients for the functional Taylor series. For example, the equation for a two-particle function $\mathcal{G}^{(2)}$ contains also a four-particle function $\mathcal{G}^{(4)}$ in special kinematics (for simplicity we assume that the functions of odd order $\mathcal{G}^{(n)}$ identically equal to zero which is correct for theories with an even in the field $\phi$ interaction Lagrangian). If we continued the derivation of the equation for a four-particle function $\mathcal{G}^{(4)}$ it would contain a six-particle function $\mathcal{G}^{(6)}$ (in special kinematics) and so on. We can call it "$n, n + 2$ problem", and this problem is the main difficulty in the FRG method.

4.2. Different Coarse-Graining Procedures of Degrees of Freedom

In this subsection we pay our attention to the ambiguity of the FRG flow procedures (the original treatment can be found in [20]). For definiteness the Wilson–Polchinski equation (81) or (82) for the generating functional $\mathcal{G}$ is considered. This equation is a special case of a more general functional flow construction which can be formulated in a form of implicit (with respect to the functional $\mathcal{G}$) functional equation:

$$\frac{\delta \mathcal{G}[\Lambda, g, \phi]}{\delta \Lambda} = \text{Tr} \left\{ \frac{\delta \Psi_{\phi}[\Lambda, g, \phi]}{\delta \phi} \right\}$$

(83)

$$+ \left( \frac{\delta \mathcal{G}[\Lambda, g, \phi]}{\delta \phi} \frac{\delta \mathcal{G}[\Lambda, g, \phi]}{\delta \phi} \right).$$

In the coordinate representation the construction (83) is given by:

$$\frac{\delta \mathcal{G}[\Lambda, g, \phi]}{\delta \Lambda (z)} = \int d^D x \left[ \frac{\delta \Psi_{\phi}[\Lambda, g, \phi]}{\delta \phi} \right]$$

(84)

$$+ \left( \frac{\delta \mathcal{G}[\Lambda, g, \phi]}{\delta \phi} \frac{\delta \mathcal{G}[\Lambda, g, \phi]}{\delta \phi} \right).$$

The object $\Psi$ has one “index” $x$ and is a functional of a field variable $\phi$. Moreover, it depends on the functional $\mathcal{G}$ which makes the functional flow equations (83)–(84) implicit. The meaning of $\Psi$ is that this object param-
eterizes the process of increasing of coarse grain level for degrees of freedom in the system, in other words, one or another FRG flow procedure. At the same moment $\Psi$ satisfies only general conditions and its specific form is up to a particular case.

In order to get the Wilson–Polchinski equation (81)–(82) from (83)–(84) we need to make the following choice (in abstract form):

$$
\Psi_\phi = \frac{1}{2} \frac{\delta G[\Lambda, g, \varphi]}{\delta \Lambda} + \frac{1}{2} \frac{\delta G[\Lambda, g, \varphi]}{\delta \varphi}.
$$

(85)

In the coordinate representation the abstract expression (85) reads:

$$
\Psi_\phi[\Lambda, g, \varphi](z, x) = \frac{1}{2} \int d^D y \frac{\delta G[\Lambda](z, y)}{\delta \Lambda(z)} \frac{\delta G[\Lambda, g, \varphi]}{\delta \varphi(y)}.
$$

(86)

Therefore, the equations (83)–(84) demonstrate us a large functional ambiguity of the FRG method. Nevertheless, this ambiguity is not a drawback but an opportunity that may provide us a deeper insight into quantum field theory.

4.3. Hamilton–Jacobi Functional Equation

In the final subsection we consider the functional Hamilton–Jacobi equation. This equation is the basic one in the holographic renormalization group method just like the functional Wilson–Polchinski equation is the basis for the one of the realizations of FRG method. It is worth noting that the Wilson–Polchinski equation is exact while the Hamilton–Jacobi equation represents some simplified model.

The standard approach widely used in literature (see, for instance, [42]) is that the Hamilton–Jacobi equation is formulated on the boundary of some extended with respect to $x$ spacetime (in our paper we use term “space” forbrevity). We have already met an example of such a space when we saw the unification of $x$ and $\lambda$ in the expressions (20)–(21) for the $\mathcal{F}$ -matrix. The most common example of such a space for holographic renormalization group is anti–de Sitter one (papers [32–34]).

In this paper we propose another model: let us formulate the theory in the $D$-dimensional $x$ space. Instead of additional coordinates (further we consider one extra dimension for simplicity) we consider a holographic field $\Lambda_h$ in the $D$-dimensional $x$ space. We can obtain an additional coordinate as a value of the delta-field (in terms of Dirac delta-function) configuration of the field $\Lambda_h$ (partially the idea comes from [43]). The argumentation of such a formulation of the theory is the following: this approach allows us to formulate not only the Hamilton–Jacobi functional equation but also the whole hierarchy of the integro–differential equations for a (holographic) family of Green functions which generates by the functional which satisfies the functional Hamilton–Jacobi equation.

Let us illustrate this. Let the Hamilton functional be of the form ($z$ is the value of the $D$-dimensional coordinate, $\pi$ is the momentum of the field $\varphi$):

$$
\mathcal{H}[\Lambda_h, \pi, \varphi](z) = \mathcal{H}[\Lambda_h, \pi](z) + W[\Lambda_h, \varphi](z).
$$

(87)

Imitating classical physics we chose the kinetic energy functional $\mathcal{H}$ in its simplest form:

$$
\mathcal{H}[\Lambda_h, \pi](z) = \int d^D x_1 \int d^D x_2 \mathcal{H}[\Lambda_h](z, x_1, x_2) \pi(x_1) \pi(x_2).
$$

(88)

The expression for the potential energy functional $W$ is given by:

$$
W[\Lambda_h, \varphi](z) = \sum_{n=2}^{\infty} \frac{1}{n!} \int d^D x_1 \cdots \int d^D x_n \mathcal{H}^{(n)}[\Lambda_h](z, x_1, \ldots, x_n) \varphi(x_1) \cdots \varphi(x_n).
$$

(89)

Using the Hamilton functional (87)–(89) the corresponding Hamilton–Jacobi equation can be written in a standard way:

$$
\frac{\delta \mathcal{G}[\Lambda_h, \varphi]}{\delta \Lambda_h(z)} = \mathcal{H}[\Lambda_h, \pi - \frac{\delta \mathcal{G}[\Lambda_h, \varphi]}{\delta \varphi}, \varphi](z).
$$

(90)

In the explicit form this equation reads:

$$
\frac{\delta \mathcal{G}[\Lambda_h, \varphi]}{\delta \Lambda_h(z)} = \frac{1}{2} \int d^D x_1 \int d^D x_2 \mathcal{H}[\Lambda_h](z, x_1, x_2)
\times \frac{\delta \mathcal{G}[\Lambda_h, \varphi]}{\delta \varphi(x_1)} \frac{\delta \mathcal{G}[\Lambda_h, \varphi]}{\delta \varphi(x_2)} + W[\Lambda_h, \varphi](z).
$$

(91)

The main advantage of the equation (91) in comparison with the FRG flow equations of Wilson–Polchinski and Wetterich–Morris is that this equation does not have “$n, n+2$ problem”. Indeed, the equation for the $n$-particle (holographic) Green function will always contain Green functions of order $n' \leq n$.

As an example let us consider the equation for the two-particle Green function:

$$
\frac{\delta \mathcal{G}^{(2)}[\Lambda_h]}{\delta \Lambda_h(z)}(y_1, y_2) = \int d^D x_1 \int d^D x_2 \mathcal{H}[\Lambda_h](z, x_1, x_2)
\times \mathcal{G}^{(2)}[\Lambda_h](y_1, x_1) \mathcal{G}^{(2)}[\Lambda_h](y_2, x_2)
+ \mathcal{H}^{(2)}[\Lambda_h](z, y_1, y_2).
$$

(92)

Assuming in the expression (92) the delta–field configurations $\Lambda_h(z) = \Lambda_h \delta_{x_0}$ (the value of the $D$-dimensional field argument can be chosen arbitrarily, in the general case, different from zero but zero value is enough for our consideration) we obtain a well-defined equation for the holographic version of the two-particle Green function of some quantum field theory.
Let us recall that the Wilson—Polchinski equation (81)–(82) is exact while the functional Hamilton—Jacobi equation (91) represents some simplified model. Despite this, we can use the following observation. The right-hand side of the Wilson—Polchinski equation contains the sum of two terms. The term containing the square of the first derivative can be called “classical”, since it depends only on the square of the functional momentum \( \pi \). The functional momentum itself, as in the case of classical (analytical) mechanics, is defined as the first derivative of the functional \( \mathcal{G} \) with respect to the “generalized coordinate”—the field \( \varphi \). The term containing the second derivative can be called “quantum” because it depends on the derivative of the functional momentum \( \pi \) with respect to the field \( \varphi \). Further, in the semiclassical approximation, the interaction action \( S_\text{int} \) of the system with a minus sign can be substituted in the second term instead of the exact functional \( \mathcal{G} \). In this case, we arrive at the Hamilton—Jacobi equation, and we can identify the holographic field \( \Lambda_\text{h} \) with the field \( \Lambda \). Let us note that the solution to the Hamilton—Jacobi equation, which is obtained in this way, should be used as the first step for the iterative procedure for solving the Wilson—Polchinski equation. Moreover, having the exact solution for the two-particle Green function from the expressions (20)–(21), obtained, for example, numerically, one can compare this solution with the solution for the two-particle Green function obtained by solving the Hamilton—Jacobi equation. Unfortunately, such a comparison is not possible analytically. Finally, we note that the holographic field \( \Lambda_\text{h} \) can be chosen quite arbitrarily. If we represent it as a certain amplitude multiplied by the shape function \( \Lambda_\text{h}(z) = \Lambda_\text{h(} \text{shape}(z), \text{ it is the field amplitude } \Lambda_\text{h} \text{ that is the renormalization group scale (or additional coordinate).}

5. CONCLUSIONS

In this paper, we have considered nonlocal and nonpolynomial QFT of the one component scalar field in \( D \) dimensional spacetime, which was formulated by G.V. Efimov. Simultaneously, in the subsection entitled “Zoology of the nonpolynomial Lagrangians in nonlocal QFT and nested exponentials”, we have presented the classification of different theories which can be examined by methods discussed in this paper. Also, we have discussed the important duality of the structure of propagator in nonlocal QFT and the structure of nonlocal interaction Lagrangian. Meanwhile, in authors opinion, the central idea of this theory is the representation of interaction action \( S_\text{int} \) in a form of \( \text{exp in the power of exp} \) under the path integral sign (for generating functional \( \mathcal{F} \) of total Green functions or for \( \mathcal{F} \)-matrix). Expanding the \( \text{external exp} \) (with argument \( S_\text{int} \)) into Taylor series we obtain infinite series of Gaussian path integrals and each path integral can be calculated exactly. All calculations are carried out in Euclidean metrics.

The expression for the path integral, which represents \( \mathcal{F} \)-matrix, is obtained in terms of the grand canonical partition function of \( (D + N) \)-dimensional classical interacting gas. In the present paper, \( N = 1 \), in other words, there is one additional coordinate (extra dimension) \( \lambda \) which emerged from the Fourier transform for interaction Lagrangian \( U \). The physical meaning of the additional coordinate \( \lambda \) (in general, set of additional coordinates \( \lambda_1, ..., \lambda_N \)) can be understood from the following considerations. In quantum field theory and statistical physics the field \( \varphi \) plays the role of the argument of the functional. Therefore, \( \varphi \) defines the domain of the theory. Space coordinate \( x \) (the argument of \( \varphi \)) plays the role of the index. However, if the interaction Lagrangian \( U \) has the specific form (5) the domain of the theory is defined as the extension of space \( x \) by the inclusion of additional coordinate \( \lambda \). The value \( \lambda \) is the spectrum of the field \( \varphi \). Thus, in the theory under consideration, \( \varphi \) has a meaning of an extra dimension more then a function of \( x \).

This duality can be very useful for researchers in the field of AdS/CFT correspondence. However, the established duality does not answer the following question: How to obtain the grand canonical partition function in an explicit form? In the present paper, the toy model for realistic QFT is examined. In framework of this toy model, the \( \mathcal{F} \)-matrix can be calculated in a closed form but it is only a toy. For the solution of realistic QFT problem it may be useful to analyze different functional equations (in general, with functional derivatives) in Efimov representation. In this representation, Schwinger—Dyson and functional Schrödinger equations for different generating functionals are derived in details (in completely integral form). Further in the present paper several asymptotic solutions of Schwinger—Dyson equation for \( \mathcal{F} \)-matrix are derived. Also, the solutions of self-consistency equations are obtained. These equations demonstrate the non-triviality of the constructed \( \mathcal{F} \)-matrix. A part of the final results is illustrated in context of \( D \)-dimensional sine–Gordon theory but obtained conclusions usually are true in general.

In the story about functional equations, ultraviolet form factors and holography several famous equations of QFT are briefly discussed. They are the Wilson—Polchinski equation, the Wetterich–Morris equation, including discussion of the different coarse-graining procedures of degrees of freedom (these procedures define the explicit form of FRG flow equations), and the equation of the holographic renormalization group, i.e. the functional Hamilton—Jacobi equation. A distinctive feature of the applied approach for holographic renormalization group is that we formulate the Hamilton—Jacobi equation in \( D \)-dimensional real
(coordinate) space $x$ but in the presence of the additional \textit{holographic} scalar field. The delta-field configurations of this field create an additional (holographic) coordinate. This approach allows us to formulate not only the Hamilton–Jacobi equation but all the coupled hierarchy of integro-differential equations for the set of holographic Green functions. We also note that the obtained hierarchy is \textit{decomposed}.

In conclusion, we should note further possible research directions. First of all, one can try to sum the expression for the $\mathcal{S}$-matrix in terms of the grand canonical partition function of $(D + N)$-dimensional interacting classical gas. There is an advanced mathematical technique of such fundamental sciences as statistical physics and physical kinetics for this purpose. Alternatively, it is possible to try to construct the solutions to the Schwinger–Dyson equation (for instance) for the $\mathcal{S}$-matrix in terms of the ansatz, which includes obtained asymptotic expressions for the $\mathcal{S}$-matrix in the limits of large and small fields. In other words, it is possible to obtain solutions using the perturbation theory around the asymptotics obtained in this paper. In authors view this research direction is the most interesting because these series will be an alternative expansion (for example) for $\mathcal{S}$-matrix in contrast to expressions obtained by Efimov. Finally, one can consider different field configurations (arguments of the $\mathcal{S}$-matrix), include different composite operators, find different families of Green functions of the theory and analyze the dependence of the obtained expressions on the ultraviolet parameter $l$. Here we note that the Euclidean metric is used in all mentioned problems. Therefore, there is an interesting and difficult problem of analytic continuation of the obtained results to Minkowski space. Fortunately, questions such as the unitarity of obtained $\mathcal{S}$-matrix have positive answers due to G.V. Efimov’s papers. Thus, methods of nonlocal and nonpolynomial QFT are able to take a worthy place in the description of Nature.
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