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Abstract. The paper elucidates the relationship between the density of a Banach space
and possible sizes of well-separated subsets of its unit sphere. For example, it is proved
that for a large enough space \( X \), the unit sphere \( S_X \) always contains an uncountable
\((1+)\)-separated subset. In order to achieve this, new results concerning the existence
of large Auerbach systems are established that happen to be sharp for the class of WLD
spaces. In fact, we offer the first consistent example of a non-separable WLD Banach space
that contains no uncountable Auerbach system, as witnessed by a renorming of \( c_0(\omega_1) \).
Moreover, the following optimal results for the classes of, respectively, reflexive and super-
reflexive spaces are established: the unit sphere of an infinite-dimensional reflexive space
contains a symmetrically \((1+\varepsilon)\)-separated subset of any regular cardinality not exceeding
the density of \( X \); should the space \( X \) be super-reflexive, the unit sphere of \( X \) contains
such a subset of cardinality equal to the density of \( X \). The said problem is studied for
other classes of spaces too, including the RNP spaces or strictly convex ones.

1. Introduction

Over the last years, a renewed interest and a rapid progress in delineating the structure
of both qualitative and quantitative properties of well-separated subsets of the unit sphere
of a Banach space have been observed. Perhaps the first spark was lit by Mercourakis and
Vassiliadis [51] who have identified certain classes of compact Hausdorff spaces \( K \) for which
the unit sphere of the Banach space \( C(K) \) of all scalar-valued continuous functions on \( K \)
contains an uncountable \((1+)\)-separated set, that is, an uncountable set whose distinct
elements have distances strictly greater than 1. They also asked whether an \('uncountable'\)
analogue of Kottman’s theorem, or even the Elton–Odell theorem, is valid for every non-
separable \( C(K)\)-space.

Kottman’s theorem asserts that the unit sphere of an infinite-dimensional normed space
contains an infinite \((1+)\)-separated subset. Elton and Odell improved Kottman’s theorem
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by showing that in such circumstances one may find $\varepsilon > 0$ and an infinite subset of the sphere that is $(1+\varepsilon)$-separated. One may thus extrapolate Mercourakis’ and Vassiliadis’ question to all spaces and ask for the following ‘uncountable’ version of Kottman’s theorem.

**Must the unit sphere of a non-separable Banach space contain an uncountable $(1+)$-separated subset?**

Unfortunately, the answer to this question remains unknown. It was already observed by Elton and Odell themselves that an ‘uncountable’ version of the Elton–Odell theorem is false ([9, p. 109]), as witnessed by the space $c_0(\omega_1)$. Kochanek and the second-named author answered this question affirmatively ([38, Theorem B]) for the class of all non-separable $C(K)$-spaces as well as all non-separable reflexive spaces ([38, Theorem A]).

Koszmider proved that an ‘uncountable’ version of the Elton–Odell theorem for non-separable $C(K)$-spaces is independent of ZFC [12]. Interestingly, if the unit sphere of a $C(K)$-space contains a $(1+\varepsilon)$-separated subset for some $\varepsilon > 0$, then it also contains a 2-separated subset of the same cardinality ([51, Theorem 1]). Very recently, Cúth, Kurka, and Vejnar [5] improved significantly [38, Theorem B] by identifying a very broad class of $C(K)$-spaces whose unit spheres contain uncountable 2-separated subsets, so in the class of $C(K)$-spaces the picture is quite full, however a purely topological characterisation of such compact spaces is still desirable.

In the light of the recent research of the present authors [25] concerning separation in separable Banach spaces, the above-discussed problems gained new natural ‘symmetric’ counterparts, where separation, that is the distance $\|x - y\|$, is replaced with the symmetric distance, i.e., $\|x \pm y\|$. The primary aim of this work is to develop results concerning constructions of as large separated subsets of the unit sphere of a Banach space as possible that are moreover symmetrically separated sets, wherever possible. Advancing the understanding that Auerbach systems can be profitably exploited to approach the above problem is important part of our contribution. Consequently, a substantial part of the paper comprises general results on the existence of Auerbach systems in general Banach spaces, that we shall refer to in the last part of the Introduction. (The proofs of the results presented in the Introduction are postponed to subsequent sections, where the necessary terminology is also explained.)

Our first result to be presented states that, for large enough Banach spaces, the main question has a positive answer indeed. In the particular case where the underlying Banach space $X$ is moreover weakly Lindelöf determined (WLD), we are able to obtain a better relation between the density character of the space $X$ and cardinality of the $(1+\varepsilon)$-separated subset of the sphere. It turns out that under certain assumptions that are still rather mild, it is not possible to strengthen the results and obtain either $(1+\varepsilon)$-separated families of unit vectors, with cardinality larger than $\omega_1$, or uncountable $(1+\varepsilon)$-separated families. We have already mentioned that the unit sphere of $c_0(\omega_1)$ does not contain uncountable $(1+\varepsilon)$-separated subsets. Koszmider noticed that every $(1+\varepsilon)$-separated subset in the unit sphere of $c_0(\Gamma)$ has cardinality at most continuum ([38, Proposition 4.13]). We optimise
this result by actually decreasing the continuum to \( \omega_1 \), which shows that even for rather well-behaved and very large spaces the size of \((1+)\)-separated subsets of the sphere may be relatively small.

Let us then present our first main result formally.

**Theorem A.**

(i) Let \( X \) be a Banach space with \( w^*\)-\( \text{dens} \, X^* > \exp_2 \mathfrak{c} \). Then both \( X \) and \( X^* \) contain uncountable symmetrically \((1+)\)-separated families of unit vectors.

(ii) Let \( X \) be a WLD Banach space with \( \text{dens} \, X > \mathfrak{c} \). Then the unit spheres of \( X \) and of \( X^* \) contain uncountable symmetrically \((1+)\)-separated subsets.

(iii) Furthermore, if \( X = c_0(\Gamma) \), then every \((1+)\)-separated subset of \( S_{c_0(\Gamma)} \) has cardinality at most \( \omega_1 \).

The proof of Theorem A will be presented in Section 3; in particular the first two parts are obtained as Corollary 3.5 and 3.6 while the last assertion is Theorem 3.11.

It was brought to the attention of the second-named author by Marek Cúth quite rightly that the proof of [38, Theorem A(iii)] contains a gap, namely that it is not clear why is the system constructed in the proof of [38, Theorem 3.8] biorthogonal—we shall return to this point soon. However, let us notice that the second clause of Theorem A provides a remedy to this problem, together with an improvement of the result, by exhibiting the sought \((1+)\)-separated subset both in \( S_X \), and in \( S_{X^*} \).

We next turn our attention to some strong structural constrains on the space, which allow construction of potentially larger separated subsets of the unit sphere. For example, we strengthen considerably [38, Theorem A(i)] by proving the existence of a symmetrically \((1+)\)-separated set in the unit sphere of every (quasi-)reflexive space \( X \) that has the maximal possible cardinality, that is, the cardinality equal to \( \text{dens} \, X \), the density of the underlying Banach space.

In the case where the number \( \text{dens} \, X \) has uncountable cofinality, such set can be taken to be symmetrically \((1 + \varepsilon)\)-separated for some \( \varepsilon > 0 \). When \( X \) is a super-reflexive space, we improve [38, Theorem A(ii)] by exhibiting a symmetrically \((1 + \varepsilon)\)-separated set in the unit sphere of \( X \) that also has the maximal possible cardinality—this answers a question raised by the second-named author and T. Kochanek, [38, Remark 3.7]. Let us then present our result formally.

**Theorem B.** Let \( X \) be an infinite-dimensional, (quasi-)reflexive Banach space. Then,

(i) \( S_X \) contains a symmetrically \((1+)\)-separated subset with cardinality \( \text{dens} \, X \);

(ii) for every cardinal number \( \kappa \leq \text{dens} \, X \) with uncountable cofinality there exist \( \varepsilon > 0 \) and a symmetrically \((1 + \varepsilon)\)-separated subset of \( S_X \) of cardinality \( \kappa \);

(iii) if \( X \) is super-reflexive, there exist \( \varepsilon > 0 \) and a symmetrically \((1 + \varepsilon)\)-separated subset of \( S_X \) of cardinality \( \text{dens} \, X \).

Quite remarkably, Theorem B involves properties that are preserved by isomorphisms, not only isometries, of Banach spaces.
Let us also note that clause (ii) of Theorem B is optimal as the unit sphere of the $\ell_2$-sum of the spaces $\ell_{p_n}(\omega_n)$, where $(p_n)_{n=1}^{\infty}$ is a sequence of numbers greater than 1 increasing to $\infty$, has density $\omega_\omega$ yet its unit sphere does not have a $(1+\varepsilon)$-separated subset of cardinality $\omega_\omega$ for any $\varepsilon > 0$ (see [38, Remark 3.7] for more details).

A Banach space $X$ is \textit{quasi-reflexive} whenever the canonical image of $X$ in its bidual $X^{**}$ has finite codimension. The proof of Theorem B will be presented in Section 4; in particular, the first clause is Theorem 4.1, the second one is contained in Corollary 4.12 and the last part will be discussed in Section 4.3. In the same chapter, we shall also present further results whose proofs follow similar patterns; in particular, we shall also prove a generalisation of the first two parts of the theorem to the class of Banach spaces with the RNP.

Loosely speaking, the very idea behind the proofs of clauses (i) and (ii) of Theorem A is based on employing ‘very long’ Auerbach systems to extract uncountable $(1+\varepsilon)$-separated subsets. Therefore, a substantial part of the present contribution comprises quite general results concerning Auerbach systems in Banach spaces. To wit, we prove in the first part of Section 3 that a sufficiently large Banach space contains a large Auerbach system, which is probably of interest on its own. We next improve and optimise this assertion, in the case of a WLD Banach space. Let us give the statement of our result, prior to any further comment.

\textbf{Theorem C.} Let $X$ be a WLD Banach space.

(i) Suppose that $\text{dens } X > \omega_1$. Then for every regular cardinal number $\kappa$ such that $\omega_1 < \kappa \leq \text{dens } X$, $X$ contains an Auerbach system with cardinality $\kappa$.

(ii) (CH) There exists a renorming $\|\cdot\|$ of the space $c_0(\omega_1)$ such that the space $(c_0(\omega_1), \|\cdot\|)$ contains no uncountable Auerbach systems.

Clause (ii) of Theorem C is perhaps the most striking single result of the whole paper, and it demonstrates, in particular, that part (i) can not be improved, as the result is consistently false when $\text{dens } X = \omega_1$. The entire Section 5 will be dedicated to the proof of the said result.

According to a celebrated result due to Kunen, there exists (under the assumption of the Continuum Hypothesis) a non-separable Banach space with virtually no (uncountable) system of coordinates, in that it admits no uncountable biorthogonal system. In a sense, we may also view Theorem C(ii) as a counterpart to Kunen’s result within the class of WLD Banach spaces. Obviously, every non-separable WLD Banach space admits a biorthogonal system with the maximal possible cardinality (any bounded M-basis is a witness of this), so there is no Kunen-type example in the context of WLD spaces.

The second clause should also be compared to some results by Godun, Lin, and Troyanski ([21], see also [26, Section 4.6]), who proved that if $X$ is a non-separable Banach space such that $B_{X^*}$ is $w^*$-separable, then there exists an equivalent norm $\|\cdot\|$ on $X$ such that $(X, \|\cdot\|)$ admits no Auerbach basis. The result applies, e.g., to $\ell_1([0,1])$, for which space the claim was already proved in [20]; also see [19]. In the same direction, we should also mention...
that Plichko ([60]) proved, in particular, that $c_0[0,1] + C[0,1] \subseteq \ell_\infty[0,1]$ has no Auerbach basis in its canonical norm.

The examples in [19, 20] exhibited examples of Banach spaces with unconditional bases, but no Auerbach basis; this motivated the authors of [23] to pose the question of whether there exists a Banach space with unconditional basis and whose no non-separable subspace admits an Auerbach basis ([23, Problem 294]). Therefore, (ii) of the previous theorem also provides an answer to a stronger version of this question, at least under the assumption of the Continuum Hypothesis.

2. Notation and preliminaries

Our notation is standard, as in most textbooks in Functional Analysis. For any unexplained notation or definition, such as super-reflexivity, or the Radon–Nikodym property (RNP, for short), we refer, e.g., to [1, 2, 8, 13, 48, 49]. All normed spaces are considered over either the real or complex field. For a normed space $X$, we shall denote by $S_X$ the unit sphere of $X$ and by $B_X$ the closed unit ball of $X$. Let us present here the formal definitions of the separation notions relevant to this paper.

**Definition 2.1.** Let $\delta > 0$ be given. We say that a subset $A$ of a normed space is
- $(\delta^+)$-separated (respectively, $\delta$-separated) whenever we have $\|x - y\| > \delta$ (respectively, $\|x - y\| \geq \delta$) for any distinct elements $x, y \in A$;
- symmetrically $(\delta^+)$-separated (respectively, symmetrically $\delta$-separated) whenever $\|x \pm y\| > \delta$ (respectively, $\|x \pm y\| \geq \delta$) for any distinct elements $x, y \in A$.

2.1. Exposed and strongly exposed points. Let $X$ be a Banach space and let $C \subseteq X$ be a non-empty, closed, convex and bounded set. A point $x \in C$ is an exposed point for $C$ if there is a functional $\varphi \in X^*$ such that $\text{Re} \langle \varphi, y \rangle < \text{Re} \langle \varphi, x \rangle$ for every $y \in C$, $y \neq x$. In other words, $\varphi$ attains its supremum over $C$ at the point $x$ and only at that point. In such a case, we also say that the functional $\varphi$ exposes the point $x$. $x \in C$ is a strongly exposed point for $C$ if there is a functional $\varphi \in X^*$ that exposes $x$ and with the property that $y_n \to x$ for every sequence $(y_n)_{n=1}^\infty$ in $C$ such that $\langle \varphi, y_n \rangle \to \langle \varphi, x \rangle$. In such a case, we say that $\varphi$ strongly exposes the point $x$.

Of course, every strongly exposed point is an exposed point and it is immediate to check that every exposed point is an extreme point. By a result of Lindenstrauss and Troyanski (see, e.g., [13, Theorem 8.13]), every weakly compact set in a Banach space is the closed convex hull of its strongly exposed points. We shall use the immediate consequence that every non-empty weakly compact set in a Banach space admits an exposed point.

A functional $\varphi \in S_{X^*}$ is a $w^*$-exposed point of $B_{X^*}$, whenever there exists a unit vector $x \in S_X$ such that $\langle \varphi, x \rangle = 1$ and $\text{Re} \langle \psi, x \rangle < 1$ for every $\psi \in B_{X^*}$, $\psi \neq \varphi$; in other words, $\varphi$ is the unique supporting functional at $x$. A Banach space $X$ is called a Gâteaux differentiability space if every convex continuous function defined on a non-empty open convex subset $D$ of $X$ is Gâteaux differentiable at densely many points of $D$. This notion differs from the notion of weak Asplund space only by virtue of the fact that the set of differentiability points is not required to contain a dense $G_\delta$, but merely to be dense in...
D (for information concerning those spaces, consult [11, 59]). On the other hand, let us stress the fact that the two notions are actually distinct, as it was first proved in [55]. Let us also refer to [53] for a simplified proof of the example and to [34, 37, 39, 54] for related results.

The interplay between $w^*$-exposed points and Gâteaux differentiability spaces stems from the fact that points of Gâteaux differentiability of the norm correspond to $w^*$-exposed points in the dual space. More precisely, the norm $\|\cdot\|$ of a Banach space $X$ is Gâteaux differentiable at $x \in S_X$ if and only if there exists a unique $\varphi \in B_{X^*}$ with $\langle \varphi, x \rangle = 1$ (see, e.g., [13, Corollary 7.22]); in which case, $\varphi$ is $w^*$-exposed by $x$.

2.2. Asymptotically uniformly convex spaces.

Definition 2.2. Let $X$ be an infinite-dimensional Banach space. The modulus of asymptotic uniform convexity $\delta_X$ is given, for $t \geq 0$, by

$$\delta_X(t) := \inf_{h \in H} \sup_{\|x\| = 1, \dim(X/H) < \infty} \inf_{\|h\| \geq t} (\|x + h\| - 1).$$

We shall also denote by $\delta_X(t, x)$ the modulus of asymptotic uniform convexity at $x$:

$$\delta_X(t, x) := \sup_{\dim(X/H) < \infty} \inf_{\|h\| \geq t} (\|x + h\| - 1).$$

An infinite-dimensional Banach space $X$ is asymptotically uniformly convex if $\delta_X(t) > 0$ for every $t > 0$.

Let us first note that $\delta_X(t, x) \geq 0$ for every $t \geq 0$ and $x \in S_X$. In fact, we can find a norming functional $x^*$ for $x$ and consider $H = \ker x^*$; of course, $\|x + h\| \geq 1$ for each $h \in H$. Hence

$$\delta_X(t, x) \geq \inf_{h \in \ker x^*, \|h\| \geq t} (\|x + h\| - 1) \geq 0.$$ 

Choosing, for each $H$ with $\dim(X/H) < \infty$, $h = 0 \in H$, shows that $\delta_X(0, x) = 0$, so $\delta_X(0) = 0$ too. It is also obvious that $\delta_X$ is a non-decreasing function, and that $\delta_X(\cdot, x)$ is non-decreasing for each fixed $x$; in fact, $\inf_{h \in H, \|h\| \geq t} (\|x + h\| - 1)$ clearly increases with $t$.

One more property which is easily verified (cf. [31 Proposition 2.3.(3)]) is the fact that, for each $t \in [0, 1]$, $\delta_X(t) \leq \delta_X(t)$, where $\delta_X$ denotes the modulus of uniform convexity. The non-unexpected fact that uniformly convex Banach spaces are asymptotically uniformly convex immediately follows. The two notions are however non equivalent, as it is easy to see that $\ell_1$ is asymptotically uniformly convex. For more information on asymptotically uniformly convex Banach spaces and the modulus $\delta_X$, consult, e.g., [17, 31, 40, 52].

In the proof of one of our result we shall need one more property of this modulus, namely that passage to a subspace improves the modulus $\delta$ (cf. [31 Proposition 2.3.(2)]). We also present its very simple proof, for the sake of completeness.

Fact 2.3. Let $Y$ be a closed infinite-dimensional subspace of a Banach space $X$. Then $\delta_Y \geq \delta_X$. 

Proof. Fix any $t \geq 0$ and $y \in Y$. If $H \subseteq X$ is such that $\dim(X/H) < \infty$, then also $\dim(Y/(Y \cap H)) < \infty$ (the inclusion $Y \hookrightarrow X$ induces an injection $Y/(Y \cap H) \hookrightarrow X/H$); consequently,

$$\inf_{h \in H} \left( \|y + h\| - 1 \right) \leq \inf_{h \in H \cap Y} \left( \|y + h\| - 1 \right) \leq \delta_Y(t, y).$$

Passage to the supremum over $H$ gives $\delta_X(t) \leq \delta_X(t, y) \leq \delta_Y(t, y)$. We now pass to the infimum over $y \in Y$ and conclude the proof. \hfill \Box

2.3. WLD spaces. A topological space $K$ is a Corson compact whenever it is homeomorphic to a compact subset $C$ of the product space $[-1, 1]^\Gamma$ for some set $\Gamma$, such that every element of $C$ has only countably many non-zero coordinates. A Banach space $X$ is weakly Lindelöf determined (hereinafter, WLD) if the dual ball $B_{X^*}$ is a Corson compact in the relative $w^*$-topology.

Suppose now that $\{x_\gamma; x_\gamma^*\}_{\gamma \in \Gamma} \subseteq X \times X^*$ is an $M$-basis for $X$, namely

(i) $\overline{\text{span}} \{x_\gamma\}_{\gamma \in \Gamma} = X$;
(ii) $\overline{\text{span}} \{x_\gamma^*\}_{\gamma \in \Gamma} = X^*$;
(iii) $\langle x_\alpha^*, x_\beta \rangle = \delta_{\alpha, \beta}$.

Given an $M$-basis $\{x_\gamma; x_\gamma^*\}_{\gamma \in \Gamma}$, a functional $x^* \in X^*$ is countably supported by $\{x_\gamma; x_\gamma^*\}_{\gamma \in \Gamma}$, or $\{x_\gamma; x_\gamma^*\}_{\gamma \in \Gamma}$ countably supports $x^*$, if the support of $x^*$, i.e.,

$$\text{supp } x^* := \{\gamma \in \Gamma : \langle x^*, x_\gamma \rangle \neq 0\}$$

is a countable subset of $\Gamma$.

We also say that an $M$-basis $\{x_\gamma; x_\gamma^*\}_{\gamma \in \Gamma}$ is countably 1-norming if the set of countably supported functionals is 1-norming for $X$, i.e., every $x \in X$ satisfies

$$\|x\| = \sup\{\|x^*, x\| : x^* \in B_{X^*} \text{ is countably supported}\}.$$

We may now give the following $M$-bases characterisation of WLD Banach spaces ([35, 36, 65, cf. [26] Theorems 5.37 and 5.51]).

**Theorem 2.4.** Let $X$ be a Banach space. Then the following assertions are equivalent:

(i) $X$ is WLD;
(ii) $X$ admits an $M$-basis $\{x_\gamma; x_\gamma^*\}_{\gamma \in \Gamma}$ that countably supports $X^*$, i.e., every $x^* \in X^*$ is countably supported by $\{x_\gamma; x_\gamma^*\}_{\gamma \in \Gamma}$;
(iii) $X$ admits, under any equivalent norm, a countably 1-norming $M$-basis.

In this case, every $M$-basis countably supports $X^*$.

We conclude with one comment concerning long basic sequences in WLD spaces, to be used in a later proof; for the notion of long basic sequence we refer, e.g., to [26] Section 4.1. Let $X$ be a WLD Banach space and $(e_\alpha)_{\alpha < \lambda}$ be a long basic sequence. Then $(e_\alpha)_{\alpha < \lambda}$ is a long Schauder basis of its closed linear span $Y$, a WLD Banach space according to [26] Corollary 5.43. Since $(e_\alpha)_{\alpha < \lambda}$ is in particular an $M$-basis for $Y$, it follows from the previous theorem that it countably supports $Y^*$. As a consequence of this, we obtain that for every $\varphi \in X^*$ the set $\{\alpha < \lambda : \langle \varphi, e_\alpha \rangle \neq 0\}$ is at most countable.
For a more detailed presentation of these notions, the reader may wish to consult [26, 33, 36] and the references therein.

2.4. Infinitary combinatorics. In subsequent sections we shall need to exploit some results concerning infinitary combinatorics, whose statements are recalled here for convenience of the reader. We also shortly fix some notation concerning cardinal and ordinal numbers.

We use von Neumann’s definition of ordinal numbers and we regard cardinal numbers as initial ordinal numbers. In particular, we write $\omega$ for $\aleph_0$, $\omega_1$ for $\aleph_1$, etc., as we often view cardinal numbers as well-ordered sets; we also denote by $\mathfrak{c}$ the cardinality of continuum. For a cardinal number $\kappa$, we write $\kappa^+$ for the immediate successor of $\kappa$, that is, the smallest cardinal number that is strictly greater than $\kappa$.

If $F$ and $G$ are subsets of a certain ordinal number $\lambda$, we shall use the (perhaps self-explanatory) notation $F < G$ to mean that $\sup F < \min G$; in the case that $G = \{g\}$ is a singleton, we shall write $F < g$ instead of $F < \{g\}$.

We next recall a few results to be used later.

**Lemma 2.5** ($\Delta$-system lemma). Consider a family $F = \{F_\gamma\}_{\gamma \in \Gamma}$ of finite subsets of a set $S$, where $|\Gamma|$ is an uncountable regular cardinal number. Then there exist a subset $\Gamma_0$ of $\Gamma$ with $|\Gamma_0| = |\Gamma|$ and a finite subset $\Delta$ of $S$ such that $F_\gamma \cap F_{\gamma'} = \Delta$, whenever $\gamma, \gamma' \in \Gamma_0$, $\gamma \neq \gamma'$.

This result is more frequently stated in a slightly different way, i.e., involving a set $\mathcal{F}$, whose cardinality is a regular cardinal number; we prefer this (equivalent) formulation, since it will apply more directly to our considerations. The difference relies in the fact that, for $\gamma \neq \gamma'$, the sets $F_\gamma$ and $F_{\gamma'}$ are not necessarily distinct, so the cardinality of the set $\mathcal{F}$ may be smaller than $|\Gamma|$. We refer, e.g., to [44, Lemma III.2.6] for the more usual statement of the result and to the remarks following the proof of Theorem III.2.8 for a comparison between the two formulations.

The second result that we shall use concerns partition properties for cardinal numbers and it is the counterpart for larger cardinals to the classical Ramsey’s theorem. For the proof of the result to be presented and for a more complete discussion over partition properties, we refer, e.g., to [26, Theorem 5.67], [30, Section 9.1], [44, pp. 237–238], or the monograph [10]. Before we state the result, we require a piece of notation.

For a cardinal number $\kappa$, one defines the iterated powers by $\exp_1 \kappa := 2^\kappa$ and then recursively $\exp_{n+1} \kappa := \exp(\exp_n \kappa)$ ($n \in \mathbb{N}$). If $S$ is a set and $\kappa$ is a cardinal number, then we denote by $[S]^\kappa$ the set of all subsets of $S$ of cardinality $\kappa$, i.e.,

$$[S]^\kappa := \{A \subseteq S : |A| = \kappa\}.$$

We also need to recall the arrow notation: assume that $\kappa$, $\lambda$, and $\sigma$ are cardinal numbers and $n$ is a natural number. Then the symbol

$$\kappa \rightarrow (\lambda)^n_\sigma$$
abbreviates the following partition property: for every function \( f: [\kappa]^n \to \sigma \) there exists a set \( Z \subseteq \kappa \) with \( |Z| = \lambda \) such that \( f \) is constant on \([Z]^n\); in this case, we say that \( Z \) is homogeneous for \( f \). With a more suggestive notation, the function \( f \) is sometimes called a \( \sigma \)-colouring of \([\kappa]^n\) and, accordingly, the set \( Z \) is also said to be monochromatic.

**Theorem 2.6** (Erdős–Rado theorem). For every infinite cardinal \( \kappa \) and every \( n \in \mathbb{N} \)

\[
(\exp_n \kappa)^+ \to (\kappa^+)^{n+1}_\kappa.
\]

3. Combinatorial analysis

3.1. The role of Auerbach systems. One of the main goals of the section is to see how to use Auerbach systems or, more generally, biorthogonal systems for the construction of separated families of unit vectors. Therefore, the first part of the section is dedicated to some general results about the existence of Auerbach systems. As a matter of fact, our arguments will actually produce subspaces with Auerbach bases, not merely Auerbach systems.

**Theorem 3.1.** Let \( \kappa \geq \aleph \) be a cardinal number and let \( X \) be a Banach space with \( w^*-\text{dens } X^* > \exp_2 \kappa \). Then \( X \) contains a subspace \( Y \) with Auerbach basis and such that dens \( Y = \kappa^+ \).

**Proof.** Let \( \kappa \geq \aleph \) be a cardinal number. Suppose that \( X \) is a Banach space with the property that \( \lambda := w^*-\text{dens } X^* > \exp_2 \kappa \). We may then find a long basic sequence \((e_\alpha)_{\alpha < \lambda}\) of unit vectors in \( X \) and a long sequence \((\varphi_{\alpha, \beta})_{\alpha < \beta < \lambda}\) of unit functionals in \( X^* \) with the following properties:

(i) \( \varphi_{\alpha, \beta} \) is a norming functional for the molecule \( e_\alpha - e_\beta \) for each \( \alpha < \beta < \lambda \);

(ii) \( e_\gamma \in \ker \varphi_{\alpha, \beta} \) for every \( \alpha < \beta < \gamma < \lambda \).

The existence of such sequences is proved by a very simple transfinite induction argument, which is a minor modification over the Mazur technique ([29 Corollary 4.11]). Assuming that we have already constructed elements \((e_\alpha)_{\alpha \in [\gamma]}\) and \((\varphi_{\alpha, \beta})_{\alpha < \beta < \gamma}\) satisfying the two properties above (for some \( \gamma < \lambda \)), the unique difference is that we additionally require \( e_\gamma \in \cap_{\alpha < \beta < \gamma} \ker \varphi_{\alpha, \beta} \). This is indeed possible, as \( |\{\varphi_{\alpha, \beta}\}_{\alpha < \beta < \gamma}| \leq |\gamma| < \lambda \), whence \( \{\varphi_{\alpha, \beta}\}_{\alpha < \beta < \gamma} \) does not separate points in \( X \). In order to conclude the inductive argument, it is then sufficient to choose, for each \( \alpha < \gamma \), a norming functional \( \varphi_{\alpha, \gamma} \) for the vector \( e_\alpha - e_\gamma \).

We are now in position to invoke the Erdős–Rado theorem; let us consider the following colouring \( c: [\lambda]^3 \to [-1, 1] \) of \( [\lambda]^3 \). Given any \( p \in [\lambda]^3 \), we may uniquely write \( p = \{\alpha, \beta, \gamma\} \) with \( \alpha < \beta < \gamma \); we can therefore unambiguously set \( c(p) := \langle \varphi_{\beta, \gamma}, e_\alpha \rangle \in [-1, 1] \). According to the Erdős–Rado theorem, we have \( (\exp_3 \kappa)^+ \to (\kappa^+)^3_\kappa \); whence from our assumptions we deduce a fortiori \( \lambda \to (\kappa^+)^3_\lambda \). Consequently, there exists a subset \( \Lambda \) of \( \lambda \) with \( |\Lambda| = \kappa^+ \) which is monochromatic for the colouring \( c \). In other words, there exists \( t \in [-1, 1] \) such that \( \langle \varphi_{\beta, \gamma}, e_\alpha \rangle = t \) for every triple \( \alpha, \beta, \gamma \in \Lambda \) with \( \alpha < \beta < \gamma \); of course, we immediately deduce that \( e_\alpha - e_\beta \in \ker \varphi_{\gamma, \eta} \) whenever \( \alpha, \beta, \gamma, \eta \in \Lambda \) satisfy \( \alpha < \beta < \gamma < \eta \).
In order to conclude the argument, consider the unit vectors $u_{\alpha,\beta} := \frac{e_{\alpha} - e_{\beta}}{||e_{\alpha} - e_{\beta}||}$ $(\alpha, \beta \in \Lambda, \alpha < \beta)$; those are actually well defined, since $e_{\alpha} \neq e_{\beta}$ for $\alpha \neq \beta$. From our argument above, we have $\langle \varphi_{\gamma}, u_{\alpha,\beta} \rangle = 0$ whenever $\alpha < \beta < \gamma < \eta$ are in $\Lambda$. Moreover, condition (i) clearly gives $\langle \varphi_{\alpha,\beta}, u_{\alpha,\beta} \rangle = 1$, while (ii) assures us that $\langle \varphi_{\alpha,\beta}, u_{\gamma,\eta} \rangle = 0$ $(\alpha, \beta, \gamma, \eta \in \Lambda, \alpha < \beta < \gamma < \eta)$. At this stage it is, of course, immediate to construct an Auerbach system of length $\kappa^+$. To wit, find ordinal numbers $(\alpha_\theta)_{\theta < \kappa^+}$ and $(\beta_\theta)_{\theta < \kappa^+}$ in $\Lambda$ such that:

(i) $\alpha_\theta < \beta_\theta < \alpha_\eta$ whenever $\theta < \eta < \kappa^+$;
(ii) $\Lambda = \{\alpha_\theta\}_{\theta < \kappa^+} \cup \{\beta_\theta\}_{\theta < \kappa^+}$.

Then, the unit vectors $u_\theta := u_{\alpha_\theta,\beta_\theta}$ $(\theta < \kappa^+)$ with the corresponding biorthogonal functionals $\varphi_\theta := \varphi_{\alpha_\theta,\beta_\theta}$ $(\theta < \kappa^+)$ clearly constitute an Auerbach system. Finally, $\{u_\theta; \varphi_\theta\}_{\theta < \kappa^+}$ is an M-basis for the subspace $Y := \text{span}\{u_\theta\}_{\theta < \kappa^+}$, which concludes the proof. \hfill \Box

It is a standard fact that the weak* density of the dual of $X$, $w^*\text{-dens } X^*$ does not exceed some cardinal number $\lambda$ if and only if there exists a linear continuous injection of $X$ into $\ell_\infty(\lambda)$. Consequently, when $w^*\text{-dens } X^* \leq \lambda$ we deduce that $\text{dens } X \leq |\ell_\infty(\lambda)| = \exp \lambda$, or, in other words, $\text{dens } X \leq \exp (w^*\text{-dens } X^*)$. Combining this inequality with the content of the previous theorem leads us to the following corollary.

**Corollary 3.2.** Let $\kappa \geq \aleph_0$ be a cardinal number. Suppose that $X$ is a Banach space with $\text{dens } X > \exp_3 \kappa$. Then $X$ contains a subspace $Y$ with an Auerbach basis and such that $\text{dens } Y = \kappa^+$.

In the case where $X$ is a WLD Banach space, we can improve the previous result and obtain, under some cardinality assumptions on $\text{dens } X$, the existence of subspaces with Auerbach bases and of the maximal possible density character, namely equal to the density character of the Banach space $X$. We also point out that the restrictions on $\text{dens } X$ are in fact necessary, in view of the main result of Section 5. In Section 2.3 we shortly reviewed the results concerning WLD Banach spaces to be used presently.

**Theorem 3.3.** Suppose that $X$ is a WLD Banach space with $\omega_1 < \text{dens } X$ and let $\kappa$ be a regular cardinal number such that $\omega_1 < \kappa \leq \text{dens } X$. Then $X$ contains a subspace $Y$ with an Auerbach basis and such that $\text{dens } Y = \kappa$.

**Proof.** It is easy to construct in $X$ a normalised, monotone long Schauder basic sequence $(e_\alpha)_{\alpha < \kappa}$ of length $k$. This is achieved via the uncountable analogue to the classical Mazur technique (cf. [26, Corollary 4.11]) combined with the equally elementary fact that, $X$ being WLD, $w^*\text{-dens } X^* = \text{dens } X$ (see, e.g., [26, Proposition 5.40]). Note that we may actually obtain one such sequence with length $\text{dens } X$, but we shall not need it in what follows. Also observe that, as pointed out at the end of Section 2.3, for every $\varphi \in X^*$ the set $\{\alpha < \kappa : \langle \varphi, e_\alpha \rangle \neq 0\}$ is at most countable. We shall exploit this property at the very end of the argument.
Being a monotone long basic sequence, the family \((e_\alpha)_{\alpha<\kappa}\) is in particular right-monotone, in the sense that for every finite set \(F \subseteq \kappa\) and for every \(\beta < \kappa\) with \(F < \beta\) one has
\[
\left\| \sum_{\alpha \in F} c_\alpha e_\alpha \right\| \leq \left\| \sum_{\alpha \in F} c_\alpha e_\alpha + c_\beta e_\beta \right\|,
\]
for every choice of scalars \((c_\alpha)_{\alpha \in F \cup \{\beta\}}\). This condition is clearly equivalent to the requirement that, for every pair of finite sets \(F, G \subseteq \kappa\) with \(F < G\), one has
\[
\left\| \sum_{\alpha \in F} c_\alpha e_\alpha \right\| \leq \left\| \sum_{\alpha \in F} c_\alpha e_\alpha + \sum_{\alpha \in G} c_\alpha e_\alpha \right\|.
\]

Given a subfamily \((e_\alpha)_{\alpha \in \Gamma}\) of the basic sequence \((e_\alpha)_{\alpha<\kappa}\), we shall say that the family \((e_\alpha)_{\alpha \in \Gamma}\) is left-monotone if for every finite set \(F \subseteq \Gamma\) and for every \(\beta \in \Gamma\) with \(F < \beta\) one has
\[
\left\| c_\beta e_\beta \right\| \leq \left\| \sum_{\alpha \in F} c_\alpha e_\alpha + c_\beta e_\beta \right\|,
\]
for every choice of scalars \((c_\alpha)_{\alpha \in F \cup \{\beta\}}\). We shall also say that a family is bi-monotone if it is both left-monotone and right-monotone. Since every subfamily of the right-monotone family \((e_\alpha)_{\alpha<\kappa}\) is right-monotone too, the left-monotonicity of \((e_\alpha)_{\alpha \in \Gamma}\) is equivalent to it being bi-monotone.

We are interested in such bi-monotone families, since it is immediate to construct an Auerbach basis out of a bi-monotone family. Assume indeed that \((e_\alpha)_{\alpha \in \Gamma}\) is a bi-monotone family; the vectors \((e_\alpha)_{\alpha \in \Gamma}\) plainly constitute a linearly independent set, whence we can define linear functionals \(\varphi_\alpha\) \((\alpha \in \Gamma)\) on \(\operatorname{span}\{e_\alpha\}_{\alpha \in \Gamma}\) to be biorthogonal to the system \((e_\alpha)_{\alpha \in \Gamma}\). Moreover, for every finite set \(F \subseteq \Gamma\) and for every \(\beta \in F\), we may express \(F = F_- \cup \{\beta\} \cup F_+\) with \(F_- < \beta < F_+\). Consequently, an appeal to the left-monotonicity and then to the right-monotonicity yields us
\[
\left\langle \varphi_\beta, \sum_{\alpha \in F} c_\alpha e_\alpha \right\rangle = |c_\beta| = \left\| c_\beta e_\beta \right\| \leq \left\| \sum_{\alpha \in F_-} c_\alpha e_\alpha + c_\beta e_\beta \right\| \leq \left\| \sum_{\alpha \in F_-} c_\alpha e_\alpha + c_\beta e_\beta + \sum_{\alpha \in F_+} c_\alpha e_\alpha \right\| = \left\| \sum_{\alpha \in F} c_\alpha e_\alpha \right\|.
\]
Therefore, \(\varphi_\beta\) is a bounded linear functional of norm 1. By the Hahn–Banach theorem, we can extend it to a functional, still denoted \(\varphi_\beta\), defined on the whole \(X\); the system \((e_\alpha; \varphi_\alpha)_{\alpha \in \Gamma}\) is then an Auerbach system. Moreover, \((e_\alpha; \varphi_\alpha)_{\alpha \in \Gamma}\) is clearly an M-basis for the subspace \(Y := \overline{\operatorname{span}}\{e_\alpha\}_{\alpha \in \Gamma}\), which is then the desired subspace.

In other words, in order to prove the result it will be sufficient to find a left-monotone subfamily \((e_\alpha)_{\alpha \in \Gamma}\) of \((e_\alpha)_{\alpha<\kappa}\) such that \(|\Gamma| = \kappa\). Therefore, we now turn our attention to the construction of such a family, and we start with some more notation.
Given subsets $\Gamma_1$ and $\Gamma_2$ of $\kappa$, we say that $\Gamma_2$ is an extension of $\Gamma_1$ if $\Gamma_2 = \Gamma_1 \cup G$, for some set $G \subseteq \kappa$ such that $G > \Gamma_1$, i.e., we add some indices ‘after the end’ of $\Gamma_1$. In such a case, we also say that the family $(e_{\alpha})_{\alpha \in \Gamma_2}$ is an extension of the family $(e_{\alpha})_{\alpha \in \Gamma_1}$; clearly, such extension relation defines a partial ordering on the collection of all subfamilies of the family $(e_{\alpha})_{\alpha < \kappa}$.

Let us now fix an element $\gamma < \kappa$ and observe that the family $\{e_{\gamma}\}$ is trivially bi-monotone. We can therefore consider the non-empty partially ordered set $\mathcal{P}$ consisting of all left-monotone extensions of the family $\{e_{\gamma}\}$, endowed with the partial order induced by the extension relation described above. It is immediate to verify that every chain in $\mathcal{P}$ admits an upper bound, given by the union of the elements of the chain; therefore an appeal to Zorn’s lemma provides us with the existence of a maximal element in $\mathcal{P}$. In other words, there exists a maximal left-monotone subfamily $(e_{\alpha})_{\alpha \in \Gamma(\gamma)}$ that extends $\{e_{\gamma}\}$; maximality, of course, refers to the order induced by the extension, hence every proper extension of $(e_{\alpha})_{\alpha \in \Gamma(\gamma)}$ fails to be left-monotone. Note that, according to our definition of extendability, $\gamma = \min \Gamma(\gamma)$.

We are now in position to consider the following dichotomy: either $|\Gamma(\gamma)| < \kappa$ for every $\gamma < \kappa$, or there exists an ordinal $\tilde{\gamma} < \kappa$ with the property that $|\Gamma(\tilde{\gamma})| = \kappa$. In the latter case, the family $(e_{\alpha})_{\alpha \in \Gamma(\tilde{\gamma})}$ is by definition a bi-monotone family of length $\kappa$; consequently, it induces an Auerbach system of the desired cardinality, as described above, and the proof is complete. Our plan is to show that the former case actually leads us to a contradiction, therefore only the latter case could occur, which in turn would conclude the proof.

Start with $\gamma_0 := 0$ and set $\Gamma_0 := \Gamma(\gamma_0)$. Since $|\Gamma_0| < \kappa$ and $\kappa$ is regular, it is possible to select an ordinal $\gamma_1 < \kappa$ such that $\Gamma_0 < \gamma_1$; we may also set $\Gamma_1 := \Gamma(\gamma_1)$. We next proceed analogously by transfinite induction: assuming to have already found $(\gamma_{\beta})_{\beta < \delta}$, with the corresponding set $\Gamma_{\beta} := \Gamma(\gamma_{\beta})$, for some $\delta < \omega_1$, then $|\Gamma_{\beta}| < \kappa$ and the properties of $\kappa$ imply $|\bigcup_{\beta < \delta} \Gamma_{\beta}| < \kappa$. Exploiting the regularity once again, we may thus find an ordinal $\gamma_{\delta} < \kappa$ such that $\bigcup_{\beta < \delta} \Gamma_{\beta} < \gamma_{\delta}$. Consequently, we have found an increasing $\omega_1$-sequence $(\gamma_{\beta})_{\beta < \omega_1}$, together with sets $\Gamma_{\beta} := \Gamma(\gamma_{\beta})$, with the property that $\Gamma_{\beta} < \gamma_{\delta}$ whenever $\beta < \delta < \omega_1$. Moreover, the assumption that $\kappa > \omega_1$ allows us to conclude that we can find an ordinal $\tilde{\beta} < \kappa$ such that $\bigcup_{\beta < \omega_1} \Gamma_{\beta} < \tilde{\beta}$.

Consider now an arbitrarily fixed $\beta < \omega_1$; the family $(e_{\alpha})_{\alpha \in \Gamma_{\beta}}$ is a left-monotone family which, by the very definition, admits no left-monotone extension. Since $\Gamma_{\beta} \cup \{\tilde{\beta}\}$ plainly is an extension of $\Gamma_{\beta}$, the family $(e_{\alpha})_{\alpha \in \Gamma_{\beta} \cup \{\tilde{\beta}\}}$ fails to be left-monotone. The only way for this to be possible, from the left-monotonicity of $(e_{\alpha})_{\alpha \in \Gamma_{\beta}}$, is that there are a finite set $F \subseteq \Gamma_{\beta}$ and scalars $(c_{\alpha})_{\alpha \in \Gamma_{\beta} \cup \{\tilde{\beta}\}}$ such that

$$\left\| \sum_{\alpha \in F} c_{\alpha} e_{\alpha} + c_{\tilde{\beta}} e_{\tilde{\beta}} \right\| < |c_{\tilde{\beta}}|.$$  

Up to a scaling, we can also assume that $c_{\tilde{\beta}} = 1$. Therefore, setting $b_{\beta} := \sum_{\alpha \in F} c_{\alpha} e_{\alpha}$, we have found (for every $\beta < \omega_1$) a block $b_{\beta} \in \text{span}\{e_{\alpha}\}_{\alpha \in \Gamma_{\beta}}$ satisfying

$$\|b_{\beta} + c_{\tilde{\beta}} e_{\tilde{\beta}}\| < 1.$$
The uncountable cofinality of $\omega_1$ therefore provides us with an uncountable subset $\Omega$ of $\omega_1$ and a real $\delta > 0$ such that $\|b_\beta + e_\Gamma\| \leq 1 - \delta$, for every $\beta \in \Omega$. If $b$ is any convex combination of the $b_\beta$'s ($\beta \in \Omega$), then of course $\|b + e_\Gamma\| \leq 1 - \delta$ too. Therefore, for every such $b$ we have $\|b\| \geq \delta$ and, setting $C := \text{conv}\{b_\beta \}_{\beta \in \Omega}$, we readily conclude that $\text{dist}(C,0) \geq \delta$. Consequently, an appeal to the Hahn–Banach separation theorem furnishes us with a normalised functional $\varphi \in X^*$ such that $\langle \varphi, b \rangle \geq \delta$ for every $b \in C$, in particular $\langle \varphi, b_\beta \rangle \geq \delta$ for every $\beta \in \Omega$.

This is, however, in contradiction with the fact that $\varphi$ is countably supported by the basic sequence $(e_\alpha)_{\alpha < \kappa}$. In fact, the vectors $b_\beta$ ($\beta \in \Omega$) are evidently disjointly supported, whence only countably many of the supports of the $b_\beta$'s can intersect the support of $\varphi$. Finally, if $\beta$ is any index in $\Omega$ with the property that $\text{supp}(b_\beta) \cap \text{supp}(\varphi) = \emptyset$, then clearly $\langle \varphi, b_\beta \rangle = 0$ and this is in contradiction with the conclusion of the previous paragraph. This ultimately shows that the former possibility in the above dichotomy cannot indeed occur, thereby concluding the proof.

Having at our disposal those general results concerning the existence of Auerbach systems, we now pass to a basic proposition showing how to obtain separated families of unit vectors starting from a long Auerbach system.

**Proposition 3.4.** Suppose that the Banach space $X$ contains an Auerbach system of cardinality $c^+$. Then both $S_X$ and $S_{X^*}$ contain an uncountable symmetrically $(1+)$-separated subset.

**Proof.** Clearly, if $\{e_\gamma; \varphi_\gamma\}_{\gamma \in \Gamma}$ is an Auerbach system in $X$, then we can consider $\{\varphi_\gamma; e_\gamma\}_{\gamma \in \Gamma}$ as an Auerbach system in $X^*$; consequently, it suffices to prove the result for $X$. Let therefore $\{e_\alpha; \varphi_\alpha\}_{\alpha < c^+}$ be an Auerbach system in $X$ and consider the following colouring $c: [c^+]^2 \to \{(>), (\leq)\}$:

$$\{(\alpha, \beta) \mapsto \begin{cases} \langle \rangle & \|e_\alpha - e_\beta\| > 1 \\ \langle \leq \rangle & \|e_\alpha - e_\beta\| \leq 1. \end{cases}$$

The Erdős–Rado theorem assures us of the validity of $c^+ \to (\omega_1)^2$, whence the colouring $c$ admits a monochromatic set $\Lambda$ with cardinality $\omega_1$. In other words, we have found a family $\{e_\alpha\}_{\alpha \in \Lambda}$, where $|\Lambda| = \omega_1$, such that either $\|e_\alpha - e_\beta\| > 1$ for every $\alpha, \beta \in \Lambda$ with $\alpha \neq \beta$ or $\|e_\alpha - e_\beta\| \leq 1$ for every such $\alpha, \beta$. In the first case, the family $\{e_\alpha\}_{\alpha \in \Lambda}$ is obviously $(1+)$-separated, and we are done; we thus only have to consider the case of the colour ($\langle \leq \rangle$).

In such a case, let us, for notational simplicity, well order the set $\Lambda$, thereby obtaining a family $\{e_\alpha\}_{\alpha < \omega_1}$ of unit vectors (with the corresponding norm-one biorthogonal functionals $\{\varphi_\alpha\}_{\alpha < \omega_1}$) with the property that $\|e_\alpha - e_\beta\| \leq 1$ whenever $\alpha, \beta < \omega_1$. We may now modify the vectors $e_\alpha$ as follows: for $1 \leq \alpha < \omega_1$, we set

$$\tilde{e}_\alpha := e_\alpha - \sum_{\gamma < \alpha} c^\gamma_\alpha e_\gamma,$$

where $\{c^\gamma_\alpha\}_{\gamma < \alpha}$ is a collection of positive real numbers such that, for $1 \leq \alpha < \omega_1$, $c^0_\alpha \geq 3/4$ and $\sum_{\gamma < \alpha} c^\gamma_\alpha = 1$ (such collections do exist since the set $\{\gamma: \gamma < \alpha\}$ is countable).
Let us first observe that this modification does not change the norm of the vectors: indeed, on the one hand
\[
\|\tilde{e}_\alpha\| = \left\| \sum_{\gamma < \alpha} c_\gamma^\alpha e_\alpha - \sum_{\gamma < \alpha} c_\gamma^\gamma e_\gamma \right\| \leq \sum_{\gamma < \alpha} c_\gamma^\alpha \| e_\alpha - e_\gamma \| \leq 1;
\]
on the other hand, \(\langle \varphi_\alpha, \tilde{e}_\alpha \rangle = \langle \varphi_\alpha, e_\alpha \rangle = 1\). Consequently, \(\tilde{e}_\alpha \in S_X\).

Finally, the family \(\{\tilde{e}_\alpha\}_{1 \leq \alpha < \omega_1}\) is symmetrically \((1+)\)-separated. Indeed, for any choice \(1 \leq \alpha < \beta < \omega_1\), we have
\[
\|\tilde{e}_\alpha - \tilde{e}_\beta\| \geq \langle \varphi_\alpha, \tilde{e}_\alpha - \tilde{e}_\beta \rangle = \langle \varphi_\alpha, e_\alpha \rangle - \left\langle \varphi_\alpha, e_\beta - \sum_{\gamma < \beta} c_\gamma^\beta e_\gamma \right\rangle = 1 + c_\gamma^\alpha \beta > 1,
\]
\[
\|\tilde{e}_\alpha + \tilde{e}_\beta\| \geq |\langle \varphi_0, \tilde{e}_\alpha + \tilde{e}_\beta \rangle| = |c_0^\alpha + c_0^\beta| \geq 3/2.
\]

If we combine this proposition with the above statements concerning the existence of Auerbach systems, we immediately arrive at the following results. For the proof of the second one, we just need to observe that \(c^+\), being a successor cardinal, is regular (cf. \cite[Corollary 5.3]{30}).

**Corollary 3.5.** Let \(X\) be a Banach space with \(\omega^*-\dens\ X > \exp_2 c\). Then both \(X\) and \(X^*\) contain uncountable symmetrically \((1+)\)-separated families of unit vectors.

In particular, the unit sphere of every Banach space \(X\) with \(\dens X > \exp_2 c\) contains an uncountable symmetrically \((1+)\)-separated subset.

**Corollary 3.6.** Let \(X\) be a WLD Banach space with \(\dens X > c\). Then the unit spheres of \(X\) and of \(X^*\) contain uncountable symmetrically \((1+)\)-separated subsets.

In conclusion to this section, we shall present a few, much simpler, renorming results, which also depend on the existence of Auerbach systems (or, more generally, biorthogonal systems). Those results are the non-separable counterparts to \cite[Section 5.1]{25}, with essentially the same proofs. Let us also mention \cite[Theorem 3]{50}, where similar renorming techniques are shown to produce infinite equilateral sets.

Recall that a biorthogonal system \(\{x_i; f_i\}_{i \in I}\) in \(X\) is said to be **bounded** if
\[
\sup_{i \in I} \|x_i\| \cdot \|f_i\| < \infty.
\]

Of course, up to a scaling, we can always assume that the system is **normalised**, i.e., such that \(\|x_i\| = 1\) (\(i \in I\)).

**Proposition 3.7.** Let \((X, \|\cdot\|)\) be a Banach space that contains a bounded biorthogonal system \(\{x_i; f_i\}_{i \in I}\). Then there exists an equivalent norm \(\|\cdot\|\) on \(X\) such that \(S_{(X, \|\cdot\|)}\) contains a symmetrically \(2\)-separated subset with cardinality \(|I|\). In particular, \(\{x_i\}_{i \in I}\) is such a set.
The proof is the same as in [25, Proposition 5.1], and it is therefore omitted. Let us just mention that the norm \( \|\cdot\| \) can be explicitly defined as
\[
\|x\| = \max \left\{ \sup_{i \neq k \in I} \left( |\langle f_i, x \rangle| + |\langle f_k, x \rangle| \right), \|x\| \right\} \quad (x \in X)
\]
and that the above renorming was already present in the proof of [41, Theorem 7].

Note that, if \( \{x_i; f_i\}_{i \in I} \) is a biorthogonal system and \( |I| \) has uncountable cofinality, we can pass to a subsystem with the same cardinality and which is bounded. In fact the sets \( I_n := \{ i \in I : \|x_i\| \cdot \|f_i\| \leq n \} \) satisfy \( \bigcup_{n=1}^{\infty} I_n = I \); hence, for some \( n \in \mathbb{N} \), we have \( |I_n| = |I| \) and, of course, \( \{x_i; f_i\}_{i \in I_n} \) is a bounded biorthogonal system.

We can now combine those simple observations with deep results concerning the existence of uncountable biorthogonal systems in non-separable Banach spaces. In his fundamental work [63], Todorčević has proved the consistency with ZFC of the claim that every non-separable Banach space admits an uncountable biorthogonal system, proving in particular the result under Martin’s Maximum (MM) ([63, Corollary 7]).

Let us mention—even if not strictly needed—that under suitable additional set theoretic assumptions there exist non-separable Banach spaces with no uncountable Auerbach systems. The first such example, under (CH), is due to Kunen (unpublished) and appeared later in the survey [56]; other published results, under ♠ and ♦ respectively, are [57, 61]. We also refer to [26, Section 4.4] for a modification, suggested by Todorčević, of the argument in [57]. Let us also refer to [12, 15, 18, 45, 62, 63], or [26, Section 4.3], for some absolute (ZFC) results.

**Corollary 3.8.** It is consistent with ZFC that every non-separable Banach space \( X \) admits an equivalent norm \( \|\cdot\| \) such that \( S(X,\|\cdot\|) \) contains an uncountable symmetrically 2-separated subset.

In the particular case that the biorthogonal system is an Auerbach system, we can specialise the above renorming and obtain an approximation of the original norm.

**Proposition 3.9.** Assume that a Banach space \( (X,\|\cdot\|) \) contains an Auerbach system \( \{x_i; f_i\}_{i \in I} \). Then, for every \( \varepsilon > 0 \), \( X \) admits an equivalent norm \( \|\cdot\| \) such that \( \|\cdot\| \leq \|\cdot\| \leq (1 + \varepsilon) \|\cdot\| \) and (for some \( \delta > 0 \)) \( S(X,\|\cdot\|) \) contains a symmetrically \( (1+\delta) \)-separated subset with cardinality \( |I| \).

### 3.2. \( c_0(\Gamma) \) spaces.

In this chapter we shall investigate the existence of separated families of unit vectors in spaces of the form \( c_0(\Gamma) \). Such spaces are natural candidates for investigation since they constitute the archetypal examples of spaces which fail to contain uncountable \( (1+\varepsilon) \)-separated families of unit vectors. This was already pointed out by Elton and Odell ([9, Remark (2)]); the very simple proof is also recorded in [38, Proposition 2.1]. On the other hand, it was noted in [16, Remark (2), p. 558] that, for uncountable \( \Gamma \), the unit sphere of \( c_0(\Gamma) \) contains an uncountable \( (1+) \)-separated subset; it even contains an uncountable symmetrically \( (1+) \)-separated subset. The very quick argument is also included here.

**Example 3.10.** For every uncountable set \( \Gamma \), \( c_0(\Gamma) \) contains an uncountable symmetrically \( (1+) \)-separated family of unit vectors.
Of course, it suffices to prove the claim for $\Gamma = \omega_1$. For $1 \leq \alpha < \omega_1$, we choose a unit vector $x_\alpha \in c_0(\omega_1)$ such that

$$x_\alpha(\lambda) = \begin{cases} 1 & \lambda = 0, \alpha \\ < 0 & 1 \leq \lambda < \alpha \\ 0 & \alpha < \lambda < \omega_1; \end{cases}$$

such a choice is indeed possible since, for $\alpha < \omega_1$, the set $\{\lambda : 1 \leq \lambda < \alpha\}$ is at most countable. It is obvious that the family $(x_\alpha)_{1 \leq \alpha < \omega_1}$ is symmetrically $(1+)$-separated, since, for $1 \leq \alpha < \beta < \omega_1$, we have $\|x_\alpha - x_\beta\| \geq |x_\alpha(\alpha) - x_\beta(\alpha)| = 1 - x_\beta(\alpha) > 1$ and $\|x_\alpha + x_\beta\| \geq |x_\alpha(0) + x_\beta(0)| = 2$.

Our next result shows that the above obvious construction can not be improved, as every $(1+)$-separated family of unit vectors in a $c_0(\Gamma)$ space has cardinality at most $\omega_1$. This result improves an observation due to P. Koszmider (see [38, Proposition 4.13]). Just as the assertion about $(1 + \varepsilon)$-separation, the proof exploits the $\Delta$-system lemma, whose statement was recalled in Section 2.4.

**Theorem 3.11.** Let $A \subseteq S_{c_0(\Gamma)}$ be a $(1+)$-separated set. Then $|A| \leq \omega_1$.

**Proof.** The assertion is trivially true for $|\Gamma| \leq \omega_1$; on the other hand, if $|\Gamma| > \omega_2$ and the unit sphere of $c_0(\Gamma)$ contains a $(1+)$-separated family of cardinality $\omega_2$, then the union of the supports of those vectors is a set with cardinality at most $\omega_2$; therefore, we would find a $(1+)$-separated family with cardinality $\omega_2$ in the unit sphere of $c_0(\omega_2)$. Consequently, we may without loss of generality restrict our attention to the case $\Gamma = \omega_2$.

Assume, in search for a contradiction, that the unit sphere of $c_0(\omega_2)$ contains a subset $\{x_\alpha\}_{\alpha < \omega_2}$ such that $\|x_\alpha - x_\beta\| > 1$ for every choice of distinct $\alpha, \beta < \omega_2$. For $\alpha < \omega_2$, consider the finite sets $N_\alpha := \{|x_\alpha| > 1/2\}$, where $\{|x_\alpha| > 1/2\}$ is a shorthand for the set $\{\gamma < \omega_2 : |x_\alpha(\gamma)| > 1/2\}$. The $\Delta$-system lemma allows us to assume (up to passing to a subset that still has cardinality $\omega_2$) that there is a finite subset $\Delta$ of $\omega_2$ such that $N_\alpha \cap N_\beta = \Delta$ whenever $\alpha \neq \beta$; moreover, using again the regularity of $\omega_2$, we can also assume that all the $N_\alpha$’s have the same (finite) cardinality. Since $\Delta$ is a finite set, the unit ball of $\ell_\infty(\Delta) \subseteq c_0(\omega_2)$ is compact and it can be covered by finitely many balls of radius $1/2$; also, $x_\alpha|\Delta \in B_{\ell_\infty(\Delta)}$ for every $\alpha$. These two facts imply that there is a subset $\Omega$ of $\omega_2$, still with cardinality $\omega_2$, such that all $x_\alpha|\Delta$’s ($\alpha \in \Omega$) lie in the same ball; in other words, up to passing to a further subset, we can assume that, for every $\alpha, \beta < \omega_2$, we have $\|x_\alpha|\Delta - x_\beta|\Delta\| \leq 1$.

Let us summarise what we have obtained so far. If, by contradiction, the conclusion of the theorem is false, then there is a $(1+)$-separated subset $\{x_\alpha\}_{\alpha < \omega_2}$ of $S_{c_0(\omega_2)}$ such that the following hold true:

(i) there is a finite set $\Delta \subseteq \omega_2$ with $N_\alpha \cap N_\beta = \Delta$ for distinct $\alpha, \beta < \omega_2$;
(ii) the sets $N_\alpha$ have the same finite cardinality;
(iii) $\|x_\alpha|\Delta - x_\beta|\Delta\| \leq 1$ for every $\alpha, \beta < \omega_2$. 

We will show that these properties lead to a contradiction. According to (i), we may write \( N_\alpha = \Delta \cup \tilde{N}_\alpha \), where \( \tilde{N}_\alpha \subseteq \omega_2 \setminus \Delta \) and the sets \( \tilde{N}_\alpha \) are mutually disjoint. Moreover, by (ii), they also have the same finite cardinality, say \( k \); let us then write \( \tilde{N}_\alpha = \{ \lambda_i^\alpha, \ldots, \lambda_k^\alpha \} \) with \( \lambda_k^\alpha < \lambda_2^\alpha < \cdots < \lambda_1^\alpha < \omega_2 \). The disjointness of the \( \tilde{N}_\alpha \)'s forces in particular \( \lambda_1^\alpha \neq \lambda_1^\beta \) for \( \alpha \neq \beta \) and this in turn implies

\[
\sup_{\alpha < \omega_2} \lambda_1^\alpha = \omega_2. \tag{3.1}
\]

We then consider the set \( \bigcup_{\alpha < \omega_1} \text{supp} x_\alpha \); such a set has cardinality at most \( \omega_1 \), so its supremum is necessarily strictly smaller than \( \omega_2 \). Therefore, combining this information and (3.1), we infer that there exists an ordinal \( \beta < \omega_2 \) such that

\[
\sup \left( \bigcup_{\alpha < \omega_1} \text{supp} x_\alpha \right) < \lambda_1^\beta;
\]

in particular, this implies that \( \tilde{N}_\beta \cap \text{supp} x_\alpha = \emptyset \) for every \( \alpha < \omega_1 \). Moreover, the set \( \{ 0 < |x_\beta| < 1/2 \} \) is of course countable, whence it can intersect at most countably many of the disjoint sets \( \{ \tilde{N}_\alpha \}_{\alpha < \omega_1} \). Consequently, we can find an ordinal \( \alpha < \omega_1 \) such that \( \{ 0 < |x_\beta| < 1/2 \} \cap \tilde{N}_\alpha = \emptyset \) too. In order to understand where the supports of those \( x_\alpha \) and \( x_\beta \) could possibly intersect, we note that for every \( \gamma \) we have the disjoint union

\[
\text{supp} x_\gamma = \Delta \cup \left( \tilde{N}_\gamma \cup \{ 0 < |x_\gamma| < 1/2 \} \right).
\]

Therefore, using our previous choices of \( \beta \) and \( \alpha \), we obtain:

\[
\text{supp} x_\alpha \cap \text{supp} x_\beta = \Delta \cup \left( \left( \tilde{N}_\alpha \cup \{ 0 < |x_\alpha| < 1/2 \} \right) \cap \left( \tilde{N}_\beta \cup \{ 0 < |x_\beta| < 1/2 \} \right) \right)
\]

\[
= \Delta \cup \left( \{ 0 < |x_\alpha| < 1/2 \} \cap \{ 0 < |x_\beta| < 1/2 \} \right).
\]

Finally, for every \( \gamma \in \{ 0 < |x_\alpha| < 1/2 \} \cap \{ 0 < |x_\beta| < 1/2 \} \) it is obvious that we have \( |x_\alpha(\gamma) - x_\beta(\gamma)| \leq 1 \); consequently, the condition \( \|x_\alpha - x_\beta\| > 1 \) can only be witnessed by coordinates from \( \Delta \), i.e., \( \|x_\alpha \cap \Delta - x_\beta \cap \Delta\| > 1 \); however, this readily contradicts (iii). \( \square \)

**Remark 3.12.** Let us notice in passing that if we consider the spaces \( c_{00}(\Gamma) \), then every \( (1+) \)-separated family of unit vectors is actually at most countable; this is also pointed out in [16, Remark (2), p. 558] and it immediately follows from the \( \Delta \)-system lemma exactly as in [9, Remark (2)].

The results mentioned so far in this section draw a complete picture about separated families of unit vectors in \( c_0(\Gamma) \) spaces; we therefore conclude this section presenting some results concerning renormings of those spaces.

Proposition 3.9 in the previous section applies in particular to the canonical basis of \( c_0(\Gamma) \); consequently, the canonical norm \( \| \cdot \|_\infty \) on \( c_0(\Gamma) \) can be approximated by norms whose unit spheres contain (for some \( \varepsilon > 0 \)) symmetrically \( (1 + \varepsilon) \)-separated subsets of cardinality \( |\Gamma| \). If we combine this result with James’ non distortion theorem, we obtain the approximation of every equivalent norm on \( c_0(\Gamma) \). Before we proceed, a historical remark about the non-separable counterparts of James’ theorems is in order.
Remark 3.13. It was communicated to us by W. B. Johnson that the non-separable analogue of both James’ non-distortion theorems were known to the experts immediately after the paper of James [28] had been published. At the beginning of this century, A. S. Granero being unaware of this situation, circulated a note containing the proofs of these theorems ([22]). It seems that the first published proof of non-separable versions of James’s non-distortion theorems may be found in [27, Theorem 3].

Proposition 3.14. Every equivalent norm on $c_0(\Gamma)$ can be approximated by norms whose unit spheres contain (for some $\delta > 0$) symmetrically $(1 + \delta)$-separated subsets of cardinality $|\Gamma|$.

Proof. Let $\|\cdot\|$ be any equivalent norm on $c_0(\Gamma)$ and fix $\varepsilon > 0$. By the non-separable version of James’ non-distortion theorem, there exists a subspace $Y$ of $c_0(\Gamma)$, with $\text{dens}(Y) = |\Gamma|$, such that $Y$ is $\varepsilon$-isometric to $(c_0(\Gamma), \|\cdot\|_{\infty})$. Let $T: (Y, \|\cdot\|) \to (c_0(\Gamma), \|\cdot\|_{\infty})$ be a linear isomorphism witnessing this fact; in particular, we may assume that $\|T\| \leq 1 + \varepsilon$ and $\|T^{-1}\| \leq 1$. According to Proposition 3.9, we can choose a norm $\nu$ on $(c_0(\Gamma), \|\cdot\|_{\infty})$ with $\|\cdot\|_{\infty} \leq \nu \leq (1 + \varepsilon) \|\cdot\|_{\infty}$ and such that $S_{(c_0(\Gamma), \nu)}$ contains (for some $\delta > 0$) a symmetrically $(1 + \delta)$-separated family of cardinality $|\Gamma|$.

Consider a new norm on $Y$ given by $y \mapsto \nu(Ty)$ ($y \in Y$); since

$$\|y\| \leq \|Ty\|_{\infty} \leq \nu(Ty) \leq (1 + \varepsilon)\|Ty\|_{\infty} \leq (1 + \varepsilon)^2\|y\|,$$

it is well known that we can extend the norm $\nu \circ T$ to a norm $\|\cdot\|$ defined on $(c_0(\Gamma), \|\cdot\|)$ and still satisfying $\|\cdot\| \leq \|\cdot\| \leq (1 + \varepsilon)^2 \|\cdot\|$. Finally, $T$ is an isometry from $(Y, \|\cdot\|)$ onto $(c_0(\Gamma), \nu)$, whence the unit sphere of $(c_0(\Gamma), \|\cdot\|)$ contains a symmetrically $(1 + \delta)$-separated family of cardinality $|\Gamma|$. \qed

Remark 3.15. Let us note in passing that, by a very similar argument, the unit sphere of every equivalent norm on $\ell_1(\Gamma)$ contains (for some $\varepsilon > 0$) a symmetrically $(1 + \varepsilon)$-separated family of cardinality $|\Gamma|$.

In the last result for this section we provide a sufficient condition for a renorming of $c_0(\Gamma)$ to contain an uncountable $(1+)$-separated family of unit vectors; the argument elaborates over the proof of Proposition 3.14. Further sufficient conditions will follow from the results in Section 4.

Let $\Gamma$ be any set and $\|\cdot\|$ be a norm on $c_0(\Gamma)$ (not necessarily equivalent to the canonical $\|\cdot\|_{\infty}$ norm of $c_0(\Gamma)$). We say that $\|\cdot\|$ is a lattice norm if $\|x\| \leq \|y\|$ for every pair of vectors $x, y \in c_0(\Gamma)$ such that $|x(\gamma)| \leq |y(\gamma)|$ for each $\gamma \in \Gamma$. In other words, $\|\cdot\|$ is a lattice norm if $(c_0(\Gamma), \|\cdot\|)$ is a normed lattice when endowed with the canonical coordinate-wise partial ordering. Accordingly, in what follows we shall denote by $|x|$ the element defined by $|x|(\gamma) := |x(\gamma)|$ ($\gamma \in \Gamma$).

Proposition 3.16. Let $\Gamma$ be an uncountable set and $\|\cdot\|$ be a (not necessarily equivalent) lattice norm on $c_0(\Gamma)$. Then the unit sphere of $(c_0(\Gamma), \|\cdot\|)$ contains an uncountable $(1+)$-separated subset.
Proof. It is sufficient to prove the result for $\Gamma = \omega_1$. Let us denote by $e_\alpha (\alpha < \omega_1)$ the $\alpha$-th element of the canonical basis, i.e., $e_\alpha (\gamma) := \delta_{\alpha, \gamma}$; we also denote by $\tilde{e}_\alpha$ the unit vector $\tilde{e}_\alpha := e_\alpha/\|e_\alpha\|$. We may now choose, for every $\beta < \omega_1$, real numbers $(c_\beta^\alpha)_{\alpha < \beta}$ subject to the following three conditions:

(i) $c_\beta^\alpha \geq 0$ for each $\alpha < \beta$;
(ii) $c_\beta^\alpha > 0$ if and only if $\|\tilde{e}_\alpha - \tilde{e}_\beta\| \leq 1$;
(iii) if $c_\beta^\alpha > 0$ for some $\alpha < \beta$, then $\sum_{\alpha < \beta} c_\beta^\alpha = 1$.

Observe that condition (iii) could be equivalently stated as the requirement $\sum_{\alpha < \beta} c_\beta^\alpha$ to equal either 0 or 1; note, further, that (ii) implies $c_\beta^\alpha \cdot \|\tilde{e}_\alpha - \tilde{e}_\beta\| \leq c_\beta^\alpha$ for each $\alpha < \beta$.

We are now in position to define vectors $f_\beta \in c_0(\omega_1) (\beta < \omega_1)$ as follows:

$$f_\beta := \tilde{e}_\beta - \sum_{\alpha < \beta} c_\beta^\alpha \tilde{e}_\alpha.$$  

We readily verify that $\|f_\beta\| = 1$. In fact, if $\sum_{\alpha < \beta} c_\beta^\alpha = 0$, then $f_\beta = \tilde{e}_\beta$ and there is nothing to prove. In the other case, i.e., $\sum_{\alpha < \beta} c_\beta^\alpha = 1$, we have, according to (ii),

$$\|f_\beta\| = \left\| \sum_{\alpha < \beta} c_\beta^\alpha \tilde{e}_\beta - \sum_{\alpha < \beta} c_\beta^\alpha \tilde{e}_\alpha \right\| \leq \sum_{\alpha < \beta} c_\beta^\alpha \|\tilde{e}_\beta - \tilde{e}_\alpha\| \leq \sum_{\alpha < \beta} c_\beta^\alpha = 1.$$

On the other hand, $|f_\beta| \geq |\tilde{e}_\beta|$, whence $\|f_\beta\| = 1$ follows from the lattice property.

To conclude, we prove that the vectors $(f_\alpha)_{\alpha < \omega_1}$ are $(1+)$-separated. Given $\alpha < \beta < \omega_1$, we distinguish two cases. If $c_\beta^\alpha = 0$, then by our previous choice we have $\|\tilde{e}_\alpha - \tilde{e}_\beta\| > 1$. Moreover, $|f_\alpha - f_\beta| \geq |\tilde{e}_\alpha - \tilde{e}_\beta|$ and the lattice property imply $\|f_\alpha - f_\beta\| \geq \|\tilde{e}_\alpha - \tilde{e}_\beta\| > 1$. On the other hand, if $c_\beta^\alpha > 0$, we note that $|f_\alpha - f_\beta| \geq \|1 + c_\beta^\alpha \| \tilde{e}_\alpha\|; \text{ consequently, exploiting once more the lattice property, we conclude that } \|f_\alpha - f_\beta\| \geq \|(1 + c_\beta^\alpha \| \tilde{e}_\alpha\| = 1 + c_\beta^\alpha > 1.$

Remark 3.17. Concerning lattice norms, we would like to point out here the validity of the analogous result for lattice norms on the space $C([0, \omega_1])$. Inspection of the proof of [14, Proposition 2] shows that if $\|\cdot\|$ is any (not necessarily equivalent) lattice norm on $C([0, \omega_1])$, then $(C([0, \omega_1]), \|\cdot\|)$ contains an isometric copy of $(c_0(\omega_1), \|\cdot\|_\infty)$. Consequently, the unit sphere of $(C([0, \omega_1]), \|\cdot\|)$ contains an uncountable $(1+)$-separated subset.

4. A geometric approach involving exposed points

In the present chapter we shall be concerned with the proof of Theorem B; both clauses (i) and (ii) will depend on rather powerful results concerning the notion of an exposed point (which were recorded in Section 2.1), whence the title of this section. We will also present an abstract and a more general result, whose proof follows an analogous pattern, and show some its consequences. The material is naturally divided into two parts, the former concerning $(1+)$-separation and the latter investigating $(1+\varepsilon)$-separation. Finally, in the last section, we shall prove claim (iii) of theorem B.
4.1. (1+)-separation. An important result for the structure of quasi-reflexive Banach spaces is the fact that every quasi-reflexive Banach space $X$ contains a reflexive subspace $Y$ with the same density character as $X$. For non-separable $X$ this was proved in [1] Theorem 4.6], while the assertion in the separable case follows from some results by Johnson and Rosenthal (cf. [32] Corollary IV.1). Consequently, the next result implies assertion (i) in Theorem B.

**Theorem 4.1.** Let $X$ be an infinite-dimensional, reflexive Banach space. Then the unit sphere of $X$ contains a symmetrically (1+)-separated subset of cardinality $\text{dens } X$.

**Proof.** Let $X$ be an infinite-dimensional, reflexive Banach space and set $\lambda = \text{dens } X$. According to the result by Lindenstrauss and Troyanski quoted above, the weakly compact set $B_X$ contains an exposed point $x_1$; we can then choose a functional $\varphi_1 \in X^*$ that exposes $x_1$ (and we let $X_1 := X$ for notational consistency). Needless to say, the subspace $X_2 := \ker \varphi_1 \subseteq X_1$ is a reflexive Banach space, whence $B_{X_2}$ is a weakly compact subset of $X$. Consequently, we can choose an exposed point $x_2 \in B_{X_2}$ and a functional $\varphi_2 \in X^*$ that exposes $x_2$. We now proceed by transfinite induction. Assume, for some $\beta < \lambda$, to have already found closed subspaces $(X_\alpha)_{\alpha<\beta}$ of $X$, unit vectors $(x_\alpha)_{\alpha<\beta}$ and functionals $(\varphi_\alpha)_{\alpha<\beta}$ such that for each $\alpha < \beta$:

(i) $X_\alpha = \bigcap_{\gamma<\alpha} \ker \varphi_\gamma$;

(ii) $x_\alpha \in X_\alpha$ is an exposed point for $B_{X_\alpha}$ in $X$ and the functional $\varphi_\alpha \in X^*$ exposes $x_\alpha$.

Consider the closed subspace $X_\beta := \bigcap_{\alpha<\beta} \ker \varphi_\alpha$. The reflexivity of $X$ implies that $w^*-\text{dens } X^* = \text{dens } X = \lambda > |\beta|$, whence the linear span of the family $(\varphi_\alpha)_{\alpha<\beta}$ can not be $w^*$-dense in $X^*$. Consequently, $(\varphi_\alpha)_{\alpha<\beta}$ does not separate points in $X$ and $X_\beta$ does not reduce to the zero vector. Moreover, $B_{X_\beta}$ is a weakly compact subset of $X$, hence it admits an exposed point $x_\beta$, exposed by $\varphi_\beta \in X^*$. The fact that $X_\beta \neq \{0\}$ ensures us that $x_\beta$ is a unit vector. This completes the inductive step and shows the existence of families of closed subspaces $(X_\alpha)_{\alpha<\lambda}$ of $X$, unit vectors $(x_\alpha)_{\alpha<\lambda}$ and functionals $(\varphi_\alpha)_{\alpha<\lambda}$ with the two properties above.

In conclusion, we show that the family $(x_\alpha)_{\alpha<\lambda}$ is symmetrically (1+)-separated: if $\alpha < \beta < \lambda$, by construction $x_\beta \in X_\beta \subseteq \ker \varphi_\alpha$, so $\langle \varphi_\alpha, x_\alpha \pm x_\beta \rangle = \langle \varphi_\alpha, x_\alpha \rangle$. Since $\varphi_\alpha$ exposes $x_\alpha$, this last equality implies that $x_\alpha \pm x_\beta \notin B_{X_\alpha}$. But of course $x_\alpha \pm x_\beta \in X_\alpha$ and consequently $\|x_\alpha \pm x_\beta\| > 1$, thus concluding the proof. \qed

It is perhaps clear that the above reasoning can be adapted to more general spaces, notably spaces with the RNP. However, instead of giving various related results with similar proofs, we prefer to present an abstract version of the present reasoning, which subsumes many concrete examples. We then present concrete consequences of this general theorem.

**Definition 4.2.** An infinite-dimensional Banach space $(X, \|\cdot\|)$ is said to admit the point with small flatness property (shortly, PSF) if there exist $x \in S_X$ and a closed subspace $Y$ of $X$, with $\dim(X/Y) < \infty$, such that $\|x + y\| > 1$ for every unit vector $y \in S_Y$. In
symbols,

\[ X \] has PSF whenever:

\[
\begin{cases}
\exists x \in S_X, \exists Y \subseteq X \text{ closed subspace, with } \dim(X/Y) < \infty : \\
\forall y \in S_Y \|x + y\| > 1.
\end{cases}
\]

This notion is inspired from condition (☐) in the proof of [25, Theorem A]. We are going to see in a moment various examples of spaces with property (PSF), therefore it is perhaps worth including here an example of a Banach space failing this property.

**Example 4.3.** The space \( X = c_0(\omega_1) \) is an easy example of a space failing (PSF). Indeed, fix arbitrarily \( x \in S_X \) and a finite-codimensional closed subspace \( Y \) of \( X \). For \( \alpha < \omega_1 \), we denote by \( X_{> \alpha} \) the closed subspace of \( X \) consisting of all vectors whose support is contained in \([\alpha + 1, \omega_1)\). Of course, there exists an ordinal \( \alpha < \omega_1 \) such that \( \supp x \leq \alpha \) and, moreover, \( Y \cap X_{> \alpha} \) is a finite-codimensional subspace of \( X_{> \alpha} \). In particular, if we choose \( y \in Y \cap X_{> \alpha} \) with \( \|y\| = 1 \), \( x \) and \( y \) are disjointly supported, whence \( \|x + y\| = 1 \).

Let us also mention that there exists examples of separable Banach spaces that fail (PSF). In particular, it is possible to show that the space \( c_0 \) does not satisfy property (PSF). The proof of this claim is similar to the one above, together with some linear algebra calculations; therefore, we prefer to omit it.

Our general result now reads as follows.

**Theorem 4.4.** Let \( X \) be an infinite-dimensional Banach space such that every infinite-dimensional subspace \( \tilde{X} \) of \( X \) has (PSF). Then \( S_X \) contains a symmetrically \((1+)\)-separated subset with cardinality \( \omega^* \)-dens \( X^* \).

**Proof.** Let \( \lambda := \omega^*\text{-dens } X^* \). If \( \lambda = \omega \), then the result is contained in [25, Theorem A], so we assume \( \lambda > \omega \). We shall construct by transfinite induction a family of unit vectors \( (x_{\alpha})_{\alpha<\lambda} \subseteq S_X \) and a decreasing family of closed subspaces \( (H_{\alpha})_{\alpha<\lambda} \) of \( X \) such that, for every \( \alpha < \lambda \):

(i) \( \|x_{\alpha} + y\| > 1 \) for every \( y \in S_{H_{\alpha}} \);

(ii) \( x_{\beta} \in H_{\alpha} \) for \( \alpha < \beta < \lambda \);

(iii) \( \dim((\cap_{\beta<\alpha} H_{\beta})/H_{\alpha}) < \infty \).

Condition (iii) is a technical condition that we need for the inductive procedure to continue until \( \lambda \); it implies in particular that \( \dim(X/H_{1}) < \infty \) and \( \dim(H_{\alpha}/H_{\alpha+1}) < \infty \) for each \( \alpha < \lambda \). Once such a family is constructed, for \( \alpha < \beta < \lambda \) we have \( \pm x_{\beta} \in H_{\alpha} \), by (ii).

From (i) we conclude that \( \|x_{\alpha} \pm x_{\beta}\| > 1 \), whence the family \( (x_{\alpha})_{\alpha<\lambda} \) is symmetrically \((1+)\)-separated.

Before entering the construction of those families, we note the following: if condition (iii) is satisfied for every \( \alpha < \gamma \), then \( \cap_{\alpha<\gamma} H_{\alpha} \) is the intersection of at most \( \max\{|\gamma|, \omega\} \) kernels of functionals from \( X \), i.e., \( \omega^*\text{-dens}(X/\cap_{\alpha<\gamma} H_{\alpha}) \leq \max\{|\gamma|, \omega\} \).

The proof of this is also based on a simple transfinite induction argument: assuming the statement to be true for every \( \alpha < \delta \) (where \( \delta < \gamma \)), if \( \delta = \delta' + 1 \) is a successor ordinal, then of course \( \cap_{\alpha<\delta} H_{\alpha} = H_{\delta'} \). Consequently, the facts that \( \cap_{\alpha<\delta} H_{\alpha} \) is the intersection of at most \( \max\{|\delta'|, \omega\} \) kernels of functionals and that \( \dim((\cap_{\alpha<\delta} H_{\alpha})/H_{\delta'}) < \infty \) imply the...
desired assertion for $\cap_{\alpha<\delta} H_\alpha$. If $\delta$ is a limit ordinal, then $\cap_{\alpha<\delta} H_\alpha = \cap_{\beta<\delta} (\cap_{\alpha<\beta} H_\alpha)$ and each $\cap_{\alpha<\delta} H_\alpha$ is the intersection of at most $\max\{|\beta|, \omega\} \leq |\delta|$ kernels of functionals; hence the same is true for $\cap_{\alpha<\delta} H_\alpha$.

We now turn to the construction of the families $(x_\alpha)_{\alpha<\lambda}$ and $(H_\alpha)_{\alpha<\lambda}$ with the desired properties. Assume by transfinite induction to have already found such elements for every $\alpha < \gamma$, where $\gamma < \lambda$. From the above observation, we infer that

$$w^*\text{-dens}(X/ \bigcap_{\alpha<\gamma} H_\alpha)^* \leq \max\{|\gamma|, \omega\} < \lambda$$

and this readily implies that $w^*\text{-dens}(\cap_{\alpha<\gamma} H_\alpha)^* = \lambda$. In particular, $\cap_{\alpha<\delta} H_\alpha$ (is infinite-dimensional, hence it) has property (PSF) and we can thus find a unit vector $x_\gamma \in \cap_{\alpha<\gamma} H_\alpha$ and a finite-codimensional subspace $H_\gamma$ of $\cap_{\alpha<\gamma} H_\alpha$ such that $\|x_\gamma + y\| > 1$ for every $y \in S_{H_\gamma}$. It is then clear that properties (i)–(iii) are satisfied with such a choice; therefore, the transfinite induction step is complete and we are done. \qed

**Definition 4.5.** Let $X$ be a normed space and $F$ be a non-empty subset of $S_X$. We say that $F$ is a face of $B_X$ if there exists a functional $\varphi \in S_{X^*}$ such that $F = B_X \cap \langle \varphi, \cdot \rangle = 1$.

Note that if $S_X$ contains a face $F$ with $\text{diam}(F) < 1$, then $X$ has (PSF). In fact, let $\varphi \in S_{X^*}$ be such that $F = B_X \cap \langle \varphi, \cdot \rangle = 1$ and choose any $x \in F$. Then, for every $y \in Y := \ker \varphi$ with $\|y\| = 1$ we have $\|x + y\| > 1$ (otherwise, $x + y \in F$, whence $\text{diam}(F) \geq \|(x + y) - x\| = 1$). Consequently, the following proposition is an immediate consequence of the previous result and the simple fact that if $Y$ is a subspace of $X$, then every face of $B_Y$ is contained in a face of $B_X$.

**Proposition 4.6.** Let $X$ be an infinite-dimensional Banach space. Suppose that, for every infinite-dimensional subspace $Y$ of $X$, the unit ball $B_Y$ contains a face with diameter strictly smaller than 1. Then the unit sphere of $X$ contains a symmetrically $(1^+)$-separated subset with cardinality $w^*\text{-dens} X^*$.

In particular, the conclusion holds true if every face of $X$ has diameter strictly smaller than 1.

Clearly, if $X$ is strictly convex, then every face of $B_X$ is a singleton; we can therefore record the following immediate consequence to the present proposition.

**Corollary 4.7.** If $X$ is an infinite-dimensional strictly convex Banach space, then the unit sphere of $X$ contains a symmetrically $(1^+)$-separated subset with cardinality $w^*\text{-dens} X^*$.

Our next application of Theorem 4.4 leads us back to the dawn of this section, i.e., to exposed points. In fact, if $x \in S_X$ is an exposed point for $B_X$ and $\varphi \in S_{X^*}$ exposes $x$, then, for every unit vector $y \in Y := \ker \varphi$, we have $\langle \varphi, x + y \rangle = 1$, whence $\|x + y\| > 1$. Consequently, if the unit ball of $X$ admits an exposed point, $X$ has (PSF).

We now need to recall that the result by Lindenstrauss and Troyanski the proof of Theorem 4.4 heavily relied on is in fact consequence of a more general result, due to Phelps ([58], cf. [2], Theorem 5.17): if $C$ is a closed, convex and bounded set with the Radon-Nikodym property (RNP) in a Banach space $X$, then $C$ is the closed convex hull of its
strongly exposed points. This assertion is truly more general, since every weakly compact convex set has the RNP ([2, Theorem 5.11.(i)]), while the unit ball of \( \ell_1 \) is a simple example of a set with the RNP that fails to be weakly compact. Therefore, if a Banach space \( X \) has the RNP, the unit ball of every its subspace is the closed convex hull of its strongly exposed points. As a consequence, every infinite-dimensional subspace of \( X \) has (PSF) and we infer the validity of the following result. Note that, of course, it contains Theorem 4.1 as a particular case.

**Theorem 4.8.** Let \( X \) be an infinite-dimensional Banach space with the Radon–Nikodym property. Then there exists a symmetrically \((1+)\)-separated family of unit vectors in \( X \), with cardinality \( \text{w}^*\)-dens \( X^* \).

Our last result in this chapter is devoted to duals to Gâteaux differentiability spaces (we refer to Section 2.1 for the definition) and exploits \( \text{w}^* \)-exposed points. Note that, if \( X \) is a Gâteaux differentiability space, there exists a functional \( f_1 \in S_{X^*} \) which is \( \text{w}^* \)-exposed by some \( x_1 \in S_X \); in particular, for every \( g \in \{x_1\}^\perp \) we have \( \|f_1 \pm g\| > 1 \). The \( \text{w}^* \)-closed subspace \( \{x_1\}^\perp \) of \( X^* \) is the dual to \( X/\text{span} \{x_1\} \), which is a Gâteaux differentiability space, according to [59, Proposition 6.8]; therefore, we may use a transfinite induction argument completely analogous to those already presented in this section. Let us record the result formally.

**Proposition 4.9.** Let \( X \) be a Banach space dual to a Gâteaux differentiability space. Then the unit sphere of \( X \) contains a symmetrically \((1+)\)-separated subset with cardinality \( \text{w}^*\)-dens \( X^* \).

4.2. \((1+\varepsilon)\)-separation. In this part we shall present results parallel to those of the previous section, but concerning the existence of large symmetrically \((1+\varepsilon)\)-separated families. It is clear that one could formulate a uniform analogue to condition (PSF) and adapt the arguments to be presented in this section to deduce an analogue to Theorem 4.4. However, we shall not pursue this direction and we shall restrict ourselves to the consideration of some classes of Banach spaces.

In the first result we shall exploit the full power of the notion of strongly exposed point in order to treat spaces with the RNP. We start with the following simple observation.

**Lemma 4.10.** Let \( X \) be a Banach space and \( x \in B_X \) be a strongly exposed point of \( B_X \); also let \( \varphi \in X^* \) be a strongly exposing functional for \( x \). Then

\[
\inf\{\|x + v\| : v \in \ker \varphi, \|v\| = 1\} > 1.
\]

**Proof.** Note preliminarily that the above infimum is necessarily greater or equal to 1. In fact, \( \varphi \) exposes \( x \), so for every non-zero \( v \in \ker \varphi \) we have \( \|x + v\| > 1 \). If by contradiction the conclusion of the lemma is false, we may find a sequence of unit vectors \( (v_n)_{n=1}^\infty \) in \( \ker \varphi \) such that \( \|x + v_n\| \to 1 \). The vectors \( r_n := \frac{x + v_n}{\|x + v_n\|} \in B_X \) then satisfy

\[
\langle \varphi, r_n \rangle = \frac{\langle \varphi, x \rangle}{\|x + v_n\|} \to \frac{\langle \varphi, x \rangle}{\|x\|}
\]

\( \langle \varphi, x \rangle \); consequently, our assumption that \( x \) is strongly exposed by \( \varphi \) allows us to conclude that \( r_n \to x \). This is however an absurdity, since

\[
\|r_n - x\| \geq \|x + v_n - x\| - \|r_n - (x + v_n)\| = 1 - \|x + v_n\| \cdot \frac{1}{\|x + v_n\| - 1} \to 1.
\]
Theorem 4.11. Let $X$ be an infinite-dimensional Banach space with the RNP and let $\kappa \leq w^*-\text{dens } X^*$ be a cardinal number with uncountable cofinality. Then, for some $\varepsilon > 0$, the unit sphere of $X$ contains a symmetrically $(1 + \varepsilon)$-separated subset, with cardinality $\kappa$.

Proof. The argument follows a pattern similar to the proofs of the previous section, therefore we only sketch it. Let $\lambda := w^*-\text{dens } X^*$; a transfinite induction argument as in the proof of Theorem 4.11 shows the existence of families of closed subspaces $(X_\alpha)_{\alpha < \lambda}$ of $X$, unit vectors $(x_\alpha)_{\alpha < \lambda}$ and functionals $(\varphi_\alpha)_{\alpha < \lambda}$ with the following properties, for every $\alpha < \lambda$:

(i) $X_\alpha = \bigcap_{\gamma < \alpha} \ker \varphi_\gamma$;

(ii) $x_\alpha \in X_\alpha$ is a strongly exposed point for $B_{X_\alpha}$ in $X_\alpha$, strongly exposed by $\varphi_\alpha$.

According to Lemma 4.10, we can also find, for each $\alpha < \lambda$, a real $\varepsilon_\alpha > 0$ such that $\|x_\alpha + v\| \geq 1 + \varepsilon_\alpha$ for every unit vector $v \in \ker \varphi_\alpha \cap X_\alpha$. In particular, for every $\alpha < \beta < \lambda$ we have $\pm x_\beta \in \ker \varphi_\alpha \cap X_\alpha$, whence $\|x_\alpha \pm x_\beta\| \geq 1 + \varepsilon_\alpha$.

We finally exploit the cofinality of $\kappa$ to conclude the proof. Of course, the union of the sets $\Gamma_n := \{\alpha < \kappa: \varepsilon_\alpha \geq 1/n\}$ covers $\kappa$, whence the uncountable cofinality of $\kappa$ implies the existence of $n_0$ such that $|\Gamma_{n_0}| = \kappa$. Consequently, for any $\alpha, \beta \in \Gamma_{n_0}, \alpha < \beta$, we have

$$\|x_\alpha \pm x_\beta\| \geq 1 + \varepsilon_\alpha \geq 1 + 1/n_0.$$ 

Therefore, the family $\{x_\alpha\}_{\alpha \in \Gamma_{n_0}}$ has cardinality $\kappa$ and it is symmetrically $(1 + 1/n_0)$-separated, which concludes the proof. □

Plainly, reflexive Banach spaces have the RNP and satisfy $\text{dens } X = w^*-\text{dens } X^*$. Therefore, the following corollary is a particular case of the previous theorem; note that, by the considerations at the beginning of Section 4.1, it implies (ii) in Theorem B.

Corollary 4.12. Suppose that $X$ is an infinite-dimensional reflexive Banach space. Let $\kappa \leq \text{dens } X$ be a cardinal number with uncountable cofinality. Then there exists a symmetrically $(1 + \varepsilon)$-separated family of unit vectors in $S_X$, with cardinality $\kappa$.

We next give the $(1 + \varepsilon)$-separation analogue to Corollary 4.7 as it is to be expected, we need to assume a uniform analogue to strict convexity. Let us recall that a norm $\|\cdot\|$ on a Banach space $X$ is locally uniformly rotund (hereinafter, LUR) if, for every $x \in S_X$ and every sequence $(x_n)_{n=1}^\infty$ in $S_X$, the condition $\|x_n + x\| \to 2$ implies $x_n \to x$. It is very easy to verify the standard fact that if the norm of $X$ is LUR, then every point of $S_X$ is a strongly exposed point for $B_X$.

Consequently, by following the same pattern as in the proof of Theorem 4.11 we may conclude the following result.

Proposition 4.13. Let $X$ be an infinite-dimensional Banach space and let $\kappa \leq w^*-\text{dens } X^*$ be a cardinal number with $\text{cf}(\kappa)$ uncountable. If $X$ is LUR, then for some $\varepsilon > 0$ the unit sphere of $X$ contains a symmetrically $(1 + \varepsilon)$-separated subset, with cardinality $\kappa$.

Remark 4.14. It follows from a well-known renorming result, due to Troyanski and Zizler ([64, 66], also see [7, Section 7.1]), that every Banach space with a projectional skeleton...
admits a LUR renorming; we shall not recall the definition of a projectional skeleton here and we refer the reader to [33] or [33] Corollary 17.5] for information on this topic. As a consequence, when we combine this result with our previous proposition, we obtain the existence of a renorming whose unit sphere contains a large symmetrically \((1+\varepsilon)\) -separated family, with no need to exploit biorthogonal systems, as we made in Section 3.1.

The last result for this section is dedicated to asymptotically uniformly convex Banach spaces (cf. Section 2.2); the study of separated sequences in those spaces was undertaken by Delpech, [6]. Our result will, in particular, provide a non-separable counterpart to Deplech’s contribution.

**Theorem 4.15.** Let \(X\) be an infinite-dimensional Banach space and let \(d < 1 + \delta_X(1)\). Then the unit sphere of \(X\) contains a symmetrically \(d\)-separated family with cardinality equal to \(w^*-\text{dens } X^*\).

We should perhaps mention that the result is of interest only for asymptotically uniformly convex Banach spaces, or, more generally, whenever \(\delta_X(1) > 0\). In fact, for \(d < 1\), the existence of a symmetrically \(d\)-separated subset of \(S_X\), with cardinality \(\text{dens } X\), is an immediate consequence of Riesz’ lemma.

**Proof.** Let \(\lambda := w^*-\text{dens } X^*\). We construct by transfinite induction a long sequence of unit vectors \((x_\alpha)_{\alpha < \lambda} \subseteq S_X\) and a decreasing long sequence \((H_\alpha)_{\alpha < \lambda}\) of infinite-dimensional subspaces of \(X\) with \(\dim(H_\alpha/H_{\alpha+1}) < \infty\), \(\dim(X/H_1) < \infty\) and such that:

(i) \(\|x_\alpha + h\| \geq d\), for each \(h \in S_{H_\alpha}\) and \(\alpha < \lambda\);
(ii) \(x_\beta \in H_\alpha\), for \(\alpha < \beta < \lambda\).

It immediately follows that, for \(\alpha < \beta\), \(x_\alpha, x_\beta \in H_\alpha\), whence \(\|x_\alpha \pm x_\beta\| \geq d\) and we are done.

We start with an arbitrary \(x_1 \in S_X\); since \(d - 1 < \delta_X(1, x_1)\) there exists a finite-codimensional subspace \(H_1\) of \(X\) such that \(\inf_{h \in H_1, \|h\| \geq 1} \|x_1 + h\| \geq d\). In particular, \(\|x_1\| \geq d\) for every \(h \in S_{H_1}\). We now choose arbitrarily \(x_2 \in S_{H_1}\) and we proceed by transfinite induction. Assuming to have already found \((x_\alpha)_{\alpha < \gamma}\) and \((H_\alpha)_{\alpha < \gamma}\) for some \(\gamma < \lambda\) we consider two cases: if \(\gamma = \gamma + 1\) is a successor ordinal, we can choose arbitrarily \(x_\gamma \in S_{H_\gamma}\). According to Fact 2.23 we have \(d - 1 < \delta_X(1, x_1) \leq \delta_{H_1}(1, x_1) \leq \delta_{H_\gamma}(1, x_\gamma)\); consequently, we may find a finite-codimensional subspace \(H_\gamma\) of \(H_\gamma\) such that \(\|x_\gamma + h\| \geq d\), for every \(h \in S_{H_\gamma}\).

In the case that \(\gamma\) is a limit ordinal, we first note that \(\cap_{\alpha < \gamma} H_\alpha\) is infinite-dimensional. In fact, each \(H_{\alpha+1}\) is the intersection of \(H_\alpha\) with the kernels of finitely many functionals; therefore, \(\cap_{\alpha < \gamma} H_\alpha\) is the intersection of the kernels of at most \(|\gamma| < \lambda\) functionals. Consequently, the minimal cardinality of a family of functionals that separates points in \(\cap_{\alpha < \gamma} H_\alpha\) is \(\lambda\) and, in particular, \(\cap_{\alpha < \gamma} H_\alpha\) is infinite-dimensional. We can therefore choose a norm-one \(x_\gamma \in \cap_{\alpha < \gamma} H_\alpha\) and, arguing as above, we find \(H_\gamma \subseteq \cap_{\alpha < \gamma} H_\alpha\) such that \(\dim(\cap_{\alpha < \gamma} H_\alpha/H_\gamma) < \infty\) and \(\|x_\alpha + h\| \geq d\) for \(h \in S_{H_\gamma}\). This completes the inductive step and consequently the proof. 

If we combine the above theorem with the inequality \(\delta_X(1) \leq \delta_X(1)\), we arrive at the following particular case to claim (iii) in Theorem B.
Corollary 4.16. Let $X$ be a uniformly convex Banach space. Then for every $\varepsilon > 0$, the unit sphere of $X$ contains a symmetrically $(1 + \delta_X(1) - \varepsilon)$-separated family with cardinality $\text{dens } X$.

4.3. Injections into $\ell_p(\Gamma)$. By a result of Lindenstrauss ([17]), every non-separable reflexive Banach space has a projectional resolution of the identity (PRI). The following idea—already exploited to some extent in the proof of [38, Theorem 3.5]—is essentially due to Benyamini and Starbird ([3, p. 139]) who, using the Gurari–James inequality ([29]), noticed that if $X$ is super-reflexive, then for any $\varepsilon > 0$ and every PRI $(P_\alpha)_{\omega \leq \alpha \leq \lambda}$ in $X$, where $\lambda = \text{dens } X$, there exists $p \in (1, \infty)$ such that the operator

\begin{equation}
T: X \rightarrow \left( \bigoplus_{\omega \leq \alpha < \lambda} (P_{\alpha+1} - P_\alpha)(X) \right)_{\ell_p(\omega, \lambda)}
\end{equation}

given by

$Tx = \left( P_{\alpha+1}x - P_\alpha x \right)_{\omega \leq \alpha < \lambda} \quad (x \in X)$

has norm at most $2 + \varepsilon$. Let us record here the following fact.

Proposition 4.17. Let $X$ be a super-reflexive space and let $\lambda = \text{dens } X$. Then for every $\varepsilon > 0$ there exist $p \in (1, \infty)$, a closed subspace $Y$ of $X$ with $\text{dens } Y = \lambda$, and a linear injection $S: Y \rightarrow \ell_p(\lambda)$ with $\|S\| \leq 2 + \varepsilon$ that maps some family of unit vectors $(y_\alpha)_{\alpha < \lambda}$ in $Y$ onto the unit vector basis of $\ell_p(\lambda)$.

Proof. The case where $X$ is separable follows from the Gurari–James inequality almost directly. Let us consider the case where $X$ is non-separable.

Fix $\varepsilon > 0$ and a PRI $(P_\alpha)_{\omega \leq \alpha \leq \lambda}$ in $X$. Take the corresponding operator $T$ given by (4.1). For every $\alpha \in [\omega, \lambda)$ we pick a unit vector $y_\alpha$ in $(P_{\alpha+1} - P_\alpha)(X)$. Then $\|Ty_\alpha\| = 1$ and the closed linear span in the codomain of $T$ of the set $\{Ty_\alpha: \alpha \in [\omega, \lambda)\}$ is isometric to $\ell_p(\lambda)$. Consequently, $Y$ being the closed linear span of $\{y_\alpha: \alpha \in [\omega, \lambda)\}$ is the desired subspace of $X$ and for $S$ we simply take the restriction of $T$ to $Y$. \hspace{1cm} \square

Remark 4.18. As proved by the first-named author ([24]), the hypothesis of super-reflexivity cannot be relaxed to mere reflexivity of the space $X$.

Consider the net $\mathcal{L}$ comprising subsets of $\lambda$ whose complements have cardinality less than $\lambda$, ordered with the reversed inclusion. In a Banach space $X$ fix a family of unit vectors $\{y_\beta: \beta < \lambda\}$. For every set $\Lambda \subset \lambda$ we define $X_\Lambda$ to be the closed linear span of the set $\{y_\beta: \beta \in \Lambda\}$. We say that an operator $S: X \rightarrow \ell_p(\lambda)$ is bounded by a pair $(\varpi, \varrho)$, when $\|S\| \leq \varrho$ and $\|S|_{X_\Lambda}\| \geq \varpi$ for every $\Lambda \in \mathcal{L}$.

Proposition 4.19. Let $X$ be a Banach space and let $\lambda = \text{dens } X$. Suppose that there exists a bounded linear injection $S: X \rightarrow \ell_p(\lambda)$ that maps some collection $(x_\alpha)_{\alpha < \lambda}$ of unit vectors in $X$ onto the standard unit vector basis of $\ell_p(\lambda)$. Then for every $\varepsilon > 0$, $S_X$ contains a symmetrically $(2^{1/p} - \varepsilon)$-separated subset of cardinality $\lambda$. 
Proof. For every $\Lambda \subset \lambda$, we set $\varrho_\Lambda = \|S|_{X_\Lambda}\|$. As $\|S y_\alpha\| = \|y_\alpha\| = 1 (\alpha < \lambda)$, we have $\varrho_\Lambda \geq 1$. The net $(\varrho_\Lambda)_{\Lambda \in \mathcal{L}'}$ is then non-increasing (let us recall that $\mathcal{L}'$ is endowed with the reversed inclusion). For every $\Lambda \in \mathcal{L}'$, the restriction operator $S|_{X_\Lambda}$ is bounded by the pair $(\inf_{\Upsilon \in \mathcal{L}} \varrho_\Upsilon, \varrho_\Lambda)$.

Moreover, $\varrho_\Lambda \to \inf_{\mathcal{T} \in \mathcal{L}} \varrho_{\mathcal{T}}$ as $\Lambda \searrow \emptyset$. We may thus always replace $X$ with $X_\Lambda$ for a small enough set $\Lambda \in \mathcal{L}'$ and assume that $S: X \to \ell_p(\lambda)$ is bounded by a pair $(\varpi, \varrho)$ with $\varpi < 1$. We may then always replace $X$ with $X_\Lambda$ for a small enough $\Lambda \in \mathcal{L}'$ and assume that $S: X_\Lambda \to \ell_p(\lambda)$ is bounded by a pair $(\varpi, \varrho)$ with $\varpi < 1$.

Take $\hat{\varpi} \in (0, \varpi)$. Since $\|S\| > \hat{\varpi}$, we may find a unit vector $y_1$ in $X_\lambda$ such that $\|S y_1\| > \hat{\varpi}$; up to a small perturbation, we may also assume that $S y_1$ is finitely supported.

Take a non-zero $\alpha < \lambda$ and assume that we have already found unit vectors $y_{\beta_1} (\beta < \alpha)$ in $X_\lambda$ such that

(i) $\|S y_{\beta_1}\| > \hat{\varpi} (\beta < \alpha)$,
(ii) $\text{supp} S y_{\beta_1}$ is a finite subset of $\lambda (\beta < \alpha)$, and
(iii) $\text{supp} S y_{\beta_1} \cap \text{supp} S y_{\beta_2} = \emptyset$ for distinct $\beta_1, \beta_2 < \alpha$.

According to (ii), the set $\Lambda_\alpha = \bigcup_{\beta < \alpha} \text{supp} S y_{\beta}$ has cardinality $|\Lambda_\alpha| < \lambda$, that is, $\lambda \setminus \Lambda_\alpha \in \mathcal{L}'$. Consequently, we may find a unit vector $y_\alpha$ in $X_\lambda \setminus \Lambda_\alpha$ such that $\|S y_\alpha\|$ is a finite subset of $\lambda$, disjoint from $\Lambda_\alpha$ and $\|S y_\alpha\| > \hat{\varpi}$.

As the vectors $(S y_\alpha)_{\alpha < \lambda}$ are pairwise disjointly supported, for distinct $\beta_1, \beta_2 < \lambda$ we have

$$\varpi \cdot \|y_{\beta_1} \pm y_{\beta_2}\| \geq \|S y_{\beta_1} \pm S y_{\beta_2}\| = (\|S y_{\beta_1}\|^p + \|S y_{\beta_2}\|^p)^{1/p} \geq \hat{\varpi} \cdot 2^{1/p}.$$ 

Since $\hat{\varpi}$ may be chosen to be as close to 1 as we wish, the proof is finished. \qed

To conclude, it is plain that the conjunction of the two propositions presented in the section implies clause (iii) in Theorem B.

5. A renorming of $c_0(\omega_1)$ with no uncountable Auerbach systems

The main result of this section is the construction of a WLD Banach space with density character $\omega_1$ that contains no uncountable Auerbach systems. In particular, we wish to construct a renorming of the space $c_0(\omega_1)$ such that in this new norm the space fails to contain uncountable Auerbach systems. This is indeed possible, at least under the assumption of the Continuum Hypothesis.

**Theorem 5.1 (CH).** There exists a renorming $\|\cdot\|$ of the space $c_0(\omega_1)$ such that the space $(c_0(\omega_1), \|\cdot\|)$ contains no uncountable Auerbach systems.

The subsequent results present in this section are entirely devoted to the construction of the desired norm and the verification of the asserted property. The section is therefore naturally divided into two parts: in the former one, we introduce a family of equivalent norms (depending on some parameters) on $c_0(\omega_1)$ and prove some properties of every such
norm; in the latter, we prove that careful choice of the parameters implies that the resulting space contains no uncountable Auerbach system.

We shall denote by $\|\cdot\|_\infty$; or just $\|\|\|$ if no confusion may arise, the canonical norm on $c_0(\omega_1)$ and by $(e_\alpha)_{\alpha<\omega_1}$ its canonical long Schauder basis; the corresponding set of biorthogonal functionals, in $\ell_1(\omega_1) = c_0(\omega_1)^*$, will be denoted by $(e_\alpha^*)_{\alpha<\omega_1}$.

Fix a parameter $\delta > 0$ so small that $\Delta := \frac{\delta}{\sum_{k=1}^{\infty} \delta_k} \leq 1/5$ (for example, we could choose $\delta = 1/6$). We also select an injective long sequence $(\lambda_\alpha)_{\alpha<\omega_1} \subseteq (0, \delta)$. Moreover, for every $\alpha < \omega_1$ there exists an enumeration $\sigma_\alpha$ of the set $\{0, \alpha\}$, i.e., a bijection $\sigma_\alpha : \{\alpha\} \to \alpha$ (observing that $|\alpha|$ is either $\omega$ or a finite cardinal). We may therefore assume to have selected, for every $\alpha < \omega_1$, a fixed bijection $\sigma_\alpha$. Having fixed such notation, we are now in position to define elements $\varphi_\alpha \in \ell_1(\omega_1)$ ($\alpha < \omega_1$) as follows:

$$
\varphi_\alpha(\eta) = \begin{cases} 
1 & \text{if } \eta = \alpha \\
0 & \text{if } \eta > \alpha \\
(\lambda_\alpha)^k & \text{if } \eta < \alpha, \eta = \sigma_\alpha(k).
\end{cases}
$$

The above enumerations may be chosen arbitrarily and the subsequent argument will not depend on any specific such choice. On the other hand, a substantial part of the argument to be presented will consist in explaining how to properly choose the coefficients $\lambda_\alpha$.

We start with a few elementary properties of the functionals $(\varphi_\alpha)_{\alpha<\omega_1}$ and their use in the definition of the renorming. Plainly, $\|\varphi_\alpha - e_\alpha^*\|_1 = \sum_{\alpha=1}^{\infty} (\lambda_\alpha)^k \leq \sum_{k=1}^{\infty} \delta^k = \Delta$, whence it follows that $\varphi_\alpha \in c_0(\omega_1)^*$ and $\|\varphi_\alpha\|_1 \leq 1 + \Delta$.

**Fact 5.2.** $(\varphi_\alpha)_{\alpha<\omega_1}$ is a long Schauder basis for $\ell_1(\omega_1)$, equivalent to the canonical Schauder basis $(e_\alpha^*)_{\alpha<\omega_1}$ of $\ell_1(\omega_1)$.

**Proof.** From the inequality $\|\varphi_\alpha - e_\alpha^*\|_1 \leq \Delta$ observed above, it follows that

$$
\left\| \sum_{i=1}^{n} d_i \varphi_\alpha \right\|_1 \geq \left\| \sum_{i=1}^{n} d_i e_\alpha^* \right\|_1 - \left\| \sum_{i=1}^{n} d_i (e_\alpha^* - \varphi_\alpha) \right\|_1 \\
\geq \sum_{i=1}^{n} |d_i| - \sum_{i=1}^{n} |d_i||\varphi_\alpha - e_\alpha^*|_1 \geq (1 - \Delta) \sum_{i=1}^{n} |d_i|
$$

for every choice of scalars $(d_i)_{i=1}^{n}$. Combining this inequality with $\|\varphi_\alpha\|_1 \leq 1 + \Delta$ results in

$$
(1 - \Delta) \sum_{\alpha<\omega_1} |d_\alpha| \leq \sum_{\alpha<\omega_1} \varphi_\alpha \leq (1 + \Delta) \sum_{\alpha<\omega_1} |d_\alpha|.
$$

To conclude, we need to prove that $\overline{\text{span}} \{\varphi_\alpha\}_{\alpha<\omega_1} = \ell_1(\omega_1)$ and we shall actually show that $\overline{\text{span}} \{\varphi_\alpha\}_{\alpha<\beta} = \overline{\text{span}} \{e_\alpha^*\}_{\alpha<\beta}$ for every $\beta < \omega_1$. This equality is obviously true for $\beta = 1$, so we can argue by transfinite induction and assume its validity for every $\beta < \gamma$, where $\gamma < \omega_1$; in particular, we have $\overline{\text{span}} \{\varphi_\alpha\}_{\alpha<\gamma} = \overline{\text{span}} \{e_\alpha^*\}_{\alpha<\gamma}$. By the very definition, we also have $\varphi_\gamma - e_\gamma^* \in \overline{\text{span}} \{e_\alpha^*\}_{\alpha<\gamma} = \overline{\text{span}} \{\varphi_\alpha\}_{\alpha<\gamma}$, hence $e_\gamma^* \in \overline{\text{span}} \{\varphi_\alpha\}_{\alpha<\gamma}$. This implies that $\overline{\text{span}} \{e_\alpha^*\}_{\alpha<\gamma} \subseteq \overline{\text{span}} \{\varphi_\alpha\}_{\alpha<\gamma}$, the converse inclusion being trivial. \(\square\)
We may now exploit the functionals $\langle \varphi_\alpha \rangle_{\alpha<\omega_1}$ to define a renorming of $c_0(\omega_1)$.

**Definition 5.3.**

\[ \|x\| := \sup_{\alpha<\omega_1} |\langle \varphi_\alpha, x \rangle| \quad (x \in c_0(\omega_1)). \]

Moreover, we also denote by $\|\cdot\|$ the dual norm on $E = (c_0(\omega_1), \|\cdot\|)$.

Let us preliminarily note that if $\alpha < \beta$, then there exists $k \in \mathbb{N}$ such that $\alpha = \sigma_\beta(k)$ and consequently $|\langle \varphi_\beta, e_\alpha \rangle| = (\lambda_\beta)^k \leq 1$; it immediately follows that $\|e_\alpha\| = 1$. We may then readily check that $\|\cdot\|$ is a norm, equivalent to $\|\cdot\|_\infty$. In fact, the inequality $\|\cdot\| \leq (1+\Delta)\|\cdot\|_\infty$ is obvious and the lower estimate follows from a familiar pattern: if $\gamma < \omega_1$ is such that $\|x\|_\infty = |x(\gamma)|$, we then have

\[ \|x\| = \|2x(\gamma)e_\gamma + x - 2x(\gamma)e_\gamma\| \geq 2|x(\gamma)| - \|x - 2x(\gamma)e_\gamma\| \geq 2\|x\|_\infty (1+\Delta) - \|x - 2x(\gamma)e_\gamma\|_\infty = (1-\Delta)\|x\|_\infty. \]

We shall also denote by $\|\cdot\|$ the dual norm on $\ell_1(\omega_1)$; needless to say, such a norm satisfies $(1+\Delta)^{-1} \|\cdot\|_1 \leq \|\cdot\| \leq (1-\Delta)^{-1} \|\cdot\|_1$. The definition of $\|\cdot\|$ clearly implies that $\|\varphi_\alpha\| \leq 1$ and $\langle \varphi_\alpha, e_\alpha \rangle = 1$ actually forces $\|\varphi_\alpha\| = 1$.

By the very definition, $\{\varphi_\alpha\}_{\alpha<\omega_1}$ is a 1-norming set for $X$; we now note the important fact that such a collection of functionals is actually a boundary for $X$. A similar argument also shows that $X$ is a polyhedral Banach space and we also record such information in the next lemma, even if we shall not need it in what follows.

**Lemma 5.4.** $\{\varphi_\alpha\}_{\alpha<\omega_1}$ is a boundary for $X$. Moreover, $X$ is a polyhedral Banach space.

**Proof.** In the proof of the first assertion, by homogeneity, it is clearly sufficient to consider $x \in (c_0(\omega_1), \|\cdot\|)$ with $\|x\|_\infty = 1$; in particular, there is $\alpha < \omega_1$ with $|x(\alpha)| = 1$. For such an $\alpha$ we thus have:

\[ |\langle \varphi_\alpha, x \rangle| \geq |\langle e_\alpha, x \rangle| - |\langle \varphi_\alpha - e_\alpha^*, x \rangle| \geq 1 - \|\varphi_\alpha - e_\alpha^*\|_1 \|x\|_\infty \geq 1 - \Delta. \]

On the other hand, consider the finite set $N_x := \{ \gamma < \omega_1 : |x(\gamma)| > \Delta \}$. Then for each $\alpha \notin N_x$ we obtain:

\[ |\langle \varphi_\alpha, x \rangle| \leq |\langle e_\alpha^*, x \rangle| + |\langle \varphi_\alpha - e_\alpha^*, x \rangle| \leq |x(\alpha)| + \Delta \leq 2\Delta \leq 1 - \Delta. \]

Consequently, the supremum appearing in the definition of $\|x\|$ is actually over the finite set $N_x$ and it is therefore attained.

We then turn to the polyhedrality of $(c_0(\omega_1), \|\cdot\|)$. Let $E$ be any finite-dimensional subspace of $(c_0(\omega_1), \|\cdot\|)$ and let $x_1, \ldots, x_n$ be a finite $\Delta/2$-net (relative to the $\|\cdot\|_\infty$ norm) for the set $\{ x \in E : \|x\|_\infty = 1 \}$. Let us consider the finite set $N_E := \bigcup_{i=1}^n N_{x_i}$, where $N_x := \{ \gamma < \omega_1 : |x(\gamma)| > \Delta/2 \}$; then for every $x \in E$ with $\|x\|_\infty = 1$ there clearly holds $\{ \gamma < \omega_1 : |x(\gamma)| > \Delta \} \subseteq N_E$.

The same calculations as before then demonstrate that for all such $x$ we have

\[ \sup_{\alpha<\omega_1} |\langle \varphi_\alpha, x \rangle| = \max_{\alpha \in N_E} |\langle \varphi_\alpha, x \rangle|. \]
Consequently, $\|\| = \max_{\alpha \in N_E} |\langle \varphi_\alpha, \cdot \rangle|$ on $E$ and $\{\varphi_\alpha\}_{\alpha \in N_E}$ is a finite boundary for $E$, which is thus polyhedral.

We now turn to the first crucial result for what follows, namely the fact that every norm-attaining functional on $X$ is finitely supported with respect to the basis $(\varphi_\alpha)_{\alpha < \omega_1}$.

**Theorem 5.5.** Let $g \in S_{X^*}$ be a norm-attaining functional and let $u \in S_X$ be such that $\langle g, u \rangle = 1$. Also, denote by $F$ the finite set $F := \{\alpha < \omega_1 : |u(\alpha)| > \frac{\Delta}{1 - \Delta}\}$. Then

$$ g = \sum_{\alpha \in F} g_\alpha \varphi_\alpha \quad \text{and} \quad \sum_{\alpha \in F} |g_\alpha| \leq 1. $$

**Proof.** We begin with two very simple remarks, that we shall use in the course of the argument. Combining the estimate in the proof of Fact 5.2 with $\|\varphi_\alpha\| \leq 1$, we readily deduce that

$$ \frac{1 - \Delta}{1 + \Delta} \sum_{\alpha < \omega_1} |d_\alpha| \leq \left\| \sum_{\alpha < \omega_1} d_\alpha \varphi_\alpha \right\| \leq \sum_{\alpha < \omega_1} |d_\alpha|. \tag{5.1} $$

Moreover, we have

$$ \overline{\text{conv}}^{\text{w}^*} \{\pm \varphi_\alpha\}_{\alpha < \omega_1} = B_{X^*}. \tag{5.2} $$

This is an immediate consequence of the Hahn–Banach separation theorem and the fact that $\{\pm \varphi_\alpha\}_{\alpha < \omega_1}$ is 1-norming for $X$.

We now start with the argument: let $g \in S_{X^*}$ be a norm-attaining functional and choose $u \in S_X$ such that $\langle g, u \rangle = 1$. We may express $g$ as $g = \sum_{\alpha < \omega_1} g_\alpha \varphi_\alpha$, and we also set $F := \{\alpha < \omega_1 : |u(\alpha)| > \frac{\Delta}{1 - \Delta}\}$. Moreover, let us choose arbitrarily

$$ f = \sum_{\alpha < \omega_1} d_\alpha \varphi_\alpha \in \text{conv} \{\pm \varphi_\alpha\}_{\alpha < \omega_1} $$

(i.e., only finitely many $d_\alpha$’s are non-zero and $\sum_{\alpha < \omega_1} |d_\alpha| \leq 1$).

**Claim.** If $\langle f, u \rangle \geq 1 - \eta$, then

$$ \sum_{\alpha \notin F} |d_\alpha| \leq 12 \eta. $$

**Proof of the Claim.** Recall that $(1 + \Delta)^{-1} \leq \|u\|_\infty \leq (1 - \Delta)^{-1}$; hence for each $\alpha \notin F$ we have

$$ |\langle \varphi_\alpha, u \rangle| \leq |\langle e_\alpha^*, u \rangle| + |\langle \varphi_\alpha - e_\alpha^*, u \rangle| \leq \frac{\Delta}{1 - \Delta} + \Delta \|u\|_\infty \leq 2 \frac{\Delta}{1 - \Delta}. $$

Consequently, setting $\rho := \sum_{\alpha \notin F} |d_\alpha|$, we have

$$ 1 - \eta \leq \langle f, u \rangle \leq \sum_{\alpha \notin F} |d_\alpha| \langle \varphi_\alpha, u \rangle + \sum_{\alpha \in F} d_\alpha \langle \varphi_\alpha, u \rangle \leq 2 \rho \frac{\Delta}{1 - \Delta} + \sum_{\alpha \in F} d_\alpha \langle \varphi_\alpha, u \rangle, $$

whence

$$ \sum_{\alpha \in F} d_\alpha \langle \varphi_\alpha, u \rangle \geq 1 - \eta - 2 \rho \frac{\Delta}{1 - \Delta}. \tag{\dagger} $$

\[\boxdot\]
On the other hand, there exists $\overline{\alpha} < \omega_1$ with $|u(\overline{\alpha})| \geq (1 + \Delta)^{-1}$ and for such $\overline{\alpha}$ we have

$$
\langle \varphi_{\overline{\alpha}}, u \rangle \geq \langle \varepsilon^*_{\overline{\alpha}}, u \rangle - \langle \varphi_{\overline{\alpha}} - \varepsilon^*_{\overline{\alpha}}, u \rangle \geq \frac{1}{1 + \Delta} - \frac{\Delta}{1 - \Delta}.
$$

Let us now consider the functional

$$
\psi := \sum_{a \in F} d_a \varphi_a + \rho \cdot \text{sgn}(\varphi_{\overline{\alpha}}) \varphi_{\overline{\alpha}};
$$

clearly, $\psi \in \text{conv}\{\pm \varphi_a\}_{a < \omega_1}$, so $\|\psi\| \leq 1$. We can therefore combine this information with (†) and (†) and conclude that

$$
1 \geq \langle \psi, u \rangle = \sum_{a \in F} d_a \langle \varphi_a, u \rangle + \rho \cdot \|\varphi_{\overline{\alpha}}\| \geq 1 - \eta - 2\rho \frac{\Delta}{1 - \Delta} + \rho \cdot \left( \frac{1}{1 + \Delta} - \frac{\Delta}{1 - \Delta} \right) = 1 - \eta + \rho \cdot \left( \frac{1}{1 + \Delta} - \frac{\Delta}{1 - \Delta} \right) \geq 1 - \eta + \frac{\rho}{12},
$$

in the last inequality we used the fact that $\Delta \mapsto \left( \frac{1}{1+\Delta} - \frac{\Delta}{1-\Delta} \right)$ is a decreasing function on $(0, 1)$ and the assumption that $\Delta \leq 1/5$. It follows that $\rho/12 \leq \eta$, whence the proof of the claim is concluded.

We now amalgamate those facts together. According to (5.2), we may find a net $(f_{\tau})_{\tau \in I}$ in $\text{conv}\{\pm \varphi_a\}_{a < \omega_1}$ such that $f_{\tau} \to g$ in the $w^*$- topology; the elements $f_{\tau}$ have the form $f_{\tau} = \sum_{a < \omega_1} d_{\tau a} \varphi_a$, where, for each $\tau \in I$, $\sum_{a < \omega_1} |d_{\tau a}| \leq 1$ and only finitely many $d_{\tau a}$’s are different from zero.

The net $(\sum_{a \in F} d_{\tau a} \varphi_a)_{\tau \in I}$ is plainly a bounded net in a finite-dimensional Banach space (for what concerns the boundedness, observe that (5.1) implies $\|\sum_{a \in F} d_{\tau a} \varphi_a\| \leq 1$). Hence, up to passing to a subnet, we may safely assume that it converges in $\|\cdot\|$, and a fortiori in the $w^*$-topology of $X^*$, to an element, say $\sum_{a \in F} \tilde{d}_a \varphi_a$. The basis equivalence contained in the inequalities (5.1) now allows us to deduce in particular that $\sum_{a \in F} |d_a| \leq 1$.

As a consequence of this currently obtained norm convergence, we see that

$$
\sum_{a \in F} d_{\tau a} \varphi_a = f_{\tau} - \sum_{a \in F} d_{\tau a} \varphi_a \xrightarrow{w^*} g - \sum_{a \in F} \tilde{d}_a \varphi_a = \sum_{a \in F} g_a \varphi_a + \sum_{a \in F} \left(g_a - \tilde{d}_a\right) \varphi_a
$$

and our present goal is to estimate the $\|\cdot\|$-norm of the right hand side, making use of this $w^*$ convergence and the above claim.

Let us fix temporarily $\eta > 0$; from the $w^*$ convergence we obtain $\langle f_{\tau}, u \rangle \to \langle g, u \rangle = 1$, whence the existence of $\tau_0 \in I$ such that $\langle f_{\tau}, u \rangle \geq 1 - \eta$ for every $\tau \geq \tau_0$. Consequently,

\footnote{we are denoting by $\geq$ both the order on the real line and the preorder in the directed set $I$—this should cause no confusion, hopefully.}
according to the above claim we deduce
\[
\left\| \sum_{\alpha \in F} d_{\tau}^\alpha \varphi_{\alpha} \right\| \leq \sum_{\alpha \in F} |d_{\tau}^\alpha| \leq 12 \eta \quad (\tau \geq \tau_0).
\]
This and the \(w^*\) lower semi-continuity of the \(\|\cdot\|\)-norm on \(X^*\) then reassure us that
\[
\left\| \sum_{\alpha \notin F} g_{\alpha} \varphi_{\alpha} + \sum_{\alpha \in F} \left( g_{\alpha} - \tilde{d}_{\alpha} \right) \varphi_{\alpha} \right\| \leq 12 \eta.
\]
Since \(\eta > 0\) was fixed arbitrarily, we may let \(\eta \to 0^+\) in the above inequality and, also exploiting the fact that \((\varphi_{\alpha})_{\alpha \in \omega_1}\) is a Schauder basis, we conclude that \(g_{\alpha} = 0\) whenever \(\alpha \notin F\), while \(g_{\alpha} = \tilde{d}_{\alpha}\) for every \(\alpha \in F\). Therefore,
\[
g = \sum_{\alpha \in \omega_1} g_{\alpha} \varphi_{\alpha} = \sum_{\alpha \in F} g_{\alpha} \varphi_{\alpha},
\]
where \(\sum_{\alpha \in F} |g_{\alpha}| = \sum_{\alpha \in F} |\tilde{d}_{\alpha}| \leq 1\). \(\square\)

Note that in the conclusion of the theorem we necessarily have \(\sum_{\alpha \in F} |g_{\alpha}| = 1\), since
\[
1 = \|g\| = \sum_{\alpha \in F} |g_{\alpha}|. \quad \text{Consequently, if} \quad g = \sum_{\alpha \in F} g_{\alpha} \varphi_{\alpha} \text{is any norm-attaining functional}
\]
we have \(\|\sum_{\alpha \in F} g_{\alpha} \varphi_{\alpha}\| = \sum_{\alpha \in F} |g_{\alpha}|\). Since the set of norm-attaining functionals is dense in \(X^*\), according to the Bishop–Phelps theorem, this equality holds true for every functional in \(X^*\). We thus have the following immediate corollary.

**Corollary 5.6.** \((\varphi_{\alpha})_{\alpha \in \omega_1}\) is isometrically equivalent to the canonical basis of \(l_1(\omega_1)\).

In turn, this also implies (in the same notation as in the theorem)
\[
\{ \alpha < \omega_1 : g_{\alpha} \neq 0 \} \subseteq \{ \alpha < \omega_1 : |\langle \varphi_{\alpha}, u \rangle| = 1 \}.
\]
In fact, \(1 = \|g\| = \sum_{\alpha \in F} |g_{\alpha}|\) and \(1 = \|u\| \geq |\langle \varphi_{\alpha}, u \rangle|\) imply
\[
1 = \langle g, u \rangle = \sum_{\alpha \in \omega_1} g_{\alpha} \langle \varphi_{\alpha}, u \rangle \leq \sum_{\alpha < \omega_1} |g_{\alpha}| \cdot |\langle \varphi_{\alpha}, u \rangle| \leq \sum_{\alpha < \omega_1} |g_{\alpha}| = 1.
\]
Consequently, all inequalities are, in fact, equalities and it follows that \(|\langle \varphi_{\alpha}, u \rangle| = 1\) whenever \(g_{\alpha} \neq 0\). It also follows that for every \(\alpha < \omega_1\) we have \(|g_{\alpha}| = g_{\alpha} \cdot \langle \varphi_{\alpha}, u \rangle\) and in particular \(\langle \varphi_{\alpha}, u \rangle = \text{sgn}(g_{\alpha})\) whenever \(g_{\alpha} \neq 0\).

As a piece of notation, it will be convenient to denote by \(\text{supp}(g)\) the set \(\text{supp}(g) := \{ \alpha < \omega_1 : g_{\alpha} \neq 0 \}\) for a functional \(g = \sum_{\alpha \in \omega_1} g_{\alpha} \varphi_{\alpha} \in X^*\).

We can now approach the investigation of uncountable Auerbach systems in the space \(X\). Our last observation for this first part is the fact that if \(X\) contains an uncountable Auerbach system, then it also contains an uncountable Auerbach system such that the supports of the functionals are in a very specific position: either the supports are mutually disjoint and consecutive or the collection of the supports has an initial common root with cardinality 1, followed by consecutive blocks. As it is to be expected, the \(\Delta\)-system lemma will play a prominent rôle in the proof; we shall also exploit again the same ‘transfer of mass’ principle already present in the proof of the claim in Theorem 5.5.
Lemma 5.7. Assume that $X$ contains an uncountable Auerbach system. Then $X$ also contains an Auerbach system $\{\tilde{u}_\alpha; \tilde{g}_\alpha\}_{\alpha < \omega_1}$ such that one of the following two conditions is satisfied:

1. either there exists $\gamma < \omega_1$ with the properties that $\gamma = \min(\text{supp}(\tilde{g}_\alpha))$ for every $\alpha < \omega_1$ and $\text{supp}(\tilde{g}_\alpha) \setminus \{\gamma\} < \text{supp}(\tilde{g}_\beta) \setminus \{\gamma\}$ for every $\alpha < \beta < \omega_1$;
2. $\text{supp}(\tilde{g}_\alpha) < \text{supp}(\tilde{g}_\beta)$ for every $\alpha < \beta < \omega_1$.

Needless to say, the above conditions are mutually exclusive. Let us also point out explicitly that (1) implies in particular $\text{supp}(\tilde{g}_\alpha) \cap \text{supp}(\tilde{g}_\beta) = \{\gamma\}$ for $\alpha < \beta < \omega_1$, while (2) implies that the sets $\text{supp}(\tilde{g}_\alpha)$ are mutually disjoint.

Proof. Assume that $X$ contains an uncountable Auerbach system and let us fix one, say $\{u_\alpha; g_\alpha\}_{\alpha < \omega_1}$; according to Theorem 5.5, we know that the sets $\text{supp}(g_\alpha)$ are finite sets. In view of the $\Delta$-system lemma we can therefore assume (up to passing to an uncountable subset of $\omega_1$ and relabeling) that there exists a finite set $\Delta \subseteq \omega_1$ such that $\text{supp}(g_\alpha) \cap \text{supp}(g_\beta) = \Delta$ for distinct $\alpha, \beta < \omega_1$. In the case that $\Delta$ is the empty set we have obtained an uncountable Auerbach system with mutually disjointly supported functionals and a simple transfinite induction argument yields the existence of an uncountable subcollection of functionals whose supports are consecutive. In this case, (2) holds and we are done.

Alternatively, if $\Delta \neq \emptyset$ we first have to concentrate all the mass present in $\Delta$ in a single coordinate. Fixed any $\gamma \in \Delta$, we have $\gamma \in \text{supp}(g_\alpha)$, whence $|\langle \varphi_\gamma, u_\alpha \rangle| = 1$ for every $\alpha < \omega_1$. Consequently, we can pass to an uncountable subset of $\omega_1$ and assume that $\langle \varphi_\gamma, u_\alpha \rangle$ has the same sign for every $\alpha < \omega_1$. If we repeat the same procedure for all the finitely many $\gamma$’s in $\Delta$ we see that we can assume without loss of generality that there are signs $\varepsilon_\gamma = \pm 1$ ($\gamma \in \Delta$) such that $\langle \varphi_\gamma, u_\alpha \rangle = \varepsilon_\alpha$ for each $\alpha < \omega_1$ and $\gamma \in \Delta$. Let us also fix arbitrarily an element $\gamma \in \Delta$ and assume, for simplicity, that $\varepsilon_\gamma = 1$ (if this is not the case, we can just achieve it by replacing the Auerbach system $\{u_\alpha; g_\alpha\}_{\alpha < \omega_1}$ by $\{-u_\alpha; -g_\alpha\}_{\alpha < \omega_1}$).

We are now in position to define the functionals $\tilde{g}_\alpha$ ($\alpha < \omega_1$). Assume that

$$g_\alpha = \sum_{\gamma < \omega_1} g_\alpha^\gamma \varphi_\gamma = \sum_{\gamma \in \Delta} g_\alpha^\gamma \varphi_\gamma + \sum_{\gamma \in \Delta^c} g_\alpha^\gamma \varphi_\gamma,$$

where $\sum_{\gamma < \omega_1} |g_\alpha^\gamma| = 1$, for every $\alpha < \omega_1$. We may then define

$$\tilde{g}_\alpha = \sum_{\gamma \in \Delta} |g_\alpha^\gamma| \cdot \varphi_\gamma + \sum_{\gamma \in \Delta^c} g_\alpha^\gamma \varphi_\gamma,$$

plainly, $\|\tilde{g}_\alpha\| = 1$ too (this follows from Corollary 5.6).

Finally, in order to evaluate $\langle \tilde{g}_\alpha, u_\beta \rangle$, note preliminarily that if $\gamma \in \Delta$ then $\gamma \in \text{supp}(g_\alpha)$ for each $\alpha < \omega_1$; since $g_\alpha$ attains its norm at $u_\alpha$, the remarks preceding the present lemma

\footnote{In this proof we shall denote by $\Delta$ a finite set, obtained via the $\Delta$-system lemma. This will not create conflicts with the parameter $\Delta \subseteq 1/5$, fixed at the very beginning of the section, since such parameter will play no rôle here.}
imply that
\[ |g^\gamma_\alpha| = g^\gamma_\alpha \langle \varphi_\gamma, u_\alpha \rangle = g^\gamma_\alpha \varepsilon_\gamma = g^\gamma_\alpha \langle \varphi_\gamma, u_\beta \rangle, \]
whenever \( \alpha, \beta < \omega_1 \). Consequently,
\[ \langle \tilde{g}_\alpha, u_\beta \rangle := \sum_{\gamma \in \Delta} |g^\gamma_\alpha| \cdot \langle \varphi_\gamma, u_\beta \rangle + \sum_{\gamma \in \Delta^c} g^\gamma_\alpha \langle \varphi_\gamma, u_\beta \rangle = \sum_{\gamma \in \Delta} g^\gamma_\alpha \langle \varphi_\gamma, u_\beta \rangle + \sum_{\gamma \in \Delta^c} g^\gamma_\alpha \langle \varphi_\gamma, u_\beta \rangle = \sum_{\gamma < \omega_1} g^\gamma_\alpha \langle \varphi_\gamma, u_\beta \rangle = \langle g^\alpha_\alpha, u_\beta \rangle. \]

It follows that \( \{ u_\alpha; \tilde{g}_\alpha \}_{\alpha < \omega_1} \) is also an Auerbach system and the mutual intersections of the supports of the functionals \( \tilde{g}_\alpha \) all reduce to the singleton \( \{ \gamma \} \). Finally, a transfinite induction argument analogous to the one needed above proves the existence of an Auerbach system satisfying (1). \( \square \)

We can finally pass to the second part of our considerations and prove the main result of the section. Prior to this, the following remark is dedicated to the presentation, in a simplified setting, of one of the main ingredients in the proof of the result, concerning the choice of the parameters \( \lambda_\alpha \).

**Remark 5.8.** Let \( u \in c_0(\omega_1) \) be any non-zero vector and fix an ordinal \( \gamma < \omega_1 \) with \( \text{supp}(u) < \gamma \). We note that there are possible many choices of \( \lambda_\gamma \) such that the corresponding functional \( \varphi_\gamma \) satisfies \( \langle \varphi_\gamma, u \rangle \neq 0 \). Since the definition of \( \varphi_\gamma \) depends on the choice of the parameter \( \lambda_\gamma \), we shall also denote by \( \varphi_\gamma(\lambda) \) the functional obtained choosing \( \lambda_\gamma = \lambda \). Let us then observe that the function
\[ \lambda \mapsto \langle \varphi_\gamma(\lambda), u \rangle := \sum_{\alpha < \gamma} u(\alpha) \langle \varphi_\gamma(\lambda), e_\alpha \rangle = \sum_{k=1}^{\lfloor \gamma \rfloor} u(\sigma_\gamma(k)) \lambda^k \]
is expressed by a power series with bounded coefficients, not all of which equal zero. Therefore \( \lambda \mapsto \langle \varphi_\gamma(\lambda), u \rangle \) is a nontrivial real-analytic function on \((-1, 1)\) and, in view of the identity principle for real-analytic functions, it necessarily has finitely many zeros in \((0, \delta)\). This consideration allows us for many choices of a parameter \( \lambda_\gamma \) such that \( \langle \varphi_\gamma, u \rangle \neq 0 \). In the course of the proof of the result to follow, we shall need to exploit the same argument involving analyticity in a more complicated setting.

**Theorem 5.9 (CH).** There exists a choice of the parameters \( (\lambda_\alpha)_{\alpha < \omega_1} \) such that the corresponding space \( X = (c_0(\omega_1), \| \cdot \|) \) does not contain any uncountable Auerbach system.

**Proof.** Let us denote by \( c_0(\alpha) \) \((\alpha < \omega_1)\) the subspace of \( c_0(\omega_1) \) consisting of all vectors \( u \in c_0(\omega_1) \) such that \( \text{supp}(u) \subseteq \alpha \). Since every element of \( c_0(\omega_1) \) is countably supported,
we have \( c_0(\omega_1) = \bigcup_{\alpha < \omega_1} c_0(\alpha) \); moreover, every space \( c_0(\alpha) \) is isometric to \( c_0 \), hence it has cardinality the continuum. As a consequence, \( |c_0(\omega_1)| = \mathfrak{c} \) too. Assuming (CH), we may therefore well order the non-zero vectors of \( c_0(\omega_1) \) in an \( \omega_1 \)-sequence \((v_\alpha)_{\alpha < \omega_1} \), i.e., \( c_0(\omega_1) \setminus \{0\} = \{v_\alpha\}_{\alpha < \omega_1} \).

As in the previous remark, we shall occasionally denote by \( \varphi_\gamma(\lambda_\alpha) \) the functional \( \varphi_\gamma \), whenever it will be desirable to stress the dependence of \( \varphi_\gamma \) on the parameter \( \lambda_\gamma \). Those parameters \((\lambda_\alpha)_{\alpha < \omega_1}\) will be chosen as to satisfy the conclusion of the following claim.

**Claim.** It is possible to choose the parameters \((\lambda_\alpha)_{\alpha < \omega_1}\) in such a way that the following two assertions \((A)\) and \((B)\) are satisfied.

\((A)\): For every \( N \in \mathbb{N}, N \geq 2 \), for every choice of ordinal numbers \( \alpha_1, \ldots, \alpha_N < \omega_1 \) and \( \beta_1, \ldots, \beta_N < \omega_1 \) with the properties that:

\begin{enumerate}
  \item \( \{v_{\alpha_1}, \ldots, v_{\alpha_N}\} \) is a linearly independent set;
  \item \( \beta_1 < \beta_2 < \cdots < \beta_N \);
  \item \( \alpha_1, \ldots, \alpha_N < \beta_2 \);
  \item \( \text{supp}(v_{\alpha_1}), \ldots, \text{supp}(v_{\alpha_N}) < \beta_2 \);
  \item \( \langle \varphi_{\beta_1}, v_{\alpha_i} \rangle \neq 0 \) for every \( i = 1, \ldots, N \);
end{enumerate}

one has:

\[ \det \left( \langle \langle \varphi_{\beta_i}, v_{\alpha_j} \rangle \rangle_{i,j=1}^N \right) \neq 0. \]

\((B)\): For every \( N \in \mathbb{N}, N \geq 2 \), for every choice of ordinal numbers \( \alpha_1, \ldots, \alpha_N < \omega_1 \) and \( \beta_1, \ldots, \beta_N < \omega_1 \) with the properties that:

\begin{enumerate}
  \item \( \{v_{\alpha_1}, \ldots, v_{\alpha_N}\} \) is a linearly independent set;
  \item \( \beta_1 < \beta_2 < \cdots < \beta_N \);
  \item \( \alpha_1, \ldots, \alpha_N < \beta_1 \);
  \item \( \text{supp}(v_{\alpha_1}), \ldots, \text{supp}(v_{\alpha_N}) < \beta_1 \);
end{enumerate}

one has:

\[ \det \left( \langle \langle \varphi_{\beta_i}, v_{\alpha_j} \rangle \rangle_{i,j=1}^N \right) \neq 0. \]

**Proof of the claim.** We shall argue by transfinite induction on \( \gamma := \beta_N < \omega_1 \), observing that for \( \gamma = 0 \) both conditions \((A)\) and \((B)\) are trivially satisfied, while \( \varphi_0 = c_0^* \) regardless of the choice of \( \lambda_0 \). We may therefore assume by the transfinite induction assumption that, for a certain \( \gamma < \omega_1 \), we have already chosen parameters \((\lambda_\alpha)_{\alpha < \gamma}\) with the corresponding functionals \( \varphi_\alpha = \varphi_\alpha(\lambda_\alpha) \) in such a way that conditions \((A)\) and \((B)\) are satisfied for every choice of the ordinals as above, subject to the condition \( \beta_N < \gamma \). In order to verify the claim for \( \gamma \), we only need to define \( \lambda_\gamma \) and therefore \( \varphi_\gamma \); we shall be considering the function \( \lambda \mapsto \varphi_\gamma(\lambda) \) and show that a suitable choice of \( \lambda = \lambda_\gamma \) is possible.

We shall first focus on choosing \( \lambda \) in such a way to achieve condition \((A)\). Let us select arbitrarily \( N \geq 2 \) and ordinal numbers \( \alpha_1, \ldots, \alpha_N \) and \( \beta_1, \ldots, \beta_N \) satisfying conditions \((i)\)–\((v)\) and such that \( \beta_N = \gamma \); note that in particular the functionals \( \varphi_{\beta_1}, \ldots, \varphi_{\beta_{N-1}} \) have already been defined, and we only need to choose a suitable parameter \( \lambda \) in \( \varphi_{\beta_N}(\lambda) = \varphi_\gamma(\lambda) \).
Observe that, by using the Laplace expansion for the determinant on the last column,
\[
\det \left( (\langle \varphi_{\beta_i}, v_{\alpha_j} \rangle)_{i,j=1}^N \right) = \sum_{j=1}^N (-)^{N+j} \langle \varphi_{\beta_N}(\lambda), v_{\alpha_j} \rangle d_j = \left( \varphi_{\beta_N}(\lambda), \sum_{j=1}^N (-)^{N+j} d_j v_{\alpha_j} \right),
\]
where \( d_j \) is the determinant of the \((N-1) \times (N-1)\) matrix obtained removing the \(j\)-th row and the \(N\)-th column from the original matrix \( (\langle \varphi_{\beta_i}, v_{\alpha_j} \rangle)_{i,j=1}^N \). In the case that \( N = 2 \), then actually \( d_j = \langle \varphi_{\beta_1}, v_{\alpha_{2-j}} \rangle \), whence \( d_j \neq 0 \), according to (v). On the other hand, if \( N \geq 3 \), then \( d_j \) is the determinant of the matrix obtained from the action of the functionals \( \{\varphi_{\beta_1}, \ldots, \varphi_{\beta_{N-1}}\} \) on the set of vectors \( \{v_{\alpha_1}, \ldots, v_{\alpha_N}\}\setminus\{v_{\alpha_j}\} \). Those vectors and functionals plainly satisfy conditions (i)–(v) with \( \beta_{N-1} < \gamma \) instead of \( \gamma \); thereby, \( d_j \neq 0 \) follows from the transfinite induction assumption.

Consequently, in each case we may conclude that \( d_j \neq 0 \) for \( j = 1, \ldots, N \) and condition (i) then forces the vector \( \sum_{j=1}^N (-)^{N+j} d_j v_{\alpha_j} \) to be non-zero. According to the remark preceding the proof, we may now deduce that the function
\[
\lambda \mapsto \left( \varphi_{\beta_N}(\lambda), \sum_{j=1}^N (-)^{N+j} d_j v_{\alpha_j} \right)
\]
is a non-trivial real-analytic function on \((-1, 1)\) and consequently it has only finitely many zeros on the set \((0, \delta)\). However, due to conditions (ii) and (iii), there are only countably many choices for \( N \in \mathbb{N}, \alpha_1, \ldots, \alpha_N \) and \( \beta_1, \ldots, \beta_N \) as in (A) and satisfying \( \beta_N = \gamma \). Therefore, there exists a countable set \( \Lambda_{(A)} \subseteq (0, \delta) \) such that all the determinants appearing in (A) and with \( \beta_N = \gamma \) are different from zero, for every choice of \( \lambda \in (0, \delta) \setminus \Lambda_{(A)} \). With any such choice, condition (A) is verified for \( \gamma \).

A very similar consideration also applies to condition (B). The argument is even simpler, and we therefore omit the straightforward modifications, since we don’t need to distinguish between the cases \( N = 2 \) and \( N \geq 3 \), the above argument for \( N \geq 3 \) now being applicable to every \( N \geq 1 \); incidentally, this is the reason why we do not need condition (v) in this case. Therefore, we obtain a countable subset \( \Lambda_{(B)} \) (0, \delta) such that condition (B) is verified for \( \gamma \), whenever \( \lambda \in (0, \delta) \setminus \Lambda_{(B)} \).

Finally, choosing any \( \lambda_\gamma \in (0, \delta) \setminus (\Lambda_{(A)} \cup \Lambda_{(B)}) \) and such that \( \lambda_\gamma \neq \lambda_\alpha \) for \( \alpha < \gamma \) then provides us with a functional \( \varphi_\gamma \) for which both assertions (A) and (B) are satisfied for \( \gamma \); therefore, the transfinite induction step is complete and so is the proof of the claim. \( \square \)

Having the claim proved, we may choose parameters \( (\lambda_\alpha)_{\alpha < \omega_1} \) satisfying conditions (A) and (B) above; we then denote by \( X := (c_0(\omega_1), \|\cdot\|) \) the space obtained as described in the first part of the section, where the functionals \( (\varphi_\alpha)_{\alpha < \omega_1} \) are obtained from the presently chosen sequence \( (\lambda_\alpha)_{\alpha < \omega_1} \). We may now conclude the proof, by showing that the space \( X \) does not contain any uncountable Auerbach system.

Assume by contradiction that such systems do exist. Then we may find one, say \( \{u_\alpha; g_\alpha\}_{\alpha < \omega_1} \), that satisfies the conclusion to Lemma 5.7. Moreover, according to Theorem 5.5, the sets \( \text{supp}(g_\alpha) \) (\( \alpha < \omega_1 \)) are finite sets; therefore, we can also assume that
they all have the same finite cardinality, say \( N \). On the other hand, we shall presently show that both the cases contained in the conclusion to Lemma 5.7 are in contradiction with conditions (A) and (B); this ultimately leads us to the desired contradiction and concludes the proof.

Firstly, we show that the validity of (A) rules out the possibility (1) in Lemma 5.7 to hold true. Assume by contradiction that the supports of \((g_\alpha)_{\alpha < \omega_1}\) satisfy condition (1) and let us write \( \text{supp}(g_\alpha) := \{ \beta_1^\alpha, \ldots, \beta_N^\alpha \} \), where \( \beta_1^\alpha < \beta_2^\alpha < \cdots < \beta_N^\alpha < \omega_1 \). According to assumption (1), we have \( \beta_1^\alpha = \beta_1^\eta \) and \( \{ \beta_2^\alpha, \ldots, \beta_N^\alpha \} < \{ \beta_2^\eta, \ldots, \beta_N^\eta \} \) for \( \alpha < \eta < \omega_1 \); it follows in particular that \( \sup_{\alpha < \omega_1} \beta_2^\alpha = \omega_1 \). Moreover, the non-zero vectors \( \{ u_1, \ldots, u_N \} \) have been enumerated in the \( \omega_1 \)-sequence \( (v_\alpha)_{\alpha < \omega_1} \), so we can find indices \( \alpha_1, \ldots, \alpha_N \) such that \( u_j = v_{\alpha_j} \) for every \( j = 1, \ldots, N \). We may also fix an ordinal number \( \overline{\alpha} < \omega_1 \) such that \( \alpha_j < \overline{\alpha} \) and \( \text{supp}(v_{\alpha_j}) < \overline{\alpha} \) for \( j = 1, \ldots, N \).

Since \( \sup_{\alpha < \omega_1} \beta_2^\alpha = \omega_1 \), it is possible to choose an ordinal \( \alpha < \omega_1 \) with the property that \( \beta_2^\alpha > \overline{\alpha} \); needless to say, we may also assume that \( \alpha > N \). Let us set \( \beta_j := \beta_j^\alpha \), for such a choice of \( \alpha \). With such a choice of the indices \( \{ \alpha_1, \ldots, \alpha_N \} \) and \( \{ \beta_1, \ldots, \beta_N \} \) it is apparent that requirements (ii)–(iv) in condition (A) are satisfied; also (i) is undoubtedly valid. Therefore, we only need to check the validity of (v): in order to achieve this, note preliminarily that \( \beta_1 \in \text{supp}(g_\alpha) \) for every \( \alpha < \omega_1 \), in particular for \( \alpha = \alpha_j \). The comments following Corollary 5.6 and the fact that \( g_{\alpha_j} \) attains its norm at \( v_{\alpha_j} \) then assure us that actually \( |\langle \varphi_{\beta_1}, v_{\alpha_j} \rangle| = 1 \).

Consequently, all the assumptions in condition (A) have been verified and the validity of (A) leads us to the conclusion that

\[
\det \left( \left( \langle \varphi_{\beta_i}, v_{\alpha_j} \rangle \right)_{i,j=1}^N \right) \neq 0.
\]

On the other hand, we may clearly write \( g_\alpha := \sum_{i=1}^N c_i \varphi_{\beta_i} \) for some choice of numbers \( c_i \) \( (i = 1, \ldots, N) \) with \( \sum_{i=1}^N |c_i| = 1 \). Since \( \alpha > N \) we have

\[
0 = \langle g_\alpha, u_j \rangle = \langle g_\alpha, v_{\alpha_j} \rangle = \sum_{i=1}^N c_i \langle \varphi_{\beta_i}, v_{\alpha_j} \rangle \quad j = 1, \ldots, N.
\]

In matrix form, the present equations read

\[
\begin{pmatrix}
\langle \varphi_{\beta_1}, v_{\alpha_1} \rangle & \cdots & \langle \varphi_{\beta_N}, v_{\alpha_1} \rangle \\
\vdots & \ddots & \vdots \\
\langle \varphi_{\beta_1}, v_{\alpha_N} \rangle & \cdots & \langle \varphi_{\beta_N}, v_{\alpha_N} \rangle 
\end{pmatrix}
\begin{pmatrix}
c_1 \\
c_2 \\
\vdots \\
c_N 
\end{pmatrix} =
\begin{pmatrix}
0 \\
0 \\
\vdots \\
0 
\end{pmatrix};
\]

this obviously contradicts \( \det \left( \left( \langle \varphi_{\beta_i}, v_{\alpha_j} \rangle \right)_{i,j=1}^N \right) \neq 0 \) and therefore clause (1) in Lemma 5.7 cannot occur.

A very similar argument, which we only sketch, proves that (2) is in contradiction with (B). In fact, under the assumption of the validity of (2), and keeping the above notation for \( \text{supp}(g_\alpha) := \{ \beta_1^\alpha, \ldots, \beta_N^\alpha \} \), we conclude that \( \sup_{\alpha < \omega_1} \beta_1^\alpha = \omega_1 \); we also select \( \alpha_1, \ldots, \alpha_N \) and \( \overline{\alpha} \), proceeding in the same way as above. We are now in position to choose \( \alpha < \omega_1 \).
such that $\beta_1^\alpha > \overline{\alpha}$ and $\alpha > N$ and define $\beta_j := \beta_j^\alpha$, for such a choice of $\alpha$. Having chosen \{\alpha_1, \ldots, \alpha_N\} and \{\beta_1, \ldots, \beta_N\} in such a way, requirements (i)-(iv) in condition (B) are satisfied. Therefore (B) assures us that

$$\det \left( \left( \langle \varphi_{\beta_i}, v_{\alpha_j} \rangle \right)_{i,j=1}^N \right) \neq 0$$

and a contradiction follows from verbatim the same argument as in the previous case.

Consequently, both clauses (1) and (2) in the conclusion to Lemma 5.7 fail to hold and the contrapositive form to Lemma 5.7 itself implies that $X$ contains no uncountable Auerbach system, thereby concluding the argument. \hfill \square

Remark 5.10. In the above claim one could have replaced condition (B) above with the following condition (C).

(C): For every choice of a vector $v_\alpha$ such that:

(i) $\alpha < \gamma$;

(ii) $\text{supp}(v_\alpha) < \gamma$;

one has

$$\langle \varphi_\gamma, v_\alpha \rangle \neq 0.$$ 

The main motivation why one may consider the present condition (C) is clearly that (B) is way more complicated than (C), even though (A) and (B) are actually quite similar. On the other hand, the drawback of (C) is that (A)&(B) are exactly the conditions needed to face the two possible cases contained in the conclusion to Lemma 5.7, while the argument exploiting (A)&(C) would be somewhat more involved.
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