Alternating Loss Correction for Preterm-Birth Prediction from EHR Data with Noisy Labels
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Abstract

In this paper we are interested in the prediction of preterm birth based on diagnosis codes from longitudinal EHR. We formulate the prediction problem as a supervised classification with noisy labels. Our base classifier is a Recurrent Neural Network with an attention mechanism. We assume the availability of a data subset with both noisy and clean labels. For the cohort definition, most of the diagnosis codes on mothers’ records related to pregnancy are ambiguous for the definition of full-term and preterm classes. On the other hand, diagnosis codes on babies’ records provide fine-grained information on prematurity. Due to data de-identification, the links between mothers and babies are not available. We developed a heuristic based on admission and discharge times to match babies to their mothers and hence enrich mothers’ records with additional information on delivery status. The obtained additional dataset from the matching heuristic has noisy labels and was used to leverage the training of the deep learning model. We propose an Alternating Loss Correction (ALC) method to train deep models with both clean and noisy labels. First, the label corruption matrix is estimated using the data subset with both noisy and clean labels. Then it is used in the model as a dense output layer to correct for the label noise. The network is alternately trained on epochs with the clean dataset with a simple cross-entropy loss and on next epoch with the noisy dataset and a loss corrected with the estimated corruption matrix. The experiments for the prediction of preterm birth at 90 days before delivery showed an improvement in performance compared with baseline and state-of-the-art methods.

1 Introduction

The digitization of hospitals, by the adoption of Electronic Health Record systems, promises to revolutionize the future of healthcare. Several countries have achieved nearly 100% adoption. Therefore the complexity and size of EHR data is drastically increasing. This is creating new challenges and opportunities to the research community of machine learning for healthcare. In this paper we consider the clinical application of predicting preterm birth from EHR based on deep learning models. Between 10% to 15% of babies are born before 37 weeks of gestation \[\text{[1]}\]. Preterm birth is the leading cause of mortality and long-term disabilities in neonates. It is also an important cause of developmental retardation. The cost of preterm deliveries and care exceed 26 billion dollars in the
US [2]. The goal of our application is to predict in advance the risk for a preterm delivery [3, 4]. Developing such predictive model can be of high value for obstetricians. The availability of large clinical EHR data should help in building accurate and interpretable models.

2 Related Work

In supervised learning, it is usually assumed that the data is accurately labeled. However in many real-life applications and especially with massive data, either data or labels may be corrupted by noise. In the case of noisy label, the noise might be class-dependent or instance-dependent. In the former case each label is flipped with some fixed probability independently of the instance itself. However in the later case, the label noise depends on the correct hidden label and the instance.

In this work, we are interested in developing deep learning methods that are tolerant to noisy labels. We suppose that the noise affects only the labels, i.e., preterm and full-term births, independently of the EHR mother records. By surveying the literature, we distinguish four approaches in learning with noisy labels [5]: 1) Data Cleansing by detecting and pre-processing (correcting or removing) the corrupted labels [6], 2) Loss function reformulation by incorporating the noise in the learning criteria [7–9], 3) Noise robust approaches by using a noise robust loss function such as in SVM, kNNs or logistic regression [10,11] and 4) Noise tolerant approaches by using datasets with clean labels to approximate the corruption matrix between the clean and the noisy labels and then design a model to predict the correct labels [12–17,18–20].

The majority of noise tolerant approaches are based on deep learning models. Sukhbaatar et al. [18] integrated a constrained linear layer at the top of the softmax layer of the base model. Goldberger et al. [17] considered the correct labels as latent variables. Instead of using EM algorithm, they used a neural network model where the noise is modelled by an additional softmax layer placed between the clean and the noisy output. In the context of loss correction, Jiang et al. [21] and Jindal et al. [22] added regularizers at the end of the network to fine-tune the adaptation layer. Azadi et al. [23] proposed a pre-trained model of AlexNet to extract information from the clean data and fine-tune the last layers with a noisy dataset. Yuncheng et al. [24] developed a distillation framework based on knowledge graph to correct the noisy label. Recently Hendrycks et al. [25] proposed a label noise correction method called gold loss correction (GLC). Given a small trusted dataset (D∗) and a large untrusted dataset (D̃), they first learn a classifier on the untrusted dataset and determine a label corruption matrix. Then they train the network on the noisy dataset with a loss corrected by the corruption matrix and on the clean dataset with a simple cross-entropy loss. Han et al. [16] proposed a co-teaching approach by simultaneously training two networks. At each epoch the weights of one network is updated through the gradient of the other network.

3 Preterm Dataset with Noisy Labels

We used Health Facts® EMR Data (HF) to extract our pregnancy dataset. The cohort contained mothers with full-term and preterm deliveries from 164 hospitals. The complete diagnosis histories of these subjects were retrieved. Full-term delivery encounters were identified using the following ICD-9 diagnosis codes: (650, 645*, 649.8, 652.5). Preterm deliveries are identified as encounters with one of the following diagnosis codes (644.2*, 640.01). Ambiguous codes related to preterm deliveries were excluded from the criteria. Since the gestational age was not available in the data we used the delivery time as a reference time point. We introduced a prediction period which defines the time gap between the delivery event and the time when the model is asked to compute a prediction score. In this paper, we chose a prediction period of 90 days before delivery. In order to create a realistic prediction scenario and prevent data leakage, all future data with respect to the prediction time point are removed for each subject and made unavailable during training. We excluded subjects with less two visits left for model training. The obtained dataset D′ has clean labels and gathers in total 23,172 subjects.

|       | Pre | Full |
|-------|-----|------|
| Pre   | 0.68| 0.32 |
| Full  | 0.2 | 0.8  |

Table 1: Ĉ estimated using dataset D′.
possible to link mothers to their babies records and thus we cannot augment mother records with additional information on the deliveries. We propose a simple and fast algorithm to re-link babies to mothers based on admission and discharge times. We note that the timestamps in HF has not been manipulated during de-identification. For each hospital, mother deliveries and newborn events are identified based on ICD codes. We have extracted 739,000 deliveries and 221,000 newborns. We have restricted the selection of the newborns to the ones that can be categorized into full-term or preterm newborns. We defined the time vector $t = [t_{adm}, t_{dis}]$, where $t_{adm}$ and $t_{dis}$ are respectively the admission and discharge times. We used $t$ to find, for each hospital, the nearest mother in time to each newborn baby. As one mother could be the nearest to multiple babies, we applied a threshold of 3 (in case of multiple gestations) and an $L_1$ time distance of 24 hours to exclude the unlikely candidate mothers. The time threshold is justified by the fact that there might delays in the EHR system in capturing mothers and babies admission and discharge times. After applying the filtering criteria, the matching algorithm resulted in 23,578 mother-baby links allowing to extend the labeling of the mother deliveries as preterm or full-term. This constitutes our dataset $\tilde{D}$ with noisy labels. The obtained labels are considered noisy because the linkage algorithm is based solely on temporal information and hence can lead to erroneous matching.

4 Alternating Loss Correction

As explained in Section 3, we have two datasets available for the prediction of preterm births: a dataset $D^*$ with clean labels and a dataset $\tilde{D}$ with noisy labels. The label corruption is specified by a distribution $p(\hat{y} | y^*)$ independent of the input $x$. Since we have a binary classification problem, we can estimate the $2 \times 2$ corruption matrix defined by $C_{ij} = p(\hat{y} = j, y^* = i)$ using the subset $D'$ with both clean and noisy labels. $D'$ has 2,133 subjects. We used this subset to estimate the matrix $\hat{C}$ of $C$ using equation (1). Pre-training methods for noisy labels suffer from memorizing data with noisy labels. On the other hands Pre-training with clean data and fine tuning with noisy data tend to have poor performance. In order to circumvent this issue, we propose to alternate the use of both datasets during training. A loss correction is applied while training with $\tilde{D}$. A simple cross entropy loss is used when the model is trained with $D^*$.

$$\hat{C}_{ij} = \frac{1}{|A_i|} \sum_{x \in A_i} \mathbb{1}\{\hat{y} = j \mid x\}$$

where $A_i$ is the subset of $D'$ with clean label $i$. The classifier $f$ is a deep neural network similar to RETAIN [26]. The output layer of $f$ is a dense layer with a softmax activation having $2 \times 2$ parameters. The loss correction can be viewed as a dense layer of constant weights $C_{ij}$ and zero bias. The network $f$ is alternately trained on an epoch using $D^*$ using a simple cross-entropy loss and on the next epoch using $\tilde{D}$ with a loss correction.

5 Experiments

The sequence of diagnosis codes are ordered in the patient-visit timeline. Patient encounters of the same day are merged to reduce the temporal frequency in the data. The discrete ICD codes, represented by 17629-dimensional hot vector, are then passed into a 200-dimensional floating-point embedding. For each batch, the sequences are padded with zeros to have the

| Method       | AUC   | PR-UC     |
|--------------|-------|-----------|
| ALC - $D^* \sim \tilde{D}$ | 82.79±0.72 | 73.05±1.37 |
| GLC - $\tilde{D}$ then $D^*$ | 80.77±1.44 | 71.07±2.05 |
| GLC - $D^*$ then $\tilde{D}$ | 64.13±1.59 | 49.48±3.03 |
| No-LC - $D^* \sim \tilde{D}$ | 77.87±0.87 | 66.65±1.76 |
| No-LC - $D^*$ | 80.71±1.49 | 72.11±2.04 |
| No-LC - $\tilde{D}$ | 71.20±1.41 | 59.72±1.68 |
same number of visits. The embedding vectors of the different codes within the same visit are summed up. Then they are passed to a Recurrent Neural Network with an attention mechanism. The network architecture is a modified version of RETAIN model [24]. We benchmarked the proposed ALC algorithm with 1) Gold Loss Correction (GLC) method [25] and 2) training without loss correction. All evaluations reported in this work are based on validation and test sets from the dataset with clean labels $D^*$. We considered few training scenarios in our benchmark: GLC is trained first with the noisy label dataset $\tilde{D}$ using loss correction then the model further trained with the clean-labels dataset $D^*$. This configuration is the one implemented in GLC. We evaluated GLC by flipping the order of the datasets, i.e., we first trained with $D^*$ without loss correction and further trained the model on $\tilde{D}$ with loss correction. We evaluated also the baseline scenario where only 1) clean labels are used and samples of clean and noisy labels are mixed. In both cases, no loss correction is applied. This is denoted by No-LC in table 2. The models have been first evaluated with few different number of epochs $N_e$. Training with 10 epochs was enough to obtain result stabilization. The models were implemented using Keras 2.1.6 with Tensorflow 1.8.0 back-end. We trained the model in parallel using two Tesla V100 GPUs. It took approximately 2-3 mins to train a model on 10 epochs. Table 2 summarizes the results in terms of Area under ROC (AUC) and Area under Precision Recall curve (PR-UC). The splitting of data into training, validation and test sets was randomly repeated 20 times to obtain performance means and standard deviations. The proposed ALC achieved the best results in the benchmark. By alternating through both datasets, ALC was able to leverage on sample from noisy labels and achieve a gain in performance compared with the baseline using only clean labels (No-LC - $D^*$). ALC is followed by GLC - $\tilde{D}$ then $D^*$ when it is first trained on noisy labels with corrected loss then on clean labels without correction. GLC - $D^*$ then $\tilde{D}$ gave the worst result and seems to under-fit the data. This could be explained by the fact that the model tends to memorize the latest examples seen during training. The baseline results, No-LC - $D^*$, solely on clean labels is 80.71 (AUC) and 72.11 (PR-UC). The data augmentation (No-LC - $D^*$ + $\tilde{D}$) by merging both datasets $D^*$ and $\tilde{D}$ resulted in a performance degradation.

6 Discussion and Future Work

The problem of matching of mothers and babies is relevant in general for massive de-identified EHR datasets and can be useful for studying pregnancy outcomes beyond the scope our application of predicting preterm births. Our simple matching heuristic has achieved an accuracy of 72% on the labels measured on $D'$. This could be further improved by considering a more global matching method based on linear optimization. The ambiguous ICD-9 codes that were excluded from the cohort definition could be used to add subjects with noisy labels. In a future work, we will consider the use of probabilistic noise model where the label values continuously range between 0 and 1 for binary classification. The values will reflect the noise level on the labels. Values of 0 or 1 indicate the clean labels and the rest are noisy with different levels of noise. A label of 0.5 has the highest uncertainty on the label assignment. This can help increasing the size of the training set. In this context, we plan to combine a regression problem on the continuous noisy labels and a classification problem on the clean labels. We mention that in the case where $D'$ is very small, we can use a similar approach proposed in [25] to estimate the corruption matrix $C$.

7 Conclusion

In this paper, we were interested by the prediction of preterm birth using diagnosis information from de-identified EHR data. We have devised a heuristic to match mothers and babies and hence augment our cohort with additional data examples with noisy labels. Then we have introduced a new learning algorithm called Alternating Loss Correction (ALC) to robustly train deep neural networks with noisy labels. The idea behind ALC is to involve both clean and noisy labels in an alternating fashion during training to avoid over-fitting and increase the generalization capability of the model. In ALC algorithm, we first estimate the corruption matrix on the data subset that have both clean and noisy labels, then we train the model on the clean and noisy datasets by alternating the losses. ALC achieved an improvement in prediction performance compared with baseline and state-of-the-art methods. It could be generalized to the training of deep learning models with multiple datasets.
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