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Abstract

Despite the tremendous success of neural dialogue models in recent years, it suffers a lack of relevance, diversity, and some times coherence in generated responses. Lately, transformer-based models, such as GPT-2, have revolutionized the landscape of dialogue generation by capturing the long-range structures through language modeling. Though these models have exhibited excellent language coherence, they often lack relevance and terms when used for domain-specific response generation. In this paper, we present DSRNet (Domain Specific Response Network), a transformer-based model for dialogue response generation by reinforcing domain-specific attributes. In particular, we extract meta attributes from context and infuse them with the context utterances for better attention over domain-specific key terms and relevance. We study the use of DSRNet in a multi-turn multi-interlocutor environment for domain-specific response generation. In our experiments, we evaluate DSRNet on Ubuntu dialogue datasets, which are mainly composed of various technical domain related dialogues for IT domain issue resolutions and also on CamRest676 dataset, which contains restaurant domain conversations. Trained with maximum likelihood objective, our model shows significant improvement over the state-of-the-art for multi-turn dialogue systems supported by better BLEU and semantic similarity (BertScore) scores. Besides, we also observe that the responses produced by our model carry higher relevance due to the presence of domain-specific key attributes that exhibit better overlap with the attributes of the context. Our analysis shows that the performance improvement is mostly due to the infusion of key terms along with dialogues which result in better attention over domain-relevant terms. Other contributing factors include joint modeling of dialogue context with the domain-specific meta attributes and topics.

Introduction

Transformer-based pertained language models, such as BERT (Devlin et al. 2018), GPT-2 (Radford and Salimans 2018) Radford et al. 2018, Transformer-XL (Dai et al. 2019), XLNet (Yang et al. 2019b), have revolutionized the landscape of natural language processing lately. These models have achieved state-of-the-art performance on many tasks, such as natural language understanding (NLU), sentence classification, named entity recognition and question answering. The ability to capture the long-range temporal dependencies in the input sequences is one of the key reason behind the success of these models. Besides language coherency, such attributes are beneficial to dialogue response modeling, especially in multi-turn and multi-interlocutor scenarios. The GPT-2 based models [Radford et al. 2018], pre-trained on a large dataset, have demonstrated that the generated text is fluent, lexically diverse and rich in content. Such models have the capacity to capture textual data with fine granularity and produce output with a high-resolution that closely emulates real-world text written by human. Most of the existing neural dialogue response generation models are based on recurrent neural networks(RNNs) These neural response generation system suffers from content or style inconsistencies, lack of long-term contextual information (Serban et al. 2017) and blandness (Li et al. 2016; Zhang et al. 2019a). Many of the issues are alleviated by modeling strategies specifically designed to boost information content using transformer based architecture (Radford and Salimans 2018) which is evident in some of the recent work on dialogue response generation modeling [Olabiyi and Mueller 2019] [Peng et al. 2020a] [Peng et al. 2020b] [Zhang et al. 2019b].

These models have yielded promising results by generating mostly coherent responses given the dialogue context. However, most of them, including the state-of-the-art models trained with naturalistic dialogue data, still perform below human level. Generated responses tend to be either generic, out-of-context or disproportionately short. Some of the previous works attributed such behavior to various causes e.g. prevalence of generic utterances in training data, inadequate sized model architecture to capture the long term temporal
domain specific multi-turn and multi-interlocutor dialogue environment, where multiple users converse over a common channel simultaneously, often regarding a common subject, the above stated problems exacerbate in the generated response. More specifically, the next utterance may not be the response corresponding the immediate previous utterance. In addition, due to multiple agents conversing on the same channel, the context of utterance’s might be off to the main content of the discussion.

In this paper, we propose DSRNet (Domain Specific Response Network), a transformer based model, where in we alleviate some of the highlighted issues stated above by explicitly inserting meta-context attributes to capture the context better. In particular, we extract various meta contexts such as topic, queries etc. (see in Figure 1) and include them as special inputs to our proposed DSRNet. DSRNet architecture is build on GPT-2 (Radford et al. 2018), with modifications to include the meta contexts in the input set. We have experimented on the Ubuntu dialogue datasets (Lowe et al. 2015; Kummerfeld et al. 2018), which are mainly composed of various computer domain related dialogues for issue resolutions. Like GPT-2, DSRNet is formulated as an auto-regressive (AR) language model and uses a multi-layer transformer model architecture. However, unlike GPT-2, DSRNet is trained on large scale dialogues pairs/conversation-sessions extracted from Ubuntu-Dialogue corpus. Our assumption is that this should enable DSRNet to capture the joint distribution over the response and the previous utterance in the conversation flow with finer granularity. The input of DSRNet includes the context which constitutes of predefined number of previous utterances (before the response) in the conversation, and the meta-contexts. The meta context is composed of conversation topic, query, entities which are extracted from the conversation at hand using traditional NLP techniques.

We have evaluated DSRNet on the Ubuntu-IRC corpus (multi-interlocutor conversation) (Kummerfeld et al. 2018) to generate response utterances which clearly indicate improved response text in terms of alignment with context utterances of the conversation topic. For domain specific environment, it is of great importance to have the response aligned with the context instead of being generic. We have also experimented with other datasets, namely Ubuntu 2.0 dataset (direct conversation) (Lowe et al. 2015) (mainly pertains to the IT domain) and CamRest676 (Wen et al. 2017) which contains restaurant related conversations. The experimental results on CamRest676 dataset also corroborates improved response text generation. We built DSRNet upon the Huggingface Pytorch Transformer (Wolf et al. 2019a). We also extended the Ubuntu-IRC, Ubuntu 2.0 and CamRest676 dataset with meta-contexts. We intend to release both the source code and extended datasets for future research. To the best of our knowledge, our approach is the first to consider explicitly meta-context attributes and leverage it in a transformer based model to generate dialogue responses in a multi-turn dialogue environment. The key contributions of our work are as follows:

• We propose a novel approach, DSRNet, a GPT-2 based model with meta-context attributes for domain specific multi-turn and multi-interlocutor dialogue response generation.

• We extend Ubuntu 2.0, Ubuntu-IRC and CamRest676 datasets with meta-context attributes for better context capturing.

**Related Literature**

Pre-trained transformer based language models have shown tremendous advances in the state-of-the-art across a variety of natural language processing (NLP) tasks (Peters et al. 2018; Devlin et al. 2018; Yang et al. 2019a; Liu et al. 2019; Keskar et al. 2019; Raffel et al. 2019). These models are often trained to predict words based on their context on massive text data, and the learned models can be fine-tuned to adapt to various downstream tasks. GPT-2 (Radford and Salimans 2018; Radford et al. 2018) is one of the most known auto-regressive language models and closest to our work which learns language granularity from large amounts of open web text data. Other variants to ground language generation on prescribed control codes are CTRL (Keskar et al. 2019) and Grover (Zellers et al. 2019) or latent variables such as Optimus (Li et al. 2020). GPT-2 first investigated massive Transformer-based auto-regressive language models with large-scale text data for pre-training. After fine-tuning, GPT-2 achieves drastic improvements on several generation tasks. One drawback of GPT-2 is the lack of high-level semantic controlling ability in language generation. To alleviate this issue CTRL (Keskar et al. 2019) was introduced to train the model based on pre-defined codes such as text style, content description, and task-specific behaviour, mean while Grover (Zellers et al. 2019) generates news article conditioned on authors, dates etc. Unlike these, SC-GPT (Peng et al. 2020b) models the text generation more explicitly which is applied to task-oriented dialogue NLG in a few shot setting.

In Dialogue domain, several recent works have adapted transformer-based pre-trained language models. DialoGPT (Zhang et al. 2019b; Wolf et al. 2019b) and CEGRG (Wu et al. 2020b) extended GPT-2 for chit chat dialogue system. Plato (Peng et al. 2020b) is a pre-trained discrete latent variable model for response generation. For task oriented dialogues, BERT-ToD (Wu et al. 2020a) adapts the pre-trained BERT (Devlin et al. 2018) model to achieve super performance on four dialogue subtasks. SC-GPT (Peng et al. 2020b) and Soloist (Peng et al. 2020a) are pre-trained models for NLG module that converts a dialogue act into response in natural language. DLGNet (Olabi and Mueller 2019) is a large transformer model trained on dialogue dataset and achieves good performance on multi-turn dialogue response generation. Our work is very close to SC-GPT and DLGNet as we also build our model on GPT2 to generate response for a multi-turn dialogues. Moreover, our model reinforces better relevancy by explicit inclusion of context related meta-contexts which helps to capture the context better and its content in the generated responses.

**Proposed Approach**

We model the task of response generation by incorporating fine-grained meta-contextual attributes to capture domain
specific goals in the generated utterances more effectively. We infuse various context attributes, called as meta-context, in our response generation model to capture the content of the conversation context better in the input. Given M training samples \( S = \{ (C_m, x_m) \}_{m=1}^{M} \), where \( C \) is the input context and \( x \) refers to the corresponding response text; our aim is to build a neural model which maximises the likelihood of the generated response conditioned on the context \( (C) \) and meta-context \( (f(C)) \), i.e., \( p_{\theta}(x|C, f(C)) \) parameterized by \( \theta \) (model parameters). The decoder being auto-regressive allows us to express the likelihood as

\[
p_{\theta}(x|C) = \prod_{w=1}^{W} p_{\theta}(x_w|x_{<w}, C, f(C))
\]

where \( W \) is the number of tokens in the ground truth response. To capture domain-related terms in a better way, we perform a massive language pre-training, allowing the model to learn domain-related word representations along with their contexts more effectively. The overall flowchart of the proposed method is shown in Figure 2.

**Domain language pre-training**

Pre-training on large amounts of data have usually enabled better generalization [Peng et al. 2020] to newer domains. In our work, we perform pre-training on a massive Ubuntu dialogue (technical IT support) domain related corpus with the aim to enrich the model with domain-related knowledge. To achieve that, we have adopted the pre-trained GPT-2 architecture [Radford et al. 2018] and have trained it further on a language modeling task using the Ubuntu 2.0 Corpora [Lowe et al. 2015]. In this work, we have focused on a corpus which is mainly constituent of technical terms and these words usually aren’t part of the general English vocabulary. Through domain language pre-training, we aim to aid the model to learn contextualized representations for such domain-specific words better.

**Meta-attribute infused fine tuning**

The next utterance in a conversation is usually constructed using key-terms from the context. Most of the prior works on response generation, assumes that the model learns the importance of these key-terms automatically, which may not happen in reality. To tackle this issue of relevance in the generated utterance, we propose infusing meta-attributes, namely topics/entities and queries, from conversations in the training procedure. We process the mined meta-attributes and generate input instances as shown in Table 1. Thus the meta-context \( f(C) \) in Eqn. 1 can be represented as:

\[
f(C) = [q_m; t_m]_{m=1}^{M}
\]

where, \( M \) is the number of instances in the dataset, \( q_m \) represents the query detection result on the \( m^{th} \) instance and \( t_m \) represents the topic/entity word extracted from the context \( (c_m) \) of the \( m^{th} \) instance. In the sections to follow, we provide a detailed description of our meta-attribute mining algorithms. The proposed architecture of DSRNet is illustrated in Figure 4 where it is highlighted that generation of one word in the response, is dependent explicitly on the context, meta-context and the previous words generated in the response.

**Topic Infusion**

While we are aware of the domain of the corpora, more than often it has been observed that each conversation has a topical premise of it’s own. Specially in the Ubuntu related corpora we have used in this work, we have observed conversations involving various topics, mainly pertaining to troubleshooting, version releases - to name a few. In our work, we adopt an unsupervised approach to extract the dominant topic of each utterance. In particular, we have used Latent Dirichlet Allocation [Blei, Ng, and Jordan 2003] method to determine the topics of the conversations in the corpus. We have treated each conversation in the corpus as a document in our approach. The number of topics rendering the optimal coherence score was found to be 80 for the Ubuntu IRC data-set. Using the learnt topic model, we have used it to determine the dominant topic of each utterance and have appended the 10 most contributing topic keywords from the corpus to each utterance. Using the statistical approach of topic modeling has not only saved us annotation labour, it has also supported the model with consistent performance as reported in Tables 2-4.

**Query Mining and Infusion**

Query mining module deals with identifying queries from context utterances. We observe that query utterances, if present, directly influences the conversation responses utterance. We infuse the identified queries as a part of meta-attributes in the form of query vector as shown in Figure 4. We note that the queries are typically the last utterance prior to response while fewer times it occurs at some prior utterances. Queries, or question utterances, can take both explicit and implicit lexical forms [Shrestha and McKeown 2004; Forsythand and Martell 2007], e.g., explicit: "What is the latest Ubuntu version?", implicit: "I was wondering what is the latest Ubuntu version released.". Furthermore, the queries may also contain informal utterance construct as the conversations are informal in nature. To identify the
queries, we adopted a semi-supervised approach where we augmented some lexical rules along with an SVM model. The lexical rules are apt to capture queries containing question words (mainly constituting 5W1h question words, for e.g., ‘?’, when, how, where), along with a set of other curated verb and adverb based question words (e.g., could, did, kindly, please). On the other hand, the SVM model is trained on the NPS Chat dataset\(^\text{3}\) to detect the implicit queries which captures the informal query utterances. Our algorithm identifies an utterance as negative query only when both lexical and SVM model yields negative label.

We have randomly sampled 100 instances from the Ubuntu datasets and have evaluated our query mining algorithm. We report a precision score of 86.90%, a recall of 92.03% and an F-Score of 89.39%. We feed each utterance in the context to the query mining algorithm to determine if it is a query or not. Based on the decisions obtained from the algorithm, we append a sequence of ‘Y-N’s to the context - ‘Y’s confirming the presence of a query at that index in the context and ‘N’s confirming otherwise. Sample training instances depicted in Table\(^\text{1}\) provide a clearer picture of the input format.

**Entity Extraction** Although we capture the topical preference of the conversation by infusing topic keywords with each utterance in the context, we realise that the domain-keywords in the context may still not be captured in the generation. This is mainly because i) the topic keywords do not necessarily pertain to that particular conversational context, ii) it is often tricky to capture the optimal number of topics for topic modeling and may result in topic overlaps - hence, losing out on important topic words, iii) dialogues are known to be privy to noisy text - with spelling mismatches and word distortions, some important domain words in the context may not be captured accurately. To tackle these issues, we experiment with entity phrases extracted from the context, instead of topic words and report the performance in Tables\(^\text{2-4}\). To extract entity words from conversations we adopt the weakly supervised method as outlined in (Mohapatra et al. 2018).

**Dataset** We have used three popular, publicly available datasets to train and evaluate our proposed model DSRNet. While the Ubuntu 2.0 dataset\(^\text{3}\) and the Ubuntu IRC dataset (Kummerfeld et al. 2018) mainly pertain to the technical domain, the CamRest676 dataset (Wen et al. 2017) caters to the restaurant enquiry task. For the domain language pre-training step, our dataset of choice was the Ubuntu 2.0 dataset due to it’s massive collection of annotated examples. It is important to note, that natural language generation for domains like restaurant, hotels and travel are much simpler than the same in a technical domain. Dialogues in both Ubuntu 2.0 and Ubuntu IRC dataset mainly constitute technical words like Ubuntu terminal commands (e.g. sudo apt-get), links or URLs to solutions, technical jargon (e.g. html, css) which traditionally do not exist in general English vocabulary. Certain words like Windows, network, although they do exist in the English vocabulary, they have a very different meaning in a technical domain. We tackle most of these challenges through our domain language pre-training and meta-attribute learning steps. Moreover, the dialogues in the Ubuntu IRC dataset occur in a multi-turn, multi-locutor setting. This means that in a conversation instance there can be multiple parallel sub-conversations taking place. We adhere to the following pre-processing rules to tackle some of the challenges of the dataset: i) We extract the conversations from the dataset using the disentanglement annotations provided (for the Ubuntu IRC dataset), and we remove, ii) bad words from the dialogues - we do not want our system to learn foul language, iii) usernames, timestamps from utterances, iv) non-English utterances from the corpus (we encountered a number of Spanish utterances in the conversations), v) instances of utterance repetitions, and vi) one word utterances which are neither questions nor commands.

\(^1\)http://faculty.nps.edu/cmartell/NPSChat.htm

\(^2\)https://github.com/rkadlec/ubuntu-ranking-dataset-creator
Experimental Studies

In this section, we evaluate our proposed model DSRNet on three different dialog corpus. We address the following questions during the evaluation process, which are (i) How efficient is DSRNet when compared with other state-of-the-art (SOTA) methods of generating response in dialog settings and (ii) How efficiently DSRNet is able to improve the task of response generation using the meta-contextual information.

Experimental settings

We fine-tune the pre-trained GPT-2 model on our dataset using 2 v100 cores using 100 GPU memory in each of the them, for most of the experimental settings.

Dataset for fine-tuning

We create the training instances by considering contexts in a sliding window fashion, containing three consecutive utterances. The context is followed by the query feature obtained from query mining. This represents which of the utterances in the context is a question (marked by Y) and which is not (marked by N). This helps to give different priority to questions which are present in the context. This is followed by (i) the list of entities extracted from the context or (ii) list of 10 dominant topic words that represent the context. Typical examples of a training instance, using both query information and entities is shown in Table 1.

Ubuntu2.0 corpus has about 3 million training instances, when the context has 3 utterances. Camrest676 has 2515 training instances and Ubuntu-IRC dataset has 22582 training instances. We use 10,000 test samples for Ubuntu 2.0 dataset and 1000 test samples from each of the other two datasets. Ubuntu IRC corpus (Kummerfeld et al. 2018) has 153 conversation files, each of which have several parallel conversations. We use the annotation provided by Kummerfeld et al. and extract 4621, 392 and 298 conversations for training, evaluation and test split respectively. The entire dataset with meta contextual information will be made available online for research purpose.

Topic modeling

We do stemming of the words in the sentences and consider each conversation as one document. We apply a standard LDA based topic-modeling to extract the dominant topics in the corpus. Figure 4 shows the topic distribution (number of topics 40 in this case, for better visual aid) at utterance level and conversation level respectively. It is clear from the figure that better discriminating topics are obtained at the conversation level. We set the number of topics to 80 in all the three corpus, after observing the coherence score.

Evaluation Metrics

We use the nlg-eval toolkit and MultiTurnDialogZoo toolkit for obtaining the values for the following metrics during our experimentation:

1. BLEU and ROUGE - BLEU has been used for measuring the coherency of the generated output. It mainly looks at the precision of the common n-grams in the ground truth and generated output. Similarly, Rouge measures the recall of the common n-grams occurring in ground truth and generated output.

2. DISTINCT - It measures the diversity of the words in the generated output. We consider the average of DISTINCT-1 and DISTINCT-2 scores.

3. BERT-Score (BERTSc) - BERT score represents the cosine similarity of the pair-wise similar words in the embedded space.

We would like to mention, that in spite of having so many evaluation metrics, it is difficult to compare the generated response with the ground truth, as an utterance can be represented correctly with many different sentences. Many a times, human evaluation is the best way to determine the correctness of a generated output.

Baseline

The following methods have been adapted as baselines which gives SOTA results on response generation in dialog settings.

1. Vanilla GPT-2 - We use the GPT-2, finetuned on the training set, as one of the baselines. As the proposed DSRNet is an improved version of GPT-2, it gives an idea about how strong the modification of the proposed method is with respect to the base model.

2. HRED, VHRED - We train (Sordoni et al. 2015) and (Serban et al. 2016) on each of the datasets for 20 epochs. Both of the methods model the task using recurrent encoders and decoders in a hierarchical fashion.

3. DLGNet - We consider DLGNet for comparison purpose for the Ubuntu 2.0 dataset. The evaluation metric values are directly taken from the paper.

Performance and evaluation

We choose the training parameters based on the performance on the evaluation data split and report the metric results on the test split. For the grid search of hyper parameters, we use 6 different randomly generated seed value, 2 sequence lengths of 120 and 150 and 2 learning rates of $5e-5$ and $1e-4$. We show the results of different variations of DSRNet - (i) DSRNet (qstn) - having question detection only as the meta-context (ii) DSRNet (qstn+top) - having question detection and dominant topic words as meta context, and (iii)
The optimal parameter settings for this experimentation are:

- learning rate: $5e - 05$
- batch size: 4
- sequence length: 120
- seed value: 906

We can observe that DLGNet is having better BLEU score than DSRNet, which is mostly because of the fact that DLGNet considered a much larger sequence length (1024) while training their model. This is particularly helpful for Ubuntu 2.0 dataset, where the length of utterance can be very long.

### Table 1: Examples of training samples from Ubuntu 2.0, Ubuntu-IRC and CamRest676 dataset used in DSRNet.

| Dataset                  | Example                                                                 |
|--------------------------|-------------------------------------------------------------------------|
| Ubuntu 2.0 (with entities) | I already do [eos] Ok, goto the /root folder and control+h That’ll show the hidden folders That’ll show the hidden folders and the trash folder should be in a .gnome folder [eos] so how do I get permissions to open root? [eos] [eoc] N-N-Y [eoc] root, permission, trash folder, hide folders [eot] [sep] Press Alt+f2 and type this in: gksudo nautilus [eos] |
| Ubuntu IRC (with entities) | however, in addition, I’ve observed something odd with this machine [eos] Sorry, I’ve had a quick look over a few Ubuntu mirrors, but can’t find a Live PPC CD of Warty... are they available? [eos] any reboot short of turning the mains power off causes the bios to fail to recognize the hard drive [eos][eoc] N-Y-N [eoc] available, warty, machine, addition, bios, reboot, live ppc cd, few ubuntu mirror, quick look, something odd, hard drive, main power [eot] [sep] there’s no ppc live cd yet [eos] |
| Ubuntu IRC (with topics)  | however, in addition, I’ve observed something odd with this machine [eos] Sorry, I’ve had a quick look over a few Ubuntu mirrors, but can’t find a Live PPC CD of Warty... are they available? [eos] any reboot short of turning the mains power off causes the bios to fail to recognize the hard drive [eos][eoc] N-Y-N [eoc] connect, fail, reinstall, final, enter, normal, command, address, account, mode [eot] [sep] there’s no ppc live cd yet [eos] |
| CamRest676 (with entities) | I need to find an expensive restaurant that’s in the south section of the city. [eos] There are several restaurants in the south part of town that serve expensive food. Do you have a cuisine preference? [eos] No I don’t care about the type of cuisine. [eos] [eoc] N-Y-N [eoc] city, town, type, south section, expensive restaurant, expensive food, south part, several restaurant, cuisine preference [eot] [sep] Chiquito Restaurant Bar is a Mexican restaurant located in the south part of town. [eos] |
| CamRest676 (with topics)  | I need to find an expensive restaurant that’s in the south section of the city. [eos] There are several restaurants in the south part of town that serve expensive food. Do you have a cuisine preference? [eos] No I don’t care about the type of cuisine. [eos] [eoc] N-Y-N [eoc] cheap, moder, south, price, princ, thanh, postcod, gastropub, hous, turkish [eot] [sep] Chiquito Restaurant Bar is a Mexican restaurant located in the south part of town. [eos] |

### Table 2: Performance evaluation on CamRest676 dataset (best in bold).

| Method               | BLEU  | ROUGE | BERTSc | Distinct |
|----------------------|-------|-------|--------|----------|
| HRED                 | 0.0332| 0.0582| -0.0007| 0.0655   |
| VHRED                | 0.0298| 0.0722| 0.0049 | 0.0667   |
| GPT-2                | 0.1382| 0.1496| 0.242  | 0.4164   |
| DSRNet (qstn)        | 0.211 | 0.2581| 0.3296 | 0.4356   |
| DSRNet (qstn+top)    | 0.1896| 0.1679| 0.2254 | 0.4002   |
| DSRNet (qstn+ent)    | **0.260** | **0.2587** | **0.6603** | **0.4533** |

### Table 3: Performance evaluation on Ubuntu2.0 dataset.

| Method               | BLEU  | ROUGE | BERTSc | Distinct |
|----------------------|-------|-------|--------|----------|
| HRED                 | 0.017 | 0.0483| NA     | 0.046    |
| VHRED                | 0.0171| 0.0855| NA     | 0.089    |
| DLGNet               | **0.0279** | **0.2191** | -      | 0.4953   |
| GPT-2                | 0.0122| 0.0241| 0.0138 | 0.2023   |
| DSRNet (qstn)        | 0.0153| 0.0230| 0.0341 | 0.4797   |
| DSRNet (qstn+top)    | 0.0155| 0.0237| 0.0335 | 0.5051   |
| DSRNet (qstn+ent)    | 0.0197| 0.0321| **0.0328** | **0.5561** |

Table 3 shows the performance of different models on generating response for Ubuntu-IRC dataset. The optimal set of training parameters used in this experiments are: learning rate: $5e - 05$, batch size: 4, sequence length: 120 and seed value: 906. It is evident from the tables that adding of meta contextual information does help in generating better responses. Addition of entities is performing better than that of topic words, as entities are directly picked up from the corresponding context, whereas, a dominant topic word may come from outside entities.
Table 4: Performance evaluation on Ubuntu-IRC dataset.

| Method          | BLEU | ROUGE | BERTSc | Distinct |
|-----------------|------|-------|--------|----------|
| HRED            | 0.118 | 0.11  | 0.07   | 0.00025  |
| VHRED           | 0.111 | 0.21  | 0.21   | 0.0022   |
| GPT-2           | 0.0854 | 0.1032 | 0.2354 | 0.2194   |
| DSRNet (qstn)   | 0.1062 | 0.1451 | 0.2879 | 0.4676   |
| DSRNet (qstn+top) | 0.1287 | 0.1890 | 0.2981 | 0.4432   |
| DSRNet (qstn+ent) | 0.1483 | 0.1566 | 0.3472 | 0.4701   |

Figure 5: Examples of generated response from DSRNet with and without using questions as meta context.

We believe that this problem is mostly due to the small size of the dataset.

There has been some responses, which end abruptly, such as "there are two moderately priced mid-range restaurants, both in the centre part of town. do you". This is mainly because of the sequence length that we are considering during training of DSRNet, due to computational effectiveness of the model training. With a large value of sequence length, this problem can be resolved.

There are also some of the generated responses, which are highly relevant with the context, but is different from that of the ground truth utterance, such as:

- "Context": "There are several good restaurants in the south part of town. Do you have a preference for the type of food or price range? [eos] Yes, I'd like a restaurant that serves portuguese food. [eos] nandos is the only restaurant i can find in the south that serves portuguese. [eos] [eos] Y-N-N [eos] town, type, preference, nandos, south part, price range, portuguese food, restaurant [eos]"
- "Generated": "what is the address?"
- "True": "Nandos sounds great. Thank you."

These generated outputs will reduce the metric scores used for evaluation, but a human evaluation may consider the generated output as a relevant one.

Conclusion

In this paper, we have proposed DSRNet, a transformer-based model, for dialogue response generation by explicitly infusing domain-specific attributes. To infuse meta context in DSRNet, we have extracted meta attributes, namely conversation topics, key entities and queries from the conversation context which enables better relevance of the generated response. We conducted thorough investigation over Ubuntu-IRC, Ubuntu 2.0, and CamRest676 dataset and reported multiple performance metrics, such as BLEU, ROGUE, and semantic similarity scores. Our evaluation results indicate that DSRNet shows improvement with other existing models in terms of generating responses which are more relevant to the conversation context. The generated responses have better presence of domain-specific key attributes that exhibit better overlap with the attributes of the context.
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