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**ABSTRACT**

“Sparse” neural networks, in which relatively few neurons or connections are active, are common in both machine learning and neuroscience. Whereas in machine learning, “sparsity” is related to a penalty term that leads to some connecting weights becoming small or zero, in biological brains, sparsity is often created when high spiking thresholds prevent neuronal activity. Here we introduce sparsity into a reservoir computing network via neuron-specific learnable thresholds of activity, allowing neurons with low thresholds to contribute to decision-making but suppressing information from neurons with high thresholds. This approach, which we term “SparCe”, optimises the sparsity level of the reservoir without affecting the reservoir dynamics. The read-out weights and the thresholds are learned by an on-line gradient rule that minimises an error function on the outputs of the network. Threshold learning occurs by the balance of two opposing forces: reducing inter-neuronal correlations in the reservoir by deactivating redundant neurons, while increasing the activity of neurons participating in correct decisions. We test SparCe on classification problems and find that threshold learning improves performance compared to standard reservoir computing. SparCe alleviates the problem of catastrophic forgetting, a problem most evident in standard echo state networks and recurrent neural networks in general, due to increasing the number of task-specialised neurons that are included in the network decisions.

1 Introduction

The performance of artificial neural networks is often improved by adopting “sparse” representations, in which relatively few neurons or connections are active. Previous research has studied the role of sparse connectivity, in terms of memory, in Hopfield networks, demonstrating how sparse connectivity increases storage capacity [1] [2] [3] [4]. Memory retrieval and associative learning have been studied in the context of neural network attractors, and the work in [5] has provided an abstract mathematical analysis of retrieval capacity. From the machine learning perspective, adopting sparse connectivity can lead to more interpretable models [6], a reduced computational cost [7], and can help solve overfitting problems [8]. Sparsity in machine learning is typically introduced to artificial networks through regularisation, in which a penalty term leads to the reduction of the connection weights. In this regard, the work in [7] demonstrated how structured sparsity can improve computational speed and accuracy in a convolutional neural network. Rasmussen et al. [9] showed how the choice of regularization parameters of the model can impact the interpretability and the reproducibility of a classifier of neuroimaging data, and showed the existence of a trade-off between pure classification accuracy and reproducibility.

Sparsity is also a well-known concept in neuroscience: biological neurons are highly selective in systems ranging from mammalian sensory cortex [10] to the insect mushroom body [11] [12]. However, unlike in typical machine learning approaches, biological sparsity is introduced not only by reducing connection weights between neurons, but also by the fact that neurons have spiking thresholds: they only fire when their summed inputs exceed a certain threshold. High
spiking thresholds relative to the size of synaptic inputs can often contribute to high selectivity of neurons, as with Kenyon cells (KCs), the principal neurons of the insect mushroom body, which fire sparsely in response to odor stimuli [13, 14, 15, 16]. In the fruit fly Drosophila, this sparse odor coding enhances learned discrimination of similar odors [12]. Moreover, spiking thresholds vary across neurons [14] and over time for the same neuron [17, 18], and spiking thresholds for different neurons are adapted to neurons’ particular input statistics [17] and past activity [19]. Here we applied the concept of adaptable spiking thresholds to machine learning to create SpaRCE, a method for achieving sparse representations applicable to Reservoir Computing.

Reservoir computing takes inspiration from the complex non-linear behavior of recurrent neural networks and their abilities to process temporal information. Such a computing paradigm exploits the inherent complexity of a dynamical system, which is called the reservoir and that can be virtually or physically defined, to represent a stream of data into a high dimensional space useful for learning. In the classical learning framework of such systems, training occurs on the read-out connections only, which connect the activities of the non-linear reservoir components to the output neurons. The advantages of the reservoir computing framework are: first, the system can be physically defined as in [20, 21, 22, 23, 24], aspect that can dramatically reduce the computational and energetic cost [25]; second, the response of the reservoir can exhibit memory over a range of timescales without training of the internal dynamic of the system. In the latter aspect, the reservoir computing framework is antithetical to standard recurrent neural networks, whose connectivity is trained through the computationally expensive BPTT algorithm.

In this work, we model the reservoir as a recurrent network of leaky integrators [26] known as echo state network (ESN). The connectivity between the nodes is represented through a random sparse fixed adjacency matrix, whose spectrum of eigenvalues allows the system to exhibit a wide range of timescales and to efficiently represent temporal information. Previous works have explored alternatives to the typical Erdos-Renyi connectivity of the reservoir, imposing a regular structure as a delay line [27], where the nodes are connected unidirectionally composing a circular graph, or defining the graph connectivity through more complex topologies [28] as scale-free or small world. Furthermore, complex structures composed by multiple, interconnected ESNs have been recently studied, and the works [29, 30] demonstrate how the use of different hyperparameters for different ESNs can expand the range of timescales that is accessible by the system and consequently increase the quality of the reservoir representation for temporal tasks with complex temporal dynamics. In this regard, the work [30] gives insights into the understanding of hierarchical systems from the point of view of accessible timescales, offering a theoretical and a practical analysis on how to tune the hyperparameters of the system to a considered task.

While ESNs are most traditionally adopted by the machine learning community for time-series prediction and forecasting [26], more recent works have studied their behavior for time-series classification [31]. In particular, [31] studies and compares different methods to exploit the representation of the reservoir as input to more complex machine learning algorithms as multilayer perceptrons or SVM. In this work, we formulate a different approach to improve the classification ability of reservoir systems in general while maintaining the low cost of computation that is intrinsic to the concept of reservoir computing. Analogously to the concept of firing thresholds, SpaRCE exploits learnable thresholds to optimize the level of sparsity inside the network. Both the learnable thresholds and the read-out weights (but not the recurrent connections within the reservoir) are optimised by minimising an error function that does not include any normalization term. We analysed the learning rule derived from this error minimisation and found that learning occurs by two antagonist factors: the first raises the thresholds proportionally to the correlated activity of the nodes (thus silencing nodes that are correlated and therefore redundant), while the second lowers the thresholds of nodes that contribute to the correct classification (Fig. 2). The novelty of our work lies in the fact that a sparsity level is reached on the read-out connections only, which connect the activities of the non-linear reservoir components to the output neurons.

In this work, we model the reservoir as a recurrent network of leaky integrators [26] known as echo state network (ESN). The connectivity between the nodes is represented through a random sparse fixed adjacency matrix, whose spectrum of eigenvalues allows the system to exhibit a wide range of timescales and to efficiently represent temporal information. Previous works have explored alternatives to the typical Erdos-Renyi connectivity of the reservoir, imposing a regular structure as a delay line [27], where the nodes are connected unidirectionally composing a circular graph, or defining the graph connectivity through more complex topologies [28] as scale-free or small world. Furthermore, complex structures composed by multiple, interconnected ESNs have been recently studied, and the works [29, 30] demonstrate how the use of different hyperparameters for different ESNs can expand the range of timescales that is accessible by the system and consequently increase the quality of the reservoir representation for temporal tasks with complex temporal dynamics. In this regard, the work [30] gives insights into the understanding of hierarchical systems from the point of view of accessible timescales, offering a theoretical and a practical analysis on how to tune the hyperparameters of the system to a considered task.

While ESNs are most traditionally adopted by the machine learning community for time-series prediction and forecasting [26], more recent works have studied their behavior for time-series classification [31]. In particular, [31] studies and compares different methods to exploit the representation of the reservoir as input to more complex machine learning algorithms as multilayer perceptrons or SVM. In this work, we formulate a different approach to improve the classification ability of reservoir systems in general while maintaining the low cost of computation that is intrinsic to the concept of reservoir computing. Analogously to the concept of firing thresholds, SpaRCE exploits learnable thresholds to optimize the level of sparsity inside the network. Both the learnable thresholds and the read-out weights (but not the recurrent connections within the reservoir) are optimised by minimising an error function that does not include any normalization term. We analysed the learning rule derived from this error minimisation and found that learning occurs by two antagonist factors: the first raises the thresholds proportionally to the correlated activity of the nodes (thus silencing nodes that are correlated and therefore redundant), while the second lowers the thresholds of nodes that contribute to the correct classification (Fig. 2). The novelty of our work lies in the fact that a sparsity level is reached due to the presence of “on-line” learnable firing thresholds, rather than to penalty terms [32, 6, 33], as well as in the detailed analysis on how such thresholds enable ESNs to perform competitively in tasks where their performance was lacking.

2 Methods

2.1 Standard Echo State Network

An echo state network (ESN) is composed of randomly connected leaky integrators. The activity of such a system is defined through the following equation [26]:

$$\mathbf{V}(t + \delta t) = (1 - \alpha)\mathbf{V}(t) + \alpha f [\mathbf{W}_{in}\mathbf{s}(t) + \rho \mathbf{W}\mathbf{V}(t)]$$

(1)

where $\alpha = \frac{\delta t}{\tau}$ defines the temporal scale of the neuron, $\mathbf{V}(t)$ is the activity vector of the integrators and $\mathbf{s}(t)$ is the input signal. $\mathbf{W}$ is the fixed sparse random matrix that describes the recurrency of the reservoir. The matrix $\mathbf{W}$ is random and
sparse, corresponding to an Erdos-Renyi graph where the probability of a connection is $p_{ER}$. The eigenvalues of $W$ are rescaled to be confined inside the unit circle of the imaginary plane, necessary condition for the echo state property. The hyperparameter $\rho$ (between 0 and 1) controls further the radius of the spectrum of the system’s eigenvalues. Finally, $\gamma$ is a gain factor of the input signal. The specific form of the input matrix $W_{in}$ and the activation function $f$ is task-dependent and will be specified in sections 3.1 and 3.2.

It is possible to control a priori the range of timescales that the reservoir exhibits by appropriately choosing $\alpha$ and $\rho$ as described in the methodology reported in Appendix A.1 and our earlier work [30]. In the standard ESN learning protocol, learning occurs exclusively on the read-out defined from a vector $\tilde{V}$ that represents an ensemble of the reservoir activities $V$. The output of the system is then computed through

$$y = W_a \tilde{V}$$

$$E = \frac{1}{2} (\tilde{y} - y)^2$$

where $\tilde{y}$ denotes the desired output values, and the output connectivity $W_a^T$ is optimised to minimise the cost function $E$ through ridge regression [26] or through gradient descent methods [34]. We note how, depending on the task and on the learning framework, the $V$ vector can be defined from different ensembles of activities of the reservoir across time.

The idea to exploit the dynamic of the ESNs, instead of using its activities at one step only, is particularly useful for classification tasks. Previous works have introduced different techniques to define a $\tilde{V}$ vector from the ESN’s dynamic: adopting PCA on the multidimensional response of the reservoir across time [31], introducing a learnable temporal kernel to define the read-out [35], or concatenating the past activities of the reservoir to define a higher dimensional vector $\tilde{V}$ [34] [36]. In this work, we will exploit the latter approach, while other techniques such as PCA, which reduces the dimensionality of the ESN’s representation, are more desirable in the case of overfitting. In this regard, while the most spontaneous choice for time-series prediction would be $\tilde{V} = V(t)$, corresponding to the activity of the reservoir at the current time, it is also possible to expand the dimensionality of the system by including previous reservoir representations at times $t_l$ and define a vector $\tilde{V} = C(\{V(t_l)\}_{t_l \in T})$, where $C$ denotes the concatenation operator and $T$ the ensemble of time steps $t_l$ considered. This latter approach has been adopted also in physical reservoir models through the use of virtual nodes [37] [38]. Of course, such dimensionality expansion leads to an artificial increase of the memory of the system. However, the concatenation of previous activities does not guarantee the understanding of the dependencies among events that are distant in time, because the memory of a past input signal could have faded away when a new stimulus $s(t)$ comes. A scheme of this procedure for time-series classification can be found in Fig. 1A.

### 2.2 Sparse Reservoir Computing

In contrast to previous models that define the output of the neural network through a read-out of the $\tilde{V}$ vector, i.e. the activities of the reservoir considered for the learning process, we introduced another variable $x_i$ for each dimension of $\tilde{V}$, defined as follows:

$$x_i = \text{sign}(\tilde{V}_i) \text{relu}\{|\tilde{V}_i| - \theta_i\}$$

$$\theta_i = P_n(\tilde{V}_i) + \bar{\theta}_i$$

where $\text{relu}$ stands for rectified linear unit, $\text{sign}$ is the sign function (1 if $\tilde{V}_i > 0$, -1 if $\tilde{V}_i < 0$, 0 if $\tilde{V}_i = 0$), and $\theta_i$ is a threshold that enables $x_i$ to be sparse. Thus, the variable $x_i$ is zero if the absolute value of the variable $V_i$ is lower than the corresponding threshold. We term this variant SpaRCe for Sparse Reservoir Computing.

Of course, $x = \tilde{V}$ if $\theta = 0$, which is the case where the formulated learning procedure coincides with the standard ESN paradigm. Considering Eq. 5 each threshold is composed by two factors:

- $P_n(\tilde{V}_i)$, defined as the percentile $n$ of the distribution of activity of the i-th component of $\tilde{V}$ across a dataset, where the same value of $n$ is applied to all dimensions of $\tilde{V}$. Given that the response $\tilde{V}$ of the reservoir to a specific input remains unchanged across learning, this term can be computed over the training dataset and maintained constant throughout the simulation. Thus, the role of $P_n(\tilde{V}_i)$ is to initialise the thresholds from an initial condition where the sparsity level of all dimensions of $x$ is $n/100$. The thresholding mechanism introduced is symmetric with respect to zero, as is visible from the examples in Fig. 1D-E. While panel D highlights the portions of the distributions that are positive after normalisation, panel E shows the resulting distributions after application of Eq. 5. In this formulation, the value of $n$
Figure 1: Comparison between the basic reservoir computing framework and SpaRCe, which exploits the concepts of adaptable thresholds to introduce sparsity in the representation of the ESN. A: The typical reservoir computing sampling paradigm for a time-series classification task. Time flows from top to bottom. The input signal $s(t)$ is fed into the ESN through the input connectivity matrix $\gamma W_{in}$. An ensemble of the activities $V(t)$ across time is selected and concatenated to compose a vector $\tilde{V}$, which is then used to define the read-out. Typical choices of ESN activities used to define the read-out are $\tilde{V} = V(T)$, where $T$ denotes the final temporal step of the input sequence, or $\tilde{V} = C(\{V(t)\}_{t=1}^{T})$, denoting the concatenation of all the reservoir dynamic across the temporal length of $s(t)$. Of course, while the first approach relies on the ESN intrinsic memory capacity, the latter case corresponds to a dimensionality expansion that contributes artificially to the memory of the system. Both these approaches and intermediate cases, i.e. where the dynamic of the reservoir across time is sampled with low frequency to compose the read-out, will be exploited in the tasks studied. B-C: Comparison between the typical reservoir computing read-out (B) and the SpaRCe model (C). B: The ESN output $y = W_o \tilde{V}$ is responsible for the classification process of the example sequence $s(t)$. In this paradigm, learning occurs exclusively on $W_o$. C: Scheme of the SpaRCe model. Thresholds are introduced at the level of the $\tilde{V}$ vector, leaving unaffected the dynamic of the reservoir and making the approach applicable to any physical or virtual reservoir model. Each threshold value is composed by a normalisation term $P_n(\tilde{V}_i)$, defined as the n-th percentile of the activity distribution of the i-th component across the data, plus an adaptable term $\tilde{\theta}_i$ (see text for more details). D-E: Activity distributions of $\tilde{V}$ (D) and $x$ (E) for three example nodes. The highlighted red region in D corresponds to the values for which the nodes would be active if the normalisation mechanism proposed in Eq. 4 would be applied (percentile $n = 50$ in this case). From E, it is clear that Eq. 4 also shifts the activity distributions acting as a normalisation mechanism.

needs to be considered as an additional, interpretable hyperparameter. However, we will show that all the sensible choices of $n$ will correspond to faster convergence and better performance of the formulated algorithm in comparison to the standard ESN learning paradigm across all tasks considered. Throughout this paper, the same $P_n(\tilde{V}_i)$s computed over the training dataset will be used for the validation and test dataset.

- An adaptable component $\tilde{\theta}_i$ optimised through gradient descent learning rules. This parameter adapts the sparsity level for the considered task and can rediscover the standard learning paradigm in the case where $\tilde{\theta}_i = -P_n(\tilde{V}_i), \forall i$. 
Figure 2: The SpaRCe read-out proposed leads to decreased variability in the ESN representation, to specialised responses, and to an interpretable learning rule that acts as a feature selection mechanism. The learning rule for the thresholds is driven by the imbalance between two antagonist forces. A: Distributions of the average activities of nodes across an example dataset (MNIST, section 2.3) for the standard ESN and for SpaRCe as the percentile of the normalisation mechanism changes at the beginning of training (when \( \theta = 0 \)). SpaRCe decreases the variability of the activity distributions, acting as a normalisation mechanism. B: Frequency of active nodes for different starting sparsity levels and different number of classes for a classification task with ten classes (MNIST, section 2.3) before training (\( \tilde{\theta} = 0 \)). As sparsity (\( P_n \)) increases, nodes respond to a smaller number of classes becoming more specialised. C: Analysis of the two forces \( \Delta \theta^{(1)} \) and \( \Delta \theta^{(2)} \) involved in the learning rule for the thresholds. The positive y-axis shows a running average of \( \Delta \theta^{(1)} \) with solid lines, while the negative y-axis shows a running average of \( \Delta \theta^{(2)} \) with dashed lines. \( \langle \rangle \) indicates averaging across all neurons. \( \Delta \theta^{(1)} \) increases the threshold values for nodes that are equally contributing to the classification process. \( \Delta \theta^{(2)} \) decreases the threshold values thanks to the positive contribution of the output weights connected to the correct output. Colours correspond to initial conditions (\( P_{10}, P_{60} \)). D: Average cumulative change of a threshold. If the starting level of sparsity is suboptimal and low (high) the average threshold change is positive (negative).

The additional complexity arising from Eq. 4 is summarized by Fig. 1 B, which depicts the difference between the read-out of a standard Echo-State network and our formulation. Eq. 4 acts as a normalisation operator that directly controls sparsity in the reservoir representation and that, thanks to the learnable components \( \tilde{\theta} \), acts as a feature selection mechanism. In the latter sense, we can now demonstrate the interpretability of the updating equations on \( \theta \) derived from a gradient descent approach. For the case of a mean square error function, the learning rule can be factorised in
two terms:

\[
\Delta \theta_k = \eta_0 \left[ \Delta \theta_k^{(1)} + \Delta \theta_k^{(2)} \right]
\]

\[
\Delta \theta_k^{(1)} = \sum_{j=1}^{N_{\text{clust}}} y_j W^o_{jk} \text{sign}(x_k) = \sum_{j=1}^{N_{\text{clust}}} \sum_{l=1}^{N} W^o_{jl} W^o_{jk} x_l \text{sign}(x_k)
\]

\[
\Delta \theta_k^{(2)} = -W^o_{jk} \text{sign}(x_k)
\]

where \( \eta_0 \) is the learning rate on the thresholds, \( j \) refers to the correct output class for the sample considered, \( W^o \) is the output connectivity matrix. Eq. 7 and 8 are derived by assuming one-hot encoding (Appendix B.2). Considering \( x_k > 0 \) (analogous considerations are valid for \( x_k < 0 \)), the factor \( \Delta \theta^{(2)} \) decreases (increases) the threshold value of nodes with \( W^o_{jk} > 0 \) \( (W^o_{jk} < 0) \) that help the network reach the right (wrong) classification. Thus, \( \Delta \theta^{(2)} \) is driven by the output weight between the considered node (if it is active) and the desired class. In contrast, \( \Delta \theta^{(1)} \) is a measure of correlation of activities between different nodes in the reservoir and increases the thresholds of neurons that have coherent synapses and that are simultaneously active (and are therefore redundant).

We examined the two factors \( \Delta \theta^{(1)} \) and \( \Delta \theta^{(2)} \) across learning for an example of sequence classification and for different initial sparsity levels. These are plotted in Fig. 2C, with \( \Delta \theta^{(1)} \) in solid lines on the positive y-axis and \( \Delta \theta^{(2)} \) in dotted lines on the negative y-axis. The two forces are almost symmetric, but their slight imbalance provides the direction to change the threshold values. Indeed, if the starting sparsity level is high, the total force is negative and the factor \( \Delta \theta^{(2)} \) dominates, while if the sparsity level is low, the correlation term \( \Delta \theta^{(1)} \) wins and the thresholds increase on average (compare \( P_{\text{reg}} \) and \( P_{10} \) in Fig. 2D, which shows cumulative \( \Delta \theta^{(2)} \) and \( \Delta \theta^{(1)} \)). The reason that the magnitudes of the forces are larger for a higher starting sparsity (Fig. 2C) is that stimulus representations overlap less when the sparsity level is higher and neurons are more specialised, i.e. preferably fire for one pattern over the others. This leads to more coherent sign of the output weights of the nodes belonging to a cluster toward a specific class, which increases \( \Delta \theta^{(1)} \) according to Eq. 6. A similar analysis of the learning rule for a cross entropy cost function is reported in Appendix B.2. Fig. 2A,B describes the benefits due to the application of the proposed normalisation mechanism: first, it directly controls sparsity and introduces specialised neurons (Fig. 2B); second, it shifts the activity distributions \( V \) of the network into a more stereotyped response \( x \), avoiding the possibility that learning could be dominated by the nodes with highest activities (Fig. 2A). Finally, it stabilises the learning process for a wide range of possible learning rates that would not be accessible without thresholds (Supplementary Materials). This specific formulation allows the model to use local information to learn the threshold values and optimize sparse representations. We note also how Eq. 6 does not affect the timescales of the network and consequently preserves the idea of reservoir computing as a fixed, dynamically rich representation. Furthermore, the method formulated constitutes a computationally inexpensive procedure that is easily applicable to any type of reservoir, virtually or physically defined.

2.3 Benchmarks

We tested the proposed model on the following benchmarks, comparing its performance to the standard read-out of an ESN:

- A biologically inspired task to test the storage capacity of the system in the memorisation of associations between sequences and desired output values. In this case, the model is tested on the same associations used for training, but with different realisations of multiplicative white noise added on the sequences. The dependence of SpaRCe on the starting sparsity level is analysed along comparisons of the performance achieved with other methods for reading out from the ESN representation, including deep feedforward networks.

- Three variants of classification tasks based on the MNIST dataset, where data are presented to the system as temporal varying sequences. In the first task, we studied the performance of the model when each image, composed by \( 28 \times 28 \) pixels, is presented column by column as a 28-dimensional sequence of 28 time steps (MNIST). In the second, the input is processed in the same way, but a random permutation of the pixels is
applied to all data to make the task more challenging and to randomise the structures of the images (pMNIST). In the third, we applied a random permutation of the data as in the second paradigm, but each image is presented pixel by pixel as a one dimensional sequence of 784 temporal steps (psMNIST \[49\]). When the initial conditions of the model are studied, the performance are computed and shown on the test set as \(P_n\) varies for comparison, but to select the best \(P_n\) value and report the highest performance we used a validation dataset. Of course, we selected the hyperparameters corresponding to the highest accuracy on the validation set and then computed the performance on the test dataset.

- Two tasks that involve sequential learning. In the first case, we applied ten different permutations to the data and trained the model processing the tasks one after the other \[40\] \[41\]. In the second, the network is trained on the data belonging to different classes sequentially \[40\] \[41\]. In both cases, the network can access a specific dataset (corresponding to a permutation or a class) only once during training. As before, a validation dataset is adopted when selecting the best hyperparameters (in particular \(P_n\)) of the proposed model.

## 3 Results

### 3.1 Threshold learning increases storage capacity

We evaluated the performance of a standard ESN and SpaRCe in classifying an ensemble of sequences \(\{S_i\}_{i=1,\ldots,N_{en}}\) of three successive stimuli, where the dimensionality of the signal is \(N_T = 24\). Each stimulus of a sequence is derived from the simulated response of \(N_T = 24\) projection neurons (PNs, in the fly olfactory system) to 110 different odors \[42\] \[43\]. This simulated activity, which we call \(s^{HOL}\) (HO for Hallem-Olsen), has previously been used in computational analyses of fly olfaction \[44\] \[45\] \[46\].

Sequences are generated to test the storage capacity of the system in memorising associations between input signals and desired output values. The procedure for building different sequences from single stimuli is described the Appendix (section C.1, Fig. 1), but essentially, it guarantees that each sequence has to be classified as independently as possible from other sequences, and that there are no correlations of elements among different inputs that can inform the classification process. Thus, the system can only memorise the associations among a specific succession of elements and the corresponding output value.

There are three stimuli in a sequence, each of them is presented for a time interval \(\Delta t = 0.1\) s in order to allow the network to integrate the information. The total duration of an input sequence is \(T = 0.3\) s. Given a sequence \(s_i(t)\), we added multiplicative white noise to each separate dimension to make the task more complex. Thus, the \(i\)-th dimension of the final sequence \(S_i(t)\) to be classified is \(S_i(t) = s_i(t) + \sigma s \xi(t) s_i(t)\), where \(\xi(t)\) is a Gaussian distributed random variable with zero mean and unitary variance.

For this specific task, the activation function \(f\) of Eq. \[1\] is a rectified linear unit and the connections of the input adjacency matrix \(W_{in}\) follow a lognormal distribution. This particular form of \(W_{in}\) is inspired by the biological results in \[13\] \[47\] \[48\]. In this case, \(\bar{V} = V(T)\), meaning that only the activities at the last temporal step of a sequence are adopted for the read-out, and the memory of past events is left to the internal dynamic of the ESN. A schematic representation of the task can be found in the Appendix.

We first investigated how the model depends on initial sparsity, and found an optimal sparsity level for the task. We initialized the network with different initial sparsity percentiles (i.e., thresholds at different percentiles of the \(V\) distribution, \(n = \{10, 20, 30, 40, 50, 60, 70, 80, 90\}\)), and tracked the mean square error over the learning process (Fig. \[3\]A). Errors decreased as learning proceeded, but at each time point, the lowest error occurred for an initial sparsity of about 50%. Furthermore, models initialized with sparsity values other than 50% (an explanation of why 50% can be found in the Appendix) converged toward 50% as training proceeded, as shown by the black dashed lines connecting dots of training instances from the top to the bottom of the graph (Fig. \[3\]A). This shows how the learning rule pushes the percentage of active nodes toward the optimal sparsity level.

Notably, the error is smallest when specialisation is highest (for a definition of specialisation, see Appendix A.2, Eq. A5; conceptually, specialisation represents to what extent a node is active for stimuli of one class, not stimuli of other classes), as shown in Fig. \[3\]B, which reports the error as a function of sparsity and specialisation. For all training instances analysed, the lowest error corresponds to the highest specialisation value. Thus, specialisation provides a systematic way to choose the starting condition of the network. Indeed, it is possible to select the thresholds using the percentile value that yields the highest specialisation measure. However, there is no need to excessively fine-tune the initialization, since the learning rule will optimize the threshold values anyway. We note also that this simulation is performed through a simple gradient descent algorithm, and that the model’s dependence on initial conditions can be ameliorated by using more complex optimizers, as will be shown in section \[5\]2.2.
Finally, we compared the performance of the SpaRCe model with:

1) Echo state network (ESN) without thresholds, where the same on-line learning is applied to the output weights $W_{\text{out}}$ only. We note that the algorithm SpaRCe learns $N$ more parameters (the thresholds) in comparison to the Echo State Network without thresholds.

2) Hidden layer (HL), where we added a full hidden layer of $N_h$ nodes on the top of the reservoir. This approach learns an additional connectivity matrix between the reservoir and the hidden layer, dramatically increasing the number of parameters by a factor of approximately $N_h N$.

3) Echo state network (ESN) with online learning and $L_1$ or $L_2$ regularization terms on the output weights.

The SpaRCe model outperforms the standard ESN with or without the regularization terms, based on classification accuracy and root mean square error (Fig. 4A,C,D). This advantage is consistent across different levels of external noise ($\sigma_s$) and different numbers of stimuli (Fig. 4B,D). Furthermore, SpaRCe performs comparably to a network with an additional full hidden layer with $N_h \approx 100$ nodes, even though the hidden layer dramatically increases the number of learnable parameters compared to SpaRCe (Fig. 4A,B,D). In comparison to the addition of a hidden layer, the model SpaRCe provides a cheap formulation to achieve an optimal and reliable sparsity level (see Fig. 4B, where the number of learnable parameters for the models are reported with the corresponding performance).

In general, when introducing a hidden layer of $N_h$ neurons trained with backpropagation, for a network of $N_o$ output neurons, we would learn additional parameters $N \times N_h + N_h + N_h \times N_o + N_o = N_h \times (N + N_o + 1) + N_o$ (weights + biases + output weights + biases, $1000 \times 100 + 100 + 100 \times 2 + 2 \approx 10^5$ for the case with $N_h = 100$), while for a classical reservoir we learn $N \times N_o + N_o \approx N \times N_o (1000 \times 2 + 2 \approx 2 \times 10^3)$ and for SpaRCe $N \times N_o + N + N_o \approx (N + 1) \times N_o (1000 \times 2 + 1000 + 2 \approx 3 \times 10^3)$. While adding a hidden layer goes against the principle of ESN of exploiting the network dynamics while using simple learning methods, it remains an interesting comparison for quantifying the efficiency of the proposed method. With $N_h = 100$ and while $N_o << N_h$ our proposed thresholded architecture is efficient in terms of numbers of learnable parameters in comparison to adding a fully trained hidden layer to an ESN.

We conclude that the SpaRCe model considerably improved the performance and the convergence time of a reservoir on this biologically inspired benchmark task, with the relatively small overhead of $N$ additional parameters, one per reservoir node.

Figure 3: The learning process modulates the network’s sparsity level toward an optimal percentage of active nodes. A: Performance as a function of sparsity for different training instances of the model (a color represents a specific training time, which increases from top to bottom). For each instance the results are fitted with a second degree polynomial that has a minimum around 0.5 on the x-axis, demonstrating the existence of an optimal percentage of active nodes. The dashed line connecting the results for diverse training time highlights the change in the sparsity level achieved through the learning rule. B: Performance as a function of sparsity and specialisation. The best performance corresponds to the highest specialisation values for all training instances, demonstrating the interpretability of the model.
Figure 4: The SpaRCe algorithm increases the memory capacity of the ESN and the stability of the found solution. **A:** Classification accuracy and root mean square error of the models for a case where the number of sequences to be classified is 192. Each minibatch corresponds to the presentation of 20 training samples. In this case, the performance of SpaRCe are related to a starting \( P_n = 50 \), while the hidden layer has \( N_h = 100 \) nodes. Dots correspond to the training instances in which the considered models solve the task (for the models that can solve the task), thus showing the training speed of the algorithms analysed. **B:** Performance of SpaRCe for three different starting sparsity levels (red, orange colours), for a standard ESN (black) and of HL (blue colours) for diverse \( N_h \) nodes. The x-axis reports the number of trainable parameters and is shown in a logarithmic scale. The graph shows how SpaRCe is able to reach good performance while maintaining a low number of trainable parameters. **C:** Comparison of the root mean square error for the ESN and the ESN with thresholds as the external noise \( \sigma_s \) and the number of stimuli vary. The introduction of thresholds lead to robust result. **D:** Performance as the number of inputs to be classified increases, for the hidden layer model with \( N_h = 100 \) (blue), SpaRCe (red) with \( P_n = 50 \) and a standard ESN (black). SpaRCe and HL solves the tasks considered, but the latter uses a number of trainable parameters (reported along the performance with the colour scheme that reflects the referred model) that is of two magnitudes higher than the first. The accuracy of the standard ESN drops considerably as the number of sequences increases. The inset shows the root mean square error for SpaRCe and for HL, varying the starting condition \( P_n \) and number of nodes \( N_h \) respectively. The errors shown correspond to the training instance in which the fastest model reaches perfect classification accuracy. Numbers reflect the number of trainable parameters for example cases.

### 3.2 Threshold learning increases performance

In this section we faced three variants of classification tasks using the MNIST dataset. Each image is fed into the network sequentially either one column at a time or one pixel at a time to make the task temporally dependent. Thus, one written digit corresponds to a sequence of 28 time steps of a 28 dimensional input in the column by column paradigm, or to a sequence of 728 time steps of a one dimensional input.
Table 1: The table reports the parameters defining the task, the hyperparameters of the ESN and the training hyperparameters for the storage capacity task.

| Parameter | Value |
|-----------|-------|
| \( \sigma \) | 0.3   |
| \( \Delta_t \) | 0.1s  |
| \( T \) | 0.3s  |
| \( \delta t \) | 0.01s |
| \( \alpha \) | 0.1   |
| \( \rho \) | 0.95  |
| \( N \) | 1000  |
| \( \gamma \) | 1     |
| \( PER \) | 0.001 |
| \( \eta_W \) | \( 2 \times 10^{-3} \) |
| \( \eta_0 \) | \( 2 \times 10^{-4} \) |
| minibatch size | 20 |

MNIST, column by column

The application of ESNs on this specific task was previously analysed in [36], in which the original dataset was preprocessed and augmented by resizing and deforming the original images. Without such a preprocessing, the ESN could not outperform a simple perceptron [36]. In contrast, in this work we use the original dataset, without any additional transformations. In this experiment, the pixels of each image are fed to the ESN sequentially column by column; thus, the input signal \( s(t) \) corresponding to an example image is a 28-dimensional sequence of temporal length 28. In this case, \( \tilde{V} = C(\{V(t)\}_{\forall t}) \), meaning that all the dynamic of the recurrent network across time is used to define the read-out of the system. The cost function adopted is a sigmoidal cross entropy

\[
E = - \left[ \sum_j \tilde{y}_j \log(\sigma(y_j)) + (1 - \tilde{y}_j) \log(1 - \sigma(y_j)) \right]
\]

which is analysed in B.2 (Appendix). The optimizer used is Adam [49]. We first tested the SpaRCE model with various initial sparsity levels (Fig. 5A, different colours). Regardless of the initial condition, the final performance was similar, as was the final level of sparsity (the size of dots in Fig. 5A shows the percentage of active nodes in the network). The average error achieved by SpaRCE is 1.9%. The hyperparameter values are given in Table 2. The model reaches performance levels comparable to those achieved using two-layer or three-layer neural networks with backpropagation [50]. We note that convolutional neural networks are the best performing networks for this task and for images classification problems in general. The best performance corresponds to an error rate of 0.21% on the MNIST dataset and it is achieved through a pool of five convolutional neural networks [50]. However, the task faced here with SpaRCE is more challenging than the common approach used to train neural networks on the MNIST dataset, in which the whole image is fed into the network at once. The performance of convolutional neural networks and of multilayer perceptrons are reported in Table 2 as a benchmark for the results obtained with ESN with SpaRCE. To demonstrate the importance of thresholds in the SpaRCE model, we compared the performance of SpaRCE to that of an ESN without thresholds trained online with the same optimizer, using a learning rate optimized through grid search. SpaRCE outperformed the ESN in both classification accuracy and convergence time (Fig. 5B, ‘MNIST’). We also found that the normalisation mechanism introduced thanks to SpaRCE stabilises the learning process for relatively higher learning rates vs standard ESNs.

As a second task, we applied the same model to the MNIST dataset where the pixels of each image are reordered through a permutation of the data. Each image is again fed one column at a time. Again, SpaRCE outperformed the ESN without thresholds (Fig. 5B, ‘pMNIST’).

psMNIST

We next analysed the performance of the SpaRCE model and of ESNs in general on the psMNIST (permuted sequential MNIST) task, which has become a standard benchmark for recurrent neural networks [39]. In this case, each image is reordered through a fixed permutation and fed into the recurrent network one pixel at a time. The task is particularly challenging because temporal dependencies must be learned between widely-separated time steps of an image. Since
works [30]. The sparsity level in the connectivity of the faster reservoir is important: it regulates a trade-off between

difficult to associate events that are distant in time, as it may be impossible to find a workable balance in the trade-off
between keeping a memory of past events (which requires each node’s activity to have a long time constant, i.e., slow
decay) vs. allowing the network to evolve dynamically over time (which requires a short time constant, i.e., fast decay).

To overcome this difficulty, we used an architecture composed of two reservoirs. The first has 300 nodes with fast time
constants, and the second has 1000 nodes with slower time constants (the parameters for the two reservoirs are reported
in Table 2). The faster reservoir signals unidirectionally to the slower one, which is used for learning. This type of
structure, where the timescales of the first network are faster than the second, was found to be optimal in previous
works [30]. The sparsity level in the connectivity of the faster reservoir is important: it regulates a trade-off between
too much connectivity (the relation between the input information to the second reservoir and the input signal becomes
too complex) vs. not enough connectivity. The best performance arises when the network has the shortest path lengths
between two nodes that could permit a sufficient amount of memory.

Using this architecture, SpaRCe performs comparably to published methods despite using a much simpler training
algorithm. As with MNIST and pMNIST, on psMNIST SpaRCe outperformed the threshold-less ESN in both accuracy
and speed (Fig. 5B). To compare SpaRCe with published models, we repeated the simulation with an ESN with
N = 500 nodes (thus 154 × 10^3 parameters), which gave an accuracy > 0.95, comparable to the best, more complex
recurrent neural networks that exploit backpropagation through time (BPTT), whose performances are 0.954 (GRU)
and 0.899 (LSTM) [39] (Table 2) with a comparable number of parameters (≈ 167 × 10^3). While BPTT needs to unroll
all the dependencies of the neural network activities across time, ESNs have the advantage to train a much simpler
perceptron on top of the reservoir representation. In particular, considering that the dynamic of a reservoir across
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Each sequence is a succession of 784 pixels, we decided to sample the dynamic of the reservoir across time at constant
steps multiples of 28, defining \( \tilde{V} = C \left( \{ V(t) : 28|t \} \right) \), where 28|t indicates that t has to be divisible by 28. This
sampling procedure at constant temporal time steps could be suboptimal compared to an approach where the most
informative time steps are selected. However, an analysis of optimal sampling procedures goes beyond the scope of this
paper.

Our first attempts to solve the task with a single ESN gave performance comparable to or worse than a standard percep-
tron model trained on the whole image, because the ESN could not simultaneously discover long time dependencies
and speed (Fig. 5B). To compare SpaRCe with published models, we repeated the simulation with an ESN with
N = 500 nodes (thus 154 × 10^3 parameters), which gave an accuracy > 0.95, comparable to the best, more complex
recurrent neural networks that exploit backpropagation through time (BPTT), whose performances are 0.954 (GRU)
and 0.899 (LSTM) [39] (Table 2) with a comparable number of parameters (≈ 167 × 10^3). While BPTT needs to unroll
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perceptron on top of the reservoir representation. In particular, considering that the dynamic of a reservoir across
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| Hyperparameters | MNIST/psMNIST | psMNIST |
|-----------------|---------------|---------|
| \( \alpha \)     | 0.17          | \( \alpha_2 \) 0.017 |
| \( \rho \)       | 0.97          | \( \rho_2 \) 0.99 |
| \( N \)          | 1000          | \( N_2 \) 500 |
| \( \gamma \)     | 0.1           | \( \gamma_{21} \) 0.15 |
| \( \rho_{ER} \)  | 0.01          | \( \rho_{ER2} \) 0.01 |
| \( \eta_W \)     | 2 × 10^{-3}   | \( \eta_W \) 2 × 10^{-3} |
| \( \eta_\theta \) | 2 × 10^{-4}   | \( \eta_\theta \) 2 × 10^{-4} |
| minibatch        | 20            | minibatch 20 |

| Results          | MNIST          | psMNIST       |
|------------------|----------------|---------------|
| ESN              | 95.2           | ESN^2 94.7    |
| SpaRCe           | 98.1           | SpaRCe^2 95.4 |
| NN               | 98.5^*         | GRU 95.4^*    |
| Conv.            | 98.3/99.8^*    | LSTM 89.9^*   |

Table 2: Table of the hyperparameters for the three benchmark tasks in Section 3.2. The hyperparameters for the psMNIST are double since two ESNs are used for this task (as the symbol ∗ over SpaRCe highlights). The suffix one corresponds to the first reservoir and the suffix two to the second reservoir. \( \gamma_{21} \) indicates the input gain of the adjacency matrix from the first to the second ESN. The asterisks ∗ ∗ indicate that the results are taken from [50] and [39] respectively. NN, Conv., GRU and LSTM stand for multilayer perceptrons, convolutional networks, Gated Recurrent Unit and Long Short Term Memory respectively.
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recurrent neural networks that exploit backpropagation through time (BPTT), whose performances are 0.954 (GRU)
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Table 2: Table of the hyperparameters for the three benchmark tasks in Section 3.2. The hyperparameters for the psMNIST are double since two ESNs are used for this task (as the symbol ∗ over SpaRCe highlights). The suffix one corresponds to the first reservoir and the suffix two to the second reservoir. \( \gamma_{21} \) indicates the input gain of the adjacency matrix from the first to the second ESN. The asterisks ∗ ∗ indicate that the results are taken from [50] and [39] respectively. NN, Conv., GRU and LSTM stand for multilayer perceptrons, convolutional networks, Gated Recurrent Unit and Long Short Term Memory respectively.
datasets can be computed once only and then used to train a high dimensional perceptron, the computational cost of ESNs is reduced to the computational cost of RNNs.

We emphasize that the procedure of concatenating previous temporal representations is not simply a shortcut, but it is necessary to increase the dimensionality of the representation in order to solve complex machine learning tasks through a reservoir computing approach. Indeed, the idea behind reservoir computing is to exploit the temporal dynamic of a system as a fixed and higher dimensional representation that allows it to separate the classes of a classification task through an hyperplane. This approach is antithetical to the learning process of a recurrent neural network with backpropagation through time, which trains the dynamics of the system and draws a nonlinear manifold to solve the classification task. Furthermore, the concatenating procedure does not guarantee any understanding of the long temporal dependencies among pixels that are necessary to effectively solve the problem. It is therefore of interest that ESNs using SpaRCE could perform comparably to state of the art recurrent networks, whose parameters are trained via a far more complex algorithm, backpropagation through time.

Figure 5: The SpaRCE model shows comparable performance to a 2/3 hidden layer neural network on the MNIST dataset and accuracy comparable to more complex RNNs trained with BPTT on the psMNIST task. On the contrary, the adoption of the standard ESN read-out leads to lesser performance. A: The sizes of the dots reflect the percentage of active nodes (sparser network=smaller dots) in the network. Each minibatch corresponds to the presentation of 20 training samples. The abscissa of the inset figure is scaled logarithmically. B: Performance of ESN with (red) and without (grey) threshold learning on the three tasks analysed, measured by accuracy and convergence time (C.T.). The network with the SpaRCE model outperforms the standard ESN read-out on all the benchmarks, but the contribution of the thresholds decreases as the task becomes more complex. This can be understood by considering that the increasing complexity of the tasks from left to right of the graph arises from a greater demand of the network’s ability to understand long term dependencies. This aspect depends on the system dynamics and is not strongly related to threshold learning. Furthermore, the SpaRCE model converges about 5 times faster than an ESN without thresholds.

3.3 SpaRCE alleviates catastrophic forgetting

Catastrophic forgetting refers to the inability of standard neural networks to learn different tasks sequentially. If a neural network is trained on a specific dataset and then retrained to perform a novel task, it will probably forget what it has learned before. This unsolved problem [40] is critical for the future development of neural networks in general. Previous research formulated models that mitigate catastrophic forgetting, using a variety of techniques categorised by Kemker et al. [40]. These techniques include regularization (impose a cost to changing the weights that contribute to previous tasks, as in Elastic Weight Consolidation, or EWC), rehearsal (re-playing previously learned data during subsequent training, as in GeppNet), and sparse coding (reducing the fraction of active nodes, as in the Fixed Expansion Layer model, or FEL, and Hard Attention to the Task, or HAT [41]). Sparse coding is also the approach we use here, with SpaRCE. However, in contrast to these techniques that exploit additional information, such as model awareness of the task identity, and the computation of ad-hoc quantities, such as the importance of specific parameters (EWC) or nodes (HAT) for a given task, we will demonstrate how the application of Eq. 4 alone with a high starting sparsity level can alleviate catastrophic forgetting. Notably, the same methodology applied in the previous simulations, to improve convergence time and performance of reservoir computing, can improve the ability of an ESN to learn different tasks sequentially. The difference between the application of SpaRCE in a single task and in a sequential tasks paradigm is the
tuning of the hyperparameters of the proposed model, in particular the percentile value \( n \) and the learning rates \( \eta_W \) and \( \eta_\theta \). We will demonstrate how sparsity regulates a trade-off between initial learning speed vs. memory retention because high sparsity decreases overlaps among representations, which prevents new learning from disrupting old memories, whereas low sparsity means more nodes are active, allowing memories to be formed faster on new tasks.

This trade-off between initial learning vs. preventing forgetting is studied in detail for two paradigms that are commonly used to measure catastrophic forgetting in neural networks:

- **Sequential data permutations.** A different permutation is applied to the considered dataset \( N_{\text{task}} \) times. These new \( N_{\text{task}} \) reshuffled datasets are then learnt sequentially by the system. In our simulation, \( N_{\text{task}} = 10 \). In such a scenario, the complexity of the different datasets is the same, and we trained SpaRCE for approximately two epochs for each task.

- **Sequential classes.** The first task is composed by the data corresponding to half of the possible classes, while the other classes are trained sequentially. Since in the dataset considered there will be 10 classes, the number of tasks that the network has to learn sequentially is six. In this case, we trained the model for approximately one epoch for each task.

The dataset used is MNIST, where the reservoir processed every image column by column as in Section 3.2, adopting \( V = C \{ \{ V(t) \} \}_{\gamma t} \) as before. Of course, the model is able to learn from the data corresponding to a task only once. We learn from the training dataset and compute the accuracy on the testing dataset by varying the initial starting sparsity levels through grid search of the value of \( n \) in Eq. 4 and as the number of tasks considered varies (Fig. 6C,D). These performance are used for comparison and demonstration only, and a validation dataset will be used to select the best hyperparameters’ setting. In comparison to previous simulations, the learning rate for the thresholds is smaller (see Table 4), because it was crucial to prevent a dramatic change of sparsity levels during learning, as such an abrupt change in the percentage of active nodes would alter stimulus representations and thereby affect previously learned tasks. In both tasks, lower sparsity levels allowed better initial learning on novel data (Accuracy across \( N_{\text{task}} = 1 \), Fig. 6C,D), while higher sparsity levels alleviated forgetting of previous tasks during subsequent training. In other words, low sparsity allows good performance when the number of tasks is low, but the accuracy decreases quickly when \( N_{\text{task}} \) increases. On the contrary, at optimal sparsity levels, accuracy remains high even as the number of tasks increases (highlighted path on the surface plot in Fig. 6C,D). These two conflicting trends combined make the total accuracy across all datasets an inverted U when plotted against sparsity level (Fig. 6A,B).

Moreover, we computed the following quantities to measure the alleviation of catastrophic forgetting in more details:

\[
\alpha_{\text{Overall}} = \frac{1}{N_{\text{task}} - 1} \sum_{n=2}^{N_{\text{task}}} \frac{\text{acc}_n}{\text{acc}(1, 1)}
\]

\[
\alpha_{\text{Memory}} = \frac{1}{N_{\text{task}}} \sum_{n=1}^{N_{\text{task}}} [\text{acc}(n, N_{\text{task}}) - \text{acc}(n, n)]
\]

\[
\alpha_{\text{New}} = \frac{1}{N_{\text{task}}} \sum_{n=1}^{N_{\text{task}}} \text{acc}(n, n)
\]

where \( \text{acc}_n \) is the accuracy computed on the datasets seen until task number \( n \) (included), and \( \text{acc}(1, 1) \) is the accuracy of the first dataset immediately after its learning, which is considered as the ideal baseline. In general, we denote with \( \text{acc}(n, m) \) the accuracy of the \( n \)-th dataset after the presentation of \( m \) datasets. The performance metric \( \alpha_{\text{Memory}} \) measures model’s ability to remember previous tasks, i.e., to alleviate catastrophic forgetting, while the metric \( \alpha_{\text{New}} \) measures the model’s ability to learn new tasks. In other terms, \( \alpha_{\text{Memory}} \) is the average difference over tasks between the performance obtained after the whole training and immediately after the presentation of a specific dataset, while \( \alpha_{\text{New}} \) is the average performance of a dataset after its presentation. These metrics and \( \alpha_{\text{Overall}} \) are taken from [40], where the performance of various models that alleviate catastrophic forgetting in multilayer perceptrons are compared.

Finally, we repeated the simulation ten times for each of the two paradigms considered, averaged over different possible permutations (sequential data permutations) and for different ways of dividing the data into separate classes and corresponding tasks (sequential classes), selected the best performing algorithm based on the validation dataset and computed its performance \( \alpha_{\text{Overall}} \) on the test dataset. The performance obtained is reported in Table 5, together with the results obtained by a standard ESN and published models that use a variety of strategies to prevent catastrophic forgetting in multilayer perceptrons. Of course, we do not expect to compete with newer Deep learning methods that exploit additional information and many more parameters. The results reported are obtained following, to the best of our knowledge, the same methodology as [40], and differ only in the necessity of an ESN to process the data temporally,
rather than feeding the whole image to the network at once. In this aspect, the temporal processing of the data can make the task only more challenging for our model, since catastrophic forgetting appears to constitute an even more difficult problem to recurrent neural networks [51]. We need to highlight, however, a drawback of our model: the tuning of an additional hyperparameter, that is the starting sparsity level $P_n$, regulated by the proposed normalisation mechanism. However, we note how all other methods that alleviate catastrophic forgetting in neural networks usually have additional hyperparameters (set through heuristics or grid search), as the learning rate of the penalty term in EWC.

If the results on multilayer perceptrons can be considered exclusively as a useful baseline, we notice from Table 3 the complete inability of an ESN to solve sequential learning. Indeed, the training of the read-out weights of an ESN in the standard reservoir computing paradigm causes a complete forgetting of previous tasks, resulting in an overall performance that corresponds to the learning of the last task processed by the model.

The success of SpaRCe on these catastrophic forgetting tasks arises from both the initial sparsity and from threshold learning. We analysed the relative importance of the starting sparsity level vs. the online threshold adaptation introduced by the learning rule in the Supplementary Materials.

Figure 6: SpaRCe helps to prevent catastrophic forgetting on the two analysed benchmarks. Different data points correspond to diverse repetitions of the experiment. A: Results on the MNIST dataset in the sequential classes paradigm (see text). B: Results on the permuted datasets paradigm. C-D: Performance as function of the starting percentage of active nodes and the number of tasks that are learned in the catastrophic forgetting simulations (C refers to sequential classes and D for permuted datasets). The surface is a cubic interpolation of the accuracy as the number of datasets and the starting sparsity level vary. The path shows the best performing sparsity levels across various number of tasks; its movement from right to left demonstrates the necessity of adopting increasing level of sparsity as the number of datasets increases and the memory of previous tasks becomes more relevant.

4 Discussion

It is customary in Machine Learning to introduce sparsity via regularisation: an ad-hoc penalty term is added to the network’s error function to penalize the use of the weight parameters, leading to solutions with smaller (or sparser)
Sequential permutations
minibatch ρ SpaRCe γ η ESN p GeppNet η α EWC N

We formulated the recurrent neural network by allowing one observable variable per neuron (the thresholded activity) with and without thresholds on the same network, and find that thresholds improve both the speed and the accuracy of weight learning in our setup is a two-way interaction: the threshold changes depend proportionally on the size of the weights. In contrast, in neuroscience, sparsity is instead defined as the percentage of neurons that are active per stimulus, suggesting constraints not necessarily on the weights but rather directly on the neuronal activity. In this work, we take this latter approach. We learn a threshold per neuron via the minimisation of a standard error function, thereby associating sparsity directly to network performance. We demonstrate theoretically that such a rule reduces the usage of reservoir neurons that have correlated activities and are connected to the output in the same way, that is with weights of the same sign. We also show theoretically, for the restricted case of positive weights (supplementary material), and in simulations, for the most general case (main text), that higher neuronal specialisation is a consequence of the standard error function applied on our network, where output neurons receive thresholded inputs from the reservoir. Due to threshold learning, neurons surviving the threshold will preferentially fire for one class vs another, which improves performance, as the search for a satisfactory solution takes place in a smaller search space. Indeed, we compare learning with and without thresholds on the same network, and find that thresholds improve both the speed and the accuracy of learning while the standard regularisation terms do not benefit the echo state network. Notably, threshold learning and weight learning in our setup is a two-way interaction: the threshold changes depend proportionally on the size of the weights. In practice, we have found that statistically an increase in neuronal specialisation follows large weight changes.

We formulated the recurrent neural network by allowing one observable variable per neuron (the thresholded activity) and one hidden variable (the activity before the threshold). As such, learning the thresholds does not disrupt the dynamics of the neurons in the reservoir, which will evolve as in a standard echo state network. Instead, the output neurons will either receive input from the reservoir neurons or not, depending on the individual threshold of each of the reservoir neurons, which means that to learn the thresholds, we do not need to resort to backpropagation through time or other complex techniques. A biological interpretation of this structure could be that the recurrently connected reservoir neurons signal to each other based on subthreshold depolarization rather than action potentials. Such signalling could occur through dendro-dendritic synapses, which have been observed in the fly mushroom body [52], the structure that inspired the task in section 3.1.

Most interestingly, the learning rule we derive is structurally identical to the update rule for bias via backpropagation, since the learnable component of our formulation is effectively equivalent to adding a hidden layer containing as many neurons as the reservoir but with a very specific architecture: a one to one fixed connection to the neurons of the reservoir and a learnable threshold. The advantages of the proposed model (compared to adding a fixed weight, fully connected layer) arise from the specific architecture, the number of trainable parameters, the normalisation mechanism and the fact that weights and thresholds are learned in different time scales (learning rates). In our simulations, a hidden layer of 50 neurons was required to catch up with SpaRCe with approximately 47000 additional parameters (in comparison the 3000 used for SpaRCe), and it required longer training times (about twice slower). Another advantage of the threshold learning is that it helps stabilise the network if a large learning rate has been selected. In simulations we have observed that high learning rate values that lead to instabilities in the learning process for the non-threshold model lead to excellent performance for the threshold model: the thresholds act as a stabilisation mechanism, by

| Hyperparameters | Sequential classes | Sequential permutations |
|-----------------|--------------------|------------------------|
| α               | 0.17               | α                      | 0.17                  |
| ρ               | 0.97               | ρ                      | 0.97                  |
| N               | 1000               | N                      | 1000                  |
| γ               | 0.1                | γ                      | 0.1                   |
| PER             | 0.01               | PER                    | 0.01                  |
| ηw              | 5 × 10^{-4}        | ηw                     | 1 × 10^{-3}           |
| ηe              | 5 × 10^{-5}        | ηe                     | 1 × 10^{-5}           |
| minibatch       | 20                 | minibatch              | 20                    |

Table 3: Table of parameters used in the catastrophic forgetting tasks. We note that the learning rates used for the thresholds is smaller than in the previous simulations, since we needed to avoid changing the sparsity level quickly, in order to keep the optimised sparsity level near the starting value imposed ($P_0$). SpaRCe performs comparably to the best of the ad hoc models, which tend to perform well only on one of the two tasks analysed. The symbol + indicates that the results were taken from [40].
quickly decreasing the activity of the network through a faster deactivation of neurons. As the mathematical analysis confirms, the threshold updates are proportional to the output weights, which suggests that thresholds move faster for larger weights. Furthermore, the simulations also indicate that the sparser the initial conditions the stronger the threshold changes, which again can be understood by the contradicting terms that a non-sparse network contributes to the threshold update.

Notably, our model competes with feedforward and recurrent networks on standard benchmark problems (MNIST, sequential MNIST and permuted sequential MNIST), and is always best or close to the best alternative algorithm. This is a truly impressive result given the simplicity of our model and the relatively small overhead of the threshold process on the echo state network. While an echo state network is unlikely to compete in general with more complex networks that have a significantly higher number of learnable parameters, SpaRCe permits echo state networks to achieve performances that were not possible before, at least not without augmentation of the dataset before given to the network or combination with other, more complex machine learning algorithms.

Perhaps less obvious, the smart threshold initialisation is key to the success of the rule and its remarkably consistent performance, regardless of the exact threshold initialisation conditions. It is apparent from the mathematical formulae that the gradient rule for the threshold cannot activate silent neurons. Therefore, if the initialisation is entirely random, neurons with excessively high initial thresholds would never fire during the stimulus presentation. Effectively, such neurons would be removed from the network for the whole duration of the simulation. To prevent this issue, the total input is first presented to the recurrent network, and we observe the operational activity range of each neuron. This allows us to set up a threshold within this regime, making sure that each neuron is active for a pre-decided percentage of time, across all stimulus presentations. In fact, one doesn’t need to use the exact input of the network, but any signal(s) with the same statistics as the actual input. Similarly, it turns out that while some initial values may be better in terms of performance, in practice all that is needed is to give the same chance to all neurons to be active during the stimulus presentation, and the threshold learning will take care of the rest.

Within the context of catastrophic forgetting, the last statement does not entirely hold. There is a clear advantage for our model if the sparsity level is initially set high, which we can also understand in the context of threshold updates being larger in magnitude for sparser networks. Our model competes with published models across two standard tests for catastrophic forgetting, unsurprisingly, given that we have shown that a consequence of our method is the increase of neuronal specialisation. In a sparse network different neurons are more likely to be used for different classes, and during the learning of new classes new neurons are likely to be recruited. In fact, sparsity without threshold learning significantly helps in the case of catastrophic forgetting, but threshold learning adds to the ability of better learning newer sets. In general, however, we do not expect to outperform complex new methods that exploit additional information: our model, following the principle of echo state networks and reservoir computing in general, uses inherent properties of the network (e.g. dynamics, sparsity) to boost performance in classification tasks and in catastrophic forgetting at a minimum computational cost.

In summary, our work leads to a reinterpretation of the traditional role of thresholds in neural networks. We have shown that by disentangling the learning of the thresholds from the learning of the weights, and having a layer where learning takes place via threshold adaptation only, we were able to achieve sparse solutions and explain mathematically how this sparsity arises. To the best of our knowledge, this is the first time that this analysis and interpretation is provided for threshold learning, and we believe that this work might be applicable to network structures beyond echo state networks.

Finally, reservoir computing is of increasing interest to the neuromorphic computing community, particularly to those who aim to use material dynamics for computation. For instance, in the spintronic community, magnetic devices are proposed as reservoir replacements, and more complex methods such as deep learning cannot be implemented in the material level. In the context of the echo state network, the reservoir serves only as a spatiotemporal kernel \cite{53}, i.e. it increases the dimensionality of the input signal in order to allow a linear model (a perceptron) to separate the classes. Therefore, it can be replaced by any highly non-linear but non-chaotic system that can transform its input to an appropriate higher dimensional space. Such proof of concept systems can be found for instance in \cite{54} \cite{55}. Our algorithm does not impose any modification to the reservoir itself, which allows its use even when the recurrent network is replaced by a physical material.
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5 Appendix

5.1 Reservoir initialization

The equation describing the dynamic of reservoir of leaky integrators is

\[ V(t+1) = (1 - \alpha)V(t) + \alpha f[W_{\text{in}}s(t) + \rho W V(t)] \]  \hspace{1cm} (A1)

where \( W \) is a random connectivity matrix whose eigenvalues are uniformly distributed inside the unit circle of the imaginary plane, and \( \rho < 1 \) is a constant. The rescaling factor \( \rho \) is called spectral radius and it is explicitly defined to control the maximum absolute value of the eigenvalues of the matrix \( \rho W \). The fact that the eigenvalues of the connectivity matrix \( \rho W \) are constrained inside the unit circle of the imaginary plane is a necessary condition for the Echo State property of the network. Given the eigenvalues \( \lambda_W \) of \( W \), the eigenvalues \( \lambda \) of the linearised dynamic system associated to Eq. A1 are

\[ \lambda = (1 - \alpha) + \alpha \rho \lambda_W \] \hspace{1cm} (A2)

and thus \( \lambda_W \) are compressed by a factor \( \alpha \) and translated by a factor \( 1 - \alpha \) in the imaginary plane. As a consequence, \( \lambda \) follows the probability distribution

\[
p(x, y) = \begin{cases} \frac{1}{\pi \alpha^2 \rho^2}, & \text{if } \left[ x - (1 - \alpha) \right]^2 + y^2 \leq \alpha^2 \rho^2 \\ 0, & \text{otherwise} \end{cases}
\] \hspace{1cm} (A3)

where \( x = \text{Re}(\lambda) \) and \( y = \text{Im}(\lambda) \) for simplicity of notation. Since the real part of the eigenvalues is associated to the timescales \( \tau \) of the dynamic system as \( \text{Re}(\lambda) = \exp(-\delta t / \tau) \approx 1 - \delta t / \tau \), it is possible to compute the marginal distribution over \( x \) of \( p(x, y) \) for the real part, and then compute the distribution of timescales. A simple strategy to choose \( \alpha \) and \( \rho \) by knowing the range of the timescales \( [\tau_m, \tau_M] \) that the network should exhibit is to notice how the fastest (slowest) timescale \( \tau_m (\tau_M) \) is given by the minimum (maximum) real eigenvalue of the dynamic system. Calling \( \lambda_m = \min\{\text{Re}(\lambda)\} \) and \( \lambda_M = \max\{\text{Re}(\lambda)\} \), and recalling we have

\[ \lambda_m = 1 - \alpha + \alpha \rho (-1) = 1 - \alpha (1 + \rho) = \exp(-\delta t / \tau_m) \approx 1 - \frac{\delta t}{\tau_m} \rightarrow \alpha (1 + \rho) \approx \frac{\delta t}{\tau_m} \]

and

\[ \lambda_M = 1 - \alpha + \alpha \rho (+1) = 1 - \alpha (1 - \rho) = \exp(-\delta t / \tau_M) \approx 1 - \frac{\delta t}{\tau_M} \rightarrow \alpha (1 - \rho) \approx \frac{\delta t}{\tau_M} \]

Solving the system above, we end up with

\[ \alpha \approx \frac{\delta t}{2\tau_m} + \frac{\delta t}{2\tau_M} \]

and

\[ \rho \approx \frac{\delta t}{2\alpha \tau_m} - \frac{\delta t}{2\alpha \tau_M} \]

that are relations between \( \alpha, \rho \) and the minimum and maximum timescales that the model can exhibit. In this way, it is possible to choose the hyperparameters \( \alpha \) and \( \rho \) by selecting a priori the more interpretable parameters \( \tau_m \) and \( \tau_M \). We want to emphasize that this procedure does not guarantee an optimal choice of the hyperparameters, but it can guide the search and it assures a good choice in terms of temporal memory of the reservoir.
5.2 Thresholds initialization

Imposing a democratic initialisation where each node has the same probability to be active, the initial condition and sparsity level are defined by the choice of the starting percentile $P_n$. Here we defined two approaches to choose $P_n$:

- A simple grid search over $n$. Here, $N_P$ reservoirs are trained in parallel for the first $10\%$ of time steps in the training instance, and the best performing reservoir is selected for the remainder of training. From our results, a small fraction of the training time is enough to choose the starting condition without any loss in the performance.
- Select the sparse representation that leads to the highest value of specialisation, a measure of the quality of the sparse representations that is defined below.

The measure of specialisation ($Sp$) reflects how a level of sparsity can facilitate the learning process in a classification task. The assumption behind the following formulation is that for a good sparse representation the ensembles of active nodes for different classes should overlap as little as possible. Let us consider two classes $j$ and $k$ and a neuron $i$. The node is specific if there is an asymmetry in the number of times it is active for one class with respect to the other. Generalizing this idea it is possible to build a measure $\text{spec}_{ijk}$ for a node $i$ defined as

$$
\text{spec}_{ijk} = \left| \frac{N_{ij}}{M_j} - \frac{N_{ik}}{M_k} \right|
$$

where $N_{ij}$ $(N_{ik})$ is the number of times the neuron $i$ was active after the presentation of a stimulus of class $j$ $(k)$ and $M_j$ $(M_k)$ contains the total number of presentations of the stimuli belonging to class $j$ $(k)$. Since the denominator of Eq. A4 does not simply increase with the level of sparsity introduced. Let us focus on the particular case where $M_j \approx M_k$. A too high level of sparsity would lead the node to be almost silent, with a consequent poor specialisation value due to $N_{ij}$ and $N_{ik}$ being both close to zero. On the contrary, a too low sparsity level would lead the neuron to be excessively responsive, and $\text{spec}_{ijk}$ would be poor because $N_{ij} \approx N_{ik}$ even if $N_{ij}$ and $N_{ik}$ are both high.

Given $\text{spec}_{ijk}$ it is possible to compute a measure of specialisation for each single neuron as

$$
Sp_i = \langle \text{spec}_{ijk} \rangle_{j,k}^{(>0)}
$$

where $\langle \cdot \rangle_{j,k}^{(>0)}$ is the average over positive elements for the indexes $j,k$. It is possible to select the starting initial values of the thresholds as the $n$-th percentile of the distribution $V$ that leads to the highest specialisation measure. Figure 3 (Main text) shows how the best performing sparse representation corresponds approximately to the maximum value of the average specialisation across neurons $Sp = \frac{1}{N} \sum_i^N Sp_i$.

5.3 Gradients on thresholds

The training procedure minimizes a measure of the distance $E(t)$ between the output $y = Wx$ of the neural network and the desired value $\tilde{y}$. Theoretically,

$$
E = \text{dist}\left(\tilde{y}, y\right)
$$

We will now apply a gradient based optimization on an example cost function, and show how the resulting learning rule for the thresholds can be interpreted.

Gradient on $\theta$, Mean Square Error (MSE)

Let us consider the mean square cost function, given by

$$
E = \text{dist}\left(\tilde{y}, y\right) = \\
= \sum_j \left[ \tilde{y}_j - y_j \right]^2 = \\
= \sum_j \left[ \tilde{y}_j - \sum_i W_{ji}^o x_i \right]^2 = \\
= \sum_j \left[ \tilde{y}_j - \sum_i W_{ji}^o \text{sign}(\tilde{V}_i)\text{relu}\left(|\tilde{V}_i| - P_n(|\tilde{V}_i|) - \tilde{\theta}_i\right) \right]^2
$$

(B2)
where we have used a read-out of Eq. 2 (Main text) to define the output of the neural network. A gradient based approach that minimizes $E$ leads to the following learning rule on the output weights

$$
\Delta W_{ik}^{\omega} = -\eta_W \frac{\partial E}{\partial W_{ik}} = \\
= \eta_W \left[ \hat{y}_l - y_l \right] x_k
$$
Figure 8: The proposed model acts as a stabilisation mechanism that permits the utilisation of higher learning rates in comparison to the values adopted in the standard ESN read-out. The result are obtained on the MNIST task of Section 3.2 in the column by column paradigm. For all the results shown, the model is initialised from a starting sparsity level $P_n = 50$. We plot the accuracy (A) and the sparsity level (B) as the learning rates $\eta_W$ and $\eta_\theta$ vary. A: The best performance of the algorithm corresponds to a region where the learning rate on the thresholds is at least $10^{-1}$ times lower than the learning rate on the output weights. This result is expected, considering that the learning rule on the thresholds depend explicitly on the output weights (Eq. B3), and thus thresholds can be accurately learnt when the output weights carry information on the classification process, i.e. weights are learnt faster than thresholds. B: The percentage of active nodes decreases as the learning rates $\eta_W$ and $\eta_\theta$ increase. This can be understood considering that, when the learning rates are high, the model avoids abrupt changes on the output $y$ by decreasing the activities of the representation, i.e. increasing the sparsity level of the network. The parameter space above the white horizontal line corresponds to a region where learning with the standard ESN read-out is unstable because of the too high value of $\eta_W$ adopted. In that region, training is characterised by an undesirable increase of the cost function across learning for the ESN but not for SpaRCe.

and to the following learning rule for the thresholds

$$\Delta \theta_k = -\eta_\theta \frac{\partial E}{\partial \theta_k} = -\eta_\theta \frac{\partial E}{\partial \tilde{\theta}_k} =$$

$$= \eta_\theta \sum_{j=1}^{N_{class}} [\tilde{y}_j - y_j] \frac{\partial}{\partial \tilde{\theta}_k} \left\{ \sum_i W_{ji}^o x_i \right\} =$$

$$= -\eta_\theta \sum_{j=1}^{N_{class}} [\tilde{y}_j - y_j] W_{jk}^o \text{sign}(\tilde{V}_k) H \left( |\tilde{V}_k| + -P_n(|\tilde{V}_k|) - \tilde{\theta}_k \right) =$$

$$= \eta_\theta \sum_{j=1}^{N_{class}} [\tilde{y}_j - y_j] W_{jk}^o \text{sign}(x_k) =$$

$$= -\eta_\theta \sum_{j=1}^{N_{class}} \tilde{y}_j W_{jk}^o \text{sign}(x_k) +$$

$$+ \eta_\theta \sum_{j=1}^{N_{class}} y_j W_{jk}^o \text{sign}(x_k)$$ (B3)

By taking into account the specific case of a classification task where $\tilde{y}_j$ is positive for $j$ that corresponds to the desired class and zero otherwise, it is possible to manipulate Eq. [B3] and to separate it in two terms to uncover the meaning of the learning on the thresholds.
\[ \Delta \theta_k = -\eta \beta W_{jk}^\alpha \text{sign}(x_k) + \]
\[ + \eta \sum_{j=1}^{N_{\text{class}}} y_j W_{jk}^\alpha \text{sign}(x_k) \]
\[ = -\eta \beta W_{jk}^\alpha \text{sign}(x_k) + \]
\[ + \eta \sum_{j=1}^{N_{\text{class}}} \sum_{l=1}^N W_{jl}^\alpha W_{jk} x_l \text{sign}(x_k) \]  

(B4)

where \( \tilde{j} \) indicates the correct class for the considered input, and \( \beta \) is the positive quantity equal to the correct desired output value \( \tilde{y}_j \). Eq. (B4) contains two clearly interpretable factors:

\[ \Delta \theta = \sum_{j=1}^{N_{\text{class}}} \sum_{l=1}^N W_{jl}^\alpha W_{jk} x_l \text{sign}(x_k) \]  

(B5)

\[ \Delta \theta = -\beta W_{jk}^\alpha \text{sign}(x_k) \]  

(B6)

**Gradient on \( \theta \), cross entropy**

The error function has the form

\[ E = -\left[ \sum_j \tilde{y}_j \log(\sigma(y_j)) + (1 - \tilde{y}_j) \log(1 - \sigma(y_j)) \right] \]

In this case, the learning rule for the thresholds is

\[ \Delta \theta_k = -\eta \sum_j \tilde{y}_j (1 - \sigma(y_j)) W_{jk} \text{sign}(x_k) + \]
\[ -\eta \sum_j (1 - \tilde{y}_j) \sigma(y_j) W_{jk} \text{sign}(x_k) = \]
\[ = -\eta \tilde{y}_j W_{jk} \text{sign}(x_k) + \]
\[ + \eta \sum_j y_j \sigma(y_j) W_{jk} \text{sign}(x_k) \]  

(B7)

The two terms in Eq. (B7) have comparable meaning to \( \Delta \theta^{(2)} \) and \( \Delta \theta^{(1)} \) of Eq. (B5) and (B6) computed for the mean square error. To demonstrate this, we can consider the case of a classification task where \( \tilde{y}_j^{\text{true}} = 1 \) for the correct class and zero otherwise. Furthermore, considering that the neural network output is not in the saturating regime of the sigmoid function when the majority of the learning happens, we can use the dominant first term of the Taylor series of the sigmoid and approximate the second term of Eq. (B7)

\[ \Delta \theta_k = -\frac{1}{2} \eta \tilde{y}_j W_{jk} \text{sign}(x_k) + \]
\[ + \eta \sum_j \frac{1}{2} y_j W_{jk} \text{sign}(x_k) = \]
\[ = -\frac{1}{2} \eta \tilde{y}_j W_{jk} \text{sign}(x_k) + \]
\[ + \eta \sum_j \left[ \frac{1}{4} y_j + \ldots \right] W_{jk} \text{sign}(x_k) \]  

(B8)
where we can define

\[ \Delta \theta^{(2)} = -\frac{1}{2} \eta \theta W_{jk} \text{sign}(x_k) + \frac{1}{2} \eta \theta \sum_{j \neq \tilde{j}} W_{jk} \text{sign}(x_k) \]  

\[ \Delta \theta^{(1)} = \eta \theta \sum_{j} \left[ \frac{1}{4} y_j + ... \right] W_{jk} \text{sign}(x_k) \]  

Eq. (B9) has an analogous meaning to Eq. (B6) with the additional term \( \sum_{j \neq \tilde{j}} W_{jk} \text{sign}(x_k) \) that increases (decreases) thresholds of nodes that are helping (impeding) the wrong classification process. Considering only the linear term of the Taylor expansion of the sigmoid function, Eq. (B10) has the exact same form as Eq. (B5). To demonstrate its role as balancing term that deactivates nodes that are helping in a similar way the classification process (their contribution has the same sign of \( y_j \)), we estimated Eq. (B10) by subtracting \( \Delta \theta^{(2)} \) to the value of the gradient. The result of this procedure is shown in Panel C of Fig. 7 (Supplementary).

Finally, the sparsity level reached after optimisation depends on the values of the learning rates \( \eta_W \) and \( \eta_\theta \) used. Indeed, threshold learning can act as a balancing force that, in the case of high learning rates, decreases the percentage of active nodes in the network and stabilizes the training phase. In this regard, Fig. 8 (Supplementary) shows the accuracy and the corresponding sparsity level after optimisation as \( \eta_W \) and \( \eta_\theta \) vary for the MNIST classification task faced in Section 3.2 where the input is given to the network column by column (as a 28-th dimensional sequence of 28 time steps).

### 5.4 Initialisation and threshold adaptation in sequential learning

![Figure 9](image-url)

Figure 9: The initialisation procedure is the key element to alleviate catastrophic forgetting. A: Difference between the full SpaRCe model and a network where the thresholds are exclusively initialised for two metrics (Eq. (B11) and (B12), which measure the ability of the network to remember (red) and to learn novel tasks (blue) respectively. B: Overall accuracy with and without thresholds adaptation, which leads to an increase in the maximum performance of approximately five percent. The high accuracy reached exclusively with the initialisation demonstrates its importance to alleviate catastrophic forgetting.

We used Eq. 10, 11 and 12 introduced in the Main Text to calculate the differences

\[ \Delta \alpha_{\text{Memory}} = \alpha_{\text{Memory}} - \alpha_{\text{Memory}, \theta_0} \]  

\[ \Delta \alpha_{\text{New}} = \alpha_{\text{New}} - \alpha_{\text{New}, \theta_0} \]  

between a model where thresholds are initialised and then learned and a model where the thresholds are initialised only (as marked by the subscript \( \theta_0 \)). Up to high sparsity levels, threshold learning reduces the model’s ability to remember previous tasks by changing and compromising the parameters optimised on past datasets (seen as \( \Delta \alpha_{\text{Memory}} < 0 \) in Fig. 9A, Supplementary). However, at initial sparsity above \( P_n = 94 \), the initial memory capacity of the network is reduced by the small number of active nodes; threshold learning helps to recruit inactive neurons and to increase the amount of resources available. This leads to a consequent increase of \( \alpha_{\text{Memory}} \) for high sparsity levels. At the same time, threshold optimisation facilitates the learning of new datasets by adapting the parameters to the new incoming
stimuli ($\Delta \alpha_{New} > 0$, Fig. 9A, Supplementary, blue trend). Altogether, the trade-off between memory and adaptability on novel data results in the trend seen in Fig. 9B (Supplementary): at lower initial sparsity levels, threshold learning worsens overall performance (because it reduces $\alpha_{Memory}$), while at higher initial sparsity levels, threshold learning improves overall performance (because high sparsity prevents threshold learning from worsening $\alpha_{Memory}$ while still allowing it to improve $\alpha_{New}$). In summary, threshold learning modulates the starting condition and increases the maximum performance ($\alpha_{overall}$) by about five percent.

5.5 Procedure for building sequences

Given an ensemble of elements $E = \{A, B, C, \ldots\}$, we formulated a systematic procedure to build sequences of $N_t$ (in the case analysed, $N_t = 3$) elements from $E$. Our goal is to test the storage capacity of the model to learn associations between sequences and desired outputs. To achieve this, we prevented correlations between similar sequences from helping classification, by placing similar sequences in different classes. As described in Fig. 10A (Supplementary), the procedure is based on the repetition of the following two steps:

1. Given a number of output classes $N_{class}$, we picked $N_t N_{class}$ random elements with repetitions from $E$ and composed the successions as in Fig. 10 (Supplementary), where the simple case of two output classes is considered.

2. We picked other $N_t N_{class}$ random elements with no repetitions. Then, we changed the last temporal elements of the sequences generated before with $N_{class}$ of the new picked stimuli, associating the new sequences to different desired output values as shown in the figure. Finally, we proceed in this way for all the previous temporal elements of the considered $N_{class}$ successions from which we started (point 1).

We notice how the similarities between sequences can not be used to infer the right classification, since correlations among elements are associated to different output classes. Each element is associated to a multidimensional signal that, with addition of multiplicative white noise, is presented to the network (Fig. 10B, Supplementary).

Figure 10: Task diagrams. A: Schematic of the procedure to define sequences. We notice how similarities among sequences are associated to different desired outputs, making the task a test of the storage capacity of the network. B: Schematic of the task on the biological data. Input example, succession of three stimuli (A,S,N) of time duration $\Delta t = 0.1 s$ each. Multiplicative white noise $\sigma, N(0,1)$ is added throughout all the sequence, with different realisations of $N(0,1)$ (gaussian with zero mean and unitary variance) for each temporal step. Only the last activities of the nodes in the reservoir is used for the read-out, which is divided into three models (a, standard ESN, b, SpaRCe, c, additional hidden layer) of increasing complexity and whose performance are tested and reported in the main text.
5.6 Necessity of sparse representation for obtaining an optimal solution with positive output weights

The following section contains a formal proof of how sparsity is necessary to find an optimal solution of a classification problem when the output weights are constrained to be positive. The cost function $E$ in a classification task and for the entire dataset can be written as:

$$ E = \sum_k \sum_{\mu \in \mathcal{C}_k} \sum_j \left[ y_{j}^{\mu_k} - y_{j}^{\mu_k} \right]^2 $$

(D1)

where $k$ indicates the correct class and the expression $\mu \in \mathcal{C}_k$ can be read as all datapoints $\mu$ that belongs to the cluster $\mathcal{C}_k$ from which we desire output $k$. We assume that the target is 1 for the correct class and 0 otherwise. An ideal solution of this problem with an online learning learning algorithm can be defined as:

$$ \forall \varepsilon > 0, \exists n \mid E_n \leq \varepsilon $$

(D2)

where $n$ is the minibatch (or batch) number and it is a measure of the training time. Thus, Eq. (D2) means that the cost function can be made as small as desired by going through enough training instances. The fact that the sum of the quadratic terms of the cost function has to be less than or equal to a desired $\varepsilon$ value means that

$$ \left[ y_{j}^{\mu_k} - y_{j}^{\mu_k} \right]^2 \leq \varepsilon, \forall \mu, \forall k $$

$$ \rightarrow -\sqrt{\varepsilon} \leq y_{j}^{\mu_k} - y_{j}^{\mu_k} \leq \sqrt{\varepsilon}, \forall \mu, \forall k $$

Thus, for each datapoint $\mu_k$ and each output class $j$

$$ \begin{cases} 1 - \sqrt{\varepsilon} \leq y_{j}^{\mu_k} \leq 1 + \sqrt{\varepsilon}, & \text{if } j = k \\ -\sqrt{\varepsilon} \leq y_{j}^{\mu_k} \leq \sqrt{\varepsilon} & \text{if } j \neq k \end{cases} $$

which, by considering separately all different classes, becomes

$$ \begin{cases} 1 - \sqrt{\varepsilon} \leq y_{1}^{\mu_1} \leq 1 + \sqrt{\varepsilon}, \\ -\sqrt{\varepsilon} \leq y_{1}^{\mu_1} \leq \sqrt{\varepsilon} & \text{if } k \neq 1 \\ 1 - \sqrt{\varepsilon} \leq y_{2}^{\mu_2} \leq 1 + \sqrt{\varepsilon}, \quad 1 \leq \mu_2 \leq \mu \leq 2, \text{if } k \neq 2 \\ \vdots \\ 1 - \sqrt{\varepsilon} \leq y_{C}^{\mu_C} \leq 1 + \sqrt{\varepsilon}, \quad 1 \leq \mu_C \leq \mu \leq C, \text{if } k \neq C \end{cases} $$

(D3)

Trivially, the difficulty of the classification task lies in the requirement that the activity of the same output node has to be close to one for some datapoints and close to zero for others; this condition is highlighted explicitly by the above set of inequalities, which can be rewritten

$$ \begin{cases} 1 - \sqrt{\varepsilon} \leq \sum_l W_{ll}^{out} relu(V^{\mu_1}_{l} - \theta_l) \leq 1 + \sqrt{\varepsilon}, \\ -\sqrt{\varepsilon} \leq \sum_l W_{ll}^{out} relu(V^{\mu_k}_{l} - \theta_l) \leq \sqrt{\varepsilon}, & \text{if } k \neq 1 \\ \vdots \end{cases} $$

Since we required positive output weights we find

$$ -\sqrt{\varepsilon} \leq \sum_l W_{ll}^{out} relu(V^{\mu_k}_{l} - \theta_l) \leq \sqrt{\varepsilon} $$

(D4)

$$ \rightarrow W_{ll}^{out} \approx \mathcal{O}(\sqrt{\varepsilon}), \forall q, k \mid V^{\mu_k}_{q} > \theta_q $$

(D5)

$$ 1 - \sqrt{\varepsilon} \leq \sum_l W_{ll}^{out} relu(V^{\mu_1}_{l} - \theta_l) \leq 1 + \sqrt{\varepsilon} $$

(D6)

$$ \rightarrow W_{ll}^{out} \gg \mathcal{O}(\sqrt{\varepsilon}), \forall m \mid V^{\mu_1}_{m} > \theta_m $$

(D7)

the conditions above can be satisfied only when the indexes $q$ do not completely overlap with the indexes $m$, i.e. the representations do not totally overlap and a vector of thresholds is introduced to separate the ensemble of nodes that are active for different classes. We note that this simple proof holds in the case of positive output weights and positive reservoir activities only.
## 5.7 Interpretation of the optimal fifty percent of active nodes for memory capacity

The aim of the task faced in section 2.2 (Main text) is to measure the memory capacity of the model and the stability of the solution found by the model. The results show a robust optimal level of sparsity of 0.5 despite the specific values of noise level and number of output classes. Such level of sparsity maximises the probability that different representations have at least one node that is not in common. Given $N$ nodes and an undefined input $s_i$, the ensemble of active nodes for that signal can be imagined as a random sample of $p \times N$ nodes from the total possible ensemble of neurons. Thus, each representation can be imagined as the extraction of $p \times N$ elements from an urn of $N$ elements, where $p$ is the imposed percentage of active nodes. In order to have representations that do not completely overlap we need to maximise the number of possible outcomes of the extraction, and this will guarantee that at least one node is different among the various representations. The number of possible extractions of active nodes corresponds to the number of combinations without repetitions:

$$\tilde{N} = \frac{N!}{(N - p \times N)!(p \times N)!}$$

which has a maximum at $p = 0.5$. Thus, $p = 0.5$ is the sparsity level that maximises the probability that, given an undefined ensemble of input stimuli, the corresponding representations will have at least one non-overlapping neuron.
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