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Abstract. We provide new results on the existence of nonzero positive weak solutions for a class of second order elliptic systems. Our approach relies on a combined use of iterative techniques and classical fixed point index. Some examples are presented to illustrate the theoretical results.

1. Introduction

In the recent papers [17, 18] Lan, by means of classical fixed point index theory, studied under sublinear conditions the existence of nonzero positive solutions of systems of second order elliptic boundary value problems of the kind

\[
\begin{cases}
Lu_i(x) = f_i(x, u(x)), & x \in \Omega, \quad i = 1, 2, \ldots, n, \\
Bu_i(x) = 0, & x \in \partial \Omega, \quad i = 1, 2, \ldots, n,
\end{cases}
\]

where \( \Omega \subset \mathbb{R}^m \) is a suitable bounded domain, \( L \) is a strongly uniformly elliptic operator, \( u(x) = (u_1(x), u_2(x), \ldots, u_n(x)) \), \( f_i : \overline{\Omega} \times \mathbb{R}_+^m \rightarrow \mathbb{R}_+ \) are continuous functions and \( B \) is a first order boundary operator. A key assumption utilized by Lan is an asymptotic comparison between the nonlinearities and the principal eigenvalue of the corresponding linear system.

The formulation \((1.1)\) is rather general and covers systems of quasilinear elliptic equations of the type

\[
\begin{cases}
-\Delta u_1(x) = \lambda_1 f_1(x, u_1(x), u_2(x)), & x \in \Omega, \\
-\Delta u_2(x) = \lambda_2 f_2(x, u_1(x), u_2(x)), & x \in \Omega, \\
u_1(x) = u_2(x) = 0, & x \in \partial \Omega,
\end{cases}
\]

where \( \lambda_i > 0 \). Elliptic systems of the kind \((1.2)\) have been widely investigated, by variational and topological methods, under a variety of growth conditions; we refer the reader to the reviews by de Figuereido [12] and Ruf [23], the papers [8, 9, 10, 11, 15, 21, 26] and references therein.

Within the topological framework, fixed point index plays a key role and, typically, the methodology is to compute the index on a small ball and on a large ball, which, in turn,
involves controlling the behaviour of an associated operator on two boundaries, see for example [1, 11, 12, 17, 19, 27]. In the context of ODEs Franco and co-authors [13] motivated by earlier works of Persson [22] and continuing the work by Cabada and Cid [4] and Cid et al. [6], managed to replace the comparison between two boundaries with a comparison between a boundary and a point, at the cost of having some extra monotonicity requirement on the nonlinearities. These ideas were further developed, also in the case of ODEs, by Cabada and co-authors [5, 7].

Here we apply a refinement of the results in [7] to the elliptic system

\[
\begin{cases}
L_{ij}(x) = \lambda_i f_i(x, u(x)), & x \in \Omega, \quad i = 1, 2, \ldots, n, \\
B_{ij}(x) = 0, & x \in \partial \Omega, \quad i = 1, 2, \ldots, n,
\end{cases}
\]

where \( f_i \in C(\bar{\Omega} \times \prod_{j=1}^{n} [0, \rho_j]) \) and \( \rho_i > 0 \) for \( i = 1, 2, \ldots, n \). Our approach relies on the use of the monotone iterative method jointly with the fixed point index. We stress that Cheng and Zhang [8] combined the method of sub-supersolutions with the Leray-Schauder degree, in the case of elliptic systems with Dirichlet BCs. Here we prove, under natural assumptions on the nonlinearities \( f_i \), that nonzero positive weak solutions of the BVP (1.3) exist for certain values of the parameters \( \lambda_i \). We also present some numerical examples to illustrate our theory. As far as we know, our results are new and complement the results of [8, 17].

2. Preliminaries

A subset \( P \) of a real Banach space \( X \) is a cone if it is closed, \( P + P \subset P \), \( \lambda P \subset P \) for all \( \lambda \geq 0 \) and \( P \cap (-P) = \{ \theta \} \). A cone \( P \) defines the partial ordering in \( X \) given by

\[ x \leq y \text{ if and only if } y - x \in P. \]

For \( x, y \in X \), with \( x \leq y \), we define the ordered interval

\[ [x, y] = \{ z \in X : x \leq z \leq y \}. \]

The cone \( P \) is normal if there exists \( d > 0 \) such that for all \( x, y \in X \) with \( \theta \leq x \leq y \) then \( \|x\| \leq d\|y\| \). The cone \( P \) is total if \( X = \overline{P - P} \). We remark that every cone \( P \) in a normed space has the Archimedean property, that is, \( nx \leq y \) for all \( n \in \mathbb{N} \) and some \( y \in X \) implies \( x \leq \theta \). In the sequel, with abuse of notation, we will use the same symbol “\( \geq \)” for the different cones appearing in the paper since the context will avoid confusion.

We denote the closed ball of center \( x_0 \in X \) and radius \( r > 0 \) as

\[ B[x_0, r] = \{ x \in X : \|x - x_0\| \leq r \}. \]
and the intersection of the cone with the open ball centered at the origin and radius \( r > 0 \) as
\[
P_r = P \cap \{ x \in X : \|x\| < r \}.
\]
In the sequel the closure and the boundary of subsets of \( P \) are understood to be relative to \( P \). An operator \( T : D \subseteq X \to X \) is said to be monotone non-decreasing if for every \( x, y \in D \) with \( x \leq y \) we have \( Tx \leq Ty \). We recall the following theorem, known as the monotone iterative method (see, for example, \([3, 25]\)).

**Theorem 2.1.** Let \( X \) be a real Banach space with normal order cone \( P \). Suppose that there exist \( \alpha \leq \beta \) such that \( T : [\alpha, \beta] \subset P \to P \) is a completely continuous monotone non-decreasing operator with \( \alpha \leq T\alpha \) and \( T\beta \leq \beta \). Then \( T \) has a fixed point and the iterative sequence \( \alpha_{n+1} = T\alpha_n \), with \( \alpha_0 = \alpha \), converges to the smallest fixed point of \( T \) in \([\alpha, \beta]\), and the sequence \( \beta_{n+1} = T\beta_n \), with \( \beta_0 = \beta \), converges to the greatest fixed point of \( T \) in \([\alpha, \beta]\).

In the following Proposition we recall the main properties of the fixed point index of a completely continuous operator relative to a cone, for more details see \([3, 14]\).

**Proposition 2.2.** Let \( D \) be an open bounded set of \( X \) with \( 0 \in D_P \) and \( \overline{D}_P \neq P \), where \( D_P = D \cap P \). Assume that \( T : \overline{D}_P \to P \) is a completely continuous operator such that \( x \neq Tx \) for \( x \in \partial D_P \). Then the fixed point index \( i_P(T, D_P) \) has the following properties:

(i) If there exists \( e \in P \setminus \{0\} \) such that \( x \neq Tx + \lambda e \) for all \( x \in \partial D_P \) and all \( \lambda > 0 \), then \( i_P(T, D_P) = 0 \).

For example (i) holds if \( Tx \not\leq x \) for \( x \in \partial D_P \).

(ii) If \( \|Tx\| \geq \|x\| \) for \( x \in \partial D_P \), then \( i_P(T, D_P) = 0 \).

(iii) If \( Tx \neq \lambda x \) for all \( x \in \partial D_P \) and all \( \lambda > 1 \), then \( i_P(T, D_P) = 1 \).

For example (iii) holds if either \( Tx \not\leq x \) for \( x \in \partial D_P \) or \( \|Tx\| \leq \|x\| \) for \( x \in \partial D_P \).

(iv) Let \( D^1 \) be open bounded in \( X \) such that \( \overline{D}_P^1 \subset D_P \). If \( i_P(T, D_P) = 1 \) and \( i_P(T, D_P^1) = 0 \), then \( T \) has a fixed point in \( D_P \setminus \overline{D}_P^1 \). The same holds if \( i_P(T, D_P) = 0 \) and \( i_P(T, D_P^1) = 1 \).

The following result, ensuring the existence of a non-trivial fixed point, is a modification of \([7, \text{Theorem 2.3}]\). The short proof is presented here for completeness.

**Theorem 2.3.** Let \( X \) be a real Banach space, \( P \) a normal cone with normal constant \( d \geq 1 \) and nonempty interior (i.e. solid) and for \( \rho > 0 \) let \( T : \overline{P}_\rho \to P \) be a completely continuous operator. Assume that

1. there exist \( \beta \in \overline{P}_{\rho/d} \), with \( T\beta \leq \beta \), and \( 0 < R < \rho \) such that \( B[\beta, R] \subset P \),
(2) the map $T$ is non-decreasing in the set

$$\tilde{P} = \left\{ x \in P : x \leq \beta \text{ and } \frac{R}{d} \leq \|x\| \right\},$$

(3) there exists a (relatively) open bounded set $V \subset P_\rho$ such that $\theta \in V$, $i_P(T, V) = 0$ and either $P_R \subset V$ or $V \subset P_R$.

Then the map $T$ has at least one non-zero fixed point $x_1$ in $P$, that either belongs to $\tilde{P}$ or belongs to $\begin{cases} V \setminus P_R, \text{ in case } P_R \subset V, \\ P_R \setminus V, \text{ in case } V \subset P_R. \end{cases}$

Proof. Since $B[\beta, R] \subset P$ we have that if $x \in P$ with $\|x\| = R$ then $x \leq \beta$.

Suppose first that there exists $\alpha \in P_\rho$ with $\|\alpha\| = R$ and $T\alpha \geq \alpha$. Then $\alpha \leq \beta$ and due to the normality of the cone $P$ we have that

$$\alpha \leq x \implies R = \|\alpha\| \leq d\|x\|.$$  

So $[\alpha, \beta] \subset \tilde{P}$ and from (2) it follows that $T$ is non-decreasing on $[\alpha, \beta]$. Then we can apply Theorem 2.1 to ensure the existence of a fixed point of $T$ on $[\alpha, \beta]$, which, in particular, is a non-trivial fixed point.

Now suppose that such $\alpha$ does not exist and that $T$ is fixed point free on $\partial P_R$ (if not, we would have the desired non-trivial fixed point). Thus $Tx \not\in x$ for all $x \in P_\rho$ with $\|x\| = R$, which by Proposition 2.2 (iii) implies that $i_P(T, P_R) = 1$. Since, by assumption, $i_P(T, V) = 0$ we get the existence of a fixed point $x_1$ belonging to the set $V \setminus P_R$ (when $P_R \subset V$) or to the $P_R \setminus V$ (when $V \subset P_R$). In both cases $x_1$ would be a non-trivial fixed point of $T$. 

\[\square\]

Remark 2.4. In Theorem 2.3, (3) with the condition $i_P(T, V) = 0$, due to the construction of the fixed point index, we implicitly assume that $T$ is fixed point free on $\partial V$. On the other hand, notice that Condition (i) in Proposition 2.2 provides a rather general condition implying index zero and, typically in applications, one would try $e \equiv 1$ or $e$ a positive eigenfunction related to a suitable compact linear operator, see [3]. We develop further this idea in the following section.

3. Sufficient conditions for index zero

In this Section we deal with an abstract Hammerstein fixed point equation in a product space. For $i = 1, 2, \ldots, n$ let $X_i$ a Banach space ordered by a normal cone $P_i$ and consider the product Banach space $X = \prod_{i=1}^n X_i$ with the maximum norm and ordered by the cone
\[ P = \prod_{i=1}^{n} P_i. \] Let us consider the operators \( F_i : D \subset X \to X_i \) and \( K_i : X_i \to X_i \) and the fixed point equation

\[
(3.1) \quad u = Tu := (K_1 F_1 u, K_2 F_2 u, \ldots, K_n F_n u) \quad \text{for } u \in D \subset X.
\]

By exploiting the structure of the operator \( T \) in the equation (3.1) we are able to prove the following result which generalizes [18, Lemma 2.2] in two ways: firstly, the inequality in our condition (H1) is asked only for one component \( F_i \) and, secondly, we do not need to add a positive \( \varepsilon \) to its right-hand side. Thus, the applicability of our result is wider and it includes for instance [24, Theorem 4.3] which is not covered by [18, Lemma 2.2].

**Theorem 3.1.** Assume the following conditions:

(H0) For each \( i = 1, 2, \ldots, n \) the operator \( K_i \) is linear, compact, \( K_i(P_i) \subset P_i \) and there exist \( \alpha_i > 0 \) and \( e_i \in P_i \setminus \{0\} \) such that \( K_i e_i \geq \alpha_i e_i \).

(H1) There exists \( \rho_0 > 0 \) such that \( \overline{P}_{\rho_0} \subset D \), for each \( i = 1, 2, \ldots, n \) the operator \( F_i \) is continuous and bounded on \( \overline{P}_{\rho_0} \), \( F_i(\overline{P}_{\rho_0}) \subset P_i \), and there exist \( i_0 \in \{1, 2, \ldots, n\} \) such that

\[
F_{i_0}(u) \geq \frac{1}{\alpha_{i_0}} u i_0 \quad \text{for } u \in \partial P_{\rho_0}.
\]

If \( u \neq Tu \) for \( u \in \partial P_{\rho_0} \) then \( i_P(T, P_{\rho_0}) = 0 \).

**Proof.** Defining \( e = (e_1, e_2, \ldots, e_n) \) by Proposition 2.2 it is enough to prove that

\[
(3.2) \quad u \neq Tu + \mu e \quad \text{for all } u \in \partial P_{\rho_0} \text{ and all } \mu > 0.
\]

If not, there exists \( u \in \partial P_{\rho_0} \) and \( \mu > 0 \) such that

\[
(3.3) \quad u = Tu + \mu e.
\]

Then \( u \geq \mu e \) and in particular \( u i_0 \geq \mu e_{i_0} \). Now by (H0) and (H1) we have

\[
u i_0 = K_{i_0} F_{i_0} u + \mu e_{i_0} \geq K_{i_0} \left( \frac{1}{\alpha_{i_0}} u i_0 \right) + \mu e_{i_0} \geq K_{i_0} \left( \frac{1}{\alpha_{i_0}} (\mu e_{i_0}) \right) + \mu e_{i_0} = \frac{1}{\alpha_{i_0}} \mu K_{i_0} (e_{i_0}) + \mu e_{i_0} \geq \frac{1}{\alpha_{i_0}} \mu \alpha_{i_0} e_{i_0} + \mu e_{i_0} = 2(\mu e_{i_0}).
\]

Then \( u i_0 \geq 2(\mu e_{i_0}) \) and by induction it can be proven that actually \( u i_0 \geq n(\mu e_{i_0}) \) for all \( n \in \mathbb{N} \). By the Archimedean property we obtain \( \mu e_{i_0} \leq 0 \), a contradiction. \( \square \)

**Remark 3.2.** Notice that if (H0) holds then \( \alpha_{i_0} \) is a lower bound for the spectral radius \( r(K_{i_0}) \), that is \( r(K_{i_0}) \geq \alpha_{i_0} > 0 \) (see [16, Theorem 5.4] or [24, Theorem 2.7]). So the best value for \( \alpha_{i_0} \) in order to make (H1) as weak as possible would be \( r(K_{i_0}) \), and in fact we
can choose $\alpha_{i_0} = r(K_{i_0})$ in (H1) if the assumptions of the celebrated Krein-Rutman theorem hold.

**Corollary 3.3.** Suppose that (H0) holds and also

(H1’) There exists $\rho_0 > 0$ such that $\bar{P}_{\rho_0} \subset D$, for each $i = 1, 2, \ldots, n$ the operator $F_i$ is continuous, bounded on $P_{\rho_0}$, $F_i(P_{\rho_0}) \subset P_i$, and there exist $i_0 \in \{1, 2, \ldots, n\}$ such that $P_{i_0}$ is a total cone and

$$F_{i_0}(u) \geq \frac{1}{r(K_{i_0})} u_{i_0} \quad \text{for} \quad u \in \partial P_{\rho_0}.$$ 

If $u \neq Tu$ for $u \in \partial P_{\rho_0}$ then $i_P(T, P_{\rho_0}) = 0$.

**Proof.** As explained in Remark 3.2 we have $r(K_{i_0}) \geq \alpha_{i_0} > 0$ so the Krein-Rutman theorem applies (see [25, Theorem 7.26]) and then $r(K_{i_0})$ is an eigenvalue with an eigenvector $\varphi_{i_0} \in P_{i_0} \setminus \{0\}$, that is $K_{i_0} \varphi_{i_0} = r(K_{i_0}) \varphi_{i_0}$. So (H0) also holds taking $\alpha_{i_0} = r(K_{i_0})$ which together with (H1’) give us the desired conclusion applying Lemma 3.1. □

### 4. A FIXED POINT FORMULATION FOR ELLIPTIC SYSTEMS

**4.1. The assumptions.** We shall deal with the following system of second order elliptic BVPs

(4.1) \[
\begin{align*}
Lu_i(x) &= \lambda_i f_i(x, u(x)), \quad x \in \Omega, \quad i = 1, 2, \ldots, n, \\
Bu_i(x) &= 0, \quad x \in \partial \Omega, \quad i = 1, 2, \ldots, n,
\end{align*}
\]

where $\Omega \subset \mathbb{R}^m$, $m \geq 2$, is a suitable bounded domain, $L$ is a strongly uniformly elliptic operator, $u(x) = (u_1(x), u_2(x), \ldots, u_n(x))$, $\lambda_i > 0$, $f_i \in C(\bar{\Omega} \times \prod_{j=1}^m [0, \rho_j])$ and $\rho_i > 0$ for $i = 1, 2, \ldots, n$ and $B$ is a first order boundary operator. More precisely, we shall assume the conditions in [3] Section 4 of Chapter 1 (see also [17 18]), namely:

1. We suppose that $\Omega \subset \mathbb{R}^m$, $m \geq 2$, is a bounded domain such that its boundary $\partial \Omega$ is an $(m-1)$-dimensional $C^{2,\mu}$-manifold for some $\mu \in (0, 1)$, such that $\Omega$ lies locally on one side of $\partial \Omega$ (see [25 Section 6.2] for more details).

2. $L$ is the second order elliptic operator given by

(4.2) \[
Lz(x) = - \sum_{i,j=1}^m a_{ij}(x) \frac{\partial^2 z}{\partial x_i \partial x_j}(x) + \sum_{i=1}^m a_i(x) \frac{\partial z}{\partial x_i}(x) + a(x) z(x), \quad \text{for} \quad x \in \Omega,
\]

where $a_{ij}, a_i, a \in C^\mu(\bar{\Omega})$ for $i, j = 1, 2, \ldots, m$, $a(x) \geq 0$ on $\bar{\Omega}$, $a_{ij}(x) = a_{ji}(x)$ on $\bar{\Omega}$ for $i, j = 1, 2, \ldots, m$. Moreover $L$ is strongly uniformly elliptic, that is, there exists
\[ \mu_0 > 0 \text{ such that} \]
\[ \sum_{i,j=1}^{m} a_{ij}(x) \xi_i \xi_j \geq \mu_0 \| \xi \|^2 \quad \text{for} \ x \in \Omega \text{ and} \ \xi = (\xi_1, \xi_2, \ldots, \xi_m) \in \mathbb{R}^m. \]

(3) \( B \) is the boundary operator given by
\[
Bz(x) = b(x)z(x) + \delta \frac{\partial z}{\partial v}(x) \quad \text{for} \ x \in \partial \Omega,
\]
where \( v \) is an outward pointing and nowhere tangent vector field on \( \partial \Omega \) of class \( C^{1,\mu} \) (not necessarily a unit vector field), \( \frac{\partial z}{\partial v} \) is the directional derivative of \( z \) with respect to \( v \), \( b : \partial \Omega \to \mathbb{R} \) is of class \( C^{1,\mu} \) and moreover one of the following conditions holds:
(a) \( \delta = 0 \) and \( b(x) \equiv 1 \) (Dirichlet boundary operator).
(b) \( \delta = 1, \ b(x) \equiv 0 \) and \( a(x) \neq 0 \) (Neumann boundary operator).
(c) \( \delta = 1, b(x) \geq 0 \) and \( b(x) \neq 0 \) (Regular oblique derivative boundary operator).

4.2. The solution operator. It is well-known, since the pioneering work by Schauder, that under the previous conditions for each \( g \in C^{\mu}(\bar{\Omega}) \), the boundary value problem
\[ \begin{cases} 
Lz(x) = g(x), & x \in \Omega, \\
Bz(x) = 0, & x \in \partial \Omega,
\end{cases} \]
(4.3)
has a unique classical solution \( z \in C^{2,\mu}(\bar{\Omega}) \) and the solution operator \( K : C^{\mu}(\bar{\Omega}) \to C^{2,\mu}(\bar{\Omega}) \) defined as \( Kg = z \) is linear, continuous and positive (due to the maximum principle). It is well known that if \( g \in C(\Omega) \) and \( m \geq 2 \) then problem (4.3) need not have a classical solution \( z \in C^2(\bar{\Omega}) \) (see a counterexample in [25, Problem 6.3]). For our purposes it will be fundamental to consider a generalized solution operator extending \( K \) to \( C(\bar{\Omega}) \).

**Proposition 4.1** (Generalized solution operator). The operator \( K \) can be extended uniquely to a continuous, linear and compact operator \( K : C(\bar{\Omega}) \to C(\bar{\Omega}) \) (that we will denote again by the same name).

Consider the cone of positive functions \( P = C(\bar{\Omega}, \mathbb{R}_+) \). The generalized solution operator \( K \) is not only positive (i.e. \( K(P) \subset P \)), but also \( e \)-positive, as we stress in the following result, see [2] Lemma 5.3.

**Proposition 4.2.** Let \( e = K1 \in C(\bar{\Omega}, \mathbb{R}_+) \setminus \{0\} \). Then \( K : C(\bar{\Omega}) \to C(\bar{\Omega}) \) is \( e \)-positive (and in particular positive), that is for each \( g \in C(\bar{\Omega}, \mathbb{R}_+) \setminus \{0\} \) there exist \( \alpha_g > 0 \) and \( \beta_g > 0 \) such that \( \alpha_g e \leq Kg \leq \beta_g e \). In particular, there exists \( \alpha_e > 0 \) such that \( Ke \geq \alpha_e e \).
4.3. The Nemytskii operator. If \( I = \prod_{j=1}^{n} I_j \subset \mathbb{R}^n \), where \( I_j \subset \mathbb{R} \) is a closed interval with nonempty interior for \( j = 1, 2, \ldots, n \), and \( D \subset C(\bar{\Omega}, \mathbb{R}^n) \) is a nonempty set we define

\[
D_I = \{ u \in D : u(x) \in I \quad \text{for all} \ x \in \bar{\Omega} \}.
\]

We utilize the space \( C(\bar{\Omega}, \mathbb{R}^n) \), endowed with the norm \( \|u\| := \max \{ \|u_i\|_{\infty} \} \), where \( \|z\|_{\infty} = \max_{x \in \bar{\Omega}} |z(x)| \), and consider (with abuse of notation) the cone \( P = C(\bar{\Omega}, \mathbb{R}^n_+) \).

For a function \( f : \bar{\Omega} \times I \to \mathbb{R} \) the Nemytskii (or superposition) operator \( F \) is defined as \( F u(x) := f(x, u(x)) \) for \( u \in C(\bar{\Omega}, \mathbb{R}^n)_I \) and \( x \in \bar{\Omega} \). We recall some useful properties of the Nemytskii operator, see for example [3]; here by non-decreasing we mean non-decreasing with respect to the components.

**Proposition 4.3.** If \( f \in C(\bar{\Omega} \times I) \) then the following claims hold:

1. The Nemytskii operator \( F : C(\bar{\Omega}, \mathbb{R}^n)_I \to C(\bar{\Omega}) \) is continuous and bounded.
2. If \( f(x, u) \geq 0 \) for all \( (x, u) \in \bar{\Omega} \times I \) with \( u \in \mathbb{R}^n_+ \) then \( F \) is positive, that is, \( F(P_I) \subset P \).
3. If for every \( x \in \bar{\Omega} \) the function \( f(x, \cdot) : I \to \mathbb{R} \) is non-decreasing then \( F \) is non-decreasing.
4. If \( f \in C^\mu(\bar{\Omega} \times I) \) and \( u \in C^1(\bar{\Omega}, \mathbb{R}^n)_I \) then \( F u \in C^\mu(\bar{\Omega}) \).

4.4. The fixed point formulation and weak solutions. Now we can use the previous results in order to formulate the elliptic system (4.1) as a fixed point problem in the space of continuous functions.

Let us define \( I = \prod_{i=1}^{n} [0, \rho_i] \) and the operator \( T : C(\bar{\Omega}, \mathbb{R}^n)_I \to C(\bar{\Omega}, \mathbb{R}^n) \) as

\[
T(u) := (\lambda_1 K F_1(u), \lambda_2 K F_2(u), \ldots, \lambda_n K F_n(u)),
\]

where \( F_i \) is the Nemytskii operator given by \( F_i(u)(x) = f_i(x, u(x)) \) for all \( x \in \bar{\Omega} \).

**Definition 4.4.** We shall say that \( u \in C(\bar{\Omega}, \mathbb{R}^n)_I \) is a weak solution of the problem (4.1) if and only if \( u \) is a fixed point of operator \( T \), that is, \( u = Tu \).

Note that if \( f \) is sufficiently smooth then, by regularity theory, a weak solution of (4.1) is also a classical one.

**Proposition 4.5.** Suppose that \( f_i \in C(\bar{\Omega} \times I) \) for all \( i = 1, 2, \ldots, n \). Then the following claims hold:

1. \( T : C(\bar{\Omega}, \mathbb{R}^n)_I \to C(\bar{\Omega}, \mathbb{R}^n) \) is a completely continuous operator.
2. If moreover \( f_i \geq 0 \) for all \( i = 1, 2, \ldots, n \), then \( T(P_I) \subset P \).
3. If \( f_i \in C^\mu(\bar{\Omega} \times I) \) for all \( i = 1, 2, \ldots, n \), then \( u \in C^{2, \mu}(\bar{\Omega}, \mathbb{R}^n)_I \) is a solution of (4.1) if and only if \( u \in C(\bar{\Omega}, \mathbb{R}^n)_I \) and \( u = Tu \).
5. Existence of positive solutions for elliptic systems

The following is our main result. Remember that by Proposition 4.2 and Remark 3.2 we have that \(r(K) > 0\), where \(r(K)\) is the spectral radius of \(K\). We denote by \(\mu_1 = 1/r(K)\).

**Theorem 5.1.** Assume that \(f_i \in C(\bar{\Omega} \times \prod_{j=1}^{n}[0, \rho])\) for all \(i = 1, 2, \ldots, n\) and moreover:

(a) For each \(x \in \bar{\Omega}\) and for every \(i = 1, 2, \ldots, n\), \(f_i(x, \cdot) : \prod_{j=1}^{n}[0, \rho] \to [0, +\infty)\) is non-decreasing.

(b) There exist \(\delta \in (0, +\infty)\), \(i_0 \in \{1, 2, \ldots, n\}\) and \(\rho_0 \in (0, \rho)\) such that \(f_{i_0}(x, u) \geq \delta u_{i_0}\) for all \(x \in \bar{\Omega}\) and \(u \in \prod_{j=1}^{n}[0, \rho_0]\).

(c) There exist \((\beta_1, \beta_2, \ldots, \beta_n) \in \prod_{j=1}^{n}[0, \rho]\) such that \(m_j(\beta_1, \beta_2, \ldots, \beta_n) > 0\) for all \(j = 1, 2, \ldots, n\), \(j \neq i_0\), where \(m_j(\beta_1, \beta_2, \ldots, \beta_n) = \max_{x \in \Omega} f_j(x, \beta_1, \beta_2, \ldots, \beta_n)\) for all \(j = 1, 2, \ldots, n\).

Then the system (4.1) has a nonzero weak positive solution \(u\) such that \(0 < \|u\| \leq \rho\) provided that

\[
0 < \lambda_j \leq \frac{\beta_j}{m_j(\beta_1, \beta_2, \ldots, \beta_n)\|K(1)\|_\infty} \quad \text{for all } j = 1, 2, \ldots, n, \quad j \neq i_0,
\]

and

\[
\frac{\mu_1}{\delta} < \lambda_{i_0} \leq \frac{\beta_{i_0}}{m_{i_0}(\beta_1, \beta_2, \ldots, \beta_n)\|K(1)\|_\infty}.
\]

**Proof.** We consider the cone \(P = C(\bar{\Omega}, \mathbb{R}_{+}^n)\), which is normal with constant \(d = 1\), in the space \(C(\bar{\Omega}, \mathbb{R}^n)\) with the maximum norm. \(T\) maps \(\overline{P}_\rho \to P\) and is completely continuous and nondecreasing by (a).

Note that by (c) we have \(\beta = (\beta_1, \beta_2, \ldots, \beta_n) \in \overline{P}_\rho\), \(\beta\) lies in the interior of \(P\) and furthermore, for every \(i = 1, 2, \ldots, n\),

\[
\lambda_i K F_i(\beta_1, \beta_2, \ldots, \beta_n) (x) \leq \|\lambda_i K F_i(\beta_1, \beta_2, \ldots, \beta_n)\|_\infty
\]

\[
\leq \|\lambda_i K (m_i(\beta_1, \beta_2, \ldots, \beta_n))\|_\infty \leq \lambda_i m_i(\beta_1, \beta_2, \ldots, \beta_n)\|K(1)\|_\infty \leq \beta_i.
\]

Finally, from Corollary 3.3 and (b) we obtain that either \(T\) has a fixed point in \(\partial P_{\rho_0}\) or either \(i_P(T, P_{\rho_0}) = 0\) for \(\lambda_1 > \mu_1/\delta\). Thus, in the second case we achieve also a nonzero fixed point of \(T\) by Theorem 2.3. \(\square\)

**Remark 5.2.** Notice that by Proposition 4.5 part (3), if \(f_i \in C^\mu(\Omega \times I)\) for all \(i = 1, 2, \ldots, n\), then any weak solution belongs to \(C^{2, \mu}(\bar{\Omega}, \mathbb{R}^n)_I\) and it is also a classical solution of (4.1).

As an application, we present an existence result for a system with Dirichlet boundary conditions and the Laplacian operator.
Corollary 5.3. Take $\Omega = \{(x_1, x_2) \in \mathbb{R}^2 : x_1^2 + x_2^2 < 1\}$ and consider the system

\[
\begin{aligned}
-\Delta u_1 &= \lambda_1 \left( |(u_1, u_2)|^{1/2} + \tan |(u_1, u_2)| \right), & \text{in } \Omega, \\
-\Delta u_2 &= \lambda_2 |(u_1, u_2)|^2, & \text{in } \Omega, \\
u_1, u_2 &= 0, & \text{on } \partial \Omega,
\end{aligned}
\]

where $|(u_1, u_2)| := \max\{ |u_1|, |u_2| \}$.

If we define $\rho = \frac{15}{64} \pi$ then the system (5.4) has a nontrivial positive solution $(u_1, u_2) \in C^2(\overline{\Omega}, \mathbb{R}^2_+)$ such that $0 < \|(u_1, u_2)\| \leq \frac{15}{64} \pi$ for every $0 < \lambda_1 \leq \frac{4\rho}{m_1(\rho, \rho)} \approx 1.669$, $0 < \lambda_2 \leq \frac{4\rho}{m_2(\rho, \rho)} \approx 5.432$.

Proof. Let $f_1, f_2 : \overline{\Omega} \times [0, \rho] \times [0, \rho] \to \mathbb{R}$ be given by

\[f_1(x_1, x_2, u_1, u_2) = |(u_1, u_2)|^{1/2} + \tan |(u_1, u_2)| \quad \text{and} \quad f_2(x_1, x_2, u_1, u_2) = |(u_1, u_2)|^2.\]

Note that $f_1, f_2 \in C^{1/2}(\overline{\Omega} \times [0, \rho] \times [0, \rho])$, are non-decreasing and, given $\delta > 0$, $f_1$ satisfies condition (b) in Theorem 5.1 for $\rho_0$ sufficiently small, due to the behaviour near the origin. By direct calculation, $K(1) = \frac{1}{4}(1 - x_1^2 - x_2^2)$ so $\|K(1)\| = \frac{1}{4}$ and fixing $\beta_1 = \beta_2 = \rho = \frac{15}{64} \pi$ the result follows from Theorem 5.1 and Remark 5.2.

In the case of a single equation

\[
\begin{aligned}
Lz &= \lambda f(x, z), & x \in \Omega, \\
Bz &= 0, & x \in \partial \Omega,
\end{aligned}
\]

where $\lambda > 0$ and $f : \Omega \times [0, \rho] \to \mathbb{R}$, a more precise result than Theorem 5.1 can be obtained.

Theorem 5.4. Assume that $f \in C(\overline{\Omega} \times [0, \rho])$ and moreover:

i) For each $x \in \overline{\Omega}$ the function $f(x, \cdot) : [0, \rho] \to [0, +\infty)$ is non-decreasing.

ii) There exist $\delta \in (0, +\infty)$ and $\rho_0 \in (0, \rho)$ such that $f(x, z) \geq \delta z$ for all $x \in \overline{\Omega}$ and $z \in [0, \rho_0]$.

Then the BVP (5.3) admits a non-zero weak positive solution $z$ such that $0 < \|z\|_\infty < \rho$ provided that

\[
\frac{\mu_1}{\delta} \leq \lambda \leq \sup_{0 < s \leq \rho} \frac{s}{M(s)\|K(1)\|_\infty},
\]

where $M(s) = \max_{x \in \Omega} f(x, s) > 0$ for all $s \in (0, \rho]$.

Proof. By our assumptions, $T : P_\rho \to P$ is completely continuous and non-decreasing. Now, let $0 < \beta \leq \rho$ such that $\lambda < \frac{\beta}{M(\beta)\|K(1)\|_\infty}$. Then we have

\[
T\beta = \|T\beta\|_\infty = \|K(\lambda F\beta)\|_\infty \leq \|\lambda M(\beta)K(1)\|_\infty = \lambda M(\beta)\|K(1)\|_\infty < \beta.
\]
Finally, if we define $V = P_{\rho_0}$, then by Corollary 3.3 we have that either $T$ has a fixed point in $\partial V$ (which will be a non-zero positive solution) or either $i_P(T, V) = 0$. In this last case Theorem 2.3 applies and we obtain the existence of a non-zero weak positive solution. \[\square\]

**Corollary 5.5.** The problem

\begin{equation}
\begin{cases}
-\Delta z = \lambda(\sqrt{z} + \tan(z)), & x \in \Omega = \{(x_1, x_2) \in \mathbb{R}^2 : x_1^2 + x_2^2 < 1\}, \\
z(x) = 0, & x \in \partial \Omega,
\end{cases}
\end{equation}

has a non-zero positive solution $z$ such that $0 < \|z\|_{\infty} < \frac{\pi}{2}$ provided that

\begin{equation}
0 < \lambda < \sup_{0 < s < \frac{\pi}{2}} \frac{4s}{\sqrt{s} + \tan(s)} \approx 1.66924.
\end{equation}

**Proof.** Firstly, take into account that $K(1)(x_1, x_2) = \frac{1}{4}(1 - x_1^2 - x_2^2)$ for $\Omega = \{(x_1, x_2) \in \mathbb{R}^2 : x_1^2 + x_2^2 < 1\}$ so $\|K(1)\| = \frac{1}{4}$. Therefore, if $\lambda > 0$ satisfies (5.8) we can choose $\delta > 0$ and $0 < \rho < \frac{\pi}{2}$ such that (5.6) is also satisfied. Since $f(x_1, x_2, z) = \sqrt{z} + \tan(z)$ is non-decreasing in $[0, \rho]$ and the growth condition at $z = 0$, we have that conditions i) and ii), for every $\delta > 0$, in Theorem 5.4 are satisfied, and then the existence of a non-zero weak positive solution follows taking $\beta = \rho$. Since $f \in C^4([\Omega \times [0, \rho])$ the solution is also a classical one (see Remark 5.2). \[\square\]

**Remark 5.6.** Since $f(0) = 0$ then clearly $u \equiv 0$ is a solution of (5.7). Example 5.3 shows a non-trivial positive solution that cannot be obtained from [3, Theorem 9.4] and neither seems to be covered by the results in [20, Section 1].
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