ON SOME HIGH-DIMENSIONAL LIMITS OF MATRICIAL STOCHASTIC PROCESSES SEEN FROM A QUANTUM PROBABILITY PERSPECTIVE
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ABSTRACT. We generalize the result of block-wise convergence of the Brownian motion on the unitary group $U(nm)$ towards a quantum Lévy process on the unitary dual group $U(n)$ when $m \to \infty$ obtained in [20] by showing that the Brownian motions on the orthogonal group $O(nm)$ and the symplectic group $Sp(nm)$ also converge block-wise to this same quantum Lévy process.
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INTRODUCTION

Noncommutative mathematics’ idea is to take a certain class of mathematical spaces $E$ whose properties can be adequately described by a space of functions over $E$, for instance $C(E)$ or $L^\infty(E)$, etc. Then, because this space of function has the structure of an algebra, possibly with some more properties, we replace the study of the class of spaces by the study of algebras having the same properties as the space of functions over $E$ but without assuming commutativity. Hence, noncommutative (or quantum) probability replaces the study of probabilized spaces $(\Omega, F, P)$ with the stdy of $*$-algebras $A$ endowed with a positive linear functional $\phi$ on $A$ such that $\phi(1) = 1$. In the classical case, of course, $\phi$ is taken to be the expectation.

To generalize the notion of groups in this noncommutative setting, two approaches are possible. The one usually used is the quantum group approach, see [19, 12, 16, 11, 6]. Especially, a compact quantum group is defined to be a certain $C^*$-algebra denoted $C(G)$ equipped with a comultiplication $\Delta : C(G) \to C(G) \otimes C(G)$ such that $(\Delta \otimes Id) \circ \Delta = (Id \otimes \Delta) \circ \Delta$ (coassociativity) and with another property called the quantum cancellation property. The second approach possible, the dual groups...
one, first initiated by Voiculescu in [23], consists in taking a C∗-algebra A (actually we can take a mere ∗-algebra, and this is what we will do here) endowed with a comultiplication \( \Delta : A \to A \sqcup A \) where \( \sqcup \) is the free product in the category of ∗-algebras. This comultiplication needs to fulfill a similar coassociativity axiom.

Dual groups have been studied somewhat, though less than quantum groups. For instance, one can refer to [23, 9, 21, 5, 13, 20, 2, 3]. In particular, in [20], the author extended a previous result due to Biane in [4]. Biane had shown that the Brownian motion on the unitary group \( U(m) \) tends towards a multiplicative unitary Brownian motion when \( m \) goes to infinity. Extending this, [20] showed the Brownian motion on \( U(mn) \) when \( n \) is fixed and when the Brownian motion is seen block-wise, tends towards a Lévy process on the dual unitary group \( U(\langle n \rangle) \). This Lévy process was nice in the sense that it was shown to be Gaussian, and, moreover, [5] showed that this quantum Lévy process tends towards the so-called Haar trace when \( t \) goes towards infinity. So, it was a good candidate to be called a Brownian motion on \( U(\langle n \rangle) \).

The question remained about what happens for the Brownian motion on the orthogonal group \( O(nm) \) and on the symplectic group \( Sp(nm) \) when they are seen block-wise and when \( m \) goes towards infinity. We will show that they do converge towards the same quantum Lévy process that was found in [20]. This is consistent with [15, Theorem 2.2]. While doing this, we will also introduce briefly the dual orthogonal group \( O(\langle n \rangle) \) and the dual symplectic group \( Sp(\langle n \rangle) \).

IN HONOREM

I dedicate this paper to Michael Schürmann on the occasion of his retirement. He was one of my PhD advisors. One our first encounter in 2014 in Greifswald, I had the occasion to show him the results I had obtained and that were to be published in [20]. He was of course really supportive and happy about these results. We discussed together about the future and it was clear that I needed to investigate also the orthogonal and the symplectic cases. But, as often in research, other questions showed up and, trying to solve these latter, I put aside the orthogonal and symplectic question for a day when I would have more time... As is well know, such a day never exists in Academia! At the occasion of his retirement, I believe that it is fitting for me to finally complete this work, pushed aside for too long, as a token of my appreciation and friendship, as well as thankfulness for his mentorship.

1. DUAL GROUPS AND QUANTUM PROBABILITY

It is not our goal here to explain in details the theory of dual (semi)groups and/or quantum probability. We refer to [20, 21, 5] for more information on this. Thus, let us just recall that a dual semigroup is a triple \( (A, \Delta, \delta) \) with \( A \) a ∗-algebra, and \( \Delta : A \to \Delta \sqcup A \) and \( \delta : A \to \mathbb{C} \) two ∗-homomorphisms, where \( \sqcup \) denotes the free product of ∗-algebras. These ∗-homomorphisms must further fulfill the following relations:

\[
\left(\text{Id}_A \sqcup \Delta\right) \circ \Delta = \left(\Delta \sqcup \text{Id}_A\right) \circ \Delta
\]

and

\[
\left(\text{Id}_A \sqcup \delta\right) \circ \Delta = \text{Id}_A = \left(\delta \sqcup \text{Id}_A\right) \circ \Delta
\]

The dual semigroups we will consider here are:

1. The free dual semigroup \( \mathcal{M}(\langle n \rangle) \), that is the dual semigroup defined on the free algebra \( M_n \), defined on the complex field, and generated by \( n^2 \) generators \( u_{ij}, 1 \leq i, j \leq n \), with no relations between them, and with the following ∗-homomorphisms:

\[
\Delta(u_{ij}) = \sum_{k=1}^{n} u_{ik}^{(1)} u_{kj}^{(2)}
\]

\[
\delta(u_{ij}) = \delta_{ij}
\]

where \( \delta_{ij} \) is Kronecker’s symbol.

2. The unitary dual semi group \( U(\langle n \rangle) \) defined on the ∗-algebra \( U_n \) on the complex field, generated
by the generators $u_{ij}, 1 \leq i \leq j \leq n$ with the only relations given by $\sum_{k=1}^{n} u_{ki}^{*} u_{kj} = \delta_{ij}$ and $\sum_{k=1}^{n} u_{ik} u_{jk}^{*} = \delta_{ij}$, and with the $*$-homomorphisms:

$$\Delta(u_{ij}) = \sum_{k=1}^{n} u_{ik}^{(1)} u_{kj}^{(2)}$$

It needs to be observed that, were we to add the additional commutation relation between the generators, we would then obtain the algebra generated by the maps $\tilde{u}_{ij} : U(n) \to \mathbb{C}$ defined on the (classical) unitary group by $\tilde{u}_{ij}(U) = U_{ij}$, ie associating the $(i, j)$ coefficient to a unitary matrix. In particular, the relations defining the $*$-algebra exactly express the fact that the matrix $\tilde{U}$ containing the generators $u_{ij}$ as coefficients verifies $U^{*}U = I_{n} = UU^{*}$. This explains why $U(n)$ is called the unitary dual semigroup.

3. We want to have an equivalent to the (classical) orthogonal group. However, we cannot just take the algebra generated by the $u_{ij}$ with the relations $\sum_{k=1}^{n} u_{ki} u_{kj} = \delta_{ij}$ and $\sum_{k=1}^{n} u_{ik} u_{jk} = \delta_{ij}$, which would correspond to the intuitive orthogonal matricial relation $O^2O = I_{n} = O^O$. Indeed, these relations do not behave well with regard to the coproduct $\Delta$, contrary to the unitary relations. So, we follow the lead of Voiculescu, who in [23] decided to define the orthogonal dual semigroup $O(n)$ as defined by the same algebra $U_{n}$ as for $U(n)$, but this time taken over the field of real numbers. This corresponds to the fact that an orthogonal matrix verifies also the unitary relations (as all coefficients are real and thus not modified under conjugation) but that all coefficients being real, it is most natural to see the algebra of coefficient-maps as being over $\mathbb{R}$, rather than over $\mathbb{C}$.

4. The symplectic dual semigroup $Sp(n)$. We will define it in the section dedicated to it, as we need to recall more details about the classical symplectic group $Sp(n)$.

Let us assume that we have two Lie groups $G$ and $G'$ such that $G \subset G'$. Then, if we have a map $f : G' \to \mathbb{C}$, then we also have a map $\tilde{f} : G \to \mathbb{C}$ where $\tilde{f} = f \circ j$ with $j$ the canonical embedding from $G$ to $G'$. Thus, we have a $*$-homomorphism $\tilde{j} : C(G') \to C(G)$, where $C(G)$ is the algebra of continuous functions defined on $G$, and the same for $C(G')$. As we can morally see the algebra of a dual semigroup as an algebra of noncommutative functions defined over the dual semigroup, we can decide to say that given two dual semigroups $G$ and $G'$, we say that $G$ is contained in $G'$ if there is a $*$-homomorphism $j : C(G') \to C(G)$ where $C(G)$ designates the algebra of the dual semigroup $G$.

With this vocabulary, it is easy to see that $U(n)$ is a dual subsemigroup of $M(n)$. Indeed, it suffices to take the trivial map, mapping any $u_{ij}$ of $M_{n}$ to the $u_{ij}$ of $U_{n}$.

**Remark 1.** Let us remark that all of the aforementioned dual semigroups are actually dual groups, that is there exists a map $\Sigma : \mathcal{G} \to \mathcal{G}$ (where $\mathcal{G}$ is the algebra underlying the dual group) such that $(Id \cup \Sigma) \circ \Delta = 1 \circ \delta = (\Sigma \cup Id) \circ \Delta$. Indeed, in the three examples mentioned we can take this map, called the coinverse, to be $\Sigma : u_{ij} \mapsto u_{j'i}^{*}$. Nevertheless, to talk about Lévy processes, the structure of dual semigroup is enough.

We also recall that a noncommutative unital $*$-probability space is given by a $*$-algebra $A$ and a tracial positive linear form $\phi$ on $A$ such that $\phi(1_{A}) = 1$. Given a dual semigroup $\mathcal{G}$ whose algebra is denoted by $C(\mathcal{G})$, we define a (noncommutative) random variable on $\mathcal{G}$ as the giving of a $*$-homomorphism $X : C(\mathcal{G}) \to A$. We observe that the direction of the map is the reverse of the usual direction in classical probability. This is consistent with the fact that we reason with dual structures.

In the setting of quantum probability, there are five different notions of independence of random variables that can be used: classical (also called tensor) independence, freeness, boolean, monotone and antimonotone independence.

In all the sequel of the article, one $*$-probability space will be fixed.

Finally, let us recall the definition of a (quantum) Lévy process. Given a notion of independence $T$, it is a family $(j_{st})$ of quantum random variables such that

1. $(j_{rs} \cup j_{st}) \circ \Delta = j_{rt}$ for all $0 \leq r \leq s \leq t$ (increment property).
2. The quantum variables $j_{r_{1}s_{1}}, \ldots, j_{r_{n}s_{n}}$ are independent in the sense of $T$, whenever $0 \leq r_{1} \leq s_{2} < r_{2} \leq s_{2} \leq \ldots$
(3) The distribution of \( j_{st} \), i.e., the quantity \( \phi \circ j_{st} \) depends only on \( t - s \) (stationarity).
(4) The quantum random variable \( j_{st} \) converges towards \( j_{ss} \) in distribution when \( t \to s \) (weak continuity).

More details can be obtained in [9]. Let us just observe that if \( (X_t)_{t \geq 0} \) is a (classical) Lévy process on a Lie group \( G \), then, the process

\[
j_{st} : C(G) \to L^\infty(\Omega)
\]

\[
f \mapsto f \circ X_{t-s}
\]

is a (quantum) tensor-independent Lévy process.

**Remark 2.** If we have a dual group (instead of a mere dual semigroup), the only advantage, is that we can restrict ourselves to the study of \( j_t = j_{0t} \).

## 2. The Quantum Lévy Process

**2.1. Definition of the process.** In the sequel, we will be interested in the process \( \U(t) \) defined as follows. We denote by \( n \) a natural integer. We have a matrix \( \mathcal{X}(t) \) such that:

- At fixed \( t \), the family \( (\mathcal{X}_{ij}(t))_{1 \leq i, j \leq n} \) is free.
- For any \( i, j \), we have \( \mathcal{X}_{ij}^* = \mathcal{X}_{ji} \).
- For any \( i \), \( \mathcal{X}_{ii} \) is a free additive Brownian motion.
- For any \( i \neq j \), \( \mathcal{X}_{ij} = \mathcal{X}_{ij}^{(1)} + i\mathcal{X}_{ij}^{(2)} \), where \( i \) is a square root of \(-1\) and \( \sqrt{2}\mathcal{X}_{ij}^{(p)} \), for \( p \in \{1, 2\} \), are two free additive Brownian motion, free with one another.

We remark that \( \mathcal{X}(t) \) is the free analogue of a Brownian motion on hermitian matrices and was already defined in [?, Theorem 1] Ulrich2015. We now define the process \( \U(t) \) in a way that is similar to [20, Theorem 1], but with a different renormalization, and by taking the left variant:

\[
d\U_t = i\mathcal{U}_td\mathcal{X}_t + \frac{n}{2}\mathcal{U}_tdt
\]

We follow [13] for the method of stochastic integration. We notice that we have \( d\mathcal{X}_{ij}.d\mathcal{X}_{kl} = \delta_{il}\delta_{jk}dt \). Moreover, we have

\[
d\U_{ij} = i\sum_{k=1}^{n} \mathcal{U}_{ik}d\mathcal{X}_{kj} + \frac{n}{2}\mathcal{U}_{ij}dt
\]

and

\[
d\U_{ij}^* = -i\sum_{k=1}^{n} d\mathcal{X}_{jk}\mathcal{U}_{ik}^* + \frac{n}{2}\mathcal{U}_{ij}^*dt
\]

We then remember that the stochastic Itô integration by part formula states that:

\[
d(A_{i_1j_1} \ldots A_{i_nj_n}) = \sum_{k=1}^{n} A_{i_1j_1} \ldots d(A_{i_kj_k}) \ldots A_{i_nj_n}
\]

\[
+ \sum_{1 \leq k < l \leq n} A_{i_1j_1} \ldots A_{i_k-1j_k-1, k+1j_k+1} \ldots A_{i_{k-1}j_{k-1}} \phi(A_{i_{k+1}j_{k+1}} \ldots A_{i_{n}j_{n}})d(A_{i_kj_k}A_{i_{k+1}j_{k+1}}) \ldots
\]

By applying Itô’s integration by part formula to quantities of the kind \( \sum_s \U_{is}^* \U_{ij} \) or \( \sum_s \U_{is} \U_{js}^* \), we find that the differential of this quantities needs to be zero. Taking into account the initial condition, we find that both quantities equal \( \delta_{ij} \). In other words, the process \( \U(t) \) can be seen as a stochastic process on \( U(n) \) via the map:

\[
j : U_n \to A
\]

\[
u_{ij} \mapsto \U_{ij}
\]

We will consider quantities of the type \( \phi(\U_{i_1j_{i_1}}^{11} \ldots \U_{i_{k_1}j_{k_1}}^{11}) \ldots \phi(\U_{i_{r}j_{i_r}}^{r} \ldots \U_{i_{k_r}j_{k_r}}^{r}) \). We will need
a convenient notation to denote such functions in a way that is consistent with the transformation they will undergo. Thus, we will denote for instance by:

\[
T = \begin{bmatrix}
\Omega & \Omega & \Omega & \Omega & \Omega & \Omega & \Omega & \Omega & \Omega \\
1 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 \\
(1, 2) & (2, 3) & (5, 2) & (1, 1) & (2, 1) & (1, 1) & (4, 5) & (1, 1) & (5, 5)
\end{bmatrix}
\]

the function:

\[
\phi(U^*_1 U^*_2 U^*_2 U^*_1 U^*_1, U^*_4, 5) \phi(U^*_1, 1) \phi(U^*_5) \phi(U^*_1)
\]

In other words, the first line gives the rank of the \( \phi \) we are in, the second line (which is frankly not necessary) reminds us of the type of matricial blocks we consider (here blocks of \( \Omega \)), the third line gives the coordinates of the blocks, and the last lines tells us whether or not there is a \( \ast \).

We will call this kind of functions, \(^\text{table-functions}^\dagger\), because of the way they are denoted.

Then, we can write:

\[
T' = \hat{D}T + \hat{U}T
\]

where \( \hat{D} \) is the operator corresponding to the term with one differential, \( \hat{U} \) is the term corresponding to the quadratic variation inside a same \( \phi \). Let us remark that the quadratic variation can only affect one and the same trace. Let us examine these operators in detail. Because we take the expectation \( \phi \) it must be remembered that the (quantum) martingale part vanishes and we therefore do not explicit it.

2.2. The operator \( \hat{D} \): it is easy to see that it behaves in the following way:

\[
\frac{1}{2} n \sum_{\kappa=1}^r \sum_{1 \leq \mu \leq k_n} \kappa
\]

and

\[
\frac{1}{2} n \sum_{\kappa=1}^r \sum_{1 \leq \mu \leq k_n} \kappa
\]

In other words, we obtain $\frac{1}{2} (k_1 + \ldots + k_\kappa) T$.

2.3. **The operator $\hat{U}$:** we have the following behavior.

\[
\begin{array}{cccc}
\cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & (i_{\mu_1, \kappa}; f_{\mu_1}) & (i_{\mu_2, \kappa}; f_{\mu_2}) \\
\cdots & \cdots & 0 & 0 \\
\end{array}
\]

\[
- \sum_{\kappa=1}^{r} \sum_{1 \leq \mu_1 < \mu_2 \leq k_\kappa} \mu_1 - 1, \kappa & \mu_1 + 1, \kappa & \mu_2 - 1, \kappa & \mu_2 + 1, \kappa \\
\end{array}
\]

and

\[
\begin{array}{cccc}
\cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & (i_{\mu_1, \kappa}; f_{\mu_1}) & (i_{\mu_2, \kappa}; f_{\mu_2}) \\
\cdots & \cdots & 1 & 1 \\
\end{array}
\]

\[
- \sum_{\kappa=1}^{r} \sum_{1 \leq \mu_1 < \mu_2 \leq k_\kappa} \mu_1 - 1, \kappa & \mu_1 + 1, \kappa & \mu_2 - 1, \kappa & \mu_2 + 1, \kappa \\
\end{array}
\]

and

\[
\begin{array}{cccc}
\cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & (i_{\mu_1, \kappa}; f_{\mu_1}) & (i_{\mu_2, \kappa}; f_{\mu_2}) \\
\cdots & \cdots & 0 & 1 \\
\end{array}
\]

\[
- \delta_{j_{\mu_1}; f_{\mu_2}} \sum_{\kappa} \sum_{1 \leq \mu_1 < \mu_2} \mu_1 - 1, \kappa & \mu_1 + 1, \kappa & \mu_2 - 1, \kappa & \mu_2 + 1, \kappa \\
\end{array}
\]

and, finally,
We notice that we obtain a very similar result to what was obtained at the end of section 3 in [20], with the difference that the summation over $s$ is made on the second index here, instead of the first one. This is due to our having taken the left version of the stochastic equation instead of the right one.

3. Convergence of the Brownian motion on the orthogonal group

3.1. The theorem. In the sequel of this section, we will always denote by $n$ and $m$ two (natural) integers. The first one, $n$, will be fixed, and the second one, $m$ will tend to infinity, so that we can study the blockwise structure of the limit. We want to study the high-dimensional limit of the Brownian motion on $O(nm)$, so let us first give its stochastic differential equation. We follow [7]. Let us note that we actually follow the indication to build the Brownian motion on $O(nm)$, but because this Lie group is not connected and we begin the process at $I_{nm}$, it is the Brownian motion on $SO(nm)$ that we get.

Let $(X(t))_{t \geq 0}$ be a matricial stochastic process build in the following way:

- The family $(X_{k,l}(t))_{1 \leq k \leq l \leq nm}$ is a family of independent variables
- The family $(X_{k,l}(t))_{1 \leq k < l \leq nm}$ is a family of i.i.d. random variables following a Gaussian law $\mathcal{N}(0, t/m)$.
- $X_{kk}(t) = 0$ for each $k$
- The matrix $X(t)$ is anti-symmetric.

It is then clear that $(X(t))_t$ is a Brownian motion on the space of anti-symmetric matrices, which is the Lie algebra of $O(nm)$.

We will need the quadratic variation of the $X_{j,k}$, so let us compute them right away:

$$d[X_{ab}, X_{cd}] = \begin{cases} 
  dt/m & \text{if } a = c \text{ and } b = d \text{ and } a \neq b \\
  -dt/m & \text{if } a = d \text{ and } b = c \text{ and } a \neq b \\
  0 & \text{else}
\end{cases}$$

The quadratic variation matrix mentioned in [7] needs to be understood as the matrix whose coefficients are the quadratic variations of $dX_t, dX_t$, seen as a product of matrices. It is therefore:

$$\langle dX_t, dX_t \rangle_{j,k} = \sum_{k=1}^{nm} d[X_{j,l}, X_{lk}] = \delta_{jk} \sum_{k=1, k \neq j}^{nm} \frac{dt}{m} = \delta_{jk} \frac{nm - 1}{m}$$

This matrix thus is $\frac{nm-1}{m}dtI_{nm}$, and so the stochastic differential equation for the Brownian motion on $SO(mn)$ is:

$$dO_t = O_t dX_t + \frac{1}{2} (n - \frac{1}{m})O_t dt$$

with initial condition $O_0 = I_{nm}$.

Let us note that we obtain a consistent result with [15]. We only need to remember that we did not
take the same renormalization\(^1\) than Lévy, which explains why the factor in front of the \(dt\) term is not the same.

We can also remark that the most natural framework to express a Brownian motion on a Lie group is the Stratonovich integral. Indeed, the formula in [7] for such a Brownian motion, \(dG_t = G_t dK_t + \frac{1}{2} d[M_t, M_t]\) for any process \(M_t\) for which this has a sense, implies that this Brownian motion can be described by the Stratonovich equation \(dG_t = G_t dK_t\). Nevertheless, such an equation is less tractable for the computations. Indeed, the advantage of Itô’s formula is the fact that an element of the kind \(G_t dK_t\) is always a martingale, and thus vanishes when we take the expectation. This is why we favor Itô’s framework. Finally, let us remark that if we compute \(d(O_tO_t^*)\) and \(d(O_t^*O_t)\) through Itô’s integration by part formula we find in both cases zero. This is consistent with the fact that \(O_t\) remains on \(O(nm)\).

We will consider that all the (classical) random variables considered thus far are defined on an unique probability space \((\Omega, \mathcal{F}, \mathbb{P})\). We will also denote by \(L^{\infty}-(\Omega)\) the space of random variables defined on \(\Omega\) admitting moments of every order.

Using the dual semigroups introduced in the previous section, we can define:

\[
j_m(t) : \ A \to L^{\infty}-(\Omega) \\
\quad u_{ij} \mapsto [O(t)]_{ij}
\]

where \(O(t)\) is the orthogonal Brownian motion on \(O(nm)\) and \([O(t)]_{i,j}\) designates the \((i, j)\) block of size \(m \times m\) of this process.

We will prove the following theorem in this section:

**Theorem 1** (Convergence of the orthogonal Brownian motion). When \(m\) tends to the infinite, the processes \(j_m\) tend in \(*\)-moments towards the process \(J\).

### 3.2. Notations.

Before going over to the proof, though, we need to introduce some useful notations that will serve in the proof.

We introduce \([\mathcal{J}] = \{1, \ldots, n\}^2, \mathcal{J} = \{1, \ldots, nn\}^2\). For a matrix \(M\) of size \(mn \times mn\), we will denote by \([M]_{kl}\) the \((k, l)\)-block of size \(m \times m\) (for \((k, l) \in [\mathcal{J}]\)), and by \(M_{kl}\) the coefficient \((k, l)\) of the matrix (for \((k, l) \in [\mathcal{J}]\)). Whenever we write \(\text{Tr}(A)\), we intend to mean the trace of matrix \(A\), but when we write \(\text{tr}(A)\), we actually intend \(\frac{1}{2}\text{Tr}(A)\).

We also emphasize the difference between \([O^*]_{i,j}\) and \([O]_{i,j}^*\): we have the relationship: \(([O^*]_{i,j})_{a,b} = ([O]_{i,j})_{b,a}\) where \([M]_{i,j})_{a,b}\) denotes the \((a, b)\) coefficient of the block \((i, j)\) of matrix \(M\).

As in [20], we will be interested in the differential equations satisfied by some functions. To denote the functions, we will use tables, in the following fashion:

\[
T = \begin{bmatrix}
O & O & O & O \\
(1, 2) & (2, 3) & (5, 2) & (1, 1) \\
1 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
O & O & O & O \\
(1, 1) & (2, 1) & (4, 5) & (1, 1) \\
0 & 1 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
3 & 4 \\
(5, 5) & (1, 1)
\end{bmatrix}
\]

Then, \(T\) denotes the function \(E[\text{Tr}([O^*]_{1,2}[O]_{2,3}[O]_{5,2}[O^*]_{1,1}[O]_{2,1})\text{Tr}([O]_{1,1} \cdots [O]_{4,5})\text{Tr}([O]_{1,1})\text{Tr}([O]_{5,5})]\).

We emphasize the fact that we use the table as a name for the function. Thus, if \(T\) is this table, we will be able to write things like \(T'\), etc.

### 3.3. The differential equation for the classical process.

We will need to apply Itô formula later, so we can already compute some useful quantities. We observe that, due to what we know

---

\(^1\)Let us remark also that this means that in [20] I forgot to take the renormalization into account in the equation. Indeed, the last term should have been \(-ndU_idt\) instead of just \(-U_idt\). This does not change the result, as the whole proof can easily be adapted. Of course, [5], which obtains the same result by another method, also confirms the result.
about the quadratic variation of the $X_{j,k}$, we have:

$$d[O_{ab}, O_{cd}] = \sum_{s=1}^{mn} \sum_{q=1}^{mn} O_{as} O_{cq} d[X_{sb}, X_{qd}]$$

$$= \delta_{bd} \sum_{s=1, s \neq b}^{mn} O_{as} O_{cs} dt / m - (1 - \delta_{bd}) O_{ad} O_{cd} dt / m$$

We see that this quadratic variation can be decomposed into two parts, (1) and (2).

When considering a function $T$, we are actually considering sums of terms of the type:

$$(1) M_{(j1-1)m+s_{11},(l1-1)m+s_{21}}^{\nu11} M_{(j2-1)m+s_{12},(l2-1)m+s_{22}}^{\nu21} \cdots M_{(jk_{11}-1)m+s_{1k_{11}},(lk_{11}-1)m+s_{2k_{11}}}^{\nu k_{11}} M_{(jk_{22}-1)m+s_{1k_{22}},(lk_{22}-1)m+s_{2k_{22}}}^{\nu k_{22}} \cdots$$

In particular, we observe how the number of matricial blocks coming into play in

$$(1)$$

$$(2)$$

To find a differential equation verified by $T$, we need to apply Itô's formula to calculate the differential of an expression of the type (1). When computing this formula, we are not interested in the martingal, parts, because they vanish once we take the expectation. Thus we have something of the kind:

$$d(\ldots) = \sum_{\kappa_1=1}^{r} \sum_{\mu_1=1}^{k_{\kappa_1}} \ldots d(O_{\nu_{\kappa_1}\mu_{\kappa_1}}^{\kappa_{\kappa_1}}(j_{\kappa_1}-1)m+s_{\kappa_11},(l_{\kappa_1}-1)m+s_{\kappa_12}) \ldots$$

$$+ \sum_{\kappa_1=1}^{r} \sum_{1 \leq \mu_1 < \mu_2 \leq k_{\kappa_1}}^{k_{\kappa_1}} \ldots d(O_{\nu_{\mu_1\mu_2}}^{\kappa_{\kappa_1}}(j_{\kappa_1}-1)m+s_{\mu_11},(l_{\kappa_1}-1)m+s_{\mu_12},(l_{\mu_2}-1)m+s_{\mu_21}) \ldots$$

We see that three different operators naturally appear, namely $D$, $U$ and $B$. When remembering that $d[O_{ab}, O_{cd}]$ has two terms, we come up with five operators: $D$, $U^{(1)}$, $U^{(2)}$, $B^{(1)}$ and $B^{(2)}$. We will examine in turn their actions in the following. But let us first make two remarks. First, we need to keep in mind that, while evaluating the quantities, the martingale terms vanish because of the expectation. Second, we will see that we will arrive at a system of differential equations. As the various operators create or erase traces but do not change the overall number of blocks of $O$ intervening in the function, it must be noted that the system characterizing a specific function $T$ makes use of only a finite number of other functions obtained from $T$ by combinatorial means. More precisely, let us call the order of $T$ the number of matricial blocks coming into play in $T$. This means that the order $\eta$ is $\eta = k_1 + \ldots + k_r$. From Itô's formula combined with the stochastic equations, it is clear that no additional matricial block can appear when you derivate $T$. Neither can a block disappear. So, we see that all different functions intervening in the expression of the derivative $T'$ have all the same order $\eta$. This in turn means that the equation $T'$ is part of a system of differential equation that has at most $n^{2n^2} \sum_{n=1}^{\eta} \binom{n-1}{\eta-1}$ functions and $n^{2n} \sum_{n=1}^{\eta} \binom{n-1}{\eta-1}$ equations. This is computed considering that the indices of a matricial block can vary, as well as the fact of having a * or not, and that the number of traces and where they begin and where they end can be modified. Though this quantity may be quite large, it is nonetheless finite. Thus, if we denote by $B$ the $n^{2n^2} \sum_{n=1}^{\eta} \binom{n-1}{\eta-1} \times n^{2n} \sum_{n=1}^{\eta} \binom{n-1}{\eta-1}$ matrix of coefficients for this system of differential equation, the expression of $T_{\mu}(t)$ will be one of the lines of the column-vector $e^{Bt} v_0$, where $v_0$ is a vector containing the initial conditions.

Now, we will see that the equation for $T'$ is of the type $T' = C + D$, where $C$ contains only constant coefficients in front of the functions and $D$ contains coefficients in front of the functions that are in
Therefore, the matrix $B$ can be decomposed into $B = B_0 + O(\frac{1}{m})$, where $B_0$ contains only constants. Hence, the expression of $T_m(t)$, when $m$ tends to infinity, will tend towards $e^{B_0 t} v_0$. In other words, $T_m(t)$ will tend pointwise, in $m$, towards a function $\tilde{T}$ that verifies the equation $\tilde{T}' = C$.

In practice, this means that while studying the four operators, we will be interested only in those parts of the operators that are not in $O(\frac{1}{m})$. We will denote by $D_\infty$, $U^{(1)}_\infty$, and so forth, the part of the respective operator that is constant in $m$.

### 3.3.1. The operator $D$:

The operator is characterized by the following behaviors:

| $\kappa$ | $\kappa$ | $\kappa$ |
| --- | --- | --- |
| $\cdots$ | $O$ | $\cdots$ |
| $\cdots$ | $(i_{\mu\kappa}, j_{\mu\kappa})$ | $\cdots$ |
| $\cdots$ | 0 | $\cdots$ |

and

$$\frac{1}{2}(n - \frac{1}{m}) \sum_{\kappa=1}^r \sum_{1 \leq \mu \leq k_2} \kappa$$

| $\kappa$ | $\kappa$ | $\kappa$ |
| --- | --- | --- |
| $\cdots$ | $O$ | $\cdots$ |
| $\cdots$ | $(i_{\mu\kappa}, j_{\mu\kappa})$ | $\cdots$ |
| $\cdots$ | 1 | $\cdots$ |

and

$$\frac{1}{2}(n - \frac{1}{m}) \sum_{\kappa=1}^r \sum_{1 \leq \mu \leq k_2} \kappa$$

In other words, we obtain always $\frac{1}{2}(n - \frac{1}{m})(k_1 + \cdots + k_r)T$. We see that this does tend, when $m$ goes to infinity, towards $\frac{1}{2}(k_1 + \cdots + k_r)T$, which corresponds to $\hat{D}$.

### 3.3.2. The operator $U^{(2)}$:

We proceed as in the previous case, but here we need to distinguish four cases, according to whether or not $\epsilon_{\mu_1\kappa}$ and $\epsilon_{\mu_2\kappa}$ are zero or one. We notice that we have almost the same behavior as for the Brownian motion on the unitary group, as described in [20]. The only real difference comes from the $1 - \delta_{bd}$ factor in the quadratic variation. Let us examine in some details the case where $\epsilon_{\mu_1\kappa} = \epsilon_{\mu_2\kappa} = 0$, ie when we have no * on the two blocks involved in the quadratic variation. We will then be able to treat the other cases faster. Because of the $1 - \delta_{bd}$ factor, if $j_{\mu_1} \neq j_{\mu_2}$, then this factor vanishes and we have only:


|   | \(\kappa\) |   | \(r + 1\) |
|---|---|---|---|
| \(\cdots\) | \(O\) | \(\cdots\) | \(O\) |
| \(\cdots\) | \((i_{\mu_1\kappa}, j_{\mu_1\kappa})\) | \(\cdots\) | \((i_{\mu_2\kappa}, j_{\mu_2\kappa})\) |
| \(\cdots\) | \(0\) | \(\cdots\) | \(0\) |

\[
- \sum_{\kappa=1}^r \sum_{1 \leq \mu_1 < \mu_2 \leq k,} \alpha_{\mu_1-1,\kappa} (i_{\mu_1\kappa}, j_{\mu_1\kappa}) \alpha_{\mu_2+1,\kappa} \alpha_{\mu_1+1,\kappa} (i_{\mu_2\kappa}, j_{\mu_2\kappa}) 0 \cdots 0
\]

This is completely similar to what was obtained in [20]. In particular, we observe that even though we had a factor \(1/m\), because a new trace appears and because we use the trace normalized with \(1/m\), we have only constant factors here. Now, what happens if \(j_{\mu_1} = j_{\mu_2}\)? We obtain almost the same result, with the exception that all the cases where \(s_{\mu_1+1,\kappa} = s_{\mu_2+1,\kappa}\) vanish. The difference between the expected

\[
- \sum_{\kappa=1}^r \sum_{1 \leq \mu_1 < \mu_2 \leq k,} \alpha_{\mu_1-1,\kappa} (i_{\mu_1\kappa}, j_{\mu_1\kappa}) \alpha_{\mu_2+1,\kappa} \alpha_{\mu_1+1,\kappa} (i_{\mu_2\kappa}, j_{\mu_2\kappa}) 0 \cdots 0
\]

and what we really obtain due to the vanishing of these terms, is:

\[
\frac{dt}{m} \sum_{k=1}^m \cdots ([O]_{j_{\mu_1\kappa}j_{\mu_2\kappa}}) s_{\mu_1,\kappa} \cdots ([O]_{j_{\mu_2\kappa}j_{\mu_1\kappa}}) s_{\mu_2,\kappa}
\]

This is the same as:

\[
\frac{dt}{m} \sum_{k=1}^m \cdots ([O]_{j_{\mu_1\kappa}j_{\mu_2\kappa}}) s_{\mu_1,\kappa} ([O]^{*}_{j_{\mu_2\kappa}j_{\mu_1\kappa}}) s_{\mu_2,\kappa} \cdots ([O]^{1-\epsilon_{\mu_2-1,\kappa}}_{j_{\mu_2-1,\kappa}j_{\mu_2-1,\kappa}}) s_{\mu_2-1,\kappa} \cdots ([O]^{1-\epsilon_{\mu_1+1,\kappa}}_{j_{\mu_1+1,\kappa}j_{\mu_1+1,\kappa}}) s_{\mu_1+2,\kappa} \epsilon_{\mu_1+1,\kappa} \\
\times ([O]^{1-1+1}_{j_{\mu_2+1,\kappa}j_{\mu_2+1,\kappa}}) s_{\mu_2+2,\kappa} \cdots
\]

This is due to the fact that \(s_{\mu_1+1} = s_{\mu_2+1}\). So, at the price of interverting \(*\) and no-\(*\) for a part of the trace, we were able to write this difference as having the exact same number of traces as the original \(T\). But because there is the factor \(1/m\) in front, this difference vanishes in the \(m \to \infty\) limit. So, we have in all case, that the operator \(U^{(2)}\) acts as such:

|   | \(\kappa\) |   | \(r + 1\) |
|---|---|---|---|
| \(\cdots\) | \(O\) | \(\cdots\) | \(O\) |
| \(\cdots\) | \((i_{\mu_1\kappa}, j_{\mu_1\kappa})\) | \(\cdots\) | \((i_{\mu_2\kappa}, j_{\mu_2\kappa})\) |
| \(\cdots\) | \(0\) | \(\cdots\) | \(0\) |

\[
- \sum_{\kappa=1}^r \sum_{1 \leq \mu_1 < \mu_2 \leq k,} \alpha_{\mu_1-1,\kappa} (i_{\mu_1\kappa}, j_{\mu_1\kappa}) \alpha_{\mu_2+1,\kappa} \alpha_{\mu_1+1,\kappa} (i_{\mu_2\kappa}, j_{\mu_2\kappa}) 0 \cdots 0
\]
We also need to treat the case when one or two of the $O$ appearing in the quadratic variation are decorated with a *. Let us treat it in some details when both have the *. The other cases will be done in a similar fashion. First observe that $([O]_{jl}^{*})_{s_{1}s_{2}} = ([O]_{jl})_{s_{2}s_{1}}$, the star being only a transposition. So, we are considering products of the kind:

$$( [O]_{1\mu_{1}j_{1}}^{*} )_{s_{1}s_{2}} \cdots ( [O]_{1\mu_{1}j_{1}}^{*} )_{s_{1}s_{1}} \cdots ( [O]_{1\mu_{2}j_{2}}^{*} )_{s_{2}s_{2}} \cdots ( [O]_{1\mu_{2}j_{2}}^{*} )_{s_{2}s_{1}}$$

This is then the same as:

$$( [O]_{1\mu_{1}j_{1}}^{*} )_{s_{1}s_{2}} \cdots ( [O]_{1\mu_{1}j_{1}}^{*} )_{s_{1}s_{1}} \cdots ( [O]_{1\mu_{2}j_{2}}^{*} )_{s_{2}s_{2}} \cdots ( [O]_{1\mu_{2}j_{2}}^{*} )_{s_{2}s_{1}}$$

When we apply the operator, because of how the quadratic variation behaves, when get:

$$( [O]_{1\mu_{1}j_{1}}^{*} )_{s_{1}s_{2}} \cdots ( [O]_{1\mu_{1}j_{1}}^{*} )_{s_{1}s_{1}} \cdots ( [O]_{1\mu_{2}j_{2}}^{*} )_{s_{2}s_{2}} \cdots ( [O]_{1\mu_{2}j_{2}}^{*} )_{s_{2}s_{1}}$$

which is the same as

$$( [O]_{1\mu_{1}j_{1}}^{*} )_{s_{1}s_{2}} \cdots ( [O]_{1\mu_{1}j_{1}}^{*} )_{s_{1}s_{1}} \cdots ( [O]_{1\mu_{2}j_{2}}^{*} )_{s_{2}s_{2}} \cdots ( [O]_{1\mu_{2}j_{2}}^{*} )_{s_{2}s_{1}}$$

If we wanted to treat it comprehensively, we would also need to distinguish whether or not $j_{\mu_{1} \kappa} = j_{\mu_{2} \kappa}$. But when this is the case, the difference between what we obtain and what we really get because of vanishing terms can be treated as before and is again a $O(\frac{1}{m})$. So, the operator $U^{(2)}_{\infty}$ acts on the tables in the following way:

| $\cdots$ | $\cdots$ | $\kappa$ | $\cdots$ | $\cdots$ |
| $\cdots$ | $\cdots$ | $O$ | $\cdots$ | $O$ | $\cdots$ | $\cdots$ |
| $\cdots$ | $\cdots$ | $(i_{\mu_{1} \kappa}, j_{\mu_{1} \kappa})$ | $\cdots$ | $(i_{\mu_{2} \kappa}, j_{\mu_{2} \kappa})$ | $\cdots$ | $\cdots$ |
| $\cdots$ | $\cdots$ | $1$ | $\cdots$ | $1$ | $\cdots$ | $\cdots$ |

$$- \sum_{\kappa=1}^{r} \sum_{1 \leq \mu_{1} < \mu_{2} \leq k_{\kappa}}$$

| $\cdots$ | $\cdots$ | $\kappa$ | $\cdots$ | $r + 1$ |
| $\cdots$ | $\cdots$ | $O$ | $\cdots$ | $\cdots$ |
| $\cdots$ | $\cdots$ | $(i_{\mu_{1} \kappa}, j_{\mu_{1} \kappa})$ | $\cdots$ | $(i_{\mu_{2} \kappa}, j_{\mu_{2} \kappa})$ |
| $\cdots$ | $\cdots$ | $1$ | $\cdots$ | $1$ |

We need again to be careful when we have for instance $\epsilon_{\mu_{1} \kappa} = 0$ and $\epsilon_{\mu_{2} \kappa} = 1$. If we neglect, as always, the problem with the fact of knowing whether or not $s_{\mu_{2} \kappa} = s_{\mu_{1}+1, \kappa}$, as it still vanishes in the $m \to \infty$ limit, we obtain:

$$\cdots ( [O]_{1\mu_{1}j_{1} - 1\kappa}^{\epsilon_{\mu_{1} \kappa} - 1\kappa} )_{s_{\mu_{1} - 1\kappa} s_{\mu_{1} \kappa}} ( [O]_{1\mu_{1}j_{1} \mu_{2} \kappa} )_{s_{\mu_{1} \kappa} s_{\mu_{2} \kappa}} \cdots ( [O]_{1\mu_{2}j_{2} \kappa}^{\epsilon_{\mu_{2} \kappa} - 1\kappa} )_{s_{\mu_{2} \kappa} + 1 \kappa} s_{\mu_{2} \kappa} + 1 \kappa} \cdots$$

This can be rewritten:

$$\cdots ( [O]_{1\mu_{1}j_{1} - 1\kappa}^{\epsilon_{\mu_{1} \kappa} - 1\kappa} )_{s_{\mu_{1} - 1\kappa} s_{\mu_{1} \kappa}} ( [O]_{1\mu_{1}j_{1} \mu_{2} \kappa} )_{s_{\mu_{1} \kappa} s_{\mu_{2} \kappa}} ( [O]_{1\mu_{2}j_{2} \kappa}^{1 - \epsilon_{\mu_{2} \kappa} - 1\kappa} )_{s_{\mu_{2} \kappa} + 1 \kappa} s_{\mu_{2} \kappa} + 1 \kappa} \cdots ( [O]_{1\mu_{1}j_{1} \mu_{2} \kappa}^{1 - \epsilon_{\mu_{1} \kappa} - 1\kappa} )_{s_{\mu_{1} \kappa} s_{\mu_{2} \kappa} + 1 \kappa} \cdots$$

So, this means that we keep only one trace, and because of the factor $1/m$, we get 0 at the limit, for $U^{(2)}_{\infty}$. For reasons of symmetry, we also obtain zero when for the remaining case. We observe that in the case where $\epsilon_{\mu_{1} \kappa} = \epsilon_{\mu_{2} \kappa}$, $U^{(2)}_{\infty}$ acts like $\bar{U}$. This identity does not hold anymore when the $\epsilon$'s differ.
3.3.3. The operator $U^{(1)}$: Let us first observe that this term is zero whenever $j_{\mu_1, \kappa} \neq j_{\mu_2, \kappa}$. Moreover, we notice that the term also vanishes in the limit when $\epsilon_{\mu_1, \kappa} = \epsilon_{\mu_2, \kappa}$, due to an argument similar to what we did with $U_\infty^{(2)}$ when the $\epsilon$ were different. The term becomes non-trivial when the $\epsilon$'s differ, with the creation of a trace. Indeed, computing it, it is easy to see that we have the same thing as what we obtained with $\tilde{U}$.

So, we notice that $U^{(1)} + U^{(2)}$ correspond in the large $m$ limit exactly to $\tilde{U}$, with exactly one of both operators being nonzero according to whether or not the $\epsilon$ differ.

3.3.4. The operator $B^{(1)}$: Let us first observe again that this term is zero whenever $j_{\mu_1, \kappa_1} \neq j_{\mu_2, \kappa_2}$. Moreover, we observe that in all the cases of the different values that can be taken by the $\kappa_1$ and $\kappa_2$. Therefore, this result is in a factor $1/m^2$, one due to the quadratic variation and another as remnant of the merged trace. So, $B^{(1)}_\infty = 0$.

3.3.5. The operator $B^{(2)}$: we need here again to make a difference whether or not $j_{\mu_1, \kappa_1} \neq j_{\mu_2, \kappa_2}$. When we have $j_{\mu_1, \kappa_1} \neq j_{\mu_2, \kappa_2}$, there is no problem. When it is not the case, we can reason as in the case of $U^{(2)}$ to see that the difference vanishes in the limit $m \to \infty$. So, we can omit it. Then, in all four cases (according to the values of the $\epsilon$'s), the traces $\kappa_1$ and $\kappa_2$ merge. Therefore, this term is in $O(1/m^2)$ and, thus, $B^{(2)}_\infty = 0$.

3.3.6. Convergence: We have seen that, at the limit $m \to \infty$, we obtain the equation $T' = D_\infty T + (U^{(1)} + U^{(2)})T$, which is the same as the equation for the functions $\tilde{T}$ of the quantum stochastic process. Thus, we have the convergence of the marginals of the Brownian motion on $O(nm)$ towards the quantum process $\tilde{T}$ in moments.

We need now to conclude as to the convergence of the processes, not only of the marginals. This means that we want to prove that $\mathbb{E}(tr_m([O]_{i1j}(t_1) \ldots [O]_{k}(t_k)))$ converges towards $\phi(U^{(1)}_{i1j}(t_1) \ldots U^{(2)}_{k}(t_k))$. The result is already proven when all the $t_i$'s are equal. For the general case, we allow for more general functions. For instance,

\[
T = \begin{bmatrix}
1 & 2 & 3 \\
1 & m_1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

represents $\mathbb{E}(tr_m([O]_{1,2}(t))tr_m(m_1[O]_{2,2}(t)m_2)tr_m([O]_{1,1}(t)))$, where $m_1$ and $m_2$ are $m \times n$ matrices that are $\sigma(j_m(s), s < t)$-measurable. We then proceed as in [20, Section 4.4]. These generalized functions $T$ satisfy, in the $m \to \infty$ limit, the same equations as their generalized quantum counterparts.

We then conclude with a recurrence:

If $\mathbb{E}(tr_m([O]_{i1j}(t_1) \ldots [O]_{k}(t_k)))$ verifies that $t_1 = \ldots = t_k$, then it converges towards $\phi(U_{i1j}(t_1) \ldots U_{k}(t_k))$ by convergence of the marginals.

Let us assume that we have shown the convergence of $\mathbb{E}(tr_m([O]_{i1j}(t_1) \ldots [O]_{k}(t_k)))$ towards $\phi(U_{i1j}(t_1) \ldots U_{k}(t_k))$ whenever $\text{Card}(t_1, \ldots, t_k) \leq z$, for a certain integer $z$. Let us now suppose that we have a certain $\mathbb{E}(tr_m([O]_{i1j}(t_1) \ldots [O]_{k}(t_k)))$ with $\text{Card}(t_1, \ldots, t_k) = z + 1$. We can assume, e.g., that the maximum of the $t_i$'s is $t_k$. Then, we can write this expectation as $\mathbb{E}(tr_m(m_1 \ldots [O]_{k}(t_k)))$, where we replace all the blocks identified in times strictly lesser than $t_k$ by a sign indicating that they are matrices that are $\sigma(j_m(s), s < t_k)$-measurable. By recurrence hypothesis, $([O]_{i,j}(t_i))_{1 \leq i, j \leq n, 1 \leq i \leq k-1}$ converges in moments towards $(U_{i,j}(t_i))_{1 \leq i, j \leq n, 1 \leq i \leq k-1}$. Now, the function $T$ corresponding to $\mathbb{E}(tr_m(m_1 \ldots [O]_{k}(t_k)))$ is entirely characterized by the system of differential equations in which it is involved, as well as by the relationships between the $m_i$'s. The differential equations are still of the same type as before, because the $m_i$'s can be treated as constants. Because by recurrence hypothesis the matrices $m_i$ do converge towards their quantum counterparts $\tilde{m}_i$, the relationships existing between them 'converge' towards the relationships existing between their quantum counterparts. Thus, $\mathbb{E}(tr_m(m_1 \ldots [O]_{k}(t_k)))$ converges towards $\phi(\tilde{m}_1 \ldots U_{k}(t_k))$. This proves the convergence in moments of Theorem 1.
4. The convergence of the Brownian motion on the symplectic group

4.1. The symplectic group and the symplectic dual group. The symplectic group $Sp(n)$ can be seen in two ways, one of them involving the division ring of quaternions $\mathbb{H}$. So let us say a few words about the elements of quaternionic linear algebra that we will need. A good and clear reference, on which we rely, is [22]. We recall that $\mathbb{H}$ is a division ring, meaning that it is basically a field but without commutativity. It can be seen as a $\mathbb{R}$-vector space generated by the family $(1, i, j, k)$ where $1$ is the unit of $\mathbb{R}$ and $i, j$ and $k$ are such that:

$$i^2 = j^2 = k^2 = -1 \text{ and } ij = k, \ jk = i, \ ki = j, \ ji = -k, \ kj = -i, \ ik = -j$$

and endowed with a multiplication that generalizes in an obvious way these relations, such that we obtain an algebra.

Of course, $\mathbb{H}$ can be seen either as a 4-dimensional real vector space, or as a 2-dimensional complex vector space. Especially, as a complex vector space, $\mathbb{H}$ is generated by $(1, j)$. Indeed, a quaternion $q = a + bi + cj + dk$ can be rewritten as $q = (a + bi) + j(c - di)$.

There is also an involutive map called conjugation and defined by:

$$a + bi + cj + dk = a - bi - cj - dk$$

In particular, for any quaternion $q$, the quantity $\bar{q}q$ is a positive real number called the modulus of $q$, similar to the modulus of a complex number, and corresponding to the Euclidean distance to the origin from the point of coordinates $(a, b, c, d)$ in the standard real vector space $\mathbb{R}^4$.

We will denote by $\mathcal{M}_p(\mathbb{H})$ the set of $p \times p$ matrices with coefficients in $\mathbb{H}$. Let $M$ be such a matrix. Because any quaternion $q$ can be rewritten as $q = \alpha + j\beta$ with $\alpha$ and $\beta$ complex numbers, it follows that we can write $M$ in the form of $M = Z + jW$. Then, we have a map:

$$\eta : \mathcal{M}_p(\mathbb{H}) \rightarrow \mathcal{M}_{2p}(\mathbb{C})$$

$$M \mapsto \begin{bmatrix} Z & -\bar{W} \\ W & \bar{Z} \end{bmatrix}$$

This map is a homomorphism of $\mathbb{C}$-algebras. This basically means that we can adopt one of two equivalent viewpoints: either we see the matrices as being on $\mathbb{H}$, or we see them as being on $\mathbb{C}$, but with dimensions doubled.

So, from the quaternionic viewpoint, we define the symplectic group $Sp(n)$ as the set of matrices $M \in \mathcal{M}_n(\mathbb{H})$ such that $\bar{M}M = I_n$, ie it is the equivalent of the unitary group for the division ring $\mathbb{H}$. Viewed through $\eta$ one can also say that $Sp(n)$ is the set of matrices $M \in \mathcal{M}_{2n}(\mathbb{C})$ such that $\bar{M}M = I_{2n}$ (where the conjugation is the complex one and not the quaternionic one) and $\bar{t}MJ_nM = J_n$ where $J_n = \begin{bmatrix} 0 & I_n \\ -I_n & 0 \end{bmatrix}$. This is proven in [22, (0.4c)].

How do we define a dual symplectic group $Sp(n)$? We must again choose if we take the complex or the quaternionic viewpoint. Voiculescu took the complex one in [23]. Following him, we define $Sp_C(n)$ as the complex algebra $S_n$, endowed with an antilinear involutive automorphism that we will denote by $\bar{\cdot}$, and generated by $u_{ij}, 1 \leq i, j \leq 2n$ such that the matrix of generators $U$ verifies $U^*U = I_{2n}(1)$ and $\bar{U}^*J_nU = J_n(2)$, and with the usual comultiplication and counit.

Remark 3. We need to have an antilinear involution on $S_n$ because $\bar{\cdot}$ plays morally the role of $\bar{U}$. A complex algebra equipped with such an antilinear involution is what Voiculescu calls a ‘real’ algebra. The idea behind is, I think, that though the algebra is complex, such an antilinear involutive automorphism is an automorphism on a real algebra. Nevertheless, I think that it would be in order to find an other terminology here, especially because the term ‘real’ is impossible to distinguish from the term real when speaking. I suggest the term realifiable, to emphasize that such an algebra is on the complex, but could very well be said to be on the real numbers.

But we could also decide to define a dual symplectic group through the quaternionic viewpoint. Let us define $Sp_{\mathbb{H}}(n)$ as the dual group associated to the $*$-algebra $S'_n$, generated by the $w_{ij}, 1 \leq i, j \leq n$ such that $U^*U = I_n$, but this time the algebra $S'_n$ is taken over $\mathbb{H}$. A $*$-algebra over the quaternions
does not give much more difficulty. We need only to settle for, say, left vector spaces, because \( \mathbb{H} \) is noncommutative.

We will in the sequel adopt the quaternionic viewpoint, and thus, \( Sp(n) \) will always denote \( Sp(\mathbb{H})(n) \) from now on.

What is the stochastic equation of the Brownian motion on \( Sp(n) \) seen from the quaternionic viewpoint? The Lie algebra is composed of those matrices \( M \in \mathcal{M}_{nm}(\mathbb{H}) \) such that \( H^* + H = 0 \). We therefore define a stochastic process \( (H(t))_{t \geq 0} \) of quaternionic matrices such that:

1. \( M(t) \) is a \( nm \times nm \) matrix.
2. \( H_{ij}(t) = a_{ij,t} + b_{ij}t + jc_{ij,t} + kd_{ij,t} \) independent Gaussian random variables \( N(0, \frac{1}{4m}) \), for \( 1 \leq i < j \leq nm \).
3. \( H_{ij}(t) = -H_{ji}(t) \) for any \( i < j \).
4. \( H_{ii}(t) = ib_{it} + jc_{it} + kd_{it} \) with \( b_{it}, c_{it}, d_{it} \) being independent Gaussian variables \( N(0, \frac{1}{3m}) \), for any \( 1 \leq i \leq n \).
5. The family of random variables \( H_{ij} \) is independent for \( 1 \leq i \leq j \leq n \).
6. The process \( (H(t))_t \) is stationary and with independent increments.

Let us compute the quadratic variation. We get:

- \( d[H_{ab}, H_{ab}] = \frac{dt}{4m} - \frac{dt}{4m} - \frac{dt}{4m} - \frac{dt}{4m} = -\frac{dt}{2m} \) for \( a \neq b \) (a)
- \( d[H_{ab}, H_{ba}] = -\frac{dt}{2m} \) for \( a \neq b \) (b)
- \( d[H_{aa}, H_{aa}] = -\frac{dt}{m} \) for any \( a \) (c)
- \( 0 \) in all other cases

Let \( a \) and \( b \) be two indices. We thus have \( (H(t)H(t))_{ab} = \sum_{l=1}^{nm}[H_{al}, H_{lb}] = \delta_{ab}(-\sum \frac{dt}{m} + \delta_{ab}(-\frac{dt}{2m}) = -\delta_{ab}(n - \frac{1}{2m}) \) This means that the equation of the Brownian motion \( S_t \) on \( Sp(nm) \) is:

\[
dS_t = S_t dH_t - \frac{1}{2} (n + \frac{1}{2m}) S_t dt
\]

Of course, this yields a tensor-independent Brownian motion on \( Sp(n) \):

\[
j s_m(t): Sp(n) \to L^\infty(\Omega)
\]

\[
u_{ij} \mapsto [S_t]_{ij}
\]

When computing the quadratic variation of \( S(t) \) we get:

\[
d[S_{ab}, S_{cd}] = -\delta_{bd} \sum_{s \neq b} S_{as} S_{cs} \frac{dt}{2m} - \delta_{bd} S_{ab} S_{cd} \frac{dt}{m} - (1 - \delta_{bd}) S_{ad} S_{cd} \frac{dt}{m}
\]

We remark that the (1)-part is the one due to the quadratic variation (a), the (2) part is due to (c), and the (3) part is due to (c).

So, similarly to the orthogonal case, we end up with seven operators: \( \mathcal{D}, \mathcal{U}^{(1)}, \mathcal{U}^{(2)}, \mathcal{U}^{(3)}, \mathcal{B}^{(1)}, \mathcal{B}^{(2)} \) and \( \mathcal{B}^{(3)} \). Again, we will be interested only in the \( m \to \infty \) limit of these operators. Let us already examine what happens when there are no \( * \). The (2)-part is the same as in the orthogonal case. This means that, if \( \epsilon_{\mu_1 \nu} = \epsilon_{\mu_2 \nu} = 0 \) (resp. \( \epsilon_{\mu_1 \nu} = \epsilon_{\mu_2 \nu} = 0 \)), then \( \mathcal{U}^{(2)} = \mathcal{U} \) (resp. \( \mathcal{B}^{(2)} = 0 \)). The (1)-part has an additional 1/2 factor, but because these terms vanish, we still have \( \mathcal{U}^{(1)} = \mathcal{B}^{(1)} = 0 \).

Finally, \( \mathcal{D}_\infty \) is clearly the same as \( \tilde{\mathcal{D}} \). Indeed, this operator emerges from the \( dt \)-part of the stochastic equation and in the large \( m \)-limit, this part reduces to the usual \( -\frac{1}{2} S_t dt \).

What happens if we take \( * \) into account? We observe that \( [S_t]_{ij}^* = \left( [\bar{S}_t]_{ij} \right)_b \). Note that this formula was also right in the orthogonal case, but since \( \bar{O} = O \) in this latter case, we omitted the conjugation.

The stochastic equation verifies by \( \tilde{S}(t) \) is (using the fact that \( \bar{H}_t = -t H_t \)):

\[
d\tilde{S}_t = -\tilde{S}_t d^t H_t - \frac{1}{2} (n + \frac{1}{2m}) \tilde{S}_t dt
\]
Thus, we obtain:

$$d[\tilde{S}_{ab}, \tilde{S}_{cd}] = -\delta_{bd} \sum_{s \neq b} \tilde{S}_{as} \tilde{S}_{cs} \frac{dt}{2m} - \delta_{bd} \tilde{S}_{ab} \tilde{S}_{cb} \frac{dt}{m} - (1 - \delta_{bd}) \tilde{S}_{ad} \tilde{S}_{cd} \frac{dt}{m}$$

This means that, if $$\epsilon_{\mu_1, \kappa} = \epsilon_{\mu_2, \kappa} = 1$$ (resp. $$\epsilon_{\mu_1, \kappa_1} = \epsilon_{\mu_2, \kappa_2} = 1$$), we obtain the same pattern as for the case where both $$\epsilon$$’s are equal to zero: $$U_\infty = \hat{U}_1, D_\infty = \hat{D}$$ and the other operator vanish.

We also have:

$$d[\tilde{S}_{ab}, S_{cd}] = -\delta_{bd} \sum_{s \neq b} \tilde{S}_{as} S_{cs} \frac{dt}{2m} - \delta_{bd} S_{ab} S_{cb} \frac{dt}{m} - (1 - \delta_{bd}) S_{ad} S_{cd} \frac{dt}{m}$$

Let us observe that we have respected the fact that (1) refers to what is obtained from the quadratic variation of $$H_t$$ of the kind (a), and (2) comes from the quadratic variation of the kind (b). But because we have a $$H_t$$ coming into play, the sum over $$s$$ is now a (2)-part.

We can then reason as with the orthogonal case and the computations will show that we have $$U_\infty = \hat{U}_1, D_\infty = \hat{D}$$ and all the other operators vanish.

Of course, we can do the same for $$d[\tilde{S}_{ab}, S_{cd}]$$ and we still obtain the same thing.

So, it is easy to see from that, using the same reasoning with the table-functions and the systems of differential equations, that the marginals of $$(j_{\mu}(t))_t$$ tend towards the marginals of $$(j_t)_t$$ when $$m$$ tends towards infinity. We can then apply the same reasoning with the conditional expectation to conclude that $$(j_{\mu}(t))_t$$ converges in *-moments towards $$(j_t)_t$$:

**Theorem 2.** When $$m$$ tends towards infinity, the Brownian motion on the classical symplectic group $$Sp(nm)$$ tends towards the quantum Lévy process $$\hat{j}$$.

**Conclusion**

We have completed the analysis begun in [20] of the blockwise convergence of the Brownian motion on the classical Lie groups $$U(nm), O(nm)$$ and $$Sp(nm)$$. It appears that the Lévy process exhibited in [20, 5] plays a special role, because all these Brownian motions converge towards him. In some sense, this seems to mean that the unitary dual group has also a special role, or in other terms, that the dual group taken over the field of complex numbers is privileged over the dual group taken over other division rings.

Of course, [23] gives many other examples of dual groups, and they should be studied too in the future. Moreover, it would be interesting to find the relationship, if any, exist between $$Sp_C(n)$$ and $$Sp_H(n)$$. I would conjecture that they are $$C$$-isomorphic, but was unable to find the isomorphism.

As can be seen, much work still needs to be done in the realm of dual groups.
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