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Abstract—Recently, Phase-Change Memory (PCM) has become a popular commercialized non-volatile memory (NVM), which has been deployed as a backing memory for DRAM main memory, secondary storage, or even as a DRAM main memory replacement. Like other NVMs, PCM has asymmetric access energy; writes dominate reads. When considering multi-level cells (MLC), this asymmetry can vary by an order of magnitude. Many schemes have been developed to take advantage of the asymmetric patterns of ‘0’s and ‘1’s in the data to reduce write energy. Because the memory is non-volatile, data can be recovered via physical attack or across system reboot cycles. To protect information stored in PCM against these attacks requires encryption. Unfortunately, most encryption algorithms scramble ‘0’s and ‘1’s in the data, effectively removing any patterns and negatively impacting schemes that leverage data bias and similarity to reduce write energy. In this paper, we introduce Virtual Coset Coding (VCC) as a workload-independent approach that reduces costly symbol transitions for storing encrypted data.

VCC is based on two ideas. First, using coset encoding with random coset candidates, it is possible to effectively reduce the frequency of costly bit/symbol transitions when writing encrypted data. Second, a small set of random substrings can be used to achieve the same encoding efficiency as a large number of random coset candidates, but at a much lower encoding/decoding cost. Additionally, we demonstrate how VCC can be leveraged for energy reduction in combination with fault-mitigation and fault-tolerance to dramatically increase the lifetimes of endurance-limited NVMs, such as PCM. We evaluate the design of VCC and demonstrate that it can be implemented on-chip with only a nominal area overhead. VCC reduces dynamic energy by 22-28% while maintaining the same performance. Using our multi-objective optimization approach achieves at least a 36% improvement in lifetime over the state-of-the-art and at least a 50% improvement in lifetime vs. an unencoded memory, while maintaining its energy savings and system performance.

I. INTRODUCTION

Next generation server architectures leverage tiered main memory combining conventional DRAM and dense non-volatile memory (NVM). Such tiered memory systems both support increasingly large application footprints and, in particular, reduce energy consumption, especially static energy, of main memory [7]. Products like the Intel Optane DC are demonstrating commercial approaches of using phase-change memory (PCM) in tiered memory Cascade Lake servers [15].

Although tiered-memory systems are a promising solution, the limited endurance of NVM presents challenges. A typical PCM cell can tolerate on the order of $10^8$ writes [45] before failing to reliably switch. Once the lifetime of a PCM cell is reached, it will become “stuck” in its present state. Thereafter, the cell is immutable, but its value can still be read. In order to realize the cost savings of incorporating PCM as main memory for a server, memory lifetime must be addressed. Existing techniques such as differential write [46] and flip-n-write [5] leverage data similarity to reduce the amount of cell switches or by encoding data before writing it back from the last-level cache to better match the existing cell state.

Unfortunately, as shown in Section II-C for encrypted data, these techniques are insufficient to reduce writes. Encrypted data will be indistinguishable from random numbers; any patterns present in the unencrypted data are not preserved. If a cell is equally likely to store a ‘0’ or a ‘1’, then we expect half of the cells in any given write will require changing the cell state, on average which increases energy and degrades reliability [21]. In this scenario, coset coding techniques [9] can transform data to better match existing cell values. By selecting a large enough set of codes, the likelihood that at least one of the transformations will match the existing data is improved. However, this presents a tradeoff in both performance and area; the storage, energy, and latency penalties increase substantially with the number of codes tested.

To maintain a large number of codes while addressing the energy and latency penalty of encoding, we propose Virtual Coset Coding (VCC). Standard cosets write or generate codes for the entire data block (typically a cache line or memory row) and test the transformation from each candidate against the existing data. Instead, VCC builds and evaluates pseudo-random codewords for data similarity to reduce write energy. Because the memory is non-volatile, data can be recovered via physical attack or across system reboot cycles. To protect information stored in PCM against these attacks requires encryption. Unfortunately, most encryption algorithms scramble ‘0’s and ‘1’s in the data, effectively removing any patterns and negatively impacting schemes that leverage data bias and similarity to reduce write energy. In this paper, we introduce Virtual Coset Coding (VCC) as a workload-independent approach that reduces costly symbol transitions for storing encrypted data.

VCC is based on two ideas. First, using coset encoding with random coset candidates, it is possible to effectively reduce the frequency of costly bit/symbol transitions when writing encrypted data. Second, a small set of random substrings can be used to achieve the same encoding efficiency as a large number of random coset candidates, but at a much lower encoding/decoding cost. Additionally, we demonstrate how VCC can be leveraged for energy reduction in combination with fault-mitigation and fault-tolerance to dramatically increase the lifetimes of endurance-limited NVMs, such as PCM. We evaluate the design of VCC and demonstrate that it can be implemented on-chip with only a nominal area overhead. VCC reduces dynamic energy by 22-28% while maintaining the same performance. Using our multi-objective optimization approach achieves at least a 36% improvement in lifetime over the state-of-the-art and at least a 50% improvement in lifetime vs. an unencoded memory, while maintaining its energy savings and system performance.
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the supporting architecture in terms of PCM lifetime and dynamic energy for memory-intensive benchmarks.

II. BACKGROUND

In this section we provide a background on PCM and its endurance-related failure modes, alongside related error correction and encoding techniques which have been used to mitigate transient and permanent faults.

A. Phase-change Memory Characteristics

PCM technology is a resistive memory which interprets the resistance measured across a cell as logical ‘1’ (SET) in the low-resistance state or logical ‘0’ (RESET) in the high-resistance state. PCM cells are formed from chalcogenide materials such as Ge\textsubscript{2}Sb\textsubscript{2}Te\textsubscript{5}, which realize a change in conductance when the material is in an amorphous state vs. its crystalline lattice state [46]. In order to modify the state of a cell, a voltage greater than the material’s switching threshold is applied, inducing current to flow through the cell and raising its temperature via joule heating. When the phase-change material in the cell reaches its melting temperature (600°C) it changes to its amorphous state, where it can be held by abruptly removing the potential across the cell. If instead the cell is continually heated above its crystallization temperature, the cell material tends to relax into its low-resistance state. In practice, this is achieved by applying a short pulse with high current to melt the material, and a series of longer, lower-current pulses to allow the material to crystallize [42].

The range of resistances of the cell material is logically divided into regions which are used to determine the cell state when a cell is accessed. In a single-level cell (SLC), the resistance range is divided into two regions, which represent the states that each data symbol represents. Since the physical state of the PCM material is not discrete, it can be divided into smaller regions to represent a symbol with more states. Such multi-level cells (MLC) have a smaller noise margin for both sensing and programming but have the potential to multiply the capacity. In the context of this work, we consider the case of MLC where there are four distinct levels per cell, sufficient to encode two logical bits.

Seminal studies of PCM reliability identified two main failure modes: a failure mode which results in a permanent low-resistance state (“stuck-at 1”) and another which results in a permanent high-resistance state (“stuck-at 0”) [19]. The former is characterized by a cell failing to reach a high-resistance state under increased programming time and current, suggesting that the switching threshold was no longer permitting adequate joule heating to melt the material. Using energy-dispersive spectroscopy techniques, the authors observed a depletion of Ge in the phase-change material, suggesting that material “phase-segregation” was responsible for the loss of cell programmability. The latter failure mode is characterized by a cell exhibiting a substantially higher resistance than either of its nominal states. This failure mode was attributed to a physical separation (void) at the interface of the phase-change material and its access circuit, which tended to increase with repeated writes to the cell [19]. Using fabrication studies of DRAM memory [33]–[35] as an indication of the PCM manufacturing process, we expect that some cells will wear faster than others due to process variation [18], and that there are spatial correlations among those cells such that they are more likely to cluster together in the same memory row [44].

The general consensus among PCM reliability studies is that the extremes of temperature are the primary cause of cell wear [19], [24], [29], [31]. Thus, reducing write energy simultaneously improves energy efficiency and prolongs cell lifetime. In turn, techniques designed to increase PCM lifetime can target reducing writes overall, or alternatively reducing those writes which require more energy transfer to the cell media. In the case of SLC, this is one and the same with the RESET state. For MLC, the mapping of symbol values to cell states dictates which states should be reduced. However, the smaller noise margins and greater uncertainty involved with programming MLCs require additional programming steps that can accelerate cell wear.

Programming a PCM cell is probabilistic, in the sense that after a pulse is applied to program a cell, it will change its state at a non-deterministic rate. Individual cells change state at different rates relative to one another, but the same access circuit is used to program them all. Variations in the initial state, pulse time, or voltage applied will also influence the distribution of the change of resistance. In prototype MLC devices, it was observed that applying a long SET pulse followed by a RESET pulse was necessary prior to programming to the intermediate states; this procedure provides a more reliable starting point, reducing the possibility of under- or over-programming the cell [2]. Unfortunately, that means that it is not feasible to move to the intermediate states directly; a full SET and RESET are required, followed by a program-and-check sequence to achieve the desired state. These intermediate states require up to an order of magnitude more energy to program, and we expect those states to accelerate cell wear.

Reducing wear is an important preventative measure if PCM and other endurance-limited memories are to be used in main memory. However, cells will inevitably fail, and the resultant faults must be addressed. General error correction techniques are widely employed in memories to identify and mitigate transient faults. In the context of PCM, they can also be employed to identify and mitigate permanent faults associated with memory cell wear. In the next section, we discuss the relevant error correction techniques employed for main memory.

B. Error Correction Techniques

A commonly used error correction technique for main memory is Hamming’s error correcting code (ECC) [11]. Paired to the word size of a modern computer, each 64 bits of data is protected by 8 parity bits, for a total of 72 bits per code word. This ECC scheme permits single-error correction, and double-error detection (SECDED ECC). For fault rates less than 10^{-6}, such fault correction is often sufficient for main memory [26]. However, if process variation results in a
cluster of several faults in the same row, or an aging memory exceeds this raw fault rate, SECDED ECC will fail.

An alternative technique which allows for greater fault protection is error-correcting pointers (ECP) \cite{32}. A memory with ECP stores a pointer for each row (length $log_2([\text{row}])$) alongside a replacement bit. When a faulty cell is identified, its position in the row is encoded in the pointer, and its correct value is written to the replacement bit. Using $N$ such pointer and replacement bit pairs, up to $N$ faults can be mitigated per row (ECPN). Such a scheme improves on SECDED, but can have high overhead ($\sim$10 bits per fault protected) and is inefficient if faults occur within the ECP pointers.

C. Coset Encoding Techniques

Cosets are a class of codes which are used to transform data, in contrast with ECC and ECP which mitigate faults directly. Cosets transform data being written to memory such that the new value matches what is already there, with the goal of reducing bit changes. In the context of a memory with permanent faults, the same approach can be used to match the value of faulty cells, effectively masking any errors associated with the faulty cells. At the same time, such techniques can be used to optimize for other constraints such as minimizing bit changes or write energy. If there are multiple cosets which mask a fault, then a secondary optimization can be used to select the best coset. These schemes are subject to a “read-modify-write” overhead that each write requires a read to retrieve the original data over the memory bus for comparison, for which some proposed solutions are emerging \cite{23}.

Data block inversion (DBI) \cite{1, 12}, originally for data transmission over bus lines, writes the data itself when it would result in less than or equal to half of the bits changing. Otherwise it writes the inverted data, encoded by a single bit per data block. DBI is effective when data exhibits regular patterns, such as integers; integers used in computation typically do not change the most significant bits (MSBs) as often as the least significant bits, so it is possible to reduce bit changes by inverting negative numbers stored in two's-complement form. Simply dividing the word size into two data blocks can capture this pattern and incur fewer writes on the MSBs of the memory. As the size of the block is reduced, more fine-grained patterns can be captured and with more flexible application, at the expense of additional auxiliary bits to encode which blocks are inverted.

Flip-N-Write (FNW) \cite{25} is a scheme to reduce the number of bits written in memory by selectively inverting sub-blocks of data. In general, FNW divides the data into blocks of $k$ bits, and writes each block either directly or inverted, whichever minimizes the number of written bits. It uses one overhead bit per block to track the encoding and allow retrieval of the original data. More formally, for encoding an $n$-bits block, $D$, FNW can be viewed as using two coset candidates, $V_0 = '0', \ldots, '0'$ and $V_1 = '1', \ldots, '1'$, to encode $D$ as either $C = V_0 \oplus D$ or $C = V_1 \oplus D$, whichever leads to a lower cost.\footnote{The symbol $\oplus$ denotes the XOR (exclusive OR) operation.} Of course, the index, $i$ of the coset candidate used for encoding, which is either 0 or 1, should be sent to the decoder to allow the retrieval of the data as $D = V_i \oplus C$.

Flipcy \cite{14}, similar to DBI, writes either the data, the 1’s complement of the data, or the 2’s complement of the data. As the size of the block is reduced, typically do not change the most significant bits (MSBs) as much as the least significant bits, so it is possible to reduce the number of bit changes by inverting negative numbers stored in two’s-complement form. Simply dividing the word size into two data blocks can capture this pattern and incur fewer writes on the MSBs of the memory. As the size of the block is reduced, more fine-grained patterns can be captured and with more flexible application, at the expense of additional auxiliary bits to encode which blocks are inverted.

Unfortunately, the effectiveness of these coset techniques is degraded when applied to encrypted workloads. In the next section, we discuss why the randomizing effect of encryption is problematic, existing techniques which account for unbiased data, and motivate the need for our VCC technique.

III. Motivation

All of the approaches discussed in Section II-C are well designed for unencrypted workloads and take advantage of the 1/0 bias in the data. When the workloads are encrypted or have random patterns, encodings that rely on biased coset candidates lose their effectiveness since there is no longer biased data. As we will demonstrate in this section, random coset candidates are more effective for encoding random data.

Typically, Coset Coding (CC) \cite{9} acts in two steps. First, it XORs the data block, $D$, with $N$ coset candidates, $V_0, \ldots, V_{N-1}$, that results in $N$ encoded candidates, $X_0, \ldots, X_{N-1}$. Second, it selects the optimum candidate $X_{opt}$ that optimizes the stated objective. Note that if the data block, $D$, is $n$-bits long, then each coset candidate is also $n$-bits long. However, the bits of the coset candidates can be selected to exhibit either a biased pattern \cite{5} or a random pattern \cite{16}.

First, we consider the case of random coset encoding (RCC), where the coset candidates $V_0, \ldots, V_{N-1}$ are random and independent. The encoded candidates, $X_0, \ldots, X_{N-1}$, in this case are also random and independent. Since each data bit is equally likely to be ‘0’ or ‘1’, and each coset bit has the same probability, then the probability of any individual bit changing is 0.5. Using the binomial distribution, we can derive the probability of at least $m$ bits changing by summing over $Binomial(n, i), i \in [0, n]$, and subtracting the resultant value from one. Finally, to express the expected number of changed bits under $N$ cosets, we take use the discrete version of the identity $E[X] = \sum_{n=0}^{\infty} P(X > n)$ to derive:

Reduction in Bit Changes (%)  

\[ E_{RCC} = \sum_{m=0}^{n-1} \left( 1 - \sum_{i=0}^{m} \binom{n}{i} p^i (1-p)^{n-i} \right)^N \]  

where \( m \) indexes the number of possible bit changes in a block of length \( n \) and the argument of the outer summation represents the probability that \( N \) applied cosets resulted in at least \( m \) bits changing. Since \( \log_2(N) \) bits are needed to identify the optimum coset candidate among the \( N \) coset candidates, the average number of ‘1’s in the encoded data block is \( E_{RCC} = \frac{\log_2(N)}{2} \).

Next, we consider the case of biased coset coding (BCC), where each word of length \( n \) is divided into \( k = \log_2(N) \) sections of \( \frac{n}{k} \) bits each. If each subsection is written back unchanged or inverted, there are two outcomes per section, for a total of \( 2^{\log_2(N)} = N \) possible coset candidates. Using the expression for the expected number of bit changes per block [5], multiplied by \( k \) blocks per word, we derive the expected number of bit changes for BCC as described above:

\[ E_{BCC} = k \left( \sum_{i=0}^{\frac{n}{k}} \frac{1}{2^{\frac{n}{k}+1}} \binom{\frac{n}{k}+1}{i} + \sum_{i=\frac{n}{k}+1}^{\frac{n}{k}+1} \frac{1}{2^{\frac{n}{k}+1}} \binom{\frac{n}{k}+1}{i} \right) \]  

Using these expressions, we can compare the effectiveness of RCC and BCC vs. writing the unencoded data block for random data. Fig. 1 shows the reduction of changed bits achieved by RCC and BCC for random data blocks, relative to writing the unencoded block.

Fig. 2. Improvement in observed fault rates when coset codes are applied to mask faulty bits, using a nominal fault rate of \( 10^{-2} \) and benchmarks from the SPEC CPU® 2017 benchmark suite [39].

shows the results of a simulation using a pre-generated fault map with a fault rate of \( 10^{-2} \) to model a memory with an extreme fault rate. For each write to an address with one or more faults, one of the \( N \) random cosets is applied via XOR to best match the data being written to the existing data at the same address and mitigate errors associated with the faults. We can see that as the number of cosets \( N \) increases, the mean observed bit-error rate is reduced. Note that in order to decide that a fault is masked, it is necessary to identify and track faults at runtime. Several fault repositories have been proposed for efficiently tracking faults up to fault rates approaching \( 10^{-2} \) [20], [26]. For the remainder of the paper, we assume some such mechanism is in place, and its impact is identical on all techniques under test.

We have demonstrated that both BCC and RCC can be effective at reducing cell wear but in both cases, there is a trade space between the granularity at which we apply cosets, the number of codes used, the latency associated with evaluating the cosets, and the amount of auxiliary information that must be stored. The next section presents the VCC concept and discuss how it improves upon RCC and BCC in terms of auxiliary overhead, runtime latency, and optimization goals.

IV. VIRTUAL COSET CODING (VCC)

Virtual Coset Coding is designed to achieve the same benefits as RCC for large numbers of cosets but with reduced encoding complexity. By relaxing the strict independence of RCC cosets, we can instead compose a virtual coset by concatenating smaller coset kernels in the regular or inverted form. By applying and evaluating these kernels and their inversion in parallel for kernel sized partitions of the original coset length, we can evaluate many virtual cosets (permutations of the kernels) in short order, reaping the benefits of full-length RCC cosets at a reduced complexity.

Specifically, to generate each \( n \)-bit random coset candidate, \( V \), VCC uses an \( m \)-bit random string, \( R_i \), and concatenates \( p = n/m \) copies of this string. Although this reduces the randomness of the bits in \( V \), this randomness is restored when \( V \) is XOR’d with the \( n \)-bit random (encrypted) data block \( D \), to produce the corresponding code candidate [10], [17].

Furthermore, VCC generates \( 2^p \) coset candidates from \( R_i \) by using either \( R_i \) or its complement for each of the \( m \)-bit partitions of the coset candidate. This sacrifices some
independence of the $2^p$ generated candidates but as we will show in Section VI, such a loss of independence has a minimal effect on the quality of the encoding.

Finally, we can generate $N$ coset candidates, where $N$ is a multiple of $2^p$, by using $r = \frac{N}{2^p}$ different instances of our random strings, $R_0...R_{r-1}$. We denote the coset encoding scheme that uses $N$ virtual cosets generated from $r$ coset kernels as described above by $VCC(n, N, r)$.

Thus, instead of applying $RCC(n, N)$ by $\text{XOR}$ing an $n$-bit encrypted block, with $N$ random coset candidates, $VCC(n, N, r)$ divides the encrypted data block into $p$, $m$-bit sub-blocks and uses $r$, $m$-bit coset kernels along with the idea of $\text{XOR/\text{XNOR}}$ing the sub-block and the coset kernels. The $\text{XOR}$ and $\text{XNOR}$ operations offer two encoding alternatives per sub-block by each coset kernel, resulting in virtually increasing the number of encoding alternatives generated by one $m$-bits coset kernel to $2^p$, $n$-bit random coset candidates.

To provide a concrete virtual coset coding example, consider applying $VCC(n=64, N=64, r=4)$ for a 64-bit data block at an address which for simplicity of illustration contains data consisting of all ‘0’s, noting that normally new data is compared against actual original data read from the memory as shown in Fig. 3. In this case, $VCC$ can be applied to reduce the number of bit changes by optimizing for the coset candidate which writes the fewest ‘1’s. The encrypted input data block $D$ is shown in Fig. 3(a). The first step is to divide $D$ into four ($p$) 16-bit partitions $d_0, d_1, d_2, d_3$ as shown in the figure. To encode $D$, $VCC$ consults the four, 16-bit coset kernels, $R_{0}, ... R_{3}$, shown in Fig. 3(b). Each coset kernel $R_{i}$, is $\text{XOR'd}$ with each of four data sub-blocks to produce the potential encoded sub-blocks $Y_{0}, ..., Y_{3}$ in Fig. 3(c). Then, the number of ‘1’s in each encoded sub-block is counted as depicted in Fig. 3(d.1). For instance, the $\text{XOR}$ of $d_0 = \text{"1010001011011011\"}$ and $R_0 = \text{"10100001111011101111\"}$ produces $\text{"0000011000000000\"}$, which contains 3 ones, depicted in the upper left entry of Fig. 3(d.1). The other entries in Fig. 3(d.1) are computed in a similar way. In this simple example, we can further improve performance: if the number of ‘1’s in any $d_j \text{ XOR } R_{i}$, say $\alpha$, is greater than $\frac{m-10}{2}$, then the number of ‘1’s can be reduced to $m-\alpha$ by replacing $R_{i}$ with its complement. This is recorded in the array of Fig. 3(d.2), where the entries for which the complement of $R_{i}$ ($R_{i}'$) have been used are highlighted. For more general cost functions, both $R_{i}$ and $R_{i}'$ must be evaluated.

The next step is to count the total number of ‘1’s in each row of Fig. 3(d.2) as shown in Fig. 3(d.3) and chose the row that minimizes the number of ‘1’s to complete the encoding, as highlighted in Fig. 3(d.4). In the shown example, the first row ($i=0$), which used the first coset kernel, has the minimum number of ‘1’s, and that minimum is obtained when $d_0$ and $d_3$ are $\text{XOR’d}$ with $R_0$ while $d_1$ and $d_2$ are $\text{XOR’d}$ with the complement of $R_0$. The final encoded block, $X_{\text{opt}}$, is shown in Fig. 3(e), along with six auxiliary bits: two to identify the index, $i$, of the random string used in the encoding and four to identify which of $d_0...d_3$ was $\text{XOR’d}$ with $R_i$ and which was $\text{XOR’d}$ with its complement. These six bits identify the index, opt, of the coset candidate used for the encoding. Note that each of the four coset kernels $R_0...R_3$ generates 16 virtual coset candidates, for a total of 64 candidates. In the more general case, the optimization could instead capture the number of undesirable symbols, whether that be symbols which are different than the existing data or symbols which are otherwise undesirable, depending on existing symbol in the memory. In this way, the same procedure can be used to optimize for reducing bit changes, matching the value of known faulty cells, which may reduce energy associated with...
the loop described in lines 6-16, \( R_i \) is considered and is XOR’d with the sub-blocks \( d_0...d_{p−1} \) (lines 7-16, can be done in parallel). The cost (in this case the number of ‘1’s) of each \( d_j \oplus R_i \) is calculated (line 8), and \( flag_j \) is used to keep track of any \( j \) for which that cost is larger than half of the sub-block size, thus implying the use of the complement of \( R_i \) (lines 12-15). When concatenated together, these flags identify which one among the \( 2^p \) virtual cosets generated by this \( R_i \) optimizes the cost. Line 15 then computes the index of that coset among the \( N \) virtual coset candidates. That index is computed from the \( \log_2 r \) auxiliary bits identifying \( i \) and the \( p \) auxiliary bits specified by \( flag_0...flag_{p−1} \). After identifying the best virtual coset generated by each coset kernel, \( R_i \), the optimal virtual coset is identified (in line 18) among the best cosets for \( i = 0...r−1 \). Note that the cost of the auxiliary bits identifying the index of a virtual coset is considered in line 19 when computing the cost of a potential code word. Finally, the algorithm outputs the optimum virtual coset candidate, \( X_{opt} \), and its corresponding index \( opt \). In the general case, line 19 evaluates a generic cost function to optimize for specific symbols to reduce stuck-at faults, energy, or programming latency as shown in Fig. 5. The total search space for finding the optimum candidate in VCC(\( n,N,r \)) (Line 7) is scaled down to \( r \), which translates to a reduction by a factor of \( 2^p \) over the search space for RCC(\( n,N \)) and BCC(\( n,N \)). The process of decoding is simpler: \( d_j = (R_{enc}[H_{enc}] \oplus Y_j) \) based on the encoded value \( enc \) and \( flag_j \). This only requires XOR or XNOR to retrieve \( D \) and incurs negligible latency overhead. Finally, we note that the number of auxiliary bits for every \( n \) bits of data in VCC(\( n,N,r \)) is \( \log_2 N \), which is the same number of auxiliary bits as in RCC(\( n,N \)). Specifically, it uses \( \log_2 r \) auxiliary bits for identifying the coset kernel + \( \log_2 \frac{N}{r} \) auxiliary bits for keep tracking of the flag bits. For example, given \( r = 16 \) coset kernels, \( N = 256 \) independent random coset candidates and \( n = 64 \) bits block size, both RCC(64,256) and VCC(64,256,16) consume 8 auxiliary bits, matching the 12.5% capacity supported for memories employing SECCED.

B. Coset Vector Generator for MLC PCM

Table 1 illustrates symbol transitions from old to new states for MLC PCM, based on the prototype device in [41], where Gray coding is used to encode the sequence of states spanning the range of resistance levels in each cell. An important observation from the table is that a high energy transition happens when the right digit of a new symbol is 1. Any encoding can focus on modifying these digits to achieve the most benefit for write energy. Furthermore, since the write energy is insensitive to the left digit, we can leave it unchanged, and use its encrypted value to generate cosets at runtime. This removes a potential vulnerability that the kernels may be discovered and used to defeat the scheme for reducing energy and improving endurance.

Since the write energy is insensitive to the value of the left digit of each symbol, and we have effectively random data written back due to encryption, we can apply encoding...
only to the right digit, and use the left as a random seed to generate coset kernels. Algorithm 2 is an example of one such generator. To generate \( r \)-bit random coset kernels, \( l = 2^r \) left binary digits are extracted from \( \frac{l}{2} \) symbols of the encrypted data block (line 1). Then, these binary digits are divided into \( b = \frac{l}{m} \) base vectors where \( \frac{l}{2} \) vectors are derived from each base vector. Specifically, the generator uses \( 1 + \log_2 \frac{r}{2} \)-bit unique masks \( M \) (line 3) that are \( \oplus \) ed with each base vector. More specifically, each base vector is divided into \( 1 + \log_2 \frac{r}{2} \)-bit sub-vectors and each mask is independently \( \oplus \) ed with sub-vectors (lines 5-8). For example, consider Fig. 5a where 32 left digits are divided into two base vectors ‘101101100000100’ and ‘0001000011000011’. Given \( r = 4, m = 16, n = 64 \) and \( b = 2 \), two 2-bit masks are generated \( M_0 = 00 \) and \( M_1 = 01 \). These masks are \( \oplus \) ed with two base vectors to generate 4 random binary vectors as ‘1101101100000100’, ‘1000111001010001’, ‘0001000011000011’, ‘0010011010000011’ and ‘0100011010010011’. The new counter value is stored along with the cache-line to allow decryption when reading the line. The encrypted line is generated these random binary streams. For every write request \( \oplus \) ed by the AES engines. These streams are unique as the corresponding auxiliary bits are transmitted on the bus. If the coset kernels are to be generated and stored in advance, they are placed in the optional ROM for use during the encode and decode processes. Otherwise, the ROM is omitted, and the kernels are generated using Algorithm 2. The decoding is the inverse of the encoding process. Specifically, the received data blocks from the off-chip bus are decoded and then decrypted before being written in the LLC. Note that both the decoding and decryption processes use simple \( \oplus \) ed operations.

We depict the on-chip VCC architecture in more detail in Fig. 5 for a 64-bit encrypted block, \( D \). First, \( D \) is partitioned into \( p \)-bit encrypted data sub-blocks \( d_0, d_1, \ldots, d_{p-1} \). The random strings, \( \begin{array}{c} R_0, \ldots, R_{r-1} \end{array} \), stored in a ROM, are fetched and each string \( R_i \), \( 0 \leq i \leq r-1 \), is \( \oplus \) ed with \( d_0, d_1, \ldots, d_{p-1} \) in parallel and the flags \( flag_0, \ldots, flag_{p-1} \) are set depending on which operation, \( \oplus \) or \( XNOR \), minimizes the defined objective. In the case of generated cosets, the ROM Unit is instead replaced by a Coset Generator Unit, which provides random strings generated from the encrypted data block \( D \) per Algorithm 2. The value of \( i \) and the flags are used to form the index, \( best_i \), and the output with the minimum cost is stored in \( X_{\text{best}} = Y_0, \ldots, Y_{p-1} \). Finally, the optimum candidate \( X_{\text{opt}} \) is selected from among \( X_{\text{best}} \) and stored into the memory. The decoding requires fewer logic operations; the index \( i' \) is fed to the ROM to retrieve the coset kernel \( R_{i'} \), which is either \( \oplus \) ed or \( XNOR \) \( \oplus \) ed with each of the

### C. On-chip Encoding/Decoding Architecture

The main architecture of our scheme is illustrated in Fig. 4 where, before being written to memory, a 512-bit cache-line is encrypted through an \( \oplus \) ed operation with \( 4 \times 128 \)-bit random binary streams, sometimes called a one-time pad, generated by the AES engines. These streams are unique as the corresponding counter of the cache-line, the cache-line address, and the 256-bit unique key are fed to the AES engines to generate these random binary streams. For every write request from last-level cache (LLC) to the main memory, the four AES engines increment the value of the cache-line counter by 1 in order to generate unique streams for each stored value. The new counter value is stored along with the cache-line to allow decryption when reading the line. The encrypted line is then forwarded to the VCC encoder which partitions it into 8, 64-bit blocks to be encoded. The encoded blocks along with the corresponding auxiliary bits are transmitted on the bus. If the coset kernels are to be generated and stored in advance, they are placed in the optional ROM for use during the encode and decode processes. Otherwise, the ROM is omitted, and the kernels are generated using Algorithm 2. The decoding is the inverse of the encoding process. Specifically, the received data blocks from the off-chip bus are decoded and then decrypted before being written in the LLC. Note that both the decoding and decryption processes use simple \( \oplus \) ed operations.

We depict the on-chip VCC architecture in more detail in Fig. 5 for a 64-bit encrypted block, \( D \). First, \( D \) is partitioned into \( p \)-bit encrypted data sub-blocks \( d_0, d_1, \ldots, d_{p-1} \). The random strings, \( \begin{array}{c} R_0, \ldots, R_{r-1} \end{array} \), stored in a ROM, are fetched and each string \( R_i \), \( 0 \leq i \leq r-1 \), is \( \oplus \) ed with \( d_0, d_1, \ldots, d_{p-1} \) in parallel and the flags \( flag_0, \ldots, flag_{p-1} \) are set depending on which operation, \( \oplus \) or \( XNOR \), minimizes the defined objective. In the case of generated cosets, the ROM Unit is instead replaced by a Coset Generator Unit, which provides random strings generated from the encrypted data block \( D \) per Algorithm 2. The value of \( i \) and the flags are used to form the index, \( best_i \), and the output with the minimum cost is stored in \( X_{\text{best}} = Y_0, \ldots, Y_{p-1} \). Finally, the optimum candidate \( X_{\text{opt}} \) is selected from among \( X_{\text{best}} \) and stored into the memory. The decoding requires fewer logic operations; the index \( i' \) is fed to the ROM to retrieve the coset kernel \( R_{i'} \), which is either \( \oplus \) ed or \( XNOR \) \( \oplus \) ed with each of the
p, m-bit partitions of the received data block, \( X_{opt} \), depending on \( flag_0...flag_{p−1} \), to retrieve the original encrypted block.

V. DESIGN SPACE EXPLORATION

There are many configurations of VCC which may be applied to a given data block of size \( n \), including the granularity at which we apply VCC, the number of partitions within that granularity, and the count of coset kernels to be applied. For our evaluations, we held the overall data block size fixed to the common 64-bit word size, as ECC (64,72) is already configured to protect this word size and establishes an upper bound for the amount of auxiliary bits allowed for each data block. Namely, we have at most eight bits per 64-bit word, or 64 bits per 512-bit cache line being written to memory, with which to encode auxiliary information. We also explored a 32-bit data block size to correspond with legacy machines. We evaluated hardware implementations of VCC and RCC and used this to inform design space explorations of energy savings. We also considered reliability in the form of protection against writing a value into a stuck-at cell with a different value, noted as stuck-at wrong (SAW) bits. This allows the identification of appropriate VCC configurations to select for deeper analysis.

A. Hardware Evaluation

To explore the impact of parameter choice on the hardware design of a VCC unit, we implemented a VCC encoding unit in a hardware description language and synthesized the implementation to an ASIC design using the Cadence Encounter RTL Ultra synthesis tool suite \(^3\) targeting 45nm process technology. We implemented every possible permutation for \( n \in \{32, 64\} \) with \( N \in \{32, 64, 128, 256\} \). Our preliminary results showed little difference between \( m = 16 \) and \( m = 32 \), thus we report results for \( m = 16 \) as in our example. We implemented two versions of each design, one which generates coset kernels via Algorithm \(^2\) and one which stores pre-generated random coset kernels in a ROM Unit. These are labeled as VCC[32/64] and VCC[32/64]-Stored, respectively, where 32/64 refers to the value of \( n \). For comparison, we also implemented RCC(64, \( N \)) over the same granularity, where \( N \) random cosets of length 64 are stored in a ROM. The decoder circuit is of negligible complexity and overhead compared to the encoder circuit, even for generated cosets, because only the stored coset mask must be recovered. Thus, we report results for the block of interest, the encoder.

Fig. 6(a) shows the overall on-die area across the designs under test in \( \mu m^2 \). Our design evaluated each partition and coset kernel in parallel targeting a delay-optimized design. Area increases slightly for all VCC designs for larger coset counts with a slightly sharper trend for generated cosets. RCC has a much higher starting area and increases at a substantially faster rate. The additional area alone demonstrates RCC’s impracticality in terms of recent overhead metrics \(^{13}, \(^{40}\). Fig. 6(b) depicts the operating energy across the designs. RCC energy starts an order of magnitude higher than VCC and that gap increases with coset count. VCC-32 energy is monotonically larger than VCC-64. Fig. 6(c) provides the encoding delay when writing new data. The difference in latency follows similar trends where VCC holds its latency to 1.8-2ns at 256 cosets and RCC exceeds 2.6ns for 256 cosets, making it a higher performance overhead.

Thus, we can conclude that VCC outperforms RCC, is best applied at the 64-bit granularity, and stored vs. generated cosets are equally if not more practical in the system. In the next section, we evaluate the effectiveness of VCC in energy and reliability improvement against the baseline of RCC.

B. VCC Coset Effectiveness & Scalability

Given VCC is an approximation of RCC we conducted a preliminary energy study with randomly generated data written to a small memory 100,000 times to compare RCC, with VCC and VCC-stored. To evaluate the utility of an increased number of cosets, we compared VCC(64,32,2), VCC(64,64,4), VCC(64,128,8), and VCC(64,256,16), using the MLC PCM symbol energy reported in the literature \(^{41}\).

Fig. 7 shows a comparison of write energy of VCC and RCC compared to an unencoded baseline. RCC reduces write energy about 46.3% in the 256 cosets case. VCC with generated cosets provides about 44.8% energy savings along with its security advantage, while stored cosets only improves this to about 45.1% energy savings. Furthermore, as the number of cosets increases the difference between RCC and VCC decreases. Thus, both VCC techniques can approximate the best possible energy savings with RCC without the dramatic hardware overhead discussed in Section V.A. From here on we assume VCC uses generated cosets unless stated otherwise.

Similarly, as discussed in Section III, more coset candidates can provide a better chance to match SAW cell values (see Fig. 2). Fig. 8 depicts the results of using VCC to reduce SAW cell values in the presence of failed cells for a fixed
fault incidence rate of $10^{-2}$. This represents a “snapshot” of a memory with extreme wear to stress-test VCC. The reported values are an average across all benchmarks under test, and across five test iterations. We observe that even a small number of cosets achieves an approximately 88.5% reduction in SAW values but increasing the number of cosets to 256 can reach more than 95% reduction. While at this fault rate VCC alone cannot achieve fault tolerance, it can be combined with a simple fault tolerance such as SECDED to be effective for a much higher fault rate than SECDED alone, increasing effective lifetime. This demonstrates the benefit of larger numbers of cosets generated by VCC provides a benefit to energy savings and reliability. From this point we will show VCC results for 256 cosets unless specified otherwise.

VI. RESULTS

In this section we present and discuss the results of our evaluation of energy reduction followed by fault mitigation, lifetime improvement, and performance based on the design space exploration conducted in the previous section.

A. Experimental Setup

To evaluate dynamic energy and SAW cell improvement under VCC for MLC PCM we simulated by writing to a MLC memory device with an extreme fault rate, applying VCC based on the design candidates determined from the previous section using $n = 64$ and $m = 16$. Fault maps were pre-generated to match a 2GB memory with a fixed $10^{-2}$ fault incidence rate (no wear accumulated during the test). Results presented represent the average of execution with five distinct $10^{-2}$ fault map permutations. Simulation trace data was generated using a representative subset [28] of the most memory-intensive benchmarks in the “SPECspeed® 2017 Integer” and “SPECspeed® 2017 Floating Point” categories of the SPEC® 2017 benchmark suite [39], capturing the raw data and address of evicted data being written back from the last level cache to memory. Each memory address was initialized with pseudo-random values output from a cryptographically strong byte generator from the OpenSSL software library [27].

The same generator was used to generate a one-time-pad for counter-mode encryption [6] of the trace data, representing the data generated by the Encryption/Decryption unit of Fig. 4. Tolerating any spatial overhead and accounting for the energy required to write the appropriate auxiliary bits, we varied the number of coset kernels $N \in \{32, 64, 128, 256\}$, for VCC using configurations VCC($16. N, \frac{m}{n}$), measuring the write energy associated with the selected coset. As described in the previous section, cosets were generated using Algorithm 2 for VCC on MLC PCM. Two cost functions were explored, one for first minimizing energy, and then minimizing SAW cells and one for first minimizing SAW cells and then minimizing energy. We report SAW minimization to show the potential improvement in SAW errors as a metric, not to guarantee correctness. We note for lower fault rates, it may be possible for VCC to eliminate all SAW errors.

To evaluate VCC lifetime improvement, we simulated a 2GB memory in a system with 4kB pages consistent with previous studies [8], [45], using a cache line size of 512 bits. For each cell therein, a lifetime was assigned according to a normal distribution about a mean of $10^9$ writes [45], varied on a normal distribution using a coefficient of variation of 0.2 [45]. After any given cell exceeded its lifetime, its value was held fixed for the duration of the simulation to represent a “stuck-at” cell. This is distinct from the other experiments where fault rate was held fixed; each cell is functional until it exceeds its nominal lifetime. Each cell was initialized with a pseudo-random value by the same method described above and fed simulation trace data as described above. Each trace was repeated until four row addresses experienced uncorrectable faults [30], and the presented results are an average of 5 distinct lifetime experiments. We evaluated VCC using the parameters described in Section V. The cost function first selected SAW minimization followed by energy minimization. In these experiments, the memory fails when SAW errors cannot be entirely eliminated by VCC. Write energies for each symbol were computed using the device described in [2]. For comparison, we simulated how iso-area configurations of SECDED ECC, ECP3, DBI, Flipcy, and RCC perform, with all coset techniques following the same optimization scheme.

To assess the impact of our techniques on performance, we used the SNIPER full-system simulator [4] using parameters
shown in Table II for each benchmark under test. Dirty evictions are sent to the encryption unit in parallel with a read request to retrieve the original data. Writes only commit after this delay and encoding delays (i.e., Read-Modify-Write) reported in our hardware implementation in Fig. 6(c).

B. Energy Evaluation

Fig. 9 shows the results of our energy savings with VCC when applied to energy and reliability optimization. Here, we show two runs, the first of which optimizes for reduced energy first and SAW fault mitigation second (Opt. Energy) and the second vice-versa (Opt. SAW). When optimizing energy we can still minimize SAWs in the presence of endurance faults among the lowest energy encoded candidates. What is interesting is that the ≈28% average energy savings achieved are maintained even if we change the cost function to minimize SAWs first and then minimize energy among the candidates with the best reliability. In both cases, the presented results are for VCC(64,256,16) using MLC PCM. Note that energy associated with running the encoder/decoder hardware (see Fig. 6(b)) is many orders of magnitude lower than the energy saved; this demonstrates that VCC can significantly reduce dynamic energy over the memory lifetime.

C. Reliability Evaluation

Fig. 10 shows the reduction of SAW cells across benchmarks, using a pre-generated fault map with a fixed fault incidence rate of 10^-2. This data represents the same test run as in Fig. 9, where the cost function optimizes for SAW mitigation first and energy second. Here, we can see that the performance of the cosets varies across benchmarks, but still reduces the overall count of SAW cells by at least 95%. This result demonstrates the potential of VCC (and cosets in general) to extend the lifetime of a limited-endurance memory life PCM. However, for correct execution, 95% correction will be inadequate. In order to judge the practical impact of the SAW reduction, it is critical to look at improvement in lifetime as endurance faults accrue.

Fig. 11 shows the per-benchmark lifetime of each technique for 256 cosets, where the memory lifetime is defined as the count of row writes before four rows fail to write correctly due to SAWs. All of the benchmarks under test were selected because they exhibited a large proportion of store instructions, and the distribution of those writes, filtered through the cache, affects how wear is distributed across the cells in the underlying memory depending on the distribution of weaker cells to endurance [45]. Flipcy generally performs poorly due to its granularity and sensitivity to patterns in the data being written. SECDED, ECP, and DBI/FNW provide a 10-20% improvement in most cases. VCC more than triples the lifetime over unprotected and more than doubles the lifetime over SECDED, ECP, or DBI/FNW, nearly matching the effectiveness of RCC.

As a sensitivity study, Fig. 12 shows the mean results of our lifetime evaluation for different coset counts. As expected, the unencoded memory fails soonest, followed closely by Flipcy, demonstrating that this method is generally ineffective for unbiased data. SECDED and ECP provide ≈20% improvement over unencoded. This result is interesting in that ECP is more flexible in how it mitigates faults compared to SECDED; ECP should be able to handle several faults clustered in the same word, while SECDED would fail. However, in practice the spatial correlation of process variation among cells means that often cells in the same row will fail early. DBI and FNW perform better than SECDED and ECP at ≈34% improvement over unencoded, owing to the 16-bit granularity at which they are applied. However, considering this as a special case of 2 cosets, it fails to protect as well as the other coset approaches. VCC and RCC show the strongest results
Fig. 11. Comparison of lifetime writes among protection techniques, applied at a word size of 64 bits to a 2 GB memory. RCC and VCC use 256 cosets.

Fig. 12. Comparison of mean improvement in memory lifetime across benchmarks under test.

providing approximately 50-60% and 50-64% improvement over unencoded, respectively. Because VCC uses the MSB of the symbol to generate the cosets, it is slightly less flexible and this accounts for the slight benefit of RCC. In our experience, VCC with stored cosets effectively matches RCC.

D. Performance Evaluation

Fig. 13 shows the results of our performance evaluation. All reported values are normalized to the IPC of the unencoded writeback case. We can see that for DBI and Flipcy the additional delay of a few hundred ps had a negligible impact on performance. Flipcy is implemented similar to RCC except with only its three cosets, and DBI evaluates the equivalent of 2 cosets at the partition granularity.

The performance impacts of the delay-optimized design RCC design are modest, on average < 3%. This is in keeping with our hardware analysis; relative to the baseline access delay of 84ns, the additional encoding delay of 2.6ns is small. Likewise, the 1.8ns encoding delay introduced by the VCC (< 2%) has a limited impact on performance on average. In the case of VCC, we suggest that the small performance impact is justified by the energy and reliability benefits.

VII. Conclusion and Future Work

We present Virtual Coset Coding, a technique for generating and evaluating pseudo-random codewords which dramatically increases lifetime of encrypted NVM while opportunistically reducing dynamic write energy. Our novel technique achieves similar or better results than with random coset transformation, with the added benefit of reduced computational complexity, smaller die footprint, and more flexibility in codeword size.

Applying our technique, a memory controller can achieve 50-70% improvement in lifetime while reducing dynamic energy up to 27%, addressing two of the most challenging aspects of, particularly MLC, nonvolatile memories. Compared to standard and state-of-the-art fault mitigation techniques, we achieve 36-48% improvement in lifetime. Our technique can be further tuned to meet memory controller design constraints by adjusting the count of coset kernels and the method by which they are generated, favoring reduced area, energy budget, or encoding latency without compromising the benefits of improved lifetime and write energy reduction. Thus, VCC takes a significant step forward towards making PCM and other NVM technologies viable for highly dense, encrypted main memory. VCC can also be effectively applied to a system with both encrypted and non-encrypted (biased) data by adding the identity and inversion kernels. This naturally realizes the combined biased and random cosets similar to prior hybrid coset techniques [36], [37]. Like prior encoding work, VCC is subject to the read-modify-write overhead, which can be mitigated through prefetching and caching [23]. We will explore these facets of coset encoding in future work.
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