Detecting weak magnetic fields using nitrogen-vacancy centers
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We show how nitrogen-vacancy centers can be used to ‘detect’ magnetic fields, that is, to find out whether or not a magnetic field, about which we may not have complete information, is actually present or not. The solution to this problem comes from quantum state discrimination theory. The effect of decoherence is taken into account to optimize the time over which the nitrogen-vacancy center is allowed to interact with the magnetic field before making a measurement. We also find the optimum measurement that should be performed. We then show how multiple measurements reduce the error in detecting the magnetic field. Finally, a major limitation of the measurement process, namely limited photon detection efficiency, is taken into account. Our proposals should be implementable with current experimental technology.
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Introduction. The ability to measure weak magnetic fields is an important problem with applications in many different fields like data storage, biomedical sciences, material science and quantum control [1–4]. In this regard, nitrogen vacancy (NV) defect centers [5, 6], due to their small size, impressive magnetic field sensitivity, robustness in a variety of environments, and wide-temperature range operation, have attracted widespread attention in order to reconstruct the temporal profile of an unknown weak magnetic field [7–28]. The basic idea behind the use of NV centers to measure magnetic fields is to initially prepare a superposition state of two different energy levels [29–31]. In the presence of a magnetic field, a phase difference develops between the energy levels. This phase difference, which depends on the magnetic field, can then be read out in order to infer the magnetic field.

In this paper, our emphasis is somewhat different. We do not wish to measure the parameters of an unknown magnetic field. Rather, we want to find out whether or not a magnetic field, about which we have some prior information, is actually present or not. We refer to this problem as the ‘detection’ of the magnetic field. One can easily envisage that the ability to answer such a question can be of great use in areas such as data storage and magnetic resonance imaging. Our basic idea is to again prepare the NV center in a superposition state of two energy levels $|0\rangle$ and $|1\rangle$, defined as $\sigma_z |0\rangle = |0\rangle$ and $\sigma_z |1\rangle = -|1\rangle$ for the Pauli matrix $\sigma_z$. That is, we prepare the state $\rho_0 = \frac{1}{2} (|0\rangle \langle 0| + |1\rangle \langle 1|)$ (with $|0\rangle \langle 0| = |1\rangle \langle 1| = \frac{1}{2} I$). The Hamiltonian for interaction of the NV center with the magnetic field $B(t)$ is $H(t) = \gamma B(t) \sigma_z$ with $\gamma = 28$ Hz/μT. Therefore, ignoring decoherence, if no magnetic field is present, then after time $T$ the state of the NV center is still $\rho_0$, while if there is a magnetic field, the state becomes $\rho_1 = \frac{1}{2} (|0\rangle \langle 0| + e^{-i\theta} |1\rangle \langle 1| + e^{i\theta} |1\rangle \langle 0|)$ with $\theta$ dependent on the magnetic field. Consequently, the question of whether or not there is a magnetic field becomes a problem of discriminating between the two quantum states $\rho_0$ and $\rho_1$ [32–35], towards which we now turn.

Quantum state discrimination. Suppose that we are given two states $\rho_0$ and $\rho_1$, with prior probabilities $P_0$ and $P_1$ respectively, that need to be distinguished by performing a measurement that is described, in general, by a positive-operator valued measure (POVM). The POVM elements $\Pi_0$ and $\Pi_1$ are such that if $\Pi_0$ ‘clicks’, we say that the state is $\rho_0$ and vice versa. In general, since the two states need not be orthogonal, we have a non-zero error probability $P_e = P_0 \text{Tr}(\rho_0 \Pi_1) + P_1 \text{Tr}(\rho_1 \Pi_0)$ that we choose the wrong state if we insist on making a choice between the two states. The idea then is to construct a POVM so as to minimize the error probability $P_e$. Fortunately for us, this problem has a general solution when we need to discriminate between two states [32, 35]. We first define the Hermitian operator $\Lambda = P_3 \rho_1 - P_0 \rho_0$ living in a Hilbert space of dimension $D_S$. We can then find the eigenvalues $\lambda_k$ of $\Lambda$, and categorize them as $\lambda_k < 0$ for $1 \leq k < k_0$, $\lambda_k > 0$ for $k_0 \leq k \leq D$ and $\lambda_k = 0$ for $D < k \leq D_S$, thereby defining $k_0$ and $D$. It can then be shown that the minimum error probability is given by $P_e = \frac{1}{2} (1 - \sum_k |\lambda_k|)$. The optimal POVM is a projective measurement given by $\Pi_0 = \sum_{k=1}^{k_0-1} |\phi_k\rangle \langle \phi_k|$ and $\Pi_1 = \sum_{k=k_0}^{D_S} |\phi_k\rangle \langle \phi_k|$ where $|\phi_k\rangle$ are the eigenstates of $\Lambda$.

Let us now apply this formalism to our case, but before doing so, we consider the effect of the environment of the NV center on the evolution of the NV center state. The NV center interacts with a spin bath composed mainly of the surrounding nitrogen defects (P1 centers). These dipolarly coupled P1 centers lead to dephasing of the NV center and negligible relaxation due to the large energy...
mismatch between the NV center and the P1 centers. Calculating the exact dynamics of the NV center in the presence of P1 centers is a very challenging problem because the P1 centers also interact amongst themselves. In order to make the problem tractable, a common approach is to approximate the effect of the P1 centers on theNV centers via a classical Gaussian noise field $B_d(t)$ with zero mean and correlation function $\langle B_d(0)B_d(t)\rangle = \kappa^2 e^{-|t|/\tau_e}$, where $\tau_e$ is the correlation time and $\kappa$ describes the interaction strength between the NV center and the spin bath of the P1 centers. It has been shown that such a description of the effect of the environment of the NV center describes experimental results very well [36]. Since the NV center undergoes only dephasing, it is clear that if there is no magnetic field, the NV center state becomes, after a time $T$, $\rho_0 = \frac{1}{2} \left( |0\rangle \langle 0| + |1\rangle \langle 1| + \nu |1\rangle \langle 0| + \nu^* |0\rangle \langle 1| \right)$ where the factor $\nu$, which depends on $T$, takes into account the effect of decoherence. On the other hand, if there is a magnetic field present, the NV center state becomes $\rho_1 = \frac{1}{2} \left( |0\rangle \langle 0| + |1\rangle \langle 1| + \nu |1\rangle \langle 0| + \nu^* |0\rangle \langle 1| \right)$, where the factor $\mu$ takes into account the evolution of the NV center state induced by the presence of the magnetic field that we are trying to detect. Particular forms of $\nu$ and $\mu$ will be worked out later. We thus need to discriminate between the states $\rho_0$ and $\rho_1$. Assuming that the prior probabilities for the absence and presence of the magnetic field are $P_0$ and $P_1$, respectively, we find that the eigenvalues of the operator $\Lambda = P_1 \rho_1 - P_0 \rho_0$ are

$$\lambda_{\pm} = \frac{1}{2} (P_1 - P_0) \pm \frac{\nu}{2} \sqrt{P_0^2 + P_1^2 |\mu|^2 - 2 P_0 P_1 \text{Re}(\mu)}.$$ 

We can then have three cases [37]. First, $\lambda_+ \text{ and } \lambda_- \text{ are both positive. In this case, we need not perform any measurement - we can always say that there is a magnetic field. This can happen, for instance, if } P_1 > P_0 \text{ and decoherence is very significant. Second, if } \lambda_+ \text{ and } \lambda_- \text{ are both negative, we decide that there is no magnetic field. Finally, for the case that one eigenvalue is positive, while the other is negative, we find that}$

$$P_e = \frac{1}{2} \left( 1 - \nu \sqrt{P_0^2 + P_1^2 |\mu|^2 - 2 P_0 P_1 \text{Re}(\mu)} \right). \quad (1)$$

This is obviously the most interesting case, and the one that we will be concentrating on. In particular, if we have no previous knowledge of whether or not there is a magnetic field, then $P_0 = P_1 = 1/2$. In this case,

$$P_e = \frac{1}{2} \left[ 1 - \frac{\nu}{2} \sqrt{1 + |\mu|^2 - 2 \text{Re}(\mu)} \right]. \quad (2)$$

To find the optimal measurement, we find the eigenvectors of $\Lambda$ to obtain $\Pi_1 = |\phi_+\rangle \langle \phi_+|$ and $\Pi_0 = |\phi_-\rangle \langle \phi_-|$ with

$$|\phi_\pm\rangle = \frac{1}{\sqrt{2}} \left( \frac{1}{\mp e^{i\chi}} \right),$$

where

$$\tan \chi = \frac{\text{Im}(\mu)}{P_0 - P_1 \text{Re}(\mu)}. \quad (3)$$

**DC field detection.** As an illustration of our formalism, we start with the problem of detecting DC magnetic fields, that is $B(t) = b$. In the absence of any control fields to suppress decoherence, we find that $\nu = \langle \exp(-i \int_0^T B_d(t) dt) \rangle$ where $\langle \ldots \rangle$ indicates an average over the different noise realizations. Using the properties of the noise field $B_d(t)$, we find $\nu = e^{-\kappa T^2/2}$ [36]. Let us also assume that we know $b$ perfectly. That is, we are not sure if there is a magnetic field or not, but if there is a magnetic field present, we know that it is $B(t) = b$. In this case, $\mu = e^{-i 2 \pi b \gamma T}$, which leads to, assuming $P_1 = P_0 = 1/2$,

$$P_e = \frac{1}{2} \left[ 1 - e^{-\kappa T^2/2} |\sin(\pi \gamma b T)| \right]. \quad (4)$$

Our objective then is to find $T$ such that $P_e$ is minimized. Intuitively, this makes sense because for small $T$, the phase difference is too small to discriminate the states, while for large $T$, decoherence is too dominant. Therefore, an optimal value of $T$ needs to be chosen so as to achieve the minimum possible $P_e$. The corresponding $\mu$ can then be calculated, leading to $\chi$, and thus $\Pi_0$ and $\Pi_1$. This task is performed in Fig. 1, where we show the detection of magnetic fields of various strengths using noise parameters drawn from recently performed experiments [15, 36]. It is clear from Fig. 1(a) that, unfortunately, it is challenging to detect DC magnetic fields of strength $1 \mu$T and below using NV centers. However, detection of stronger magnetic fields such as those of

![FIG. 1. (color online) (a) Error probability $P_e$ as a function of the total time $T$ (in $\mu$s) for magnetic fields of strengths $1 \mu$T (magenta, dot-dashed line), $20 \mu$T (red, dotted line) and $50 \mu$T (blue, solid line). Throughout this paper, we use $\kappa = 3.6 \mu$s$^{-1}$ and $\tau_e = 25 \mu$s [15, 36]. This corresponds to a dephasing time of around 2.8 $\mu$s. Much longer dephasing times have been obtained experimentally in ultrapure diamond samples [31], allowing the detection of weaker magnetic fields. For all the numerical examples, we also use $P_0 = P_1 = 1/2$. $P_e \approx 0.2$ then means that we have more than halved the error in detecting the magnetic field. (b) Variation of the optimal measurement to be performed, as quantified by $\chi$, with changing magnetic field strength $b$ (in $\mu$T).
strength 50 $\mu$T and above is very much possible. It is also clear from Fig. 1(b) that the optimum measurement depends on the magnetic field being detected and is not fixed. This should be contrasted with the situation for the measurement of magnetic fields (see, for instance, Ref. [15]) where measurements are performed in the basis \(|\{+\}, \{-\}\rangle\) with \(|\pm\rangle = \frac{1}{\sqrt{2}}(|0\rangle \pm i|1\rangle).

A more realistic scenario is to consider the situation where we do not know \(b\) precisely. Rather, \(b\) is known with some probability distribution that we assume to be

\[
P(b) = \frac{1}{\sqrt{2\pi}\sigma_b^2} e^{-(b-b_0)^2/2\sigma_b^2}.
\]

In other words, we suspect that there is a magnetic field of strength around \(b_0\) and we are trying to find if there is indeed such a magnetic field present or not. In this case,

\[
\mu = \int P(b) e^{-i2\pi \gamma b T} db = e^{-i2\pi \gamma b_0 T} e^{-2\pi^2 \gamma^2 T^2 \sigma_b^2},
\]

while \(\mu\) remains the same. Once again, we find \(T\) that minimizes \(P_e\), then the corresponding \(\mu\) and thereby \(\Pi_0\) and \(\Pi_1\). A plot of \(P_e\) against \(T\) is shown in Fig. 2(a). Comparing with Fig. 1(a), one can see that the less precisely we know the magnetic field, the less reliably we can say whether or not a magnetic field is present.

**AC field detection.** We have seen that using a NV center, it is difficult to detect static magnetic fields of strength 1 $\mu$T and below. This is not surprising - DC magnetic fields of a similar magnitude cannot be reliably measured using NV centers either. The problem is decoherence. To eliminate decoherence, one possible solution is to use dynamical decoupling techniques [36, 38–47], whereby a sequence of rapid control pulses are applied to the NV center. These pulses effectively keep on flipping the sign of the NV center-spin bath interaction Hamiltonian. Thus, if these pulses are applied rapidly enough, the effect of the spin bath is largely eliminated. Unfortunately, for a DC field, the effect of the static field that we are trying to detect is also eliminated. But for an AC field, the direction of the magnetic field also keeps on changing direction. Dynamical decoupling can then still be used, provided that we apply the pulses at (or near) the nodes of the magnetic field so that the phase difference between the NV center states keeps on accumulating. Let us examine this more quantitatively. For \(B(t) = b\cos(2\pi ft)\), we apply the Carr-Purcell-Meiboom-Gill (CPMG) pulse sequence, specified by \([U(\tau/2)R(\pi)U(\tau)R(\pi)U(\tau/2)]^{N/2}\). This means that we allow the NV center to evolve freely for time \(\tau/2\) (denoted by \(U(\tau/2)\)), then we apply a control pulse specified by \(R(\pi) = e^{-i\pi \sigma_z/2}\), followed by \(U(\tau)\), then another control pulse, and finally we have \(U(\tau/2)\) again. This whole cycle is then repeated \(N/2\) times, where \(N\) is the number of pulses applied. To ensure that we apply the pulses at the nodes of the magnetic field, we choose \(\tau = 1/2f\). Once again assuming that \(P(b) = \frac{1}{\sqrt{2\pi}\sigma_b^2} e^{-(b-b_0)^2/2\sigma_b^2}\), we find

\[
\mu = e^{-i2\pi \gamma b_0 T} e^{-2\pi^2 \gamma^2 T^2 \sigma_b^2/2f^2}.
\]

The computation for \(\nu\), on the other hand, is considerably more involved. In the presence of the pulses, \(\nu = \langle \exp(-i \int_0^T \xi(t)B_\sigma(t) dt) \rangle\), where \(\xi(t)\), which can assume values +1 or −1, takes into account the effect of the pulses by switching sign whenever a pulse is applied. It can then be shown that

\[
\nu = e^{-\kappa^2W(T)} W(T) = \int_0^T e^{-R s} p(s) ds, \quad R = 1/\tau_c,
\]

and \(p(s) = \int_{-\kappa s}^{\kappa s} \xi(t)\xi(t+s) \xi(t+s) dt\) (see Refs. [28, 36] for details). Thus, \(\nu\) for any pulse sequence can be calculated, at least numerically. For the CPMG sequence, it is relatively straightforward, though laborious, to derive the analytic form for \(\nu\) which can be found in the Supplementary Material [48]. Using the expressions for \(\nu\) and \(\mu\), we find \(N\) (or, in other words, \(T = N\tau\)) so as to obtain the smallest possible value of \(P_e\). This is illustrated in Fig. 2(b). The key point is that now \(\nu\) is much closer to 1, leading to considerably smaller values of \(P_e\) for a field strength of around 1 $\mu$T. Moreover, it is possible that we also do not know, for instance, the frequency of the magnetic field precisely. In this case, in the computation for \(\mu\), we can include a probability distribution for frequency just like we did for the amplitude of the magnetic field.

One can also consider other kinds of oscillating mag-

![FIG. 2. (color online) (a) Error probability \(P_e\) for a DC field as a function of total time \(T\) (in $\mu$s) for \(\sigma_b = 1$ $\mu$T (solid, blue line), \(\sigma_b = 25$ $\mu$T (dotted, red line) and \(\sigma_b = 50$ $\mu$T (dot-dashed, magenta line). Here we have used \(b_0 = 50$ $\mu$T. (b) Error probability \(P_e\) for an AC field as a function of the number of applied pulses \(N\) for \(\sigma_b = 0.2$ $\mu$T (solid, blue line), \(\sigma_b = 0.4$ $\mu$T (dotted, red line) and \(\sigma_b = 0.6$ $\mu$T (dot-dashed, magenta line). Here, \(b_0 = 1$ $\mu$T and \(f = 1$ $\text{MHz}$.

![FIG. 3. (color online) Error probability \(P_e\) as a function of time \(T\) (in $\mu$s) for the bichromatic magnetic field \(B(t) = b_1 \sin(2\pi f_1 t) + b_2 \sin(2\pi f_2 t)\) with \(b_1 = 1$ $\mu$T, \(b_2 = 2$ $\mu$T, \(f_1 = 1$ $\text{MHz}$ and \(f_2 = 1.5$ $\text{MHz}$.

Here we have assumed, for simplicity, that the magnetic field parameters are known perfectly.
FIG. 4. (color online) $-\log P_{e,M}$ as a function the number of measurements, where we try to detect the magnetic field $B(t) = b_0 \cos(2\pi ft)$ using the CPMG sequence. The parameters are same as used in Fig. 2(b), except that now $\sigma_b \rightarrow 0$. In this case, $P_{e,1} \approx 0.124$.

For example, consider $B(t) = b_1 \sin(2\pi f_1 t) + b_2 \sin(2\pi f_2 t)$, with $f_1 \neq f_2$. The control pulses are again applied at the nodes of the magnetic field, and $\mu = e^{-i2\pi \gamma f_0^2 t} B(t') dt'$ (assuming that the field is perfectly known) and $\nu$ can be determined numerically. Results are illustrated in Fig. 3, showing that by suitably choosing $T$ we can detect more complicated fields reliably as well.

Using multiple copies. The error probabilities we have found until now utilise only one copy of the NV center. In practice, multiple copies of the NV center, which are also used when we are measuring a magnetic field, can be used to reduce the error probability $P_e$ even further [49]. Let us define $C_{0|1} = \text{Tr}[\rho_1 \Pi_0]$ and $C_{1|0} = \text{Tr}[\rho_0 \Pi_1]$ as the conditional error probabilities. Then, with $M$ fixed local measurements on $M$ copies, the total error probability is

$$P_{e,M} = P_1 \sum_{m=0}^{[M/2]} \left( \frac{M}{m} \right) (1 - C_{0|1})^m C_{0|1}^m + P_0 \sum_{m=0}^{[M/2]} \left( \frac{M}{m} \right) (1 - C_{1|0})^m C_{1|0}^m,$$

for $M$ odd, while if $M$ is even, then $P_{e,M} = P_{e,M-1}$. Fig. 4 shows clearly how, by using multiple NV centers (or using the same NV center repeatedly), we can very reliably detect the magnetic field. It should also be noted that we are performing the same measurement again and again. Even better results could be obtained if we keep on updating the measurement that should be performed [49], which is the subject of a future work.

Imperfect photon detection efficiency. Finally, before concluding, we explain how the optimum measurement (specified by $\chi$) can be performed. Measurement in the basis $\{ |\phi_+ \rangle, |\phi_- \rangle \}$ cannot be performed directly. Rather, we can use spin-dependent fluorescence to perform measurements in the basis $\{ |0 \rangle, |1 \rangle \}$ [31]. Therefore, in order to effectively measure in the $\{ |\phi_+ \rangle, |\phi_- \rangle \}$ basis, we need to first apply a rotation operator $U_R$ to the NV center state. Labeling the $\sigma_z$ eigenvalues as $n$, we find that $p(n = 1) = \text{Tr}[U_R^\dagger \rho U_R |0 \rangle \langle 0|] = \text{Tr}[\rho |\phi_+ \rangle \langle \phi_+ |]$ and $p(n = 0) = \text{Tr}[U_R^\dagger \rho U_R |0 \rangle \langle 1|] = \text{Tr}[\rho |\phi_- \rangle \langle \phi_- |]$.

For the optimum measurement found before, $U_R = e^{-i\chi}\sigma_z/2e^{i\pi \sigma_y/4}$. However, this measurement is not perfect since the fluorescent photons cannot be captured with 100% efficiency, and this is a major source of error in NV center magnetometry [31]. In order to model the imperfect detection, we introduce the conditional probabilities $p(m = 1|n = 1) = \eta$, $p(m = 0|n = 1) = 1 - \eta$, $p(m = 1|n = -1) = 0$ and $p(m = 0|n = -1) = 1$, where $m = 0$ means no photon detected, while $m = 1$ means at least one photon detected. In particular, $\eta = 1$ implies perfect measurement, while $\eta = 0$ implies a totally imperfect measurement. By using this simple model, we are able to deduce (see the Supplementary Material [48] for details) that

$$P_e = P_1 - \eta \left[ (P_1 - P_0) - \nu (P_1 \text{Re}(\mu e^{i\chi}) - P_0 \cos \chi) \right].$$

Moreover, we can also show that $\eta \neq 1$ does not change the measurement that should be performed [48]. In Fig. 5, we have plotted the error probability as a function of $\eta$, showing that we do not need perfect measurement to detect magnetic fields. Of course, by using multiple copies of the NV center, this error probability can be reduced further.

Conclusion. To conclude, we have considered the detection of weak magnetic fields using NV centers. We have shown that oscillating magnetic fields of strength in the microtesla regime can be easily detected, especially if multiple NV centers are utilized. Besides constructing the optimum measurement that should be performed, we also took into account the imperfect measurement of the NV center state. This work should open up new directions in the use of NV centers as magnetic sensors.
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SUPPLEMENTARY MATERIAL: DETECTING MAGNETIC FIELDS USING NITROGEN-VACANCY CENTERS

In this Supplementary material, we use the same notation as introduced in our main text.

CALCULATING DEPHASING WITH THE CPMG SEQUENCE

As explained in the main text, we suppose that the NV center experiences a classical Gaussian noise field $B_d(t)$ with zero mean and correlation function

$$\langle B_d(0)B_d(t) \rangle = \kappa^2 e^{-|t|/\tau_c},$$

(1)

where $\tau_c$ is the correlation time and $\kappa$ describes the coupling between the NV center and the P1 centers. With the applied pulses, we can write

$$S(T) = \left\langle \exp \left( -i \int_0^T \xi(t)B_d(t) \, dt \right) \right\rangle,$$

where $\xi(t)$, which can assume the values $+1$ or $-1$, takes into account the effect of the pulses by switching sign whenever a pulse is applied. It can then be shown that (see Ref. [1, 2] for a detailed derivation)

$$S(T) = \exp \left[ -\kappa^2 W(T) \right],$$

(2)

where $W(T) = \int_0^T e^{-R\tau_c} p(s) \, ds$, with $R = 1/\tau_c$, and $p(s) = \int_0^{T-s} \xi(t)\xi(t+s) \, dt$ depends on the pulse sequence applied. Using this formalism, $W(T)$ can be evaluated for different pulse sequences. For the CPMG sequence, we can write [1, 2]

$$W_{\text{CP}}(T) = \Gamma_N (Q^{\text{CP}}_{11} + Q^{\text{CP}}_{12}) - P_N Q^{\text{CP}}_{12},$$

(3)

with

$$P_N = \frac{1 - e^{-N\delta}}{1 - e^{-2\delta}},$$
$$\Gamma_N = \frac{0.5N - (0.5N + 1)e^{-2\delta} + e^{-(N+2)\delta}}{(1-e^{-2\delta})^2},$$
$$Q^{\text{CP}}_{11} = \frac{1}{R^2} \left[ 2\delta - 5 + 4(e^{-\delta} - e^{-2\delta}) + e^{-2\delta} \right],$$
$$Q^{\text{CP}}_{12} = \frac{1}{R^2} \left[ 1 - 4(e^{-\delta} - e^{-\delta}) - (2\delta + 5)e^{-2\delta} \right],$$

and $\delta = R\tau$.

DEALING WITH IMPERFECT PHOTON DETECTION EFFICIENCY

As stated in the main text, we can only perform measurements in the basis $\{|0\}, |1\rangle$ via spin-dependent fluorescence. Let us briefly explain here what this means. The negatively charged NV center forms a spin triplet system in its ground state. In the presence of a magnetic field, the degeneracy of the $m_S = \pm 1$ levels is lifted. The $m_S = 0$ and $m_S = -1$ form an effective two-level system. This is precisely the two-level system that has been used in this work, with the identification $|0\rangle \rightarrow |m_S = 0\rangle$ and $|1\rangle \rightarrow |m_S = -1\rangle$. Now, the energy level $|m_S = 0\rangle = |0\rangle$ shows far more fluorescence than the $|m_S = -1\rangle = |1\rangle$ level, and this is the property that is used to perform measurements on the NV center in the $\{|0\}, |1\rangle$ basis. If a fluorescent photon is detected, we deduce the state to be $|0\rangle$, otherwise the state is $|1\rangle$. However, this measurement is not perfect due to limited photon detection efficiency - some of the fluorescent photons are lost, while some are not detected due to imperfect detectors. This imperfect measurement is a major source of errors in NV center magnetometry [3], and this is what we now analyze.

To start, recall that the error probability is given by $P_e = P_0 \text{Tr}(\rho_0 \Pi_1) + P_1 \text{Tr}(\rho_1 \Pi_0)$, where $\Pi_0$ and $\Pi_1$ are orthogonal projectors in our two-dimensional Hilbert space. Since we can only perform measurements in the $\{|0\}, |1\rangle$
basis, we define the unitary operator $U_R$ as $U_R |1\rangle \langle 1| U_R^\dagger = \Pi_0$ and $U_R |0\rangle \langle 0| U_R^\dagger = \Pi_1$. Note that we know that $U_R = e^{-i\chi \sigma_z/2} e^{i\pi \sigma_y/4}$ for the case of ideal measurement, but here we allow for the possibility that $U_R$ may change due to imperfect photon detection. It follows that $P_e = P_0 \text{Tr}(U_R^\dagger \rho_0 U_R |0\rangle \langle 0|) + P_1 \text{Tr}(U_R^\dagger \rho_1 U_R |1\rangle \langle 1|)$, showing explicitly how to perform measurements in the basis $\{|0\rangle, |1\rangle\}$ by first performing the unitary operator $U_R$ on the NV center state. This unitary operator can be implemented experimentally [4].

Now, the way in which we have written the error probability, namely $P_e = P_0 \text{Tr}(U_R^\dagger \rho_0 U_R |0\rangle \langle 0|) + P_1 \text{Tr}(U_R^\dagger \rho_1 U_R |1\rangle \langle 1|)$, means that if we detect a fluorescent photon, then we deduce that there is a magnetic field, while we say that there is no magnetic field otherwise. As already explained, this photon detection is not perfect. In order to model the detection error, we introduce the conditional probabilities $p(m = 1|n = 1) = \eta$, $p(m = 0|n = 1) = 1 - \eta$, $p(m = 1|n = -1) = 0$ and $p(m = 0|n = 1) = 1$, where $m = 0$ means no photon detected, while $m = 1$ means at least one photon detected. For the state $|0\rangle$, $n$ is $+1$, while $n$ is $-1$ for the state $|1\rangle$. It then follows that

$$
p(m = 1) = \eta p(n = 1),$$
$$p(m = 0) = (1 - \eta)p(n = 1) + p(n = -1),$$

where $p(n = 1) = \text{Tr}[U_R^\dagger \rho U_R |0\rangle \langle 0|]$ and $p(n = -1) = \text{Tr}[U_R^\dagger \rho U_R |1\rangle \langle 1|]$ (here $\rho$ refers to either $\rho_0$ or $\rho_1$). It then follows that

$$P_e = P_0 \eta \text{Tr}(U_R^\dagger \rho_0 U_R |0\rangle \langle 0|) + P_1 [(1 - \eta) \text{Tr}(U_R^\dagger \rho_1 U_R |1\rangle \langle 1|) + \text{Tr}(U_R^\dagger \rho_1 U_R |1\rangle \langle 1|)].$$

Using the fact that $|0\rangle \langle 0| + |1\rangle \langle 1| = 1$, we can simplify this to

$$P_e = P_1 + \eta \text{Tr}(U_R^\dagger \rho_0 U_R |0\rangle \langle 0|) - P_1 \text{Tr}(U_R^\dagger \rho_1 U_R |0\rangle \langle 0|).$$

(4)

This means that to obtain the minimum possible value of the error probability $P_e$, we should choose $U_R$ such that the expression in the square brackets is minimized. This minimization is obviously independent of $\eta$, and we have already performed this minimization for $\eta = 1$. Thus, even if $\eta \neq 1$, we should still use $U_R = e^{-i\chi \sigma_z/2} e^{i\pi \sigma_y/4}$. Substituting this optimal $U_R$ in (4), we find that

$$P_e = P_1 - \frac{\eta}{2} \left[ (P_1 - P_0) - \nu (P_1 \text{Re}(\mu e^{i\chi} - P_0 \cos \chi)) \right].$$

(5)
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