Radiation Hydrodynamic Simulations of Dust-driven Winds
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Abstract

We study dusty winds driven by radiation pressure in the atmosphere of a rapidly star-forming environment. We apply the variable Eddington tensor algorithm to re-examine the two-dimensional radiation hydrodynamic problem of a column of gas that is accelerated by a constant infrared radiation flux. In the absence of gravity, the system is primarily characterized by the initial optical depth of the gas. We perform several runs with different initial optical depths and resolutions. We find that the gas spreads out along the vertical direction, as its mean velocity and velocity dispersion increase. In contrast to previous work using the flux-limited diffusion algorithm, we find little evolution in the trapping factor. The momentum coupling between radiation and gas in the absence of gravity is similar to that with gravity. For Eddington ratio increasing with the height in the system, the momentum transfer from the radiation to the gas is not merely ~L/c, but amplified by a factor of 1 + ηIR, where ηIR is the integrated infrared optical depth through the system, and η ~ 0.5–0.9, decreasing with the optical depth. We apply our results to the atmosphere of galaxies and conclude that radiation pressure may be an important mechanism for driving winds in the most rapidly star-forming galaxies and starbursts.
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1. Introduction

Feedback processes play a crucial role in galaxy formation and evolution. In particular, radiation pressure from the continuum absorption and scattering of starlight on dust grains has been proposed as an important mechanism in driving supersonic turbulence in the interstellar medium (ISM), hampering gravitational collapse, and launching large-scale galactic winds in starbursts and rapidly star-forming galaxies. One-dimensional analytic models show that dusty winds can be driven by radiation pressure in rapidly star-forming environments, such as luminous infrared galaxies (LIRGs) and ultraluminous infrared galaxies (ULIRGs; e.g., Murray et al. 2005, 2011; Thompson et al. 2005; Zhang & Thompson 2012).

However, the simplified galactic wind models contain some uncertainties. A key question that cannot be addressed by analytic models is how much momentum is coupled between radiation and dusty gas. In the single scattering limit, i.e., the system is optically thick to the UV photons but optically thin to the re-radiated infrared (IR) emission from dust grains, all photons are absorbed and scattered once, the radiation transfers a momentum flux of L/c to the gas, where L is the luminosity of the radiation source. However, it is uncertain how much momentum is transferred from radiation to gas if the system is optically thick to its own infrared emission. It has been argued that the rate of momentum deposition will never exceed a few L/c (Krumholz & Matzner 2009), or it approaches γIRL/c, where γIR ~ 1 is the mean IR optical depth of the system (Thompson et al. 2005, 2015; Murray et al. 2010; Hopkins et al. 2011; Andrews & Thompson 2011). In order to understand the dynamics of radiation–gas interaction, multidimensional radiation hydrodynamics simulations have been carried out recently.

Krumholz & Thompson (2012, hereafter KT12) used a two-dimensional (2D) model to investigate the efficiency of momentum transfer from IR optically thick ULIRGs to a dusty atmosphere with a vertically stratified gravity. Using a 2D gray flux-limited diffusion (FLD) approximation in the ORION code (Krumholz et al. 2007), KT12 showed that the radiation–gas interaction gives rise to radiative Rayleigh–Taylor instability (RTI), driving supersonic turbulence, and limiting momentum transfer from the radiation to the gas to ~L/c. The radiation momentum deposition in the regime, where it is initially sub-Eddington for dust, is not sufficient to drive an unbound wind, and most of the gas eventually settles in a turbulent steady state, confined near the base of the system. Skinner & Ostriker (2015) reached a similar conclusion in a study of radiative feedback from a protocluster on a surrounding molecular cloud using their M1 closure method.

Using the variable Eddington tensor (VET) algorithm implemented in the ATHENA code (Stone et al. 2008; Davis et al. 2012; Jiang et al. 2012), Davis et al. (2014, hereafter D14) revisited the results of KT12 with the same 2D model (and extended it to 3D). The VET algorithm is used to calculate the local Eddington tensor by solving the radiative transfer equation with the method of short characteristics (Davis et al. 2012). In contrast to KT12, D14 showed a stronger momentum coupling between radiation and dusty gas. Although the radiative RTI develops and limits the radiation–gas interaction, the gas can be heated and accelerated upward by radiation and produce an unbound outflow even from an initially sub-Eddington system. D14 showed that the significant difference between the outcome of simulations in KT12 and D14 resulted from limitations in the diffusion-based FLD scheme. The FLD and VET schemes agree well in the dense gas with optical depth γIR ~ 1, but the FLD approximation becomes inaccurate in modeling the radiation field responds to structure in the gas distribution in the system of γIR ~ few.

Rosdahl & Teyssier (2015) simulated the same problem as KT12 and D14, using a new RAMSES-RT code with the M1 closure for the Eddington tensor. The M1 results show that the gas receives a larger acceleration than in the FLD calculations and reaches a large height, but this is ultimately insufficient to overcome the gravity, and the gas eventually settles down in a marginally bound system, similar to the FLD results. Hence, their results are qualitatively closer to those obtained with the FLD rather than with the VET method. On the other hand, more recent simulations based on the implicit Monte Carlo radiation transfer scheme is more consistent with D14 (Tsang & Milosavljević 2015).
Both the M1 closure and FLD schemes impose artificial constraints on the radiation flow in optically thin regions, while Monte Carlo and VET directly model the angular distribution of the radiation field. The agreement between VET and the Monte Carlo algorithms along with the D14 analysis of how the FLD algorithm breaks down in optically thin regimes suggest that these algorithms are giving the most accurate representation of the flow for this problem setup.

Note that in the previously mentioned simulations of radiation–gas interaction, the size of the computational box is only about \(~0.3\text{ pc} \times 1.3\text{ pc}\), with a resolution of \(\Delta x \approx 3.2 \times 10^{-3}\text{ pc}\), so that one can resolve the sound crossing timescale and the scale of gas turbulence. In order to investigate the efficiency of momentum coupling and wind propagation on a larger scale, Krumholz & Thompson (2013, hereafter KT13) assumed that a wind is initially launched at the base of the galactic atmosphere due to super-Eddington radiation forces or other mechanisms and turned off the gravity to study the maximum velocity the gas can gain from radiation. Using also ORION and the FLD scheme, KT13 found that after wind acceleration begins, RTI forces the gas into a configuration that reduces the rate of momentum transfer from the radiation field to the gas by a factor of \(~10–100\) compared to an estimate based on the optical depth at the base of the atmosphere, the momentum transfer to gas is only a few \(~L/c\), without significant amplification by radiation trapping. They concluded that radiation pressure on dust is unlikely to be able to drive winds and ejecta from star-forming clusters and galaxies. So far, no other simulations have been done for the wind–gas interaction problem. Given previous discrepancies, it is important to re-examine the results of KT13 using the VET method.

This paper is organized as follows. In Section 2, we briefly summarize the equations and the simulation setup. The initial conditions of the gas are given by the end states of the simulations from D14. In Section 3, we show our simulation with various parameters and summarize our results. The astrophysical implications are discussed in Section 4. Conclusions are given in Section 5.

2. Equations and Simulation Setup

2.1. Equations

As in D14, we solve the equations of radiation hydrodynamics using ATHENA with the built-in radiation module (Davis et al. 2012; Jiang et al. 2012). The equations of mass, momentum, energy, radiation energy, and radiation momentum conservation are

\[
\begin{align*}
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{v}) &= 0, \\
\frac{\partial (\rho \mathbf{v})}{\partial t} + \nabla \cdot (\rho \mathbf{v} \mathbf{v} + \mathbf{P}) &= \rho \mathbf{g} - \mathbf{S}_r(P), \\
\frac{\partial E}{\partial t} + \nabla \cdot (E \mathbf{v} + \mathbf{P} \cdot \mathbf{v}) &= \rho g \cdot \mathbf{v} - c S_s(E), \\
\frac{\partial E_r}{\partial t} + \nabla \cdot E_r &= c S_s(E), \\
\frac{1}{c^2} \frac{\partial P_r}{\partial t} + \nabla \cdot \mathbf{P}_r &= S_t(P),
\end{align*}
\]

where \(\rho\), \(\mathbf{v}\), and \(\mathbf{g}\) are the gas density, fluid velocity, and the gravitational acceleration, \(\mathbf{P} = \rho \mathbf{v} \mathbf{v} + \rho \mathbf{g}\) is the pressure tensor, \(p = \rho k T_s/\mu m_H\) is the gas pressure, \(l\) is the identity matrix, and \(E = p/(\gamma - 1) + \rho \mathbf{v}^2/2\) is the total fluid energy density.

The radiation momentum and energy source terms \(\mathbf{S}_r(P)\) and \(S_s(E)\) are given by (Lowrie et al. 1999)

\[
\begin{align*}
\mathbf{S}_r(P) &= -\frac{\sigma_F}{c} \left[ F_r - (\mathbf{v} E_r + \mathbf{P}_r) \right], \\
S_s(E) &= (\sigma_T a_t T^4 - \sigma_F E_r) \\
&+ \frac{\sigma_T}{c} \mathbf{v} \cdot \left[ F_r - (\mathbf{v} E_r + \mathbf{P}_r) \right],
\end{align*}
\]

where \(E_r\) and \(F_r\) are the radiation energy density and radiation flux, \(T\) is the gas temperature, \(\sigma_T\), \(\sigma_F\), and \(\sigma_E\) are the flux mean opacity, the Planck mean opacity, and the energy mean opacity correspondingly, and \(a_t\) is the Stefan–Boltzmann constant. For simplicity, we assume that the gas and the dust share a common temperature as \(T\), and use the Planck \(\kappa_T\) and Rosseland \(\kappa_R\) mean opacities (KT12; KT13; D14)

\[
(\kappa_T, \kappa_R) = (10^{-1}, 10^{-3/2}) \left( \frac{T}{10\text{ K}} \right)^2 \text{ cm}^2 \text{ g}^{-1}.
\]

Equation (8) gives an approximation with a dusty gas at \(T \lesssim 150\text{ K}\) (Semenov et al. 2003). We set \(\sigma_F = \rho \kappa_T\) in Equations (6) and (7).

The thermal and dynamical behaviors of dust and gas have been discussed in KT13 (see their Appendix A). In the parameter space we are concerned with, the rate of dust-radiation energy exchange is higher than the rate of dust–gas energy exchange; therefore, we expect that the dust is in thermal equilibrium with the radiation field, and we have the dust temperature \(T_{dust} \approx T = (E_r/a_t)^{1/4}\), where \(T_d\) is the characteristic radiation temperature. On the other hand, the gas may have different temperature. Goldsmith (2001) showed that the dust thermally couples with the gas and has the same temperature only if the gas density exceeds \(~10^4–10^5\) \text{ cm}^{-3}. As the ISM material is accelerated and spreads out, the density of the gas drops quickly, and the gas no longer holds the same temperature as the dust, though they are still dynamically well coupled (Murray et al. 2005; KT13). However, even in this case, the assumption \(T_{gas} \approx T_{dust}\) still provides a reasonable approximation. Since the gas is highly supersonic in the outflow, the thermal pressure of the gas is much weaker compared to ram pressure, changing the gas temperature is unlikely to significantly affect the dynamics of the gas. For simplification, we still assume \(T_{gas} = T_{dust} = T\) in our work. As discussed in D14, alternative simulations with \(\kappa_T, \kappa_R \propto T_d\) were performed for the problem setup using non-zero gravity and the results agreed very closely with the simulations with \(\kappa_T, \kappa_R \propto T\). Given that setting gravity to zero is the only significant change in the current setup, we assume this will still hold. As the dusty neutral gas is accelerated farther from its origin, it will likely become more diffuse and some of the neutral gas will become more highly ionized, and the dust will be sublimated. Hence, our results here apply to an earlier neutral and dynamically well coupled phase of the outflow.

The radiation pressure \(P_r\) is given by \(P_r = f E_r\), where \(f\) is the eponymous VET, which is calculate directly by

\[
f = \frac{P_r}{E_r} = \frac{\int I(\hat{n}) \mu_i \mu_j d\Omega}{\int I(\hat{n}) d\Omega},
\]

where \(d\Omega\) is the differential of solid angle, and \(\mu_i \equiv \hat{n} \cdot \hat{x}\) is the cosine factor. The specific intensity of the radiation field \(I\)
The radiation transfer equation can be solved by
\[ \hat{n} \cdot \nabla I = \sigma_T \left( \frac{a_T c T^4 - I}{4\pi} \right) \]  
(10)

This equation is solved using the short characteristics method, as described in detail in Davis et al. (2012).

2.2. Dimensionless Units

We define a constant flux \( F_* \) as the source of the radiation field in the system injecting at the lower boundary, and
\[ T_* = \left( \frac{F_*}{a_T c} \right)^{1/4} \]  
(11)

is the characteristic temperature. Here, we follow the KT12 convention of denoting fiducial quantities with a "*". Following KT12 and D14, we choose \( T_0 = 82 \) K, which corresponds to \( F_* = 2.54 \times 10^{13} L_\odot \text{kpc}^{-2} \) and \( \kappa_R,* = \kappa_R(T_0) = 2.13 \text{ cm}^2 \text{ g}^{-1} \). These values are chosen to be in reasonable agreement with a ULIRG disk.

As shown in KT12, the system with gravity is characterized by two dimensionless numbers, i.e., the dimensionless Eddington ratio
\[ f_{E,*} = \frac{\kappa_R A_* F_*}{g c}, \]  
(12)

and the optical depth
\[ \tau_* = \kappa_R \kappa_R,*. \]  
(13)

Physically, the system is initially set to have a temperature of \( T_* \) everywhere, \( f_{E,*} \) and \( \tau_* \) are the initial Eddington and optical depth of the system.

The characteristic sound speed is defined by
\[ c_{s,*}^2 = \frac{k_B T_*}{\mu m_H}, \]  
(14)

The scale height \( h_* \), density \( \rho_* \), and time \( t_* \) are
\[ h_* = \frac{c_{s,*}^2}{g}, \quad \rho_* = \frac{\Sigma}{h_*}, \quad t_* = \frac{h_*}{c_{s,*}}. \]  
(15)

The VET and Monte Carlo results imply that a wind can be launched for an initially sub-Eddington system with \( f_{E,*} \sim 1 \) (i.e., an Eddington factor less than but near unity), while the FLD and M1 closure methods imply that a dusty wind can be launched only for \( f_{E,*} > 1 \). Regardless, if a dusty wind has been launched by radiation pressure or other mechanisms, it has already overcome its gravitational potential at the base of the system. Following KT13, we focus on the limit of \( g \rightarrow 0 \), i.e., \( f_{E,*} \rightarrow \infty \) in our simulations. In this case, an accelerating wind without gravity gives an upper limit of momentum transfer between radiation and dusty gas.

For this, we need to define another set of natural units for the gravity-free system. We use a characteristic acceleration
\[ g_a = \frac{\kappa_R A_* F_0}{c}, \]  
(16)

which parameterizes the radiation force on the dust. The units of length, time, and density are defined using \( g_a \) instead of \( g \):
\[ h_a = \frac{c_{s,*}^2}{g_a}, \quad t_a = \frac{h_a}{c_{s,*}} = \frac{t_*}{f_{E,*}}, \quad \rho_a = \frac{\Sigma}{h_a} f_{E,*}. \]  
(17)

Note that the definitions of \( h_a, t_a \), and \( \rho_a \) are different from KT13. In KT13, \( h_a, t_a \), and \( \rho_a \) are functions of \( \tau_* \), but we set these variables to be independent on \( \tau_* \), which provides common time and length scales for any choice of \( f_{E,*} \).

2.3. Initial Conditions

Since the gravitational field is set as \( g = 0 \) (\( f_{E,*} \rightarrow \infty \)), the simulation results only depend on \( \tau_* \). In this paper, we run four two-dimensional simulations in the (\( x, y \)) plane with three values of \( \tau_* \). Two types of boundary conditions—hydrodynamic boundary and radiation boundary—are set up for all simulations. Periodic boundary conditions are imposed in the horizontal direction (\( x \)-direction) on both the radiation and hydrodynamic variables. Reflecting and outflow boundary conditions are used on hydrodynamic variables at the bottom and the top of the vertical direction (\( y \)-direction), respectively, and inflow and vacuum boundary conditions are setup at the bottom and the top respectively.

Table 1 summarizes simulation parameters for our runs. T3H and T3L correspond to \( \tau_* = 3 \), T10 corresponds to \( \tau_* = 10 \), and T1 corresponds to \( \tau_* = 1 \). We run T3H and T10 with a high resolution \( \Delta x/h_a = 0.25 \), and T1 and T3L with a low resolution \( \Delta x/h_a = 0.512 \). In D14 (see also Rosdahl & Teyssier 2015 and Tsang & Milosavljević 2015), the isothermal dusty atmosphere is initialized with initial density perturbation, which seeds the growth of RTI and turbulence. It is reasonable to assume that a wind launched at the base of a galaxy has already been in a fully turbulent state with small-scale structures. The initial conditions for gas–wind interaction in KT13 are chosen from the end states of the simulations from KT12. Similarly, in this paper, we choose the initial conditions from the end states in D14.

D14 considered various runs with a range of \( \tau_* \) and \( f_{E,*} \) with gravity. In particular, we focus on three runs: T10_F0.5 (\( \tau_* = 10, f_{E,*} = 0.5 \)), T3_F0.5 (\( \tau_* = 3, f_{E,*} = 0.5 \)), and T1_F0.5 (\( \tau_* = 1, f_{E,*} = 0.5 \)) in D14. The size of the box for three runs are \([L_x \times L_y]/h_* = 512 \times 1024\), with a resolution of \( L(c,s)/n_x = 0.5 h_* \). We take the simulation results from T3_F0.5 and T10_F0.5. The gas in the atmosphere is accelerated by radiation and eventually reaches the top of the box as unbound
outflow. The gas in T3_F0.5 is accelerated to \( \sim 1024 h_s \) at \( t \sim 80 t_s \), and turbulence is well developed within the gas. We take the gas at \( t = 80 t_s \) as the initial state for run T3H. On the other hand, the gas in T10_F0.5 reaches the top of the box much earlier than that in T3_F0.5 due to a higher optical depth and a larger radiation force on the gas. We take the gas at \( t = 37.5 t_s \) as the initial state for run T10. Note that the resolution for T3H and T10 are the same as T3_F0.5 and T10_F0.5, but the length scale has been changed from \( h_s \) to \( h_a \) in this paper.

We also run two simulations, T1_F0.5L and T3_F0.5L, that have the same setup as T1_F0.5 and T3_F0.5 in D14, respectively, but using a lower resolution \( L_{\text{box}} N_{\text{box}} = 1.024 h_s \). In contrast to other cases with \( \tau_s > 1 \), the gas in T1_F0.5 is only accelerated to a maximum height of \( \sim 200 h_s \) at \( t \sim 80 t_s \), then falls back to the base of the system and eventually reaches a quasi-steady state at \( t \sim 125 t_s \). We take the gas at \( t = 80 t_s \) when the gas reaches its maximum height as the initial state for T1. T3_F0.5L gives a very similar result as T3_F0.5 in D14, but a slightly slower acceleration by radiation because of the lower resolution (see D14 for more discussion on the effects of spatial resolution). We choose the initial state of T3L at \( t = 90 t_s \) from T3_F0.5L. Note that T1 and T3L have the same resolution as T1_F0.5L and T3_F0.5L.

In all simulations, we expand the vertical direction of the domain box and initialize zones that are beyond the simulation domains in D14 by giving a uniform temperature \( T_0 = 82 \) K, and \( \rho = 10^{-10} \rho_e \) as the background. Low-resolution runs (T1 and T3LR) were carried out on the Rivanna cluster at the University of Virginia, and high-resolution runs (T3HR and T10) were carried out on the TACC cluster Stampede.

### 3. Results

#### 3.1. Wind Properties

We first consider the T3H run. Figure 1 shows five snapshots of the density field from this run. Without the gravitational confinement, the gas moves upward and expands in the vertical direction, and the initial filamentary structure stretches out in the radiation field. At \( t \sim 59 t_s \), the dense gas hits the upper boundary of the domain, and the gas expands to a thickness of \( \sim 1300 h_s \), which covers \( \sim 35\% \) of the box. Most of the gas is in a few filaments with \( \rho \sim 10^{-3}-10^{-2} \rho_e \), and between the filaments the density is much lower. This result is different from KT13 (their Figure 2), in which more extended filamentary structure is driven by radiative RTI, and the vertical extent of the gas eventually becomes comparable to the vertical size of the entire computational box.

Figure 2 shows density snapshots for the run T10. Due to a higher initial optical depth, the gas is accelerated faster than that in T3. The initial turbulent filamentary structure is stretched along the direction of motion due to the differential acceleration by the radiation field and the gas has a larger velocity dispersion than the gas in T3. Between the filaments of dense gas, the volume has lower density \( \rho \lesssim 10^{-6} \rho_e \). After \( t = 30 t_s \), the relative velocities at some shock fronts in the T10 run become very high (Mach numbers of \( \gtrsim 100 \)). In regions where shock fronts cross obliquely, the temperature spikes in low-density zones adjacent to the shock front. The algorithm compensates for the following timesteps by generating a large radiation flux that then artificially heats neighboring optically thick zones. From this point on, energy conservation is violated at a level of a few percent. By itself, this modest violation of energy conservation might not be troubling, but this uncontrolled heating produces artificially elevated temperatures at interfaces between low-density channels and high-density filaments. Due to the \( T^2 \) temperature dependence of the opacity, the radiation forces on the edges of the low-density channels causes them to expand, creating voids that are not seen in other simulations or at earlier times in this simulation. Reducing the timestep reduces the temperature jumps, altering subsequent evolution. However, running for an extended time with a significantly lower timestep would be prohibitively computationally expensive, so we halt this run at \( t = 30 t_s \).

Figure 3 shows gas acceleration for \( \tau_s = 1 \). Simulations in D14 show that gas in a gravitational field with \( \tau_s \lesssim 1 \) and \( f_{E \phi} \lesssim 0.5 \) should fall back to the bottom of the system and maintain a quasi-steady state. In the absence of gravity, the gas...
is accelerated and becomes unbound, and we study the behavior of the unbound gas. It reaches the top of the box at $t \sim 68t_a$ and spreads over a vertical height of $\sim 500h_a$, smaller and with lower velocity dispersion than the gas in T3 and T10.

Gas acceleration with various optical depths can be clearly seen in the mass-weighted mean velocity, which is given by

$$\langle v \rangle = \frac{1}{M} \int \rho v dV,$$

and mass-weighted velocity dispersion

$$\sigma^2 = \frac{1}{M} \int \rho (v - \langle v \rangle)^2 dV,$$

respectively, where $M = \int \rho dV$ is the total mass in the atmosphere. The left panel of Figure 4 shows the mean velocity in the $y$ direction ($v_y$), and the total velocity $\sigma = \sqrt{\sigma_x^2 + \sigma_y^2}$ for T1, T3H, and T10 runs. For convenience, we convert the dimensionless units in the simulations to cgs units. The velocity $\langle v_y \rangle$ increases almost linearly with time. The timescale of gas acceleration to $50 \text{ km s}^{-1}$ is $\sim 100 \text{ kyr}$, which is comparable to the time to launch a wind from the base of the system. Gas with lower initial optical depth $\tau_a$ receives a slower acceleration. For example, $\langle v_y \rangle$ reaches $50 \text{ km s}^{-1}$ at $t \sim 150 \text{ kyr}$ in T1, but reaches the same velocity with a shorter time $t \sim 110 \text{ kyr}$ in T3H. Also, lower $\tau_a$ leads to lower dispersion velocity. Velocity dispersion $\sigma$ in T1 grows from $\sim 2$ to $3.5 \text{ km s}^{-1}$ at $t \sim 200 \text{ kyr}$, while $\sigma$ in T3H increases from 5 to $7 \text{ km s}^{-1}$ at $t \sim 80 \text{ kyr}$, then oscillates at $\sim 6$--$7 \text{ km s}^{-1}$ at later times.

Note that the velocities obtained by radiation–pressure–acceleration in Figure 4 are far below the observed velocities of cold clouds in nearby starbursts, such as M82 (Walter et al. 2002; Leroy et al. 2015), NGC 253 (Bolatto et al. 2013; Walter et al. 2017), Mrk 231 (Rupke & Veilleux 2011; González-Alfonso et al. 2014; Feruglio et al. 2015), or other star-forming galaxies (e.g., Heckman et al. 2000; Rupke et al. 2002, 2005a, 2005b, 2005c; Martin 2005; Veilleux et al. 2005; Weiner et al. 2009; Chen et al. 2010; Erb et al. 2012; Kornei et al. 2013), which can reach hundreds or even thousands of km s$^{-1}$. However, in our simulations we only study wind propagation within a vertical height of $\sim 5$--$10 \text{ pc}$. An estimate of the momentum transfer from the radiation to the gas on a larger scale is discussed in Section 4.
3.2. Spatial Resolution

We have performed simulations with the same initial conditions \( \tau_R = 3 \), with a high resolution in the T3H run, and a low resolution in the T3L run. Since the low-resolution run is less expensive, we run T3L a bit longer than T3H. We run T3L in a box with a vertical height of \( 8192 h_\odot \), which is twice that in the higher-resolution T3H. The right panel of Figure 4 compares \( \langle v_y \rangle \) and \( \sigma \) in T3H and T3L. Although the initial conditions from T3_F0.5 and T3_F0.5L are slightly different, the two runs with different initial inputs show very similar acceleration. The velocity dispersion \( \sigma \) increases more quickly in T3H at \( t \lesssim 80 \) kyr, but both \( \sigma \) become flat at \( 80 \) kyr \( \lesssim t \lesssim 140 \) kyr, then \( \sigma \) in T3L slightly increases to \( 9 \) km s\(^{-1} \) by the end of the simulation.

Figure 5 shows the snapshots of the density distribution \( \rho \) from T3L and T3H at the same time \( t = 40 \) kyr. The gas in T3L is accelerated more quickly than that in T3H. The front of the gas in T3L reaches a height of \( h \sim 2600 h_\odot \), while the gas in T3H only reaches \( h \sim 2300 h_\odot \). The structures at the top of the gas in the two runs are different: T3L shows a slightly denser front head than the gas in T3H. The similar acceleration in the two cases suggests resolving \( h_\odot \) might not be essential for obtaining the correct value for the bulk radiative acceleration of the outflow. This should bode well for larger-scale simulations of radiative outflows, where resolution of \( h_\odot \) would require prohibitively high resolution.

3.3. Trapping Factor

We study the momentum coupling between the infrared radiation field and the gas. Without gravity, the y-component momentum equation of the gas is

\[
\frac{d \langle v_y \rangle}{dt} = f_{\text{rad}},
\]

where \( f_{\text{rad}} \) is defined as the mean radiation force per unit mass (acceleration)

\[
f_{\text{rad}} = \frac{1}{c} \frac{\langle \kappa_R \rho F_{\gamma} \rangle}{\langle \rho \rangle}.
\]

Following KT13, we define the trapping factor \( f_{\text{trap}} \) in a gravity-free field by

\[
1 + f_{\text{trap}} = \frac{f_{\text{rad}}}{f_{\text{rad,dir}}}
\]

where \( f_{\text{rad,dir}} \) is the momentum flux per unit mass of the directly injected radiation field. We have \( f_{\text{rad,dir}} = F_{\gamma} / (c \langle \rho \rangle L_{\gamma}) = F_{\gamma} / (c \langle \rho \rangle L_{\gamma}) \), where \( L_{\gamma} \) is the vertical height of the computational domain. Thus, Equation (20) can be rewritten as

\[
f_{\text{trap}} = \frac{t_{\gamma} \tau_R}{c_{e,*}} \frac{d \langle v_y \rangle}{dt} - 1.
\]

The trapping factor \( f_{\text{trap}} \) measures the momentum transfer from the radiation to the gas. The upper limit of trapping in analytic models adopts \( f_{\text{trap}} \sim \tau_R \), where \( \tau_R \) is the infrared optical depth of the system. In our simulations, the initial \( f_{\text{trap}}^0 \) is obtained from the end state of the gas at the base of the system with gravity (KT12 and D14)

\[
1 + f_{\text{trap}}^0 = \frac{L_{\gamma} \langle \kappa_R \rho F_{\gamma} \rangle}{\langle F_{\gamma} \rangle} = \frac{f_{\text{rad}} \tau_R}{g f_{E,*}} = \frac{\tau_R f_{E,V}}{f_{E,*}},
\]

where \( f_{E,*} \) is the fiducial Eddington ratio in the simulation with gravity (\( f_{E,*} = 0.5 \)), and

\[
f_{E,V} = \frac{f_{\text{rad}}}{g}
\]

is the Eddington ratio computed using the initial gravity \( g \). According to KT12 and D14, \( f_{E,V} \sim 1 \) due to the radiative RTI regulation, therefore,

\[
f_{\text{trap}}^0 \simeq \frac{\tau_R}{f_{E,*}} - 1.
\]

We have \( f_{\text{trap}}^0 \simeq 1 \) for \( \tau_R = 1 \), \( f_{\text{trap}}^0 \simeq 5 \) for \( \tau_R = 3 \), and \( f_{\text{trap}}^0 \simeq 19 \) for \( \tau_R = 10 \).

KT13 found that \( f_{\text{trap}} \) without gravity significantly decreases from \( f_{\text{trap}}^0 \) to a smaller value, which they attributed to the radiative RTI. Figure 6 shows the trapping factor as a function of time for three runs T1 (black), T3H (red dash), and T10 (blue dashed-dotted). The solid black line shows the gas acceleration in T1 in a box with the same height (\( 4096 h_\odot \)) as in T3H and T10, the dotted black line shows the gas acceleration in T1 to a height of \( 8192 h_\odot \). Right: mean gas velocity as a function of time for T3H (solid) and T3L (dotted). The gas in T3L is accelerated to a height of \( 8192 h_\odot \).
We compute \( \sigma_{\rho F} \) over the whole simulation domain, but only including grid zones with \( \rho \geq 10^{-6} \rho_\infty \). The density floor in the correlation excludes the background region where the density is low and the flux is near the fiducial value. If this region is not excluded, it skews the correlation due to the large fraction of the simulation volume at these low densities.

Since density and flux are anti-correlated, we find a negative value for \( \sigma_{\rho F} \), with variations on shorter timescales but no long-term evolution in any run. We also find that \( \sigma_{\rho F} \) is, on average, higher for larger \( \tau_\infty \). The shorter timescale variation of \( \sigma_{\rho F} \) with time does not closely track the variation of \( f_{\text{trap}} \) for any of the runs, suggesting that effects other than the flux–density correlation are impacting the trapping factor. The behaviors of \( f_{\text{trap}} \) and \( \sigma_{\rho F} \) in the VET simulations are different from that in the FLD simulation (see the Appendix, Figure 10). Similar to KT13, we find that the trapping factor \( f_{\text{trap}} \) drops with time in the FLD run. This decrease of \( f_{\text{trap}} \) matches a trend toward increasingly negative (more anti-correlated) \( \sigma_{\rho F} \) with time. As in the VET runs, there is no clear correspondence between variations in \( \sigma_{\rho F} \) and \( f_{\text{trap}} \) on shorter timescales, but the overall downward trend is suggestive that the simulation is allowing a larger fraction of the radiation flux to escape through low-density channels as the run progresses.

These results suggest that radiative RTI has relatively little impact on the long-term evolution of the flux–density correlation or trapping factor in our VET simulations. Analysis of the linear instability to radiative RTI (Jacquet & Krumholz 2011) in optically thin and adiabatic limits suggests that these flows should be linearly stable when \( g \rightarrow 0 \). This does not preclude nonlinear interactions that cause channels to develop or widen, but there also is no clear motivation for radiative RTI to have a strong impact on the density structure and resulting momentum coupling in this limit, where \( g \rightarrow 0 \).

### 3.4. Velocity Distribution

Figure 8 shows mass-weighted velocity probability distribution functions (PDFs) in \( y \)-direction for four runs: T1, T3L, T3H, and T10. Since the initial condition for T1 is quasi-steady, the velocity distribution is nearly symmetric at \( v_y = 0 \). On the other hand, the initial velocity distributions for T3L, T3H, and T10 are asymmetric with a tail extending to \( v_y \sim 20–30 \text{ km s}^{-1} \), indicating that most of the gas has already been accelerated at the base of the system. As time evolves, the PDFs for all runs shift to a higher velocity of \( v_y \). Higher \( \tau_\infty \) gives a higher acceleration, and a larger spread of velocities. This is consistent with Figure 4 that larger \( \tau_\infty \) leads to faster acceleration and larger velocity dispersion. Also, the panels for T3L and T3H show that resolution does not change the PDF qualitatively.

### 4. Discussion

#### 4.1. Momentum Transfer between Radiation and Gas

In KT13, a linear fit of \( f_{\text{trap}} \) is given by \( f_{\text{trap}} \approx 0.5 \) in the limit of \( f_{E,*} \rightarrow \infty \). They adopt an interpolation for \( f_{\text{trap}} \) as a
function of $\tau_b$ and $f_{E,*}$, and conclude that winds can only be produced from systems with $f_{E,*} \gtrsim 1$ (super-Eddington limit). However, using the VET method, we find different conclusions. In this section, we put gravity back to estimate wind acceleration by radiation in a gravity field.

Note that Figure 6 shows that $f_{\text{trap}}$ is approximately flat without gravity $f_{E,*}$. Recall the relation that

$$f_{E,V} = \left(1 + f_{\text{trap}}\right) \frac{f_{E,*}}{\tau_b}$$

For $f_{E,*} \lesssim 1$ (but not $f_{E,*} \ll 1$), the radiative RTI regulates equilibrium between infrared radiation and gravity. Thus, we have $f_{E,V} \sim 1$ and $f_{\text{trap}} \simeq \tau_b f_{E,*} - 1$. On the other hand, Figure 9 shows the time-averaged values of $f_{\text{trap}}$ as a function of $\tau_b$ in the limit of $f_{E,*} \rightarrow \infty$ and the linear fitting of the points. We find that the estimate $f_{\text{trap}} \sim f_{\text{trap}}^0 \simeq \tau_b / f_{E,*} - 1$ holds, where $(f_{E,*})_0$ is the initial Eddington ratio where the wind is launched.

Including gravity, Equation (20) can be written as

$$\frac{d \langle \nu \rangle}{dt} = f_{\text{rad}} - g.$$  

Combining Equations (22), (25), (28), and (29) yields the equation for the net rate of momentum coupling

$$\frac{dp_{\text{wind}}}{dt} = \left(1 + f_{\text{trap}}\right) \left(1 - \frac{1}{f_{E,V}}\right) L \frac{c}{c}.$$  

Here $dp_{\text{wind}}/dt$ is the momentum injection as a combination of both infrared radiation acceleration and gravitational deceleration. Note that $f_{E,V}$ $(f_{E,*})_0 / (f_{E,*})_0$ or $f_{E,V} \simeq (f_{E,V})_0 / (f_{E,*})_0$, and $1 + f_{\text{trap}} \simeq 1 + (f_{\text{trap}})_0 = \tau_b (f_{E,V})_0 / (f_{E,*})_0$ according to our simulations, and since $(f_{E,V})_0 \gtrsim 1$, from Equation (30), we obtain

$$\frac{dp_{\text{wind}}}{dt} \sim \frac{\tau_b}{(f_{E,*})_0} \left[1 - \frac{(f_{E,*})_0}{f_{E,*}}\right] L \frac{c}{c}.$$  

For an infrared optically thick disk, the gravitational force initially drops faster than the radiation force with the height, $f_{E,*}$ increases monotonically with the height above the disk, the Eddington ratio above the disk is higher than that at the base of the system, i.e., $f_{E,*} > (f_{E,*})_0$ (e.g., Zhang & Thompson 2012). If we include the direct radiation from the stellar UV light, we have the total momentum injection from radiation

$$\frac{dp_{\text{wind}}}{dt} \sim \left[1 + \frac{\tau_b}{(f_{E,*})_0}\right] L \frac{c}{c}.$$  

This is consistent with the result obtained at the base of the system (see Section 5.4 in D14). According to D14, $\tau_b/(f_{E,*})_0$ represents the effective infrared optical depth for momentum transfer, which is slightly lower than the $\tau_E$ of the system. Here $\tau_E$ can be estimated by the volume-weighted mean optical depth

$$\tau_V = L_g / (c k \rho).$$

We average $\tau_V$ in our simulations and find $\langle \tau_V \rangle = 1.8$ in T1, 7.9 in T3L, 8.5 in T3H, and 48.3 in T10; thus, we can define the efficiency $\eta$ where $\eta \tau E$ is equivalent to $\tau_V / (f_{E,*})_0$. Therefore, we find $\eta \approx 0.90$ in T1, 0.71 in T3L, 0.69 in T3H, and 0.47 in T10.

We conclude that for $f_{E,*} > (f_{E,*})_0$, radiation pressure on dust is able to drive an unbound wind. The momentum transfer from the radiation field to the gas is amplified by a factor of $\eta \tau E$ with $\eta \approx 0.5-0.9$, increasing with the optical depth in the atmosphere.

### 4.2. Rapidly Star-forming Galaxies and Starbursts

Since $\tau_b$ and $f_{E,*}$ are the most important parameters in the simulations, it is worthwhile to estimate them in real rapidly star-forming galaxies and starbursts. KT13 calculated $\tau_b$ and $f_{E,*}$ analytically using a mass-to-light ratio motivated by the starburst99 model (Leitherer et al. 1999). We estimate $\tau_b$ and $f_{E,*}$ using recent observation data. We consider the gas surface density in a galactic disk is $\Sigma_E = 10^{5} \Sigma_{\text{g}1} M_\odot \text{pc}^{-2}$, the infrared flux is $I_{\text{IR}} = 10^{3} F_{\text{IR},13} L_{\odot} \text{pc}^{-2}$, where $10^{4} M_\odot \text{pc}^{-2}$ (2.1 g cm$^{-2}$), and $10^{13} L_{\odot} \text{pc}^{-2}$ are the typical surface densities and fluxes in LIRGs/ULIRGs (e.g., Thompson et al. 2005). The characteristic temperature in the atmosphere is given by $T_b = (F_{\text{IR}} / a_c c)^{1/4}$, and the surface gravitational force is $g = 2 \pi G \Sigma_{\text{g}1} / r^1$, where $f_s = 0.5f_{g,0.5}$ is the mass fraction of the gas. Thus, we have

$$\tau_b^{\text{max}} = 2.8 \Sigma_{\text{g}1} F_{\text{IR},13}^{1/2},$$

$$f_{E,*} = 0.10 f_{g,0.5} F_{\text{IR},13}^{1/2} \Sigma_{\text{g}1} E^{-1}.$$  

Here, Equation (34) gives an upper bound of the infrared optical depth in the atmosphere of the galaxy. We estimate these two values using the most recent observation of LIRGs and ULIRGs measured and compiled by Barcos-Muñoz et al. (2016). They have observed 22 local LIRGs and ULIRGs using the Very Large Array radio observation. We take LIRGS/ULIRGs in their work as a sample. Since molecular gas is presumably the dominant component in LIRGs and ULIRGs, especially in the central regions, we use their molecular gas density $\Sigma_{\text{mol}}$ as our estimate for $\Sigma_{\text{g}1}$

Using the data in Barcos-Muñoz et al. (2016), we find that most LIRGS/ULIRGs have $f_{E,*} < 1$, and about one-fourth of them have $f_{E,*} \sim 0.1-1$. The values of $\tau_b^{\text{max}}$ are typically large $\tau_b^{\text{max}} \gtrsim 1-10$, suggesting that a large $\tau_b \gtrsim 1$ in the atmosphere is possible. For example, Arp 220 has molecular gas density $\Sigma_{\text{mol}} \sim 4.9 \times 10^{4} M_\odot \text{pc}^{-2}$ and a flux of $F_{\text{IR}} \sim 6.1 \times 10^{13} L_{\odot} \text{pc}^{-2}$, corresponding to $f_{E,*} \sim 0.3$ and $\tau_b^{\text{max}} \sim 30$. Although $\tau_b$ of the atmosphere is much less than the total $\tau_b$, we still expect $\tau_b \gtrsim 1$. Our simulation suggests that the infrared radiation may launch dusty gas out of the galaxy, as $f_{E,*}$ drops above the galactic disk, the gas may be accelerated and become unbound. Moreover, an extreme case is given by the ULIRG Mrk 231 (UGC 08058) with $\Sigma_{\text{mol}} \sim 1.7 \times 10^{5} M_\odot \text{pc}^{-2}$ and $F_{\text{IR}} \sim 2.6 \times 10^{14} L_{\odot}$ in $L_{\text{pc}}^{-2}$, corresponding to $f_{E,*} \sim 0.8$ and $\tau_b^{\text{max}} \sim 2.3 \times 10^{2}$. Although Mrk 231 has active galactic nucleus activities (e.g., Rupke & Veilleux 2011), these results suggest that infrared radiation alone could drive a powerful dusty wind in Mrk 231.

An important caveat to the above analysis is that Equations (34) and (35) implicitly assume $\Sigma_{\text{g}1} \propto T^2$. This relation approximately holds only for $T \lesssim 150$ K and can lead to a possible over-estimation of $f_{E,*}$ and $\tau_b$ for higher temperatures. For example, the value of $f_{E,*} \sim 0.8$ comes about because $T_b \approx 150$ K and yields $\tau_{E, \text{g}1} \approx 6.8 \text{ cm}^2 \text{ g}^{-1}$. Becoming super-Eddington requires $\tau_{E, \text{g}1}$

\footnote{Note that the measurements of $\Sigma_{\text{mol}}$ are uncertain, depending on the assumed conversion factor of CO to H$_2$, and the assumption that the emitting area is well-characterized by the 33 GHz emission. More discussion on these assumptions is given in Barcos-Muñoz et al. (2016).}
increase to 8.6 cm$^2$ g$^{-1}$. It is unclear whether such high infrared dust opacities are obtained in these systems. These values depend on both the dust distribution and dust-to-gas ratio. One could alternatively follow Skinner & Ostriker (2015) and formulate a bound on the Eddington ratio in terms of the light-to-mass ratio and an assumed maximum opacity. Their Equation (12) says that super-Eddington fluxes require

$$\kappa_R > 15 \text{ cm}^2 \text{g}^{-1} \left( \frac{\Psi}{1700 \text{ erg s}^{-1} \text{g}^{-1}} \right)^{-1},$$

(36)

where $\Psi$ is the light-to-mass ratio. These results lead one to conclude that both a very large light-to-mass ratio and a high maximum dust opacity are required for radiative pressure alone to drive outflows.

In general, we find many of the systems in the Barcos-Muñoz et al. (2016) sample have $f_{E,*} \lesssim 1$ and $\tau_R > 1$. Since gas can be launched by radiation from an initially marginally sub-Eddington system, and as $f_{E,*}$ increases with the height above the ULIRG disk, gas may potentially be accelerated to the observed velocities. If the dust opacities and light-to-mass ratios are sufficiently large, radiation may be able to play a dominant role in driving outflows, but this is most likely only the case in a subset of the most extreme star-forming galaxies. Radiation pressure may also operate in concert with other driving mechanisms (e.g., supernova, cosmic rays) in less extreme systems. The key result of our analysis is that it does not seem that RTI alone fundamentally prevents radiative acceleration of outflows.

5. Conclusions

We study the dusty winds driven by radiation pressure in the atmospheres of rapidly star-forming environments. Krumholz & Thompson (2013; KT13) used the FLD algorithm in a two-dimensional problem, modeling the radiation hydrodynamics (RHD) of a column of gas that is accelerated by a constant infrared radiation flux. We apply the more sophisticated variable Eddington tensor (VET) algorithm to re-examine the problem in KT13. In the absence of gravity, the system, which is characterized by the initial optical depth ($\tau_0$) of the gas and the initial conditions, gives an upper limit on momentum transfer between radiation and gas. We carry out four runs with different $\tau_0$ and varying resolutions. In each simulation, the initial state of the gas is given by the end state of the simulation in D14 with the same $\tau_0$ and resolution, but including gravity ($f_{E,*} = 0.5$). In D14, the gas evolves only at the base of the system. We expand the vertical direction of the computational domain, and study the wind–gas interaction and momentum coupling between the radiation field and the gas.

We find that the gas spreads out along the height of the box with increased mean velocity and velocity dispersion, due to the interaction of the dusty gas and the radiation force. However, the radiative RTI does not seem to be limiting momentum transfer as in KT13. We find that the momentum coupling between gas and radiation in the absence of gravity is similar to that with gravity. The trapping factor $f_{\text{trap}}$, which measures the momentum transfer from the radiation to the gas (see Equation (22)), has the same value to within a factor of two or less at the base of the system. Combining the results in D14, we conclude that dusty gas can be accelerated by radiation even in an initially sub-Eddington system $f_{E,*} < 1$, and the momentum from the radiation couples well with the gas during the wind propagation. For $f_{E,*}$ increasing along the height of the system, the momentum transfer from radiation to gas is approximate

$$\frac{d p_{\text{wind}}}{dt} \approx \left\{ 1 + \eta \tau_R \left[ 1 - \left( \frac{f_{E,*}}{f_{E,*}^{t_{E,*}}} \right) \right] \right\} \frac{L_c}{c},$$

(37)

where ($f_{E,*}^{t_{E,*}}$) is the Eddington ratio at the base of the system, $\tau_R$ is the integrated infrared optical depth through the dusty gas, and the efficiency $\eta$ is estimated to be $\sim 0.5$–0.9 from $\tau_0 = 1$ to $\tau_0 = 10$. Thus, the momentum transfer from the radiation to the wind is not merely $\sim L_c / c$, but is amplified by a factor of $\eta \tau_R$. Therefore, we conclude that radiation pressure may still be an important mechanism to drive winds in rapidly star-forming galaxies and starbursts.
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Appendix

Flux-limited-diffusion Algorithm

In order to isolate the effects of the radiation transfer algorithm, we carry out a single simulation with the ATHENA FLD module to compare with our VET results. We choose $\tau_0 = 3$ with the computational box size of $[L_\perp \times L_z]/h_L = 256 \times 2048$ and a high resolution $N_\perp \times N_z = 1024 \times 8192$. The boundary
conditions match the FLD boundaries described in further detail in D14. The horizontal boundary conditions are periodic. The bottom vertical boundary is chosen to enforce a constant flux at the base and the top vertical boundary assumes a free-streaming limit. The initial condition for the FLD run is set up by the end state of the T3_F0.5_FLD run described in D14. The gas in T3_F0.5_FLD eventually reaches a quasi-steady state in a gravitational field, and we take the gas at \( t = 200 \) in T3_F0.5_FLD as the initial condition of our FLD run, then we turn off the gravity. Following D14 (see also KT12), we adopt a diffusion-like equation for the flux instead of the VET algorithm

\[
F_r = -\frac{c\lambda}{\sigma_F} \nabla E_r, \tag{38}
\]

where the flux-limiter is given by

\[
\lambda = \frac{R}{\coth R - \frac{1}{R}} \quad \text{and} \quad R = \frac{\nabla E_r + \beta}{\sigma F E_r}. \tag{39}
\]

The parameter \( \beta \) is a small number as an effective floor on \( R \) in an infrared optically thin region, it helps to obtain convergence in the FLD code. We choose \( \beta = 4 \times 10^{-4} \), as given in D14.

We find that the gas is accelerated much more slowly than that in T3L and T3H runs in Section 3. We stop the run at \( t = 25t_o \sim 60 \) kyr when the gas spreads out and almost fills out the entire computational box. Similar to KT13, we find that the
FLD run forms many long and vertically oriented low-density channels where the flux can escape. The upper panel of Figure 10 shows the trapping factor in the FLD run. We still use the definition of $f_{\text{trap}}$ in Equation (22), but plot $1 + f_{\text{trap}}$ instead of $f_{\text{trap}}$. Our results are qualitatively consistent with KT13, but we find the trapping factor drops even further than they do and the resulting momentum coupling is even weaker than they claim. Importantly, the clear differences between these results shown in Figure 10 and our VET results in Figures 6 and 7 provide a strong indication that the drop in trapping factor observed by KT13 is a radiation transfer dependent effect.

The lower panel in Figure 10 shows the volume-weighted correlation between density $\rho$ and y-direction flux $F_y$, excluding grid zones with density $\rho < 10^{-6} \rho_s$. As far as the simulation ends, we find that $\sigma_y$ also decreases with time. Some form of radiative RTI may be responsible for the trapping factor decreasing though it is unclear if the standard radiative RTI would be present as a linear instability in this limit, where $g \to 0$. As discussed in Section 3.3, we conclude that radiative RTI, if present at all, has relatively little impact in VET simulations in a long-term evolution.
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