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Abstract

Sudden stratospheric warming (SSW) events can occur as either a split or a displacement of the stratospheric polar vortex. Recent observational studies have come to different conclusions about the relative impacts of these two types of SSW upon surface climate. A clearer understanding of their tropospheric impact would be beneficial for medium-range weather forecasts and could improve understanding of the physical mechanism for stratosphere-troposphere coupling. Here we perform the first multimodel comparison of stratospheric polar vortex splits and displacements, analyzing 13 stratosphere-resolving models from the fifth Coupled Model Intercomparison Project (CMIP5) ensemble. We find a wide range of biases among models in both the mean state of the vortex and the frequency of vortex splits and displacements, although these biases are closely related. Consistent with observational results, almost all models show vortex splits to occur barotropically throughout the depth of the stratosphere, while vortex displacements are more baroclinic. Vortex splits show a slightly stronger North Atlantic surface signal in the month following onset. However, the most significant difference in the surface response is that vortex displacements show stronger negative pressure anomalies over Siberia. This region is shown to be colocated with differences in tropopause height, suggestive of a localized response to lower stratospheric potential vorticity anomalies.

1. Introduction

Variability of the winter polar stratosphere often precedes significant circulation and temperature anomalies at the Earth’s surface. This influence has been shown to be particularly strong following the rapid breakdown of the stratospheric polar vortex; events known as sudden stratospheric warmings (SSWs) [e.g., Baldwin and Dunkerton, 2001; Thompson et al., 2002; Kidston et al., 2015]. Recent studies [e.g., Nakagawa and Yamazaki, 2006; Charlton and Polvani, 2007; Mitchell et al., 2013] have assessed the surface impact of two types of SSW: vortex splits, in which the vortex divides into two separate vortices, and vortex displacements, in which it moves far away from the pole. A better understanding of the relative impacts of vortex splits and displacements would serve to improve medium-range weather predictions following such events and could provide insight into the physical mechanism by which the stratosphere influences the troposphere. This study presents the first multimodel analysis of the simulation of vortex splits and displacements and their surface influence.

Vortex splits and displacements were identified in a 40 year reanalysis data set by Charlton and Polvani [2007], who conclude that there is no statistically significant difference in their surface impacts. On the other hand, Mitchell et al. [2013] use the same data set but a different method to classify events and conclude that vortex splits have a significantly larger surface impact. Mitchell et al. [2013] discussed the possibility that differences in the two methods have led to these contradictory results. Both studies, however, have relatively large statistical uncertainty because of the few SSWs (about 40) in the observational record; uncertainty which is further amplified when subdividing events into vortex splits and displacements.

Mitchell et al. [2013] tested the significance of the surface northern annular mode (NAM) following vortex splits and displacements against randomly chosen winter periods, finding the difference following splits to be significant, but not following displacements (see their Figure 5). However, they did not test whether anomalies following vortex splits and displacements are significantly different from each other. Such a test is shown in Figure 1 which uses events calculated by Seviour et al. [2013] (the majority of which coincide with those of Mitchell et al. [2013]). It can be seen that while the NAM signal following splits is larger than displacements,
the difference is not statistically significant at the 95% level. This further illustrates uncertainties analyzing the small number of observed events. Modeling studies can compliment these observational results in providing much larger sample sizes of these events.

In this study we identify more than 900 vortex splits and displacements in 13 climate model simulations from the fifth Coupled Model Intercomparison Project (CMIP5) ensemble [Taylor et al., 2012]. SSW events in the CMIP5 ensemble were previously analyzed by Charlton-Perez et al. [2013], who found a larger, more realistic frequency of events in “high-top” models (those with a lid height above the stratopause). Motivated by these results and other studies comparing high- and low-top models [e.g., Cagnazzo and Manzini, 2009; Osprey et al., 2013], we limit this analysis to high-top models only. Charlton-Perez et al. [2013] used the conventional zonal-mean definition of SSW events (a reversal to easterly of the zonal-mean zonal wind at 60°N, 10 hPa). Their analysis is extended here to consider the two-dimensional variability of the polar vortex using vortex moment (or “elliptical”) diagnostics [e.g., Waugh, 1997], see further details in section 2.2.

Mitchell et al. [2012] previously compared vortex moment diagnostics in climate model simulations from the second Chemistry-Climate Model Validation (CCMVal-2) project, but their analysis was limited because only 3 of the 18 models in CCMVal-2 provided the daily potential vorticity (PV) necessary for the calculation of moment diagnostics. They also did not classify vortex splits and displacements per se, instead focusing on the mean state of the vortex. O’Callaghan et al. [2014] have since identified vortex splits and displacements in a primitive equation model using vortex moment diagnostics applied to the PV field. They found significantly stronger positive surface NAM anomalies in the 30 days following vortex splits than following vortex displacements, in agreement with Mitchell et al. [2013]. In this study we use the method of Seviour et al. [2013] to calculate moment diagnostics based on geopotential height (a quantity output by all CMIP5 models), and we use a simple threshold method to distinguish between vortex splits and displacements.

There are three main objectives to this investigation. First, we wish to evaluate the current state of models’ representation of the stratospheric polar vortex and stratosphere-troposphere coupling, including whether there are any consistent biases among models. Second, we aim to determine if there is a relationship between model parameters and biases in the representation of vortex variability, which may motivate future model improvements. Third, we will investigate whether the increased sample size of the CMIP5 ensemble can be used to better understand the surface response to vortex splits and displacements.

2. Data and Methods
2.1. CMIP5 Models

The analysis in this paper considers only climate models with a lid height above the stratopause from the CMIP5 ensemble. In total, 13 such models (listed in Table 1) were available from eight different modeling
Table 1. Parameters of the CMIP5 Models Studied in This Paper

| Model              | Ensemble Size | Lid Height (km) | Levels | $dh$ (km) | $dz_1$ (km) | $dz_2$ (km) |
|--------------------|---------------|-----------------|--------|-----------|-------------|-------------|
| CanESM2            | 5             | 48.1            | 35     | 268       | 1.48        | 2.30        |
| CMCC-CESM          | 1             | 80.6            | 39     | 536       | 1.49        | 1.89        |
| CMCC-CMS           | 1             | 80.6            | 95     | 268       | 0.65        | 0.68        |
| GFDL-CM3           | 5             | 76.3            | 48     | 191       | 1.32        | 1.75        |
| HadGEM2-CC         | 3             | 84.1            | 60     | 144       | 0.82        | 1.18        |
| IPSL-CMSA-LR       | 5             | 70.4            | 39     | 254       | 1.21        | 1.75        |
| IPSL-CMSA-MR       | 3             | 70.4            | 39     | 169       | 1.21        | 1.75        |
| IPSL-CMSB-LR       | 1             | 70.4            | 39     | 254       | 1.21        | 1.75        |
| MIROC-ESM-CHEM     | 1             | 87.8            | 80     | 399       | 0.77        | 0.73        |
| MPI-ESM-LR         | 3             | 80.6            | 47     | 268       | 0.87        | 1.70        |
| MPI-ESM-MR         | 3             | 80.6            | 95     | 268       | 0.65        | 0.68        |
| MRI-CGCM3          | 1             | 80.6            | 48     | 107       | 0.88        | 1.87        |
| MRI-ESM1           | 1             | 80.6            | 48     | 107       | 0.88        | 1.87        |

*Where the model lid is defined in terms of pressure, its height was estimated using $z = -H \ln(p/p_0)$ with $H = 7$ km, and $p_0 = 1000$ hPa. Following Anstey et al. [2013], horizontal resolution, $dh$, is estimated at 45°N and vertical resolution is shown averaged over two regions; 5–15 km ($dz_1$) and 15–30 km ($dz_2$).*
Figure 2. (a–n) Distributions of centroid latitude (y axis) and aspect ratio (x axis) for ERA-40/I (Figure 2a and grey lines in Figures 2b–2n) and the CMIP5 models (Figures 2b–2n; red lines). Joint distributions are shown with a logarithmic scale such that red squares represent the densest regions.
Previous studies which have calculated moment diagnostics for the stratospheric polar vortex have used PV on an isentropic surface, a quantity which is conserved for adiabatic processes. However, this is not commonly output by climate models and is computationally expensive to calculate, leading the majority of models being excluded from previous studies [Mitchell et al., 2012]. Motivated by this, Seviour et al. [2013] developed a method to calculate the moment diagnostics using geopotential height on isobaric levels, a quantity archived by almost all climate models. They showed this to be highly correlated with the PV-derived diagnostics, and so geopotential height is used in the present study. In order to calculate the moment diagnostics, it is necessary to define a contour representing the vortex edge. For each model, this is taken to be the value of the December–March mean zonal-mean geopotential height at 60°N and 10 hPa. This allows for any biases in the mean geopotential height between different models.

Vortex splits and displacements are defined according to the threshold method described by Seviour et al. [2013]. A vortex split is identified when the aspect ratio remains higher than 2.4 for 7 days or more, and a displacement requires the centroid latitude to remain equatorward of 66°N for 7 days or more. These thresholds were chosen to give a similar frequency of vortex splits and displacements as the previous studies of Charlton and Polvani [2007] and Mitchell et al. [2013]. Seviour et al. [2013] showed that of 35 events identified using this method in reanalyses from 1958 to 2009, just two events were not captured by either of the past studies. In calculating events for the CMIP5 models the same thresholds are used for each model, so as to identify, as much as possible, geometrically equivalent events. As in Seviour et al. [2013], events are limited to December–March.

3. Results
3.1. Vortex Mean State and Variability

Joint distributions of daily centroid latitude and aspect ratio from each of the models are shown in Figure 2, along with those from ERA-40/I. For each model the joint distribution histogram is plotted with a logarithmic color scale which is normalized according to the number of days in each model simulation. The joint distribution for ERA-40/I has an approximately triangular distribution with high aspect ratio/poleward centroid latitude, and low aspect ratio/equatorward centroid latitude being relatively more common than high aspect ratio/equatorward centroid latitude. The shape of this distribution is well replicated by most of the models, although CanESM2 has a significantly different shape, with the high aspect ratio/equatorward centroid latitude being more common.

There are a range of biases among models. CanESM2 has a modal centroid latitude which is about 5° more equatorward than ERA-40/I. Contrastingly, GFDL-CM3 has a modal centroid latitude about 2.5° more poleward. CMCC-CESM displays a clear bias in the aspect ratio, with a distribution much less skewed toward high values than in reanalysis. The majority of these biases are consistent throughout the winter season, with the exception of CanESM2, for which the equatorward bias is stronger in early winter. The seasonally varying averages of the moment diagnostics for each model are shown in the supporting information (Figure S1).

The frequency of vortex splits and displacements in each of the models is shown in Figure 3. The combined frequency of events for each of the CMIP5 models agrees well with the SSW frequency calculated by Charlton-Perez et al. [2013], who identified events based on the reversal of zonal-mean zonal wind at 60°N and 10 hPa. They also found HadGEM2-CC to have the highest frequency of events within the CMIP5 ensemble, while MRI-CGCM3 is the high-top model with the lowest frequency of SSWs in their study (excluding GFDL-CM3 and MRI-ESM1, which Charlton-Perez et al. [2013] did not analyze, from the comparison, MRI-CGCM3 becomes the second lowest frequency in the present study). This similarity between Charlton-Perez et al. [2013] and the present study indicates that the close relationship between moment diagnostics-defined events and SSWs defined by zonal-mean zonal wind, as described by Mitchell et al. [2013] and Seviour et al. [2013], also holds for climate models.

As well as the large differences in the combined frequency of vortex splits and displacements, Figure 3 shows that the ratio of frequencies of vortex splits to displacements varies significantly between models. For instance, CanESM2 and CMCC-CESM simulate almost entirely vortex displacements, while IPSL-CM5B-LR and GFDL-CM3 simulate almost entirely vortex splits. In the multimodel mean (MMM) these biases largely cancel to give an approximately equal ratio of splits to displacements, which is in agreement with reanalysis.

The seasonal distribution of these displaced and split vortex events is illustrated in Figure 4. Some models (CMCC-CMS, HadGEM2-CC, and IPSL-CM5A-LR) replicate the observed distribution, with split vortex events
Figure 3. Frequency of split and displaced vortex events in the CMIP5 models, ERA-40/I, and the multimodel mean (MMM). Error bars are for the frequency of all events and represent 1σ range, assuming a binomial distribution of events. The grey shaded region represents the 1σ range for ERA-40/I, along with the mean (dashed line).

being more likely in early winter and displaced vortex events in late winter. Other models, however, have a very different distribution of events. CanESM2, CMCC-CESM, and MPI-ESM-LR all show little seasonal variability in the frequency of events.

Composites of 10 hPa geopotential height over the 10 days following the onset of splits and displacements are shown in Figure 5 for ERA-40/I and the MMM. The mean shape of splits and displacements is very similar in the MMM and in ERA-40/I, with splits occurring approximately along the 90°W to 90°E axis and displacements with a vortex shifted toward Scandinavia and Siberia. The same features can also be seen in the majority of individual models (see supporting information, Figure S2). This confirms that the method used here succeeds in capturing similar events to those seen in observations.

It is now considered how model biases in the climatology of the stratospheric polar vortex affect the frequency of vortex splits and displacements. The climatological average state of the vortex is defined by the mode (the peak of the probability distribution function) of the aspect ratio and centroid latitude. This quantity represents the most likely state of the vortex, and unlike the mean, is not affected by extreme values (the relationship between the mean and mode of aspect ratio and centroid latitude is shown in the supporting information, Figure S3). The peak can be estimated by the maximum value of a histogram; however, this introduces significant random errors and is sensitive to the selection of bin size. A more accurate estimation of the mode can be made by fitting the aspect ratio and centroid latitude with an analytic distribution and then finding the peak of that distribution. Following Mitchell et al. [2011], we fit the aspect ratio with a generalized extreme value (GEV) distribution of the form

\[ f(x; \mu, \sigma, \xi) = \frac{\xi}{\sigma} \left(1 + \frac{x - \mu}{\sigma}\right)^{-1-\frac{1}{\xi}}, \]  

(2)

with

\[ a = 1 + \frac{\xi}{\sigma} \frac{x - \mu}{\sigma}, \]  

(3)

where \( \mu \) is the location parameter, \( \sigma \) the scale parameter, and \( \xi \) the shape parameter. These parameters are determined using the method of maximum-likelihood estimation [Wilks, 2006]. This method is also used to fit a Gaussian distribution to the cube of the centroid latitude and then the cube root taken to return the original distribution (this is carried out because an analytic distribution does not fit the unscaled centroid latitude). The use of these distributions is statistically, rather than physically motivated. Mitchell et al. [2011]
found them to accurately fit the histograms of centroid latitude and aspect ratio in reanalysis data, except for the extreme tails of the distribution. Qualitative inspection of the distribution for each model confirms that they also provide a similarly good fit to each of the model's histograms.

Figure 6 shows the relationship between the modal aspect ratio and centroid latitude and frequency of vortex splits and displacements. A strong linear relationship exists in both cases, demonstrating that biases in the average state of the vortex account for the vast majority of intermodel spread in the representation of...
extremes. Hence, models are consistent in their representation of the variability of aspect ratio and centroid latitude, relative to the model climatology. Figure 6 also shows that the values for ERA-40/I lie very close to the best fit lines of the CMIP5 models. This implies that the accuracy of a model’s representation of the frequency of vortex splits and displacements can be significantly improved by a more accurate average vortex state. This is an extension of the result of Butchart et al. [2011], who related the model mean polar stratospheric state to the frequency of traditionally defined SSWs. Furthermore, while the ERA-40/I value for modal centroid latitude lies approximately in the middle of that for the CMIP5 models, only two models have a larger modal aspect ratio than ERA-40/I, indicating that a too circularly symmetric vortex is a common bias among models.

Figure 6. Comparison of the (a) DJFM mean aspect ratio with frequency of split vortex events and (b) DJFM mean centroid latitude with frequency of displaced vortex events in the CMIP5 ensemble and ERA-40/I. Linear regression lines and the corresponding correlation coefficients are also shown.
Given that the modal aspect ratio and centroid latitude are closely related to the frequency of splits and displacements, it is of interest whether any model parameters in turn control the modal aspect ratio and centroid latitude. Relationships with the parameters listed in Table 1 have been tested, but there are no statistically significant correlations between the modal aspect ratio or centroid latitude and horizontal resolution or between the centroid latitude and vertical resolution. However, a stronger relationship is found between vertical resolution and the modal aspect ratio and this is shown in Figure 7. These relationships appear quite nonlinear, with aspect ratio being relatively more sensitive to changes in resolution when the resolution is coarse (high \(dz\)) and less sensitive when the resolution is finer (low \(dz\)). This can be seen in that the Spearman’s rank correlations (which test the monotonicity of the relationships) are more statistically significant than the linear correlations. Even so, the relatively wide scatter of points indicates that vertical resolution fails to account for a substantial fraction of intermodel variability in the modal aspect ratio.

The two measures of vertical resolution are themselves correlated \((r = 0.79)\) so it is difficult to interpret which of the two regions (if any) has the largest impact on the modal aspect ratio. However, previous studies have shown there to be strong vertical gradients in the static stability and vertical shear of zonal wind near the tropopause [Chen and Robinson, 1992; Grise et al., 2010], both of which affect the planetary wave refractive index [Matsuno, 1970] and so the propagation of planetary waves into the stratosphere. Hence, the ability to resolve sharp vertical gradients in this region could significantly affect the simulation of stratospheric polar vortex variability. Other factors not considered here, such as the model representation of gravity waves, are also likely to play an important role.

### 3.2. Stratosphere-Troposphere Coupling

The time-height evolution of the atmosphere before and after vortex splits and displacements in ERA-40/I and the CMIP5 multimodel mean are displayed in Figure 8. This shows composites of polar cap \((60^\circ–90^\circ N)\) average geopotential height \((Z)\) anomalies from 90 days before to 90 days following events. The anomalies are calculated from the climatology of each day for each model. Polar cap \(Z\) is highly correlated \((r > 0.95)\) with the northern annular mode (NAM) (calculated from zonal mean \(Z\) according to the method of Baldwin and Thompson [2009]) over the levels shown in Figure 8. Kushner [2010] also demonstrated composites of the NAM and polar cap \(Z\) following SSWs to be very similar.

The MMM is calculated so as to give each event an equal weight (rather than each model) and so does not give undue weight to models with only a small number of events. On the other hand, this does mean that greater weight is given to models with more ensemble members and more events (almost one third of all displaced vortex events come from CanESM2). Hence, it is important to check features seen in the MMM for consistency among models. Individual composites for each model are shown in the supporting information (Figure S4).

There are large intermodel differences in the evolution of polar cap \(Z\) following vortex splits and displacements, both in the stratosphere and troposphere. In the MMM, these combine to give a persistence of lower stratospheric anomalies slightly greater than reanalysis and relatively weak stratospheric precursors for both vortex splits and displacements. Models vary most in the tropospheric anomalies over 10–90 days following events, with some showing weaker anomalies than reanalysis and others stronger.
As well as these large intermodel differences, there are also some consistent features among models which are apparent in the MMM. Almost all models show a barotropic onset to vortex splits, with anomalies occurring at the same time throughout the depth of the stratosphere. In contrast, vortex displacements appear more baroclinic, with onset occurring first in the upper or midstratosphere and descent to the lower stratosphere taking about 2 weeks. The same difference in baroclinicity is found in reanalysis, indicating that it is likely to be a robust difference.

Mean sea level pressure (MSLP) anomalies averaged over the 30 days following vortex splits and displacements are shown in Figure 9 for ERA-40/I and the CMIP5 MMM, again calculated so as to give each event an equal weight. The climatology from which anomalies are calculated is the average for each day of the year at each spatial location, smoothed with a 10 day running mean. Composites for individual models are shown in the supporting information (Figure S5).

Following both vortex splits and displacements, all models show a positive MSLP anomaly near the North Pole and a negative anomaly centered over Western Europe and the North Atlantic. This pattern gives a negative projection onto the North Atlantic Oscillation and is on average slightly (about 2 hPa) stronger following splits than displacements, although this difference is not statistically significant (see Figure 10). Less consistent among models are anomalies over the North Pacific; many models (e.g., MRI-CGCM3 and IPSL-CM5A-LR) show positive anomalies, while MPI-ESM-LR and MPI-ESM-MR have negative anomalies following both split and displaced vortex events. MIROC-ESM-CHEM has different sign anomalies in the North Pacific following split (negative) and displaced (positive) vortex events. In the MMM, a weakly positive North Pacific anomaly is seen.

This inconsistency in the Pacific anomalies has important consequences for the interpretation of the zonal mean anomalies following vortex split and displacement events shown in Figure 8. For instance, the IPSL-CM5A-LR model shows weak tropospheric anomalies (relative to other models) of polar cap averaged $Z$ following split and displaced vortex events but a relatively strong North Atlantic oscillation (NAO) signal, particularly following split vortex events. The reason for this difference is that the model also shows relatively strong positive North Pacific anomalies that to some extent cancel the North Atlantic anomalies in the polar cap average. Such an effect would also be seen in the NAM, even if not calculated from zonally averaged $Z$, since the surface NAM pattern has centers of action of the same sign in the North Atlantic and North Pacific [e.g., Ambaum et al., 2001].
Figure 9. Composites of mean sea level pressure anomalies averaged over 0–30 days following splits (S) and displacements (D) in (a,b) ERA-40/I and the (c,d) CMIP5 multimodel mean. The number of events entering the composite and their type are shown in the title of each panel.

Figure 10 shows the vortex split minus displacement composite difference for MSLP averaged 0–30 days following event onset for both ERA-40/I and the CMIP5 MMM. Statistical significance in the MSLP difference is calculated by a two-tailed bootstrap test with the null hypothesis that the anomalies following vortex splits and displacements are populations from the same probability distribution. The bootstrap is carried out by randomly resampling with replacement from the distribution of all events, to create 5000 random composite differences. For the case of ERA-40/I, very little statistical significance in the composite difference is seen, while in the CMIP5 MMM there are large statistically significant regions. This is due to the greatly increased sample size in CMIP5; a total of 943 events compared to just 35 in ERA-40/I.

In the CMIP5 MMM difference the most significant feature is the large positive anomaly (a result of a more negative anomaly following vortex displacements) over Scandinavia, Eastern Europe, and Russia. There is also a significant negative anomaly over northern Canada and a positive anomaly in the western Atlantic. This pattern is zonally asymmetric and so does not project strongly onto the polar cap average, therefore explaining the small difference in polar cap averaged $Z$ during this period (Figures 8c and 8d).

In order to investigate the origin of the different surface response following vortex splits and displacements, lower stratospheric anomalies are studied. Figure 11 shows composites of 100 hPa geopotential height averaged over the 10 days following vortex splits and displacements for ERA-40/I and the CMIP5 MMM. The difference of splits minus displacements is also shown in each case. Because this is a mean of model absolute values, and models have different climatologies, the MMM for vortex splits and displacements are scaled to have the same hemispheric mean magnitude. This avoids introducing a bias in the climatology of any particular model into the MMM difference. The MMM difference is seen to be remarkably similar to the reanalysis with positive values over most of Siberia and Europe and negative over Canada. This pattern is also consistent among individual models (Figure S6 in the supporting information).
Figure 10. Difference (split minus displacement) of composites of mean sea level pressure averaged 0–30 days following split (S) and displaced (D) vortex events in ERA-40/1 and the CMIP5 ensemble. Stippling indicates regions that are >95% significant according to a two-tailed bootstrap test. Grey contours represent the difference in 100 hPa geopotential height averaged 0–10 days following events, the contour interval is 40 m, dashed contours represent negative values, and the lowest magnitude contours are ±20 m.

This 100 hPa geopotential height difference is also overlaid on Figure 10. It can be seen that the positive 100 hPa Z anomalies over Siberia overlie the positive MSLP anomalies, while the negative 100 hPa Z over northern Canada overlies negative MSLP anomalies. A somewhat similar but not statistically significant pattern is seen in ERA-40/1, although the Siberian anomaly is more poleward and the negative anomaly over Canada is much weaker. The implications of this result for mechanisms of stratosphere-troposphere coupling are discussed in section 4.2.

Figure 11. Composites of 100 hPa geopotential height over the 10 days following the onset of split (S) and displaced (D) vortex events in (a, b) ERA-40/1 and the (d, e) CMIP5 multimodel mean. (c, f) The difference of splits minus displacements is also shown in each case. The number of events entering the composite and their type are shown in the title of each panel. The contour interval is 0.3 km and dashed contours represent negative values.
4. Discussion

4.1. Measures of Stratosphere-Troposphere Coupling

We have shown that polar cap Z anomalies (which are highly correlated with the NAM [Kushner, 2010]) following split and displaced vortex events are much less consistent among models than the NAO. This inconsistency is dominated by differences in the North Pacific, with some models showing positive MSLP anomalies and others, negative. A similar result was found by Davini et al. [2014], who found the blocking pattern associated with SSWs to be consistent with that associated with the NAM over the North Atlantic but not over the North Pacific.

Many studies of stratosphere-troposphere coupling have focused on the lag-height behavior of the NAM; for instance, the comparison of stratosphere-troposphere coupling in high-top and low-top CMIP5 models by Charlton-Perez et al. [2013]. This and several other studies [e.g., Manzini et al., 2014] make further approximations as to the zonal nature of the coupling by calculating the NAM based on zonal-mean geopotential height, according to the method of Baldwin and Thompson [2009]. Our results suggest that because of the difference in model consistency over the two ocean basins, zonal-mean diagnostics or the NAM alone are not good descriptors of intermodel variability. Therefore, we suggest that the NAO index or the full two-dimensional surface fields should be considered when making intermodel comparisons.

4.2. Difference Between Vortex Splits and Displacements

Among the CMIP5 models, the most significant difference in the response to vortex splits and displacements is the more barotropic nature of splits relative to displacements (Figure 8). The same difference is seen in reanalysis data, as shown in this study and previously by Mitchell et al. [2013]. This is consistent with the idea that resonant excitation of the barotropic mode [Esler and Scott, 2005] plays a significant role in the occurrence of vortex splits. Contrastingly, the more baroclinic nature of vortex displacements is suggestive of the descent of a Rossby wave critical layer [Matsuno, 1970, 1971].

We have also found that there are some consistent differences in surface anomalies following the two types of event. In particular, MSLP anomalies following displaced vortex events are more negative over Scandinavia and Siberia than following split vortex events. From the fact that these MSLP differences are colocated with 100 hPa Z (Figure 10), which is in turn related to tropopause height, it may be possible to gain some understanding of the mechanism behind the difference in the surface response to split and displaced vortex events. Specifically, the colocation of surface anomalies and tropopause height is suggestive of a localized increase/decrease of relative vorticity caused by stretching/compression of the tropospheric column (see discussion in Mitchell et al. [2013]). Changes in tropopause height are, in turn, caused by the bending of isentropic surfaces toward PV anomalies resulting from the movement of the stratospheric polar vortex [Ambaum and Hoskins, 2002]. This argument relates only to the mechanism underlying the difference between the surface responses to split and displaced vortex events and not to the overall responses. It is important to note that there are many similarities in the responses, especially in the NAO region.

5. Summary

This study has analyzed the simulation splits and displacements of the stratospheric polar vortex in 13 high-top CMIP5 models. The main conclusions are as follows:

1. There are a wide range of biases among models in the average state of the stratospheric polar vortex. Some models have a vortex which is too equatorward, others too poleward. The majority of models have a vortex which is too circularly symmetric. Of the model parameters considered in this study, this bias is most related to vertical resolution in the upper troposphere/lower stratosphere, but the relationship is not highly statistically significant and requires more systematic investigation.

2. There is also a wide spread in the frequency of split and displaced vortex events, although the multimodel mean is in agreement with the observed frequency. Importantly, biases in the average state of the vortex relate closely to biases in the frequency of splits and displacements. Hence, an improvement in the average state of the vortex is likely to lead to an improvement in the representation of extremes. Furthermore, a model’s frequency of splits and displacements can be closely estimated from its mean state, which requires far fewer years of simulation to determine.

3. In agreement with reanalysis, almost all models show vortex splits to occur barotropically, whereas anomalies associated with vortex displacements descend through the stratosphere over a period of weeks.
This results in a stronger instantaneous annular mode-like signal at the onset of vortex splits. It also points toward different physical mechanisms driving vortex splits and displacements; in particular, wave resonance [Esler and Scott, 2005] playing an important role in vortex splits.

4. Robust differences in sea level pressure anomalies following splits and displacements in the CMIP5 models have been found to be colocated with the difference in near-tropopause geopotential height anomalies. This is consistent with a localized tropospheric response to stratospheric PV anomalies [Ambaum and Hoskins, 2002] being the mechanism behind the different responses to the two events. This result only applies to the difference between responses to splits and displacements, not the overall responses which share many similarities.
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