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ABSTRACT In this article, we propose a novel method of formulating an NP-hard wireless channel assignment problem as a higher-order unconstrained binary optimization (HUBO), where the Grover adaptive search (GAS) is used to provide a quadratic speedup for solving the problem. The conventional method relies on a one-hot encoding of the channel indices, resulting in a quadratic formulation. By contrast, we conceive ascending and descending binary encodings of the channel indices, construct a specific quantum circuit, and derive the exact numbers of qubits and gates required by GAS. Our analysis clarifies that the proposed HUBO formulation significantly reduces the number of qubits and the query complexity compared with the conventional quadratic formulation. This advantage is achieved at the cost of an increased number of quantum gates, which we demonstrate can be reduced by our proposed descending binary encoding.

INDEX TERMS Channel assignment problem (CAP), combinatorial optimization, higher-order unconstrained binary optimization (HUBO), quadratic unconstrained binary optimization (QUBO), quantum computing.

I. INTRODUCTION
The radio spectrum is a limited resource, whereas global mobile traffic is expected to increase 77-fold between 2020 and 2030 [1]. It is vital to support as many user terminals (UTs) as possible within the limited spectrum. To achieve efficient utilization of the spectrum, the problem of determining which channel access points (APs) should use is called the channel assignment problem (CAP). It is known that CAP is equivalent to the generalized graph coloring problem [2], which is classified as NP-hard. CAP incurs a combinatorial explosion as the numbers of APs and UTs increase. Numerous greedy algorithms have been proposed [3] to obtain practical solutions within a limited amount of time, but none of them can guarantee that an optimal solution will be obtained.

In solving the NP-hard CAP, quantum annealing (QA) and the coherent Ising machine (CIM) have been demonstrated to be effective solutions. QA was used to solve the graph coloring problem [4]. It has been applied to the dynamic spectrum allocation problem and found to obtain a practical solution in a short time [5], [6]. CIM is another type of physical annealing system that outperforms QA for some specific problems [7]. Its application to the graph coloring problem is found in [8]. Hasegawa et al. [9], [10] formulated CAP as a quadratic unconstrained binary optimization (QUBO) problem and demonstrated that CIM was capable of maximizing the channel capacity. It also succeeded in maximizing the total throughput of UTs in a dense Wi-Fi network [11]. In those conventional studies, both QA and CIM were demonstrated to be effective technologies for industrial applications. One remaining concern is that neither can guarantee their optimality, which is the same as other metaheuristics, including the greedy approach.

One promising approach that can guarantee global optimality is a quantum algorithm [12], Grover adaptive search (GAS) [13], [14], which relies on quantum superposition, entanglement, and amplitude amplification. Unlike QA and CIM, GAS supports higher-order unconstrained binary optimization (HUBO) problems in addition to QUBO problems. As with other Grover-type quantum algorithms [15], [16], [17], [18], GAS provides quadratic speedups for solving QUBO and HUBO problems. That is, it achieves the query complexity of $O(\sqrt{2^n})$ with $n$ binary variables, while
the classic exhaustive search requires $O(2^n)$ function evaluations. Following the innovative GAS proposed by Gilliam et al. [13], an extension method that supports HUBO with real-valued coefficients was proposed in [19]. In addition, heuristic efforts and problem-specific attributes can be used to further reduce the constant overhead of GAS [20], [21]. The major challenge with quantum algorithms is the correction of quantum errors induced by noise [22]. Quantum algorithms, including GAS, require many physical qubits for quantum error correction [23] and share a common issue in terms of feasibility.

To reduce the number of required qubits and improve the feasibility, sophisticated formulations have been considered in the conventional studies: One-hot encoding and binary encoding. One-hot encoding indicates an index by a one-hot vector, such as $2 \rightarrow [0 \ 1 \ 0 \ 0]$ and $4 \rightarrow [0 \ 0 \ 0 \ 1]$, whereas binary encoding indicates an index by its binary representation, such as $2 \rightarrow [0 \ 1]$ and $4 \rightarrow [1 \ 1]$. In quantum computation, these encoding methods were first considered by Sawaya et al. [24] who aimed at improving the efficiency of quantum simulations. Then, Fuchs et al. [26] used the one-hot and binary encodings for the weighted Max-Cut problem and showed that the number of required qubits could be reduced by one logarithmic order. Glos et al. [27] used these encodings and formulated the traveling salesman problem as a HUBO problem. Similarly, Tabi et al. [28] used the binary encoding for the graph coloring problem and showed a reduction in the number of qubits. Note that all the above conventional studies [26], [27], [28] considered the quantum approximate optimization algorithm (QAOA) for noisy intermediate-scale quantum computers rather than the GAS for fault-tolerant quantum computers.

Classically, the main approach to solving a HUBO problem is to transform it into a QUBO problem, and then use the semidefinite relaxation technique [29] to obtain a good but suboptimal solution in polynomial time. This transformation is termed quadratization [30], [31], and it involves an increase in the number of binary variables, resulting in an exponential increase in the search space size. By contrast, both QAOA and GAS can deal directly with HUBO problems owing to the interaction of multiple qubits, and do not impose the quadratic constraint required for the semidefinite relaxation. Against this background, we propose a novel method of formulating CAP as a HUBO problem and analyze the numbers of qubits and gates required by GAS; this is a first attempt in the literature. The major contributions of this article are summarized as follows.

1) We represent the channel indices as binary numbers and formulate the NP-hard CAP as a HUBO problem, whereas all the conventional studies [9], [10], [11] formulated CAP as a QUBO problem. Compared with the conventional QUBO formulation, the number of qubits required by GAS is significantly reduced by one logarithmic order, where a specific quantum circuit is constructed without any black-box quantum oracle.

2) For the conventional QUBO and the proposed HUBO formulations, we derive the exact numbers of required quantum gates and clarify corresponding asymptotic orders. Unlike the conventional studies [26], [27], [28], we conceive novel ascending and descending assignments for the binary encoding. The latter significantly reduces the number of quantum gates.

3) We confirm that the theoretical speedup by GAS is also effective for CAP. Here, the proposed HUBO formulation significantly reduces the query complexity in the classical domain compared with the conventional QUBO owing to the reduced search space caused by the reduced number of qubits.

The rest of this article is organized as follows. In Section II, we introduce the conventional GAS that supports real-valued coefficients. Section III is a review of the conventional QUBO formulation for CAP, while in Section IV, we propose our HUBO formulation. For both formulations, algebraic and numerical evaluations are given in Section V. Finally, Section VI concludes this article. Italicized symbols represent scalar values, and bold symbols represent vectors and matrices. Table 1 summarizes the important mathematical symbols used in this article.
II. GROVER ADAPTIVE SEARCH

In this section, we introduce the innovative GAS algorithm proposed by Gilliam et al. [13] and its modification to support real-valued coefficients [19]. GAS is a quantum algorithm that solves QUBO and HUBO problems owing to its efficient construction method for the corresponding quantum circuit. It requires \( n + m \) qubits [13], where \( n \) is the number of binary variables and \( m \) is the number of qubits to encode the objective function value using the two’s complement representation. Therefore, \( m \) is the smallest integer that satisfies the following two inequalities:

\[
-2^{m-1} \leq a < 2^{m-1}
\]

and

\[
-2^{m-1} \leq \min[E(x)] < 2^{m-1}.
\]

Here, \( a \) is an arbitrary coefficient included in the objective function \( E(x) \), which is a quadratic or higher-order polynomial function of \( n \) binary variables \( (x_1, \ldots, x_n) \). GAS minimizes the objective function \( E(x) \) by two steps: 1) create an equal superposition of \( 2^n \) quantum states; and 2) amplify the states of interest where the values of the objective function become smaller than the current minimum. If the objective function \( E(x) \) contains real-valued coefficients, multiple states may be amplified depending on the value, resulting in a superposition of approximated integers [13]. That is, there is a slight probability that inappropriate states will be observed, in which case, GAS may not work. This inappropriate behavior can be avoided if the algorithm calibrates the objective function value to the correct one in the classical domain. At the sacrifice of additional query complexity in the classical domain, the modified GAS [19] supports real-valued coefficients of QUBO and HUBO functions.

In Gilliam et al. [13], proposed an efficient method to construct a quantum circuit corresponding to a binary polynomial function \( E(x) \). We introduce this construction method using the example quantum circuit shown in Fig. 1, corresponding to \( E(x) = 1 + x_1 - 1.8x_2x_3x_4 \). Specifically, at an iteration index \( i \), a state preparation operator \( A_y \) calculates values \( E(x) - y \) corresponding to \( 2^n \) states, where \( y \) is the current minimum. Here, the two’s complement is used to represent negative values. The operator \( A_y \) is composed of the inverse quantum Fourier transform (IQFT), the Hadamard gates

\[
H = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}
\]

and the unitary operator [13]

\[
U_G(\theta) = R(2^{m-1}\theta) \otimes R(2^{m-2}\theta) \otimes \cdots \otimes R(2^0\theta)
\]

where \( \theta = 2\pi a/2^m \). The unitary operator \( U_G(\theta) \) corresponds to a coefficient \( a \) in the objective function, and it is controlled by a set of qubits corresponding to binary variables. For example, as shown in Fig. 1, the term \(+1\) corresponds to the gate \( U_G(+1 \cdot \pi/4) \) and the term \(-1.8x_2x_3x_4\) corresponds to the gate \( U_G(-1.8 \cdot \pi/4) \) controlled by \( (x_2, x_3, x_4) \). The states of interest, in which the values \( E(x) - y \) become negative, can be identified by focusing on the beginning of \( m \) qubits since we use the two’s complement. Then, the oracle operator \( O \) has a single \( Z \) gate

\[
Z = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}
\]

to invert the phase of the negative states, i.e.,

\[
O = L_2 \otimes \cdots \otimes L_2 \otimes Z \otimes L_1 \otimes \cdots \otimes L_1
\]

The Grover operator \( G = A_y O \) amplifies only such states and is composed of \( A_y \), \( O \), and the Grover diffusion operator \( D \) [13].

In GAS, to amplify the states of interest, the Grover operator \( G \) is applied \( L_i \) times, which is a uniform random value. After that, the quantum states are measured, and a solution \( (x_1, \ldots, x_n) \) is obtained. To calibrate the mismatch induced by the real-valued coefficients, the objective function value \( y = E(x) \) is evaluated in the classical domain, and is compared with the current minimum value \( y_i \). If the value is smaller than \( y_i \), GAS updates the solution and the current minimum, and sets \( k = 1 \). Otherwise, GAS sets \( k = \min\{\lambda k, \sqrt{2^m}\} \) using a scalar \( \lambda = 8/7 \) [16], [32]. The termination condition could be based on the sum of the number of Grover operators, the number of classical iterations, or the number of iterations in which the objective value does not improve. The above algorithm is summarized in Algorithm 1.

III. CONVENTIONAL QUBO FORMULATION WITH ONE-HOT ENCODING

In this section, we review a conventional QUBO formulation for CAP, which relies on the one-hot encoding of channel
Algorithm 1: GAS Supporting Real-Valued Coefficients \[13\], \[19\].

**Input:** \( E(x) : \mathbb{R}^n \rightarrow \mathbb{R}, \lambda = 8/7 \)

**Output:** \( x_1, \ldots, x_n \)

1: Uniformly sample \( x_1, \ldots, x_n \) and set \( y_0 = E(x) \).
2: Set \( k = 1 \) and \( i = 0 \).
3: **repeat**
4: Let \( L_i \) be a random number from 0 to \( k - 1 \).
5: Evaluate \( G_{ki}A_{y|i}0_{i+m} \) and obtain \( x'_1, \ldots, x'_n \).
6: Evaluate \( y = E(x') \) in the classical domain. \{This is an additional step to support real coefficients\}
7: **if** \( y < y_i \) **then**
8: Update the solution \( x_1 = x'_1, \cdots, x_n = x'_n \).
9: Set \( y_{i+1} = y \) and \( k = 1 \).
10: **else**
11: Set \( y_{i+1} = y_i \) and \( k = \min \{ \lambda k, \sqrt{2^m} \} \).
12: **end if**
13: \( i = i + 1 \).
14: **until** a termination condition is met.

Let the number of APs be \( N_{\text{AP}} \) and the number of channels be \( N_{\text{CH}} \), and we assume that the condition \( N_{\text{CH}} < N_{\text{AP}} \) holds.\(^3\) Fig. 2 shows an example system setup of CAP, where we consider \( N_{\text{AP}} = 4 \) APs, \( N_{\text{CH}} = 3 \) channels, and eight UTs. Here, \( U_i \) denotes a set of UTs associated with the \( i \)th AP for \( 1 \leq i \leq N_{\text{AP}} \). In Fig. 2, two UTs are associated with each AP. The scalar constant \( d_{iw} \) denotes the physical distance between the \( i \)th AP and \( u \)th UT. The search space size is calculated as

\[
C_{\text{CAP}} = N_{\text{CH}}^{N_{\text{AP}}}
\]

which is not clarified in \[9\], \[10\], and \[11\].

In the conventional studies \[9\], \[10\], \[11\], the goal is to maximize the total capacity of the network

\[
\sum_{i=1}^{N_{\text{AP}}} B_n \log_2 \left( 1 + \frac{S_i}{I_i + N_i} \right)
\]

where \( S_i \) is the power of the received signal of interest at the \( i \)th AP, \( I_i \) is the interference power from other APs, \( N_i \) is the noise power, and \( B_n \) is the bandwidth. In the following, we consider maximization of the total capacity. Although some studies \[9\], \[10\] considered maximizing the sum of signal-to-interference-plus-noise ratios, the essential formulation approach below is identical with the conventional studies \[9\], \[10\], \[11\]. Maximizing (10) is equivalent to minimizing

\[
- \sum_{i=1}^{N_{\text{AP}}} \log_2 \left( 1 + \frac{S_i}{I_i} \right)
\]

which is considered as an objective function. Then, we prepare \( N_{\text{AP}}N_{\text{CH}} \) binary variables defined by \[9\] and \[10\]

\[
x_{ic} = \begin{cases} 1 & \text{the } i \text{th AP uses the } c \text{th channel} \\ 0 & \text{otherwise} \end{cases}
\]

for \( 1 \leq i \leq N_{\text{AP}} \) and \( 1 \leq c \leq N_{\text{CH}} \). Since the \( i \)th AP uses a single channel, \([x_{i1} \cdots x_{iN_{\text{CH}}}] \in \mathbb{B}^{N_{\text{CH}}} \) becomes a one-hot vector; this is also known as one-hot encoding.

Assuming a simplified path-loss channel model, the received signal power of interest at the \( i \)th AP is represented by

\[
\sum_{u \in U_i} P_d^{-\alpha} e_a
\]

where \( P \) denotes the transmit power, \( U_i \) denotes a set of UTs associated with the \( i \)th AP, \( d_{iu} \) denotes the distance between the \( i \)th AP and \( u \)th UT, and \( \alpha \) denotes an attenuation coefficient. Similarly, the total interference at the \( i \)th AP from other APs is represented by

\[
\sum_{c=1}^{N_{\text{CH}}} \sum_{k=1}^{N_{\text{AP}}} \sum_{l=1}^{N_{\text{CH}}} \left( \sum_{v \in U_k} P_d^{-\alpha} e_a \right) \delta_{cl}(1 - \delta_{ik}) x_{ic} x_{kl}
\]

where \( \delta_{cl} \) denotes the Kronecker delta defined by

\[
\delta_{cl} = \begin{cases} 1 & \text{if } c = l \\ 0 & \text{otherwise} \end{cases}
\]

That is, the term \( \delta_{cl}(1 - \delta_{ik}) x_{ic} x_{kl} \) becomes 1 if a pair \((i, k)\) of different APs use the same channel \( c = l \), and 0 otherwise.

From (13) and (14), minimizing (11) is equivalent to minimizing

\[
E_1(x) = \sum_{i=1}^{N_{\text{AP}}-1} \sum_{c=1}^{N_{\text{CH}}} \sum_{k=i+1}^{N_{\text{AP}}} \sum_{l=1}^{N_{\text{CH}}} D_{ik} \delta_{cl}(1 - \delta_{ik}) x_{ic} x_{kl}
\]

where we have

\[
D_{ik} = C_{ik} - C_{\text{min}} + \epsilon
\]

\(^3\)When \( N_{\text{CH}} \geq N_{\text{AP}} \), the optimal solution for CAP is obvious.
and

\[ C_{ik} = -\log_2 \left( 1 + \frac{\sum_{u \in U_i} \frac{d_{iu}}{\delta_{iu}}}{\sum_{v \in U_k} \frac{d_{iv}}{\delta_{iv}}} \right) = -\log_2 \left( 1 + \frac{\sum_{u \in U_i} \frac{d_{iu}}{\delta_{iu}}}{\sum_{v \in U_k} \frac{d_{iv}}{\delta_{iv}}} \right). \] (18)

Here, \( \epsilon \) is a small constant such as \( \epsilon = 0.01 \), and \( C_{\text{min}} \) is the minimum of \( C_{ik} \) for \( 1 \leq i < k \leq N_{\text{AP}} \). Both parameters \( \epsilon \) and \( C_{\text{min}} \) lead to \( D_{ik} > 0 \). In addition, each AP uses a single channel. This constraint can be given by [9], [10], and [11]

\[ E_2(x) = \sum_{i=1}^{N_{\text{AP}}} \left( \sum_{c=1}^{N_{\text{CH}}} x_{ic} - 1 \right)^2. \] (19)

Overall, from (16) and (19), \( \text{CAP} \) is formulated as [9], [10], and [11]

\[ \min_x \quad E(x) = E_1(x) + w E_2(x) \]
\[ \text{s.t.} \quad x_{ic} \in \mathbb{B} \] (20)

for \( 1 \leq i \leq N_{\text{AP}} \) and \( 1 \leq c \leq N_{\text{CH}} \). Here, \( w \) is a penalty parameter for satisfying the constraint of \( E_2(x) \). The objective function \( E(x) \) is a quadratic function using the one-hot encoding of channel indices. A specific example of QUBO formulation is given in Appendix A.

**IV. PROPOSED HUBO FORMULATION WITH BINARY ENCODING**

As reviewed in Section III, the conventional QUBO formulation relies on the one-hot encoding. In this section, a novel HUBO formulation using the binary encoding is proposed, which is solved by the GAS introduced in Section II.

As with the original QUBO formulation [9], [10], [11], the goal is to maximize the total capacity (10) of the network. The original formulation requires \( N_{\text{AP}} N_{\text{CH}} \) binary variables \( x_{ic} \) to represent the state where the \( i \)th AP uses the \( c \)th channel. That is, the search space size of the QUBO formulation is calculated as

\[ C_{\text{QUBO}} = 2^{N_{\text{AP}}N_{\text{CH}}} \] (21)

which is larger than the original search space \( C_{\text{CAP}} = N_{\text{CH}}^{N_{\text{AP}}} \) of (9). According to (9), it can be expected that the minimum number of required binary variables is calculated as

\[ \log_2 C_{\text{CAP}} = N_{\text{AP}} \log_2 N_{\text{CH}}. \] (22)

In the following, we conceive an optimal formulation that can achieve the minimum number (22), resulting in the minimum size of search space. Since \( \log_2 N_{\text{CH}} \) is included in (22), it can be expected that the channel index should be represented by a binary number. The number of bits \( N_\text{B} \) required to represent \( N_{\text{CH}} \) channel indices is

\[ N_\text{B} = \lceil \log_2 N_{\text{CH}} \rceil \] (23)

because we have \( 2^{N_\text{B}-1} < N_{\text{CH}} \leq 2^{N_\text{B}} \). Since \( N_{\text{CH}} \) is not limited to a power of two, it may allocate up to one bit more than the original search space, which is inefficient.

Here, we propose an encoding method of exploiting the unallocated bit and reducing the number of terms included in a new objective function. Specifically, we assign \( N_\text{B} \)-bit sequences, starting from all zeros, to the ascending channel indices \( c = 1, 2, \ldots, N_{\text{CH}} \), which is referred to as *ascending binary encoding*. In this encoding method, given the channel index \( c \), an \( N_\text{B} \)-bit sequence is defined by

\[ [b_{c,1} b_{c,2} \cdots b_{c,N_\text{B}}] = [c - 1]_2 \] (24)

where \([c - 1]_2\) denotes the decimal to binary conversion. By contrast, in another method, we assign the bit sequences to the descending channel indices \( c = N_{\text{CH}}, N_{\text{CH}} - 1, \ldots, 1 \), which is referred to as *descending binary encoding*. In this descending binary encoding, an \( N_\text{B} \)-bit sequence is defined by

\[ [b_{c,1} b_{c,2} \cdots b_{c,N_\text{B}}] = [N_{\text{CH}} - c + 1]_2. \] (25)

For both encoding methods, the state where the \( i \)th AP uses the \( c \)th channel is represented by

\[ \delta_{ic}(x) = \prod_{r=1}^{N_\text{B}} (1 - b_{cr} + (2b_{cr} - 1)x_{ir}) \] (26)

where we have \( N_{\text{AP}} N_\text{B} \) binary variables \( x_{ir} \) for \( 1 \leq i \leq N_{\text{AP}} \) and \( 1 \leq r \leq N_\text{B} \). Note that \( \delta_{ic}(x) \) is a function of order \( N_\text{B} \).

In the proposed encoding methods, the interference between APs is represented by

\[ E'_1(x) = \sum_{i=1}^{N_{\text{AP}}-1} \sum_{k=i+1}^{N_{\text{AP}}} \sum_{c=1}^{N_{\text{CH}}} D_{ik} \delta_{ic}(x) \delta_{kc}(x) \] (27)

which should be minimized. Additionally, when \( N_{\text{CH}} < 2^{N_\text{B}} \), we add

\[ E'_2(x) = \sum_{i=1}^{N_{\text{AP}}} \sum_{c=c_{\text{CH}}+1}^{2^{N_\text{B}}} \delta_{ic}(x) \] (28)

due to the constraint that each AP does not use nonexistent channels. Overall, from (27) and (28), the proposed HUBO formulation is given by

\[ \min_x \quad E'(x) = E'_1(x) + w' E'_2(x) \]
\[ \text{s.t.} \quad x_{ir} \in \mathbb{B} \] (29)

where \( w' \) is a penalty parameter for satisfying the constraint of \( E'_2(x) \). The proposed objective function contains terms of the order \( 2N_\text{B} \) at most. That is, it is a unique HUBO formulation that can be solved by GAS. Let us check a specific example in which \( N_{\text{AP}} = 4, N_{\text{CH}} = 3, \) and \( N_\text{B} = \lceil \log_2 3 \rceil = 2 \). Table 2 provides the mapping between the channel indices \( c = 1, 2, 3 \), the binary sequence \([b_{1,1} b_{1,2}] \), and the function \( \delta_{ic}(x) \), where both ascending and descending binary encodings are considered. The number of terms in \((1 - x_{i1})(1 - x_{i2})\) is four, while it is reduced to one in \(x_{i1}x_{i2} \).
FIGURE 3. Quantum circuit corresponding to objective function (59).

TABLE 2. Proposed ascending and descending binary encodings

| Index | Binary encoding (asc.) | Binary encoding (desc.) |
|-------|------------------------|-------------------------|
| c     | \( b_{c1} b_{c2} \), \( x'_{c1} x'_{c2} \) | \( b_{c1} b_{c2} \), \( x_{c1} x_{c2} \) |
| 1     | \( 0 0 \), \( (1 - x_{11})(1 - x_{12}) \) | \( 1 1 \), \( x_{11} x_{12} \) |
| 2     | \( 0 1 \), \( (1 - x_{11})x_{12} \) | \( 1 0 \), \( x_{11}(1 - x_{12}) \) |
| 3     | \( 1 0 \), \( x_{11}(1 - x_{12}) \) | \( 0 1 \), \( (1 - x_{11})x_{12} \) |

The corresponding HUBO formulations are given in (58) and (59) of Appendix B. Fig. 3 shows a quantum circuit corresponding to (59), where we have \( n' = 8 \) and \( n'' = 4 \) qubits. As shown in Fig. 3, the Hadamard gate \( H^{\otimes 12} \) at the beginning creates an equal superposition state. The unitary operators, such as \( U_G \left( \frac{4.000 \cdot \pi}{8} \right) \) and \( U_G \left( \frac{5.505 \cdot \pi}{8} \right) \) correspond to the coefficients 4.000 and 5.505. Some unitary operators are controlled depending on the associated binary variables.

V. ALGEBRAIC AND NUMERICAL ANALYSIS

In this section, we analyze both conventional and proposed formulations in terms of the following factors:

1) the number of binary variables;
2) the number of qubits;
3) the number of gates;
4) query complexity.

The numbers of qubits and gates are derived in an algebraic manner and the corresponding asymptotic orders are given using the big-Omicron notation \( O(\cdot) \) of [33].

A. NUMBER OF BINARY VARIABLES

The number of binary variables determines the size of the search space and the rate of convergence to the optimal solution. In the conventional QUBO formulation (20), the number of binary variables is

\[
 n = N_{AP} N_{CH}. \tag{30}
\]

By contrast, in the proposed HUBO formulation (29), the number of binary variables is

\[
 n' = N_{AP} N_{B} = N_{AP} \left\lceil \log_2 N_{CH} \right\rceil \tag{31}
\]

which is valid for both ascending and descending binary encodings. Since the search space size of CAP is \( (N_{CH})^{N_{AP}} \), the proposed formulation becomes optimal if \( N_{CH} \) is a power of two.

In the conventional studies, the HUBO problems have been solved by transforming the objective function to a quadratic form [31]; this is termed quadratization. A representative quadratization approach [30] replaces a product of two binary variables with a single auxiliary binary variable and adds a constraint term to the objective function. For example, if we have the HUBO function \( f(x) = x_1 x_2 x_3 \), the product \( x_1 x_2 \) is replaced with a new auxiliary variable \( y \), and the following term:

\[
 x_1 x_2 - 2x_1 y - 2x_2 y + 3y \tag{32}
\]

is added to the original objective function so that the constraint \( x_1 x_2 = y \) holds. Here, it is crucial to multiply (32) by a scaling factor, which requires additional parameter tuning. If the objective function is of order four or higher, the above replacement is repeated in a recursive manner. Following the quadratization approach [30], the proposed HUBO function can be transformed into a quadratic form that has

\[
 n'' = N_{AP} N_{B} + N_{AP} \sum_{r=2}^{N_{B}} \binom{N_{B}}{r} = N_{AP} \left( 2^{N_{B}} - 1 \right) \tag{33}
\]

binary variables.

From (30) and (31), \( n' < n \) holds for \( N_{CH} \geq 2 \), and from (31) and (33), \( n' < n'' \) holds for \( N_{CH} \geq 3 \). Hence, the proposed formulation achieves the minimum among the considered formulations. In addition, from (30) and (33), \( n \leq n'' \) holds in most cases. However, surprisingly, if \( N_{CH} \) is a power of two, \( n > n'' = n - N_{AP} \) holds. In Fig. 4, we plot the actual numbers of binary variables required by the conventional QUBO, the proposed HUBO, and the QUBO
transformed from HUBO (quadratization), where we fixed $N_{CH} = \lfloor N_{AP}/2 \rfloor$ for illustration. As shown in Fig. 4, the number of binary variables for the proposed HUBO was close to the lower bound, $\log_2 C_{CAP}$, and was much smaller than for the other formulations. In addition, when $(N_{AP}, N_{CH}) = (128, 64)$, the QUBO formulation transformed from HUBO required 8064 binary variables, which was less than the 8192 of the conventional QUBO. Here, the number of binary variables was reduced by $8192 - 8064 = 128 = N_{AP}$, indicating that the search space is reduced by $1/2^{128}$.

**B. NUMBER OF QUBITS**

As introduced in Section II, GAS [13], [19] requires $n + m$ qubits, where $n$ denotes the number of binary variables and $m$ denotes the number of qubits used for encoding the value of the objective function. Since $m$ must satisfy inequalities (1) and (2), we investigate the minimum and maximum objective functions $E(x)$ and $E'(x)$, where the ascending binary encoding is considered for the proposed HUBO.$^4$

According to (20), in the original QUBO formulation, the minimum of the objective function is

$$0 \leq \min(E(x)) < D_{\text{sum}}$$

and the maximum is

$$\max(E(x)) = N_{CH} D_{\text{sum}} + w N_{AP} (N_{CH} - 1)^2$$

where we have

$$D_{\text{sum}} = \sum_{i=1}^{N_{AP}-1} \sum_{k=i+1}^{N_{AP}} D_{ik}.$$  (36)

Then, the number of qubits required to encode $E(x)$ can be calculated as

$$m = \lceil \log_2 (\max(E(x))) \rceil + 1$$  (37)

and the total number of required qubits is

$$n + m = N_{AP} N_{CH}$$

$$+ \left[ \log_2 \left( N_{CH} D_{\text{sum}} + w N_{AP} (N_{CH} - 1)^2 \right) \right] + 1$$

$$= O(N_{AP} N_{CH})$$  (38)

which indicates that the number of binary variables has the dominant effect.

In the proposed HUBO formulation, from (58) and (59), the minimum of the objective function is

$$0 \leq \min(E'_a(x)) = \min(E'_d(x)) < D_{\text{sum}}$$  (39)

and the maximum is

$$\max(E'_a(x)) = \max(E'_d(x)) = \sum_{i=1}^{N_{AP}-1} \sum_{k=i+1}^{N_{AP}} D_{ik} = D_{\text{sum}}.$$  (40)

Then, the number of qubits required to encode $E'_a(x)$ or $E'_d(x)$ can be calculated as

$$m' = \lceil \log_2 (\max(E'_a(x))) \rceil + 1$$  (41)

and the total number of required qubits is

$$n' + m' = N_{AP} \lfloor \log_2 N_{CH} \rfloor + \lceil \log_2 D_{\text{sum}} \rceil + 1$$

$$= O(N_{AP} \lfloor \log_2 N_{CH} \rfloor).$$  (42)

Since $N_{CH} > \lfloor \log_2 N_{CH} \rfloor$ and $w > 0$ hold, the number of required qubits for the proposed HUBO is less than that for the conventional QUBO, i.e., $n' < n$ and $m' < m$.

To simplify the comparison, we fix both the distance $D_{ik}$ and the penalty factor $w$ to 1, and fix the number of channels to $N_{CH} = \lfloor N_{AP}/2 \rfloor$. In this simplified case, $D_{\text{sum}}$ becomes $N_{AP}(N_{AP} - 1)/2$. Then, the conventional formulation requires $n + m = O(N_{AP}^2)$ qubits, while the proposed formulation requires $n' + m' = O(N_{AP} \lfloor \log N_{AP} \rfloor)$ qubits. In Fig. 5,
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**FIGURE 4.** Actual numbers of binary variables.
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**FIGURE 5.** Numbers of required qubits, with lines indicating actual values and markers indicating theoretical values.
we plot the derived order as well as the actual number of qubits required by constructed circuits. As shown in Fig. 5, both analytical and numerical values basically corresponded, demonstrating the accuracy of our analysis. The proposed formulation succeeded in reducing the number of required qubits without exception. Although the effect of the non-negligible terms is large when \( N_{AP} \) is small, the quadratic speedup by GAS is particularly dominant when the problem size is large.

C. NUMBER OF GATES

The number of quantum gates is an important evaluation metric because it determines the feasibility of quantum circuits and quantum algorithms. As in the conventional studies [13], [19], we construct a specific quantum circuit using GAS and count the number of quantum gates. In the quantum circuit of GAS, the most complex part is the gates corresponding to \( A_y \). In the following, we analyze the number of gates used in \( A_y \).

In the conventional QUBO formulation, from (38), the number of H gates is

\[
G_{H} = n + m = O(N_{AP}N_{CH}).
\]

(43)

The numbers of R and controlled R (CR) gates can be calculated using (37). The number of terms of the first order corresponds to the number of 1-CR gates, which is calculated as

\[
G_{1-CR} = N_{AP}N_{CH}\beta
\]

(44)

where we have

\[
\beta = \left[ \log_2 \left( N_{CH} \left( \frac{N_{AP}}{2} \right)^2 + N_{AP}(N_{CH} - 1)^2 \right) \right] + 1
\]

(45)

Similarly, we count the number of quadratic terms in the objective function. The corresponding number of 2-CR gates is calculated as

\[
G_{2-CR} = \left( N_{CH} \left( \frac{N_{AP}}{2} \right)^2 + N_{AP}(N_{CH} - 1)^2 \right) \cdot \beta
\]

(46)

In the proposed HUBO formulation, from (42), the number of H gates is

\[
G'_{H} = n' + m' = O(N_{AP} \log N_{CH}).
\]

(47)

The numbers of R and CR gates are calculated using (41). Specifically, the number of 1-CR gates is calculated as

\[
G'_{1-CR} = N_{AP}N_{B} \cdot \beta' = N_{AP} \left[ \log_2 N_{CH} \right] \cdot \beta'
\]

(48)

where we have

\[
\beta' = \left[ \log_2 \left( \frac{N_{AP}N_{B}}{2} \right) \right] + 1 = O(\log N_{AP}).
\]

(49)

Similarly, the number of 2-CR gates is

\[
G'_{2-CR} = \left( \frac{N_{AP}N_{B}}{2} \right) \cdot \beta' = \frac{N_{AP}N_{B}(N_{AP}N_{B} - 1)}{2} \cdot \beta'
\]

(50)

Additionally, the number of k-CR gates is

\[
G'_{k-CR} = \left( \frac{N_{AP}}{2} \right) \left( \frac{2N_{B}}{k} - N_{AP}(N_{AP} - 2) \left( \frac{N_{B}}{k} \right) \right) \cdot \beta'
\]

(51)

for \( 3 \leq k \leq N_{B} \), while it is

\[
G'_{k-CR} = \left( \frac{N_{AP}}{2} \right)(\frac{2N_{B}}{k}) \cdot \beta'
\]

(52)

for \( N_{B} < k \leq 2N_{B} \).

From the results of the above analysis, the number of quantum gates required by the state preparation operator \( A_y \) is summarized in Table 3, where the number of channels is set to \( N_{CH} = \lfloor N_{AP}/2 \rfloor \) for simplicity. Compared with the conventional formulation, the proposed formulation reduces the number of H gates, while it increases the total number of 1-CR, 2-CR, . . . , \( (2N_{B}) \)-CR gates. The increase in the number of required gates is a major drawback of the proposed formulation.

To overcome this drawback, in Section IV, we proposed the descending binary encoding, which assigns a binary number to the channel index in descending order. In Fig. 6, we plot the effects of ascending and descending encodings, where the number of APs was increased from \( N_{AP} = 2^2 \) to \( 2^7 \) and the number of channels was \( N_{CH} = \lfloor N_{AP}/2 \rfloor \). In actual quantum computers, the quantum circuit is decomposed into elementary gates [34]. After decomposition, the number of controlled NOT (\text{CNOT}) or T gates has been used to evaluate

| Gate     | Conventional QUBO | Proposed HUBO |
|----------|-------------------|--------------|
| H        | \( O(N_{AP}^2) \) | \( O(N_{AP} \log N_{AP}) \) |
| R        | \( O(\log N_{AP}) \) | \( O(\log N_{AP}) \) |
| 1-CR     | \( O(N_{AP} \log N_{AP}) \) | \( O(\log N_{AP}) \) |
| 2-CR     | \( O(\log N_{AP}) \) | \( O(\log N_{AP}) \) |
| k-CR     | 0                 | \( O(N_{AP} \log N_{AP}) \) |
| IQFT     | 1                 | 1            |

TABLE 3 Number of quantum gates required by \( A_y \)
the complexity of quantum circuit [18], [23], termed as gate complexity. A 1-CR gate can be decomposed into elementary gates including two CNOT gates [34]. Using Maslov’s approach [35] and relative-phase Toffoli gates, a decomposed n-CR gate has $6(n - 1)$ CNOT gates. Then, we counted the total number of CNOT gates for both encodings. As shown in Fig. 6, the number of CNOT gates was reduced by the proposed descending encoding. Specifically, the difference between ascending and descending encodings was particularly large when $\log_2 N_{AP} \neq \lceil \log_2 N_{AP} \rceil$. We observed the same trend in our comparison of the number of T gates. Note that a particular gate decomposition method does not influence the relative advantages of different formulations. As the problem size increases, the gate complexity also increases correspondingly, which can lead to a fatal issue when using an actual quantum computer with gates that have finite fidelity.

**D. QUERY COMPLEXITY**

Finally, we investigate the query complexities of GAS that are required by solving the conventional QUBO and the proposed HUBO formulations. As clarified in Section V-A, the conventional QUBO formulation requires $n = N_{AP}N_{CH}$ binary variables, while the proposed HUBO formulation requires $n' = N_{AP} \lfloor \log_2 N_{CH} \rfloor$ binary variables. Since GAS provides a quadratic speedup, the two query complexities are $\sqrt{2^n} = 2^{N_{AP} N_{CH}/2}$ and

$$\left( N_{CH} \right)^{N_{AP}/2} \leq \sqrt{2^{n'}} < \left( \sqrt{2 N_{CH}} \right)^{N_{AP}}$$

respectively. Obviously, the reduction rate is maximized if $N_{AP} = N_{CH}$, and it becomes smaller as $N_{CH}$ decreases. In Fig. 7, we show expected query complexities of both formulations, where the number of channels was $N_{CH} = \lfloor N_{AP}/2 \rfloor$. As a reference, the query complexity for the exhaustive search is also shown, which is equivalent to the average number of objective function evaluations. As shown in Fig. 7, the classic exhaustive search exhibited impractical complexities for both conventional and proposed formulations, and is infeasible on classical computers. By contrast, it can be expected that the proposed HUBO formulation using GAS significantly reduces the query complexity, and the reduction rate improves as the problem size increases.

In Fig. 8, we show the query complexities for the conventional and proposed formulations, which are given in Appendices A and B, respectively. Here, we set $N_{AP} = 4$ and $N_{CH} = 3$, evaluated the query complexity in the classical and quantum domains, and normalized the objective function values from 0 to 100. Our intention is to investigate how each formulation affects the query complexity, and due to the time-consuming nature of quantum simulations, we considered here an ideal GAS using the integer approximation [13], where the number of qubits to encode an objective function value, $m$, is sufficiently large. In all cases, the proposed HUBO formulation reached the optimal solution with reduced query complexity compared with the conventional QUBO formulation, which is the main advantage of the proposed formulation. This gap is expected to become large as the problem size increases, as given in Fig. 7. Additionally, as expected, both ascending and descending encodings exhibited the same query complexities. Each objective function includes real-valued coefficients. That is, when $m$ is limited to a practical value, a degradation in query complexity is inferred from the conventional study [19] dealing with the real-valued GAS. However, this negative effect applies...
equally to the conventional and proposed formulations, and it does not affect their relative comparisons.

VI. CONCLUSION

In this article, we formulated the NP-hard wireless CAP as a HUBO problem. To solve CAP, the conventional QUBO formulation uses the one-hot encoding of channel indices, while the proposed HUBO uses the ascending or descending binary encoding of the indices. The proposed formulation was analyzed in terms of the number of binary variables, the number of qubits, the number of gates, and the query complexity. When using GAS, we found that the proposed HUBO significantly reduced the number of qubits and the complexity. When using GAS, we found that the proposed formulation uses the one-hot encoding of channel indices, while the proposed HUBO uses the ascending or descending binary encoding of channel indices, which was used in Fig. 8. We assume that the physical distances $d_{iu}$ between the $i$th AP and $u$th UT for $1 \leq i \leq N_{AP}$ are calculated as

$$d_{iu} = \begin{bmatrix} d_{11} & d_{12} & d_{13} & d_{14} & d_{15} & d_{16} & d_{17} & d_{18} \\ d_{21} & d_{22} & d_{23} & d_{24} & d_{25} & d_{26} & d_{27} & d_{28} \\ d_{31} & d_{32} & d_{33} & d_{34} & d_{35} & d_{36} & d_{37} & d_{38} \\ d_{41} & d_{42} & d_{43} & d_{44} & d_{45} & d_{46} & d_{47} & d_{48} \end{bmatrix}.$$  (54)

Then, the scalar constant $C_{ik}$ for $1 \leq i < k \leq N_{AP}$ in Fig. 2 is calculated as

$$C_{12} = -\log_2 \left( 1 + \frac{1^{-1} + 1^{-1}}{2^{-1} + 4^{-1}} \right) - \log_2 \left( 1 + \frac{1^{-1} + 1^{-1}}{5^{-1} + 4^{-1}} \right) = -4.319$$

$$C_{13} = -\log_2 \left( 1 + \frac{1^{-1} + 1^{-1}}{3^{-1} + 5^{-1}} \right) - \log_2 \left( 1 + \frac{1^{-1} + 1^{-1}}{6^{-1} + 5^{-1}} \right) = -4.938$$

$$C_{14} = -\log_2 \left( 1 + \frac{1^{-1} + 1^{-1}}{5^{-1} + 8^{-1}} \right) - \log_2 \left( 1 + \frac{1^{-1} + 1^{-1}}{10^{-1} + 8^{-1}} \right) = -6.145$$

$$C_{23} = -\log_2 \left( 1 + \frac{1^{-1} + 1^{-1}}{5^{-1} + 4^{-1}} \right) - \log_2 \left( 1 + \frac{1^{-1} + 1^{-1}}{2^{-1} + 5^{-1}} \right) = -4.392$$

$$C_{24} = -\log_2 \left( 1 + \frac{1^{-1} + 1^{-1}}{2^{-1} + 4^{-1}} \right) - \log_2 \left( 1 + \frac{1^{-1} + 1^{-1}}{5^{-1} + 2^{-1}} \right) = -3.822$$

$$C_{34} = -\log_2 \left( 1 + \frac{1^{-1} + 1^{-1}}{4^{-1} + 6^{-1}} \right) - \log_2 \left( 1 + \frac{1^{-1} + 1^{-1}}{5^{-1} + 3^{-1}} \right) = -4.784$$  (55)

where we have the attenuation coefficient $\alpha = 1$ for simplicity. Now, we have $C_{\min} = -6.145$. The constants $D_{ik} = C_{ik} - C_{\min} + \epsilon$ with $\epsilon = 0.01$ are calculated as $D_{12} = 1.835, D_{13} = 1.216, D_{14} = 0.010, D_{23} = 1.762$.
\[ E_a'(x) = +1.835((1 - x_{11})(1 - x_{12})(1 - x_{21})(1 - x_{22}) + (1 - x_{11})x_{12}(1 - x_{21})x_{22} + x_{11}(1 - x_{12})x_{21}(1 - x_{22})) \\
+ 1.216((1 - x_{11})(1 - x_{12})(1 - x_{31})(1 - x_{32}) + (1 - x_{11})x_{12}(1 - x_{31})x_{32} + x_{11}(1 - x_{12})x_{31}(1 - x_{32})) \\
+ 0.010((1 - x_{11})(1 - x_{12})(1 - x_{41})(1 - x_{42}) + (1 - x_{11})x_{12}(1 - x_{41})x_{42} + x_{11}(1 - x_{12})x_{41}(1 - x_{42})) \\
+ 1.762((1 - x_{21})(1 - x_{22})(1 - x_{31})(1 - x_{32}) + (1 - x_{21})x_{22}(1 - x_{31})x_{32} + x_{21}(1 - x_{22})x_{31}(1 - x_{32})) \\
+ 2.333((1 - x_{21})(1 - x_{22})(1 - x_{41})(1 - x_{42}) + (1 - x_{21})x_{22}(1 - x_{41})x_{42} + x_{21}(1 - x_{22})x_{41}(1 - x_{42})) \\
+ 1.371((1 - x_{31})(1 - x_{32})(1 - x_{41})(1 - x_{42}) + (1 - x_{31})x_{32}(1 - x_{41})x_{42} + x_{31}(1 - x_{32})x_{41}(1 - x_{42})) \\
+ x_{11}x_{12} + x_{21}x_{22} + x_{31}x_{32} + x_{41}x_{42} \]  

(58)

\[ E_d'(x) = +1.835[x_{11}x_{12}x_{21}x_{22} + x_{11}(1 - x_{12})x_{21}(1 - x_{22}) + (1 - x_{11})x_{12}(1 - x_{21})x_{22}] \\
+ 1.216[x_{11}x_{12}x_{31}x_{32} + x_{11}(1 - x_{12})x_{31}(1 - x_{32}) + (1 - x_{11})x_{12}(1 - x_{31})x_{32}] \\
+ 0.010[x_{11}x_{12}x_{41}x_{42} + x_{11}(1 - x_{12})x_{41}(1 - x_{42}) + (1 - x_{11})x_{12}(1 - x_{41})x_{42}] \\
+ 1.762[x_{21}x_{22}x_{31}x_{32} + x_{21}(1 - x_{22})x_{31}(1 - x_{32}) + (1 - x_{21})x_{22}(1 - x_{31})x_{32}] \\
+ 2.333[x_{21}x_{22}x_{41}x_{42} + x_{21}(1 - x_{22})x_{41}(1 - x_{42}) + (1 - x_{21})x_{22}(1 - x_{41})x_{42}] \\
+ 1.371[x_{31}x_{32}x_{41}x_{42} + x_{31}(1 - x_{32})x_{41}(1 - x_{42}) + (1 - x_{31})x_{32}(1 - x_{41})x_{42}] \\
- (1 - x_{11})(1 - x_{12}) + (1 - x_{21})(1 - x_{22}) + (1 - x_{31})(1 - x_{32}) + (1 - x_{41})(1 - x_{42}) \]  

(59)

\[ D_{24} = 2.333, \text{ and } D_{34} = 1.371. \text{ In this case, from (20), the conventional objective function is} \]

\[ E(x) = +1.835(x_{11}x_{21} + x_{12}x_{22} + x_{13}x_{23}) \]

\[ + 1.216(x_{11}x_{31} + x_{12}x_{32} + x_{13}x_{33}) \]

\[ + 0.010(x_{11}x_{41} + x_{12}x_{42} + x_{13}x_{43}) \]

\[ + 1.762(x_{21}x_{31} + x_{22}x_{32} + x_{23}x_{33}) \]

\[ + 2.333(x_{21}x_{41} + x_{22}x_{42} + x_{23}x_{43}) \]

\[ + 1.371(x_{31}x_{41} + x_{32}x_{42} + x_{33}x_{43}) \]

\[ + (x_{11} + x_{12} + x_{13} - 1)^2 + (x_{21} + x_{22} + x_{23} - 1)^2 \]

\[ + (x_{31} + x_{32} + x_{33} - 1)^2 + (x_{41} + x_{42} + x_{43} - 1)^2, \]  

(56)

The optimal solution is a set of binary vectors

\[ x_{11}x_{12}x_{13} = [0 1 0] \rightarrow 2 \]

\[ x_{21}x_{22}x_{23} = [1 0 0] \rightarrow 1 \]

\[ x_{31}x_{32}x_{33} = [0 0 1] \rightarrow 3 \]

\[ x_{41}x_{42}x_{43} = [0 1 0] \rightarrow 2 \]  

(57)

which are one-hot vectors. Solution (57) indicates that the first, second, third, and fourth APs use the second, first, third, and second channels, respectively.

**APPENDIX B**

**EXAMPLE OF HUBO FORMULATIONS**

We describe the HUBO formulations for the case of \( N_{AP} = 4 \) and \( N_{CH} = 3 \) used in Fig. 8. Specifically, the proposed objective function using ascending encoding is given in (58), shown at the top of this page, while that using descending encoding is given in (59), shown at the top of this page. As given, the number of terms is reduced, i.e., from 67 to 55. The optimal solution for ascending encoding (58) is a set of binary vectors

\[ x_{11}x_{12} = [0 1] \rightarrow 2 \]

\[ x_{21}x_{22} = [0 1] \rightarrow 1 \]

\[ x_{31}x_{32} = [1 0] \rightarrow 3 \]

\[ x_{41}x_{42} = [0 1] \rightarrow 2 \]  

(60)

while the optimal solution for descending encoding (59) is a set of binary vectors

\[ x_{11}x_{12} = [1 0] \rightarrow 2 \]

\[ x_{21}x_{22} = [1 1] \rightarrow 1 \]

\[ x_{31}x_{32} = [0 1] \rightarrow 3 \]

\[ x_{41}x_{42} = [1 0] \rightarrow 2. \]  

(61)

Both solutions indicate the same situation as that given in (57).
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