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Abstract—For codes equipped with metrics such as Hamming metric, symbol pair metric or cover metric, the Johnson bound guarantees list-decodability of such codes. That is, the Johnson bound provides a lower bound on the list-decoding radius of a code in terms of its relative minimum distance \( \delta \), list size \( L \) and the alphabet size \( q \). For study of list-decodability of codes with insertion and deletion errors (we call such codes insdel codes), it is natural to ask the open problem whether there is also a Johnson-type bound. The problem was first investigated by Wachter-Zeh and the result was amended by Hayashi and Yasunaga where a lower bound on the list-decodability for insdel codes was derived. The main purpose of this paper is to move a step further towards solving the above open problem. In this work, we provide a new lower bound for the list-decodability of an insdel code. As a consequence, we show that unlike the Johnson bound for codes under other metrics that is tight, the bound on list-decodability of insdel codes given by Hayashi and Yasunaga is not tight. Our main idea is to show that if an insdel code with a given Levenshtein distance \( d \) is not list-decodable with list size \( L \), then the list decoding radius is lower bounded by a bound involving \( L \) and \( d \). In other words, if the list decoding radius is less than this lower bound, the code must be list-decodable with list size \( L \). At the end of the paper we use such bound to provide an insdel-list-decodability bound for various well-known codes, which has not been extensively studied before.

Index Terms—Codes, information theory, list decoding, insertion and deletion errors.

I. INTRODUCTION

THE Johnson bound is a benchmark for the study of list-decodability of codes. The Johnson bounds for Hamming, symbol-pair and cover metric codes were derived in [1], [2], [3], and [4], respectively. The usual way to derive the Johnson bound with a given minimum distance is to show that the intersection of a code of the given minimum distance with any ball of radius \( t \) contains at most \( L \) elements. However, for some metrics such as rank-metric, a Johnson bound does not exist [5].

When considering Levenshtein distance, which is measured based on the minimum amount of insertion and deletion operation required to transform one word to another, the classical approach does not work well. This is due to the fact that, in contrast to the Hamming distance or other distances, which is invariant of translation, the Levenshtein distance is not. This causes the size of a Levenshtein ball of any positive radius to be dependent of the centre. Hence, one wonders whether there is also the Johnson-type bound on list-decodability of insdel codes. On the other hand, the Johnson bounds for Hamming, symbol-pair and cover metric codes obey the following two properties:

(i) every code that satisfies such a bound is guaranteed to be list-decodable with polynomial list size;
(ii) For any decoding radius exceeding the bound, there exists a code that is not list-decodable up to such radius for any polynomial list size.

In this paper, we define the bound satisfying the above two properties to be the Johnson bound. For a more formal definition of Johnson bound, interested readers can refer to [6, Chapter 4]. In particular, by [5], the Johnson bound for rank-metric codes is just half of the minimum distance which is also the unique decoding radius. It is clear that for study of list-decodability, it is of great importance to derive the Johnson bound satisfying the above properties. Thus, we propose an open problem.

Open Problem: Does the Johnson-type bound exist for insdel codes that satisfies the two requirements discussed above? If it exists, find the bound.

The main purpose of this paper is to investigate lower bounds on the list-decodability of insdel codes in the effort to provide a clearer picture towards the Johnson-type bound we have previously discussed.

A. Informal Definition and Brief Literature Review

Insertion and deletion (Insdel for short) errors are synchronization errors [7], [8] in communication systems caused by the loss of positional information of the message. They have recently attracted many attention due to their applications in many interesting fields such as DNA storage and DNA analysis [9], [10], race-track memory error correction [11] and language processing [12], [13].
The study of codes with insertion and deletion errors was pioneered by Levenshtein, Varshamov and Tenengolts in the 1960s [14], [15], [16], [17]. This study was then further developed by Brakensiek et al. [18]. There have also been different directions for the study of insdel codes such as the study of some special forms of the insdel errors [19], [20], [21], [22] as well as their relations with Weyl groups [23].

Given two words defined over the same alphabet (not necessarily of the same length), we define their Levenshtein distance to be the minimum number of insertion and deletion operations required to transform one word to the other.\(^1\) As in the other metrics, the unique decoding radius of an insdel code is completely determined by its Levenshtein distance. Precisely speaking, the total number of insertion and deletion errors that can be uniquely corrected is \(\lfloor (d - 1)/2 \rfloor\) for Levenshtein distance is \(d\). However, in the case of list-decoding, we have to separate insertion and deletion errors as explained in the Subsection I-B. Thus, we call a code of length \(n\) imbeded with Levenshtein distance to be \((\tau_I, \tau_D, L)\)-insdel-list-decodable if it can list-decode against up to \(\tau_I\) insertions and \(\tau_D\) deletion errors with list size of at most \(L\). The formal definitions of Levenshtein distance and insdel-list-decodability can be found in Definitions 1 and 3 respectively.

\[\text{B. Previous Results}\]

There have been several works on the list-decoding of codes under Levenshtein distance. Guruswami and Wang [24] studied list-decoding of binary codes with deletion errors only. They constructed binary codes with decoding radius close to \(1/2\) for deletion errors only. Based on the indexing scheme and concatenated codes, there are further works that provided efficient encoding and decoding algorithms by concatenating an inner code achieving a previously derived bound and an outer list-recoverable Reed-Solomon code achieving the classical Johnson bound. In 2018, Haeupler et al. [8] provided an explicit construction of a family of list-decodable insdel codes through the use of synchronization strings with large list-decoding radius for sufficiently large alphabet size and designed its efficient list-decoding algorithm. Furthermore, they derived some upper bounds on list-decodability for insertion or deletion errors. They also established that in contrast to the unique decoding scenario where the effect of insertion and deletion errors are equivalent, in the list-decoding scenario, insertion errors have less effect on the insdel-list-decodability compared to deletion errors. It can be observed that the maximum fraction of deletion errors that can be list-decoded by a code of rate \(R\) is at most \(1 - R < 1\) [8, Theorem 1.3]. On the other hand, any amount of insertion errors can always be resolved if the code is defined over a sufficiently large alphabet. This observation shows that in an investigation of list-decoding of insdel codes, the number of insertion errors should be separated from the number of deletion errors. Lastly, they considered the list-decodability of random codes with insertion or deletion errors only. Their results reveal that there is a gap between the upper bound on list-decodability of insertion (or deletion) codes and list-decodability of a random insertion (or deletion) code.

Liu et al. [25] investigated the list-decodability of a random code of a given rate. Furthermore, with the help of concatenation and indexing scheme, they have also provided a Monte-Carlo construction of an insdel-list-decodable code. Haeupler et al. [26] introduced probabilistic fast-decodable indexing schemes for insdel distance which reduces the computing complexity of the list-decoding algorithm in [8]. In 2020, Guruswami et al. [27] established the zero-rate threshold of insdel-list-decodable codes. More specifically, for any alphabet size \(q\), they establish the set of all possible amount of insertion and deletion errors such that there exists a code of positive rate that can list-decode those amounts of errors. Recently, Haeupler and Shahrasbi [28] expanded the bound derived in [27] to provide an upper bound of the list-decodability of insdel codes.

In general the works on list-decoding of insdel codes we have discussed above focus on one of the following two directions. Firstly, some of the works focuses on construction of specific insdel-list-decodable code with a given rate. Secondly, some other works focus on finding the upper bound of the insdel-list-decodability of a code, which is a necessary condition for a code to be insdel-list-decodable. Although such bounds provide the largest possible parameter for a code that can list-decode a given number of insertion and deletion errors, it does not guarantee that any code of a given parameter to be insdel-list-decodable. Hence, given a code of a given parameter, it is not guaranteed to be insdel-list-decodable and there needs to be a scheme to check whether it is insdel-list-decodable. This implies that such works do not provide any clearer picture about the Johnson-type bound we are aiming to obtain. On the other hand, there have also been a few works on the lower bound of the insdel-list-decodability of a code. Such works provides a lower bound to the Johnson-type bound. More specifically, it satisfies the first condition of the Johnson-type bound that we have discussed above. However, it does not guarantee that any code that does not satisfy those bounds cannot be list-decodable for any polynomial list size.

In 2017, Wachter-Zeh [29] firstly considered the list-decoding of insdel codes and provided a lower bound of the insdel-list-decodability of a code. Hayashi and Yasunaga [30] provided some amendments on the result in [29] and derived a lower bound which is only meaningful when insertion occurs. Unlike the Johnson bound for Hamming-metric codes, the bound given in [30] is not tight (see Subsection I-E). Thus, it is interesting to see if we can improve such lower bounds to obtain a closer estimate to the true Johnson-type bound satisfying both conditions discussed above.

\[\text{C. Our Main Contribution}\]

Following the work of Wachter-Zeh [29] which was then amended by Hayashi and Yasunaga [30], we focus on the lower

\[^{1}\text{Originally, Levenshtein distance is defined to be the minimum number of synchronization operation, including substitution, required to transform one word to the other. In this work, we abuse the term for ease of notation, as remarked in Remark 1.}\]
bound of insdel-list-decodability which provides bounds on parameters that guarantees that a code with the given parameters is insdel-list-decodable. More specifically, we focus on a sufficient condition on the relative minimum Levenshtein distance of a code for it to be insdel-list-decodable. First, we provide an informal restatement of our main result on the sufficient condition for a code to be insdel-list-decodable.

**Theorem 1.1 (Informal Restatement of Theorem IV.1):** Let $C$ be a code of length $n$ over an alphabet of size $q$ with minimum Levenshtein distance $d = 2\delta n$ and $L \geq 2$ be a positive integer. Suppose that $\tau_1 < q - 1$ and $\tau_D < \frac{q}{2}$ are non-negative real numbers. If $\tau_D < \delta$ and $\tau_1 < \rho^{(\delta, L)}(1 - \tau_D)$ where

$$
\rho^{(\delta, L)}(x) = \max \limits_{r=1, \ldots, L} \left\{ \frac{2L - r + 1}{L + 1} x - \frac{L}{r} (1 - \delta) \right\},
$$

then $C$ is $(\tau_1, \tau_D, L)$-insdel-list-decodable.

Here, $\rho^{(\delta, L)}(1 - \tau_D)$ is a piecewise linear function with $L$ linear pieces where it coincides with the unique decoding bound $\tau_1 < \delta = \tau_D$ when $\tau_D \geq 1 - \frac{L}{L + 1} (1 - \delta)$.

Such result provides a lower bound on the insdel-list-decodability of a code given the values of $\delta, \tau_1, \tau_D$ and $L$. As illustrated in Section VI, Theorem IV.1 provides an insdel-list-decodability results for various constructions of codes, including some Reed-Solomon codes [31], [32], [33], [34], [35], Varshamov-Tenengolts (VT for short) codes [14], [15], [17] and Helberg codes [36], [37]. This provides such constructions with a stronger property on their insdel-list-decodability, as can be observed in Theorems VI.1, VI.2 and VI.3 respectively. As insdel-list-decodability property has not been studied for such codes except for a brief analysis for VT codes in [29], an interesting open question to consider is to provide an efficient insdel-list-decoding algorithm for all these codes for a general list size $L$.

Another potential application of such result is in the construction of insdel-list-decodable codes with efficient list-decoding algorithms (see for example [8], [24], [25], [38]). One of the common methods for constructing such code is to use an insdel-list-decodable inner code with short length, equipped with either an indexing scheme or synchronization strings, which is then concatenated with an outer code that is either list-recoverable under the classical Hamming metric (see for example [39], [40], [41]) or list-decodable against erasure errors (See for example [42], [43], [44]). Such concatenation allows the decoding algorithm to be designed by using exhaustive search to list decode the inner code, which transforms the problem to either a list-recovery problem or list decoding against erasures, which can then be solved using the list recovery algorithm of the outer code. In such codes, the inner code is in general either specifically constructed or is sampled at random with the condition that the sampled code is list-decodable with high probability. Such approaches either requires a specific code for the inner code or an additional scheme to verify that the sampled code is indeed list-decodable. Having the result presented in Theorem IV.1, we may sample any insdel code with a given minimum Levenshtein distance and we can guarantee that such code is insdel-list-decodable.

**D. Our Technique**

In order to show our main claim, we suppose that the conditions of $\tau_D$ and $\tau_1$ are satisfied and $C$ is not $(\tau_1, \tau_D, L)$-insdel-list-decodable. Then, there exists an integer $N \in [n - \tau_D n, n + \tau_D n]$ and a word $y$ of length $N$ such that there exists $L + 1$ codewords $c_0, \ldots, c_L$ that can be obtained from $y$ by $\tau_D n$ insertion and $\tau_D n$ deletion operations. For $i = 0, \ldots, L$, define $Y_i \subseteq \{1, \ldots, N\}$ the set of indices that correspond to a longest common subsequence of $y$ and $c_i$. It is then easy to see that $Y_i \cap Y_j$ is a subset of the indices that correspond to a longest common subsequence of $c_i$ and $c_j$ as entries of $y$. Then, due to the relation of $Y_i$, $\tau_1$ and $\tau_D$ as well as the relation between $Y_i \cap Y_j$ with $\delta$, any relation we may derive on the sets $Y_0, \ldots, Y_L$ and their intersections or unions also provides a relation between the code parameters, $\delta, \tau_1, \tau_D$ and $L$. More concretely, we examine the size of the unions of sets obtained by intersecting a fixed number of $Y_i$. That is, for various values of $r = 1, \ldots, L$, we consider $|\cup_{i \leq c_i, \ldots, i \leq c_L} \cap \cap_{i \leq e_i} Y_i|$. With the help of inclusion-exclusion principle as well as some carefully chosen linear combination of the analysis for different values of $r$, we obtain the relation $\tau_1 \geq \rho^{(\delta, L)}(1 - \tau_D)$ which contradicts our condition on $\tau_1$.

We conclude this section by briefly discussing our strategy on choosing the linear combination to obtain the $L$ bounds that defines our bound $\rho^{(\delta, L)}(x)$. Following our notations in Section IV., for any positive integer $L \geq 2$ and $r \leq L + 1$, define $\Sigma_{j}^{(L+1)} \triangleq \sum_{0 \leq c_i < c_2 < \cdots < c_r \leq L \cap \cap_{i \leq e_i} Y_i}$ and $\Psi_{v}^{(L+1)} \triangleq \sum_{0 \leq c_i < c_2 < \cdots < c_r \leq L \cap \cap_{i \leq e_i} Y_i}$. It is easy to see that for any $v = 1, \ldots, L + 1$, by Inclusion-Exclusion Principle, we can express $\Psi_{v}^{(L+1)}$ as a linear combination of $\Sigma_{v}^{(L+1)}$, $\Sigma_{L+1}^{(L+1)}$, i.e., there exist constants $A_{v, v}, \ldots, A_{L+1, v}$ such that $\Psi_{v}^{(L+1)} = \sum_{j=v}^{L+1} A_{j,v} \Sigma_{j}^{(L+1)}$. Hence, for any real numbers $c_1, \ldots, c_{L+1}$, we have

$$
\sum_{v=1}^{L+1} c_v \Psi_{v}^{(L+1)} = \sum_{v=1}^{L+1} c_v \sum_{j=v}^{L+1} A_{j,v} \Sigma_{j}^{(L+1)} \equiv \sum_{j=1}^{L+1} \Phi_j^{(L+1)} \Sigma_j^{(L+1)},
$$

for some constants $\Phi_1^{(L+1)}, \ldots, \Phi_{L+1}^{(L+1)}$. On one hand, we note that $\Psi_{v}^{(L+1)} \leq N$ for any $v = 1, \ldots, L + 1$. Hence $\sum_{v=1}^{L+1} c_v \Psi_{v}^{(L+1)}$ is upper bounded by $\sum_{v=1}^{L+1} c_v N$. On the other hand, for $j = 1, 2$, we can obtain a bound on $\Sigma_j^{(L+1)}$ based on its relation with the assumption of $C$ being not insdel-list-decodable and its relative minimum Levenshtein distance respectively. Hence, assuming that $\Sigma_{j=1}^{L+1} \Phi_j^{(L+1)} \Sigma_j^{(L+1)} \geq 0$, $\sum_{j=1}^{L+1} \Phi_j^{(L+1)} \Sigma_j^{(L+1)}$ can be lower bounded by some function of $\tau_1, \tau_D, \delta, L$ and $n$. In conclusion, for any choice of such $c_1, \ldots, c_{L+1}$ such that $\sum_{j=3}^{L+1} \Phi_j^{(L+1)} \Sigma_j^{(L+1)} \geq 0$, recalling that $n - \tau_D n \leq N \leq n + \tau_D n$, we obtain an inequality on $\tau_1, \tau_D, \delta$ and $L$. Here, we choose such $c_1, \ldots, c_{L+1}$ such that we may eliminate the terms corresponding to $\Sigma_j^{(L+1)}$ for $j \geq 3$. Note that by definition, we have $\Sigma_j^{(L+1)} \geq \Sigma_{j+1}^{(L+1)}$ for $j \leq L$. Hence, to reduce the impact of using the inequality, $\sum_{j=3}^{L+1} \Phi_j^{(L+1)} \Sigma_j^{(L+1)} \geq 0$, we choose $c_1, \ldots, c_{L+1}$ that eliminate $\Sigma_j^{(L+1)}$ in an ascending order on the value of $j$. Hence, we are left with finding the values of $A_{j,v}$ for different values of $j$ and $v$. We utilize the notion of $v$-cover of a
set to express each coefficient as a function of the number of \(v\)-cover of different sets, denoted by \(A_{j,v}\). Intuitively, the term \(v\)-cover refers to the the covering of the set with its subsets, each of size \(v\). Utilizing a recursive relation we derive for \(A_{j,v}\), we can find an explicit formula for \(A_{j,v}\). A more detailed discussion in the value of \(A_{j,v}\) along with a formal definition of \(v\)-cover and the choice of the constant \(c_i\)’s can be found in Section IV. The general strategy is also discussed in more detail in Remark 4.

In our work, we only consider \(L\) specific combinations of the sizes of such unions. It is interesting to see if a better bound can be derived by considering a different combination of the unions. Similarly, such analysis can also be used to analyse the size of different combination of \(Y_i\)’s which is different from just unions of sets obtained by intersecting the same number of sets.

E. Comparison

In this work, we compare our result with the unique decoding bound \(\tau_1 + \tau_D < \delta\) and the bound by Hayashi and Yasumaga [30] which we denote by HY bound. The comparison with unique decoding bound yields the fact that due to the condition \(\tau_D < \delta\), similar to the HY bound, our bound is only meaningful when \(\tau_1 > 0\). Furthermore, based on the form of our bound, when \(\tau_D < 1 - \frac{L+1}{L+1}(1 - \delta)\), our bound outperforms the unique decoding bound. On the other hand, we also show that for sufficiently large \(\delta\), there exists a range of \(\tau_D\) such that in such values of \(\tau_D\), our bound also outperforms the HY bound. A formal discussion of such comparison can be found in Section V. An illustration of this result for \(L = 2\) and \(\delta = 0.9\) can be found in Figure 1. Note that the value of \(q\) only affects the curves in Figure 1 in determining the curves’ endpoints while the overall curves do not change. Because of this, Figure 1 is drawn without considering the effect of \(q\). We define \(P_1\), the point with smallest value of \(\tau_D\) such that our bound outperforms the HY bound and \(P_2\), the point where our bound coincides with the unique decoding bound.

F. Organization

The rest of this paper is organized as follows. In Section II, we briefly introduce some basic definitions and results that are essential in our discussion. We consider a special case of our main result when the list size is 2 in Section III for a simple illustration of our approach. Such approach is then generalized for any list size in Section IV. We compare and prove that our result contains an improvement to previously established lower bound of insdel-list-decodability in Section V. Lastly, we provide some insdel-list-decodability result of various codes in Section VI.

II. Preliminaries

For positive integers \(q\) and \(n\) such, let \(\Sigma_q\) be a finite alphabet of size \(q\) and \(\Sigma_q^n\) be the set of all vectors of length \(n\). For any positive real number \(i\), we denote by \([i]\), the set of integers \(\{1, \ldots, |i|\}\). Given a vector \(v = (v_1, \ldots, v_n) \in \Sigma_q^n\) and a set \(S \subseteq [n]\), we define the projection of \(v\) at \(S\), denoted by \(v|_S\) as a vector of length \(|S|\) containing the coordinates of \(v\) with indices in \(S\). That is, \(v|_S = (v_{i_1})_{i_1 \in S}\). Given \(\alpha \in \Sigma_q\) and any non-negative integer \(m\), we define \(\alpha^m \in \Sigma_q^m\) obtained by repeating \(\alpha\) \(m\) times. Furthermore, for any two vectors \(u \in \Sigma_q^{m_1}\) and \(v \in \Sigma_q^{m_2}\) over \(\Sigma_q\), we define \((u|v) \in \Sigma_q^{m_1 + m_2}\) to be the vector obtained by concatenating \(v\) in the right of \(u\).

Definition 1: Let \(a \in \Sigma_q^{m_1}\) and \(b \in \Sigma_q^{m_2}\) be two words over \(\Sigma_q\) not necessarily of the same length.

1) We define the Levenshtein distance between \(a\) and \(b\), \(d_L(a, b) = d\) if there exists non-negative integers \(t_1\) and \(t_D\) such that \(t_1 + t_D = d\) and we may obtain \(b\) from \(a\) by inserting \(t_1\) symbols and deleting \(t_D\) symbols. Furthermore, we also require that for any \(t_1\) and \(t_D\) such that \(t_1 + t_D < d\), it is impossible to obtain \(b\) from \(a\) by inserting \(t_1\) symbols and deleting \(t_D\) symbols.

2) For a non-negative integer \(m \leq \min\{n_1, n_2\}\), we say \(v = (v_1, \ldots, v_m)\) is a common subsequence of \(a\) and \(b\) if there exists \(1 \leq i_1 < i_2 < \cdots < i_m \leq n_1\) and \(1 \leq j_1 < j_2 < \cdots < j_m \leq n_2\) such that \(v = a|_{i_1, \ldots, i_m} = b|_{j_1, \ldots, j_m}\). Furthermore, we say that \(v\) is a longest common subsequence of \(a\) and \(b\) if there does not exist \(u\) of length \(m' > m\) such that \(u\) is also a common subsequence of \(a\) and \(b\). We denote by \(\ell_LCS(a, b)\) the length of a longest common subsequence of \(a\) and \(b\).

Remark 1: We note that the Levenshtein distance of two words was defined to be the minimum number of insertions, deletions and substitutions required to transform a word to the other, which was first defined by Levenshtein [15], [16]. In this manuscript, to simplify the notation, we will abuse the term and call \(d_L(a, b)\) the Levenshtein distance. This is to differentiate it from the term “insdel” that we use when we want to separate the number of insertions from deletions.

Remark 2: Let \(a \in \Sigma_q^{n_1}\) and \(b \in \Sigma_q^{n_2}\) be two words over \(\Sigma_q\), not necessarily of the same length. Assuming that \(v\) is a longest common subsequence of \(a\) and \(b\) of length \(\ell = \ell_LCS(a, b)\), we can obtain \(b\) from \(a\) by deleting all \(n_1 - \ell\) symbols in \(a\) outside \(v\) and inserting all \(n_2 - \ell\) symbols of \(b\) outside \(v\) and it can also be verified that \(d_L(a, b) = n_1 + n_2 - 2\ell\). Since \(0 \leq \ell \leq \min\{n_1, n_2\}\), we have \(|n_1 - n_2| \leq d_L(a, b) \leq n_1 + n_2\).

Note that if \(d_L(a, b) = d\) where \(a\) and \(b\) have the same length, we must have \(d\) to be an even integer.
In the following we provide an alternative definition of Levenshtein distance with respect to the numbers of insertion and deletion required.

**Proposition II.1**: Let \( a \in \Sigma_q^n \) and \( b \in \Sigma_q^n \) be two words over \( \Sigma_q \). Then \( d_L(a, b) = d \) if and only if there exist \( t_I \) and \( t_D \) such that

1. \( t_I + t_D = d \).
2. We can obtain \( b \) from \( a \) by inserting \( t_I \) symbols and deleting \( t_D \) symbols.
3. For any pair \( (t'_I, t'_D) \) such that \( b \) can be obtained from \( a \) by inserting \( t'_I \) symbols and deleting \( t'_D \) symbols, then \( t'_I \geq t_I \) and \( t'_D \geq t_D \).

**Proof**: First, suppose that \( d_L(a, b) = d \). Then by definition, there exists non-negative integers \( t_I \) and \( t_D \) such that \( t_I + t_D = d \) and we may obtain \( b \) from \( a \) by inserting \( t_I \) symbols and deleting \( t_D \) symbols. This directly proves the first two claims. Suppose that there exists a pair \( (t'_I, t'_D) \) such that \( t'_I < t_I \) or \( t'_D < t_D \) and we may obtain \( b \) from \( a \) by inserting \( t'_I \) symbols and deleting \( t'_D \) symbols. Note that we must have \( t_I - t_D = n_q - n_q = t_I - t_D \). Hence \( t'_I < t_I \) if and only if \( t'_D < t_D \). In such case, \( t'_I + t'_D < d \), contradicting the assumption that \( d_L(a, b) = d \). Hence we must have \( t'_I \geq t_I \) and \( t'_D \geq t_D \).

Now suppose that there exist \( t_I \) and \( t_D \) satisfying the three conditions. We aim to show that \( d_L(a, b) = t_I + t_D \). By the second assumption, we have \( d_L(a, b) \leq t_I + t_D \). Now suppose that there exists \( t'_I \) and \( t'_D \) such that \( t'_I + t'_D < t_I + t_D \) and we can obtain \( b \) from \( a \) by inserting \( t'_I \) symbols and deleting \( t'_D \) symbols. However, by the third assumption, we must have \( t'_I \geq t_I \) and \( t'_D \geq t_D \) which implies \( t'_I + t'_D < t_I + t_D \). This is a contradiction. Then we must have \( t'_I + t'_D \geq t_I + t_D \), completing the proof.

A code \( C \) over \( \Sigma_q \) of length \( n \) is a non-empty subset \( \Sigma_q^n \). We define the rate of \( C \) to be \( R(C) = \log_q |C| \). The minimum Levenshtein distance of \( C \) is defined to be \( d_L(C) = \min_{a,b \in C} \{ d_L(a, b) \} \). We call a code that we consider under Levenshtein distance as an insdel code. We define the relative minimum Levenshtein distance of \( C \) to be \( \delta_L(C) = \frac{d_L(C)}{2n} \).

Next we discuss the definition of Levenshtein and insdel balls.

**Proposition II.2**: For a relative minimum Levenshtein distance \( \delta \in [0, 1] \) and list size \( \Delta \geq 2 \), we define \( \rho^{(\delta, L)} : [1 - \delta, 1] \to \mathbb{R} \) such that
\[
\rho^{(\delta, L)}(x) = \max_{r=1, \ldots, L} \left\{ \frac{2Lr - r + 1}{L+1} \frac{x - L}{r(1 - \delta)} \right\}.
\]

It is easy to see that \( \rho^{(\delta, L)}(x) \) is a piecewise linear function for \( x \in [1 - \delta, 1] \). We refer to Figure 2 for illustration of the function \( \rho^{(\delta, L)}(x) \). Here the term “turning points” is defined in the following way. A turning point of the function \( \rho^{(\delta, L)}(x) \) is defined as the point where \( \rho^{(\delta, L)}(x) \) moves from one linear piece to another. More complete analysis of \( \rho^{(\delta, L)}(x) \) can be found in the Appendix A.

III. INSDEL LIST-DECODABILITY WITH LIST SIZE 2

First, we consider the case when \( L = 2 \).
Lemma III.1: Let $C \subseteq \Sigma^n$ be a q-ary code with length $n$ and minimum Levenshtein distance $d = 2kn$. Given $\tau_I$ and $\tau_D$, if $C$ is not $(\tau_I, \tau_D, 2)$-insdel-list-decodable, then either $\tau_I \geq \delta$ or
\[ \tau_I \geq \rho(\delta, 2) (1 - \tau_D). \]

Proof: Suppose that $\tau_D < \delta$. For simplicity, we denote $t_I = \tau_I n$ and $t_D = \tau_D n$. Since $C$ is not $(\tau_I, \tau_D, 2)$-insdel-list-decodable, then there exists an integer $N \in [n - t_D, n + t_I]$ and a vector $y \in \sum^n$ with 3 distinct codewords of $C$ such that $c_0, c_1, c_2 \in \mathcal{B}_I(y, t_D, t_I)$. For any $0 \leq i \leq 2$, we define $Y_i \subseteq [N]$ to be a set such that $y|_{Y_i}$ is a longest common subsequence of $y$ and $c_i$. Hence we have $t_D + t_I \geq d(y, c_i) = N + n - 2|Y_i|$ or equivalently, $|Y_i| \leq \frac{1}{2} (N + n - t_D - t_I)$. For any $0 \leq i_1 < i_2 \leq 2$, we define $Y_{i_1i_2} \triangleq Y_{i_1} \cap Y_{i_2}$. Similarly, we define $Y_{012} \triangleq Y_0 \cap Y_1 \cap Y_2$. It is easy to see that $y|_{Y_{i_1i_2}}$ is a common subsequence of $c_{i_1}$ and $c_{i_2}$. Hence we must have $d \leq d(c_{i_1}, c_{i_2}) \leq 2n - 2|Y_{i_1i_2}|$ which implies $|Y_{i_1i_2}| \leq n - \frac{d}{2}$. By Inclusion-Exclusion principle, we have
\[ \sum_{i=0}^{2} |Y_i| = 2 \sum_{i=0}^{2} |Y_{i_1i_2}| + |Y_{012}|. \]
(1)

Since $\sum_{i=0}^{2} |Y_i| \subseteq [N]$ and $|Y_{012}| \geq 0$, we have
\[ N \geq \frac{3}{2} (N + n - t_D - t_I) - 3 \left( n - \frac{d}{2} \right). \]
Noting that $N \geq n - t_D$, we obtain $0 \geq 2n - 2t_D - \frac{3}{2} t_I - 3 \left( n - \frac{d}{2} \right)$ which implies
\[ t_I \geq \frac{4}{3} (n - t_D) - 2 \left( n - \frac{d}{2} \right). \]
(2)

Here we again consider the Inclusion-Exclusion principle for the union of $Y_{i_1i_2}$. We have
\[ \sum_{0 \leq i_1 < i_2 \leq 2} |Y_{i_1i_2}| = \sum_{0 \leq i_1 < i_2 \leq 2} |Y_{i_1} \setminus Y_{i_2}| + |Y_{i_2} \setminus Y_{i_1}| - |Y_{i_1} \cap Y_{i_2}| + |Y_{012}| = \sum_{0 \leq i_1 < i_2 \leq 2} |Y_{i_1} \setminus Y_{i_2}| - 2|Y_{012}|. \]
(3)

Noting that $\sum_{0 \leq i_1 < i_2 \leq 2} |Y_{i_1i_2}| \subseteq [N]$, adding two times Equation (1) to Equation (3), we obtain
\[ 3N \geq 2 \left| \bigcup_{i=0}^{2} Y_i \right| - \left| \bigcup_{0 \leq i_1 < i_2 \leq 2} Y_{i_1i_2} \right| \geq 3(N + n - t_D - t_I) - 3 \left( n - \frac{d}{2} \right). \]
Hence we have
\[ t_I \geq \frac{4}{3} (n - t_D) - \left( n - \frac{d}{2} \right). \]
(4)

So by Inequalities (2) and (4), if $C$ is not $(\tau_I, t_D, 2)$-list-decodable, then
\[ \tau_I \geq \max \left\{ \frac{4}{3} (1 - \tau_D) - 2 (1 - \delta), \left( 1 - \tau_D \right) - (1 - \delta) \right\} = \rho(\delta, 2) (1 - \tau_D). \]

Taking the contrapositive of Lemma III.1, we directly have the following result.

Theorem III.2: Let $C \subseteq \Sigma^n$ be a q-ary code with length $n$ and minimum Levenshtein distance $d = 2kn$. If $t_D < \delta$ and $\tau_I < \rho(\delta, 2) (1 - \tau_D)$, then $C$ is $(\tau_I, \tau_D, 2)$-insdel-list-decodable.

IV. INSDEL-LIST-DECODABILITY FOR GENERAL LIST SIZE

In this section, we generalize the result from Section III to any $L \geq 2$. More specifically, this section focuses on the proof of the following Theorem.

Theorem IV.1: Let $C \subseteq \Sigma^n$ be a q-ary code with length $n$ and minimum Levenshtein distance $d = 2kn$ and $L \geq 2$ be a positive integer. We further let $\tau_I$ and $\tau_D$ be two non-negative real numbers such that $\tau_D < \delta$ and $\tau_I < \rho(\delta, L) (1 - \tau_D)$. Then $C$ is $(\tau_I, \tau_D, L)$-insdel-list-decodable.

In the remainder of this section, for any positive integers $v \leq L$, sets $Y_0, \ldots, Y_L$, and indices $0 \leq i_1 < i_2 < \cdots < i_v \leq L$, we define $Y_{i_1i_2\cdots i_v} \triangleq \bigcap_{j=1}^v Y_{i_j}$. Before we consider the insdel-list-decodability of codes, first we consider the size of the union of such $Y_{i_1i_2\cdots i_v}$ for any fixed $v$.

Let $S, S_1, \ldots, S_L$ be distinct subsets of $\{0, \ldots, L\}$. We say that $S_1, \ldots, S_L$ covers $S$ if we have $\bigcup_{i=1}^L S_i = S$. Furthermore, if $|S_i| = v$ for all $i = 1, \ldots, L$, we say that $\{S_1, \ldots, S_L\}$ is a $v$-cover of $S$. Note that the number of such $v$-cover only depends on the size of $S$, $S_i$ as well as $L$. For any positive integers $j, \ell$ and $v$, we denote by $A_{j, \ell, v}$ the number of $v$-covers of size $\ell$ of $\{1, \ldots, j\}$.

Note that in general, to obtain the extension from the discussion in Section III, we use Inclusion-Exclusion principle on
\[ \bigcup_{0 \leq i_1 < \cdots < i_v \leq L} Y_{i_1i_2\cdots i_v} \] for increasing values of $v$ to eliminate the terms $|Y_{i_1i_2\cdots i_v}|$ for $v \geq 3$ starting from smaller values of $v$, which in general has a larger size. Expanding the size of the set $\bigcup_{0 \leq i_1 < \cdots < i_v \leq L} Y_{i_1i_2\cdots i_v}$ using Inclusion-Exclusion principle, we can reorder the terms. More specifically, we can see that the formula $\bigcup_{0 \leq i_1 < \cdots < i_v \leq L} Y_{i_1i_2\cdots i_v}$ is symmetric with respect to $Y_{i_v}$. Hence, the coefficient of a term in the expanded version of the union only depends on the number of different tuples $(i_1, \ldots, i_v)$ that are intersected to obtain such term. In other words, for any $j \leq L + 1$ and $0 \leq i_1 < i_2 < \cdots < i_j \leq L$, the coefficient of $Y_{i_1i_2\cdots i_j}$ in the union only depends on the values of $j$ and $v$ while being independent of the actual value of $i_1, \ldots, i_j$. Furthermore, since each term in the original form of the union is an intersection of $v$ distinct $Y_i$’s, the term in the right hand side can only consist of terms obtained by intersecting at least $v$ distinct $Y_i$. Hence, denoting...
such coefficient by $A_{j,v}$, we can reorder the terms in the union to the following form

$$
\sum_{0 \leq i_1 < \cdots < i_v \leq L} \mathbb{Y}_{i_1i_2 \cdots i_v} = \sum_{j=1}^{L+1} A_{j,v} \mathbb{Y}_{i_1i_2 \cdots i_v}^{(L+1)}
$$

(5)

for some integer $A_{j,v}$ where we define $\mathbb{Y}_{i_1i_2 \cdots i_v}^{(L+1)} = \sum_{0 \leq i_1 < i_2 < \cdots < i_v \leq L} [Y_{i_1i_2 \cdots i_v}]$. To calculate $A_{j,v}$, due to the symmetry of any choice of the $j$-tuple $(i_1, \ldots, i_j)$, we only consider the case when $i_t = t-1$ for $t = 1, \ldots, j$ and we are interested to find the amount of times $\mathbb{Y}_{i_1i_2 \cdots (j-1)}$ can be covered by its subsets of size $v$. Note that for any $v$-cover of size $\ell$, it contributes $(-1)^{\ell-1}$ to $A_{j,v}$. This is because such $v$-cover of size $\ell$ is obtained by taking intersection of $\ell$ different sets of size $v$. So in the Inclusion-Exclusion formula of the size of $\sum_{0 \leq i_1 < \cdots < i_v \leq L} \mathbb{Y}_{i_1i_2 \cdots i_v}$, it appears exactly once with coefficient $(-1)^{\ell-1}$. It can be observed that here $A_{j,v}$ is independent of the original value of $L+1$, which justifies the omission of the parameter $L$ in the variable $A_{j,v}$. Furthermore, we have

$$A_{j,v} = \sum_{\ell=1}^{v} (-1)^{\ell-1} A_{j,\ell,v}$$

(6)

where $\ell$ is at most $\binom{v}{j}$ since there are only $\binom{v}{j}$ subsets of $\{0, \ldots, j-1\}$ of size $v$.

So to simplify Equation (5), we are interested in the value of $A_{j,\ell,v}$. The following result provides a recursive relation of $A_{j,\ell,v}$ with some base cases.

**Lemma IV.2:**
1. $A_{j,\ell,v} = 0$ whenever $\ell > \binom{v}{j}$. In particular, if $j < v$, $A_{j,\ell,v} = A_{j,v} = 0$.
2. $A_{j,\ell,v} = 0$ whenever $\ell v < j$.
3. Suppose that $\ell \leq \binom{v}{j}$. Then

$$A_{j,\ell,v} = \binom{v}{j} - \sum_{t=1}^{\ell-1} \binom{j}{t} A_{j,\ell-t,v}.$$  

(7)

**Proof:**
1. Note that a set of size $j$ has exactly $\binom{v}{j}$ pairwise distinct subsets of size exactly $v$. Hence the maximum number of pairwise distinct sets of size $v$ with their union having size $j$ is $\binom{v}{j}$. So if $\ell > \binom{v}{j}$, it is impossible to have the union of $\ell$ sets of size $v$ to have size $j$, implying that $A_{j,\ell,v} = 0$.
2. Note that the union of $\ell$ sets, each of size $v$ has size at most $\ell v$. Hence the union cannot have size larger than $\ell v$.
3. Let $S_v = \{A \subseteq \{0, 1, \ldots, j-1\} : |A| = v\}$ and $T_{\ell,v} = \{S \subseteq S_v : |S| = \ell\}$. Then $|T_{\ell,v}| = \binom{v}{\ell}$. However, note that not all $S \in T_{\ell,v}$ may result in $\bigcup_{A \in S} A = \{0, \ldots, j-1\}$. So from $T_{\ell,v}$, we need to exclude those with union of size smaller than $j$. For any $t < j$, there are $\binom{v}{j}$ subsets of $\{0, \ldots, j-1\}$ of size $t$ and for each $S \subseteq \{0, \ldots, j-1\}$ of size $t$, there are $A_{t,\ell,v}$ elements of $T_{\ell,v}$ that covers $S$. This directly provides Equation (7). \qed

Next, we also provide the values of $A_{j,\ell,v}$ for some special case, which can be easily verified.

**Remark 3:**
1. When $v = 1$, $A_{j,\ell,1} = \begin{cases} 1, & \text{if } \ell = j \\ 0, & \text{otherwise}. \end{cases}$

In particular, $A_{j,1} = (-1)^{j-1}$.
2. For any $j$ and $v$, we have $A_{j,v} = 1$. In particular, $A_{j,j} = 1$.

Next, we provide an explicit value of $A_{j,v}$. Throughout the remainder of the section, for simplicity of notation, we denote $\Psi_{v}^{(L+1)} = \sum_{0 \leq i_1 < i_2 < \cdots < i_v \leq L+1} Y_{i_1i_2 \cdots i_v}$.

**Proposition IV.3:** For any positive integers $j, v$ such that $\max\{2,v\} \leq j$, we have

$$A_{j,v} = (-1)^{j-v} \binom{j-1}{v-1}.$$  

(8)

**Proof:** We will prove Equation (8) by induction on $j$. Firstly, we show the claim for $j = v$. By Remark 3, $A_{v,v} = 1 = (-1)^{v-v} \binom{v-1}{v-1}$.

Now we assume that Equation (8) is true for any $j' < v$, $v+1, \ldots, j-1$. That is, $A_{j',v} = (-1)^{j' - v} \binom{j'-1}{v-1}$. Then by Equation (6) and Lemma IV.2, it can be verified that

$$A_{j,v} = 1 - \sum_{t=1}^{j} \binom{j}{t} (-1)^{t-v} \binom{j-1}{t-1} \binom{v-1}{t-1}.$$  

(9)

For completeness, the proof of Equation (9) can be found in Appendix B. So to complete our proof, it is sufficient to show the following claim.

**Claim IV.4:** For any $v \geq 1$ and $j \geq \max\{v,2\}$,

$$\sum_{t=1}^{j} (-1)^{t-v} \binom{j}{t} \binom{v-1}{t-1} = 1.$$  

**Proof:** We prove this by induction on both $v$ and $j$. First, when $v = 1$, the sum can be simplified to $\sum_{t=1}^{j} (-1)^{t-1} \binom{j}{t} = -\sum_{t=0}^{j} (-1)^{t-1} \binom{j}{t} = 1$ proving the case when $v = 1$. Next, we show the claim for the case when $j = v$ for any $v \geq 2$. When $j = v$, we have $\sum_{t=0}^{v} (-1)^{v-t} \binom{v}{t} = 1$. In particular, $\binom{v}{v} = 1$ where the first equality follows from the fact that $\binom{t}{t} = 0$ when $t < v$.

Now we assume that the claim is true for $(v', j') \in \{(v-1,j-1), (v-1,j), (v,j-1)\}$ and we consider the claim for $(v,j)$. That is, we assume that for any such $v'$ and $j'$, $\sum_{t=1}^{j'} (-1)^{j'-v'} \binom{j'-1}{t-1} \binom{v'-1}{t-1} = 1$. Using the fact that $\binom{n}{a} = \binom{n-1}{a-1} + \binom{n-1}{a}$ for any $0 \leq a \leq b$, it can be verified that

$$\sum_{t=1}^{j} (-1)^{t-v} \binom{j}{t} \binom{v-1}{t-1} = \left(1 - \sum_{t=1}^{j-1} (-1)^{t-v} \binom{j-1}{t} \binom{v-1}{t} \right) \binom{j}{v-1} + \sum_{t=1}^{j-1} (-1)^{j-v} \binom{j-1}{t} \binom{v-1}{t-1} \binom{j}{v-1}$$

(10)

$$= 1.$$
For completeness, the proof of Equation (10) can be found in Appendix B.

This completes the proof that \( A_{j,v} = (-1)^{j-v}(j-1) \).

We then utilize the explicit expressions of the coefficients of \( \Sigma_j^{(L+1)} \) in \( \Phi_u^{(L+1)} \) for various \( j \) and \( v \) to obtain \( L \) different lower bounds for \( t_f \) with respect to the minimum Levenshtein distance \( d \), the deletion upper bound \( t_D \) and list size \( L \). In the following remark, we first discuss the overall strategy of how these \( L \) lower bounds are derived.

Remark 4: For \( r = 1, \ldots, L \), our strategy to find the \( r \)-th lower bound for \( t_f \) is to consider a carefully chosen linear combination \( \Phi_r^{(L+1)} \) such that rewriting \( \Phi_r^{(L+1)} \) as linear combination of \( \Sigma_j^{(L+1)} \), say \( \Phi_r^{(L+1)} = \sum_{j=1}^{L+1} \psi_{r,j} \Sigma_j^{(L+1)} \), we have \( \Phi_r^{(L+1)} = \psi_{r,1} \Sigma_1^{(L+1)} + \psi_{r,3} \Sigma_3^{(L+1)} + \psi_{r,5} \Sigma_5^{(L+1)} + \cdots \). In such case, we aim to show that \( \Phi_r^{(L+1)} > 0 \).

Lastly, we will also show that \( \sum_{j=r+2}^{L} \psi_{r,j} \Sigma_j^{(L+1)} \geq 0 \). Note that to show that the sum is non-negative, it is sufficient to show that for any \( j \in \{ r+2, \ldots, L \} \) such that \( j-r \) is even, \( \Phi_r^{(L+1)} \Sigma_j^{(L+1)} + \Phi_{r,j+1} \Sigma_{j+1}^{(L+1)} \geq 0 \) and when \( L-r \) is odd, \( \Phi_{r,L-r+1} \Sigma_{L-r+1}^{(L+1)} > 0 \). Having shown these claims, we have

\[
\sum_{u=1}^{r} \psi_u \Sigma_u^{(L+1)} > \sum_{u=1}^{r} \Phi_u^{(L+1)} \Sigma_u^{(L+1)} + \sum_{u=1}^{r} \Phi_u^{(L+2)} \Sigma_u^{(L+1)}.
\]

Noting that \( \bigcup_{0 \leq i_1 < i_2 < \cdots < i_r \leq L} Y_{i_1 i_2 \cdots i_r} \subseteq \{ N \} \), \( N \geq n - t_D \), for any \( v = 1, \ldots, L + 1, \Sigma_1^{(L+1)} \geq (2^{n-1} + n - t_D) \) \(
\sum_{u=1}^{r} \psi_u \Sigma_u^{(L+1)} > \sum_{u=1}^{r} \Phi_u^{(L+1)} \Sigma_u^{(L+1)} + \sum_{u=1}^{r} \Phi_u^{(L+2)} \Sigma_u^{(L+1)}.
\]

or equivalently

\[
t_f \geq \left( 2 \sum_{u=1}^{r} \frac{\psi_u^{(L+1)} \Sigma_u^{(L+1)}}{\Phi_u^{(L+1)} \Sigma_u^{(L+1)}} \right) (n - t_D) + \frac{\Phi_{r+1}^{(L+1)} (L+1)}{2} \left( n - \frac{d}{2} \right) \]

which provides us with the \( r \)-th lower bound for \( t_f \).

As discussed in Remark 4, fixing \( L \), we also fix \( r = 1, \ldots, L \) to calculate \( \Phi_r^{(L+1)} \) which we use to obtain the \( r \)-th lower bound for \( t_f \). In the following lemma, we provide a choice of \( c_{r,1}, \ldots, c_{r,r} \) that satisfy all the requirements stated in Remark 4.

Lemma IV.5: For \( u = 1, \ldots, r \), define \( c_{r,u} = r+1-u \) and

\[
\Phi_r^{(L+1)} = \sum_{j=1}^{L+1} \Psi_j^{(L+1)} \sum_{u=1}^{r} c_{r,u} \psi_u \Sigma_j^{(L+1)}.
\]

Then

1) \( \Phi_{r,1}^{(L+1)} = r > 0 \) if \( L-r \) is odd, \( \Phi_{r,2}^{(L+1)} = 0 \).

2) For \( j = 3, \ldots, r+1 \), \( \Phi_{r,j}^{(L+1)} = 0 \).

3) For any \( j \in \{ r+2, \ldots, L \} \) such that \( j-r \) is even, \( \Phi_{r,j}^{(L+1)} \Sigma_j^{(L+1)} + \Phi_{r,j+1}^{(L+1)} \Sigma_{j+1}^{(L+1)} \geq 0 \). Furthermore,

if \( L-r \) is odd, \( \Phi_{r,L-r+1}^{(L+1)} \Sigma_{L-r+1}^{(L+1)} \geq 0 \). This directly implies that \( \sum_{j=r+2}^{L} \Phi_{r,j}^{(L+1)} \Sigma_j^{(L+1)} \geq 0 \).

Proof: Recall that for any \( u = 1, \ldots, r \), \( \psi_u^{(L+1)} = \sum_{j=1}^{L+1} \frac{(-1)^{j-u} (j-1)}{2^{j-u} (u-1)} \). Hence for \( j = 1, \ldots, r \), \( \Phi_{r,j}^{(L+1)} = \sum_{j=1}^{L+1} (r+1-u)(1)^{j-u} (j-1) \).

1) When \( j = 1 \), the sum only has one term, which is when \( u = 1 \). Hence \( \Phi_{r,1}^{(L+1)} = 0 \). Secondly, when \( j = 2 \), we have one or two terms depending on whether \( r = 1 \) or \( r > 1 \). Note that if \( r = 1 \), we again only have one term when \( u = 1 \) and hence \( \Phi_{r,2}^{(L+1)} = -1 < 0 \). Next, when \( r > 2 \), the sum has two terms, when \( u = 1 \) and 2. Hence \( \Phi_{r,2}^{(L+1)} = -(r-1) < 0 \). This shows that \( \Phi_{r,1}^{(L+1)} \Sigma_{L-r+1}^{(L+1)} > 0 \), proving the first claim.

2) For the proof of the last two claims, we simplify the expression of \( \Phi_r^{(L+1)} \) by shifting the index from \( u \) to \( u-1 \). Noting that for any \( 0 < b < a \), \( b(a-b) = a(b-1) \), this gives

\[
\Phi_r^{(L+1)} = \sum_{u=0}^{\min (r-1, j-1)} (-1)^{j-1-u} \left( \frac{j-1}{u} \right).
\]

Recall that for any positive integer \( b \), \( \sum_{a=0}^{b} (-1)^{a-b} (a-b) = 0 \). Hence for any \( c < b \), we have \( \sum_{a=0}^{b} (-1)^{a-b} (a-b) = \sum_{a=c}^{b} (-1)^{b-a} (b-a) \). Now we are ready to prove the last two claims, First, we consider the case when \( j < r \). Then in this case, both sums in \( \Phi_{r,j}^{(L+1)} \) equal zero, which directly implies \( \Phi_{r,j}^{(L+1)} = 0 \) for \( 3 \leq j \leq r \). Next, assume that \( j = r+1 \). It is then easy to see that \( \Phi_{r,j}^{(L+1)} = -(r-r) = 0 \). This completes the proof for the second claim.

3) Lastly, assume that \( r+2 \leq j \leq L+1 \). Then we have

\[
\Phi_{r,j}^{(L+1)} = -r \sum_{u=r}^{j-1} (-1)^{j-1-u} (j-1) \sum_{u=r}^{j-2} (-1)^{j-2-u} (j-2) u.
\]

We denote the first sum by \( A \) and the second sum by \( B \). We consider \( A \) and \( B \) separately using the fact that \( \binom{a}{b} = \binom{a-1}{b-1} + \binom{a-1}{b} \).

First, we consider \( A \). Then

\[
A = \sum_{u=r}^{j-1} (-1)^{j-1-u} (j-2) u = \sum_{u=r}^{j-2} (-1)^{j-2-u} (j-2) u.
\]

which implies that \( A = r(j-2)^{r-1} \).
Next, we consider $B$. Then
\[
\frac{B}{j-1} = \sum_{u=r-1}^{j-2} (-1)^{j-u} \frac{(j-3)}{u-1} + \sum_{u=r-1}^{j-3} (-1)^{j-u} \frac{(j-3)}{u}
\]
\[
= (-1)^{j-r-1} \frac{(j-3)}{r-2}
\]
which implies that $B = -(j-1)(-1)^{j-r}(j-3)$. Hence $\Phi(r,j) = -(1)^{j-r} \cdot \frac{(j-3)}{r-1} - (j-1)$. It is easy to see that since $j > r + 1$, $\frac{(j-3)}{r-1} - (j-1) > 0$. Hence we must have $\Phi(r,j) > 0$ if $j - r$ is even and it is negative when $j - r$ is odd. In particular, when $L - r$ is odd, we take $j = L + 1$, we have $L + 1 - r$ to be even implying $\Phi(r,j) > 0$.

Lastly, suppose that $r + 2 \leq j \leq L$ such that $j - r$ is even. We consider $\Delta = \Phi(r,j) \sum_{L+1}^{(j-3)} + \Phi(r,j+1) \sum_{L+1}^{(j-3)}$. Then we have
\[
\Delta = \frac{(j-3)}{r-2} \left( \frac{(j-2)}{r-1} - (j-1) \right) \sum_{L+1}^{(j-3)} + \frac{(j-2)}{r-2} \left( \frac{(j-1)}{r-1} - j \right) \sum_{L+1}^{(j-3)}
\]
Now consider $Y_{i_1 \cdots i_{j+1}}$ for some $0 \leq i_1 < i_2 < \cdots < i_{j+1} \leq L + 1$. Note that in the second term, we are deducing $\frac{(j-2)}{r-1} - (j-1)$ copies of $|Y_{i_1 \cdots i_{j+1}}|$. Note that there are exactly $j + 1$ choices of $0 \leq i_1 < i_2 < \cdots < i_{j+1} \leq L$ such that $Y_{i_1 \cdots i_{j+1}} \subseteq Y'_{i_1 \cdots i_{j+1}}$. Hence in the first term, we are adding $(j + 1)\frac{(j-2)}{r-1} - (j-1)$ copies of $|Y_{i_1 \cdots i_{j+1}}|$. Hence
\[
\Delta \geq C \sum_{0 \leq i_1 < \cdots < i_{j+1} \leq L+1} |Y_{i_1 \cdots i_{j+1}}|
\]
where
\[
C = \frac{(j+1)}{r-2} \left( \frac{(j-2)}{r-1} - (j-1) \right) + \frac{(j-2)}{r-2} \left( \frac{(j-1)}{r-1} - j \right)
\]
\[
= \frac{(j-3)}{r-1} \left( \frac{j - r - 1}{j - r - 1} \right) \geq 0 > 3
\]
where the inequalities are due to the fact that $j > r + 2$.

This completes the proof of Lemma IV.5. \hfill $\square$

Lemma IV.5 shows that by taking $c_{r,u} = r + 1 - u$ for $u = 1, \cdots, r$, we obtain the desirable linear combination to obtain the $r$-th lower bound for $\tau$.

We are now ready to prove the insdel-list-decodability result for a general list size.

**Lemma IV.6:** Let $C \in \Sigma^n$ be a $q$-ary code with length $n$ and minimum Levenshtein distance $d = 2\delta n$. We further let $L \geq 2$ be a non-negative integer and $\tau_I, \tau_D$ be non-negative real numbers. Then if $C$ is not $(\tau_I, \tau_D, L)$-insdel-list-decodable, then either $\tau_D \geq \delta$ or
\[
\tau_I \geq \rho(\delta, L, \tau_D).
\]

**Proof:** Suppose that $\tau_D < \delta$. For simplicity, we denote by $t_I = \tau_I n$ and $t_D = \tau_D n$. For $r = 1, \cdots, L$, utilizing $\Phi(r,j)$ defined in Lemma IV.5, since $\sum_{u=1}^{r} c_{r,u} = \frac{r(r+1)}{2}$, $\Phi(r,j) = \rho(\delta, L, \tau_D)$. Hence we must have $\Phi(r,j) > 0$ if $j - r$ is even and it is negative when $j - r$ is odd. In particular, when $L - r$ is odd, we take $j = L + 1$, we have $L + 1 - r$ to be even implying $\Phi(r,j) > 0$.

Lastly, suppose that $r + 2 \leq j \leq L$ such that $j - r$ is even. We consider $\Delta = \Phi(r,j) \sum_{L+1}^{(j-3)} + \Phi(r,j+1) \sum_{L+1}^{(j-3)}$. Then we have
\[
\Delta = \frac{(j-3)}{r-2} \left( \frac{(j-2)}{r-1} - (j-1) \right) \sum_{L+1}^{(j-3)} + \frac{(j-2)}{r-2} \left( \frac{(j-1)}{r-1} - j \right) \sum_{L+1}^{(j-3)}
\]
Now consider $Y_{i_1 \cdots i_{j+1}}$ for some $0 \leq i_1 < i_2 < \cdots < i_{j+1} \leq L + 1$. Note that in the second term, we are deducing $\frac{(j-2)}{r-1} - (j-1)$ copies of $|Y_{i_1 \cdots i_{j+1}}|$. Note that there are exactly $j + 1$ choices of $0 \leq i_1 < i_2 < \cdots < i_{j+1} \leq L$ such that $Y_{i_1 \cdots i_{j+1}} \subseteq Y'_{i_1 \cdots i_{j+1}}$. Hence in the first term, we are adding $(j + 1)\frac{(j-2)}{r-1} - (j-1)$ copies of $|Y_{i_1 \cdots i_{j+1}}|$. Hence
\[
\Delta \geq C \sum_{0 \leq i_1 < \cdots < i_{j+1} \leq L+1} |Y_{i_1 \cdots i_{j+1}}|
\]
where
\[
C = \frac{(j+1)}{r-2} \left( \frac{(j-2)}{r-1} - (j-1) \right) + \frac{(j-2)}{r-2} \left( \frac{(j-1)}{r-1} - j \right)
\]
\[
= \frac{(j-3)}{r-1} \left( \frac{j - r - 1}{j - r - 1} \right) \geq 0 > 3
\]
where the inequalities are due to the fact that $j > r + 2$.

This completes the proof. \hfill $\square$

It is then easy to see that Theorem IV.1 directly follows from Lemma IV.6.

**Remark 5:** Note that our bound requires $\tau_D < \delta$. Recall that the unique decoding bound is defined as $\tau_I + \tau_D < \delta$. Hence our bound is only meaningful when some insertion error occurs or $\tau_I > 0$. Furthermore, when $1 - \tau_D \leq \frac{L+1}{2}$, the requirement we have is $\tau_I + \tau_D < \delta$, which coincides with the unique decoding bound. Hence for our result to be meaningful, we also need $\tau_D$ to satisfy $1 - \tau_D > \frac{L+1}{2}$ or equivalently, $1 < \frac{L+1}{2} \delta - \frac{L+1}{2} \tau_D$. So in particular, to have the code to be insdel-list-decodable with list size $L$, we need it to have relative minimum Levenshtein distance larger than $\frac{2}{L+1}$. Hence, if $\delta = o(n)$, we require $L = o(n)$.

V. COMPARISON WITH THE HY BOUND

In this section, we compare the lower bound of the list-decodability of an insdel code $C \subseteq \Sigma^n$ we have derived in Theorem IV.1 with the best known lower bound. In such case, we compare with the bound derived in [30], which we call HY bound. First, we note that the result presented in [30, Lemma 1] is dependent on the length $N$ of the received word is fixed. So we focus on the comparison with [30, Theorem 1]. First, we restate the result presented in [30, Theorem 1].

**Theorem VI.1 (Restatement of Theorem 1 of [30]):** Let $C \subseteq \Sigma^n$ be a code of minimum Levenshtein distance $d = 2\delta n$. Define non-negative integers $t_I = \tau_I n$ and $t_D = \tau_D n$. If $t_I < \frac{(\delta - \tau_D)(1-\tau_D)}{(1-\delta)}$ and $L = \frac{(\delta - \tau_D)(1-\tau_D)}{(1-\delta)\tau_I}$, the code $C$ is $(\tau_I, \tau_D, L)$-insdel-list-decodable.

Denote by $\phi_1(\delta, L) \geq \frac{L+1}{2} - \frac{L+1}{2} \delta$. Note that by the value assigned to $L$, we have $L > \frac{\delta(1+\tau_I)}{(\delta - \tau_D)(1-\tau_D) - (1-\delta)\tau_I} - 1$ or equivalently, $\tau_I < \phi_2(\delta, L)(1-\tau_D)$ where
\[
\phi_2(\delta, L) \geq \frac{(L+1)(1-\delta) n}{L-1} + \frac{(1-\delta) - 1}{L(n-1)}.
\]

Hence Theorem VI.1 can be reformulated as $\tau_I < \min\{\phi_1(\delta, L)(1-\tau_D), \phi_2(\delta, L)(1-\tau_D)\}$. Now, for given $\delta$ and
exists an open interval \( \delta \) for some values of \( \tau_D \). Note that for such values of \( \tau_D \), we have \( \min \{ \phi_1^{(L)}(1-\tau_D), \phi_2^{(L)}(1-\tau_D) \} < \rho^{(L)}(1-\tau_D) \).

Recall that by Remark 5, our bound coincides with the unique decoding bound when \( \tau_D \geq 1 - \frac{L+1}{L} (1-\delta) \). Hence, in addition to the requirement that \( \min \{ \phi_1^{(L)}(1-\tau_D), \phi_2^{(L)}(1-\tau_D) \} < \rho^{(L)}(1-\tau_D) \), we also require that \( \tau_D < 1 - \frac{L+1}{L} (1-\delta) \).

In order for such requirement to make sense, we require that \( 1-\delta < \frac{L+1}{L} \) or equivalently \( \delta > \frac{L}{L+1} \). Indeed, the existence of such \( \tau_D \) is discussed in Theorem V.2.

**Theorem V.2:** Let \( \delta \) and \( L \) be given fixed constants. Then, there exists \( 0 < \delta_1 < 1 \) such that if \( \delta_1 < \delta < 1 \), there exists an open interval \( \mathcal{I}^{(L)} \subseteq [0,1-\frac{L+1}{L} (1-\delta) \) where for any \( \tau_D \in \mathcal{I}^{(L)} \), \( \min \{ \phi_1^{(L)}(1-\tau_D), \phi_2^{(L)}(1-\tau_D) \} < \rho^{(L)}(1-\tau_D) \).

**Proof:** Note that by a simple algebraic manipulation, we have \( \phi_2^{(L)}(x) < \phi_1^{(L)}(x) \) if and only if \( x^2 - (1-\delta)x + (1-\delta) > 0 \). Note that for any \( x \), \( x^2 - (1-\delta)x + (1-\delta) = (x - \frac{1-\delta}{2})^2 + \frac{1-\delta}{4} (3+\delta) > 0 \) since \( \delta \in (0,1) \).

This shows that for any \( \tau_D < \delta \), we have \( \phi_2^{(L)}(1-\tau_D) < \phi_1^{(L)}(1-\tau_D) \). Hence, Theorem VI can be further simplified to \( \tau_D < \phi_2^{(L)}(1-\tau_D) \) and we only aim to show that \( \phi_2^{(L)}(1-\tau_D) < \rho^{(L)}(1-\tau_D) \).

Recall that \( \rho^{(L)}(x) \) is a continuous piecewise function for \( x \in [1-\delta,1] \). Furthermore, as has been observed in Appendix A, we have the following, when \( 1-\delta \leq x \leq \frac{L+1}{L} (1-\delta) \), \( \rho^{(L)}(x) = x - (1-\delta) \). On the other hand, when \( \frac{L+1}{L} (1-\delta) < x \leq \frac{L(L+1)}{L(L-1)} (1-\delta) \), we have \( \rho^{(L)}(x) = \frac{L+2}{L+1} x - \frac{L-1}{L} (1-\delta) \). It is then easy to see that when \( \tau_D \to 1 - \frac{L+1}{L} (1-\delta) \),

\[
\rho^{(L)}(1-\tau_D) \to \rho^{(L)} \left( \frac{L+1}{L-1} (1-\delta) \right) = \frac{2}{L-1} (1-\delta).
\]

while \( \phi_2^{(L)}(1-\tau_D) \) approaches

\[
\phi_2^{(L)} \left( \frac{L+1}{L-1} (1-\delta) \right) = \frac{1}{\left( L(1-\delta) + 1 \right)} \left( \frac{2(L+1)^2}{(L-1)^2} (1-\delta)^2 \right)
\]

It can be verified that \( \phi_2^{(L)} \left( \frac{L+1}{L-1} (1-\delta) \right) < \rho^{(L)} \left( \frac{L+1}{L-1} (1-\delta) \right) \) if and only if \( (6L+2)(1-\delta)^2 + (L^2 - 4L + 3)(1-\delta) - (L^2 - 2L - 1) < 0 \), which has one positive \( \beta_2 > 0 \) and one negative real roots \( \beta_1 < 0 \). Hence \( \phi_2^{(L)} \left( \frac{L+1}{L-1} (1-\delta) \right) < \rho^{(L)} \left( \frac{L+1}{L-1} (1-\delta) \right) \) if and only if \( \beta_1 < (1-\delta) < \beta_2 \) or equivalently \( 1-\beta_2 < \beta_1 < 1-\beta_1 \). Noting that \( \beta_1 < 0 \) and we require \( \delta > \frac{2}{L+1} \), setting \( \delta_1 = \max \left\{ \frac{2}{L+1}, 1-\beta_2 \right\} \), for any \( \delta_1 < \delta < 1 \),

\[
\phi_2^{(L)} \left( \frac{L+1}{L-1} (1-\delta) \right) < \rho^{(L)} \left( \frac{L+1}{L-1} (1-\delta) \right)
\]

Since both functions are continuous, it is easy to see that for any \( L \) and \( \delta \in (\delta_1,1) \), there exists an open interval \( \mathcal{I}^{(L)} \subseteq [0,1-\frac{L+1}{L} (1-\delta) \) such that for any \( \tau_D \in \mathcal{I}^{(L)} \), \( \rho^{(L)}(1-\tau_D) > \phi_2^{(L)}(1-\tau_D) \), proving the claim.

**Remark 6:** A simple algebraic manipulation yields

\[
\beta_2 = \frac{L-1}{4(3L+1)} \left( -(L-3) + \sqrt{L^2 + 18L + 17} \right).
\]

It is also easy to verify that

\[
\frac{L-1}{4(3L+1)} \left( -(L-3) + \sqrt{L^2 + 18L + 17} \right) < \frac{L-1}{L+1}.
\]

Hence, we have

\[
\delta_1 = 1 - \beta_2 = \frac{L^2 + 8L + 7 - (L-1) \sqrt{L^2 + 18L + 17}}{4(3L+1)}.
\]

To better illustrate the region claimed in Theorem V.2, we provide an example when we set \( L = 2 \), which can be found in Example V.3.

**Example V.2:** Note that when \( L = 2 \), when \( x > 3(1-\delta) \), we have \( \rho^{(2)}(x) = \frac{4}{3} x - 2(1-\delta) \) while \( \phi_2^{(2)}(x) = \frac{3}{2(1-\delta)+1} x^2 - 3(1-\delta) + x + (1-\delta)^{-1} + 1 \). It can be verified that \( \rho^{(2)}(1-\tau_D) > \phi_2^{(2)}(1-\tau_D) \) if and only if \( \delta > \frac{27-\sqrt{77}}{28} \) and \( 1-\tau_D \in (3(1-\delta),\alpha) \) where

\[
\alpha = \frac{17(1-\delta) + 4 \sqrt{143(1-\delta)^2 - 188(1-\delta) + 124}}{16}
\]

As presented in Section I-E, we illustrate this example in Figure 1.

### VI. List-Decodability of Various InDel Codes

In this section, we utilize the result derived in Theorem IV.1 to determine a lower bound for the insdel-list-decodability of various families of insdel codes.

#### A. Reed-Solomon Codes

The first family we consider is the Reed-Solomon codes, which is one of the most commonly used codes under Hamming metric. First, we recall the definition of a Reed-Solomon code.

**Definition 5:** Let \( q \) be a prime power and \( F_q \) be the finite field of \( q \) elements. Let \( n \leq q \) be a positive integer and \( \alpha_1, \ldots, \alpha_n \) be \( n \) distinct elements of \( F_q \). Denote \( \alpha = (\alpha_1, \ldots, \alpha_n) \). For a positive integer \( k \in \{ 1, \ldots, n \} \), we define \( F_q[x]_{<k} \) the set of all polynomials over \( F_q \) with degree less than \( k \). We define the Reed-Solomon code with dimension \( k \) and evaluation vector \( \alpha \), \( RS_{\alpha}(n,k) \) as follows

\[
RS_{\alpha}(n,k) \triangleq \{(f(\alpha_1), \ldots, f(\alpha_n)) : f(x) \in F_q[x]_{<k}\}.
\]

It can be shown that regardless of the choice of \( \alpha \), the minimum Hamming distance of \( RS_{\alpha}(n-k) \) is always \( n-k+1 \). However, when considering its Levenshtein distance, the minimum Levenshtein distance of \( RS_{\alpha}(n-k) \) is not invariant with respect to \( \alpha \). On one hand, if \( \alpha \) is chosen
such that the corresponding Reed-Solomon code is cyclic, then its minimum Levenshtein distance is 2. On the other hand, it can also be shown that for some choices of $\alpha$, the Reed-Solomon code of dimension $k$ can correct up to $n-2k+1$ Levenshtein errors [35]. This implies that for such choice of the evaluation points, the minimum Levenshtein distance is at least $2n-4k+4$. Although there have been numerous works on the insdel-correcting capabilities of Reed-Solomon codes (see, for example [31], [32], [33], [34], [35]), there have been no any study on its list-decoding capability. It is easy to see from Theorem IV.1 that the upper bound for $t_I$ increases as the minimum Levenshtein distance increases. By Theorem IV.1, we obtain the following result.

**Theorem VI.1 (List-Decodability of some Reed-Solomon codes):** Let $q$ be a prime power, $n \leq q$ and $k = Rn$ be positive integers for some $R \in (0, 1)$. Furthermore, let $\delta = 1 - 2R$. Then if $\tau_D < 1 - 2R$ and $\tau_I < \rho^\delta(\tau_D, L)(1 - \tau_D)$, there exists $\alpha = (\alpha_1, \cdots, \alpha_n) \in \mathbb{F}_q^n$, a vector of $n$ distinct elements of $\mathbb{F}_q$ such that $\operatorname{RS}(n, k)$ is $(\tau_I, \tau_D, L)$-insdel-list-decodable.

An illustration of the region of $(\tau_D, \tau_I)$ that can be list-decoded with list size 25 by Reed-Solomon codes of various rate $R$ can be observed in Figure 3.

**B. Varshamov-Tenengolts Codes**

In this remainder of this section, for any integer $q \geq 2$, we define $\Sigma_q \triangleq \{0, 1, \cdots, q-1\} \subseteq \mathbb{Z}$. The next family we consider is the Varshamov-Tenengolts Codes or VT codes for short. It was first constructed over alphabet of size 2 in [14] and shown to be able to correct up to single insertion or deletion errors in [15]. Here we recall the definition of a binary VT code.

**Definition 6:** For $a \in \{0, \cdots, n\}$, the binary VT code $\mathcal{V}_a(n)$ is defined to be

$$\mathcal{V}_a(n) \triangleq \{ c = (c_1, \cdots, c_n) \in \mathbb{F}_2^n : \sum_{i=1}^n i \cdot c_i \equiv a \pmod{n+1} \}.$$  

Such construction is then extended by Tenengolts in [17] to any alphabet of size at least 2. We recall the definition of a non-binary VT code.

**Definition 7:** Let $q > 2$ be a positive integer. For any $q$-ary vector $s = (s_0, \cdots, s_{n-1}) \in \Sigma_q^n$, define a corresponding length $(n-1)$ binary vector $a_s = (\alpha_1, \cdots, \alpha_{n-1}) \in \Sigma_2^{n-1}$ such that for $1 \leq i \leq n-1$,

$$\alpha_i = \begin{cases} 1, & \text{if } s_i \geq s_{i-1} \\ 0, & \text{if } s_i < s_{i-1}. \end{cases}$$  

Then for any $a = 0, \cdots, n-1$ and $b \in \Sigma_q$, the $q$-ary VT code $\mathcal{V}_{a,b}^q(n)$ is defined to be

$$\mathcal{V}_{a,b}^q(n) \triangleq \left\{ s = (s_0, \cdots, s_{n-1}) : \sum_{i=1}^{n-1} i \alpha_i \equiv a \pmod{n} \right\}.$$

Since both $\mathcal{V}_a(n)$ and $\mathcal{V}_{a,b}^q(n)$ can correct a single insertion/deletion error, their minimum Levenshtein distance must be at least 3. Furthermore, since their minimum Levenshtein distance must also be even, we have that their minimum Levenshtein distance to be at least 4. Furthermore, it can also be verified that when $n$ is sufficiently large, $\mathcal{V}_a(n)$ and $\mathcal{V}_{a,b}^q(n)$ have minimum Levenshtein distance of exactly 4. Hence, by Theorem IV.1, we obtain the following result.

**Theorem VI.2 (List-Decodability of VT code):** Let $q, n \geq 2$ be positive integers. If $\tau_D < 1/2$ and $\tau_I < \rho^\delta(\tau_D, L)(1 - \tau_D)$, then for any $a = 0, \cdots, n$, $a' = 0, \cdots, n-1$ and $b \in \Sigma_q$, both $\mathcal{V}_a(n)$ and $\mathcal{V}_{a,b}^q(n)$ are $(\tau_I, \tau_D, L)$-insdel-list-decodable.

To the best of our knowledge, there has only been one work on the list-decoding of binary VT codes [29] which is only against deletions errors. Recall that for our upper bound $\rho^\delta(\tau_D, L)$ to be meaningful, we require $\tau_I > 0$ and $n < L+1 - \frac{1}{\tau_D n}$ to be meaningful. However, when the requirement is satisfied, both codes are insdel-list-decodable against up to $n > 0$ insertions and $\tau_D n = 1$ deletion.

**C. Helberg Code**

Note that VT codes are only constructed to correct a single insertion/deletion error. This construction was then extended in [36], which is more commonly known as binary Helberg codes. Such family is shown to be capable of correcting up to $s$ insertion/deletion errors where $s$ is set to be one of its parameters. The family of Helberg codes is then generalized to non-binary alphabets in [37], which is again shown to be capable of correcting up to $s$ insertion/deletion errors for some parameter $s$. Here we recall the definition of a Helberg code.

**Definition 8:** Let $s < n$ and $q \geq 2$ be positive integers. Define a sequence of non-negative integer $(v_i(q, s))_{i \in \mathbb{Z}}$ where

$$v_i(q, s) = \begin{cases} 1 + (q-1) \sum_{j=1}^{s} v_{i-j}(q, s), & \text{if } i \geq 1 \\ 0, & \text{if } i \leq 0 \end{cases}$$  

Define $m \geq v_{n+1}(q, s) = 1 + \sum_{j=0}^{s-1} v_{n-j}(q, s)$ and $a \in \{0, \cdots, m-1\}$. Then we define the $q$-ary Helberg code $\mathcal{C}_H(q, n, s, a)$ as follows:

$$\mathcal{C}_H(q, n, s, a) \triangleq \left\{ (x_1, \cdots, x_n) \in \Sigma_q^n : \sum_{i=1}^n v_i(q, s)x_i \equiv a \pmod{m} \right\}.$$  

Note that since $\mathcal{C}_H(q, n, s, a)$ can correct up to $s$ insertion/deletion errors, their minimum Levenshtein distance must
be at least $2s + 1$. Furthermore, since its minimum Levenshtein distance must also be even, we have that its minimum Levenshtein distance to be at least $2s + 2$. We note that here $s$ is a constant with respect to $n$. Hence our lower bound for $d_L(C_H(q,n,s,a))$ is also a constant with respect to $n$. Hence we require $n < \frac{L+1}{4}(2s + 2) - \frac{L+1}{2}d$ where $d < s + 1$. In other words, for our bound to be meaningful, we again require $L = \Omega(n)$. In such case, we have the following result.

**Theorem VI.3** (List-Decodability of the Helberg code): Let $s < n, q, L \geq 2$ and $a \in \{0, \ldots, m - 1\}$ for some $m \geq v(q,s)$ be positive integers. Then if $t_D < \frac{a + 1}{n}$ and $\tau_I < \frac{2^{(2s-2)L}}{L}(1 - \tau_D)$, the Helberg code $C_H(q,n,s,a)$ is $(\tau_I, \tau_D, L)$-insdel-list-decodable.

To the best of our knowledge, there has not been any study on the list-decoding of Helberg code.

**D. Optimal Codes**

The next code we consider is the $s$-deletion correcting codes proposed by Sima and Bruck [45] which is denoted by SB code and the two deletion correcting codes proposed by Guruswami and Håstad [46] which we denote by GH code. Due to the complexity of the construction which uses synchronization vector, dense sequences and hash function for the case of SB code and the use of sketches and regular strings for the case of GH code, combined with the fact that in our analysis, we only require their minimum Levenshtein distances, we omit the definition of such codes. As discussed before, in either case, we use the deletion correcting capability shown for the codes to provide a lower bound for their minimum Levenshtein distance. Noting that both codes only works for minimum Levenshtein distance that is constant with respect to their lengths ($s$ for some constant $s$ in the case of SB codes and 2 for the case of GH code), in order for our bound to be meaningful, we require $L = \Omega(n)$. Then we have the following two results.

**Theorem VI.4** (List-Decodability of SB code [45]): Let $s < N$ and $n = N + 8s \log N + o(\log N)$ while $C$ be the $s$-deletion correcting SB code of length $n$ constructed in [45, Theorem 1]. Let $L = \Omega(n)$ be the considered list size. Then if $\tau_D < \frac{s + 1}{n}$ and $\tau_I < \frac{2^{(2s-2)L}}{L}(1 - \tau_D)$, the SB code $C$ is $(\tau_I, \tau_D, L)$-insdel-list-decodable.

**Theorem VI.5** (List-Decodability of GH code [46]): Let $C$ be a 2-deletion correcting code constructed in [46, Theorem 1.1] of length $n$ and let $L = \Omega(n)$ be the list size we consider. Then if $\tau_D < \frac{s}{n}$ and $\tau_I < \frac{2^{(2s-2)L}}{L}(1 - \tau_D)$, the GH code $C$ is $(\tau_I, \tau_D, L)$-insdel-list-decodable.

**APPENDIX A**

**DISCUSSION ON OUR BOUND**

In the following lemma, we show that $\rho^{(s,L)}(x)$ consists of at most $L$ linear pieces and $\rho^{(s,L)}(x) > 0$.

**Lemma A.1:** Let $\delta$ and $L$ be given and $\rho^{(s,L)}(x)$ be as defined above. Let $r_{\min} \in [L]$ such that

$$r_{\min} \triangleq \min \left\{ r \in \{1, 2, \ldots, L\} : \frac{L(r+1)}{r(r+1)}(1 - \delta) < 1 \right\} .$$

Then $\rho^{(s,L)}(x) > 0$ and $\rho^{(s,L)}(x)$ is a piecewise linear function in $[1 - \delta, 1]$ with $L - r_{\min} + 1$ pieces where

1. When $1 - \delta \leq x \leq \frac{L+1}{L}(1 - \delta)$, we have $\rho^{(s,L)}(x) = x - (1 - \delta)$.

2. For $r = r_{\min} + 1, \ldots, L - 1$, when $\frac{L(r+1)}{r(r+1)}(1 - \delta) < x \leq \frac{L(r+1)}{r(r+1)}(1 - \delta)$, we have $\rho^{(s,L)}(x) = \frac{2^{(r+1)}}{x - \frac{L}{r}(1 - \delta)}$. 

3. Lastly, when $x \leq \frac{L(r+1)}{r(r+1)}(1 - \delta) < x \leq 1$, we have $\rho^{(s,L)}(x) = \frac{2^{r+1}}{x - \frac{L}{r}(1 - \delta)}$.

**Proof:**

1. When $0 \leq x \leq \frac{L+1}{L}(1 - \delta)$, we have $\rho^{(s,L)}(x) = x - (1 - \delta)$.

2. For $r = 2, \ldots, L - 1$, when $\frac{L(r+1)}{r(r+1)}(1 - \delta) < x \leq \frac{L(r+1)}{r(r+1)}(1 - \delta)$, we have $\rho^{(s,L)}(x) = \frac{2^{r+1}}{x - \frac{L}{r}(1 - \delta)}$.

3. Lastly, when $x > \frac{L(r+1)}{r(r+1)}(1 - \delta)$, we have $\rho^{(s,L)}(x) = \frac{2^{r+1}}{x - \frac{L}{r}(1 - \delta)}$.

Now we show the positivity of $\rho^{(s,L)}$ in all the $L$ different intervals.

1. Note that when $x > \frac{L+1}{L}(1 - \delta)$, $\rho^{(s,L)}(x) > \frac{L+2}{L}(1 - \delta) > 0$. This shows that $\rho^{(s,L)}(x) > 0$ when $x > \frac{L+1}{L}(1 - \delta)$.

2. Lastly, suppose that $0 \leq x \leq \frac{L+1}{L}(1 - \delta)$. Then $\rho^{(s,L)}(x) = x - (1 - \delta)$. It is then easy to see that $\rho^{(s,L)}(x) > 0$ if and only if $x > 1 - \delta$.

Note that since $1 - \delta < 1$, $r_{\min} \leq L$. Hence we obtain the claimed value of $\rho^{(s,L)}(x)$, completing the proof.

**APPENDIX B**

**PROOFS OF EQUATIONS**

Here, we provide the proof of some calculation claims we made for completeness.

**1) Proof of Equation (9).** Recall that $A_{j,v} = \sum_{t=1}^{v}(-1)^{t-1}A_{j,t,v}$, $A_{j,v} = \left(\frac{v}{j}\right)\sum_{t=1}^{v}(-1)^{t-1}A_{j,t,v}$ and we assumed that for $t \leq j - 1$, $A_{t,v} = (-1)^{t-v}(\frac{v-1}{v-1})$. Then

$$A_{j,v} = \sum_{t=1}^{v}(-1)^{t-1}A_{j,t,v} = \sum_{t=1}^{v}(-1)^{t} \left(\frac{v}{j}\right) \sum_{t=1}^{v}(-1)^{t-1}A_{j,t,v} = \sum_{t=1}^{v}(-1)^{t} \left(\frac{v}{j}\right) 1 = \sum_{t=1}^{v}(-1)^{t} \left(\frac{v}{j}\right) \sum_{t=1}^{v}(-1)^{t-1}A_{j,t,v}$$
The other two terms are modified.

\[ 
\sum_{t=1}^{j} (-1)^{t-v} \left( \binom{j}{t} \right) \left( \frac{t-1}{t} \right) \left( \frac{v-1}{v} \right) 
\]

\[ 
= 1 - \sum_{t=1}^{j} (-1)^{t-v} \left( \binom{j}{t} \right) \left( \frac{t-1}{t} \right) \left( \frac{v-1}{v} \right) 
\]

where the third equality is due to the fact that \( A_{t, \ell, a} = 0 \) for any \( \ell > \binom{a}{b} \) while the equalities in the subsequent line are due to Equation (6) and the induction hypothesis.  

2) **Proof of Equation (10).** Equation (10) can be verified using the fact that \( \binom{n}{b} = \binom{n-1}{b-1} + \binom{n-1}{b} \), which can be found below.

\[ 
\sum_{t=1}^{j} (-1)^{t-v} \left( \binom{j}{t} \right) \left( \frac{t-1}{t} \right) \left( \frac{v-1}{v} \right) 
\]

\[ 
= \sum_{t=1}^{j} (-1)^{t-v} \left( \binom{j-1}{t} \right) \left( \frac{t-1}{t} \right) \left( \frac{v}{v} \right) 
\]

\[ 
+ \sum_{t=1}^{j} (-1)^{t-v} \left( \binom{j-1}{t} \right) \left( \frac{t-1}{t} \right) \left( \frac{v-1}{v} \right) 
\]

\[ 
= \sum_{t=1}^{j-1} (-1)^{t-v} \left( \binom{j-1}{t} \right) \left( \frac{t-1}{t} \right) \left( \frac{v-1}{v} \right) 
\]

\[ 
+ \sum_{t=1}^{j-1} (-1)^{t-v} \left( \binom{j-1}{t} \right) \left( \frac{t-1}{t} \right) \left( \frac{v-2}{v} \right) 
\]

\[ 
+ \sum_{t=1}^{j-1} (-1)^{t-v} \left( \binom{j-1}{t-1} \right) \left( \frac{t-2}{t-1} \right) \left( \frac{v-1}{v} \right) 
\]

\[ 
= 1 - \sum_{t=1}^{j-1} (-1)^{t-v} \left( \binom{j-1}{t} \right) \left( \frac{t-1}{t} \right) \left( \frac{v-1}{v} \right) 
\]

\[ 
+ \sum_{t=1}^{j-1} (-1)^{t-(v-1)} \left( \binom{j-1}{t} \right) \left( \frac{t}{t} \right) \left( \frac{v-1}{v-1} \right) 
\]

\[ 
= 1 - \sum_{t=1}^{j-1} (-1)^{t-v} \left( \binom{j-1}{t} \right) \left( \frac{t}{t} \right) \left( \frac{v-1}{v-1} \right) 
\]

\[ 
+ \sum_{t=1}^{j-1} (-1)^{t-(v-1)} \left( \binom{j-1}{t} \right) \left( \frac{t}{t} \right) \left( \frac{v-1}{v-1} \right) 
\]

\[ 
= 1 - \sum_{t=1}^{j-1} (-1)^{t-v} \left( \binom{j-1}{t} \right) \left( \frac{t-1}{t} \right) \left( \frac{v-1}{v} \right) 
\]

\[ 
+ \sum_{t=1}^{j-1} (-1)^{t-(v-1)} \left( \binom{j-1}{t} \right) \left( \frac{t-1}{t} \right) \left( \frac{v-1}{v} \right) 
\]

\[ 
= 1. 
\]
[19] C. Schoeny, A. Wachter-Zeh, R. Gabrys, and E. Yaakobi, “Codes correcting a burst of deletions or insertions,” *IEEE Trans. Inf. Theory*, vol. 63, no. 4, pp. 1971–1985, Apr. 2017.

[20] L. Cheng, T. G. Swart, H. C. Ferreira, and K. A. S. Abdel-Ghaffar, “Codes for correcting three or more adjacent deletions or insertions,” in *Proc. IEEE Int. Symp. Inf. Theory (ISIT)*, Apr. 2014, pp. 1246–1250.

[21] A. Lenz, A. Wachter-Zeh, and E. Yaakobi, “Bounds on codes correcting tandem and palindromic duplications,” in *Proc. Int. Workshop Coding Cryptogr. (WCC)*, 2017, pp. 1–12.

[22] M. Mitzenmacher, “Capacity bounds for sticky channels,” *IEEE Trans. Inf. Theory*, vol. 54, no. 1, pp. 72–77, Jan 2008.

[23] M. Hagiwara, “Perfect codes for generalized deletions from minuscule elements of Weyl groups,” 2018, arXiv:1810.09877.

[24] V. Guruswami and C. Wang, “Deletion codes in the high-noise and high-rate regimes,” *IEEE Trans. Inf. Theory*, vol. 63, no. 4, pp. 1961–1970, Apr. 2017.

[25] S. Liu, I. Tjuawinata, and C. Xing, “Efficiently list-decodable insertion and deletion codes via concatenation,” *IEEE Trans. Inf. Theory*, vol. 67, no. 9, pp. 5778–5790, Sep. 2021.

[26] B. Haeupler, A. Rubinstein, and A. Shahrashi, “Near-linear time insertion-deletion codes and (1 + ε)-approximating edit distance via indexing,” in *Proc. 51st Annu. ACM SIGACT Symp. Theory Comput.*, Jun. 2019, pp. 697–708.

[27] V. Guruswami, B. Haeupler, and A. Shahrashi, “Optimally resilient codes for list-decoding from insertions and deletions,” in *Proc. 52nd Annu. ACM SIGACT Symp. Theory Comput.*, Jun. 2020, pp. 524–537.

[28] B. Haeupler and A. Shahrashi, “Rate-distance trade-offs for list-decodable insertion-deletion codes,” 2020, arXiv:2009.13307.

[29] A. Wachter-Zeh, “List decoding of insertions and deletions,” *IEEE Trans. Inf. Theory*, vol. 66, no. 12, pp. 6297–6304, Sep. 2018.

[30] T. Hayashi and K. Yasunaga, “On the list-decodability of insertions and deletions,” *IEEE Trans. Inf. Theory*, vol. 66, no. 9, pp. 5335–5343, Mar. 2020.

[31] T. D. Duc, S. Liu, I. Tjuawinata, and C. Xing, “Explicit constructions of two-dimensional Reed–Solomon codes in high insertion and deletion noise regime,” *IEEE Trans. Inf. Theory*, vol. 67, no. 5, pp. 2808–2820, May 2021.

[32] S. Liu and I. Tjuawinata, “On 2-dimensional insertion-deletion Reed–Solomon codes with optimal asymptotic error-correcting capability,” *Finite Fields Appl.*, vol. 73, Aug. 2021, Art. no. 101841.

[33] B. Chen and G. Zhang, “Improved Singleton bound on insertion-deletion codes and optimal constructions,” *IEEE Trans. Inf. Theory*, vol. 68, no. 6, pp. 3028–3033, May 2022.

[34] S. Liu and C. Xing, “Bounds and constructions for insertion and deletion codes,” 2021, arXiv:2111.14026.

[35] R. Con, A. Shpilka, and I. Tamo, “Reed Solomon codes against adversarial insertions and deletions,” 2021, arXiv:2107.05699.

[36] A. S. J. Helberg and H. C. Ferreira, “On multiple insertion/deletion correcting codes,” *IEEE Trans. Inf. Theory*, vol. 48, no. 1, pp. 305–308, Jan. 2002.

[37] T. A. Le and H. D. Nguyen, “New multiple insertion/deletion correcting codes for non-binary alphabets,” *IEEE Trans. Inf. Theory*, vol. 62, no. 5, pp. 2682–2693, May 2016.

[38] V. Guruswami and R. Li, “Efficiently decodable insertion/deletion codes for high-noise and high-rate regimes,” in *Proc. IEEE Int. Symp. Inf. Theory (ISIT)*, Jul. 2016, pp. 620–624.

[39] V. Guruswami and A. Rudra, “Explicit codes achieving list decoding capacity: Error-correction with optimal redundancy,” *IEEE Trans. Inf. Theory*, vol. 54, no. 1, pp. 135–150, Jan. 2008.

[40] V. Guruswami and C. Xing, “List decoding Reed–Solomon, algebraic-geometric, and Gabidulin subcodes up to the Singleton bound,” in *Proc. 45th Annu. ACM Symp. Theory Comput.*, Jun. 2013, pp. 843–852.

[41] B. Hemenway, N. Ron-Zewi, and M. Wootters, “Local list recovery of high-rate tensor codes & applications,” in *Proc. IEEE 58th Annu. Symp. Found. Comput. Sci. (FOCS)*, Oct. 2017, pp. 204–215.

[42] V. Guruswami, “List decoding from erasures: Bounds and code constructions,” *IEEE Trans. Inf. Theory*, vol. 49, no. 11, pp. 2826–2833, Nov. 2003.

[43] P. Gaborit and O. Ruatta, “Efficient erasure list-decoding of Reed–Muller codes,” in *Proc. IEEE Int. Symp. Inf. Theory*, Jul. 2006, pp. 148–152.

[44] A. Ben-Aroya, D. Doron, and A. Ta-Shma, “Near-optimal erasure list-decodable codes,” Schloss Dagstuhl-Leibniz-Zentrum für Informatik, Wadern, Germany, Tech. Rep., TR18-065, 2018.

[45] J. Sima and J. Bruck, “On optimal k-deletion correcting codes,” *IEEE Trans. Inf. Theory*, vol. 67, no. 6, pp. 3360–3375, Jun. 2021.

[46] V. Guruswami and J. Håstad, “Explicit two-deletion codes with redundancy matching the existential bound,” *IEEE Trans. Inf. Theory*, vol. 67, no. 10, pp. 6384–6394, Oct. 2021.

Shu Liu (Member, IEEE) received the Ph.D. degree from Nanyang Technological University, Singapore, in 2018. She is currently an Associate Professor with the National Key Laboratory on Wireless Communications, University of Electronic Science and Technology of China, China. Her research interests include coding theory and its applications.

Ivan Tjuawinata (Member, IEEE) received the Ph.D. degree from Nanyang Technological University, Singapore, in 2017. He is currently a Research Fellow with the Strategic Centre for Research in Privacy-Preserving Technologies and Systems (SCRiPTS), Nanyang Technological University. His research interests include secure multiparty computation, cryptanalysis, and coding theory.

Chaoping Xing (Senior Member, IEEE) received the Ph.D. degree from the University of Science and Technology of China in 1990. From 1990 to 1993, he was a Lecturer and an Associate Professor with the University of Science and Technology of China. From 1993 to 1995, he was with the University of Duisburg-Essen, Germany, as an Alexander von Humboldt Fellow. After this, he spent most time with the Institute of Information Processing, Austrian Academy of Sciences, in 1998. From March 1998 to November 2007, he was with the National University of Singapore, as an Assistant Professor/an Associate Professor/a Full Professor. From December 2007 to August 2019, he was with Nanyang Technological University, as a Full Professor. Since September 2019, he has been with Shanghai Jiao Tong University, as a Chair Professor. He has been working on the areas of coding theory, cryptography, algebraic curves over finite fields, and quasi-Monte Carlo methods.