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Abstract

Autonomous driving has made great progress and been introduced in practical use step by step. On the other hand, the concept of personal mobility is also getting popular, and its autonomous driving specialized for individual drivers is expected for a new step. However, it is difficult to collect a large driving dataset, which is basically required for the learning of autonomous driving, from the individual driver of the personal mobility. In addition, when the driver is not familiar with the operation of the personal mobility, the dataset will contain non-optimal data. This study therefore focuses on an autonomous driving method for the personal mobility with such a small and noisy, so-called personal, dataset. Specifically, we introduce a new loss function based on Tsallis statistics that weights gradients depending on the original loss function and allows us to exclude noisy data in the optimization phase. In addition, we improve the visualization technique to verify whether the driver and the controller have the same region of interest. From the experimental results, we found that the conventional autonomous driving failed to drive properly due to the wrong operations in the personal dataset, and the region of interest was different from that of the driver. In contrast, the proposed method learned robustly against the errors and successfully drove automatically while paying attention to the similar region to the driver.
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1. Introduction

Recently, autonomous driving of vehicles has reached the stage of practical application. Autonomous driving is a control problem: e.g. classical control techniques are often employed for keeping lane and distance between vehicles [1, 2]; planning by model predictive control with vehicle models is also employed for more extensive autonomous driving [3, 4]. On the other hand, machine learning is a methodology that can handle the cases where an accurate vehicle model is not available and/or where there is uncertainty in the surrounding environment. As one of the machine learning technologies, imitation learning, which learns end-to-end mapping from observations to actions (i.e. steering, accelerating, and braking), is mainly utilized with a huge driving dataset [5, 6, 7]. In this study, we focus on such an imitation learning technology, which is simpler and more versatile, although its limitations about scalability were reported [8].

While most of the above-mentioned autonomous driving technologies target general vehicles, the development and widespread use of personal mobility, such as electric wheelchairs [9] and Segways [10], will be accelerated as a next-generation mobility. The personal mobility is basically intended for short-distance travel and requires the ability to travel in a wide range of situations, not limited to well-developed roads. In addition, since the personal mobility is developed for personal use, the situations encountered by each driver differ greatly. That is, it is desirable to tune a controller specialized for each driver rather than acquiring generalized performance by learning from a huge dataset in advance.

The problem considered from this problem setting is the quality of the dataset. Naturally, the total size of dataset will be small because it is constructed for each driver. If the driver is not familiar with the operation of the personal mobility, wrong operations will inevitably be included as noises. Imitation learning on such a small and noisy dataset, called a personal dataset in this paper, is known to have significant performance degradation [11, 12]. For this reason, we have to make imitation learning robust to noise.

Here, we briefly introduce the related work for the noise-robust imitation learning. A research group of Sugiyama has developed quality-aware imitation learning methods [13, 14], which estimate the quality of each data to select ones to be optimized. However, unlike behavioral cloning [15], which is often used in autonomous driving to learn the direct mapping from observations to actions [5, 6, 7], these methods are classified as inverse re-
inforcement learning [16], which uses reinforcement learning [17] in combination and requires some trial and error by a non-optimal controller. R-MaxEnt also estimates the quality of each data through maximum entropy principle [18]. Although this method is capable of learning the optimal policy from only a given dataset, the controller is assumed to be for a discrete system, hence, it is not suitable for autonomous driving where the continuous control command is required. Sasaki and Yamashita have modified the standard behavioral cloning to seek one of the modes of the expert behaviors [19]. Although there is no restriction on the controller like above, the controller is desired to be ensemble trained to improve the performance, which increases the computational cost. Ilboudo et al. have proposed a noise-robust optimizer for the standard behavioral cloning problem [20, 21]. It checks the gradients used to update the neural networks that approximates the controller, and empirically filters out anomalies, but it is only a safety net and is less effective if there is a lot of noise in the dataset.

Therefore, this paper proposes a simple but yet noise-robust behavioral cloning for the personal mobility. Specifically, we focus on the fact that the standard behavioral cloning is the minimization problem of the negative log likelihood of the stochastic controller. By replacing the log likelihood to a-log likelihood introduced in Tsallis statistics [22, 23, 24], the behavioral cloning can easily adjust its noise robustness in accordance with a real parameter, q. This replacement can be interpreted as a nonlinear transformation of the log likelihood, and the gradient naturally disappears in noisy data where the log likelihood becomes small. As a result, each data is implicitly weighted to imitate only high quality data, resulting in obtaining the noise robustness.

In order to validate the proposed method, we employ a visualization technique for the inputs (more specifically, the region of interest in the inputted image) that is strongly involved in the controller, so-called VisualBackProp [25]. This allows us to qualitatively assess whether the driver and the learned controller have a common region of interest. However, we empirically found that the original VisualBackProp sometimes fails to extract the region of interest appropriately due to noise, which causes extreme features values. In addition, although conventional techniques are for convolutional neural networks (CNNs) [26, 27], in many cases, the features are further shaped by multiple fully connected networks (FCNs) after the CNNs. These FCNs are ignored in the original VisualBackProp, thus ignoring the features that contribute more directly to the controller. Therefore, as an additional minor contribution, we modify the implementation of VisualBackProp to improve these shortcomings.

Experiments using an electric wheelchair as one of the personal mobilities are conducted for the verification of the proposed method. The personal dataset contains driving corners, stopping in front of the stop sign, and zigzagging and/or non-stopping as noise. Although the standard behavioral cloning fails to imitate the stopping operation due to the adverse effects by the noisy data, the proposed method successfully imitates all the operations by excluding the noisy data. In addition, the modified VisualBackProp is able to properly extract the stop sign (and objects in a shelf to guide driving a corner) as the region of interest, which is naturally similar to that of the driver. As a consequence, the proposed method achieves the autonomous driving of the personal mobility even with the small and noisy personal dataset, while extracting the driver-like region of interest.

2. Conventional methods and their problems

2.1. Behavioral cloning

Behavioral cloning is one of the most popular imitation learning methods [19]. Under Markov process, a dataset including N pairs of expert operations a over observed states s, \( D = \{ (s_n, a_n) \}_{n=1}^N \), is built. We consider learning a stochastic controller \( \pi(a | s; \theta) \) with \( \theta \) the parameters set, assuming that \( D \) includes stochastic operations, especially when the expert is human(s). Since \( \pi \) is a distribution model parameterized by \( \theta \) (e.g. normal distribution), the following minimization of the negative log likelihood with \( D \) is employed for optimization of \( \theta \).

\[
\theta^* = \arg \min_{\theta} \mathcal{L}(\theta)
\]

\[
\mathcal{L}(\theta) = -\mathbb{E}_{(s_n, a_n) \sim D} [\ln \pi(a_n | s_n)]
\]

(1)

This optimization problem is basically solved by stochastic gradient descent (e.g. Adam [28]) when \( \pi \) is approximated by neural networks, i.e. \( \theta \) contains network weights and biases. The above process is illustrated in Fig. 1. \( \pi^* = \pi(a | s; \theta^*) \) obtained through this problem is optimized to equally represent all the data in \( D \) as well as possible. If \( D \) is ideal and huge, \( \pi^* \) after deployed should
achieve the expert imitation properly. However, if $D$ contains incorrect operations, as this paper deals with, a risk of interference, such as requiring different $a$ for the same $s$, will be increased, leading to failure of the proper expert imitation. In addition, the smaller $D$ is, the more the effect of such noise becomes apparent.

2.2. VisualBackProp

VisualBackProp is one of the methods to enhance the interpretability of the outputs obtained through CNNs [25]. Following the process below (illustrated in Fig. 2), an attention map (or a mask image) is generated from features obtained in the respective CNNs corresponding to the input image. This attention map identifies the region of interest that contributes significantly to the output.

1. Get the feature averaged in the channel direction, $x_L$, from the $L$-th CNN layer closest to the output layer, and set it as $m_L$.
2. Pass $m_L$ through the deconvolution layer [29] with weights of one and a bias of zero, as $\tilde{x}_L$, to match the feature size of the $L-1$-th layer.
3. Compute the element product of $\tilde{x}_L$ and $x_{L-1}$ as $m_{L-1}$.
4. Decrement $L$ and repeat the steps 2 and 3 until reaching the first CNN layer.
5. Normalize $m_1$ to make all the components within $[0, 1]$.

When ReLU functions are employed as the activation functions for the respective CNNs, their features become non-negative, and it can be expected that the mask image, in which only pixels with high contribution have non-zero values only by the element product, is extracted. However, if some of the features are with excessive values, their effects will remain unless the counterpart of the element product is perfectly zero, and they may overwrite other features. Excessive values of some features are prone to occur when noise is mixed in with the input, and therefore, we have to consider this problem in this paper. In addition, the feature obtained by passing through CNNs is not directly converted to the output, but may be further formatted by FCNs. Since VisualBackProp ignores the effects of FCNs, it is difficult to say that it truly generates the region of interest that contributes to the output.

3. Noise-robust behavioral cloning

3.1. Tsallis statistics

Tsallis statistics refers to the organization of mathematical functions and associated probability distributions proposed by Tsallis [22, 23]. This concept is organized based on $q$-deformed exponential and logarithmic functions, which are extensions of general exponential and logarithmic functions by real number $q \in \mathbb{R}$. Tsallis statistics has various properties, and machine learning methods that take advantage of these properties have been proposed, such as [24]. We introduce the following $q$-logarithm for our method.

The $q$-logarithm, $\ln_q(x)$ with $x > 0$, is given as follows:

$$
\ln_q(x) = \begin{cases} 
\ln(x) & q = 1 \\
\frac{x^{1-q} - 1}{1-q} & q \neq 1 
\end{cases}
$$

where $q$ gives its shape. Regardless of $q$, $\ln_q(x)$ belongs to monotonic increasing function.

3.2. Formulation with $q$-log likelihood

The proposed noise-robust behavioral cloning can easily be derived with eqs. (1) and (2). Specifically, given $q \leq 1$, the log likelihood in eq. (1) is replaced by the $q$-log likelihood as follows:

$$
\theta_q^* = \arg\min_{\theta} \mathcal{L}_q(\theta)
$$

$$
\mathcal{L}_q(\theta) = -\mathbb{E}_{(a_n, s_n) \sim D} [\ln_q \pi(a_n | s_n)]
$$

When $q = 1$, this can be reverted to the standard behavioral cloning. Note that since $\ln_q(x)$ including $\ln(x)$ is the monotonic increasing function as mentioned before, the direction of learning itself is invariant with this replacement.

3.3. Analysis of noise robustness

We show from two analyses why this formulation is robust to noise. We notice again that when $\pi$ is represented by neural networks, the behavioral cloning problem is solved by stochastic gradient descent (e.g. Adam [25]), hence, the gradient property is important for the analyses. The following analyses can be illustrated in Fig. 3.

Before the analyses, we assume that the number of noisy data is few compared to the number of normal data. In addition, the loss (i.e. the negative $(q)$-log likelihood) for the noisy data is larger than the others. This is a
natural assumption since the limited resources ($\theta$) are allocated to represent the normal and majority data and the remaining has no enough capability to do the noisy data, although it inhibits learning the normal data.

First, for $\ln_q(x)$, the following inequality is satisfied.

$$\ln_{q_1}(x) \leq \ln_{q_2}(x) \text{ s.t. } q_1 > q_2 \quad (4)$$

The equality is valid only when $x = 1$. The special case of this inequality is $\ln(x) \leq \ln_q(x)$ with $q < 1$. In order to satisfy this inequality while matching on $x = 1$, the following two inequalities must be satisfied since $\ln_q(x)$ is monotonic.

$$\begin{cases} \frac{d\ln(x)}{dx} > \frac{d\ln_q(x)}{dx} & x < 1 \\ \frac{d\ln(x)}{dx} < \frac{d\ln_q(x)}{dx} & x > 1 \end{cases} \quad (5)$$

Although $x < 1$ is often the case for the noisy data with a large loss, the gradient of the proposed method becomes small. That is, it does not try to reduce its loss relative to the other normal data with $x > 1$. The proposed method therefore achieves learning with priority on the normal data.

For a more precise analysis, we derive the ratio of the gradients for $\ln(x)$ and $\ln_q(x)$ as $\rho(\ln(x))$. This can be easily gained by representing $\ln_q(x)$ as a function of $\ln(x)$.

$$\ln_q(\ln(x)) = \begin{cases} \ln(x) & q = 1 \\ \exp((1-q)\ln(x)) - 1 & q \neq 1 \end{cases} \quad (6)$$

where $x = \exp(\ln(x))$ is utilized. Its gradient for $\ln(x)$ (i.e. the gradient ratio or weight $\rho(\ln(x))$) can be analytically given as follows:

$$\rho(\ln(x)) = \frac{d\ln_q(\ln(x))}{d\ln(x)} = \exp((1-q)\ln(x)) \quad (7)$$

Note that this equation can cover the case with $q = 1$. This means that each data is exponentially weighted according to its own loss. That is, with $x < 1$ for the noisy data, $\rho(\ln(x))$ converges to zero, hence the noisy data would be ignored. In addition, the smaller $q$ yields the faster the convergence of $\rho(\ln(x)) \rightarrow 0$. However, please note that if $q$ is too small, even the normal data will be ignored, and therefore, we have to tune $q$ appropriately by checking test data.

4. Modified VisualBackProp

4.1. Normalization of intermediate features

This section implements a minor fix to VisualBackProp [25]. The modified VisualBackProp is shown in Fig. 4.

In the original VisualBackProp, the features with large values are back-propagated to the input mask, and the resulting region of interest may look like a blurred image of the entire input image and cannot be limited to a specific region. Although it is a naive approach, we can alleviate this problem by normalizing all components of each feature $x_L$ to be $[0, 1]$. This process is expected to make all components of the mask $m_L$ in each layer also $[0, 1]$, resulting in that unnecessary information will be removed as zero and important information will remain as one.

4.2. Backpropagation from fully connected networks

As another issue in the original VisualBackProp, we consider the effects of FCNs after CNNs. The main difference between FCNs and CNNs is the deconvolution process, except that the features of FCNs can be backpropagated by the same procedure as for CNNs.

The deconvolution process for FCNs can be represented by transposing the weight matrix. However, if all the weights are set to 1 as in the case of CNNs, all the components of the expanded feature will be the sum of the feature components before the expansion because they are
all combined, unlike CNNs. To avoid this problem, we introduce a sparse connection matrix where only the top 10% of the forward weight matrix is 1 and the rest is 0. This allows us to backpropagate the FCN features with high importance (i.e. with large weights).

5. Experiment

5.1. Experimental setup

5.1.1. Dataset

The proposed method is validated through an autonomous driving task of an electric wheelchair. Our wheelchair is based on Whill Model CR with two cameras (Intel Realsense D435i) mounted overhead, as shown in Fig. 5. This wheelchair can control its translational and turning speeds by tilting a joystick in the hand back and forth, left and right. The observation state is the RGB image acquired by the front camera and compressed to 96×96 pixels, and the action is the two-dimensional operated values of the joystick, which can be given from ROS2 [39].

Figure 4: Modified version of VisualBackProp: to alleviate the effects of large features, all the features are normalized before the element product; to visualize the effects of FCNs, the features in FCNs are also backpropagated through the sparse connection matrices.

Figure 5: Electric wheelchair as one of the personal mobility: the joystick commands can be sent from ROS2, so that the same control system can be shared between the driver and the system; the front camera is positioned and angled so that it overlaps with the driver field of view as much as possible.

Figure 6: Traveled course: the driver goes around a rectangular course with everyday objects placed in a messy manner around to make it easy to extract the visual features; a stop sign is placed diagonally opposite the starting point, and the wheelchair needs to stop before it.

Figure 7: Illustration of visual features extraction: all combined, unlike CNNs. To avoid this problem, we introduce a sparse connection matrix where only the top 10% of the forward weight matrix is 1 and the rest is 0. This allows us to backpropagate the FCN features with high importance (i.e. with large weights).
Figure 7: Network architecture to output the controller (policy): a compressed image is fed into this and passes through five CNNs until the height and width are one; the 128 channel features are considered as firings of the neurons and fed into three FCNs; finally the parameters (mean, variance) of a two-dimensional diagonal normal distribution are outputted.

Figure 8: Evaluation of the effect of $q$: when $q$ is too small, the proposed method collapses the mapping from state to action; with moderate $q$ ($q = 0.8$ in this case), the proposed method outperforms the standard behavioral cloning.

Figure 9: Learning curves for $q = 0.8$ as the proposed method and $q = 1$ as the conventional method: the update speed of the proposed method is rather slow in the early stage, probably because the overall loss is large and many data are with small weights (i.e. gradient ratios $\rho$); thanks to the noise robustness, the proposed method outperforms the conventional method from the middle stage and succeeds in reducing the loss steadily thereafter.

To train this architecture, we use Adam [28], which is the most popular stochastic gradient descent optimizer, with a batch size of 512 and a learning rate of $10^{-5}$. One epoch of training is to use all the training data once randomly, and the training is forcibly terminated after 100 epochs. In order to take into account the randomness of the initialization, the training is performed three times for each condition and the mean of the results is used for comparison.

5.2. Scores for test dataset

First, we investigate the effect of $q$, a hyperparameter added in the proposed method. The scores of training with $q$ with 0.1 decrements from 1 are shown in Fig. 8. Note that since the loss function is modified in the proposed method, the original negative log likelihood for the test dataset was employed as score. As expected, we found that too small $q$ resulted in extremely poor score, since it excludes most of the data as noise and fits the remaining few. On the other hand, for $q \in [0.7, 0.9]$, their scores were roughly the same as that of the conventional method ($q = 1$), with a minimum at $q = 0.8$. In fact, comparing the learning curves with $q = 0.8$ and $q = 1$, Fig. 9 can see that the learning curve of the proposed method was noticeably lower than that of the conventional method.

From these results, we conclude that by specifying the appropriate $q$, the proposed method can increase the likelihood of the controller for the test dataset than the conventional method. This fact indicates that while the conventional method updates the controller in the wrong direction to represent even the noisy data contained in the...
training dataset, the proposed method can properly exclude them and preferentially fit the data similar to the test dataset. As a remark \( q \) needs to be adjusted according to the problem, but the best result can be obtained without a large burden by various efficient meta-optimization methods \([34, 35, 36]\) or even by the grid search as in this paper.

5.3. Demonstrations

We show examples of autonomous driving in which the controller learned by the conventional method (i.e. with \( q = 1 \)) or the proposed method at the best (i.e. with \( q = 0.8 \)) is deployed. Details of the demonstrations can be found in the attached video. Note that the region of interest here was visualized using the conventional VisualBackProp, where blue/yellow regions have the low/high attentions.

First, the demonstration using the conventional method is shown in Fig. 10. It is easy to see in the video, but the joystick command moved noisily to the left and right even when going straight due to the effects of zigzagging. In addition, the wheelchair did not pay attention to the stop sign when finding it, and failed to stop at an appropriate distance, which can be confirmed by the white line on the floor. When the wheelchair stopped, it still paid attention to the shelf on the right (probably as a guide for going straight and/or turning left) instead of paying attention to the stop sign. Therefore we can say that the imitation failed and the region of interest was clearly wrong, indicating that the influence of noisy data was strong.

In contrast, the demonstration using the proposed method was successfully completed, as shown in Fig. 11. The joystick command was hardly noisy even when going straight ahead. In addition, it can be seen that the wheelchair started to pay attention to the stop sign when finding it. When the wheelchair finally stopped at the appropriate distance, it paid the most attention to the stop sign, indicating that it used this as a landmark for its stopping motion. Thus, we can conclude that the proposed method did not get confused by noisy data, but relied on the optimal other data for successful imitation.

5.4. Analysis by modified VisualBackProp

As can be seen in Fig. 11 although VisualBackProp extracted the region of interest that seems to be natural, the whole image was blurred. Therefore, we judged that its visualization would have room for improvements. We examine the effects of the two proposed modifications, i.e. normalization and consideration of FCNs, on Fig. 11c.
Fig. 11: Snapshots and the corresponding regions of interest when demonstrated by the proposed method: the wheelchair succeeded in turning the left at the corner smoothly, and it found the stop sign from a distance and successfully stopped just on the stop line.

Fig. 12 shows the regions of interest by the respective modifications. First, it is noticeable that the region of interest was clearer with the normalization. This allows us to judge with more confidence that the wheelchair was stopped by checking the stop sign. Although the consideration of FCNs made the region of interest slightly more blurred (probably due to the insufficient sparseness), it can be seen that the emphasis on the entire right shelf was reduced to focus only on the upper right. In fact, objects with unique colors in the course are placed in the upper right, suggesting that they can be easily used as landmarks for going straight and/or turning left. By integrating these modifications, the region of interest could be limited to the stop sign and the objects in the upper right, while paying stronger attention to the stop sign. This implies that the driver and the learned controller make a decision between stopping and going straight and/or turning left in this corner based on these two characteristic regions of interest, and that they shift to the stopping behavior when the stop sign is close enough.

As a consequence, the region of interest was clearer than that of the conventional VisualBackProp, and its contents were natural enough to be interpreted. Therefore, it is suggested that the proposed modifications can surely improve the visualization performance.

6. Discussion

6.1. Limitations of the proposed method

We experimentally confirmed that the proposed method can indeed achieve robust imitation against noise. However, unless \( q \) is appropriately tuned, the proposed method may collapse the controller, although meta-optimization is possible at relatively low cost, as mentioned before [34, 35, 36]. In addition, it is not obvious whether there exists \( q < 1 \) that necessarily outperforms the conventional method. Especially when the variance of the expert controller is large, or when the action space is discrete and there are many choices, \( \pi \ll 1 \) is basically satisfied, and almost all data can be with weights of less than 1 (ultimately 0). In that cases, \( q \approx 1 \) should be better to have the non-zero weights, but that would revert noise sensitivity again. Therefore, although the proposed method is effective for autonomous driving tasks in which the control command is continuous and relatively deterministic, we have to carefully use the proposed method for imitating more general tasks.

Since the proposed method is formulated based on the standard behavioral cloning, it inherits the problems of behavioral cloning (except for the noise sensitivity). For
example, the open issues about covariate shift and compounding error are often discussed in the literature of imitation learning [37, 38, 39]. In the near future, the proposed method should be properly integrated with methods that mitigate these problems.

6.2. Alternative interpretations of behavioral cloning

Behavioral cloning is formulated by eq. (1), but new optimization problems have been reported by reinterpreting it as another optimization problem [40, 41]. Specifically, eq. (1) is equivalent to minimizing the following Kullback-Leibler divergence.

$$\mathbb{E}_{s_n \sim p_c} \left[ \text{KL}(\pi_{\text{exp}}(a \mid s_n) \mid \pi(a \mid s_n; \theta)) \right] = \mathbb{E}_{s_n \sim p_c} \left[ - \int_a \pi_{\text{exp}}(a \mid s_n) \ln \frac{\pi(a \mid s_n; \theta)}{\pi_{\text{exp}}(a \mid s_n)} da \right] = - \mathbb{E}_{s_n \sim p_c, a_n \sim \pi_{\text{exp}}} \left[ \ln \pi(a_n \mid s_n; \theta) \right] - \mathbb{E}_{s_n \sim p_c} \left[ H(\pi_{\text{exp}}) \right] \propto - \mathbb{E}_{(s_n, a_n) \sim D} \left[ \ln \pi(a_n \mid s_n; \theta) \right] \tag{8}$$

where $\pi_{\text{exp}}$ denotes the expert controller and $p_c$ is the stochastic dynamics of the environment. The expectation operation for these two distributions can be replaced by that for the dataset $D$ by Monte Carlo approximation, and the entropy $H(\pi_{\text{exp}})$ can be excluded due to irrelevance to the optimization problem. As a result, the optimization problem for the standard behavioral cloning is obtained.

The proposed method with eq. (3) can be reinterpreted in the same way. In Tsallis statistics, the q-deformed Kullback-Leibler divergence (or Tsallis divergence) is also defined with a similar but different form [41, 42].

$$\text{KL}_q(p_1(x) || p_2(x)) = - \int_x p_1(x) \ln \frac{p_2(x)}{p_1(x)} dx \tag{9}$$

In addition, the decomposition of $q$-logarithm is specially given as follows:

$$\ln_q \frac{y}{x} = x^{q-1} (\ln_q y - \ln_q x) \tag{10}$$

With these two definitions, we derive the following minimization problem.

$$\mathbb{E}_{s_n \sim p_c} \left[ \text{KL}_q(\pi_{\text{exp}}(a \mid s_n) \mid \pi(a \mid s_n; \theta)) \right] = \mathbb{E}_{s_n \sim p_c} \left[ - \int_a \pi_{\text{exp}}(a \mid s_n) \ln_q \frac{\pi(a \mid s_n; \theta)}{\pi_{\text{exp}}(a \mid s_n)} da \right] = - \mathbb{E}_{s_n \sim p_c, a_n \sim \pi_{\text{exp}}} \left[ \pi_{\text{exp}}^{-1}(a_n \mid s_n) \ln_q \pi(a_n \mid s_n; \theta) \right] - \mathbb{E}_{s_n \sim p_c} \left[ H_q(\pi_{\text{exp}}) \right] \propto - \mathbb{E}_{(s_n, a_n) \sim D} \left[ \pi_{\text{exp}}^{-1}(a_n \mid s_n) \ln_q \pi(a_n \mid s_n; \theta) \right] \tag{11}$$

where $H_q(\cdot)$ denotes Tsallis entropy, which can be excluded. This is consistent with eq. (3), except that it is multiplied by $\pi_{\text{exp}}^{q-1}$. However, since $\pi_{\text{exp}}$ is unknown with some exceptions (see later), it must be removed somehow.

As the first removal method, we assume that $\pi_{\text{exp}} \simeq \pi$. With notice that we do not calculate the gradient of $\pi$ for this substitution, we have $\pi_{\text{exp}}^{-1} = \exp\{- (1 - q) \ln \pi\}$, which cancels out the gradient ratio $\rho$ that arises when considering the gradient of $\ln_q \pi$, as defined in eq. (7). Hence, under this assumption, the above optimization problem is perfectly consistent with the standard behavioral cloning.

As the second way, we assume that $\pi_{\text{exp}} \simeq 1$, where the expert took all the actions with a constant likelihood to collect the dataset. In this case, the above optimization problem is consistent with eq. (3). Hence, we can conclude that the proposed method is equivalent to the minimization problem of Tsallis divergence under the assumption of $\pi_{\text{exp}} \simeq 1$.

This interpretation can be exploited, for example, to utilize Renyi divergence [41, 42] as a new minimization problem. It can be transformed invertibly to Tsallis divergence, and it is possible that the gradient generated by the invertible transformation may provide different learning properties from the proposed method.

6.3. Other applications of the proposed method

While this paper utilized the property for $q < 1$ for the noise robustness, other applications can be discussed.
For example, if the task to be imitated has multiple correct solutions, the dataset will contain a wide variety of trajectories, and imitating all of them will require a very high level of approximation capability to CNNs and FCNs (and a model for the stochastic controller). In such a case, the proposed method limits the number of trajectories to be imitated by excluding some of the various trajectories as noise, and thus it can be trained by a standard implementation. This can be interpreted as the dataset distillation [13] in the loss function stage implicitly.

According to this interpretation, the proposed method should be effective in distilling the model [14][15]. Ideally, the distilled model should have the same level of performance as the original, but depending on its size, some performance degradation is inevitable. In such a case, the proposed method would be able to achieve a distillation that excludes selectively some of the features but retains the rest, rather than degrading the overall performance.

As a remark, in the above minimization problem of Tsallis divergence, $\pi_{\text{exp}}$ was assumed to be unknown in general, but $\pi_{\text{exp}}$ can be revealed in the model distillation. In this case, for the standard behavioral cloning, the gradient ratio is given by $\exp\{(1 - q)(\ln \pi - \ln \pi_{\text{exp}})\}$. That is, the weighting is relative in this form, whereas it was absolute in the proposed method. Although the expected behavior is similar, it will be possible to prioritize relatively important data by appropriately weighting cases where the variance of $\pi_{\text{exp}}$ is large and the entire data tends to be ignored.

7. Conclusion

In this paper, we proposed a novel behavioral cloning method based on Tsallis statistics that is robust to the small and noisy personal dataset especially in the automated personal mobility task. Specifically, we focused on that the standard behavioral cloning utilizes the log likelihood of the stochastic controller, and replaced it with the $q$-log likelihood. We showed analytically that this replacement provides the noise robustness. We also identified minor issues with VisualBackProp, which is useful for visually verifying task performance, and implemented the ad-hoc solutions, i.e. the normalization of all the features and the consideration of FCNs. With the experimental results, it can be concluded that the proposed method can learn correctly even by the dataset that conventionally fail to be imitated, and has the similar region of interest to the driver.

In the future, we aim to conduct larger-scale experiments and further improve imitation learning based on Tsallis statistics. In particular, we would like to investigate and analyze whether this concept can be successfully used to solve covariate shift and compounding error, which are open issues in behavioral cloning.
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