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Abstract—In this paper we propose a method for sparse dynamic allocation of resources to bound the risk of spreading processes, such as epidemics and wildfires, using convex optimization and dynamic programming techniques. Here, risk is defined as the risk of an undetected outbreak, i.e. the product of the probability of an outbreak occurring over a time interval and the future impact of that outbreak, and we can allocate budgeted resources each time step to bound and minimize the risk. Our method in particular provides sparsity of resources, which is important due to the large network structures involved with spreading processes and has advantages when resources cannot be distributed widely.

I. INTRODUCTION

Epidemics, computer viruses and bushfires can all be thought of as spreading processes in which an initial localized outbreak spreads rapidly throughout a network [1]–[3]. The real-world risks associated with these events have sparked significant research into methods for modeling, prediction and control. Furthermore it has stressed the importance and current limitations of methods to reduce their impact by planning appropriate intervention strategies.

The large scale spreading processes typically evolve on, e.g. global travel networks for epidemics, large geographic areas for wildfires, or the internet for computer viruses, imposes a challenge and emphasizes the importance of scalability of computational methods. Furthermore, it can be difficult or impossible to distribute resources broadly across the network, such as vaccines for epidemics or waterbombing allocations for wildfires. Therefore, sparsity of resource allocation solutions is often required and essential.

Spreading processes are commonly modeled as Markov processes. The most well-known models are the Susceptible-Infected-Susceptible (SIS) model and the Susceptible-Infected-Removed (SIR) model [4], [5]. These stochastic models can be approximated as ordinary differential equation (ODE) models, which can in turn be approximated by linear models [3], [6], [7] which is proven by [7] to be an upper bound and is therefore usually the object of study.

The problems of minimizing the spreading rate by removing either a fixed number of links or nodes in the network are both NP-hard [8]. This fact has motivated the study of heuristics methods based on node-rankings of various forms [9]–[11]. However, in general these approaches will not be optimal in any sense and furthermore the assumption of complete link or node removal is often unrealistic.

A more realistic assumption is that spreading rate can be decreased or the recovery rate increased by applying resources to the nodes and links. Various methods have been proposed in which this resource allocation is subject to budget constraints (e.g. [2], [3], [12]–[22]).

However, all these methods offer a static control or static intervention solution only. That is, the resource allocation is determined once based on the current state instead of allocated over time. A more realistic assumption would be to have dynamic control and hence, time dependent intervention.

Dynamic resource allocation for epidemics is studied in [23], [24]. Here network properties are identified to respectively identify limitations on and derive upper and lower bounds for epidemic extinction time. More recently, dynamic programming [25] and in particular, model predictive control (MPC) has been proposed for time dependent intervention [26]–[28].

Köhler et al. extend their work [26] in [29] by investigating MPC approaches to optimally control the COVID-19 outbreak in Germany. Here ‘resource allocation’ is considered social distancing measures and the goal is to minimize the number of fatalities. In [30] nonlinear MPC is applied to an SIS model. The state matrix or ‘contact network’ is altered to reduce the spread. Furthermore, critical control bounds are determined to investigate controllability. These approaches, however, do not provide sparse resource allocation.

In this paper we, therefore, present a multi-stage sparse resource allocation method for control of spreading processes over networks that can be formulated as an efficiently solvable problem. This paper builds on work presented in [31], where we developed sparse resource models and a node-dependent risk model for static-intervention. The presented method distinguishes itself by extending this work to a dynamic sparse multi-step approach. In particular [31] has the limitation that it takes the assumption that all resources are allocated at once. In this paper we consider the more realistic scenario that resources are allocated over time, with budgets per time unit.

The remainder of this paper is organized as follows. In Section II, we provide the problem statement. Next, in Section III, we present a relaxed problem via linearization, dynamic programming, and sparsity-inducing resource models. We demonstrate how this can be reformulated as a convex problem in Section IV, and finally, in Section V we illustrate the use of our proposed method with both epidemic and wildfire examples.
II. PROBLEM STATEMENT

A. Spreading Process Model

We study a spreading process on a graph $G(V,E)$ with $n$ nodes in node set $V$ and edge set $E$, where each node $i \in \{1,2,\ldots,n\} \in V$ has a state $X_i(t)$ associated with it. The basic SIS model [4] is a cellular automata (CA) model in which a node can be in two states: infected, i.e. $X_i(t) = 1$, or susceptible to infection from neighboring nodes, i.e. $X_i(t) = 0$. An infected node recovers with probability $\delta_i \Delta t$ to $X_i(t + \Delta t) = 0$ and the process spreads from infected node $j$ to susceptible node $i$ with probability $\beta_{ij} \Delta t$, where $\Delta t$ is a small time interval.

We now define $x_i(t) = E(X_i(t)) = P(X_i(t) = 1)$ as the probability of a node $i$ being infected at time $t$. Using a mean-field approximation [3], [19] one obtains $n$ coupled nonlinear differential equations:

$$\dot{x}_i = (1 - x_i(t)) \sum_{j=1}^{n} \beta_{ij} x_j(t) - \delta_i x_i(t). \quad (1)$$

By applying Euler's forward approximation to (1), we obtain the following discrete time model approximation [32]

$$x_i^{k+1} = x_i^k + h(1 - x_i^k) \sum_{j=1}^{n} \beta_{ij} x_j^k - h \delta_i x_i^k \quad (2)$$

where $h = t^{k+1} - t^k$ is the length of each time interval $[t^k, t^{k+1}]$. As long as $h \delta \leq 1$ and $h \sum_{j=1}^{n} \beta_{ij} < 1$, this model is well-defined at $x_i^k \in [0, 1] \Rightarrow x_i^{k+1} \in [0, 1]$ for all $k$.

B. Cost Function

We associate the following cost function with the system

$$J(x) = \sum_{k=1}^{\infty} \alpha^k C x^k \quad (3)$$

where $x^k = [x_i^k, \ldots, x_n^k]^T$ is the state of the system (2) and $C = [c_1, \ldots, c_n]$ is a row vector defining the cost at time $k$ associated with each node $i$, with each $c_i \geq 0$. The cost is discounted by $\alpha \in (0, 1)$ which can be tuned to emphasize near-term cost over long-term cost. We will also consider the risk, or expected cost, when $x^1$ is a random variable.

C. Intervention Model

At each time step $k$ we can allocate resources to reduce the spreading rate $\beta_{ij}$ on particular edges or increase recovery rates $\delta_i$ at particular nodes, in an effort to reduce the overall cost. In our model, changes made at a particular time step persist for all future times, but it is straightforward to modify our framework so that interventions have a fixed duration or diminish over time.

We assume bounded ranges of possible spreading and recovery rates:

$$0 < \tilde{\beta}_{ij}^k \leq \beta_{ij}^k \leq \bar{\beta}_{ij}^k, \quad 0 < \tilde{\delta}_i^k \leq \delta_i^k \leq \bar{\delta}_i^k < \Delta \quad (4)$$

for $k = 1, \ldots, K$. Here $\tilde{\beta}_{ij}^k$ and $\tilde{\delta}_i^k$ are the unmodified rates of the system (2). For $k > 1$, $\overline{\beta}_{ij}^k$ and $\overline{\delta}_i^k$ are the updated rates of the system after the previous time step, i.e. $\overline{\beta}_{ij}^k = \beta_{ij}^{k-1}$ and $\overline{\delta}_i^k = \delta_i^{k-1}$.  

D. Problem Statement

The goal is to keep both the risk of an outbreak of a spreading process and the allocation of resources on $\beta_{ij}$ and $\delta_i$, both per time step and overall, small. Therefore we study two closely related problems of multi-stage sparse resource allocation for spreading processes.

Problem 1 (Resource-Constrained Risk Minimization): Minimize the cost (3) of an outbreak of a spreading process (2) by changing a bounded number of elements $\beta_{ij}$ and $\delta_i$ at each time step.

Problem 2 (Risk-Constrained Resource Minimization): Minimize the number of non-zero resource allocations on $\beta_{ij}$ and $\delta_i$ such that a given bound on the cost (3) is achieved.

These problems are combinatorial in nature and likely to be intractable: closely related problems are NP-hard [8]. In the remainder of this paper we introduce a tractable approximation based on a relaxed dynamic programming formulation and a sparsity-inducing resource model.

III. DYNAMIC PROGRAMMING RELAXATION

In order to address the problems defined in the previous Section II-D, we make a number of bounding approximations to the cost of an outbreak and introduce a sparsity-inducing resource model.

A. Linearized Model

By linearizing around the infection-free equilibrium point $(x_i = 0 \forall i)$ we obtain

$$x_i^{k+1} = A^k x_i^k \quad (5)$$

where $x^k = [x_1^k, \ldots, x_n^k]^T$ is the state of the system and the sparse state matrix $A$ consisting of elements

$$a_{ij}^k = \begin{cases} 
1 - h \delta_i^k & \text{if } i = j, \\
h \beta_{ij}^k & \text{if } i \neq j, (i,j) \in E, \\
0 & \text{otherwise}.
\end{cases} \quad (6)$$

We note that (5) is a positive system [33], i.e. if $x_i^1 \geq 0$ for all $i$, then $x_i^k \geq 0$ for all $i$ and all $k \geq 0$.

B. Cost Bounds

We now formulate bounds on the cost (3) evaluated on solutions to the linear model (5), which furthermore bound the costs of the nonlinear model (2). It is well known (e.g. [33]–[35]) that positive systems with non-negative linear costs admit linear value (cost-to-go) functions. We will use a variation of this argument to construct bounds via a dynamic-programming-like formulation.

Proposition 1: Suppose there exists a sequence of row vectors $p^k = [p_i^k, \ldots, p_n^k], k = 1, \ldots, K$ which are element-wise non-negative: $p_i^k \geq 0$ for all $i,k$, and for which the following inequalities hold:

$$p_i^k \geq C + \alpha p_i^{k+1} A^k \quad (7)$$

for $k = 1, \ldots, K$. Here $C$ is the cost matrix of the system after an outbreak, and $\alpha$ is a discount factor. Then the linear system (5) satisfies a similar bound:

$$x_i^{k+1} \leq A^k x_i^k + \alpha (A C + \alpha A^2 C + \cdots + A^{k-1} C)x_i^1 + (1 - \alpha) C x_i^1$$

for $k = 1, \ldots, K$. This suggests that the linear system (5) can be bounded by its linear cost function (3) and the nonlinear system (2) can be bounded by its nonlinear cost function (3) as well.
for \( k = 1, \ldots, K - 1 \) and
\[
p^K \geq C + \alpha p^K A^K,
\]
where the inequalities are understood to hold elementwise. Then \( p^1 x^1 \geq J(x^1) \) as defined in (3).

Proof: We first show that \( V(x, k) = p^k x^k \) provides an upper bound on the cost-to-go from state \( x \) at time \( k \) for the linear system in (5). Since \( x^k \geq 0 \) for all \( i, k \), (7) implies
\[
p^k x^k \geq C x^k + \alpha p^{k+1} A^k x^k \quad \text{for} \quad k = 1, \ldots, K - 1, \quad \text{i.e. solutions of the linear system upper bound (elementwise)}
\]
so that via multi-stage sparse resource allocation minimize an upper bound on the maximum risk \( p^1 \hat{x}^1 \). This problem can be formulated as:

\[
\begin{align*}
\text{minimize} & \quad \max(p^1 \hat{x}^1) \\
\text{such that} & \quad p^k \geq 0 \\
& \quad \alpha p^{k+1} A^k - p^k \leq -C, \quad k = 1, \ldots, K - 1 \\
& \quad p^K (\alpha A^K - I) \leq -C \\
& \quad 0 < \beta_{ij}^k \leq \beta_{ij}^k \leq \beta_{ij}^k < \Delta \\
& \quad \sum_{i} {\beta_{ij}^k} + \sum_{i} {g_i \delta_i^k} \leq \Gamma_k \\
& \quad \sum_{k=1}^{K} \left( \sum_{i} f_{ij} \left( \beta_{ij}^k \right) + \sum_{i} g_i \left( \delta_i^k \right) \right) \leq \Gamma_{tot}.
\end{align*}
\]

C. Resource Allocation Model

Now that the linear spreading process dynamics and risk model are defined, we can investigate how to allocate sparse resources at each time \( k \). This implies that our state matrix \( A \) will change each time step and we, therefore, define \( A^k \) as the state matrix with resources allocated up to time \( k \).

The resource model we propose is defined by the following functions:
\[
\begin{align*}
f_{ij} \left( \beta_{ij}^k \right) &= w_{ij} \log \left( \frac{\beta_{ij}^k}{\beta_{ij}^k} \right) \\
g_{i} \left( \Delta - \delta_{i}^k \right) &= w_{i} \log \left( \frac{\Delta - \delta_{i}^k}{\Delta - \delta_{i}^k} \right)
\end{align*}
\]

where \( w_{ij} \) are weightings expressing the cost of respectively reducing \( \beta_{ij} \) and increasing \( \delta_{i} \).

This type of logarithmic resource allocation was discussed in [31]. These resource models can be understood as that a certain proportional increase (for \( \beta_{ij} \)) and decrease (for \( \delta_{i} \)) always has the same cost. Note that it is impossible for \( \beta_{ij} \) to be reduced to 0 since that would take infinite resources. Furthermore these resource models encourage sparsity as detailed further in Section IV-D.

D. Optimization Formulation

We can now formulate optimization problems to solve relaxed versions of Problem 1, Resource-Constrained Risk Minimization, and Problem 2, Risk-Constrained Resource Minimization, as defined in Section II-D.

Optimization Problem 1: Given a defined resource allocation budget \( \Gamma \), a cost \( c_i \) associated with each node \( i \), find the optimal spreading and recovery rates \( \beta_{ij}^k \) and \( \delta_{i}^k \) for \( k = 1, \ldots, K \) that via multi-stage sparse resource allocation minimize an upper bound on the maximum risk \( p^1 \hat{x}^1 \). This problem can be formulated as:

\[
\begin{align*}
\text{minimize} & \quad \max(p^1 \hat{x}^1) \\
\text{such that} & \quad p^k \geq 0 \\
& \quad \alpha p^{k+1} A^k - p^k \leq -C, \quad k = 1, \ldots, K - 1 \\
& \quad p^K (\alpha A^K - I) \leq -C \\
& \quad 0 < \beta_{ij}^k \leq \beta_{ij}^k \leq \beta_{ij}^k < \Delta \\
& \quad \sum_{i} {\beta_{ij}^k} + \sum_{i} {g_i \delta_i^k} \leq \Gamma_k \\
& \quad \sum_{k=1}^{K} \left( \sum_{i} f_{ij} \left( \beta_{ij}^k \right) + \sum_{i} g_i \left( \delta_i^k \right) \right) \leq \Gamma_{tot}.
\end{align*}
\]

IV. EXPONENTIAL CONE PROGRAMMING

In this section we show that Optimization Problems 1 and 2 can be reformulated as convex optimization problems, in particular exponential cone programs. Furthermore, we discuss how the proposed resource model leads to sparse resource allocation.

We define decision variables \( y_i \) and \( v_i \) for all nodes \( i \in V \) and \( u_{ij} \) for all edges \((i, j) \in E\). To save space we present here the convex formulation of the dynamic coupling constraints.
1 is equivalent to the following convex optimization problem

\[
\log \left( \sum_{i,(i,j) \in E} \exp \left( y_i^{k+1} + \log (\alpha h \beta_{ij}^k) - \frac{v_{ij}^k}{w_{ij}} - y_j^k \right) \right) + \exp \left( y_j^{k+1} + \log (\alpha(1-h)) - y_j^k \right) + \exp \left( \log (c_j) - y_j^k \right) \leq 0 \quad \forall j, k = 1, \ldots, K - 1
\]

(20)

\[
\log \left( \sum_{i,(i,j) \in E} \exp \left( y_i^K + \log (\alpha h \beta_{ij}^k) - \frac{v_{ij}^k}{w_{ij}} - y_j^K \right) \right) + \exp \left( \log (\alpha(1-h)) \right) + \exp \left( \log (\alpha h (\Delta - \delta_i)) - \frac{v_{ij}^K}{w_{ij}} \right) + \exp \left( \log (c_j) - y_j^K \right) \leq 0 \quad \forall j,
\]

(21)

**Proposition 2:** Given that \( h \Delta < 1 \), Optimization Problem 1 is equivalent to the following convex optimization problem under the transformations \( y_i = \log(p_i) \) and \( u_{ij} = f_{ij}(\beta_{ij}) \) and \( v_i = g_i(\Delta - \delta_i) \)

\[
\min_{y^*,u^*,v^*} \max(\log(x_i^1) + y_i^1) \] such that (20), (21)

\[
0 \leq u_{ij}^k \leq w_{ij} \log \left( \frac{\beta_{ij}^k}{\beta_{ij}} \right) \] (23)

\[
0 \leq u_i^k \leq w_i \log \left( \frac{1 - \delta_{ii}^k}{1 - \delta_{ii}} \right) \] (24)

\[
\sum_{i,j} u_{ij}^k + \sum_i v_i^k \leq \Gamma^k \] (25)

\[
\sum_{k=1}^{K} \left( \sum_{i,j} u_{ij}^k + \sum_i v_i^k \right) \leq \Gamma \text{tot} \] (26)

where \( \beta_{ij}^k = \beta_{ij}^{k-1} = \beta_{ij}^1 - \sum_{k=1}^{k-1} u_{ij}^k \) and \( \delta_{ij}^k = \delta_{ij}^{k-1} = \delta_{ij}^1 - \sum_{k=1}^{k-1} v_i^k \) for \( k > 1 \).

**Proof:** The objective function (22) follows directly from (13) and \( y_i = \log(p_i) \). The dynamic coupling constraint for \( k \neq K \) (20) can be obtained, by rewriting (15) as

\[
\sum_{i=1}^{n} \alpha p_i^{k+1} a_{ij}^k - p_j^k \leq -c_j \quad \forall j.
\]

(27)

Now using (6) this can be rewritten as

\[
\sum_{i \neq j} p_i^{k+1} \alpha h \beta_{ij}^k + p_j^{k+1} \alpha (1 - h \delta_{ij}^k) - p_j^k \leq -c_j \quad \forall j
\]

(28)

which is equivalent to

\[
\sum_{i \neq j} \frac{p_i^{k+1} \alpha h \beta_{ij}^k}{p_j^k} + \frac{p_j^{k+1} \alpha (1 - h \Delta)}{p_j^k} + \frac{p_j^{k+1} \alpha h (\Delta - \delta_i^k)}{p_j^k} + \frac{c_j}{p_j^k} \leq 1 \quad \forall j
\]

(29)

using \( \Delta > \delta_i^k \). Taking the log on both sides, given that \( h \Delta < 1 \), with transformation \( y_i = \log(p_i) \) and \( u_{ij} = f_{ij}(\beta_{ij}) \) and \( v_i = g_i(\Delta - \delta_i) \), gives (20). The derivation for \( k = K \) to obtain (21) from (19) is similar, but now with \( y_{k+1} \) = \( p_i \). The derivation of the bounds on the spreading rate (23) and recovery rate (24) under convex transformations \( u_{ij} = f_{ij}(\beta_{ij}) \) and \( v_i = g_i(\Delta - \delta_i) \) can be found in [31]. Finally, equations (25) and (26) follow directly from respectively (18) and (19) and \( u_{ij} = f_{ij}(\beta_{ij}) \) and \( v_i = g_i(\Delta - \delta_i) \).

**Proposition 3:** Given that \( h \Delta < 1 \), Optimization Problem 2 is equivalent to a convex optimization problem under the transformations \( y_i = \log(p_i) \) and \( u_{ij} = f_{ij}(\beta_{ij}) \) and \( v_i = g_i(\Delta - \delta_i) \). The formulation is the same as (22) - (26) except that the objective is \( \sum_{i,j} u_{ij}^k + \sum_i v_i^k \) and in place of (25) we have the constraint \( \log(x_i^1) + y_i^1 \leq \gamma \).

**Proof:** Similar to the proof of Proposition 2.

### A. Sparsity

A significant benefit of the the exponential cone programming formulation is that it encourages sparse resource allocation. Our resource models, now formulated as constraint (25) are \( \ell_1 \) norm constraints and objectives, since \( u_{ij} \geq 0 \) and \( v_i \geq 0 \), which are widely used to encourage sparsity [37]-[40].

If the goal is maximal sparsity, i.e. minimal number of nodes and edges with non-zero resources allocated, then we can use the reweighted \( \ell_1 \) optimization approach of [40]. We can adapt this to our problem by iteratively solving the problem, but with a reweighted resource model that approximates the number of nodes and edges with non-zero allocation, e.g.

\[
\phi = \sum_{i,j} \frac{v_{ij}^k}{u_{ij}^{k+1} + \epsilon} + \sum_i \frac{v_i^k}{u_i^{k+1} + \epsilon}
\]

(30)

where \( q \) is the iteration number and \( \epsilon \) a small positive constant to improve numerical stability. If we use our resource model as a constraint in the optimization problem, we now replace the constraint with \( \phi < M \) where \( M \) is the bound on the number of nodes and edges that can have resources allocated to them. This iteration has no guarantee of convergence or global optimality, but has been found to be very effective in practice.

### V. RESULTS

In this section we illustrate how our proposed method can be implemented with examples for two different spreading processes; epidemics and wildfires. First, we discuss a 7 node epidemic example to demonstrate how the optimization framework can be used for deriving a vaccination strategy. Second, we demonstrate with a 1000 node wildfire example that our multi-stage approach provides sparse results.

#### A. Epidemic Example

To demonstrate how the optimization framework can be utilized we take an example of an epidemic spreading on a graph \( G(V,E) \) with \( n = 7 \) nodes as visualized in Fig. 1.

Here, node color indicates estimated outbreak probability \( x_i^1 \).
weightings $w_{ij}$ are indicated at the edges and node marker size indicates cost $c_i$. We take homogeneous spreading and recovery rates of $\beta_{ij} = 0.35$ for all $(i,j) \in E$ and $\delta = 0.2$ for all $i \in V$. In this particular example we have a vulnerable high cost node $i = 7$, which could be an elderly person, which is connected to $i = 6$. Node $i = 6$ is connected to node $i = 1$, who has a high likelihood of getting the disease, e.g. due to their work situation.

We, now, want to use our multi-stage approach to obtain a vaccination strategy. We model vaccination similar to other common methods, where vaccination of a node increases both its recovery rate [21], [41], [42] and decreases all incoming spreading rates [43]–[46]. Setting $\Delta = 1$ and taking $\alpha = 0.93$, $h = 0.24$ and $\Gamma^k = 1.5$ for all $k$ with $K = 4$, the obtained resource allocation, or vaccination strategy, is given in Fig. 2.

It can be seen that we should first vaccinate node $i = 1$, with a high likelihood of the disease, and node $i = 6$, connected to the vulnerable node $i = 7$, which is vaccinated next, before moving on to the rest of the population. Decreasing the interval $h = \Gamma^{k+1} - \Gamma^k$ would result in a similar vaccination strategy, but with a slower roll out, i.e. more time steps are needed to get to the general population.

To further improve sparsity we take the reweighted $\ell_1$ minimization as explained in Section IV-A We now solve, however, Optimization Problem 2, keeping the same risk bound as obtained for Fig. 2 but minimize the amount of non-zero allocations. The results are shown in Fig. 3. The solution is to vaccinate the node with a high likelihood $i = 1$ and next the vulnerable node $i = 7$ before vaccinating 2 members of the general population.

**B. Wildfire Example**

Let us consider the fictional landscape given in Fig. 4a consisting of different vegetation types, a city and water. We represent this landscape as a graph $G(V,E)$ with $n = 1000$ nodes, where the edge set $E$ connects each node to its neighboring 8 nodes, i.e. fire can spread horizontally, vertically and diagonally. Boundary nodes have fewer edges accordingly.

The spreading rates are determined by the vegetation type, wind speed and direction, as per the wildfire models in [1] and [47]. The spreading rate for an edge $\beta = \beta_h \beta_{veg} \beta_w$ consists of a baseline spreading rate $\beta_h = 0.5$ and $\beta_{veg} = 0.1, 1$ and 1.4 for respectively desert, grassland and eucalypt forest. Water is considered unburnable and those edges are removed. $\beta_w$ is calculated following [47] for a northeasterly wind of $V = 4$ m/s. The spreading rate is corrected for the spread between diagonally connected nodes, following [1]. We set the recovery rate $\delta = 0.5$ for all nodes $i \in V$.

We consider resource allocation to reduce the spreading rates $\beta_{ij}$. We set $w_{ij} = 1$ for all edges $(i,j) \in E$, indicating an equal cost to apply resources to any edge. The cost of the city nodes is taken as $c_i = 1$, whereas $c_i = 0.001$ for all other nodes as illustrated in Fig. 4b. This could reflect either...
To investigate scalability of the multi-stage approach, we recorded solver time for solving the problem with time steps up to $K = 10$ and the results are displayed in Fig. 6. The problems were solved with MOSEK v9.2 on an Intel i7, 2.6GHz, 8GB RAM. It can be seen that the MOSEK solver time goes up linearly per time step, which suggests the method is scalable to large number of time steps. Scalability with respect to number of nodes was investigated for a similar (but single-stage) method in [31] and also found to be linear.

It is worth drawing attention to the fact that in this problem there are 3357 edges that can either have resources allocated to them or not. Choosing 10 edges for resource allocation per each time step, over a horizon of 10 time steps, results in a total of approximately $8.7 \times 10^{286}$ possible resource allocation patterns. Despite such a remarkable problem size (in its combinatorial form), our convex formulation finds good solutions in less then a minute on a standard laptop.

Finally, to illustrate the effect of the estimated outbreak probability $\hat{x}_1^k$, we consider a scenario with a precise knowledge of the outbreak location, as visualized in Fig. 7. Keeping all other parameters the same, we obtain Fig. 8. It can be seen that in the first time steps $k = 1, 2$ the outbreak area is aggressively suppressed, before resources are allocated to the path the fire would take to the city.

VI. CONCLUSIONS

In this paper we presented a multi-stage approach to minimize the risk of spreading processes over networks by use of sparse control. A convex exponential programming formulation was presented including sparsity inducing logarithmic resource models. With both epidemic and wildfire examples the use and potential of the proposed method was conveyed. Future work will include more realistic propagation models and time-varying networks.
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