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Abstract

We construct an unbiased estimator for function value evaluated at the solution of a partial differential equation with random coefficients. We show that the variance and expected computational cost of our estimator are finite and our estimator is insensitive to the problem dimension so that it can be applied in problems across various disciplines. For the error analysis, we connect the parabolic partial differential equations with the expectations of stochastic differential equations and perform rough path estimation.

1 Introduction

1.1 Motivation and background

Consider the solution $u(x, t): \mathbb{R}^d \times \mathbb{R}^+ \to \mathbb{R}$ of the following random parabolic partial differential equation (PDE):

$$\begin{cases} \partial_t u(x, t) = \sum_{i=1}^{d} \mu_i(x) D_x u(x, t) + \frac{1}{2} tr \left( \sigma(x) \sigma^T(x) D_{xx} u(x, t) \right) \\ u(x, 0) = f(x) \end{cases} \tag{1.1}$$

where $\{\mu(x) : x \in \mathbb{R}^d\} \subset \mathbb{R}^d$ is a random field living in some probability space $(\Omega, \mathcal{F}, P)$ with each realization denoted by $\mu(\cdot, \omega): \mathbb{R}^d \to \mathbb{R}^d$ and $\{\sigma(x)\sigma^T(x) : x \in \mathbb{R}^d\} \subset \mathbb{R}^{d \times d}$ is constructed from some deterministic (non-random) function $\sigma(\cdot)$. In general, both functions satisfy certain regularity conditions to be specified later. On the other hand, $D_x u(x, t) \in \mathbb{R}^d$ and $D_{xx} u(x, t) \in \mathbb{R}^{d \times d}$ in (1.1) denote the partial derivatives while $tr(\cdot)$ is the matrix trace operator. The function $\{f(x) : x \in \mathbb{R}^d\}$ describes the initial condition.

The heat equation (1.1) above is a classic PDE that has applications in various disciplines. Moreover, for different cases, the interpretations for the coefficients in (1.1) and the solutions
$u(x,t)$ are also different. For example, in the theory of thermal conductivity, the heat equation (1.1) follows from Fourier’s law [2]. In this case, the solution $u(x,t)$ represents the temperature of the material at the location $x$ and time $t$, while the coefficients $\mu$ and $\sigma$ characterize the thermal conductivity of the material. On the other hand, in the theory of flow dynamics [40], the heat equation (1.1) follows from Darcy’s law when one tries to describe the flow of fluids through a porous medium. Here, the solution $u(x,t)$ represents the fluid pressure at location $x$ and time $t$, while the coefficients $\mu$ and $\sigma$ characterize the medium permeability. In both cases, the coefficients at location $x$ reflect medium property, which are usually modeled as random fields due to the heterogeneity of the media in practical applications. A partial literature on the modeling and analysis for the heterogeneous/random medium includes [10, 11, 33, 37, 41].

Moreover, for applications in finance, we note that Equation (1.1) represents the price of a European contract with payoff given by $f(x)$ at maturity [12]. In this case, the introduction of a random $\mu$ and deterministic $\sigma$ is justified by the fact that the diffusion coefficient $\mu$ can often be estimated with reasonable accuracy in the setting of financial applications while the drift $\sigma$ is typically difficult to calibrate [35, 21].

In these applications, because $\mu$ is a random vector field, the solution $u(x,t): \mathbb{R}^d \times \mathbb{R}^+ \to \mathbb{R}$ to Equation (1.1) is also random. To avoid confusion, we will henceforth use $u(x,t)$ to denote the solution of (1.1) when the field $\mu$ is considered random and use $u(x,t)$ to denote the solution of (1.1) when the field $\mu$ (or $\mu(\cdot,\omega)$ in particular) is considered fixed. As it turned out, in the context of random PDEs, it is quite common to evaluate expectations of the form

$$\nu = \mathbb{E} [G(u(x_1,t_1),...,u(x_k,t_k))],$$

(1.2)

for certain values of $x_i,t_i, 1 \leq i \leq k$ and some given function $G: \mathbb{R}^d \to \mathbb{R}$ (e.g., compute function values with input as the payoff of European contract). As we shall see, this task presents a substantial analytic challenge and it is natural for one to resort to Monte Carlo method. In this paper, we introduce a methodology that provides an unbiased estimator for $\nu$ in (1.2) and could be easily implemented by parallel computing architectures.

### 1.2 Main contribution

Under reasonable regularity conditions to be specified in Theorem 2.2.1, we construct a random variable $W$ satisfying:

1. unbiasedness: $\mathbb{E}(W) = \nu$;
2. finite variance: $\text{Var}(W) < \infty$; and
3. finite expected cost: The computational cost required to simulate $W$ has finite expectation.
Consequently, based on (1), (2), and (3), we can generate \( n \) independent copies of \( W \) in parallel servers and combine them to provide estimation as well as confidence intervals for \( \nu \) in (1.2) with \( O(n^{-1/2}) \) rate of convergence dictated by the central limit theorem (CLT). Specifically, if the parallel computing cores are relatively cheap to obtain and wall-clock time is a relatively hard constraint, then the estimator \( W \) we propose in this paper is precisely the type of solution to one wants to use in order to estimate \( \nu \) in (1.2).

As far as we know, our paper is the first to produce unbiased estimators of \( \nu \) with square-root convergence rate for arbitrary dimension \( d \) in the PDE (1.1). For example, the unbiased estimator proposed in [27] is related to the solution of elliptic equations with random input and Dirichlet boundary conditions. However, even the sampling strategy in [27] achieves square-root convergence rate, the estimator has finite variance only if \( d \leq 3 \). The rise of the curse of dimensionality in [27] lies in the procedure. In particular, the procedure in [27] is to numerically solve the PDE using a finite elements method whose related analysis on the rate of convergence depends on the underlying dimension \( d \). In fact, there has been a substantial amount of recent literature combining the multilevel Monte Carlo technique with the numerical methods for PDE, all of which suffer from the curse of dimensionality as the rate of convergence deteriorates with the increase of problem dimensions [27, 34, 7, 32]. On the other hand, other available methods in the literature such as [39, 18, 8] produce biased estimators. In contrast, our method allows for a full Monte Carlo procedure with a traditional square-root convergence rate for any dimension \( d \). Thus, our proposed method preserves the well-known characteristic of the Monte Carlo method in effectively combating the curse of dimensionality. Although the constants in the convergence rate analysis of Monte Carlo depend on the dimension \( d \), the convergence rate as a function of the total number of random variables generated (the level of simulation accuracy) is of the same order for any \( d \) and conditions (1), (2), (3) always hold. Thus, if one tries to estimate \( \nu \) in (1.2) to a desired level of accuracy with a relatively hard wall-clock time constraint, these advantages of our estimator will become highly valuable.

1.3 Technical contribution

In this paper, we exploit the connection between the parabolic PDE and stochastic differential equations (SDEs) in order to construct \( W \). In particular, given a sample path of the random field \( \mu(\cdot, \omega) \) (i.e., fixed \( \omega \), the realization of random field \( \mu(\cdot) \)), it follows from the celebrated Feynman-Kac formula [23] that we can represent the solution of Equation (1.1) \( u(x, t) \) as the expectation of the solution to certain SDEs. Following this approach, conditioning on \( \mu(\cdot, \omega) \), we then use a multilevel Monte Carlo construction introduced in [17] that efficiently discretizes the underlying SDE to reduce variance and combine the method with a randomization step introduced in [36] to construct an estimator without bias. Finally, we
introduce an additional randomization technique similar to that in [5] to account for the randomness of $\mu$.

On the other hand, in terms of technical contribution, the error analysis of the additional randomization step requires a non-standard technical development. In particular, conditioning on $\mu(\cdot, \omega)$, the realization of the random field $\mu$, the standard error analysis in [17, 26] would yield a term with infinite expectation, which prevents us from showing the finite variance property of our estimator. This is due to the presence of the famous Gronwall’s inequality [22] as a common tool in these stochastic analyses (see, e.g., [26] and the remark following Lemma 3.2.4).

In order to overcome this issue and obtain a bound on the variance of our estimator, we use the theory of rough paths to create certain path-by-path estimates. The theory of rough paths [31, 9, 14, 13] has received substantial attention in the literature due to its connection to the theory of regularity structures and its implications in the analysis of nonlinear stochastic PDEs [20, 19]. On the other hand, a significant amount of literature has also been devoted to exploring the connection between the theory of rough paths and stochastic numerical analysis in the setting of cubature methods [30] or SDEs [3, 4]. In this light, our paper is the first to connect the rough path estimates with the numerical analysis of random PDEs and thus adds to the growing literature combining the theory of rough paths with numerical stochastic analysis.

1.4 Organization

The rest of the paper is organized as follows. In Section 2 we explain the model settings and our construction of $W$ in detail. We also address the properties (1),(2) and (3) of our estimator $W$ followed by the simulation algorithm for it. In Section 4 we provide several numerical examples to demonstrate the effectiveness of our estimator $W$. Finally, we present the technical proofs in Section 5 and in the appendix.

2 Main results

In order to state our results, we now introduce our assumptions and several technical conditions. Assumption [A1] is similar to the Karhunen-Loève expansion [25, 28] which ensures the smoothness of the random field $\mu$. Assumption [A2] includes smoothness conditions on coefficients $\sigma$ and initial condition $f$, which are related to the existence of probabilistic representation of PDE solution. Assumption [A3] is a smoothness condition on function $G(\cdot)$ related to the finite variance property of $W$. 
2.1 Assumptions and technical conditions

A1. (Smoothness of Gaussian Random Field) The random field \( \mathbf{\mu}(\cdot) : \mathbb{R}^d \to \mathbb{R}^d \) has the following expansion

\[
\mathbf{\mu}(\cdot) = \sum_{i=1}^{\infty} \frac{\lambda_i}{q} \cdot \mathbf{V}_i \cdot \psi_i(\cdot)
\]

(2.1)

where \( q > 4 \) is a fixed constant, \( \{\lambda_i : i = 1, 2, \ldots\} \) is a uniformly bounded sequence and \( \{\mathbf{V}_i : i = 1, 2, \ldots\} \) is a sequence of independent and identically distributed (I.I.D.) random variables \( \mathcal{N}(0, I_d) \), \( d \)-dimensional multivariate Gaussian. On the other hand, \( \psi_i(\cdot) : \mathbb{R}^d \to \mathbb{R} \) \( (i = 1, 2, \ldots) \) is a sequence of deterministic functions with a positive constant \( 1 < L < \infty \) such that for \( 0 \leq k, l \leq d, i \geq 1, \)

\[
\|\psi_i\|_\infty < L, \quad \|\frac{\partial \psi_i}{\partial x_k}\|_\infty < iL, \quad \text{and} \quad \|\frac{\partial^2 \psi_i}{\partial x_k \partial x_l}\|_\infty < i^2L.
\]

We will show that the expansion on the right of (2.1) is convergent almost surely and Assumption A1 essentially provides an almost surely smoothness condition on the random field \( \mathbf{\mu}(x) \). Specifically, we have the following definition and lemma.

Definition 2.1.1. We denote \( \mathcal{L}_1 \) to be the space of bounded, Lipschitz continuous and twice continuously differentiable field with each element \( \mathbf{\mu}(\cdot) : \mathbb{R}^d \to \mathbb{R}^d \) satisfying, for \( 1 \leq i, k, l \leq d, \)

\[
\|\mathbf{\mu}\|_\infty < L_1, \quad \|\frac{\partial \mathbf{\mu}_i}{\partial x_k}\|_\infty < L_1 \quad \text{and} \quad \|\frac{\partial^2 \mathbf{\mu}_i}{\partial x_k \partial x_l}\|_\infty < L_1
\]

for some positive \( L_1 < \infty \) depending on \( \mathbf{\mu}(\cdot) \) and we shall called \( L_1 \) a bounding number of \( \mathbf{\mu}(\cdot) \).

Lemma 2.1.2. Under Assumption A1, \( \mathbf{\mu}(\cdot) \in \mathcal{L}_1 \) almost surely. Also, for any \( n \geq 0 \), the partial sum \( \mathbf{S}_n = \sum_{i=1}^{n} \frac{\lambda_i}{q} \cdot \mathbf{V}_i \cdot \psi_i(\cdot) \in \mathcal{L}_1 \) almost surely. Furthermore, there exists a random variable \( L_1 > 1 \) with \( \mathbb{E}(e^{tL_1}) < \infty \) for \( t \in \mathbb{R} \) (i.e, well-defined moment-generating function) such that it is a bounding number for \( \mathbf{\mu} \) and every \( \mathbf{S}_n \) almost surely.

Proof. See Section 5 \( \square \)

After imposing smoothness condition on \( \mathbf{\mu} \), we now state our assumptions on the smoothness of our deterministic functions \( \sigma, f \) in (1.1) and \( G \) in (1.2).

A2. (Smoothness of Diffusion Coefficient \( \sigma \) and Initial Condition \( f \)) The function \( \sigma(\cdot) : \mathbb{R}^d \to \mathbb{R}^{d \times d} \) is uniformly bounded and has uniformly bounded first and second order derivatives. The function \( f(\cdot) : \mathbb{R}^d \to \mathbb{R} \) is twice differentiable with bounded first and second
order derivatives In particular, there exists a positive constant \( 1 < L < \infty \) such that for \( 1 \leq i', j' \leq d' \), \( 1 \leq i, j, l \leq d \), we have

\[
\| \sigma_{i'} \|_{\infty} < L, \quad \| \partial \sigma_{i'j'} \|_{\infty} < L \quad \text{and} \quad \| \partial^2 \sigma_{i'j'} \|_{\infty} < L, \\
\| \partial f \|_{\infty} < L \quad \text{and} \quad \| \partial^2 f \|_{\infty} < L.
\]

A3. (Smoothness of Function \( G \)) The function \( G(\cdot) : \mathbb{R}^k \to \mathbb{R} \) is twice differentiable with bounded first and second order derivatives. In particular, there exists a positive constant \( 1 < L < \infty \) such that for \( 1 \leq i, j \leq k \),

\[
\| \frac{\partial^2 G}{\partial x_i \partial x_j} \|_{\infty} < L \quad \text{and} \quad \| \frac{\partial G}{\partial x_i} \|_{\infty} < L.
\]

We note that we have used the same notation \( L \) for the bounding constants in Assumptions A1-A3 for convenience. The separate notation \( L_1 \) for the bounding term in Lemma 2.1.2 is due to its randomness. Now we present the main theorem of our paper.

### 2.2 Main theorem

**Theorem 2.2.1.** Under Assumptions A1-A3, we can construct random variable \( W \), which is an unbiased estimator for \( \nu \) defined in (1.2). Moreover, \( W \) has a finite variance and the computational cost for simulating one copy of \( W \) has finite expectation.

**Proof.** The proof of Theorem 2.2.1 is presented in Section 3.4.

Next, we explain in several steps the construction of our estimator \( W \). In the meantime, we present and prove the three properties of \( W \), namely (1) unbiasedness, (2) finite variance and (3) finite expected computational cost. Finally, we present Algorithm 2 (on page 16) to provide explicit simulation strategy for generating \( W \). We start with preliminaries, obtaining a probabilistic representation of solution \( u(x,t) \) in (1.1).

### 3 Construction of estimator \( W \)

#### 3.1 Preliminaries: Probabilistic representation of solution \( u(x,t) \)

We start by noting that fixing \( \mu \in \mathcal{L}_1 \), the solution \( u(x,t) \) to the PDE in (1.1) and certain \( d \)-dimensional diffusion process can be connected through the Feynman-Kac formula [23, 24].
Theorem 3.1.1 (Feynman-Kac formula). Fix $x \in \mathbb{R}^d$, $t \in \mathbb{R}^+$ and functions $\sigma(\cdot), f(\cdot)$ satisfying Assumption A2. For any $\mu(\cdot) \in \mathcal{L}_1$, we define $g(x,t;\mu): \mathcal{L}_1 \to \mathbb{R}$ to be

$$g(x,t;\mu) = \mathbb{E}[f(X_t)],$$

where the expectation is taken with respect to the process $X_s$, the $d$-dimensional diffusion starting at $X_0 = x$ satisfying (i.e., a unique strong solution) the following SDE

$$dX_s = \mu(X_s)dt + \sigma(X_s)dB_s \quad \text{for} \quad s > 0,$$

(3.1)

with $B_s$ being a $d'$-dimensional Brownian motion. Then, the solution $u(x,t)$ of (1.1) satisfies

$$u(x,t) = g(x,t;\mu).$$

(3.2)

Proof. For any $\mu \in \mathcal{L}_1$, the existence and uniqueness of strong solution $X_s, s \geq 0$ is guaranteed by Assumption A2 on the Lipschitz continuity of $\sigma(\cdot)$. The existence of $\mathbb{E}[f(X_t)]$ follows from Assumption A2 on the linear growth of $f(\cdot)$. Thus, $g(x,t;\mu)$ is well-defined for any $\mu \in \mathcal{L}_1$ and the Equation (3.2) follows from the Feynman-Kac formula. See, for example, Chapter 4.4 in [24] for details of the proof.

Based on Theorem 3.1.1 fixing any $\mu(\cdot) \in \mathcal{L}_1$, if we can build, for $1 \leq i \leq k$, estimators $Z_i(\mu)$ satisfying

$$\mathbb{E}[Z_i(\mu)] = g(x_i,t_i;\mu),$$

and estimator $W(\mu)$ satisfying

$$\mathbb{E}[W(\mu)] = G(\mathbb{E}[Z_1(\mu)],\ldots,\mathbb{E}[Z_k(\mu)]),$$

then we will have

$$\mathbb{E}[W(\mu)] = G(u(x_1,t_1),\ldots,u(x_k,t_k)),$$

where the expectation is taken with $\mu(\cdot) \in \mathcal{L}_1$ fixed. To account for the randomness of $\mu(\cdot)$, we can first sample $\mu(\cdot,\omega) \sim \mu$ to obtain a realization of the field $\mu(\cdot,\omega) \in \mathcal{L}_1$ (according to Lemma 2.1.2 $\mu(\cdot,\omega) \in \mathcal{L}_1$ almost surely for $\omega \in \Omega$) and then construct $W = W(\mu)$ based on this realization $\mu(\cdot,\omega)$. Thus, formally, we would have

$$\mathbb{E}[W] = \mathbb{E}_{\mu \sim \mu}[\mathbb{E}[W(\mu)]]$$

$$= \mathbb{E}_{\mu \sim \mu}[G(u(x_1,t_1),\ldots,u(x_k,t_k))]$$

$$= \mathbb{E}[G(u(x_1,t_1),\ldots,u(x_k,t_k))]$$

$$= \nu,$$

(3.3)

which is the desired property of $W$. To make the derivations in (3.3) precise, we add a technical lemma on measurability of $G(u(x_1,t_1),\ldots,u(x_k,t_k))$(i.e, the well-definedness of $\nu$ in (1.2)). The proof is rather technical and not essential for our method so we will omit it.
Lemma 3.1.2. Under Assumptions $\mathcal{A}_1, \mathcal{A}_2, \mathcal{A}_3$ there exists a complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$ such that $G(u(x_1, t_1), \ldots, u(x_k, t_k))$ is measurable.

In the following sections, we give details on the construction of $Z$ and $W$ along with their useful properties to complete the derivation in (3.3).

3.2 Step 1: Unbiased estimator $Z_i(\mu)$ for $g(x_i, t_i; \mu)$

3.2.1 Variance reduction and bias removal

Following the above discussion, given $x, t$ and $\mu \in \mathcal{L}_1$, we first want to construct estimator $Z(\mu)$ with $\mathbb{E}[Z(\mu)] = g(x, t; \mu) = \mathbb{E}[f(X_t)]$ where $X_s$ is unique strong solution to the following SDE

\[
\begin{align*}
    dX_s &= \mu(X_s)dt + \sigma(X_s)dB_s \quad \text{for} \quad s > 0 \\
    X_0 &= x
\end{align*}
\] (3.4)

To estimate value $\mathbb{E}[f(X_t)]$, one way is to solve for the SDE (3.4) numerically using various discretization schemes (e.g., Euler scheme, Milstein scheme, see [26]) and then plug it into function $f(\cdot)$ as one copy of the “plug-in” estimator. However, such estimator usually has bias and suboptimal computational cost versus variance ratio.

In order to reduce the variance of our estimator, we review the multilevel Monte Carlo method [27, 3, 39, 18]. Without loss of generality, from now on, we assume $t = 1$ and we are interested in estimating $\mathbb{E}[f(X_1)]$. Let $X_n(1)$ be the numerical solution of the SDE at $t = 1$ based on a level $n$ discretization scheme, and a random variable $\Delta_n$ should be constructed to satisfy

\[\mathbb{E}\Delta_n = \mathbb{E}f(X_{n+1}(1)) - \mathbb{E}f(X_n(1)).\] (3.5)

Then, a multilevel Monte Carlo(MLMC) estimator $Z_{\text{MLMC}}$ for $\mathbb{E}[f(X_1)]$ has the form

\[
Z_{\text{MLMC}} = \sum_{n=0}^{N} \frac{1}{M_n} \sum_{i=1}^{M_n} \Delta_n^{(i)} + \frac{1}{M_0} \sum_{i=1}^{M_0} f(X_0^{(i)}(1)),
\]

where $\{\Delta_n^{(i)}\}_{1 \leq i \leq M_n}$ are I.I.D. copies of $\Delta_n$, $\{X_0^{(i)}(1)\}_{1 \leq i \leq M_0}$ are I.I.D. copies of base level estimator and $N$ is a fixed and positive integer large enough so that the bias

\[|\mathbb{E}Z_{\text{MLMC}} - \mathbb{E}f(X_1)| = |\sum_{n=0}^{N} \mathbb{E}f(X_{n+1}(1)) - f(X_n(1)) + \mathbb{E}f(X_0(1)) - \mathbb{E}f(X_1)|
\]

\[= |\mathbb{E}f(X_{N+1}(1)) - \mathbb{E}f(X_1)|
\]

is small enough. The optimal choice of $M_n$ depends on the variance and computational cost of $\Delta_n$ and the construction of $\Delta_n$’s satisfying (3.5) usually involves variance reduction, an
important technique in MLMC (see [15, 16]). For example, in [15], \( \Delta_n \) is constructed by
taking \( f(X_{n+1}(1)) - f(X_n(1)) \), the difference of two numerical solutions produced by Euler
scheme under the same Brownian sample path. Through this coupling technique, it is shown
that \( \mathbb{E}\Delta_n^2 \) can be reduced to order \( O(\Delta t_n^2) \), as opposed to \( O(\Delta t_n^{1/2}) \) in the standard Euler
scheme, where \( \Delta t_n \) is the step size of discretization scheme. For our construction, in the
next subsection, we introduce the antithetic construction of \( \Delta_n \), which further reduces \( \mathbb{E}\Delta_n^2 \)
to order \( O(\Delta t_n^2) \).

### 3.2.2 Antithetic multilevel Monte Carlo and its properties

The original antithetic multilevel Monte Carlo construction of \( \Delta_n \) is proposed in [17] for
multidimensional SDEs. In our case, we make modifications to the numerical methods in
[17] to approximate the random field \( \mu \) since we cannot sample \( \mu \) exactly in practice.
Specifically, given \( V_1, V_2, \ldots \) and \( \mu(\cdot) \) in the form of (2.1) in Assumption A1, for some
\( \gamma > 0 \) (to be specified later in the proof section), we let
\[
\mu^{(n)}(\cdot) \triangleq \sum_{i=1}^{2^n \gamma} \frac{i^2}{2^n} \cdot V_i \cdot \psi_i(\cdot)
\]
be the level \( n \) approximation of \( \mu \). It follows from Lemma 2.1.2 that \( \mu^{(n)} \) belongs in \( L_1 \) with
bounding number \( L_1 \). We now describe our methods based on [17] in order to construct \( \Delta_n \).

**Definition 3.2.1.** Let \( \Delta t_n \triangleq 2^{-n} \) and \( t^n_k \triangleq k\Delta t_n \). Let \( \Delta B^n_k \triangleq B(t^n_{k+1}) - B(t^n_k) \) be the
Brownian increments from the \( B_t \) in SDE (3.4). We denote and \( \Delta B^n_{j,k} \triangleq B_j(t^n_{k+1}) - B_j(t^n_k) \)
to be the \( j \)th component of \( \Delta B^n_k \) where \( B_j(t) \) is the \( j \)th component of \( B_t \). Finally, we define, for \( 1 \leq i, j \leq d \'
and \( i \neq j \), the approximation of the process \( \int_s^t (B_i(r) - B_j(s)) dB_j(r) \) as
\[
\bar{A}_{i,i}(s,t) \triangleq \frac{(B_i(t) - B_i(s))^2 - (t - s)}{2} \quad \text{and} \quad \bar{A}_{i,j}(s,t) \triangleq \frac{(B_i(t) - B_i(s))(B_j(t) - B_j(s))}{2}.
\]

Then \( X_{i,n}(\cdot) \), the \( i \)th dimension of our level \( n \) numerical solution \( X_n(\cdot) \), is defined by recursion:
\[
X_{i,n}(t^n_{k+1}) = X_{i,n}(t^n_k) + \mu^{(n)}_i(X_n(t^n_k)) \Delta t_n + \sum_{j=1}^{d'} \sigma_{ij}(X_n(t^n_k)) \Delta B^n_{j,k} + \\
\sum_{j=1}^{d'} \sum_{l=1}^{d} \sum_{m=1}^{d'} \frac{\partial \sigma_{ij}}{\partial x_l}(X_n(t^n_k)) \sigma_{lm}(X_n(t^n_k)) \bar{A}_{mj}(t^n_k, t^n_{k+1}),
\]
for \( 1 \leq i \leq d \) and \( 1 \leq k \leq 2^n \).
This recursion is a modification of the Euler scheme that would significantly reduce the variance of $\Delta_n$ which is defined as

$$
\Delta_n \triangleq \frac{1}{2} \left( f(X_{n+1}^f(1)) + f(X_{n+1}^a(1)) - f(X_n(1)) \right).
$$

(3.7)

We use the notation $X_{n+1}^f$ and $X_{n+1}^a$ consistent with [17] to represent the “fine” and “antithetic” approximation on level $n+1$ as opposed to the “coarse” level $n$ approximation $X_n$. In particular, $X_{n+1}^f(\cdot)$ is just $X_{n+1}(\cdot)$ and it uses the same underlying Brownian increments as $X_n(\cdot)$. The antithetic $X_{n+1}^a(\cdot)$ is defined similarly as in [17] with the “swapping” of Brownian increments.

**Definition 3.2.2.** For $0 \leq k \leq 2^{n+1} - 1$, define the sequence of antithetic Brownian increments \( \{\Delta B_{2m+1}^{n+1,a}\}_{0 \leq k \leq 2^{n+1} - 1} \) by

$$
\Delta B_{2m+1}^{n+1,a} \triangleq \Delta B_{2m+1}^{n+1}, \quad \text{and} \quad \Delta B_{2m+1}^{n+1,a} \triangleq \Delta B_{2m+1}^{n+1}
$$

for $0 \leq m \leq 2^n - 1$ (3.8)

along with modification for \( \{\tilde{A}_{i,j}(t_{k+1}^{n+1}, t_{k+1}^{n+1})\}_{0 \leq k \leq 2^{n+1} - 1} \) as

$$
\tilde{A}_{i,j}(t_{k+1}^{n+1}, t_{k+1}^{n+1}) \triangleq \frac{(\Delta B_{k}^{n+1,a})^2 - \Delta t_{n+1}}{2} \quad \text{and} \quad \tilde{A}_{i,j}(t_{k+1}^{n+1}, t_{k+1}^{n+1}) \triangleq \frac{\Delta B_{i,k+1}^{n+1,a} \Delta B_{j,k+1}^{n+1,a}}{2}.
$$

for $1 \leq i, j \leq d'$ and $i \neq j$. Notice that we also have the relations that

$$
B_{n+1,a}(t_{k+1}^{n}) - B_{n+1,a}(t_{k}^{n}) = B(t_{k+1}^{n}) - B(t_{k}^{n})
$$

(3.9)

by summing the equations in (3.8). Then, the antithetic approximation $X_{n+1}^a(\cdot)$ follows the recursion defined in (3.6):

$$
X_{i,n+1}^{a}(t_{k+1}^{n+1}) = X_{i,n+1}^{a}(t_{k+1}^{n}) + \mu_{i}^{(n+1)}(X_{n+1}^{a}(t_{k+1}^{n+1})) \Delta t_{n+1} + \sum_{j=1}^{d'} \sigma_{ij}(X_{n+1}(t_{k+1}^{n+1})) \Delta B_{j,k}^{a,(n+1)}
$$

$$
+ \sum_{j=1}^{d'} \sum_{l=1}^{d} \sum_{m=1}^{d'} \frac{\partial \sigma_{ij}}{\partial x_{l}}(X_{n+1}(t_{k+1}^{n+1})) \sigma_{lm}(X_{n+1}(t_{k+1}^{n+1})) \tilde{A}_{mj}(t_{k+1}^{n+1}, t_{k+1}^{n+1}).
$$

Now, we discuss several important properties of our antithetic numerical approximation. First, the expectation of $\Delta_n$ satisfies (3.5).

**Lemma 3.2.3.** Fixing $V_1, V_2, \ldots$ such that $\mu \in L_1$ and $\{\mu^{(n)}\}_{n \geq 0} \subset L_1$, we have

$$
\mathbb{E} \Delta_n = \mathbb{E} f(X_{n+1}(1)) - \mathbb{E} f(X_n(1))
$$

as in (3.5).
Proof. Since the Brownian increments are I.I.D., solutions $X_{n+1}^f(1)$ and $X_{n+1}^a(1)$ produced by two recursions under the swapping of Brownian increments still follow the same distribution. Thus, we have

$$\mathbb{E}f(X_{n+1}^a(1)) = \mathbb{E}f(X_{n+1}^f),$$

which implies (3.5) by the construction of $\Delta_n$ in (3.7).

Second, we have the following bound on $\mathbb{E}\|X_n(t) - X_t\|_\infty^4$.

**Lemma 3.2.4.** Fixing $\{V_i\}_{i \geq 0}$ and $L_1$ such that $\mu \in L_1$, $\{\mu^{(n)}\}_{n \geq 0} \subset L_1$ and $L_1 > 1$ is a common bounding number for $\{\mu^{(n)}\}_{n \geq 0}$ and $\mu$, let $X(\cdot)$ be the solution of the SDE in (3.1) and $X_n(\cdot)$ be the numerical approximation in (3.6), both defined for $0 \leq t \leq 1$. Then, under Assumptions $A1 \& A2$, there exist constants $0 < \epsilon < 2$, $\gamma > 0$ and $C > 1$ such that

$$\mathbb{E}\|X_n(t) - X_t\|_\infty^4 \leq e^{CL_1} \cdot \Delta t_n^{2-\epsilon}.$$  \hspace{1cm} (3.10)

**Proof.** The proof is in Section 5.

**Corollary 3.2.5.** Under the assumptions of Lemma 3.2.4 as well as Assumption $A2$, we have

$$\lim_{n \to \infty} \mathbb{E}|f(X_n(1)) - f(X_1)|^2 = 0,$$

and consequently,

$$\lim_{n \to \infty} \mathbb{E}f(X_n(1)) = \mathbb{E}f(X_1).$$

**Proof.** It follows from Lemma 3.2.4, Assumption $A2$ and Cauchy-Schwarz inequality, we have

$$\mathbb{E}|f(X_n(1)) - f(X_1)|^2 \leq L^2 \mathbb{E}\|X_n(1) - X_1\|_\infty^2 \leq L^2 \sqrt{\mathbb{E}\|X_n(1) - X_1\|_\infty^4}$$

which tends to zero as $n$ goes to infinity by Lemma 3.2.4.

**Remark.** For $\mu \in L_1$ with a bounding number $L_1$, the results in [17] typically would show that $\mathbb{E}\|X_n(t) - X_t\|_\infty^4 = O(\Delta t_n^2)$, a standard error bound for numerical approximation of SDE deduced from Gronwall’s inequality. In particular, the bounding constant has the form

$$\mathbb{E}\|X_n(t) - X_t\|_\infty^4 \leq e^{CL_1^p} \Delta t_n^2,$$  \hspace{1cm} (3.11)

for some constant $C$. However, in our problem $\mu$ is random and $e^{L_1^p}$ is not guaranteed to have a finite expectation for $p > 1$. Thus, instead of using Gronwall’s inequality, we explore the rough path technique in [4] to develop the bound (3.10), where we substitute the $e^{CL_1^p}$ term by the term $e^{CL_1}$ by giving up $\epsilon$ order from $\Delta t_n^2$ in (3.11).
3.2.3 Construction and properties of $Z(\mu)$

After the discussion on variance reduction, we discuss techniques on bias removal. As we have pointed out, $Z_{\text{MLMC}}$ is a biased estimator because it is based on the numerical solutions of SDE. Thus, as the level of discretization gets finer, the bias can be reduced but never eliminated. In order to remove the bias, we construct $Z(\mu)$ based on $Z_{\text{MLMC}}$ using the following technique.

**Definition 3.2.6 (Definition of $Z(\mu)$).** Fixing $V_1, V_2, \ldots$ such that $\mu \in L_1$ and $\{\mu^{(n)}\}_{n \geq 0} \subset L_1$, let $N \sim \text{Geom}(1 - 2^{-\theta}), N \geq 0$ be an independent geometric random variable with success rate $1 - 2^{-\theta}$ for some $\theta > 0$. We defined $Z(\mu)$ to be:

$$Z(\mu) \triangleq f(X_{n_0}(1)) + \frac{\Delta N + n_0}{p_N},$$  \hspace{1cm} (3.12)

where $n_0 \geq 0$ is the base level estimator, $X_{n_0}(\cdot), \Delta_n$ are defined in (3.7) using the antithetic numerical scheme and $p_n \triangleq \mathbb{P}(N = n) = (1 - 2^{-\theta})(2^{-\theta n})$ is the probability mass function of $N$.

The choice of $\theta > 0$ will be specified later in the proof section. Now, we give the simulation scheme of $Z$ in Algorithm 1 below. In particular, we assume random variables $V_1, V_2, \ldots$ are given (i.e, $\mu^{(n)}$ can be constructed for all $n$), even though only a finite number of them are needed.

**Algorithm 1:** Generate $Z(\mu)$

1. **Input** parameters $x \in \mathbb{R}^d, t > 0, n_0 \geq 0, \theta > 0$ and $\gamma > 0$
2. Generate geometric random variable $N \sim \text{Geom}(1 - 2^{-\theta})$.
3. Construct $\mu^{(N+n_0+1)}(\cdot) \triangleq \sum_{i=1}^{(N+n_0+1)\gamma} \frac{\Delta_i}{\gamma} \cdot V_i \cdot \psi_i(\cdot)$ and similarly $\mu^{(N+n_0)}, \mu^{(n_0)}$. Then, use them to compute $X^{f}_{N+n_0+1}(t), X^{a}_{N+n_0+1}(t), X^{f}_{N+n_0}(t)$ and $X^{a}_{n_0}(t)$ through recursion defined in Definition 3.2.1 and Definition 3.2.2 with initial point $x$.
4. Set $\Delta N + n_0 = 0.5(f(X^{f}_{N+n_0+1}(t)) + f(X^{a}_{N+n_0+1}(t))) - f(X^{f}_{N+n_0}(t))$
5. **Output** $Z(x, t; \mu) = \frac{\Delta N + n_0}{p_N} + f(X_{n_0}(t))$

In practice, a larger value of $n_0$ gives lower variance of $Z$ at the cost of a higher computational budget. Also, during implementation, we can use the same Brownian path to generate $X_{n_0}(1)$ and $\Delta N + n_0$ in (3.12) to reduce the computational cost. However, we will not go into the details of implementation. Instead, we present several important properties of $Z$. We start with the unbiasedness.

**Lemma 3.2.7.** Under the assumptions of Lemma 3.2.4 as well as Assumption A2, we have

$$\mathbb{E}[Z(\mu)] = g(x, 1; \mu),$$

where $g(x, 1; \mu)$ is defined in Theorem 3.1.1.
Proof. It follows from the definition of $Z$ that we have

$$
\mathbb{E}[Z(\mu)] = \mathbb{E}f(X_{n_0}(1)) + \mathbb{E}\frac{\Delta_{N+n_0}}{p_N}
$$

$$
= \mathbb{E}f(X_{n_0}(1)) + \mathbb{E}_N[\frac{\Delta_{N+n_0}}{p_N} | N]
$$

$$
= \mathbb{E}f(X_{n_0}(1)) + \sum_{n=0}^{\infty} \mathbb{E}\frac{\Delta_{n+n_0}}{p_n} \cdot p_n
$$

$$
= \mathbb{E}f(X_{n_0}(1)) + \sum_{n=0}^{\infty} \mathbb{E}\Delta_{n+n_0}
$$

$$
= \mathbb{E}f(X_{n_0}(1)) + \sum_{n=0}^{\infty} \mathbb{E}f(X_{n+n_0+1}(1)) - \mathbb{E}f(X_{n+n_0}(1))
$$

$$
= \lim_{n \to \infty} \mathbb{E}f(X_{n}(1))
$$

$$
= \mathbb{E}f(X_1).
$$

The third equality follows from the independence of $N$ with our numerical solution, the fifth equality from Equation (3.5) and the last equality from Corollary 3.2.5. The proof now follows from Theorem 3.1.1 on Feynman-Kac formula and definition of $g(x, t; \mu)$. □

This shows $Z(\mu)$ is an unbiased estimator for $g(x, 1; \mu)$ as claimed. Next, instead of directly showing a bound on the variance of $Z(\mu)$, we provide a stronger bound on the fourth moment of $Z(\mu)$ which becomes useful for proving the finite variance property of $W(\mu)$ later on.

**Lemma 3.2.8.** Fixing $\{V_i\}_{i \geq 0}$ and $L_1 > 1$ such that $\mu \in \mathcal{L}_1$, $\{\mu^{(n)}\}_{n \geq 0} \subset \mathcal{L}_1$ and $L_1$ is a common bounding number for $\{\mu^{(n)}\}_{n \geq 0}$ and $\mu$, there exist $0 < \delta < 4$ and $C > 1$ such that

$$
\mathbb{E}\Delta_n^4 \leq e^{CL_1} \Delta_n^{4-\delta},
$$

(3.13)

and

$$
\mathbb{E}|f(X_{n_0}(1))|^4 \leq \mathcal{P}(L_1)
$$

(3.14)

for some polynomial function $\mathcal{P}(x) > 1$ for $x > 1$.

**Proof.** The proof is in Section 5. □

**Lemma 3.2.9.** Under the assumptions of Lemma 3.2.8, choosing $\theta$ so that $3\theta < 4 - \delta$ for $\delta$ specified in Lemma 3.2.8, then the estimator $Z$ defined in (3.12) satisfies

$$
\mathbb{E}[Z^4(\mu)] \leq e^{CL_1},
$$

for some constant $C > 1$.
Proof. The elementary inequality
\[
\sum_{n=1}^{N} |a_n|^p \leq N^{p-1} \sum_{n=1}^{N} |a_n|^p,
\]
gives
\[
\mathbb{E} Z^4(\mu) \leq 8 \mathbb{E} \frac{\Delta_4^{N+n_0}}{p_N} + 8 \mathbb{E} |f(X_{n_0}(1))|^4
\]
\[
= 8 \mathbb{E} \left[ \frac{\Delta_4^{N+n_0}}{p_N} \cdot p_n + 8 \mathbb{E} |f(X_{n_0}(1))|^4 \right]
\]
\[
\leq 8 \left( \frac{e^{CL_1}}{(1-2^{-\theta})^3} \sum_{n=0}^{\infty} \frac{\Delta_4^{4-\delta}}{\Delta_4^m} + \mathcal{P}(L_1) \right)
\]
\[
\leq e^{C' L_1}.
\]
for some constant $C' > 1$ appropriately chosen. In particular, the last inequality follows from $4 - \delta > 3\theta$, $L_1 > 1$ and the fact that $\mathcal{P}(|x|) < e^{a|x|+b}$ for some appropriately chosen $a, b$ and $e^{ax+b} < e^{cx}$ for some some appropriately chosen $c$ if $x > 1$. The second inequality follows from Lemma 3.2.8.

The third property of $Z(\mu)$ is its finite expected computational cost. Due to the additional randomization, the computational cost for generating $Z(\mu)$ is a random variable. Specifically, if we use $\text{cost}^Z$ to denote the computational cost for generating $Z$ and $\text{cost}_n$ for generating $X_n(1)$, respectively, then we have
\[
\text{cost}^Z = \text{cost}_{n_0} + \text{cost}_{N+n_0} + 2 \text{cost}_{N+n_0+1},
\]
due to the computation of $X_{n_0}(1), X_{N+n_0}(1), X_{N+n_0+1}^f$ and $X_{N+n_0+1}^g$ in the construction of $Z$.

Lemma 3.2.10. Let $\theta$ and $\gamma$ be choosen so that $\theta > 1 + \gamma$, then the computational cost for generating $Z$ has finite expectation. That is,
\[
\mathbb{E}(\text{cost}^Z) < \infty.
\]

Proof. Consider the $\text{cost}_n$ for generating $X_n(1)$. For each fixed $n$, we need to generate $2^n$ number of Brownian increments and $2^m$ number of Gaussian random variables for the construction of $\mu^{(n)}$. Then, to compute $X_n(1)$, we need to carry out $2^n$ number of iterations to iterate from $X_n(0)$ to $X_n(1)$ and during iteration $k$, $O(2^m)$ steps of computation are
performed to evaluate $\mu^{(n)}(X_{n}(t_{k}^{n}))$ and consequently $X_{n}(t_{k+1}^{n})$. Thus the computational cost for evaluating $X_{n}(1)$ satisfies

$$\text{cost}_{n} = O((1+\gamma)^{n}) \leq C(1+\gamma)^{n},$$

for some constant $C$. Therefore, from (3.16) and the fact that $P(N = n) = (1 - 2^{-\theta}) \cdot 2^{-n}$, we have

$$\mathbb{E}(\text{cost}_{Z}) = \mathbb{E}(\text{cost}_{n_0}) + \mathbb{E}(\text{cost}_{N+n_0}) + 2\mathbb{E}(\text{cost}_{N+n_0+1})$$

$$= \text{cost}_{n_0} + \sum_{n=0}^{\infty} \mathbb{P}(N = n) \cdot \text{cost}_{n_0+n} + 2 \sum_{n=0}^{\infty} \mathbb{P}(N = n) \cdot \text{cost}_{n_0+n+1}.$$ 

$$\leq C(1+\gamma)^{n_0} + C(1+\gamma)^{n_0}(1 - 2^{-\theta}) \sum_{n=0}^{\infty} 2^{(1+\gamma)\theta n} + 2 \cdot C(1+\gamma)(n_0+1)(1 - 2^{-\theta}) \sum_{n=0}^{\infty} 2^{(1+\gamma-\theta)n}$$

$$< \infty,$$

where the series converge due to the assumption $\theta > 1 + \gamma$. \qed

### 3.3 Step 2: Unbiased estimator $W(\mu)$ for $G(\mathbb{E}[Z_1(\mu)], \ldots, \mathbb{E}[Z_k(\mu)])$

#### 3.3.1 Construction of $W(\mu)$

After the construction of $Z(\mu)$ in Step 1, in Step 2, we construct a random variable $W(\mu)$ such that

$$\mathbb{E}W(\mu) = G(\mathbb{E}Z_1(\mu), \ldots, \mathbb{E}Z_k(\mu))$$

with $Z_1(\mu), \ldots, Z_k(\mu)$ constructed from Step 1 satisfying $\mathbb{E}Z_i(\mu) = g(x_i, t; \mu)$. Our strategy is to use a method recently developed in [5]. For the ease of presentation, we construct and illustrate the properties of an unbiased estimator $W(\mu)$ for $G(\mathbb{E}(Z(\mu))$ given $\mu \in \mathcal{L}_1$ where $G(\cdot): \mathbb{R} \rightarrow \mathbb{R}$. Our method for the case where $G(\cdot): \mathbb{R}^k \rightarrow \mathbb{R}$ can be easily generalized and we will leave the details for implementation in Algorithm 2.

**Definition 3.3.1 (Definition of $W(\mu)$).** Fixing $V_1, V_2, \ldots$ such that $\mu \in \mathcal{L}_1$ and $\{\mu^{(n)}\}_{n \geq 0} \subset \mathcal{L}_1$, for an integer $n > 0$, let $\{Z_j(\mu)\}_{1 \leq j \leq 2^{n+1}}$ be I.I.D. copies of random variables $Z(\mu)$. Define random variable $\tilde{\Delta}_n$ to be

$$\tilde{\Delta}_n \triangleq G\left( \sum_{j=1}^{2^{n+1}} Z_j(\mu) \right) - \frac{1}{2} \left( G\left( \sum_{j=1}^{2^{n}} Z_j(\mu) \right) + G\left( \sum_{j=2^{n+1}}^{2^{n+1}} Z_j(\mu) \right) \right).$$

(3.17)

Then, fix any integer $n_1 > 1$ and construct $W(\mu)$ from I.I.D. copies $\{Z_j(\mu)\}_{1 \leq j \leq 2^{n_1+n+1}}$ by letting

$$W(\mu) = \frac{\tilde{\Delta}_{n_1+n+1}}{\bar{p}_n} + G\left( \sum_{j=1}^{2^{n_1}} Z_j(\mu) \right).$$

(3.18)
where $\tilde{N} \sim Geom(1 - 2^{-1.5})$ is an independent geometric random variable with success rate $1 - 2^{-1.5}$ and $\tilde{p}_n \triangleq \mathbb{P}(\tilde{N} = n) = 2^{-1.5n}(1 - 2^{-1.5})$.

We now describe Algorithm 2 for generating $W(\mu)$ assuming random variables $V_1, V_2, \ldots$ are given (i.e, $\mu^{(n)}$ can be constructed for all $n$).

**Algorithm 2**: Generate $W(\mu)$

1. **Input** parameters $x_i \in \mathbb{R}^d, t_i > 0$ for $1 \leq i \leq k$, $n_1 > 1, n_0 \geq 0, \theta > 0$ and $\gamma > 0$
2. Generate $\tilde{N} \sim Geom(1 - 2^{-1.5})$
3. for $i$ in $1 : k$
   4. for $j$ in $1 : 2^{\tilde{N} + n_1 + 1}$
      5. Generate I.I.D. $Z_{ij}(x_i, t_i; \mu)$ from Algorithm 1 with input $x_i, t_i, n_0, \theta$ and $\gamma$
   7. end
8. Set $\rho(a, b) \triangleq G\left(\frac{1}{b-a+1}\sum_{j=a}^{b} Z_{ij}, \ldots, \frac{1}{b-a+1}\sum_{j=a}^{b} Z_{kj}\right)$
9. Set $\tilde{\Delta}_{\tilde{N}+n_1+1} = \rho(1, 2^{\tilde{N}+n_1+1}) - \frac{1}{2}(\rho(1, 2^{\tilde{N}+n_1}) + \rho(2^{\tilde{N}+n_1} + 1, 2^{\tilde{N}+n_1+1}))$
10. Output $W(\mu) = \frac{\tilde{\Delta}_{\tilde{N}+n_1+1}}{p_{\tilde{N}}} + \rho(1, 2^{n_1})$

**Remark.** Notice that if we denote $N_{ij}$ to be the geometric random variable generated during the construction of $Z_{ij}$ in Algorithm 1 and let

$$m = \max\{N_{ij}, 1 \leq i \leq k, 1 \leq j \leq 2^{\tilde{N}+n_1+1}\} \quad \text{and} \quad M = [2^{(m+n_0+1)\gamma}],$$

then we only need to generate $V_1, \ldots, V_M$ in the construction of $\mu(\cdot)$ because they are sufficient for carrying out the recursion in Algorithm 1.

**3.3.2 Properties of $W(\mu)$**

We will show several properties of $W(\mu)$. We start with the unbiasedness.

**Lemma 3.3.2.** Under the assumptions of Lemma 3.2.4 as well as Assumptions A2-A3, we have

$$\mathbb{E}W(\mu) = G(\mathbb{E}Z(\mu)).$$

**Proof.** According to Lemma 3.2.9 and strong law of large numbers, we have

$$\lim_{n \to \infty} \mathbb{E}\left| \sum_{j=1}^{n} \frac{Z_j(\mu)}{2^n} - \mathbb{E}Z(\mu) \right| = 0,$$

which implies

$$\lim_{n \to \infty} \mathbb{E}\left| G\left( \sum_{j=1}^{n} \frac{Z_j(\mu)}{2^n} \right) - G(\mathbb{E}Z(\mu)) \right| = 0$$
by Assumption [A3] on the bound of $\| \frac{\partial G}{\partial x_1} \|_\infty$. Therefore, we have

$$\lim_{n \to \infty} \mathbb{E}G\left( \frac{\sum_{j=1}^{2^n} Z_j(\mu)}{2^n} \right) = G(\mathbb{E}Z(\mu))$$

as $n \to \infty$. Now, since

$$\mathbb{E} \tilde{\Delta}_n = \mathbb{E}G\left( \frac{\sum_{j=1}^{2^n+1} Z_j(\mu)}{2^{n+1}} \right) - \mathbb{E}G\left( \frac{\sum_{j=1}^{2^n} Z_j(\mu)}{2^n} \right),$$

the rest of the proof follows similarly as in the proof of Lemma 3.2.7.

Next, we proceed to show that $W(\mu)$ also has finite variance.

**Lemma 3.3.3.** Under the assumptions of Lemma 3.2.4 as well as Assumptions [A2], [A3], the $\Delta_n$ defined in (3.17) satisfies

$$\mathbb{E}(\tilde{\Delta}_n)^2 \leq e^{CL_1} \Delta t_n^2$$

where $C > 1$ is some fixed constant.

**Proof.** Fixing $n > 0$, the second order Taylor expansion of $G(\cdot)$ around $\mathbb{E}Z(\mu)$ in (3.17), we have,

$$\tilde{\Delta}_n = G\left( \frac{\sum_{j=1}^{2^{n+1}} Z_j(\mu)}{2^{n+1}} \right) - \frac{1}{2}\left( G\left( \frac{\sum_{j=1}^{2^n} Z_j(\mu)}{2^n} \right) + G\left( \frac{\sum_{j=1}^{2^n+1} Z_j(\mu)}{2^{n+1}} \right) \right)$$

$$= G(\mathbb{E}Z(\mu)) + G'(\mathbb{E}Z(\mu))\left( \sum_{j=1}^{2^n} Z_j - \mathbb{E}Z(\mu) \right) + \frac{1}{2} G''(\xi_1)\left( \sum_{j=1}^{2^n} Z_j - \mathbb{E}Z(\mu) \right)^2$$

$$- \frac{1}{2} G(\mathbb{E}Z(\mu)) - \frac{1}{2} G'(\mathbb{E}Z(\mu))\left( \sum_{j=1}^{2^n} Z_j - \mathbb{E}Z(\mu) \right) - \frac{1}{4} G''(\xi_2)\left( \sum_{j=1}^{2^n} Z_j - \mathbb{E}Z(\mu) \right)^2$$

$$- \frac{1}{2} G(\mathbb{E}Z(\mu)) - \frac{1}{2} G'(\mathbb{E}Z(\mu))\left( \sum_{j=1}^{2^n+1} Z_j - \mathbb{E}Z(\mu) \right) - \frac{1}{4} G''(\xi_3)\left( \sum_{j=1}^{2^n+1} Z_j - \mathbb{E}Z(\mu) \right)^2$$

$$= \frac{G''(\xi_1)}{2}\left( \sum_{j=1}^{2^n} Z_j(\mu) \right) - \mathbb{E}Z(\mu)^2 - \frac{G''(\xi_2)}{4}\left( \sum_{j=1}^{2^n} Z_j(\mu) \right)^2$$

$$- \frac{G''(\xi_3)}{4}\left( \sum_{j=2^n+1}^{2^n+1} Z_j(\mu) \right) - \mathbb{E}Z(\mu)^2,$$

where all the first order terms cancel out. As in the mean value theorem, $\xi_1$ is a random variable between $Z$ and $\sum_{j=1}^{2^n+1} Z_j$, $\xi_2$ between $Z$ and $\sum_{j=1}^{2^n} Z_j$, and $\xi_3$ between $Z$ and $\sum_{j=2^n+1}^{2^n+1} Z_j$.

Thus, it follows from (3.15) and Assumption [A3] we have

$$|\tilde{\Delta}_n|^2 \leq \frac{3L^2}{4}\left( \left( \sum_{j=1}^{2^n+1} \left( Z_j(\mu) - \mathbb{E}Z(\mu) \right) \right)^4 + \frac{1}{4} \left( \sum_{j=1}^{2^n} \left( Z_j(\mu) - \mathbb{E}Z(\mu) \right) \right)^4 + \frac{1}{4} \left( \sum_{j=2^n+1}^{2^n+1} \left( Z_j(\mu) - \mathbb{E}Z(\mu) \right) \right)^4 \right).$$

(3.19)
However, the \((Z_j(\mu) - \mathbb{E}Z(\mu))\) are I.I.D. random variables with mean 0. Thus, when we write out the expansion in (3.19) and take expectation, the terms with odd power will vanish. In particular,

\[
\mathbb{E}[(Z_i(\mu) - \mathbb{E}Z(\mu)^2(Z_j(\mu) - \mathbb{E}Z(\mu))(Z_k(\mu) - \mathbb{E}Z(\mu))] = 0 \\
\mathbb{E}[(Z_i(\mu) - \mathbb{E}Z(\mu)^3(Z_j(\mu) - \mathbb{E}Z(\mu))] = 0 \\
\mathbb{E}[(Z_i(\mu) - \mathbb{E}Z(\mu))(Z_j(\mu) - \mathbb{E}Z(\mu))(Z_k(\mu) - \mathbb{E}Z(\mu)))] = 0.
\]

Thus, taking expectation in (3.19) gives

\[
\mathbb{E} \tilde{\Delta}_n^2 \leq \frac{3L^2}{2^{m+1}} \mathbb{E} \left[ \frac{1}{4} \left( \sum_{j=1}^{2^{n+1}} Z_j(\mu) - \mathbb{E}Z(\mu) \right)^4 + \left( \sum_{j=1}^{2^n} Z_j(\mu) - \mathbb{E}Z(\mu) \right)^4 + \left( \sum_{j=2^{n+1}}^{2^{n+1}} Z_j(\mu) - \mathbb{E}Z(\mu) \right)^4 \right]
\]

\[
\leq \frac{3L^2}{2^{m+1}} \mathbb{E} \left[ \frac{5}{4} \sum_{j=1}^{2^{n+1}} (Z_j(\mu) - \mathbb{E}Z(\mu))^4 + \frac{6}{4} \sum_{1 \leq i < j \leq 2^{n+1}} (Z_i(\mu) - \mathbb{E}Z(\mu))^2 (Z_j(\mu) - \mathbb{E}Z(\mu))^2 \\
+ 6 \sum_{1 \leq i < j \leq 2^n} (Z_i(\mu) - \mathbb{E}Z(\mu))^2 (Z_j(\mu) - \mathbb{E}Z(\mu))^2 + 6 \sum_{2^{n+1} \leq i < j \leq 2^{n+1}} (Z_i(\mu) - \mathbb{E}Z(\mu))^2 (Z_j(\mu) - \mathbb{E}Z(\mu))^2 \right]
\]

\[
\leq C \left( \begin{array}{c} 2^{n+1} \\ 2 \end{array} \right) 2^{-4n} \cdot \mathbb{E}(Z(\mu) - \mathbb{E}Z(\mu))^4
\]

for some constants \(C > 1\). The last line follows from Cauchy-Schwarz inequality.

However, it is straightforward to show that

\[
\frac{n}{2} = O(n^2).
\]

Thus, we have

\[
\left( \begin{array}{c} 2^{n+1} \\ 2 \end{array} \right) 2^{-4n} \leq C \Delta t_n^2
\]

for some constant \(C > 1\). Furthermore, Hölder’s inequality and Jensen’s inequality provide methods to bound \(\mathbb{E}(Z(\mu) - \mathbb{E}Z(\mu))^4\) using \(\mathbb{E}Z^4(\mu)\). Consequently, we can use the bound from Lemma 3.2.9 on \(\mathbb{E}Z^4(\mu)\) to obtain

\[
\mathbb{E}(Z(\mu) - \mathbb{E}Z(\mu))^4 \leq e^{CL_1}
\]

for some constant \(C > 1\), where we have used our assumption that \(e^{ax+b} < e^{cx}\) for appropriately chosen \(c\) if \(x > 1\) and the fact that \(L_1 > 1\). Combining these observations together, we can find a constant \(C > 1\) such that

\[
\mathbb{E}(\tilde{\Delta}_n)^2 \leq e^{CL_1} \Delta t_n^2.
\]

\[\square\]
Lemma 3.3.4. Under the assumptions of Lemma 3.2.4 as well as Assumptions A2-A3, the $W$ defined in (3.18) satisfies
\[ \mathbb{E} W^2(\mu) \leq e^{CL_1} \]
for some constant $C > 1$.

Proof. Using bounds on the fourth moment of $Z$ in Lemma 3.2.9, the linear growth condition of $G(\cdot)$ in Assumption A3 and the Cauchy-Schwarz inequality, we have
\[
\mathbb{E} |G(\frac{\sum_{j=1}^{2n_1} Z_j(\mu)}{2^{n_1}})|^2 \leq \mathbb{E}(|G(0)| + L|\sum_{j=1}^{2n_1} Z_j(\mu)|)^2
\leq |G(0)|^2 + 2|G(0)|L\mathbb{E}|Z(\mu)| + L^2\mathbb{E}Z^2(\mu)
\leq C + Ce^{CL_1}
\tag{3.20}
\]
for some constant $C > 1$. Now, using (3.15), (3.20), Lemma 3.3.3 and the fact that $\bar{N} \sim \text{Geom}(1 - 2^{-1.5})$, we have
\[
\mathbb{E} W^2(\mu) \leq 2\mathbb{E}\left(\frac{\bar{N}_{N+n_1}^2}{p_{n_1}^2} + |G(\frac{\sum_{j=1}^{2n_1} Z_j}{2^{n_1}})|^2\right)
= 2\mathbb{E}_N \mathbb{E}\left[\frac{\bar{N}_{N+n_1}^2}{p_{n_1}^2} |N| + 2\mathbb{E}|G(\frac{\sum_{j=1}^{2n_1} Z_j}{2^{n_1}})|^2\right]
= 2\sum_{n=0}^{\infty} \frac{\mathbb{E}_{N+n_1} \bar{N}_{n_1+1}^2}{p_n^2} + 2\mathbb{E}|G(\frac{\sum_{j=1}^{2n_1} Z_j}{2^{n_1}})|^2
\leq \frac{2e^{CL_1}}{(1 - 2^{-1.5})} \sum_{n=0}^{\infty} \frac{2^{-2n}}{2^{-1.5n}} + C + Ce^{CL_1}
\leq e^{c' L_1}
\]
for some appropriately chosen $C' > 1$. The first inequality follows from Lemma 3.3.3 and (3.20). The last line follows from the fact that for any $a, b$ and $c$, we can find $d$ such that $a + ce^{bx} < e^{dx}$ for $x > 1$.

\[\square\]

Finally, we discuss the computational cost for generating $W(\mu)$. Denote the cost of generating $W(\mu)$ by $\text{cost}_W$. Since we can use the first $2^{n_1}$ samples of $Z_j$ in the construction of $\bar{N}_{N+n_1}$ to construct $G(\sum_{j=1}^{2n_1} Z_j/2^{n_1})$, we only consider the cost induced by term $\bar{N}_{N+n_1}$,
\[
\text{cost}_W = \sum_{j=1}^{2N_{N+n_1}^2} \text{cost}_{Z_j}.
\]

Lemma 3.3.5. The total expected computational cost satisfies
\[ \mathbb{E}(\text{cost}_W) < \infty. \]
Proof. Using Wald’s identity, we have

\[ \mathbb{E}(\text{cost}_W) = 2^{n+1} \mathbb{E}(\text{cost}_{\tilde{Z}}) = 2^{n+1} \left( \sum_{n=0}^{\infty} 2^n \cdot 2^{-1.5n}(1 - 2^{-1.5}) \right) \mathbb{E}(\text{cost}_{\tilde{Z}}) < \infty, \]

where \( \mathbb{E}(\text{cost}_{\tilde{Z}}) < \infty \) follows from Lemma 3.2.10.

3.4 Proof of Main Theorem 2.2.1

Proof. We construct our estimator \( W \) as follows. We first sample \( \mu(\cdot) \) by sampling I.I.D. \( \{V_i\}_{i \geq 1} \) as in Assumption A1 and constructing as in (2.1) the field \( \mu(\cdot) \) (during implementation, we only need to sample a finite number of \( V_i \), see Remark 10). Next, using the constructed \( \mu(\cdot) \), we simulate \( W(\mu) \) according to Algorithm 1 since \( \mu(\cdot) \in L_1 \) almost surely by Lemma 2.1.2. It follows from Lemma 3.3.2 that \( W(\mu) \) satisfies

\[ \mathbb{E}[W(\mu)] = G(\mathbb{E}[Z_1(\mu)], ..., \mathbb{E}[Z_k(\mu)]), \]

and consequently

\[ \mathbb{E}[W(\mu)] = G(u(x_1, t_1), ..., u(x_k, t_k)), \]

according to Lemma 3.2.7 and Theorem 3.1.1, where the expectation is taken with \( \mu(\cdot) \in L_1 \) fixed. It then follows from Lemma 3.1.2 that

\[ \mathbb{E}[W] = \mathbb{E}_{\mu \sim \mu}[\mathbb{E}[W(\mu)]] = \mathbb{E}_{\mu \sim \mu}[G(u(x_1, t_1), ..., u(x_k, t_k))] = \mathbb{E}[G(u(x_1, t_1), ..., u(x_k, t_k))] = \nu, \]

which proves the unbiasedness of \( W \). To show the finite variance property of \( W \), we use Lemma 2.1.2 and Lemma 3.3.4 to obtain that

\[ \mathbb{E}W^2 = \mathbb{E}_{\mu \sim \mu}[\mathbb{E}[W^2(\mu)]] \leq \mathbb{E}_{\mu \sim \mu}[e^{CL_1}] < \infty. \]

Finally, the finite expected computational cost follows directly from Lemma 3.3.5 and we have proven Theorem 2.2.1.

Remark. We can still provide an unbiased estimator for \( \nu \) if \( \sigma \) is not bounded. In this case, we can localize \( \sigma \) by constructing \( \sigma^N \):

\[ \begin{align*}
\sigma^N(x) &= \sigma(x) \quad \text{when} \quad \|x\| \leq N \\
\sigma^N(x) &= 0 \quad \text{when} \quad \|x\| > N + 1.
\end{align*} \]
We denote our estimator $W$ by $W^N$ when it is generated under $\sigma^N(\cdot)$. Then, we pick some positive integer $n_2$, and add another layer in the estimator by defining

$$\tilde{W} \triangleq W^{n_2} + \frac{W^{N'+1+n_2} - W^{N'+n_2}}{p_{N'}},$$

where $N'$ is a geometric random variable. This estimator can be proven unbiased following similar techniques in the previous discussion. However, we will not go into the details here.

4 Simulation

In this section, we present two numerical examples using our estimator $W$. In Example 1, we checked the unbiasedness of our estimator. In Example 2, we compare our proposed unbiased estimator with a standard biased Monte Carlo estimator.

Example 1  We first introduce an example to check the unbiasedness of our estimator. For simplicity, we use the following one-dimensional SDE known as the Ornstein-Uhlenbeck Process:

$$\begin{cases}
  dX_t = -\alpha X_t dt + dB_t & \text{for } t \geq 0, \\
  X_0 = 0
\end{cases}, \quad (4.1)$$

where $\alpha \in \mathbb{R}$ is random coefficient in the SDE. In this one-dimensional model, we can solve the SDE (4.1) exactly. In particular, for any realization of $\alpha(\omega)$ the solution has the form of an Itô integral:

$$X_1 = e^{-\alpha t} \int_0^1 e^{\alpha s} dB_s.$$

Consequently, for any realization of $\alpha(\omega)$, using Itô’s isometry (see, for example, [38]), it can be shown that $X_1$ is normally distributed with mean 0 and variance $(2\alpha(\omega))^{-1}(1 - e^{-2\alpha(\omega)})$. For illustration, we let $\alpha(\omega)$ to be normally distributed with mean 1 and variance 0.05$^2$ along with $f(x) = x^2$, $G(x) = e^{-x^2}$ so that

$$\mathbb{E}[f(X_1)|\alpha] = \frac{1 - e^{-2\alpha}}{2\alpha}.$$

It follows from routine calculation that

$$\mathbb{E}[G(\mathbb{E}[f(X_1)|\alpha])] = \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi} \cdot 0.05^2} \cdot e^{-\frac{(x+1)^2}{2\cdot 0.05^2}} \cdot e^{-\frac{(1-e^{-2x})^2}{2x}} dx \approx 0.8291.$$

Furthermore, if we also want to examine the unbiasedness properties of $Z$, we can consider the particular case $\alpha = 1$ and obtain

$$\mathbb{E}[f(X_1)|\alpha = 1] \approx 0.4323.$$
Now, we can evaluate the unbiasedness property of the estimators $Z$ and $W$. Specifically, picking $n_0 = n_1 = 5$ as the baseline level of approximation for both estimators $Z$ and $W$, we generate 10,000 copies of $Z$ given that $\alpha = 1$ and obtain a sample mean of 0.4303 to compare with its true mean 0.4323, as in Figure 1a. Then, we also generate 10,000 copies of $W$ and obtain a sample mean of 0.8323 to compare with its true mean 0.8291, as in Figure 1b. In both cases, the sample size is 10,000 and the difference between sample mean and true mean is well within $\frac{1}{\sqrt{10000}} = 0.01$. This finding is consistent with our theoretical results that $Z$ and $W$ are unbiased.

Notice that our algorithm would simplify quite a bit here because the random field $\mu$ is replaced by a single random variable $\alpha$ and we no longer need to sample $V_1, V_2, \ldots$ to approximate it.

**Example 2** In this example, we consider the more complicated SDE

\[
\begin{aligned}
    dX_t &= -\mu(X_t)dt + \cos(X_t)dB_t & \text{for } t \geq 0 \\
    X_0 &= 0,
\end{aligned}
\]

where $\mu(x) = \sum_{n=1}^{\infty} n^{-4} \sin(nx)V_n$ as in Assumption (A1). In this example, we compare the proposed method with the standard Monte Carlo method without debiasing.

We take $\gamma = \frac{1}{3}$ and $\theta = \frac{1}{3}$ for simplicity (we leave the detail discussion in Section 5). Similar to the previous example, we take $n_0 = n_1 = 5$. We generate 10,000 copies of our estimator and compare it with 10,000 copies of a standard Monte Carlo estimator where we remove the debiasing part $\frac{\Delta N}{p_N}$ in both estimator $Z$ and $W$. To be specific, we replace $Z$ with only $f(X_{n_0}(1))$ in (3.12) and replace $W$ with only $G(\frac{\sum_{j=1}^{n_1} Z_j}{2n_1})$ in (3.18). As a result, using
CLT, we compute the 95% confidence interval to obtain $[0.4610, 0.4656]$ for our estimator while we obtain $[0.5189, 0.5255]$ for the standard Monte Carlo estimator. As we can see, these two intervals are not overlapping, suggesting that the standard Monte Carlo estimator has shown a significant bias.

5 Proofs

In this section, we present the proofs for Lemma 3.2.4, Lemma 3.2.8 and Lemma 2.1.2. The proof for all the supporting lemmas are provided in the Appendix.

5.1 Definitions and supporting lemmas

To prove Lemma 3.2.4, we introduce several definitions and supporting lemmas.

Definition 5.1.1. Let $\epsilon$ to be a positive constant small enough to satisfy

$$
\epsilon < \frac{1}{144} \quad \text{and} \quad \epsilon < \frac{1}{36} \left(\frac{1}{6} - 12\epsilon\right)(q - 4),
$$

where $q > 4$ is from Assumption A1 so that we can define positive quantities

$$
\alpha \triangleq \frac{1}{2} - \epsilon, \quad \beta \triangleq \frac{1}{2} + 2\epsilon, \quad \gamma \triangleq \frac{1}{3} - 12\epsilon, \quad \theta \triangleq \frac{4}{3} - \frac{23}{2} \epsilon \quad \text{and} \quad \delta \triangleq 33\epsilon.
$$

It is easy to check that the following important inequalities are satisfied:

$$
\gamma \geq \frac{1}{4}, \quad (3 + \frac{q - 4}{2})\gamma > 1, \quad 8(2\alpha - \beta) > 4 - \delta > 0,
$$

$$
4 - \delta > 3\theta > 0 \quad \text{(as in Lemma 3.2.9)} \quad \text{and} \quad \theta > 1 + \gamma > 0 \quad \text{(as in Lemma 3.2.10)}.
$$

Definition 5.1.2. For a standard one-dimensional Brownian motion $B(t)$ on $[0, 1]$, let $\alpha$ and $\beta$ be defined as in Definition 5.1.1. Then, define

$$
\|B\|_\alpha \triangleq \sup_{0 \leq s < t \leq 1} \frac{\|B(t) - B(s)\|_\infty}{|t - s|^\alpha} \quad \text{and} \quad \|A\|_{2\alpha} \triangleq \sup_{0 \leq s < t \leq 1} \max_{1 \leq i, j \leq d'} \frac{|A_{i,j}(s, t)|}{|t - s|^{2\alpha}}.
$$

$$
\|\bar{A}\|_{2\alpha} \triangleq \sup_{0 \leq s \leq t \leq 1} \max_{1 \leq i, j \leq d'} \frac{|\bar{A}_{i,j}(s, t)|}{|t - s|^{2\alpha}} \quad \text{and} \quad \Gamma_{\bar{R}} \triangleq \sup_{0 \leq s \leq t \leq 1} \max_{1 \leq i, j \leq d'} \frac{|\bar{R}_{i,j}(s, t)|}{|t - s|^{\beta(\Delta t_n)^{2\alpha - \beta}}}.
$$

where $D_n$ is the dyadic rationals that are multiples of $\frac{1}{2^n}$ in $[0, 1]$, and for $1 \leq i, j \leq d', i \neq j$,

$$
A_{i,j}(s, t) \triangleq \int_s^t (B_i(u) - B_i(s))dB_j(u) \quad \text{and} \quad \bar{A}_{i,i}(s, t) \triangleq A_{i,i}(s, t) = \frac{(B_i(t) - B_i(s))^2 - (t - s)}{2},
$$

$$
\bar{R}_{i,j}(s, t) \triangleq \max_{1 \leq i, j \leq d'} \frac{|\bar{R}_{i,j}(s, t)|}{|t - s|^{\beta(\Delta t_n)^{2\alpha - \beta}}},
$$

$$
\|\bar{R}\|_\beta \triangleq \sup_{0 \leq s \leq t \leq 1} \max_{1 \leq i, j \leq d'} \frac{|\bar{R}_{i,j}(s, t)|}{|t - s|^{\beta(\Delta t_n)^{2\alpha - \beta}}}.
$$
\[ \tilde{A}_{i,j}(s,t) \triangleq \frac{(B_i(t) - B_i(s))(B_j(t) - B_j(s))}{2} \quad \text{and} \quad \tilde{R}_{i,j}(t^n_i, t^n_m) \triangleq \sum_{k=l+1}^{m} \{A_{i,j}(t^n_{k-1}, t^n_k) - \tilde{A}_{i,j}(t^n_{k-1}, t^n_k)\}, \]

some of which we have already defined in Definition 3.2.1.

**Definition 5.1.3 (Notation).** Throughout the proof section, we will use \(C\) to represent any constant greater than 1 (i.e, \(C > 1\)) and use \(P(\cdot)\) to represent any polynomial function from \(\mathbb{R}^n \to \mathbb{R}\) where \(n \geq 1\) such that \(P(x) > 1\) for any \(x > 0\) for \(2 \leq i \leq n\). We will simply write this as \(P(x) > 1\) for \(x > 1\) and it will not affect our analysis.

It is straightforward to verify that for any \(P_1(\cdot), P_2(\cdot)\) and \(n \geq 0\), we can find some \(P_3(x)\) such that

\[
(P_1(x))^n < P_3(x) \quad P_1(x) + P_2(x) < P_3(x) \quad P_1(x) \cdot P_2(x) < P_3(x) \quad P_2(P_1(x)) < P_3(x).
\]

**Lemma 5.1.4 (Supporting Lemma).** The quantities \(\|B\|_{\alpha}, \|A\|_{2\alpha}, \|\tilde{A}\|_{2\alpha}\) and \(\Gamma_R\) defined in Definition 5.1.2 have moments of arbitrary order.

**Lemma 5.1.5 (Supporting Lemma).** Let \(X_n(\cdot)\) be the discretization scheme in Definition 3.6 generated under \(\mu^n(\cdot) \in \mathcal{L}_1\) with bounding number \(L_1 > 1\) and Brownian motion \(B(t), 0 \leq t \leq 1\). Then, we can find some fixed polynomial function \(P(x) > 1\) for \(x > 1\) such that

\[
\|X_n(t) - X_n(r)\|_\infty \leq P(L_1, \|B\|_{\alpha}, \|\tilde{A}\|_{2\alpha})|t - r|^{\alpha}
\]

for \(0 \leq r \leq t \leq 1\) and for all \(n \geq 0\).

**Lemma 5.1.6 (Supporting Lemma).** Let \(X_n^\mu(\cdot)\) be the discretization scheme modified from Definition 3.6 generated under \(\mu(\cdot) \in \mathcal{L}_1\) with bounding number \(L_1 > 1\) instead of \(\mu^n(\cdot) \in \mathcal{L}_1\) and Brownian motion \(B(t), 0 \leq t \leq 1\). Also, let \(X_t, 0 \leq t \leq 1\) be the solution of SDE in (3.1). Then, we can find some fixed polynomial \(P(x) > 1\) for \(x > 1\) such that

\[
\|X_n^\mu(t) - X_t\|_\infty \leq P(L_1, \|B\|_{\alpha}, \|A\|_{2\alpha}, \Gamma_R)\Delta t_n^{2\alpha - \beta}
\]

for all \(n \geq 0\) and \(0 \leq t \leq 1\).

**Lemma 5.1.7 (Supporting Lemma).** Let \(X_{n+1}(1)\) and \(X_{n+1}^a(1)\) be defined as in Definition 3.2.1 and 3.2.2 generated under fixed \(\mu^{(n+1)}(\cdot) \in \mathcal{L}_1\) with bounding number \(L_1 > 1\), we can find some fixed polynomial \(P(x) > 1\) for \(x > 1\) such that

\[
\mathbb{E}[\|X_{n+1}(1) - X_{n+1}^a(1)\|_8] \leq P(L_1)\Delta t_n^{8(2\alpha - \beta)}.
\]
5.2 Proof of Lemma 3.2.4

We now begin our proof of Lemma 3.2.4.

Proof of Lemma 3.2.4 Let $X_t, 0 \leq t \leq 1$ denote the solution of the SDE under $\mu(\cdot) \in \mathcal{L}_1$ with bounding number $L_1 > 1$ and $X_n(t)$ be the discretization scheme in Definition 3.6 generated under $\mu^n(\cdot) \in \mathcal{L}_1$ with bounding number $L_1 > 1$. Additionally, let $X_n^\mu(\cdot)$ be the discretization scheme modified from Definition 3.6 generated under $\mu^n(\cdot) \in \mathcal{L}_1$ with bounding number $L_1 > 1$ instead of $\mu^n(\cdot)$. Then, for $0 \leq t \leq 1$, we have the following bound $\|X_n(t) - X_t\|_\infty$.

\[
\|X_n(t) - X_t\|_\infty \leq \|X_n(t) - X_n^\mu(t)\|_\infty + \|X_n^\mu(t) - X_t\|_\infty. \tag{5.1}
\]

In order to prove Lemma 3.2.4, we provide bounds for both $\|X_n(t) - X_n^\mu(t)\|_\infty$ and $\|X_n^\mu(t) - X_t\|_\infty$.

For $\|X_n^\mu(t) - X_t\|_\infty$, using Lemma 5.1.6, we can find polynomial $\mathcal{P}(x) > 1$ for $x > 1$ that

\[
\|X_n^\mu(t) - X_t\|_\infty \leq \mathcal{P}(L_1, \|B\|_\alpha, \|A\|_{2\alpha}, \Gamma_R)\Delta t_n^{2(\alpha - \beta)}.\]

Similarly, using Lemma 5.1.3, we can further find some polynomial $\mathcal{P}(x) > 1$ for $x > 1$ such that

\[
\|X_n^\mu(t) - X_t\|_\infty \leq \mathcal{P}(L_1, \|B\|_\alpha, \|A\|_{2\alpha}, \Gamma_R)\Delta t_n^{4(\alpha - \beta)}.\]

It follows from Lemma 5.1.4 that the quantities associated with Brownian motions $\|B\|_\alpha, \|A\|_{2\alpha}$ and $\Gamma_R$ have moments of arbitrary order. Thus, fixing $\mu(\cdot) \in \mathcal{L}_1$, we can find some polynomial $\mathcal{P}'(x) > 1$ for $x > 1$ such that

\[
\mathbb{E}\|X_n^\mu(t) - X_t\|_\infty^4 \leq \mathbb{E}[\mathcal{P}(L_1, \|B\|_\alpha, \|A\|_{2\alpha}, \Gamma_R)]\Delta t_n^{4(\alpha - \beta)} \leq \mathcal{P}'(L_1)\Delta t_n^{4(\alpha - \beta)} \leq e^{CL_1}\Delta t_n^{4(\alpha - \beta)},
\]

for some constant $C > 1$ since $L_1 > 1$. Combining this with (5.1), we have

\[
\mathbb{E}\|X_n(t) - X_t\|_\infty^4 \leq 8\mathbb{E}\|X_n(t) - X_n^\mu(t)\|_\infty^4 + 8e^{CL_1}\Delta t_n^{4(\alpha - \beta)}. \tag{5.2}
\]

Thus, we can complete the proof if we can show

\[
\mathbb{E}\|X_n(t) - X_n^\mu(t)\|_\infty^4 \leq e^{CL_1}\Delta t_n^{4\alpha}, \tag{5.3}
\]

for some $C > 1$. This is because we have, according to Lemma 5.1.1

\[4\alpha = 2 - 4\epsilon > 2 - 16\epsilon = 4(2\alpha - \beta)\]
and thus (5.3) would imply
\[ \mathbb{E}\|X_n(t) - X_n^{\mu}(t)\|_\infty^4 \leq e^{C_1 \Delta t_n^{4(2\alpha - \beta)}}, \] (5.4)

since \( \Delta t_n < 1 \). Finally, we can simply conclude the proof using (5.2) and (5.4) by adjusting the constant \( C \). To prove (5.3), we define
\[ \tilde{\mu}^{(n)}(\cdot) \equiv \mu - \mu^{(n)} = \sum_{i=\lceil 2^n \rceil + 1}^{\infty} \frac{\lambda_i}{\ell_i^2} V_i(\omega) \psi_i(\cdot) \]
to be the remaining sum when we approximate \( \mu \) by \( \mu^{(n)} \). In Section 5.4 of the proof of Lemma 2.1.2, we will show that
\[ \| \tilde{\mu}^{(n)}(\cdot) \|_\infty \leq L_1 \Delta t_n^{3 + \frac{2\alpha - \beta}{2}}. \] (5.5)

Then, we may conduct the analysis on \( \| X_n(t) - X_n^{\mu^{(n)}}(t) \|_\infty \) based on the following recursion: For \( 1 \leq i \leq d, 0 \leq k \leq 2^n - 1, \)
\[
X_{i,n}(t_{k+1}) - X_{i,n}(t_k) \]
\[
= X_{i,n}(t_k) - X_{i,n}(t_k) + \left( \mu^{(n)}_i(X_n^{\mu}(t_k)) - \mu_i^{(n)}(X_n(t_k)) \right) \Delta t_n + \tilde{\mu}^{(n)}(X_n^{\mu}(t_k)) \Delta t_n
+ \sum_{j=1}^{d} \sigma_{ij}(X_n^{\mu}(t_k)) - \sigma_{ij}(X_n(t_k)) \Delta B_{j,k}^{n}
+ \sum_{j=1}^{d'} \sum_{l=1}^{d'} \sum_{m=1}^{d'} \left( \frac{\partial \sigma_{ij}}{\partial x_l}(X_n^{\mu}(t_k)) \sigma_{lm}(X_n^{\mu}(t_k)) - \frac{\partial \sigma_{ij}}{\partial x_l}(X_n(t_k)) \sigma_{lm}(X_n(t_k)) \right) \tilde{A}_{mj}(t_k, t_{k+1}), \] (5.6)

which is obtained by modifying (3.6) and simply taking the difference. Now, let
\[ \xi_{i,k} \equiv X_{i,n}(t_k) - X_{i,n}(t_k) \quad \text{and} \quad \xi_{i,n,k} \equiv X_{i,n}(t_k) - X_{i,n}(t_k) \] (5.7)
for \( 1 \leq i \leq d \) and \( 0 \leq k \leq 2^n \) and let
\[
\eta_{i,n,k} \equiv \left( \mu_i^{(n)}(X_n^{\mu}(t_k)) - \mu_i^{(n)}(X_n(t_k)) \right) \Delta t_n + \tilde{\mu}^{(n)}(X_n^{\mu}(t_k)) \Delta t_n
+ \sum_{j=1}^{d} \left( \sigma_{ij}(X_n^{\mu}(t_k)) - \sigma_{ij}(X_n(t_k)) \right) \Delta B_{j,k}^{n}
+ \sum_{j=1}^{d'} \sum_{l=1}^{d'} \sum_{m=1}^{d'} \left( \frac{\partial \sigma_{ij}}{\partial x_l}(X_n^{\mu}(t_k)) \sigma_{lm}(X_n^{\mu}(t_k)) - \frac{\partial \sigma_{ij}}{\partial x_l}(X_n(t_k)) \sigma_{lm}(X_n(t_k)) \right) \tilde{A}_{mj}(t_k, t_{k+1}), \]
(5.8)

so that (5.6) simplifies to, for \( 1 \leq i \leq d, 0 \leq k \leq 2^n - 1, \)
\[ \xi_{i,n,k+1} = \xi_{i,n,k} + \eta_{i,n,k}. \] (5.9)
Fixing \( \mu \in \mathcal{L}_1 \) and \( \mu^{(n)} \mathcal{L}_1 \) with bounding number \( L_1 > 1 \) and taking expectation on (5.9) after raising it to the fourth power, we have

\[
E(\xi_{i,n,k+1}^4) = E(\xi_{i,n,k}^4) + \mu(\omega)\eta_{i,n,k}^4 + 3E(\xi_{i,n,k}^3\eta_{i,n,k}) + 3E(\xi_{i,n,k}\eta_{i,n,k}^3) + 6E(\xi_{i,n,k}^2\eta_{i,n,k}^2).
\]

It now follows from the definition of \( \xi_{i,n,k} \) in (5.7) that it is sufficient to show

\[
E\|X_n(t) - X_n^\mu(t)\|_\infty^4 = E\|\xi_{n,2n}\|_\infty^4 \leq e^{C_L t}\Delta n^{4\alpha},
\]

for some constant \( C > 1 \). Thus, in what follows, we focus on the proof of (5.11), which consists of proofs for the following two statements: Fixing \( \mu \in \mathcal{L}_1 \) and \( \mu^{(n)} \mathcal{L}_1 \) with bounding number \( L_1 > 1 \),

- (I) We prove that there exists a constant \( C > 1 \) and a polynomial \( P(x) > 1 \) for \( x > 1 \) such that for \( 1 \leq i \leq d \) and \( 0 \leq k \leq 2^n \), we have
  \[
  E|\xi_{i,n,k}|^4 \leq e^{C_L t}\Delta n^{4\alpha}
  \]
  if \( n \) is large enough so that \( 2^n > P(L_1) \).

- (II) We prove that there is a polynomial \( P'(x) > 1 \) for \( x > 1 \) such that for \( 1 \leq i \leq d \) and \( 0 \leq k \leq 2^n \), we have
  \[
  E|\xi_{i,n,k}|^4 \leq P'(L_1)\Delta n^{4\alpha},
  \]
  if \( n \) is not large enough and \( 2^n \leq P(L_1) \).

**Proof of statement (I)** Fixing \( \mu \in \mathcal{L}_1 \) and \( \mu^{(n)} \mathcal{L}_1 \) with bounding number \( L_1 > 1 \), we use induction on \( 0 \leq k \leq 2^n \). First of all, when \( k = 0 \), for \( 1 \leq i \leq d \), the claim holds since \( \xi_{i,n,0} = X_{i,n}(0) - X_{i,n}(0) = x - x = 0 \).

Next, for \( 0 < k \leq 2^n - 1 \), assume that the induction hypothesis holds so that whenever \( 0 \leq j \leq k \),

\[
E|\xi_{i,n,j}|^4 \leq e^{C_L t}\Delta n^{4\alpha}
\]

for \( 1 \leq i \leq d \) and some \( C > 1 \). Our goal is to show

\[
E|\xi_{i,n,k+1}^4| \leq e^{C_L t_{k+1}}\Delta n^{4\alpha}
\]

for all \( 1 \leq i \leq d \). To do this, we provide bounds for every term on the right hand side of (5.10). For \( \eta_{i,n,k} \), according to Definition 5.1.2, we have

\[
|\eta_{i,n,k}| \leq |\partial \mu^{(n)}|_\infty |\xi_{n,k}|_\infty \Delta t_n + |\bar{\mu}^{(n)}|_\infty \Delta t_n + \bar{d}L|\xi_{n,k}|_\infty ||B||_\alpha \Delta t_n^\alpha + \bar{d}^2 L|\xi_{n,k}|_\infty ||A||_\alpha \Delta t_n^{2\alpha}
\]

\[
\leq L_1|\xi_{n,k}|_\infty \Delta t_n + L_1 \Delta t_n^{4+2\alpha} + \bar{d}L|\xi_{n,k}|_\infty ||B||_\alpha \Delta t_n^\alpha + \bar{d}^2 L|\xi_{n,k}|_\infty ||A||_\alpha \Delta t_n^{2\alpha}
\]

(5.12)
where the last line follows from (5.3). Since \( \xi_{n,k} \) and the shifted Brownian motion on \( B(t) - B(t^n_k), t^n_k \leq t \leq t^n_{k+1} \) are independent of each other (i.e., independent increments of Brownian motion), we can consider quantities \( \|B\|_\alpha \) and \( \|A\|_{2\alpha} \) to be associated with the new Brownian motion \( B(t) - B(t^n_k), t^n_k \leq t \leq t^n_{k+1} \) and thus independent of \( \xi_{n,k} \). Consequently, it then follows from Lemma 5.1.4 that we can find a constant \( C' > 1 \) such that

\[
E_{\eta_{i,n,k}}[\xi_{i,n,k}] = C' \left( t^n_{k+1} - t^n_k \right)^4 \Delta t^n_k + E_{\eta_{i,n,k}}^{1/2} \Delta t^n_k + E_{\eta_{i,n,k}}^{1/2} \Delta t^n_k + E_{\eta_{i,n,k}} \Delta t^n_k + E_{\eta_{i,n,k}} \Delta t^n_k
\]

(5.13)

for some \( C'' > 1 \) where the last line follows from both the induction hypothesis and the fact that \( 8\alpha < 16 + 2(q - 4) \) in Definition 5.1.1.

For the bound on \( E_{\eta_{i,n,k}}[\xi_{i,n,k}] \) in (5.10), we observe the terms in (5.8) and use (5.5) along with the martingale property (i.e., the independence of \( \Delta B^n_k \) and \( X_n(t^n_k) \)) to obtain

\[
E(\xi_{i,n,k}|\eta_{i,n,k}) = E\left[ \left( \mu_i^{(n)}(t^n_k) - \mu_i^{(n)}(t^n_k) \right)^3 \cdot \left( \left( \mu_i^{(n)}(X_n(t^n_k)) - \mu_i^{(n)}(X_n(t^n_k)) \right) + \mu_i^{(n)}(X_n(t^n_k)) \right) \Delta t^n_k \right]
\]

\[
\leq E\left[ \left( \mu_i^{(n)}(X_n(t^n_k)) - \mu_i^{(n)}(X_n(t^n_k)) \right) \Delta t^n_k \right]
\]

\[
\leq 2L_1 \Delta t^n_k \Delta t^n_k \cdot \Delta t^n_k
\]

(5.14)

The last inequality follows from induction hypothesis, the second inequality follows from Hölder’s inequality and the fact that \( \alpha < 4 + \frac{q}{2} \) as in Definition 5.1.1 and the first inequality follows from the bound on \( \|\partial \mu_i^{(n)}\|_\infty \) in Assumption A1.

For the bound on \( E(\xi_{i,n,k}^2|\eta_{i,n,k}) \), using the bound on \( |\eta_{i,n,k}| \) in (5.12) and the fact that \( E[(B(t) - B(s))^2] = O(|t - s|) \) and \( E[(A_{ij}(s,r))^2] = O((t - s)^2) \) (see, for example, [24]), we can find some \( C' > 1 \) that

\[
E(\xi_{i,n,k}^2|\eta_{i,n,k}) \leq C' \left( E(\|\xi_{i,n,k}\|^4) L_1^2 \Delta t^n_k + E(\|\xi_{i,n,k}\|^2) L_1^2 \Delta t^n_k + \Delta t^n_k \right)
\]

(5.15)

\[
+ C' \left( E(\|\xi_{i,n,k}\|^4) \Delta t^n_k + E(\|\xi_{i,n,k}\|^2) \Delta t^n_k \right)
\]

\[
\leq C'' \left( E(\|\xi_{i,n,k}\|^4) \Delta t^n_k + E(\|\xi_{i,n,k}\|^2) \Delta t^n_k \right)
\]

\[
\leq 2C'' \left( E(\|\xi_{i,n,k}\|^4) \Delta t^n_k \right) \Delta t^n_k + 1 \Delta t^n_k + 1 \Delta t^n_k + 1
\]

for some \( C'' > 1 \). The last line follows from induction hypothesis. The second to last line follows from Hölder’s inequality and the fact that \( 2\alpha + 2 < 4 + q \) as in Definition 5.1.1.
Finally, to bound $E(\xi_{i,n,k}\eta_{i,n,k}^3)$ in (5.10), following similar techniques, we use inequality (5.13), induction hypothesis and Hölder’s inequality to obtain

$$E(\xi_{i,n,k}\eta_{i,n,k}^3) \leq (E(\xi_{i,n,k}^4))^{\frac{1}{4}}(E(\eta_{i,n,k}^4))^{\frac{3}{4}} \leq CL \cdot \Delta t_n^{4\alpha}$$

(5.16)

Now we are ready to prove the induction hypothesis. Let

$$C = 12C''d^4 + 6d^4 + 1 \quad \text{and} \quad P(x) = (C''(x^4d^4 + 3x^3d^3 + 12x^2d^4))^3.$$

(5.17)

It is easy to check that $C > 1$ and the polynomial $P(x) > 1$ for $x > 1$. Then, it follows from Definition 5.1.1 and standard calculation that if $n$ is large enough that $2^n > P(L_1)$ (i.e, $\Delta t_n < (\mathcal{P}(L_1))^{-1}$), then

$$C''L_1^4d^4 + 3C''L_1^3d^3 \Delta t_n^{4\alpha-1} + 12C''L_1^2d^4 \Delta t_n 
\leq (C''L_1^4d^4 + 3C''L_1^3d^3 + 12C''L_1^2d^4)\Delta t_n^{3\alpha-1}
= (\mathcal{P}(L_1))^{\frac{3}{4}} \Delta t_n^{3\alpha-1}
< (\mathcal{P}(L_1))^{\frac{3}{4}} - 3\alpha < 1$$

(5.18)

where the last inequality follows from the fact that $0 > \frac{4}{3} - 3\alpha$, $L_1 > 1$ and $P(x) > 1$ for $x > 1$. Thus, for $n$ such that $2^n > P(L_1)$, we use (5.10), Hölder’s inequality and the bound acquired in (5.13), (5.14), (5.15) and (5.16) to get

$$E(\xi_{i,n,k+1}^4)
= E(\xi_{i,n,k}^4) + E_{\mu(\omega)}(\eta_{i,n,k}) + 3E(\xi_{i,n,k}\eta_{i,n,k}^3) + 3E(\xi_{i,n,k}\eta_{i,n,k}^2) + 6E(\xi_{i,n,k}\eta_{i,n,k}^2) 
\leq e^{CL_1 \cdot t_n^{\alpha}} \Delta t_n^{4\alpha} \left( 1 + C''L_1^4d^4 \Delta t_n^{4\alpha} + 6L_1d^4 \Delta t_n + 3C''L_1^3d^3 \Delta t_n^{3\alpha} + 12C''d^4(L_1^2 \Delta t_n + 1)\Delta t_n \right)
\leq e^{CL_1 \cdot t_n^{\alpha}} \Delta t_n^{4\alpha} \left( 1 + (6d^3 + 12C''d^4 + 1)L_1\Delta t_n \right)
= e^{CL_1 \cdot t_n^{\alpha}} \Delta t_n^{4\alpha} \left( 1 + CL_1 \Delta t_n \right)
\leq e^{CL_1 \cdot t_n^{\alpha}} \Delta t_n^{4\alpha},$$

where the last line follows from convexity of exponential function: $e^y \geq e^x + e^x \cdot (y - x)$ for $y \geq x$. The second to last inequality follows from (5.17), (5.18) and the fact that $L_1 > 1$. This concludes the induction. However, since $t_n^k \leq 1$ for all $0 \leq k \leq 2^n$, we have actually proven that when $2^n > P(L_1)$ (i.e, $\Delta t_n < (\mathcal{P}(L_1))^{-1}$),

$$E\|X_{i,n}^\mu(t) - X_{i,n}(t)\|_4^4 \leq e^{CL_1} \cdot \Delta t_n^{4\alpha}$$

for all $1 \leq i \leq d$ and $0 \leq t \leq 1$. 

29
Proof of statement (II) Next, we extend the result to the case where $2^n \leq \mathcal{P}(L_1)$. By observing (5.6), we can find polynomial function $\mathcal{P}'(x) > 1$ for $x > 1$ so that:

$$|(X_{i,n}(t^n_{k+1}) - X_{i,n}(t^n_{k})) - (X_{i,n}(t^n_{k}) - X_{i,n}(t^n_{k}))| \leq \mathcal{P}'(L_1, \|B\|_{\alpha}, \|\tilde{A}\|_{2\alpha}) \Delta t^n_k.$$ 

Since the number of iterations in the discretization scheme $2^n$ is at most $\mathcal{P}(L_1)$, we have

$$\|X_{i,n}(\cdot) - X_{i,n}(\cdot)\|_{\infty} \leq \mathcal{P}(L_1) \mathcal{P}'(L_1, \|B\|_{\alpha}, \|\tilde{A}\|_{2\alpha}) \Delta t^n_k,$$

and consequently, from Lemma [5.1.4] that

$$\mathbb{E}\|X_{i,n}(\cdot) - X_{i,n}(\cdot)\|_{\infty}^4 \leq \mathcal{P}''(L_1) \Delta t^n_k$$

for some polynomial $\mathcal{P}''(x) > 1$ when $x > 1$.

This concludes the proof of Lemma 3.2.4. \hfill \Box

5.3 Proof of Lemma 3.2.8

We first prove the second claim (3.14) of Lemma 3.2.8.

Proof of (3.14) in Lemma 3.2.8 Assume without loss of generality that $x = 0$. Fixing $\mu \in \mathcal{L}_1$ and $\mu^{(n)} \in \mathcal{L}_1$ with bounding number $L_1 > 1$, since

$$\sup_{1 \leq k \leq 2^n} |X_{i,n}(t^n_k)|^4 \leq \left(\sum_{k=0}^{2^n} \|\mu\|_{\infty} \Delta t^n_k + \sum_j \sup_{1 \leq h \leq 2^n} \left| \sum_{k=0}^h \sigma_{ij}(X_n(t^n_k)) \Delta B^n_{j,k} \right| \right.$$ 

$$+ \sum_{j,l,m} \sup_{1 \leq h \leq 2^n} \left( \sum_{k=0}^h \frac{\partial \sigma_{ij}}{\partial x_l}(X_n(t^n_k)) \sigma_{lm}(X_n(t^n_k)) \tilde{A}_{mj}(t^n_k, t^n_{k+1}) \right),$$

it follows from (3.6) and Assumption A1 that we can find constant $C > 1$ such that

$$\sup_{1 \leq k \leq 2^n} |X_{i,n}(t^n_k)|^4 \leq C \cdot \left( L_1^4 + \sum_j \left( \sup_{1 \leq h \leq 2^n} \left| \sum_{k=0}^h \sigma_{ij}(X_n(t^n_k)) \Delta B^n_{j,k} \right| \right)^4 \right.$$ 

$$+ \sum_{j,l,m} \left( \sup_{1 \leq h \leq 2^n} \left| \sum_{k=0}^h \frac{\partial \sigma_{ij}}{\partial x_l}(X_n(t^n_k)) \sigma_{lm}(X_n(t^n_k)) \tilde{A}_{mj}(t^n_k, t^n_{k+1}) \right| \right)^4 \right).$$

Now, using the fact that $\mathbb{E}(B(t) - B(s))^4 = O(t - s)^2$ and $\mathbb{E}(\tilde{A}_{ij}(s,t))^4 = O(t - s)^4$, we recall Burkholder-Davis-Gundy inequality [6] to further find constant $C' > 1$ and $C'' > 1$ so
that

$$
\mathbb{E} \sup_{1 \leq k \leq 2^n} |X_{i,n}(t^n_k)|^4 \leq C \left( L_1^4 + \sum_j \sup_{1 \leq h \leq 2^n} \sum_{k=0}^h |\sum_{i,j} \sigma_{i,j}(X_n(t^n_k)) \Delta B_{j,k}^n|^4 \right)
$$

$$
\leq C' \left( L_1^4 + \sum_j \mathbb{E} \left( \sum_{k=0}^{2^n} \left( \frac{\partial \sigma_{i,j}}{\partial x_l}(X_n(t^n_k)) \sigma_{lm}(X_n(t^n_k)) \tilde{A}_{mj}(t^n_k, t^n_{k+1}) \right)^4 \right) \right)^{1/2}
$$

$$
\leq C'' \left( L_1^4 + \sum_{j=1}^{d'} \mathbb{E} 2^n \sum_{k=0}^{2^n} \left( \frac{\partial \sigma_{i,j}}{\partial x_l}(X_n(t^n_k)) \sigma_{lm}(X_n(t^n_k)) (\tilde{A}_{mj}(t^n_k, t^n_{k+1}))^4 \right) \right)^{1/2}
$$

$$
\leq C''\left( L_1^4 + \sum_{j=1}^{d'} \mathbb{E} 2^n \left( \sum_{k=0}^{2^n} \left( \frac{\partial \sigma_{i,j}}{\partial x_l}(X_n(t^n_k)) \sigma_{lm}(X_n(t^n_k)) (\tilde{A}_{mj}(t^n_k, t^n_{k+1}))^4 \right) \right) \right)^{1/2}
$$

$$
< \mathcal{P}(L_1)
$$

for some polynomial function $\mathcal{P}(x) > 1$ for $x > 1$. Now, the claim on $\mathbb{E}|f(X_n(1))|^4$ follows by invoking the bound on $\|\frac{\partial f}{\partial x_1}\|_{\infty}$ in Assumption A2. \hfill \square

We proceed to the proof of the first claim of Lemma 3.2.8, namely (3.13). It follows from Equation (3.15) in [17] that we have for $p \geq 2$

$$
|\Delta_n|^p \leq 2^{p-1} L^p \mathbb{E}\left[ \left| \frac{1}{2}(X_{n+1}(1) + X_{n+1}(1)) - X_{n}(1) \right|_{\infty}^p \right] + 2^{-p-1} L^p \mathbb{E}\left[ \left| X_{n+1}(1) - X_{n+1}(1) \right|_{\infty}^p \right].
$$

(5.19)

Thus, according to (5.19), we can prove Lemma 3.2.8

$$
\mathbb{E}(\Delta_n^4) \leq e^{C L_1} \Delta_t^{4-\delta} = e^{C L_1(w)} \Delta_t^{4-3\delta},
$$

where $\delta > 0$ is defined in Definition 5.1.1, it is sufficient to provide bound on

$$
\mathbb{E}\left[ \left| \frac{1}{2}(X_{n+1}(1) + X_{n+1}(1)) - X_{n}(1) \right|_{\infty}^4 \right]
$$

(5.20)

and

$$
\mathbb{E}\left[ \left| X_{n+1}(1) - X_{n+1}(1) \right|_{\infty}^8 \right].
$$

(5.21)

Note that bound on (5.21) is provided by Lemma 5.1.7 since $4 - \delta < 8(2\alpha - \beta)$ as in Definition 5.1.1 and $\mathcal{P}(L_1) < e^{C L_1}$ for appropriately chosen $C > 1$. So we just need to prove (5.20).
Proof of (3.13) in Lemma 3.2.8. First we write the recursion for $X_{n+1}(\cdot)$ over the coarse step $\Delta t_n$ instead of $\Delta t_{n+1}$. For $1 \leq i \leq d$ and $1 \leq k \leq 2^n$, adding up two steps of recursion for $X_{n+1}(\cdot)$, we have:

$$X_{i,n+1}(t^n_{k+1}) = X_{i,n+1}(t^n_k) + \mu_i^{(n+1)}(X_{n+1}(t^n_k)) + \sum_{j=1}^{d'} \sigma_{ij}(X_{n+1}(t^n_k))\Delta B^n_{j,k}$$

$$+ \sum_{j=1}^{d'} \sum_{l=1}^{d'} \sum_{m=1}^{d'} \frac{\partial \sigma_{ij}}{\partial x_l}(X_{n+1}(t^n_k))\sigma_{lm}(X_{n+1}(t^n_k))\tilde{A}_{mj}(t^n_k, t^n_{k+1})$$

$$- \sum_{j=1}^{d'} \sum_{l=1}^{d'} \sum_{m=1}^{d'} \frac{\partial \sigma_{ij}}{\partial x_l}(X_{n+1}(t^n_k))\sigma_{lm}(X_{n+1}(t^n_k))((\Delta B_{j,2k}^{n+1} \Delta B_{m,2k+1}^{n+1} - \Delta B_{m,2k}^{n+1} \Delta B_{j,2k+1}^{n+1})$$

$$+ N_{i,n,k}^f + M_{i,n,k}^f(1) + M_{i,n,k}^f(2) + M_{i,n,k}^f(3)$$

where we define

$$M_{i,n,k}^f(2) \triangleq \left(\sum_{j=1}^{d'} (\sigma_{ij}(X_{n+1}(t^n_{2k+1})) - \sigma_{ij}(X_{n+1}(t^n_k))) - \sum_{j=1}^{d'} \sum_{l=1}^{d'} \sum_{m=1}^{d'} \left(\frac{\partial \sigma_{ij}}{\partial x_l} \cdot \sigma_{lm}\right)(X_{n+1}(t^n_k))\Delta B_{m,2k}^{n+1}\right) \Delta B_{j,2k+1}^{n+1}$$

$$M_{i,n,k}^f(3) \triangleq \sum_{j=1}^{d'} \sum_{l=1}^{d'} \sum_{m=1}^{d'} \left(\frac{\partial \sigma_{ij}}{\partial x_l}(X_{n+1}(t^n_k))\sigma_{lm}(X_{n+1}(t^n_k))\tilde{A}_{mj}(t^n_{2k+1}, t^n_{k+1})ight)$$

$$M_{i,n,k}^f(1) \triangleq \left(\sum_{j=1}^{d} \frac{\partial \mu_i^{(n+1)}}{\partial x_j}(X_{n+1}(t^n_k))(X_{j,n+1}(t^n_{2k+1}) - X_{j,n+1}(t^n_k))ight)$$

$$+ \frac{1}{2} \sum_{j=1}^{d} \sum_{m=1}^{d} \frac{\partial^2 \mu_i^{(n+1)}}{\partial x_j \partial x_m}(\eta)(X_{j,n+1}(t^n_{2k+1}) - X_{j,n+1}(t^n_k))(X_{m,n+1}(t^n_{2k+1}) - X_{m,n+1}(t^n_k))\Delta t_n^{2k} - M_{i,n,k}^f(1)$$

$$= \left(\sum_{j=1}^{d} \frac{\partial \mu_i^{(n+1)}}{\partial x_j}(X_{n+1}(t^n_k))(\mu_j^{(n+1)}(X_{n+1}(t^n_k))\Delta t_n^{2k} + \sum_{m,l,\tilde{m}} \left(\frac{\partial \sigma_{jm}}{\partial x_l} \cdot \sigma_{l\tilde{m}}\right)(X_{n+1}(t^n_k))\tilde{A}_{m\tilde{m}}(t^n_k, t^n_{2k+1})ight)$$

$$+ \frac{1}{2} \sum_{j,m=1}^{d} \frac{\partial^2 \mu_i^{(n+1)}}{\partial x_j \partial x_m}(\rho)(X_{j,n+1}(t^n_{2k+1}) - X_{j,n+1}(t^n_k))(X_{m,n+1}(t^n_{2k+1}) - X_{m,n+1}(t^n_k))\Delta t_n^{2k}$$

for some $\rho$ that lies between $X_{n+1}(t^n_k)$ and $X_{n+1}(t^n_{2k+1})$.

Furthermore, we similarly define $N_{i,n,k}^a, M_{i,n,k}^a(\cdot)$ associated with $X_{n+1}^a(\cdot)$, $B^{n+1,a}(t)$ and $\tilde{A}^a(t^n_{2k+1}, t^n_{k+1})$ so we can write the recursion over the coarse step $\Delta t_n$ for $X_{n+1}^a(\cdot)$ by using
\( X^n_{i,n+1}(t_{k+1}) = X^n_{i,n+1}(t_k) + \mu_i^{(n+1)}(X^n_{i,n+1}(t_k)) \Delta B^n_{j,k} \\
+ \sum_{j=1}^{d'} \sum_{l=1}^d \sum_{m=1}^{d'} \frac{\partial \sigma_{ij}}{\partial x_l}(X^n_{i+1}(t_k)) \sigma_{lm}(X^n_{i+1}(t_k)) \tilde{A}_{m_j}(t_k, t_{k+1}) \\
- \sum_{j=1}^{d'} \sum_{l=1}^d \sum_{m=1}^{d'} \frac{\partial \sigma_{ij}}{\partial x_l}(X^n_{i+1}(t_k)) \sigma_{lm}(X^n_{i+1}(t_k))(\Delta B^n_{j,2k} \Delta B^n_{m,2k+1} - \Delta B^n_{m,2k} \Delta B^n_{j,2k+1}) \\
+ N^n_{i,n,k} + M^n_{i,n,k}^{(1)} + M^n_{i,n,k}^{(2)} + M^n_{i,n,k}^{(3)} \\
\tag{5.23}
\]

Now, combining these results, we can write the recursion for \( \bar{X}_{n+1}(\cdot) \triangleq \frac{1}{2}(X_{n+1}(\cdot) + X^n_{n+1}(\cdot)) \) over the coarse step \( \Delta t_n \):

\( \bar{X}_{n+1}(t_{k+1}) = \bar{X}_{n+1}(t_k) + \mu_i^{(n+1)}(\bar{X}_{n+1}(t_k)) \Delta t_n + \sum_{j=1}^{d'} \sigma_{ij}(\bar{X}_{n+1}(t_k)) \Delta B^n_{j,k} \\
+ \sum_{j=1}^{d'} \sum_{l=1}^d \sum_{m=1}^{d'} \frac{\partial \sigma_{ij}}{\partial x_l}(\bar{X}_{n+1}(t_k)) \sigma_{lm}(\bar{X}_{n+1}(t_k)) \tilde{A}_{m_j}(t_k, t_{k+1}) + R_{i,n,k} \\
\]

where we define

\( R_{i,n,k} \triangleq N^{(1)}_{i,n,k} + M^{(1)}_{i,n,k} + M^{(2)}_{i,n,k} + M^{(3)}_{i,n,k} \\
+ \frac{1}{2}(N^f_{i,n,k} + M^f_{i,n,k} + M^f_{i,n,k}^{(2)} + M^f_{i,n,k}^{(3)} + N^a_{i,n,k} + M^a_{i,n,k}^{(1)} + M^a_{i,n,k}^{(2)} + M^a_{i,n,k}^{(3)}) \tag{5.23} \)

where we define

\( N^{(1)}_{i,n,k} \triangleq \frac{1}{2} \left( \mu_i^{(n+1)}(X_{n+1}(t_k)) + \mu_i^{(n+1)}(X^n_{n+1}(t_k)) \right) - \mu_i^{(n+1)}(\bar{X}_{n+1}(t_k)) \),

\( M^{(1)}_{i,n,k} \triangleq \sum_{j=1}^{d'} \left( \frac{1}{2}(\sigma_{ij}(X_{n+1}(t_k)) + \sigma_{ij}(X^n_{n+1}(t_k))) - \sigma_{ij}(\bar{X}_{n+1}(t_k)) \right) \Delta B^n_{j,k} \),

\( M^{(2)}_{i,n,k} \triangleq \sum_{j,m=1}^{d'} \sum_{l=1}^d \left( \frac{1}{2}(\sigma_{ij}(X_{n+1}(t_k)) + \sigma_{ij}(X^n_{n+1}(t_k))) - \sigma_{ij}(\bar{X}_{n+1}(t_k)) \right) \Delta B^n_{j,k} \),

\( M^{(3)}_{i,n,k} \triangleq \sum_{j,m=1}^{d'} \sum_{l=1}^d \frac{1}{2} \left( \sigma_{ij}(X^n_{n+1}(t_k)) - \sigma_{ij}(X_{n+1}(t_k)) \right) \mu_i(t_k) \),

\( \Delta B^n_{j,2k} \Delta B^n_{m,2k+1} - \Delta B^n_{m,2k} \Delta B^n_{j,2k+1} \). \tag{5.24} \)
Finally, subtract the recursion in (3.6) for \( X_n(\cdot) \) from \( \tilde{X}_n(\cdot) \) to obtain

\[
\tilde{X}_{i,n+1}(t^u_{k+1}) - X_{i,n}(t^u_{k+1}) = \tilde{X}_{i,n+1}(t^u_k) - X_{i,n}(t^u_k) + (\mu^{(n)}_i(\tilde{X}_{i,n+1}(t^u_k)) - \mu^{(n)}_i(X_{i,n}(t^u_k))) \Delta t_n + (\mu^{(n+1)}_i - \mu^{(n)}_i)(\tilde{X}_{i,n+1}(t^u_k)) \Delta t_n + \sum_{j=1}^{d'} \sigma_{ij}(\tilde{X}_{i,n+1}(t^u_k)) - \sigma_{ij}(X_{i,n}(t^u_k)) \Delta B^n_{j,k} + \sum_{j=1}^{d'} \sum_{l=1}^{d} \sum_{m=1}^{d'} \left( (\frac{\partial \sigma_{ij}}{\partial x_l}) \cdot \sigma_{lm}(\tilde{X}_{i,n+1}(t^u_k)) - (\frac{\partial \sigma_{ij}}{\partial x_l}) \cdot \sigma_{lm}(X_{i,n}(t^u_k)) \right) \tilde{A}_{n,j,k} + R_{i,n,k}
\]

We are now ready to prove (5.20) by bounding \( \mathbb{E}|\tilde{X}_{i,n+1}(t^u_k) - X_{i,n}(t^u_k)|^4 \). Similarly as in the proof of Lemma 3.2.4, we simplify the notation by defining

\[
\xi_{i,n,k} \triangleq \tilde{X}_{i,n+1}(t^u_k) - X_{i,n}(t^u_k) \quad \text{and} \quad \xi_{n,k} \triangleq \tilde{X}_{n+1}(t^u_k) - X_{n}(t^u_k)
\]

with

\[
\eta_{i,n,k} \triangleq (\mu^{(n)}_i(\tilde{X}_{i,n+1}(t^u_k)) - \mu^{(n)}_i(X_{i,n}(t^u_k))) \Delta t_n + \sum_{j=1}^{d'} (\sigma_{ij}(\tilde{X}_{i,n+1}(t^u_k)) - \sigma_{ij}(X_{i,n}(t^u_k))) \Delta B^n_{j,k} + \sum_{j=1}^{d'} \sum_{l=1}^{d} \sum_{m=1}^{d'} \left( (\frac{\partial \sigma_{ij}}{\partial x_l}) \cdot \sigma_{lm}(\tilde{X}_{i,n+1}(t^u_k)) - (\frac{\partial \sigma_{ij}}{\partial x_l}) \cdot \sigma_{lm}(X_{i,n}(t^u_k)) \right) \tilde{A}_{n,j,k} + R_{i,n,k} + (\mu^{(n+1)}_i - \mu^{(n)}_i)(\tilde{X}_{i,n+1}(t^u_k)) \Delta t_n
\]

so that we have

\[
\xi_{i,n,k+1} = \xi_{i,n,k} + \eta_{i,n,k}
\]

for \( 0 \leq k \leq 2^n - 1 \). Fixing \( V_1, V_2, \ldots \) such that \( \mu \in \mathcal{L}_1 \) and \( \{\mu^{(n)}\}_{n \geq 0} \subset \mathcal{L}_1 \), we want to find constant \( C > 1 \) and polynomial \( \mathcal{P}(x) > 1 \) for \( x > 1 \) such that if \( n \) is large enough that \( 2^n > \mathcal{P}(L_1) \), then

\[
\mathbb{E}(\xi_{i,n,k})^4 \leq C L_1 \Delta t_k \Delta t^{4-\delta}_n
\]

for all \( 1 \leq i \leq d \) and \( 0 \leq k \leq 2^n \). Similarly, we prove by induction on \( 0 \leq k \leq 2^n \). We first need to analyze all the terms of \( R_{i,n,k} \) in (5.23).

We start by bounding \( N^{(1)}_{i,n,k} \) in (5.24) using Taylor expansion

\[
N^{(1)}_{i,n,k} \triangleq \frac{1}{2} \left( \mu^{(n+1)}_i(X_{i,n+1}(t^u_k)) - \mu^{(n+1)}_i(X^n_{i,n+1}(t^u_k)) \right) - \mu^{(n+1)}_i(X^n_{i,n+1}(t^u_k))
\]

\[
= \frac{1}{16} \sum_{j=1}^{d} \sum_{m=1}^{d} \left( \frac{\partial^2 \mu_i}{\partial x_j \partial x_m}(\rho_1) + \frac{\partial^2 \mu_i}{\partial x_j \partial x_m}(\rho'_1) \right) (X^{a}_{j,n+1}(t^u_k) - X^n_{j,n+1}(t^u_k)) (X^{a}_{m,n+1}(t^u_k) - X^n_{m,n+1}(t^u_k)) \Delta t_n
\]
where \( \rho_1 \) and \( \rho'_1 \) lie somewhere between \( X_n^{a+1}(t_k^n) \) and \( X_{n+1}(t_k^n) \). Now we use Lemma 5.1.7 on \( (X_{j,n+1}(t_k^n) - X_{j,n+1}(t_k^n))(X_{m,n+1}(t_k^n) - X_{m,n+1}(t_k^n)) \) and H"older’s inequality to obtain
\[
\mathbb{E}(N^{(1)}_{i,n,k})^4 < P(L_1)\Delta t^{8(2\alpha-\beta)+4} \tag{5.27}
\]
for some fixed polynomial \( P(x) > 1 \) for \( x > 1 \).

Now, for \( N_{i,n,k}^f \) in (5.22), we also use Taylor expansion to obtain
\[
N_{i,n,k}^f = \left( \sum_{j=1}^{d} \frac{\partial \mu^{(n+1)}_i}{\partial x_j} (X_{n+1}(t_k^n)) \left( \mu^{(n+1)}_j (X_{n+1}(t_k^n)) \Delta t_n \right)
+ \sum_{m=1}^{d'} \sum_{l=1}^{d} \sum_{\tilde{m}=1}^{d'} \left( \frac{\partial \sigma_{im}}{\partial x_l} \cdot \sigma_{\tilde{m}m} \right) (X_{n+1}(t_k^n)) \tilde{A}_{m\tilde{m}}(t_k^n, t_{2k+1}^{n+1}) \right)
+ \frac{1}{2} \sum_{j=1}^{d} \sum_{m=1}^{d} \frac{\partial^2 \mu^{(n+1)}_i}{\partial x_j \partial x_m} (\rho)(X_{j,n+1}(t_{2k+1}^{n+1}) - X_{j,n+1}(t_k^n))(X_{m,n+1}(t_{2k+1}^{n+1}) - X_{m,n+1}(t_k^n)) \Delta t_n \frac{1}{2}
\]
by using Lemma 5.1.3 on \( (X_{j,n+1}(t_{2k+1}^{n+1}) - X_{j,n+1}(t_k^n))(X_{m,n+1}(t_{2k+1}^{n+1}) - X_{m,n+1}(t_k^n)) \) and Lemma 5.1.4

Thus, we can also find some fixed polynomial \( P(x) > 1 \) for \( x > 1 \) such that
\[
\mathbb{E}(N_{i,n,k}^f)^4 < P(L_1)\Delta t^{8\alpha+4}. \tag{5.28}
\]
For other terms of \( R_{i,n,k} \) in (5.24), we similarly write out their Taylor expansion as follows:
\[
M_{i,n,k}^{(1)} = \sum_{j=1}^{d'} \left( \frac{1}{2} \left( \sigma_{ij}(X_{n+1}(t_k^n)) + \sigma_{ij}(X_{n+1}(t_k^n)) - \sigma_{ij}(\tilde{X}_{n+1}(t_k^n)) \right) \Delta B_{j,k}^n \right)
= \frac{1}{16} \sum_{j=1}^{d'} \sum_{m,l=1}^{d} \left( \frac{\partial^2 \sigma_{ij}}{\partial x_m \partial x_l} (\rho_2) + \frac{\partial^2 \sigma_{ij}}{\partial x_m \partial x_l} (\rho'_2) \right) (X_{m,n+1}(t_k^n) - X_{m,n+1}(t_k^n)) \cdot (X_{l,n+1}(t_k^n) - X_{l,n+1}(t_k^n)) \Delta B_{j,k}^n.
\]
and also
\[
M_{i,n,k}^{(2)} \triangleq \sum_{j,m=1}^{d} \sum_{l=1}^{d} \left( \frac{1}{2} \left( \frac{\partial \sigma_{ij}}{\partial x_l} \cdot \sigma_{lm} \right)(X_{n+1}(t_k^n)) + \left( \frac{\partial \sigma_{ij}}{\partial x_l} \cdot \sigma_{lm} \right)(X_{n+1}(t_k^n)) \right) - \left( \frac{\partial \sigma_{ij}}{\partial x_l} \cdot \sigma_{lm} \right)(\bar{X}_{n+1}(t_k^n))
\]
\[
\times \tilde{A}_{mj}(t_k^n, t_{k+1}^n)
\]
\[
= \frac{1}{4} \sum_{j,m,l}^{d'} \sum_{l'=1}^{d} \left( \left( \frac{\partial^2 \sigma_{ij}}{\partial x_l \partial x_{l'}} \sigma_{lm} + \frac{\partial \sigma_{ij}}{\partial x_l} \frac{\partial \sigma_{lm}}{\partial x_{l'}} \right)(\rho_3) - \left( \frac{\partial^2 \sigma_{ij}}{\partial x_l \partial x_{l'}} \sigma_{lm} + \frac{\partial \sigma_{ij}}{\partial x_l} \frac{\partial \sigma_{lm}}{\partial x_{l'}} \right)(\rho_4) \right)
\]
\[
\times (X_{l', n+1}(t_k^n) - X_{l', n+1}^a(t_k^n)) \tilde{A}_{mj}(t_k^n, t_{k+1}^n)
\]
\[
M_{i,n,k}^{(3)} \triangleq \sum_{j,m,l}^{d'} \sum_{l'=1}^{d} \left( \left( \frac{\partial^2 \sigma_{ij}}{\partial x_l \partial x_{l'}} \sigma_{lm} + \frac{\partial \sigma_{ij}}{\partial x_l} \frac{\partial \sigma_{lm}}{\partial x_{l'}} \right)(\rho_5) + \left( \frac{\partial^2 \sigma_{ij}}{\partial x_l \partial x_{l'}} \sigma_{lm} + \frac{\partial \sigma_{ij}}{\partial x_l} \frac{\partial \sigma_{lm}}{\partial x_{l'}} \right)(\rho_6) \right)
\]
\[
\times (X_{l', n+1}(t_k^n) - X_{l', n+1}^a(t_k^n)) (\Delta B_{j,2k}^{n+1} \Delta B_{m,2k+1}^{n+1} - \Delta B_{m,2k}^{n+1} \Delta B_{j,2k+1}^{n+1})
\]
where all the \( \rho_i \) and \( \rho'_i \) lie somewhere between \( X_{n+1}(t_k^n) \) and \( X_{n+1}^a(t_k^n) \). For the sake of completeness, the other terms in (5.24) from \( M_{i,n,k}^{f,(1)} \) can be written as
\[
M_{i,n,k}^{f,(1)} \triangleq \left( \sum_{j=1}^{d} \frac{\partial u_j^{(n+1)}}{\partial x_j} (X_{n+1}(t_k^n)) \sum_{m=1}^{d'} \sigma_{jm}(X_{n+1}(t_k^n)) \Delta B_{m,2k}^{n+1} \frac{\Delta t_m}{2} \right)
\]
\[
M_{i,n,k}^{f,(2)} \triangleq \left( \sum_{j=1}^{d'} \left( \sigma_{ij}(X_{n+1}(t_{2k+1}^{n+1})) - \sigma_{ij}(X_{n+1}(t_k^n)) \right) - \sum_{j,m=1}^{d} \sum_{l=1}^{d} \left( \frac{\partial \sigma_{ij}}{\partial x_l} \cdot \sigma_{lm} \right)(X_{n+1}(t_k^n)) \Delta B_{m,2k+1}^{n+1} \right)
\]
\[
= \sum_{j=1}^{d'} \sum_{m=1}^{d} \frac{\partial \sigma_{ij}}{\partial x_m} (X_{n+1}(t_k^n)) \left( \mu_{m+1}(X_{n+1}(t_k^n)) \right) \Delta t_m \frac{\Delta t_n}{2}
\]
\[
+ \sum_{j', r=1}^{d'} \sum_{l=1}^{d} \frac{\partial \sigma_{ij}}{\partial x_{l'}} \left( \sigma_{ir} \right)(X_{r, n+1}(t_{2k+1}^{n+1}) - X_{r, n+1}(t_k^n)) \Delta B_{j',2k+1}^{n+1}
\]
\[
+ \frac{1}{2} \sum_{j=1}^{d'} \sum_{m,l=1}^{d} \frac{\partial^2 \sigma_{ij}}{\partial x_m \partial x_l}(\rho_7)(X_{m,n+1}(t_{2k+1}^{n+1}) - X_{m,n+1}(t_k^n)) (X_{l,n+1}(t_{2k+1}^{n+1}) - X_{l,n+1}(t_k^n)) \Delta B_{j',2k+1}^{n+1}
\]
\[
M_{i,n,k}^{f,(3)} \triangleq \sum_{j,m=1}^{d'} \sum_{l=1}^{d} \left( \left( \frac{\partial \sigma_{ij}}{\partial x_l} \cdot \sigma_{lm} \right)(X_{n+1}(t_{2k+1}^{n+1})) - \left( \frac{\partial \sigma_{ij}}{\partial x_l} \cdot \sigma_{lm} \right)(X_{n+1}(t_k^n)) \right) \tilde{A}_{mj}(t_{2k+1}^{n+1}, t_k^n)
\]
\[
= \sum_{j,m=1}^{d'} \sum_{l', l=1}^{d} \left( \left( \frac{\partial \sigma_{ij}}{\partial x_l} \cdot \sigma_{lm} \right)(X_{l', n+1}(t_{2k+1}^{n+1}) - X_{l', n+1}(t_k^n)) \tilde{A}_{mj}(t_{2k+1}^{n+1}, t_k^n) \right)
\]
where all the \( \rho_i \) lie somewhere between \( X_{n+1}(t_{2k+1}^{n+1}) \) and \( X_{n+1}(t_k^n) \). Based on the expansion above, we use the fact that \( \mathbb{E}(B(t) - B(s))^4 = O(t - s)^2 \) and \( \mathbb{E}(\tilde{A}_{ij}(s,t))^4 = O((t - s)^4) \),
induction of $X_{n+1}(t^*_k)$ (and $X^n_{i+1}(t^*_k)$) with $\Delta B^n_k$, Lemma 5.1.5 and Lemma 5.1.7 to perform similar analysis on these terms like we did for $N_{i,n,k}$ and $N_{i,n,k}^{(1)}$. For convenience, we omit the detail and conclude that we can find polynomial $P(x) > 1$ for $x > 1$ such that

$$\mathbb{E} R_{i,n,k}^4 \leq \mathcal{P}(L_1) \Delta t^{8(2\alpha - \beta) + 2}. \quad (5.29)$$

Now we are ready to prove the hypothesis in (5.26) by induction on $0 \leq k \leq 2^n$. First of all, when $k = 0$, for $1 \leq i \leq d$, the claim holds since $\xi_{i,n,0} = X^n_i(0) - X_i(0) = x - x = 0$.

Now, fixing $0 \leq k \leq 2^n - 1$ and $1 \leq i \leq d$ suppose the induction hypothesis holds so that we can find $C > 1$ where

$$\mathbb{E} |\xi_{i,n,j}|^4 \leq e^{CL_1 t^*_j} \cdot \Delta t^4 \quad (5.30)$$

for all $0 \leq j \leq k$. We want to show

$$\mathbb{E} |\xi_{i,n,k+1}|^4 \leq e^{CL_1 t^*_k+1} \cdot \Delta t^4 \quad (5.31)$$

for all $1 \leq i \leq d$. To achieve this, we again use (5.10)

$$\mathbb{E}(\xi_{i,n,k+1}) = \mathbb{E}(\xi_{i,n,k}) + 3 \mathbb{E}(\xi_{i,n,0}^3) + 3 \mathbb{E}(\xi_{i,n,k}^3) + 6 \mathbb{E}(\xi_{i,n,k}^2) \quad (5.30)$$

to provide upper bounds for terms in (5.31).

We start with $\eta_{i,n,k}^4$ by observing (5.25) and using (5.5) to find constant $C > 1$ that:

$$(\eta_{i,n,k})^4 \leq C(L_1 \|\xi_{i,n,k}\|_\infty \Delta t_n^4 + L_4 \|\xi_{i,n,k}\|_\infty \Delta (B^{n}_{j,k})^4 + L_4 \|\xi_{i,n,k}\|_\infty (\tilde{A}_{ij}(t^n_k, t^n_{k+1}))^4)
+ |R_{i,n,k}|^4 + L_4 \Delta t_n^{4\left(3 + \frac{2\alpha}{2}\right)\gamma + 4}$$

where we can use the fact that $\mathbb{E}(B(t) - B(s))^4 = O(t - s)^2$ and $\mathbb{E}(\tilde{A}_{ij}(s, t))^4 = O((t - s)^4)$ and (5.29) to conclude:

$$\mathbb{E}\eta_{i,n,k}^4 \leq C(L_1^4 \mathbb{E}\|\xi_{i,n,k}\|_\infty^4 \Delta t_n^4 + L_4^4 \mathbb{E}\|\xi_{i,n,k}\|_\infty^4 \Delta t_n^4 + L_4^4 \mathbb{E}\|\xi_{i,n,k}\|_\infty^4 \Delta t_n^4 + \mathcal{P}(L_1) \Delta t^{8(2\alpha - \beta) + 2} + L_4^4 \omega^4 \Delta t_n^{4\left(3 + \frac{2\alpha}{2}\right)\gamma + 4})$$

$$\leq e^{CL_1 t^*_k} \Delta t^{5 - \delta} (\mathcal{P}(L_1) \Delta t^{1 + 8(2\alpha - \beta) - (4 - \delta) + 2L_4^4 \Delta t^3 + 2L_4^4 \Delta t_n}) \quad (5.31)$$

where the last line follows induction hypothesis, the fact that $(3 + \frac{2\alpha}{2})\gamma > 1$, $4 - \delta < 8(2\alpha - \beta)$ in Definition 5.1.1 and the results in (5.29).

For the bound on $\mathbb{E}(\xi_{i,n,k}^3)$, because of the independence of Brownian increments
with \( \mu(\cdot) \in \mathcal{L}_1 \), we can simplify the Equation (5.20) using martingale property and write
\[
\mathbb{E}(\xi_{i,n,k}^3 \eta_{i,n,k}) \\
= \mathbb{E}\left[ (\xi_{i,n,k})^3 ((\mu_i^{(n)}(X_{n+1}(t^n_k))) - (\mu_i^{(n)}(X_n(t^n_k)))) \Delta t_n + N_{i,n,k}^{(1)} + N_{i,n,k}^f + (\mu_i^{(n+1)} - \mu_i^{(n)})(\bar{X}_{i,n,k}(t^n_k)) \Delta t_n) \right] \\
\le L_1 \left( \mathbb{E}\|\xi_{i,n,k}\|^{4\infty} \Delta t_n + (\mathbb{E}\|\xi_{i,n,k}\|^{4\infty})^{\frac{4}{3}}(\mathbb{E}(N_{i,n,k}^{(1)})^4)^{\frac{1}{2}} + (\mathbb{E}\|\xi_{i,n,k}\|^{4\infty})^{\frac{4}{3}}(\mathbb{E}(N_{i,n,k}^f)^4)^{\frac{1}{2}} + (\mathbb{E}\|\xi_{i,n,k}\|^{4\infty})^{\frac{4}{3}} \Delta t_n^{(3+\frac{4\infty}{4})}\gamma + 1 \right) \\
\le e^{C_1 t_n^\delta} \Delta t_n^{5-\delta}(2L_1 + 2L_1 \Delta t_n^{\frac{1}{4} + 2(2\alpha - \beta) - 1})
\]
where the second inequality follows from Hölder’s inequality and Equation (5.3). The last inequality follows from induction hypothesis, Equations (5.27) and (5.28) and the fact that \((3+\frac{4\infty}{4})\gamma > 1\) and \(8(2\alpha - \beta) > 4 - \delta\) as in Definition 5.1.1.

Similarly, we have
\[
\mathbb{E}\xi_{i,n,k}(\eta_{i,n,k})^3 \le (\mathbb{E}(\xi_{i,n,k})^4)^{\frac{1}{4}}(\mathbb{E}(\eta_{i,n,k})^4)^{\frac{3}{4}} \\
\le e^{C_1 t_n^\delta} \Delta t_n^{5-\delta}(\mathcal{P}(L_1) + 2L_1^4 + 2L_1^4) \Delta t_n^{\frac{1}{4}} \\
\mathbb{E}(\xi_{i,n,k})^2(\eta_{i,n,k})^2 \le (\mathbb{E}(\xi_{i,n,k})^4)^{\frac{1}{2}}(\mathbb{E}(\eta_{i,n,k})^4)^{\frac{1}{2}} \\
\le e^{C_1 t_n^\delta} \Delta t_n^{5-\delta}(\mathcal{P}(L_1) \Delta t_n^{8(2\alpha - \beta) - (4 - \delta)} + 2L_1^4 \Delta t_n^2 + 2L_1^4)^{\frac{1}{2}}
\]
following from Hölder’s inequality and Equation (5.31).

Let \( C = 5 + 2L > 1 \) and find polynomial \( \mathcal{P}'(x) > 1 \) for \( x > 1 \) such that when \( 2^n > \mathcal{P}'(L_1) \), we have
\[
(2L_1 + 2L_1 \Delta t_n^{\frac{1}{4} + 2(2\alpha - \beta) - 1}) \le 3L_1 \\
(\mathcal{P}(L_1) \Delta t_n^{1 + 8(2\alpha - \beta) - (4 - \delta)} + 2L_1^4 \Delta t_n^3 + 2L_1^4 \Delta t_n) \le 1 \\
(\mathcal{P}(L_1) + 2L_1^4 + 2L_1^4) \Delta t_n^{\frac{1}{2}} \le 1 \\
(\mathcal{P}(L_1) \Delta t_n^{8(2\alpha - \beta) - (4 - \delta)} + 2L_1^4 \Delta t_n^2 + 2L_1^4)^{\frac{1}{2}} \le 2L_1^2 
\]
(5.32)

Now we are ready to prove the induction hypothesis. In particular, when \( 2^n > \mathcal{P}'(L_1) \), we use the bound in Equations (5.30) and (5.32) to obtain
\[
\mathbb{E}(\xi_{i,n,k+1})^4 \le e^{C_1 t_n^\delta} \Delta t_n^{4-\delta} + e^{C_1 t_n^\delta} \Delta t_n^{5-\delta}(3L_1 + 2 + 2L_1^2) \\
\le e^{C_1 t_n^\delta} \Delta t_n^{4-\delta} \cdot (1 + C_1 \Delta t_n) \\
\le e^{C_1 t_n^\delta} \Delta t_n^{4-\delta}
\]
where the last line follows from convexity of exponential function \( e^y \ge e^x + e^x \cdot (y - x) \) for \( y \ge x \). Now we can use the same method as in the proof of Lemma 3.2.4 to extend the induction hypothesis to the case where \( \Delta t_n \le \mathcal{P}'(L_1) \) and finish the proof of (5.20) and thus the proof of Lemma 3.2.8.

5.4 Proof of Lemma 2.1.2

We first present two supporting lemmas that are useful in the proof of Lemma 2.1.2.

Lemma 5.4.1. For fixed $t > 0$, there exists some constant $b_t > 3$ large enough such that

$$
\prod_{n=1}^{\infty} \left(1 - \frac{2t}{\sqrt{2\pi n^3} \cdot \log(b)} e^{-\frac{(\log(b))^2 n^{2\epsilon}}{2t^2}} \right) \geq \exp\left\{ -2 \sum_{n \geq 1} \frac{2t}{\sqrt{2\pi n^3} \cdot \log(b)} e^{-\frac{(\log(b))^2 n^{2\epsilon}}{2t^2}} \right\}
$$

and

$$
\frac{1}{n^2} \cdot e^{-\frac{(\log(b))^2}{2t^2}} \geq \frac{1}{n^\epsilon \cdot \log(b)} \cdot e^{-\frac{(\log(b))^2 n^{2\epsilon}}{2t^2}}
$$

$\forall b > b_t$ and $n \geq 1$.

Lemma 5.4.2. Fixing $\epsilon > 0$, define $M_\epsilon \equiv \sup_{n \geq 1} \frac{|V_n|}{n^\epsilon}$ where $\{V_n\}$ are I.I.D. standard normal variables. Then $M_\epsilon$ has finite moment-generating function (i.e., $E[e^{t M_\epsilon}] < \infty$) for all $t \geq 0$.

Proof of Lemma 2.1.2. First, we write $V_n = (V_{n,1}, V_{n,2}, ..., V_{n,d})$, where $\{V_{n,i}\}_{1 \leq i \leq d}$ are I.I.D. standard normal random variables for all $n$ and $i$. Now, using Lemma 5.4.2 and the fact that $\|V_n\|_{\infty} \leq \sum_{i=1}^{d} |V_{n, i}|$, we can deduce

$$
N_{\frac{q-4}{2}} \triangleq \sup_{n \geq 1} \frac{\|V_n\|_{\infty}}{n^{\frac{q-4}{2}}}
$$

also has finite moment-generating function for all $t \geq 0$. Thus, we have

$$
\frac{\|\mu(x) - \mu(y)\|_{\infty}}{\|x - y\|_{\infty}} \leq \sum_{n=1}^{\infty} \frac{|\lambda_n|}{n^{4+\frac{q-2}{2}} n^{\frac{q-4}{2}}} \frac{\|V_n\|_{\infty}}{x - y} |\psi_n(x) - \psi_n(y)| \leq \sum_{n=1}^{\infty} \frac{|\lambda_n|}{n^{3+\frac{q-2}{2}}} \frac{N_{\frac{q-4}{2}} L \leq C N_{\frac{q-4}{2}}},
$$

for some constant $C > 1$ according to Assumptions $A1$ and $A2$. Notice we have found a bound for $\|\frac{\partial \mu}{\partial x^l}\|_{\infty}$ that has finite moment-generating function on the real line. Using a similar method, we can find bounds with finite moment-generating function on the real line for $\mu$ and $\|\frac{\partial^2 \mu}{\partial x^l \partial x^j}\|_{\infty}$. The same bound applies for $S_n$ (thus $\mu^{(n)}$, since $\mu^{(n)} = S_{\lfloor 2n^\gamma \rfloor}$) and $\mu^{(n)}$ for all $n$, and we can thus define a uniform bound finite moment-generating function for all these quantities on the real line denoted by $L_1$. The requirement $L_1 > 1$ can be added without affecting the result.
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A Proof of Supporting Lemmas

First, we introduce the following Levy-Ciesielski construction of the Brownian motion (see, for example [38]) for the understanding of supporting Lemma 5.1.7.

Lemma A.0.1. Let \( \{U_j^m : 1 \leq j \leq 2^{m-1}, m \geq 1\} \) along with \( U_0^0 \) be a sequence of I.I.D. standard normal random variables, and we define

\[
H(t) \triangleq I(0 \leq t < 1/2) - I(1/2 \leq t \leq 1)
\]

along with its family of functions \( \{H_j^m(t) = 2^m/2H(2^{m-1}t - j + 1) : 1 \leq j \leq 2^{m-1}, m \geq 1\} \) and constant function \( H_0^0(\cdot) = 1 \). Now, if we define \( B(t) \) for \( t \in [0,1] \) by

\[
B(t) \triangleq U_0^0 \int_0^t H_0^0(s)ds + \sum_{m \geq 1} \sum_{j=1}^{2^{m-1}} \left( U_j^m \int_0^t H_j^m(s)ds \right),
\]

then it can be shown that the right-hand side converges uniformly on \([0,1]\) almost surely and the process \( \{B(t) : t \in [0,1]\} \) is a standard Brownian motion on \([0,1]\).

Proof. See Section 2.3 of [24].

This theoretical construction provides ways to sample Brownian motion by sampling independent normal random variables. Here, for \( d' \)-dimensional Brownian motion we use \( d' \)-dimensional normal random variables. Furthermore, using Lemma A.0.1 and the fact that changing the sign of a standard normal variable does not change its distribution, we have the following corollary on \( B^{(n+1),a}(t) \) related to Definition 3.2.2.

Corollary A.0.2. Fixing \( n \geq 0 \) and the sequence of I.I.D. standard normal random variables \( \{U_j^m : 1 \leq j \leq 2^{m-1}, m \geq 1\} \) along with \( U_0^0 \), we can define

\[
B^{n+1,a}(t) \triangleq U_0^0 \int_0^t H_0^0(s)ds + \sum_{j=1}^{2^n} \left( -U_j^{n+1} \int_0^t H_j^{n+1}(s)ds \right) + \sum_{m \geq 1} \sum_{m \neq n+1} \sum_{j=1}^{2^{m-1}} \left( U_j^m \int_0^t H_j^m(s)ds \right),
\]

which is a Brownian motion on \([0,1]\).

Lemma A.0.3. Given a sequence of I.I.D. standard normal \( \{U_j^m : 1 \leq j \leq 2^{m-1}, m \geq 1\} \) along with \( U_0^0 \) and fixing \( n \geq 0 \), define \( B(t), 0 \leq t \leq 1 \) as in (A.1) and \( B^{n+1,a}(t), 0 \leq t \leq 1 \) as in (A.2). Then for \( 1 \leq k \leq 2^{n+1} \), let

\[
\Delta B^{n+1}_k = B(t_{k+1}^{n+1}) - B(t_k^{n+1})
\]

\[
\Delta B^{n+1,a}_k = B^{(n+1),a}(t_{k+1}^{n+1}) - B^{(n+1),a}(t_k^{n+1}).
\]
Then $\Delta B_k^{n+1}$ and $\Delta B_k^{n+1,a}$ satisfy equations (3.8) and thus (3.9) in Definition 3.2.2. Thus, we may regard $X_n^{a+1}(\cdot)$ to be an antithetic scheme $X_n^{a+1}(\cdot)$ generated under Brownian motion $B^{n+1,a}(\cdot)$ instead of $B(\cdot)$.

Proof of Lemma A.0.3 Following Definition A.0.1, fixing $n \geq 1$ and $0 \leq k \leq 2^{n-1} - 1$, we observe that

$$
\begin{aligned}
\int_{t_{2k}}^{t_{2k+1}} H_j^{m}(t)dt &= \int_{t_{2k}}^{t_{2k+1}} H_j^{m}(t)dt \quad \text{for all } m \neq n \text{ and } 1 \leq j \leq 2^{m-1}, \\
\int_{t_{2k}}^{t_{2k+1}} H_j^{m}(t)dt &= -\int_{t_{2k}}^{t_{2k+1}} H_j^{m}(t)dt \quad \text{for all } m = n \text{ and } 1 \leq j \leq 2^{m-1}.
\end{aligned}
$$

(A.3)

Thus, we have that, for $0 \leq k \leq 2^n - 1$,

$$
B^{n+1,a}(m+1) - B^{n+1,a}(t_{2k}) = B^{n+1,a}(t_{2k+1}) - B^{n+1,a}(t_{2k}) = \Delta B^{n+1,a}_{2k+1}
$$

by simply taking the difference in (A.2) and checking (A.3).

Proof of Lemma 3.1.4 Following Definition 5.1.2, define $R^R_{i,j}(t^n_{m}, t^n_{m}) = \sum_{k = l+1}^{m} A_{i,j}(t^n_{k-1}, t^n_{k})$ for $0 \leq l < m \leq 2^n, 1 \leq i, j \leq d'$ and $i \neq j$. Then, we can define

$$
\Gamma_R \triangleq \sup_{n \geq 1} \sup_{0 \leq s \leq t \leq 1} \max_{s \leq l < t \leq d', i \neq j} \left| \frac{R^R_{i,j}(s, t)}{t - s^{1/2}} \right| \quad \text{and} \quad \Gamma_{R-R} \triangleq \sup_{n \geq 1} \sup_{0 \leq s \leq t \leq 1} \max_{s \leq l < t \leq d', i \neq j} \left| \frac{R^R_{i,j}(s, t)}{t - s^{1/2}} \right|.
$$

Observing the definition for both the case $i = j$ and $i \neq j$, we have the following bound:

$$
\| \tilde{A} \|_{2\alpha} \leq \| A \|_{2\alpha} + \| B \|_{2\alpha} \quad \text{and} \quad \Gamma_R \leq \Gamma_R + \Gamma_{R-R}.
$$

(A.4)

Now, following Lemma 3.1 in [4], we define a family of random variables $(L^n_{i,j}(k)) : k = 0, 1, ..., 2^n-1, 1 \leq i, j \leq d', i \neq j; n \geq 1)$ satisfying:

$$
\begin{aligned}
L^n_{i,j}(0) &= 0, \\
L^n_{i,j}(k) &= L^n_{i,j}(k - 1) + (B_i(t^n_{2k-1}) - B_i(t^n_{2k-2})) (B_j(t^n_{2k}) - B_j(t^n_{2k-1})).
\end{aligned}
$$

Then, following Lemma 3.4 and its proof in [4], we define, for $1 \leq i, j \leq d'$ and $i \neq j$,

$$
N_{i,j,2} = \max\{n : |L^n_{i,j}(m) - L^n_{i,j}(l)| > (m - l)^{1/2} \Delta t^n_{2\alpha} \} \quad \text{for some } 0 \leq l < m \leq 2^{n-1},
$$

and define $N_2 = \max\{N_{i,j,2} : 1 \leq i, j \leq d', i \neq j\}$ along with

$$
\Gamma_L \triangleq \max\{1, \max_{1 \leq i, j \leq d', i \neq j} \max_{n < N_2} \max_{0 \leq l < m \leq 2^{n-1}} \left| \frac{L^n_{i,j}(m) - L^n_{i,j}(l)}{(m - l)^{1/2} \Delta t^n_{2\alpha}} \right| \}.
$$

Finally, we can use Definition 3.1.2 and apply the result of Lemma 3.5 in [4] to write:

$$
\Gamma_R \leq \frac{2^{-(2\alpha - 1)}}{1 - 2^{-(2\alpha - 1)}} \cdot \Gamma_L, \quad \text{and} \quad \| A \|_{2\alpha} \leq \Gamma_R \cdot \frac{2}{1 - 2^{2\alpha}} + \| B \|_{2\alpha} \cdot \frac{2^{1-\alpha}}{1 - 2^{2\alpha}}.
$$

(A.5)
Combining the result from (A.4) and (A.5), to conclude the proof, it suffices to show that \( \|B\|_\alpha, \Gamma_L \) and \( \Gamma_{R-\tilde{R}} \) has finite moments of every order. The fact that \( \|B\|_\alpha \) has finite moments of every order follows from Borell’s inequality for continuous Gaussian random fields (see Section 2.3 of [1]). To show \( \Gamma_L \) has finite moments of every order, we first follow the proof of Lemma 3.4 in [4] to show that

\[
\mathbb{P}(N_{i,j,2} \geq n) \leq \sum_{h=n}^{\infty} 2^{2h} \exp(-\theta' 2^{h(1-2\alpha)}) \\
\leq \sum_{h=0}^{\infty} 2^{2h} \exp(-\theta' 2^{h(1-2\alpha)}) \\
\leq C \exp(-\theta' 2^{n(1-2\alpha)})
\]

for some \( C > 1 \) and \( \theta' > 0 \). It follows that,

\[
\mathbb{P}(N_2 \geq n) \leq C(d')^2 \exp(-\theta' 2^{n(1-2\alpha)}), \quad (A.6)
\]

Therefore, we can show

\[
\mathbb{E}(\exp(\eta N_2)) \leq \sum_{n=1}^{\infty} C(d')^2 \exp(\eta n) \exp(-\theta' 2^{n(1-2\alpha)}) < \infty \quad (A.7)
\]

for every \( \eta > 0 \). On the other hand, since for \( m > l, n \leq N_2 \), we have

\[
(m - l)^{-\beta} \Delta t_n^{-2\alpha} = (m - l)^{-\beta} 2^{2\alpha n} \leq 2^{2\alpha N_2}
\]

and thus

\[
\Gamma_L \leq 1 + 2^{2\alpha N_2} \cdot \left( \max_{1 \leq i,j \leq d',i \neq j} \max_{n \leq N_2} \max_{0 \leq l \leq m < 2^{n-1}} |L_{i,j}^n (m) - L_{i,j}^n (l)| \right).
\]

Since \( N_2 \) has a finite moment-generating function on the whole real line according to (A.7), in order to establish that \( \Gamma_L \) has finite moments of every order, it suffices to show that

\[
\mathbb{E} \left[ \left( \sum_{n=1}^{N_2} \sum_{1 < l < m < 2^{n-1}} \sum_{1 \leq i,j \leq d',i \neq j} |L_{i,j}^n (m) - L_{i,j}^n (l)| \right)^k \right] < \infty
\]

for every \( k \geq 1 \). Letting \( \tilde{n} \) be the number of total elements being summed up inside the
previous expectation, it follows that \( \bar{n} \leq N_2 \cdot 2^{2N_2(d')^2} \) and therefore, by (3.15), that

\[
\mathbb{E} \left[ \left( \sum_{n=1}^{N_2} \sum_{1 \leq l < m < 2^n-1} \sum_{1 \leq i,j \leq d', i \neq j} |L_{i,j}^n(m) - L_{i,j}^n(l)| \right)^k \right] \leq \mathbb{E} \left[ \bar{n}^{k-1} \sum_{n=1}^{N_2} \sum_{1 \leq l < m < 2^n-1} \sum_{1 \leq i,j \leq d', i \neq j} |L_{i,j}^n(m) - L_{i,j}^n(l)|^k \right] \leq \sum_{n=1}^{\infty} \sum_{1 \leq l < m < 2^n-1} \sum_{1 \leq i,j \leq d', i \neq j} \mathbb{E} \left[ (N_2 \cdot 2^{2N_2(d')^2})^{k-1} |L_{i,j}^n(m) - L_{i,j}^n(l)|^k I (N_2 \geq n) \right]. \tag{A.8}
\]

To bound the term in (A.8), we first show that, fixing any \( h \geq 1 \), \( \mathbb{E}|L_{i,j}^n(m) - L_{i,j}^n(l)|^h \) is uniformly bounded for any \( n \geq 1, 1 \leq l < m \leq 2^n-1, 1 \leq i, j \leq n \) and \( i \neq j \).

Let \( \{Y_{i'}\}_{i' \geq 1} \) be I.I.D. random variables such that \( Y \overset{d}{=} Z_1 \cdot Z_2 \) where \( Z_1, Z_2 \) are independent standard normal random variables. It follows from Hölder’s inequality and Jensen’s inequality that we can find \( C_h > 0 \) such that \( \mathbb{E}[\frac{\sum_{n=1}^{N_2} Y_{i'}}{n}]^h < C_h \) for all \( n \geq 1 \). Then \( \mathbb{E}|L_{i,j}^n(m) - L_{i,j}^n(l)|^h \) follows from \( |L_{i,j}^n(m) - L_{i,j}^n(l)| \overset{d}{=} |\Delta \bar{t}_n \sum_{l'=1}^{m-l} Y_{i'}| \leq |\sum_{m-l}^{m-l} Y_{i'}| \). Specifically \( \mathbb{E}|L_{i,j}^n(m) - L_{i,j}^n(l)|^{4k} < C_{4k} \) for all \( n \geq 1 \). Now we can use Hölder’s inequality multiple times and the fact that \( N_2 \) has moment-generating function to conclude:

\[
\mathbb{E} \left[ (d')^{2(k-1)} 2^{3N_2(k-1)} |L_{i,j}^n(m) - L_{i,j}^n(l)|^k I (N_2 \geq n) \right] \leq C' f (N_2 \geq n)^{1/2}
\]

for some \( C' > 0 \) and therefore, it follows from (A.6) and the estimate in (A.8) that \( \Gamma_L \) has moments of every order.

Finally, to show that \( \Gamma_{R-R} \) has finite moments of every order, we define another family of random variables \( (\tilde{L}_{i,j}^n(k) : k = 0, 1, \ldots, 2^n, 1 \leq i, j \leq d', i \neq j, n \geq 1) \) satisfying:

\[
\begin{align*}
\tilde{L}_{i,j}^n(0) &= 0 \\
\tilde{L}_{i,j}^n(k) &= \tilde{L}_{i,j}^n(k-1) + (B_i(t_{k}) - B_i(t_{k}) (t_{k})) (B_j(t_{k}) - B_j(t_{k}))
\end{align*}
\]

and similarly define

\[
\tilde{N}_2 = \max\{n : |\tilde{L}_{i,j}^n(m) - \tilde{L}_{i,j}^n(l)| > (m-l)^\beta \Delta t_n \} \quad \text{for some} \quad 0 \leq l < m \leq 2^n, 1 \leq i, j \leq d', i \neq j\}
\]

as well as

\[
\Gamma_L \triangleq \max\{1, \max_{1 \leq i,j \leq d', i \neq j} \max_{n \leq N_2} \max_{0 \leq l < m < 2^n-1} \frac{|\tilde{L}_{i,j}^n(m) - \tilde{L}_{i,j}^n(l)|}{(m-l)^\beta \Delta t_n} \}.
\]

Then, for \( 1 \leq i, j \leq d', i \neq j, n \geq 1 \) and \( 0 \leq s < t \leq 1, s, t \in D_n \), we have

\[
\tilde{R}_{i,j}^n(s, t) - \tilde{R}_{i,j}^n(s, t) = \sum_{k=s2^n+1}^{t2^n} \tilde{A}_{i,j}^n(t_{k-1}) (t_{k} - (t_{k-1})) = \tilde{L}_{i,j}^n(t2^n) - \tilde{L}_{i,j}^n(s2^n),
\]

which implies \( \Gamma_{R-R} \leq \Gamma_L \). We can now proceed to show \( \Gamma_L \) has finite moments of every order in the similar fashion as we did for \( \Gamma_L \). This completes the proof.
Proof of Lemma 6.1.5. Let \( X^M_n(\cdot) \) be the following Milstein discretization scheme with step size \( 2^{-n} \):

\[
X^M_n(t^n_{k+1}) = X^M_n(t^n_k) + \mu_i(X^M_n(t^n_k)) \Delta t_n + \sum_{j=1}^{d'} \sigma_{ij}(X^M_n(t^n_k)) \Delta B^b_{j,k} \\
+ \sum_{j=1}^{d'} \sum_{l=1}^{d} \sum_{m=1}^{d'} \frac{\partial \sigma_{ij}}{\partial x_l}(X^M_n(t^n_k)) \sigma_{lm}(X^M_n(t^n_k)) A_{mj}(t^n_k, t^n_{k+1}).
\]

where we use \( A_{ij}(s, t) \) instead of \( \tilde{A}_{ij}(s, t) \) defined in [5, L.4]. (This distinguishes \( X^M_n(\cdot) \) from \( X_n(\cdot) \), our antithetic scheme.). Then, fixing \( \mu \in \mathcal{L}_1 \) and \( \mu^{(n)} \in \mathcal{L}_1 \) with bounding number \( L_1 \), we can compute constant \( C_1 \) explicitly in terms of \( L_1, \|B\|_\alpha \) and \( \|A\|_{2\alpha} \) (originally denoted as \( M, \|Z\|_\alpha \) and \( \|A\|_{2\alpha} \) in [4]) such that for \( n \) large enough and \( r, t \in D_n \),

\[
\|X^M_n(t) - X^M_n(r)\|_\infty \leq C_1 |t - r|^\alpha
\]

See page 305 of [4, Lemma 6.1]. To get the result for \( X_n(\cdot) \) instead of \( X^M_n(\cdot) \), we follow page 283 of [4, Lemma 2.1], replacing \( \|A\|_{2\alpha} \) by \( \|\tilde{A}\|_{2\alpha} \) in notation, we define

\[
\begin{align*}
C_1(\delta) &= \tilde{d}L_1\|B\|_\alpha + 1/2 \\
C_2(\delta) &= \tilde{d}^3L_1^2\|A\|_{2\alpha} + 1/2 \\
C_3(\delta) &= \frac{2}{1-2^{-2x}}(\tilde{d}L_1C_1(\delta)^2\|B\|_\alpha + \tilde{d}^2L_1C_2(\delta)\|B\|_\alpha + \tilde{d}^3L_1^2\|B\|_\alpha + 2\tilde{d}^3L_1^2C_1(\delta)\|A\|_{2\alpha})
\end{align*}
\]

and we then find some fixed polynomial \( P(x) > 1 \) for \( x > 1 \) so that if \( \delta = \left( P(L_1, \|B\|_\alpha, \|A\|_{2\alpha}) \right)^{-1} \), then

\[
C_3(\delta)^{2\alpha} + L_1\delta^{1-\alpha} + \tilde{d}^3L_1^2\|A\|_{2\alpha}\delta^{\alpha} < 1/2 \quad \text{also} \quad C_3(\delta)^{\alpha} < 1/2,
\]

so that Equation (6.4) in page 308 of [4, Lemma 6.1] is satisfied:

\[
\begin{align*}
C_1(\delta) &\geq \tilde{d}L_1\|B\|_\alpha + L_1\delta^{1-\alpha} + \tilde{d}L_1\|B\|_\alpha + \tilde{d}^3L_1^2\|\tilde{A}\|_{2\alpha}\delta^{\alpha} \\
C_2(\delta) &\geq \tilde{d}^3L_1^2\|A\|_{2\alpha} + \tilde{d}^3L_1^2\|\tilde{A}\|_{2\alpha} \\
C_3(\delta) &\geq \frac{2}{1-2^{-2x}}(\tilde{d}L_1C_1(\delta)^2\|B\|_\alpha + \tilde{d}^2L_1C_2(\delta)\|B\|_\alpha + \tilde{d}^3L_1^2\|B\|_\alpha + 2\tilde{d}^3L_1^2C_1(\delta)\|A\|_{2\alpha})
\end{align*}
\]

which gives, according to line 12 – 17 of page 308 of [4, Lemma 6.1], that

\[
\|X_n(t) - X_n(r)\|_\infty \leq \frac{2}{\delta} C_1(\delta)|t - r|^\alpha \quad \text{(A.9)}
\]

for all \( n \) large enough where \( \Delta t_n \leq \frac{1}{2}\delta \). Notice here we have changed the result to address \( X_n(\cdot) \) instead of \( X^M_n(\cdot) \), and so far it just follows from an easy modification of [4, Lemma 6.1].
Now, to extend the result for \( n \) where \( \Delta t_n > \frac{\delta}{2} \), notice the recursion step in (3.6) is carried out at most \( 2^n \) number of times where \( 2^n = (\Delta t_n)^{-1} < 2(\delta)^{-1} = 2\mathcal{P}(L_1, \|B\|_\alpha, \|A\|_{2\alpha}) \). By analyzing (3.6) term by term, we have

\[
\|X_n(t^n_{k+1}) - X_n(t^n_k)\|_\infty \leq d(C_1 \Delta t_n + \bar{d}L\|B\|_\alpha + \bar{d}^3 L^2\|A\|_{2\alpha} \Delta t^n_{2\alpha})
\]

\[
\leq d(C_1 + \bar{d}L\|B\|_\alpha + \bar{d}^3 L^2\|A\|_{2\alpha}) \Delta t^n_{2\alpha}
\]

for some \( C > 1 \). Since \( \Delta t_n < 1 \), thus, for \( \Delta t_n > \frac{\delta}{2} \),

\[
\|X_n(t) - X_n(r)\|_\infty \leq \left| \frac{t - r}{\Delta t_n} \right| \bar{d}(C_1 + \bar{d}L\|B\|_\alpha + \bar{d}^3 L^2\|A\|_{2\alpha}) \Delta t^n_{2\alpha}
\]

\[
\leq \bar{d}(C_1 + \bar{d}L\|B\|_\alpha + \bar{d}^3 L^2\|A\|_{2\alpha}) \Delta t^n_{2\alpha} \leq \bar{d}(C_1 + \bar{d}L\|B\|_\alpha + \bar{d}^3 L^2\|A\|_{2\alpha}) \mathcal{P}(L_1, \|B\|_\alpha, \|A\|_{2\alpha}) \cdot |t - (\bar{A})_{10}|
\]

where the last line follows from \( \mathcal{P}(x) > 1 \) for \( x > 1 \). The second to last line follows from \( \Delta t_n > \frac{\delta}{2} \). We now combine (A.9) and (A.10) and let

\[
\mathcal{P}'(L_1, \|B\|_\alpha, \|A\|_{2\alpha}) \triangleq 2\bar{d}(C_1 + \bar{d}L\|B\|_\alpha + \bar{d}^3 L^2\|A\|_{2\alpha}) \cdot \mathcal{P}(L_1, \|B\|_\alpha, \|A\|_{2\alpha}) \cdot \frac{2}{\delta} C_1(\delta)
\]

be the polynomial where

\[
\|X_n(t) - X_n(r)\|_\infty \leq \mathcal{P}'(L_1, \|B\|_\alpha, \|\tilde{A}\|_{2\alpha}) |t - r|^\alpha
\]

for all \( n \). This completes the proof. \( \square \)

**Proof of Lemma 5.1.6** The discretization scheme \( \hat{X}^n(\cdot) \) from Equation (2.4) on page 280 of [4] is defined as:

\[
\hat{X}_i^n(t^n_{k+1}) = \hat{X}_i^n(t^n_k) + \mu_i(\hat{X}_i^n(t^n_k)) \Delta t_n + \sum_{j=1}^{d'} \sigma_{ij}(\hat{X}_i^n(t^n_k)) \Delta B_{ij}^n
\]

\[
+ \sum_{j=1}^{d'} \sum_{l=1}^{d} \sum_{m=1}^{d'} \frac{\partial \sigma_{ij}(\hat{X}_i^n(t^n_k))}{\partial x_l} \sigma_{lm}(\hat{X}_i^n(t^n_k)) \hat{A}_{ij}(t^n_k, t^n_{k+1})
\]

where \( \hat{A}_{ij}(s, t) = 0 \) for \( i \neq j \) and \( \hat{A}_{i,i}(s, t) = A_{i,i}(s, t) \forall 1 \leq i \leq d \) as in Definition 5.1.2. Consequently, it is defined on page 280 of [4], as in Definition 5.1.2, that

\[
R_{i,j}^n(t^n_s, t^n_m) \triangleq \sum_{k=t+1}^{m} \{ A_{i,j}(t^n_{k-1}, t^n_k) - \hat{A}_{i,j}(t^n_{k-1}, t^n_k) \}
\]

and \( \Gamma_R \triangleq \sup_n \sup_{0 \leq s, t \leq 1} \max_{1 \leq i, j \leq d'} \frac{|R_{i,j}^n(s, t)|}{|t - s|^{\beta} \Delta t^n_{2\alpha - \beta}}. \)
With a slight change in notation, we replace $M$ with $L_1(\omega)$, $\|Z\|_{\alpha}$ with $\|B\|_{\alpha}$, then according to [4, Theorem 2.1], we can find constant $G$ (for notation consistency with [4]) explicitly in terms of $L_1, K_\alpha, K_{2\alpha}$ and $K_R$ such that

$$\|\hat{X}^n(t) - X_t\|_\infty \leq G \Delta t_n^{2\alpha - \beta}$$

where we may take $K_\alpha = \|B\|_{\alpha}, K_{2\alpha} = \|A\|_{2\alpha}$ and $K_R = \Gamma_R + 1$.

To prove a similar result for $\|X^n(t) - X_t\|_\infty$ instead of $\|\hat{X}^n(t) - X_t\|_\infty$, we replace $\Gamma_R$ with our $\tilde{\Gamma}_\alpha$ defined in Definition 5.1.2 the proof will follow exactly as in the proof of Theorem 2.1 in [4][Proposition 6.1 and 6.2]. Particularly, we are able to compute constant $G$ such that $\|X^n(t) - X_t\|_\infty \leq G \Delta t_n^{2\alpha - \beta}$.

Moreover, following Section 2.2 on pages 282 - 283 of [4] (part of which is shown in Lemma (5.1.5)), the construction of the constant $G$ only involves multiplication and addition among the variables $L_1, \|B\|_{\alpha}, \|A\|_{2\alpha}, \Gamma_R$ and constants. This suggests that we can find some fixed polynomial $P''(\cdot)$ such that $P''(x) > 1$ for $x > 1$

$$\|X^n(t) - X_t\|_\infty \leq P''(L_1, \|B\|_{\alpha}, \|A\|_{2\alpha}, \Gamma_R) \Delta t_n^{2\alpha - \beta}.$$  

\[\square\]

**Remark.** A technical detail here is that the construction of the constant $G$ in Section 2.2 of [4] for Theorem 2.1 actually only makes the statement of Theorem 2.1 valid for $n$ “large” enough, see the proof of Theorem 2.1 in Section 6 of [4][Proposition 6.1 and 6.2]. However, we may extend the result to hold for all $n$ using the similar method in our (A.10) of Lemma 5.1.5. There we modified the proof to extend the result originally only valid for $n$ “large” enough, meaning $\Delta t_n \leq \frac{\delta}{2}$ for $\delta = (P_1(L_1, \|B\|_{\alpha}, \|A\|_{2\alpha}))^{-1}$, to all $n$ while still maintaining the bound $P'(\cdot)$ to be some polynomial of $L_1, \|B\|_{\alpha}$ and $\|A\|_{2\alpha}$. The situation is similar here, and by a similar but more lengthy argument, we can extend the result of Lemma (5.1.6) to hold for all $n$ while still making the upper bound of $G$ above, namely $P''(\cdot)$, to be a polynomial of $L_1, \|B\|_{\alpha}, \|A\|_{2\alpha}$.

**Proof of Lemma 5.1.7.** Denote $X(t; \mu, B), 0 \leq t \leq 1$ to be the solution of SDE under field $\mu(\cdot) \in \mathcal{L}_1$ and Brownian motion $B(t), 0 \leq t \leq 1$. Let $X_n(t; \mu^{(n)}, B)$ be our antithetic scheme under the field $\mu^{(n+1)} \in \mathcal{L}_1$ instead of $\mu^{(n)}$. Since the Brownian increments $\Delta B_k, 1 \leq k \leq 2^n$ are the same for $B(\cdot)$ and $B^{(n+1),a}(\cdot)$ by (3.9), we have that

$$X_n(1; \mu^{(n+1)}, B) = X_n(1; \mu^{(n+1)}, B^{n+1,a})$$
and thus,
\[
\|X_{n+1}(1) - X_{n+1}^a(1)\|_\infty \\
\leq \|X_{n+1}(1) - X_n(1; \mu^{(n+1)}, B)\|_\infty + \|X_n^a(1) - X_n(1; \mu^{(n+1)}, B^{n+1,a})\|_\infty \\
\leq \|X_{n+1}(1) - X(1; \mu^{(n+1)}, B)\|_\infty + \|X_n(1; \mu^{(n+1)}, B) - X(1; \mu^{(n+1)}, B)\|_\infty \\
+ \|X_n^a(1) - X(1; \mu^{(n+1)}, B^{n+1,a})\|_\infty + \|X_n(1; \mu^{(n+1)}, B^{n+1,a}) - X(1; \mu^{(n+1)}, B^{n+1,a})\|_\infty \\
\leq 2 \Big( P''(L_1, \|B\|_\alpha, \|A\|_{2\alpha}, \Gamma \tilde{R}) + P''(L_1, \|B^{n+1,a}\|_\alpha, \|A^{n+1,a}\|_{2\alpha}, \Gamma \tilde{R}^{n+1,a}) \Big) \Delta t_n^{2\alpha - \beta} \\
(A.11)
\]

The last line follows from Lemma 5.1.6 where quantity \(\|B^{n+1,a}\|_\alpha, \|A^{n+1,a}\|_{2\alpha}, \Gamma \tilde{R}^{n+1,a}\) is defined for \(B^{n+1,a}(\cdot)\) as for \(B(\cdot)\) in Definition 5.1.1. Now, raising inequality (A.11) to the eighth power and using Lemma 5.1.4, we can find polynomial \(P_4(x) > 1\) for \(x > 1\) such that
\[
\mathbb{E}_{\mu(\omega)}[\|X_{n+1}(1) - X_{n+1}^a(1)\|_\infty^8] \leq P_4(L_1) \Delta t_n^{8(2\alpha - \beta)}
\]
for all \(n\).

Proof of Lemma 7.4.7 Using elementary calculus, we have that \(log(1 - r) \geq -2r\) for all \(0 \leq r \leq \frac{1}{2}\). Thus, to show (5.33), we only need to show
\[
\frac{2t}{\sqrt{2\pi n^\epsilon \cdot \log(b)}} e^{-\frac{t \log(b)^2 n^{2\epsilon}}{2t^2}} \leq \frac{1}{2} \tag{A.12}
\]
\(\forall n \geq 1\) and for this we can choose \(b_{t,1} > 3\) large enough such that
\[
\frac{2t}{\sqrt{2\pi \cdot \log(b)}} e^{-\frac{t \log(b)^2}{2t^2}} \leq \frac{1}{2},
\]
thus (A.12) will hold \(\forall n \geq 1, b > b_{t,1}\).

To check (5.34), if we pick \(b_{t,2} > 3\), we have
\[
\frac{1}{n^\epsilon} e^{-\frac{(t \log(b))^2 n^{2\epsilon}}{2t^2}} \geq \frac{1}{n^\epsilon \cdot \log(b)} e^{-\frac{(t \log(b))^2 n^{2\epsilon}}{2t^2}}.
\]

Thus, if we write \(\rho(b) \triangleq e^{-\frac{(t \log(b))^2}{2t^2}}\), for (5.34) to hold, we just need to make sure that we can find \(b_{t,2}\) large so that \(\rho(b_{t,2})\) is small enough and satisfies:
\[
\frac{1}{n^\epsilon} \rho(b_{t,2})^{n^{2\epsilon}} \leq \frac{1}{n^2} \rho(b_{t,2}) \iff n^{2-\epsilon} \rho(b_{t,2})^{n^{2\epsilon-1}} \leq 1 \iff (2-\epsilon) \log(n) + (n^{2\epsilon-1}) \log(\rho(b_{t,2})) \leq 0
\]
for \(n \geq 1\) where the last equivalent condition is easy to check using calculus by setting \(\rho(b_{t,2})\) small enough.

Finally, we take \(b_t \triangleq \max\{b_{t,1}, b_{t,2}\}\) to conclude the proof. \qed
Proof of Lemma 5.4.2. Using tail bound that \( \int_{\xi}^{\infty} e^{-\frac{t^2}{2}} dt \leq \frac{1}{\xi} e^{-\frac{\xi^2}{2}} \) for all \( \xi > 0 \), we obtain
\[
\mathbb{P}(M > b) = 1 - \mathbb{P}(M \leq b) = 1 - \prod_{n=1}^{\infty} \mathbb{P}(|Z_n| \leq bn^\varepsilon) \leq 1 - \prod_{n=1}^{\infty} \mathbb{P}(1 - \frac{2}{\sqrt{2\pi \cdot bn^\varepsilon}} e^{-\frac{b^2 n^2 \varepsilon^2}{2}}), \tag{A.13}
\]
Thus, we have
\[
\mathbb{E}[e^{tM}] = \int_0^\infty \mathbb{P}(e^{tM} > b) db \\
\leq b_t + \int_{b_t}^\infty \mathbb{P}(M > \frac{\log(b)}{t}) db \quad \text{(where } b_t \text{ is from Lemma 5.4.1)} \\
\leq b_t + \int_{b_t}^\infty (1 - \prod_{n=1}^{\infty} (1 - \frac{2t}{\sqrt{2\pi n^\varepsilon \cdot \log(b)}} e^{-\frac{\log(b)^2 n^2 \varepsilon^2}{2t^2}})) db \quad \text{(by using (A.13))} \\
\leq b_t + \int_{b_t}^\infty (1 - e^{-2 \sum_{n \geq 1} \frac{2t}{\sqrt{2\pi n^\varepsilon \cdot \log(b)}} e^{-\frac{\log(b)^2 n^2 \varepsilon^2}{2t^2}}}) db \quad \text{(using (5.33))} \\
\leq b_t + \int_{b_t}^\infty (2 \sum_{n \geq 1} \frac{2t}{\sqrt{2\pi n^\varepsilon \cdot \log(b)}} e^{-\frac{\log(b)^2 n^2 \varepsilon^2}{2t^2}}) db \quad \text{(using (5.34))} \\
\leq b_t + \int_{b_t}^\infty (2 \sum_{n \geq 1} \frac{2t}{\sqrt{2\pi n^2}} e^{-\frac{\log(b)^2}{2t^2}}) db \quad \text{(where } C \text{ is some fixed constant)} \\
\leq b_t + C \cdot \int_{b_t}^\infty \frac{\log(b)}{2t^2} db \quad \text{(change of variable by } \log(b) = s) \\
\leq b_t + C \cdot \int_{\log(b_t)}^{\infty} e^{-\frac{s^2}{2t^2}} ds < \infty
\]
\( \square \)