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Abstract
We present the findings and results of the Second Nuanced Arabic Dialect Identification Shared Task (NADI 2021). This Shared Task includes four subtasks: country-level Modern Standard Arabic (MSA) identification (Subtask 1.1), country-level dialect identification (Subtask 1.2), province-level MSA identification (Subtask 2.1), and province-level sub-dialect identification (Subtask 2.2). The shared task dataset covers a total of 100 provinces from 21 Arab countries, collected from the Twitter domain. A total of 53 teams from 23 countries registered to participate in the tasks, thus reflecting the interest of the community in this area. We received 16 submissions for Subtask 1.1 from five teams, 27 submissions for Subtask 1.2 from eight teams, 12 submissions for Subtask 2.1 from four teams, and 13 Submissions for subtask 2.2 from four teams.

1 Introduction
Arabic is the native tongue of ∼ 400 million people living the Arab world, a vast geographical region across Africa and Asia. Far from a single monolithic language, Arabic has a wide number of varieties. In general, Arabic could be classified into three main categories: (1) Classical Arabic, the language of the Qur’an and early literature; (2) Modern Standard Arabic (MSA), which is usually used in education and formal and pan-Arab media; and (3) dialectal Arabic (DA), a collection of geopolitically defined variants. Modern day Arabic is usually referred to as diglossic with a so-called ‘High’ variety used in formal settings (MSA), and a ‘Low’ variety used in everyday communication (DA). DA, the presumably ‘Low’ variety, is itself a host of variants. For the current work, we focus on geography as an axis of variation where people from various sub-regions, countries, or even provinces within the same country, may be using Arabic differently.

The Nuanced Arabic Dialect Identification (NADI) series of shared tasks aim at furthering the study and analysis of Arabic variants by providing resources and organizing classification competitions under standardized settings. The First Nuanced Arabic Dialect Identification (NADI 2020) Shared Task targeted 21 Arab countries and a total of 100 provinces across these countries. NADI 2020 consisted of two subtasks: country-level dialect identification (Subtask 1) and province-level detection (Subtask 2). The two subtasks depended on Twitter data, making it the first shared task to target naturally-occurring fine-grained dialectal text at the sub-country level. The Second Nuanced Arabic Dialect Identification (NADI 2021) is similar to NADI 2020 in that it also targets the same 21 Arab countries and 100 corresponding provinces and is based on Twitter data. However, NADI 2021 has four subtasks, organized into country level and
province level. For each classification level, we afford both MSA and DA datasets as Table 1 shows.

| Variety | Country | Province |
|---------|---------|----------|
| MSA     | Subtask 1.1 | Subtask 2.1 |
| DA      | Subtask 1.2 | Subtask 2.2 |

Table 1: NADI 2021 subtasks.

We provided participants with a new Twitter labeled dataset that we collected exclusively for the purpose of the shared task. The dataset is publicly available for research.¹ A total of 53 teams registered for the shard task, of whom 8 unique teams ended up submitting their systems for scoring. We allowed a maximum of five submissions per team. We received 16 submissions for Subtask 1.1 from five teams, 27 submissions for Subtask 1.2 from eight teams, 12 submissions for Subtask 2.1 from four teams, and 13 Submissions for task 2.2 from four teams. We then received seven papers, all of which we accepted for publication.

This paper is organized as follows. We provide a brief overview of the computational linguistic literature on Arabic dialects in Section 2. We describe the two subtasks and dataset in Sections 3 and Section 4, respectively. And finally, we introduce participating teams, shared task results, and a high-level description of submitted systems in Section 5.

2 Related Work

As we explained in Section 1, Arabic has three main categories: CA, MSA, and DA. While CA and MSA have been studied extensively (Harrell, 1962; Cowell, 1964; Badawi, 1973; Brustad, 2000; Holes, 2004), DA has received more attention only in recent years.

One major challenge with studying DA has been rarity of resources. For this reason, most pioneering DA works focused on creating resources, usually for only a small number of regions or countries (Gadalla et al., 1997; Diab et al., 2010; Al-Sabbagh and Girju, 2012; Sadat et al., 2014; Smaïli et al., 2014; Jarrar et al., 2016; Khalifa et al., 2016; Al-Twairesh et al., 2018; El-Haj, 2020). A number of works introducing multi-dialectal data sets and regional level detection models followed (Zaidan and Callison-Burch, 2011; Elfardy et al., 2014; Bouamor et al., 2014; Metfouh et al., 2015).

Arabic dialect identification work as further sparked by a series of shared tasks offered as part of the VarDial workshop. These shared tasks used speech broadcast transcriptions (Malmasi et al., 2016), and integrated acoustic features (Zampieri et al., 2017) and phonetic features (Zampieri et al., 2018) extracted from raw audio. Althobaiti (2020) is a recent survey of computational work on Arabic dialects.

The Multi Arabic Dialects Application and Resources (MADAR) project (Bouamor et al., 2018) introduced finer-grained dialectal data and a lexicon. The MADAR data were used for dialect identification at the city level (Salameh et al., 2018; Obeid et al., 2019) of 25 Arab cities. An issue with the MADAR data, in the context of DA identification, is that it was commissioned and not naturally occurring. Several larger datasets covering 10-21 countries were also introduced (Mubarak and Darwish, 2014; Abdul-Mageed et al., 2018; Zaghouani and Charfi, 2018). These datasets come from the Twitter domain, and hence are naturally-occurring.

Several works have also focused on socio-pragmatics meaning exploiting dialectal data. These include sentiment analysis (Abdul-Mageed et al., 2014), emotion (Alhuzali et al., 2018), age and gender (Abbes et al., 2020), offensive language (Mubarak et al., 2020), and sarcasm (Abu Farha and Magdy, 2020). Concurrent with our work, (Abdul-Mageed et al., 2020c) also describe data and models at country, province, and city levels.

The first NADI shared task, NADI 2020 (Abdul-Mageed et al., 2020b), comprised two subtasks, one focusing on 21 Arab countries exploiting Twitter data, and another on 100 Arab provinces from the same 21 countries. As is explained in (Abdul-Mageed et al., 2020b), the NADI 2020 datasets included a small amount of non-Arabic and also a mixture of MSA and DA. For NADI 2021, we continue to focus on 21 countries and 100 provinces. However, we breakdown the data into MSA and DA for a stronger signal. This also gives us the opportunity to study each of these two main categories independently. In other words, in addition to dialect and sub-dialect identification, it allows us to investigate the extent to which MSA itself can be teased apart at the country and province levels. Our hope is that NADI 2021 will support exploring variation in geographical regions that have not been studied before.

¹The dataset is accessible via our GitHub at: https://github.com/UBC-NLP/nadi.
3 Task Description

The NADI shared task consists of four subtasks, comprising two levels of classification—country and province. Each level of classification is carried out for both MSA and DA. We explain the different subtasks across each classification level next.

3.1 Country-level Classification

- **Subtask 1.1: Country-level MSA.** The goal of Subtask 1.1 is to identify country level MSA from short written sentences (tweets). NADI 2021 Subtask 1.1 is novel since no previous works focused on teasing apart MSA by country of origin.

- **Subtask 1.2: Country-level DA.** Subtask 1.2 is similar to Subtask 1.1, but focuses on identifying country level dialect from tweets. Subtask 1.2 is similar to previous works that have also taken country as their target (Mubarak and Darwish, 2014; Abdul-Mageed et al., 2018; Zaghouani and Charfi, 2018; Bouamor et al., 2019; Abdul-Mageed et al., 2020b).

We provided labeled data to NADI 2021 participants with specific training (TRAIN) and development (DEV) splits. Each of the 21 labels corresponding to the 21 countries is represented in both TRAIN and DEV. Teams could score their models through an online system (codalab) on the DEV set before the deadline. We released our TEST set of unlabeled tweets shortly before the system submission deadline. We then invited participants to submit their predictions to the online scoring system housing the gold TEST set labels. Table 2 shows the distribution of the TRAIN, DEV, and TEST splits across the 21 countries.

3.2 Province-level Classification

- **Subtask 2.1: Province-level MSA.** The goal of Subtask 2.1 is to identify the specific state or province (henceforth, **province**) from which an MSA tweet was posted. There are 100 province labels in the data, and provinces are unequally distributed among the list of 21 countries.

- **Subtask 2.2: Province-level DA.** Again, Subtask 2.2 is similar to Subtask 2.1, but the goal is identifying the province from which a dialectal tweet was posted.

While the MADAR shared task (Bouamor et al., 2019) involved prediction of a small set of cities, NADI 2020 was the first to propose automatic dialect identification at geographical regions as small as provinces. Concurrent with NADI 2020, (Abdul-Mageed et al., 2020c) introduced the concept of microdialects, and proposed models for identifying language varieties defined at both province and city levels. NADI 2021 follows these works, but has one novel aspect: We introduce province-level identification for MSA and DA independently (i.e., each variety is handled in a separate subtask). While province-level sub-dialect identification may be challenging, we hypothesize province-level MSA might be even more difficult. However, we were curious to what extent, if possible at all, a machine would be successful in teasing apart MSA data at the province-level.

In addition, similar to NADI 2020, we acknowledge that province-level classification is somewhat related to geolocation prediction exploiting Twitter data. However, we emphasize that geolocation prediction is performed at the level of users, rather than tweets. This makes our subtasks different from geolocation work. Another difference lies in the way we collect our data as we will explain in Section 4. Tables 11 and 12 (Appendix A) show the distribution of the 100 province classes in our MSA and DA data splits, respectively. **Importantly, for all 4 subtasks, tweets in the TRAIN, DEV and TEST splits come from disjoint sets.**

3.3 Restrictions and Evaluation Metrics

We follow the same general approach to managing the shared task as our first NADI in 2020. This includes providing participating teams with a set of restrictions that apply to all subtasks, and clear evaluation metrics. The purpose of our restrictions is to ensure fair comparisons and common experimental conditions. In addition, similar to NADI 2020, our data release strategy and our evaluation setup through the CodaLab online platform facilitated the competition management, enhanced timeliness of acquiring results upon system submission, and guaranteed ultimate transparency.

Once a team registered in the shared task, we directly provided the registering member with the data via a private download link. We provided the data in the form of the actual tweets posted to the Twitter platform, rather than tweet IDs. This ensures that teams can develop their models based on the actual content of the tweets, allowing for a more realistic assessment of performance.

---

2 https://codalab.org/
### Table 2: Distribution of classes and data splits over our MSA and DA datasets for the four subtasks.

| Country | Provinces | MSA (Subtasks 1.1 & 2.1) | DA (Subtasks 1.2 & 2.2) |
|---------|-----------|--------------------------|--------------------------|
|         | Train | DEV | TEST | Total | % | Train | DEV | TEST | Total | % |
| Algeria | 9 | 1,899 | 427 | 439 | 2,765 | 8.92 | 1,809 | 430 | 391 | 2,630 | 8.48 |
| Bahrain | 1 | 211 | 51 | 51 | 313 | 1.01 | 215 | 52 | 52 | 319 | 1.03 |
| Djibouti | 1 | 211 | 52 | 51 | 314 | 1.01 | 215 | 27 | 7 | 249 | 0.80 |
| Egypt | 20 | 4,220 | 1,032 | 998 | 6,241 | 20.13 | 4,283 | 1,041 | 1,051 | 6,375 | 20.56 |
| Iraq | 13 | 2,719 | 671 | 652 | 4,042 | 13.04 | 2,729 | 664 | 664 | 4,057 | 13.09 |
| Jordan | 2 | 422 | 103 | 102 | 627 | 2.02 | 429 | 104 | 105 | 638 | 2.06 |
| Kuwait | 2 | 422 | 103 | 102 | 627 | 2.02 | 429 | 105 | 106 | 640 | 2.06 |
| Lebanon | 3 | 633 | 155 | 141 | 929 | 3.00 | 644 | 157 | 120 | 921 | 2.97 |
| Libya | 6 | 1,266 | 310 | 307 | 1,883 | 6.07 | 1,286 | 314 | 316 | 1,916 | 6.18 |
| Mauritanian | 1 | 211 | 52 | 51 | 314 | 1.01 | 215 | 53 | 53 | 321 | 1.04 |
| Morocco | 4 | 844 | 207 | 205 | 1,256 | 4.05 | 858 | 207 | 212 | 1,277 | 4.12 |
| Oman | 7 | 1,477 | 341 | 357 | 2,175 | 7.02 | 1,501 | 355 | 371 | 2,227 | 7.18 |
| Palestine | 2 | 422 | 102 | 102 | 626 | 2.02 | 428 | 104 | 105 | 637 | 2.05 |
| Qatar | 1 | 211 | 51 | 51 | 314 | 1.01 | 215 | 52 | 53 | 320 | 1.03 |
| KSA | 10 | 2,110 | 510 | 510 | 3,130 | 10.10 | 2,140 | 520 | 522 | 3,182 | 10.26 |
| Somalia | 2 | 346 | 63 | 102 | 511 | 1.65 | 172 | 49 | 55 | 276 | 0.89 |
| Sudan | 1 | 211 | 48 | 51 | 310 | 1.00 | 215 | 53 | 53 | 321 | 1.04 |
| Syria | 6 | 1,266 | 306 | 306 | 1,881 | 6.07 | 1,287 | 278 | 288 | 1,853 | 5.98 |
| Tunisia | 4 | 844 | 170 | 176 | 1,190 | 3.84 | 859 | 173 | 212 | 1,244 | 4.01 |
| UAE | 3 | 633 | 154 | 153 | 940 | 3.03 | 642 | 157 | 158 | 957 | 3.09 |
| Yemen | 2 | 422 | 88 | 102 | 612 | 1.97 | 429 | 105 | 106 | 640 | 2.06 |

| Total | 100 | 21,000 | 5,000 | 5,000 | 31,000 | 100 | 21,000 | 5,000 | 5,000 | 31,000 | 100 |

3 Links to the CodaLab competitions are as follows: Subtask 1.1: [https://competitions.codalab.org/competitions/27768](https://competitions.codalab.org/competitions/27768), Subtask 1.2: [https://competitions.codalab.org/competitions/27769](https://competitions.codalab.org/competitions/27769), Subtask 2.1: [https://competitions.codalab.org/competitions/27770](https://competitions.codalab.org/competitions/27770), Subtask 2.2: [https://competitions.codalab.org/competitions/27771](https://competitions.codalab.org/competitions/27771).
In addition, as mentioned before, we made available an unlabeled dataset for optional use in any of the four subtasks. We now provide more details about both the labeled and unlabeled data.

4.1 Data Collection

Similar to NADI 2020, we used the Twitter API to crawl data from 100 provinces belonging to 21 Arab countries for 10 months (Jan. to Oct., 2019).\(^4\)

Next, we identified users who consistently and exclusively tweeted from a single province during the whole 10 month period. We crawled up to 3,200 tweets from each of these users. We select only tweets assigned the Arabic language tag (\(\text{ar}\)) by Twitter. We lightly normalize tweets by removing usernames and hyperlinks, and add white space between emojis. Next, we remove retweets (i.e., we keep only tweets and replies). Then, we use character-level string matching to remove sequences that have \(<3\) Arabic tokens.

Figure 2: Distribution of tweet length (trimmed at 50) in words in NADI-2021 labeled data.

Since the Twitter language tag can be wrong sometimes, we apply an effective in-house language identification tool on the tweets and replies to exclude any non-Arabic. This helps us remove posts in Farsi (\(\text{fa}\)) and Persian (\(\text{ps}\)) which Twitter wrongly assigned an Arabic language tag. Finally, to tease apart MSA from DA, we use the dialect-MSA model introduced in Abdul-Mageed et al. (2020a) (\(\text{acc}=89.1\%, \text{F1}=88.6\%\)).

4.2 Data Sets

To assign labels for the different subtasks, we use user location as a proxy for language variety labels at both country and province levels. This applies to both our MSA and DA data. That is, we label tweets from each user with the country and province from which the user consistently posted for the whole of the 10 months period. Although this method of label assignment is not ideal, it is still a reasonable approach for easing the bottleneck of data annotation. For both the MSA and DA data, across the two levels of classification (i.e., country and province), we randomly sample 21K tweets for training (TRAIN), 5K tweets for development (DEV), and 5K tweets for testing (TEST). These three splits come from three disjoint sets of users. We distribute data for the four subtasks directly to participants in the form of actual tweet text. Table 2 shows the distribution of tweets across the data splits over the 21 countries, for all subtasks. We provide the data distribution over the 100 provinces in Appendix A. More specifically, Table 11 shows the province-level distribution of tweets for MSA (Subtask 2.1) and Table 12 shows the same for DA (Subtask 2.2). We provide examples DA tweets from a number of countries representing different regions in Table 3. For each example in Table 3, we list the province it comes from. Similarly, we provide example MSA data in Table 4.

Unlabeled 10M. We shared 10M Arabic tweets with participants in the form of tweet IDs. We crawled these tweets in 2019. Arabic was identified using Twitter language tag (\(\text{ar}\)). This dataset does not have any labels and we call it UNLABELED 10M. We also included in our data package released to participants a simple script to crawl these tweets. Participants were free to use UNLABELED 10M for any of the four subtasks in any way they see fits.\(^5\) We now present shared task teams and results.

5 Shared Task Teams & Results

5.1 Our Baseline Systems

We provide two simple baselines, Baseline I and Baseline II, for each of the four subtasks. Baseline I is based on the majority class in the TRAIN data for each subtask. It performs at \(F_1=1.57\%\) and accuracy = 19.78\% for Subtask 1.1, \(F_1=1.65\%\) and accuracy = 21.02\% for Subtask 1.2, \(F_1=0.02\%\) and accuracy = 1.02\% for Subtask

\(^4\)Although we tried, we could not collect data from Comoros to cover all 22 Arab countries.

\(^5\)Datasets for all the subtasks and UNLABELED 10M are available at https://github.com/UBC-NLP/nadi. More information about the data format can be found in the accompanying README file.
### Table 3: Randomly picked DA tweets from select provinces and corresponding countries.

| Country   | Province               | Tweet                                                                 |
|-----------|------------------------|----------------------------------------------------------------------|
| Algeria   | Bouira                 | تغطية اليوم يمنعي فيه.. كني.. كوني..!                            |
|           | Khoucha                | راح لي نقدر نعدين حيانا!                                           |
|           | Oran                   | نسيت معاك، تتزوج لا تعنينك!                                         |
| Egypt     | Alexandria            | د嘴.. #مع.. جربنا شرفكم!                                             |
|           | Minya                  | واقعنا نتمنى جميعاً محبباً للجميل!                                    |
|           | Sohag                  | أنا متحمس جداً يسعي لبيع الأرامل!                                    |
| KSA       | Ar-Riyad               | ومعدين كهفون لتقوم بالكليا!                                         |
|           | Ash-Sharqiyah          | دامِ اليوم دام نحن راجع نقول薰! ماكوون تقويكم! تشيكم!               |
|           | Tabuk                  | كيفين انتم جربان هذين وفقاً للطبيعة!                                |
| Morocco   | Marrakech-Tensift-Al-Haouz | ماكي دغداً ولا تكن العصبية أشر بذاك حنان بياض!                     |
|           | Meknes-Tafilalet       | شاهدوا أيها الازمة الرائع روي مازاكم! هاجين !!!!                      |
|           | Sous-Massa-Draa        | بوبي نستعينها كأنها هما مشترين! براك!                               |
| Oman      | Ash-Sharqiyyah         | كملا عز ولي لا تكره الضغطية أشر بذاك حنان بياض!                     |
|           | Dhofar                 | ماكي دغداً ولا تكن العصبية أشر بذاك حنان بياض!                     |
|           | Musandam               | ماكي دغداً ولا تكن العصبية أشر بذاك حنان بياض!                     |
| Palestine | Gaza-Strip             | هل تعلمهم كأنها هما مشترين! براك!                                 |
|           | West-Bank              | اليوم قيم يجتمع صرت عادي اشتوف أنتو، نهجاوي واسكت.               |
|           | West-Bank              | صرت عادي اشتوف أنتو، نهجاوي واسكت.                               |
| Sudan     | Khartoum               | لا مل أن ينام في راح اللي يلبضك صرت اتيه كلامي!                   |
|           | Khartoum               | من وحشتي كلاه.. كلامي!                                             |
|           | Khartoum               | إنه لو قلقنا ما يكون فائدة!                                         |
|           | Khartoum               | أنا نشكي تأليف سياسة قيم وابتك من طرف.                            |
| UAE       | Abu-Dhabi              | يحبني لأكيه عنه وأنا متشبيه!                                       |
|           | Dubai                  | بدي نبا في عيني بالطيب خوبين!                                      |
|           | Ras-Al-Khuymah         | لمومه نحبها بالاخر وما ندري ذو المشكلاة الأساسية أحسب مني مليت!         |

2.1, and $F_1 = 0.02\%$ and accuracy = 1.06\% for Subtask 2.2. 

Baseline II is a fine-tuned multi-lingual BERT-Base model (mBERT). More specifically, we fine-tune mBERT for 20 epochs with a learning rate of $2e-5$, and batch size of 32. The maximum length of input sequence is set as 64 tokens. We evaluate the model at the end of each epoch and choose the best model on our DEV set. We then report the best model on the TEST set. Our best mBERT model obtains $F_1 = 14.15\%$ and accuracy = 24.76\% on Subtask 1.1, $F_1 = 18.02\%$ and accuracy = 33.04\% on Subtask 1.2, $F_1 = 3.39\%$ and accuracy = 3.48\% on Subtask 2.1, and $F_1 = 4.08\%$ and accuracy = 4.18\% on Subtask 2.2 as Tables 6, 7, 8, and 9, respectively.

#### 5.2 Participating Teams

We received a total of 53 unique team registrations. After evaluation phase, we received a total of 68 submissions. The breakdown across the subtasks is as follows: 16 submissions for Subtask 1.1 from five teams, 27 submissions for Subtask 1.2 from eight teams, 12 submissions for Subtask 2.1 from four teams, and 13 submissions for Subtask 2.2 from four teams. Of participating teams, seven teams submitted description papers, all of which we accepted for publication. Table 5 lists the seven teams.

---

6https://github.com/google-research/bert
| Country   | Province               | Tweet                                                                 |
|-----------|------------------------|----------------------------------------------------------------------|
| Algeria   | Biskra                 | إنظر ذلك يرجى على الإنترنت للإثبات. جزءاً من الاستقلالية والتعايش. ماذا تقول؟ |
|           | Oran                   | وما أردت غير تبادلاً. أخبرتك كثيراً ان اريدهم أن يكونوا، أوغما. |
|           | Ouargla                | أجمل شيء هو البساطة فأفسح لعلاقة أبو تريكة. | 
| Egypt     | Faiyum                 | الآن يرحل عن روعة فارس مهرة. من الأراك، أعودバック أنتم من كل شقيق، وهماء ومن كل عش لامعة. |
|           | Minya                  | اليوم يبرنا باهية اليوم. الزخم الفارسي، الأكل من الجرذ حساب ولا سبقة عداب. |
| KSA       | Al-Madinah             | ومن جماع ما قيل في الإسلام: سلاما علي من فرح على مرن أخلاقه. |
|           | Ar-Riyad               | اليوم بجمال من الذين إذا أحسنا استيقظوا وإذا أصابوا أشتكوا. |
|           | Jizan                  | لا إنه لا أستطيع أن أشتكى على كل شيء وكيل. |
| Morocco   | Marrakech-Tensift-Al-Haouz | أووم لم ير بوم بدون لا التايق. أجمل ابدأ يا أها يا بطاك.. وأنا على فوونا فرحا لا ينتهي. |
|           | Meknes-Tafilalet       | كلنا ندرك أن نبكون أن ينتهي. |
| Oman      | Ad-Dhahirah            | النور نور أن. |
|           | Muscat                 | ح_POP العبد. |
| Palestine | Gaza-Strip             | مطرجة جدا لا نفس فرد. |
|           | West-Bank              | بارا الله فيه أبو بكر. |
|           | West-Bank              | المراحة هذا عبد العبدي العربي. |
| Sudan     | Khartoum               | لا يا عزى الحرف بدأها التاري.. وقبل وصول التاري لرئاسة الوزراء كانت |
|           |                        | الحركة الإسلامية تطبع الصراع وتغلب الصراع جميزة للحرب بقيادة التاري. |
|           |                        | فيلم إلى استطاعة مستقبلية، أجمل ما أنتبه. |
| UAE       | Dubai                  | بعض ما سندرك يا جمهور. |
|           | Ras-Al-Khaymah         | لا يوجد ميبي جاهد مدرد. |
|           | Ras-Al-Khaymah         | نشاطنا أو كنهاي بالإجماع أو بالسبع نشب المغتاظين، |
|           |                        | وكأنك أحاول أن تحجب الدشاق نستحش الحضائ في الحدوث وقد تزداد سوءاً. |

Table 4: Randomly picked MSA tweets from select provinces and corresponding countries.

| Team                  | Affiliation                  | Tasks |
|-----------------------|------------------------------|-------|
| AraDial_MJ (Alhobaiti, 2021) | Taif Uni, KSA               | 1.2   |
| Arizona (Issa, 2021)    | Uni of Arizona, USA         | 1.2   |
| CairoSquad (AlKhamiss et al., 2021) | Microsoft, Egypt            | all   |
| CS-UM6P (El Mekki et al., 2021) | Mohammed VI Polytech, Morocco | all   |
| NAYEL (Nayel et al., 2021) | Benha Uni, Egypt            | all   |
| Phonemer (Wadhawan, 2021) | Flipkart Private Limited, India | all   |
| Speech Trans (Lichouri et al., 2021) | CRSTDLA, Algeria           | 1.1, 1.2 |

Table 5: List of teams that participated in one or more of the four subtasks and submitted a system description paper.

5.3 Shared Task Results

Table 6 presents the best TEST results for all 5 teams who submitted systems for Subtask 1.1. Based on the official metric, $macro - F_1$, CairoSquad obtained the best performance with 22.38% $F_1$ score. Table 7 presents the best TEST results of each of the eight teams who submitted systems to Subtask 1.2. Team CairoSquad achieved the best $F_1$ score that is 32.26%. Table 8 shows the best TEST results for all four teams who submitted systems for Subtask 2.1. CairoSquad achieved the best performance with 6.43% $F_1$ score.

Table 9 provides the best TEST results of each of the four teams who submitted systems to Subtask 2.2. CairoSquad also achieved the best perfor-
Table 6: Results for Subtask 1.1 (country-level MSA). The numbers in parentheses are the ranks. The table is sorted on the macro $F_1$ score, the official metric.

| Team              | $F_1$  | Acc  | Precision | Recall  |
|-------------------|--------|------|------------|---------|
| CairoSquad        | 22.38(1) | 35.72(1) | 31.56(1) | 20.66(1) |
| Phonemer          | 21.79(2) | 32.46(3) | 30.03(3) | 19.95(2) |
| CS-UM6P           | 21.48(3) | 33.74(2) | 30.72(2) | 19.70(3) |
| Speech Translation | 14.87(4) | 24.32(4) | 18.95(4) | 13.85(4) |
| Our Baseline II   | 14.15  | 24.76 | 20.03     | 13.21   |
| NAYEL             | 12.99(5) | 23.24(5) | 15.09(5) | 12.46(5) |
| Our Baseline I    | 1.57   | 19.78 | 0.94      | 4.76    |

Table 7: Results for Subtask 1.2 (province-level MSA)

| Team              | $F_1$  | Acc  | Precision | Recall  |
|-------------------|--------|------|------------|---------|
| CairoSquad        | 32.26(1) | 51.66(1) | 36.03(1) | 31.09(1) |
| CS-UM6P           | 30.64(2) | 49.50(2) | 32.91(2) | 30.34(2) |
| Phonemer          | 24.29(4) | 44.14(3) | 30.24(3) | 23.70(4) |
| Speech Translation | 21.49(5) | 40.54(5) | 26.75(5) | 20.36(6) |
| Arizona           | 21.37(6) | 40.46(6) | 26.32(6) | 20.78(5) |
| AraDial_MJ        | 18.94(7) | 35.94(8) | 21.58(8) | 18.28(7) |
| NAYEL             | 18.72(8) | 37.16(7) | 21.61(7) | 18.12(8) |
| Our Baseline II   | 18.02  | 33.04 | 18.69     | 17.88   |
| Our Baseline I    | 1.65   | 21.02 | 1.00      | 4.76    |

Table 8: Results for Subtask 2.1 (country-level DA).

| Team              | $F_1$  | Acc  | Precision | Recall  |
|-------------------|--------|------|------------|---------|
| CairoSquad        | 6.43(1) | 6.66(1) | 7.11(1) | 6.71(1) |
| Phonemer          | 5.49(2) | 6.00(2) | 6.17(2) | 6.07(2) |
| CS-UM6P           | 5.35(3) | 5.72(3) | 5.71(3) | 5.75(3) |
| NAYEL             | 3.51(4) | 3.38(4) | 4.09(4) | 3.45(4) |
| Our Baseline II   | 3.39   | 3.48  | 3.68      | 3.49    |
| Our Baseline I    | 0.02   | 1.02  | 0.01      | 1.00    |

Table 9: Results for Subtask 2.2 (province-level DA).

| Team              | $F_1$  | Acc  | Precision | Recall  |
|-------------------|--------|------|------------|---------|
| CairoSquad        | 8.60(1) | 9.46(1) | 9.07(1) | 9.33(1) |
| CS-UM6P           | 7.32(2) | 7.92(2) | 7.73(2) | 7.95(2) |
| NAYEL             | 4.55(3) | 4.80(3) | 4.71(3) | 4.55(4) |
| Phonemer          | 4.37(4) | 5.32(4) | 4.49(4) | 5.19(3) |
| Our Baseline II   | 4.08   | 4.18  | 4.54      | 4.22    |
| Our Baseline I    | 0.02   | 1.06  | 0.01      | 1.00    |

5.4 General Description of Submitted Systems

In Table 10, we provide a high-level description of the systems submitted to each subtask. For each team, we list their best score of each subtask, the features employed, and the methods adopted/developed. As can be seen from the table, the majority of the top teams have used Transformers. Specifically, team CairoSquad and CS-UM6P developed their system utilizing MARBERT (Abdul-Mageed et al., 2020a), a pre-trained Transformer language model tailored to Arabic dialects and the domain of social media. Team Phonemer utilized AraBERT (Antoun et al., 2020a) and AraELECTRA (Antoun et al., 2020b). Team CairoSquad apply adapter modules (Houlsby et al., 2019) and vertical attention to MARBERT fine-tuning. CS-UM6P fine-tuned MARBERT on country-level and province-level jointly by multi-task learning. The rest of participating teams have either used a type of neural networks other than Transformers or resorted to linear machine learning.

7The full sets of results for Subtask 1.1, 1.2, 2.1, and 2.2 are in Tables 13, 14, 15 and 15, respectively, in Appendix A.
| Team        | Subtask 1.1 | Subtask 1.2 | Subtask 2.1 | Subtask 2.2 |
|-------------|-------------|-------------|-------------|-------------|
|             | F₁          |             |             |             |
| CairoSquad  | 22.38       | 32.26       | 6.43        | 8.60        |
| Phonemer    | 21.79       | 30.64       | 5.49        | 7.32        |
| CS-UM6P     | 21.48       | 24.29       | 3.51        | 4.55        |
| Speech Trans| 14.87       | 21.49       | 21.37       | 18.51       |
| NAYEL       | 12.99       | 18.72       | 18.94       | 18.72       |

Table 10: Summary of approaches used by participating teams. PMI: pointwise mutual information. Classical ML refers to any non-neural machine learning methods such as naive Bayes and support vector machines. The term “neural nets” refers to any model based on neural networks (e.g., FFNN, RNN, and CNN) except Transformer models. Transformer refers to neural networks based on a Transformer architecture such as BERT. The table is sorted by official metric, macro − F₁. We only list teams that submitted a description paper. “Semi-super” indicates that the model is trained with semi-supervised learning.

models, usually with some form of ensembling.

6 Conclusion and Future Work

We presented the findings and results of the NADI 2021 shared task. We described our datasets across the four subtasks and the logistics of running the shared task. We also provided a panoramic description of the methods used by all participating teams. The results show that distinguishing the language variety of short texts based on small geographical regions of origin is possible, yet challenging. The total number of submissions during official evaluation (n = 68 submissions from 8 unique teams), as well as the number of teams who registered and acquired our datasets (n = 53 unique teams) reflects a continued interest in the community and calls for further work in this area.

In the future, we plan to host a third iteration of the NADI shared task that will use new datasets and encourage novel solutions to the set of problems introduced in NADI 2021. As results show all the four subtasks remain very challenging, and we hope that encouraging further solutions will help advance work in this area.
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## Appendices

### A Data

We provide the distribution of the NADI 2021 MSA data over provinces, by country (Subtask 2.1), across our data splits in Table 11. Similarly, Table 12 shows the distribution of the DA data over provinces for all countries (Subtask 2.2) in our data splits.

### B Shared Task Teams & Results

We provide full results for all four subtasks. Table 13 shows full results for Subtask 1.1, Table 14 for Subtask 1.2, Table 15 for Subtask 2.1, and Table 16 for Subtask 2.2.
| Province Name       | TRAIN | DEV | TEST | Province Name       | TRAIN | DEV | TEST |
|---------------------|-------|-----|------|---------------------|-------|-----|------|
| ae_Abu-Dhabi        | 211   | 51  | 51   | kw_Jahra            | 211   | 52  | 51   |
| ae_Dubai            | 211   | 52  | 51   | lb_Akkar            | 211   | 52  | 39   |
| ae_Ras-Al-Khaymah   | 211   | 51  | 51   | lb_North-Lebanon    | 211   | 51  | 51   |
| bh_Capital          | 211   | 51  | 51   | lb_South-Lebanon    | 211   | 52  | 51   |
| dj_Djibouti         | 211   | 52  | 51   | ly_Al-Butnan        | 211   | 52  | 51   |
| dz_Batna            | 211   | 52  | 51   | ly_A-Jabal-al-Akhdar| 211   | 52  | 52   |
| dz_Biskra           | 211   | 52  | 51   | ly_Benghazi         | 211   | 51  | 51   |
| dz_Bouira           | 211   | 12  | 51   | ly_Damah            | 211   | 52  | 51   |
| dz_Béchar           | 211   | 52  | 31   | ly_Misrata          | 211   | 52  | 51   |
| dz_Constantine      | 211   | 51  | 51   | ly_Tripoli          | 211   | 51  | 51   |
| dz_El-Oued          | 211   | 52  | 51   | ma_Marrakech-Tensift-Al-Haouz | 211 | 51 | 51 |
| dz_Khencela         | 211   | 52  | 51   | ma_Meknes-Tafilalet | 211   | 51  | 51   |
| dz_Oran             | 211   | 52  | 51   | ma_Souss-Massa-Draa | 211   | 51  | 51   |
| dz_Ouargla          | 211   | 52  | 51   | ma_Tanger-Tetouan   | 211   | 51  | 51   |
| eg_Alexandria       | 211   | 51  | 51   | mr_Nouakchott       | 211   | 52  | 51   |
| eg_Aswan            | 211   | 52  | 51   | om_Ad-Dakhiliyyah   | 211   | 51  | 51   |
| eg_Asyut            | 211   | 52  | 51   | om_Ad-Dhahiriyyah   | 211   | 52  | 51   |
| eg_Beheira          | 211   | 51  | 51   | om_Al-Batnah        | 211   | 51  | 51   |
| eg_Beni-Suef        | 211   | 52  | 51   | om_Ash-Sharqiyyah   | 211   | 51  | 51   |
| eg_Dakahlia         | 211   | 51  | 51   | om_Dhohor           | 211   | 51  | 51   |
| eg_Faiyum           | 211   | 52  | 51   | om_Musandam         | 211   | 51  | 51   |
| eg_Gharbia          | 211   | 51  | 51   | om_Muscat           | 211   | 51  | 51   |
| eg_Ismaillia        | 211   | 52  | 51   | ps_Gaza-Strip       | 211   | 51  | 51   |
| eg_Kafr-el-Sheikh   | 211   | 52  | 51   | ps_West-Bank        | 211   | 51  | 51   |
| eg_Luxor            | 211   | 51  | 51   | qa_Ar-Rayyan        | 211   | 52  | 51   |
| eg_Minya            | 211   | 51  | 51   | sa_Al-Madinah       | 211   | 51  | 51   |
| eg_Monufia          | 211   | 52  | 51   | sa_Al-Qassim        | 211   | 51  | 51   |
| eg_North-Sinai      | 211   | 52  | 51   | sa_Ar-Riyad         | 211   | 52  | 51   |
| eg_Port-Said        | 211   | 51  | 51   | sa_Ash-Sharqiyyah   | 211   | 51  | 51   |
| eg_Qena             | 211   | 51  | 51   | sa_Asir             | 211   | 51  | 51   |
| eg_Red-Sea          | 211   | 52  | 51   | sa_Ha’il            | 211   | 51  | 51   |
| eg_Sohag            | 211   | 51  | 51   | sa_Jiran           | 211   | 51  | 51   |
| eg_South-Sinai      | 211   | 51  | 51   | sa_Makkah           | 211   | 51  | 51   |
| eg_Suez             | 211   | 51  | 51   | sa_Najran           | 211   | 51  | 51   |
| iq_Alt-Andar        | 211   | 51  | 51   | sa_Tabuk            | 211   | 51  | 51   |
| iq_Al-Muthanna      | 211   | 52  | 51   | sd_Khartoum         | 211   | 48  | 51   |
| iq_An-Najaf         | 211   | 51  | 51   | so_Banaadir         | 211   | 52  | 51   |
| iq_Arbil            | 211   | 52  | 51   | so_Woqoony-Galibeed | 135   | 11  | 51   |
| iq_As-Sulaymaniyah  | 187   | 52  | 51   | sy_Aleppo           | 211   | 51  | 51   |
| iq_Babil            | 211   | 52  | 51   | sy_As-Suwayda       | 211   | 51  | 51   |
| iq_Baghdad          | 211   | 51  | 51   | sy_Damascus-City    | 211   | 51  | 51   |
| iq_Basra            | 211   | 51  | 51   | sy_Hama             | 211   | 52  | 51   |
| iq_Dihok            | 211   | 52  | 51   | sy_Hims             | 211   | 52  | 51   |
| iq_Karbala          | 211   | 52  | 51   | sy_Lattakia         | 211   | 52  | 51   |
| iq_Kirkuk            | 211   | 52  | 51   | tns_Ariana          | 211   | 51  | 51   |
| iq_Ninawa           | 211   | 52  | 51   | tns_Bizerte         | 211   | 15  | 51   |
| iq_Wasit            | 211   | 51  | 51   | tns_Mahdia          | 211   | 52  | 23   |
| jo_Aqaba            | 211   | 52  | 51   | tns_Slax            | 211   | 52  | 51   |
| jo_Zarqa            | 211   | 51  | 51   | ye_Aden             | 211   | 51  | 51   |
| kw_Hawalli          | 211   | 51  | 51   | ye_Ibb              | 211   | 37  | 51   |

Table 11: Distribution of the NADI 2021 MSA data over provinces, by country, across our TRAIN, DEV, and TEST splits (Subtask 2.1).
| Province Name | TRAIN | DEV | TEST | Province Name | TRAIN | DEV | TEST |
|---------------|-------|-----|------|---------------|-------|-----|------|
| ae_Abu-Dhabi  | 214   | 52  | 52   | kw_Jahra      | 215   | 53  | 53   |
| ae_Dubai      | 214   | 53  | 53   | lb_Akkar      | 215   | 53  | 53   |
| ae_Ras-Al-Khaymah | 214 | 52  | 53   | lb_North-Lebanon | 215 | 52  | 53   |
| bh_Capital    | 215   | 52  | 52   | lb_South-Lebanon | 214 | 52  | 53   |
| dj_Djibouti   | 215   | 27  | 7    | ly_Al-Butnan   | 214   | 52  | 53   |
| dz_Batna      | 215   | 34  | 10   | ly_Al-Jabal-al-Akhdar | 215 | 53  | 53   |
| dz_Biskra     | 215   | 53  | 53   | ly_Benghazi    | 214   | 52  | 53   |
| dz_Bouira     | 215   | 26  | 53   | ly_Darnah      | 215   | 53  | 53   |
| dz_Béchar     | 215   | 53  | 11   | ly_Misrata     | 214   | 52  | 53   |
| dz_Constantine| 215   | 52  | 53   | ly_Tripoli     | 214   | 52  | 52   |
| dz_El-Oued    | 215   | 53  | 52   | ma_Marrakech-Tensift-Al-Haouz | 214 | 52  | 53   |
| dz_Khenchela  | 89    | 53  | 53   | ma_Meknes-Tahilalet | 215 | 50  | 53   |
| dz_Oran       | 215   | 53  | 53   | ma_Souss-Massa-Draa | 215 | 53  | 53   |
| dz_Ouargla    | 215   | 53  | 53   | ma_Tanger-Tetouan | 214 | 52  | 53   |
| eg_Alexandria | 214   | 52  | 52   | mr_Nouakchott  | 215   | 53  | 53   |
| eg_Aswan      | 214   | 52  | 52   | om_Ad-Dakhlilyah | 214 | 52  | 53   |
| eg_Asyut      | 214   | 53  | 53   | om_Ad-Dhahirah  | 215   | 40  | 53   |
| eg_Beheira    | 214   | 52  | 52   | om_Al-Batmah   | 214   | 52  | 53   |
| eg_Beni-Suef  | 214   | 52  | 52   | om_Ash-Sharqiyah | 214 | 52  | 53   |
| eg_Dakahlia   | 214   | 52  | 52   | om_Dhofar      | 214   | 53  | 53   |
| eg_Fayyum     | 214   | 52  | 53   | om_Musandam    | 215   | 53  | 53   |
| eg_Gharbia    | 214   | 52  | 53   | om_Muscat      | 215   | 53  | 53   |
| eg_Ismailia   | 214   | 52  | 53   | ps_Gaza-Strip  | 214   | 52  | 52   |
| eg_Kafir-el-Sheikh | 215 | 52  | 53   | ps_West-Bank   | 214   | 52  | 53   |
| eg_Luxor      | 214   | 52  | 52   | qa_Ar-Rayyan   | 215   | 52  | 53   |
| eg_Minya      | 214   | 52  | 53   | sa_Al-Madinah  | 214   | 52  | 52   |
| eg_Monufia    | 215   | 52  | 53   | sa_Al-Quassim  | 214   | 52  | 52   |
| eg_North-Sinai| 215   | 52  | 53   | sa_Al-Riyad    | 214   | 52  | 52   |
| eg_Port-Said  | 214   | 52  | 52   | sa_Ash-Sharqiyah | 214 | 52  | 52   |
| eg_Qena       | 214   | 52  | 53   | sa_Asir        | 214   | 52  | 52   |
| eg_Red-Sea    | 214   | 52  | 53   | sa_Ha’il       | 214   | 52  | 52   |
| eg_Sohag      | 214   | 52  | 52   | sa_Jizan       | 214   | 52  | 53   |
| eg_South-Sinai| 214   | 52  | 53   | sa_Makkah      | 214   | 52  | 52   |
| eg_Suez       | 214   | 52  | 52   | sa_Najran      | 214   | 52  | 53   |
| iq_Al-Anbar   | 214   | 52  | 52   | sa_Tabuk       | 214   | 52  | 52   |
| iq_Al-Muthanna| 215   | 53  | 53   | sd_Khartoum    | 215   | 53  | 53   |
| iq_An-Najaf   | 215   | 53  | 53   | so_Banaadir    | 136   | 40  | 2    |
| iq_Arbil      | 215   | 53  | 53   | so_Woopooi-Galbeed | 56  | 9   | 53   |
| iq_As-Sulaymaniyyah | 153 | 32  | 53   | sy_Aleppo     | 215   | 52  | 23   |
| iq_Babil      | 215   | 53  | 53   | sy_As-Suwayda  | 214   | 53  | 53   |
| iq_Baghdad    | 214   | 52  | 52   | sy_Damascus-City | 214 | 52  | 53   |
| iq_Basra      | 214   | 52  | 53   | sy_Hama       | 215   | 53  | 53   |
| iq_Dhok       | 215   | 53  | 53   | sy_Hims       | 214   | 53  | 53   |
| iq_Karbala    | 215   | 53  | 53   | sy_Lattakia   | 215   | 53  | 53   |
| iq_Kirkuk     | 215   | 53  | 53   | tn_Ariana     | 214   | 52  | 53   |
| iq_Ninawa     | 215   | 53  | 53   | tn_Bizerte    | 215   | 16  | 53   |
| iq Wasit      | 214   | 52  | 53   | tn_Mahdia     | 215   | 52  | 53   |
| js_Aqaba      | 215   | 52  | 53   | tn_Sfax       | 215   | 53  | 53   |
| js_Zarqa      | 214   | 52  | 52   | ye_Aden       | 214   | 52  | 53   |
| kw_Hawalli    | 214   | 52  | 53   | ye_Ibb        | 215   | 53  | 53   |

Table 12: Distribution of the NADI 2021 DA data over provinces, by country, across our TRAIN, DEV, and TEST splits (Subtask 2.2).
Table 13: Full results for Subtask 1.1 (country-level MSA). The numbers in parentheses are the ranks. The table is sorted on the macro $F_1$ score, the official metric.

| Team             | $F_1$    | Acc    | Precision | Recall   |
|------------------|----------|--------|-----------|----------|
| CairoSquad       | 22.38(1) | 35.72(1) | 31.56(3)  | 20.66(1) |
| CairoSquad       | 21.97(2) | 34.90(2) | 30.01(7)  | 20.15(2) |
| Phonemer         | 21.79(3) | 32.46(6) | 30.03(6)  | 19.95(4) |
| Phonemer         | 21.66(4) | 31.70(7) | 28.46(8)  | 20.01(3) |
| CS-UM6P          | 21.48(5) | 33.74(4) | 30.72(5)  | 19.70(5) |
| CS-UM6P          | 20.91(6) | 33.84(3) | 31.16(4)  | 19.09(6) |
| Phonemer         | 20.78(7) | 32.96(5) | 37.69(1)  | 18.42(8) |
| CS-UM6P          | 19.80(8) | 31.68(8) | 26.69(9)  | 19.04(7) |
| Speech Translation | 14.87(9) | 24.32(11) | 18.95(14) | 13.85(9) |
| Speech Translation | 14.50(10) | 24.06(12) | 20.24(12) | 13.24(10) |
| Speech Translation | 14.48(11) | 24.88(9)  | 22.88(10) | 13.17(11) |
| NAYEL            | 12.90(12)| 23.24(14)| 15.09(15) | 12.46(12) |
| NAYEL            | 11.84(13)| 23.74(13)| 19.42(13) | 10.92(13) |
| NAYEL            | 10.29(14)| 24.60(10)| 33.11(2)  | 9.83(14)  |
| NAYEL            | 10.13(15)| 18.32(15)| 11.31(16) | 9.76(15)  |
| NAYEL            | 7.73(16) | 24.06(12)| 21.07(11) | 8.37(16)  |

Table 14: Full results for Subtask 1.2 (province-level MSA).
### Table 15: Full results for Subtask 2.1 (country-level DA).

| Team     | $F_1$    | Acc    | Precision | Recall  |
|----------|----------|--------|-----------|---------|
| CairoSquad | 6.43(1)  | 6.66(1) | 7.11(1)   | 6.71(1) |
| CairoSquad | 5.81(2)  | 6.24(2) | 6.26(2)   | 6.33(2) |
| Phonemer  | 5.49(3)  | 6.00(3) | 6.17(3)   | 6.07(3) |
| Phonemer  | 5.43(4)  | 5.96(4) | 6.12(4)   | 6.02(4) |
| CS-UM6P   | 5.35(5)  | 5.72(6) | 5.71(7)   | 5.75(6) |
| Phonemer  | 5.30(6)  | 5.84(5) | 5.97(6)   | 5.90(5) |
| CS-UM6P   | 5.12(7)  | 5.50(7) | 5.24(8)   | 5.53(7) |
| CS-UM6P   | 4.72(8)  | 5.00(8) | 5.97(5)   | 5.02(8) |
| NAYEL     | 3.51(9)  | 3.38(10)| 4.09(9)   | 3.45(10)|
| NAYEL     | 3.47(10) | 3.56(9) | 3.53(10)  | 3.60(9) |
| NAYEL     | 3.16(11) | 3.28(11)| 3.38(12)  | 3.40(11)|
| NAYEL     | 3.15(12) | 3.06(12)| 3.43(11)  | 3.07(12)|

### Table 16: Full results for Subtask 2.2 (province-level DA).

| Team     | $F_1$    | Acc    | Precision | Recall  |
|----------|----------|--------|-----------|---------|
| CairoSquad | 8.60(1)  | 9.46(1) | 9.07(1)   | 9.33(1) |
| CairoSquad | 7.88(2)  | 8.78(2) | 8.27(2)   | 8.66(2) |
| CS-UM6P   | 7.32(3)  | 7.92(4) | 7.73(4)   | 7.95(3) |
| CS-UM6P   | 7.29(4)  | 8.04(3) | 8.17(3)   | 7.90(4) |
| CS-UM6P   | 5.30(5)  | 6.90(5) | 7.00(5)   | 6.82(5) |
| NAYEL     | 4.55(6)  | 4.80(10)| 4.71(6)   | 4.55(10)|
| NAYEL     | 4.43(7)  | 4.88(9) | 4.59(8)   | 4.62(9) |
| Phonemer  | 4.37(8)  | 5.32(6) | 4.49(9)   | 5.19(6) |
| Phonemer  | 4.33(9)  | 5.26(7) | 4.44(10)  | 5.14(7) |
| Phonemer  | 4.23(10) | 5.20(5) | 4.21(11)  | 5.08(8) |
| NAYEL     | 3.92(11) | 4.12(12)| 4.05(12)  | 4.00(12)|
| NAYEL     | 3.02(12) | 3.10(13)| 3.19(13)  | 3.19(13)|
| CS-UM6P   | 2.90(13) | 4.20(11)| 4.68(7)   | 4.13(11)|

*Table 15: Full results for Subtask 2.1 (country-level DA).*

*Table 16: Full results for Subtask 2.2 (province-level DA).*