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Abstract

We prove and test an efficient series representation for the European Black-Scholes call (formula (38)), which generalizes and refines previously known approximations, and works in every market configuration.

Key words— Option pricing, Black-Scholes approximation, Mellin transform, Multidimensional complex analysis

I. INTRODUCTION

The celebrated Black-Scholes formula [5]

\[ V(S,K,r,\sigma,\tau) = SN(d_+) - Ke^{-r\tau}N(d_-) \]
\[ d_{\pm} = \frac{1}{{\sigma}\sqrt{\tau}} \left( \log \frac{S}{K} + rt \right) \pm \frac{1}{2} \sigma \sqrt{\tau} \]  (1)

where \( N(\cdot) \) is the normal distribution function, is a popular tool for the pricing of European options of strike \( K \) and time-to-maturity \( \tau = T - t \), where the market conditions are described by an underlying (spot) asset price \( S \), volatility \( \sigma \) and risk-free interest rate \( r \).

It is an interesting question to know whether the Black-Scholes formula can be approximated by
some simple terms. Under the strong assumption that the asset is "at-the-money forward", that is when
\[ S \simeq K e^{-r \tau} \tag{2} \]
then there exists an approximation (see the paper by Brenner and Subrahmanyam [4], cited by [13]):
\[ V(S, K, r, \sigma, \tau) \simeq 0.4 S \sigma \sqrt{\tau} \tag{3} \]
This approximation can be useful in certain situations but has some major drawbacks:

- It is not very precise: for instance when \( K = 4000, r = 1\%, \sigma = 20\%, \tau = 1Y \) then the approximation (3) yields
\[ V(4000 \times e^{-0.01 \times 1} = 3960.2, 4000, 0.01, 0.2, 1) \simeq 3960 \times 0.4 \times 0.2 \sqrt{1} = 316.82 \tag{4} \]
while the usual Black-Scholes formula (1) yields
\[ V(3960.2, 4000, 0.01, 0.2, 1) = 315.45 \tag{5} \]

- Moreover, the "ATM forward" condition is very restrictive; one would prefer an approximation that works in any market condition, even if some extra terms should be added to (3).

A natural idea is to Taylor expand the r.h.s. of (1), for instance in powers of \( \frac{S}{K} \). But, as already noticed by Estrella in [7], the Black-Scholes formula mixes two components of strongly different natures: the logarithmic function, possessing an expansion converging very fast but only for a small range of arguments, and the normal distribution, whose expansion (in odd powers of the arguments) converges on the whole real axis but with fewer level of accuracy. As shown by Estrella, this leads to situations where, for a plausible range of parameter values, the Taylor series for (1) diverges.

The main motivation of this note is therefore to derive a simple, efficient and compact approximation formula for the Black-Scholes formula (1), that works in every market situation and can be made as more precise as one wishes; such a formula is obtained under the form of a fast converging series (38). This series, whose terms are very simple and straightforward to compute, converges as quickly as \( \sigma \sqrt{\tau} \) is small, and, in any case, is absolutely convergent.

The paper is organized as follows: first we derive the series formula for the pricing of the European call. The starting point is the Green representation for the solution of the Black-Scholes PDE; the proof uses tools from complex analysis in \( \mathbb{C}^2 \). We discuss our formula in the ATM-forward case, and show that is also constitutes a refinement of the Brenner-Subrahmanyam approximation in this case. Then we demonstrate the quickness of convergence of the series and show that the results are extremely close to the Black-Scholes formula after only a few iterations, in any market situation (out of, at or in the money). At the end of the paper, we make a short review of complex analysis in one and several dimensions, so that the reader who would be unfamiliar with these concepts can find them conveniently presented, and be provided with some classic references in the literature.

II. PRICING FORMULA

The Black-Scholes model is a Gaussian model into which the underlying asset price \( S \) is assumed to be described by a geometric Brownian motion of drift \( r \) and volatility \( \sigma \). From standard
delta-hedging and non-arbitrage arguments, it can be shown that the price $V(S,K,r,\sigma,t)$ of an European call option of strike $K$ and maturity $T$ satisfies the Black-Scholes equation, which is a partial differential equation (PDE) with terminal condition [5]:

$$\begin{cases}
\frac{\partial V}{\partial t} + \frac{1}{2} \sigma^2 S^2 \frac{\partial^2 V}{\partial S^2} + rS \frac{\partial V}{\partial S} - rV = 0 \quad & t \in [0,T] \\
V(S,K,r,\sigma,t = T) = |S - K|^+ 
\end{cases}$$

(I. The Green function approach)

It is known (see the classic textbook by Wilmott [14] for instance) that, with the change of variables

$$\begin{cases}
x := \log S + \left( r - \frac{\sigma^2}{2} \right) \tau \\
\tau := T - t \\
V(S,K,r,\sigma,t) := e^{-r\tau} W(x,K,r,\sigma,\tau)
\end{cases}$$

then the Black-Scholes PDE (6) resumes to the diffusion (or heat) equation

$$\frac{\partial W}{\partial \tau} - \frac{\sigma^2}{2} \frac{\partial^2 W}{\partial x^2} = 0$$

whose fundamental solution (i.e., Green function) is the heat kernel:

$$g(x,K,r,\sigma,\tau) := \frac{1}{\sigma \sqrt{2\pi \tau}} e^{-\frac{x^2}{2\sigma^2 \tau}}$$

In this new set of variables the terminal condition becomes an initial condition:

$$W(x,K,r,\sigma,\tau = 0) = |e^x - K|^+$$

and therefore, by the method of Green functions, we know that we can express $W$ as

$$W(x,K,r,\sigma,\tau) = \int_{-\infty}^{+\infty} \left[ e^{x+y} - K \right]^+ g(y,K,r,\sigma,\tau) \, dy$$

Turning back to the initial variables (we keep the notation for time to maturity $\tau$):

$$V(S,K,r,\sigma,\tau) = e^{-r\tau} \int_{-\infty}^{+\infty} \left[ S e^{(r - \frac{\sigma^2}{2})\tau + y} - K \right]^+ \frac{1}{\sigma \sqrt{2\pi \tau}} e^{-\frac{y^2}{2\sigma^2 \tau}} \, dy$$

(II. The call price as a complex integral)

Let us introduce the notations

$$z := \sigma \sqrt{\tau} \quad , \quad |\log| := \log \frac{S}{K} + r\tau$$

Then we can write:

$$\left[ S e^{(r - \frac{\sigma^2}{2})\tau + y} - K \right]^+ = K \left[ e^{|\log| - \frac{y^2}{2\sigma^2 \tau}} - 1 \right]^+$$
and rewrite the price \([12]\) under the form:

\[
V(S, K, r, \sigma, \tau) = \frac{K e^{-\tau r}}{\sqrt{2\pi}} \int_{\frac{z}{2} - [\log]}^{\infty} \left( e^{[\log] - \frac{z^2}{2}} + y - 1 \right) \frac{1}{z} e^{-\frac{y^2}{2z^2}} \, dy
\]  

(15)

Let us introduce a Mellin-Barnes representation for the heat kernel-term in \([15]\) (see \([50]\) in Appendix, and \([8, 6]\) or any monograph on integral transforms):

\[
\int \frac{1}{z} e^{-\frac{y^2}{2z^2}} = \frac{1}{2\pi i} \int_{c_1 - i\infty}^{c_1 + i\infty} (t_1) \left( \frac{y^2}{2z^2} \right)^{-t_1} \frac{dt_1}{2i\pi} \quad (c_1 > 0)
\]  

(16)

We thus have:

\[
V(S, K, r, \sigma, \tau) = \frac{K e^{-\tau r}}{\sqrt{2\pi}} \int_{c_1 - i\infty}^{c_1 + i\infty} (t_1) \left( \frac{y^2}{2z^2} \right)^{-t_1} \frac{dt_1}{2i\pi} \int_{\frac{z}{2} - [\log]}^{\infty} \left( e^{[\log] - \frac{z^2}{2}} + y - 1 \right) y^{-2t_1} \, dy \, z^{2t_1 - 1} \frac{dt_1}{2i\pi}
\]  

(17)

Integrating by parts in the \(y\)-integral yields:

\[
V(S, K, r, \sigma, \tau) = \frac{K e^{-\tau r}}{\sqrt{2\pi}} \int_{c_1 - i\infty}^{c_1 + i\infty} (t_1) \left( \frac{y^2}{2z^2} \right)^{-t_1} \frac{dt_1}{2i\pi} \int_{\frac{z}{2} - [\log]}^{\infty} \left( e^{[\log] - \frac{z^2}{2}} + y - 1 \right) y^{-2t_1} \, dy \, z^{2t_1 - 1} \frac{dt_1}{2i\pi}
\]  

(18)

Let us introduce another Mellin-Barnes representation for the remaining exponential term (again, see \([50]\) in Appendix):

\[
e^{[\log] - \frac{z^2}{2} + y} = \int_{c_2 - i\infty}^{c_2 + i\infty} (-1)^{-t_2} \Gamma(t_2) \left( [\log] - \frac{z^2}{2} + y \right)^{-t_2} \frac{dt_2}{2i\pi} \quad (c_2 > 0)
\]  

(19)

Therefore the call price is:

\[
V(S, K, r, \sigma, \tau) = \frac{K e^{-\tau r}}{\sqrt{2\pi}} \times \int_{c_1 - i\infty}^{c_1 + i\infty} \int_{c_2 - i\infty}^{c_2 + i\infty} (t_1) (t_2) \left( \frac{y^2}{2z^2} \right)^{-t_1} \frac{dt_1}{2i\pi} \, \frac{dt_2}{2i\pi} \quad (c_2 > 0)
\]  

(20)

The \(y\)-integral is a particular case of Bêta-integral \([11]\) and equals:

\[
\int_{\frac{z}{2} - [\log]}^{\infty} y^{1 - 2t_1} \left( [\log] - \frac{z^2}{2} + y \right)^{-t_2} \, dy = \left( \frac{z^2}{2} - [\log] \right)^{2 - 2t_1 - t_2} \Gamma(1 - t_2) \Gamma(-2 + 2t_1 + t_2) \quad (20)
\]  

(21)

and converges on the conditions \(Re(t_2) < 1\) and \(Re(2t_1 + t_2) > 2\); plugging into \([20]\), using the Gamma function functional relation \(\Gamma(2t_1 - 1)\Gamma(2t_1 - 1) = \Gamma(2t_1)\) and the Legendre duplication formula for the Gamma function \([11]\):

\[
\frac{\Gamma(t_1)}{\Gamma(2t_1)} = 2^{1 - 2t_1} \sqrt{\pi} \frac{1}{\Gamma(t_1 + \frac{1}{2})}
\]  

(22)
III Residue summation

we obtain:

\[
V(S, K, r, \sigma, \tau) = K e^{-r T} \times \\
\int_{c_1+i\infty}^{c_1+i\infty} \int_{c_2-i\infty}^{c_2+i\infty} (-1)^{-t_2} 2^{1-t_1} \frac{\Gamma(t_2) \Gamma(1-t_2) \Gamma(-2+2t_1+t_2)}{\Gamma(t_1+\frac{1}{2})} \left( \frac{z^2}{2} - \log \right)^{2-2t_1-t_2} z^{2t_1-1} \frac{dt_1}{2i\pi} \wedge \frac{dt_2}{2i\pi}
\]

(23)

III. Residue summation

Let us introduce the notations

\[
t := \begin{bmatrix} t_1 \\ t_2 \end{bmatrix} \quad \xi := \begin{bmatrix} c_1 \\ c_2 \end{bmatrix} \quad dt := dt_1 \wedge dt_2
\]

(24)

and the complex differential 2-form

\[
\omega = (-1)^{-t_2} 2^{1-t_1} \frac{\Gamma(t_2) \Gamma(1-t_2) \Gamma(-2+2t_1+t_2)}{\Gamma(t_1+\frac{1}{2})} \left( \frac{z^2}{2} - \log \right)^{2-2t_1-t_2} z^{2t_1-1} \frac{dt_1}{(2i\pi)^2}
\]

(25)

then we can write the call price under the form:

\[
V(S, K, r, \sigma, \tau) = K e^{-r T} \int_{\xi+iR^2} \omega
\]

(26)

where \( \xi \) is located in the polyhedra of convergence of the double Mellin-Barne integral (23)

\[
P = \{ t \in C^2, \ Re(2t_1 + t_2) > 2, \ Re(t_2) > 0, \ Re(t_2) < 1 \}
\]

(27)

This complex integral can be performed by means of summation of \( C^2 \)-residues, by virtue of a multidimensional analogue to the residue theorem valid for this specific class of integrals (see (66) and references in Appendix). This configuration is shown on fig. 1. Indeed, the characteristic quantity (see definition (58) in appendix) associated to the differential form (25) is:

\[
\Delta = \begin{bmatrix} 2-1 \\ 1-1+1 \end{bmatrix} = \begin{bmatrix} 1 \\ 1 \end{bmatrix}
\]

(28)

and the admissible half-plane is

\[
\Pi_\Delta := \{ t \in C^2, \ Re(\Delta \cdot t) < \Delta \xi \}
\]

(29)

in the sense of the euclidean scalar product. This half-plane is therefore located under the line

\[
t_2 = -t_1 + c_1 + c_2
\]

(30)

In this half-plane, the cone \( \Pi \) as shown of fig. 1 and defined by

\[
\Pi := \{ t \in C^2, \ Re(t_2) \leq 0, \ Re(2t_1 + t_2) \leq 2 \}
\]

(31)

contains and is compatible with the two family of divisors

\[
\left\{ \begin{array}{l}
D_1 = \{ t \in C^2, \ -2+2t_1+t_2 = -n_1, \ n_1 \in N \}
\
D_2 = \{ t \in C^2, t_2 = -n_2, \ n_2 \in N \}
\end{array} \right.
\]

(32)
III Residue summation

Figure 1: The divisors $D_1$ (oblique lines) are induced by the $\Gamma(-2 + 2t_1 + t_2)$ term, and $D_2$ (horizontal lines) by the $\Gamma(t_2)$ term. The intersection set $D_1 \cap D_2$ (the dots), located in the compatible green cone $\Pi$, gives birth to residues whose sum in the whole cone equals the integral (26).

induced by $\Gamma(-2 + 2t_1 + t_2)$ and $\Gamma(t_2)$ respectively. To compute the residues associated to every element of the singular set $D_1 \cap D_2$, we change the variables:

$$\begin{aligned}
    u_1 &:= -2 + 2t_1 + t_2 \\
    u_2 &:= t_2
\end{aligned} \quad \rightarrow \quad \begin{cases}
    t_1 = \frac{1}{2}(2 + u_1 - u_2) \\
    t_2 = u_2
\end{cases}
$$

so that in this new configuration $\omega$ reads

$$\omega = \frac{1}{2}(-1)^{-u_2} 2^{\frac{u_2-u_1+1}{2}} \frac{\Gamma(u_2)\Gamma(1-u_2)\Gamma(u_1)}{\Gamma(1 + \frac{u_1-u_2+1}{2})} \left(\frac{z^2}{2} - |\log|\right)^{-u_1} z^{u_1-u_2+1} \frac{du_1}{2i\pi} \wedge \frac{du_2}{2i\pi}$$

With this new variables, the divisors $D_1$ and $D_2$ are induced by the $\Gamma(u_1)$ and $\Gamma(u_2)$ functions in $(u_1, u_2) = (-n, -m)$, $n, m \in \mathbb{N}$. From the singular behavior of the Gamma function around a singularity [48], we can write

$$\omega \sim (u_1, u_2) \rightarrow (-n, -m)$$

$$\frac{1}{2}(-1)^{-u_2} \frac{(-1)^{n+m}}{n!m!} 2^{\frac{u_2-u_1+1}{2}} \frac{\Gamma(1-u_2)}{\Gamma(1 + \frac{u_1-u_2+1}{2})} \left(\frac{z^2}{2} - |\log|\right)^{-u_1} z^{u_1-u_2+1} \frac{du_1}{2i\pi(u_1-n)} \wedge \frac{du_2}{2i\pi(u_2+m)}$$

and therefore the residues are, by the Cauchy formula:

$$\text{Res}(u_1 = -n, u_2 = -m) = (-1)^n 2^\frac{m-n-1}{2} \frac{1}{n!\Gamma(1 + \frac{m-n+1}{2})} \left(\frac{z^2}{2} - |\log|\right)^n z^{m-n+1}$$
By virtue of the residue theorem (66), the sum of the residues in the whole cone equals the integral (26):

\[
V(S, K, r, \sigma, \tau) = Ke^{-rt} \sum_{n, m=0}^{\infty} (-1)^n 2^{n-m-1} \frac{1}{n! \Gamma(1 + \frac{m-n+1}{2})} \left( \frac{z^2}{2} - [\log] \right)^n z^{m-n+1} 
\] (37)

We can further simplify by changing the index \( m \rightarrow m + 1 \) and introducing \( Z := z/\sqrt{2} \), and we finally obtain:

Let \([\log] := \log \frac{S}{K} + r\tau\) and \(Z := \frac{\sigma \sqrt{\tau}}{\sqrt{2}}\), then the Black-Scholes price of the European call is given by the absolutely convergent double series:

\[
V(S, K, r, \sigma, \tau) = \frac{Ke^{-rt}}{2} \sum_{n=0}^{\infty} \frac{(-1)^n}{n! \Gamma(1 + \frac{m-n}{2})} \left( Z^2 - [\log] \right)^n Z^{n-m} \] (38)

### IV. Brenner-Subrahmanyam and refinement

By definition of \([\log]\), the ATM forward configuration implies:

\[
S = Ke^{-rt} \implies [\log] = 0 \] (39)

In this case, the series (38) becomes

\[
V(S, K, r, \sigma, \tau) = \frac{S}{2} \sum_{m=1}^{\infty} \frac{(-1)^n}{n! \Gamma(1 + \frac{m-n}{2})} Z^{n-m} 
\] (40)

This series is now a series of positive powers of \( Z \). It starts for \( n = 0, m = 1 \) and goes as follows:

\[
V(S, K, r, \sigma, \tau) = \frac{S}{2} \frac{1}{\Gamma(\frac{3}{2})} Z + O(Z^2) 
\] (41)

Recalling that \( Z = \frac{\sigma \sqrt{\tau}}{\sqrt{2}} \) and that \( \Gamma(\frac{3}{2}) = \frac{\sqrt{\pi}}{2} \), we get

\[
V(S, K, r, \sigma, \tau) = \frac{S}{\sqrt{2\pi}} \sigma \sqrt{\tau} + O(\sigma^2 \tau) 
\] (42)

As:

\[
\frac{1}{\sqrt{2\pi}} \approx 0.399 \approx 0.4 
\] (43)

we thus recover the Brenner-Subrahmanyam approximation (3):

\[
V(S, K, r, \sigma, \tau) = 0.4 S \sigma \sqrt{\tau} + O(\sigma^2 \tau) 
\] (44)

Note that the series (40) is indeed a refinement of the Brenner-Subrahmanyam approximation. In this precise market situation, the call price can therefore be expressed as a power series of \( \sigma \sqrt{\tau} \), which is not the case in the general case as shown in (38), where negative powers of \( \sigma \sqrt{\tau} \) and powers of \([\log]\) arise.
III. Numerical tests

I. Quickness of convergence

It is interesting to note that in the series \(38\), only the very first few terms contribute and already give an excellent approximation to the option price. See for instance Tab. 1, where the set of parameters used is \(S = 3800, K = 4000, r = 1\%, \sigma = 20\%, \tau = 1\). The convergence is a little bit less fast when \(\tau\) grows, but remains very efficient, see for instance Table 2. In Fig. 2 we compute the partial terms of the series \(38\) as a series of \(n\), that is, the sum of vertical columns in tables 1 and 2, for a time to maturity \(\tau\) being 1 or 5 years. We observe that, in both cases, the convergence is fast.

| \(\tau = 1\text{Y} \) | 1    | 2     | 3     | 4     | 5     | 6     | 7     |
|-----------------|------|-------|-------|-------|-------|-------|-------|
| 0               | 315.978 | 39.602 | 4.213 | 0.396 | 0.034 | 0.003 | 0.000 |
| 1               | -121.367 | -19.367 | -2.427 | -0.258 | -0.024 | -0.002 | -0.000 |
| 2               | 14.839 | 3.720 | 0.594 | 0.074 | 0.008 | 0.001 | 0.000 |
| 3               | 0     | -0.303 | -0.076 | -0.012 | -0.002 | -0.000 | -0.000 |
| 4               | -0.116 | 0     | 0.005 | 0.001 | 0.000 | 0.000 | 0.000 |
| 5               | 0     | 0.001 | 0     | -0.000 | -0.000 | -0.000 | -0.000 |
| 6               | 0.001 | 0     | -0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| Call            | 209.335 | 232.987 | 235.295 | 235.496 | 235.512 | 235.514 | 235.514 |

Table 1: Table containing the numerical values for the \((n, m)\)-term in the series \(38\) for the option price \((S = 3800, K = 4000, r = 1\%, \sigma = 20\%, \tau = 1\text{Y})\). The call price converges to a precision of \(10^{-3}\) after summing only very few terms of the series.

| \(\tau = 5\text{Y} \) | 1    | 2     | 3     | 4     | 5     | 6     | 7     | 8     | 9     |
|-----------------|------|-------|-------|-------|-------|-------|-------|-------|-------|
| 0               | 678.845 | 190.246 | 45.256 | 9.512 | 1.810 | 0.317 | 0.052 | 0.008 | 0.001 |
| 1               | -192.706 | -68.762 | -19.271 | -4.584 | -0.964 | -0.183 | -0.032 | -0.005 | -0.001 |
| 2               | 17.413 | 9.760 | 3.483 | 0.976 | 0.232 | 0.049 | 0.009 | 0.002 | 0.000 |
| 3               | 0     | -0.588 | -0.330 | -0.118 | -0.033 | -0.008 | -0.002 | -0.000 | -0.000 |
| 4               | -0.074 | 0     | 0.015 | 0.008 | 0.003 | 0.001 | 0.000 | 0.000 | 0.000 |
| 5               | 0     | 0.002 | 0     | -0.000 | -0.000 | -0.000 | -0.000 | -0.000 | -0.000 |
| 6               | 0.000 | 0     | -0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| Call            | 503.477 | 634.134 | 663.288 | 669.082 | 670.131 | 670.306 | 670.334 | 670.338 | 670.338 |

Table 2: Same set of parameters as in Table 1 but for a longer maturity \(\tau = 5\text{Y}\). The convergence is slightly slower but remains very efficient.

Figure 2: Convergence of partial terms of the series \(38\) to the call price, for short and long times to maturity (1Y and 5Y).
II. Comparisons between the series and the BS formula

In the following array, we compare the results obtained via an application of the Black-Scholes formula and via the expansion (38) truncated at $n = m = 20$. We show that for every time to maturity and every market situation (in, at or out of the money), this truncation is sufficient to agree with the Black-Scholes formula at a level of precision of $10^{-6}$. Other parameters are $K = 4000, r = 1\%, \sigma = 20\%$.

| Out of the money (S=3800) | $\tau = 1Y$ | $\tau = 2Y$ | $\tau = 3Y$ | $\tau = 4Y$ | $\tau = 5Y$ |
|--------------------------|--------------|--------------|--------------|--------------|--------------|
| Black-Scholes Formula    | 235.5135954  | 376.3907685  | 488.2564760  | 584.4538077  | 670.3385381  |
| Series (38), 20 (n,m)-iterations | 235.5135954  | 376.3907685  | 488.2564760  | 584.4538077  | 670.3385381  |

| At the money (S=400) | $\tau = 1Y$ | $\tau = 2Y$ | $\tau = 3Y$ | $\tau = 4Y$ | $\tau = 5Y$ |
|---------------------|--------------|--------------|--------------|--------------|--------------|
| Black-Scholes Formula | 337.3327476  | 486.1060719  | 603.0304375  | 703.1314722  | 792.2680293  |
| Series (38), 20 (n,m)-iterations | 337.3327476  | 486.1060719  | 603.0304375  | 703.1314722  | 792.2680293  |

| In the money (S=4200) | $\tau = 1Y$ | $\tau = 2Y$ | $\tau = 3Y$ | $\tau = 4Y$ | $\tau = 5Y$ |
|-----------------------|--------------|--------------|--------------|--------------|--------------|
| Black-Scholes Formula | 458.7930654  | 609.5901660  | 728.9304673  | 831.3409473  | 922.6298574  |
| Series (38), 20 (n,m)-iterations | 458.7930654  | 609.5901660  | 728.9304673  | 831.3409473  | 922.6298574  |

IV. Concluding remarks

To the author’s knowledge, formula (38) is new. It can be efficiently used in practice as an alternative of the Black-Scholes formula, for instance in an excel sheet or a Mathematica file. More interesting, the technique used for obtaining this result applies to a wider class of problems. Indeed, as soon as one is able to write the option price under the form of an integral over a Green variable $y$:

$$V = \int \text{Payoff} \times \text{Green function} \, dy$$  \hspace{1cm} (45)

and that one can write a suitable Mellin-Barnes representation for the Green function, then the technology applies. This is notably the case for the class of Lévy processes (of which Black-Scholes is a special case), where the Green functions are all known under the form of Mellin-Barnes representations (see for instance [11], [10] and references therein). This work is currently in progress [3].
A. APPENDIX: MELLIN TRANSFORMS AND RESIDUES

We briefly present here some of the concepts used in the paper. The theory of the one-dimensional Mellin transform is explained in full detail in [8]. An introduction to multidimensional complex analysis can be found in the classic textbook [9], and applications to the specific case of Mellin-Barnes integrals is developped in [12,13,2].

I. One-dimensional Mellin transforms

1. The Mellin transform of a locally continuous function $f$ defined on $\mathbb{R}^+$ is the function $f^*$ defined by

$$f^*(s) := \int_0^\infty f(x) x^{s-1} \, dx$$

(46)

The region of convergence $\{\alpha < \text{Re}(s) < \beta\}$ into which the integral (46) converges is often called the fundamental strip of the transform, and sometimes denoted $<\alpha,\beta>$.

2. The Mellin transform of the exponential function is, by definition, the Euler Gamma function:

$$\Gamma(s) = \int_0^\infty e^{-x} x^{s-1} \, dx$$

(47)

with strip of convergence $\{\text{Re}(s) > 0\}$. Outside of this strip, it can be analytically continued, expect at every negative $s = -n$ integer where it admits the singular behavior

$$\Gamma(s) \sim s \to -n \frac{(-1)^n}{n!} \frac{1}{s+n} \quad n \in \mathbb{N}$$

(48)

3. The inversion of the Mellin transform is performed via an integral along any vertical line in the strip of convergence:

$$f(x) = \int_{c-i\infty}^{c+i\infty} f^*(s) x^{-s} \frac{ds}{2i\pi} \quad c \in (\alpha, \beta)$$

(49)

and notably for the exponential function one gets the so-called Cahen-Mellin integral:

$$e^{-x} = \int_{c-i\infty}^{c+i\infty} \Gamma(s) x^{-s} \frac{ds}{2i\pi} \quad c > 0$$

(50)

4. When $f^*(s)$ is a ratio of products of Gamma functions of linear arguments:

$$f^*(s) = \frac{\Gamma(a_1 s + b_1) \ldots \Gamma(a_n s + b_n)}{\Gamma(c_1 s + d_1) \ldots \Gamma(c_m s + d_m)}$$

(51)

then one speaks of a Mellin-Barnes integral, whose characteristic quantity is defined to be

$$\Delta = \sum_{k=1}^n a_k - \sum_{j=1}^m c_j$$

(52)
Δ governs the behavior of \( f^*(s) \) when \(|s| \to \infty\) and thus the possibility of computing (49) by summing the residues of the analytic continuation of \( f^*(s) \) right or left of the convergence strip:

\[
\begin{align*}
\Delta < 0 & \quad f(x) = - \sum_{\text{Re}(s_N) > \beta} \text{Res}_N f^*(s)x^{-s} \\
\Delta > 0 & \quad f(x) = \sum_{\text{Re}(s_N) < \alpha} \text{Res}_N f^*(s)x^{-s}
\end{align*}
\]  

(53)

For instance, in the case of the Cahen-Mellin integral one has \( \Delta = 1 \) and therefore:

\[
e^{-x} = \sum_{\text{Re}(s_N) < 0} \text{Res}_N \Gamma(s)x^{-s} = \sum_{n=0}^{\infty} \frac{(-1)^n}{n!} x^n
\]  

(54)

as expected from the usual Taylor series of the exponential function.

II. Multidimensional Mellin transforms

1. Let the \( a_k, c_j \), be vectors in \( \mathbb{C}^2 \), and the \( b_k, d_j \) be complex numbers. Let \( t := \begin{bmatrix} t_1 \\ t_2 \end{bmatrix} \) and \( \xi := \begin{bmatrix} c_1 \\ c_2 \end{bmatrix} \) in \( \mathbb{C}^2 \) and ",." represent the euclidean scalar product. We speak of a Mellin-Barnes integral in \( \mathbb{C}^2 \) when one deals with an integral of the type

\[
\int_{\xi + i\mathbb{R}^2} \omega
\]

(55)

where \( \omega \) is a complex differential 2-form who reads

\[
\omega = \frac{\Gamma(a_1 t_1 + b_1) \ldots \Gamma(a_n t_n + b_n)}{\Gamma(c_1 t_1 + d_1) \ldots \Gamma(c_m t_m + d_m)} x^{-t_1} y^{-t_2} \frac{dt_1}{2i\pi} \wedge \frac{dt_2}{2i\pi} \quad x, y \in \mathbb{R}
\]  

(56)

The singular sets induced by the singularities of the Gamma functions

\[
D_k := \{ t \in \mathbb{C}^2, a_k t_k + b_k = -n_k, n_k \in \mathbb{N} \} \quad k = 0 \ldots n
\]  

(57)

are called the divisors of \( \omega \). The characteristic vector of \( \omega \) is defined to be

\[
\Delta = \sum_{k=1}^{n} a_k - \sum_{j=1}^{m} c_j
\]  

(58)

and the admissible half-plane:

\[
\Pi_\Delta := \{ t \in \mathbb{C}^2, \Delta t < \Delta \xi \}
\]  

(59)

2. Let the \( \rho_k \) in \( \mathbb{R} \), the \( h_k : \mathbb{C} \to \mathbb{C} \) be linear applications and \( \Pi_k \) be a subset of \( \mathbb{C}^2 \) of the type

\[
\Pi_k := \{ t \in \mathbb{C}^2, \text{Re}(h_k(t_k)) < \rho_k \}
\]  

(60)

A cone in \( \mathbb{C}^2 \) is a cartesian product

\[
\Pi = \Pi_1 \times \Pi_2
\]  

(61)

where \( \Pi_1 \) and \( \Pi_2 \) are of the type [60]. Its faces \( \varphi_k \) are

\[
\varphi_k := \partial \Pi_k \quad k = 1, 2
\]  

(62)
and its distinguished boundary, or vertex is

\[ \partial_0 \Pi := \varphi_1 \cap \varphi_2 \] (63)

3. Let \( 1 < n_0 < n \). We group the divisors \( D = \bigcup_{k=0}^n D_k \) of the complex differential form \( \omega \) into two sub-families

\[ D_1 := \bigcup_{k=0}^{n_0} D_k \quad D_2 := \bigcup_{k=n_0+1}^n D_k \quad D = D_1 \cup D_2 \] (64)

We say that a cone \( \Pi \subset \mathbb{C}^2 \) is compatible with the divisors family \( D \) if:
- Its distinguished boundary is \( \mathcal{E} \);
- Every divisor \( D_1 \) and \( D_2 \) intersect at most one of his faces:

\[ D_k \cap \varphi_k = \emptyset \quad k = 1, 2 \] (65)

4. Residue theorem for multidimensional Mellin-Barnes integral [12,13]: If \( \Delta \neq 0 \) and if \( \Pi \subset \Pi_\Delta \) is a compatible cone located into the admissible half-plane, then

\[ \int_{\mathbb{C}+i\mathbb{R}^2} \omega = \sum_{\xi \in \Pi \cap (D_1 \cap D_2)} \text{Res}_\xi \omega \] (66)

and the series converges absolutely. The residues are to be understood as the "natural" generalization of the Cauchy residue, that is:

\[ \text{Res}_0 \left[ \frac{\partial^{n_1+n_2-2}}{\partial t_1^{n_1-1} \partial t_2^{n_2-1}} f(t_1, t_2) \right]_{t_1=t_2=0} = \frac{1}{(n_1-1)! (n_2-1)!} \frac{\partial^{n_1+n_2-2}}{\partial t_1^{n_1-1} \partial t_2^{n_2-1}} f(t_1, t_2) \] (67)
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