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Abstract

A nonlinear stochastic inversion scheme, called very fast simulated annealing (VFSA), was applied to the time-domain electromagnetic data generated from a horizontal electric dipole. The forward formulation of the vertical magnetic field was expressed in the Laplace domain by applying the Hankel integral transform. Time-domain transformation was performed by applying the inverse Laplace transform using the Gaver–Stehfest algorithm. In this study, for noise-free synthetic data, the VFSA scheme yielded the smallest misfit and an inverted resistivity model that resembled the test model. The addition of 5% random noise to the synthetic data produced the same level of misfit and a model that still mimicked the test model. However, the addition of 10% noise to the synthetic data resulted in a misfit value that was three times that of the first two values and a resistivity model with a large discrepancy with the test model, particularly at large depths. These results indicate the efficacy of the VFSA inversion scheme for inferring the subsurface resistivity structure from the electromagnetic data. This inversion scheme was applied to field data measured in a volcanic environment. The general pattern of the resistivity structure inferred by the VFSA inversion is consistent with the structure obtained previously by using a deterministic inversion scheme.
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I. INTRODUCTION

The time-domain electromagnetic (TDEM) method, often called the transient electromagnetic (TEM) method, has been widely applied in geophysical explorations. In this method, current is fed into a transmitter for a specific TDEM configuration, such as a transmitter loop or vertical magnetic dipole (VMD), horizontal magnetic dipole (HMD), horizontal electric dipole (HED), and long grounded wire [1,2,3]. Groundwater exploration was previously studied using VMD configuration [4]. Meanwhile, a rectangular-loop TDEM was used to characterize the subsurface weathered layer [5] and analyze and interpret the anomalous conductivity and magnetic permeability effects simultaneously [6]. The TDEM method was applied to determine the aquifer potential [7], study subsurface structures in volcanic areas [8], and study saltwater intrusion [9]. It was also used to characterize leachate contamination in landfills [10].

The TDEM forward modeling problem is expressed in the frequency, time, or Laplace domain [11]. Time-domain transformation for solving this problem has been conducted using Fourier or Laplace transform. Fourier transform has often been applied to solve TDEM responses generated by vertical magnetic dipole (VMD) sources [12-16]. The TDEM data generated by an HED source were solved using the inverse Laplace transform in the forward modeling part [8]. The inverse Laplace transform was manifested using the Gaver–Stehfest algorithm [17-18]. In this study, the TDEM forward formulation is expressed in the Laplace domain.

One intriguing challenge in the TDEM method is solving the inversion problem in which the TDEM data are numerically processed to obtain information on the resistivity structure of the subsurface. The inversion methods are grouped into deterministic and
nondeterministic methods. The examples of the first group are least-squares inversion [19] and Occam’s inversion [8], which are used to determine the minimum misfit value between the observed and calculated data in order to obtain a reliable subsurface model. The nondeterministic methods, which belong to the global optimization approach, have recently been applied frequently to minimize misfit and avoid solutions trapped in the local minima [20]. The first application of the global optimization approach to TDEM data effectively revealed a subsurface resistivity profile [21]. An efficacy of global optimization methods in solving inversion problems is their procedure that mimics natural phenomena such as cooling temperature based on slow cooling to achieve the ground state, condition with the minimum possible energy, and a physical phenomenon called simulated annealing (SA) [22]. In this study, we elaborate a nonlinear inversion of TDEM data using a global approach in the form of very fast simulated annealing (VFSA), a modified version of SA, for overdetermined problems that contain fewer model parameters than the observed data.

VFSA inversion has been successfully used to infer the subsurface structure underneath Tibet by using the seismic method [23] and to interpret gravity anomaly caused by simple-shaped buried bodies [24]. The advantage of VFSA over other methods is that it can prevent the local minimum from being reached. VFSA inversion ensures the solution’s stability and can be used to make the noise data robust [25]. It was also applied for the interpretation of stacked seismic data [26] and used to obtain a static shift correction of MT data in 1D MT data interpretation [27], 1D DC resistivity data interpretation [28], analysis of self-potential due to a 2D inclined structure [29], analysis of residual gravity anomaly to define the gross crustal density distribution of a tectonic region [30], and magnetic anomaly inversion caused by a rod-shaped buried structure [31].

Sharma and Kaikkonen [32] successfully conducted TDEM data inversion using VFSA for a coincident loop configuration to detect anomalous conductive bodies in subsurfaces at depths down to 250 m. They used the fast Fourier transform to transform the frequency-domain expression of the forward formulation into the time-domain expression. Li et al. [33] employed VFSA inversion for a large-loop TDEM configuration yielding interpretation depths of up to approximately 1500 m. They used Laplace transform in the form of the Gaver–Stehfest method in their forward formulation to transform the frequency domain into time domain. Yogi and Widodo [34] applied a hybrid inversion between the conjugate gradient method and the VFSA method for a rectangular transmitting loop and successfully revealed a resistivity profile of down to 1000 m. Meanwhile, Prabawa and Warsa [35] conducted VFSA inversion for a vertical magnetic dipole configuration to infer a carbonate reservoir at depths of 750–1200 m. They also applied Fourier transform to calculate the EM responses in the time domain.

This study applies the VFSA method to the data obtained from an HED-TDEM configuration, which can reveal a deeper subsurface resistivity profile of approximately 8–10 km depth [8]. The forward formulation is expressed in the Laplace domain by applying the Hankel transform. Meanwhile, the time-domain transformation is performed by applying the inverse Laplace transform using the Gaver–Stehfest algorithm. The efficacy of this VFSA scheme is tested for a set of synthetic data, both noise-free and noisy. The scheme is also applied to real data obtained from the field to test its applicability in real situations.

II. FORWARD MODELING

II.1 TDEM for Hed Configuration

Electromagnetic phenomena can fundamentally be represented by relationships among five physical field vectors, namely e (electric field intensity), b (magnetic induction), d (dielectric displacement), h (magnetic field intensity), and j (electric current density). The relations among these vectors are governed by a set of Maxwell’s equations, which are expressed in the form of four first-order differential equations:

\[ \nabla \times \mathbf{E} + \frac{\partial \mathbf{b}}{\partial t} = 0 \]  \hspace{1cm} (1)

\[ \nabla \times \mathbf{h} - \frac{\partial \mathbf{d}}{\partial t} = \mathbf{j} \]  \hspace{1cm} (2)

\[ \mathbf{v} \cdot \mathbf{b} = 0 \]  \hspace{1cm} (3)

\[ \mathbf{v} \cdot \mathbf{d} = \rho \]  \hspace{1cm} (4)

where \( \rho \) is the electric charge density (C/m\(^3\)).

These equations can be decomposed into two equations by employing the constitutive relations in earth materials, given by

\[ \mathbf{D} = \varepsilon \mathbf{E} \]  \hspace{1cm} (5)

\[ \mathbf{J} = \sigma \mathbf{E} \]  \hspace{1cm} (6)

\[ \mathbf{B} = \mu_0 \mathbf{H} \]  \hspace{1cm} (7)

Here, \( \varepsilon \) is the dielectric permittivity of the material, \( \sigma \) is the electric conductivity, and \( \omega \) is the angular frequency. The magnetic permeability \( \mu_0 \) is assumed to have the same value as the free-space value.

Applying Fourier transformation to Eqs. 1 and 2 and substituting in the above constitutive
relations, a frequency-domain version of Maxwell’s equations is obtained:
\[ \nabla \times E + i \mu_0 \mu H = 0 \]  \hspace{1cm} (8)
\[ \nabla \times H - \langle \sigma + i \omega \rangle E = 0 . \]  \hspace{1cm} (9)

Eqs. 8 and 9 are homogeneous equations, which are only valid in source-free regions. These equations must be substituted by inhomogeneous equations in regions having artificial sources, such as magnetic source current \((J_m^s)\) and electric source current \((J_e^s)\):
\[ \nabla \times E + i \mu_0 \mu H = -J_m^s \]  \hspace{1cm} (10)
\[ \nabla \times H + \langle \sigma + i \omega \rangle E = -J_e^s . \]  \hspace{1cm} (11)

Using the expressions of potential Schelkunoff \(A\) (magnetic term) and \(F\) (electric term) for \(E\) and \(H\) cases the steps required to solve the inhomogeneous differential equation, as the potentials are always parallel to the source fields [1]. The inhomogeneous equations can be solved for infinite homogeneous regions as long as \(J_e^s\) and \(J_m^s\) can be expressed explicitly; hence, the electric and magnetic fields can be regarded as a superposition of electric and magnetic sources:
\[ E = E_m + E_e, \]  \hspace{1cm} (12a)
\[ H = H_m + H_e. \]  \hspace{1cm} (12b)

Problems that deal with only \(E_m\) and \(H_m\) are associated with cases in which \(J_e^s = 0\), whereas those that deal with only \(E_e\) and \(H_e\) are associated with cases in which \(J_m^s = 0\).

In this study, an HED transmitter is used; hence, only the electric source \((J_e^s)\) appears in the formulation, simplifying the calculation of Schelkunoff potential to only include \(A\), which by definition is related to \(H_e\):
\[ H_e = \nabla \times A. \]  \hspace{1cm} (13)

Substituting Eq. 13 into Eq. 11 yields the inhomogeneous Helmholtz equation:
\[ \nabla^2 A + k^2 A = -J_e^s, \]  \hspace{1cm} (14)
where \(k\) is a wave number, expressed by
\[ k^2 = \mu_0 \omega^2 - i \sigma \omega . \]  \hspace{1cm} (15)

Applications of electromagnetic methods in geophysics, such as TDEM, usually consider electromagnetic field propagation in earth materials where the electric conductivity values are within a limited range \(10^0\) to \(10^2 \) S/m and the use of low frequencies \((<10^5 \text{ Hz})\). In return, the conduction current is much greater than the displacement current or \(\mu_0 \sigma \omega \gg \mu_0 \varepsilon \omega^2\), yielding \(k^2 \approx -i \mu_0 \sigma \omega\). This condition is often called the quasi-static approximation, where the electromagnetic field propagation in earth materials is predominantly a diffusion phenomenon. In the Laplace domain, \(k^2 = -i \mu_0 \sigma \omega\) is expressed as \(k^2 = -s \mu_0 \sigma\), where \(s = i \omega\).

In this study, conductivity is assumed to vary only vertically in the \(z\)-direction. The earth is composed of \(N\) layers, each of which has a constant conductivity. The HED source with a current moment \(ldx\) is located at \(z = -h\), where \(dx\) denotes the length of the dipole (Fig. 1). \(\sigma_1\) and \(\mu_1\) are the thickness and conductivity of the \(i\)-th layer, respectively, where \(z_{i,1} < z < z_i\), and \(z_i\) is the depth from the surface to the bottom of the \(j\)-th layer. Eq. 13 can now be expressed as
\[ H_i = \nabla \times A_i. \]  \hspace{1cm} (16)

By applying a proper gauge condition, we obtain
\[ \left(\nabla^2 + k^2\right)A_0 = 0, \]  \hspace{1cm} (17)
where \(k^2 = -s \mu_0 \sigma_0\). In this problem, we use two axes of symmetry, one in the direction of the dipole’s axis (\(x\)-axis) and the other in the direction of conductivity changing (\(z\)-axis). Accordingly, we can define that the \(y\)-component of the vector potential equals zero:
\[ A_y = \left(A_x \cdot 0, A_0 \right), \]  \hspace{1cm} (18)

The vector potential of the electric dipole, which is in the \(x\)-axis direction, can be expressed as
\[ A(x) = \frac{ldx}{4 \pi r} e^{-i \omega t} u_x, \]  \hspace{1cm} (19)

In a layer containing the source, the particular (primary) solution of the inhomogeneous differential equation associated with the presence of the source at \(z = -h\) is added to the complementary (secondary) solution. Decomposing the source into transverse magnetic (TM) and transverse electric (TE) modes, the particular solutions above and below the surface can be expressed as
\[ A_p \left( k_x, k_y \right) e^{-|k||z|} \]  \hspace{1cm} (20)\]

as the TM mode and
\[ F_p \left( k_x, k_y \right) e^{-|k||z|} \]  \hspace{1cm} (21)\]

as the TE mode. Both potentials \( A_p \) and \( F_p \) depend on the particular source.

Merging the primary and secondary solutions above the earth, the potentials as functions of \( x \) and \( y \) are obtained by applying the inverse Fourier transforms
\[ A = \frac{1}{4\pi^2} \int_0^\infty A \tau e^{-\omega|\tau|} e^{i(k_x x + k_y y)} dk_x dk_y \]  \hspace{1cm} (22)\]

and
\[ F = \frac{1}{4\pi^2} \int_0^\infty F \tau e^{-\omega|\tau|} e^{i(k_x x + k_y y)} dk_x dk_y \]  \hspace{1cm} (23)\]

where \( \text{TE} \) and \( \text{TM} \) are reflection coefficients for the TE and TM modes, respectively, which take into account the admittance and impedance of the free space and the surface. The admittance and impedance of the surface are calculated recursively, starting from the deepest layer and repeated upward until the surface.

![Fig. 1. TDEM setup for 1D case where the earth’s conductivity varies only in the z-direction.](image)

The above solutions can now be seen as a superposition of plane waves having a very wide range of the incidence angle. The TE mode has only a vertical magnetic field, and the coefficient of the TE mode, \( F_p \), is obtained by equating \( H_z \) with \( H_c \), which yields
\[ H_z = 0 \]  \hspace{1cm} (TM mode)  \hspace{1cm} (24)\]

and
\[ H_z = \frac{1}{i\omega\mu} \left( \frac{\partial^2}{\partial z^2} + k_i^2 \right) F_z \]  \hspace{1cm} (TE mode)  \hspace{1cm} (25)\]

to obtain
\[ F_z = -\frac{i z \mu}{2 u_0} \frac{ik}{k_z^2 + k_y^2} \]  \hspace{1cm} (26)\]

Substituting Eq. 26 into Eqs. 20 and 21, we obtain the expression for TE potentials between the source and the earth:
\[ F(x, y, z) = -\frac{iz \mu}{8\pi^2} \int_{-\infty}^{\infty} \left[ e^{-i k_x(x + y)} + r_{TE} e^{i k_x(x - y)} \right] \]  \hspace{1cm} (27)\]

\[ \frac{ik_z}{u_0(k_z^2 + k_y^2)} e^{i(k_z z + k_y y)} dk_y dk_z \]

The components of the magnetic field are obtained by substituting Eq. 24 into Eq. 25. The vertical magnetic field that depends only on the potential \( F \) of the TE mode at the surface \( (z = 0) \) is given by
\[ H_z = \frac{iz \mu}{4\pi^2} \int_{-\infty}^{\infty} (1 + r_{TE}) e^{i k_z z} J_1(\lambda \rho) d\lambda \]  \hspace{1cm} (28)\]

where \( \rho = \sqrt{x^2 + y^2} \) is the horizontal distance from the center of HED to the receiver and \( J_1 \) is the Bessel function of order one of the first kind. The variable \( r_{TE} \) can be calculated as follows:
\[ r_{TE} = \frac{Y_0 - \hat{Y}_1}{Y_0 + \hat{Y}_1} \]  \hspace{1cm} (30)\]

where
\[ Y_0 = \frac{u_0}{i\omega\mu b_0} \]
\[ \hat{Y}_1 = Y_n + \hat{Y}_1 \tanh(u_n h) \]
\[ \hat{Y}_n = Y_n + \hat{Y}_n \tanh(u_n h) \]
\[ \hat{Y}_n = Y_n \]
\[ Y_n = \frac{u_n}{i\mu \omega} \]
\[ u_n = \left( \frac{\lambda^2 - k_n^2}{2} \right)^{1/2} \]
\[ k_n^2 = \omega^2 \mu_n \varepsilon_n - i \omega \mu_n \varepsilon_n \]
\[ u_0 = \left( \frac{\lambda^2 - \omega^2 \mu_0 \varepsilon_0}{2} \right) \]

and \( \omega \) is the angular frequency.
II.2 Time-domain Transformation

The final step of the forward modeling part is to transform the magnetic field previously expressed in the Laplace domain into the time domain:

\[ h(t) = \frac{1}{2\pi i} \int_{c=\infty}^{c=-\infty} H_i(s)e^{-st}ds. \]  

(31)

The transformation is manifested by performing numerical integration using the Gaver–Stehfest algorithm [17–18]:

\[ h(t) = \frac{\ln 2}{t} \sum_{l=1}^{L} K_l H_i(s_l), \]

(32)

where

\[ K_l = (-1)^{\left\lfloor \frac{l}{2} \right\rfloor} \frac{\sum_{k=1}^{l} \frac{k^2 (2k)!}{k^2 (1-k)(2k-l)!}}{\sum_{k=1}^{l} \frac{k^2 (2k)!}{k^2 (1-k)(2k-l)!}}, \]

(33)

where \( L \) is the coefficient value that depends on the computer used for calculating the inverse. In this calculation, the value of \( L \) is 8 [8]. In the real measurement, we are only interested in the transient response after switching off the current at \( t = 0 \), and the magnetic field measured as a function of time can be expressed as

\[ h_\text{DC} - h(t); \quad t \geq 0, \]

(34)

where \( h_\text{DC} \) is the induced magnetic field at \( t \to \infty \) or \( \omega \to 0 \) due to the HED source, calculated by a similar step as \( h(t) \) for layered earth, except that the value of the Laplace variable \( s \) is set to zero.

III. GLOBAL OPTIMIZATION USING VFSA METHOD

Crystal formation in a material caused by a thermodynamic process is adopted as a fundamental concept in SA inversion. In annealing, a solid substance is heated until it melts into liquid. The temperature then decreases slowly, enabling the cooled liquid to grow large single crystals, a condition that is associated with the global minimum energy state. Analogous to annealing, in the geophysical inversion problem, the temperature cooling process resembles an iteration process of searching a solution. The liquid substance represents a model, and the energy of the system is analogous to an objective function. In the inversion, the process of finding a model that converges toward a solution whose objective function is the minimum is repeated at each iteration.

The SA method incorporates the Boltzmann probability distribution function, which describes the relation between the probability of a model \( \mathbf{m} \) at temperature \( T \), whose energy is \( E \):

\[ P(\mathbf{m}) \propto \exp \left( -\frac{E(\mathbf{m})}{kT} \right) \]

(35)

where \( k \) is Boltzmann’s constant. The system configuration is expressed in \( M \) number of model parameters (\( m_1, m_2, \ldots, m_M \)). In the inversion scheme, \( E \) is the objective function to be minimized and \( T \) is a fixed control factor, commonly referred to as the iterative process controller [25]. As \( k \) is a constant, we can set its value to 1 without loss of generality. The model space is sought after by obtruding perturbations on the estimates of the model parameters being optimized. The perturbations depend on the chosen scheme of temperature decay for each iteration.

VFSA was first introduced by Ingber [36, 37] as a modification of the SA method for two main reasons [38]. First, in an \( NM \)-dimensional model space, each model parameter has a different range of variations and influences the misfit function differently; hence, each model parameter has a different level of perturbation from their current value. Second, the algorithm of the SA method does not perform sufficiently precise and fast calculation if the Cauchy random numbers are the same as the number of model parameters. The attempt to establish an \( NM \)-dimensional Cauchy distribution can be avoided by using the \( NM \)-product of 1D Cauchy distributions. This modification permits larger sampling of the model space at high temperature and narrower sampling at low temperature, and each model parameter is allowed to have its own cooling schedule and sampling scheme in the model space.

The implementation of the algorithm is started by assuming a model parameter \( m_i \) at \( k \)-iteration \( (m_i^k) \), which can be expressed as [39]

\[ m_i^{\text{min}} \leq m_i^k \leq m_i^{\text{max}}, \]

(36)

where \( m_i^{\text{min}} \) is the minimum and \( m_i^{\text{max}} \) is the maximum value of the parameter \( m_i \). The value of \( m_i^k \) is perturbed at the \((k+1)\)-th iteration using the following rule:

\[ m_i^{k+1} = m_i^k + y_i \left( m_i^{\text{max}} - m_i^{\text{min}} \right), \]

(37)
where \( y \in [-1,1] \) and \( m_{i}^{\text{min}} \leq m_{i}^{k+1} \leq m_{i}^{\text{max}} \). The value of \( y_{i} \) is produced by the following distribution:

\[
g_{T}(y) = \prod_{j=1}^{NM} \frac{1}{2(|y_{i}|+T) \ln \left( 1 + \frac{1}{T} \right)} = \prod_{j=1}^{NM} g_{T}(y_{i}),
\]

whose cumulative probability is presented by

\[
G_{T}(y_{i}) = \frac{1}{2} \cdot \frac{\text{sgn}(y_{i})}{\ln \left( 1 + \frac{1}{T} \right)}.
\]

It is equivalent to having a random number \( u_{i} \) within the uniform distribution of \( U [0, 1] \), which can be mapped into the previous distribution expressed as

\[
y_{i} = \text{sgn}(u_{i} - \frac{1}{2}) T_{i} \left[ \left( 1 + \frac{1}{T_{i}} \right)^{\exp(-\frac{u_{i} - 1}{T_{i}})} \right].
\]

Li et al. [35] showed that for such distribution, the global minima can be randomly determined by applying a cooling schedule, which can be expressed as

\[
T_{i}(k) = T_{0} \exp(-c_{i}^{k}^{1/NM}),
\]

where \( T_{0} \) is the initial temperature of the \( i \)-th parameter, and \( c_{i} \) is a control parameter for the temperature scheduling. In this paper, we set \( T_{0} = 5, c_{i} = 1 \), and \( k = 1 \). Each particle is set to move \( NV \) times at each iteration. These movements aim to give chance to each particle to achieve the best misfit randomly as the temperature cools down. The VFSA algorithm is systematically explained by the pseudocode shown in Fig. 2.

IV. INVERSION RESULT AND DISCUSSION

IV.1 Inversion On Synthetic Data

The forward modeling calculation is performed to generate a transient curve of vertical magnetic field \( B_{z} \) (tesla, T). In a real situation, the measurement of \( B_{z} \) instead of its time derivative \( \partial B_{z}/\partial t \) is made possible by using a fluxgate sensor as the receiver [8]. The HED transmitter lies on the surface and has a 1425-m-long cable, both ends of which are grounded, injecting an 8 A current. The transmitter is in parallel with the x-axis and the receiver is located at \( x = 3 \) km and \( y = 4 \) km from the transmitter’s center; thus, the transmitter–receiver distance is 5 km. The earth is modeled by a three-layer subsurface structure that has a moderately resistive first layer (25 \( \Omega \)m), followed by a conductive layer (1 \( \Omega \)m) and a resistive layer (100 \( \Omega \)m). The magnetic field \( B_{z} \) is calculated at 212 measurement times, starting at 1.58 ms and ending at 4.28 s. The resistivity model (test model) and the generated vertical magnetic field \( B_{z} \) (synthetic data) are shown in Fig. 3a and 3b, respectively.

To test the pertinency of the proposed VFSA inversion scheme, the synthesis data are inverted to reveal a resistivity model that is sought to be as similar as possible to the test model. The inversion is conducted for several sets of VFSA parameter values to obtain the possible smallest misfit, as listed in Table 1. Within the scope of this study, large values of \( NV \) correspond to fairly small misfit values, and relatively smaller \( NV \) values produce larger misfit values. In this inversion scheme, the values of the constants \( C, k, \) and \( NM \) are set to 1, whereas that of the last is set to 9, which are 5 resistivity values (in \( \Omega \)m) and 4 thicknesses (in m). The \( T_{0} \) value is varied to observe the effect of the initial temperature in achieving a thermal equilibrium state. The final state of an iteration, which is indicated by its misfit value, becomes an initial condition for the next iteration.

Table 1 shows that the smallest rms misfit value of 0.1011% is obtained by a combination of the following parameters: \( NV = 50 \), number of iterations = 250, and initial temperature \( T_{0} = 5 \). The inversion results obtained from this combination are shown in Figure 4. The fitting between the synthetic data and the calculated data resulting from the inversion scheme is remarkably good (Fig. 4a). Furthermore, the inverted model of resistivity bears a resemblance to the test or true model, which generates the synthetic data (Fig. 4b), with a slight but noticeable discrepancy at lower depths. However, within the scope of our variation of parameter combinations, the relative error between the test and inverted models for this particular combination is the smallest (1.06%), as shown in Table 1.

The real measured geophysical data always have a portion of noise in them. In this study, 5% and 10% random noises are added to the synthetic data. As before, these data are inverted using the same combination of parameters. The results obtained for the inversion of the noisy data are shown in Fig. 5. The comparisons between the noisy synthetic data and the calculated data for 5% noise and 10% noise are shown in Fig. 5a and Fig. 5c, respectively. The rms misfit of the former is 1.009%, whereas that of the latter is 2.8965%. This shows that until a certain level of noise, the rms misfit will not be affected much, and the inverted model will somewhat recover the true model optimally. This deduction is supported by the comparison between the test and inverted models for the 5 noisy data, as shown by Fig. 5b. The inverted model mimics the general feature of the test model optimally, with only slight discrepancies at deeper depths. However, the addition of 10% random noise to the data exhibits an inverted model that resembles the true model at shallow depths only and results in large discrepancies at large depths, as shown in Fig. 5d. This indicates that a higher level of noise will significantly
affect the efficacy of this VFSA inversion scheme to reveal the true model, especially at larger depths, which is associated with the data curve at later times.

Fig. 2. A pseudocode for a VFSA algorithm (modified from Ingber [32] and Sen and Stoffa [34]).

Table 1. Combination of parameter values in the VFSA global optimization

| NV | Iteration | $T_0$ | RMS Misfit (%) | Model Error (%) |
|----|-----------|------|----------------|-----------------|
| 20 | 100       | 10   | 0.3048         | 54.5            |
| 20 | 100       | 5    | 0.3460         | 4.50            |
| 20 | 200       | 1    | 0.5035         | 25.9            |
| 20 | 250       | 1    | 0.3541         | 38.9            |
| 20 | 400       | 5    | 0.3492         | 24.9            |
| 25 | 125       | 5    | 0.4945         | 48.9            |
| 50 | 50        | 1    | 0.4408         | 13.3            |
| 50 | 100       | 1    | 0.6080         | 97.6            |
| 50 | 150       | 1    | 0.1996         | 4.03            |
| 50 | 200       | 1    | 0.1798         | 3.70            |
| 50 | 250       | 1    | 0.1621         | 3.50            |
| 50 | 300       | 1    | 0.1257         | 1.86            |
| 50 | 300       | 5    | 0.1221         | 3.28            |
| 50 | 300       | 5    | 0.1011         | 1.06            |
| 50 | 300       | 1    | 0.5530         | 62.9            |

.nlm
IV.2 Application to the Field Data

The VFSA inversion scheme is also applied to the real data obtained from a TDEM survey conducted at a station called UZ01, which is located around Unzen volcano, Kyushu island, Japan. The profile of the transient data is depicted in Fig. 6. The maximum magnitude of the vertical magnetic field $B_z$ is approximately 105 pT at the early times, and its minimum value is approximately 1 pT. The conditions of $NV = 50$ and $T_0 = 5$ are set for this inversion, while the maximum number of iterations is set to 400 to give more time for the inversion to reach the smallest misfit possible. An acceptable conformity between the observed and calculated data is achieved at the maximum number of iterations.
The VFSA inversion successfully reveals the subsurface resistivity model beneath Station UZ01, as shown in Fig. 7a. The resistivity values start from a moderately resistive layer of approximately 80 Ωm and decrease to a conductive layer of 2 Ωm, and then increase to a highly resistive layer of approximately 250 Ωm. The subsurface resistivity profile exhibits the same general pattern as the profile that resulted from the smoothness-constrained Occam’s inversion (Fig. 7b). The latter profile comprises 40 fixed and gradually increased thicknesses from the surface down to the lowermost infinite half-space in contrast to 5 varying thicknesses for VFSA inversion. Both inversion schemes result in the same general resistivity pattern.

For both inversion schemes, the differences at the detail level are attributed to those in the number of layers, the constraints used, and the difference in treatment for measurement error. The resistivity structure comprises a moderately resistive surface layer, a conductive second layer several thousand meters deep, and a highly resistive third layer at 5 km depth. Srigutomo et al. [8] interpreted the conductive layer as a combination of a water-saturated layer and hydrothermally altered rocks. These general features of resistivity obtained by TDEM inversion are also consistent with the features of the resistivity structure previously interpreted from magnetotelluric (MT) surveys [39].
In this study, a global optimization approach for the inversion of TDEM-HED magnetic field data to reveal the subsurface resistivity profile was conducted using the VFSA method. We tested the VFSA inversion scheme with noise-free synthetic data generated by a test subsurface model. Within the scope of this study, the combination of VFSA constants that yielded the optimal results was $NV = 50$, number of iterations $= 250$, initial temperature $T_0 = 5$, and other constants $C, k$, and $NM = 1$. The calculated data fit the synthetic data with only a small rms error, and the inverted model could mimic the test model. The inversion scheme was then applied to the data with additional 5% and 10% random noises. The inverted resistivity model successfully recovered the test model, with only slight discrepancies for the first two cases. For the case of data with 10% noise, the discrepancies became significantly larger at greater depths, indicating that a higher level of noise can considerably affect the data at later times. To further evaluate the applicability of the VFSA inversion, a set of vertical magnetic field data measured from a station located in a volcano-geothermal area was inverted to reveal the subsurface resistivity model beneath the station. The model resulting from this TDEM data inversion exhibited the same features as those of the model resulting from a smoothness-constrained deterministic Occam’s inversion. These results indicate the effectiveness and usefulness of the VFSA inversion scheme to be used more broadly for TDEM-HED data.

V. CONCLUSION

In this study, a global optimization approach for the inversion of TDEM-HED magnetic field data to reveal the subsurface resistivity profile was conducted using the VFSA method. We tested the VFSA inversion scheme with noise-free synthetic data generated by a test subsurface model. Within the scope of this study, the combination of VFSA constants that yielded the optimal results was $NV = 50$, number of iterations $= 250$, initial temperature $T_0 = 5$, and other constants $C, k$, and $NM = 1$. The calculated data fit the synthetic data with only a small rms error, and the inverted model could mimic the test model. The inversion scheme was then applied to the data with additional 5% and 10% random noises. The inverted resistivity model successfully recovered the test model, with only slight discrepancies for the first two cases. For the case of data with 10% noise, the discrepancies became significantly larger at greater depths, indicating that a higher level of noise can considerably affect the data at later times. To further evaluate the applicability of the VFSA inversion, a set of vertical magnetic field data measured from a station located in a volcano-geothermal area was inverted to reveal the subsurface resistivity model beneath the station. The model resulting from this TDEM data inversion exhibited the same features as those of the model resulting from a smoothness-constrained deterministic Occam’s inversion. These results indicate the effectiveness and usefulness of the VFSA inversion scheme to be used more broadly for TDEM-HED data.
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