Fermion disorder operator: the hedgehog and the fox of quantum many-body entanglement
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As the saying goes “The fox knows many things but the hedgehog knows one big thing,” here we show that the disorder operator is both the fox and the hedgehog in probing the many aspects of quantum entanglement in fermionic many-body systems. From both analytical and numerical computations in free and interacting fermion systems in 1d and 2d, we find the disorder operator and the entanglement entropy exhibit similar universal scaling behavior, as a function of the boundary length of the subsystem, but with subtle yet important differences. In 1D they both follow the $\log L$ scaling behavior with the coefficient determined by the Luttinger parameter for the case of disorder operator, and the conformal central charge for entanglement entropy. In 2D they both show the universal $L\log L$ scaling behavior in free and interacting Fermi liquid phases, with the coefficients depending on the geometry of the Fermi surfaces. However, at a 2d quantum critical point, extra symmetry information is needed in the design of the disorder operator to be able to reveal the critical fluctuations as does in the entanglement entropy. Our results demonstrate the fermion disorder operator can be used to probe certain aspects of quantum many-body entanglement related to global symmetry, and provide new tools to explore the still largely unknown territory of highly entangled fermion quantum matter in 2 or higher dimensions.

I. INTRODUCTION

There is a line dated back to the ancient Greek poet Archilochus: “The fox knows many things, but the hedgehog knows one big thing.” This saying later becomes extremely popular thanks to the famous essay by Isaiah Berlin, in which he expanded upon this idea to divide writers and thinkers into the categories of hedgehog or fox, in which the former such as Plato, Confucius, Dante, Hegel, Nietzsche, Dostoevsky, etc, view the world through the lens of a single defining idea and the latter such as Lao-Tze, Aristotle, Shakespeare, Goethe, Balzac, Joyce, etc, draw on a wide variety of experiences and for whom the world cannot be boiled down to a single idea [1].

Tolstoy, with his voluminous assessments of literature and human thoughts, goes beyond such fox-hedgehog classification paradigm. According to Berlin’s analysis, Tolstoy’s talents are those of a fox while his beliefs are ought to be a hedgehog. It is this duality – by nature a fox but a hedgehog by conviction – made the greatness of the writer but also caused great pain to him at the later part of his life.

In recent years, quantum many-body entanglement has become a subject of intense activity, and one fundamental question is to find ways to probe one big, or many different aspects of many-body entanglement in quantum matter. The most familiar probes include non-local measurements such as the von Neumann and Rényi entanglement entropy (EE), the entanglement spectrum (ES) and bipartite fluctuations, which have been studied in many different types of quantum many-body systems [2–18]. Recently, along this line, it has been proposed that concept of the disorder operator may provide an effective tool for capturing some aspects of the entanglement information, especially the interplay with global symmetry [19–26]. In a variety of systems, universal quantities, such as the logarithmic corner corrections in (2+1)d conformal field theories [16, 21, 25], and defect quantum dimensions in gapped phases [26], were successfully extracted from the scaling behavior of the disorder operators. Compared to EE, the computational cost of the disorder operators is often significantly reduced, which allows for access to much larger size and reduced finite-size effect.

In this paper, we would like to expand upon these developments and demonstrate that, the disorder operator can be utilized to probe many-body entanglement in fermion systems, again with computational simplicity and reliable data quality. As will be shown below, they obey similar scaling laws as that of EEs. However, there are important differences between the disorder operator and EE, since by construction the disorder operator measures the symmetry charge contained in a region, while the EE is not directly related to any global symmetry. In a way, the fermion disorder operator is similar with Tolstoy as being both a fox and a hedgehog in Berlin’s essay – probing the universal entanglement by nature but also subjected to the symmetry details by construction – and it is in this duality that the fermion disorder operator exhibits itself as a new and promising vehicle with which we could explore the territory of quantum entanglement in two or higher dimensional
interacting fermion systems.

We begin the narrative with a brief discussion about the development of computational scheme and the known scaling behavior of EE. In general, the Rényi EE can be measured via the replica trick [5] in the path-integral quantum Monte Carlo (QMC) simulations. More concretely, for the $n$-th order Rényi entropy $S_n$, one creates $n$ copies of the system (i.e. replicas), properly connected along the entanglement cut, and measures the correlation between the replicas [27]. Due to the $n$ fold expansion of the configuration space and the nontrivial connectivity between the replicas during the sampling processes, obtaining numerical data of EE with good quality in QMC simulations has remained a very challenging task. Despite the difficulty, we note there are recent progresses in the nonequilibrium incremental algorithm to obtain the $S_n$ with high efficiency and precision [16, 18, 28, 29] and similar advance in measuring the ES [17] in QMC simulations, which effectively solve the difficulties in measuring EE in boson/spin systems in 2+1d (that can be efficiently simulated by QMC methods).

However, progress in the extraction of entanglement information in interacting fermion systems has largely fallen behind. In the fermion QMC simulation for EE, one could likewise calculate the joint probability [12] by constructing the extended manifold for ensemble average [13–15]. But the necessity of using replica renders the already difficult determinant QMC simulation (DQMC, usually the computational complexity scales as $O(\beta N^3)$ with $\beta = 1/T$ and $N = L^d$ for the $d$ spatial dimension) even heavier, and such computational burden, along with the associated limitation in 2d interacting fermion systems with accessible systems $L < 100$, have hinged the widespread usage and discussion of the scaling behavior of EE in the exploration of the highly entangled fermionic quantum matter.

In this work, we show that the disorder operator offers an numerically easier way to access certain aspects of quantum many-body entanglement in interacting fermionic systems. We design the disorder operators to probe the charge and spin fluctuations in the entangled subregion and show that they exhibit similar scaling behavior as that of EE. In fact, for non-interacting fermions (Rényi) EE can be exactly expressed in terms of charge disorder operators. However, in contrast to the EE measurement with additional numerical complexities due to replicas, the disorder operator is an equal-time observable with no need for extended manifold and substantially reduces the computational complexity. We find the fermion disorder operators share the good properties of its bosonic cousin [21, 22, 25, 26] and demonstrate their applications in several representative classes of fermionic systems, including the free Fermi surface (FS), Luttinger liquid (LL) in 1D, and a 2D lattice model of spin-1/2 fermions interacting with Ising spins which exhibit both the Fermi liquid (FL) phases and non-Fermi liquid (nFL) quantum critical point (QCP) separating symmetric and symmetry-breaking FLs.

It is interesting to find that, although similar with the EE in some ways, the disorder operator is a distinct observable with its own characters. For example in a 1d LL, the charge disorder operator has a $\log L$ scaling form, and the coefficient is the charge Luttinger parameter, whereas that of the EE is the central charge. In the 2D interacting FL, numerically we observe that both the disorder operator and the EE only receive very small deviation compared with their values in the free system, and show the same $L_M \log L_M$ scaling where $L_M$ is the linear size of the subregion $M$. This deviation does not seem to increase with the size $L_M$, indicating that in the large $L_M$ limit, both disorder operator and EE remain $L_M \log L_M$, with coefficients very close to the free values. At the QCP, we find the deviation of the EE from the free theory increases with $L_M$, which suggests that the scaling form of EE might be different. As for the disorder operator, the result depends strongly on which type of symmetry it probes. For the charge symmetry, the disorder operator behaves like the one far away from QCP. For the spin one, which is related with the symmetry-breaking channel of the particular QCP we looked at, the coefficient of the $L_M \log L_M$ term increases drastically at the QCP. These results show the hedgehog and fox duality in the fermion disorder operator and demonstrate that it can indeed capture the universal and various entanglement properties in the interesting yet difficult interacting fermion systems.

II. SUMMARY OF KEY RESULTS

Here we summarize key conclusions of our study. For free fermions, we showed that charge/spin disorder operator directly measures the quantum entanglement. For example, the second Rényi entropy $S_2$ is identical to the log of the charge (spin) disorder operator at angle $\theta = \pi$:

$$S_2 = -2 \log \left| X^\rho \left( \frac{\pi}{2} \right) \right| = -2 \log |X^\sigma(\pi)|. \quad (1)$$

More general relations between Rényi entropies $S_n$ and the disorder operators are given in Eqs. (8)-(10) in Sec. IV A. For a Fermi sea ground state, it is well-known that $S_2 \sim L_M^{d-1} \ln L_M$, where $d$ is the spatial dimension and $L_M$ is the linear size of the subregion $M$ used to define the disorder operator and/or the EE. For generic values of $\theta$, the charge/spin disorder operator obeys the same functional form. The coefficient of the $L_M^{d-1} \log L_M$ term, which is proportional to $\theta^2$, is fully consistent with analytic form based on the Widom-Sobolev formula [Eq.(15)] [30–33].

For interacting fermions in 1D, we find that both Rényi entropies $S_n$ and the log of the disorder operators $-\log |X^\rho(\theta)|$ follow the same functional form $\sim \log L_M$, same as the free fermion system, but with different coefficients. It is well-known that the $\log L_M$ term coefficient of the EE measures the central charge. We will find that the coefficient of the charge/spin disorder operator gives the Luttinger parameter in the charge/spin sector. Utilizing DMRG and DQMC, we find that disorder operator offers a highly efficient way to measure the Luttinger parameter. In comparison to more conventional approaches based on structure factors at small momentum, the disorder operator exhibits much less finite-size effect, and can provide highly accurate estimates of Luttinger parameters with low numerical costs.

For 2D interacting fermions, we studied an itinerant fermion systems, whose phase diagram shows a continuous
quantum phase transition between a paramagnetic phase and an Ising ferromagnetic phase [34–37]. Away from the QCP, the system is a FL, while in the quantum critical regime, critical fluctuations drive the system into a nFL [36, 38]. We computed the charge and spin disorder operator, as well as the second Rényi entropy using DQMC. The simulations indicate that within numerical error, $S_2$ and $-\log |X^\rho_M|$ obey the same functional form $\sim L_M \log L_M$ as non-interacting fermions. For the spin disorder operator, because spin $\hat{S}^z$ is the order parameter of this quantum phase transition, the coefficient of the $L_M \log L_M$ term appears to diverge near the QCP, supposedly due to the divergent critical fluctuations. As for the charge disorder operator $-\log |X_M^\rho|$ and $S_2$, no singular behavior is observed near the QCP. Instead, the values of $-\log |X^\rho_M|$ and $S_2$ remain very close to the free-fermion formula [Eq.(15)], and the deviation is less than a couple percent.

Although the observed deviation from the non-interacting case is small, it is not zero. More careful analysis reveals that as interactions becomes stronger (getting close to the QCP), interaction effect increases the value of $S_2$ and decreases the value of $-\log |X^\rho_M|$. This effect is beyond the numerical error bar, and more importantly, finite-size scaling analysis shows that this deviation does not disappear as the system size increases, suggesting that it may survive in the thermodynamic limit. More precisely, deviations of $-\log |X^\rho_M|$ from the results of the free system appear to saturate at large system size, both in the FL phase and in the nFL near the QCP. This observation indicates that $-\log |X^\rho_M|$ still scales as $L_M \log L_M$, same as the non-interacting Fermi sea, but the coefficient of the $L_M \log L_M$ term decreases as interactions becomes stronger, both in the FL phase and at the QCP. For $S_2$, away from the QCP, its deviation from the free theory saturate at large system size, and thus we expect the relation $S_2 \sim L_M \log L_M$ survives in the FL phase, with a coefficient increasing as interaction gets stronger. At the QCP (i.e., a nFL), the deviation of $S_2$ from the non-interacting value does not seem to saturate, up to the largest system size that we can assess. Due to the limitation of system sizes, we cannot pinpoint the precise functional form of $S_2$ at the QCP. If the deviation eventually saturates as the system size increases further, it would imply that $S_2 \sim L_M \log L_M$ at the QCP, although with a significant enhancement of the coefficient. If the deviation keeps increasing with larger system sizes, it means $S_2$ grows faster than $L_M \log L_M$ at large $L_M$.

III. THE DISORDER OPERATOR

In a fermionic system with conserved particle number, the corresponding charge U(1) symmetry allows us to define a charge disorder operator

$$\hat{X}^\rho_M(\theta) = \prod_{i \in M} e^{i\theta \hat{n}_i} = e^{i\theta \hat{N}_M}$$

(2)

where $\hat{n}_i$ is the particle number operator at lattice site $i$, and $\hat{N}_M$ is the total particle number operator of region $M$, as shown in the schematic plots in Fig. 3 (b) and (d).

If the system is composed of spin-1/2 fermions and has an U(1) spin conservation, e.g., spin rotations around the $z$ axis, we can further define a spin disorder operator

$$\hat{X}^\sigma_M(\theta) = \prod_{i \in M} e^{i\theta \hat{S}^\sigma_i} = e^{i\theta \hat{S}^\sigma_M}$$

(3)

where $\hat{S}^\sigma_i$ is the $\sigma$-component of the spin operator at lattice site $i$, and $\hat{S}^\sigma_M$ is the total spin $\sigma$-component of region $M$.

For convenience, we denote $X_M(\theta) = \langle \hat{X}_M(\theta) \rangle$, where $\langle \cdot \rangle$ is the ground state expectation value. The computation of $X_M$ as an equal-time observable in DQMC is discussed in the Sec. 1 of the Supplemental Material (SM) [39]. It is straightforward to prove that if the system is divided into two parts $M$ and $\bar{M}$ and assume the ground state preserves the symmetry, $[X^\rho(\theta)] = [X^\sigma(\theta)]$, in analogy with EE. In addition, the disorder operator also obeys the following relations:

$X^\rho_M(\theta) = X^\rho_M(\theta + 2\pi)$, $X^\rho_M(\theta) = X^\rho_M(\theta + 4\pi)$,

$X^\rho_M(\theta) = X^\rho_M(-\theta)^*$, and $X^\rho_M(0) = 1$. In the small $\theta$ limit, $X^\rho_M$ measures the density/spin fluctuations in the region $M$: $-\log |X^\rho_M(\theta)|/\theta^2 = (\langle |\hat{N}_M - \langle \hat{N}_M \rangle|^2 \rangle)^2$ and $-\log |X^\rho_M(\theta)|/\theta^2 = (\langle \hat{S}^\rho_M - \langle \hat{S}^\rho_M \rangle \rangle)^2$.

For non-interacting fermions, the disorder operators can be calculated using the equal-time Green’s function

$$G_{\sigma,j} = \langle \hat{c}^\dagger_{\sigma,i} \hat{c}_{\sigma,j} \rangle$$

(4)

where $\hat{c}_{\sigma,i}$ and $\hat{c}^\dagger_{\sigma,j}$ are fermion annihilation and creation operator at sites $i$ and $j$ respectively, and $\sigma$ and $\sigma'$ are the spin indices. Define the matrix $G_M = G_{\sigma,j} \sigma' \sigma$, with $i$ and $j$ confined to a region $M$. The charge disorder operators for the region $M$ can be written as a matrix determinant

$$X^\rho_M(\theta) = \det \left[ G_M + (1 - G_M) e^{i\theta} \right]$$

(5)

where $\Pi$ represents the identity matrix. For spin-1/2 fermions with U(1) spin conservation, the Green’s function $G_M$ breaks down into spin up and down sectors $G_{M,\uparrow}$ and $G_{M,\downarrow}$, and thus the disorder operator can be written as

$$X^\rho_M(\theta) = \det \left[ X^{\uparrow}_{M,\uparrow}(\theta) X^{\downarrow}_{M,\downarrow}(\theta) \right]$$

(6)

$$X^\sigma_M(\theta) = \det \left[ X^{\uparrow}_{M,\uparrow}(\theta) X^{\downarrow}_{M,\downarrow}(-\theta/2) \right]$$

(7)

where $X^{\sigma}_{M,\sigma} = G_{M,\sigma} + (1 - G_{M,\sigma}) e^{i\theta}$ for $\sigma = \uparrow, \downarrow$. For non-interacting systems, $\det (X^{\uparrow}_{M,\uparrow} X^{\downarrow}_{M,\downarrow})$ can be factorized into $\det X^{\uparrow}_{M,\uparrow} \det X^{\downarrow}_{M,\downarrow}$, and thus the spin and charge disorder operators obey a simple relation $[X^\rho_M(\theta)] = |X^\rho_M(2\theta)|$.

IV. NON-INTERACTING LIMIT

In this section, we study non-interacting systems, where an explicit connection between the disorder operator $X^\rho_M(\theta)$ and the Rényi entropy $S_n$ can be analytically proved. Besides the mathematical proof, we will also demonstrate and verify these relations numerically in concrete models, before exploring interacting systems.
A. Exact relations between disorder operator and EE

For non-interacting systems, the Rényi entropy $S_n$ can be exactly related to the disorder operator $X_M^\rho(\theta)$. For $S_2$ and $S_3$, we have

$$S_2 = -2 \log \left| X_M^\rho \left( \frac{\pi}{2} \right) \right|, \quad (8)$$

$$S_3 = -\log \left| X_M^\rho \left( \frac{2\pi}{3} \right) \right|. \quad (9)$$

For general values of $n$,

$$S_n = \frac{1}{1-n} \sum_{\alpha=0}^{n-1} \log \left| X_M^\rho \left( \frac{1 + (-1)^n}{2} + 2\alpha \right) \frac{\pi}{n} \right| \quad \text{for } n \neq 1.$$  

(10)

In the presence of $U(1)$ spin conservation, these relations also apply to spin disorder operators $X_M^\sigma$, but with the values of $\theta$ change, e.g., $S_2 = -2 \log \left| X_M^\sigma(\pi) \right|$. Detailed proof of these relations can be found in Sec. II of the SM [39]. Here, we just briefly outline the idea. It has been shown that the Rényi entropy can be calculated using the cumulants of charge fluctuations $C_k = (-i\partial_\theta)^k \log X_M(\theta)|_{\theta=0}$ [11, 40], which is the key reason why disorder operators can give the value of the Rényi entropy. In addition, to obtain a simple relation between $S_n$ and $X_M^\sigma(\theta)$, we express both these two quantities in terms of one-dimensional fermion Green’s functions $G_{\sigma,\sigma'}$, utilizing Wick’s theorem for $S_n$ [11, 12] and the Levitov-Lesovik determinant formula [41–43] for $X_M^\sigma$. After some manipulations described in the SM [39], the relations above can be obtained. Besides, the relation between the reduced density matrix with the equal time Green’s functions is deduced in Ref. [44]. Refer to this equation, $S_n$ is expressed with Green’s functions in Ref. [12].

B. The disorder operator and EE for 1D non-interacting fermions

In this section, we demonstrate the scaling behavior of the disorder operators in a 1D non-interacting fermion model with periodic boundary conditions (PBCs). For simplicity, we focus on spinless fermions, and utilizes Eq. (5) to compute the disorder operator. This calculation can be easily generalized to non-interacting spin-1/2 fermions with $U(1)$ spin conservation, where the charge and spin disorder operator $X_M^c(\theta) = X_M^{\alpha=0}(\theta)$ and $X_M^s(\theta) = X_M^c(\theta)X_M^s(\theta)$, and each spin sector can be treated as spinless fermions.

The Hamiltonian of this model is

$$\hat{H} = -t_1 \sum_{i,j} \hat{c}_i^\dagger \hat{c}_j - \mu \sum_i \hat{n}_i, \quad (11)$$

where the nearest-neighbor hopping strength $t_1$ is set to unity and the chemical potential $\mu$ is between $\pm 2\pi$ to ensure a partially filled band. We choose $M$ to be an interval of the 1D chain with length $L_M$, and plot $-\log |X_M(\theta)|$ as a function of $L_M$ in Fig. 1. Because $|X_M| = |X_M^c|$, the function is necessarily symmetric with respect to $L_M = \frac{\pi}{2}$, with $L$ being the system size [Fig. 1(a) and(c)]. In the regime $a \ll L_M \ll L$, where $a$ is the lattice constant, the leading term of $-\log |X_M|$ exhibits a universal scaling relation $-\log |X_M| = s_{1d}(\theta) \log L_M + O(1)$, and the data suggests that the coefficient $s_{1d}(\theta)$ is independent of the chemical potential $-2 < \mu < 2$.

In order to obtain a more accurate fitting for the coefficient $s(\theta)$, here we introduce the conformal distance $L_M = \frac{\pi}{2} \sin \frac{\pi L_M}{2}$, and replace the fitting form $-\log |X_M| = s_{1d}(\theta) \log L_M + O(1)$ with $-\log |X_M| = s_{1d}(\theta) \log \tilde{L}_M + O(1)$. In the regime of $1 \ll L_M \ll L$, $\tilde{L}_M$ coincides with $L_M$ and thus the two fitting formulas are interchangeable. However, as $L_M$ approaches $\frac{\pi}{2}$ or becomes larger than $\frac{\pi L}{2}$, the introduction of the conformal length greatly suppresses non-universal subleading terms and thus provides a much more accurate value for $s_{1d}$. As shown in Fig. 1(b) and(d), the relation $-\log |X_M| \sim s_{1d}(\theta) \log \tilde{L}_M$ holds for a very wide region from $L_M$, except for the data points with $L_M$ very close to $1$ or $L$. For the coefficient $s_{1d}$, in principle, it can be written as a power-law expansion $s_{1d}(\theta) = S_0 \theta^2 + S_1 \theta^4 + \ldots$, where the coefficients $S_i$ can be obtained from the corresponding cumulants of charge fluctuations $C_k = (-i\partial_\theta)^k \log X_M^\rho(\theta)|_{\theta=0}$ is [11, 40]. The coefficient $S_2$ can be calculated exactly, using density-density correlations $S_2 = \frac{3}{2\pi^2}$. As for higher order
FIG. 2. (a) and (b) The disorder operator $-\log |X_M(\theta = 0.1)|$ of a 2D non-interacting Fermi gas with Fermi wavevector $k_F = 0.2$ (or $k_F = 0.4$). The model utilizes a $L \times L = 160 \times 160$ square lattice with PBCs. Here, we fit the data with $y = s_{2d}L \log L_M + bL_M + c$ in (a) and $y = s_{2d}L \log L_M + b$ in (b), which is expected for the regime $1 \ll L_M \ll L$. Here, we used points with $L_M \in [10,30]$ for the fitting. The value of $s_{2d}$ obtained from the fitting is consistent with the analytic analysis $s_{2d} = k_F \theta^2 / \pi^2$. (c) $-\log |X_M(\theta)| / \theta^2$ with $t_1 = 1$, $t_2 = 0$, $\mu = -0.5$ for various $\theta$s. The two sets of data overlays on top of each other, indicating $s_{2d} \propto \theta^2$. The solid lines are fittings using $y = s_{2d}L \log L_M + bL_M + c$ for (c) and $y = s_{2d}L \log L_M + b$ for (d), for points with $L_M \in [10,30]$ to avoid the finite size effect.

terms ($S_k$ with $k > 2$), the Widom-Sobolev formula suggests that they shall all vanish, $S_k = 0$ for $k > 2$ [40]. Therefore, we shall expect

$$-\log |X_M(\theta)| = \frac{\theta^2}{2\pi^2} \log L_M + O(1) \quad (12)$$

for $-\pi < \theta < \pi$. For $\theta > \pi$ or $\theta < -\pi$, the value of $-\log |X_M(\theta)|$ can be obtained using the periodic condition $X_M(\theta) = X_M(\theta + 2\pi)$.

As shown in Fig. 1(b) and(d), the numerical fitting indeed supports the analytic result and the Widom-Sobolev formula. We find that $s_{1d}(\theta)/\theta^2$ is a constant $\sim 0.050$, independent of the value of $\theta$, and this value is very close to the theoretical expectation $S_2 = \frac{1}{2\pi^2} \approx 0.051$.

To further verify Eq. (12), we used this formula to compute the Rényi EE. By plugging in Eq. (12) into Eqs. (8)-(10), we find that $S_2 = \frac{1}{2} \log L_M + O(1)$, $S_3 = \frac{2}{3} \log L_M + O(1)$, and $S_n = \frac{1}{2}(1 + \frac{1}{n}) \log L_M + O(1)$. This result fully agrees with the Rényi entropy formula of 1D free fermions $S_n = \frac{1}{2}(1 + \frac{1}{n}) \log L_M + O(1)$, where $c = 1$ is the conformal central charge of 1D spinless fermions.

C. Disorder operator and EE for 2D non-interacting fermions

In this section, we study 2D free fermions with a FS. Here we use a square lattice model with nearest-neighbor ($t_1$) and next-nearest-neighbor hoppings ($t_2$). The Hamiltonian is

$$\hat{H} = -t_1 \sum_{\langle i,j \rangle} \hat{c}_i^\dagger \hat{c}_j - t_2 \sum_{\langle\langle i,j \rangle\rangle} \hat{c}_i^\dagger \hat{c}_j - \mu \sum_i \hat{n}_i \quad (13)$$

And we choose a square region $M$ as shown in Fig. 3(d).

For a 2D FL with a circular-shaped FS, the disorder operator at the small $\theta$ limit can be calculated exactly (See Sec. IV of SM [39])

$$-\log |X_M(\theta)| = \frac{k_F \theta^2}{\pi^2} L_M \log L_M + O(L_M) \quad (14)$$

where $k_F$ is the Fermi wave-vector. In Fig. 2 (a) and (b), we compare this analytic prediction with numerically obtained $|X_M(\theta)|$. We study two different cases with a nearly circular FS, one with $k_F \approx 0.4$ ($t_1 = 1, t_2 = 0, \mu = -3.84$) and the other with $k_F \approx 0.2$ ($t_1 = 1, t_2 = 0, \mu = -3.96$), and obtain the coefficients $s(\theta)$ by fitting the data with the formula $-\log |X_M(\theta)| = s_{2d}(\theta)L_M \log L_M + b\log L_M + c$. Although the FS deviates slightly from a perfect circle, the fitted values of $s_{2d}(\theta)$ are very close to the analytic formula Eq. (14).

In general, when the FS is not a perfect circle but still share the same topology, the disorder operator can be calculated using the Widom-Sobolev formula [30–33, 40],

$$-\log |X_M(\theta)| = \frac{\theta^2}{4\pi^2} \lambda_M L_M^{d-1} \log L_M + O(L_M^{d-1}) \quad (15)$$

where the prefactor $\lambda_M$ is defined as

$$\lambda_M = \iint dA_x dA_y |n_x \cdot n_k| \quad (16)$$

Here $n_x$ and $n_k$ are unit normal vectors of the real space boundary of $M$ and the momentum space boundary of FS, respectively. The double integral goes over the boundary of $M$ and the boundary of the Fermi sea. For a circular FS, this formula recovers Eq. (14) above. Note that $\lambda_M$ is a pure geometric quantity, determined by the shape of $M$ and the FS.

Our numerical fitting is in full support the Widom-Sobolev formula. In the regime $a \ll L_M \ll L$, we find $-\log |X_M(\theta)| \sim s_{2d}(\theta)L_M \log L_M$ and $s_{2d}(\theta) \propto \theta^2$ [Fig. 2 (c) and (d)], and the constant ratio $s_{2d}(\theta)/\theta^2$ is in agreement with the integral in Eq. (15). In addition, we have also verified the connection between $|X_M(\theta)|$ and the Rényi EE. Using Eq. (15) and Eqs. (8)-(10), we get

$$S_2 = \frac{\lambda_M}{8} L_M \log L_M + O(L_M), \quad (17)$$

$$S_3 = \frac{\lambda_M}{9} L_M \log L_M + O(L_M), \quad (18)$$

$$S_n = \frac{1 + n^{-1}}{12} \lambda_M L_M \log L_M + O(L_M). \quad (19)$$

This result is fully consistent with free-fermion EE obtained from the Widom-Sobolev formula [30–33, 40, 45, 46].
V. DISORDER OPERATOR IN INTERACTING FERMION SYSTEMS

For interacting fermions, the exact relation between EE and disorder operator [Eqs. (8)- (10)] is no longer valid, but there still exists interesting connection between these two quantities in their implementation in DQMC simulations.

A. DQMC relation between disorder operator and EE

To demonstrate this connection, here we use some auxiliary field \( \{s\} \) to decouple the interactions between fermions such that we transform the interacting fermion problem into an equivalent model where fermions couple to this auxiliary field \( \{s\} \), which mediate interactions between fermions. This is how DQMC is implemented to simulate interacting fermion models. In this setup, the expectation value of a physics quantity can be written as \( \langle O \rangle = \sum_{\{s\}} P_s \langle O \rangle_s \), where \( \sum_{\{s\}} \) sums over all auxiliary field configurations; \( P_s \) is the probability distribution of auxiliary field configurations; and \( \langle O \rangle_s \) can be viewed as the expectation value of \( O \) for an static auxiliary field configuration \( s \).

Here, we focus on the relation between \( S_2 \) and \( X_M^\rho (\frac{\pi}{2}) \) [Eq. (8)]. Using the auxiliary field approach shown above, the disorder operator can be written as

\[
X_M^\rho (\theta) = \sum_{\{s\}} P_s \det [G_M + (1 - G_M)e^{i\theta}] ,
\]

where \( G_{M,s} \) is the equal-time fermion Green’s function for the auxiliary field configuration \( s \). In the non-interacting limit, there is no need to introduce the auxiliary field, i.e., \( G_M \) is independent of \( s \) and thus Eq. (20) recovers the free fermion formula Eq. (5) at \( \theta = \frac{\pi}{2} \).

Utilizing Eq. (20), we can write down the following formula for interacting fermions

\[
-2 \log |X_M^\rho (\frac{\pi}{2})| = - \log \left[ \sum_{\{s\}} P_s \det [G_{M,s} + i(1 - G_{M,s})] \times \sum_{\{s'\}} P_{s'} \det [G_{M,s'} - i(1 - G_{M,s'})] \right] = - \log \left[ \sum_{\{s,s'\}} P_s P_{s'} \det [G_{M,s} G_{M,s'} + (1 - G_{M,s})(1 - G_{M,s'}) + i(G_{M,s} - G_{M,s'})] \right]
\]

(21)

where \( \{s, s'\} \) label independent auxiliary field configurations. For the Rényi entropy \( S_2 \), as shown in Ref. [12], we have

\[
S_2 = - \log \left[ \sum_{\{s,s'\}} P_s P_{s'} \det [G_{M,s} G_{M,s'} + (1 - G_{M,s})(1 - G_{M,s'})] \right].
\]

(22)

By comparing Eqs. (21) and (22), we can see that \(-2 \log |X_M^\rho (\frac{\pi}{2})| \) and \( S_2 \) only differs by one term \( i(G_{M,s} - G_{M,s'}) \). For non-interacting fermions, \( G_M \) is independent of auxiliary field \( s \) and thus this term vanishes. As a result, we find \( S_2 = -2 \log |X_M^\rho (\frac{\pi}{2})| \) for non-interacting particles as shown in Eq. (8). For interacting particles, in general this relation between \( S_2 \) and \( X_M^\rho (\frac{\pi}{2}) \) no longer holds. Below, we study two interacting models (in 1D and 2D respectively) to explore the difference and connection between these two quantities.

B. Disorder operator and \( S_2 \) in a Luttinger liquid

Let us study disorder operator in a 1D spinless LL [47]. The Hamiltonian can be written as

\[
H_L = \frac{v_F}{2\pi} \int dx \left[ K(\partial_x \phi)^2 + K^{-1}(\partial_y \phi)^2 \right].
\]

(23)

Here \( v_F \) is the Fermi velocity, \( K \) is the Luttinger parameter. We follow the convention that the left/right-moving fermion fields are bosonized as \( \psi^{\langle r/l \rangle}(x) \sim e^{-i[\phi(x) - \bar{\phi}(x)]} \). Using the expression for the charge density \( \rho(x) \)

\[
\rho(x) = -\frac{1}{\pi} \partial_x \phi,
\]

(24)

we can easily compute the disorder operator:

\[
\langle \exp \left( i\theta \int_0^{L_M} dx \rho(x) \right) \rangle = \left\langle e^{\frac{i\theta}{\pi}[\phi(0) - \phi(L_M)]} \right\rangle \sim L_M^{-\frac{\theta^2 K}{2\pi^2}}.
\]

(25)

Therefore

\[
- \ln |X_M(\theta)| \sim \frac{\theta^2 K}{2\pi^2} \ln L_M + \cdots.
\]

(26)

The non-interacting Hamiltonian corresponds to \( K = 1 \) and we indeed reproduce the result in Eq. (12).

Now let us generalize to interacting spin-1/2 electrons [47]. Following standard practice in bosonization we introduce

\[
\phi_\rho(x) = \frac{1}{\sqrt{2}} [\phi_\uparrow(x) + \phi_\downarrow(x)],
\]

\[
\phi_\sigma(x) = \frac{1}{\sqrt{2}} [\phi_\uparrow(x) - \phi_\downarrow(x)],
\]

(27)
To demonstrate this difference, here we consider a 1D repulsive Hubbard chain

\[ H_U = -t \sum_{\langle ij \rangle, \sigma} c_{i\sigma}^\dagger \hat{e}_{j\sigma} + U \sum_i \hat{n}_{i\uparrow} \hat{n}_{i\downarrow}. \]  

(31)

At half-filling, the ground state of this model has a charge gap \((\Delta_c \sim e^{-t/U} \text{ when } U \text{ small})\), while the spin degrees of freedom remain gapless [48]. For the charge disorder operator, since \(K_0 = 0\) we expect \(- \log |X_M^\rho(\theta)|\) to be a constant without log correction. Whereas for the spin disorder operator we should have \(- \log |X_M^\sigma(\theta)|\)\to \(\frac{\theta^2 K_\sigma}{\pi^2} \log L_M + \text{const.}\). For EE, we expect \(S = \frac{\theta}{4} \log L_M + \text{const.}\), with \(c = 1\) due to the gapless spin channel.

We compute the disorder operator with \(\theta = \frac{\pi}{2}\) and EE in the \(L = 64\) chains with PBC to the high precision via DMRG and DQMC simulations. As shown in Fig. 4(a), at \(U = 3\), the disorder operator and EE behave as expected, that is, the disorder operator becomes a plateau in the bulk as \(K_\rho = 0\), and EE show a clear \(\log L_M\) dome-like behavior due to \(c = 1\). In Fig. 4(b), we further verify this by plotting EE and disorder operator versus the conformal distance \(L_M\), and the slopes of the darker blue and red data give central charge \(c \approx 1.009\) and \(K_\rho \approx 0.004\), well consistent with our expectation.

As a byproduct, we find the disorder operator serves as a highly efficient tool for extracting Luttinger parameters. Traditionally, in DMRG simulations, the \(K_\rho\) is determined from the structure factor \(S_\rho(k) \sim \frac{K_\rho}{\pi L} |k|\) at \(k \to 0\), where \(\rho = \rho\) or \(\sigma\), representing the charge or spin sector. For systems with a small gap, this approach can suffer from serious finite-size effects, making it very challenging to obtain the correct values of \(K_\rho\). Specifically, for the half-filled Hubbard chain studied here, because the charge gap closes exponentially as \(U\) decreases towards zero, an exponentially large system size \(L\) is required to overcome the finite-size effect to obtain \(K_\rho\). For example, as shown in Ref. [50], at \(U = 1.6\), the conventional approach gives a wrong value of \(K_\rho \approx 0.5\) at half-filling, even with system size as large as \(L = 512\) (see also Sec. V in SM [39]). In contrast, if we fit the disorder operator with its scaling form \(- \log |X_M^\rho(\theta)|\to \frac{\theta^2 K_\rho}{\pi^2} \log L_M + \text{const.}\), the finite-size effect is much less severe. As shown in Fig. 4 (c,d), with \(L = 256\), this fitting is already sufficient to provide the value of \(K_\rho\) with high accuracy at and away from half filling. From this fitting, we get \(K_\rho \approx 0.001\) and \(K_\rho \approx 0.819\) at half and quarter fillings \((n = 1\) and \(n = 0.5\)) respectively, in perfect agreement with exact results from the Bethe ansatz: \(K_\rho = 0\) at half-filling and \(K_\rho \approx 0.82\) at quarter filling [49]. In Fig. 4 (e,f), we also check the Luttinger parameter of the spin sector \(K_\sigma\) for both half-filling \((n = 1)\) and quarter-filling \((n = 0.5)\), find \(K_\sigma \approx 0.998\) for \(n = 1\) and \(K_\sigma \approx 0.943\) for \(n = 0.5\), in good agreement with the expected value \(K_\sigma = 1\).

C. 2D Fermi Liquid and non-Fermi Liquid

We now move on to study the disorder operator and the EE for interacting itinerant fermions in 2D. In contrast to 1D or the non-interacting limits, where precise knowledge about the
disorder operator and EE can be obtained from exact solutions and/or effective field theory, 2D itinerant fermions is a much more challenging problem with limited analytical results. In this section, we use DQMC to compute the charge- and spin-disorder operators and the second Rényi entropy, and using the numerical results to examine the connection and difference between disorder operators and the EE.

Both in theory and in DQMC simulations, a very fruitful ap-
In this study, we utilize one of simplest and well-studied models of this type: spin-1/2 fermions coupled to a ferromagnetic transverse-field Ising model as studied in Refs. [34–38]. The Hamiltonian contains three parts

\[ H_{\text{FS}} = H_{I} + H_{\text{Ising}} + H_{\text{int}}, \quad (32) \]

where

\[ H_{I} = -t_{1} \sum_{\langle i,j \rangle, \sigma} (\hat{c}_{i+}\sigma \hat{c}_{j-\sigma}, + h.c.) - \mu \sum_{i,\sigma} \hat{n}_{i,\sigma}, \]

\[ H_{\text{Ising}} = -J \sum_{\langle i,j \rangle} \hat{s}_{i}^{z} \hat{s}_{j}^{z} - h \sum_{i} \hat{s}_{i}^{z}, \quad (33) \]

\[ H_{\text{int}} = -\xi \sum_{i} \hat{s}_{i}^{z} (\hat{s}_{i+1}^{z} + \hat{s}_{i-1}^{z}). \]

The fermionic part \( H_{I} \) consists of two identical layers of fermions labeled by the layer index \( \lambda = 1, 2 \), and \( \sigma = \uparrow, \downarrow \) labels the fermion spin. Here, fermions can hop between neighboring sites of a square lattice \((t_{1})\) and \( \mu \) is the chemical potential. The bosonic part \( H_{\text{Ising}} \) describes quantum Ising spins with ferromagnetic interactions subject to a transverse field \( h \). They live on the same square lattice. In the absence of fermions, these Ising spins form a paramagnetic (ferromagnetic) phase if \( h < h_{c} \) \((h > h_{c}) \), separated by a QCP, which belongs to the 2+1D Ising universality class at \( h = h_{c} \approx 3.04 \). The last term \( H_{\text{int}} \) couples the fermion spins with Ising spins at the same lattice site. With this coupling, the paramagnetic-ferromagnetic phase transition for the Ising spins now induces a quantum phase transition for the fermions, i.e., a paramagnetic-ferromagnetic phase transition for itinerant fermions. We set \( t_{1} = 1, \mu = -0.5, J = 1 \) and fix the coupling strength \( \xi = 1 \), and it has been shown that for these parameters, the QCP is located at \( h_{c} = 3.27 \) [34].

As shown in Ref. [34], the global internal symmetry of \( H_{\text{FS}} \) is identified as

\[ \text{SU}(2)_{\uparrow} \times \text{SU}(2)_{\downarrow} \times U(1)_{\uparrow} \times U(1)_{\downarrow} \times \mathbb{Z}_{2}, \quad (34) \]

where the \( \text{SU}(2)_{\uparrow} \times \text{SU}(2)_{\downarrow} \) group consists of independent rotations in the layer \( \lambda \) basis for each spin species of fermions. The \( U(1)_{\uparrow} \times U(1)_{\downarrow} \) symmetries correspond to conservation of particle number with spin up and spin down, and the \( \mathbb{Z}_{2} \) symmetry, generated by \( \prod_{i,\lambda} \hat{s}_{i,\lambda}^{z} \prod_{\langle i,j \rangle, \sigma} e^{i\pi(S_{i,\lambda}^{z} + S_{j,\lambda}^{z})} \), acts as \( S_{i,\lambda}^{z} \rightarrow -S_{i,\lambda}^{z}, \hat{s}_{i}^{z} \rightarrow -\hat{s}_{i}^{z} \), the latter is the symmetry breaking channel and defines the order parameter of the ferromagnetic phase.

In addition, this Hamiltonian is invariant under the antiunitary symmetry \( i\tau_{y}K \), where \( \tau_{y} \) is a Pauli matrix in the layer basis and \( K \) is the complex conjugation operator. Thanks to this symmetry, the QMC simulation is free of sign problem [69].

Away from the QCP, the fermions form a FL with well-defined quasi-particles. In the paramagnetic phase \((h > h_{c})\), fermions of both spin flavors have the same FS, while in the ferromagnetic phase \((h < h_{c})\), the FSs for spin up and down fermions split, due to the spontaneous magnetization. Near the QCP \((h \sim h_{c})\), critical fluctuations gives rise to a nFL, where fermionic excitations becomes over-damped and the FS is smeared out and the quantum part of the fermionic self-energy satisfies \(~ \omega_{n}^{2/3} \) [36].

From these symmetries, multiple disorder operators can be introduced: for example, the charge disorder operator shown in Eq. (2) from the \( U(1) \) charge conservation and the spin disorder operator defined in Eq. (3) due to the conservation of the z component of the fermion spin \( S_{z} \). We note the Ising symmetry of \( H_{\text{FS}} \) in Eq. (32) also enables us to define this disorder operator \( S_{M}^{z} = \prod_{i,\lambda} s_{i,\lambda}^{z} e^{i\pi(S_{i,\lambda}^{z} + S_{i+1,\lambda}^{z})} \). In this study, however, we will focus on the charge and spin disorder operators, Eqs. (2) and (3), while other disorder operators will not be considered due to the technical challenge to measure them in DQMC. This is because the DQMC simulation utilizes the spin up and down states as the basis for both the Ising spins and fermion spins, measuring the \( x \) component of spin is costly, while for charge density and \( z \) component of the spin operator, we can access large system size up to \( L \times L = 24 \times 24 \) and temperature down to \( \beta = 100 \).

We note, in principle, the EE is not directly related to any global symmetry of the system, and as we will show below, it not only reveals the \( L_{M} \log L_{M} \) scaling behavior coming from the geometry of FS in an interacting FL, but also the quantum critical scaling at QCP whose precise scaling form is still unknown. Here we see clearly that the disorder operator can indeed capture the \( L_{M} \log L_{M} \) universal entanglement scaling in the interacting fermion models as that of the EE, but at the same time, extra symmetry consideration is needed, if one is asking for the particular information in the QCP entanglement.

Fig. 5(a) shows \( X_{\text{FS}}(\pi \rho) \) for \( L = 20 \). The model has two exactly solvable limits, \( h \rightarrow \infty \) and \( h \rightarrow 0 \), where fermions are non-interacting, i.e., the system is a non-interacting Fermi gas. At \( h \rightarrow \infty \), spin up and down fermions share the same FS, while at \( h = 0 \), the spin-up and down FSs split, due to the ferromagnetic order. For both these two limits, the exact solution indicate that \(- \log |X_{\text{FS}}^{\uparrow, \downarrow}(\theta)| \sim s(\theta) L_{M} \log L_{M} \) with \( s(\theta) \propto \theta^{2} \) and the proportionality coefficient is determined by the shapes of the region \( M \) and the FS, as shown in Eq. (15). These two exact solvable limits are shown in Fig. 5 as solid lines marked as “degenerate” \((h \rightarrow \infty)\) and “split” \((h = 0)\) respectively.

As shown in Fig. 5(a) and (b), for the paramagnetic phase \((h < h_{c})\), the charge disorder operator depends very weakly on \( h \), and its value remains nearly the same as the non-interacting limit \( h \rightarrow \infty \), even if \( h \) reaches the critical value \( h_{c} \). This is very different from the 1D case, where the value of the disorder operator starts to change immediately even if an infinitesimal amount of interactions are introduced, due to the change in Luttinger parameters. This observation, if taken at the face value, seems to indicate that interactions between fermions is irrelevant for \( X_{\text{FS}}^{\uparrow, \downarrow} \), and the non-interacting formula [Eq. (15)] survives in the FL phase. However, as will be discussed below, a more careful analysis indicates the opposite. For the ferromagnetic phase \((h > h_{c})\), the numerical data indicates that \(- \log |X_{\text{FS}}^{\uparrow, \downarrow}(\theta)| \) stills scales as \( \theta^{2} L_{M} \log L_{M} \), but with coefficient that gradually increases as we decrease \( h \). This is again largely consistent with the non-interacting
formula Eq. (15). Because the FS splits in the ferromagnetic phase and this splitting increases when $h$ reduces towards zero, the coefficient of the $L_M \log L_M$ term should shift according to the shape of the FS. This trend of $X^\rho_M$ is summarized in Fig. 5(e).

As for the spin disorder operator, we plotted the two noninteracting limits, $h \to \infty$ and $h \to 0$, in Fig. 5(c) and (d) as the solid lines. In the non-interacting limit, $|X^\rho_M(\theta)|$ obeys the exact identity $|X^\rho_M(\theta)| = |X^\rho_M(\frac{\pi}{2})|$, and thus it doesn’t carry any extra information beyond the charge disorder operator. For interacting fermions $0 < h < \infty$, we find that $|X^\rho_M(\theta)|$ starts to deviate from $|X^\rho_M(\frac{\pi}{2})|$. Away from the QCP, the deviation is small. However, near the QCP a much larger deviation is observed and $- \log |X^\rho_M(\theta)|$ shows a peak at $h \sim h_c$, as shown in Fig. 5(e). This peak of $- \log |X^\rho_M(\theta)|$ is due to the fact that the spin disorder operator happens to be the order parameter of this QCP. As shown early on, at small $\theta$, $- \log |X^\rho_M(\theta)|$ measures the fluctuations of $\sigma_z$ in the region $M$, $- \log |X^\rho_M(\theta)|/\theta^2 = (\langle S^z_M \rangle - \langle S^z_M \rangle)^2$, which develops a peak at the QCP. The location of this peak marks the critical value of $h$, at which spin fluctuations are pronounced and thus can be used as a tool to detect the QCP.

In addition to the disorder operators, we also compute the second Rényi entropy $S_2$. Previous variational Monte Carlo studies of EE for trial wavefunctions of both FL, composite FL and spinon FS states [70–73] suggest that they all obey the $L_M \log L_M$ scaling. We calculate $S_2$ utilizing Eq. (22) via joint distributions. In Fig. 6(a), the solid line is the exact formula for Rényi entropy at the non-interacting limit $h \to \infty$, and the dots are numerically measured $S_2$ in the paramagnetic phase $h = 6.0$ and at the QCP $h = h_c = 3.27$. Naively, this figure seems to indicate that the value of $S_2$ is independent of $h$ in the entire paramagnetic phase and at the QCP. However, as will be shown below, more careful analysis indicates the opposite conclusion.

Before we discuss a more careful analysis in the next section, let us conclude this section by providing a quick summary of Figs. 5 and 6. Using DQMC simulations, we find that the spin disorder operator is very sensitive to this itinerant Ising QCP, and exhibits a diverging peak, because it coincides with the order parameter of this QCP and thus directly probe the diverging critical fluctuations. As for the charge disorder operator and $S_2$, they seem to behave as the non-interacting limit. If this conclusion is true, it implies that the exact relation of the non-interacting limit, $S_2 = -2 \log |X^\rho_M(\frac{\pi}{2})|$, should survive in the FL. Because measuring $|X^\rho_M(\frac{\pi}{2})|$ costs much less numerical resource with much better data quality (equal time measurement without replicas) than $S_2$ this observation seems to provide a much more efficient methods to probe $S_2$ in FLs and nFLs (near QCPs). However, as will be shown in the next section, more careful analysis indicates that $|X^\rho_M(\frac{\pi}{2})|$ and $S_2$ are clearly distinct in interacting systems. The difference between them is small (but nonzero) in the FL phase, and becomes much more severe as we approach the QCP and the nFL phase.

D. Scaling analysis for EE and disorder operators at QCP

To examine the interaction dependence of $S_2$ and $X^\rho_M$, we create $50 \times 50$ QMC auxiliary-field configurations to imitate the joint distribution of $\{s, s'\}$. For each pair of auxiliary-field configuration, we calculate $EE_{M,ss'} = \det \{G_{M,s}, G_{M,s'} \} + \langle 1 - G_{M,s} \rangle \langle 1 - G_{M,s'} \rangle$ and $X^\rho_{M,ss'} = \det \{G_{M,s} G_{M,s'} \} + \langle 1 - G_{M,s} \rangle \langle 1 - G_{M,s'} \rangle + \langle i (G_{M,s} - G_{M,s'}) \rangle$ and plot their distributions in Fig. 6(b). Here we set $h = h_c = 3.27$ and 10 independent Markov chains are used to yield the errorbar of each $EE_{M,ss'}$ and $X^\rho_{M,ss'}$ data points. As shown in Eqs. (21) and (22), the mean values of $EE_{M,ss'}$ and $X^\rho_{M,ss'}$ after average over all joint auxiliary-field configurations, are $< S_2 >$ and $X^\rho_M(\frac{\pi}{2})$ re-
The logarithms of the two average values are marked in Fig. 6(b) as the orange and blue vertical lines, respectively, while the red vertical line marks the free-fermion value of $S_2 = -2 \log |X_M^\rho(\frac{\pi}{2})|$ at the $h \to \infty$ limit. By comparing the three vertical lines in Fig. 6(b), we find that at the QCP, $S_2$ no longer coincides with $-2 \log |X_M^\rho(\frac{\pi}{2})|$. In comparison with non-interacting fermions, interactions increase the value of $S_2$ but reduces the value of $-2 \log |X_M^\rho(\frac{\pi}{2})|$. Although the deviation from the free-fermion value is small ($< 2\%$), the distribution shown in Fig. 6(b) clearly indicate that this deviation is beyond the error bar.

More importantly, this deviation from the free-fermion limit is not due to finite-size effects, because it increases as the system size increases towards the thermal dynamic limit, as shown in Fig. 7(a) and (b). For Rényi entropy $S_2$, Fig. 7(a) shows that away from the QCP ($h = 6$), deviations from the free-fermion value increases with $L_M$, but the increase seems to saturate when $L_M$ approaches 12. This saturation behavior suggests that in a FL, $S_2$ has the same scaling form as non-interacting systems, $S_2 \sim s_{2d} L_M \log L_M$, but the coefficient of $s_{2d}$ gradually increases as interactions are turned on. In contrast to the free fermion limit, where $s_{2d}$ only depends on the shapes of the FS and $M$, its value is sensitive to the interaction strength in a FL. At the QCP ($h = 3.27$), the deviation of $S_2$ from the free-fermion limit increases much faster than the FL phase [Fig. 7(a)], and up to the largest system size that we can access $L_M = 12$ and $L = 24$, a saturation is not clearly observed. This increasing trend indicates three possible scenarios. (1) If the increase never saturates at large $L_M$, it would indicate that $S_2$ at the QCP follows a different scaling form, which increases faster than $L_M \log L_M$, e.g., $L_M^2$ with a power between 1 and 2 or $L_M (\log L_M)^n$ with $n > 1$. (2) If the increase eventually saturates at large $L_M$, it would indicate that $S_2$ still follows the functional form of $L_M \log L_M$, but with a coefficient much larger than free-fermions ($h \to \infty$) or the FL phase ($h = 6$). (3) In the third scenario, the deviation eventually starts to decrease at some large $L_M$. If it decrease back to zero at the thermodynamic limit ($L_M \to \infty$), it would imply that interactions and QCPs have no impact on $S_2$, whose value remains identical to the free theory. Although this third scenario is in principle possible, to the largest system size that we can access, we don’t observe any signature for this deviation to start decreasing at large $L_M$, and thus no evidence supports it. For both scenarios (1) and (2), critical fluctuations near the QCP have a nontrivial impact on $S_2$, i.e., $S_2$ is sensitive to the presence of an itinerant QCP.

For the charge disorder operator $X_M^\rho(\frac{\pi}{2})$, we find from in Fig. 7(b) that the deviation from the free fermion limit seems to saturate at large $L_M$, indicating that $X_M^\rho(\frac{\pi}{2})$ maintains its functional form $\sim L_M \log L_M$ in the FL and nFL phases, and the deviation only modifies that coefficient of this $L_M \log L_M$ term. This deviation seems to increase a bit as we approach the QCP ($h = 3.27$), in comparison with the FL phase $h = 6.00$. However, this increase is much weaker than the increase of the deviation of $S_2$ at the QCP, indicating that the charge disorder operator is much less sensitive to the itinerant QCP than $S_2$.

For comparison, we also plot the deviation for the spin disorder operator from the free fermion limit in Fig. 7(c). Away from the QCP, the deviation seems to saturate. At the QCP, the deviation increases dramatically, indicating that the spin disorder operator is very sensitive to the quantum phase transition. This observation is consistent with the diverging spin fluctuations discussed in the previous section. Similar with the $S_2$ case, whether the $L_M \log L_M$ scaling form will change, or, there is a large coefficient at the QCP, are beyond our current system sizes.

In summary, we find that although the values of $S_2$ and $-2 \log |X_M^\rho(\frac{\pi}{2})|$ seems to be close to the free fermion limit, interactions push their values towards different directions, increasing $S_2$ and decreasing $-2 \log |X_M^\rho(\frac{\pi}{2})|$. These two opposite trends are beyond the numerical error bar, and the effects becomes stronger as the system size increases, indicating that it is not due to the finite-size effect. In the FL phase away from the QCP, the difference between $S_2$ and $-2 \log |X_M^\rho(\frac{\pi}{2})|$ are small, but it become more much severe at the QCP. The spin disorder operator, $-2 \log |X_M^\rho(\frac{\pi}{2})|$, on the other hand, does exhibit enhanced signal at the QCP.
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VI. DISCUSSIONS

Accessing entanglement measures in interacting fermion systems has been a long standing problem. Early attempts that do not require replicas [12, 13] are often plagued by large fluctuations. Implementing replicas [14, 74] allows one to circumvent these issues but are numerically demanding. The same holds for the entanglement spectra and Hamiltonian [15]. In this work, we investigate an alternative, namely, the fermion disorder operator which provides similar entanglement information. From the technical point of view, this quantity does not rely on replicas and can be computed on the fly in an auxiliary field QMC simulation.

Generically, the disorder operator and Rényi EEs are different quantities. In particular, the disorder operator is formulated in terms of a global symmetry of the model system, whereas the Rényi entropies are defined without any symmetry considerations. At small angles, the disorder operator relates to so called bi-partite fluctuations that have been introduced as an entanglement witness [11]. Despite the obvious differences, for non-interacting Fermion systems, there is a one-to-one mapping between the charge disorder operator at a given angle, and the Rényi entropies. As such, for a bipartition of space with $L_M^d$ the volume of one partition, we observe a $L_M^{d-1} \log L_M$ law for the FL for both quantities.

Beyond the non-interacting limit, notable differences appear. For the one-dimensional case with spin and charge degrees of freedom, the prefactor of the $\log L_M$ law for the spin and charge disorder operators captures the Luttinger parameter in the respective sectors. This contrasts with the Rényi entropy that picks up the central charge. In fact, we show that the disorder operator offers a much better estimation of the Luttinger parameter (the coefficient in the $\log L$ scaling) as compared to the traditional fitting from the structure factors.

To investigate the nature of the disorder operator in two-dimensions, we concentrate on metallic Ising ferromagnetic quantum criticality [34, 36]. Deep in the ordered and disordered FLs phases, the spin and charge disorder operators show very similar behaviors and follow a $L_M \log L_M$ law with prefactor dictated by the FS topology. In the proximity of the phase transition we observe marked differences between both symmetry sectors. In fact, in this special case, the generator of the U(1) spin symmetry corresponds to the order parameter and the spin-disorder operator shows singular behavior at criticality. On the other hand, the charge disorder operator does not pick up the phase transition and smoothly interpolates between the order and disordered FL phases. Remarkably, and on the considered lattice sizes, the scaling of the spin disorder operator at criticality reflects that of the Rényi entropy, and supports the interpretation of either a deviation from the $L_M \log L_M$ law, or, greatly enhanced coefficient of the scaling form. Our examples in one and two dimensions, illustrate the symmetry dependence in the design and interpretation of the disorder operator.

A key point in considering the disorder operator is that it seems possible to access experimentally. As mentioned previously, at small angles, it maps onto two-point correlation functions of local operators. Such quantities are routinely computed in scattering experiments. For example neutron scattering experiments provides the the dynamical spin structure factor, from which equal time correlation functions can be extracted. With this in mind, understanding the intricacies of the disorder operator and what we can learn from it for various phases of correlated quantum matter and across various QCPs becomes more pressing. We foresee a number of future investigations with disorder operator that include, on-going experiments in quantum switch device and optical lattices [75–77], lattice models for quantum critical metals [78, 79], correlated insulators and superconductors in moiré lattice models [80–84], exotic states of matter such as deconfined quantum criticality, emergent quantum spin liquids and topological fermionic states [85–94].
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VII. SUPPLEMENTAL MATERIALS FOR FERMION DISORDER OPERATOR: THE HEDGEHOG AND THE FOX OF QUANTUM MANY-BODY ENTANGLEMENT

A. Section I: Disorder operator in QMC calculation

1. Disorder operator in charge channel

We explain the implementation of disorder operator in the determinant QMC. We first consider the disorder operator in charge channel, \( \hat{X}_M^\rho(\theta) = \prod_{i \in M} e^{i \theta_i} \). For convenience, we denote \( X_M^\rho = \langle \hat{X}_M^\rho(\theta) \rangle \). Below, we show that in QMC simulation, the expectation value of the disorder operator is an equal-time measurement of fermion Green’s function.

Define the fermion Green’s function matrix of certain configuration, \( G_{\sigma, i, \sigma', j} = \langle c_{\sigma i} c_{\sigma' j}^\dagger \rangle \), \( i, j \) labels the lattice site, and \( s \) labels the configuration. One has,

\[
X_M^\rho = \sum_s P_s \frac{\text{Tr}[\tilde{U}_s(\beta, \tau) \prod_{i \in M} e^{i \theta_i} \tilde{U}_s(\tau, 0)]}{\text{Tr}[\tilde{U}_s(\beta, 0)]} \tag{35}
\]

where \( P_s = \frac{\text{Tr}[\tilde{U}_s(\beta, 0)]}{\sum_s \text{Tr}[\tilde{U}_s(\beta, 0)]} \) is the normalized weight of each configuration. We define \( N_M(N_M, \sigma) \) to be the number of sites/spin flavors of whole system, \( N_\sigma \) is the number of spin flavors. The total Hamiltonian \( \hat{H} \) can be expressed in site and spin basis, and constructed as a matrix \( H \) with dimension \( N_\sigma N \times N_\sigma N \). Applying the expression \( \text{Tr}[e^{\hat{H}}] = \text{Det}[1 + e^{\hat{H}}] \), and \( \text{Det}[1 + A B] = \text{Det}[1 + B A] \),

\[
X_M^\rho = \sum_s P_s \frac{\text{Det}[I + B_s(\beta, \tau) e^{T^\rho} B_s(\tau, 0)]}{\text{Det}[I + B_s(\beta, 0)]} = \sum_s P_s \frac{\text{Det}[I + B_s(\tau, 0) B_s(\beta, \tau) e^{T^\rho}]}{\text{Det}[I + B_s(\tau, 0) B_s(\beta, \tau)]} = \sum_s P_s \frac{\text{Det}[I + (G_s^{-1} - 1) e^{T^\rho}]}{\text{Det}[G_s^{-1}]} = \sum_s P_s \text{Det}[G_s + (1 - G_s) e^{T^\rho}] = \sum_s P_s X_{M,s}^\rho \tag{36}
\]

\( T^\rho \) is the \( N_\sigma N \times N_\sigma N \) diagonal matrix with \( T^\rho_{i\sigma, j\sigma} = \begin{cases} i\theta, & i \in M \\ 0, & i \notin M \end{cases} \).

We first swap the index of \( G \) to separate the sites in \( M \), and out of \( M \), which does not change the determinant. We denote \( N_M \) as the number of sites in region \( M \) and site \( i \in M \), \( j \notin M \). Then the diagonal element of \( e^T \) transfers to \( \{1, \cdots, 1, e^{i \theta}, \cdots, e^{i \theta} \} \). Then, we have

\[
X_{M,s}^\rho = \text{Det} \left[ \begin{array}{cc} G_{ii} \cdots G_{ij} \\ \vdots \ddots \vdots \\ G_{ji} \cdots G_{jj} \end{array} \right]_{M,s} + \left[ \begin{array}{cc} 1 - G_{ii} \cdots -G_{ij} \\ \vdots \ddots \vdots \\ -G_{ji} \cdots 1 - G_{jj} \end{array} \right]_{M,s} e^{i \theta} \cdot 0 = \text{Det} \left[ \begin{array}{cc} G_{ii} \cdots G_{ij} \\ \vdots \ddots \vdots \\ G_{ji} \cdots G_{jj} \end{array} \right]_{M,s} + \left[ \begin{array}{cc} (1 - G_{ii}) e^{i \theta} \cdots -G_{ij} \\ \vdots \ddots \vdots \\ -G_{ji} e^{i \theta} \cdots 1 - G_{jj} \end{array} \right]_{M,s} \tag{37}
\]

\[
= \text{Det} \left[ \begin{array}{cc} G_{ii} + (1 - G_{ii}) e^{i \theta} \cdots 0 \\ \vdots \ddots \vdots \\ G_{ji}(1 - e^{i \theta}) \cdots 1 \end{array} \right]_{M,s} = \text{Det} \left[ e^{i \theta} I + (1 - e^{i \theta}) G_{M,s} \right]
\]
where $G_{M,s}$ represents the Green’s function matrix projection on $M$ with $N_s N_M \times N_s N_M$ dimension, i.e., $G_{M,s,i\sigma,j\sigma'} = G_{s,i\sigma,j\sigma'}$ for $i,j \in M$.

Furthermore, if $s_z$ is the conserved quantity, i.e. $G_M$ is block-diagonal and $G_{s,i\sigma,j\sigma'} \propto \delta_{\sigma\sigma'}$. Here, $X_{M,\sigma,s}$ denotes the projection of $X_{M,s}$ on the spin basis $\sigma$. And Eq. (37) simplifies to,

$$X_{M,\sigma,s}^\rho = \prod_{\sigma} \text{Det} \left[ e^{i\theta} + (1 - e^{i\theta}) G_{M,\sigma,s} \right]$$

$$= \prod_{\sigma} X_{M,\sigma,s}^\rho$$

(38)

2. Disorder operator in spin channel

Likewise in above subsection, we consider the disorder operator in spin channel, $\hat{X}_{M,\sigma}^s(\theta) = \prod_{i \in M} e^{i\hat{S}_i^\sigma \theta}$ where $\hat{S}_i^\sigma = \frac{1}{2} (\hat{n}_{i\sigma} - \hat{n}_{i\bar{\sigma}})$ is the $z$-direction spin operator for fermion at lattice site $i$, and use $X_{M,\sigma}^s = \langle \hat{X}_{M,\sigma}^s(\theta) \rangle$. The difference between the disorder operator of spin and charge channel comes from the matrix $T$, where $T_{\sigma,\sigma}^s = \frac{i\rho}{2}$ when $i \in M, \sigma = \downarrow$, $T_{\sigma,\sigma}^\sigma = -\frac{i\rho}{2}$ when $i \in M, \sigma = \uparrow$. Utilizing the same derivation as above and given $s_z$ is the conserved quantity, eventually we have,

$$X_{M,\sigma,s}^\sigma = \text{Det} [ e^{i\frac{\theta}{2}} + (1 - e^{-i\frac{\theta}{2}}) G_{M,\downarrow,s} ] \times \text{Det} [ e^{-i\frac{\theta}{2}} + (1 - e^{i\frac{\theta}{2}}) G_{M,\uparrow,s} ]$$

$$= X_{M,\downarrow,s}^\sigma X_{M,\uparrow,s}^\sigma$$

(39)

We notice that the relation between two channels for certain auxiliary field $s$, $X_{M,\uparrow,s}^\rho(\theta) = X_{M,\downarrow,s}^\rho(2\theta)$ and $X_{M,\downarrow,s}^\rho(\theta) = X_{M,\uparrow,s}^\rho(2\theta)$. If $Z_2$ symmetry of inversed spin is not broken, e.g. the disorder phase of Fig. 3(c) in the main text, one additionally has $X_{M,\uparrow,s}^\rho(\theta) = X_{M,\downarrow,s}^\rho(\theta)$. Following, we denote $X_{M,\sigma,s}(\theta) = \text{Det} [ e^{i\theta} + (1 - e^{i\theta}) G_{M,\sigma,s,ii} ]$ to simplify the derivation.

B. Section II: Disorder operator at various angle

1. Small angle expansion

First, we derive the small angle expansion of the disorder operator in continuum limit as a general consideration. Take charge channel as the example,

$$-\log |X_M^\rho| = -\log \left| \langle e^{i\theta \hat{N}_M} \rangle \right|$$

$$= -\log \left| 1 + i \theta \langle \hat{N}_M \rangle - \frac{\theta^2}{2} \langle \hat{N}_M^2 \rangle + O(\theta^2) \right|$$

$$= -\log \left( 1 - \frac{\theta^2}{2} \langle \hat{N}_M^2 \rangle \right)^2 + \theta^2 \langle \hat{N}_M \rangle^2 + O(\theta^2)$$

$$= -\log \left( 1 - \theta^2 (\langle \hat{N}_M^2 \rangle - \langle \hat{N}_M \rangle^2)^2 + O(\theta^2) \right)$$

$$= \frac{\theta^2}{2} (\langle \hat{N}_M^2 \rangle - \langle \hat{N}_M \rangle^2) + O(\theta^2)$$

(40)

We find the leading order is of $\theta^2$, where the coefficient is the known as the density fluctuations $C_{M}^2$, and also has the same definition of the cumulant $C_{M}^2$.

To further apply Eq. (40) on the lattice, we start from free fermion where there is no auxiliary field $s$ to sample and the $P_s$ reduces to identity matrix.

$$-\log |X_M^\rho| = -\log \left| \sum_s P_s \prod_{\sigma} X_{M,\sigma,s}^\rho \right| = - \sum_{\sigma} \log |X_{M,\sigma}^\rho|$$

(41)

Notice that diagonal matrix element of $X_M^\rho$ is of order $O(1)$, while for off-diagonal matrix element is of $O(\theta)$. We expand
the determinant to $O(\theta^2)$ term,

$$X_{M,\sigma}^\rho = \prod_i (e^{i\theta} + (1 - e^{i\theta})G_{M,\sigma,ii}) - \sum_{\{i,j\}} \frac{(1 - e^{i\theta})^2}{2} G_{M,\sigma,ij} G_{M,ji} + O(\theta^2)$$

$$= \prod_i \left( 1 + i\theta - \frac{\theta^2}{2} + (-i\theta + \frac{\theta^2}{2}) G_{M,\sigma,ii} \right) + \sum_{\{i,j\}} \frac{\theta^2}{2} G_{M,\sigma,ij} G_{M,\sigma,ji} + O(\theta^2)$$

$$= 1 + i\theta \sum_i (1 - G_{M,\sigma,ii}) - \frac{\theta^2}{2} \sum_i (1 - G_{M,\sigma,ii}) - \frac{\theta^2}{2} \sum_{\{i,j\}} (1 - G_{M,\sigma,ii})(1 - G_{M,\sigma,jj}) - \frac{\theta^2}{2} C_{M,\sigma}^{2,latt} + O(\theta^2)$$

(42)

where $\{i, j\}$ denotes all different combinations for $i, j \in M$ with $i \neq j$. We define,

$$C_{M,\sigma}^{2,latt} \equiv - \sum_{\{i,j\}} G_{M,\sigma,ij} G_{M,\sigma,ji} = \sum_{\{i,j\}} (\langle \hat{n}_i \hat{n}_j \rangle - \langle \hat{n}_i \rangle \langle \hat{n}_j \rangle) \equiv \sum_{\{i,j\}} C_{ij}$$

(43)

Above, we utilize the Wick theorem. The definition of $C_{M,\sigma}^{2,latt}$ is density fluctuations (or the cumulant) defined on the lattice. Furthermore, in the single sublattice model, due to the translation symmetry, $G_{M,\sigma,ii} = 1 - n_\sigma$ is identical for all sites, we do further simplification on Eq. (43),

$$-\log |X_{M,\sigma}^\rho| = - \sum_\sigma \log |1 - \frac{\theta^2}{2} \sum_i (1 - G_{M,\sigma,ii}) - \frac{\theta^2}{2} \sum_{\{i,j\}} (1 - G_{M,\sigma,ii})(1 - G_{M,\sigma,jj})$$

$$- \frac{\theta^2}{2} C_{M,\sigma}^{2,latt} + i\theta \sum_i (1 - G_{M,\sigma,ii}) + O(\theta^2)|$$

$$= - \sum_\sigma \log \left| 1 - \frac{\theta^2}{2} n_\sigma N_M - \frac{\theta^2}{2} n_\sigma^2 N_M (N_M - 1) - \frac{\theta^2}{2} C_{M,\sigma}^{2,latt} \right|^2 + (\theta n_\sigma N_M)^2 + O(\theta^2)$$

$$= - \sum_\sigma \log \left| 1 - \theta^2 (n_\sigma N_M + n_\sigma^2 N_M (N_M - 1) + C_{M,\sigma}^{2,latt}) + \theta^2 n_\sigma^2 N_M^2 + O(\theta^2) \right|$$

$$= - \sum_\sigma \log \left| 1 - \theta^2 (n_\sigma N_M - n_\sigma^2 N_M + C_{M,\sigma}^{2,latt}) + O(\theta^2) \right|$$

$$= \frac{\theta^2}{2} \sum_\sigma \left( N_M (n_\sigma - n_\sigma^2) + C_{M,\sigma}^{2,latt} \right) + O(\theta^2)$$

(44)

Note $N_M$ in Eq. (44) is the number of site of region $M$, and $\hat{N}_M$ in Eq. (40) is the total particle number operator of region $M$. Without $C_{M,\sigma}^{2,latt}$, the disorder operator behaves as the volume law for any system. In addition, if $C_{M,\sigma}^{2,latt}$ is strictly zero at $r > r_0$, the behavior of is still volume law plus a constant at $r > r_0$. Generally speaking, various function form of disorder operator is determined by the function form of $C_{ij}$ and the shape of region $M$.

Compare Eq. (44) with Eq. (40), the two terms $N_M(n_\sigma - n_\sigma^2)$, $C_{M,\sigma}^{2,latt}$ in Eq. (44) correspond $r = 0$ and $r \neq 0$ part of density fluctuations $C^2$ in Eq. (40), respectively, since the summation for the latter requires $i \neq j$. Here we use $\hat{n}_i^2 = \hat{n}_i$ for the properties of fermionic particle density operator. As a consequence, we expect $C_{M,\sigma}^{2,latt} \approx C_{M,\sigma}^{2}$ at thermodynamic limit. Finally, we conclude the small $\theta$ expansion of the disorder operator describes the performance of two points correlation function.

2. large angle at $\theta = \pi/2$ and $2\pi/3$

In non-interacting case, taking $\theta = \frac{\pi}{2}$ in $X_{M,\sigma}^\rho$ and omit $\sigma$ index, we have,

$$X_{M,\sigma}^\rho (\frac{\pi}{2}) = \det [G_M + i(1 - G_M)]$$

(45)
We display the exact relation of Eq.(8) and (9) in the main text,
\[
S_2 = -\log \{ \det \left[ G_M^2 + (1 - G_M)^2 \right] \} \\
= -\log \{ \det [G_M + i(1 - G_M)] \times \det [G_M - i(1 - G_M)] \} \\
= -\log \{ X_M(\frac{\pi}{2})X_M(\frac{\pi}{2})^* \} \\
= -\log |X_M(\frac{\pi}{2})|^2 \\
= -2 \log |X_M(\frac{\pi}{2})|.
\]  
\(46\)

And for \( \theta = \frac{2\pi}{3} \),
\[
S_3 = -\frac{1}{2} \log \{ \det \left[ G_M^3 + (1 - G_M)^3 \right] \} \\
= -\frac{1}{2} \log \{ \det \left[ 1 - 3G_M + G_M^2 \right] \} \\
= -\frac{1}{2} \log \{ \det \left[ \frac{1}{4} (1 - 3G_M)^2 + \frac{3}{4} (1 - G_M)^2 \right] \} \\
= -\frac{1}{2} \log \{ X_M(\frac{2\pi}{3})X_M(\frac{2\pi}{3})^* \} \\
= -\frac{1}{2} \log |X_M(\frac{2\pi}{3})|^2 \\
= -\log |X_M(\frac{2\pi}{3})|.
\]  
\(47\)

3. \( \theta = \pi \)

We emphasize that, in contrast with the bosonic system, the disorder operator defined in this form is differ from the entanglement entropy in the free system by taking \( \theta = \pi \) in Ref. [22]. As shown above, one can strictly prove the equality between and the 2nd Renyi entropy between the disorder operator at \( \frac{\pi}{2} \). For free fermion case, by taking \( \theta = \pi \) in \( X_M^\theta \), one obtain,
\[
- \log |X_M^\theta(\pi)| = - \log \det \left[ -1 + 2G_M \right],
\]  
\(48\)

which gives divergence since the eigenvalue of \( G_M \) has value of 0.5.

C. Section III: Density correlation function and disorder operator of several free fermionic system

We derive the density correlation function \( C(r) = C_{ij}, r \neq 0 \) at zero temperature analytically in several free 1D and 2D models with translation symmetry. Here \( i,j \) represent lattice site, \( r = i - j, \) and \( r = |r| \). We set the length of unit cell in both 1d chain and 2d square lattice to be 1. We also calculate the density fluctuations \( C^2 \) in the region \( M \) by the integral, which is the coefficient before small \( \theta \) expansion. The shape of \( M \) is chosen as Fig. 3(b) and (d) in the main text.

1. Ground state of 1D fermions with FS

We use Hamiltonian Eq.(11) in the main text,
\[
\hat{H} = t_1 \sum_{\langle i,j \rangle} \hat{c}_i^\dagger \hat{c}_j + t_2 \sum_{\langle\langle i,j \rangle\rangle} \hat{c}_i^\dagger \hat{c}_j + \mu \sum_i \hat{n}_i
\]  
\(49\)

The density correlation function only depend on \( k_F \),
\[
C(r) = \frac{g(-1 + \cos(2k_Fr))}{2\pi^2 r^2}
\]  
\(50\)
where $g$ is fermion species. We find $C(r) \approx \frac{1}{r^2}$, and the global coefficient $(-1 + \cos(2k_F r))$ is related to $k_F$, which we identified as the oscillation term. We derive the density fluctuation as following,

$$C^2 = \frac{g}{\pi^2} \log L_M + o(1).$$  \hfill (51)

Comparing Eqs. (50) and (51), the oscillation term do not effect the coefficient of leading term. And $\log L$ comes from $\frac{1}{r^2}$ relation for 1D.

2. Ground state of 1D gapped fermionic system

We use Hamiltonian as Eq. (49) added a staggered chemical potential, and written,

$$\hat{H} = t_1 \sum_{\langle i,j \rangle} \hat{c}_i^\dagger \hat{c}_j + t_2 \sum_{\langle\langle i,j \rangle\rangle} \hat{c}_i^\dagger \hat{c}_j + \Delta \sum_i (-1)^i \hat{c}_i^\dagger \hat{c}_i$$ \hfill (52)

Generally, the system consists of two sublattice. The density correlation at large distance writes,

$$C(r) \sim e^{-\xi r}, r \gg 1.$$ \hfill (53)

$f(\Delta)$ is a function of gap $\Delta$. The gapped physics drives the density fluctuation to converge to a constant at large scale,

$$C^2 = o(1), L_M \gg 1.$$ \hfill (54)

3. Finite temperature of 1D fermionic system with fermi surface

We still use Hamiltonian as Eq. (49), and study the density correlation at finite temperature, one have

$$C(r) \sim e^{-\xi r} (-1 + 2 \cos(k_F r)),$$ \hfill (55)

where $\xi$ denotes the thermodynamics correlation length. Since exponential decay is convergent by the integral, the disorder operator is given as the volume law,

$$C^2 = L_M + o(1).$$ \hfill (56)

4. Ground state of 2D fermions with FS

Next, we study a 2D free fermion system, generated by the Hamiltonian Eq. (13) in the main text.

$$\hat{H} = t_1 \sum_{\langle i,j \rangle} \hat{c}_i^\dagger \hat{c}_j + t_2 \sum_{\langle\langle i,j \rangle\rangle} \hat{c}_i^\dagger \hat{c}_j + \mu \sum_i \hat{n}_i.$$ \hfill (57)

We discuss one simplest case, that is the circular FS, denoted by $k_F$. The density correlation function is only dependent on $r$. We have,

$$C(r) = \frac{g k_F^2}{4\pi^2} \frac{J_1(k_F r)}{r^2}$$
\hfill (58)

$$\approx \frac{g k_F}{4\pi^3} (1 - \sin(2k_F r))$$

$J_1$ represent the Bessel function. At large $r$, $C(r)$ obeys $\frac{1}{r^2}$ behavior with the oscillation coefficient. The leading term of the disorder operator has the well-known form $L_M^{d-1} \log L_M$, where $d$ is the dimension,

$$C^2 = \frac{2k_F}{\pi^3} L_M \log L_M + o(L_M)$$ \hfill (59)

Unlike the 1D FS, the coefficient of leading term is related to $k_F$, which can be easily understand use the conjectures in Ref [30]. The result is one special case equation of Eq. (9) in the main text. Since we fixed the region $M$ (FS) to be the square (circle), the double integral term is proportion to $k_F$. For general shape of fermi surface, we conclude the disorder operator written in Eq. (9) in the main text.
In the main text, we discussed 1d and 2d free fermions with FS, where in 1d, we use the conformal distance $\tilde{L}_M$ to fit the Luttinger parameter. As the system size gets larger, the maximum of $\tilde{L}_M$ increase, and the Luttinger parameter fitted by the large $\tilde{L}_M$ gradually converge to the value of thermodynamic limit. Technically, one can push the system to large enough to get the accurate value. However, in 2d system, a good finite size modification parameter like $\tilde{L}_M$ is hard to find, and there is not one simple method to judge the convergence to thermodynamic limit of fitting results. As we mentioned in Fig.2 in the main text, we fit the function forms by certain fit range. Obviously, the choose of the fit range will change a lot. Therefore, we first explore the effect by the fit range in 2d, and compare with the analytic value, obtained by Eq. (59). We define the lower(upper) boundary of fit range as $f_{\text{low}}(f_{\text{up}})$, and fit the raw data with the function form $-\log |X_M(\theta)| = s_{2d}(\theta)L_M \log L_M + bL_M + c$ in (a) and $-\log |X_M(\theta)|/L_M = s_{2d}(\theta)\log L_M + b$, using $L_M \in \{f_{\text{low}}, f_{\text{up}}\}$ in Fig. 8. And we use at least 5 data points to fit, i.e. $f_{\text{up}} \geq f_{\text{low}} + 5$. From this two panels in Fig. 8, one can see the different original data brings distinguishing $s_{2d}$, where we find (b) is more possible to get the accurate value. We conclude the general fit principle, that one would choose $f_{\text{low}} \gg 1$, and $f_{\text{up}} \ll L$ to avoid finite size effect. That requires large system size up to at least hundreds of $L$. Besides, we observe that (b) has wider fit range to get same close value of analytic results. Thus, one may use $-\log |X_M(\theta)|/L_M$ versus $\log L_M$ to decrease finite size effect.

![Fig. 8. Fit results with various fit range for free circular-shaped fermion at $L = 160$, $k_F = 0.4$. We choose few $f_{\text{low}}$ shown by different color. The analytic value is given by Eq. (59) the black solid line. The original data is (a) $-\log |X_M|$ fitted by $s_{2d}(\theta)L_M \log L_M + bL_M + c$, adapted in Fig. 2(a) in the main text. (b) $-\log |X_M|/L_M$ versus $\log L_M$ fitted by the linear function $y = s_{2d}x + b$, adapted in Fig. 2(b) in the main text. For comparison, (b) has more similar values for same fit range compared with analytic value $k_F/\pi^2$ given by Eq. (59).](image)

### E. Section V: Traditional way to determine the Luttinger parameter in 1D

In this section, we briefly recapitulate basic results from the Tomonaga-Luttinger liquid theory [95–97], on the charge correlations which constitutes an prevailing way to extract the Luttinger charge exponent $K_\rho$ numerically [50, 98, 99]. For the results listed below, we focus on the case with spin SU(2) symmetry and have the Luttinger parameter $K_\sigma = 1$ for the spin gapless states. In general, there exist multiple modes for the considered charge density correlation. Up to the first two dominant modes, we have

$$C(r) = -\frac{K_\rho}{(\pi r)^2} + A \cos(2k_FR) \frac{\ln^{-3/2}(r)}{r^{1+K_\rho}},$$

where $A$ is a model-dependent parameters. The uniform mode (related to the $r^{-2}$ term above) results in $S_\rho(k) \simeq K_\rho |k|/\pi$ for $k \to 0$, with $S_\rho(k) = 1/L \sum_{i,j} e^{-ikr_{ij}}C_{ij}$ the Fourier transformation of the charge correlation.

In practice, for the charge gapless phase like LL, the asymptotic behavior of $S_\rho(k)$ is linear with $k$ as $k \to 0$, while in the charge-gapped phase we have $K_\rho = 0$ and the small-$k$ quadratic scaling. This offers us a way of extracting $K_\rho$ from charge density correlation. To be more specific, we employ a 2nd-order polynomial fitting $S_\rho(k) = A(k/\pi)^2 + B(k/\pi) + C$, from which the Luttinger charge exponent $K_\rho = B$.

The $S_\rho(k)$ results for $U = 2$ at the half-filling case of an $L = 256$ Hubbard chain with open boundary condition is shown in Fig. 9(a). Due to the exponentially small gap in the state, i.e., $\Delta_\rho \sim \exp(-1/U)$, in the small-$k$ regime $S_\rho$ show a slightly
FIG. 9. In a $U = 2$, $L = 256$ Hubbard chain with open boundary condition, the charge structure factor $S_\rho$ is shown versus $k/\pi$, for both (a) half-filling case $n = 1.0$ and (b) quarter-filling case $n = 0.5$. The blue solid lines are the DMRG calculated data with the red dot depicting the data used for the extrapolation. The yellow solid lines indicates the 2nd order extrapolation $S_\rho = A_k^2 + B_k + C$, from which the Luttinger parameter can be extracted $K_\rho = B = 0.42$ for the half-filling case, and $K_\rho = 0.82$ for the quarter-filling case.

quadratic behavior, and from the small-$k$ data (to eliminate the finite-size effect, here $k \in [2\pi/L, 2\pi n/L]$ with $n = 15$ chosen) we still get a finite value of $K_\rho = 0.42$ still far from the expected $K_\rho = 0$. For the quarter-filling case as shown in Fig. 9(b), the small-$k$ data show clear linear behavior and we have $K_\rho = 0.82$ in great agreement with the value in the main text and also Bethe ansatz result [49]. As we have shown in the main text Fig.4, we find it is much easier to fit the charge disorder operator and extract its coefficient – the Luttinger parameter – from the $K_\rho\log L$ scaling with much less finite size effects.
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