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Abstract

The most studied continuum percolation model in two dimensions is the Boolean model consisting of disks with the same radius whose centers are randomly distributed on the Poisson point process (PPP). We also consider the Boolean percolation model on the Ginibre point process (GPP) which is a typical repelling point process realizing hyperuniformity. We think that the PPP approximates a disordered configuration of individuals, while the GPP does a configuration of citizens adopting a strategy to keep social distancing in a city in order to avoid contagion. We consider the SIR models with contagious infection on supercritical percolation clusters formed on the PPP and the GPP. By numerical simulations, we studied dependence of the percolation phenomena and the infection processes on the PPP- and the GPP-underlying graphs. We show that in a subcritical regime of infection rate the PPP-based models show emergence of infection clusters on clumping of points which is formed by fluctuation of uncorrelated Poissonian statistics. On the other hand, the cumulative numbers of infected individuals in processes are suppressed in the GPP-based models.
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1. Introduction

The study of stochastic and statistical-mechanics modeling of epidemics has a long history, and a variety of types of model has been proposed and extensively studied [1, 2, 3, 4, 5, 6, 7, 8, 9]. We choose a type of model or decide to invent a new model depending on the purpose of analysis of infection processes using mathematical models. Here we are interested in contagious disease of human beings which is spreading in a city, so spatial structures should be included in a model. In usual modeling, we choose a graph and consider that each site represents an individual and edges between neighboring sites do interactions between individuals. For example, we fix a finite but large-scale subdomain Λ of the square lattice $\mathbb{Z}^2$ with some boundary condition, and to each site $x \in \Lambda$ put a random variable $\eta(x)$, which takes one of the three states, being susceptible (S), infected (I), or recovered (R) [1]. We consider the global configuration of individuals $\eta_t := \{\eta_t(x)\}_{x \in \Lambda}$ and define a stochastic process $(\eta_t)_{t \geq 0}$ by specifying transition rules of random variables in continuous time $t \geq 0$. The main topic of study on such a lattice SIR model [10, 11, 12, 13, 14, 15] is to clarify the dependence of the time-evolution of global configuration $\eta_t$ on spacial structures and relevant parameters specifying the transition rules (e.g., infection rate and recovering rate).

In a real city, however, when a serious contagious disease is spreading, citizens try to change their behavior in order to avoid contagion. A typical strategy is to keep social distancing. It is obvious that if all individuals keep the distances from their neighbors be greater than the range of contagion, then the disease will be extinct. The problem is however, that real individuals are not fixed at sites of a regular lattice, and hence they occasionally break social distancing and form groups, and it causes a risk to make infection clusters.

A system of points in a space which are randomly distributed following a specified probability law is generally called a point process. Note that this mathematical terminology means a purely static system without any time evolution [16]. The purpose of the present study is to introduce stochastic epidemic models of individuals whose locations are given by a random point process, and to clarify dependence of the infection processes on the underlying graph $\mathcal{G}$ given by a point process.

In the present paper we use two distinct point processes on a plane $\mathbb{R}^2$ to define underlying graphs; the Poisson point process (PPP) and the Ginibre
point process (GPP) [17]. The left figure of Fig. 1 shows a typical realization of 200 points of the PPP, while the right one shows that of the GPP. The GPP is realized as a bulk scaling limit of eigenvalue distributions on a complex plane $\mathbb{C}$ of Gaussian complex random matrices, which has been extensively studied in random matrix theory [18, 19]. It is a typical two-dimensional example of a large family of repelling point processes called the *determinantal (fermion) point processes* [20, 21, 22, 23, 24, 25]. On the other hand, there is no correlation among points in the PPP. In this sense, the PPP can be said to be a uniform distribution of point process. We observe in the left figure of Fig. 1, however, that clumping of points and vacant spaces happen to occur. In the PPP the variance of the number of points included in the disk with center $x \in \mathbb{R}^2$ and radius $r > 0$, $B_r(x) := \{ y \in \mathbb{R}^2 : |y - x| < r \}$, is proportional to $r^2$; that is, the fluctuation of the number of points in a disk is in the same order with the total number of points in it. In the GPP, due to the repulsive interactions among points, the variance of the number of points in $B_r(x)$ is only proportional to $r$ in $r \to \infty$. (Note that both point processes are translationally invariant and then the center $x$ of disk is arbitrary in the above assertions.) Such a suppression of number fluctuations is a common feature of deterministic lattices, determinantal point processes, and other correlated particle systems, and called *hyperuniformity* [26, 27].
The GPP will mimic locations of citizens in a city who try to keep social distancing, while the PPP will do a society in which such a strategy to avoid contagion is not adopted at all.

Figure 2: Distributions of degree of each points in the PPP-underlying graph $G_{PPP}$ and the GPP-underlying graph $G_{GPP}$. Solid lines show the means of ten distinct samples of random graphs and shaded strips show the standard deviations of them. The mean values of degree are given by 5.23 for $G_{PPP}$ and 4.15 for $G_{GPP}$.

We express the range of infection by a parameter $r > 0$ and consider an infection process such that only if the distance between two individuals is less than $2r$, contagion can occur. In other words, the maximum set of individuals who have the possibility to be infected is given by a set of points $x$ each of which has at least one neighboring point $y$ such that $B_r(x) \cap B_r(y) \neq \emptyset$. Such a set is known as a percolation cluster of the Boolean percolation model or the standard Gilbert disk model [28] in the continuum percolation theory.
We have numerically generated typical samples of large percolation clusters on the PPP and the GPP and regarded them as a pair of distinct underlying graphs $G_{\text{PPP}}$ and $G_{\text{GPP}}$ for our epidemic models. In order to compare essential differences between them, we have imposed the condition on the Boolean percolation models from which $G_{\text{PPP}}$ and $G_{\text{GPP}}$ are obtained such that the filling factors, defined by (4) below, take the same value $\kappa$. The specified value of $\kappa$ is greater than the critical values of percolation transitions on the PPP and on the GPP; $\kappa > \kappa_{\text{PPP}} > \kappa_{\text{GPP}}$. One of the differences between these two graphs is represented by the distributions of degrees of each point, where the degree of each point means the number of neighboring points in the graph. As shown by Fig. 2, points with larger values of degrees are realized in $G_{\text{PPP}}$ compared to $G_{\text{GPP}}$.

We have numerically studied the SIR models [1] on $G_{\text{PPP}}$ and on $G_{\text{GPP}}$ starting from the same initial configuration with only one infected (I) individual at a randomly chosen point in a field of susceptible (S) individuals. The infection process $S \to I$ takes place with rate $\lambda\Psi(n)$ and the recovering $I \to R$ with rate $\mu \equiv 1$, where the infectivity $\lambda > 0$, $\Psi$ is a positive function, and $n$ gives the total number of neighbors who are infected. The recovered (R) individuals are stable and never to be infected again. If $\lambda$ is large, infection spreads more efficiently on $G_{\text{GPP}}$ than on $G_{\text{PPP}}$ due to the hyperuniformity of the GPP. In such a case, the strategy such as keeping social distancing does not work.

In the present work, we are interested in the situation in which $\lambda$ is relatively small and infection clusters do not spread over large-scale. The main assertion of the present paper is that in this case the cumulative number of infected individuals $N_I$ in an infection process can be suppressed in the GPP-based model compared to the PPP-based model. It was confirmed that this phenomenon is realized in the simple ‘linear model’ in which $\Psi(n) = n, n \in \mathbb{N} := \{1, 2, \ldots\}$, and then we studied its dependence on the functional form of $\Psi(n)$. Figure 3 shows dependence of $N_I$ on $\lambda$ for the ‘quadratic model’ in which we assume $\tilde{\Psi}(n) = n^2, n \in \mathbb{N}$. In each sample of $G$, the SIR model with a given value of $\lambda$ was simulated 100 times using the Gillespie algorithm [34, 35, 36] and $N_I$ is defined by the mean value of 100 runs. Then we evaluate the average $\langle N_I \rangle$ and the standard deviation over ten distinct samples of $G$. This procedure should be regarded as quenched averaging of the SIR model on random environments given by underlying graphs $G$. We find a special value $\lambda_* \approx 1.0$ such that $\langle N_{I_{\text{PPP}}} \rangle > \langle N_{I_{\text{GPP}}} \rangle$ if $0 < \lambda < \lambda_*$, while
For each underlying graph $G$ we performed 100 runs of the SIR models in which the infection rate is given by $\lambda \hat{\Psi}(n)$ with a quadratic function $\hat{\Psi}(n) = n^2$, and $n$ denotes the number of infected neighbors. We defined the cumulative number of infected individuals $N_I$ by the mean value of the 100 runs. The quenched averages $\langle N_I \rangle$ over ten distinct samples of $G$ are shown versus $\lambda$ for the PPP-based model by a blue curve and for the GPP-based model by a red curve. The standard deviations in the ten samples are shown by shaded strips around the curves. We find a crossing point at $\lambda^* \approx 1.0$ of these two curves.

$\langle N_I^{\text{PPP}} \rangle < \langle N_I^{\text{GPP}} \rangle$ if $\lambda > \lambda_*$. Since $\lambda_*$ is much less than the critical infection rate $\lambda_c$, infection processes cease sooner or later and final configurations are expressed by a confined and connected domain consisting of R-individuals embedded in a field of S-individuals. Typical final configurations are shown in Fig. 4 for the PPP-based model in the left and for the GPP-based model in the right. We observe an accumulation of R-individuals on a clumping
of points in \( G^{PPP} \). Emergence of such infection clusters is suppressed in the model on \( G^{GPP} \) when \( \lambda < \lambda^* \). Remember that there is no correlation at all in the PPP and clumping of points is formed accidentally. This implies that infection clusters can be caused by fluctuation of point processes even though the infectivity \( \lambda \) is relatively small.

![Figure 4](image)

Figure 4: Examples of final configuration of the SIR model on \( G^{PPP} \) in the left and on \( G^{GPP} \) in the right. Here \( \lambda = 0.8 \) and the quadratic function \( \Psi(n) = n^2 \), \( n \in \mathbb{N} \) is assumed. Blue and red disks show S- and R-individuals, respectively. The numbers of R-individuals in the final configurations, which are equal to \( N_{I} \), are 68 in the left and 18 in the right, respectively.

The paper is organized as follows. In Section 2 first we give the mathematical definitions of the PPP and the GPP, and then the Boolean percolation models on them are introduced. We briefly explain the percolation transition at the critical filling factor \( \kappa_c \), and we use an infinite percolation cluster which can appear in the supercritical phase \( \kappa > \kappa_c \) as a underlying graph \( G \) for our epidemic models. We define the SIR models with contagious infections on \( G \). We report our numerical results on the Boolean percolation models on the PPP and the GPP in Section 3. Numerical estimations of \( \kappa_{PPP}^c \) and \( \kappa_{GPP}^c \) are given there. Section 4 is devoted to the simulation results of the SIR models and dependence of infection processes on the two distinct underlying graphs \( G^{PPP} \) and \( G^{GPP} \) is studied. We performed simulations of the SIR models by modifying the function \( \Psi \). Dependence of the ratio \( \langle N_{I}^{GPP} \rangle / \langle N_{I}^{PPP} \rangle \) on \( \lambda \)
is shown for each version of model, which will help us to understand the suppression mechanism of infection clusters in the GPP-based model in the parameter regime $0 < \lambda < \lambda_*$. Concluding remarks are listed out in Section 5.

2. The Models and their Basic Properties

2.1. The Poisson point process (PPP)

For a domain $A \subset \mathbb{R}^2$, its area is denoted by $|A|$. So if $A$ is bounded, then $|A| < \infty$. We write the Poisson point process (PPP) on $\mathbb{R}^2$ as $\Xi_{\text{PPP}}$. $\Xi_{\text{PPP}}$ is a counting measure of randomly distributed points on $\mathbb{R}^2$ such that, for any bounded $A \subset \mathbb{R}^2$, the number of points included in $A$ is given by a random variable $\Xi_{\text{PPP}}(A)$. $\Xi_{\text{PPP}}$ with intensity $\alpha > 0$ satisfies the following [16, 29].

1. For mutually disjoint bounded domains $A_1, \ldots, A_m$, $m \in \mathbb{N}$; that is, $A_j \cap A_k = \emptyset$, $\forall j \neq k$, the random variables $\Xi_{\text{PPP}}(A_1), \ldots, \Xi_{\text{PPP}}(A_m)$ are mutually independent.

2. For any bounded domain $A \subset \mathbb{R}^2$,

$$P(\Xi_{\text{PPP}}(A) = \ell) = e^{-\alpha |A|} \frac{\alpha^\ell |A|^\ell}{\ell!},$$

(1)

$\ell \in \mathbb{N}_0 := \{0, 1, \ldots \}$.

By (1), the mean value of $\Xi_{\text{PPP}}(A)$ is calculated as

$$\langle \Xi_{\text{PPP}}(A) \rangle := \sum_{\ell=0}^{\infty} \ell P(\Xi_{\text{PPP}}(A) = \ell)$$

$$= e^{-\alpha |A|} \sum_{\ell=0}^{\infty} \ell \frac{\alpha^\ell |A|^\ell}{\ell!} = \alpha |A|,$$

for $A \subset \mathbb{R}^2$ with $|A| < \infty$, and hence the density $\rho_{\text{PPP}}$ is equal to the intensity,

$$\rho_{\text{PPP}} := \frac{\langle \Xi_{\text{PPP}}(A) \rangle}{|A|} = \alpha.$$

Similarly, the variance of the number of points included in a bounded domain $A \subset \mathbb{R}^2$ is calculated as

$$\text{var}(\Xi_{\text{PPP}}(A)) := \langle (\Xi_{\text{PPP}}(A) - \langle \Xi_{\text{PPP}}(A) \rangle)^2 \rangle = \alpha |A|,$$
which implies that as $|A| \to \infty$ the variance grows in the same order of the mean of the number of points,

$$\lim_{|A| \to \infty} \frac{\text{var}(\Xi_{\text{PPP}}(A))}{\langle \Xi_{\text{PPP}}(A) \rangle} = 1.$$ 

2.2. The Ginibre point process (GPP)

Here we identify the real two-dimensional plane $\mathbb{R}^2$ with a complex plane $\mathbb{C}$. For $z = x + iy \in \mathbb{C}$ with $i := \sqrt{-1}$, $x, y \in \mathbb{R}$, we write $\overline{z} := x - iy$, $dz = dx dy$. For $z = x + iy, z' = x' + iy' \in \mathbb{C}$, $zz' = (xx' + yy') - i(xy' - x'y)$; in particular $|z|^2 := z\overline{z} = x^2 + y^2$.

Consider an $L \times L$ matrix $M_L = (m_{jk})_{1 \leq j, k \leq L}$, $L \in \mathbb{N}$, whose entries are independently and identically distributed (i.i.d.) complex Gaussian random variable with mean zero and variance $\sigma^2$,

$$P(m_{jk} \in dz) = \frac{1}{\pi \sigma^2} e^{-|z|^2/\sigma^2} dz, \quad j, k = 1, 2, \ldots, L.$$  \hspace{1cm} (2)

We can prove that the eigenvalues of $M_L$, $\{Z_j\}_{j=1}^L$ in uniform random order, obey the following joint probability distribution,

$$P(Z_1 \in dz_1, \ldots, Z_L \in dz_L) = \frac{1}{\pi^L \sigma^L (L-1)!} \prod_{\ell=1}^L e^{-\sum_{\ell=1}^L |z_\ell|^2/\sigma^2} \prod_{1 \leq j < k \leq L} |z_k - z_j|^2 dz_1 \cdots dz_L,$$

$z_1, \ldots, z_L \in \mathbb{C}$. The factor $\prod_{1 \leq j < k \leq L} |z_k - z_j|^2$ gives repulsive correlation between any pair of points.

Such a correlated point process is generally characterized by correlation functions [18, 19, 25]. For a point process $\Xi$, the $n$-th correlation function $\rho_n$, $n \in \mathbb{N}$, is defined as the following. Again we consider mutually disjoint bounded domains $A_1, \ldots, A_m \subset \mathbb{R}^2$, $m \in \mathbb{N}$. For any set of integers $k_1, \ldots, k_m \in \mathbb{N}_0$ satisfying $\sum_{\ell=1}^m k_\ell = n \in \mathbb{N}_0$,

$$\langle \prod_{\ell=1}^m \frac{\Xi(A_{\ell})}{(\Xi(A_{\ell}) - k_\ell)!} \rangle = \int_{A_{k_1}^1 \times \cdots \times A_{k_m}^m} \rho_n(z_1, \ldots, z_n) dz_1 \cdots dz_n,$$
where if \( \Xi(A_\ell - k_\ell) < 0 \), we interpret \( \Xi(A_\ell)/\Xi(A_\ell - k_\ell) = 0 \). For any \( L \in \mathbb{N} \), the eigenvalues \( \{Z_j\}_{j=1}^L \) provides a determinantal point process (DPP) in the sense that any correlation function is expressed by a determinant

\[
\rho_n^L(z_1, \ldots, z_L) = \det_{1 \leq j, k \leq L} [K_L(z_j, z_k)],
\]

\( n \in \{1, 2, \ldots, L\} \). All correlation functions are specified by a two-point function called the correlation kernel, and in the present case it is given by [17]

\[
K_L(z, z') = \frac{1}{\pi \sigma^2} e^{-(|z|^2 + |z'|^2)/2\sigma^2} \sum_{\ell=0}^{L-1} \frac{1}{\ell!} \left( \frac{zz'}{\sigma^2} \right)^{\ell}.
\]

As \( L \to \infty \), this function converges to

\[
K_{\text{GPP}}(z, z') = \frac{1}{\pi \sigma^2} e^{-(|z|^2 + |z'|^2)/2\sigma^2 + zz'/\sigma^2},
\]

\( z, z' \in \mathbb{C} \), which is hermitian; \( K_{\text{GPP}}(z, z') = K_{\text{GPP}}(z', z) \). This limit correlation kernel defines a DPP with an infinite number of points on \( \mathbb{R}^2 \) through the correlation functions \( \rho_n^{\text{GPP}}(z_1, \ldots, z_n) = \det_{1 \leq j, k \leq n} [K_{\text{GPP}}(z_j, z_k)], n \in \mathbb{N} \). This infinite point process is called the Ginibre point process (GPP) and denoted by \( \Xi_{\text{GPP}} \) [17, 18, 23, 24, 19].

The GPP is a uniform point process with density

\[
\rho^{\text{GPP}} = \rho_1^{\text{GPP}} = K_{\text{GPP}}(z, z) = \frac{1}{\pi \sigma^2}.
\]

The two-point correlation function is given by

\[
\rho_2^{\text{GPP}}(z, z') = \det \begin{bmatrix} K_{\text{GPP}}(z, z) & K_{\text{GPP}}(z, z') \\ K_{\text{GPP}}(z', z) & K_{\text{GPP}}(z', z') \end{bmatrix} = K_{\text{GPP}}(z, z)K_{\text{GPP}}(z', z') - |K_{\text{GPP}}(z, z')|^2 = (\rho^{\text{GPP}})^2 - |K_{\text{GPP}}(z, z')|^2,
\]

\( z, z' \in \mathbb{C} \). The inequality \( \rho_2^{\text{GPP}}(z, z') - (\rho^{\text{GPP}})^2 < 0 \) holds and it implies negative correlation; that is, \( \Xi_{\text{GPP}} \) is a repelling point process.

It was proved by [23] that

\[
\text{var}(\Xi_{\text{GPP}}(B_r)) \sim \frac{r}{\sqrt{\pi \sigma}} \quad \text{as } r \to \infty.
\]
This implies that the GPP is hyperuniform in the sense [26],
\[
\frac{\text{var}(\Xi_{\text{GPP}}(B_r))}{\langle \Xi_{\text{GPP}}(B_r) \rangle} \propto r^{-1} \to 0 \quad \text{as } r \to \infty,
\]
as mentioned in Section 1. See also [27].

2.3. The Boolean percolation model and critical filling factor

Let \( \Xi \) be a point process on \( \mathbb{R}^2 \). So far \( \Xi \) has been considered as a measure of random points on \( \mathbb{R}^2 \); for instance, given a bounded domain \( A \subset \mathbb{R}^2 \), \( \Xi(A) \) counts the number of points included in \( A \). Here we regard a point process simply as a set of points. Corresponding to \( \Xi \), we define
\[
\hat{\Xi} := \{ x \in \mathbb{R}^2 : \Xi(\{x\}) \geq 1 \}.
\]
(3)

Notice that, by negative correlation, there is no multiple points in the GPP; \( \Xi_{\text{GPP}}(\{x\}) \in \{0, 1\} \), with probability one [24]. So the inequality ‘\( \geq \)’ in (3) can be replaced by the equality ‘\( = \)’ for the GPP.

Now we introduce a real number \( r > 0 \). For two points \( x, y \in \hat{\Xi} \), if the Euclidean distance \( |x - y| < 2r \), then we say that \( x \) and \( y \) are neighbors of each other. We place disks of radius \( r \) around each point; \( B_r(x), x \in \hat{\Xi} \).

Then if and only if \( B_r(x) \cap B_r(y) \neq \emptyset \), the two points \( x \) and \( y \) are neighbors. Two points \( x \) and \( y \) are connected if there is a finite sequence of points \( x_0, x_1, \ldots, x_n \in \hat{\Xi} \) such that \( x_0 = x, x_n = y \) and \( x_{j+1} \) is a neighbor of \( x_j, j = 0, 1, \ldots, n - 1 \). The above defines the Boolean percolation model on the point process \( \hat{\Xi} \) with radius \( r \) [28, 29, 30, 31, 32, 33].

The maximal connected components are called percolation clusters. The size of a percolation cluster is the number of points in \( \hat{\Xi} \) included in the percolation cluster. We say that the system percolates if there is at least one infinite cluster, whose size is infinity [37, 30]. The uniqueness of the infinite cluster with probability one was proved for the Boolean percolation on the PPP and the GPP [29, 30, 33]. The probability that the system percolates is called the percolation probability and denoted by \( \Theta \). In the present Boolean percolation model on \( \mathbb{R}^2 \), \( \Theta \) is a function of the product of the density \( \rho \) of the point process \( \hat{\Xi} \) and the area of a disk \( a = \pi r^2 \),
\[
\kappa := \rho a = \rho \pi r^2,
\]
which is called the filling factor [38]. There is a unique critical value of filling factor \( \kappa_c \) such that \( \Theta(\kappa) = 0 \), if \( \kappa \leq \kappa_c \). In the supercritical phase \( \kappa > \kappa_c \),
\[ \Theta(\kappa) > 0, \text{ and in the vicinity of } \kappa_c, \Theta(\kappa) \text{ behaves as } \Theta(\kappa) \simeq \text{const.} \times (\kappa - \kappa_c)^\beta, \quad \kappa \gtrsim \kappa_c \] (5)

with a critical exponent \( \beta \). It has been argued that continuum percolation and lattice percolation will belong to the same universality class \([39, 40]\). The critical exponent of the percolation models on usual planar lattices is known as \( \beta = 5/36 = 0.1388 \cdots \) \([37]\).

2.4. The SIR models on an infinite percolation cluster

Now we construct epidemic models on percolation clusters. By definition of neighbors given above, a sequence of contagion should be limited within the percolation cluster. We set \( \kappa > \kappa_c \) and consider an infinite cluster \( \mathcal{G} \) as a underlying graph on which our epidemic model is constructed. As will be explained in Section 3 below, we will perform numerical simulations on finite point processes put on a finite two-dimensional region with the periodic boundary condition. In such a case we will use the largest cluster found in the finite system as an underlying graph. If we consider the SIR models starting from one infected individual with weak infectivity, \( \lambda \ll \lambda_c \), an infection region is confined in a relatively small area. Then the finite-size effect of underlying graph will be irrelevant.

Assume that an underlying graph is given by \( \mathcal{G} \). At each point \( x \in \mathcal{G} \), we put a random variable \( \eta(x) \in \{S, I, R\} \). We consider a continuous-time Markov process, \( (\eta_t)_{t \geq 0} \), where \( \eta_t := \{\eta_t(x)\}_{x \in \mathcal{G}} \). The transition mechanism is specified by two positive parameters \( \lambda, \mu \) and a positive function \( c(x, \eta) \) as

\[
P^n(\eta_t(x) = I, \eta(x) = S) = \lambda c(x, \eta) t + o(t),
\]
\[
P^n(\eta_t(x) = R, \eta(x) = I) = \mu t + o(t) \quad \text{as } t \to 0,
\]

where \( P^n \) denotes the probability in this Markov process starting from the configuration \( \eta \). That is, if an individual at point \( x \) is in the susceptible (S) state, it is infected (I) at rate \( \lambda c(x, \eta) \), while if it is infected (I), it becomes recovered at rate \( \mu \). Note that once \( \eta(x) = R \), the state does not change forever. We require that only one-variable-change happens in each transition; that is, \( P^n(\eta_t(x) \neq \eta(x), \eta_t(y) \neq \eta(y)) = o(t) \) as \( t \to 0 \) for each \( x, y \in \mathcal{G} \) with \( x \neq y \) given a configuration \( \eta \) on \( \mathcal{G} \). See \([4, 6]\) for the mathematical construction of interacting particle systems.
Now we introduce a positive function $\Psi(n)$, $n \in \mathbb{N}_0$ and specify the function $c(x, \eta)$ as follows,

$$c(x, \eta) = \Psi \left( \sum_{y : |y-x| < 2r} 1_{(\eta(y)=1)} \right),$$

(6)

where $1(\omega)$ is the indicator function of an event $\omega$; $1(\omega) = 1$ if $\omega$ is satisfied and $1(\omega) = 0$ otherwise. On an infinite percolation cluster $\mathcal{G}$, we can discuss the percolation problem for an infection cluster consisting of I-individuals and R-individuals. When $\Psi(n)$ is an increasing function of $n$, the percolation probability of infection cluster $\Theta^{SIR}$ on $\mathcal{G}$ is increasing in $\lambda$. Moreover, a unique critical value $\lambda_c$ is defined so that

$$\Theta^{SIR}(\lambda) = 0, \quad \text{if } \lambda \leq \lambda_c,$$

$$\Theta^{SIR}(\lambda) > 0, \quad \text{if } \lambda > \lambda_c.$$

For each SIR model with a specified $\Psi$, it is expected that $\lambda_c$ does not depend on each sample of infinite underlying graph $\mathcal{G}$ and it is determined only by the filling factor $\kappa$ of the Boolean percolation model from which $\mathcal{G}$ is defined.

When $\Psi(n) = n$, the infection rate is just given by the total number of infected neighbors multiplied by $\lambda$. We call this case the linear model.

### 3. Numerical Simulations and Results of the Percolation Problem

#### 3.1. Percolation probability and critical filling factor

It is easy to generate samples of the PPP with finite number of points $N$ in the unit square $[0, 1]^2$ on $\mathbb{R}^2$, since it is a uniform point process without any correlation. The obtained point process is denoted by $\Xi^{PPP}_N$ which has density $\rho^{PPP}_N = N$. For the GPP, we have first prepared $L \times L$ random matrices with $L = 2N$, whose complex entries are i.i.d. and following (2) with $\sigma^2 = 2$; that is, the real and the imaginary parts of each entry are i.i.d. real standard Gaussian random variables. Then we calculated $L = 2N$ complex eigenvalues and plot them on $\mathbb{C}$. We have confirmed that the eigenvalues follows the circle law [18, 19]. That is, almost all of them are distributed in a disk around the origin with radius $\sqrt{2N}$, and within the disk, except for a very narrow region near the edge of the disk (i.e., near the circumference), their distribution is uniform. Here we have used only the point distribution in the central $\sqrt{\pi N} \times \sqrt{\pi N}$ square and performed a scale change by factor $1/\sqrt{\pi N}$.
to obtain a point process $\Xi^\text{PPP}_N$ on the unit square $[0,1]^2$ having density $\rho^\text{PPP}_N = N$, which approximates the GPP. In this way we have generated samples of finite approximations $\Xi^\text{PPP}_N$ and $\Xi^\text{GPP}_N$ with seven different $N$ from $N = 1000$ to $N = 7000$.

For each finite point processes $\Xi^\text{PPP}_N$, $\Xi^\text{GPP}_N$ plotted on $[0,1]^2$, we impose the periodic boundary condition. Then the percolation probability $\Theta$ is approximated by the ratio $\Theta_N$ of the number of points included in the largest cluster to the total number of points $N$. Figure 5 shows the curves of $\Theta_N$ as functions of the filling factor $\kappa$ defined by (4) for the Boolean percolation models on $\Xi^\text{PPP}_N$ in the top and on $\Xi^\text{GPP}_N$ in the bottom figure, respectively.
with increasing \( N \) from 1000 to 7000 by 1000.

![Figure 6: Approximate values of critical filling factor \( \kappa_{\text{PPP}}^c(N) \) and \( \kappa_{\text{GPP}}^c(N) \) are plotted versus \( 1/N \). The error bars are estimated by ten samples of finite point processes of each size \( N \).

For each curve \( \Theta_N \), an approximate value of critical filling factor, denoted by \( \kappa_{c}^{(N)} \), is defined by the value of \( \kappa \) at which the numerical value of \( d \Theta_N(\kappa) / d \kappa \) attains the maximum. We plot \( \kappa_{\text{PPP}}^c(N) \) and \( \kappa_{\text{GPP}}^c(N) \) versus \( 1/N \) in Fig. 6. They behave well as \( \kappa_{c}^{(N)} \simeq \text{const.} / N + \kappa_c \) as \( N \to \infty \), and we obtained the following estimations for the critical values,

\[
\kappa_{c}^{\text{PPP}} = 1.12 \pm 0.05, \\
\kappa_{c}^{\text{GPP}} = 0.884 \pm 0.016. 
\] (7)

Using the data of the largest systems with \( N = 7000 \), we performed another method to evaluate \( \kappa_c \) as follows. We assumed the critical behavior \([5]\) of \( \Theta(\kappa) \) with the exponent \( \beta = 5/36 \) and applied the least-square linear regression to log-log plots of the data \( \Theta_{7000}(\kappa) \) versus \( \kappa - \kappa_c \), where \( \kappa_c \) is a fitting parameter and the slope of fitting line is fixed to be 5/36. Figure 7
shows the best fitting, which gives the estimates,

$$
\kappa_{\text{PPP}}^c = 1.13, \quad \kappa_{\text{GPP}}^c = 0.894.
$$

The present evaluations of $\kappa_{\text{PPP}}^c$ are consistent with the value reported in [38] evaluated using efficient algorithms [42, 44, 45], $\kappa_{\text{PPP}}^c = 1.12808737(6)$. To the best of the knowledge of the present authors, the above are the first numerical estimations of the critical filling factor $\kappa_{\text{GPP}}^c$ of the Boolean percolation model on the GPP.

![Graph](image)

**Figure 7**: The least-square linear regression was applied to the log-log plot of (5) with $\beta = 5/36$ for the data of the largest systems with $N = 7000$. The evaluated values of the critical filling factors are $\kappa_{\text{PPP}}^c = 1.13$ and $\kappa_{\text{GPP}}^c = 0.894$, respectively.
3.2. Largest percolation clusters as underlying graphs for the SIR models

From now on we consider the supercritical percolation models. We fix the filling factor of the Boolean percolation model as $\kappa = 1.3$, which is greater than the both critical values $\kappa_{\text{PPP}}^c$ and $\kappa_{\text{GPP}}^c$ evaluated as (7) and (8). We pick up only the largest cluster found in the Boolean percolation models simulated as explained above. Figure 8 shows the typical samples for the PPP in the left and the GPP in the right. In the both systems, the total number of disks in the largest cluster is 1000. We will use such a pair of percolation clusters made from point processes as the underlying graphs $G$ of our contagious epidemic model of the SIR type.

Figure 8: A pair of samples of underlying graphs for our contagious epidemic models. The left graph $G_{N}^{\text{PPP}}$ (resp. the right graph $G_{N}^{\text{GPP}}$) is a finite approximation with $N = 1000$ of an infinite percolation cluster $G_{\infty}^{\text{PPP}}$ (resp. $G_{\infty}^{\text{GPP}}$).

Although the filling factor $\kappa$ is the same in the original Boolean percolation models, it is obvious that these two kinds of $G_N$ obtained from them are different from each other. The difference can be clearly shown by the distributions of degree of each point, which was already shown by Fig. 2 and explained in Section 1.
4. Numerical Simulations and Results of the SIR Models

4.1. The Gillespie algorithm

Since time scale is arbitrary in computer simulations, we can put the recovering rate $\mu \equiv 1$ without loss of generality. We consider the SIR model defined in Section 2.4 on finite underlying graphs $G_N$ which were constructed above from the PPP and the GPP. If we specify $\lambda$ and $\Psi$, and a configuration $\eta = \{\eta(x)\}_{G_N}$ is given, a non-negative transition rate $\gamma(x)$ is assigned to each point $x \in G_N$. We compute the sum $\gamma = \sum_{x \in G_N} \gamma(x)$. The time $T_1$ at which the configuration is changed from $\eta$ is assumed to follow the exponential distribution with the rate $\gamma$;

$$P(T_1 \in dt) = \gamma e^{-\gamma t} dt, \quad t \geq 0.$$  

At time $T_1$, a site $x \in G_N$ is chosen with probability $\gamma(x)/\gamma$ and we change the variable $\eta(x)$ according to the transition having the rate $\gamma(x)$, and a new configuration $\eta_{T_1}$ is obtained. Then we repeat the same procedure on $\eta_{T_1}$ to determine the next time $T_2$ and update the configuration to $\eta_{T_2}$. This method to simulate continuous Markov process is known as the Gillespie algorithm \[34, 35, 36\]. (It is also called the n-fold way algorithm for spin systems \[46\].) The initial configuration $\eta_0$ is given by the following; one point $x \in G_N$ is chosen at random and put $\eta_0(x) = I$ and $\eta_0(y) = S, \forall y \neq x, y \in G_N$.

4.2. Critical infection rates

First we studied the linear SIR model in which we assume

$$\Psi(n) = n, \quad n \in \mathbb{N}$$

for (9). That is, the infection rate is proportional to the total number of infected neighbors. Since $|G_N| = N < \infty$, any infection process on $G_N$ ceases sooner or later and in a final configuration we have a percolation cluster consisting of R-individuals embedded in a field of S-individuals. For each $\lambda$, we simulated the SIR model from a single infected individual 100 times and evaluated the mean ratio of total number of R-individuals to $|G_N| = N$ in a final configuration. We regard this as an approximation of infection probability $G_{N}^{SIR}(\lambda)$ with size $N$ \[10, 11, 11, 12, 15\]. Increasing the size of system $N$ systematically, we prepare a series of approximations $\{\Theta_{N}^{SIR}(\lambda)\}_N$. Following the procedures similar to those reported in Section 3.1 for the SIR models.
models based on the Boolean percolation models with $\kappa = 1.3$ we evaluated as

$$\lambda_c^{\text{PPP}} = 4.88 \pm 0.88, \quad \lambda_c^{\text{GPP}} = 1.91 \pm 0.02.$$  

(10)

It will be an important problem to compare the critical infection rates of the present SIR models with those of the lattice SIR models. For example, Tomé and Ziff reported the value $\lambda_c = 4.66571(3)$ for the models on a square lattice [12]. We should notice, however, that the present SIR models are off-lattice models and hence $\lambda_c$ depends on the filling factor $\kappa$ of underlying point processes. The above values (10) are for the SIR models on the PPP and the GPP, respectively, both with a specified value $\kappa = 1.3$. In a forthcoming paper, we will report a systematic study of the dependence of $\lambda_c$ on $\kappa$ both for the PPP-based and the GPP-based SIR models [47]. Comparison with the lattice SIR models will be discussed there.

4.3. Cumulative number of infected individuals in subcritical regime

In the following, we study the SIR models when the infectivity $\lambda$ is much smaller than $\lambda_c$ both for the PPP-based model and for the GPP-based model; for instance, $\lambda \lesssim 1.4$ as shown in Fig. 3. Therefore, the finite-size effect is irrelevant and $\mathcal{G}_N$ with $N = 1000$ shown by Fig. 8 will approximate an infinite percolation cluster $\mathcal{G}$ very well in our study. We prepared ten distinct samples $\mathcal{G}_N^{\text{PPP}}$ and $\mathcal{G}_N^{\text{GPP}}$ with $N = 1000$. From now on, we write a pair of such samples as $\mathcal{G}^{\text{PPP}}$ and $\mathcal{G}^{\text{GPP}}$ omitting the subscript $N$ and call them simply the PPP- and GPP-underlying graphs.

In order to measure the whole size of an infection process starting from one infected individual, we define the cumulative number of individuals who were infected during the process,

$$\mathcal{N}_1 := 1 + \sum_{j \geq 1} \sum_{x \in \mathcal{G}} 1_{(\eta_{T_j}(x) = 1, \eta_{T_{j-1}}(x) = S)},$$  

(11)

where $0 =: T_0 < T_1 < T_2 < \cdots$ is a sequence of times at each of which a transition with one-variable-change occurred. Notice that $\mathcal{N}_1$ is equal to the total number of R-individuals in the final configuration. With a given value of $\lambda$ the SIR process was simulated 100 times and the average of $\mathcal{N}_1$ was calculated. Then we evaluate the mean $\langle \mathcal{N}_1 \rangle$ and the standard deviation over ten distinct samples of $\mathcal{G}$. Since underlying graph $\mathcal{G}$ is generated from a
random point process $\Xi$ using the notion of percolation cluster, it is regarded as a random environment, and the present SIR model is a random process in random environment. If we use the notations used in Section 2, the averaging over 100 runs of the SIR model following the Gillespie algorithm is a statistical procedure with respect to the probability law $P$ given one sample of $G$, and this will be said to be a quenched averaging. The averaging over ten samples of $G$ is regarded as a procedure with respect to the probability law $P$ which governs the underlying point processes. The results are shown in Fig. 9. We find a special value $\lambda_* \simeq 1.2$ such that $\langle N_{I}^{\text{PPP}} \rangle > \langle N_{I}^{\text{GPP}} \rangle$ if $0 < \lambda < \lambda_*$, while $\langle N_{I}^{\text{PPP}} \rangle < \langle N_{I}^{\text{GPP}} \rangle$ if $\lambda > \lambda_*$. 

We thought that the difference between $\langle N_{I}^{\text{PPP}} \rangle$ and $\langle N_{I}^{\text{GPP}} \rangle$ can be simply attribute to the difference in the distributions of degree shown by Fig. 2 in Section 1. In order to verify this naive conjecture, we considered the following modifications of (9),

$$
\begin{align*}
\Psi_{\leq 1}(n) &= 1, \quad \forall n \geq 1, \\
\Psi_{\leq 2}(n) &= \begin{cases} 
1, & (n = 1), \\
n, & (n = 2), \\
1, & (n \geq 3), 
\end{cases} \\
\Psi_{\leq 4}(n) &= \begin{cases} 
n, & (n = 1, 2, 3, 4), \\
1, & (n \geq 5), 
\end{cases} \\
\Psi_{\geq 5}(n) &= \begin{cases} 
1, & (n = 1, 2, 3, 4), \\
n, & (n \geq 5). 
\end{cases}
\end{align*}
$$

The ratios $\langle N_{I}^{\text{GPP}} \rangle / \langle N_{I}^{\text{PPP}} \rangle$ are plotted versus $\lambda$ in Fig. 10 for these different models as well as for the original linear model (9) and for the quadratic model with $\widehat{\Psi}(n) = n^2$. We found the similarities between the models with $\Psi_{\leq 1}$ and with $\Psi_{\geq 5}$, and between the model with $\Psi_{\leq 4}$ and the original linear model (9). These observations imply that the cases with $n \geq 5$ do not contribute to the present phenomenon. So we reconsidered the original linear model more carefully.

In each realization of process, we traced a time-sequence of points at each of which a transition $S \rightarrow I$ was taken place, and counted the number of infected individuals in the neighborhood of each point. We obtained the distribution of the number of infected neighbors $n$ using the data of 100 runs on each underlying graph $G$, and then we calculated the quenched average of distributions over ten samples of $G$. Figure 11 shows the distributions of $n$.
Figure 9: For the SIR model with \( \Psi \) the quenched averages \( \langle N_I \rangle \) of the cumulative numbers of infected individuals \( N_I \) are shown versus \( \lambda \) for the PPP-based model by a blue curve and for the GPP-based model by a red curve. The standard deviations in the ten samples are shown by shaded strips around the curves. We find a crossing point of these two curves at \( \lambda^* \simeq 1.2 \)

when \( \lambda = 0.5 \) for the PPP-based and the GPP-based models.

Compared with the distributions of degree in underlying graphs shown by Fig. 7, any contribution from hubs with a large number of neighbors are truncated in the ‘effective network’ for the present SIR models. The difference of distributions of \( n \) between the PPP-based model and the GPP-based model seems to be very small in Fig. 11, but this difference definitely causes the discrepancy between the curve for the model with \( \Psi_{\leq 1} \) (to which the curve for the model with \( \Psi_{\geq 5} \) is similar) and that with the original linear function \( \Psi \) (to which the curve with \( \Psi_{\leq 1} \) is similar) shown in Fig. 10. We should
Figure 10: Ratios $\langle N_{1}^{\text{GPP}} \rangle / \langle N_{1}^{\text{PPP}} \rangle$ are plotted versus $\lambda$ for several models with different choices of $\Psi$.

notice that even in the model with $\Psi \leq 1$, which has no dependence on $n \geq 1$, Fig. 10 shows the suppression $\langle N_{1}^{\text{GPP}} \rangle / \langle N_{1}^{\text{PPP}} \rangle < 1$ for $\lambda < \lambda_{*}$. This effect will be attributed to blobs in underlying percolation cluster $G$. A blob is constructed on clumping of points in the PPP caused by the Poissonian large fluctuation. And it is observed as an infection cluster which seems to be compact but included relatively large number of infected individuals. The comparison to the GPP-based model was already demonstrated by Fig. 4 in Section II.

As shown by Fig. 3 and Fig. 10, the suppression of infection clusters in the GPP-based model is much enhanced, when the contagion is described by the ‘quadratic SIR model’ with $\hat{\Psi}(n) = n^{2}$, $n \in \mathbb{N}$.
Figure 11: Distributions of $n$ are shown for the PPP-based and the GPP-based SIR model with $\lambda = 0.5$. Solid lines show the quenched averages of ten distinct samples of $G$ and shaded strips show the standard deviations of them. The means of $n$ in the PPP-based model and the GPP-based model are 1.22 and 0.904, respectively.

5. Concluding Remarks

Among a variety of continuum percolation models (see, for instance, Chapter 8 of [29] and Chapter 8 of [30]) we have focused on the Boolean model with same-radius disks (the standard Gilbert disk model [28]) on $\mathbb{R}^2$ in this paper. Even in this simplest model, many works have been done in the case that the model is driven by the uniform PPP. On the other hand, the GPP and other determinantal point processes (DPPs) have been extensively studied in random matrix theory [18, 19, 25] and the hyperuniformity of such repelling point processes has attracted much attention in many re-
search fields [26, 27]. Recently comparison of clustering properties between the PPP and non-Poisson point processes is mathematically studied [31, 32]. The continuum percolation models driven by DPPs are also studied in probability theory [33]. In the present paper we reported a numerical study on the Boolean percolation models defined on the PPP and the GPP. The purpose of the comparison between these two kinds of continuum percolation models here is to construct the SIR models of infection processes on them and to clarify differences in stochastic properties of infection clusters between the PPP-based and the GPP-based models. We are interested in hierarchical modeling such that the underlying graph $G$ is formed using a random point process and a notion of continuum percolation, and then a time-dependent system is constructed on $G$.

We list out remarks on open problems and future directions.

1. We reported the numerical evaluation of the critical filling factor $\kappa_{GPP}^c$ for the Boolean percolation model on $\mathbb{R}^2$ defined on the GPP. We can find a series of papers on numerical evaluations of $\kappa_{PPP}^c$; see [42, 43, 45, 38] and references therein. Further study on more precise enumeration of $\kappa_{GPP}^c$ should be done.

2. Our estimations of the critical infection rates $\lambda_{PPP}^c(\kappa)$ and $\lambda_{GPP}^c(\kappa)$ of the SIR models are preliminary and they are given only for a special value $\kappa = 1.3$ of the filling factor in the underlying Boolean percolation models. Since we have been interested in infection processes with $\lambda$ which is much smaller than $\lambda_c$ in the present work, we did not need precise values of $\lambda_c$. Systematic study on the critical value $\lambda_c(\kappa)$ as a function of $\kappa$ as well as on the critical phenomena [10, 11, 43, 49, 11, 12, 15] observed in the vicinity of the critical line $\lambda = \lambda_c(\kappa)$, $\kappa > 0$ is required [47].

3. The present numerical results show the strict inequalities $\kappa_{GPP}^c < \kappa_{PPP}^c$ and $\lambda_{GPP}^c < \lambda_{PPP}^c$. They suggest that covering processes and spreading phenomena can be achieved more efficiently in the GPP-based models than the PPP-based models. We find interesting examples of this fact in the work on modeling and analysis of cellular networks [50, 51, 52]. In the present paper, however, we have reported an opposite tendency such that emergence of infection clusters in contagious processes is suppressed in the GPP-based model compared to the PPP-based model, if the infectivity $\lambda$ is less than a special value denoted by $\lambda_*$. We are planning to proceed the study reported in Section 4.3 in order to un-
derstand the mechanism determining the values of $\lambda_*$. Moreover, effect of nonlinearity of the function $\Psi(n)$, $n \in \mathbb{N}$ on this phenomenon should be clarified in the future study [47].

4. As well-defined random point processes with positive correlations, permanental (Boson) point processes have been studied in probability theory [21, 22, 53, 54, 24, 55]. Infection models on permanental point processes shall be studied and compared with the present SIR models on the Poisson point process and the Ginibre point process.
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