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Abstract—In recent years, group buying has become one popular kind of online shopping activities, thanks to its larger sales and lower unit price. Unfortunately, seldom research focuses on the recommendations specifically for group buying by now. Although some recommendation models have been proposed for group recommendation, they cannot be directly used to achieve the real-world group buying recommendation, due to the essential difference between group recommendation and group buying recommendation. In this paper, we first formalize the task of group buying recommendation into two sub-tasks. Then, based on our insights into the correlations and interactions between the two sub-tasks, we propose a novel recommendation model for group buying, namely MGBR, which is built mainly with a multi-task learning module. To improve recommendation performance further, we devise some collaborative expert networks and adjusted gates in the multi-task learning module, to promote the information interaction between the two sub-tasks. Furthermore, we propose two auxiliary losses corresponding to the two sub-tasks, to refine the representation learning in our model. Our extensive experiments not only demonstrate that the augmented representations learned in our model result in better performance than previous recommendation models, but also justify the impacts of the specially designed components in our model. To reproduce our model’s recommendation results conveniently, we have provided our model’s source code and dataset on https://github.com/DeqingYang/MGBR.
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I. INTRODUCTION

In the last decade, online shopping has become one kind of frequent user activities on Web, and produced great value for many enterprises and society. More recently, more and more users would like to participate in a group buying rather than commit an individual purchase for their favorite products, since one product’s deal price in group buying is generally lower than that in individual purchase.

Besides the deal price, a group buying is essentially different from an individual purchase. We illustrate it with the example in Fig. 1, which comes from the real-world group buying process of online shopping. Fig. 1 (a) depicts the traditional individual purchase, where a user (customer) selects one favorite product from the candidate product list on the e-commerce platform, and directly buys it without considering other customers’ purchases. By contrast, the group buying depicted by Fig. 1 (b) has two phases in fact. In the first phase, a user first selects one favorite product from the candidate list to launch a group for a more lower deal price. Such a user is identified as the initiator of group buying. In the next phase, another user would select one group from the candidate group list, to join it as the role of participant. Each candidate group consists of a product and the corresponding initiator, and may also include other participants who have joined the group before. Thus, there are three types of objects in one group, i.e., initiator, participant and item. A group buying is dealt only when the condition is satisfied, e.g., the number of participants satisfies the preset threshold.

Given the great value of recommender systems in promoting online shopping, the recommendation for group buying deserves being developed. Therefore, we dedicate to propose an effective recommendation model for group buying in this paper, which is seldom studied by previous research of recommendation. Similar to group recommendation [1]–[3], there is also a user group consisting of one initiator and some participants in group buying, who interact with the same item. However, the existing models of group recommendation [4]–[7] can not be used directly to achieve group buying
recommendation due to the following reasons.

1. According to the two phases described in Fig. 1, the recommendation task of group buying addressed in this paper can be divided into two sub-tasks. The first sub-task is to recommend items for a given initiator that he/she would like to launch a group buying. The second sub-task is to recommend participants to join the group given an initiator and the selected item. By contrast, the only task of group recommendation is just to recommend items for a given user group that the users in the group would like to buy. Accordingly, most of the existing group recommendation models mainly focus on how to learn group (preference) representations through aggregating the preferences of group members [4], [8].

2. In addition, unlike group buying, the users in group recommendation do not play different roles of initiator and participant. The previous group recommendation models generally leverage the interactions of group-item-user to learn group representations [4], [7], and some models also leverage the relationships between different groups [6]. Comparatively, the correlations and interactions between initiators, participants and items in group buying are more complicated. It is crucial for group buying modeling to leverage these complicated correlations and interactions sufficiently and correctly.

Therefore, it is challenging to design a recommendation model specifically for group buying. To achieve effective recommendation towards above distinct properties of group buying, we propose a novel recommendation model to accomplish the two sub-tasks of group buying recommendation simultaneously. We denote our model as MGBR (Multi-task learning based Group Buying Recommendation), in which the major multi-task learning module is harnessed to better learn the embeddings of initiators, items and participants. Specifically, based on our insights that the two sub-tasks of group buying recommendation are correlated to each other, we devise some expert networks along with adjusted gates in the multi-task learning module, to promote the information interaction between the two sub-tasks. As a result, the significant information is encoded into the learned embeddings to enhance our model’s recommendation performance. In addition, in order to refine the representation learning in our model, two auxiliary losses corresponding to the two sub-tasks are further proposed to optimize our model training, resulting in more performance gains.

In summary, our contributions in this paper include:

1. We formalize the task of group buying recommendation into two correlated sub-tasks, which indeed conforms to the real-world settings of online shopping. To the best of our knowledge, this is the first to propose a solution of accomplishing these two sub-tasks simultaneously.

2. We propose a novel recommendation model MGBR to achieve the objectives of group buying recommendation, in which we build a multi-task learning module and further devise adjusted gate units, to promote effective information interaction between the two sub-tasks.

3. We further propose two auxiliary learning objectives based on our deep insights into the two sub-tasks of group buying, to refine the representation learning in our model, resulting in further enhanced performance.

4. Our extensive experiments upon a real-world group buying dataset not only demonstrate our model’s advantage over the compared recommendation models, but also justify the impacts of the significant components in our model.

The rest of this paper is organized as follows. In Section II, we first formalize the task of group buying recommendation and then describe our model in detail. Next, we display the experiment results to verify our model’s performance on group buying recommendation in Section III. We introduce the representative works related to our research in Section IV and conclude our work in Section V.

II. METHODOLOGY

In this section, we first formalize the recommendation task of group buying addressed in this paper, and then detail our proposed recommendation model for group buying.

A. Task Formalization

At first, we use $u$, $i$, $p$ to represent an initiator, item and participant, respectively. According to our description about the group buying process, the two sub-tasks of group buying recommendation can be formalized as follows.

**Task A:** Recommending an $i$ for a given $u$ to launch a group buying through computing a scoring function $s(i|u)$.

**Task B:** Recommending a $p$ for a given pair $(u, i)$ through computing a scoring function $s(p|u, i)$.

As other recommendation models, the recommended objects (i and p) are determined based on the computed $s(i|u)$ and $s(p|u, i)$ for all items (i) and participants (p) in the candidate lists, respectively.

Then, we explain the rationality of computing $s(i|u)$ and $s(p|u, i)$ to achieve the two sub-tasks of group buying recommendation. Formally, given an observed deal group $<u, i, G>$ where $G = \{p_1, p_2, ..., p|G|\}$ is the participant group, a group buying recommendation model should maximize the probability of observing this deal group, that is $P(u, i, p_1, p_2, ..., p|G|)$. In most of group buying’s real scenarios, the participants in one group are not familiar with each other, especially for the deal groups needs hundreds of participants. It indicates that each participant is independent to each other. Thus, we have

$$P(u, i, p_1, p_2, ..., p|G|) = P(p_1, p_2, ..., p|G| | u, i)P(i|u)P(u)$$

$$P(u, i, p_1, p_2, ..., p|G|) \propto P(p_1, p_2, ..., p|G| | u, i)P(i|u)$$

$$P(p_1, p_2, ..., p|G| | u, i) = P(p_1 | u, i)P(p_2 | u, i) ... P(p|G| | u, i).$$

Accordingly, the probability $P(i|u)$ and $P(p|u, i)$ should be maximized by a good recommendation model, which just correspond to (are proportional to) $s(i|u)$ and $s(p|u, i)$, respectively.

The training set of our model learning is collected from the observed deal groups. Specifically, for an observed group $<u, i, G>$, $(u, i)$ is a positive sample of task A. And $(u, i, p_1), (u, i, p_2), ..., (u, i, p|G|)$ are the positive samples of task B. For task A and task B, their negative samples are...
generated through negative sampling, of which the details will be introduced in the following experiment section.

In addition, we denote all user set and item set as $U$ and $I$, respectively. Obviously, $u, p \in U$ and $i \in I$. We further use $N^+$ and $N^-$ to denote the positive samples and negative samples of model training, respectively.

B. Model Overview

We first introduce the pipeline (framework) of our model briefly, as depicted in Fig. 2, which consists of three major steps (modules), i.e., multi-view embedding learning, multi-task learning, and model prediction. At first, in the multi-view embedding learning module, the embeddings of all user (initiators and participants) and items are learned through the graph convolutional networks (GCNs) on three graphs (views) that include different types of connections between initiators, items and participants. The second module is a multi-task learning framework, which is built with some expert networks and gates to exploit the information interaction between the two sub-tasks, since the two sub-tasks are mutually correlated according to the primary principle of group buying. In model prediction module, a multi-layer perceptron (MLP) is built for each sub-task, which is fed with the embeddings output by the gates in the previous module, to computes the score for each candidate item or participant. Furthermore, in order to refine the representation learning of initiators, items and participants in our model, two auxiliary losses are proposed for the two sub-tasks to optimize our model training, resulting in more performance gains.

C. Multi-view Embedding Learning with GCNs

1) Insights into Object Interactions among Groups: As introduced in Section II-A, our model aims to compute $s(i | u)$ and $s(p | u, i)$, which are computed based on the embeddings of the three types of objects, i.e., $u, i$ and $p$. Thus, learning object embeddings is the preliminary step of our model. According to the positive samples from the observed deal groups, the massive connections (interactions) between the three types of objects are witnessed, based on which the embedding features can be extracted. For example, the user-item interaction graph in many collaborative-filtering (CF) based recommendation models [9], [10] is often leveraged to encode the collaborative signals into the embeddings of users and items, which are significant for the model to generate accurate results. In fact, three undirected graphs can be constructed in our scenario of group buying recommendation, each of which includes two types of objects, i.e., $(u, i)$, $(p, i)$ and $(u, p)$. We denote these graphs as $G_{UI}$, $G_{PI}$ and $G_{UP}$, and name them as initiator-view, participant-view and social-view, respectively. All of the structural features in $G_{UI}$, $G_{PI}$ and $G_{UP}$ are significant to learn the embeddings of $u$, $i$ and $p$. Given that GCN [11]'s capability of modeling the connections between nodes in a graph, we also apply GCNs on the three graphs to learn their node embeddings. Then, the embeddings of $u$, $i$ and $p$ are obtained, and therefore we call this step as multi-view embedding learning.

2) Detailed Operations: Specifically, $G_{UI}$ only includes initiator nodes and item nodes. The edge between $u$ and $i$
is established in $G_{U1}$ if $u$ selects $i$ to launch a group buying. In fact, $G_{U1}$ is just the user-item interaction graph in task A. Similarly, $G_{PI}$ only includes participant nodes and item nodes, and the edge between $p$ and $i$ is established if $p$ has joined the group buying involving $i$. For $G_{UP}$, it only has initiator nodes and participant nodes, i.e., only has user nodes. The edge between $u$ and $p$ is established if $p$ has joined the group launched by $u$. Please note that, to save computation costs and reduce connection noises, the edge between any two participants of a group is omitted in $G_{UP}$.

It is because we believe that in one group the initiator’s preference is more important than other participants’ preferences on learning a participant’s preference, since a participant is often less aware who has also participated in the group. Thus, we learn a participant’s preference from $G_{UP}$ without $p$-$p$ edges.

In brief, $G_{U1}$, $G_{PI}$ and $G_{UP}$ represent distinct connections between $u$, $i$, $p$. Particularly, user preferences on items can be extracted from $G_{U1}$ and $G_{PI}$, but they focus on different user roles, i.e., initiator and participant. The preference similarities between users are extracted from $G_{UP}$, which help the model better recommend participants for a given group.

Formally, suppose $X_{U1}^{l} \in \mathbb{R}^{(|U|+|I|) \times d}$, $X_{PI}^{l} \in \mathbb{R}^{(|I|+|I|) \times d}$ and $X_{UP}^{l} \in \mathbb{R}^{(|U| \times d}$ are the node embedding matrices learned at the $l$-th ($1 \leq l \leq H$) layer of the GCN on $G_{U1}$, $G_{PI}$ and $G_{UP}$, respectively, and $d$ is embedding dimension. Then, the computations on the $l$-th layer are as follows,

$$X_{U1}^{l} = \sigma(A_{U1}^{l}X_{U1}^{l-1}W_{U1}^{-1}),$$  

$$X_{PI}^{l} = \sigma(A_{PI}^{l}X_{PI}^{l-1}W_{PI}^{-1}),$$  

$$X_{UP}^{l} = \sigma(A_{UP}^{l}X_{UP}^{l-1}W_{UP}^{-1}),$$

where $A_{U1}^{l} \in \mathbb{R}^{(|U|+|I|) \times (|U|+|I|)}$, $A_{PI}^{l} \in \mathbb{R}^{(|I|+|I|) \times (|I|+|I|)}$ and $A_{UP}^{l} \in \mathbb{R}^{(|U| \times |U|}$ are the normalized adjacency matrices with self-loops of $G_{U1}$, $G_{PI}$ and $G_{UP}$, respectively. And $W_{U1}^{-1}, W_{PI}^{-1}, W_{UP}^{-1} \in \mathbb{R}^{d \times d}$ are trainable parameter matrices, $\sigma$ is Sigmoid function. Particularly, $X_{U1}^{0}, X_{PI}^{0}, X_{UP}^{0}$ are randomly initialized by a Gaussian distribution $(0, 1)$.

As shown in Fig. 2, each of $u, i, p$ has two embeddings of different views through the GCNs on the three views, since each of them is involved in two views. As a result, we directly obtain the multi-view embeddings of $u, i, p$ as follows,

$$e_{u} = e_{U1}^{l}|| e_{UP}^{l},$$

$$e_{i} = e_{U1}^{l}|| e_{PI}^{l},$$

$$e_{p} = e_{PI}^{l}|| e_{UP}^{l},$$

where $||$ is concatenation operator, and $e_{U1}^{l}, e_{UP}^{l} \in \mathbb{R}^{d}$ are $u$’s embeddings output by the GCN’s $H$-th layer on $G_{U1}$ and $G_{UP}$, respectively. The similar notations are used for $i$ and $p$. The $e_{u}, e_{i}, e_{p} \in \mathbb{R}^{2d}$ learned in this module will be used as the input of the next multi-task learning module.

D. Multi-task Learning with Expert Networks and Gated Units

1) Insights into Learning Two Sub-tasks: It is reasonable to leverage multi-task learning framework in our model, since the objective of group buying recommendation are divide into task A and task B, as we mentioned before. We should notice that these two sub-tasks are mutual correlated. In task A, user $u$ selects item $i$ from the candidate item list to launch a group buying, not only based on his/her preference on $i$ but also the consideration whether $i$ is more favorable among the latent participants. It is up to the specific setting in real-world group buying. In general, the more latent participants would like to buy $i$, the more likely the group buying of $i$ is to be achieved.

Recall the example in Fig. 1 (b), the initiator in Phase 1 may like all of the recommended cellphone, T-shirt and book. He would prefer to select the cellphone instead of the book to launch a group buying, if he knows in advance that two participants will follow him to join the group of buying the cellphone in Phase 2, who are more than the followers in other two groups.

Accordingly, our model’s learning of task A requires the intervention of participant information (embeddings) in task B, which encode participants’ preference features. In addition, the learning of task B also needs the information of initiator and item in task A, since the objective of task B is to compute $s(p|u, i)$. Notably, each pair in the triple $(u, i, p)$ indicates distinct information. Particularly, $(u, i)$ indicates information of $u$’s preferences on $i$, which is more focused on by task A. $(u, p)$ indicates the preference similarity between $u$ and $p$, and $(i, p)$ indicates the information of $p$’s preference on $i$, both of which are more focused on by task B.

2) Detailed Operations: Inspired by above insights into learning two sub-tasks in group buying recommendation, some information encoded into the object embeddings should be shared sufficiently by task A and task B, to enhance the learning effects of two sub-tasks. Given that the expert network is an effective solution for multi-task learning [12], we also build some expert networks along with gates in this module to achieve learning two sub-tasks, of which the architecture is depicted in Fig. 3. In brief, there are three sub-modules in our multi-task learning module, which correspond to the learning of task A, task B and shared information (denoted as S), respectively. For each sub-module, $K$ expert networks collaborate with one gate to learn object embeddings.

For clear statement, we use $A, B, S$ to denote the three sub-modules, and distinguish their corresponding notations. Formally, suppose $e_{A}^{l} \in \mathbb{R}^{d}$ is the output embedding of the $i$-th ($1 \leq i \leq K$) expert network $A$ at layer $l$ ($1 \leq l \leq L$), and computed as

$$e_{A}^{l} = (g_{A}^{l-1}|| g_{S}^{l-1})W_{A}^{l},$$

where $g_{A}^{l-1}, g_{S}^{l-1} \in \mathbb{R}^{d}$ are the output embeddings of gate A and gate S at layer $l - 1$, respectively, and $W_{A}^{l-1} \in \mathbb{R}^{d \times d}$ is a trainable weight matrix.
Similarly, we also compute the output embedding of the $i$-th expert network at layer $l$ as
\[
e_{B,i}^l = (g_{B}^{l-1} || g_{S}^{l-1})W_{B,i}^l,
\]  
where $g_{B}^{l-1} \in \mathbb{R}^d$ is the output embedding of gate B at layer $l-1$, and $W_{B,i}^l \in \mathbb{R}^{d \times d}$ is a trainable weight matrix.

For the output embedding of the $i$-th expert network at layer $l$, which should involve gate A and gate B besides gate S, we have
\[
e_{S,i}^l = (g_{A}^{l-1} || g_{B}^{l-1} || g_{S}^{l-1})W_{S,i}^l,
\]  
where $W_{S,i}^l \in \mathbb{R}^{3d \times d}$ is also a trainable weight matrix.

Next, we introduce how to compute the output embeddings of all gates mentioned in Eq. 7 $\sim$ 9 as follows.

To fully reflect the insights introduced in Section II-D1, we append the adjusted gated unit for gate A, B and S, besides the generic gated unit, which follows the principle of self-attention in [13]. According to this principle, the embeddings learned by the gate are the attentive aggregation of the embeddings learned by expert network A, B and S. Specifically, the output embedding of each gate consists of two sections.

For gate A, the first section of output embedding at layer $l$ is calculated through the following generic gated operations as
\[
\begin{align*}
\mathbf{g}_{A}^l &= e_{A,in}^l W_A \begin{bmatrix}
E_{A}^l \\
E_{S}^l
\end{bmatrix} \in \mathbb{R}^d, \\
\mathbf{E}_{A}^l &= \begin{bmatrix}
e_{A,1}^l \\
e_{A,2}^l \\
\vdots \\
e_{A,K}^l
\end{bmatrix}, \\
\mathbf{E}_{S}^l &= \begin{bmatrix}
e_{S,1}^l \\
e_{S,2}^l \\
\vdots \\
e_{S,K}^l
\end{bmatrix},
\end{align*}
\]  
where $e_{A,in}^l \in \mathbb{R}^d$ is the input embedding of expert network A at layer $l$, and $W_{A} \in \mathbb{R}^{2d \times 2K}$ is a trainable weight matrix. Eq. 10 implies that the information of $g_{A}^l$ is extracted from the expert network at layer $l$ in terms of the information in the previous layer.

Furthermore, the second section of gate A’s output embedding at layer $l$ is calculated as
\[
\begin{align*}
\mathbf{g}_{A2}^l &= (e_{u} || e_{p}) W_{A,u} E_{A}^l + (e_{u} || e_{p}) W_{A,p} E_{S}^l, \\
\mathbf{g}_{A2}^l &= (e_{u} || e_{p}) W_{A,u} E_{A}^l + (e_{u} || e_{p}) W_{A,p} E_{S}^l,
\end{align*}
\]  
where $W_{A,u}, W_{A,p}, W_{A,u,p} \in \mathbb{R}^{d \times K}$ are both trainable weight matrices, and $g_{A}^l \in \mathbb{R}^d$. Eq. 11 implies that the information of $g_{A2}^l$ is also extracted from the expert network at layer $l$ but in terms of the input $(u, i, p)$’s information. In addition, the output embeddings of expert network A interact with $e_{u} || e_{i}$ instead of $e_{i} || e_{p}$ and $e_{u} || e_{p}$, because task A focuses more on the information of $(u, i)$. Meanwhile, the information from $(i, p)$ and $(u, p)$ are transferred through expert network S.

Then, the overall output embedding of gate A at layer $l$ is
\[
g_{A}^l = g_{A}^l + \alpha A g_{A2}^l,
\]  
where $\alpha A \in (0, 1)$ is a control coefficient.
Similarly, the output embedding of gate B is calculated as

\[
\begin{align*}
    g_{B1}' &= e_{B1, in}^{l} W_{B} E_{B}^{l} + \left[ \begin{array}{c}
        e_{B1}' \\
        e_{B2}' \\
        \vdots \\
        e_{Bk}'
    \end{array} \right], \\
    e_{B1, in}^{l} &= g_{S}^{l-1} | g_{S}^{l-1}, \\
    g_{B2}' &= (e_{u} | e_{i}) W_{B, u} E_{S}^{l} + (e_{u} | e_{p}) W_{B, p} E_{B}^{l} + (e_{u} | e_{p}) W_{B, u} E_{B}^{l}, \\
    g_{B1}' &= g_{B1}' + \alpha B_{g_{B2}}'.
\end{align*}
\]

(13)

Compared with \( g_{A}' \) and \( g_{B}' \), the computation of \( g_{S}' \) is not so complicated, which is calculated as

\[
\begin{align*}
    g_{S}' &= e_{S, in}^{l} W_{S} \left[ \begin{array}{c}
        E_{A}^{l} \\
        E_{S}^{l} \\
        E_{B}^{l}
    \end{array} \right], \\
    e_{S, in}^{l} &= g_{A}^{l-1} | g_{S}^{l-1} | g_{B}^{l-1},
\end{align*}
\]

(14)

where \( W_{S} \in \mathbb{R}^{d \times 3d} \) is also a trainable weight matrix.

In addition, to compute \( e_{A}', e_{B}' \) we set

\[
\begin{align*}
    g_{0} = g_{B}^{0} = g_{S}^{0} = e_{u} | e_{i} | e_{p},
\end{align*}
\]

(15)

which are just the inputs of the expert networks at the first layer, and also the inputs of the multi-task learning module. Accordingly, the weight matrices in the first layer of expert networks have different sizes to that in other layers, i.e., \( W_{A, l}^{1} \in \mathbb{R}^{d \times d}, W_{B, l}^{1} \in \mathbb{R}^{d \times d}, W_{S, l}^{1} \in \mathbb{R}^{d \times d} \).

**E. Prediction Module**

In this module, our model predicts \( s(i|u) \) and \( s(p|u, i) \) respectively with the output embeddings of gate A and gate B at the final layer (layer \( L \)) respectively. As we introduced before, the two scores are used to achieve the two sub-tasks in group buying recommendation, and computed as

\[
\begin{align*}
    s(i|u) &= \sigma(\text{MLP}_{A}(g_{A}^{S})), \\
    s(p|u, i) &= \sigma(\text{MLP}_{B}(g_{B}^{S})),
\end{align*}
\]

(16)

where \( \text{MLP}_{A/B}(\cdot) \) represents the operations of MLP fed with the output embedding of gate A/B at the last layer. \( \text{MTL}_{A/B}(\cdot) \) represents the operations of our multi-task learning module. Then, the candidate item with the largest \( s(i|u) \) is taken as the recommendation result of task A. Similarly, the candidate participant with the largest \( s(p|u, i) \) is taken as the recommendation result of task B.

Please note that, the \( e_{p} \) in Eq. 16 is obtained by a different way of that in Eq. 16. In task A, all users except for \( u \) are the potential participants for the group buying of \( i \). Thus, we average the embeddings of all users as the \( e_{p} \) in Eq. 16. By contrast, in task B, the \( e_{p} \) in Eq. 17 is just the embedding of the candidate participant who needs being judged by the model.

**F. Model Optimization**

In fact, the recommendation task of our work is also the ranking-based recommendation of implicit feedback [9], [14]–[17]. Thus, for both of the two sub-tasks in our model, we use the Bayesian ranking loss (BPR) [18] as the objectives of our model optimization. Specifically, the overall loss of our model learning is as follows,

\[
\mathcal{L} = \mathcal{L}_{A} + \beta \mathcal{L}_{B},
\]

(18)

and

\[
\begin{align*}
    \mathcal{L}_{A} &= -\frac{1}{|\mathcal{N}_{A}^{+} \cup \mathcal{N}_{A}^{-}|} \sum_{(u,i) \in \mathcal{N}_{A}^{+}} \sum_{(u,i') \in \mathcal{N}_{A}^{-}} \log \sigma(s(i|u) - s(i'|u)), \\
    \mathcal{L}_{B} &= -\frac{1}{|\mathcal{N}_{B}^{+} \cup \mathcal{N}_{B}^{-}|} \sum_{(u,i,p) \in \mathcal{N}_{B}^{+}} \log \sigma(s(p|u, i) - s(p'|u, i)),
\end{align*}
\]

(19)

where \( \beta \) is the control coefficient (weight) of \( \mathcal{L}_{B} \). \( \mathcal{N}_{A}^{+} / \mathcal{N}_{B}^{+} \) denotes the positive (negative) training samples of task A/B. We adopt negative sampling to collect the negative samples in our training set, which will be detailed in the subsequent experiment section.

In addition, we adopt Adam [19] as the optimization method to train our model.

**G. Refining Representation Learning with Auxiliary Losses**

Based on our insights into the two sub-tasks of group buying recommendation, we further propose two auxiliary losses for our model training to refine the representation (object embedding) learning in our model. These auxiliary losses’ effects on enhancing recommendation performance are verified by our experiments.

1) **Task A’s Auxiliary Loss:** Although the information of the participants in task B would influence task A, according to our aforementioned analysis, in task A the model should pay more attention to the match between \( u \) and \( i \), rather than the match between \( u \) and \( i \). It is because that the preference on \( i \) is the primary reason for \( u \) to launch a group buying with \( i \). Another merit of such consideration is to avoid introducing more noise from the potential participants into task A learning. It implies that, for a positive (observed) triple \( (u, i, p) \) from historical group buying records, replacing \( i \) with other items degrades the model’s prediction score more than replacing \( p \) with other users. Accordingly, our model should try to ensure

\[
\begin{align*}
    s(u, i, p) &> s(u, i', p), \\
    s(u, i, p') &> s(u, i', p'),
\end{align*}
\]

(20)

where \( s(u, i, p) \) is computed as \( s(i|u) \) in Eq. 16 except that \( e_{p} \) is just the embedding of the participant \( p \). \( i' \) (\( p' \)) is the corrupted item (participant) not existing in the true group buying records.

To propose the auxiliary loss for task A, for a given triple \( t = (u, i, p) \) in the positive samples of task A's
training set, we first define \( T^I_i \) = \{ (u, i', p) | i' ∈ I \setminus i \} and \( T^p_i = \{ (u, i, p) | p ∈ U \setminus G_{u,i} \} \) where \( G_{u,i} \) is the set of all participants who have joined the group including \( u \) and \( i \). In our experiments, we set \( |T^I_i| \) and \( |T^p_i| \) of any \( t \) to the same fixed size, denoted as \(|T|\), through negative sampling.

Besides BPR loss, the ListNet loss [20] is also a list-wise loss appropriate for ranking-based recommendation. Thus, based on above idea, we propose the following auxiliary loss of task \( A \) as

\[
\mathcal{L}^A_A = \frac{1}{|N^A|} \times \sum_{u,i,p \in T^I_A} \sum_{(u,i',p) \in T^p_A \cup T^p_A} y_{(u,i,p)} \log s(u,i,p),
\]

where \( y_{(u,i,p)} \) is defined as \( 1 \) if triple \( (u,i,p) \) ∈ \( T^p \), otherwise \( y_{(u,i,p)} = 0 \). In fact, Eq. 21 is proposed to fine-tune the embeddings of \( u, i, p \) of which the idea is similar to contrastive learning [21].

2) Task \( B \)'s Auxiliary Loss: The consideration of refining representation learning in task \( B \) is different to that in task \( A \). On the one hand, replacing \( i \) with other item \( i' \) in a true triple \( (u,i,p) \) should degrade the model's prediction score apparently, since \( i' \) cannot attract the participant to join the group due to the mismatch between \( p \)'s preference on \( i' \). On the other hand, replacing \( p \) with other user \( p' \) in a true triple \( (u,i,p) \) should also degrade the model's prediction score apparently, still due to the mismatch between \( p' \)'s preference on \( i \). Accordingly, our model should try to ensure

\[
s(p|u,i) > s(p|u,i'),
\]

and

\[
s(p|u,i) > s(p'|u,i).
\]

In fact, encouraging Eq. 23 is just the objective of task \( B \), which has been reflected by the loss of Eq. 19. Thus encouraging Eq. 22 can be regarded as the auxiliary objective of task \( B \). Given that Eq. 22 is also a form of pair ranking, we implement it also by a BPR-based loss as

\[
\mathcal{L}^B_B = \frac{1}{|N^B|} \times \sum_{u,i,p \in T^I_B} \sum_{(u,i',p) \in T^p_B} \log \sigma(s(p|u,i) - s(p|u,i')).
\]

Then, the overall loss of our model in Eq. 18 is modified as

\[
\mathcal{L} = \mathcal{L}^A_A + \beta \mathcal{L}^B_B + \lambda_1 \mathcal{L}^A_A + \lambda_2 \mathcal{L}^B_B,
\]

where \( \lambda_1, \lambda_2 \) are also the control coefficients of auxiliary losses.

H. Time Complexity Analysis

Given that we build multiple layers consisting of expert networks and gates in the multi-task learning module of MGBR, to achieve complicated information interaction between sub-module \( A \) and \( S \), MGBR's time consumption is undoubtedly bigger than the recommendation models only with GCNs and the matrix factorization (MF) based models. We mainly analyze the time complexity of MGBR's multi-task learning module as follows, and display the empirical results of comparing the time consumption of MGBR and other models in the subsequent experiment section.

At first, the time complexity of multi-view embedding learning is \( O(|U|d^2 + (|U| + |I|)^2d + (|U| + |I|)^2d = O(|U| + |I|)^2d) \). Then, we analyze the time complexity of processing a sample \((u,i,p)\) in MGBR's multi-task learning module. For one layer consisting of \( K \) expert networks and one gate, one expert consumes the time of \( O(d^2) \), hence \( 3K \) experts consume \( O(3Kd^2) = O(Kd^2) \). In the adjusted gate unit, the time complexity of computing \( g'_{A1i} \) in Eq. 10 is \( O(2d^2 + 2K + d^2d) = O(2Kd^2) \). Then the time complexity of computing \( g'_{12i} \) in Eq. 11 is \( O(3(4d^2)K + d^2K) = O(Kd^2) \). So it consumes \( O(Kd^2) \) to obtain \( g'_{1i} \). Similarly, the calculation of \( g'_{B} \) and \( g'_{2} \) is also \( O(Kd^2) \). Thus, the time complexity of \( L \) layers in the multi-task learning module is \( O(L(Kd^2 + Kd^2 + Kd)) = O(LKd^2) \). Given that \( K \) and \( L \) are generally small number, the time consumption of the multi-task learning module is approximate to \( O(d^3) \), i.e., the square of embedding dimension, which is affordable.

III. Experiments

In this section, we conduct extensive experiments on one real-world dataset of group buying to answer the following research questions:

• **RQ1**: Does our proposed recommendation model perform better than previous models on the recommendation of group buying?

• **RQ2**: Can the specifically designed components of our model contribute to the performance improvement of group buying recommendation?

• **RQ3**: How do the hyper-parameters of our model affect the performance of group buying recommendation?

A. Experiment Data

1) Dataset of Group Buying: By now, seldom group buying datasets from the real-world e-commerce platforms are available. The datasets used in the previous group recommendation models [4]–[6] can not be used to evaluate our task of group buying, due to the essential difference between them that we have mentioned in Section I. In our experiments, we used a public group buying dataset extracted from Beibei\(^2\) [22] to evaluate all compared models. Beibei is the largest e-commerce platform in China for maternal and infant products. This dataset contains the logs of sufficient group buying records, from which the initiator, product and participants of each deal group can be identified. Furthermore, two users (either an initiator or a participant) in a deal group of training set are recognized as a pair of social friends.

Although we only used this one dataset for our evaluations which only includes the products of maternal and infant, we believe that the evaluation results can justify our model's feasibility to other group buying scenarios, since the group

\(^2\)https://github.com/Sweetnow/group-buying-recommendation
buying on other e-commerce platforms has the same (or very similar) properties as that of Beibei.

| Object   | Number  |
|----------|---------|
| user     | 123,012 |
| item     | 30,516  |
| deal group | 430,360 |

2) Sample Collection: Before collecting the samples of our training and test set, we first filtered out the users who have less than five purchase records in the original Beibei dataset, which follows the popular manipulation in previous work [16], [18]. Then, we removed each group including the filtered users (no matter initiator or participant) and used the rest dataset in our experiment. The statistics of our preprocessed dataset is listed in Table I.

The training and test samples of task A and task B were collected as follows. Each pair \((u, i)\) and triple \((u, i, p)\) observed from any dealt group in the processed dataset are used as one positive sample of task A and task B, respectively. Then, for any initiator \(u\) of a group, we randomly selected a product (negative item) from the products that \(u\) has not bought, to accompany \(u\) as a negative sample of task A. For an observed deal group \(< u, i, G >\) where \(G\) is the participant set, we randomly selected a user (negative participant) from \(U \setminus G\) to accompany \((u, i)\) as a negative sample of task B. The ratio of positive samples to negative samples is 1:9. Accordingly, for each test instance in task A \((u)\) and each test instance in task B \((u, i)\), the sizes of their candidate lists are both 10. The model should compute the score for each item/participant in the candidate list, based on which each test instance’s ranking list is determined. In addition, the ratio of training, validation and test set is 7:3:1.

B. Baselines

We compared our model with the following recommendation models in our experiments to answer RQ1. In fact, all baselines can achieve the recommendation task of group buying through appropriate tailor although none of them were proposed specially for the two sub-tasks in this paper.

**DeepMF** [23]: It is a deep version of MF-based recommendation model, in which the rows and columns of user-item interaction matrix are input into multi-layer non-linear projection neural networks, to learn the latent representations of users and items.

**NGCF** [10]: It is a deep CF model with GCNs, which explicitly models higher order connectivity between user-item interactions to improve embedding representations.

**DiffNet** [24]: We believe that the social-based recommendation models enhancing user preference modeling with social links can also achieve the recommendation task of group buying, since we regard the relationships between initiators and participants as social links. Thus we also included social-based recommendation models into our comparisons. DiffNet is a representative social recommendation model with GCNs. It utilizes social relations and stimulates the social diffusion process on social networks for better representation learning of users and items. We consider this recommendation model in our comparisons due to that, the co-occurrence relationships between users observed from historical purchase records can be recognized as social links that are crucial for group buying recommendation.

**EATNN** [25]: It is also a social-aware recommendation model that uses attention mechanisms to automatically assign personalized migration solutions to users by taking into account both their preferences on items and social relationships.

**GBGCN** [22]: It is in fact one of group recommendation models. Although this model was proposed specifically for group buying and also distinguishes the roles of initiator and participant, it only achieves task A according to our task formalization. In this model, both user-item interaction graph and user-user social graph are constructed to learn the embeddings of users and items. An embedding propagation network is leveraged to extract user preferences in different roles.

**GBMF** [22]: It was proposed as the variant of GBGCN, which directly uses dot-based similarity function to calculate scores of candidate items and candidate users as MF-based recommendation models. It also updates the embeddings of users and items for better performances.

We explain how to tailor these baselines to simultaneously achieve the two sub-tasks of group buying recommendation as our model. At first, task A can regarded as general item recommendation, all baselines can achieve it directly. Although all baselines were not designed specifically for task B, we can tailor them to achieve task B, only through altering their prediction layers and without modifying their major frameworks. In fact, the representations (embeddings) of \(u, i, p\) are both learned in all of the baselines. According to their modeling principle, either embedding of \(u, i, p\) has encoded the significant information from the rest two objects. Given that task B is similar to user recommendation [26]–[28], i.e., for a given user \((u)\) recommending another user \((p)\) who has the same/similar preference as \(u\) and would like to join \(u\)’s group, we can directly use the distance of \(p\)’s embedding and \(u\)’s embedding as \(s(p|u, i)\). Specifically, we used inner product of two embeddings to measure their distance, since it is widely used in many recommendation models [9], [10], [14].

In addition, we propose the following ablated variants of our MGBR to answer RQ2.

**MGBR-M**: In this variant, the shared information of multi-task learning framework is removed from our model. In other words, expert network \(S\) and gate \(S\) are both removed, making our model degrade into a two-tower model over the three views.

**MGBR-R**: In this variant, we remove the auxiliary loss \(L_A\) and \(L_p\) in our model training.

**MGBR-M-R**: In this variant, the shared information in the multi-task learning framework, as well as the two auxiliary losses are both removed.
MGBR-G: This variant replaces the adjusted gated units with generic gated units, indicating that \( g_{A} \) and \( g_{B} \) in Eq. 13 are both removed. In other words, \( \alpha_{A} = \alpha_{B} = 0 \).

MGBR-D: In this variant, the three divided views \( \mathcal{G}_{UI}, \mathcal{G}_{PI}, \mathcal{G}_{UP} \) are replaced with an overall heterogeneous information network (HIN) including all nodes of \( u, i, p \) and their relations. The embeddings of \( u, i, p \) are learned by the GCN over this big HIN.

### TABLE II

| Para. | Value | Comment |
|-------|-------|---------|
| \( d \) | 128 | embedding dimension |
| \( H \) | 2 | the number of GCN layers |
| \( K \) | 6 | the number of expert networks in each layer |
| \( L \) | 2 | the number of expert networks and gates |
| \( |T| \) | 99 | negative sampling size in the auxiliary losses |
| \( \alpha_{A} \) | 0.1 | control coefficient of Eq. 12 |
| \( \alpha_{B} \) | 0.1 | control coefficient of Eq. 13 |
| \( \beta \) | 1 | control coefficient of \( L_{B} \) in Eq. 25 |
| \( \beta_{A} \) | 0.3 | control coefficient of \( L_{A} \) in Eq. 25 |
| \( \beta_{B} \) | 0.3 | control coefficient of \( L_{B} \) in Eq. 25 |
| \( \rho \) | 0.0002 | learning rate |
| \( |B| \) | 64 | batch size |

### C. Implementation Details

All of our experiments were conducted on the workstations of GeForce RTX 3090 with 24G memory and the environment of Ubuntu18.04.5 and torch1.8.0. The hyper-parameter settings of all baselines for the following displayed results were decided based on our tuning studies. For our MGBR, some hyper-parameters’ optimal values in the subsequent experiments are listed in Table II, wherein the tuning study results of \( \alpha_{A}, \alpha_{B}, \beta_{A}, \beta_{B} \) will be displayed afterwards.

### D. Evaluation Protocols

In our experiments, We adopted MRR@N (mean reciprocal rank) and NDCG@N (normalized discounted cumulative gain) [15], [17] to evaluate all models’ recommendation performance, since they are very popular to evaluate ranking-based recommendation. Particularly, NDCG is more sensitive than MRR to the positive item/participant’s position in the ranking list. About the ratio of positive sample to negative sample in the test set, we also adopted 1:9 to compute MRR/NDCG@10, and further adopted 1:99 to compute MRR/NDCG@100 for all compared models.

### E. Overall Performance Comparisons

The performances scores of all compared models on the two sub-tasks are listed in Table III, where the best scores are bold. As well, the relative performance improvements between our MGBR and the strongest baselines (highlighted with underline) are also displayed. All reported performance scores of each model are the average results of three runnings. Based on these results, we have the following observations and analyses.

1. Obviously, our MGBR has the best performance in both of the two sub-tasks, which should be attributed to several factors. At first, thanks to the GCNs on the multiple views, MGBR can extract rich significant features from the correlations between initiators, items and participants. Second, the significant information is shared by the two sub-tasks in the multi-task learning module. Furthermore, the auxiliary losses help our model promote information interactions and reduce conflicts between the two sub-tasks. It is no surprise that our MGBR outperforms the baselines in task B more apparently than in task A, since none of the baselines are designed for task B. In addition, MGBR leverages the information of the given \( u \) and \( i \) more sufficiently to predict \( p \) in task B.

2. Our MGBR outperforms GBGCN and GBMF on the two sub-tasks, although these two baselines were also proposed for group buying. Compared with GBMF, GBGCN has better performance and further utilizes the features from the heterogeneous graph of initiators, items and participants, which also verifies the advantage of introducing graph structural feature and GCNs.

3. DiffNet performs poorly, although it has excellent performance in social recommendation. The reason may be that the co-occurrence relationships of users in the same groups are not real social relationships, that only reflect the common preferences of users. Comparatively, EATNN performs better than DiffNet in Task A, but it is still inferior to our MGBR.

4. The power of GCN is the major reason of NGCF’s superior performance over other baselines. In addition, unlike DiffNet and GBGCN, it has no special design for capturing social context, avoiding the influence of fake social relationships in the dataset.

5. All baselines fail to obtain satisfactory performance in task B, although all of them were trained on both task A and task B simultaneously. It implies that the training for task B is more difficult and worthwhile to be explored further. It is also necessary to design specific module for task B in general recommendation models.

### F. Ablation Study

We also compared our MGBR with its ablated variants to answer RQ2. All compared variants’ performance scores and their relative performance drops compared with MGBR are listed in Table IV, based on which we have the following observations and analyses.

1. MGBR’s performance improvements over MGBR-M are more than that over MGBR-R and MGBR-G, showing that the shared expert networks and gates (S) are more significant than the auxiliary losses and adjusted gated units on improving our model’s performance.

2. MGBR’s superiority over MGBR-R, and MGBR-M’s superiority over MGBR-M-R both justify the effectiveness of refining representation learning with the auxiliary losses.

3. MGBR-G’s performance drop relatively to MGBR on task B is more prominent than on task A. It is because task B is indeed more difficult, since it requires models to capture not only users’ personalized preferences, but also the common preferences among different users. The adjusted gates in MGBR was proposed to better achieve to the multi-task...
TABLE III
OVERALL PERFORMANCE COMPARISONS BETWEEN OUR MGBR AND THE BASELINES ON TASK A AND TASK B OF GROUP BUYING RECOMMENDATION. IT SHOWS THAT MGBR’S PERFORMANCE SUPERIORITY OVER THE BASELINES IS MORE REMARKABLE IN TASK B.

| Model   | Task | 1:9 | Task A | 1:99 | Task B | 1:99 |
|---------|------|-----|--------|------|--------|------|
|         | MRR@10 | NDCG@10 | R. Drop | MRR@10 | NDCG@10 | R. Drop | MRR@10 | NDCG@10 | R. Drop |
| DeepMF  | 0.2531 | -152.99% | 0.4327 | -68.5% | 0.1217 | -116.3% | 0.3095 | -45.4% |
| MGBR-M  | 0.2607 | -145.53% | 0.4401 | -65.7% | 0.1273 | -113.5% | 0.3136 | -43.5% |
| MGBR-G  | 0.6126 | -4.9% | 0.7041 | -35.6% | 0.2373 | -5.27% | 0.4322 | -4.14% |
| MGBR-D  | 0.3239 | -21.56% | 0.6390 | -14.12% | 0.2391 | -1.97% | 0.4191 | -1.67% |
| MGBR   | 0.6401 | -96.2% | 0.7292 | -84.4% | 0.3876 | -1.8% | 0.4401 | -1.4% |
| MGBR-M-R | 0.2344 | -176.62% | 0.4141 | -76.9% | 0.1043 | -175.8% | 0.2946 | -51.8% |
| MGBR-M  | 0.2471 | -162.40% | 0.4272 | -71.5% | 0.1147 | -150.8% | 0.3051 | -46.5% |
| MGBR-G  | 0.4700 | -31.75% | 0.6001 | -22.10% | 0.1291 | -60.10% | 0.3481 | -29.93% |
| MGBR-R  | 0.4700 | -31.75% | 0.6001 | -22.10% | 0.1291 | -60.10% | 0.3481 | -29.93% |
| MGBR-D  | 0.4494 | -44.28% | 0.5858 | -25.08% | 0.1301 | -91.67% | 0.3301 | -35.44% |
| MGBR   | 0.6484 | -96.2% | 0.7327 | -84.4% | 0.3877 | -1.8% | 0.4471 | -1.4% |

TABLE IV
PERFORMANCE COMPARISONS BETWEEN OUR MODEL AND THE ABLATED VARIANTS.

| Model   | Task | 1:9 | Task A | 1:99 |
|---------|------|-----|--------|------|
|         | MRR@10 | R. Drop | MRR@10 | R. Drop | NDCG@10 | R. Drop | MRR@10 | NDCG@10 | R. Drop |
| MGBR-M  | 0.2531 | -152.99% | 0.4327 | -68.5% | 0.1217 | -116.3% | 0.3095 | -45.4% |
| MGBR-G  | 0.2607 | -145.53% | 0.4401 | -65.7% | 0.1273 | -113.5% | 0.3136 | -43.5% |
| MGBR-D  | 0.6126 | -4.9% | 0.7041 | -35.6% | 0.2373 | -5.27% | 0.4322 | -4.14% |
| MGBR   | 0.3239 | -21.56% | 0.6390 | -14.12% | 0.2391 | -1.97% | 0.4191 | -1.67% |
| MGBR-M-R | 0.2344 | -176.62% | 0.4141 | -76.9% | 0.1043 | -175.8% | 0.2946 | -51.8% |
| MGBR-M  | 0.2471 | -162.40% | 0.4272 | -71.5% | 0.1147 | -150.8% | 0.3051 | -46.5% |
| MGBR-G  | 0.3239 | -21.56% | 0.6390 | -14.12% | 0.2391 | -1.97% | 0.4191 | -1.67% |
| MGBR-D  | 0.4494 | -44.28% | 0.5858 | -25.08% | 0.1301 | -91.67% | 0.3301 | -35.44% |
| MGBR   | 0.6484 | -96.2% | 0.7327 | -84.4% | 0.3877 | -1.8% | 0.4471 | -1.4% |

TABLE V
COMPARISONS OF MODEL SCALE AND TIME CONSUMPTION (MINUTES).

| Model | Para. number | Min./epoch |
|-------|--------------|------------|
| DeepMF | 155,908 | 0.64 |
| NGCF | 9,962,176 | 3.17 |
| DiffNet | 15,556,217 | 1.67 |
| EATNN | 33,966,354 | 1.23 |
| GBGCN | 15,355,273 | 1.79 |
| GBMF | 1,555,280 | 1.03 |
| MGBR | 31,341,038 | 8.35 |

learning including the auxiliary learning objectives, which leverages prior experiences (\(e_{ui}\), \(e_{pj}\), \(e_{ui}||e_{pj}\), \(e_{ui}\), \(e_{pj}\)) to assign appropriate weights to different experts. Compared with task B, task A is less sensitive to the choice of experts since it is more simple.

4. MGBR-D is also inferior to MGBR, showing that including all user and item nodes, along with their relations into an HIN can not obtain the optimal node embeddings through the GCN over the HIN. In fact, the divided views in MGBR can effectively alleviate the negative interactive effects between different relations.

G. Model Scale and Efficiency Comparisons

Table V lists the scale of model parameters and the time consumption (minutes) of one training epoch for all compared models. As we mentioned before, our MGBR is the most time-consuming as it has more complex architecture (more parameters) than the baselines. In EATNN, each user is represented by three kinds of embeddings, so it even has more parameters than our MGBR due to its great number of users. However, it only adopts attentions and MLP operations which are relatively simple compared with MGBR’s architecture, thus consumes less time.

H. Influence of Important Hyper-parameters

To answer RQ3, we also investigated the influence of some important hyper-parameters of our model on recommendation performance.

1) Impact of Auxiliary Loss Weight: The ablation studies have verified that the two auxiliary losses, i.e., \(L_A^c\) and \(L_B^c\) are helpful for our model to obtain improved performance. To analyze the influence of the weight of \(L_A^c\) and \(L_B^c\), we set \(\beta_A = \beta_B\) in Eq. 25 and set their values in the range of \(\{0.1, 0.2, 0.3, 0.4, 0.5\}\), and recorded the corresponding recommendation performance comparison on the two sub-tasks as shown in Fig. 4. According to the tuning results, MGBR performs the best when \(\beta_A = \beta_B = 0.3\). It shows that either lower or higher value of \(\beta_A\) and \(\beta_B\) would hurt model performance. Too small \(\beta_A\) and \(\beta_B\) make it difficult to constrain our model with the auxiliary losses and reduce the model’s generalization. While too large \(\beta_A\) and \(\beta_B\) would cause our model to overlook fitting with the observed group buying records.

2) Impact of Control Coefficient in Adjusted Gate: To analyze the influence of the control coefficient in the adjusted gates, we also set \(\alpha_A\) in Eq. 12 the same as \(\alpha_B\) in Eq. 13, and varied their values in the range of \(\{0.05, 0.1, 0.2, 0.3\}\).
Fig. 5. MGBR’s performance with different control coefficients of adjusted gates.

Our model’s performance corresponding to these values are displayed in Fig. 5, showing that $\alpha_A = \alpha_B = 0.1$ is the optimal setting for our model to achieve the best performance. The large $\alpha_A$ and $\alpha_B$ indicate that the gate information is extracted in terms of the information of $(u, i, p)$ more than the expert networks, resulting in the insufficient utilization of expert network’s information. The small $\alpha_A$ and $\alpha_B$ result in the insufficient utilization of $(u, i, p)$’s information, and also hurt the model’s performance.

I. Case Study of Representation Learning

As other recommendation models, the representation learning of initiators, items and participants is the key of our model to achieve the task of group buying recommendation. Optimal object embeddings in the model evidently result in better recommendation performance. In this subsection, we visualize the effectiveness of the shared information (expert network and gate $S$) in our multi-task learning module and the auxiliary losses on refining the object embeddings through some cases.

To this end, we applied PCA decomposition to project all object embeddings into a 2-D space. Fig. 6 displays the embeddings of some groups in MGBR-M-R (a) and MGBR (b), where the colors indicate different groups. The stars, plusses and dots represent the embeddings of initiators, items and participants, respectively. From the figure, we observe that the users and items of the same group (the same color) in MGBR are more concentrated than that in MGBR-M-R, and the embeddings of different groups are distinguishable. It shows that, with the shared information in the multi-task learning module and auxiliary losses, our model is capable of leveraging the information interactions within one group to learn better object embeddings, and thus improves recommendation performance.

IV. RELATED WORK

A. Recommender Systems

1) Item Recommendation: Item recommendation [29] aims to predict the probability of a user interacting with a candidate item, and then recommend the item with the highest probability from the candidate set to the user. In recent years, many deep recommendation models [14], [15], [17], [23] have been proposed. Besides leveraging user-item interactions to infer the relationships between user and items, some literatures have introduced social context into item recommendation, based on the assumption that a user has the same or similar preference as his/her friends. Jamali et al. [26] introduced social relations in MF [30] to make the representations of social friends more close, to enhance recommendation performance. [31] recommends items for users through combining a user’s preference and his friends’ preferences. In addition, [24] uses the propagation of user embedding on social networks to capture social influences, and [25] adopts attention mechanisms to automatically assign personalized migration solutions to users by considering both their preferences on items and social relationships.

2) User Recommendation: Besides item recommendation, user recommendation [27], [28] is another popular scheme in recommender systems, which generally predicts the probability of the interaction between two users. Traditional user recommendation task is just a binary classification to judge
whether a candidate user deserves to be recommended to the target user. The second sub-task in our group buying recommendation is in fact a user recommendation task, but the given object is an item and an initiator instead of a sole user. The classical recommendation methods such as MF can also be used to achieve user recommendation. For example, SocialMF [26] adds trust propagation to MF, so as to improve recommendation performance. SocialReg [32] uses two kinds of social information to design social regularization terms to constraint matrix decomposition objective function. Besides the social links between users [33], other features about user preferences can also be leveraged in promote recommendation performance, including user tags [34], activities [27], etc.

3) Group Recommendation: Although there is essential difference between group recommendation [1], [3] and group buying recommendation, group recommendation is still the recommendation category most related to group buying recommendation. The key problems to achieve group recommendation include how to fuse the preference of each user in a group into the group’s preference [2], and how to handle the disagreements among group members [1]. The classical approaches include [8], [35], [36]. Cao et al. [4] used attention mechanism to learn precious user and group interest representations. Since the social relationships among users indicate their preference similarities, many group recommendation models leverage social information in group representations [7], [37]–[39]. Specifically, GBGCN [22] was proposed to capture structural information among group buying records, and model user dual role, social influence and complex group buying implicit feedback. Although it also focuses on group buying, it still aims to solve the first sub-task, i.e., recommending items to a given group as other group recommendation models. For occasional group recommendation, GroupSA [40] models the group decision making process as multiple voting processes, and uses a stacked social self-attention network to simulate how a group consensus is reached. In addition, the knowledge graph (KG) is also helpful to learning group representations [5]. Besides online shopping, group recommendation is also applied in many other areas, such as POI recommendation [41] and restaurant recommendation [42].

4) Graph Neural Networks for Recommendation: Graph neural networks (GNNs) can capture structural features of graphs via message passing between the nodes, which have been widely used in recommender systems. For example, GNN is used in the matrix completion task for recommendation [43]. NGCF [10] uses embedding propagation on the bipartite graph to model high-order collaborative signals. In addition, GNNs have been successfully employ in session-based recommendation. Wu et al. [44] used GNNs to capture item relation between different sessions and in knowledge-based recommendation. KGAT [45] harnesses graph attention network (GAT) [46] to obtain more accurate and sufficient feature representations. Meng et al. [47] leveraged GGNN [48] to capture the complex patterns among the items in a session.

B. Multi-task Learning

Multi-task learning (MTL) helps recommender systems achieve better recommendation through leveraging the information from different aspects, which has been widely incorporated into many recommender systems [47]. A classical MTL approach is hard-parameter sharing, forcing different tasks to share the same parameters. For example, [49] uses the shared-bottom structure to make all tasks share the bottom layer parameters. In industry, ESSM [50] achieves CTR and CVR tasks simultaneously, and generates outstanding results on large-scale data. Similarly, [51] adds a counterfactual learning task to ESSM to alleviate sample selection bias (SSB), and thus achieves better performance on industrial data.

Comparatively, soft-parameter sharing only requires to share a part of the parameters rather. Specifically, it allows each task to select a sub-network, reducing the impact of correlation between tasks. [51], [52] take mixture-of-experts as an important component of MTL, employing different experts to learn different aspects of the features. [12] proposes the idea of multi-gate, that makes it possible for expert networks to pass different information to different experts. Ma et al. [53] proposed a more flexible soft-parameter sharing approach to add parameter sharing process inside the shared layers, and make the information propagation between expert networks trainable. [13] explicitly divides the expert networks into task-shape and task-specific parts, and replaces the fully connected propagation between expert layers with the propagation between the two parts. Accordingly, the MTL of our MGBR also belongs to soft-parameter sharing.

More recently, more flexible and robust MTL approaches have been proposed. For example, AITM [54] takes the sequential relationship into account and uses an information migration module to model task dependencies. In this way, information migration occurs not only at the bottom layers, but also at the layers close to the output. [55] introduces contrastive learning [21] to alleviate the parameter conflict problem in MTL. Sun et al. [56] proposed the sparse-sharing approaches, in which the parameters are partially shared across tasks, making it more flexible to handle loosely related tasks.

V. Conclusion

In this paper, we pioneer the task formalization of group buying recommendation for the online shopping platforms. Aiming to achieve the two sub-tasks of group buying recommendation simultaneously, we propose a novel recommendation model MGBR. Based on our insights into the correlations and information interaction between the two sub-tasks, we design collaborative expert networks and adjusted gated units in MGBR’s multi-task learning module, to better learn the object embeddings in buying groups. Furthermore, we propose two auxiliary losses corresponding to the two sub-tasks for model training, to refine representation learning. Our extensive experiments evidently justify MGBR’s superior performance of group buying recommendation over the previous recommendation models.
[40] L. Guo, H. Yin, Q. Wang, B. Cui, Z. Huang, and L. Cui, “Group recommendation with latent voting mechanism,” in 36th IEEE International Conference on Data Engineering, ICDE 2020, Dallas, TX, USA, April 20-24, 2020. IEEE, 2020, pp. 121–132.

[41] Q. Zhu, S. Wang, B. Cheng, Q. Sun, F. Yang, and R. N. Chang, “Context-aware group recommendation for point-of-interests,” IEEE Access, vol. 6, pp. 12 129–12 144, 2018.

[42] Q. Zhu and L. Wang, “Context-aware restaurant recommendation for group of people,” in 2020 IEEE World Congress on Services (SERVICES). IEEE, 2020, pp. 51–54.

[43] R. van den Berg, T. N. Kipf, and M. Welling, “Graph convolutional matrix completion,” CoRR, vol. abs/1706.02263, 2017.

[44] W. Meng, D. Yang, and Y. Xiao, “Incorporating user micro-behaviors and item knowledge into multi-task learning for session-based recommendation,” in Proceedings of the 43rd International ACM SIGIR conference on Research & Development in Information Retrieval, SIGIR 2020, Virtual Event, China, July 25-30, 2020. ACM, 2020, pp. 1091–1100.

[45] H. Wang, T. Chang, T. Liu, J. Huang, Z. Chen, C. Yu, R. Li, and W. Chu, “ESCM2: entire space counterfactual multi-task model for post-click conversion rate estimation,” pp. 363–372, 2022.

[46] N. Shazeer, A. Mirhoseini, K. Maziarz, A. Davis, Q. V. Le, G. E. Hinton, and J. Dean, “Outrageously large neural networks: The sparsely-gated mixture-of-experts layer,” 2017.

[47] J. Ma, Z. Zhao, J. Chen, A. Li, L. Hong, and E. H. Chi, “Sub-network routing for flexible parameter sharing in multi-task learning,” in Proceedings of the AAAI Conference on Artificial Intelligence, vol. 33, no. 01, 2019, pp. 216–223.

[48] W. Meng, D. Yang, and Y. Xiao, “Incorporating user micro-behaviors and item knowledge into multi-task learning for session-based recommendation,” in Proceedings of the 43rd International ACM SIGIR conference on Research & Development in Information Retrieval, SIGIR 2020, Virtual Event, China, July 25-30, 2020. ACM, 2020, pp. 1091–1100.

[49] R. Caruana, “Multitask learning,” Machine learning, vol. 28, no. 1, pp. 41–75, 1997.

[50] D. Xi, Z. Chen, P. Yan, Y. Zhang, Y. Zhu, F. Zhuang, and Y. Chen, “Modeling the sequential dependence among audience multi-step conversions with multi-task learning in targeted display advertising,” in Proceedings of the 27th ACM SIGKDD Conference on Knowledge Discovery & Data Mining, 2021, pp. 3745–3755.

[51] D. Zou, W. Wei, X. Mao, Z. Wang, M. Qiu, F. Zhu, and X. Cao, “Multi-level cross-view contrastive learning for knowledge-aware recommender system,” pp. 1358–1368, 2022.

[52] T. Sun, Y. Shao, X. Li, P. Liu, H. Yan, X. Qiu, and X. Huang, “Learning sparse sharing architectures for multiple tasks,” in Proceedings of the AAAI Conference on Artificial Intelligence, vol. 34, no. 05, 2020, pp. 8936–8943.