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Abstract

Efficient evaluation of multi-dimensional range queries in a main-memory database is an important, but difficult task. State-of-the-art techniques rely on optimised sequential scans or tree-based structures. For range queries with small result sets, sequential scans exhibit poor asymptotic performance. Also, as the dimensionality of the data set increases, the performance of tree-based structures degenerates due to the curse of dimensionality. Recent literature proposed the Elf, a main-memory structure that is optimised for the case of such multi-dimensional low-selectivity queries. The Elf outperforms other state-of-the-art methods in manually tuned scenarios. However, choosing an optimal parameter configuration for the Elf is vital, since for poor configurations, the search performance degrades rapidly. Consequently, further knowledge about the behaviour of the Elf in different configurations is required to achieve robust performance. In this thesis, we therefore propose a numerical cost model for the Elf. Like all main-memory index structures, the Elf response time is not dominated by disk accesses, refusing a straightforward analysis. Our model predicts the size and shape of the Elf region that is examined during search. We propose that the response time of a search is linear to the size of this region. Furthermore, we study the impact of skewed data distributions and correlations on the shape of the Elf. We find that they lead to behaviour that is accurately describable through simple reductions in attribute cardinality. Our experimental results indicate that for data sets of up to 15 dimensions, our cost model predicts the size of the examined Elf region with relative errors below 5%. Furthermore, we find that the size of the Elf region examined during search predicts the response time with an accuracy of 80%.
Zusammenfassung

Die effiziente Auswertung von mehrdimensionalen Bereichsanfragen ist eine wichtige Aufgabe für hauptspeicherbasierte Datenbanksysteme. Aktuelle Ansätze verwenden optimierte lineare Suchen oder baum-basierte Indexstrukturen zur Beantwortung solcher Anfragen. Für Anfragen mit verhältnismäßig wenigen Ergebnissen verlieren lineare Suchen jedoch aufgrund der linearen asymptotischen Komplexität an Leistung. Weiterhin wirkt bei einer steigenden Anzahl von Attributen der Fluch der hohen Dimensionen und die Suchgeschwindigkeit von Baumstrukturen sinkt. Neueste Arbeiten führten den “Elf” ein, eine Datenstruktur für Hauptspeicherindizes, die für den Fall von mehrdimensionalen Anfragen mit kleiner Ergebnismenge optimiert ist. Der Elf ist für diesen Anfragetyp potentiell schneller als andere bekannte Methoden. Allerdings müssen dafür einige Parameter, wie die Reihenfolge der Attribute, optimal festgelegt werden. Andernfalls sinkt die Suchgeschwindigkeit stark und der Elf wird unbrauchbar. Dies führt zum Wunsch nach genauerem Wissen über das Verhalten des Elfen in verschiedenen Parameterkonfigurationen. In dieser Arbeit stellen wir deshalb ein numerisches Kostenmodell für den Elfen vor, das die Ausführungszeit der Anfragenbearbeitung prognostiziert. Problematisch ist dabei, dass der Elf eine Hauptspeicher-Indexstruktur ist; derartige Strukturen sind normalerweise nicht einfach zu analysieren, da der durch langsame Festplatten verursachte Flaschenhals wegfällt. Unser Modell schätzt die Form und Größe des Elfen ab. Dabei ist insbesondere der Teil der Struktur interessant, der während der Bearbeitung einer Anfrage durch das Datenbanksystem betrachtet wird. Darüber hinaus beschreiben wir, wie sich nicht gleichverteilte Daten und Korrelationen auf die Struktur des Elfen auswirken. Dabei stellen wir fest, dass diese Faktoren zu Verhaltensänderungen führen, die durch einfache Veränderungen der Attributkardinalitäten akkurat modellierbar sind. Die Ergebnisse unser empirischen Auswertung zeigen, dass das Modell für Datensätze mit bis zu 15 Dimensionen die Größe des Elfen mit relativen Fehlern unter 5% vorhersagt. Weiterhin stellen wir fest, dass die Größe des Elfen die Ausführungszeit zu mehr als 80% bestimmt.
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1 Introduction

In large-scale data analytics, the availability of increasing amounts of main memory at affordable cost has led to fundamental changes in the design of database systems. While traditional systems use secondary storage, such as hard drives, for storing data, newer systems use main-memory based storage, usually implemented using Random Access Memory (RAM). Compared to hard drives, RAM provides significantly shorter latency and higher bandwidth.

The paradigm shift from disk-based to RAM-based storage led to innovations in other areas of data processing systems. In particular, it influenced the design of index structures, i.e. data structures that provide ways to physically organise a data set. Traditionally, index structures suffered from the performance bottleneck of hard disks. With the advent of the much faster RAM, the design constraints for efficient index structures have changed. For disk-based structures, the access latency dominated the other parts of the system. For main-memory structures, more intricacies and impact factors have to be considered.

At the same time of the shift to main-memory storage, the expectations of database users have also changed. One traditionally difficult task is the evaluation of Multi-Column Selection Predicates (MCSPs), selection operators that operate on multiple data dimensions simultaneously. Proposed index structures for efficiently evaluating MCSPs suffer from a variety of problems, which are commonly called the “curse of dimensionality”. In our case, these problems cause severe performance degradation that render index structures ineffective.

Recent literature proposed the “Elf”, a novel index structure designed for the efficient evaluation of range queries, a class of MCSPs. The Elf has an optimised memory layout that exploits the particularities of a main-memory environment, such as memory alignment and CPU branch prediction.

With its optimised design, the Elf has been shown to outperform other recently proposed index structures under the right circumstances. However, its actual run-time cost has only been verified empirically in a limited number of scenarios. In particular, we find that the Elf’s performance is very sensitive to its parameter configuration and to the queries that are executed. Choosing a poor configuration for the same query and data can immediately lead to extraordinarily worsened performance.

With better knowledge of the performance differences between configurations, database administrators can tune the Elf configuration towards their specific workloads and data sets. In addition, advanced applications of the Elf, for example as a join preprocessing step within a larger query plan, have been proposed as future work. However, their development requires better knowledge about the performance characteristics of the Elf.

Finally, better knowledge of the index performance can be exploited at run-time to yield better response times. This process, known as query planning, uses information about the query and the dataset to decide whether to use an index structure or to resort
to scanning the dataset. Good planning decisions can lead to significant performance improvements. However, good planning decisions require an accurate predictive model of query performance on the given data structure. Therefore, unpredictable performance directly inhibits the viability of the Elf.

Consequently, we want to initiate a first step towards predicting the Elf’s performance ahead-of-time, before the costly construction of the structure itself.

1.1 Goal of this Thesis

The goal of this thesis is to develop an improved understanding of the Elf data structure, and to model its performance characteristics in a wide range of scenarios. To this end, we provide the following contributions.

1. Based on a literature review of proposed multi-dimensional index structures, we describe how the Elf compares to them and how it uniquely tackles the problems encountered for high dimensional data sets.

2. We develop a formal model that predicts the runtime cost of the Elf search, without building the Elf first. Our model is based on the size and shape of the structure, and how the query interacts with it.

3. We provide a theoretical underpinning of the impact of skewed and correlated data distributions on the performance of the Elf. In particular, we describe how it behaves in scenarios that lead to degenerate performance for other indexing methods.

4. We provide empirical evidence that the Elf response time is indeed robust and follows our predictions. As such, we argue that the Elf design is appropriate for applying the metrics for disk-based index structures to a main-memory structure.

1.2 Outline

The remainder of this thesis is structured as follows. In Chapter 2, we introduce the range query problem and describe proposed approaches to evaluate this kind of query. In particular, we introduce the Elf data structure and highlight its unique properties. Additionally, we give an overview on how the performance of classical disk-based index structures is modelled.

In Chapter 3, we analyse the Elf search algorithm and propose a model of its execution time. We describe the relationship between the size of the Elf and the query execution time. Finally, we extend our model to account for query selectivities, skewed data distributions, and correlations.

In Chapter 4, we show the results of our empirical evaluation of the accuracy of our model. We discuss our methods and results in Chapter 5, where we also describe potential shortcomings of our model. We conclude this thesis in Chapter 6 with a summary and present opportunities for future work.
2 Background

In our work, we consider the evaluation of range queries on a data set representing a set of points in Euclidean space. In this chapter, we describe the range query problem and refer to related work that introduced a variety of approaches for optimising the evaluation of range queries. In particular, we describe multi-dimensional tree-based methods. These methods form the foundation for the Elf index structure, which we describe in detail. Finally, we show the common method for developing a cost model for an index structure like the Elf.

2.1 The range query search problem

A range query [14, 29, 27] is a specific type of multi-column selection predicate (MCSP), which is a logical predicate that defines a subset of a multi-dimensional data set. In particular, a range query selects exactly the data points that are contained within an axis-aligned hypercuboid intersecting the data space.

Let $R$ be a $k$-dimensional relation with columns $X_1, \ldots, X_k$, i.e. $R \subset X_1 \times \cdots \times X_k$. Figure 2.1 shows a simple example range query over $R$ for $k = 2$, where a hypercuboid is simply a rectangle.

![Figure 2.1: An example two-dimensional data set together with a range query rectangle (a two-dimensional hypercuboid). The points marked in red match the query.](image)

The parameters of the range query are the lower and upper bound values $l_i$ and $u_i$ for each dimension $i = 1, \ldots, k$. These query windows uniquely determine the hypercuboid. Many commonly used predicates, such as $=, <, \leq, >, \geq$, and BETWEEN, can be represented in
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this definition, as shown in Table 2.1. The range query is the combination of one such subpredicate for each attribute.

| SQL predicate | Query window |
|---------------|--------------|
| \( x = c \)   | \([c, c]\)   |
| \( x < c \)   | \([\text{min}, c - 1]\) |
| \( x \leq c \) | \([\text{min}, c]\) |
| \( x > c \)   | \([c + 1, \text{max}]\) |
| \( x \geq c \) | \([c, \text{max}]\) |
| \( x \text{ BETWEEN a AND b} \) | \([a, b]\) |
| \( 1 \)       | \([\text{min}, \text{max}]\) |

Table 2.1: Mapping from SQL predicates to query windows. \( \text{min} \) and \( \text{max} \) denote the minimum and maximum of the attribute domain, respectively.

One characteristic property of a range query is its “specificity”. The overall fraction of points of matched by the query is called the \((\text{total}) \text{ selectivity} \ \sigma \) of the query. For each dimension \( i \), the fraction of points matched by the subpredicate in dimension \( i \) is called the \( \text{partial selectivity} \ \sigma_i \) of the query in attribute \( i \).

As seen in Table 2.1, the predicate “any value in column \( i \) matches” is not treated as an exceptional case. Range queries that contain this predicate are sometimes also called \( \text{partial match queries} \).

2.2 Introduction to indexing

A variety of methods has been proposed to efficiently evaluate range queries, both in single- and multi-dimensional data sets. In this section, we give an overview over the basic concepts of indexing. First, we describe the simplest evaluation method: the linear scan over the data set. Then, we introduce the \( B^+ \)-Tree as an effective single-dimensional index. Finally, we illustrate the complications arising from multiple dimensions using the inverted list approach to multi-dimensional indexing.

Together with tree-based multi-dimensional index structures, which we discuss in the following section, the methods we present contain import concepts for the Elf. Later, we will compare the Elf to each one of them and describe similarities and differences to the known methods.

2.2.1 Linear scans

Perhaps the simplest method of evaluating any kind of MCSP, including a range query, is to scan through the list of data points sequentially. For each data point, it is determined whether the point matches the query, and it is added to the result set if so.

This so-called \( \text{linear scan} \) takes \( O(nk) \) time, where \( n \) is the number of data points, and \( k \) is the number of dimensions. In particular, the runtime does not depend on e.g. the selectivity of the query.
Despite this high asymptotic complexity, optimised variants of the linear scan remain competitive in many scenarios. Different memory layouts lead to row stores, where the attributes of each row are laid out sequentially, and column stores [49], where the values of a single column are laid out sequentially.

Both modern hard disk drives and CPUs are often tuned to quickly detect and accelerate the processing of sequential data accesses. Recent work on main-memory sequential scans [36, 16, 56] exploits instruction-level parallelism and other features of modern CPUs to achieve competitive performance.

However, even these accomplishments cannot improve the linear asymptotic complexity of the linear scan. For large data sets, especially in cases where only a very small fraction of the data is requested (e.g. range queries with low total selectivity), the scanning overhead becomes prohibitively expensive.

### 2.2.2 B⁺-Trees and generalised variants

In the single-dimensional case, search trees such as the B⁺-Tree [18], derived from the original B-Tree [7], have become the method of choice for evaluating selection predicates. The B⁺-Tree is a self-balancing search tree that is used to store values identified by a numerical key. Figure 2.2 shows the B⁺-Tree for an example data set.

The B⁺-Tree is designed such that during search, no items that are “far away” from the intended position have to be accessed. This is achieved by storing, for a group of values, a lower and upper bound for the keys of the group. If the query interval does not intersect this bounding interval, the items in the group cannot possibly match the query, and therefore do not have to be checked. Skipping the individual comparisons for the items contained in the group reduces the overall execution time.

Exploiting this property of quickly checking a coarse bound and pruning the search space is called branch-and-bound [37], an algorithm design pattern. Figure 2.2 shows how the pruning behaviour allows the B⁺-Tree search algorithm to skip accessing some of the data points: For the range query \([1; 2]\), the region \([4; 10]\) does not intersect the query bounds. Therefore, the search can skip the descent into the right half of the tree.

The concept of the B⁺-Tree has received great attention and has been implemented as the Generalised Search Tree (GiST) framework [4]. Users of the framework can implement specialised index structures while relying on the generic rebalancing and query functions provided by the framework. For example, the multi-dimensional R-Tree and K-D-Tree structures, which we discuss in Section 2.3, can be implemented using GiST [21].

The B⁺-Tree itself, however, is inapplicable for multi-dimensional queries. In theory, it is possible to build a B⁺-Tree using the values of multiple columns as keys. This is the approach taken by popular DBMSes such as PostgreSQL [50] for multi-dimensional indices.

However, the fundamental principle exploited by the B-Tree is the fact that for one-dimensional data sets, there exists a total ordering that preserves spatial locality [38]. What this means is that values that are “close together” also have keys that are close together. However, in higher-dimensional space, such an ordering does not exist anymore.

Therefore, the B⁺-Tree is only applicable in a multi-dimensional scenario if the total selectivity is dominated by the selection on a single attribute. In this case, simply indexing
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| Key | Value |
|-----|-------|
| 1   | A     |
| 2   | B     |
| 3   | C     |
| 4   | D     |
| 10  | E     |

Figure 2.2: The B⁺-Tree for an example map from keys to values. The interior nodes are labelled with the interval they represent. The edges are labelled with the pivot values, i.e. an edge with label \( l \) is traversed if \( x \leq l \). Highlighted in blue are the nodes that are visited when evaluating the range query \([1; 2] \).

the dominant attribute suffices to achieve acceptable performance. This assumption, which we further discuss in the following subsection, does not hold for many OLAP query workloads, including the popular TPC-H benchmark [52].

2.2.3 Inverted lists and the problem of high partial selectivity

For single-dimensional queries, structures like the B⁺-Tree are generally sufficient. However, multi-dimensional indexing requires a different approach. We will demonstrate this by describing a scenario in which naive approaches to multi-dimensional indexing perform poorly.

First, consider any multi-dimensional query \( Q \) that can be represented as the logical conjunction (AND) of several single-dimensional subpredicates \( Q_i \):

\[
Q = Q_1 \land Q_2 \land \cdots \land Q_k
\]

The result set of \( Q \) therefore consists of exactly the tuples that individually satisfy each of the subpredicates.

A rather simple approach to evaluating \( Q \) is the so-called inverted list method [14]. The inverted list method evaluates each subpredicate individually, and then merges the results together to obtain the result of the original query. In particular, the evaluation is performed in two steps:
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1. For each column $i = 1, \ldots, k$, evaluate the single-dimensional $Q_i$. This results in the set $S_i$ of tuples that match $Q_i$. To evaluate the subpredicate, any single-dimensional index structure, such as the $B^+$-Tree, may be used.

2. Compute the result $S$ by intersecting the intermediate result sets:

$$S = S_1 \cap S_2 \cap \cdots \cap S_k$$

The performance of this approach is, perhaps unsurprisingly, questionable. To highlight the case of particularly poor performance, we will assume the following: while $Q$ has low selectivity (i.e. $\|S\|$ is small), each $Q_i$ has a high selectivity. This is equivalent to stating that $Q$ has low total selectivity and high partial selectivities.

Queries that satisfy this criterion are commonplace, and they are present in popular benchmarks like the TPC-H decision support benchmark [52]. Table 2.2 shows the total and partial selectivities of Q19 from this benchmark. While the total selectivity is low, each of the partial selectivities is comparatively high.

| Selectivity | Predicate |
|-------------|-----------|
| $\sigma_1 \approx 0.22$ | $Q_{19_1} = \text{"l\_quantity BETWEEN 5 AND 15"}$ |
| $\sigma_2 \approx 0.14$ | $Q_{19_2} = \text{"l\_shipmode in (\'AIR\', \'AIR REG\')"}$ |
| $\sigma_3 \approx 0.25$ | $Q_{19_3} = \text{"l\_shipinstruct = \'DELIVER IN PERSON\'"}$ |
| $\sigma \approx 0.008$ | $Q_{19} = Q_{19_1} \land Q_{19_2} \land Q_{19_3}$ |

Table 2.2: Total selectivity and partial selectivities of TPC-H query Q19. The total selectivity is significantly lower than each of the partial selectivities.

Since every partial selectivity $\sigma_i$ is high, the following holds:

$$\|S\| = \sigma \|R\| \ll \sigma_i \|R\| = \|S_i\|$$

Therefore, the intermediate data sets $S_i$ are very large in comparison to the overall result set $S$, resulting in high asymptotic complexity. Either the large set has to be explicitly stored in memory, leading to high space complexity, or it has to be implicitly iterated over, leading to high time complexity.

The discrepancy between partial and total selectivities is possible because the total selectivity is the product of all partial selectivities. The magnitude of the discrepancy increases with the dimensionality of the data set. To illustrate this, a query $Q$ on a 20-dimensional data set might have a partial selectivity of 0.9 in every column. This means that each $S_i$ will have size $\|S_i\| = 0.9 \|R\|$. However, the total selectivity of $Q$ is only $0.9^{20} \approx 0.12 \ll 0.9$.

Consequently, the space complexity of the inverted list approach is at least

$$\Omega \left(\|R\| \cdot \min_i \sigma_i\right)$$

where the $\sigma_i$ denote the partial selectivities of the query. Therefore, if all of the dimensions are queried with high partial selectivity, even the best strategy for computing the intersection requires computing a large intermediate set.
In conclusion, this class of queries is problematic for methods based on the inverted index approach. The asymptotic complexity is not rooted within the individual single-dimensional indexes, though; it is present regardless of the exact type of single-dimensional index that is used. Therefore, the entire concept of composing multiple single-dimensional index structures in this way is suboptimal for efficiently processing multi-column queries with low total selectivity.

Later, we will see how the Elf builds on this method by essentially building one inverted list for each value in the first attribute of the relation, instead of one inverted list for each dimension.

### 2.3 Multi-dimensional index structures

The drawbacks of the inverted list method suggest that the multi-dimensional indexing problem cannot simply be solved by composing multiple single-dimensional index structures. Instead, specialised multi-dimensional index structures are needed.

In this section, we will introduce a variety of tree-based multi-dimensional index structures. Other proposed approaches to multi-dimensional indexing, such as space-filling curves [38], grid files [40] and vector approximation methods [23] are, while interesting, not relevant to our discussion of the Elf. Therefore, we will not describe them further.

The main property exploited by tree-based methods, both single-dimensional and multi-dimensional, is that the query shape for a range query is convex. What this means is that the desired data points form a cluster in the data space that never contains any undesired data points “in between” the desired points.

Two corollaries of this property lead to the two main classes of multi-dimensional tree-based index structures [14]:

1. **Two points that are close together are likely either both included or not included in the result set.** Therefore, it is desirable to group data points that are close together in space and treat them as a single object. This group of data points is more efficient to handle than the set of data points itself, thereby reducing search time. This approach leads to the *data-partitioning* class of index structures.

2. **Two points that are far away from each other are likely not both included in the result set.** (This is true if the total selectivity of the query is assumed to be low.) Therefore, it is desirable to partition the data space, ahead of time, into a number of regions. The search algorithm then only has to examine a subset of the regions to answer the query, thereby reducing search time. This approach leads to the *space-partitioning* class of index structures.

In the following, we will describe the R-Tree, a data-partitioning index structure, and the K-D-Tree, a space-partitioning index structure. They each exploit the principles described above. Later, we will see that the Elf structure borrows concepts from both structures, essentially forming a hybrid between the two classes.
2.3 Multi-dimensional index structures

2.3.1 R-Tree

The R-Tree [26] finds groups of data points that are close to each other and represents each group by its minimum bounding rectangle (MBR). The MBRs themselves are grouped again to form a tree with the original tuples as leaves. Figure 2.3 shows the R-Tree for an example data set. Groups of points are represented by their minimal bounding rectangles.

The search algorithm starts at the root and checks, for each group, if its bounding rectangle intersects the query rectangle. If they intersect, the algorithm recurses into the group. If they do not intersect, any points in the group cannot possibly match the query, and the descent is skipped.

![Figure 2.3: Left: Example data set with R-Tree bounding rectangles and an example range query (red). Right: In-memory layout of the R-Tree. Only the highlighted nodes are visited during search.](image)

While simple in concept, building an efficient R-Tree involves a number of nontrivial decisions, such as how to choose which points to group. Poor decisions can lead to degenerated trees with undesired search performance. Additionally, the original version of the R-Tree allows the bounding rectangles of different groups to overlap to achieve balanced sizes for the groups.

Multiple variants of the R-Tree, such as the $R^+$-Tree, the $R^*$-Tree and the X-Tree have been proposed to try and address these problems using more sophisticated splitting and grouping heuristics [5, 8, 48, 55, 12].

2.3.2 K-D-Tree

The K-D-Tree and its variants are examples of space-partitioning index structures [11, 46]. The initial data space is split in one of the dimensions along a hyperplane. Both resulting halves of the data space are recursively split again, alternating between the dimensions. This process continues until every partition contains a sufficiently small number of points. The partitions are then stored as a tree, with the inner nodes containing the pivot values of the split. Figure 2.4 shows the K-D-Tree for an example data set. In the example, the data space is recursively split until each partition contains at most three points. The partitions are made alternately along the $X_1$ and $X_2$ axes. During the search, only partitions that intersect the query rectangle (red) have to be examined further; the rest of the space is be efficiently pruned.

The performance of the K-D-Tree primarily depends on the size of the query shape, and the number of dimensions [24]. For point queries, only one side of each partition has
Figure 2.4: Left: Example data set with K-D-Tree partitions and an example range query (red). Each partition is drawn in an individual hatching. Right: In-memory layout of the K-D-Tree. Only the highlighted nodes are visited during search.

to be examined, since the query point cannot intersect both partitions. A larger query shape increases the likelihood that both partitions intersect. Another impact factor is the positioning of the points; if the pivot values are chosen poorly, the data points will be unevenly distributed between the partitions. In this case, the search will have to visit many more branches than with a better choice of pivots. As we will see in the following section, the “curse of dimensionality” brings a similar effect if the dimensionality of the data set increases. This leads to deteriorating performance of the K-D-Tree for high-dimensional data sets.

2.4 Challenges of high-dimensional data sets

2.4.1 The curse of dimensionality

Tree-based multi-dimensional index structures perform well for low-selectivity queries in a small number of dimensions. However, as the number of dimensions increases, there is evidence for a deterioration in the efficiency of tree-based structures. This is known as the curse of dimensionality. Around ten to sixteen dimensions are usually cited as the point at which proposed multi-dimensional index structures again perform worse than sequential scans [53, 12]. We will therefore call data sets with dimension 1 single-dimensional, dimensions 2–16 multi-dimensional, and dimensions greater than 16 high-dimensional. We will focus on multi-dimensional data sets, which are commonly found in business data analytics. In contrast, high-dimensional data sets are commonly found in image and multimedia processing.

The deterioration of index performance on the transition from multi-dimensional to high-dimensional data can be explained by the exponential increase in volume of a high-dimensional data space. For example, a 16-dimensional data space with ten possible values in each dimension allows $10^{16}$ different combinations of values. Therefore, $10^{16}$ unique data points would be required to fully occupy the data space. In practice, the size of data sets does not increase exponentially with the number of dimensions. Therefore, the data space is occupied very sparsely, containing large parts of “empty space”.
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The rapid expansion in volume also causes distance metrics to become ill-defined [1]. For example, consider the family of $L_p$ norms for $\mathbb{R}^k$, defined as follows for $x, y \in \mathbb{R}^k, p \geq 1$:

$$
\|x - y\|_p = \|(x_1, \ldots, x_k) - (y_1, \ldots, y_k)\|_p = \left( \sum_{i=1}^{k} (x_i - y_i)^p \right)^{1/p}
$$

A distance metric like the $L_p$ norm is usually employed e.g. by the R-Tree to find groups of tuples that are close together, and by the K-D-Tree to find a pivot value that evenly partition the data space.

For a set of points $R$, large increases in $k$ leads to a confusing situation: the computed distance between a point $x \in R$ and its nearest neighbour approaches the distance between $x$ and the point farthest away from $x$, leading to:

$$
\min_{y \in R \setminus \{x\}} \|x - y\|_p \approx \max_{y \in R \setminus \{x\}} \|x - y\|_p
$$

Therefore, the distance between points becomes useless as a metric for measuring the “similarity” of points. In practice, this leads to degenerate tree structures where the evaluation of most queries deteriorates to poorly-optimised linear scans.

2.4.2 Overcoming the curse

Due to the curse of dimensionality, high-dimensional data sets lead to poor performance for proposed multi-dimensional index structures. Commonly, attempts are made to reduce the dimensionality of the data set, using Principal Component Analysis (PCA) or other techniques to obtain a data set with a reduced number of dimensions [42, 47]. Through the reduction in dimensionality, the adverse affects of the curse of dimensionality can be reduced as well. In fact, “there is a consensus in the high-dimensional data analysis community that the only reason any methods work in very high dimensions is that, in fact, the data are not truly high-dimensional” [35]. However, for our case of range queries on multi-dimensional (not high-dimensional) data sets, the dimension reduction only shifts the problems from the index structure to the dimension reduction method, since the reduced dimensions cannot be queried.

Another interesting approach to overcome the curse of dimensionality is through the use of space-dividing methods. One common property of traditional structures like the R-Tree and the K-D-Tree is that the partitions of the data space do not reduce the dimension of the data space. For example, the R-Tree might partition a two-dimensional rectangular space into several smaller rectangles, each still two-dimensional. The tree striping method [14] instead attempts to divide the data space into two or more subspaces of lower dimension than the original space. These subspaces are then independently searched, and the results merged to obtain the final result. This approach is interesting, because the space division also reduces the adverse effects of the curse of dimensionality.

In its proposed form, though, the tree striping approach is impractical. In particular, it assumes that the data space can be decomposed into disjoint subspaces such that the original data set is the Cartesian product of the of the two subspaces. This is not a property exhibited by real-world or benchmark data sets. Later, we will see that the Elf performs a space division similar to the tree striping method, without exhibiting this limitation.
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2.5 The Elf

The Elf data structure [34] was recently proposed to overcome the issues of traditional high-dimensional index structures. In this section, we will introduce the Elf through an example, compare the Elf to the other index structures described above, and describe the algorithms involved in manipulating the Elf.

2.5.1 Introduction

We will illustrate the design of the Elf data structure using an example relation shown in Table 2.3. The corresponding Elf is shown in Figure 2.5. The basic structure of the Elf is a tree of all combinations of attribute values present in the data set. For each tuple, the labels on the edges from the root to the leaf correspond to the row of values in the table. For example, the path from the root to C has the edge labels \((1, 3, 3)\), equal to the attribute values of C. This results in a fixed-depth tree, with exactly one level for each attribute \(X_1, \ldots, X_k\). Note that the Elf assumes an ordering of the attributes within the tree. This ordering is an important parameter which we will discuss later.

Every node of the Elf is either an interior node, or a leaf. The root is an interior node. The nodes connected to an interior node are called its subnodes. The subnodes that are themselves interior nodes are called sub-Elfs, since we will later see that they always represent another “smaller” Elf structure. For a given interior node, the set of leafs reachable from it is called the set of tuples below the node. Similarly, the first dimension \(X_1\) is called the topmost or first dimension.

Exploiting prefix redundancies. Each interior node corresponds to a unique prefix of the data set. For example, node \((1)\) contains all tuples that have \(X_1 = 1\), and arbitrary values in the other columns. A prefix redundancy of length \(l\) is the occurrence of multiple data points that share the same values in the first \(l\) attributes of the relation. For example, the tuples A and C share a prefix redundancy of length 2, while B and D share a prefix redundancy of length 1. Within the tree, multiple occurrences of a prefix redundancy are always stored only once. The tree branches out at every point where a prefix redundancy ends. For data sets that have a large number of prefix redundancies, this leads to a compact structure. The fact that each prefix is uniquely “owned” by a single node is also desirable when searching, as we will see later.

Building the tree through recursive grouping. The iterative elimination of prefix redundancies is equivalent to recursively grouping the data set. These grouping steps are illustrated in Figure 2.6, and we will describe them here. First, the data points are grouped by their value of the first attribute \(X_1\). This leads to a number of groups, one for every distinct value in \(X_1\). Within each group, all points share the same value in the first attribute. This value uniquely identifies the group and is called the group’s label. Storing the value for each item in a group is therefore redundant and can be omitted.

Now, the points within each group are grouped again; this time using the values of \(X_2\). This creates, within each group, a set of sub-groups. The recursion continues until the data is grouped for all attributes.
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| $X_1$ | $X_2$ | $X_3$ | Ref |
|-------|-------|-------|-----|
| 1     | 3     | 5     | A   |
| 2     | 4     | 5     | B   |
| 1     | 3     | 3     | C   |
| 2     | 2     | 1     | D   |
| 3     | 3     | 3     | E   |

Table 2.3: Example relation with $k=3$

Figure 2.5: An example relation together with the corresponding Elf in prefix tree layout. Interior nodes are marked with their prefix and shown in red. Leaf nodes are shown in green. The blue highlight marks the sequence of values for tuple A.

Now, the groups can be efficiently stored as a tree of the group labels. Each edge is marked with the label of the next group that the edge leads to. This forms the Elf data structure as shown previously in Figure 2.5.

Depth-first search with pruning. A range query can be evaluated on the Elf with a depth-first search through the tree. The search starts at the root and recursively descends into the tree. The main optimisation afforded by the structure of the tree is that each interior node represents a unique prefix (the pruning property). The prefix values can be compared with the query range to determine whether the prefix matches the query. If it does not match, descending into the subtree can be skipped entirely.
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Figure 2.6: Intermediate grouping stages of the Elf construction. Tuple E is omitted for visual clarity.

2.5.2 Recursive definition

In this section, we show the *self-similarity* of the Elf by describing its construction through a recursive formula. In particular, we will show that every subtree of the Elf is again another Elf; in fact, it is the Elf of a lower-dimensional subset of the original data set.

Consider a $r$-dimensional relation $R$ with attributes $(X_1, \ldots, X_r)$. Building the Elf for $R$ is accomplished by computing the recursive function $\text{Elf}_r(R)$.

$\text{Elf}_k(S)$ is built from a set $S$ of points in a $k$-dimensional Euclidean space. We assume that each point $s \in S$ corresponds to exactly one tuple in $R$, identified by a unique tuple ID.

**Base case.** If $k = 1$, then $\text{Elf}_1(S)$ is simply a map from every attribute value present in $S$ to the ID of the tuple having that value.
Figure 2.7: Three two-dimensional Elf planes partitioning a three-dimensional example data set along the \( X_1 \) axis, i.e. for the initial case where \( k = r \). Every plane contains at least one point, and all planes are parallel to each other. These partitions represent the first level of the final Elf.

**Reductive step.** Otherwise, let \( P \) be the unique set of \((k - 1)\)-dimensional parallel hyper-planes such that:

1. All planes \( p \in P \) contain at least one point. (No empty planes are created.)
2. Every point in \( S \) is contained by exactly one plane in \( P \).
3. All planes \( p \in P \) are normal to the \( X_{r-k+1} \) axis. (In the first iteration, \( r = k \), and therefore the planes are normal to the \( X_1 \) axis.)

Figure 2.7 illustrates the position of the planes and how they “slice” up the data space. From the properties of \( P \) follows that:

1. For each plane \( p \in P \), all points \( x_1, x_2 \in p \) have the same value in the attribute \( X_{r-k+1} \). This value is called \( \text{label}(p) \).
2. The labels of two different planes in \( P \) are different.

Therefore, we can store each plane \( p \in P \) more efficiently. Instead of storing the set of points within \( p \) as a set of \( k \)-dimensional points, we only store \( p \)'s label once, and then remove the \( X_{r-k+1} \) coordinate from every point in \( p \), obtaining \( p' \).

Now \( p' \) is just a set of \((k - 1)\)-dimensional points. We recursively apply this technique and do not store \( p' \) directly, but instead compute \( \text{Elf}_{k-1}(p') \).

This leads us to the following equation: let \( p_1, p_2, \ldots, p_l \) denote the planes in \( P \), and let \( p'_1, p'_2, \ldots, p'_l \) denote the sets of reduced points as described above. Then:

\[
\text{Elf}_k(S) = \{ \text{label}(p_1), \text{Elf}_{k-1}(p'_1) \}, \ldots, \{ \text{label}(p_l), \text{Elf}_{k-1}(p'_l) \} \quad (2.1)
\]
At each level, $k$ decreases by 1. In the $i$'th level of recursion, the planes will be normal to the $X_i$ axis, starting at $X_1$. The base case where $k = 1$ (see above) stops the recursion. Therefore, the recursive application leads to a tree of fixed depth $k$.

In summary, we have reduced the problem of indexing a $k$-dimensional data set to indexing multiple $(k - 1)$-dimensional data sets. The $k$-dimensional data set is partitioned by creating a number of parallel $(k - 1)$-dimensional hyperplanes normal to an axis so that every data point lies in exactly one of the planes. For each plane, we store its characteristic label, and then construct the $(k - 1)$-dimensional Elf for the points contained within. This creates a tree of fixed depth, with the tuple IDs as leaves.

2.5.3 In-memory layout

So far, we have described the Elf in its prefix tree layout. However, this layout is very inefficient for storing in memory directly. Instead, the Elf is brought into an optimised linearised layout, through an intermediate step called the dimension list layout. Additionally, two types of deteriorations are addressed, which we will describe in this section.

Interior nodes themselves only store redundant information. The prefix they own is given by the labels on the path from the root to the node. Therefore, the node labels are dropped. To obtain an efficient in-memory representation, each node is represented by the set of its outgoing edges. This set is stored in the form of an array that contains the edge labels and pointers to the nodes on the other side of the edge. This array is called a dimension list. The linearised layout is given by concatenating all dimension lists in a depth-first manner from left to right. Figure 2.8 shows an example Elf in tree layout, dimension list layout, and linearised memory layout.

After prefix redundancies end, the tree layout of the Elf resembles a linked list. For example, in Figure 2.8, the interior nodes leading up to tuple E never branch out to other nodes. Traversing these linked lists is inefficient. Since we assumed that no tuples share the same value in all dimensions, each tuple has at least $l + 1$ unique values near its leaf, where $l \in \{0, \ldots, k-1\}$. These unique last values are stored sequentially in memory, in the form of an $l$-monolist. This eliminates the slow linked list traversal. The figure depicts the 2-monolist for tuple E, two 1-monolists for tuples D and B, and two 0-monolists for tuples C and A.

Finally, the root dimension list of the Elf could be stored in an optimised fashion. Observe that all tuples are below the root dimension list, and all possible values of $X_1$ are present in it; otherwise, they wouldn’t be possible values. Therefore, storing the values (1, 2, 3) could be omitted, leaving only the pointers. This “hash map” method is proposed by the original Elf authors for efficiently storing a large-cardinality attribute at the top of the Elf. However, for simplicity, we will not consider this special property in our further discussion of the Elf. Instead, we assume that the root attribute has cardinality 1, i.e. all tuples share the same value. This assumption essentially disables the hash map technique. When we consider the “first” attribute of the Elf, we will from here on refer to the first attribute below the hash map.
2.5 The Elf

2.5.4 Comparison to related approaches

The Elf borrows concepts from all the index structures that were introduced in sections 2.2 and 2.3. In the following, we will briefly describe how the Elf is similar to and different from each of them.

Data grouping through similarity. Like the R-Tree, the Elf groups similar data points into a group that is efficient to handle. The R-Tree uses the distance between points to identify which points to group: a number of points whose pairwise distances are below a certain threshold are considered “similar”. These similar points are then grouped together and represented by their MBR. The Elf, however, does not use the distance between points as the criterion for determining similarity. Instead, two tuples are similar iff they share a specific attribute value. This makes the Elf a feature-based method instead of a distance-based method [17].

Recursive application of inverted lists. On the topmost level, the Elf works like the inverted list approach. For the first attribute, the Elf determines all the unique values contained in the dataset, and creates a map using these attribute values as keys. However, the inverted list approach maps these keys directly to the list of data points that share the key attribute value. Instead, the Elf recursively applies the inverted list concept, now determining all the unique values in the second attribute. This process is recursively applied until the last attribute is reached, where an ordinary inverted index is used.
Hybrid between row and column stores. In a row store, the attribute values for a single tuple are stored adjacent to each other. In contrast to that, in a column store all the values for a single column are stored adjacent to each other. The Elf is a hybrid between these structures, as illustrated in Figure 2.9. On the first levels, the Elf resembles a deduplicated column store. Each node points to a different subtree at the next level of the structure. However, the deeper levels of the Elf start to resemble a row store. This is especially apparent when considering monolists, which are by definition a row store. Monolists occur more frequently in deeper levels of the Elf, and the final level is always a monolist.

Dimensionality reduction through space division. Finally, the Elf can be regarded as a practical implementation of the space division approach. The “tree striping” technique divided the $k$-dimensional data space into two lower-dimensional subspaces of dimensions $k = k_1 + k_2$, whose cartesian product again formed the original data space. The Elf essentially applies this technique with “$k_1 = 0$ and $k_2 = k - 1$”. However, the Elf does not partition the entire data space, but only the data set, i.e. the non-empty part of the data space. The partitions are created using a number of planes that assign a unique region to every data point (see Figure 2.7). The label of the Elf plane becomes the first subspace of the tree striping technique, containing only a single value and therefore having dimension $k_1 = 0$. The Elf plane becomes the second subspace; the points contained in it do not vary in one of the original dimensions, and therefore $k_2 = k - 1$. The “missing dimension” is restored by building a multitude of these structures, and pointing to each of them from the dimension list.

In summary, the Elf shares important properties with a number of known index structures. However, it is hard to classify the Elf in conventional terms as a space-partitioning or data-partitioning structure, as a distance-based or feature-based structure, or as a row-store or column-store structure.

### 2.5.5 Performance of the Elf search

While we will discuss the performance of the Elf search in great detail in Chapter 3, we will briefly describe here how the design of the Elf structure allows for improved search performance compared to linear scanning.
The Elf tree is searched using a depth-first search starting from the root. However, for low-selectivity queries, only a small fraction of nodes is visited. Using the Elf structure's pruning property, comparing an entire prefix to the query bounds requires only a single comparison for all tuples sharing that prefix. Consequently, the total number of comparisons during the Elf search is greatly reduced compared to a linear scan, where at least one attribute of every tuple is always compared.

While the pruning property exists in similar fashion for other tree-based multi-dimensional index structures, for the Elf, it does not lead to issues arising from the curse of dimensionality. The Elf tackles the problem of the sparsity of data in high dimensions by ignoring the empty space around the data points. In essence, this space is "already pruned" for every query. Therefore, unlike traditional multidimensional index structures, the Elf does not suffer from the sparseness of data in high-dimensional spaces.

The effectiveness of the pruning during the Elf search highly depends on the order of dimensions within the tree. For example, consider a two-dimensional relation $R = \{X_1, X_2\}$, each containing $\forall_1 = \forall_2 = 1000$ different attribute values. Now consider the partial match query $X_1 = 1$. If the Elf is constructed in the order $(X_1, X_2)$, only the interior node $(1)$ is accessed; the query result is immediately given by the set of all tuples below this node. However, if the Elf is constructed in the reversed order $(X_2, X_1)$, every interior node $(j, j \in [0; \forall_2])$ is accessed, since each query result is stored below one of the interior nodes $(j, 1)$. One heuristic for the ordering is therefore that the attributes with low partial selectivity should be stored close to the top of the Elf. Since the search time of the Elf varies so drastically with different configurations, we will later develop a prediction model for the search time in a given configuration.

## 2.6 Index structure performance prediction

In addition to good performance (or low cost), predictable performance is an important property for the suitability of an index structure. In this section, we motivate why accurately estimating the performance of an index structure can actually increase performance itself. To this end, we will give an introduction to query planning and optimisation. We describe the approaches used for proposed prediction methods for existing index structures, and the challenges encountered when modelling the cost of main-memory index structures, such as the Elf.

### 2.6.1 Query planning and optimisation

Usually, an index structure provides a performance improvement only for certain kinds of queries. For example, linear scans already perform well for selection predicates with large selectivity. Using nearly any proposed sophisticated tree-based structure for this kind of query would lead to poor performance [43]. Therefore, the database system has to dynamically analyse the query to determine which of a set of available strategies for executing the query is the most cost-effective.

Choosing between different execution strategies for a given query is the problem tackled by query optimisers in modern database systems [2, 27]. The run-time choices for evaluating
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a given query are called plans. For example, we might have a choice between the two plans (1) “Scan for requested attribute values” and (2) “Look up requested values in a B+$^+$-Tree”. For large-selectivity queries, plan (1) might be preferrable to plan (2), while plan (2) yields superior performance for low-selectivity queries up to some selectivity $\sigma_{eq}$, where both plans perform equally well.

In commercial database systems, the responsibilities of the query optimiser go even further, e.g. when deciding on the evaluation order of joins. This leads to a much larger number of query plans available to the optimiser, requiring sophisticated planning methods. However, in this work, we will focus solely on the evaluation of selection predicates. For comparing two plans, the optimiser will generally predict the cost (i.e. execution time) of a plan using a cost model that estimates the complexity of executing the given plan. The optimiser then chooses the plan with the lowest cost estimate.

It has been shown that the optimiser cost models of popular database systems like DB2 [45] and PostgreSQL [43] often produce inaccuracies of several orders of magnitude, even when optimising simple selection predicates. This is problematic, because an inaccurate cost estimate can lead to the optimiser choosing a poor execution plan instead of a faster one.

One common metric for measuring the performance impact of a poor query plan is the global relative cost (GRC) of the plan [45]. The GRC of a plan $p$ is defined as

$$GRC(p) = \frac{\text{Cost}(p)}{\text{Cost}(p^*)}$$

where $\text{Cost}(x)$ is the actual cost of plan $x$, and $p^*$ is the cheapest plan that evaluates the same query as $p$. Therefore, GRC models the relative increase in cost incurred by choosing a suboptimal plan $p$ over the optimal, but likely unknown plan $p^*$, since $GRC(p^*) = 1$.

Now again consider the above scenario, where one query plan involves a linear scan, and the other involves searching an index structure. Ideally, the plan with the lowest actual cost would be chosen. However, assume that the cost model overestimates the cost of using the index structure by a factor of $\epsilon$. It can be shown that in this case, the optimiser chooses a plan $p$ which has suboptimal cost of up to $GRC(p) = \epsilon$ [43]. Therefore, increased accuracy of the cost model is likely to lead to performance improvements in query processing.

2.6.2 Approaches to cost estimation

The methods for estimating the performance of proposed index structures can generally be divided into two categories [54]: (1) simulation-based or sampling-based and (2) model-based or parametric.

Simulation-based approaches [20, 3] are usually dynamic algorithms that execute queries or parts of queries before deciding on the query plan for future queries. This approach is considered appropriate when modelling the performance of a complex software system whose behaviour is only predictable empirically.

On the other hand, model-based approaches try to quantify the performance of a smaller system, like an index structure, using mathematical analysis. Some work has been done to
model the performance of range queries regardless of the index structure used [41, 13]. However, their assumptions on (1) data uniformity and independence, (2) query uniformity and selectivity, and (3) storage layout and performance are generally too strict to lead to meaningful real-world results. In general, the performance of multi-dimensional range queries depends highly on the design of the chosen index structure. Usually, a simpler design of the index structure leads to more readily quantifiable performance. Performance models for the popular R-Tree [51] and K-D-Tree [24] methods have been developed. These models estimate the performance of each index structure under specific assumptions about the query and data distribution, and are used by query optimisers to estimate the cost of the search.

2.6.3 The page count metric

Index structures for large databases generally assume a disk-based storage of the index. Disk storage systems provide a block device interface to the database system. The database can request a set of pages to be fetched from the disk. Each page fetch, however, incurs a significant delay (the seek time) since the disk controller has to mechanically move a magnetic head to the specific physical position of the requested page on the disk.

The delays incurred by the mechanical action make the hard disk a very slow form of memory compared to the computer’s main memory. In algorithm design, the so-called external memory model is used to differentiate between the access costs of different forms of memory [37]. However, the disk is in fact so slow (up to tens of milliseconds compared to 50 ns to 150 ns for a RAM access) that it becomes the bottleneck for index operations. Therefore, the performance impact of other parts of the database system, such as the CPU caches and main memory, is negligible in comparison to the hard disk access times. A complex analysis of these other impacts is therefore not required. Following these considerations, the number of accessed disk pages has been established as the dominant cost factor, which is predicted by the cost model of a query optimiser.

However, a significant reduction in the cost of Random Access Memory (RAM) has recently led to the advance of in-memory [15, 36] or combined disk-memory [25] index structures. Instead of on a disk, the index is now stored in the much faster RAM.

Fast access to the stored index data eliminates the disk seek time as the dominant factor for the performance of index operations. In turn, this raises the relative importance of other impact factors, such as the in-memory layout of the index structure. The memory layout, in turn, determines the effectiveness of the CPU cache. Memory accesses that can be answered from the CPU cache can be hundreds of times faster than uncached accesses [37]. A cache-conscious memory layout can reduce the overall execution time of already highly-optimised structures, e.g. the B⁺-Tree, by up to 30% [44].

Two basic principles of a cache-conscious algorithm design are to (1) store locally-used data inside a single cache block, and (2) align data structures to cache block boundaries. However, the exact prediction and eviction policies of the CPU cache are generally implemented in hardware and depend on the used CPU microarchitecture. Therefore, achieving the highest levels of cache consciousness requires considerable efforts spent for architecture-specific tuning [33]. On the other hand, generic algorithms that are not
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optimised towards a specific architecture incur different levels of efficiency on different architectures.

With the influence of CPU caches, memory access times are not guaranteed to be uniform. Therefore, it is not obvious what the preferrable performance metric for a main-memory index structure is. The direct equivalent to the number of accessed disk pages would be the number of accessed memory cells; however, the behaviour of the CPU cache could make this number meaningless, even if correctly predicted.

The results for our performance model for the Elf, described in Chapter 4, suggest that in our scenario, the number of accessed memory locations is still an accurate metric for the execution time. This means that the Elf’s performance can be predicted by estimating the number of accessed memory locations ahead of time. This is the foundation on which we will build our performance model for the Elf in the following chapter.

2.7 Combinatorics

Our performance model for the Elf is only a stochastical approximation of the expected behaviour. Therefore, we require a number of definitions for working with uncertain quantities, which we will introduce in this section.

First, let $\mathcal{U}(a, b)$ denote the the uniform distribution over a discrete interval $\{a, a + 1, \ldots, b\} \subset \mathbb{N}$, and let $\mathcal{U}(a, b)$ denote the the uniform distribution over a continuous interval $[a, b] \subset \mathbb{R}$. Secondly, in our analysis of the Elf, we will encounter two different types of occupancy problems, stochastic problems which are commonly called “balls and urns” problems [9]. These problems concern the probabilities (denoted $P$) and expected values (denoted $E$) that arise in situations where each of a number of balls is distributed randomly into exactly one of a number of urns.

In the remainder of this section, we formulate two occupancy problems and derive solutions to each. We initially motivate the problem by briefly explaining the role of each solution in our cost model. Finally, we define two functions, `buckets` and `monobuckets`, that we will later use to refer to the solutions to these particular problems.

2.7.1 Estimating distinct values in a sample

The first problem considers the expected size of an individual dimension list of the Elf. The length of a dimension list is equal to the number of unique attribute values of the tuples contained within the list. If we assume that the attribute values are uniformly distributed, and that enough tuples are present, the problem can be stated as follows:

Let $X$ be a random variable with a uniform distribution over $\{1, 2, \ldots, c\}$. Now let $(x_1, x_2, \ldots, x_k)$ be a list of $k$ independent samples of $X$. What is the expected cardinality of $\{x_1, x_2, \ldots, x_k\}$, i.e. how many distinct values were drawn?

The problem is equivalent to this balls-and-urns problem:
Assume $c$ urns, each containing an infinite supply of indistinguishable balls of a particular unique color. Repeat $k$ times: choose an urn at random, and draw a ball from it. How many different colors are present among the drawn balls?

The solution to this problem can be derived as follows [30]: Consider the random number $N_k$ of different values chosen after $k$ picks. Naturally, $N_0 = 0$ almost surely. Knowing $N_k$, the probability of picking a new item with the $k + 1$’th pick is $\frac{c - N_k}{c}$, because out of the $c$ possible values, the $N_k$ already picked values are disallowed. Therefore, with the $k + 1$’th pick included, the expected value increases to $E(N_{k+1}|N_k) = N_k + \frac{c - N_k}{c}$.

Finally, the expected number of different values after $k$ picks $n_k = E N_k$ is:

$$
\begin{align*}
n_0 &= 0 \\
n_{k+1} &= n_k + \frac{c - n_k}{c} \\
&= 1 + an_k, \quad \text{with } a = \frac{c - 1}{c}.
\end{align*}
$$

Solving this recursion leads to

$$n_k = \frac{1 - a^k}{1 - a} = c \frac{c^k - (c - 1)^k}{c^k}.
$$

We define a function $\text{buckets}$ that computes this solution:

$$\text{buckets}: \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{R}, \ (c, k) \mapsto c \frac{c^k - (c - 1)^k}{c^k}. \quad (2.2)$$

### 2.7.2 Estimating single-occurrence values in a sample

Our second problem considers the occurrence of monolists within the Elf. A monolist is created when only one tuple remains for some fixed attribute values. Given the number $k$ of subnodes for some Elf, we want to estimate how many of these subnodes will contain only one tuple out of the $n$ total tuples. Conceptually, this represents the following occupancy problem:

Uniformly distribute $n$ balls into $k$ urns. Assuming that each urn now contains at least one ball, how many urns contain exactly one ball?

The solution to this problem is equal to the solution of the following simpler problem: “Given $n - k$ balls are uniformly distributed into $k$ buckets, how many buckets stay empty?”

For any fixed item, the probability of a fixed urn receiving it is $\frac{1}{k}$. The probability of a fixed urn not receiving this item is $1 - \frac{1}{k} = \frac{k - 1}{k}$. Therefore, the probability of a fixed urn $a$ not receiving any items out of $n - k$ draws is:

$$P[\text{urn } a \text{ is empty}] = \left( \frac{k - 1}{k} \right)^{n-k}.$$
Finally, the expected total number of empty urns can be computed as:

$$\mathbb{E}[^{\text{number of empty urns}}] = \sum_{i=1}^{k} P[^{\text{urn i is empty}}]$$

$$= k \cdot P[^{\text{urn a is empty}}] \quad (\text{for some } a)$$

$$= k \left( \frac{k - 1}{k} \right)^{n-k}$$

We write this solution as a function **monobuckets**:

$$\text{monobuckets} : \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{R}, \quad (k, n) \mapsto k \left( \frac{k - 1}{k} \right)^{n-k} \quad (2.3)$$
3 Predicting the Elf search time

In this chapter, we describe our method to predict the time taken for searching the Elf index structure. First, we motivate our approach by finding the dominant operations of the search algorithm. We explain our design that uses the size of the Elf to estimate the search time. We then describe our model and algorithm to predict this size. Finally, we show how to apply our model to non-uniform and correlated data sets.

3.1 Analysing the search algorithm

As described in the previous chapter, the search time of main-memory index structures is affected by “strange” effects of e.g. the CPU cache, which can cause chaotic and non-deterministic performance. Therefore, finding a dominant operation in the algorithm is expected to be difficult. However, we argue that the design of the Elf ensures that one specific factor, the number of visited Elf nodes, is the dominant factor for the execution time. In this section, we present our motivation for this hypothesis. Starting from a description of the algorithm, we discuss the impact of each individual operation on the total execution time. Our goal is to disregard as many factors as possible to obtain a simple and testable model of the algorithm performance.

Algorithm 1 shows the method used by Köppen et. al. [34] to evaluate a range query using a previously built Elf. The main procedure Search is, first and foremost, a depth-first tree traversal starting at the top of the Elf. A depth-first search is characterised by two operations:

1. Retrieve the next outgoing edge of a node (line 7).
2. Traverse an edge, descending to its child node (line 9).

In the following, we will argue that all the other operations only take place exactly once, and in constant time, for one of the above operations (1) and (2).

Query bounds comparison. First, the comparison between the edge labels and the query bounds is executed exactly once for each enumerated edge, and therefore for each occurrence of (1). Since the query bounds $l_1, \ldots, l_k, u_1, \ldots, u_k$ are used throughout the entire execution, they are likely stored in cache. The labels were loaded in the preceding (1) and are cached as well. Therefore, the comparison is cheap.

Monolist check. This check is executed for each traversed edge, and therefore for each occurrence of (2). Due to the in-memory layout of the Elf, the presence of a monolist is signalled by the most significant bit of the pointer in the dimension list. Therefore, this is a cheap comparison between a constant and a value in the CPU cache.
Algorithm 1: Searching the Elf

**Input**: $\text{Elf}_k(R)$

Query: lower bounds $l_1, \ldots, l_k$, upper bounds $u_1, \ldots, u_k$

**Output**: query result $= \{\text{TID}(x) \mid x = (x_1, \ldots, x_k) \in R: \forall i: l_i \leq x_i \leq u_i\}$

begin
results $\leftarrow \emptyset$
Search($\text{root of Elf}_k(R)$, 1, results)
return results

Procedure Search(node, dim, results) is

while node has unvisited outgoing edges do

7e $\leftarrow$ next unvisited outgoing edge of node (e is now visited)

if $l_{\text{dim}} \leq \text{label}(e) \leq l_{\text{dim}}$ then

subnode $\leftarrow$ traverse e

if subnode is a monolist then

/* dim $\leq k$ */
SearchMonolist(subnode, dim + 1, results)

else

/* dim $< k$ */
Search(subnode, dim + 1, results)

Procedure SearchMonolist(node, dim, results) is

for i $\leftarrow$ dim to k do

if $l_i \leq \text{node}[i] \leq u_i$ then

return

results $\leftarrow$ results $\cup$ \{TID(node)\}

Search and SearchMonolist. For each occurrence of (2), exactly one of Search or SearchMonolist is called. SearchMonolist has approximately constant execution time, since it does not recurse and the preceding (2) already loaded the monolist. On the other hand, Search can lead to further recursions. However, every further recursion is also preceded by exactly one further occurrence of (2).

Using these arguments, we reduce the list of possible impact factors to the operations (1) and (2). Each occurrence of either operation results in a constant delay of the execution. From here on, we will consider the cost of the associated computation to be included in the respective operation. For (1), the associated computation is only performed on cached data, and therefore considered negligible. For (2), the same argument applies, except for the cost of the function call, which has to be explicitly considered.

What remains is to estimate the costs of (1) and (2) themselves. In principle, they both access an equal amount of “new” data in memory, data that is only accessed at most once since a dimension list is never visited twice.

The total number of occurrences of (1) is linear to the length of the dimension lists. However, the memory layout of the Elf is highly optimised for (1). The elements of a single
dimension list are placed sequentially in memory, and traversed sequentially as well. This leads to high spatial locality: eight 64-bit dimension list entries fit into a 64-byte x86 cache line. Additionally, hardware prefetching will likely predict further sequential accesses.

While (1) is cache-optimised, the situation is very different for (2). In fact, (2) likely jumps to an uncached location, since the subnodes are placed in memory behind the entirety of the current dimension list. Furthermore, (2) also includes write accesses to the program stack, since it includes a function call to either Search or SearchMonolist. Therefore, we expect (2) to be at least an order of magnitude slower than (1).

Summarising the last two paragraphs, (2) is the dominant operation, unless dimension lists are excessively long. However, at each level of the Elf, the data set is divided into a number of partitions. These partitions are at the next level partitioned further. Therefore, the expected length of each individual dimension list decreases exponentially with level. As we will see later, the exact value of the exponent depends on the variance of the data set, however the exponential decrease is always present regardless of distribution. Therefore, most dimension lists are short.

In conclusion, we find that (2) is the dominant operation. The number of occurrences of (2) is equal to the number of calls to Search and SearchMonolist combined. We say that a call to one of these methods “visits” the given node. This line of argument leads us to the central hypothesis for estimating the execution time:

Hypothesis 1 The execution time of Algorithm 1 is approximately linear to the number of Elf nodes visited.

This means that we can treat each Elf node similar to how cost models for disk-based index structures (see Section 2.6.3) treat disk pages; each page access incurs a cost that is nonzero, and constant on average. To the best of our knowledge, this is a unique feature of the Elf that distinguishes it from other main-memory index structures.

In our evaluation of the model, presented in Chapter 4, we train a linear regression model on the relationship between the number of visited nodes and the actual search time. This model is used to finally predict the search time of the Elf.

In the remainder of this chapter, we will describe how we predict the number of visited nodes.

3.2 Taking measure of the Elf

In the previous section, we established that the number of visited nodes during the Elf search has a major influence on the execution time of the search. Therefore, we now focus on estimating this visit count. In this section, we will make a number of assumptions about the usage scenario of the Elf. As we will see, these assumptions ensure that all the nodes at a given depth of the Elf are similar to each other. This allows us to formulate the Elf metrics, which quantify the shape of the Elf using a small set of numerical values that determine the shape.

First, we observe that the number of visited nodes depends on a variety of impact factors, including:
In this section, we will focus on (1) by making fixed assumptions about the other impact factors. First, we assume that the Elf is searched with selectivity 1, i.e. every node is visited. Then, we make two major assumptions about the data set. Let \( X_i \) be the random variable that values for column \( i \) are sampled from.

**independence assumption** We assume that all the \( X_i \)'s are stochastically independent.

**uniformity assumption** We assume that each \( X_i \) is uniformly distributed, i.e. \( X_i \sim U\{0, \nu_i\} \), where \( \nu_i \) denotes the cardinality of column \( i \).

We will relax these assumptions in Section 3.4 and Section 3.5, respectively.

In the following, we describe our approach to “taking the Elf’s measurements”, and how the shape of the Elf varies when the cardinalities of the columns change. This leads us to a number of definitions of quantities, which we call the Elf metrics.

### 3.2.1 Motivation

The recursive definition of the Elf, described in Section 2.5.2, suggests that the Elf has a kind of “fractal” topology. This is to say that the sub-Elfs for deeper dimensions are similar in structure to the entirety of the Elf.

In an initial series of experiments, we therefore focused on the cardinality of the first dimension only. We varied this cardinality while leaving all other parameters equal. Then, we measured the total number of nodes of the Elf. Additionally, we tracked at which depth each node is stored. This gives the values \( \text{visits}_i \), which denote the number of visited nodes at depth \( i \) of the Elf, where \( i = 1, \ldots, k \). Shown in Figure 3.1, these numbers follow a very peculiar pattern.

The number of nodes at each dimension follows a pattern that is defined by a period of gradual increase, followed by a peak, followed by a period of gradual decrease. We interpret this pattern as the consequence of two main factors:

(1) **Higher cardinality leads to higher fanout.** If more distinct values are present for the first attribute, the first dimension list has more entries. However, every entry gets its own unique node in the next dimension. Therefore, the number of nodes in the next dimension increases. While we will introduce a formal definition of “fanout” later, for now we use it to describe that adding an element to a dimension list leads to an entirely new dimension list at the next level, which is much larger than the single element added to the first list.

(2) **Lower number of tuples per dimension list leads to more monolists.** As the fanout of a dimension increases due to (1), the tuples are distributed between an increasing number of sub-lists. The uniformity assumption implies that an approximately equal
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In the first dimension, only a single node is visited. Therefore visits₁ = 1 constantly.

Starting from the second dimension, (1) and (2) start to counteract each other: at first, the number of nodes rises constantly due to (1). This rise in turn increases the impact of (2). The rise continues until the fanout becomes so large that the effects of (2) overpower the effects of (1). Then, gradually less nodes are present in the deeper dimensions.

These observations motivate us to model the number of visited nodes analytically, for each layer of the Elf. Afterwards, we simply take the sum of the visitsᵢ to obtain the total number of visited nodes.

3.2.2 Elf metrics

We will now introduce the Elf metrics, a small set of quantities that capture the impact factors for the number of visited nodes during the evaluation of a range query Q.

It follows from the independence and uniformity assumptions that all the non-monolist nodes at a specific depth are approximately equal to each other. Therefore, for each level of the Elf, we only need to consider the “mean” or expected node at that level. Figure 3.2
gives an overview of the Elf metrics, which we describe below. In this example, tuples \( \{A, B, C, D, E, F\} \subseteq Q \), i.e. they are contained in the result set for query \( Q \), while \( G \) is not.

![Diagram of Elf metrics](image)

**Figure 3.2**: Overview of the Elf metrics, focusing on the metrics for the second dimension \( X_2 \), which is stored at depth 2. Non-pointer entries of dimension lists have been omitted. Highlighted is the query window for \( X_1 \).

**visits**\(_i\)** The number of nodes at depth \( i \) that are visited during the search. This includes both dimension lists and monolists.

**mono**\(_i\)** The number of monolists encountered at depth \( i \), i.e. the number of visited nodes at depth \( i \) that are monolists. In such a monolist, the first value stored in the monolist is the value of column \( i \). The number **mono**\(_i\) is equal to the number of visited \((k - i)\)-monolists.
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**expsize**\(_i\) The expected number of tuples that are *below* any dimension list at depth \(i\). This number is equal to the expected number of tuples that share a prefix redundancy of length \(i - 1\).

**fanout**\(_i\) The expected length of any dimension list at depth \(i\). This is equal to the expected number of different attribute values for each list.

In the following sections, we will describe how to estimate these Elf metrics ahead of time and later show that this model of the Elf structure allows an accurate prediction of the Elf size.

### 3.3 Computing the Elf metrics

In order to predict the size of the Elf, we have introduced a number of metrics for the structure. In this section, we describe our technique to compute these metrics, which include the number of nodes visited during the Elf search. Our technique is an iterative algorithm that works from the top of the Elf to the bottom. We will first give the metrics for the top level of the Elf, and then describe a set of equations for deriving by induction the metrics for a deeper level \(i + 1\) given the metrics for level \(i\). Finally, we give a compact representation of this prediction algorithm.

#### 3.3.1 Base case

First, note that we ignore the hash map property, and assume that the first dimension list only contains a single entry. Therefore, computing the Elf metrics starts at subscript 1 instead of 0. At the top of the Elf, we visit only one list that contains the entirety of \(R\). Since we can assume that \(||R|| > 1\), the first dimension list is not a monolist. Therefore \(visits_1 = 1\), \(mono_1 = 0\), and \(expsize_1 = ||R||\).

Finally, \(fanout_1\) is determined by examining the distribution of the data set. Since \(X_1\) is uniformly distributed over \(\vee_1\) different values, \(fanout_1\) is given by the answer to the question: “Given \(\vee_1\) urns containing distinctly colored balls. Now \(||R||\) times, an urn is chosen independently, and one ball is drawn from it. How many different colors of balls are drawn?” Equation 2.2 gave the solution to this combinatorial problem as a function \(buckets\), that maps the cardinality of the distribution and the number of draws to the expected number of unique values. Therefore we get \(fanout_1 = buckets(\vee_1, ||R||)\).

#### 3.3.2 Inductive step

Starting from the base case values, we will compute the number of visited nodes in deeper levels of the Elf iteratively. Therefore, let \(i \in \{1, \ldots, k - 1\}\).

**Number of visited nodes.** The number of nodes visited at depth \(i + 1\) is determined as follows. We visited \(visits_i\) nodes in layer \(i\) during our search. \(mono_i\) of these nodes were
monolists, and monolists don’t lead to any further nodes in layer $i + 1$. However, for each of the non-monolist nodes, we visit $\text{fanout}_i$ nodes at depth $i + 1$. Therefore:

$$\text{visits}_{i+1} = (\text{visits}_i - \text{mono}_i) \cdot \text{fanout}_i. \quad (3.1)$$

Number of monolist encounters. On average, $\text{expsize}_i$ tuples below every node at depth $i$ will be distributed into $\text{fanout}_i$ nodes each. For large $\text{expsize}_i$, modelling this process is unproblematic, as the uniform distribution of values simply leads to an equal partitioning of $\frac{\text{expsize}_i}{\text{fanout}_i}$ tuples stored per subnode. However, in deeper levels of the Elf, $\text{expsize}_i$ will rapidly decrease. This increases the probability of a subnode storing just one tuple. In this case, the subnode will be the start of a monolist. We can estimate the statistically expected number of these monolist encounters. The expected number is the solution of: “Given $\text{expsize}_i$ balls are uniformly distributed into $\text{fanout}_i$ urn. Assuming each urn gets at least one ball, how many urns get exactly one ball?” Equation 2.3 answered this combinatorial problem as $\text{monobuckets}(\text{expsize}_i, \text{fanout}_i)$. This expected number of monolists is encountered for every non-monolist node visited at depth $i$. The total expected number of monolist encounters at level $i + 1$ is therefore:

$$\text{mono}_{i+1} = (\text{visits}_i - \text{mono}_i) \cdot \text{monobuckets}(\text{expsize}_i, \text{fanout}_i). \quad (3.3)$$

Number of remaining tuples. We now know that $\text{fanout}_i$ subnodes are below each of the nodes at dimension $i$, and $\text{monobuckets}(\text{fanout}_i, \text{expsize}_i)$ of those are monolists. Therefore, we can now compute the average number of tuples that are stored in each non-monolist node at depth $i + 1$ as follows:

$$\text{expsize}_{i+1} = \frac{\text{expsize}_i - \text{monobuckets}(\text{expsize}_i, \text{fanout}_i)}{\text{fanout}_i - \text{monobuckets}(\text{expsize}_i, \text{fanout}_i)} \quad (3.4)$$

This value differs from the value in Equation 3.2 in that it incorporates the number of monolists: each monolist decreases the number of tuples to be distributed, but also decreases the number of buckets the tuples are distributed into. In essence, seen from the perspective of the non-monolist subnodes, the tuples stored in monolists simply vanish.

Number of subnodes. Finally, for each of the subnodes at depth $i + 1$, the $\text{expsize}_{i+1}$ tuples are stored in an Elf dimension list, grouped by their value of $X_{i+1}$. From the uniformity assumption, it follows that $X_{i+1}$ is uniformly distributed over $\lor_{i+1}$ values. The expected length of these dimension lists is therefore equivalent to the solution of this combinatorical problem: “Given $\lor_{i+1}$ urns containing distinctly colored balls. Now $\text{expsize}_{i+1}$ times, an urn is chosen independently, and one ball is drawn from it. How many different colors of balls are drawn?” Like in the base case, the solution is given by the cardinality estimation function $\text{buckets}$:

$$\text{fanout}_{i+1} = \text{buckets}(\lor_{i+1}, \text{expsize}_{i+1}) \quad (3.5)$$
Algorithm 2: Compute the expected number of visited nodes during Elf search

Input : $||R||, (V_1, \ldots, V_k), (\sigma_1, \ldots, \sigma_k)$
Output: visits$_1$, \ldots, visits$_k$

visits$_1$ ← 1
mono$_1$ ← 0
expsize$_1$ ← $||R||$
fanout$_1$ ← buckets($V_i, ||R||$)

for $i$ from 1 to $k - 1$ do

visits$_{i+1}$ ← $\sigma_i \cdot (\text{visits}_i - \text{mono}_i) \cdot \text{fanout}_i$
mono_per_list ← monobuckets(expsize$_i$, fanout$_i$
mono$_{i+1}$ ← $\sigma_i \cdot (\text{visits}_i - \text{mono}_i) \cdot \text{mono}_\text{per_list}$
expsize$_{i+1}$ ← (expsize$_i - \text{mono}_\text{per_list}) / (\text{fanout}_i - \text{mono}_\text{per_list})$
fanout$_{i+1}$ ← buckets($V_{i+1}, \text{expsize}_{i+1}$)

visits$_{k+1}$ ← (visits$_k - \text{mono}_k) \cdot \text{fanout}_k$

This closes the loop: now we have computed visits$_{i+1}$, and also all the values necessary to compute visits$_{i+2}$. By induction, we can now compute all the visits$_{j}, j = 1, \ldots, k$.

The final addition we will make before presenting the overall algorithm is in the incorporation of the partial selectivities $\sigma_i$. The partial selectivity $\sigma_i$ indicates that an expected number of $\sigma_i \cdot V_i$ attribute values of $X_i$ match the query bounds. Therefore, out of the visits$_{i+1}$ possible visits that could be made from dimension list entries at dimension $i$, only a fraction of $\sigma_i$ of those is actually taken. Consequently, we simply have to scale visits$_{i+1}$ by a factor of $\sigma_i$ to correctly account for the selectivity of the query.

Algorithm 2 shows our method that combines the considerations described in this section into a compact procedure for predicting the number of visited nodes during the Elf search.

### 3.4 Modelling correlations as fractal dimensions

In the previous sections, we described the expected performance of the Elf under the independence assumption, which states that the values in each column do not correlate. This greatly simplified the analysis of the structure of the Elf in deeper dimension.

However, real-world data sets often contain correlations between at least some of the attributes. For example, consider the TPC-H lineitem relation, shown in Table 3.1. Each

| order_id | ... | shipdate   | receiptdate |
|----------|-----|------------|-------------|
| 999      | ... | 1998-01-10 | 1998-01-14  |
| 1000     | ... | 1997-04-09 | 1997-04-21  |
| 1001     | ... | 1994-10-16 | 1994-11-08  |

Table 3.1: An excerpt from the TPC-H lineitem table. The dates in the shipdate and receiptdate columns are always close to each other.
entry in the lineitem table represents an item of a purchase order handled by a retail business. At some point in time, the item is shipped to the customer. The shipping date is stored in the attribute shipdate. Later, the item arrives and the delivery is acknowledged by the customer. The date of the delivery is stored in the attribute receiptdate.

Observe that the values of shipdate and receiptdate are related to each other. For example, it’s impossible that an item is received before it is shipped. It’s also quite unlikely that an item is received more than a couple of weeks after it was shipped. In fact, the TPC-H specification defines receiptdate = shipdate + N, where $N \sim U[1, 21]$.

In cases like these, we say that the values in these columns correlate. Correlations impair the accuracy of our performance model of the Elf. In particular, the problem caused by correlations can be illustrated with a simple example:

Consider Elf_2 for a simplified lineitem relation, containing only shipdate and receiptdate. Assume shipdate is stored at depth 1, with receiptdate below it at depth 2. The correlation between the two columns causes the apparent cardinality of the deeper column within the Elf to shrink. Even though the marginal distribution of each attribute is uniform (and therefore satisfies the uniformity assumption), the $\text{fanout}_2$ value is vastly overestimated.

The reason for this misprediction can be explained as follows. Suppose we observe 1000 distinct values for both shipdate and receiptdate within the table. When building the Elf, we group the tuples by shipdate, creating $\text{fanout}_1 = 1000$ dimension lists on the second level. Now consider the shape of these dimension lists, assuming that the table is sufficiently large. Eventually, every value of receiptdate is predicted to appear in every list. Therefore, Algorithm 2 will estimate $\text{fanout}_2 \approx 1000$.

However, as described above, for any fixed value of shipdate, receiptdate = shipdate + $N$, where $N \sim U[1, 21]$. This means that

$$\text{receiptdate} \sim U\{\text{shipdate}, \text{shipdate} + 21\}.$$  

Therefore, for sufficiently many tuples, $\text{fanout}_2 = 21 \ll 1000$. The error can be made arbitrarily large by further increasing the number of distinct values in the first column.

### 3.4.1 The correlation dimension

In statistical computation, this “cardinality shrinkage” phenomenon is studied as the correlation dimension [19]. The correlation dimension is a type of fractal dimension of a set of points. For a fractal object, a fractal dimension measures the amount of “coverage” of Euclidean space by the object.

As an example of a classic fractal object, consider the Sierpinski triangle, which is shown in Figure 3.3. The Sierpinski triangle is neither one-dimensional (because it has nonzero perimeter) nor two-dimensional (because it has zero area). Other fractals that cover “less” or “more” of the two-dimensional plane have lower or higher fractal dimensions, respectively. In fact, the Sierpinski triangle has a fractal dimension \(^1\) of $\log 3 / \log 2 \approx 1.585$, just between 1 and 2.

\[^1\]This assumes the definition of the box-counting fractal dimension. Other types of fractal dimensions exist, that we will not discuss further.
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Figure 3.3: The Sierpinski triangle after different numbers of iterations. The initial shape is an equilateral triangle. At each iteration, every triangle is replaced by three smaller triangles, with the triangle-shaped middle portion left out. As the number of iterations approaches infinity, the figure tends to infinite perimeter and zero area. Therefore, it is neither a one-dimensional or two-dimensional Euclidean shape.

![Sierpinski Triangle Iterations]

(a) iteration 1  (b) iteration 3  (c) iteration 5

Figure 3.4: Three two-dimensional data sets, each showing a different amount of correlation.

![Data Correlation Types]

(a) no correlation  (b) TPC-H style correlation  (c) deterministic correlation

A similar behaviour can be observed for datasets that exhibit correlations, like the lineitem relation described above [10]. Since the fractal dimension can also be explained through the entropy of the data set, it is also sometimes called the “information dimension” or “intrinsic dimension”. Correlations cause a decrease in information-theoretic entropy – analogously, a correlation “shrinks” the dimensionality of the data set. This effect can drastically impact the performance of multi-dimensional index structures [22]. It is one of the factors causing the curse of dimensionality (see Section 2.4), which leads to performance deteriorations in multi-dimensional index structures.

For the Elf, however, the fractal dimension has a very specific and well-defined impact. In particular, it changes the length of the dimension lists in the correlated dimension that is stored deeper within the Elf. Consider these scenarios, which are illustrated in figure 3.4:

1. No correlation. If correlations are absent, the data points are randomly distributed across the two-dimensional (shipdate,receiptdate) data space. As the number of points approaches infinity, the set of points becomes a two-dimensional plane.
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2. Medium correlation. In the actual TPC-H data, the points always appear in the neighborhood of the trend line, but randomly deviate from it slightly. As the number of points approaches infinity, the set of points forms a “band” around the trend line.

3. Full correlation. If the correlation is absolute, one attribute value implies one specific value in the other attribute. In this case, all data points fall on a line. As the number of points approaches infinity, the set of points becomes this one-dimensional line.

The actual TPC-H correlation exhibits the fractal dimension property; while it does not “flatten” the receiptdate dimension entirely, it significantly reduces the number of unique values encountered.

Note that the loss of dimensionality in the “full correlation” scenario would be directly visible in the corresponding Elf: every value of shipdate has only one corresponding value of receiptdate. Therefore, all dimension lists at depth 2 would only have length 1; the second dimension would “disappear”.

3.4.2 Eliminating the effect of correlations on cardinality

Using the insight from the previous section, we correct the size of the attribute domains to account for this type of correlation, which we call a uniform correlation.

In real-world data sets, we might not know about correlations beforehand. However, methods have been proposed that use statistical measures such as the covariance of the attributes or more sophisticated techniques to automatically find correlations and quantify their strength [31]. Therefore, we assume that correlations are known or computed at Elf build time.

To compensate for the effects of the correlation, we reduce the domain size of the correlated attribute. For example, in the lineitem data set described above, we would simply assume that receiptdate has cardinality 21 instead of 1000. The new corrected cardinality is called then correlated cardinality. The domain is always reduced on the attribute that is ordered deeper within the Elf. Now, we can treat the data set as if no correlations were present to begin with, and we can again use Algorithm 2 to predict the search performance.

3.5 Modelling non-uniform data distributions

Our model, as described thus far, relies on the uniformity assumption. The uniformity assumption states that that attribute values for a given column \( i \) are drawn with equal probability from a discrete uniform distribution \( U\{0, v_i\} \).

Real-world data sets usually do not exhibit this property. Instead, they often follow non-uniform discrete distributions. Therefore, assuming a uniform distribution is dangerous; inevitably, it will lead to errors in the predictions made by the model.

In this section, we describe our histogram-based method to relax the uniformity assumption, instead allowing arbitrary distributions for the data contained in the Elf. We will
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first introduce the theory of our approach, and then show how we incorporate it into our model.

3.5.1 Histogram theory

The use of histograms is a widely used approach to approximate non-uniform data sets in situations where they would otherwise be difficult to handle [32]. A histogram partitions the attribute domain into so-called “buckets”. Each value within the domain is assigned to a unique bucket. Therefore, the histogram also partitions the relation itself. Figure 3.5 shows an example data distribution together with a histogram approximation with 5 buckets. The special case of a single-bucket histogram represents the uniformity assumption.

As the number of buckets tends to infinity, the shape of the histogram converges to the original data distribution.

The main advantage afforded by histograms is that within a bucket, the data distribution is again approximately uniform. The details on how to optimally choose bucket sizes are still a topic of ongoing research. In the following, we will only focus on the simplest and oldest type of histogram, the equi-width histogram. In an equi-width k-histogram, every bucket has the constant width \( n/k \), where \( n \) is the size of the data domain, and \( k \) is the number of buckets.

We will employ the histogram technique to approximate the size of the Elf for a non-uniform data set by instead measuring one sub-Elf for each bucket of the histogram. These sub-Elfs again have approximately uniform distribution, so we can apply our basic model described in Section 3.3. Consider the following example. Assume that the values \( X_1 \) in the first column are distributed as follows:

1. \( 1 \leq X_1 \leq 100 \)
2. \( P(X_1 \leq 50) = 0.75 \)

In fact, the partitioning concept of histograms is very similar to the Elf itself: the Elf is essentially a fine-grained histogram with a unique bucket for each unique prefix key in the data set.

Figure 3.5: Probability density of a normal distribution and a six-bucket histogram approximation
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3. \( P(X_1 = i | X_1 \leq 50) = P(X_1 = j | X_1 > 50) = \text{const.} \)

This means that the data distribution is a piecewise uniform distribution that is “skewed” towards smaller values. Building a 2-histogram in this case is very simple: the Elf is simply split into two halves, one containing the values 1, \ldots, 50, and one containing 51, \ldots, 100.

Now, within each sub-Elf, \( X_1 \) is again uniformly distributed. The final missing piece is now how to merge the sizes of the sub-Elfs back together to obtain the size of the original Elf.

However, due to the design of the Elf, the merging process is very simple: it simply consists of summing the sizes of the sub-Elfs. Searching through Elf node is accomplished by scanning the dimension list, and appropriately recursing into the tree where needed. If the list were to be divided into two parts, each part could be searched independently, without examining the other part. Therefore, we can assume that the total search time is equal to the sum of the search times of the two halves.

This observation is similar to the concept of sub-vector space dimension in algebra: let \( V \) be a vector space and \( U, W \) two sub-vector spaces. Then the *dimension formula for sub-vector spaces* holds:

\[
\dim(U + W) = \dim(U) + \dim(W) - \dim(U \cap W).
\]

In particular, if the sum is direct, i.e. if \( \dim(U \cap W) = 0 \), we arrive at the principle described above. This leads us to the following hypothesis:

**Hypothesis 2** Let \( A, B \subset R \), and let \( f(X) \) be the number of visited nodes while searching through \( X \subset R \). Then

\[
f(A \cup B) \approx f(A) + f(B) - f(A \cap B).
\]

Therefore, if \( A \cap B = \emptyset \), then \( f(A \cup B) \approx f(A) + f(B) \). In particular, if \( R = A \oplus B \), then \( f(R) \approx f(A) + f(B) \).

This hypothesis allows us to predict the visit count for the Elf of a non-uniform data set, by summing the visit counts for a number of sub-Elfs that have approximately uniform distribution.

3.5.2 The histogram algorithm

Using the results from the previous section, we will now extend Algorithm 2 to handle a non-uniform data distribution in the first column of the Elf, i.e. the top-most column. The technique we present here can be applied multiple times to handle non-uniform distributions in more than one column.

Algorithm 3 shows our method that uses the histogram technique to estimate the Elf size. The algorithm is best explained through an example. Therefore, let \( X_1 \sim \text{Bin}(10, 0.5) \), i.e. \( X_1 \) follows a binomial distribution with \( n = 10 \) and \( p = 0.5 \). This means that \( X_1 \in \{0, \ldots, 10\} \), i.e. \( v_1 = 10 \).

First, we compute the probabilities \( \mathbb{P}[X_1 = x] \) for each \( x \in \{0, \ldots, v_1\} \). This is the probability of each unique value occurring in a single row of the relation.

Then, we first partition this list of probabilities into \( b \) histogram buckets of equal width. If \( b = 3 \), the three buckets will contain the probabilities of the values \( \{0, 1, 2, 3\}, \{4, 5, 6, 7\}, \ldots \).
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and \{8, 9, 10\}, respectively. These ranges are produced by the function Chunks, which splits a list of values into \( b \) disjoint lists of values. Each of these sub-lists is contiguous and of approximately equal length.

We iterate over each chunk, which is one of the sub-lists containing the probabilities for an interval of attribute values. We start at the left end of the distribution and iterate to the right.

First, we determine the position of chunk within the normalised \([0; 1]\) query interval. To this end, we keep track of the number seen, which represents the upper bound of the previously visited chunk within the normalised interval. This previous upper bound then becomes the lower bound for the current chunk. For the first bucket, \( \text{seen} = \text{left} = 0 \). The upper bound for the current chunk is computed by adding to the lower bound the length of the chunk, again normalised to \( \vee_1 \), which is the sum of the length of all chunks. Therefore, for the last chunk, \( \text{right} = 1 \). This means that \([\text{left}; \text{right}]\) now represents the position of the bucket within the normalised query interval.

If the query interval and the bucket range do not intersect, i.e. if \( u_1 < \text{left} \), we will never visit the Elf contained in this bucket, and can therefore skip the next step. Otherwise, we compute the attributes of the sub-Elf represented by the current bucket. Instead of the entirety of \( R \), the sub-Elf only contains the attribute values that are contained in the chunk. Therefore, the sub-Elf differs from the original Elf in three important characteristics:

- The total number of tuples is not \( \|R\| \), but \( \alpha \|R\| \), where \( \alpha \) is the fraction of tuples contained within the bucket.
- The domain size of the first column is not \( \vee_1 \), but instead \( \|\text{chunk}\| \), i.e. the width of the bucket.
- Finally, the query interval in the first column is not \([l_1 = 0, u_1]\), but instead the fraction \( \beta \) of coverage of \([\text{left}; \text{right}]\) by \([0, u_1]\).

The adjusted values for these attributes are the parameters for a call to Predict, which represents the prediction for a uniform Elf described previously in Algorithm 2. The sum of the visit counts for the sub-Elf is added to a running total of the visit counts of all sub-Elfs.

Finally, after the size of all chunks is predicted, the sum of visited nodes in each of the sub-Elfs is returned as the prediction for the visit count of the original Elf, per Hypothesis 2.
Algorithm 3: Approximate non-uniform distribution using histogram

**Input**: \( R \) with non-uniform distribution in \( X_1, \dim(R) = k \)
- Cardinalities \( \forall_1, \ldots, \forall_k \)
- Query windows \([0; u_1], [l_2, u_2], \ldots, [l_k; u_k] \); normalised to \([0; 1] \)
- Number of buckets \( b \leq \forall_1 \)

**Output**: \( \sum_i \text{visits}_i \)

\[
\text{sum} \leftarrow 0 : \mathbb{N}_0 \\
\text{seen} \leftarrow 0 : \mathbb{R} \\
\text{probabilities} \leftarrow \left[ \text{foreach } v = 0, \ldots, \forall_1 \text{ take } \mathbb{P}[X_1 = v] \right] \\
\text{for } \text{chunk} \in \text{Chunks(probabilities, } b \text{) do} \\
\quad \left[ \begin{array}{l}
\text{left} \leftarrow \text{seen} \\
\text{right} \leftarrow \text{left} + \frac{\|\text{chunk}\|}{\forall_1} \\
\text{seen} \leftarrow \text{right} \\
\text{if } u_1 > \text{left} \text{ then} \\
\quad \left. \begin{array}{l}
\quad \quad \left/ \alpha: \right. \text{fraction of total tuples contained in the bucket} \\
\quad \quad \left/ \beta: \right. \text{queried fraction of the bucket’s window} \\
\quad \quad \alpha = \sum_{p \in \text{chunk}} p, \quad \beta = \frac{\min(\text{right}, u_1) - \text{left}}{\text{right} - \text{left}} \\
\quad \end{array} \right\} \\
\quad \text{sum} \leftarrow \text{sum} + \text{Predict} \left( \begin{array}{c}
n\text{Tuples: } a\|R\| \\\n\text{domains: } \{\|\text{chunk}\|, \forall_2, \ldots, \forall_k\} \\
\text{selectivities: } \{[0; \beta], [l_2, u_2], \ldots, [l_k; u_k]\} \end{array} \right) \\
\text{return } \text{sum} \\
\right] \\
\]

**Function Chunks(xs: [A], b: int): [[A]] is**
- partition \( \text{xs} \) into \( b \) chunks of approximately equal size
- return the list of chunks
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In this chapter, we describe the results of our evaluation of the Elf cost model described in the previous chapter. To this end, we try to answer the following questions.

1. How closely does the number of visited nodes predict the execution time of the search?

2. How closely does Algorithm 2 predict the number of visited nodes during a search of the Elf?

3. How accurately does Algorithm 3 compute the prediction for a non-uniform data distribution from the combination of several uniform distributions?

4. Is every part of the model relevant? How significantly does the accuracy deteriorate when complex parts of the model are disregarded?

The first question investigates that Hypothesis 1, where we assumed that the execution time is linear to the number of visited nodes, is valid. No predictions are made. Instead, large deviations here for some scenarios indicate the inapplicability of our assumptions for that scenario.

The other questions investigate that our model for predicting the number of visited nodes is accurate. Large deviations indicate systemic errors in our model.

In the remainder of this chapter, we describe our expected results, our experimentation methods and implementation, as well as observations and interpretation.

4.1 Expected results

For uniformly distributed and uncorrelated data sets, we expected the visit count prediction to be exact up to small (i.e. 1% to 2%) errors caused by statistical “fringe” artefacts and rounding errors.

For non-uniform datasets, we expected the accuracy of the predicted visit count to decrease with the amount of “non-uniformity” introduced. Using the histogram technique, we expected the visit count prediction to again increase in accuracy as the number of histogram buckets increased.

With a correlation between two attributes of increasing strength, we expected the actual visit count to deviate from the predicted count. Furthermore, we expected this deviation to be corrected by applying the technique described in Section 3.4.

Finally, we expected the predicted search time to be approximately linear to the total visit count in all cases.
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4.2 Experiment setup

We investigate the accuracy of our performance model in a multi-step process. First, we select a configuration of parameters for the Elf. We then build the Elf using this configuration, and measure the actual visit counts and search response times on the built Elf. At the same time, we use our model to predict these metrics from the configuration parameters. Finally, we compare the predicted and actual metrics using stochastic methods. Figure 4.1 gives an overview of the data flow within our experiment setup, while Table 4.1 explains the used symbols and quantities.

| Scope          | Parameter | Explanation                                      |
|----------------|-----------|--------------------------------------------------|
| Global         | $k$       | Number of dimensions in the data set             |
|                | $\|R\|$   | Number of rows in the data set                   |
|                | $n$       | Number of evaluation queries                     |
|                | $\text{Cov}(X_i, X_j)$ | Covariance between different attributes |
| For each dimension $i$ | $\text{max}_i$ | Source distribution cardinality                  |
|                | $\forall_i$ | Attribute cardinality                            |
|                | $X_i$     | Stochastic distribution of the row values        |
| For each query and dimension $i$ | $[l_i, u_i]$ | Query window, determines $\sigma_i$ |
| Metrics        | $t$       | Measured query batch execution time              |
|                | $\hat{t}$ | Predicted query batch execution time             |
|                | $v$       | Measured visit count                             |
|                | $\hat{v}$ | Predicted visit count                            |

Table 4.1: Overview of the Elf configuration parameters and metrics

4.2.1 Parameter selection

As seen in the table above, a large number of parameters is available that the Elf behaviour depends on. A holistic evaluation of the entire parameter space was therefore considered impossible. Instead, we tried to intelligently sample from the large parameter space to produce a wide range of interesting behaviour in edge cases.

We restricted our evaluation to data sets with a dimensionality of 3–15. This aligns with our definition of multi-dimensional data (in contrast to high-dimensional data), and encompasses important benchmark data sets such as the TPC-H lineitem relation. For robust measurements, query batch execution times are needed that are significantly above the timing noise floor. To achieve this, we chose relation sizes $\|R\|$ ranging from 10 000 to 1 000 000 rows, and used 100 evaluation queries for each query batch.

With fixed bounds for the above parameters, we derived extreme values for the properties of the data set. Larger attribute cardinalities $\forall_i$ quickly lead to very small individual groups, i.e. attribute $i$ resembles a primary key of the relation. This leads to a “shallow” Elf that
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Figure 4.1: Overview of the data flow in our experiment setup. Input parameters are shown circled, while actions are shown in rectangles.

resembles a map from $i$ to individual tuples, not considering the hash map property of the Elf in the first dimension. Therefore, only values $\forall_i \ll \|R\|$ produce meaningful results. Together with the lower bound of $\forall_i = 1$, we can now interpolate between the extremes. For simplicity, we will only introduce correlations explicitly, expressed through the covariance matrix $\text{Cov}$. In the case of no correlations, the resulting attribute cardinalities $\forall_i$ are, for sufficiently large $\|R\|$, equal to the cardinality $\text{max}_i$ of the uniform distributions we sample from.

Finally, the query windows $[l_i, u_i]$, and therefore the partial and total selectivities, are always chosen at random. This emphasizes the fact that arbitrary range queries can be executed on the Elf, even if their execution might be expensive compared to a linear scan. The number of evaluation queries $n$ is chosen between 100–500 to avoid long testing times while avoiding the “noise floor” with too few queries.

4.2.2 Implementation

All tests were performed on an Intel Core i7-3820QM CPU of the “Ivy Bridge” architecture clocked at 2.3 GHz, with $2 \times 8$ GB of DDR3 memory clocked at 1333 MHz, running on a 2012 Apple MacBook Pro under Mac OS X 10.11.1.
def algorithm2(cardR, doms, sel):
    visits = ['X', mpf(1)] + [None]*(len(doms)-2+1)
    mono = ['X', mpf(0)] + [None]*(len(doms)-2)
    avgsize = ['X', mpf(cardR)] + [None]*(len(doms)-2)
    gamma = ['X', buckets(doms[1], cardR)] + [None]*(len(doms)-2)
    for i in range(2, len(doms)+1):
        visits[i] = math.ceil(sel[i-1] * (visits[i-1] - mono[i-1]) * gamma[i-1])
        if i == len(doms):
            break
        mono_per_list = monobuckets(gamma[i-1], avgsize[i-1])
        mono[i] = math.ceil(sel[i-1] * (visits[i-1] - mono[i-1]) * mono_per_list)
        avgsize[i] = (avgsize[i-1] - mono_per_list) / (gamma[i-1] - mono_per_list)
        gamma[i] = buckets(doms[i], avgsize[i])
    return visits

def buckets(n, k):
    return n * (math.pow(n,k) - (n-1)**k) / math.pow(n,k)
def monobuckets(k, n):
    return k * ((k-1)/k)**(n-k)

Listing 1: Python implementation of the basic Elf size prediction (Algorithm 2)

Our implementations of algorithms 2 and 3 are shown in listings 1 and 2, respectively. We implemented the visit prediction model in Python, using the mpmath library [39] for arbitrary-precision arithmetic. This is especially important for the implementation of buckets and monobuckets, since these functions deal with very large intermediate values. For example, when computing Algorithm 2 for a small relation with $\|R\| = 100000$, values around $2^{1660964}$ are encountered. For scale, IEEE 754 double-precision floating-point arithmetic can only represent finite numbers up to $2^{1024}$. The use of the comparatively slow arbitrary-precision arithmetic is not required, but was favoured for clarity and ease of implementation.

4.2.3 Procedure

Our experiment setup aims to mimic the setting of a commercial database system. In particular, we divide the experiment into two phases: a “build” phase and a “search” phase. In the build phase, we first generate a number of Elf configurations and evaluation query batches as described above. We then build the Elf using the configuration, and store it in memory. In the search phase, the queries are executed and the execution time is recorded.

These phases correspond to a background (or “off-line”) index build, and then a phase of on-line query processing. In detail, we perform the following steps:
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```python
def algorithm3(nbuk, doms, sels):
    n = int(doms[1])
x = 0
    seen = 0.0

    for chunk in chunks([prob(n, k, bias) for k in range(0, n)], nbuk):
        left = seen
        right = left + float(len(chunk))/n
        seen = right

        if sels[1] > left:
            alpha = sum(chunk)
            beta = (min(right, sels[1]) - left) / (right-left)

            doms[1] = len(chunk)
            sels[1] = beta
            x += sum(algorithm2(alpha*cardR, doms, sels))

    return x
```

Listing 2: Python implementation of the histogram prediction (Algorithm 3)

**Build phase.** We build a number of examples, each comprising an Elf and a set of evaluation queries. For each example, a data set is generated by sampling the random variable \(X_i\) for each attribute \(i\). We then build the Elf for the data set, and linearise it. The Elf is stored in memory, together with a generated batch of evaluation queries. The parameters for the data set and queries are detailed in the specific result sections below. This process is repeated for each example.

**Search phase.** The first batch of evaluation queries is executed against the first Elf, and the total response time for the batch measured. This process is repeated for each example. The entirety of this process is repeated five times, with the median value becoming the ground truth response time for the example. Repeating the measurement ensures that any transient background CPU activity (i.e. caused by the operating system) does introduce noise. Before repetitions of the same example run \(i\), all other examples are evaluated, to ensure that the CPU cache does not contain parts of the Elf of run \(i\).

4.2.4 Evaluation

After completing the measurements of the actual values, we run our prediction algorithm for the same scenario, using the known partial selectivities and attribute cardinalities. For settings with uniform data distributions, Algorithm 2 is used, while for non-uniform data distributions, Algorithm 3 is used.
As shown in Figure 4.1, the prediction model only has access to the domain sizes and selectivities of the test scenario. This is consistent with the information available in a real-life query planning scenario. Since the prediction is unaware of the number of evaluation queries $n$ in the batch, we expect the actual visit counts to be higher by the constant factor of $n$.

While the predicted and actual visit counts ($\hat{\nu}$ and $\nu$, respectively) can be compared directly, the response time of the query batch is measured in seconds, while the visit count is measured in the number of accessed memory cells. Our hypothesis is that these two quantities vary in a linear fashion. Therefore, we train a linear regression model [28] on the relationship

$$t \approx a\hat{\nu} + b + \epsilon,$$

(4.1)

where $t$ is the response time of the query batch, and $\hat{\nu}$ is the predicted number of visited nodes. The error term $\epsilon$ indicates the influence of impact factors not contained in our cost model, such as caching effects and differences between CPU architectures.

The linear fit results in the optimal coefficients $a$ and $b$, that we use to predict new execution times $\hat{t}$ according to $\hat{t} = a\hat{\nu} + b$. Now we can evaluate the prediction errors $\hat{t} - t$ and $\hat{\nu} - \nu$. We expect $a$ to represent the mean access time for a single visited memory cell, while $b$ represents the constant overhead of the Elf search and measurement, which includes e.g. building the result set.

We measure the accuracy of the predicted visit counts and execution times using a number of stochastic measures:

1. The Coefficient of Determination $R^2$ measures the fraction of variance in the actual values that is explained by the variance in the predicted values. A high $R^2$ value suggests that the prediction is accurate, i.e. it is unlikely that there is a large derivation between the predicted and actual values. We will write $R^2(a \sim b) = c$ to denote that a fraction $c$ of the variance of $a$ is explained by the variance of $b$.

2. The Coefficient of Variation $c_v = \sigma / \mu$, where $\sigma$ and $\mu$ denote the standard deviation and mean of a sample, respectively. $c_v$ provides a relative measurement of the variance of the sample. Generally, we will first show a high $c_v$ to suggest that the sample covers an “interesting” part of the Elf parameter space, where the different parameter values contained in the sample lead to significant changes in the Elf performance. Then, we will show a high $R^2$ value to propose that our model explains a large fraction of this high variance.

3. The mean absolute percentage error (MAPE) measures the relative deviation of the predicted values from the actual values [6]. We assume that the absolute prediction error is linear to the actual search time, since the magnitude of the noise introduced by caching effects should be linear to the number of memory accesses. Therefore, we have chosen a relative error metric.

4. The Error over magnitude distribution visually indicates how the absolute prediction error varies with the magnitude of the prediction. If the resulting plot has a non-linear trend, the predicted and actual values likely do not have a linear relationship.
4.3 Qualitative accuracy

As a first litmus test for the accuracy of our prediction, we varied the cardinality $\nu_1$ of the first dimension, while otherwise choosing a fixed set of parameters. This is the same setup as the one we initially used to motivate our cost model in Section 3.2.1. We also used this setup during development to first gain confidence of the accuracy while constructing the prediction model.

For this experiment, we chose $\sigma_1 = \sigma_3 = \sigma_5 = 0.6$, and $\sigma_2 = \sigma_4 = 1$ to ensure a variety of selectivities while keeping visual clarity of the graphs. Additionally, we chose $\|R\| = 50000$ and $n = 500$ as these values yield a non-shallow Elf and average query batch runtimes of 100 ms to 800 ms.

Figure 4.2 shows the results of this experiment as $\nu_1$ is varied. For visual clarity, in addition to the predicted and actual visit counts in each dimension, we show the “skyline” of the graph, i.e. the maximum value, in the magnified graph above. While not statistically sound, we can observe a visual resemblance between the two graphs, especially considering the position of local extrema.
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4.4 Accuracy under varying selectivities and cardinalities

While useful during the development of the model, a qualitative analysis is obviously not sufficient to confirm the accuracy of our prediction model. Furthermore, the qualitative analysis did not include the predictive power of the visit count towards predicting the execution time. Therefore, we conducted a set of experiments for measuring the quality of different aspects of our prediction model. In particular, we gauge the accuracy of our visit count prediction, and the influence of the visit count on the execution time. In the following sections, we present our observations and results, while we discuss the importance of these results in the following chapter.

The first experiment investigates the accuracy of different parts of performance model on uniform, correlation-free data sets. For the first test, we chose $k = 7$ and $\|R\| = 50000$. These choices are not arbitrary; our early tests indicated that under these conditions, choosing attribute cardinalities between 1 and 1000 leads to both Elfs that are very shallow and Elfs that are fully saturated, i.e. few dimension lists occur before level $k + 1$. Therefore, these choices lead to a wide variance in execution time. We randomised the other parameters for each example as follows:

- Data distributions in each column: $X_i \sim \mathcal{U}(0, v_i)$, where $v_i \sim \mathcal{U}(10, 65000)$, i.e. the cardinalities are randomly selected as well.

- For each of $n = 500$ evaluation queries: $\sigma_i \sim \mathcal{U}(0.2, 1.0)$ to ensure we traverse the entire depth of the Elf for each query. Additionally, window positions are randomised to ensure uniform coverage of $[0, 1]$ by query windows.

- No correlations.

Visit count prediction. Using these parameter values, we observe an $R^2$ value of 0.99, and a MAPE of 5.3%. The actual visit counts exhibit a mean of 17 509 009 and a standard deviation of 12 047 885, leading to a coefficient of variation of 0.60, i.e. the average visit count for an example varies from the mean by 60%. The maximum value is 17 times as large as the minimum value.

The distribution of the prediction errors is shown in Figure 4.3. We observe that the errors are distributed evenly around the value of zero error, with a constant trend line.

Response time prediction. Predicting the response time $\hat{t}$ from the ground truth visit count $v$, we obtain a correlation coefficient of $R^2 = 0.88$. The estimates for the parameters $a$ and $b$ are $1.22 \times 10^{-5}$ ms and 15.3 ms, respectively. The residual values are shown in Figure 4.4, left.

When predicting the response time $\hat{t}$ from the predicted visit count $\hat{v}$, we obtain a slightly higher correlation coefficient of $R^2 = 0.90$. The estimates for the parameters $a$ and $b$ are $6.27 \times 10^{-5}$ ms and 11.4 ms, respectively. The residual values are shown in Figure 4.4, right.
4.5 Accuracy and adequacy under varying dimensionality

One simple cost heuristic for the Elf could be the cardinality and/or selectivity of the first attribute of the Elf, since out of all parameters, we expected these to have the greatest influence on the Elf performance. To compare the accuracy of these simple cost formulas to the accuracy of our model, we tested the accuracy of the predictions for varying dimensionalities of the data set.

We chose to limit our range of dimensions from 3 to 15. This choice can be explained as follows. Three is the minimal number of dimensions that still lead to “interesting” Elfs, since the first attribute contains the unique hash map value, and the last attribute always contains a unique key for each tuple to ensure that we have a well-defined data set. The maximum is motivated by our definition of multi-dimensional (not high-dimensional) data sets, and also through practical reasons: To ensure a wide variety of Elf appearances, we need to increase the number of tuples approximately exponentially with the number of dimensions, since otherwise the Elf is too sparsely populated due to the curse of dimensionality, and contains only monolists that simply increase in size.

Figure 4.3: Residuals for the visit prediction

Figure 4.4: Absolute error of the execution time prediction. Left: $t$ is predicted from the ground truth visit count. Right: $t$ is predicted from the modelled visit count.
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One simple cost heuristic for the Elf could be the cardinality and/or selectivity of the first attribute of the Elf, since out of all parameters, we expected these to have the greatest influence on the Elf performance. To compare the accuracy of these simple cost formulas to the accuracy of our model, we tested the accuracy of the predictions for varying dimensionalities of the data set.

We chose to limit our range of dimensions from 3 to 15. This choice can be explained as follows. Three is the minimal number of dimensions that still lead to “interesting” Elfs, since the first attribute contains the unique hash map value, and the last attribute always contains a unique key for each tuple to ensure that we have a well-defined data set. The maximum is motivated by our definition of multi-dimensional (not high-dimensional) data sets, and also through practical reasons: To ensure a wide variety of Elf appearances, we need to increase the number of tuples approximately exponentially with the number of dimensions, since otherwise the Elf is too sparsely populated due to the curse of dimensionality, and contains only monolists that simply increase in size.
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To ensure a steady increase in Elf size while keeping build times manageable, we chose the heuristic of choosing a number of \( \|R\| := 3600e^{0.37k} \) tuples for dimensionality \( k \). This formula is approximately an exponential fit of \((7, 50000)\) and \((15, 1000000)\). The former point was motivated in the previous section and the latter point is motivated by our tolerance in experiment run time, where the build of a single Elf should not exceed five minutes.

As in the previous experiment, we also randomised all attribute cardinalities within \( \mathcal{U}(10, 65000) \), and all partial selectivities within \( \mathcal{U}(0.2, 0.8) \). We then measured the accuracy of the visit count prediction, the influence of the visit count on the execution time, and the overall accuracy of the time prediction. For comparison, we also predicted the execution time using the naïve assumptions that the time might be linear to either the selectivity or cardinality of the first column. We use the \( R^2 \) value as the metric guiding the accuracy.

Figure 4.5 shows the measured \( R^2 \) values for all prediction scenarios described above. Starting at low dimensionality, all predictions, including the naïve prediction, show accurate results. However, as dimensionality increases, accuracy of the latter drops off. On the other hand, the visit count prediction consistently shows high \( R^2 \) values above 0.95. The accuracy of the overall execution time prediction follows the fraction of execution time that is explained by the actual visit count.

![Figure 4.5: Prediction accuracy for varying dataset dimensionalities](image)

4.6 Accuracy on uniformly correlated data sets

In Section 3.5, we proposed that correlations between different attributes of the Elf cause the apparent cardinality of the deeper attribute to shrink. To evaluate this theory, we generated a data set that exhibits this type of correlation. Due to time constraints, we did not evaluate the effects of other types of correlations.

Our test data sets are constructed so that they exhibit (2) a mean of \( \bar{v}_1 \approx 6681 \) different values in \( X_1 \), and (3) a mean of \( \bar{v}_2 \approx 5410 \) different values in \( X_2 \). However, the values of \( X_2 \) are not distributed uniformly over \([0; 5409] \), but instead are correlated such that
$X_2 \sim X_1 + \mathcal{U}\{0, a\}, a = 21$. Therefore, now $\max_2 = 21 \neq 5410 \approx \lor_2$, in contrast to the previous scenarios, where $\max_i = \lor_i$. Since the prediction is purely based on $\lor_2$, we expect an overprediction of the dimension list lengths unless corrected using our method.

We created a set of 80 examples, each with $n = 500$ evaluation queries and $\lor_1 \sim \mathcal{U}\{1, 10000\}$. While $\sigma_1 \sim \mathcal{U}(0.2, 0.8)$, we always choose $\sigma_2 = 1$, since we assumed that only one of the correlated dimensions is included in the query.

We then predicted the number of visited non-monolist nodes at depth three of the Elf, i.e. the number of interior nodes that remain after the two correlated columns. We compared this prediction to the observed actual count of these visits. The MAPE for different assumptions about the cardinality of $X_2$ is shown in Figure 4.6. The right-most bar shows the accuracy of the prediction that would be made if the correlation is not accounted for; then, the apparent cardinality of $X_2$ would be used. In this case, the MAPE is 121%. On the other hand, the error is much lower when the correct “correlation cardinality” of $a = 21$ is assumed, yielding a MAPE of 5.8%.

![Figure 4.6: Accuracy of the predicted number of non-monolist nodes in a correlated data set, for different assumptions about the cardinality of the correlated column.](image)

### 4.7 Accuracy on non-uniform distributions

Our basic method, as described in Section 3.3 and evaluated above, does not account for non-uniform distributions of the data contained in the Elf. In Section 3.5, we described our approach that predicts the Elf visit count for non-uniform data sets using histograms. In particular, this method relies on Hypothesis 2, where we conjectured that the Elf visit count is approximately the sum of the visit counts of a partition of the Elf.

We expect that, for non-uniform data sets, the histogram method has a significantly lower prediction error than our basic method. In this section, we first demonstrate the validity of the approach based on a small example, and then show how it scales to larger histograms.
4 Results

Bias values for different bias values: 0, 0.5, and 1.

Figure 4.7: Left: Distribution of the data set for different bias values. Right: Residuals of the basic and distribution-adjusted visit predictions.

4.7.1 Simple piecewise uniform distribution

We first investigate the general validity of our approach using a simple synthetic non-uniform data set that should provoke the non-uniformity prediction error. To this end, we generated the Elf for a seven-dimensional data set containing 100,000 tuples. Each value in the first column was generated as follows: (1) with probability 0.5 + bias, sample from \( U\{0, 49\} \), (2) and with probability 0.5 - bias, sample from \( U\{50, 99\} \). Here, bias is a parameter that represents the “skew” of the data set towards the lower values.

The values in the other columns are uniformly distributed over \( U\{0, 15\} \) to obtain a non-degenerate Elf. In each dimension, the 500 test queries were assigned a partial selectivity \( \alpha \) for each query and dimension, where \( \alpha \sim U(0.2, 1) \) to achieve a reasonable total selectivity.

We then measured the number of visited nodes. This number was predicted using two different methods. The control was computed using Algorithm 2, with \( v_1 = 100 \). The adjusted prediction was computed using Algorithm 3, with \( l = 2 \) and the bucket probabilities as described above. In this scenario, we expect the adjusted prediction to completely compensate the bias, since within each individual bucket, the data distribution is exactly uniform.

Figure 4.7 shows the relative prediction error for both models, as functions of bias. For bias = 0, both methods perform similarly. However, as bias increases, we observe the expected decrease in accuracy for the non-adjusted method. In comparison, the relative error of the adjusted method stays at a constant level for all values of bias.

4.7.2 Bucket-approximated binomial distribution

To test the large-scale accuracy of the histogram technique with many buckets, we used a synthetic data set that interpolates between a uniform distribution and a binomial distribution.
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To this end, we generated $\text{Elf}_7$ for a data set of 100,000 tuples. The values in the first column were generated as follows: with probability $\text{skew} \in [0, 1]$, sample from $\text{Bin}(n, 0.5)$, $n = 100$, and with probability $1 - \text{skew}$, sample from $\mathcal{U}(0, 99)$. Therefore, when $\text{skew} = 0$, the data set is entirely uniform, and when $\text{skew} = 1$, it is entirely binomial.

We therefore formulate the probability of a value $k$ appearing in $X_1$ as follows:

$$ P_{\text{correct}} = P[X_1 = k] = (1 - \text{skew}) \cdot \frac{1}{n} + \text{skew} \cdot \binom{n}{k} 0.5^n $$

This probability, which we call $P_{\text{correct}}$, is one of the inputs to Algorithm 3. In order to evaluate the adequacy of the histogram technique, we compare it to itself in a "placebo"-like variant; a variant that surely does not reveal any information about the data distribution at all. As the placebo, we use the assumption $P_{\text{placebo}}$, which states that $X_1$ is in fact entirely uniformly distributed for all values for bias.

Figure 4.8 shows the prediction accuracy for this experiment for both assumptions about the data distribution. For low values of bias (left border), where $X_1$ indeed follows a uniform distribution, both methods show small prediction errors. As bias increases, both methods deteriorate at first. However, the $P_{\text{correct}}$ prediction recovers as the number of buckets increases (towards top), up to a point where the variance of the probability density of $X_1$ is explained through sufficiently many histogram buckets. On the other hand, the results of the $P_{\text{placebo}}$ prediction do not improve; they even deteriorate slightly as the number of histogram buckets increases.

Figure 4.8: Comparison of relative error of $t \sim \hat{v}$ for different distribution assumptions.

(a) $P_{\text{correct}}$ 
(b) $P_{\text{placebo}}$
5 Discussion

In this chapter, we discuss our experimental results that examined the accuracy and adequacy of our cost model. Furthermore, we discuss threats to validity of our results, and describe how we modified our experimental technique to mitigate them.

5.1 Interpretation

In this section, we interpret our experimental results and discuss their impact on the validity of our performance model.

First, the results of our qualitative analysis show a strong visual similarity between the predicted and actual number of visited Elf nodes. In particular, the predicted position and magnitude of local extrema accurately matches the observed performance. To recap Section 3.2.1, we developed our model based on the proposition of two major impact factors:

1. Higher cardinality at the top leads to larger fanout, which leads to larger size.
2. Higher cardinality at the bottom leads to earlier monolists, which leads to lower size.

Therefore, we conclude that these two factors indeed dominate the size and shape of the Elf structure. This finding corroborates the heuristic for selecting a dimension order given by the original Elf authors [34], who suggested moving small-cardinality attributes closer to the top of the Elf.

The results of our statistical analysis show that for uniform data sets between five and twenty dimensions, our model explains around 99% of the variance in visit counts observed. Therefore, we conclude that in this scenario, our model is a very accurate prediction of the Elf size at each level of the tree.

Our linear regression model that predicts the execution from the number of visited nodes explains 88% to 90% of the variance in execution time. While having lower accuracy than the visit count prediction, this accuracy is adequate for parameter tuning scenarios. Especially considering the impact of suboptimal dimension orders of the Elf, where the execution time differs by several orders of magnitude, the accuracy is overwhelmingly sufficient. We explain the lower accuracy through impact factors we disregarded for our model, primarily the length of the dimension lists at each level of the tree. See also the next subsection, where we discuss other possible impact factors.

Accuracy on data sets of varying dimensionality. When varying the dimensionality of the data set, the visit count prediction retains more than 95% of accuracy throughout dimensionalities of 2 to 15. No trend is visible that indicates a deterioration in accuracy as
the dimensionality increases further. However, our results suggest that the visit count loses some of its predictive influence on the execution time as dimensionality increases. Therefore, the execution time is only predicted with at least 80% accuracy. We hypothesize that this effect is caused by the increasing size of the Elf, resulting in non-uniform access costs for the dimension lists in different dimensions. Note that for the dimension experiment, we also used an approximately exponential growth in the data set size to yield saturated Elfs. Likely, the quality of cache alignment locality differs from dimension to dimension, e.g. a memory access in a deeper dimension might be more expensive on average, since nearby memory areas are less likely to have already been visited and put into cache. Possibly, this can be mitigated by explicitly assigning weights to the memory accesses at each depth. However, for our case of multi-dimensional (not high-dimensional) data sets, the deterioration is still acceptable in magnitude.

As would be expected, for low-dimensional data sets, the selectivity and cardinality of the first attribute are also good predictors for the search time. However, their accuracy diminishes quickly as the dimensionality increases, rendering these factors useless. Similar experiments with the parameters for the deeper dimensions led to worse values. This validates the need for a cost model like ours that specifically incorporates the shape of the data structure at each level, instead of just at the top.

Accuracy on correlated data sets. For data sets with uniform correlations, we observe that the correlation impairs the accuracy of the performance prediction, unless corrected. Large errors already emerge in the intermediate visit counts around the correlated columns. On the other hand, we find that if the correlated cardinality is known, and used as the assumed cardinality of the correlated column, the prediction error vanishes. Therefore, we conclude that using the correlated cardinality improves the prediction accuracy. Note that one drawback of our technique is that the partial selectivity in the deeper column must be 1. Using a partial selectivity ≠ 1 in the deeper column leads to non-uniform data sets in the deeper levels. Due to time constraints, our model does not include the combination of a data set that is both correlated and non-uniformly distributed.

Accuracy on non-uniform data sets. For non-uniform data sets without correlations, we observed that the prediction worsens as the data distribution deviates further from a uniform distribution. If more accuracy is needed, data distributions with a coefficient of variation of less than $c_v = \frac{\sigma}{\mu} = \frac{25}{50} = 0.5$ can be efficiently and accurately approximated through a five-bucket histogram. However, the results suggest that the histogram technique itself introduces an inaccuracy of the prediction. This can be seen in the successively worsening accuracy for the $P_{\text{placebo}}$ prediction as the number of buckets increases. Also, we observe that accuracy does not increase monotonically with the number of buckets used. Instead, some bucket counts yield consistently better results, especially the case of $k = 5$ buckets. We presume that this positive effect is a discretisation artefact, which occurs for bucket counts that are divisors of the total width of the attribute domain, which is $\lor_1 = 100$ here. If the bucket count such a divisor, all buckets have exactly the same width, instead of some buckets containing more values than others.
To summarise, we will answer the questions we posed in the beginning of our evaluation (see Chapter 4). We find that for data sets between 6–15 dimensions, the number of visited nodes predicts the execution time with an accuracy of at least 85%. Since we predict the number of visited nodes with an accuracy of over 95%, we predict the execution time with an accuracy of over 80%. In comparison to simple cost formulas, our model shows far superior accuracy. In particular, as the dimensionality of the data set increases, the accuracy of naïve predictions drops rapidly, while our method retains its accuracy.

5.2 Threats to Validity

During the development of our cost model and evaluation technique, we considered a number of threats to validity. In this section, we describe each threat and how we adapted our method to try to mitigate it.

5.2.1 Internal validity

As threats to interval validity, we considered (1) the possibility of interfering errors, (2) random noise from too few samples, (3) cache interference between repetitions of the experiment, (4) the performance impact of our measurement itself, (5) and impact factors that we did not include in our model.

Interfering errors Through the presence of multiple errors in our model, different errors could possibly interfere to cause the appearance of no or low error error. In particular, we considered the combination of an underprediction of the visit count in one of the dimensions and an overprediction of the visit count in another dimension. In this case, even though the model is inaccurate, the sum of visit counts might appear correct. To decrease the likelihood of this threat, we varied as many parameters as possible during the same experiment. Furthermore, we also qualitatively compare the accuracy of the visit count of each dimension individually.

Random sampling noise Timing noise can arise in our experiment setup from several sources. First, the CPU cache might be in differing configurations at the start of each test run. Second, operating system activity might interrupt and pause the search routine, leading to spurious differences in execution time. Finally, a too small number of examples (see Section 4.2.3) can lead to too little variance, which in turn leads to an overstatement of the prediction accuracy of the model. To mitigate these threats, we repeated the search for each experiment five times and chose a number of examples, 80, that is considerably larger than the number of parameters being fit (two: $a$ and $b$) to prevent this overfitting.

Cache poisoning The performance of main-memory index structures can vary heavily due to varying efficiency of the CPU cache. Therefore, care must be taken to reset the cache to a known state after each experiment. To this end, we always separate two repeated executions of the same query batch so they are not back-to-back, but instead have an evaluation of all other examples between them. In this way, even if
the first repetition fills the cache favourably for the query, this cache configuration will be lost at the start of the second repetition, since the other examples trigger the eviction policy of the cache to evict the data of the first example. This means that a well-populated CPU cache from a previous repetition cannot leak into the the next repetition and manipulate results.

**Instrumentation influences** Our run-time instrumentation of the algorithm consisted of “tracking points” that incremented a global visit counter for each visited node, and another counter for the specific dimension that the access occurred in. Furthermore, the search itself never causes memory writes, except for adding result tuples to the result set. Therefore, even though the instrumentation looks somewhat harmless, it arguably has a “structural” performance impact that could cause measurable differences in CPU behaviour, e.g. hardware memory barriers and instruction reordering. However, since the counters are accessed so frequently and they are small in number, we assume that they are stored in the CPU cache and are not written through to main memory. Therefore, incrementing the counters on average only has a small constant performance impact per visited node, which is harmless.

**Unknown impact factors** Finally, our experimental technique is not safe-guarded against impact factors that we did not consider in our cost model. The most important example of such a threat is the presence of non-uniform memory access times during the Elf search. Non-uniform access times invalidate our hypothesis that the cost of accessing a single dimension list entry is constant. Non-uniform access times could be caused by two influences, multiple entries per cache line and memory prefetching; several small dimension lists or monolists could be loaded into a single cache line, and future memory accesses could be predicted and pre-fetched by the CPU. In both cases, access to the later elements appears to be faster than access to the first elements. We argue that this threat does not have major influence, because most dimension lists are short and therefore most dimension list scans are only very small occurrences of sequential memory accesses.

### 5.2.2 External validity

Our main threat to external validity is that our experiment scenario does not represent an accurate environment for the production use of the Elf within a full-fledged database system. In the case of such an inaccuracy, our results would not be applicable to the use of the Elf in this important scenario. We safeguard against this threat by taking measures to achieve *procedural similarity* with an on-line database system. Our main concerns for procedural similarity lie in the careful selection of query sequencing rules and the correct placement of caching barriers, which we will describe below.

Observe that designing an experiment that measures “the speed of an index structure” is non-trivial. First, running only a single query on the structure likely has low signal-to-noise ratio, since the single query is executed rapidly. Also, only running a single query inevitably leads to overfitting of the cost model. Secondly, running the same query repeatedly does improve the signal-to-noise ratio, but instead creates a new threat in
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the face of the CPU cache. After the first few runs, the further runs are likely directly answered by the cache, instead of the scenario that is actually simulated, which is queries that are not known ahead-of-time to the database system. Therefore, we conclude that a reasonable evaluation must always use a batch of queries at once. This conclusion is shared by benchmark designers; the TPC-H benchmark, for example, contains rules for sequencing the queries during test runs, and its metrics are based on the combined performance over all types of queries [52]. In our sequencing rules, the evaluation queries are always evaluated in random order, but deterministic between repeated runs of the same batch.

Concerning caching effects, care must be taken to neither eliminate too many nor too few caching effects. Only desired caching effects should influence the measurements, while undesired effects should be eliminated. One major undesired caching effect would be the locality of reference between the index build phase and the execution phase. In a real-world scenario, the index is usually built well in advance of the actual query execution. Therefore, the cache should not be populated with the results of the build phase at the start of the query phase. We achieve this by first building all examples in-order, and then searching all examples in-order. This means that when an example is first searched, its build is already separated in time from the search by at least one search or build. On the other hand, one desired effect is the effect of “hotness” of parts of the index structure. Different queries that access the same relation might access intersecting parts of the index structure, for example the top level of the Elf. State-of-the art query schedulers even reorder queries to form batches, as they exhibit desirable performance improvements [3, 20]. We mimic this behaviour by executing multiple queries against the same Elf in sequence, without interruptions. This temporal locality, together with the spatial locality of the Elf search algorithm, allows CPU caching to affect the Elf performance within a batch, as it would in a real-world database system.
6 Conclusion

In this work, we developed an improved understanding of the Elf index structure, and gained insights into its performance characteristics. To conclude this thesis, we summarise the main results of our contributions, and describe possibilities for future work.

Comparison to proposed multi-dimensional index structures

We highlighted the importance of range queries with low total selectivity, but high partial selectivities, and how this class of queries is problematic for naïve approaches to multi-dimensional indexing. Based on a literature review of related work on index structures that support range queries, we described how the Elf compares to them and what differentiates it from e.g. other tree-based structures like the R-Tree and the K-D-Tree. Furthermore, we described the adverse effects of the curse of dimensionality and how the Elf is uniquely fit to tackle them. Finally, we discussed the importance of an accurate cost model for improving query processing performance.

Performance model of the Elf size and Query execution time

Motivated by the advantages brought by accurate performance predictions, we developed a cost model for the Elf. First, we developed assumptions about the relationship between (a) the size and shape of the Elf, and (b) the execution time of range queries on the Elf. Through an analysis of the Elf design and search algorithm, we derived a set of equations that governs the shape of the Elf, which we expressed in a set of metrics that we introduced. We provided an algorithm that iteratively computes these metrics.

Analysis of the impact of irregular data distributions

Starting out from our basic performance model of the Elf, we showed how the Elf behaves in situations that cause the performance of other proposed index structures to degenerate. In particular, we described how the Elf is impacted when data distributions are skewed and when different attributes are correlated. Interestingly, in these scenarios, the Elf does not degenerate, but only requires simple and rather intuitive parameter adjustments to compensate for these effects. This makes our cost model much more widely applicable compared to cost models that are only accurate under the independence and uniformity assumptions.

Empirical evidence of model accuracy and adequacy

Finally, we conducted an empirical evaluation using synthetic benchmarks, which showed that the Elf search time is indeed dominated by the factors included in our model. Addition-
ally, we demonstrated how better knowledge about the data distribution can be directly incorporated to improve prediction accuracy, using the techniques we introduced before. In total, our results suggest that for the Elf data structure, the traditional assumptions about the performance of disk-memory index structures still hold: the execution time is closely related to the size of the accessed memory region. The accessed memory region, in turn, is closely related to parameters of the query and data set.

To summarise, we have shown that the Elf data structure is uniquely positioned within the growing field of multi-dimensional main-memory index structures. We highlighted the importance of both efficiently using the resources of modern database systems, and adapting to modern query workloads demanded in large-scale data analytics.

### 6.1 Future work

In this section, we describe two avenues of future work. First, we propose extensions to our cost model that could widen the range of explained parameter influences. Finally, we propose a variant of the Elf structure itself.

**Automatic discovery and quantification of correlations.** Our model only handles uniform correlations, but not arbitrary types of correlations. Additionally, correlations have to be manually considered when collecting the prediction parameters. However, automatic discovery and strength measurement techniques have been proposed to identify correlations. These techniques could be incorporated to automate the cardinality correction for the Elf.

**Simplication of the cost formula.** Our performance model represents a cost formula for the Elf. However, for simplicity, we only give a multi-step algorithm to compute the cost. Presumably, the set of equations that govern this algorithm could be simplified, to yield a more compact rendition of the Elf performance. Especially the matrix of differentials \( \frac{\partial \text{visits}_i}{\partial \square_j} \) for \( \square \in \{\lor, \land\} \) could provide interesting insight into the relative importance of the parameters on the search performance. A sufficiently simple form of the cost formula could even allow automated numerical optimisation of the Elf cost for the discovery of preferred Elf configurations.

**Explicit incorporation of caching effects.** In the first levels of the Elf, a larger fraction of dimension lists is accessed, compared to the deeper levels of the Elf. Due to the memory layout of the Elf and the in-order traversal, this means that in the first levels of the Elf, the memory accesses have a closer resemblance to a sequential scan than the memory accesses in deeper levels. Therefore, for very large numbers of dimensions, it is possible that the average time for visiting a node near the top of the Elf is shorter than the average time for visiting a node near the bottom. Consequently, not all visit counts would be expected to have uniform access time. Therefore, the total execution time would not be linear to the total number of visits; instead, the visits for some of the levels of the Elf would have to be weighed differently from others.
Modelling the hash map property of the Elf. In our analysis, we have disregarded the unique property of the first level of the Elf, which can be stored in an optimised way, since every attribute value is present. In Section 2.5.3, we described that this hash map is a unique kind of dimension list which can be scanned with zero cost. Therefore, the hash map could simply be treated as a list of smaller sub-Elfs, whose search time can again be predicted using our model. For our model, we disregarded the hash map and simply always treated it as an attribute with a cardinality of one.

Predicting from query bounds instead of selectivities. Our prediction model does not use the actual query bounds, but rather the partial selectivities, to predict the fraction of data requested by the query. One possible problem here stems from the discretisation of the partial selectivity to the number of visited dimension list entries. If a dimension list has two entries, and the query has a partial selectivity of 0.5, we expect one entry of the dimension list to be visited; however, we are not confident that the second entry is not visited as well. This does not impair the accuracy of the prediction, but rather the robustness as the selectivity estimate varies. Therefore, predicting from the query bounds instead of the partial selectivity could lead to increased robustness.

Elf as a framework for multi-dimensional index structures. Finally, we note an interesting observation made during our studies of the Elf. While in its original form, a dimension list is simply an array of values and pointers in memory, any type of map from values to pointers could conceivably be used in place of the array. This train of thought leads to a new role of the Elf as a composition scheme for building a multi-dimensional index structure out of single-dimensional index structures. For example, to mitigate the worsened performance of large dimension list, a search tree structure like the B+-Tree could again be used to improve performance.
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