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Abstract

The Galactic Center GeV excess (GCE) has garnered great interest as a possible signal of either dark matter annihilation or some novel astrophysical phenomenon, such as a new population of gamma-ray emitting pulsars. In a companion paper, we showed that in a 10◦ radius region of interest (ROI) surrounding the Galactic Center, apparent evidence for GCE point sources (PSs) from non-Poissonian template fitting (NPTF) is actually an artifact of unmodeled north-south asymmetry of the GCE. In this work, we develop a simplified analytic description of how signal mismodeling can drive an apparent preference for a PS population, and demonstrate how the behavior pointed out in the companion paper also appears in simpler simulated datasets that contain no PS signals at all. We explore the generality of this behavior in the real gamma-ray data, and discuss the implications for past and future studies using NPTF techniques. While the drop in PS preference once north-south asymmetry is included is not ubiquitous in larger ROIs, we show that any overly-rigid signal model is expected to yield a spurious PS signal that can appear very convincing: as well as apparent significance comparable to what one would expect from a true PS population, the signal can exhibit stability against a range of variations in the analysis, and a source count function that is very consistent with previous apparent NPTF-based detections of a GCE PS population. This contrasts with previously-studied forms of systematic mismodeling which are unlikely to mimic a PS population in the same way. In the light of this observation, and its explicit realization in the region where the GCE is brightest, we argue that a dominantly smooth origin for the GCE is not in tension with existing NPTF analyses.
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I. INTRODUCTION

The *Fermi* Gamma-Ray Space Telescope has detected a robust gamma-ray excess surrounding the Galactic Center (GC) [5–8]. This Galactic Center Excess (GCE) is peaked at energies $\sim 1–3$ GeV, and extends out to $10^\circ$ from the Galactic Center [9]. A number of studies have found that its morphology is broadly consistent with a signal of dark matter (DM) annihilation [10–12], being approximately spherically symmetric around the GC (with axis ratios within 20% of unity), and scaling as $r^{-2\gamma} - \gamma \sim 1.1 - 1.4$ [13, 14]. More recent analyses have shown that, depending on the diffuse gamma-ray background model and region over which the fit is performed, the GCE morphology can be more consistent with tracing stellar mass in the Galactic bulge and nuclear stellar cluster [15–17]. In either case, the GCE could potentially be explained by a new population of millisecond pulsars (MSPs) [18–27].

The GCE was first discovered using template fitting methods [5], which build up a model for the gamma-ray sky as a linear combination of spatial “templates” for distinct physical contributions to the gamma-ray emission. Gamma-ray source templates can have Poissonian statistics (i.e. a DM signal, or backgrounds from cosmic-ray interactions with the gas and starlight, or contributions from known point sources (PSs); in all cases the template is fully characterized by the expected emission in each pixel, and only its overall normalization is floated), or non-Poissonian (i.e., characterizing populations of astrophysical point-sources (PSs), such as pulsars, when their individual positions are unknown). We will loosely refer to these two cases as “smooth” and “point-like” / “PS” contributions, although templates with Poissonian statistics can still have sharp variations in the expected flux from pixel to pixel. To distinguish smooth and PS contributions with identical spatial morphologies, the template fitting method has been extended to include non-Poissonian template fitting (NPTF) [1], which exploits the differences in photon statistics between the two cases [28, 29].

In 2015, two papers claimed strong statistical evidence for the presence of unresolved gamma-ray PSs (with angular extension below the resolution of the detector) in the Inner Galaxy, using NPTF methods [1] and a complementary technique employing wavelets [30], and inferred that the GCE was dominantly comprised of PSs. More recently, two independent studies have demanded reconsideration of both the wavelet [31] and NPTF [2] results. This article will focus on the NPTF-based evidence; let us briefly discuss the status of the wavelet argument.

The evidence for GCE PSs from wavelet methods, as presented in Ref. [30], consisted of a detection of numerous wavelet peaks which did not appear to be associated with the thick disk of the Milky Way, and whose rate appeared consistent with explaining the bulk of the GCE under the assumption of a rather typical luminosity function for the PSs ($dN/dL \propto L^{-1.5}$ up to a cutoff, where $L$ indicates the source luminosity and $N$ the number of sources). However, a recent re-analysis [31] has demonstrated that these wavelet peaks appear to almost entirely correspond to PSs in the recently released 4FGL *Fermi*-LAT source catalog [32], and that a significant fraction of these sources cannot be
part of the GCE. The remaining sources cannot contribute more than a small fraction of the GCE flux, and masking out all the 4FGL sources does not appear to measurably affect the intensity of the GCE [31]. Thus while the methods of Ref. [30] appear to have successfully detected a number of PSs or candidate PSs several years earlier than the official catalog, Ref. [31] highlights that the presence of additional PSs is expected in the region of the sky where the GCE is found, and their existence does not guarantee they are contributing to the GCE. Indeed, in a similar vein to Ref. [31], an earlier study [33] using a previous PS catalog (2FIG) [34] found that a number of newly detected pulsar-like sources in the inner Galaxy did not contribute significant flux to the GCE, in that masking them out did not affect the GCE signal.

The NPTF approach explicitly seeks to separate PSs in the inner Galaxy into different physical contributions, from the Galactic disk, extragalactic isotropic PSs, and the GCE itself. In this sense it is less prone than the wavelet analysis to misinterpretation based on the detection of PSs that are real but not associated with the GCE; however, possible systematics from errors in the spatial templates have always been a concern [1]. Our companion paper [4] argues that in a 10° radius region of interest (ROI) around the Galactic Center, there is apparent strong evidence for GCE PSs, but this evidence is spurious, with the data being better explained by a smooth GCE with a pronounced north-south asymmetry.

In this article, we aim to place this result in the context of previous studies of possible systematic effects in NPTF analyses, and then to build up an understanding of how an unmodeled asymmetry can drive a convincing-looking but spurious PS detection, using analytic estimates and simplified simulations. We will then explore the degree to which the mechanism we have identified persists under variations of the analysis, and discuss the implications for previous and future NPTF studies. We begin in Section II by summarizing our data selection, priors, template choices, and regions of interest, and then discuss key aspects of previous NPTF analyses in Section III. In Section IV we provide a simple analytic description of the NPTF, in the limit where the likelihoods can be approximated as Gaussian, and use this to understand how an overly-rigid signal template for a smooth population can drive a preference for PSs. In Section V we validate the analytic description by considering simulations of scenarios where a north-south asymmetric smooth component is incorrectly modeled as symmetric, and no PSs are simulated at all; this is a simpler version of the realistic NPTF analysis where the fit contains templates for Galactic and extragalactic PS populations. Having understood how asymmetry can drive a spurious PS preference, in Section VI we explore how much our results change under variations to the Galactic diffuse emission model, the cuts on the photon dataset, the prior on the SCF, the ROI, and the particular asymmetry under study. In Section VII we compare the SCFs preferred by the various analyses and discuss the implications of our results for current and future NPTF analyses, before presenting our conclusions in Section VIII.
II. METHODOLOGY AND DATA SELECTION

A. NPTF Implementation

To employ the NPTF method, we use the NPTF package NPTFit [35], interfaced with the Bayesian interference tool MultiNest [36]. The total number of live points for all MultiNest runs is \( n_{\text{live}} = 500 \) unless specified otherwise.

B. Fermi Data Selection

We use the Pass 8 Fermi data, in the energy range 2 – 20 GeV and collected over 573 weeks, from August 4th 2008 to June 19th 2019. We employ only events from the UltracleanVeto (1024) class, which has the most stringent cosmic-ray rejection cuts. This is further restricted to the top three quartiles of events graded by angular reconstruction (PSF1–PSF3), with quality cuts \( \text{DATA}_\text{QUAL}==1 \&\& \text{LAT}_\text{CONFIG}==1 \). The maximum zenith angle is 90°.

C. Simulated Data

Simulated contributions from Poissonian templates are generated by taking a random Poisson draw in Python of the product of the template and a predetermined normalization. Mock data for PS populations are generated using NPTFit-Sim [37]. When creating simulated data, we first perform a fit on the real data using templates as defined in the relevant section. We then calculate the medians of the posterior distributions for the various model parameters, and simulate data based on those parameter values.

Table I describes the parameters used in simulations throughout this work, taken from the posterior medians in the fit to the real data when the smooth GCE template is broken into independently-floated northern and southern components, and no template for GCE PSs is included.

To facilitate direct comparison with Ref. [4], we define a “baseline mock dataset”, which is based on the simulated realization shown in Fig. 3 of Ref. [4].

D. Template Modeling

Our model of the gamma-ray sky includes Poissonian templates for the Galactic diffuse emission, isotropic emission (“Iso”), emission in the Fermi Bubbles (“Bub”), and the GCE (“GCE Smooth”), and non-Poissonian templates for PSs tracing the Galactic disk (“Disk PS”), isotropic emission (“Iso PS”), and the GCE (“GCE PS”). These are the same templates defined in Ref. [2] (up to a factor of the difference in exposure between the datasets), although the templates we label as “GCE Smooth” and “GCE PS” are labeled
| Parameter                      | Simulation Value (using p6v11) | Simulation Value (using Model A) |
|-------------------------------|--------------------------------|---------------------------------|
| \( \log_{10} A_{\text{iso}} \) | -1.49                          | 0.21                            |
| \( \log_{10} A_{\text{dif}} \) | 1.15                           | -                               |
| \( \log_{10} A_{\text{ics}} \) | -                              | 0.56                            |
| \( \log_{10} A_{\text{pibrem}} \) | -                              | 0.98                            |
| \( \log_{10} A_{\text{hub}} \) | -1.20                          | -0.73                           |
| \( \log_{10} A_{\text{north GCE}} \) | 0.67                          | 0.60                            |
| \( \log_{10} A_{\text{south GCE}} \) | 0.34                          | 0.44                            |
| \( \log_{10} A_{\text{PS disk}} \) | -1.53                          | -0.92                           |
| \( S_{\text{b disk}} \) | 12.95                          | 6.83                            |
| \( r_{1\text{ disk}} \) | 2.55                           | 2.50                            |
| \( r_{2\text{ disk}} \) | -1.18                          | -0.37                           |
| \( \log_{10} A_{\text{PS iso}} \) | -4.63                          | -4.66                           |
| \( S_{\text{b iso}} \) | 31.06                          | 30.18                           |
| \( n_{1\text{ iso}} \) | 3.60                           | 3.67                            |
| \( n_{2\text{ iso}} \) | -0.52                          | -0.60                           |

Table I. Parameter values used to generate the simulated data from Poissonian and non-Poissonian templates for the case where the smooth GCE template is broken into northern and southern components which are floated independently (normalizations controlled by \( A_{\text{GCE}}^{\text{north}, \text{south}} \)), and no GCE PS template is included in the simulation. These values are taken from the posterior medians in the corresponding fit to real data.

respectively as “NFW DM” and “NFW PS” in that work. “NFW” stands for Navarro-Frenk-White [38], a commonly-employed prescription for the DM density profile; we use a generalized NFW profile with inner slope 1.25, which has previously been found to be a good description of the GCE. For GCE PSs, the assumed PS distribution is technically NFW\(^2\), to match the morphology of an annihilating DM signal.

For the diffuse model, we use the \textit{Fermi} p6v11 diffuse model as a baseline (to facilitate comparison with earlier NPTF analyses that found evidence for GCE-correlated PSs), and check results with the GALPROP-based [39] Galactic diffuse emission models denoted
### Prior Ranges

| Parameter          | Fermi p6v11 diffuse model | Models A, F |
|--------------------|---------------------------|-------------|
| $\log_{10} A_{\text{iso}}$ | $[-3, 1]$                | $[-3, 1]$   |
| $\log_{10} A_{\text{dif}}$ | $[0, 2]$                | $-$         |
| $\log_{10} A_{\text{north}}^\text{GCE}$ | $[-3, 1]$                | $[-3, 1]$   |
| $\log_{10} A_{\text{south}}^\text{GCE}$ | $[-3, 1]$                | $[-3, 1]$   |
| $\log_{10} A_{\text{GCE}}$ | $[-3, 1]$                | $[-3, 1]$   |
| $\log_{10} A_{\text{ics}}$ | $-$                     | $[-2, 2]$   |
| $\log_{10} A_{\text{pibrem}}$ | $-$                     | $[-2, 2]$   |
| $\log_{10} A_{\text{ bub}}$ | $[-3, 1]$                | $[-3, 1]$   |
| $\log_{10} A_{\text{PS}}$ | $[-6, 1]$                | $[-6, 1]$   |
| $S_b^{\text{PS}}$ | $[0.05, 80]$             | $[0.05, 80]$ |
| $n_1^{\text{PS}}$ | $[2.05, 5]$              | $[2.05, 5]$ |
| $n_2^{\text{PS}}$ | $[-3, 1.95]$             | $[-3, 1.95]$ |

Table II. Parameters and associated prior ranges used in all analyses unless explicitly stated otherwise in the text. If the GCE Smooth normalization is allowed to go negative, the prior range used is $A_{\text{GCE}} = [-9, 9]$.

Model A and Model F in Ref. [11]. We do not employ the more recent Fermi Pass 7 and Pass 8 diffuse models because choices were made in their construction that render them unsuited for studies of extended diffuse emission (see [2] for further discussion). When testing the spatial morphology of various components, templates may be broken into sub-regions, as described below. For all non-Poissonian templates, we assume a broken power-law form for the SCF.

Table II details the priors used in our analyses. Unless specified otherwise, all components are restricted to have non-negative fluxes. The SCF for non-Poissonian templates is parameterized as $dN/dF = A(F/F_b)^{-n_2}$ for $F < F_b$, $dN/dF = A(F/F_b)^{-n_1}$ for $F \geq F_b$. By convention we state our prior on $F_b$ in terms of the average counts at the break; the conversion factor from $F_b$ to the average counts $S_b$ is the average exposure in the ROI ($2.79 \times 10^{11}$ cm$^2$ s in our default dataset). $A$ is the normalization of the relevant template.
E. Bayes Factors (BFs)

When testing for the presence of PSs, we compare the best fits with and without the GCE PS template; the BF between two fits with and without GCE PS thus describes the strength of evidence in favor of NFW-distributed (GCE) PSs. A BF is the ratio of Bayesian evidences for two models, and hence can be understood as the ratio of probabilities for the models, given the data. For example, a BF of 100 can be broadly compared to a 99% confidence limit; assuming a Gaussian distribution, this would correspond to $\sim 2.6\sigma$. A BF of 1 means no model is favored over the other, and a BF of less than one means the preference has swapped to the other model under study.

F. Regions of Interest

We will consider three different regions of interest (ROI):
1. A 10° radius circle of the Galactic Center, excluding the band with $|b| < 2^\circ$ along the Galactic plane. This is the same as our companion paper Ref. [4].

2. A 30° radius circle of the Galactic Center, excluding the band with $|b| < 2^\circ$ along the Galactic plane. This is the same as previous NPTF studies [1–3].

3. A 40 by 40 square, with $|b| < 2^\circ$ masked along the Galactic plane. This facilitates comparison with Ref. [11].

As previous studies have found the GCE extends out to at least 10° from the Galactic Center [10], the 10° radius is a well-motivated choice. At the same time, there is reason to think that systematic effects from the mis-modeling of the Galactic diffuse emission are likely to be less severe in smaller ROIs [10, 40, 41]. Nonetheless, we will investigate the effects of mismodeling in larger ROIs.

III. SUMMARY OF SELECTED NPTF ANALYSES OF THE GCE

To place the rest of this paper in context, we now briefly summarize relevant analyses performed in previous NPTF studies of the GCE, and the inferences drawn from those studies regarding the likely effect of systematic uncertainties on a GCE PS detection.

A. Summary of Relevant Results from Lee et al (2016) (Ref. [1])

The NPTF-based evidence for a GCE-correlated PS population, presented by Ref. [1], used Fermi Pass 7 data and the top half of events according to a cut designed to select events with good angular resolution, in a 30° radius region of interest (ROI), and employed the Fermi p6v11 model for the Galactic diffuse gamma-ray emission. The authors of that
work noted the possibility for systematic errors in the templates to affect their results, and consequently they also tested a range of other diffuse models, including Model A and Model F. They found a strong and generic preference for a GCE PS population, with a Bayes factor (BF) in favor of PSs ranging from $10^6 - 10^9$ across the various diffuse models; in the same analysis the use of the $p6v11$ diffuse model led to a BF of $10^7$. In all analyses, the posterior probability distribution for the flux associated with the different templates consistently assigned the flux of the GCE to the PS population.

Another potentially important output of the analysis of Ref. [1] was the posterior probability distribution for the source count function (SCF), the number of inferred PSs as a function of their flux (denoted $dN/dF$, where $F$ is the photon flux in the energy band of interest). The SCF was modeled as a broken power law, and was consistently found to have a rather peaked shape, with the photon flux being dominated by sources near the break in $dN/dF$. However, the position of the break could differ by a factor of $\sim 2 - 3$ between analyses using different diffuse models. (It is perhaps worth noting that in the analysis of alternate diffuse models, while the 3FGL sources were masked, no models were included for the faint counterparts of known source populations, and so the GCE might have picked up unrelated unresolved sources; it is possible that including other PS populations would produce wider variation in the GCE population inferred with different diffuse models.)

Furthermore, Ref. [1] tested the effect of simulating the data with an alternate diffuse model, and then fitting with $p6v11$; they found that within the range of diffuse models tested, the GCE PS population was always successfully recovered with a BF comparable to real data, and that when a smooth GCE was simulated, the BF in preference of PSs was not more than $O(10)$. When the GCE was part smooth and part PSs, the simulations could not reliably reconstruct the SCF, but the BF in preference of PSs was substantially lower than when the GCE was entirely PSs.

That work also tested a range of other systematics which are less relevant to our present analysis and which we will not detail here. Putting all this together, tentative conclusions from Ref. [1] included:

- Within the range of diffuse models tested, the differences between models were not sufficient to produce a spurious high-significance detection of GCE PSs.

- The SCF should not be trusted well below the break in the power law, especially in cases where it was suspected there might be both a smooth and PS-like component.

- The BF in favor of PSs was relatively stable under variations of the “true” background model, and could potentially be used to accurately exclude scenarios where the GCE had a significant smooth component.
B. Summary of Relevant Results from Leane et al (2019) (Ref. [2])

More recently [2], we demonstrated that large DM signals (several times greater than the GCE) injected into the real data were misattributed to PSs using the NPTF pipeline described in Ref. [1] and implemented as publicly-available code in Ref. [35]. The pipeline worked well on simulated data, implying that the origin of the misattribution was a systematic mismatch between one or more of the spatial templates and the real gamma-ray data they were meant to describe (and not, for example, a bug in the code or breakdown of the statistical method). The misattribution we observed can also be understood as the DM template preferring a large unphysical negative coefficient in the original gamma-ray data; until a large enough DM signal is added to overcome this negative coefficient, the best-fit coefficient for the DM signal will not rise above zero.

Whatever systematic effect was responsible for the misattribution of injected signals, it seemed plausible that if a DM signal were in fact powering the GCE (in whole or in part), it could potentially have been misidentified as originating from PSs due to the same systematic. Furthermore, changing the prior on the smooth GCE component (to allow it to run negative) or injecting a smooth GCE-like signal modified the bright end of the SCF, not only the faint end, suggesting that correcting this mismodeling could potentially affect the SCF beyond just the faint sources. We also showed in real data that the severity of the problem – e.g. parameterized by the degree to which the DM template coefficient preferred to run negative – varied between different choices of modeling for the diffuse gamma-ray background, suggesting that errors in the diffuse model could contribute significantly to this behavior [2].

Using simulated data, we provided a proof-of-principle example of one way that this behavior could arise, as a consequence of additional unresolved PS populations that are not well-modeled by the chosen spatial templates. We showed that such an unmodeled source population could cause a high-significance spurious detection of GCE PSs, although the proof-of-principle example did not correspond to a real detection of a new PS population in the data, and it was not clear if a similar example could be found that would match all aspects of the apparent GCE PS detection. This proof-of-principle example also involved positing a new population of PSs with a SCF comparable to the SCF extracted for GCE PSs in the real data; thus it was still unclear if the bright end of the SCF observed in real data could be reproduced without actually positing a new PS population with fluxes in the relevant range.

C. Summary of Relevant Results from Chang et al (2019) (Ref. [3])

Even more recently, the degree to which biases in the NPTF method could result in a misattribution of the GCE to PSs was explored [3] using simulated data. That work argued that the bright end of the SCF was likely to be more robust to errors than the faint end, and that inherent biases in the NPTF pipeline and errors in the diffuse background
models – while present – were unlikely to provide strong evidence for a population of bright GCE PSs where none exist. However, the simulations in question did not quantitatively reproduce the behavior observed in real data in Ref. [2], and left open the question of whether systematics capable of reproducing the results of Ref. [2] would have the same inability to generate a preference for a spurious source population with the observed SCF (see Appendix A for further discussion).

D. Summary of Relevant Results from Leane et al (2020) (Ref. [4])

In the light of these previous results, the new contribution of our companion paper [4] is to present for the first time an explicit example, realized in the Fermi data, of a form of mismodeling that gives rise to a spurious high-significance detection of GCE PSs with a SCF consistent with fits to the real data. Specifically, the companion paper demonstrates that in a 10° radius ROI surrounding the Galactic Center, allowing for north-south asymmetry in the GCE removes a previously strong apparent preference for a GCE PS population, and furthermore that this behavior can be understood in detail using simulated data containing no GCE PSs. In contrast to previously studied forms of mismodeling/bias (which may also plausibly exist in real analyses), we have shown that:

- The entire SCF is affected, not only the faint end, even though no GCE PSs are simulated.
- The BF for spurious GCE PSs can be very large, greater than or equal to that expected if the spurious PS population were genuine.

To our knowledge, this is the first demonstration of an explicit mechanism for producing such a convincing but spurious signal, where accounting for the systematic removes the preference for GCE PSs in an analysis of real data. We also found for the first time a marked north-south asymmetry for the GCE in real data. However, in this work we will show that it is unclear at this stage if the asymmetry is also an artifact of mismodeling, as it does not appear consistently across all ROIs and Galactic diffuse emission models.

IV. POINT SOURCES AS A PROXY FOR HIGHER VARIANCE

Let us first develop an understanding of how a mismodeling of a signal (or background) template can lead to spurious evidence for PSs. For this purpose, it is helpful to work in the limit of a large number of counts and sources, where we can approximate all Poisson distributions as Gaussian distributions with mean equal to their variance. This approximation will not be universally valid for the signals we are interested in, but it suffices to provide a simple and analytically tractable picture of the problems that can arise due to mismodeling.
A. Probability Distribution for Counts from an Unresolved Source Population

Consider the probability to obtain $N$ photons from a source population, in the case where the expected number of sources is $n_0$, and the expected number of counts per source is $s$. Suppose first that the number of sources $n$ is fixed, while the number of counts per source is drawn from a Poisson distribution with mean $s$. Since the sum of variables drawn from Poisson distributions also follows a Poisson distribution, which can be approximated by a Gaussian for $ns \gg 1$, the total number of photons from the source population approximately follows the distribution:

$$P(N|\{n,s\}) = \frac{1}{\sqrt{2\pi ns}} e^{-\frac{(ns-N)^2}{2ns}}.$$  

(1)

Now to obtain the probability of obtaining $N$ photons given that the number of sources is Poisson-distributed with mean $n_0$, this distribution needs to be convolved with $P(n|n_0)$, i.e. the probability of drawing exactly $n$ sources when we expect $n_0$. We can approximate this probability distribution by a Gaussian with expectation value and variance equal to $n_0$. Thus we obtain:

$$P(N|\{n_0,s\}) = \int dn P(N|\{n,s\}) P(n|n_0)$$

$$\approx \int dn \frac{1}{\sqrt{2\pi N}} e^{-\frac{(ns-N)^2}{2N}} \frac{1}{\sqrt{2\pi n_0}} e^{-\frac{(n_0-n)^2}{2n_0}}.$$  

(2)

This expression can be simplified by the further approximation that $ns \approx N$ in regions where the integrand is large, and so we can approximately replace $ns \rightarrow N$ in the variance and normalization prefactor for $P(N|\{n,s\})$. With this replacement the integral can be done analytically, yielding:

$$P(N|\{n_0,s\}) \approx \frac{1}{\sqrt{2\pi(N + n_0 s^2)}} e^{-\frac{(N-n_0 s)^2}{2(N+n_0 s s^2)}}$$

$$\approx \frac{1}{\sqrt{2\pi n_0 s(1+s)}} e^{-\frac{(N-n_0 s)^2}{2n_0 s(1+s)}}.$$  

(3)

where the second approximation holds for $N \approx n_0 s$, i.e. where the total number of photons is not too far from its expected value, so that the variance in the model can be approximated by the variance expected from the data. We see that the resulting distribution is Gaussian, with mean $\langle N \rangle = n_0 s$ as expected, and variance $n_0 s(1+s)$ – that is, compared to a Poisson distribution which has equal mean and variance, the variance is inflated by a factor of $1+s$. We see that in the limit of $s \ll 1$, so that the sources are all very faint, we recover the usual (Gaussian approximation to the) Poisson distribution. Within these approximations, the characteristic feature of a source population is an inflated pixel-to-pixel variance, with the factor of inflation relative to the expectation value.
being 1 + s, where s is the expected number of photons per source. Of course, when the number of sources/pixel or photons/pixel is small, the large-number approximation will break down, and the probability distribution can have a more complicated non-Gaussian form.

We have so far assumed that the SCF is a delta function, with all sources having the same expected flux \( s \). We can treat the case with a broader SCF as the sum of several source populations with different values of \( s \). Summing variables drawn from Gaussian distributions, both the means and variances simply add; thus if a given population with counts/source \( s_i \) contributes an expected \( n_{0,i} \) sources, its contribution to the mean will be \( n_{0,i} s_i \), and to the variance \( n_{0,i} s_i (1 + s_i) \). Taking the continuum limit, and expressing the SCF as \( f(s) = dn_0/ds \), we can write the expected number of photons as

\[
\int ds s f(s),
\]

and the variance as

\[
\int ds s (1 + s) f(s).
\]

If the signal model also contains a smooth Poissonian component with an expected number of counts \( s_0 \), the contribution to both the mean and variance will be \( s_0 \).

B. Effects of a Mismatch in Total Count Number on Inferred Variance

Now suppose we have a signal that is drawn (in each pixel) from a Gaussian probability distribution with expectation value \( X \) and variance \( \sigma \). Suppose we try to fit an ensemble of such pixels with a model governed by a Gaussian distribution with mean \( Y \) and variance \( \tau \). For a single pixel, where the draw from the true distribution has yielded a value of \( x \) for the number of counts, the likelihood (probability of drawing \( x \) given the model) is then

\[
\mathcal{L} = P(x|\{Y,\tau\}) = e^{-\frac{(x-Y)^2}{2\tau^2}}/\sqrt{2\pi\tau^2}.
\]

When we combine the likelihoods from many pixels, we will sum their log likelihoods; as the number of pixels becomes large, this sum should converge on the number of pixels multiplied by the expected log likelihood. We can compute the expectation value of the pixel log likelihood by integrating over the distribution of \( x \):

\[
\langle \ln \mathcal{L} \rangle = \int dx e^{-\frac{(x-X)^2}{2\sigma^2}}/\sqrt{2\pi\sigma^2} \left[ -\frac{(x-Y)^2}{2\tau^2} - \frac{1}{2} \ln(2\pi\tau^2) \right]
\]

\[
= -\frac{1}{2} [(X-Y)^2 + \sigma^2]/2\tau^2 - \frac{1}{2} \ln(2\pi\tau^2),
\]

which can be exponentiated to give an effective “average” likelihood:

\[
\mathcal{L} = \frac{1}{\sqrt{2\pi\tau^2}} e^{-\frac{(X-Y)^2+\sigma^2}{2\tau^2}}.
\]

This probability is maximized for \( Y = X, \tau = \sigma \), as should be the case. However, if for some reason it is not possible to achieve \( X = Y \) – for example, this can occur when the model requires the same value of \( Y \) in two pixels, but their \( X \) values are very different – then \( \mathcal{L} \) is maximized for

\[
\tau^2 \rightarrow \sigma^2 + (X-Y)^2.
\]
If the true distribution is the large-number limit of a Poisson distribution, we will have
\[ \sigma^2 = X \text{ (mean=variance)}, \]
and thus
\[ \tau^2 \rightarrow X + (X - Y)^2. \tag{8} \]
Thus the effect of \( X \neq Y \) is to inflate the reconstructed variance of the model, relative to its expectation value. As discussed above, this is exactly the signature of a PS population with multiple photons per source, where the variance is a factor of \( 1 + s \) larger than the expectation value. Thus we expect that an asymmetry which forces \( Y \neq X \) in some pixels will drive a preference for \( s > 0 \), and we see the preferred value of \( s \) will be
\[ s \rightarrow (X - Y)^2 / X. \tag{9} \]

**C. The Effect of Multiple Signal/Background Components**

Now suppose in addition to the mis-modeled signal component, there is a well-modeled Poissonian background with expectation value \( B \) counts (within the same spatial region where the signal expectation is \( Y \) counts). As the sum of variables drawn from Gaussian distributions also follows a Gaussian distribution, the model expectation value and variance in this case will be \((B + Y, B + \tau^2)\) respectively. If the true signal normalization (in this region) is \( X \) and the background normalization is \( B \), the best-fit variance will be given by
\[ B + \tau^2 \rightarrow B + X + (B + X - (B + Y))^2 \tag{9} \]
and thus as previously we expect
\[ \tau^2 \rightarrow X + (X - Y)^2. \tag{10} \]
This suggests that the presence of a well-modeled smooth background should not affect the spurious preference for PSs, or their preferred SCF.

In the case of a broader SCF, we expect that the non-Poissonian enhancement to the variance – played by the factor \( 1 + s \) above – will generalize to a factor of
\[ 1 + \frac{\int dss^2 f(s)}{\int dss f(s)}. \tag{11} \]
the preferred value for \( s \) discussed above will translate to a preferred value for the integrated quantity
\[ \bar{s} \equiv \frac{\int dss^2 f(s)}{\int dss f(s)}. \tag{12} \]
Suppose the SCF is a power law,
\[ f(s) = A(s/s_b)^{-\alpha}, \tag{13} \]
for \( s < s_b \), with a sharp cutoff at \( s = s_b \); then we would obtain

\[
\bar{s} = \frac{2 - \alpha}{3 - \alpha} s_b
\]

(14)

assuming \( \alpha < 2 \). Thus \( \bar{s} \) is mostly controlled by \( s_b \) in this case, but there is some degeneracy between \( s_b \) and \( \alpha \), especially when \( \alpha \to 2 \).

If the signal model also contains a smooth component contributing \( s_0 \) counts, then the mean will be

\[
s_0 + \int dss f(s)
\]

(15)

and the variance

\[
s_0 + \int dss f(s)(1 + s) \equiv (1 + \bar{s})(s_0 + \int dss f(s)),
\]

(16)

and thus we expect to find a preference for an effective average number of counts/source of

\[
\bar{s} = \int s^2 f(s) ds / (s_0 + \int dss f(s)).
\]

(17)

Under the same sharply-cutoff power-law model for the SCF, and writing the total counts produced by the PS population as \( s_{PS} \) for convenience, we find

\[
\bar{s} = \frac{2 - \alpha}{3 - \alpha} s_b s_{PS} / (s_0 + s_{PS}).
\]

(18)

Thus at this level of approximation, there is a degeneracy between the properties of the SCF and the fraction of flux associated with PSs vs smooth emission; a preference for a particular value of \( \bar{s} \) can be accommodated by a wide range of values of \( s_b \) and \( \alpha \), as the fraction of counts in sources vs smooth emission,

\[
s_{PS} / (s_0 + s_{PS}),
\]

(19)

is varied. Breaking this degeneracy requires going beyond the approximations used in this section, most likely by taking into account the non-Gaussianity of the probability distributions. (In a real analysis, the choice of priors may also play a role in how this degeneracy is broken.) However, if there is a preference for a non-zero \( \bar{s} \), there will always be a preference for some PS population; as the fraction of the flux attributed to this source population is decreased, the individual brightness of the required sources will increase.

V. SPURIOUS POINT SOURCE SIGNALS FROM ONLY SMOOTH TEM-PLATES

Given these results, we expect that it should be possible to see a preference for spurious PSs even in simpler simulations that include no simulated PSs at all, in contrast to the
Figure 1. Results of an analysis using single GCE templates (smooth and PS) over the whole ROI, with a simulated dataset containing only smooth GCE and Galactic diffuse emission models (no PS templates are included in the simulation). The smooth GCE template is separated into northern and southern components which have different normalizations. **Left panel:** flux posteriors; the GCE Smooth component is constrained to have positive coefficient. **Right panel:** SCF for the (spurious) GCE PS component. Spurious PSs are still found, albeit the peak of the SCF is at lower flux than when the isotropic and disk PSs are simulated.

simulations of Ref. [4] which included the full set of templates used to analyze the real data. For this section, we first perform a fit to the real data using all smooth/Poissonian templates, including separate north and south templates for the GCE, and templates for the isotropic and disk PS populations; the resulting posterior median values for the parameters are provided in Table I. However, we then generate realizations that include only the asymmetric smooth GCE and (optionally) the Galactic diffuse emission model; the normalizations of all other components are set to zero.

A. Simulating a Signal + Diffuse Background

We first simulate data containing an asymmetric smooth GCE and the p6v11 diffuse background model, and analyze 25 resulting realizations with a symmetric GCE Smooth template, a symmetric GCE PS template, and the p6v11 template.

Figure 1 shows the results for an illustrative realization of this scenario. Even though there are zero PSs (GCE-correlated or otherwise) in the simulated data, spurious GCE PS populations are reconstructed for all of the 25 realizations. The BFs for GCE PSs range from $\sim 10^{16} - 10^{33}$. The realization shown in Fig. 1 is fairly typical and has a BF $\sim 10^{26}$ in favor of GCE PSs. The break in the reconstructed SCF corresponds to $11.4_{-3.5}^{+5.6}$.
photons/source (or a flux of $\sim 3 - 4 \times 10^{-11}$ photons/cm$^2$/s). Across 25 realizations, the break varies between $\sim 2 - 7 \times 10^{-11}$ photons/cm$^2$/s. This cutoff value is mildly lower than observed in simulations including the full range of templates, described in Ref. [4]; this could indicate that more complicated fits drive the peak of the SCF for the spurious PSs to higher values, or alternatively that when simulated disk or isotropic PSs are present, they may be mis-allocated to the spurious source population. The latter mechanism does appear to occur in the baseline mock dataset of Ref. [4], as the reconstructed flux assigned to the disk PSs is considerably lower than its simulated value; likewise, in the real data, the reconstructed flux in disk PSs is higher when the GCE is allowed to be asymmetric. This behavior contrasts with the “Bubbles PSs” scenario explored in Ref. [2] in that the driver of the mis-allocation would be errors in the smooth emission templates, not a mismodeled novel PS distribution.

B. Signal Only Simulations (Background Free)

We can go beyond the case with only smooth templates and consider the extreme scenario where we simulate no backgrounds at all, only a north-south-asymmetric smooth GCE, which is analyzed with symmetric GCE Smooth and GCE PS templates.

Figure 2 shows the results for an illustrative realization; again a spurious point source population is reconstructed, and the SCF in this case has a cutoff corresponding to $10.1^{+1.3}_{-1.4}$ photons/source. In this case, over 25 simulations, the BF in favor of including a PS template is always huge ($\sim 10^{224} - 10^{306}$). We will discuss why the BF is so large in the zero-background case later in this section, via a quantitative comparison to the
Figure 3. SCF comparison across scenarios, for the illustrative realizations previously presented in Figs. 1 and 2, as well as the real data and the baseline mock dataset. All template normalizations in simulated data are based on the posterior median for the fit to the real data with no GCE PS template, but separately floated north and south components for the GCE Smooth template. **Top-Left:** Real data, analyzed with all background templates (see text) and single symmetric GCE PS and GCE Smooth templates. **Top-Right:** Simulated data including all background models and north-south-asymmetric smooth GCE (and no GCE PSs). Analyzed with same templates as top-left. **Bottom-Left:** Simulated Galactic diffuse emission and north-south-asymmetric smooth GCE. Analyzed with single symmetric GCE PS and GCE Smooth templates, plus the Galactic diffuse emission template. **Bottom-Right:** Simulated north-south-asymmetric smooth GCE only. Analyzed with single symmetric GCE PS and GCE Smooth templates.
results of Section IV.

C. Source Count Function Comparisons

Figure 3 summarizes the reconstructed SCFs for the realizations we have previously plotted and the baseline mock dataset taken from Ref. [4], as well as the real data. In all cases the (simulated or real) data are analyzed with a pipeline containing a single set of north-south-symmetric GCE templates; the other templates match those used for the simulation, or in the case of the real data, they match the templates used to simulate the baseline mock dataset. We see that failing to allow enough freedom to model the asymmetry leads to spurious PS populations, containing sources with photons/source well above the degeneracy limit, mimicking the apparent detection of PSs in the real data. The flux corresponding to the peak of the SCF depends on which sources of background are simulated, but is \( \sim 10 \) photons/source even when no background templates are simulated at all.

D. Comparison with Analytic Results from Sec. IV

Suppose there is a 2:1 asymmetry in expectation value for number of counts/pixel, between the northern and southern hemispheres of a Poissonian signal (i.e. \( X_{\text{north}} = 2X_{\text{south}} \)); this is approximately the level of asymmetry found in the real data by Ref. [4]. Suppose further that the model we are fitting to the data assumes north/south symmetry (expectation value \( Y \) independent of whether the pixel is in the north or south). The overall best-fit choice of \( Y \) is expected to be approximately the mean of the northern and southern values, \( Y \approx 1.5X_{\text{south}} \). Thus the fit will prefer \( \tau^2 \approx \sigma^2 + 0.25X_{\text{south}}^2 \); since the true distribution is Poissonian, \( \sigma^2 = X \), and so we expect on average \( \tau^2 \to 1.5X_{\text{south}} + 0.25X_{\text{south}}^2 \approx 1.5X_{\text{south}}(1 + 0.17X_{\text{south}}) \), thus suggesting a preferred value for the averaged number of counts/source of \( \bar{s} \approx 0.17X_{\text{south}} \).

Within the 10° region of interest and with the plane masked for \( |b| < 2° \), the average number of counts per pixel in the southern half of the ROI in the simulation of Fig. 2 is roughly 10. Thus we would expect a preferred number of counts/source of \( \bar{s} \approx 2 \). A more careful analysis, computing the estimated likelihood in each pixel as a function of \( s \) within the approximations of this section (assuming a delta-function SCF) and taking the product of pixel likelihoods, finds that the best fit is obtained for \( \bar{s} = 3 \), and that this corresponds to an improvement in the likelihood relative to \( \bar{s} = 0 \) of \( \Delta \ln \mathcal{L} \approx 700 \), or a likelihood ratio of \( \sim 10^{300} \).

In the analysis depicted in Fig. 2, the BF in favor of a PS population is always very large, \( \sim 10^{224} - 10^{306} \); we see from the analytic estimate that this is to be expected in the zero-background case. (Note that the faintest pixels in the region of interest have an expected number of photon counts of \( \sim 4 \), so we do not expect the Gaussian approximation to be especially accurate for these pixels.) The break in the preferred SCF
corresponds to $s_b = 10.1^{+1.4}_{-1.3}$, and the preferred slope is $\alpha = -1.75^{+1.2}_{-0.9}$. The peak of the posterior attributes roughly 40% of the counts to a smooth component and 60% to PSs; by our reasoning above, this corresponds to a preference for $\bar{s} \approx 0.8 \times 0.6 \times 10 \approx 5$ in the Gaussian approximation, which is similar to the preference for $\bar{s} \approx 3$ we predicted from our analytic estimates. We note that a similar SCF is observed in Fig. 1, where a template for the diffuse background is included in both the simulations and the fit; within our approximations, we would not expect a large difference in the preferred value of $\bar{s}$ between the cases with and without a (well-known) diffuse model. Of course, mismodeling in the diffuse background could contribute to the discrepancy that sources the preference for non-zero $\bar{s}$, and increase the preferred value of $\bar{s}$.

It is beyond the scope of this simplified analysis to explore the impact of adding additional PS populations with a different morphology to the signal, although from the simulations it seems that the presence of such PS populations has the potential to increase the value of $s$ corresponding to the peak in the SCF.

VI. POINT SOURCES VS ASYMMETRY UNDER VARIATIONS OF THE ANALYSIS OF REF. [4]

Now that we have demonstrated both analytically and via simulations that an unaccounted-for asymmetry can generate a spurious preference for GCE PSs, we will explore the circumstances under which this situation is realized in the Fermi gamma-ray data. In the companion paper [4] we demonstrated that in the 10° radius ROI and using the p6v11 model with the top three quartiles of data by angular resolution, there is an apparent strong preference for GCE PSs ($BF \sim 10^{15}$) that becomes insignificant ($BF < 10$) when the GCE is allowed to be north-south asymmetric. In this section we will consider the impact of alternate signal and background models, different photon selection, variations to the SCF priors, and larger ROIs.

A. Analyses in the 10° ROI with Alternate Diffuse Models

In this subsection we show results for the 10° radius ROI used in Ref. [4], but using the diffuse models Model A and Model F instead of p6v11. These models provide a better fit to the data at high energies than p6v11, and have additional freedom, as they have separate templates for gas-correlated emission and gamma rays from inverse Compton scattering (ICS).

Figure 4 shows the preference for flux asymmetry that appears when the Galactic diffuse emission is modeled with Model A and Model F, and the GCE is assumed to be smooth but allowed to be asymmetric. In this figure, no GCE PSs have been simulated – this is the analogue of Fig. 3 in Ref. [4].

We found in the companion paper [4] that Model F does not prefer any GCE PSs in
Figure 4. Selected flux posteriors demonstrating the impact of providing a smooth GCE template with additional freedom, in the real data, with diffuse model Model A (left) and Model F (right). No GCE PSs are included in the fit; the smooth GCE template is divided into independent north and south regions. The GCE in the northern hemisphere is found to be nearly twice as bright as the south with diffuse models Model A and Model F.

the real data in this ROI. Consequently, despite the preference for asymmetry, we would not expect detectable spurious PSs to be generated in the scenario with an asymmetric smooth component matching the best fit to real data. We test this explicitly by generating 30 realizations based on the posterior median parameter values from a fit to real data, where the GCE is assumed to be smooth but allowed to be asymmetric (fluxes shown in the right panel of Fig. 4), and fitting the simulated data with symmetric GCE PS and GCE Smooth templates, along with background templates. As expected, we find in simulations that the realizations generally do not find PSs, with the BF in favor of GCE PSs varying from $10^{-6}$ to $10^2$, and the BF being $\sim 1$ or less in the majority of realizations.

In contrast, the analysis with Model A in Ref. [4] found modest evidence in favor of GCE PSs in the real data ($BF \sim 400$). We simulate 100 realizations based on the posterior median parameter values from a fit to the real data, in an analysis where the GCE is assumed to be smooth but allowed to be asymmetric (fluxes shown in the left panel of Fig. 4). We then fit these simulated datasets using symmetric GCE PS and GCE Smooth templates, along with background templates.

Figure 5 shows the results for a selected realization with $BF \sim 400$ in favor of GCE PSs, demonstrating that spurious GCE PSs can be created in simulations with Model A as well, with BF, SCF and flux posteriors that are very similar to the real data. Note that as the BF for GCE PSs in this scenario (and in the real data) is not nearly as large as when the p6v11 model is employed, the posterior fluxes are more sensitive to prior choices; in particular, choosing a linear or log prior for the GCE normalization parameter...
changes the size of the uncertainty bands on the posterior fluxes.

Figure 6 shows the spread of results in 100 simulated datasets for Model A, extending the one realization shown in Fig. 5. Compared to the p6v11 results, there is more spread in both the recovered flux posteriors and SCFs, although behavior similar to that observed in the real data remains quite frequent. Over the set of 100 realizations, the BF in favor of GCE PSs in this case ranges from $10^{-4}$ to $10^3$, consistent with the flux posteriors ranging from assigning very little flux to PSs to assigning the entire GCE to PSs. The
Figure 6. Spread of analysis results over 100 simulated-data realizations (for diffuse model Model A), extending Fig. 5. In all cases, the analyses use symmetric GCE templates (PS and Smooth). The simulated dataset is based on the posterior medians (fluxes shown in left panel of Fig. 4) from the fit to real data using separate GCE Smooth templates for the northern and southern GCE; no GCE PSs were simulated. **Left:** Flux fraction posteriors. Fainter blue (red) lines correspond to the GCE PS (GCE Smooth) posteriors for simulated realizations, bold darker lines are the real data. **Right:** the SCF obtained in the real data using one symmetric GCE PS template is shown in blue, the posterior median values of the reconstructed SCFs for GCE PSs, in the simulations, are shown in green.

SCF for GCE PSs commonly has a shape very similar to that observed in the real data, but (in other realizations) can also have a shape more similar to the SCFs for the disk and isotropic PSs.

Figure 7 compares the distribution of BFs and SCFs in three simulated scenarios for **Model A:** (1) where the GCE is smooth and symmetric (parameters based on analysis of real data with no GCE PSs) (2) where the GCE is 100% PSs (parameters based on analysis of real data including both GCE Smooth and GCE PS templates), and (3) where the GCE is smooth and asymmetric (parameters based on analysis of real data, with only a GCE Smooth template, subdivided into independent north and south components). In all cases, the analyses use symmetric GCE templates (PS and Smooth). From the BF plot, all scenarios (symmetric GCE PSs or smooth, or asymmetric smooth GCE) appear to overlap with the real data. However, for the symmetric smooth simulations, while some BFs may be as high as observed in the real data, the inferred GCE PS SCFs in these cases do not (over 100 realizations) ever resemble the GCE PS SCF in the real data (as shown in the lower left panel); instead, it appears the GCE PS template may be picking up bright PSs that were simulated as part of the disk. As such, the SCF can serve as a diagnostic that the data (with this background model) do not appear to be well-described by simulations with only a symmetric smooth template. The expected BF distribution for symmetric PSs overlaps with the result in real data and extends to significantly higher
Figure 7. Spread of analysis results over 100 simulated-data realizations (for diffuse model Model A). Top: Histogram of $\log_{10}(BF)$ for each of three simulated scenarios: (1) where the GCE is 100% smooth and symmetric (parameters based on analysis of real data with no GCE PSs) (2) where the GCE is 100% PSs (parameters based on analysis of real data including both GCE Smooth and GCE PS templates), and (3) where the GCE is smooth and asymmetric (parameters based on analysis of real data, with only a GCE Smooth template, subdivided into independent north and south components). In all cases, the analyses use symmetric GCE templates (PS and Smooth). Bottom: The SCF obtained based on the three simulated scenarios shown in the BF plot. The SCF obtained in the real data using one symmetric GCE PS template is shown in blue, the posterior median values of the reconstructed SCFs for GCE PSs, in the simulations, are shown in green.
BF values – although the higher-BF realizations often recover incorrect SCFs for all three PS templates, e.g. with the GCE picking up bright disk or isotropic PSs. The results for an asymmetric smooth GCE overlap with the real data (although the BF is on the high end), and while there is a range of SCFs as discussed above, the SCFs matching the results on real data also often coincide with high BFs similar to what is observed in the data.

We see that the BFs in favor of spurious PSs are expected to be smaller with Model A and Model F than with p6v11, even though there is manifestly no difference between the true GCE PS populations in these scenarios (in all cases, no GCE PSs are simulated). One might ask if this is because of a difference in the preferred asymmetry or the posterior values for other model parameters, when the diffuse model is changed, but instead it seems to just reflect a difference in sensitivity between the pipeline using p6v11 and Models A/F.

To demonstrate this point, we use the baseline mock dataset (obtained by fitting the real data using the p6v11 diffuse model, allowing for a smooth asymmetric GCE but no GCE PSs), and fit this mock dataset assuming symmetric GCE PS and GCE Smooth templates, with Model A or Model F as the diffuse model.

Figure 8 shows the SCF recovered in these cases, when the p6v11 asymmetric GCE simulated data is analyzed using diffuse models Model A and Model F, and the comparison with the fit using p6v11; we also show the comparison to the results of identical analyses performed on the real data. The BFs in favor of (spurious) GCE PSs are $\sim 10^2$ (Model A) and 7 (Model F), compared to $\sim 4 \times 10^{12}$ with p6v11. This highlights the point that these diffuse models are expected to give lower BFs in favor of spurious PSs even in identical datasets (note this is clearly not a matter of these models being “better” matches to the data and hence less likely to be fooled by spurious PSs, as the lower BFs are seen in simulations where they are actually the wrong diffuse models relative to the simulated data). Interestingly, these BFs are comparable to the BFs found for GCE PSs when analyzing the real data with these diffuse models. Furthermore, the SCFs recovered when analyzing this simulated realization with different diffuse models, with symmetric GCE PS and Smooth templates, are very similar to the SCFs obtained with identical analyses on the real data. This suggests that the baseline mock dataset provides a good match to the real data in many respects.

We caution that the smaller preference for PSs when using Model A or Model F means that prior choices can have a larger impact, and it is not as clear-cut that the loss of significance for PSs when asymmetry is allowed is well beyond what one would expect just from the extra degree of freedom in the model. However, the results obtained with Model A or Model F in the real data are completely consistent with what we would expect for a smooth asymmetric GCE capable of mimicking a high-significance spurious GCE PS population in the analysis with the p6v11 diffuse model.
B. Analyses with Highest Angular Resolution Quartile Only

Previous NPTF results have generally used only the top quartile of data by angular resolution (with the exception of Ref. [42]), sacrificing statistics in favor of improved discrimination between point sources and diffuse emission. While by default we have used the top three quartiles, in this subsection, we explore the robustness of the main results of Ref. [4] to using only the highest-resolution quartile.

Figure 9 summarizes our results. We find comparable results to Ref [4]; an unmodeled asymmetry also generates a spurious GCE PS population with features that are generically comparable to the real data, in the flux fraction allocated to GCE PSs and in the SCF of the inferred PSs. The BF preference in favor of PSs decreases modestly (compared
Figure 9. Summary of results using only the top quartile of data by angular resolution. All simulations include a smooth north-south asymmetric GCE; they are analyzed with symmetric GCE Smooth and GCE PS templates, plus backgrounds. **Top-Left:** flux posteriors for analysis of the real data with symmetric GCE Smooth and GCE PS templates. **Top-Right:** SCFs for PS populations from analysis of the real data with symmetric GCE Smooth and GCE PS templates. **Bottom-Left:** flux posteriors from 100 realizations of the simulated data (fainter lines) and for the real data (solid lines), for GCE PSs (blue) and GCE Smooth (red). **Bottom-Right:** posterior median SCFs from 100 realizations of the simulated data (green lines) and the posterior SCF for the real data (blue band).
to the three-quartile result) when using the p6v11 diffuse model, both in the real data and in simulations built from the posterior medians of that fit. Specifically, the BF in favor of (symmetric) GCE PSs in the real data is $\sim 10^{10}$ (vs $10^{15}$ with three quartiles), whereas across 100 realizations of simulated data, we find a range of BFs from $\sim 1 - 10^{10}$ (compared to $\sim 1 - 10^{20}$ with three quartiles).

We also tested the preference for GCE PSs when the two GCE templates are broken into northern and southern pieces; in this case we find the preference for GCE PSs is $\sim 1$, consistent with the three quartile analysis.

Lastly, we repeated the analysis on real data using the top angular resolution quartile and Model A rather than p6v11. We find that the BF preference for (symmetric) GCE PSs is $\sim 10^{3}$ when no asymmetry is allowed (i.e. in this case we do not see a degradation in BF from restricting to the top quartile), but decreases to $\sim 1$ when asymmetry is permitted, consistent with our other results.

C. Effects of Increasing the GCE Source Count Function Slope Prior

By default in Ref. [4] and this work, we impose a prior on the high-flux slope of the SCF for GCE PSs of $n_1 < 5$, where $dN/dF \propto F^{-n_1}$ above the break in the SCF. We make this choice in order to reduce computation time, and because this is already an extremely steep slope compared to known astrophysical luminosity functions. However, previous NPTF studies allowed larger values of $n_1$, and indeed these larger values are nominally preferred by the data. To ensure that our results are not being sculpted by this choice of prior, and to more easily compare the SCFs we extract to results from previous studies, in this section we test the effects from increasing the prior range on the slope of the GCE PS SCF above the break.

Figure 10 shows the different SCFs recovered when the prior range on $n_1$ for GCE PSs is increased from [2.05,5] to [2.05,30]. We show how the SCF changes in the fit on real data under this change in priors, as well as how the reconstructed SCF changes when considering the baseline mock dataset. We see that in both cases the SCF break moves up slightly; this is to be expected, as increasing $n_1$ means the SCF cuts off more quickly and there are fewer events directly above the break. Again we see that the baseline mock dataset behaves very similarly to the real data under this change of prior; while the SCFs for the reconstructed PS population change noticeably with the variation in prior in both cases, they change in much the same way. It is interesting that the simulation with an asymmetric smooth GCE predicts that the SCF will prefer a very steep slope above the cutoff, as observed in real data.

For the real data, increasing the prior range for the slope induces a small decrease in the BF in favor of PSs, from $\sim 10^{15}$ to $\sim 10^{12}$. In the baseline mock dataset, the BF preference for GCE PSs slightly increases with this change, from $\sim 10^{12}$ to $\sim 10^{13}$. Both of these changes are much smaller than the scatter in BF between different realizations, as discussed earlier. Thus the similarity of the SCFs and BFs between the real data and
Figure 10. SCFs obtained for the real data (top row) and baseline mock dataset (bottom row) in our default analysis (left column) and when the SCF slope above the break for GCE PSs is allowed to be steeper (right column, see text for details). The fits employ symmetric GCE PS and GCE Smooth templates, plus other background templates. Recall that the simulated data includes no GCE PSs. In the bottom row, the dashed lines show the simulated disk SCF (pink) and simulated Iso PS SCF (brown).

the baseline mock dataset does not appear to be prior-dependent.

D. Analyses with a 30° circle, 2° plane mask ROI

Previous NPTF analyses of the GCE have employed a larger ROI, extending to 30° from the Galactic Center [1, 2]. We have previously demonstrated that in this large region,
the smooth component of the GCE will converge to a very negative normalization if such is allowed [2], with the GCE PS contribution picking up a very large positive normalization to compensate. We suggested that mis-modeling of the PS populations in this large ROI could be one contributor to this behavior [2]. It could also reflect the diffuse emission model being too bright in some relevant subregions because its normalization is fitted over the whole large ROI, leading to oversubtraction ([40]; this effect has been discussed in the context of Poissonian template fitting in Refs. [10, 41]). Our choice of a 10° radius ROI in Ref. [4] and the previous sections, is partly because this choice should mitigate the effects of fitting the diffuse model over too large a region, and does markedly reduce the degree to which the smooth GCE component prefers a negative coefficient. Consequently, it should not be surprising if results in the 30° radius ROI are not consistent with those in the 10° ROI. Nonetheless, we here present the results of allowing the GCE to possess north/south asymmetry in this larger ROI. We still mask the Galactic plane for |b| < 2°.

Figure 11 shows the flux posteriors for a selection of templates in the 30° ROI; as in the 10° radius ROI, the GCE is brighter in the north than in the south. Using the p6v11 Galactic diffuse emission model, we still find a significant preference for north/south asymmetry of the smooth GCE, with a BF of ~ 10²³ in favor of asymmetry.

We then perform 20 simulations based on the posterior median parameters from a fit to real data, where the GCE is assumed to be smooth but allowed to be asymmetric.

Figure 12 compares the real data to a selected realization (again, where no GCE PSs are simulated), but for the 30° radius ROI. As discussed above, we see that when the smooth GCE component is allowed to float negative, it achieves quite negative values in the real data for this ROI. This is particularly noticeable when the negativity of the smooth component is expressed as a fraction of the total GCE flux (in the fit where
Figure 12. Comparison of real (top row) and simulated (bottom row) data in a 30° radius ROI; in all cases the analyses used single GCE templates (smooth and PS) over the whole ROI. The simulated dataset is based on the best fit model (fluxes shown in Fig. 11) using separate Poissonian templates for the northern and southern GCE; no GCE PSs were simulated. **Left column:** Flux posteriors for the fit where the GCE Smooth component is constrained to have positive coefficient. **Middle column:** Flux posteriors for the fit where the GCE Smooth component is allowed to float to negative values. **Right column:** SCF corresponding to the left column. The dashed lines show the simulated disk SCF (pink) and simulated Iso PS SCF (brown).

all GCE components are forced to be non-negative); the posterior median for the GCE Smooth flux peaks at around $-2\times$ the total GCE flux in this ROI, whereas in the 10° ROI the preferred magnitude of the negative GCE Smooth component is smaller than the total flux in the GCE.

We see in our simulated data that while unmodeled north-south asymmetry in the 10° ROI could fully explain the observed degree of negativity in the GCE Smooth component, this is not true in the 30° ROI. We do not observe the same preference for large negative normalizations of the smooth GCE when we simulate an asymmetric GCE and then fit
Figure 13. Spread of analysis results on 20 simulated-data realizations (for diffuse model p6v11) in the 30° radius ROI, extending Fig. 12. In all cases, the analyses use symmetric GCE templates (PS and Smooth). The simulated dataset is based on the best fit model (fluxes shown in left panel of Fig. 11) using separate GCE Smooth templates for the northern and southern GCE; no GCE PSs were simulated. **Left:** Flux fraction posteriors. Fainter blue (red) lines correspond to the GCE PS (GCE Smooth) posteriors for simulated realizations, bold darker lines are the real data. **Right:** the SCF obtained in the real data using one symmetric GCE PS template is shown in blue, the posterior median values of the reconstructed SCFs for GCE PSs, in the simulations, are shown in green.

it with symmetric GCE templates, at least within the realizations we have tested. The realization shown has a BF of $10^4$, while fitting the real data in this ROI yields a BF of $\sim 10^{36}$ in favor of GCE PSs.

Figure 13 shows the spread of the results over the 20 realizations in the 30° ROI. The reconstructed flux posteriors overlap with the results in real data, albeit with a wide spread. Across the 20 realizations we observe a range of SCFs, all which contain sources well above the one-photon threshold; however, within this set of realizations, the peak of the SCF is consistently at a lower flux than observed in the real data. Note that across these realizations, the BF for PSs ranges from $\sim 1 - 10^{14}$; just as in the 10° radius ROI, we see that failure to correctly model asymmetry of the GCE is expected to lead to a spurious preference for PSs. However, the larger BF for PSs in data, compared to simulations, is another indication that modeling the GCE as smooth and asymmetric does not fully explain the results in this larger ROI; this is not unexpected, as whatever effect is driving the smooth GCE deeply negative may well have the effect of producing a spuriously large preference for GCE PSs.

We can compare the SCFs for the GCE PS population found in real data, between the 10° and 30° radius ROIs. They are fairly similar but not identical; the best fit for the break is found to be $35^{+5.3}_{-4.8}$ photons/source in the 30° radius ROI, but $22.1^{+4.2}_{-3.7}$ photons/source in the 10° radius ROI (roughly 2σ discrepant). A significant discrepancy between the
two would be further evidence in favor of a non-physical origin for the apparent source population, but is not apparent at this stage; it is also possible that the choice of SCF parameterization is obscuring differences or similarities between the two SCFs.

E. Analyses with a 40° by 40° square, 2° plane mask ROI

Previous studies of the morphology of the GCE have not detected the same north/south asymmetry that we find; in particular, Ref. [11] explored the effects of subdividing the GCE into subregions, in the context of a Poissonian template analysis, and found the GCE appeared quite symmetric (depending only on Galactocentric distance). The authors of that work used a 40° by 40° square ROI centered on the Galactic center, masking the plane for $|b| < 2°$. They employed a range of Galactic diffuse emission models, finding comparable results across the board; thus we will focus on Model A and Model F. They also modeled known sources based on the 2FGL point source catalog, the Fermi Bubbles, and isotropic emission. They combined the gas-correlated bremsstrahlung and $\pi^0$ emission templates for the Galactic diffuse emission models into a single template (as we also do in our analyses), but gave additional freedom to the inverse Compton scattering (ICS) component, subdividing it into nine latitude strips with boundaries at $|b| = 2.0, 2.6, 3.3, 4.3, 5.6, 7.2, 9.3, 12.0, 15.5$ and 20 degrees. The normalization of strips that are symmetric under $b \rightarrow -b$ are constrained to float to equal values.

Reproducing the analysis of Ref. [11] (with the exception that we use a 3FGL PS model instead of 2FGL) and focusing on Model F, we find that for this ROI there is not any significant difference in the amount of flux attributed to north vs. south GCE templates, in agreement with the results of Ref. [11] (we also confirm this result for Model A). We find that this conclusion holds even when the additional freedom in the ICS template is removed (i.e. we fit with a single ICS template rather than latitude strips), although there is a statistical preference for these additional degrees of freedom. Accordingly, the degree of asymmetry preferred in the GCE appears to depend on the combination of ROI and background modeling. (We have tested that other changes in the analysis, such as use of the 3FGL PS model rather than disk and isotropic PS templates, do not change the preference for asymmetry; it appears to be the change in ROI that drives the change in preference.)

Since Model F prefers a GCE asymmetry when the fit is performed in the 10° radius ROI but not in this larger ROI, it is reasonable to ask whether perhaps this could reflect a preference that the core of the GCE be north-south asymmetric, while its outskirts are more symmetric. However, the analysis of Ref. [11] attempted to measure the GCE spectrum in symmetric regions north and south of the Galactic plane, with support only within 10° of the GC, and found no indication of asymmetry. If this result persists in current data, and the discrepancy is significant (both questions which we leave for future studies), it would suggest that the small- and large-ROI analyses differ in their preference for the central region of the GCE to be asymmetric (despite using the same
photons from that region), which in turn would imply that this difference is driven by the preferred normalizations of \textit{other} templates in the two fits. Accordingly, it seems very plausible that the apparent asymmetry of the GCE could be driven by cross-talk with the other templates. It is also, of course, possible that the GCE is truly asymmetric, and its apparent symmetry in earlier studies was a function of the same kind of cross-talk. However, it seems more coincidental to obtain an apparently symmetric signal via cross-talk with highly asymmetric templates, than to obtain an apparently asymmetric signal in the same way. Resolving this question will require a dedicated study which is beyond the scope of this work.

Since there is no preference for asymmetry in the large-ROI case for this background model, we have tested the preference for inclusion of GCE PSs, using a single (north-south-symmetric) template for both smooth and PS GCE components; in this case, we also replace the 3FGL PS model with templates for disk and isotropic source populations. We find that there is a preference for PSs in this case, with a modest BF of 200 when we use a single ICS template, and 400 when we subdivide the ICS template into strips. Thus this case serves as another existence proof (along with the 30° radius region) that a preference for PSs may persist once the possibility of north-south asymmetry of the GCE is taken into account, although of course similar unmodeled morphological errors may be present in this case, and even if taken at face value, the preference for PSs is not highly significant (comparable to a 3σ signal).

\section*{F. Additional Template Variations}

We also test breaking the GCE template into four regions within the 10° radius ROI, consistent with the northern and southern inner (< 5° from the Galactic Center) and outer (5 – 10° from the Galactic Center, |b| > |l|) regions in Ref. [43]. We test floating the inner two regions as one template, and the outer two regions as one template (which effectively translates to allowing more freedom in the GCE profile slope), and find this is not preferred over the case with a single GCE template. As such, in this work we focus on the effects of unmodeled north-south asymmetry in the signal template, rather than freedom in the profile slope (parameterized by separate inner and outer templates). However, we briefly consider other template variations.

Figure 14 shows the impact of allowing east-west asymmetry in the signal template (within the 10° radius ROI). For \texttt{p6v11}, there is no preference for east-west asymmetry, and the BF for GCE PS when using east-west GCE pieces remains roughly consistent (1 × 10^{16}) with one GCE template over the whole region (which yields 4 × 10^{15}). For \texttt{Model A} there is a preference for east-west asymmetry with BF of \sim 10^4, and the BF for GCE PS when using east-west GCE pieces is \sim 10^3. For \texttt{Model F}, there is a preference for east-west asymmetry with BF of \sim 10^3, and the BF for GCE PS when using east-west GCE pieces is \sim 1. Note for all diffuse models we test, the east-west GCE asymmetry is preferred less by the data than the north-south asymmetry.
It could also be interesting to test the effects of allowing further variations to the diffuse background model, and allowing asymmetry in the Fermi Bubbles model. The modeling of the Fermi Bubbles near the Galactic plane is highly uncertain; it would be an interesting direction for future studies to explore the impact of changing the Bubbles model and allowing it to have additional freedom. Certainly the north-south asymmetry explored in this work and Ref. [4] does not exhaust the possibilities for systematic errors in the chosen templates to affect the PS preference.

VII. IMPLICATIONS

We have seen that allowing for one specific form of mismodeling (north-south asymmetry) removes the evidence for GCE PSs in some but not all NPTF analyses. In particular, while the behavior we have observed in the 10° radius ROI appears quite stable over variations in the diffuse model, different prior choices, and different photon data selections, in larger ROIs a GCE PS preference can persist, and there is not always a significant north-south asymmetry. Since there is evidence for mismodeling in large ROIs that is not absorbed simply by allowing north-south asymmetry in the signal [2], there is some argument to simply dismiss these remaining PS preferences. The systematic mismodeling we have identified has proved capable of generating a spurious high-significance preference for PSs, with a SCF matching what is observed in real data, and consequently serves as a counterexample to a number of earlier arguments (summarized in Section III) for the robustness of NPTF-based GCE PS detections to mismodeling.

However, one might still ask if it is likely that the GCE PSs nominally detected in the main analysis of Ref. [4] (when GCE asymmetry is not allowed) are spurious, but also unrelated to the GCE PSs detected in other NPTF analyses. For example, a true GCE PS population could be fainter than the spurious sources we have identified, and beneath the sensitivity of our analysis in the 10° ROI, but detectable when the background templates...
are informed by a larger ROI. To explore the possibility that previous studies have found a true GCE PS population unrelated to the spurious PS signal identified in Ref. [4], let us examine the consistency of the SCFs obtained in the various analyses.

A. Source Count Function Consistency Across NPTF Analyses

In all NPTF analyses of which we are aware, the preferred SCF implies a population of PSs where most of the photons originate from sources with fluxes very close to a break in the power-law index, $F_b$. The posterior SCF generally declines very steeply with increasing flux, above the break (often encountering the edge of prior ranges unless the prior is allowed to be very wide), but rises quite steeply in $dN/dF$ below the break as well – for example, the original NPTF analysis in Ref. [1] found a low-flux slope of $dN/dF \propto F^{0.66\pm0.90}$. For this reason, the SCF can largely be characterized by the location of $F_b$ (or the highest break, if multiple breaks are allowed), combined with an overall normalization.

1. Source Count Functions in Past and Current NPTF Studies

The original claim to detect a GCE-correlated population of PSs [1] found a flux break of $F_b = 1.76^{+0.44}_{-0.35} \times 10^{-10}$ photons/cm$^2$/s for the analysis where 3FGL sources were not masked, and a consistent but slightly lower value of $F_b = 1.62^{+0.45}_{-0.32} \times 10^{-10}$ photons/cm$^2$/s when the 3FGL sources were masked. Note that this analysis used a slightly different energy range than later studies using the public NPTF package, 1.893 – 11.943 GeV rather than 2 – 20 GeV. However, using the broken-power-law spectrum for the GCE taken from Ref. [11], the difference in photon flux from GCE sources between these two bands is expected to be only 8% (with the 2 – 20 GeV band having slightly more photons), which is small compared to the statistical uncertainties on $F_b$.

The later analysis of Ref. [2], using the top quartile by angular resolution of the Fermi Pass 8 data, and again a 30° radius ROI, found a flux at the break of $F_b = 1.94^{+0.34}_{-0.30} \times 10^{-10}$ photons/cm$^2$/s when the 3FGL sources were masked, and $F_b = 2.90^{+0.57}_{-0.46} \times 10^{-10}$ photons/cm$^2$/s when they were not masked.

Both of these analyses allowed the slope of the SCF above the break to be very steep, yielding essentially a sharp cutoff. In our 10° radius region (where we always unmask the 3FGL sources), using the top three quartiles in angular resolution, and allowing a sharp cutoff in the SCF, we obtain $F_b = 1.15^{+0.20}_{-0.17} \times 10^{-10}$ photons/cm$^2$/s. All of these results are quoted for the p6v11 diffuse model. For Model A, the (unmasked) analysis of Ref. [2] yielded $F_b = 1.07^{+0.20}_{-0.16} \times 10^{-10}$ photons/cm$^2$/s.

We see that all of these results are broadly consistent with a break around $F_b = 1 - 3 \times 10^{-10}$ photons/cm$^2$/s, but our smaller-ROI, three-quartile result, and the Model A result, prefer values on the low end of this range ($\sim 1 \times 10^{-10}$ photons/cm$^2$/s), while studies
using p6v11 in the 30° radius ROI prefer higher values ($\sim 2 - 3 \times 10^{-10}$ photons/cm$^2$/s). This higher value may reflect whatever systematic mismodeling causes the smooth GCE component to prefer a very negative value in the 30° radius ROI (although Ref. [2] found that Model A also prefers a negative value, albeit at not at the same level of significance).

2. Sensitivity of the GCE SCF to Other Analysis Changes

As discussed above, in the current work by default we have modified the prior on the slope above the break to reduce the sharpness of the cutoff, and this gives rise to a lower value of $F_b$ (as the contribution from sources with fluxes just above $F_b$ is substantially increased), $F_b = 0.79^{+0.15}_{-0.13} \times 10^{-10}$ photons/cm$^2$/s. Unlike the changes to the analysis discussed in the previous paragraphs, this does not represent a difference in the dataset or background models, just a change in the parameterization of the SCF.

With this alternative prior choice, we can explore the effects on $F_b$ of other changes to the analysis. Using Model A instead of p6v11 yields $F_b = 0.49^{+0.14}_{-0.11} \times 10^{-10}$ photons/cm$^2$/s; using a 30° ROI instead of 10° yields $1.25^{+0.19}_{-0.17}$; using a single angular resolution quartile instead of three quartiles yields (in the 10° ROI) $F_b = 1.25^{+0.28}_{-0.23} \times 10^{-10}$ photons/cm$^2$/s for p6v11 and $F_b = 1.02^{+0.29}_{-0.22} \times 10^{-10}$ photons/cm$^2$/s for Model A. We see that with this prior, essentially all the results are consistent with our baseline analysis ($F_b = 0.79^{+0.15}_{-0.13} \times 10^{-10}$ photons/cm$^2$/s) within the uncertainties (at the 2σ level).

The most significant change is the effect of going to a larger ROI (while using the p6v11 diffuse model); this variation creates an apparent preference for slightly brighter PSs that are not found by the fit in the smaller ROI. The $F_b$ values for Model A and p6v11 in our current analysis are more consistent (less than 2σ discrepant, corresponding to a factor of 1.6 between median values of $F_b$), than in the (30° ROI) analysis of Ref. [2] (roughly 3.5σ discrepant, corresponding to a factor of 2.7 between median values), and they are even more consistent in the case where only a single quartile is used ($\sim 20\%$ difference in median values, less than 1σ discrepant). Aside from the large-ROI analyses with p6v11, all the $F_b$ values from this and previous analyses seem broadly (2σ) consistent with each other, after accounting for the effect of the change in prior.

3. Implications of Source Count Function Consistency

It would be a coincidence if the SCF of a real GCE PS population, undetectable in the 10° radius ROI, happened to agree so closely with the spurious SCF induced by the asymmetry we have identified. Furthermore, the fact that the preferred SCF corresponds to brighter sources in the larger ROIs is the opposite of one would expect if a true GCE PS population was present in both large and small ROIs, but being masked by a brighter spurious population (as identified in Ref. [4]) in the smaller ROI. Of course, a real but fainter GCE PS population could still be present in any of these analyses, but it would not dominate the bright end of the extracted SCF.
B. Comment on the Source Count Function Shape

We note that the tendency for the SCF to prefer a source population within a narrow flux range itself contrasts somewhat with typical estimates for the pulsar luminosity function (e.g. Ref. [30] assumed \( \frac{dN}{dF} \propto F^{-1.5} \), based on Refs. [44–47]). This in itself might be viewed as evidence that the inferred signal is not physical. However, the uncertainties are large, and Ref. [3] has demonstrated that in simulations, the NPTF has a systematic tendency to reconstruct source count functions with less power at lower flux than the truth (albeit usually within the uncertainties). For these reasons, the very peaked shape of the SCF preferred by NPTF fits has not generally been thought to pose a problem in interpreting the results as evidence for a physical PS population.

However, in this work we have demonstrated explicitly that just such a steeply peaked SCF is automatically preferred in the presence of an overly rigid signal template, in simulations where no GCE PSs exist. We thus find it very suggestive that all NPTF analyses to date appear to prefer this type of SCF.

C. Can We Exclude Hypotheses for the Origin of the GCE?

Taking these results together, while we have not constructed explicit models that remove the GCE PS preference for all combinations of diffuse model and ROI, we observe that:

1. All ROIs tested in previous analyses include our 10° radius region.
2. Previous analyses have found that the significance for the GCE dominantly comes from that subregion [10, 11].
3. As we have shown, the SCFs reconstructed in those analyses are similar both qualitatively and quantitatively to the inferred SCF for a population we have demonstrated to be spurious in the 10° radius subregion.

For this reason, we do not currently consider the detection of GCE-correlated PSs in those analyses, or the attribution of the bulk of the GCE flux to those PSs, to be convincing. Of course, future analyses with the ability to identify and control for such systematic effects may change this conclusion.

We emphasize that we are not claiming to robustly exclude GCE-correlated PS populations with comparable SCFs to those found in previous works. That would be a much stronger claim than the one we make, which is that we do not think the hypothesis of a dominantly-smooth GCE can currently be discarded based on NPTF results. A robust exclusion of certain SCFs for a GCE PS population would require an analysis dedicated to that goal, with a careful study of systematic uncertainties, which we have not attempted to conduct here. While we have shown explicitly that systematic errors in the signal model can give rise to a spurious preference for PSs that mimics what is seen in
the real data, it is also plausible that errors in various templates could conceal a true PS population.

Similarly, we do not currently claim robust evidence that the GCE is intrinsically north-south asymmetric, given that this conclusion is not even uniform across the analysis variations we have tested (i.e., in larger ROIs it does not appear with all background models). It is plausible the asymmetry could arise from background mismodeling, given its dependence on the ROI and diffuse model. However, if a firm detection of north-south asymmetry in the GCE was established in future work, that would immediately provide significant constraints on its possible origin. In particular, it seems unlikely that a 2:1 asymmetry could be easily explained by simple DM annihilation models.

Finally, we should emphasize that none of the issues we have identified imply that the NPTF method or its \texttt{NPTFit} implementation is wrong in a mathematical/statistical sense; it has passed all tests of this type that we have conducted. It is in fact completely correct that if one has a strong prior that the underlying physical mechanism for the GCE is symmetric and there is no meaningful cross-talk with other templates that could induce an apparent asymmetry, then identifying a highly significant asymmetry serves as strong evidence for a GCE PS population – it is much easier to generate an asymmetry with a higher-variance population. However, such a strong prior is hard to justify given the uncertainties in the background and signal models.

\section*{VIII. SUMMARY AND CONCLUSIONS}

The physical origins of the GCE remain an enigma, in large part because of our lack of detailed knowledge of other contributions to the gamma-ray flux from the inner Galaxy. Novel analysis techniques, including NPTF, have aimed to shed light on this question, but run the risk of giving unreliable or deceptive results due to assumptions about the signal and backgrounds that are not borne out in reality. In this work and the companion paper \cite{4}, we have investigated the degree to which signal mismodeling can skew the conclusions of NPTF analyses.

In our companion paper \cite{4}, we demonstrated that in a 10$^\circ$ radius region around the Galactic Center, apparent NPTF evidence for GCE PSs is an artifact of unmodeled north-south asymmetry. We showed that expanding the signal model by allowing this asymmetry renders the preference for PSs insignificant, and the behavior of the real data is what would be expected from simulations which include an asymmetric but entirely smooth GCE.

In this work, we have built upon these results, aiming to understand why this behavior occurs, and to characterize its implications for NPTF analyses more broadly. We have developed an analytic approximation that allows for a simple intuitive understanding of the effect; in short, the presence of PSs can be thought of as a proxy for higher variance away from the signal expectation value (at least in the limit where the relevant likelihoods can be approximated as Gaussian). However, higher variance can be induced
by mismodeling as well as PS populations, and so excess variance from a wide range of possible types of mismodeling – e.g., in detector acceptance, energy / angular resolution, or template morphology – could be interpreted instead as evidence for PSs. This approximation appears to work well to explain the observed preference for PSs, and the average brightness of those PSs, in the case of a very simplified simulation containing only a smooth asymmetric GCE (with no backgrounds), when the NPTF analysis is performed assuming a symmetric GCE. A strong preference for PSs was also present when we simulated a smooth asymmetric GCE and a smooth background model only. These tests confirmed that higher variance from signal mismodeling could lead to a high-significance but spurious preference for a GCE PS population, even in the unrealistic case where there are no PSs present in the data at all.

We have explored the degree to which this behavior – the preference for north-south asymmetry, and the disappearance of the preference for GCE PSs once it is included – occurs consistently in the real gamma-ray data, under a number of variations to the baseline analysis presented in the companion paper. When testing alternate diffuse models in the 10° radius ROI, we found comparable behavior to Ref. [4]: spurious GCE PSs can be created with the same significance as those found in the real data, by having an unmodeled smooth GCE asymmetry present. For the diffuse models we tested, the preference for a smooth GCE asymmetry persisted, as did the disappearance of any significant evidence for GCE PSs (although in one model there was no preference for GCE PSs to begin with). Restricting our photon dataset to the quartile of photons with the best angular resolution, we found very similar results, though including the top three quartiles led to higher expected sensitivity. Modifying the priors for the SCF for GCE PSs, in a way that changed its preferred shape, did not change the consistency between the results on real data and the results expected from simulations with an asymmetric smooth GCE.

In larger ROIs, we found that the GCE asymmetry persisted with p6v11, but that it could disappear with other diffuse models Model A and Model F. These results highlight why we do not claim the asymmetry is necessarily an intrinsic feature of the GCE. Instead, given the ROI and diffuse model dependence, it seems plausible that the asymmetry is itself an artifact of background mismodeling, where an unmodeled asymmetry in the backgrounds is transferred to the preferred signal model. However, if future analyses were to demonstrate that the central part of the GCE does indeed possess a robust and pronounced north-south asymmetry, that would strongly constrain possible GCE origins; for example, we expect it would be challenging to obtain a large asymmetry in a DM annihilation signal.

We provided an example (Model F in a 40 × 40° ROI) of a case where no north-south asymmetry is preferred and a modest preference for GCE PSs remains in the data (although we caution that other forms of mismodeling may be present in that case, and our analysis has demonstrated that mismodeling can have severe implications for the interpretation of apparent PSs). Likewise, when using the p6v11 diffuse model in a 30° radius region, we found that not all the behavior observed in the real data seems to be explained by accounting for the north-south GCE asymmetry; it is plausible that multiple
mismodeling effects may contribute to the results in these larger ROIs.

We explored the consistency between the (apparently spurious) SCFs for GCE PSs obtained in analyses of our $10^\circ$ radius ROI with those obtained in larger ROIs, where a PS preference can persist even when asymmetry is allowed, and with previous NPTF analyses. We found that the SCFs were broadly consistent with a peak around $10^{-10}$ photons/cm$^2$/s, although studies in the smaller ROI tended to prefer slightly fainter PSs than the larger ROIs, when other analysis choices were held constant. This seems to disfavor the possibility that the studies of larger ROIs are detecting a true GCE PS population that is concealed by a brighter spurious population in the $10^\circ$ radius subregion. Instead, it suggests (albeit does not prove) that the SCFs detected in large ROIs may be as spurious as the very similar SCFs shown explicitly to be an artifact of signal mismodeling in the smaller ROI. Nonetheless, we cannot exclude the presence of GCE-correlated PSs; a GCE PS population dominated by sources much fainter than $10^{-10}$ photons/cm$^2$/s would almost certainly go undetected in our analysis, but even brighter GCE PSs could potentially be hidden by systematic errors.

Our principal conclusion is thus that NPTF studies do not currently provide a clear and convincing argument for (or against) a PS-dominated GCE. While systematic uncertainties have always been a concern in NPTF studies, this work and our accompanying paper have for the first time demonstrated that mismodeling can produce a convincing but spurious PS signal at high significance, and furthermore that this scenario is realized in the inner-Galaxy gamma-ray data. We have shown that the NPTF approach, of matching the photon statistics of the model to those of the real data, implies this potential for confusion; both PS populations and signal mismodeling lead to inflated variance relative to the expectation value, and consequently the level of mismodeling directly correlates with the brightness of the inferred PS population. Our simulations show that this type of mismodeling can yield an apparent preference for PSs comparable to what one would expect from a true PS population, and a SCF very consistent with results on the real data (both in our study and in previous work), which is then quite stable under a range of variations to the analysis.

Despite what might seem to be a frustratingly inconclusive situation, our understanding of the GCE continues to actively improve. For example, recent work using wavelet methods [31] placed an upper limit on the contribution to the GCE from wavelet peaks previously attributed to GCE PSs [30]. This suggests a large fraction of the GCE should originate from either relatively faint sources or smooth emission, as opposed to point sources that are bright enough to already appear as the faintest members of up-to-date source catalogs. As we have argued in this work, apparent NPTF evidence for a GCE dominated by relatively bright PSs may be due to signal mismodeling, in which case there is no inconsistency with an approximately smooth GCE. If this is the case, it remains to be understood whether the GCE originates from faint pulsars, cosmic ray interactions with gas or starlight, annihilating DM, or some other source.
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Appendix A: Comment on Chang et al (2019) (Ref. [3])

Motivated by the results of Ref. [2], an independent group of authors [3] explored the degree to which potential biases in the NPTF method could result in a misattribution of the GCE to PSs, exclusively using simulated data. That work demonstrated that even when the data are correctly modeled by the templates, there could be some misattribution of injected DM signals to PSs, and vice versa, with the misattribution effects being larger when the diffuse Galactic emission model used in the fit is different to that used in the simulation. It also demonstrated that the bright end of the PS SCF (i.e. the number of bright PSs) could, at least in some cases, be more robust to these particular sources of misattribution than the faint end (the number of faint PSs).

However, the degree of misattribution demonstrated in Ref. [3] is not nearly as severe as what is observed in real data [2]. In the real data, even DM signals much larger than the GCE are mis-reconstructed as PSs. The analysis of Ref. [3] focuses on injections of the same size as the GCE itself; in fact such injections were already found to be routinely somewhat mis-reconstructed in simulated data in Ref. [2], with more striking qualitative differences between simulations and real data being observed for larger injections. Furthermore, the authors of Ref. [3] attribute the behavior they observe to the degeneracy between a DM signal and a population of very faint sources. While this degeneracy can certainly be important, we do not find it plausible that it is the primary cause of the behavior observed in Ref. [2]. This is because:

1. The best-fit parameters in Ref. [2] generically correspond to a zero (or negative, if allowed) total flux in the DM component + PSs below the degeneracy limit. This means that the fit does not prefer any contribution to the flux from photons for which this degeneracy is relevant.

2. Explicitly setting the SCF to zero below the one-photon threshold did not change the reconstructed DM coefficient, explicitly demonstrating point (1) above.
3. Injecting an additional DM-like signal (and requiring physical priors on all components) was found to modify the bright end of the SCF, not solely the faint end.

Thus, we interpret the behavior observed in Ref. [2] as evidence that some mismodeling (of signal, background, or both) is leading to a preference for a bright PS contribution much larger than can be accommodated by the physical model, corresponding to a negative contribution from the degenerate DM + faint PS components. Injecting an extra DM signal while imposing physical priors (i.e. non-negative fluxes for all templates) provides more available flux that can be allocated to bright PSs, and hence changes the bright end of the reconstructed SCF. This is a separate problem to the degeneracy between the faint PSs and smooth DM component.

Finally, it is important to note that while Ref. [3] considered a scenario where the DM signal was 100 percent DM, and found that the DM signal was reconstructed correctly in this case:

1. As mentioned above, the effects discussed in Ref. [3] do not explain the behavior of the real data, suggesting that there must be other systematic effects present in the real data that could modify reconstruction of a DM signal.

2. That analysis was based on a simplified simulation where no unresolved PSs at all were simulated in the region of interest (ROI) – but indisputably there will be additional (non-GCE) PSs in the ROI in realistic Fermi data, and Ref. [2] has explicitly demonstrated that their presence can affect DM signal recovery.

3. Ref. [3] also demonstrates (in an appendix) that when the diffuse background is mismodeled, a 100 percent DM signal is incorrectly reconstructed as originating from a PS population in a significant fraction of simulations, sometimes with high significance.

Thus we conclude from Ref. [3] that while there are systematic effects that can lead to a degree of misattribution of injected DM-like signals to PSs even when the templates accurately describe the real data – without leading to detection of a spurious PS population when the underlying signal is 100% smooth – those particular systematics do not adequately explain the behavior observed in existing NPTF analyses of the real data. In contrast, systematic errors in the signal and/or background templates have the potential to fully explain behavior observed in the real data without invoking a GCE-correlated PS population, as we have demonstrated in the current article and the accompanying paper [4]. Such errors can lead to spurious detection of even relatively bright PSs with high
nominal significance, even when the underlying simulated signal is 100% smooth.

[1] Samuel K. Lee, Mariangela Lisanti, Benjamin R. Safdi, Tracy R. Slatyer, and Wei Xue, “Evidence for Unresolved γ-Ray Point Sources in the Inner Galaxy,” Phys. Rev. Lett. 116, 051103 (2016), arXiv:1506.05124 [astro-ph.HE].

[2] Rebecca K. Leane and Tracy R. Slatyer, “Revival of the Dark Matter Hypothesis for the Galactic Center Gamma-Ray Excess,” Phys. Rev. Lett. 123, 241101 (2019), arXiv:1904.08430 [astro-ph.HE].

[3] Laura J. Chang, Siddharth Mishra-Sharma, Mariangela Lisanti, Malte Buschmann, Nicholas L. Rodd, and Benjamin R. Safdi, “Characterizing the Nature of the Unresolved Point Sources in the Galactic Center,” (2019), arXiv:1908.10874 [astro-ph.CO].

[4] Rebecca K. Leane and Tracy R. Slatyer, “Spurious Point Source Signals in the Galactic Center Excess (Posted Simultaneously),” (2020).

[5] Lisa Goodenough and Dan Hooper, “Possible Evidence For Dark Matter Annihilation In The Inner Milky Way From The Fermi Gamma Ray Space Telescope,” (2009), arXiv:0910.2998 [hep-ph].

[6] Dan Hooper and Lisa Goodenough, “Dark Matter Annihilation in The Galactic Center As Seen by the Fermi Gamma Ray Space Telescope,” Phys. Lett. B697, 412–428 (2011), arXiv:1010.2752 [hep-ph].

[7] Dan Hooper and Tim Linden, “On The Origin Of The Gamma Rays From The Galactic Center,” Phys. Rev. D84, 123005 (2011), arXiv:1110.0006 [astro-ph.HE].

[8] M. Ajello et al. (Fermi-LAT), “Fermi-LAT Observations of High-Energy γ-Ray Emission Toward the Galactic Center,” Astrophys. J. 819, 44 (2016), arXiv:1511.02938 [astro-ph.HE].

[9] Dan Hooper and Tracy R. Slatyer, “Two Emission Mechanisms in the Fermi Bubbles: A Possible Signal of Annihilating Dark Matter,” Phys. Dark Univ. 2, 118–138 (2013), arXiv:1302.6589 [astro-ph.HE].

[10] Tansu Daylan, Douglas P. Finkbeiner, Dan Hooper, Tim Linden, Stephen K. N. Portillo, Nicholas L. Rodd, and Tracy R. Slatyer, “The characterization of the gamma-ray signal from the central Milky Way: A case for annihilating dark matter,” Phys. Dark Univ. 12, 1–23 (2016), arXiv:1402.6703 [astro-ph.HE].

[11] Francesca Calore, Ilias Cholis, and Christoph Weniger, “Background Model Systematics for the Fermi GeV Excess,” JCAP 1503, 038 (2015), arXiv:1409.0042 [astro-ph.CO].

[12] Christopher Karwin, Simona Murgia, Tim M. P. Tait, Troy A. Porter, and Philip Tanedo, “Dark Matter Interpretation of the Fermi-LAT Observation Toward the Galactic Center,” Phys. Rev. D95, 103005 (2017), arXiv:1612.05687 [hep-ph].

[13] Chris Gordon and Oscar Macias, “Dark Matter and Pulsar Model Constraints from Galactic Center Fermi-LAT Gamma Ray Observations,” Phys. Rev. D88, 083521 (2013), [Erratum:
[14] Bei Zhou, Yun-Feng Liang, Xiaojuan Huang, Xiang Li, Yi-Zhong Fan, Lei Feng, and Jin Chang, “GeV excess in the Milky Way: The role of diffuse galactic gamma-ray emission templates,” Phys. Rev. D91, 123010 (2015), arXiv:1406.6948 [astro-ph.HE].

[15] Oscar Macias, Chris Gordon, Roland M. Crocker, Brendan Coleman, Dylan Paterson, Shunsaku Horiuchi, and Martin Pohl, “Galactic bulge preferred over dark matter for the Galactic centre gamma-ray excess,” Nat. Astron. 2, 387–392 (2018), arXiv:1611.06644 [astro-ph.HE].

[16] Richard Bartels, Emma Storm, Christoph Weniger, and Francesca Calore, “The Fermi-LAT GeV excess as a tracer of stellar mass in the Galactic bulge,” Nat. Astron. 2, 819–828 (2018), arXiv:1711.04778 [astro-ph.HE].

[17] Oscar Macias, Shunsaku Horiuchi, Manoj Kaplinghat, Chris Gordon, Roland M. Crocker, and David M. Nataf, “Strong Evidence that the Galactic Bulge is Shining in Gamma Rays,” JCAP 1909, 042 (2019), arXiv:1901.03822 [astro-ph.HE].

[18] Kei N. Abazajian, Nicolas Canac, Shunsaku Horiuchi, and Manoj Kaplinghat, “Astrophysical and Dark Matter Interpretations of Extended Gamma-Ray Emission from the Galactic Center,” Phys. Rev. D90, 023526 (2014), arXiv:1402.4090 [astro-ph.HE].

[19] Kei N. Abazajian and Manoj Kaplinghat, “Detection of a Gamma-Ray Source in the Galactic Center Consistent with Extended Emission from Dark Matter Annihilation and Concentrated Astrophysical Emission,” Phys. Rev. D86, 083511 (2012), [Erratum: Phys. Rev.D87,129902(2013)], arXiv:1207.6047 [astro-ph.HE].

[20] Dan Hooper, Ilias Cholis, Tim Linden, Jennifer Siegal-Gaskins, and Tracy Slatyer, “Pulsars Cannot Account for the Inner Galaxy’s GeV Excess,” Phys. Rev. D88, 083009 (2013), arXiv:1305.0830 [astro-ph.HE].

[21] N. Mirabal, “Dark matter vs. Pulsars: Catching the impostor,” Mon. Not. Roy. Astron. Soc. 436, 2461 (2013), arXiv:1309.3428 [astro-ph.HE].

[22] F. Calore, M. Di Mauro, F. Donato, and F. Donato, “Diffuse gamma-ray emission from galactic pulsars,” Astrophys. J. 796, 1 (2014), arXiv:1406.2706 [astro-ph.HE].

[23] Ilias Cholis, Dan Hooper, and Tim Linden, “Challenges in Explaining the Galactic Center Gamma-Ray Excess with Millisecond Pulsars,” JCAP 1506, 043 (2015), arXiv:1407.5625 [astro-ph.HE].

[24] Qiang Yuan and Kunihito Ioka, “Testing the millisecond pulsar scenario of the Galactic center gamma-ray excess with very high energy gamma-rays,” Astrophys. J. 802, 124 (2015), arXiv:1411.4363 [astro-ph.HE].

[25] Ryan M. O’Leary, Matthew D. Kistler, Matthew Kerr, and Jason Dexter, “Young Pulsars and the Galactic Center GeV Gamma-ray Excess,” (2015), arXiv:1504.02477 [astro-ph.HE].

[26] Harrison Ploeg, Chris Gordon, Roland Crocker, and Oscar Macias, “Consistency Between the Luminosity Function of Resolved Millisecond Pulsars and the Galactic Center Excess,” JCAP 1708, 015 (2017), arXiv:1705.00806 [astro-ph.HE].

[27] R. T. Bartels, T. D. P. Edwards, and C. Weniger, “Bayesian Model Comparison and
Analysis of the Galactic Disk Population of Gamma-Ray Millisecond Pulsars,” (2018), 10.1093/mnras/sty2529, arXiv:1805.11097 [astro-ph.HE].

[28] D. Malyshev and D. W. Hogg, “Statistics of Gamma-Ray Point Sources below the Fermi Detection Limit,” Apj 738, 181 (2011), arXiv:1104.0010 [astro-ph.CO].

[29] Samuel K. Lee, Mariangela Lisanti, and Benjamin R. Safdi, “Distinguishing Dark Matter from Unresolved Point Sources in the Inner Galaxy with Photon Statistics,” JCAP 1505, 056 (2015), arXiv:1412.6099 [astro-ph.CO].

[30] Richard Bartels, Suraj Krishnamurthy, and Christoph Weniger, “Strong support for the millisecond pulsar origin of the Galactic center GeV excess,” Phys. Rev. Lett. 116, 051102 (2016), arXiv:1506.05104 [astro-ph.HE].

[31] Yi-Ming Zhong, Samuel D. McDermott, Ilias Cholis, and Patrick J. Fox, “A New Mask for An Old Suspect: Testing the Sensitivity of the Galactic Center Excess to the Point Source Mask,” (2019), arXiv:1911.12369 [astro-ph.HE].

[32] S. Abdollahi et al. (Fermi-LAT), “Fermi Large Area Telescope Fourth Source Catalog,” (2019), arXiv:1902.10045 [astro-ph.HE].

[33] Richard Bartels, Dan Hooper, Tim Linden, Siddharth Mishra-Sharma, Nicholas L. Rodd, Benjamin R. Safdi, and Tracy R. Slatyer, “Comment on Characterizing the Population of Pulsars in the Galactic Bulge with the Fermi Large Area Telescope [arXiv:1705.00009v1],” Phys. Dark Univ. 20, 88–94 (2018), arXiv:1710.10266 [astro-ph.HE].

[34] M. Ajello et al. (Fermi-LAT), “Characterizing the population of pulsars in the inner Galaxy with the Fermi Large Area Telescope,” Submitted to: Astrophys. J. (2017), arXiv:1705.00009 [astro-ph.HE].

[35] Siddharth Mishra-Sharma, Nicholas L. Rodd, and Benjamin R. Safdi, “NPTFit: A code package for Non-Poissonian Template Fitting,” Astron. J. 153, 253 (2017), arXiv:1612.03173 [astro-ph.HE].

[36] F. Feroz, M. P. Hobson, and M. Bridges, “MultiNest: an efficient and robust Bayesian inference tool for cosmology and particle physics,” Mon. Not. Roy. Astron. Soc. 398, 1601–1614 (2009), arXiv:0809.3437 [astro-ph].

[37] Nicholas Rodd and Michael Toomey, NPTFit-Sim, https://github.com/nickrodd/NPTFit-Sim.

[38] Julio F. Navarro, Carlos S. Frenk, and Simon D. M. White, “The Structure of cold dark matter halos,” Astrophys. J. 462, 563–575 (1996), arXiv:astro-ph/9508025 [astro-ph].

[39] A. W. Strong and I. V. Moskalenko, “Propagation of cosmic-ray nucleons in the galaxy,” Astrophys. J. 509, 212–228 (1998), arXiv:astro-ph/9807150 [astro-ph].

[40] Private communication, Ben Safdi and Nick Rodd.

[41] Laura J. Chang, Mariangela Lisanti, and Siddharth Mishra-Sharma, “Search for dark matter annihilation in the Milky Way halo,” Phys. Rev. D98, 123004 (2018), arXiv:1804.04132 [astro-ph.CO].

[42] Tim Linden, Nicholas L. Rodd, Benjamin R. Safdi, and Tracy R. Slatyer, “High-energy tail of the Galactic Center gamma-ray excess,” Phys. Rev. D94, 103013 (2016), arXiv:1604.01026 [astro-ph.HE].
[43] Bhaskaran Balaji, Ilias Cholis, Patrick J. Fox, and Samuel D. McDermott, “Analyzing the Gamma-Ray Sky with Wavelets,” Phys. Rev. D98, 043009 (2018), arXiv:1803.01952 [astro-ph.HE].

[44] Jovana Petrović, Pasquale D. Serpico, and Gabrijela Zaharijas, “Millisecond pulsars and the Galactic Center gamma-ray excess: the importance of luminosity function and secondary emission,” JCAP 1502, 023 (2015), arXiv:1411.2980 [astro-ph.HE].

[45] Ilias Cholis, Dan Hooper, and Tim Linden, “A New Determination of the Spectra and Luminosity Function of Gamma-Ray Millisecond Pulsars,” (2014), arXiv:1407.5583 [astro-ph.HE].

[46] Andrew W. Strong, “Source population synthesis and the Galactic diffuse gamma-ray emission,” The Multi-Messenger Approach to High-Energy Gamma-Ray Sources: 3rd Workshop on the Nature of Unidentified High-Energy Sources, Barcelona, Spain, 4-7 Jul, 2006, Astrophys. Space Sci. 309, 35–41 (2007), arXiv:astro-ph/0609359 [astro-ph].

[47] C. Venter, T. J. Johnson, A. K. Harding, and J. E. Grove, “Modelling the light curves of Fermi LAT millisecond pulsars,” in Proceedings, 58th Annual Conference of the South African Institute of Physics (SAIP 2013): Zululand, South Africa, July 8-12, 2013 (2014) pp. 385–390, arXiv:1411.0559 [astro-ph.HE].