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Abstract—Recently, 3D vision-and-language tasks have attracted increasing research interest. Compared to other vision-and-language tasks, the 3D visual question answering (VQA) task is less exploited and is more susceptible to language priors and co-reference ambiguity. Meanwhile, a couple of recently proposed 3D VQA datasets do not well support 3D VQA task due to their limited scale and annotation methods. In this work, we formally define and address a 3D grounded question answering (GQA) task by collecting a new 3D VQA dataset, referred to as flexible and explainable 3D GQA (FE-3DGQA), with diverse and relatively free-form question-answer pairs, as well as dense and completely grounded bounding box annotations. To achieve more explainable answers, we label the objects appeared in the complex QA pairs with different semantic types, including answer-grounded objects (both appeared and not appeared in the questions), and contextual objects for answer-grounded objects. We also propose a new 3D VQA framework to effectively predict the completely visually grounded and explainable answer. Extensive experiments verify that our newly collected benchmark datasets can be effectively used to evaluate various 3D VQA methods from different aspects and our newly proposed framework also achieves the state-of-the-art performance on the new benchmark dataset. The datasets and the source code are available via https://github.com/zlccccc/3DVL_Codebase.

Index Terms—Grounded visual question answering, vision and language on 3D scenes.

I. INTRODUCTION

In recent years, there has been increasing research interest in various vision-and-language tasks [1], [2], [3], [4], [5], [6], [7], [8], [9]. Among these tasks, visual question answering (VQA) systems aim to answer free-form questions based on the visual content in images or other types of visual data like 3D point cloud. Compared to other vision-language tasks, the VQA task is more susceptible to language priors and co-reference ambiguity. Without the visual data, it is infeasible to obtain the final results for other vision-language tasks. For example, the captioning task takes visual data as the only input and then generates the textual descriptions. The visual grounding task aims to predict the object bounding boxes in the visual data based on the textual descriptions. And thus these tasks heavily rely on the understanding of the visual data. However, as shown in many previous works [10], [11] for the VQA task, even without the visual data, we can still achieve reasonable results by merely relying on textual questions, since some questions can be answered by common sense (i.e., language priors). For example, the answer to “What is the color of the banana in the image” is mostly “yellow”. Thus, the VQA task requires more consideration for both the design of the benchmark datasets and the corresponding methods.

Compared to the 2D VQA tasks, the VQA task based on the 3D visual scenes is less exploited, which introduces more opportunities and challenges to the 3D vision-and-language field. On one hand, compared to the 2D images, the 3D point cloud-based visual scenes contain rich, complex, and less biased geometric and relation information of different objects without the issues of occlusion. As shown in Fig. 1, when compared to 2D data, the 3D VQA task can avoid the inherent spatial ambiguity (e.g., “front”). Thus, more complex and relatively free-form questions can potentially
be correctly answered with the aid of the rich 3D point cloud data. On the other hand, to correctly answer these complicated questions, more information related to the objects appeared in the question should be involved to obtain reliable and explainable results. For example, not only the answer-grounded objects should be grounded by the model, the contextual objects related to the answer-grounded objects should also be identified to precisely predict the correct answer to the questions that involve complex object relationships. Therefore, a free-form and explainable 3D grounded visual question answering task needs to be introduced and formulated to boost the development of the 3D visual-and-language field.

To tackle the 3D VQA task, the model needs to first ground to the related objects and then identify how they are related to the answers in the 3D scene based on the textual question, and then infer the correct answer based on the question and the grounded objects. In this way, the model can achieve the explainable 3D VQA results. In this work, we formulate and address the relatively free-form and explainable 3D VQA task by defining a quintuple (i.e., ⟨question, 3D point cloud data, answer, completely grounded object labels, completely grounded object location⟩) for the 3D VQA model. The inputs to the model include a 3D point cloud together with a complex question based on the 3D scene. The outputs from the model contain not only the correct answer to the question, but also the class labels and localization of the related objects (as well as how they are related to the answer) in the scene to assist the reasoning and evaluation of the correct answer. It is worth mentioning that more complex relationships could be involved for the 3D VQA task when compared to the 2D VQA task. Thanks to the rich geometric and relation information contained in 3D point cloud data, we formally and fine-grainedly define three types of objects required to reliably assist the inference and evaluation of the correct answer to the questions in 3D VQA: 1) AG-In-Q: the answer-grounded objects appeared in the question, 2) AG-NotIn-Q: the answer-grounded objects not appeared in the question, and 3) Context-Of-AG: the contextual objects related to the answer-grounded objects appeared in the question. Given the question and the 3D scene, the three types of objects jointly provide the reasoning evidence and explanation to the predicted answers. Thus, if all the three types of objects are grounded (including their class labels and localizations as well as their correct object types), we call the 3D VQA task would be completely grounded and explainable.

Though three 3D VQA datasets [12], [13], [14] are proposed recently, none of these datasets could well support the free-form and explainable 3D grounded VQA task due to their limited annotations of the question-answer pairs and incomplete annotations to the grounded objects (see Fig. 2 and Sec. II-B for more details). To this end, in this work, we collect a new 3D visual question answering dataset referred to as FE-3DGQA with diverse and complex question-answer pairs together with dense and complete grounded object bounding box annotations. Based on the ScanNet dataset [15], our dataset consists of 20k manually annotated question-answer pairs with an average of 2.1 completely grounded objects’ bounding box annotations for each QA pair from 703 indoor scenes. As shown in Fig. 1, different from the previous works [12], [13], [14] without grounded object or with only one type of grounded objects, we annotate the aforementioned three different types of grounded objects for each QA pair. In addition, observing that all the existing 3D VQA datasets are limited in scale when compared with their 2D counterparts, we further expand our FE-3DGQA dataset by using the existing ScanNet [15] (e.g., ScanRefer [8] and ReferIt3D [16]) datasets based on question templates, resulting in an Extended FE-3DGQA dataset with 112k additional question-answer pairs.

Building upon the defined free-form and explainable 3D VQA task and the two newly collected FE-3DGQA datasets, we propose a strong baseline. Even though much progress has been made in VQA on multi-view 2D images from 3D scenes, it is non-trivial to fuse the results from different views as these results may be inconsistent due to the missing relative directions and occlusions in images. Existing 3D VQA works [12], [13], [14] encode and fuse the questions and visual data by using different methods, such as Bi-LSTM, BERT, and other encoder-decoder networks. In contrast, we explicitly enhance the within-object attribute features and model the across-object relations by using an enhanced self-attention module, and carefully design our framework to effectively explore three types of related-objects. Specifically, our method tackles the problem by three objectives: 1) grounding and attending to all the related objects in the 3D scene based on the question, 2) identifying how these objects are related to the answer, and 3) inferring the correct answer based on the question and different types of grounded objects. To achieve the three objectives, we design an end-to-end optimized 3D VQA method with a language branch, a 3D vision branch, and a fusion module. The language branch is based on a pre-trained T5 model to handle the free-form question-answer pairs. It provides the object labels of “AG-In-Q” and “Context-Of-AG” objects to guide the corresponding attentions in the 3D scene. Moreover, it also limits the scope of the candidate answers and links to the potential answers of the question. The 3D vision branch includes a 3D object detector to tokenize the 3D
scene with the object proposals as the object tokens, followed by an enhanced self-attention module to extensively encode the within-object and across-object features of all the related objects, which can effectively help identify the additional “AG-NotIn-Q” objects, and thus ground and attend to all three different types of related objects and eventually provide the visual evidence to the answer. The co-attention-based token encoding and fusion module enables the interactions between the question and 3D point clouds, which establishes various semantic links between textual question-answer pairs and the corresponding object regions to filter out unrelated objects (and attend to the related objects) in the 3D point clouds, and thus allows the correct predictions of the final answer based on the joint textual and visual features in the subsequent grounded answer generation module.

The contributions of our work can be summarized as: (1) We define a new 3D vision and language task called free-form and explainable grounded 3D VQA. To this task, we also collect the new dataset called FE-3DGQA with 20k free-form question-answer pairs, in which we additionally annotate three types of corresponding grounded objects from 703 3D scenes. (2) A new framework is proposed, which can be used as a strong baseline for the free-form and explainable grounded 3D VQA task. (3) The proposed framework is extensively evaluated on the proposed FE-3DGQA dataset and achieves the state-of-the-art results.

II. RELATED WORK

A. Vision And Language on 3D Scenes

Deep learning in various 3D point cloud based vision tasks has attracted a great deal of interest [17], [18], [19], [20], [21], [22], [23], [24], [25]. Unlike 2D datasets, data collection with 3D annotations is expensive, which limits the development of the unified 3D framework. Some recent works are also proposed to explore the 3D vision+language tasks for scene understanding, such as visual grounding [8], [16], [26], visual captioning [9], [27], 3D scene graph [28], etc. ScanRefer [8] and Referit3D [16] are two datasets to first introduce the task to localize 3D objects on RGB-D indoor Scans. Based on the ScanRefer [8] dataset, Scan2Cap [9] is recently proposed for dense captioning on 3D scenes, which focuses on describing the attribute and relation information of objects in the scene. 3DSSG [28] is proposed for 3D scene graph generation, which is built based on several instances from the 3RScan [29] dataset. Different methods [8], [9], [10], [12], [13], [14], [16], [26], [27], [28], [30], [31], [32], [33], [34], [35], [36] are proposed to tackle these problems by joint modeling the language and vision data. However, compared to these 3D vision-and-language tasks, the 3D visual question answering task is more prone to ignore the visual data and overfit to the language priors. Thus, both collection of 3D VQA dataset and design of 3D VQA method require more consideration when compared to other 3D vision-and-language tasks.

B. Visual Question Answering (VQA)

Several 2D image-based VQA datasets [6], [7], [37] and methods [11], [38], [39], [40], [41], [42] are proposed in recent years. However, the VQA task based on 3D point clouds-based visual scene is far less exploited, which introduces more opportunities and challenges to the 3D vision-and-language field. Recently, three datasets [12], [13], [14] were collected for 3D visual question answering. For example, 3DQA [13] only contains 6k manually annotated questions, and they do not provide the related object labels and bounding boxes. CLEVR3D [14] is built upon the 3D scene graph datasets and their question-answer pairs are created based on a set of fixed templates from the scene graph annotations. In other words, their annotations are not fully free-form and highly rely on the scene-graph annotations, and thus cannot be easily expanded to other 3D scenes without scene-graph annotations. ScanQA [12] is another 3D VQA dataset, which contains 41k question-answer pairs. However, their questions are automatically generated from the question generation model based on the fixed form grounding annotations. Though they have annotated the corresponding 3D bounding boxes related to the answers, the annotations of objects are not elaborately classified by how they are related to the questions or answers, which limits their full reasoning capability on how the answers are generated by the VQA models.

In summary, none of the 3D VQA datasets could well support the free-form and explainable 3D grounded VQA task due to their limited annotation methods of the question-answer pairs and incomplete annotations to the grounded objects. In contrast, we collect a new FE-3DGQA dataset, which is a well-annotated dataset with various annotations for object-of-interest for free-form and explainable QA. We argue that our dataset could help evaluate language-based 3D scene understanding methods, and help reduce the bias issue from the language prior. Moreover, we design a new completely grounded and explainable 3D VQA framework by using a joint training strategy with a specifically designed language branch, an enhanced 3D vision branch, and a fusion module for both VQA and visual grounding tasks.

III. FE-3DGQA DATASET

Compared to other vision-language tasks, the VQA task is more susceptible to language priors and co-reference ambiguity and thus requires more consideration for both design of the benchmark datasets and the corresponding methods. For example, if the questions and answers are highly correlated, the models tend to make predictions based on the co-occurrence patterns between textual questions and answers (i.e., the language priors) instead of reasoning upon visual contents. In addition, if the question-answer pairs are not designed properly, the co-reference ambiguity issue arises when a referred object in the questions or answers has multiple correspondences in an image, and the context of the questions or answers is insufficient to distinguish them. When compared to the 2D VQA task, the VQA task based on the 3D scenes introduces more opportunities and challenges, which motivates us to collect our FE-3DGQA dataset. Fig. 3 shows some representative examples from our FE-3DGQA dataset. Our FE-3DGQA dataset consists of both question-answer pairs and grounded object annotations. Each 3D VQA sample contains a...
question based on a 3D scene, the corresponding answer, and the completely grounded object annotations in the 3D scene to facilitate the subsequent research to solve the relatively free-form and explainable 3D grounded VQA task. Our FE-3DGQA dataset consists of two parts: 1) the free-form question-answer pairs, 2) the completely grounded object annotations. The related objects of AG-In-Q, AG-NotIn-Q, and Context-Of-AG are colored in green, cyan, and red, respectively.

**A. FE-3DGQA Dataset Collection**

Our dataset is annotated based on ScanNet [15], which contains the RGB-D Scans of various indoor scenes with fine-grained instance-level segmentation annotations.

1) **Complex and Relatively Free-Form Question-Answer Pairs:** Different from the 2D image, the 3D point cloud-based visual scenes contain rich, complex, and less biased geometric and related information of different objects without the occlusion issue. Thus, more complex free-form questions can potentially be correctly answered with the aid of the rich 3D point cloud data. As shown in Fig. 3, our FE-3DGQA dataset contains more complex and free-form questions, where full exploitation and understanding of the corresponding 3D scene is often required to answer those questions.

Unlike the previous template-based or auto-generated question-answer pairs based on the existing ScanRefer [8] dataset, our datasets are manually annotated with proper instructions on the design of non-trivial questions. Thus, our annotations are completely free-form and potentially go beyond the ScanRefer grounding dataset and ScanNet detection datasets with more complex multi-object relationships. In addition, our annotators are instructed to carefully design the questions customized to each individual scene in a whole to maximally avoid co-reference ambiguity with respect to both questions and answers. Specifically, to encourage the diversity of QA pairs to reflect a broad coverage of 3D scene details, we ask the annotators to annotate each object in a scene with at least 2 different questions. We do not provide any question template to avoid limiting the richness of the questions. However, the questions in each scene should cover all the four different aspects in free-form: 1) the local object-oriented questions with attributes and local relations of a specific object (e.g., “what color is the table behind the l-shaped couch?”, “what shape is the table between two white chairs?”, “what is between two printers on the desk?”), 2) the global context-aware questions to understand the whole scene (e.g., “what is this room?”, “how many printers in the room?”), 3) the complex relationships among multiple objects (e.g., “which is closer to the curtain, the suitcase or the nightstand?”), and 4) the direction or location related questions potentially for navigation (e.g., “where is the couch?”,”what kind of furniture is facing two green chairs?”).

2) **Completely Grounded Objects Annotations:** To support and enable the development of fully explainable 3D VQA models, we not only design and annotate the question-answer pairs, but also annotate all the grounded objects related to the question-answer pairs. Though the ScanQA [12] dataset also provides the annotations of the answer-grounded objects, we take one step further, and fully annotate all the objects (with object classes and locations) related to both questions and answers. Moreover, we fine-grainedly categorize the grounded objects into the following three types:

1) **AG-In-Q:** the answer-grounded objects appeared in the question (e.g., the ‘table’ in the question ‘what color is the table behind the l-shaped couch?’).

2) **AG-NotIn-Q:** the answer-grounded objects not appeared in the question (e.g., the ‘chair’ in the question ‘what is under the white table behind the l-shaped couch?’ and the answer ‘chair’).

3) **Context-Of-AG:** the contextual objects related to the answer-grounded objects appeared in the question (e.g., the ‘l-shaped couch’ in the question ‘what color is the table behind the l-shaped couch?’).

The three types of objects jointly assist the design and evaluation of the explainable 3D VQA methods. To be specific, the “AG-In-Q” and “AG-NotIn-Q” objects are answer-grounded. As long as these two types of objects are correctly grounded, the answer to the question will be more explainable. Otherwise, the question may be obtained merely from the language priors in the dataset or by the common sense based on the questions. Moreover, the “AG-In-Q” and “AG-NotIn-Q" annotations also enable the visual answers in the form of bounding boxes. In addition, the “Context-Of-AG” objects appeared in the questions are related to the answer-grounded objects, which are also the key to predict the correct answer. None of the existing 3D VQA datasets annotate this type of objects. However, we argue that the grounding results of the “Context-Of-AG” objects in the visual data provide the key reasoning evidence of the correct answer. For example, for the question: “what is between the two printers on the desk?”, both
of the “two printers” and the “desk” belong to the “Context-Of-AG” objects. Thus, the “Context-Of-AG” objects provide the rich cues to the correct answer. So the model needs to precisely ground to the “Context-Of-AG” objects before correctly answering the question. To aid the prediction and explanation of the correct answer, we annotate the bounding boxes of three different types of objects related to the answers as shown in Fig. 3. The “AG-In-Q” objects are marked in green, which indicates the answer-grounded objects that appeared in the question. The “AG-NotIn-Q” objects marked in cyan are answer-grounded objects not appeared in the question. The contextual objects of the answer-grounded objects are categorized as “Context-Of-AG”, which are marked in red. To precisely answer the complex questions with reasonable explanations, all the three potential types of objects should be correctly grounded.

3) Extending FE-3DGQA Dataset Based on Templates: To enrich our FE-3DGQA dataset, we further extend our 3D VQA dataset by transforming the original ScanNet [15] dataset, the ScanRefer [8] dataset, and the Referit3D [16] dataset into their QA-like versions based on the fixed templates. Please see Sec. IV for more details.

B. FE-3DGQA Dataset Statistics

We collected 20,215 question-answer pairs for 703 ScanNet [15] scenes with 42,456 annotated grounded objects. The average numbers of three different types of object in each 3D scene are 1.53, 0.18, and 0.39, respectively. Overall, we annotated 2.1 objects on average for each scene. And we follow the official ScanNet [15] setting to split FE-3DGQA as the train/val set, with 16,245 and 3,970 samples, respectively. More statistics of the train/val set can be found in Table II. On average, there are 9.10 words per question and 28.76 question-answer pairs per scene.

Our manually labeled FE-3DGQA dataset enjoys the advantage of free-form and completely grounded objects. However, it is still limited by relatively small scale when compared to other 2D VQA datasets. To enrich our FE-3DGQA dataset, we further extend our 3D VQA dataset by including the original ScanNet [15] dataset, ScanRefer [8] dataset, and Referit3D [16] dataset into their QA-like versions based on the fixed templates. We name the extended FE-3DGQA dataset as Ext. FE-3DGQA, which contains around 112k additional template-based QA pairs and 100k additional grounded objects.

Table I shows the comparison between the existing concurrent 3D VQA datasets [12], [13], [14] and our newly collected FE-3DGQA and the Ext. FE-3DGQA datasets. It can be seen that our FE-3DGQA dataset is the largest manually annotated 3D VQA dataset, with complete grounded object annotations. Moreover, by using additional template-based QAs, our Ext. FE-3DGQA dataset is the largest 3D VQA dataset.

As shown in Fig. 4, we report the distribution of the question types based on the first four words of the questions in FE-3DGQA. It can be seen that all four aspects are involved in the questions. For example, 1) the local object-oriented questions (e.g., ‘what color is the’, ‘what kind of furniture’), 2) the global context-aware questions (e.g., ‘what is this room?’, ‘are there more than’, ‘how many chairs are’), 3) the complex relationships among multiple objects (e.g., ‘which

---

| Datasets          | Source        | Amount | Object Annotations          | Collection            |
|-------------------|---------------|--------|----------------------------|-----------------------|
| ScanQA [12]       | ScanNet [15]  | 41k    | Unknown Types              | AutoGen+HumanEdit     |
| ScanQA [13]       | ScanNet [15]  | 6k     | Not annotated              | Human                 |
| CLVR3D [14]       | 3RScan [29]   | 60k    | Not annotated              | Template              |
| FE-3DGQA (Ours)   | ScanNet [15]  | 20k    | AG-In/NoIn-Q & Context-of-AG | Human                 |
| Ext. FE-3DGQA (Ours) | ScanNet [15] | 112k   | AG-In/NotIn-Q              | Template              |

---

1After excluding 97 test set scenes (due to Copyright issues) from the total 800 scenes, we follow ScanRefer[8] to only annotate one single scan for each of the remaining 703 scenes.
is more/less/taller’, ‘what is between the’), and 4) the direction or location related questions potentially for navigation (e.g., ‘where is the’, ‘facing the’).

In Fig. 5, we show the distribution of the question types based on the number of words in each type. We can see that the questions have varied lengths with 9.10 words on average, which further demonstrates the diversity of our questions. Fig. 6 shows the distribution of answers to the question types by the first few words with the highest numbers of samples. The horizontal axis represents the types of questions (i.e., the first 1-2 words of the question), and the vertical axis represents the distribution of the top-k frequent answers. We can observe that the answers to most of the questions are relatively balanced.

C. FE-3DGQA Dataset Collection Details

1) Annotation: To ensure the quality and diversity of the grounded questions, especially the correctness of bounding box annotations of various related objects, we ask well-educated university students to annotate the scenes based on an online visualizer website, on which annotators could interactively rotate, move, zoom in/out, and obtain object names and ids. We also developed the scripts to visualize different types of related objects to check the annotations offline. Specifically, the students are divided into six groups, and each group is assigned with a well-trained leader annotator to ensure the quality of the annotations. Furthermore, we provide more than 200 samples based on 12 different 3D point cloud scenes to provide concrete instructions for the annotators. Each object in a scene is annotated with at least two different questions, and each scene should cover all four aspects to achieve the diversity of QA pairs and reflect a broad coverage of 3D scene details. In addition, our annotators are instructed to carefully design the questions customized to each individual scene in a whole to maximally avoid co-reference ambiguity with respect to both questions and answers. To avoid the view dependency issue in the question (i.e., spatial relations such as “left” in the 3D-scene is unclear when facing different directions), we inspire the annotators to add the detailed direction constraints when there are complex relationships in the question.

2) Filtering: After collecting the QA pairs together with the objects, each question is refined and filtered more than twice by two different additional annotators. A different annotator first checks and filters the annotated questions and objects, and the group leader will double-check all the annotations again. In the filtering stage, the question, the answer, and the related objects are checked and filtered simultaneously.

IV. EXTENDED FE-3DGQA DATASET

A. Extending Existing Datasets to GQA-Like Version

The statistics of the extended FE-3DGQA dataset are shown in Table II. Below we describe how we transform each dataset into our Ext. FE-3DGQA in detail.

1) Transforming 3D Object Detection Dataset to 3D GQA: The detection dataset consists of the dense object class annotations, which can be transformed to some reasonable questions with fixed templates. Here, we use the same detection annotations from the ScanRefer dataset, in which the class names are slightly different from the original ScanNet [15]. To be specific, we use some templates to generate a new QA dataset based on the annotations from the original detection dataset (e.g., “how many <object> are there in the room?”, or “is there a <object> in the room?”). The blanks in the template are filled with the 17 candidate object classes contained in the ScanNet dataset. In this way, all the referred objects are marked as “AG-In-Q” objects. Considering that for many answers, we have “zero” object to be referred to in this extended dataset, we eventually obtain 24,539 QAs with an average of 0.527 annotated objects for each query in the scenes.
TABLE II
DATA STATISTICS OF OUR FE-3DGQA DATASET AND THE EXTENDED FE-3DGQA DATASET. THE NUMBERS IN THE COLUMNS ‘AG-IN-Q’, ‘AG-NOTIN-Q’, AND ‘CONTEXT-OF-AG’ INDICATE THE AVERAGE NUMBER OF ‘THE ANSWER-REFERRED OBJECTS APPEARED IN THE QUESTION’, ‘THE ANSWER-REFERRED OBJECTS NOT APPEARED IN THE QUESTION’, AND ‘THE CONTEXTUAL OBJECTS RELATED TO THE ANSWER-REFERRED OBJECTS APPEARED IN THE QUESTION’ IN EACH QUESTION, RESPECTIVELY. THE NUMBERS IN THE COLUMN “OVERALL” INDICATES THE AVERAGE NUMBER OF ALL TYPES OF RELATED OBJECT ANNOTATIONS IN EACH QUESTION. \([\pm]\): TRANSFORMED BY THE EXTENDING METHOD DESCRIBED IN SECTION IV. \([\ast]\): SINCE THE TRANSFORMED GROUNDING DATASET AND THE TRANSFORMED MASKED GROUNDING DATASET ARE BASED ON THE SAME DATASET, WE COUNT THE TOTAL NUMBER OF QA PAIRS AND THE TOTAL NUMBER OF RELATED OBJECTS TRANSFORMED FROM THE SAME DATASET ONLY ONCE IN THE EXT. FE-3DGQA DATASET. \([-\ast]\): NOT ANNOTATED

| Datasets | #QA | #Related Objects | AG-In-Q | AG-NotIn-Q | Context-Of-AG | Overall |
|----------|-----|------------------|---------|------------|--------------|---------|
| FE-3DGQA | 20,215 | 42,456 | 1.530 | 0.178 | 0.392 | 2.100 |
| FE-3DGQA (training split) | 16,245 | 34,234 | 1.542 | 0.171 | 0.387 | 2.093 |
| FE-3DGQA (validation split) | 397 | 8,222 | 1.480 | 0.182 | 0.408 | 2.070 |
| ScanRefer\(^+\) | 24,539 | 12,390 | 0.527 | 0 | 0 | 0.527 |
| ScanRefer\(^+\) | 46,173 | 46,173 | 1 | - | - | 1 |
| Nr3D\(^+\) | 41,475 | 41,475 | 1 | - | - | 1 |
| Masked ScanRefer\(^+\) | 46,173 | 46,173 | - | 1 | - | 1 |
| Masked Nr3D\(^+\) | 41,475 | 41,475 | - | 1 | - | 1 |
| Ext. FE-3DGQA | 112,187* | 100,578* | 0.503 | 0.439 | 0 | 0.942 |

2) Transforming 3D Visual Grounding Datasets to 3D GQA:
Except for the detection annotations, the ScanRefer dataset and the Nr3D dataset for the visual grounding task also provide rich grounding annotations with dense descriptions of object attributes and relationships. Thus, we treat the descriptions from the object grounding task as the input question, the referred object name as the answer, and the corresponding object bounding box annotation as the visually grounded “AG-In-Q” object.

3) Transforming Masked 3D Visual Grounding Datasets to 3D GQA:
Since the answers (e.g., the grounded objects) in the transformed visual grounding datasets can always be found in the questions (e.g., the grounding description), the VQA model may be biased by the language prior. To alleviate the issue, we propose to mask the referred object in the grounding description to form a new question. We treat the masked object name as the answer and the corresponding object bounding box annotation as the visually grounded “AG-NotIn-Q” object.

V. METHODOLOGY

With our completely grounded 3D VQA dataset, we formulate the FE-3DGQA problem as follows: given the point cloud $P$ and the question $Q$ about the 3D scene, we introduce a new framework to predict the visually grounded answer together with the corresponding bounding boxes and labels of all the related objects. Our method tackles the problem by three objectives: 1) grounding and attending to all the related objects in the 3D scene based on the question, 2) identifying how these objects are related to the answer, and 3) inferring the correct answer based on the question and different types of grounded objects. To achieve these objectives, as shown in Fig. 7, our framework consists of a language branch, a 3D vision branch, and a fusion module. We further split our model into the tokenization module to tokenize both the 3D point clouds and the textual question respectively, the token encoding and fusion modules to encode and exchange the tokenized features from different modalities, and the grounded answer generation modules to predict the final visually grounded answer. Specifically, the inputs of our framework are the question and 3D point cloud data, while the outputs of our framework include the answer, the three types of grounded object labels, and the three types of grounded object locations. We use a language tokenizer and a 3D point cloud object detector to encode the input question $Q$ and 3D point cloud $P$ into word-level tokens and object-level features, respectively. Then the word-level tokens and object-level features are enhanced through a token encoding and fusion module to generate the joint visual and visual features. The joint textual and visual features are then fed into the grounded answer generation module to generate answers, grounded object labels and grounded object locations.

A. Tokenization Module

We tokenize the input question $Q$ and 3D point cloud $P$ into word-level tokens and object-level tokens by using a language tokenizer and a 3D point cloud tokenizer, respectively.

1) Language Tokenizer: Our language tokenizer is a standard T5 tokenizer [43], which is widely used in natural language processing. We also follow T5 to add a task-specific prefix before feeding the question into the T5-tokenizer (e.g., “[visual question answering:] is there a chair in this room?”). The outputs of our language tokenizer are the list of IDs of all the words that appeared in the question.

2) 3D Point Cloud Tokenizer (i.e., 3D Object Detector): The input of the 3D detector is the Point Cloud $P \in \mathbb{R}^{N \times (3+K)}$, which represents the whole scene as $N$ 3D coordinates with $K$ dimensional hidden features, which is a combination of the color, the normal vector, the height, and the 128-dimensional multi-view appearance features for each point in the 3D scene. For the object detector, as inspired by FCOS [45], we use a variant of VoteNet [44], in which we do not use the pre-defined anchors but predict the distance between the voted 3D points and the bounding box boundaries. The outputs of our point cloud tokenizer are the predicted object proposals for all the objects in the 3D scene.
B. Token Encoding and Fusion Module

We use \( k \) interlaced self-attention and cross-attention layers for token-level feature encoding and fusion. The self-attention layers aim to extract high-level semantic information and encode rich relation information (i.e., word-to-word relations for the question, and object-to-object relations for the point clouds) respectively, while the cross-attention layers focus on how to model complex interactions between different modalities and exchange word-object information. In our experiments, we empirically set \( k = 2 \). With the baseline framework in hand, we propose to enhance the 3D VQA performance by approaching to the three objectives more closely via the improved language encoding branch, enhanced point cloud encoding branch, as well as the enriched fusion modules.

Firstly, for the language encoding, we use the encoder of a pre-trained T5 model [43] (i.e., a 12-layer transformer encoder) to extract high-level semantic features and effectively encode the free-form questions. The motivation is that the self-attention layers in the T5 model could encode rich word-to-word relations. Moreover, the questions in our FE-3DGQA dataset are free-form, and simply encoding the original free-form questions without using any pre-trained language model may be overfitted by the questions. Then the language encoding modules not only help predict the labels of the answer-grounded objects that appeared in the question (“AG-In-Q”) and the contextual objects (“Context-Of-AG”) related to the “AG-In-Q” objects but also helps select the potential answer types.

Secondly, for the 3D object encoding branch, we propose an enhanced self-attention module to extensively encode the within-object features (i.e., the shape, color, texture, and materials) and across-object features (i.e., the complex global & local relations among different objects) to precisely attend and ground to all of the answers related objects. As shown in Fig. 8, for the within-object feature encoding, we apply a 2-layer linear projection to the concatenation of the bounding box corners and the input \( K \) dimensional multi-view RGB features in the corresponding bounding box. For across-object feature encoding, motivated by the success of relative position bias in the state-of-the-art 2D and 3D methods [26], [46], we encode the pairwise distances between any two object tokens (i.e., the distance between any two object centers along \( x \), \( y \), and \( z \) direction) by using a 2-layer linear projection and then add it to the attention map of each self-attention module. The well-encoded object features not only provide within-object and across-object features of all three types of objects but also help identify the answer-grounded objects not appeared in the question (“AG-NotIn-Q”). Moreover, it also encodes the visual evidence of the correct answers. The implementation can be found in https://github.com/zlccccc/3DVL_Codebase.

Thirdly, the cross-attention-based fusion modules between the language and visual branches focus on how to model complex interactions between different modalities and exchange word-object information. In our model, we also add cross-attention layers to both branches, respectively. Specifically, the cross-attention layer in the language branch helps the model to predict the labels of all three types of answer related objects, because the language branch itself is by no means...
to predict the answer-grounded object not appeared in the question ("AG-NotIn-Q") without visual information. It also allows the prediction of the correct answer based on the joint textual and visual features. For the cross-attention layer in the visual branch, the encoded word features in the question provide a guidance on where to attend the feature in the 3D scene for filtering out the unrelated objects features to the potential answer.

C. Grounded Answer Generation Module

With the encoded and fused features from the question and 3D point clouds, we generate the free-form grounded answers together with the corresponding labels, types, and bounding boxes of the related objects. For answer generation, we use the decoder of a pre-trained T5 model [43] (i.e., a 12-layer transformer decoder) with two more parallel linear layers for answer prediction and related object label and type prediction, respectively. Specifically, for simplicity, we cast the answer generation task as a classification problem similar to the previous 3D VQA methods [12], [13], [14]. Besides, to improve the explainability and reliability of the predicted answer, we also propose an auxiliary task by predicting the QA-related object classes and the corresponding object types for each class, which attempt to link the answer to specific related objects. Besides, the 3D vision branch not only locates and classifies the bounding boxes of all the related objects but also predicts the corresponding object types, such that the predicted answer is completely grounded.

D. Loss Function

The loss function of our method is a combination of detection loss $L_{\text{detection}}$, question answering loss $L_{\text{QA}}$, the object type classification loss $L_{\text{type}}$ and the related object semantic label and type classification loss $L_{\text{sem-cls}}$ to predict the related object semantic classes and the types to each class. The detection loss $L_{\text{detection}}$ is almost the same as used in VoteNet [44], except that the anchor-based bounding box classification loss and the regression loss are replaced with the boundary regression loss [45]. We formulate the grounded question answering problem as a classical multi-class classification problem for answers and a multi-label grounding problem for the grounded objects. We use the focal loss as the question answering loss $L_{\text{QA}}$ to better handle the long-tailed answers. The object type classification loss $L_{\text{type}}$ from the 3D vision branch is a focal loss for the object proposals generated by the detector, where we regard the object proposals whose IoUs with the ground-truth objects larger than 0.5 as positive samples and other object proposals as negative samples during the training process. The related object semantic label and type classification loss $L_{\text{sem-cls}}$ of the language branch is a focal loss to predict both object labels and corresponding types. The final loss function is a combination of these items, i.e., $L_{\text{All}} = L_{\text{detection}} + 0.5 L_{\text{QA}} + 0.5 L_{\text{type}} + 0.5 L_{\text{sem-cls}}$.

VI. EXPERIMENTS

To evaluate the newly proposed method, we conduct the experiments based on our newly collected FE-3DGQA dataset as well as its extended version.

A. 3D Grounded Question Answering Methods

In Table III, we report the completely grounded 3D visual question answering (VQA) results including not only the QA results, but also the grounding results from three different types of objects. According to different types of answers, we split the validation set into 4 sub-classes: “number”, “color”, “yes/no”, and “other”. Below we describe the details of the methods.

1) QA w/o Scene: We use a single T5 model to perform the experiments of the QA task by using the language part of our dataset without using visual data. The results could be generated from random guess or based on the language priors.

2) 2D-QA Methods: We apply a few 2D methods on our dataset to show the dataset poses new challenges that cannot be solved by the current 2D VQA methods. For MCAN [47], we follow [12] to use a pretrained 2D model to generate features from 10 randomly selected images from the scene for each question, and then fuse them with language models. The final answer is generated based on the highest average answer score from the selected images. For Oscar [41], we firstly use a pretrained Fast-RCNN model to extract 2D features from 10 images randomly selected from the scene for each question, and then fuse them with the input question by using a pretrained BERT-based model. We fine-tune the pretrained Oscar model to obtain the final results. For CLIP-ViL [48], we use a pretrained ResNet50 model to extract 2D features from all multiview images from the scene, and fuse them with the question by using a pretrained transformer-based model [49]. We fine-tune the pretrained models to produce the final results.

3) 3D-QA Methods: Since most recent 3D VQA methods and datasets are not open-sourced yet, we compare the results of our method with few state-of-the-art methods [12], [13] based on our re-implementation. For ScanQA [12], we use Bi-LSTM and the VoteNet detector as the 3D & language encoder layer, and we also use the transformer encoder & decoder layers as the 3D & language feature fusion layer. For 3DQA-TR [13], we use VoteNet and PointNet as the geometry encoder and appearance encoder, and then fuse the extracted tokens with encoded linguistic questions by using a pre-trained BERT. Please see their papers [12], [13] for more implementation details. For fair comparison, we also add a grounding head to their methods and also report the grounding results of the three types of objects. Note that we do not report the results of TransVQA3D [14] since this baseline method requires additional relation graph annotations.

B. Quantitative Analysis

In general, all the 3D VQA methods outperform the pure QA results without the visual data (i.e., the results from random guess or the language priors), and our method achieves the best overall QA results, as well as the grounding results for all types of objects. Specifically, our method achieves around 1.93% improvements in terms of the “overall” QA results when compared with the recent 3DQA-TR [13] method on the validation set. For the grounding results, our method achieves
remarkable performance gain of 8.82% in terms of mAP@0.5 when compared with the ScanQA [12] method.

The results show that our newly proposed method could effectively ground to the answer related objects and thus predict more accurate answers. When comparing our method with various 2D VQA methods (i.e., MCAN [47], Oscar [41], or CLIP-ViL [48]), we found that the method using multi-view images performs worse for the “yes/no” and “other” subsets, which relies more on precise 3D scene understanding. For the baseline methods ScanQA [12] and 3DQA-TR from 3DQA [13], the grounding results are poor, which indicate that their methods could not ground to the answer related objects precisely and thus are not well explainable. We also conduct the experiments by combining the manually annotated dataset (i.e., FE-3DGQA) and the extended dataset (i.e., Ext. FE-3DGQA) in the training stage to further enhance our performance (see the 8th row in Table III) for the 3D VQA task. We examine human performance by asking 4 human subjects to answer 400 randomly selected questions and identify the three types of related objects in the 3D scene. The average results are shown in the last row of Table III. It can be seen that the performance gaps between all the algorithms and human are still large, which encourages further research on the 3D GQA task by using our dataset. As shown in Table IV, we also report the results of our methods on the ScanQA [12] dataset. Results show that our method outperforms the baseline methods.

1) Training Details: The model is trained in an end-to-end manner on a machine with a single 32G V100 GPU. For the FE-3DGQA dataset, we train our model for 100 epochs with 15 GPU hours. When we use the large Extended FE-3DGQA dataset, we train our model for 50 epochs with about 60 GPU hours. We set the learning rate as 1e-3 for the VoteNet [44] detector, and 1e-4 for other transformer-based modules.

### C. Ablation Studies and Analysis

1) How Does the Auxiliary Grounding Task Affect the QA Results?: Here, we compare the QA results between our alternative methods (e.g., without considering the grounding task, or only considering single type of objects) and our complete method based on the joint QA and grounding training strategy. As shown in Table V, we observe that the grounding results not only provide potential explanation capability to the QA results, but also improve the overall QA results. Specifically, the “AG-In-Q” and “AG-NotIn-Q” objects contribute to the QA results on the “number” and “color” subsets (see the results from the 1st row and the 2nd/3rd row), while the “Context-Of-AG” objects improve the results for the “number” and “yes/no” subsets (see the results from the 1st row and the 4th row).
Moreover, as shown in Row 3 of Table VI, with the additional detection loss $L_{\text{detection}}$ from the vision branch, our alternative method “Ours (w/o Grounding)” (i.e., with 45.99% Acc.) also outperforms the alternative method “QA w/o Scene” (i.e., with 37.25% Acc. as shown in Row 1 of Table III) by 8.74%, which also verifies that our 3D vision branch and the fusion method can significantly improve the 3D VQA results.

2) Effectiveness of the Pre-Trained Language Model in the Language Branch: In Row 2 and Row 4 of Table VI, we report the results by using different language modules (e.g., randomly initialized Bi-GRU and pre-trained T5). When compared to the randomly initialized Bi-GRU, our method using the pre-trained T5 language module achieves much better QA results as well as the grounding results. The results verify that our newly collected dataset contains more free-form questions. Without the pre-trained language module, the model is more prone to overfit to the questions and ground to the wrong objects due to insufficient language modeling capability in the Bi-GRU method, which leads to poor QA results.

3) Ablation Study for the Enhanced Self-Attention Module in the 3D Vision Branch: As discussed in Sec. V-B, we propose an enhanced self-attention module in the 3D vision branch to extensively encode the within-object features and across-object spatial distances to help the model attend and ground to all the answer related objects. In Row 1 and Row 4 of Table VI,
we compare the results of our method and the alternative method that uses the standard self-attention modules. We can see that the enhanced self-attention module contributes to both the final QA results and the grounding results. Specifically, the grounding results of the “AG-NotIn-Q” objects (i.e., the answer-grounded objects not appeared in the question) are improved by 2.7%, which verifies that a good visual encoding module helps us identify the challenging but essential “AG-NotIn-Q” objects.

D. Visualization of the Grounded VQA Results

Fig. 9 compares the visualization results (i.e., the grounded VQA results) by using the proposed method and two baseline methods 3DQA-TR [13] and ScanQA [12] on the FE-3DGQA dataset. Given the question and the 3D point clouds, we show not only the predicted answer, but also the grounding results of the three types of answer-related objects. The related objects of AG-In-Q, AG-NotIn-Q, and Context-Of-AG are colored in green, cyan, and red, respectively. Fig. 9 (a) shows that the

Fig. 10. More visualization results from our method on the newly collected FE-3DGQA dataset.
"AG-In-Q" object is successfully grounded and classified by our method and the correct answer is also predicted accordingly. While 3DQA-TR [13] correctly answers the question in Fig. 9 (b), it fails to detect all the “Context-Of-AG” objects and the “AG-NotIn-Q” objects, and thus the correct answer is not explainable. By contrast, our method predicts the correct answer together with the completely grounded related objects. In another example (see Fig. 9 (c)), both ScanQA [12] and our method predict the right answer. However, when compared to our completely grounded results, the ScanQA [12] method predicts the correct answer even without correctly localizing the “AG-In-Q” object and thus the result is not reliable. For Fig. 9 (d), while all the methods predict the answer correctly, only our method achieves completely grounded result by not only identifying the “AG-In-Q” object, but also most of the “Context-Of-AG” objects in the 3D scene.

Fig. 10 shows more qualitative results of the ground-truth annotation and the outputs from our method. As mentioned in Section III-A, our dataset covers the free-form questions from different aspects, including 1) the local object-oriented questions with attributes (and local relations of a specific object, if applicable), 2) the global context-aware questions to understand the whole scene, 3) the complex relationships among multiple objects, and 4) the direction or location related questions potentially for navigation.

In Fig. 10, we show more results corresponding to all the four aspects. Fig. 10 (a) shows the correct and explainable answer predicted by our method. In this example, our method not only predicts the correct answer to the question, but also completely grounds all the objects related to the answer. By contrast, as shown in Fig. 10 (b), there are still some failure cases from our method. For example, as shown in the 1st row of Fig. 10 (b), though the answer to the question is correct, the grounding results are not complete. As shown in the 2nd and 3rd row of Fig. 10 (b), the answer to the question is wrong due to the incorrect number of grounded objects in the grounding results. As shown in the 4th row of Fig. 10 (b), the incorrect answer might be caused by the incorrect grounding results to the related objects. The failure cases verify the challenges of our dataset, and more advanced techniques are required to deal with the challenging cases in our future works.

E. The Effect of Three Data Extension Strategies

In Table VII, we report the grounded visual question answering results of our newly proposed method based on the test set of our newly collected FE-3DQQA dataset together with different extended training datasets. In Table VII, “manual” means our original manually annotated FE-3DQQA dataset, “det.” represents the transformed 3D detection dataset (i.e., ScanNet), “ground.” represents the transformed 3D visual grounding datasets (i.e., ScanRefer and Nr3D), and “Ext.” represents the full extended FE-3DQQA dataset, which consists of the transformed detection dataset, the transformed visual grounding dataset, and the transformed masked visual grounding dataset. Note that as the annotations of the related objects for the samples from both the transformed 3D grounding datasets and the transformed masked 3D grounding datasets are incomplete, we remove the corresponding loss functions for “AG-NotIn-Q” and “Context-Of-AG” (resp., “AG-In-Q” and “Context-Of-AG”) in the object type classification loss $L_{type}$, and the related object semantic label and type classification loss $L_{sem-clss}$ for the samples from the transformed 3D grounding datasets (resp., the transformed masked 3D grounding datasets).

The experiment shows that the overall QA results and the grounding results of our method can be generally improved by extending the manually annotated FE-3DQQA dataset through adding more transformed datasets. The results also verify that our FE-3DQQA dataset can be easily extended by transforming more 3D datasets based on the template-based annotations.

VII. Conclusion

This work formally defines and addresses the free-form and explainable 3D VQA task. First, we collect a new FE-3DQQA dataset with manually annotated diverse and free-form question-answer pairs together with dense and complete grounded bounding box annotations for three different types of answer-related objects. Then, we propose a new 3D VQA framework that effectively predicts the completely visually grounded and explainable answer. The experimental results verify the effectiveness of the collected benchmark dataset for evaluating 3D VQA methods, as well as validate that our proposed framework achieves the state-of-the-art 3D VQA performance by predicting the completely visually grounded answer.
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