Minimum sample size for external validation of a clinical prediction model with a binary outcome
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In prediction model research, external validation is needed to examine an existing model’s performance using data independent to that for model development. Current external validation studies often suffer from small sample sizes and consequently imprecise predictive performance estimates. To address this, we propose how to determine the minimum sample size needed for a new external validation study of a prediction model for a binary outcome. Our calculations aim to precisely estimate calibration (Observed/Expected and calibration slope), discrimination (C-statistic), and clinical utility (net benefit). For each measure, we propose closed-form and iterative solutions for calculating the minimum sample size required. These require specifying: (i) target SEs (confidence interval widths) for each estimate of interest, (ii) the anticipated outcome event proportion in the validation population, (iii) the prediction model’s anticipated (mis)calibration and variance of linear predictor values in the validation population, and (iv) potential risk thresholds for clinical decision-making. The calculations can also be used to inform whether the sample size of an existing (already collected) dataset is adequate for external validation. We illustrate our proposal for external validation of a prediction model for mechanical heart valve failure with an expected outcome event proportion of 0.018. Calculations suggest at least 9835 participants (177 events) are required to precisely estimate the calibration and discrimination measures, with this number driven by the calibration slope criterion, which we anticipate will often be the case. Also, 6443 participants (116 events) are required to precisely estimate net benefit at a risk threshold of 8%. Software code is provided.
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1 | INTRODUCTION

Each year in the medical literature, hundreds of prediction models are developed to predict health outcomes in individuals.1,2 During the COVID-19 pandemic, for example, a systematic review identified 145 prediction models aiming to inform the diagnosis or prognosis of individuals with (suspected) COVID-19 within only a few months since the start of the pandemic.3 Many proposed models, including those for COVID-19, are developed using poor methods and small low-quality datasets, and thus are likely to perform poorly in practice.1,4,5 Therefore, before consideration for use in clinical practice, it is important to evaluate a model’s performance in separate data independent to that used for model development. This process is known as external validation and helps decide whether an existing model is fit for purpose in the target population and settings of interest.6,7

External validation studies should aim to precisely estimate key measures of model performance, in order to draw strong conclusions about whether the model is fit for purpose. In particular, calibration (agreement between observed and predicted outcome risks), discrimination (separation of predicted risks between those with and without events), and clinical utility (e.g., net benefit of a model when used to guide clinical decision based on thresholds of predicted risk) are all relevant types of performance measures to investigate.8-10

Simulation and resampling studies conducted by Vergouwe et al,11 Collins et al,12 and Van Calster et al13 suggested external validation studies should have at least 100 events and 100 nonevents to ensure accurate and precise estimates of performance measures, and even larger sample sizes (a minimum of 200 events and 200 nonevents) to derive flexible calibration curves.12,13 However, existing validation studies often fall short of meeting such requirements, leading to reported estimates of prediction model performance that are highly inaccurate and often misleading.

Rules-of-thumb for sample size are themselves problematic, as they are not specific to the model or validation setting. Indeed, Snell et al showed that the rule-of-thumb of having at least 100 events and 100 nonevents does not always produce precise estimates of a model’s predictive performance measures.14 This is because the precision of the performance estimates also depends on factors other than the number of events and nonevents, including the variance of the model’s linear predictor values in the validation population, the expected performance of the model upon validation, and the anticipated magnitude of any miscalibration. This has also been demonstrated for validation of prediction models with a continuous outcome.15 To address this for binary outcomes, Snell et al proposed using a simulation-based approach to identify the sample size required. In brief, they suggested simulating an external validation dataset of a particular sample size under assumed conditions (e.g., anticipated outcome event proportion, model’s anticipated linear predictor distribution, whether or not the model is well calibrated, etc),14 and using the data to calculate the precision of performance estimates for calibration, discrimination and clinical utility. This is repeated many (e.g., 1000) times, so that the average precision of performance estimates within datasets of a particular sample size can be identified. This whole process is then repeated for gradually increasing sample sizes, until a minimum sample size is identified that ensures the average precision (e.g., across 1000 simulated datasets of that size) is deemed adequate for each performance measure.

Simulation based calculations offer a high degree of flexibility but may take considerable time and are difficult to apply for those less familiar to setting up and running a simulation. To address this, in this article we derive simpler iterative or closed-form sample size calculations for identifying the minimum sample size required for external validation. We focus on models for binary outcomes, which are by far the most common in the medical literature (e.g., as derived using logistic regression). We considered continuous outcomes in a previous paper.15 Our goal is to ensure external validation studies are large enough to precisely estimate a model’s calibration, discrimination, and clinical utility.

The paper outline is as follows. In Section 2 we introduce key performance measures for calibration, discrimination and clinical utility of a binary outcome prediction model. Then, for external validation studies that aim to precisely estimate these performance measures, Section 3 derives formulae for calculating the minimum sample size required. Section 4 provides an illustrative example, and Section 5 concludes with discussion.

2 | KEY PERFORMANCE MEASURES UPON EXTERNAL VALIDATION OF A PREDICTION MODEL FOR A BINARY OUTCOME

Consider that we wish to externally validate an existing prediction model for a binary outcome ($Y_i = 0$ or 1), and that this model can be used to calculate the probability ($p_{\text{pred}}$) of the outcome event (i.e., the predicted risk of $Y_i = 1$) for
an individual participant \((i)\). As the outcome is binary, the existing prediction model equation will usually be in the form of a logistic regression containing an intercept \((\gamma_0)\), and predictor effects \((\gamma_1, \gamma_2, \gamma_3 \text{ etc})\) corresponding to predictor variables \((X_1, X_2, X_3, \text{ etc})\). A simple example of an existing prediction model equation with three predictors is:

\[
\logit(p_{\text{PRED}}) = \text{LP}_i = \gamma_0 + \gamma_1 X_{1i} + \gamma_2 X_{2i} + \gamma_3 X_{3i} 
\]  

(1)

The right-hand side of the model equation (the linear predictor, \(\text{LP}_i\)) may be far more complex than shown in Equation (1), for instance with more than three predictors and potential interactions and nonlinear terms (eg, defined by splines or polynomials). The model might also relate to a machine learning approach (eg, neural network), and so not have an equation as such, but can still be validated if it can be used to produce predicted risks for each individual in the validation dataset.

For validation, we require a representative dataset containing \(N\) participants from the target population of interest, and for each participant \((i = 1 \text{ to } N)\) we know whether they had the outcome event \((Y_i = 1)\) or not \((Y_i = 0)\), and their values of predictors included in the model. We now describe how to quantify the prediction model’s performance in such a validation dataset.

### 2.1 Calibration

Calibration examines the agreement between predicted and observed outcome event risks, and should be examined across the whole spectrum of predicted risks.\(^{16}\) It is recommended that calibration should be visualized graphically and include a smoothed nonlinear curve generated using a loess smoother or splines at the participant-level.\(^{13,17}\) Alongside calibration plots, the magnitude of (mis)calibration can also be quantified by statistical measures including the calibration slope (ideal value of 1) and the observed/expected ratio \((O/E\) ideal value of 1\)) or conversely the \(E/O\) ratio. Other useful measures include the Estimated (ECI) or Integrated (ICI) Calibration Index,\(^{18,19}\) which respectively measure an average of the squared or absolute differences between predicted risks from the model and observed risks from a calibration curve. Our sample size calculations for calibration focus on \(O/E\) and the calibration slope, so we now discuss these in more detail.

#### 2.1.1 O/E

Calibration-in-the-large measures the overall calibration between observed and predicted risks in the validation dataset.\(^{19}\) A fundamental measure of calibration-in-the-large is \(O/E\), which is the ratio of the total number of observed outcome events, divided by the total number of expected (predicted) outcome events. Equivalently, \(O/E\) is the observed risk of having the outcome event in the entire validation dataset (ie, \(O/N\)) divided by the average risk predicted by the model \(\left(\frac{\sum_{i=1}^{N} p_{\text{PRED}}}{N}\right)\). Thus, the ideal value of \(O/E\) is 1. Values less than 1 indicate the model is over-predicting the total number of outcome events in the dataset, while values above 1 indicate the model is under-predicting the total number of outcome events in the dataset.

Calibration-in-the-large can also be measured by the estimated intercept in a calibration model that constrains the calibration slope to be 1 (see Equation (2)).\(^{20}\) However, we focus on \(O/E\) in the remainder of the article as it is easier to interpret.

#### 2.1.2 Calibration slope

The calibration slope is a measure of the association between observed and predicted risk of the outcome event across the whole range of predicted risks.\(^{20,21}\) It quantifies how a unit increase in logit predicted risk corresponds with a unit increase in logit observed risk. When a model is developed using traditional estimation techniques (eg, unpenalized maximum likelihood estimation), the observed (apparent) calibration slope will always be 1 in the original development data. However, upon validation in new data, a model’s calibration slope will typically deviate from 1 due to lack of generalizability of model predictions.
For binary outcomes, the calibration slope can be estimated in the validation dataset using the following logistic regression,

\[
\text{logit}(p_i) = \alpha + \beta \text{LP}_i,
\]  

where \(p_i\) is the underlying risk for individual \(i\) in the validation dataset, \(\beta\) is the calibration slope, and \(\text{LP}_i\) is the linear predictor value derived from the prediction model for individual \(i\) (ie, \(\text{LP}_i = \text{logit}(p_{\text{PRED},i})\)).

A \(\beta < 1\) indicates that in some probability ranges (which can directly be viewed from the calibration plot) the model predictions are too extreme (ie, predictions close to 1 are too high, and predictions close to 0 are too low) and a \(\beta > 1\) indicates model predictions are too narrow (ie, predictions close to 1 are too low, and predictions close to 0 are too high). A \(\beta < 1\) is often observed in external validation studies, consistent with a lack of adjustment for over-fitting (optimism) of the model when it was developed.\(^{22-24}\) In this article, we refer to a prediction model as “well calibrated” if \(\beta \approx 1\) and \(O/E \approx 1\) upon external validation (and thus also \(\alpha \approx 0\) conditional on \(\beta \approx 1\)). Even so, this may only be considered as a “weak” level of acceptable calibration,\(^{13}\) and so forms the minimum that we should aim to detect, as explained in the next subsection.

### 2.1.3 Why \(O/E\) and calibration slope are the bare minimum to consider for calibration

Sample size calculations must consider both \(O/E\) and calibration slope. \(O/E\) may be 1 even when there is still substantial miscalibration; that is, on average predictions may appear well calibrated, but there can be under-prediction in some predicted probability ranges which cancels out over-prediction (or vice versa) in other ranges. This stresses the need for also providing calibration slope. Conversely, systematic over- or under-prediction is still possible even when the calibration slope is 1, and thus it is important to consider both \(O/E\) and calibration slope to quantify calibration performance.

Reporting \(O/E\) and calibration slope corresponds to assessing “weak” level calibration,\(^{13}\) as they provide an important but incomplete assessment of a model’s calibration upon external validation. In particular, they do not fully reveal the calibration across the spectrum of predicted risks.\(^{13}\) They should be presented alongside calibration plots with loess smoothed curves, which will visually reveal miscalibration in particular regions of predicted values even when \(O/E\) and calibration slope are both 1. However, precisely estimating calibration curves and (mis)calibration in particular ranges (eg, in those with predicted risks between 0 and 0.2) requires larger sample sizes than needed to quantify \(O/E\) and the calibration slope in the entire dataset. Hence, by focusing only on \(O/E\) and calibration slope, our sample size guidance for calibration in Section 3 forms the minimum required to evaluate calibration in external validation studies.

### 2.2 Discrimination

Discrimination refers to how well a model’s predictions separate between individuals who do and do not have the outcome event of interest. The most popular and widely used statistic for quantifying model discrimination is the Concordance (C) statistic,\(^{21,25}\) where a value of 1 indicates the model has perfect discrimination, while a value of 0.5 indicates the model discriminates no better than chance. For binary outcomes, it is equivalent to the area under the receiver operating characteristic curve. It gives the probability that for any randomly selected pair of individuals, one with and one without the outcome event, the model assigns a higher probability to the individual with the outcome event.

### 2.3 Clinical utility

When used to direct decision-making, a prediction model should also be evaluated for its overall (net) benefit on participant and health care outcomes; also known as its clinical utility.\(^{26-28}\) For example, for binary outcomes, if the model gives a predicted risk above a certain threshold value, then the patient and healthcare professional may decide on some clinical action (eg, above current clinical care), such as administering a particular treatment, monitoring strategy, or life-style change.

The overall consequences of using a prediction model for clinical decisions can be measured using net benefit, which requires only the weighing of the benefits (eg, improved patient outcomes) against the harms (eg, worse patient outcomes,
It requires the researchers to choose a probability threshold $p_t$, such that if an individual’s predicted risk of the outcome event is $\geq p_t$, there will be a clinical action (eg, onset of treatment, referral to specialist, etc). Based on the chosen probability threshold, the net benefit is the difference between the number of true-positive (TP) results and the number of false-positive (FP) results, relative to the total sample size ($N$), and weighted by a factor $\frac{p_t}{1-p_t}$. The weighting factor is essentially the odds of the outcome event at the chosen probability threshold value (the probability of the outcome event divided by the probability of not having the outcome event), which can equivalently be considered to represent an acceptable harm to benefit ratio. In other words, the chosen $p_t$ should reflect where the expected benefit of clinical action is equal to the expected benefit of avoiding clinical action.\textsuperscript{30}

Net benefit (NB$_{p_t}$) at probability threshold $p_t$ can be calculated as,

$$\text{NB}_{p_t} = \frac{TP}{N} - \left( \frac{FP \times p_t}{N} \right) = \frac{TP - \left( FP \times \frac{p_t}{1-p_t} \right)}{N}
= (\text{sensitivity} \times \phi) - \left( (1 - \text{specificity}) \times (1 - \phi) \times \frac{p_t}{1-p_t} \right), \quad (3)$$

where $\phi$ is the observed outcome event proportion in the entire dataset. Positive values of the net benefit indicate the model has clinical utility, as the benefits outweigh the harms. It is helpful to multiply the net benefit by 1000, so it can be interpreted as the additional number of true cases identified for treatment (or some clinical action) without increasing the number treated unnecessarily per 1000 individuals. The net benefit is zero if the benefit compensates the harm, and negative if harm surpasses benefit.

The maximum possible value of the net benefit is $\phi$, therefore it is bounded below 1.\textsuperscript{29} The standardized net benefit ($s\text{NB}_{p_t}$) is defined as $\frac{\text{NB}_{p_t}}{\phi}$, and the standardization ensures that the maximum value is 1 regardless of the validation setting. Often it is helpful to compare a model’s (standardized) net benefit to that of a “treat none” strategy, which is by definition zero. Similarly, a comparison to a “treat all” strategy can be made, where $\text{NB}_{p_t}(\text{treat all}) = \phi - \left[ (1 - \phi) \times \frac{p_t}{1-p_t} \right]$.

## 3 Derivation of Sample Size Formula for External Validation Studies

We now derive formulae for calculating the sample size required in an external validation study to target precise estimation of $O/E$, calibration slope, the $C$-statistic, and net benefit. For each performance statistic, we derive an iterative or closed-form expression for calculating the minimum sample size ($N$) required to target a SE (and thus confidence interval width) of a particular magnitude. We assume that confidence intervals are to be derived using the standard Wald-based approach; that is, estimate $\pm (1.96 \times \text{SE})$, where SE is the standard error of the estimate of interest.

### 3.1 $O/E$

Debray et al considered various strategies for deriving SEs and confidence intervals for the $O/E$ statistic.\textsuperscript{31} One approach uses the delta method,\textsuperscript{32} and gives:

$$\text{SE} \left( \ln \left( \frac{O}{E} \right) \right) \approx \sqrt{\frac{1 - \phi}{O}}. \quad (4)$$

Note that the SE is for $\ln(O/E)$ and so the confidence interval is derived on the $\ln(O/E)$ scale and then back-transformed to the $O/E$ scale. Recognizing that $O = N\phi$, we can rearrange Equation (4) to give

$$N = \frac{1 - \phi}{\phi \text{SE}^2} \left( \ln(O/E) \right)^2 \quad (5)$$

Hence, by specifying the anticipated outcome event proportion ($\phi$) in the external validation population, and a target value for $\text{SE}^2(\ln(O/E))$ that would be acceptable, we can calculate the minimum sample size ($N$) required to meet this criterion. Stata code to implement this is provided in Appendix S1.
3.1.1 | Illustrative examples

Assume that \( \phi \) is 0.5 and \( O/E \) is 1 in the external validation population, and that we aim for a 95\% confidence interval width of 0.2 for \( O/E \) to precisely demonstrate that the model has a good calibration-in-the-large. This targeted confidence interval on the \( O/E \) scale is about 0.905 to 1.105, and corresponds to using a SE on the ln(\( O/E \)) scale of about 0.051. Hence, using Equation (5) the sample size required is:

\[
N = \frac{(1 - \phi)}{\phi} \left\{ \frac{1 - 0.5}{0.5 \times 0.051^2} \right\} = 384.5.
\]

Thus, 385 participants (and about 193 events) are required to target a 95\% confidence interval width of 0.2 for \( O/E \). Assuming \( O/E \) is 1 in the external validation population is a sensible starting point, as it is important to know that a true \( O/E \) of 1 can be estimated precisely.

Note that even changing to an assumed \( O/E < 1 \) or \( > 1 \), the required sample size will still be the same if SE(ln(\( O/E \))) is kept fixed. For instance, let us assume we want to detect evidence of miscalibration, taking an assumed value of \( O/E \) of 1.105, which recall was the upper end of the targeted confidence interval when previously assuming an \( O/E \) of 1. Then 385 participants are still required if SE(ln(\( O/E \))) is kept at 0.051, and this corresponds to a targeted confidence interval of 1.00 to 1.22, with the lower bound at the value of perfect calibration-in-the-large.

The choice of the confidence interval width (target lower and upper values), and thus the value of SE(ln(\( O/E \))) to use, is subjective and context specific, as it depends on the anticipated outcome event proportion and the maximum outcome event proportions. For example, if the expected outcome event proportion is 0.5, an \( O/E \) of 1.1 corresponds to an observed outcome event proportion of 0.5 \times 1.1 = 0.55, and thus a 0.05 absolute difference in the observed and expected outcome event proportions. Such an absolute difference is perhaps the maximum difference that would be considered acceptable.

However, if the anticipated outcome event proportion is further away from 0.5 and closer to 0 (as is often the case), a confidence interval width for \( O/E \) of 0.2 may be too stringent. For example, when the outcome event proportion is 0.1, Equation (5) identifies that 3461 participants (and about 346 events) are required to target a confidence interval width of 0.2 (assuming \( O/E \) is 1). This corresponds to a small absolute difference of 0.01 in the observed and expected outcome event proportions. If we relax the target confidence interval width for \( O/E \) to 0.7 (as found when using SE(ln(\( O/E \))) = 0.175), then assuming \( O/E \) is 1, this corresponds to an expected confidence interval of about 0.71 to 1.41. The upper bound of 1.41 corresponds to an absolute difference of 0.041 in the observed and expected outcome event proportions, which is less stringent than before, but might still represent a reasonably small difference (though this should be determined in the context of the clinical setting). Now applying Equation (5) identifies that the required sample size is,

\[
N = \frac{(1 - \phi)}{\phi} \left\{ \frac{1 - 0.1}{0.1 \times 0.175^2} \right\} = 293.9,
\]

and thus at least 294 participants (about 29 events) are required to satisfy this criterion.

3.2 | Calibration slope

Borenstein et al and Demidenko considered sample size calculations for a simple logistic regression model with one predictor,\(^{33,34}\) which is akin to the calibration model of Equation (2). As summarized by Novikov et al,\(^{35}\) their methods utilize SEs as derived from the inverse of Fisher’s information matrix (\( I \)) for the maximum likelihood estimates of \( \alpha \) and \( \beta \) in Equation (2), where \( \beta \) is the calibration slope. Applying their approach to Equation (2), \( I \) can be expressed as,

\[
I = N \begin{pmatrix} E \left( \frac{e^{LP_i + \alpha}}{1 + e^{LP_i + \alpha}} \right) & E \left( \frac{LP_i e^{LP_i + \alpha}}{1 + e^{LP_i + \alpha}} \right) \\ E \left( \frac{LP_i e^{LP_i + \alpha}}{1 + e^{LP_i + \alpha}} \right) & E \left( \frac{LP_i e^{LP_i + \alpha}}{1 + e^{LP_i + \alpha}} \right) \end{pmatrix},
\]

where \( N \) is the total sample size and \( E(.) \) denotes the expectation of the term in the brackets.
For simplicity, let us abbreviate Equation (6) to,

\[ I = N \begin{pmatrix} I_\alpha & I_{a,\beta} \\ I_{a,\beta} & I_\beta \end{pmatrix}, \]

such that the \( I \) terms correspond to the entries of the matrix shown in Equation (6).

The variance of the estimated calibration slope (\( \beta \)) is found by taking the [2,2] element of the inverse of \( I \), and so the SE of the estimate of \( \beta \) can be expressed as:

\[ \text{SE}(\beta) = \sqrt{\frac{I_\alpha}{N(I_\beta I_\alpha - I_{a,\beta}^2)}}. \]

Rearranging, we can specify a sample size formula for precisely estimating the calibration slope:

\[ N = \frac{I_\alpha}{\text{SE}(\beta)^2(I_\beta I_\alpha - I_{a,\beta}^2)}. \] (7)

Hence, to calculate the required sample size to precisely estimate the calibration slope, researchers need to apply Equation (7) after specifying a target value for SE(\( \beta \)), such as 0.051 to correspond to a 95% confidence interval width of about 0.2 (e.g., 0.9 to 1.1 if \( \hat{\beta} = 1 \)), and also the anticipated values of \( I_\alpha \), \( I_{a,\beta} \), and \( I_\beta \) for the external validation population. The \( I_\alpha \), \( I_{a,\beta} \), and \( I_\beta \) values correspond to expected values (Equation (6)), and depend on the assumed true values of \( \alpha \) and \( \beta \) and the assumed distribution of linear predictor values (i.e., LP\(_i\) values) in the external validation population. The more variability of the linear predictor, the lower the required sample size. We now describe how to implement this.

### 3.2.1 Implementing the approach

Box 1 describes a five-part process (parts (A)-(E)) to calculate \( I_\alpha \), \( I_{a,\beta} \), and \( I_\beta \) needed for the sample size calculation. Essentially the approach requires a large dataset (e.g., containing a million participants with linear predictor and outcome values) to be generated based on the assumed distribution of the prediction model’s linear predictor, either in the whole population or in each of the outcome groups (events and nonevents) separately. Then, \( I_\alpha \), \( I_{a,\beta} \), and \( I_\beta \) can be calculated by applying Equation (6) after choosing values for \( \alpha \) and \( \beta \), and then Equation (7) is applied to calculate the required sample size (\( N \)) for a targeted SE(\( \beta \)). Stata code is provided in the Appendix S1 that automates this process in just a few seconds or minutes, depending on the distribution sampled from. The most challenging part is defining \( \alpha \), \( \beta \) and the linear predictor distribution. Guidance is now provided.

---

**BOX 1** Process to calculate \( I_\alpha \), \( I_{a,\beta} \), and \( I_\beta \) in the sample size calculation for calibration slope.

Statistical code is provided in the Appendix S1 to implement the method

**Part (A):** For the calibration model of Equation (2), specify the anticipated values of \( \alpha \) and \( \beta \) in the external validation population, where \( \beta \) is the calibration slope.

- Begin by assuming \( \alpha = 0 \) and \( \beta = 1 \), such that the model is assumed to be well calibrated (reflecting “weak” level calibration\(^{13} \)). If assuming \( \beta \neq 1 \), the value of \( \alpha \) must be chosen to ensure the generated dataset has the anticipated outcome event proportion; see Notes below.

**Part (B):** Specify the anticipated distribution of the model’s linear predictor (LP\(_i\)) values (in the external validation population); either one distribution for the whole population, or separate distributions for the events and nonevents groups separately. Guidance is given in the main text for identifying the distribution(s), for example based on the model development study. Also see Notes below.
**Part (C):** Generate a dataset containing a large number of hypothetical participants (e.g., 1,000,000), and randomly generate a \( LP_i \) value from the distribution (or distributions) specified in part (B) for each participant. When using a distribution for the whole population, ensure that it corresponds to the anticipated outcome event proportion for the validation population (see Notes below). If generating \( LP_i \) values from different distributions for the event and nonevent groups, firstly fix which participants in the generated dataset do or do not have an event, so that the dataset matches the anticipated outcome event proportion, and then generate \( LP_i \) values for each participant from the corresponding distribution according to whether they have the event or not.

**Part (D):** For each participant, use their generated value of \( LP_i \) from part (C) and the chosen values of \( \alpha \) and \( \beta \) from part (A) to calculate values for each of the following:

\[
a_i = \frac{e^{\alpha + \beta LP_i}}{(1 + e^{\alpha + \beta LP_i})^2} \quad b_i = \frac{LP_i e^{\alpha + \beta LP_i}}{(1 + e^{\alpha + \beta LP_i})^2} \quad c_i = \frac{(LP_i)^2 e^{\alpha + \beta LP_i}}{(1 + e^{\alpha + \beta LP_i})^2}
\]

**Part (E):** Using all participants in the dataset, calculate the mean value of \( a_i \), the mean value of \( b_i \), and the mean value of \( c_i \), which correspond to \( I_{\alpha, \beta} \), \( I_{x, \beta} \), and \( I_{\beta} \), respectively. These can then be plugged in to Equation (7) to obtain the total sample size \( N \) to estimate calibration slope precisely.

**NOTES:**

- It is important to check that the distribution(s) used correspond to the anticipated outcome event proportion in the overall population for validation. Assuming the model is well calibrated, this can be done by simulating values of the linear predictor (e.g., 1,000,000 \( LP_i \) values), converting each value back to a predicted probability \( (p_{\text{PREBD}}) \), randomly generating outcome (0 or 1) values according to Bernoulli \((p_{\text{PREBD}})\) distribution, and finally calculating the proportion of outcome values that equal 1 in the whole dataset. This should be very close to the anticipated outcome event proportion, if the assumed distributions are appropriate.

- If assuming \( \beta \neq 1 \), the value of \( \alpha \) must be chosen to ensure the generated dataset has the anticipated outcome event proportion. This can be checked by generating 1,000,000 revised \( LP_i \) values by \( \alpha + \beta LP_i \), converting each value back to a revised predicted probability \( (p_{\text{PREBD}}) \), randomly generating outcome (0 or 1) values according to Bernoulli \((p_{\text{PREBD}})\) distribution, and finally calculating the proportion of outcome values that equal 1. Again, this should closely match the anticipated outcome event proportion.

### 3.2.2 | Choice of \( \alpha \) and \( \beta \)

In terms of choosing the anticipated values of \( \alpha \) and \( \beta \) for the calibration model of Equation (2), we recommend assuming true values of \( \alpha = 0 \) and \( \beta = 1 \). As the calibration slope \( (\beta) \) is often <1 upon validation (consistent with overfitting during model development, such that the model’s predictor effects were too large and not subject to penalization or shrinkage), situations with \( \beta < 1 \) might also be considered, such as \( \beta = 0.8 \). In that situation, the value of \( \alpha \) should be chosen to ensure that the overall outcome event proportion remains the same as that anticipated in the target population. Nonetheless, based on previous findings, the calculation assuming a slope of 1 will usually lead to a larger sample size required. An example is given in Section 4.2.

### 3.2.3 | Choice of linear predictor distribution

The sample size calculation (i.e., Box 1 followed by Equation (7)) utilizes values of the model’s linear predictor \( (LP_i) \) values. Gauging the anticipated distribution of the model’s linear predictor in the external validation population may be nontrivial, and it is important to take care over this choice. If the external validation population is the same or similar to that used for model development, then a sensible starting point is to consider the linear predictor distribution in the development data; for example, the user may identify a distribution that closely matches the distribution presented (e.g., in a histogram).
in the model development publication or obtained from the model developers directly. An example is given in Section 4, in which a skewed normal distribution is used.

Sometimes a study will present (eg, in a histogram underneath a calibration plot) the distribution of predicted risks (ie, \( p_{\text{Pred}} \) values). Then, a suitable distribution on the 0 to 1 scale (eg, a beta distribution) can be used that approximates this distribution, and the logit of sampled values provides the LP\(_i\) values to be used in the process described in Box 1. Figure 1 provides various examples of distributions on the risk scale, which correspond to assuming normality of the linear predictor distribution. However, we stress that these are only illustrative examples, and other distributions are possible. Indeed, it is inappropriate to simply assume the linear predictor distribution is normally distributed by default as, for example, it may be skewed, bimodal, or even discrete (eg, if the linear predictor is derived from only binary or categorical covariates).

Sometimes the development study may report or present the linear predictor distribution for each of the outcome event and nonevent groups separately; indeed, these may be very different to one another. In that situation, the researcher should specify separate distributions for each group, which can then be used in the process of Box 1 to generate linear predictor values for event and nonevent individuals in the sample size calculation. If no linear predictor distributions are reported or presented then the reported \( C \)-statistic can also be used to infer the distributions (Section 3.2.3.1), although this requires strong assumptions. It is important to check that the distribution(s) used correspond to the overall outcome event proportion (\( \phi \)) anticipated for the target population (as described in the Notes within Box 1). If the outcome event proportion is different, then the sample size calculation will be inaccurate (Section 4.6 provides an example of this issue).
To address differences in the event proportion from development and external validation populations, researchers might consider shifting the linear predictor distribution observed in the development study; for example, they could shift the distribution toward lower values (eg, lower outcome event proportion), or toward higher values (eg, higher outcome event proportion).

However, if large differences are anticipated in the linear predictor distribution between development and validation populations (eg, due to expected changes in both outcome event proportion and case-mix), such that the mean, variance, and even shape of the distribution may be affected, then this is very challenging. If such a situation is anticipated before collection of data, or if no information at all is available to inform the linear predictor distribution, then we recommend a pilot study to better gauge the distribution. Such pilot data could still be included later in the final sample used for validation.

If a dataset is already available for validation (with a fixed number of participants), then the distribution of the linear predictor can be observed and therefore used directly to inform whether the sample size is sufficient.

### 3.2.4 Special case assuming the calibration slope is 1 and the linear predictor distribution is approximately normally distributed with a common variance in event and nonevent groups

The relationship between the C-statistic and the distribution of the linear predictor has been previously described, with solutions described when the linear predictor distributions in the events and nonevents groups are normal with a common variance. Assuming the calibration slope for the existing model is 1 in the development dataset (as it typically should be), the variance of the linear predictor in each group is,

\[
s^2 = 2(\Phi^{-1}(C))^2, \tag{8}
\]

where \(C\) is the C-statistic in the model development dataset and \(\Phi^{-1}\) is the inverse of the standard normal distribution (ie, the z-score that corresponds to a probability of \(C\) of sampling a value less than \(z\)). Furthermore, again assuming the calibration slope is 1 in the development dataset, the difference in the mean for the events (\(\mu_1\)) and nonevents (\(\mu_2\)) groups is

\[
\mu_1 - \mu_2 = s^2 = 2(\Phi^{-1}(C))^2, \tag{9}
\]

and therefore \(\mu_1 = \mu_2 + 2(\Phi^{-1}(C))^2\). Based on these results, we can define the two linear predictor distributions in the model development dataset as:

- Events group : \(LP_1 \sim N(\mu_2 + s^2, s^2)\)
- Nonevents group : \(LP_1 \sim N(\mu_2, s^2)\)

where \(s^2 = 2(\Phi^{-1}(C))^2\) \(\tag{10}\)

We can also utilize Equation (10) to define the linear predictor distributions upon calibration, by plugging in the value of \(C\) as the anticipated C-statistic upon validation; this again assumes the calibration slope will be 1 upon validation and that the two linear predictor distributions are normal with a common variance. The value of \(\mu_2\) must ensure a mixture of the two distributions in Equation (10) has the correct outcome event proportion anticipated for the whole validation population. Box 2 describes how to identify the value of \(\mu_2\).

Once \(s^2\) and \(\mu_2\) (and thus \(\mu_1\)) are defined, the linear predictor distributions defined in Equation (10) can be used in the sample size calculation for the calibration slope, according to the process described in Box 1 followed by Equation (7). However, we emphasize that this approach makes strong assumptions of normality and equal variances in each outcome group, which may be unrealistic in most situations (especially the common variance assumption). We investigate this within an example described in Section 4.6.3. Stata code to implement the approach is provided in supplementary material S3.
**BOX 2  How to identify the value of \( \mu_2 \) in Equation (10) to define the means of the linear predictor distributions when they are assumed normal with a common variance in each of the two outcome groups**

- Simulate a dataset with a large (eg, 1 000 000) number of participants
- Randomly generate event status of each participant from a Bernoulli (\( \phi \)) distribution, where \( \phi \) is the anticipated outcome event proportion in the validation population.
- Choose a value for \( \mu_2 \), and then generate the prediction model’s linear predictor (LP) values for each participant conditional on their designated group, and the normal distributions defined in Equation (10) based on the reported C-statistic.
- Randomly generate an observed outcome (0 or 1) for each participant based on a Bernoulli(exp(LP)/ (1 + exp(LP))) distribution.
- Check that the proportion of observed outcome events in the entire dataset matches \( \phi \). If so, then the chosen \( \mu_2 \) is correct; otherwise, repeat the process with a different \( \mu_2 \) value.

Stata code to implement this is provided in Supplementary Material S3 of Appendix S1.

### 3.2.5  Illustrative example

To illustrate the sample size calculation for the calibration slope, we now consider a published model to predict having a diagnosis of deep vein thrombosis (DVT), developed using data from 1295 individuals with about 285 (ie, \( \phi = 0.22 \)) having the outcome event.\(^7\) Overfitting was not a major concern as the sample size was much larger than that needed to minimize overfitting according to recent sample size guidance for prediction model development.\(^37,38\) The model’s linear predictor distribution was reported to be approximately \( N(-1.75, 1.47^2) \) in the development dataset. Simulating values from this distribution, and converting back to predicted probabilities, the average probability is 0.22, which is the same as the outcome event proportion (\( \phi \)) reported for the development dataset. This reassures us that the \( N(-1.75, 1.47^2) \) is appropriate.

We plan to externally validate this model in the same underlying population, and assume that the model will be well calibrated. Hence, for part (A) in Box 1 we chose \( \alpha = 0 \) and \( \beta = 1 \), and for part (B) we assumed LP\(_1\) follows a Normal\((-1.75, 1.47^2)\) distribution. In part (C) we generated LP\(_1\) values from this distribution for 1 000 000 individuals, and in part (D) we calculated \( a_i \), \( b_i \), and \( c_i \) for each individual. Lastly, in part (E), the expected values of \( a_i \), \( b_i \), and \( c_i \) were calculated from the mean values for \( a_i \), \( b_i \), and \( c_i \) in the dataset, which gave \( I_\alpha = 0.1289 \), \( I_{\alpha, \beta} = -0.1237 \) and \( I_\beta = 0.2784 \).

Assuming that we want a 95% confidence interval width of 0.2, and so target a \( SE(\beta) \) of 0.051, we can now apply Equation (7) to obtain the required sample size of:

\[
N = \frac{I_\alpha}{SE(\beta)^2(I_\alpha I_\beta - I_{\alpha, \beta}^2)} = 2406.6
\]

Hence, 2407 participants are required to externally validate the DVT prediction model, which corresponds to about 529 events based on an anticipated proportion of participants with DVT of 0.22. In this particular example, the minimum required sample size is much larger than suggested by rules-of-thumb of 100 or 200 events.

### 3.3  C-statistic

Various strategies have been proposed for deriving the SE of the C-statistic (SE(C)).\(^31,39\) Here, we utilize the formula proposed by Newcombe,\(^40\) because it is derived from a nonparametric approach (Mann-Whitney based method), and so does not make assumptions about the underlying distribution of the prediction model’s linear predictor. The formula is,
\[
\text{SE}(C) \approx \sqrt{\frac{C(1-C) \left(1 + \left(\frac{N}{2} - 1\right) \left(1-C\right) + \left(\frac{N}{2} - 1\right)C\right)}{N^2 \phi(1-\phi)}}.
\] (11)

where the values of \(C\) and \(\phi\) are those observed in the validation dataset.

Debray et al examined this SE solution in a range of empirical scenarios and showed that it generally performs well.\(^{39}\) Feng et al concluded from a simulation that using this SE to derive Wald-based confidence intervals for the \(C\)-statistic is a good approach as “coverage probabilities are very close to the nominal level”,\(^{41}\) and generally perform better than other nonparametric alternatives. SE solutions for the \(C\)-statistic could alternatively be based on parametric assumptions about the distribution of the linear predictor in the outcome event and nonevent groups (eg, assuming the linear predictor distribution is normally distributed\(^{41}\)). However, Feng et al concluded that the nonparametric approach of Equation (11) is preferable when the underlying parametric distribution is questionable, which will typically be the case when planning the external validation study.\(^{41}\) Hence, Equation (11) seems a sensible solution to base a sample size equation on for the \(C\)-statistic, to avoid distributional assumptions for the linear predictor (which is unavoidable for the calibration slope as described in Section 3.2).

Equation (11) provides a formula for the SE of the \(C\)-statistic that depends on \(C\), \(N\), and \(\phi\). For a sample size calculation, we would ideally like to rearrange the equation to isolate \(N\), but this is not possible. However, an iterative approach can be used to identify the value of \(N\) that gives a targeted value for \(\text{SE}(C)\), given values for the anticipated \(C\) and \(\phi\) in the external validation population. Stata code for this iterative approach is provided in Supplementary Material S1 of Appendix S1, which takes only a few seconds to run. Based on the approach, sample sizes for estimating the \(C\)-statistic with a targeted confidence interval width of 0.1 (\(\text{SE}(C) = 0.0255\)) are shown in Figure 2, for a range of assumed outcome event proportions and \(C\)-statistics.

How should the researcher anticipate the \(C\)-statistic of the prediction model upon external validation? If the validation population is similar to that used for model development, we suggest assuming \(C\)-statistics that are the same or about 0.05 lower than the \(C\)-statistic reported for model development, and then taking the largest required sample size identified. Lower \(C\)-statistic values are often observed upon validation,\(^{4}\) as prediction models are often subject to overfitting upon development, which (if not adjusted for) leads to optimistic performance estimates. In a review by Collins et al,\(^{4}\) the mean \(C\)-statistic was 0.787 upon development and the mean was 0.757 upon external validation, and thus a mean reduction of 0.03. We suggest using a more conservative value of 0.05 to err on the side of caution. However, if the population for validation is expected to have a narrower case-mix than that used for development (eg, if validation done in only females or an older age group, when the development data included males and females across a wide age range), then it is essential to consider even lower values of the \(C\)-statistic, as narrower case-mix can substantially reduce the \(C\)-statistic.

### 3.3.1 Illustrative example

As an example, consider that the \(C\)-statistic and outcome event proportion are anticipated to be 0.7 and 0.1, respectively, in the external validation. Then an iterative approach to solve Equation (11), using the Stata code provided in Supplementary Material S1 of Appendix S1, finds that a total sample size of 1154 participants (about 115 events) are required for an expected \(\text{SE}(C)\) of 0.0255. This SE corresponds to an expected 95% confidence interval of about 0.65 to 0.75, and thus a width of 0.1, which is reasonably precise. If the \(C\)-statistic and outcome event proportion are anticipated to be 0.8 and 0.5, respectively, then a total sample size of 302 participants (151 events) is required to target the same confidence interval width. Hence, as for \(O/E\) and calibration slope, again we see that the number of participants and events required for external validation is context specific, as it depends on the anticipated discrimination performance of the model and the outcome event proportion in the validation population.

### 3.4 Net benefit

If a prediction model is to be considered for guiding clinical decisions at a particular risk threshold \(p_t\) then, alongside calibration and discrimination, it is also important to estimate the model’s net benefit \(\text{NB}_{p_t}\) precisely in the external
validation dataset. Equation (3) shows that the estimate of \( NB_{pt} \) is a function of \( \phi \), and the sensitivity and specificity of the model’s classification at the chosen threshold.

Confidence intervals for \( NB_{pt} \) are usually derived using bootstrapping.\(^{42}\) However, Marsh et al proposed a Wald-based approach (ie, \( sNB_{pt} \pm (1.96 \times SE(sNB_{pt})) \)) based on asymptotic theory and using an empirical closed-form estimator for \( SE(sNB_{pt}) \), the SE of the standardized \( NB_{pt} \).\(^{43}\) Indeed, their concurrent aim was to inform sample size calculations for validation studies, and so the following simply summarizes their approach.

Marsh et al suggested that,\(^{43}\)

\[
SE(sNB_{pt})^2 = \frac{1}{N} \left( \frac{sensitivity(1 - sensitivity)}{\phi} + \frac{w^2 \text{ specificity} (1 - \text{ specificity})}{1 - \phi} + \frac{w^2 (1 - \text{ specificity})^2}{\phi(1 - \phi)} \right), \quad (12)
\]
where \( w = \frac{(1 \phi) p_t}{\phi 1 - p_t} \). The three terms that are summed within the large bracket of Equation (12) account for the variance of estimates for sensitivity, specificity and outcome event proportion, respectively. The simulation study of Marsh et al showed this closed-form approach performs comparably to bootstrapping in most scenarios,\(^4\) giving coverage close to 95% unless one of the three constituents (sensitivity, specificity, and outcome event proportion) is close to 0 or 1, but even then the coverage is still reasonable (close to 93%). Further, the required sample size is unlikely to be small, and so the asymptotic approach of Marsh et al is likely to be a good approximation for sample size purposes.

Rearranging Equation (12) we obtain:

\[
N = \frac{1}{\text{SE}(sNB_{p_t})^2} \left( \frac{\text{sensitivity}(1 - \text{sensitivity})}{\phi} + \frac{w^2 \text{specificity} (1 - \text{specificity})}{1 - \phi} + \frac{w^2(1 - \text{specificity})^2}{\phi (1 - \phi)} \right). \tag{13}
\]

Equation (13) allows us to calculate the sample size required for net benefit, conditional on prespecifying the target value for \( \text{SE}(sNB_{p_t}) \), and the anticipated values in the external validation population for the outcome event proportion, and sensitivity and specificity of the prediction model at threshold \( p_t \). If there are a range of thresholds of interest, then the calculation should be repeated for each, and the largest required sample size across thresholds identified. Sensitivity and specificity can be inferred from the anticipated distribution of the linear predictor. Section 4.4 illustrates this.

### 3.4.1 Illustrated example

Marsh et al\(^4\) considered the external validation of a prediction model with an anticipated outcome event proportion of 0.72, a sensitivity of 0.60 and a specificity of 0.88 at a risk threshold of 0.80. Using Equation (3), this corresponds to an anticipated net benefit of,

\[
\text{NB}_{p_t} = (\text{sensitivity} \times \phi) - \left( (1 - \text{specificity}) \times (1 - \phi) \times \frac{p_t}{1 - p_t} \right)
\]

\[
= (0.60 \times 0.72) - \left( (1 - 0.88) \times (1 - 0.72) \times \frac{0.80}{1 - 0.80} \right) = 0.298,
\]

and so a standardized net benefit of 0.298/0.72 = 0.41. If we target a SE of 0.051 (such that the 95% confidence interval width is about 0.2), then using Equation (13) and noting that \( w = \frac{(1 - \phi) p_t}{\phi 1 - p_t} = \frac{(1 - 0.72) \times 0.80}{0.72 \times (1 - 0.80)} = 1.556 \), we find that the sample size required for the external validation study is,

\[
N = \frac{1}{\text{SE}(sNB_{p_t})^2} \left( \frac{\text{sensitivity}(1 - \text{sensitivity})}{\phi} + \frac{w^2 \text{specificity} (1 - \text{specificity})}{1 - \phi} + \frac{w^2(1 - \text{specificity})^2}{\phi (1 - \phi)} \right)
\]

\[
N = \frac{1}{0.051^2} \left( \frac{0.60 \times (1 - 0.60)}{0.72} + \frac{1.556^2 \times 0.88 \times (1 - 0.88)}{1 - 0.72} + \frac{1.556^2 \times (1 - 0.88)^2}{0.72 \times (1 - 0.72)} \right)
\]

\[
= 545.5,
\]

and thus 546 participants are required (with about 393 events).

It is difficult to give a general recommendation about what constitutes a precise confidence interval for \( sNB_{p_t} \). But at a minimum, we suggest to at least target a confidence interval whose lower bound is at the value of \( sNB_{p_t} = 0 \), as this would target strong evidence that the model (at the chosen threshold) has a higher net benefit than “treat none.” Additionally, the researcher might also target a confidence interval whose lower bound is at the \( sNB_{p_t} \) of the “treat all” strategy; if \( sNB_{p_t} \) is greater than 0 for “treat all” this will require a narrower confidence interval and so a larger sample size than when comparing to “treat none.” Also, care is needed when deciding which risk threshold(s) to consider, as the acceptable threshold(s) may vary between settings and hence also between the development and validation setting.

### 4 SUMMARY OF SAMPLE SIZE PROPOSAL AND APPLIED EXAMPLE

We now summarize our sample size approach by providing a step-by-step application. We consider the sample size needed to externally validate the prediction model developed by Pavlou et al,\(^4\) which estimates a patient’s risk of failure of a mechanical heart valve within about 12 months. The prediction model was a logistic regression model with 10 predictors and was obtained using penalized estimation via the lasso. The model’s linear predictor was:
Figure 3: Comparison of the linear predictor distributions assumed for the prediction model in the applied example of Section 4

\[ LP_i = -6.65 - 0.16(\text{if female sex}) - 0.05(\text{age in years}) + 1.75(\text{body surface area in m}^2) + 0.61(\text{if aortic size 23,27,29 or 31 mm}) + 0.43(\text{if mitral size 23-27 mm}) + 1.13(\text{if mitral size 29 mm}) + 1.77(\text{if mitral size 31 mm}) + 1.73(\text{if mitral size 33 mm}) + 0.64(\text{if fracture in batch}) + 1.22(\text{if date of manufacture after 1981}) \]

The model development dataset had a small outcome event proportion of \( 56/3118 = 0.018 \), and the reported \( C \)-statistic was 0.80 (95% CI: 0.78-0.82). The linear predictor distribution was shown in Figure 1 of the Pavlou et al article, and on visual inspection appears approximately normally distributed with a mean of \(-5\) and SD of about 2.5. However, when we used this distribution to simulate linear predictor values for a million participants, this gave an outcome event proportion of about 0.05, and not 0.018. On closer examination, the distribution was slightly skewed. By using the \texttt{sknorm} package in Stata, and through trial and error, we identified that a skewed normal distribution with a mean of \(-5.8\), a variance of 5, a skewness parameter of \(-0.5\), and a kurtosis parameter of 4 was a better approximation, as it gave a similar distributional shape to that shown by Pavlou et al and an outcome event proportion of 0.018 in a large simulated dataset (Figure 3).

We now consider the sample size required for a new study to externally validate this prediction model, assuming that the validation population is similar to that used for model development. Corresponding Stata code is provided in Supplementary Materials S1 and S3 of Appendix S1.

4.1 Step (i): Sample size for \( O/E \)

The first step is to consider the sample size for \( O/E \). We assumed that the outcome event proportion will be 0.018 (as in the model development dataset), and targeted a confidence interval width of 1.0 for \( O/E \). This corresponds to a desired \( SE(\ln(O/E)) \) of 0.245 and, assuming \( O/E = 1 \), an expected confidence interval for \( O/E \) of about 0.62 to 1.62. The confidence interval may seem wide, but the upper bound of 1.62 still corresponds to a small absolute difference of 0.011 in the observed and expected outcome event proportions, assuming the latter is 0.018. Using Equation (5), the required sample size is,

\[
N = \frac{1}{\phi \cdot SE(\ln(O/E))^2} = \frac{(1 - 0.018)}{0.018 \times (0.245)^2} = 908.9,
\]

and thus a minimum of 909 participants (about 16 events) are needed to target a precise estimate for \( O/E \) in this example. This is the minimum required, as other more stringent situations could be considered. Note, though, that if we rather assumed some miscalibration of, say, an \( O/E \) of 1.62 (which, as mentioned, corresponds to an observed outcome event risk of 0.029 compared to the expected value of 0.018), then a targeted confidence interval for \( O/E \) of 1.0 to 2.62 also requires a \( SE(\ln(O/E)) \) of about 0.245, and hence 909 participants (16 events).
4.2 | Step (ii): Sample size for calibration slope

The second step is to consider the sample size for the calibration slope ($\beta$ in Equation (2)). We assumed the prediction model will have at least “weak” level calibration in the validation population, such that $\alpha = 0$ and $\beta = 1$ for the calibration model of Equation (2). Asshuming the linear predictor ($\logit(P_{\text{RED}})$) values had the skewed normal distribution described above, we applied the process described in Box 1 and this gave $I_\alpha = 0.0151$, $I_{\alpha,\beta} = -0.0408$, and $I_\beta = 0.1494$ (shown rounded to four decimal places here, but full values were used in the calculations that follow, and so readers will get small differences to the final sample size if trying to replicate by hand).

We targeted a SE($\beta$) of 0.051, to aim for a 95% confidence interval width of about 0.2. This corresponds to 0.9 to 1.1 when $\hat{\beta} = 1$, which we considered to represent strong evidence that the model’s calibration slope is very close to 1.\(^{37,38}\) Then, the required sample size to precisely estimate the calibration slope was obtained by applying Equation (7), which gave:

$$N = \frac{I_\alpha}{\text{SE}(\beta)^2(I_\alpha I_\beta - I_{\alpha,\beta}^2)} = \frac{0.0151}{0.051^2 \times ((0.0151 \times 0.1494) - (-0.0408 \times -0.0408))} = 9834.5.$$

Thus, a minimum of 9835 participants (about 177 events) are needed to target a precise estimate of the calibration slope in this example, assuming the calibration slope will be 1.

We also examined the required sample size assuming the calibration slope will be 0.8, which is consistent with the predictor effects being 20% too large in the model development dataset (eg, due to overfitting during model development). When fitting calibration model Equation (2), this corresponds to assuming values of $\beta = 0.8$ and $\alpha = -0.6$. The $\alpha$ value of $-0.6$ ensures the overall outcome event proportion is still 0.018, and was identified by trial and error by simulating a large dataset (as described in the Notes of Box 1). Under these conditions, the sample size required to estimate a precise calibration slope (ie, with targeted confidence interval of 0.7 to 0.9) is 7632 participants (137 events), which is lower than the 9835 participants (177 events) when assuming the calibration slope is 1.

4.3 | Step (iii): Sample size for $C$-statistic

The third step is to consider the sample size for the $C$-statistic. We anticipated that the $C$-statistic will be 0.80 in the validation population, as reported by Pavlou et al for their development population. We targeted a SE($C$) of 0.0255, as this corresponds to an expected confidence interval width of 0.1 (ie, 0.75 to 0.85). We applied an iterative process to solve Equation (11), which identified that 4252 participants (about 77 events) are required to achieve the desired precision for the $C$-statistic. As a sensitivity analysis, we also considered $C$-statistics of 0.75 and 0.85, which suggested sample sizes of 5125 and 3271 participants, respectively. Therefore, to be conservative, a minimum sample size of 5125 (about 92 events) is recommended to precisely estimate the $C$-statistic.

4.4 | Step (iv): Sample size for net benefit

The fourth step is to consider the sample size for net benefit. Pavlou et al suggested their prediction model could be used to create four risk groups, with the highest risk group defined by a probability threshold of $p_t = 0.08$. Hence, we assumed that net benefit at this threshold is of interest in the external validation study. No estimates of sensitivity and specificity were provided by Pavlou et al for this probability threshold, as the model’s clinical utility was not the focus of their work. However, we used the following approach to obtain reasonable estimates for sensitivity and specificity at a probability threshold of $p_t = 0.08$:

- Simulate linear predictor ($LP_i$) values for a million participants from the skewed normal distribution previously described.
• Convert each linear predictor value back to a predicted probability \( (p_{\text{PREDi}}) \); assuming the model is well calibrated this is simply \( \exp(\text{LP}_i)/(1 + \exp(\text{LP}_i)) \).
• Randomly generate outcome (0 or 1) values according to Bernoulli \( (p_{\text{PREDi}}) \) distribution for each participant.
• Classify participants as negative if their \( p_{\text{PREDi}} < 0.08 \), and positive otherwise.
• Calculate sensitivity as the proportion of individuals with an outcome value of 1 that were classed as positive.
• Calculate specificity as the proportion of participants with an outcome value of 0 that were classed as negative.

This process gave a sensitivity of 0.53 and a specificity of 0.96. The corresponding net benefit \( (\text{NB}_{0.08}) \) using Equation (3) is,

\[
\text{NB}_{0.08} = (\text{sensitivity} \times \phi) - \left( (1 - \text{specificity}) \times (1 - \phi) \times \frac{p_t}{1 - p_t} \right) \\
= (0.53 \times 0.018) - \left( (1 - 0.96) \times (1 - 0.018) \times \frac{0.08}{1 - 0.08} \right) \\
= 0.0061,
\]

and the standardized net benefit \( (s\text{NB}_{0.08}) \) is 0.0061/0.018 = 0.34.

For the sample size calculation, we targeted a confidence interval width for \( s\text{NB}_{0.08} \) of 0.2, such that if \( s\text{NB}_{0.08} \) is 0.34 then the expected confidence interval is 0.24 to 0.44. This confidence interval width was used by Marsh et al in their sample size proposal for net benefit, and would target a confidence interval whose lower bound is well above the “treat none” \( s\text{NB}_{0.08} \) of 0. This corresponds to targeting a \( \text{SE}(s\text{NB}_{p_t}) \) of 0.051, and applying Equation (13) the required sample size is,

\[
N = \frac{1}{\text{SE}(s\text{NB}_{p_t})^2} \left( \frac{\text{sensitivity}(1 - \text{sensitivity})}{\phi} + \frac{w^2 \text{specificity} (1 - \text{specificity})}{1 - \phi} + \frac{w^2 (1 - \text{specificity})^2}{\phi(1 - \phi)} \right) \\
= \frac{1}{0.051^2} \left( \frac{0.53(1 - 0.53)}{0.018} + \frac{4.744^2 0.96 (1 - 0.96)}{1 - 0.018} + \frac{4.744^2(1 - 0.96)^2}{0.018(1 - 0.018)} \right) \\
= 6442.2,
\]

and thus 6443 participants (about 116 events) are needed to target a precise estimate of net benefit in this example. Note that the net benefit for “treat all” is negative at the chosen risk threshold, and therefore is not as relevant a comparison as the “treat none” strategy.

### 4.5 Step (vi): Determine the minimum required sample size

A summary of the results from steps (i) to (iv) is shown in Table 1. This suggests a study of at least 9835 participants (about 177 events) is required to target precise estimates for all four measures. This sample size is driven by calibration slope in this example, and also reflects the rarity of the outcome event. We emphasize that this is the minimum sample size required, as larger numbers are needed to go beyond “weak” level calibration assessments, such as producing precise calibration curves or precise estimates of calibration performance in particular subgroups or regions of predicted risk.

### 4.6 What if we had assumed an approximate normal distribution?

So far, we assumed the linear predictor values followed a skewed normal distribution which closely matched the distribution shown in Figure 1 of Pavlou et al, and ensured the overall outcome event proportion was correct. However, such a distribution might not always be provided in the model development study. Hence, we now consider the impact on the sample size calculations had we simply assumed normal distributions for the linear predictor, based either on (i) visual inspection of Pavlou’s Figure 1, (ii) a reported mean and variance of linear predictor values, or (iii) the reported C-statistic. The corresponding distributions are shown in Figure 3.


| Performance measure | Assumed value | Targeted 95% CI width (corresponding SE) | Sample size: Number of participants (events) required |
|----------------------|---------------|-----------------------------------------|---------------------------------------------------|
| O/E                  | 1             | 1 (0.245a)                              | 909 (16)                                          |
| Calibration slope    | 0.8           | 0.2 (0.051)                             | 7632 (137)                                        |
| C-statistic          | 0.80          | 0.1 (0.0255)                            | 4252 (77)                                         |
|                      | 0.75          | 0.1 (0.0255)                            | 5125 (92)                                         |
| Standardized net benefit | 0.34       | 0.2 (0.051)                              | 6443 (116)                                        |

* for SE of ln(O/E).

4.6.1  | Approximate normality based on visual inspection of the linear predictor distribution

Based on visual inspection of Figure 1 of Pavlou et al., the prediction model’s linear predictor distribution appears approximately normally distributed in the development dataset, with a mean of $-5$ and SD of about 2.5. Assuming this distribution and a calibration slope of 1, the sample size calculation (Box 1 followed by Equation (7)) suggests 4555 participants are required, about half of the 9835 participants previously identified when using the skewed normal distribution. This emphasizes the importance of understanding the potential linear predictor distribution as closely as possible. Here, the approximate normal distribution leads to a very different sample size, because it corresponds to an overall outcome event proportion of 0.05 (compared to the observed proportion of 0.018 in the development dataset), and has a wider distribution than the skewed normal distribution assumed in the previous sections, which leads to a lower sample size.

4.6.2  | Approximate normality based on reported mean and SD of the linear predictor distribution

Next, we consider the situation where we assume a normal distribution with the mean and SD as reported for the linear predictor in the development study article or as provided by the model developers. Linear predictor values generated from a (assumed to be true) skewed normal distribution have a mean of $-5.799$ and a SD of 2.237, so we take these as the values that would be reported or provided. Hence, assuming the linear predictor distribution to be $N(-5.799, 2.237^2)$, and assuming the calibration slope is 1, we repeated our sample size calculation for the calibration slope (Box 1 followed by Equation (7)). This suggested 8286 participants are required to estimate the calibration slope precisely. This is still somewhat lower than the 9835 participants based on the skewed normal distribution. However, it is a reasonable approximation, and is much closer than for the visual approach used in Section 4.6.1, as it corresponds to an outcome event proportion of 0.023 that is closer to the 0.018 reported for the model development dataset.

4.6.3  | Approximate normality based on reported C-statistic

Lastly, let us assume that only the C-statistic of 0.8 was reported from the model development study, and so no histograms, means or variances of the linear predictor distribution were available. As the Pavlou prediction model contains some continuous predictors, assuming the linear predictor is a continuous variable is appropriate. Given only the C-statistic, we might be tempted to apply Equation (10) and assume the linear predictor distribution in each outcome group is normal with a common variance of $\hat{s}^2 = 2(\Phi^{-1}(C))^2 = 2(\Phi^{-1}(0.8))^2 = 2(0.8416)^2 = 1.417$. Applying the process in Box 2 identifies that an $\mu_2 = -4.7$ ensures a value of the overall outcome event proportion of 0.018, such that:
Event group: \( \text{LP}_i \sim N(-4.7 + 1.417, 1.417) \)

Nonevent group: \( \text{LP}_i \sim N(-4.7, 1.417) \)

Using these distributions in the sample size calculation for the calibration slope (Box 1 followed by Equation (7)) suggests that 17049 participants (307 events) are required. This is almost twice the total number of participants required when we assumed the skewed normal distribution. This discrepancy is because their distributions are quite different (Figure 3), with the one based on the C-statistic much narrower. This suggests that using the C-statistic, while assuming normality and a common variance for the linear predictor distributions, may be a poor approximation in practice if these assumptions are not reliable. This emphasizes the potential importance of a pilot study in the absence of any other information, as discussed in Section 3.2.3.

5 DISCUSSION

We have derived closed-form and iterative solutions for calculating the minimum sample size required for external validation of a clinical prediction model with a binary outcome. We focused on four key measures of model performance (\( O/E \), calibration slope, C-statistic, and net benefit), which represent a model’s calibration, discrimination and clinical utility. Calibration and net benefit are often neglected in current validation studies,\(^{16}\) and we hope drawing attention to them at the stage of sample size calculation will encourage more researchers to evaluate them after their validation data is obtained. The largest sample size needed to precisely estimate all four key measures of model performance is the minimum recommended for the external validation study (Section 2.1.3).

Unlike blanket rules-of-thumb, our calculations allow sample size to be tailored to the actual prediction model of interest, as the equations require the user to specify the anticipated outcome event proportion, the model’s predictive performance and the distribution of predicted values in the validation population. Obtaining such information is, like in any other sample size calculation (eg, for randomized trials), the stumbling block and may require a pilot study in the validation population. However, starting from the model development population characteristics will often be sensible, and the user could consider multiple plausible scenarios (eg, potential outcome event proportions, linear predictor distributions), and conservatively adopt the largest sample size identified. If the model to be validated was poorly developed (eg, without adjustment for overfitting), the performance in the validation sample is likely to be worse than reported for model development. This should be considered when investigating required sample size. Previous work suggests lower sample sizes are usually required to precisely estimate calibration slopes <1 than compared to when the slope is assumed to be 1\(^{14,15}\); hence, assuming a slope of 1 will usually be sufficient. However, the sample size for the C-statistic will usually be larger when the C-statistic assumed to be lower.

Defining the target precision for each performance measure is subjective, and potentially context specific, but our applied examples provide an illustration of potential choices. We anticipate that the final required sample size usually will be driven by the calibration slope calculation, but it is important to check the other three criterion for completeness. Despite leading to the largest sample sizes, the calibration slope criterion is still only aimed at precisely estimating “weak” level calibration,\(^{13}\) and we anticipate larger sizes are needed to precisely estimate nonparametric calibration curves and calibration in subgroups, which represents “moderate” toward “strong” level calibration. This is illustrated in Supplementary Material S4 of Appendix S1, where a hypothetical validation study for the Pavlou model containing 9835 participants (ie, the number recommended by our sample size calculation) obtains a precise calibration slope but still relatively imprecise \( O/E \) estimates in subgroups. Indeed, rules of thumb of at least of 100 events and 100 nonevents (or 200) were originally driven by the desire to produce precise calibration curves.\(^{12,13}\) Hence, if larger sample sizes are achievable than our calculations suggest, we recommend aiming for them still, as our recommendations represent the minimum required.

Stata code to implement our calculations is provided in Supplementary Material S1 of Appendix S1, and provides results within 2 seconds to 2 minutes, depending on the linear predictor distribution to be simulated. Supplementary Material S3 of Appendix S1 also provides Stata code to derive the linear predictor distribution from a reported C-statistic, under normality and other assumptions. We plan to embed this code within a formal package within Stata and R, to complement our other package, \textit{pmsampsize}, which focuses on sample size for prediction model development.\(^{37,38,45}\) Our closed-form solutions can be seen as complementary to the fully simulation-based proposal of Snell et al\(^{14}\). The Supplementary Material S2 of Appendix S1 compares the two approaches in an applied example, and the findings are very similar. Our approach is clearly faster and potentially more accessible to a broader set of researchers, as it is based on closed-form and simpler iterative solutions. However, a fully simulation-based approach is more flexible, and can consider precision of measures for which closed-form solutions for precision are not available (eg, the ECI or ICI\(^{18,19}\)); it may
also more accurately reflect sampling variability, and can display the variability (across all simulations) of confidence interval widths that could be observed for a particular target sample size.

We do not recommend basing sample size calculations on power calculations, such as the power to detect whether calibration or discrimination are different from a prespecified null hypothesis value (e.g., calibration slope of 1). This may lead to imprecise estimates in some situations, which is unhelpful as the aim of a validation study is to establish a model’s predictive performance reliably.

If an external dataset is already available (i.e., sample size is fixed), our approach can be used to ascertain the expected precision for that known sample size and observed linear predictor distribution. This will help researchers (and potential funders) to ascertain if it is fit for purpose. Our calculations assume validation studies will utilize a cohort study design for prognostic prediction models, or a random or consecutive sample for diagnostic prediction models. Marsh also considers sample size for net benefit using a nested case-control design. 43

In summary, we propose that precise performance estimates should be targeted when planning external validation studies of a clinical prediction model, and the minimum sample size required can be determined through the iterative and closed-form solutions presented in this paper. We hope this is helpful to researchers when designing their external validation studies or deciding whether an existing dataset is fit for purpose.
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