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Abstract
Wearable self-tracking devices capture multidimensional health data and offer several advantages including new ways of facilitating research. However, they also create a conflict between individual interests of avoiding privacy harms, and collective interests of assembling and using large health data sets for public benefits. While some scholars argue for transparency and accountability mechanisms to resolve this conflict, an average user is not adequately equipped to access and process information relating to the consequences of consenting to further uses of her data. As an alternative, this paper argues for fiduciary relationships, which put deliberative demands on digital health data controllers to keep the interests of their data subjects at the forefront as well as cater to the contextual nature of privacy. These deliberative requirements ensure that users can engage in collective participation and share their health data at a lower risk of privacy harms. This paper also proposes a way to balance the flexible and open-ended nature of fiduciary law with the specific nature and scope of fiduciary duties that digital health data controllers should owe to their data subjects.
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Introduction
Much has been written about the opportunities of a health revolution offered by the recent proliferation of digital devices, associated apps and network based platforms (Lupton 2015). For example, health data such as heart rate, quantified physical activity, sleep quality, etc. can allow individuals to make healthier diet and exercise choices. However, the potential of digital devices in capturing health data to positively transform the health system goes beyond the individual level. In an aggregated form, with collective participation from various users, this data can offer much more valuable insights at a much larger scale. Examples of such insights include an understanding of effects of various environmental factors on human health, development of new exercise and training regimes, correlations between health symptoms and diseases, correlations between disease risk and physical activity, etc. (Lupton 2015). Further, interpreting the significance of health data (such as that captured in a clinical setting or by a self-tracking device-heart rate, physical activity, etc.), even at the level of the individual, is often contingent upon collective participation, as it requires a statistical comparison of a set of data points (Crawford et al. 2015).

Collective participation, however, faces a conflict introduced by privacy concerns of the individual (Evans 2011). The stakes are particularly high for health data, as inappropriate handling of health information can inflict objective harms on individuals (such as discrimination in employment or insurance or loss of reputation) as well as psychological or subjective harm (Gostin and Hodge 2001; Konnoth 2015). Several surveys and polling data across the developed world have shown that many individuals are concerned about health data breaches as well as misuse of breached data (Gostin and Hodge 2001; Patil et al. 2015). A type of ‘exceptionalism’, in terms of requirement of a higher level of privacy protection for health data has been recognized in past legislation, and has been reinforced by contemporary phenomena such as increased rate of medical identity theft as well as high monetary worth of health data (Martin et al. 2017; Terry 2012). For users to trust digital platforms and
share their health data, these concerns need to be addressed. A prominent response to these concerns has been advocacy for greater transparency and consent mechanisms, which would allow users a better understanding of and control over how their health data is used (Kaplan 2016).

However, transparency and consent mechanisms, I argue in this paper, are inadequate in protecting against privacy harms, or creating trustworthiness required for users to share health data, on account of the ‘costs’ of transparency. These ‘costs’ of transparency can be seen as a function of three different factors: accessibility; time required (to access and understand the information); and complexity of the information. I, therefore, further argue that digital health data controllers should be recognized as fiduciaries, such that they are required to keep the interests of the users at the forefront in making decisions about processing of health data. Besides compensating for the unaffordability of transparency, I argue that fiduciary duties impose deliberative requirements on fiduciaries (health data controllers, in this case) that are necessary to cater to the contextual nature of privacy. These deliberative requirements ensure that users can engage in collective participation and share their health data at a lower risk of privacy harms.

Recently, Balkin and Zittrain have suggested that online service providers should be deemed information fiduciaries (Balkin 2015; Zittrain and Balkin 2016). They have pointed out that such a move would require calibration of duties for different kinds of online service providers as a one-size-fits-all approach is unlikely to succeed (Balkin 2014). Here, I have taken up their suggestion and adapted it for the more specific case of digital health data controllers. I argue that health data controllers should be recognized, by law, as fiduciaries and outline the specific duties, as well as the scope of such duties, that digital health data controllers should have as fiduciaries.

This paper is divided into four main sections. In the section on “Transparency”, I argue that transparency does not adequately protect health data subjects against privacy harms, or enable users to trust those they share personal data with. I then introduce the concept of fiduciary relationships and discuss the relevant aspects of fiduciary law, including its underlying characteristics, objectives, principles, and reach. This discussion establishes the background for the next section, where I argue that the relationship between digital health data controllers and users should be recognized as fiduciary for three reasons: (a) the relationships shares key features with traditional fiduciary relationships; (b) it involves circumstances similar to those that have led to establishing fiduciary relationships in the past; and (c) fiduciary law is better suited than contractual or statutory law to protect user privacy and enable trust required for sharing health data with health data controllers. In the same section, I then propose an account of the scope of fiduciary duties that digital health data controllers should owe to their beneficiaries (users sharing health data). Finally, I present some of the gaps of fiduciary law, and highlight issues which, even if my proposal is adopted, would continue to demand our attention in the path to ensuring ethical conduct in processing of our health data.

**Transparency**

As information sharing becomes more ubiquitous, privacy trade-offs have attracted due attention. In recent years, transparency and control approaches (such as ‘notice and consent’ regimes) have been touted as one of the important measures to help individuals steer through privacy trade-offs (Acquisti et al. 2013; Kaplan 2016). The argument is made that if individuals are informed about how their data will be handled (for example, what is being collected and to whom it is disclosed), then they will be able to decide their preferences regarding privacy protection and disclosure. The utility of transparency has also been recognized through, and embedded into, legislation across the developed world. In the EU, the incoming General Data Protection Regulation (GDPR) recognizes transparency as one of the central principles with regard to processing of personal data (Recital 58, GDPR n.d.; Spagnuolo and Lenzini 2016). It also states that data controllers should provide easily accessible information to data subjects (Art. 12 GDPR n.d.). Similarly, in the United States, the Health Insurance Portability and Accountability Act (HIPAA), through the ‘Privacy Rule’, demands notification about the use of health information to the respective individuals, documentation of privacy policies, as well as storing of details regarding access of information (for
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1 Here I use the term ‘controller’ as defined by the upcoming General Data Protection Regulation (GDPR) in the European Union. According to GDPR, a controller “means the natural or legal person, public authority, agency or other body which, alone or jointly with others, determines the purposes and means of the processing of personal data”; where “personal data means any information relating to an identified or identifiable natural person (‘data subject’); an identifiable natural person is one who can be identified, directly or indirectly, in particular by reference to an identifier such as a name, an identification number, location data, an online identifier or to one or more factors specific to the physical, physiological, genetic, mental, economic, cultural or social identity of that natural person”; and “processing means any operation or set of operations which is performed on personal data or on sets of personal data, whether or not by automated means, such as collection, recording, organisation, structuring, storage, adaptation or alteration, retrieval, consultation, use, disclosure by transmission, dissemination or otherwise making available, alignment or combination, restriction, erasure or destruction;” (Art. 4 GDPR—Definitions/General Data Protection Regulation (GDPR) n.d.)
example, who has accessed the information) (Farrell 2012; Spagnuelo and Lenzini 2016).

The success of transparency, in alleviating individual privacy concerns, as well as in promoting sharing of data for beneficial purposes (such as research), however, seems limited. The HIPAA Privacy Rule, for example, has been criticized both for allowing too much access to data (as individual concerns regarding sharing of their data for research were not addressed) as well as for restricting sharing of data for useful research (as consent requirements impeded sharing of data) (Evans 2011).

One of the limitations of transparency, I argue, is its cost. This cost can be seen as a function of accessibility, the time required (to access and understand the information), and complexity of the information.

In the case of digital health information, there are few barriers to accessibility as information (regarding privacy policies and use of data) can be made readily available on the platform. Most digital platforms, by legislation or on a voluntary basis, already do share their privacy policies with the users along with certain control mechanisms (such as the ‘notice and consent’ forms). However, these privacy policies are still ‘costly’ to users on account of the time required to read them. Studies have shown that users generally do not read these privacy policies, or do so infrequently (McDonald and Cranor 2008). In their own study, McDonald and Cranor (2008) estimated that the annual opportunity cost, in the US alone, for just reading privacy policies of online websites would be in the order of $781 billion.2

The actual costs of transparency may actually be much higher, as privacy policies, for most individuals, are hard to read and understand (Jensen and Potts 2004). While data controllers may fulfil their legal obligations related to transparency by providing ‘notice and consent’ forms and privacy policies, individuals may still be uncertain about what they are consenting to (Barocas and Nissenbaum 2009). This is largely due to the subjective complexity dimension of transparency.

Candeub (2013) provides the example of Sherlock Holmes as a good illustration of the subjective nature of transparency’s complexity (or ‘computational’, the alternative nomenclature used by the author) dimension. In the movie The Seven-Per-Cent Solution, Dr. Watson deceitfully arranges a meeting between Dr. Sigmund Freud (relatively unrenowned in the timeline of the movie) and Sherlock Holmes in Vienna. Dr. Watson hopes that Freud would be able to cure Sherlock off his cocaine addiction. When the two meet, Freud, intending to induce a reflection upon Holmes’ addiction, asks him, “Who am I, that your friends should wish us to meet?” [(The Seven-Per-Cent Solution 1976) quoted in (Candeub 2013)].

Holmes, defeating the question’s intended effect, responds with an exhibition of his deductive skills, “Beyond the fact that you are a brilliant Jewish physician who was born in Hungary and studied for a while in Paris, and that certain radical theories of yours have alienated the respectable medical community so that you have severed your connections with various hospitals and branches of the medical fraternity, beyond this I can deduce little. You’re married, with a child of... five. You enjoy Shakespeare and possess a sense of honour.” [(The Seven-Per-Cent Solution 1976) quoted in (Candeub 2013)].

While these facts about Freud were transparent to Sherlock Holmes through the objects in Freud’s study, for most other people the same objects would not have made these facts transparent.

While privacy policies may not require a rare genius of Sherlock’s capacity to be understood, they do pose a serious challenge for those not well versed with legal terms, the technical know-how related to data analytics, as well as privacy implications of the terms enlisted. Barocas and Nissenbaum (2009) further the claim, by arguing that (current and future) uses of data, to a degree, may not only be difficult to understand but rather unknowable. This unknowability, they claim, follows from the uncertain chain of events linked to the use of data, such as the emergence of new technologies (for example, new analytical tools or advanced algorithms) and new actors (with unknown intentions).

The limits of transparency are further exposed by research indicating that transparency and control might paradoxically increase disclosure of sensitive information (Acquisti et al. 2013). Consent mechanisms can also exploit (known and still unknown) cognitive biases, such as limited attention span, framing effects, and decision making heuristics, in how people interpret and act on available information (Acquisti et al. 2013; Kahneman and Tversky 1979). For example, Adjerid et al. (2013), in a series of experiments, demonstrate how simple misdirections can alter subject perception of privacy risks, even though the objective risks (and corresponding facts) are not altered.

Eventually, rather than being empowered by transparency, the individual (consenting to share their data) has to take a leap of faith and rely on the assumption that the actors involved in the use of individual’s data will be committed to a set of ethical principles, professional commitments, and guiding norms and regulations which protect the individual from privacy harms. When the data being shared is particularly sensitive, such as in the case of health data, the individual is in a rather vulnerable position relative to the data controller, decreasing the incentive to share data, even for
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2 The study conducted by McDonald and Cranor (2008) asked 212 participants to skim through online privacy policies and answer simple comprehension questions. It estimated the value of time as 25% of average hourly salary for leisure and twice wages for time at work in the US.
beneficial purposes such as research that may lead to discovery of new preventive or treatment mechanisms for various diseases.

**Fiduciary relationships**

Sharing of personal or sensitive information for individual or social benefits is not unique to contemporary digital platforms. Individuals also share sensitive information with doctors, accountants and lawyers. In such cases, these professionals are bound by duties which restrict the use of such sensitive information in ways that can be harmful to, or against the interest of, the individual. These duties are established through the notion of “fiduciary responsibility” assigned to some types of professionals, such as doctors and lawyers, with whom sensitive information is shared (Frankel 2010). In this paper, I argue that digital health data controllers should also be assigned an information fiduciary role, wherein, they are required to keep the interests of data subjects at the forefront, particularly with regards to the protection of privacy. However, before presenting an account of why health data controllers should be given such a role, and what that might entail, I will offer a discussion of fiduciary relationships and fiduciary responsibilities in general. This discussion will highlight key features of fiduciary relationships as well as conditions under which those features are advantageous compared to other legal instruments such as contracts.

**The nature of fiduciary relationships**

Courts recognize fiduciary relationship of various kinds, including, as already mentioned, doctor-patient, attorney-client, trustee-beneficiary relationships. Yet, there seems to be no consensus on a definition of fiduciary relationships (Frankel 2010). While some claim that a lack of definition makes fiduciary law “elusive” (Smith 2002), others argue that the lack of definition is incidental, or even a necessary, aspect of fiduciary law’s “situation-specificity and flexibility” (Rotman 2011, p. 941). Courts have therefore, based their judgements on particular facts of a case, recognizing the difficulty of providing a universally applicable definition (Frankel 2010). In one case concerning fiduciary law, for example, the English court of appeals remarked that the court “has always been careful not to fetter this useful jurisdiction by defining the exact limits of its exercise” (Rotman 2011, p. 940–941).

Despite this lack of a common definition, fiduciary relations do have some common elements. These elements include:

1. Fiduciaries offer services (rather than products) that are socially desirable (Frankel 2010).

Fiduciary relationships usually involve an expertise being offered as a service to those who rely on the fiduciary. Typically, without the relationship (between those offering expert service and those availing themselves of it) being established as fiduciary in nature, the services would not be able to produce the desirable social effect (in degree or in kind). For example, a client would not be able to trust their attorney with personal information and attorney’s advice, without there being a fiduciary relationship between them (where the attorney has a duty to keep the best interest of the client at the forefront).

2. Fiduciaries are entrusted with a discretionary power over the interests of the beneficiary.

Typically, in a fiduciary relationship, the fiduciary agent acts “on behalf of” the beneficiary (Licht 2016; Smith 2002). The beneficiary entrusts a “critical resource” or power to fiduciaries, where the fiduciaries are required to act in the interest of the beneficiary (Frankel 2010; Smith 2002). The critical resource may be tangible, such as property or finances, or intangible, such as personal information (such as health details disclosed to a doctor). The entrustment is to enable or facilitate the fiduciary to deliver their services.

3. Fiduciary law (through assigning fiduciary duties and obligations) counters the asymmetrical power relationship between fiduciaries and beneficiaries and protects the beneficiary against opportunism (Licht 2016).

As mentioned above, fiduciaries are entrusted to act on behalf of the beneficiary, giving them control over the interests of the beneficiary. This power over the beneficiary’s interests introduces a power asymmetry between the fiduciary and the beneficiaries and gives rise to a common problem among the fiduciary relations, opportunism (Licht 2016). By requiring the fiduciary to act in the interest of the beneficiary, fiduciary law hinders those with a propensity for being self-interested or opportunistic at the expense of the beneficiary, when entrusted with discretionary power over someone’s interests.

**Why are fiduciary relationships established?**

While the elements described above are common features of fiduciary relationships, they do not fully explain the distinction between fiduciary and non-fiduciary relationships. For example, several non-fiduciary relationships are also based on expert services being offered to clients, where the experts can exploit their authoritative or informational advantage for
their own benefit. Electricians, plumbers, teachers, are all examples of professions that provide such services, which do not have fiduciary status. A plumber, for example, may advise you to install a new faucet, even though you may not need one, simply for their own benefit. A doctor, on the other hand, on account of his fiduciary duties, may not ask you to undergo a surgery that you don’t need, just because the doctor will earn more money out of it (Drozd and Dale 2006). Why then do we require that some experts have an obligation to keep the interests of their client at the forefront? In other words, why then are some relationships deemed fiduciary by law while others are not? This section aims to highlight some of the justifications for as well as advantages of fiduciary law over other legal instruments, offered by courts and legal scholars.

Historically, acknowledgement of fiduciary relationships can be categorized in two ways (Miller 2011):

a. Status-based
b. Fact-based

As the name suggests, status-based fiduciary relationships are determined through status. If a relationship falls under a category that has conventionally been recognized as fiduciary, then it is deemed as fiduciary. Examples of conventional fiduciary relationships include doctor-patient, attorney-client, and director-companies. The conventional status of these relationships descends from English equity courts during and shortly after the middle ages, which deemed a relationship as fiduciary if it was similar to the relationship between a trustee and cestui que trust (Miller 2011). For example, (Worthington 2006) writes:

[F]iduciary law evolved from Equity’s regulation of the relationship between trustees and beneficiaries. Over time these rules were extended, with minor modifications, to cover other situations that seemed analogous. Now it is accepted that relationships between directors and their companies, agents and their principals, solicitors and their clients, and partners and their co-partners are all fiduciary. These are all ‘status-based’ fiduciary relationships. The status itself inevitably attracts fiduciary impositions.

A number of courts have since, however, raised objections to the status-based approach to determination of fiduciary status. Justice Dickson, for example, stated in Guerin (Guerin v. The Queen 1984) was a landmark case regarding Aboriginal rights in Canada, where the Supreme Court stated that the government had a fiduciary duty towards the First Nations of Canada.

“...It is the nature of the relationship, not the specific category of actor involved that gives rise to the fiduciary duty” (Miller 2011). Similar arguments have since led to efforts to define fiduciary principles, such that facts, rather than status, can be used to determine fiduciary relationships. Defining these principles also allows for making decisions about relationships that are new (such as between health data controllers and users) or may arise in the future.

While there doesn’t seem to be a consensus on what facts or conditions are necessary and sufficient for determination of a fiduciary relationship, a number of such conditions have been offered. Here I discuss some of the most important proposed conditions and their possible limitations:

1. Power-dependency and vulnerability

As discussed earlier, fiduciary relationships involve entrustment of discretionary powers to the fiduciary, which they shall use to the interest of the beneficiary. Justice Wilson argues that certain features, which are common among fiduciary relationships, should be used as criteria to determine other fiduciary relationships (Miller 2011). These common features, which can be used as identifying characteristics of fiduciary relationships, according to Justice Wilson, include: (a) a scope for exercise of unilateral discretionary power by the fiduciary over beneficiary’s interest; and (b) vulnerability of the beneficiary to the fiduciary holding the discretionary power.

These criteria have, however, met with some criticism, both within and outside courts, as being insufficient reasons for establishing a relationship as fiduciary. Justice Cromwell, for example, argued that not all power-dependency relationships have been and can be deemed fiduciary in nature (Miller 2011). (Biological) parents, for example, are not deemed as fiduciaries, even though children are dependent upon them (Brinig 2011). Similarly, vulnerability, as an indicium for fiduciary relationships, seems too broad and imprecise.

2. Enabling trust in relationships

Beneficiaries place significant trust in fiduciaries by giving away access and control over their resources. By demanding fiduciaries to act against self-interest, and in the interest of the beneficiaries, fiduciary law plays an important role in enabling the beneficiary to trust agents with discretionary power over them.

However, the idea that trust, or need for trust, can be sufficient in itself for establishing fiduciary relationships is also not without its problems. First, contract law can also enable trust between parties by establishing the rules within which the parties must act. Rotman (2011) states that fiduciary law protects not just any relationships requiring trust, but only...
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3 Archaic term in English law for beneficiary under a trust (Cestui que trust 2006).
4 (Guerin v. The Queen 1984) was a landmark case regarding Aboriginal rights in Canada, where the Supreme Court stated that the government had a fiduciary duty towards the First Nations of Canada.
those that require high trust and confidence. This distinction between the need for trust and high trust seems in need of further elaboration and support. Second, as courts have recognized in some cases, trust may also be misplaced, where individuals should not have had expectations of behavior in their interest (Brennan-Marquez 2015). Therefore, using trust as a criterion for establishing fiduciary relationships would require an explanation of why trust is warranted for that specific relationship between a fiduciary and beneficiary.

3. To support equity, as anti-opportunism

The origins of modern fiduciary law, as discussed earlier, can be traced at least as far back as the English equity courts of the fourteenth century (Miller 2011; Smith 2013). The function of equity courts was to hear pleas where the law seemed limited in its invocation of justice, on account of being too general, or where it seemed unable to cater to the specific circumstances of a particular case (Smith 2013). These courts drew from the principles of equity as defined by Plato and Aristotle, which were meant to plug gaps in laws (Rotman 2011; Smith 2013). These gaps in laws existed, according to Plato, because laws aimed for being certain and universal, while human condition tends to lack universality and certainty (Rotman 2011). Many of the hearings in the English equity courts were for charges against “feoffees”, who were persons holding legal title on behalf of others in a quasi-trust agreement (Smith 2013). The courts, through several hearings, held that feoffees should not be opportunistic and “faithless”, in taking the entrusted property to themselves (Smith 2013). Smith (2013) and Frankel (2010) provide accounts of how modern fiduciary law originates out of these early litigations against opportunism, and to enable trust between parties.

However, the idea of fiduciary law as a tool against opportunism warrants more elaboration for a number of reasons. First, if opportunism is “self-interest seeking with guile” as defined by (Williamson 1975), then examples of opportunistic behavior seem much more frequent than the number of cases where fiduciary law is applied. A number of non-fiduciary economic actors, for example, seek self-interest with some guile, without requiring the courts to intervene through fiduciary law. Secondly, as argued before, if an agent is entrusted with power or resources to warrant opportunism, the said agent could also be restricted through contract law. Why then do we require the category of fiduciary relationships? In order to answer that question, we need to examine if fiduciary law has distinct advantages over contract or statutory law in countering opportunism as well as under what conditions those specific advantages can be useful.

Fiduciary Law’s advantages over contract or statutory law in countering opportunism

Fiduciary law seeks to prevent not just any opportunism, but as Smith (2013) has argued, rather opportunism that is “hard to capture ex-ante” and thus, cannot be countered by general rules. As Smith (2013) notes, this difficulty in capturing opportunism ex-ante is more than a difficulty in description, particularly in cases where an agent has discretionary powers over the others. In such cases of discretionary authority, the agent has a pre-existing informational advantage over the principal. This informational advantage may involve three types of information: costly, unobservable and unverifiable (Licht 2016). Information may be costly, for example, when the principal may not be able to monitor the actions of an agent (with discretionary power) as it might be too expensive to do so. With discretionary power, including access, to the principal’s resources, an agent may act in ways which may make it difficult for the agent to observe at all, or to observe the circumstances around the actions of the fiduciary to judge whether the agent acted in principal’s interest. Finally, even if the principal were to know the circumstances and the actions of the agent, lack of expertise may make it difficult for the principal to judge whether the agent has breached their duties.

While contract law or statutory law (in the form of regulations, for example) can be useful in preventing some types of opportunism, it is not useful in limiting opportunism that cannot be detected (for example, on account of costly, unobservable or unverifiable information). Within economic literature, this problem is often referred to as incomplete contracting, referring to the impossibility of anticipating all future contingencies as well as the infeasibility of codifying instructions to counter all anticipated contingencies (Sitkoff 2011). Further, unlike Williamson’s proposed definition of opportunism (as seeking self-interest with guile), opportunism may not always be in the form of a full blown planned deceit. Unexpected circumstances may generate unexpected opportunities for an agent entrusted with power or resources, without them actively seeking such opportunities. In this regard, the use of equity against opportunism requires an open-endedness, which can fill the gaps of prescriptive principles contract laws work on. As I argue later in “Digital health data controllers as fiduciaries” section, dealing with the contextual nature of privacy is one example where fiduciary law can be more advantageous than a prescriptive contractual approach.

Fiduciary law, thus, provides the legal system with a way to counter opportunism which cannot be completely dealt with through contract law. The open-ended approach required to guard against opportunism, that cannot be detected ex-ante, also partially explains the lack of consensus among courts and scholars regarding a common definition for fiduciary relationships and why fiduciary law seems like a “concept in search of a principle” (Miller 2011).
The nature and scope of fiduciary duties

Owing to the open-ended nature of fiduciary law, fiduciary duties are abstract, lacking a consensus on a common definition. Nonetheless, legal scholars and courts generally tend to recognize two fiduciary duties, broadly defined: the duty of loyalty and duty of care (Miller 2011). While there is broad consensus on there being a duty of loyalty (though there may be issues with what exactly that duty entails) (Gold 2013), the duty of care is more controversial.

Miller (2011), recognizing the controversial status of duty of care, defends it as an important fiduciary duty. As the main argument against inclusion of duty of care as a fiduciary duty, he cites it being “indistinguishable in substance from tort duty” (Miller 2011, p. 55). Miller argues that unlike tort duty of care, which prescribes conduct to avoid foreseeable harm, the duty of care within fiduciary law requires diligence and skill. That is, fiduciaries are not only required to not cause harm to the beneficiary, but they are also required to use their expertise to the best of their knowledge to make sure that the beneficiaries are not harmed.

There is, however, at least one other argument against inclusion of duty of care as a fiduciary duty: the duty of care, particularly, as defined by Miller, seems too expansive and difficult to carry out for a fiduciary. Or, in other words, it makes it too easy for a beneficiary to claim a breach. Smith (2013), for example, argues that the duty of care opens the opposite door for opportunism, the one for the beneficiary. With the requirements of diligence, skill and putting forward one’s best efforts, the beneficiaries can claim a breach just for profit, and without any true injury caused to them. Further, as I will explain below, the duty of loyalty can also require the fiduciary to play a more active role in ensuring the interests of the beneficiary are kept at the forefront.

There is broad consensus that the duty of loyalty is central to fiduciary duties, and fiduciary law in general. However, there is some debate on what this duty entails, and particularly to what ‘degree’ a fiduciary should be loyal to their beneficiary. That is, how far should a fiduciary go in pursuit of beneficiary’s interests (and in avoiding fiduciary’s own self-interest)? Here, I take the cue from Lyman Johnson’s work, where he argues that fiduciary loyalty involves two conditions: minimum and maximum (Johnson 2003). On a similar note and using the discussion presented by Gold (2013), I present two distinct notions of loyalty, which can be taken as minimum and maximum conditions.

1. Loyalty as avoidance of conflict (Minimum condition)—Miller (2011) describes loyalty (or ‘faithfulness’) as avoidance of conflict. Here, he makes distinctions between two types of conflict avoidance, both of which are deemed necessary fiduciary obligations.

   The first is avoiding conflict of interest, where the fiduciary avoids the conflict between their pursuit of beneficiary’s interest and their self-interest. The second type of conflict avoidance is avoiding conflict between the fiduciary’s duties to the beneficiary and the fiduciary’s pursuit of other people’s interests.

   The anti-conflicts rule can be seen as the minimum core of fiduciary duty of loyalty, even though a narrower version of this rule exists (Gold 2013). Under this narrower version, only avoidance of conflict of interest is seen as necessary, while fiduciaries are not required to have undivided attention towards one beneficiary.

2. Loyalty as affirmative devotion (maximum condition)—the anti-conflict rule only increases chances of the fiduciary ensuring best interests of the beneficiary, loyalty as affirmative devotion requires that a fiduciary does so. A number of court cases, particularly in the United States, have identified fiduciary loyalty as one of affirmative devotion (Gold 2013). In this conception of loyalty, the fiduciary is required to play a more active role in pursuit of beneficiary’s interest, producing a similar effect as intended by Miller’s conception of diligent and skillful duty of care. As argued before, such a duty can be difficult to enforce, particularly for epistemic reasons, as it is difficult to know and judge whether a fiduciary had an affirmative devotion towards the beneficiary. It can still be a legal duty though, enforceable only in rare circumstances: where the court can deem a breach to have occurred, for example (Gold 2013).

   Besides these two conceptions of loyalty, there are a number of other conceptions of loyalty offered by various scholars, who also disagree on what should be the core minimum of fiduciary loyalty (Gold 2013). Some, for example, have argued that affirmative devotion should be seen as the minimum core of fiduciary loyalty. (Gold 2013) provides an account of various conceptions of fiduciary loyalty, demonstrating that no single account is universal enough to be deemed as a minimum core. This, however, does not entail that there is no duty of loyalty, only that such a duty is abstract and depends on the circumstances of a particular relationship. As (Gold 2013) points out, the under-determined nature of the minimum core of fiduciary loyalty does not mean it is an empty vessel. Rather, it points to a pluralism within fiduciary law, which may require reassessment of existing, and more precise formulations of new, specific
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5 Tort law, simply defined, is common law that recognizes legal liability for someone who causes harm to another in the form of a civil wrong (Dobbs 2008).
fiduciary relationships. This pluralism can be embraced and utilized, once the idea of needing a specific conception of fiduciary loyalty can be rejected. An abstract conception of fiduciary loyalty allows for a more dynamic approach to fiduciary duties in specific settings, such that they can be reassessed with time, particularly when there are changes in socio-technical structures. This paper attempts to provide a basis for the need for fiduciary loyalty on part of digital health data controllers as well as specify what such a duty of loyalty should entail.

**Digital health data controllers as fiduciaries**

**Arguments for recognizing digital health data controllers as fiduciaries**

In this section, I present three main arguments for recognizing the relationship between digital health data controllers and users sharing their health data as fiduciary: (a) the relationship shares features with traditional fiduciary relationships; (b) the relationship involves circumstances similar to those that have led to establishing fiduciary relationships in the past; and (c) fiduciary law is better suited than contractual law in protecting user privacy and enabling trust required for sharing health data with data controllers.

Before I expand on the arguments for recognizing health data controllers as fiduciaries, however, it is important to discuss what is meant by ‘health data’. As discussed before, previous legislations in the developed world have afforded a higher level of privacy protection for health data (Bywater and Armstrong 2015; Terry 2012). Yet, these legislations, such as the EU data protection directive (DPD), which has now been superseded by GDPR, do not define health data (Bywater and Armstrong 2015). Defining health data can be particularly hard in the present context, where ‘health’ apps collect a variety of data (such as location data) which may or may not reveal the health status of a person. While providing a full discussion on the definition of health data, and its precise formulation, is beyond the scope of this paper, the definition proposed by Article 29 Working Party (2015) is useful. According to this proposal, personal data qualifies as health data when it meets at least one of the following criteria:

1. It is clearly/inherently medical data
2. It is raw sensor data which can be independently, or in combination with other data, used to draw conclusions about health status or health risk of an individual
3. It allows for reasonable conclusions to be drawn about an individual’s health risk or health status, irrespective of accuracy, legitimacy or adequacy of these conclusions.

One problem with this definition, which the Article 29 working party also notes, is that it may make the definition of health data seem too broad. Given the argument of this paper, one might worry that such a broad definition would impose fiduciary duties on an overly wide range of data controllers (Article 29 Working Party 2015). One important merit of this definition, however, is that it is able to include data controllers who collect data outside traditional healthcare settings. This is crucial as in this digital age a lot of health data, worthy of protection, is collected outside traditional health settings.

In order to reach a balance between not making the definition too broad, while also included data controllers who collect data through, say, mobile apps and wearable devices, I propose that fiduciary duties be imposed on health data controllers who (a) Process data with the intention of using the data to determine the health status of a specific person’, or (b) Collect raw data in situations where it will be reasonable for a data subject to conclude that the data is being collected to determine their health status. The first criterion is to ensure that raw data which may not seem to be health related in an obvious way, but is then used in a way that the health status of the data subject is revealed, is also protected. Raw data, which may not seem like health data, when collected over long periods of time, or combined with other data, for example, may reveal the health status of specific individuals and needs protection. At the same time, according to this criterion, data controllers who process such raw data, but do not intend to use it to determine the health status of a specific person, would not be charged with fiduciary duties. Yet, there is a risk here that some data controllers may collect sensitive health data, which would be worthy of protection, but claim that they do not intend to use it to determine the health status of specific subjects. This could, for example, be the case with data collected through sensors

---

6. While this clause may make the definition of health data employed here seem broad, the working party argues that it actually excludes a category of personal data from being categorized as health data (using the criterion that these conclusions be reasonable and about the specific individual). For example, data about number of steps taken by the data subject in a single walk, without being combined other data about the same data subject, would not divulge health risk or status of the specific data subject and therefore, would not be regarded as personal health data. For a more detailed account of the merits and demerits of this definition, see the annex to (Article 29 Working Party 2015).

7. Article 29 working party also proposes a similar criteria but does not include it in their definition of health data (Article 29 Working Party 2015).
on mobile or wearable devices, where the data subjects may reasonably conclude that the data is collected for health related purposes (because, for example, the marketing of the device may suggest that data is being collected in the interest of individual or public health). The second criterion I have proposed plugs this loophole.

With this working definition, I argue that digital health data controllers share features of traditional fiduciaries in that they offer socially desirable services and enjoy a significant advantage over the users from whom they collect health data. There is an asymmetrical relationship between the users and the digital health data controllers, as users typically lack expertise, information about the actions digital health data controllers as well as information about the actions of digital health data controllers might take with the user data. This vulnerability of the users relative to the digital health data controllers can be seen as grounds for establishing a fiduciary relationship, as has been argued by some scholars and courts.

As discussed earlier, fiduciary relationships are also established on grounds of enabling trust. Digital health data controllers, in some cases, also put themselves forward as trustworthy organizations that will not misuse user data and present themselves as acting in the interest of their users (for example, Fitbit Privacy Policy 2016). At the same time, digital health data controllers do not disclose full details about their handling of our data [and sometimes for good reasons such as security (as disclosing detailed data security measures can be jeopardizing and competitiveness)]. This incomplete disclosure, coupled with the high costs of transparency, can create a lack of trust among the users, eventually leading to non-participation (by not sharing data, for example) in the promised digital health revolution. Fiduciary relationships between the users and digital health data controllers, where the latter is required to act in the interests of the users, can therefore, be valuable in making data controllers trustworthy and facilitating collective participation.

The need for establishing trust and compensating for vulnerability, however, as argued earlier, may not be sufficient for establishing fiduciary relationships, even though they may have advantages. The third and most important reason for establishing fiduciary relationships between data subjects and data controllers with whom health data is shared, I argue, is that fiduciary relationships are better suited than contractual or statutory obligations [such as those associated with privacy agreements users click ‘agree’ on their digital devices (contractual) or defined through legislation (statutory)], for protection of user privacy or for balancing protection of privacy with other goals related to societal interests.

To this end, I argue that stringent privacy protection is difficult to achieve through prescriptive legal measures, such as those possible through contracts or privacy agreements. Even if the users were able to afford the costs of transparency, and give informed consent for the use of their data, the changing nature of technology would still leave the door open for privacy harms and opportunism by those who want to cause these privacy harms. As discussed earlier, fiduciary law, as opposed to contracts, affords the kind of deliberative and strategic interaction required to guard against the opportunists. Privacy is contextual, and depends on multiple factors, such as the nature of information, the context it is shared in, prospective users of that information, etc. (Nissenbaum 2011; Solove 2007). Fiduciary law allows for the flexibility required to cater to the contextual nature of privacy. Here, I will use security, anonymization and data minimization as examples of contextualization and flexibility required to deal with privacy issues. These, however, are just examples, and not an exhaustive list of cases where decisions and methods for privacy protection require contextualization.

Securing user data, an integral aspect of privacy protection, requires diligence and regular upgrading of security measures against cyberattacks and hacks. The recent case of the cyberattacks on the UK’s National Health Service computers with the ransomware WannaCry is a case in point (Martin et al. 2017). Systems were largely found vulnerable because of a failure to upgrade software, rendering them unable to cope up with the ransomware (Martin et al. 2017). Health data, as discussed before, is particularly valuable to cyber attackers and healthcare is, therefore, one of the most targeted sectors in terms of cyberattacks (Athinaioi 2017; Martin et al. 2017). Securing health data, thus, requires diligent measures, which can guard against an opportunist hacker who may exploit vulnerabilities in a digital system. Data security may also require some secrecy or incomplete disclosure of data security policies (to keep them secret from hackers, for example). It can be difficult to counter such opportunism through use of contracts which specify what steps health data controllers need to take to secure user data, as it will be hard to anticipate all future contingencies (such as new tools for hackers or changes in security technologies). Fiduciary law, on the other hand, because of its open-ended approach and deliberative requirements (through the duty of loyalty) can be helpful in ensuring that health data controllers take appropriate measures to secure user health data. Fiduciary law can also help increase data sharing by not prescribing expansive security requirements for controllers who are collecting less sensitive or easily securable data.

Another crucial aspect of privacy protection for electronic data is anonymization (Ohm 2009). Anonymization aims to make re-identification of data subjects impossible, such that data can be shared for useful purposes, in an aggregated form, without the risks of privacy harms. The importance of anonymization or de-identification (either one or both), has also been recognized in and embedded into legislation, such as through the European Union’s GDPR and HIPAA.
in the United States (Hintze 2017; Yakowitz 2011). These laws often prescribe techniques for anonymization, such as removal of personal identifiers (such as names, phone numbers, social security numbers, etc.) (Ohm 2009; Yakowitz 2011). However, recent studies have shown that such prescriptive techniques may not be adequate, as computer scientists were able to re-identify individuals from anonymized data stripped of personal identifiers (Narayanan and Felten 2014; Ohm 2009). Stringent anonymization may therefore, require contextualization such that data is also stripped of indirect identifiers or is randomized, depending upon the kind of data that is collected (Ohm 2009). Further, the risk of re-identification may not be the same for all kinds of data, and for some data, it may be enough to apply techniques that make re-identification complex enough to take away the incentives for re-identification (Yakowitz 2011).

Another problem with prescribing anonymization through legal measures is that anonymization may not even be desirable for some kinds of data. Evans (2011) points out that anonymization may render linking data longitudinally impossible. Longitudinal health data, collected across different health environments, can be invaluable in generating insights for an individual as well as on a more general level, for example, by helping researchers determine the correlations between different biological factors and enable more organized efforts to tackle health and social problems (Evans 2011; Holman et al. 2008). Requiring anonymization for all health data may take away the opportunity to assemble longitudinal data for research as well as for other uses wherein the data subject may benefit without serious threats to their privacy.

Thus, as in the case of securing user data, anonymization too requires contextual decision making. Such contextual decisions can be hard to codify in the form of contracts, which would have to anticipate all future contingencies in all possible contexts. As fiduciaries, digital health data controllers would be able to make contextual decisions about anonymization, where they can decide whether or not anonymization is needed, and to what degree.

Finally, as a third example of the advantages of a contextual approach to privacy, consider data minimization. Data minimization as a principle has also been included in the GDPR and states that data must be “limited to what is necessary in relation to the purposes for which they are processed” (Art. 5 GDPR n.d.). In addition to the scope of data collected, the minimization principle within GDPR also relates to the time for which it is retained and stored (Recital 39 n.d.; Zarsky 2016). The minimization principle can be important in protecting user privacy by limiting the opportunities for collecting irrelevant data as well as minimizing cyber security risks by requiring controllers to delete data when no use is intended. However, in the age of big data analytics, an ex-ante analysis of the relevance of data and restrictions on its retention can severely limit the benefits of big data analytics. This has also been noted by other commentators [see Zarsky (2016)] while some have also predicted that a requirement such as data minimization is likely to be breached (Rubinstein 2012). Again, a contextual approach to privacy, as made possible through a fiduciary approach, can achieve a better balance between privacy protection and achieving benefits of big data analytics, by loosening the data minimization or replacing it by achieving the intended effects of minimization through other means wherever necessary. While contractual law and statutory law (such as GDPR) also can (and do, in case of GDPR) have context-sensitive features, a fiduciary approach can enable more flexibility in fulfilling data controllers’ obligation of protecting user privacy, particularly in allowing data controllers to choose the most appropriate method of doing so while ignoring recommendations that may be counter-intuitive or disadvantageous in the given context.

Further, as fiduciaries, digital health data controllers would not only be required to take a contextual approach to privacy protection, but also not deceive or actively harm the data subject in pursuing their obligation to protect the privacy of data subjects. This is an advantage over contract or statutory law, which may leave room for opportunistic or deceptive behavior on part of data controllers [see for example Wachter (2018) and Zarsky (2016) for examples of loopholes in GDPR which data controllers might use for their benefit and which may deny rights to data subjects exposing them to risks].

Here, I have outlined how fiduciary relationships between health data subjects and health data controllers can enable collective participation by ensuring better decisions are made concerning data on behalf of the users. Fiduciary relationships not only compensate for the high costs of transparency, but are also better suited than alternative approaches as they can flexibly contextualize privacy (and privacy protection).

---

8 GDPR does allow some exceptions for application of the minimization principle, but these exceptions also have problems and may not be applicable for a variety of big data analyses [see Zarsky (2016) for a more detailed discussion of limits of data minimization principle as included in the GDPR].

9 For example, Article 25 (GDPR—Data protection by design and by default n.d.) states that data controllers should take into account “state of the art, the cost of implementation and the nature, scope, context and purposes of processing as well as the risks of varying likelihood and severity for rights and freedoms of natural persons” in determining the appropriate measures in implementing privacy by design.
Nature and scope of duties and obligations that health data controllers should have as fiduciaries

As argued in “The nature and scope of fiduciary duties” section, central to fiduciary law is the duty of loyalty, which primarily dictates that fiduciaries must keep the interests of the beneficiaries at the forefront. Yet, as argued earlier, scholars and courts do not share a consensus on the scope of such a duty, that is, how far should the fiduciaries go in pursuit of beneficiaries’ interest. The duty of loyalty can range, for example, from avoiding conflict of interest to an affirmative devotion towards the beneficiary.

The abstract and open-ended nature of fiduciary duty of loyalty, however, as I argued earlier, does not render it an empty vessel. Rather, it opens up the possibility for pluralism within fiduciary law and for more precise formulations of specific fiduciary relationships. At the same time, if the duty is too expansive, within a specific fiduciary relationship, then the duty will be too difficult to carry out. The open-ended and abstract nature of fiduciary duty, therefore, needs to be balanced with specificity about the interests of the beneficiary that the fiduciary should pursue within a specific fiduciary relationship.

The proposal that we specify the scope of fiduciary duty, such that there are bounds to fiduciary loyalty, is not unique and is also applied to traditional fiduciaries. For example, physicians are not expected to be loyal to their patients at all costs. A physician, for example, is only obligated to provide care to a patient at a reasonable time and place (for instance, a physician is not obligated to attend to night or house calls) (Mehlman 2015).

Courts also recognize similar limits to the degree of loyalty physicians owe to their patients. That is, while the physician is expected to keep the patient’s interest ahead of his own interest, courts recognize that there should be reasonable limits to the expectation of such loyalty from the physician. For example, while physicians cannot deny treatment pending assurance of payment in urgent situations, they may terminate their relationship unilaterally (even on financial grounds) with the patient as long as the patient is given notice and reasonable opportunity to get treatment elsewhere (Mehlman 2015).

It is therefore, important to specify the bounds of fiduciary duty that health data controllers have towards their data subjects. First, as an essential part of the duty of loyalty, health data controllers should not use information collected by them to harm individuals, for example, by harassing, exploiting, embarrassing or manipulating them. Beyond this primary requirement, I argue here that the duty of loyalty for health data controllers should be specifically about the protection of privacy of the users sharing their health data. Catering to individual privacy concerns is an important step in enabling trust within the users to share their data, and thus, opening the way for collective participation in the digital health revolution. As argued, in the previous section, privacy protection requires contextualization, wherein the type of data as well as the technologies involved in the collection, storage and sharing are taken into consideration. The duty of loyalty, aimed specifically at protecting the privacy of users, thus, still requires deliberation and diligence on the part of health data controllers.

At the same time, defining the duty of loyalty as specifically aimed at privacy protection avoids the danger of making the duty too expansive, and the corresponding difficulties of carrying out such a duty. An expansive duty of loyalty, such as one requiring a general affirmative devotion to the user, might take away the incentive for health data controllers to invest in digital health technologies, and thus, hamper the path towards a better healthcare system.

For example, an alternative possibility to the scope of fiduciary loyalty proposed here, would be to require that fiduciaries go beyond protection of privacy, and also ensure that a broader or general set of interests of the users are kept at the forefront when sharing health data with third parties, even in anonymized and de-identified form. This would, for example, require that data is shared only for purposes that are beneficial to the users. Such an expansive requirement, however, would put too much burden on health data controllers to evaluate the outcomes of the data shared by them with the third parties. It would also significantly reduce the incentive for health data controllers to share data, even in an anonymized form, for health research, as that might open up a possibility for claims of a breach by users who may not find the aim or outcomes of the research in their interests. This is not to argue that health data controllers should be allowed to share data with any third party. Rather, the lawful basis of sharing data with third parties should not be determined solely through fiduciary duties (which could lead to a more abstract and expansive definition of fiduciary duties), but also through legal instruments such as those already implemented (Long 2017).

Fiduciary breach vs medical malpractice

In the previous part of this section, I claimed that health data controllers themselves should not use information collected by them to harm individuals, for example, by harassing, embarrassing or manipulating them. Not causing harm to the beneficiary is an essential part of fiduciary duty and without such a requirement, users would not be able to trust the health data controllers, even if they are assured that their data would not be shared with third parties in an identifiable form. However, I claim here that a distinction should be made between harms caused by medical advice provided by health data controllers and other harms where health data controllers use the
data provided by users against them (for example, to harass, manipulate or embarrass them). Harms caused by medical advice by health data controllers, I argue, should be classified as medical malpractice, similar to how the law treats harmful or bad medical advice by physicians. In the following paragraphs, I provide the arguments for why such a distinction should be made and in particular, why the distinction is important for the future of digital health.

With the use of big data and machine learning algorithms, digital health apps not only collect and monitor health data but also offer personalized advice to the users (Higgins 2016). This phenomenon of impending reliance upon machine learning algorithms for health advice (as well as diagnosis and treatments) is referred to as “black-box” medicine (Ford and Price 2016). A key feature of black-box medicine is its opacity, as the amount of data involved and the complexity of algorithms, make it hard for humans to know exactly how the algorithms work (Ford and Price 2016).

The algorithms involved in black-box medicine rely upon using machine learning techniques to find underlying patterns in a large quantity of data. The large datasets required for accurate algorithms, however, will take time to assemble, and in the early stages of black-box medicine, as we stand now, these algorithms maybe prone to errors (Price 2017a). These errors demand a careful set of regulations and legal instruments to protect the users, and this has attracted the attention of regulatory bodies in the developed world, such as the Food and Drug Administration (FDA) in the United States (Price 2017b).

Regulating black-box medicine, however, can be quite challenging and there are risks involved in both, under-regulation and overregulation (Price 2017b). While under-regulation runs the risk of leaving the users exposed and vulnerable to medical harms, the risks of over-regulation come in the form of cost to innovation (Price 2017b). Requiring strict criteria for verification of black box algorithms may significantly increase the hurdles to get such products to the market, and thus, forestall the possibility of algorithmic medicine to improve the health care system. Further, verification of algorithms used in black-box is difficult in most cases, and even impossible in some (Ford and Price 2016).

While fiduciary law could be used to force health data controllers to take steps to design error free algorithms, such a move may not only disincentivise investment into digital health technologies, it may also be impractical. The risk of being found guilty of a fiduciary breach may force companies to abandon algorithmic medicine, as guaranteeing an error free algorithm may not be possible. Further, there is also a risk that users may claim a fiduciary breach (on account of a health data controller not being loyal) even when there is no harm or when the degree of harm is too small. The argument here is not that health data controllers should not be held accountable for the algorithms they develop and use, rather that the harms caused by those algorithms, in the medical context, should be treated similar to medical malpractice and resolved through other legal instruments. Price (2017a), for example, argues that laws such as medical liability litigation can and should be used for accountability of algorithmic medicine.

Again, the proposal to make a distinction between fiduciary harms and medical malpractice is not unique to algorithmic medicine. The said distinction is also applicable, under current law, for physicians (Mehlman 2015). Courts make a distinction between medical malpractice and fiduciary harms caused to the patient. For injuries caused by sub-standard care (including wrong or bad medical advice), as well as to deter unreasonable or unprofessional behavior by physicians, medical liability law is applied, with physicians being tried for medical malpractice (Mehlman 2015; Price 2017a). In contrast, fiduciary law is usually reserved for protection of patient confidentiality and for rare cases of physicians’ acting purely out of self-interest (Drozd and Dale 2006; Mehlman 2015).

As I have discussed through this paper, fiduciary law is abstract and open-ended. Applying fiduciary law to regulate algorithmic medicine would be detrimental for the progress of and innovation within the field of algorithmic medicine, which at least in theory, and with other instruments of regulation, can have significant positive effects on the state of healthcare. The scope of fiduciary duties for data health controllers defined here attempts to find a balance between protecting individual interests, by addressing privacy concerns, and collective interests of getting valuable insights about human health as well as facilitation of research and innovation required for gathering such insights.

Finally, it should be noted that although through this section I have tried to specify the bounds of fiduciary duty of

Footnote 11 (continued)

ties would require a broad access to data used to develop algorithms, which may open further concerns about privacy of the users. Clinical trials, on the other hand, are slow and expensive, and in most cases would only offer a small benefit. See (Ford and Price 2016) for a more detailed overview.
loyalty, the courts would have an important role in contextual interpretations of these bounds, and in deciding whether a fiduciary breach has taken place or not. This is not a limitation, but rather an important aspect of fiduciary law, which can push the fiduciary to go beyond what can be defined by contractual law in protecting the interests of the beneficiary. As discussed in an earlier example, fiduciary duties are better suited than statutory or contractual obligations to ensure that health data controllers take appropriate data security measures to protect user data from hackers. At the same time, data breaches may happen due to happen vulnerabilities beyond the control of health data controllers, leaving it upon courts to decide whether, for a particular case, the security breach also amounts to a fiduciary breach or not.

**Gaps in and limits of fiduciary law**

While the application of information fiduciary status to health data controllers will address user concerns about privacy when sharing health data with digital health data controllers, there are other problems that remain unsolved with this proposal and would need to be addressed by other methods. For instance, there is a threat that creation of health data repositories by private entities may lead to “commercialization of science”, and dilution of principles of scientific integrity as research moves from universities to private companies (Sharon 2016). There is also no guarantee that markets will lead to sharing of this data with third parties that can advance the state of healthcare for the society as a whole. There is a possibility, for example, that owing to economic inequalities, use of such devices, and hence, collection of data, may be limited to an economically privileged section of society, which may further escalate inequalities in health care delivery as well as create population biases when, and if, such data is used for purposes such as drug discovery or disease diagnosis (Sharon 2016).

One challenge for the proposal to give information fiduciary status to health data controllers is the diverse nature of legal systems and regulations across the globe. In an inter-connected digital world, where the data can move easily across borders, this is a challenge for most data regulation policies (Bu-Pasha 2017). The unique challenge for the proposal to have fiduciary relationships between health data controllers and data-subjects, however, is that fiduciary law is explicitly defined in only a few legal systems, in particular in systems of common law tradition (for example, in legal systems of countries such as USA, Australia, England, Canada) (Gelter and Helleringer 2018). By contrast, civil law jurisdictions, such as in countries in continental Europe, fiduciary duties or relationships are not explicitly defined (Gelter and Helleringer 2018). Yet, as Gelter and Helleringer (2018) have argued, there are explicit fiduciary principles within civil law systems and in some domains, civil law jurisdictions have even added fiduciary equivalents to existing law. The aim of this paper has been to argue for fiduciary principles—in particular, the duty of the fiduciary to keep the interests of beneficiaries at the forefront through deliberation and diligence—to deal with privacy issues concerning health data. Since there are provisions within civil law systems that are principally similar to fiduciary law, an absence of explicit fiduciary law would not be a major constraint in adopting the principles argued for in the paper. Yet, future work in legal scholarship is needed to sketch out the details of this proposal, bearing in mind the challenge brought forth by the movement of data across legal regimes.

In the previous section, I also pointed out the challenge in defining health data, and therefore, digital health data controllers. I argued that fiduciary duties should be imposed only on digital health data controllers who (a) Process data with the intention of using the data to determine the health status of a specific person, or (b) Process raw data in situations where it will be reasonable for a data subject to conclude that the data is being collected to determine their health status. These criteria are important to reach a balance where the scope of data controllers with fiduciary obligations is not too expansive, while sensitive health data is still protected. While the criteria I propose may achieve this balance principally, there is more work required to define these criteria in a legally pragmatic way.

Further, there are permissible latitudes within the fiduciary law which leave open the possibility of exploitation. For example, physicians can breach patient confidentiality to protect public health (Mehlman 2015). There are also exceptions to lawyer’s fiduciary duty to their clients, and the attorney-client privilege which protects the client’s information. Governments, for example, may use such latitudes and exceptions within fiduciary law, by forcing health data controllers to share information with them on grounds of public safety. Governments have made similar claims in the past, mandating access to digital data, which has led to mass surveillance on the grounds of public safety (Abelson et al. 2015). So, it should be emphasized that this paper is not an argument to abandon the ambitions for more transparency and accountability when dealing with health data controllers, as they can help in enabling increase literacy of citizens about issues related to privacy enabling a more democratic governance of digital tools and healthcare system as a whole. The limits of and gaps in the fiduciary law I have pointed...
out above are a testimony to the fact that my proposed solution can only take us so far. It also reminds us that we, as members of society, must continue to ask questions about our rights to fair treatment and the ethical conduct owed to us by those involved in the collection, use, analysis, distribution, and sale of our personal data.

**Conclusion**

Digital health technologies have the potential to transform healthcare by helping individuals live healthier lives as well as by providing valuable insights into our health as a collective. This potential revolution, enabled by collection, use, and analysis of large amounts of health data, however, requires collective participation and poses threats to the individuals, exposing intimate information to privacy related harms. In this paper, I have argued that transparency mechanisms do not adequately address individual privacy concerns, and thus, do not enable the trust required for collective participation.

To ensure the protection of privacy of users sharing health data, I have argued that the relationship between users sharing health data and digital health data controllers should be recognized as a fiduciary relationship, such that health data controllers would keep the interests of the users at the forefront. The relationship between health data controllers and users shares characteristics with traditional fiduciary relationships and involves similar circumstances as those under which traditional fiduciary relationships are recognized. A fiduciary relationship between health data controllers and users is also better suited than alternative approaches for protecting user privacy and thus, enabling users to trust data controllers with their health data.
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