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Abstract
In this paper, we introduce an unsupervised feature extraction method that exploits contrastive self-supervised (CSS) learning to extract rich latent vectors from single-view videos. Instead of simply treating the latent features of nearby frames as positive pairs and those of temporally-distant ones as negative pairs as in other CSS approaches, we explicitly separate each latent vector into a time-variant component and a time-invariant one. We then show that applying CSS only to the time-variant features, while also reconstructing the input and encouraging a gradual transition between nearby and away features yields a rich latent space, well-suited for human pose estimation. Our approach outperforms other unsupervised single-view methods and match the performance of multi-view techniques.

1. Introduction
While supervised body pose estimation is rapidly becoming a mature field, the bottleneck remains the availability of sufficiently large training datasets, which cannot be guaranteed for many kinds of human motions. An effective way to address this is to leverage unsupervised data to learn a low-dimensional representation of poses. Then, it only takes very little annotated data to learn a regressor to predict 3D poses from this representation. Key to the success of this approach is a good unsupervised learning objective, for which many existing techniques exploit the availability of multi-view footage [17, 24, 28, 20, 18]. However, recording with multiple synchronized cameras is strenuous and more demanding.

In this paper, we introduce an alternative unsupervised representation learning strategy for human pose estimation using videos acquired by a single RGB camera. To this end, we build on the idea of contrastive self-supervised (CSS) learning [16, 9, 3]. For any given sample, CSS aims to maximize the similarity to a positive sample and the dissimilarity to a negative one. In our context, one way to do so is to treat a video frame close to the one of interest as positive sample, and a temporally-distant one as negative sample [1, 21]. We will show, however, that this strategy is insufficient while decoding image because it does not account for the fact that, when someone moves, some information, such as garment appearance, remains constant over time, while other information, such as the person’s pose, changes.

To overcome this, we therefore introduce a representation learning strategy that explicitly separates each latent vector into a time-variant component and a time-invariant one. We then exploit CSS learning to model the intuition that the time-changing component evolves smoothly, and thus the time-changing components of two poses that are close in time should, in general, be more similar compared to those of poses that are temporally distant. Fig. 1 summarizes our approach.

It differs from typical CSS strategies in two ways: First, we encourage a gradual transition from temporally close to temporally distant frames by applying the a novel contrative formulation only to the time-changing components. Second, we explicitly perform image re-synthesis by mapping the latent vectors back to the images. When observing subjects in free fall, such as divers, we complement our CSS formalism with a prior encoding gravity to help the model detect the subject. Our experiments demonstrate that these three components help the model learn in an unsupervised manner a rich, low-dimensional latent representation of human motions from ordinary video sequences acquired using standard monocular RGB cameras.

Given this representation, a mapping to 3D pose can be learned from a very limited amount of annotated data. We demonstrate the benefits of our approach for pose estimation on three real-world RGB datasets. We show that it outperforms other unsupervised monocular approaches and yields results on par with unsupervised multi-view setups, while being much easier to deploy. In particular, it can exploit both monocular and multi-view videos when available, which a purely multi-view setup cannot. We will make our code publicly available.
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2. Related Work

Unsupervised and self-supervised learning [2, 5] techniques have received considerable attention in recent years as a means to decrease the amount of training data required to train deep networks. We briefly review some of the methods most closely related to our work.

Single-View Approaches. Unsupervised learning for general video processing has been extensively researched. For example, LSTMs have been used to learn representations of video sequences [22]. Similarly, optical-flow and color diversity across frames has been leveraged to learn latent features corresponding to motion and appearance [25]. Multiple papers [14, 12, 6, 27] use the temporal order of frames to learn latent features from videos. In particular, the models of [14, 6] classify whether a set of frames have correct ordering or not, whereas those of [12, 27] predict the order of the frames or clips as a classification task. In [26], instead of relying on temporal ordering, a model is trained to predict the pace of a video subsampled at different rates. This work also leverages a CSS loss across clips, where positive pairs are clips from the same video and negative pairs are clips from different ones. None of these techniques, however, were designed for pose estimation. For example, predicting temporal order [14, 12, 6, 27] is best suited for activity recognition, for which the order of the observed event truly matters. Similarly, the contrastive learning strategy used in [26] aims to extract features that are invariant across video frames, whereas, to predict a continuously changing body pose, we need to capture variations between the frames.

Several works have nonetheless focused on extracting time-varying features, yet in different contexts. Harley et al. [7] use RGB and depth from $n$ time-steps to map 2.5D feature to a 3D latent space, and then use the camera pose at time-step $n + 1$ to predict the 2D latent features for that time-step. While [7] exploits depth, other works [21, 1, 3] leverage CSS, with [21, 1] using it in single-view videos. However, they do no use any decoder to reconstruct the images from the latent features, thus opening the door to losing valuable information about the observed context. We will demonstrate that for the pose estimation task our encoding/decoding approach yields richer features.

The approach most closely related to ours is DrNet [4], which disentangles each frame into pose and content. DrNet uses a discriminator that distinguishes frames extracted from the same video from ones extracted from different videos and encourages the encoder to produce latent representations that do not carry any information about whether they come from the same or different videos. This, however, fails in cases where the two videos feature different kinds of activities—for example, running in one and sitting on the floor in the other. In this scenario, the pose still indicates if the frames come from the same video or not, which precludes disentanglement.

Multi-View Approaches. The difficulty of performing unsupervised learning using a single camera has led to the development of several multi-view approaches [28, 15, 21, 23, 19, 18]. Among those, the strategy of [19, 18] is closest in spirit to ours. It uses a multi-camera setup to learn a
latent-representation that disentangles appearance and pose, where pose should remain similar when rotated across different views and appearance should remain the same across different videos of the same person. This unsupervised training scheme makes it possible to encode an image into a low-dimensional latent vector. As shown in [19, 18], an effective mapping from this latent space to 3D poses can be learned from only a small amount of annotated data. Our approach operates on the same general principle, but we learn the latent representation from videos acquired by a single camera, which makes it easier to deploy.

3. Method

Our goal is to extract rich latent features, without any supervision, from single-camera videos featuring people. We aim to capture information only about the foreground subjects and to leverage the similarity or dissimilarity of frames given their distance in time. A key observation is that global object appearance tends to remain constant over time while pose usually changes from frame to frame, which is something our latent vectors should reflect.

To this end, given a video database without annotations, we train an encoder that splits latent features into time-invariant and time-invariant components. The former captures features that remain consistent over time, such as person’s clothing and appearance, while the latter models the time-changing elements in each frame, such as body pose. This enables us to define a similarity measure that accounts for the different behavior of these two components and to implement an effective contrastive-learning procedure that produces latent vectors useful for human pose estimation. Without this split, the latent components learned using similarity measures would be unable to reliably differentiate vectors for temporally away frames, since no matter how distant they are, they still share information.

By contrast, popular approaches to using CSS [16, 1, 21, 3] neither learn time-invariant components nor try to reconstruct the input images. Hence, no decoding occurs on the learned latent features. We later demonstrate that this approach yields worse results. In other words, splitting latent vectors while leveraging contrastive learning is a unique feature of our approach. Another is an attention mechanism that separates foreground from background and integrates gravity as a supervisory signal when possible. In the remainder of this section, we discuss the different components of our approach in detail.

3.1. Model Architecture and Training

We aim to address real-world applications where the foreground subject is small and occupies only a fraction of the image. To this end, we use a neural network architecture with an attention mechanism to separate foreground from background. As shown in Fig. 2, given an input image \( I \), a spatial transformer network (STN) \( S \) extracts four parameters that define the subject’s bounding box, two scales \( s^x, s^y \) and two translations \( u^x, u^y \), yielding \( S(I) = (s^x, s^y, u^x, u^y) \). These parameters are used to crop an image patch \( I_{\text{crop}} \) that is passed to an encoder \( E \) such that \( E(I_{\text{crop}}) = (I_{\text{tv}}, I_{\text{ti}}) \), where \( I_{\text{tv}} \) is the time-invariant component of the latent vector for image \( I \) and \( I_{\text{ti}} \) is the time-invariant component. A decoder \( D \) then takes \( I_{\text{tv}} \) and \( I_{\text{ti}} \) as inputs and decodes them into a mask \( M_{\text{crop}} \) and an RGB crop \( D_{\text{crop}} \). The mask and RGB crops are then used to re-synthesize a full-resolution image by using the inverse transformation of the STN and merging the result with a background image \( B \). This operation can be written as

\[
\hat{I} = M \times D + (1 - M) \times B ,
\]

where \( \hat{I} \) is the reconstructed image. Fig. 2 depicts this process. Note that no labels are used here, neither for detection, nor for segmentation. We train networks \( S, E, \) and \( D \) such that they jointly accomplish three goals:

- Encoding information that relates only to the foreground object;

• Disentangling the time-variant and time-invariant components;

• Encoding time-variant components such that they are more similar for poses that are close in time than for temporally distant ones.

To achieve these goals, we introduce two losses, described in Sections 3.1.1 and 3.1.2, and one training technique discussed in Section 3.1.3.

3.1.1 Reconstruction Loss

To compare the reconstructed image from Eq. (1) with the original one, we use the L1 loss expressed as

\[ L_{\text{reconst}} = |I - \hat{I}|. \tag{2} \]

As discussed above, we use a background image when re-synthesizing the input image, hence this reconstruction loss encourages our latent representation to focus on the foreground object.

3.1.2 Contrastive Loss

To encourage time-variant components that are close in time to be close to each other and those that are far in time not to be, we rely on a contrastive loss. Many current CSS approaches [3, 16, 1] first take a reference input I, a positive sample I°, and n − 1 negative samples I°k for 1 ≤ k < n, and then minimize the loss

\[ L_{\text{CSS}} = -\log \frac{\exp(\text{sim}(F(I), F(I^°))/\tau)}{\sum_{k=1}^{n} \exp(\text{sim}(F(I), F(I°k))/\tau)}, \tag{3} \]

where F(I) represents the features encoded by the network F given frame I as input and sim(m, n) = (mT n)/(|m||n|). In [21], the contrastive loss is defined instead as a triplet loss

\[ L_{\text{CSS}} = \| F(I) - F(I^°) \|^2 + \beta) <\| F(I) - F(I^-) \|^2, \tag{4} \]

with \( \beta > 0 \), meaning that the squared L2 distance between a positive pair should be smaller than that between a negative one by at least \( \beta \). However, neither definition of \( L_{\text{CSS}} \) above define the loss relative to the temporal distance of the frames. This is what we change by introducing a distance-based similarity loss.

Distance-based Similarity Loss (DSL). Our goal is to compare every pair of samples directly and to define a loss that enforces similarity or dissimilarity between any two samples depending on their temporal proximity.

Let I°ti and I°tn be the time-variant component of the vectors extracted from two images captured at times \( t_m \) and \( t_n \). If \( |t_m - t_n| \) is small, we would like sim(m, n), where sim() is the similarity function used in Eq. (3), to be close to one. By contrast, if \( |t_m - t_n| \) is larger than a threshold distance \( d_{\text{max}} \), we would like sim(m, n) to be zero. To this end, we introduce the loss function

\[ L_{\text{DSL}}(I°_{ti}, I°_{tn}) = \begin{cases} (1 - \frac{2d}{d_{\text{max}}}) |\text{sim}(I°_{ti}, I°_{tn}) - 1|, & \text{if } 0 \leq d \leq d_{\text{max}}/2, \\ \min(\frac{2d}{d_{\text{max}}^2} - 1, 1) |\text{sim}(I°_{ti}, I°_{tn})|, & \text{otherwise}, \end{cases} \tag{5} \]

where \( d = |t_m - t_n| \) is the temporal distance between the two frames. As shown in Fig. 3, \( L_{\text{DSL}} \) is piecewise linear in terms of sim(I°ti, I°tn). It favors similarity for \( 0 \leq d \leq d_{\text{max}}/2 \), and dissimilarity for \( d > d_{\text{max}}/2 \).

In practice, to learn time-variant components in our framework, for any given reference input frame I°, we sample three other frames, a nearby one I° (positive sample), a far away one I° (negative sample taken at least at \( d_{\text{max}} \)), and an intermediate one, I° (acquired after I° and before I°). We then compute

\[ L_{\text{DSL}} = L_{\text{DSL}}(I°_{tv}, I°_{tv}) + L_{\text{DSL}}(I°_{tv}, I°_{tv}) + L_{\text{DSL}}(I°_{tv}, I°_{tv}). \tag{6} \]

The above loss allows us to compare the reference frame with similar, dissimilar, and intermediate frames directly.

3.1.3 Disentanglement

Note that our DSL only acts on the time-variant components, and thus does not encourage a split between time-variant and time-invariant information. To force the network to disentangle these two types of components, we swap the time-invariant ones across different frames during training. In practice, this means that, at each training iteration, we swap each one of \( \{I°_i, I°_ti\} \) randomly with one of \( \{I°_n, I°_tn\} \) when reconstructing the synthesized image using Eq. (1). This prevents the time-invariant components from encoding information about the subject’s pose.


\section*{3.2. Gravity as a Supervisory Signal}

The work reported here was initially motivated by a project that involves modeling competitive divers in free fall. In this context, since the falling person is subject to gravity, we can leverage Newtonian mechanics as follows.

While in free fall, a person’s center of gravity (CG) is subject to gravitational acceleration. Ignoring the air resistance that remains small until the diver reaches the water, \( p(t) \), the CG location at time \( t \), can be written as

\[ p(t) = 0.5gt^2 + v_0 t + p_0 \]

where \( g \) is a usual gravitational vector, \( v_0 \) the CG initial speed, and \( p_0 \) its initial location. We know neither \( v_0 \) and \( p_0 \) nor when the jump started. Nevertheless, we can leverage the fact that the acceleration, that is, the second derivative of \( p \) is constant and equal to \( g \). To this end, we only need to consider four \textit{equidistant} times \( t_1, t_2, t_3, t_4 \). We can approximate the acceleration at \( t_2 \) and \( t_3 \) using finite differences and write that they should be equal. This yields

\[
2p(t_2) - p(t_1) - p(t_3) = 2p(t_4) - p(t_2) - p(t_3) \\
\Rightarrow 3p(t_2) - 3p(t_3) + p(t_4) - p(t_1) = 0. \tag{7}
\]

In practice, two difficulties arise in imposing this simple constraint. First, it is not obvious where someone’s CG is given that it depends on their posture and on the weight of each body part. Second, we only have access to 2D projections of \( p(t) \) in the image plane.

Recall from Section 3.1 that our model first applies an STN \( S \), which, for each frame, outputs a bounding box around the subject parameterized by two scales and two translations, \( s^x, s^y, u^x, u^y \). We address the first problem by approximating the projection of \( p(t) \) as the center of the bounding box. To address the second problem, we consider that the diver’s CG travels in a plane. If it were parallel to the image plane, the value of \( u^y \) would vary linearly with the CG height and the relationship of Eq. (7) would hold exactly, implying that

\[
3u^y_2 - 3u^y_3 + u^y_4 - u^y_1 = 0, \tag{8}
\]

where \( u^y_1 \) denotes the value of \( u^y \) at time \( t \). Even when the diver does not travel in a plane parallel to the image one, the frame-to-frame change in distance to the camera of the CG typically remains small and perspective effects are negligible with respect to the vertical motion. Eq. (8) is therefore a good approximation, which we will show in Section S.1 of the supplementary material. We therefore impose the constraint of Eq. (8) as a soft constraint by adding a new loss term to our training procedure.

As shown in the supplementary material, displacement along the \( x \) axis occurs but is much smaller than that along the \( y \) axis, which we therefore focus on. Hence, we take the new loss term to be

\[
\mathcal{L}_{\text{const-acc}} = \|(u^y_1 + 3u^y_2) - (u^y_3 + 3u^y_4)\|^2, \tag{9}
\]

where \( u^y \) is the translation predicted in the \( y \) direction at time \( t \). This definition does not differentiate between moving up or down, whereas, in practice, we know that the diver goes down. In our implementation, this corresponds to \( u^y \) decreasing. Hence, we also introduce an \textit{order loss} \( \mathcal{L}_{\text{order}} \) that we define as

\[
\mathcal{L}_{\text{order}} = \sum_{t=1}^{3} \max(0, \tau - (u^y_2 - u^y_{t+1})) , \tag{10}
\]

where \( \tau \) is a threshold to satisfy a minimum distance between frames \( t \) and \( t + 1 \).

In free-fall, the detector could still make the bounding box bigger to compensate for the aforementioned losses. We therefore prevent the scales \( s_x \) and \( s_y \) of the bounding boxes from varying abruptly from frame to frame by defining a \textit{scale loss} \( \mathcal{L}_{\text{sc}} \) as

\[
\mathcal{L}_{\text{sc}} = \sum_{t=1}^{3} \|\left(s^x_t, s^y_t\right) - \left(s^x_{t+1}, s^y_{t+1}\right)\|^2 . \tag{11}
\]

Putting this all together, the tracking loss is then equal to

\[
\mathcal{L}_{\text{track}} = \mathcal{L}_{\text{const-acc}} + \mathcal{L}_{\text{order}} + \mathcal{L}_{\text{sc}} . \tag{12}
\]

\section*{3.3. Training and Inference}

To train our network, we adjust the weights of the networks \( \mathcal{S}, \mathcal{E}, \) and \( \mathcal{D} \) introduced in Section 3.1 to minimize the total training loss

\[
\mathcal{L}_{\text{total}} = \mathcal{L}_{\text{reconst}} + \alpha \mathcal{L}_{\text{DSL}} + \gamma \mathcal{L}_{\text{track}} , \tag{13}
\]

where \( \mathcal{L}_{\text{reconst}} \) of Eq. (2) favors a good image reconstruction, \( \mathcal{L}_{\text{DSL}} \) of Eq. (6) applies a contrastive loss, and \( \mathcal{L}_{\text{track}} \) of Eq. (12) is used when the subject is in free fall. During the minimization, we permute randomly the time-invariant components of the latent vectors to promote disentanglement as described in Section 3.1.3. This part of the training is unsupervised.

Once the unsupervised model is trained, its parameters are frozen and we use a small amount of images with corresponding 3D poses for supervised training of a simple two-layer perception \( \Phi \) designed to associate a pose vector to the time-variant latent vector \( \mathbf{I}_{tv} \) that the encoder \( \mathcal{E} \) has extracted from image \( \mathbf{I} \). To this end we adjust the weights of \( \Phi \) by minimizing

\[
\mathcal{L}_{\text{pose}} = \frac{1}{N} \sum_{k=1}^{N} \|\Phi(\mathbf{I}_{tv}^k) - \mathbf{p}^k\|^2 , \tag{14}
\]

where \( \mathbf{I}_{tv}^k \) is the time-variant vector associated to the \( k^{th} \) image and \( \mathbf{p}^k \) the corresponding ground-truth pose, in camera-coordinate and pelvis centered, represented by a concatenation of the Cartesian coordinates of body joints.
4. Experimental Results

In this section, we present the baseline models and compare our approach to these models on 3D human pose estimation. Please check the supplementary material for model architecture and experimental details.

4.1. Baseline Models

We compare our model to the following baselines:

- **CSS [1, 3]**: Single-view CSS loss using Eq. (3) without image reconstruction or splitting the latent space into $I_{tv}$ and $I_{ti}$ components.
- **MV-CSS [21]**: Multi-view CSS loss using the triplet loss of Eq. (4), also without reconstruction or splitting.
- **DrNet [4]**: Single-view approach using both reconstruction and latent splitting. It uses a discriminator for latent splitting.
- **NSD [18]**: Multi-view approach that performs both reconstruction and latent splitting.

and against variants of our own approach:

- **AE-STN**: This is a variant of our model that uses STN together with an auto-encoding image-reconstruction, without contrastive training or latent splitting.
- **CSS-STN**: This is a variant of our model that uses STN together with image-reconstruction and latent splitting. It uses Eq. (3) instead of Eq. (5) for the contrastive loss.
- **CSS-DSL**: This is our approach using STN together with image-reconstruction and latent splitting. It uses Eq. (5) for the contrastive loss.

All of these models are trained with the same backbone architecture and model capacity, so that only the training loss differentiates them. For MV-CSS, we follow the recommendation in [21] to sample one positive sample from another view at the same timestamp, and one negative sample from a distant frame in the same video. For CSS and CSS-STN, we use one positive sample from a nearby-frame and two negative samples from away frames from the same video. For DSL-STN, we replace one of the away frames with an intermediate frame, sampled between nearby and away frames. We follow the procedures given in [4, 18] to train DrNet and NSD.

4.2. 3D Pose Prediction Results

For all models, given the latent representation learned in a self-supervised manner, we train an MLP with 2 hidden layers taking a latent vector as input, as discussed in Section 3.3. At this stage, the self-supervised models are frozen and only the pose models are trained. For the models that split the latent features, we use the time-variant component for pose estimation. For the models that don’t, we use all latent features. We report the results using the normalized mean per joint position error (N-MPJPE), expressed in mm.

4.2.1 Human3.6M [10] (H36M)

Following the protocol of [18], we use subjects S1, S5, S6, S7, S8 to train the self-supervised models. We subsample every 5 frames of the training set, as done in [18], which yields 308,760 frames.

**Comparison with other models.** We follow the same procedure as in [18] for 3D human pose estimation within the PoseTrack2018 challenge setup. It comprises 35,832 training images with pose labels and 19,312 test samples. We compare our results to those of other unsupervised models in Table 1 and report the N-MPJPE as a function of the percentage of labeled pose samples being used. We consistently outperform the other single-view methods and come close to NSD, even though it uses multiple views. Note that the models without decoding, whether single- or multi-view perform poorly on this task.

**Ablation Study.** We perform an ablation study by removing different components of our model. The results are shown in Table 2 in the same experimental setup as in Table 1.

In the first two rows, we remove the reconstruction loss and only train the model with the DSL loss term. The performance drops considerably, indicating the importance of image reconstruction in learning rich features. Since the model does not reconstruct the image, it cannot learn the time-invariant components, so all the latent components are time-variant. The number of latent features in these models are equivalent to that in the model that uses time-variant and time-invariant features, so there is no capacity change.

In the third row, we have a model that reconstructs the input but does not apply a latent split. The performance is also reduced, showing that splitting the latent space is beneficial in learning better time-variant features. Since the model does not reconstruct the image, it cannot learn the time-invariant components, so all the latent components are time-variant. The number of latent features in these models are equivalent to that in the model that uses time-variant and time-invariant features, so there is no capacity change.

In the fourth row, we change only the DSL loss of Eq. (5) to the CSS loss in Eq. (3) and still observe a performance drop. In summary, all the proposed modules have a role and disabling any of them reduces performance.

4.2.2 MPI-INF-3DHP [13] (MPI)

On this dataset, we consider two settings:

1. **MV-data**: The self-supervised model is trained on subjects S1 to S8, which are multi-view. Since the test-videos have different background compared to the training videos, we train the self-supervised models on
Model & Decodes? & Percentage of Labeled Pose Data & & & & & & 
MV-CSS [21] & × & 216.15 & 206.08 & 203.24 & 202.65 & 202.25 
NSD [18] & ✓ & 140.92 & 115.37 & 94.48 & 91.01 & 88.89 
CSS [1, 3] & × & 230.77 & 215.96 & 197.22 & 195.70 & 194.69 
AE-STN & ✓ & 158.81 & 126.18 & 108.21 & 106.41 & 100.38 
CSS-STN & ✓ & 178.60 & 147.21 & 117.28 & 112.38 & 111.09 
DSL-STN (Ours) & ✓ & 160.45 & 132.40 & 105.77 & 99.23 & 98.25 

Table 1. Comparison against baselines on the PoseTrack H36M test-set. The top rows characterize the unsupervised multi-view models and the bottom rows the single-view ones. The last 5 columns show N-MPJPE results when using different percentage of labeled 3D pose samples. The value in parenthesis are the corresponding number of images with labels.

| Decodes? | uses STN? | contrastive loss | latent split? | Percentage of Labeled Pose Data | & | & | & | & |
|----------|-----------|------------------|---------------|-------------------------------|---|---|---|---|---|
| ×        | ×         | DSL              | ×             | 228.82                        | 210.29 | 196.84 | 194.27 | 192.03 |
| ×        | ✓         | DSL              | ×             | 232.19                        | 212.91 | 200.33 | 200.07 | 199.69 |
| ✓        | ✓         | DSL              | ×             | 185.75                        | 159.34 | 135.93 | 129.62 | 127.52 |
| ✓        | ✓         | CSS              | ✓             | 160.45                        | 132.40 | 105.77 | 99.23  | 98.25  |
| ✓        | ✓         | DSL              | ✓             | 148.61                        | 121.30 | 99.36  | 93.79  | 93.99  |

Table 2. Ablation Study. The last row shows our full model with all features applied. In the first two rows we remove the decoding part. In this setting since the model is not reconstructing the image from the latent features it can only learn the time-variant features, hence the latent-split cannot be applied. In the third row, we keep all the features except we do not split the latent components. In the fourth row, we only change the contrastive loss from DSL to CSS. In all settings, we observe a performance drop, however, the models without decoding suffer the most.

random image backgrounds to help the model generalize to new backgrounds. To this end, we take random images from the Internet as background and put the subject in front of them, using the foreground mask of the dataset. Note that these masks are not used for training the models.

2. All-data: Since the self-supervised models do not require labels, we can leverage all data to train them, whether single or multi-view. This corresponds to a transductive learning setting. In this case, the self-supervised model is trained using S1 to S8 (multi-view) and TS1 to TS4 (single-view).

The datasets are subsampled every 5 frames, yielding 198,096 training frames in the MV-data case and 202,905 training frames in all-data case.

In both settings, to train the pose estimation MLP, we use subjects S1, S2, S3, S4, S5, S8 as train-set, and S6 and S7 as validation-set. For testing, we use TS1 to TS4. Because there are many pose labels, we use at most 2% of the pose data for training, that is, 17,128 images. The test set comprises 2207 frames. We report the results in Table 3. As the S1 to S8 videos are multi-view and the TS1 to TS4 ones are single-view, we can only evaluate NSD in the MV-data setting. Our model again performs closely to NSD in this setting with the advantage that, because our approach is single-view, we can also train on the TS1 to TS4 videos, thus further improving performance. In a practical setting, this means that we could exploit additional videos as they become available, whether or not they are multi-view, something NSD cannot do.

Table 3. Comparing against baselines on MPI-INF-3DHP. N-MPJPE results on pose prediction as a function of the quantity of annotated data. The top rows show results in the MV-data setting, where the self-supervised models have access only to multi-view data. The bottom rows show results in the All-data setting where self-supervised models have access to both multi-view and single-view data. Note that, in this scenario, our results are now better than those of NSD because it can also exploit single-view data.

| Model | Percentage of Labeled Pose Data | & | & | & |
|-------|-------------------------------|---|---|---|
| MV-data | AE-STN | 279.00 | 255.91 | 205.27 | 207.92 | 206.37 |
| NSD [18] | 274.45 | 255.91 | 252.45 | 246.64 | 242.92 |
| CSS-STN | 256.34 | 241.12 | 239.81 | 237.56 | 235.61 |

4.2.3 Diving Dataset

We acquired video sequences featuring a male and a female competitive divers. The dataset contains dives with heights of 3, 5, 7.5, and 10 meters, and is captured with both multi-camera and single-camera setups. We use both subjects to train the self-supervised model, yielding 19,464 training frames, of which 16,469 frames are multi-view. NSD
is trained on multi-view videos while all other models are trained on all frames.

To train the pose model, for all models we use the female subject for training, by splitting the videos into training and validation sets, and the male for testing. As a result, we can use up to 2,419 frames for supervised training, 2,288 frame for validation, and 2,112 frames for testing. We report the accuracy of the models in Table 4. On this dataset, our approach outperforms all the other methods including the multi-view NSD. While NSD model can only leverage multi-view videos, our approach can leverage both multi and single-view, hence it can leverage more available data. It also outperforms the variant AE-STN and CSS-STN, thus confirming the conclusions of the ablation study of Section 4.2.1. We show some pose prediction results in Fig. 4. Check the supplementary material for further visualization.

5. Conclusion

In this work, we have presented an unsupervised feature extraction model for monocular videos. It focuses contrastive learning to the time-variant components of the input, which, together with an additional image decoding, allows it to extract richer features than standard CSS approaches. Our framework is designed to extract features from the foreground object, and is thus well-suited to 3D human pose estimation. We have evidenced this on three benchmark datasets where our approach was shown to outperform other single-view self-supervised learning strategies and to match the performance of multi-view ones. Nevertheless, our approach is not restricted to human pose estimation, and we will study its use for other tasks.
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S.1. Projected Gravity Acceleration

An object’s location \( \textbf{p}(t) \) at time \( t \) falling down in 3D space using gravity is formulated by \( \textbf{p}(t) = \begin{bmatrix} 0.5g t^2 + v_0 t + p_0 \end{bmatrix} \), where \( g, v_0, \) and \( p_0 \) respectively indicate initial speed, initial location and gravity. We can write the projection of the center of gravity \( CG \) in the image plane in projective coordinates as

\[
P_{\text{proj}} = [p_x^{\text{proj}}, p_y^{\text{proj}}, p_z^{\text{proj}}] = \begin{bmatrix} K \end{bmatrix} \begin{bmatrix} R \end{bmatrix} \begin{bmatrix} T \end{bmatrix} \begin{bmatrix} 0.5g t^2 + v_0 t + p_0 \end{bmatrix},
\]

where \( g, v_0, \) and \( p_0 \) are represented in homogeneous coordinates, each being a column vector of \( 4 \times 1 \). This yields

\[
\begin{bmatrix} p_x^{\text{proj}} \\ p_y^{\text{proj}} \\ p_z^{\text{proj}} \end{bmatrix} = \begin{bmatrix} K_x^T \begin{bmatrix} R \end{bmatrix} \begin{bmatrix} T \end{bmatrix} (0.5g t^2 + v_0 t + p_0) \\ K_y^T \begin{bmatrix} R \end{bmatrix} \begin{bmatrix} T \end{bmatrix} (0.5g t^2 + v_0 t + p_0) \\ K_z^T \begin{bmatrix} R \end{bmatrix} \begin{bmatrix} T \end{bmatrix} (0.5g t^2 + v_0 t + p_0) \end{bmatrix},
\]

where \( K_i^T \) is the \( i \)-th row of matrix \( K \). The observed \( x \) and \( y \) locations are then equal to

\[
p_x = p_x^{\text{proj}}/p_z^{\text{proj}}, \quad p_y = \frac{p_y^{\text{proj}}}{p_z^{\text{proj}}},
\]

When the image plane is parallel to the plane in which the subject travels, the depth \( p_z^{\text{proj}} \) remains fixed in the course of dive, so we can treat it as a constant \( c \). In this case, we then get

\[
\begin{bmatrix} p_x \\ p_y \end{bmatrix} = \frac{1}{c} \begin{bmatrix} K_x^T \begin{bmatrix} R \end{bmatrix} \begin{bmatrix} T \end{bmatrix} (0.5g t^2 + v_0 t + p_0) \\ K_y^T \begin{bmatrix} R \end{bmatrix} \begin{bmatrix} T \end{bmatrix} (0.5g t^2 + v_0 t + p_0) \end{bmatrix}.
\]

Getting the second order derivative yields

\[
\begin{bmatrix} \alpha_x \\ \alpha_y \end{bmatrix} = \frac{1}{c} \begin{bmatrix} K_x^T \begin{bmatrix} R \end{bmatrix} \begin{bmatrix} T \end{bmatrix} g \\ K_y^T \begin{bmatrix} R \end{bmatrix} \begin{bmatrix} T \end{bmatrix} g \end{bmatrix},
\]

with \( \alpha_x \) and \( \alpha_y \) being acceleration in \( x \) and \( y \) directions. This makes acceleration a constant value of intrinsic \( K \), rotation \( R \), translation \( T \), and gravity \( g \), hence not a function of time \( t \). In this case, our assumption strictly holds.

On the other hand, if the subject travels on a plane not parallel to the image plane, the depth of observed location changes over time, making it a function of \( t \). In this case for \( y \) location we have \( p_y^{\text{proj}} \) is obtained similarly

\[
p_y = \frac{p_y}{p_z^{\text{proj}}} = \frac{K_y^T \begin{bmatrix} R \end{bmatrix} \begin{bmatrix} T \end{bmatrix} (0.5g t^2 + v_0 t + p_0)}{K_z^T \begin{bmatrix} R \end{bmatrix} \begin{bmatrix} T \end{bmatrix} (0.5g t^2 + v_0 t + p_0)}
\]

Getting derivative w.r.t \( t \) we have

\[
v_y = \frac{\partial p_y}{\partial t} =
\]

\[
\frac{\begin{bmatrix} K_y^T \begin{bmatrix} R \end{bmatrix} \begin{bmatrix} T \end{bmatrix} (0.5g t^2 + v_0 t + p_0) \\ K_z^T \begin{bmatrix} R \end{bmatrix} \begin{bmatrix} T \end{bmatrix} (0.5g t^2 + v_0 t + p_0) \end{bmatrix} \begin{bmatrix} g_t + v_0 \end{bmatrix} (p_{y}^{\text{proj}})}{(p_{z}^{\text{proj}})^2} - \frac{\begin{bmatrix} K_y^T \begin{bmatrix} R \end{bmatrix} \begin{bmatrix} T \end{bmatrix} (0.5g t^2 + v_0 t + p_0) \end{bmatrix} \begin{bmatrix} g_t + v_0 \end{bmatrix} (p_{y}^{\text{proj}})^2}{(p_{z}^{\text{proj}})^2} =
\]

\[
\frac{2p_{y}^{\text{proj}} \begin{bmatrix} \frac{\partial}{\partial t} p_{y}^{\text{proj}} K_y^T \begin{bmatrix} R \end{bmatrix} \begin{bmatrix} T \end{bmatrix} (0.5g t^2 + v_0 t + p_0) \end{bmatrix} - p_{y}^{\text{proj}} \begin{bmatrix} K_y^T \begin{bmatrix} R \end{bmatrix} \begin{bmatrix} T \end{bmatrix} (0.5g t^2 + v_0 t + p_0) \end{bmatrix} (g_t + v_0) \begin{bmatrix} p_{y}^{\text{proj}} \end{bmatrix}^2}{(p_{z}^{\text{proj}})^4} =
\]

\[
\frac{p_{y}^{\text{proj}} \begin{bmatrix} p_{y}^{\text{proj}} K_y^T \begin{bmatrix} R \end{bmatrix} \begin{bmatrix} T \end{bmatrix} (0.5g t^2 + v_0 t + p_0) \end{bmatrix} - p_{y}^{\text{proj}} \begin{bmatrix} K_y^T \begin{bmatrix} R \end{bmatrix} \begin{bmatrix} T \end{bmatrix} (0.5g t^2 + v_0 t + p_0) \end{bmatrix} (g_t + v_0) \begin{bmatrix} p_{y}^{\text{proj}} \end{bmatrix}^2}{(p_{z}^{\text{proj}})^4} =
\]

As can be seen in the last line of Eq.(21), both the numerator and denominator depend on \( p_{z}^{\text{proj}} \), which is the depth. It changes over time and is therefore a function of \( t \). This violates our assumption that the acceleration is constant in the image plane when the subject moves in a plane not parallel to the image plane. However, \( p_{z}^{\text{proj}} \) only changes slowly for points far away from the camera because perspective projection gets increasingly close to orthographic projection as one moves away from the camera.

S.2. Model Architecture and Training

We use an input image resolution of size 500 × 500 in H36 and MPI datasets, and 500 × 1000 in Diving dataset. To implement the STN \( S \) of Section. 3.1, we use a ResNet18 [8] that takes as input, the input image downsampled by a factor 4 in both dimensions and returns \( S(I) = (s_x, s_y, u_x, u_y) \). This is used to crop a patch \( I_{\text{crop}} \) that is then resized to 128 × 128 using the affine-grid function of py-Torch. As in [18], we use a pre-trained ResNet50 [8] model as the encoder \( E \). In the decoder \( D \), \( I_{t\nu} \) features are first passed to a fully-connected layer with ReLU and dropout with an output size of 32,768, which is then reshaped to 128 feature maps of resolution 16 × 16. The \( I_{t\nu} \) features are then concatenated into a feature map of...
size $256 \times 16^2$. This feature map is then passed to three upsampling layers with, each with one bilinear upsampling with factor 2 and three convolutional layers with kernel size $3 \times 3$. This upsamples the features maps from $256 \times 16^2$, in order, to $128 \times 32^2$, $64 \times 64^2$, and finally to $32 \times 128^2$. A final convolutional layer it then applied to make the resolution of these feature maps $4 \times 128^2$, where the first three channels are the decoded image crop $D_{\text{crop}}$ and the last channel is the foreground subject mask crop $M_{\text{crop}}$. Finally, the inverse STN function is used to map the resolution of $D_{\text{crop}}$ and $M_{\text{crop}}$ to that of the original image and reconstructing the final image $\tilde{I}$ according to Eq.(1).

In practice, we can train this model by simply minimizing the total loss of $\mathcal{L}_{\text{total}}$ of Eq.(13). However, convergence is very slow because it takes a long time for the STN to find the right locations for the bounding boxes. To speed up convergence, we therefore introduce priors for the bounding box locations.

**H36M. and MPI.** We apply a Gaussian prior on the location and size of the bounding box. We set the average detected size of the bounding box, over the mini-batch, to be about 50% of the input image resolution. On H36M we also set a prior that the location of the detected bounding box should, on average over mini-batch, be in the middle of the frame. The latter is not needed on MPI. Note that these priors are applied to the average prediction and not individ-
Figure S3. **Qualitative results on H36M Dataset.** Samples are taken from the test set. In the top row, the red rectangle shows the bounding box detected by our model for image cropping. The two bottom rows, respectively show the pose estimation by our model and the ground truth pose. The last two columns show examples with high error.

Figure S4. **Qualitative results on MPI Dataset.** Samples are taken from the test set. In the top row, the red rectangle shows the bounding box detected by our model for image cropping. The two bottom rows, respectively show the pose estimation by our model and the ground truth pose. The last two columns show examples with high error.

Diving. On this free-fall motion, we use the gravity loss introduced in Section 3.2 in addition to the other objectives. It requires sampling frames that are temporally equidistant. Since this sampling is different from the one required for the CSS terms and the mini-batch size is limited, we propose a two-stage training strategy. First, the network is pre-trained with $L_{DSL}^{all}$ with CSS disabled, which helps the network on the difficult task of localizing the small diver in the full-frame image. Second, we switch to CSS loss $L_{DSL}^{all}$ and its sampling for learning a precise human model for which the gravity loss is no longer required.

We do not apply any data-augmentation for training either the self-supervised model or the pose estimation model. Regarding hyper-parameters, we set $\gamma$ to 1 in the Diving dataset and $\alpha$ to 0.1 on H36M and MPI dataset, and to 0.01 on the diving dataset. We used the following temporal distance for sampling in models that use contrastive loss: In H36M, we used a maximum of 10 temporal frame distance for positive samples and a minimum of 200 for negative samples. In MPI, we used 10 for positive and 450 for negative samples. In Diving dataset, as poses change very quickly within few frames, we used 3 for positive samples, and 20 for negative samples. These hyper-parameters were selected based on how fast the poses change in the videos and the quality of image-reconstruction in the self-supervised models, which is our early-stopping criteria in the self-supervised model. We used the same sampling procedure for all models that use a contrastive loss.

S.3. Disentanglement

In Figures S1 and S2 we take time-invariant component from an image and time-variant component from a different image to reconstruct an output image. As can be observed, the model learns to separate these two components.

S.4. Qualitative Results

In Figures S3 and S4 we show pose estimation results on H36M and MPI test set. In Figures S5, S6, and S7 we show samples on the Diving dataset.
Figure S5. **Qualitative results on Diving Dataset.** Samples are taken from the test set. In the top row, the red rectangle shows the bounding box detected by our model for image cropping. The second and third rows, show respectively the decoded mask and image. Bottom rows, show the pose estimation by different models, where the red rectangle indicates pose estimation with a high error. GT in the bottom row indicates the ground truth labels.
Figure S6. **Qualitative results on Diving Dataset.** Samples are taken from the test set. In the top row, the red rectangle shows the bounding box detected by our model for image cropping. The second and third rows, show respectively the decoded mask and image. Bottom rows, show the pose estimation by different models, where the red rectangle indicates pose estimation with a high error. GT in the bottom row indicates the ground truth labels.
Figure S7. **Qualitative results on Diving Dataset**. Samples are taken from the test set. In the top row, the red rectangle shows the bounding box detected by our model for image cropping. The second and third rows, show respectively the decoded mask and image. Bottom rows, show the pose estimation by different models, where the red rectangle indicates pose estimation with a high error. GT in the bottom row indicates the ground truth labels.