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ABSTRACT: We consider the semi-classical expansion of the Bunch-Davies wavefunction with future boundary condition in position space for a real scalar field, conformally coupled to a classical de Sitter background in the expanding Poincaré patch with quartic selfinteraction. In the future boundary limit the wave function takes the form of the generating functional of a Euclidean conformal field theory for which we calculate the anomalous dimensions of the double trace deformations at one loop order using results obtained from Euclidean Anti de Sitter space. We find analytic expressions for some subleading twist operators and an algorithm to obtain expressions for general twist.
1 Introduction

The most convincing explanation for current observations of the dynamics in cosmology suggests that the geometry of our universe can be well approximated by de Sitter space-time in the very early inflationary stage and in the asymptotic future. To understand phenomena which originate from the early universe like structure formation and temperature fluctuations in the cosmological microwave background (CMB) \[1\] it is therefore of interest to understand the behaviour of quantum fields in a de Sitter background.

Another motivation to study a scalar quantum field in a de Sitter geometry comes from the idea that there is a duality between the quantum theory in de Sitter space and a conformal field theory living at future infinity. This idea was developed in e.g. \[2–6\]. The main idea is that the wavefunction describing the Bunch-Davies vacuum at late times can be calculated from the partition function of a conformal field theory living in one less dimension. By comparing the wavefunction of de Sitter with the partition function of a QFT in Euclidean Anti de Sitter space (EAdS) we can see that they are related by a simple
double analytic continuation as was described in [3]. Further work on this topic was also done in amongst others [7–12].

The main goal of this work is to calculate contributions to the wave function up to second order in the perturbative expansion including loops and to use existing results from EAdS to learn more about the dual CFT. This approach is similar to work done in [5, 13] where the focus is on infrared effects in de Sitter space. We use calculations in position space to make the connection to the conformal block expansion in the dual CFT explicit. We will calculate the loop corrections to the two point and four point function of a conformally coupled, real scalar field in the expanding Poincaré patch of de Sitter with a quartic interaction term. The corresponding calculations for EAdS have been done in [14, 15]. Interestingly we will find that the results for the anomalous dimensions of the double trace operators in dS are actually the same.

The difference between the calculations in AdS and dS is the treatment of the vacuum with respect to the background. In de Sitter the background metric is time dependent and there exists no global time-like Killing vector. Therefore the in- and out- vacua are not the same state and care has to be taken when calculating correlation functions (see [16, 17] for discussions of that topic).

To find the effects of quantum corrections in de Sitter or any other time dependent space time most of the work is usually done in the Schwinger-Keldysh formalism (see e.g. [18]). In the present work we instead calculate the wave function of the Bunch-Davis vacuum by calculating the on-shell action of the scalar field in de Sitter and calculate quantum corrections by using the background field method [5], which in turn can be obtained by a double analytic continuation of the results obtained for EAdS [14, 15].

In particular, the quantum contributions to the two point function are all proportional to a massshift und the renormalization scheme can then be defined such that the physical mass is fixed by the scaling behaviour on the boundary and so no anomalous dimensions are picked up and no information about the CFT can be obtained from the two point function. So, in order to obtain anomalous dimensions at this order in perturbation theory one has to consider the four point function.

In section 4 we explore the dual conformal field theory and calculate the anomalous dimensions and conformal block coefficients. We show that they can be obtained from those in EAdS which where found in [14], which is one key result. 1 In addition we extend these calculations allowing us to obtain contributions to the anomalous dimensions up to spin $l = 18$. This allows us to generalize the analytic expression for the anomalous dimensions of the leading twist operators at one loop order from [14, 15] to subleading twist operators.

Finally we comment on the conjectured duality between a higher spin Vasiliev theory in the de Sitter bulk and an $Sp(N)$ vector model as described in [6] in analogy to the $O(N)$ vector model in AdS. In our case, where we only consider a scalar field and no higher spins this would correspond to going from a globally stable potential in $\lambda \phi^4$ to a globally unstable potential.

1Mind however, that in [14] a different sign for the interaction term was used
2 Classical de Sitter background

In this work we are concerned with quantum fields in a classical de Sitter background, which has the following geometry.

De Sitter space is a maximally symmetric space with constant positive curvature i.e. the Ricci scalar fulfills the condition $R > 0$. It can be visualized as a hyperboloid:

$$-(X^0)^2 + \sum_{i=1}^{4} (X^i)^2 = \ell^2$$

in a 5 dimensional ambient space with metric:

$$ds^2 = \eta_{ij} dX^i dX^j$$

where $\eta_{ij} = \text{diag}(-1,1,1,1,1)$ is the 5 dimensional Minkowski metric and $\ell$ is the de Sitter radius.

Now we can try to find local coordinates which obey the de Sitter conditions. We will use the so called Poincaré patch which is spatially flat and describes only on half of the whole de Sitter manifold. However it is the one which is most relevant in cosmology as it is believed to approximately describe the universe during the inflationary stage and in the asymptotic future. In flat coordinates with Lorentzian signature the coordinate system is given by:

$$X^0 = \ell \sqrt{2\eta} \left( 1 + \frac{x^2}{2} - \frac{\eta^2}{2} \right)$$

$$X^i = \frac{x^i \ell}{\eta}$$

$$X^4 = \ell \frac{\sqrt{2\eta}}{2} \left( 1 - \frac{x^2}{2} + \frac{\eta^2}{2} \right)$$

where $\eta$ ranges from $-\infty$ to 0 and the asymptotic future lies at $\eta = 0$.

Then the induced metric is given by:

$$ds^2 = \ell^2 \eta^2 (-d\eta^2 + dx^2 + dy^2 + dz^2)$$

Now we can define a quantity

$$Z(X, Y) = \frac{\eta_{ij} X^i X^j}{\ell^2}$$

which is clearly preserved under the de Sitter condition and is therefore a kinematical invariant of the de Sitter group which can be related to the geodesic distance. In the flat coordinates introduced above it is given by:

$$Z = 1 + \frac{(\eta_x - \eta_y)^2 - (x - y)^2}{2\eta_x \eta_y} = \frac{\eta_x^2 + \eta_y^2 - (x - y)^2}{2\eta_x \eta_y} \equiv \frac{1}{P_{xy}}$$
$Z$ is called the hyperbolic distance and is related to the physical geodesic distance $d(x, y)$ by

$$Z(x, y) = \cos \frac{d(x, y)}{\ell}$$

We can see from (2.2) that for points with light-like separation we get $Z = 1$ for $Z < 1$ we have space-like separation and for $Z > 1$ time-like separation.

We can also see that for values of $Z \leq -1$ the following condition has to be fulfilled:

$$(\eta_x + \eta_y)^2 - (z - y)^2 \leq 0$$

We see that this is the condition for one of the points being in the lightcone of the other point after making the replacement $\eta_y \rightarrow -\eta_y$. Comparing this to (2.1) we see that this transformation is nothing but going from the point $Y^i$ to the antipodal point $-Y^i$. As the points with positive $\eta$ are not covered by Poincaré coordinates we see that these values of $Z$ are out of reach. This will play an important role in the next section when we analyze the Green functions of a scalar field theory.

### 2.1 Classical solutions of the conformally coupled scalar field

Now we can look at the main topic of this work which is a real scalar field theory with a quartic interaction. The action of this is given by:

$$S[\phi] = \frac{\ell^2}{2} \int_{-\infty}^{0} \frac{d^3x d\eta}{\eta^4} \left\{ \eta^2 (\partial_\eta \phi)^2 - \eta^2 (\nabla \phi)^2 - m^2 \ell^2 \phi^2 - \frac{\lambda \ell^2}{12} \phi^4 \right\}$$

Eventually we would like to solve this theory perturbatively in orders of $\lambda$. Therefore we start with the solution of the free theory. The classical equation of motion of the free scalar field in the Poincare patch of de Sitter space is given by:

$$\eta^2 \phi''(\eta, z) - 2\eta \phi'(\eta, z) - \eta^2 \Delta \phi(\eta, z) + m^2 \ell^2 \phi(\eta, z) = 0$$

Performing a partial Fourier transformation for the spatial part of $\phi(\eta, z) = \int d^3 k \phi_k(\eta) e^{ikz}$ we can solve the equation of motion for each mode $\phi_k(\eta)$. The general solution to this equation is a superposition of the Bessel functions $Y_\nu(x)$ and $J_\nu(x)$. We fix the boundary conditions in the past so that the modes behave like free waves in the limit $\eta \rightarrow -\infty$. This defines the Bunch-Davies boundary condition (see e.g. [19] for a detailed calculation). The mode function is then given by:

$$\phi_k(\eta) = \frac{\sqrt{\pi}}{2\ell} \eta^{3/2} H^{(1)}_\nu(k\eta) = \frac{\sqrt{\pi}}{2\ell} \eta^{3/2} (J_\nu(k\eta) + iY_\nu(k\eta));$$

$$\phi_k^*(\eta) = \frac{\sqrt{\pi}}{2\ell} \eta^{3/2} H^{(2)}_\nu(k\eta) = \frac{\sqrt{\pi}}{2\ell} \eta^{3/2} (J_\nu(k\eta) - iY_\nu(k\eta));$$

with: $\nu = \sqrt{\frac{9}{4} - m^2 \ell^2}$

Now we can construct Green functions for (2.4) from linear combinations of products of two mode functions. We are mainly interested in the massless conformally coupled case which
corresponds to $m^2 \ell^2 = 2$ and therefore $\nu = \frac{1}{2}$. By the choice of the Green function we fix the boundary conditions on the future slice of $\eta \to 0$. We will focus on three special cases which correspond to Dirichlet boundary conditions, von Neumann boundary conditions and the superposition of both respectively:

$$iG_D(\eta, \eta'; k) = \frac{\pi (\eta \eta')^{3/2}}{2\ell^2} H^{(1)}_{1/2}(k\eta) J_{1/2}(k\eta) = -\frac{\eta \eta'}{2k\ell^2} e^{ik\eta'} \sin(k\eta)$$

$$iG_N(\eta, \eta'; k) = i\frac{\pi (\eta \eta')^{3/2}}{2\ell^2} H^{(1)}_{1/2}(k\eta) J_{1/2}(k\eta) = \frac{\eta \eta'}{2k\ell^2} e^{ik\eta'} \cos(k\eta)$$

$$iG_{BD}(\eta, \eta'; k) = \frac{\pi (\eta \eta')^{3/2}}{2\ell^2} H^{(1)}_{1/2}(k\eta) H^{(2)}_{1/2}(k\eta) = \frac{\eta \eta'}{2k\ell^2} e^{ik(\eta-\eta')}$$ (2.6)

The label "BD" for (2.6) means that this is the Bunch-Davies Green function. It is obtained by calculating the expectation value of the operator $\phi_k(\eta)\phi_{-k}(\eta')$ in the Bunch-Davies vacuum. On the other hand, it is easy to check that $G_D$ and $G_N$ satisfy the corresponding boundary conditions, i.e.

$$\lim_{\eta \to 0} \frac{1}{\eta} G_D(\eta, \eta'; k) = 0; \quad \lim_{\eta \to 0} \partial_\eta \left( \frac{1}{\eta} G_N(\eta, \eta'; k) \right) = 0$$

Now we can transform these functions back into position space to get:

$$iG_D(x, y) = i\int \frac{d^3k}{(2\pi)^3} G_D(\eta, \eta'; k) e^{-ik(x-y)} = -\frac{1}{4\pi^2\ell^2} \frac{P^2}{1 - P^2}$$ (2.7)

$$iG_N(x, y) = i\int \frac{d^3k}{(2\pi)^3} G_N(\eta, \eta'; k) e^{-ik(x-y)} = -\frac{1}{4\pi^2\ell^2} \frac{P}{1 - P^2}$$ (2.8)

$$iG_{BD}(x, y) = i\int \frac{d^3k}{(2\pi)^3} G_{BD}(\eta, \eta'; k) e^{-ik(x-y)} = -\frac{1}{8\pi^2\ell^2} \frac{P^2}{1 - P^2}$$ (2.9)

For the integral in this calculation to converge we have to give $\eta$ a small negative imaginary part $-i\varepsilon$ which we dropped for better readability. Let us add a few comments:

By looking at (2.7) and (2.8) we see that $G_D$ and $G_N$ have two singularities at $P = \pm 1$. From the definition of $P$ we know that $P = 1$ corresponds the points lying on the lightcone. In global de Sitter space $P = -1$ would correspond to the antipodal point but in the Poincaré patch this part is not covered as was discussed at the end of the previous section.

$G_{BD}$ is special in the sense, that it is the only Green function of the scalar field in dS which only has one pole at $P = 1$, as can easily be seen from equation (2.9). We can rewrite $G_{BD}$ in the following way:

$$iG_{BD}(x, y) = -\frac{1}{8\pi^2\ell^2} \left( \frac{P}{1 - P^2} + \frac{P^2}{1 - P^2} \right)$$

Comparing this to (2.7) and (2.8) we see that the second term is the Green function with the Dirichlet boundary condition while the first term is the Green function with von Neumann boundary condition.

It was shown (e.g. in [20]) that the Dirichlet and the von Neumann Green function cannot be written as a Wightman function between two same de Sitter invariant vacuum
states. They are rather matrix elements between an in- and an out-state. In this case the in-state is the Bunch-Davies vacuum while for (2.7) the out-state corresponds to a vacuum that is annihilated by the coefficient of the leading order term of the mode function at $\eta = 0$ and for (2.8) the out-state corresponds to a vacuum that is annihilated by the coefficient of the first subleading order term of the mode function at $\eta = 0$. Therefore they act as a Dirichlet and von Neumann boundary conditions respectively. See also [17] for a deeper analysis of this topic.

We are mainly interested in the Green functions with Dirichlet boundary condition. Here the connection to the quantities in Euclidean Anti-de-Sitter space becomes clear, as the Green function and the bulk to boundary propagator are the same as what you get from calculations in the Poincaré patch of EAdS when doing the double analytic continuation $z = -i\eta$ and $\ell_{\text{AdS}} = -i\ell[5]$. It is also the relevant Green function to calculate the wave function.

To do this we now want to solve the classical field equations of the interacting theory from (2.3) perturbatively with Dirichlet boundary conditions, i.e. we fix the value of the field at some time $\eta = \epsilon$ to $\phi_k(\eta) = \phi_0(k)$:

$$\phi_k(\eta, \epsilon) = \left(\frac{\eta}{\epsilon}\right)^{3/2} \frac{H_{1/2}^{(1)}(k\eta)}{H_{1/2}^{(1)}(k\epsilon)} \phi_0(k)$$

Again we are mainly interested in the massless conformally coupled case which corresponds to $m^2\ell^2 = 2$ and therefore $\nu = \frac{1}{2}$. The solution of the free field in position space with fixed value at $\eta = \epsilon$ is therefore:

$$\phi(\eta; x) = \int d^3k \left(\frac{\eta}{\epsilon}\right)^{3/2} \frac{H_{1/2}^{(1)}(k\eta)}{H_{1/2}^{(1)}(k\epsilon)} \phi_0(k) e^{-i(kx-y)} = \int d^3y \int d^3k \left(\frac{\eta}{\epsilon}\right)^{3/2} \frac{H_{1/2}^{(1)}(k\eta)}{H_{1/2}^{(1)}(k\epsilon)} e^{-i(kx-y)} \phi_0(y)$$

$$= \frac{1}{2\pi^2} \int d^3y \frac{\phi(y)}{|x-y|} \int_0^\infty dk sin(k|z-y|) e^{i(k-\eta)\phi_0(y)}$$

$$= \int d^3y \frac{i}{\pi^2} \frac{\eta(\eta-\epsilon)}{\epsilon((\eta-\epsilon)^2 - |z-y|^2 - i\epsilon)} \phi_0(y)$$

$$= \frac{1}{\pi^2} K(y, x)$$

We will call the integral kernel $K(y, x)$ the bulk to boundary propagator in correspondence to the AdS/CFT convention. Eventually we will be interested in the values of $\phi$ on the future boundary which corresponds to $\epsilon \to 0$ and the bulk to boundary propagator becomes:

$$K(y, x) = \frac{i}{\pi^2\epsilon} \frac{\eta^2}{(\eta^2 - |z-y|^2 - i\epsilon)^2} = \frac{i}{\pi^2} \bar{P}_{y,x}$$

Now we want to calculate the solution to the interacting field perturbatively. To first order the solution to the equation of motion is given by:

$$\phi(x, \eta) = \int d^3y K(y, x) \phi_0(y) - \frac{\lambda}{3!} \int d^4y \sqrt{g(y)} G_D(x, y) \phi_1^i(y)$$
Where $G_D(x, y)$ is the Green function of the free equation of motion also fulfilling the Dirichlet boundary condition $G_D(x, y)|_{\eta x = \epsilon} = 0$ at finite $\epsilon$. In the limit $\eta \to 0$ it reduces to (2.7) [5]. With these results we can now calculate the on-shell action to first order in the coupling constant.

To visualize the calculation the Witten diagrams developed for AdS/CFT can be applied to this calculation in a slightly modified way:

1. The bulk to boundary propagator $K(y, x)$ with point $y$ at future infinity and $x$ at final time is represented by:

   \[ y \rightarrow x \]  

   (2.10)

2. The bulk to bulk propagator $iG(x, y)$ with points $x$ and $y$ at final time:

   \[ y \rightarrow x \]  

   (2.11)

### 2.2 The Bunch Davies vacuum and its wave function

When we were solving the equations of motion of the scalar field in a de Sitter universe we saw in the previous section at (2.5) that there is a special solution for the mode functions which behaves like the modes in flat space for $k\eta \to -\infty$. The vacuum state which is annihilated by these modes is the Bunch-Davies vacuum.

In this work we would like to quantize our theory by calculating the wave function of the Bunch-Davies vacuum as a path integral [3]. This works analogously to quantum mechanics. Here the wave function of a state $|\psi, t\rangle$ can be represented by $\psi(q) = \langle q|\psi, t\rangle$ where $|q\rangle$ is the eigenstate of an operator, in this case the position operator $q$. The propagator from a position eigenstate with eigenvalue $q_i$ at time $t_i$ to the position $q_f$ at time $t_f$ can be written in the following way:

$$\langle q_f, t_f|q, t_i\rangle = \langle q_f, t_f|e^{iH(t_f-t_i)}|q, t_i\rangle$$

If we set the final time and position $t_f = 0$ and $q_f = q$ and the initial time and position to $t_i = t$ and $q_i = 0$ this expression becomes [21]:

$$\langle q, 0|0, t\rangle = \langle q, 0|e^{-iHt}|0, 0\rangle = \int \mathcal{D}q e^{iS[q]}$$

Considering a bound particle we can write this in a different way by inserting a complete set of energy eigenstates with eigenvalues $E_n$ as:

$$\langle q, 0|0, t\rangle = \langle q, 0|e^{-iHt}|0, 0\rangle = \sum_n e^{-iE_n t}\psi_n(q)\psi_n^*(0) \xrightarrow{t \to -\infty} e^{iE_0(1+\epsilon)}$$

\[-7-\]
The limit $t \to -\infty (1 + i\epsilon)$ projects out the vacuum state, as $E_0$ is the smallest value in the sum. Therefore the wavefunction of the vacuum $\psi_0(q)$ at time $t = 0$ is given by:

$$\psi_0(q) = \lim_{t \to -\infty (1+i\epsilon)} \frac{1}{\psi_0'(0)} \int Dq e^{iS[q]}$$

This analysis can be translated into quantum field theory in de Sitter space. The wave function of state $|\Psi\rangle$ is given by $\Psi[\eta, \phi(x)] = \langle \phi(\eta, x) | \Psi \rangle$ where $|\phi(\eta, x)\rangle$ is an eigenstate of the field operator at a fixed time slice $\eta$. This means that $\Psi[\eta, \phi(x)]$ is the amplitude to find the field configuration $\phi(x)$ at time $\eta$. To find the wave function of the Bunch-Davies vacuum we have to find a similar way to project out the vacuum. As there is no globally defined Fock space we cannot make the same reasoning as for the quantum mechanical example, where we used the fact that the vacuum corresponds to the lowest energy eigenvalue. However we can use a different property of the Bunch-Davies vacuum. It is defined by its behaviour at $\eta \to -\infty$ which corresponds to a free wave in flat space, i.e. $\propto e^{-ik\eta}$. In the limit $\eta \to -\infty (1 + i\epsilon)$ this vanishes. So we can require this as the boundary condition and write the wave function of the Bunch-Davies vacuum at time $\eta$ as the path integral:

$$\Psi[\eta, \phi_0(x)] = \lim_{\eta' \to -\infty (1+i\epsilon)} \int \mathcal{D}\phi e^{iS[\phi]}$$  \hspace{1cm} (2.12)

It was discussed e.g. in [3, 5] that there is a straightforward relation between the Bunch-Davies wave function with future boundary condition (2.12) and the partition function of a scalar field in the Poincaré patch of Euclidean Anti de Sitter space:

$$\Psi[\eta, \phi_0(x)] = Z_{\text{EAdS}}[iz, \phi_0(x)]|_{\ell = -i\ell_{\text{AdS}}} = \int \mathcal{D}\phi e^{-S_{\text{EAdS}}[\phi]}$$  \hspace{1cm} (2.13)

So in analogy with the AdS/CFT correspondence we expect there to be a dS/CFT correspondence where the correlation functions of the CFT are generated by functional derivatives of the Bunch-Davies wavefunction with respect to the values of the field at the boundary $\eta \to 0$:

$$\langle \mathcal{O}(x_1)\mathcal{O}(x_2)\ldots\mathcal{O}(x_n) \rangle = \lim_{\eta \to 0} \frac{\delta^n}{\delta \phi_0(x_1)\delta \phi_0(x_2)\ldots\delta \phi_0(x_n)} \Psi[\eta, \phi_0(x)]$$ \hspace{1cm} (2.14)

In the next section we will use direct calculations in de Sitter and use results from EAdS from [14] to find information about this expected CFT.

3 Semi-classical expansion of the Wave function

Using the results from the previous section for the Green function and the Bunch-Davies wave function we now would like to make a semiclassical expansion of the wave function to calculate the contributions to the two point and four point function of the conformal field theory up to second order in the coupling constant.

Mathematically this corresponds to a saddle point approximation around the classical action which contributes mostly to the wave function.
3.1 Tree-level contributions

The tree-level contributions to the wave function of the scalar field are given by the classical on-shell action. They are obtained by expanding the field to first order in the coupling constant and plugging it into the equation of motion. Doing partial integration of the action and using the equation of motion we get:

\[
S_{\text{on-shell}} = \frac{1}{2} \int d^3x \frac{\ell^2}{\eta^2} \phi_1(x) \partial_\eta \phi_1(x)|_{\eta=\epsilon} - \frac{\lambda}{4!} \int d^4x \sqrt{g(x)} \phi_1^4(x)
\]

3.1.1 Two point function

The first term generates the two point function and is given by:

\[
\frac{1}{2} \int d^3x \frac{\ell^2}{\eta^2} \phi_1(x) \partial_\eta \phi_1(x)|_{\eta=\epsilon} = \frac{1}{2} \int d^3x \frac{\ell^2}{\eta^2} \phi_1(x) \partial_\eta \int d^3y \frac{i}{\pi^2} \frac{\eta(\eta - \epsilon)}{\epsilon (\eta - \epsilon)^2 - |x-y|^2} \phi_0(y)|_{\eta=\epsilon}
\]

\[
= \frac{iN_\phi}{2} \int d^3x d^3y \frac{\phi_0(x) \phi_0(y)}{|x-y|^4}
\]

with \(N_\phi = \frac{\ell^2}{\pi^2} \eta^2\).

This coincides with the result from [5] after Fourier transformation. It is also just the result from calculations done in AdS after the double analytical continuation [22]. Now the tree level contribution to the wave function is given by:

\[
\Psi(\phi_0, \epsilon) = e^{iS_{\text{on-shell}}}
\]

\[
S_{\text{on-shell}} = \frac{iN_\phi}{2} \int d^3x d^3y \frac{\phi_0(x) \phi_0(y)}{|x-y|^4}
\]

\[
- \frac{\lambda}{4! \epsilon^4 \pi^8} \int d^4y \sqrt{g(y)} \prod_{i=1}^4 d^3x_i \frac{\eta^8 \phi_0(x_i)}{(\eta^2 - |x_i - y|^2)^2}
\]

(3.1)

The two point function can now be calculated with the help of equation (2.14) and written in a diagramatic form with (2.10) and (2.11):

\[
\langle \mathcal{O}(x_1) \mathcal{O}(x_2) \rangle = \frac{\delta^2}{\delta \phi_0(x_1) \delta \phi_0(x_2)} e^{iS_{\text{on-shell}}} = \text{\Diagram}
\]

3.1.2 Four point function

The next order tree level contribution we can construct from the on shell action is the connected part of the four point function which is generated by the second term in (3.1).

In diagramatic form it is given by:

\[
\frac{N_\phi^2}{\pi^4} M_4(x_1, x_2, x_3, x_4) = \frac{N_\phi^2}{\pi^4} M_4(x_1, x_2, x_3, x_4)
\]
where $M_4$ is given by the integral:

$$M_4 = \int_{-\infty}^{0} d\eta d^3x \eta^4 \left( \frac{(\eta^2 - (x_1 - \bar{x})^2 - i\epsilon)^{-2}(\eta^2 - (x_4 - \bar{x})^2 - i\epsilon)^{-2}}{(\eta^2 - (x_1 - \bar{x})^2 - i\epsilon)(\eta^2 - (x_2 - \bar{x})^2 - i\epsilon)^2} \right)$$

(3.2)

Similarly to the calculation in EAdS [14, 22] we can rewrite this integral in terms of Schwinger parameters by using the relation:

$$\frac{1}{A^2} = \int_{0}^{\infty} d\alpha \alpha e^{-i\alpha A}$$

with: $\Im(A) < 0$

Therefore equation (3.2) can be reformulated in the following way:

$$M_4 = \int_{-\infty}^{0} d\eta d^3x \eta^4 \int_{0}^{\infty} \prod_{i=1}^{4} d\alpha_i \alpha_i e^{-i\alpha_i(\eta^2 - (x_i - \bar{x})^2 - i\epsilon)}$$

(3.3)

Now the integration over $x$ and $\eta$ can be performed by rearranging the exponent to do a Gaussian integration (see Appendix A). The result is given by:

$$M_4 = -\frac{3i\pi^2}{8} \int_{0}^{\infty} \prod_{i=1}^{4} d\alpha_i \frac{1}{\beta^2} \exp \left( -\frac{1}{i\beta} \left( \sum_{i<j=1}^{4} \alpha_i \alpha_j x_{ij}^2 \right) \right)$$

(3.4)

The exponential function can be written as an integral over the gamma function known as Mellin transformation:

$$e^{-x} = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \Gamma(s)x^{-s}ds$$

Using this tranformation we can perform the integration over the Schwinger parameters in (3.4) (see Appendix A) to get the final result:

$$M_4 = -\frac{3i\pi^2}{4} \left( \frac{u}{v} \right)^2 \sum_{n,m=0}^{\infty} \frac{(1 - v^{-1})^n (u/v)^m \Gamma(2 + m)^2 \Gamma(2 + 2m + n)^2}{n!(m!)^2 \Gamma(4 + 2m + n)}$$

$$\times \left( \psi(1 + m) - \frac{1}{2} \log \left( \frac{u}{v} \right) - \psi(2 + m) + \psi(4 + 2m + n) - \psi(2 + m + n) \right)$$

$$= -\frac{3i\pi^2}{4} \left( \frac{u}{v} \right)^2 I_0$$

(3.5)

$$I_0 = \sum_{n,m=0}^{\infty} \frac{(1 - v^{-1})^n (u/v)^m \Gamma(2 + m)^2 \Gamma(2 + 2m + n)^2}{n!(m!)^2 \Gamma(4 + 2m + n)}$$

$$\times \left( \psi(1 + m) - \frac{1}{2} \log \left( \frac{u}{v} \right) - \psi(2 + m) + \psi(4 + 2m + n) - \psi(2 + m + n) \right)$$
Here the conformal invariants $u$ and $v$ were introduced which are given by:

$$u = \frac{x_{12}^2 x_{34}^2}{x_{13} x_{24}}, \quad v = \frac{x_{14}^2 x_{23}^2}{x_{15} x_{24}^2}$$

with: $x_{ij} = |x_i - x_j|$

Note that the result (3.5) corresponds to an expansion around $u \to 0$ and $v \to 1$. This is equivalent to an expansion around $x_1 \to x_2$ and $x_3 \to x_4$.

Equation (3.5) has the same form as the one already obtained for AdS. The only difference is the prefactor which differs from the AdS case by $-i$.

With this result we can now write the tree level on-shell action to first order in $\lambda$ as:

$$S_{on-shell} = \frac{i N_\phi}{2} \int d^3 x d^3 y \frac{\phi_0(x) \phi_0(y)}{|x - y|} - \frac{\lambda N_\phi^2}{4! \pi^2} \int \prod_{i=1}^4 d^3 x_i \phi_0(x_i) M_4$$

$$= \frac{i N_\phi}{2} \int d^3 x d^3 y \frac{\phi_0(x) \phi_0(y)}{|x - y|} + \frac{1}{4!} \frac{3i \lambda N_\phi^2}{4 \pi^2} \int \prod_{i=1}^4 d^3 x_i \phi_0(x_i) \frac{1}{(x_{12} x_{34})^4} \left( \frac{u}{v} \right)^2 I_0$$

The four point function is given by the functional derivative of the wave function with respect to the field values on the boundary. They can be represented in terms of Witten diagrams in the following way:

$$\langle O(x_1) O(x_2) O(x_3) O(x_4) \rangle = \frac{\delta^4}{\delta \phi(x_1) \delta \phi(x_2) \delta \phi(x_3) \delta \phi(x_4)} e^{i S_{on-shell}}$$

$$= \frac{N_\phi^2}{x_{12}^4 x_{34}^4} \left( 1 + u^2 + \frac{4}{v^2} - \frac{3 \lambda}{4 \pi^2} \left( \frac{u}{v} \right)^2 I_0 \right) + O(\lambda^2)$$

All higher orders in $\lambda$ are beyond the tree level and will be calculated in the next section using the background field method. The result (3.6) is exactly the same as the one obtained from EAdS [14, 22]. The difference in the sign of the prefactor of the two point function does not affect the four point function.

### 3.2 Quantum corrections

The wave function of the full quantum theory is given by the path integral over all field configurations with Bunch-Davies boundary conditions in the past and fixed boundary conditions in the future:

$$\Psi[\phi(\bar{z}, \eta)]|_{\eta = \epsilon} = \int \mathcal{D}\phi e^{iS[\phi]} = e^{\Gamma[\phi_0]}$$

$\Gamma[\phi_0]$ is the effective action and depends on the boundary values of the field at $\phi_0(\bar{z}) = \phi(\bar{z}, \epsilon)$. We will calculate this effective action perturbatively in loop orders of quantum
corrections by using the background field method. This means we write our field as \( \phi(x, \eta) = \varphi(x, \eta) + \chi(x, \eta) \) where \( \varphi(x, \eta) \) satisfies the classical equations of motion and \( \chi \) accounts for the quantum fluctuations. \( \chi \) is chosen such that it vanishes on the boundary. If we plug this ansatz into the action we get the following result:

\[
S[\phi] = \int d^4x \sqrt{g} \left\{ -\frac{1}{2} \partial_\mu \phi \partial^\mu \phi - \frac{1}{2} m^2 \phi^2 - \frac{\lambda}{4!} \phi^4 \right\} \\
= S[\varphi] + \int d^4x \sqrt{g} \chi \left\{ \Box \varphi - m^2 \varphi - \frac{\lambda}{3!} \varphi^3 \right\} + \int d^4x \sqrt{g} \left\{ -\frac{1}{2} \partial_\mu \chi \partial^\mu \chi - \frac{1}{2} m^2 \chi^2 \right\} \\
+ \lambda \int d^4x \sqrt{g} \left\{ -\frac{1}{4} \chi^2 - \frac{1}{6} \varphi^3 - \frac{1}{4!} \chi^4 \right\}
\]

The first term corresponds to the classical on shell action which was calculated in the previous section. It generates the tree-level Witten diagrams. The second term in the expansion vanishes as \( \varphi \) obeys the classical equations of motion. Therefore only the two remaining parts depend on \( \chi \) and we are going to call the first one \( S_0[\chi] \) as it corresponds to the free part of the action whereas the last term is called \( S_{int} \) as it generates the interaction terms.

Now we can plug this action into the path integral for the wave function. As the classical field is completely fixed by the equations of motion and the boundary conditions the only path integral we have to perform is over the quantum fluctuations \( \chi \):

\[
\Psi[\phi(x, \eta)]|_{\eta=\epsilon} = e^{i\Gamma[\phi_0]} = e^{iS_{on-shell}[\varphi]} \int D\chi e^{iS_0[\chi]+iS_{int}[\varphi,\chi]}
\]

To make a semiclassical expansion up to second loop order, we expand \( e^{iS_{int}[\varphi,\chi]} \) up to second order in the coupling constant \( \lambda \). For better readability we write \( \varphi(x) = \varphi_x \):

\[
e^{iS_{int}[\varphi,\chi]} = 1 - i\lambda \int d^4x \sqrt{g(x)} \left\{ \frac{1}{4} \varphi_x^4 \chi_x^2 + \frac{1}{6} \varphi_x \chi_x^3 + \frac{1}{4!} \chi_x^4 \right\} \\
- \frac{\lambda^2}{2} \int d^4x d^4y \sqrt{g(x)g(y)} \left\{ \frac{1}{16} \varphi_x \varphi_y \chi_x \chi_y^3 + \frac{1}{4!2} \varphi_x \chi_x \chi_y^4 + \frac{1}{36} \varphi_x \varphi_y \chi_x^3 \chi_y^3 \\
+ \frac{1}{4!3} \varphi_x \chi_x^3 \chi_y + \frac{1}{12} \varphi_x \varphi_y \chi_x^2 \chi_y^3 + \frac{1}{(4!)^2} \chi_x^4 \chi_y^4 \right\} + \mathcal{O}(\lambda^3)
\]

The second last two terms in the \( \lambda^2 \) integral have an odd number of \( \chi \) insertions and therefore vanish when performing the path integral. The last term just gives a contribution in the bulk and is independent of the classical part of the field \( \varphi \). Therefore the functional derivatives with respect to the fields on the boundary vanish and the term does not contribute to the conformal correlation functions (2.14). The same is true for the last two terms in the \( i\lambda \) contribution. Now we can calculate the effective action perturbatively by
using Wick’s theorem to calculate the path integral over \( \chi \):

\[
\Psi[\phi(\mathbf{x}, \eta)]|_{\eta = \epsilon} = e^{i S_{\text{en.-shell}}[\phi]} \left( 1 - \frac{i \lambda}{4} \int d^4 x \sqrt{g(x)} \varphi^2 i G(x, x) \right)
- \frac{\lambda^2}{2} \int d^4 x d^4 y \sqrt{g(x)g(y)} \left\{ \frac{1}{16} \varphi_x^2 \varphi_y^2 i G(x, x) i G(y, y) + \frac{1}{8} \varphi_x^2 \varphi_y^2 i G^2(x, y) \right.
+ \frac{1}{4} \varphi_x^2 i G^2(x, y) i G(y, y) + \frac{1}{6} \varphi_x \varphi_y i^3 G^3(x, y)
+ \frac{1}{4} \varphi_x \varphi_y i G(x, x) i G(x, y) i G(y, y) \right\}
\]

Plugging in the tree-level solution for \( \varphi \) we can regroup the terms in the effective action to give the contributions to the 2 and 4 point functions. To simplify the notation we write \( \int d^4 x \sqrt{g(x)} = \int d^4 \tilde{x} \) and \( G(x, y) = G_{xy} \):

\[
\Psi[\phi(\mathbf{x}, \eta)]|_{\eta = \epsilon} = e^{i S_{\text{en.-shell}}[\phi]} \left( 1 - \int d^3 \mathbf{z}_1 d^3 \mathbf{z}_2 \phi_0(\mathbf{z}_1) \phi_0(\mathbf{z}_2) \left[ \frac{i \lambda}{4} \int d^4 \tilde{x} i G_{xx} K_{xx_1} K_{xx_2} \right.
+ \frac{\lambda^2}{4} \int d^4 \tilde{x} d^4 y \left\{ \frac{1}{8} i^2 G_{xy}^2 i G_{yy} K_{xx_1} K_{xx_2} + \frac{1}{12} i^3 G_{xy}^3 K_{xx_1} K_{yy_1} \right.
+ \frac{1}{8} i G_{xx} i G_{xy} i G_{yy} K_{xx_1} K_{xx_2} \right]\right)
- \lambda^2 \int d^4 \tilde{x} d^4 y \left[ \int d^4 \tilde{x} d^4 \tilde{y} \left\{ \frac{1}{3!} i G_{xx} i G_{xy} i G_{yy} K_{xx_1} K_{xx_2} K_{yy_1} K_{yy_2} + \frac{1}{16} i^2 G_{xy}^2 K_{xx_1} K_{yy_1} K_{yy_2} K_{yy_3} \right\} \right] + O(\lambda^3)
\]

By functional differentiating we can now calculate the two point and and four point function of the dual CFT up to second order in \( \lambda \). In what follows we focus on these correlators rather than the wave function since they contain the relevant information about the CFT. We will write them in terms of the corresponding Witten diagrams:

\[
\langle \mathcal{O}(\mathbf{z}_1) \mathcal{O}(\mathbf{z}_2) \rangle = \frac{\delta^2 \Psi[\phi_0]}{\delta \phi_0(\mathbf{z}_1) \delta \phi_0(\mathbf{z}_2)} = \begin{array}{c}
\text{x}_1 \\
\text{x}_2 \\
\text{x}_2 \\
\text{x}_1 \\
\text{x}_1 \\
\text{x}_2
\end{array} - \frac{i \lambda}{2} \left. \begin{array}{c}
\text{x}_1 \\
\text{Q}
\end{array} \right. - \frac{\lambda^2}{4} \left. \begin{array}{c}
\text{x}_1 \\
\text{O}
\end{array} \right. - \frac{\lambda^2}{6} \left. \begin{array}{c}
\text{x}_1 \\
\text{Q}
\end{array} \right. - \frac{\lambda^2}{4} \left. \begin{array}{c}
\text{x}_1 \\
\text{Q}
\end{array} \right. - \frac{\lambda^2}{6} \left. \begin{array}{c}
\text{x}_2 \\
\text{Q}
\end{array} \right.
\]
\[ \langle \vartheta(x_1)\vartheta(x_3)\vartheta(x_4)\vartheta(x_4) \rangle = \frac{\delta^4\Psi[\phi_0]}{\delta\phi_0(x_1)\delta\phi_0(x_2)\delta\phi_0(x_3)\delta\phi_0(x_4)} \]

\[ = 3 \times \ \begin{array}{c} \includegraphics[width=0.5\textwidth]{diagram.png} \end{array} - i\lambda \left( 3 \times \ \begin{array}{c} \includegraphics[width=0.2\textwidth]{diagram.png} \end{array} + \ \begin{array}{c} \includegraphics[width=0.2\textwidth]{diagram.png} \end{array} \right) \]

\[ - 3 \times \lambda^2 \left( \frac{1}{2} \ \begin{array}{c} \includegraphics[width=0.2\textwidth]{diagram.png} \end{array} + \frac{1}{2} \ \begin{array}{c} \includegraphics[width=0.2\textwidth]{diagram.png} \end{array} + \frac{1}{3} \ \begin{array}{c} \includegraphics[width=0.2\textwidth]{diagram.png} \end{array} \right) + \frac{1}{4} \ \begin{array}{c} \includegraphics[width=0.2\textwidth]{diagram.png} \end{array} + 4 \times \frac{1}{2} \ \begin{array}{c} \includegraphics[width=0.2\textwidth]{diagram.png} \end{array} + 3 \times \frac{1}{2} \ \begin{array}{c} \includegraphics[width=0.2\textwidth]{diagram.png} \end{array} \right) \]

### 3.2.1 Two-point function

Now we have all the parts in place to calculate the two-point function of the dual conformal field theory by explicitly integrating over the vertices in the diagrams. We will perform all the calculations directly in de Sitter space however we will find out that all the results are exactly what you would get from taking the results from [15] and do the analytic continuation.

**Tadpole** The second diagram in the two-point function is the tadpole and is given by the following integral:

\[
\begin{array}{c} \includegraphics[width=0.2\textwidth]{diagram.png} \end{array} = \int d^4x \sqrt{g(x)}K(x_1, x)iG(x, x)K(x, x_2) = iG(x, x)M(x_1, x_2) \quad (3.7)
\]

First we calculate the massshift \(M(x_1, x_2)\) which is given by the integral:

\[
M(x_1, x_2) = -\frac{\ell^4}{\pi^4\epsilon^2} \int_{-\infty}^{0} \frac{d\eta}{\eta^4} \int d^3x \Gamma^2(\eta^2 - (x_1 - x)^2 - i\epsilon)^2(\eta^2 - (x_2 - x)^2 - i\epsilon)^2
\]

To simplify the calculation we use translation invariance to shift \(x_1\) and \(x_2\) by \(x\) and we get \(x_1' = x_1 - x\) and \(x_2' = 0\). Now we can go to spherical coordinates with \(r = |x|\) and the determinant becomes \(\sqrt{g(x)} = \frac{\ell}{\pi} r^2 \sin \theta\):

\[
M(x_1, x_2) = -\frac{\ell^4}{\pi^4\epsilon^2} \int_{-\infty}^{0} d\eta \int_0^{\pi} d\theta \int_0^\infty dr \frac{2\pi r^2 \sin \theta}{(\eta^2 - |x_1'|^2 + 2 |x_1'| r \cos \theta - r^2 - i\epsilon)^2(\eta^2 - r^2 - i\epsilon)^2}
\]

\[
= -\frac{2\ell^4}{\pi^3\epsilon^2} \int_{-\infty}^{0} d\eta \int_1^{+1} du \int_0^\infty dr \frac{2\pi r^2}{(\eta^2 - |x_1'|^2 + 2 |x_1'| r u - r^2 - i\epsilon)^2(\eta^2 - r^2 - i\epsilon)^2}
\]

\[
= -\frac{4\ell^4}{\pi^3\epsilon^2} \int_{-\infty}^{0} d\eta \int_0^\infty dr \frac{r^2}{(\eta^2 - (|x_1'| + r)^2 - i\epsilon)(\eta^2 - (|x_1'| - r)^2 - i\epsilon)(\eta^2 - r^2 - i\epsilon)^2}
\]

It is clear that the argument of the integral is invariant under \(r \to -r\) so the integration can be done over the whole real axis. By continuing the domain of \(r\) to the complex plane...
we see that the integrand of $M$ has the following poles in $r$:

$$M(x_1, x_2) = -\frac{4\ell^4}{\pi^3} \int_{-\infty}^{0} d\eta \int_{-\infty}^{\infty} dr r^2 \frac{1}{2} \frac{(\eta - i\epsilon - |x'_1| - r)^{-1}(\eta - i\epsilon + |x'_1| - r)^{-1}((\eta - i\epsilon - r)^{-2}}{(\eta - i\epsilon + |x'_1| + r)((\eta - i\epsilon - |x'_1| + r)(\eta - i\epsilon + r)^2}

- \eta - x_1 + i\epsilon
- \eta + x_1 + i\epsilon
- \eta + i\epsilon
\eta - x_1 - i\epsilon
\eta + x_1 - i\epsilon
\eta - i\epsilon

By either closing the integration contour in the upper or lower half we see that we include either the poles $r_1, r_2, r_3$ or $r_4, r_5, r_6$ as the sign of $i\epsilon$ is fixed by the sign convention of the metric. The choice does not matter so we pick the last three poles and integrate along the following contour:

We use the Residue theorem to solve the $r$ integral:

$$M(x_1, x_2) = -\frac{4\ell^4}{\pi^3} \epsilon \int_{-\infty}^{\infty} d\eta (-2\pi i) \left( \frac{(|x'_1| - \eta)}{16\eta |x'_1|^4 (|x'_1| - 2\eta)^2} + \frac{(\eta + |x'_1|)}{16\eta |x'_1|^4 (2\eta + |x'_1|)^2} \right)

+ \frac{1}{8\eta (|x'_1| - 2\eta)^2 (2\eta + |x'_1|)^2}

= \frac{2i\ell^4}{\pi^2} \epsilon \int_{-\infty}^{\infty} d\eta \frac{1}{\eta (|x'_1|^2 - 4\eta^2)} = \frac{i\ell^4}{\pi^2} \left( 1 + \ln \left( \frac{-4\epsilon^2}{|x'_1|^2} \right) \right) + O(\epsilon)

\epsilon in this case is the cutoff before $\eta \to 0$ and the expansion is done around $\epsilon = 0$.

Now that we calculated the massshift we can take a closer look at the first part of (3.7) which is the propagator at coinciding points. In case of colliding points the geodesic
distance goes to 1:

\[ P_{xy} = \frac{2\eta_x \eta_y}{2\eta_x \eta_y + (\eta_x - \eta_y)^2 - (x - y)^2} \rightarrow \frac{1}{4\pi^2 \ell^2} \]

Therefore the propagator diverges at coinciding points. To regularize this divergence we do the following replacement with small \( \delta \) (as it was done in [14]):

\[ P \rightarrow \frac{P}{1 + \delta} \]

\[ \Rightarrow iG(x, y) \rightarrow -\frac{1}{4\pi^2 \ell^2} \left( \frac{P^2}{(1 + \delta + P)(1 + \delta - P)} \right) \rightarrow -\frac{1}{4\pi^2 \ell^2 \delta(2 + \delta)} \]

This regularization corresponds to carving out a ball of radius \( \delta \) around the coinciding point and rescaling everything by \( (1 + \delta)^{-1} \). The complete one-loop tadpole diagram is then given by:

\[ T_1(x_1, y_2) = \int d^4x \sqrt{g(x)} \int d^4y \sqrt{g(y)} K(x_1, x) i^2 G^2(x, y) iG(y, y) K(x, y) \]

Again we use the regularization \( P \rightarrow P/(1 + \delta) \). Then the different parts in the integral become:

\[ iG(y, y) \rightarrow -\frac{1}{4\pi^2 \ell^2 \delta(2 + \delta)} \]

\[ i^2 G^2(x, y) \rightarrow \frac{P^4_{xy}}{(4\pi^2 \ell^2)^2 (1 + \delta)^2} \]

\[ K(x_1, x) K(x, y) \rightarrow \frac{1}{(1 + \delta)^4} K(x_1, x) K(x, x_2) \]

The whole integral becomes:

\[ T_2(x_1, x_2) = \int d^4x \sqrt{g(x)} K(x_1, x) K(x, x_2) \]

\[ \times \int d^4y \sqrt{g(y)} \frac{P^4_{xy}}{(1 + \delta - P_{xy})^2 (1 + \delta + P_{xy})^2} \]

\[ \Rightarrow \]

\[ T_2(x_1, x_2) \rightarrow \frac{1}{(4\pi^2 \ell^2)^2 (1 + \delta)^4} \]

\[ \times \int d^4x \sqrt{g(x)} K(x_1, x) K(x, x_2) \]

\[ \times \int d^4y \sqrt{g(y)} \frac{P^4_{xy}}{(1 + \delta - P_{xy})^2 (1 + \delta + P_{xy})^2} \]
We concentrate now on the last part of the integral. In local coordinates this is given by:

\[
{\mathcal{K} = \ell^4 \int d^4y \sqrt{g(y)} \frac{P^1_{xy}}{(1 + \delta - P_{xy})^2(1 + \delta + P_{xy})^2}}
\]

\[
= \int d^4y \frac{16\eta_x^4}{((1 + \delta)^2(\eta_x^2 + \eta_y^2 - y^2)^2 - 4\eta_x^2\eta_y^2)^2}
\]

To show that this part is independent of \((\eta_x, x)\) we use translation invariance to shift the spatial part of the integral to \((\eta_y, y') = (\eta_y, y + x)\). Then \(\mathcal{K}\) becomes:

\[
{\mathcal{K} = \ell^4 \int d^4y' \frac{16\eta_x^4}{((1 + \delta)^2(\eta_x^2 + \eta_y^2 - y'^2)^2 - 4\eta_x^2\eta_y^2)^2}}
\]

\[
= \ell^4 \int d^4y' \frac{16}{[(1 + \delta)(\eta_x^2 + \eta_y^2 - y'^2)^2 + 2\eta_x\eta_y)((1 + \delta)(\eta_x^2 + \eta_y^2 - y'^2)^2 - 2\eta_x\eta_y)]}
\]

To see that this is also independent of \(\eta_x\) we use scale invariance. It is easy to see that any rescaling of \(\eta_x \to \lambda\eta_x\) can be undone by rescaling \((\eta_y, y') \to (\lambda\eta_y, \lambda y')\). Therefore we can fix \(\eta_x\) to any random value so we choose \(\eta_x = -1\). Therefore we get:

\[
{\mathcal{K} = \ell^4 \int d^4y' \frac{16}{[(1 + \delta)(\eta_x^2 + \eta_y^2 - y'^2)^2 + 2\eta_x\eta_y][(1 + \delta)(\eta_x^2 + \eta_y^2 - y'^2)^2 - 2\eta_x\eta_y]}}
\]

So \(T_2\) factorizes into:

\[
{\mathcal{K} = \ell^4 \int d^4y' \frac{16}{[(1 + \delta)(\eta_x^2 + \eta_y^2 - y'^2)^2 + 2\eta_x\eta_y][(1 + \delta)(\eta_x^2 + \eta_y^2 - y'^2)^2 - 2\eta_x\eta_y]}}
\]

As the integral \(\mathcal{K}\) is symmetric under \(\eta_y \to -\eta_y\) we can write it as an integral over \(\eta_y \in [-\infty, \infty]\). We can do the spatial part of the integral in spherical coordinates. After integrating over the angular part we get:

\[
{\mathcal{K} = 32\pi \ell^4 \int_{-\infty}^{\infty} d\eta \int_0^\infty dr \frac{r^2}{\sqrt{(1 + \delta)(\eta^2 + 1 - r^2)^2 + 2\eta(1 + \delta)(\eta^2 + 1 - r^2) - 2\eta^2}}}\]

To execute the \(r\) integral we use again the residue theorem. After that the \(\eta\) integral can be calculated straightforwardly:

\[
{\mathcal{K} = 32\pi \ell^4 i \int_{-\infty}^{\infty} d\eta \frac{1}{64(1 + \delta)^{3/2}\eta^3} \left( \frac{(1 + \delta)(1 + \eta^2) - \eta}{\sqrt{(\eta - 1)^2 + \delta(1 + \eta^2)}} - \frac{(1 + \delta)(1 + \eta^2) + \eta}{\sqrt{(\eta + 1)^2 + \delta(1 + \eta^2)}} \right)}
\]

\[
= \frac{-i\pi \ell^4}{2(1 + \delta)^{3/2}} \int_{-\infty}^{\infty} d\eta \frac{1}{\eta^3} \left( \frac{(1 + \delta)(1 + \eta^2) - \eta}{\sqrt{(\eta - 1)^2 + \delta(1 + \eta^2)}} - \frac{(1 + \delta)(1 + \eta^2) + \eta}{\sqrt{(\eta + 1)^2 + \delta(1 + \eta^2)}} \right)
\]

\[
= -\frac{i\pi \ell^4}{2(1 + \delta)^{3/2}} \frac{2(1 + \delta) + (2 + \delta(2 + \delta)) \ln \left( \frac{\delta}{2 + \pi} \right)}{2\delta(2 + \delta)(1 + \delta)^7} \times M(x_1, x_2)
\]

Therefore the complete double tadpole integral becomes:

\[
{T_2(x_1, x_2) = -\frac{i\pi \ell^4}{(4\pi^2\ell^2)^3} \frac{2(1 + \delta) + (2 + \delta(2 + \delta)) \ln \left( \frac{\delta}{2 + \pi} \right)}{2\delta(2 + \delta)(1 + \delta)^7} \times M(x_1, x_2)}
\]
For small $\delta$ this becomes:

$$T_2(x_1, x_2) = \frac{i\pi^2}{2(4\pi^2)^2\ell^2} \left(\frac{14 + 13\ln\frac{\delta}{2}}{2} - \frac{1 + \ln\frac{\delta}{2}}{\delta} \right) \times M(x_1, x_2) + O(\delta)$$

$$= -\frac{\ell^2}{2(4\pi^2)^2\ell^2} \left(\frac{14 + 13\ln\frac{\delta}{2}}{2} - \frac{1 + \ln\frac{\delta}{2}}{\delta} \right) \frac{1}{|x - y|^4} \left(1 + \ln\left(\frac{4\ell^2}{|x - y|^2}\right)\right)$$

Sunrise diagram The next second order diagram is the so-called sunrise diagram. It is given by the following integral:

$$S(x_1, x_2) = \int d^4x \int d^4y \sqrt{g(x)g(y)}K(x_1, x)^3 G^3(x, y)K(y, x_2)$$

Again using the same regularization as above this integral becomes:

$$S(x_1, x_2) = \frac{1}{(4\pi^2\ell^2)^3(1 + \delta)^4} \frac{1}{\pi^4\ell^2} \int d^4x \sqrt{g(x)}P_{x_1y}^2 \int d^4y \sqrt{g(y)}\frac{P_{xy}^6}{(1 + \delta + P_{xy})^3(1 + \delta - P_{xy})^3} \bar{P}_{y,x_2}^2$$

We can split off one leg from the integral and calculate $J$ first and then attaching the missing leg in the final step:

$$J(y, x_2) = \frac{1}{(4\pi^2\ell^2)^3(1 + \delta)^4} \frac{1}{\pi^4\ell^2} \int d^4y \sqrt{g(y)}\frac{P_{xy}^6}{(1 + \delta + P_{xy})^3(1 + \delta - P_{xy})^3} \bar{P}_{y,x_2}^2$$

We shift $x_2$ and $x$ by $-x_2$ to $x_2' = x_2 - x_2 = 0$ and $x' = x - x_2$. The integral then becomes:

$$J = \frac{1}{(4\pi^2\ell^2)^3(1 + \delta)^4} \frac{1}{\pi^4\ell^2} \int d^4y \sqrt{g(y)}\frac{P_{x'y}^6}{(1 + \delta + P_{x'y})^3(1 + \delta - P_{x'y})^3} \bar{P}_{y,x_2'}^2$$

Using inversion invariance to simplify the integral even further. Inversion in de Sitter space is given by:

$$\eta \rightarrow \frac{\eta'}{\eta'^2 - x'^2}; \quad x_i \rightarrow \frac{x_i'}{\eta'^2 - x'^2}$$

$$\Rightarrow P_{xy} = \frac{2\eta_x\eta_y}{\eta_x^2 + \eta_y^2 - (x - y)^2} \rightarrow \frac{2\eta_x'\eta_y'}{\eta_x'^2 + \eta_y'^2 - (x' - y')^2} = P_{x'y'}$$

$$\Rightarrow \bar{P}_{y,x_2} = \frac{\eta_y}{\eta_y^2 - (y - x_2)^2} \rightarrow \frac{\eta_y'}{\eta_y'^2 - y'^2} = |x_2'|^2 \frac{\eta_y'}{\eta_y'^2 - y'^2} = \bar{P}_{y,x_2'}$$

As the propagator in de Sitter space time is invariant under inversion we can use these identities to further simplify our integral for $J$. By shifting $x$ and $x_2$ by $-x_2$ we set $x_2' = 0$. Now applying inversion of every point we send $x_2' \rightarrow \frac{x_2'}{|x_2'|} = \infty$. Then the bulk-to-boundary propagator becomes:

$$\bar{P}_{y,x_2} \rightarrow |x_2'|^2 \bar{P}_{y,x_2} \frac{|x_2'| - \infty}{\eta_y'}$$
After shifting $y'' = y' + x''$ we can write $J$ as:

$$
J = \frac{2\eta''_y}{(4\pi)^3 \ell^2 (1 + \delta)^4 \pi^4 \varepsilon^2} \int d^4 y' \eta''_y \frac{1}{4} \int \frac{d^4 y' \eta''_y}{(1 + \delta)(\eta''_x + \eta''_y - |y'|^2 - 2\eta''_y \eta_y)^3} \frac{1}{(1 + \delta)(\eta''_x + \eta''_y - |y'|^2) - 2\eta''_y \eta_y}\end{equation}

$$

$$
\int \frac{d^4 y' \eta''_y}{(1 + \delta)(\eta''_x + \eta''_y - |y'|^2) - 2\eta''_y \eta_y}\end{equation}

$$

$$
\frac{1}{(1 + \delta)(\eta''_x + \eta''_y - |y'|^2) - 2\eta''_y \eta_y}\end{equation}

$$

In the last step the fact was used that the integral is symmetric under $\eta_y \rightarrow -\eta_y$ to extend the limits of the integral.

The integrand has four poles of third order:

$$
r_{\pm 1} = \pm \sqrt{\frac{(1 + \delta)(\eta''_x^2 + \eta''_y^2) + 2\eta''_x \eta_y}{1 + \delta}}
$$

$$
r_{\pm 2} = \pm \sqrt{\frac{(1 + \delta)(\eta''_x^2 + \eta''_y^2) - 2\eta''_x \eta_y}{1 + \delta}}
$$

We extend the integral to the complex plane and choose an integral contour such that the two poles with positive sign are included. Then performing the $\eta_y$ integral gives:

$$
J = \frac{4i\eta''_x}{\pi^3 \ell^2 \varepsilon^2 (1 + \delta)^4} \frac{6\delta(\delta + 2) + 3\delta(\delta + 1)(\delta + 2)(\log(\delta) - \log(\delta + 2)) + 2}{512\eta''_x^2 \delta(\delta + 1)^2(\delta + 2)}
$$

$$
= \frac{4i\eta''_x}{\pi^3 \ell^2 \varepsilon^2} \frac{6\delta(\delta + 2) + 3\delta(\delta + 1)(\delta + 2) \ln \frac{\delta}{\delta + 2} + 2}{512\delta(\delta + 1)^2(\delta + 2)}
$$

For the first order in $\delta$ this is:

$$
J = \frac{4i\eta''_x}{\pi^3 \ell^2 \varepsilon^2} \frac{1}{2} \cdot 4 \left( \frac{\delta}{\delta + 2} + 6 \ln \frac{\delta}{\delta + 2} - 1 \right) = \frac{2i\eta''_x}{(4\pi)^3 \ell^2 \varepsilon^2} \left( \frac{1}{\delta} + 6 \ln \frac{\delta}{\delta + 2} - 1 \right)
$$

Now we can revert the inversion we did before the integration and take back the shift by $-x''$:

$$
\eta_y' \rightarrow \frac{\eta_y}{\eta_x^2 - \xi^2} = \frac{\eta_y}{\eta_x^2 - (x - \xi)^2} = \frac{\eta_y}{\eta_x^2 - \eta_x^2}
$$

$$
= \frac{2i}{(4\pi)^3 \ell^2 \varepsilon^2} \left( \frac{1}{\delta} + 6 \ln \frac{\delta}{\delta + 2} - 1 \right) \bar{P}_{x''}
$$
So finally by attaching the missing leg to $J$ we get the complete sunrise diagram:

\[
S(x_1, x_2) = \int d^4x \sqrt{g(x)} F_{\xi_1}^2 J(x, x_2) = \frac{2i}{(4\pi^2)^4 \ell^2 \epsilon^2} \left( \frac{1}{\delta} + \frac{6 \ln \frac{\delta}{2} - 1}{2} \right) \int d^4x \sqrt{g(x)} F_{\xi_1}^2 \epsilon^2
\]

\[
= \frac{i\pi^2}{2(4\pi^2)^3 \ell^2} \left( \frac{1}{\delta} + \frac{6 \ln \frac{\delta}{2} - 1}{2} \right) M(x_1, x_2)
\]

\[
= \frac{\ell^2}{4(4\pi^2)^3 \epsilon^2} \left( \frac{1}{\delta} + \frac{6 \ln \frac{\delta}{2} - 1}{2} \right) \frac{1}{|x - y|^4} \left[ 1 + \ln \left( \frac{4e^2}{|x - y|^2} \right) \right]
\]

We see that all the quantum corrections to the two point function can be absorbed into a massshift counterterm. In quantum field theory in flat space time the common renormalization scheme requires then, that the on shell mass is fixed to be the physical mass. In this case the relevant on-shell quantity is the conformal dimension of the dual operator which is fixed to be $\Delta = 2$.

### 3.2.2 Four point function

Now we can calculate the only connected one loop contribution to the second order four point function which is the diagram:

\[
L_1(x_1, x_2, x_3, x_4) = \int d^4x_1 d^4x_2 d^4x_3 d^4x_4 = \int d^4x_1 d^4y \sqrt{g(x)} g(y) K(x_1, x) K(x_3, x) i^2 G^2(x, y) K(y, x_2) K(y, x_4)
\]

\[
= \int d^3x_1 d^3y \int d\eta_x d\eta_y \int_{-\infty}^{0} \left[ 4 \pi^2 - 2 \right] K(x_1, x) K(x_3, x) i^2 G^2(x, y) K(y, x_2) K(y, x_4)
\]

We have done the explicit computation in de Sitter space for all the previous diagrams and we figured out that they give the same results as the ones obtained for Euclidean Anti-de-Sitter with an additional prefactor of $-i$ for each vertex. This makes sense from the point of view that de Sitter in Poincaré coordinates is just the double analytic continuation $z \to -\eta$ and $\ell_{\text{AdS}} \to -i\ell$. Therefore we can simply use the results from EAdS [15] and use this continuation to get the result:

\[
L_1(x_1, x_2, x_3, x_4) = -\frac{3N_{\phi}^2}{16\pi^4} \left[ \frac{1}{4} \psi(\delta) L_0 + \frac{1}{8} \bar{L}_1 - \frac{1}{2} L_0 \right]
\]

\[
\bar{L}_1 = \int_0^\infty ds \int_0^1 dr \frac{sr(1-r) \log(1+s)}{(1+s)[sr(1-r)x + ry + (1-r)z]^2}
\]

\[
\psi(\delta) = -\frac{5}{3} - \log \frac{\delta}{8}
\]

where the variables $x, y, z$ depend on the conformal invariants $u$ and $v$ depending on the scattering channel. The total four point function to second order in $\lambda$ is therefore:

\[
\mathcal{O}(\bar{L}_1) \mathcal{O}(\bar{L}_2) \mathcal{O}(\bar{L}_3) \mathcal{O}(\bar{L}_4) = \frac{N_{\phi}^2}{(x_{1234})^4} \left[ 1 + u^2 \right] \left[ v^2 \right] \left[ \frac{3\lambda}{4\pi^2} \left( \frac{u}{v} \right)^2 L_0 \right] + \frac{9\lambda^2}{2 \cdot 64\pi^4} \psi(\delta) \left( \frac{u}{v} \right)^2 L_0
\]

\[
+ \frac{3\lambda^2}{256\pi^4} \left( \frac{u}{v} \right)^2 \left( \sum_{s,t,u} \bar{L}_1 - 12L_0 \right) \right] + \mathcal{O}(\lambda^3)
\]
The UV divergence as $\delta \to 0$ can be absorbed into the coupling constant in the usual way:

$$\lambda = \lambda_R - \frac{3\lambda_R^2}{32\pi^2} \psi(\delta) + \mathcal{O}(\lambda_R) \quad \Rightarrow \beta = -\frac{\partial \lambda}{\partial \ln \sqrt{\delta}} = \frac{3\lambda_R}{16\pi^2} + \mathcal{O}(\lambda_R^3)$$

Now we can write the four point function in terms of the renormalized coupling constant:

$$\langle \mathcal{O}(x_1) \mathcal{O}(x_2) \mathcal{O}(x_3) \mathcal{O}(x_4) \rangle = \frac{N_\phi^2}{(x_{12} x_{34})^4} \left[ 1 + u^2 + \left(\frac{u}{v}\right)^2 - \frac{3\lambda_R}{4\pi^2} \left(\frac{u}{v}\right)^2 L_0 ight. + \left. \frac{3\lambda_R^2}{4^3\pi^4} \left(\frac{u}{v}\right)^2 \left(\sum_{s,t,u} \tilde{L}_1 - 12L_0\right) \right] + \mathcal{O}(\lambda_R^3) \quad (3.8)$$

### 4 Reconstruction of the dual conformal field theory

#### 4.1 Conformal block expansion

We can now look at the form of the two-point and four-point function to reconstruct the data of the dual conformal field theory. The two point function is given by:

$$\langle \mathcal{O}(x_1) \mathcal{O}(x_2) \rangle = \frac{\delta^2 \Psi[0]}{\delta \phi_0(x_1) \delta \phi_0(x_2)} = -\frac{N_\phi}{|x_1 - x_2|^4}$$

As $N_\phi > 0$ the two point function is negative and therefore the conformal field theory is non-unitary.

The result for the free four point function has the form of a generalized free field. This means it is free in the sense that it is the sum over all permutations of two point functions of a free field. However there is no classical action and therefore no equation of motion which would give these two point functions, as can be checked by dimensional analysis. In theories with an internal symmetry like an $O(N)$ vector model or a matrix model, these generalized free field theories emerge when considering the effective field theory of single trace operators in the large $N$ limit.

Generalized free field theories have a very characteristic operator product expansion, which can be seen by analysing the disconnected four point function:

$$\langle \mathcal{O}(x_1) \mathcal{O}(x_2) \mathcal{O}(x_3) \mathcal{O}(x_4) \rangle = \frac{N_\phi^2}{(x_{12} x_{34})^4} \left( 1 + u^2 + \left(\frac{u}{v}\right)^2 \right) = \frac{N_\phi^2}{(x_{12} x_{34})^4} \left( 1 + \left(\frac{u}{v}\right)^2 \left( 1 + v^2 \right) \right) \quad (4.1)$$

To extract the operator spectrum of the CFT from this equation, we need to expand this equation. As we will see in the next section the OPE corresponds to an expansion around $x_1 \rightarrow x_2$ and $x_3 \rightarrow x_4$ which in the conformal invariants is given by $u \rightarrow 0$ and $v \rightarrow 1$. Expanding (4.1) in this limit we get:

$$\langle \mathcal{O}(x_1) \mathcal{O}(x_2) \mathcal{O}(x_3) \mathcal{O}(x_4) \rangle = \frac{N_\phi^2}{(x_{12} x_{34})^4} \left( 1 + \left(\frac{u}{v}\right)^2 \left( 2 + \sum_{n=1}^{\infty} (n + 1) \left( 1 - \frac{1}{v} \right)^n \right) \right)$$
Now looking at this from the CFT perspective we can take any general four point function
\( \langle \mathcal{O}(x_1) \mathcal{O}(x_2) \mathcal{O}(x_3) \mathcal{O}(x_4) \rangle \) of operators of the same scaling dimension \( \Delta_{\mathcal{O}} \). Doing a double OPE between the operators \( \mathcal{O}(x_1) \mathcal{O}(x_2) \) and \( \mathcal{O}(x_3) \mathcal{O}(x_4) \) we get [23]:

\[
\langle \mathcal{O}(x_1) \mathcal{O}(x_2) \mathcal{O}(x_3) \mathcal{O}(x_4) \rangle = \sum_{\tilde{\mathcal{O}}} \lambda_{\tilde{\mathcal{O}}}^2 \mathcal{O}(x_{12}, \partial_2) \mathcal{O}(x_{34}, \partial_4) \langle \tilde{\mathcal{O}}(x_2) \tilde{\mathcal{O}}(x_4) \rangle
\]

\[
= \sum_{\tilde{\mathcal{O}}} \lambda_{\tilde{\mathcal{O}}}^2 \mathcal{O}(x_{12}, \partial_2) \mathcal{O}(x_{34}, \partial_4) \frac{1}{x_{24}^2}
\]

\[
= \frac{1}{(x_{12} x_{34})^{2 \Delta_{\mathcal{O}}}} \sum_{\tilde{\mathcal{O}}} \lambda_{\tilde{\mathcal{O}}}^2 G_{\tilde{\mathcal{O}}}(u,v)
\]

where \( G_{\tilde{\mathcal{O}}}(u,v) \) are the conformal blocks with conformal dimension \( \tilde{\Delta} \) and spin \( l \), \( \lambda_{\tilde{\mathcal{O}}} \) are the OPE coefficients und \( u \) and \( v \) are the conformal invariants.

To see which operators show up in the OPE of \((1 - \Delta)\mathcal{O}\) we look at certain class of operators which can be constructed by combining two single trace primary operators into a new double trace primary operator: \( \mathcal{O}^2 ;_{m,l} =: \mathcal{O} \Box^m \mathcal{O} \): with spin \( l \) and scaling dimension \( \Delta(m,l) = 2 \Delta_{\mathcal{O}} + 2m + l \). Using a conglomeration mechanism we can calculate the OPE coefficients of these conformal blocks, which was done in [24] and get the result for \( \Delta_{\mathcal{O}} = 2 \):

\[
\lambda_{\mathcal{O}_{m,l}}^2 = C_{\Delta(m,l)} = \frac{2^{-l-4m} \Gamma \left( l + \frac{3}{2} \right) \Gamma \left( n + \frac{3}{2} \right) \Gamma(n + 2) \Gamma (l + n + 2) \Gamma (l + n + \frac{5}{2}) \Gamma (l + 2n + 3)}{\Gamma(l + 1) \Gamma(n + 1)^2 \Gamma (l + n + \frac{5}{2}) \Gamma (l + 2n + \frac{5}{2})}
\]

To find the form of the actual conformal blocks we use the fact that the conformal blocks correspond to eigenstates \( |\Delta, l\rangle \) of the quadratic casimir \( C \) of the conformal group:

\[
C = -\frac{1}{2} J^{ab} J_{ab} = D(D - d) - \frac{1}{2} M^\mu M_\mu
\]

\[
\Rightarrow C |\Delta, l\rangle = [\Delta(\Delta - d) + l(l + d - 2)] |\Delta, l\rangle
\]

The differential operator \( \mathcal{D} \) representing the action of the quadratic casimir on the conformal block can be written in terms of \( u \) and \( v \) and so the conformal blocks have to fulfill the differential equation:

\[
\left[ \left( -u^2 - u(1 + v) \frac{\partial}{\partial u} \frac{\partial}{\partial v} - (1 - u + v)u \frac{\partial}{\partial u} + 2(1 + u - v)uv \frac{\partial^2}{\partial u \partial v} \right) G_{\Delta,l}(u,v) = -[\Delta(\Delta - d) + l(l + d - 2)] G_{\Delta,l}(u,v)
\]

The solution to this equation for \( l = 0 \) is given by:

\[
\Rightarrow G_{\Delta,0}(u,v) = \left( \frac{u}{v} \right) \frac{\Delta}{2} \sum_{m,n=0}^{\infty} \frac{(\Delta)^2}{m! (\Delta + 1 - d/2)^m (\Delta)_{2m+n}} \left( \frac{u}{v} \right)^m \left( 1 - \frac{1}{v} \right)^n
\]

with the Pochhammer symbol defined as: \( (x)_n = \frac{\Gamma(x + n)}{\Gamma(x)} \) (4.2)

The conformal blocks with \( l > 0 \) can be obtained by a complicated iteration relation. This relation together with the details of the above calculation can be found in [25, 26].
We can now compare the conformal blocks together with the OPE coefficients to see which double trace operators show up in the expansion of our four point function (4.1):

\[
\langle \mathcal{O}(x_1)\mathcal{O}(x_2)\mathcal{O}(x_3)\mathcal{O}(x_4) \rangle = \frac{1}{(x_{12}x_{34})^{2\Delta}} \left( 1 + \sum_{n,l} C_{\Delta(n,l),l} G_{\Delta(n,l),l}(u,v) \right) \tag{4.3}
\]

By comparing (4.3) to (4.1) we find that the spectrum of the double trace operators contains all \( n \geq 0 \) but only even spin contributions.

### 4.2 Anomalous dimensions from interactions

We now have the conformal block expansion of the free scalar field theory at \( \eta \to 0 \). It consists of an infinite sum of double trace operators: \( \mathcal{O}^{\Box} \Box \mathcal{O} : \) with all integer \( n \geq 0 \) and all even \( l \geq 0 \).

Next we want to incorporate the interaction terms we calculated in the previous chapter into the conformal block expansion. This happens in a similar way as in AdS, which is described for example in [27], where the interaction generates a shift in the scaling dimension of the double trace operators. To calculate these anomalous dimensions we look at a general conformal block expansion of a four point function in conformal blocks of dimension \( \Delta \) and spin \( l \):

\[
\langle \mathcal{O}_\Delta(x_1)\mathcal{O}_\Delta(x_2)\mathcal{O}_\Delta(x_3)\mathcal{O}_\Delta(x_4) \rangle = \frac{1}{(x_{12}x_{34})^{2\Delta}} \left( 1 + \sum_{\Delta,l} \mathcal{C}_{\Delta,l}\mathcal{G}_{\Delta,l} \right)
\]

where \( \mathcal{C}_{\Delta,l} \) and \( \mathcal{G}_{\Delta,l} \) are the generalized OPE coefficients and conformal blocks for general scaling dimensions.

By introducing interactions in the bulk theory we expect the operators to collect anomalous dimensions like:

\[
\tilde{\Delta}_{n,l} = \Delta_{n,l} + \gamma^{(1)}_{n,l} + \gamma^{(2)}_{n,l} + ...
\]

where it is assumed that \( \gamma^{(i)}_{n,l} \propto \lambda^i \), where \( \lambda \) is the renormalized coupling constant in the bulk theory. Expanding the OPE coefficients and the conformal blocks to second order in the coupling constant gives us:

\[
\mathcal{C}_{\Delta(n,l),l} = C_{\Delta(n,l),l} + (\gamma^{(1)}_{n,l} + \gamma^{(2)}_{n,l}) C_{n,l} + \frac{1}{2} (\gamma^{(1)}_{n,l})^2 C_{n,l}^2 + ...
\]

\[
\mathcal{G}_{\Delta(n,l),l} = G_{\Delta(n,l),l} + (\gamma^{(1)}_{n,l} + \gamma^{(2)}_{n,l}) \left[ \frac{\partial G_{\Delta,l}}{\partial \Delta}_{\Delta(n,l),l} + \frac{1}{2} (\gamma^{(1)}_{n,l})^2 \frac{\partial^2 G_{\Delta,l}}{\partial \Delta^2}_{\Delta(n,l),l} + ... \right]
\]

\[
\Rightarrow \mathcal{C}_{\Delta(n,l),l}\mathcal{G}_{\Delta(n,l),l} = C_{\Delta(n,l),l} G_{\Delta(n,l),l} + \gamma^{(1)}_{n,l} \left[ C_{\Delta(n,l),l} G'_{\Delta(n,l),l} + C_{n,l} G_{\Delta(n,l),l} \right] + \frac{1}{2} (\gamma^{(1)}_{n,l})^2 \left[ C_{\Delta(n,l),l} G''_{\Delta(n,l),l} + C_{n,l} G_{\Delta(n,l),l} + 2 C_{n,l} G_{\Delta(n,l),l} \right] + ...
\]
And therefore the expansion of the four point function to second order in the bulk coupling constant is given by:

\[
\langle \Theta_{\Delta}(x_1) \Theta_{\Delta}(x_2) \Theta_{\Delta}(x_3) \Theta_{\Delta}(x_4) \rangle = \frac{1}{(x_{12} x_{34})^{2 \Delta}} \left( 1 + \sum_{n,l} C_{\Delta(n,l),l} G_{\Delta(n,l),l} + \sum_{n,l} \gamma^{(1)}_{n,l} \left( C_{\Delta(n,l),l} G'_{\Delta(n,l),l} + C^{(1)}_{n,l} G_{\Delta(n,l),l} \right) + \sum_{n,l} \gamma^{(2)}_{n,l} \left( C_{\Delta(n,l),l} G'_{\Delta(n,l),l} + C^{(1)}_{n,l} G_{\Delta(n,l),l} \right) + \sum_{n,l} \frac{1}{2} \left( \gamma^{(1)}_{n,l} \right)^2 \left( C_{\Delta(n,l),l} G''_{\Delta(n,l),l} + C^{(2)}_{n,l} G_{\Delta(n,l),l} + 2 C^{(1)}_{n,l} G'_{\Delta(n,l),l} G_{\Delta(n,l),l} \right) \right) \tag{4.4}
\]

Now we can calculate for each order in \( \lambda \) the expansion in \( u/v \) and \( 1 - v^{-1} \) and compare it to the bulk calculation to get the anomalous dimensions and OPE coefficients.

The boundary to boundary four point contribution to the wave function that we calculated in the previous chapter can be written in the form:

\[
\langle \Theta(x_1) \Theta(x_2) \Theta(x_3) \Theta(x_4) \rangle = \frac{N_{\phi}^2}{(x_{12} x_{34})} \left( 1 + \left( \frac{u}{v} \right)^2 \sum_{m,n=0}^{\infty} F_{mn}(\lambda_R, \log(u/v))(1 - v^{-1})^n \left( \frac{u}{v} \right)^m \right) \tag{4.5}
\]

where the coefficients of the expansion \( F_{mn}(\lambda_R, \log(u/v)) \) can be read off from (3.8).

The first five coefficients are given by:

\[
F_{00} = N_{\phi}^2 \left( 2 + \frac{\lambda_R}{48 \pi^2} \left( 1 + 3 \log \frac{u}{v} \right) + \frac{\lambda_R^2}{768 \pi^4} \left( 5 + \frac{11}{2} \log \frac{u}{v} + \frac{3}{4} \left( \log \frac{u}{v} \right)^2 \right) \right) \tag{4.6}
\]

\[
F_{01} = N_{\phi}^2 \left( 2 + \frac{\lambda_R}{96 \pi^2} \left( 5 + 6 \log \frac{u}{v} \right) + \frac{\lambda_R^2}{3072 \pi^4} \left( 31 + 25 \log \frac{u}{v} + 3 \left( \log \frac{u}{v} \right)^2 \right) \right) \tag{4.7}
\]

\[
F_{10} = N_{\phi}^2 \left( - \frac{\lambda_R}{120 \pi^2} \left( 17 - 6 \log \frac{u}{v} \right) + \frac{\lambda_R^2}{38400 \pi^4} \left( - \frac{491}{5} + 292 \log \frac{u}{v} + 30 \left( \log \frac{u}{v} \right)^2 \right) \right) \tag{4.8}
\]

\[
F_{11} = N_{\phi}^2 \left( - \frac{\lambda_R}{40 \pi^2} \left( 7 - 3 \log \frac{u}{v} \right) + \frac{\lambda_R^2}{38400 \pi^4} \left( - \frac{13}{10} + 468 \log \frac{u}{v} + 45 \left( \log \frac{u}{v} \right)^2 \right) \right) \tag{4.8}
\]

\[
F_{02} = N_{\phi}^2 \left( 3 + \frac{9 \lambda_R}{160 \pi^2} \left( 11 + \log \frac{u}{v} \right) + \frac{\lambda_R^2}{25600 \pi^4} \left( 2816 + 1965 \log \frac{u}{v} + 225 \left( \log \frac{u}{v} \right)^2 \right) \right) \tag{4.8}
\]

By comparing this to the conformal block expansion in (4.4), we can solve it order by order for the anomalous dimensions and conformal blocks.

The only contribution to the 00 component comes from the \( n=0, l=0 \) part of the conformal block expansion:

\[
\mathcal{C}_0 = \left( \frac{u}{v} \right)^2 \left[ 2 + \gamma^{(1)}_{0,0} \left( \log \frac{u}{v} + C^{(1)}_{0,0} \right) + \gamma^{(2)}_{0,0} C^{(1)}_{0,0} + \frac{1}{2} \left( \gamma^{(1)}_{0,0} \right)^2 C^{(2)}_{0,0} + \frac{1}{2} \log \frac{u}{v} \left( 2 \gamma^{(2)}_{0,0} + \left( \gamma^{(1)}_{0,0} \right)^2 C^{(1)}_{0,0} + \frac{1}{4} \left( \log \frac{u}{v} \right)^2 \left( \gamma^{(1)}_{0,0} \right)^2 \right) + \mathcal{O}(1 - v^{-1}, u/v) \right]
\]

\[\text{– 24 –}\]
So by looking at the part which is first order in $\lambda_R$ in equation (4.6) we can solve it to get the first order contributions:

$$\gamma_{0,0}^{(1)} = \frac{\lambda_R}{16\pi^2}, \quad C_{0,0}^{(1)} = \frac{1}{3}.$$  

Going to the next order in $\lambda_R$ we can repeat this procedure to get the second order contributions to the anomalous dimensions and the OPE coefficients:

$$\gamma_{0,0}^{(1)} = \pm \frac{\lambda_R}{16\pi^2}, \quad \gamma_{0,0}^{(2)} = \frac{5\lambda_R^2}{768\pi^4} = \frac{5}{3}\gamma_{0,0}^{(1)}, \quad C_{0,0}^{(2)} = \frac{20}{9}.$$  

Note that in the same way as in [14] the first order anomalous dimension coincides at different order in $\lambda_R$ contributions to the conformal block expansion.  

Now we plug these results back into the conformal block expansion and then solve for the next contribution in the $(1 - v^{-1}), \frac{u}{v}$ expansion.

We then recognize that the 01 contribution of the $n = 0, l = 0$ conformal block with the above results plugged in is equal to (4.7). Therefore any other conformal block contribution with a term of order 01 must be zero and so the anomalous dimension and OPE coefficient from that block must be zero. This is the case for $n = 0, l = 1$ and so the spin 1 contributions vanishes. We will find that this happens for all odd spin contributions. So we see that the interaction just shifts the scaling dimension of the conformal blocks compared to the generalized free theory and does not generate new contributions in the conformal block expansion.

Since the spin 1 contribution is zero and the 00 contribution is completely determined by $n = 0, l = 0$ conformal block, the next order in the expansion with only one more contribution is the 02 term to which the $n = 0, l = 0$ and the $n = 0, l = 2$ block contribute. After plugging in the results we already obtained for $n = 0, l = 0$ the sum of those two terms is given by:

$$\frac{9\lambda_R}{160\pi^2} \left( \frac{11}{10} + \log \frac{u}{v} \right) + \frac{1}{20} \gamma_{0,2}^{(1)} \left( 12 \log \frac{u}{v} + 5C_{0,2}^{(1)} \right) + \frac{\lambda_R^2}{1024\pi^4} \left( \frac{2827}{25} + \frac{399}{5} \log \frac{u}{v} + 9 \left( \log \frac{u}{v} \right)^2 \right)$$

$$+ \frac{1}{40} \left( 10\gamma_{0,2}^{(1)} C_{0,2}^{(1)} + 5(\gamma_{0,2}^{(1)})^2 C_{0,2}^{(2)} + \log \frac{u}{v} \left( 24\gamma_{0,2}^{(2)} + 5(\gamma_{0,2}^{(1)})^2 C_{0,2}^{(2)} \right) + 6 \left( \log \frac{u}{v} \right)^2 (\gamma_{0,2}^{(1)})^2 \right)$$

Comparing this to (4.8) we can solve it to get:

$$\gamma_{0,2}^{(1)} = 0; \quad \gamma_{0,2}^{(2)} = -\frac{\lambda_R^2}{5120\pi^4} = -\frac{1}{20}\gamma_{0,0}^{(1)}; \quad C_{0,2}^{(1)} = \frac{22}{25};$$

Again the values for $\gamma_{0,2}^{(1)}$ coincide at different orders in $\lambda_R$.

By repeating this procedure for more orders we find the following general procedure to calculate the OPE coefficients and anomalous dimensions:

- No new conformal blocks that did not appear in the expansion of the generalized free theory are generated by the interaction, i.e. only blocks with even $l$ contribute.
• If we denote the expansion coefficient in the $(u/v)^m,(1-v^{-1})^k$ expansion of the conformal block $c_{\Delta(n,l),l}\Phi_{\Delta(n,l),l}$ by $[c_{\Delta(n,l),l}\Phi_{\Delta(n,l),l}]_{mk}$, then the coefficients $F_{mk}$ in (4.5) are given by:
\[
F_{mk} = \sum_{i=0}^{m} \sum_{j=0}^{2n+k} [c_{\Delta(i,j),j}\Phi_{\Delta(i,j),j}]_{mk}
\] (4.9)

• Equation (4.9) can now be solved iteratively. We start with the lowest order and solve it for $\gamma_{n,1}, \gamma_{n,2}$ and $C_{n,1}$, plug the results back into $c_{\Delta(n,l),l}\Phi_{\Delta(n,l),l}$ and then go to the next order.

Going through this algorithm we obtain the following results.

From the first order in $\lambda_R$ we get:
\[
\begin{align*}
\gamma_{n,0}^{(1)} &= \frac{\lambda_R}{16\pi^2} \\
C_{n,0}^{(1)} &= \frac{1}{3} \\
\Rightarrow C_{n,0}^{(1)} &= \frac{1}{2} \frac{\partial G_{\Delta(n,0),0}}{\partial n}
\end{align*}
\]

For later convenience we define:
\[
\tilde{\gamma}_{n,l}^{(2)} = \gamma_{n,l}^{(2)} \times \frac{256\pi^4}{\lambda^2}
\]

Repeating the above procedure for higher spin up to $l = 18$ and $n = 9$ we find the following data from the second order in $\lambda_R$ contributions (a complete list of these anomalous dimensions and first order OPE coefficients can be found in appendix B in table 2 and 3 and the second order OPE coefficients are given in table 1):

| $n=0$ | $n=1$ | $n=2$ | $n=3$ | $n=4$ |
|-------|-------|-------|-------|-------|
| $\gamma_{n,1}^{(2)} = \frac{5}{3}$ | $\gamma_{n,2}^{(2)} = \frac{1}{20}$ | $\gamma_{n,3}^{(2)} = \frac{1}{10}$ | $\gamma_{n,4}^{(2)} = \frac{1}{10}$ | $\gamma_{n,5}^{(2)} = \frac{1}{10}$ |
| $\gamma_{n,2}^{(2)} = \frac{1}{2}$ | $\gamma_{n,3}^{(2)} = \frac{1}{3}$ | $\gamma_{n,4}^{(2)} = \frac{1}{3}$ | $\gamma_{n,5}^{(2)} = \frac{1}{3}$ | $\gamma_{n,6}^{(2)} = \frac{1}{3}$ |
| $\gamma_{n,3}^{(2)} = \frac{1}{2}$ | $\gamma_{n,4}^{(2)} = \frac{1}{3}$ | $\gamma_{n,5}^{(2)} = \frac{1}{3}$ | $\gamma_{n,6}^{(2)} = \frac{1}{3}$ | $\gamma_{n,7}^{(2)} = \frac{1}{3}$ |
| $\gamma_{n,4}^{(2)} = \frac{1}{2}$ | $\gamma_{n,5}^{(2)} = \frac{1}{3}$ | $\gamma_{n,6}^{(2)} = \frac{1}{3}$ | $\gamma_{n,7}^{(2)} = \frac{1}{3}$ | $\gamma_{n,8}^{(2)} = \frac{1}{3}$ |

For the second order anomalous dimensions we can guess the following general structure for $l > 0$:
\[
\tilde{\gamma}_{n,l}^{(2)} = \frac{1}{(l+2m)} \sum_{m=0}^{n} \alpha_{n-m}^{(n)} (l + 2 + m)_{2(n-m)}
\] (4.10)

where $\alpha_{n-m}$ are free parameters and $(l+2+m)_{2(n-m)}$ are the Pochhammer symbols given in (4.2). The $\alpha_{n-m}$s can be fixed by solving the system of linear equations with the anomalous
Table 1. OPE coefficients $C_{n,0}^{(2)}$

| $n \setminus l$ | 0 |
|-----------------|---|
| 0               | $\frac{2l}{3}$ |
| 1               | $111392$ |
| 2               | $27588119$ |
| 3               | $6964117739$ |
| 4               | $54416659121622349$ |
| 5               | $8887970348158281431$ |
| 6               | $9527783274829256957833$ |
| 7               | $8939233385397483916814706947$ |
| 8               | $502743179123371126837198189$ |
| 9               | $497605048296141707730882676711$ |

dimensions we calculated above. For each $n$ we need $n + 1$ known results to solve the equations. With the data we have, we can determine the $a_{n-m}^{(n)}$s up to $n = 4$:

\[ a_0^{(0)} = -6; \]
\[ a_0^{(1)} = 12; \quad a_1^{(1)} = -22; \]
\[ a_0^{(2)} = -96; \quad a_1^{(2)} = \frac{224}{3}; \quad a_2^{(2)} = -\frac{146}{3}; \]
\[ a_0^{(3)} = 1440; \quad a_1^{(3)} = 1080; \quad a_2^{(3)} = 252; \quad a_3^{(3)} = -86; \]
\[ a_0^{(4)} = -34560; \quad a_1^{(4)} = 25344; \quad a_2^{(4)} = -\frac{28512}{5}; \quad a_3^{(4)} = \frac{3168}{5}; \quad a_4^{(4)} = -134; \]

So the solutions for $\gamma_{n,l}^{(2)}$ up to $n = 4$ for $l > 0$ are given by:

\[ \tilde{\gamma}_{0,l}^{(2)} = -\frac{6}{(l)_4} \] (4.11)
\[ \tilde{\gamma}_{1,l}^{(2)} = -\frac{2}{(l)_6}(11(l + 2)_2 - 6) \] (4.12)
\[ \tilde{\gamma}_{2,l}^{(2)} = -\frac{2}{3(l)_8}(73(l + 2)_4 - 112(l + 3)_2 + 144) \] (4.13)
\[ \tilde{\gamma}_{3,l}^{(2)} = -\frac{2}{(l)_{10}}(43(l + 2)_6 - 126(l + 3)_4 + 540(l + 4)_2 - 720) \] (4.14)
\[ \tilde{\gamma}_{4,l}^{(2)} = -\frac{2}{5(l)_{12}}(335(l + 2)_8 - 1584(l + 3)_6 + 14256(l + 4)_4 - 63360(l + 5)_2 + 86400) \] (4.15)

The equation for $n = 0$ given in (4.11) was already discovered in [14, 15]. We now have reduced the problem of finding the anomalous dimensions of arbitrary spin for each $n$ to solving a system of $n + 1$ linear equations.

Note, however, that while equations (4.11), (4.12), (4.13), (4.14) and (4.15) seem to be exact and correctly predict higher $l$ contributions which were not used to find these
equations, the general form of (4.10) should only be treated as an educated guess by now and is in no way mathematically proven for general $n$. To confirm the form of (4.10) for higher $n$ we would need to compute more anomalous dimensions using the algorithm described above. For the moment at least we unfortunately are restricted from proceeding by limitation of computational resources.

We have not been able to find similar relations for the OPE coefficients. The OPE coefficients at first order in $\lambda$ can be found in the Appendix B.

5 Conclusions

Let us compare the results we got to the ones obtained from calculations in EAdS in [14, 15] and to similar calculations done in dS (see e.g. [3, 5]).

We see that the action of the scalar field in de Sitter given in (2.3) transforms in the following way under the continuation from dS to EAdS ($\eta = iz$, $\ell = i\ell_{AdS}$):

$$S_{dS} \rightarrow \frac{i\ell_{AdS}^2}{2} \int_0^\infty \frac{dz \, d^3x}{z^2} \left\{ z^2 (\partial_z \phi)^2 + z^2 (\nabla \phi)^2 + m^2 \ell_{AdS}^2 \phi^2 + \frac{\lambda \ell_{AdS}^2}{12} \phi^4 \right\} = iS_{EAdS} \quad (5.1)$$

Therefore we have $iS_{dS} \rightarrow -S_{EAdS}$ which is the original motivation for (2.13) which relates the partition function in EAdS to the Bunch-Davies wave function in dS. We found that this relation holds not only at the tree-level but also to second order in quantum corrections, which was explicitly checked for the two point function.

This means that the tree-level two point function just switches the sign. However this new sign can be absorbed into the normalization constant. After this normalization is fixed, the sign of all the other higher order functions is fixed as well and we see that the signs match exactly with the AdS calculation and we come to the conclusion that all the loop corrections of the two point function are proportional to the massshift and therefore can be absorbed into the scaling dimension on the boundary.

In case of the four point function we find that the results again coincide exactly with the calculations in EAdS. The interactions in the bulk generate anomalous dimensions of the double trace operators of the dual CFT. We calculated those by comparing the conformal block expansion of a deformed generalized free field with the $\eta \rightarrow 0$ limit of the four point function as it was done in [14]. Unsurprisingly we therefore find that the anomalous dimensions and OPE coefficients coincide up to a sign in the first order which is due to a different sign of the coupling constant in [14].

We found a general structure in the anomalous dimensions in (4.10) which generalizes the result from [14, 15]. The result is in agreement with general results in [28–30].

We would like to add a few comments about previous work done on this topic in the context of a conjectured higher spin/CFT duality. In [6] a duality between an interacting $Sp(N)$ model and Vasiliev higher spin theory in dS was conjectured in analogy to the duality between an interacting $O(N)$ model and higher spin theory in AdS. Going from $O(N)$ to $Sp(N)$ corresponds to continuing $N \rightarrow -N$. As $N$ is the parameter controlling the quantum fluctuations in the $1/N$ expansion it is the prefactor of the action in the partition function.
This would mean that the action should switch the sign and it was argued in [6] that as a consequence every connected tree level \( n \) point function would acquire an extra minus sign when going from EAdS to dS. While in our case this is true for the two point function we do not see this effect for the four point function. For the two point function this is just a normalization issue. However after this normalization is fixed the relative sign of all the higher order contributions to the \( n \) point functions are fixed and we get the same result as for EAdS. Switching the prefactor of the action additionally to the analytic continuation of \( \eta \) and \( \ell \) would actually mean switching the sign of the coupling constant.

This can be seen by looking at the Euclidean action in AdS with a positive coupling constant (5.1). After a field redefinition \( \tilde{\phi} = \sqrt{\lambda} \phi \) the action reads:

\[
S_{EAdS} = \frac{\ell_{AdS}^2}{2\lambda} \int_0^\infty \frac{dz d^3x}{z^4} \left\{ z^2 (\partial_z \tilde{\phi})^2 + z^2 (\nabla \tilde{\phi})^2 + m^2 \ell_{AdS}^2 \tilde{\phi}^2 + \frac{\ell_{AdS}^2}{12} \tilde{\phi}^4 \right\}
\]

(5.2)

Doing the double analytic continuation to dS by setting \( \ell_{AdS} = -i\ell \) and \( z = -i\eta \) we get the back \(-iS_{dS}\) in terms of \( \tilde{\phi} \). But from equation (5.2) it already becomes clear that changing the sign of the action corresponds to going from \( \lambda \rightarrow -\lambda \). This means that going from AdS to dS in the way described in [6] would correspond to going from a globally stable potential to a globally unstable potential for a scalar field.

Looking at the correlation functions calculated in section 3 this means that the sign of the tree level four point function would change, which would be in agreement with [6]. For the anomalous dimensions this would also mean a change in the sign of the first order anomalous dimension.
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A Calculation of the tree-level four point function

Here we would like to give the full calculation of the first order contribution to the four point function. We start from equation (3.3):

\[ M_4 = \int_{\infty}^{0} d\eta d^3x \eta^4 \int_{0}^{\infty} \prod_{i=1}^{4} d\alpha_i \alpha_i e^{-i\alpha_i(\eta^2 - (x_i - x)^2 - i\epsilon)} \]

Now the integration over \( x \) and \( \eta \) can be performed by rearranging the exponent to do a Gaussian integration. To make the integrals well defined we have to tilt it slightly into the complex plane so the integration boundaries are in fact 0 and \( \infty (1 + i\delta) \):

\[
M_4 = \int_{-\infty}^{0} d\eta d^3 x \eta^4 \int_{0}^{\infty} \prod_{i=1}^{4} d\alpha_i \alpha_i \exp \left( -i \sum_{i=1}^{4} \alpha_i(\eta^2 - x_i^2 - i\epsilon) + i\beta \left( \frac{x - y}{\beta} \right)^2 - \frac{y^2}{\beta} \right)
\]

\[
= \left( \frac{i\pi}{\beta} \right)^{3/2} \int_{-\infty}^{0} d\eta d^3 x \eta^4 \int_{0}^{\infty} \prod_{i=1}^{4} d\alpha_i \alpha_i \exp \left( -i\beta(\eta^2 - i\epsilon) + i\beta \left( \sum_{i<j=1}^{4} \alpha_i \alpha_j x_{ij}^2 \right) \right)
\]

\[
= \frac{-3i}{8} \pi^2 \int_{0}^{\infty} \prod_{i=1}^{4} d\alpha_i \alpha_i \left( \frac{1}{\beta} \right) \exp \left( -\frac{1}{i\beta} \left( \sum_{i<j=1}^{4} \alpha_i \alpha_j x_{ij}^2 \right) \right)
\]

Starting form (A.1) we can use the invariance of this integral under \( \sum_i \alpha_i \to \sum_i \xi_i \alpha_i \) if \( \xi_i \geq 0 \) and \( \sum_i \xi_i^2 \geq 0 \) to write [31]:

\[ M_4 = \frac{-3i\pi^2}{8} \int_{0}^{\infty} \prod_{i=1}^{4} d\alpha_i \alpha_i \frac{1}{\alpha_i} \exp \left( -\frac{1}{i\alpha_1} \left( \sum_{i<j=1}^{4} \alpha_i \alpha_j x_{ij}^2 \right) \right) \]

If we chose \( \xi_i = \delta_{ij} \) then the integral simplifies to:

\[ M_4 = \frac{-3i\pi^2}{8} \int_{c-i\infty}^{c+i\infty} ds dt \Gamma(s) \Gamma(t) \Gamma(2 - s - t) \]

\[ \times \frac{2(s+t-2)}{x_{23}^2 x_{24}^2 x_{34}^2} \int_{0}^{\infty} \prod_{i=1}^{4} d\alpha_i \alpha_i^{-1} \alpha_3^{-1} \alpha_4^{-1} \alpha_i^{-3} x_{ij}^{s-t+1} e^{i\alpha_2 x_{ij}^2 + i\alpha_3 x_{ij}^2 + i\alpha_4 x_{ij}^2} \]
Here we used the inverse Mellin transformation of the exponential which also holds for complex arguments $x$ and is given by:

$$e^{-x} = \frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} \Gamma(s)x^{-s}ds$$

where $c$ is an arbitrary positive constant. The integration over $\alpha_1$ was performed by using the definition of the gamma function. All the prefactors of $-i$ cancel out and the integrals over the remaining $\alpha_i$ can now also be rewritten as gamma functions and we arrive at

$$M_4 = -\frac{3i\pi^2}{8(2\pi i)^2} \frac{1}{(x_{14x23})^4} \int_{c-i\infty}^{c+i\infty} ds dt \frac{(x_{14x23})^{2(s+t)}}{(x_{12x34})^{2t}(x_{13x24})^{2s}} \Gamma(s)^2 \Gamma(t)^2 \Gamma(2-s-t)^2$$

Now the integration over $s$ is done by using the following identity for an inverse Mellin transformation:

$$\frac{1}{2\pi i} \int_{c-i\infty}^{c+i\infty} ds \Gamma(s)^2 \Gamma(2-s-t)^2 v^s = \Gamma(2-t)^2 \frac{\Gamma\left(2-t,2-t;2(2-t);1-v^{-1}\right)}{\Gamma(2-t)}$$

$$= \Gamma(2-t)^2 \sum_{n=0}^{\infty} \frac{\Gamma(2-t+n)^2}{\Gamma(2(2+t)+n)n!} (1-v^{-1})^n$$

With this the above expression becomes:

$$M_4 = -\frac{3i\pi^2}{8(2\pi i)^2} \frac{1}{(x_{14x23})^4} \sum_{n=0}^{\infty} \frac{(1-v^{-1})^n}{n!} \int_{c-i\infty}^{c+i\infty} dt \frac{v^t}{u^t} \Gamma(t)^2 \Gamma(2-t)^2 \Gamma(2-t+n)^2 \Gamma(2(2+t)+n)$$

The last integral can now be performed by choosing the integration contour with negative real part. The only poles in this contour come from $\Gamma(t)^2$ which has poles at negative integer values and therefore the residues at these points are:

$$\text{Res}_{t=-m<0} \left\{ \frac{v^t}{u^t} \Gamma(t)^2 \Gamma(2-t)^2 \Gamma(2-t+n)^2 \Gamma(2(2+t)+n) \right\}$$

$$= 2 \frac{v^m}{u^m} \Gamma(2-m)^2 \Gamma(2-m+n)^2 \Gamma(4-2m+n)$$

$$\times \left( \frac{1}{2} \log \left( \frac{v}{u} \right) + \psi(1-m) - \psi(2-m) + \psi(4-2m+n) - \psi(2-m+n) \right)$$
So by using the residue theorem the final result can be written as:

\[
M_4 = \frac{-3i\pi^2}{4} \frac{1}{(x_{12}x_{34})^4} \left(\frac{u}{v}\right)^2 \sum_{n,m=0}^{\infty} \frac{(1 - v^{-1})^n (u/v)^m}{n!(m!)^2} \frac{\Gamma(2 + m) \Gamma(2 + m + n)^2}{\Gamma(4 + 2m + n)} \\
\times \left(\psi(1 + m) - \frac{1}{2} \log \left(\frac{u}{v}\right) - \psi(2 + m) + \psi(4 + 2m + n) - \psi(2 + m + n)\right)
\]

\[
= \frac{-i}{4} \frac{\pi^2}{(x_{12}x_{34})^4} \left(\frac{u}{v}\right)^2 I_0
\]

\[
I_0 = \sum_{n,m=0}^{\infty} \frac{(1 - v^{-1})^n (u/v)^m}{n!(m!)^2} \frac{\Gamma(2 + m) \Gamma(2 + m + n)^2}{\Gamma(4 + 2m + n)} \\
\times \left(\psi(1 + m) - \frac{1}{2} \log \left(\frac{u}{v}\right) - \psi(2 + m) + \psi(4 + 2m + n) - \psi(2 + m + n)\right)
\]

This result has the same form as the one already obtained for AdS. The main difference is the prefactor which differs from the AdS case by a factor of \(-i\).
### Table 2. OPE coefficients $C_{n,0}^{(1)}$

| $n \setminus l$ | 0   | 2   | 4   | 6   | 8   |
|----------------|-----|-----|-----|-----|-----|
| 0              | 1   | 2   | 3   | 4   | 5   |
| 1              | 1   | 2   | 3   | 4   | 5   |
| 2              | 3   | 4   | 5   | 6   | 7   |
| 3              | 5   | 6   | 7   | 8   | 9   |
| 4              | 7   | 8   | 9   | 10  | 11  |

| $n \setminus l$ | 10  | 12  | 14  | 16  | 18  |
|----------------|-----|-----|-----|-----|-----|
| 0              | 1   | 2   | 3   | 4   | 5   |
| 1              | 3   | 4   | 5   | 6   | 7   |
| 2              | 5   | 6   | 7   | 8   | 9   |
| 3              | 7   | 8   | 9   | 10  | 11  |
| 4              | 9   | 10  | 11  | 12  | 13  |
| $n \setminus l$ | 0   | 2   | 4   | 6   | 8   | 10  | 12  | 14  | 16  | 18  |
|--------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 0      | -1/2| -1/4| -1/6| -1/8| -1/10| -1/12| -1/14| -1/16| -1/18| -1/20|
| 1      | 4/9 | 4/13| 4/19| 4/25| 4/31| 4/37| 4/43| 4/49| 4/55| 4/61|
| 2      | 8/13| 8/21| 8/29| 8/37| 8/45| 8/53| 8/61| 8/69| 8/77| 8/85|
| 3      | 12/21| 12/29| 12/37| 12/45| 12/53| 12/61| 12/69| 12/77| 12/85| 12/93|
| 4      | 16/29| 16/37| 16/45| 16/53| 16/61| 16/69| 16/77| 16/85| 16/93| 16/101|
| 5      | 20/37| 20/45| 20/53| 20/61| 20/69| 20/77| 20/85| 20/93| 20/101| 20/109|
| 6      | 24/45| 24/53| 24/61| 24/69| 24/77| 24/85| 24/93| 24/101| 24/109| 24/117|
| 7      | 28/53| 28/61| 28/69| 28/77| 28/85| 28/93| 28/101| 28/109| 28/117| 28/125|
| 8      | 32/61| 32/69| 32/77| 32/85| 32/93| 32/101| 32/109| 32/117| 32/125| 32/133|
| 9      | 36/69| 36/77| 36/85| 36/93| 36/101| 36/109| 36/117| 36/125| 36/133| 36/141|

Table 3. Anomalous dimension $\gamma_{n,l}^{(2)}$ in units of $\frac{\lambda^2}{256\pi}$. 
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