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Abstract

In this paper we show that if large jumps of an Itô-semimartingale $X$ have a finite $p$-moment, $p > 0$, the radial part of its drift is dominated by $-|X|^\kappa$ for some $\kappa \geq -1$, and the balance condition $p + \kappa > 1$ holds true, then under some further natural technical assumptions one has $\sup_{t \geq 0} \mathbb{E}|X_t|^p < \infty$ for each $p_X \in (0, p + \kappa - 1)$. The upper bound $p + \kappa - 1$ is generically optimal. The proof is based on the extension of the method of Lyapunov functions to the semimartingale framework. The uniform moment estimates obtained in this paper are indispensable for the analysis of ergodic properties of Lévy driven stochastic differential equations and Lévy driven multi-scale systems.
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1 Introduction

The goal of the present paper is to establish conditions on the uniform boundedness of the moments of a stochastic process $X$ over the infinite time interval in a general semimartingale setting. We will assume that the process $X$ is an $n$-dimensional Itô semimartingale with a canonical decomposition

$$ X_t = X_0 + A_t^{<1} + M_t + \int_0^t \int_{\mathbb{R}^n} z \left( N(dz, ds) - I_{|z| \leq 1} \nu(dz, ds) \right) $$

and predictable characteristics that are absolutely continuous with respect to the Lebesgue measure. A typical example of a process $X$ that fits into this framework is a solution of an Itô SDE

$$ dX_t = a(t, \omega, X_t) \, dt + \sigma(t, \omega, X_t) \, dW_t + \int_{\mathbb{R}^n} c(t, \omega, X_{t-}, z) \left( Q(dz, dt) - I_{|z| \leq 1} \mu(dz) \, dt \right) $$

driven by a Brownian motion $W$ and a Poisson random measure $Q$ with a compensator $\mu(dz) \, dt$ and with sufficiently regular coefficients $a$, $\sigma$ and $c$. In this case

$$ dA_t^{<1} = a(t, \omega, X_t) \, dt, $$
$$ dM_t = \sigma(t, \omega, X_t) \, dW_t, $$

$$ N(A \times [0, t]) = \int_0^t \int_{\mathbb{R}^n} I_{\{c(s, \omega, X_{s-}, z) \in A\}} Q(dz, ds), \quad A \in \mathcal{B}(\mathbb{R}^n), \quad t \geq 0. $$

We will study the long-time behaviour of $X$ under the following structural assumptions (for details, see Section 2.1 below):
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(i) the continuous martingale part and the “small jumps” part of $X$ are bounded in the sense of their characteristics;

(ii) the “large jumps” part of $X$ has a moment bound of some order $p > 0$;

(iii) the “effective drift” term $A$ (see (2.7) below) performs “contraction to the origin”. In other words, its Radon–Nikodym density satisfies $\frac{d\lambda}{d\lambda} \cdot X = -\beta |X|^{\kappa+1}$ for some $\kappa \geq -1$ as long as $|X|$ is sufficiently large. In certain sense this mimics the case of randomly perturbed gradient systems, as e.g. in (1.2) with $a(x) = -\nabla U(x)$ with a potential $|U(x)| \sim |x|^{\kappa+1}$, $|x| \to \infty$. We alert the reader that since the drift term $A_{t \leq 1}$ in the canonical representation depends on the cut-off function, an extra care has to be taken for the estimates in the case $\kappa < 0$ which allows the effective drift term to tend to 0 at $\infty$; for more discussion see Remark 2.3 below.

(iv) the constants $p > 0$ and $\kappa \geq -1$ satisfy the balance condition $p + \kappa > 1$.

In this generic setting, our main aim is to establish bounds for the moments $E[X_t|\mathcal{F}_t]$ that are uniform in time. We will prove such bounds for the orders $p_X \in (0, p + \kappa - 1)$ for $\kappa \neq 1$ and $p_X \in (0, p]$ in the exceptional case $\kappa = 1$. An additional condition on the characteristics of the semimartingale will appear in the critical case $\kappa = -1$.

The results we present here are strongly motivated by our ongoing research of the stochastic averaging effects in multi-scale systems with jumps, where the moment bounds form a crucial component for an analysis of the limiting behaviour of such systems. For models with Brownian noise, stochastic averaging has been studied systematically by e.g. Pardoux and Veretennikov (2001, 2003, 2005). Systems with jump noise are not yet well understood and exhibit new effects which require a separate analysis. One such an effect is that the moments/tail behavior of the fast component may cause substantially different limiting behavior of the slow component. As an example, we mention a Langevin-type system with random jump perturbations of the velocity component subject to a friction-type deceleration of the form $-|v|^\alpha \text{sgn} v$, studied in Eon and Gradinaru (2015) and Kulik and Pavlyukevich (2014). It appears that, in the case where the jump distribution has a heavy-tail of the order $O(\alpha^{-\alpha})$, the asymptotic behavior of the location component depends drastically on the value of $\alpha + 2\kappa$. When $\alpha + 2\kappa > 4$ the location component requires a re-scaling to have a Gaussian weak limit (Eon and Gradinaru (2015)), while in the case $\alpha + 2\kappa < 4$ the location component exhibits a non-Gaussian $\alpha/(2 - \beta)$-stable weak limit (Kulik and Pavlyukevich (2014)). This dichotomy intuitively well corresponds to the one between the normal and stable domains of attraction in the central limit theorem, and supposedly should appear in various stochastic averaging problems with heavy-tailed jumps.

This potential field of applications motivates the general setting adopted in this paper and the questions studied. Namely, for general multi-scale models with full coupling, the fast component of the system is defined by an SDE with the coefficients dependent of the slow component. Then it clearly cannot be treated as an autonomous Markov process, which justifies the semimartingale setting we adopt. On the other hand, since the fast component operates at the ‘fast time scale’ of the order $\varepsilon^{-1}$, the moment estimates for this component are required for arbitrarily large $t \geq 0$.

In the Markovian setting, the moment bounds we are looking for are strongly related to the ergodic properties of the process, namely to the existence of the stationary probability measure, existence of moments of the stationary probability measure, and estimation of ergodic rates, i.e. the rates of convergence of the marginal laws of the process to a stationary probability measure as $t \to \infty$. The questions of dissipativity, stability and ergodicity of Markov processes have been extensively studied, e.g. by Kushner (1967). Has’minskii (1980) (see also the second edition (Khasminskii (2012)) for diffusions and Nummelin (2004). Meyn and Tweedie (2012) for general Markov chains. Ergodic rates are naturally related to the moments of the passage times of a process to a ball centered at the origin. The study of the passage times was first performed by Lamperti (1963) for non-negative discrete time Markov processes. Related results for non-negative discrete time adapted processes were obtained by Aspandiarov et al. (1996); Aspandiarov and Janssens (1999). Continuous time processes were studied in Menshikov and Williams (1996); Menshikov and Petritis (2014). Markov chains with heavy tail jumps were studied in Belitsky et al. (2016); Georgiou et al. (2014), see also a book by Menshikov et al. (2016) for a self-contained exposition. Some of the results for the passage times were transferred to diffusions, see e.g. Menshikov and Williams (1996, Theorem 3.1). All these results mainly deal with the critical case $\kappa = -1$. The multivariate diffusion case was systematically analyzed by Veretennikov...
using the argument based on comparison with an one-dimensional diffusion. In the sequel we obtain moment estimates for the passage times in a general semimartingale setting as a by-product of the moment estimates for the process itself.

The individual moment estimates are not yet completely studied even in the Markovian case. One can get an insight about the effects, which should appear while a dissipative drift is combined with heavy tails, from the results available about the moments/tails of the invariant probability measure for a Markov process defined by an SDE with Lévy noise. The explicit form for the stationary distribution for a SDE driven by a non-Gaussian Lévy process is known only in a few particular cases. In the linear case, \( a_t = -\beta X_t \), \( \kappa = 1 \), the stationary law exists if and only if \( \int_{|z| \geq 1} \ln |z| \nu(dz) < \infty \), see [Sato, 1999, Theorems 17.5 and 17.11], and its characteristic function can be calculated in the closed form. In particular, one can conclude that for any \( p > 0 \) a Lévy noise with the tails of the order \( O(x^{-\alpha}) \) yields a stationary distribution with the tails of the same order; this asymptotics can be seen as a manifestation of the linearity of the system. Considerable attention should guarantee the existence of a stationary measure, at least for symmetric \( \kappa > 0 \) must have the tail of the order \( O(x^{-\alpha}) \). It was shown by [Dubkov and Spagnolo, 2010] by means of physical arguments that the balance condition

\[
p + \kappa > 1
\]  

should guarantee the existence of a stationary measure, at least for symmetric \( p \)-stable noises. For a thorough mathematical treatment of this topic we refer to [Kulik, 2017, Section 3.4], where it is shown in particular that under the balance condition (1.4) the stationary law exists and has finite moment of any order \( < p + \kappa - 1 \). All these results can be summarized as follows: a \( \kappa \)-dissipative drift transforms \( p \)-moment of the noise into (almost) \( p + \kappa - 1 \)-moment of the process.

In the non-stationary setting, the same moment transformation effect was observed in case of superlinear drifts \( (\kappa > 1) \) and symmetric additive Lévy noise by [Samorodnitsky and Grigoiriou, 2003]; see also an extension of this result to a non-symmetric \( p \)-stable case by [Eon and Gradinaru, 2010, Kohatsu-Higa and Yamazato, 2007]. In these cases, the tails of the stationary measure are of the order \( O(x^{-\alpha}) \). It was shown by [Chechkin et al., 2005] on the physical level of rigour that for \( \kappa > 0 \) and \( p \in (0, 2) \) a stationary measure (if it exists) must have the tail of the order \( O(x^{-\alpha}) \). The sublinear case \( \kappa < 0 \) is more subtle. However it was shown by [Debiec et al., 2010] by means of physical arguments that the balance condition

\[
p + \kappa > 1
\]  

applies thanks to a “stabilization by noise” effect for a non-dissipative deterministic system, see e.g. [Athreya et al., 2012]. With this possibility in view, we present our results in the way which shows clearly which of them require the Lyapunov condition only, and for which a more detailed information about the semimartingale characteristics of the process is needed. We mention anyway that the drift dissipativity condition appears naturally in numerous physical models, e.g. the example in Section 2.6 below.

The paper is organized as follows. In Section 2.1 we formulate the problem. In Section 2.2 the Lyapunov...
2 Setting and main results

Notation. For \( x, y \in \mathbb{R}^n \), let \( x \cdot y \) denote the scalar product in \( \mathbb{R}^n \), and let \( |x| = \sqrt{x \cdot x} \) be the Euclidean norm in \( \mathbb{R}^n \). The \( n \)-dimensional identity matrix is \( I_n \). For a matrix \( B \in \mathbb{R}^{n \times n} \), \( |B| \) denotes its \( 2 \)-operator norm which is equal to the largest eigenvalue of \( B \). The indicator function of a set \( A \) is denoted by \( \mathbb{1}_A = \mathbb{1}(A) \).

Throughout the paper we assume the filtered probability space \( (\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P}) \) to be fixed and satisfy the standard assumptions.

For a given stopping time \( \sigma \), we denote by \( \mathbb{P}_\sigma \) and \( \mathbb{E}_\sigma \) the conditional probability and the conditional expectation w.r.t. \( \mathcal{F}_\sigma \). Given a stopping time \( \sigma \) and a level \( R > 0 \), we denote

\[
\tau^\sigma_\mathcal{R} = \inf\{t \geq \sigma : |X_t| \leq R\},
\]

the first passage-time of the process \( |X| \) under the level \( R \) after \( \sigma \). If \( \sigma = 0 \), then we just omit the upper subscript and write \( \tau^0_\mathcal{R} = \tau_\mathcal{R} \). We also denote \( \delta^\sigma_\mathcal{R} = \tau^\sigma_\mathcal{R} - \sigma \); note that \( \delta^0_\mathcal{R} = \tau_\mathcal{R} \).

2.1 Setting and assumptions

Let \( X = (X_t)_{t \geq 0} \) be an \( \mathbb{R}^n \)-valued càdlàg Itô semimartingale with the canonical representation (the Lévy–Itô decomposition)

\[
X_t = X_0 + A_t^{\leq 1} + M_t + \int_0^t \int_{\mathbb{R}^n} z \left( N(dz, ds) - \mathbb{1}_{(|z| \leq 1)} \nu(dz, ds) \right),
\]

see Jacod and Shiryaev (2003) Chapter II, §2c). Here \( A^{\leq 1} \) is a predictable process of locally finite variation, \( A_0^{\leq 1} = 0 \), \( M \) is a continuous local martingale \( M_0 = 0 \), \( N \) is the jump measure of \( X \), and \( \nu \) is its predictable compensator satisfying

\[
\int_0^t \int_{\mathbb{R}^n} (|z|^2 \wedge 1) \nu(dz, ds) < \infty \quad \text{a.s.,} \quad t \geq 0.
\]

The subscript \( \leq 1 \) for \( A \) corresponds to the choice of the cut-off function \( \mathbb{1}_{(|z| \leq 1)} \). Another natural form of the canonical representation \((2.2)\) is

\[
X_t = X_0 + A_t^{\leq 1} + M_t + \int_0^t \int_{\mathbb{R}^n} z \left( N(dz, ds) - \nu(dz, ds) \right),
\]

provided that

\[
\int_0^t \int_{|z| > 1} |z| \nu(dz, ds) < \infty \quad \text{a.s.,} \quad t \geq 0.
\]

In the latter case we denote

\[
A_t^{\leq 1} = A_t^{\leq 1} + \int_0^t \int_{|z| > 1} z \nu(dz, ds),
\]
and introduce the effective drift

\[ A = \begin{cases} \infty, & \text{if (2.6) holds}, \\ 1, & \text{otherwise} \end{cases} \quad (2.7) \]

see discussion in Remark 2.3 below.

The Itô semimartingale \( X \) has semimartingale characteristics which are absolutely continuous with respect to the Lebesgue measure, see [Jacod and Protter, 2012, Section 2.1.4], i.e.

\[
\begin{align*}
A_t &= \int_0^t a_s \, ds, \\
\langle M \rangle_t &= \int_0^t B_s \, ds, \\
\nu(dz, dt) &= K_t(dz) \, dt
\end{align*}
\]

where \( a = (a_t) \) is an \( \mathbb{R}^n \)-valued process, \( B = (B_t) \) is an \( \mathbb{R}^{n \times n} \)-valued symmetric positive semi-definite process, and \( K_t = K_t(\omega, dz) \) is a Radon measure on \( \mathbb{R}^n \) for each \( (\omega, t) \). The processes \( t \mapsto a_t, t \mapsto b_t \) can be assumed to be progressively measurable, as well as \( t \mapsto K_t(A) \) for all \( A \in \mathcal{B}(\mathbb{R}^n) \). Moreover (2.8) implies that for all \( t \geq 0 \) the measures \( K_t(dz) \) satisfy

\[
\int_{\mathbb{R}^n} (|z|^2 \wedge 1) K_t(\omega, dz) < \infty \quad \text{a.s.} \quad (2.9)
\]

We impose the following set of assumptions \( A \) on the process (2.2) that will be used throughout this paper.

\( A_M \) (the bound for the local martingale term): there is a constant \( c_{(M)} > 0 \) such that the random matrices \( (B_t)_{t \geq 0} \) satisfy

\[
|B_t| \leq c_{(M)} \quad \text{a.s.,} \quad t \geq 0. \quad (2.10)
\]

**Remark 2.1.** Under assumption \( A_M \), the trace of \( B_t, t \geq 0 \), is uniformly bounded. For the further reference needs, we introduce the minimal constant \( c_{\text{trace}} > 0 \) such that for all \( t \geq 0 \)

\[
\text{Trace}(B_t) \leq c_{\text{trace}} \quad \text{a.s.} \quad (2.11)
\]

Note that \( c_{\text{trace}} \leq n c_{(M)}. \)

We make the following assumptions about the small and large jumps of \( X \).

\( A_{\nu, \leq 1} \) (the small jumps condition): there exists \( c_{\nu} > 0 \) such that for all \( t \geq 0 \)

\[
\int_{|z| \leq 1} |z|^2 K_t(dz) \leq c_{\nu} \quad \text{a.s.} \quad (2.12)
\]

\( A_{\nu, p} \) (the large jumps condition): there exist \( p > 0 \) and \( c_{\nu, p} > 0 \) such that for all \( t \geq 0 \)

\[
\int_{|z| > 1} |z|^p K_t(dz) \leq c_{\nu, p} \quad \text{a.s.} \quad (2.13)
\]

**Remark 2.2.** For \( p \geq 2 \), assumptions \( A_{\nu} \) and \( A_{\nu, p} \) imply that there is a constant \( c_{(N)} > 0 \) such that for all \( t \geq 0 \)

\[
\int_{\mathbb{R}^n} |z|^2 K_t(dz) \leq c_{(N)} \quad \text{a.s.} \quad (2.14)
\]

Next, we impose assumptions on the effective drift \( A \) in terms of its density process \( a \).

\( A_{a, \text{loc}} \) (the drift is locally bounded): for each \( R > 0 \) there exists \( C(R) > 0 \) such that for all \( t \geq 0 \)

\[
|X_t| \leq R \quad \Rightarrow \quad |a_t| \leq C(R) \quad \text{a.s.} \quad (2.15)
\]
Remark 2.4. In the critical case the balance condition (1.4) yields that
\[ p > |x| \quad \text{as}. \]

Finally, we impose the balance condition between the ‘heavy tails’ index \( p \) and the ‘dissipativity’ index \( \kappa \),
\[ A_{\text{balance}} \] (the balance condition):
\[ p + \kappa > 1. \] \hfill (17)

**Remark 2.3.** If \( p \geq 1 \), then (2.5) holds and \( a_t = \frac{d}{dt} A_t^\infty \). By \( A_{\nu,p} \), the difference
\[ \frac{d}{dt} A_t^\infty - \frac{d}{dt} A_t^{\leq 1} \] \hfill (18)
is bounded, hence the assumption \( A_{a,\text{loc}} \) is equivalent to the similar assumption formulated in the terms of the original drift \( A^{\leq 1} \). The same equivalence is true for the assumption \( A_{a,\kappa} \) if \( \kappa > 0 \), since in this case \( |x|^{1+\kappa} \gg |x|, \ x \to \infty \). That is, for \( p \geq 1 \) and \( \kappa > 0 \) the particular choice of the drift term is not essential, and one can verify the conditions \( A_{a,\text{loc}} \) and \( A_{a,\kappa} \) either for the original drift \( A^{\leq 1} \) or for \( A^\infty \).

The difference becomes substantial either if \( p < 1 \), i.e. when \( A^\infty \) is not well defined, or if \( \kappa \leq 0 \), when the assumption \( A_{a,\kappa} \) should be imposed on the “fully compensated” drift \( A^\infty \). Note that in the latter case the balance condition (1.4) yields that \( p > 1 \) and thus \( A^\infty \) is well defined.

**Remark 2.4.** In the critical case \( \kappa = -1 \), the balance condition (14) implies that \( p > 2 \) and Remark 2.2 applies.

We also introduce a general Lyapunov condition which will be systematically used in the paper. In what follows, a function \( V : \mathbb{R}^n \to [1, \infty) \) such that \( V(x) \to \infty \), \( |x| \to \infty \) and a constant \( \gamma > 0 \) are given.

\[ L_{V,\gamma} \] (the Lyapunov condition): The process \( V_t = V(X_t) \), \( t \geq 0 \), is a càdlàg semimartingale with the representation
\[ dV_t = a^V_t \ dt + dM^V_t, \] \hfill (19)
where \( M^V \) is a local supermartingale, \( M^V_0 = 0 \), and the drift \( a^V \) satisfies the bound
\[ a^V_t \leq C_V - c_V V_t^\gamma \] \hfill (20)
with some positive constants \( C_V, c_V \).

The function \( V \) from the above condition is commonly called the Lyapunov function for \( X \). It will be convenient for us to use the terminology from Athreya et al. (2012) and call \( V \) sub-, super-, and standard Lyapunov function for \( \gamma \in (0, 1), \gamma > 1 \), and \( \gamma = 1 \), respectively.

We note one important technical detail. In the literature devoted to stability of Markov processes, the Lyapunov condition appears frequently in the integral form, which actually requires \( M^V \) to be a true supermartingale, see, e.g., the drift assumption \( D(C, V, \varphi, b) \) in Douc et al. (2009). The local supermartingale assumption in \( L_{V,\gamma} \) is much easier to verify e.g. by using the Itô formula. Furthermore at least for the simplest basic corollaries of the Lyapunov condition (see Proposition 2.2 below) its ‘local’ version is just as powerful as the ‘true’ one thanks to the standard ‘time localization+Fatou’s lemma trick’, see e.g. the proof of Lemma 2.2 in Menshikov and Williams (1996) and Section 4.1 below.

### 2.2 Main results I: the Lyapunov condition and its immediate corollaries

Our first main result establishes the Lyapunov condition for a semimartingale \( X \) under the assumptions \( A \). The Lyapunov function \( V \) will be any function \( V \in C^2(\mathbb{R}^n, \mathbb{R}) \) such that
\[ V(x) \geq 1, \quad x \in \mathbb{R}^n, \] \hfill (21)
\[ V(x) = |x|^p, \quad |x| \geq 1, \] where \( p \) is taken from the assumption \( A_{\nu,p} \). Without loss of generality we can and will also assume that \( |V(x) - |x|^p| \leq 2 \).
Theorem 2.5. Let assumptions A hold. In the critical case $\kappa = -1$, assume additionally that

$$c_{\text{trace}} + c_{(N)} < 2\beta$$  \hspace{1cm} (2.22)

and

$$p < 2 + \frac{2\beta - c_{\text{trace}} - c_{(N)}}{c_{(M)} + c_{(N)}}.$$  \hspace{1cm} (2.23)

Then the Lyapunov condition $L_{V, \gamma}$ holds true for any $V \in C^2(\mathbb{R}^n, \mathbb{R})$ satisfying (2.21) and

$$\gamma = \frac{p + \kappa - 1}{p}.$$  \hspace{1cm} (2.24)

Note that, by Theorem 2.5, the sub-linear, linear, or super-linear drift yields that the function $|x|^p$, mollified at the origin, is a sub-, standard or super-Lyapunov function, respectively. The proof of Theorem 2.5 is given in Section 3 below. Here we give three simple straightforward corollaries of the Lyapunov condition $L_{V, \gamma}$.

Proposition 2.6. Let the Lyapunov condition $L_{V, \gamma}$ hold true. Then for each stopping time $\sigma$

(i)

$$E_\sigma V_t \leq V_\sigma + C_V (t - \sigma) \quad \text{on} \quad \{t \geq \sigma\}.$$  \hspace{1cm} (2.25)

(ii)

$$\frac{1}{t - \sigma} E_\sigma \int_\sigma^t V_s^\gamma \, ds \leq \frac{V_\sigma}{c_V (t - \sigma)} + \frac{C_V}{c_V} \quad \text{on} \quad \{t > \sigma\}.$$  \hspace{1cm} (2.26)

(iii) if $\gamma \geq 1$, then

$$E_\sigma V_t \leq \Upsilon(t - \sigma, |X_\sigma|^p) \quad \text{on} \quad \{t \geq \sigma\},$$  \hspace{1cm} (2.27)

where $\Upsilon(t, v)$ denotes the solution to the Cauchy problem for the ODE

$$\Upsilon'_t = C_V - c_V \Upsilon_t^\gamma, \quad \Upsilon_0 = v.$$  \hspace{1cm} (2.28)

In the case of $M^V$ in (2.19) being a true supermartingale, statements (i), (ii) can be obtained by direct integration of this inequality, while (iii) follows by the Jensen inequality and comparison theorem for ODEs, see which then coincides with (Athreya et al., 2012, Lemma 6.1). With our local supermartingale based definition of the Lyapunov function, the proofs can be made essentially in the same lines with the help of the “time localization+Fatou’s lemma trick”, see Appendix C below.

Since the difference $V(x) - |x|^p$ is bounded by 2, the next Corollary is straightforward.

Corollary 2.7. Let assumptions A hold true. Then there exists a constant $C > 0$ such that for any stopping time $\sigma$

(i)

$$E_\sigma |X_t|^p \leq |X_\sigma|^p + C(t - \sigma) + C \quad \text{on} \quad \{t \geq \sigma\}.$$  \hspace{1cm} (2.29)

(ii)

$$\frac{1}{t - \sigma} E_\sigma \int_\sigma^t |X_s|^p + C' \, ds \leq \frac{C}{t - \sigma} |X_\sigma|^p + \frac{C'}{t - \sigma} + C \quad \text{on} \quad \{t > \sigma\}.$$  \hspace{1cm} (2.30)

(iii) if $\gamma > 1$, then

$$E_\sigma |X_t|^p \leq \Upsilon(t - \sigma, |X_\sigma|^p + 1) + 1 \quad \text{on} \quad \{t \geq \sigma\},$$  \hspace{1cm} (2.31)

where $\Upsilon(t, v)$ denotes the solution to the Cauchy problem for the ODE

$$\Upsilon'_t = C_V - c_V \Upsilon_t^\gamma, \quad \Upsilon_0 = v.$$  \hspace{1cm} (2.32)
Let us summarize. The Lyapunov type condition \((2.20)\) yields directly a time-dependent bound \((2.28)\) for the \(p\)-th moment of \(X\), and a time-independent (for \(t\) separated from \(\sigma\)) bound \((2.29)\) for Cesàro means of the moments of the order \(p + \kappa - 1\). The latter estimate corresponds well to the long-term behaviour of the process \(X\). In particular in the Markovian setting, the estimate \((2.29)\) is naturally related to the moment bounds for the invariant measure of the process, e.g. [Kulik, 2017, Section 2.8]. Still, for various applications it would be useful to have time-independent and individual moment bounds. Such a bound, in the standard- and super-Lyapunov cases \(\gamma = 1\) and \(\gamma > 1\), is provided by statement \((iii)\), which however does not reveal the effect of increasing the order of the moment from \(p\) to \(p + \kappa - 1\) for super-linear drifts.

In what follows, we focus on this more delicate type of estimates, namely, on individual and time-independent moments estimates of the order close to \(p + \kappa - 1\). In Section 2.6 below we will see that this value is actually optimal.

### 2.3 Main results II: individual moment estimates for sub-linear and linear drifts

Our second main theorem provides uniform in \(t \geq 0\) moment bounds in the cases of sub-linear and linear bounds on the drift. As a by-product of the proof we also obtain the passage-times moment estimates. The latter estimates are not essentially new and have numerous analogues in the literature, e.g. [Menshikov and Williams, 1996, Theorem 2.1] (critical \(\kappa = -1\), continuous semimartingale \(X\)), or [Douc et al., 2009, Theorem 4.1(ii)] (general sub-linear drift, Markovian case). We provide them here in order to make it easy for the reader to see the entire picture. We recall the notation \(\delta^p_\sigma = \tau^R_\sigma - \sigma\) for the time spent by \(X\) after a stopping time \(\sigma\) before the passage of the process \(|X|\) under the level \(R\).

**Theorem 2.8.**

(i) Let the Lyapunov condition \(L_{V,\gamma}\) hold true with \(\gamma < 1\). Then for any \(\gamma' < \gamma\) we have

\[
E_\sigma V^\gamma_t' \leq C + V^\gamma_\sigma' \quad \text{on the event } \{t \geq \sigma\}. 
\]

For \(\gamma = 1\), the same statement holds true with \(\gamma' = \gamma\).

(ii) Let assumptions \(A\) hold true with \(\kappa \in [-1,1]\). For \(\kappa = -1\) assume in addition \((2.22)\) and \((2.28)\). Then for any \(p_X \in (0, p + \kappa - 1)\) there exists a constant \(C > 0\) such that for any stopping time \(\sigma\)

\[
E_\sigma |X_t|^{p_X} \leq C + |X_\sigma|^{p_X} \quad \text{on the event } \{t \geq \sigma\}. 
\]

In addition, for \(R > 0\) large enough

\[
E_\sigma e^{\delta^\gamma_R} \leq |X_\sigma|^p. 
\]

For \(\kappa = 1\), inequality \((2.32)\) holds true also for \(p_X = p\). Moreover for any \(c < p\beta\) there exists \(C > 0\) such that for \(R > 0\) large enough

\[
E_\sigma e^{c \delta^\gamma_R} \leq C + |X_\sigma|^p \quad \text{on the event } \{t \geq \sigma\}. 
\]

**Remark 2.9.** Clearly, the estimate \((2.32)\) is a straightforward corollary from \((2.31)\) and Theorem 2.3.

**Remark 2.10.** Estimate \((2.33)\) was obtained in Theorem 4 by [Veretennikov, 1997] for Markovian diffusions with \(\kappa = -1\) under the assumption

\[
p < 2r_0 - 1, \quad r_0 = \frac{1}{c(M)} \left(\beta - \frac{c_{\text{trace}} - \lambda_-}{2}\right), 
\]

where \(\lambda_-\) is the uniform lower bound for the smallest eigenvalue of \(B_t\), \(t \geq 0\). That is, in Theorem 4 in [Veretennikov, 1997] it is actually assumed that

\[
p < \frac{1}{c(M)} \left(2\beta - c_{\text{trace}} + \lambda_-\right) - 1 = \frac{2\beta - c_{\text{trace}}}{c(M)} - \frac{c(M) - \lambda_-}{c(M)}. 
\]

On the other hand, in the continuous case \(c(N) = 0\), and thus \((2.23)\) has the form

\[
p < 2 + \frac{2\beta - c_{\text{trace}}}{c(M)}. 
\]

Since \(\lambda_- \leq c(M)\), this condition is obviously weaker than \((2.36)\). Calculation in Section 2.4 below shows that condition \((2.37)\) is eventually optimal.
2.4 Main results III: individual moment estimates for super-linear drifts

Our last main theorem deals with the case of super-linear drift. The crucial difference to the previous case is that the corresponding moment and passage time bounds can be made uniform with respect to the initial value of the process. This agrees well with the intuition that the behavior of $|X|$ should be qualitatively comparable to that of the solution to the ODE

$$dx_t = -\beta |x_t|^\kappa \text{sgn } x_t \, dt,$$  \hspace{1cm} (2.38)

which, for $\kappa > 1$, “returns from the infinity” to a bounded region in finite time.

**Theorem 2.11.** Let assumptions A hold with $\kappa > 1$. Then for any $t_0 > 0$ and $p_X \in (0, p + \kappa - 1)$ there exists a constant $C = C(t_0, p_X) > 0$ such that

$$E_\sigma |X_t|^{p_X} \leq C \quad \text{on the event } \{t \geq \sigma + t_0\}. \hspace{1cm} (2.39)$$

In addition, for any $q > 0$ there exists a constant $C$ such that for $R > 0$

$$P_\sigma (\delta^*_{R} > \frac{C}{R^{\kappa - 1}}) \leq \frac{C}{R^q}. \hspace{1cm} (2.40)$$

The estimate (2.40) actually tells us that the passage-time below the level $R$ for the process $|X|$ is comparable with $R^{1-\kappa}$, which is essentially the first passage-time for the solution

$$x_t = (\beta(\kappa - 1)t)^{-\frac{1}{\kappa - 1}}, \quad t > 0, \hspace{1cm} (2.41)$$

to ODE (2.38), starting “at infinity”.

The moment bound (2.39) has a certain drawback: the constant $C = C(t_0, p_X)$ tends to $\infty$ when $t_0 \to 0+$. This well corresponds to the fact that the ODE (2.38) starting “at infinity” needs a certain positive time to reach a fixed level. On the other hand, in some cases it might be useful to have a version of (2.39) valid for all $t_0 > 0$; in particular, it is visible that such a version will be needed in a study of Lévy-driven multi-scale systems. By analogy with the small time behavior of the ODE (2.38), one can see clearly that such an estimate should involve the initial value of the process. We give one such a version in the following theorem.

**Theorem 2.12.** Let assumptions A hold true with $\kappa > 1$. Then for any $p_X \in (0, p + \kappa - 1)$ there exists a constant $C > 0$ such that for any stopping time $\sigma$

$$E_\sigma |X_t|^{p_X} \leq C + |X_\sigma|^{p_X} \quad \text{on the event } \{t \geq \sigma\}. \hspace{1cm} (2.42)$$

**Remark 2.13.** The estimate (2.42) has exactly the same form with (2.39) obtained in the case $\kappa < 1$. That is, combining these two cases we have that (2.42) holds true under the assumptions A for any $\kappa \geq -1$ (in the critical case $\kappa = -1$ extra bounds (2.22) (2.23) for the constants should be involved). Though, the proofs of (2.42) in the cases $\kappa \leq 1$ and $\kappa > 1$ are substantially different.

2.5 Example: heavy tail perturbations of the Lorenz-84 model

We illustrate the results by an example of a randomly perturbed Lorenz-84 model with modified dissipativity, see [Lorenz 1984]. This model was defined by its author as the ‘simplest possible model’ capable of representing general atmosphere circulation. Let $a > 0$, $b \in \mathbb{R}$, $L = (L^1, L^2, L^3)$ is a three-dimensional $\alpha$-stable Lévy process, $\alpha \in (0, 2)$, and let $X := (X, Y, Z)$ be a solution to the three-dimensional SDE

$$\begin{align*}
\frac{dX_t}{dt} &= (-Y_t^2 - Z_t^2 - aX_t)\varphi(X_t) \, dt + \psi_1(X_t) - dL_t^1 \\
\frac{dY_t}{dt} &= (X_t Y_t - bX_t Z_t - Y_t)\varphi(X_t) \, dt + \psi_2(X_t) - dL_t^2 \\
\frac{dZ_t}{dt} &= (bX_t Y_t + X_t Z_t - Z_t)\varphi(X_t) \, dt + \psi_3(X_t) - dL_t^3,
\end{align*} \hspace{1cm} (2.43)$$

where the functions $\psi_i$, $i = 1, 2, 3$, are bounded and functional Lipschitz and $\varphi = \varphi(X_t)$ is random locally Lipschitz and such that for some $\gamma \in \mathbb{R}$, $c > 0$ and $R_0 > 0$

$$\varphi(X_t) = c|X_t|^\gamma, \quad |X_t| \geq R_0, \hspace{1cm} (2.44)$$

\[\text{Page 9}\]
see [Protter, 2004, Chapter V.3] for the definitions of the Lipschitz properties in the stochastic semimartingale setting. For $\varphi \equiv 1$ and $\psi \equiv 0$ we obtain the classical deterministic Lorenz-84 model. The function $\varphi$ increases the dissipativity of the system for $\gamma > 0$ and reduces its dissipativity for $\gamma < 0$.

Assumptions $A_{M}$, $A_{q,\leq 1}$ and $A_{q,\text{loc}}$ are trivially satisfied. Assumption $A_{q,p}$ holds for each $p \in (0, \alpha)$. To check Assumption $A_{q,\kappa}$, we estimate the drift term as

$$\varphi(X_t)\left[(-Y_t^2 - Z_t^2 - aX_t)X_t + (X_tY_t - bX_tZ_t - Y_t)Y_t + (bX_tY_t + X_tZ_t - Z_t)Z_t\right]$$

$$= -\varphi(X_t)\left[aX_t^2 + Y_t^2 + Z_t^2\right] \leq -c(a \wedge 1)|X_t|^{2+\gamma}, \quad |X_t| \geq R_0. \tag{2.45}$$

Therefore Assumption $A_{q,\kappa}$ holds with $\kappa = \gamma + 1$ and $\beta = c(a \wedge 1)$. Then by Theorems 2.8 and 2.12 for each $\gamma > -\alpha$ and $p_X \in (0, \alpha + \gamma)$ there is $C > 0$ such that for any initial point $X_0 \in \mathbb{R}^3$

$$\sup_{t \geq 0} \mathbb{E}|X_t|^{p_X} \leq C + |X_0|^{p_X}. \tag{2.46}$$

### 2.6 Optimality of the balance condition and the bounds (2.22) and (2.23)

We emphasize that the uniform-in-time moment bounds obtained in Theorem 2.8 and Theorem 2.11 are close to optimal in the sense that the balance condition (1.4) determines a generic upper bound for the moments of $X$ to exist or to be bounded over an infinite period of time. We demonstrate that the moments of the order $q_X > p + \kappa - 1$ are infinite or unbounded on the example of the so-called storage system considered by [Kohatsu-Higa and Yamazato, 2003].

Let $X$ be a solution of the one-dimensional SDE

$$dX_t = -r(X_t) dt + \int_{z \geq 1} z dN_z dt, \quad X_0 \geq 0, \tag{2.47}$$

with $r: \mathbb{R}_+ \to \mathbb{R}_+$ being locally Lipschitz continuous and $r(x) = x^\kappa$, $x > 1$, $\kappa \geq -1$, and $N$ being a Poisson random measure with intensity $\nu$ such that for some $a > 0$

$$\int_{z > x} \nu(dz) = \frac{1}{x^a}, \quad x > 1. \tag{2.48}$$

There is no continuous martingale part and no small jumps. Clearly, the process $X$ is non-negative. In such a setting, assumptions $A$ are satisfied with any $0 < p < \alpha$.

Now, let us fix $q_X > \alpha + \kappa - 1$ and show that a moment of the order $q_X$ does not follow the bounds from Theorems 2.8 and 2.11.

Indeed, for $\kappa > 1$, $\mathbb{E}X_t^{q_X} = +\infty$ for each $t > 0$ by Example 3.2 from [Kohatsu-Higa and Yamazato, 2003] or by Theorem 3.1 from [Samorodnitsky and Grigoriu, 2003] (in the latter case one has to consider a symmetric Lévy process $Z$ and to extend the drift to the negative half-line).

For $\kappa < 1$, it is shown in Example 4.2 by [Kohatsu-Higa and Yamazato, 2003] that $\mathbb{E}X_t^{q_X} < \infty$, $t > 0$ whenever $q < \alpha$. However for $q_X \geq \alpha + \kappa - 1$

$$\liminf_{t \to \infty} \mathbb{E}X_t^{q_X} = +\infty. \tag{2.49}$$

This is demonstrated in Appendix [13]

Next, for $\kappa = -1$ we consider the diffusion equation $dX = -\nabla U(X) dt + \sigma dW$ with $U(x) = \frac{\beta}{2} \ln(1 + x^2)$, $\beta > 0$, and the stationary density

$$\rho(x) = c e^{-2U(x)/\sigma^2} = \frac{c}{(1 + x^2)^{\beta/\sigma^2}}. \tag{2.50}$$

$c > 0$ being a normalizing constant. A straightforward calculation shows that all $p_X$-moments of the stationary measure are finite for

$$p_X < \frac{2\beta}{\sigma^2} - 1 \tag{2.51}$$
and $q_X$-moments are infinite for $q_X \geq \frac{2\beta}{\sigma^2} - 1$. In this case, $c_{\text{trace}} = c_{\langle M \rangle} = \sigma^2$ and $c_{\langle N \rangle} = 0$. The condition (2.22) takes the form $\sigma^2 < 2\beta$ and coincides with the condition for the existence of the stationary distribution. Condition (2.23) takes the form

$$p < 1 + \frac{2\beta}{\sigma^2}. \quad (2.52)$$

Hence each $p_X$-moment is finite for $p_X \in (0, p + \kappa - 1)$ for some $p$ satisfying (2.52) if and only if (2.51) holds. This shows the generic optimality of our conditions (2.22) and (2.23) in the diffusion case.

## 3 Proof of Theorem 2.5

Our proof of Theorem 2.5 follows the strategy which was used in [Kulik, 2017, Section 3.4] in order to verify the Lyapunov condition in the Markovian setting. We will apply the Itô formula to $V(X_t)$ and analyze different parts of the drift $a^V$ which arise from the different parts of the semimartingale representation for $X$, namely, the drift, the continuous martingale, the small jumps, and the large jumps respectively. Such an analysis will be made in slightly different ways in the three cases $p \in (0, 1), p \in [1, 2],$ and $p > 2$, which we thus consider separately.

**Case I**: $p \in (0, 1)$. According to (2.7), $a_t = \frac{4}{\sigma^2} A_t^{\leq 1}$, and we use the canonical decomposition (2.2). By the Itô formula,

$$V(X_t) = V(X_0) + \int_0^t \nabla V(X_s) \cdot a_s \, ds + \frac{1}{2} \int_0^t \nabla^2 V(X_s) \cdot \, \text{d}\langle M \rangle_s + \int_0^t \nabla V(X_s) \cdot \, \text{d}M_s$$

$$+ \int_0^t \int_{|z| \leq 1} \left[ V(X_{s-} + z) - V(X_{s-}) \right] \left( N(\text{d}z, \text{d}s) - \nu(\text{d}z, \text{d}s) \right) \right.$$

$$+ \int_0^t \int_{|z| \leq 1} \left[ V(X_{s-} + z) - V(X_{s-}) - \nabla V(X_{s-}) \cdot z \right] \nu(\text{d}z, \text{d}s)$$

$$+ \int_0^t \int_{|z| > 1} \left[ V(X_{s-} + z) - V(X_{s-}) \right] N(\text{d}z, \text{d}s). \quad (3.1)$$

For any $R > 0$, the functions $V, \nabla V, \nabla^2 V$ are bounded on the set $\{|x| \leq R\}$ and there exists $C = C_R > 0$ such that

$$V(x + z) \leq C(1 + |z|^p), \quad |x| \leq R. \quad (3.2)$$

Hence (3.1) yields the semimartingale representation (2.19) with the local martingale

$$M_t^V = \int_0^t \nabla V(X_s) \cdot \, \text{d}M_s + \int_0^t \left[ V(X_{s-} + z) - V(X_{s-}) \right] \left( N(\text{d}z, \text{d}s) - \nu(\text{d}z, \text{d}s) \right). \quad (3.3)$$

We can even choose explicitly the localization sequence for $M^V$, namely we can take the stopping times

$$\theta_k = \inf\{t \geq 0 : |X_t| \geq k\}, \quad k \geq 1. \quad (3.4)$$

The drift term is constituted by four summands,

$$a_t^V = a_t^D + a_t^M + a_t^N + a_t^J, \quad (3.5)$$

where

$$a_t^D = \nabla V(X_t) \cdot a_t, \quad (3.6)$$

$$a_t^M = \frac{1}{2} \text{Trace} \left( \nabla^2 V(X_t) \cdot B_t \right), \quad (3.7)$$

and $a^N$ and $a^J$ are defined by the identities

$$a_t^N = \int_{|z| \leq 1} \left( V(X_t + z) - V(X_t) - \nabla V(X_t) \cdot z \right) K_t(\text{d}z), \quad (3.8)$$

and

$$a_t^J = \int_{|z| > 1} \left( V(X_t + z) - V(X_t) - \nabla V(X_t) \cdot z \right) K_t(\text{d}z).$$
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\[
a_t^j = \int_{|z|>1} \left( V(X_t + z) - V(X_t) \right) K_t(dz).
\]  

(3.9)

We analyze separately the terms in the decomposition (3.5).

1. **Term \(a^D\).** Without loss of generality, we can and will assume that \(R_0\) in the assumption \(A_{a,\kappa}\) satisfies \(R_0 > 1\). Then by assumption \(A_{a,\kappa}\)

\[
\nabla V(X_t) \cdot a_t = p|X_t|^{p-2}X_t \cdot a_t \leq -p\beta|X_t|^{p-2}|X_t|^{1+\kappa} = -p\beta|X_t|^{p+\kappa-1}, \quad |X_t| \geq R_0.
\]

(3.10)

On the other hand, for \(|X_t| \leq R_0\) the term \(a^D_t\) is bounded by assumption \(A_{a,\text{loc}}\). Hence there exists \(C_1 > 0\) such that

\[
a_t^D \leq C_1 - p\beta|X_t|^{p+\kappa-1}.
\]

(3.11)

2. **Term \(a^M\).** We have

\[
\nabla^2 V(x) = p|x|^{p-2}I_n + p(p-2)|x|^{p-4}(x \otimes x), \quad |x| > 1.
\]

(3.12)

Therefore since \(p \leq 1 < 2\) and \(B_t \geq 0\), for \(|X_t| > 1\) one has

\[
a_t^M = \frac{1}{2} p|X_t|^{p-2}\text{Trace} B_t + \frac{1}{p} p(p-2)|X_t|^{p-4}(B_t X_t) \cdot X_t
\]

\[\leq \frac{p}{2} \left( \text{ctrace} + (p-2) + C_{(M)} \right) |X_t|^{p-2}
\]

\[= \frac{p}{2} \text{ctrace} |X_t|^{p-2}.
\]

(3.13)

Since \(\nabla^2 V(x)\) is bounded on \(|x| \leq 1\) and \(B_t\) is bounded by assumption \(A_M\), this yields that for any \(X_t\)

\[
a_t^M \leq C_2
\]

for some \(C_2 > 0\).

3. **Term \(a^N\).** Since

\[
V(x + z) - V(x) - \nabla V(x) \cdot z = \frac{1}{2} z^T \cdot \nabla^2 V(x + qz) \cdot z
\]

(3.15)

with some \(q = q(x, z) \in (0, 1)\), for any \(\gamma > 1\) we can fix \(R = R(\gamma)\) such that for \(|x| > R\) and \(|z| \leq 1\),

\[
V(x + z) - V(x) - \nabla V(x) \cdot z = \frac{p}{2} \left( |x + qz|^{p-2} |z|^2 + (p-2)|x + qz|^{p-4}(x \cdot z + q|z|^2) \right)
\]

\[\leq \frac{\gamma p}{2} \left( (p-2)_+ + 1 \right) |z|^{p-2} |z|^2
\]

\[= \frac{\gamma p}{2} |z|^{p-2} |z|^2
\]

(3.16)

For \(|x| \leq R = R(\gamma)\) and \(|z| \leq 1\), there is \(C_3 = C_3(\gamma) > 0\) such that

\[
|V(x + z) - V(x) - \nabla V(x) \cdot z| \leq C_3 |z|^2.
\]

(3.17)

This yields

\[
a_t^N = a_t^N \mathbb{1}(|X_t| > R) + a_t^N \mathbb{1}(|X_t| \leq R)
\]

\[\leq \frac{\gamma p}{2} \int_{|z| \leq 1} |z|^2 K_r(dz) + C_3 \int_{|z| \leq 1} |z|^2 K_r(dz) \leq C_4.
\]

(3.18)

4. **Term \(a^J\).** To analyze the last term \(a^J\) we recall the simple inequality valid for \(p \in (0, 1]\):

\[
|x + z|^p - |x|^p \leq |z|^p, \quad x \in \mathbb{R}^n, \quad x, z \in \mathbb{R}^n.
\]

(3.19)
Since \(|V(x) - |x|^p| \leq 1\), this yields by assumption \(A_{\nu,p}\) that

\[
a_t^\nu \leq \int_{|z|>1} (2 + |z|^p) K_t(dz) \leq C_5. \tag{3.20}
\]

Summarizing the above estimates we get that for some \(C > 0\)

\[
a_t^\nu \leq C - p\beta |X_t|^{p+\kappa-1}. \tag{3.21}
\]

Since \(p + \kappa > 1\) and \(V(x) \leq |x|^p + 1\), this yields that for any \(c_V < p\beta\) there exists \(C_v\) large enough such that \(\frac{2}{20}\) holds.

**Case II:** \(p \in [1, 2]\). Now \(a_t = \frac{1}{\nu^a} A_{a}^\nu\) and we use the canonical decomposition \((2.4)\). By the Itô formula,

\[
V(X_t) = V(X_0) + \int_0^t \nabla V(X_s) \cdot a_s ds + \frac{1}{2} \int_0^t \nabla^2 V(X_s) \cdot d(M)_s + \int_0^t \nabla V(X_{s-}) \cdot dM_s
\]

\[
+ \int_0^t \int \left[ V(X_{s-} + z) - V(X_{s-}) \right] \left( N(dz, ds) - \nu(dz, ds) \right)
\]

\[
+ \int_0^t \int \left[ V(X_{s-} + z) - V(X_{s-}) - \nabla V(X_{s-}) \cdot z \right] \nu(dz, ds).
\]

The decomposition \((3.3)\) of the drift holds true, and the summands \(a^D, a^M, a^N\) have the same form as in Case I and follow literally the same estimates. The term \(a^I\) now has the form

\[
a_t^I = \int_{|z|>1} \left[ V(X_t + z) - V(X_t) - \nabla V(X_t) \cdot z \right] K_t(dz). \tag{3.23}
\]

To estimate this term, we fix \(\varepsilon \in (0, 1)\) and decompose

\[
a_t^I = \int_{|z|<\varepsilon|X_t|} \left[ V(X_t + z) - V(X_t) - \nabla V(X_t) \cdot z \right] K_t(dz)
\]

\[
+ \int_{|z|>\varepsilon|X_t|} \left[ V(X_t + z) - V(X_t) - \nabla V(X_t) \cdot z \right] K_t(dz) =: I_t^1 + I_t^2. \tag{3.24}
\]

For \(|z| > \varepsilon|X_t|\) we have

\[
V(x + z) - V(x) - \nabla V(x) \cdot z \leq V(x + z) + |\nabla V(x)||z| \leq C_6(|x|^p + |z|^p + |x|^{p-1}|z| + 1) \leq C_7(|z|^p + 1) \tag{3.25}
\]

with some \(C_6, C_7 = C_7(\varepsilon) > 0\), which by assumption \(A_{\nu,p}\) yields the bound

\[
I_t^2 \leq C_8, \quad C_8 = C_8(\varepsilon) > 0. \tag{3.26}
\]

To estimate \(I_t^1\), we note that for \(|z| \leq \varepsilon|X_t|\) and \(|x| > (1 - \varepsilon)^{-1} > 1\) we have \(|x + z| \geq |x| - |z| > 1\) and thus by the Taylor formula, \((3.12)\) and \((3.15)\)

\[
V(x + z) - V(x) - \nabla V(x) \cdot z = |x + z|^p - |z|^p - |x|^p - |x|^{p-2} x \cdot z
\]

\[
\leq \frac{p}{2} |x + qz|^{p-2} |z|^2 \leq \frac{p}{2} |x|^{p-2} |1 + q \frac{z}{|z|}|^{p-2} |z|^2 \tag{3.27}
\]

\[
\leq C_4|z|^p,
\]

where \(q = q(x, z) \in (0, 1)\) and \(C_4\) is some constant; in the last inequality we have used that \(p \leq 2\). Furthermore for \(|x| \leq (1 - \varepsilon)^{-1}\) we have \(1 < |z| \leq \varepsilon|X_t| < \varepsilon(1 - \varepsilon)^{-1}\) and

\[
|V(x + z) - V(x) - \nabla V(x) \cdot z| \leq C_9, \quad C_9 = C_9(\varepsilon) > 0. \tag{3.28}
\]

Hence \((3.27), (3.28)\) and assumption \(A_{\nu,p}\) yield

\[
I_t^1 \leq C_{10}, \quad C_{10} = C_{10}(\varepsilon) > 0. \tag{3.29}
\]
Combining the estimates (3.11), (3.14), (3.18) for $a^D$, $a^M$, $a^N$ with the above estimates (3.26), (3.29), we get eventually that for $1 < p \leq 2$ the inequality (3.21) still holds true, and for any $c_V < p\beta$ there exists $C_V$ large enough such that (2.20) holds.

$$a^Y_t \leq C - p\beta |X_t|^{p+\kappa-1}. \tag{3.30}$$

**Case III:** $p > 2$. Since $p > 2 > 1$, we have $a_t = \frac{d}{dt} A^\infty_{\kappa}$ and the canonical decomposition (2.4) should be used. The Itô formula (3.22) and the decomposition (3.5) of the drift term $a^V$ remain the same, but the estimates should be properly changed. Namely, we will see that, instead of (3.30), the following bound holds:

$$a^Y_t \leq C + C_* |X_t|^{p-2} - p\beta |X_t|^{p+\kappa-1}. \tag{3.31}$$

This explains the dichotomy between the cases $\kappa > -1$ and $\kappa = -1$: in the first one the (negative) drift term $-p\beta |X|^{p+\kappa-1}$ dominates the (positive) terms $C$, $C_* |X|^{p-2}$, while in the second case, to get such a domination, we need to compare the constants $C_*$, $-p\beta$ which are multiplied by the same term $|X_t|^{p-2}$. Thus we redo, with proper changes, the above estimates for the terms $a^D$, $a^M$, $a^N$, $a^I$, paying the extra attention to the constants.

1. **Term $a^D$:** the estimates are literally the same as in Case I, and (3.11) holds.
2. **Term $a^M$:** the first two lines in (3.16) remain true, while the last two fail because now $p > 2$. From this first half of the (3.16) we get the following analogue of (3.11):

$$a^M_t \leq C_2 + \frac{p}{2} \left( c_{\text{trace}} + (p - 2) c_M \right) |X_t|^{p-2}. \tag{3.32}$$

3. **Term $a^N$:** the first two lines in (3.8) remain true. From this first half of the (3.8) we get the following analogue of (3.18): for any $\gamma > 1$, there exists $C_4 = C_4(\gamma)$ such that

$$a^N_t \leq C_4 + \gamma \frac{p(p-1)}{2} |X_t|^{p-2} \int_{|z| \leq 1} |z|^2 K_t(dz). \tag{3.33}$$

4. **Term $a^I$:** the decomposition (3.24) and the bound (3.26) for $I_2$ remain the same; recall that $\varepsilon \in (0, 1)$ is a parameter. To estimate $I_1$, write for $p > 2$, $|z| \leq \varepsilon |x|$ and $|x| > (1 - \varepsilon)^{-1}$ by the Taylor formula (3.15)

$$V(x + z) - V(x) - \nabla V(x) \cdot z = \frac{p}{2} \left( |x + qz|^{p-2} |z|^2 + (p - 2) |x| q |z|^{p-2} (x \cdot z + q |z|^2) \right)
\leq \frac{p}{2} |x|^{p-2} |z|^2 \left( 1 + q \frac{|z|}{|x|} |z|^2 + (p - 2) \left( 1 + q \frac{|z|}{|x|} |z|^2 \right)^2 \right)
\leq \frac{1 + \varepsilon}{(1 - \varepsilon)^{p-2}} \frac{p(p-1)}{2} |x|^{p-2} |z|^2.$$

This leads to the following analogue of (3.29):

$$I^1_t \leq C_{10} + \frac{(1 + \varepsilon)^p}{(1 - \varepsilon)^{p-2}} \frac{p(p-1)}{2} |X_t|^{p-2} \int_{|z| > 1} |z|^2 K_t(dz). \tag{3.35}$$

We have

$$\gamma \int_{|z| \leq 1} |z|^2 K_t(dz) + \frac{(1 + \varepsilon)^p}{(1 - \varepsilon)^{p-2}} \int_{|z| > 1} |z|^2 K_t(dz) \leq \max \left( \gamma, \frac{(1 + \varepsilon)^p}{(1 - \varepsilon)^{p-2}} \right) \int_{\mathbb{R}^n} |z|^2 K_t(dz). \tag{3.36}$$

Hence, summarising (3.11), (3.32), (3.33), (3.26), and (3.35), we get that, for every $\gamma > 1, \varepsilon \in (0, 1)$ there exists a constant $C = C(\gamma, \varepsilon)$ such that (3.31) holds true with

$$C_* = C_4(\gamma, \varepsilon) = \frac{p}{2} \left( c_{\text{trace}} + (p - 2) c_M \right) + \frac{p}{2} (p - 1) \max \left( \gamma, \frac{(1 + \varepsilon)^p}{(1 - \varepsilon)^{p-2}} \right) c_N. \tag{3.37}$$
Now we can complete the entire proof. For \( \kappa > -1 \), take (3.31) with any fixed \( \gamma, \varepsilon \). Since the term \(-p\beta |X|^p \) dominates the terms \( C, C_i |X|^p \), this yields for any \( c_V < p\beta \) there exists \( C_V \) large enough such that (2.20) holds. For \( \kappa = -1 \), note that
\[
C_\star(1,0) := \lim_{\gamma \downarrow 1, \varepsilon \downarrow 0} C_\star(\gamma, \varepsilon) = \frac{p}{2} (\text{trace} + (p - 2)c_{\langle M \rangle} + (p - 1)c_{\langle N \rangle}),
\]
and
\[
p < 2 + \frac{2\beta - c_{\text{trace}} - c_{\langle N \rangle}}{c_{\langle M \rangle} + c_{\langle N \rangle}} \iff 2\beta > (p - 2)(c_{\langle M \rangle} + c_{\langle N \rangle}) + c_{\text{trace}} + c_{\langle N \rangle} \iff p\beta > C_\star(1,0). \tag{3.39}
\]
Thus, under condition (2.20), we can fix \( \gamma > 1 \) and \( \varepsilon > 0 \) such that \( p\beta - C_\star(\gamma, \varepsilon) > 0 \). Then for any \( c_V < p\beta - C_\star(\gamma, \varepsilon) \) there exists \( C_V \) large enough such that (2.20) holds.

\section{Proof of Theorem 2.8}

\subsection{Preamble: the proof in the standard Lyapunov case \( \gamma = 1 \).}

The proof in the case \( \gamma = 1 \) is simple and standard but we sketch it here for the benefit of the reader. Let \( V \) be a standard Lyapunov function, then by the Itô formula applied to the function \( H(t,v) = e^{t\sigma}v \) one obtains that for an arbitrary stopping time \( \sigma \) the process
\[
H_t^{\sigma,V} = e^{(tV - t\sigma)}V_t
\]
is a semimartingale with the decomposition
\[
dH_t^{\sigma,V} = a_t^{H,\sigma,V} dt + dM_t^{H,\sigma,V}.
\]
The process \( M_t^{H,\sigma,v} \) is a local supermartingale, and the drift satisfies
\[
a_t^{H,\sigma,v} = a_t^V \quad \text{on} \quad \{ t \leq \sigma \}
\]
and
\[
a_t^{H,\sigma,v} \leq e^{(t-t_\sigma)}(C_V + (c - c_V)V_t) \quad \text{on} \quad \{ t > \sigma \}.
\]

Let \( c < c_V \), then the two latter inequalities yield
\[
a_t^{H,\sigma,v} \leq C_V e^{(t-\sigma)} \quad \text{on} \quad \{ t > \sigma \}. \tag{4.5}
\]

Now, we perform the “time localization+Fatou lemma trick”. Namely, let \( \tau_n \nearrow \infty \) be a localizing sequence of stopping times for \( M_t^{H,\sigma,v} \).

Then for each \( \nu \in N \) on the event \( \{ t > \sigma \} \cap \{ \tau_n \geq \sigma \}
\[
E_\sigma(e^{(t\wedge \tau_n - t\wedge \tau_n)}V_{t\wedge \tau_n} - V_{t\wedge \tau_n}) = E_\sigma H_{t\wedge \tau_n}^{\sigma,V} - H_{t\wedge \tau_n}^{\sigma,V} \leq C_V E_\sigma \int_{t\wedge \tau_n}^{t\wedge \tau_n} e^{(s-\sigma)} ds \leq \frac{C_V}{e}(e^{(t-\sigma)} - 1), \tag{4.6}
\]
where we have used that \( H_{t\wedge \tau_n}^{\sigma,V} \) is \( \mathcal{F}_{t\wedge \tau_n} \)-measurable and \( \mathcal{F}_{t\wedge \tau_n} \subset \mathcal{F}_{t} \). Then for any fixed \( n_0 \geq 1 \) and \( n \geq n_0 \) we have on the event \( \{ t > \sigma \} \cap \{ \tau_{n_0} \geq \sigma \}
\[
E_\sigma(e^{(t\wedge \tau_n - t\wedge \tau_n)}V_{t\wedge \tau_n} \leq V_{t} + \frac{C_V}{c}(e^{(t-\sigma)} - 1). \tag{4.7}
\]

While \( n \to \infty \), the expression under the expectation on the left hand side tends to \( e^{(t-\sigma)}V_t \) a.s. and it is positive. Hence using Fatou’s lemma we get
\[
E_\sigma e^{(t-\sigma)}V_t \leq V_{t} + \frac{C_V}{c}(e^{(t-\sigma)} - 1) \quad \text{on} \quad \{ t > \sigma \} \cap \{ \tau_{n_0} \geq \sigma \}. \tag{4.8}
\]
Let also\( H \in \mathcal{F}_\sigma \) measurable variable \( e^{c(t-\sigma)} \), we get (2.31) for \( \gamma = 1 \).

To estimate exponential moments of the return time \( \delta_k^H \) (see (2.31) for the definition), we note that the we have actually shown in the proof of Theorem 2.3 that under the assumptions A the Lyapunov condition (2.20) holds true with arbitrary \( c_V < p \beta \). Hence for any \( c < p \beta \) we can choose \( c_V \in (c,p \beta) \) and \( R > 1 \) large enough such that on the event \( \{t > \sigma\}\)

\[
|X_t| > R \implies a_t^{H,\sigma,V} \leq 0. \tag{4.9}
\]

Using the same “time localization+Fatou’s lemma trick” as above we obtain

\[
\mathbb{E}_\sigma e^{\delta_k^H} \leq \liminf_{m \to \infty} \mathbb{E}_\sigma e^{c(\delta_k^H \wedge m)} \leq \liminf_{m \to \infty} \mathbb{E}_\sigma H_t^{\sigma,V} \tau_k^H \wedge (m+\sigma) \leq V_\sigma \leq |X_\sigma|^p + C, \tag{4.10}
\]

where the last inequality holds true again because \( V(x) - |x|^p \) is bounded by 2. This proves (2.34). \( \square \)

4.2 The sub-Lyapunov case \( \gamma \in (0,1) \): the supermartingale property of a flow transformed semimartingale

In the case \( \gamma \in (0,1) \), we use principally the same idea to transform the process \( V_t \) into a semimartingale using a properly chosen function \( H(t,v) \). This idea is not genuinely new, see e.g. [Douc et al., 2009, Theorem 4.1(i)] or [Hairer, 2021, Section 4.1.2]. For the benefit of the reader, we explain in details the way this idea is implemented here.

An informative analogy to what will be made below is provided by ODEs. Namely, let \( \varphi = \varphi(v) \) be a smooth real valued function such the solutions of the ODE \( v' = -\varphi(v) \), \( v_0 = x \), determine a flow of homeomorphisms. The inverse flow \( H = H(t,x) \) that satisfies the reversed time ODE \( H' = \varphi(H) \) straightens up the flow \( v(x) \), i.e. \( \partial_t H(t,v(t)) \equiv 0 \). Considering \( v_t \) as a (non-random) semimartingale we can say that the process \( H(t,v_t) \) has zero drift. We are going to extend this observation to a positive semimartingale \( V = (V_t)_{t \geq 0} \) whose drift has a bound \( a_t^V \leq -\varphi(V_t) \) with some positive concave function \( \varphi \) increasing to infinity. We will show that the determinisitc flow \( H \) generated by the function \( \varphi \) transforms the semimartingale \( V \) into a supermartingale.

**Proposition 4.1.** Let \( \varphi \in C((0,\infty),\mathbb{R}_+) \cap C^2((0,\infty),\mathbb{R}_+) \) be a concave function with \( \varphi(0) = 0 \), \( \varphi(\infty) = \infty \). Let \( V = (V_t)_{t \geq 0} \) be a positive semimartingale with decomposition (2.19). Assume that there are \( V_* > 0 \) and \( c_* > 0 \) such that

\[
a_t^V \leq -c_* \varphi(V_t) \quad \text{whenever} \quad V_t > V_* \tag{4.11}
\]

Let also \( H = H(t,v) \) be the solution to the Cauchy problem

\[
H'_t = c_* \varphi(H), \quad H(0,v) = v. \tag{4.12}
\]

Then for any stopping time \( \sigma \), the process \( H_t^{\sigma,V} := H(t \wedge \sigma - v_t) \), \( t \geq 0 \), is a semimartingale with decomposition

\[
dH_t^{\sigma,V} = a_t^{H,\sigma,V} dt + dM_t^{H,\sigma,V} \tag{4.13}
\]

and

\[
a_t^{H,\sigma,V} \leq 0 \quad \text{whenever} \quad V_t > V_* \tag{4.14}
\]

**Proof.** The differential equation (4.12) can be solved explicitly. Denote

\[
\Phi(v) = \int_1^v \frac{dw}{\varphi(w)}, \quad v > 0. \tag{4.15}
\]

Then \( H \) is given by

\[
H(t,v) = \Phi^{-1}(c_* t + \Phi(v)), \quad t \geq 0, \ v > 0. \tag{4.16}
\]

Because \( \varphi \) is concave it is sub-linear. Hence the range of \( \Phi \), or equivalently the domain of \( \Phi^{-1} \), equals \((\vartheta,\infty)\) with

\[
\vartheta = -\int_0^1 \frac{dw}{\varphi(w)}. \tag{4.17}
\]
The function $H$ is well defined for $t \in [0, \infty)$, $v \in (0, \infty)$, and it is easy to check that it is $C^1$ in $t$ and $C^2$ in $v$. Then we can apply the Itô formula to get on the event $\{t \geq \sigma\}$ that

\begin{equation}
H^{\gamma,V}(t-\sigma,V_t) = V_\sigma + \int_{\sigma}^{t} \partial_t H^{\gamma,V}(s-\sigma,V_s) \, ds + \int_{\sigma}^{t} \partial_v H^{\gamma,V}(s-\sigma,V_{s-}) \, dV_s \\
+ \frac{1}{2} \int_{\sigma}^{t} \partial_{vv} H^{\gamma,V}(s-\sigma,V_s) \, d\langle M^{V,c}\rangle_s \\
+ \sum_{\sigma<s\leq t} \left[ H^{\gamma,V}(s-\sigma,V_s) - H(s-\sigma,V_{s-}) - \partial_v H^{\gamma,V}(s-\sigma,V_{s-}) \Delta V_s \right].
\end{equation}

Since $t \mapsto H(t,v) \geq 0$ is increasing and $\varphi'$ is decreasing we have

\begin{equation}
\partial^2_{vv} H(t,v) = \frac{\varphi'(H(t,v))\varphi(H(t,v)) - \varphi(H(t,v))\varphi'(v)}{\varphi^2(v)} \leq 0,
\end{equation}

Hence the last two lines in (4.18) are non-positive. Therefore, taking into account the inequality $\partial_v H(t,v) > 0$, we get the required semimartingale decomposition for $H^{\gamma,V}$ with

\begin{align}
a^t_{H,\gamma,V} & = a^t_V \quad \text{for } t < \sigma, \\
a^t_{H,\gamma,V} & \leq \partial_t H(t-\sigma,V_t) + \partial_v H(t-\sigma,V_t) a^t_V \quad \text{for } t \geq \sigma.
\end{align}

Recall that $\partial_t H = c_* \varphi(H) = c_* \varphi(v) \partial_t H$, and (4.11) holds. Hence, whenever $V_t \geq V_\sigma$,

\begin{align}
a^t_{H,\gamma,V} & \leq -c_* \varphi(V_t) \leq 0 \quad \text{for } t < \sigma, \\
a^t_{H,\gamma,V} & \leq \partial_t H(t-\sigma,V_t) - c_* \partial_v H(t-\sigma,V_t) \varphi(V_t) = 0 \quad \text{for } t \geq \sigma.
\end{align}

\begin{remark}
In what follows we will take $\gamma \in (0,1)$ and

\begin{equation}
\varphi(v) = v^\gamma, \quad v \geq 0.
\end{equation}

Then by the Lyapunov condition $L_{V,\gamma}$, for each $c_* \leq c_V$ there exists $V_\sigma > 0$ such that (4.11) holds. Without loss of generality we will assume that $V_\sigma \geq 1$. The corresponding function $H$ has the form

\begin{equation}
H(t,v) = \left((1-\gamma)c_* t + v^{1-\gamma}\right)^{1/\gamma}, \quad t \geq 0, \quad v \geq 0.
\end{equation}

4.3 The sub-Lyapunov case $\gamma \in (0,1)$: estimates involving passage-times.

In this short section we derive several corollaries from Proposition 4.1 for moments involving passage times. These estimates will be used in the proof of the main moment estimate (2.31) of Theorem 2.8. They also will prove (2.33). By analogy with (2.1), we denote

\begin{equation}
\tau^V_Q = \inf\{t \geq \sigma: V_t \leq Q\}.
\end{equation}

Recall that for the Lyapunov function $V$ from Theorem 2.5 we have $V(x) = |x|^p, |x| \geq 1$, and thus for $Q \geq 1$

\begin{equation}
\tau^{V,Q}_Q = \tau^{Q/\gamma}_Q.
\end{equation}

\begin{corollary}
Let the Lyapunov condition $L_{V,\gamma}$ hold and $c_*, V^*$ be chosen as in Remark 3.2. Then for any $Q \geq V^*$ and stopping time $\sigma$, we have a.s. on the event $\{t > \sigma\}$

\begin{equation}
E_{\sigma} V_t I_{\tau^V_Q > t} \leq V_{\sigma}
\end{equation}

and

\begin{equation}
P_{\sigma}(\tau^V_Q > t) \leq \left((1-\gamma)c_*\right)^{1/\gamma} \cdot (t-\sigma)^{-1/\gamma} \cdot V_{\sigma}.
\end{equation}

\end{corollary}
Proof. It follows from Proposition 4.1 and the “localization+Fatou’s lemma” argument that on the event \( \{ t > \sigma \} \)
\[
E_{\sigma} H(t \wedge \tau_{Q}^{V,\sigma} - \sigma, V_{t \wedge \tau_{Q}^{V,\sigma}}) \leq V_{\sigma}. \tag{4.28}
\]
Since \( H(t,v) \geq 0 \) and \( t \mapsto H(t,v) \) is increasing, on \( \{ t > \sigma \} \) we have
\[
E_{\sigma} V_{t}^{\alpha_{\gamma}} I_{\tau_{Q}^{V,\sigma} > t} = E_{\sigma} \left[ H(0, V_{t}) I_{\tau_{Q}^{V,\sigma} > t} \right] \leq E_{\sigma} \left[ H(t-\sigma, V_{t}) I_{\tau_{Q}^{V,\sigma} > t} \right] \leq V_{\sigma}, \tag{4.29}
\]
which is just (4.26).

Next, since \( V_{t} \geq 0 \) and \( v \mapsto H(t,v) \) is increasing we have on \( \{ t > \sigma \} \) that
\[
H(t-\sigma, V_{t}) I_{\tau_{Q}^{V,\sigma} > t} \geq H(t-\sigma, 0) I_{\tau_{Q}^{V,\sigma} > t} = \left( (1 - \gamma) c_{*}(t-\sigma) \right) I_{\tau_{Q}^{V,\sigma} > t}. \tag{4.30}
\]
Since \( t - \sigma \) is \( \mathcal{F}_{\sigma} \)-measurable, we obtain from this inequality and (4.28)
\[
E_{\sigma} \left[ \left( (1 - \gamma) c_{*}(t-\sigma) \right) I_{\tau_{Q}^{V,\sigma} > t} \right] = \left( (1 - \gamma) c_{*}(t-\sigma) \right) P_{\sigma}(\tau_{Q}^{V,\sigma} > t) \leq V_{\sigma} \tag{4.31}
\]
which immediately implies (4.27).

By a slight change of the proof of the above corollary, we get the moment bound for the passage-time stated in Theorem 2.8.

**Corollary 4.4** (estimate 2.33 in Theorem 2.8). Let the assumptions of statement (ii) of Theorem 2.8 hold, then by Theorem 2.5 the Lyapunov condition \( L_{V,\gamma} \) holds true with \( V \) satisfying (2.21), and
\[
\gamma = \frac{p + \kappa - 1}{p}.
\]
Let \( c_{*} \) and \( V^{*} \) be chosen in Remark 4.2 and let \( R \geq V^{1/p} \). Then for any stopping time \( \sigma \),
\[
E_{\sigma}(\delta_{R}^{\gamma} V_{\tau_{Q}^{V,\sigma} > t}^{\gamma}) \leq \left( \frac{1 - \kappa}{p} c_{*} \right)^{-1 - \frac{\gamma}{p}} |X_{\sigma}|^{p}. \tag{4.32}
\]

Proof. By (4.26), we have similarly to (4.31) that for any \( t > 0 \)
\[
\left( \frac{1 - \kappa}{p} c_{*} \right)^{-1 - \frac{\gamma}{p}} E_{\sigma}(t \wedge \tau_{R}^{\gamma} - \sigma) \leq E_{\sigma} H(t \wedge \tau_{R}^{\gamma} - \sigma, V_{t \wedge \tau_{R}^{\gamma}}) \leq E_{\sigma} H(t \wedge \tau_{R}^{\gamma} - \sigma, V_{t \wedge \tau_{R}^{\gamma}}) \leq V_{\sigma} = |X_{\sigma}|^{p} \tag{4.32}
\]
on the event \( \{ t > \sigma \} \). Taking \( t \to \infty \), we get (4.33) by Fatou’s lemma.

Finally, we apply the Hölder inequality in order to get the following bound from (4.26) and (4.27): for any \( 0 < \gamma' < 1 \), on the event \( \{ t > \sigma \} \)
\[
E_{\sigma} V_{t}^{\gamma'} I_{\tau_{Q}^{V,\sigma} > t} \leq \left( E_{\sigma} V_{t}^{\gamma'} I_{\tau_{Q}^{V,\sigma} > t} \right)^{1 - \gamma'} \cdot \left( E_{\sigma} \left( V_{t}^{\gamma'} I_{\tau_{Q}^{V,\sigma} > t} \right)^{\gamma'} \right)^{\gamma'} \leq \left( (1 - \gamma) c_{*} \right)^{-1 - \frac{\gamma'}{p}} \cdot (t - \sigma)^{-1 - \frac{\gamma'}{p}} \cdot V_{\sigma} \tag{4.33}
\]
\[
= \left( (1 - \gamma) c_{*} \right)^{-1 - \frac{\gamma'}{p}} \cdot (t - \sigma)^{-1 - \frac{\gamma'}{p}} \cdot V_{\sigma}.
\]

**4.4 The sub-Lyapunov case \( \gamma \in (0,1) \): completion of the proof.**

Now we can proceed with the proof of the main moment estimate 2.31 of Theorem 2.8. Let \( c_{*}, V^{*} \) be chosen in Remark 4.2 and \( Q \geq V^{*} \) be fixed.

Let \( \gamma' > \gamma < 1 \). On the set \( \{ t > \sigma \} \), we have
\[
E_{\sigma} V_{t}^{\gamma'} = E_{\sigma} V_{t}^{\gamma'} I_{\tau_{Q}^{V,\sigma} > t} + E_{\sigma} V_{t}^{\gamma'} I_{\tau_{Q}^{V,\sigma} \leq t}. \tag{4.34}
\]
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Then for the first term we have simply by the Jensen inequality and \((4.26)\) that
\[
\mathbf{E}_\sigma V_t^\gamma' \mathbb{I}_{\nu^\sigma > t} \leq \left( \mathbf{E}_\sigma V_t \mathbb{I}_{\nu^\sigma > t} \right)^\gamma' \leq V_t^\gamma'.
\] (4.35)

The estimate for the second term is based on the following lemma, which combines the moment bounds \((4.33)\) (valid before the passage-time \(\tau_{Q,\nu}^\sigma\)) and \((2.25)\) (informative on bounded time intervals, only) using a renewal argument.

**Lemma 4.5.** There exist constants \(C_0, C_1 > 0\) such that for any \(k \geq 2\), any stopping time \(\sigma\), and any \(t \geq 0\)
\[
\mathbf{E}_{\tau_{Q,\nu}^\sigma} V_t^\gamma' \leq C_0 + C_1 \sum_{j=1}^{k-2} j^{-\frac{1-\gamma'}{\gamma-\gamma'}} \text{ on the event } \{ \tau_{Q,\nu}^\sigma \leq t \} \cap \{ t \leq \tau_{Q,\nu}^\sigma + k \} \in \mathcal{F}_{\tau_{Q,\nu}^\sigma}. \tag{4.36}
\]

**Proof.** By \((2.26)\) we have for any stopping time \(\theta\) on the set \(\{ t \geq \theta \}\)
\[
\mathbf{E}_\theta V_t \leq V_0 + C_V (t - \theta). \tag{4.37}
\]
We apply this inequality with \(\theta = \tau_{Q,\nu}^\sigma\). Note that in this case \(V_0 = V_{\tau_{Q,\nu}^\sigma} \leq Q\) because the process \(V\) has càdlàg trajectories. Hence
\[
\mathbf{E}_{\tau_{Q,\nu}^\sigma} V_t \leq C \text{ on } A_2(t) := \{ t \geq \tau_{Q,\nu}^\sigma \} \cap \{ t \leq \tau_{Q,\nu}^\sigma + 2 \}. \tag{4.38}
\]
for some \(C > 0\).

By the Hölder inequality this proves \((4.36)\) for \(k = 2\) with a proper constant \(C_0 > 0\). Taking \(C_0\) large enough, one can also guarantee by essentially the same argument that for any stopping time \(\varsigma \geq \tau_{Q,\nu}^\sigma\) with \(\varsigma \leq \tau_{Q,\nu}^\sigma + 1\),
\[
\mathbf{E}_{\tau_{Q,\nu}^\sigma} V_{\varsigma} \leq C_0. \tag{4.39}
\]

To prove the entire bound \((4.36)\), we use induction by \(k\). The base \(k = 2\) is just verified. For \(k \geq 3\), assume the required bound to be true for \(k - 1\) with \(C_0\) as above and
\[
C_1 = C_0 \cdot \left( (1 - \gamma) \alpha \right)^{-\frac{1-\gamma'}{\gamma-\gamma'}}. \tag{4.40}
\]
Then on the set \(\{ t \geq \tau_{Q,\nu}^\sigma \} \cap \{ t - \tau_{Q,\nu}^\sigma \leq k - 1 \}\), we have
\[
\mathbf{E}_{\tau_{Q,\nu}^\sigma} V_t^\gamma' \leq C_0 + C_1 \sum_{j=1}^{k-3} j^{-\frac{1-\gamma'}{\gamma-\gamma'}}. \tag{4.41}
\]
Next, denote \(\theta = \tau_{Q,\nu}^\sigma + 1\) and write
\[
\mathbf{E}_{\tau_{Q,\nu}^\sigma} V_t^\gamma' = \mathbf{E}_{\tau_{Q,\nu}^\sigma} \left[ \mathbb{I}_{t \geq \tau_{Q,\nu}^\sigma} \mathbf{E}_{\tau_{Q,\nu}^\sigma} V_t^\gamma' + \mathbb{I}_{t < \tau_{Q,\nu}^\sigma} \mathbf{E}_{\tau_{Q,\nu}^\sigma} V_t^\gamma' \right]. \tag{4.42}
\]
Since \(\tau_{Q,\nu}^\theta \geq \theta = \tau_{Q,\nu}^\sigma + 1\), we have for \(k \geq 3\)
\[
A_k(t) := \{ t \geq \tau_{Q,\nu}^\sigma \} \cap \{ t - \tau_{Q,\nu}^\sigma \in (k - 1, k] \} = \{ t - \tau_{Q,\nu}^\sigma \in (k - 1, k] \} \subset \{ t - \tau_{Q,\nu}^\theta \leq k - 1 \}. \tag{4.43}
\]
Then by the assumption of the induction applied to \(\sigma := \theta\)
\[
\mathbf{I}_{A_k(t)} \mathbb{I}_{t \geq \tau_{Q,\nu}^\sigma} \mathbf{E}_{\tau_{Q,\nu}^\sigma} V_t^\gamma' \leq \mathbf{I}_{t \geq \tau_{Q,\nu}^\sigma} \mathbf{I}_{t \leq \tau_{Q,\nu}^\sigma + k - 1} \mathbf{E}_{\tau_{Q,\nu}^\sigma} V_t^\gamma' \leq C_0 + C_1 \sum_{j=1}^{k-3} j^{-\frac{1-\gamma'}{\gamma-\gamma'}}. \tag{4.44}
\]
Since $A_k(t)$ is $\mathcal{F}_{t_{Q}\sigma}$-measurable, this bounds the first term in (4.42) on the event $A_k(t)$:

$$
\mathbb{E}_{t_{Q}\sigma} \left[ I_{t \geq t_{Q}\sigma} \mathbb{E}_{t_{Q}\sigma} V_{t}^{\gamma'} \right] = \mathbb{I}_{A_k(t)} \mathbb{E}_{t_{Q}\sigma} \left[ I_{t \geq t_{Q}\sigma} \mathbb{E}_{t_{Q}\sigma} V_{t}^{\gamma'} \right] 
= \mathbb{E}_{t_{Q}\sigma} \left[ \mathbb{I}_{A_k(t)} I_{t \geq t_{Q}\sigma} \mathbb{E}_{t_{Q}\sigma} V_{t}^{\gamma'} \right] \leq C_0 + C_1 \sum_{j=1}^{k-3} j^{-\frac{1-\gamma'}{1-\gamma}}.
$$

(4.45)

To estimate the second term, we note that the event $A_k(t)$ belongs to $\mathcal{F}_{t_{Q}\sigma} \subset \mathcal{ℱ}_\theta$, thus on this set

$$
\mathbb{E}_{t_{Q}\sigma} \left[ I_{t < t_{Q}\sigma} \mathbb{E}_{t_{Q}\sigma} V_{t}^{\gamma'} \right] = \mathbb{E}_{t_{Q}\sigma} \left[ V_{t}^{\gamma'} I_{t < t_{Q}\sigma} \right] = \mathbb{E}_{t_{Q}\sigma} \left[ V_{t}^{\gamma'} I_{A_k(t)} I_{t < t_{Q}\sigma} \right] = \mathbb{E}_{t_{Q}\sigma} \left[ I_{A_k(t)} \mathbb{E}_{\sigma} V_{t}^{\gamma'} I_{t < t_{Q}\sigma} \right].
$$

(4.46)

In addition, on the event $A_k(t)$ one has $t - \theta = t - \tau_{Q}^{V,\sigma} > k - 2$, and thus by (4.33) with the stopping time $\theta$ instead of $\sigma$,

$$
\mathbb{E}_{t_{Q}\sigma} \left[ I_{A_k(t)} \mathbb{E}_{\sigma} \left[ V_{t}^{\gamma'} I_{t < t_{Q}\sigma} \right] \right] = \mathbb{E}_{t_{Q}\sigma} \left[ I_{A_k(t)} I_{t < t_{Q}\sigma} \mathbb{E}_{\sigma} \left[ |X_{t}|^{\gamma'} I_{t < t_{Q}\sigma} \right] \right] 
\leq \left( (1-\gamma)c_{s} \right)^{-\frac{1-\gamma}{1-\gamma'}} \cdot \mathbb{E}_{t_{Q}\sigma} \left[ I_{A_k(t)} \cdot (t - \theta)^{-\frac{1-\gamma}{1-\gamma'}} \cdot \mathbb{E}_{\sigma} \right].
$$

(4.47)

$$
\leq \left( (1-\gamma)c_{s} \right)^{-\frac{1-\gamma}{1-\gamma'}} \cdot (k - 2)^{-\frac{1-\gamma}{1-\gamma'}} \cdot \mathbb{E}_{t_{Q}\sigma} \mathbb{E}_{\sigma} \mathbb{E}_{\sigma} V_{t}^{\gamma'}.
$$

Using (4.38) with $\zeta = \theta = \tau_{Q}^{V,\sigma} + 1$, we get the bound for the second term in (4.42) on the event $A_k(t)$:

$$
\mathbb{E}_{t_{Q}\sigma} \left[ I_{t < t_{Q}\sigma} \mathbb{E}_{t_{Q}\sigma} V_{t}^{\gamma'} \right] \leq \left( (1-\gamma)c_{s} \right)^{-\frac{1-\gamma}{1-\gamma'}} \cdot (k - 2)^{-\frac{1-\gamma}{1-\gamma'}} \cdot C_0.
$$

(4.48)

Since the constant $C_1$ was chosen as in (4.40), this inequality combined with the bound (4.45) for the first term in (4.42) gives that on the event $A_k(t)$

$$
\mathbb{E}_{t_{Q}\sigma} V_{t}^{\gamma'} \leq C_0 + C_1 \sum_{j=1}^{k-3} j^{-\frac{1-\gamma}{1-\gamma'}} + C_0 \cdot \left( (1-\gamma)c_{s} \right)^{-\frac{1-\gamma}{1-\gamma'}} \cdot (k - 2)^{-\frac{1-\gamma}{1-\gamma'}}.
$$

(4.49)

Note that the event

$$
B_k(t) := \{ t_{Q}^{V,\sigma} \leq t \} \cap \{ t \leq \tau_{Q}^{V,\sigma} + k \}
$$

(4.50)

can be represented as a disjoint union $B_k(t) = B_{k-1}(t) \cup A_k(t)$ of two $\mathcal{F}_{t_{Q}\sigma}$-measurable events $B_{k-1}(t)$ and $A_k(t)$. Since on these two events $\mathbb{E}_{t_{Q}\sigma} V_{t}^{\gamma'}$ admits the estimates (4.41) and (4.49) respectively, the proof of the induction step and thus of Lemma 4.5 is complete.

Now we can finalize the proof of the main moment estimate (2.31) of Theorem 2.8. Since $\gamma' < \gamma$, we have

$$
C_{*} := C_0 + C_1 \sum_{j=1}^{\infty} j^{-\frac{1-\gamma'}{1-\gamma}} < \infty.
$$

(4.51)

By Lemma 4.5 we have on each of the sets $B_k(t), k \geq 2$

$$
\mathbb{E}_{t_{Q}\sigma} V_{t}^{\gamma'} \leq C_0 + C_1 \sum_{j=1}^{k-2} j^{-\frac{1-\gamma'}{1-\gamma'}} \leq C_{*}.
$$

(4.52)

This yields

$$
\mathbb{E}_{t_{Q}\sigma} V_{t}^{\gamma'} \leq C_{*} \quad \text{on the event } \bigcup_{k \geq 2} B_k(t) = \{ t_{Q}^{V,\sigma} \leq t \}
$$

(4.53)
and gives the required bound for the second term in (4.34):

$$E_\sigma[f_t^{\gamma'} \mathbb{I}_{V^\sigma \leq t}] = E_\sigma[\mathbb{I}_{V^\sigma \leq t} \cdot E_\sigma[V_t^{\gamma'}] \leq C_* \text{ on } \{t > \sigma\}. \quad (4.54)$$

Combining this bound with (4.35) we get

$$E_\sigma[V_t^{\gamma'}] \leq V_\sigma^{\gamma'} + C_* \text{ on } \{t > \sigma\}. \quad (4.55)$$

5 Proofs: the case of super-linear drifts

In the case $\kappa > 1$ we have $\gamma = \frac{p + \kappa - 1}{p} > 1$ and Proposition 4.1 cannot be applied directly because the function $\varphi(v) = v^\gamma$ is not concave. Because of that, we use a completely different argument, which we now outline.

In the deterministic setting, if a non-negative function $f$ satisfies

$$f_t' \leq -\beta f_t^\kappa, \quad (5.1)$$

for some $\beta > 0$ then the relaxation time from any positive starting point $f_0$ to the level $R > 0$ is bounded from above by

$$\inf\{t \geq 0: f_t \leq R\} \leq \frac{1}{\beta(\kappa - 1)} R^{1-\kappa}, \quad (5.2)$$

Note that this bound is uniform over all initial values $f_0 \geq 0$. To check this bound, one can simply consider the function $g_t = U(f_t)$ with the new Lyapunov function $U(f) = f^{1-\kappa}$, then

$$g_t' = (1 - \kappa)f_t^{-\kappa}f_t' \geq \beta(\kappa - 1), \quad (5.3)$$

and because $g_0 \geq 0$ we have by integrating the bound (5.3) for $t \geq (\beta(\kappa - 1))^{-1} R^{1-\kappa}$

$$g_t \geq R^{1-\kappa} + g_0 \geq R^{1-\kappa}, \quad (5.4)$$

and hence by standard integral comparison results

$$f_t \leq R. \quad (5.5)$$

The main idea of our proofs of Theorem 2.11 and Theorem 2.12 is to repeat, with proper changes, this simple argument in the stochastic setting. Namely, we will consider the process $U_t = U(|X_t|)$ aiming to show that it is a semimartingale with (a) the derivative of the predictable part dominated from below by a positive constant and (b) the continuous martingale and jump parts that being negligible in comparison to the drift.

For the jump part to be negligible indeed, we have to exclude large jumps; that is, our construction will include a certain localization procedure. Since $\kappa > 1$ we will work with the drift $A^{\leq 1}$ due to Remark 2.3.

We further proceed with details.

5.1 Proof of Theorem 2.11

In what follows, $\kappa > 1$ and stopping time $\sigma$ are fixed and $R > 1$ is a parameter. For a given $p_X \in (0, p + \kappa - 1)$ we fix $\varepsilon > 0$ small enough such that $p_X < p + \kappa - 1 - p\varepsilon$. This $\varepsilon$ is used to define the localization procedure mentioned above. Namely, we put

$$\varsigma_R^\sigma = \inf\{t > \sigma: |\Delta X_t| > R^{1-\varepsilon}\} \quad (5.6)$$

and define the process $X_t^R$ as $X_t$ before the stopping time $\varsigma_R^\sigma$, and a constant function afterwards, equal to the value $X$ prior to a large jump:

$$X_t^R = \begin{cases} X_t, & t < \varsigma_R^\sigma, \\ X_{\varsigma_R^\sigma-}, & t \geq \varsigma_R^\sigma. \end{cases} \quad (5.7)$$
Then $X^R$ is a semimartingale with the representation
\[
dX^R_t = \mathbf{1}_{t \leq \tau^R} \left[ a_t \, dt + dM_t + \int_{|z| \leq R^{1-\varepsilon}} z \left( N(dz, ds) - \mathbf{1}_{|z| \leq 1} \nu(dz, ds) \right) \right]
\] (5.8)
for $p \in (0, 1]$ and
\[
dX^R_t = \mathbf{1}_{t \leq \tau^R} \left[ a_t \, dt + dM_t + \int_{|z| \leq R^{1-\varepsilon}} z \tilde{N}(dz, ds) \right].
\] (5.9)
for $p > 1$, where $\tilde{N}(dz, ds) = N(dz, ds) - \nu(dz, ds)$ is the compensated jump measure.

Denote $\nu^*_R = \tau^R \wedge \tau_R$ and put $U(x) = |x|^{1-\kappa}$. Let us consider the process
\[
Y_t := U(X^R_{t \wedge \nu^*_R}), \quad t \geq 0.
\] (5.10)

Then by the Itô formula
\[
dY_t = \mathbf{1}_{t \leq \nu^*_R} a^Y_t \, dt + dM^Y_t + dM^Y_t^{jump},
\] (5.11)
with the continuous- and jump- local martingale parts given by
\[
dM^Y_t = \mathbf{1}_{t \leq \nu^*_R} \nabla U(X_t) \cdot dM_t,
\]
\[
dM^Y_t^{jump} = \mathbf{1}_{t \leq \nu^*_R} \int_{|z| \leq R^{1-\varepsilon}} \left( U(X_{t-} + z) - U(X_{t-}) \right) \tilde{N}(dz, dt)
\] (5.12)
and the drift part
\[
a_t^Y = a^D_t + a^M_t + a^J_t
\] (5.13)
where
\[
a_t^D = \nabla U(X_t) \cdot a_t,
\]
\[
a_t^M = \frac{1}{2} \text{Trace} \left( \nabla^2 U(X_t) \cdot B_t \right),
\] (5.14)
\[
a_t^J = \int_{|z| \leq R^{1-\varepsilon}} \left[ U(X_t + z) - U(X_t) - \mathbf{1}_{|z| \leq 1} \nabla U(X_t) \cdot z \right] K_t(dz)
\]

Let us verify that for $R$ large enough and $\sigma < t \leq \nu^*_R$ the term $a_t^D$ is the principal one in the above decomposition.

**Term $a^D$.** We have by $A_{a,\kappa}$ as in (3.6), for $R \geq R_0$,
\[
a_t^D = -(\kappa - 1)|X_t|^{1-\kappa} \cdot a_t \geq \beta(\kappa - 1) \equiv c_Y > 0, \quad \sigma < t \leq \nu^*_R.
\] (5.15)

**Term $a^M$.** By $A_M$, as in (5.13), for $R \geq R_0$,
\[
a_t^M \geq -\frac{\kappa - 1}{2} \, c_B \, |X_t|^{-1-\kappa} \geq -CR^{-1-\kappa}, \quad \sigma < t \leq \nu^*_R,
\] (5.16)
which is obviously negligible when compared to (5.15).

**Term $a^J$.** We will show that
\[
a_t^J \geq -CR^{-\kappa - (p-1)}, \quad \sigma < t \leq \nu^*_R.
\] (5.17)

For that, observe first that for $|x| \geq R, |z| \leq 1$, the estimate (5.16) yields
\[
|U(X_t + z) - U(X_t) - \nabla U(X_t) \cdot z| \leq C|x|^{-1-\kappa} |z|^2
\] (5.18)
for some $C > 0$ which yields by $A_{\nu, \leq 1}$
\[
\int_{|z| \leq 1} \left[ U(X_t + z) - U(X_t) - \nabla U(X_t) \cdot z \right] K_t(dz) \geq -CR^{-1-\kappa}, \quad \sigma < t \leq \nu^*_R.
\] (5.19)

To estimate the part of $a_t^{Y, jump}$ which corresponds to the integral over $1 < |z| \leq R^{1-\varepsilon}$, we use inequality
\[
||x + z|^{1-\kappa} - |x|^{1-\kappa}| \leq C|x|^{-\kappa} |z|,
\] (5.20)
and consider separately two cases: $p > 1$ and $p \in (0, 1]$. In the first case, we just use $A_{ν, p}$ to get
\[
\int_{1<|z|\leq R^{1-κ}} \left[ |X_t + z|^{1-κ} - |X_t|^{1-κ} \right] K_t(dz) \geq -C|X_t|^{-κ} \int_{|z| > 1} |z| K_t(dz)
\geq -C|X_t|^{-κ} \int_{|z| > 1} |z|^p K_t(dz) \geq -CR^{-κ}, \quad σ < t ≤ ν_R^σ.
\] (5.21)

In the second case, $p \in (0, 1]$ , we have
\[
\int_{1<|z|\leq R^{1-κ}} \left[ |X_t + z|^{1-κ} - |X_t|^{1-κ} \right] K_t(dz) \geq -C|X_t|^{-κ} \int_{1<|z|\leq R^{1-κ}} |z| K_t(dz)
\geq -C|X_t|^{-κ} \int_{1<|z|\leq R^{1-κ}} R^{1-p}|z|^p K_t(dz) \geq -CR^{-κ+p}, \quad σ < t ≤ ν_R^σ.
\] (5.22)

Combining these two cases, we get (5.17).

By (5.15), (5.16), (5.17) we get that there exists $R_1$ such that, for $R ≥ R_1$,
\[
a_t^Y ≥ \frac{CV}{2}, \quad σ < t ≤ ν_R^σ.
\] (5.23)

This inequality serves in our argument as an analogue of (5.3). Namely, we have $Y_σ ≥ 0$ and therefore
\[
Y_t ≥ (t-σ)\frac{CV}{2} + M_t^{Y,c} - M_t^{Y,c} + M_t^{Y,d} - M_t^{Y,d}, \quad σ < t ≤ ν_R^σ.
\] (5.24)

The continuous- and the jump-martingale parts in the decomposition (5.11) are negligible when compared with the predictable part in the following sense.

**Lemma 5.1.** For any $T > 0$ and $C_1 > 0$, there exist $C_2 > 0$ and $γ > 0$ such that for all $R ≥ 1$
\[
P_σ\left( \max_{σ ≤ t ≤ σ+T} |M_t^{Y,c} - M_σ^{Y,c}| > C_1 R^{1-κ}\right) ≤ C_2 e^{-γR},
\] (5.25)
\[
P_σ\left( \max_{σ ≤ t ≤ σ+T} |M_t^{Y,d} - M_σ^{Y,d}| > C_1 R^{1-κ}\right) ≤ C_2 e^{-γR}.
\] (5.26)

**Proof.** The proofs are given in Appendices A.1 and A.2. □

Now, recall that
\[
Y_t = |X_t|^{1-κ} ≤ R^{1-κ}, \quad σ < t ≤ ν_R^σ.
\] (5.27)

Then by (5.24), for $R ≥ R_1$,
\[
\left\{ ν_R^σ - σ ≥ \frac{4}{CV} R^{1-κ} \right\} ≤ \left\{ \min_{σ ≤ t ≤ σ+4Cγ^{-1}R^{1-κ}} (M_t^{Y,c} - M_σ^{Y,c}) + \min_{σ ≤ t ≤ σ+4Cγ^{-1}R^{1-κ}} (M_t^{Y,d} - M_σ^{Y,d}) ≤ -R^{1-κ}\right\},
\] (5.28)

which by (5.25) and (5.26) yields
\[
P_σ\left( ν_R^σ - σ ≥ \frac{4}{CV} R^{1-κ}\right) ≤ C e^{-cR^γ}
\] (5.29)
for some $c, C > 0$. Changing the variables $R^{1-κ} \sim R^{1-κ}$, we get
\[
P_σ\left( ν_R^σ - σ ≥ R^{1-κ}\right) ≤ C e^{-cR^γ}
\] (5.30)

with properly changed constants $c, C > 0$. Recall that $ν_R^σ = τ_R^σ \land ζ_R^σ$, so that
\[
P_σ(τ_R^σ - σ ≥ R^{1-κ}) = P_σ(τ_R^σ - σ ≥ R^{1-κ}, ν_R^σ = τ_R^σ) + P_σ(τ_R^σ - σ ≥ R^{1-κ}, ν_R^σ = ζ_R^σ)
\leq P_σ(ν_R^σ - σ ≥ R^{1-κ})
\leq P_σ(τ_R^σ - σ ≥ R^{1-κ}, ν_R^σ - σ ≥ R^{1-κ}, ζ_R^σ ≤ τ_R^σ)
\leq 2 P_σ(ν_R^σ - σ ≥ R^{1-κ}) + P_σ(ζ_R^σ - σ < R^{1-κ}).
\] (5.31)
It is easy to show that
$$\Pr_\sigma(\tau_R^\sigma - \sigma < R^{1-\kappa}) \leq c_{\nu,p} R^{1-\kappa-p+\varepsilon}, \quad (5.32)$$
see Appendix A.3 below. Then by (5.30) there exists $C_3 > 0$ and $R_2 > 0$ such that for $R \geq R_2$
$$\Pr_\sigma(\tau_R^\sigma - \sigma \geq R^{1-\kappa}) \leq C_3 R^{1-\kappa-p+\varepsilon}. \quad (5.33)$$

Now, we can finalize the proof of Theorem 2.11

\textbf{a) Moment estimate (2.39).} Fix $t_0 > 0$, take $R > 1$ or $t_0^{1/(1-\kappa)}$ sufficiently large. Fix $t > t_0 - R^{1-\kappa}$ and denote $t_R = t - R^{1-\kappa} > 0$.

Applying the estimate (5.33) with $t_R$ instead of $\sigma$ we get
$$\Pr(t_R \geq t) = \Pr_\sigma(t_R^t - t_R \geq R^{1-\kappa}) \leq C_3 R^{1-\kappa-p+\varepsilon} \quad (5.34)$$
where as usual
$$\tau_R^{t_R} = \inf\{t \geq t_R : |X_i| \leq R\}. \quad (5.35)$$
On the event $\{t \geq \sigma + t_0\} \in \mathcal{F}_n$ we have $t_R > \sigma$ and therefore
$$\Pr_\sigma(\tau_R^{t_R} \geq t) \leq C_3 R^{1-\kappa-p+\varepsilon} \quad \text{on} \quad \{t \geq \sigma + t_0\}. \quad (5.36)$$
Recall that the process $V_i = V(X_i)$ with $V$ defined in (2.21) is a semimartingale whose drift term $a^V$ is bounded from above by $C_V > 0$ due to (2.20) in Proposition 2.6. Hence on the event $\{\tau_R^{t_R} < t\}$,
$$E_{\tau_R^{t_R}} V_i - V_{\tau_R^{t_R}} \leq \int_{\tau_R^{t_R}}^t C_V \, ds \leq C_V (t - t_R) = C_V R^{1-\kappa}. \quad (5.37)$$
Since $V_{\tau_R^{t_R}} \leq R^p$, we have finally on the event $\{t \geq \sigma + t_0\}$
$$\Pr_\sigma(|X_i| > 2R) = \Pr_\sigma(V_i > 2^p R^p)$$
$$\leq \Pr_\sigma(\tau_R^{t_R} < t, V_i - V_{\tau_R^{t_R}} > (2^p - 1)R^p) + \Pr_\sigma(\tau_R^{t_R} \geq t)$$
$$\leq (2^p - 1)^{-1} R^{-p} \cdot E_{\sigma}[\1(\tau_R^{t_R} < t) \cdot (V_i - V_{\tau_R^{t_R}})] + C_3 R^{1-\kappa-p+\varepsilon}$$
$$\leq C_4 R^{-p+1-\kappa} + C_3 R^{1-\kappa-p+\varepsilon} \quad (5.38)$$

for $C_4 > 0$. Since $p_X < p + \kappa - 1 - p\varepsilon$, this yields
$$\Pr_\sigma(|X_i|^{p_X} = p_X \int_0^\infty R^{p_X-1} \Pr(|X_i| > R) \, dR < \infty \quad \text{on the event} \quad \{t \geq \sigma + t_0\} \quad (5.39)$$
and completes the proof of (2.39).

\textbf{b) Moment estimate (2.40).} To prove the passage-time moment bound (2.40) we prove by induction the following extension of (5.33): there is $C > 0$ such that for and $n \geq 1$ and $R \geq R_1$ large enough
$$\Pr_\sigma(\tau_R^\sigma - \sigma \geq nR^{1-\kappa}) \leq (C_3 R^{1-\kappa-p+\varepsilon})^n. \quad (5.40)$$
The induction base is (5.33), which is already proved. To prove the induction step, take $n > 1$ and assume (5.33) to be true for $n - 1$. Define $\sigma_1 = \sigma + (n-1)R^{1-\kappa} > \sigma$, then using first (5.33) with $\sigma_1$ instead of $\sigma$ and then the induction assumption, we get
$$\Pr_\sigma(\tau_R^\sigma - \sigma \geq nR^{1-\kappa}) = \Pr_\sigma(\tau_R^\sigma - \sigma \geq (n-1)R^{1-\kappa}, \tau_R^{\sigma_1} - \sigma_1 \geq R^{1-\kappa})$$
$$= E_{\sigma}[\1(\tau_R^\sigma - \sigma \geq (n-1)R^{1-\kappa}) \cdot \Pr_\sigma(\tau_R^{\sigma_1} - \sigma_1 \geq R^{1-\kappa})]$$
$$\leq C_3 R^{1-\kappa-p+\varepsilon} \cdot \Pr_\sigma(\tau_R^\sigma - \sigma \geq (n-1)R^{1-\kappa})$$
$$\leq C_3 R^{1-\kappa-p+\varepsilon} \cdot (C_3 R^{1-\kappa-p+\varepsilon})^{n-1}, \quad (5.41)$$
which proves (5.40) for $n > 1$.

Now, for arbitrary $q > 0$ we take $n \geq 1$ such that

$$n(p + \kappa - 1 - p\varepsilon) > q,$$

(5.42)

then by (5.40) we have for $R \geq R_1$

$$P_\sigma(\delta_R^\sigma \geq nR^{1-\kappa}) \leq C_3^n R^{-q},$$

(5.43)

which yields (2.40).

\section{5.2 Proof of Theorem 2.12}

We will mainly use the calculations from the proof of Theorem 2.11. The minor modification is that, because we have to obtain the uniform moment estimate for all $t \geq \sigma$, we have to choose the level $R$ dynamically, i.e. as a function of $t$.

Let $t > 0$ be fixed. On the event $\{t > \sigma\}$ set $R_t = 1 / (t - \sigma)^{1-\varepsilon}$. For all $R \geq R_t$ define $t_R \in [\sigma, t)$ by the relation $R = (t - t_R)^{\frac{1}{1-\varepsilon}}$.

Repeating literally the proof of Theorem 2.11 we get that for $R > R_t$ the estimate (5.38) holds true:

$$P_\sigma(|X_t| > 2R) \leq C_4 R^{-p} R^{1-\kappa} + C_3 R^{1-\kappa - p + p\varepsilon},$$

(5.44)

Hence on the event $\{t > \sigma\} \cap \{|X_\sigma| \geq R_t\}$ we get for $\varepsilon > 0$ small enough that

$$E_\sigma|X_t|^p \leq pX \int_0^{\infty} R^{pX-1} P_\sigma(|X_t| > R) dR = pX \left( \int_0^{2R_t} + \int_{2R_t}^{\infty} \right) R^{pX-1} P_\sigma(|X_t| > R) dR$$

\[
\leq pX (2R_t)^{pX} + \int_2^{\infty} \left( C_4 R^{pX-\kappa} + C_3 R^{pX-\kappa + p\varepsilon} \right) dR \leq C_6 |X_\sigma|^{pX} + C_5,
\]

(5.45)

where $C_5$ and $C_6 > 0$ do not depend on $t$ and $\sigma$.

To treat the case $\{|X_\sigma| < R_t\}$ we recall the stopping time $\eta R_t^\sigma$ of the first jump of $|X|$ larger that $R^{1-\varepsilon}$, and taking into account (A.17) we obtain the

$$P_\sigma(\eta R_t^\sigma < t) \leq c_{\nu,p} (t - \sigma) R^{-p + p\varepsilon}.$$  

(5.46)

Moreover we still have the estimate

$$E_\sigma V_t - V_\sigma \leq \int_\sigma^t C_V ds \leq C_V (t - \sigma),$$

(5.47)

Hence for on the event $\{\sigma < t\} \cap \{|X_\sigma| < R_t\}$ and for $R \leq R_t$ we get

$$P_\sigma(|X_t| > 2R) = P_\sigma(V_t > 2^p R^p) = P_\sigma \left( V_t - V_\sigma > 2^p R^p - V_\sigma \right)$$

\[
\leq P_\sigma \left( V_t - V_\sigma > (2^p - 1) R^p \right) \leq (2^p - 1)^{-1} R^{-p} \cdot E_\sigma \left[ V_t - V_\sigma \right] \leq C_7 R^{-p} (t - \sigma).
\]

(5.48)

On the event $\{\sigma < t\} \cap \{|X_\sigma| < R_t\}$ and for $R > R_t$ we introduce the stopping time $\xi_{R_t}^\sigma = \inf\{t \geq \sigma : |X_t| \geq R_t\}$. Then by (5.44) with $\xi_{R_t}^\sigma$ instead of $\sigma$ we get

$$P_\sigma(|X_t| > 2R) = P_\sigma(|X_t| > 2R, \xi_{R_t}^\sigma \leq t) = E_\sigma \left[ I(\xi_{R_t}^\sigma \leq t) P_{\xi_{R_t}^\sigma}(|X_t| > 2R) \right] \leq C_4 R^{-p} R^{1-\kappa} + C_3 R^{1-\kappa - p + p\varepsilon}.$$  

(5.49)
Hence on the event \( \{ \sigma < t \} \cap \{|X_\sigma| < R_t\} \) we finally obtain
\[
E_{\sigma}|X_t|^{pX} = pX \left[ \int_0^{2|X_\sigma|} + \int_{2|X_\sigma|}^{2R_t} + \int_{2R_t}^{\infty} \right] R^{pX-1}P_\sigma(|X_t| > R) \, dR \leq C_0|X_\sigma|^{pX} + C_8(t - \sigma)R_t^{pX-p} + C_5.
\] (5.50)
Taking into account that \( t - \sigma = R_t^{1-\kappa} \) we arrive at the uniform estimate
\[
(t - \sigma)R_t^{pX-p} = R_t^{-\kappa+pX-p} \leq 1,
\] (5.51)
which together with (5.50) yields (2.42).

A Proofs of the auxiliary estimates

A.1 Proof of (5.25) in Lemma 5.1
To simplify the notation, let us consider the scalar case \( n = 1 \). In general, one should apply the same estimates component-wise. We have
\[
\frac{d}{dt}(M^{Y,c})_t \leq \| U_t \|_{L^2} (\nabla U(X_t))^2 B_t \leq c_1 R^{-2\kappa}
\] (A.1)
for some \( c_1 > 0 \). The process \( U_t^+ := e^{R_x(M^{Y,c}_{t+\sigma} - M^{Y,c}_\sigma)} \) is a submartingale, \( U_0^+ = 1 \), and its drift satisfies
\[
a_t^{U_t^+} \leq c_2 U_t^+, \quad t \geq 0.
\] (A.2)
for some \( c_2 > 0 \). By the Gronwall lemma, this yields
\[
E_{\sigma}U_t^+ \leq e^{c_2t}, \quad t \geq 0.
\] (A.3)
Then by the Doob maximal probability inequality for submartingales, for any \( C_1 > 0 \) and \( T > 0 \)
\[
P_{\sigma} \left( \max_{\sigma \leq t \leq \tau} (M^{Y,c}_t - M^{Y,c}_\sigma) > C_1 R^{1-\kappa} \right) = P_{\sigma} \left( \max_{t \leq T} U_t^+ > e^{C_1 R} \right) \leq e^{-C_1 R} E_{\sigma}U_T^+ \leq e^{-C_1 R} e^{C_2 T}.
\] (A.4)
Repeating the same estimate with the supermartingale \( U_t^- := e^{-R_x(M^{Y,c}_{t+\sigma} - M^{Y,c}_\sigma)} \) we get a similar estimate for the minimum, and hence (5.25).

A.2 Proof of (5.26) in Lemma 5.1
We follow the same idea as in the previous section of passing to exponential submartingales (supermartingales) and using the Doob maximal inequality. Again, we consider the scalar case \( n = 1 \) only. Take
\[
Q_t^+ = e^{R_x^{-1+\varepsilon}(M^{Y,d}_{t+\sigma} - M^{Y,d}_\sigma)},
\] (A.5)
then \( Q^+ \) is a submartingale, \( Q_0^+ = 1 \), with the predictable part satisfying for \( \sigma \leq t \leq \nu^\sigma \)
\[
a_t^{Q_t^+} \leq Q_t^+ \left[ \int_{|z| \leq R^{1-\varepsilon}} e^{R_x^{-1+\varepsilon}(|x_t + z|^{1-\kappa} - |x_t|^{1-\kappa})} - 1 - R^{\kappa-1+\varepsilon}(|x_t + z|^{1-\kappa} - |x_t|^{1-\kappa}) \right] K_t(dz). \] (A.6)
We have for \( |x| \geq R, \ |z| \leq R^{1-\varepsilon} \)
\[
R^{\kappa-1+\varepsilon}|x + z|^{1-\kappa} - |x|^{1-\kappa} \leq c_1 R^{\kappa-1+\varepsilon}|z| \leq c_1
\] (A.7)
for some \( c_1 > 0 \) and thus applying the estimate \( e^a - 1 - a \leq c_2 a^2, \ |a| \leq c_1 \) we get
\[
\left( e^{R_x^{-1+\varepsilon}(|x_t + z|^{1-\kappa} - |x_t|^{1-\kappa})} - 1 - R^{\kappa-1+\varepsilon}(|x_t + z|^{1-\kappa} - |x_t|^{1-\kappa}) \right) \leq c_2 R^{2+2\varepsilon}|z|^2.
\] (A.8)
If \( p \geq 2 \), we have simply
\[
\int_{|z| \leq R^{1-\varepsilon}} |z|^2 K_t(dz) \leq c_{(N)},
\] (A.9)
Otherwise,
\[
\int_{|z| \leq R^{1-\varepsilon}} |z|^2 K_t(dz) \leq c_{(N)} + \int_{|z| \leq R^{1-\varepsilon}} |z|^p (R^{1-\varepsilon})^{2-p} K_t(dz) \leq c_{(N)} + (R^{1-\varepsilon})^{2-p} c_{\nu,p} \leq c_3 R^{(1-\varepsilon)(2-p)}
\] (A.10)
for some \( c_3 > 0 \). That is, with the help of (A.6), (A.8) and (A.9) we have for \( p \geq 2 \)
\[
a_t^{Q^+} \leq c_2 \cdot c_{(N)} \cdot Q_t^+ R^{-2(1-\varepsilon)}
\] (A.11)
and with the help of (A.6), (A.8) and (A.10) for \( 0 < p < 2 \)
\[
a_t^{Q^+} \leq c_2 \cdot c_3 \cdot Q_t^+ R^{-2+2\varepsilon} R^{2(1-\varepsilon)} = c_2 \cdot c_3 \cdot Q_t^+ R^{-p(1-\varepsilon)}
\] (A.12)
otherwise. Since \( \varepsilon \in (0,1) \), this yields in any case
\[
a_t^{Q^+} \leq c_4 Q_t^+.
\] (A.13)
Applying the Gronwall lemma, we get \( \mathbb{E}_\sigma Q_t \leq e^{c_4 t} \). The rest of the proof is almost the same as in the previous section, namely
\[
\mathbb{P}_\sigma \left( \max_{\sigma \leq t \leq \sigma + T} (M_t^{Y,d} - M_t^Y) > C_1 R^{1-\kappa} \right) = \mathbb{P}_\sigma \left( \max_{t \leq T} Q_t^+ > e^{C_1 R^\varepsilon} \right) \leq e^{-C_1 R^\varepsilon} \mathbb{E}_\sigma Q_T^+ \leq e^{-C_1 R^\varepsilon} e^{c_4 T}.
\] (A.14)
Using the same argument for the supermartingale
\[
Q_t^\varepsilon = e^{-R^{\varepsilon-1+\varepsilon} (M_t^{Y,d} - M_t^Y)}
\] (A.15)
instead of \( Q_t^\varepsilon \), we get the estimate from below and hence (5.26).

A.3 Proof of (5.32)
Denote \( A = \{ z : |z| > R^{1-\varepsilon} \} \), then by \( A_{\nu,p} \) for \( R > 1 \)
\[
\nu(A \times [s,t]) \leq R^{-p(1-\varepsilon)} \int_s^t \int_{|z| > 1} |z|^p K_r(dz) dr \leq c_{\nu,p} R^{-p(1-\varepsilon)} (t-s) \text{ a.s. for all } s < t,
\] (A.16)
Recall that \( N_A(t) := N(A \times [0,t]) \) is a counting process and \( \nu(A \times [0,t]) \) is its compensator. Hence for any stopping time \( \sigma \) and \( h > 0 \) we have
\[
\mathbb{P}_\sigma (N_A(\sigma + h) - N_A(\sigma) > 0) = \mathbb{P}_\sigma (N_A(\sigma + h) - N_A(\sigma) \geq 1)
\leq \mathbb{E}_\sigma \left[ N_A(\sigma + h) - N_A(\sigma) \right] = \mathbb{E}_\sigma \nu(A \times [\sigma, \sigma + h]) \leq c_{\nu,p} R^{-p(1-\varepsilon)} h.
\] (A.17)
Applying this inequality with \( h = R^{1-\kappa} \) we get
\[
\mathbb{P}_\sigma (c_R^\kappa - \sigma \leq R^{1-\kappa}) = \mathbb{P}_\sigma (N(A \times [\sigma, \sigma + R^{1-\kappa}]) > 0) \leq c_{\nu,p} R^{1-\kappa-p(1-\varepsilon)},
\] (A.18)
which proves (5.32).

B Infinite moments
Let \( \kappa \in [-1, 1) \). We show the divergence of \( q_X \)-moments, \( q_X \geq \alpha + \kappa - 1 \), of the process \( X \) defined in (2.47) in Section 2.6.
Let $t > 0$. Take $R > 1$ and assume $Z$ to have a jump of the value $z > 2R$ at time moment $\tau \leq t$. Then $X_t$ is bounded from below by the solution to ODE

$$dx_t = -r(x_t) \, dt, \quad t \geq \tau, \quad x_\tau = z.$$  \hspace{1cm} (B.1)

The solution to this ODE is given explicitly, at least up to the passage-time of level $x = 1$ by $x_t$, namely

$$x_t = \left( z^{1-\kappa} - (1-\kappa)(t-\tau) \right)^{\frac{1}{1-\kappa}}, \quad 0 \leq t-\tau \leq \frac{z^{1-\kappa} - 1}{1-\kappa}, \quad z \geq 1. \hspace{1cm} (B.2)$$

Thus, for $t-\tau \leq \frac{2^{1-\kappa} - 1}{1-\kappa} R^{1-\kappa}$, we have

$$x_t \geq \left( (2R)^{1-\kappa} - (1-\kappa) \frac{2^{1-\kappa} - 1}{1-\kappa} R^{1-\kappa} \right)^{\frac{1}{1-\kappa}} = R > 1. \hspace{1cm} (B.3)$$

This bound yields the following. Denote $c_\kappa := \frac{2^{1-\kappa} - 1}{1-\kappa}$. Then for $R > 1$

$$P(X_t > R) \geq P\left( \text{there exists } \tau \geq 0 \text{ such that } \Delta Z_\tau > 2R \text{ and } t-\tau \leq c_\kappa R^{1-\kappa} \right)$$

$$= P\left( N(\{0 \vee (t-c_\kappa R^{1-\kappa}), t \times (2R, \infty)\} \geq 1 \right)$$

$$= 1 - \exp \left( - (t - (t - c_\kappa R^{1-\kappa}) \wedge 0) \cdot (2R)^{-\alpha} \right)$$

$$= 1 - \exp \left( - (c_\kappa R^{1-\kappa}) \wedge t \cdot (2R)^{-\alpha} \right) =: f_t(R), \hspace{1cm} (B.4)$$

and therefore

$$\mathbb{E}X_t^{q_x} = q_x \int_0^\infty R^{q_x - 1} P(X_t > R) \, dR \geq q_x \int_1^{\infty} R^{q_x - 1} f_t(R) \, dR. \hspace{1cm} (B.5)$$

We have

$$f_t(R) \searrow f_\infty(R) = 1 - \exp \left( - 2^{-\alpha} c_\kappa R^{1-\kappa - \alpha} \right), \quad t \to \infty, \hspace{1cm} (B.6)$$

and therefore by the monotone convergence theorem

$$\liminf_{t \to \infty} \mathbb{E}X_t^{q_x} \geq q_x \int_1^{\infty} R^{q_x - 1} f_\infty(R) \, dR. \hspace{1cm} (B.7)$$

If $\alpha + \kappa \leq 1$, i.e. the balance condition $[1.4]$ fails, then for $R > 1$

$$f_\infty(R) \geq c_0, \quad c_0 = 1 - e^{-2^{-\alpha} c_\kappa} > 0. \hspace{1cm} (B.8)$$

Hence since $q_x > 0$ we get

$$q_x \int_1^{\infty} R^{q_x - 1} f_\infty(R) \, dR \geq c_0 q_x \int_1^{\infty} R^{q_x - 1} \, dR = +\infty. \hspace{1cm} (B.9)$$

If $\alpha + \kappa > 1$, i.e. the balance condition $[1.4]$ holds, then for $R > 1$

$$f_\infty(R) \geq c_{\alpha, \kappa} R^{1-\kappa - \alpha}, \quad c_{\alpha, \kappa} = 2^{-\alpha} c_\kappa \inf_{x \in [0, 2^{-\alpha} c_\kappa]} \frac{1 - e^{-x}}{x} > 0. \hspace{1cm} (B.10)$$

Hence since $q_x \geq \alpha + \kappa - 1$ we get

$$q_x \int_1^{\infty} R^{q_x - 1} R^{-\alpha} f_\infty(R) \, dR \geq c_{\alpha, \kappa} q_x \int_1^{\infty} R^{q_x - \alpha - \kappa} \, dR = +\infty. \hspace{1cm} (B.11)$$
Proof of Proposition 2.6

Proof. We will use the “time localization+Fatou lemma” trick, similar to the argument used in Section 4.1. Let \( \tau_n \to \infty \) be a localizing sequence for the local martingale part \( M^V \) in the semimartingale decomposition (2.19). We can and will assume that \( CV \geq 0 \). Since \( V \geq 0 \), by Fatou’s lemma and (2.20) we have on the event \( \{ t > \sigma \} \)

\[
E_\sigma V_t \leq \liminf_{n \to \infty} E_\sigma V_{t \wedge \tau_n} \leq \liminf_{n \to \infty} \left( V_{\sigma \wedge \tau_n} + E_\sigma \int_{\sigma \wedge \tau_n}^{t \wedge \tau_n} \left( CV - cvV^\gamma_s \right) ds \right). \tag{C.1}
\]

We have \( V_{t \wedge \tau_n} \to V_{\sigma \wedge \tau_n} \), \( n \to \infty \), and by the monotone convergence theorem

\[
E_\sigma \int_{\sigma \wedge \tau_n}^{t \wedge \tau_n} V^\gamma_s ds \to E_\sigma \int_{\sigma}^{t} V^\gamma_s ds. \tag{C.2}
\]

This gives the bound

\[
E_\sigma V_t \leq V_\sigma + E_\sigma \int_\sigma^t (CV - cvV^\gamma_s) ds \quad \text{on} \quad \{ t > \sigma \}, \tag{C.3}
\]

which lead to all the statements claimed. Namely, simply neglecting the term \(-cvV^\gamma_s\) we get

\[
E_\sigma V_t \leq V_\sigma + CV(t - \sigma) \quad \text{on} \quad \{ t > \sigma \}, \tag{C.4}
\]

which proves (i). Next, we rewrite (C.3) as

\[
cv E_\sigma \int_\sigma^t V^\gamma_s ds \leq V_\sigma + CV E_\sigma(t - \sigma) \quad \text{on} \quad \{ t > \sigma \}, \tag{C.5}
\]

and dividing the both sides of this inequality by \( cv(t - \sigma) \) we get (ii). Finally, by the Jensen inequality, for \( \gamma \geq 1 \) (C.3) yields

\[
E_\sigma V_t \leq V_\sigma + \int_\sigma^t (CV - cv E_\sigma V^\gamma_s) ds \quad \text{on} \quad \{ t > \sigma \}. \tag{C.6}
\]

Changing in this inequality \( \sigma, t \) to \( t, t + \varepsilon \) with \( \varepsilon > 0 \) and taking a conditional expectation w.r.t. to \( \mathcal{F}_\sigma \), we get

\[
E_\sigma V_{t + \varepsilon} - E_\sigma V_t \leq \int_t^{t + \varepsilon} (CV - cv E_\sigma V^\gamma_s) ds \quad \text{on} \quad \{ t > \sigma \}. \tag{C.7}
\]

Dividing by \( \varepsilon \) and passing to the limit \( \varepsilon \to 0 \), we get the following inequality for the right derivative of \( E_\sigma V_t \):

\[
\frac{d_+}{dt} E_\sigma V_t \leq CV - cv E_\sigma V^\gamma_t \quad \text{on} \quad \{ t > \sigma \}. \tag{C.8}
\]

Combined with the initial condition \( E_\sigma V_t|_{t=\sigma} = V_\sigma \), this yields (iii).
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