Majorana bound states in a superconducting Rashba nanowire deposited on an antiferromagnetic surface
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Theoretical studies have shown that Majorana bound states can be induced at the ends of a one dimensional wire, a phenomenon possible due to the interplay between s-wave superconductivity, spin–orbit coupling, and an external magnetic field. These states have been observed in superconductor–semiconductor hybrid nanostructures in the presence of a Zeeman field, and in the limit of a low density of particles. In this paper, we demonstrate and discuss the possibility of the emergence of Majorana bound states in a superconducting Rashba nanowire deposited on an antiferromagnetically ordered surface. We calculate the relevant topological invariant in several complementary ways. Studying the topological phase diagram reveals two branches of the non-trivial topological phase—a main branch, which is typical for Rashba nanowires, and an additional branch emerging due to the antiferromagnetic order. In the case of the additional topological branch, Majorana bound states can also exist close to half-filling, obviating the need for either doping or gating the nanowire to reach the low density regime. Moreover, we show the emergence of the Majorana bound states in the absence of the external magnetic field, which is possible due to the antiferromagnetic order. We also discuss the properties of the bound states in the context of real space localization and the spectral function of the system. This allows one to perceive the band inversion within the spin and sublattice subspaces in the additional branch, contrary to the main branch where the only band inversion reported in previous studies exists in the spin subspace. Finally we demonstrate how these topological phases can be confirmed experimentally in transport measurements.

I. INTRODUCTION

The possibility for topologically protected localized zero energy states to form in a superconducting nanowire was first proposed in a seminal paper by Kitaev [1], and opened a period of intense study of these Majorana bound states (MBS) [2–4]. The states are of particular interest because they are non-Abelian anyons, and thus potentially of interest for topological quantum computing [5]. In the last decade, potential signatures of MBS have been detected in low-dimensional structures, e.g. semiconducting–superconducting hybrid nanostructures [6–13] and chains of magnetic atoms deposited on a superconducting surface [14–19]. In the first case it is the interplay between intrinsic spin–orbit coupling (SOC), proximity induced superconductivity, and an external magnetic field, which leads to the emergence of MBS [3]. In the second case, MBS are expected due to the helical ordering of magnetic moments in the mono-atomic chains [20–25].

MBS emerge in these systems when they are in a topologically non-trivial phase. In a typical situation, the phase transition from topologically trivial to non-trivial is induced by the magnetic field [26–28]. Increasing the applied magnetic field leads to a closing of the trivial superconducting gap and the reopening of a new, non-trivial, gap [29]. This is true for a system with a relatively small density of particles, i.e. when the Fermi level is near the bottom of the band. If the splitting of the bands by the external magnetic field is larger than the superconducting gap, pairing occurs in the one–band channel [8, 29–31]. This “one” type quasiparticle paring arises as an effect of the spin mixing by the SOC, corresponding to p-wave inter-site paring in real space [32–34].

However, state of the art experiments also allow one to create inhomogeneous periodic magnetic fields. For example, carbon nanotubes coupled to an antiferromagnetic substrate [35] lead to a synthetic magnetic field [36]. Similar solutions were proposed theoretically in the form of nanomagnets [37–39], which have also been executed experimentally with an arrangement of alternating magnetization [40–42]. Just like in the case of the magnetic moments with helical order [20–23], this magnetic field can be the source of an effective spin–orbit coupling. Another possibility consists of magnetic nanopillars producing magnetic textures, which can be tuned by passing currents [43]. Similar types of architecture based on magnetic tunnel junctions can be used to perform braiding operations [44]. Last, but not least, coupling a nanowire to a magnetic Co/Pt-multilayer [45] can achieve a similar goal.

New perspectives for a system with antiferromagnetic (AFM) order were brought about by recent progress in experimental techniques allowing for the preparation of
II. MODEL AND TECHNIQUES

A. Real space description

In our calculations, we model the system shown schematically in Fig. 2. We consider a one dimensional Rashba nanowire with superconducting and antiferromagnetic order both induced by proximity effects (cf. Fig. 1), in the presence of an external magnetic field directed along the nanowire. The low energy physics of such a system can be described by the Hamiltonian

\[ \mathcal{H} = \mathcal{H}_0 + \mathcal{H}_{\text{SC}} + \mathcal{H}_{\text{AFM}}. \]

The Rashba nanowire itself is described by

\[
\mathcal{H}_0 = \sum_{ij,ss',\sigma} \left[ -t_{ij} s' - (\mu + \sigma h) \delta_{ij} \delta_{ss'} \right] c_{iA\sigma}^\dagger c_{j's's'}^\dagger + \lambda \sum_{i,\sigma\sigma'} \left[ c_{iA\sigma}^\dagger \sigma_y \sigma_y c_{iB\sigma'} + c_{iB\sigma'}^\dagger \sigma_y \sigma_y c_{i+1A\sigma} \right] + \text{H.c.},
\]

where \( c_{iA\sigma}^\dagger (c_{i\sigma}) \) describes the creation (annihilation) of an electron with spin \( \sigma \in \{\uparrow, \downarrow\} \) in sublattice \( s \in \{A, B\} \) of the \( i \)-th unit cell. We assume equal hopping between the nearest-neighbor sites (when \( t_{ij}^\text{Rashba} = t = 1 \) in appropriate energy units) and zero otherwise. As usual, \( \mu \) is the chemical potential, and \( h \) is the external Zeeman magnetic field. In our calculations we neglect the orbital effect \( \mathcal{H}_y \), assuming the magnetic field is parallel to the nanowire. The term in the second line describes the SOC with strength \( \lambda \), where \( \sigma_y \) is the second Pauli matrix. Superconductivity, which is induced in a nanowire due to the proximity effect, can be described by the BCS-like term:

\[
\mathcal{H}_{\text{SC}} = \Delta \sum_{i\sigma} \left( c_{i\sigma}^\dagger c_{i+1\sigma} + c_{i\sigma} c_{i+1\sigma}^\dagger \right),
\]

where \( \Delta \) is the superconducting order parameter (SOP), proportional to the induced superconducting gap. The AFM order in the nanowire is described by

\[
\mathcal{H}_{\text{AFM}} = -m_0 \sum_{i\sigma} \sigma \left( c_{iA\sigma}^\dagger c_{iA\sigma} - c_{iB\sigma}^\dagger c_{iB\sigma} \right),
\]

where \( m_0 \) denotes the amplitude of the AFM order.
Finite size system. — Properties of the finite size system (with open boundary conditions), can be analyzed in real space. In this case, the Hamiltonian $\mathcal{H}$ can be diagonalized by the transformation $c_{i\sigma} = \sum_{k} \langle u_{i\sigma} \gamma_{n} - \sigma u_{i\sigma}^{\dagger} \gamma_{n} \rangle$ \cite{62}, where $\gamma_{n}$ and $\gamma_{n}^{\dagger}$ are fermionic operators. Such a transformation leads to the real space Bogoliubov–de Gennes (BdG) equations \cite{61}, in the form $n^{x} \Psi_{xs} = H_{xs,j\sigma} \Psi_{xs,j\sigma}$, where $H_{xs,j\sigma}$ is the Hamiltonian in the matrix form, given in Appendix A.

From solving the BdG equations, we can determine the site-dependent average number of particles:

$$n_{i\sigma} = \frac{\langle c_{i\sigma}^{\dagger}c_{i\sigma} \rangle}{\langle c_{i\sigma}^{\dagger}c_{i\sigma} \rangle} = \sum_{n} \left[ |u_{i\sigma n}|^{2} f(\varepsilon_{n}) + |v_{i\sigma n}|^{2} f(-\varepsilon_{n}) \right],$$

where $f(\omega) = 1/[1 + \exp(-\omega/k_{B}T)]$ is the Fermi–Dirac distribution. From this, effective $f$ can be found:

$$\rho_{i\sigma}(\omega) = \frac{1}{\pi} \sum_{\sigma} \text{Im} G_{i\sigma}(\omega + i0^{+})$$

$$= \sum_{n} \left[ |u_{i\sigma n}|^{2} \delta(\omega - \varepsilon_{n}) + |v_{i\sigma n}|^{2} \delta(\omega + \varepsilon_{n}) \right],$$

where $G_{i\sigma} = \langle c_{i\sigma} | (\omega - H)^{-1} | c_{i\sigma}^{\dagger} \rangle$ and $\delta(\omega)$ is the Dirac delta function. The LDOS represents quantities experimentally measured by scanning tunneling microscope (STM) \cite{63–66}, and can give information about the emergence of the zero–energy states \cite{14}. In the numerical calculations, we replace the delta function by the Lorentzian $\delta(\omega) = \xi/|\omega^{2} + \xi^{2}|$, with a small broadening $\xi/t = 0.001$.

B. Reciprocal space description

From the explicit form the Fourier transform of operators:

$$c_{i\sigma}^{\dagger} = \frac{1}{\sqrt{N}} \sum_{k} c_{k\sigma}^{\dagger} \exp(-ik \cdot R_{i}),$$

where $R_{i}$ denotes position of $i$-th site in sublattice $s$ (cf. Fig. 2), the Hamiltonian in momentum space can be found:

$$\mathcal{H}_{0} = \sum_{k\sigma} \varepsilon_{k} c_{k\sigma}^{\dagger} c_{k\sigma} + \text{H.c.}$$

$$- \sum_{k\sigma} (\mu - \sigma h) c_{k\sigma}^{\dagger} c_{k\sigma}$$

$$+ \sum_{k\sigma\sigma'} i\lambda k \left( c_{kA\sigma}^{\dagger} \sigma_{\sigma\sigma'}^{y} c_{kB\sigma'} + \text{H.c.} \right),$$

$$\mathcal{H}_{SC} = \Delta \sum_{k} \left( c_{k\sigma A}^{\dagger} c_{-k\sigma B} + c_{-k\sigma B}^{\dagger} c_{k\sigma A} \right),$$

$$\mathcal{H}_{AFM} = -m_{0} \sum_{k\sigma} \sigma \left( c_{kA\sigma}^{\dagger} c_{kA\sigma} - c_{kB\sigma}^{\dagger} c_{kB\sigma} \right),$$

where $c_{k\sigma}^{\dagger} (c_{k\sigma})$ describes the creation (annihilation) operator of an electron with momentum $k$ and spin $\sigma$ in sublattice $s$. Additionally, $\varepsilon_{k} = -2t \cos(k)$ denotes the dispersion relation of non-interacting electrons in a 1D chain, while $\mathcal{L}_{k} = -2i\lambda \sin(k)$ is SOC in momentum space.

For the following we will use a more convenient representation for the Hamiltonian. We introduce Pauli matrices that act in the particle-hole subspace $\sigma^{0,\pm}$, spin subspace $\rho^{0,\pm}$, and sublattice subspace $\tau^{0,\pm}$. The “0” superscript labels the identity matrix for any given subspace. Then, following the Bogoliubov transform, the Hamiltonian in the Nambu basis,

$$\psi_{k} = \left( \begin{array}{c} \psi_{kA\uparrow}^{\dagger} \psi_{kB\uparrow}^{\dagger} \psi_{kA\downarrow} \psi_{kB\downarrow} \end{array} \right),$$

takes the form $\mathcal{H} = \sum_{k} \psi_{k}^{\dagger} \mathcal{H}(k) \psi_{k}$, where

$$\mathcal{H}(k) = \varepsilon_{k} \tau^{0} \rho^{0} - \mu \tau^{x} \sigma^{0} \rho^{0} + i\lambda \tau^{z} \sigma^{y} \rho^{z} + \mathcal{L}_{k} \tau^{y} \sigma^{0} \rho^{z} + m_{0} \tau^{z} \sigma^{z} \rho^{z}.$$
Figure 3. The impact of the model parameters on the band structure of the chain without superconductivity (\( \Delta = 0 \)). (a) The AFM order leads to the opening of the band gap at \( k = \pm \pi/2 \). Here, the dashed lines show bands in the absence of the AFM order. (b) The spin–orbit coupling leads to a shifting of bands in the momentum domain (dashed line), while the magnetic field lifts the degeneracy at \( k = 0 \). (c) In the presence of the AFM order, the spin–orbit coupling leads to a shifting of the bands in the momentum domain, while preserving the band degeneracy at \( k = 0 \) (indicated by circles). (d) The external magnetic field leads to a shifting of bands in the energy domain due to the Zeeman effect. In the presence of the AFM order \( [\text{panel (d)}] \) lifts the spin-degeneracy \( [\text{observed at (a)}] \) while simultaneously preserving the band gap at \( k = \pm \pi/2 \). As the AFM order introduces a band splitting at lower energies than in the standard scenario, we may expect that we can drive the chain into the non-trivial phase at densities closer to the half-filling case. As we shall see in the following, this is indeed the case.

### III. TOPOLOGICAL PHASE DIAGRAM

In this section, we will discuss the topological phase diagrams obtained from analytical calculations of the invariants and numerical calculations. We will also consider them in the context of the localization of the Majorana zero modes at the ends of the system. Based on the symmetries of the system, we will discuss the origin of the topological phase and the impact of the AFM order.

#### A. System symmetries

The BdG Hamiltonian (11) can possess several symmetries important for its topological properties [74, 75]. Of interest are anti-unitary symmetries and we have:

(i) The particle–hole (PH) symmetry described by the anti-unitary operator \( \mathcal{P} = \tau^1 \sigma^0 \rho^0 \), such that \( \mathcal{P} H_k \mathcal{P}^{-1} = -H_{-k} \) and \( \mathcal{P}^2 = 1 \). \( \mathcal{K} \) is the complex conjugation operator. It is worth mentioning, that all BdG Hamiltonians satisfy PH symmetry by construction [75].

(ii) The “time-reversal” (TR) symmetry described by the anti-unitary operator \( \mathcal{T} = \Lambda K \), where \( \Lambda = \tau^0 \sigma^0 \rho^0 \), and \( \mathcal{T} H_k \mathcal{T}^{-1} = H_{-k} \) with \( \mathcal{T}^2 = 1 \). Note that this is not the physical time-reversal operator for the electrons.

(iii) Finally we have the composite of these, the sublattice (SL) or “chiral” symmetry described by the unitary operator \( \mathcal{S} = \mathcal{P} \mathcal{T} = \tau^1 \sigma^0 \rho^0 \), with \( \mathcal{S}^{-1} H_k \mathcal{S} = -H_k \).

The impact of these symmetries on the Hamiltonian is schematically shown in the Fig. 4. With all of these symmetries present, which is the case for the Hamiltonian (11), we find ourselves in the BDI symmetry class in the Altland–Zirnbauer periodic-table of topological classes [75–77]. From this, the \( Z \) invariant (i.e. the winding number \( w \)) can be studied in order to discuss the topological phase diagram. We can also construct a \( Z_2 \)
invariant (e.g. from the Pfaffian) which measures the parity of \( w \). Both topological indices will be discussed below.

**B. Topological invariants and origin of the topological phase**

First we note that a Chiral Hamiltonian (11) can be rewritten in purely off-diagonal form [78] using the rotation \( \hat{H}(k) = U^\dagger(k) \hat{h}(k) U_k \), where \( U_k = e^{i \frac{1}{2} \pi^z} \mathcal{S}^0 \mathcal{P}^0 \). This results in

\[
\hat{H}(k) = \xi_k \tau^z \mathcal{S}^0 \mathcal{P}^0 - \mu \tau^z \mathcal{S}^0 \mathcal{P}^0 + i \mathcal{L}_{k} \tau^z \mathcal{S}^y \mathcal{P}^z - \Delta \tau^y \mathcal{S}^y \mathcal{P}^z = \tau^0 \mathcal{S}^0 \mathcal{P}^0 - h \tau^z \mathcal{S}^z \mathcal{P}^z - m_0 \tau^z \mathcal{S}^{\ast} \mathcal{P}^z ,
\]

which has the form

\[
\hat{H}(k) = \begin{pmatrix} 0 & \mathcal{A}(k) \\ \mathcal{A}^\dagger(-k) & 0 \end{pmatrix} ,
\]

where

\[
\mathcal{A}(k) = \xi_k \mathcal{S}^0 \mathcal{P}^0 - \mu \mathcal{S}^0 \mathcal{P}^0 + i \mathcal{L}_{k} \mathcal{S}^y \mathcal{P}^z + i \mathcal{H} \mathcal{S}^y \mathcal{P}^z - \Delta \mathcal{S}^y \mathcal{P}^z - h \mathcal{S}^z \mathcal{P}^z - m_0 \mathcal{S}^z \mathcal{P}^z .
\]

The winding number \( w \) can be found starting from the standard chiral invariant [79]

\[
w = \frac{1}{4\pi i} \int_{-\pi}^{\pi} dk \text{Tr} \mathcal{S} \partial_k \hat{H}^{-1} ,
\]

which has the equivalent formulation, found after a small amount of manipulation,

\[
w = \frac{1}{2\pi i} \int_{0}^{\pi} dk \text{Tr} [\partial_k \mathcal{A}(k)] \mathcal{A}^{-1}(k) .
\]

This can be easily calculated numerically to find the chiral invariant. However in the following we will find an analytical formula for the invariant. Rewriting this as

\[
w = \frac{1}{2\pi i} \int_{0}^{\pi} dk \partial_k \ln \det [\mathcal{A}(k)] ,
\]

we see that the invariant is the winding of \( \det \ln [\mathcal{A}(k)] \) across the Brillouin zone.

Now because

\[
\det \mathcal{H}(k) = \det \hat{H}(k) = \det \mathcal{A}(k) \cdot \det \mathcal{A}^\dagger(-k) ,
\]

the sign of the gap is encoded by the function \( Z_k = \det \mathcal{A}(k) = \det \mathcal{A}^\dagger(-k) \), where from Eq. (15) we find

\[
Z_k = (h_+^2 - \mu^2 - \Delta_+^2) (h_-^2 - \mu^2 - \Delta_-^2) + 8t^2 (2t^2 \cos^2(k) - h_- h_+ - \mu^2 + \Delta^2) \cos^2(k) + 8\lambda^2 (2\lambda^2 \sin^2(k) + h_- h_+ - \mu^2 + \Delta^2) \sin^2(k) - 16t^2 \lambda^2 \sin^2(k) \cos^2(k) + 32it\Delta\lambda \cos(k) \sin(k),
\]

with \( h_+ = h \pm m_0 \).

From the definition of \( Z_k \) and Eq. (18) one can see that the winding number of \( z_k = Z_k / |Z_k| \) is equivalently the invariant \( w \) and

\[
w = -i \int_{-\pi/2}^{\pi/2} \frac{dz_k}{Z_k} = \frac{1}{2\pi} \int_{-\pi/2}^{\pi/2} dk \frac{d\theta_k}{dk} .
\]

This clearly takes only integer values (including zero) since \( z_{-\pi/2} = z_{\pi/2} \). The winding number is associated with the number of times that the angle \( \theta_k \) winds about the origin in the complex plane (see Fig. 5). This quantity is invariant under smooth perturbation and cannot changed unless \( |Z_k| \) goes to zero due to gap closing (providing the chiral symmetry is preserved). The winding number \( w \) is the \( Z \) topological index.

As \( \mathcal{A}(k) \) also has time reversal asymmetry \( \mathcal{K} \mathcal{H}_{k} \mathcal{K} = \mathcal{H}_{-k} \), at the TRIM \( \mathcal{A}(0, \pi/2) \) must be real, and hence so must \( z_{0, \pi/2} \). Therefore for the topological index \( w \) to change one of \( z_{0, \pi/2} \) must pass through zero, corresponding to a gap closing. The relative signs of \( z_{0, \pi/2} \) therefore encode some information about the topological index, its parity \((-1)^w \). We can therefore construct a \( Z_2 \) topological index [1]:

\[
Q = (-1)^w = \text{sgn} (z_{k=0}) \cdot \text{sgn} (z_{k=\pi/2})
\]

which is equivalent to the index based on the Pfaffian [1]

\[
Q = \text{sgn Pf} [\mathcal{W}(0)] \cdot \text{sgn Pf} [\mathcal{W}(\pi/2)] ,
\]

where \( \mathcal{W}(k) = \mathcal{H}(k) \mathcal{A} \). Moreover, from the Hamiltonian (14) one finds:

\[
\text{Pf} [\mathcal{W}(0)] = (h_+^2 - \mu^2 - \Delta^2) (h_-^2 - \mu^2 - \Delta^2) + 8t^2 (2t^2 - h_- h_+ - \mu^2 + \Delta^2) ,
\]

and

\[
\text{Pf} [\mathcal{W}(\pi/2)] = (h_+^2 - \mu^2 - \Delta^2) (h_-^2 - \mu^2 - \Delta^2) + 8\lambda^2 (2\lambda^2 + h_- h_+ - \mu^2 + \Delta^2) .
\]

Topological phase diagrams obtained from Eq. (22) are in agreement with those ones obtained from the winding number (Fig. 6), as well as from scattering matrix technique (Fig. 7, cf. Sec. III C).
As we have shown above, there exist a strong connection between $Z$ invariant $w$ and the Pfaffian $Z_2$ invariant [78]. As for this model $w \in \{-1, 0, 1\}$ then $Q = 1$ refers to a topologically trivial phase and $Q = -1$ refers to a topologically non-trivial phase. It is then straightforward to find the exact relation between both invariants for our model:

$$w = \frac{\text{sgn} (\Delta \lambda \mu)}{2} \{ \text{sgn Pf}[W(\pi/2)] - \text{sgn Pf}[W(0)] \},$$

which follows from Eq. (20) and Eq. (18). Topological phase diagrams obtained from the winding number calculations are shown in Fig. 6.

Changes in $Q$ are related to changes in the sign of $\text{Pf}[W(k)]$ at TRIM. In the absence of the AFM order ($h_\pm \to h$), only $\text{Pf}[W(0)]$ changes sign with changes in $h$. This is shown as the typical form of the parabolic-like part on phase diagram [Fig. 6(a)]. However, the existence of the AFM order alone can also force the emergence of an additional branch in the topologically non-trivial phase. This is possible due to the sign change of $\text{Pf}[W(\pi/2)]$ at the second TRIM $\pi/2$. When the magnitude of the AFM order $m_0$ is significantly large, additional topological branches emerge from main branches (along $|\mu| \approx |h|$ line) [cf. Fig. 6(a) and (b)]. If this occurs, for a range of parameters inside the main branches, the topological phase is destroyed as these phases have opposite chirality. Further increasing of $m_0$ joins the AFM branches and leads to a destructive overlap and emergence of a trivial phase around $\mu = h = 0$ [Fig. 6(d)]. When the AFM amplitude is relatively large, the non–trivial phase can exist around $\mu \approx 0$, i.e. in the nearly–half–filling limit $n \approx 1$ [cf. Fig. 6(c) and (d)].

Summarizing this part, the topological phase diagram is composed of two branches of the non-trivial phase — the main branch associated with TRIM at $k = 0$ and the additional branch connected with the second TRIM at $k = \pm \pi/2$. The main branch has properties which can be typically observed in the standard Rashba nanowire scenario, while the nontrivial phase originating in the additional branch can be compared to the nontrivial phase induced by dimerization [80].
Figure 7. Topological phase diagrams, obtained from the topological index $Q$ calculated numerically using the $S$ matrix method (cf. Sec. III C) for different amplitudes of the AFM order $m_0$ (as labeled). Color denotes trivial (yellow) and non-trivial (green) topological phase. Results from $\Delta/t = 0.2$ and $\lambda/t = 0.15$ for lattice with 200 sites without periodic boundary conditions.

C. Scattering matrix method

As an independent check of the preceding analytical calculations the behavior of the topological properties can be investigated by studying the scattering matrix $S$, which relates the incoming and outgoing wave amplitudes (further discussion on this point can be found in Sec. V) [81–85]. In this method, the $\mathbb{Z}_2$ topological quantum number can be found from $Q = \text{sgn det } R$, where $R$ denotes the reflection sub-matrix of $S$. The scattering matrix can be calculated exactly from the real space Hamiltonian in the frame of the transfer–matrix scheme, described in detail in Ref. [85–87]. Using this method, we evaluated the topological phase diagram numerically.

Topological phase diagrams found with this method are shown in Fig. 7. The (non–)trivial topological phase covers the (green) yellow regions. It can be seen that in the absence of the AFM order, the boundary of the non–trivial phase in the $\mu$–$h$ space, is given by the known characteristic parabolas [Fig. 7(a)]. The existence of the AFM order, modifies the boundaries of the non–trivial phase around diagonal lines $|\mu| \approx |h|$ [Fig. 7(b)], such a modification is a result of the presence of the sublattice in the system. These phase diagram were obtained numerically and are in complete agreement with the previous results obtained from analytical calculations (Fig. 6).

D. Majorana bound states without a Zeeman field

Analysis of these phase diagrams show important features of the described system: first with the increase of the amplitude of $m_0$, we can see an emergence of additional branches of non–trivial phase. Moreover, for some range of parameters the non–trivial topological phase can emerge without any external magnetic field but instead, only due to the existence of the AFM order in the system. This is manifested in the additional branch of the topological phase caused by the band inversion at the $k = \pi/2$ TRIM [cf. Fig. 6(d)].

Due to fact that the additional branch is connected with $k = \pi/2$ TRIM, let us analyze the properties of $\text{Pf} [W(\pi/2)]$ for $h = 0$. In this case $h_{\pm} = \pm m_0$, which gives

$$\text{Pf} [W(\pi/2)] \big|_{h=0} = \begin{vmatrix} \Delta^2 - m_0^2 + (\mu + 2\lambda)^2 \\ \Delta^2 - m_0^2 + (\mu - 2\lambda)^2 \end{vmatrix}$$

(27)

One should note that in the limit $\lambda \to 0$, we have

$$\text{Pf} [W(\pi/2)] \to (m_0^2 - \mu^2 - \Delta^2)^2 \geq 0.$$  

(28)

As we can see, SOC is still a mandatory ingredient of the non-trivial topological phase.

The impact of the AFM order amplitude and the SOC on the emergence of the non-trivial topological phase is shown in Fig. 8. Interestingly, the boundaries of the non–trivial topological phase are given exactly by two circles centered on $\pm 2\lambda$ with a radius $|m_0|$ [Fig. 8(b)]. When the circles overlap each other, the overlapping region is in the trivial phase (no coloring).
IV. ELECTRONIC PROPERTIES

In this section, we will discuss the electronic properties of the system. The numerical results presented in this section were obtained for a nanowire with with \( N = 200 \) sites and fixed values of \( \Delta/t = 0.2 \) and \( \lambda/t = 0.15 \).

A. Topological gap and zero–energy states

In the absence of symmetry breaking, a topological phase transition from a trivial to a non–trivial phase is associated with closing of the trivial gap and reopening of a new topological gap. In the case of the system without periodic boundary conditions, i.e. with edges, the existence of MBS is equivalent to the existence of the nearly-zero-energy state after the phase transition to the non–trivial topological phase. However, a small value of the energy gap \( \delta E \) (defined as a difference between energies nearest to the Fermi level in the spectrum of the system) is not a good indicator of the existence of MBS (Fig. 9). Still, a substantial decrease of \( \delta E \) can indicate a clearly visible boundary between two topological phases, and has the advantage of being relatively straightforward to measure experimentally, in contrast to the invariants. For instance, in the absence of the AFM order [Fig. 9(a)],

![Figure 9](image)

The phase boundary of the non-trivial topological phase is visible in the form of characteristic parabolas. An identical shape can be found in the corresponding topological phase diagram [cf. with Fig. 6(a)].

The phase diagrams prove to be more complicated in the presence of the AFM order. For some values of \( \mu \), we can observe additional regions with extremely small values of \( \delta E \), e.g. vertical lines around \( \mu/t = 0 \) at Fig. 9(c) and (d). This behavior is associated with crossing of the Fermi level by the separate energy levels and can be noticed in the spectrum of the system [cf. red arrows at Fig. 10(a) and (b)]. Moreover, as these states exist in the trivial phase, they can not generate MBS at the end of the chain.

Energy spectra of the system are shown in Fig. 10. For half–filling (i.e. \( \mu = 0 \)) some midgap states can cross the Fermi level \( E = 0 \) [shown by A red arrow in FigS. 10(a) and (b)]. However, a non–trivial topological phase is not present and these states are not MBS. In the non–trivial topological phase, MBS are visible in the spectrum of the system in the form of two close to degenerate zero-energy states (the range of \( h \) corresponding to the non–trivial topological phase).
phase is marked by the green color in Fig. 10). Similar to the nanowire without AFM order, eigenvalues show oscillations as a function of magnetic field $h$ \cite{88, 89}.

B. Localization of the Majorana modes

Localization of the Majorana states can be studied via the zero–energy LDOS \cite{5}. Exemplary results for several values of the chemical potential $\mu$ as the magnetic field $h$ is increased are shown in Fig. 11. In each topological phase, independently of the topological branch, the MBS are well localized around each end of the chain. We can also observe the exponential decay of the MBS starting near the end of the chain and decaying to the middle. Moreover, for sufficiently high $h$, alternating oscillations of the Majorana bound states energies around the Fermi level are observed in the form of horizontal lines that represent the distribution of zero–energy states on the entire nanowire. The same behavior have been discussed in the context of the energy gap in the previous section. With increasing magnetic field, we can observe a series of topological phase transition from trivial to non-trivial and vice-versa as one would cross the branches of the topological phase diagram \cite[cf. Fig. 6].

C. Influence of the sublattices

From a diagonalization of the Hamiltonian in real space (cf. Sec. II A) using the BdG formalism, in the non-trivial topological phase we can find two zero-energy fermionic modes $\Psi^{\pm}_s$ at exponentially small energies $\pm \delta \epsilon$. From this, using a simple rotation:

$$\begin{pmatrix} \Psi_L \\ \Psi_R \end{pmatrix} = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ -i & i \end{pmatrix} \begin{pmatrix} \Psi^+ \\ \Psi^- \end{pmatrix},$$

we can find Majorana modes localized exactly at the left $\Psi^L$ or the right $\Psi^R$ side of the chain. Note that $\Psi^{L/R}$ are eigenstates of the particle-hole operator and therefore represent true Majorana modes. Example results are show in Fig. 12, where left and right modes are show by green and orange solid lines, respectively.

We will focus our analysis on the Majorana bound states manifesting in the additional branch of the topological phase diagram. In the absence of the external magnetic field the site-dependent distribution of the particles with opposite spins $n_{i\sigma}$ is given only by the AFM order. The total average number of particles per site $\langle n \rangle = \sum_{i\sigma} n_{i\sigma}/2N$ is always fixed by the chemical potential. The distribution of particles with spin $\uparrow$ and $\downarrow$ has a reflection symmetry with respect to the center of the system. Average number of particles in each site is approximately constant, however the AFM order introduced a distinguishability of the sublattices via magnetization—in other words magnetization in sublattice A is different to B. Here, we should mention that the properties described above in the absence of the magnetic field do not depends on the parity of the number of sites.

The situation looks different in the presence of the magnetic field. In the case of the system with even number of sites \cite[Fig. 12(a)], this leads to a loss of the reflection symmetry. This is a consequence of the modification of the $n_{i\sigma}$ distribution due to interplay between the AFM order and magnetic field. In fact, the effective magnetic field $h_{\pm}$ at first and last site of the chain are not identical. The reflection symmetry can be recovered by elongating the nanowire by one site, what yields an odd total number of sites \cite[Fig. 12(b)]. As a result, first and last site belong to the same sublattice (cf. the inset). Similar modification of the mirror symmetry by odd or even number of sites in the system is also observed in particle distributions. However, the bound states have only a very small influence on the particle distribution in the central region of the nanowire.

D. Spectral function analysis

The origin of the main and additional AFM branches in the topological phase diagram can be studied in the context of the spectral function:

$$A_k(\omega) = -\frac{1}{\pi} \sum_{s\sigma} \text{Im} G_{k,s\sigma} (\omega + i0^+) ,$$

Figure 11. Zero-energy local density of states (LDOS) as a function of the magnetic field $h$. Results are for AFM order with an amplitude $m_0/t = 0.3$.  
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and B sublattice sites, respectively. Results for corresponding to the MBS. Blue and red dots represent the A site in the system we can define with a band inversion during the transition. To study this behavior in our system we can define

\[ A_k(\omega) = \frac{1}{\Delta(\omega)} \sum_{\sigma} \langle c_{k\sigma} | (\omega - H)^{-1} | c_{k\sigma}^\dagger \rangle \]

where \( G_k^{\sigma} = \langle c_{k\sigma} | (\omega - H)^{-1} | c_{k\sigma}^\dagger \rangle \). In practice, the spectral function can be re-expressed in terms of the BdG coefficients:

\[ A_k(\omega) = \sum_{k\sigma} A_{k\sigma} \]

\[ = \sum_{k\sigma} \left[ |v_{k\sigma}^u|^2 \delta(\omega - \varepsilon_{kn}) + |v_{k\sigma}^d|^2 \delta(\omega + \varepsilon_{kn}) \right], \]

where \( v_{k\sigma}^u \) and \( v_{k\sigma}^d \) are components of the \( n \)-th eigenvector of the Hamiltonian (11). Here we have introduced the sublattice- and spin-dependent spectral function \( A_{k\sigma} \). The topological phase transition is associated with a band inversion during the transition. To study this behavior in our system we can define

\[ \delta A_k^u = A_{kA}^u + A_{kB}^u - A_{kB}^d - A_{kA}^d \]

\[ \delta A_k^d = A_{kA}^d - A_{kB}^u + A_{kB}^d - A_{kA}^d \].

\[ \delta A_k^u \] and \( \delta A_k^d \) describe the imbalance in the sublattice and spin subspace at momentum \( k \) respectively.

Let us start with an analysis of the spectral function in the case when the topological phase arises in the main branch of the topological phase diagram (Fig 14). As written previously, these topologically non-trivial phases occur due to the band gap closing at the TRIM \( k = 0 \). Increasing the magnetic field, for fixed chemical potential, leads to a topological phase transition from the trivial to non-trivial phase. During this transition the band inversion is observed in both (sublattice and spin) subspaces. Before the topological phase transition, i.e. \( h < h_c \), and in both subspaces, we observe the order of the bands “polarization”: to be \((+, -, +, -)\), ordering from negative to positive energy [Fig 14(e) and (f)]. For the chosen parameters, topological phase transition occurs at the critical magnetic field \( h_c/t \approx 0.2 \). When \( h = h_c \), the gap is closed and two bands touch each other at \( k = 0 \) [Fig 14(c) and (d)]. Further increase of \( h \) leads to a changing of the “polarization” order to \((+, -, +, -)\) at \( k = 0 \) [Fig 14(a) and (b)]. At \( k = \pi/2 \) the ordering remains \((+, -, +, -)\) and hence there is band inversion. This inversion occurs in both sublattice and spin subspaces at the same time. From this, we can conclude that the main branch of the topological phase emerges as an effect of the external magnetic field, independently of the AFM order.

Now, we turn to analyze the inversion of the bands in the case of the additional, AFM-related, branch of the topological phase diagram (Fig 15). In this case the existence of the topological phase is associated with the system properties at the TRIM \( k = \pm \pi/2 \). As previously, increasing the magnetic field leads to the topological phase transition. However, during this transition, in the spin sector we do not observe band inversion, i.e. the
spin polarization for each band is the same and positive (Fig 15 right panels) – the spin imbalance in the system is unchanged due to the presence of a relatively strong magnetic field. The situation looks different in the sublattice sector. In the trivial phase [Fig 15(e)], we observe band ordering as in the previous case, i.e. $(+,−,+,$ $−)$. At $h = h_c$, we observe a closing of the gap at the TRIM $k = π/2$ [Fig 15(f)]. A further increase of $h$ leads to a band inversion in sublattice frame and the polarization order $−(+,+,−,−)$ at $k = π/2$. From this we can conclude, that the key role of AFM order is key in the emergence of the additional branch in the topological phase diagram. Moreover, the introduction of the sublattice imbalance by the AFM order is the main source of the non-trivial band topology.

Band inversion is a very typical signature of a topological phase transition in these systems [90–92], and was also reported as a signature of the topological phase transition in the case of the Rashba chain [29, 93]. The spectral function can be measured in angle-resolved photoemission spectroscopy (ARPES) experiments [62]. The properties described above open a new way for the experimental examination of the construction of the additional topological branches in the AFM chain, and their comparison with the standard branch.

V. TRANSPORT PROPERTIES

Here, we show the results of numerical calculations of the differential conductance of the studied system using the scattering formalism [81–85]. Our system, can
be treated as a superconducting chain connected to normal leads (cf. Fig. 16), i.e. and N/S/N junction. Then the scattering matrix relating all incident and outgoing modes in this system is:

$$S = \begin{pmatrix} S_{11} & S_{12} \\ S_{21} & S_{22} \end{pmatrix}, \quad S_{ij} = \begin{pmatrix} S_{ij}^{ee} & S_{ij}^{eh} \\ S_{ij}^{he} & S_{ij}^{hh} \end{pmatrix}. \quad (34)$$

The $S_{ij}^{ab}$ is the block of scattering amplitudes of incident particles of type $b$ in lead $j$ to particles of type $a$ in lead $i$ [84]. The zero-temperature differential conductance matrix is

$$G_{ij}(E) = \frac{\partial I_i}{\partial V_j} = G_0 \left( T_{ij}^{ee} - T_{ij}^{he} - \delta_{ij} N_i^c \right), \quad (35)$$

where $I_i$ is the current entering terminal $i$ from the scattering region, while $V_j$ is the voltage applied to terminal $j$. Here $G_0 = e^2/h$ is the conductance quantum without the spin degeneracy taken into account. $N_i^c$ is the number of electron modes at energy $E$ in terminal $i$. The energy transmission is given as

$$T_{ij}^{ab} = \text{Tr} \left( \left[ S_{ij}^{ab} \right]^\dagger S_{ij}^{ab} \right). \quad (36)$$

We performed the calculation in the case of the N/S/N system shown in Fig. 16, using the KWANT [94] code to numerically obtain the scattering matrix.

An experimental study of the MBS emergence in the system can be performed by local differential conductance $G_{ii}$ measurements (for $i = 1, 2$). In the tunneling regime, the local conductance $G_{ii}$ in a normal lead probes the density of states in the proximitized region. From this, one can obtain information about the in-gap states close to the $i$-th normal lead. In a typical situation, the local conductance $G_{ii}$ is quantized by $G_0$ [95] (if spin degeneracy is not present). However, for “true” zero energy bound states, the local conductance $G_{ii}$ should be equal to $2G_0$ (per each MBS) [96–98]. A measurement of $G_{ii}$ in such a case can yield important information about the existence of the MBS and can be used in the experimental “testing” of the topological phase diagram [99].

Contrary to this, non-local conductance $G_{12}$ can give information about the non-trivial topological gap [84, 100] and be helpful in distinguishing between non-trivial in-gap states and the “bulk” states. The induced gap matches the energies at which the non-local conductance becomes finite [84].

First, we evaluate the local $G_{11}$ and non-local $G_{12}$ conductance for several fixed values of chemical potential $\mu$ and magnetic field $h$ (Fig. 17). We assume $m_0/t = 0.3$, which corresponds to a rich topological phase diagram, cf. Fig. 17(a). In the simplest case, in the absence of the magnetic field, for chemical potential near the bottom of band ($\mu/t = -2$), i.e. Fig. 17(b), $G_{11}$ takes maximal values around $G_0$, while $G_{12}$ correctly shows the value of the gap (marked by the shaded orange background).

The transition to the topological phase by increasing the magnetic field leads to the emergence of MBS associated with the zero-bias peak of $G_{11} = 2G_0$, cf. Fig. 17(b). At the same time, non-zero value of $G_{12}$ show induced topological gap. In the intermediate trivial region, Fig. 17(c) for $\mu/t = 1.5$ and $h/t = 1.25$, the results looks similar to the first case. Results obtained within the additional branch of the topological phase diagram, i.e. Fig. 17(e), look similar to the main branch – $G_{12}$ indicate the values of the small topological gap with clearly visible zero-bias MBS peak $G_{11} = 2G_0$. Finally, going to the central trivial region of the phase diagram, for $\mu/t = 0$ and $h/t = 0$, i.e. Fig. 17(f), again a typical signature of the trivial phase can be seen. Additionally, due to the closeness to the boundary of the topological phase, we observe a signature of the extremely small gap in $G_{12}$.

Analogously to the experimental venue [99], we can try to reproduce the shape of the topological phase di-

Figure 17. Local ($G_{11}$) and non-local ($G_{12}$) differential conductance for different sets of the system parameters $\mu$ and $h$ (marked by color points). Results for a finite size chain with 200 sites and fixed $m_0/t = 0.3, \Delta/t = 0.2$ and $\lambda/t = 0.15$.
agram by studying the zero-bias local conductance $G_{11}$ (Fig. 18). The conductance quanta $2G_0$ (the blue color) reproduce the main features of the topological phase diagram. As the calculations have been performed for a finite size system, we observe a vanishing of the MBS in some parts of diagram, similar to the situation previously described in Sec. III. Parallel contours are characteristic for a system with finite size \cite{101} and associated with splitting of the in-gap energies \cite{102}. The amplitude of such oscillations can be reduced by the increase of the nanowire length \cite{30}, i.e. by the number of sites in the nanowire.

VI. SUMMARY

In this paper, we studied the possibility of the emergence of Majorana bound states in a nanowire with antiferromagnetic and superconducting order induced by proximity effects. We found that the topological phase diagram is composed of two branches of the non-trivial topological phase. The main branch has the typical properties characteristic for a superconducting Rashba nanowire, while the second additional branch is associated with the existence of the antiferromagnetic order. Moreover, for some range of the parameters, the additional branch of the non-trivial topological phase can “survive” even in the absence of the external magnetic field. In such a case, antiferromagnetic order is the source of the non-trivial phase near the half-filling limit.

These results show an emergence of a new, antiferromagnetic topological phase that can be contrasted with the typical situation, when the Majorana bound states can emerge only if the density of the particles is sufficiently low (i.e. when the Fermi level is located near the bottom of the band) and the system is under the effect of an external magnetic field. However, the phase transition to the non-trivial topological phase can still induced by the external magnetic field or by changing of the chemical potential, i.e. by doping. We show that the standard non-trivial phase of such a nanowire has a different band inversion signature to that of the novel phase, which could be measured in ARPES experiments. We also explored experimental signatures of the MBS and topological gap in the local and non-local differential conductance.

ACKNOWLEDGMENTS

We kindly thank Pascal Simon for fruitful discussions. This work was supported by the National Science Centre (NCN, Poland) under the grants UMO-2018/31/N/ST3/01746 (A.K.), UMO-2018/29/B/ST3/01892 (N.S.), and UMO-2017/24/C/ST3/00276 (A.P.).

Appendix A: Real space Bogoliubov–de Gennes Hamiltonian

The real space Bogoliubov–de Gennes (BdG) equations, can be written in the form $E_s\Psi_{isn} = H_{is,j's'}\Psi_{js'n}$, where $H_{is,j's'}$ is the Hamiltonian in the matrix form:

$$H_{is,j's'} = \begin{pmatrix} H_{is,j's'} & S_{is,j's'}^\dagger & \Delta_{is,j's'} & 0 \\ S_{is,j's'}^\dagger & H_{is,j's'} & \Delta_{is,j's'} & 0 \\ \Delta_{is,j's'}^* & -H_{is,j's'} & \Delta_{is,j's'}^* & 0 \\ 0 & -S_{is,j's'} & \Delta_{is,j's'} & \Delta_{is,j's'}^* \end{pmatrix}$$

(A1)

with the eigenvectors

$$\Psi_{isn} = (u_{isn\dagger}, v_{isn\dagger}, v_{isn\dagger}, u_{isn\dagger})^T.$$  

(A2)

For the considered model (cf. Sec. II A), the matrix block elements, are given by $H_{is,j's',\sigma} = -t\delta_{ij}\delta_{js's'} - t\delta_{i-1,j}\delta_{is's'} - |\mu + \sigma(h + m0(\delta\varepsilon_A - \delta\varepsilon_B))\delta_{ij}\delta_{ss'}|$, the superconductivity is denoted by $\Delta_{is,j's'} = \Delta\delta_{ij}\delta_{ss'}$ and $S_{is,j's'} = -i\lambda(\sigma\varepsilon_{ij})(\delta_{ij}\delta_{ss'} - \delta_{i-1,j}\delta_{ss'})$ gives the spin-orbit term.
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