Modeling the Relative Humidity in New Halfa Agricultural Scheme (Sudan)
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Abstract: In this paper, linear stochastic approach with the Seasonal Autoregressive Integrated Moving Average (SARIMA) based methods are used to model relative humidity for New Halfa Agricultural Production Scheme. Relative humidity has main influences on the crop production, crop protection and storage and this factor should be modeled for future design purposes. The realization analyzed spans from 2000 to 2014. An inspection of the original series confirms a yearly seasonal pattern. The results of Phillips-Perron (PP) test shows that this series is not stationary. This non-stationarity was removed using first order seasonal differencing (i.e. twelve-monthly) prior to the selection of the model. The SARIMA (1,0,0)x(0,1,1)12 model was choose as the most suitable for modeling monthly relative humidity for New Halfa Agricultural Production Scheme.
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1. INTRODUCTION

The construction of the Aswan High Dam, in the early 1960’s, was a huge disaster to the Sudanese Nubians living in the border town of Wadi Halfa and the neighboring villages. The dam buried the oldest civilization land in Africa which back to more than 3000 B.C under its water. Consequently, more than 50,000 Sudanese Nubians (Halfawien) had to be relocated to new villages in northeastern Sudan near to the Atbara River called New Halfa, about 850 kilometers southeast of their original homes [1,2]. It is one of the largest centrally planned and executed human relocations in the world history [3]. Several observers of the exodus operations alarm that a large amount of Nubian’s mineral wealth might have been obscured in the lake waters. But the humanitarian factor in the evacuation of Nubians to their new residences is definitely the worst one.

The New Halfa Agricultural Production Scheme is constructed to residence the displaced Nubians. The scheme has been produced different crops like cotton, wheat, sugar and sorghum. It draws its water from the Khashm al Girba dam on the Atbara River.

Crops production is mainly affected by many climatic variables, such as, precipitation, temperature, relative humidity and solar radiation. Relative humidity directly influences the water relations of plant and indirectly affects leaf growth, photosynthesis, pollination, occurrence of diseases and finally economic yield [4]. Modeling and forecasting relative humidity is predominant factor for the agricultural operations and for future design purposes.

SARIMA modes have been extensively used to model different types of seasonal time series. For example, Nasiru and Solomon [5] applied a SARIMA model to forecast short term inflation in Ghana. Ette et al. [6] used an Additive SARIMA model for daily exchange rates of the Malaysian Ringgit and Nigerian Naira. Bazrafshan et al. [7] found that the application of SARIMA modeling was appropriate for the forecasting of hydrological drought in the Karkheh Basin, Iran. Arumugam and Anithakumari, [8] fitted SARIMA (2,1,2)x(1,1,1)12 model to forecast natural rubber production in India. Li et al [9] proposed SARIMA (0,1,1)(0,1,1)12 model for forecasting outpatient amount in China. Kibunja et al. [10] applied a SARIMA (1,0,1)x(1,0,0)12 model to monthly rainfall in Mt. Kenya region, Kenya.

Mohamed and Etuk [11] used a SARIMA (2,0,0)x(0,1,1)12 to predict monthly flow of Rahad River, Sudan. These are just to mention a few.
This work applied the seasonal autoregressive integrated moving average (SARIMA) approach to simulate the monthly relative humidity for the New Halfa Agricultural Production Scheme.

2. MATERIALS AND METHODS

2.1. Study Area and Data

The New Halfa Agricultural Production Scheme is bounded between latitudes 14.75°N and 16.00° N and longitude 35.00° E and 36.00° E with altitude 450 masl. It covers an area of about half a million feddans of which about eighty percent was under irrigation from Khashm al Girba dam on the Atbara River. It is characterized by annual rainfall of [78 – 543] mm during the period from 1940-2004 [12].

Climate Forecast System Reanalysis (CFSR) of the National Centers for Environmental Prediction (NCEP) readily gives climate data for any position on the earth between 1979 and 2014. Numerous studies used the CFSR data set as a source for their works [13,14,15,16,17]. The CFSR data (globalweather.tamu.edu) were obtained for the entire region (bounding box: latitude 14.0–17.0° N and longitude 34.0–37.0° E) before choosing the closest station for the scheme. It includes temperature, daily rainfall, wind speed and relative humidity.

2.2. Modeling by SARIMA Methods

A time series is said to be stationary if it has constant mean and variance. A stationary time series can be modeled in several ways: an autoregressive (AR) process, a moving average (MA) process, or an autoregressive and moving average (ARMA) process. Although, an ARMA model deal with stationary data, ARMA models can be applied to non-stationary series by permitting differencing of data series. These models are called autoregressive integrated moving average (ARIMA) models. A time series may have non-seasonal and seasonal characteristics.

The general structure of non-seasonal ARIMA model is AR to order $p$ and MA to order $q$ and operates on $d$th difference of the time series $X_t$; therefore a model of the ARIMA family is classified by three parameters ($p$, $d$, $q$) that can have zero or positive integral values. The general non-seasonal ARIMA model may be written as

$$\phi(B)\nabla^d X_t = \theta(B)\epsilon_t \quad (1)$$

Where:

$\phi(B)$ and $\theta(B)$ = polynomials of order $p$ and $q$, respectively.

$$\phi(B) = (1 - \phi_1 B - \phi_2 B^2 - \cdots - \phi_p B^p) \quad (2)$$

and

$$\theta(B) = (1 - \theta_1 B - \theta_2 B^2 - \cdots - \theta_q B^q) \quad (3)$$

Commonly time series have a seasonal part that repeats every $s$ observations. For monthly observations $s = 12$ (12 in 1 year), for quarterly observations $s = 4$ (4 in 1 year). Box et al. [18] has generalized the ARIMA model to deal with seasonality, and define a general multiplicative seasonal ARIMA model, which are generally known as SARIMA models. In short form the SARIMA model expressed as ARIMA $(p, d, q) \times (P, D, Q) s$, which is written as

$$\phi_p(B)\phi_p(B^s)\nabla^d \nabla_s^D (X_t) = \theta_q(B)\theta_q(B^s)\epsilon_t \quad (4)$$

Where $p$ is the order of non-seasonal autoregression, $d$ the number of regular differencing, $q$ the order of non-seasonal MA, $P$ the order of seasonal autoregression, $D$ the number of seasonal differencing, $Q$ the order of seasonal MA, $s$ is the length of season, $\Phi_p$ and $\Theta_q$ are the seasonal polynomials of order $P$ and $Q$, respectively.

SARIMA models development consists of the next three steps: model identification, parameters estimation and diagnostic checking. The model that gives the minimum Akaike Information Criterion (AIC) [19] is chosen as best fit model. The statistical and econometric software Eviews-9 was applied for the analytical work.

3. RESULTS AND DISCUSSION

The time plot of the monthly relative humidity in Figure 1 shows that there is a seasonal pattern in the series and the series is non-stationary. The Phillips-Perron (PP) test proved the non-stationarity of the series, as shown in Table 1. The data is seasonal of period 12 months and must therefore be differenced by one seasonal degree of differencing to attain stationary. The PP test was done again
on the seasonally differenced data. The results of the test adjudge that the differenced series is stationary, Table 2.

Figure 2 shows the ACF and PACF plots of the data after we take seasonal difference. It appears that the majority of the seasonality is disappeared and the data became stable. The autocorrelation structure in Figure 2 suggests many models. The suggested models, the Akaike Information Criterion (AIC) are shown in Table 3. Clearly, model SARIMA$(1,0,0)_{12}(0,1,1)$ has the smallest values of AIC in that case one would temporarly have this model.

Table 1. Unit root test of the monthly flow data

| Test          | Static | P-value |
|---------------|--------|---------|
| Phillips-Perron | -1.4866 | 0.1280  |

Table 2. Unit root test of the differenced data

| Test          | Static | P-value |
|---------------|--------|---------|
| Phillips-Perron | -9.1880 | 0.0000  |

Figure 1. Monthly relative humidity for New Halfa Scheme [2000-2013]

Figure 2. ACF and PACF plots after one seasonal difference
Following the selection of the best model using the AIC criteria, estimation of the parameters was done. The value of the parameters, associated standard errors, t-statistic and p-values are accessible in Table 4. The results verified that the parameters are significant since their p-values are lesser than 0.05. All the absolute values of the inverted AR and MA roots are smaller than one; hence the model is stationary and invertible.

Once the best model is selected, the Box-Jenkins methodology requires examining the residuals of the model. The residuals must behave like Gaussian white noise, which is appearing random, homoscedastic and normal [18]. Many confirmation tests were used on the residual series. The selected tests are the Box-Ljung test, the Durbin-Watson Statistic test, the Jarque-Bera test and ARCH LM test. These tests are discussed in the next paragraphs.

The residuals autocorrelation function (RACF) and partial autocorrelation function (RPACF) are valuable tools to judge the presence of correlation between the residuals. The ACF and PACF of residuals of the model are shown in Figure 3. All values of the RACF and RPACF lie within the confidence limits. The figure supports the absence of significant correlation between the residuals.

| Variable                  | Station                   | Model                                      | AIC  |
|---------------------------|---------------------------|--------------------------------------------|------|
| Monthly Relative Humidity | New Halfa Scheme          | SARIMA(1,0,1)X(0,1,1)12                   | -3.285|
|                           |                           | SARIMA(1,0,0)X(0,1,1)12                   | -3.303|
|                           |                           | SARIMA(1,0,1)X(1,1,1)12                   | -3.272|
|                           |                           | SARIMA(1,0,1)X(1,1,0)12                   | -3.199|
|                           |                           | SARIMA(0,0,1)X(1,1,1)12                   | -3.273|
|                           |                           | SARIMA(0,0,1)X(1,1,0)12                   | -3.206|

Table 3. Comparison of the proposed Models

Table 4. Estimation of the SARIMA (1,0,0)x(0,1,1)12 model

Figure 3. ACF and PACF plots for SARIMA (1,0,0)x(0,1,1)12 Residual
The Ljung-Box test is applied for checking independence of residual. From Figure 3, the goodness of fit values for the autocorrelations of residuals from the model up to lag 36 was greater than 0.05. The result proves the acceptance of the null hypothesis of model adequacy at the 5% significance level and the set of autocorrelations of residuals was considered white noise.

The Durbin-Watson (DW) statistic measures the serial correlation in the residuals. If the residuals are not correlated, the Durbin-Watson statistic will be 2 [20]. The Durbin-Watson test statistic value in Table 4 is found to be 2.0105, which does not deviate from 2 by more than 0.0105. Hence, there is no serial correlation between the residuals.

The result for the Jarque-Bera tests show that the residuals are normally distributed as the skewness is close to zero and kurtosis close to 3. (See Figure 4: JB = 2.242, p value = 0.3258). Homoscedasticity is the expression applied to identify that the variance of the residual in each observation is constant. In this work, we apply ARCH LM test. The test statistics value of ARCH LM test for the homoscedasticity of the residuals is presented in Table 5. The p-value for the test is greater than 0.05, which indicating that the residual variance is constant.

![Figure 4. Histogram of the Residuals](image)

### Table 5. ARCH test

| F-statistic | 0.376934 | Prob. F(2,151) | 0.6866 |
|-------------|---------|----------------|--------|
| Obs*R-squared | 0.765025 | Prob. Chi-Square(2) | 0.6821 |

### 4. CONCLUSION

In this paper, linear stochastic approach with the Seasonal Autoregressive Integrated Moving Average (SARIMA) based methods are used to model relative humidity for New Halfa Agricultural Production Scheme, Sudan.

The time plot of the monthly relative humidity shows that there is a seasonal pattern in the series and the series is non-stationary. This non-stationarity was removed using first order seasonal differencing (i.e. twelve-monthly) prior to the selection of the model. The SARIMA (1,0,0)×(0,1,1)12 model was choose as the most suitable for modeling monthly relative humidity for New Halfa Agricultural Production Scheme.
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