ABSTRACT
Aiming at the difficulty of rolling bearing fault diagnosis of wind turbine under noise environment, a new bearing fault identification method based on the Improved Anti-noise Residual Shrinkage Network (IADRSN) is proposed. Firstly, the vibration signals of wind turbine rolling bearings were preprocessed to obtain data samples divided into training and test sets. Then, a bearing fault diagnosis model based on the improved anti-noise residual shrinkage network was established. To improve the ability of fault feature extraction of the model, the convolution layer in the deep residual shrinkage network was replaced with a Dense-Net layer. To further improve the anti-noise ability of the model, the first layer of the model was set as the Drop-block layer. Finally, the labeled data samples were used for training model and the trained model was applied to the test set to output the fault diagnosis results. The results showed that the proposed method could achieve the fault diagnosis of wind turbine bearing more accurately in the high noise environment through comparison and verification.
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1 Introduction
Wind power is the fastest-growing renewable energy in the world. With the development of the wind power industry, the fault diagnosis and maintenance of wind turbines have become more important [1,2]. Rolling bearings are one of the most important components in the transmission system of wind turbines and also are the most common failure unit. However, the vibration signals of rolling bearings are easy to be covered by strong interference signals in the industrial environment, which make it effective fault diagnosis difficult. Therefore, it is great significance to study the diagnosis method of rolling bearings in a high noise environment.

The bad working conditions caused by high speed and heavy load lead to a high possibility of failure of rolling bearings in wind turbines. The complex structure of wind turbines makes fault detection and maintenance more difficult [3]. Once the failure of rolling bearings deteriorates, it will lead to a serious halt of the entire power transmission chain or even causing catastrophic economic losses and human casualties. In order to prevent fault deterioration, effective fault diagnosis must be performed in a high noise environment.
Many scholars have studied the fault diagnosis methods for wind turbines. First, traditional diagnostic methods are developed based on signal processing technology that including set empirical mode decomposition [4,5] and multi-component signal decomposition [6–8], but these processes are complex and tedious. In addition, the accuracy of traditional diagnostic methods is poor in case of insufficient experience and knowledge. Then, some data-driven methods based on machine learning are applied to bearing fault diagnosis. Aiming at the difficulty of accurate diagnosis of rolling bearing faults, Zhu [9] proposed a rolling bearing fault diagnosis method based on principal component analysis and naive bayes algorithm. Jurgen et al. [10] proposed a bayes state prediction method to predict the state of faults in advance by inferencing the residual of temperature measurements. Wang et al. [11] proposed a novel rolling bearing fault diagnosis method to distinguish different working conditions of rolling bearings using support vector machines with variational mode decomposition and permutation entropy. Then, Wang et al. [12] combined support vector machines with other technologies such as generalized refined composite multi-scale sample entropy (GRCMSE) and supervised isometric mapping (S-Isomap), mahalanobis semi-supervised mapping (MSSM) manifold learning algorithm and beetle antennae search [13], refined time-shift multiscale fluctuation-based dispersion entropy (RTSMFDE) and cosine pairwise-constrained supervised manifold mapping [14], which further improves the accuracy of fault classification. At the same time, some other intelligent methods have also been applied to bearing fault diagnosis. In order to solve fault of planetary bearing, Kong et al. [15] proposed an intelligent recognition method based on enhanced sparse representation (ESRIR). Wang et al. [16] explored a new sparse representation method that uses a new time-varying cosine-packet dictionary for the bearing fault diagnosis of wind turbines operating under varying speed condition that can adaptive to the variations of major frequencies of the vibration signals. Compared with naive bayesian networks, support vector machines and other intelligent methods, deep learning has better broad adaptability and mapping ability that makes classification more convenient. Hoang et al. [17] proposed a method for diagnosing bearing faults based on a deep structure of convolutional neural networ. In [18], one CNN input mode for bearing fault recognition is proposed based on time-domain color feature diagram (TDCF) through adding red color to diagrams. The method significantly enhanced the fault characteristics of the signal, which is beneficial to the CNN extraction of bearing fault features. The above models have achieved good results in bearing fault diagnoses, but it is difficult to guarantee the accuracy of diagnosis models when taking into account the noisy environment in the actual industry. Deep shrinkage network has good noise resistance and has been successfully applied to the diagnosis of various equipment, including onboard equipment of high-speed trains [19], bearings of electric locomotors [20], rotating machinery [21] and planetary Gearboxes [22]. Therefore, a bearing fault diagnosis model based on an improved deep residual shrinkage network is proposed in this paper. In order to improve the feature extraction ability of the model, the convolution layer in the deep residual shrink network was replaced by the Dense-Net module. At the same time, the first layer of the model was set as the Drop-block to further improve the noise resistance ability of the model.

This paper explores a new and improved anti-noise residual reduction network to solve fault diagnosis problem of wind turbine bearing under high noise environment. During the training process, the vibration signals of bearings with faults are first collected. Then, some continuous signals are extracted from the original signal sequence to construct samples. Finally, these sample are applied to training to improve the anti-noise residual shrinkage network. During the diagnosis, samples not used in training are used to test the trained improved noise-resistant residual shrinkage network.
2 Deep Residual Shrinkage Network

In mechanical fault diagnosis, the original vibration signal usually contains various noises. For the noise problem, the deep residual shrinkage network (DRSN) based on the residual network that introduces “soft threshold” as a “shrinkage layer” into the residual module as an adaptive threshold setting [23]. This can effectively solve the problem of not accurately diagnosing faults due to noise interference in real industrial vibration signals. The network consists of the convolution layer, the residual block, the batch normalization (BN) layer, the activation function layer, the global average pooling layer and the full connection layer. The structure of the depth residual shrinkage module is shown in Fig. 1.

![Figure 1: Structure diagram of deep residual shrinkage network](image)

2.1 Convolution Layer

The main purpose of the convolutional layer is to extract features from the input feature graph. Assuming that the bias parameter of the convolution layer $l$ is $b'_l$, the weight of feature residence is $w'_l$. The mathematical expression of the eigenmatrix $y'_l$ of the convolution layer $l$ is as follows:

$$y'_l = \sum_i y'^{l-1}_i w'_l + b'_l$$  \hspace{1cm} (1)

2.2 Batch Normalization Layer

The function of the batch normalization layer (BN) is to present the input data to a standard normal distribution. The neural network parameters can be adjusted at a faster convergence rate by
always maintaining a larger gradient state. In addition, the batch standardization layer is also used to improve the anti-noise ability of the model [24]. The BN mathematical expression is as follows:

\[
\mu_B = \frac{1}{m} \sum_{i=1}^{m} y_i^l
\]

\[
\delta_B^2 = \frac{1}{m} \sum_{i=1}^{m} (y_i^l - \mu_B)^2
\]

\[
\hat{y}_i^l = \frac{y_i^l - \mu_B}{\sqrt{\delta_B^2} + \epsilon}
\]

\[
z_i^l = y_i^l \hat{y}_i^l + \beta_i^l
\]

where \(m\) is the number of \(y\) in each small batch, \(\epsilon\) is a constant as small as possible to ensure that the denominator is not zero, \(y_i^l\) and \(\beta_i^l\) represent the scaling parameter and the shift parameter, respectively and \(z_i^l\) is the output of the batch normalization layer \(l\).

2.3 Activation Function Layer

The most common activation function is rectified linear unit (ReLU). However, the ReLU will abandon the characteristics of vibration signals when the input is a negative bearing signal, which weakens the performance of the model in rolling bearing fault diagnosis. Therefore, the Leaky rectified linear unit (LReLU) is used in this paper. The mathematical expression is as follows:

\[
c_i^l = \text{LReLU} (z_i^l) = \max (a_i z_i^l, z_i^l)
\]

where \(a_i\) is negative slope of LReLU, \(c_i^l\) is the activation result of \(z_i^l\).

2.4 Average Pool Layer

The role of the pooling layer is to reduce the size of input data. The mathematical expression is as follows:

\[
d_i^l = \text{avg} \{ U_i \}
\]

where \(d_i^l\) is the output of the pool layer \(l\), \(U_i\) denote the eigenmatrix of \(c_i^l\).

2.5 Residual Block

The residual block structure is shown in Fig. 2. The BN and LReLU are located before the convolution layer so that the input can be directly connected to the output across the multi-layer network, which is more conducive to parameter training. Assuming that multiple residual blocks are stacked, the forward transmission of information from the residual block \(i\) to the residual block \(j\) can be expressed as:

\[
x_j = x_i + \sum_{k=1}^{j} F (x_k, \{W_k\})
\]

where \(x_k\) represents the residual block \(k\), \(W_k\) represents the weight in the residual block \(k\) and \(F\) represents the residual map.
2.6 **Soft Threshold**

Soft threshold is a function that shrink the input data towards zero. It is often used in signal denoising algorithms. The formula is as follows:

$$ y = \begin{cases} 
    x - \tau & x > \tau \\
    0 & -\tau \leq x \leq \tau \\
    x + \tau & x < -\tau 
\end{cases} $$

(9)

where $x$ represents the input feature, $y$ represents the output feature and $\tau$ represents the threshold. It is note that the threshold needs to be a positive number and not too large. If the threshold is greater than the absolute value of all the input features, the output feature $y$ can only be zero. In this case, soft thresholding would be meaningless.

2.7 **Softmax Layer**

The Softmax layer is used for the output of multiple categories and the mathematical expression is as follows:

$$ y_i' = \text{SoftMax} \left( d_i \right) = \frac{e^{d_i}}{\sum_{j=1}^{n} e^{d_j}} $$

(10)

3 **Bearing Fault Diagnosis Model Based on Improved Anti-Noise Residual Shrinkage Network**

In this paper, the deep residual shrinkage network is improved to ensure the accuracy of the fault diagnosis model considering the noisy environment in the actual industry. In order to improve the feature extraction ability of the model, the convolution layer in the deep residual shrinkage network is replaced by a Dense-Net layer. The first layer of the model is set as the Drop-block layer to further improve the noise resistance ability of the model.
3.1 Drop-Block Layer

The basic function of the Drop-block layer is to add noise to the neural network. It mainly contains two parameters, one is the size of the region to be removed and the other controls the amount of data to be removed.

Vincent et al. [25] proposed a de-noising auto-encoder that the idea of which is to zero the original data according to a certain probability, encode and decode the obtained data and obtain the restored data. This can reduce the sensitivity of the network to noise interference and has better feature extraction, expression ability and stronger robustness. This article uses the same idea and sets the first layer after model input as the Drop-block layer.

A part of the adjacent continuous signal of the whole piece in the signal is removed through the Drop-block layer and the model will pay attention to other important characteristics of the signal to achieve correct classification to obtain better generalization. At the same time, this is similar to the data set enhancement technology. By removing some signals following a certain distribution, the number of training samples is added to maximize the versatility of the neural connection, reduce the overfitting of the neural network and enhance the anti-noise ability of the model.

3.2 Improved Residual Shrinkage Layer

The residual shrinkage layer introduces the soft threshold value into the residual module and uses the method of adaptive threshold setting to suppress the noise in the signal and the features considered useless to the current classification. Meanwhile, as shown in Fig. 3, this paper replaces the convolutional layer in the deep residual shrinkage network with a Dense-Net to improve the ability of the model extract fault features in a high-noise environment. The Dense-Net layer structure is shown in Fig. 4.

![Figure 3: Improved schematic diagram of residual shrinkage layer](image-url)
Finally, the bearing fault diagnosis model of the wind turbine can be constructed and its structure is shown in Fig. 5. First, the original signal is preprocessed to obtain the bearing signal samples with labeling. Then, an improved deep residual shrinkage network bearing fault diagnosis model is trained based on the labeled bearing samples. In the fault diagnosis model, the first layer of the model is set as the Drop-block layer and the convolution layer in the deep residual shrinkage network is replaced by the Dense-Net module. Finally, the labeled training set data samples are input into the model for training and the trained model is applied to the test set to output fault diagnosis results.

4 Experimental Verification

In this section, fault data and normal data of rolling bearings of wind turbines are used to verify the effectiveness of the proposed fault diagnosis model. First, the training and test samples were captured from the originally collected signals. Then, the bearing fault diagnosis model of the wind turbine was build based on the improved anti-noise residual shrinkage network. Finally, the results of the trained fault diagnosis model are compared with other methods.

4.1 Data Description

The experimental data were obtained from a 1.5 MW wind turbine in a wind field. The locations of sensor measurement points are shown in Fig. 6, which mainly includes seven measuring points that include mainshaft bearing, input end of gearbox, inner gear ring of gearbox, low-speed shafts in gearbox, high speed shaft output of gearbox, the drive end of generator and the free end of generator. In this paper, two types of data are selected: faulty samples and normal samples. Each type of sample contains 500 samples, and the sampling frequency and length of each sample are 5120 Hz and 4096,
respectively. The proportion of training and test sets is 5:1 and white noise with a random signal-to-noise ratio is added to the test set to test the noise resistance of the model. The data of the sample used for verification in the experiment came from the measuring point 6 which fault type was the outer ring fault of the rear bearing of the generator. The time-domain waveform and spectrum of fault vibration data are shown in Fig. 7.

![Figure 5: Schematic diagram of bearing fault diagnosis model](image)

### 4.2 Improved the Structural Parameters of the Residual Shrinkage Network Model

The parameters of each layer of the improved anti-noise residual shrinkage network are shown in Table 1. The fault diagnosis model used in this experiment consists of one Drop-block layer, four convolution layers, four improved residual shrinkage layers, one Dropout layer, one GAP layer and one SoftMax layer. The network model used in the experiment is Python and Tensorflow platforms.
**Figure 6:** Schematic diagram of sensor measurement point layout

**Figure 7:** The time domain and frequency domain waveforms of fault samples. (a) The time domain waveform (b) The frequency domain waveform

**Table 1:** The structural parameters of improved residual shrinkage network model

| Network layer                        | Size   | Step length | The number of nuclear | Output size |
|--------------------------------------|--------|-------------|------------------------|-------------|
| Drop-block layer                     | 1 * 3  | --          | --                     | 4096 * 1    |
| Convolution layer 1                  | 1 * 64 | 1 * 4       | 16                     | 1024 * 16   |
| Improved residual shrinkage layer 1  | 1 * 1  | 1 * 1       | 32                     | 1024 * 32   |
|                                      | 1 * 4  | 1 * 1       | 128                    |             |
|                                      | 1 * 4  | 1 * 1       | 32                     |             |
|                                      | 1 * 4  | 1 * 1       | 128                    |             |
|                                      | 1 * 4  | 1 * 1       | 32                     |             |
|                                      | 1 * 4  | 1 * 1       | 128                    |             |
|                                      | 1 * 1  | 1 * 1       | 32                     |             |
|                                      | 1 * 2  | 1 * 1       | 32                     |             |
| Convolution layer 2                  | 1 * 4  | 1 * 4       | 64                     | 256 * 64    |

(Continued)
Table 1: (continued)

| Network layer                  | Size     | Step length | The number of nuclear | Output size |
|--------------------------------|----------|-------------|------------------------|-------------|
| Improved residual shrinkage layer 2 | 1 × 1    | 1 × 1       | 64                     | 256 × 64    |
|                                 | 1 × 4    | 1 × 1       | 256                    |             |
|                                 | 1 × 4    | 1 × 1       | 64                     |             |
|                                 | 1 × 4    | 1 × 1       | 256                    |             |
|                                 | 1 × 4    | 1 × 1       | 64                     |             |
|                                 | 1 × 4    | 1 × 1       | 128                    |             |
|                                 | 1 × 1    | 1 × 1       | 64                     |             |
|                                 | 1 × 2    | 1 × 1       | 64                     |             |
| Convolution layer 3             | 1 × 4    | 1 × 4       | 128                    | 128 × 64    |
| Improved residual shrinkage layer 3 | 1 × 1    | 1 × 1       | 128                    | 128 × 64    |
|                                 | 1 × 4    | 1 × 1       | 512                    |             |
|                                 | 1 × 4    | 1 × 1       | 128                    |             |
|                                 | 1 × 4    | 1 × 1       | 512                    |             |
|                                 | 1 × 4    | 1 × 1       | 128                    |             |
|                                 | 1 × 4    | 1 × 1       | 512                    |             |
|                                 | 1 × 1    | 1 × 1       | 128                    |             |
|                                 | 1 × 2    | 1 × 1       | 128                    |             |
| Convolution layer 4             | 1 × 4    | 1 × 4       | 256                    | 256 × 16    |
| Improved residual shrinkage layer 4 | 1 × 1    | 1 × 1       | 256                    | 256 × 16    |
|                                 | 1 × 4    | 1 × 1       | 1024                   |             |
|                                 | 1 × 4    | 1 × 1       | 256                    |             |
|                                 | 1 × 4    | 1 × 1       | 1024                   |             |
|                                 | 1 × 4    | 1 × 1       | 256                    |             |
|                                 | 1 × 1    | 1 × 1       | 256                    |             |
|                                 | 1 × 2    | 1 × 1       | 256                    |             |
| Dropout layer                   | –        | –           | –                      | 256 × 16    |
| GAP layer                       | –        | –           | –                      | 4096 × 1    |
| SoftMax                         | 2        | –           | –                      | 2           |

The size of the first convolution kernel is $1 \times 64$ [26], which has a certain anti-interference effect. A Dense-Net structure is adopted in the improved residual shrinkage layer. The depth of the convolution kernel is gradually increased, which makes the enhanced model more capable of extracting complex features and better applicable to the noise environment. The size of the convolution kernel of the remaining convolution layer is $1 \times 4$. The activation function is LReLU, which can retain part of the bearing signal characteristics from the negative half axis and is more suitable for bearing signals. The pooling type is average pooling. The batch normalization after each convolution layer to improve the performance of the model and accelerate the convergence of the model.

In order to better display the feature extraction effect of the model in this paper, distributed stochastic neighbor embedding (t-SNE) is applied to reflect the distribution characteristic of the test
sample as it passes through each of the modified residual shrinkage layers that is shown Fig. 8. In the
Fig. 8, the blue is the normal sample and the purple is the fault sample. First, as shown in Fig. 8,
features are indivisible in the early layers and become more and more separable as the layers get
deeper and deeper. It is note that these features are easily divided although there are a small number
of misclassified samples in the last few layer. Then, as you can see from the visualization in Fig. 8a,
the feature representation of the input is evenly distributed, but subsequent layers of features gradually
coming together. Finally, there are two parts in the failure sample, which may be caused by further
deterioration of the failure.

![Figure 8: The characteristic distribution diagram of test samples. (a) Input layer (b) Shrinkage layer 1
(c) Shrinkage layer 2 (d) Shrinkage layer 3 (e) Shrinkage layer 4](image)

4.3 Results and Comparison

In this section, the performance of different models in different signal-to-noise ratio environments
is compared through controlled experiments to verify the role of different modules in the model.
In order to validate each improved module of the model proposed in this paper, three models are
set up for comparison in the experiment. Table 2 compares the diagnostic accuracy of test sets of
different models under different noise environments. In Table 2, Model A represents the proposed
method with an improved structure of the anti-noise residual shrinkage network model. The first layer
is the Drop-block layer and the residual shrinkage layer contains the Dense-Net layer, whose structural
parameters are shown in Table 1. Model B represents the original convolution layer that is the original
residual shrinkage network that the Dense-Net layer are removed from the proposed model. The
first layer is the Drop-block layer and the structure of other parameters is consistent with Model A.
Model C implies that the Drop-block layer is removed from the proposed model and the Dense–Net
layer is included in the residual shrinkage layer. The structure of other parameters is consistent with
Model A.
As shown in Table 2, the diagnostic accuracy of the three models increases with the increase of signal-to-noise ratio. When the signal-to-noise ratio reaches 0 dB, all models show high accuracy. The diagnostic accuracy can reach more than 99% that the normal and fault can be distinguished. Compared with Models B and C, Model A is the most stable. When the signal-to-noise ratio of model A rises from −10 to 0 dB, the accuracy rate rises from 89.24% to 99.75%, which is only a 10% increase. However, the signal-to-noise ratio of Models B and C increases from 60% to 99%; the accuracy rate rises only by 40%, which reflects the stability of the improved model proposed in this paper in the noise environment. At the same time, the average diagnostic accuracy of Model A is 13.47% higher than that of Model B and 8.16% higher than that of Model C under the noise environment from −10 to 0 dB. In conclusion, the improved model proposed has certain advantages of good anti-noise ability and fault diagnosis ability in a noisy environment.

| SNR/db | Model |       |       |       |       |
|--------|-------|-------|-------|-------|-------|
| -10    | A     | 0.8924| 0.5760| 0.6330|
| -8     | B     | 0.9678| 0.6460| 0.8100|
| -6     | C     | 0.9954| 0.8460| 0.9345|
| -4     |       | 0.9920| 0.9640| 0.9820|
| -2     |       | 0.9924| 0.9940| 0.9895|
| 0      |       | 0.9975| 0.9980| 0.9935|
| Avg    |       | 0.9720| 0.8373| 0.8904|

Compared with Model B, the diagnostic accuracy of Model A is higher than that of Model B in the high noise environment, which is 31.64% higher in the −10 dB environment, 32.18% higher in the −8 dB environment and there is little difference in the diagnostic accuracy of the two models in the −2 dB environment, which shows that the Dense-Net layer can help the model obtain more effective features in a high noise environment and thus achieve better fault diagnosis.

Similarly, compared with Model C, the diagnostic accuracy of Model A is higher than Model C in the signal-to-noise ratio environment from −10 to 0 dB, which indicates that the Drop-block layer as the first layer of the model can effectively improve the diagnostic accuracy of the model in a noisy environment and enable the model to obtain better anti-noise performance. It also shows that adding random interference to the original signal can effectively prevent overfitting of the training model, which results in better performance of the model in a high-noise environment.

In summary, the control experiments of the three models effectively verified the good performance of the proposed model in a noisy environment and validated the effectiveness of the improved Dense-Net layer and Drop-block layer in the model.

In order to further discuss the role of the Dense-Net layer and Drop-block layer, the diagnostic results of the three models at −10 dB were analyzed using a confusion matrix. Tables 3a–3c show the confusion matrix of diagnostic results of the model without the Drop-block layer, the model without the Dense-Net layer and the model in this paper, respectively. The abscissa of the confusion matrix is
the diagnostic result of the test data and the ordinate is the true label of the test data. The percentage in each cell is the distribution of diagnostic results for each model for each real category of test data.

**Table 3:** The confusion matrix of the diagnostic results of different model in the $-10$ dB environment

(a) The confusion matrix for the diagnostic results without the Drop-block layer model in the $-10$ dB environment

| True label | Normal | 28.92% | 71.08% |
|------------|--------|--------|--------|
| Fault      | 0      | 100%   |        |
| Normal     | Fault  |        |        |

(b) The confusion matrix for the diagnostic results without the Dense-Net layer model in the $-10$ dB environment

| True label | Normal | 14.57% | 85.43% |
|------------|--------|--------|--------|
| Fault      | 0      | 100%   |        |
| Normal     | Fault  |        |        |

(c) The confusion matrix of the diagnostic results of the model in the $-10$ dB environment

| True label | Normal | 80.08% | 19.92% |
|------------|--------|--------|--------|
| Fault      | 0      | 100%   |        |
| Normal     | Fault  |        |        |

The accuracy of bearing fault diagnosis by SVM, DNN, CNN and DEDCNN [27] models in the $-10$ dB environment is shown in Fig. 9. The kernel function selected by SVM is the RBF function. The input characteristics of SVM are common time-frequency characteristics. The detailed feature information is shown in Table 4. The $x_i$ denotes signal sequence, $N$ denotes length of the signal. The CNN is composed of one-dimensional convolution pooling alternately with eight layers of convolution, eight layers of pooling and finally, a full connection layer.

From the comparison results in Fig. 9, it can be seen that the diagnostic accuracy of the method proposed is higher than other methods in the $-10$ dB environment in this paper. The main reason is that the final result of the traditional SVM method is very dependent on early feature engineering, which needs to make effective features to obtain better results manually and the process requires experience or various attempts. Deep learning is an end-to-end method that automatically extracts effective features and realizes classification. Compared with the other two classical networks of deep learning mentioned method above and the proposed method in the literature [27], the method presented in this paper can better extract the features of the data and has a certain resistance to noise. Therefore, sensitive features can be extracted in a noisy environment and all models can show better diagnosis results.
Table 4: The confusion matrix of the diagnostic results of different model in the $-10$ dB

| Feature parameters | Mathematical expression | Feature parameters | Mathematical expression |
|--------------------|-------------------------|--------------------|-------------------------|
| Absolute mean      | $x_{av} = \frac{1}{N} \sum_{i=1}^{N} |x_i|$ | Skewness indicator    | $\alpha = \sqrt{\frac{1}{6N} \sum_{i=1}^{N} \left( \frac{x_i - x_{av}}{\sqrt{D_x}} \right)^3}$ |
| Peak               | $x_p = \max |x_i|$         | Kurtosis indicator   | $\beta = \sqrt{\frac{N}{24} \left[ \sum_{i=1}^{N} \left( \frac{x_i - x_{av}}{\sqrt{D_x}} \right)^4 - 3 \right]}$ |
| Effective value    | $x_{rms} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} x_i^2}$ | Peak indicator       | $C_f = \frac{x_p}{x_{rms}}$ |
| Root amplitude     | $x_r = \left( \frac{1}{N} \sum_{i=1}^{N} \sqrt{|x_i|} \right)^2$ | Waveform indicator   | $S_f = \frac{x_{rms}}{x_{av}}$ |
| The variance       | $D_x = \frac{1}{N} \sum_{i=1}^{N} (x_i - x_{av})^2$ | Pulse indicator      | $I_r = \frac{x_p}{x_{rms}}$ |
| Peak-to-peak value | $x_{p-p} = \max (x_i) - \min (x_i)$ | Margin indicator     | $CL_f = \frac{x_p}{x_r}$ |

5 Conclusion

1. In this paper, a new and improved anti-noise residual shrinkage network is developed to meet the requirements of bearing fault diagnosis of the wind turbine in a high noise environment. The model takes the original signal as input and achieves the end-to-end fault diagnosis without manual experience or feature engineering. The proposed improved anti-noise residual shrinkage network can realize fault diagnosis in a noisy environment.
2. There are two structural improvements for noise: Dense-Net layer and Drop-block layer in the residual shrinkage network. The Drop-block layer and Dense-Net layer can help the model obtain more effective features in a high noise environment and make the model more noise tolerance, resulting in a better fault diagnosis effect.

3. Compared with some other models, the verification results show that the proposed improved anti-noise residual shrinkage network has a better anti-interference ability and can better realize the fault diagnosis of wind turbine bearings.
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