A Novel Transfer-Learning Model for Automatic Detection and Classification of Breast Cancer Based Deep CNN
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Abstract— Breast cancer (BC) is a leading cause of cancer death among women in which breast cells develop out of control by encouraging patients to receive timely care, early detection of BC increases the likelihood of survival. In this context, a new deep learning (DL) model is presented for automatic detection and classification of the suspected area of the breast based on the transfer learning (TL) technique. A pre-trained visual geometry group (VGG)-19, VGG16, and InceptionV3 networks are used in the presented model to transfer their learning parameters for improving the performance of breast tumor classification. The main goals of this project are to use segmentation to automatically determine the affected breast tumor region, reduce training time, and improve classification performance. In the presented model, the Mammographic Image Analysis Society (MIAS) dataset is used for extracting the breast tumor features. We have chosen four evaluation metrics for evaluating the performance of the presented model accuracy, sensitivity, specificity, and area under the ROC curve (AUC). The experiments showed that transferring parameters from the model of VGG16 is a powerful for BC classification than VGG19 and Inception V3 with overall specificity, accuracy, sensitivity, and AUC 98%, 96.8%, 96%, and 0.99, respectively.
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I. INTRODUCTION

A cancer tumor is an irregular growth of cells that invades the human body's underlying tissues. Tumors are classified as benign or malignant. The benign tumor is made up of non-cancerous cells that grow only locally and cannot spread by invasion. A malignant tumor is made up of cancerous cells that can grow out of control, spread to other parts of the body, and invade the tissue around them.

Over the live cycle, about 12% of women in the USA are predicted to be diagnosed as a patient with BC. Every two minutes, on average, a woman is diagnosed with BC [1, 2]. This makes BC the foremost cancer in ladies [3]. The type of BC depends on the cells that transform into cancer.

As a result, early identification of BC is critical for improving rates of patient’s survival. The high morbidity and large healthcare costs associated with cancer have prompted researchers to develop more precise cancer detection techniques. The two most popular methods for detecting BC are mammography and biopsy. In mammography, a particular form of breast imaging is used by a radiologist to identify early cancer signs in women. It has been noted that the death rate has decreased because of mammography for cancer screening usage. Another well-efficient diagnostic technique for observing BC is a biopsy.

The major BC image challenges are automatic identification and localization because of their variance in size, shapes, and locations. Also, there are other abnormalities in breast images like mastitis, adenopathy, and granuloma [4]. An important role is played in the diagnosis of BC using machine learning (ML) techniques. Different strategies for automated cell classifications for BC detection have been proposed by several researchers in recent decades.

However, due to the complexity of traditional machine learning approaches like preprocessing, segmentation, and feature extraction, system performance suffers in both efficiency and accuracy. To address traditional ML problems, the DL has recently emerged with the ability to tackle problems including image classification and object localization with outstanding feature representation. CNN’s are the most common of the DL models implemented in the related works. The architecture of CNN is directly updated by the 2-D input data [5, 6].

A huge volume of data that is missing in the BC field, is needed for the CNN training task. One way to solve this is using TL to transfer the features from a large dataset like ImageNet, as illustrated, in Fig. 1. By integrating their expertise, the TL principle can be exploited for performance improvement of individual CNN architectures [7]. The key benefit of TL is that it improves classification accuracy and speeds up the training process. A model transfer is an effective TL method: first, pre-train the network parameters via the source data, then apply these learned parameters to the target model [8]. The TL technique is presented in Fig.1.

In this study, a TL-based classification model for multi-class BC detection and classification is presented. This model contains five main phases to enhance the breast images (noise removal, data augmentation, segmentation, morphological analysis, and histogram equalization). Then, a pre-trained model like VGG16, VGG19, and InceptionV3 have been applied to transmit their learned layers to the target model. The
main goals presented in this study are to automatically isolate the affected patch using segmentation, minimize the training time, and enhance the efficiency of the classification.

Automatic detection and localization of cancer cells in BC images is a major challenge [4].

This paper is organized as follows: related work is described in sections II, III which contains a presented model description for BC diagnosis and classification. The presented model results over mammography data are reported in section IV. At last, in section V, the current study's conclusion is presented.

II. RELATED WORKS

In [9] Wahab et al. implemented the TL technique from a pre-trained CNN to another presented CNN to classify the BC mitoses. Lotter et al. [10] suggested a model in which the features are retrieved using a pre-trained network ResNet50 for multi-class BC classification. Their model was able to classify lesions into five anomaly classes.

Jiang et al. [11] found that employing TL instead of constructing networks from scratch improved BC classification accuracy. The BCDR-F03 dataset was used to evaluate their model, and the accuracy was 88% for GoogleNet and 83% for AlexNet. Khan et al. [12] developed a framework in which pre-trained CNN architectures, such as GoogLeNet, VGGNet, and ResNet, are used to extract mammography features. A typical benchmark dataset is used to assess the proposed model's accuracy.

Cao et al. [13] used a random forest algorithm for integrating multiple feature sets to increase the performance of the source ResNet-125 network. They enhanced the classification accuracy to 82.90% using the “ICCIAR 2018” dataset.

Using the BreaKHis dataset, Deniz et al. [14] employed a fine-tuned approach for the VGG16 and Alexnet networks for BC classification. The accuracy of the presented model is higher than that of other techniques, with a score of 91.37%. Celik et al. [15] transferred the learned parameters from the DenseNet-161 network and obtained 91.5%, 92.3% for accuracy and F-score, respectively. BreastNet was also proposed by Toaçar et al. [16], which consists of convolutional, residual, pooling, and dense layers to obtain the much more effective characteristics from breast mammogram images. It outperforms VGG-16, AlexNet, and VGG-19 models in terms of accuracy, with a score of 98.80%.

Using the extracted features from the MIAS, Ting et al. [17] developed a CNN network for classifying BC. Their network consists of 1, 28, and 1 for input, hidden, and output layers, respectively. They used the feature-wise data augmentation algorithm to avoid overfitting. Abbas [18] proposed a multi-layer DL structure to identify cancerous and non-cancerous areas of the breast. The proposed model contains four phases for feature extraction, feature transformation, and feature learning to obtain the decision.

Sha et al. [19] developed a method for automatically detecting and classifying the malignant regions in breast images using CNN and the grasshopper optimization algorithm. A novel CNN was trained for detecting BC by Charan et al. [20]. The presented deep CNN consists of 6 convolutional layers, 4 average-pooling layers, and 3 FCLs. The input image was 224 by 224 pixels in size, and the classification results were applied using the soft-max (SM) algorithm. The summary of related works results is shown in Table I.

| Author /Year          | Breast Datasets | CNN Performance |
|-----------------------|-----------------|-----------------|
| Wahab et al (2019)    | TUPAC16         | 96.2            | 90.9            | 0.94 |
| Jiang et al (2017)    | BCDR-F03        | 88              | -               | -    |
| Khan et al (2019)     | benchmark       | 97.525          | -               | -    |
| Cao et al (2018)      | ICIAR 2018      | 82.90           | -               | -    |
| Deniz et al (2018)    | BreaKHis        | 91.37           | -               | -    |
| Celik et al (2020)    | BreaKHis        | 91.57           | -               | -    |
| Toğaçar(2020)         | BreaKHis        | 98.8%           | 98.7            | -    |
| Sha et al (2020)      | MIAS            | 92              | 96              | 93   |
| Ting (2019)           | MIAS            | 90.5            | 89.4            | 90.7 | 0.90 |
| Charan et al (2018)   | MIAS            | 65              | -               | -    |
| Abbas(2016)           | MIAS            | 91.5            | 92              | 84.2 | 0.91 |
| The proposed          | MIAS            | 96.8            | 96              | 98   | 0.99 |

Fig. 1. Transfer learning methodology

TABLE I. COMPARISON BETWEEN THE EXISTING MODELS RESULTS.
III. THE PROPOSED MODEL

The proposed method for the identification and classification of breast images has been applied and implemented. As shown in Fig. 2, the presented model contains two key aspects parts. The first part involves five steps for breast image preprocessing.

To eliminate the limitations of detecting anomalies without undue interference from a mammogram, image preprocessing is critical. Before the learning process, to reduce computing time, tumor areas are automatically detected using segmentation algorithms. Morphological analysis, histogram equalization, and Noise removal can all be applied before segmentation to improve image quality and segmentation performance.

A. Data Preprocessing

1) Noise removal

A 2-Dimension median filtering of 3 x 3 sizes was used to dispose noise of digitization from the mammography image.

2) Histogram equalization

To enhance the images contrast, we used the standard histogram equalization process on all levels of the original image. This is done by efficiently spreading the image's most repeated gray level, that is, by extending the image's intensity range.

3) Morphological analysis

A significant method for extracting the non-breast areas before segmentation is using the morphological analyzer. In morphological operations, after using the structuring element (STE), the related structures are retrieved from the input. The output image size is the same as the input size, and the value of each pixel is determined by the input pixel and its neighbors. The morphological operations can be estimated using Eq. 1 - Eq. 5 [21]:

\[
\text{a) Image Opening (IMGO):}
\]

\[\text{IMGO} = \text{Input} \ominus \text{STE} \oplus \text{STE} \quad (1)\]

\[
\text{b) Image Closing (IMGC):}
\]

\[\text{IMGC} = \text{Input} \oplus \text{STE} \ominus \text{STE} \quad (2)\]

\[
\text{c) White Top-hat (WHTH):}
\]

\[\text{WHTH} = \text{Input} - \text{IMGO} \quad (3)\]

\[
\text{d) Black Top-hat (BLTH):}
\]

\[\text{BLTH} = \text{IMGC} - \text{Input} \quad (4)\]

\[
\text{e) Mathematical Morphological (MAMO):}
\]

\[\text{MAMO} = \text{Input} + \text{WHTH} - \text{BLTH} \quad (5)\]

Where \(\ominus\) and \(\oplus\) relate to the operations of "erosion" and "dilation" respectively.

4) Segmentation

We used a threshold-based segmentation approach to automatically extract the affected patch to focus the analysis on the area that was most affected by cancer. So, the time for computing has been decreased.

5) Training Data Augmentation

When we employed bigger datasets, DL models performed better. One of the most commonly used methods for extending the dataset size is data augmentation, which aids in the resolve of overfitting caused by a lack of data preparation. In this research, the MIAS dataset is split into two parts: a training set of "80%" and a testing set of "20%. Then, a group of transformations is performed to increase the amount of training data. At 0°, 90°, 180°, 270°, the training mammogram data is rotated and then flipped and added to the training data. Algorithm 1 provides a comprehensive overview of training.
Fig. 3. The basic InceptionV3, VGG16, and VGG19 architecture
data augmentation. Where R denotes the rotation process and F denotes the flipping process.

| Algorithm1: Training Data Augmentation Algorithm |
|-----------------------------------------------|
| **Input:**  
| Benign (B), Normal (N), and Malignant (M) segmented patches |
| **Processing Phases:**  
| - Phase1: ∀ B, R to (0o, 90o, 180o, 270o)  
| - Phase2: Apply F on all step1  
| - Phase3: ∀ M, R to (0o, 90o, 180o, 270o)  
| - Phase4: Apply F on all step3  
| - Phase5: ∀ N, R to (0o, 90o, 180o, 270o)  
| - Phase6: Apply F on all step5 |
| **Output:**  
| - Save phases 1,2,3,4,5,6 |

B. Transfer the Learned Parameters from CNN

The VGG16, VGG19, and InceptionV3 networks are applied to extract features in the presented model. The network layer filters are used to identify the characteristics of the inputs, such as colors and lines. Then the identification of trivial forms and tiny pieces. The generated output can be determined by the class belonging to the input image, such as cats, birds, etc.

As illustrated in the presented model, all learned layers from the source task are frozen and transmitted to the target task, except the final three layers (Fully Connected (FC), SM, and Classification). The augmented patches are then used to continue the training process. In addition, for new class categorization, the pre-trained network parameters are coupled with the newly trained layers for new class classification. The TL method helps create a very quick training process and needs very little training data compared to building CNN from scratch. The fine-tuning was done with SGD with momentum (SGDM), which is an extension of SGD that takes into account previous gradients in each dimension. As a function of prior momentum and current gradient in that dimension, SGDM maintains momentum in each dimension. SGDM's purpose is to achieve high "velocity" in any dimension with a consistent gradient. The jittering problem in SGDM is addressed by employing high-velocity inconsistent gradient dimensions, and the saddle point problem is mitigated by using prior gradients, which offer some momentum, even when the present gradient is near zero.

VGG16 is trained by the ImageNet dataset [21]. Its structure is complex and simple. It has 13 convolutions layers, 5 pooling layers, 3 FC layers and there is an SM classifier. The RGB image is used as the input. The filters used are a 3 x 3 with a stride (S) of 1, and the pooling is a 2 x 2-pixel window with a S of 2.

The ImageNet database is used to train VGG19. VGG19 includes 19 of the deep layers divided into 16 convolutions layers and 3 max-pooling layers with a size of 244 x 244 for the input image. In VGG19, 3 x 3 is the kernel size with 1 S size, while max-pooling done in a 2-pixel by 2-pixel window with 2 S size.

The team of Google research developed Inception-V3 as a CNN. It consists of 48 layers, each with a 299 x 299 input image and trained over the ImageNet. The InceptionV3, VGG16, and VGG19 basic architecture are presented in Fig. 3.

IV. RESULTS

A. Dataset description

As illustrated above, in Fig. 4, MIAS is the second common dataset used on the basis of the statistics discussed on [22] for BC classification models. In this study, the MIAS was used to evaluate the presented model. Each image consists of 1024 x 1024 pixels. The MIAS contained 322 images, 113 images for the abnormal case (Benign and Malignant), and 209 images for the normal case. It offers a comprehensive explanation of the mammogram images for ground truth, such as abnormality present class, background tissue, abnormality center coordinates, tumor type, and abnormality circle radius.

B. Experimental Analysis

Several experiments were performed in this part to evaluate the performance of the presented model on the MIAS dataset. Fig. 5 illustrates the first stage in the provided model for preprocessing results.

Then TL is applied on the “InceptionV3, VGG16, and VGG19” models with (Min batch size = “20”, Max Epochs = “20”, Learn-rate drop factor = “0.5”, Initial learn rate = “1e-4”, and Learn-rate drop period = “5”) training parameters and compared with each other in terms of sensitivity, accuracy, AUC, and specificity.

The data was divided into three categories (normal, benign, and malignant). Then, it was split into 80% for training and 20% for testing, respectively.

The performance of the presented methodology is measured using the evaluation metrics, presented in Table II, in Eq. 6- Eq. 12. The results of the classifier after preprocessing are introduced in Table III. It can be noticed that the VGG16 obtains the best accuracy, sensitivity, specificity, and AUC with values 96.8%, 96%, 98%, and 0.99, respectively.

Category-wise receiver operating characteristic (ROC) curves of different CNNs during the testing process are shown in Fig. 7. A total comparison between InceptionV3, VGG16, and VGG19 is presented in Fig. 6, while a comparison between our model and other existing models is shown in Fig. 8.
In this study, the proposed model focuses on improving the classification outcomes of the MAIS dataset to assist medical doctors in the identification and diagnosis of BC. The images from the MAIS were divided into three groups. For noise reduction, improving contrast in mammogram images, removal of non-breast regions, and detecting the tumor location, original dataset of MIAS were pre-processed. We have mentioned the idea of data augmentation to increase the size of a dataset to enhance the CNN structure's performance. The freezing and fine-tuning techniques are then applied to enhance the tumor classification performance on the aforementioned dataset. In comparison with the other models that discussed, the VGG16 network obtained the best sensitivity, accuracy, AUC, specificity of 96%, 96.8%, 0.99, 98%, respectively. Finally, we can conclude that the VGG16 performs better than InceptionV3 and VGG19 as the generalization ability of networks without residual structure becomes worse with the increase of depth.
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| Normal        | $T_{NB}$  | $T_{NM}$ | $T_{NN}$ |          |

$\text{Accuracy} = \frac{T_{BB} + T_{MM} + T_{NN}}{T_{BB} + T_{BM} + T_{BN} + T_{MM} + T_{MN} + T_{NN} + T_{MB} + T_{NM}}$ (6)

$\text{Sensitivity}_B = \frac{T_{BB}}{T_{BB} + T_{BM} + T_{BN}}$ (7)
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Fig. 5. Data preprocessing results
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Fig. 7. ROC curves and corresponding AUC values of InceptionV3, VGG16, and VGG19

Fig. 8. Comparison between our model and existing models
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