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Abstract

Domain adaptation aims to leverage a label-rich domain (the source domain) to help model learning in a label-scarce domain (the target domain). Most domain adaptation methods require the co-existence of source and target domain samples to reduce the distribution mismatch, however, access to the source domain samples may not always be feasible in the real world applications due to different problems (e.g., storage, transmission, and privacy issues). In this work, we deal with the source data-free unsupervised domain adaptation problem, and propose a novel approach referred to as Virtual Domain Modeling (VDM-DA). The virtual domain acts as a bridge between the source and target domains. On one hand, we generate virtual domain samples based on an approximated Gaussian Mixture Model (GMM) in the feature space with the pre-trained source model, such that the virtual domain maintains a similar distribution with the source domain without accessing to the original source data. On the other hand, we also design an effective distribution alignment method to reduce the distribution divergence between the virtual domain and the target domain by gradually improving the compactness of the target domain distribution through model learning. In this way, we successfully achieve the goal of distribution alignment between the source and target domains by training deep networks without accessing to the source domain data. We conduct extensive experiments on benchmark datasets for both 2D image-based and 3D point cloud-based cross-domain object recognition tasks, where the proposed method referred to Domain Adaptation with Virtual Domain Modeling (VDM-DA) achieves the state-of-the-art performances on all datasets.

1. Introduction

Deep neural networks (DNNs) have achieved remarkable performance in a wide range of computer vision tasks. However, the superior performance of the data-driven DNNs methods highly relies on a large amount of well annotated data. To reduce the efforts and costs from the labor-intensive data annotation task, a popular solution is to transfer knowledge from a related source domain with abundantly labeled data to a domain of interest (i.e. the target domain) with minimal or even no labeled training data. To alleviate the performance drop caused by data distribution mismatch between the source domain and the target domain, many unsupervised domain adaptation (UDA) methods have been proposed to adapt a model to an unlabeled target domain from a labeled source domain [25, 7, 20, 36, 19, 21, 8, 2, 11, 31, 43, 44, 12, 37, 26].

Most domain adaptation methods require both source and target samples for learning the domain adaptation models. However, in practice, the requirements of accessing to the source domain data can be very restrictive in the real world applications. For example, the source domain data are generally assumed to be in a large scale to cover more transferable knowledge, and are thus difficult to be stored, transmitted, and processed. Moreover, sharing data is also becoming a concern due to privacy or security issues. This leads to the more challenging source data-free UDA (SFUDA) problem, i.e., given the pre-trained source model and unlabeled target domain samples, how to improve the classification performance in the target domain without accessing to the original labeled data in the source domain.

In recent years, several SFUDA methods have been proposed [15, 13, 14]. These methods either borrow the idea of self-training [15, 13] or generate the source domain images based on the pre-trained source model [14]. The data generation module in [14] is very complicated and cannot generalize well to more complex input data, while the self-training methods [15, 13] are generally self-referential and may suffer from error aggregation.

In this work, we propose a new SFUDA approach through virtual domain modeling (VDM). We aim to address the core issue in SFUDA, how can we reduce data distribution mismatch between the source and target domains without accessing to the original source samples? To this end, we introduce an intermediate virtual domain in the high-level compact feature space to bridge the unseen source data distribution and the target domain distribution. Consequently, we convert the problem of reducing data dis-
tribution mismatch between the source and target domains as minimizing the domain gap between source and virtual domains as well as that between the virtual and target domains.

To archive this goal, we consider two aspects. On one hand, we generate the virtual domain samples by using an approximated Gaussian Mixture Model (GMM) in the feature space with the aid of the pre-trained source model, such that the virtual domain can still maintain a similar distribution with the source domain without accessing to original source data. On the other hand, we also propose an effective distribution alignment method to reduce the distribution gap between the virtual domain and the target domain by gradually improving the compactness of the target domain distribution through model learning. In this way, we successfully achieve the goal of distribution alignment between the source and target domains by training deep networks without accessing to the source domain data. Our experimental results clearly demonstrate the effectiveness of the proposed approach.

The main contributions of this paper are summarized as follows,

- We propose a new generic source data-free unsupervised domain adaptation method, named Domain Adaptation with Virtual Domain Modeling (VDM-DA), by modeling a compact intermediate virtual domain in the feature space, which acts as a bridge between the source and target domains for explicitly reducing the data distribution mismatch.

- The virtual domain is constructed based on a simple and effective Gaussian Mixture Model (GMM) in which the unknown parameters are approximated by discovering the information hidden in the source model without introducing any extra learnable parameters. In addition, the unlabeled data in the target domain are then aligned with the constructed compact virtual domain by using our newly proposed uncertainty guided alignment approach.

- Our method is generic and can be readily used in various cross-domain applications, such as image-based and point-cloud-based object recognition. Extensive experiments for both 2D and 3D tasks demonstrate the newly proposed VDM-DA method outperforms the state-of-the-art UDA and SFUDA methods.

2. Related Works

Unsupervised Domain Adaptation In vanilla unsupervised domain adaptation (UDA), the most prevailing paradigm is learning domain-invariant representations by minimizing the discrepancy between the source and target domain distributions. Two commonly used approaches are statistical moments-based methods [25, 7, 20, 36, 19, 21, 35] and adversarial learning-based methods [8, 2, 11, 31, 43, 44, 39, 17, 32, 3, 42] that are motivated by Generative Adversarial Nets (GAN) [9]. Both lines of works can directly reduce the distribution discrepancy without requiring explicit density estimation. The statistical moments-based methods mostly reduce the Maximum Mean Discrepancy (MMD) between the source and target distributions with carefully designed kernel functions in order to implicitly consider higher-order moments of data distribution. In contrast, the adversarial learning-based methods implicitly reduce the Jensen-Shannon divergence between different domains [9]. In addition, some methods [45, 43, 27, 44, 37, 34] also borrow the idea of self-training to further exploit the target domain information. The most prevailing strategy is pseudo-labeling, where the highly confident unlabeled target samples are selected and then assigned with pseudo labels to further assist the training of the target model.

The UDA approaches are also applied to different visual recognition tasks beyond image-based object recognition [6, 29, 11, 2]. For example, the PointDAN [29] method proposed a 3D-point-based UDA method by aligning the distributions of 3D objects across different domains both locally and globally. However, all the above methods require the original source domain data for effective domain adaptation.

Source Data-free Unsupervised Domain Adaptation By considering the practical problems in the real-world applications (i.e. storage, transmission, and privacy issues), several recent works [15, 13, 14] studied the UDA problem without requiring the original source domain data. They either reconstructed the original source data [14] or employed a self-training strategy with the entropy-based constraints [15, 13, 41] and the pseudo-labeling technologies [15]. However, it is very difficult to reconstruct the source data in the original space which often requires complicated network architectures and advanced optimization technologies [14]. In contrast, our method models a virtual domain in a much lower dimensional feature space without introducing additional learnable parameters. Moreover, the self-training strategy (i.e. the entropy minimization and the pseudo-labeling technologies) used in [15, 13, 41] may suffer from error accumulation due to over-confident predictions produced by the source model. A recent arxiv work BATT [41] introduces an additional classifier based on a similar motivation as minimax entropy [30]. Thus, the essential issue of reducing the distribution gap is not explicitly discussed in these works. In contrast, we mimic the distribution gap between the source and target domains through generating the virtual domain features, which provides both theoretical insights and superior empirical results for source data free unsupervised domain adaptation.
3. Methodology

The core issue in unsupervised domain adaptation is to reduce the distribution gap between the source domain and target domain when learning the classification model. A typical deep learning-based domain adaptation model [19, 21, 8, 2, 38, 11, 31, 44] can generally be decomposed into three parts, a classifier module $C$, a distribution alignment module $D$, and a feature extractor module $F$. In the prevailing paradigm of unsupervised domain adaptation (UDA), one common approach aims at aligning the distributions between the source and target domains in the shared feature space via different statistical measurements, while preserving discriminative information in the source domain. We denote the labeled source domain as $\{\{X_s, Y_s\}\}$ and the unlabeled target domain as $\{\{X_t\}\}$, where $X$ and $Y$ denote the data and labels, respectively. The typical objective function of UDA for classification can be written as follows,

$$L_{\text{UDA}} = L_{\text{cls}}(C(F(X_s)), Y_s) + L_{\text{div}}(F(X_s), F(X_t)) \quad (1)$$

where $L_{\text{cls}}$ is the classification loss (e.g. the cross-entropy loss) for the source domain labeled data and $L_{\text{div}}$ measures the distribution gap (e.g. MMD and adversarial loss) for modeling the data distribution mismatch between the source domain and the target domain.

However, for the source data-free domain adaptation (SFUDA), we are only given the pre-trained source model ($F_s$ and $C_s$) and unlabeled target domain data ($X_t$) and we cannot access to the source domain data ($X_s$). Hence, we propose to model a virtual domain, such that the domain gap between the source domain and the virtual domain, as well as that between the virtual domain and the target domain can be minimized at the same time. Thus, our newly proposed objective function for SFUDA becomes

$$L_{\text{SFUDA}} = L_{\text{cls}}(C(F(X_s)), Y_s) + L_{\text{div}}(F(X_s), F(X_v)) + L_{\text{div}}(F(X_v), F(X_t)) \quad (2)$$

The key issue in the above objective function is how to model the virtual domain by minimizing $L_{\text{div}}(F(X_s), F(X_v))$ merely based on $F_s$ and $C_s$ in the absence of $X_s$. Once the virtual domain is constructed, $L_{\text{div}}(F(X_v), F(X_t))$ can be minimized via any distribution divergence loss.

3.1. Virtual Domain Modeling

Due to the absence of source data in the source data-free setting, we propose to model a virtual domain to mimic the real source domain data. A typical classification model transforms the original high-dimensional visual data into a compact feature space, where it is much easier to compare and model the data distribution. Thus, it is unnecessary to model the distribution in the original data space. Unlike the Model Adaptation [14] method that synthesizes the source data in the original data space, we propose to model the virtual domain in a low-dimensional feature space based on the observation that most successful domain adaptation methods for the high-level semantics related tasks (e.g. the classification task) reduce the distribution gap in a more compact feature space rather than in the original data space.

3.1.1 GMM-based Virtual Domain Modeling

Here, we propose to model the virtual domain by using the Gaussian Mixture Model (GMM). Our motivation is
that, the features of samples in the high-level feature space learned by using the deep learning methods can be treated as following the mixture of Gaussian distribution for the semantics related tasks such as classification. For example, the data in each class can be assumed to be sampled from one of the Gaussians in the mixture model. As a probabilistic model, GMM assumes all data points are generated from a mixture of a few Gaussian distributions with unknown parameters. Theoretically, the GMM can well approximate any continuous distribution by using a finite number of mixture of Gaussian distributions [16, 24]. Theoretically, a Gaussian mixture model can represent any distribution as follows,

\[ p(x) = \sum_{k=1}^{K} \pi_k \mathcal{N}(x | \mu_k, \Sigma_k) \]  

with \( \pi_k \) the mixing coefficients, where \( \sum_{k=1}^{K} \pi_k = 1 \) and \( \pi_k \geq 0 \) for any \( k \). Hence, four unknown parameters are required to be estimated: 1) the number of Gaussians \( K \), 2) the mixing coefficients \( \pi_k \), 3) the mean of each Gaussian \( \mu_k \), and 4) the covariance of each Gaussian \( \Sigma_k \).

In the context of source data-free domain adaptation, the modeled virtual domain is expected to be well aligned with the source domain, such that the target domain can be further aligned with the virtual domain to achieve effective domain adaptation. Thus, we propose to estimate the unknown parameters of the GMM model for the virtual domain such that the distribution gap between the virtual domain and the source domain is minimized.

The unknown parameters in GMM are typically optimized via some iterative methods, such as the Expectation-Maximization (EM) algorithm. However, since we do not have access to the source domain data, it is infeasible to estimate the parameters in such an iterative way. Here, we approximate these parameters based on our observations and in-depth analysis.

First, the number of Gaussian distributions \( K \) can be naturally set as the number of classes in the source domain. Secondly, the mixing coefficients \( \pi_k \) are set as \( \frac{1}{K} \) by assuming a class-balanced source dataset, which also satisfies the constraints that \( \sum_{k=1}^{K} \pi_k = 1 \) and \( \pi_k \geq 0 \) for any \( k \).

Then the key and most challenging task turns to the estimation of \( \mu_k \) and \( \Sigma_k \) of the GMM model. In the source data-free setting, the underlying distribution cannot be explicitly observed. Thanks to the pre-trained source model, we discover the information hidden in the source model parameters to approximate \( \mu_k \) and \( \Sigma_k \) of the virtual domain.

### 3.1.2 Approximation of \( \mu_k \) and \( \Sigma_k \)

In a typical deep learning-based architecture for classification, the model generally can be decomposed into a feature extractor module \( \mathcal{F} \) and a classifier module \( C \). The feature extractor \( \mathcal{F} \) consists of all the layers except for the last fully connected (fc) layer, while the classifier module \( C \) is defined as the last fc layer. After feeding the original input data (e.g. 2D images or 3D point clouds) \( X \) into the feature extractor, the data can be represented as a feature vector \( f = \mathcal{F}(X) \) with more compact semantic information. The classifier module is generally a linear classifier with the output dimension as the number of classes in the current task of interest. According to one of the most common interpretations, each row of the learned linear classifier’s weights corresponds to a template or a prototype for one of the classes [4]. Motivated by this interpretation, we can easily produce the prototypes of all classes via the learned weights of each classifier in the pre-trained source domain model. Therefore, we propose to approximate \( \mu_k \) by defining it as one of the rows of the \( L_2 \) normalized weights \([w_1, w_2, ..., w_K]^T\) from the source classifier.

If the data can be observed in the source domain, after generating the approximated \( \mu_k \), we can directly estimate \( \Sigma_k \) based on the maximum likelihood approach. However, the key obstacle is still the unavailability of the source data. Hence, by noting that the final goal of our task is still classification, as long as the features sampled from the virtual domain exhibit satisfactory discriminative capability and certain variations, the constructed virtual domain is expected to be sufficient for domain adaptation. For simplicity, we assume that each Gaussian is isotropic and different Gaussian distributions share the same variance in the mixture model. Thus, only one scalar variance parameter \( \sigma^2 \) needs to be determined in our model. Here, we propose to determine the value of \( \sigma^2 \) based on the minimum pairwise distance among different prototypes to preserve the discriminative capability and certain variations.

\[ \sigma^2 = \frac{1}{\lambda} \min_{m \neq n} \text{Dist}(\mu_m, \mu_n). \]  

where \( \text{Dist} \) is the given distance metric (e.g. Euclidean distance or Cosine similarity), \( m, n \in \{1, ..., K\} \), and \( \lambda \) is a hyperparameter for controlling the scale of the variance. Intuitively, we need to properly set a value for \( \lambda \) to make sure the samples that are close to the decision boundary between the two most confusing classes can still be well separated by the ideal classifier.

### 3.1.3 Final Virtual Domain

Since all the unknown GMM parameters are produced, we can write the distribution of the virtual domain in the feature space as follows,

\[ P_v(f_v) = \sum_{k=1}^{K} \pi_k \mathcal{N}(f_v | \mu_k, \sigma^2 I) \]  

where \( f_v \) represents the virtual domain features, and \( \pi_k = \frac{1}{K} \). With the GMM of the virtual domain, we can simply
sample data from the model to construct our virtual domain. This can be simply implemented by adding a noise vector sampled based on the Gaussian distribution \( N(\epsilon|0, \sigma^2) \) to the mean vector \( \mu_k \) to generate the feature of one sample from class \( k \). Since the virtual domain GMM is constructed and approximated based on the pre-trained model from the source domain, we consider the virtual domain and the source domain are well aligned, at least based on the first-order moment of the class-conditional distributions.

### 3.2. Target and Virtual Domain Alignment

With the constructed virtual domain that well mimics the original source domain distribution in the feature space, we are ready to further align the target domain with the virtual domain. Here, many statistical methods can be readily used, such as Maximum Mean Discrepancy (MMD), Jensen-Shannon (JS) divergence, and Wasserstein distance. Motivated by a simple and effective Adversarial Discriminative Domain Adaptation (ADDA) method [38], we choose a simple adversarial training-based strategy, which is equivalent to reducing the JS-divergence between different domains in the feature space.

Specifically, we initialize the target feature extractor \( \mathcal{F}_t \) by using the pre-trained source feature extractor \( \mathcal{F}_s \). The generated virtual domain features \( f_v \) and the extracted target features \( f_t = \mathcal{F}_t(X_t) \) are then fed into a domain discriminator \( D \). The domain discriminator \( D \) attempts to distinguish the virtual domain features and the target domain features through a binary classification loss with the ground-truth domain labels of source samples and target samples as 1 and 0, respectively. Therefore, our newly proposed objective to learn both \( \mathcal{F}_t \) and \( D \) is then formulated as follows,

\[
\mathcal{L}_{div} = \min_{\mathcal{F}_t} \max_{D} \mathbb{E}_{f_v \sim P_v} \log D(f_v) + \mathbb{E}_{X_t \sim P_t} \log(1 - D(\mathcal{F}_t(X_t))),
\]  

(6)

where \( P_v \) and \( P_t \) are the distributions of the virtual domain in the high-level feature space and the target domain in the original data space, respectively.

#### 3.2.1 Enhancing Target Domain Compactness

Since the variance of the virtual domain is controllable, and a relatively small variance may lead to a more class-concentrated domain, which is helpful for the classification tasks in both the virtual domain and the target domain. However, the real target domain data may exhibit a larger variation, so direct alignment between the virtual domain and the target domain may not be sufficient. Here, to further enhance the intra-class compactness for the target domain data, we propose a new mechanism to enforce the uncertain target samples that lie around the decision boundary to be more confident.

We observe that the uncertain target samples with low prediction confidence scores generally lead to poor intra-class compactness. Thus, we further align the target uncertain target samples with the virtual domain samples by using a newly proposed re-weighting mechanism. Specifically, the more uncertain (resp., certain) the target sample is, a larger (resp., smaller) weight will be assigned when calculating the distribution divergence loss. Formally, the weights that characterize the uncertainty are defined based on a normalized entropy as follows,

\[
\alpha(X_t) = \frac{-\sum_{k=1}^{K} \delta_k(C_t(\mathcal{F}_t(X_t))) \log \delta_k(C_t(\mathcal{F}_t(X_t))))}{-\sum_{k=1}^{K} \frac{1}{K} \log \frac{1}{K}}
\]

(7)

where \( \delta_k(C_t(\mathcal{F}_t(X_t))) \) denotes the \( k \)-th element of the softmax output. The distribution divergence loss then becomes,

\[
\mathcal{L}_{div} = \min_{\mathcal{F}_t} \max_{D} \mathbb{E}_{f_v \sim P_v} \log D(f_v) + \mathbb{E}_{X_t \sim P_t} \alpha(X_t) \log(1 - D(\mathcal{F}_t(X_t)))
\]

(8)

However, one may argue that if a larger domain loss is applied to the more uncertain samples, they might be aligned to a wrong class since these samples are the most confusing ones. We tackle this problem by refining the target model based on the more certain target samples with their assigned pseudo labels. The decision boundary will thus be adapted more towards the target domain data to alleviate the issues of aligning uncertain target samples to a wrong side of the decision boundary. In details, we rank the target samples based on their entropy values in a descending order and choose the first \( \gamma \% \) samples as the most certain target samples. These samples are assigned with the pseudo labels predicted by the aligned model in order to further refine the target model.

#### 3.3. Theoretical Analysis

In this section, we analyse our method from the theoretical perspective. The seminal works [1, 23] on theoretical analysis for domain adaptation have provided the generalization bound of the expected classification error \( \epsilon_{P_t}(h) \) in the target domain based on the source domain classification error \( \epsilon_{P_s}(h) \) and the domain discrepancy. Formally, let us denote any hypothesis by \( h \in \mathcal{H} \), the generalization bound is defined as

\[
\epsilon_{P_t}(h) \leq \epsilon_{P_s}(h) + d(P_s, P_t) + \gamma
\]

(9)

where \( d(P_s, P_t) \) is the domain discrepancy, and \( \gamma \) is a constant term. It is crucial to reduce the domain discrepancy and achieve a tighter bound, which have been implemented in different ways, such as the popular \( \mathcal{H} \Delta \mathcal{H} \)-Divergence [1, 23], Maximum Mean Discrepancy (MMD) [25, 19], JS-divergence [8, 38] or Wasserstein distance [33], etc.
In the source data-free setting, we model a virtual domain distribution \( P_t \) to mimic the source distribution \( P_s \). To reduce the classification error on the target domain, the distributions \( P_s, P_t \), and \( P_r \) should be substantially similar to each other. Hence, the generalization bound in our method becomes
\[
\epsilon_P(h) \leq \epsilon_{P_r}(h) + d(P_v, P_t) + \gamma_1,  
\]
where
\[
\epsilon_{P_r}(h) \leq \epsilon_{P_s}(h) + d(P_v, P_s) + \gamma_2
\]
Thus, the final bound is defined as,
\[
\epsilon_P(h) \leq \epsilon_{P_s}(h) + d(P_v, P_s) + d(P_v, P_t) + \hat{\gamma}
\]
where \( \hat{\gamma} = \gamma_1 + \gamma_2 \) is the constant term.

Instead of reducing \( d(P_s, P_t) \) in (9), our goal is to reduce both \( d(P_s, P_v) \) and \( d(P_v, P_t) \) Here, we analyze the two terms one-by-one. First, in our formula of modeling the virtual domain in Eq. (5), the distribution divergence in each class between the source domain and the virtual domain is minimized in terms of the first-order moments. The justification is that the class mean \( \mu_k \) is defined as the learned weights of the source classifier and these weights can be explained as the means (i.e., the prototypes) of the source classes. Thus, the distribution discrepancy \( d(P_s, P_v) \) can be treated as the MMD on the samples in each class from different domains. Secondly, through a domain discriminator, the distribution discrepancy \( d(P_v, P_t) \) is approximated by JS-divergence [9], which shares the similar spirit from several existing adversarial learning-based domain adaptation methods [8, 38]. In summary, the newly proposed VDM-DA method for SFUDA can still achieve a tight generalization bound for reasonably minimizing the target domain classification error.

4. Experiments

In this section, to verify the effectiveness of our proposed VDM-DA method, we conduct extensive experiments on three benchmark datasets for cross-domain object recognition based on both 2D images and 3D point clouds.

4.1. Experimental Setup

Datasets. Two commonly used 2D image benchmarks (Office31 and VisDA17) and one recently released 3D point-cloud dataset (PointDA-10) are used for evaluation.

1. Office31 contains three domains (Amazon (A), DSLR (D), and Webcam (W)) and each domain consists of 31 object classes in the office environment. There are in total 4110 images in this dataset. We perform domain adaptation by using each pair of domains, which leads to 6 different tasks.

2. VisDA17 is a challenging large-scale benchmark datasets, which includes the images from 12 object classes. It contains two domains(i.e., the synthesis image domain and the real image domain) and the goal is to perform domain adaptation from the synthesis image domain (i.e., the source domain) to the real image domain (i.e., the target domain). The source domain contains 152,409 of synthetic images generated by rendering 3D models, while the target domain has 55,400 real images sampled from Microsoft COCO.

3. PointDA-10 dataset is a 3D point cloud domain adaptation benchmark used in [29], which contains 3D point clouds of 10 classes from three domains, ModelNet40 (Mo), ShapeNet (Sh) and ScanNet (Sc). Each domain contains its own training and testing sets. We perform domain adaptation by using the training set of one domain as the labeled source domain, the training set of another domain as the unlabeled target domain and further evaluate on the testing set of this unlabeled target domain, which leads to 6 tasks.

Network Architecture. For fair comparison, we use the same backbone networks as in the previous domain adaptation methods [15]. As described in Section 2, a typical domain adaptation model is composed of a feature extractor \( F \) (e.g., \( F_s / F_t \), a classifier \( C \) (e.g., \( C_s / C_t \)), and a domain discriminator \( D \). For the 2D image recognition task, the pre-trained ResNet-50 or ResNet-101 [10] with one additional bottleneck fc layer (with 256 units) is used as the feature extractor. For the 3D point cloud recognition task, as suggested in [29], pre-trained PointNet [28] with two additional fc layers are used. For both tasks, the classifier \( C \) is defined as the last fc layer, while the domain discriminator \( D \) consists of three fc layers (i.e., \( f_1 / f_v \rightarrow 1024 \rightarrow 1024 \rightarrow 2 \)).

Implementation Details. We optimize the whole network parameters by using the SGD optimizer with momentum of 0.9, weight decay of \( 1e^{-3} \) and the batch size of 32 on all datasets. The initial learning rate \( \eta_0 \) is empirically set to \( 1e^{-2} \), then the learning rate after each iteration is decreased based on the equation \( \eta = \eta_0 \cdot (1 + 10 \cdot p)^{-0.75} \) as suggested in [8], where \( p \) changes from 0 to 1 during the training process. During training, feature extractor \( F \) is learned with the learning rate as 0.1 times that of the current step. We empirically set \( r\% = 70\% \) for the 2D image and \( r\% = 30\% \) for the point cloud related experiments.

Baseline Methods. We compare our method VDM-DA with both traditional UDA methods and source data-free UDA (SFUDA) methods. The UDA baselines include DANN [8], ADDA [38], DAN [19], JAN [21], CDAN [18], MCD [31], BSP [5], SAFN [40] and STAR [22]. While the SFUDA baseline methods are SHOT [15], BAIT [41], and ModelAdapt [14]. For point cloud related tasks, we additionally compare our method with PointDAN [29], which is the state-of-the-art domain adaptation method for 3D point clouds. The results of the baseline methods are copied from their original works.
4.2. Experimental Results

4.2.1 2D Image Recognition

Table 1 and 2 show the experimental results on two 2D image-based cross-domain object recognition benchmarks. ResNet50 and ResNet101 are used as the backbone network in all methods for Office-31 and VisDA17 benchmarks, respectively. We also report the results of a variant of our method without enhancing target domain intra-class compactness (denoted by “VDM-DA (w/o TC)”), in which our VDM-DA outperforms all the existing UDA baseline methods in terms of the average accuracy. Specifically, our VDM-DA method achieves better average accuracy than PointDAN, which is specially designed for the cross-domain 3D recognition task with additional complicated modules for both local and global alignment. These results clearly verify that it is beneficial to use the generated virtual domain data from our VDM-DA for different domain adaptation tasks.

In Table 3, we report the results of all methods for the cross-domain 3D point cloud recognition task. Similarly as in the image recognition task, our newly proposed VDM-DA method outperforms all the existing UDA baseline methods in terms of the average accuracy. Specifically, our VDM-DA method achieves better average accuracy than PointDAN, which is specially designed for the cross-domain 3D recognition task with additional complicated modules for both local and global alignment. These results clearly verify that it is beneficial to use the generated virtual domain data from our VDM-DA for different domain adaptation tasks.

We also run the original codes from the work of SHOT on the 3D point cloud datasets. However, the results show that the baseline method SHOT highly relies on the degree of distribution mismatch. In other words, the self-training strategy used in the baseline method SHOT may not work well if the source domain and the target domain have considerable distribution gap. In contrast, our generated virtual domain data shares more similar distribution as the source domain and this can be used as a bridge to reduce data distribution mismatch between the source and target domains.
4.3. Parameter Sensitivity and Qualitative Analysis

In this section, we take the VisDA17 dataset as an example to conduct more experiments to evaluate the robustness of our method when using different parameters, and also provide qualitative results to further demonstrate the effectiveness of our method.

Table 4: Results of our VDM-DA method when using different $\lambda$ values on the VisDA17 dataset

| $\lambda$ | 2   | 4   | 6   | 8   | 10  | 12  |
|-----------|-----|-----|-----|-----|-----|-----|
| Accuracies(%) | 83.3 | 84.2 | 85.1 | 84.7 | 84.2 | 82.2 |

Robustness to $\lambda$. When generating the virtual domain samples, the hyperparameter in Eq.(4) controls the intra-class variance of the generated virtual domain samples. On one hand, if $\lambda$ is too small, the intra-class variance is large, so it is difficult to distinguish the virtual domain samples from different classes. On the other hand, if $\lambda$ is too large, the virtual domain samples in each class will be concentrated only in a compact area around the class mean, making it more difficult to align the target domain and the virtual domain, as the real samples usually come from a more diverse distribution. Fortunately, the newly proposed strategy for enhancing the intra-class compactness in the target domain (see Section 3.2.1) would help us to partially solve this issue, allowing us to choose $\lambda$ in a relatively large range. As shown in Table 4, we observe that our method can achieve promising results when varying $\lambda$ in the range of $[4, 10]$.

Visualization of Virtual Domain Samples. A good virtual domain should exhibit two key properties: 1) its data distribution should be similar as the real source domain and 2) the virtual domain samples from different classes are well separated. To verify the two properties, Figure 2a visualizes the t-SNE results of the randomly sampled real source data and the data randomly sampled from the virtual domain. The results show that the virtual domain samples are well aligned with the real source data. In addition, since we can manually control the variance during the virtual domain modeling process, the sampled virtual domain data are more compact than the source data and contain much less outlier samples that lie between any two confusion classes.

Visualization of Target Domain Compactness. As discussed in Section 3.2, the target domain samples can be quite diverse, and improving the intra-class compactness in the target domain would help distribution alignment between the target domain and the virtual domain. To validate this, in Figure 2b, we use t-SNE to visualize the sampled from both the target and virtual domains. Three methods are evaluated, the source only method (Figure 2b(i)), the vanilla alignment method (i.e. by using Eq. (6)) without considering uncertainty (Figure 2b(ii)), and our newly proposed uncertainty-aware alignment method (Figure 2b(iii)). It can be seen that while the vanilla alignment method can align the target samples with the virtual domain class prototypes to a certain degree, our uncertainty-aware alignment method achieves better alignment results and produces more class concentrated representations.

5. Conclusion

In this work, we have proposed a new method called Domain Adaptation with Virtual Domain Modeling (VDM-DA) for source data-free unsupervised domain adaptation (SFUDA). To learn domain-invariant representations to reduce distribution gap between the inaccessible source domain and the target domain, we propose to model an intermediate virtual domain which has similar data distribution as the unobserved source data in the high-level feature space by using a Gaussian Mixture Model (GMM), our virtual domain construction procedure is simple without introducing any extra learnable parameters. We further align the target domain to the virtual domain by using our newly proposed uncertainty-aware alignment strategy to improve the intra-class compactness in the target domain. Extensive experiments on both 2D images and 3D point-clouds for different cross-domain object recognition tasks demonstrate the effectiveness of our proposed VDM-DA method.
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