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Abstract. In this paper, we consider the nonlinear Schrödinger equation on \( \mathbb{R}^N \), \( N \geq 1 \),
\[
\partial_t u = i\Delta u + \lambda|u|^{\alpha} u,
\]
with \( H^2 \)-subcritical nonlinearities: \( \alpha > 0 \), \( (N - 4) \alpha < 4 \) and \( \text{Re} \lambda > 0 \). For any given compact set \( K \subset \mathbb{R}^N \), we construct \( H^2 \) solutions that are defined on \( (0, T) \) for some \( T > 0 \), and blow up exactly on \( K \) at \( t = 0 \). We generalize the range of the power \( \alpha \) in the result of Cazenave, Han and Martel [5]. The proof is based on the energy estimates and compactness arguments.

1. Introduction. In this paper, we consider the nonlinear Schrödinger equation with the power nonlinearity
\[
\partial_t u = i\Delta u + \lambda|u|^{\alpha} u
\]
on \( \mathbb{R}^N \), where
\[
N \geq 1, \quad \alpha > 0, \quad (N - 4) \alpha < 4,
\]
and \( \lambda \in \mathbb{C} \) such that
\[
\text{Re} \lambda > \begin{cases} 
0, & \text{if } 1 \leq N \leq 3, \\
\frac{\alpha}{2} |\text{Im} \lambda|, & \text{if } N \geq 4.
\end{cases}
\]
Under the assumption (1.2), the equation (1.1) is \( H^2 \)-subcritical, so that the corresponding Cauchy problem is locally well posed in \( H^2(\mathbb{R}^N) \), see [12] and [21]. It is well-known that if \( \alpha < \frac{4}{N} \) and the equation (1.1) has a dissipative nonlinearity, i.e. \( \text{Re} \lambda < 0 \), then all \( H^1 \) solutions are global, see [2]. If \( \alpha < \frac{2}{N} \) and the nonlinearity is not dissipative, i.e. \( \text{Re} \lambda > 0 \), it is proved in [2] that the equation (1.1) has no global in time \( H^1 \) solution that remains bounded in \( H^1 \). The question of the finite-time blow-up is still open. With the restriction \( \alpha \geq 2 \), it is proved in [6] that under the assumption that \( (N - 2) \alpha \leq 4 \) and \( \text{Re} \lambda = 1 \), finite time blowup occurs. The construction is based on an appropriate ansatz. This result is extended in [13] to the case \( \alpha > 1 \) and \( (\alpha + 2) \text{Re} \lambda \geq \alpha|\lambda| \). Moreover, by refining the initial ansatz (2.7) inductively, the blow-up result is extended to the whole range of \( H^1 \) subcritical powers and arbitrary \( \text{Re} \lambda > 0 \) in [5]. There are some similarly results for the focusing energy subcritical nonlinear wave equation, see [7, 8].
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In this paper, we extend the previous blow-up result in [5] to the $H^2$-subcritical case under the additional technical assumptions (1.3).

**Theorem 1.1.** Under the conditions (1.2) and (1.3), for any nonempty compact subset $K \subset \mathbb{R}^N$, there exist $S \in (-1,0)$ and a solution $u \in C([S,0), H^2(\mathbb{R}^N)) \cap C^1([S,0), L^2(\mathbb{R}^N))$ of the equation (1.1) which blows up at time $0$ exactly on $K$ in the following sense.

1. If $x_0 \in K$ then for any $r > 0$,
   \[
   \lim_{t \uparrow 0} \|u(t)\|_{L^2(|x-x_0|<r)} = \infty. \tag{1.4}
   \]

2. If $K$ is a open subset of $\mathbb{R}^N$ such that $K \subset U$, then
   \[
   \lim_{t \uparrow 0} \|\nabla u(t)\|_{L^2(U)} = \infty, \text{ and } \lim_{t \uparrow 0} \|\Delta u(t)\|_{L^2(U)} = \infty. \tag{1.5}
   \]

3. If $\Omega$ is a open subset of $\mathbb{R}^N$ such that $\overline{\Omega} \cap K = \emptyset$, then
   \[
   \sup_{t \in (S,0]} \|u(t)\|_{H^2(\Omega)} < \infty. \tag{1.6}
   \]

**Remark 1.1.** Under the assumptions that $\alpha > 0$, $(N-2)\alpha \leq 4$ and Re$\lambda > 0$, Cazenave-Han-Martel [5] proved that given any nonempty compact subset $K$ of $\mathbb{R}^N$, there exists a $H^1$ solution of (1.1) which blows up exactly on $K$ when $t = 0$. We generalize the range of $\alpha$ to the $H^2$-subcritical case, following the technique developed in [6]. For technical reasons, we require that Re$\lambda > \frac{2}{N} |\text{Im}\lambda|$ when the dimension $N \geq 4$, which is used in the proof of the estimates of $\|\partial_t \varepsilon_n\|_{L^2}$, see (3.29)-(3.41).

**Remark 1.2.** It follows from (1.4) and (1.5) that both $\|u(t)\|_2$, $\|\nabla u(t)\|_2$ and $\|\Delta u(t)\|_2$ blow up when $t \uparrow 0$.

**Remark 1.3.** The estimate (1.4) can be refined. More precisely, it follows from (4.8) that
   \[
   (-t)^{-\frac{N}{2} + \frac{N}{2k}} \|u(t)\|_{L^2(|x-x_0|<r)} \lesssim (-t)^{-\frac{N}{2}}
   \]
   where $k > N\alpha$ is given by (2.2).

We prove Theorem 1.1 by the strategy of [1]. More precisely, we consider the sequence $\{u_n\}_{n \geq 1}$ of solutions of (1.1) with the initial datum $u_n(t) = U_f(-\frac{r}{n})$, where $U_f$ is a refined blowup profile defined in Lemma 2.3. It follows that $u_n$ is defined on $(s_n, -\frac{1}{n})$ for some $s_n < -\frac{1}{n}$. Letting $\varepsilon_n(t) = u_n(t) - U_0(t)$, following the ideas of [5, 15], we show that $\{\varepsilon_n\}_{n \geq 1}$ is uniformly bounded in $L^\infty((S,\tau), H^2) \cap W^{1,\infty}((S,\tau), L^2)$ ($S$ is given by Proposition 3.1) for any $\tau \in (S,0)$ by the energy arguments. Moreover, by the compactness argument, we find $\varepsilon \in L^\infty((S,0), H^2) \cap W^{1,\infty}((S,0), L^2)$ and a subsequence of $\{\varepsilon_n\}_{n \geq 1}$ weakly converges to $\varepsilon$. Therefore, setting $u(t) = U_f(t) + \varepsilon(t)$, we see that $u$ is a $H^2$ solution of (1.1). Finally, note that $\varepsilon$ is bounded in $H^2(\mathbb{R}^N)$ and $U_f$ blows up at time 0 exactly on $K$, we deduce that $u(t)$ also blows up at time 0 exactly on $K$.

The solution $u$ given by Theorem 1.1 blows up at $t = 0$ like the function $U_f$ defined in Lemma 2.3. Since the function $U_0$ defined by (2.7) satisfying $U_t = \lambda U^\alpha U$, and $U_f$ is a refinement of $U_0$, we see that the solution $u$ displays an ODE-type blowup. We recall that there are many ODE-type blowup results for several other nonlinear equations, refer to [10, 17, 20] for results in the parabolic context,
refer to [1, 18, 23] for the nonlinear wave equations. Recently, there are many well-posedness results for the nonlinear Schrödinger equation, see [9, 14, 24, 25] and references therein.

The rest of the paper is organized as follows. In Section 2, we introduce the blow-up ansatz and the corresponding estimates which are from [5], and recall some useful estimates. Section 3 is devoted to the construction of a sequence of solutions of (1.1) close to the blow-up ansatz and some a priori estimates of the approximate solutions. Finally, we complete the proof of Theorem 1.1 in Section 4 by passing to the limit in the approximate solutions.

2. The blow-up ansatz. In this section, we introduce the blow-up ansatz constructed in [5].

The first candidate $U_0$ is defined by (2.7) below, which is a solution of the ordinary differential equation $U_t = \lambda |U_0|^\alpha U_0$. Since the error term $i\Delta U_0$ is not integrable in time near the singularity when $\alpha$ is small, the method used in [1] does not applicable to the case $0 < \alpha \leq 1$. To treat any subcritical $\alpha$ and any $\lambda \in \mathbb{C}$ with $\Re \lambda > 0$, Cazenave-Han-Martel [5] refine the blow-up ansatz inductively, using only ODE techniques, see (2.18)-(2.22) for more details. Throughout this section, we choose two integers

$$J = \left\lceil \frac{2}{\alpha} + 4\sigma \right\rceil + 1$$

and

$$k = \max\{2J + 4, \frac{16}{3\gamma \sigma}, N\alpha, \frac{1}{(1 - \frac{3}{2} \gamma)\sigma}\}$$

where

$$\gamma = \min\left\{\frac{1}{2}, \frac{\alpha}{\alpha + 2}, \frac{4}{N}\right\},$$

$$\sigma = \max\left\{\frac{4}{\gamma}, (2^{\alpha+1} + 4 + 4K_1)(\alpha + 1)|\lambda|\left|M(\alpha \Re \lambda)^{-1}\right|\right\},$$

where $M$ is given by Lemma 2.4 and $K_1 = |\Re \lambda - \frac{\alpha}{2} \Im \lambda|^{1-\alpha}(4(\alpha + 1)|\lambda|\lambda)^{\alpha-1}$. Let $K$ be any nonempty compact set of $\mathbb{R}^N$ included in the ball of center 0 and radius $R > 0$. It is well-known that there exists a smooth function $Z : \mathbb{R}^N \to [0, \infty)$ which vanishes exactly on $K$ (see Lemma 1.4 in [19]). Define the function $A : \mathbb{R}^N \to [0, \infty)$ by

$$A(x) = (Z(x)\chi(|x|) + (1 - \chi(|x|))|x|)^k$$

where

$$\chi \in C^\infty(\mathbb{R}, \mathbb{R}), \quad \chi(s) = \begin{cases} 1, & 0 \leq s \leq R, \\ 0, & s \geq 2R, \end{cases} \quad \chi'(s) \leq 0 \leq \chi(s) \leq 1, \quad s \geq 0.$$

It follows that the function $A \in C^{k-1}(\mathbb{R}^N, \mathbb{R})$, vanishes exactly on $K$, satisfies

$$\begin{cases} A \geq 0 \text{ and } |\partial_x^\beta A| \lesssim A^{1-\frac{|\beta|}{k}}, & \text{on } \mathbb{R}^N \text{ for } |\beta| \leq k - 1, \\ A(x) = |x|^{k}, & \text{for } x \in \mathbb{R}^N, |x| \geq 2R. \end{cases}$$

Set

$$U_0(t, x) = (\Re \lambda)^{-\frac{\alpha}{2}} (-\alpha t + A(x))^{-\frac{1}{2} - i \frac{\lambda}{\lambda \Re \lambda}}, \quad t < 0, x \in \mathbb{R}^N.$$

From (1.2), (2.2) and (2.6), we have

$$U_0 \text{ is } C^\infty \text{ in } t < 0 \text{ and } C^{k-1} \text{ in } x \in \mathbb{R}^N,$$

$$\partial_t U_0 = \lambda |U_0|^\alpha U_0, \quad t < 0, x \in \mathbb{R}^N,$$
\[ |U_0| = (\text{Re}\lambda)^{-\frac{1}{2}} (\alpha t + A(x))^{-\frac{1}{2}} \leq (\text{Re}\lambda)^{-\frac{1}{2}} (-t)^{-\frac{1}{2}}, \] (2.9)

and
\[ \partial_t |U_0| = \text{Re}\lambda |U_0|^{\alpha+1} \geq 0. \] (2.10)

Next we estimate the profile \( U_0 \) given by (2.7). We collect the estimates on \( U_0 \) which are from [5] and slight modifications.

**Lemma 2.1.** Under the conditions (1.2), (2.2) and (2.6), then we have
\[ \|U_0(t)\|_{L^p} \lesssim (-t)^{-\frac{1}{2}} \] (2.11)
for all \( p \geq 1 \) and \( -1 \leq t < 0 \). In addition, for every \( \rho \in \mathbb{R}, \ell \in \mathbb{N} \) and \( |\beta| \leq k - 1 \),
\[ |\partial_\ell^\beta \partial_2^\beta U_0| \lesssim |U_0|^{1+\ell+\frac{1}{2} |\beta|} \lesssim (-t)^{-\ell-\frac{|\beta|}{2}} |U_0|, \] (2.12)
\[ |\partial_\ell^\beta (|U_0|^{\rho})| \lesssim |U_0|^{\rho+\frac{1}{2} |\beta|} \lesssim (-t)^{-\frac{|\beta|}{2}} |U_0|^\rho, \] (2.13)
\[ |\partial_\ell^\beta (|U_0|^{\rho-1} U_0)| \lesssim |U_0|^{\rho+\frac{1}{2} |\beta|} \lesssim (-t)^{-\frac{|\beta|}{2}} |U_0|^\rho, \] (2.14)
\[ |\partial_\ell^\beta \partial_2^\beta |U_0|^\alpha U_0| \lesssim (-t)^{-1-\frac{|\beta|}{2}} |U_0|^{\alpha+1}, \] (2.15)
for all \( x \in \mathbb{R}^N, t < 0 \), and
\[ U_0 \in C^\infty((-\infty, 0), H^{k-1}(\mathbb{R}^N)). \] (2.16)

Furthermore, for any \( x_0 \in \mathbb{R}^N \) such that \( A(x_0) = 0 \), for any \( r > 0, -1 \leq t < 0 \) and \( 1 \leq p \leq \infty \),
\[ C_{r,p} (-t)^{-\frac{1}{2} + \frac{N}{2}} \lesssim \|U_0(t)\|_{L^p(|x-x_0|<r)}, \] (2.17)
where the constant \( C_{r,p} \) depends on \( r \) and \( p \).

**Proof.** Estimates (2.11)-(2.14) and the property (2.16) follows by the calculation in [5].

Note that \( |U_0| \) is positive for any time \( t < 0 \), we have
\[ \partial_t (|U_0|^\alpha U_0) = \frac{\alpha + 2}{2} |U_0|^\alpha \partial_t U_0 + \frac{\alpha}{2} |U_0|^{\alpha-2} U_0^2 \partial_2 U_0. \]

It follows from Leibnitz’s formula, (2.12)-(2.14) that
\[ |\partial_\ell^\beta \partial_2^\beta (|U_0|^\alpha U_0)| \lesssim \sum_{\beta_1 + \beta_2 = \beta} |\partial^\beta \partial_2^\beta (|U_0|^\alpha \partial_2^\beta \partial_2 U_0| + \sum_{\beta_1 + \beta_2 = \beta} |\partial^\beta (|U_0|^{\alpha-2} U_0^2 \partial_2^\beta \partial_2 U_0)|
\lesssim \sum_{\beta_1 + \beta_2 = \beta} (-t)^{-\frac{|\beta_1|}{2}} |U_0|^{\alpha} \cdot (-t)^{-1-\frac{|\beta_2|}{2}} |U_0| \lesssim (-t)^{-\frac{|\beta|}{2}} |U_0|^{\alpha+1}, \]
which proves (2.15).

To prove (2.17), we set \( x_0 \in \mathbb{R}^N \) such that \( A(x_0) = 0 \). For any fixed \( x \in \mathbb{R}^N \) satisfying \( |x-x_0| < r \), choosing \( x_1 \in \mathbb{R}^N \) satisfying \( |x_1-x_0| \leq |x-x_0| \) and
\[ |A(x_1)| = \max_{|y-x_0| \leq |x-x_0|} |A(y)|. \]
From (2.6), we have,
\[ |A(x_1)| = |A(x_1) - A(x_0)| = |\nabla A(\eta x_1 + (1-\eta)x_0) \cdot (x_1-x_0)| \leq C|A(\eta x_1 + (1-\eta)x_0)|^{1-\frac{1}{k}} |x_1-x_0| \leq C|A(x_1)|^{1-\frac{1}{k}} |x_1-x_0|, \]
for some \( \eta \in [0,1] \), and
\[ |A(x_1)| \leq C|x_1-x_0|^k. \]
Then, we have
\[ |A(x)| \leq |A(x_1)| \leq C|x_1 - x_0|^k \leq C|x - x_0|^k, \quad \forall \ |x - x_0| < r, \]
and
\[
\int_{|x-x_0| < r} |U_0|^p \, dx \gtrsim \int_{|x-x_0| < r} (-t + |x-x_0|^k)^{-\frac{p}{2}} \, dx
\]
\[ \gtrsim (-t)^{-\frac{p}{2} + \frac{K}{2}} \int_{|y| < r} (1 + |y|^k)^{-\frac{p}{2}} \, dy \geq C_{r,p}(-t)^{-\frac{p}{2} + \frac{K}{2}}. \]
This completes the proof of (2.17).

Next, we introduce a procedure to reduce the singularity of the error term at any order of \((-t)\) by refining the approximate solution. We consider the linearization of the equation (2.8),
\[
\partial_t w = \lambda \frac{\alpha + 2}{2} |U_0|^\alpha w + \lambda \frac{\alpha}{2} |U_0|^\alpha - 2 U_0^2 w
\]  
(2.18)
The equation (2.18) has two solutions \( w = iU_0 \) and \( w = \partial_t U_0 = \lambda |U_0|^\alpha U_0 \). By means of variation of constants, it is not hard to see that the corresponding nonhomogeneous equation
\[
\partial_t w = \lambda \left( \frac{\alpha + 2}{2} |U_0|^\alpha w + \frac{\alpha}{2} |U_0|^\alpha - 2 U_0^2 w \right) + G
\]  
(2.19)
has the solution \( w = \mathcal{P}(G) \), where
\[
\mathcal{P}(G) = \frac{\lambda}{\text{Re} \lambda} |U_0|^\alpha U_0 \int_0^t \left[ |U_0|^{-\alpha - 2} \text{Re}(\overline{U_0}G) \right](s) \, ds
\]
\[ + i \frac{1}{\text{Re} \lambda} U_0 \int_0^t \left[ |U_0|^{-2} \text{Im}(\overline{U_0}G) \right](s) \, ds \]  
(2.20)
We define \( U_j, w_j, \mathcal{E}_j \) by
\[
w_0 = iU_0, \quad \mathcal{E}_0 = -\partial_t U_0 + i\Delta U_0 + \lambda |U_0|^\alpha U_0 = i\Delta U_0
\]  
(2.21)
and then recursively
\[
w_j = \mathcal{P}(\mathcal{E}_{j-1}), \quad U_j = U_{j-1} + w_j \quad \mathcal{E}_j = -\partial_t U_j + i\Delta U_j + \lambda |U_j|^\alpha U_j
\]  
(2.22)
for \( j \geq 1 \), as long as they make sense. We will see that for \( j \leq \frac{k-4}{2} \), \( \mathcal{P}(\mathcal{E}_{j-1}) \) is well defined at each step, on a sufficiently small time interval. From similar arguments in Lemma 3.2 in [5], by Lemma 2.1 and Faà di Bruno’s formula (see Corollary 2.10 in [11]), we have the following estimates. For the convenience of the reader, we briefly sketch the proof.

**Lemma 2.2.** Under the conditions (1.2), (2.2) and (2.6), then there exists \(-1 < T < 0\) such that the following estimates hold for all \( 0 \leq j \leq \frac{k-4}{2} \).

1. If \( 0 \leq |\beta| \leq k - 1 - 2j \), then
\[
|\partial_x^\beta w_j| \lesssim (-t)^{(1-\frac{j}{2})-\frac{\beta}{2}} |U_0|, \quad T \leq t < 0, x \in \mathbb{R}^N,
\]  
(2.23)
\[
|\partial_x^\beta (U_j - U_0)| \lesssim (-t)^{1-\frac{\beta+2}{2}} |U_0|, \quad T \leq t < 0, x \in \mathbb{R}^N,
\]  
(2.24)
\[
|\partial_x^\beta \partial_t w_j| \lesssim (-t)^{-1+j(1-\frac{j}{2})-\frac{\beta}{2}} |U_0|, \quad T \leq t < 0, x \in \mathbb{R}^N.
\]  
(2.25)
2. If \( 0 \leq |\beta| \leq k - 3 - 2j \), then
\[
|\partial_x^\beta \mathcal{E}_j| \lesssim (-t)^{(1-\frac{j}{2})-\frac{\beta+2}{2}} |U_0|, \quad T \leq t < 0, x \in \mathbb{R}^N.
\]  
(2.26)
Moreover
\[
\frac{1}{2} |U_0| \leq |U_j| \leq 2 |U_0|, \quad T \leq t < 0, x \in \mathbb{R}^N, \quad (2.27)
\]
\[
U_j \in C^1 ((T, 0), H^{k-1-2j} (\mathbb{R}^N)), \quad (2.28)
\]
\[
|\partial_t U_j| \lesssim (-t)^{-1} |U_0|, \quad T \leq t < 0, x \in \mathbb{R}^N, \quad (2.29)
\]
\[
|\partial_j \mathcal{E}_j| \lesssim (-t)^{-1+j(1-\frac{2}{d})-\frac{2}{d}} |U_0|, \quad T \leq t < 0, x \in \mathbb{R}^N. \quad (2.30)
\]

**Proof.** The proof is based on the induction on \(j\). From (2.12), we get that (2.23)-(2.30) hold with \(j = 0\).

Assume (2.23)-(2.30) hold with \(j \leq n\). Then, we only prove (2.25), (2.29) and (2.30) with \(j = n + 1\), and the other estimates with \(j = n + 1\), follows from Lemma 3.2 in [5].

In view of (2.20) and (2.22), we see that
\[
\partial_t w_{n+1} = \lambda \left( \frac{\alpha + 2}{2} |U_0|^\alpha w_{n+1} + \frac{\alpha}{2} |U_0|^{\alpha-2} U_0^2 \right) + \mathcal{E}_n. \quad (2.31)
\]
It follows from Leibnitz’s formula, (2.9), (2.13)-(2.14), (2.23) with \(j = n + 1\) and (2.26) with \(j = n\) that
\[
|\partial_t \partial_x^\beta w_{n+1}| \lesssim (-t)^{-1+(n+1)(1-\frac{2}{d})-\frac{2}{d}} |U_0|,
\]
which implies (2.25) with \(j = n + 1\).

Next by (2.22), we see that
\[
U_{n+1} = U_n + w_{n+1} = \cdots = w_{n+1} + w_n + \cdots + w_1 + U_0, \quad (2.32)
\]
so that \(|\partial_t U_{n+1}| \lesssim (-t)^{-1} |U_0|\) by (2.12) and (2.25) with \(j \leq n + 1\). Then (2.29) holds with \(j = n + 1\).

Finally, we prove (2.30) with \(j = n + 1\). Since \(U_{n+1} - U_n = w_{n+1}\), it follows from (2.19), (2.20) and (2.22) that
\[
\mathcal{E}_{n+1} - \mathcal{E}_n = -\partial_t w_{n+1} + i \Delta w_{n+1} + \lambda (|U_{n+1}|^\alpha U_{n+1} - |U_n|^\alpha U_n)
\]
\[
= -\mathcal{E}_n + i \Delta w_{n+1} + \lambda (|U_{n+1}|^\alpha U_{n+1} - |U_n|^\alpha U_n)
\]
\[
- \frac{\alpha + 2}{2} |U_0|^\alpha w_{n+1} - \frac{\alpha}{2} |U_0|^{\alpha-2} U_0^2 \frac{w_{n+1}}{|U_0|^\alpha}. \quad (2.32)
\]
Writing
\[
|U_{n+1}|^\alpha U_{n+1} - |U_n|^\alpha U_n = \int_0^1 \frac{d}{d\theta} |U_n + \theta w_{n+1}|^\alpha (U_n + \theta w_{n+1}) \, d\theta
\]
\[
= \int_0^1 \frac{\alpha + 2}{2} |U_n + \theta w_{n+1}|^\alpha w_{n+1} + \frac{\alpha}{2} |U_n + \theta w_{n+1}|^{\alpha-2} (U_n + \theta w_{n+1})^2 \frac{w_{n+1}}{|U_0|^\alpha} \, d\theta,
\]
we have
\[
\mathcal{E}_{n+1} = i \Delta w_{n+1} + \lambda \int_0^1 \frac{\alpha + 2}{2} A_{n+1}(t, \theta) w_{n+1} + \frac{\alpha}{2} B_{n+1}(t, \theta) \frac{w_{n+1}}{|U_0|^\alpha} \, d\theta, \quad (2.33)
\]
where
\[
A_{n+1}(t, \theta) = |U_n + \theta w_{n+1}|^\alpha - |U_0|^\alpha,
\]
\[
B_{n+1}(t, \theta) = |U_n + \theta w_{n+1}|^{\alpha-2} (U_n + \theta w_{n+1})^2 - |U_0|^{\alpha-2} U_0^2.
\]
By the directly computation, one can get
\[
A_{n+1}(t, \theta) = \int_0^1 \frac{d}{ds} |U_0 + sg_{n+1}(\theta)|^\alpha ds
= \int_0^1 \alpha \text{Re} \left[ |U_0 + sg_{n+1}(\theta)|^{\alpha-2} (U_0 + sg_{n+1}(\theta)) \frac{\partial g_{n+1}(\theta)}{\partial s} \right] ds
\]
where \( g_{n+1}(\theta) = U_n + \theta w_{n+1} - U_0 \). From (2.12), (2.23) with \( j = n+1 \), (2.24) with \( j = n \), (2.25) with \( j = n+1 \), (2.32), choosing \( T \) satisfying
\[
C_0 T^{1-\frac{\alpha}{2}} \leq \frac{1}{2},
\]
we obtain
\[
|g_{n+1}(\theta)| \leq C_0 (-t)^{-\frac{\alpha}{2}} |U_0| \leq \frac{1}{2} |U_0|,
\]
\[
|\partial_t g_{n+1}(\theta)| \lesssim (-t)^{-\frac{\alpha}{2}} |U_0|,
\]
\[
|\partial_t (U_0 + sg_{n+1}(\theta))| \lesssim (-t)^{-1} |U_0|.
\]
It follows from (2.34)-(2.38) and Leibnitz’s formula that
\[
|A_{n+1}(t, \theta)| \lesssim (-t)^{-\frac{\alpha}{2}}, \quad |\partial_t A_{n+1}(t, \theta)| \lesssim (-t)^{-1 - \frac{\alpha}{2}}.
\]
Similarly, using Leibnitz’s formula, we see that
\[
|B_{n+1}(t, \theta)| \lesssim (-t)^{-\frac{\alpha}{2}}, \quad |\partial_t B_{n+1}(t, \theta)| \lesssim (-t)^{-1 - \frac{\alpha}{2}}.
\]
Now it follows from (2.25) with \( j = n+1 \), (2.33), (2.39)-(2.40) and Leibnitz’s formula that
\[
|\partial_t \mathcal{E}_{n+1}| \lesssim |\partial_t \Delta w_{n+1}| + \int_0^1 (|A_{n+1}| + |B_{n+1}|) |\partial_t w_{n+1}| dt
+ \int_0^1 (|\partial_t A_{n+1}| + |\partial_t B_{n+1}|) |w_{n+1}| dt
\lesssim (-t)^{-1+(n+1)(1-\frac{\alpha}{2})-\frac{\alpha}{2}} |U_0|,
\]
which implies (2.30) with \( j = n+1 \). Thus (2.23)-(2.30) hold for all \( 0 \leq j \leq \frac{\alpha-2}{\alpha+2} \) by the induction.

Then, we get the following lemma immediately.

**Lemma 2.3.** Under the conditions in Lemma 2.2, we have
\[
|\partial^\beta_x (U_J - U_0)| \lesssim (-t)^{-1 - \frac{\alpha|\beta|}{2}} |U_0|, \quad 0 \leq |\beta| \leq k - 1 - 2J,
\]
\[
|\partial^\beta_x \mathcal{E}_J| \lesssim (-t)^{-1 - \frac{\alpha|\beta|}{2}} |U_0|, \quad 0 \leq |\beta| \leq k - 3 - 2J,
\]
\[
\frac{1}{2} |U_0| \leq |U_J| \leq 2 |U_0|,
\]
\[
U_J \in C^1 ((T, 0), H^{k-1-2J} (\mathbb{R}^N)) ,
\]
\[
|\partial_t U_J| \lesssim (-t)^{-1} |U_0|,
\]
\[
|\partial_t \mathcal{E}_J| \lesssim (-t)^{-1 - 1+J(1-\frac{\alpha}{2})-\frac{\alpha}{2}} |U_0|,
\]
\[
\mathcal{E}_J = -\partial_t U_J + i \Delta U_J + \lambda |U_J|^\alpha U_J,
\]
where \( T \leq t < 0, x \in \mathbb{R}^N, T \in (-1, 0) \).

Finally, we introduce some useful estimates, which will be used in Section 3.
Lemma 2.4. There exists a constant $M \geq 1$ such that
\begin{align*}
||u + v|| - |v|^\alpha &\leq M(||u||^\alpha + 1_{\alpha>1}|u||v|^\alpha), \\
||u + v||^\alpha - |v|^\alpha &\leq M(||u||^\alpha + 1_{\alpha>1}|u||v|^\alpha), \\
||u + v|| - |v| &\leq M(||u||^\alpha + |v|^\alpha)|u - v|,
\end{align*}
(2.48)
and if $0 < \alpha \leq 1$,
\begin{align*}
||u + v||^\alpha - |u|^\alpha &+ ||u + v||^\alpha - |v|^\alpha - 2 - |u|^\alpha - 2| \leq M |u|^\alpha - |v|,
\end{align*}
(2.51)
for all $u, v \in \mathbb{C}$, where
\[
1_{\alpha>1} = \begin{cases} 0, & \text{if } 0 < \alpha \leq 1, \\ 1, & \text{if } \alpha > 1. \end{cases}
\]

Proof. From (2.10) in [4], we can get (2.48) and (2.49), (also see formulas (2.26)-(2.27) in [3]). By the directly computation, one can get (2.50) easily, and omit the details. We prove (2.51) for completeness. Let $z \in \mathbb{C}, |z| \geq \frac{1}{2}$. From $|z|^\alpha \leq C|z|$, (2.48) and (2.49) we have
\begin{align*}
||1 + z|| - |1 + z|^\alpha - 1 + ||1 + z||^\alpha - 2(1 + z)^2 - 1 &\leq C|z|^\alpha \leq C|z|.
\end{align*}
(2.52)
For $|z| \leq \frac{1}{2}$, writing
\begin{align*}
||1 + z||^\alpha - 1 &+ ||1 + z||^\alpha - 2(1 + z)^2 - 1 \\
&= \int_0^1 \frac{d}{d\theta} \left[||1 + \theta z||^\alpha - 1 + ||1 + \theta z||^\alpha - 2(1 + \theta z)^2 - 1\right] d\theta,
\end{align*}
(2.53)
we get
\begin{align*}
\left|\frac{d}{d\theta} \left[||1 + \theta z||^\alpha - 1 + ||1 + \theta z||^\alpha - 2(1 + \theta z)^2 - 1\right]\right| &\leq C(\min_{0 \leq \theta \leq 1} |1 + \theta z|)^{\alpha-1}|z| \leq C|z|,
\end{align*}
(2.54)
which yields (2.52). Now let $u, v \in \mathbb{C}$ with $u \neq 0$, setting $z = v/u$ in (2.52), we obtain that the inequality (2.51) by choosing $M$ larger enough. \qed

Lemma 2.5. Assume that $\lambda \in \mathbb{C}, 0 < \alpha, (N-4)\alpha < 4$, $I \subset \mathbb{R}$ is a compact interval and $u \in C(I, H^2(\mathbb{R}^N)) \cap C^1(I, L^2)$ is a strong $H^2$ solution of the equation
\[
\partial_t u = i\Delta u + \lambda|u|^\alpha u,
\]
then we have
\[
\partial_t (|u|^\alpha u) \in \begin{cases} L^2(I, L^{\frac{2N}{N+2\alpha}}(\mathbb{R}^N)), & \text{if } 2 \leq (N-2)\alpha, \\ L^2(I, L^2(\mathbb{R}^N)), & \text{if } (N-2)\alpha < 2. \end{cases}
\]

Proof. Firstly we recall that $u$ is bounded in $W^{1,q}(I, L^r(\mathbb{R}^N)) \cap L^q(I, H^{2,r}(\mathbb{R}^N))$ for every admissible pair $(q, r) \in \Lambda$ where
\[
\Lambda = \{(q, r) : 2 \leq q, r, \infty, \frac{2}{q} + \frac{N}{r} = \frac{N}{2}, (q, r, N) \neq (2, \infty, 2)\},
\]
see [12, 21].

Then if $2 \leq (N-2)\alpha$, we choose two real numbers $r = \frac{2N(\alpha+1)}{(N-2)(\alpha+1)}$, $q = \frac{4(\alpha+1)}{(N-2)\alpha-2}$ such that $\frac{N+2}{2N} = \frac{1}{2} + \frac{\alpha}{2(\alpha+2)}$, and $(q, r) \in \Lambda$. By Hölder’s inequality and note that
2 ≤ r, (N − 2)r < 2N, q ≥ 2, \( H^2 \hookrightarrow L^{2\alpha+2} \), we deduce that
\[
\|\partial_t(|u|^\alpha u)\|_{L^2(I,L^{2\alpha+2}(\mathbb{R}^N))} \leq \|\partial_t u\|_{L^\infty(R^N)} \|u\|_{L^{2\alpha+2}(\mathbb{R}^N)} \|L^2(I)\|
\leq \|u\|_{L^\infty(I,H^2(\mathbb{R}^N))} \|\partial_t u\|_{L^2(I,L^\infty(\mathbb{R}^N))}
\leq C(I) \|\partial_t u\|_{L^{\infty}(I,L^\infty(\mathbb{R}^N))} \|L^2(I,L^\infty(\mathbb{R}^N))\) < +\infty.
\]

In the case \((N-2)\alpha < 2\), we may choose \( q = \frac{4(\alpha+1)}{N} > 2 \) such that \((q,2\alpha+2) \in \Lambda\). Thus, by Hölder’s inequality and \( H^2 \hookrightarrow L^{2\alpha+2} \), we deduce that
\[
\|\partial_t(|u|^\alpha u)\|_{L^2(I,L^2(\mathbb{R}^N))} \leq \|\partial_t u\|_{L^2(\mathbb{R}^N)} \|u\|_{L^{2\alpha+2}(\mathbb{R}^N)} \|L^2(I)\|
\leq C(I) \|\partial_t u\|_{L^2(I,L^{2\alpha+2}(\mathbb{R}^N))}
\leq C(I) \|\partial_t u\|_{L^{2\alpha}\cap L^\infty(I,L^{2\alpha+2}(\mathbb{R}^N))} < +\infty.
\]

\(\Box\)

3. Construction and estimates of approximate solutions. In this section, we construct a sequence of solutions \( u_n \) of (1.1), close to the ansatz \( U_J \) in Lemma 2.3, which will eventually converge to the blowing-up solution of Theorem 1.1. We will estimate \( \varepsilon_n = u_n - U_J \) by the energy method. More precisely, we estimate
\[
(-t)^{-\sigma}\|\varepsilon_n\|_2 \leq (t)^{(1-\frac{\gamma}{2})\sigma}\|\nabla\varepsilon_n\|_2 + (t)^{(1-\gamma)\sigma}\|\Delta\varepsilon_n\|_2 + (t)^{(1-\frac{\gamma}{2})\sigma}\|\partial_t \varepsilon_n\|_2
\]
for some appropriate parameters \( \gamma, \sigma \) given in (2.3) and (2.4).

Let the ansatz \( U_J \) and \( T < 0 \) be given in Lemma 2.3. From \( 2J \leq k-4 \) by (2.2), \( U_J \left( \frac{-1}{n} \right) \in H^2(\mathbb{R}^N) \) by (2.2) and (2.28), we obtain that there exist \( s_n \) and a unique solution \( u_n \in C^\infty\left( (s_n, -\frac{1}{n}) \cap C^1\left( (s_n, -\frac{1}{n}) \cap L^2(\mathbb{R}^N) \right) \right) \) of the following nonlinear Schrödinger equation
\[
\begin{cases}
\partial_t u_n = i\Delta u_n + \lambda |u_n|^\alpha u_n, \\
u_n \left( \frac{-1}{n} \right) = U_J \left( \frac{-1}{n} \right),
\end{cases}
\]
(3.1)
defined on the maximal interval \((s_n, -\frac{1}{n})\), with the blow-up alternative that if \( s_n > -\infty \), then
\[
\|u_n(t)\|_{H^2} \rightarrow \infty.
\]
(3.2)
see [12]. Letting \( \varepsilon_n \in C(I_n,H^2(\mathbb{R}^N)) \cap C^1(I_n,L^2(\mathbb{R}^N)) \) be defined by
\[
u_n = U_J + \varepsilon_n,
\]
(3.3)
with \( I_n = (\max\{s_n,T\}, -\frac{1}{n}) \), we have the following estimate.

**Proposition 3.1.** There exist \( T \leq S < 0 \) and \( n_0 > -\frac{1}{2} \) such that \( s_n \leq S \), for all \( n \geq n_0 \). Moreover,
\[
\|\varepsilon_n(t)\|_{L^2} \leq (-t)^{\sigma}, \quad \|\nabla\varepsilon_n(t)\|_{L^2} \leq (-t)^{(1-\frac{\gamma}{2})\sigma},
\]
(3.4)
\[
\|\Delta\varepsilon_n(t)\|_{L^2} \leq (-t)^{(1-\frac{\gamma}{2})\sigma}, \quad \|\partial_t \varepsilon_n(t)\|_{L^2} \leq (-t)^{(1-\frac{\gamma}{2})^\sigma},
\]
(3.5)
for all \( n \geq n_0 \) and \( t \in [S, -\frac{1}{n}] \).

**Proof.** Throughout the proof, we write \( \varepsilon \) instead of \( \varepsilon_n \). Moreover, \( C \) denotes a constant that may change from line to line, but is independent of \( n \) and \( t \). Unless otherwise specified, all integrals are over \( \mathbb{R}^N \). Using (2.22) and (3.3), we have
\[
\begin{cases}
\partial_t \varepsilon = i\Delta \varepsilon + \lambda |U_J + \varepsilon|^\alpha (U_J + \varepsilon) - |U_J|^\alpha U_J + \mathcal{E}_J,
\varepsilon \left( \frac{-1}{n} \right) = 0.
\end{cases}
\]
(3.6)
Let
\[ \tau_n = \inf \left\{ t \in \left[ \max\{ T, s_n \}, -\frac{1}{n} \right] : \| \varepsilon(s) \|_{L^2} \leq (-s)^{\sigma} \right\}, \]
\[ \| \nabla \varepsilon(s) \|_{L^2} \leq (-s)^{(1-\frac{\alpha}{2})\sigma}, \quad \| \Delta \varepsilon(s) \|_{L^2} \leq (-s)^{(1-\gamma)\sigma}, \]
\[ \| \partial_t \varepsilon(s) \|_{L^2} \leq (-s)^{(1-\frac{\alpha}{2})\sigma}, \quad \text{for all } t < s \leq -\frac{1}{n}. \] (3.7)

Since \( \varepsilon(-\frac{1}{n}) = 0 \), we see that \( T \leq \tau_n < -\frac{1}{n} \). Moreover, it follows from the blow-up alternative (3.2) that \( s_n < \tau_n \).

We first estimate \( \| \varepsilon(t) \|_{L^2} \). Multiplying (3.6) by \( \varepsilon \) and taking the real part, we obtain
\[ \frac{1}{2} \frac{d}{dt} \| \varepsilon(t) \|_{L^2}^2 = \text{Re} \left( \lambda \int \| U_J + \varepsilon \|^2 (U_J + \varepsilon) \cdot |U_J|^\alpha U_J \varepsilon \right) + \text{Re} \int \mathcal{E}_J \varepsilon. \]
Using Lemma 2.4, we deduce that
\[ \frac{1}{2} \frac{d}{dt} \| \varepsilon(t) \|_{L^2}^2 \geq -|\lambda| M \int \| U_J \|^\alpha \| \varepsilon \|^2 - \| \mathcal{E}_J \|_{L^2} \| \varepsilon \|_{L^2}. \] (3.8)

By (2.9) and (2.43), we have
\[ \int \| U_J \|^\alpha \| \varepsilon \|^2 \leq 2^\alpha (\alpha \text{Re} \lambda)^{-1} (-t)^{-1} \| \varepsilon \|_{L^2}^2. \] (3.9)

In addition, by Gagliardo-Nirenberg’s inequality and (3.7), we get
\[ \int \| \varepsilon \|^{\alpha + 2} \leq C \| \varepsilon \|_{H^2}^{\alpha + 2} \| \Delta \varepsilon \|_{L^2}^{\frac{\alpha}{2}} \leq C \| \varepsilon \|_{H^2}^{\alpha + 2} \leq C(-t)^{(\alpha + 2)(1-\gamma)\sigma}. \] (3.10)

Next, by (2.42), we obtain
\[ \| \mathcal{E}_J \|_{L^2} \| \varepsilon \|_{L^2} \leq C(-t)^{J(1-\frac{\alpha}{2})-\frac{\sigma}{2}+\frac{\alpha}{2}+\sigma} = C(-t)^{-1+J+1(1-\frac{\alpha}{2})-\frac{\sigma}{2}}. \] (3.11)

By (2.1), (2.2) and (2.3), we have
\[ (J + 1) \left( 1 - \frac{2}{k} \right) - \frac{1}{\alpha} + \sigma \geq \frac{1}{2} (J + 1) - \frac{1}{\alpha} + \sigma \geq 3\sigma, \]
\[ (\alpha + 2)(1-\gamma)\sigma \geq 2\sigma, \] (3.12)
and
\[ |\lambda| M \int \| \varepsilon \|^{\alpha + 2} + \| \mathcal{E}_J \|_{L^2} \| \varepsilon \|_{L^2} \leq C(-t)^{2\sigma}, \] (3.13)
where \( T \in (-1,0) \) and \( \sigma > 1 \) by (2.4). It follows from (3.8), (3.9) and (3.13) that
\[ \frac{d}{dt} \| \varepsilon(t) \|_{L^2}^2 \geq -2^{\alpha+1} (\alpha \text{Re} \lambda)^{-1} |\lambda| M (-t)^{-1} \| \varepsilon \|_{L^2}^2 - C(-t)^{2\sigma} \]
and
\[ \frac{d}{dt} ((-t)^{-\sigma} \| \varepsilon(t) \|_{L^2}) = \sigma (-t)^{-\sigma-1} \| \varepsilon(t) \|_{L^2}^2 + (-t)^{-\sigma} \frac{d}{dt} \| \varepsilon(t) \|_{L^2}^2 \]
\[ \geq [\sigma - 2^{\alpha+1} (\alpha \text{Re} \lambda)^{-1} |\lambda| M] (-t)^{-\sigma-1} \| \varepsilon(t) \|_{L^2}^2 - C(-t)^{\sigma}. \]

Using (2.4), we obtain
\[ \frac{d}{dt} ((-t)^{-\sigma} \| \varepsilon(t) \|_{L^2}^2) \geq -C(-t)^{\sigma}. \]

Integrating on \( (t, -\frac{1}{n}) \) and using \( \varepsilon(-\frac{1}{n}) = 0 \), we deduce that
\[ \| \varepsilon(t) \|_{L^2} \leq C_1 (-t)^{\sigma + \frac{1}{2}} \] (3.14)
for all $t \in (\tau_n, \frac{1}{n})$.

Multiplying the equation (3.6) by $-\Delta \varepsilon$ and taking the real part, we obtain after integrating by parts

$$\frac{1}{2} \frac{d}{dt} \|\nabla \varepsilon\|^2_{L^2} = \text{Re} \lambda \int \nabla(|U_J + \varepsilon|^\alpha (U_J + \varepsilon) - |U_J|^\alpha U_J - |\varepsilon|^\alpha \sigma) \cdot \nabla \varepsilon$$

$$+ \text{Re} \lambda \int \nabla(|\varepsilon|^\alpha \varepsilon) \cdot \nabla \varepsilon + \text{Re} \int \nabla \mathcal{E}_J \cdot \nabla \varepsilon := N_1 + N_2 + N_3.$$  

By Hölder’s and Gagliardo-Nirenberg’s inequality, and note that

$$\nabla(|\varepsilon|^\alpha \varepsilon) = \alpha + \frac{2}{2} |\varepsilon|^\alpha \nabla \varepsilon + \frac{\alpha}{2} |\varepsilon|^{\alpha - 2} \varepsilon^2 \nabla \varepsilon$$

we deduce that

$$|N_2| \leq C \int |\varepsilon|^{\alpha} |\nabla \varepsilon|^2 \leq C \left( \int |\varepsilon|^{2\alpha + 2} \right)^{\frac{\alpha}{\alpha + 2}} \left( \int |\nabla \varepsilon|^{\frac{4(\alpha + 1)}{\alpha + 2}} \right)^{\frac{\alpha + 2}{2\alpha + 2}}$$

$$\leq C \|\varepsilon\|_{H^2}^{\alpha + 2} \leq C(-t)^{(\alpha + 2)(1 - \gamma)\sigma} \leq C(-t)^{-1 + 2\sigma},$$

where $(N - 4)(2\alpha + 2) < 2N$ and $4(N - 2)(\alpha + 1)/(\alpha + 2) < 2N$ by (1.2), $(\alpha + 2)(1 - \gamma)\sigma \geq -1 + 2\sigma$ by (3.12). Next by (2.42) and (3.7), we see that

$$|N_3| \leq \|\nabla \mathcal{E}_J\|_{L^2} \|\nabla \varepsilon\|_{L^2} \leq C(-t)^{-1} \|U_0\|_{L^2} \|\nabla \varepsilon\|_{L^2}$$

$$\leq C(-t)^{-1} \|1 - \frac{\varepsilon}{\varepsilon^2} - \frac{1}{2} + (1 - 3\gamma)\sigma \leq C(-t)^{-1 + 2\sigma},$$

where

$$J \left(1 - \frac{2}{k}\right) - \frac{3}{k} - \frac{1}{\alpha} + (1 - \frac{3}{8}\gamma)\sigma = -1 + (J + 1) \left(1 - \frac{2}{k}\right) - \frac{1}{\alpha} + (1 - \frac{3}{8}\gamma)\sigma$$

$$> -1 + \frac{J + 1}{2} - \frac{1}{k} - \frac{1}{\alpha} + (1 - \frac{3}{8}\gamma)\sigma$$

$$> -1 + 2\sigma - \frac{1}{k} + (1 - \frac{3}{8}\gamma)\sigma \geq -1 + 2\sigma$$

by (2.1) and (2.2). We now estimate $N_1$. By the directly computation, we have

$$\nabla(|U_J + \varepsilon|^\alpha (U_J + \varepsilon) - |U_J|^\alpha U_J - |\varepsilon|^\alpha \varepsilon)$$

$$= \alpha + \frac{2}{2}(|U_J + \varepsilon|^\alpha - |\varepsilon|^\alpha) \nabla \varepsilon + \frac{\alpha}{2}(|U_J + \varepsilon|^\alpha - 2(U_J + \varepsilon)^2 - |\varepsilon|^{\alpha - 2} \varepsilon^2) \nabla \varepsilon$$

$$+ \alpha + \frac{2}{2}(|U_J + \varepsilon|^\alpha - |U_J|^\alpha) \nabla U_J + \frac{\alpha}{2}(|U_J + \varepsilon|^\alpha - 2(U_J + \varepsilon)^2 - |U_J|^\alpha - 2U_J^2) \nabla \overline{U_J},$$

and

$$|N_1| \leq (\alpha + 1)\lambda \left( \int B_1 |\nabla \varepsilon|^2 + \int B_2 |\nabla U_J \nabla \varepsilon| \right)$$

with

$$B_1 = ||U_J + \varepsilon|^\alpha - |\varepsilon|^\alpha| + ||U_J + \varepsilon|^\alpha - 2(U_J + \varepsilon)^2 - |\varepsilon|^{\alpha - 2} \varepsilon^2|,$$

$$B_2 = ||U_J + \varepsilon|^\alpha - |U_J|^\alpha| + |U_J + \varepsilon|^\alpha - 2(U_J + \varepsilon)^2 - |U_J|^\alpha - 2U_J^2|.$$  

It follows from Lemma 2.4 and (2.43) that

$$B_1 \leq 2a M|U_0|^\alpha + 2M \lambda_{\alpha > 1} |\varepsilon|^{\alpha - 1} |U_0|.$$  

(3.20)

If $\alpha > 1$, then $|\varepsilon|^{\alpha - 1} |U_0| \leq |\varepsilon|^\alpha + |U_0|^\alpha$, so that

$$B_1 \leq (2a + 2) M |U_0|^\alpha + C|\varepsilon|^\alpha.$$  

(3.21)
Then, from (3.20)-(3.21), we obtain
\[
\int B_1|\nabla \varepsilon|^2 \leq (2^\alpha + 2)M(\alpha \Re \lambda)^{-1}(-t)^{\frac{1}{2}}\|\nabla \varepsilon\|_{L^2}^2 + C \int |\varepsilon|^{\alpha}|\nabla \varepsilon|^2 \\
\leq (2^\alpha + 2)M(\alpha \Re \lambda)^{-1}(-t)^{\frac{1}{2}}\|\nabla \varepsilon\|_{L^2}^2 + C(-t)^{-2\sigma + 2\sigma} \tag{3.22}
\]
by (2.9) and (3.16).
Next we estimate $B_2$, separately the cases $\alpha \leq 1$ and $\alpha > 1$. When $\alpha \leq 1$, using (2.9), (2.12), (2.41), (3.7) and Lemma 2.4, we deduce that
\[
\int B_2|\nabla U J \nabla \varepsilon| \leq C \int |U J|^{\alpha - 1}|\varepsilon||\nabla U J||\nabla \varepsilon| \\
\leq C(-t)^{-1 - \frac{\alpha}{2}}\|\varepsilon\|_{L^2}^\alpha \|\nabla \varepsilon\|_{L^2} \\
\leq C(-t)^{-1 - \frac{\alpha}{2} + (2 - \frac{3}{8})\gamma} \sigma, \tag{3.23}
\]
When $\alpha > 1$, we deduce from Lemma 2.4 and (2.41) that
\[
\int B_2|\nabla U J \nabla \varepsilon| \leq C \int |U J|^{\alpha - 1} + |\varepsilon|^{\alpha - 1})|\varepsilon||\nabla U J||\nabla \varepsilon| \\
\leq C\|U J\|_{L^\infty}^{\alpha - 1}||\nabla U J||_{\infty}||\varepsilon||_{L^2}||\nabla \varepsilon||_{L^2} + C\|U J\|_{L^\infty}||\varepsilon||_{L^2}^{\alpha} \|\nabla \varepsilon\|_{L^2} \\
\leq C(-t)^{-1 - \frac{\alpha}{2} + (\alpha - \alpha) \frac{3}{8} + (2 - \frac{3}{8})\gamma} \sigma + (1 - \frac{3}{4})\gamma)^\alpha \sigma, \tag{3.24}
\]
where $\|\varepsilon\|_{L^2} \leq C\|\varepsilon\|_{L^2}^{\alpha - 1} + |\varepsilon|^{\alpha - 1})|\varepsilon||\nabla U J||\nabla \varepsilon|$ by Gagliardo-Nirenberg’s inequality.
Note that
\[
\alpha - \alpha N \frac{1}{2} + \frac{1}{2\alpha} - 1 = -\frac{\alpha - 1}{1 - \frac{N}{4}} \geq 0
\]
by (2.3) and $\alpha > 1$, we deduce that $\int B_2|\nabla U J \nabla \varepsilon| \leq C(-t)^{-1 - \frac{\alpha}{2} + (2 - \frac{3}{8})\gamma} \sigma$. Moreover, we see that $-\frac{1}{k} + (2 - \frac{3}{8})\gamma \sigma \geq 2(1 - \frac{3}{8})\gamma \sigma + \frac{3\gamma}{16}$ by $k > \frac{16}{3\gamma}$ in (2.2), hence
\[
\int B_2|\nabla U J \nabla \varepsilon| \leq C(-t)^{-1 + 2(1 - \frac{3}{8})\gamma} \sigma + \frac{3\gamma}{16} . \tag{3.25}
\]
so that
\[
|N_1| \leq \frac{(\alpha + 1)(2^\alpha + 2)M|\lambda|}{\alpha \Re \lambda(-t)} \|\nabla \varepsilon\|_{L^2}^2 + C(-t)^{-1 + 2(1 - \frac{3}{8})\gamma} \sigma + \frac{3\gamma}{16} . \tag{3.26}
\]
Combining (3.15)-(3.17), (3.26) and $-1 + 2\sigma > -1 + 2(1 - \frac{3}{8})\gamma \sigma + \frac{3\gamma}{16}$, we obtain
\[
\frac{d}{dt}\|\nabla \varepsilon(t)\|_{L^2}^2 \geq -2(\alpha + 1)(2^\alpha + 2)M(\alpha \Re \lambda)^{-1}|\lambda|(-t)^{-1} \|\nabla \varepsilon\|_{L^2}^2 \\
- C(-t)^{-1 + 2(1 - \frac{3}{8})\gamma} \sigma + \frac{3\gamma}{16}.
\]
Using (2.4), we deduce that
\[
\frac{d}{dt} [(-t)^{-\sigma} \|\nabla \varepsilon(t)\|_{L^2}^2] = \sigma(-t)^{-\sigma - 1} \|\nabla \varepsilon(t)\|_{L^2}^2 + (-t)^{-\sigma} \frac{d}{dt} \|\nabla \varepsilon(t)\|_{L^2}^2 \\
\geq (\sigma - 2(\alpha + 1)(2^\alpha + 2)|\lambda|M(\alpha \Re \lambda)^{-1})(-t)^{-1 - \sigma} \|\nabla \varepsilon\|_{L^2}^2 \\
- C(-t)^{-1 + 1 + (1 - \frac{3}{8})\gamma} \sigma + \frac{3\gamma}{16} \\
\geq -C(-t)^{-1 + 1 + (1 - \frac{3}{8})\gamma} \sigma + \frac{3\gamma}{16}.
\]
Integrating on $(t, -\frac{1}{n})$, using $\varepsilon(-\frac{1}{n}) = 0$, and multiplying by $(-t)^{\sigma}$, we obtain
\[
\|\nabla \varepsilon(t)\|_{L^2} \leq C_2(-t)^{1 - \frac{3}{8})\gamma} \sigma + \frac{3\gamma}{16} . \tag{3.27}
\]
for all $\tau_n < t \leq \frac{1}{n}$. 

Thus, multiplying the equation (3.6) by $\Delta\varepsilon$ and taking the imaginary part, we obtain
\[
||\Delta\varepsilon||^2 \leq \lambda \int | \nabla (U_J + \varepsilon)^\alpha (U_J + \varepsilon) - |U_J|^\alpha U_J - |\varepsilon|^\alpha \varepsilon|| \nabla \varepsilon |
\]
\[
+ \lambda \int | \nabla (|\varepsilon|^\alpha \varepsilon)|| \nabla \varepsilon | + \int | \nabla \varepsilon \nabla \varepsilon | + \int | \partial_t \varepsilon \Delta \varepsilon |
\]
\[
\leq C(N_1 + N_2 + N_3) + ||\partial_t \varepsilon||_L^2 ||\Delta \varepsilon||_L^2
\]
\[
\leq C(-t)^{-1 + 2(1 - \frac{\gamma}{2})\sigma} + C(-t)^{(2 - \gamma - \frac{\gamma}{2})\sigma}
\]
\[
\leq C(-t)^{2(1 - \gamma)\sigma + \frac{\gamma}{2}}
\]
where $-1 + 2(1 - \frac{\gamma}{2})\sigma \geq 2(1 - \gamma)\sigma + \frac{\gamma}{2}$ by (2.4), and the (3.16), (3.17), (3.26) for the estimates of $N_1, N_2, N_3$. So we deduce that
\[
||\Delta \varepsilon||_2 \leq C_\delta (-t)^{(1 - \gamma)\sigma + \frac{\gamma}{2}}. \tag{3.28}
\]

Finally, we estimate $||\partial_t \varepsilon||_L^2$, which is similarly to $||\nabla \varepsilon||_L^2$ and slight modifications. We choose $\rho \in C_0^\infty(\mathbb{R}^N)$ with $\int \rho \, dx = 1$, and $\rho_s(x) = \rho(\frac{x}{s})\delta_{-N}(\delta > 0)$. Applying time derivative $\partial_t$ to the equation (3.6), taking convolution with $\rho_s$ and then multiplying it by $\partial_t \varepsilon \ast \rho_s$, taking the real part, we obtain after integrating by parts
\[
\frac{1}{2} \frac{d}{dt} ||\partial_t \varepsilon \ast \rho_s||_L^2 \tag{3.29}
\]
\[
= \operatorname{Re}[\lambda \int (\partial_t(U_J + \varepsilon)^\alpha (U_J + \varepsilon) - |U_J|^\alpha U_J + \varepsilon) \ast (\partial_t \varepsilon \ast \rho_s)].
\]
Multiplying the equation (3.29) by $(-t)^{-\sigma}$, and then integrating it on the interval $(t, -\frac{1}{n})$, we obtain
\[
-\frac{1}{2} (-t)^{-\sigma} ||\partial_t \varepsilon \ast \rho_s||_L^2 = \int_{s_n}^{t} (-s)^{-\sigma} \left( \operatorname{Re}[\lambda \int (\partial_t(U_J + \varepsilon)^\alpha (U_J + \varepsilon) - |U_J|^\alpha U_J + \varepsilon) \ast (\partial_t \varepsilon \ast \rho_s)] + \frac{\sigma}{2} (-s)^{-1} ||\partial_t \varepsilon \ast \rho_s||_L^2 \right) ds,
\]
where $s_n < t < -\frac{1}{n}$. Now by Lemma 2.5, (2.11), (2.41)-(2.42) and (2.45)-(2.46), we have that $\partial_t(U_J \ast |U_J|^\alpha (U_J + \varepsilon) - |U_J|^\alpha U_J + \varepsilon)$ is bounded in $L^2([T, -\frac{1}{n}], L^\infty(\mathbb{R}^N))$ if $2 \leq (N - 2)\alpha$ or bounded in $L^2([T, -\frac{1}{n}], L^2(\mathbb{R}^N))$ if $(N - 2)\alpha < 2$ for any $s_n < T < -\frac{1}{n}$. Note also that $\partial_t \varepsilon$ is bounded in $L^2([T, -\frac{1}{n}], L^\frac{2N}{N-2}(\mathbb{R}^N))(N \geq 3) \cap L^2([T, -\frac{1}{n}], L^2(\mathbb{R}^N))$ for any $s_n < T < -\frac{1}{n}$. Then, for a.e. $t \in (s_n, -\frac{1}{n})$, we deduce that
\[
\partial_t(U_J \ast |U_J|^\alpha (U_J + \varepsilon) - |U_J|^\alpha U_J + \varepsilon) \in L^\frac{2N}{N-2}(\mathbb{R}^N), \partial_t \varepsilon \in L^\frac{2N}{N-2}, \text{ if } 2 \leq (N - 2)\alpha,
\]
or
\[
\partial_t(U_J \ast |U_J|^\alpha (U_J + \varepsilon) - |U_J|^\alpha U_J + \varepsilon) \in L^2(\mathbb{R}^N), \partial_t \varepsilon \in L^2, \text{ if } (N - 2)\alpha < 2.
\]
By Young’s and Hölder’s inequality we deduce that for a.e. $t \in (s_n, -\frac{1}{n})$
\[
\operatorname{Re}[\lambda \int (\partial_t(U_J \ast |U_J|^\alpha (U_J + \varepsilon) - |U_J|^\alpha U_J + \varepsilon) \ast (\partial_t \varepsilon \ast \rho_s)] \rightarrow \operatorname{Re}[\lambda \int (\partial_t(U_J \ast |U_J|^\alpha (U_J + \varepsilon) - |U_J|^\alpha U_J + \varepsilon)) \cdot \partial_t \varepsilon], \tag{3.31}
\]
and the left hand side of (3.31) is dominated by the integrable function

\[ |\lambda| \| \partial_t ((U_J + \varepsilon^\alpha (U_J + \varepsilon) - |U_J|^\alpha U_J + \varepsilon)) \|_{L^2(R^N)} \| \partial_t \varepsilon \|_{L^2(R^N)}, \]

if \(2 \leq (N-2)\alpha\), or dominated by

\[ |\lambda| \| \partial_t ((U_J + \varepsilon^\alpha (U_J + \varepsilon) - |U_J|^\alpha U_J + \varepsilon)) \|_{L^2(R^N)} \| \partial_t \varepsilon \|_{L^2(R^N)}, \]

if \((N-2)\alpha < 2\). In both cases, the dominated function is integrable on interval \([T, -\frac{1}{n}]\) for any \(s_n < T < -\frac{1}{n}\). Thus, we can passing the limit \(\delta \to 0\) in (3.30) to get that

\[
-\frac{1}{2}(-t)^{-\sigma} \| \partial_t \varepsilon \|_{L^2}^2 \\
= \int_{-1}^{-\frac{1}{n}} (-s)^{-\sigma} \left( \text{Re}\lambda \int (\partial_t ((U_J + \varepsilon^\alpha (U_J + \varepsilon) - |U_J|^\alpha U_J - |\varepsilon|^\alpha \varepsilon)) + \partial_t (|\varepsilon|^\alpha \varepsilon) + \partial_t \varepsilon \cdot (\partial_t \varepsilon) + \frac{\sigma}{2} (-s)^{-1} \| \partial_t \varepsilon \|_{L^2}^2 \right) ds. \\
= \int_{-1}^{-\frac{1}{n}} (-s)^{-\sigma} (M_1 + M_2 + M_3 + \frac{\sigma}{2} (-s)^{-1} \| \partial_t \varepsilon \|_{L^2}^2) ds \tag{3.32}
\]

We first estimate \(M_2\). If \(N \geq 4\), then

\[
M_2 = \text{Re}\lambda \int \partial_t (|\varepsilon|^\alpha \varepsilon) \partial_t \varepsilon \\
= (\text{Re}\lambda) \text{Re} \int \partial_t (|\varepsilon|^\alpha \varepsilon) \partial_t \varepsilon - \text{Im}\lambda \cdot \text{Im} \int \partial_t (|\varepsilon|^\alpha \varepsilon) \partial_t \varepsilon \\
\geq \text{Re}\lambda \int |\varepsilon|^\alpha \partial_t \varepsilon|^2 - \text{Im}\lambda \frac{\alpha}{2} \text{Im} \int |\varepsilon|^\alpha - 2 \varepsilon^2 (\partial_t \varepsilon)^2 \\
\geq (\text{Re}\lambda - \frac{\alpha}{2} |\text{Im}\lambda|) \int |\varepsilon|^\alpha \partial_t \varepsilon|^2 = \mu \int |\varepsilon|^\alpha \partial_t \varepsilon|^2. \tag{3.33}
\]

where \(\mu = \text{Re}\lambda - \frac{\alpha}{2} |\text{Im}\lambda|\), and

\[
\text{Re} \int \partial_t (|\varepsilon|^\alpha \varepsilon) \partial_t \varepsilon = \frac{\alpha + 2}{2} \int |\varepsilon|^\alpha |\partial_t \varepsilon|^2 + \text{Re} \frac{\alpha}{2} \int |\varepsilon|^\alpha - 2 \varepsilon^2 (\partial_t \varepsilon)^2 \geq \int |\varepsilon|^\alpha |\partial_t \varepsilon|^2.
\]

When \(1 \leq N \leq 3\), we deduce that

\[
|M_2| \leq C \int |\varepsilon|^\alpha |\partial_t \varepsilon|^2 \leq C \| \varepsilon \|_{H^\alpha}^\alpha \| \partial_t \varepsilon \|_{H^2}^2 \leq C \| \varepsilon \|_{H^2}^\alpha \| \partial_t \varepsilon \|_{H^2}^2 \\
\leq C (-s)^{(2-\gamma)-(1-\gamma)\alpha} \leq C (-s)^{-1+2(1-\frac{n}{2})\sigma+\frac{\alpha}{4}}, \tag{3.34}
\]

by Sobolev’s embedding \(H^2(R^N) \hookrightarrow L^\infty(R^N)\) and (2.3), (3.7).

Next we estimate \(M_3\). By using (2.46), (3.7) and note that \(-1 + J(1 - \frac{n}{2}) - \frac{n}{2} + (1 - \frac{n}{2})\sigma - \frac{\alpha}{4} \geq -1 + 2(1 - \frac{n}{2})\sigma + \frac{\alpha}{4}\) by (2.1) and (2.2), we see that

\[
|M_3| \leq |\text{Re} \int \partial_t \varepsilon \cdot (\partial_t \varepsilon)| \leq C (-s)^{-1+J(1-\frac{n}{2})-\frac{n}{2}+(1-\frac{n}{2})\sigma-\frac{\alpha}{4}} \\
\leq C (-s)^{-1+2(1-\frac{n}{2})\sigma+\frac{\alpha}{4}}. \tag{3.35}
\]
We now estimate \( M_1 \). By the directly computation, we have
\[
\partial_t([U_j + \varepsilon]^{1/(\alpha)}[U_j + \varepsilon] - |U_j[1/\alpha]U_j - |\varepsilon|) \\
= \frac{\alpha + 2}{2}(|U_j + \varepsilon|^{1/\alpha} - |\varepsilon|)\partial_t\varepsilon + \frac{\alpha}{2}(|U_j + \varepsilon|^{1/\alpha - 2}(U_j + \varepsilon)^2 - |\varepsilon|^{1/\alpha - 2}\varepsilon^2)\partial_t\varepsilon \\
+ \frac{\alpha + 2}{2}(|U_j + \varepsilon|^{1/\alpha} - |U_j|^{1/\alpha})\partial_tU_j + \frac{\alpha}{2}(|U_j + \varepsilon|^{1/\alpha - 2}(U_j + \varepsilon)^2 - |U_j|^{1/\alpha - 2}U_j^2)\partial_tU_j,
\]
and
\[
|M_1| \leq (\alpha + 1)|\lambda|\left(\int B_1|\partial_t\varepsilon|^2 + \int B_2|\partial_tU_j\partial_t\varepsilon|\right). \tag{3.36}
\]
If \( \alpha > 1 \), then \(|\varepsilon|^{1-\alpha}|U_0| \leq \mu(4(\alpha + 1)|\lambda|M)^{-1}|\varepsilon|^{1/\alpha} + K_1|U_0|^{1/\alpha} \) by Young’s inequality, where \( K_1 = |\mu|^{1-\alpha}(4(\alpha + 1)|\lambda|M)^{\alpha - 1} \). By the inequality (2.48), we get
\[
\int B_1|\partial_t\varepsilon|^2 \leq \frac{(2^\alpha + 2K_1)M}{\alpha\text{Re}(\lambda(-s))}||\partial_t\varepsilon||_{L^2}^2 + \frac{\mu}{2(\alpha + 1)|\lambda|} \int |\varepsilon|^{1/\alpha}||\partial_t\varepsilon||_{L^2}^2. \tag{3.37}
\]
Moreover, if \( 1 \leq N \leq 3 \), we have by (3.34) that
\[
\int B_1|\partial_t\varepsilon|^2 \leq \frac{(2^\alpha + 2K_1)M}{\alpha\text{Re}(\lambda(-s))}||\partial_t\varepsilon||_{L^2}^2 + C(-s)^{-1+2(1-\frac{\sigma}{2})\gamma + \frac{\sigma}{2}}. \tag{3.38}
\]
Next we estimate \( B_2 \) term, separately the cases \( \alpha \leq 1 \) and \( \alpha > 1 \). When \( \alpha \leq 1 \), from Lemma 2.4, (2.9), (2.43), (2.45) and (3.7), we get that
\[
\int B_2|\partial_tU_j\partial_t\varepsilon| \leq C \int |U_j|^{1-\alpha}|\varepsilon||\partial_tU_j||\partial_t\varepsilon| \leq C(-s)^{-2+2(1-\frac{\sigma}{2})\gamma}. \tag{3.39}
\]
When \( \alpha > 1 \), we deduce from Lemma 2.4, (2.9), (2.43), (2.45) and (3.7), that
\[
\int B_2|\partial_tU_j\partial_t\varepsilon| \leq C \int ([U_j]^{1-\alpha} + |\varepsilon|^{1-\alpha})||\partial_tU_j||\partial_t\varepsilon| \\
\leq C(-s)^{-2}||\varepsilon||_{L^2}||\partial_t\varepsilon||_{L^2} + C(-s)^{-2}||\varepsilon||_{L^2}||\partial_t\varepsilon||_{L^2} \\
\leq C(-s)^{-2+2(1-\frac{\sigma}{2})\gamma} + C(-s)^{-2+1+2(1-\frac{\sigma}{2})\gamma} + C(-s)^{-2+2(1-\frac{\sigma}{2})\gamma} \\
\leq C(-s)^{-2+2(1-\frac{\sigma}{2})\gamma}, \tag{3.40}
\]
where \(-2 + (\alpha - \frac{N}{2}(\frac{1}{2} - \frac{1}{2\alpha}))\gamma + (1 - \frac{\gamma}{2})\sigma \geq -2 + 2(1 - \frac{\gamma}{2})\sigma \) by \( \alpha > 1 \) and (2.3). Combining (3.32)-(3.40), and note that \(-2 + (2 - \frac{\gamma}{2})\sigma \geq -1 + 2(1 - \frac{\gamma}{2})\sigma + \frac{2\gamma}{2} \) by (2.4), we obtain for all \( N \geq 1 \)
\[
-\frac{1}{2}(t)^{\gamma}||\partial_t\varepsilon||_{L^2}^2 \\
\geq \int_t^{-\frac{1}{2}} (-s)^{-\gamma} - \frac{1}{2} - (2^\gamma + 2K_1)(\alpha + 1)|\lambda|^{1/(\alpha\text{Re}(\lambda))} \cdot ||\partial_t\varepsilon||_{L^2}^2 \cdot ds \\
- C \int_t^{-\frac{1}{2}} (-s)^{-1+2(1-\gamma)\sigma + \frac{\gamma}{2}} \cdot ds \\
\geq -C \int_t^{-\frac{1}{2}} (-s)^{-1+2(1-\gamma)\sigma + \frac{\gamma}{2}} \cdot ds \geq -C(t)^{(1-\gamma)\sigma + \frac{\gamma}{2}},
\]
which implies that
\[
||\partial_t\varepsilon(t)||_{L^2} \leq C_4(-t)^{(1-\frac{\gamma}{2})\sigma + \frac{\gamma}{2}} \tag{3.41}
\]
for all \( \tau_n < t \leq -\frac{1}{2} \).
By (3.14), (3.27), (3.28), and (3.41), there exists \( S \in [T, 0) \) satisfying
\[
C_1(-S)^{\frac{\gamma}{2}} \leq 1, \quad C_2(-S)^{\frac{\gamma}{2}} \leq 1, \quad C_3(-S)^{\frac{\gamma}{2}} \leq 1, \quad C_4(-S)^{\frac{\gamma}{2}} \leq 1, \quad (3.42)
\]
such that for $n$ sufficiently large such that $S < -\frac{1}{n}$,

$$
\|\varepsilon\|_{L^2} \leq (-t)^\gamma, \|\nabla\varepsilon\|_{L^2} \leq (-t)^{(1-\frac{2}{r})\gamma}, \|\Delta\varepsilon\|_{L^2} \leq (-t)^{(1-\gamma)\gamma}, \|\partial_t\varepsilon\|_{L^2} \leq (-t)^{(1-\frac{2}{r})\gamma}
$$

for all $\tau_n < t < -\frac{1}{n}$ such that $t \geq S$. By the definition (3.7) of $\tau_n$, this implies that $\tau_n \leq S$. Using the blow-up alternative (3.2), we conclude that $s_n < S$, (3.4) and (3.5) hold.

4. Proof of Theorem 1.1. Using estimate (3.4) and (3.5), we deduce that $\{\varepsilon_n\}_{n \geq \frac{1}{2}}$ is bounded in $L^\infty([S, \Sigma], H^2(\mathbb{R}^N)) \cap W^{1,\infty}([S, \Sigma], L^2(\mathbb{R}^N))$ for any given $\Sigma \in (S, 0)$. Therefore, there exists $\varepsilon \in L^\infty([S, \Sigma], H^2(\mathbb{R}^N)) \cap W^{1,\infty}([S, \Sigma], L^2(\mathbb{R}^N))$ such that (after extracting a subsequence)

$$
\varepsilon_n \rightharpoonup \varepsilon, \quad \text{weak * in } L^\infty([S, \Sigma], H^2(\mathbb{R}^N)), \quad \partial_t \varepsilon_n \rightharpoonup \partial_t \varepsilon, \quad \text{weak * in } L^\infty([S, \Sigma], L^2(\mathbb{R}^N)). \tag{4.1}
$$

Moreover, note that for any bounded domain $\Omega \subset \mathbb{R}^N$, we have the embedding relation $H^2(\Omega) \hookrightarrow L^{2+\alpha}(\Omega) \hookrightarrow L^2(\Omega)$. Since $\{\varepsilon_n\}_{n \geq \frac{1}{2}}$ is uniformly bounded in $L^\infty([S, \Sigma], H^2(\Omega)) \cap W^{1,\infty}([S, \Sigma], L^2(\Omega))$, then we have (after extracting a subsequence),

$$
\varepsilon_n \rightharpoonup \varepsilon \text{ in } L^\infty([S, \Sigma], L^{2+\alpha}(\Omega)) \tag{4.2}
$$

by Aubin-Lions Theorem, see Simon [22]. Moreover, using $L^\infty(\Omega) \hookrightarrow L^{2+\alpha}(\Omega)$, we see that

$$
\varepsilon_n \rightharpoonup \varepsilon \text{ in } L^{2+\alpha}([S, \Sigma] \times \Omega) \tag{4.3}
$$

By the arbitrariness of $\Sigma$, a standard argument of diagonal extraction shows that there exists $\varepsilon \in L^\infty_{\text{loc}}([S, 0], H^2(\mathbb{R}^N)) \cap W^{1,\infty}_{\text{loc}}([S, 0], L^2(\mathbb{R}^N))$, such that (after extracting a subsequence) (4.1)-(4.3) hold for all $S < \tau < 0$, and

$$
\|\varepsilon(t)\|_{L^2} \leq (-t)^\gamma, \quad \|\nabla\varepsilon(t)\|_{L^2} \leq (-t)^{(1-\frac{2}{r})\gamma}, \quad \|\Delta\varepsilon(t)\|_{L^2} \leq (-t)^{(1-\gamma)\gamma}, \quad \|\partial_t\varepsilon(t)\|_{L^2} \leq (-t)^{(1-\frac{2}{r})\gamma}, \tag{4.4}
$$

for all $S < t < 0$. Moreover, it follows easily from (3.6) and the convergence properties (4.1)-(4.3) that

$$
\partial_t \varepsilon = i\Delta \varepsilon + \lambda(|U_J + \varepsilon|^\alpha(U_J + \varepsilon) - |U_J|^\alpha U_J) + \mathcal{E}_J, \quad \text{in } L^\infty_{\text{loc}}([S, 0], L^2(\mathbb{R}^N)). \tag{4.6}
$$

Therefore, setting

$$
u(t) = U_J(t) + \varepsilon(t), \quad S \leq t < 0, \tag{4.7}
$$

we see that $u \in L^\infty_{\text{loc}}([S, 0], H^2(\mathbb{R}^N)) \cap W^{1,\infty}_{\text{loc}}([S, 0], L^2(\mathbb{R}^N))$ and that

$$
\partial_t u = i\Delta u + \lambda|u|^\alpha u, \quad \text{in } L^\infty_{\text{loc}}([S, 0], L^2(\mathbb{R}^N)),
$$

by (2.47), (4.6) and (4.7). From the local existence in $H^2(\mathbb{R}^N)$ and the uniqueness in $L^\infty H^2_0$, we conclude that $u \in C([S, 0], H^2(\mathbb{R}^N)) \cap C^1([S, 0], L^2(\mathbb{R}^N))$.

We now prove (1.4)-(1.6) in Theorem 1.1. Let $\Omega$ be an open subset of $\mathbb{R}^N$ such that $\Omega \cap K = \emptyset$. It follows from (2.5) that $A > 0$ on $\Omega$ and $A(x) = |x|^k$ when $|x| > 2R$; and so there exists a constant $c > 0$, such that $A(x) \geq c(1 + |x|)^k$ on $\Omega$. Moreover using (2.6), (2.7) and (2.9), we deduce that

$$
|U_0| \leq C(1 + |x|)^{-\frac{k}{2}}, \quad |\nabla U_0| \leq C(1 + |x|)^{-\frac{k}{2} - 1} \quad \text{and} \quad |\Delta U_0| \leq C(1 + |x|)^{-\frac{k}{2} - 2}, \quad \text{on } \Omega.
$$

Since $(1 + |x|)^{-\frac{k}{2}} \in L^2(\mathbb{R}^N)$ by (2.2), applying (2.41) and (2.43), we conclude that

$$
\limsup_{t \to 0} \|U_J\|_{H^2(\Omega)} < \infty.
$$
Then the estimate (1.6) follows from (4.7) and the $L^\infty([S,0), H^2(\mathbb{R}^N))$ boundedness of $\varepsilon$ (4.4)-(4.5). Let now $x_0 \in K$ and $r > 0$, it follows from (2.11), (2.17) and (2.43) that

$$(-t)^{-\frac{1}{2} + \frac{N}{2N}} \leq \|U_J(t)\|_{L^2(|x-x_0| < r)} \lesssim (-t)^{-\frac{1}{2}}.$$ (4.8)

Using (4.7) and the embedding $H^2(|x-x_0| < r) \hookrightarrow L^2(|x-x_0| < r)$, we deduce that

$$\|u(t)\|_{L^2(|x-x_0| < r)} \geq \|U_J(t)\|_{L^2(|x-x_0| < r)} - \|\varepsilon(t)\|_{L^2(|x-x_0| < r)} \gtrsim (-t)^{-\frac{1}{2} + \frac{N}{2N}} - C\|\varepsilon(t)\|_{H^2(\mathbb{R}^N)},$$

which proves the estimate (1.4) in Theorem 1.1. Next, we prove the estimate (1.5) in Theorem 1.1. Since $k$ satisfies $(2 + \frac{4\alpha}{N})(N - 2) < 2N$ by (2.2), we fix a real number $p$ satisfying

$$p > 2 + \frac{4\alpha}{k} \text{ and } p(N - 2) < 2N.$$ (4.9)

We apply (2.11), (2.17), (2.43) and Gagliardo-Nirenberg’s inequality to obtain

$$(-t)^{-\frac{1}{2} + \frac{N}{2N}} \leq \|U_J\|_p \lesssim \|\Delta U_J\|_2^{\frac{N}{2}(\frac{1}{2} - \frac{k}{p})} \|U_J\|_2^{1 - \frac{N}{2}(\frac{1}{2} - \frac{k}{p})} \lesssim \|\Delta U_J\|_2^{\frac{N}{2}(\frac{1}{2} - \frac{k}{p})} (-t)^{-\frac{1}{2}(1 - \frac{N}{2}(\frac{1}{2} - \frac{k}{p}))}$$

and

$$(-t)^{-\frac{1}{2} + \frac{N}{2N}} \leq \|U_J\|_p \lesssim \|\nabla U_J\|_2^{N(\frac{1}{2} - \frac{k}{p})} \|U_J\|_2^{1 - N(\frac{1}{2} - \frac{k}{p})} \lesssim \|\nabla U_J\|_2^{N(\frac{1}{2} - \frac{k}{p})} (-t)^{-\frac{1}{2}(1 - N(\frac{1}{2} - \frac{k}{p}))},$$

which implies that

$$(-t)^{\frac{\alpha}{N}(\frac{1}{2} - \frac{k}{p} + \frac{1}{pk})} \lesssim \|\Delta U_J\|_2, \quad (-t)^{\frac{\alpha}{N}(\frac{1}{2} - \frac{k}{p} + \frac{1}{pk})} \lesssim \|\nabla U_J\|_2.$$ From (4.9), we have

$$\frac{1}{pk} - \frac{1}{2\alpha} + \frac{1}{p\alpha} < \frac{1}{pk} - \frac{1}{4\alpha} + \frac{1}{2p\alpha} < 0$$

and

$$\lim_{t \to 0} \|\nabla U_J\|_2 = \lim_{t \to 0} \|\Delta U_J\|_2 = \infty.$$ Combining (4.7) and (4.4)-(4.5), we have the estimate (1.5), and finish the proof of Theorem 1.1. □

**Acknowledgment.** The author is grateful to T. Cazenave for bringing to his attention the question studied in this paper and much useful advice. This work is partially supported by the National Natural Science Foundation of China 11771389, 11931010 and 11621101, Zhejiang Provincial Natural Science Foundation of China LR17A010001. We sincerely thank the anonymous reviewers for their constructive revision suggestions.

**REFERENCES**

[1] S. Alinhac, *Blowup for Nonlinear Hyperbolic Equations. Progress in Nonlinear Differential Equations and their Applications*, Birkhäuser Boston, Inc., 17. Boston, MA, 1995.

[2] T. Cazenave, S. Correia, F. Dicksteinand and F. B. Weissler, *A Fujita-type blowup result and low energy scattering for a nonlinear Schrödinger equation*, *São Paulo J. Math. Sci.*, 9 (2015), 146–161.

[3] T. Cazenave, D. Y. Fang and Z. Han, *Continuous dependence for NLS in fractional order spaces*, *Ann. Inst. H. Poincaré Anal. Non Linéaire*, 28 (2011), 135–147.
[4] T. Cazenave, D. Y. Fang and Z. Han, Local well-posedness for the $H^2$-critical nonlinear Schrödinger equation, *Trans. Amer. Math. Soc.*, 368 (2016), 7911–7934.

[5] T. Cazenave, Z. Han and Y. Martel, Blowup on an arbitrary compact set for a Schrödinger equation with nonlinear source term, (2019), arXiv:1906.02983.

[6] T. Cazenave, Y. Martel and L. Zhao, Finite-time blowup for a Schrödinger equation with nonlinear source term, *Discrete Contin. Dynam. Systems.*, 39 (2019), 1171–1183.

[7] T. Cazenave, Y. Martel and L. F. Zhao, Solutions blowing up on any given compact set for the energy subcritical wave equation, *J. Differential Equations*, 268 (2020), 680–706.

[8] T. Cazenave, Y. Martel and L. F. Zhao, Solutions with prescribed local blow-up surface for the nonlinear wave equation, *Adv. Nonlinear Stud.*, 19 (2019), 639–675.

[9] T. Cazenave, Y. Martel and L. F. Zhao, Solutions with prescribed local blow-up surface for the nonlinear wave equation, *Discrete Contin. Dyn. Syst.*, 39 (2019), 1171–1183.

[10] C. Collot, E. Ghouland N. Masmoudi, Singularity formation for Burgers equation with transverse viscosity, (2018), arXiv:1803.07826.

[11] G. M. Constantine and T. H. Savits, A multivariate Faa di Bruno formula with applications, *Trans. Amer. Math. Soc.*, 348 (1996), 503–520.

[12] T. Kato, On nonlinear Schrödinger equations, *Ann. Inst. H. Poincaré Phys. Théor.*, 46 (1987), 113–129.

[13] S. Kawakami and S. Machihara, Blowup solutions for the nonlinear Schrödinger equation with complex coefficient, (2019), arXiv:1905.13037.

[14] R. Killip, S. Masaki, J. Murphy and M. Visan, The radial mass-subcritical NLS in negative order Sobolev spaces, *Discrete Contin. Dyn. Syst.*, 39 (2019), 553–583.

[15] Y. Martel, Asymptotic N-soliton-like solutions of the subcritical and critical generalized Korteweg-de Vries equations, *Amer. J. Math.*, 127 (2005), 1103–1140.

[16] F. Merle, Construction of solutions with exactly k blow-up points for the Schrödinger equation with critical nonlinearity, *Comm. Math. Phys.*, 129 (1990), 233–240.

[17] F. Merle and H. Zaag, O.D.E. type behavior of blow-up solutions of nonlinear heat equations, *Discrete Contin. Dyn.*, 8 (2002), 435–450.

[18] F. Merle and H. Zaag, On the stability of the notion of non-characteristic point and blow-up profile for semilinear wave equations, *Comm. Math. Phys.*, 333 (2015), 1529–1562.

[19] I. Moerdijk and G. Reyes, *Models for Smooth Infinitesimal Analysis*, Springer-Verlag, New York, 1991.

[20] N. Nouaili and H. Zaag, Construction of a blow-up solution for the complex ginzburg-landau equation in a critical case, *Arch. Ration. Mech. Anal.*, 228 (2018), 995–1058.

[21] H. Pecher, Solutions of semilinear Schrödinger equations in $H^s$, *Ann. Inst. H. Poincaré Phys. Théor.*, 67 (1997), 259–296.

[22] J. Simon, Compact sets in the space $L^p(0,T; B)$, *Ann. Mat. Pura Appl.*, 146 (1987), 65–96.

[23] J. Speck, Stable ODE-type blowup for some quasilinear wave equations with derivative-quadratic nonlinearity, *Analysis and PDE*, 13 (2020), 93–146, arXiv:1709.04778.

[24] R. Z. Xu, Y. X. Chen, Y. B. Yang, S. H. Chen, J. H. Shen, T. Yu and Z. S. Xu, Global well-posedness of semilinear hyperbolic equations, parabolic equations and Schrödinger equations, *Electron. J. Differential Equations*, 2018 (2018), 1–52.

[25] M. Zhang and M. Ahmed, Sharp conditions of global existence for nonlinear Schrödinger equation with a harmonic potential, *Adv. Nonlinear Anal.*, 9 (2020), 882–894.

Received February 2020; revised April 2020.

E-mail address: lxmath@zju.edu.cn
E-mail address: zhangting79@zju.edu.cn