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Abstract
We evaluate the aerodynamic performance of several passive vortex generators (VGs) placed on a standard Ahmed body, with a slant angle ($\alpha = 35^\circ$), subjected to different yawing angles ($\beta$) using RANS-based models. Rigorous validation of the numerical results is performed with previously published experimental data for ($\beta \leq 8^\circ$) for the Ahmed body. Our model results depict a good overall agreement with several experimental data sets. An array of different vortex generators such as the delta-winglet (DVGs), the cylindrical (CVGs) and trapezoidal (TVGs) types are introduced on to the validated model. The introduction of CVGs and DVGs tends to have a beneficial aerodynamic performance for ($\beta = 0^\circ$). In contrast, the TVGs tend to impair the performance by producing massive flow separation over the slant for ($\beta = 0^\circ$). Conversely, for ($\beta > 0^\circ$), a swift transition happens with TVGs wherein the high-energy streamwise vortices that are produced tend to improve the pressure footprint, thereby reducing the overall drag. A deterioration in the performance of DVGs is predicted during ($\beta > 4^\circ$), wherein the ‘c’-pillar vortex on the leeward side interferes with the streamwise vortical structure, which adversely influences the flow over the roof-slant edge. Overall, a maximum of ~ 8.5% and ~ 7.7% drag reduction appears to be possible with the designed CVGs and TVGs at smaller vehicle yawing conditions.
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List of symbols

Main symbols

| Symbol | Description |
|--------|-------------|
| $A$ | Constant that determines the width of the blending function |
| $A_{ref}$ | Reference area |
| $C_{d}$, $C_{l}$ | Drag and lift coefficients |
| $C_{p}$ | Surface pressure coefficient |
| $C_{\mu}$ | Turbulence viscosity constant |
| $h$ | Height of vortex generator |
| $k$ | Turbulence kinetic energy |
| $l_{p}$, $l_{\mu}$ | Definition of length scale(s) |
| $H$ | Absolute helicity |
| $S$ | Swirling strength |
| $L_{ref}$ | Reference length |
| $L$ | Length of the baseline model |
| $P$ | Calculated mean pressure |
| $P_{ref}$ | Reference pressure |
| $U$ | Inflow velocity |
| $U_{x}^*$, $U_{y}^*$, $U_{z}^*$ | Dimensionless velocity components |
| $U_{ref}$ | Free-stream (Reference) velocity |
| $Re_{l}$ | Reynolds number based on length |
| $N'_{1}$, $N'_{2}$ | Centre(s) of the recirculation zone |
| $\vec{r}_{w}$ | Position vectors at field points |
| $y^+$ | Dimensionless wall distance |
| $x^*$, $y^*$, $z^*$ | Coordinate systems |
| $x$, $y$, $z$ | Coordinate systems non-dimensionalized by reference length |

Greek symbols

| Symbol | Description |
|--------|-------------|
| $\alpha$ | Slant angle |
| $\beta$ | Yawing angle |
| $\delta$ | Boundary layer thickness |
| $\epsilon$ | Turbulence dissipation rate |
| $\rho$ | Density of air |
| $\mu$ | Dynamic viscosity of air |
| $\omega$ | Specific turbulence dissipation rate |
| $\lambda_{c}$ | Blending function |
achieving drag reduction between 10 and 20%. Some stand-
alone experimental studies on VGs have shown to exhibit
greater efficiency in both delaying and at times inhibiting
boundary layer separation, together, they have shown to be
preferred devices for transition-to-turbulence delay [50].
More recently, through the use of stereo-particle image
velocimetry, [54] assessed the performance of various vor-
tex generators and showed that sweep angles in (DVGs)
should carefully be selected to maintain the effectiveness in
momentum transport while producing minimum drag.

Simulation methodologies on flow control strategies on
standard bodies have prominently complemented the exper-
imental findings mentioned above by resolving the formation
of streamwise streaks that can lead to delayed separation
with the presence of VGs, establishing optimization actua-
tion strategies for imitating the Coanda blowing leading to
fluidic boat-tailing, resolving the intricate flow structures of
the vortex loops, identifying the sources that lead to sym-
metrization of low-pressure toroidal structures in the near-
wake region [19, 21, 35, 39, 41].

Of particular interest to realistic passenger vehicles are
the VGs which have not only demonstrated high effective-
ness as a part of passive drag reduction technique but have
proven to be viable for commercialization in vehicles. The
classical work of Koike et al. [33] used a Reynolds-aver-
aged Navier–Stokes (RANS)-based approach. It explored
the effects of two different types of vortex generators,
the ‘bump’ shape and the delta-winglet type on a
realistic sedan vehicle, the Mitsubishi LANCER EVOLU-
TION VIII. Their findings provided significant insight into
the optimum height of the VGs being equal to the thick-
ness of the boundary layer and a meaningful reduction
in both the drag and lift coefficients through the applica-
tion of VGs. Also, the surface pressures on the rear of the
vehicle appeared to enhance with the presence of VGs
indicating a delay in flow separation compared to a stand-
ard car. Besides, Koike et al. [33], reported that the delta-
winglet-type vortex generators (DVGs) were superior to
the ‘bump’-shaped VGs. Since then, not much attention
seems to be evident with investigating the effect of VGs on
realistic passenger vehicles until recently. [18] experi-
mentally tested both the cylindrical vortex generators (CVGs)
and DVGs on a real car model, viz. the Peugeot 208, and
a standard square-back Ahmed body on a full-scale wind
tunnel at 120 km h\(^{-1}\) with ground effect and rotating
wheels. Their findings suggest that for the square-back
Ahmed body, the base suction appeared to decrease with
similar magnitudes for both CVGs and DVGs, showing a
favourable effect of the vortex generator on the Ahmed
body. However, with a realistic vehicle, contrary results
were evidenced wherein the base suction is enhanced with
both the DVGs and CVGs in comparison with the stand-
ard vehicle used. Nevertheless, [18] further reported that,

1 Introduction

Drag reduction techniques on standard aerodynamic vehicles
are of significant interest to automobile manufacturers owing
to higher repeatability and additionally provide an enhanced
understanding of the fuel consumption to protect the global
environment. Typically, a reduction in aerodynamic drag of
ground vehicles by 10% can potentially reduce fuel con-
sumption by 5% Bellman et al. [6]. Since most fast-back,
square-back, and notch-back vehicles inherit the bluff-body
shapes with blunt trailing edges, the reduction in base drag
therefore becomes one of the key goals [16].

To date, several experimental methods have focused on

techniques such as (1) active, (2) passive or (3) a combi-
nation of ((1) & (2)) control strategies for achieving drag
reduction on generic vehicle geometries such as an Ahmed
body [1] to gain key understanding on the relation between
the pressure drag generation and the complex wake structure
[24, 57]. Active drag reduction techniques such as steady
blowing [58], through synthetic jet actuation [34], using
pulsed jets [28], using pulsed jets and Coanda effect [5] and
by a combination of blowing and suction [9] to influence
the wake behind the Ahmed body have shown a remark-
able performance in reducing drag. Passive methods that
are relatively more straightforward to both implement and
manufacture such as the use of deflector plates [22], ge-
ometric modifications such as rounding the edge between
the roof and slant [53], through afterbody rounding [48], by
producing body cavity at the base [17] and through the use
of vortex generators (VGs) [2, 46] have been successful in

Abbreviations

Abbreviation | Symbol | Description
--- | --- | ---
μs | Turbulence eddy viscosity
ωt | Vorticity vector
Ω | Computational domain dimension
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contrary to previous findings, the overall drag increased with both types of VGs regardless of the nature of vehicles used. [31] presented experimental results by testing Indy-type race cars using four different kinds of VGs, namely the long and short rectangular types and long and short DVG types. Their results indicated that the simple DVG types were the most efficient in terms of the incremental lift to drag ratio compared to the rectangular-type VGs. Furthermore, experimental investigations have demonstrated that the counter-rotating vortex generator configurations such as the DVGs can suppress flow separation [30, 37]. Therefore, the use of VGs has adequately evidenced to provide beneficial aspects by enhancing the flow features over standard test bodies, passenger vehicles and race car variants.

Despite many probing experimental and numerical investigations conducted over two decades by several researchers mentioned above, many aspects of the flow physics generated by VGs, such as the vortex roll-up or breakdown behind the VGs, remain unclear for both realistic and standard vehicles. Of critical importance is the performance of different types of VGs under yawing (or) during conditions when a standard test body is being subjected to cross-winds, which has never received any attention to date both numerically and from the experimental standpoint to the best of authors’ knowledge. The objective behind this work is motivated by the reasons mentioned above, which is to elucidate the aerodynamic performance of several commonly employed vortex generators such as (1) the delta-winglet vortex generators (DVGs), (2) the cylindrical vortex generators (CVGs) and (3) the trapezoidal vortex generators (TVGs) when placed on a standard Ahmed Body (with a slant angle (α = 35º)) subjected to yawing conditions.

The rest of the paper is organized as follows: Section “2. Baseline Model and VG Design Configurations” describes the selection and choice of VGs on the Ahmed body employed in this study. In Section “3. Numerical method and computational details”, the computational domain, the boundary conditions and a comparison of various RANS-based turbulence closures are presented and investigated alongside by assessing different solver performance. In Section “4. Comparison with experimental data sets”, an inclusive ‘two-part’ validation of the numerical model(s) is presented within the same section, wherein (I) the standard Ahmed body model is compared against several available experimental results for comparable Reynolds numbers (ReL) based on the length of the model geometry and (II) during yawing conditions. The “5. Effect of VGs on Ahmed Body” section details the numerical simulations of several vortex generators such as the DVGs, CVGs and TVGs on the baseline Ahmed body when subjected to several yaw angles (β); conditions that lead to both their performance enhancement and deterioration are critically examined. “6. Conclusions” section summarizes the critical contributions and findings from this study.

2 Baseline model and VG design configurations

A recent study by Cheng et al. [13] investigated the effect of (β) on a 75% scale Ahmed body with a slant angle (α = 35º). Their study was extended to cases where the Ahmed body was fitted with a spoiler and splitter to examine the bi-stable wake behaviour. The conclusions reached from the study suggest that yawing the Ahmed body adversely affects its performance and the presence of wing and spoilers on the Ahmed body can help prevent bi-stability that occurred for (β > 8º). The experimental conditions and the Ahmed body model of [13] are used in this work as a baseline configuration, as shown in Fig. 1a, which facilitates us to systematically compare our numerical findings described in Sect. (3. Numerical method and computational details).

As far as the choice of VGs is concerned, we investigate three different types of VGs on the baseline model that were previously employed on ground vehicles and square-back Ahmed bodies such as the DVGs [18, 33] and that have been previously tested on Ahmed body models but with different slant angles such as CVGs [46] and TVGs [2] as shown in Fig. 1ii-iv.

The height (h) of all VGs employed is within the boundary layer thickness (δ = 0.37L(ReL)−1(δ < h)) as per recommendations by Koike et al. [33]. Besides the height, we have preserved the original shape specifications of the designs by [46] and [2] so that a balanced representation shall be presented across all VGs investigated in this study. Under the conditions mentioned above, the maximum area (Arel) increase between the baseline and any VG configuration is found to be <6%, and the maximum differences in the area amongst the VGs are found to be <1.7% as shown in Table 1.

The definition of yawing angle (β) for the direction of airflow (U) and the representation of the leeward and windward sides w.r.t. to the coordinate systems are presented in Fig. 2. Considering that for (β > 8º), the high level of flow unsteadiness creates bi-stability that switches the flow between high and low aerodynamic forces as determined by [13]; the present analysis is therefore restricted to values of (β ≤ 8º).

3 Numerical method and computational details

The Ahmed body baseline case and cases with VGs present on the baseline model, as shown in Fig. 1, were included in a computational wind tunnel configuration Ω = (Linter, Lx, Ly) = (2L, 8L, 4L, 2L) scaled based on the length (L) of Ahmed body, as shown in Fig. 1a. The computational
domain shown in Fig. 3 is chosen to be consistent with the ERCOFTAC guidelines [19, 20, 25, 47] to capture the flow with minimal blockage effects adequately. The flow at the inlet is set to Reynolds number of $Re_L = 2.7 \times 10^6$ based on the length of the body and the incoming velocity of $U = 53 \text{ ms}^{-1}$ with a turbulence intensity of 0.06% as per the experimental conditions of [13]. The other boundary conditions correspond to a: no slip on all the body surfaces and the ground, free slip at the sides and top of the domain, and a null pressure at the outlet [15].

The high-fidelity modelling approaches such as the large eddy simulations (LES) and hybrid versions of RANS-LES have shown to resolve the near-wake structure and flow intricacies in the shear layer over Ahmed bodies sufficiently. The computational resource requirements for such simulations along with the higher-order discretization schemes that need to complement the high level of grid refinements pose challenges, especially when a systematic study with several test cases is involved like ours. Previous investigations have shown that the slant angle ($\alpha$) of the Ahmed body influences the choice of the turbulence modelling strategies for an Ahmed body [25, 36]. RANS models have been recently employed on Ahmed bodies for both $\alpha = 25^\circ$ and $35^\circ$ slant angles when investigating flap mechanisms with orientation during cornering [49] and were successfully demonstrated with different turbulence model calibrations [7]. Specifically for $\alpha = 35^\circ$,
most RANS-based approaches, as simple as a linear \( k-\varepsilon \) to more advanced Reynolds stress models (RSM), have shown to be quite successful \([4, 25]\) in predicting the flow reattachment and separation points over the slant. Therefore, we adopt the realizable \( k-\varepsilon \) model (R-\( k-\varepsilon \)) of Shih et al. \([51]\) as a starting point for grid independence check considering that all topologies such as the baseline and VGs embedded on the baseline have \( \alpha = 35^\circ \) as slant angle. Besides, two additional RANS-based turbulence closures, namely the SST-\( k-\omega \) of Menter \([44]\) and the (RNG-\( k-\varepsilon \)) from Yakhot et al. \([56]\) models, are examined as a rationality check on the free-stream grid resolution and to assess the discretization schemes used in this study. The numerical analysis in the present study was carried out using ANSYS Fluent (Ver. 19.1). The transport equations for the three turbulence models as mentioned above are comprehensively documented in the references \([3, 15]\); therefore, the readers are directed to these references for more details.

### 3.1 Grid resolution study

Before describing the grid resolution checks, we define the aerodynamic force coefficients used in the present study, namely the drag force coefficient (\( C_d \)), the lift force coefficient (\( C_l \)) for usefulness:

\[
C_d = \frac{F_d}{\frac{1}{2} \rho U^2 A_{ref}}; \quad C_l = \frac{F_l}{\frac{1}{2} \rho U^2 A_{ref}}
\]

where \( \rho \), \( F_d \) and \( F_l \) correspond to the density of air, aerodynamic drag and lift forces, respectively.

The grid consisted of tetrahedral elements on the free-stream (the departure region (DR)) and with prism layers on the body surfaces and the ground. An additional refinement region, the focus region (FR) with a volume \((3.5L \times 2L \times \)
1L), was considered around to the body [52]. By proportionally refining the surface elements over the Ahmed body and the free-stream meshes on both the (FR) and the (DR), a grid resolution study was performed on the baseline model for ($\beta = 0^\circ$) with seven grids as shown in Fig. 4. The difference in the coefficient of drag ($C_d$) (Eq. 1) between the 6th grid distribution consisting of ~2.62 × 10^6 cells (marked by a green circle) against the 7th grid distribution (~3.08 × 10^6 cells) was found to be < 1%. Furthermore, the predicted value of ($C_d$) is found to be in reasonable agreement with the data of Cheng et al. (2019) as shown in Fig. 4. Therefore, the grid distribution with ~2.62 × 10^6 cells was deemed to be sufficient for further investigations carried out in this study. However, with the inclusion of vortex generators and yaw angle effects in the system, this size varied between 2.62 × 10^6 and 4.76 × 10^6 cells. The maximum surface size on the baseline Ahmed body was 3 mm, whereas on the VGs a maximum surface size of 0.5 mm was chosen with a local minimum surface mesh size of 1 × 10^-4 mm. A detailed view of the cross section of the final grid in different planes along with the surface refinements over the Ahmed body and VGs is presented in Fig. 5. Typically the grid consists of 24 prism layers on the body and on the ground with the stretching ratio of 1.2. A prism layer thickness of 40 mm was applied on the ground to ensure a velocity profile that satisfies a fully developed turbulent boundary layer before the flow impinges the vehicle, as given by

$$\frac{U_s}{U} = \left(\frac{y}{\delta}\right)^{1/7}$$

(2)

Considering that the wall-bounded turbulence effects are predominantly crucial in this study, the treatment of the wall and the near-wall modelling effects have been carefully evaluated as follows.

### 3.2 Near-wall modelling strategy

For (R-k-ε) and (RNG-k-ε) models, the dimensionless wall distance value of $y^+ = 8$ was fixed, and an enhanced wall treatment (EWT) was adopted ((ANSYS Fluent Theory Guide, v.14.5 (2011 [3]). The (EWT) is a near-wall modelling approach that combines a (a) two-layer model with (b) enhanced wall function. With a fine near-wall mesh ($y^+ \approx 1$) which ensures that the viscous sublayer is resolved closest to the wall, the (EWT) would revert to the traditional two-layer zonal model, but this imposes significant computational resource requirement. Conversely, a hybrid treatment is adopted to combine the applicability of coarse (wall-function meshes) and fine (low-Re) meshes by blending the two-layer model with the enhanced wall function in which the demarcation between the viscosity-affected region and a fully-turbulent region is determined based on wall-distance-based, turbulent Reynolds number ($Re_y$) given as follows:

$$Re_y = \frac{\rho y \sqrt{k}}{\mu} \text{; with } Re_y^* = 200$$

(3)

where $k$, $\mu$ and $\rho$ represent the turbulence kinetic energy, the viscosity and density, respectively. The term $y$ denotes the distance to the nearest wall given by:

![Fig. 4 Grid independence test demonstrated for the variation of coefficient of drag ($C_d$) w.r.t. the cell count examined in the present study for ($\beta = 0^\circ$) compared against the experimental results of Cheng et al. [13]](image-url)
where $\vec{r}$ and $\vec{r}_w$ represent the position vectors at the field point and wall boundary, respectively.

$\Gamma = \cup_{\omega} \omega$ is the union of all the wall boundaries that are involved. This representation is robust and defines $y$ to not only accommodate complex shapes involving multiple walls but makes it independent of mesh topology.

In the fully-turbulent region ($Re_y > Re^*_y$), the R-k-ε or the RNG-k-ε turbulence model is solved. In the viscosity-affected region ($Re_y < Re^*_y$), the one-equation model of Wolfshtein [55] is solved instead, in which the equations for momentum and $k$ are retained, and the turbulent viscosity is computed as follows:

$$ l_\mu = y C^*_{l} \left( 1 - e^{\frac{Re_y}{A_\mu}} \right) $$

where $C^*_{l} = k C_{l}^{-3/4}$ and $A_\mu = 70$ given by Chen and Patel (1988).

The two-layer formulation for turbulent viscosity used as a part of EWT is derived by blending the high $Re (\mu)$ (i.e. either obtained from the R-k-ε or the RNG-k-ε turbulence model, in this case) and the low $Re (\mu_{2layer})$ [27] using a blending function $\lambda_\epsilon$. The advantage of this system is that divergence in the solution can be suppressed if $\lambda_\epsilon$ predicted in the outer layer does not match with that predicted by Wolfshtein [55] at the edge of the viscosity-affected region.

$$ \mu_{enh} = \lambda_\epsilon \mu + (1 - \lambda_\epsilon) \mu_{2layer} $$

where $C_{l} = 0.220$ is the turbulence viscosity constant proposed by Wolfshtein (1969) and $l_\mu$ is the length scale given by

$$ l_\mu = \rho C_{l} l \mu \sqrt{k} $$

The width of the blending function is determined by the constant $(A)$ so that $\lambda_\epsilon$ is within 1% of its far-field value given by the variation of $\Delta Re_y$, given by

$$ \lambda_\epsilon = \frac{1}{2} \left[ 1 + \tanh \left( \frac{Re_y - Re^*_y}{A} \right) \right] $$

Fig. 5 Grid used in the current study showing (i) regions of the domain refinement (FR) and (DR) in the x–y plane, (i') a close-up view is shown illustrating the prism-layer mesh, (i'') shows the grid distribution in the y–z plane at the centre of the body. The figures (ii), (iii) and (iv) illustrate the surface refinements on DVGs, CVGs and TVGs, respectively, and the surface refinement on the Ahmed body.
\[ A = \frac{|\Delta Re_L|}{\arctanh(0.98)} \] (9)

In the viscosity-affected areas, the rate of dissipation of turbulence kinetic energy \( \varepsilon \) is given by

\[ \varepsilon = \frac{k^{3/2}}{l_e} \] (10)

The length scale term \( (l_\mu) \) given by Chen and Patel (1988) is as follows.

\[ l_\varepsilon = yC_l^a\left(1 - e^{-\frac{y_+}{\lambda}}\right) A_\mu = 2C_t^a \] (11)

Until now, we have described the treatments for turbulent viscosity, turbulence kinetic energy and rate of dissipation. However, the momentum needs blending as well, which is described as follows:

The momentum condition is based by blending the linear (laminar) and logarithmic (turbulent) laws of the wall using a function proposed by Kader [29]:

\[ u^+ = e^+ u^+_\text{lamin} + e^+ u^+_\text{turb} \] (12)

where the blending function is given by:

\[ \Gamma = \frac{a(y^+)^b}{1 + by^+} \] (13)

where \( a = 0.01 \) and \( b = 5 \).

Similarly, the general equation for the derivative \( \frac{du^+}{dy^+} \) is given by:

\[ \frac{du^+}{dy^+} = e^+ \frac{du^+_\text{lamin}}{dy^+} + e^+ \frac{du^+_\text{turb}}{dy^+} \] (14)

The formula mentioned above has several advantages: (a) effects such as pressure gradients or variable properties can be accounted for in the formulation; furthermore, (b) it guarantees the correct asymptotic behaviour for large and small values of \( y^+ \) and reasonable representation of velocity profiles in the cases where \( y^+ \) falls inside the wall buffer region \( (3 < y^+ < 10) \). As mentioned previously, \( y^+ = 8 \) was fixed as the desired value in the current study for both (R-k-\( \varepsilon \)) and (RNG-k-\( \varepsilon \)) models. However for the (SST-k-\( \omega \)) model, a value of \( y^+ = 0.98 \) was specified so that the viscosity-affected near-wall region fully resolves the viscous sublayer and that we utilize the capability of this low-Re model at its best.

### 3.3 Solver evaluation and computing time

An evaluation of three turbulence closures, viz. the (R-k-\( \varepsilon \)), the (RNG-k-\( \varepsilon \)) and the (SST-k-\( \omega \)), for the baseline model with \( (\beta=0^\circ) \) against SIMPLEC and pressure-based coupled (PBC)-pseudo-transient pressure–velocity coupling schemes were carried out. For anisotropic meshes such as ours, some degree of skewness always persists, and therefore, solver robustness is critical for convergence. With SIMPLEC, a skewness correction of 1 was employed, in which the pressure-correction gradient is recalculated and used to update the mass flux corrections, to enhance the rate of convergence. At this juncture, it is essential to highlight that the maximum skewness for all simulated cases in this work was below 0.86 as per best practice guidelines for tetrahedral volume meshes [38]. The (PBC) pseudo-transient solver, which is a form of implicit under-relaxation for steady-state cases, has shown significant potential to speed up the solution [32]. For both the solvers, the spatial discretization was based on second-order upwind for all equations except for pressure where 'PRESTO!' was used. At this stage, we compare the numerical predictions of different solvers and model combinations investigated in this study against experimental values and discuss our findings against the numerical results presented by other researchers under comparable conditions in terms of \( \alpha, \beta \) and \( Re_L \) as shown in Table 2 and Table 3. This exercise is key to identifying the right combination for modelling the rest of the cases with VGs and under yawing conditions. The starting point of such comparisons can be explained using the Reynolds number dependency test shown in Fig. 6 that illustrates the scaling of \( (C_d) \) against \( Re_L \) obtained from several experimental results for models of different scales and variations in \( Re_L \) as shown in Table 2 and Table 3. These results indicate that the aerodynamic forces settle down at a value of \( Re_L = 2.7 \times 10^6 \) used in this present study that is identical with the experiments of Cheng et al. [13].

Compared to the predictions of (RNG-k-\( \varepsilon \)), the predictions for \( (C_d) \) by (R-k-\( \varepsilon \)) is marginally closer to the experimentally determined values of Cheng et al. [13] (75% scale geometry) and Ahmed et al. [1] (full-scale geometry) and provides an excellent match by showing ~1.5% difference between the experimental values of Meile et al. [42] (full-scale geometry) and Meile et al. [43] (full-scale geometry).
However, by maintaining the stringent $y^+ = 1$ requirement near the wall for (SST-$k$-$\omega$), the cell count proportionally increases compared to the (R-$k$-$\varepsilon$) and (RNG-$k$-$\varepsilon$) models.

As shown in Table 2, the values predicted by (SST-$k$-$\omega$) for $(C_d, C_l)$ in the current effort aligns well with a) the (SST-$k$-$\omega$) predictions of Guilmineau et al. [25] that resulted in

| Sc. No. | Method                             | $(C_d)$ | $(C_l)$ | Scale of the model geometry | Reynolds number $(Re_L)$ |
|---------|-----------------------------------|---------|---------|----------------------------|--------------------------|
| 1       | Realizable $k$-$\varepsilon$ (Current numerical work) | 0.2748  | 0.0308  | 75%                        | $2.7 \times 10^6$        |
| 2       | RNG $k$-$\varepsilon$ (Current numerical work)         | 0.2819  | 0.0411  | 75%                        | $2.7 \times 10^6$        |
| 3       | SST-$k$-$\omega$ (Current numerical work)               | 0.3087  | 0.0127  | 75%                        | $2.7 \times 10^6$        |
| 4       | Experiment (Cheng et al. (2019))                        | 0.2580  | -0.03   | 75%                        | $2.7 \times 10^6$        |
| 5       | Experiment (Meile et al. (2011))                       | 0.2790  | 0.0040  | Full scale                | $2.784 \times 10^6$      |
| 6       | Experiment (Ahmed et al. [1])                          | 0.2580  | n/a     | Full scale                | $4.29 \times 10^6$       |

Table 2 A detailed comparison between the $(C_d)$ and $(C_l)$ obtained from different modelling approaches is compared against experimental results of Cheng et al. (2019), Meile et al. (2011) and Ahmed et al. [1], respectively, for slant angle $(\alpha = 35^\circ)$ and yaw angle $(\beta = 0^\circ)$.

| Sc. No. | Method                             | Mesh size | $y^+$ | Time (per iteration) normalized based on realizable $k$-$\varepsilon$ (SIMPLEC) | Overall computing time for convergence ($< 1e-5$) normalized based on realizable $k$-$\varepsilon$ (SIMPLEC, (PBC)-pseudo-transient) |
|---------|-----------------------------------|-----------|-------|------------------------------------------------------------------------------------------------|-----------------------------------------------------------------------------------------------------------------------------------|
| 1       | Realizable $k$-$\varepsilon$ (Current numerical work) | $2.6 \times 10^6$ | 8     | (1, 1.43)                                                                                     | (1, 0.72)                                                                                                                          |
| 2       | RNG $k$-$\varepsilon$ (Current numerical work)         | $2.6 \times 10^6$ | 8     | (1.12, 1.51)                                                                                   | (1.65, 0.85)                                                                                                                        |
| 3       | SST-$k$-$\omega$ (Current numerical work)               | $3.49 \times 10^6$ | 0.98  | (2.3, 4.47)                                                                                   | (3.2, 2.44)                                                                                                                        |

Table 3 Details of the turbulence modelling methods used along with different pressure–velocity coupling schemes and their relative computational cost for slant angle $(\alpha = 35^\circ)$ and yaw angle $(\beta = 0^\circ)$.

Fig. 6 Experimental values of $(C_d)$ obtained by several researchers [1, 13, 42, 43] versus Reynolds number $(Re_L)$ scaled based on the length of the Ahmed body for slant angle $(\alpha = 35^\circ)$ and yaw angle $(\beta = 0^\circ)$ demonstrated by Cheng et al. [13]. The $(C_d)$ prediction from the current numerical result using (R-$k$-$\varepsilon$) is included in the plot for comparison.
(\(C_d = 0.2999; C_l = 0.0052\)) and b) the for a full-scale baseline experimental results of Meile et al. [42]. All turbulence models investigated in this study predict positive values for \((C_l)\) in agreement with the (SST-k-\(\omega\)) models of Guilmineau et al. [25] and Meile et al. [42].

Regarding the convergence criteria, the residual convergence for continuity was found to be \(< 1 \times 10^{-5}\); however, for the rest of the equations for all turbulence models, the residual convergence was \(< 1 \times 10^{-7}\). For any given turbulence model, the maximum difference between the predicted \((C_d), (C_l)\) between the SIMPLEC and the (PBC) solver was \(< 0.05\%\) and \(< 0.2\%\), respectively, and therefore deemed to be negligible. We notice a twofold increase in the time taken per iteration for SST-k-\(\omega\) when compared with (R-k-\(\varepsilon\)) and (RNG-k-\(\varepsilon\)) models, as shown in Table 3. We observe that for each of the turbulence models, the time elapsed per iteration for (PBC) is always higher compared to SIMPLEC, as shown in column 5. Nevertheless, the ‘rate of convergence’ indicated in column 6, which shows the overall computing time for convergence for (PBC), was always smaller than compared to SIMPLEC. Therefore, significant speed-up on the overall computing time was achieved with the (PBC)-pseudo-transient solver. Specifically, the (R-k-\(\varepsilon\)) tends to show the lowest total computing time with (PBC) solver that results in a reasonable agreement with experimental data sets. Therefore, considering that a large number of simulations are to be undertaken in this investigation, the (R-k-\(\varepsilon\)) together with the (PBC)-pseudo-transient solver was examined further for its reliability in resolving the wake structure, TKE, and surface pressure distributions over the base and the slant of the baseline model.

## 4 Comparison with experimental data sets

In this section, we present a comprehensive two-part comparison against field variables predicted by the (R-k-\(\varepsilon\)) model for the baseline case against the full scale, and baseline body with 75% scale experimental data sets for all values of \((\beta \geq 0\degree)\) examined in this study.

### 4.1 Part I: Baseline model (75% scale) vs experiments (full scale) \((\beta = 0\degree)\)

The rationale behind comparing the baseline numerical results against experiments with a full-scale Ahmed body Lienhart and Becker [40] is substantiated by the experimental results of Reynolds scaling dependency test by Cheng et al. [13] together with the close match between model and experimental results presented in Fig. 6 and Table 2.

**Fig. 7** The numerical predictions of the streamlines (a) and turbulent kinetic energy (TKE) (b) is shown in \(y^* = 0\) plane, whereas the figures (a’) and (b’) show the experimental results of Lienhart and Becker [40] for \((\beta = 0\degree)\). The experimental data of Lienhart and Becker [40] are presented in the work of Guilmineau et al. [25] and are reproduced here with permissions from Elsevier, Copyright (2018)
The dimensionless quantities for the model are represented as \((x^* = x/L_{\text{ref}}; y^* = y/L_{\text{ref}}; z^* = z/L_{\text{ref}}; U_x^* = U_x/U_{\text{ref}}; U_y^* = U_y/U_{\text{ref}}; U_z^* = U_z/U_{\text{ref}}; \) for the model, the reference values correspond to \(L_{\text{ref}} = 0.783 \text{ m} \) and \(U_{\text{ref}} = 53 \text{ m} \text{s}^{-1}\), whereas for experiments \(L_{\text{ref}} = 1.044 \text{ m} \) and \(U_{\text{ref}} = 40 \text{ m} \text{s}^{-1}\). A comparison of the streamlines of the flow in the symmetry plane between the current model results and the experimental data of Lienhart and Becker [40] is shown in Fig. 7a. Although the location of the upper recirculation bubble \((N'_1)\) predicted by the numerical result is reassuring, some degree of discrepancy with the upper recirculation bubble \((N'_2)\) from the experiments in terms of its overall toroidal shape is evident. The numerical result does not predict a lower recirculation bubble and may be attributed as a RANS model limitation, but with the experimental data, the lower separation bubble \((N'_2)\) is although weak but apparent. The RANS models such as the Explicit Algebraic Stress Model (EARS) and (SST-k-\(\omega\)) that were published in the previous work of Guilmineau et al. [25] do not predict the lower separation bubble, whereas the RANS-LES variants, viz. the detached eddy simulation (DES) and the improved delay detached eddy simulation (IDDES) models, tend to resolve the lower separation bubble. The TKE distribution of the model shown at the symmetry plane in Fig. 7b shows good qualitative agreement with the experimental results by predicting higher TKE spectrum closer to the \((N'_2)\) region and by capturing adequate levels of TKE in the shear layer. Nevertheless, the TKE predicted by the model in the upper shear layer over the slant is significantly higher than compared to the experimental result. Quantitatively, the TKE values predicted by the model overall appear to be higher, and this may be attributed to the higher inflow velocity present in the model compared to the experiments.

Figure 8 shows the normalized streamwise velocity vectors \(U_x^*\) at several \(y–z\) planes compared against the experimental data to comprehensively represent the wake structure. At \(x^* = 0\) and 0.0766, a reasonably qualitative and a good quantitative agreement is shown by the model by accurately capturing the negative-to-positive transition region. With \(x^* = 0.1915\), the negative region appears to be marginally shorter in the spanwise direction unlike the experimental data but with weaker vortical structures on the edges of the baseline model similar to that seen in the experiments. Although no negative values of \(U_x^*\) are present at \(x^* = 0.4789\), its magnitude is smaller compared to that seen in the experiments.

Despite such differences, the numerical model in the present study accurately captures the length, the overall height of the near-wake structure and flow feature at the end of the roof-slant characterized by massive separation with a reasonable overall agreement with the TKE as seen in the experimental data.

### 4.2 Part II: Baseline model (75% scale) vs experiments (75% scale) \((\beta \geq 0^\circ)\)

The experimental data from Cheng et al. [13] provide us with a whole-field description of the surface pressure coefficient \((C_p)\) for the same geometry scale (75%) as a direct comparison to further assess the validity of the numerical result.

The pressure coefficient \((C_p)\) is defined as follows:

\[
C_p = \frac{P - P_{\text{ref}}}{\frac{1}{2} \rho U^2}
\]  

(15)

where \(P\) and \(P_{\text{ref}}\) correspond to the calculated mean pressure and reference (ambient) pressure, respectively.

A comparison of the centreline \((C_p)\) for various values of \((\beta)\) between the numerical predictions and experimental data of Cheng et al. [13] is shown in Fig. 9(a–e). The locations (22–30) correspond to metering points (MPs) where pressure tappings were located in the experiments; at identical locations, we compare the result from our numerical model. These locations are critical in our study because the influence of VGs shall have a direct consequence on these locations, which is presented in the next section. The agreement between the model and experimental data for MPs (22–24) located on the roof-slant edge is reasonable and consistent for all values of \((\beta)\). On the MPs (25–27) located on the slant, the model provides an excellent match with experiments. For all cases, the largest deviations between the model and experiment tend to be on the base shown by MPs (28–30), suggesting that the numerical results overpredict the flow separation on the base. Despite this discrepancy, the overall trend shown by the experimental MPs (28–30) depicting an increase in \((C_p)\) and a dip in the value at the end of the base is very well captured by the model.

A summary of the results comparing the overall drag and lift coefficients, namely the \((C_d)\) and \((C_l)\), between the model and the experiment Cheng et al. [13] is presented in Fig. 10a and b for all \((\beta)\) values investigated in this study. The most significant difference in \((C_d)\) between the model and experiment is observed for \((\beta = 8^\circ)\); however, with \((\beta \leq 4^\circ)\), a consistently good agreement is seen with the experiments. The
(Cl) values predicted by the model are always positive for all values of (β) unlike the experiment, and we indicate that such has been the case with previous predictions obtained from RANS evaluations for the baseline Ahmed body with

Fig. 8 (a-d) correspond to the numerical predictions of the dimensionless streamwise velocity in the y*-z* plane in the wake compared against the experimental results of Lienhart and Becker [40] shown by the figures (a'-d'). From top to bottom, the images correspond to $x^* = x/L_{ref} = 0, 0.0766, 0.1915, 0.4789$, respectively, for (β = 0°). The experimental data of Lienhart and Becker [40] are demonstrated in the work of Guilmineau et al. [25] and are reproduced here with permissions from Elsevier, Copyright (2018).
Fig. 9 A comparison of the numerical predictions of the surface $C_p$ along the centreline of the roof end, slant, and base against the previously published experimental results of Cheng et al. [13]. (a) corresponds to ($\beta=0^\circ$) shown with the location of metering points (MPs) 22–30 identical to locations of the pressure taps in the experiments of Cheng et al. [13]. (b–e) correspond to the numerical predictions for ($\beta=2^\circ$, $4^\circ$, $6^\circ$ and $8^\circ$) compared against the experimental results at the same metered locations.
\[ \alpha = 35^\circ \] by Cheng and Mansor [12], Cheng and Mansor, [11], Guilmineau et al. [25], and Meile et al. [42]. This deviation may be attributed to the model over-predicting the flow separation on the base as seen in Fig. 9. Despite such differences, we identify that (a) the differences in \((C_l)\) and (b) its trend showing an increase in values with increasing \((\beta)\) appear to manifest consistently between the model and experiment, which appears to be encouraging. Overall, the numerical model is able to replicate the tendency that yawing the vehicle adversely affects the aerodynamic performance as shown by the experiments of Cheng et al. [13] and Meile et al. [42]. With these correlations in place, the forthcoming section is focused on the numerical simulation results on baseline Ahmed body by embedded different types of VGs and critically examines their aerodynamic performance by subjecting the baseline Ahmed body to different \((\beta)\) values.

5 Effect of VGs on Ahmed Body

5.1 Near-wake and vortex structures for \((\beta = 0^\circ)\)

Figure 11 shows the streamlines of the wake of the Ahmed body and VGs embedded on to it in a) \(y-x\) plane \((z^* = 0.1285)\) and b) \(x-z\) plane \((y^* = 0)\) for \((\beta = 0^\circ)\). In comparison with the baseline case as shown in Fig. 11 a(i) and b(i)), with the presence of CVGs Fig. 11 a(iii) and b(iii)), the wake elongation is prominent in both the streamwise and spanwise directions, and with DVGs Fig. 11 a(i) and b(ii)), this is less noticeable in streamwise but quite evident in the spanwise direction.

The wake elongation observed with employing the DVGs and especially the CVGs must be pronounced as a favourable outcome since the elongation of the wake is a good indicator of drag reduction, as given by Han et al. [26], Lucas et al. [41], Li et al. [39], Pastoor et al. [45]. With the presence of TVGs, the recirculation bubble is shorter, and the centre of the upper recirculation bubble appears closer to the base compared to the other cases. Also, there is a prominent recirculation bubble closer to the base. For each case, the location of the centres of the upper recirculation zone and the length of the separation bubble \((L_{xz^*})\) as illustrated in Fig. 11c are summarized in Table 4. Flow separation at the roof (marked by an orange square) indicates the presence of TVG interfering with the oncoming flow that eventually unfavourably alters the wake dynamics downstream.

To resolve the critical vortices that dominate the flow structure, we plot the vortex-core region resolved using absolute helicity, \(H = \vec{U} \cdot \vec{\omega}\), where \(\vec{U}\) is the velocity vector and \(\vec{\omega}\) is the vorticity vector. Figure 12 shows the iso-surface surface at \(H = 7500\text{ms}^{-2}\) coloured by mean velocity for \((\beta = 0^\circ)\). Vortices with high velocities appear at the roof-slat edge where the VGs are positioned compared to the baseline, especially with CVGs and DVGs they appear pronounced. The C-pillar vortices for the TVG case (d and d’) appear to be thicker and longer compared to the rest of the other cases, as shown in Fig. 12 (iv).

5.2 Vortex structures, near-wake and roof pressure foot prints for \((\beta \geq 0^\circ)\)

The vortical structures that emanate from the body are more complex with nonzero and increasing values of \((\beta)\). Figure 13 shows the leeward side (a–d) and windward side (a’–d’) roof vortices for all cases for \((\beta = 6^\circ)\) of which the windward side appears to be dominant in structure. A unique feature is evident wherein the vortices from DVG appear to interfere with the leeward side c-pillar vortex (b’’) shown by a dotted circle in Fig. 13b. The attachment and separation characteristics of the flow over the body are noticeable by plotting the \((C_p)\) over the surface as shown in Fig. 14 for the same case \((\beta = 6^\circ)\). In all the four cases, the windward side exhibits an apparent region where the vortical structure (a’–d’) is present.
On the leeward side, the significant low-pressure footprint evident behind the DVG and closer to the roof-slant edge as shown in Fig. 14(ii) suggests massive flow separation, indicating that the performance of the DVG at this stage is fading. However, some reattachment is evidenced closer to the edge of the slant. In Fig. 14(iii), just behind (downstream) of the CVGs, hotspots that are relatively uniform in the magnitude in \(C_p\) are seen, suggesting that the CVGs attempt to inhibit the flow separation, and therefore, the \(C_p\) values over the slant for this case appear relatively more uniformly distributed and higher. With the TVGs shown in Fig. 14(iv), although the hot spots in \(C_p\) are evident, this feature does not appear to be as promising as compared to the CVGs. In some regions within the edge of the roof-slant, the flow appears to be separated with the presence of TVGs. One may observe an additional interesting feature that the presence of VGs has a direct effect of the upstream flow, i.e. over the roof. Most

Table 4 Summary of the location of the centres of the recirculation zone in \((x^*,z^*)\) and the length of the separation bubble \(L_{xz^*}\) for each case is presented for \((\beta=0^\circ)\). All dimensions are scaled by \(L_{ref}\).

| Case description | \(x^*\)  | \(z^*\)  | \(L_{xz^*}\)  |
|------------------|---------|---------|----------------|
| (i) Baseline     | 0.1484  | 0.2337  | 0.3106         |
| (ii) DVG         | 0.1321  | 0.2330  | 0.3226         |
| (iii) CVG        | 0.1434  | 0.2364  | 0.3358         |
| (iv) DVG         | 0.1209  | 0.2308  | 0.2609         |
certainly, compared to the distribution of \((C_p)\) over the roof for the baseline Ahmed body case as given in Fig. 14(i), the flow is less separated over the roof for the case with the CVGs given in Fig. 14(iii) but more separated with DVGs as shown in Fig. 14(ii). However, with the TVGs given in Fig. 14(iv), the flow separation over the roof does not appear to be as curtailed as seen with the DVG case and is only marginally better over the roof compared to the baseline case as shown in Fig. 14(i).

The near-wake structure for \((\beta = 6^\circ)\) is shown for all cases in Fig. 15 at sections closer to the leeward edge \((y^* = -0.115)\), the model symmetry \((y^* = 0)\) and closer to the windward edge \((y^* = 0.115)\). Sectionwise, the wake structure exhibited by the baseline in Fig. 15(i), the CVG in Fig. 15(iii), and the TVG in Fig. 15(iv) are different but such differences appear to be minimal. With the DVGs, the flow is initially attached closer to the roof-slant edge for \((y^* = 0.115)\) but significantly detaches further downstream, and as a consequence a distinctively deformed wake structure is seen with the DVG in Fig. 15(ii), wherein closer to the leeward side it is characterized by massive separation over the slant, and near the model symmetry \((y^* = 0)\), two distinct non-symmetric (upper and lower) recirculation zones are evidenced, unlike just the one recirculation zone that is exhibited by other the models.

5.3 Slant, base pressure and aerodynamic coefficients \((\beta \geq 0^\circ)\)

Figure 16 presents the \((C_p)\) distributions on the slant and the base (seen from View1) for all \((\beta)\) values and for all cases investigated in this study. We shall examine these in
conjunction with the overall \((C_d), (C_l)\) values presented for all cases shown in Fig. 17.

For \((\beta=0^\circ)\), the distribution presented by the CVG given in Fig. 16(iii) is more uniform and higher over the slant than compared to the baseline case as shown in Fig. 16(i), and marginally than the DVG case given in Fig. 16(ii). The pressure footprint on the edges of the base is higher for the DVG case compared to the rest of the cases. With the TVGs, the \((C_p)\) not only appears non-uniform but shows significantly lower values over the slant with less pressure recovery over the base. This appears to be in consensus with Fig. 17 where a reduction in both the \((C_d)\) and \((C_l)\) are seen for the CVG and DVG cases compared to the baseline case, whereas, with the TVGs, a significant increase in aerodynamic coefficients is seen.

---

**Fig. 13** Numerical result for \((\beta=6^\circ)\) depicting the iso-surface of absolute helicity \((H=7500 \text{ ms}^{-2})\) coloured by mean velocity \((U)\) in each of figures (a-v) that represent the cases for baseline, DVG, CVG and TVG models. In each case, the leeward and windward roof vortex are represented by (a-d) and (a'-d'), respectively. The vortices \((a''-d'')\) represent the co-rotating vortex on the leeward side with its counterpart (not shown) that emanates from the corners of the leading edge. The vortices \((a'''-d''')\) correspond to the leeward side c-pillar vortex. The dashed circle in figure (ii) identifies the interference of the vortices from DVG on the leeward side with vortices \(b''\) and \(b'''\).

**Fig. 14** Numerical predictions of the surface \((C_p)\) distributions on the roof and slant for (i) baseline, (ii) DVG, (iii) CVG and (iv) TVG models, respectively, for \((\beta=6^\circ)\).
As soon as some yawing is introduced ($\beta = 2^\circ$), a favourable transition appears with the TVGs, wherein some regions over the slant experience higher values of ($C_p$) suggesting a delay in separation than compared to ($\beta = 0^\circ$). In comparison with the baseline and the DVG cases for ($\beta = 2^\circ$ and $4^\circ$), the ($C_p$) distribution over the slant with the TVGs is better although with the CVGs the distribution is more reassuring. Therefore, a reduction in ($C_d$) is seen for ($\beta = 2^\circ$ and $4^\circ$) for all VGs compared to the baseline case as seen in Fig. 17a. There appears to be a transition point at ($\beta = 4^\circ$) beyond which ($\beta > 4^\circ$) the downforce for all the VGs is increasingly penalized as given in Fig. 17b but less so with the CVGs until ($\beta = 6^\circ$). For ($\beta = 8^\circ$), the base pressure is higher and more uniform with CVGs and especially with the TVGs than compared to the baseline case, perhaps, a reduction in ($C_d$) is expected to be a direct consequence of this as seen in Fig. 17a. However, the pressure on the slant is significantly lower and non-uniform for all VGs and especially with CVGs, suggesting that a disadvantage in downforce is expected owing to the increase in ($C_l$) as shown in Fig. 17b.

### 5.4 Streamwise trailing vortices behind VGs

The VGs installed on the baseline model are expected to generate streamwise vortices, which in turn generate high-amplitude streaks in the flow given by Fransson et al. [23], Pujals et al. [46]. These structures, viz. the streaks and streamwise vortices, relate to each other by the lift-up effect as given by Brandt [8]. To visualize the streamwise vortical structures produced by the VGs, we adopt the swirling strength ($S$) to examine the local behaviour as shown in Fig. 18. Proposed by Zhou et al. [59], this method is frame independent and eliminates the difficulty of choosing a frame of reference. To visualize the vortices, we have used the iso-surfaces of the swirling strength ($S$) using the imaginary part of the complex

![Fig. 15 The numerical predictions of the streamlines superimposed with velocity contours in the $x$-$z$ plane for (i) Baseline, (ii) DVGs, (iii) CVGs and (iv) TVGs for ($\beta = 6^\circ$). From top to bottom, the images correspond to $y/L_{ref} = -0.115, 0, 0.115$, respectively.](image-url)
eigenvalue of the velocity gradient tensor given by Zhou et al. [59] given as follows:

\[ \mathbf{S} = \mathbf{U} = \left[ d_{ij} \right] = \left[ \mathbf{v}_r, \mathbf{v}_{cr}, \mathbf{v}_{ci} \right] \left[ \begin{array}{ccc} \lambda_r & 0 & 0 \\ 0 & \lambda_{cr} & \lambda_{ci} \\ 0 & -\lambda_{ci} & \lambda_{cr} \end{array} \right] \left[ \mathbf{v}_r, \mathbf{v}_{cr}, \mathbf{v}_{ci} \right]^{-1} \]

(16)

where \( \lambda_r \) is the real eigenvalue with a real eigenvector \( \mathbf{v}_r \), and \( \lambda_{cr} \pm \lambda_{ci} \) are the conjugate pair of the complex eigenvectors \( \mathbf{v}_{cr} \pm \mathbf{v}_{ci} \). By expressing the local streamlines in a coordinate system spanned by the three vectors \( (\mathbf{v}_r, \mathbf{v}_{cr}, \mathbf{v}_{ci}) \), depending on the nature of the flow, one may see that the local flow is either stretched or compressed along the axis \( \mathbf{v}_r \) while on the plane spanned by the vectors \( \mathbf{v}_{cr} \) and \( \mathbf{v}_{ci} \) the flow is swirling. The \( \lambda_{ci} \) value is positive only if the discriminant is positive and its value represents the strength of swirling motion around local centres. For all cases in this study, the threshold of \( \lambda_{ci} \) was chosen to be 0.0015 for a smoother visualization of the near-wall vortical structures.

The iso-surface of \( \mathbf{S} \) (coloured by TKE, together with the surface \( (C_p) \) (shown in grey scale)) is extracted to represent the streamwise vortices generated by all VGs to investigate their performance at low and high values of (\( \beta \)). The streamwise counter-rotating vortices generated by the DVGs are elongated in comparison with that produced by TVGs and CVGs. In the case of CVGs, these streamwise trailing vortices appear to be shorter but ‘coherent’ even during higher yaw angles, which in turn influences the shear layer by delaying the separation on the slant. The same effect is also the case with the TVGs when (\( \beta = 6^\circ \)). The overall effect of such consistency in the structure of streamwise vortices from CVGs, and TVGs demonstrate a decrease in \( (C_d) \) and

![Fig. 16 Numerical predictions of the surface \((C_p)\) distributions on the slant and base from View 1 for (i) baseline model, (ii) DVG, (iii) CVG and (iv) TVG configurations. From top to bottom, the images correspond to (\( \beta = 0^\circ, 2^\circ, 4^\circ, 6^\circ \) and \( 8^\circ \)), respectively.](image)
at smaller yawing angles, some downforce advantage is also predicted as shown in Fig. 17b. Specifically, the maximum overall drag reduction achieved with the CVGs and TVGs for ($\beta = 2^\circ$) is 8.43% and 7.69%, respectively, in reference to the baseline case. However, with the DVGs, with an increase in ($\beta$) Fig. 18a’), the high TKE closer to the leeward side appears to create higher-pressure footprint on the slant but is only adversely influenced by an initial massive separation at the roof owing to streamwise vortices interfering with the c-pillar vortex; this effect is undesirable, and therefore, the overall aerodynamic performance tends to decline.

6 Conclusions

The performance of several vortex generators placed on a 35º slant Ahmed body model subjected to yawing angles ($\beta$) has been numerically investigated. As a starting point, several RANS-based turbulence closures are examined as a rationality check, which shows good qualitative and reasonable quantitative comparisons for the baseline configuration against previously published experimental results for various ($\beta$). The validation of the numerical results is then followed by embedding the commonly employed, small vortex generators (VG) structures such as the delta-winglet (DVG), cylindrical (CVG) and trapezoidal (TVG) types on the baseline configuration subjected to different values of ($\beta$); the outcomes are as follows:

(1) The DVGs show beneficial trend in terms of drag reduction for ($\beta \leq 4^\circ$), beyond which the streamwise vortices produced by the DVGs tend to interfere with c-pillar vortex on the leeward side adversely. Besides, for ($\beta = 0^\circ$), excellent downforce enhancement is predicted compared to the other VGs, an undesirable enhancement in ($C_l$) is predicted for ($\beta \geq 2^\circ$). The results suggest that the choice of DVGs could be a function of sweep angle as well as vehicle yaw ($\beta$) to be able to obtain an optimum overall aerodynamic performance.

(2) With the CVGs, high energy, streamwise trailing vortices appear to be more consistent in terms of their structure and tend to enhance the aerodynamic performance by potentially energizing the boundary layer, and therefore, the flow separation appears to be dampened. A net reduction in the overall ($C_d$) is predicted for all values of ($\beta$) compared to the baseline model with the maximum reduction of ~ 8.5% for ($\beta = 2^\circ$). The overall ($C_l$) is reduced for ($\beta \leq 2^\circ$), but for values of ($\beta > 4^\circ$), the downforce is penalized.

(3) Originally designed as a device for active drag reduction, the TVGs tend to underperform when ($\beta = 0^\circ$) with the flow over the slant characterized by massive separation and with lower-pressure footprint over the base eventually enhancing both drag and lift. For the range of ($\beta$) values examined, besides for ($\beta = 2^\circ$), they continue to enhance ($C_l$) for the rest of the values. For ($\beta > 0^\circ$), the TVGs exhibit a rapid transformation by producing highly consistent vortical structures similar to that predicted by the CVGs for incremental values of ($\beta$). Especially when ($\beta \geq 2^\circ$), the TVGs tend to either match or exhibit superior performance in reducing drag compared to the CVGs, DVGs and the baseline for incremental ($\beta$) values.

The outcomes presented in this work can potentially be extended to (a) examining the actuation characteristics of the VGs mentioned above during vehicle yawing conditions, (b) the effect of VGs and their interplay with other add-on devices such as spoilers and wings, and (c) possibly with high-fidelity simulations such as LES or hybrid LES-RANS methods [14, 15] to resolve the flow physics better.
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