Investigating Leggett-Garg inequality in neutrino oscillations - role of decoherence and decay
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Abstract

Neutrinos, due to their weakly interacting nature, provide us with a unique opportunity to test foundations of quantum mechanics over macroscopic distances. There has been considerable theoretical and experimental interest in examining the extent of violation of Leggett-Garg inequalities (LGI) in the context of neutrino flavour oscillations. While it is established that neutrino oscillations occur due to mass and mixing among the three generations of neutrinos, sub-dominant effects due to physics beyond the Standard Model (SM) are not yet ruled out. As we are entering the precision era in neutrino physics, it is possible that some of these effects may leave an imprint on data. Thus, it is worthwhile to investigate different physics scenarios beyond the SM and study their impact on oscillation probabilities. In the present work, we invoke damping effects (including decoherence and decay) on oscillation probabilities and study their implications on the LGI.
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1 Introduction

A succession of seminal results from low energy experiments involving neutrinos from a variety of sources have established the phenomenon of neutrino flavour oscillations among the three active flavours on a firm footing [1]. The parameters that govern three flavour oscillations are the three mixing angles ($\theta_{12}, \theta_{23}, \theta_{13}$), one phase ($\delta$) and the two mass-squared splittings ($\Delta m_{21}^2$ and $\Delta m_{31}^2$). While some of the parameters have been measured very precisely (such as $\sin^2 \theta_{12}$, $\sin^2 \theta_{13}$, $\Delta m_{21}^2$, $|\Delta m_{31}^2|$), a few of these parameters require better measurements. The first of these is the CP phase, $\delta$. While two long baseline accelerator neutrino experiments, T2K [2] and NOvA [3] have reported measurement of $\delta$, there is some tension in the preferred value of $\delta$. It is not clear if the value of the mixing angle $\theta_{23}$ is maximal or non-maximal (in which case establishing the correct octant is an important question). Finally, the sign of $\Delta m_{31}^2$ which relates to the issue of neutrino mass ordering (normal ordering (NO) if $\Delta m_{31}^2 > 0$ and inverted ordering (IO) if $\Delta m_{31}^2 < 0$) is unknown. In addition, we should also mention that there are some unresolved anomalies of high statistical significance, notably the event excesses seen in LSND (3.8$\sigma$ excess of $\nu_e$ events) [4], MiniBooNE (4.7$\sigma$ excess of $\nu_e$ events and 2.7$\sigma$ excess of $\bar{\nu}_e$ events) [5,6], along with the so-called reactor antineutrino anomaly (6% flux deficit) [7] which point towards existence of eV scale sterile neutrinos. The source of the excess of events seen in MiniBooNE has been further investigated by MicroBooNE [8–10] which reports no such excess.

Neutrinos are massless in the Standard Model (SM) [11–13]. Therefore, the experimental observation of neutrino oscillations, implying that neutrinos are massive, provides a concrete evidence for the requirement of physics beyond the SM. Given the plethora of experimental results over a wide range of baselines and energies, it is evident that neutrinos exhibit coherence over very vast distance scales. It is of considerable interest to understand subtle aspects pertaining to the theory of neutrino oscillations and coherence properties of neutrinos [14–30].

Current neutrino oscillation experiments have established neutrino mass and mixing to be the dominant mechanism of flavour conversion of neutrinos, thereby ruling out various other scenarios. However, new physics can give rise to subdominant effects which could be detected at future experiments. Such new physics scenarios in conjunction with standard oscillations could even impact the measurement of parameters governing oscillations. In the present work, we are interested in a particular category of such effects which can leave their imprints on the neutrino oscillations in the form of damping terms. Several scenarios can lead to damping of oscillations [31]. Damping effects in neutrino oscillations can originate from intrinsic decoherence in the wave packet treatment [21,24,26,29], invisible neutrino decay [32–38], neutrino absorption [39], oscillation into sterile neutrino [40,41] or via quantum decoherence [42–59].

While, quantum mechanics as a theory has been immensely successful, questions regarding applicability of quantum mechanics to macroscopic systems have been discussed. In their seminal work, Einstein, Podosky and Rosen [60], questioned, for the first time, if quantum mechanics is the complete description of Nature. Later on, Bell [61], in a pathbreaking work, using ideas of local realism, proposed a quantitative way to establish distinction between classical and quantum correlations between spatially separated systems. Since then, various experiments have been proposed to test violation of Bell’s inequalities and carried
out in various disciplines \[62\]. In order to test the local hidden variable theories, there was another profound development by Leggett and Garg \[63\] (see \[64\] for a review) who proposed a set of measurements on a single system at different times. These are known as the Leggett-Garg inequalities (LGI). LGI has been studied in the context of non-hermitian PT symmetric dynamics \[65,66\], markovian quantum dynamics \[67,68\]. Tests of LGI have been carried out using photons, electrons, or nuclear spins for which coherence length is limited \[62,69\].

A distinguishing feature of neutrino oscillations is that coherence length (the length over which interference occurs and oscillations may be observed) extends over very vast length scales. Two of the neutrino oscillation experiments, MINOS \[70\] and Daya Bay \[71\] have analysed their data and reported large \((\sim 6\sigma)\) violation of LGI. Most of the studies pertaining to violation of LGI in neutrino oscillations have been carried out using standard oscillation framework considering two or three neutrino flavours but with different dichotomic variables \[72–77\]. There are also studies using other measures of quantum correlations such as Bell’s inequalities or quantum witness \[78–84\]. In recent studies, the role of new physics in the context of LGI and neutrino oscillations has been explored \[85, 86\]. In an earlier work \[85\], two of the authors of the present work examined the role played by non-standard interactions on the violation of LGI in neutrino oscillations and it was shown that new physics could induce large enhancement in violation of LGI parameter. In the present article, our aim is to investigate violation of LGI in neutrino oscillations and highlight the role played by those scenarios that lead to damping signatures (including decoherence and decay).

In order to demonstrate the ideas in the present article, we shall restrict ourselves to two flavour neutrinos and assume that they propagate in vacuum. The mapping of two flavour neutrinos as a two level quantum system is explicitly shown in \[87\]. This allows us to clearly examine the impact of different damping effects on the violation of LGI. In addition, in many experimental scenarios, the three flavour formula reduces to an effective two flavour formula \[17\] for instance, in the long baseline accelerator experiments, one can set the small parameters \((\theta_{13} \text{ and } \Delta m^2_{21})\) to zero and obtain effective two flavour formula for muon disappearance probability. The problem then reduces to \(\nu_\mu \rightarrow \nu_\tau\) oscillations described by \(\theta_{23}\) and \(\Delta m^2_{32}\). Likewise, for short baseline reactor experiments, one is not sensitive to oscillations developed by \(\Delta m^2_{21}\) and this parameter can be set to zero to obtain effective two flavour formula for the electron antineutrino disappearance probability driven by \(\theta_{13}\) and \(\Delta m^2_{31}\).

The article is structured as follows. We begin with the standard plane wave description of neutrino oscillations and then go on to describe the damping effects in Sec. 2. We describe LGI in neutrino oscillations in Sec. 3. We present our results on LGI violation quantified in terms of parameter \(K_4\) in Sec. 4. Finally, we conclude in Sec. 5.

## 2 Damped neutrino oscillations

We will first briefly review the standard treatment of neutrino oscillations for the undamped case. Neutrino oscillations arise from the phenomenon of neutrino mixing. In the standard plane-wave theory of neutrino oscillations, it is assumed that the neutrinos (created or
detected together with a charged antilepton) are described by the flavour neutrino state

$$|\nu_\alpha\rangle = \sum_{k=1}^{3} U_{\alpha k}^* |\nu_k\rangle$$

(1)

where $U$ is the leptonic mixing matrix. Since the mass states have definite mass $(m_k)$ and definite energy $(E_k)$, they evolve in time as plane waves

$$|\nu_k(t)\rangle = e^{-iE_k t} |\nu_k(t=0)\rangle$$

(2)

The standard theory of neutrino oscillation relies on following assumptions

- The flavour states are the neutrinos produced or detected in charged-current weak interaction processes.
- The mass states $|\nu_k\rangle$ have equal momentum.
- The time can be replaced by distance between source and detector.

Thus, for the undamped case, the probability for three-flavour neutrino oscillations in vacuum can be expressed as

$$P_{\alpha\beta} = \left| \langle \nu_\beta | U \text{ diag}(1, \exp\left(-i\frac{\Delta m^2_{21}}{2E}\right), \exp\left(-i\frac{\Delta m^2_{31}}{2E}\right)) | U^\dagger |\nu_\alpha\rangle \right|^2$$

$$= \sum_{i,j=1}^{3} U_{\alpha j} U_{\beta j}^* U_{\alpha i}^* U_{\beta i} \exp(-i2\Delta_{ij})$$

(3)

where $U$ is the leptonic mixing matrix in vacuum \[88, 89\], $J_{ij}^{\alpha\beta}$ is the Jarlskog factor \[90\], $\Delta_{ij} = \Delta m^2_{ij} L/(4E)$ denotes the oscillation phase with $\Delta m^2_{ij} \equiv m_i^2 - m_j^2$ being the mass-squared differences. After some simplification, we can express the above expression as

$$P_{\alpha\beta} = \sum_{i,j=1}^{3} \mathcal{R}e \left( J_{ij}^{\alpha\beta} \right) - 4 \sum_{1\leq i<j\leq 3} \mathcal{R}e \left( J_{ij}^{\alpha\beta} \right) \sin^2(\Delta_{ij}) - 2 \sum_{1\leq i<j\leq 3} \mathcal{I}m \left( J_{ij}^{\alpha\beta} \right) \sin(2\Delta_{ij})$$

$$= \sum_{i=1}^{3} J_{ii}^{\alpha\beta} + 2 \sum_{1\leq i<j\leq 3} |J_{ij}^{\alpha\beta}| \cos(2\Delta_{ij} + \arg J_{ij}^{\alpha\beta})$$

(4)

Eq. 4 is used in analyses of the experimental data on neutrino oscillations in vacuum.

Let us now consider damping effects that can arise due to variety of reasons. Some examples of damping signatures which have been widely studied in literature in the context of neutrino oscillations are given in Table I. It is interesting to note that we can unify the description of different damping cases using damping factors of the form \[31\]

$$D_{ij} = \exp\left(-\kappa_{ij} \frac{\Delta m^2_{ij} |\xi L^\beta|}{E^\gamma}\right)$$

(5)
where, we assume \( D_{ij} = D_{ji} \). In Eq. 5, \( \kappa_{ij} \geq 0 \) is a non-negative damping coefficient matrix, and \( \beta, \gamma, \) and \( \xi \) are numbers that describe the “signature”, i.e., the \( L(\beta) \) and \( E(\gamma) \) dependencies as well as the dependence on the mass-squared differences. Depending on the value of \( \xi \), there can be two cases:

\( \xi > 0 \): only the oscillatory terms are expected to be damped, since \( \Delta m_{\odot}^2 \neq 0 \)

\( \xi = 0 \): the oscillation probability could be damped (depending on \( \kappa_{ij} \)), since terms independent of the oscillation phases are affected

In presence of damping, the probability can be expressed as

\[
P_{\alpha\beta} = \sum_{i,j=1}^{3} U_{\alpha i} U_{\beta j}^* U_{\alpha i}^* U_{\beta i} \exp(-i2\Delta_{ij}) D_{ij}
\]

\[
= \sum_{i=1}^{3} J_{\alpha\beta}^{i} D_{ii} + 2 \sum_{1 \leq i < j \leq 3} |J_{\alpha\beta}^{ij}| D_{ij} \cos(2\Delta_{ij} + \arg J_{\alpha\beta}^{ij})
\] (6)

As \( D_{ij} \rightarrow 1 \), the above expression reduces to Eq. 4.

We now discuss the various physically well-motivated damping scenarios in turn below (see Table 1):

1. **Intrinsic wave packet decoherence**

   This results if we do not assume that mass states propagate as plane waves. In the wave packet treatment of neutrino oscillations, it is inferred that there exists a distance called “the coherence length” beyond which the interference of different mass states is not observable. This is due to the different group velocities of neutrinos carrying different masses that causes a separation of their wave packets when they arrive at the detector. For a detailed discussion of this scenario, see [21–24,26–29].

   For this damping signature, using averaging over Gaussian wave packets, we have

\[
D_{ij} = \exp \left[ - \left( \frac{L}{L_{ij}^{coh}} \right)^2 \right] = \exp \left( -\frac{\sigma_E^2 (\Delta m_{ij}^2)^2 L^2}{8 E^4} \right)
\] (7)

which takes into account the coherence of the contributions of different mass eigenstate wave packets. Here \( L_{ij}^{coh} = 4\sqrt{2} \sigma_x E^2/|\Delta m_{ij}^2| \) and \( \sigma_x \) is the spatial coherence width of the mass eigenstate wave packet. \( \sigma_x \) depends on the spatial as well as temporal coherence widths of both the production and detection processes. \( \sigma_E = 1/(2\sigma_x) \) is the wave packet spread in energy. The parameter \( \sigma_E \) could be different for different experiments. In most oscillation experiments, the condition \( \sigma_x << 4\pi E/\Delta m_{ij}^2 \equiv L_{ij}^{osc} \) is satisfied. By comparing Eqs. 5 and 7, we note that \( \kappa_{ij} = \sigma_E^2/8, \beta = 2, \gamma = 4, \) and \( \xi = 2 \).

If we consider the case corresponding to \( \xi > 0 \). For this case, the diagonal terms, \( D_{ii} = 1 \). The probability for two flavour case can be expressed as

\[
P_{\alpha\beta} = \delta_{\alpha\beta} + \frac{1}{2} (1 - 2\delta_{\alpha\beta}) \sin^2(2\theta) \left[ 1 - D_{21} \cos(2\Delta_{21}) \right]
\] (8)
Table 1: Damping scenarios considered in the present work.

Note the dependence of probability on the sign of \( \cos(2\Delta_{21}) \) term. This explains the fact that near the location of the peak, we get suppression and near the location of the dip, we get enhancement. This case is “decoherence-like” (probability conserving). In the limiting case, \( D_{21} \rightarrow 0 \), we obtain the expression

\[
P_{\alpha\beta} \rightarrow \delta_{\alpha\beta} \left[ 1 - \sin^2(2\theta) \right] + \frac{1}{2} \sin^2(2\theta)
\]

which corresponds to the case of averaged oscillations.

The effect of neutrino wave packet decoherence on the two flavour oscillation probability is shown in Fig. 1. From the figure, it is clear that wave packet decoherence leads to damping of the oscillatory term only. It should be noted that this particular decoherence signature is related to processes affecting production and detection.

2. Quantum decoherence

If neutrino system is coupled to an environment, one may encounter effects due to quantum decoherence. Quantum decoherence effects in neutrino propagation are introduced using the Liouville-Lindblad formalism for open quantum systems \[91–96\].

The density matrix \( \rho \) describing the neutrino flavour evolves according to

\[
\frac{\partial \rho}{\partial t} = -i [\mathcal{H}, \rho] + \mathcal{D} [\rho]
\]

where the Hamiltonian, \( \mathcal{H} \), is responsible for the usual unitary evolution, and the extra term, \( \mathcal{D} [\rho] \), for non-unitary evolution, i.e., decoherence. We describe all possible decoherence cases in the context of two flavour neutrino oscillations in Appendix A.

In what follows, we consider two cases:
Figure 1: The two-flavour oscillation probability corresponding to various damping cases and comparison with the standard case.

(a): In Ref. [43], it was shown that Gaussian uncertainties in the neutrino energy and pathlength, when averaged over, can lead to modifications of the standard neutrino oscillation probability which are similar in form to those coming from this scenario of quantum decoherence. This is the simplest of the decoherence cases listed in Appendix A (see case 2 which corresponds to the minimal decoherence scenario). In this particular case [43], the oscillation probability becomes

$$P_{\alpha\beta} = \frac{1}{2} \sin^2(2\theta) \left[ 1 - \exp\left( -\kappa \frac{(\Delta m_{21}^2)^2 L^3}{E^2} \right) \cos \left( \frac{\Delta m_{21}^2 L}{2E} \right) \right]$$  \hspace{1cm} (11)$$

Note that Eq. (11) is similar in form to Eq. (8) which is in accord with the main result of [43].

(b): Let us look at another case (see case 5 in Appendix A) for which $d = \beta = 0$ and which violates energy conservation. The two-flavour oscillation probability in this case is given by

$$P_{\alpha\beta} = \frac{1}{2} \left[ 1 - e^{-2\delta L} \cos^2 2\theta + e^{-(a-\alpha)L} \sin^2 2\theta \left\{ -\cos(\Omega L) + \frac{(a - \alpha)}{\Omega} \sin(\Omega L) \right\} \right]$$ \hspace{1cm} (12)$$

where $\Omega = \sqrt{4(\omega^2 - b^2) - (a - \alpha)^2}$ and $\omega = \Delta m_{21}^2 / 4E$.

The two-flavour oscillation probability for the two cases of quantum decoherence mentioned above is depicted in Fig. 1 as cases 2(a) and 2(b). It can be noted that the case 2(a) follows similar behaviour as case 1. The case 2(b) is quite distinct from 2(a). We can note that as $L \rightarrow \infty$, probability approaches the steady state value of 1/2 only in case 2(b) and not in case 2(a).
3. Invisible neutrino decay

This corresponds to decay of neutrinos into particles invisible to the detector (see, e.g., [32][37]). As a result, the three flavour unitarity is lost. In this case, the neutrino evolution is described by an effective Hamiltonian

\[ H_{\text{eff}} = H - i\Gamma \]  

where \( \Gamma = \text{diag}(a_1, a_2, a_3)/2 \) in the neutrino mass eigenstate basis, \( a_i = \Gamma_i/\gamma_i, \) \( \Gamma_i \) is the inverse life-time of a neutrino of the \( i^{th} \) mass eigenstate in its own rest frame, and \( \gamma_i = E/m_i \) is the time dilation factor. We note that \( H \) and \( \Gamma \) are both diagonal in the neutrino mass eigenstate basis.

In this case, the damping factor in the oscillation probability can be written as

\[ D_{ij} = \exp \left( -\frac{\kappa_i + \kappa_j}{2} \frac{L}{E} \right) \]  

where \( \kappa_i = \Gamma_i m_i. \)

Thus, for neutrino decay, the we have \( \kappa_{ij} = (\kappa_i + \kappa_j)/2, \) \( \beta = \gamma = 1 \) and \( \xi = 0. \) The damping factor \( D_{ij} \) for “decay-like scenario” can be written as

\[ D_{ij} = A_i A_j \]  

where \( A_i = \exp(-\kappa_i L^\beta/E^\gamma) \) is only dependent on the \( i^{th} \) mass eigenstate. For the two flavour scenario, we can write

\[ P_{\alpha\alpha} = A^2 \left[ (c^2 + \zeta s^2)^2 - \zeta \sin^2(2\theta) \sin^2 \left( \frac{\Delta m_{21}^2 L}{4E} \right) \right] \]  

\[ P_{\alpha\beta} = \frac{1}{4} A^2 \sin^2(2\theta) \left[ 1 + \zeta^2 - 2\zeta \cos \left( 2\frac{\Delta m_{21}^2 L}{4E} \right) \right] \]  

where \( A = A_1 \) and \( \zeta = A_2/A_1. \) The total probability is

\[ P_{\alpha\alpha} + P_{\alpha\beta} = A^2 \left[ c^4 + \zeta^2 s^4 + \frac{1}{4} \sin^2(2\theta)(1 + \zeta)^2 \right] \leq 1 \]  

which is not conserved in general. This is depicted in Fig. 1 and 2. The loss of unitarity can be noted from Fig. 2.

For the simpler case when \( \zeta = 1, \) i.e., both mass eigenstates are affected in the same way, the above expression reduces to the undamped standard two flavour neutrino oscillation probabilities suppressed by an overall factor of \( A^2 \)

\[ P_{\alpha\beta} = A^2 \left[ \delta_{\alpha\beta} + (1 - 2\delta_{\alpha\beta}) \sin^2(2\theta) [1 - \cos(2\Delta)] \right] \]  

4. Oscillation into sterile neutrino

If there exists one more state in addition to the two active ones, then we have terms of the kind, \( \sin^2 \Delta_{4i} \) where as before, \( \Delta_{ij} = \Delta m_{ij}^2 L/(4E). \) This results in a loss of unitarity (\( \epsilon \) represents the magnitude of the mixing) coded in the following way,

\[ 1 - \epsilon \sin^2 \left( \frac{\Delta m_{4i}^2 L}{4E} \right) \simeq 1 - \epsilon \left( \frac{\Delta m_{4i}^2 L}{4E} \right)^2 \simeq \exp \left[ -\epsilon \left( \frac{\Delta m_{4i}^2 L}{4E} \right)^2 \right] \]  

\[ (20) \]
In vacuum, we use the following damping signature \[ D_{ij} = \exp\left(-\kappa_{ij} \frac{L^2}{(2E)^2}\right) = \exp\left(-\frac{\epsilon L^2}{4E^2}\right) \] (21)

where $\epsilon$ contains the information on mixing and $\Delta m^2$ and will be given in units of eV$^4$. Here, the damping coefficient $\alpha$ depends on the new mixing angle and the new mass-squared differences, $\Delta m^2_{4i}$. Thus, comparing Eq. 21 with Eq. 5, we find that $\kappa_{ij} = \epsilon/4$, $\beta = \gamma = 2$, and $\xi = 0$.

The oscillation probability for the two flavour case is

$$P_{\alpha\beta} = \exp\left(-\frac{\epsilon L^2}{4E^2}\right) \left[ \sin^2 2\theta \sin^2 \left(\frac{\Delta m^2_{21} L}{4E}\right) \right]$$

(22)

The two flavour oscillation probability for this case depicted in Fig. 1. The loss of unitarity can be noted from Fig. 3. Note that the fall off of the sum of probabilities has a distinct behaviour with respect to case 3 (Fig. 2).

5. Neutrino Absorption

Neutrino absorption [39] can be described in a similar fashion as neutrino decay. In this case, the effective Hamiltonian is given by

$$\mathcal{H}_{\text{eff}} = \mathcal{H} - i\Gamma$$

(23)

where $\mathcal{H}$ is the standard neutrino Hamiltonian in matter, $\Gamma$ is given by

$$\Gamma = \rho \text{diag}(\sigma_e, \sigma_\mu, \sigma_\tau)/2$$

(24)

in the flavour eigenstate basis, $\rho$ is the matter density, and $\sigma_\alpha$ is the absorption cross-section for a neutrino of flavour $\alpha$. Under the assumption that the cross-sections are
small, the eigenstates of $\mathcal{H}_{\text{eff}}$ do not differ much from the orthogonal eigenstates of $\mathcal{H}$. Thus, the first order corrections to the eigenvalues of the effective Hamiltonian can be written as

$$\delta E_i^{(1)} = -i\Gamma_{ii} = -i\frac{\rho}{2} \sum_\alpha |U_{\alpha i}|^2 \sigma_\alpha = -i\frac{\rho}{2} \sigma_i$$

(25)

where $\sigma_i$ is an effective cross-section for a neutrino of mass eigenstate $i$. The neutrino oscillation probability (taking $\rho$ to be constant) is now given by an expression of the

Figure 3: Two flavour oscillation probability corresponding to oscillation into sterile neutrino and comparison with the standard case.

Figure 4: Two flavour oscillation probability corresponding to absorption scenario and comparison with the standard case.
form of Eq. (6) with

\[ D_{ij} = \exp \left( -\frac{\sigma_i + \sigma_j}{2} \rho L \right) = \exp \left( -\frac{\sigma_i(E) + \sigma_j(E)}{2} \rho L \right) \]  

(26)

Here \( \beta = 1 \) and \( \gamma \) is equal to minus the power of the energy dependence of the cross-sections. The two flavour oscillation probability is given by

\[
P_{\alpha\beta} = \exp (-\kappa \rho L) \sin^2 2\theta \sin^2 \left( \frac{\Delta m_{21}^2 L}{4E} \right)
\]

\[
P_{\alpha\alpha} = \exp (-\kappa \rho L) \left[ 1 - \sin^2 2\theta \sin^2 \left( \frac{\Delta m_{21}^2 L}{4E} \right) \right]
\]  

(27)

The two flavour oscillation probability for this case depicted in Fig. 1. The loss of unitarity can be noted from Fig. 4. Note that the fall off of the sum of probabilities has a similar behaviour with respect to case 3 (Fig. 2) but distinct with respect to case 4 (Fig. 3).

3 LGI in two flavour neutrino oscillations : recap of the undamped case

Leggett and Garg [63] derived a set of inequalities which provide a way to test the quantumness of a system. Our intuition about the view of macroscopic world relies on (see [64] for a review)

(a) Macroscopic realism (MR)

(b) Non-invasive measurability (NIM)

MR implies that a system remains in a fixed pre-determined state at all times. NIM implies that we can measure this value without disturbing the system. Both these assumptions are respected by the classical world. However, these are violated in quantum mechanics which is based on superposition principle and collapse of wave function under measurement.

In order to write down an expression for LGI, we require correlation functions \( C_{ij} = \langle \hat{Q}(t_i)\hat{Q}(t_j) \rangle \) of a dichotomic observable, \( \hat{Q}(t) \) (with realizations \( \pm 1 \)) at distinct measurement times \( t_i \) and \( t_j \). Here, \( \langle \ldots \rangle \) implies averaging over many trials. The two-time correlation function is given by

\[
C_{ij} = \sum_{\hat{Q}_i,\hat{Q}_j = \pm 1} \hat{Q}_i \hat{Q}_j \mathbb{P}_{\hat{Q}_i,\hat{Q}_j}(t_i, t_j)
\]  

(28)

where \( \mathbb{P}_{\hat{Q}_i,\hat{Q}_j}(t_i, t_j) \) is the joint probability of obtaining the results \( \hat{Q}_i \) and \( \hat{Q}_j \) from successive measurements at times \( t_i \) and \( t_j \) respectively. We can define \( K_4 \) as

\[
K_4 = C_{12} + C_{23} + C_{34} - C_{14}
\]  

(29)
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In order to explore LGI in the neutrino sector, we consider a muon neutrino \(|\nu_\mu\rangle\) on which measurements are made at times \(t_i\). The dichotomic observable \(\hat{Q}\) assumes value +1 when the system to be found in the muon neutrino flavour state \(|\nu_\mu\rangle\) and −1 if the system is found in the electron neutrino state \(|\nu_e\rangle\). Now, given an initial muon neutrino beam, after time \(t\) (or distance \(L\)), the probability of obtaining \(\nu_e\) is given by

\[
P_{\mu e} = \sin^2 2\theta \sin^2 \frac{\Delta m^2 L}{4E}
\]  

(31)

For the two flavour case, which mimics a two-level quantum system \cite{87}, the \(C_{12}\) can be written as \cite{72}

\[
C_{12} = P_{\nu_\alpha \nu_\beta}(t_1, t_2) - P_{\nu_\alpha \nu_\mu}(t_1, t_2) - P_{\nu_\mu \nu_e}(t_1, t_2) + P_{\nu_\mu \nu_\mu}(t_1, t_2)
\]

where \(P_{\nu_\alpha \nu_\beta}(t_1, t_2) = P_{\mu\alpha}(t_1)P_{\alpha\beta}(t_2)\) is the joint probability of obtaining neutrino in state \(|\nu_\alpha\rangle\) at time \(t_1\) and in state \(|\nu_\beta\rangle\) at time \(t_2\). In the ultra-relativistic limit, this time difference translates to the spatial difference \(\Delta L = (L_i - L_j)\), where \(L_i\) and \(L_j\) are the fixed distances from the neutrino source where the measurements occur. Therefore we have,

\[
C_{12} = 1 - 2 \sin^2 2\theta \sin^2 \left( \frac{\Delta m^2 \Delta L}{4E} \right)
\]  

(32)

The other correlation functions required to evaluate \(K_4\), i.e., \(C_{23}, C_{34}\) and \(C_{14}\) can be derived in the same way as \(C_{12}\). Taking \(L_4 - L_3 = L_3 - L_2 = L_2 - L_1 = \Delta L\), \(K_4\) is given by

\[
K_4 = 2 - 2 \sin^2 2\theta \left\{ 3 \sin^2 \frac{\Delta m^2 \Delta L}{4E} - \sin^2 3 \sin^2 \frac{\Delta m^2 \Delta L}{4E} \right\}
\]  

(33)

Figure 5: The LGI parameter \(K_4\) is plotted for undamped two flavour case.
In Fig. 5, we show the variation of $K_4$ and $C_{ij}$’s as a function of $\Delta L$ for the standard two flavour case. It can be noted that three of the $C_{ij}$’s are the same, i.e., $C_{12} = C_{23} = C_{34}$, while $C_{14}$ is different. The interplay between the four terms is responsible for the overall behaviour of $K_4$. The grey shaded region implies quantum regime as it is outside the range defined by $-2 \leq K_4 \leq 2$. Thus, the standard two flavour case adheres to quantum mechanics. Following the procedure laid down for the undamped case, here we evaluate the $C_{ij}$’s and $K_4$ for the damping cases discussed below.

4 Results - Damped oscillations and LGI

We consider different scenarios of damped two flavour neutrino oscillations as described earlier. We first discuss the case of intrinsic wave packet decoherence. Using Eq. 8, we obtain $C_{12}$ as

$$C_{12} = 1 + \sin^2(2\theta) \left[ \exp \left( -\sigma_E^2 \frac{(\Delta m^2)^2}{8E^4} \right) \cos \left( \frac{\Delta m^2(L_2 - L_1)^2}{2E} \right) - 1 \right]$$

(34)

This allows us to write down the LGI parameter $K_4$ as

$$K_4 = 3 \left[ 1 + \sin^2(2\theta) \left[ \exp \left( -\sigma_E^2 \frac{(\Delta m^2)^2}{8E^4} \right) \cos \left( \frac{\Delta m^2\Delta L}{2E} \right) - 1 \right] \right] - \left[ 1 + \sin^2(2\theta) \left[ \exp \left( -\sigma_E^2 \frac{9(\Delta m^2)^2}{8E^4} \right) \cos \left( \frac{3\Delta m^2\Delta L}{2E} \right) - 1 \right] \right]$$

(35)

$K_4$ is plotted as a function of $\Delta L$ for this case in Fig. 6. The different curves correspond to different values of the parameter $\sigma_E$. It can be noted from the plot that $K_4 \rightarrow 0.268$ as we go to large values of $\Delta L$. 

Figure 6: $K_4$ as a function of $\Delta L$ for wave packet decoherence (case 1).
Figure 7: $K_4$ as a function of $\Delta L$ for quantum decoherence (case 2 (a)). This case is similar to case 1.

The next case concerns the scenario of quantum decoherence. Here we have explored two possibilities. We first examine one of the most well-studied case of quantum decoherence [43]. Using Eq. 11, the correlation function $C_{12}$ can be expressed as

$$C_{12} = 1 + \sin^2(2\theta) \left[ \exp \left( -\kappa \frac{(\Delta m^2)^2 (L_2 - L_1)^2}{E^2} \right) \cos \left( \frac{\Delta m^2 (L_2 - L_1)}{2E} \right) - 1 \right]$$

The LGI parameter, $K_4$ is given by

$$K_4 = 3 \left[ 1 + \sin^2(2\theta) \left[ \exp \left( -\kappa \frac{(\Delta m^2)^2 \Delta L^2}{E^2} \right) \cos \left( \frac{\Delta m^2 \Delta L}{2E} \right) - 1 \right] - \left[ 1 + \sin^2(2\theta) \left[ \exp \left( -\kappa \frac{9(\Delta m^2)^2 \Delta L^2}{E^2} \right) \cos \left( 3\Delta m^2 \Delta L \right) - 1 \right] \right] \right]$$

In Fig. 7, $K_4$ plotted as a function of $\Delta L$ for quantum decoherence (case 2 (a)). As expected, the LGI parameter $K_4$ gradually decreases and falls within the classical limit. It can be noted from the plot that $K_4 \to 0.268$ as we go to large values of $\Delta L$.

Let us now consider a case which violates energy conservation by taking $\beta = d = 0$ and all other parameters to be non-zero (see Appendix A, case 5). For this case, $C_{12}$ is found to be

$$C_{12} = e^{-2\delta \Delta L} \cos^2 2\theta + e^{-(a + \alpha) \Delta L} \sin^2 2\theta \left[ \cos(\Omega \Delta L) + \frac{(-a + \alpha)}{\Omega} \sin(\Omega \Delta L) \right]$$

And, $K_4$ can be found to be

$$K_4 = 3 \left[ \exp(-2\delta \Delta L) \cos^2 2\theta + \exp(-(a + \alpha) \Delta L) \sin^2 2\theta \left[ \cos(\Omega \Delta L) + \frac{(-a + \alpha)}{\Omega} \sin(\Omega \Delta L) \right] \right] - \exp(-6\delta \Delta L) \cos^2 2\theta + \exp(-3(a + \alpha) \Delta L) \sin^2 2\theta \left[ \cos(3\Omega \Delta L) + \frac{(-a + \alpha)}{\Omega} \sin(3\Omega \Delta L) \right]$$

(39)
Figure 8: $K_4$ as a function of $\Delta L$ for quantum decoherence (case 2 (b)).
In Fig. 8, $K_4$ is plotted against $\Delta L$ for this case. As expected, the LGI parameter $K_4$ gradually decreases and falls within the classical limit. We can study the dependence of various decoherence parameters also from the four panels. It can be noted from the plot that $K_4 \to 0.268$ when $\delta = 0$ as we go to large values of $\Delta L$. For other values of $\delta$, the limiting value is zero. The third case is that of **Invisible neutrino decay**. Using Eq. 17, we obtain $C_{ij}$’s as

$$
C_{12} = \exp\left(-\frac{2\kappa(L_1 + \Delta L)}{E}\right) \left(1 - 2\sin^2 \theta \sin^2 \left(\frac{\Delta m^2 \Delta L}{4E}\right)\right)
$$

$$
C_{23} = \exp\left(-\frac{2\kappa(L_1 + 2\Delta L)}{E}\right) \left(1 - 2\sin^2 \theta \sin^2 \left(\frac{\Delta m^2 \Delta L}{4E}\right)\right)
$$

$$
C_{34} = \exp\left(-\frac{2\kappa(L_1 + 3\Delta L)}{E}\right) \left(1 - 2\sin^2 \theta \sin^2 \left(\frac{\Delta m^2 \Delta L}{4E}\right)\right)
$$

$$
C_{14} = \exp\left(-\frac{2\kappa(L_1 + 3\Delta L)}{E}\right) \left(1 - 2\sin^2 \theta \sin^2 \left(\frac{3\Delta m^2 \Delta L}{4E}\right)\right)
$$

(40)

which leads to the LGI parameter

$$
K_4 = \left[\exp\left(-\frac{2\kappa(L_1 + \Delta L)}{E}\right) + \exp\left(-\frac{2\kappa(L_1 + 2\Delta L)}{E}\right) + \exp\left(-\frac{2\kappa(L_1 + 3\Delta L)}{E}\right)\right]
\times \left(1 - 2\sin^2 \theta \sin^2 \left(\frac{\Delta m^2 \Delta L}{4E}\right)\right) - \exp\left(-\frac{2\kappa(L_1 + 3\Delta L)}{E}\right)
\times \left(1 - 2\sin^2 \theta \sin^2 \left(\frac{3\Delta m^2 \Delta L}{4E}\right)\right)
$$

(41)

Fig. 9, $K_4$ is plotted against $\Delta L$ for this case. It can be noted from the plot that $K_4 \to 0$ as we go to large values of $\Delta L$. We now describe the case corresponding to **oscillation into**
sterile neutrinos. Here using Eq. 22, we get

\[
C_{12} = \exp\left(-\frac{\kappa (L_1^2 + \Delta L^2)}{4E^2}\right) \left(1 - 2 \sin^2(2\theta) \sin^2\left(\frac{\Delta m^2(\Delta L)}{4E}\right)\right)
\]

\[
C_{23} = \exp\left(-\frac{\kappa (L_1^2 + 2\Delta L^2 + 2L_1\Delta L)}{4E^2}\right) \left(1 - 2 \sin^2(2\theta) \sin^2\left(\frac{\Delta m^2(\Delta L)}{4E}\right)\right)
\]

\[
C_{34} = \exp\left(-\frac{\kappa (L_1^2 + 5\Delta L^2 + 4L_1\Delta L)}{4E^2}\right) \left(1 - 2 \sin^2(2\theta) \sin^2\left(\frac{\Delta m^2(\Delta L)}{4E}\right)\right)
\]

\[
C_{14} = \exp\left(-\frac{\kappa (L_1^2 + 9\Delta L^2)}{4E^2}\right) \left(1 - 2 \sin^2(2\theta) \sin^2\left(\frac{\Delta m^2(3\Delta L)}{4E}\right)\right)
\]

which leads to the LGI parameter,

\[
K_4 = \left[ \exp\left(-\frac{\kappa (L_1^2 + \Delta L^2)}{4E^2}\right) + \exp\left(-\frac{\kappa (L_1^2 + 2\Delta L^2 + 2L_1\Delta L)}{4E^2}\right) \right]
\]

\[
+ \exp\left(-\frac{\kappa (L_1^2 + 5\Delta L^2 + 4L_1\Delta L)}{4E^2}\right) \times \left(1 - 2 \sin^2(2\theta) \sin^2\left(\frac{\Delta m^2(\Delta L)}{4E}\right)\right)
\]

\[
- \exp\left(-\frac{\kappa (L_1^2 + 9\Delta L^2)}{4E^2}\right) \times \left(1 - 2 \sin^2(2\theta) \sin^2\left(\frac{3\Delta m^2(\Delta L)}{4E}\right)\right)
\]

In Fig. 11, \(K_4\) is plotted against \(\Delta L\) for this case. It can be noted from the plot that \(K_4 \to 0\) as we go to large values of \(\Delta L\).

Finally, we describe the case of absorption of neutrinos. Using Eq. 27, the correlation
functions are given by

\[
C_{12} = \exp[-\kappa \rho (L_1 + \Delta L)] \left( 1 - 2 \sin^2 2\theta \sin^2 \left( \frac{\Delta m^2 \Delta L}{4E} \right) \right) \\
C_{23} = \exp[-\kappa \rho (L_1 + 2\Delta L)] \left( 1 - 2 \sin^2 2\theta \sin^2 \left( \frac{\Delta m^2 \Delta L}{4E} \right) \right) \\
C_{34} = \exp[-\kappa \rho (L_1 + 3\Delta L)] \left( 1 - 2 \sin^2 2\theta \sin^2 \left( \frac{\Delta m^2 \Delta L}{4E} \right) \right) \\
C_{14} = \exp[-\kappa \rho (L_1 + 3\Delta L)] \left( 1 - 2 \sin^2 2\theta \sin^2 \left( \frac{3\Delta m^2 \Delta L}{4E} \right) \right)
\]

which leads to the LGI parameter

\[
K_4 = (\exp[-\kappa \rho (L_1 + \Delta L)] + \exp[-\kappa \rho (L_1 + 2\Delta L)] + \exp[-\kappa \rho (L_1 + 3\Delta L)]) \\
\times \left( 1 - 2 \sin^2 2\theta \sin^2 \left( \frac{\Delta m^2 \Delta L}{4E} \right) \right) \\
\times \left( 1 - 2 \sin^2 2\theta \sin^2 \left( \frac{3\Delta m^2 \Delta L}{4E} \right) \right)
\]

This case is shown in Fig. 10. It can be noted from the plot that \( K_4 \to 0 \) as we go to large values of \( \Delta L \).

5 Conclusion

Leggett-Garg inequalities have been studied in different physical systems \[62, 64\]. Unlike other probes (such as photons) used to study LGI, neutrinos provide us with a unique opportunity as the mean free path of neutrinos is extremely large. This facilitates tests of
LGI to be carried out over macroscopic distances. Indeed, in the experimental data, two experiments have reported violation of LGI at very high significance [70,71].

It is remarkable that neutrino oscillation experiments operating at different energy and length scales lend a very strong support to the standard mechanism of neutrino mass and mixing among the three active neutrino flavours. Historically, other mechanisms (such as decoherence) were considered as one of the plausible mechanisms for the flavour conversion of neutrinos. However, such scenarios can at best play a sub-dominant role in the physics of neutrino oscillations. Here, we have explored a class of non-standard oscillation effects which leave their imprints on the neutrino oscillation in the form of damping terms. In order to demonstrate the ideas in the present article, we have restricted ourselves to the case of two flavour neutrinos.

We have shown that the oscillation probability is affected in two ways in presence of such damping terms. Either the oscillatory term gets damped (cases 1 and 2) or the overall probability suffers leading to a loss of unitarity (cases 3, 4 and 5). As far as the LGI parameter, $K_4$ is concerned, $K_4$ also gets damped. As a consequence, it falls within the classical regime ($-2 \leq K_4 \leq 2$) beyond a certain value of $\Delta L$ for all the cases. The nature of this fall depends on the particular scenario. The results for intrinsic wave packet decoherence (case 1) and quantum decoherence (case 2(a)) are very similar as expected [43]. The stationarity condition is satisfied in these two cases. However, the other three cases (3, 4 and 5) have peculiar outcome and the stationarity condition is not satisfied, i.e., $K_4$ depends not only on $\Delta L$ but also $L_1$ in these cases.
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Appendix A: Quantum decoherence effects in a bottom up approach

We describe the evolution of neutrinos created in a state of definite flavour using the language of density matrices. Decoherence effects in neutrino propagation are introduced using the Liouville-Lindblad formalism for open quantum systems [92,95]. According to it, the density matrix $\rho$ describing the neutrino flavour evolves according to

$$\frac{\partial \rho}{\partial t} = -i [H, \rho] + D [\rho] \quad (A1)$$

where the Hamiltonian, $H$, is responsible for the usual unitary evolution, and the extra term, $D [\rho]$, for non-unitary evolution, i.e., decoherence. A general parametrisation of $D [\rho]$ is given
Two generation case

A commonly used form for $\mathcal{D}[\rho]$ was given by Lindblad using quantum dynamical semigroups \cite{91}. For a two-level quantum system, it is possible to expand all the operators in the $SU(2)$ Hermitian basis, i.e.,

$$
\rho = \frac{1}{2} [p_\mu \lambda_\mu] = \frac{1}{2} [p_0 I + p_i \lambda_i] \\
H = \frac{1}{2} [h_\mu \lambda_\mu] = \frac{1}{2} [h_0 I + h_i \lambda_i] \\
\mathcal{D}[\rho] = \frac{1}{2} [\lambda_\mu d_{\mu\nu} \rho_\nu]
$$

which leads to the equation of motion in the component form

$$
\dot{p}_\mu = (h_{\mu\nu} + d_{\mu\nu}) p_\nu
$$

where the subscripts $\mu, \nu$ depend upon the number of flavours. For two flavours, $\mu, \nu = 0, 1, 2, 3$ and for three flavours, $\mu, \nu = 0, \ldots, 8$. The matrix elements $h_{\mu\nu}$ are usually fixed from the form of the Hamiltonian, while the elements of the matrix $d_{\mu\nu}$ can be fixed by assuming that the laws of thermodynamics hold. If one imposes the requirement of the monotonic increase of von-Neumann entropy ($S = -\text{Tr}[\rho \ln \rho]$), which leads to hermiticity of operators, conservation of average value of energy, conservation of probability, etc., we can further constrain the elements $d_{\mu\nu}$. For the two-flavour case, the basis is given by the three Pauli $SU(2)$ matrices $\{\sigma_i\}$ along with the identity matrix $I_2$. We have the following matrix equation (from Eq. A3) with six allowed decoherence parameters as in Ref. \cite{45}:

$$
\frac{d}{dt} \begin{pmatrix} p_0 \\ p_1 \\ p_2 \\ p_3 \end{pmatrix} = (-2) \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & a & b + \omega & d \\ 0 & b - \omega & \alpha & \beta \\ 0 & d & \beta & \delta \end{pmatrix} \begin{pmatrix} p_0 \\ p_1 \\ p_2 \\ p_3 \end{pmatrix}
$$

where $\omega = \Delta m^2 / (4E)$ with $\Delta m^2 = m_i^2 - m_j^2$ the standard oscillation term. $p_0 = 1$ by requiring $\text{Tr}[\rho] = 1$. We impose $\text{Tr}[\rho] = 1$ and $\text{Tr}[\dot{\rho}] = 0$, which leads to conservation of probability and to the first row and column of the total matrix in the above equation being zero. Trace is preserved during evolution and hence $p_0$ remains constant. The remaining three components of $\rho(t)$ can be obtained by solving the set of three coupled equations subject to the initial condition

$$
\rho_{\nu\alpha}(0) = \begin{pmatrix} U_{a1}^2 & U_{a1} U_{a2} \\ U_{a2} U_{a1} & U_{a2}^2 \end{pmatrix}
$$

The neutrino flavour density matrix for the “pure” flavour states $|\nu_e\rangle = (\cos \theta, \sin \theta)$ and $|\nu_\mu\rangle = (-\sin \theta, \cos \theta)$ at the initial time $t = 0$ are given by

$$
\rho_{\nu_e}(0) = |\nu_e\rangle \langle \nu_e| = \begin{pmatrix} \cos^2 \theta & \cos \theta \sin \theta \\ \cos \theta \sin \theta & \sin^2 \theta \end{pmatrix} \\
\rho_{\nu_\mu}(0) = |\nu_\mu\rangle \langle \nu_\mu| = \begin{pmatrix} \sin^2 \theta & -\cos \theta \sin \theta \\ -\cos \theta \sin \theta & \cos^2 \theta \end{pmatrix}
$$
Now, we know that
\[
\rho(t) = \frac{1}{2} \left[ p_0 I + \vec{p}(t) \cdot \vec{\sigma} \right] = \frac{1}{2} \begin{pmatrix}
1 + p_3(t) & p_1(t) - ip_2(t) \\
p_1(t) + ip_2(t) & 1 - p_3(t)
\end{pmatrix}
\] (A7)
where we have used the condition \( \text{Tr}[\rho] = 1 \) to get \( p_0 = 1 \). We readily find \( p_i \) for the state \( |\nu_e\rangle \) as
\[
p_1(0) = \sin 2\theta, \quad p_2(0) = 0, \quad p_3(0) = \cos 2\theta
\] (A8)
while for \( |\nu_\mu\rangle \) the components \( p_i \) are
\[
p_1(0) = -\sin 2\theta, \quad p_2(0) = 0, \quad p_3(0) = -\cos 2\theta
\] (A9)
Using Eqs. A8 and A9, the initial pure density matrices (Eq. A6) can be expressed as
\[
\rho_{\nu_e}(0) = \begin{pmatrix}
\frac{1}{2} + \cos 2\theta & \sin 2\theta \\
\sin 2\theta & \frac{1}{2} - \cos 2\theta
\end{pmatrix}
\]
\[
\rho_{\nu_\mu}(0) = \begin{pmatrix}
\frac{1}{2} - \cos 2\theta & -\sin 2\theta \\
-\sin 2\theta & \frac{1}{2} + \cos 2\theta
\end{pmatrix} = 1 - \rho_{\nu_e}(0)
\] (A10)
The diagonal elements of \( \rho(t) \) are referred to as populations while the off-diagonal elements as coherences. The phase information is contained in the coherences of the density matrix. Let us define the \( 3 \times 3 \) block in Eq. A4 connecting the components \( p_i \) (\( i \neq 0 \))
\[
\mathcal{L} = \begin{pmatrix}
a & b - \omega & d \\
b + \omega & \alpha & \beta \\
d & \beta & \delta
\end{pmatrix}
\] (A11)
and denote
\[
\mathcal{M} = e^{-2\mathcal{L}t}
\] (A12)
so that the solutions \( p_i(t) \) of the differential equation
\[
\dot{p}_i = (-2) \sum_{j=1}^{3} \mathcal{L}_{ij} p_j
\] (A13)
can be written in terms of the elements of the exponentiated matrix \( \mathcal{M} \),
\[
p_1(t) = \mathcal{M}_{11} p_1(0) + \mathcal{M}_{12} p_2(0) + \mathcal{M}_{13} p_3(0)
\]
\[
p_2(t) = \mathcal{M}_{21} p_1(0) + \mathcal{M}_{22} p_2(0) + \mathcal{M}_{23} p_3(0)
\]
\[
p_3(t) = \mathcal{M}_{31} p_1(0) + \mathcal{M}_{32} p_2(0) + \mathcal{M}_{33} p_3(0)
\] (A14)
where \( p_i(0) \) are the components of the initial density matrix given in Eqs. A5 and A6. Finally, the neutrino oscillation probability \( P_{\alpha\beta} \) for the transition \( \nu_\alpha \to \nu_\beta \) can be computed using
\[
P_{\alpha\beta}(t) = \text{Tr}[\rho_{\nu_\alpha}(t) \rho_{\nu_\beta}(0)]
\] (A15)
where \( \rho_{\nu_\beta}(0) \) is the “pure” neutrino density matrix corresponding to flavour \( \nu_\beta \) at \( t = 0 \) and \( \rho_{\nu_\alpha}(t) \) is the density matrix at \( t \) for flavour \( \nu_\alpha \). Hence, the probability of the transition \( \nu_\alpha \to \nu_\mu \) is
\[
P_{\alpha\mu} = \text{Tr}[\rho_{\nu_\mu}(0) \rho(t)]
\]
\[
= \text{Tr} \left[ \begin{pmatrix}
\sin^2 \theta & -\sin \theta \cos \theta \\
-\sin \theta \cos \theta & \cos^2 \theta
\end{pmatrix} \frac{1}{2} \begin{pmatrix}
1 + p_3 & p_1 - ip_2 \\
p_1 + ip_2 & 1 - p_3
\end{pmatrix} \right]
\]
\[
= \frac{1}{2} \left[ 1 - p_3(t) \cos(2\theta) - p_1(t) \sin(2\theta) \right]
\] (A16)
or, equivalently,

\[ P_{\alpha\mu} = \frac{1}{2} + \frac{1}{2} \left[ -\cos^2(2\theta)M_{33} - \sin^2(2\theta)M_{11} - \frac{1}{2} \sin(4\theta)(M_{13} + M_{31}) \right] \]  \hspace{1cm} (A17)

So, for different scenarios of quantum decoherence, we have distinct forms of \( \mathcal{L} \) and then we can compute the probability by finding the elements of \( \mathcal{M} \) defined above. The probabilities in Eq. [A17] depend upon time in general via the elements of \( \mathcal{M} \) and they also depend upon the relative magnitude of \( \omega \) with respect to \( a, b, d, \alpha, \beta, \delta \). In particular, if decoherence parameters are small compared to \( \omega \), we expect to see oscillations; else, the exponential damping terms will dominate the evolution. When \( L \) is large (for astrophysical neutrinos) which leads to loss of phase information and we can only access the incoherent sum of probabilities.

**Different cases of quantum decoherence**

To obtain a general expression for the probability in the two-flavour case, we consider the following simple cases:

1. **Standard oscillations**: all decoherence parameters \( a, b, d, \alpha, \beta, \delta \) are set to zero, i.e.,

\[ \mathcal{L} = \begin{pmatrix} 0 & -\omega & 0 \\ \omega & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \]  \hspace{1cm} (A18)

for which we get

\[ M_{33} = 1 \]
\[ M_{11} = \cos(2\omega t) \]  \hspace{1cm} (A19)
\[ M_{13} + M_{31} = 0 \]

and so

\[ P_{e\mu} = \frac{1}{2} \left[ (1 + U_{e1}^2 - U_{e2}^2)U_{\mu1}^2 + (1 - U_{e1}^2 + U_{e2}^2)U_{\mu2}^2 + 4U_{e1}U_{e2}U_{\mu1}U_{\mu2}\cos 2\omega t \right] \]  \hspace{1cm} (A20)

Eq. [A17] leads to

\[ P_{e\mu} = \frac{1}{2} + \frac{1}{2} \left[ -\cos^2(2\theta) - \sin^2(2\theta) \cos(2\omega t) \right] \]
\[ = \frac{1}{2} \sin^2(2\theta) [1 - \cos(2\omega t)] \]  \hspace{1cm} (A21)

This matches the standard expression for probability for pure state evolution. Averaging over time, we get averaged oscillations,

\[ P_{e\mu} \to \sum_i |U_{ei}|^2 |U_{\mu i}|^2 = \frac{1}{2} \sin^2(2\theta) \]  \hspace{1cm} (A22)
2. **Minimal decoherence scenario:** final row and column of $\mathcal{L}$ have zero-valued entries, i.e., $d = \beta = \delta = 0$, so that

$$\mathcal{L} = \begin{pmatrix} a & b - \omega & 0 \\ b + \omega & \alpha & 0 \\ 0 & 0 & 0 \end{pmatrix}$$

(A23)

In particular, if we consider the form discussed in Ref. [43],

$$(-2)\mathcal{L} = \begin{pmatrix} -d^2 & k & 0 \\ -k & -d^2 & 0 \\ 0 & 0 & 0 \end{pmatrix}$$

(A24)

we obtain

$$\mathcal{M} = \begin{pmatrix} e^{-d^2 t \cos(kt)} & e^{-d^2 t \sin(kt)} & 0 \\ -e^{-d^2 t \sin(kt)} & e^{-d^2 t \cos(kt)} & 0 \\ 0 & 0 & 1 \end{pmatrix}$$

(A25)

from which

$$\mathcal{M}_{33} = 1$$
$$\mathcal{M}_{11} = e^{-d^2 t \cos(kt)}$$

$$\mathcal{M}_{13} + \mathcal{M}_{31} = 0$$

(A26)

Eq. A17 gives

$$P_{\mu \mu} = \frac{1}{2} + \frac{1}{2} \left[ - \cos^2(2\theta) - \sin^2(2\theta)e^{-d^2 t \cos(kt)} \right]$$
$$= \frac{1}{2} \sin^2(2\theta) \left[ 1 - e^{-d^2 t \cos(kt)} \right]$$

(A27)

For $k = 2\omega = \Delta m^2/2E$ and $t \simeq L$, this becomes

$$P_{\mu \mu} = \frac{1}{2} \sin^2(2\theta) \left[ 1 - e^{-d^2 L \cos\left(\frac{\Delta m^2}{2E}L\right)} \right]$$

(A28)

Averaging Eq. A27 over time, we get the same limit as that for the case of no decoherence (Eq. A22) which depends upon the mixing angle $\theta$. Note that the probability in the asymptotic limit is not the steady state value $(1/2)$ since this case corresponds to energy being conserved in the neutrino system. This case is the simplest possible extension of the standard oscillation probability with minimal decoherence parameters, $a = \alpha = -d^2/(-2)$, $b = 0$ and $\omega = -k/(-2)$.

It is commonly assumed that the decoherence parameter $d^2$ has a power-law energy dependence of the form

$$d^2 = \kappa E^n$$

(A29)

with $n$ an integer and $\kappa$ a constant with the right units (which depend on the value of $n$). Decoherence effects are expected to be highly suppressed, which will be reflected in a very small value of $\kappa$. Setting $n = 0$ introduces energy-independent decoherence effects, while $n = 2$ corresponds to a string-inspired decoherence model and $n = -1$, to Lorentz-invariant decoherence [96]. The condition for full decoherence, $2d^2 L \gg 1$, can be satisfied for different combinations of $E$ and $L$ depending on the choice of $n$. 
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3. **Decoherence scenario**: $\beta \neq 0$, so that

\[
\mathcal{L} = \begin{pmatrix} 0 & -\omega & 0 \\ \omega & 0 & \beta \\ 0 & \beta & 0 \end{pmatrix}
\]  

(A30)

and so

\[
\mathcal{M}_{33} = \frac{-\omega^2 + \beta^2 \cos(2\Omega_{\beta} t)}{-\Omega_{\beta}^2}
\]

\[
\mathcal{M}_{11} = \frac{\beta^2 - \omega^2 \cos(2\Omega_{\beta} t)}{-\Omega_{\beta}^2}
\]

\[
\mathcal{M}_{13} + \mathcal{M}_{31} = 0
\]

where $\Omega_{\beta} = \sqrt{\omega^2 - \beta^2}$. Eq. A17 leads to

\[
P_{\mu} = \frac{1}{2} + \frac{1}{2} \left[ \cos^2(2\theta) \left\{ -\frac{\omega^2}{\Omega_{\beta}^2} + \frac{\beta^2}{\Omega_{\beta}^2} \cos(2\Omega_{\beta} t) \right\} + \sin^2(2\theta) \left\{ \frac{\beta^2}{\Omega_{\beta}^2} - \frac{\omega^2}{\Omega_{\beta}^2} \cos(2\Omega_{\beta} t) \right\} \right]
\]

(A32)

Averaging over time, we get

\[
P_{\mu} \to \frac{1}{2} + \frac{1}{2} \left\{ -\frac{\omega^2}{\Omega_{\beta}^2} \cos^2(2\theta) + \frac{\beta^2}{\Omega_{\beta}^2} \sin^2(2\theta) \right\}
\]

(A33)

4. **Decoherence scenario**: $d \neq 0$, so that

\[
\mathcal{L} = \begin{pmatrix} 0 & -\omega & d \\ \omega & 0 & 0 \\ d & 0 & 0 \end{pmatrix}
\]  

(A34)

and

\[
\mathcal{M}_{33} = \frac{\omega^2 - d^2 \cos(2\Omega_d t)}{\Omega_d^2}
\]

\[
\mathcal{M}_{11} = \cos(2\Omega_d t)
\]

\[
\mathcal{M}_{13} + \mathcal{M}_{31} = -\frac{2d}{\Omega_d} \sin(2\Omega_d t)
\]

where $\Omega_d = \sqrt{\omega^2 - d^2}$. Also, this is the only case where we have $\mathcal{M}_{13} + \mathcal{M}_{31} \neq 0$. Eq. A17 gives

\[
P_{\mu} = \frac{1}{2} + \frac{1}{2} \left[ \cos^2(2\theta) \left\{ -\frac{\omega^2}{\Omega_d^2} + \frac{d^2}{\Omega_d^2} \cos(2\Omega_d t) \right\} + \sin^2(2\theta) \left\{ -\cos(2\Omega_d t) \right\}
\]

\[
+ \sin(4\theta) \left\{ \frac{d}{\Omega_d} \sin(2\Omega_d t) \right\} \right]
\]

(A36)
Averaging over time, we get

\[ P_{e\mu} \to \frac{1}{2} + \frac{1}{2} \left\{ -\frac{\omega^2}{\Omega_d} \cos^2(2\theta) \right\} \]  

(A37)

Note that even though in cases 3 and 4 we have violation of conservation of energy in the neutrino system (since one of the elements in the final row or column in the $\mathcal{L}$ matrix is non-zero), the asymptotic limit is not exactly $1/2$ (steady-state value) (see Eqs. A33 and A37). This is because the terms of $\mathcal{M}$ are not exponentially suppressed, but are oscillatory functions (Eqs. A32 and A36).

5. **Decoherence scenario:** $d = \beta = 0$, so that

\[
\mathcal{L} = \begin{pmatrix}
    a & b - \omega & 0 \\
    b + \omega & \alpha & 0 \\
    0 & 0 & \delta
\end{pmatrix}
\]  

(A38)

Setting $\Omega_b = \sqrt{\omega^2 - b^2}$ and $a = \alpha$, we get

\[
\mathcal{M}_{33} = e^{-2\delta t} \\
\mathcal{M}_{11} = e^{-2at} \cos(2\Omega_b t) \\
\mathcal{M}_{13} + \mathcal{M}_{31} = 0
\]  

(A39)

We note from Eq. A40 that $\mathcal{M}$ has either zero or exponentially suppressed entries. From Eq. A17, we have

\[
P_{e\mu} = \frac{1}{2} + \left[ \cos^2(2\theta) \left\{ -e^{-2\delta t} \right\} + \sin^2(2\theta) \left\{ -e^{-2at} \cos(2\Omega_b t) \right\} \right]
\]  

(A40)

The asymptotic limit ($t \to \infty$) in this case is clearly

\[ P_{e\mu} \to \frac{1}{2} \]  

(A41)

So, the crucial requirement to get the steady-state value is that along with violation of conservation of energy in the neutrino system ($\delta \neq 0$), we must have some other decoherence parameters non-zero (such as $a$ or $\alpha \neq 0$). This leads to the exponentially suppressed elements of $\mathcal{M}$ which go to zero in the long $t$ limit. Even if $b = 0$, we have the same steady-state limit. If $b = 0$ and if we impose energy conservation ($\delta = 0$), we recover case 2, for which the asymptotic limit is different (Eq. A22). This means non-conservation of energy is only a necessary but not a sufficient condition to reach the steady-state limit, 1/2.
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