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Abstract. Gross Domestic Growth (GDP) as a proxy of an economic growth in one country is defined as the market value of services and goods produced by the country for a year. As the GDP of one country gets higher and higher through the years, this indicator points out that in general the economic growth of the country is growing; specifically, the values of services and goods accumulated in the market are increasing. To determine what indicators of a country that affects one's economic growth remains an open question. Therefore, this research attempts to study those indicators and particularly utilize them to predict the economic growth. To answer those questions, this research employs diverse time series techniques ranging from classic time series analysis to machine learning and deep learning. Subsequently, our dataset comprises World Development Indicators (WDI) of Indonesia from 1962 to 2016. By measuring Root-Mean-Square Error (RMSE), we show Seasonal Autoregressive Integrated Average (SARIMA) and Convolutional LSTM give the best performance from classical and deep learning techniques respectively. Our analysis shows SARIMA's performance is boosted by its ability to capture trend and seasonality of the dataset; equally important, Convolutional LSTM equipped with convolutions as part of reading input into LSTM units significantly boost the performance over either Convolutional or LSTM networks. Furthermore, our analysis points out that the indicator which most strongly contribute to predict GDP is CO\textsubscript{2} emission. This result agrees to the fact that some countries with high CO\textsubscript{2} emission also has high GDP as well; also this finding should warn Indonesian government of the increasing CO\textsubscript{2} pollution.

1. Introduction
Research on sources of long-run economic growth and development has always been an interesting topic among economists. At the same time, there is still a huge gap between developed and developing countries based on observed patterns in economic growth and time across countries. This phenomenon drives economists to conduct more qualitative and quantitative research to find explanation of the phenomenon with the latest information and mathematical methods [1].

Why does economic growth provide such a valuable information for a country? The Organization for Economic Co-operation and Development (OECD) [2] states that economic growth represents a significant instrument to decrease poverty and improve quality of society lives in developing countries. Furthermore, economic growth studies of a single country and comparing multiple countries have shown that an increasing economic growth leads to an accelerated Millenium Development Goals (MDGs) achievement. The eight United Nations MDGs are
related to one another and designed to meet the needs of the world’s poorest. Concretely, eight MDGs declared by United Nations in 2015 are described in Figure 1.

![Millennium Development Goals](image)

**Figure 1.** Eight MDGs designed to achieve a better and sustainable future for all countries in 2015

Specifically, Rodrik [3] states an increasing economic growth shall create a circle of chances and prosperity; in other words, an accelerated increasing economic growth will open enough intensive jobs opportunities for parents to provide education funding for their children. This conducive circumstance encourages the emergence of entrepreneurs with new openings which, in the end, drives a higher economic growth than before.

Moreover, in line with statement from Rodrik, learning from the history of one country’s economic growth has profound insights, should everyone study country development growth. Economic growth can enable ones to learn a decent living both for themselves and their family, including for those who are in the lowest level. Concretely, economic growth can eliminate poverty; moreover, previous studies have also come to the same conclusion. Therefore, economic growth information should be important to be known by a country.

Unfortunately most studies related to economic growth utilize simple linear regression of exogenous factors without involving endogenous factors. Whereas Kibritcioglu and Dibooglu [1] state economic growth is too complex to be analyzed only by simple linear regression, firstly this research is expected to be able to answer the information needs regarding the calculation of predictable economic growth for the future by using time series methods [4, 5, 6, 7, 8] and machine learning [9, 10, 11, 12] to analyze and predict time series. Secondly, this research also analyzes world development indicators (WDIs) that influence economic growth of a country, specifically of Indonesia. To the best of our knowledge, this article presents the first exploration on predicting Indonesian economic growth using classical and deep learning time series techniques. Moreover, this article provides several baselines for predicting Indonesian economic growth problem.

Our source code is published at [https://github.com/hbunyamin/hibah_internal-2019-world_development_indicators-codes](https://github.com/hbunyamin/hibah_internal-2019-world_development_indicators-codes).

2. Literature Review

Related work of this research is divided into three parts as follows: functionality decomposition in temporal data mining, time series forecasting techniques, and deep learning techniques.
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2.1. Functionality decomposition in temporal data mining
Temporal data is a type of data which varies through time and indexed by a time component. Pattern extraction processes from temporal data have been studied extensively in a work by Mahalakshmi et al. [13]. In short, functionality decomposition can be distinguished into temporal classification, temporal prediction, temporal association, temporal clustering, temporal regression, temporal summarization, and temporal outlier detection. Our research is categorized as temporal prediction; specifically, we look for a GDP model prediction with country indicators as attributes.

2.2. Time series forecasting techniques
In general, regression techniques can be applied into predicting temporal data. These techniques are capable of modeling various relationships between dependent variables and independent variables where, in our case, the dependent variable is GDP and the independent variables are world development indicators (WDI) which affect the GDP. Categorically, [8] describe that there are three types of regression techniques. Firstly, the regression technique which models the relationship between a dependent variable and independent variables without any time component. This model is commonly named an explanatory model [14] and depicted as

\[ y = f(x_1, x_2, \ldots, x_n, \text{error}) \]  

with \( y \) is an independent variable, \( x_1, x_2, \ldots, x_n \) are dependent variables. Specifically, error in Equation (1) denotes errors caused by random variation and other relevant variables which are not accommodated in the equation. In machine learning (ML), a dataset is divided into train and test set and a model which is similar to Equation (1) is trained on the train set and tested on the test set; therefore, the equation can also be a prediction model. Our research utilizes this regression type as machine learning models such as Ridge Regression [15], Lasso Regression [16, 17], Multilayer Perceptron [18], Random Forest [19, 20], and XGBoost [21]. Moreover, deep learning models which are more sophisticated than the ML ones, such as Convolution Neural Network (CNN) [22, 23, 24] are also employed for GDP prediction in this research.

The second type is a regression technique which takes into account the time component as described as follows:

\[ y_{t+1} = f(y_t, y_{t-1}, y_{t-2}, y_{t-3}, \ldots, \text{error}), \]  

with \( y_{t+1}, y_t, \) and \( y_{t-1} \) are the value of independent variable at time \( t+1, t, \) and \( t-1 \) respectively. The error in Equation (2) is the same as the one in Equation (1). Particularly, Equation (2) is commonly named a univariate time series model. Classical models employed in this research are simple mean, median, and persistence methods, and exponential smoothing for time series (ETS) [25, 26]. Additionally, deep learning techniques for this type which are utilized are Long Short-Term Memory (LSTM) [27] and CNN-LSTM [22, 25, 27].

Finally, the third type regression technique is the one which combines features from the first and second regression types. Accordingly, the third regression type for our problem can be written as

\[ y_{t+1} = f(y_t, x_1, x_2, \ldots, x_n, \text{error}). \]  

where \( y_{t+1} \) and \( y_t \) are independent variables at time \( t+1 \) and \( t \) respectively. We also employ this regression type which represented by Seasonal Autoregressive Integrated Moving Average (SARIMA) [8, 26, 29] and a combination of CNN and LSTM (ConvLSTM) [22, 25, 27]. Specifically, SARIMA has the capability to model univariate time series with other features such as trend and seasonal components and ConvLSTM is a deep learning technique where the LSTM units of this model are modified into CNNs for reading input data.
3. Research Methodology
In general our approach consists of four steps [25] as follows: preprocessing the WDI dataset and designing experimental setup.

3.1. Preprocessing the WDI dataset
The Indonesian WDI dataset is divided into two parts that are the world development indicators (X) and the GDP (Y). The first part contains of 1,329 world development indicators (https://data.worldbank.org/indicator) where each indicator is a time series and the second part comprises 9 GDPs of Indonesia. Both parts have the same time span from year 1960 to 2016.

The preprocessing on the dataset has been done as follows: indicator time series whose information are incomplete through the time span are removed and time series that are white noise are also removed. Concretely, white noise time series are sequences of random number; therefore, they are unpredictable. We determine whether or not a sequence is white noise by checking the autocorrelation of the time series. Autocorrelation ($a_k$) computes the linear relationship between lagged values ($x_t$ and $x_{t-k}$) in a time series with $k$ is a parameter defining the lag between two consecutive values [8]. The value $a_k$ is defined as

$$a_k = \frac{\sum_{t=k+1}^{T} (x_t - \bar{x})(x_{t-k} - \bar{x})}{\sum_{t=1}^{T} (x_t - \bar{x})^2}, \quad (4)$$

where $T$ is the number of time components in the time series. Furthermore, the autocorrelations of a white noise time series for different $k$ are approximately zero; however, not all values of autocorrelations are zeros because of random variation. Specifically, more than 95% of the autocorrelation values are within the range of $\pm \frac{2}{\sqrt{T}}$. Figure 2 shows an example of a white noise time series.

![Figure 2. Autocorrelation of white noise time series (y). Both blue dotted lines represent $\pm \frac{2}{\sqrt{T}}$ and the autocorrelation values are within those values](image)

On the other hand, Figure 3 shows the GDP time series of Indonesia is not white noise because less than 5% of autocorrelation values are within the range of $\pm \frac{2}{\sqrt{T}}$.

After white noise and incomplete world development indicators are removed, the number of indicators drops to 163 in a time span of 52 years. Additionally, in the second part of the dataset, there are nine different measurement metrics of GDP which are basically the same. We opt for GDP per capita with constant 2010 US$ inasmuch as it fairly reflects one country’s economic
output by dividing GDP by number of its people; moreover, the constant value of the currency makes GDP comparable during the time span of our experiment.

3.2. Designing experimental setup

Firstly all our prediction models are set up and summarized in Table 1. Specifically, we combine all classical, machine, and deep learning techniques.

Table 1. Classical, machine learning, and deep learning techniques from various different resources

| Classical Techniques                      | Deep Learning Techniques                  |
|------------------------------------------|-------------------------------------------|
| Simple mean, median [26, 29]             | Ridge regression [15], Lasso regression [16, 17] |
| Simple persistence [8, 26, 29]            | Random Forest [19], XGBoost [21]          |
| Exponential smoothing (ETS) [8, 26, 29, 30] | Multilayer Perceptron [18]                |
| SARIMA [8, 26, 29]                       | CNN [22], LSTM [27]                      |
|                                          | CNN-LSTM, ConvLSTM [22, 25, 27]          |

After arranging the prediction models, we design an experimental setup to answer our first research question as follows:

- Dividing the dataset into train and test set. The train set consists of instances from year 1962 to 2003 (42 years) and the test set contains instances from year 2004 to 2013 (10 years).
- Train classical, machine learning, and deep learning models on the train set.
- Evaluate classical models with walk-forward validation. Walk-forward validation is a common practice in time series forecasting as it increases the number of train instances for models to learn at each time step [26].
- Evaluate machine and deep learning models on the test set.
- Both classical, machine learning, and deep learning models are measured by root mean squared-error (RMSE) evaluation metric.

Next, the second experimental setup aims to answer the question on the relationship between world development indicators and GDP. In this setup, we employ full dataset without any division and model both linear and non-linear relationships by multiple regression with Lasso regularization technique [31] and Random Forests [19].
4. Results
This section consists of three subsections which are results of GDP prediction with classical methods, deep learning methods, and finding relationships between world development indicators and GDP.

4.1. GDP prediction with classical methods
This article utilizes several classical time series forecasting methods as follows: Simple method, Exponential Smoothing (ETS), and Seasonal Autoregressive Integrated Moving Average (SARIMA). Table 2 describes hyperparameters and the RMSE results of these classical methods.

| Methods               | Hyperparameters                                                                 |
|-----------------------|---------------------------------------------------------------------------------|
| Simple method         | config=persist, offset=1 & length=1                                             |
| Simple method         | config=mean, offset=1 & length=2                                                |
| Simple method         | median, offset=1 & length=2                                                      |
| ETS method            | trend=mul, damped=True, seasonal=None, seasonal_periods=None, use_boxcox=True, remove_bias=False |
| SARIMA method: Trend  | order=(1,1,0), seasonal_order=(2,0,1,0), trend=t'                               |
| SARIMA method: Trend & Seasonality | order=(0,1,2), seasonal_order=(0,0,1,12), trend=t'                           |

Table 3. GDP prediction results by classical methods measured by RMSE (the lower RMSE equals to the better performance of the model)

| Methods               | RMSE  |
|-----------------------|-------|
| Simple method         | 125.7454 |
| Simple method         | 184.9804 |
| Simple method         | 184.9804 |
| ETS method            | 28.4467  |
| SARIMA method: Trend  | 20.5524  |
| SARIMA method: Trend & Seasonality | 18.0193 |

In order to find hyperparameters that give the lowest RMSE of the models, we do grid search process on each time series model. Concretely, for simple method, the grid search process
takes values of mean, median, and persist with length from 1 to 42. ETS method grid search process searches for optimized hyperparameters among trend=['add', 'mul', None], damped=[True, False], seasonal=['add', 'mul', None], use_boxcox=True, False, remove_bias=True, False. Ultimately, SARIMA method has three hyperparameters which govern nature of the model, trend, and seasonality [25]. Specifically, the grid search process scans for the most optimized hyperparameters among

(i) order: a tuple of parameters which contains parameters (p, d, and q) to model the trend,
(ii) seasonal_order: a tuple which holds parameters (P, D, dan Q) to model seasonality,
(iii) trend: a parameter controlling the trend as one of these options: 'n' (no trend), 'c' (constant trend), 't' (linear trend), and 'ct' (constant linear trend).

Grid search process done on SARIMA method covers hyperparameters as follows: order={p=[0,1,2], d=[0,1], q=[0,1,2], t=['n','c','t','ct']}, P=[0,1,2], D=[0,1], Q=[0,1,2]. After grid processes are done thoroughly, Table 2 finally shows that the lowest RMSE is achieved by SARIMA which considers Trend & Seasonality. Moreover, this combination of Trend & Seasonality of SARIMA models GDP Indonesia better than other classical methods as the more hyperparameters a model has, the better its performance is. This finding and M4 [32], a competition whose purpose is to advance predictions accuracy in theory and applications of time series analysis, are in accord.

4.2. GDP prediction with deep learning methods

Deep learning models specifically designed to predict Indonesian GDP in this research are described in Table 4.

Table 4. List of deep learning techniques to predict GDP. Train set and test set are the GDP and indicators from year 1962 to year 2003 and from year 2004 to year 2013 respectively.

| Deep Learning Models | Hyperparameters |
|----------------------|-----------------|
| MP                   | # neurons in hidden layer=500, # epoch=100 |
| CNN                  | # filter=64, # kernel size=2, activation=relu, optimizer=adam |
| LSTM                 | # stack in LSTM=50, activation=relu, optimizer=adam |
| CNN-LSTM             | # filter=64, # stack in LSTM=50, # kernel size=2, activation=relu, optimizer=adam |
| ConvLSTM             | # filter=64, # stack in LSTM=50, # kernel size=2, activation=relu, optimizer=adam |

Table 5 shows that the Convolutional LSTM model gains the minimum value of RMSE. Convolutional LSTM method reads subsequence blocks of time series observations through convolutional processes similar to CNN method. Apparently, this subsequence blocks reading give an advantage for the model to predict because the CNN operation on each step contributes additional information enriching the model to predict better. Based on the RMSE results, it appears that the Convolutional LSTM still have difficulty in predicting Indonesian economic growth due to its large RMSE values. Nevertheless, those models in Table 4 may be initialized as baselines for continuing research to pursue better performance. Visually, Figure 4 shows the comparison of our proposed deep learning techniques.
Table 5. GDP prediction results from deep learning techniques measured by RMSE

| Deep Learning Models | RMSE ± Std   |
|----------------------|--------------|
| MP                   | 190.298 ± 0.000 |
| CNN                  | 195.300 ± 56.693 |
| LSTM                 | 593.214 ± 211.292 |
| CNN-LSTM             | 300.009 ± 224.893 |
| ConvLSTM             | 179.130 ± 9.001 |

Figure 4. RMSEs from different deep learning techniques (the smaller the RMSE, the better the technique’s performance)

4.3. Importance of world development indicators on predicting GDP
Our next analysis considers importance of the indicators on predicting GDP. In order to determine the importance of each indicator for predicting Indonesian GDP, we model the dataset by employing two models as follows:

- Random forest classifier [19] with number of tree estimator equals to 5. The importance of an indicator is calculated by the difference between impurity measures before reaching the indicator and at the indicator. Each calculation is weighted by its probability [33]. The more important an indicator is, the higher the difference value is.
- Lasso, a linear model designed to estimate sparse coefficients [16, 17] with $\alpha = 1$ and $\alpha = 0.01$. In this model, the importance of an indicator is measured by its coefficient [34]. The more important an indicator is the higher, the coefficient value is.

Ten most important indicators for predicting Indonesian GDP are shown in Table 6.
Interestingly, our research discovers CO$_2$ emissions are the most important indicator for predicting GDP. This finding suggests CO$_2$ emissions generated from heavy industries in Indonesia should be contributing the most to the GDP.

### Table 6. Ten indicators which contribute the most for predicting Indonesian GDP

| Ranking | World development indicators                  |
|---------|-----------------------------------------------|
| 1       | CO$_2$ emissions                               |
| 2       | GNI (constant LCU)                            |
| 3       | GNI (current LCU)                             |
| 4       | GNI per capita growth (annual %)              |
| 5       | GNI (constant 2010 US$)                       |
| 6       | General government final consumption expenditure (current LCU) |
| 7       | Net bilateral aid flows from DAC donors, United Kingdom (current US$) |
| 8       | Food production index (2004-2006 = 100)       |
| 9       | Permanent cropland (% of land area)           |
| 10      | GNI per capita (constant 2010 US$)            |

### 5. Conclusion

This research has modeled the growth of Indonesian economics represented by GDP from year 1962 to 2016. Moreover, we provide classical and deep learning time series models to predict the GDP. For the classical time series model, Seasonal Autoregressive Integrated Moving Average (SARIMA) gives the minimum RMSE; this finding is in accord with M4 Time Series competition [32]. Besides, Convolutional LSTM achieves the minimum RMSE for deep learning time series models as it takes an advantage of subsequence blocks reading to predict more accurate than other models. Lastly, CO$_2$ emissions are the most important world development indicator for predicting GDP. This finding can signify Indonesia relies on heavy industries to increase its GDP in coming years.

As to future work, we plan to study other potential signals which can be inferred from external sources for predicting economic growth.
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