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1 INTRODUCTION

Many real world data come naturally in the form of graphs; e.g., social networks, recommendation, gene expression networks, and knowledge graphs. In recent years, Graph Neural Networks (GNNs) [4, 7, 13] have been proposed to learn from such graph-structured data and have achieved outstanding performance. Yet, in many applications, graphs are usually large, containing hundreds of millions to billions of nodes and tens to hundreds of billions of edges. Learning on such giant graphs is challenging due to the limited amount of memory available on a single GPU or a single machine. As such, mini-batch training is used to train GNN models on such giant graphs. However, due to the connectivities between nodes, computing the embeddings of a node with multi-layer GNNs usually involves in many nodes in a mini-batch. This leads to substantial computation and data movement between CPUs and GPUs in mini-batch training and makes training inefficient.

To remedy this issue, various GNN training methods have been developed to reduce the number of nodes in a mini-batch [1, 4, 9, 15, 17]. Node-wise neighbor sampling used by GraphSage [4] samples a fixed number of neighbors for each node independently. Even though it reduces the number of neighbors sampled for a mini-batch, the number of nodes in each layer still grows exponentially. FastGCN [1] and LADIES [17] sample a fixed number of nodes in each layer, which results in isolated nodes when used on large graphs. In addition, LADIES requires significantly more computation to sample neighbors and can potentially slow down the overall training speed. The work by Liu et al. [9] tries to alleviate the neighborhood explosion and reduce the sampling variance by applying a bandit sampler. However, this method leads to very large sampling overhead and does not scale to large graphs. These sampling methods are usually evaluated on small to medium-size graphs. When applying them to industry-scale graphs, they have suboptimal performance or substantial computation overhead as we discovered in our experiments.
To address some of these problems and reduce training time, LazyGCN [11] periodically samples a mega-batch of nodes and reuses it to sample further mini-batches. By loading each mega-batch in GPU memory once, LazyGCN can mitigate data movement/preparation overheads. However, in order to match the accuracy of standard GNN training LazyGCN requires very large mega-batches (cf. Figure 4), which makes it impractical for graphs with hundreds of millions of nodes.

We design an efficient and scalable sampling method that takes into account the characteristics of training hardware into consideration. GPUs are the most efficient hardware for training GNN models. Due to the small GPU memory size, state-of-the-art GNN frameworks, such as DGL [14] and Pytorch-Geometric [3], keep the graph data in CPU memory and perform mini-batch computations on GPUs when training GNN models on large graphs. We refer to this training strategy as mixed CPU-GPU training. The main bottleneck of mixed CPU-GPU training is data copy between CPUs and GPUs (cf. Figure 1). Because mini-batch sampling occurs in CPU, we need a low-overhead sampling algorithm to enable efficient training.

Motivated by the hardware characteristics, we developed the Global Neighborhood Sampling (GNS) approach that samples a global set of nodes periodically for all mini-batches. The sampled set is small so that we can store all of their node features in GPU memory and refer to this set of nodes as cache. The cache is used for neighbor sampling in a mini-batch. Instead of sampling any neighbors of a node, GNS gives the priorities of sampling neighbors that exist in the cache. This is a fast way of biasing node-wise neighbor sampling to reduce the number of distinct nodes of each mini-batch and increase the overlap between mini-batches. When coupled with GPU cache, this method drastically reduces the amount of data copy between GPU and CPU to speed up training. In addition, we deploy importance sampling that reduces the sampling variance and also allows us to use a small cache size to train models.

We develop a highly optimized implementation of GNS and compare it with efficient implementations of other sampling methods provided by DGL, including node-wise neighbor sampling and LADIES. We show that GNS achieves state-of-the-art model accuracy while speeding up training by a factor of $2 \times 4 \times$ compared with node-wise sampling and by a factor of $2 \times 14 \times$ compared with LADIES.

The main contributions of the work are described below:

1. We analyze the existing sampling methods and demonstrate their main drawbacks on large graphs.
2. We develop an efficient and scalable sampling algorithm that addresses the main overhead in mixed CPU-GPU mini-batch training and show a substantial training speedup compared with efficient implementations of other training methods.
3. We demonstrate that this sampling algorithm can train GNN models on graphs with over 111 millions of nodes and 1.6 billions of edges.

2 BACKGROUND

In this section, we review GNNs and several state-of-the-art sampling-based training algorithms, including node-wise neighbor sampling methods and layer-wise importance sampling methods. The fundamental concepts of mixed-CPU-GPU training architecture is introduced. We discuss the limitations of state-of-the-art sampling methods in mixed-CPU-GPU training.

2.1 Existing GNN Training Algorithms

Full-batch GNN Given a graph $G(V, E)$, the input feature of node $v \in V$ is denoted as $h_v(0)$, and the feature of the edge between node $v$ and $u$ is represented as $w_{uv}$. The representation of node $v \in V$ at layer $\ell$ can be derived from a GNN model given by:

$$h_v^\ell = g(h_v^{\ell-1}, \bigcup_{u \in N(v)} f(h_u^{\ell-1}, h_v^{\ell-1}, w_{uv})), \quad (1)$$

where $f, \bigcup$ and $g$ are pre-defined or parameterized functions for computing feature data, aggregating data information, and updating node representations, respectively. For instance, in GraphSage training [4], the candidate aggregator functions include mean aggregator [7], LSTM aggregator [5], and max pooling aggregator [10]. The function $g$ is set as nonlinear activation function.

Given training dataset $(x_i, y_i)_{i \in V}$, the parameterized functions will be learned by minimizing the loss function:

$$L = \frac{1}{|V|} \sum_{v_i \in V} \ell(y_i, z_i^L), \quad (2)$$

where $\ell(\cdot, \cdot)$ is a loss function, $z_i^L$ is the output of GNN with respect to the node $v_i \in V$, where $V$ represents the set of training nodes. For full-batch optimization, the loss function is optimized by gradient descent algorithm where the gradient with respect to each node $v_i \in V$ is computed as $\frac{1}{|V|} \sum_{v_i \in V} \nabla \ell(y_i, z_i^L)$.

Mini-batch GNN To address this issue, a mini-batch training scheme has been developed which optimizes via mini-batch stochastic gradient descent $\frac{1}{|V|} \sum_{v_i \in V} \nabla \ell(y_i, z_i^L)$. During the training process, full-batch GNN requires to store and aggregate representations of all nodes across all layers. The expensive computation time and memory costs prohibit full-batch GNN from handling large graphs. Additionally, the convergence rate of full-batch GNN is slow because model parameters are updated only once at each epoch.

Node-wise Neighbor Sampling Algorithms. Hamilton et al. [4] proposed an unbiased sampling method to reduce the number of neighbors for aggregation via neighbor sampling. It randomly selects at most $s_{node}$ (defined as fan-out parameter) neighborhood nodes for every target node, followed by computing the representations of target nodes via aggregating feature data from the sampled neighborhood nodes. Based on the notations in (1), the representation of node $v \in V$ at layer $\ell$ can be described as follows:

$$h_v^\ell = g\left(h_v^{\ell-1}, \bigcup_{u \in N_l(v) \cap S} f\left(\frac{1}{s_{node}}h_u^{\ell-1}, h_v^{\ell-1}\right)\right), \quad (3)$$
where \( \mathcal{N}_t(v) \) is the sampled neighborhood nodes set at \( t \)-th layer such that \(|\mathcal{N}_t(v)| = s_{\text{node}}\). The neighbor sampling procedure is repeated recursively on target nodes and their sampled neighbors when dealing with multiple-layer GNN. Even though node-wise neighbor sampling scheme addresses the memory issue of GNN, there exists excessive computation under this scheme because the scheme still results in exponential growth of neighbor nodes with the number of layers. This yields a large volume of data movement between CPU and GPU for mixed CPU-GPU training.

**Layer-wise Importance Sampling Algorithms.** To address the scalability issue, Chen et al. [1] proposed an advanced layer-wise method called FastGCN. Compared with node-wise sampling method, it yields extra variance when sampling a fixed number of nodes for each layer. To address the variance issue, it performs degree-based importance sampling on each layer. The representation of node \( v \in \mathcal{V} \) at layer \( t \) of FastGCN model is described as follows:

\[
h_v^t = \mathcal{g} \left( h_v^{t-1}, \bigcup_{u \in \mathcal{q}(v)} \frac{1}{s_{\text{layer}}} h_u^{t-1} / q_u, h_u^{t-1} \right),
\]

where the sample size denotes as \( s_{\text{layer}} \), \( \mathcal{g}(v) \) is the distribution over \( v \in \mathcal{V} \) and \( q_u \) is the probability assigned to node \( u \). A major limitation is that FastGCN performs sampling on every layer independently, which yields approximate embeddings with large variance. Moreover, the subgraph sampled by FastGCN is not representative to the original graph. This leads to poor performance and the number of sampled nodes required to guarantee convergence during training process is large.

The work by Zhou et al. [17] proposed a sampling algorithm known as LAyer-Dependent ImportancE Sampling (LADIES) to address the limitation of FastGCN and exploit the connection between different layers. Specifically, at \( t \)-th layer, LADIES samples nodes reachable from the nodes in the previous layer. However, this method [17] comes with cost. To ensure the node connectivity between layers, the method needs to extract and merge the entire neighborhood of all nodes in the previous layer and compute the sampling probability for all candidate nodes in the next layer. Thus, this sampling method has significantly higher computation overhead. Furthermore, when applying this method on a large graph, it still constructs a mini-batch with many isolated nodes, especially for nodes in the first layer (Table 5).

**LazyGCN.** Even though layer-wise sampling methods effectively address the neighborhood explosion issue, they failed to investigate computational overheads in preprocessing data and loading fresh samples during training. Ramezan et al. [11] proposed a framework called LazyGCN which decouples the frequency of sampling from the sampling strategy. It periodically samples mega-batches and effectively reuses mega-batches to generate mini-batches and alleviate the preprocessing overhead. There are some limitations in the LazyGCN setting. First, this method requires large mini-batches to guarantee model accuracy. For example, their experiments on Yelp and Amazon dataset use the batch size of 65,536. This batch size is close to the entire training set, yielding overwhelming overhead in a single mini-batch computation. Its performance deteriorates for smaller batch sizes even with sufficient epochs (Figure 4). Second, their evaluation is based on inefficient implementations with very large sampling overhead. In practice, the sampling computation overhead is relatively low in the entire mini-batch computation (Figure 1) when using proper development tools.

Even though both GNS and LazyGCN cache data in GPU to accelerate computation in mixed CPU-GPU training, they use very different strategies for caching. LazyGCN caches the entire graph structure of multiple mini-batches sampled by node-wise neighbor sampling or layer-wise sampling and suffers from the problems in these two algorithms. Due to the exponential growth of the neighborhood size in node-wise neighbor sampling, LazyGCN cannot store a very large mega-batch in GPU and can generate few mini-batches from the mega-batch. Our experiments show that LazyGCN runs out of GPU memory even with a small mega-batch size and mini-batch size on large graphs (OAG-paper and OGBN-papers100M in Table 2). Layer-wise sampling may result in many isolated nodes in a mini-batch. In addition, LazyGCN uses the same sampled graph structure when generating mini-batches from mega-batches, this potentially leads to overfit. In contrast, GNS cache nodes and use the cache to reduce the number of nodes in a mini-batch; GNS always sample a different graph structure for each mini-batch and thus it is less likely to overfit.

### 2.2 Mixed CPU-GPU training

Due to limited GPU memory, state-of-the-art GNN framework (e.g., DGL [14] and Pytorch Geometric [3]) train GNN models on large graph data by storing the whole graph data in CPU memory and performing mini-batch computation on GPUs. This allows users to take advantage of large GPU memory and use GPUs to accelerate GNN training. In addition, mixed CPU-GPU training makes it easy to scale GNN training to multiple GPUs or multiple machines [16].

Mixed CPU-GPU training strategy usually involves six steps: 1) sample a mini-batch from the full graph, 2) slice the node and edge data involved in the mini-batch from the full graph, 3) copy the above sliced data to GPU, 4) perform forward computation on the mini-batch, 5) perform backward propagation, and 6) run the optimizer and update model parameters. Steps 1–2 are done by the CPU, whereas steps 4–6 are done by the GPU.

We benchmark the mini-batch training of GraphSage [4] models with node-wise neighbor sampling provided by DGL, which provides very efficient neighbor sampling implementation and graph kernel computation for GraphSage. Figure 1 shows the breakdown of the time required to train GraphSage on the OGBN-products graph and the OAG-paper graph (see Table 2 for dataset information). Even though sampling happens in CPU, its computation accounts for 10% or less with sufficient optimization and parallelization. However, the speed of copying node data in CPU (step 2) is limited by the CPU memory bandwidth and moving data to GPU (step 3) is limited by the PCIe bandwidth. Data copying accounts for most of the time required by mini-batch training. For example, the training spends 60% and 80% of the per mini-batch time in copying data from CPU to GPU on OGBN-products and OAG-paper, respectively. The training on OAG-paper takes significantly more time on data copy because OAG-paper has 768-dimensional BERT embeddings [2] as node features, whereas OGBN-products uses 100-dimensional node features.

These results show that when the different components of mini-batch training are highly-optimized, the main bottleneck of mixed
When sampling neighbors of a node, GNS prioritizes the sampled neighbors. Algorithm 1 illustrates the entire training process. To overcome the drawbacks of the existing sampling algorithms, we developed a new sampling approach, called Global Neighborhood Sampling (GNS), that has low computational overhead and reduces the number of nodes in a mini-batch without compromising the model accuracy and convergence rate. Like node-wise and layer-wise sampling, GNS uses mini-batch training to approximate the full-batch GNN training on giant graphs.

### 3 GLOBAL NEIGHBOR SAMPLING (GNS)

To overcome the drawbacks of the existing sampling algorithms and tackle the unique problems in mixed CPU-GPU training, we developed a new sampling approach, called Global Neighborhood Sampling (GNS), that has low computational overhead and reduces the number of nodes in a mini-batch without compromising the model accuracy and convergence rate. Like node-wise and layer-wise sampling, GNS uses mini-batch training to approximate the full-batch GNN training on giant graphs.

#### 3.1 Overview of GNS

Instead of sampling neighbors independently like node-wise neighbor sampling, GNS periodically samples a global set of nodes following a probability distribution $P$ to assist in neighbor sampling, $P_j$ defines the probability of node $j$ in the graph being sampled and placed in the set. Because GNS only samples a small number of nodes to form the set, we can copy all of the node features in the set to GPUs. Thus, we refer to the set of nodes as node cache $C$. When sampling neighbors of a node, GNS prioritizes the sampled neighbors from the cache and samples additional neighbors outside the cache only if the cache does not provide sufficient neighbors.

Because the nodes in the cache are sampled, we can compute the node sampling probability from the probability of a node appearing in the cache, i.e., $P$. We rescale neighbor embeddings by importance sampling coefficients $P^{(t)}_{u'}$ from $P$ in the mini-batch forward propagation so that the expectation of the aggregation of sampled neighbors is the same as the aggregation of the full neighborhood.

$$E \left( \sum_{u \in N_C(v)} P^{(t)}_{u} \cdot h^{t}_{u} \right) = \sum_{u \in N(v)} h^{t}_{u}$$

Algorithm 1 illustrates the entire training process. In the remaining sections, we first discuss the cache sampling in Section 3.2. We explain the sampling procedure in Section 3.3. To reduce the variance in GNS, an importance sampling scheme is further developed in Section 3.4. We then establish the convergence rate of GNS which is inspired by the paper [11]. It shows that under mild assumption, GNS enjoys comparable convergence rate as underlying node-wise sampling in training, which is demonstrated in Section 3.5. The notations and definition used in the following is summarized in Table 1.

#### 3.2 Sample Cache

GNS periodically constructs a cache of nodes $C$ to facilitate neighbor sampling in mini-batch construction. GNS uses a biased sampling approach to select a set of nodes $C$ that, with high probability, can be reached from nodes in the training set. The features of the nodes in the cache are loaded into GPUs beforehand.

Ideally, the cache needs to meet two requirements: 1) in order to keep the entire cache in the GPU memory, the cache has to be sufficiently small; 2) in order to have sampled neighbors to come from the cache, the nodes in the cache have to be reachable from the nodes in the training set with a high probability.
Table 1: Summary of Notations and Definitions

| $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ | $\mathcal{G}$ denotes the graph consist of set of $|\mathcal{V}|$ nodes and $|\mathcal{E}|$ edges. |
|---|---|
| $L, K$ | $L$ is the total number of layers in GCN, and $K$ is the dimension of embedding vectors (for simplicity, assume it is the same across all layers). |
| $b, s_{\text{node}}, s_{\text{layer}}$ | For batch-wise sampling, $b$ denotes the batch size, $s_{\text{node}}$ is the number of sampled neighbors per node for node-wise sampling, and $s_{\text{layer}}$ is number of sampled nodes per layer for layer-wise sampling. |
| $\mathcal{N}(v)$ | Denotes the set of neighbors of node $v \in \mathcal{V}$. |
| $\mathcal{N}_t(v)$ | Denotes the set of sampled neighbors of node $v \in \mathcal{V}$ at $t$-th layer. |
| $\mathcal{N}_t^S(v)$ | Denotes the set of neighbors of node $v \in \mathcal{V}$ at $t$-th layer sampled uniformly at random. |
| $\mathcal{N}_C(v)$ | Denotes the set of neighbors of node $v \in \mathcal{V}$ in the cache. |
| $C$, $p_{\text{node}}^{(t)}$ | Denotes the set of cached nodes which are sampled from $\mathcal{V}$ corresponding to the probability of $p_{\text{node}}^{(t)}$ for $v \in \mathcal{V}$. |
| $\mathcal{S}_t$, $|\mathcal{S}_t|$ | Denotes the training set and the size of the training set. |
| $\mathcal{S}_B$, $|\mathcal{S}_B|$ | The node in the mini-batch where the mini-batch is sampled at random from the training node set. |
| $\mathcal{S}_C$, $|\mathcal{S}_C|$ | Denotes the set of target nodes and the number of target nodes in a mini-batch. |

Potentially, we can uniformly sample nodes to form the cache, which may require a large number of nodes to meet requirement 2. Therefore, we deploy two approaches to define the sampling probability for the cache. If majority of the nodes in a graph are in the training set, we define the sampling probability based on node degree. For node $i$, the probability of being sampled in the cache is given by

$$p_i = \text{deg}(i)/\sum_{k \in \mathcal{V}} \text{deg}(k). \quad (6)$$

For a power-law graph, we only need to maintain a small cache of nodes to cover majority of the nodes in the graph.

If the training set only accounts for a small portion of the nodes in the graph, we use short random walks to compute the sampling probability. Define $N_t(v)$ as the number of sampled neighbor nodes corresponding to node $v \in \mathcal{V}$ in each layer,

$$d = [N_t(v_1)/\text{deg}(v_1), \ldots, N_t(v|\mathcal{V}|)/\text{deg}(v|\mathcal{V}|)]^T. \quad (7)$$

The node sampling probability $p^t \in \mathbb{R}^{|\mathcal{V}|}$ for the $t$-th layer is represented as

$$p^t = (DA + I)p^{t-1}, \quad (8)$$

where $A$ is the adjacency matrix and $D = \text{diag}(d)$. $p^0$ is

$$p^0_i = \begin{cases}\\ 1/|\mathcal{S}_S|, & \text{if } i \in \mathcal{S}_S \\ 0, & \text{otherwise}. & \end{cases} \quad (9)$$

The sampling probability for the cache is set as $p^L$, where $L$ is the number of layers in the multi-layer GNN model.

As the experiments will later show (cf. Section 4), the size of the cache $C$ can be as small as $1\%$ of the number of nodes ($|\mathcal{V}|$) without compromising the model accuracy and convergence rate.

3.3 Sample Neighbors with Cache

When sampling $k$ neighbors for a node, GNS first restricts sampled neighbor nodes from the cache $C$. If the number of neighbors sampled from the cache is less than $k$, it samples remaining neighbors uniformly at random from its own neighborhood.

A simple way of sampling neighbors from the cache is to compute the overlap of the neighbor list of a node with the nodes in the cache. Assuming one lookup in the cache has $O(1)$ complexity, this algorithm will result in $O(|E|)$ complexity, where $|E|$ is the number of edges in the graph. However, this complexity is significantly larger than the original node-wise neighbor sampling $O(\sum_{l \in \mathcal{V}} \min(k, |N(i)|))$ in a power-law graph, where $V_B$ is the set of target nodes in a mini-batch and $|N(i)|)$ is the number of neighbors of node $i$. Instead, we construct an induced subgraph $S$ that contains the nodes in the cache and their neighbor nodes. This is done once, right after we sample nodes in the cache. For an undirected graph, this subgraph contains the neighbors of all nodes that reside in the cache. During neighbor sampling, we can get the cached neighbors of node $i$ by reading the neighborhood $N_S(i)$ of node $i$ in the subgraph. Constructing the subgraph $S$ is much more lightweight, usually $\ll O(|E|)$.

We parallelize the sampling computations with multiprocessing. That is, we create a set of processes to sample mini-batches independently and send them back to the trainer process for mini-batch computation. The construction of subgraphs $S$ for multiple caches $C$ can be parallelized.

3.4 Importance Sampling Coefficient

When nodes are sampled from the cache, it yields substantial variance compare to the uniform sampling method [4]. To address this issue, we aim to assign importance weights to the nodes, thereby rescaling the neighbor features to approximate the expectation of the uniform sampling method. To achieve this, we develop an importance sampling scheme that aggregates the neighboring feature...
vectors with corresponding importance sampling coefficient, i.e.,
\[ h_{N(u')} \leftarrow f((1/p_u^{(t-1)} \cdot h_u^{(t-1)}, \forall u' \in N_t(u))). \]  
(10)
To establish the importance sampling coefficient, we begin with computing the probability of the sample node \( u' \in N_t(u) \) being contained in the cache, given by
\[ p_u^{C} = 1 - (1 - p_u)^{|C|}, \]  
(11)
where the sampling probability \( p_u \) refers to (6) and \(|C|\) denotes the size of cache set. Recall that the number of sampled nodes at \( t \)-layer, i.e., \( k \), and \( N_C(i) \) in (7), the importance sampling coefficient \( p_u^{C(t-1)} \) can be represented as
\[ p_u^{C(t-1)} = p_u^{C} \cdot \frac{k}{\min\{k, N_C(i)\}}. \]  
(12)

### 3.5 Theoretical Analysis

In this section, we establish the convergence rate of GNS which is inspired by the work of Ramezani et al. [11]. It shows that under mild assumption, GNS enjoys comparable convergence rate as underlying node-wise sampling in training. Here, the convergence rate of GNS mainly depends on the graph degree and the size of cached set. We focus on a two-layer GCN for simplicity and denote the loss functions of full-batch, mini-batch and proposed GNS as
\[ J(\theta) = \frac{1}{N} \sum_{i \in V} f_i \left( \frac{1}{|N(i)|} \sum_{j \in N(i)} \frac{1}{|N(j)|} \sum_{k \in N_C(i)} g_{jk}(\theta) \right) \]  
(13)
\[ J_B(\theta) = \frac{1}{B} \sum_{i \in V_B} f_i \left( \frac{1}{|N(i)|} \sum_{j \in N(i)} \frac{1}{|N(j)|} \sum_{k \in N_C(i)} g_{jk}(\theta) \right) \]  
(14)
\[ J_{\tilde{B}}(\theta) = \frac{1}{B} \sum_{i \in V_{\tilde{B}}} f_i \left( \frac{1}{|N_C(i) \cap C|} \sum_{j \in N(i) \cap C} \frac{1}{|N_C(j) \cap C|} \sum_{k \in N_C(i) \cap C} p_u^{C} g_{jk}(\theta) \right), \]  
(15)
respectively, where the outer and inner layer function are defined as \( f(\cdot) \in \mathbb{R} \) and \( g(\cdot) \in \mathbb{R}^n \), and their gradients as \( \nabla f(\cdot) \in \mathbb{R}^n \) and \( \nabla g(\cdot) \in \mathbb{R}^{n \times n} \), respectively. Specifically, the function \( g_{jk}(\cdot) \) depends on the nodes contained in two layers. For simplicity, we denote \( N^C(j) := N^C_1(j) \cap C \). We denote \( |N(i)| = N^1, |N^C_1(i)| = N^1_C, |N^C(j)| = N^C_1 \) in the following.

The following assumption gives the Lipschitz continuous constant of the gradient of composite function \( J(\theta) \), which plays a vital role in theoretical analysis.

**Assumption 1.** Suppose \( f(\cdot) \) is \( L_f \)-Lipschitz continuous, \( g(\cdot) \) is \( L_g \)-Lipschitz continuous, \( \nabla f(\cdot) \) is \( L_f \)-Lipschitz continuous, \( \nabla g(\cdot) \) is \( L_g \)-Lipschitz continuous.

**Theorem 1.** Denote \( N^1_C \) as the number of the neighborhood nodes with respect to \( i \in V \) sampling uniformly at random at \( t \)-th layer. The cached nodes in the set \( C \) with the size of \(|C|\) are sampled without replacement according to \( p_u^{\text{cache}} \). The dimension of node feature is denoted as \( n \) and the size of mini-batch is denoted as \( B \). Define \( \tilde{C} = |C|/|V| \) and \( C_d = \sum_{v \in V} \deg(v) \) \(|V| \) with the constant \( c > 0 \).

Under Assumption 1, with probability exceeding \( 1 - \delta \), GNS optimized by stochastic gradient descent can achieve
\[ \mathbb{E} \left[ ||\nabla J(\tilde{\theta})||^2 \right] \leq O \left( \frac{\text{MSE}}{t} \right), \]  
(16)
where \( \tilde{\theta} = \min \mathbb{E} \left[ ||\nabla J(\theta_t)|| \right] \) with \( \theta_t = \{W_t^1\}_{t=1}^T \) and
\[ \text{MSE} \leq O \left( L_f^2 L_g^2 \log(4n/\delta) + 1/2 \right) \times \frac{B}{|V|} \left( \frac{1}{|V|} \right) \left( \frac{1}{|V|} \right) \left( \frac{1}{|V|} \right) \left( \frac{1}{|V|} \right) \left( \frac{1}{|V|} \right) \]  
(17)

**Proof.** The details on the proof of Theorem 1 is provided in Appendix A.

**Variance of GNS** We aim to derive the average variance of the embedding for the output nodes at each layer. Before moving forward, we provide several useful definitions. Let \( B \) denote the size of the nodes in one layer. Consider the underlying embedding: \( Z = LH\Theta \), where \( L \) is the Laplacian matrix, \( H \) denotes the feature matrix and \( \Theta \) is the weight matrix. Let \( Z \in \mathbb{R}^{B \times \text{dim} \text{feature}} \) as the row selection matrix which samples the embedding from the whole embedding matrix. The variance can be represented as \( \mathbb{E} [ ||\tilde{Z} - PZ||^2_f ] \). Denote \( L_{ix} \) as the \( i \)-th row of matrix \( L \), \( L_{ij,x} \) as the \( j \)-th column of matrix \( L \) and \( L_{i,j} \) is the element at the position \((i, j)\) of matrix \( L \).

For each node at each layer, its embedding is estimated based on its neighborhood nodes established from the cached set \( C \). Based on the Assumption 1 in [17], we have
\[ \mathbb{E} [ ||\tilde{Z} - PZ||^2_f ] = \sum_{i=1}^{|V|} q_i \cdot \mathbb{E} [ ||L_{ix} - Z_{ix}||^2 ] \]  
\[ = \sum_{i=1}^{|V|} q_i \cdot \left( \sum_{j=1}^{|V|} p_{ij} \cdot \sum_{s_j} \left( ||L_{ij,x}H_{s_j}\Theta - L_{i,x}\Theta||^2_f \right) \right) \]  
\[ = \sum_{i=1}^{|V|} \left( \sum_{j=1}^{|V|} q_i \cdot p_{ij} \cdot \sum_{s_j} \left( ||L_{ij,x}H_{s_j}\Theta - L_{i,x}\Theta||^2_f \right) \right) \]  
\[ = \sum_{i=1}^{|V|} \left( \sum_{s_j} q_i \cdot p_{ij} \cdot \sum_{s_j} \left( ||L_{ij,x}H_{s_j}\Theta - L_{i,x}\Theta||^2_f \right) \right) \]  
(18)
where \( q_i \) is the probability of node \( i \) being contained in the first layer via neighborhood sampling and \( p_{ij} \) is the importance sampling coefficient related to node \( i \) and \( j \). Moreover, \( s_j \) is the probability of node \( i \) being in the cache set \( C \). Under Assumption 1 and 2 in [17] such that \( ||H_{s_j}\Theta||^2_f \leq y \) for all \( i \in |V| \) and \( ||L_{i,x}|| \leq \frac{1}{\sqrt{|V|}} \sum_{i=1}^{|V|} ||L_{i,x}||_0 \) and the definition of the importance sampling coefficient, we arrive
\[ \mathbb{E} [ ||\tilde{Z} - PZ||^2_f ] \leq \sum_{i=1}^{|V|} q_i \cdot \sum_{j=1}^{|V|} p_{ij} \cdot \sum_{s_j} ||L_{ij,x}H_{s_j}\Theta||^2_f \]  
(19)
We evaluate the effectiveness of GNS under inductive supervise setting we run the algorithm with three epochs. We compare GNS with $\mathcal{C}$ Amazon OGBN-products, OGBN-Papers100M dataset and each Amazon [15], OAG-paper various statistics for these datasets.

1. **Node-wise neighbor sampling (NS)** ² [4]: NS is implemented by DGL [14]. The sampling fan-outs of each layer are 15, 10 and 5.

2. **LADIES** ³ [17]: LADIES is implemented by DGL [14]. We sample 512 and 5000 nodes for LADIES per layer, respectively.

3. **LazyGCN** ⁴ [11]: we use the implementation provided by the authors. We set the recycle period size as $R = 2$ and the recycling growth rate as $\rho = 1.1$. The sampler of LazyGCN is set as nodewise sampling with 15 neighborhood nodes in each layer.

GNS, NS and LADIES are parallelized with multiprocessing. For all methods, we use the batch size of 1000. We use two metrics to evaluate the effectiveness of sampling methods: micro F1-score to measure the accuracy and the average running time per epoch to measure the training speed.

We run all experiments on an AWS EC2 g4dn.16xlarge instance with 32 CPU cores, 256GB RAM and one NVIDIA T4 GPU.

4.2 Experiment Results

We evaluate test F1-score and average running time per epoch via using different methods in the case of large-scale dataset. As is shown in Table 3, GNS can obtain the comparable accuracy score compared to NS with 2 $\times$ – 4x speed in training time, using a small cache. The acceleration attributes to the smaller number of nodes in a mini-batch, especially a smaller number of nodes in the input layer (Table 4). This significantly reduces the time of data copy between CPU and GPUs as well as reducing the computation overhead in a mini-batch (Figure 2). In addition, a large number of input nodes have been cached in GPU, which further reduces the time used in data copy between CPU to GPU. GNS scales well to giant graphs with 100 million nodes as long as CPU memory of the machine can accommodate the graph. In contrast, LADIES cannot achieve the state-of-the-art model accuracy and its training speed is actually slower than NS on many graphs. Our experiments also show that LazyGCN cannot achieve good model accuracy with a small mini-batch size, which is not friendly to giant graphs. In addition, The LazyGCN implementation provided by the authors fails to scale to giant graphs (e.g., OAG-paper and OGBN-products) due to the out-of-memory error even with a small mega-batch. Our method is robust to a small mini-batch size and can easily scale to giant graphs.

We plot the convergence rate of all of the training methods on OGBN-products based on the test F1-scores (Figure 3). In this study, LADIES samples 512 nodes per layer and GNS caches 1% of nodes in the graph. The result indicates that GNS achieves similar convergence and accuracy as NS even with a small cache, thereby confirming the theoretical analysis in Section 3.5, while LADIES and LazyGCN fail to converge to good model accuracy.
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3.6 Summary and Discussion

GNS shares many advantages of various sampling methods and is able to avoid their drawbacks. Like node-wise neighbor sampling, it samples neighbors on each node independently and, thus, can be implemented and parallelized efficiently. Due to the cache, GNS tends to avoid the neighborhood explosion in multi-layer GNN. GNS maintains a global and static distribution to sample the cache, which requires only one-time computation and can be easily amortized during the training. In contrast, LADIES computes the sampling distribution for every layer in every mini-batch, which makes the sampling procedure expensive. Even though GNS constructs a mini-batch with more nodes than LADIES, forward and backward computation on a mini-batch is not the major bottleneck in many GNN models for mixed CPU-GPU training. Even though both NS and LazyGCN deploy caching to accelerate computation in mixed CPU-GPU training, they use cache very differently. GNS uses cache to reduce the number of nodes in a mini-batch to reduce computation and data movement between CPU and GPUs. It captures majority of connectivities of nodes in a graph. LazyGCN caches and reuses the sampled graph structure and node data. This requires a large mega-batch size to achieve good accuracy, which makes it difficult to scale to giant graphs. Because LazyGCN uses node-wise sampling or layer-wise sampling to sample mini-batches, it suffers from the problems inherent to these two sampling algorithms. For example, as shown in the experiment section, LazyGCN cannot construct a mega-batch with node-wise neighbor sampling on large graphs.

4 EXPERIMENTS

4.1 Datasets and Setup

We evaluate the effectiveness of GNS under inductive supervise setting on the following real-world large-scale datasets: Yelp [15], and Amazon [15], OAG-paper ¹, OGBN-products [6], OGBN-Papers100M [6]. OAG-paper is the paper citation graph in the medical domain extracted from the OAG graph [12]. On each of the datasets, the task is to predict labels of the nodes in the graphs. Table 2 provides various statistics for these datasets.

For each trial, we run the algorithm with ten epochs on Yelp, Amazon OGBN-products, OGBN-Papers100M dataset and each epoch proceeds for $\frac{|V|}{B_{\text{batch size}}}$ iterations. For the OAG-paper dataset, we run the algorithm with three epochs. We compare GNS with node-wise neighbor sampling (used by GraphSage), LADIES and LazyGCN for training 3-layer GraphSage. The detailed settings with respect to these four methods are summarized as follows:

- **GNS**: GNS is implemented by DGL [14] and we apply GNS on all layers to sample neighbors. The sampling fan-outs of each layer are 15, 10 for the third and second layer. We sample nodes in the first layer (input layer) only from the cache. The size of cached set is $1\% \times |\mathcal{C}|$.

- **Node-wise neighbor sampling (NS)** ² [4]: NS is implemented by DGL [14]. The sampling fan-outs of each layer are 15, 10 and 5.

- **LADIES** ³ [17]: LADIES is implemented by DGL [14]. We sample 512 and 5000 nodes for LADIES per layer, respectively.

- **LazyGCN** ⁴ [11]: we use the implementation provided by the authors. We set the recycle period size as $R = 2$ and the recycling growth rate as $\rho = 1.1$. The sampler of LazyGCN is set as nodewise sampling with 15 neighborhood nodes in each layer.

- $\mathcal{C}$ denotes the average degree and $B_{\text{out}}$ is the size of nodes at the output layer.

\[
\sum_{i=1}^{\mathcal{C}} \sum_{j=1}^{B_{\text{out}}} q_i \cdot p_{ij} \cdot s_j \| L_{0,i} H_{0,i} \Theta \|_2^2 \\
\leq \frac{C B_{\text{out}} C_d^3 |L|_F^2}{|V|},
\]

where $C_d$ denotes the average degree and $B_{\text{out}}$ is the size of nodes at the output layer.

\[\mathcal{C} = \sum_{i=1}^{\mathcal{C}} \sum_{j=1}^{B_{\text{out}}} q_i \cdot p_{ij} \cdot s_j \| L_{0,i} H_{0,i} \Theta \|_2^2 \leq \frac{C B_{\text{out}} C_d^3 |L|_F^2}{|V|}.
(19)\]
Table 2: Dataset statistics.

| Dataset   | Nodes    | Edges       | Avg. Deg | Feature | Classes | Multiclass | Train / Val / Test |
|-----------|----------|-------------|----------|---------|---------|------------|-------------------|
| Yelp      | 716,847  | 6,977,410   | 10       | 300     | 100     | Yes        | 0.75 / 0.10 / 0.15 |
| Amazon    | 1,598,960| 132,169,734 | 83       | 200     | 107     | Yes        | 0.85 / 0.05 / 0.10  |
| OAG-paper | 15,257,994| 220,126,508 | 14       | 768     | 146     | Yes        | 0.43 / 0.05 / 0.05  |
| OGBN-products | 2,449,029| 123,718,280 | 51       | 100     | 47      | No         | 0.10 / 0.02 / 0.88  |
| OGBN-Papers100M | 111,059,956| 3,231,371,744| 30  | 128     | 172     | No         | 0.01 / 0.001 / 0.002 |

Table 3: Performance of different sampling approaches.

| Dataset (hidden layer dimension) | Metric         | NS      | LADIES (512) | LADIES (5000) | LazyGCN | GNS |
|---------------------------------|----------------|---------|---------------|---------------|---------|-----|
| Yelp (512)                      | F1-Score (%)   | 62.54   | 59.32         | 61.04         | 35.58   | 63.20 |
|                                 | Time per epoch (s) | 58.5    | 62.1          | 237.9         | 1248.7  | 23.1 |
| Amazon (512)                    | F1-Score (%)   | 76.69   | 76.46         | 77.05         | 31.08   | 76.13 |
|                                 | Time per epoch (s) | 89.5    | 613.4         | 3234.2        | 3280.2  | 42.8 |
| OAG-paper (256)                 | F1-Score (%)   | 50.23   | 43.51         | 46.72         | N/A     | 49.23 |
|                                 | Time per epoch (s) | 3203.2  | 2108.0        | 7956.0        | 819.4   |     |
| OGBN-products (256)             | F1-Score (%)   | 78.44   | 70.32         | 75.36         | 69.78   | 78.01 |
|                                 | Time per epoch (s) | 25.6    | 45.4          | 223.5         | 264.2   | 11.9 |
| OGBN-Papers100M (256)           | F1-Score (%)   | 63.61   | 57.94         | 59.23         | N/A     | 63.31 |
|                                 | Time per epoch (s) | 462.2   | 152.7         | 313.2         | 98.5    |     |

The results were obtained by training a 3-layer GraphSage with hidden state dimension as 512 on Yelp and Amazon dataset, and 256 on the rest, using four methods. We update the model with a mini-batch size of 1000 and ADAM optimizer with a learning rate of 0.003 for all training methods. We use the efficient implementation of node-wise neighbor sampling, LADIES and GNS in DGL, parallelized with multiprocessing. The number of sampling workers is 4. The column labeled "LADIES(512)" means sampling 512 nodes at each layer and "LADIES(5000)" means sampling 5000 nodes in each layer. In GNS, the size of cached was 1% of |V|.

LazyGCN runs out of GPU memory on OAG-paper and OGBN-Papers100M.

![Figure 2: Runtime breakdown (s) of each component in mini-batch training of NS and GNS on OGBN-products and OAG-paper graphs.](image)

One of reasons why LADIES suffers poor performance is that it tends to construct a mini-batch with many isolated nodes, especially for nodes in the first layer (Table 5). When training three-layer GCN on OGBN-products with LADIES, the percentage of isolated nodes in the first layer under different numbers of layerwise sampled nodes is illustrated in Tables 5.

LazyGCN requires a large batch size to train GCN on large graphs, which usually leads to out of memory. Under the same setting of the paper [11], we investigate the performance of nodewise lazyGCN on Yelp dataset with different mini-batch sizes. As shown in Figure 4, LazyGCN performs poorly at the small mini-batch size. This may be caused by training with less representative graph data in megabatch when recycling a small batch.

Table 4: The average number of input nodes in a mini-batch of NS and GNS as well as the average number of input nodes from the cache of GNS.

| Dataset    | #input nodes (NS) | #input nodes (GNS) | #cached nodes (GNS) |
|------------|-------------------|--------------------|--------------------|
| Yelp       | 151341            | 24150              | 5796               |
| Amazon     | 132288            | 19063              | 13986              |
| OGBN-products | 433928        | 88137              | 21552              |
| OAG-paper  | 408854            | 102984             | 56422              |
| OGBN-Papers100M | 507405 | 155128             | 111923             |

Table 5: Percentage of isolated training nodes in LADIES.

| # of sampled nodes/layer | 256 | 512 | 1000 | 5000 | 10000 |
|--------------------------|-----|-----|------|------|-------|
| % of isolated target nodes | 52.5 | 45.2 | 24.0 | 3.9  | 0     |

Percentage of isolated nodes in the first layer when training three-layer GCN on OGBN-products with LADIES.
with respect to different values of cache update period sizes $P$ (e.g., 10 epochs). The main bottleneck in mixed CPU-GPU training. GNS creates a global cache to facilitate neighbor sampling and periodically updates the cache. Therefore, it reduces data movement between CPU and GPU.

We empirically demonstrate the advantages of the proposed algorithm in convergence rate, computational time, and scalability to giant graphs. Our proposed method has a significant speedup in training on large-scale dataset. We also theoretically analyze GNS and show that even with a small cache size, it enjoys a comparable convergence rate as the node-wise sampling method.
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A PROOF OF THEOREM 1

By extending Lemma 4 in [11], we conclude that $\mathbb{E}[\|\nabla J(\hat{\theta})\|^2]$ depends on $\frac{1}{T} \sum_{t=1}^{T} \mathbb{E}[\|\nabla J_B(\theta_t) - \nabla J(\theta_t)\|^2]$. To complete the proof of theorem 1, we first present few vital lemmas. To be specific, Lemma 1 characterizes the bounds on $\frac{1}{T} \sum_{t=1}^{T} \mathbb{E}[\|\nabla J_B(\theta_t) - \nabla J(\theta_t)\|^2]$.

**Lemma 1.** Denote $N^i$ as the number of the neighborhood nodes with respect to $i \in V$ sampled uniformly at random on $t$-th layer. The cached nodes in the set $\mathcal{C}$ with the size of $|\mathcal{C}|$ are sampled without replacement according to $p_{\text{cache}}$. The dimension of node feature is denoted as $n$ and the size of mini-batch is denoted as $B$. Define $\hat{G} = |\mathcal{C}|/|V|$ and $C_{d} = \sum_{i \in \mathcal{V}} \log(\alpha_i)/|V|$ with the constant $c > 0$. Under Assumption 1, the expected mean-square error of stochastic gradient $\nabla J_B(\theta)$ derived from Algorithm 1 to the full gradient is bounded by

$$
\text{MSE} := \frac{1}{T} \sum_{t=1}^{T} \mathbb{E} \left[ \| \nabla J_B(\theta_t) - \nabla J(\theta_t) \|^2 \right] 
\leq O \left( \frac{L^2 \log(4n/\delta) + 1/2}{B} \right) + O \left( \frac{L^2 \log(4n/\delta) + 1/2}{cCC_d N^i_1 N^j_2} \right) + O \left( \frac{L^2 \log(4n/\delta)}{cCC_d N^i_1 N^j_2} \right) .
$$

(A.1)

**Proof.** According to the inequality, $\|a + b\|^2 \leq 2\|a\|^2 + 2\|b\|^2$, MSE (A.1) can be decomposed into two parts:

$$
\text{MSE} := \frac{1}{T} \sum_{t=1}^{T} \mathbb{E} \left[ \| \nabla J_B(\theta_t) - \nabla J(\theta_t) \|^2 \right] 
\leq 2 \frac{1}{T} \sum_{t=1}^{T} \mathbb{E} \left[ \| \nabla J_B(\theta_t) - \nabla J_B(\theta_t) \|^2 \right] 
+ 2 \frac{1}{T} \sum_{t=1}^{T} \mathbb{E} \left[ \| \nabla J_B(\theta_t) - \nabla J(\theta_t) \|^2 \right] .
$$

(A.2)

Two terms in (A.2) are bounded by Lemma 2 and 3, respectively.

**Lemma 2.** Based on the notations in Lemma 1, with probability exceeding $1 - \delta$ we have

$$
\mathbb{E}[\|\nabla J_B(\theta) - \nabla J(\theta)\|^2] 
\leq 128L^2 \log(4n/\delta) + 1/2 
+ 64L^2 \log(4n/\delta) 
+ 128L^2 \log(4n/\delta) + 1/2 
+ 64L^2 \log(4n/\delta) 
+ 128L^2 \log(4n/\delta) + 1/2 
\leq 128L^2 \log(4n/\delta) + 1/2 
+ 64L^2 \log(4n/\delta) 
+ 128L^2 \log(4n/\delta) + 1/2 
+ 64L^2 \log(4n/\delta) .
$$

(A.3)

**Proof.** The proof of Lemma 2 is provided in Appendix B.

**Lemma 3.** Based on the notations in Lemma 1, with probability exceeding $1 - \delta$ we have

$$
\mathbb{E}[\|\nabla J_B(\theta) - \nabla J(\theta)\|^2] 
\leq 128L^2 \log(4n/\delta) + 1/2.
$$

(A.4)

**Proof.** Besides the definition of $\nabla J_B(\theta)$ (B.1), $\nabla J(\theta)$ is given as

$$
\nabla J(\theta) = \frac{1}{|V|} \sum_{i \in V} A_1^i A_2^i.
$$

(A.5)

where $A_1^i, A_2^i$ are represented by (B.2) and (B.3), respectively.

For simplicity, we denote

$$
\mathbb{E}[\|\nabla J(\theta)\|^2] 
\leq \mathbb{E}[\|\nabla J_B(\theta) - \nabla J(\theta)\|^2] .
$$

(A.6)

$$
\leq \mathbb{E} \left[ \frac{1}{|V|} \sum_{i \in V} A_1^i A_2^i \right] 
\leq \mathbb{E} \left[ \frac{1}{|V|} \sum_{i \in V} A_1^i A_2^i \right] .
$$

(A.7)

$$
\leq 128L^2 \log(4n/\delta) + 1/2 
+ 64L^2 \log(4n/\delta) 
+ 128L^2 \log(4n/\delta) + 1/2 
+ 64L^2 \log(4n/\delta) .
$$

(A.8)

where the last inequality comes from Lemma 4.

**B PROOF OF Lemma 2**

To bound $\mathbb{E}[\|\nabla J_B(\theta) - \nabla J(\theta)\|^2]$, we begin with the definition of $\nabla J_B(\theta)$ and $\nabla J(\theta)$, which is given by

$$
\nabla J_B(\theta) = \frac{1}{B} \sum_{i \in V_B} A_1^i A_2^i,
$$

(B.1)

where

$$
A_1^i = \nabla f_i \left( \frac{1}{|N(i)|} \sum_{j \in N(i)} \frac{1}{|N(j)|} \sum_{k \in N(j)} \nabla g_{jk}(\theta) \right),
$$

(B.2)

$$
A_2^i = \frac{1}{|N(i)|} \sum_{j \in N(i)} \frac{1}{|N(j)|} \sum_{k \in N(j)} \nabla g_{jk}(\theta).
$$

(B.3)

$$
\nabla J_B(\theta) = \frac{1}{B} \sum_{i \in V_B} B_1^i B_2^i.
$$

(B.4)

where

$$
B_1^i = \nabla f_i \left( \frac{1}{|N^i_2(j)|} \sum_{j \in N^i_2(j)} \frac{1}{|N^i_1(j)|} \sum_{k \in N^i_1(j)} \frac{1}{p_k} \nabla g_{jk}(\theta) \right).
$$

(B.5)

$$
B_2^i = \frac{1}{|N^i_2(j)|} \sum_{j \in N^i_2(j)} \frac{1}{|N^i_1(j)|} \sum_{k \in N^i_1(j)} \nabla g_{jk}(\theta).
$$

(B.6)

For simplicity, we denote

$$
\mathbb{E}[\|\nabla J_B(\theta) - \nabla J(\theta)\|^2] 
\leq \mathbb{E}[\|\nabla J(\theta)\|^2] .
$$

(A.7)

Based on the inequalities $\| \frac{1}{n} \sum_{i=1}^{n} a_i \| \leq \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \|a_i\|$ and $\|a + b\| \leq \|a\| + \|b\|$, we arrive

$$
\mathbb{E}[\|\nabla J_B(\theta) - \nabla J(\theta)\|^2] 
\leq \mathbb{E} \left[ \|B_1^i\|^2 \right] 
+ \mathbb{E} \left[ \|B_2^i - A_1^i\|^2 \right] 
+ \mathbb{E} \left[ \|A_2^i\|^2 \right] .
$$

(B.7)

We shall bound two terms in (B.7).

1. The first term: for $\mathbb{E} \left[ \|B_1^i\|^2 \right]$, we have

$$
\mathbb{E} \left[ \|B_1^i\|^2 \right] \leq L_f^2 .
$$

(B.8)
In terms of \( \mathbb{E} \left[ \| B_i^g - A_i^g \|^2 \right] \), we have
\[
\mathbb{E} \left[ \| B_i^g - A_i^g \|^2 \right] = L_g^2 \mathbb{E} \left[ \left\| \sum_{j \in N_i^g} \sum_{k \in N_i^j} \frac{p_k^{(1)}}{N_i^g C_2^i N_i^j C_1} \nabla g_{jk}(\theta) \right\|^2 \right]
- \mathbb{E} \left[ \sum_{j \in N_i^g} \mathbb{E} \left[ \sum_{k \in N_i^j} \frac{1}{(N_i^g)^2} \left| \nabla g_{jk}(\theta) \right|^2 \right] \right] \leq 64L_g^2 \log \frac{4n/\delta}{cC_d N_i^g N_i^j},
\] (B.9)
where the last inequality comes from Lemma 4.

(2) The second term: for \( \mathbb{E} \left[ \| A_i^g \|^2 \right] \), we have
\[
\mathbb{E} \left[ \| A_i^g \|^2 \right] \leq L_g^2.
\] (B.10)
In terms of \( \mathbb{E} \left[ \| B_i^1 - A_i^1 \|^2 \right] \), we have
\[
\mathbb{E} \left[ \| B_i^1 - A_i^1 \|^2 \right] = L_f^2 \mathbb{E} \left[ \left\| \sum_{j \in N_i^1} \sum_{k \in N_i^j} \frac{p_k^{(1)}}{N_i^1 C_2 N_i^2 C_1} g_{jk}(\theta) \right\|^2 \right]
- \mathbb{E} \left[ \sum_{j \in N_i^1} \mathbb{E} \left[ \sum_{k \in N_i^j} \frac{1}{(N_i^1)^2} \left| g_{jk}(\theta) \right|^2 \right] \right] \leq 128L_f^2 \log \frac{4n/\delta}{cC_d N_i^1 N_i^2}.
\] (B.11)
where the last inequality comes from Lemma 4.

By integrating inequalities (B.8), (B.11), (B.10), (B.9), it yields
\[
\mathbb{E} \left[ \left\| \nabla \bar{g}_\theta(\theta) - \nabla g_{\theta}(\theta) \right\|^2 \right] \leq 128L_f^2 L_g^2 \log \frac{4n/\delta}{cC_d N_i^1 N_i^2} + 1/2 + 64L_g^2 L_f^2 \log \frac{4n/\delta}{cC_d N_i^1 N_i^2}.
\] (B.12)

**Lemma 4.** Based on the notations in Lemma 1, with probability \( 1 - \delta \) we have
\[
\mathbb{E} \left[ \left\| \sum_{j \in N_i^g} \sum_{k \in N_i^j} \frac{p_k^{(1)}}{N_i^g C_2 N_i^j C_1} \nabla g_{jk}(\theta) \right\|^2 \right] - \mathbb{E} \left[ \sum_{j \in N_i^g} \mathbb{E} \left[ \sum_{k \in N_i^j} \frac{1}{(N_i^g)^2} \left| \nabla g_{jk}(\theta) \right|^2 \right] \right] \leq 8 \sqrt{2} L_g \sqrt{\log \frac{4n/\delta}{cC_d N_i^g N_i^j} + 1/2} \forall i \in \mathcal{V},
\] (B.13)
\[
\mathbb{E} \left[ \left\| \sum_{j \in N_i^1} \sum_{k \in N_i^j} \frac{p_k^{(1)}}{N_i^1 C_2 N_i^j C_1} \nabla g_{jk}(\theta) \right\|^2 \right] - \mathbb{E} \left[ \sum_{j \in N_i^1} \mathbb{E} \left[ \sum_{k \in N_i^j} \frac{1}{(N_i^1)^2} \left| \nabla g_{jk}(\theta) \right|^2 \right] \right] \leq 8 \sqrt{2} L_f \sqrt{\log \frac{4n/\delta}{cC_d N_i^1 N_i^2} + 1/2} \forall i \in \mathcal{V}.
\] (B.14)
where \( C_d = \sum_{i \in \mathcal{V}} \deg(v_i) / |\mathcal{V}| \) with the constant \( c > 0 \).

Proof. The proof is derived from the proof of Lemma 6 in [8] and Lemma 10 and 11 in [11]. Based on the definition of \( p_k^{(1)} \), for \( i \in \mathcal{V} \), we have
\[
\mathbb{E} \left[ \left\| \sum_{j \in N_i^g} \sum_{k \in N_i^j} \frac{p_k^{(1)}}{N_i^g C_2 N_i^j C_1} \nabla g_{jk}(\theta) \right\|^2 \right] - \mathbb{E} \left[ \sum_{j \in N_i^g} \mathbb{E} \left[ \sum_{k \in N_i^j} \frac{1}{(N_i^g)^2} \left| \nabla g_{jk}(\theta) \right|^2 \right] \right] \leq 8 \sqrt{2} L_g \sqrt{\log \frac{4n/\delta}{cC_d N_i^g N_i^j} + 1/2} \forall i \in \mathcal{V},
\] (B.15)
Similarly, there is
\[
\mathbb{E} \left[ \left\| \sum_{j \in N_i^1} \sum_{k \in N_i^j} \frac{p_k^{(1)}}{N_i^1 C_2 N_i^j C_1} \nabla g_{jk}(\theta) \right\|^2 \right] - \mathbb{E} \left[ \sum_{j \in N_i^1} \mathbb{E} \left[ \sum_{k \in N_i^j} \frac{1}{(N_i^1)^2} \left| \nabla g_{jk}(\theta) \right|^2 \right] \right] \leq 8 \sqrt{2} L_f \sqrt{\log \frac{4n/\delta}{cC_d N_i^1 N_i^j} + 1/2} \forall i \in \mathcal{V}.
\] (B.16)
The value of \( N_i^g \) and \( N_i^1 \) depend on the predefined number of neighborhood nodes sampled uniformly at random in each layer, i.e., \( N_i^g, N_i^1 \), the ratio of cached nodes to the whole graph nodes, i.e., \( \bar{C} = |\mathcal{C}| / |\mathcal{V}| \) and the sampling probability \( \mathcal{P} \). Thus, \( N_i^g \) can be approximated by \( N_i^g = cC_d N_i^1 \) where \( c = \sum_{i \in \mathcal{V}} \deg(v_i) / |\mathcal{V}| \) with the constant \( \bar{C} > 0 \). Based on the above, the proof can be completed by extending the proof of Lemma 10 and 11 in [11].

Given the sampled set \( S_1, S_2 \) and \( V_{ij}(\theta) = \frac{1}{|S_1| \cdot |S_2|} \sum_{i \in S_1} \sum_{j \in S_2} V_{ij}(\theta) \),
where \( V_{ij}(\theta) \in \mathbb{R}^n \) is \( L_0 \)-Lipschitz continuous for all \( i, j \), the proof can be completed via Bernstein’s bound with a sub-Gaussian tail, given by we have
\[
\mathbb{P} \left( \left| \mathbb{E} \left[ V_{ij}(\theta) \right] - \mathbb{E} \left[ V_{ij}(\theta) \right] \right| \geq \epsilon \right) \leq 4n \cdot \exp \left( - \frac{\epsilon^2 |S_1| \cdot |S_2| + 1}{64L_0^2} \right),
\] (B.17)
where \( \epsilon \leq 2L_0 \).

Finally, let \( \delta \) as the upper bound of Bernstein inequality
\[
\delta = 4n \cdot \exp \left( - \frac{\epsilon^2 |S_1| \cdot |S_2| + 1}{64L_0^2} \right).
\] (B.18)

Therefore, we have
\[
\epsilon = 8 \sqrt{2} L_0 \sqrt{\log \frac{4n/\delta}{|S_1| \cdot |S_2|}}.
\] (B.19)
The inequality (B.14) can be clarified in similar way. \( \square \)