Extensions of ADMM for Separable Convex Optimization Problems with Linear Equality or Inequality Constraints
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Abstract. The alternating direction method of multipliers (ADMM) proposed by Glowinski and Marrocco is a benchmark algorithm for two-block separable convex optimization problems with linear equality constraints. It has been modified, specified, and generalized from various perspectives to tackle more concrete or complicated application problems. Despite its versatility and phenomenal popularity, it remains unknown whether or not the ADMM can be extended to separable convex optimization problems with linear inequality constraints. In this paper, we lay down the foundation of how to extend the ADMM to two-block and multiple-block (more than two blocks) separable convex optimization problems with linear inequality constraints. From a high-level and methodological perspective, we propose a unified framework of algorithmic design and a roadmap for convergence analysis in the context of variational inequalities, based on which it is possible to design a series of concrete ADMM-based algorithms with provable convergence in the prediction-correction structure. The proposed algorithmic framework and roadmap for convergence analysis are eligible to various convex optimization problems with different degrees of separability, in which both linear equality and linear inequality constraints can be included. The analysis is comprehensive yet can be presented by elementary mathematics, and hence generically understandable.
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1 Introduction

The alternating direction method of multipliers (ADMM) was proposed originally in [13] by Glowinski and Marrocco for solving nonlinear elliptic problems, and it has become a benchmark algorithm for solving various convex optimization problems with linear equality constraints and separable objective functions without coupled variables. Methodologically, it can be regarded as a splitting version of the classic augmented Lagrangian method (ALM) proposed in [24,27]. It has found applications in an extremely broad range of areas, particularly in fields related to data science such as machine learning, computer vision, and distributed/centralized optimization. When a concrete application is considered, the original ADMM may need to be modified or specified appropriately from various perspectives to better capture the underlying structures and properties of the specific model. Some such examples include its linearized/proximal versions as proposed in [17,18]. It has also inspired many more generalized versions for solving more complicated problems, among which are a series of ADMM variants for solving multiple-block separable convex optimization problems whose objective functions consist of more than two blocks of components without coupled variables. We refer to, e.g. [3,8,12,16], for some survey papers about the ADMM, among a large volume of literatures. Despite the versatility and phenomenal popularity of ADMM, it remains unknown whether or not it can be extended to separable convex optimization problems with linear inequality constraints, even for two-block separable convex optimization problems.
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Let us start with the canonical two-block separable convex optimization problem with linear equality constraints

\[
\min \left\{ \theta_1(x) + \theta_2(y) \mid Ax + By = b, x \in \mathcal{X}, y \in \mathcal{Y} \right\}, \tag{1.1}
\]

where \( \theta_i : \mathbb{R}^{n_i} \to \mathbb{R} \) \((i = 1, 2)\) are closed proper convex functions and they are not necessarily smooth; \( \mathcal{X} \subseteq \mathbb{R}^{n_1} \) and \( \mathcal{Y} \subseteq \mathbb{R}^{n_2} \) are closed convex sets; \( A \in \mathbb{R}^{m \times n_1} \) and \( B \in \mathbb{R}^{m \times n_2} \) are given matrices; \( b \in \mathbb{R}^m \) is a given vector. Let \( \lambda \in \mathbb{R}^m \) be the Lagrange multiplier and consider the Lagrangian function of the problem (1.1)

\[
L_E(x, y, \lambda) = \theta_1(x) + \theta_2(y) - \lambda^T (Ax + By - b), \quad (x, y, \lambda) \in \mathcal{X} \times \mathcal{Y} \times \mathbb{R}^m. \tag{1.2}
\]

Then, the iterative scheme of the ADMM for solving (1.1) reads as

\[
\text{(ADMM)} \begin{cases}
    x^{k+1} \in \arg \min \left\{ L_E(x, y^k, \lambda^k) + \frac{\beta}{2} \| Ax + By^k - b \|^2 \mid x \in \mathcal{X} \right\}, \\
y^{k+1} \in \arg \min \left\{ L_E(x^{k+1}, y, \lambda^k) + \frac{\beta}{2} \| Ax^{k+1} + By - b \|^2 \mid y \in \mathcal{Y} \right\}, \\
\lambda^{k+1} = \arg \max \left\{ L_E(x^{k+1}, y^{k+1}, \lambda) - \frac{1}{2\beta} \| \lambda - \lambda^k \|^2 \mid \lambda \in \mathbb{R}^m \right\},
\end{cases} \tag{1.3}
\]

where \( \beta > 0 \) is the penalty parameter. That is, the ADMM (1.3) generates the new output \((x^{k+1}, y^{k+1}, \lambda^{k+1})\) with the input \((y^k, \lambda^k)\). Note that the update of \( \lambda^{k+1} \) in (1.3) can be explicitly expressed as

\[
\lambda^{k+1} = \lambda^k - \beta (Ax^{k+1} + By^{k+1} - b).
\]

We refer to, e.g., [10][11][14][21][22][30], for some convergence study of the ADMM (1.3). The ADMM (1.3) updates the variables \( x \) and \( y \) by treating the functions \( \theta_1 \) and \( \theta_2 \) separately in its iterations, and the subproblems in (1.3) are usually much easier than the original problem (1.1). For many application problems, the subproblems in (1.3) could be easy enough to have closed-form solutions or be solved up to high precisions. This feature mainly accounts for the versatility and efficiency of the ADMM (1.3) in various areas. Certainly, how difficult the resulting subproblems in (1.3) are still depends on the corresponding functions, coefficient matrices, and constraint sets; and many variants of the ADMM (1.3) have been proposed in the literatures for more meticulous studies. But we only concentrate on the foundational case (1.3), and for succinctness, we do not further elaborate on more detailed cases such as how to solve the resulting subproblems.

If the linear equality constraints in (1.1) are changed to linear inequality constraints while all the other settings are remained, we obtain the following model:

\[
\min \left\{ \theta_1(x) + \theta_2(y) \mid Ax + By \geq b, x \in \mathcal{X}, y \in \mathcal{Y} \right\}. \tag{1.4}
\]

The two-block separable convex optimization model (1.4) with linear inequality constraints captures particular applications such as the support vector machine with a linear kernel in [5][29] and its variants in [25][26]. To solve (1.4), it is easy to see that it can be reformulated as the following three-block separable model with linear equality constraints:

\[
\min \left\{ \theta_1(x) + \theta_2(y) \mid Ax + By - z = b, x \in \mathcal{X}, y \in \mathcal{Y}, z \in \mathbb{R}^m_+ \right\}, \tag{1.5}
\]

where \( z \in \mathbb{R}^m_+ \) is an auxiliary variable. Then, a direct extension of the ADMM (1.3) can be applied to the reformulated model (1.5). More specifically, let \( \lambda \in \mathbb{R}^m \) be the Lagrange multiplier and the Lagrangian function of (1.5) be

\[
L_E(x, y, z, \lambda) = \theta_1(x) + \theta_2(y) - \lambda^T (Ax + By - z - b), \quad (x, y, z, \lambda) \in \mathcal{X} \times \mathcal{Y} \times \mathbb{R}^m_+ \times \mathbb{R}^m. \tag{1.6}
\]
Directly extending the ADMM (1.3) to (1.5) results in the scheme

\[
\begin{align*}
(x^{k+1}, y^{k+1}, z^{k+1}, \lambda^{k+1}) &= \arg \min \{ L_E(x, y^k, z^k, \lambda^k) + \frac{\beta}{2} \| Ax + By^k - z^k - b \|^2 \mid x \in X \}, \\
y^{k+1} &= \arg \min \{ L_E(x^{k+1}, y, z^k, \lambda^k) + \frac{\beta}{2} \| Ax + By - z^k - b \|^2 \mid y \in Y \}, \\
z^{k+1} &= \arg \min \{ L_E(x^{k+1}, y^{k+1}, z, \lambda^k) + \frac{\beta}{2} \| Ax + By^{k+1} - z - b \|^2 \mid z \in \mathbb{R}^m \}, \\
\lambda^{k+1} &= \arg \max \{ L_E(x^{k+1}, y^{k+1}, z^{k+1}, \lambda) - \frac{\beta}{2} \| \lambda - \lambda^k \|^2 \mid \lambda \in \mathbb{R}^m \},
\end{align*}
\]

(1.7)

where $\beta > 0$ is also the penalty parameter. According to [5], however, convergence of the direct extension of ADMM (1.7) is not guaranteed unless more restrictive conditions on the objective functions, coefficient matrices, as well as the penalty parameter, are additionally posed. Alternatively, the scheme (1.7) should be revised appropriately to render the convergence. For example, the output of (1.7) should be further corrected by those correction steps studied in [19, 20, 23].

The number of blocks really matters for extensions of the ADMM (1.3), from both theoretical and numerical perspectives. In the literatures, there are numerous numerical studies showing that, when the ADMM (1.3) and its variants are applied, it is generally not preferred to artificially create more blocks of variables/functions by introducing auxiliary variables. One reason is the mentioned lack of theoretical guarantee of convergence as rigorously analyzed in [5]. Another more subtle reason is that if the underlying augmented Lagrangian function is decomposed by more than twice (which is usually for the sake of obtaining subproblems as easy as those in (1.3)), then the approximation to the underlying augmented Lagrangian function might be too inaccurate and accordingly the resulting scheme may become numerically slower or even divergent. One more consequence is that tuning the penalty parameter $\beta$ usually becomes more challenging when the underlying augmented Lagrangian function is decomposed into too many blocks. This consequence is certainly based on experience and empirical study, instead of rigorous theory. Hence, for the generic two-block convex optimization model with linear inequality constraints (1.4), it is interesting to discuss whether or not we can extend the original ADMM (1.3) in some senses that all the major features and structures of the original ADMM (1.3) can be kept. That is, the underlying augmented Lagrangian function should be decomposed only twice at each iteration, the resulting subproblems should be as easy as those in (1.3), and the convergence can be rigorously guaranteed without extra conditions. To the best of our knowledge, this question remains unknown and our main purpose is to answer this question.

Let us combine both (1.1) and (1.4) in our discussion, and consider the general two-block separable convex optimization model with linear equality or inequality constraints

\[
\min \{ \theta_1(x) + \theta_2(y) \mid Ax + By = b \text{ (or } \geq b), x \in X, y \in Y \},
\]

(1.8)

in which the settings are the same as those in (1.1) and (1.4). The solution set of the model (1.8) is assumed to be nonempty. Our main interest is certainly the case of (1.8) with linear inequality constraints, i.e., (1.4). The reason for considering (1.8) is that the algorithmic framework and the roadmap for convergence analysis to be presented are eligible to both (1.1) and (1.4). Another reason is that, as mentioned, we prefer to keep the features and structures of the original ADMM (1.3) when the linear inequality constraints are considered in (1.8) because of both theoretical and numerical purposes. Hence, treating (1.1) and (1.4) uniformly can help us discern the difference of the to-be-proposed algorithms from the original ADMM (1.3) more clearly. From a high-level and methodological perspective, we will propose a unified framework of algorithmic design and convergence analysis for the model (1.8), with which a series of specific algorithms can be easily designed and their convergence can be proved uniformly by following a common
roadmap without any additional conditions on the functions, coefficient matrices, or the penalty parameter. We aim at laying down the foundation of algorithmic design and convergence analysis for extensions of the ADMM (1.3) from the canonical two-block model (1.1) to the more general one (1.8), as well as to the even more complicated multiple-block one (6.1).

The rest of this paper is organized as follows. In Section 2, we review the variational inequality characterization of the model (1.8). Our analysis will be mainly conducted in the variational inequality context. Then, we extend the ADMM (1.3) and propose a prototypical algorithmic framework in Section 3; its convergence is also proved in this section. In Sections 4 and 5, we specify the prototypical algorithmic framework as two concrete algorithms for the model (1.8). In Sections 6-8, we consider a multiple-block generalized model of (1.8), i.e., (6.1), and parallelize the analysis in Sections 3-5 respectively. In Section 9, we give an overview of how the proposed algorithmic frameworks can be unified for convex optimization problems with different degrees of separability. Finally, some conclusions are drawn in Section 10.

2 Variational inequality characterization

In this section, we summarize some preliminaries for further analysis. In particular, the variational inequality (VI) characterizations of the optimization problems appearing in our discussion are crucial. As analyzed in our previous works such as [21,23], the VI approach appears to be a convenient and powerful tool for us to look into the structure of the problem under discussion, as well as to conduct convergence analysis. Our analysis in this paper will also be conducted in the context of variational inequalities.

We start from the VI representation of the optimality condition of a convex optimization problem. The following lemma will be frequently used in our following analysis. Its proof is elementary and it can be found in, e.g., [2].

Lemma 2.1. Consider the optimization problem

$$\min \left\{ \theta(z) + f(z) \mid z \in \mathcal{Z} \right\},$$

where $\mathcal{Z} \subset \mathbb{R}^n$ is a closed convex set, $\theta(z)$ and $f(z)$ are convex functions. If $f$ is differentiable on an open set which contains $\mathcal{Z}$, and the solution set of this problem is nonempty, then we have that

$$z^* \in \arg \min \left\{ \theta(z) + f(z) \mid z \in \mathcal{Z} \right\} \tag{2.1a}$$

if and only if

$$z^* \in \mathcal{Z}, \quad \theta(z) - \theta(z^*) + (z - z^*)^T \nabla f(z^*) \geq 0, \quad \forall \ z \in \mathcal{Z}. \tag{2.1b}$$

Now, let us focus on the model (1.8) and derive its optimality condition in terms of the VI formulation. Without ambiguity of notation, let us reuse $\lambda$ for the Lagrange multiplier and consider the Lagrangian function of the problem (1.8)

$$L(x, y, \lambda) = \theta_1(x) + \theta_2(y) - \lambda^T (Ax + By - b), \quad (x, y, \lambda) \in \mathcal{X} \times \mathcal{Y} \times \Lambda, \tag{2.2}$$

where

$$\Lambda = \begin{cases} \mathbb{R}^m, & \text{if } Ax + By = b, \\ \mathbb{R}_+^m, & \text{if } Ax + By \geq b. \end{cases}$$

Furthermore, let $\Omega := \mathcal{X} \times \mathcal{Y} \times \Lambda$. We call a point $(x^*, y^*, \lambda^*)$ defined on $\Omega$ a saddle point of the Lagrangian function (2.2) if it satisfies the inequalities

$$L_{\lambda \in \Lambda}(x^*, y^*, \lambda) \leq L(x^*, y^*, \lambda^*) \leq L_{x \in \mathcal{X}, y \in \mathcal{Y}}(x, y, \lambda^*).$$
Obviously, a saddle point can be characterized by

\[
(x^*, y^*, \lambda^*) \in \Omega, \quad \begin{cases} 
L(x, y^*, \lambda^*) - L(x^*, y^*, \lambda^*) \geq 0, \quad \forall x \in \mathcal{X}, \\
L(x^*, y, \lambda^*) - L(x^*, y^*, \lambda^*) \geq 0, \quad \forall y \in \mathcal{Y}, \\
L(x^*, y^*, \lambda^*) - L(x^*, y^*, \lambda) \geq 0, \quad \forall \lambda \in \Lambda.
\end{cases}
\]

Alternatively, according to Lemma 2.1, the inequalities above can be written as the following VIs:

\[
(x^*, y^*, \lambda^*) \in \Omega, \quad \begin{cases} 
\theta_1(x) - \theta_1(x^*) + (x - x^*)^T(-A^T\lambda^*) \geq 0, \quad \forall x \in \mathcal{X}, \\
\theta_2(y) - \theta_2(y^*) + (y - y^*)^T(-B^T\lambda^*) \geq 0, \quad \forall y \in \mathcal{Y}, \\
(\lambda - \lambda^*)^T(Ax^* + By^* - b) \geq 0, \quad \forall \lambda \in \Lambda.
\end{cases}
\]

More compactly, (2.3) can be rewritten as

\[
w^* \in \Omega, \quad \theta(u) - \theta(u^*) + (w - w^*)^TF(w^*) \geq 0, \quad \forall w \in \Omega,
\]

where

\[
w = \begin{pmatrix} x \\ y \\ \lambda \end{pmatrix}, \quad u = \begin{pmatrix} x \\ y \end{pmatrix}, \quad \theta(u) = \theta_1(x) + \theta_2(y), \quad F(w) = \begin{pmatrix} -A^T\lambda \\ -B^T\lambda \\ Ax + By - b \end{pmatrix}.
\]

It is clear that the function \( \theta(u) \) is convex and the operator \( F \) in (2.4b) is affine with a skew-symmetric matrix. Thus, we have

\[(w - \bar{w})^T(F(w) - F(\bar{w})) \equiv 0, \quad \forall w, \bar{w}.
\]

The solution set of the VI (2.4) is denoted by \( \Omega^* \), which is also the set of the saddle points of the Lagrangian function (2.2) defined on \( \Omega \).

## 3 Prototypical algorithmic framework

In this section, we focus on the VI reformulation (2.4), and propose an algorithmic framework conceptually in the context of variational inequalities. This algorithmic framework will be the prototype for various specific algorithms and we will show how to specify the prototypical algorithmic framework as concrete algorithms for the model (1.8). We shall also prove the convergence for different algorithms specified from the prototypical algorithmic framework as concrete algorithms for the model (1.8). We shall also prove the convergence of the algorithmic framework, and establish a roadmap for the convergence proof. With this roadmap, proving the convergence for different algorithms specified from the prototypical algorithmic framework can simply be reduced to identifying two matrices and then verifying the positive definiteness of another matrix. This prototypical algorithm framework and its roadmap for convergence analysis can enable us to treat a series of different algorithms uniformly from a high-level perspective, and help us discern their respective difference from the original ADMM (1.3) clearly.

### 3.1 Algorithmic framework

First of all, for any \( w = (x, y, \lambda) \in \mathbb{R}^{n_1} \times \mathbb{R}^{n_2} \times \mathbb{R}^m \), we define \( \xi \in \mathbb{R}^{3m \times 3m} \) by

\[
\xi := Pw, \quad \text{where} \quad P = \begin{pmatrix} \sqrt{\beta}A & 0 & 0 \\
0 & \sqrt{\beta}B & 0 \\
0 & 0 & \frac{1}{\sqrt{\beta}}I_m \end{pmatrix}.
\]
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Accordingly, we define
\[ \Xi = \{ \xi \mid \xi = Pw, w \in \Omega \} \]  and \[ \Xi^* = \{ \xi^* \mid \xi^* = Pw^*, w^* \in \Omega^* \}. \]

Then, we propose a prototypical algorithmic framework for the VI reformulation (2.4), which is in a prediction-correction structure.

A Prototypical Algorithmic Framework for VI (2.4).

1. (Prediction Step) With \( \xi^k \in \Xi \), find \( \tilde{w}^k \in \Omega \) such that
\[
\tilde{w}^k \in \Omega, \quad \theta(u) - \theta(\tilde{u}^k) + (w - \tilde{w}^k)^T F(\tilde{w}^k) \geq (\xi - \tilde{\xi}^k)^T Q(\xi - \tilde{\xi}^k), \quad \forall w \in \Omega,
\]
with \( Q \in \mathbb{R}^{3m \times 3m} \), and the matrix \( Q^T + Q \) is positive definite.

2. (Correction Step) With \( \tilde{w}^k \) solved by (3.2a) and thus \( \tilde{\xi}^k := P\tilde{w}^k \), generate \( \xi^{k+1} \) by
\[
\xi^{k+1} = \xi^k - M(\xi^k - \tilde{\xi}^k),
\]
where \( M \in \mathbb{R}^{3m \times 3m} \) is non-singular.

3.2 Roadmap for convergence analysis

Now, we prove the convergence of the prototypical algorithmic framework (3.2). This is the unified analysis of convergence for various algorithms that can be specified from the prototypical algorithmic framework (3.2). The roadmap for convergence analysis will become clear based on the following analysis.

**Theorem 3.1.** For the matrices \( Q \) in (3.2a) and \( M \) in (3.2b), if there is a positive definite matrix \( H \in \mathbb{R}^{3m \times 3m} \) such that
\[
H M = Q
\]
and
\[
G := Q^T + Q - M^T H M > 0,
\]
then we have
\[
\|\xi^{k+1} - \xi^*\|^2_H \leq \|\xi^k - \xi^*\|^2_H - \|\xi^k - \tilde{\xi}^k\|^2_G, \quad \forall \xi^* \in \Xi^*.
\]

**Proof.** Setting \( w \) in (3.2a) as any fixed \( w^* \in \Omega^* \), and using (2.5)
\[
(\tilde{w}^k - w^*)^T F(\tilde{w}^k) = (\tilde{w}^k - w^*)^T F(w^*),
\]
we get
\[
(\tilde{\xi}^k - \xi^*)^T Q(\xi^k - \tilde{\xi}^k) \geq \theta(\tilde{u}^k) - \theta(u^*) + (\tilde{w}^k - w^*)^T F(w^*), \quad \forall w^* \in \Omega^*.
\]
The right-hand side of the last inequality is non-negative. Thus, we have
\[
(\xi^k - \xi^*)^T Q(\xi^k - \tilde{\xi}^k) \geq (\xi^k - \tilde{\xi}^k)^T Q(\xi^k - \tilde{\xi}^k), \quad \forall \xi^* \in \Xi^*.
\]
Then, by simple manipulations, we obtain
\[
\|\xi^k - \xi^*\|^2_H - \|\xi^{k+1} - \xi^*\|^2_H \\
\overset{\text{(3.2b)}}{=} \|\xi^k - \xi^*\|^2_H - \|(\xi^k - \xi^*) - \mathcal{M}(\xi^k - \tilde{\xi}^k)\|^2_H \\
\overset{\text{(3.3)}}{=} 2(\xi^k - \xi^*^T Q(\xi^k - \tilde{\xi}^k) - \|\mathcal{M}(\xi^k - \tilde{\xi}^k)\|^2_H \\
\overset{\text{(3.4)}}{=} 2(\xi^k - \tilde{\xi}^k)^T Q(\xi^k - \tilde{\xi}^k) - \|\mathcal{M}(\xi^k - \tilde{\xi}^k)\|^2_H \\
= (\xi^k - \tilde{\xi}^k)^T [Q^T +\mathcal{M}^T \mathcal{H} \mathcal{M}] (\xi^k - \tilde{\xi}^k) \\
\overset{\text{(3.5)}}{=} \|\xi^k - \tilde{\xi}^k\|^2_G.
\]

The assertion of this theorem is proved. \(\square\)

**Theorem 3.2.** Let \(\{\xi^k\}\) and \(\{\tilde{\xi}^k\}\) be the sequences generated by the algorithmic framework (3.2). If the conditions (3.3) and (3.4) are satisfied, then the sequence \(\{\xi^k\}\) converges to some \(\xi^\infty \in \Xi^*\).

**Proof.** First of all, it follows from (3.5) that the sequence \(\{\xi^k\}\) is bounded and
\[
\lim_{k \to \infty} \|\xi^k - \tilde{\xi}^k\|^2_G = 0. \quad (3.7)
\]

Thus, the sequence \(\{\tilde{\xi}^k\}\) is also bounded. Let \(\xi^\infty \) be a cluster point of \(\{\xi^k\}\) and \(\{\tilde{\xi}^k\}\) be a subsequence converging to \(\xi^\infty\). Let \(\{\tilde{\xi}^k\}\) and \(\{\tilde{\xi}^k\}\) be the induced sequences by \(\{\tilde{\xi}^k\}\) and \(\{\tilde{\xi}^k\}\), respectively. It follows from (3.2a) that
\[
\tilde{\xi}^k \in \Omega, \quad \theta(u) - \theta(\tilde{\xi}^k) + (w - \tilde{\xi}^k)^T F(\tilde{\xi}^k) \geq (\xi^\infty - \tilde{\xi}^k)^T Q(\xi^\infty - \tilde{\xi}^k), \quad \forall w \in \Omega.
\]

Since the matrix \(Q\) is non-singular, it follows from (3.7), the continuity of \(\theta(u)\), and \(F(w)\) that
\[
w^\infty \in \Omega, \quad \theta(u) - \theta(w^\infty) + (w - w^\infty)^T F(w^\infty) \geq 0, \quad \forall w \in \Omega.
\]

This VI indicates that \(w^\infty\) is a solution point of (2.4), and thus \(\xi^\infty = Pw^\infty \in \Xi^*\). Moreover, it follows from (3.7) and \(\lim_{j \to \infty} \tilde{\xi}^k = \xi^\infty\) that the subsequence \(\{\tilde{\xi}^k\}\) also converges to \(\xi^\infty\). Finally, because of (3.5), we have
\[
\|\xi^{k+1} - \xi^\infty\|^2_H \leq \|\xi^k - \xi^\infty\|^2_H,
\]
and thus \(\{\xi^k\}\) converges to \(\xi^\infty\). The proof is complete. \(\square\)

The convergence of the prototypical algorithmic framework (3.2) is thus proved in Theorem 3.2. As just shown, the proof essentially requires to verify the conditions (3.3) and (3.4).

### 3.3 Remarks

Based on the analysis above, concrete algorithms for the model (1.8) can be constructed by choosing specific matrices \(Q\) in (3.2a) and \(M\) in (3.2b), and then their convergence can be proved by simply verifying the conditions (3.3) and (3.4). The proposed prototypical algorithmic framework (3.2) opens a door to designing various specific algorithms that are tailored for specific applications of the model (1.8), and the proposed roadmap for convergence analysis provides a unified and simplified way to prove the convergence of various algorithms. Here, we give the prototypical algorithmic framework (3.2) and the roadmap for convergence analysis from a methodological perspective, rather than discussing how to choose the matrices \(Q\) and \(M\) optimally, which should vary from case to case when a specific application is under consideration. In Sections 4 and 5, we will present some such algorithms and illustrate how to follow the proposed roadmap for convergence analysis. For each algorithm, we will still use the same letters to denote these matrices but with some subscripts.
4  Primal-dual extension of the ADMM (1.3) for (1.8)

First of all, let us revisit the original ADMM (1.3) for the model (1.1), and introduce an auxiliary notation

$$\lambda^{k+\frac{1}{2}} := \lambda^k - \beta(Ax^k + By^k - b).$$

Then, ignoring some constant terms in the objective functions of the corresponding subproblems, we can rewrite the ADMM (1.3) as

$$\begin{cases}
x^{k+1} \in \arg\min_{x \in X} \left\{ \theta_1(x) - x^T A^T \lambda^{k+\frac{1}{2}} + \frac{\beta}{2} \| A(x - x^k) \|^2 \mid x \in X \right\}, \\
y^{k+1} \in \arg\min_{y \in Y} \left\{ \theta_2(y) - y^T B^T \lambda^{k+\frac{1}{2}} + \frac{\beta}{2} \| B(y - y^k) + A(x^{k+1} - x^k) \|^2 \mid y \in Y \right\}, \\
\lambda^{k+1} = \arg\max_{\lambda \in \mathbb{R}^m} \left\{ -\lambda^T (Ax^{k+1} + By^{k+1} - b) - \frac{1}{2\beta} \| \lambda - \lambda^k \|^2 \mid \lambda \in \Lambda \right\}.
\end{cases} \tag{4.1}$$

This is a reformulation of the ADMM (1.3) with some terms that are meticulously regrouped. It will be the reference for us to discern the difference of the new algorithms from the original ADMM (1.3) more conveniently.

4.1  Algorithm

The first algorithm for (1.8) is presented below. Since the primal variables $x$ and $y$ are updated first before the dual variable $\lambda$, it is called a primal-dual extension of the ADMM (1.3) for (1.8).

A Primal-Dual Extension of the ADMM (1.3) for (1.8).

1. (Prediction Step) With given $(Ax^k, By^k, \lambda^k)$, find $\tilde{w}^k = (\tilde{x}^k, \tilde{y}^k, \tilde{\lambda}^k)$ via

$$\begin{cases}
\tilde{x}^k \in \arg\min_{x \in X} \left\{ \theta_1(x) - x^T A^T \lambda^k + \frac{1}{2} \beta \| A(x - x^k) \|^2 \mid x \in X \right\}, \\
\tilde{y}^k \in \arg\min_{y \in Y} \left\{ \theta_2(y) - y^T B^T \lambda^k + \frac{1}{2} \beta \| B(y - y^k) + A(\tilde{x}^k - x^k) \|^2 \mid y \in Y \right\}, \\
\tilde{\lambda}^k = \arg\max_{\lambda \in \Lambda} \left\{ -\lambda^T (Ax^k + By^k - b) - \frac{1}{2\beta} \| \lambda - \lambda^k \|^2 \mid \lambda \in \Lambda \right\}.
\end{cases} \tag{4.2a}$$

2. (Correction Step) Correct the predictor $\tilde{w}^k$ solved by (4.2a), and generate the new iterate $(Ax^{k+1}, By^{k+1}, \lambda^{k+1})$ with $\nu \in (0, 1)$ by

$$\begin{pmatrix}
Ax^{k+1} \\
By^{k+1} \\
\lambda^{k+1}
\end{pmatrix} = \begin{pmatrix}
Ax^k \\
By^k \\
\lambda^k
\end{pmatrix} - \begin{pmatrix}
\nu I_m & -\nu I_m & 0 \\
0 & \nu I_m & 0 \\
-\nu I_m & 0 & I_m
\end{pmatrix} \begin{pmatrix}
Ax^k - A\tilde{x}^k \\
By^k - B\tilde{y}^k \\
\lambda^k - \tilde{\lambda}^k
\end{pmatrix}. \tag{4.2b}$$

Remark 4.1. Comparing with the reformulated iterative scheme of the ADMM (4.1), we see that the only difference in the prediction step (4.2a) is the constant vector $\lambda^k$ in the crossing terms (equivalently, constant vectors in the corresponding quadratic terms), while all major features and structures of the ADMM (4.1) are remained in (4.2a). This very minor difference does not essentially change the difficulty of the resulting $x$- and $y$-subproblems. That is, the $x$- and $y$-subproblems in (4.2a) are of the same difficulty as those in the original ADMM (4.1) (i.e., (1.3)). For the $\lambda$-subproblem in (4.2a), it can be specified respectively as

$$\tilde{\lambda}^k = \lambda^k - \beta(A\tilde{x}^k + B\tilde{y}^k - b) \quad \text{or} \quad \tilde{\lambda}^k = [\lambda^k - \beta(A\tilde{x}^k + B\tilde{y}^k - b)]_+,$$

when the model (1.1) or (1.4) is considered, either of which is easy to compute.
Remark 4.2. The correction step \((4.2b)\) requires extremely simple computation. Looking into the implementation of the ADMM \((1.3)\), we know that it is the sequence \(\{Ax^k, By^k, \lambda^k\}\), instead of \(\{x^k, y^k, \lambda^k\}\), that are essentially required for executing the iterations. Hence, when the ADMM \((1.3)\) and its variants are implemented, one advantage is that \(Ax^k\) (rather than \(x^k\)) and \(By^k\) (rather than \(y^k\)) can be treated together for recursions. The correction step \((4.2b)\) exactly has this advantage too, and it treats \(Ax^k, A\tilde{x}^k, Bx^k\) and \(B\tilde{y}^k\) aggregately with very cheap computation for updating them. Indeed, only few floating-point additions are required. Overall, the algorithm \((4.2)\) maintains all major structures and features of the original ADMM \((1.3)\); the resulting subproblems are of the same difficulty; and the additional computation required by the correction step \((4.2b)\) is ignorable.

4.2 Specification of the prototype algorithmic framework \((3.2)\)

Now, we show that the algorithm \((4.2)\) can be obtained by specifying the prototype algorithmic framework \((3.2)\). That is, we identify the specific matrices \(Q\) in \((3.2a)\) and \(M\) in \((3.2b)\) such that \((3.2a)\) and \((3.2b)\) can be reduced to the prediction step \((4.2a)\) and the correction step \((4.2b)\), respectively. The specified matrices corresponding to the algorithm \((4.2)\) are denoted by \(Q_{PD}\) and \(M_{PD}\), respectively. Accordingly, we divide the discussion into two subsections.

4.2.1 Analysis for the prediction step \((4.2a)\)

According to Lemma \(2.1\), the predictor generated by \((4.2a)\) satisfies \(\tilde{w}^k \in \Omega\) and

\[
\begin{align*}
\theta_1(x) - \theta_1(\tilde{x}^k) + (x - \tilde{x}^k)^T \{-A^T\lambda^k + \beta A^T A(\tilde{x}^k - x^k)\} & \geq 0, \quad \forall x \in \mathcal{X}, \\
\theta_2(y) - \theta_2(\tilde{y}^k) + (y - \tilde{y}^k)^T \{-B^T\lambda^k + \beta B^T A(\tilde{x}^k - x^k) + \beta B^T B(\tilde{y}^k - y^k)\} & \geq 0, \quad \forall y \in \mathcal{Y}, \\
(\lambda - \tilde{\lambda}^k)^T \{ -\beta (\tilde{\lambda}^k - \lambda^k) + (Ax^k + B\tilde{y}^k - b) \} & \geq 0, \quad \forall \lambda \in \Lambda.
\end{align*}
\]

Using the VI form \((2.4)\), we can rewrite it as

\[
\begin{align*}
\theta_1(x) - \theta_1(\tilde{x}^k) + (x - \tilde{x}^k)^T \{-A^T\tilde{\lambda}^k + \beta A^T A(\tilde{x}^k - x^k) + A^T(\tilde{\lambda}^k - \lambda^k)\} & \geq 0, \quad \forall x \in \mathcal{X}, \\
\theta_2(y) - \theta_2(\tilde{y}^k) + (y - \tilde{y}^k)^T \{-B^T\tilde{\lambda}^k + \beta B^T A(\tilde{x}^k - x^k) + \beta B^T B(\tilde{y}^k - y^k)\} & \geq 0, \quad \forall y \in \mathcal{Y}, \\
(\lambda - \tilde{\lambda}^k)^T \{(Ax^k + B\tilde{y}^k - b) + (1/\beta) (\tilde{\lambda}^k - \lambda^k)\} & \geq 0, \quad \forall \lambda \in \Lambda.
\end{align*}
\]

It is easy to verify that the sum of the three underlining terms in \((4.3)\) is precisely \(F(\tilde{w}^k)\), where \(F(\cdot)\) is defined in \((2.4b)\). Hence, we have the following lemma.

**Lemma 4.1.** With the given \((Ax^k, By^k, \lambda^k)\), the predictor \(\tilde{w}^k \in \Omega\) generated by \((4.2a)\) satisfies

\[
\tilde{w}^k \in \Omega, \quad (\theta(u) - \theta(\tilde{w}^k) + (w - \tilde{w}^k)^T \{F(\tilde{w}^k) + Q_{PD}(\tilde{w}^k - w^k)\}) \geq 0, \quad \forall w \in \Omega,
\]

where

\[
Q_{PD} = \begin{pmatrix}
\beta A^T A & 0 & A^T \\
\beta B^T A & \beta B^T B & B^T \\
0 & 0 & \frac{1}{\beta} I_m
\end{pmatrix}.
\]

**Proof.** The assertion directly follows from \((4.3)\). \(\square\)
Lemma 4.2. For any \( Q_{PD} \), the matrix

\[
Q_{PD} = P^T Q_{PD} P \quad \text{where} \quad Q_{PD} = \begin{pmatrix}
I_m & 0 & I_m \\
I_m & I_m & I_m \\
0 & 0 & I_m
\end{pmatrix}.
\]  \hspace{1cm} (4.5)

Note that the matrices \( Q_{PD} \in \mathbb{R}^{(n_1+n_2+m) \times (n_1+n_2+m)} \) and \( Q_{PD} \in \mathbb{R}^{3m \times 3m} \) are different. Recall the notation in (3.1). It follows from (4.4) that

\[
\tilde{w}^k \in \Omega, \quad \theta(u) - \theta(\tilde{u}^k) + (w - \tilde{w}^k)^T F(\tilde{w}^k) \geq (\xi - \tilde{\xi}^k)^T Q_{PD}(\xi - \tilde{\xi}^k), \quad \forall w \in \Omega.
\]  \hspace{1cm} (4.6)

Thus, the prediction step (4.2a) can be specified by the prototypical prediction step (3.2a) with \( Q := Q_{PD} \) as defined in (4.5).

4.2.2 Analysis for the correction step (4.2b)

Left-multiplying the matrix \( \text{diag}(\sqrt{\beta} I_m, \sqrt{\beta} I_m, \frac{1}{\sqrt{\beta}} I_m) \) to both sides of the correction step (4.2b), we get

\[
\begin{pmatrix}
\sqrt{\beta} A x^{k+1} \\
\sqrt{\beta} B y^{k+1} \\
\frac{1}{\sqrt{\beta}} \lambda^{k+1}
\end{pmatrix} =
\begin{pmatrix}
\sqrt{\beta} A x^k \\
\sqrt{\beta} B y^k \\
\frac{1}{\sqrt{\beta}} \lambda^k
\end{pmatrix} -
\begin{pmatrix}
\sqrt{\beta} \nu I_m & -\sqrt{\beta} \nu I_m & 0 \\
0 & \sqrt{\beta} \nu I_m & 0 \\
-\nu \sqrt{\beta} I_m & 0 & \frac{1}{\sqrt{\beta}} I_m
\end{pmatrix}
\begin{pmatrix}
A x^k - A \tilde{x}^k \\
B y^k - B \tilde{y}^k \\
\lambda^k - \tilde{\lambda}^k
\end{pmatrix}.
\]  \hspace{1cm} (4.7)

Then, we have

\[
\begin{pmatrix}
\sqrt{\beta} A x^{k+1} \\
\sqrt{\beta} B y^{k+1} \\
\frac{1}{\sqrt{\beta}} \lambda^{k+1}
\end{pmatrix} =
\begin{pmatrix}
\sqrt{\beta} A x^k \\
\sqrt{\beta} B y^k \\
\frac{1}{\sqrt{\beta}} \lambda^k
\end{pmatrix} -
\begin{pmatrix}
\nu I_m & -\nu I_m & 0 \\
0 & \nu I_m & 0 \\
-\nu I_m & 0 & I_m
\end{pmatrix}
\begin{pmatrix}
\sqrt{\beta} (A x^k - A \tilde{x}^k) \\
\sqrt{\beta} (B y^k - B \tilde{y}^k) \\
\frac{1}{\sqrt{\beta}} (\lambda^k - \tilde{\lambda}^k)
\end{pmatrix}.
\]  \hspace{1cm} (4.8)

It follows from (3.1) that (4.7) can be written as

\[
\xi^{k+1} = \xi^k - \mathcal{M}_{PD}(\xi^k - \tilde{\xi}^k),
\]  \hspace{1cm} (4.8a)

where

\[
\mathcal{M}_{PD} = \begin{pmatrix}
\nu I_m & -\nu I_m & 0 \\
0 & \nu I_m & 0 \\
-\nu I_m & 0 & I_m
\end{pmatrix} \quad \text{with} \quad \nu \in (0, 1).
\]  \hspace{1cm} (4.8b)

Thus, the correction step (4.2b) can be specified by the prototypical correction step (3.2b) with \( \mathcal{M} := \mathcal{M}_{PD} \) as defined in (4.8b).

4.3 Convergence

Then, according to the roadmap presented in Section 3.2, proving the convergence of the algorithm (4.2) can be reduced to verifying the conditions (3.3) and (3.4) with the specified matrices \( Q_{PD} \) and \( \mathcal{M}_{PD} \). Let us first identify the corresponding matrix \( \mathcal{H}_{PD} \) with the specified matrices \( Q_{PD} \) and \( \mathcal{M}_{PD} \).

**Lemma 4.2.** For any \( \nu \in (0, 1) \), the matrix

\[
\mathcal{H}_{PD} = \begin{pmatrix}
(1 + \frac{1}{\nu}) I_m & (1 + \frac{1}{\nu}) I_m & I_m \\
(1 + \frac{1}{\nu}) I_m & (1 + \frac{2}{\nu}) I_m & I_m \\
I_m & I_m & I_m
\end{pmatrix}
\]  \hspace{1cm} (4.9)
is positive definite, and it holds that
\[ H_{PD}M_{PD} = Q_{PD}, \] (4.10)
where $M_{PD}$ and $Q_{PD}$ are defined in (4.8b) and (4.5), respectively.

**Proof.** It is easy to see that $H_{PD}$ is positive definite. In addition, we have
\[
H_{PD}M_{PD} = \begin{pmatrix} (1 + \frac{1}{\nu})I_m & (1 + \frac{1}{\nu})I_m & I_m \\ (1 + \frac{1}{\nu})I_m & (1 + \frac{2}{\nu})I_m & I_m \\ I_m & I_m & I_m \end{pmatrix} \begin{pmatrix} \nu I_m & -\nu I_m & 0 \\ 0 & \nu I_m & 0 \\ -\nu I_m & 0 & I_m \end{pmatrix} = \begin{pmatrix} I_m & I_m & 0 \\ 0 & I_m & 0 \\ I_m & I_m & I_m \end{pmatrix} \begin{pmatrix} \nu I_m & 0 & 0 \\ 0 & \nu I_m & 0 \\ 0 & 0 & I_m \end{pmatrix}.
\]
The assertion (4.10) is proved. □

**Lemma 4.3.** For the matrices $Q_{PD}$, $M_{PD}$ and $H_{PD}$ defined in (4.5), (4.8b) and (4.9), respectively, the matrix
\[ G_{PD} := (Q_{PD}^T + Q_{PD}) - M_{PD}^T H_{PD} M_{PD} \] (4.11)
is positive definite.

**Proof.** First, by elementary matrix multiplications, we have
\[
M_{PD}^T H_{PD} M_{PD} = M_{PD}^T Q_{PD} = Q_{PD}^T M_{PD}
\]
\[
= \begin{pmatrix} I_m & I_m & 0 \\ 0 & I_m & 0 \\ I_m & I_m & I_m \end{pmatrix} \begin{pmatrix} \nu I_m & -\nu I_m & 0 \\ 0 & \nu I_m & 0 \\ -\nu I_m & 0 & I_m \end{pmatrix} = \begin{pmatrix} I_m & I_m & 0 \\ 0 & I_m & 0 \\ I_m & I_m & I_m \end{pmatrix} \begin{pmatrix} \nu I_m & 0 & 0 \\ 0 & \nu I_m & 0 \\ 0 & 0 & I_m \end{pmatrix}.
\]
Then, it follows that
\[
G_{PD} = (Q_{PD}^T + Q_{PD}) - M_{PD}^T H_{PD} M_{PD}
\]
\[
= \begin{pmatrix} 2I_m & I_m & I_m \\ I_m & 2I_m & I_m \\ I_m & I_m & 2I_m \end{pmatrix} - \begin{pmatrix} \nu I_m & 0 & 0 \\ 0 & \nu I_m & 0 \\ 0 & 0 & I_m \end{pmatrix} = \begin{pmatrix} (2 - \nu)I_m & I_m & I_m \\ I_m & (2 - \nu)I_m & I_m \\ I_m & I_m & I_m \end{pmatrix}.
\]
Thus, the matrix $G_{PD}$ is positive definite for any $\nu \in (0, 1)$. □

For the matrices $Q_{PD}$ in (4.5) and $M_{PD}$ in (4.5), the assertions in Lemmas 4.2 and 4.3 hold. Consequently, we have the following theorem which essentially implies the convergence of the algorithm (4.2). The proof of this theorem follows directly from Theorems 3.11 and 3.2

**Theorem 4.1.** Let $\{\xi^k\}$ be the sequence generated by the algorithm (4.2). Then, we have
\[
\|\xi^{k+1} - \xi^*\|_{G_{PD}}^2 \leq \|\xi^k - \xi^*\|_{H_{PD}}^2 - \|\xi^k - \xi^*\|_{G_{PD}}^2, \quad \forall \xi^* \in \Xi^*,
\] (4.12)
and thus the sequence $\{\xi^k\}$ converges to some $\xi^* \in \Xi^*$.
5 Dual-primal extension of ADMM (1.3) for (1.8)

In this section, we extend the ADMM (1.3) in the way that the dual variable $\lambda$ is updated first and then the primal variables $x$ and $y$ are updated. We show that this new algorithm can also be obtained by specifying the prototypical algorithmic framework (3.2). Hence, we also follow the roadmap in Section 3.2 to prove its convergence.

5.1 Algorithm

The second algorithm for (1.8) is presented below; it is called a dual-primal extension of the ADMM (1.3).

A Dual-Primal Extension of the ADMM (1.3) for (1.8).

1. (Prediction Step) With given $(Ax^k, By^k, \lambda^k)$, find $\hat{w}^k = (\hat{x}^k, \hat{y}^k, \hat{\lambda}^k)$ via

\[
\begin{align*}
\hat{\lambda}^k &= \arg\max\left\{ -\lambda^T (Ax^k + By^k - b) - \frac{1}{2\nu}\|\lambda - \lambda^k\|^2 \mid \lambda \in \Lambda \right\}, \\
\hat{x}^k &= \arg\min\{\theta_1(x) - x^T A^T \hat{\lambda}^k + \frac{1}{2}\beta\|A(x - x^k)\|^2 \mid x \in \mathcal{X}\}, \\
\hat{y}^k &= \arg\min\{\theta_2(y) - y^T B^T \hat{\lambda}^k + \frac{1}{2}\beta\|B(y - y^k) + A(\hat{x}^k - x^k)\|^2 \mid y \in \mathcal{Y}\}. \quad (5.1a)
\end{align*}
\]

2. (Correction Step) Correct the predictor $\hat{w}^k$ generated by (5.1a), and generate the new iterate $(Ax^{k+1}, By^{k+1}, \lambda^{k+1})$ with $\nu \in (0, 1)$ by

\[
\begin{pmatrix}
Ax^{k+1} \\
By^{k+1} \\
\lambda^{k+1}
\end{pmatrix} = \begin{pmatrix}
Ax^k \\
By^k \\
\lambda^k
\end{pmatrix} - \begin{pmatrix}
\nu I_m & -\nu I_m & 0 \\
0 & \nu I_m & 0 \\
-\beta I_m & -\beta I_m & I_m
\end{pmatrix} \begin{pmatrix}
Ax^k - A\hat{x}^k \\
By^k - B\hat{y}^k \\
\lambda^k - \hat{\lambda}^k
\end{pmatrix}. \quad (5.1b)
\]

Remark 5.1. The algorithm (5.1) essentially shares the same features as the algorithm (4.2), despite their only difference in the order of updating the primal and dual variables, as well as their very slight difference of the matrices in their respective correction steps.

5.2 Specification of the prototypical algorithmic framework (3.2)

Similarly, we analyze the prediction step (5.1a) and the correction step (5.1b), and show that they can be obtained by specifying the prototypical prediction and correction steps (3.2a) and (3.2b), respectively. Hence, the algorithm (5.1) can also be specified by the prototypical algorithmic framework (3.2). The specified matrices are denoted by $Q_{dp}$ and $M_{dp}$, respectively.

5.2.1 Analysis for the prediction (5.1a)

According to Lemma 2.1, the predictor generated by (5.1a) satisfies $\hat{w}^k \in \Omega$ and

\[
\begin{align*}
\theta_1(x) - \theta_1(\hat{x}^k) + (x - \hat{x}^k)^T \left\{ -A^T \hat{\lambda}^k + \beta A^T A(\hat{x}^k - x^k) \right\} & \geq 0, \quad \forall x \in \mathcal{X}, \\
\theta_2(y) - \theta_2(\hat{y}^k) + (y - \hat{y}^k)^T \left\{ -B^T \hat{\lambda}^k + \beta B^T A(\hat{x}^k - x^k) + \beta B^T B(\hat{y}^k - y^k) \right\} & \geq 0, \quad \forall y \in \mathcal{Y}, \\
(\lambda - \hat{\lambda}^k)^T \left\{ \frac{\nu}{2} (\hat{\lambda}^k - \lambda^k) + (Ax^k + By^k - b) \right\} & \geq 0, \quad \forall \lambda \in \Lambda.
\end{align*}
\]
Using the VI form (2.4), we have that
\[
\begin{cases}
\theta_1(x) - \theta_1(\tilde{x}^k) + (x - \tilde{x}^k)^T \{-A^T \tilde{\lambda}^k + \beta A^T A(\tilde{x}^k - x^k)\} \geq 0, & \forall x \in \mathcal{X}, \\
\theta_2(y) - \theta_2(\tilde{y}^k) + (y - \tilde{y}^k)^T \{-B^T \tilde{\lambda}^k + \beta B^T B(\tilde{y}^k - y^k)\} \geq 0, & \forall y \in \mathcal{Y}, \\
(\lambda - \tilde{\lambda}^k)^T \{(A\tilde{x}^k + B\tilde{y}^k - b) - A(\tilde{x}^k - x^k) - B(\tilde{y}^k - y^k) + (1/\beta)(\tilde{\lambda}^k - \lambda^k)\} \geq 0, & \forall \lambda \in \Lambda.
\end{cases}
\tag{5.2}
\]

The sum of the underlying parts of (5.2) is exactly \( F(\tilde{w}^k) \), where \( F(\cdot) \) is defined in (2.4b). Thus, we have the following lemma.

**Lemma 5.1.** With the given \((Ax^k, By^k, \lambda^k)\), the predictor \(\tilde{w}^k \in \Omega\) produced by (5.1a) satisfies
\[
\tilde{w}^k \in \Omega, \quad \theta(u) - \theta(\tilde{u}^k) + (w - \tilde{w}^k)^T \{F(\tilde{w}^k) + Q_{DP}(\tilde{w}^k - w^k)\} \geq 0, \quad \forall w \in \Omega,
\tag{5.3a}
\]
where
\[
Q_{DP} = \begin{pmatrix}
\beta A^T A & 0 & 0 \\
\beta B^T A & \beta B^T B & 0 \\
-A & -B & \frac{1}{\beta} I_m
\end{pmatrix}.
\tag{5.3b}
\]

**Proof.** The assertion directly follows from (5.2). \( \square \)

Using the notation in (3.1), we can rewrite the matrix \(Q_{DP}\) in (5.3b) as
\[
Q_{DP} = P^T Q_{DP} P \quad \text{where} \quad Q_{DP} = \begin{pmatrix}
I_m & 0 & 0 \\
0 & I_m & 0 \\
-I_m & -I_m & I_m
\end{pmatrix}.
\tag{5.4}
\]

Also, note that the matrices \(Q_{DP}\) and \(Q_{DP}\) are different. It follows from (5.3) that
\[
\tilde{w}^k \in \Omega, \quad \theta(u) - \theta(\tilde{u}^k) + (w - \tilde{w}^k)^T F(\tilde{w}^k) \geq (\xi - \tilde{\xi}^k)^T Q_{DP}(\xi - \tilde{\xi}^k), \quad \forall w \in \Omega.
\tag{5.5}
\]

Thus, the prediction step (5.1a) can be specified by the prototypical prediction step (3.2a) with \(Q := Q_{DP}\) as defined in (5.4).

**5.2.2 Analysis for the correction procedure (5.1b)**

Left-multiplying the matrix \(\text{diag}(\sqrt{\beta} I_m, \sqrt{\beta} I_m, \frac{1}{\sqrt{\beta}} I_m)\) to both sides of the correction step (5.1b), we get
\[
\begin{pmatrix}
\sqrt{\beta} A x^{k+1} \\
\sqrt{\beta} B y^{k+1} \\
\frac{1}{\sqrt{\beta}} \lambda^{k+1}
\end{pmatrix} = \begin{pmatrix}
\sqrt{\beta} A x^k \\
\sqrt{\beta} B y^k \\
\frac{1}{\sqrt{\beta}} \lambda^k
\end{pmatrix} - \begin{pmatrix}
\sqrt{\beta} \nu I_m & -\sqrt{\beta} \nu I_m & 0 \\
0 & \sqrt{\beta} \nu I_m & 0 \\
-\nu \sqrt{\beta} I_m & -\nu \sqrt{\beta} I_m & \frac{1}{\sqrt{\beta}} I_m
\end{pmatrix} \begin{pmatrix}
A x^k - A \tilde{x}^k \\
B y^k - B \tilde{y}^k \\
\frac{1}{\sqrt{\beta}} \lambda^k - \frac{1}{\sqrt{\beta}} \tilde{\lambda}^k
\end{pmatrix}.
\tag{5.6}
\]

Then, we have
\[
\begin{pmatrix}
\sqrt{\beta} A x^{k+1} \\
\sqrt{\beta} B y^{k+1} \\
\frac{1}{\sqrt{\beta}} \lambda^{k+1}
\end{pmatrix} = \begin{pmatrix}
\sqrt{\beta} A x^k \\
\sqrt{\beta} B y^k \\
\frac{1}{\sqrt{\beta}} \lambda^k
\end{pmatrix} - \begin{pmatrix}
\nu I_m & -\nu I_m & 0 \\
0 & \nu I_m & 0 \\
-\nu I_m & -\nu I_m & I_m
\end{pmatrix} \begin{pmatrix}
\sqrt{\beta} (A x^k - A \tilde{x}^k) \\
\sqrt{\beta} (B y^k - B \tilde{y}^k) \\
\frac{1}{\sqrt{\beta}} (\lambda^k - \tilde{\lambda}^k)
\end{pmatrix}.
\tag{5.6}
\]

It follows from (3.1) that (5.6) can be written as
\[
\xi^{k+1} = \xi^k - M_{DP}(\xi^k - \tilde{\xi}^k),
\tag{5.7a}
\]
where
\[ M_{DP} = \begin{pmatrix} \nu I_m & -\nu I_m & 0 \\ 0 & \nu I_m & 0 \\ -I_m & -I_m & I_m \end{pmatrix} \quad \text{with} \quad \nu \in (0, 1). \] (5.7b)

Thus, the correction step (5.1b) can be specified by the prototypical correction step (3.2b) with \( M := M_{DP} \) as defined in (5.7b).

### 5.3 Convergence

Since it is shown that the algorithm (5.1) can be specified by the prototypical algorithmic framework (3.2), its convergence can be guaranteed if the conditions (3.3) and (3.4) are satisfied by the just specified matrices \( Q_{DP} \) and \( M_{DP} \). Let us identify the corresponding matrix \( H_{DP} \) with the specified matrices \( Q_{DP} \) and \( M_{DP} \).

**Lemma 5.2.** For any \( \nu \in (0, 1) \), the matrix
\[ H_{DP} = \begin{pmatrix} \frac{1}{\nu} I_m & \frac{1}{\nu} I_m & 0 \\ \frac{1}{\nu} I_m & \frac{2}{\nu} I_m & 0 \\ 0 & 0 & I_m \end{pmatrix} \] (5.8)
is positive definite, and it holds that
\[ H_{DP} M_{DP} = Q_{DP}, \] (5.9)
where \( M_{DP} \) and \( Q_{DP} \) are defined in (5.7b) and (5.4), respectively.

**Proof.** It is easy to see that \( H_{DP} \) is positive definite. In addition, we have
\[ H_{DP} M_{DP} = \begin{pmatrix} \frac{1}{\nu} I_m & \frac{1}{\nu} I_m & 0 \\ \frac{1}{\nu} I_m & \frac{2}{\nu} I_m & 0 \\ 0 & 0 & I_m \end{pmatrix} \begin{pmatrix} \nu I_m & -\nu I_m & 0 \\ 0 & \nu I_m & 0 \\ -I_m & -I_m & I_m \end{pmatrix} = \begin{pmatrix} I_m & 0 & 0 \\ 0 & I_m & 0 \\ -I_m & -I_m & I_m \end{pmatrix} = Q_{DP}. \]

The assertion (5.9) is proved. \( \Box \)

**Lemma 5.3.** Let \( Q_{DP}, M_{DP} \) and \( H_{DP} \) be the matrices defined in (5.4), (5.7b) and (5.8), respectively. Then the matrix
\[ G_{DP} := (Q_{DP}^T + Q_{DP}) - M_{DP}^T H_{DP} M_{DP} \] (5.10)
is positive definite.

**Proof.** First, by elementary matrix multiplications, we know that
\[ M_{DP}^T H_{DP} M_{DP} = M_{DP}^T Q_{DP} = Q_{DP}^T M_{DP}, \]
\[ = \begin{pmatrix} I_m & I_m & -I_m \\ 0 & I_m & -I_m \\ 0 & 0 & I_m \end{pmatrix} \begin{pmatrix} \nu I_m & -\nu I_m & 0 \\ 0 & \nu I_m & 0 \\ -I_m & -I_m & I_m \end{pmatrix} = \begin{pmatrix} (1 + \nu) I_m & I_m & -I_m \\ I_m & (1 + \nu) I_m & -I_m \\ -I_m & -I_m & I_m \end{pmatrix}. \]
Then, we have
\[
G_{DP} = (Q_{DP}^T + Q_{DP}) - M_{DP}^T H_{DP} M_{DP}^T
\]
\[
= \begin{pmatrix}
2I_m & I_m & -I_m \\
I_m & 2I_m & -I_m \\
-I_m & -I_m & 2I_m
\end{pmatrix}
- \begin{pmatrix}
(1 + \nu)I_m & I_m & -I_m \\
I_m & (1 + \nu)I_m & -I_m \\
-I_m & -I_m & I_m
\end{pmatrix}
\]
\[
= \begin{pmatrix}
(1 - \nu)I_m & 0 & 0 \\
0 & (1 - \nu)I_m & 0 \\
0 & 0 & I_m
\end{pmatrix}.
\]
Thus, the matrix \(G_{DP}\) is positive definite for any \(\nu \in (0, 1)\).

For the matrices \(Q_{DP}\) in (5.4) and \(M_{DP}\) in (5.7), the assertions of Lemmas 5.2 and 5.3 hold. Consequently, we have the following theorem which essentially implies the convergence of the algorithm (5.1). Its proof follows directly from Theorems 3.1 and 3.2.

**Theorem 5.1.** Let \(\{\xi^k\}\) be the sequence generated by the algorithm (5.1). Then, we have
\[
\|\xi^{k+1} - \xi^*\|^2_{H_{DP}} \leq \|\xi^k - \xi^*\|^2_{H_{DP}} - \|\xi^k - \xi^*\|^2_{G_{DP}}, \quad \forall \xi^* \in \Xi^*,
\]
and thus the sequence \(\{\xi^k\}\) converges to some \(\xi^* \in \Xi^*\).

### 6 Extensions to multi-block separable convex optimization problems with linear equality or inequality constraints

Recently, there are many intensive discussions on how to extend the ADMM (1.3) from the two-block separable convex optimization model (1.1) to its generalized multiple-block models, from both theoretical and algorithmic perspectives. We refer to, e.g., [19,20,23], for a few works.

Because of the work [5], it is known that the convergence is not guaranteed if the ADMM (1.3) is directly extended. This means we should be cautious in both algorithmic design and convergence analysis when considering extensions of the ADMM (1.3) to multiple-block separable convex optimization problems. As mentioned, this fact also discourages us to reformulate a separable model with linear inequality constraints as another separable model with only linear equality constraints but with more blocks of auxiliary variables, and then consider applying some existing ADMM type algorithms that are eligible to models with linear equality constraints.

In the following three sections, we consider natural extensions from the model (1.8) to its multiple-block generalized one:
\[
\min \left\{ \sum_{i=1}^{p} \theta_i(x_i) \mid \sum_{i=1}^{p} A_i x_i = b \text{ (or } \geq b), \quad x_i \in X_i \right\},
\]
where \(\theta_i : \mathbb{R}^{n_i} \to \mathbb{R}, i = 1, \ldots, p,\) are closed proper convex functions and they are not necessarily smooth; \(X_i \subseteq \mathbb{R}^{n_i}, i = 1, \ldots, p,\) are closed convex sets; \(A_i \in \mathbb{R}^{m \times n_i}, i = 1, \ldots, p,\) are given matrices; \(b \in \mathbb{R}^{m}\) is a given vector. The model (1.8) can be regarded as a special case of (6.1) with \(p = 2.\) Let us focus on the multiple-block case of (6.1) with \(p \geq 3,\) and parallelize the discussions in Sections 3-5 for this multiple-block case. Unlike the failure of the direct extension of the ADMM (1.3), we will show that the proposed algorithms (4.2) and (5.1) can both be directly extended from the two-block model (1.8) to the multiple-block generalized model (6.1).
We first summarize some notations and results similar as those in Sections 3-5 for the multiple-block model (6.1). Without ambiguity, some notations are denoted by the same letters as previous sections.

6.1 VI characterization

Let $\lambda \in \mathbb{R}^m$ be the Lagrange multiplier of (6.1) and the Lagrangian function of the problem (6.1) be

$$L(x_1, \ldots, x_p, \lambda) = \sum_{i=1}^{p} \theta_i(x_i) - \lambda^T \left( \sum_{i=1}^{p} A_i x_i - b \right).$$

(6.2)

The optimality condition of (6.1) can be written as the following VI:

$$w^* \in \Omega, \quad \theta(x) - \theta(x^*) + (w - w^*)^T F(w^*) \geq 0, \quad \forall w \in \Omega,$$

(6.3a)

where

$$w = \begin{pmatrix} x_1 \\ \vdots \\ x_p \\ \lambda \end{pmatrix}, \quad x = \begin{pmatrix} x_1 \\ \vdots \\ x_p \end{pmatrix}, \quad \theta(x) = \sum_{i=1}^{p} \theta_i(x_i), \quad F(w) = \begin{pmatrix} -A_1^T \lambda \\ \vdots \\ -A_p^T \lambda \\ \sum_{i=1}^{p} A_i x_i - b \end{pmatrix},$$

(6.3b)

and

$$\Omega = \prod_{i=1}^{p} X_i \times \Lambda \quad \text{with} \quad \Lambda = \begin{cases} \mathbb{R}^m, & \text{if } \sum_{i=1}^{p} A_i x_i = b, \\ \mathbb{R}_+^m, & \text{if } \sum_{i=1}^{p} A_i x_i \geq b. \end{cases}$$

Again, we denote by $\Omega^*$ the solution set of the VI (6.3).

6.2 Prototypical algorithm framework for VI (6.3)

Similar as the VI (2.4), we also present a prototypical algorithmic framework for the VI (6.3), from which concrete algorithms for the model (6.1) can be specified. Let us further denote the following notations:

$$P = \begin{pmatrix} \sqrt{\beta} A_1 & 0 & \cdots & \cdots & 0 \\ 0 & \sqrt{\beta} A_2 & \cdots & \vdots \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ \vdots & \ddots & \sqrt{\beta} A_p & 0 \\ 0 & \cdots & \cdots & 0 & \sqrt{\beta} I_m \end{pmatrix}, \quad \xi = Pw = \begin{pmatrix} \sqrt{\beta} A_1 x_1 \\ \sqrt{\beta} A_2 x_2 \\ \vdots \\ \sqrt{\beta} A_p x_p \\ \sqrt{\beta} \lambda \end{pmatrix}.$$  

(6.4)

Accordingly, we define

$$\Xi = \{ \xi \mid \xi = Pw, \ w \in \Omega \} \quad \text{and} \quad \Xi^* = \{ \xi^* \mid \xi^* = Pw^*, \ w^* \in \Omega^* \}.$$ 

Then, the prototypical algorithm framework for the VI (6.3) is presented as follows.
A Prototypical Algorithmic Framework for VI (6.3).

1. (Prediction Step) With given \( w^k \) and thus \( \xi^k = Pw^k \), find \( \tilde{w}^k \in \Omega \) such that
   \[
   \tilde{w}^k \in \Omega, \quad \theta(x) - \theta(\tilde{x}^k) + (w - \tilde{w}^k)^T F(\tilde{w}^k) \geq (\xi - \tilde{\xi}^k)^T Q(\xi^k - \tilde{\xi}^k), \quad \forall w \in \Omega, \tag{6.5a}
   \]
   with \( Q \in \mathbb{R}^{(p+1)m \times (p+1)m} \), and the matrix \( Q^T + Q \) is positive definite.

2. (Correction Step) With \( \tilde{w}^k \) solved by (6.5a) and thus \( \tilde{\xi}^k = P\tilde{w}^k \), generate \( \xi^{k+1} \) by
   \[
   \xi^{k+1} = \xi^k - M(\xi^k - \tilde{\xi}^k), \tag{6.5b}
   \]
   where \( M \in \mathbb{R}^{(p+1)m \times (p+1)m} \) is a non-singular matrix.

### 6.3 Roadmap for convergence analysis

Similar as Section 3.2, we prove the convergence of prototype algorithmic framework (6.5) for the VI (6.3) and set up a roadmap for the convergence analysis.

**Theorem 6.1.** For the matrices \( Q \) in (6.5a) and \( M \) in (6.5b), if there is a positive definite matrix \( H \in \mathbb{R}^{(p+1)m \times (p+1)m} \) such that
   \[
   H M = Q \tag{6.6}
   \]
   and
   \[
   \mathcal{G} := Q^T + Q - M^T H M > 0 \tag{6.7}
   \]
   then we have
   \[
   ||\xi^{k+1} - \xi^*||_H^2 \leq ||\xi^k - \xi^*||_H^2 - ||\xi^k - \tilde{\xi}^k||_G^2, \quad \forall \xi^* \in \Xi^*. \tag{6.8}
   \]

Then, analogous to the analysis in Section 3.2, convergence of the prototype algorithmic framework (6.5) can be established easily. We summarize the convergence result in the following theorem, and skip the proof.

**Theorem 6.2.** Let \( \{\xi^k\} \) be the sequence generated by the prototype algorithmic framework (6.5). If the conditions (6.6) and (6.7) are satisfied, then the sequence \( \{\xi^k\} \) converges to some \( \xi^\infty \in \Xi^* \).

### 6.4 Some useful matrices

In order to simplify the notations to be used, we define the following \( p \times p \) block matrices:

\[
\mathcal{L} = \begin{pmatrix} I_m & 0 & \cdots & 0 \\ I_m & I_m & \ddots & \vdots \\ \vdots & \ddots & \ddots & 0 \\ I_m & I_m & \cdots & I_m \end{pmatrix} \quad \text{and} \quad \mathcal{I} = \begin{pmatrix} I_m & 0 & \cdots & 0 \\ 0 & I_m & \cdots & \vdots \\ \vdots & \ddots & \ddots & 0 \\ 0 & \cdots & 0 & I_m \end{pmatrix}. \tag{6.9}
\]

We also define the \( 1 \times p \) block matrix

\[
\mathcal{E} = \begin{pmatrix} I_m & I_m & \cdots & I_m \end{pmatrix}. \tag{6.10}
\]

Then, it is easy to see the following properties:
\[
\mathcal{L}^{-1} = \begin{pmatrix}
I_m & 0 & \cdots & 0 \\
-I_m & I_m & \ddots & \vdots \\
0 & \ddots & \ddots & 0 \\
0 & 0 & -I_m & I_m
\end{pmatrix}
\]
and \( \mathcal{L}^T + \mathcal{L} = \mathcal{I} + \mathcal{E}^T \mathcal{E}. \) (6.11)

These matrices will be used in our analysis.

7 Primal-dual extension of the ADMM (1.3) for (6.1)

This section is parallel to Section 4. We consider a concrete algorithm for the multiple-block model (6.1), in which the primal variables \( x_i (i = 1, \ldots, p) \) are updated first before the dual variable \( \lambda \). We show that it can be specified from the prototype algorithmic framework (6.5). The penalty parameter is still denoted by \( \beta > 0 \).

7.1 Algorithm

A Primal-Dual Extension of the ADMM (1.3) for (6.1).

1. (Prediction Step) With given \( (A_1x_1^k, A_2x_2^k, \ldots, A_px_p^k, \lambda_k) \), find \( \tilde{w}^k \in \Omega \) via

\[
\begin{align*}
\tilde{x}_1^k &\in \arg\min \{ \theta_1(x_1) - x_1^T A_1^T \lambda^k + \frac{\beta}{2} \| A_1(x_1 - x_1^k) \|^2 \mid x_1 \in X_1 \}; \\
\tilde{x}_2^k &\in \arg\min \{ \theta_2(x_2) - x_2^T A_2^T \lambda^k + \frac{\beta}{2} \| A_2(x_2 - x_2^k) \|^2 \mid x_2 \in X_2 \}; \\
&\vdots \\
\tilde{x}_i^k &\in \arg\min \{ \theta_i(x_i) - x_i^T A_i^T \lambda^k + \frac{\beta}{2} \| \sum_{j=1}^{i-1} A_j(\tilde{x}_j^k - x_j^k) + A_i(x_i - x_i^k) \|^2 \mid x_i \in X_i \}; \\
&\vdots \\
\tilde{x}_p^k &\in \arg\min \{ \theta_p(x_p) - x_p^T A_p^T \lambda^k + \frac{\beta}{2} \| \sum_{j=1}^{p-1} A_j(\tilde{x}_j^k - x_j^k) + A_p(x_p - x_p^k) \|^2 \mid x_p \in X_p \}; \\
\tilde{\lambda}^k &\in \arg\max \{ -\lambda^T (\sum_{j=1}^{p} A_j \tilde{x}_j^k - b) - \frac{1}{2\beta} \| \lambda - \lambda^k \|^2 \mid \lambda \in \Lambda \}. \\
\end{align*}
\tag{7.1a}
\]

2. (Correction Step) Correct the predictor \( \tilde{w}^k \) solved by (6.5a), and generate the new iterate \( (A_1x_1^{k+1}, A_2x_2^{k+1}, \ldots, A_px_p^{k+1}, \lambda^{k+1}) \) with \( \nu \in (0, 1) \) by

\[
\begin{pmatrix}
A_1x_1^{k+1} \\
A_2x_2^{k+1} \\
\vdots \\
A_px_p^{k+1} \\
\lambda^{k+1}
\end{pmatrix} =
\begin{pmatrix}
A_1x_1^k \\
A_2x_2^k \\
\vdots \\
A_px_p^k \\
\lambda^k
\end{pmatrix} - \begin{pmatrix}
\nu I_m & -\nu I_m & \cdots & 0 \\
0 & \nu I_m & \ddots & \vdots \\
\vdots & \ddots & \ddots & -\nu I_m \\
0 & \cdots & 0 & \nu I_m \\
-\nu \beta I_m & \cdots & 0 & I_m
\end{pmatrix}
\begin{pmatrix}
I_m & 0 & \cdots & 0 \\
I_m & I_m & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
-\nu \beta I_m & 0 & \cdots & I_m
\end{pmatrix}
\begin{pmatrix}
A_1x_1^k - A_1\tilde{x}_1^k \\
A_2x_2^k - A_2\tilde{x}_2^k \\
\vdots \\
A_px_p^k - A_p\tilde{x}_p^k \\
\lambda^k - \tilde{\lambda}^k
\end{pmatrix}.
\tag{7.1b}
\]

Remark 7.1. The algorithm (7.1) keeps the main features and structures of various ADMM’s extensions in the literature for multiple-block separable convex optimization problems with linear equality constraints, see, e.g., [13, 20, 23]. The subproblems in the prediction step (7.1a) treat each \( \theta_i \) individually; they are of the same form as those in (4.2a) or (1.3). The correction step
7.2 Specification of the prototypical algorithmic framework (6.5)

Now, we show that the algorithm (7.1) can be obtained by specifying the prototype algorithmic framework (6.5). That is, we identify the specific matrices $Q$ and $M$ in (6.5a) and (6.5b) such that (6.5a) and (6.5b) can be reduced to the prediction step (7.1a) and the correction step (7.1b), respectively. The specified matrices corresponding to the algorithm (7.1) are denoted by $Q_{PD}$ and $M_{PD}$, respectively. We also divide the discussion into two subections.

7.2.1 Analysis for the prediction step (7.1a)

Similar as Section 4.2.1, for the predictor $\tilde{w}^k$ generated by (7.1a), we have

$$\theta(x) - \theta(\tilde{x}^k) + (w - \tilde{w}^k)^T F(\tilde{w}^k) \geq (w - \tilde{w}^k)^T Q_{PD}(w^k - \tilde{w}^k), \quad \forall w \in \Omega,$$

where

$$Q_{PD} = \begin{pmatrix}
\beta A_1^T A_1 & 0 & \cdots & 0 & A_1^T \\
\beta A_2^T A_1 & \beta A_2^T A_2 & \cdots & A_2^T \\
\vdots & \ddots & \ddots & \vdots \\
\beta A_p^T A_1 & \beta A_p^T A_2 & \cdots & \beta A_p^T A_p & A_p^T \\
0 & 0 & \cdots & 0 & \frac{1}{\beta I_m}
\end{pmatrix}. \quad (7.2b)$$

Using the notations $P$ and $\xi$ in (6.4), and the notations $L$ and $E$ in (6.9) and (6.10), we can rewrite the matrix $Q_{PD}$ in (7.2b) as

$$Q_{PD} = P^T Q_{PD} P, \quad \text{where} \quad Q_{PD} = \begin{pmatrix}
I_m & 0 & \cdots & 0 & I_m \\
I_m & I_m & \ddots & \vdots & I_m \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
I_m & I_m & \cdots & I_m & I_m \\
0 & 0 & \cdots & 0 & I_m
\end{pmatrix} = \left( \begin{array}{cc}
L & E^T \\
0 & I_m
\end{array} \right). \quad (7.3)$$

Then, it follows from (7.2) that we have the following inequality similar as (6.5a):

$$\theta(x) - \theta(\tilde{x}^k) + (w - \tilde{w}^k)^T F(\tilde{w}^k) \geq (\xi - \tilde{\xi}^k)^T Q_{PD}(\xi^k - \tilde{\xi}^k), \quad \forall w \in \Omega.$$

Thus, the prediction step (7.1a) can be specified by the prototypical prediction step (6.5a) with $Q := Q_{PD}$ as defined in (7.3).
7.2.2 Analysis for the correction step (7.1b)

Left-multiplying the matrix \( \text{diag}(\sqrt{\beta} I_m, \ldots, \sqrt{\beta} I_m, \frac{1}{\sqrt{\beta}} I_m) \) to both sides of the correction step (7.1b), we get

\[
\begin{pmatrix}
\sqrt{\beta} A_1 x_1^{k+1} \\
\sqrt{\beta} A_2 x_2^{k+1} \\
\vdots \\
\sqrt{\beta} A_p x_p^{k+1} \\
\frac{1}{\sqrt{\beta}} \chi^{k+1}
\end{pmatrix} = \begin{pmatrix}
\sqrt{\beta} A_1 x_1^k \\
\sqrt{\beta} A_2 x_2^k \\
\vdots \\
\sqrt{\beta} A_p x_p^k \\
\frac{1}{\sqrt{\beta}} \chi^k
\end{pmatrix} - \begin{pmatrix}
\nu \sqrt{\beta} I_m & -\nu \sqrt{\beta} I_m & 0 & \cdots & 0 \\
0 & \nu \sqrt{\beta} I_m & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & -\nu \sqrt{\beta} I_m & 0 \\
0 & \cdots & 0 & \nu \sqrt{\beta} I_m & 0 \\
-\nu \sqrt{\beta} I_m & 0 & \cdots & 0 & \frac{1}{\sqrt{\beta}} I_m
\end{pmatrix} \begin{pmatrix}
A_1 x_1^k - A_1 \hat{x}_1^k \\
A_2 x_2^k - A_2 \hat{x}_2^k \\
\vdots \\
A_p x_p^k - A_p \hat{x}_p^k \\
\lambda^k - \tilde{\lambda}^k
\end{pmatrix}.
\]

It can be written as

\[
\begin{pmatrix}
\sqrt{\beta} A_1 x_1^{k+1} \\
\sqrt{\beta} A_2 x_2^{k+1} \\
\vdots \\
\sqrt{\beta} A_p x_p^{k+1} \\
\frac{1}{\sqrt{\beta}} \chi^{k+1}
\end{pmatrix} = \begin{pmatrix}
\sqrt{\beta} A_1 x_1^k \\
\sqrt{\beta} A_2 x_2^k \\
\vdots \\
\sqrt{\beta} A_p x_p^k \\
\frac{1}{\sqrt{\beta}} \chi^k
\end{pmatrix} - \begin{pmatrix}
\nu I_m & -\nu I_m & 0 & \cdots & 0 \\
0 & \nu I_m & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & -\nu I_m & 0 \\
0 & \cdots & 0 & \nu I_m & 0 \\
-\nu I_m & 0 & \cdots & 0 & I_m
\end{pmatrix} \begin{pmatrix}
\sqrt{\beta}(A_1 x_1^k - A_1 \hat{x}_1^k) \\
\sqrt{\beta}(A_2 x_2^k - A_2 \hat{x}_2^k) \\
\vdots \\
\sqrt{\beta}(A_p x_p^k - A_p \hat{x}_p^k) \\
\frac{1}{\sqrt{\beta}}(\lambda^k - \tilde{\lambda}^k)
\end{pmatrix}.
\]

Recall the respective definitions \( \mathcal{L} \) and \( \mathcal{E} \) in (6.9) and (6.10). We have

\[
\mathcal{L}^T = \begin{pmatrix}
I_m & -I_m & 0 & 0 \\
0 & I_m & \ddots & 0 \\
\vdots & \ddots & \ddots & -I_m \\
0 & \cdots & 0 & I_m
\end{pmatrix} \quad \text{and} \quad \mathcal{E} \mathcal{L}^T = \begin{pmatrix}
I_m & 0 & \cdots & 0
\end{pmatrix}.
\]

Thus, using the notations in (6.4), we can rewrite the correction step (7.5) as

\[
\xi^{k+1} = \xi^k - \mathcal{M}_{PD} \left( \xi^k - \tilde{\xi}^k \right),
\]

where

\[
\mathcal{M}_{PD} = \begin{pmatrix}
\nu \mathcal{L}^T & 0 \\
-\nu \mathcal{E} \mathcal{L}^T & I_m
\end{pmatrix}.
\]

Thus, the correction step (7.1b) can be specified by the prototypical correction step (6.5b) with \( \mathcal{M} := \mathcal{M}_{PD} \) as defined in (7.6b).

7.3 Convergence

Then, according to the roadmap presented in Section 6.3, proving the convergence of the algorithm (7.1) can be reduced to verifying the conditions (6.6) and (6.7) with the specified matrices \( Q_{PD} \) and \( \mathcal{M}_{PD} \). That is, the remaining task is to find a positive definite matrix \( \mathcal{H}_{PD} \) such that

\[
\mathcal{H}_{PD} \mathcal{M}_{PD} = Q_{PD}^T + Q_{PD} - \mathcal{M}_{PD}^T \mathcal{H}_{PD} \mathcal{M}_{PD} > 0,
\]

where \( Q_{PD} \) and \( \mathcal{M}_{PD} \) are given by (7.3) and (7.6b), respectively.
Lemma 7.1. For the matrices $Q_{PD}$ and $M_{PD}$ given by (7.3) and (7.6b), respectively, the matrix

$$
H_{PD} = \begin{pmatrix}
\nu LL^T + \mathcal{E}^T \mathcal{E} & \mathcal{E}^T \\
\mathcal{E} & I_m
\end{pmatrix}
$$

with $\nu \in (0, 1)$ (7.7) is positive definite, and it satisfies $H_{PD}M_{PD} = Q_{PD}$.

Proof. It is easy to check the positive definiteness of $H_{PD}$. In addition, for the block matrix $Q_{PD}$ in (7.3), we have

$$
H_{PD}M_{PD} = \begin{pmatrix}
\nu LL^T + \mathcal{E}^T \mathcal{E} & \mathcal{E}^T \\
\mathcal{E} & I_m
\end{pmatrix}
\begin{pmatrix}
\nu L - T_0 - \nu EL - T I_m \\
0 & I_m
\end{pmatrix} = Q_{PD}.
$$

The assertions of this lemma are proved. □

Lemma 7.2. Let $Q_{PD}$, $M_{PD}$ and $H_{PD}$ be defined in (7.3), (7.6b) and (7.7), respectively. Then the matrix

$$
G_{PD} := (Q_{PD}^T + Q_{PD}) - M_{PD}^T H_{PD} M_{PD}
$$

is positive definite.

Proof. By elementary matrix multiplications, we know that

$$
M_{PD}^T H_{PD} M_{PD} = Q_{PD}^T M_{PD} = \begin{pmatrix}
L^T & 0 \\
\mathcal{E} & I_m
\end{pmatrix}
\begin{pmatrix}
\nu L - T & 0 \\
-\nu \mathcal{E} L - T & I_m
\end{pmatrix} = \begin{pmatrix}
\nu \mathcal{I} & 0 \\
0 & I_m
\end{pmatrix}.
$$

Then, it follows from $L^T + L = \mathcal{I} + \mathcal{E}^T \mathcal{E}$ (see (6.9)-(6.11)) that

$$
G_{PD} = (Q_{PD}^T + Q_{PD}) - M_{PD}^T H_{PD} M_{PD}
= \begin{pmatrix}
L^T + L & \mathcal{E}^T \\
\mathcal{E} & 2I_m
\end{pmatrix} - \begin{pmatrix}
\nu \mathcal{I} & 0 \\
0 & I_m
\end{pmatrix}
= \begin{pmatrix}
(1 - \nu) \mathcal{I} + \mathcal{E}^T \mathcal{E} & \mathcal{E}^T \\
\mathcal{E} & I_m
\end{pmatrix}.
$$

Thus, the matrix $G_{PD}$ is positive definite for any $\nu \in (0, 1)$. □

Then, according to Theorems 6.1 and 6.2, the convergence of the algorithm (7.1) can be obtained. We skip the proof for succinctness.

8 Dual-primal extension of the ADMM (1.3) for (6.1)

Similar as Section 5, we can also consider an extension of the ADMM (1.3) which updates the dual variables $\lambda$ first and then updates the primal variables $x_i$, $i = 1, \ldots, p$. The resulting algorithm is called a dual-primal extension of the ADMM (1.3) for (6.1). We show that it can also be obtained by specifying the prototype algorithmic framework (6.5).

8.1 Algorithm

A dual-primal extension of the ADMM (1.3) for (6.1) is presented as follows.
A Dual-Primal Extension of the ADMM (1.3) for (6.1).

1. (Prediction Step) With given \((A_1x_1^k, A_2x_2^k, \ldots, A_p x_p^k, \lambda^k)\), generate \(\tilde{w}^k \in \Omega\) via

\[
\begin{align*}
\tilde{\lambda}^k &= \arg \max \{-\lambda^T (\sum_{j=1}^p A_j x_j^k) - b\} - \frac{1}{2\eta} \| \lambda - \lambda^k \|^2 \mid \lambda \in \Lambda\}; \\
\tilde{x}_1^k &= \arg \min \{\theta_1(x_1) - x_1^T A_1^T \tilde{\lambda}^k + \frac{\beta}{2} \|A_1(x_1 - x_1^k)\|^2 \mid x_1 \in \mathcal{X}_1\}; \\
\tilde{x}_2^k &= \arg \min \{\theta_2(x_2) - x_2^T A_2^T \tilde{\lambda}^k + \frac{\beta}{2} \|A_1(\tilde{x}_1^k - x_1^k) + A_2(x_2 - x_2^k)\|^2 \mid x_2 \in \mathcal{X}_2\}; \\
&\vdots \\
\tilde{x}_p^k &= \arg \min \{\theta_p(x_p) - x_p^T A_p^T \tilde{\lambda}^k + \frac{\beta}{2} \|\sum_{j=1}^{p-1} A_j(\tilde{x}_j^k - x_j^k) + A_p(x_p - x_p^k)\|^2 \mid x_p \in \mathcal{X}_p\}. \\
\end{align*}
\]

(8.1a)

(8.1b)

Remark 8.1. The algorithm (8.1) differs from the algorithm (7.1) slightly in the order of the update of variables. All subproblems in the prediction step (8.1a) are of the same difficulty as those in (7.1a). The correction step (8.1b) also differs from (7.1b) slightly in some entries of their corresponding matrices, and it also only requires ignorable computation.

8.2 Specification of the prototypical algorithmic framework (6.5)

Now, we show that the algorithm (8.1) can also be obtained by specifying the prototype algorithmic framework (6.5). The specified matrices \(Q\) and \(M\) in (6.5a) and (6.5b) are denoted by \(Q_{dp}\) and \(M_{dp}\), respectively. Again, we divide the discussion into two subsections.

8.2.1 Analysis for the prediction step (8.1a)

Similar as the analysis in Section 5.2.1 for the predictor \(\tilde{w}^k\) generated by (8.1a), we have

\[
\theta(x) - \theta(\tilde{x}^k) + (w - \tilde{w}^k)^T F(\tilde{w}^k) \geq (w - \tilde{w}^k)^T Q_{dp}(w^k - \tilde{w}^k), \quad \forall w \in \Omega,
\]

(8.2a)
where

\[
Q_{dp} = \begin{pmatrix}
\beta A_1^T A_1 & 0 & \cdots & 0 & 0 \\
\beta A_2^T A_1 & \beta A_2^T A_2 & \ddots & \vdots & 0 \\
\vdots & \ddots & \ddots & 0 & \vdots \\
\beta A_p^T A_1 & \beta A_p^T A_2 & \cdots & \beta A_p^T A_p & 0 \\
-A_1 & -A_2 & \cdots & -A_p & \frac{1}{\sqrt{\beta}} I_m
\end{pmatrix}.
\tag{8.2b}
\]

Using the notations \(P\) and \(\xi\) in (6.4), and the notations \(\mathcal{L}\) and \(\mathcal{E}\) in (6.9) and (6.10), we can rewrite the matrix \(Q_{dp}\) in (8.2b) as

\[
Q_{dp} = P^T Q_{dp} P, \quad \text{where } Q_{dp} = \begin{pmatrix}
I_m & 0 & \cdots & 0 & 0 \\
I_m & I_m & \ddots & \vdots & 0 \\
\vdots & \ddots & \ddots & 0 & \vdots \\
I_m & I_m & \cdots & I_m & 0 \\
-I_m & -I_m & \cdots & -I_m & I_m
\end{pmatrix} = \begin{pmatrix}
\mathcal{L} & 0 \\
-\mathcal{E} & I_m
\end{pmatrix}. \tag{8.3}
\]

Then, it follows from (8.2) that we have the following inequality similar as (6.5a):

\[
\theta(x) - \theta(\tilde{x}^k) + (w - \tilde{w}^k)^T F(\tilde{w}^k) \geq (\xi - \tilde{\xi}^k)^T Q_{dp} (\xi^k - \tilde{\xi}^k), \quad \forall w \in \Omega. \tag{8.4}
\]

Thus, the prediction step (8.1a) can be specified by the prototypical prediction step (6.5a) with \(Q := Q_{dp}\) as defined in (8.3).

### 8.2.2 Analysis for the correction step (8.1b)

Left-multiplying the matrix \(\text{diag}(\sqrt{\beta} I_m, \ldots, \sqrt{\beta} I_m, \frac{1}{\sqrt{\beta}} I_m)\) to both sides of the correction step (8.1b), we get

\[
\begin{pmatrix}
\sqrt{\beta} A_1 x_1^{k+1} \\
\sqrt{\beta} A_2 x_2^{k+1} \\
\vdots \\
\frac{1}{\sqrt{\beta}} \lambda^{k+1}
\end{pmatrix} = \begin{pmatrix}
\sqrt{\beta} A_1 x_1^k \\
\sqrt{\beta} A_2 x_2^k \\
\vdots \\
\frac{1}{\sqrt{\beta}} \lambda^k
\end{pmatrix} - \begin{pmatrix}
\nu I_m & -\nu I_m & 0 & \cdots & 0 \\
\nu I_m & \nu I_m & \ddots & \vdots & \vdots \\
\vdots & \ddots & \ddots & -\nu I_m & 0 \\
\nu I_m & \cdots & 0 & \nu I_m & 0 \\
-
u I_m & \cdots & -\nu I_m & \nu I_m & \frac{1}{\sqrt{\beta}} I_m
\end{pmatrix} \begin{pmatrix}
A_1 x_1^{k} - A_1 \tilde{x}_1^{k} \\
A_2 x_2^{k} - A_2 \tilde{x}_2^{k} \\
A_p x_p^{k} - A_p \tilde{x}_p^{k} \\
\frac{1}{\sqrt{\beta}} (\lambda^k - \tilde{\lambda}^k)
\end{pmatrix}.
\]

It can be written as

\[
\begin{pmatrix}
\sqrt{\beta} A_1 x_1^{k+1} \\
\sqrt{\beta} A_2 x_2^{k+1} \\
\vdots \\
\frac{1}{\sqrt{\beta}} \lambda^{k+1}
\end{pmatrix} = \begin{pmatrix}
\sqrt{\beta} A_1 x_1^k \\
\sqrt{\beta} A_2 x_2^k \\
\vdots \\
\frac{1}{\sqrt{\beta}} \lambda^k
\end{pmatrix} - \begin{pmatrix}
\nu I_m & -\nu I_m & 0 & \cdots & 0 \\
\nu I_m & \nu I_m & \ddots & \vdots & \vdots \\
\vdots & \ddots & \ddots & -\nu I_m & 0 \\
\nu I_m & \cdots & 0 & \nu I_m & 0 \\
-
u I_m & \cdots & -\nu I_m & \nu I_m & \frac{1}{\sqrt{\beta}} I_m
\end{pmatrix} \begin{pmatrix}
\sqrt{\beta} (A_1 x_1^{k} - A_1 \tilde{x}_1^{k}) \\
\sqrt{\beta} (A_2 x_2^{k} - A_2 \tilde{x}_2^{k}) \\
\sqrt{\beta} (A_p x_p^{k} - A_p \tilde{x}_p^{k}) \\
\frac{1}{\sqrt{\beta}} (\lambda^k - \tilde{\lambda}^k)
\end{pmatrix}.
\tag{8.5}
\]
It follows from (6.9) and (6.10) that
\[
\begin{pmatrix}
\nu I_m & -\nu I_m & 0 & \cdots & 0 \\
0 & \nu I_m & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & -\nu I_m & 0 \\
0 & \cdots & 0 & \nu I_m & 0 \\
-I_m & \cdots & -I_m & -I_m & I_m
\end{pmatrix}
= \begin{pmatrix}
\nu \mathcal{L}^{-T} & 0 \\
-\mathcal{E} & I_m
\end{pmatrix}.
\]

Using the notations in (6.3), we can rewrite the correction (8.5) as
\[
\xi^{k+1} = \xi^k - \mathcal{M}_{\text{DP}} (\xi^k - \tilde{\xi}^k),
\]
where
\[
\mathcal{M}_{\text{DP}} = \begin{pmatrix}
\nu \mathcal{L}^{-T} & 0 \\
-\mathcal{E} & I_m
\end{pmatrix}.
\]

Thus, the correction step (8.1b) can be specified by the prototypical correction step (6.5b) with \( \mathcal{M} := \mathcal{M}_{\text{DP}} \) as defined in (8.6b).

### 8.3 Convergence

Also, according to the roadmap presented in Section 6.3, proving the convergence of the algorithm (8.1) can be reduced to verifying the conditions (6.6) and (6.7) with the specified matrices \( Q_{\text{DP}} \) and \( M_{\text{DP}} \). That is, the remaining task is to find a positive definite matrix \( H_{\text{DP}} \) such that
\[
H_{\text{DP}} M_{\text{DP}} = Q_{\text{DP}} \quad \text{and} \quad Q_{\text{DP}}^T + Q_{\text{DP}} - M_{\text{DP}}^T H_{\text{DP}} M_{\text{DP}} > 0,
\]
where the matrices \( Q_{\text{DP}} \) and \( M_{\text{DP}} \) are given by (8.3) and (8.6b), respectively.

**Lemma 8.1.** For the matrices \( Q_{\text{DP}} \) and \( M_{\text{DP}} \) given by (8.3) and (8.6b), respectively, the matrix
\[
H_{\text{DP}} := \begin{pmatrix}
\frac{1}{\nu} \mathcal{L} \mathcal{L}^T & 0 \\
0 & I_m
\end{pmatrix}
\]
with \( \nu \in (0,1) \) (8.7) is positive definite, and it satisfies \( H_{\text{DP}} M_{\text{DP}} = Q_{\text{DP}} \).

**Proof.** It is clear that \( H_{\text{DP}} \) is positive definite. In addition, for the block matrix \( Q_{\text{DP}} \) in (8.3), we have
\[
H_{\text{DP}} M_{\text{DP}} = \begin{pmatrix}
\frac{1}{\nu} \mathcal{L} \mathcal{L}^T & 0 \\
0 & I_m
\end{pmatrix}
\begin{pmatrix}
\nu \mathcal{L}^{-T} & 0 \\
-\mathcal{E} & I_m
\end{pmatrix}
= \begin{pmatrix}
\mathcal{L} & 0 \\
-\mathcal{E} & I_m
\end{pmatrix} = Q_{\text{DP}}.
\]

The assertions of this lemma are proved. \( \square \)

**Lemma 8.2.** Let \( Q_{\text{DP}}, M_{\text{DP}}, \) and \( H_{\text{DP}} \) be defined in (8.3), (8.6b) and (8.7), respectively. Then the matrix
\[
G_{\text{DP}} := (Q_{\text{DP}}^T + Q_{\text{DP}}) - M_{\text{DP}}^T H_{\text{DP}} M_{\text{DP}}
\]
is positive definite.
Proof. First, by elementary matrix multiplications, we get

\[
\mathcal{M}_{\text{DP}}^T \mathcal{H}_{\text{DP}} \mathcal{M}_{\text{DP}} = Q_{\text{DP}}^T (\nu \mathcal{L}^T - \mathcal{E}^T) (\nu \mathcal{I} + \mathcal{E}^T \mathcal{E} - \mathcal{E}^T).
\]

Then, using \( \mathcal{L}^T + \mathcal{L} = \mathcal{I} + \mathcal{E}^T \mathcal{E} \) (see (6.9)-(6.11)), we have

\[

G_{\text{DP}} = (Q_{\text{DP}}^T + Q_{\text{DP}}) - \mathcal{M}_{\text{DP}}^T \mathcal{H}_{\text{DP}} \mathcal{M}_{\text{DP}}
= \begin{pmatrix}
\mathcal{L}^T + \mathcal{L} & -\mathcal{E}^T \\
-\mathcal{E} & 2I_m
\end{pmatrix} - \begin{pmatrix}
\nu \mathcal{I} + \mathcal{E}^T \mathcal{E} & -\mathcal{E}^T \\
-\mathcal{E} & I_m
\end{pmatrix}
= \begin{pmatrix}
(1 - \nu) \mathcal{I} & 0 \\
0 & I_m
\end{pmatrix}.
\]

Thus, the matrix \( G_{\text{DP}} \) is positive definite for any \( \nu \in (0, 1) \).

Then, according to Theorems 6.1 and 6.2, the convergence of the algorithm (8.1) can be obtained. We skip the proof for succinctness.

9 Panorama

The ALM in [24, 27] was proposed for the nonseparable generic convex optimization problem with linear equality constraints which can be regarded as a one-block model, and as mentioned, the original ADMM (1.3) is an extension of the ALM by splitting the underlying augmented Lagrangian function twice when the two-block separable model (1.1) is considered. However, as proved in [5], the same extension may fail in guaranteeing the convergence if a multiple-block generalized model of (1.1) is considered (recall (1.7)). Hence, it seems impossible to unify the algorithmic design and convergence analysis for the original ALM in [24, 27], the original ADMM (1.3) and its direct extensions, when the number of separable blocks of a convex optimization model with linear equality constraints increases from \( p = 1, p = 2, \) to \( p \geq 3 \).

On the other hand, it is easy to see that the algorithms (7.1) and (8.1) are direct extensions of the algorithms (4.2) and (5.1), respectively, when the model under discussion is changed from the two-block model (1.8) to its multiple-block generalized model (6.1). Alternatively, the algorithms (4.2) and (5.1) are just special cases of the algorithms (7.1) and (8.1) with \( p = 2 \), respectively. Hence, the algorithms (7.1) and (8.1) are eligible to the model (6.1) with different cases of \( p \geq 2 \). Indeed, we can show that the algorithms (7.1) and (8.1) can also be applied to the following nonseparable generic convex optimization problem with linear equality or inequality constraints:

\[
\min \{ \theta(x) \mid Ax = b \text{ (or } \geq b), x \in \mathcal{X} \}, \quad (9.9)
\]

which can alternatively be regarded as the special case of (6.1) with \( p = 1 \).

For the model (9.9), let us define

\[
\Lambda = \begin{cases}
\mathbb{R}^m, & \text{if } Ax = b, \\
\mathbb{R}_+^m, & \text{if } Ax \geq b.
\end{cases}
\]

Then, we can propose an algorithmic framework similar as (3.2) and (6.5) for the generic model (9.9), as well as a roadmap for convergence analysis similar as those in Sections 3.2 and 6.3. Specific algorithms can also be obtained similarly as what we have done in Sections 4, 5, 7 and 8. For succinctness, we only present some specific algorithms and skip other details.
A Primal-Dual Variant of the ALM for (9.9)

1. (Prediction Step) With given \((Ax^k, \lambda^k)\), find \(\tilde{w}^k = (\tilde{x}^k, \tilde{\lambda}^k)\) via
   \[
   \begin{align*}
   \tilde{x}^k &\in \arg\min \left\{ \theta(x) - x^T A^T \lambda^k + \frac{1}{2\beta} \|A(x-x^k)\|^2 \mid x \in \mathcal{X} \right\}, \\
   \tilde{\lambda}^k &\in \arg\max \left\{ -\lambda^T (A\tilde{x}^k - b) - \frac{1}{2\beta} \|\lambda - \lambda^k\|^2 \mid \lambda \in \Lambda \right\}.
   \end{align*}
   \] (9.10a)

2. (Correction Step) Correct the predictor \(\tilde{w}^k\) solved by (9.10a), and generate the new iterate \((Ax^{k+1}, \lambda^{k+1})\) with \(\nu \in (0, 1)\) by
   \[
   \begin{pmatrix}
   Ax^{k+1} \\
   \lambda^{k+1}
   \end{pmatrix} = \begin{pmatrix}
   Ax^k \\
   \lambda^k
   \end{pmatrix} - \begin{pmatrix}
   \nu I_m & 0 \\
   -\beta I_m & I_m
   \end{pmatrix} \begin{pmatrix}
   Ax^k - A\tilde{x}^k \\
   \lambda^k - \tilde{\lambda}^k
   \end{pmatrix}.
   \] (9.10b)

A Dual-Primal Variant of the ALM for (9.9)

1. (Prediction Step) With given \((Ax^k, \lambda^k)\), find \(\tilde{w}^k = (\tilde{x}^k, \tilde{\lambda}^k)\) via
   \[
   \begin{align*}
   \tilde{\lambda}^k &\in \arg\max \left\{ -\lambda^T (Ax^k + By^k - b) - \frac{1}{2\beta} \|\lambda - \lambda^k\|^2 \mid \lambda \in \Lambda \right\}, \\
   \tilde{x}^k &\in \arg\min \left\{ \theta(x) - x^T A^T \tilde{\lambda}^k + \frac{1}{2\beta} \|A(x-x^k)\|^2 \mid x \in \mathcal{X} \right\}.
   \end{align*}
   \] (9.11a)

2. (Correction Step) Correct the predictor \(\tilde{w}^k\) generated by (9.11a), and generate the new iterate \((Ax^{k+1}, \lambda^{k+1})\) with \(\nu \in (0, 1)\) by
   \[
   \begin{pmatrix}
   Ax^{k+1} \\
   \lambda^{k+1}
   \end{pmatrix} = \begin{pmatrix}
   Ax^k \\
   \lambda^k
   \end{pmatrix} - \begin{pmatrix}
   \nu I_m & 0 \\
   -\beta I_m & I_m
   \end{pmatrix} \begin{pmatrix}
   Ax^k - A\tilde{x}^k \\
   \lambda^k - \tilde{\lambda}^k
   \end{pmatrix}.
   \] (9.11b)

It is easy to see that, when the special case of (9.9) with linear equality constraints is considered, the algorithms (9.10) and (9.11) differ from the classic ALM in [24, 27] only slightly in their prediction steps with some constant vectors and in their correction steps with ignorable computation. They maintain all major features and structures of the ALM, but they can be used for the cases of (9.9) with both linear equality and inequality constraints. In addition, the algorithms (9.10) and (9.11) can be rendered from the algorithms (4.2) and (5.1), respectively, by removing the \(x_2\)-subproblems in (4.2a) and (5.1a) as well as the second rows and columns of the matrices in (4.2b) and (5.1b) correspondingly. Thus, they are also included as special cases by the algorithms (7.1) and (8.1) with \(p = 1\).

In a nutshell, the proposed algorithmic framework and roadmap for convergence analysis are uniformly eligible to the nonseparable generic convex optimization model (9.9), the two-block separable model (1.8), and its multiple-block generalized model (6.1) with an arbitrary \(p\). The resulting algorithms maintain the same features and structures from stem to stern for various convex optimization models with different degrees of separability, in which both linear equality and inequality constraints can be included; and the convergence analysis can be unified by a common roadmap. In this sense, our philosophy of algorithmic design and the roadmap for convergence analysis are panoramic and consistent.

10 Conclusions

The classic alternating direction method of multipliers (ADMM) has been widely used for various convex optimization problems with linear equality constraints and two-block separable objective
functions without coupled variables. It is known that the ADMM cannot be directly extended to multiple-block (more than two blocks) separable convex optimization problems with linear equality constraints, while it is unknown whether or not it can be extended to two-block or multiple-block separable convex optimization problems with linear inequality constraints. In this paper, we focus on extensions of the ADMM to both two-block and multiple-block separable convex optimization problems with either linear inequality or linear equality constraints, and propose prototypical algorithmic frameworks which can be specified as concrete algorithms for the targeted models. The specified algorithms keep the major structures and features of the original ADMM, and only require very simple additional steps to guarantee the convergence. We also establish standard roadmaps to prove the convergence of the proposed prototypical algorithmic frameworks without any extra conditions. We show that, if we follow the roadmaps to derive the convergence of any algorithm specified from the proposed prototypical algorithmic frameworks, then essentially it only requires to specify two matrices and then to check the positive definiteness of another matrix. Our analysis is comprehensive enough to uniformly cover the nonseparable generic model as well as the two-block and multiple-block separable convex optimization models, in which both the linear equality and linear inequality constraints can be included. Our analysis only uses very elementary mathematics and hence it is understandable for laymen.

Our aim is to study possible extensions of the original ADMM from a high-level and methodological perspective; thus we do not present any experiment results. As mentioned, the proposed prototypical algorithmic frameworks basically maintain all the major structures and features of the original ADMM (1.3) which account for its versatility and efficiency, while the additional correction steps are extremely simple in computation. It is easy to empirically verify the efficiency of the algorithms specified from the proposed algorithmic frameworks. For instance, we have tested more than ten benchmark application problems in various fields, including the least absolute shrinkage and selection operator [28], the \( L_1 \) regularized logistic regression problem [15], some basic total-variation-based image reconstruction problems in [4], the support vector machine in [9], the sparse inverse covariance selection model in [1], as well as a number of basic optimization models in [3] (including linear and quadratic programming problems, and the least absolute deviations problem). These application problems can all be modelled as concrete applications of the model (1.1) and they have been well solved by the original ADMM (1.3) in the literatures. For comparison purpose, we implemented the original codes provided by the respective authors and kept their respective well-tuned settings, including the values of the penalty parameter \( \beta \), for implementing the prediction steps (4.2a) and (5.1a), and then simply set \( \nu = 0.99 \) for the correction steps (4.2b) and (5.1b). It has been affirmatively verified by our experiments that the proposed algorithms (4.2) and (5.1) perform nearly the same as the original ADMM (1.3). That is, the versatility and efficiency of the original ADMM (1.3) are completely maintained by the specified algorithms (4.2) and (5.1) if the special model (1.1) is considered. Here, we opt to skip the tedious descriptions of various numerical results for succinctness. The conclusion is that algorithms specified from the proposed prototypical algorithmic frameworks are eligible to the more general models (1.8) and (6.1), while they can work as well as the original ADMM (1.3) if the special case (1.1) is considered.

We would like to emphasize that we mainly initiate the foundation of algorithmic design and convergence analysis on the ground of the original ADMM, and our target models are the most generic and abstract separable convex optimization models with linear equality or inequality constraints. We do not further discuss how to modify, specify, or generalize an algorithm that can be specified from the proposed prototypical algorithmic frameworks for the sake of better taking advantage of the structures and properties of a specific application. Hence, we do not discuss
how to solve the resulting subproblems more efficiently or how to find better step sizes; nor do we investigate sharper convergence results such as worst-case convergence rates in terms of iteration complexity, various asymptotical convergence rates under different conditions, or other more challenging issues under additional assumptions on the objective functions, coefficient matrices, and/or others. When a specific application problem is considered, it is possible to specify the proposed prototypical algorithmic frameworks as more application-tailored algorithms. It is also possible to discuss how to combine other techniques with the prototypical algorithmic frameworks to obtain more attractive numerical schemes; such examples include acceleration schemes, inertial schemes, neural networks, stochastic/randomized techniques, and so on. All these more detailed discussions are excluded in our discussion for succinctness. Our focus is exclusively the discussion of extensions of the most fundamental ADMM (1.3) from the canonical two-block model (1.1) to its generalized two-block model (1.8) and multiple-block model (6.1), which can include both linear equality and inequality constraints.
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