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Abstract: The fundamental task of the Network Traffic Analysis is the ability of capturing and monitoring all the network traffics (incoming and outgoing) for local area network LAN and how the network analyzer is able to analyze and detect errors or any type of suspicious activities such as intruders. The idea of this research is to use flexible packet filtering to filter out the captured network traffics. The proposed packet inspection will isolate the captured traffics based on their source using traffic source separation ‘TSS’ strategy, during the separation operation the traffic signature will be examined with the stored signatures of the system database using Traffic Signature Matching. The experiment results shows that by using a User Profile Filter (UPF) that will be based on SVM and examining the traffic signature, the total of error received from the traffic classifier has been reduced to 0.5% and the traffic capturing speed has been increased in comparing with the standard methods of the traffic analyzers.
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Introduction

The Network Traffic Analysis is the tool that allows users to monitor and view the network traffics details. In this research we have explained in depth about the new generation of Network Traffic Analysis and its abilities to capture and monitor all types network traffics (incoming and outgoing) for local area network LAN. Our proposed method is actually depending on the network traffic analyzer to capture and analyze the network traffics and we have proposed a special technique that detects anomalies while monitoring network traffics, this technique is called the flexible packet filtering and the support vector machine algorithm that we used to get the better classification of the captured network traffics and to detect anomalies. This method will help improving the abilities of the network analyzer to determine whether the captured traffics are normal or have an anomaly behavior with an expected of a very low rate of false alarm. The purpose of combining these methods is to save time, employees and effort of monitoring the traffics and handling the alarm that indicates to the presence of attack. These points are very important and taking the consideration of the researchers especially those are trying to overcome the weaknesses that degrading the performance of the network traffic analyzer such as time of fixing a problem that might be not existed due to the high rate of false alarm in most of network analyzers (Allen et al., 2005). So, we have come out with a comprehensive application that can adept the changes of the network behavior and able to handle more than one function simultaneously. Using this application would help us avoiding the attackers and preventing them to penetrate our network environment and this could also reflect the advantages of saving time, money and working staff. What polis saying every time is that “we did not catch all the criminals but we know their victims”? So let us consider that the criminal is the attackers with their IP-addresses and the victims are the network. Unfortunately, it is not possible to reliably determine the source of a received IP packet, as the protocol does not provide authentication of the packet based on the source address field, which can be easily faked (IP Spoofing). Furthermore, also the Internet routing infrastructure does not keep useful information about forwarded packets. In this research, anomaly detection is used in checking the IP Header and TCP or UDP Header using the payload and
traffic four metrics (Belenky and Ansari, 2007; Mahoney, 2003), our strategy is based on viewing the header of the packet using packet decode and the observation that fundamentally all anomaly detection methods must be first defined as normal behavior; anomalies then become the deviations from this baseline behavior. Most anomaly detection algorithms require a set of purely normal data to train the model and they implicitly assume that anomalies can be treated as patterns not observed before. Also most anomaly detection methods are limited to analyze the entire traffic as one entity, which makes them unable to quantify network anomalies and their validities are affected when many anomalous activities occur simultaneously (John and Tafvelin, 2007).

Many researchers have proposed different techniques and methodologies for capturing and recognizing anomalies, some uses the IDS and test it using the DARPA 99 dataset (DARPADataset) and others used the standard CISCO net-flow analyzer (CISCO NetFlow) with their own dataset. Recently researchers have turned towered the use of the Support Vector Machine to recognize anomaly behavior (Kim et al., 2005; Tran et al., 2004) or unknown attacks under different circumstances and conditions. Most of these techniques works correctly and gives good results. Our new proposed packet inspection that has been deployed to capture an anomaly behaviors is relying on support vector machine algorithm that identify the new traffic behavior by comparing it with the stored user profile and helps to flag data whether normal or anomaly and returned data will be added to the oldest pattern and constructs new updated normal profile that contain more information about normal user behavior. In SVM, if we define the distance from the separating hyper-plan to the nearest expression vector as the margin of the hyper-plane (Kim et al., 2005), then the SVM algorithm selects the maximum margin separating hyper-plane. Selecting these particular hyper-planes maximizes the SVM’s ability to predict the correct classification of unseen pattern. Other researches in supervised anomaly detection can be considered as performing generative modeling. These approaches attempt to build some kind of a model over the normal data and then check to see how well new data fits into that model. An approach for modeling normal sequences using look ahead pairs and contiguous sequences has been also consider revising in this study. A statistical method for ranking each sequence by comparing how often the sequence is known to occur in normal traces with how often it is expected to occur in intrusions have some mathematical defects and difficulties to achieve (Jung et al., 2004).

The libpcap tool has greatly simplified the task of acquiring network packets for measurement. The limitation of the tool is its inability to analyze the captured data, it will only capture the data and the programmer or network administrator is left to carry out analysis manually. This task can be time consuming and cumbersome and in most cases accurate information about the network is not obtained. Some researchers have developed modular software architectures for extensible system, however only a few of these systems are optimized to handle large amount of data and continuous monitoring. Other researchers have developed systems for streaming data through protocol layers and routing functions, but not much attention has been given to the analysis of large/huge or broad data collected over time. One approach uses a prediction model obtained by training decision trees over normal data, while others use neural networks to obtain the model or non-stationary models to detect novel attacks, but still facing a high rate of false alarm. Lane and Bradley (2008) performed anomaly detection on unlabeled data by looking at user profiles and comparing the activity during an intrusion to the activity during normal use. Similar approach of creating user profiles using semi-incremental techniques has also proposed by other researchers. Barbara used pseudo-Bayes estimators to enhance detection of novel attacks while reducing the false alarm rate as much as possible. A technique developed at SRI in the EMERALD system uses historical records as its normal training data. It then compares distribution of a new data to the distribution obtained from those historical records and then, the differences between the distributions indicate an intrusion. Recent works estimate parameters of a probabilistic model over the normal data and compute how well new data fits into the model. Kim et al. (2005; Lane and Bradley, 2008), traffic packets are projected to four matrices according to different bytes of the IP address and then an abnormality detection method for large scale network is proposed. Besides analyzing the characteristic of the IP address, many researchers try to discover the statistical character of users’ behaviors and perform abnormal behavior detection. The protocol, client, server port, total data transferred are used to describe the users’ communication patterns and to cluster them into different Community Of Interests (COI). Through analyzing the characteristics of the COIs, many abnormal behavior detection methods are designed. The abnormal behaviors can be detected by analyzing the protocols, packets size and flow size. In implementing this idea, it is usually required to check every packet to get the detailed address information. In actual application, this may affect the efficiency of the real-time traffic monitoring. To avoid this and improve the efficiency, some researchers analyze the statistics of the traffic packets (total number of bytes, total number of packets) and successfully propose many schemes to discover the anomalies only when traffic pattern changes due to attacks such as DDOS for (Mahoney, 2003; Giorgi and Narduzzi, 2008). Giorgi and Narduzzi (2008;
Materials and Methods

Our method works based on monitoring the four predefined traffic metrics as its shown in (Table 1) that capture the flow statistics of the network along with the stored user profile in the system database. In order to prove the power of the new method, we did build an application that detects network anomalies using the proposed method. The result of the experiments proves that by using the four simple metrics from the flow data and by monitoring the user’s activities, we do not only effectively detect attacks but can also identify the network traffic anomalies. Then, the packet decode will decrypt the traffic and view its header and payload, this will allow zooming in on a specific details which will associate the comparison of the user activities. Internet traffic measurement in (Giorgi and Narduzzi, 2008) is essential for monitoring trends, network planning and anomaly traffic detection. In general, simple packet- or byte-counting methods with SNMP have been widely used for easy and useful network administration (Mahoney, 2003). In addition, the passive traffic measurement approach that collects and analyzes packets at routers side or dedicated machines is also popular. However, traffic measurement will be more difficult in the next-generation Internet with the features of high-speed links or new protocols such as IPv6 or MIPv6. In Table 1 are some examples of anomaly attacks those can be captured and identified using the four predefined traffic metrics.

The most important part of this research is the traffic filtering. First, to sniff network traffic we used packet sniffer which is followed by packet decode to capture and reveal traffic header and payload. This has been done using flexible packet filtering which is combination of both the static and dynamic packet filtering. WinPcap (traffic library) will be also used to determine the traffic validity. After traffic has been captured, the data packets will be isolated based on their source using traffic source separation ‘TSS’ strategy and during the separation operation the traffic signature will be examined with the stored signatures of the system database using Traffic Signature Matching. According to the proposed technique, another filter applied which is ‘User Profile Filter’ (UPF) that will be based on SVM that have the record of the normal user activities and ability of classifying network traffic into normal or attack.

Table 1. Anomaly attacks those can be captured using traffic four metrics

| Traffic four metrics | Over types of attack | Total Byte | Total packet | D-socket | D-port |
|----------------------|----------------------|------------|--------------|----------|--------|
| Flooding             | High                 | High       | Normal       | Normal   | Normal |
| TCP SYN              | Normal               | Normal     | High         | Normal   | Normal |
| Port-Scan            | Normal               | Normal     | Normal       | Normal   | High   |
The use of Packet Decode is to get information that could help analyzing traffics in depth and understand how it has been sent and what the destination that the data should be delivered to by viewing its header and payload using specific parameters in each step. The parameters in this system are depend on each other, because from the above system design (Fig. 1) we can see that each step is relying on the previous one. So, in case of failure in one of the steps, the next step will not be able to analyze traffics correctly. So, the consequences will be failed to decode or to determine whether the packet is clear or not. By using the Smart Sniff we will start capture the traffics. So the first step for the system design is:

**Capture Traffics:** This process starts with packet sniffer to capture the traffics from the internet and this function will allow monitoring and capturing all the traffics in Local Area Network (LAN). So, it could be in the university or in star-bucks or home or in anywhere that can find internet connection. In this step, the proposed analyzer is linked with WinPcap which is internet packet library, that would improve the ability of network analyzer to predict the traffics that are going to be captured and examining the packets with stored database, so the packet data are suppose to be matched with the stored WinPcap database to determine the packet type and the protocol used to send it, it could be (TCP or UDP, ICMP, IGMP). When the traffics are captured, there is only one gate to bypass through our adapter. This gate is a WinPcap. If the packet does not match a WinPcap database, the system will indicate it as an infected packet. So once it finishes the process of checking packets, it will forward the information to the next step.

Filter Traffics: all the captured traffics are a WinPcap database. But, the traffics can be forged or modified to act as normal. So, while capturing the traffics, the data packets will be posed to be filtered using the proposed method. At this stage, the system will use the packets decode to reveal the packet headers and payload and the Flexible packet filtering over Support Vector Machine shall determine the traffic reliability.

**Traffic Signature Matching**

At this stage as it is shown in the system design the signatures of the received IP packets reply will be checked using Traffic Signature Matching which known also by misuse detection that will be responsible to examine the captured traffics signatures and alert if one of the captured traffic signature has matched the stored signatures. In this study we depend on the traffic four metrics to identify the type of attacks for both the assumed signature and for new attacks that caused by anomalies.

**User Profile Filter**

While the traffic signature has been examined and data packet been forwarded to be checked based on anomaly behavior. In order to do so, we need to perform anomaly detection on unlabeled data by looking at the user profile and comparing the activities during an intrusion to the activities during normal use and then every user profile will be recorded in the system database in the server side. So, we need to create the user profile filter that will be the responsible to filter out and comparing the captured data with the stored profiles depending on the records of the normal user behavior as shown in (Fig. 2) to detect any
effective deviations to enhance the detection of novel attacks while reducing the false alarm rate, this can be done using SVM with its maximize margin that will be able to recognize anomaly behavior.

**The Structure Design of SVM**

The support vector machine algorithm creates normal profile of the users and helps to flag data whether normal or anomaly; the returned data will be added to the oldest pattern and constructs new updated normal profile that contain more information about normal user behavior. Since it is very difficult to set any predefined rules for identifying correctly attack traffics and we have to consider that there is no major difference between normal and attack traffics. In the SVM, if we define the distance from the separating hyper-plan to the nearest expression vector as the margin of the hyper-plane, then, the support vector selects the maximum margin separating the hyper-plane. Selecting this particular hyper-plane maximizes the SVM’s ability to predict the correct classification of unseen pattern. In such away this tool will help us detect and identify anomalies while monitoring the network traffics as well as reducing the rate of false alarm. Figure 2 shows how the SVM works using our method to flag data whether normal or attack and the space which is between them has been left to the developer to decide the burden of the false alarm rate.

So, Data profiling is an analysis of the candidate data sources for a data warehouse to clarify the structure, content, relationships and derivation rules of the data (Wikipedia, 2013). Profiling helps to understand anomalies and to assess data quality, but also to discover, register and assess the enterprises metadata (Beauquier and Hu, 2007). Thus the purpose of data profiling is both to validate metadata when it is available and to discover metadata when it is not (Kim et al., 2005). The result of the experiment analysis used both strategies, to determine suitability of the candidate source systems and give the basis for an early go/no-go decision and tactically, to identify and report problems for later solution design and to level sponsors’ expectations. The Fig. 3 shows how the support vector machine algorithm works to create an efficient and reliable user profile that will associate the packet inspection to determine the traffic behavior.

What the most researchers face with support vector machine is the lake of the data noise, Selecting an appropriate set of features for normal profiles is directly related to achieving efficient anomaly detection systems since data dimensionality can be reduced; however, even though the most concise set of features has been selected, the amount of data will be still increasing when the most current trends are continuously added to the normal profile. Figure 3, explaining how the captured data are transferred to be examined with the record of the system database using the maximize margin of the support vector machine to create a reliable user profile. This algorithm is able for adapting for any changes to the users behavior while flagging anomaly when the changes of the user’s behavior have exceeds the limit. Figure 3, shows the hyper-plane of the maximize margin that will be responsible for matching the received data packet with stored data for certain user after excluding the noise data. The theory example of SVM; we have L training points, where each input $x_i$ has D attributes (i.e., is of dimensionality D) and is in one of two classes’ $y_i = -1$ or $+1$, i.e., our training data is of the form:

$$\{X_i, y_i\} \text{ where } i = 1, \ldots, L, y_i \in \{-1, 1\}, X \in \mathbb{R}^D$$

![Fig. 2. The structure design of user profile](image)
Here we assume the data is linearly separable, meaning that we can draw a line on a graph of $X_1$ Vs. $X_2$ separating the two predefined classes when $D = 2$ and a hyper-plane on graphs of $X_1; X_2; \ldots; X_D$ for when $D > 2$. This hyper-plane can be described by $w \cdot x + b = 0$ where: $w$ is normal to the hyper-plane, $b$ over $||w||$ is the perpendicular distance from the hyper-plane to the origin. So, the final form of the SVM that we used is: $f(x) = w \cdot x + b$. Referring to Fig. 2, implementing a SVM boils down to selecting the variables $w$ and $b$ so that our training data can be described by closest to the separating hyper-plane, i.e., the Support Vectors (shown in circles in the diagram), then the two planes $H_1$ and $H_2$ that these points lie on can be described by:

- $x \cdot w + b \geq +1$ for $y_i = +1$
- $x \cdot w + b \leq -1$ for $y_i = -1$
- $x \cdot w + b = +1$ for $H_1$
- $x \cdot w + b = -1$ for $H_2$

These two equations can be combined into:

$$y_i (x \cdot w + b) - 1 \geq 0 \forall_i$$

Some researchers have tried to use clustering algorithms in order to alleviate the burden of the data dimensionality. Nonetheless, their approaches also were not free from data contamination due to irrelevant information (“noise”). Furthermore, when an existing profile is completely replaced by a new profile, the noise effect worsens. We address this problem by applying a Support Vector Machine (SVM), a mathematical learning algorithm was designed for classification purposes. The main idea behind SVM algorithms is that classification of data can be done by constructing an imaginary hyper-plane in a multidimensional feature space that separates different classes. SVMs classify data by determining a small subset of the training data, called the Support Vectors (SVs), where support vectors draw a hyper-plane in feature space in order to find a decision rule with good generalization ability. The noise effect can be minimized by discovering the hyper-plane that maximizes the margin between two classes in the feature space using SVMs. One more problem has been solved in this research with the Binary classification for data that is not fully linearly separable, In order to extend the SVM methodology to handle data that is not fully linearly separable, we relax the constraints of the previous hyper-plane margin slightly to allow for misclassified points. This is done by introducing a new positive slack variable $\xi_i, i = 1, \ldots, L$ which can be described by:

- $x \cdot w + b \geq +1 - \xi_i$ for $y_i = +1$
- $x \cdot w + b \leq -1 + \xi_i$ for $y_i = -1$
- $\xi_i \geq 0 \forall_i$
This can be combined using this formula:

\[ y_i(x_i, \omega + b) - 1 + \xi_i \geq 0 \text{ where } \xi_i \geq 0 \forall i \]

By applying this equation we get a perfect soft margin SVM, data points on the incorrect side of the margin boundary have a penalty that increases with the distance from it. As we are trying internally to reduce the number of misclassifications, we have to consider also the regression of a new data and the aggression of unseen data. So, instead of attempting to classify new unseen variables \( x' \) into one of two categories \( y' = \pm 1 \), we now wish to predict a real-valued output for \( y' \) so that our training data is of the form:

\[ \{X, y\} \text{ where } i = 1...L, y_i \in \mathbb{R}, x \in \mathbb{R}^D \]

So, by using these equations, the problem that has been found in the hyper plane of the SVM with packet inspection is solved and the result gives a very low rate of misclassified network traffics.

Classification Based on Parameters: The output of the traffics will be classified using several parameters, such as parameters those are responsible to calculate the traffics bandwidth, total packets received, total error received and time in and out. All these parameters help in understanding the traffics details and behavior, so, users can troubleshoot any problem they might face while trying maintain the connections between the parties. The classification process is also responsible to classify the traffics into source, destination and the protocol used to send them over the network. After that, the information about the traffics will be forwarded to the final process.

Results and Analysis: The results shows the bandwidth rates for each protocol based on its usage in the network and the total packet error of TCP connections and view the results in graph to make a reasonable comparison between the protocols. The output traffics are going to be presented on an organized interface to make the users able to understand the traffic details. This software would operate perfectly in Domain Naming System (DNS) which have authentications for their staff members or group and all users are posses to work under same security concept and roles to avoid and internal attackers and to eliminate the false alarm of our known users.

**Experiment Results**

Many researchers has proposed different techniques to capture and recognize anomalies, some uses the IDS and the testing has been done using the DARPA 99 dataset and others used the standard CISCO net-flow analyzer with their own dataset. Most of the network analyzer depends on real dataset and work on real environments. So, in these cases the testing is effected by the environment that the application is running with. Our first test has been done in the faculty of computer science (UPM), using the standard method that we have followed earlier to develop the software such as method used in many nowadays researches of network analyzers and we have captured a hug number of software as method used in many nowadays researches of network analyzers and we have captured a hug number of softwares. The results shows the **Experiment Results**
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Fig. 4a and b shows the captured protocols rate per mint measured by the total bandwidth for each protocol.

Fig. 5. Shows the total of TCP bandwidth over number of error received by both the standard method and the proposed method.
The results shows that by using flexible packet filtering and classifying the captured network traffics using the SVM and examining the traffic signature the total of error received has been reduced to 0.5%, whereas; the total of error received using the standard method reach's to 1.3% of total packet error and the testing for both methods has been done under same circumstances and same environment and running time.

Discussion

The network IDS devices use passive network monitoring extensively to detect possible threats. Through passive monitoring, the security admin can gain a thorough understanding of the network's topology: What services are available, what operating systems are in use and what vulnerabilities may be exposed on the network. Much of this data can be gathered in an automated, non-intrusive manner through the use of standard tools. While the concepts presented here are not difficult to understand, the reader should have at-least an intermediate understanding of IP and a base-level familiarity with operation of network sniffers. As we mentioned earlier that our proposed method is depending on the network traffic monitoring to capture and analyze the network traffics and using a special technique that detects anomalies while monitoring the network traffics called flexible packet filtering of the support vector machine. In this research we have merged the analyzed results for both of the flexible packet filtering and the support vector machine to get the best classification for the captured traffics and to detect anomalies. The purpose is to save time, employees and effort of monitoring the traffics and handling the alarm that indicates the presence of attack.

Conclusion

We concluded that by using the SVM alone to classify and detect anomalies traffics do not give very good results as network features are used for learning without processing. But by using the network traffic prediction technique to analyze and detect an anomaly behaviors and by applying the Flexible Packet Filtering that will be supported by Traffic Signature Matching including the Traffic source separation technique, the result shows that SVM works perfectly and gives better results than working alone with a proportion of 0.5% of misclassified traffics with the lowest false alarm rate which not exceeds 3% of total filtered traffics. Using the User profile filter our system will be able to identify and detect an anomaly behaviors and trace them back to their original source, the tracing is one of the major problem that we will consider it in our future work, because it is not possible to reliably determine the source of a received IP packet, as the protocol does not provide authentication of the packet based on the source address field, which can be easily faked (IP Spoofing). Furthermore the Internet routing infrastructure also does not keep information about forwarded packets. So, our system will be able to detect and identify all types of network attacks and an alert will be triggered indicating to their occurrence, after that it will classify the captured traffics into source, destination, port number and the protocols used to send them over the network.
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