Analytical and experimental study of center line miscalibrations in Mølmer-Sørensen gates
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A major challenge for the realisation of useful universal quantum computers is achieving high fidelity two-qubit entangling gate operations. However, calibration errors can affect the quantum gate operations and limit their fidelity. To reduce such errors it is desirable to have an analytical understanding and quantitative predictions of the effects that miscalibrations of gate parameters have on the gate performance. In this work, we study a systematic perturbative expansion in miscalibrated parameters of the Mølmer-Sørensen entangling gate, which is widely used in trapped ion quantum processors. Our analytical treatment particularly focuses on systematic center line detuning miscalibrations. Via a unitary Magnus expansion, we compute the gate evolution operator which allows us to obtain relevant key properties such as relative phases, electronic populations, quantum state purity and fidelities. These quantities, subsequently, are used to assess the performance of the gate using the fidelity of entangled states as performance metric. We verify the predictions from our model by benchmarking them against measurements in a trapped-ion quantum processor. The method and the results presented here can help design and calibrate high-fidelity gate operations of large-scale quantum computers.

I. INTRODUCTION

The implementation of a quantum information processor requires accurate initialisation, manipulation, and measurement of its qubits. Here, achieving high-fidelity single-qubit and multi-qubit entangling gates has been at the focus of intense efforts in recent years. Developments in various quantum computing platforms [1–6] have pushed the fidelities of the fundamental entangling gate operations [7–16]. This has allowed increasingly more complex implementations of algorithms on near-term Noisy Intermediate-Scale Quantum (NISQ) devices [17–19], as well as progress towards the realisation of logical qubits that can be operated fault-tolerantly and in the regime of beneficial error correction [20–25]. However, achieving these high-fidelity gates or further improving them requires the development and implementation of protocols aimed at the detection and correction of possible miscalibrations.

To this end, one can perform quantum process tomography [26] to obtain a complete characterisation of the action introduced by a gate. However, this highly informative protocol has the drawback of scaling exponentially with the number of qubits involved in the gate [27]. Moreover, errors in the resulting characterisation can appear due to the existence of state preparation and measurement (SPAM) errors or systematic errors [28]. These problems motivated the development of a number of alternative techniques for the characterisation of gate performances such as randomised benchmarking [29, 30], cycle benchmarking [31, 32], gate set tomography [30, 33], adaptive Bayesian inference protocols [34–36], and machine-learning methods [37]. All of these protocols represent tools for learning about the imperfections of a quantum gate implementation. Moreover, having access to an analytical understanding of the effect that certain gate imperfections have on the gate performance is desirable during the implementation and calibration of a quantum gate operation. This systematic understanding of the gate interaction and its performance can then be used to conclude which imperfection limits the performance of the gate and by how much. Obtaining such understanding can not be done physical platform-agnostically, but requires studying the physics underlying the specific gate operation under consideration.

One of the leading quantum computing platforms are trapped ions [38–45]. Electronic states of trapped atomic ions allow one to encode qubits, and laser fields are used to manipulate their quantum information. While single-qubit operations are relatively easy to model, implement, and calibrate, multi-qubit entangling gates that rely on interactions, mediated by the common vibrational modes of the trapped ion crystals, are significantly more complex. Examples of such gates include, but are not limited to, Mølmer-Sørensen (MS) gates [46, 47], as well as Raman and microwave gates [7, 11, 48–51]. Consequently, the gate calibration requires adjusting an increased number of parameters whose effects on the gate action become more difficult to accurately model.

In this work, we will focus on the study of the MS gate, which is based on the application of a bichromatic light field to perform correlated spin-flips over the set of qubits on which it acts. The application of the MS gate depends on the calibration of different parameters, such as the gate time or the Rabi frequency of the interaction of the laser field with the
ions. For these miscalibrations it is possible to obtain analytical expressions that help in understanding their effect on the performance of the gate [47, 52]. Here, miscalibrations cause unwanted residual entanglement between the ions and their motional state at the end of the gate operation, or result in incorrect final internal states of the ions. However, there are other possible parameter miscalibrations that do not allow for an analytical derivation of the gate. This is the case of the center line detuning, which appears due to the two frequencies of the MS gate laser field not being centered around the carrier transition. While there is no analytical model for the effects of the center line detuning miscalibration, an understanding of its effects is highly desirable, as explained before, in order to determine its impact on the gate performance quantitatively, as well as for its calibration.

In this work, we will focus on the study of the effects that the above-mentioned center line detuning miscalibration has on the MS gate. In practice, this detuning arises when the bichromatic laser field produces an AC Stark shift due to interaction with off-resonant atomic levels [53, 54]. For this reason it cannot be simply calibrated by measuring the transition frequency using a single monochromatic laser field. The existence of this center line detuning affects the correct behaviour of the gate as it breaks both the resonance and the symmetry of the four two-photon resonant paths, introduced by the bichromatic laser field, on which the gate is based (see Fig. 1 and the detailed discussion below). In order to derive the main effects of this miscalibration, we perform a perturbative study of the center line detuning and derive a semianalytical model based on a Magnus expansion [55]. From this perturbative study we obtain a description for the effect of the center line detuned gate as a modified version of the evolution introduced by the ideal MS gate. This modified evolution acting over initial states in the computational basis has the effect, up to first order, of introducing unwanted relative phases and, up to second order, of changing the final populations as well as causing unwanted residual entanglement between the qubits and the motional states, decreasing the fidelity and purity of the final states. The analytical predictions that our model produces for these quantities can then be used to estimate the center line detuning of the gate in order to correct it, without requiring numerical calculations nor fitting procedures. Furthermore, we carry out a series of experiments in a trapped-ion quantum processor, against we benchmark our theoretical predictions, finding good quantitative agreement.

This paper is structured as follows: we begin by reviewing in Sec. II the MS gate model, where we will introduce a series of experimentally relevant and possibly miscalibrated control parameters, including the center line detuning. In Sec. III we introduce the derivation of a Magnus expansion applied to understanding the effect of the center line detuned gate, with which we will be able to obtain the form of the final states after the application of the miscalibrated MS gate. In Sec. IV we will then use these final states in order to obtain expressions to predict quantities of interest such as populations, relative phases, fidelities, and purities, and compare these predictions with results obtained from numerical integration of the gate Hamiltonian. In Sec. V we benchmark our theoretical predictions against experimental results. Finally, Sec. VI presents conclusions and an outlook.

II. MØLMER-SØRENSEN GATE DYNAMICS

In this section we review the physics underlying the MS gate [46, 47, 52]. We will first outline the derivation of the ideal MS gate, i.e. for the case in which all the parameters involved in the gate are correctly calibrated, yielding the desired action of the gate on the trapped-ion system. The gate is based on the application of a force that is dependent on the internal state of the ions, and takes advantage of a common vibrational mode shared between the trapped ions [56]. This force induces a periodic movement of the motional state of the ions in phase space. At the end of the gate the motion is returned to its original state, but with an accumulated relative phase in the internal states. This interaction can then be used to create entanglement between the qubits. The MS gate can be used to create entanglement between more than two ions with a single application and is independent of the initial vibrational state to first order [46, 47]. This last property provides the gate with a robustness when working with thermal states of the gate-mediating phonon mode, which can result from imperfect ground state cooling. After having explained the ideal MS gate, we will then explain how a finite center line detuning modifies the Hamiltonian of the gate. We will then use this resulting Hamiltonian as the starting point for our perturbative analysis of the center line detuned gate.

A. Ideal MS gate Hamiltonian

In order to derive the MS gate Hamiltonian, let us consider a system of two ions in a linear trap interacting with a bichromatic laser field of frequencies $\omega_1$ and $\omega_2$. Additionally, we will consider only the lowest frequency center-of-mass (COM) axial vibrational mode of the ions and ignore the other more energetical modes [56], since the frequency difference between the COM mode and the other modes is much larger than the Rabi frequency of the driving laser field. This system may be described by the Hamiltonian

$$H(t) = H_0 + H_{\text{int}}(t),$$

$$H_0 = \sum_{j=1}^{2} \frac{\omega_{eg,0}}{2} \sigma_{z,j} + \omega_{a,b}(a^\dagger a + 1/2),$$

$$H_{\text{int}}(t) = \sum_{j=1}^{2} \frac{\Omega(t)}{2} \left( \sigma_{+}^j + \sigma_{-}^j \right) \cdot \left( e^{i\tilde{\omega}_i x_j - \omega_{t1}(t + \phi)} + e^{i(k_j x_j - \omega_{t2}(t + \phi)} + \text{H.c.} \right),$$

where $\omega_{eg,0}$ is the transition frequency between the internal states $|e\rangle$ (excited) and $|g\rangle$ (ground) used to encode the qubit; $\omega_{a,b}$ is the frequency of the COM mode, which defines the distance of the motional sidebands (Fig. 1) from the carrier; $a^\dagger$ and $a$ are the ladder operators related to the COM mode; $\sigma_{+}^j$
and $\sigma^j_-$ are the ladder operators acting on the internal states of the $j$th ion and, similarly, $\sigma^x_{e,j}$, $\sigma^y_{e,j}$ and $\sigma^z_{e,j}$ represent the Pauli operators acting on the internal state of that ion; $\varphi$ is the phase of the two laser tones of frequencies $\omega_1$ and $\omega_2$ - we will consider $\varphi$ to be equal for both; $\vec{k}_1$ and $\vec{k}_2$ are the wavevectors of each laser tone; $\Omega(t)$ is the Rabi frequency, which is assumed to be equal for all ions and for both components of the laser field, and can be time-dependent for a general pulse-shape of the laser, $f(t)$.

$$\Omega(t) = \Omega f(t).$$

In order to implement the MS gate, the frequencies of the bichromatic laser field must be centered around the carrier transition frequency and close to the sideband transition frequency, that is, $\omega_1 = \omega_{eg,0} + \omega_d$ and $\omega_2 = \omega_{eg,0} - \omega_d$, with $\omega_d$ being a value close but not equal to $\omega_{yb}$, see Fig. 1. Introducing these values into the interaction term of the Hamiltonian we obtain

$$H_{int}(t) = \sum_{j=1}^{2} \frac{\Omega(t)}{2} \left( e^{i(\vec{k}_1 \cdot \vec{r}_j - (\omega_{eg,0} + \omega_d)t + \varphi)} + e^{i(\vec{k}_2 \cdot \vec{r}_j - (\omega_{eg,0} - \omega_d)t + \varphi)} + h.c. \right) (\sigma^+_j + \sigma^-_j).$$

We can write $\vec{k}_i \cdot \vec{r}_j = \eta_i (a_j^\dagger + a_j)$ with $i = 1, 2$, where $\eta_i$ is the Lamb-Dicke parameter [44], and since $\omega_d \ll \omega_{eg,0}$ we can assume $\eta_1, \eta_2 \approx \eta$. We can simplify this Hamiltonian by assuming that we are in the Lamb-Dicke regime, $\eta \sqrt{n} \ll 1$, with $n$ being the phonon number of the COM motional state, transforming to the interaction picture defined by the evolution operator generated by the free Hamiltonian, $H_0$, and introducing the sideband detuning as $\epsilon = \omega_{yb} - \omega_d$. As a result, we obtain the following Hamiltonian

$$\hat{H}(t) = -\eta \Omega(t) \left( a_j^\dagger e^{i\epsilon t} + a_j e^{-i\epsilon t} \right) S_\varphi,$$

where we have applied the rotating wave approximation to keep only the terms rotating with $\epsilon$ and ignore the other fast-rotating terms that oscillate with $\omega_{yb} + \omega_d$ or $\omega_{eg,0}$, and we defined

$$S_\varphi = S_y \cos(\varphi) + S_z \sin(\varphi),$$

and

$$S_\alpha = \frac{1}{2} \sum_{j=1}^{2} \sigma^\alpha_{e,j}, \quad \alpha = x, y, z.$$  

The Hamiltonian in Eq. (4) can be integrated to obtain the corresponding evolution operator [47, 52]

$$\hat{U}_0(t) = D(\frac{\eta \Omega}{\epsilon} (\epsilon e^{i\epsilon t} - 1) S_x) \cdot \exp \left\{ i \operatorname{Im} \int_0^t \gamma(t') dt' \int_0^{\gamma(t')} \gamma'(t'') dt'' \right\}.$$

with $D(\alpha)$ being the displacement operator, $D(\alpha) = \exp(aa^\dagger - a^*a)$, and

$$\gamma(t) = i\eta \Omega(t) e^{i\epsilon t} S_\varphi.$$  

The parameters of the gate can be tuned in order to obtain the desired evolution

$$\text{MS}_\theta(\theta) = \exp \left\{ i\theta S_x^2 \right\}.$$

One typically aims to obtain the case with $\theta = \pi/2$, for which the action of the gate on a state in the computational basis produces a maximally entangled state. In the following, we focus on the case of a time-independent laser pulse for simplicity. We note, however, that similar expressions can be derived for MS gate realizations based on time-dependent pulse shapes, which have been implemented e.g. in [52]. Here, the evolution operator is given by

$$\hat{U}_0(t) = D \frac{\eta \Omega}{\epsilon} (\epsilon e^{i\epsilon t} - 1) S_x \cdot \exp \left\{ \left( \frac{\eta \Omega}{\epsilon} \right)^2 - \left( \frac{\eta \Omega}{\epsilon} \right)^2 \sin(\epsilon t) \right\} S_x^2.$$

We can see from Eq. (10) that if the total gate time $t_g$ and the sideband detuning $\epsilon$ satisfy

$$t_g |\epsilon| = 2\pi,$$

then the displacement operator reduces to the identity operator. This can be understood as the gate introducing a displacement in phase space which returns to the initial state at the end of the gate after completing a loop (see Fig. 2), regardless of the initial motional and electronic state. This ensures that the internal state of the ions and their motional state decouple at the end of the gate, leaving no residual entanglement between them. Finally, if the condition in Eq. (11) is satisfied, then one can also choose the gate parameters so they satisfy

$$\frac{(\eta \Omega)^2}{\epsilon} t_g = \frac{\pi}{2}.$$
operator in Eq. (10) takes the form of the maximally entangling MS gate, \( MS_{\pi/2}(\pi/2) \).

While this would be the effect of the ideal MS gate, obtained by a perfect calibration of the parameters, it is important to understand what are the effects that a wrong calibration would introduce in the gate. One can see, for example, that if the relation in Eq. (12) is not satisfied, the entanglement between the internal state of the ions introduced by the gate would not be the desired one. Additionally, a miscalibration in the relation between the gate time and the sideband detuning shown in Eq. (11) can lead to the argument of the displacement operator not being zero, leading to both a change in the motional state, and an imperfect decoupling between the motional and internal states of the ions. This can be understood as the gate causing a loop in phase space that does not return the motional state to the initial one at the end of the gate. On top of this, this miscalibration would also introduce an error in the value of \( \theta \). Therefore, both of these miscalibrations introduce unwanted effects that reduce the fidelity of the gate.

The previous examples of the effects that some miscalibrations have on the gate can be easily understood thanks to having access to a closed form of the time evolution operator describing the gate. However, this will not be the case for a center line detuned gate. In the following we introduce the sources of center line detunings and show how this miscalibration affects the Hamiltonian of the MS gate.

### B. Center line detuned MS gate

In the following we will consider that a center line detuning can appear due to two different contributions. First, we consider that the transition frequency between \(|g\rangle\) and \(|e\rangle\) can be affected by an AC-Stark shift \( \lambda_{AC}(t) \propto \Omega(t)^2 \) appearing due to the interaction of the laser with off-resonant atomic levels \([53, 54]\), which will be time-dependent due to the pulse-shape of the laser, \( f(t) \). Due to this, the transition frequency will have the form

\[
\omega_{eg}(t) = \omega_{eg,0} + \lambda_{AC} f(t)^2.
\]  

(13)

The other contribution to the center line detuning that we consider is due to a shift, \( \lambda_t \), of the bichromatic laser frequencies. Considering this miscalibration, the frequencies are given by

\[
\omega_1 = \omega_{eg,0} + \omega_d + \lambda_t,
\]

\[
\omega_2 = \omega_{eg,0} - \omega_d + \lambda_t.
\]

(14)

Both of these contributions cause a detuning of the mean value of the bichromatic frequencies from the carrier transition frequency, given by

\[
\lambda(t) = \lambda_{AC} f(t)^2 - \lambda_t.
\]

(15)

The effect of this miscalibration on the level structure of the MS gate at a given time is shown in Fig. 3.
Our goal thus consists of obtaining the evolution operator, \( \hat{U}(\tau) \), associated to the Hamiltonian in Eq. (19). In this section we will study the effect of the center line detuning miscalibration by using a Magnus expansion approach where we consider this unwanted term as a perturbation. This perturbative study is justified since typical values of the center line detuning miscalibration represent only a small fraction of the value of the sideband detuning. Without loss of generality, we will continue to assume that the common phase of both laser tones is \( \varphi = 0 \).

A. Magnus expansion

Since we already know the form of the evolution introduced by the unperturbed Hamiltonian \( \hat{H}_{\text{ideal}}(\tau) \), given by the rescaled version of Eq. (7)

\[
\hat{U}_0(\tau) = D[F(\tau) \hat{S}_y] \cdot \exp \left[ iG(\tau)\hat{S}_y^2 \right],
\]

where \( F(\tau) = \bar{\Omega}(e^{i\tau} - 1) \) and \( G(\tau) = \bar{\Omega}^2(\tau - \sin(\tau)) \), we can transform to another rotating frame defined by this free evolution operator, \( \hat{U}_0(\tau) \). In this frame, the Hamiltonian describing the evolution of the system is

\[
\hat{H}(\tau) = \hat{U}_0^\dagger(\tau)\hat{H}_{\text{cl}}(\tau)\hat{U}_0(\tau).
\]

In this rotating frame, we separate the perturbation term due to the center line detuning of the initial Hamiltonian, \( \hat{H}(\tau) \), from the one that allows for an analytical solution. From now on, we will focus on studying the term arising from the center line detuning as a perturbation to the Hamiltonian of the ideal gate (with the perturbative parameter being \( \lambda \)) by using a Magnus expansion \([55, 57]\), which has the advantage of producing a unitary perturbative evolution operator at any order. With this approach, we can represent the operator that describes the evolution due to this Hamiltonian, \( \hat{U}(\tau) \), in the following exponential form:

\[
\hat{U}(\tau) = \exp \left[ M(\tau) \right],
\]

where the Magnus exponent, \( M(\tau) \), is given by the following series

\[
M(\tau) = \sum_{j=1} M_j(\tau),
\]

with the first terms being

\[
M_1(\tau) = -i \int_0^\tau \hat{H}(t_1)dt_1,
\]

\[
M_2(\tau) = -\frac{1}{2} \int_0^\tau \int_0^\tau [\hat{H}(t_1), \hat{H}(t_2)]dt_1dt_2.
\]

Here, \( M_1(\tau) \) and \( M_2(\tau) \) have a first and second order dependence on \( \lambda \), respectively. Thus, considering only these terms and ignoring other possible ones which have a higher order...
dependence on the center line detuning, the evolution operator can be approximated by
\[ \hat{U}^{(2)}(\tau) \approx \mathbb{I} + M_{1}(\tau) + (M_{2}(\tau) + M_{2}(\tau)/2). \]

We can now use this result with the free evolution operator to obtain an approximation up to second order in Magnus expansion, \( \hat{U}^{(2)}(\tau) \), of the evolution, \( \hat{U}(\tau) \), introduced by the Hamiltonian in Eq. (19)
\[ \hat{U}^{(2)}(\tau) \approx \hat{U}_{0}(\tau) + \hat{U}_{0}(\tau)M_{1}(\tau) + \hat{U}_{0}(\tau)(M_{2}(\tau) + M_{2}(\tau)/2). \]

One can use this second order evolution operator or, more generally, the corresponding evolution operator obtained by a perturbation expansion up to \( K \)th order, to obtain the action that the gate has over an initial state after a normalised time \( \tau \). In the following we will consider the initial states \( |\sigma, \sigma', n\rangle \) in the computational basis where \( \sigma, \sigma' \in \{ g, e \} \), and study the action of the center line detuned gate on them in a sum over \( K \)th order perturbative state corrections \( |\psi_{k}(k_{\sigma', \sigma}, n)\rangle \) with coefficients \( \hat{\lambda}^{k} \).

The resulting state \( |\psi^{(K)}_{\sigma', \sigma, n}\rangle \) can be written as:
\[ |\psi^{(K)}_{\sigma', \sigma, n}\rangle = \hat{U}^{(K)}(\tau) |\sigma, \sigma', n\rangle = |\psi_{\sigma, \sigma', n}\rangle - \sum_{k=1}^{K} \hat{\lambda}^{k} |\psi_{\sigma, \sigma', n}\rangle, \]
where \( |\psi_{\sigma, \sigma', n}\rangle \) is the target state of the ideal gate.

We will begin by studying the first order Magnus expansion, from which we will be able to write the perturbed evolution as a unitary operator acting on the qubit space. From this we will see that the only linear effect that the center line detuning has on the gate is the appearance of an unwanted relative phase. Studying the second order Magnus expansion will allow us to capture more exactly the dependencies of other quantities, namely the populations, fidelities, and purities, on the center line detuning.

### B. First order Magnus expansion

In order to study the first order dependence of the MS gate on the center line detuning, we consider only the first two terms in Eq. (28)
\[ \hat{U}^{(1)}(\tau) \approx \hat{U}_{0}(\tau) + \hat{U}_{0}(\tau)M_{1}(\tau). \]

In the absence of any center line detuning, the final state after the application of the ideal MS gate for a normalised gate time \( \tau_{g} = 2\pi \) (see Eq. (11)) for each initial state are given by
\[ |\psi_{g, g, n}\rangle = \hat{U}_{0}(\tau_{g}) |g, g, n\rangle = \frac{e^{i\pi/4}}{\sqrt{2}} (|g, g, n\rangle - i |e, e, n\rangle), \]
\[ |\psi_{e, e, n}\rangle = \hat{U}_{0}(\tau_{g}) |e, e, n\rangle = \frac{e^{i\pi/4}}{\sqrt{2}} (|g, g, n\rangle + |e, e, n\rangle), \]
\[ |\psi_{g, e, n}\rangle = \hat{U}_{0}(\tau_{g}) |g, e, n\rangle = \frac{e^{i\pi/4}}{\sqrt{2}} (|g, g, n\rangle + i |e, e, n\rangle), \]
\[ |\psi_{e, g, n}\rangle = \hat{U}_{0}(\tau_{g}) |e, g, n\rangle = \frac{e^{i\pi/4}}{\sqrt{2}} (i |g, g, n\rangle + |e, e, n\rangle). \]

One can then calculate the first order corrections to the final states (see Appendix A), given by
\[ |\phi^{(1)}_{g, g, n}\rangle = \sum_{m=0}^{\infty} \left[ i f_{\text{odd}}^{g, g, n} |g, e, m\rangle + |g, e, m\rangle \right], \]
\[ + f_{\text{even}}^{g, g, n} \left( (I_{m} + I_{m}^{n}) |g, g, m\rangle + (I_{m} - I_{m}^{n}) |e, e, m\rangle \right), \]
\[ |\phi^{(1)}_{e, e, n}\rangle = \sum_{m=0}^{\infty} \left[ - i f_{\text{odd}}^{g, g, n} |g, e, m\rangle + |g, e, m\rangle \right], \]
\[ + f_{\text{even}}^{g, g, n} \left( (I_{m} + I_{m}^{n}) |g, g, m\rangle + (I_{m} - I_{m}^{n}) |e, e, m\rangle \right), \]
\[ |\phi^{(1)}_{g, e, n}\rangle = |\phi^{(1)}_{e, g, n}\rangle = i \sum_{m=0}^{\infty} f_{\text{odd}}^{g, g, n} |g, g, m\rangle + |e, e, m\rangle. \]

Here, we defined
\[ f_{\text{even}}^{g, g, n} = \frac{(1 + (-1)^{m-n})}{2}, \quad f_{\text{odd}}^{g, g, n} = \frac{(1 - (-1)^{m-n})}{2}, \]
and \( \{ \} \), which is a matrix (see Appendix A and Fig. 5) obtained from numerical integrations of
\[ I_{m} = i \int_{0}^{\infty} e^{iF(\tau)} \langle m | D(\lambda) | n \rangle d\tau. \]

While these coefficients depend on the pulse-shape and on the phonon motional states, they do not have any dependence on the center-line detuning. This implies that, for obtaining corrections to the final states, we only need to calculate \( I_{m} \) once for that given pulse-shape. The coefficients obtained can then be used with Eq. (29) for the calculation of the final state \( |\psi^{(1)}_{\sigma', \sigma, n}\rangle \) up to first order for any value of the center line detuning. In our constant pulse-shape case, all of these coefficients have the form of a real value multiplied by \( (-1 + i) \). The code used to obtain these coefficients can be found in Ref. [58], which also includes the numerical calculation of the second order coefficients appearing in Sec. III.C.

We now show that up to first order in \( \hat{\lambda} \), the center line detuning does not introduce any unwanted entanglement between the internal and motional states. This can be seen by computing the density matrix of the state \( |\psi^{(1)}_{\sigma', \sigma, n}\rangle \) from Eq. (29) takes the form:
\[ |\psi^{(1)}_{\sigma', \sigma, n}\rangle \langle \psi^{(1)}_{\sigma', \sigma, n}| = |\psi^{(1)}_{\sigma', \sigma, n}| \otimes |n\rangle \langle n| + O(\hat{\lambda}^{2}). \]

where the states \( |\psi^{(1)}_{\sigma', \sigma, n}| \) are the following
\[ |\psi^{(1)}_{g, g, n}\rangle = \left\{ \begin{array}{ll} 1 \sqrt{2} (|e, e, n\rangle) \end{array} \right\}, \]
\[ |\psi^{(1)}_{e, e, n}\rangle = \left\{ \begin{array}{ll} 1 \sqrt{2} (i |e, e, n\rangle) \end{array} \right\}, \]
\[ |\psi^{(1)}_{g, g, n}\rangle = \left\{ \begin{array}{ll} 1 \sqrt{2} (|g, e, n\rangle + i |e, g, n\rangle) \end{array} \right\}, \]
\[ |\psi^{(1)}_{e, g, n}\rangle = \left\{ \begin{array}{ll} 1 \sqrt{2} (|g, e, n\rangle + |e, g, n\rangle) \end{array} \right\}. \]
and we defined the real numbers $a_n$ as

$$a_n = 4 P_n^e / (-1 + i).$$

(45)

A representation of the values $a_n$ for different values of $n$ is shown in Fig. 5.

From these results one can obtain that the action of the center line detuned MS gate over the qubits is, up to first order, a unitary operator given by

$$\hat{U}^{(1)}_{n^e}(\tau_g) = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & -ia_n \bar{\lambda} & 0 & 0 & -i \\ 0 & 1 & i & 0 \\ 0 & i & 1 & 0 \\ -i & 0 & 0 & 1 + ia_n \bar{\lambda} \end{pmatrix}.$$  

(46)

Therefore, the center line detuning does not introduce, up to first order, any unwanted entanglement between the internal and motional states. In order to compare this unitary with the one from the ideal MS gate we consider that $1 - ia_n \bar{\lambda} \approx \exp(-i \lambda a_n)$, from which we can identify

$$\hat{U}^{(1)}_{n^e}(\tau_g) = R_{\phi}(-a_n \bar{\lambda}) \hat{U}_0(\tau_g) R_{\phi}(-a_n \bar{\lambda}),$$

(47)

where

$$R_{\phi}(\phi) = \exp (i \phi S_z / 2).$$

(48)

This shows that the predominant effect to first order, of the center line detuning is an unwanted relative phase shift for the initial states $|e, e, n\rangle$ and $|g, g, n\rangle$ (see Fig. 6). Other relevant effects, e.g. in the final electronic and motional populations, quantum state fidelities or purity of the final qubit states appear in higher order, and thus require an expansion at least to second order in the center line detuning.

C. Second order Magnus expansion

In order to obtain the final states up to second order, we have to calculate the terms corresponding to that order, as given by Eq. (29). These are given by (see Appendix A)

$$|\psi^{(2)}_{g,e,n}\rangle = \sum_{m \geq 0} J_{e,m}^n |g, g, m\rangle + J_{e,m}^g |e, e, m\rangle,$$

(49)

$$|\psi^{(2)}_{g,e,n}\rangle = \sum_{m \geq 0} -J_{e,m}^n |g, g, m\rangle + J_{e,m}^g |e, e, m\rangle,$$

(50)

$$|\psi^{(2)}_{g,e,n}\rangle = |\psi^{(2)}_{g,e,n}\rangle = \sum_{m \geq 0} (J_{e,m}^n - J_{e,m}^g) \left( |g, e, m\rangle + |e, g, m\rangle \right).$$

(51)

with $J_{e,m}^n$, $J_{e,m}^g$, $J_{e,m}^+$, and $J_{e,m}^-$ being coefficients obtained numerically (see Appendix A). Similarly as the $P_n$ coefficients, these coefficients do not depend on the center line detuning. They depend on the pulse-shape, need to be calculated only once and can then be used to calculate the final state up to second order, $|\Psi^{(2)}_{g,e,n}\rangle$, for any value of the center line detuning.

In this second order Magnus expansion, the effect of the gate can no longer be expressed as a unitary operator acting on the qubit states. This is because the states obtained from second (or higher) order have a residual entanglement between internal and motional states. As a consequence, the states obtained after tracing the phonons are no longer pure states. However, this second order expansion will allow us to obtain a better approximation of the final state, as we will see in the following section.
Having derived the final states after the application of the center line detuned gate by using a Magnus expansion, we now estimate the effect that the center line detuning miscalibration has on the phase (Sec. IV A), populations (Sec. IV B), fidelities (Sec. IV C), and purities (Sec. IV D) of the final state with respect to the ideal one. While the following study can be performed for any initial state by using the results shown in Sec. III, in the following we will focus on the case of $|g, g, n\rangle$ as initial state. We will also discuss how these results can be generalised for the more experimentally relevant case where ions are in thermal motional states.

### IV. Predictions of the Model

#### A. Phase error

Following our perturbative approach, we can write the final relative phase of the state in Eq. (29) when considering the initial state $|g, g', n\rangle$ as the relative phase of the target state, $\phi^{(0)}_{g, g', n}$, plus the terms related to the $k$th order correction, up to the considered $K$th order:

$$
\phi^{(K)}_{g, g', n}(\lambda) = \phi^{(0)}_{g, g', n} + \sum_{k=1}^{K} \lambda^k \delta \phi^{(k)}_{g, g', n}.
$$

(52)

Looking at the results from the first order Magnus expansion, we can see that the predominant effect of this miscalibration is over the relative phase of the final internal states. From Eq. (46) and Eq. (47) we can see that the initial states $|g, e, n\rangle$ and $|e, g, n\rangle$ are not affected by a center line detuning in first order. As for the initial state $|g, g, n\rangle$, it has a first order correction given by (see Eq. (47))

$$
\delta \phi^{(1)}_{g, g, n} = \alpha_n.
$$

(53)

This causes the final state to have an error in the final relative phase as compared to the target state in Eq. (41), of relative phase $\phi^{(0)}_{e, e, n} = -\pi/2$.

For the case of the initial state $|e, e, n\rangle$ one can obtain, after following the same derivation, that the relative phase introduced by the center line detuning is the same but of opposite sign. Therefore, the relative phase has a leading first order perturbative term dependent on the center line detuning. A visual representation of this effect is shown in Fig. 6.

Additionally, one can use the results from the second order Magnus expansion to improve the relative phase prediction. In order to do this, one can, for the initial state $|g, g, n\rangle$ case for example, calculate the coherence element between $|e, e\rangle$ and $|g, g\rangle$ of the final state, after tracing over the phonon mode,

$$
\rho^{ee,gg}_{g,g,n}(\lambda) = \frac{-i + \lambda \alpha_n + \lambda^2 b_n}{2},
$$

(54)

where

$$
b_n = -(1-i)(J^n_{e,e} - J^n_{e,g}) + \sum_{m,n} \left( \bar{f}^n_m - \bar{f}^m_n \right) \bar{f}^{m,\text{even}}_{n,m}.
$$

(55)

Calculating the argument of this coherence term up to second order, we obtain

$$
\delta \phi^{(2)}_{g,g,n} = \text{Re}(b_n),
$$

(56)

which can be used with Eq. (52) to obtain the second order correction. A comparison between the relative phases predicted up to first and second order, $\phi^{(1)}_{g,g,n}$ and $\phi^{(2)}_{g,g,n}$, and the one obtained from the numerical integration of the Hamiltonian in Eq. (19), for different initial motional states is shown in Fig. 7.

This result can be generalised for the case where the initial motional state is in a mixed state defined by a thermal distribution with a mean number of phonons $\bar{n}$, $p_\bar{n}(n)$, given by

$$
p_\bar{n}(n) = \frac{\bar{n}^n}{(\bar{n} + 1)^{n+1}}.
$$

(57)
FIG. 8. Populations after the action of the detuned MS gate over the initial state \( |g, g, n \rangle \) (in this example we consider the cases with \( n = 0, 1, 2, 3 \)) obtained by numerical integration of the Hamiltonian in Eq. (19) and with the expressions for the second order Magnus expansion shown in Eq. (59)-(61). None of these populations have a linear dependence with the center line detuning, which justifies the use of the second order Magnus expansion for their study. While the quadratic terms captures the behaviour of the populations with the center line detuning, one can also see that the model has slight deviations from the numerics in higher order terms. This is specially the case for the behaviour of \( P_{gg} \) for the initial state \( |g, g, 0 \rangle \), in which the second order term has almost no importance, making the third order term (which is not considered in our calculations) dominant.

In this case, the relative phases in first, \( \phi_{g,g,n}^{(1)} \), and second order, \( \phi_{g,g,n}^{(2)} \), are given by

\[
\phi_{g,g,n}^{(K)} = \sum_{n=0} p_n(n) \phi_{g,g,n}^{(K)}, \quad K = 1, 2. \tag{58}
\]

Since each of the populations of the thermal state is affected by a different error in the final relative phase, one can expect that the center line detuning also introduces a dephasing of the final internal state superposition, causing decoherence in the quantum states.

B. Populations

From the final states obtained from the first order Magnus expansion in Sec. III B one can obtain that the center line detuning does not introduce a first order correction of the populations when considering the elements of the computational basis as initial states. Thus, we have to consider the states obtained from the second order Magnus expansion. The populations obtained from \( |\Psi(2)_{g,g,n}\rangle \) are given by

\[
P_{g,g,n}^{(2)}(gg, \lambda) = \frac{1}{2} + c_{g,g,n} \lambda^2, \tag{59}
\]

\[
P_{g,g,n}^{(2)}(ee, \lambda) = \frac{1}{2} + c_{e,e,n} \lambda^2, \tag{60}
\]

\[
P_{g,g,n}^{(2)}(ge, \lambda) = P_{g,g,n}(eg, \lambda) = c_{e,g,n} \lambda^2. \tag{61}
\]

The expressions for \( c_{g,g,n} \), \( c_{e,g,n} \) and \( c_{e,e,n} \) can be found in Appendix A. From these equations one can see that the final populations for this case have no linear dependence with the center line detuning. The center line detuning only introduces an error in the populations of \( |g, g\rangle \) and \( |e, e\rangle \), but also leads to population of states \( |e, g\rangle \) and \( |g, e\rangle \), which are ideally unpopulated when considering the initial \( |g, g, n\rangle \) state. A comparison between these predictions for the populations and the numerics is shown in Fig. 8. In this figure one can see that our model correctly predicts the behaviour obtained from the numerics, with differences arising from third-order terms, which we are not considering.
C. Fidelity

Here, we will study the fidelity $F_{g,g,n}(\tilde{\lambda})$ of the final internal state when applying a center line detuned MS gate to $|g,g,n\rangle$ compared to the ideal final internal state

$$|\psi_{g,g,n}^{\text{f}}\rangle = \frac{1}{\sqrt{2}} \left( |g,g\rangle - i |e,e\rangle \right).$$  

(62)

This fidelity will be given by

$$F_{g,g,n}(\tilde{\lambda}) = \langle \psi_{g,g,n}^{\text{f}} | \rho_{g,g,n}(\tilde{\lambda}) | \psi_{g,g,n}^{\text{f}} \rangle,$$  

(63)

where $\rho_{g,g,n}(\tilde{\lambda})$ is the density matrix of the internal state after applying the center line detuned MS gate. In a similar way as for the populations studied in the previous section, this fidelity has no linear dependence with the center line detuning. Due to this, we consider the fidelity up to second order Magnus expansion, for which we will need to consider the second order density matrix, which has the form

$$\rho_{g,g,n}^{(2)}(\tilde{\lambda}) = \begin{pmatrix} P_{gg,gg}^{(2)}(\tilde{\lambda}) & P_{gg,ge}^{(2)}(\tilde{\lambda}) & P_{gg,ee}^{(2)}(\tilde{\lambda}) \\ P_{ge,gg}^{(2)}(\tilde{\lambda}) & 0 & 0 \\ P_{ee,gg}^{(2)}(\tilde{\lambda}) & 0 & 0 \end{pmatrix},$$  

(64)

where $\rho_{g,e,g}^{(2)}(\tilde{\lambda})$ is the complex conjugate of $\rho_{e,g,g}^{(2)}(\tilde{\lambda})$ in Eq. (54), and one can easily check that all the coherences of $|e,g\rangle$ and $|g,e\rangle$ with $|e,e\rangle$ and $|g,g\rangle$ are zero thanks to the appearance of products of $j_{n,m}^{\text{odd}}$ and $j_{n,m}^{\text{even}}$ defined in Eq. (38). Finally, the last element left, $\rho_{g,g,n}^{gege}(\tilde{\lambda})$, has the following form:

$$\rho_{g,g,n}^{gege}(\tilde{\lambda}) = \tilde{\lambda}^2 \sum_{m \geq 0} j_{n,m}^{\text{odd}} |j_{n,m}^{\text{even}}|^2,$$  

(65)

although this element will not be needed to calculate the fidelity or the purity in Sec. IV D in second order approximation.

Using this density matrix we can obtain the fidelity up to second order, which is given by

$$F_{g,g,n}^{(2)}(\tilde{\lambda}) = 1 + \frac{\tilde{\lambda}^2}{2} \left( c_{e,g,n} + c_{e,e,n} - \text{Im}(b_n) \right).$$  

(66)

We compare this result for the final state fidelities with the ones obtained numerically by integrating the Hamiltonian in Eq. (19) in Fig. 9.

Additionally, we can generalise this result for the case of having an initial thermal state, for which we obtain

$$F_{g,g,n}^{(2)}(\tilde{\lambda}) = \sum_n p_n F_{g,g,n}^{(2)}(\tilde{\lambda}).$$  

(67)

D. Purity

Finally, we will study how much the center line detuned MS gate transforms the initial pure state $|g,g,n\rangle$ into a mixed state. In order to quantify we will to consider again the density matrix of the final internal state, $\rho_{g,g,n}(\tilde{\lambda})$, in order to obtain its purity, $\gamma_{g,g,n}(\tilde{\lambda})$, given by

$$\gamma_{g,g,n}(\tilde{\lambda}) = \text{Tr} \left[ \rho_{g,g,n}(\tilde{\lambda})^2 \right].$$  

(68)

In a similar way as in the previous cases, the final purity does not show a first order dependence with the center line detuning. Therefore, we will consider the purity up to second order in the center line detuning, for which we obtain

$$\gamma_{g,g,n}^{(2)}(\tilde{\lambda}) = \text{Tr} \left[ \rho_{g,g,n}^{(2)}(\tilde{\lambda})^2 \right]$$

$$= 1 - \tilde{\lambda}^2 \left( \text{Im}(b_n) - \frac{a_n^2}{2} - c_{e,g,n} - c_{e,e,n} \right).$$  

(69)

From this result we can see that the phonon mixing introduced by the center line detuned MS gate affects the purity of the final state to second order in the center line detuning parameter. A comparison between the result in Eq. (69) and the numerics is shown in Fig. 10.

V. EXPERIMENTAL VALIDATION

In the previous section we compared the predictions of our model with the numerical simulation results. Now we will compare some of these model predictions with results obtained in the experiment.
Preparing the ground state π cooling and optical pumping techniques. We then apply a pulse to one of the ions to spectroscopically decouple it in an auxiliary level of the \( S_1/2 \) manifold \[60\]. We then apply alternating π-pulses on the blue and red sideband, where each pulse adds a single phonon. For odd phonon states, we apply a π-pulse on the carrier following the sideband pulses \[61\]. Finally, we retrieve the hidden ion from the auxiliary level. For the initial ground state cooling we find a mean phonon number of \( \bar{n} \approx 0.05 \). After the preparation sequence for Fock states \( n > 0 \) we measure 5% population outside of the target electronic state, which decreases the signal-to-noise ratio of the measurement. We use an additional repumping step to return this population to the electronic ground state, but this leaves us with a corresponding error in the initial prepared Fock state.

After preparing the desired \( |g, g, n\rangle \) state, we will need to control the center line detuning of our MS gates. This center line detuning is here introduced on purpose by changing the frequencies of the laser fields by \( \lambda \) from their ideal value. This causes the Hamiltonian of the MS gate to have the form

\[
\hat{H}_{\text{exp}} = -\eta \Omega (a^\dagger e^{i\lambda t} + ae^{-i\lambda t}) \cdot \left[ S_y \cos(\varphi + \lambda t) + S_z \sin(\varphi + \lambda t) \right].
\]

This Hamiltonian can be obtained from the one that we considered in Eq. (17) with a time-independent value \( \lambda(t) = \lambda \) by performing a picture change defined by \( V(t) = R_z(2\lambda t) \). Therefore, after taking into account this picture change, all the results of our model can be used for this experiment. Although in the experiment the laser pulse is switched on and off adiabatically using a Blackman like shape \[62\], each of this switch on and off requires only ~ 4% of the gate time. Due to this, we approximate the pulse-shape as a constant one.

The evolution introduced by the MS gate in the experiment is, up to first order, given by

\[
\hat{U}_{\text{exp},e}(t_F,t_0) = R_z(2\lambda t_F) U_{n=\pi}^{(1)}(t_0) R_z(-2\lambda t_0),
\]

where \( t_0 \) is the time at the beginning of the gate, \( t_f = t_0 + t_g \) is the time at the end, and we introduced \( \varphi \) to denote the phase of the MS gate.

We perform a sequence of two center line detuned MS gates, where we consider that the second one has a relative phase of \( \varphi_d \) with respect to the first one. For this sequence, the resulting population predicted by our model is, up to first order, given by

\[
P(ee, \lambda) = |\langle e, e | \hat{U}_{\text{exp},e}(2t_F, t_0) \hat{U}_{\text{exp},e}(t_F, 0) \rangle|^{2} \approx 1 + \cos \left[ 2 \varphi_d + \phi_n^{\text{seq}}(\lambda) \right] \\
\]

\[
\phi_n^{\text{seq}}(\lambda) = \frac{2\lambda a_n}{\epsilon} \tag{73}
\]

represents the phase introduced by the center line detuning of the gates obtained from the first order terms of our model.

Using sequences of this type, we can measure the final population of \( |e, e\rangle \) for a given center line detuning, while varying the value of \( \varphi_d \). This data can then be used to experimentally obtain the values of \( \phi_n^{\text{seq}}(\lambda) \) for that center line detuning by

\[
\text{FIG. 10. Purity of the final state obtained numerically by taking } |g, g, n\rangle \text{ as the initial state compared to the purity obtained by using Eq. (69)} \text{ derived from the second order Magnus expansion. The perturbative expression manages to capture the predominant second order effects of the center line detuning, with the differences from the numerics arising from terms of higher order not considered.}
\]
fitting a cosine to the measurement outcomes, and compare them with the predicted values from our model. The fit includes amplitude and offset as free parameters, as higher order effects, dephasing, and SPAM errors will affect the amplitude of the observed oscillations. The comparison between the experimental results and the prediction from our model is shown in Fig. 12.

Using this setup, we can also study the behaviour of the populations after the application of a center line detuned gate in the experiment. In order to do this, we prepared $|g, g, n\rangle$ states with $n = 0, 1, 2, 3$, to which we then applied a single MS gate while scanning over the center line detuning. A comparison between the experimental results and the populations predicted by our model up to second order is shown in Fig. 13.

VI. CONCLUSION & OUTLOOK

In this work we introduced a systematic analytical model for the characterisation of the effects that a center line detuning miscalibration has on the Mølmer-Sørensen gate. This model was obtained from a Magnus expansion where the center line detuning was considered as a perturbation to the ideal MS gate Hamiltonian. Using this approach we have shown how to predict the form of the final states obtained after application of the miscalibrated MS gate. Here, we performed the expansion up to first and second order in the center line detuning, by using a set of coefficients obtained from numerical integrations. It is then straightforward to understand the dependencies of relevant properties of the final states, such as relative phases, populations, fidelities, and purities, as functions characterised by these numerical coefficients. We then compared the prediction of these properties obtained from our theoretical model to results from numerical integration, finding only minor differences arising for higher center line detuning values due to influence of higher than second order terms, which we do not consider in our work. However, this discrepancy between model and numerical predictions appears for values of the center line detuning higher than those appearing during an experimental calibration of the MS gate. The value of the center line detuning miscalibration is typically only a fraction of the sideband detuning. Furthermore, we compared the predicted values of relative phases and populations from our model to values obtained from experimental measurements by systematically varying deliberately introduced center line detuning and find good agreement between the model predictions and the experimental results. The relationship between center line detuning, phase and phonon number has not been studied previously to our knowledge. For imperfectly cooled ions this may form a decoherence channel, as the thermal distribution of phonons is mapped to the phase of the applied gate. These results further validated our model, and confirmed the utility of our model for studying and improving experimental implementations of the MS gate.
predictions of the model for the populations are here limited by the order of the Magnus expansion. For example, the \( P(gg) \) population for initial Fock state \( n = 0 \) has a leading order term of third order, with the first two orders vanishing (see Fig. 8 and Fig. 13). Thus a higher order expansion will be needed and can be realised based on our systematic treatment to accurately predict the behavior.

During the derivation of our model, we assumed for simplicity that the pulse shape of the laser used to implement the MS gate was constant. While this will not be exactly the case in the experimental implementation, the laser is usually shaped such that it has a relatively short (compared to the gate time) ramp-up time at the beginning, in which the laser intensity grows from zero up to its maximum value and, similarly, a short ramp-down time at the end of the gate, in which the intensity goes from this maximum value to zero. Therefore, during most of the gate time, the laser pulse is constant, justifying our approach. However, if one wanted to account for this effect, or even consider a general time-dependent laser pulse, this can be readily done by following a similar derivation as shown, but calculating the numerical coefficients appearing in the Magnus expansion by using the time-dependent form of the center line detuning shown in Eq. (15). This could be specially useful when considering implementations of fast gates [11, 63], for which considering the laser pulse as constant might stop being a valid approximation.

Another consideration is that in the derivation of the MS gate Hamiltonian, we assumed the gate to be operating in first order Lamb-Dicke regime. However, since this regime is defined by \( \eta \sqrt{n} \ll 1 \), this is only valid if, given a value of the Lamb-Dicke parameter, the motional state of the ions has been cooled to a low enough value. This is the case for some experiments which implement an MS gate with thermal states of the order of \( \bar{n} \approx 0.05 \), while having a Lamb-Dicke parameter \( \eta \approx 0.1 \) [60]. However, outside of this regime, the appearance of higher order Lamb-Dicke terms could introduce an error and become the limiting factor of the gate performance. This could be the case of the previously mentioned fast MS gates, some of which rely on a higher value of \( \eta \) in order to increase the coupling to the sidebands. For the study of this case, a generalisation of our model considering such higher order Lamb-Dicke terms would be useful.

Finally, our model was derived by assuming that the center line detuning was the only miscalibration, but this will not be the case in a real implementation of a MS gate, where other parameters will differ from their ideal values, with some of these examples and their consequences discussed in Sec. IIA. However, in the cases where the center line detuning miscalibration is relatively larger than for the other parameters, it will be the predominant effect. In this case one can detect that the outcomes of the miscalibrated gate agree with the results expected from the analytical model, and this information can be used to compensate for the miscalibration of the center line detuning. Furthermore, our theory could be extended to include other sources of miscalibrations, such as amplitude or gate time miscalibrations.

Overall, our model provides an in-depth understanding of the effects of a center line detuning in an implementation of the MS gate, which before had only been assessed by performing numerical calculations. This can then be used during the experimental calibration of the gate in order to identify and compensate the effect of center line detuning miscalibrations. Therefore, we believe that the method and the results presented here can help in designing and improving calibration routines for entangling gate operations.
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**Appendix A: Numerical coefficients**

In the basis defined by the eigenstates of \( S_z \), \(|+, +\rangle\), \(|+, -\rangle\), \(|-, +\rangle\) and \(|-, -\rangle\), where

\[
|\pm\rangle = \frac{1}{\sqrt{2}} (|g\rangle \pm i|e\rangle),
\]

the evolution operator of the ideal MS gate can be written as

\[
\hat{U}_0(\tau) = \begin{pmatrix}
D[F(\tau)]e^{iG(\tau)} & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & D[-F(\tau)]e^{iG(\tau)}
\end{pmatrix},
\]

(A2)

where \( F(\tau) = \tilde{\Omega} e^{i \tau} - 1 \) and \( G(\tau) = \tilde{\Omega}^2 (\tau - \sin \tau) \). From Eq. (25) and Eq. (28) we obtain

\[
\hat{U}_{1,M}(\tau_g) \equiv \hat{U}_0(\tau_g) M_1(\tau_g)
\]

\[
= -i\tilde{\lambda} \int_0^{\tau_g} \hat{U}_0^\dagger(\tau' - \tau_g) S_z \hat{U}_0(\tau') d\tau'.
\]

(A3)

Analysing the form of the integrand shows that its application couples a \(|+, +\rangle\) state with \(|+, -\rangle\) and \(|-, +\rangle\), with corresponding coefficients \( I_{+,-}^m \) and \( I_{-,+}^m \), that is

\[
\hat{U}_{1,M}(\tau_g) |+, +\rangle = -\tilde{\lambda} \sum_{m=0}^n I_{+,-}^m |+, -\rangle + I_{-,+}^m |-, +\rangle.
\]

Similarly, for the action on other \( S_z \) basis states we obtain

\[
\hat{U}_{1,M}(\tau_g) |-, -\rangle = -\tilde{\lambda} \sum_{m=0}^n I_{-,+}^m |+, +\rangle + I_{+,-}^m |-, +\rangle,
\]

(A5)

\[
\hat{U}_{1,M}(\tau_g) |+, -\rangle = -\tilde{\lambda} \sum_{m=0}^n I_{+,m}^m |+, +\rangle + I_{+,m}^m |-, -\rangle,
\]

(A6)

\[
\hat{U}_{1,M}(\tau_g) |-, +\rangle = -\tilde{\lambda} \sum_{m=0}^n I_{-,m}^m |+, +\rangle + I_{-,m}^m |-, -\rangle.
\]

(A7)

These coefficients are obtained from numerical integration of matrix elements as described in Eq. (A3), and they can all be described in terms of \( I_m^m \equiv I_{+,m}^m \).

\[
I_{+,-}^m = I_{-,+}^m = I_{-,m}^m = I_{+,m}^m = I_m^m,
\]

(A8)

\[
I_{+,-}^m = I_{-,+}^m = I_{-,m}^m = I_{+,m}^m = (-1)^m m^m I_m^m.
\]

(A9)

Therefore, it is enough to calculate the coefficients \( I_m^m \), which have the form

\[
I_m^m = \frac{i}{2} \int_0^{\tau_g} e^{iG(\tau)} \langle m | D[F(\tau)] | n \rangle d\tau,
\]

(A10)

where for \( m \geq n \)

\[
\langle m | D(\alpha) | n \rangle = \sqrt{\frac{m!}{n!}} \alpha^{m-n} e^{-|\alpha|^2/2} \sum_{k=0}^n (-1)^k \binom{n}{k} \frac{|\alpha|^{2k}}{(m-n+k)!},
\]

(A11)

and for \( m < n \)

\[
\langle m | D(\alpha) | n \rangle = \sqrt{\frac{m!}{n!}} (\alpha^* y^{-m} e^{-|\alpha|^2/2} \sum_{k=0}^m (-1)^k \binom{n}{m-k} \frac{|\alpha|^{2(m-k)}}{(m-k)!}.
\]

(A12)

By using these expressions, one can numerically calculate the \( J_m^m \) coefficients for the first order Magnus expansion.

As for the second order coefficients, we have to work with Eq. (26) and the second order terms of Eq. (28) to obtain them. This requires to calculate the action of the following operators

\[
\hat{U}_0(\tau_g) M_2(\tau_g) = -\frac{\tilde{\lambda}^2}{2} \hat{U}_0(\tau_g)
\]

\[
\times \int_0^{\tau_g} \int_0^{\tau_g} \hat{U}_0(\tau_1 - \tau_g) S_z \hat{U}_0(\tau_1) \hat{U}_0^\dagger(\tau_2) S_z \hat{U}_0(\tau_2) d\tau_2 d\tau_1,
\]

(A13)

\[
\hat{U}_0(\tau_g) M_1(\tau_g)^2 =
\]

\[
-\tilde{\lambda}^2 \int_0^{\tau_g} \int_0^{\tau_g} \hat{U}_0^\dagger(\tau_1 - \tau_g) S_z \hat{U}_0(\tau_1) \hat{U}_0^\dagger(\tau_2) S_z \hat{U}_0(\tau_2) d\tau_2 d\tau_1,
\]

(A14)

where for convenience we define the combination of these operators as

\[
\hat{U}_{2,M}(\tau_g) = \hat{U}_0(\tau_g) \left( M_2(\tau_g) + \frac{M_1(\tau_g)^2}{2} \right)
\]

(A15)

By close inspection of the previous integrands, one can see that they couple \(|+, +\rangle\) and \(|-, -\rangle\) to states of the form \(|+, +\rangle\) and \(|-, -\rangle\)

\[
\hat{U}_{2,M}(\tau_g) |+, +\rangle = -\tilde{\lambda}^2 \sum_{m=0}^n J_{1,m}^m |+, +\rangle + J_{2,m}^m |-, -\rangle,
\]

(A16)

\[
\hat{U}_{2,M}(\tau_g) |-, -\rangle = -\tilde{\lambda}^2 \sum_{m=0}^n J_{2,m}^m |+, +\rangle + J_{1,m}^m |-, -\rangle.
\]

(A17)

Similarly, they couple \(|+, -\rangle\) and \(|-, +\rangle\) to \(|+, +\rangle\) and \(|-, -\rangle\)

\[
\hat{U}_{2,M}(\tau_g) |+, -\rangle = -\tilde{\lambda}^2 \sum_{m=0}^n J_{3,m}^m |+, +\rangle + J_{3,m}^m |-, -\rangle,
\]

(A18)

\[
\hat{U}_{2,M}(\tau_g) |-, +\rangle = -\tilde{\lambda}^2 \sum_{m=0}^n J_{3,m}^m |+, +\rangle + J_{3,m}^m |-, -\rangle.
\]

(A19)

where the coefficients, \( J_{1,m}^m, J_{2,m}^m, \) and \( J_{3,m}^m \), can be calculated by numerically integrating Eq. (A13) and Eq. (A14) using Eq. (A11) and Eq. (A12). Their expressions are
After obtaining the numerical coefficients \( I_{m}^{n}, J_{m}^{n,1}, J_{m}^{n,2}, \) and \( J_{m}^{n,3} \), we can write the action of the center line detuned gate over the states \(|+, +, n \rangle, |+, - , n \rangle, |-, +, n \rangle, \) and \(|-, - , n \rangle}. To consider the action over the states \(|g, g, n \rangle, |g, e, n \rangle, |e, g, n \rangle, \) and \(|e, e, n \rangle}) it is enough to use

\[
|g, g, n \rangle = \frac{1}{2} \left( |+, +, n \rangle + |+, - , n \rangle + |-, +, n \rangle + |-, - , n \rangle \right),
\]

\[
|g, e, n \rangle = -\frac{i}{2} \left( |+, +, n \rangle - |+, - , n \rangle - |-, +, n \rangle + |-, - , n \rangle \right),
\]

\[
|e, g, n \rangle = -\frac{i}{2} \left( |+, +, n \rangle + |+, - , n \rangle - |-, +, n \rangle - |-, - , n \rangle \right),
\]

\[
|e, e, n \rangle = \frac{1}{2} \left( - |+, +, n \rangle + |+, - , n \rangle + |-, +, n \rangle - |-, - , n \rangle \right).
\]

Using the previous relations and Eq. (A4)-(A7), we obtain the first order correction to the states, \(|\psi_{2}^{(1)}_{g,g,n} \rangle, \) defined in Eq. (35)-(37). Similarly, Using Eq. (A16)-(A19), we obtain the second order correction to the states, \(|\psi_{2}^{(2)}_{g,g,n} \rangle, \) defined in Eq. (49)-(51), where we introduced the following coefficients

\[
J_{m,n}^{n,1,2,m} = \frac{J_{m,n}^{n,1} + J_{m,n}^{n,2} + 2J_{m,n}^{n,3}}{2},
\]

\[
J_{m,n}^{n,1,2,m} = \frac{J_{m,n}^{n,1} + J_{m,n}^{n,2} - 2J_{m,n}^{n,3}}{2}.
\]

Finally, from the form of the final state corrected up to second order when using the initial state \(|g, g, n \rangle, \) \(|\psi_{2}^{(2)}_{g,g,n} \rangle, \) we can calculate the coefficients that are used in Sec. IVB and Sec. IV D:

\[
c_{g,g,n} = -\text{Re}(J_{m,n}^{n,1}) - \text{Im}(J_{m,n}^{n,2}) + \sum_{m,n}^{n} |J_{m,n}^{n,2}|^{2} f_{m,n}^{\text{even}},
\]

\[
c_{g,e,n} = \text{Re}(J_{m,n}^{n,1}) - \text{Im}(J_{m,n}^{n,2}) + \sum_{m,n}^{n} |J_{m,n}^{n,2}|^{2} f_{m,n}^{\text{even}},
\]

\[
c_{e,g,n} = \sum_{m,n}^{n} |J_{m,n}^{n,2}|^{2} f_{m,n}^{\text{odd}}.
\]

The corresponding coefficients when the initial state is in a different state of the computational basis can be calculated in a similar way.
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