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This paper presents a fractional generalized Cauchy process (FGCP) with an additive and a multiplicative Gaussian white noise for describing subordinated anomalous fluctuations. The FGCP displays intermittent dynamics during random time durations, whose analytical representation is given by the Itô stochastic integral. The associated probability density function is given by the Tsallis $q$-Gaussian distribution at the stationary state. The method of fractional Feynman-Kac formula shows that weak ergodicity breaking of the FGCP depends on the existence of the subordinator and/or the divergence of variance.

I. INTRODUCTION

Anomalous fluctuations associated with fat-tailed distributions have been observed in many complex systems. In order to identify the anomalous fluctuations, Tsallis introduced the concept of nonextensive statistical mechanics (NESM), based on the principle of a generalized maximum entropy [1]. Also, a nonlinear kinetic equation, known as a nonlinear Fokker-Planck equation (NFPE), provides the probability density function (PDF) for the NESM [2]. Applications of the NESM in various areas have been reported, such as, option pricing in stock markets [3], fully developed fluid turbulence [4], magnetospheric self-organization [5] and so on.

As a dynamical foundation of the NESM, Beck introduced a stochastic differential equation (SDE) with a slowly fluctuating parameter [6]. His idea that the NESM results from inhomogeneous heat bath leads to the concept of superstatistics (SS) [7, 8]. On the other hand, the NFPE for a harmonic potential is equivalent to the Fokker-Planck equation (FPE) of a generalized Cauchy process (GCP) whereby the corresponding stochastic process is given by the solution of an SDE [9]. The stationary PDF of the GCP provides the $q$-Gaussian distribution with a specific set of parameters.

In the past few decades stochastic processes on random time durations have been extensively investigated, associated with continuous time random walks (CTRWs), where the evolution of the time variable is a random variable following a waiting time distribution [10–12]. Under an appropriate scaling limit, a CTRW is approximated by a set of SDEs for coordinate and time variables [13]. In the case of power-law waiting time distributions, such SDE systems are alternatively expressed by subordinated stochastic differential equations (SSDEs), and then derive fractional Fokker-Planck equations (FFPEs) as their kinetic equations [14, 15].

Related to comprehensive studies of the SSDE, their fluctuations are assumed to follow the Gaussian distribution. However, we can observe anomalous fluctuations following non-Gaussian distributions in the real world: fluid particle transport in a rotating cylinder [16], a hopping cold atom in optical lattices [17], wave propagation in dissipative media [18], etc. For the sake of identifying the anomalous fluctuations on random time durations, the SSDE is a suitable model to describe non-Gaussian distributions.

In this paper we introduce an SSDE as a model of anomalous fluctuations with the power-law waiting time distribution. Section III provides a brief review of the dynamical foundation of the NESM, where the concept of environmental fluctuations and a characteristic time scale are mentioned. In Sec. III the basic idea of subordinated stochastic processes is presented and then is applied to the GCP. Section IV shows the corresponding kinetic equation, where the analytical representation of the PDF and slow relaxation play a dominant role. Section V considers weak ergodicity breaking due to the existence of a subordinator or the divergence of the second moment, with the use of the fractional Feynman-Kac formula. Section VI provides conclusions and aspects of future work.

II. DYNAMICAL FOUNDATION OF NONEXTENSIVE STATISTICAL MECHANICS

The NESM is constructed based on Tsallis $q$-entropy, which is a generalization of the conventional Boltzmann-Gibbs entropy, being of the form

$$S_q[p] = \frac{1}{q - 1} \left( 1 - \int [p(x)]^q dx \right), \quad (1)$$

where $p(x)$ is a PDF and $q$ is a positive real parameter. Under the constraint for a potential function $\Phi(x)$,

$$\int \Phi(x)[p(x)]^q dx = \langle \Phi(x) \rangle, \quad (2)$$

the general form of the Tsallis distributions is derived as

$$p(x) = \frac{1}{Z_q[1 + \beta(q - 1)\Phi(x)]^{1/\beta}}. \quad (3)$$
where \( Z_p \) is a partition function defined by the normalization factor of \( p(x) \), and \( \beta \) is a positive real parameter. In the case of harmonic potential, \( \Phi(x) = x^2 \), \( p(x) \) in Eq. (3) leads to the \( q \)-Gaussian distribution.

Alternatively, the NFPE has been developed as a macroscopic dynamical model of the NESM, namely, the kinetic equation of the PDF in Eq. (3) \[2\]. The NFPE is given by

\[
\frac{\partial f}{\partial t} = -\frac{\partial}{\partial x}[K(x,t)f] + \frac{\partial^2}{\partial x^2}[Q(x,t)f],
\]

where \( \mu \) and \( \nu \) are positive real parameters. Although the NFPE in Eq. (4) is a nonlinear partial differential equation, analytical solutions can be obtained in specific cases \[2, 13\].

As a microscopic dynamical model of the NESM, whose statistical laws are derived from the \( q \)-Gaussian distribution, Beck introduced the Ornstein-Uhlenbeck (OU) process with fluctuating parameters:

\[
dX = \beta Xdt + \sigma dB(t),
\]

where \( B(t) \) is a Brownian motion, and positive real parameters \( \beta \) and \( \sigma \) define a random parameter, known as inverse temperature, as \( \beta = \gamma / \sigma \), which follows the \( \chi^2 \) distribution with \( n \) degrees of freedom as

\[
f(\beta) = \frac{1}{\Gamma(n/2)} \left( \frac{n}{2\beta_0} \right)^n \beta^{-1} \exp \left( -\frac{n\beta^2}{2\beta_0} \right),
\]

where \( \Gamma(z) \) is the gamma function and \( \beta_0 \) is a positive real parameter. It is assumed that the characteristic time scale of \( \beta \) is much larger than that of \( X(t) \) in Eq. (5). In this situation, the conditional stationary PDF is obtained as

\[
p(x|\beta) = \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{\beta x^2}{2} \right).
\]

The marginalization with respect to \( \beta \) for Eq. (7) with Eq. (6), \( p(x) = \int p(x|\beta)f(\beta)d\beta \), gives

\[
p(x) = \frac{1}{\Gamma(n/2)} \left( \frac{\beta_0}{\pi n} \right)^{n/2} \left( 1 + \frac{\beta_0}{\pi n} x^2 \right)^{-n/2},
\]

which corresponds to the \( q \)-Gaussian distribution with the relations for \( q \) and \( \beta \) in Eq. (3): \( q = 1 + 2/(n + 1) \) and \( \beta = 2\beta_0/(3 - q) \).

An alternative microscopic dynamical model of the NESM is the GCP driven by both additive and multiplicative noise in the form:

\[
dX = -\gamma Xdt + X\sqrt{2D_a}dW_a(t) + \sqrt{2D_m}dW_m(t),
\]

where \( \gamma \) is a positive real parameter, \( W_a(t) \) and \( W_m(t) \) are Brownian motions with respective noise intensities \( 2D_a \) and \( 2D_m \) \[9\]. The FPE of the GCP is the same form as the NFPE in Eq. (4) with \( \mu = 1 \) in the case of a periodic potential. The stationary PDF of the GCP, known as a generalized Cauchy distribution (GCD), is given by

\[
p(x) = \frac{a^{2b-1}}{B(b-1/2,1/2)} (x^2 + a^2)^{b},
\]

where \( a = \sqrt{D_a/D_m} \), \( b = \gamma /2D_m \) and \( B(z,z') \) is the beta function \[20\]. The GCD in Eq. (10) is also the \( q \)-Gaussian distribution with relations that \( q = b^{-1} \) and \( \frac{\beta}{a^2} = b \) for Eq. (8). In this case, the multiplicative noise in Eq. (9) generates the power-law tails of the PDF, because without the term, Eq. (9) reduces to the OU process.

### III. SUBORDINATED STOCHASTIC PROCESSES

Random dynamics during random time durations are described by the CTRWs with waiting time distributions having a power-law tail. A CTRW provides a kinetic equation, whose particle fluctuations obey a subordinated stochastic process. In order to describe such fluctuations under an appropriate scaling limit, the SSDE is introduced in the form

\[
Y(t) = X(S_t),
\]

where the subordinated stochastic process \( Y(t) \) is generated from an SDE on intrinsic time \( \tau \),

\[
dX = F(X, \tau)d\tau + G(X, \tau)dW(\tau)
\]

with \( W(\tau) \) being a Brownian motion. The subordinator \( S_t \) in the right hand side of Eq. (11), which provides physical time evolution, is defined as

\[
S_t = \inf \{ \tau; U(\tau) > t \}
\]

with \( U(\tau) \) being a strictly increasing \( \alpha \)-stable Lévy motion, whose Laplace transform is given by \( \langle e^{-\lambda U(\tau)} \rangle = e^{-\lambda^{\alpha}} \), where \( 0 < \alpha < 1 \) \[21\].

Based on the above notion of the SSDE, we construct a dynamical model for subordinated anomalous fluctuations. The SDEs presented in Sec. III are candidates for the intrinsic SDE of the subordinated dynamics. For this purpose, however, the assumption of the first model in Sec. III is contradictory because the characteristic time scale of the subordinated OU process diverges due to the power-law tail of the waiting time distribution. On the other hand, the GCP has no assumption about the time scale, whereby it is employed as the intrinsic SDE of the SSDE, named subordinated GCP (SGCP). We investigate statistical properties of the SGCP hereafter.

To obtain a realization of the SGCP, it is necessary to solve the GCP with respect to intrinsic time \( \tau \) in the form:

\[
dX = -\gamma Xd\tau + X\sqrt{2D_a}dW_m(\tau) + \sqrt{2D_a}dW_a(\tau),
\]
where $\gamma$ is a positive real parameter, $W_a(\tau)$ and $W_m(\tau)$ are Brownian motions with respective noise intensities $2D_a$ and $2D_m$. The GCP can be solved with the use of the Itô integral as

$$X(\tau) = X(0)e^{-(\gamma+D_m)\tau + \sqrt{2D_m}W_m(\tau)} + \sqrt{2D_a} \int_0^\tau e^{(\gamma+D_m)(\tau'-\tau) - \sqrt{2D_m}[W_m(\tau') - W_m(\tau)]}dW_a(\tau')$$

(15)

with $X(0)$ being the initial value almost surely. The combination of $X(\tau)$ in Eq. (15) and the subordinator $S_t$ gives realizations of the SGCP.

Although the SGCP is solved analytically, it is often useful to carry out numerical simulations to obtain sample paths. As a numerical integration scheme of Eq. (15), a recursion relation of the GCP with respect to $\tau$ is obtained. A discrete time $\tau_n = n\Delta\tau$, and random numbers $\xi_a$ and $\xi_m$, which follow mutually independent Gaussian distributions, gives a recursion relation of Eq. (15) as

$$X(\tau_{n+1}) = X(\tau_n)e^{-(\gamma+D_m)\Delta\tau + \sqrt{2D_m}\xi_m} + \sqrt{2D_a}\xi_a e^{(\gamma+D_m)\Delta\tau - \sqrt{2D_m}\xi_m}.$$  

(16)

The numerical scheme for solving SSDEs presented in Ref. [15] provides realizations of the SGCP as shown in Fig. 1. The left and right figures are realizations of the SGCP in the case of finite and infinite variances, respectively. It is seen that the magnitude of these realizations shows fluctuations of different orders depending on the value of the parameters. The realizations of the SGCP on physical time (top figures) are generated from those on intrinsic time (middle figures) and the corresponding subordinators (bottom figures). It is seen that intermittent dynamics are under the constraint of long time durations due to the subordinator. Thus the SGCP can describe the large fluctuations in magnitude with long memory, which are often investigated in complex systems.

**IV. FRACTIONAL FOKKER-PLANCK EQUATION**

Ensemble dynamics of the subordinated stochastic processes determine their kinetics. The evolution equation for the PDF of the SSDE is generally given as a fractional Fokker-Planck equation (FFPE), which consists of the Fokker-Planck operator $L_{FP}$ derived from the SDE in Eq. (12) and the Riemann-Liouville fractional derivative for a time dependent function is defined by

$$\mathbb{D}^{1-\alpha}_t f(t) = \frac{1}{\Gamma(\alpha)} \int_0^t (t-t')^{\alpha-1} f(t')dt'$$

(18)

with $\Gamma(z)$ being the gamma function [20]. Here, in the case of the SGCP, the corresponding Fokker-Planck operator is given by

$$L_{FP} = \frac{\partial}{\partial x} \gamma x + \frac{\partial^2}{\partial x^2} (D_m x^2 + D_a),$$

(19)

which is the same form as that of the GCP [9]. On equilibrium state, the GCD is derived from $L_{FP}$ in Eq. (19) as the stationary PDF in the form:

$$P_s(x) = \frac{a^{2b-1}}{B(b-1/2,1/2)} \frac{1}{(x^2 + a^2)^b}.$$  

(20)

The value of the parameter $b = \gamma/2D_m$ determines whether the variance is finite or not, as is shown in Fig. 2. The solid line shows the case of finite variance, $\gamma > 2D_m$, the dashed line shows that of infinite variance, $\gamma < 2D_m$. The respective cases correspond to the realizations of the SGCP in Fig. 11 which are at a quite different order of magnitude.

The transition PDF of the SGCP is obtained by solving the FFPE in Eq. (17) with the Fokker-Planck operator in Eq. (19). The inverse Lévy transform (ILT) is utilized to solve the FFPE [12]. For the solution of the FFPE, $P(x,t)$, the ILT is introduced as

$$P(x,t) = \int_0^\infty p(x,\tau)T(\tau,t)d\tau,$$

(21)

where the kernel function $T(\tau,t)$ is given in the Laplace space as

$$T(\tau,s) = s^{\alpha-1} e^{-\tau s^2}$$

(22)

and $p(x,\tau)$ is the solution of the conventional Fokker-Planck equation (FPE) with $L_{FP}$ in Eq. (19) as

$$\frac{\partial}{\partial \tau} p(x,\tau) = L_{FP} p(x,\tau).$$  

(23)

In general the FPE is solved by the method of eigenfunction expansion. In this case, $L_{FP}$ in Eq. (19) has both discrete and continuous eigenvalues, and thus gives the expression of $p(x,\tau)$ as

$$p(x,\tau|x_0,\tau_0) = e^{U(x)/2 - U(x_0)/2} \left[ \sum_{n=0}^\infty \phi_n(x)\phi_n(x_0)e^{-\lambda_n\tau} + \int \phi_\lambda(x)\phi_\lambda(x_0)e^{-\lambda\tau}d\lambda \right],$$

(24)
FIG. 1. Realizations of the SGCP in the case of finite variance (left side: $\gamma = 1.2$) and infinite variance (right side: $\gamma = 0.7$). The noise intensities and fractional index are fixed as $D_a = 1.0$, $D_m = 0.5$ and $\alpha = 0.7$. The top figures are the realizations of the SGCP on physical time $t$. The middle figures are the realizations of the GCP on intrinsic time $\tau$. The bottom figures are the random processes of the subordinator $S_t$ defined by inversion of a positive one-sided Lévy process.

FIG. 2. The GCDs derived from Eqs. (17) and (19) on stationary states. The solid line shows the case of finite variance with $\gamma = 1.2$, $D_a = 1.0$ and $D_m = 0.5$. The dashed line shows the case of infinite variance with $\gamma = 0.7$, $D_a = 1.0$ and $D_m = 0.5$, corresponding to the realizations in Fig. 1. It is shown that the tails of the latter case are broader than those of the former case.

where $\{\lambda_n, \phi_n(\cdot)\}$ and $\{\lambda, \phi(\cdot)\}$ are pairs of eigenvalues and eigenfunctions for the discrete and continuous cases, respectively. The specific form of the eigenfunction expansion in Eq. (24) is given by the hypergeometric function as explained in Appendix A. Note that the discrete eigenvalues vanish when $\gamma < 2D_m$, namely, the variance of the GCD in Eq. (20) is infinite.

The ILT in Eq. (21) converts the eigenfunction expansion in Eq. (24) to that of the FFPE in Eq. (17) as
Leffler function, the ACF for the SGCP is given as
\[ P(x, t|x_0, t_0) = e^{U(x)/2-U(x_0)/2} \sum_{n=0}^{\infty} \phi_n(x)\phi_n(x_0)E_{\alpha,1}[-\lambda_n(t-t_0)^\alpha] + \int \phi_\lambda(x)\phi_\lambda(x_0)E_{\alpha,1}[-\lambda(t-t_0)^\alpha]d\lambda, \] (25)

where \( E_{\alpha,\beta}(t) \) is the generalized Mittag-Leffler function defined by
\[ E_{\alpha,\beta}(t) = \sum_{n=0}^{\infty} \frac{t^n}{\Gamma(\alpha n + \beta)} \] (26)
with \( \Gamma(z) \) being the gamma function. Eventually, statistics of the SGCP are calculated with the transition PDF in Eq. (25).

Alternatively, the ILT in Eq. (21) gives the formula for calculating statistics of a random variable generated from FFPEs as
\[ \langle f(X(t)) \rangle = \int \langle f(X(\tau)) \rangle T(\tau, t) d\tau \] (27)
with \( f(X) \) being a function of a random variable \( X \). Since the normalized autocorrelation function (ACF) for the GCP is derived from Eq. (15) as \( C(\tau) = e^{-(\gamma-D_m)\tau} \) and the ILT of the exponential function is the Mittag-Leffler function, the ACF for the SGCP is given as
\[ C(t) = E_{\alpha,1}[-(\gamma-D_m)t^\alpha]. \] (28)

In Fig. 3, the ACF for the SGCD displays slow relaxation due to the long time durations generated by the subordinator.

As is shown in Eqs. (10) and (28), the SGCP provides the fat-tailed PDF and the ACF with a long time tail, which respectively correspond to long deviations and long memory of fluctuations. Therefore, in many complex systems, the SGCP can be utilized to describe anomalous fluctuations with a subordinator.

\[ \langle (A - \langle A \rangle)^2 \rangle = \frac{2}{s^3} \frac{(1-\alpha)\gamma + s^\alpha}{\gamma + s^\alpha} \frac{2D_a + x_0^2 s^\alpha}{2(\gamma-D_m) + s^\alpha} \] (30)

with \( x_0 \) being the initial value of \( X(t) \) almost surely. Derivation of the moments with respect to \( X \) and \( A \) up to the second-order are shown in Appendix B. With the use of the Laplace transform of the Mittag-Leffler function, \( \int_0^\infty e^{-st}E_{\alpha,\beta}(-ct^\alpha) dt = s^{\alpha - \beta}/(s^\alpha + c) \), \( \langle X^2 \rangle \) in the

V. WEAK ERGODICITY BREAKING

Ergodicity is one of the most fundamental properties of statistical mechanics, which guarantees the equivalence between the ensemble average and the time average in the equilibrium state. Based on ergodicity, thus, one can implement a statistical analysis of experimental data or a time series analysis using the tools for time averaging. To investigate ergodicity, Khinchin’s theorem, which shows that an ACF converging to zero guarantees ergodicity, was developed [28]. Nevertheless, it was proved that the subordinated OU process, whose ACF converges to zero, shows weak ergodicity breaking [24]. Here, we investigate whether ergodicity of the SGCP breaks or not by means of a kinetic equation for a Brownian functional.

The Brownian functional of a stochastic process \( \{X(t)\}_{t>0} \) is defined by \( A(t) = \int_0^t U[X(\tau)] d\tau \) with a prescribed function \( U(x) \). Then time average is given by \( \langle X(t) \rangle = A(t)/t \) with \( U(x) = x \). When the PDF of \( X(t) \) leads to Dirac delta function, namely, the variance of \( X(t) \) converges to zero, at infinite time limit, \( \{X(t)\}_{t>0} \) is confirmed to be ergodic. It is thus necessary to obtain the PDF for \( A(t) \) by calculating the statistics of the Brownian functional.

To calculate the Brownian functional of a subordinated stochastic process, the fractional Feynman-Kac equation (FFKE) with a fractional substantial derivative was introduced [24]. In the case of the SGCP, the corresponding FFKE is of the form:
\[ \frac{\partial}{\partial t} G(x, A, t) = L_{FP}D_t^{1-\alpha} G(x, A, t) - x \frac{\partial}{\partial A} G(x, A, t), \] (29)
where the Fokker-Planck operator is the same as \( L_{FP} \) in Eq. (19) and the fractional substantial derivative is defined by \( D_t^{1-\alpha} = (\partial/\partial t + x(\partial/\partial A))^{1-\alpha} \) with a real parameter \( 0 < \alpha < 1 \). With the help of the Laplace transform, \( \tilde{G}(x, A, s) = \int_0^\infty G(x, A, t)e^{-st} dt \), the variance of \( A \) can be obtained in the Laplace space as
\[ \langle (A - \langle A \rangle)^2 \rangle = \frac{2}{s^3} \frac{(1-\alpha)\gamma + s^\alpha}{\gamma + s^\alpha} \frac{2D_a + x_0^2 s^\alpha}{2(\gamma-D_m) + s^\alpha} \] (30)
VI. CONCLUSIONS

We have reviewed the two alternative models for dynamical foundation of the NESM, where the q-Gaussian distribution, as the specific case of the GCD, is given at the stationary state. In both cases the environmental fluctuations play the dominant role in generating the power-law tails of the PDF.

To employ these models as the intrinsic SDE of the subordinated stochastic process, we have considered the characteristic time scales in the fluctuating environment, and then have pointed out that the SGCP is the suitable model for describing the anomalous fluctuations with the subordinator. The statistical properties of the SGCP have been investigated with the use of the FFPE. The method of eigenfunction expansion and the ILT provide an analytical description of the transition PDF, which is available to calculate the moments of the SGCP, expressed by the combination of the Mittag-Leffler function and the hypergeometric function.

Weak ergodicity breaking of the SGCP is ascribed to the existence of the subordinator or infinite variance by means of the FFKE. Thus, statistical analysis for subordinated intermittent stochastic processes should be implemented only by ensemble averaging to obtain correct estimates.

The alternative GCP with a logarithmic potential also follows the GCD at the stationary state [17]. The eigenfunction expansion of this GCP is different from that of the GCP handled in this paper. Specific analysis of the difference between the GCPs will be our future work.
Assume that $\phi(y)$ consists of an even function $\phi_e(y)$ and an odd function $\phi_o(y)$, then $\phi(y)$ is expressed by $\phi(y) = A\phi_e(y) + B\phi_o(y)$ with

$$
\phi_e(y) = (\cosh y)^{\gamma+1}F\left(\alpha, \beta; \frac{1}{2}; -\sinh^2 y\right) \quad (A9)
$$

and

$$
\phi_o(y) = (\cosh y)^{\gamma+1}F\left(\alpha + \frac{1}{2}, \beta + \frac{1}{2}; \frac{3}{2}; -\sinh^2 y\right). \quad (A10)
$$

and the asymptotic form of $\sinh^2 y$ in Eqs. (A9) and (A10) give, on $|y|\to\infty$,

$$
\phi_e(y)\to \Gamma\left(\frac{1}{2}\right)\frac{(-\zeta)^{-\gamma}\Gamma(\mu - \kappa)}{\Gamma(\nu - \kappa)\Gamma(\mu)} F\left(\kappa, \kappa - \nu + 1; \kappa - \mu + 1; \frac{1}{\zeta}\right) + \frac{(-\zeta)^{-\gamma}\Gamma(\kappa - \mu)}{\Gamma(\nu - \mu)\Gamma(\kappa)} F\left(\kappa, \kappa - \nu + 1; \mu - \kappa + 1; \frac{1}{\zeta}\right), \quad (A11)
$$

with $|T|^2 = \sin^2(\theta_e - \theta_o)$ and $|R|^2 = \cos^2(\theta_e - \theta_o)$, as

$$
A = \frac{e^{i\theta_e}}{2\Gamma(\frac{1}{2}) r_e} \Gamma\left(\frac{1}{2} + \frac{i}{2}\right) (\frac{-\nu + 1}{2} + i\frac{k}{2}) \Gamma\left(-\frac{\gamma - 1}{2} + i\frac{k}{2}\right), \quad (A15)
$$

and

$$
B = -\frac{e^{i\theta_o}}{2\Gamma(\frac{1}{2}) r_o} \Gamma\left(\frac{1}{2} + \frac{i}{2}\right) (\frac{-\nu + 1}{2} + i\frac{k}{2}) \Gamma\left(-\frac{\gamma - 1}{2} + i\frac{k}{2}\right). \quad (A16)
$$

Discrete eigenvalues are estimated by setting $\lambda = -i^2$. In this case the parameters $\alpha$ and $\beta$ in Eq. (A15) are replaced by $\alpha = (\gamma + 1 - l)/2$ and $\beta = (\gamma + 1 + l)/2$. To avoid $\phi(y)$ diverging, the coefficients of $e^{i|y|}$ should be zero for both $\phi_e(y)$ and $\phi_o(y)$. Hence discrete eigenvalues are readily obtained as

$$
l = \begin{cases} 
\gamma - 2n & \text{for } \phi_e(y) \\
\gamma - 2n - 1 & \text{for } \phi_o(y)
\end{cases} \quad (A17)
$$

with $n$ being the natural number, which corresponds to the respective even and odd functions. Note that the discrete eigenvalue can exist when $\gamma > 1$. That situation corresponds to the case of finite variance.

Eventually, the eigenfunction expansion of $\psi(y, \tau)$ in Eq. (A4) is completed as

$$
\psi(y, \tau) = \sum_{n=-\infty}^{n=\infty} \left[ A_n \phi_e(n) e^{-(\gamma-2n)^2\tau} + B_n \phi_o(n) e^{-(\gamma-2n-1)^2\tau} \right] + 2 \int_0^\infty k [A\phi_e(y) + B\phi_o(y)] e^{-k^2\tau}dk. \quad (A18)
$$

Appendix B: Moments of the fractional Feynman-Kac equation

The FFKE in the Laplace space is of the form:

$$
s\hat{G}(x, A, s) - G_0(x, A) = L_{FP}\hat{D}_s^{1-\alpha} \hat{G}(x, A, s) - x \frac{\partial}{\partial A} \hat{G}(x, A, s). \quad (B1)
$$

In the Laplace space the fractional substantial derivative, $D_s^{1-\alpha} = (s + x\partial/\partial A)^{1-\alpha}$, can be expanded as

$$
D_s^{1-\alpha} = s^{1-\alpha} \left(1 + s^{-1}x \frac{\partial}{\partial A}\right) \sum_{r=0}^\infty s^{-1}x \frac{\partial}{\partial A}^r. \quad (B2)
$$
The expansion of $D^{1-\alpha}_t$ is terminated at most at the second order in the case of the FGCP when calculating moments with respect to $X$ and $A$. Hence all of the moments are readily obtained as

$$\langle x(s) \rangle = \frac{s^{\alpha-1}}{s^\alpha + \gamma} x_0, \quad (B3)$$

$$\langle A(s) \rangle = \frac{1}{s} \langle x(s) \rangle, \quad (B4)$$

$$\langle x^2(s) \rangle = \frac{1}{s} \frac{2D_a + x_0^2 s^\alpha}{s^\alpha + 2(\gamma - D_m)}, \quad (B5)$$

$$\langle x(s)A(s) \rangle = \frac{1}{s} \frac{(1-\alpha) \gamma + s^\alpha}{s^\alpha + \gamma} \langle x^2(s) \rangle, \quad (B6)$$

$$\langle A^2(s) \rangle = \frac{2}{s} \langle x(s)A(s) \rangle. \quad (B7)$$

It is shown that the convergence of the second order moments depends on the balance between the dissipation coefficient $\gamma$ and the multiplicative noise intensity $D_m$.

[1] C. Tsallis, J. Stat. Phys. 52, 479 (1998).
[2] A. R. Plastino and A. Plastino, Physica A 222, 347 (1995).
[3] C. Tsallis, C. Anteneodo, L. Borland, and R. Osorio, Physica A 324, 89 (2003).
[4] T. Arimitsu and N. Arimitsu, J. Phys. A 33, L235 (2000).
[5] G. P. Pavlos, L. P. Karakatsanis, M. N. Xenakis, D. Sarafopoulos, and E. Pavlos, Physica A 391, 3069 (2012).
[6] C. Beck, Phys. Rev. Lett. 87, 180601 (2001).
[7] C. Beck and E. G. D. Cohen, Physica A 322, 267 (2003).
[8] C. Beck, E. G. D. Cohen, and H. L. Swinney, Phys. Rev. E 72, 056133 (2005).
[9] H. Konno and F. Watanabe, J. Math. Phys. 48, 103303 (2007).
[10] H. Scher and E. W. Montroll, Phys. Rev. B 12, 2455 (1975).
[11] R. Metzler and J. Klafter, Phys. Rep. 339, 1 (2000).
[12] J. Klafter and I. M. Sokolov, First Steps in Random Walks (Oxford University Press, Oxford, 2011).
[13] H. C. Fogedby, Phys. Rev. E 50, 1657 (1994).
[14] R. Metzler, E. Barkai, and J. Klafter, Phys. Rev. Lett. 82, 3563 (1999).
[15] M. Magdziarz, A. Weron, and W. Weron, Phys. Rev. E 75, 016708 (2007).
[16] T. H. Salomon, E. R. Weeks, and H. L. Swinney, Phys. Rev. Lett. 71, 3975 (1993).
[17] E. Lutz, Phys. Rev. A 67, 051402(R) (2003).
[18] Y. Uchiyama, T. Kadoya, and H. Konno, Phys. Rev. E 91, 022127 (2015).
[19] C. Tsallis and D. J. Bukman, Phys. Rev. E 54, R2197 (1996).
[20] F. W. J. Oliver, D. W. Lozier, R. F. Boisvert, and C. W. Clark, NIST Handbook of Mathematical Functions (Cambridge University Press, Cambridge, 2010).
[21] A. Janicki and A. Weron, Simulation and Chaotic Behavior of $\alpha$-stable Stochastic Processes (Marcel Dekker, New York, 1994).
[22] I. Podlubny, Fractional Differential Equations (Academic Press, Cambridge, 1999).
[23] A. I. Khinchin and G. Gamow, Mathematical Foundations of Statistical Mechanics (Dover, New York, 1949).
[24] L. Turgeman, S. Carmi, and E. Barkai, Phys. Rev. Lett. 103, 190201 (2009).
[25] S. Flügge, Practical Quantum Mechanics (Springer, Berlin, 1998).
[26] K. Kiyono, J. Hayano, E. Watanabe, Z. R. Struzik, and Y. Yamamoto, Heart Rhythm 5, 261 (2008).
[27] T. Gneiting and M. Schlather, SIAM Review 46, 269 (2004).
[28] R. F. Rodriguez and E. S. Rodriguez, J. Phys. A 21, 2121 (1998).
[29] Y. Hatano and N. Hatano, Water Resour. Res. 5, 1027 (1998).
[30] J. Masoliver, M. Montero, J. Perello, and H. Weiss, Physica A 379, 151 (2007).
[31] M. Magdziarz and A. Weron, Phys. Rev. E 75, 056702 (2007).