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HIGHLIGHTS
Motility of loci positioned on different parts of the chromosome is correlated to sub-lethal antibiotic treatments
Motility changes of chromosomal loci correlate with those of cytosolic aggregates
Treatment-induced changes to crowding levels in cytosol are consistent with the changes in motility
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**SUMMARY**

In contrast to their molecular mode of action, the system-level effect of antibiotics on cells is only beginning to be quantified. Molecular crowding is expected to be a relevant global regulator, which we explore here through the dynamic response phenotypes in *Escherichia coli*, at single-cell resolution, under sub-lethal regimes of different classes of clinically relevant antibiotics, acting at very different levels in the cell. We measure chromosomal mobility through tracking of fast (<15 s timescale) fluctuations of fluorescently tagged chromosomal loci, and we probe the fluidity of the cytoplasm by tracking cytosolic aggregates. Measuring cellular density, we show how the overall levels of macromolecular crowding affect both quantities, regardless of antibiotic-specific effects. The dominant trend is a strong correlation between the effects in different parts of the chromosome and between the chromosome and cytosol, supporting the concept of an overall global role of molecular crowding in cellular physiology.

**INTRODUCTION**

Antibiotic perturbations cause an interplay of physiological responses and specific responses to treatment; in general, this is still an open question, with potential impact in the biomedical field. Although the molecular mechanisms of action of most antibiotics are well known, their effects on the physiology of the cell at a “systems” level remain largely unexplored. For example, we currently cannot predict the precise effects of treatments on gene expression patterns. These changes that affect the cell as a system may be due to physical aspects of the cell state, such as the levels of molecular crowding and the compaction state of the genome (Pelletier et al., 2012). Crowding, for example, may affect both genome compaction and the rates of several biochemical processes, and so these effects potentially cascade into a wide range of cellular behavior (Miermont et al., 2013; Tsai et al., 2019; Oldewurtel et al., 2019).

The nature and dynamics of how a cell responds to perturbation are complex and depend on the antibiotic class (and thus target molecule abundance, Mitosch and Bollenbach, 2014), dose (Greco et al., 1995), exposure time (Michael et al., 2016), affinity to the target molecule (Greulich et al., 2015), as well as bacterial species (Rahal and Simberkoff, 1979; Gupta, 2011), growth phase (Wood et al., 2013), rate (Tuomanen et al., 1986; Brown et al., 1990; Greulich et al., 2015), and environment (Kwon et al., 2010; Mitosch and Bollenbach, 2014). The fact that bacteria can use antibiotic molecules for signaling, for example, to coordinate multi-cellular processes within a population in antibiotic-induced biofilm growth (Jerman et al., 2005; Hoffman et al., 2005), exemplifies both the complexity and elegance of such responses. The multi-factorial character of bacterial responses to antibiotics brings together a number of distinct (e.g., genetic, metabolic, structural) processes impacting the cell’s physiology.

However, exposure to antibiotics also perturbs the global physiological state of the cell. Exposure to an antibiotic may change the expression rate of a specific gene or gene cluster to compensate directly for the drug’s action, for example by increasing the number of target protein to compensate for its inhibition or to synthesize machinery to repair antibiotic-induced damage (Lin et al., 2005; Khil and Camerini-Otero, 2002; Shaw et al., 2003). Also, through global changes to the physiology (e.g., effects on the growth rate), antibiotics alter global gene expression patterns (Mitosch and Bollenbach, 2014). The total number of
genes affected varies significantly for different antibiotics (Lin et al., 2005). Furthermore, antibiotics have been shown to affect macromolecular composition, including protein-to-DNA ratio (Bollenbach et al., 2009), and the RNAP (Klumpp and Hwa, 2008) and ribosome concentrations (Scott et al., 2010). The concentrations of other key cellular species such as second messengers (e.g., Hoffman et al., 2005) and the alar-mone molecule, (p)ppGpp (Dalebroux and Swanson, 2012), were also reported to change, further contrib-uting to global changes in gene expression.

The E. coli genome is several orders of magnitude longer (~1.5 mm) than the cell length (typically 1–2 µm), and so it is tightly packaged in the cell volume (Stavans and Oppenheim, 2006; Dame, 2005). It is organized, together with RNA and proteins, into a highly compacted structure called the nucleoid. As reviewed in (Benza et al., 2012), the organization is at various scales, starting at the level of DNA strands, which interact with themselves, RNA, and the nucleoid-associated proteins (NAPs) forming bridges, bends, and loops; then at intermediate length scales, giving rise to supercoiled domains; and then globally in “macro-do-mains” of several million base pairs. Fluorescence microscopy of tagged genetic sites allows to probe in living cells some of these local properties, by monitoring the fast local dynamics (fluctuations) of the chromosome (Espeli et al., 2008; Weber et al., 2010a; Javer et al., 2013; Wlodarski et al., 2017; Crozat et al., 2019). If one observes chromosome motions over time intervals longer than approximately 1 minute, they are dominated by segregation and cell growth, which will appear as super-diffusive directed (ballistic) motion (Espeli et al., 2008; Cass et al., 2016). In contrast, displacements at time intervals below 10 s are inter-pretated as fluctuations in a complex local environment, reflecting “microrheology” properties (Waigh, 2005; Cicuta and Donald, 2007; Wlodarski et al., 2017).

In complex viscoelastic fluids the MSD(τ) = (⟨x(t + τ) − x(t)⟩)^2), where x is the position of a particle at a given time and the angular brackets reflect a time and/or ensemble average, is often found to follow a scaling τ^α, with the exponent 0<α<1 indicating sub-diffusion (for diffusion, α=1).

The local physical properties of the E. coli chromosome and cytosol have been probed in a number of experimental studies. Weber et al. first revealed that chromosomal loci move subdiffusively with a power law exponent around α~0.4. Our team also explored these motions, showing in Javer et al. that a small pro-portion (1%–2%) of chromosomal loci shows seemingly directed ballistic motion (Javer et al., 2014) and that in the presence of this fluorescent tag the amplitude of short time scale chromosomal motion varies for different positions along the genome, with loci located closer to the origin of replication showing larger motions compared with those closer to the terminus of replication (Javer et al., 2013). This is consistent with uneven NAP-binding sites, specifically MatP condensation (Dame et al., 2011; Espéli et al., 2012; Crozat et al., 2019), and enzyme activity distributions along the genome observed previously (Sobetzko et al., 2012).

Similarly to chromosomal loci, cytosolic tracer objects also display subdiffusive motion, with non-trivial size dependence. A recent study by Parry et al. showed that size-calibrated aggregates of cytosolic avian reovirus protein μNS, abbreviated as μNS-GFP (which are foreign to E. coli) display metabolism-dependent motion, with the difference in the MSD between metabolically active and inactive cells increasing strongly with aggregate size (Parry et al., 2014). The same study, and to date the only one, explored the effects of an antibiotic, rifampicin, on cytosol dynamics. A relatively high dose was used to switch off transcription, and this caused a small reduction of mobility in the cytosolic μNS-GFP aggregates. The study measured MSD for long lag times (minutes to hours) (Parry et al., 2014). In another study of crowding, hyper-osmotic shock conditions of >0.28 osmol caused a decrease in the cytosol dynamics (quantified as change in the diffusion coefficient of GFP). The change was proportional to the magnitude of the osmotic upshift (Konopka et al., 2006). It is an open question which (or both, jointly) of the chromosome or the crowded cytosol is causing the complex dynamics observed in the other. Consequently, it is valuable to measure both motions under the same cell perturbations.

In this work, we investigate response phenotypes by characterizing the effects of sub-lethal doses of clinically important antibiotics and of sorbitol (a hyperosmotic shock inducer) on short (<15 s) timescale chrom-o-some and cytosol dynamics in E. coli grown in standard growth conditions on agarose pads (Figures 1A and 1B). To enable long (several hours) measurements on the same cells, as critical for investigating the effects of antibiotics, it is essential to use the data-correction method for dynamics that we developed previously (Wlodarski et al., 2017); this accounts for both marker photo-bleaching and marker size effects. We
find that most tested treatments cause small effects on mobility, coherently for both chromosomal loci and cytosolic aggregates. We also find that different antibiotics have different effects on genome and cytosol dynamics. We then investigate the mechanistic reasons behind the observed changes in intracellular mobility under antibiotic treatments by assaying macromolecular crowding. As a measure of global crowding we assay cell density using optical readings and estimations of dry mass and refractive index (RI). Our results show a previously unknown robust correlation between the mobility of genetic material and of cytoplasmic particles and intracellular density in the presence of antibiotics.

RESULTS
Sub-lethal Antibiotic Treatments Cause Small but Consistent Effects on Genome and Cytosol Dynamics

For an initial comparison of mobility across the effects of treatments we choose the MSD at an (arbitrary) lag time of 10 s (τ = 10 s). The results show that in untreated bacteria, mobilities of both chromosomal loci and cytosolic μNS aggregates remain fairly stable throughout the experiments (Figure 2, blue lines on all panels). As expected, the cytosolic aggregates show higher mobilities (MSD(10s) ≈ 0.08 μm²), whereas chromosomal loci show MSDs of an order of magnitude lower at 10-s lags, with Ori2 loci exploring space faster than Ter3 loci (MSD(10s) ≈ 4.0×10⁻³ and ≈ 2.5×10⁻³ μm², respectively).

Bacteria were all first grown in identical conditions (see Methods), and then delivered on agar pads containing different antibiotics or sorbitol. Antibiotic experiments were performed at sub-lethal doses (~75% of the minimal inhibitory concentrations [MIC]), determined for each tested strain using a standard agar dilution MIC determination method (Wiegand et al., 2008) (see Methods for details). The bacteria were observed repeatedly for up to 2 h (Ttreat = 20–120 min), under treatment with four clinically important antibiotics of distinct classes (and thus different modes of primary action): ciprofloxacin (type II topoisomerase inhibitor), rifampicin (transcription inhibitor), tetracycline (translation inhibitor), and vancomycin (cell wall synthesis inhibitor).
wall synthesis inhibitor) as illustrated in Figure 1C. In addition, bacteria were grown on an agar pad with 400 mM sorbitol, capable of inducing a hyperosmotic shock in *E. coli* as reported previously (Rojas et al., 2014). Overall, nearly 100,000 chromosome loci tracks were collected across all treatment conditions and measurement times (refer to Table S1 and Supplemental Information for details).

We find that sub-lethal doses of most of the tested antibiotics and sorbitol cause small changes to short timescale (10-s lags) dynamics of both chromosomal loci and cytosolic mNS aggregates (Figure 2). Importantly, the effects are consistent between the three markers and, in most cases, over the entire drug exposure time.

Treatment with ciprofloxacin increases the MSD of both Ori2 and Ter3 loci gradually over the treatment time, up to $\approx 4.0 \times 10^{-3}$ and $\approx 2.5 \times 10^{-3} \, \mu m^2$ at the final treatment time point ($T_{\text{treat}} = 120$ min), respectively. Cytosolic mNS aggregates show an increased MSD already at the initial time point ($T_{\text{treat}} =$...
20 min) and gradually decrease mobility and reach the control level (≈0.08 μm²) at the final treatment time point.

We observe a similar trend for rifampicin, as reported by us recently (Wlodarski et al., 2017). This is a smaller effect than with ciprofloxacin, and especially minute for the Ori2 locus, whose mobility increases up to ≈5.0×10⁻³ μm² only for T_treat > 90 min. Ter3 mobility remains increased fractionally, but consistently, to the level of ≈3.5×10⁻² μm² across the whole drug exposure time. Effects are also very small for cytosolic μNS aggregates, whose MSD remains higher by ~0.01 μm² throughout the whole treatment time, except for the final time point.

Tetracycline is the only treatment agent tested in this work that does not show consistent effects on the mobility of the three markers. In addition, as translation inhibition causes a decrease in ΔParB-GFP production, the lower amount of fluorescent protein allows photo-bleaching to make all trackable Ori2 loci disappear after 80 min of experiment.

Vancomycin causes a small decrease in MSD of both chromosomal loci already at the initial treatment time point (≈3.0×10⁻³ and ≈2.0×10⁻³ μm² for Ori2 and Ter3 loci, respectively) and continues to decrease Ori2 loci mobility down to ≈2.0×10⁻³ μm², whereas Ter3 mobility loci remains relatively constant. Mobility of cytosolic μNS aggregates decreases by ≈0.01 μm² and remains at this level till the end of the experiment. In addition, we observed that vancomycin affected visibly cell morphology causing characteristic bending of cells (Figure S9 and Supplemental Information).

Sorbitol also decreases the MSD of both Ori2 and Ter3 loci already at the initial treatment time point (about 20 min into the exposure to sorbitol). Mobility is down to ≈1.5×10⁻³ μm² for both Ori2 and Ter3 loci at final treatment times. Under hyperosmotic shock conditions, and likely also in cells recovered from the shock, gene expression processes may be impaired (van den Berg et al., 2017), resulting in strong marker photo-bleaching and thus inability to collect valid loci tracks after T_treat=80 and 60 min for Ori2 and Ter3 loci, respectively. Motility of cytosolic μNS aggregates remains decreased at ≈0.06 μm².

We also observed changes to the scaling exponent $\alpha$, a result reported recently by Yu et al. (2018) in mechanically compressed E. coli cells. The antibiotic-induced changes to $\alpha$ observed in this work are much smaller (changes of up to 16% at the shortest $T_{treat}$, Figure S3) compared with those in compressed cells (change of at least 20% at 20 psi for all markers).

**Directions of Effects Generally Correlate between Chromosomal Ori2 and Ter3 Loci**

To compare chromosomal responses directly, we considered relative fold changes in mobility, defined as the logarithm of treated-to-control MSD(10 s) ratios, for Ori2 and Ter3 loci for individual treatments and treatment times (Figure 3A). The directions of these effects are consistent for the Ori2 and Ter3 chromosomal loci for each of the treatment conditions.

Notably, the initially fast-moving loci, Ori2, increased their mobility less when treated with ciprofloxacin and rifampicin (maximal fold changes +0.12 and +0.08, respectively) when compared with the initially slow-moving loci, Ter3 (maximal fold changes +0.2 and +0.1, respectively). Conversely, the initially slow-moving loci, Ter3, decreased their mobility less when treated with vancomycin (maximal fold change −0.18) when compared with the initially fast-moving loci, Ori2 (maximal fold change −0.28), and showed comparable magnitude in fold change under sorbitol treatment (maximal fold change −0.39 and −0.40 for Ori2 and Ter3, respectively).

**Directions of Chromosomal and Cytosolic Effects Generally Correlate**

We can also compare chromosomal and cytosolic responses directly (Figure 3B) considering relative changes in mobility defined again as the logarithm of treated-to-control MSD(10 s) ratios for chromosomal Ori2 and Ter3 loci and cytosolic μNS aggregates for individual treatments and treatment times. The directions of responses are generally consistent between chromosomal and cytosolic markers and the magnitude of fold change for chromosome and cytosol dynamics is generally comparable. In fact, most of the responses lie on or near a straight line with gradient equal to unity (Figure 3B, dashed diagonal line). This suggests that changes to the physical properties of cytosol generally correlate both in timing and magnitude with changes to the physical properties of the chromosome. Exceptions to this
Detailed Chromosomal Dynamics

We also looked at how dynamics responses evolve as a function of lag time; fold changes in mobility as shown earlier for three arbitrary lag times (τ = 0.1, 1.0, and 14 s) are plotted in Figure 4. The differences in responses between all tested antibiotics become apparent for τ > 10 s, with data points for individual treatment conditions forming distinct clouds, especially at longer treatment times. In addition, the difference between the Ori2 and Ter3 response to vancomycin becomes well differentiated only for τ > 5 s and, for ciprofloxacin and rifampicin, only at longer (T_{treat}>40 min) treatment times. Remarkably, sorbitol follows a different pattern, causing distinct effects for both chromosomal and cytosolic makers already at the shortest tested lag time (τ = 0.1 s). In addition, the difference between the Ori2 and Ter3 response is apparent already at this lag time and becomes less pronounced but still distinguishable at longer lag times. We compared step-size distributions at τ = 0.1 s for control (not treated) and sorbitol-treated samples and observed no significant differences (Figure S2).

Changes in the Dynamics Are Generally Consistent with Intracellular Crowding

We reasoned that as the chromosomal and cytosolic dynamics change proportionally with each other, they are possibly determined by a common factor, and that the changes to the intracellular crowding levels pattern are the Ori2 loci under vancomycin treatment, and both the chromosomal loci under the sorbitol treatment.
could be an explanation. Having observed cell size changes during treatment that qualitatively recapitulated the trends observed in Figures 4A and 4B (see also Figure S4 and Supplemental Information), we speculated that if cellular mass did not follow the same trends, treated cells might have undergone changes in intracellular density and therefore in crowding levels. In single scattering regimes, that is when cells are sufficiently diluted (Stevenson et al., 2016), OD₆₀₀ linearly correlates with the dry mass of cells (Basan et al., 2015a) (Figure S11 and Supplemental Information). As E. coli is thought to robustly maintain a constant density across a range of growth conditions and across cell volumes spanning half an order of magnitude (Basan et al., 2015a; Oldewurtel et al., 2019), the relationship between dry mass and OD₆₀₀
remains constant independent of cell size. Although OD<sub>600</sub> is often considered a synonym of cell number, this is only true for cells with constant cell sizes. As a proxy for intracellular cell density we therefore assayed the relationship between OD<sub>600</sub> and dry mass in both treated and untreated cells. In contrast to what was observed for cells grown for many generations in constant non-limiting conditions (i.e., steady state) (Basan et al., 2015a), cells treated with sub-lethal concentrations of ciprofloxacin or rifampicin for 1 h exhibited a biomass to OD<sub>600</sub> ratio 10% lower than that of untreated cells. We observed even more significant changes in the case of sorbitol, although in the opposite direction, with cells showing a biomass-to-OD<sub>600</sub> ratio larger by about 30% than untreated cells. Our values for untreated cells are overall in agreement with those previously reported in the literature (Ren et al., 2013; Long et al., 2016; Folsom et al., 2014; Basan et al., 2015b; Stevenson et al., 2016).

We then reasoned that the washes necessary for estimating dry mass could potentially cause a certain level of cell lysis to which antibiotic-treated cells may be more susceptible. We tested this by monitoring optical density (OD) after repeated washes finding no sign of lysis (Figure S11B and Supplemental information). We also considered that some cell growth might take place during sample handling. Although in our work antibiotics are used at a sub-inhibitory concentration, they could still slow down the growth rate of treated cells, thereby introducing artifacts in our dry mass measurements. Thus we repeated our measurements by carrying out all the sample handling on ice, obtaining results that are in line with those obtained when the handling was performed at room temperature (Figure S11C and Supplemental Information).

The changes in density, and thus of crowding levels, caused by the treatments were generally consistent with those observed in the loci and cytoplasmic mobility (Figure 5C) with the exception of vancomycin, which instead showed no correlation. As the antibiotics used in our treatments target different cellular functions, we wondered whether the changes in density were accompanied by changes in macromolecular composition. Given that protein is the most abundant molecular species of the bacterial cell (Bremer and Dennis, 2008), we assayed cells’ protein content via two independent colorimetry assays: the Bradford and Biuret assays. Our assays report protein levels for untreated cells that are in good agreement with the literature (You et al., 2013) and did not show any significant change in the relative protein content after treating cells for 1 h with antibiotics or sorbitol, except perhaps a small increase in the case of rifampicin treatment (Figure 5C). Taken together, these findings show that under certain antibiotic treatments (ciprofloxacin and rifampicin) and in certain environmental conditions (hyperosmotic shock), bacteria temporarily lose the ability of regulating their cell density, albeit, at least from the point of view of protein, maintaining the capability of keeping a certain level of control upon the relative abundance of their macromolecular components.

**DISCUSSION**

**The Fast Dynamics of Genome and Cytosol at Long (Several Hours) Drug Exposure Times**

Many important aspects of how antibiotics affect bacterial physiology remain unknown. Our current challenge is to provide a more holistic picture of antibiotic effects. For example, this question has been approached through DNA microarray studies on global gene expression (Lin et al., 2005). However systems-level physiological responses such as effects on gene regulatory networks and on the macromolecular composition of cells (e.g., the concentration of ribosomes and protein-DNA ratio) remain largely unexplored. Our study provides a complementary viewpoint on the response phenotypes of different antibiotics.

The data treatment procedure we developed (Wlodarski et al., 2017) measures long-term (several hours) changes to marker dynamics, accounting for marker photo-bleaching and marker size effects. These
corrections enable investigation of long-term responses to antibiotics, which commonly can cause gradual and cumulative changes to the expression levels of a large number of genes (Lin et al., 2005; Khil and Camerini-Otero, 2002; Shaw et al., 2003) as well as evolutionary adaptations often taking place over tens of generations (Michael et al., 2016). Some of the previous studies on genome and cytosol dynamics included insights on the effects of antibiotic treatments (Weber et al., 2010a; 2012; Parry et al., 2014); however, they did not consider these corrections. In addition, these studies were limited to single time point measurements and to high (above estimated IC$_{50}$) antibiotic doses (e.g., Weber et al., 2010a; Parry et al., 2014). Addressing these points reveals with higher precision that sub-lethal antibiotic and sorbitol treatments have small but consistent effects on genome and cytosol short timescale mobility.

**Genomic Position Affects the Degree of Response**

We observe that almost all tested antibiotics (with the exception of tetracycline) cause changes to the chromosome dynamics and that these changes persist for most of the treatment time. We also show that the directions of effect are generally consistent for both Ori2 and Ter3 loci. Notably, we show that the change in the amplitude of motion depends on the initial locus mobility (before treatment). The initially fast-moving loci, Ori2, increase their mobility less when treated with ciprofloxacin and rifampicin when compared with the initially slow-moving loci, Ter3. The opposite is true for vancomycin.

---

**Figure 5. Changes in Cytosol Crowding Levels Are Consistent with Effects on Intracellular Dynamics**

(A) Biomass to OD$_{600}$ ratio of cells after 1 h of antibiotic treatment. Treatment conditions include: Control (not treated); Cip, ciprofloxacin; Rif, rifampicin; Van, vancomycin; and Sor, sorbitol. Data for each condition were obtained from three biological replicates, performed in triplicates. Statistical significance of the differences with the untreated control was assayed via t test, obtaining the following p values: Cip, 0.002; Rif, 0.008; Van, 0.052; Sor, 0.0001.

(B) Refractive index (RI) of cells measured by comparing with the RI of BSA solutions. Inset: RI change due to dissolved BSA.

(C) Scatterplot of the log$_2$ of fold change in MSD(10 s) after 1 h of treatment versus fold change in crowding levels under the four treatments. The dashed diagonal line represents a gradient of negative unity.

(D) Protein contribution to the total biomass for treated and untreated cells. Error bars show the standard error. Error propagation of the error was carried out according to the formula: $SE_{\text{total}} = \sqrt{(SE_{\text{protein}}/A)^2 + (SE_{\text{biomass}}/B)^2}$ where SE$_{\text{protein}}$ and SE$_{\text{biomass}}$ are the standard errors of protein and biomass and A and B are their respective means. Protein quantification data from five biological replicates performed in triplicates with two independent methods. Statistical significance of the changes compared with the control was tested with a t test obtaining the following p values: Cip, 0.917; Rif, 0.267; Van, 0.968; Sor, 0.794.
The amplitude of these local motions may measure factors such as the level of genetic locus “compaction” and the macromolecular crowding of the cytosol, respectively (Weber et al., 2010a; Javer et al., 2013). Consequently, limitations to changes in motion may suggest a functional limit to maximal relaxation and compaction of a genetic locus and the ability of a bacterial cell to alter the genome’s physical environment flexibly, not only depending on external stimuli but also on the chromosomal coordinate of a gene. Possible reasons for such limits include heterogeneity of the intracellular medium, of locus-specific NAP density, of locus confinement, and the physical state of the DNA molecule (torsion, elasticity, etc.).

Deviation from “Polymer in Viscoelastic Cytosol” Model of Chromosome Dynamics Are Only Mild

Beyond the specificities, which demand future investigations, most of the responses, when plotted as fold changes in chromosomal against cytosolic mobility, lie around a straight line with slope equal to unity (Figure 3B). This general correlation in both timing and magnitude of responses between the chromosome and cytosol is overall consistent with the physical representation of the chromosome as a “polymer embedded in a viscoelastic medium” (Lampo et al., 2016; Weber et al., 2010b; Polovnikov et al., 2018). In this model, individual parts (e.g., genetic loci) of such polymer explore space by sub-diffusing through a crowded environment of macromolecules, some of which (e.g., nucleic acids and cytoskeletal filaments) possess significant elastic properties. It follows that changes to the viscosity of the surrounding medium will affect the energy states of individual polymer parts (Weber et al., 2010b; Benza et al., 2012; Bakshi et al., 2014). Consequently, we speculate that the treatment-induced chromosomal effects are a direct physical consequence of changes in the concentration of the cytosol.

We recently reported a violation of the predictions of the polymer in viscoelastic fluid model for the intracellular dynamics immediately after cells were compressed mechanically (Yu et al., 2018). This violation was proxied by a change in the ratio of the scaling exponents of cytoplasmic particles and chromosomal loci. Such deviation is probably due to the fact that the chromosome is not fully embedded in the cytoplasm, but is, at least in part, a separate “compartment,” consistent with the observation that the nucleoid has a different density to the cytoplasm (Valkenburg and Woldringh, 1984). A similar deviation is observed in this study (which also has slightly lower precision than the previous one), but it is quantitatively smaller (10%–16% instead of more than 20%, see Figure S3). We believe that this is likely because in this case the system has more time to equilibrate after the perturbation, as the measurements are performed more than 20 min after the perturbation. Possibly a differential role of osmotic forces from ribosomes in the presence of certain antibiotics may also play a role (Bakshi et al., 2014).

Antibiotic-Induced Changes in Crowding Affect the Cell Globally

Should the observed chromosomal dynamics effects be a consequence of changes to the properties of the cytosol, it is the cytosolic macromolecular crowding that would mediate these effects. This would be a direct consequence of the fact that as the cytosol becomes more crowded, larger structures such as the chromosome cannot diffuse freely due to significant steric hindrance. Increased depletion-attraction interactions between crowded macromolecules may also cause the chromosome material to reduce its size for other molecules to have more space and relieve steric constraints.

Our measurements of cellular density suggest that indeed the mobility of both chromosomal and cytosolic markers is generally inversely proportional to the crowding level (Figure 5C). This finding suggests that the previously reported widespread genetic effects of antibiotics can at least partially be a consequence of antibiotics altering the nucleoprotein microenvironments of genetic loci via effects on the crowding levels.

Sophisticated mechanisms of regulation of many important cellular parameters through macromolecular crowding may be very widespread. For example, Joyner et al. (2016) have recently reported that dramatic changes to the macromolecular crowding levels in both bacteria and yeast are part of the response to glucose starvation conditions. In this context, the increase in the crowding level is thought to be a consequence of cell volume reduction and serves as a mechanism to reduce diffusional mobility and achieve homeostasis during environmental stress. More recently, Delarue et al. (2018) showed that changes in the crowding levels can be a consequence of the mTORC1 signaling pathway effects on the ribosome concentration. Using cytosolic particles of tunable size, the authors showed that macromolecule (ribosome) concentration can exert particle size-dependent effects on molecular diffusivity, opening a possibility to differentially modulate cellular reaction rates depending on particle size.
Antibiotic-Specific Responses in Cell Concentration

Based on the aforementioned considerations, we can attempt to rationalize the antibiotic-specific effects that we have observed. For ciprofloxacin, it is plausible that the observed dynamics effects are caused primarily through inhibition of topoisomerase IV, an *E. coli* quinolone target secondary to DNA gyrase. Interference with decatenation of replicated DNA strands causes excessive cell filamentation and significant dilution of cytosol contents. The latter is likely to result in an increase in cytosolic aggregate and chromosomal loci mobility. Work of Weber et al. (2010a; 2012) also points to the causal role of topoisomerase IV. In their work novobiocin, an aminocoumarin antibiotic that similar to ciprofloxacin targets DNA gyrase but has a significantly lower affinity to topoisomerase IV (Hardy and Cozzarelli, 2003), caused no significant change to loci mobility.

Our rifampicin effects are generally consistent with those reported by Weber et al., who showed that after longer (≥5 but ≤30 min) treatments, chromosomal loci mobility increased and plateaued at an approximately 2-fold greater magnitude (Weber et al., 2012). Although Parry et al. (2014) reported a small decrease in the mobility of cytosolic μNS aggregates under rifampicin treatment, the tested dose was high enough (25 μg/mL, 1.5×expected MIC) to likely cause severe changes to cell physiology (e.g., near-complete shutdown of gene expression and significant growth stalling). Following Weber et al. (2012) and Bakshi et al. (2014), we propose that RNAP inhibition and mRNA pool decay, combined with subsequent ribosomal subunit-nucleoid mixing, cause a decrease in cytosol viscosity and nucleoid expansion, ultimately increasing cytosolic μNS aggregate and chromosomal loci mobility.

Interestingly, the same study reported that treatment with chloramphenicol, a protein synthesis inhibitor that (similar to tetracycline) targets the 30S ribosomal subunit to stall translation, resulted in an increase in chromosomal loci mobility. This is not consistent with our finding that tetracycline causes no consistent effect on loci mobility. However, the chloramphenicol dose used by Weber et al. (25 μg/mL, 2,500×expected MIC) was much higher than our tetracycline dose. We observed that while tetracycline was the only treatment agent that affected (and decreased) cell lengths (Figures S4 and S6 and Supplemental Information) (and also elongation rates, Figures S5 and S7 and Supplemental Information), it also increased cell widths (Figure S8 and Supplemental Information). It seems that these two changes to cell size canceled out resulting in no net change to cytosol viscosity. It is possible that responses to different doses could be different. It would also be particularly useful to establish and test a tetracycline dose that does not affect cell elongation rates as was achieved for all other treatments in this work.

For vancomycin, although we detected only very small and not consistent effects on cell lengths and elongation rates (Figures S5 and S7 and Supplemental Information), we noticed significant changes to cell morphology such as bending of cells (Figure S9 and Supplemental Information). Inhibited cell wall synthesis resulted in impaired cell elongation and thus morphological defects, possibly creating conditions for condensation of cell contents and reduced mobility of tracked markers.

For sorbitol, at least in the case of the strain harboring the marker at the Ori3 locus, our cell size measurements show a progressive volume recovery through our treatment time (Figure S5 and Supplemental Information). Examining such recovered cells with fluorescence recovery after photobleaching (FRAP), Konopka et al. observed an ~2-fold decrease in the GFP diffusion coefficient and an ~2-fold increase in the biopolymer volume fraction (cytoplasmic volume occupied by biopolymers such as proteins and the nucleoid) compared with pre-shock cells (Konopka et al., 2009). Our results are in general agreement with these measurements as we observed a nearly 2-fold decrease in the MSD of cytosolic μNS aggregates and an ~1.3 fold increase in the macromolecular crowding level. Such changes are likely due to the intrinsic rigidity of the cell wall/outer membrane system (Rojas et al., 2018). In post-hyperosmotic shock cells, an increase in crowding is likely also due to the increased intake of osmolites during the recovery (Wood, 2006). Regarding our inability to collect valid tracks of chromosomal markers after 60–80 min of experiment, it is likely that the hyperosmotic shock conditions impaired the production of ΔParB-GFP proteins, and that some of that impairment persisted also in the recovered cells—for example, as a consequence of the increased crowding discussed earlier. Cytosolic μNS aggregates (which assembled before the shock) appeared stable throughout the experiments.

As the change in the cytosolic density is common to all proposed mechanisms and it underpins the changes to cytosolic and chromosomal dynamics, we surmise that the crowding level is the key driver of the...
observed dynamics. At the same time, we hypothesize that other factors—such as local differences in folded organization of the chromosome, the distributions of NAP and enzyme binding sites, etc.—contribute to the deviation from the general linear correlation between both cytosolic and chromosomal dynamics (Figure 3) and between the crowding level and marker mobility (Figure 5).

**Conclusions**

By performing high-throughput and high-precision intracellular marker tracking, we discovered that sub-lethal doses of ciprofloxacin, rifampicin, and vancomycin as well as hyperosmotic shock conditions caused small but consistent changes (unique to each treatment agent) to the physical organization of chromosomal Ori2 and Ter3 loci and the cytosol. Crucially, there are strong correlations between the effects in different parts of the chromosome and between the chromosome and cytosol. Comparison of intracellular protein density under the treatments and of the magnitude of treatment-induced changes to the crowding levels lead us to the conclusion that mobility of both chromosomal and cytosolic markers is generally inversely proportional to the crowding level. We conclude that antibiotics, by affecting the macromolecular composition of the cell, can alter the physical microenvironments of the genome and the biosynthetic machinery, potentially affecting expression levels of a large number of genes.

Based on our findings, we propose specific mechanisms—consistent with known modes of action and with the current physical view of the bacterial chromosome and cytoplasm—on how different antibiotics can exert their effects. In brief, our results show that the main physical chromosomal and cytosolic responses to a wide range of sub-lethal treatments can be interpreted in the context of intracellular crowding. In this framework, we speculate that these mechanisms could contribute to switch, or tip, crowding homeostasis (van den Berg et al., 2017), in a way that is qualitatively generic to any antibiotic treatment or stress, but quantitatively specific to each perturbation. Crowding could itself affect growth (Klumpp and Hwa, 2014; Scott et al., 2014), thus affecting fitness changes even at mild levels of perturbations. We are just beginning to reveal this interplay between physical degrees of freedom and the global state of a cell, and indeed there is one experiment in our study, the motilities after perturbation with vancomycin, which is not explainable as a simple consequence of crowding.

**Limitations of the Study**

Our work portrays changes in intracellular motility and molecular crowding due to antibiotic treatment, but does not delve on the mechanisms through which these come to be. Our measurements of cellular density were carried out at the population level, therefore requiring a certain amount of handling of the samples, which could introduce experimental errors. Although we tried to exclude possible sources of artifactual nature with our controls, investigations of crowding at the single-cell level, which we could not pursue due to a lack of tools, would be an interesting way to confirm our population-level findings, particularly for the cases of rifampicin and vancomycin treatments in which biomass to OD changes are smaller.
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Figure S1: Dose-response curves used for the IC$_{50}$ concentrations determination, related to Figure 1. Slopes of the linear parts of the growth curves obtained at varying concentrations of antibiotics were calculated and the means were used to construct the dose-response curves. After fitting with Equation S1, IC$_{50}$ concentrations (dashed vertical lines) were selected experiments (Table S3). Curve colours represent tested strains: Ori2 (blue), Ter3 (green), and µNS (black).

Figure S2: Step-size distributions for τ = 0.1 s after 1 h treatment with sorbitol, related to Figure 2. Panels show normalised probability distributions of step sizes at τ=0.1 s along a fixed x-direction normalised by standard deviation for (A) Ori2 and (B) Ter3 chromosomal loci, and (C) cytosolic µNS aggregates, tracked on agar. Data is binned into an arbitrary number of 32 linearly spaced out bins; bins containing at least 50 steps are shown. No significant difference between the control and sorbitol-treated data was observed.
Figure S3: Some of the treatment conditions change the scaling exponent $\alpha$, related to Figure 2. The left panel shows the scaling exponent $\alpha$ for all tested treatments at $T_{treat} = 20$ min (Ori2, circles; Ter3, squares; $\mu$NS, triangles). Error bars show the standard deviations of the medians of the distributions divided by the square root of the number of biological replicates ($n = 9$ and 6 for chromosomal and cytosolic markers, respectively); in most cases the error bars are smaller than the plot markers. The right panel shows the loci/$\mu$NS ratios of the scaling exponents (Ori2/$\mu$NS, circles; Ter3/$\mu$NS, squares). The error bars represent propagated standard deviations. The antibiotic-induced changes to $\alpha$ observed in this work are much smaller (change of up to 16% at the shortest $T_{treat}$) compared those in compressed cells (change of at least 20% at 20 psi for all markers, as reported previously by Shi et al. (Yu et al., 2018)).
Figure S4: Cell lengths measured semi-manually, related to Figure 5. Strains are indicated at the top of each column of plots: treated with ciprofloxacin (orange), rifampicin (yellow), tetracycline (violet), vancomycin (green), and sorbitol (red); and the controls (blue).
Figure S5: **Cell elongation rates measured semi-manually, related to Figure 5.** Strains are indicated at the top of each column of plots; treated with ciprofloxacin (orange), rifampicin (yellow), tetracycline (violet), vancomycin (green), and sorbitol (red); and the controls (blue).
Figure S6: **Cell lengths measured with SuperSegger software, related to Figure 5.** Strains are indicated at the top of each column of plots; treated with ciprofloxacin (*orange*), rifampicin (*yellow*), tetracycline (*violet*), vancomycin (*green*), and sorbitol (*red*); and the controls (*blue*).
Figure S7: Cell elongation rates measured with SuperSegger software, related to Figure 5. Strains are indicated at the top of each column of plots; treated with ciprofloxacin (orange), rifampicin (yellow), tetracycline (violet), vancomycin (green), and sorbitol (red); and the controls (blue).
Figure S8: **Cell widths measured with SuperSegger software, related to Figure 5.** Strains are indicated at the top of each column of plots; treated with ciprofloxacin (*orange*), rifampicin (*yellow*), tetracycline (*violet*), vancomycin (*green*), and sorbitol (*red*); and the controls (*blue*).
Table S1: Number of collected and analysed tracks and biological replicates for individual experiments, related to Figure 1. Numbers represent sums of tracks acquired at all measurement time points (6 every 20 min). For each marker type, three experiments – each for 3 (chromosomal loci) or 2 (cytosolic aggregates) biological replicates (refer to Section 1.2 of Methods for details) were completed. In total, at least 1,364 (µNS, tetracycline) and up to 13,764 (Ori2, control) tracks were collected per treatment condition. The total of 97,150 tracks were collected and analysed for entire work.

Figure S9: Vancomycin changes cell morphology, related to Figure 5. Example phase contrast images of three E. coli strains under no treatment and sub-lethal vancomycin. Treatment with vancomycin affects cell shape causing unusual bending of cells.

Figure S10: Schematic representation of the ParB-parS chromosomal loci labelling system, related to Figure 1. Expression of the plasmid-based fluorescent gfp-parB fusion protein is under control of an ITPG-inducible pTCR promoter. The truncated ∆30 ParB protein fused to GFP forms a dimer in solution but polymerases when bound to the chromosomal parS binding site, forming a trackable fluorescent marker.
Table S2: Statistical significance of the changes in MSD shown in Fig. 1 of the main text, related to Figure 1. The MSD of the markers shown remains overall constant over treatment time as shown in Figure 1 such that trends can be fitted by straight lines parallel to the x axis, with a constant y value equal to the mean of the data points over time. Because every data point is in turn the result of the average of the medians of different biological replicates, each median was considered representative of MSD and the statistical significance of their changes assayed with a t-test. P-values are given.

| Treatment     | Ori p-value | Ter p-value | Cyt p-value |
|---------------|-------------|-------------|-------------|
| Ciprofloxacin | 0.003       | <0.001      | <0.001      |
| Rifampicin    | 0.614       | 0.028       | 0.168       |
| Tetracycline  | 0.619       | 0.025       | 0.292       |
| Vancomycin    | <0.001      | 0.016       | 0.048       |
| Sorbitol      | <0.001      | <0.001      | <0.001      |

Figure S11: Measurements of optical density and dry mass enable the estimation of cell density variations, related to Figure 5. (A) OD_{600} to dry mass linear correlation for untreated cells. Results from 3 biological replicates. To ensure that the correlation was assayed for cells with the same properties, each sample was collected and used to produce 3 dilutions: 1:0, 2:3 and 1:3. (B) Washing of the samples via centrifugation and resuspension in water does not cause differential cell lysis. Optical density of unwashed cells (orange), cells washed once in water (grey) and cells washed twice in water (white) are given. Bars are the average of 4 replicates and the error bars show the standard deviation. (C) Experiments presented in Figure 6A of the main text were repeated on ice to exclude artifacts due to cell growth during sample handling. Data points show the average of 3 replicates with the error bars showing the standard deviation.
Figure S12: Comparison of protein estimation results from the Biuret and Bradford assays, related to Figure 5. (A) Biuret assay calibration curve with BSA protein. Data was fitted to a straight line: \( a \text{Protein} + b \) where \( a = 0.00028 \) and \( b = 0.0007 \) are fitting parameters. (B) Bradford assay calibration curve with BSA protein. Data was fitted to a logarithmic curve: \( a \log_2(b + \text{Protein}) + c \), where \( a = 0.241 \), \( b = 26.231 \), \( c = -0.64 \) are fitting parameters. (C) Comparison of protein concentration estimation for the two assays (Bradford and Biuret) and for the results of both combined (Both). Statistical significance of the differences was estimated with a t-test and p-value significance is given.
1. TRANSPARENT METHODS

1.1. Strains

To investigate chromosomal dynamics, building on previous studies (Javer et al., 2013, 2014; Wlodarski et al., 2017), we used two *E. coli* MG1655 strains with the GFP-ParB/parS fluorescent labelling system (kindly provided by Dr Olivier Espéli and Dr Frédéric Boccard (Rocha et al., 2008)). In each of these strains a *Par* site inserted at either Ori2 or Ter3 positions on the chromosome (3,928,826 and 1,341,067 chromosomal coordinates, respectively). Loci have names assigned according to the MD they belong to. Expression of the ParB-GFP fusion protein is driven by a leaky promoter on the pALA2705 plasmid (Figure S10). No isopropyl β-D-1-thiogalactopyranoside (IPTG) induction was required to produce the ParB-GFP levels necessary to visualize and track loci.

To investigate cytosolic dynamics we used the *E. coli* CJW4617 strain (kindly provided by Christine Jacobs-Wagner’s laboratory) of a MG1655 background capable of expressing μNS-GFP fusion protein. The avian reovirus protein μNS is a self-assembling protein (Broering et al., 2002) and its C-terminal fragment can form globular cytoplasmic particles, even when fused to GFP (Broering et al., 2005). μNS-GFP synthesis is under control of the chromosomal IPTG-inducible promoter lac. In this strain, the lactose/IPTG permease-encoding, lacY gene is deleted from the lac operon. Crucially, μNS-GFP aggregates are unlikely to make specific interactions with components of the bacterial cytoplasm, given the evolutionary divergence between bacteria and the avian reovirus. We induced the synthesis of the aggregates with 1 mM IPTG for 3.5-4h, centrifuged the culture at 4,000 rpm for 10 min, and stopped induction by washing the pellet with the growth medium directly before experiments. Induction of GFP, μNS synthesis usually resulted in a single fluorescent focus per cell.

1.2. Culture conditions

All chemical reagents were obtained from Sigma-Aldrich unless otherwise stated. For all microscopy experiments, we used the “minimal medium” consisting of M9 minimal salts (BD) supplemented with complementary salts (CS; MgSO₄ 2 mM, CaCl₂ 100 μM, tryptophan 4 μg/mL, and thymidine 5 μg/mL), 0.4% glucose (Glucose), and 0.5% casamino acids (CAAs; BD). Strains were stored at -80°C in lysogeny broth (LB) +25% glycerol stocks and were used in lysogeny broth (LB) +25% glycerol stocks and were grown overnight at 37°C in LB with ampicillin 100 μg/mL, with shaking at 200 rpm at a 45° angle. Overnight cultures were diluted 1:200 into 2 mL of fresh minimal medium (with no antibiotic) and grown at 30°C to the optical density at a 600 nm wavelength (OD₆₀₀) of 0.2-0.3 (early exponential growth phase) and transferred onto agarose pads for image acquisition. Doubling times in bulk (at 37°C in the minimal medium with CAAs) were 65 min, Ori2 and Ter3 MG1655; 80 min, CJW4617. For the estimation of cell density, overnight cultures of the CJW4617 strain were diluted 1:200 in 250 mL Luria-Bertani (LB) broth (0.5% yeast extract, 1% Bacto Tryptone, 0.5% NaCl) with no antibiotic and grown at 37°C with 200 rpm shaking. Upon reaching an OD₆₀₀ of 0.1 - 0.3, the various antibodies and sorbitol were added to the cultures and incubated for further 60 minutes before harvesting for optical density, dry mass and refractive index estimations.

1.3. Sample preparation for microscopy experiments

Agarose pads contained 1.5% w/v agarose dissolved in the minimal medium and (if required) a fixed concentration of an antibiotic. Pads were approximately 8 mm in diameter and 0.5 mm in thickness. 2.5 μL of the culture were deposited on a pad under aseptic conditions. The pad was then sealed between a cover slip and a glass slide with dry optical mountant (Fisher Scientific) to ensure access to excess of oxygen. Under the microscope, the sample was maintained at 30°C during image acquisition for 3 hours, waiting for 20 min before acquiring the first image. Doubling times (without treatment) on agarose pads were 45 min (Ori2 MG1655), 50 min (Ter3 MG1655), and 63 min (CJW4617) (all ± 10 min) measured for individual cells (about 550 cells per strain).

For temperature control, we used a custom built proportional–integral–derivative (PID) temperature controller with two output channels, developed by Dr Jurij Kotar. One channel is used for heating a microscope objective with a heat-
ing collar, the other channel is used for heating a Fluorine doped Tin Oxide (FTO) glass plate. A sample sits on the glass plate. Temperature is measured with K-type thermocouples.

1.4. Determining sub-lethal antibiotic concentrations

In all experiments, we treated bacteria with antibiotic concentrations capable of affecting significantly the cellular physiology but allowing for normal growth. The minimal inhibitory concentration (MIC) range for each antibiotic was determined for each of the three strains (MG1655 Ori2, MG1655 Ter3, and CJW4617 μNS) using a standard agar dilution MIC determination method (Wiegand et al., 2008). Determined MIC ranges did not differ between different strains. Tested sub-lethal concentrations were ~75% of the MIC (Table S3). Sorbitol was tested at a 400 mM concentration, capable of inducing a hyperosmotic shock in E. coli as reported previously (Rojas et al., 2014). As agarose pads can absorb liquid, it is possible that dissolved antibiotic was diluted after loading the pad with culture. The volume of an agar pad was about 25 µL and the volume of the loaded culture was 2.5 µL resulting in an up to a ÷1.1 dilution. However, a smaller dilution is likely as some of the loaded culture evaporated rather than being absorbed into the pad.

Dose response curves were obtained for the Bradford test using a FLUOstar OMEGA 96-well plate reader (BMG Labtech). Bacteria were grown at 30°C to an OD600 of 1 to 300 µL of minimal medium containing a range of antibiotic concentrations, and measuring the OD600 every 30 min for 12 h with shaking at 200 rpm. The slopes of the linear parts of the growth curves from at least 4 biological replicates were calculated and the means used to construct the dose-response curves (Figure S1), fitted with Equation S1:

\[ g(c) = \frac{g_0}{1 + Ic_{50}} \]

where \( g \) is growth rate, \( g_0 \) is the growth rate without antibiotic, \( c \) is antibiotic concentration, and \( IC_{50} \) is the fitted \( IC_{50} \) concentration, selected for experiments (Table S3).

1.5. Image acquisition and processing

1.5.1. Equipment specifications.

We used a Nikon Eclipse TiE inverted microscope with a 60× oil immersion objective (NA=1.45). Images were further magnified with a 2.5× TV adapter before detection on an Andor iXon EM-CCD camera, capable of detecting single fluorophores and yielding a high signal-to-noise ratio to enable high marker localisation precision. Blue LED with a 470 nm peak and 20 nm spectral width was used to excite the GFP using a Semrock LED-FI filter with the exciter 474 nm (25 nm spectral width), dichroic 495 nm, and emitter 515 nm (25 nm spectral width) bands. Focus during image acquisition was maintained with the Nikon perfect focus system (PFS).

1.5.2. Image acquisition.

For marker tracking, 21 manually selected fields of view were scanned, each field of view containing about 30 fluorescent markers. 45 s movies were acquired at a 9.6 frame-second frame rate with an exposure time of 104 ms. In addition to the movie acquired in the fluorescence mode, a phase contrast image, and a dark frame (acquired immediately before the fluorescent image acquisition using identical settings but no illumination) of each field of view were acquired at every scan. During experiments, each field of view was scanned 6 times, 20 min apart (total scanning time 2h).

1.5.3. Image processing and data analysis.

First, the dark frame was subtracted from all other images. For marker dynamics analysis, image processing methods, tracking analysis, image feature extraction, and MSD fitting algorithms were identical to those previously developed and reported by Javer et al. (Javer et al., 2013). All image processing and data analysis including plotting the data were accomplished with custom-written programs using in-built and open-source functions of MATLAB® software, with occasional use of Python, ImageJ, IrfanView, and Inkscape.

1.6. Semi-manual cell size analysis

We performed semi-manual measurements of cell lengths and widths. The length of the long and short axis of individual bacteria were measured manually using built-in MATLAB® image display and coordinate marking functions (Figure S13). Cell length was calculated by determining the distance between two furthest points on the bacterium edge (marked on images in Figure S13). For highest accuracy, all semi-manual measurements were performed by the same person and identical criteria were applied to determine cell boundaries for all measured cells across all treatment conditions.

Semi-manual cell size analysis of phase contrast images was further corroborated with the SuperSegger program designed for automated bacteria segmentation and lineage generation. For SuperSegger software features, capabilities and benchmarks refer to (Stylianidou et al., 2016), while for gating capabilities refer to (Cass et al., 2017).

1.7. Dry mass estimation

Cells grown to an OD600 of 0.1-0.3 were treated with antibiotics or sorbitol for 60 minutes as explained above. Their dry mass was estimated as in (Basan et al., 2015). Briefly, sample OD600 was recorded from diluted aliquots and the remaining culture centrifuged at 8000g for 10 minutes. The obtained pellet was washed in 200 ml of water, centrifuged again and the pellet re-suspended in 2 ml water. Samples were transferred onto pre-weighted aluminium boats, desiccated overnight at 70°C and weighted.
Figure S13: Semi-manual single-cell level cell size measurements, related to Figure 5. (A) Example images of E. coli in the phase contrast mode. (B) Images of individual cells were enlarged manually for higher measurement accuracy. (C) Length of each measured cell was determined by calculating the distance between two furthest points on the bacterium edge (marked on images with star symbols).

1.8. Refractive index estimation

The refractive index (RI) of treated and untreated cells was assayed by comparison with the one of bovine serum albumin (BSA) solutions as in (Marquis, 1973, Bateman et al., 1966). The OD of medium in which cells have been re-suspended matches the one of cell-free medium if medium and cells have the same RI. The addition of BSA changes the RI of solutions by a known amount which scales linearly with BSA concentration (Figure ??B, inset) (Barer and Tkaczyk, 1954, Crespi et al., 2012), such that the RI of cells can be simply inferred from the concentration of BSA necessary to make their optical density vanish. In our case, BSA (Sigma) was dissolved in water at a final concentration of 10, 20 and 30% in weight. NaCl was supplemented to these solutions in order to match the osmolarity of growth medium and limit artifacts due to osmotic effects that would alter cell size. Aliquots of treated and untreated cells were resuspended in the various BSA solutions, and their OD700 estimated.

1.9. Protein content estimation

To assay whether the changes in dry mass were due to changes in protein content, protein concentration was examined via two independent colorimetric assays: the Biuret and Bradford assays (see Figure S12, Supplementary Materials). The Biuret assay was carried out as in (You et al., 2013). Samples from treated and untreated cells were washed via centrifugation at 8000g for 2 minutes with 1 ml water, resuspended in 0.5 ml water and freezed at -20°C. Samples were thawed at room temperature, the optical density of the supernatant was assayed at λ = 555 nm and compared to a calibration curve obtained from BSA dilutions.
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