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Abstract
For PPML estimation of high-dimensional structural gravity panel models it proves useful to exploit the equilibrium restrictions imposed by the system of multilateral resistances. The main advantage of this approach lies in the functional dependence of the parameters of all dummy variables on the structural trade cost parameters. Moreover, the delta method is used to establish confidence intervals of counterfactual changes. Using the constrained panel PPML estimator for a panel of 65 countries in the period 1994–2012 indicates significant trade creation of economic integration agreements with average ranging in between 12.2 and 30.3% in 2012. Results also point to substantial domestic and international trade diversion, where the former dominates the latter.
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1 Introduction

The large number of existing economic integration agreements (EIAs) has induced what is called a spaghetti bowl of preferential trade relationships. A myriad of papers assesses the impact of EIAs on bilateral trade and welfare empirically, mainly focusing on the trade creation effects of EIAs. In contrast, evidence on the trade diversion effects of EIAs seems to be more scarce.

The measurement of the trade creating impact of EIAs is typically based on gravity models of bilateral trade and EIA-dummy indicators. Identifying trade diversion effects is less straightforward. Many contributions use a reduced form measuring trade diversion by a dummy variable that picks out trade flows between any two countries that do not share an EIA, but either the exporter country or the importer country (or both) have one or more EIAs in force with other countries.¹ Strictly speaking, in this design trade diversion is modelled as if the conclusion of an EIA between any two countries increases trade barriers toward third non-member countries.

Economic theory predicts the adjustment of the terms of trade and, therefore, multilateral resistances, as a response to the formation of EIAs (Anderson and Yotov 2016). Actually, trade diversion is a consequence of the general equilibrium effects induced by EIAs, but not necessarily of new trade barriers between EIA members vis-à-vis non-EIA members. Contributions by, e.g., Caliendo and Parro (2015), Clausing (2001), Felbermayr et al. (2015) and Trefler (2004) consider specific trade agreements and favour the structural (general equilibrium) approach to estimate the trade creating and trade diverting effects of EIAs, as well as the implied welfare effects. In a similar vein, Bergstrand et al. (2015) estimate the welfare effects of EIAs using a structural gravity model in the spirit of Anderson and van Wincoop (2003). All these models fully account for the changes in terms of trade via changes in the estimated multilateral resistances.

This paper reconsiders the trade creation and trade diversion effects of EIAs using constrained panel PPML estimation and the delta method for establishing reliable confidence intervals of general equilibrium EIA effects. The estimated econometric specification follows Bergstrand et al. (2015), modelling the impact of EIAs on bilateral trade as a reduction of the border effects. In line with the literature, in a sample of 65 mainly developed countries the EIAs put in force between 1994–2012 induced positive and quantitatively important trade creation effects. But despite their increasing number and the phasing-in effects the trade creating effect of EIAs increased only moderately over time. The establishment of EIAs improved the welfare of countries with many EIAs in force, while for those with just a few EIAs in force the welfare gains turned out insignificant.

On the other hand, EIAs produced pronounced and significant trade diversion effects. Since the data base includes domestic trade flows it is possible to compare

¹ See, e.g., Dai et al. (2014), Magee (2008, 2016) and Sorgho (2016), to mention a few important contributions. Freund and Ornelas (2010) and Limão (2016) provide comprehensive overviews on the impact of EIAs on trade.
the diversion of domestic trade flows with that of international trade flows with the outsider countries to EIAs. If the former dominate the latter, the trade diverting repercussions of EIAs are possibly less of a concern for economic policy in the outsider countries. Indeed, the estimation results indicate that on average the diversion of domestic trade turn out substantial and larger than the diversion of international trade with outside countries.

Freezing all trade costs as well as the EIA status counterfactually at the level of 1994 reveals a much lower trade creating effect of EIAs relative to non-policy related changes in trade barriers. A third scenario with all international trade flows counterfactually covered by an EIA indicates potential of welfare gains of further multilateral trade liberalization efforts. This scenario would induce a substantial increase in trade flows not covered by EIAs and sizeable welfare gains of countries holding just a few EIAs, affecting trade flows under existing EIAs only marginally.

Since parameter estimation induces uncertainty to the counterfactual predictions, the involved confidence intervals of the estimated EIA-effects are relatively large and wider than previously reported in the literature, however.

As a methodological contribution, the paper introduces a constrained panel pseudo-Poisson maximum likelihood (PPML) estimation approach, adapting the constrained PPML estimator for cross-sections proposed in Pfaffermayr (2020) to a panel setting. The constrained panel PPML estimator concentrates out country-pair fixed effects and exploits the restrictions imposed by the system of multilateral resistances not only for comparative static analysis, but also for estimation. Since concentrating out country-pair fixed effects is equivalent to imposing further restrictions on the cross-section based constrained PPML estimator, the available econometric results for this estimator are applicable to a panel setting as well.

While both the constrained and the unconstrained panel PPML estimators of the structural trade cost parameters are consistent if the imposed restrictions hold true, there are several important differences. First, Weidner and Zylkin (2019) show that in a three-way panel the unconstrained PPML estimates of the structural trade cost parameters are biased (to the order of the number of countries) as the exporter-time and importer-time dummies are treated as parameters to be estimated. Thus asymptotic confidence intervals are not correctly centered at the true point estimates. The constrained PPML estimator is free of this asymptotic bias, since exporter-time and importer-time dummies are pinned done by the system of multilateral resistances and are thus functionally dependent on the structural trade cost parameters and the exogenously given gross-production and expenditures figures.

Second, under constrained PPML estimation the estimated standard errors of the structural trade cost parameters typically exhibit a much lower bias (downward and of the order of the number of countries) as demonstrated in Pfaffermayr (2020). Moreover, it is straight forward to apply the delta method to derive confidence intervals for counterfactual predictions which might serve as an alternative to computationally intensive bootstrapping procedures. Constrained panel PPML

---

2 This result is in sharp contrast to cross-section two-way PPML estimators, which are free of asymptotic bias as shown by Fernández-Val and Weidner (2016).
estimation is especially useful in case of missing trade flows. It implicitly predicts the missing trade flows and delivers theory consistent predictions that add up the given gross production and expenditure figures.

The constrained PPML estimation approach is related to several contributions to the literature. French (2016, 2017) also applies the constrained estimator to gravity models. However, he does not use the constrained PPML estimator to improve inference and to establish confidence intervals of counterfactual predictions. Poissonnier (2019) proposes the usage of the RAS-algorithm used in the input–output literature to solve the system multilateral resistances efficiently. Lastly, the present paper contributes to the evolving literature proposing fast zig–zag algorithms for the estimation of high dimensional panel models based pseudo-demeaning or separate up-dating of fixed effects (see Correia et al. 2020; Larch et al. 2019; Stammann 2018).

2 The structural panel gravity model

For \( C \times C \) country-pairs observed over \( T \) periods bilateral trade flows from country \( i \) to \( j \) in period \( t \) denoted by \( X_{ijt} \) are assumed to be generated by a generic gravity model (see Allen et al. 2020) as

\[
\frac{X_{ijt}}{Y_{it}, W_{jt}} = t^{1-\sigma}_{ijt} \kappa_{it} \Pi^{-1}_{it} P^{-1}_{jt} \theta_{ijt} e^{\mu_{it} \eta_{ijt}} = e^{\nu_{ijt}^o + \nu_{ijt}^\gamma + \nu_{ijt}^\theta + \mu_{ijt} \eta_{ijt}}. \tag{1}
\]

Bilateral trade flows are normalized by world expenditures denoted by \( Y_{i,W} \) so that \( \sum_{i=1}^{C} \sum_{j=1}^{C} s_{ijt} = 1 \), where \( s_{ijt} = \frac{X_{ijt}}{Y_{i,W}} \). \( t_{ijt} \) denotes the index of time varying trade frictions (in many theoretical models the iceberg transportation costs) and \( 1 - \sigma \) the trade elasticity. The econometric specification uses the parametrization \( t^{1-\sigma}_{ijt} = e^{-\theta^o_{ijt}(\alpha,\mu) + \mu_{ijt} \eta_{ijt}} \), where the vector \( z_{ijt} \) comprises the \( ijt \)-specific observations on trade friction indicators with corresponding parameter vector \( \alpha \). These are the parameters to be estimated and referred to as the structural trade cost parameters. Country-pair fixed effects, \( \mu_{ij} \), capture time invariant unobserved bilateral barriers to trade. It is assumed that \( z_{ijt} \) is observed for all country pairs and all periods, while some trade flows may be missing at random. However, for each country pair trade flows have to be observed at least twice in order to ensure that country-pair fixed effects can be estimated.

\( \kappa_{it} \) denotes the share of country \( i \)'s gross production in world expenditures, while \( \theta_{jt} \) refers to country \( j \)'s expenditure share in world expenditures. \( \kappa_{it} \) and \( \theta_{jt} \) may differ from each other, so the gravity model allows for trade imbalances at the country level. For estimation, the countries’ production and expenditure figures are assumed to be exogenously given.

Multilateral resistances are denoted by \( \Pi^{-1}_{it} \) and \( P^{-1}_{jt} \), respectively, and enter the econometric model in normalized form as exporter-time and importer-time specific parameters defined as \( \kappa_{it} \Pi^{-1}_{it} = e^{\nu_{it}(\alpha,\mu)} \) and \( \theta_{jt} P^{-1}_{jt} = e^{\nu_{jt}(\alpha,\mu)} \). For \( i, j = 1, \ldots, C \) and period \( t \) the system of multilateral resistances can then be compactly written as
\[ k_{it} = \sum_{j=1}^{C} e^{z'_{ijt}a + \beta_{ij}(\alpha, \mu) + \gamma_{ij}(\alpha, \mu) + \mu_{ij}}, \quad i = 1, \ldots, C - 1 \] (2)

\[ \theta_{jt} = \sum_{i=1}^{C} e^{z'_{ijt}a + \beta_{ij}(\alpha, \mu) + \gamma_{ij}(\alpha, \mu) + \mu_{ij}}, \quad j = 1, \ldots, C \] (3)

Hence, \( \beta_{ij}(\alpha, \mu) \) and \( \gamma_{ij}(\alpha, \mu) \) are fully determined by the equilibrium restrictions of the gravity model and are not parameters that need to be estimated. The normalized multilateral resistance terms depend on the vector of structural trade cost parameters \( \alpha \), the country-pair fixed effects \( \mu_{ij} \), the gross production and expenditure shares of the countries and on the number of countries in the sample. Thus the data generating process (DGP) of \( s_{ijt} \) changes with the number of countries and \( s_{ijt} \) forms a triangular array.\(^3\)

In general, the solutions of the system of trade resistances are unique up to a constant and the multilateral resistances have to be normalized. Here, the restriction \( \beta_{C1} = 0, t = 1, \ldots, T \) is imposed. Furthermore, the country-pair fixed effects need to be normalized as well to obtain a full rank dummy design matrix for the multilateral resistances. Actually, in this three-way model only \((C - 1)^2\) country-pair effects are identified in the presence of the full set of exporter-time and importer-time effects. The reason is that the exporter-time and importer-time share the same base as the bilateral fixed effects, namely the \( 2C - 1 \) exporter and importer fixed effects. Since the full set of exporter-time and importer-time fixed effects is included to obtain estimates of all multilateral resistance terms, \( 2C - 1 \) bilateral fixed effects have to be skipped and set to 0. This leaves \( C^2 - 2C + 1 \) identifiable bilateral fixed effects. Without loss of generality one may set \( \mu_{ii} = 0 \) and \( \mu_{Cj} = 0, i, j = 1, \ldots, C \). This normalization also implies that there is no constant in the model and without further structural assumptions on the DGP the value of world expenditures remains unspecified.

Lastly, the disturbances \( \eta_{ijt} \) enter multiplicatively with \( E[\eta_{ijt}|z_{ijt}] = 1 \) and can be heteroskedastic or clustered in the country-pair dimension. Santos Silva and Windmeijer (1997) demonstrate that in a PPML or a method of moments framework with exogenous explanatory variables the models with multiplicative and additive disturbances are observationally equivalent and lead to the same estimators, since they are based on the same conditional mean assumptions. Under IV-estimation, this equivalence breaks down, however.

For estimation the structural gravity model can be reformulated in an abbreviated notation with additive disturbances

\[ s_{ijt} = m_{ijt}(\theta) + \varepsilon_{ijt}, \quad \varepsilon_{ijt} = m_{ijt}(\theta)(\eta_{ijt} - 1), \] (4)

where \( m_{ijt}(\theta) = e^{z'_{ijt}a + \beta_{ij}(\alpha, \mu) + \gamma_{ij}(\alpha, \mu) + \mu_{ij}}, \quad \theta = [\phi(\alpha, \mu)', \mu', \phi(\alpha, \mu) = [\alpha', \beta'(\alpha, \mu), \gamma'(\alpha, \mu)']'. \]

\(^3\) To avoid clutter the index \( C \) indicating triangular arrays is skipped throughout.
3 The econometrics of constrained panel PPML estimation

3.1 The constrained panel PPML estimator

The proposed constrained panel PPML estimator exploits the restrictions imposed by the system of multilateral resistances and maximizes the conditional Poisson likelihood under the constraints (2) and (3). This estimation procedure concentrates out country-pair fixed effects and implicitly predicts all missing trade flows when solving the system of multilateral resistances. As shown in the Technical "Appendix, Sect. 1" maximizing the conditional Poisson likelihood under the constraints (2) and (3) is equivalent to applying the constrained unconditional PPML estimator for cross-sections as analyzed in Pfaffermayr (2020) and for panels in Technical "Appendix, Sect. 1" maximizing the conditional Poisson likelihood under the constraints (2) and (3). This estimation procedure concentrates on the conditional likelihood as well as on its score following Wooldridge (1999).

For estimation one may apply an iterative, constrained, projection based estimation procedure similar to that put forward in Falocci et al. (2009). For cross-section gravity models it is described in detail in Pfaffermayr (2020) and for panels in Technical "Appendix 1.2". It is useful to define the following vectors and matrices, the structural trade cost parameters apply the results in Pfaffermayr (2020) to establish the asymptotic distribution of the structural trade cost parameters $\hat{a}$.

Given iteration $r$, iteration step $r + 1$ proceeds with the following calculations:

\[ m_{ij}, \hat{m}_{ij}\theta = e^{\gamma_{ij} + \theta_{ij}(\hat{a}_{ij} + \hat{\mu})}, \]

\[ \hat{\theta}_{\phi} = \text{diag}(\hat{m}_{ij}, \phi, r) \]

\[ \hat{\theta}_{\mu, r} = I_{TC} - \hat{M}_{r} V D_{\mu} \left( D_{\mu}^{T} V \hat{M}_{r} D_{\mu} \right)^{-1} \]

\[ \hat{G}_{r} = W_{\phi}^{T} \hat{G}_{\mu, r} V \hat{M}_{r} W_{\phi} \]

\[ \hat{F}_{r} = D_{\phi}^{T} \hat{M}_{r} \hat{G}_{\mu, r} W_{\phi} \]

where $\hat{G}_{r}$ is assumed to be non-singular. The $C^{2}T \times (C - 1)^{2}$ design matrix $D_{\mu}$ refers to country-pair dummies and $D_{\phi}$ denotes the $C^{2}T \times (2C - 1)T$ design matrix for the exporter-time and importer-time dummies. Further, $W_{\phi} = [Z, D_{\phi}]$ and $V$ is a diagonal matrix with typical element $v_{ij}$.

Lastly, we define the $(2C - 1)T$ vector $\theta_{ij} = (k_{11}, \ldots, k_{C-1, T}, \theta_{11}, \ldots, \theta_{CT})'$ and collect the country-pair specific trade flow averages in $\theta_{\mu}$ (a $(C - 1)^{2}$ vector with typical element $\mu_{ij}$).\(^{5}\) Remember, $\phi = [\alpha', \beta', \gamma']'$.

\(^{4}\) A comprehensive Technical "Appendix" is available online. Section 1 of the Technical "Appendix" provides details on the conditional likelihood as well as on its score following Wooldridge (1999).

\(^{5}\) Principally, $\theta_{\mu}$ may include out-of-sample information to form the sums of the country pairs’ normalized trade flows over time (see Blundell et al. 2002; Anderson and Yotov 2016).
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1. \( \hat{\phi}_{r+1} = \hat{\phi}_r + \left( \hat{G}_r^{-1} - \hat{G}_r^{-1}\hat{F}_r \left( \hat{F}_r \hat{G}_r^{-1}\hat{F}_r \right)^{-1} \hat{F}_r \hat{G}_r^{-1} \right) W'_\phi V(s - \hat{m}_r) + \hat{G}_r^{-1}\hat{F}_r \left( \hat{F}_r \hat{G}_r^{-1}\hat{F}_r \right)^{-1} \left( \theta_\phi - D'_\phi \hat{m}_r \right) \)

2. \( \hat{r}_{r+1} = (D'_\mu VM_\phi(\hat{\phi}_{r+1})D'_\mu)^{-1}D'_\mu V_s \)

3. Calculate \( \hat{m}_{r+1}, M(\hat{\phi}_{r+1}, \hat{r}_{r+1}), \hat{Q}_{\mu,r+1}, \hat{G}_{r+1}, \hat{F}_{r+1} \) and iterate until convergence.

Step 1 of this procedure projects out exporter-time and importer-time effects based on all observations (i.e., including also those with missing trade flows in forming the projection matrix). It weighs deviations of the score from zero against violations of the restrictions when updating the parameter vector \( \hat{\phi}_r \). Step 2 calculates the country-pair fixed effects separately, given the estimates of the remaining parameters \( \hat{\phi}_{r+1} \). This step avoids the inversion of large matrices arising from the inclusion of country-pair dummies.

This iterative constrained panel PPML estimation procedure is very similar to that for the cross-sections. The only difference is the usage of the projection matrix \( \hat{Q}_{\mu,r} \) to eliminate the country-pair fixed effects in step 1 and the intermediate step 2 to estimate \( \hat{r}_{r+1} \). Starting values may come from unconstrained panel PPML estimators. Since unconstrained PPML is often based on different dummy designs and normalizations, one can use the estimated structural trade cost parameters \( \hat{\alpha}_1 \) obtained from unconstrained panel PPML with exporter-time and importer-time dummies, but start with the solution of the system of multilateral resistances at \( \alpha = 0 \), i.e., \( \hat{\phi}_1 = (\hat{\alpha}_1', \theta'_\phi)' \) and calculate, \( \hat{r}_1 \) as in step 2.

The first order conditions of the constrained panel PPML estimator are identical to those of the cross-sectional constrained PPML, so the results in Pfaffermayr (2020) apply to establish the limit distribution of \( CT^{\frac{1}{2}}(\hat{\alpha} - \alpha_0) \). In fact, this proposition assumes that the imposed restrictions hold under the DGP and it states that under a set of regularity conditions and independent, but heteroskedastic disturbances, the constrained panel PPML estimator \( \hat{\alpha} \) is consistent and asymptotically normal with

\[
CT^{\frac{1}{2}}(\hat{\alpha} - \alpha_0) \overset{d}{\rightarrow} N\left( 0, B_0^{-1} A_0 \Omega A_0' B_0^{-1} \right),
\]

where \( A_0 \Omega A_0' = p \lim_{C \rightarrow \infty} \frac{1}{C^2} A(\alpha^*) \varepsilon \varepsilon' A(\alpha^*)' \), \( B_0 = p \lim_{C \rightarrow \infty} B(\alpha^*) \), with \( \alpha^* \) lying in between those of \( \hat{\alpha} \) and \( \alpha_0 \), element by element and

\[
\begin{align*}
A(\alpha) &= C^2 T Z'(I_{TC^2} - M(\alpha) D' \left( F(\alpha) G(\alpha)^{-1} F(\alpha)' \right)^{-1} F(\alpha) G(\alpha)^{-1} W') V \\
B(\alpha) &= Z' V (M(\alpha) - M(\alpha) D (D'M(\alpha) D)^{-1} D'M(\alpha)) Z,
\end{align*}
\]

where \( M(\alpha) = \text{diag}(m_{ij}^\alpha(\alpha)), \quad G(\alpha) = W' VM(\alpha) W \quad \text{and} \quad F(\alpha) = D'M(\alpha) W \), respectively. Since \( \hat{\alpha} \) is consistent, it can be plugged in (7) and one may use \( \frac{1}{C^2} B(\alpha)^{-1} A(\hat{\alpha}) \text{diag}(\hat{\varepsilon} \hat{\varepsilon}') A(\hat{\alpha})' B(\hat{\alpha})^{-1} \) for inference in finite samples. The normalization differs from the standard approach as \( m_{ij}^\alpha(\alpha) \) and \( E(\hat{\varepsilon}^2) \) are assumed to be \( O(C^{-2}) \) and \( o_p(C^{-4}) \), respectively, to account for the normalization of trade flows by world expenditures. A detailed comparison of the unconstrained and constrained PPML estimators is given in Pfaffermayr (2020).
If the disturbances are correlated within country pairs, e.g. due to serial correlation, it is important to cluster standard errors along this dimension. The corresponding selection matrix picks out $C^2$ country-pair clusters and can be defined as $D_\mu' D_\mu'$. Then one obtains

$$A_0 \Omega \Lambda_0' = p \lim_{C \to \infty} \frac{1}{C} A(\alpha^+) \left( \varepsilon \varepsilon' \circ D_\mu' D_\mu' \right) A(\alpha^+)' ,$$

where $\circ$ denotes the Hadamard element-wise product.

### 3.2 The asymptotic distribution of counterfactual predictions

The delta method allows to derive the asymptotic distribution of counterfactual predictions for aggregates or finite subsets of bilateral trade flows. Thereby, the selection matrix $R$ picks out a finite set of country pairs and aggregates them accordingly. The rank of $R$ has to be smaller than the number of the estimated structural parameters. Let superscript $c$ denote counterfactuals arising from changes in trade barriers from $Z$ to $Z^c$. Matrices without superscript refer to the baseline. The delta method uses the derivatives

$$Y_0^c = R M^c(\alpha_0)^{-1} M(\alpha_0) \left[ (I_{TC^2} - D_\phi \left( D_\phi' M^c(\alpha_0) D_\phi - H(\alpha_0) \right))^{-1} D_\phi' M^c(\alpha_0) \right] Z^c$$

$$+ D_\phi \left( D_\phi' M^c(\alpha_0) D_\phi - H(\alpha_0) \right)^{-1} \left( D_\phi' M(\alpha_0) D_\phi \right)^{-1} D_\phi' M(\alpha_0) Z$$

$$Y_0 = R M^c(\alpha_0)^{-1} M(\alpha_0) \left[ I_{TC^2} - D_\phi \left( D_\phi' M(\alpha_0) D_\phi \right)^{-1} D_\phi' M(\alpha_0) \right] Z,$$

where $RM^c(\alpha_0)^{-1} M(\alpha_0)$ has typical non-zero diagonal element

$$e^{(z_{it} - z_{it}^c)' \sigma_{C^2} \cdot \sigma_{C^2}'}$$

and the fixed county-pair effects, $\mu_{ij}$, are treated as given. The matrix $H(\alpha_0)$ accounts for the change of gross production and expenditures in full general equilibrium, which are specified as $\kappa_{it}^c = \frac{\pi_{i,0}^c}{\sum_{i=1}^{C^2} \pi_{i,0}^c}$, $\pi_{it}^c = e^{-\frac{1}{\sigma_{C^2} \cdot \sigma_{C^2}'} \kappa_{it}^c}$, and $\theta_{it}^c = \frac{\kappa_{it}^c \cdot \theta_{it}^c}{\sum_{i=1}^{C^2} \theta_{it}^c}$, respectively.\(^6\)

Under a standard set of regularity conditions, one can conjecture that

$$\mathbb{C}^{\uparrow} \mathbb{R} \left( M^c(\hat{\alpha})^{-1} m(\hat{\alpha}) - M^c(\alpha_0)^{-1} m(\alpha_0) \right) \xrightarrow{d} N(0, \left( \Gamma_0 - \Gamma_0^c \right) V_\alpha \left( \Gamma_0 - \Gamma_0^c \right)' ) ,$$

\(^6\) The calculation of derivatives collected in $H(\alpha)$ is tedious and provided in the Technical "Appendix" of Oberhofer and Pfaffermayr (2020). Strictly speaking, a rigorous proof for the full general equilibrium case is not available so far. A proof for the conditional equilibrium that holds gross production and expenditures constant is given in Pfaffermayr (2020).
where \( V_a = B_0^{-1} A_0 \Omega A_0 B_0^{-1} \), \( \Gamma_c = \lim_{c \to \infty} Y_c \), and \( \Gamma_0 = \lim_{c \to \infty} Y_0 \). Furthermore, \( \left( \hat{Y} - \hat{Y}_c \right) - (Y_0 - Y_0^c) = o_p(1) \). The Monte Carlo simulations provided below confirm this result. The estimates of counterfactual changes and their standard errors likewise remain unaffected by the nuisance parameters \( \mu_{ij} \) and by the dummies for the multilateral resistance terms as these are fully determined by the set of constraints at given \( \alpha \) and projected out.

### 3.3 A small scale Monte Carlo study

A small scale Monte Carlo analysis compares the performance of the constrained and unconstrained PPML estimators with respect to the estimated structural trade cost parameters and counterfactual changes in predicted trade flows. As an alternative to the delta method, the simulation experiments also consider parametric bootstraps for the counterfactual predictions following Larch and Wanner (2017) and Felbermayr et al. (2018). The bootstrap procedure uses 500 draws from the asymptotic normal distribution of the estimated structural trade cost parameters.

The simulations are based on a set of 20 countries observed over 4 periods (1997, 2000, 2003, 2006) using the same database as the empirical analysis below. The estimated model includes a border dummy and log distance, both interacted with time dummies for 2000, 2003 and 2006, as well as an EIA dummy. The true slope parameters and the country-pair fixed effects are taken from an initial panel PPML regression with fixed country-pair, exporter-time and importer-time effects. The true multilateral resistance parameters are then derived as solutions of the corresponding system of multilateral resistance equations.

Disturbances with full support on \( \mathbb{R} \) may lead to negative trade flow realizations. For this reason independent disturbances are generated from a truncated normal distribution with standard deviation of 0.0222 support \([-0.0394, 0.0394]\). The disturbances follow an AR(1) process with parameter 0.2 so that there is correlation within units, but independence across units is preserved. The disturbances enter the true model multiplicatively (adding 1 to the generated disturbances) so that a model estimated under the assumption of additive disturbances is heteroskedastic (see Eq. 4). Under this data generating process one obtains t-values for the estimated slope parameters that are comparable to those usually found for estimated gravity models.\(^7\)

The simulations are conducted for the fully observed panel as well as for an unbalanced panel with 50% of the observations missing in the last two periods. The first two waves of trade flows are fully observed to guarantee that country-pair fixed effects can be derived from at least two country-pair observations. All Monte Carlo experiments use standard errors clustered by country pair and are based on 2000 replications. Since the Monte Carlo simulations themselves add noise, the simulated

\(^7\) Simulation results using the truncated log-normal are provided in the Technical "Appendix", Sect. 2, Table 1.
coverage ratios have to be compared to their 95%-confidence intervals amounting to [0.940, 0.960].

Table 1 reports simulated bias, standard errors and the coverage rates of the confidence intervals of the estimated EIA-parameter and, as an example, the estimated average trade diversion effects in the last period, which amounts to −2.46% under the true model. The calculation of the corresponding welfare effects follows Arkolakis et al. (2012) and assuming $\sigma = 6.982$, the true average welfare effect amounts to 0.6%.

The bias of the estimated EIA parameter is negligible for both the unconstrained and the constrained PPML-estimator. This result is in line with the results of Weidner and Zylkin (2019), who argue that under a log-homoskedastic DGP, as assumed here, positive and negative bias terms mitigate one another. Under constrained PPML estimation the estimated standard error of the EIA parameter estimate comes close to its simulated counterpart. Its bias, defined as the ratio of estimated standard error and its simulated counterpart, amounts to 0.97 in case of 50% missings and to 0.96 in case of a fully observed panel. As a result coverage rates of a

|                | Mis. | Bias. | Std.  | Rstd. | Cov.   | Lcov. |
|----------------|------|-------|-------|-------|--------|-------|
| **EIA parameter estimate** |      |       |       |       |        |       |
| Constrained    | 0    | 0.571 | 0.018 | 0.963 | 0.954  | 0.070 |
| Unconstrained  | 0    | 0.568 | 0.009 | 0.470 | 0.630  | 0.034 |
| Constrained    | 50   | 0.258 | 0.039 | 0.928 | 0.965  | 0.154 |
| Unconstrained  | 50   | 0.596 | 0.011 | 0.562 | 0.712  | 0.045 |
| **Comparative statics trade** |      |       |       |       |        |       |
| Constrained delta method | 0    | 0.403 | 0.276 | 0.921 | 0.941  | 1.084 |
| Constrained bootstrap | 0    | 0.403 | 0.290 | 0.967 | 0.950  | 1.138 |
| Unconstrained bootstrap | 0    | 0.412 | 0.141 | 0.472 | 0.628  | 0.554 |
| Constrained delta method | 50   | −0.414 | 0.604 | 0.892 | 0.949  | 2.366 |
| Constrained bootstrap | 50   | −0.414 | 0.634 | 0.938 | 0.962  | 2.486 |
| Unconstrained bootstrap | 50   | 0.455 | 0.184 | 0.556 | 0.711  | 0.723 |
| **Comparative statics welfare** |      |       |       |       |        |       |
| Constrained delta method | 0    | 0.171 | 0.072 | 0.939 | 0.948  | 0.283 |
| Constrained bootstrap | 0    | 0.171 | 0.075 | 0.970 | 0.955  | 0.293 |
| Unconstrained bootstrap | 0    | 0.188 | 0.036 | 0.471 | 0.628  | 0.142 |
| Constrained delta method | 50   | −0.597 | 0.158 | 0.912 | 0.955  | 0.620 |
| Constrained bootstrap | 50   | −0.597 | 0.164 | 0.943 | 0.963  | 0.641 |
| Unconstrained bootstrap | 50   | 0.070 | 0.047 | 0.552 | 0.716  | 0.186 |

2000 Monte Carlo runs. Bias is measured in percent. Std. is the estimated standard error, while Rstd. denotes the ratio of the estimated and simulated standard error. Cov. refers to the coverage rate of a 95%-confidence interval and Lcov to its length. Coverage rates refer to confidence intervals based on the normal distribution.
95%-confidence interval lie within or very close to the bounds of the 95%-simulation confidence interval of [0.940, 0.960]. In contrast, but in line with findings of Pfaffermayr (2019) there is a pronounced downward bias of estimated standard errors under unconstrained PPML estimation (0.47 with no missings and 0.57 with 50% missings). The coverage rates of the 95%-confidence intervals substantially deviate from their nominal value and the length of the 95%-confidence intervals reported in the last column of Table 1 turns out substantially smaller.

Constrained PPML estimates do not necessarily lead to efficiency gains, since the moments are not properly weighted under PPML estimation. Under fully observed trade flows the simulated standard error of the EIA parameter is approximately the same under constrained and unconstrained estimation. But under constrained estimation and in case of 50% missing trade flows it turns out larger. To some extent this may be artefact of the design, since 30 out of 36 new EIAs in the data are conducted in the last period, where per design 50% of the trade flows are missing.

As compared to bootstrapping the delta method is computationally much less time-consuming, but naturally affected by approximation error. Under fully observed trade flows, the bias of the standard error of international trade diversion effect is 0.92, and that of the bootstrapped one is 0.97. These moderate biases are reflected in correct coverage rates in both cases. The bootstrapped standard errors under unconstrained PPML estimation inherit the biased standard errors of the structural trade cost parameters so that coverage rates are too small as well. The findings for the welfare effects are very similar and under missing trade flows essentially the same pattern is observed.

Overall, the delta method seems to be a viable alternative to bootstrapping in the present setting. However, though asymptotically valid, the delta method does not always work well in small samples, especially if the variance of the estimated structural trade cost parameters is large and a highly nonlinear function of the parameters is involved (see Hole 2007; Krinsky and Robb 1991 for a detailed comparison in other contexts).

4 Evidence on trade creation and trade diversion

4.1 The econometric specification of the structural gravity model

The specification of the gravity model closely follows Bergstrand et al. (2015), Borchert and Yotov (2017) and Dai et al. (2014), who argue that the structural gravity model is able to identify the cost of international trade relative to domestic trade costs if the database includes domestic trade flows from country $i$ into $i$ itself. Further, in a panel setting with data exhibiting variation over time, the gravity model can be estimated with country-pair fixed effects to control for unobserved time
invariant determinants of barriers to trade and to guard against the endogeneity of EIA indicators as observed in cross-sections (see Baier and Bergstrand 2007).\(^8\)

The econometric specification of the structural gravity model accounts for secular globalisation trends as described in Yotov (2012) and Borchert and Yotov (2017). Specifically, it includes border dummies \(B_{ij}\), taking the value 1 if \(i \neq j\) and 0 else, that are interacted with time dummies \(T_t\) (with exception of the first period) to measure the change of border effects over time. The evolution of the border effects may differ for more distant trading partners and for non-neighbouring countries. Hence, the border-year effects are additionally interacted with \(\ln(dist_{ij})\) and the \(no−contiguity_{ij}\) dummy, the latter taking the value 1 if country pairs do not share a common border.

EIAs reduce tariffs and possibly also non-tariff barriers to international trade, but by definition do not directly affect domestic trade. So conceptually, EIAs may be thought of yet another determinant that reduces border effects. For this reason the EIA-dummy is likewise interacted with the border dummy. Following Bergstrand et al. (2015) the EIA-indicator enters with 5 and 10 year lags to account for phasing-in of EIAs and sluggish adjustment of trade flows over time.

This specification of the gravity model identifies the change of border effects and the impact of other trade barriers over time, but not that of their initial level, which is absorbed by the country-pair fixed effects. The design allows a clean measurement of the change of the impact of trade barriers on bilateral trade over time, since domestic trade flows serve as the base and are fully described by the country-pair fixed effects and the multilateral resistance terms. To summarize, the basic specification of the gravity equation reads as

\[
s_{ijt} = \exp \left( \sum_{t=2}^{7} \alpha_{1,t} B_{ij} T_{t} + \alpha_{2,t} B_{ij} T_{t} \ln(dist_{ij}) + \alpha_{3,t} B_{ij} T_{t} no−contiguity_{ij} \right) \times \exp \left( \sum_{t=0}^{2} \alpha_{4,t} B_{ij} EIA_{ij,t−5t} + \mu_{ij} + \beta_{it} + \gamma_{jt} \right) + \varepsilon_{ijt},
\]

(10)

where the restrictions \(\beta_{Ci} = 0\) and \(\mu_{Cj} = \mu_{ij} = 0, j = 1, \ldots, C\) as well as (3) and (4) are imposed.

### 4.2 Data and estimation results

The empirical analysis concentrates on trade in manufactured goods. Besides bilateral trade flow data, it uses unilateral data on the value of gross production, total exports and total imports of aggregate manufacturing industries to establish comparable trade flows for domestic trade. In line with the econometric specification trade flows, gross production and expenditures are normalized by world production and in a given year sum up to 1.

\(^8\) As argued by Limão (2016) in this diff-in-diff design we are comparing the growth of trade flows of country pairs with and without an EIA. So endogeneity might occur with respect to the timing of establishing EIAs when time-specific bilateral trade shock are related to the propensity to set an EIA in force.
The database includes 65 exporter and importer countries and is described in detail in Technical "Appendix, Sect. 3". Bilateral trade flow data come from OECD’s STAN database and Nicita and Olarreaga’s (2007) database, covering the period 1994–2012 in three-year intervals. Data on gross production, total exports and total imports are collected from several sources (OECD-STAN, UNIDO, CEPII and WIOD). Gross production and expenditures shares are corrected for trade with the rest of the world. Moreover, expenditures are adjusted for country specific trade imbalances. In this database the trade flows of a single country approximately, but not exactly, add up to its gross production and to its expenditures, respectively. This adding-up property is violated, because of missing trade flows and measurement errors in the trade flow data generating the unobserved random disturbances.

The sample includes 29,575 observations, 133 of them had to be skipped because of missing trade flows in all periods. 2219 country-pair observations refer to missing trade flows. Thereby, 14 domestic trade flows have been set to missing because the sum of all trade flows over the 65 countries (including the domestic trade flows) and gross production (corrected for the rest of the world) deviated by more than 30%. Note in OECD’s STAN database zero and missing trade flows are indistinguishable.

Lastly, population weighted geographical distances and the dummy for no-contiguity are taken from Mayer and Zignago (2011), while the information on EIAs is provided by Mario Larch’s Regional Trade Agreements Database described in Egger and Larch (2008). The EIA-dummy takes the value 1 if either a customs union or a free trade area has been established and zero otherwise.

Tables 2 and 3 provide an overview on the descriptive statistics and the most important stylized facts. In 1994 80.5% of total trade referred to domestic trade and this figure has been reduced by 12.9 percentage points until 2012. As of 2012, 42.6% of the trade flows are covered by EIAs covering 18.3% of total trade, while in 1994 these figure amounted to 24.8% and 10.2%, respectively. The median number of EIAs in force per country is 22 and the maximum number is 48. In 1994 8 countries did not participate in any EIA, while 2012 there was only one single country without any EIA.

Table 4 reports the estimation results of the unconstrained and constrained panel PPML estimates of (10), the preferred specification. An assessment of the robustness of the estimation results for different specifications is provided in the Technical "Appendix, Sect. 4".

The constrained PPML estimates indicate a pronounced reduction in the estimated border effects during 1994–2012, amounting to an average yearly decrease of $100e^{(1.08−0.5\times0.18^2)/18}−1 = 6.0\%$, which is somewhat higher than that reported by Bergstrand et al. (2015). This reduction in border effects is significantly reinforced for non-neighbouring trading partners during the period 2003–2009, but not in the periods before and after. There is no evidence of a fading role of distance as a

---

9 Here and in the following percentage changes based on a parameter estimate associated with a dummy variable in a semi log-specification, say $c$, are calculated as $\hat{\Delta}_c=100(e^{c}−0.5c^2−1)$ (see Van Garderen and Shah 2002).
barrier to trade (i.e., for reducing border effects) once it is controlled for the change of border effects and no-contiguity over time as is also found in Bergstrand et al. (2015). To the contrary, border effects for more distant countries have been increasing in the years 2000–2009 all else equal.

In line with the literature, the estimated impact of EIAs on bilateral trade flows points to an economically important and significant direct trade enhancing effect of EIAs with pronounced phasing-in patterns. 10 years after putting an EIA into force the direct impact of EIAs accumulates to an increase of bilateral trade flows of 

$$100 \times (e^{0.37} - 0.5 \times 0.08^2 - 1) = 44.3\%,$$

an estimate at the lower end of those available in the literature (see Head and Mayer 2014).

While both the unconstrained and constrained PPML estimators are consistent if the imposed system of multilateral resistances actually holds in the data, in empirical applications important differences between the two estimators do emerge.

First, there is a loss of fit when imposing constraints increasing the in-sample root mean square prediction error from 0.75 to 1.28. Data may not fully support the restrictions imposed by the system of multilateral resistances in the sense that the violations of these adding-up constraints are purely random. If these constraints are violated with the data at hand the estimation results of constrained PPML will be inconsistent, while its unconstrained counterpart is still consistent.

Since there are missing trade flows, the violation of the constraints cannot be checked directly. However, Table 2 indicates that for exporter countries and importer

| Table 2 Descriptive statistics I |
|-------------------------------|
| Variable                     | Mean | Std  | Min  | Max  |
| Share of non-missing trade flows | 0.92 | 0.26 | 0.00 | 1.00 |
| Trade flows*100            | 0.02 | 0.43 | 0.00 | 23.77 |
| Domestic trade flows*100     | 1.10 | 3.27 | 0.00 | 23.77 |
| International trade flows*100 | 0.01 | 0.04 | 0.00 | 1.32 |
| Gross production share*100    | 1.55 | 3.96 | 0.00 | 29.65 |
| Expenditure share*100        | 1.55 | 3.96 | 0.00 | 29.87 |
| $100 \times (\sum_i \text{trade}_{ijt}/\text{gross production}_{it} - 1)^a$ | -1.74 | 6.01 | -28.32 | 20.60 |
| $100 \times (\sum_i \text{trade}_{ijt}/\text{expenditures}_{jt} - 1)^b$ | -0.83 | 6.08 | -18.12 | 29.55 |
| Border, 1 if $i \neq j$       | 0.98 | 0.12 | 0.00 | 1.00 |
| No-Contiguity                 | 0.95 | 0.22 | 0.00 | 1.00 |
| Ln(dist)                      | 8.41 | 1.02 | 2.94 | 9.88 |
| $EIA$                         | 0.32 | 0.47 | 0.00 | 1.00 |
| $EIA_{-5}$                    | 0.26 | 0.44 | 0.00 | 1.00 |
| $EIA_{-10}$                   | 0.20 | 0.40 | 0.00 | 1.00 |

The panel includes 65 countries observed over 7 three-year periods from 1994 to 2012. 133 observations have been skipped because for these country pairs all trade flows are missing and country-pair fixed effects could not be estimated. Hence, 29,442 observations are available. Trade flows, gross production and expenditures are measured as share of world expenditures.

*a*160 non-missing observations out of 455

*b*205 non-missing observations out of 455
Trade creation and trade diversion of economic integration…

Countries with non-missing trade flows the violation of the adding-up constraints is moderate. For those countries trade flows aggregated over importers for each year deviate from gross production by −1.74% on average. For trade flows aggregated over exporters-years the average deviation from expenditures amounts to −0.83%. In both cases the standard deviation is 6 percentage points. However, there are 544 out of 910 country-time specific trade flow-aggregates (i.e., equations of the system of multilateral resistances) with some trade flows missing, leading to differences between the constrained and unconstrained panel PPML parameter estimates, specifically the exporter-time and importer-time dummies, and thus of the predicted trade flows.

Second, the results of Weidner and Zylkin (2019) imply that the unconstrained PPML estimator of the structural trade cost parameters is possibly biased in finite samples, while the constrained PPML estimator remains unaffected if the imposed constraints are supported by the DGP. As shown in the last two columns of Table 4 the significant parameters estimated by unconstrained PPML are all smaller, on average by −14.92%. For the significant EIA parameters, the average difference amounts to −18.61%. Moreover, Table 4 indicates that under unconstrained PPML estimation the (out-of-sample) predictions do not add-up exactly to gross production and expenditures, respectively, and thus do not reproduce the baseline equilibrium. Aggregating the out-of-sample predictions over exporting countries for each period leads to values that are lower than gross production by 3.73% on average. Aggregating over importers, the corresponding figure amounts to −4.11%. While these differences are moderate, the standard deviation in the exporter-time and importer-time dimension amounts to 11.91 and 17.87 percentage points, respectively, indicating large deviations for some countries.

Third, the comparison of the estimated standard errors of the constrained and the unconstrained PPML estimators is not straightforward. The constrained PPML estimator does not weight the moments and is not necessarily more efficient than its
Table 4  Unconstrained and constrained PPML estimation results of the preferred specification

|                  | Unconstr. PPML |               | Constr. PPML |               | Unconstr. - constr. in % |       |       |
|------------------|----------------|---------------|--------------|---------------|--------------------------|-------|-------|
|                  | b       | Std      | b      | Std      |             | b      | Std      |
| Border           |         |          |        |          |              |        |          |
| 1997             | 0.21    | 0.08***  | 0.33   | 0.15***  | −36.47 − 47.08 |        |          |
| 2000             | 0.30    | 0.12**   | 0.36   | 0.17***  | −18.46 − 32.68 |        |          |
| 2003             | 0.66    | 0.15***  | 0.72   | 0.19***  | −8.04 − 21.69  |        |          |
| 2006             | 0.99    | 0.16***  | 1.06   | 0.20***  | −6.14 − 20.33  |        |          |
| 2009             | 1.08    | 0.17***  | 1.13   | 0.20***  | −5.03 − 15.96  |        |          |
| 2012             | 1.03    | 0.18***  | 1.08   | 0.24***  | −4.26 − 21.50  |        |          |
| Ln(dist)         |         |          |        |          |              |        |          |
| 1997             | 0.00    | 0.01     | −0.02  | 0.02     | −47.22       |        |          |
| 2000             | 0.00    | 0.02     | −0.01  | 0.03     | −20.77       |        |          |
| 2003             | −0.06   | 0.02***  | −0.07  | 0.03**   | −15.15 − 20.92|        |          |
| 2006             | −0.09   | 0.02***  | −0.10  | 0.03***  | −10.78 − 20.32|        |          |
| 2009             | −0.10   | 0.03***  | −0.11  | 0.03***  | −8.85 − 16.70 |        |          |
| 2012             | −0.04   | 0.03     | −0.05  | 0.03     | −19.30       |        |          |
| No-contiguity ×  |         |          |        |          |              |        |          |
| Border           | −0.02   | 0.05     | 0.02   | 0.05     | −12.18       |        |          |
| 1997             | 0.06    | 0.05     | 0.10   | 0.06*    | −18.67       |        |          |
| 2000             | 0.15    | 0.06***  | 0.19   | 0.07***  | −20.62 − 13.52|        |          |
| 2003             | 0.22    | 0.06***  | 0.26   | 0.07***  | −16.54 − 18.62|        |          |
| 2006             | 0.17    | 0.06***  | 0.22   | 0.07***  | −21.30 − 14.92|        |          |
| 2009             | 0.03    | 0.09     | 0.06   | 0.10     | −5.53        |        |          |
| 2012             | 0.06    | 0.05     | 0.04   | 0.05     | −6.55        |        |          |
| EIA t            | 0.20    | 0.05***  | 0.24   | 0.06***  | −17.02 − 17.20|        |          |
| t-5              | 0.08    | 0.04***  | 0.10   | 0.05***  | −20.19 − 5.75 |        |          |
| t-10             |         |          |        |          |              |        |          |
| Total            | 0.33    | 0.07*    | 0.37   | 0.08***  |             |        |          |
| Rmse*100         | 0.75    | 1.28     |        |          |              |        |          |

There are 2219 missing values out of 29,442 observations. 133 observation had been skipped because country-pair data are missing for all periods. Standard errors are clustered by country-pairs. “Rmse” refers to the in-sample root mean prediction error, while “Pred.- restr. in %” denotes the difference between the sum of predicted trade flows (including out-of-sample predictions) over exporters (importers) and gross production (expenditures), respectively.

*Significant at 10%
**Significant at 5%
***Significant at 1%
unconstrained counterpart. So the true standard errors of the estimated structural
trade cost parameters could be, but need not be, smaller. On the other hand, the
estimated standard error of the unconstrained PPML estimator tend be downward
biased due the estimation of the many exporter-time and import-time dummies as
shown in Pfaffermayr (2019) and Weidner and Zylkin (2019). The last column of
Table 4 indicates that under unconstrained PPML estimation the estimated standard
errors are smaller by an average margin of 19.8%, those of the estimated EIA param-
eters by 9.8%.

Section 4 of Technical "Appendix" reports several robustness checks for alterna-
tive specifications. First, it is possible to include additional country-specific control
variables that are interacted with borders.10 As emphasized by Heid et al. (2017) the
impact of unilateral trade policies is identified if domestic trade flows are observed.
Yet, it is only possible to include these variables either for exporters or importers,
but not for both. Following Cárrere et al. (2013) real GDP per capita may be seen as
a good indicator of the quality of transportation infrastructure. In addition, the index
on democracy provided by Polity IV has been included. Both variables enter as
interaction with the border dummy and are either included as exporter-time varying
variables or as importer-time variables. The explanatory power of the Polity IV indi-
cator is rather low. With respect to real GDP per capita the constrained PPML esti-
mation results turn out to be sensitive and the estimated coefficient differs substan-
tially from its unconstrained counterpart. However, the estimated EIA effect remains
robust. The second robustness exercise introduces 3 year lags for EIAs to reconcile
the phasing-in effects with the frequency of 3 year periods of the panel. Using lag 3,
6 and 9 instead 5 and 10 yields a direct impact of the EIAs on bilateral trade flows
of 0.37, similar in size as under the baseline specification. Lastly, skipping the con-
temporaneous EIA dummy to further guard against endogeneity concerns does not
change the estimated total effects of EIAs either.

4.3 Counterfactual predictions

The counterfactual predictions of the impact of EIAs on trade and welfare are based
on the estimation results of Table 4. Besides considering trade creation effects of
EIAs, the counterfactual analysis takes a closer look at possible trade diversion
effects and their structure. Specifically, it compares the trade diversion effects com-
ing from a reduction of internal trade with those originating from a reduction of
international trade of EIA members with countries outside the EIAs. If the former
dominate the latter, the trade diverting repercussions of EIAs are possibly less of a
concern for economic policy of outsider countries.

While analytical results on the structure of the trade diversion effects can-
not be established in general due to the non-linearity of the system of multilateral

10 The availability of data limit possible choices of additional country-specific control variables. Almost
all policy indicators introduced, e.g., in Egger and Nigai (2015) exhibit missing values and thus cannot
be used for the approach taken here. Solving the system of multilateral resistances requires that all trade
cost indicators are fully observed.
resistances, it is possible to investigate this issue in a small scale simulation exercise. The results of such a simulation exercise for an endowment economy a la Anderson and van Wincoop (2003) are reported in Table 5. The endowments of 20, 40 and 60 countries, respectively, are randomly drawn from a right skewed distribution ($\chi^2(1)$). International trade costs are generated as $t_{ij} = 1 + ((\max(t_{ij}) - \min(t_{ij}))/\max(t_{ij}))$, where $\tau_{ij}$ is assumed to be distributed as $\chi^2(15)$. The distribution of trade costs is left skewed and bounded in the interval [1,2]. Domestic trade costs are normalized to 1. The counterfactual experiment removes the barriers to trade between the second (labelled country 2) and third (labelled country 3) largest countries, whose bilateral trade costs are set to 1.8 throughout. In each simulation run the structural gravity model is solved to establish the general equilibrium effects of this trade cost reduction so that each country’s gross production and expenditures adjust endogenously.

The simulation exercise provides two sets of results. First, international trade diversion as measured by the average percentage change in bilateral international trade flows of countries 2 and 3 with the rest of the world (in %) turns out substantially smaller than the corresponding change in domestic trade flows, termed domestic trade diversion.

The estimated marginal effects of an econometric response surface a model with a rich set of interaction effects reported in Sect. 5 of the Technical "Appendix" indicate that for the larger country 2 the difference between domestic and foreign trade diversion effects increases in relative country size (measured as ratio of the endowments of country 2 over country 3). For the smaller country the opposite holds true. Moreover, for both countries in absolute terms this difference rises in the elasticity of substitution, $\sigma$, and decreases in the number of countries considered. On average international trade diversion is approximately half of the domestic trade diversion. Hence, an important part of the trade diversion effects originates from a reduction in domestic sales, while on average the diversion of international trade flows tends to be smaller. Exactly the latter is what is feared by policy makers when their trading partners, and especially neighbours, sign EIAs with other countries.

Second, part two of Table 5 reports the results for trade flow changes measured in percent of world expenditures. In the present setting, with 40 countries and $\sigma = 6$, the initial volume of trade between countries 2 and 3 makes 4.0% of world expenditures. Their combined domestic trade amounts to 3.7%. Upon signing an EIA the trade creation is measured as 2.3 percentage points of world expenditures. The trade diverting effect is of the same magnitude. International trade diversion decreases trade of countries 2 and 3 with all third countries by 1.8 percentage points, while their combined domestic trade is reduced by 1.1 percentage points. Also in absolute terms a substantial part of trade diversion falls on domestic trade, although its relative magnitude decreases with the number of countries included. Overall, the relative size of domestic and foreign trade distortion effects remains an empirical question, however.

Based on the econometric estimates of Table 4, the trade diverting effects of EIAs referring to domestic trade are analysed for two groups of countries, one with the number of EIAs below the median and one above the median. International trade diversion comprises trade flows that are not covered by EIAs, but one of the trading partners holds at least one EIA with another trading partner. Lastly, welfare effects
are measured according to Arkolakis et al. (2012) as \( \left( \frac{s_{iit}^c}{s_{iit}} \right)^{\frac{1}{1-\sigma}} \) and are averaged over country groups. These estimates assume an elasticity of substitution of 6.982, the preferred estimate in Bergstrand et al. (2013). Throughout, the counterfactual predictions refer to the full general equilibrium with production and expenditures adjust endogenously as a response to changes of the outward resistance term (see the Technical "Appendix" in Oberhofer and Pfaffermayr 2020 for details).

The results of the predictions of three comparative static experiments for the year 2012 are reported in Tables 6 and 7. Figure 1 illustrates their time path. The first counterfactual scenario looks at the impact if EIAs put in force between between 1994 and 2012, setting the EIA-dummy and all its lags to zero for all country pairs. Hence, the difference between the predicted actual trade flows and the counterfactual ones identifies the impact of these new EIAs. The trade creation effects, averaged over all EIA-members, are estimated as 21.3 [12.2, 30.3] percent. There is pronounced trade creation as one would expect and as is found in the literature. As a consequence, countries with many EIAs in force witnessed a welfare increase of 2.8 [1.3, 4.3] percent, while countries with participating in a small number EIAs gained 1.0 [0.3, 1.6] percent.

However, there are substantial trade diversion effects as well. The EIAs have reduced domestic trade by −15.1 [−22.4, −7.9] percent for those countries with many EIAs in force and by −5.5 [−8.9, −2.0] percent for countries holding just a few. International trade diversion is predicted as −8.5 [−13.1, −3.9] percent in 2012. Similar to the simulations above, a substantial part of the trade diversion effects comes from a reduction of domestic sales, dominating international trade diversion. The average difference between domestic and international trade diversion is

\[ \sigma = 6 \] is assumed. Country 2 is always larger than country 3.

### Table 5 Simulation results: domestic versus foreign trade diversion in a numerical endowment model

|                | C = 20  | C = 40  | C = 60  |
|----------------|---------|---------|---------|
| **Average change in percent** |         |         |         |
| Domestic trade country 2 | −32.97  | −28.61  | −26.32  |
| Domestic trade country 3 | −36.69  | −32.09  | −29.41  |
| Domestic - international trade country 2 | −15.27  | −13.42  | −12.42  |
| Domestic - international trade country 3 | −16.67  | −14.80  | −13.68  |
| **In percent of world trade** |         |         |         |
| Initial trade between countries 2 and 3 | 8.13    | 4.04    | 2.78    |
| Initial domestic trade, countries 2 and 3 | 7.31    | 3.65    | 2.51    |
| Trade creation | 4.35    | 2.32    | 1.66    |
| Domestic trade diversion | −2.54   | −1.11   | −0.70   |
| International trade diversion | −2.52   | −1.80   | −1.45   |
| Domestic vs. international trade diversion | 1.00    | 0.61    | 0.48    |

\( \sigma = 6 \) is assumed. Country 2 is always larger than country 3.

11 Numbers in square brackets refer to the estimated 95%-confidence intervals using standard errors clustered by country pairs and based on the delta method.
estimated as $-1.7 [-2.4, -1.0]$ percentage points and it is significantly different from zero.\textsuperscript{12}

While trade creation effects of EIAs are comparable to the literature, the estimated size of the trade diversion effects is higher than that in other contributions, e.g. Bergstrand et al. (2015). As shown in Fig. 1, both the estimated trade creation and trade diversion effects of EIAs moderately increased in absolute value over time, reflecting the growing number of EIAs on the one hand, and phasing-in effects on the other hand.

In addition, Table 6 reports 95%-confidence intervals based on 2000 parametric bootstraps. For both the constrained and the unconstrained PPML estimations the bootstrap standard errors are higher than the delta method-standard errors in case of trade creation and lower in case of trade diversion. This finding is in line with the Monte Carlo simulations. The approximation of the standard errors by the delta method is especially weak if they are high (relative to the point estimate), here in case of domestic trade diversion of countries with few EIAs in place.

For comparison Table 6 displays the estimated counterfactual effects using the unconstrained PPML parameter estimates. Note the baseline scenario is solved in an extra step and does not use the out-of-sample predictions of the constrained PPML estimates. As the estimated parameters turn out lower in absolute value (see Table 4), so do the counterfactual predictions. The largest difference is found for average trade creation effect, which is estimated as $17.6 [9.7, 25.5]$ percent as compared to $21.5 [12.2, 30.3]$ percent implied by the constrained PPML estimator. The estimated standard errors based on the unconstrained PPML estimates and the delta method turn out lower than that of the constrained PPML estimates on average ($-9.4\%$). Bootstrapping mitigates this effect ($-6.1\%$). An exception form the estimated trade diversion effects with the delta method-standard error being lower by $12.5\%$ and the bootstrap standard errors by $13.0\%$.

Putting the estimated EIA-effects into perspective, the second set of experiments assesses the impact of multilateral versus preferential trade liberalization efforts. This scenario sets the EIA-dummy and all its lags counterfactually 1 for all country pairs. So it calculates the effects on trade and welfare that would have been observed if all countries had participated in an EIA and trade barriers had been reduced multilaterally by 37%.

In this scenario trade flows that are not covered by an EIA in 2012 would increase by $23.8 [16.6, 31.0]$ percent, while trade flows covered by EIAs would only marginally decrease by $-2.0 [-5.6, 1.4]$ percent on average, which is insignificant. The involved welfare effects point to an average increase of $1.9 [0.7, 3.1]$ percent for countries with few EIAs and to one of $0.8 [0.1, 1.5]$ percent for those countries with many EIAs in force. Hence, it seems that the currently observed spaghetti bowl

\textsuperscript{12} Results for the conditional equilibrium are reported in Table 4 in the Technical "Appendix, Sect. 6". Trade creation amounts to 20.3\%. Domestic trade diversion is estimated as $-5.3$ (few EIAs) and $-16.1$ (many EIAs) percent, respectively, while international trade diversion is $-8.8\%$. As compared to the full general equilibrium these effects are smaller with exception of domestic trade diversion in countries with just few EIAs in force, which exhibit a somewhat larger conditional equilibrium effect.
Trade creation and trade diversion effects of EIAs, counterfactual predictions for 2012

| Scenario 1: Base-no new EIAs | Est. effect | Std | CI-Delta method | Std | CI-Bootstrap |
|-----------------------------|-------------|-----|----------------|-----|--------------|
|                             |             |     | Lower | Upper |             | Lower | Upper |
| Constrained PPML            |             |     |        |       |             |        |       |
| Trade creation              | 21.25       | 4.60| 12.23 | 30.28 | 5.05        | 11.21 | 30.99 |
| Trade diversion             |             |     |        |       |             |        |       |
| Domestic, few EIAs          | − 5.46      | 1.75| − 8.89| − 2.03| 1.41        | − 8.16| − 2.63|
| Domestic, many EIAs         | − 15.12     | 3.71| − 22.40| − 7.85| 3.38        | − 21.67| − 8.42|
| International               | − 8.50      | 2.36| − 13.12| − 3.88| 2.01        | − 12.38| − 4.49|
| Domestic versus International| − 1.72      | 0.35| − 2.41| − 1.03 | −        | −     | −     |
| Unconstrained PPML          |             |     |        |       |             |        |       |
| Trade creation              | 17.56       | 4.03| 9.66  | 25.45 | 4.31        | 9.01  | 25.92 |
| Trade diversion             |             |     |        |       |             |        |       |
| Domestic, few EIAs          | − 5.07      | 1.67| − 8.36| − 1.79| 1.38        | − 7.73| − 2.34|
| Domestic, many EIAs         | − 14.68     | 3.25| − 21.05| − 8.30| 3.20        | − 20.90| − 8.36|
| International               | − 7.98      | 2.15| − 12.19| − 3.76| 1.93        | − 11.72| − 4.14|
| Scenario 2: All EIAs-base  |             |     |        |       |             |        |       |
| Trade creation              | − 2.07      | 1.78| − 5.56| 1.43  | 0.87        | − 3.71| − 0.30 |
| Trade diversion             |             |     |        |       |             |        |       |
| Domestic, few EIAs          | − 12.56     | 4.36| − 21.10| − 4.01| 3.24        | − 18.76| − 6.05|
| Domestic, many EIAs         | − 5.17      | 2.28| − 9.65| − 0.69| 1.21        | − 7.52| − 2.77|
| International               | 23.79       | 3.69| 16.57 | 31.02 | 4.48        | 15.08 | 32.65 |
| Scenario 3: Base-no obs. trade cost reduction | | | | | | | |
| Trade creation              | 93.63       | 8.39| 77.19 | 110.07| 9.18        | 75.19 | 111.18|
| Trade diversion             |             |     |        |       |             |        |       |
| Domestic, few EIAs          | − 23.70     | 1.87| − 27.37| − 20.03| 1.51        | − 26.58| − 20.67|
| Domestic, many EIAs         | − 37.22     | 3.07| − 43.23| − 31.21| 2.84        | − 42.67| − 31.52|
| International               | 43.35       | 6.13| 31.33 | 55.38 | 6.19        | 31.31 | 55.59 |

In Scenarios 2 and 3 the standard errors and the 95%-confidence intervals are based on the constrained PPML estimator. Standard errors are clustered by country pairs. Bootstrapped standard errors refer to the parametric bootstrap with 2000 replications and are bias corrected and calculated as $\hat{z} \pm 1.96 \tilde{\sigma}_{z_B}$, where $\hat{z}$ stands for figure to be estimated and index $B$ refers to bootstrapped values of the mean and standard deviation of $z$.

induced by EIAs does not exhaust the possible welfare gains of a multilateral trade liberalization. In this scenario the estimated delta method based standard errors are much weaker approximations as the estimated effects are not as precisely estimated as the counterfactual effects in the other scenarios.

The third counterfactual scenario additionally sets all border related variables to zero so that trade flows are counterfactually restricted to their 1994-level with all trade barriers absorbed by the country-pair fixed effects. This experiment allows to compare the impact of the EIAs formed between 1994 and 2012 to the increase in trade resulting from the secular globalization trends. Compared to
the 1994-benchmark the group of EIA-member countries enhanced bilateral trade by 93.6 [77.2, 110.1] percent between 1994 and 2012, i.e., by more than twice as new EIAs did. In comparison, trade flows not covered by an EIA increased by 43.4 [31.3, 55.4] percent. Hence, trade diverting effects of EIAs are still visible and substantial even if the reduction of border effects are taken into account. Overall, secular globalization trends seem to be much stronger and more dynamic in expanding international trade as compared to the efforts of economic policy. Countries with many EIAs in force experienced a much higher decrease in domestic trade as a response to the establishment of EIAs (−37.2 [−43.2, −31.2] percent) as compared to those with a few in force (−23.7 [−27.4, −20.0] percent). As a result these countries had been able to reap higher welfare gains (8.5 [6.6, 10.3] vs. (4.9 [4.0, 5.8] percent).

Figure 1 displays the results of Scenarios 1–3 graphically for the period 1997–2012.13 Interestingly, the figure shows that trade creation and diversion effects changed only very moderately over time. In contrast, the reduction of border effects in course of the secular globalization trend show a much more pronounced increase in bilateral trade flows over this period. The graph also illustrates that domestic trade diversion effects tend to be larger than that of international trade diversion in all periods.

In Scenarios 2 and 3 the standard errors and the 95%-confidence intervals are based on the constrained PPML estimator. Standard errors are clustered by country pairs. Bootstrapped standard errors refer to the parametric bootstrap with 2000 replications and are bias corrected and calculated as $2\hat{z} \pm 1.96\hat{\sigma}_z$, where $\hat{z}$ stands for figure to be estimated and index B refers to bootstrapped values of the mean and standard deviation of $z$.
Panel A: The impact of trade barriers on domestic trade

| Domestic trade, few EIAs | Domestic trade, many EIAs |
|--------------------------|---------------------------|

Year: 1997, 2000, 2003, 2006, 2009, 2012

Panel B: The impact of trade barriers on foreign trade

| Trade creation | Trade diversion |
|----------------|-----------------|

Year: 1997, 2000, 2003, 2006, 2009, 2012

Panel C: Welfare effects

| Few EIAs | Many EIAs |
|----------|-----------|

Year: 1997, 2000, 2003, 2006, 2009, 2012

Fig. 1 Counterfactual predictions of Scenarios 1–3
While the trade creating and trade diverting effects of EIAs as well as their welfare effects are significant in almost all cases, there is substantial uncertainty induced by parameter estimation. Despite rather precisely estimated direct EIA effects, the counterfactual predictions, especially the estimated welfare effects of EIAs, exhibit quite large confidence intervals. This issue seems to be overlooked in many applications that evaluate the impact of EIAs. A detailed comparison of the delta method and a parametric bootstrapping procedure for calculating the standard error of counterfactual changes indicates that the computational efficiency of the delta method comes at the cost of approximation errors, especially if parameters are not estimated with high precision.

5 Conclusions

PPML estimation of gravity models of international trade potentially involves a huge set of dummies in a high dimensional panel. Even if one wipes out country-pair fixed effects and uses zig–zag algorithms to handle country-pair, exporter-time and importer-time fixed effects to obtain consistently estimated structural trade cost parameters, econometric issues remain. Proper inference for parameter estimates and counterfactual predictions needs unbiased parameter estimates but also robust and unbiased estimates of the standard errors.

The present contribution uses a constrained panel PPML estimator, which exploits the restrictions imposed by the system of multilateral resistances for both estimation and counterfactual predictions. In this setting all dummies, including the country-pair fixed effects, are functionally determined by the structural trade cost parameters and the countries’ gross production and expenditures. This estimation procedure avoids the bias of the structural trade cost parameter estimates induced by the estimation of the large number of dummies and the estimated robust standard errors reveal only small bias. In the Monte Carlo simulations the delta method delivers reliable standard errors of the predicted counterfactual changes as well as the welfare effects. It thus may serve as an alternative to computationally intensive bootstrapping procedures. The results of the empirical analysis are less favourable in this respect, however.

Applying the constrained panel PPML estimator to a panel of bilateral trade relationships of 65 countries over the period 1994–2012 illustrates the usefulness of this estimation procedure. Estimates indicate a secular trend in globalization that induced a pronounced deterioration of border effects. At the same time many EIAs came into force that led to pronounced trade creation effects. The cost is international trade diversion elsewhere. The estimated trade diversion effects induced by the adjustment of multilateral resistances turn out significant and substantial. However, most of the trade diversion effects are coming from a reduction in domestic sales, while
the diversion of international trade is small. Actually, this issue is of concern of policy makers when their trading partners sign EIAs with other countries.

However, the spaghetti bowl of EIA relationships by far does not exhaust the potential welfare gains of multilateral trade liberalization. A multilateral trade liberalization effort would remove the trade diverting effects of EIAs and induce sizeable positive welfare effects, especially for those countries with just a few EIAs in force. At the same time, international trade flows between country pairs that actually have EIAs in force would only marginally be reduced. However, the confidence intervals of the estimated counterfactual changes are quite large, an issue that seems to be overlooked in the literature.
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**Appendix to trade creation and trade diversion of economic integration agreements revisited: a constrained panel pseudo-maximum likelihood approach**

**Constrained PPML-estimation in three-way panels**

The following notation is used. Let \( C \) denote the number of countries which are observed over \( T \) periods. Trade flows are stacked in the \( C^2T \times 1 \) vector \( s \) and the \( K \) explanatory variables with variation over country pairs and time in \( Z \) with corresponding structural slope parameters \( \alpha, \mu_{ij} \) are the country-pair fixed effects. \( \beta_{it}(\alpha, \mu) \) and \( \gamma_{it}(\alpha, \mu) \) denote the normalized multilateral resistance terms. Lastly, \( \eta_{ijt} \) stands for independent, possibly heteroskedastic disturbances with \( E[\eta_{ijt}|Z, V] = 1 \), where \( V \) is a diagonal matrix with typical element \( v_{ij} \), which takes the value 1 if the trade flow for \( ijt \) is observed and zero else. Missingness has to occur at random to obtain consistent estimators.

The structural gravity model is defined in Eqs. (1)–(3) in text and reads
\[ s_{ijt} = e^{\varepsilon_{ijt} + \beta_j (\alpha, \mu) + \gamma_j (\alpha, \mu) + \mu_i \eta_{ijt}}. \]

\[ \kappa_{it} = \sum_{j=1}^{C} e^{\varepsilon_{ijt} + \beta_j (\alpha, \mu) + \gamma_j (\alpha, \mu) + \mu_j}, \quad i = 1, \ldots, C - 1 \]

\[ \theta_{jt} = \sum_{i=1}^{C} e^{\varepsilon_{ijt} + \beta_j (\alpha, \mu) + \gamma_j (\alpha, \mu) + \mu_i}, \quad j = 1, \ldots, C \]

In matrix form with additive disturbances \( \varepsilon \) one thus obtains

\[ s = m(\theta) + \varepsilon \]

\[ \theta = D'M(\theta), \]

where \( \theta = [\alpha', \beta', \gamma', \mu'] \) is the full parameter vector, \( m(\theta) \) has typical element \( e^{\varepsilon_{ijt} + \beta_j (\alpha, \mu) + \gamma_j (\alpha, \mu) + \mu_i} \) and the typical element of \( \varepsilon \) is \( m_{ijt}(\theta)(\eta_{ijt} - 1) \).

The \( C^2T \times (C - 1)^2 \) design matrix \( D_{\mu} \) refers to country-pair dummies and \( D_{\phi} \) denotes the \( C^2T \times (2C - 1)^T \) design matrix for the exporter-time and importer-time dummies. Further, \( D = [D_{\phi}, VD_{\mu}], W = [Z, D], W_{\phi} = [Z, D_{\phi}] \). Lastly, we define the \( (2C - 1)^T \times 1 \) vector \( \theta_{\phi} = (\kappa_{11}, \ldots, \kappa_{C-1,T}, \theta_1, \ldots, \theta_{CT})' \) of gross production shares \( \kappa_{ijt} \) and expenditure shares \( \theta_{jt} \). The country-pair specific trade flow averages are collected in \( \theta_{\mu} \), a \( (C - 1)^2 \times 1 \) vector with typical element \( \theta_{\mu i} = \frac{1}{T} \sum_{t=1}^{T} s_{ijt} \), so that \( \theta = [\theta_{\mu i}', \theta_{\phi}'] \).

**The conditional likelihood and the score**

Following Palmgren (1981) and Hausman et al. (1984) one can condition on \( \theta_{\mu} = D_{\mu}'Vs, \) i.e., imposing \( D_{\mu}'Vm(\theta) - \theta_{\mu} = 0, \theta_{\mu} \) being given (see Wooldridge 1999, p. 83). Since for Poisson models the conditional likelihood equals the concentrated likelihood it is useful to concentrate out the \( \mu_{ij} \)s to illustrate its relation to the constrained estimator, which is based on the unconditional likelihood. For this we define \( m_{ijt,\phi}(\phi) = e^{V_{ijt,\phi}} \) with \( \phi = [\alpha', \beta', \gamma'] \) and \( \theta' = [\theta_{\mu}', \theta_{\phi}'] \). \( \mu(\phi) \) is implicitly defined by the first order condition

\[ D_{\mu}'Vm(\phi, \mu(\phi)) - \theta_{\mu} = 0 \quad \text{or} \quad e^{\mu_{ij}(\phi)} = \frac{\theta_{\mu,ij}}{\sum_{i} V_{ij}m_{ij,\phi}(\phi)}. \]  

(11)

Plugging in \( e^{\mu_{ij}(\phi)} \) yields the constrained conditional or concentrated likelihood (with superscript \( C \)):

\[ \ln L^C(\phi, s, V, \theta) \]

\[ = \sum_{i} \sum_{j} \sum_{t} (v_{ijt} s_{ijt} \ln (m_{ij,\phi}(\phi)e^{\mu_{ij}(\phi)}) - m_{ij,\phi}(\phi)e^{\mu_{ij}(\phi)}) - \lambda_{\phi}(D_{\phi}'m(\phi) - \theta_{\phi}), \]

where \( \lambda_{\phi} \) denotes the vector of Lagrange multipliers referring to the restrictions imposed by the system of multilateral resistances. Observe that \( \theta = [\phi', \mu(\phi)'] \).

Applying the implicit function theorem to (1) yields
\[ \frac{\partial \mu(\phi)}{\partial \phi'} = - \left( D'_\mu VM(\theta)D_\mu \right)^{-1} D'_\mu VM(\theta) W_{\phi'}, \]

assuming that \( D'_\mu VM(\theta)D_\mu \) is invertible. The score of the constrained conditional likelihood solved at \( \hat{\phi} \) can then be written as

\[
\frac{\partial \ln L^C(\phi|s,Y,\theta)}{\partial \phi} = \sum_t \sum_j \sum_i v_{ijt} (s_{ijt} - m_{ijt}(\phi, \mu_{ij}(\phi))) \left( w_{\phi,ijt} + \frac{\partial \mu_{ij}(\phi)}{\partial \phi'} \right) \\
+ \left( W_{\phi} + D'_\mu \frac{\partial \mu(\phi)}{\partial \phi'} \right)' M(\theta) D_{\phi} \lambda_{\phi} \\
= W_{\phi}' \left( I_{TC} - M(\theta) VD_\mu \left( D'_\mu VM(\theta)D_\mu \right)^{-1} D'_\mu \right) \\
\sum_t Q(\theta) \\
\ast \left( V(s - m(\theta)) + M(\theta) D_{\phi} \lambda_{\phi} \right).
\]

\( Q(\theta) \) is a projection matrix that removes country pair effects. Since \( Vm(\theta) = M(\theta) VD_\mu l_{C^{-1}} \) it follows that

\[
W_{\phi}' Q(\theta) Vm(\theta) = W_{\phi}' \left( I_{TC} - M(\theta) VD_\mu \left( D'_\mu VM(\theta)D_\mu \right)^{-1} D'_\mu \right) M(\theta) VD_\mu l_{C^{-1}} = 0.
\]

The score of the constrained conditional likelihood solved at \( \hat{\theta} = [\hat{\phi}', \mu(\hat{\phi})]' \) can thus be written as

\[
\frac{\partial \ln L^C(\phi|s,Y,\theta)}{\partial \phi} = W_{\phi}' Q(\hat{\theta}) VS + W_{\phi}' Q(\hat{\theta}) M(\hat{\theta}) D_{\phi} \lambda_{\phi} = 0 \\
\frac{\partial \ln L^C(\phi|s,Y,\theta)}{\partial \lambda_{\phi}} = D_{\phi} m(\theta) - \theta_{\mu}.
\]

The score of the Lagrangian of the constrained unconditional likelihood given as

\[
\frac{\partial \ln L(\theta|s,Y,\theta)}{\partial \phi} = W_{\phi}' V(s - m(\theta)) + W_{\phi}' M(\theta) VD_\mu \lambda_{\mu} + W_{\phi}' M(\theta) D_{\phi} \lambda_{\phi} \\
\frac{\partial \ln L(\theta|s,Y,\theta)}{\partial \mu} = D'_\mu V(s - m(\theta)) + D'_\mu M(\theta) VD_\mu \lambda_{\mu} + D'_\mu M(\theta) D_{\phi} \lambda_{\phi} \\
\frac{\partial \ln L(\theta|s,Y,\theta)}{\partial \lambda_{\mu}} = \theta_{\mu} - D'_\mu Vm(\theta) \\
\frac{\partial \ln L(\theta|s,Y,\theta)}{\partial \lambda_{\phi}} = \theta_{\phi} - D'_\phi m(\theta)
\]

\[
\frac{\partial \ln L(\theta|s,Y,\theta)}{\partial \mu} \bigg|_{\theta=\hat{\theta}} = 0
\]
\[ \hat{\lambda}_\mu = - \left( D'_\mu M(\hat{\theta}) V D_\mu \right)^{-1} D'_\mu M(\hat{\theta}) D_\phi \hat{\lambda}_\phi - \left( D'_\mu M(\hat{\theta}) V D_\mu \right)^{-1} D'_\mu V(s - m(\hat{\theta})) \]

\[ = - \left( D'_\mu M(\hat{\theta}) V D_\mu \right)^{-1} D'_\mu M(\hat{\theta}) D_\phi \hat{\lambda}_\phi. \]

Inserting \( \hat{\lambda}_\mu \) in the score and setting the remaining score equations equal to zero leads to

\[ 0 = W'_\phi V(s - m(\hat{\theta})) + W'_\phi \left( I_{TC^2} - M(\hat{\theta}) V D_\mu \left( D'_\mu V M(\hat{\theta}) D_\mu \right)^{-1} D'_\mu \right) M(\hat{\theta}) D_\phi \hat{\lambda}_\phi \]

\[ = W'_\phi V(s - m(\hat{\theta})) + W'_\phi Q_\mu(\hat{\theta}) M(\hat{\theta}) D_\phi \hat{\lambda}_\phi, \]

while the score for the \( \mu \) becomes redundant whenever \( D'_\mu V(s - m(\hat{\theta})) = 0 \). Next observe that

\[ m(\hat{\theta}) = M_\phi(\hat{\theta}) D_\mu \left( D'_\mu V M(\hat{\theta}) D_\mu \right)^{-1} D'_\mu V S \]

\[ = M(\hat{\theta}) D_\mu (D'_\mu V M(\hat{\theta}) D_\mu)^{-1} D'_\mu V S, \]

where \( \hat{\theta} \) has typical element \( \exp(\hat{\theta}_{ij}) \) and \( M_\phi(\hat{\theta}) \) is a diagonal matrix with typical element \( e^{m_{ij} \phi}. \) Note \( (D'_\mu V M(\hat{\theta}) D_\mu)^{-1} \) is a diagonal matrix with typical diagonal element \( \frac{1}{\Sigma_i v_{ij} m_{ij}(\phi)} \) and zero off-diagonal elements. Hence, it follows that

\[ W'_\phi V(s - m(\hat{\theta})) = W'_\phi V(I_{TC^2} - M(\hat{\theta}) D_\mu (D'_\mu V M(\hat{\theta}) D_\mu)^{-1} D'_\mu V)S = W'_\phi Q_\mu(\hat{\theta}) Vs. \]

The score equations of constrained unconditional likelihood can be written as

\[ 0 = W'_\phi Q_\mu(\hat{\theta}) Vs - W'_\phi Q_\mu(\hat{\theta}) M(\hat{\theta}) D_\phi \hat{\lambda}_\phi \]

\[ 0 = \theta_\phi - D'_\mu m(\hat{\theta}), \]

which is equivalent to the score of the constrained conditional Poisson likelihood.

**Iterative estimation of the constrained panel PPML model**

Remember \( \hat{M} = \text{diag}(m_{ij}(\hat{\theta})) \), \( \hat{\kappa} = \exp(\hat{\mu}_{ij}) \), \( \hat{M}_\pi = \text{diag}(\hat{\kappa}_{i1}, \ldots, \hat{\kappa}_{C-1,C-1}), m_{\phi,ij}(\hat{\theta}) = e^{x_i' \hat{\beta}_i + r_{ij}(\hat{\mu}, \hat{\theta})} \) and \( \hat{\kappa} = (D'_\mu V M(\hat{\theta}) D_\mu)^{-1} \theta_\mu. \) Following Falocci et al. (2009) and Pfaffermayr (2020) iteration step \( r + 1 \) uses the linearization of the score around \( \hat{\theta}_r. \) The involved remainder terms are denoted by \( a_r, b_r \) and \( c_r, \) respectively. Further, the following matrices are used to abbreviate notation. For simplicity their arguments are skipped.
\[ \widehat{Q}_{\mu,r} = I - \hat{M}_r V D_\mu \left( D'_\mu V \hat{M}_r D_\mu \right)^{-1} D'_\mu \]
\[ \widehat{G}_r = W'_\phi \widehat{Q}_{\mu,r} V \hat{M}_r W_\phi \]
\[ \widehat{F}'_r = W'_\phi \widehat{Q}_{\mu,r} \hat{M}_r D_\phi. \]

(i) Expanding the restriction referring to \( \hat{\mu} \):

\[
\begin{aligned}
D'_\mu V m(\widehat{\theta}_{r+1}) - \theta_\mu &= D'_\mu V m(\theta_r) - \theta_\mu + D'_\mu V \hat{M}_r W_\phi \left( \hat{\phi}_{r+1} - \hat{\phi}_r \right) \\
&+ D'_\mu V \hat{M}_r D_\mu \left( \widehat{\mu}_{r+1} - \widehat{\mu}_r \right) + a_r \\
\left( \widehat{\mu}_{r+1} - \widehat{\mu}_r \right) &= \left(D'_\mu V \hat{M}_r D_\mu \right)^{-1} \left(D'_\mu V \hat{M}_r W_\phi \left( \hat{\phi}_{r+1} - \hat{\phi}_r \right) + a_r \right).
\end{aligned}
\]

(ii) Expanding the score referring to \( \hat{\phi}_r \): Using the expansion of \( W'_\phi V(s - m(\widehat{\theta}_r)) \) at the parameter values of iteration \( r \) at given \( \hat{F}'_r \hat{\lambda}_{\phi,r} \) it follows that

\[
W'_\phi V(s - m(\widehat{\theta}_{r+1}))
\]

\[
= W'_\phi V(s - \hat{\mu}_r) - W'_\phi V \hat{M}_r W_\phi \left( \hat{\phi}_{r+1} - \hat{\phi}_r \right) \\
- W'_\phi V \hat{M}_r D_\mu \left( \widehat{\mu}_{r+1} - \widehat{\mu}_r \right) + \hat{F}'_r \hat{\lambda}_{\phi,r} + b_r \\
= W'_\phi V(s - \hat{\mu}_r) - W'_\phi V \hat{M}_r W_\phi \left( \hat{\phi}_{r+1} - \hat{\phi}_r \right) \\
- W'_\phi V \hat{M}_r D_\mu \left(D'_\mu V \hat{M}_r D_\mu \right)^{-1} \left(D'_\mu V \hat{M}_r W_\phi \left( \hat{\phi}_{r+1} - \hat{\phi}_r \right) + a_r \right) + \hat{F}'_r \hat{\lambda}_{\phi,r} + b_r \\
= W'_\phi V(s - \hat{\mu}_r) - W'_\phi \left[I_{T \times \phi} - \hat{M}_r V D_\mu \left(D'_\mu V \hat{M}_r D_\mu \right)^{-1} D'_\mu V \hat{M}_r W_\phi \left( \hat{\phi}_{r+1} - \hat{\phi}_r \right) \right] \widehat{\Theta}_{\mu,r} \\
+ \hat{F}'_r \hat{\lambda}_{\phi,r} - W'_\phi V \hat{M}_r D_\mu \left(D'_\mu V \hat{M}_r D_\mu \right)^{-1} a_r + b_r \\
\]

or

\[
\hat{\phi}_{r+1} - \hat{\phi}_r = \widehat{G}_r^{-1} \left(W'_\phi V(s - \hat{\mu}_r) + \hat{F}'_r \hat{\lambda}_{\phi,r} + \widehat{b}_r \right).
\]

(iii) Expanding the restrictions implied by the system of trade resistances:
\[ D'_\phi \hat{m}_{r+1} - \theta_\phi = D'_\phi \hat{m}_r - \theta_\phi + D'_\phi \hat{M}_r W_\phi \left( \hat{\phi}_{r+1} - \hat{\phi}_r \right) + D'_\phi \hat{M}_r D_\mu (\hat{m}_{r+1} - \hat{m}_r) + c_r \]

\[ \theta_\phi - D'_\phi \hat{m}_r = D'_\phi \hat{M}_r W_\phi \left( \hat{\phi}_{r+1} - \hat{\phi}_r \right) \]

\[ - D'_\phi \hat{M}_r D_\mu \left( D'_\mu V \hat{M}_r D_\mu \right)^{-1} D'_\mu V \hat{M}_r W_\phi \left( \hat{\phi}_{r+1} - \hat{\phi}_r \right) \]

\[ - D'_\phi V \hat{M}_r D_\mu \left( D'_\mu V \hat{M}_r D_\mu \right)^{-1} a_r + c_r \]

\[ = D'_\phi \left( I_{TC} - \hat{m}_r D_\mu \left( D'_\mu V \hat{M}_r D_\mu \right)^{-1} D'_\mu V \right) \hat{M}_r W_\phi \left( \hat{\phi}_{r+1} - \hat{\phi}_r \right) + \tilde{c}_r \]

\[ = \hat{F}_r \left( \hat{\phi}_{r+1} - \hat{\phi}_r \right) + \tilde{c}_r. \]

(iv) Solving for \( \hat{\lambda}_{\phi,r} \) using (ii) and (iii):

\[ 0 = \hat{F}_r \left( \hat{\phi}_{r+1} - \hat{\phi}_r \right) + \tilde{c}_r - \hat{F}_r \hat{G}_r^{-1} \left( W'_\phi V (s - \hat{m}_r) + \hat{F}_r \hat{\lambda}_{\phi,r} + \tilde{b}_r \right) \]

\[ = \hat{F}_r \left( \hat{\phi}_{r+1} - \hat{\phi}_r \right) + \tilde{c}_r - \hat{F}_r \hat{G}_r^{-1} \hat{F}_r \hat{\lambda}_{\phi,r} - \hat{F}_r \hat{G}_r^{-1} \left( W'_\phi V (s - \hat{m}_r) + \tilde{b}_r \right) \]

\[ \hat{\lambda}_{\phi,r} = \left( \hat{F}_r \hat{G}_r^{-1} \hat{F}_r' \right)^{-1} \left[ \hat{F}_r \left( \hat{\phi}_{r+1} - \hat{\phi}_r \right) - \hat{F}_r \hat{G}_r^{-1} \left( W'_\phi V (s - \hat{m}_r) + \tilde{b}_r \right) + \tilde{c}_r \right] \]

(v) Iteration step for \( \hat{\phi}_{r+1} \): Inserting for \( \hat{\lambda}_{\phi,r} \) in the score equation then yields

\[ \hat{\phi}_{r+1} - \hat{\phi}_r = \hat{G}_r^{-1} W'_\phi V (s - \hat{m}_r) \]

\[ + \hat{G}_r^{-1} \hat{F}_r' \left( \hat{F}_r \hat{G}_r^{-1} \hat{F}_r' \right)^{-1} \left[ \hat{F}_r \left( \hat{\phi}_{r+1} - \hat{\phi}_r \right) \right. \]

\[ - \hat{F}_r \hat{G}_r^{-1} \left( W'_\phi V (s - \hat{m}_r) + \tilde{b}_r \right) + \tilde{c}_r \left. \right] + \tilde{b}_r \]

\[ = \left( \hat{G}_r^{-1} - \hat{G}_r^{-1} \hat{F}_r' \left( \hat{F}_r \hat{G}_r^{-1} \hat{F}_r' \right)^{-1} \hat{F}_r \hat{G}_r^{-1} \right) W'_\phi V (s - \hat{m}_r) \]

\[ + \hat{G}_r^{-1} \hat{F}_r' \left( \hat{F}_r \hat{G}_r^{-1} \hat{F}_r' \right)^{-1} \left( \theta_\phi - D'_\phi \hat{m}_r \right) + \tilde{\beta}_r \]

(vi) Country pair effects:

Given \( \hat{\phi}_{r+1} \), \( \hat{\lambda}_{r+1} \) is calculated as

\[ \hat{\lambda}_{r+1} = (D'_\mu V \hat{M}_{\lambda,r+1} D_\mu)^{-1} D'_\mu V s. \]
Upon convergence it holds that $\hat{\theta}_{r+1} = \hat{\theta}_r$, $\hat{\pi}_{r+1} = \hat{\pi}_r$ as well as $a_r = 0$, $b_r = 0$ and $c_r = 0$. Then it follows that $\theta_{\phi} - D'_{\phi} \hat{\pi}_r = 0$ and $(\hat{G}_{r}^{-1} - \hat{G}_{r}^{-1} \hat{F}'_r \hat{F}_{r}^{-1} \hat{F}'_r \hat{G}_{r}^{-1})$ 
$\ast W'_\phi V(s - \hat{m}_r) = 0$ (see Newey and McFadden 1994, p. 2219 and the projection estimator of Heyde and Morton 1993, p. 756).

**Derivations for the asymptotic distribution of $\hat{\alpha}$**

For the derivation of the asymptotic distribution of $\hat{\alpha}$ the elements of $M(\theta), m_{ij}(\theta)$, are assumed to be uniformly bounded, i.e., $c_a/C^2 < m_{ij}(\theta) < (1 - c_a)/C^2$ for some positive constant $c_a$ and thus decrease at rate $C^2$. Further, $C^2 \varepsilon_{ij}, ij = 1, ..., C$ is independently distributed as $(0, \sigma^2_{ij})$ with $0 < \sigma^2_{ij} < \infty$ and bounded support such that $m_{ij}(\theta_0) + \varepsilon_{ij} > 0$. Further details on the other regularity assumptions and proofs are given in Pfaffermayr (2020).

The set of restrictions is assumed to hold at true parameters, i.e., $D'm(\theta_0) = \theta = 0$. In addition to the system of multilateral resistance equations, it holds that $\theta_{\mu} - D'_{\mu} Vm(\theta_0) = 0$ due to the conditioning on $\theta_{\mu}$.

Defining the matrices $G = W'VMW, F' = W'MD$ the mean value theorem can be applied to the score of the constrained likelihood likelihood of the full model, where $G^*$ and $F^*$ are evaluated at $\theta^*$, whose elements lie (element-wise) in between those of $\hat{\theta}$ and $\theta_0$. Then $\theta - D'm(\theta_0) = 0$ implies that $\lambda_0 = 0$ and one obtains

$$
\begin{bmatrix}
0 \\
0
\end{bmatrix} = \begin{bmatrix}
W'V\varepsilon + G^* \left( \hat{\theta} - \theta_0 \right) + F^* \left( \hat{\theta} - \theta_0 \right) \\
F^* \left( \hat{\theta} - \theta_0 \right)
\end{bmatrix}.
$$

Applying the formula for the partitioned inverse and defining $Q_{G^{-1/2}F'} = I - G^{-1/2}F'(FG^{-1}F')FG^{-1/2}$ yields

$$
\begin{bmatrix}
\hat{\theta} - \theta_0 \\
\hat{\lambda}
\end{bmatrix} = \begin{bmatrix}
G^{*^{-1/2}}Q_{G^{-1/2}F'} G^{*^{-1/2}}W'V\varepsilon \\
(F^* G^{*^{-1}}F^*)^{-1} F^* G^{*^{-1}} W'V\varepsilon
\end{bmatrix}.
$$

Lastly, as shown above the implicit function theorem applied to to $D'm(\alpha, \phi(\alpha), \mu(\alpha)) = \theta = 0$ implies

$$
\frac{\partial}{\partial \alpha} \left[ \begin{array}{c}
\phi(\alpha) \\
\mu(\alpha)
\end{array} \right] \bigg|_{\alpha = \alpha^*} = - \left( D'M^*D' \right)^{-1} D'M^*Z
$$

and

$$
G^* \left[ - \left( D'M^*D' \right)^{-1} D'M^*Z \right] (\hat{\alpha} - \alpha_0) = G^{*1/2} Q_{G^{-1/2}F'} G^{*1/2} W'V\varepsilon.
$$

Multiplying from left by $S = [I_{K \times K}, 0_{K \times (C-1)^2 + (2C-1)f}]$, shows that
Table 8 Monte Carlo simulation results: simulated standard errors and coverage rates of the estimated EIA parameter and counterfactual predictions under truncated log normal disturbances

| EIA parameter estimate | Mis. | Bias. | Std. | Rstd. | Cov. | Leov. |
|------------------------|------|-------|------|-------|------|-------|
| Constrained            | 0    | 0.483 | 0.018| 0.935 | 0.947| 0.069 |
| Unconstrained          | 0    | 0.481 | 0.009| 0.461 | 0.646| 0.034 |
| Constrained            | 50   | -0.065| 0.039| 0.901 | 0.951| 0.152 |
| Unconstrained          | 50   | 0.705 | 0.011| 0.552 | 0.725| 0.044 |
| Comparative statics trade |       |       |      |       |      |       |
| Constrained delta method | 0    | 0.325 | 0.272| 0.896 | 0.936| 1.065 |
| Constrained bootstrap  | 0    | 0.325 | 0.286| 0.942 | 0.948| 1.121 |
| Unconstrained bootstrap| 0    | 0.332 | 0.140| 0.462 | 0.645| 0.548 |
| Constrained delta method | 50   | -0.741| 0.599| 0.865 | 0.930| 2.349 |
| Constrained bootstrap  | 50   | -0.741| 0.630| 0.910 | 0.951| 2.471 |
| Unconstrained bootstrap| 50   | 0.535 | 0.183| 0.546 | 0.717| 0.717 |
| Comparative statics welfare |       |       |      |       |      |       |
| Constrained delta method | 0    | -0.517| 0.071| 0.934 | 0.943| 0.279 |
| Constrained bootstrap  | 0    | -0.517| 0.074| 0.966 | 0.952| 0.289 |
| Unconstrained bootstrap| 0    | -0.513| 0.036| 0.473 | 0.633| 0.141 |
| Constrained delta method | 50   | -2.583| 0.157| 0.888 | 0.946| 0.617 |
| Constrained bootstrap  | 50   | -2.583| 0.163| 0.918 | 0.957| 0.638 |
| Unconstrained bootstrap| 50   | -0.477| 0.047| 0.555 | 0.712| 0.184 |

2000 Monte Carlo runs. Bias is measured in percent. Std. is the estimated standard error, while Rstd. denotes the ratio of the estimated and simulated standard error. Cov. refers to the coverage rate of a 95% interval and Lcov to the its length. Bootstrap confidence intervals are bias corrected and calculated as \( \bar{z} - \frac{z}{1.96\bar{z}_B} \), where \( \bar{z} \) stands for figure to be estimated and index B refers to bootstrapped values of the mean and standard deviation of \( z \). Coverage rates refer to confidence intervals based on the normal distribution.

\[
SG^* (\hat{\alpha} - \alpha_0) = S \begin{bmatrix} Z' VM^* VZ - Z' VM^* VD (D'M_0 D)^{-1} D'M_0 Z \\ D' VM^* VZ - D' VM^* VD (D'M_0 D)^{-1} D'M_0 Z \end{bmatrix} (\hat{\alpha} - \alpha_0)
\]

\[
= Z' V (M^* - M^* D (D'M^* D)^{-1} D'M^*) Z (\hat{\alpha} - \alpha_0).
\]

and

\[
S \left[ \begin{array}{cc} I_K & 0 \\ 0 & I_{(C-1)^2 + (2C-1)T} \end{array} \right] - F^* \left( F^* G^* G^* D^{-1} F^* G^* D^{-1} \right) W' V \epsilon
\]

\[
= Z' \left( I_{TC^2} - M^* D (F^* G^* D^{-1} F^* G^* D^{-1} W') \right) V \epsilon,
\]

since
Trade creation and trade diversion of economic integration…

In the notation of Pfaffermayr (2020) one thus obtains

\[ SF^{s'} = [I_{K \times K}, 0_{(C-1)^2 + (2C-1)T}] \left[ \begin{array}{c} Z' \\ D' \end{array} \right] M^* D = Z'M^* D. \]

and the asymptotic distribution of \( CT^\frac{1}{2} (\hat{\alpha} - \alpha_0) \) as given in the text.

**Monte Carlo simulations, truncated log-normal errors**

Disturbances are generated as iid \( \exp(\varepsilon_{ij}) \), where \( \varepsilon_{ij} = .022243 \frac{\eta - \bar{\eta}}{\sigma_\eta} \) and \( \eta \) is truncated normal with support \([-\infty, 2]\) (Table 8).

**Data base and the robustness of estimation results**

The panel includes aggregate goods trade of manufacturing firms (converted from HS-codes to ISIC-Revision 4) observed over 3-year periods during 1994–2012 and is based on several data sources. OECD’s-STAN (Edition 2015) data serves as primary data source since it reports consistent figures for bilateral trade flows, total unilateral exports and imports, and gross production, however the latter three for OECD countries only. Trade flows are measured as nominal cif-values as reported by the importing country.

STAN’s data on gross production have been augmented by UNIDO’s database and CPEPII’s database (De Sousa et al. 2012) using PPML to regress gross production on the log of its counterpart in UNIDO and CEPII. These PPML estimates also include interactions of log production with country and year dummies as well as country and year dummies themselves. Overall 237 observations on gross production have been imputed from CEPII and the 245 from UNIDO. In a few cases production data turned out inconsistent with trade data (mainly because of negative domestic production) and production data from WIOD are used (CYP, BEL, EST, NLD, IRL, LUX, LTU, SVK, SVN). In this way the database could be expanded to 65 countries. The same imputation procedure has been applied to total unilateral exports and imports. Here the aggregates from the Nicita and Olarreaga serve additional data sources and 536 values for total unilateral exports and 546 for total unilateral imports had been imputed. Finally, in a few case data have been interpolated.
Production and expenditure data are corrected for trade with the rest of the world (ROW) as well as for trade imbalances. The value of total production country \( i \) at time \( t \) is given as \( x_{i,t} = \sum_{j=1}^{C} x_{ij,t} + x_{i,ROW,t} \) and total expenditure of country \( j \) by \( x_{j,t} = \sum_{i=1}^{C} x_{ij,t} + x_{ROW,j,t} \), where \( x_{ij,t} \) denotes the value of trade flows. The trade balance of country \( j \) is given as \( d_{jt} = x_{j,t} - x_{jt} \). Exports to ROW and imports from ROW of country \( i \) at time \( t \) have been aggregated in \( x_{i,ROW,t} \) and \( x_{ROW,i,t} \). Domestic trade flows are implicitly defined by

\[
\kappa_{it} = \frac{x_{i,t} - x_{i,ROW,t}}{Y_{t,W}} = s_{ii} + \sum_{j \neq i}^{C} s_{ij},
\]

\[
\theta_{jt} = \frac{x_{j,t} - d_{jt} - x_{ROW,j,t}}{Y_{t,W}} = s_{jj} + \sum_{i \neq j}^{C} s_{ij},
\]

where \( Y_{t,W} \) denotes overall (world) production or expenditure of the 65 countries. Note that \( \sum_{i=1}^{C} d_{it} = 0 \) per definition and that \( \sum_{i=1}^{C} \kappa_{it} = \sum_{j=1}^{C} \theta_{jt} = 1 \). Total unilateral exports and imports (\( x_{i,t} \) and \( x_{jt} \)) come from the aggregate country specific data. Based on these figures domestic trade is derived as totalproduction\(_{it} \) \( - \) totalexports\(_{it} \) using the unilateral industry data. Thereby, 14 domestic trade flows have been set to missing because the sum of all trade flows over the 65 importer countries (including the domestic trade flows) and gross production deviated by more the 30 percent. Due to presence of missing trade flows and measurement errors the included trade flows do not aggregate exactly to domestic production \( \kappa_{it} \) and domestic expenditures \( \theta_{jt} \), however (Table 9).

ROW-figures are derived from the total trade flows of 224 countries (in HS-classification) and are calculated as totalexports\(_{it} \) \( - \) totalimports\(_{it} \) \( - \) tradebalance\(_{jt} \) \( - \) \( \sum_{i \neq j}^{C} s_{ij} \) to get \( \frac{x_{i,ROW,t}}{Y_{t,W}} \) and \( \frac{x_{ROW,j,t}}{Y_{t,W}} \) to obtain \( \frac{x_{ROW,j,t}}{Y_{t,W}} \).

Robustness of the estimates in Table 4
Table 9  Robustness of alternative specifications of the structural gravity model

|                | Base | Exporter-time V. | Importer-time V. | Three year lags of EiAs |
|----------------|------|-----------------|-----------------|-------------------------|
|                |      | b               | Std             | b                     | Std             | b               | Std             |
|                | With EIA  | Without EIA  | With EIA  | Without EIA  | With EIA  | Without EIA  |
| Border         |      |                 |                 |                        |                 |                 |                 |
| 1997           | 0.33 | 0.15**          | 0.31 | 0.14** | 0.31 | 0.14** | 0.27 | 0.11** | 0.29 | 0.12** |
| 2000           | 0.36 | 0.17**          | 0.33 | 0.17** | 0.33 | 0.16** | 0.29 | 0.14** | 0.31 | 0.15** |
| 2003           | 0.72 | 0.19***         | 0.69 | 0.18*** | 0.69 | 0.18*** | 0.68 | 0.17*** | 0.69 | 0.17*** |
| 2006           | 1.06 | 0.20***         | 1.02 | 0.19*** | 1.02 | 0.19*** | 0.97 | 0.17*** | 0.98 | 0.17*** |
| 2009           | 1.13 | 0.20***         | 1.11 | 0.20*** | 1.11 | 0.20*** | 1.08 | 0.18*** | 1.09 | 0.19*** |
| 2012           | 1.08 | 0.24***         | 1.05 | 0.23*** | 1.05 | 0.23*** | 1.01 | 0.22*** | 1.03 | 0.22*** |
| ln(dist)       |      |                 |                 |                        |                 |                 |                 |
| 1997           | −0.02 | 0.02           | −0.02 | 0.02 | −0.02 | 0.02 | −0.02 | 0.02 | −0.02 | 0.02 |
| 2000           | −0.01 | 0.03           | −0.01 | 0.02 | −0.01 | 0.02 | −0.01 | 0.02 | −0.01 | 0.02 |
| 2003           | −0.07 | 0.03**         | −0.06 | 0.03*** | −0.06 | 0.03*** | −0.07 | 0.02*** | −0.07 | 0.02*** |
| 2006           | −0.10 | 0.03***         | −0.10 | 0.03*** | −0.10 | 0.03*** | −0.09 | 0.02*** | −0.09 | 0.02*** |
| 2009           | −0.11 | 0.03***         | −0.11 | 0.03*** | −0.11 | 0.03*** | −0.11 | 0.03*** | −0.11 | 0.03*** |
| 2012           | −0.05 | 0.03           | −0.06 | 0.03 | −0.06 | 0.03 | −0.05 | 0.03 | −0.05 | 0.03 |
| No-contiguity × Border |      |                 |                 |                        |                 |                 |                 |
| 1997           | 0.02 | 0.05           | 0.01 | 0.05 | 0.01 | 0.05 | 0.07 | 0.04** | 0.07 | 0.04 |
| 2000           | 0.10 | 0.06*          | 0.09 | 0.06 | 0.09 | 0.06 | 0.11 | 0.05** | 0.11 | 0.05** |
| 2003           | 0.19 | 0.07***         | 0.18 | 0.07*** | 0.18 | 0.07*** | 0.22 | 0.06*** | 0.22 | 0.06*** |
| 2006           | 0.26 | 0.07***         | 0.24 | 0.07*** | 0.24 | 0.07*** | 0.26 | 0.06*** | 0.26 | 0.06*** |
| 2009           | 0.22 | 0.07***         | 0.20 | 0.07*** | 0.20 | 0.07*** | 0.22 | 0.07*** | 0.22 | 0.07*** |
| 2012           | 0.06 | 0.10           | 0.04 | 0.10 | 0.04 | 0.10 | 0.07 | 0.09  | 0.07 | 0.09  |
| log(GDP) p.c.  |      |                 |                 |                        |                 |                 |                 |
| Exporter       | −    | −              | 0.16 | 0.01*** | −    | −              | −    | −              | −    | −              |
| Importer       | −    | −              | −    | −              | 0.16 | 0.01*** | −    | −              | −    | −              |
| Polity IV      |      |                 |                 |                        |                 |                 |                 |
| Exporter       | −    | −              | 0.95 | 1.42 | −    | −              | −    | −              | −    | −              |
| Importer       | −    | −              | −    | −              | 0.95 | 1.10 | −    | −              | −    | −              |
There are 2219 missing values out of 29,442 observations. 133 observation had been skipped because country-pair data are missing for all periods. \*significant at 10%, \*\*significant at 5%, \*\*\*significant at 1%

|            | Base | Exporter-time V. | Importer-time V. | Three year lags of EIAs |
|------------|------|------------------|------------------|-------------------------|
|            | b    | Std              | b                | Std                      | With $EIA_{ij}$ | b    | Std | Without $EIA_{ij}$ | b    | Std |
| EIA        |      |                  |                  |                          |                |      |     |                     |      |     |
| t          | 0.04 | 0.05             | 0.02             | 0.05                     | 0.02           | 0.05 |     | –                    | 0.05 | 0.05 |
| t-5        | 0.24 | 0.06***          | 0.22             | 0.06***                  | 0.22           | 0.06*** |    | –                    | –    | –    |
| t-10       | 0.10 | 0.05**           | 0.10             | 0.05**                   | 0.10           | 0.05** |    | –                    | –    | –    |
| t-3        | –    | –                | –                | –                        | –              | –    |    | 0.24                 | 0.06*** | 0.22 | 0.05*** |
| t-6        | –    | –                | –                | –                        | –              | –    |    | 0.08                 | 0.03** | 0.08 | 0.03*** |
| t-9        | –    | –                | –                | –                        | –              | –    |    | 0.08                 | 0.04** | 0.08 | 0.04** |
| Total      | 0.37 | 0.07***          | 0.34             | 0.08***                  | 0.34           | 0.08*** |    | 0.35                 | 0.07*** | 0.38 | 0.07*** |
### Table 10  Simulation results: average marginal effects of domestic versus foreign trade diversion in a numerical endowment model

| Country | Average Change in percent | Sim | Est. Std | Est. std |
|---------|---------------------------|-----|---------|---------|
| Country 2 | $\sigma = 3$ | $-4.429$ | $0.005$ | $0.735$ | $0.031$ |
| | $\sigma = 6$ | $-13.694$ | $0.009$ | $3.487$ | $0.064$ |
| | $C = 20$ | $-10.541$ | $0.008$ | $2.570$ | $0.051$ |
| | $C = 40$ | $-8.764$ | $0.009$ | $1.981$ | $0.058$ |
| | $C = 60$ | $-7.886$ | $0.010$ | $1.782$ | $0.068$ |
| Country 3 | $\sigma = 3$ | $-4.817$ | $0.006$ | $-1.732$ | $0.039$ |
| | $\sigma = 6$ | $-15.064$ | $0.010$ | $-5.220$ | $0.076$ |
| | $C = 20$ | $-11.532$ | $0.009$ | $-3.779$ | $0.071$ |
| | $C = 40$ | $-9.611$ | $0.010$ | $-3.409$ | $0.068$ |
| | $C = 60$ | $-8.668$ | $0.011$ | $-3.239$ | $0.075$ |

Country 2 is always larger than country 3

#### Response surface of trade diversion in a simulated numerical endowment model

The response surfaces use the data of Table 5 taking the absolute value of difference between domestic and international trade diversion (first panel of the table) and the plain differences of country 2 and 3 (second and third panel) as dependent variable. Explanatory variables are dummies for $\sigma = 3$ and $\sigma = 6$, the number of countries (20, 40 60), a similarity index based on the size of countries 2 and 3 as well as interactions there of. The Table reports average marginal effects (Tables 10, 11).

#### Conditional equilibrium for Scenario 1
Table 11  Trade creation and trade diversion effects of EIAs, counterfactual predictions for 2012, base-no new EIAs

|                          | Est. effect | Std | CI-Delta method |
|--------------------------|-------------|-----|-----------------|
|                          |             |     | Lower | Upper        |
| Trade creation           | 20.29       | 4.81| 10.87 | 29.72        |
| Trade diversion          |             |     |       |              |
| Domestic, few EIAs       | −5.31       | 1.37| −7.98 | −2.63        |
| Domestic, many EIAs      | −16.11      | 3.57| −23.11| −9.11        |
| Trade diversion          | −8.78       | 2.06| −12.83| −4.74        |

The confidence intervals are based on standard errors clustered by country pairs and the delta method.
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