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Abstract—In this paper we consider the uplink of a massive MIMO communication system using 5G New Radio-compliant multiple access, which is to co-exist with a radar system using the same frequency band. We propose a system model taking into account the reverberation (clutter) produced by the radar system at the massive MIMO receiver. Then, we propose several linear receivers for uplink data-detection, ranging by the simple channel-matched beamformer to the zero-forcing and linear minimum mean square error receivers for clutter disturbance rejection. Our results show that the clutter may have a strong effect on the performance of the cellular communication system, but the use of large-scale antenna arrays at the base station is key to provide increased robustness against it, at least as far as data-detection is concerned.

I. INTRODUCTION

The quest for ever increasing transmission rates in terrestrial communications has been pushing up the carrier frequencies towards bands traditionally occupied by radar: in particular, the 2 – 8GHz bandwidth will be more and more overcrowded, whereby the issue of spectrum sharing between radar and communication systems has become a primary field of investigation [1]. Early studies on such a co-existence took a rather “radar-centric” approach - see, e.g., [2]–[4] - wherein the primary concern was to safeguard the received Signal-to-Interference plus Noise Ratio (SINR) at the radar receiver while limiting the amount of interference produced by the radar transmitter on a number of - possibly unlicensed - users. The focus has been recently steered back to the performance of the communication system as well, by introducing such techniques as co-design [5] and beamforming [6], while in [7] the reverberation produced by the radar transmitter onto the communication receiver (i.e., clutter or reflection produced by transient targets) has been recognized as a primary source of concern.

In the above context, the aim of the present contribution is to study the feasibility of having a search-radar system to co-exist with a fifth-generation (5G) wireless network, employing a standard Orthogonal Frequency Division Multiplexing (OFDM) modulation format and endowed with a massive MIMO array at the base station. Massive MIMO was introduced by Marzetta, in his pioneering paper [8]; this technology is currently arousing great interest in the scientific community [9], [10] and it will be widely employed in future cellular systems. Massive MIMO consists in using a very large number of service antennas (e.g., hundreds or thousands) in order to serve a lower number of mobile users with the time-division-duplex (TDD) protocol so as to exploit uplink/downlink channel reciprocity. In particular, our focus is on the effect that the massive structure may - or may not - have on clutter mitigation in the two relevant phases of the uplink haul, i.e. the training phase for user channel acquisition and the demodulation phase for data transmission.

Following the 5G standard, we consider a Single-Carrier (SC) FDMA operating at a carrier frequency of 3GHz, and a co-existing radar system employing a sophisticated waveform with the same bandwidth. We present a model for the signal received at the Base Station (BS) array, accounting for the effect of the radar reflections on the whole set of packets entering the radar Pulse Repetition Time (PRT). We then propose several linear receivers for uplink data detection at the BS. Preliminary results show that using detection strategies at the BS based on the knowledge of the delays and directions of arrival of the clutter echoes, we can null the disturbance of the radar system on the cellular system through a simple linear processing, whereas the simple channel-matched beamforming is quite sensitive to the clutter power. Furthermore, the use of massive MIMO array at the BS, allows us to obtain an increase of system performance in terms of SINR, both in the case of knowledge of clutter statistic and in the case of channel-matched beamforming. Unfortunately, there is a notable gap between the attainable performance when the channel is assumed known and that observed when the channel is estimated through simple pilot-matched estimation, which suggests that more sophisticated channel estimation schemes are to be conceived.

This paper is organized as follows. In the next section we illustrate the considered system model, along with the model of the received signal at the BS, both in the case of uplink data transmission and uplink pilot transmission for channel estimation. Section III is devoted to the derivation of the considered linear uplink detection structures; Section IV contains numerical results, while, finally, concluding remarks are given in Section V.

II. SYSTEM MODEL

Consider a single-cell massive MIMO communication system using SC-FDMA multiple access in the uplink, operating at a carrier frequency \( f_c = 3 \) GHz, and coexisting with a radar system using the same frequency band, as depicted in Fig. 1. With regard to the massive MIMO system, we use the following notation and assumptions:
- $N$ denotes the number of subcarriers of the SC-FDMA system ($N = 4096$ will be assumed);
- The BS is equipped with a uniform linear array (ULA) with $M$ elements; fully digital beamforming is assumed, so that the number of RF chains coincides with the number of antennas.
- The mobile stations (MSs) transceivers are equipped with a single antenna, and the number of MSs in the system is $K$.
- The subcarrier spacing is denoted by $\Delta f$ ($\Delta f = 30$ KHz is assumed).
- A block fading channel is assumed with channel coherence bandwidth equal to $C\Delta f$, with $C = 16$. Otherwise stated, the channel can be considered constant over $C$ consecutive carriers and then takes a new value statistically independent from the previous one. Note that, for each user, and for each BS receive antenna, the channel state information amounts to $Q = N/C = 256$ complex scalar coefficients.
- The uplink channel between the $k$-th single-antenna MS and the BS on the $n$-th carrier is represented by an $M$-dimensional vector expressed as $\mathbf{h}_k^{(n/C)} = \beta_k \mathbf{g}_k^{(n/C)}$, where $\beta_k$ takes into account the path-loss and the log-normal shadowing (fully correlated across antennas and subcarriers), while $\mathbf{g}_k$ denotes the small-scale fading and is a random vector with $CN(0, \mathbf{I}_M)$ distribution, with $\mathbf{I}_M$ the identity matrix of order $M$.
- The MSs transmit simultaneously using all the available subcarriers; user separation is performed in the spatial domain thanks to the use of a large number of antennas.
- The uplink frame structure is depicted in Fig. 2. Each packet is made of a cyclic-prefix (CP) and of a sequence of data symbols; the CP discrete length is $N_{CP} = 288$, while the length of the data symbols is $N$. The timing is such that 14 packets fit into a 0.5 ms timeslot, which leads to a symbol time $T_s = 8.146$ ms. These numbers are inspired by the December 2017 3GPP first release of the 5G New Radio standard.

With regard to the radar system, the following assumptions are made.
- The radar operates at the same carrier frequency as the wireless cellular system and it is assumed that there is full overlap between the bandwidths of the radar signal and of the communication signals transmitted by the MSs$^1$.
- The radar transmits a coded waveform, of duration $LT_s$; its baseband equivalent is expressed as

$$s_R(t) = \sqrt{P_T} \sum_{\ell=0}^{L-1} c_\ell \psi(t - \ell T_s),$$

wherein $P_T$ is the radar transmitted power, $[c_0, c_1, \ldots, c_{L-1}]$ is the unit-energy radar code, and $\psi(\cdot)$ is the base pulse; we assume that $\psi(\cdot)$ is a unit-energy rectangular pulse of duration $T_s$. The value $L = 32$ is assumed in this paper.
- The waveform $s_R(t)$ is transmitted periodically every $T_{PRT} = 1$ ms, with $T_{PRT}$ the PRT.

In the following, we provide a model for the uplink signal received at the BS, taking into account both the data signals transmitted by the MSs and the contribution from the radar system due to the presence of scatterers in the surrounding environment.

A block scheme of the generic MS transmitter is reported in the upper part of Fig. 3, while the lower part of the same figure represents a block scheme of the uplink receiver at the generic receive BS antenna. As it is seen from the frame structure in Fig. 2, 14 data packets fit into a 0.5 ms time window; some of these packets can be used to transmit known training symbols in order to enable channel estimation. In the following, we describe separately the signal model for the data packets in the training phase and in the data communication phase. We consider the latter situation first.

A. Signal model during uplink data transmission

Consider the generic $\ell$-th data packet; denote by $\mathbf{x}_k(\ell)$ an $N$-dimensional vector containing the data symbols from the $k$-th MS to be transmitted in the $\ell$-th data packet; denote by $\mathbf{X}_k(\ell)$ the $N$-dimensional vector representing the isometric FFT of $\mathbf{x}_k(\ell)$. Referring to the lower part of Fig. 3, it is easily shown that the observable corresponding to the $n$-th

$^1$This assumption is made to simplify the notation; the generalization of the results of this paper case of partial overlap between the bandwidths can be treated with ordinary efforts.
subcarrier after the FFT operation can be represented through the following $M$-dimensional vector:

$$y(\ell)^{(n)} = \sum_{k=1}^{K} \sqrt{p_k} x_k(\ell)^{(n)} h_k^{(n)} + W(\ell)^{(n)} + C(\ell)^{(n)},$$

for $n = 1, \ldots, N$. In the above equation, $p_k$ is the power transmitted by the $k$-th MS, $x_k(\ell)^{(n)}$ is the $n$-th entry of the vector $X_k(\ell)$, $W(\ell)^{(n)}$ is a $\mathcal{CN}(\mathbf{0}, \sigma_n^2 \mathbf{I}_M)$ random vector representing the additive thermal noise, while $C(\ell)^{(n)}$ is the clutter contribution generated by the radar system on the $n$-th subcarrier; an expression for such vector will be given in the following. Grouping together the observable corresponding to the $N$ subcarriers we finally get the following $(M \times N)$-dimensional matrix for the observables corresponding to the $\ell$-th data packet:

$$Y(\ell) = \sum_{k=1}^{K} \sqrt{p_k} \left( \left[ h_k^{(1)} \ldots h_k^{(q)} \right] \otimes \mathbf{1}_{1 \times C} \right) \text{diag}(X_k(\ell)) + W(\ell) + C(\ell),$$

where $\otimes$ denotes kronecker product and $\mathbf{1}_{1 \times C}$ denotes a $C$-dimensional row vector with unit entries.

**B. Signal model during uplink training**

Consider now the case in which the MSs transmit known pilot sequences to enable channel estimation at the BS. Let $T$ denote the number of consecutive packets devoted to training, and let $p_k(1), \ldots, p_k(T)$ denote $N$-dimensional vectors containing the $k$-th MS pilots to be used in the $T$ packets used for channel estimation. Focusing on the $\ell$-th packet (with now $\ell = 1, \ldots, T$), and following the same steps as in the previous section, it is easily shown that the observable at the output of the FFT block at the BS receiver can be written as the following $(M \times N)$-dimensional matrix

$$Y(\ell) = \sum_{k=1}^{K} \sqrt{p_k} \left( \left[ h_k^{(1)} \ldots h_k^{(q)} \right] \otimes \mathbf{1}_{1 \times C} \right) \text{diag}(W_{N, FFT} p_k(\ell)) + W(\ell) + C(\ell),$$

where, now, $W_{N, FFT}$ is the $(N \times N)$-dimensional matrix performing an isometric FFT\(^3\). Assume now that the $M$-dimensional channel vectors $h_k^{(q)}$, $\forall k = 0, \ldots, K - 1$, are to be estimated; to this end, the columns from the $[(q-1)C+1]$-th to the $[qC]$-th of the matrices $Y(1), \ldots, Y(T)$ are to be picked; they form the following observable:

$$Y_q = \sum_{k=1}^{K} \sqrt{p_k} h_k^{(q)} P_k^{(q)} + W_q + C_q,$$

where

$$W_q = \left[ W(1)_{(q-1)C+1:qC} \ldots W(T)_{(q-1)C+1:qC} \right],$$

$$C_q = \left[ C(1)_{(q-1)C+1:qC} \ldots C(T)_{(q-1)C+1:qC} \right],$$

and $P_k^{(q)}$ is a $(TC)$-dimensional vector defined as follows:

$$P_k^{(q)} = \left[ \left( W_{N, FFT} p_k(1) \right)_{(q-1)C+1:qC}, \ldots, \left( W_{N, FFT} p_k(T) \right)_{(q-1)C+1:qC} \right].$$

**C. Clutter modeling**

We now illustrate the clutter model and provide an explicit expression for the $(M \times N)$-dimensional clutter matrix $C(\ell)$ affecting the $\ell$-th received data packet.

The clutter disturbance is actually generated by a large set of discrete scatterers in the surrounding environment. Given the BS array dimension it is reasonable to assume that these scatterers are seen by the BS as "colocated" and, thus, the radar-to-BS channel can be modeled as a LTI channel with the following vector-valued impulse response:

$$h(t) = \sum_{q=0}^{N_s-1} \sum_{m=0}^{\infty} \beta_{\ell,q} m b(\theta_q) \delta(t - \tau_q - m/W).$$

In the above equation, $N_s$ denotes the number of scatterers in the surrounding environment that contribute to the clutter disturbance; $\theta_q$ is the direction of arrival of the clutter contribution from the $q$-th scatterer, $b(\theta) = [1, e^{-j2\pi d \sin(\theta)/\lambda} \ldots e^{-j(M-1)2\pi d \sin(\theta)/\lambda}]^T$ is the BS ULA array response; $\tau_q$ is the propagation delay associated to the signal generated from the $q$-th scatterer. Moreover, since the signal bandwidth $W$ exceeds the channel coherence time, we also assume that each physical scatterer generates $Q$ clutter echoes spaced apart by integer multiples of $1/W$; accordingly, $\beta_{\ell,q,m}$ is the reflection coefficient associated to the $m$-th replica from the $q$-th scatterer.

Now, recall that the radar transmits the waveform in (1); this waveform travels through a channel with impulse response $h(t)$ and then is passed through a filter with a rectangular impulse response of duration $T_c$ and sampled at rate $1/T_s$. After A/D conversion, the baseband equivalent of the clutter disturbance can be represented as the following vector-valued discrete-time (at rate $1/T_s$) signal:

$$\bar{s}(\eta) = \sum_{q=0}^{N_s-1} \sum_{l=0}^{L-1} \sum_{p=0}^{\infty} \sqrt{P_T} \beta_{\ell,q,m} c_p b(\theta_q) r_p((\ell - 1)T_s - m/W - \tau_q),$$

with $r(\cdot)$ the autocorrelation function of the base pulse.

Now, refer to the frame structure of Fig. 2 and assume, for simplicity, that the radar transmits its signal at the beginning.
of a 0.5 ms timeframe\(^3\). Denoting by \(T_{\text{pkt}} = (4096 + 288)T_s\) the duration of a data packet including its CP, the generic \(\ell\)-th packet starts at time \((\ell T_{\text{pkt}} + T_{\text{CP}})\) and ends at \((\ell + 1)T_{\text{pkt}}\).

Let now \(\mathcal{S}(\ell)\) denote the set of the scatterers corrupting the reception of the \(\ell\)-th data packet. Since the contribution from the generic \(q\)-th scatterer starts at \(\tau_q\) and stops at \(\tau_q + QT_s + LT_s\), it is easily seen that the set \(\mathcal{S}(\ell)\) can be defined as

\[
\mathcal{S}(\ell) = \{q \in \{0, 1, \ldots, N_s - 1\} : \tau_q, \tau_q + QT_s + LT_s \in (\ell T_{\text{pkt}} + T_{\text{CP}}, (\ell + 1)T_{\text{pkt}}) \neq \emptyset\},
\]

with \(\emptyset\) denoting the empty set. Using the above notation, it can be easily shown that the clutter \((M \times N)\)-dimensional matrix appearing in Eqs. (3) and (4) can be expressed as

\[
\mathbf{C}(\ell) = \sum_{q \in \mathcal{S}(\ell)} \sum_{m=0}^{Q-1} \sum_{p=0}^{L-1} \sqrt{p_T} \beta_{q,m} c_p b(\theta_q) \mathbf{R}_{q,p,m}(\ell) \mathbf{W}_{N,\text{FFT}},
\]

where

\[
\mathbf{R}_{q,p,m}(\ell) = \begin{bmatrix}
\tau_0 ((\ell T_{\text{pkt}} + T_{\text{CP}} + T_s - pT_s - \frac{m}{W} - \tau_q) \\
\tau_0 ((\ell + 1)T_{\text{pkt}} - pT_s - \frac{m}{W} - \tau_q)
\end{bmatrix},
\]

and

\[
\mathbf{R}_{q,t,m} = \sum_{p=0}^{L-1} c_p \mathbf{r}_{q,p,m}(\ell) \mathbf{W}_{N,\text{FFT}}.
\]

### III. RECEIVER PROCESSING

In this section we focus on the signal processing algorithms at the BS to estimate the uplink channels and decode the MSs data symbols. In the following, we assume knowledge of the delays \(\tau_q\) and directions of arrival \(\theta_q\) of the clutter echoes. The design of adaptive procedures for automatic estimation of the clutter second-order statistics is a topic certainly worth being investigated but out of the scope of this paper.

#### A. Uplink channel estimation

Given the data model (5), a simple estimator for the channel vector \(\hat{\mathbf{h}}_k^{(q)}\), \(\forall k, q\), is obtained through the following pilot-matched (PM) processing

\[
\hat{\mathbf{h}}_k^{(q)} = \frac{\mathbf{y}_q}{\sqrt{p_k}} \left| \mathbf{P}_k^{(q)} \right|^2.
\]

Alternatively, more sophisticated channel estimation strategies can be proposed, which we omit here due to lack of space.

#### B. Uplink data detection

Consider now the problem of data detection. For the sake of simplicity, we process separately the columns of the received matrix \(\mathbf{Y}(\ell)\); recall that its \(n\)-th column is expressed as in (2), wherein it is easily shown that the covariance matrix of the clutter vector \(\mathbf{C}(\ell)^{(n)}\) is expressed as

\[
\mathbf{K}_{\mathbf{C}(\ell)^{(n)}} = \sum_{q \in \mathcal{S}(\ell)} \sum_{m=0}^{Q-1} P_T \sigma_0^2(q, m) \left| \mathbf{R}_{q,t,m} \right|^2 b(\theta_q) b^H(\theta_q).
\]

Now, in order to detect the data symbols \(\mathbf{X}_k(\ell)^{(n)}\) based on the data model (2), several detection strategies can be envisaged. For the sake of simplicity we focus here on linear detection rules and in particular we consider four possible strategies.

1) **Channel-matched beamforming (CM):** Based on the channel estimate \(\hat{\mathbf{h}}_k^{[(n/C)]}\), a soft estimate of \(\mathbf{X}_k(\ell)^{(n)}\) is built as

\[
\hat{\mathbf{X}}_k(\ell)^{(n)} = \frac{\hat{\mathbf{h}}_k^{[(n/C)]} H \mathbf{y}(\ell)^{(n)}}{\sqrt{p_k} \left| \mathbf{h}_k^{[(n/C)]} \right|^2}.
\]

2) **Zero-Forced clutter (ZF):** This receiver zero-forces the clutter contribution by projecting the data vector along a direction that is orthogonal to the subspace spanned by the clutter covariance matrix \(\mathbf{K}_{\mathbf{C}(\ell)^{(n)}}\). Letting \(\mathbf{U}(\ell)^{(n)}\) be a matrix containing the eigenvectors of the matrix \(\mathbf{K}_{\mathbf{C}(\ell)^{(n)}}\) associated to non-zero eigenvalues, we have in this case

\[
\hat{\mathbf{X}}_k(\ell)^{(n)} = \frac{\left(\mathbf{I}_M - \mathbf{U}(\ell)^{(n)} \mathbf{U}(\ell)^{(n) H} \right) \hat{\mathbf{h}}_k^{[(n/C)]} H \mathbf{y}(\ell)^{(n)}}{\sqrt{p_k} \left| \mathbf{I}_M - \mathbf{U}(\ell)^{(n)} \mathbf{U}(\ell)^{(n) H} \hat{\mathbf{h}}_k^{[(n/C)]} \right|^2}.
\]

3) **Linear minimum mean square (LMMSE) data detector:** In this case, we have

\[
\hat{\mathbf{X}}_k(\ell)^{(n)} = \sqrt{p_k} \hat{\mathbf{h}}_k^{[(n/C)]} H \mathbf{K}_{\mathbf{y}(\ell)^{(n)}}^{-1} \mathbf{y}(\ell)^{(n)},
\]

with

\[
\mathbf{K}_{\mathbf{y}(\ell)^{(n)}} = \sum_{j=1}^{K} \sum_{k=1}^{K} p_j \hat{\mathbf{h}}_j^{[(n/C)]} H \sigma_0^2 \mathbf{M} - p_k \hat{\mathbf{h}}_k^{[(n/C)]} H \sigma_0^2 \mathbf{M}.
\]

4) **Full zero-forcing (FZF):** This receiver zero-forces both the clutter contribution and the multi-user interference. In order to detect \(\mathbf{X}_k(\ell)^{(n)}\), let \(\mathbf{U}_k(\ell)^{(n)}\) be a matrix containing the eigenvectors of the matrix \(\mathbf{K}_{\mathbf{y}(\ell)^{(n)}} - \sigma_0^2 \mathbf{M} - \mathbf{K}_{\mathbf{C}(\ell)^{(n)}}\) associated to non-zero eigenvalues. The data estimator is written as

\[
\hat{\mathbf{X}}_k(\ell)^{(n)} = \frac{\left(\mathbf{I}_M - \mathbf{U}_k(\ell)^{(n)} \mathbf{U}_k(\ell)^{(n) H} \right) \hat{\mathbf{h}}_k^{[(n/C)]} H \mathbf{y}(\ell)^{(n)}}{\sqrt{p_k} \left| \mathbf{I}_M - \mathbf{U}_k(\ell)^{(n)} \mathbf{U}_k(\ell)^{(n) H} \hat{\mathbf{h}}_k^{[(n/C)]} \right|^2}.
\]

### IV. NUMERICAL RESULTS

In our simulation setup the system parameters detailed in Section II are used, while the channel vectors between the BS and the MSs are generated through the superposition of small-scale Rayleigh distributed fading (independent across antennas at the BS large array), log-normal shadowing, and distance-dependent path-loss – the three slope path loss model detailed in reference [11] is used. The MSs distance from the BS is uniform in the range [20, 500] m, the additive thermal noise is assumed to have a power spectral density of -174 dBm/Hz, and the front-end receiver is assumed to have a noise figure of 3 dB.

We report results for both the case of perfect channel state information (CSI) and for the case in which the PM channel...
estimation detailed in Section III-A is used, with $T = 7$. The MSs transmit power is set at 100 mW, both in the training and data transmission phases.

In Fig. 4 we report the SINR versus the Clutter-to-Noise Ratio (CNR) for four detection strategies in the single-user case, for different number of BS antennas $M$. Fig. 5 shows the same results as Fig. 4 for the multiuser case ($K = 5$ is assumed). Inspecting the figures, we observe the following: (i) the PM channel estimation procedure introduces a severe performance degradation, mainly due to the fact that channel estimation happens with a too short pilot sequence and with a too low SNR; this suggests that more sophisticated channel estimation schemes should be considered; (ii) of the considered data-detection structures, only the CM receiver is sensitive to an increase in the CNR, while the other receivers are actually robust to the clutter echoes; and (iii) for all the considered detection structures, it is seen that increasing the number of antennas at the BS provides a considerable gain and robustness, also with respect to the radar interference: increasing the antenna array size from $M = 16$ to $M = 128$ is shown in the figures to lead to a performance increase of 9.6 dB in the received SINR. Our results thus, although being preliminary, show that a cellular system may be made resilient to the interference produced by a radar system.

V. CONCLUSIONS

The paper has considered a single-cell massive MIMO communication system using SC-FDMA multiple access in the uplink and coexisting with a radar system using the same frequency band. After the derivation of the system and signal model corresponding to this novel scenario, several receivers have been proposed and analyzed, based on the knowledge of the radar signal covariance matrix, showing that using a large number of antennas at the BS provides some robustness against the radar interfering signal. Further research is needed of course, in particular about the design of adaptive data detectors that do not require knowledge of the radar signal covariance matrix, as well as about the consideration of more sophisticated channel estimation schemes.
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