Sparse Distillation: Speeding Up Text Classification by Using Bigger Models
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Abstract
Distilling state-of-the-art transformer models into lightweight student models is an effective way to reduce computation cost at inference time. However, the improved inference speed may be still unsatisfactory for certain time-sensitive applications. In this paper, we aim to further push the limit of inference speed by exploring a new area in the design space of the student model. More specifically, we consider distilling a transformer-based text classifier into a billion-parameter, sparsely-activated student model with an embedding-averaging architecture. Our experiments show that the student models retain 97% of the RoBERTa-Large teacher performance on a collection of six text classification tasks. Meanwhile, the student model achieves up to 600x speed-up on both GPUs and CPUs, compared to the teacher models. Further investigation shows that our pipeline is also effective in privacy-preserving and domain generalization settings.

1 Introduction
Large pre-trained Transformers (Devlin et al., 2018; Liu et al., 2019) are highly successful, but their large inference costs means that people who host low-latency applications, or who are simply concerned with their cloud computing costs have looked for ways to reduce the costs. Prior work mainly achieves this by leveraging knowledge distillation (Hinton et al., 2015), which allows for the capabilities of a large well-performing model known as the teacher to be transferred to a smaller student model. For example, DistilBERT (Sanh et al., 2019) is a smaller transformer model distilled from BERT (Devlin et al., 2018), which reduces BERT’s size by 40% and becomes 60% faster during inference. However, such speed-up may be still insufficient for high-volume or low-latency inference tasks. In this paper, we aim to further push the limit of inference speed, by introducing Sparse Distillation, a framework that distills the power of state-of-the-art transformer models into a shallow, sparsely-activated, and over-parameterized student model.

Counter to the convention of using “smaller, faster, [and] cheaper” (Sanh et al., 2019) student models, our work explores a new area of the design space, where our fast and cheap student model is actually several times larger than the teacher. The student model we use is based on Deep Averaging Network (DAN) from Iyyer et al. (2015). DANs take a simple architecture by mapping the n-grams in the input sentence into embeddings, aggregating the embeddings with average pooling, and then using multiple linear layers to perform classification. This architecture is reminiscent of the high expressive power of billion parameter n-gram models (Buck et al., 2014; Brants et al., 2007) from before the existence of pre-trained language models. By selecting the n-gram vocabulary and the embedding dimension, DANs also scale up to bil-
lions of parameters. Meanwhile, the costs are kept low as DANs are sparsely-activated during training and inference.

One weakness of DANs is that they are restricted in modeling high-level meanings in long-range contexts, as compared to the self-attention operator in Transformers. However, recent studies have shown that large pre-trained Transformers are rather insensitive to word order (Sinha et al., 2021) and that they still work well when the learned self-attention is replaced with hard-coded localized attention (You et al., 2020). Taken together, these studies suggest that on some tasks it may be possible to get competitive results without computationally expensive operations such as self-attention.

To verify our hypothesis, we use an array of six text classification tasks\(^1\) and apply knowledge distillation to the large sparse DANs. Overall, we observe that the resulting student models retain 97% of the RoBERTa-Large teacher performance. We also show that our method falls outside of the Pareto frontier of existing methods; compared to a baseline of distilling to a LSTM student, our method gives higher accuracy at less than 1/35 the inference cost (see Fig. 1). Based on our empirical results, we conclude that faster and larger student models provide a valuable benefit over existing methods. We further examine our method in privacy-preserving settings (i.e., no access to task-specific data during distillation) and domain generalization settings (i.e., student models are applied and adapted to new data domains), where we find our method continue to bring improvements over baselines.

2 Sparse Distillation with DANs

2.1 Problem Definition

Our goal is to train an efficient text classification model \(M\) for a given task \(T\). In a \(n\)-way classification problem, the model \(M\) takes input text \(x\), and produces \(\hat{y} \in \mathbb{R}^n\), where \(\hat{y}_i\) indicates the likelihood that the input \(x\) belongs to category \(i\). The task \(T\) has a train set \(D_{\text{train}}\) and a validation set \(D_{\text{val}}\). Additionally, we assume access to a large unlabeled corpus \(C\) which is supposedly in a domain relevant to task \(T\). We comprehensively evaluate the efficiency of the model \(M\) by reporting: (1) accuracy on \(D_{\text{val}}\), (2) inference speed, and (3) the number of parameters in the model.

2.2 Method Overview

To train a text classifier that is both efficient and powerful, we employ knowledge distillation (Hinton et al., 2015), by having a powerful teacher model provide the supervision signal to an efficient student model. In particular, we are interested in using sparse n-gram based models as our student model. We explain the teacher and student model we use in §2.3, the training pipeline in §2.4, and implementation details in §2.5.

2.3 Models

**Teacher Model.** Fine-tuning a pre-trained transformer model is the predominant recipe for obtaining state-of-the-art results on various text classification tasks. Our teacher model is a RoBERTa-Large model (Liu et al., 2019) fine-tuned on the training set \(D_{\text{train}}\) of task \(T\).

**Student Model.** The student model is based on the Deep Averaging Network (DAN; Iyyer et al. 2015) with the modification that we operate on n-grams instead of words (Fig. 2). Specifically, for an input sentence \(x\), a list of n-grams \(g_1, g_2, \ldots, g_n\) are extracted from the sentence. These n-gram indices are converted into their embeddings (with dimension \(d_e\)) with an embedding layer \(\text{Emb}(.\)\). The sentence representation \(h\) will be computed as the average of all n-gram embeddings, i.e., \(h = \text{Mean}(\text{Emb}(g_1), \text{Emb}(g_2), \ldots, \text{Emb}(g_n)) \in \mathbb{R}^{d_e}\). The sentence representation then goes through two fully connected layers, \((W_1, b_1)\) and \((W_2, b_2)\) to produces the final logits \(\hat{\varepsilon}\), i.e., \(\hat{\varepsilon} = M_s(x) = \ldots\)

---

\(^1\)It’s well established that pre-trained Transformers are effective at many tasks beyond text classification. Supporting these use-cases is left for future work.
Figure 3: We adopt a three-stage pipeline for our study: (1) We fine-tune a RoBERTa-Large model on $D_{train}$ to get the teacher model. (2) We apply teacher model to the unlabeled corpus $C$ and $D_{train}$, and train the student model (DAN) to mimic the predictions of the teacher. This model is denoted as “DAN (KD)” (3) We further fine-tune the student model with $D_{train}$. This model is denoted as “DAN (KD+FT)”.

Remarks on Computation Complexity. The teacher model uses multiple transformer layers to capture the interactions between individual sub-word tokens, and aggregate such information into contextualized representations. Multi-headed self-attention is considered the most expensive operation in transformers, where the computation complexity is $O(m^2)$ for a sequence with $m$ sub-word tokens. The student model, Deep Averaging Network (DAN), can be considered as pre-computing word tokens, and aggregate such information into a large embedding table. By doing so, the computation complexity is reduced to $O(m)$. However, unlike the teacher, the context is limited to a small range, and no long range information (beyond n-gram) is taken into account by the student model.

2.4 Training Pipeline

Our training pipeline largely resembles the one introduced in Turc et al. (2019) and is illustrated in Fig. 3. It has three stages: (1) We first fine-tune a RoBERTa-Large model on the train set $D_{train}$ of task $T$, and use the resulting model as the teacher model. (2) We train the student model by aligning the predictions of the teacher ($\hat{y}$) and the predictions of the student ($\hat{y}$) on the union of unlabeled corpus $C$ and the train set $D_{train}$. We align the predictions by minimizing the KL divergence between the two distributions, i.e., $L = \sum_{j=1}^{n} \hat{y}_j \log \frac{\hat{y}_j}{\bar{y}_j}$. The resulting student model is denoted as “DAN (KD)”. (3) We further fine-tune the student model from step (2) with the task train set $D_{train}$, and get a new student model. This model is denoted as “DAN (KD+FT)”. This stage is optional.

2.5 Implementation Details

Determine N-gram Vocabulary. Our student model takes in n-grams as input. We determine the n-gram vocabulary by selecting the top $|V|$ frequent n-grams in $D_{train}$ and $C$. For each downstream dataset, we compute the vocabulary separately. We use CountVectorizer with default whitespace tokenization in sklearn (Pedregosa et al., 2011) to perform this task. We set n-gram range to be $(1, 4)$ and set $|V| = 1,000,000$, unless specified otherwise.

Optimization. The architecture of DAN is sparsely-activated, and thus can be sparsely-optimized to reduce memory footprint during training. To facilitate this, we design a hybrid Adam optimizer, where we use SparseAdam$^2$ for the sparse layers (i.e., the embedding table), and regular Adam for dense layers. SparseAdam is a modified version of the regular Adam optimizer. For Adam, the first and second moment for each parameter is updated at every step. This can be costly, especially for DAN, as most parameters in the embedding layer are not used during the forward pass. SparseAdam computes gradients and updates the moments only for parameters used in the forward pass. Our use of the hybrid Adam optimizer helps to improve speed and reduce memory usage. Notably, with the hybrid Adam optimizer, we can train a 1-billion parameter DAN with the batch size of 2048 at the speed of 8 batches/second, on a single GPU with 32 GB memory.

3 Experiment Settings

3.1 Data

Downstream Datasets. Following Tay et al. (2021), we use six text classification datasets, covering a wide range of applications, as the testbed
for our experiments and analysis. We use IMDB (Maas et al., 2011) and SST-2 (Socher et al., 2013) for sentiment analysis, TREC (Li & Roth, 2002) for question classification, AGNews (Zhang et al., 2015) for news classification. We use Civil Comments (Borkan et al., 2019) and Wiki Toxic (Wulczyn et al., 2017) dataset for toxicity detection.

### Knowledge Distillation Corpora
For each dataset, we manually select a relevant unlabeled corpus $C$ based on the task characteristics and text domain. For example, the IMDB and SST-2 models, which are tasked with classifying the sentiment of movie reviews, are paired with a corpus of unlabeled Amazon product reviews (Ni et al., 2019). TREC, a question classification task, is paired with PAQ (Lewis et al., 2021), a collection of 65 million questions. AGNews, a news classification task, is paired with CC-News corpus (Nagel, 2016). For Civil Comments, a dataset for detecting toxic news comments, we select the News subreddit corpus from ConvoKit (Chang et al., 2020), which is built from a previously existing dataset extracted and obtained by a third party and hosted by pushshift.io. Details of these datasets and the corpus are listed in Table 1.

### 3.2 Hyperparameters
For fine-tuning in stage 1, we select batch size from {16, 32} and learning rate from {1e-5, 2e-5, 5e-5} following the recommendations in (Liu et al., 2019). We train the model for 10 epochs on $D_{\text{train}}$. For knowledge distillation in stage 2, we set the batch size to be 2048, learning rate to be 5e-4, and total number of updates to be 1,000,000, as they work well in our preliminary experiments. The embedding table is randomly initialized and the embedding dimension $d_e$ is set to 1,000, unless specified otherwise. For further fine-tuning in stage 3, we set the batch size to be 32 and select the learning rate from {3e-4, 1e-4, 3e-5}. We train the model for 10 epochs on $D_{\text{train}}$. For all training procedures, we validate the model at the end of each epoch in the case of fine-tuning, or every 100,000 steps in the case of knowledge distillation. We save the best checkpoint based on dev accuracy.

### 3.3 Compared Methods
To comprehensively evaluate and analyze the n-gram student models, we additionally experiment with (1) training the student n-gram model from scratch, without knowledge distillation; (2) using other architectures for the student model, such as Bi-LSTM and Convolution Neural Networks; (3) directly fine-tuning compact transformers, e.g., DistilBERT (Sanh et al., 2019), MobileBERT (Sun et al., 2020).

### 4 Results and Analysis

#### 4.1 Main Results
How well can DANs emulate the performance of the teacher? In Table 2, we present the results on 6 text classification datasets. Firstly, we find that in 5 out of the 6 datasets, the gap between the teacher and the student model is within 3%. This suggests the power of simple n-gram models may be underestimated previously, as they are typically trained from scratch, without modern techniques such as pre-training and knowledge distillation. This also echoes with a series of recent work that questions the necessity of word order information (Sinha et al., 2021) and self-attention (You et al., 2020), in prevalent transformer architectures. Secondly, we observe that knowledge distillation help close more than half the gap between the teacher and the student model is within 3%. This suggests the power of simple n-gram models may be underestimated previously, as they are typically trained from scratch, without modern techniques such as pre-training and knowledge distillation. This also echoes with a series of recent work that questions the necessity of word order information (Sinha et al., 2021) and self-attention (You et al., 2020), in prevalent transformer architectures.

#### 4.2 How fast are DANs?
We have previously hypothesized that DANs will have superior inference speed due to its simple and sparse architecture.

### Table 1: Datasets and Distillation Corpus Used in Our Study.

| Dataset D | $|D_{\text{train}}|$ | $|D_{\text{dev}}|$ | Avg. l | Distillation Corpus C | $|C|$ |
|-----------|-------------------|-------------------|-------|----------------------|------|
| IMDB      | 25,000            | 25,000            | 300   | Amazon Reviews and * | 75m  |
| SST-2     | 67,349            | 872               | 11    | Amazon Reviews       | 75m  |
| TREC      | 5,452             | 500               | 11    | PAQ                  | 65m  |
| AGNews    | 120,000           | 7,600             | 55    | CC-News              | 418m |
| CCom      | 1,804,874         | 97,320            | 67    | Reddit News and *   | 60m  |
| WToxic    | 159,571           | 63,978            | 92    | *                    | 37m  |
Table 2: Performance Comparison on 7 Text Classification Tasks. We report accuracy for all datasets. In most cases, the gap between the teacher model (RoBERTa-Large) and the n-gram based student model (DAN(KD)/DAN(KD+FT)) is within 3%. Also, we observe that knowledge distillation help close more than half the gap between the teacher model and the n-gram model trained from scratch. †Knowledge distillation is performed without task data ($D_{train}$), assuming that the task data is private (see §4.2). ‡The dataset we obtain from public sources differs from the one in Tay et al. (2021).

| Model                      | IMDB | SST-2 | TREC | AGNews | CCom | WToxic |
|----------------------------|------|-------|------|--------|------|--------|
| DAN (from scratch)         | 88.3 | 79.5  | 78.4 | 91.1   | 95.7 | 92.2   |
| DAN (KD)†                  | 92.0 | 87.0  | 91.8 | 90.0   | 96.2 | 93.9   |
| DAN (KD)                   | 93.2 | 86.4  | 91.8 | 90.6   | 96.3 | 94.0   |
| DAN (KD+FT)                | 93.5 | 88.5  | 92.6 | 93.0   | 96.3 | 92.5   |
| Transformer-Base (Tay et al., 2021) | 94.2 | 92.1  | 93.6 | 93.5   |      | 91.5   |
| ConvNet (Tay et al., 2021) | 93.9 | 92.2  | 94.2 | 93.9   |      | 93.8   |
| RoBERTa-Large (Liu et al., 2019) | 96.3 | 96.2  | 94.8 | 95.4   | 96.3 | 94.1   |

Table 3: Model Size and Inference Speed Comparison. We report accuracy, inference speed (unit: samples per second) and relative speed compared to the teacher model (RoBERTa-Large). Our DAN model achieves competitive accuracy while achieving significant inference speed-up in multiple settings.

| Model            | Parameter Count | IMDB | SST-2 |
|------------------|-----------------|------|-------|
|                  | Total Sparse Dense | Acc. | GPU-fp32 | GPU-fp16 | CPU-fp32 | Acc. | GPU-fp32 | GPU-fp16 | CPU-fp32 |
| RoBERTa-Large    | 355M 51M 304M    | 96.3 | 28.9 (1x) | 92.3 (1x) | 1.4 (1x) | 96.2 | 267.3 (1x) | 92.3 (1x) | 1.4 (1x) |
| DistilBERT       | 66M 23M 43M      | 92.2 | 175.8 (6x) | 334.7 (4x) | 10.7 (8x) | 90.8 | 828.5 (3x) | 1117.3 (2x) | 60.6 (3x) |
| MobileBERT       | 25M 4M 21M       | 93.6 | 157.7 (5x) | 200.3 (2x) | 7.7 (6x) | 90.9 | 574.5 (2x) | 545.8 (1x) | 89.4 (4x) |
| LSTM (Layer-128d) | 53M 51M 2M        | 90.9 | 500.3 (17x) | 495.8 (5x) | 81.8 (59x) | 85.9 | 339.0 (13x) | 398.1 (7x) | 1002.6 (45x) |
| LSTM (Layer-256d) | 56M 51M 5M        | 91.2 | 489.1 (16x) | 486.7 (5x) | 57.1 (41x) | 86.8 | 3054.2 (11x) | 3938.4 (6x) | 615.7 (27x) |
| CNN (Layer-256d)  | 53M 51M 2M        | 89.2 | 3410.7 (109x) | 8427.1 (91x) | 251.2 (181x) | 82.8 | 1323.5 (5x) | 1563.9 (3x) | 3820.4 (172x) |

DAN (ours)        | 1001M 1000M 1M | 93.5 | 17557.9 (607x) | 20888.1 (226x) | 922.6 (663x) | 88.5 | 1745.7 (7x) | 1865.9 (3x) | 16478.6 (741x) |

In this section we quantify this advantage by comparing the n-gram model with the RoBERTa teacher model. We include two popular compact transformers, DistilBERT (Sanh et al., 2019) and MobileBERT (Sun et al., 2020), and two other popular student architectures, Bi-LSTM (Tang et al., 2019; Adhikari et al., 2020) and CNN (Chia et al., 2019) for a comprehensive comparison. For simplicity, we use BPE tokenizer and re-use the embedding table from RoBERTa for our student Bi-LSTM and CNN model. We use 2-layer Bi-LSTM with hidden dimension of 128, 256 and 512. For the CNN model, we use one 1D convolution layer with hidden dimension of 128 and context window of 7. All inference speed tests are done with the batch size of 32. GPU inference is performed with one Quadro RTX 8000 GPU, and CPU inference is performed with 56 Intel Xeon CPU E5-2690 v4 CPUs.

We provide more details and list the inference speed for IMDB and SST-2 in Table 3. We have previously visualized the speed comparison on IMDB dataset on in Fig. 1. DAN achieves the strong performance and inference efficiency among all different student model architectures. The speed-up is most significant on IMDB dataset (600x faster), as IMDB dataset has an average input length of 300 tokens, and the complexity of self-attention grows quadratically with sequence length. Moreover, DAN has an acceptable CPU inference speed, which greatly reduce the hardware cost for inference. We believe all these characteristics makes student DAN model as an ideal option for production or real-time use on text classification tasks.

How to achieve optimal performance with a fixed parameter budget? We explore how the configuration of vocabulary size and embedding dimension influence the student model performance. We test 19 different configurations with the IMDB dataset and list the results in Table 5. We also show the results graphically in Figure 4. All models in the table are trained with one single GPU, with the training scale described in §2.5. All else being equal, having more parameters in the student model is beneficial to the performance. For a fixed parameter budget, higher accuracy was achieved by increasing the embedding dimension and making a corresponding reduction in the vocabulary size.
Figure 4: Tradeoffs in IMDB dev set accuracy as the parameter budget is allocated to increasing either the n-gram vocabulary size or the embedding dimension.

![Graph showing tradeoffs in IMDB dev set accuracy](image)

| Parameter Count | IMDB Dev Accuracy |
|-----------------|-------------------|
| 500 million     | 93.2              |
| 1 billion       | 93.2              |
| 2 billion       | 93.2              |

Our best performing model has $|V| = 1,000,000$ and $d_e = 1,000$. Thus we keep this configuration for all other datasets.

**Simplest is the best: Exploring different design choices for DAN.** We try several modifications to our current experiment pipeline, including (1) replace average pooling with max pooling or taking sum in the DAN model; (2) pre-compute a n-gram representation by feeding the raw n-gram text to a RoBERTa-Large model, and using the representations to initialize the embedding table of the student model; (3) attach more dense layers in the DAN. We experiment with IMDB dataset and list the performance in Table 4. In general, we do not observe significant performance improvements brought by these variations. Thus, we keep the simplest design of DAN for all other experiments.

### 4.2 Privacy-preserving Settings

NLP datasets sometimes involve user generated text or sensitive information; therefore, data privacy can be a concern when training and deploying models with certain NLP datasets. In this section, we modify our experiment setting to a practical and privacy-preserving one. We assume the user has access to a public teacher model that is trained on private train dataset ($D_{train}$), but does not has access to $D_{train}$ itself. This is realistic nowadays with the growth of public model hubs such as TensorFlow Hub\(^4\) and Hugging Face Models\(^5\). After downloading the model, the user may wish to deploy a faster version of this model, or adapt the model to the user’s own application domain.

#### Knowledge Distillation without $D_{train}$

To simulate the privacy-preserving setting, we remove $D_{train}$ from the knowledge distillation stage in our experiment pipeline and only use the unlabeled corpus $C$. We use “DAN (KD)\(^†\)” to denote this model in Table 2. By comparing “DAN (KD)” and “DAN (KD)\(^†\)”, we found that the performance difference brought by task specific data $D_{train}$ is small in all cases, with the largest gap being 1.2% on IMDB dataset. This suggests that the proposed pipeline is still useful in the absence of task-specific data.

#### Domain Generalization and Adaptation

We select the two sentiment analysis tasks: IMDB and SST-2, and further explore the domain generalization/adaptation setting. Specifically, during stage 1, we fine-tune the RoBERTa-Large model on a source dataset; during stage 2, we apply knowledge distillation with unlabeled corpus $C$ and get the student model; during stage 3, we further fine-

\(^4\)https://www.tensorflow.org/hub
\(^5\)https://huggingface.co/models

---

**Table 4: Variations made to the student model and the performance on IMDB. \(^*\) represents the design choice we make in our main experiments.**

| Variations                  | Acc. |
|-----------------------------|------|
| 1. Pooling Methods          |      |
| Mean Pooling \((\ast)\)      | 93.2 |
| Max Pooling                 | 91.8 |
| Sum                         | 92.9 |
| 2. Embedding Initialization |      |
| With initialization         | 93.2 |
| Without initialization \((\ast)\) | 93.2 |
| 3. Dense Layers             |      |
| 1000 $\rightarrow$ 1000 $\rightarrow$ 2 \((\ast)\) | 93.2 |
| 1000 $\rightarrow$ 1000 $\rightarrow$ 256 $\rightarrow$ 2   | 93.1 |
| 1000 $\rightarrow$ 1000 $\rightarrow$ 256 $\rightarrow$ 64 $\rightarrow$ 2 | 93.0 |
Table 5: Domain Generalization and Adaptation Results. (1) We take the teacher model trained on the source dataset and evaluate it on the target dataset. (2) We obtain the student model “DAN (KD)” with unlabeled corpus $C$ and knowledge distillation. (3) We further fine-tune the student model on the target dataset to obtain “DAN (KD+FT)”. (4) “w. re-init.” represents that the classification head is re-initialized before further fine-tuning.

| Source | IMDB | SST-2 | Target | IMDB | SST-2 |
|--------|------|-------|--------|------|-------|
| DAN (from scratch, tar) | 79.5 | 88.3 | DAN (from scratch, tar) | 90.0 | 94.1 |
| (1) RoBERTa-Large (src) | 90.0 | 94.1 | (2) DAN (KD) | 81.9 | 92.0 |
| (3) DAN (KD+FT) | 89.4 | 93.0 | (4) DAN (KD+FT w. re-init.) | 86.7 | 92.8 |
| RoBERTa-Large (tar) | 96.2 | 96.3 | RoBERTa-Large (tar) | 96.2 | 96.3 |

4.3 Limitations and Discussions

Case study: What DANs are still not capable of. We take a closer look at the predictions made by our DAN model (student) and the RoBERTa-Large model (teacher). We list several representative cases in Table 6. These cases typically require understanding of complex language phenomena, such as irony, conditional clauses, and slang. In addition, these phenomena typically occur in contexts longer than 4 words, which DANs are not capable of modeling by design. For example, “bad actors” can mean “good actors” based on the later context “much funnier to watch”. We conclude that our proposed pipeline is not suitable to cases where modeling complex language phenomena has a higher priority than improving inference speed.

Understanding the performance gaps. Tay et al. (2021) advocate that architectural advances should not be conflated with pre-training. Our experiments further support this claim, if we consider knowledge distillation as a substitute for pre-training that provides the student model with stronger inductive biases, and consider the remaining teacher-student performance gap as the difference brought by architectural advances. On the other hand, we believe the power of DANs are previously undermined due to the challenges in optimizing large sparse models with limited supervision. Our experiments show that knowledge distillation effectively densify the supervision and greatly improve the performance of DANs.

5 Related Work

Efficient Transformers. Recent work attempts to improve computation or memory efficiency of transformer models mainly from the following perspectives: (1) Proposing efficient architectures or self-attention variants, e.g., Linformer (Wang et al., 2020), Longformer (Beltagy et al., 2020), BigBird (Zaheer et al., 2020). Tay et al. (2020) provide a detailed survey along this line of work. (2) Model compression using knowledge distillation, e.g., DistillBERT (Sanh et al., 2019), MobileBERT (Sun et al., 2020). These compressed models are typically task-agnostic and general-purpose, while in this work we focus on task-specific knowledge distillation. (3) Weight quantization and pruning, e.g., Gordon et al. (2020); Li et al. (2020).

Task-specific Knowledge Distillation in NLP. Researchers explored distilling a fine-tuned transformer into the following lightweight architectures, including smaller transformers (Turc et al., 2019; Jiao et al., 2019), LSTMs (Tang et al., 2019; Adhikari et al., 2020) and CNNs (Chia et al., 2019). Wasserblat et al. (2020) distill BERT into an architecture similar to DAN, however they restrict the model to only take unigrams (thus having small student models), and adopt a non-standard low-resource setting. To summarize, existing work typically focuses on reducing both number of parameter and the amount of computation, while in the paper we push the limit of inference speed and study an under-explored area in the design space, where the amount of computation is reduced by training a large embedding-based model.

Reducing Contextualized Representations to Static Embeddings. Related to our work, Ethayarajh (2019) and Bommasani et al. (2020) show how static word embeddings can be computed from BERT-style models. Ethayarajh (2019) suggest that less than 5% of the variance in a word’s contextualized representation can be explained by a static embedding, justifying the necessity of contextualized representation. Bommasani et al. (2020) found
Table 6: Case study on IMDB predictions. In these cases, the model can only make the correct predictions by understanding long contexts. Performance of DAN models are still limited as they only look at local n-grams and cannot model higher level interaction between words by design.

| Teacher | Student | Label | Sentence |
|---------|---------|-------|----------|
| Neg     | Pos     | Neg   | I really wanted to love this film. . . . |
| Neg     | Pos     | Neg   | This movie is a great movie ONLY if you need something to sit and laugh at the stupidity of it. . . . |
| Pos     | Neg     | Pos   | . . . They are such bad actors and it made this movie so much funnier to watch. . . . |

that static embeddings obtained by pooling over many contexts outperforms Word2Vec and GloVe in intrinsic evaluation. These two papers mainly focus on post-hoc interpretation of pre-trained transformer models using static embeddings. In our work we opt to use knowledge distillation techniques to learn n-gram embeddings. Meanwhile we acknowledge that the technique in Ethayarajh (2019) and Bommasani et al. (2020) could be used as an alternative method to convert transformer models to large but fast text classifiers.

Sparse Architectures. Our work starts with a fine-tuned Transformer model and distills it to a computationally efficient model with many more parameters. Alternatively, one could fix the computational cost at the same level as a full-sized Transformer while still greatly expanding the parameter count. This is the approach that is explored in the T5 Switch Transformer from Fedus et al. (2021) that makes use of a sparsely-activated mixture of experts. Both their work and ours agree in the conclusion that scaling up parameter count allows the model to memorize additional useful information.

6 Conclusions & Future Work

We investigated a new way of using knowledge distillation to produce a faster student model by reversing the standard practice of having the teacher be smaller than the teacher and instead allowed the student to have a large table of sparsely-activated embeddings. This enabled the student model to essentially memorize task-related information that if an alternate architecture were used would have had to be computed. We tested this method on six text classification tasks with models that were up to 1 billion parameters in size, approximately 3x as big as the RoBERTa-Large teacher model, and found that the student model was able to perform favorably. The relative drop in accuracy was less than 3% in five out of the six tasks.

We hope that our work can lead to further exploration of sparse architectures for faster and larger student models. There are multiple directions for future work, including scaling beyond 1 billion parameters and extending the DAN architecture to support tasks with long range dependencies like natural language inference or multiple inputs like text similarity. Additionally, we have only tested our methods on English tasks. More work is needed to test the idea on other languages where n-gram statistics can be different than English.
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