Optimization of Random Forests Algorithm Based on ReliefF-SA
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Abstract. As a widely used classification integration algorithm, the random forests based on decision tree combination is mostly used for classification and regression problems, but its deficiencies still need to be improved. In this paper, we propose simulated annealing algorithm, and its parameters is combined with the global search optimal solution and local optimal solution to optimize search. Then, we propose a random forests hybrid algorithm by combining the Relief algorithm and annealing algorithm, briefly introduce its thoughts and algorithm flow, and also carry out simulation experiments. According to the experimental results, the classification effect of the hybrid algorithm is generally the best, which greatly improves the overall generalization performance of the random forests.

1. Introduction

As one of the classical classification algorithms, it is the focus of people's research to improve and develop the decision tree algorithm. It is obviously hard to complete a complex classification by a single classifier, but Ensemble Learning can solve this problem conveniently. Ensemble Learning [1] regards multiple learners as multiple modules to coordinate and solve the same problem, and the effect of enhancing the generalization ability of the learning system by Ensemble Learning method to [2] is particularly remarkable.

The Ensemble Learning algorithm has experienced the initial development when it uses a large number of individual learners such as the Boosting method [3] and the Bagging method [4]. In 1995, Tin Kam Ho first proposed the concept of Random Decision Forests [5], in 1998. A further Random Subspace method was proposed [6]. Later, Breiman officially proposed the random forests algorithm in 2001 [7], which combines multiple decision trees to construct the Bagging ensemble foundation, and selects the training decision tree by random attribute features selection method to reduce the possibility of over-fitting.

However, due to its algorithmic limitations, random forests also give many scholars the idea of improving research. Generally, starting from the classifier, scholars enhance the accuracy of the classifier and reduce the correlation between classifiers.

There are many related researches on random forests. This paper discusses the feature selection of random forests algorithm and the combination optimization of multiple decision trees.

As for feature selection, Genuer et al. Put forward the idea of feature selection in two stages to avoid redundant data affecting classification effect [8]. However, the disadvantage of this method is
that it is too time-consuming and needs to generate classification model twice. In addition, Xu et al. conducted weighted feature extraction based on Chi square test and information gain ratio in 2011 [9].

As for the combination optimization of multiple decision trees, Bloodgood et al. proposed a weighting concept in 2012 [10], which evaluates the weight according to the performance of the decision tree on OOB and then conducts ensemble voting. This method makes the accuracy of the decision tree model proportional to the weight, but does not consider the diversity of the decision tree combination.

2. Related work

2.1. simulated Annealing

The Simulated Annealing (SA) was first proposed in 1953 by N. Metropolis [11] et al. In 1983, S. Kirkpatrick et al. applied the concept of simulated annealing to combinatorial optimization.

The main idea of SA is to find the global optimal solution by repeating this process: generating the initial solution $\rightarrow$ the new solution of disturbance $\rightarrow$ discriminating whether to accept the new solution.

2.2. ReliefF algorithm

Kononenko proposed the ReliefF algorithm in 1994 [12], which is mostly used for multi-classification. The process of ReliefF algorithm is: set the number of samples, take one sample R randomly from the training sample set each time, record the characteristic data of sample R as $R = (x_{R1}, x_{R2}, x_{R3}, ..., x_{RM})$, and the characteristic data of sample $R'$ is $R' = (x_{R'1}, x_{R'2}, x_{R'3}, ..., x_{R'M})$, measure the distance between two samples $R$ and $R'$ according to the distance formula (1) to search the nearest neighbor samples.

$$
\text{dist}(R, R') = \sqrt{(x_{R1} - x_{R'1})^2 + (x_{R2} - x_{R'2})^2 + \cdots + (x_{RM} - x_{R'M})^2} \quad (1)
$$

Next, k neighbor samples $H$ (nearHits) of R are found out from the sample sets of the same kind as R, k neighbor samples (nearMisses) are found out from the sample sets of different classes of R, and then the weight of each feature is updated, as shown in formula (2):

$$
W(A) = W(A) - \sum_{j=1}^{k} \frac{\text{diff}(A, R, H_j)}{mk} + \sum_{c \in \text{class}(R)} \left[ \frac{p(C)}{1 - p(\text{Class}(R))} \right] \sum_{j=1}^{k} \frac{\text{diff}(A, R, M_j(C))}{mk} \quad (2)
$$

Note: $M_j(C)$ represents the j-th nearest neighbor sample in class C, and $\text{diff}(A, R_1, R_2)$ represents the difference between the sample and the sample on feature A. Its calculation formula is:

$$
\text{diff}(A, R_1, R_2) = \begin{cases} 
\frac{|R_1[A] - R_2[A]|}{\max(A) - \min(A)}, & \text{if } A \text{ is continuous} \\
0, & \text{if } A \text{ is discrete and } R_1[A] = R_2[A] \\
1, & \text{if } A \text{ is discrete and } R_1[A] \neq R_2[A] 
\end{cases} \quad (3)
$$

3. Weighted random forests algorithm based on SA

In this paper, the simulated annealing algorithm is used to reduce the decision tree of random forests and do the secondary training of decision tree weights. Through continuous annealing, we make the weight of the deleted tree to be zero, and find the most suitable weight vector. By this way, decision tree with more generalization performance takes more weight and improves the classification performance of the random forests classifier combination.

3.1. pruning trees

When there is no difference in voting weights, all decision trees are first sorted in ascending order according to generalization performance, and then all trees in the random forests are pre-deleted. If a tree is deleted and the overall generalization performance is improved, then we delete this tree. The deletion method assigns the voting weight to 0, and the decision tree voting is not accepted. The reason why sorting and pre-deletion are needed here is that the decision tree with low generalization performance does not necessarily improve the overall performance. Some decision trees have low
generalization performance, but the correct coverage area is that most other decision trees cannot be correctly judged. In the region, the decision tree can also improve the overall generalization performance of the random forests, so use pre-deletion. Sorting is also due to universal problem. Most decision trees that provide negative generalization are often decision trees with low generalization performance, so sorting is a good solution to the accidental deletion.

Algorithm 1: Pruning tree

**Input:** decision tree voting coefficient vector \( w \) after tree deletion

**Output:** optimal coefficient vector \( w' \)

1. initialization temperature \( t = 500 \)
2. while \( t > 20 \)
3. for \( i \) in range (0, 200)
   4. a new vector \( w' \) is generated by case disturbance, so that the weight of the pruned tree is 0.
   5. calculate \( \Delta f \).
   6. judge whether to accept the new solution.
4. end
5. conduct temperature drop according to the temperature drop Formula \( t = 0.95 \times t \).

3.2. weight training

The weighted secondary training of the random forests with the deletion operation is carried out by the simulated annealing algorithm, is aim to obtain the optimal voting weight ratio, and improve the optimization performance of the random forests.

Algorithm 2: Secondary training base on SA

**Input:** decision tree voting coefficient vector \( w \) after tree deletion

**Output:** optimal coefficient vector \( w' \)

1. initialization temperature \( t = 200 \)
2. while \( t > 20 \)
3. for \( k \) in range (0, 200)
   4. generate new \( w' \) by the renewal rule.
   5. calculate \( \Delta f \).
   6. judge whether to accept the new solution.
4. end
5. conduct temperature drop according to the temperature drop Formula \( t = 0.95 \times t \).

4. Random forests hybrid algorithm

In this section, we will try a hybrid algorithm. In addition to the SA-RF algorithm above, we will use the ReliefF algorithm for feature selection. Through the combination of these two methods, the algorithm can coordinate the global search between the strength and correlation of the decision tree, and get better optimization results.

This is the re-optimization of the random forests model. By synthesizing the two optimization methods, a more effective and systematic improved algorithm is proposed:

Algorithm 3: Random forests hybrid algorithm

**Input:** dataset, the size of decision trees: \( nTree \), the number of partition attributes: \( k \)

**Output:** classification results

1. for \( i \) in range(0, \( nTree \))
   2. a random subset of size \( n \) is selected for each tree by using bootstrap sampling.
   3. get the weight of all features by using ReliefF algorithm.
   4. select the first \( k \) largest features at the node, compare and select the best features, and divide the data set.
   5. generate every decision tree recursively.
4. end
5. prun the decision trees, train the weight of the decision trees, get the best weight.
5. Simulation experiment and analysis
The experiment adopts the 4-fold cross validation method. The simulation software used is Matlab R2016a. The experimental environment was: Windows10 64-bit operating system, Intel Core i5-7300HQ, 2.50Ghz, 8GB memory.

5.1. Experimental data
The dataset used in this paper is from the UCI dataset. The 10 datasets obtained are shown in Table 1 below.

| Dataset                      | Number of sample | Number of attribution | Number of categories |
|------------------------------|------------------|-----------------------|----------------------|
| Glass                        | 214              | 9                     | 6                    |
| Segmentation(ST)             | 210              | 19                    | 7                    |
| Seeds                        | 210              | 7                     | 3                    |
| Winequality-red(WR)          | 1599             | 11                    | 6                    |
| Pima                         | 768              | 8                     | 2                    |
| Wine                         | 178              | 13                    | 3                    |
| Iris                         | 150              | 4                     | 3                    |
| Sonar                        | 208              | 60                    | 2                    |
| Statlog-Heart(SH)            | 270              | 13                    | 2                    |
| Breast-cancer-wisconsin(BCW) | 683              | 9                     | 2                    |

For the missing values and outliers that may exist in the dataset, the processing method of this paper is to delete the corresponding sample data.

5.2. Parameter setting
1) Using the Gini index as a criterion for constructing a split node of decision tree.
2) The number of cycles per training set is 50, a total of 250 trees are constructed, and the updated interval of decision tree is 5.
3) The number of selected features is n.
4) Initialize Temperature t (deleting algorithm t = 500, weight training algorithm t = 200), the temperature drop formula is set to $t = 0.95 \times t$.
5) The number of iteration ‘k’ is initialized to 200 at each temperature.

5.3. Evaluation criteria for classification
In order to quantitatively analyze the classification effect of random forests, the confusion matrix of the following binary classification data is considered, as shown in Table 2.

| Prediction is positive | Prediction is negative |
|------------------------|------------------------|
| Result is positive     | TP                     |
| Result is negative     | FN                     |
|                       | FP                     |
|                       | TN                     |

Where $n = TP + TN + FP + FN$ is the total number of samples. For multi class data, the incorrect data is called negative class.

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]  

Average model generalization performance: the classification accuracy Test set.
Average model accuracy: the classification accuracy of training set.

5.4. Experimental results and analysis
The purpose of the simulation experiment in this section is to compare and verify the classification performance of random forests hybrid algorithm, original random forests algorithm and weighted random forests algorithm based on SA. The three algorithms here all have tree pruning operations.
The final classification accuracy of all four algorithms is obtained and recorded as follows. First column of each comparison <initial> is the original random forests, the second column <with SA> is the weighted random forests algorithm based on SA, and the third column <with WSA> is the random forests hybrid algorithm.

Table 3. Statistical table of average result from dataset

| Dataset | Average model generalization performance | Average model accuracy |
|---------|------------------------------------------|------------------------|
|         | initial | with SA | with WSA | initial | with SA | with WSA |
| Glass   | 47.29   | 55.93   | 57.93    | 81.91   | 82.22   | 84.47    |
| ST      | 43.34   | 52.84   | 58.87    | 75.94   | 77.44   | 79.89    |
| Seeds   | 92.50   | 96.00   | 96.45    | 99.92   | 99.80   | 100.00   |
| WR      | 67.55   | 71.32   | 71.57    | 94.69   | 94.67   | 95.07    |
| Pima    | 73.20   | 77.69   | 79.10    | 99.82   | 99.64   | 99.74    |
| Wine    | 96.56   | 99.69   | 99.78    | 99.97   | 99.95   | 100.00   |
| Iris    | 93.77   | 96.44   | 94.78    | 99.89   | 99.89   | 99.96    |
| Sonar   | 82.58   | 90.73   | 91.58    | 99.94   | 99.81   | 99.90    |
| SH      | 75.66   | 81.96   | 84.82    | 97.18   | 97.46   | 98.87    |
| BCW     | 97.24   | 97.80   | 97.74    | 99.79   | 99.75   | 99.89    |
| Average dataset | **76.97** | **82.04** | **83.26** | **94.90** | **95.06** | **95.78** |

Based on table 3 above, it can be seen that:

1) from the analysis of the overall data, we can get that: comparing three algorithms’ accuracy of the total average model: initial < with SA < with WSA; from the overall average model generalization performance, the three algorithms are: initial < with SA < with WSA. In term of both the model accuracy and the model generalization performance, the random forests hybrid algorithm (with WSA) has the most significant optimization effect.

2) in terms of the total average model accuracy, the algorithm <with WSA> is better than the algorithm <with SA>, with an average of about 0.72%.

3) compared with the algorithm <with SA>, the average generalization performance of each data set is further enhanced, with an average enhancement of 1.22%, up to 6.03% respectively.

Analyze with the comparison diagram of generalization capability improvement of all data sets.

Figure 1: Average generalization performance

Figure 2: Improvement of average generalization performance

From Figure 1 and Figure 2, we can see the comparison results of the overall average generalization ability of the three algorithms. According to the comprehensive results of each data set, although there are individual data sets (such as iris) whose generalization performance is higher than that of <with WSA> in <with SA> algorithm, the generalization performance of random forests hybrid algorithm is generally improved.
6. Conclusion

Firstly, the algorithm of pruning tree and feature weighting based on SA is proposed to lay the foundation for the following hybrid algorithm.

Then combining the ReliefF algorithm and SA algorithm, we get the random forests hybrid algorithm, which can not only ensure the strength of the decision tree, but also reduce the correlation of the decision tree appropriately. The simulation results show that the hybrid algorithm has high accuracy, the best generalization ability and the best classification performance. According to the performance of classification performance in different tree scales, the reasonable tree range of decision tree is obtained synthetically, and the validity of feature weighting is verified according to the data side of pruning tree.

The hybrid algorithm also has some shortcomings: it is not suitable for all data sets, the effect of data with redundant features is obvious, and the algorithm efficiency is low when the tree size increases due to the search characteristics of SA algorithm, so how to improve these needs further research.
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