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Abstract
We consider a family of one-dimensional maps arising from the contracting Lorenz attractors studied by Rovella. Benedicks–Carleson techniques were used by Rovella to prove that there is a one-parameter family of maps whose derivatives along their critical orbits increase exponentially fast and the critical orbits have slow recurrence to the critical point. Metzger proved that these maps have a unique absolutely continuous ergodic invariant probability measure (SRB measure).

Here we use the technique developed by Freitas and show that the tail set (the set of points which at a given time have not achieved either the exponential growth of derivative or the slow recurrence) decays exponentially fast as time passes. As a consequence, we obtain the continuous variation (in the $L^1$-norm) of the densities of the SRB measures and associated metric entropies with the parameter. Our main result also implies some statistical properties for these maps.

Mathematics Subject Classification: 37A35, 37C40, 37C75, 37D25, 37E05

1. Introduction
The theory of dynamical systems studies processes which evolve in time and whose evolution is given by a flow or iterations of a given map. The main goals of this theory are to describe the typical behaviour of orbits as time goes to infinity and to understand how this behaviour changes when we perturb the system or to which extent it is stable.

The contributions of Kolmogorov, Sinai, Ruelle, Bowen, Oseledets, Pesin, Katok, Mañé and many others turned the focus of the study of dynamical systems from a topological perspective to a more statistical approach and ergodic theory experienced an unprecedented development. In this approach, one tries in particular to describe the average time spent by
typical orbits in different regions of the phase space. According to Birkhoff’s ergodic theorem, such averages are well defined for almost all points, with respect to any invariant probability measure. However, the notion of typical orbit is usually meant in the sense of volume (Lebesgue measure), which may not be invariant.

It is a fundamental open problem to understand under which conditions the behaviour of typical points is well defined, from the statistical point of view. This problem can be precisely formulated by means of Sinai–Ruelle–Bowen (SRB) measures which were introduced by Sinai for Anosov diffeomorphisms and later extended by Ruelle and Bowen for axiom A diffeomorphisms and flows. Here we consider discrete time systems given by a map $f : I \to I$ on an interval $I \subset \mathbb{R}$. Given an $f$-invariant Borelian probability $\mu$ in $I$, we call basin of $\mu$ the set $B(\mu)$ of points $x \in I$ such that

$$\lim_{n \to +\infty} \frac{1}{n} \sum_{j=0}^{n-1} \psi(f^j(x)) = \int \psi \, d\mu,$$

for any continuous $\psi : I \to \mathbb{R}$. (1)

We say that $\mu$ is an SRB measure for $f$ if the basin $B(\mu)$ has positive Lebesgue measure in $I$.

Trying to capture the persistence of the statistical properties of a dynamical system, Alves and Viana [AV02] proposed the notion of statistical stability, which expresses the continuous variation of SRB measures as a function of the dynamical system in a given family $\mathcal{F}$ of maps endowed with some topology. Assume that each one of these maps in $\mathcal{F}$ has a unique SRB measure. We say that $f$ is statistically stable if the map associating with each $g \in \mathcal{F}$ its SRB measure $\mu_g$ is continuous at $f$. Regarding the continuity in the space, we may consider weak* topology or even strong topology given by the $L^1$-norm in the space of densities (if they exist) with respect to Lebesgue measure.

Based on the work [AV02], sufficient conditions for the strong statistical stability of non-uniformly expanding maps were given in [Al04]. The conditions have to do with the volume decay of the tail set, which is the set of points that resist satisfying either a non-uniformly expanding requirement or a slow recurrence, up to a given time. Freitas proved in [Fr05, Fr10] that the Benedicks–Carleson quadratic maps are non-uniformly expanding and slowly recurrent to the critical set, and the volume of their tail sets decays exponentially fast, so that the results in [Al04] apply. Thus, these maps are statistically stable in the strong sense. For this purpose Freitas elaborated on the Benedicks–Carleson techniques in the phase space setting.

Inspired by the techniques developed by Benedicks and Carleson, many interesting results also appeared for maps that combine critical points with singular points, i.e. points where the derivative tends to infinity or the map is even discontinuous. In this vein, we refer to the work by Rovella [Ro93], where the class of dynamical systems which are the main goal of this work is introduced. See also [ABV00, ALV09, DHL06, LM11, Me00] for some statistical properties of maps with critical and singular points.

1.1. Contracting Lorenz attractor

The geometric Lorenz attractor is the first example of a robust attractor for a flow containing a hyperbolic singularity [GW79]. The attractor is a transitive maximal invariant set for a flow in three-dimensional space induced by a vector field having a singularity at the origin for which the derivative of the vector field at the singularity has real eigenvalues $\lambda_2 < \lambda_3 < 0 < \lambda_1$ with $\lambda_1 + \lambda_3 > 0$. The singularity is accumulated by regular orbits which prevent the attractor from being hyperbolic.

The geometric construction of the contracting Lorenz attractor (Rovella attractor) is the same as the geometric Lorenz attractor. The only difference is the condition (A1)(i) below
that gives in particular $\lambda_1 + \lambda_3 < 0$. The initial smooth vector field $X_0$ in $\mathbb{R}^3$ has the following properties:

(A1) $X_0$ has a singularity at 0 for which the eigenvalues $\lambda_1, \lambda_2, \lambda_3 \in \mathbb{R}$ of $DX_0(0)$ satisfy:
   (i) $0 < \lambda_1 < -\lambda_3 < -\lambda_2$,
   (ii) $r > s + 3$, where $r = -\lambda_2/\lambda_1$, $s = -\lambda_3/\lambda_1$;

(A2) there is an open set $U \subset \mathbb{R}^3$, which is positively invariant under the flow, containing the cube $\{(x, y, z) : |x| \leq 1, |y| \leq 1, |z| \leq 1\}$ and supporting the Rovella attractor $\Lambda_0 = \bigcap_{t \geq 0} X_t(U)$.

The top of the cube is a Poincaré section foliated by stable lines $\{x = \text{const}\} \cap \Sigma$ which are invariant under Poincaré first return map $P_0$. The invariance of this foliation uniquely defines a one-dimensional map $f_0 : I \setminus \{0\} \to I$ for which

$$f_0 \circ \pi = \pi \circ P_0,$$

where $I$ is the interval $[-1, 1]$ and $\pi$ is the canonical projection $(x, y, z) \mapsto x$;

(A3) there is a small number $\rho > 0$ such that the contraction along the invariant foliation of lines $x = \text{const}$ in $U$ is stronger than $\rho$.

The one-dimensional map $f_0$ (see figure 1) satisfies the following properties:

(B1) $f_0$ has a discontinuity at $x = 0$ and

$$\lim_{x \to 0^+} f_0(x) = -1, \quad \lim_{x \to 0^-} f_0(x) = 1;$$

(B2) $f_0'(x) > 0$ for all $x \neq 0$ with $\sup_{x \in (0, 1)} f_0'(x) = f_0'(1)$, $\sup_{x \in (-1, 0)} f_0'(x) = f_0'(-1)$ and

$$\lim_{x \to 0} \frac{f_0'(x)}{|x|^{s-1}}$$

exists and it is nonzero;

(B3) $\pm 1$ are pre-periodic and repelling: there exist $k_1, k_2, n_1, n_2$ such that

$$f_0^{n_1+k_1}(1) = f_0^{k_1}(1), \quad (f_0^{n_1})'(f_0^{k_1}(1)) > 1;$$

$$f_0^{n_2+k_2}(-1) = f_0^{k_2}(-1), \quad (f_0^{n_2})'(f_0^{k_2}(-1)) > 1;$$

(B4) $f_0$ has negative Schwarzian derivative: there is $\alpha < 0$ such that in $I \setminus \{0\}$

$$S(f_0) := \left( \frac{f_0''}{f_0'} \right)' - \frac{1}{2} \left( \frac{f_0''}{f_0'} \right)^2 < \alpha.$$

Observe that $f_0$ is a one-dimensional chaotic map which is clearly not stable, as $f_0$ is accumulated by maps which have periodic attracting orbits; see the proof of [Ro93, lemma III.1]. In Rovella’s results that we describe in the next subsection, this map plays the same role of the parameter $a = 2$ as in the results obtained by Benedicks and Carleson [BC85] for the quadratic maps $x \mapsto 1 - ax^2$. 
1.2. Rovella parameters

The Rovella attractor is not robust; see [Ro93, lemma III.1]. However, it is proved in [Ro93] that the chaotic attractor persists in a measure theoretical sense: there exists a one-parameter family of positive Lebesgue measure of $C^3$ close vector fields to $X_0$ which have a transitive non-hyperbolic attractor. In the proof of that result, Rovella showed that there is a set of parameters $E \subset (0, a_0)$ (that we call Rovella parameters) with $a_0$ close to 0 and $0$ a full density point of $E$, i.e.

$$\lim_{a \to 0} \frac{|E \cap (0, a)|}{a} = 1,$$

such that:

(C1) there is $K_1, K_2 > 0$ such that for all $a \in E$ and $x \in I$

$$K_2|x|^s \leq f_a'(x) \leq K_1|x|^s,$$

where $s = s(a)$. To simplify, we shall assume $s$ fixed, as in [Ro93];

(C2) there is $\lambda_c > 1$ such that for all $a \in E$, the points 1 and $-1$ have Lyapunov exponents greater than $\lambda_c$:

$$(f_a^n)'(\pm1) > \lambda_c^n, \quad \text{for all } n \geq 0;$$

(C3) there is $a > 0$ such that for all $a \in E$ the basic assumption holds:

$$|f_a^{n-1}(\pm1)| > e^{-an}, \quad \text{for all } n \geq 1;$$

(BA)

(C4) the forward orbits of the points $\pm1$ under $f_a$ are dense in $[-1, 1]$ for all $a \in E$.

Remark 1.1. In [Ro93], the choice of parameters is made according to some exclusion procedure starting with an initial interval $(0, a_0)$ where $a_0$ is close to 0. Here we need to take $a_0$ sufficiently close to 0 so that, in particular, condition (11) holds.
In [Me00], conditions (C1)–(C3) were used to prove the existence of an ergodic absolutely continuous invariant probability measure for Rovella parameters. In order to obtain uniqueness of that measure, Metzger needed to consider a slightly smaller class of parameters (still with full density at 0), for which conditions (C2) and (C3) imply a strong mixing property.

As a corollary of our main theorem, we deduce here the uniqueness of the ergodic absolutely continuous invariant probability measure for $E$ not assuming any strong mixing property. Hence, for each $a \in E$, the map $f_a$ has a unique SRB measure $\mu_a$.

One of the goals of this work is to prove the statistical stability of this one-parameter family of maps, that is, to show that the SRB measure depends continuously (in the $L^1$ norm on the space of densities) on the parameter $a \in E$. We shall also obtain some statistical laws for these measures.

### 1.3. Statement of results

To prove our main theorem we will use the result in [Al04], where sufficient conditions for the statistical stability of non-uniformly expanding maps with slow recurrence to the critical set are given. Observe that the nondegeneracy conditions on the critical set needed in [Al04] clearly hold in our case by the condition C1.

**Definition 1.2.** We say that $f_a$ is non-uniformly expanding if there is a $c > 0$ such that for Lebesgue almost every $x \in I$

$$\liminf_{n \to \infty} \frac{1}{n} \sum_{i=0}^{n-1} \log(f'_a(f^i_a(x))) > c.$$  

(2)

**Definition 1.3.** We say that $f_a$ has slow recurrence to the critical set if for every $\epsilon > 0$ there exists $\delta > 0$ such that for Lebesgue almost every $x \in I$

$$\limsup_{n \to \infty} \frac{1}{n} \sum_{i=0}^{n-1} -\log d_\delta(f^i_a(x), 0) \leq \epsilon,$$

(3)

where $d_\delta$ is the $\delta$-truncated distance, defined as

$$d_\delta(x, y) = \begin{cases} |x - y|, & \text{if } |x - y| \leq \delta, \\
1, & \text{if } |x - y| > \delta. \end{cases}$$

We define the expansion time function

$$E_a(x) = \min \left\{ N \geq 1 : \frac{1}{n} \sum_{i=0}^{n-1} \log(f'_a(f^i_a(x))) > c, \forall n \geq N \right\},$$

which is defined and finite almost every where in $I$, provided (2) holds almost everywhere. Fixing $\epsilon > 0$ and choosing $\delta > 0$ conveniently, we define the recurrence time function

$$R_a(x) = \min \left\{ N \geq 1 : \frac{1}{n} \sum_{i=0}^{n-1} -\log d_\delta(f^i_a(x), 0) < \epsilon, \forall n \geq N \right\},$$

which is defined and finite almost every where in $I$, as long as (3) holds almost everywhere. Now the tail set at time $n$ is the set of points which at time $n$ have not yet achieved either the uniform exponential growth of the derivative or the uniform slow recurrence:

$$\Gamma^n_a = \{ x \in I : E_a(x) > n \text{ or } R_a(x) > n \}.$$
Remark 1.4. As observed in [Al04, remark 3.8], the slow recurrence condition is not needed in all its strength: it is enough that (3) holds for some sufficiently small $\epsilon > 0$ and conveniently chosen $\delta > 0$ only depending on the order $s$ and $c$. For this reason we may drop the dependence of the tail set on $\epsilon$ and $\delta$ in the notation. Moreover, the constants $c$ in (2) and $\epsilon, \delta$ in (3) can be chosen uniformly on the set of parameters $E$.

For the maps considered by Rovella, first we claim that (2) holds almost everywhere and the Lebesgue measure of the set of points whose derivative has not achieved a satisfactory exponential growth at time $n$, decays exponentially fast as $n$ goes to infinity. Second, we claim that (3) also holds almost everywhere and the volume of the set of points that at time $n$ have been too close to the critical point, in the mean, decays exponentially with $n$.

**Theorem A.** Each $f_a$, with $a \in E$, is non-uniformly expanding and has slow recurrence to the critical set. Moreover, there are $C > 0$ and $\tau > 0$ such that for all $a \in E$ and $n \in \mathbb{N}$,

$$|\Gamma^n_a| \leq C e^{-\tau n}.$$ 

To prove this result we shall use the technique implemented by Freitas in [Fr05, Fr10]. Several interesting consequences will be deduced from this main result. In particular, the uniqueness of the ergodic absolutely continuous invariant probability measure.

**Corollary B.** For all $a \in E$, $f_a$ has a unique ergodic absolutely continuous invariant probability measure $\mu_a$.

This follows from [ABV00, lemma 5.6]. Actually, this lemma says that for a non-uniform expanding map, each forward invariant set with positive Lebesgue measure must have full Lebesgue measure in a disk of a fixed radius (not depending on the set). Applying this to the supports of two possible ergodic absolutely continuous invariant measures, together with the existence of dense orbits given by C4, we see that there is at least a common point in the basins of both measures. Hence, by Riesz representation theorem, these measures must coincide.

As an immediate consequence of theorem A, [Al04, theorem A] and [AOT06, theorem B] we have the strong statistical stability for the family of Rovella one-dimensional maps and the continuous variation of metric entropy.

**Corollary C.** The function $E \ni a \mapsto d\mu_a/dm$ is continuous, if the $L^1$-norm is considered in the space of densities, and the entropy of $\mu_a$ varies continuously with $a \in E$.

We remark that the continuous dependence of the SRB measure on the parameter is obtained only in the set of Rovella parameters. We believe that, similarly to the smooth case, there is no statistical stability in the full set of parameters; see [Th01].

Finally, we obtain several statistical properties for the SRB measures associated with the family of Rovella one-dimensional maps. In the formulation of our statistical properties we consider the space of Hölder continuous functions with Hölder constant $\gamma > 0$, for some $\gamma > 0$. This is the space of functions $\varphi : I \to \mathbb{R}$ with finite Hölder norm

$$\|\varphi\| \equiv \|\varphi\|_{\infty} + \sup_{y_1 \neq y_2} \frac{|\varphi(y_1) - \varphi(y_2)|}{|y_1 - y_2|^\gamma}.$$ 

The exponential decay of correlations for the system $(f_a, \mu_a)$ for Hölder observables against $L^\infty(\mu_a)$ has already been obtained in [Me00] on a subset of parameters in $E$ (still with full density at 0 for which some strong topological mixing condition holds. Here we obtain the exponential decay of correlations for the same observables in the whole set of parameters $E$, with no extra assumption.
Corollary D. For all \( a \in E \), the SRB measure \( \mu_a \) satisfies:

1. exponential decay of correlations for Hölder against \( L^\infty(\mu_a) \) observables;
2. exponential large deviations for Hölder observables.
3. the central limit theorem, the vector-valued almost sure invariance principle, the local limit theorem and the Berry–Esseen theorem for Hölder observables.

See the references below for precise mathematical formulations of the statements in corollary D. It is not difficult to see how corollary D can be deduced from theorem A. Actually, it follows from theorem A and [Go06, theorem 3.1] that each \( f_a \) with \( a \in E \) has a Young tower with an exponential tail of recurrence times. Then, the exponential decay of correlations and the central limit theorem follow from [Yo99, theorems 3 and 4]; the exponential large deviations follow from [MN08, theorem 2.1]; the vector-valued almost sure invariance principle follows from [MN09, theorem 2.9]; and finally, the local limit theorem and the Berry–Esseen theorem follow from [Go05, theorems 1.2 and 1.3].

In the remaining sections we shall prove theorem A.

2. Expansion and bounded distortion

The following lemma gives a first property for the dynamics of maps with parameters near the parameter 0. This appears as an initial step in the construction of the set of Rovella parameters.

**Lemma 2.1.** There are \( \lambda > 1 \) and \( \delta_0 > 0 \) such that for any \( 0 < \delta < \delta_0 \) there are \( a_0(\delta) > 0 \) and \( c(\delta) > 0 \) such that for any \( x \in I \) and \( a \in [0, a_0(\delta)] \),

1. if \( x, f_a(x), \ldots, f_{n-1}^a(x) \notin (-\delta, \delta) \), then \( (f_a^n)'(x) \geq c(\delta)\lambda^n \);
2. if \( x, f_a(x), \ldots, f_{n-1}^a(x) \notin (-\delta, \delta) \) and \( f_a^n(x) \in (-\delta, \delta) \), then \( (f_a^n)'(x) \geq \lambda^n \);
3. if \( x, f_a(x), \ldots, f_{n-1}^a(x) \notin (-\delta, \delta) \) and \( f_a^n(x) \in (-e^{-1}, e^{-1}) \), then \( (f_a^n)'(x) \geq \frac{1}{2} \lambda^n \).

**Proof.** Though not explicitly stated in the present form, this result has essentially been obtained in the proof of [Ro93, part IV, lemma 1]. Here we follow the main steps of that proof in order to enhance some extra properties that we need, specially the third item and the factor \( c(\delta) \) in the first item.

It was proved in [Ro93, lemmas 1.1 and 1.2] that there are \( \delta_0 \) and \( \lambda_0 \) (only depending on initial vector field) satisfying: for any \( \delta < \delta_0 \) there exists \( a_1(\delta) > 0 \) such that for every \( |y| \in (\delta, \delta_0) \) and \( a \in [0, a_1(\delta)] \) there exists \( p = p(a, y) \) for which

\[
|f_a^j(y)| > \delta_0, \quad \text{for } 1 \leq j \leq p \text{ and } (f_a^p)'(y) \geq \lambda_0^p.
\]

Also, there are \( m, \lambda_1 > 1 \) and \( a_2 \) depending on \( \delta_0 \) such that

\[
(f_a^m)'(y) \geq \lambda_1^m, \quad \text{whenever } y, f_a(y), \ldots, f_{m-1}^a(y) \notin (-\delta_0, \delta_0)
\]

and

\[
(f_a^j)'(y) \geq \lambda_1^j, \quad \text{if } f_a^j(y) \in (-\delta_0, \delta_0) \text{ for some } 1 \leq j < m.
\]

for \( a \in [0, a_2] \). Take

\[
c(\delta) = \min\{(K_2/\lambda_1)^{\delta^r(1)} : 1 \leq r \leq m\},
\]

\[
a_0(\delta) = \min\{a_1(\delta), a_2(\delta_0)\}
\]

and

\[
\lambda = \min\{\lambda_0, \lambda_1\}.
\]

Consider \( n \) and \( x \) as in the statement and \( a \in [0, a_0(\delta)] \). First suppose that \( f_a^j(x) \notin (-\delta_0, \delta_0) \) for all \( 0 \leq j < n \). We can write \( n = mq + r \) for some \( q \geq 0 \) and \( 0 \leq r < m \), then

\[
(f_a^{mq+r})'(x) = (f_a^m)'(f_a^q)'(x) \geq \lambda_1^m \lambda_0^q \geq c(\delta)^r \lambda_0^q,
\]

if \( f_a^n(x) \in (-\delta_0, \delta_0) \), we replace \( K_2 \lambda_1^{\delta^r} \) with \( \lambda_1^r \).
Now suppose the orbit of $x$ up to $n$ intersects $(-\delta_0, \delta_0)$. We define $0 \leq t_1 < \ldots < t_i < n$ as follows. Let $t_1 = \min\{j \geq 0 : f_d(x) \in (-\delta_0, \delta_0)\}$ and $t_{i+1}$ be the smallest $j$ with $t_i + p_i < j < n$ for which $f_d(x) \in (-\delta_0, \delta_0)$. For the time intervals $J = [0, t_1)$ and $J = [t_i, t_i + p_i)$, $1 \leq i < n$, we get

$$\prod_{j \in J} f_d'(f_d(x)) \geq \lambda^{[J]}.$$  

If $n \geq t_v + p_v$, then (6) holds for $J = [t_v, t_v + p_v)$ and for $J = [t_v + p_v, n)$ if $f_d^n(x) \in (-\delta, \delta)$. For the time interval $J = [t_v + p_v, n)$ if $f_d^n(x) \notin (-\delta_0, \delta_0)$ and for $J = [t_v, n)$ when $n < t_v + p_v$, as in (5) we have

$$\prod_{j \in J} f_d'(f_d(x)) \geq c(\delta)\lambda^{|J|}.$$  

Without loss of generality, we may assume that the critical values $\pm 1$ are fixed by $f_0$. Given $y$ such that $f^k(y) \in (-e^{-1}, e^{-1})$, let $[a, b]$ be the maximal interval of continuity of $f_0^k$ that contains $y$. Then

$$\frac{f_0^k(b) - f_0^k(y)}{b - y} > 1 - f_0^k(y) \geq 1 - e^{-1} = \frac{1}{e}(e - 1),$$

$$\frac{f_0^k(y) - f_0^k(a)}{y - a} > f_0^k(y) + 1 \geq 1 - e^{-1} = \frac{1}{e}(e - 1).$$

This implies $(f_0^k)'(y) > \frac{1}{e}(e - 1)$, because $f_0$ has negative Schwarmian derivative and otherwise it violates the minimum principle.

Let $m$ be as above and take $\lambda_2 > 1$ such that $\lambda_2^m < e - 1$. From what we have seen above, we have for all small values of $a$ and each $k < m$

$$(f_0^k)'(y) > \frac{1}{e}\lambda_2^m, \quad \text{whenever } f_0^k(y) \in (-e^{-1}, e^{-1}).$$

Given $n$ and $x$ as in the assumption, let $0 \leq k < m$ be such that $n = pm + k$ for some integer $p$. Taking $\lambda$ as in (4) still satisfying $\lambda < \lambda_2$, we obtain

$$(f^m)'(x) = (f^{pm+k})'(x) = (f^k)'(f^{pm}(x))(f^m)'(f^{(p-1)m}(x)) \cdots (f^m)'(x) \geq \frac{1}{e} \lambda_2^k \lambda_2^m \cdots \lambda_2^m$$

$$\geq \frac{1}{e} \lambda^{k+pm} = e^p \lambda^n.$$  

To establish the meaning of closeness to critical set we introduce the neighbourhoods of $0$

$$U_m = (-e^{-m}, e^{-m}), \quad \text{with } m \in \mathbb{N}. $$

Given any point $x \in I$, the orbit of $x$ will be split into free periods, returns and bound periods, which will occur in this order.

The free periods correspond to iterates in which the orbit is not inside $U_\Delta$ (for some big $\Delta$) nor in a bound period. During these periods the orbit of $x$ experiences an exponential growth of its derivative, provided we take parameters close enough to the parameter value 0, as shown in lemma 2.1.

We say that $x$ has a return at a given $j \in \mathbb{N}$ if $f^j(x) \in U_\Delta$. We shall consider two types of returns: essential or inessential. In order to distinguish each type we need a sequence of
partitions of $f$ into intervals that will be defined later. The idea of this construction goes back to the work of Benedicks and Carleson in [BC85].

The bound period is a period after a return time during which the orbit of $x$ is bound to the orbit of the critical point. In order to define that precisely, suppose that the constant $\alpha$ in C3 has been taken small and let $\beta = s\alpha$. Let $I_m = [e^{-m-1}, e^{-m})$ for $m \geq \Delta$, $I_m = -I_{m-1}$ for $m < 0$, and $I_m^+ = I_{m-1} \cup I_m \cup I_{m+1}$. We consider for each $I_m$, the collection of $m^2$ equal length intervals $I_{m,1}, I_{m,2}, \ldots, I_{m,m^2}$, whose union is $I_m$, and order these $I_{m,j}$ as follows: if $i > j$ then $\text{dist}(I_{m,i}, 0) < \text{dist}(I_{m,j}, 0)$. By $I_{m,i}$ we denote the union of $I_{m,i}$ with the two adjacent intervals of the same type.

**Definition 2.2.** Given $x \in I_m^+$ let $p(x)$ be the largest integer $p$ such that for $1 \leq j < p$

$$|f^j(x) - f^{j-1}(-1)| \leq e^{-\beta j}, \quad \text{if } m > 0$$

and

$$|f^j(x) - f^{j-1}(1)| \leq e^{-\beta j}, \quad \text{if } m < 0.$$  

The time interval $1, \ldots, p(x) - 1$ is called the bound period for $x$.

Let us denote by $p(m)$ the smallest $p$ such that the above condition holds for all $x \in I_m^+$. The bound period for $I_m^+$ is the time interval $1, \ldots, p(m) - 1$. The proof of the next result is a consequence of conditions (C1)–(C3) and $f' \leq 4$; see [Me00, lemma 4.2]. Note that $f$ indicates every map $f_n$ with $a \in E$.

**Lemma 2.3.** If $\Delta$ is large enough, then $p(m)$ has the following properties for each $|m| > \Delta$:

1. there is $C_0 = C_0(\alpha, \beta)$ such that for $j = 0, \ldots, p(m) - 1$

$$\frac{1}{C_0} \leq \frac{(f^j)'(y)}{(f)'(-1)} \leq C_0, \quad \text{if } y \in [-1, f(e^{-|m|+1})],$$

$$\frac{1}{C_0} \leq \frac{(f^j)'(y)}{(f)^j(1)} \leq C_0, \quad \text{if } y \in [f(-e^{-|m|+1}), 1];$$

2. taking $K = (-\log 4 + \log(K_1/s) + s)/(\beta + \log 4)$ we have

$$\frac{s|m|}{\beta + \log 4} = K \leq p(m) \leq \frac{s + 1}{\beta + \log \lambda_c |m|};$$

3. for all $x \in I_m^+$ we have

$$(f^{p(m)}(x))' \geq e^{(1-\beta \frac{s}{\beta + \log \lambda_c})|m|}.$$

Since $(f^n)'(x) = \prod_{j=1}^{n-1} f'(f^j(x))$, the return times introduce some small factors in the derivative of the orbit of $x$, but after the bound period not only that loss on the growth of the derivative has been recovered, as we have some exponential growth again. Note that an orbit in a bound period can enter $U_\Delta$ and these instants are called bound return times.

Now we build inductively a sequence of the partitions $P_0 < P_1 < \cdots$ of $I$ (modulo a zero Lebesgue measure set) into intervals. We also build $R_n(\omega) = \{z_1, \ldots, z_{y(\omega)}\}$, which is the set of the return times of $\omega \in P_n$ up to $n$, and $Q_n(\omega) = \{(m_1, k_1), \ldots, (m_{y(\omega)}, k_{y(\omega)})\}$ which records the indices of the intervals such that $f^i(\omega) \subset I_{m_i,k_i}^+$ for $1 \leq i \leq y(\omega)$. By construction, we shall have for all $n \in N_0$

$$\forall \omega \in P_n, \quad f^{\omega+1} |_{\omega} \text{ is a diffeomorphism.}$$

(7)

For $n = 0$ we define

$$P_0 = \{[-1, -\delta], [\delta, 1]\} \cup \{I_{m,i} : |m| \geq \Delta, 1 \leq i \leq m^2\}.$$
It is obvious that (7) holds for every $\omega \in \mathcal{P}_0$. Set $R_0([-1, -\delta]) = R_0([\delta, 1]) = \emptyset$ and $R_0(I_{m,k}) = \emptyset$, also $Q_0([-1, -\delta]) = Q_0([\delta, 1]) = \emptyset$ and $Q_0(I_{m,k}) = \emptyset \ set \ (m, k)$. 

Assume now that $\mathcal{P}_{n-1}$ is defined and it satisfies (7) and $R_{n-1}$, $Q_{n-1}$ are defined on each element of $\mathcal{P}_{n-1}$. Fixing $\omega \in \mathcal{P}_{n-1}$, there are three possible situations:

1. If $R_{n-1}(\omega) \neq \emptyset$ and $n < z_{y(m-1)} + p(m_{y(n-1)})$, we call $n$ a free time for $\omega$, and put $\omega \in \mathcal{P}_n$ and set $R_n(\omega) = R_{n-1}(\omega)$ and $Q_n(\omega) = Q_{n-1}(\omega)$. 

2. If $R_{n-1}(\omega) = 0$ or $n > z_{y(m-1)} + p(m_{y(n)})$ and $f^n(\omega) \cup U_\Delta \subset I_{\Delta, 1} \cup I_{-\Delta, 1}$, we call $\omega$ a return time for $\omega$, put $\omega \in \mathcal{P}_n$, and set $R_n(\omega) = R_{n-1}(\omega)$ and $Q_n(\omega) = Q_{n-1}(\omega)$. 

3. If the two above conditions do not hold, $\omega$ has a return situation at time $n$. We consider two cases:

   (a) $f^n(\omega)$ does not cover completely an interval $I_{m,k}$. Since $f^n|_{\omega}$ is a diffeomorphism and $\omega$ is an interval, $f^n(\omega)$ is also an interval and thus is contained in some $I^n_{m,k}$, which is called the host interval of the return. We call $n$ an inessential return time for $\omega$, put $\omega \in \mathcal{P}_n$, and set $R_n(\omega) = R_{n-1}(\omega) \cup \{n\}$, $Q_n(\omega) = Q_{n-1}(\omega) \cup \{m, k\}$. 

   (b) $f^n(\omega)$ contains at least an interval $I_{m,k}$, in which case we say that $\omega$ has an essential return situation at time $n$. Take

   \[\omega_{m,k} = f^{-n}(I_{m,k}) \cap \omega,\]
   \[\omega_\alpha = f^{-n}([\delta, 1]) \cap \omega,\]
   \[\omega_\beta = f^{-n}([-\delta, -1]) \cap \omega.\]

   We have $\omega \setminus f^{-n}(0) = \cup \omega_{m,k} \cup \omega_\alpha \cup \omega_\beta$. By the induction hypothesis $f^n|_{\omega}$ is a diffeomorphism and then each $\omega_{m,k}$ is an interval. Moreover $f^n(\omega_{m,k})$ covers $I_{m,k}$ may except for the two end intervals. We join $\omega_{m,k}$ with its adjacent interval, if it does not cover $I_{m,k}$ entirely. We also proceed likewise when $f^n(\omega_\alpha)$ does not cover $I_{\Delta-1,(\Delta-1)/2}$ or $f^n(\omega_\beta)$ does not cover $I_{-\Delta,(\Delta+1)/2}$. So we get a new decomposition of $\omega \setminus f^n(\omega_{m,k})$ into intervals $\omega_{m,k}$ (mod 0) such that $I_{m,k} \subset f^n(\omega_{m,k}) \subset I^n_{m,k}$. Put $\omega_{m,k} \in \mathcal{P}_n$ for all indices $(m, k)$ such that $\omega_{m,k} \neq \emptyset$, set $R_n(\omega_{m,k}) = R_{n-1}(\omega) \cup \{n\}$ and call $n$ an essential return time for $\omega_{m,k}$. The interval $I_{m,k}$ is called the host interval of $\omega_{m,k}$, and $Q_n(\omega_{m,k}) = Q_{n-1}(\omega) \cup \{m, k\}$. In the case when $f^n(\omega_\alpha)$ covers $I_{\Delta-1,(\Delta-1)/2}$ we say $\omega$ is an escape time for $\omega_\alpha$, and $R_n(\omega_\alpha) = R_{n-1}(\omega)$, $Q_n(\omega_\alpha) = Q_{n-1}(\omega)$. We proceed similarly for $\omega_{m,k}$ as escaping components.

To end the construction we have to verify that (7) holds for $\mathcal{P}_n$. Since for any interval $J \subset I$

\[f^n|_J \text{ is a diffeomorphism} \quad \{0 \notin f^n(J)\} \implies f^{n+1}|_J \text{ is a diffeomorphism,}\]

we are left to prove $0 \notin f^n(\omega)$ for all $\omega \in \mathcal{P}_n$. Take $\omega \in \mathcal{P}_n$. If $n$ is a free time, there is nothing to prove. If $n$ is a return time, either essential or inessential, we have by construction $f^n(\omega) \subset I_{m,k}$ for some $|m| \geq \Delta$ and $k = 1, 2, \ldots, m^2$, and thus $0 \notin f^n(\omega)$. If $n$ is a bound time, then by definition of bound period and the basic assumption $C3$ for all $x \in \omega$ with $m_{y(n-1)} > 0$ we have

\[|f^n(x)| \geq |f^{n-1}z_{y(n-1)}(-1)| - |f^n(x) - f^{n-1}z_{y(n-1)}(-1)| \geq e^{-n}(n - z_{y(n-1)}) - e^{-n}(n - z_{y(n-1)}) = e^{-n}(n - z_{y(n-1)}) > 0, \quad \text{since } \beta > 0 \text{ and } n = z_{y(n-1)} > 1.

The same conclusion can be drawn for $\omega \in \mathcal{P}_n$ with $m_{y(n-1)} < 0$. We just need to replace $-1$ by $1$ in the above calculation.
Lemma 2.4. Let \( z \) be a return time for \( \omega \in \mathcal{P}_{n-1} \) with host interval \( I^*_{m,k} \) and \( p = p(m) \);

(1) assuming \( z^* \leq n - 1 \) is the next return time for \( \omega \), either essential or inessential, and defining \( q = z^* - (z + p) \), we have

\[
|f^{z^*}(\omega)| \geq \lambda^q e^{(1-\beta \frac{\log \lambda}{\log \beta}) |m| |f^z(\omega)|},
\]

and for sufficiently large \( \Delta \) it follows that \( |f^{z^*}(\omega)| \geq 2 |f^z(\omega)| \);

(2) if \( z \) is the last return time of \( \omega \) up to \( n - 1 \) and \( n \) is either a free time or a return situation for \( \omega \) and put \( q = n - (z + p) \), then

(a) \( |f^n(\omega)| \geq c(\delta) \lambda^q e^{(1-\beta \frac{\log \lambda}{\log \beta}) |m| |f^z(\omega)|} \),

(b) if \( z \) is an essential return and for a sufficiently large \( \Delta \)

\[
|f^n(\omega)| \geq c(\delta) \lambda^q e^{\omega \frac{\log \lambda}{\log \beta} |m|};
\]

(3) if \( z \) is the last return time of \( \omega \) up to \( n - 1 \), \( n \) is a return situation and \( f^n(\omega) \subset U_1 \), then

(a) \( |f^n(\omega)| \geq \lambda^q e^{(1-\beta \frac{\log \lambda}{\log \beta}) |m| |f^z(\omega)|} \geq 2 |f^n(\omega)| \),

(b) \( |f^n(\omega)| \geq \lambda^q e^{\omega \frac{\log \lambda}{\log \beta} |m|} \), if \( z \) is an essential return.

The next lemma tells us that the escape component returns as considerably large in the return situation after the escape time. Although the content is similar to a lemma in [Fr06, lemma 4.2], here we cannot use the quadratic expression of the map.

Lemma 2.5. If \( \omega \in \mathcal{P}_1 \) is an escape component, then in the next return situation \( t_1 \) for \( \omega \) we have

\[
|f^{t_1}(\omega)| \geq e^{-\beta \frac{\log \lambda}{\log \beta} \Delta}.
\]

Proof. If \( f^{t_1}(\omega) \not\subset U_1 \), there is nothing to prove. So suppose that \( f^{t_1}(\omega) \subset U_1 \). Since \( \omega \) is an escape component at time \( t \) it follows that

\[
f^{t}(\omega) \supset I_{m,m^2}, \quad \text{with} \ |m| = \Delta - 1.
\]

First we assume that \( f^{t}(\omega) \subset I_m \). Without loss of generality, assume that \( m > 0 \). By definition of \( p = p(\Delta) \), for every \( j = 1, \ldots, p - 1 \) and \( x \in \omega \)

\[
|f^{j-1}(-1)| - |f^{*j}(x)| \leq |f^{j*}(x) - f^{j-1}(-1)| \leq e^{-\beta j}.
\]

Hence

\[
|f^{j*}(x)| \geq |f^{j-1}(-1)| - e^{-\beta j} \geq e^{-\alpha j} - e^{-\beta j} = e^{-\alpha j}(1 - e^{(\alpha - \beta) j}), \quad (BA)
\]

\[
\geq e^{-\alpha p j} (1 - e^{(\alpha - \beta) j}), \quad j < p, \ \alpha - \beta < 0
\]

\[
\geq e^{-\alpha \frac{\log \lambda}{\log \beta} \Delta} (1 - e^{(\alpha - \beta) j}), \quad p \leq s + 1
\]

\[
\geq e^{-\alpha \frac{\log \lambda}{\log \beta} \Delta} (1 - e^{\alpha - \beta}), \quad 1 - e^{\alpha - \beta} > e^{-\alpha \frac{\log \lambda}{\log \beta} \Delta}
\]

\[
\geq e^{-\Delta} \frac{s + 2}{\beta + \log \lambda_c} < 1.
\]
Therefore, there is no return situation during times \( j = 1, \ldots, p - 1 \) and then \( t_1 - t \geq p \). Hence
\[
|f^{t_2}(\omega)| = |f^{t_1}(f^{t_2}(\omega))| = (f^{t_1})'(f^{t_2}(\omega))|f^{t_1}(\omega)|,
\]
for some \( x \in \omega \)
\[
= (f^q)'(f^{p+q}(x))(f^q)'(f^p)(f^q)|f^p(\omega)|, \quad q = t_1 - t - p
\]
\[
\geq \frac{1}{e^\lambda} e^{(1-\beta) \frac{\Delta}{\lambda}} |f^p(\omega)|, \quad \text{part 3 of lemmas } 2.1, 2.3
\]
\[
\geq \frac{1}{e^\Delta} e^{(1-\beta) \frac{\Delta}{\lambda}} e^{(1-\beta) \frac{\Delta}{\lambda}} e^{-\Delta},
\]
\[
|f^p(\omega)| \geq e^{-(\Delta+1) - \Delta} = \frac{e^{-\Delta}}{(\Delta - 1)^2} > \frac{e^{-\Delta}}{\Delta^2}
\]
\[
\geq e^{-\frac{\beta + 1}{\lambda} \Delta}, \quad \Delta \text{ large enough.}
\]

Suppose now that \( I_m \subseteq f^q(\omega) \). If \( t_1 - t \geq p(\Delta) \), then we obtain the result by knowing that
\[
|f^{t_2}(\omega)| = |f^{t_1}(f^{t_2}(\omega))| \geq |f^{t_1}(I_m)| \geq (f^{t_1-i})(x)|I_m|,
\]
for some \( x \in I_m \), and following the proof in the previous case. Now we consider the case when \( t_1 - t < p(\Delta) \). In this case, the points in \( I_m \) are in the bound period. So, for every \( x \in I_m \)
\[
|f^{t_1-i}(x)| \geq e^{-\alpha(t_1-i)} - e^{-\beta(t_1-i)} \geq e^{-\beta(t_1-i)},
\]
the second inequality holds because \( \beta > \alpha \) and \( t_1 - t \) is large by taking \( \Delta \) to be big enough. Therefore
\[
|f^p(\omega)| \geq \text{dist}(f^{t_1-i}(I_m), U_\Delta)
\]
\[
\geq e^{-\beta(t_1-i)} - e^{-\Delta}
\]
\[
\geq e^{-\beta p(\Delta)} - e^{-\Delta}
\]
\[
\geq e^{-\frac{\beta + 1}{\lambda} \Delta} - e^{-\Delta}
\]
\[
\geq e^{-\frac{\beta + 1}{\lambda} \Delta}.
\]

Before we give the bounded distortion result, we prove a preliminary result. Let us define \( D(\omega) \) as a distance of the interval \( \omega \) from the critical point, i.e.
\[
D(\omega) = \inf_{x \in \omega} |x|.
\]

**Lemma 2.6.** Given an interval \( \omega \) with \( |\omega| \leq D(\omega) \), there exists \( C_1 > 0 \) such that
\[
\sup_{x,y \in \omega} \frac{|f'(x)|}{|f'(y)|} \leq \frac{C_1}{D(\omega)}.
\]

**Proof.** Outside some small neighbourhood \((\epsilon_0, \epsilon_0)\) of the origin, both \( f'' \), \( f' \) are bounded from above and below by constants which depend only on the map and \( \epsilon_0 \). Then the result follows immediately if \( \omega \cap (-\epsilon_0, \epsilon_0) = \emptyset \). Inside a neighbourhood \((-2\epsilon_0, 2\epsilon_0)\) we have
\[
K_2|x|^{i-1} \leq |f''(x)| \leq K_1|x|^{i-1},
\]
\[
K_2' \leq |f''(x)| \leq K_1' |x|^{i-2}.
\]
Now suppose that \( \omega \cap (-\epsilon_0, \epsilon_0) \neq \emptyset \). Since \( |\omega| \leq D(\omega) < \epsilon_0 \), then we have \( \omega \subseteq (-2\epsilon_0, 2\epsilon_0) \) and
\[
|f''(x)| \leq K_1 D^{-2}(\omega), \quad \text{for all } x \in \omega;
\]
\[
|f'(x)| \geq K_2 D^{-1}(\omega), \quad \text{for all } y \in \omega.
\]
Hence, by taking quotient and supremum, the result follows.
Proposition 2.7 (Bounded distortion). There is $C_2 > 0$ (independent of $\Delta$) such that for all $\omega \in \mathcal{P}_n$ with $f^{n+1}(\omega) \subset U_{\Delta_0}$, where

$$\Delta_0 = \left[ \beta \left( s + 2 - \frac{2}{\beta + \log \lambda_c} \right) \right],$$

and all $x, y \in \omega$

$$\frac{(f^{n+1})'(x)}{(f^{n+1})'(y)} \leq C_2.$$

Proof. Consider the set of return times and host indices of $\omega$ as $R_{n+1}(\omega) = \{z_0, \ldots, z_{\gamma(n+1)}\}$ and $Q_{n+1}(\omega) = \{(m_1, k_1), \ldots, (m_{\gamma(n+1)}, k_{\gamma(n+1)})\}$ respectively. Let $\omega_j = f^j(\omega)$, $p_j = p(\omega_{z_j})$, $x_j = f^j(x)$ and $y_j = f^j(y)$. Using the chain rule, we write

$$\frac{(f^{n+1})'(x)}{(f^{n+1})'(y)} = \prod_{j=0}^{n} \frac{f'(x_j)}{f'(y_j)} \leq \prod_{j=0}^{n} \left( 1 + \left| \frac{f'(x_j) - f'(y_j)}{f'(y_j)} \right| \right).$$

According to this, the proof is completed by showing that

$$S = \sum_{j=0}^{n} \frac{|f'(x_j) - f'(y_j)|}{f'(y_j)} = \sum_{j=0}^{n} |A_j|$$

is uniformly bounded. By the mean value theorem we also have $|f'(x_j) - f'(y_j)| \leq |f''(\xi)||x_j - y_j|$ for some $\xi$ between $x_j$ and $y_j$. Therefore,

$$|A_j| \leq \sup_{\xi \in [x_j, y_j]} \left| \frac{f''(\xi)}{f'(\xi)} \right| |x_j - y_j|.$$

We first estimate the contribution of the free period between $z_{i-1}$ and $z_i$ for the sum $S$:

Without loss of generality, assume that $m_i > 0$. Since $\omega_{z_i} \subset I_{m_i}^\ast \subset [e^{-|m_i| - 1}, e^{-|m_i| + 1})$,

$$|\omega_{z_i}| \leq 3 e^{-|m_i| + 1} - e^{-|m_i|} = \frac{3 - e^{-1}}{(|m_i| - 1)^2}. \quad (8)$$

For $j \in [z_{i-1} + p_{i-1}, z_i - 1]$, we have

$$|\omega_{z_i}| \geq |f^{z_i-j}(x_j) - f^{z_i-j}(y_j)| = \left| \left( f^{z_i-j}(\xi) \right) |x_j - y_j|, \quad \text{for some } \xi \text{ between } x_j \text{ and } y_j$$

$$\geq \lambda^{z_i-j} |x_j - y_j|, \quad \text{by lemma 2.1.}$$

Moreover, $\omega_j$ stays out of $(-\delta, \delta)$, which implies $\delta < \mathcal{D}(\omega_j)$. Then the hypothesis of lemma 2.6 holds:

$$|\omega_j| \leq \lambda^{j-z_i} |\omega_{z_i}| \leq 3 \lambda^{j-z_i} \frac{e^{-1}}{(|m_i| - 1)^2} e^{-|m_i|} \ll \delta < \mathcal{D}(\omega_j).$$

This gives

$$\sum_{j=z_{i-1}+p_{i-1}}^{z_i-1} |A_j| \leq \sum_{j=z_{i-1}+p_{i-1}}^{z_i-1} \sup_{\xi, \xi \in [z_{i-1}, z_i]} \left| \frac{f''(\xi)}{f'(\xi)} \right| |x_j - y_j| \leq \frac{C_1 |\omega_{z_i}|}{\mathcal{D}(\omega_j)} \sum_{j=z_{i-1}+p_{i-1}}^{z_i-1} \lambda^{j-z_i}$$

$$\leq \frac{C_1}{\lambda - 1} |\omega_{z_i}| e^{|m_i|}.$$
We have seen in (8) that the hypothesis of lemma 2.6 for $\omega_{z_j}$ is also satisfied ($e^{-|m_j| - 2} \leq \mathcal{D}(\omega_{z_j})$). Then the contribution of the return time $z_j$ is:

$$|A_{z_j}| \leq \sup_{\xi, \xi' \in \omega_{z_j}} \left| \frac{f''(\xi_1)}{f'(\xi_2)} \right| |\omega_{z_j}| \leq \frac{C_1}{\mathcal{D}(\omega_{z_j})} |\omega_{z_j}| \leq C_1|\omega_{z_j}| e^{|m_j|} = e^2 C_1|\omega_{z_j}| e^{|m_j|}.$$  

Now we compute the contribution of the bound period, $j \in (z_j, z_j + p_j)$. Let’s take $\omega^* = (0, e^{-|m_j| + 1})$ and $\omega_j^* = f^j(\omega^*)$. As we are in the bound period, $|\omega_j^*| \leq e^{-\beta j}$ and

$$|\omega_j^*| = |(f^{j-1})'(\xi)| |\omega_j^*| \text{ for some } \xi \in \omega_j^* \subset [-1, f(e^{-|m_j| + 1})] \geq \frac{1}{C_0} |(f^{j-1})'(-1)||\omega_j^*| \text{ lemma 2.3.}$$

Therefore, $|(f^{j-1})'(-1)| \leq C_0 |\omega_j^*| \leq C_0 e^{-\beta j}$. Now

$$|f^j(\omega_{z_j})| = |\omega_{z_j}||(f^j)'(\xi)| \text{ for some } \xi \in \omega_{z_j} \leq |\omega_{z_j}||f^j'(\xi)||(f^j)'(\xi)| \leq C_0 |\omega_{z_j}||f'(\xi)||(f^j)'(\xi)| \leq C_0^2 |\omega_{z_j}||K_1 e^{(1-|m_j|)(s-1)} e^{-\beta j}||\omega_j^*||,$$

but $\xi \in \omega_{z_j} \subseteq [e^{-|m_j| - 2}, e^{-|m_j| + 1}]$, which implies that $|f'(\xi)| \leq K_1 e^{(1-|m_j|)(s-1)}$. And

$$|\omega_j^*| = f(e^{-|m_j| + 1}) + 1 \geq \frac{K_2}{s} e^{(1-|m_j|)s}.$$

Consequently,

$$|f^j(\omega_{z_j})| \leq C_0^2 K_1 \frac{s}{K_2} |\omega_{z_j}| e^{(1-|m_j|)(s-1)} e^{-\beta j} e^{(|m_j| - 1)s} = C' |\omega_{z_j}| e^{-\beta j} e^{|m_j|}. \hspace{1cm} (9)$$

Combining (8) and (9),

$$|f^j(\omega_{z_j})| \leq 3C' e^2(e-1) e^{-|m_j| - 2} e^{-\beta j} e^{|m_j|} \leq 3C' \frac{e - 1}{(|m_j| - 1)^2} e^{-\beta j}.$$  

If $\Delta$ is large enough such that $3C' \frac{e - 1}{(|m_j| - 1)^2} + 1 \leq e^{\beta - \alpha}$, then

$$3C' \frac{e - 1}{(|m_j| - 1)^2} + 1 \leq 3C' \frac{e - 1}{(\Delta - 1)^2} + 1 \leq e^{\beta - \alpha} \leq e^{(\beta - \alpha)j}. \hspace{1cm} (10)$$

On the other hand, for $j$ in the bound period and $x \in \omega_{z_j}$,

$$e^{-\beta j} \geq |f^{j-1}(-1) - f^j(x)| \geq |f^{j-1}(-1)| - |f^{j-1}(x)| \geq e^{-\alpha j} - |f^j(x)|,$$  

which implies that $\mathcal{D}(f^j(\omega_{z_j})) \geq e^{-\alpha j} - e^{-\beta j}$. Thus by (10), we have

$$\mathcal{D}(f^j(\omega_{z_j})) \geq e^{-\alpha j} - e^{-\beta j} \geq 3C' \frac{e - 1}{(|m_j| - 1)^2} e^{-\beta j} \geq |f^j(\omega_{z_j})|. $$

Using lemma 2.6,

$$\sup_{\xi, \xi' \in f^j(\omega_{z_j})} \left| \frac{f''(\xi_1)}{f'(\xi_2)} \right| \leq \frac{C_1}{\mathcal{D}(f^j(\omega_{z_j}))} \leq \frac{C_1}{e^{-\alpha j} - e^{-\beta j}}.$$
Now we are ready to compute the contribution of the bound period

\[
\sum_{j=z_j+1}^{z_j+p_{j-1}} |A_j| \leq \sum_{j=1}^{p_{j-1}} |f^j(\omega_{z_j})| \sup_{\xi_1, \xi_2 \in f^j(\omega_{z_j})} \left| \frac{f''(\xi_1)}{f'(\xi_2)} \right|
\]

\[
\leq \sum_{j=1}^{p_{j-1}} C_1 C' |\omega_{z_j}| |e^{\lambda j}| \frac{e^{-\beta j}}{e^{-\beta j} - e^{-\beta j}}
\]

\[
\leq C_1 C' \frac{e^{\alpha - \beta}}{(1 - e^{\alpha - \beta})} |\omega_{z_j}| |e^{\lambda j}|
\]

If we assume that \( n < z_y + p_{y} \), then we split the sum \( \sum_{j=0}^{n} |A_j| \) into three sums according to free period, return time and bound period:

\[
\sum_{j=0}^{n} |A_j| = \sum_{i=1}^{\gamma(n+1)} \left( \sum_{j=z_{i-1}+1}^{z_{i-1}+p_{i-1}} |A_j| + |A_{z_{i-1}}| + \sum_{j=z_{i-1}+1}^{z_{i-1}+p_{i-1}} |A_j| \right)
\]

\[
\leq \sum_{i=1}^{\gamma(n+1)} \left( \frac{C_1}{\lambda - 1} |e^{\lambda j}| |\omega_{z_i}| + e^2 C_1 |\omega_{z_i}| |e^{\lambda j}| + C_1 C' \frac{e^{\alpha - \beta}}{(1 - e^{\alpha - \beta})^2} |\omega_{z_i}| |e^{\lambda j}| \right)
\]

\[
\leq C'' \sum_{i=1}^{\gamma(n+1)} |\omega_{z_i}| |e^{\lambda j}|
\]

\[
\leq C'' \sum_{R \geq \Delta} e^R \sum_{i: |m_i| = R} |\omega_{z_i}|
\]

\[
\leq 2 \frac{e - 1}{e} C'' \sum_{R \geq \Delta} e^R \frac{e^{-R}}{R^2}
\]

We have a last inequality, because by the first part of lemma 2.4, if \( \{z_j : j = 1, \ldots, r\} \) is a set of returns with depth \( R \) that is in an increasing order, then

\[
\sum_{i: |m_i| = R} |\omega_{z_i}| = \sum_{j=1}^{r} |\omega_{z_{ij}}| \leq \sum_{j=1}^{r} 2^{-j-\delta} |\omega_{z_{ij}}| \leq 2 \frac{e^{-R} - e^{-R-1}}{R^2}.
\]

Finally, if \( n + 1 \geq z_y + p_{y} \), then we take care of the last piece of free period, i.e. \( j \in [z_y + p_{y}, n] \). In this period of time we have

\[
|\omega_{n+1}| = (f^{n+1-j}(\xi))|\omega_j| \quad \text{for some } \xi \in \omega_j
\]

\[
\geq \frac{1}{e^{\lambda^{n+1-j} - j}|\omega_j|}.
\]

First suppose that \( |\omega_{n+1}| \leq \frac{1}{e} \delta \). Then \( |\omega_j| \leq \lambda^{j-n} \delta \leq \delta \). Since during the last free period \( \omega_j \) is outside of \((-\delta, \delta)\), we have \( \mathcal{D}(\omega_j) \geq \delta \). Therefore \( |\omega_j| \leq \mathcal{D}(\omega_j) \). Lemma 2.6 gives that

\[
\sup_{\xi_1, \xi_2} \left| \frac{f''(\xi_1)}{f'(\xi_2)} \right| \leq \frac{C_1}{\mathcal{D}(\omega_j)}
\]

and so

\[
\sum_{j=z_{y}+p_{y}, \xi_1 \in \omega_{m}} \left| \frac{f''(\xi_1)}{f'(\xi_2)} \right| |x_j - y_j| \leq \sum_{j=z_{y}+p_{y}}^{n} \frac{C_1}{\mathcal{D}(\omega_j)} \delta^{\lambda^{j-n}} \leq \frac{\lambda C_1}{\lambda - 1}.
\]

Now suppose that \( |\omega_{n+1}| \geq \frac{1}{e} \delta \). Let \( q \geq z_y + p_{y} \) be the last integer such that \( |\omega_q| \leq \frac{1}{e} \delta \). Then

\[
\frac{1}{e} \geq |\omega_{n+1}| \geq \frac{1}{e^{\lambda^{n-q}}} |\omega_{q+1}| > \frac{1}{e^2} \lambda^{n-\delta} \delta,
\]
which implies that \( n - q < \frac{1 - \log \delta}{\log \lambda} - 1 \). On the other hand, for parameter value \( a \) sufficiently close to 0 we have

\[
\sup_{\xi \in I \setminus \{0\}} |f_j^a(\xi) - f_0^j(\xi)| \leq e^{-\Delta_0} \quad \text{for all} \ j = 0, 1, \ldots, n - q.
\]

So, \( f_0^{n-q}(\omega_q) \) is contained in a small neighbourhood of 0 and since \( f_0 \) is a Misiurewicz map with negative Schwarzian derivative, there exists a constant \( K < \infty \) independent of \( \Delta_0 \) such that \( \frac{(f_0^n)^{-1}(x)}{(f_0^n)^{-1}(y)} \leq K \); see [dMS93, proposition V.6.1]. By knowing that \( n - q \) is bounded and derivatives of \( f_a \) depend continuously on \( a \), we may take \( a \) sufficiently close to 0 in order to have

\[
\frac{(f_a^{n-q})'(x_q)}{(f_a^{n-q})'(y_q)} \leq 2K.
\]

(11)

\[
\square
\]

### 3. Return depths

In this section we look more closely at return depths. This provides the first basic idea for the proof of our main theorem: the total sum of the depth of bound and inessential returns is proportional to the depth of the essential return preceding them. Though we follow the same strategy as [Fr06], we include detailed proofs for the sake of completeness, as the conditions in our maps and some estimates are different.

As it was seen, there are three types or returns: essential, bound and inessential, which are denoted by \( t, u \) and \( v \), respectively. Each essential return might be followed by some bound returns and inessential return. We proceed to show that the depth of an inessential return is not greater that the depth of an inessential return that precedes it.

**Lemma 3.1.** Suppose \( t \) is an essential return time for \( \omega \in P_t \) with \( \Im,k \subset f_t(\omega) \subset I^{+}_{m,k} \). The depth of each inessential return \( v \) before the next essential return is not greater than \( \eta \).

**Proof.** It follows from the first item of lemma 2.4 that

\[
|f^v(\omega)| \geq |f^{t}(\omega)| \geq |I_{m,k}|.
\]

But since \( v \) is an inessential return time, \( f^v(\omega) \subseteq I_{m_1,k_1} \) for some \( m_1 \geq \Delta \) and \( 1 \leq k_1 \leq m^2 \).

Therefore, \( |I_{m,k}| \leq |I_{m_1,k_1}| \), which implies that \( m > m_1 \).

\[
\square
\]

The same conclusion can be drawn for bound returns.

**Lemma 3.2.** Suppose \( t \) is an essential or an inessential return time for \( \omega \) with \( f^t(\omega) \subseteq I_{m,k}^{+} \) and \( p \) is the bound period associated with this return. Then for \( x \in \omega \), if the orbit of \( x \) returns to \( U_{\Delta} \) between \( t \) and \( t + p \) the depth is not greater than \( m \).

**Proof.** There is no loss of generality in assuming \( m > 0 \). Since we are in the bound period

\[
|f_j(x)| = |f^{t+p}(x)| \quad \text{for} \ j = 1, \ldots, p - 1.
\]


Accordingly
\[ |f^{i+1}(x)| \geq |f^{i-1}(-1)| - e^{-\beta} \]
\[ \geq e^{-\alpha j} - e^{-\beta j} = e^{-\alpha j} (1 - e^{(\alpha - \beta) j}), \quad (BA) \]
\[ \geq e^{-\alpha p} (1 - e^{\alpha - \beta}), \quad j < p, \ \alpha - \beta < 0 \]
\[ \geq e^{-\alpha \frac{s+1}{\beta + \log \lambda_c}|m|} (1 - e^{\alpha - \beta}), \quad p \leq \frac{s+1}{\beta + \log \lambda_c}|m| \]
\[ \geq e^{-\alpha \frac{s+2}{\beta + \log \lambda_c}|m|}, \quad 1 - e^{\alpha - \beta} > e^{-\alpha \frac{s+2}{\beta + \log \lambda_c}|m|} \]
\[ \geq e^{-|m|}. \]

The last inequality holds by taking \( \alpha \) small such that \( \frac{s+2}{\beta + \log \lambda_c} < 1 \).

In the proof of the next lemma we shall use the free period assumption (FA) in [Ro93, p 255]: parameters \( \alpha \in \mathbb{P} \), with \( I_{m,k}^+ \) the host interval, \( p \) is the bound period associated with this return, and \( S \) is the sum of the depth of all bound returns between \( t \) and \( t + p \) plus the depth of the return that originated the bound period \( p \), then \( S \leq C_1 |m| \).

**Lemma 3.3.** There is \( C_1 > 0 \) such that if \( t \) is a return time for \( \omega \in \mathbb{P} \), then \( T_{m,k}^+ \) the host interval, \( p \) is the bound period associated with this return, and \( S \) is the sum of the depth of all bound returns between \( t \) and \( t + p \) plus the depth of the return that originated the bound period \( p \), then \( S \leq C_1 |m| \).

**Proof.** Suppose \( u_1 \) is the first time between \( t \) and \( t + p \) that the orbit of \( x \in \omega \) enters \( U \). The bound period at time \( t \) is not finished yet we say at time \( u_1 \) there is just one active binding to the critical point and we call \( u_1 \) is a bound return of level 1. At time \( u_1 \) the orbit of \( x \) establishes a new binding to the critical point which ends before \( t + p \) that we denote by \( p_1 \). During the period from \( u_1 \) to \( u_1 + p_1 \) new return may happen and its level is at least 2 because there are at least two active bindings: the one initiated at \( t \) and the one initiated at \( u_1 \). But new bound returns of level 1 may occur after \( u_1 + p_1 \). In this way we define the notion of bound return of level \( i \) at which the orbit has already initiated exactly \( i \) bindings to the critical point and all of them are still active. By active we mean that the respective bound periods have not finished yet.

Here we use the free period assumption which gives that from \( t \) to \( t + p \), the orbit of \( x \in \omega \) can spend at most the fraction of time \( \epsilon p \) in bound periods. Now suppose \( n \) denotes the number of bound returns of level 1 at \( u_1, \ldots, u_n \), then lemma 2.3 applies:

\[ \frac{s-1}{\beta + \lambda_c^{s}} \sum_{i=1}^{n} |m_i| \leq \sum_{i=1}^{n} p_i \leq \frac{s+1}{\beta + \lambda_c^{s}} |m|. \]

Hence

\[ \sum_{i=1}^{n} |m_i| \leq \epsilon \frac{s+1}{\beta + \lambda_c^{s}} |m|. \]

Now let \( n_i \) denote the number of bound returns of level 2 within the \( i \)th bound period of level 1 at \( u_{i_1}, \ldots, u_{i_{n_i}} \), then lemma 2.3 applies:

\[ \frac{s-1}{\beta + \lambda_c^{s}} \sum_{j=1}^{n_i} |m_{i,j}| \leq \sum_{j=1}^{n_i} p_{i,j} \leq \epsilon \frac{s+1}{\beta + \lambda_c^{s}} |m_i|. \]
Consequently,
\[
\sum_{i=1}^{n_0} \sum_{j=1}^{n_i} |m_{i,j}| \leq \sum_{i} e^{s + 1} \frac{\beta + \log 4}{\beta + \log \lambda_c} |m_i| \leq \left( e^{s + 1} \frac{\beta + \log 4}{\beta + \log \lambda_c} \right)^2 |m|.
\]

By induction we have
\[
S \leq \sum_{i=0}^{\infty} \left( \alpha s + 1 + \frac{\beta + \log 4}{\beta + \log \lambda_c} \right)^i |m| \leq C_3|m|,
\]
for
\[
\alpha \frac{s + 1}{\beta + \log \lambda_c} < 1 \quad \text{and} \quad C_3 = \left( 1 - \alpha \frac{s + 1}{\beta + \log \lambda_c} \right)^{-1}.
\]

**Lemma 3.4.** There is \( C_4 > 0 \) such that if \( t \) is an essential return time for \( \omega \in \mathcal{P}_t \) with host interval \( I_{n,k}^t \) and \( S \) is the sum of the depths of all free inessential returns before the next essential return, then \( S \leq C_4|m| \).

**Proof.** Suppose that \( n \) is the number of inessential returns before the next essential return time with occurrence \( v_1, \ldots, v_n \), depths \( m_1, \ldots, m_n \) and bound periods \( p_1, \ldots, p_n \). Also denote by \( v_{n+1} \) the next essential return situation. Let \( \omega_j = f^{v_j}(\omega) \) for \( j = 1, \ldots, n+1 \). We get by lemma 2.4
\[
|\omega_1| \geq \lambda^q e^{-\frac{s+2}{\beta+\log \lambda_c}} |m| \quad \text{and} \quad \frac{|\omega_{j+1}|}{|\omega_j|} \geq \lambda^q e^{\left(1 - \frac{s+2}{\beta+\log \lambda_c}\right)|m_j|},
\]
where \( q_j = v_{j+1} - (v_j + p_j) \) for \( j = 1, \ldots, n \). Using equality
\[
|\omega_{n+1}| = |\omega_1| \prod_{j=1}^{n} \frac{|\omega_{j+1}|}{|\omega_j|},
\]
we have
\[
\lambda^q \sum_{j=1}^{n} q_j e^{-\frac{s+2}{\beta+\log \lambda_c}} |m| e^{\sum_{j=1}^{n} \left(1 - \frac{s+2}{\beta+\log \lambda_c}\right)|m_j|} \leq |\omega_{n+1}| \leq e.
\]
Therefore
\[
\sum_{j=1}^{n} \left( 1 - \frac{s+2}{\beta+\log \lambda_c} \right) |m_j| \leq \frac{\beta}{\beta + \log \lambda_c} |m| + 1 - \log \lambda \sum_{j=0}^{n} q_j \leq \frac{\beta}{\beta + \log \lambda_c} |m| + 1,
\]
which easily gives the desired conclusion. \( \square \)

### 4. Probability of essential returns with a certain depth

In the previous section we studied the depth of returns and we saw that only essential returns matter. Now we proceed with the study of the second basic idea for the proof of our main theorem: the chance of very deep essential returns occurring is very small. The main ingredient of the proof is bounded distortion. Again we follow the same strategy of [Fr06].

For each \( x \in I \) and \( n \in \mathbb{N} \) there is an unique \( \omega \in \mathcal{P}_n \) such that \( x \in \omega \). Now let \( r_n(x) \) be the number of essential return situations of \( \omega \) between 1 and \( n \), \( s_n(x) \) the number of those essential return situations which are actual essential return times, \( d_n(x) \) the number of those
Observe that for every $i$ and if $V(i)$ recursively. Suppose that indicate the element of the partition $P$ essential returns which have deep essential return with depth above threshold.
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Proof.

Take $n \in \mathbb{N}$ and $\omega_0 \in \mathcal{P}_n$. For every $\omega \in \mathcal{P}_n$ with $\omega \subseteq \omega_0$ and $r_n(\omega) = r$, let $\omega_i$ indicate the element of the partition $\mathcal{P}_n$ containing $\omega$ where $t_i$ is the $i$th return situation. We have $0 < t_1 < t_2 < \cdots < t_r < n$ and $\omega_0 \supseteq \omega_1 \supseteq \cdots \supseteq \omega_r = \omega$.

For each $i \in \{0, \ldots, n\}$ we define

$Q_i = \{\omega : \omega \in \mathcal{P}_n \text{ and } \omega \subseteq \omega_0 \text{ with } r_n(\omega) = r\}.$

Fix integers $0 \leq u_1 \leq u_2 \leq \cdots \leq u_d \leq r$ with $u_j$ indicating that the $j$th deep essential return occurs in the $u_j$th essential return situation, i.e. $t_{u_j}$ is the $j$th deep essential return time. Now we just consider those elements of the partition $\mathcal{P}_n$ which are subsets of $\omega_0$ with $r$ times essential return situations and at its $u_j$th essential return situation its $j$th deep essential return time occurs with depth $m_j$. And to do that, set $V(0) = \omega_0$. For $i \leq r$ we define $V(i)$ recursively. Suppose that $V(i-1)$ is already defined. If $u_{j-1} < i < u_j$, we set

$V(i) = \bigcup_{\omega \in Q_i} \omega \cap f^{-c}(I \setminus U(\omega)) \cap V(i-1),$

and if $i = u_j$ we set

$V(i) = \bigcup_{\omega \in Q_i} \omega \cap f^{-c}(I_{u_j} \cap I_{u_j-1}) \cap V(i-1).$

Observe that for every $i \in \{1, \ldots, r\}$ we have $\frac{V(i)}{V(i-1)} \leq 1$, but we find a better estimate for $\frac{V(u_j)}{V(u_j-1)}$. Take $\omega_{u_j} \in V(u_j) \cap Q_{u_j}$ and $\omega_{u_j-1} \in V(u_j-1) \cap Q_{u_j-1}$. We consider two situations depending on whether $t_{u_j-1}$ is an escaping situation or an essential return.

(1) First suppose that $t_{u_j-1}$ is an essential return with depth $m$. Then

$\frac{[\omega_{u_j}]}{[\omega_{u_j-1}]} \leq \frac{[\omega_{u_j}]}{[\omega_{u_j-1}]}$, \hspace{1cm} \text{where } \omega_{u_j-1} = \omega_{u_j-1} \cap f^{-c}(U_{\Delta_0})$

and $\Delta_0 = \left[\frac{\beta \cdot s + 2}{\beta + \log \lambda_c} \Delta\right]$

$\leq C_2 \frac{[f^{u_j}(\omega_{u_j})]}{[f^{u_j-1}(\omega_{u_j-1})]}$, \hspace{1cm} \text{by mean value theorem and proposition 2.7}

$\leq C_2 \frac{2e^{-m_j}}{[f^{u_j-1}(\omega_{u_j-1})]}$, \hspace{1cm} \text{by definition of } \omega_{u_j}.$

(2) Otherwise, $t_{u_j-1}$ is an escaping situation. Then

$\frac{[\omega_{u_j}]}{[\omega_{u_j-1}]} \leq 1$, \hspace{1cm} \text{by definition of } \omega_{u_j}.$

Conclusion.

$\frac{[\omega]}{[\omega_{u_j-1}]} \leq C_2 \frac{2e^{-m_j}}{[f^{u_j-1}(\omega_{u_j-1})]}$, \hspace{1cm} \text{by definition of } \omega_{u_j}.$
we consider two cases,

(a) if \( \hat{\omega}_{u,-1} = \omega_{u,-1} \), then by lemma 2.4 part (3b)

\[
|f^{\omega_{u}}(\hat{\omega}_{u,-1})| \geq e^{-\beta \frac{\delta \lambda_{c}}{2m_{j}}}.
\]

(b) if \( \hat{\omega}_{u,-1} \neq \omega_{u,-1} \), then \( f^{\omega_{u}}(\hat{\omega}_{u,-1}) \) has a point outside \( U_{\Delta} \). Since we are assuming \( \omega_{u} \neq 0 \) and \( \omega_{u} \subseteq \hat{\omega}_{u,-1} \), therefore \( f^{\omega_{u}}(\hat{\omega}_{u,-1}) \) has a point inside \( U_{\Delta} \) and then

\[
|f^{\omega_{u}}(\hat{\omega}_{u,-1})| \geq e^{-\beta \frac{\lambda_{c}}{m_{j}}} \Delta - e^{-\Delta} \geq e^{-\beta \frac{\lambda_{c}}{m_{j}}} \Delta.
\]

On the other hand, we have \( m \geq \Delta \) which implies \( e^{-\beta \frac{\lambda_{c}}{m_{j}}} \Delta \geq e^{-\beta \frac{\lambda_{c}}{m_{j}}} m \). Hence

\[
|f^{\omega_{u}}(\hat{\omega}_{u,-1})| \geq e^{-\beta \frac{\lambda_{c}}{m_{j}}} m.
\]

Consequently, in both cases we have

\[
\left| \frac{\omega_{u,j}}{|\omega_{u,j-1}|} \right| \leq C_{2} \frac{2e^{-\rho}}{e^{-\beta \frac{\lambda_{c}}{m_{j}}}}.
\]

Note that when \( u_{j-1} = u_{j-1} \), then \( m = m_{j-1} \geq \Theta \). On the other hand, if \( u_{j-1} > u_{j-1} \), then \( u_{j-1} \) is an essential return with depth \( m \leq \Theta \leq m_{j-1} \). In both cases

\[
\left| \frac{\omega_{u,j}}{|\omega_{u,j-1}|} \right| \leq 2C_{2} \frac{e^{-m_{j}}}{e^{-\beta \frac{\lambda_{c}}{m_{j}}}}.
\]

(2) now suppose \( \hat{\omega}_{u-1} \) is an escape situation. We have a same estimate as in (12). We only use lemma 2.5 instead of lemma 2.4 in (a).

Now it follows that

\[
|V(u_{j})| = \sum_{\omega_{u,j} \in Q_{u,j}} \left| \frac{\omega_{u,j}}{|\omega_{u,j-1}|} \right| \leq 2C_{2} e^{-m_{j}} e^{\beta \frac{\lambda_{c}}{m_{j}}} \sum_{\omega_{u,j} \in Q_{u,j}} |\omega_{u,j-1}| \leq 2C_{2} e^{-m_{j}} e^{\beta \frac{\lambda_{c}}{m_{j}}} |V(u_{j-1})|.
\]

Therefore we have

\[
|V(u)| = (2C_{2})^{d} \exp \left( - \left( 1 - \beta \frac{s + 3}{\beta + \log \lambda_{c}} \right) \sum_{j=1}^{d} m_{j} \right) e^{\beta \frac{\lambda_{c}}{m_{j}}} |V(0)|,
\]

where \( m_{0} = 0 \) if \( \omega_{0} \neq (\delta, 1) \) or \([-1, -\delta)\), and \( m_{0} = |\eta| \) if \( \omega_{0} = I_{n,K} \) for some \( |\eta| \geq \Delta \) and \( k \in \{1, 2, \ldots, n\} \). Let \( B = \beta \frac{\lambda_{c}}{m_{j}} \), and from (13) we see that

\[
\left| A_{m_{1}, \ldots, m_{d}}^{r}(n) \right| \leq (2C_{2})^{d} \left( \frac{r}{d} \right) \exp \left( - (1 - B) \sum_{j=1}^{d} m_{j} \right) \sum_{\omega_{0} \in P_{0}} e^{B m_{0}} |\omega_{0}| \leq (2C_{2})^{d} \left( \frac{r}{d} \right) \exp \left( - (1 - B) \sum_{j=1}^{d} m_{j} \right) \left( 2(1 - \delta) + \sum_{|m_{0}| \geq \Delta} e^{B|m_{0}|} e^{-|m_{0}|} \right) \leq (2C_{2})^{d} \left( \frac{r}{d} \right) \exp \left( - (1 - B) \sum_{j=1}^{d} m_{j} \right) \leq (2C_{2})^{d} \left( \frac{r}{d} \right) \exp \left( - \left( 1 - B \frac{s + 5}{\beta + \log \lambda_{c}} \right) \sum_{j=1}^{d} m_{j} \right).
\]
the last inequality holds since $d\Theta \leq \sum_{j=1}^{d} m_j$ and we can chose $\Theta$ sufficiently large. □

As a corollary we can find the probability of the event that $j$th deep essential of its elements reach depth $m$, i.e.

$$A_{m,j}^{r,d}(n) = \left\{ x \in I : r_{n}(x) = r, d_n(x) = d, \text{and the depth of the } j\text{-th deep essential return is } m \right\}.$$ (14)

**Corollary 4.2.** If $\Theta$ is large enough, then

$$\left| A_{m,j}^{r,d}(n) \right| \leq \left( \frac{r}{d} \right) e^{-(1-\beta \frac{s^s}{s+2})m}.$$ (15)

**Proof.** Note that $A_{m,j}^{r,d}(n) = \bigcup_{i \neq j} A_{m_1,\ldots,m_{i-1},m,m_j+1,\ldots,m_d}(n)$. By proposition 4.1,

$$\left| A_{m,j}^{r,d}(n) \right| \leq \left( \frac{r}{d} \right) e^{-(1-\beta \frac{s^s}{s+2})m} \left( \sum_{\eta=\Theta}^{\infty} e^{-(1-\beta \frac{s^s}{s+2})\eta} \right)^{d-1} \leq \left( \frac{r}{d} \right) e^{-(1-\beta \frac{s^s}{s+2})m} \left( \sum_{\eta=\Theta}^{\infty} e^{-(1-\beta \frac{s^s}{s+2})\eta} \right)^{d-1}$$

for $\Theta$ large enough such that $\sum_{\eta=\Theta}^{\infty} e^{-(1-\beta \frac{s^s}{s+2})\eta} \leq 1$. □

5. The measure of the tail set

Here we finish the proof of theorem A. First we check the non-uniform expansion and later the slow recurrence to the critical set.

5.1. Nonuniform expansion

Assume that $n$ is a fixed large integer. We define

$$E_{i}(n) = \{ x \in I : \exists i \in [1, \ldots, n] \text{ such that } |f^i(x)| \leq e^{-\alpha n} \}.$$ (16)

Take $x \in I \setminus E_{i}(n)$ and suppose that $z_1, \ldots, z_\gamma$ are return times of $x$, either essential or inessential up to time $n$. Let $p_i$ be the associated bound period originated by return time $z_i$. Set $z_0 = 0$ and if $|x| \geq \delta$, set $p_0 = 0$. We define $q_i = z_{i+1} - (z_i + p_i)$ for $i = 0, \ldots, \gamma - 1$ and $q_{\gamma} = \begin{cases} 0 & \text{if } n < z_{\gamma} + p_{\gamma}, \\ n - (z_{\gamma} + p_{\gamma}) & \text{if } n \geq z_{\gamma} + p_{\gamma}. \end{cases}$

Take $c = \frac{\log \lambda_{c}}{\alpha} - \beta - \sigma \alpha$. If $n \geq z_{\gamma} + p_{\gamma}$, then by lemmas 2.1 and 2.3 we get

$$f^n(x) = \prod_{i=0}^{\gamma} (f^i)'(f^{i+p_i}(x))(f^p)'(f^q(x)) \geq c(\delta) e^{\frac{n \log \lambda}{s+1} - n \beta} \sum_{i=0}^{\gamma} p_i \geq c(\delta) e^{\frac{n \log \lambda}{s+1} - n \beta} \log \lambda > \log \lambda_c > \frac{\log \lambda_{c}}{s+1} - \beta \geq c(\delta) e^{\alpha n} e^{cn}, \quad n \text{ big enough such that } c(\delta) e^{\alpha n} > 1$$

$$\geq e^{cn}. \quad \text{(17)}$$
If \( n \leq z_q + p_q \) then by the same lemmas and the fact that \( x \notin E_1(n) \), it follows

\[
(f^n)'(x) = f'(f^{x-z_q-1})'(f^{x-z_q})(x) \prod_{i=0}^{\gamma-1} (f^{\pi_i})'(f^{\pi_i+\beta_i}(x))(f^{\beta_i})(x)
\]

\[
\geq \frac{K_2}{C_0} e^{-a_3(s-1)} e^{\log \lambda(s-1)} e^{\log \lambda} \sum_{r=0}^{\gamma-1} \phi e^{(\lambda s - \beta_1) \sum_{r=1}^{\gamma-1} \beta_1}, \text{ lemmas } 2.1 \text{ and } 2.3
\]

\[
\geq \frac{K_2}{C_0} e^{-a_3(s-1)} e^{\log \lambda(s-1)} e^{\log \lambda} \sum_{r=0}^{\gamma-1} \phi e^{(\lambda s - \beta_1) \sum_{r=1}^{\gamma-1} \beta_1}, \text{ for fixed } n \text{ large such that } \frac{K_2}{C_0} e^{-a_3(s-1)} e^{-a_3 - \epsilon} \geq e^{-a_3 n}
\]

Therefore we have proved that if \( x \notin E_1(n) \), then \( (f^n)'(x) \geq e^{cn} \) for some \( c > 0 \). We will show that

\[
|E_1(n)| \leq e^{-r_1 n}, \quad \forall n \geq N_1,
\]

for some constant \( r_1(\alpha, \beta) \) and an integer \( N_1(\Delta, \tau_1) \).

We can take \( \Theta = \Delta \) in (14) and define

\[
A_{m,n}(n) = \left\{ x \in I : r_{m}(x) = r, d_{m}(x) = d, \text{ and there is an essential return with depth } m \right\},
\]

for fixed \( r, d \) \( (d \leq r \leq n) \) and \( m \geq \Delta \), and

\[
A_{m}(n) = \left\{ x \in I : \exists t \leq n \text{ such that } t \text{ is an essential return and } |f^t(x)| \in I_m \right\},
\]

for fixed \( n \) and \( m \geq \Delta \). Since \( A_{m}(n) = \bigcup_{d=1}^{d} A_{m,d}(n) \), by corollary 4.2

\[
|A_{m,d}(n)| \leq \sum_{j=1}^{d} |A_{m,j}(n)| \leq d \left( \frac{r}{d} \right) e^{-(1 - \beta) \frac{s}{\pi n} \log m}. \quad (15)
\]

Since \( A_{m}(n) = \bigcup_{d=1}^{d} \bigcup_{r=0}^{n} A_{m}(n) \), then by (15)

\[
|A_{m}(n)| \leq \sum_{d=1}^{d} \sum_{r=0}^{n} |A_{m,d}(n)| \leq \sum_{d=1}^{d} \sum_{r=0}^{n} d \left( \frac{r}{d} \right) e^{-(1 - \beta) \frac{s}{\pi n} \log m}
\]

\[
\leq e^{-(1 - \beta) \frac{s}{\pi n} \log m} \sum_{d=1}^{d} \sum_{r=0}^{n} d \left( \frac{n}{d} \right) \leq ne^{-(1 - \beta) \frac{s}{\pi n} \log m} \sum_{d=1}^{d} \frac{n}{d} \left( \frac{n}{d} \right)
\]

\[
\leq \frac{n^3}{\Delta} \left( \frac{n}{s - 1} \right) \Delta e^{-(1 - \beta) \frac{s}{\pi n} \log m}.
\]

Take \( R = \frac{\beta \log n}{x - 1} \). The Stirling formula

\[
\sqrt{2\pi n} n^e e^{-n} \leq n! \leq \sqrt{2\pi n} n^e e^{-n} \left( 1 + \frac{1}{4n} \right),
\]

implies that

\[
\left( \frac{n}{R} \right) \leq \text{const} \left( \frac{n^n}{(n - R)^{n - R} (R)^{R}} \right).
\]
So
\[
\binom{n}{R} \leq \text{const} \left( \left( 1 + \frac{R}{n} \right) \left( 1 + \frac{1 - R}{n} \right) \left( \frac{\phi}{1 - R} \right)^{(1 - \frac{\phi}{R})n} \right).
\]

By taking
\[
h(\Delta) = \left( 1 - \frac{R}{n} \right) \log \left( \left( 1 + \frac{R}{n} \right) \left( 1 + \frac{R}{n} \right) \left( 1 - \frac{R}{n} \right) \left( \frac{\phi}{1 - R} \right)^{(1 - \frac{\phi}{R})n} \right)
\]
we have that \( h(\Delta) \to 0 \) when \( \Delta \to +\infty \) and
\[
\binom{n}{R} \leq \text{const} \ e^{h(\Delta)n}.
\]

Since the depths of inessential and bound returns are less than the depth of the essential returns preceding them, for \( n \) such that \( \alpha n \geq \Delta \)
\[
E_1(n) = \left\{ x \in I : |f^i(x)| < e^{-\alpha n} \text{ for some } i \in \{1, \ldots, n\} \right\} \subseteq +\infty \bigcup_{m=\alpha n} A_n(m).
\]
Let us take \( \Delta \) large enough such that \( h(\Delta) \leq (1 - \beta \frac{\alpha s}{\beta + \log \lambda c}) \frac{\phi}{2} \). Then
\[
|E_1(n)| \leq \text{const} \ n^3 e^{h(\Delta)n} \sum_{m=\alpha n}^{+\infty} e^{-(1 - \beta \frac{\alpha s}{\beta + \log \lambda c}) mn}
\]
\[
\leq \text{const} \ n^3 e^{h(\Delta)n} e^{-(1 - \beta \frac{\alpha s}{\beta + \log \lambda c}) \alpha n}
\]
\[
\leq \text{const} \ n^3 e^{-(1 - \beta \frac{\alpha s}{\beta + \log \lambda c}) \alpha n}
\]
\[
\leq \text{const} \ n^3 e^{-2\tau_1 n}
\]
\[
\leq e^{-\tau_1 n},
\]
where \( \tau_1 = (1 - \beta \frac{\alpha s}{\beta + \log \lambda c}) \frac{\phi}{2} \) and \( n \) is large enough such that
\[
\text{const} \ n^3 e^{-\tau_1 n} \leq 1.
\]
Therefore, for large \( n \), say \( n > N_1 \), we have \( (f^n)'(x) \geq e^\alpha n \) for every \( x \in I \) except for the points in \( E_1(n) \). Now we exclude the points which do not verify (2), i.e.
\[
E_1 = \bigcap_{k \geq N_1} \bigcup_{n \geq k} E_1(n).
\]
On the other hand, since for every \( k \geq N_1 \)
\[
\sum_{n \geq k} |E_1(n)| \leq \text{const} \ e^{-\tau_1 k},
\]
the Borel–Cantelli Lemma implies that \( |E_1| = 0 \). As a result, (2) holds on the full Lebesgue measure set \( I \setminus E_1 \). Note that \( \{ x \in I : \mathcal{E}(x) > k \} \subseteq \bigcup_{n \geq k} E_1(n) \). Thus for \( k \geq N_1 \)
\[
|\{ x \in I : \mathcal{E}(x) > k \}| \leq \text{const} \ e^{-\tau_1 k}.
\]
Therefore, there exists \( C = C(N_1, \tau_1) \) such that for all \( n \in \mathbb{N} \)
\[
|\{ x \in I : \mathcal{E}(x) > n \}| \leq Ce^{-\tau_1 n}.
\]
5.2. Slow recurrence to the critical set

We define for every $x$ and $n$,

$$T_n(x) = \frac{1}{n} \sum_{j=0}^{n-1} -\log(d_j(f^j(x), 0)),$$

where $d = e^{-\theta}$. Note that the only points of the orbit of $x$ that contribute to the sum are those with deep return and its depth is above the threshold $\Theta \geq \Delta$. According to the basic idea expressed in section 3, in order to obtain a bound for $T_n$ we only need to find an upper bound for the sum of inessential and bound returns depths occurring between two consecutive essential returns. Using lemmas 3.3 and 3.4, it can be seen that if $t$ is an essential return time with depth $|m|$ then sum of its depth and depth of all inessential returns and bound returns before the next essential return is less than $(C_3 + C_3C_4)|m|$. Thus, if we define $F_n(x) = \sum_{j=1}^{d} m_j$ such that $d$ is the number of essential returns of $x$ with depth above $\Theta$ up to time $n$ and $m_j$ are their respective depths, then it follows that

$$T_n(x) \leq C_5 \frac{n}{C_5} F_n(x), \quad C_5 = C_3 + C_3C_4. \quad (16)$$

We define for all $n \in \mathbb{N},$

$$E_2(n) = \{x \in I : T_n(x) > \epsilon\}.$$

From (16), it can be concluded that

$$|E_2(n)| \leq \left| \left\{ x \in I : F_n(x) \geq \frac{n\epsilon}{C_5} \right\} \right|.$$

In order to complete the proof of theorem A, we show that

$$\left| \left\{ x \in I : F_n(x) \geq \frac{n\epsilon}{C_5} \right\} \right| \leq e^{-\tau n}.$$

Lemma 5.1. Let $0 < t \leq \left( 1 - \frac{\beta^2 + 5\beta}{\beta + \log \lambda} \right) \frac{1}{3}$. For $\Theta$ large enough,

$$\mathbb{E}(e^{tF_n}) \leq \text{const} \frac{n^2}{\Theta} e^{h(\Theta)n},$$

where $\mathbb{E}$ is the mathematical expectation. Moreover $h(\Theta) \to 0$ when $\Theta \to +\infty$.

Proof.

$$\mathbb{E}(e^{tF_n}) = \mathbb{E}\left( e^{t\sum_{j=1}^{d} m_j} \right) = \sum_{r,d,(m_1,\ldots,m_d)} e^{t\sum_{j=1}^{d} m_j} A_{m_1,m_d}^{r,d}(n)$$

$$\leq \sum_{r,d,(m_1,\ldots,m_d)} e^{t\sum_{j=1}^{d} m_j} \frac{r!}{d!} e^{-3r\sum_{j=1}^{d} m_j}$$

$$\leq \sum_{r,d,Q} \left( \frac{r!}{d!} \right) \zeta(d,Q) e^{-2rQ},$$

where $\zeta(d,Q)$ is the number of integer solutions of the equation $x_1 + \cdots + x_d = Q$ with $x_j \geq \Theta$ for all $j$. So

$$\zeta(d,Q) \leq \#\{\text{solutions of } x_1 + \cdots + x_d = Q, \; x_j \in \mathbb{N}_0 \} = \binom{Q + d - 1}{d - 1}.$$
By the Stirling formula we have
\[
\binom{Q + d - 1}{d - 1} \leq \text{const} \left( \frac{(Q + d - 1)^{Q + d - 1}}{Q^Q (d - 1)^{d - 1}} \right) \leq \left( \text{const}^\frac{1}{Q} \left( 1 + \frac{d - 1}{Q} \right) \left( 1 + \frac{Q}{d - 1} \right)^{\frac{Q}{d - 1}} \right)^Q.
\]

Since \( d/\Theta \leq Q \), each factor in the last expression can be made arbitrarily close to 1 by taking \( \Theta \) large enough. Therefore
\[
\binom{Q + d - 1}{d - 1} \leq e^{tQ}
\]
and
\[
\mathbb{E}(e^{tF_n}) \leq \sum_{r,d,Q} \binom{r}{d} e^{rQ} e^{-tQ} \leq \sum_{r,d,Q} \binom{r}{d} e^{-tQ} \leq \sum_{r,d} \binom{r}{d}.
\]

Now
\[
\sum_{r,d} \binom{r}{d} \leq \sum_{d=1}^{\frac{e^{\log 4 n}}{1 + \log 4 n}} \sum_{r=0}^{n} \binom{n}{d} \leq n \sum_{d=1}^{\frac{e^{\log 4 n}}{1 + \log 4 n}} \binom{n}{d} \leq n \sum_{d=1}^{\frac{e^{\log 4 n}}{1 + \log 4 n}} \left( \frac{\beta + \log 4 n}{s - 1} \right) = \frac{\beta + \log 4 n}{s - 1} \left( \frac{n}{\Theta} \right) ^2.
\]

Using again the Stirling formula, we have
\[
\mathbb{E}(e^{tF_n}) \leq \text{const} \frac{n^2}{\Theta} e^{h(\Theta)n}
\]
where \( h(\Theta) \to 0 \) when \( \Theta \to +\infty \).

\[\Box\]

If we take \( t = (1 - \frac{\beta + \log 4 n}{s - 1}) \) and \( \Theta \) large enough such that \( 2\chi_2 = \frac{n}{C_5} - h(\Theta) > 0 \)
\[
\left| \left\{ x \in I : F_n(x) > \frac{n}{C_5} \right\} \right| \leq e^{-2\chi_2 n} \mathbb{E}(e^{tF_n}), \quad \text{Chebyshev's inequality}
\]
\[
\leq \text{const} \frac{n^2}{\Theta} e^{-2\chi_2 n} e^{h(\Theta)n}
\]
\[
\leq \text{const} \frac{n^2}{\Theta} e^{-2\chi_2 n}
\]
\[
\leq e^{-\tau_2 n}
\]

for big enough \( n \), say \( n \geq N_2 \), such that \( \text{const} \frac{n^2}{\Theta} e^{-2\chi_2 n} < 1 \). Therefore, there exists \( C = C(N_2, \tau_2) \) such that for all \( n \in \mathbb{N} \)
\[
\left| \left\{ x \in I : R(x) > n \right\} \right| \leq C e^{-\tau_2 n}.
\]
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