EQUIVALENCE OF THE LOCAL AND GLOBAL VERSIONS OF THE Lᵖ-BRUNN-MINKOWSKI INEQUALITY

ELI PUTTERMAN

ABSTRACT. By studying \( L^p \)-combinations of strongly isomorphic polytopes, we prove the equivalence of the \( L^p \)-Brunn-Minkowski inequality conjectured by Böröczky, Lutwak, Yang and Zhang to the local version of the inequality studied by Colesanti, Livshyts, and Mar-siglleti and by Kolesnikov and Milman, settling a conjecture of the latter authors. In addition, we prove the local inequality in dimension 2 for \( p = 0 \), yielding a new proof of the log-Brunn-Minkowski inequality in the plane.

1. INTRODUCTION

The log-Brunn-Minkowski inequality, conjectured by [1] and proven there in dimension 2, arises as one aspect of the Brunn-Minkowski-Firey theory established by Lutwak [25,26]. This theory has seen extensive development since its inception; see, e.g., [2,8,29–31,39–41]. A comprehensive exposition of the theory may be found in Chapter 9 of the second edition of the book of Schneider [35].

The classical Brunn-Minkowski theory deals with the Minkowski sum of convex bodies, which can be presented in the form

\[
K + L = \bigcap_{u \in S^{n-1}} \{ x : \langle x, u \rangle \leq h_K(u) + h_L(u) \}
\]

If \( K, L \) are convex bodies in \( \mathbb{R}^n \), their Minkowski sum satisfies the famous Brunn-Minkowski inequality

\[
\text{vol}(K + L)^{\frac{1}{n}} \geq \text{vol}(K)^{\frac{1}{n}} + \text{vol}(L)^{\frac{1}{n}}
\]

See [17] for an elegant exposition of this inequality and its many applications in diverse areas of mathematics.

Firey [14] defined \( L_p \)-combinations of convex bodies in analogy to the classical Minkowski combinations:

\[
(1 - \lambda)K +_p \lambda L = \bigcap_{u \in S^{n-1}} \{ x : \langle x, u \rangle \leq ((1 - \lambda)h_K(u)^p + \lambda h_L(u)^p)^{\frac{1}{p}} \}
\]

For \( p \geq 1 \), the support function of \((1 - \lambda)K +_p \lambda L\) is simply \(((1 - \lambda)h_K(u)^p + \lambda h_L(u)^p)^{\frac{1}{p}}\), but this is not the case for \( p \leq 1 \).
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As $p \to 0$, $(\lambda h_K(u)^p + (1 - \lambda)h_L(u)^p)^{\frac{1}{p}}$ approaches $h_K(u)^\lambda h_L(u)^{1-\lambda}$, so the $L^0$ or log-Minkowski combination of $K$ and $L$ is naturally defined as

\[(1-\lambda)K +_o \lambda L = \bigcap_{u \in S^{n-1}} \{x : \langle x, u \rangle \leq h_K(u)^\lambda h_L(u)^{1-\lambda}\}\]

For $p > 1$, Firey established an analogue of the Brunn-Minkowski inequality:

\[
\text{vol}((1 - \lambda)K + p \lambda L)^{\frac{1}{p}} \geq (1 - \lambda) \text{vol}(K)^{\frac{1}{p}} + \lambda \text{vol}(L)^{\frac{1}{p}}
\]

For $p < 1$, it is easily seen that an analogue of (1.5) does not hold for all pairs of convex bodies, even in dimension 1.

However, restricting to centrally symmetric bodies, Böröczky, Lutwak, Yang and Zhang [1] made the following conjecture, known as the $L^p$-Brunn-Minkowski inequality:

**Conjecture 1.1.** For $p \in (0, 1)$ and any two centrally symmetric convex bodies $K, L \subset \mathbb{R}^n$, and any $\lambda \in [0, 1],$

\[
\text{vol}((1 - \lambda)K +_o \lambda L) \geq (1 - \lambda) \text{vol}(K)^{1-\lambda} + \lambda \text{vol}(L)^{\lambda}
\]

In the case $p = 0$, this becomes the following, which is called the log-Brunn-Minkowski conjecture:

**Conjecture 1.2.** For any two centrally symmetric convex bodies $K, L \subset \mathbb{R}^n$ and any $\lambda \in [0, 1],$

\[
\text{vol}((1 - \lambda)K +_o \lambda L) \geq \text{vol}(K)^{1-\lambda} \text{vol}(L)^{\lambda}
\]

Böröczky, Lutwak, Yang and Zhang [1] showed that Conjecture 1.2 implies Conjecture 1.1 for any $p > 0$. Furthermore, [1] established Conjecture 1.2 for bodies in the plane.

Several works have treated the log-Brunn-Minkowski conjecture since [1]. Saroglou proved the log-Brunn-Minkowski conjecture in the case where both bodies are unconditional [36], and also demonstrated its equivalence to the (B)-conjecture for uniform measures [36,37]. Ma [32] provided an alternative proof of Conjecture 1.2 in the plane. Rotem [34] observed that the conjecture for complex convex bodies $K_0, K_1 \subset \mathbb{C}^n$ follows from a more general theorem of Cordero–Erausquin [4].

Recently, Colesanti, Livshyts, and Marsiglietti [7] obtained a stability version of the log-Brunn-Minkowski conjecture near the Euclidean ball:

**Theorem 1.3.** Let $R \in (0, \infty)$ and $\varphi \in C^2(S^{n-1})$ be even and strictly positive. Then there exists a sufficiently small $a > 0$ such that for every $\epsilon_1, \epsilon_2 \in (0, a)$ and for every $\lambda \in [0, 1],$

\[
\text{vol}((1 - \lambda)K_1 +_o \lambda K_2) \geq \text{vol}(K_1)^{1-\lambda} \text{vol}(K_2)^{\lambda}
\]

where $K_1$ is the convex body with support function $R \varphi^{\lambda}$.\]

This result was improved in the subsequent paper by Colesanti and Livshyts [8]. The method of proof, in brief, is to consider the function $f(\lambda) = \log \text{vol}((1 - \lambda)B_2^n +_o AK)$,
where $h_K = \text{Re}^2$, and show that (1.8) is equivalent to the inequality $f''(0) \leq 0$. One then computes $f''$ explicitly, obtaining an integral inequality on the sphere which is proven using the theory of spherical harmonics.

Kolesnikov and Milman [21] have studied so-called local $L^p$-Brunn-Minkowski inequalities for $C^2_\ast$ bodies. These inequalities have several equivalent formulations; we cite one which is reminiscent of Minkowski’s second inequality (and in fact strengthens it):

**Conjecture 1.4.** Given a $C^2_\ast$ centrally symmetric convex body $K$ and $p \in [0, 1)$, the following inequality holds for all even functions $z \in C^2(S^{n-1})$:

\[
(1.9) \quad \frac{1}{\text{Vol}(K)} V(zh_K[1], K[n-1])^2 \geq \frac{n-1}{n-p} V(zh_K[2], K[n-2]) + \frac{1-p}{n-p} V(z^2h_K[1], K[n-1])
\]

Here, $V$ denotes the mixed volume, which in the setting of $C^2_\ast$ bodies can be defined for $n$-tuples of functions as well as convex bodies (see, e.g., [21, §4.1]).

Kolesnikov and Milman showed that for a given $p$, the $L^p$-Brunn-Minkowski inequality (Conjecture 1.4) implies Conjecture 1.6 [21, Lemma 3.4], and also showed that Conjecture 1.6 implies the $L^p$-Brunn-Minkowski inequality for pairs of bodies satisfying a certain condition [21, Proposition 3.9]:

**Proposition 1.5.** Assume Conjecture 1.4 holds for $p \in [0, 1)$, and let $K_0, K_1$ be $C^2_\ast$ symmetric convex bodies such that $K_\lambda = (1-\lambda)K_0 + \lambda K_1$ is $C^2_\ast$ for all $\lambda \in [0, 1]$. Then the $L^p$-Brunn-Minkowski inequality holds for $K_0, K_1$ and any $\lambda$:

\[
(1.10) \quad \text{Vol}(K_\lambda) \geq (1-\lambda)^{\frac{2}{n}} \text{Vol}(K_0)^{\frac{2}{n}} + \lambda^{\frac{2}{n}} \text{Vol}(K_1)^{\frac{2}{n}}
\]

The assumption of the proposition holds in particular if $K_1$ lies in a sufficiently small neighborhood of $K_0$, which is the reason that inequalities of the form (1.11) are termed local $L^p$-Brunn-Minkowski inequalities. Kolesnikov and Milman conjectured that for a given $p$, the local $L^p$-Brunn-Minkowski inequality is in fact equivalent to the $L^p$-Brunn-Minkowski inequality [21, Conjecture 3.8].

Using Riemannian geometry methods, Kolesnikov and Milman were able to prove Conjecture 1.4 for $p \in [1 - cn^{-\frac{2}{n}}, 1]$ for an absolute constant $c$, implying that for these $p$ the $L^p$-Brunn-Minkowski inequality holds for sufficiently close pairs of bodies [21, Theorem 1.1]. They also treated the case of $\ell_q^n$-unit balls $B_q^n$ (which are not $C^2_\ast$ for $q > 2$), and proved suitably modified versions of Conjecture 1.4 for $p = 0$ and $q \in [2, \infty]$, enabling them to prove the log-Brunn-Minkowski inequality for pairs of bodies sufficiently close to $B_q^n$ [21, Theorem 1.2, Theorem 1.3], generalizing the results of [6, 7].

Using PDE methods, Chen, Huang, Li, and Liu [5] have extended the local results of [21] to global results, confirming Conjecture 1.6 for $p \in [1 - cn^{-\frac{2}{n}}, 1]$. We explain their approach in subsection 1.2.

### 1.1. Our results.

First of all, we state a slightly different form of Conjecture 1.4 which is more convenient for our purposes.
Conjecture 1.6. Let $p \in [0, 1)$. For any two centrally symmetric convex bodies $K, L \in K^n$, we have
\begin{equation}
\text{vol}(K) \cdot \left( n(n-1)V(L[2], K[n-2]) + (1-p) \int \frac{h^2_K}{h_K} dS_K \right) - n(n-p)V(L, K[n-1])^2 \leq 0
\end{equation}

The equivalence of Conjecture 1.6 to Conjecture 1.4 follows by a standard approximation argument, which we provide, for completeness, in Appendix A.

Our main result is the following:

Theorem 1.7. For any $p \in [0, 1)$, Conjecture 1.6 in dimension $n$ is equivalent to the $L^p$-Brunn-Minkowski inequality (Conjecture 1.7) in dimension $n$.

As a corollary of this result and the work of [21], we obtain some cases of the $L^p$-Brunn-Minkowski inequality:

Corollary 1.8. Conjecture 1.7 holds for $p \in [1 - cn^{-\frac{3}{2}}, 1]$.

As we stated above, this result was obtained in [5] by a different approach, using PDE methods; for details see the next subsection.

Section 3 is devoted to the proof of Theorem 1.7. The proof idea is similar to that of [7] and [21], except that we work in the setting of strongly isomorphic polytopes rather than smooth and strongly convex bodies. The simpler behavior of these bodies enables us to go from the local inequality to the global inequality.

Section 4 proves Conjecture 1.6 for $n = 2$, which along with Theorem 1.7 yields a new proof of the log-Brunn-Minkowski inequality in the plane.

1.2. Related work. To explain the connection of this work to known results, we must introduce a new ingredient (which shall play no role outside this section). The $L^p$-Brunn-Minkowski conjecture is intimately related to the uniqueness side of the $L^p$-Minkowski problem posed by Lutwak [25], which asks about the existence and uniqueness of convex bodies $K$ with given $L^p$-surface area measure:
\begin{equation}
h^{1-p}_K dS_K = \mu
\end{equation}
Both sides of the problem have been studied by many authors for various ranges of $p$, both in the centrally symmetric and non-centrally-symmetric cases; see [9] for an updated bibliography.

Kolesnikov and Milman [21, §11] showed that a slight strengthening of inequality (1.9) for a given $p \in [0, 1)$, in which it is assumed that strict inequality holds unless $z$ is a constant, implies a local uniqueness result for the $L^p$-Minkowski problem for even measures with the same $p$. They also showed that if (1.9) for a given $p_0$, then strict inequality holds in (1.9) for nonconstant $z$ and any $p > p_0$ so their work implies local uniqueness for the $L^p$-Minkowski problem for any $p \in (1 - \frac{c}{n^2}, 1]$. 
Using PDE methods, Chen, Huang, Li, and Liu [5] have recently shown that global uniqueness for the $L^p$-Minkowski problem for $C^2_+$ bodies follows from the local uniqueness property defined by [21]. In addition, they showed that uniqueness for the $L^p$-Minkowski problem in the case of $C^2_+$ bodies implies the $L^p$-Brunn-Minkowski conjecture (this was proven in [1] in the case $p = 0$ in the setting of general convex bodies). Hence, the result of [5] can also be used to obtain Theorem 1.7: if the local $L^p$-Brunn-Minkowski conjecture holds for a given $p$, then by the work of [21] local $L^q$-Minkowski uniqueness holds for all $q \in (p, 1)$, and by [5], global $L^q$-Minkowski uniqueness, and hence the global $L^q$-Brunn-Minkowski conjecture, holds for all $q \in (p, 1)$; the $L^p$-Brunn-Minkowski conjecture for the original $p$ then follows by taking the limit.

Thus, in short, while we prove a local-to-global result for the $L^p$-Brunn-Minkowski conjecture, from which uniqueness in the $L^p$-Minkowski problem may be deduced, [5] prove a local-to-global result for uniqueness in the $L^p$-Minkowski problem, from which the $L^p$-Brunn-Minkowski conjecture may be deduced. In addition, our methods are purely convex-geometric.

2. Preliminaries

We collect here the notation and basic facts in convex geometry we shall use. A comprehensive and up-to-date reference on the theory of convex bodies is the book of Schneider [35].

A convex body $K \subset \mathbb{R}^n$ is a compact convex set with nonempty interior. $K$ is said to be centrally symmetric if $K = -K = \{ -x : x \in K \}$. We write $K_+^n$ for the set of convex bodies in $\mathbb{R}^n$, and $K_s^n \subset K^n$ for the set of centrally symmetric convex bodies.

The support function $h_K : \mathbb{R}^n \to \mathbb{R}$ associated with the convex body $K$ is defined, for $u \in \mathbb{R}^n$, by

\begin{equation}
(2.1) \quad h_K(u) = \max \{ \langle u, y \rangle : y \in K \}
\end{equation}

The support function is convex and positively homogeneous of degree one, so it is completely determined by its restriction to the unit sphere $S^{n-1}$.

By a classical theorem of Minkowski (see [35 Theorem 5.1.7]), for two convex bodies $K, L \subset \mathbb{R}^n$, the volume of $K + tL$ can be expressed as a polynomial of degree $n$ in $t$:

\begin{equation}
(2.2) \quad \text{vol}(K + tL) = \sum_{i=0}^{n} \binom{n}{i} V(K[i], L[n-i]) t^{n-i}
\end{equation}

The coefficients $V(K[i], L[n-i])$ are known as the mixed volumes of $K$ and $L$; we have $V(K[n], L[0]) = \text{vol}(K)$, $V(K[0], L[n]) = \text{vol}(L)$.

Let $H^{n-1}$ denote the $(n-1)$-dimensional Hausdorff measure on $\mathbb{R}^n$. For $H^{n-1}$-almost every $x \in \partial K$, there exists a unique normal vector to $K$ at $x$, namely, $u \in S^{n-1}$ such that $h_K(u) = \langle x, u \rangle$; denote this vector by $\nu_K(x)$. Thus we have an almost-everywhere-defined map $\nu_K : \partial K \to S^{n-1}$, called the Gauss map. The surface area measure $S_K$ of a
convex body $K \subset \mathbb{R}^n$ is a Borel measure on $S^{n-1}$ defined by $S_K(\omega) = \mathcal{H}^{n-1}(\nu_K^{-1}(\omega))$. We have [35, Theorem 5.1.7]

\begin{equation}
\text{vol}(K) = \frac{1}{n} \int h_K \, dS_K \quad \text{and} \quad V(L, K[n - 1]) = \frac{1}{n} \int h_L \, dS_K
\end{equation}

For a continuous function $h : S^{n-1} \to (0, \infty)$, the Wulff shape or Alexandrov body of $h$ is defined as $A[h] = \bigcap_{w \in S^{n-1}} \{ x \in \mathbb{R}^n : \langle x, u \rangle \leq h(u) \}$. If $h$ is the support function of a convex body $K$, then $A[h]$ is simply $K$, but in general, if $K = A[h]$, we only have $h_K \leq h$.

We shall use a version of Alexandrov’s lemma for Wulff shapes [1, Lemma 2.1]:

**Lemma 2.1.** Suppose $k(t, u) : I \times S^{n-1} \to (0, \infty)$ is continuous and differentiable in the first variable, where $I \subset \mathbb{R}$ is an open interval. Suppose also that for $t \in I$, the convergence $\lim_{s \to 0} \frac{k(t+s,u) - k(t,u)}{s} = \frac{\partial k(t,u)}{\partial t}$ is uniform on $S^{n-1}$. If $K_t = A[k(t, \cdot)]$ for $t \in I$, we have

\begin{equation}
\frac{d}{dt} \text{vol}(K_t) = \int_{S^{n-1}} \frac{\partial k(t,u)}{\partial t} \, dS_K.t
\end{equation}

In addition, the same formula holds for the one-sided derivative of $K_t$, assuming only one-sided convergence of $\frac{k(t+s,u) - k(t,u)}{s} \to \frac{\partial k(t,u)}{\partial t}$.

Let $B$ be the Euclidean ball in dimension $n$. Define the Hausdorff metric on $K^n$ via $\delta(K, L) = \inf \{ d > 0 : L \subset K + dB \text{ and } K \subset L + dB \}$. The Hausdorff metric has a number of useful properties:

**Proposition 2.2.**

(i) A sequence of convex bodies $\{K_i\}_{i=1}^\infty \subset K^n$ converges to a convex body $K$ if and only if $h_{K_i}$ converges to $h_K$ uniformly on $S^{n-1}$ [32, Lemma 1.8.14].

(ii) The mixed volumes $V(K[i], L[n - i])$ are continuous with respect to $\delta$ [32, p. 280].

(iii) The surface area measures $S_K$ are weakly continuous with respect to $\delta$ [32, Theorem 4.2.1].

(iv) If $h_i : S^{n-1} \to (0, \infty)$ converge uniformly to $h$, then the Wulff shapes $A[h_i]$ converge in the Hausdorff metric to $A[h]$ [32, Theorem 7.5.2].

Finally, given two convex bodies $K, L \subset \mathbb{R}^n$ such that $0 \in \text{int} K, \text{int} L$, $p \in [0, 1)$ and $\lambda \in [0, 1]$, we shall write $(1 - \lambda)h_K + p \lambda h_L$ for $((1 - \lambda)h_K^p + \lambda h_L^p)^{\frac{1}{p}}$ or $h_K^{1 - \lambda}h_L^{\lambda}$ in the cases $p > 0, p = 0$, respectively. The $L^p$-Minkowski combination of $K$ and $L$, $(1 - \lambda)K + p L$, is defined as $A[(1 - \lambda)h_K + p \lambda h_L]$.

### 2.1. Strongly isomorphic polytopes.

Our reference for the theory of polytopes is [35, §2.4].

A convex polytope $P \subset \mathbb{R}^n$ is a convex body which can be written as the intersection of a finite set of half-spaces: there exist $u_1, \ldots, u_N \in S^{n-1}, h_1(P), \ldots, h_N(P) \in \mathbb{R}$ such that

\begin{equation}
P = \bigcap_{i=1}^N \{ x : \langle x, u_i \rangle \leq h_i(P) \}
\end{equation}
We set \( F_i(P) = \{ x \in P : \langle x, u_i \rangle = h_i(P) \} \), the \( i \)th facet of \( P \), a polytope of dimension at most \( n - 1 \); when there is no chance of confusion we simply write \( h_i, F_i \). (Note that depending on the \( h_i \), some of the faces may be empty.) The volume of \( P \) may be computed as \( |P| = \frac{1}{n} \sum_{i=1}^N h_i|F_i| \), and the surface area measure of \( P \) is a discrete measure:

\[
SP = \sum_{i=1}^N |F_i|\delta_{u_i}
\]

For a given facet \( F_i \) of \( P \) and any \( j \in \{1, \ldots, N\} \setminus \{i\} \) such that \( F_{ij}(P) := F_i \cap F_j \) is nonempty, we write

\[
u_{ij} = \frac{u_i - (u_i, u_j)u_j}{\sqrt{1-(u_i, u_j)^2}}
\]

for the normal to \( F_{ij} \) relative to \( F_i \); then we have

\[
h_{ij}(P) := h_{F_i(P)}(u_{ij}) = h_i(P)\csc\theta_{ij} - h_i(P)\cot\theta_{ij}
\]

where \( \theta_{ij} \) is the angle between \( u_i \) and \( u_j \). Taking the inner product with an arbitrary \( x \in F_i \), we obtain

\[
h_{ij}(P) := h_{F_i(P)}(u_{ij}) = h_i(P)\csc\theta_{ij} - h_i(P)\cot\theta_{ij}
\]

Note that in terms of the \( h_i \), we may write \( |F_i| = \frac{1}{n} \sum_{j=1}^N h_{ij}|F_{ij}| \).

Two polytopes \( P, Q \) are called strongly isomorphic if \( \dim F(P, u) = \dim F(Q, u) \) for all \( u \in S^{n-1} \). In particular, this implies that the normal vectors \( u_1, \ldots, u_N \) to \( P \) and \( Q \) are the same, that \( F_i(P) \) is nonempty precisely when \( F_i(Q) \) is, and the same for \( F_{ij}(P), F_{ij}(Q) \). Strong isomorphism is clearly an equivalence relation on the set of polytopes in \( K^n \); the equivalence classes under this relation are called \( a \)-types.

It follows from the proof of [35, Theorem 5.1.7] that for strongly isomorphic polytopes \( P, Q \) we have

\[
V(Q, P[n-1]) = \frac{1}{n} \sum_{i=1}^N h_i(Q)|F_i(P)|
\]

\[
V(Q[2], P[n-2]) = \frac{1}{n(n-1)} \sum_{i,j=1}^N h_i(Q)h_j(Q)\Gamma_{ij}(P)
\]

where

\[
\Gamma_{ij}(P) = \begin{cases} -\sum_{k:F_k(P)\neq\emptyset} \cot\theta_{ik}|F_k| & i = j \\ \csc\theta_{ij}|F_{ij}| & i \neq j, F_{ij}(P) \text{ is nonempty} \\ 0 & \text{otherwise} \end{cases}
\]

A polytope \( P \) is said to be simple if each vertex of \( P \) is the intersection of precisely \( n \) facets. We shall use the fact that any finite set of convex bodies may be approximated simultaneously in the Hausdorff metric by strongly isomorphic simple convex polytopes [35, Theorem 2.4.15].

Given an \( a \)-type of polytopes defined by normal vectors \( u_1, \ldots, u_N \) (as well as lower-dimensional intersection data), the \( N \)-tuple of support functions \( (h_P(u_1), \ldots, h_P(u_N)) \) of a polytope \( P \) in the \( a \)-type is called the support vector of \( P \). We have the following theorem [35, Lemma 2.4.13]:
Theorem 2.3. Let $P$ be a simple polytope with facet normals $u_1, \ldots, u_N$ and support vector $h = (h_1, \ldots, h_N) \in \mathbb{R}^N$. There exists a neighborhood $U$ of $h$ such that any $h' \in U$ is the support vector of a polytope $P'$ strongly isomorphic to $P$.

3. From the $L^p$-Brunn-Minkowski inequality to its local version and back

First, we fix some notations we shall use throughout the section. Let $K, L \in \mathcal{K}_n$, and fix $p \in [0, 1]$. Write $K_\lambda = (1 - \lambda)K + \lambda L$ and

$$V_{K,L}(\lambda) = \begin{cases} \frac{\text{vol}(K_\lambda)^{\frac{1}{p}}}{n} & p > 0 \\ \frac{\log \text{vol}(K_\lambda)}{n} & p = 0 \end{cases}$$

We recall a lemma from [1]. (The lemma was proven there for $p > 0$; the proof for $p = 0$ is identical.)

Lemma 3.1. The $L^p$-Brunn-Minkowski inequality (Conjecture 1.1) holds if and only if for all $K, L \in \mathcal{K}_n$, $V_{K,L}(\lambda)$ is concave on $[0, 1]$.

We restate here our main conjecture, the local $L^p$-Brunn-Minkowski inequality, for the reader’s convenience:

Conjecture 3.2. For any two bodies $K, L \in \mathcal{K}_n$, we have

$$\text{vol}(K) \cdot \left( n(n-1)V(L[2], K[n-2]) + (1-p) \int \frac{h_j^2}{h_K} dS_K \right) - n(n-p)V(L, K[n-1])^2 \leq 0$$

Our first observation is that it is sufficient to consider the case of simple strongly isomorphic polytopes in Conjecture 3.2. This follows immediately by approximating $K, L$ by sequences of simple strongly isomorphic polytopes converging to $K, L$ and using the continuity of all the relevant quantities with respect to the Hausdorff metric (Proposition 2.2).

We shall prove that Conjecture 3.2 is equivalent to the $L^p$-Brunn-Minkowski inequality (1.6) in two main steps. First, in Proposition 3.5, we compute the second derivative of $V_{K,L}(\lambda)$ for strongly isomorphic polytopes $K, L$ at $\lambda \in [0, 1]$ such that the bodies $K_\lambda'$ for $\lambda' \in [0, 1]$ are all strongly isomorphic to one another, and show that in this case, $V''_{K,L}(\lambda) \leq 0$ is equivalent to inequality (3.2) (for a different pair of bodies). The computation is similar in spirit to work of [7] and [21], but is technically easier in the polytope setting. Using Lemma 3.1, this shows that the $L^p$-Brunn-Minkowski inequality implies Conjecture 3.2.

Next, in Proposition 3.6, we argue that after removing a finite number of points, we can divide $[0, 1]$ into a disjoint union of open intervals $I_j$ such that the $K_\lambda$, $\lambda \in I_j$ are all strongly isomorphic to one another. Hence, assuming Conjecture 3.2 and using the computation of Proposition 3.5, we obtain that $V_{K,L}$ has nonpositive second derivative except at a finite
number of points, which suffices to show that $V_{K,L}$ is concave because $V_{K,L}$ is continuously differentiable. Thus Conjecture 3.2 implies the log-Brunn-Minkowski inequality.

We now proceed to the details of the proof. First, we fix a few more notations. Let $K, L \in K_n^*$ be a fixed pair of strongly isomorphic polytopes, and let $u_1, \ldots, u_N \in S^{n-1}$ be the facet normals to $K, L$.

Lemma 3.3. For any $p \in [0,1]$ and any $\lambda \in [0,1],
\begin{equation}
K_\lambda = \{ x : \langle x, u_i \rangle \leq (1-\lambda)h_K + \lambda h_L(u_i), i = 1, \ldots, N \} 
\end{equation}

Proof. This is not immediately obvious, because $K_\lambda$ is defined to be the intersection of the half-spaces $H_{K_\lambda,v} = \{ x : \langle x, v \rangle \leq (1-\lambda)h_K + \lambda h_L(v) \}$ for all $v \in S^{n-1}$, and a priori, we do not know that for $v \neq u_1, \ldots, u_N$, $H_{K_\lambda,v}$ doesn’t contribute to bounding $K_\lambda$. It is thus necessary to demonstrate that the set on the RHS of (3.3), which we temporarily denote (3.4)

\begin{equation}
\sum_{k=1}^n c_k (1-\lambda)h_K(u_{i_k}) + \lambda h_L(u_{i_k}) \leq (1-\lambda)h_K(v) + \lambda h_L(v)
\end{equation}

Since $v$ is not a normal vector of $K$, $v$ lies in the normal cone of a face $F$ of $K$ of codimension at least 2, so we may write $v = \sum_{k=1}^m c_k u_{i_k}$ for $2 \leq m \leq n$, $i_1, \ldots, i_m \in \{1, \ldots, N\}$, and $c_j > 0$. Hence $h_K(v) = \sum_{k=1}^m c_k h_K(u_{i_k})$, and similarly $h_L(v), h_{K_\lambda}(v)$. So we need to prove that

\begin{equation}
\sum c_k ((1-\lambda)h_K(u_{i_k}) + \lambda h_L(u_{i_k})) \leq (1-\lambda)h_K(v) + \lambda h_L(v)
\end{equation}

For $p > 0$, the inequality we wish to prove, after raising both sides to the power $p$, becomes

\begin{equation}
\left( \sum c_k ((1-\lambda)h_K(u_{i_k}) + \lambda h_L(u_{i_k}))^p \right)^{1/p} \leq (1-\lambda) \left( \sum c_k h_K(u_{i_k}) \right)^p + \lambda \left( \sum c_k h_L(u_{i_k}) \right)^p
\end{equation}

Let $U = \{u_1, \ldots, u_m\}$, and define a measure $\mu$ on $U$ via $\mu(\{u_{i_k}\}) = c_k$. Considering $h_K, h_L$ as functions on $U$, we see that (3.5) is precisely the triangle inequality $\|f + g\| \leq \|f\| + \|g\|$ in $L^p_+(\mu)$ applied to $f = (1-\lambda)h_K^p$ and $g = \lambda h_L^p$.

The case $p = 0$ may be obtained by a limiting argument, but we also give a simple direct proof. Writing $x_k = \frac{h_L(u_{i_k})}{h_K(u_{i_k})}$, $a_j = c_k h_K(u_{i_k})$, we wish to prove

\begin{equation}
\sum a_k x_k \leq \left( \sum a_k x_k \right)^\lambda \left( \sum a_k \right)^{1-\lambda}
\end{equation}

By homogeneity, we may assume $\sum a_k = 1$, so it suffices to show

\begin{equation}
\sum a_k x_k \leq \left( \sum a_k x_k \right)^\lambda
\end{equation}

But $x \mapsto x^\lambda$ is concave for $\lambda \in [0,1]$, so (3.7) follows from Jensen’s inequality. Rewinding, we obtain

\begin{equation}
\sum c_k h_K(u_{i_k})^\lambda h_L(u_{i_k})^{1-\lambda} \leq h_K(v)^\lambda h_L(v)^{1-\lambda}
\end{equation}

as desired. This concludes the proof of the lemma. □
Corollary 3.4. Let $\sigma, \tau, \mu \in [0,1]$ and $\lambda = (1 - \mu)\sigma + \mu\tau$. If $K_\sigma, K_\lambda, K_\tau$ are all strongly isomorphic then $K_\lambda = (1 - \mu)K_\sigma + \mu K_\tau$.

Proof. Let $v_j, j = 1, \ldots, M$ be the facet normals of $K_\sigma, K_\tau$; by the lemma, $\{v_j\}_{j=1}^M \subseteq \{u_i\}_{i=1}^N$. Since $K_\lambda$ is strongly isomorphic to $K_\sigma, K_\tau$, in particular it has the same facet normals, so we may write

$$K_\lambda = \{x : \langle x, v_j \rangle \leq ((1 - \lambda)h_K + \mu \lambda h_L)(v_j), j = 1, \ldots, M\}$$

Also, for every $v_j$ which is a facet normal of $K_\sigma, K_\tau$ we have $h_{K_\sigma}(v_j) = ((1 - \sigma)h_K + \sigma h_L)(v_j)$ and the same for $h_{K_\tau}(v_j)$, again by the lemma. Thus

$$((1 - \mu)h_{K_\sigma} + \mu h_{K_\tau})(v_j) = ((1 - \mu)((1 - \sigma)h_K + \sigma h_L) + \mu(1 - \tau)h_K + \tau h_L))(v_j)$$

(3.10)

for all $j$, giving $K_\lambda = (1 - \mu)K_\sigma + \mu K_\tau$ as desired. \hfill \Box

Proposition 3.5. The local $L^p$-Brunn-Minkowski conjecture (Conjecture 3.2) is equivalent to the following statement:

(*) For any two strongly isomorphic polytopes $K, L$ as above, and for any $\lambda \in [0,1]$ such that there exists a (possibly one-sided) neighborhood $U$ of $\lambda$ for which all the $\{K_{\lambda'} : \lambda' \in U\}$ are strongly isomorphic to one another, we have $V''_{K,L}(\lambda) \leq 0$.

Remark. We shall see in the course of the proof that $V_{K,L}$ is twice differentiable at any $\lambda$ satisfying the conditions of $(\ast)$.

Proof. First, we prove that Conjecture 3.2 implies $(\ast)$. Given $\lambda, U$ satisfying the conditions of $(\ast)$, let $[0, \tau] \subset U$. Then $K_\sigma, K_\tau$ are strongly isomorphic and for any $\alpha = (1 - \mu)\sigma + \mu\tau$, $\mu \in [0,1]$, we have $K_\alpha = (1 - \mu)K_\sigma + \mu K_\tau$ by the preceding corollary. Thus, we reduce to the case where all the $\{K_{\lambda'} : \lambda' \in U\}$ are strongly isomorphic to $K$ (and to $L$).

Let $h_i = h_K(u_i)$. For $p \in (0,1)$, we write $h_L(u_i) = h_i(1 + ps_i)^{\frac{1}{\sigma}}$, so that $((1 - \lambda)h_K + \mu \lambda h_L)(u_i) = h_i(1 + \lambda ps_i)^{\frac{1}{\sigma}}$. For $p = 0$, write $h_L(u_i) = h_i e^{s_i}$, so that $((1 - \lambda)h_K + \mu \lambda h_L) = h_i e^{\lambda s_i}$. It will be convenient to write, for $p > 0$,

$$a_i^{(p)}(\lambda) = (1 + \lambda ps_i)^{\frac{1}{\sigma}}$$

(3.11)

$$b_i^{(p)}(\lambda) = (1 + \lambda ps_i)^{\frac{1 - p}{\sigma}}$$

(3.12)

$$c_i^{(p)}(\lambda) = (1 + \lambda ps_i)^{\frac{1 - 2p}{\sigma}}$$

(3.13)

and for $p = 0$, $a_i^{(0)}(\lambda) = b_i^{(0)}(\lambda) = c_i^{(0)}(\lambda) = e^{\lambda s_i}$. For any $p$, we have

$$a_i^{(p)}(\lambda)' = s_i b_i^{(p)}$$

(3.14)

$$b_i^{(p)}(\lambda)' = (1 - p)s_i c_i^{(p)}$$

(3.15)

$$c_i^{(p)}(\lambda)' = a_i^{(p)} c_i^{(p)}$$

(3.16)

In the sequel we shall suppress the dependence of $a_i^{(p)}, b_i^{(0)}, c_i^{(p)}$ on $p$. 

For any $\lambda \in U$, $K_\lambda$ is the polytope defined by normal vectors $u_1, \ldots, u_N$ and support numbers $h_{K_\lambda}(u_i) = h_i a_i(\lambda)$. By assumption, $K_\lambda$ is strongly isomorphic to $K$, so it has facets corresponding to each $u_i$; thus, its surface area measure $S_{K_\lambda}$ is given by $\sum_{i=1}^N |F_i(K_\lambda)| \delta_{u_i}$. We may thus compute the first derivative of $\text{vol}(K_\lambda)$ at any $\lambda \in U$ by applying Lemma 2.4.

\[
\frac{d}{d\lambda} \text{vol}(K_\lambda) = \int_{S_{K_\lambda}} \left( \frac{d}{d\lambda} (1 - \lambda) h_K + \lambda h_L \right) dS_{K_\lambda}
\]

(3.17)

\[
= \sum_{i=1}^N |F_i(K_\lambda)| \frac{d}{d\lambda} (h_i a_i) = \sum_{i=1}^N h_i s_i b_i |F_i(K_\lambda)|
\]

In order to compute the second derivative of $\text{vol}(K_\lambda)$, we need to know the derivative of $\text{vol}(F_i(K_\lambda))$. But for each $i$, $F_i(K_\lambda)$ is itself a polytope strongly isomorphic to $F_i(K)$, with normal vectors $u_{ij}$ as defined by equation 2.4, and support numbers $h_{ij}(K_\lambda) = h_j(K_\lambda) \csc \theta_{ij} - h_i(K_\lambda) \cot \theta_{ij}$. Hence, by the same computation, we have

\[
\frac{d}{d\lambda} \text{vol}(F_i(K_\lambda)) = \sum_{j: F_i \neq \emptyset} (s_j h_j \csc \theta_{ij} b_j - s_i h_i \cot \theta_{ij} b_i) |F_{ij}(K_\lambda)|
\]

(3.18)

Differentiating (3.17) and using (3.18), we obtain

\[
\frac{d^2}{d\lambda^2} \text{vol}(K_\lambda) = (1 - p) \sum_{i=1}^N s_i^2 h_i c_i |F_i(K_\lambda)| + \sum_{i,j=1}^N h_i h_j s_i s_j b_i b_j \Gamma_{ij}(K_\lambda)
\]

(3.19)

where the $\Gamma_{ij}$ are defined by equation 2.4.

Recalling the definition of $V_{K,L}$ (Equation 3.1), for any $p \in [0, 1]$, we have

\[
n(n - p) \text{vol}(K_\lambda) V_{K,L}^p(\lambda) = n \text{vol}(K_\lambda)^p \text{vol}(K_\lambda) - (n - p)(\text{vol}(K_\lambda))^2
\]

(3.20)

Examining equations (3.17) and (3.19), we see that the RHS may be written as $\Psi(Z) \leq 0$, where $Z = (h_1 s_1 b_1(\lambda), \ldots, h_N s_N b_N(\lambda)) \in \mathbb{R}^N$ and $\Psi$ is the quadratic form defined by

\[
\Psi(X) = n \left(1 - p\right) \sum_{i=1}^N \frac{X_i^2}{h_i a_i} |F_i(K_\lambda)| X_i Y_i + \sum_{i,j=1}^N \Gamma_{ij}(K_\lambda) X_i X_j \right) \text{vol}(K_\lambda)
\]

(3.21)

\[
- \left(1 - p\right) \left( \sum_{i=1}^N X_i |F_i(K_\lambda)| \right)^2
\]

Let $M$ be the matrix associated to $\Psi$, and let $X_{K_\lambda} = (h_1 a_1(\lambda), \ldots, h_N a_N(\lambda))$, the support vector of the polytope $K_\lambda$. We claim that $MX_{K_\lambda} = 0$. Indeed, we have

\[
(M X_{K_\lambda})_i = n \left(1 - p\right) |F_i(K_\lambda)| + \sum_{j=1}^N h_j a_j \Gamma_{ij}(K_\lambda) \right) \text{vol}(K_\lambda)
\]

(3.22)

\[
- \left(1 - p\right) |F_i(K_\lambda)| \sum_{j=1}^N h_j a_j |F_j(K_\lambda)|
\]

We recognize the second sum as $n \text{vol}(K_\lambda)$ and the first sum as $(n - 1) |F_i(K_\lambda)|$, so the entire expression cancels out, as desired.
Now, for $X_P$ which is the support vector of a polytope $P$ strongly isomorphic to $K$, combining formulas (2.6), (2.9), (2.10) shows that

\[
\Psi(X_P) = n \operatorname{vol}(K_\lambda) \left( (n(n-1)V(P, K_\lambda[n-2]) + (1-p) \int_{h_{K_\lambda}} \frac{h_P^2}{h_{K_\lambda}} dS_{K_\lambda}) - n^2(n-p)V(P, K_\lambda[n-1])^2 \right)
\]

Hence, assuming Conjecture 3.2 yields that $\Psi(X_P) \leq 0$ for any $P$ strongly isomorphic to $K$. Since, by Theorem 2.3, any vector in a neighborhood of $X_K$ is the support vector of a polytope strongly isomorphic to $K$, and as we computed above, $\Psi(X_K + X) = \Psi(X)$ for any $X$, we see that in fact $\Psi$ is a negative semidefinite quadratic form, and hence that $V''_{K,L}(\lambda) = \Psi(X_K)$ \leq 0. This proves one direction of the proposition.

Conversely, we wish to prove that (3.2) holds for two given polytopes $P, Q$ assuming (3). Let $u_1, \ldots, u_N$ be the normal vectors and $X_P = (h_1, \ldots, h_N)$ and $X_Q = (h'_1, \ldots, h'_N)$ the support vectors of $P$ and $Q$, respectively. Now set $K = P$, and let $L$ be the polytope strongly isomorphic to $P$ defined by the vector $\epsilon h'_1, \ldots, \epsilon h'_N$.

By Theorem 2.3 by taking $\epsilon$ sufficiently small we obtain that $v_\epsilon$ is the support vector of a polytope strongly isomorphic to $K$; moreover, $K_\lambda = (1-\lambda)K + \lambda L$ is defined by the vector $v_\lambda$ and hence is strongly isomorphic to $K$ for all $\lambda \in [0,1]$. Thus we can use the computation above to obtain $V''_{K,L}$: for $L$ defined as above, we obtain $s_i = \epsilon h'_i/h_i$, and applying (3.21) shows that

\[
V''_{K,L}(0) = \Psi \left( \epsilon h'_1/h_1, \ldots, \epsilon h'_N/h_N \right) = \epsilon^2 \Psi(X_Q)
\]

But we have

\[
\Psi(X_Q) = \operatorname{vol}(P) \left( (n(n-1)V(Q[n-2], P[n-2]) + \int_{h_P} \frac{h_Q^2}{h_P} dS_P) - n^2V(Q, P[n-1])^2 \right)
\]

and since $V''_{K,L}(0) \leq 0$ by assumption, the proof is complete. \qed

By Lemma 3.1, assuming the $L^p$-Brunn-Minkowski inequality, we have that for any two strongly isomorphic polytopes $K, L$, $V''_{K,L}(\lambda) \leq 0$ everywhere it is defined, and in particular at any $\lambda$ satisfying the conditions of (3). Thus, by Proposition 3.5, the $L^p$-Brunn-Minkowski inequality implies Conjecture 3.2.

To go in the reverse direction, from Conjecture 3.2 to the $L^p$-Brunn-Minkowski inequality, requires a more careful analysis of the $L^p$-Minkowski sum of strongly isomorphic polytopes not just on well-behaved neighborhoods, but for all $\lambda \in [0,1]$. This is the content of the following proposition.
**Proposition 3.6.** Assume that for a given $p \in [0,1)$, Conjecture 3.2 holds for all $K, L \in \mathcal{K}_n$. Then for any two strongly isomorphic polytopes $K, L \in \mathcal{K}_n$, $\text{vol}(K_\lambda)$ is $\frac{p}{n}$-concave on $[0,1]$.

**Proof.** By Proposition 3.5 we know that $f(\lambda) = \text{vol}(K_\lambda)$ is $\frac{p}{n}$-concave on any subinterval $(\sigma, \tau) \subset [0,1]$ such that all the $K_\alpha$ for $\alpha \in (\sigma, \tau)$ are strongly isomorphic. The additional ingredient we need is the following claim:

**Claim.** There exist a finite number of disjoint open intervals $I_1, \ldots, I_m \subset [0,1]$ such that $[0,1]\setminus \bigcup_{j=1}^m I_j$ is a finite set, and for each $j$, all the polytopes $K_\lambda$ for $\lambda \in I_j$ are strongly isomorphic.

Deferring for the moment the proof of this claim, we show how it implies the proposition. By Lemma 2.1 $\text{vol}(K_\lambda)$ is differentiable on $[0,1]$, with derivative

\begin{equation}
\int_{S^{n-1}} \frac{d}{d\lambda}((1-\lambda)h_K + \lambda h_L) dS_{K_\lambda} = \begin{cases}
\int_{S^{n-1}} \frac{h_L^p - h_K^p}{p} (1-\lambda)h_K^p + \lambda h_L^p \frac{1}{\lambda} dS_{K_\lambda} & p > 0 \\
\int_{S^{n-1}} (h_K^{-1}\lambda h_L) \log \frac{h_L}{h_K} dS_{K_\lambda} & p = 0
\end{cases}
\end{equation}

For any $p$, the integrand is $L^\infty$-continuous in $\lambda$ and $S_{K_\lambda}$ is weakly continuous in $\lambda$, so $\text{vol}(K_\lambda)$ is continuously differentiable, and the same is true for $V_{K,L}(\lambda)$. Hence, using the claim, $V_{K,L}(\lambda)$ is a continuous function which is nonincreasing outside of a finite set, so it must be nonincreasing on all of $[0,1]$; in other words, $\text{vol}(K_\lambda)$ is $\frac{p}{n}$-concave on $[0,1]$, as desired.

We now turn to proving the claim above. As usual, let $u_1, \ldots, u_N$ be the facet normals of $K, L$, and let $h_i(\lambda) = h_K(u_i)^{1-\lambda}h_L(u_i)^\lambda$ for $i = 1, \ldots, N$ be the corresponding support numbers. First of all, we ask when the facet $F_i(K_\lambda) = \{x \in K_\lambda : \langle x, u_i \rangle = h_i(K_\lambda)\}$ becomes empty. Clearly, this holds whenever

\begin{equation}
h_i(\lambda) > h_{K_\lambda}(u_i)
\end{equation}

In this case, there exists a vertex $v$ of $K_\lambda$ such that $u_i$ lies in its normal cone, which means that there exist $n$ linearly independent facet normals $u_{i_1}, \ldots, u_{i_n}$, $i_j \neq i$, such that $\langle v, u_{i_k} \rangle = h_{i_j}(\lambda)$, and $u_i$ can be written as a sum $\sum_{j=1}^n c_j u_{i_k}$ where the $c_j$ are all nonnegative. In particular, we have

\begin{equation}
h_{K_\lambda}(u_i) = \langle v, u_i \rangle = \sum_{j=1}^n c_j h_{K_\lambda}(u_{i_k})
\end{equation}

and hence inequality (3.28) may be written as

\begin{equation}
h_i(\lambda) > \sum_{j=1}^n c_j h_{i_j}(\lambda)
\end{equation}

Note that for different $\lambda \in [0,1]$, the vertex structure of $K_\lambda$ will in general differ. Thus, we must consider the inequality $h_i > \sum_{j=1}^n c_j h_{i_j}$ not just for one set of $u_{i_1}, \ldots, u_{i_N}$, but
for any set of $n$ vectors $u_{i_1}, \ldots, u_{i_N}$ such that $u_i = \sum_{j=1}^n c_j u_{i_k}$ with nonnegative $c_j$, since at some $\lambda \in [0, 1]$, the corresponding facets $F_{ij}$ may form a vertex $v$, in whose normal cone $u_i$ will necessarily lie. Conversely, if $h_i(\lambda) < \sum_{j=1}^n c_j h_{ij}(\lambda)$ for all $u_{i_1}, \ldots, u_{i_N}$ in whose positive cone $u_i$ lies, then $u_i$ cannot lie in the relative interior of the normal cone of any lower-dimensional face of $K_\lambda$, implying that $u_i$ is a facet normal. Hence, there is a finite set of equations of the form $h_i = \sum_{j=1}^n c_j h_{ij}$ such that the facet structure of $K_\lambda$ can change only at their solutions.

The situation is made slightly more complicated by the fact that varying the support numbers of a polytope may cause lower-dimensional faces to disappear without any of the facets vanishing. However, we can think of the $(n-2)$-dimensional faces of a given facet $F_i$ as facets of $F_1$ and apply the preceding argument. As equation (3.31) shows, the support numbers of the $(n-2)$-dimensional faces $F_{ij} = F_i \cap F_j$ bounding a given facet are linear combinations (with coefficients independent of $\lambda$) of the $h_i$, so the condition for vanishing of $F_{ij}$ (given that $F_i, F_j$ do not vanish) may also be expressed as a linear inequality in the $h_i$. By induction, the same holds true for all lower-dimensional faces of $K_\lambda$.

The upshot of this discussion is that there is a finite set of equations $\sum_{j=1}^n c_{ij} h_j(\lambda) = 0$, $i = 1, \ldots, M$ such that $K_\lambda$’s $\alpha$-type changes only at solutions of these equations; it thus suffices to show that each such equation has at most finitely many solutions. Each of these equations may be written as

$$\sum_{j=1}^N c'_{ij} a_{i}^{(p)}(\lambda) = 0$$

where $c'_{ij} = c_{ij} h_K(u_j)$ and $a_{i}^{(p)}(\lambda)$ is defined as in Proposition 3.5. The $a_{i}^{(p)}(\lambda)$ are analytic on a neighborhood of $[0, 1]$, and hence so is $\sum_{j=1}^N c'_{ij} a_{i}^{(p)}(\lambda)$; thus, if this expression does not vanish identically, it has a finite number of zeros on $[0, 1]$. If it does vanish, this means that the face corresponding to the equation $\sum_{j=1}^n c_{ij} h_j(\lambda) = 0$ is degenerate (if nonempty) for all $\lambda \in [0, 1]$, and hence need not be considered. This concludes the proof of the claim, and with it, the proof of Proposition 3.6.

Now, assume Conjecture 3.2 holds, and let $K, L$ be any two bodies in $K^n$. We can approximate $K, L$ by sequences of strongly isomorphic polytopes $P_m, Q_m$ converging to $K, L$ respectively. For every $\lambda \in [0, 1]$,

$$(1 - \lambda)P_m +_p \lambda Q_m \rightarrow (1 - \lambda)K +_p \lambda L$$

by Proposition 2.2 (d), and hence

$$\text{vol}((1 - \lambda)P_m +_p \lambda Q_m) \rightarrow \text{vol}((1 - \lambda)K +_p \lambda L)$$

for all $\lambda \in [0, 1]$. Since a pointwise limit of $L^p$-concave functions is $L^p$-concave, $\text{vol}((1 - \lambda)K +_p \lambda L)$ is $L^p$-concave. This completes the proof that Conjecture 3.2 implies the $L^p$-Brunn-Minkowski inequality, and the proof of Theorem 1.7 is complete.
4. **The proof of the log-Brunn-Minkowski inequality in the plane**

The log-Brunn-Minkowski inequality in the plane follows immediately from Theorem 1.7 and the following theorem:

**Theorem 4.1.** Conjecture 1.6 is true for \( p = 0 \) and \( n = 2 \).

**Proof.** Let \( K, L \in K^2_+ \). Define

\[
\begin{align*}
 r(L, K) &= \sup \{ t \geq 0 : \text{there exists } x \in \mathbb{R}^n \text{ such that } x + tK \subset L \} \\
 R(L, K) &= \inf \{ t \geq 0 : \text{there exists } x \in \mathbb{R}^n \text{ such that } x + tK \supset L \}
\end{align*}
\]

the inradius and circumradius of \( L \) with respect to \( K \), respectively. Blaschke’s extension of the Bonnesen inequality [1, Lemma 4.1] states that for any plane convex bodies \( K, L \) and \( t \in [r(L, K), R(L, K)] \), we have

\[
\text{vol}(L) - 2tV(L, K) + t^2 \text{vol}(K) \leq 0
\]

Since \( K, L \) are centrally symmetric, we have \( r(L, K) = \min_{u \in S^{n-1}} \frac{h_L(u)}{h_K(u)} \) and \( R(L, K) = \max_{u \in S^{n-1}} \frac{h_L(u)}{h_K(u)} \), and hence

\[
\text{vol}(L) - 2h_L(u) \frac{h_L(u)}{h_K(u)} V(K, L) + \left( \frac{h_L(u)}{h_K(u)} \right)^2 \text{vol}(K) \leq 0
\]

for all \( u \in S^{n-1} \). Integrate this inequality over the measure \( h_K dS_K \) to obtain

\[
\text{vol}(L) \cdot \int h_K dS_K - 2 \int h_L dS_K V(K, L) + \int \frac{h_L^2}{h_K} dS_K \cdot \text{vol}(K) \leq 0
\]

By equation (2.3), this reduces to

\[
2 \text{vol}(K) \text{vol}(L) - 4V(K, L)^2 + \text{vol}(K) \int \frac{h_L^2}{h_K} dS_K \leq 0
\]

which is precisely (1.11) in dimension 2 for \( p = 0 \). \( \square \)

**Remark.** Böröczky, Lutwak, Yang and Zhang [1] also use Blaschke’s Bonnesen-type inequality in proving the log-Brunn-Minkowski inequality in the plane, but their argument is completely different: they reduce the log-Brunn-Minkowski inequality to demonstrating that the cone-volume measure \( h_K dS_K \) of a centrally symmetric convex body is unique, and prove the uniqueness of cone-volume measures for centrally symmetric convex bodies in the plane by a compactness argument, which relies crucially on an estimate obtained by integrating equation (4.3) against a different measure. Our proof, in contrast, bypasses the uniqueness of cone-volume measures entirely.

**Appendix A. Equivalence of Conjecture 1.4 and Conjecture 1.6**

Obtaining our formulation of the local \( L^p \)-Brunn-Minkowski inequality (Conjecture 1.6) from that of Kolesnikov and Milman (Conjecture 1.4) is simple: for any \( C^2_+ \) convex body \( L \),
setting \( z = \frac{h}{h_K} \) in (1.9) yields

\[
(A.1) \quad \frac{1}{\text{vol}(K)} V(h_L[1], K[n - 1])^2 \geq \frac{n - 1}{n - p} V(h_L[2], K[n - 2]) + \frac{1 - p}{n - p} V\left(\frac{h^2_L}{h_K}[1], K[n - 1]\right)
\]

Now using the fact that the mixed volume of \( C^2 \) functions on the sphere coincides with the ordinary mixed volume when the functions are support functions of convex bodies, as well as the fact that \( V(f[1], K[n - 1]) = \int f \, dS_K \) for any \( f \in C^2(S^{n-1}) \), immediately yields (1.11) for any \( C^2 \) and centrally symmetric \( K, L \) (upon multiplying by \( n(n - p) \text{vol}(K) \)). Since any body in \( \mathcal{K}_n \) may be approximated by \( C^2 \) bodies in \( \mathcal{K}_n \), and the quantities in (1.6) are continuous with respect to the Hausdorff metric, this gives Conjecture 1.6 for any two bodies in \( \mathcal{K}_n \).

To go in the converse direction requires only slightly more work. Let \( K \) be a \( C^2 \) centrally symmetric convex body. By a generalization of [35, Lemma 1.7.8], any even decomposition to \( zh_K \) for some \( c > 0 \) and \( C^2 \) convex body \( L \in \mathcal{K}_n \). Applying this decomposition to \( zh_K \), substituting in (1.9), and using multilinearity of the mixed volume, we see that we must prove

\[
(A.2) \quad \frac{1}{\text{vol}(K)} V(h_L[1], K[n - 1])^2 - \frac{n - 1}{n - p} V(h_L[2], K[n - 2]) - \frac{1 - p}{n - p} V\left(\frac{h^2_L}{h_K}[1], K[n - 1]\right)
\]

\[
-2 \cdot \left(\frac{1}{\text{vol}(K)} V(h_L[1], K[n - 1]) V(ch_K[1], K[n - 1]) - \frac{n - 1}{n - p} V(h_L[1], ch_K[1], K[n - 2]) - \frac{1 - p}{n - p} V(ch_K[1], K[n - 1])\right)
\]

\[
+ \frac{1}{\text{vol}(K)} V(ch_K[1], K[n - 1])^2 - \frac{n - 1}{n - p} V(ch_K[2], K[n - 2]) - \frac{1 - p}{n - p} V(c^2 h_K[1], K[n - 1]) \geq 0
\]

The second and third lines are just \(-2c(1 - \frac{n - 1}{n - p} - \frac{1 - p}{n - p}) V(L[1], K[n - 1]) = 0 \) and the fourth line is \( c^2(1 - \frac{n - 1}{n - p} - \frac{1 - p}{n - p}) \text{vol}(K) = 0 \), so what remains is

\[
(A.3) \quad \frac{1}{\text{vol}(K)} V(h_L[1], K[n - 1])^2 - \frac{n - 1}{n - p} V(h_L[2], K[n - 2]) - \frac{1 - p}{n - p} V\left(\frac{h^2_L}{h_K}[1], K[n - 1]\right) \geq 0
\]

which is (1.11) divided by \( n(n - p) \text{vol}(K) \). Thus Conjecture 1.6 implies Conjecture 1.4.

Acknowledgments

This paper is a part of the author’s thesis, being carried out under the supervision of Prof. Shiri Artstein-Avidan at Tel Aviv University. I also wish to thank Shibling Chen and Emanuel Milman for helpful comments and remarks.

References

1. K. J. Böröczky, E. Lutwak, D. Yang and G. Zhang, The log-Brunn-Minkowski inequality, Adv. Math. 231 (2012), no. 3–4, 1974–1997.
2. K. J. Böröczky, E. Lutwak, D. Yang and G. Zhang, The logarithmic Minkowski problem, J. Amer. Math. Soc. 26 (2013), no. 3, 831–852.
3. K. J. Böröczky, P. Hegedus, G. Zhu, On the discrete logarithmic Minkowski problem, Int. Math. Res. Not. 2016, 1807–1838.
4. D. Cordero-Erausquin, Santaló’s inequality on $\mathbb{C}^n$ by complex interpolation, C. R. Math. Acad. Sci. Paris 334 (2002), 767–772.
5. S. Chen, Y. Huang, Q. Li, J. Liu, $L^p$-Brunn-Minkowski inequality for $p \in (1 - \frac{c}{n^2}, 1)$, arXiv:1811.10181.
6. A. Colesanti, G. Livshyts, A note on the quantitative local version of the log-Brunn-Minkowski inequality, arXiv:1710.10708.
7. A. Colesanti, G. Livshyts, A. Marsiglietti, On the stability of BrunnMinkowski type inequalities, J. Funct. Anal. 273:3 (2017) 1120–1139.
8. D. Cordero-Erausquin, Santaló’s inequality on $\mathbb{C}^n$ by complex interpolation, C. R. Math. Acad. Sci. Paris 334 (2002), 767–772.
9. S. Chen, Y. Huang, Q. Li, J. Liu, $L^p$-Brunn-Minkowski inequality for $p \in (1 - \frac{c}{n^2}, 1)$, arXiv:1811.10181.
10. A. Colesanti, G. Livshyts, A note on the quantitative local version of the log-Brunn-Minkowski inequality, arXiv:1710.10708.
11. A. Colesanti, G. Livshyts, A. Marsiglietti, On the stability of BrunnMinkowski type inequalities, J. Funct. Anal. 273:3 (2017) 1120–1139.
12. A. Cianchi, E. Lutwak, D. Yang and G. Zhang, Affine Moser-Trudinger and Morrey-Sobolev inequalities, Calc. Var. PDEs 36 (2009), 419–436.
13. S. Chen, Q. Li, and G. Zhu, The logarithmic Minkowski problem for non-symmetric measures, Trans. Am. Math. Soc. 371 (2019), 2623-2641.
14. S. Y. Cheng and S. T. Yau, On the regularity of the solution of the $n$-dimensional Minkowski problem, Comm. Pure Appl. Math. 29 (1976), no. 5, 495–516.
15. K.-S. Chou and X.-J. Wang, The $L_p$-Minkowski problem and the Minkowski problem in centroaffine geometry, Adv. Math. 205 (2006), no. 1, 33–83.
16. R. J. Gardner, The Brunn-Minkowski inequality, Bulletin of A.M.S. 39 (2002), 355–405.
17. Y. Huang and Q. Lu, On the regularity of the $L^p$ Minkowski problem, Adv. in Appl. Math. 50 (2013), no. 2, 268–280.
18. D. Hug, E. Lutwak, D. Yang and G. Zhang, On the $L_p$-Minkowski problem for polytopes, Discrete Comput. Geom. 33 (2005), 699–715.
19. H.-Y. Jian, J. Lu and X.-J. Wang, Nonuniqueness of solutions to the $L_p$-Minkowski problem. In press.
20. A. V. Kolesnikov, E. Milman, Local $L_p$-Brunn-Minkowski inequalities for $p > 1$, arXiv:1711.01089.
21. K. Leichtweiss, On a problem of W. J. Firey in connection with the characterization of spheres. Festschrift for Hans Vogler on the occasion of his 60th birthday. Math. Pannon. 6 (1995), no. 1, 67–75.
22. E. Lutwak, The Brunn-Minkowski-Firey theory I: Mixed volumes and the Minkowski problem, J. Differential Geom. 38 (1993), no. 1, 131–150.
23. E. Lutwak, The Brunn-Minkowski-Firey theory II: Affine and geominimal surface areas, Adv. Math. 118 (1996), 244–294.
24. E. Lutwak and V. Oliker, On the regularity of solutions to a generalization of the Minkowski problem, J. Differential Geom. 41 (1995), no. 1, 227–246.
25. E. Lutwak, D. Yang and G. Zhang, $L_p$ affine isoperimetric inequalities. J. Diff. Geom. 56 (2000), 111–132.
26. E. Lutwak, D. Yang and G. Zhang, Sharp affine $L_p$ Sobolev inequalities. J. Diff. Geom. 62 (2002), 17–38.
27. E. Lutwak, D. Yang and G. Zhang, On the $L_p$-Minkowski problem. Trans. Amer. Math. Soc. 456 (2004), 4359–4370.
28. E. Lutwak, D. Yang and G. Zhang, Optimal Sobolev norms and the $L^p$ Minkowski problem, IMRN. 2006, Art. ID 62987, 21pp.
29. A. Colesanti, G. Livshyts, A. Marsiglietti, On the stability of BrunnMinkowski type inequalities, J. Funct. Anal. 273:3 (2017) 1120–1139.
37. C. Saroglou, More on logarithmic sums of convex bodies, Mathematika 62:3 (2016), 818–841.
38. A. Stancu, On the number of solutions to the discrete two-dimensional $L_0$-Minkowski problem, Adv. Math. 180 (2003), 290–323.
39. G. Zhu, The logarithmic Minkowski problem for polytopes, Adv. Math. 262 (2014), 909–931.
40. G. Zhu, The $L^p$ Minkowski problem for polytopes for $0 < p < 1$, J. Funct. Anal. 269 (2015), 1070-1094.
41. G. Zhu, The centro-affine Minkowski problem for polytopes, J. Differ. Geom. 101 (2015), 159–174.

School of Mathematical Sciences, Tel Aviv University, Tel Aviv, 66978, Israel.
E-mail address: putterman@mail.tau.ac.il