Abstract—Spectral bounds on the minimum distance of quasi-twisted codes over finite fields are proposed, based on eigenvalues of polynomial matrices and the corresponding eigenspaces. They generalize the Semenov-Trifonov and Zeh-Ling bounds in a way similar to how the Roos and shift bounds extend the BCH and HT bounds for cyclic codes. The eigenvalues of a quasi-twisted code in the spectral theory and the outer codes in its concatenated structure are related. A comparison based on this relation verifies that the Jensen bound always outperforms the spectral bound under special conditions, which yields a similar relation between the Lally and the spectral bounds. The performances of the Lally, Jensen and spectral bounds are presented in comparison with each other.
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I. INTRODUCTION

Cyclic codes have been widely studied, since their algebraic structure provides effective encoding and decoding. Several lower bounds on the minimum distance of cyclic codes had been derived. The first and perhaps the most famous one was obtained by Bose and Chaudhuri [5] and by Hocquenghem [14], known as the BCH bound. An extension of the BCH bound was formulated by Hartmann and Tzeng in [13], which can be considered as a two-directional BCH bound. The Roos bound [23] generalized this idea further by allowing the HT bound to have a certain number of gaps in both directions, which was extended to constacyclic codes in [22]. Another remarkable extension of the HT bound, known as the shift bound, was introduced by van Lint and Wilson in [19]. The shift bound is known to be particularly powerful on many nonbinary codes (e.g. see [10]).

Quasi-twisted (QT) codes form an important class of block codes that includes cyclic codes, quasi-cyclic (QC) codes and constacyclic codes as special subclasses. In addition to their rich algebraic structure ([16], [26]), QT codes are also known to be asymptotically good ([8], [9], [30]) and they yield good parameters ([11], [2], [21], [24]).

Even though QC and QT codes are interesting from both theoretical and practical points of view, the study on their minimum distance estimates is not as rich as for cyclic and constacyclic codes. Jensen derived a significant bound in [15], which is valid for many code classes having a concatenated structure, including QT codes [20]. Lally gave another estimate on the minimum distance of a given QC code, which is obtained by a simpler concatenation [17], depending only on the index and the co-index of the QC code in consideration. More recently, Semenov and Trifonov developed a spectral analysis of QC codes [25], based on the work of Lally and Fitzpatrick in [18], and formulated a BCH-like minimum distance bound, together with a comparison with a few other bounds for QC codes. Their approach was generalized by Zeh and Ling in [28], by using the HT bound. They extended the spectral method to QC product codes in [29]. The first spectral analysis of QT codes appeared in [11], where a spectral bound under some restricted conditions was proven and then this bound was only compared with the BCH-like and HT-like versions.

In this work, we investigate the spectral theory for QT codes, by following the steps in [11], [25], that is centered around the eigenvalues of a given QT code. They can be considered as the QT analogues of the zeros of constacyclic codes. We aim at deriving a general spectral bound which holds for a larger choice of eigenvalues than the more constrained version in [11]. For this, we focus on connecting the concatenated structure of QT codes to the key elements of the spectral method. Using this relation, we prove three important results. First, we push the general spectral bound to the largest possible extent and show that it holds for any nonempty subset of eigenvalues. Second, we establish a theoretical link between the spectral and Jensen bounds. We show that deploying all of the eigenvalues causes the Jensen bound to win against the spectral bound, but looking at proper subsets of the eigenvalues may occasionally turn the situation to the opposite, allowing the spectral bound to beat the Jensen bound. At last, we prove a relation between the Lally and spectral bounds, which mimics the result when comparing the spectral bound with the Jensen bound, except that this time the largest possible set of eigenvalues is considered. The numerical comparisons at the end present how all these three bounds behave over a large number of randomly chosen QT codes.

This paper is organized as follows. Section II recalls some
required background on the algebraic structure of constacyclic and QT codes. Section III studies the spectral method in terms of the concatenated structure of QT codes. Using this unified approach, Section IV modifies the spectral method of Semenov-Trifonov to QT codes. A generalized spectral bound on the minimum distance of QT codes is formulated and proven, where the Roos-like and shift-like bounds for QT codes follow as special cases. In Section VII we first prove that the Jensen bound performs at least as well as the spectral bound under certain assumptions. Then we formulate the Lally bound for QT codes and compare it with the spectral bound in a similar way. Section VIII presents explicit examples and constructions over a large set of random QT codes, displaying the performances of these three bounds in terms of sharpness and rank. All computations were carried out in MAGMA [6].

II. BACKGROUND

A. Constacyclic codes and minimum distance bounds from defining sets

Let \( F q \) denote the finite field with \( q \) elements, where \( q \) is a prime power. Let \( m \) be throughout a positive integer with \( \gcd(m,q) = 1 \). For a fixed \( \lambda \in F q \setminus \{0\} \), a linear code \( C \subseteq \mathbb{F}^m \) is called a \( \lambda \)-constacyclic code if it is invariant under the \( \lambda \)-constashift of codewords, i.e., \((c_0, \ldots, c_{m-1}) \in C \) implies \((\lambda c_{m-1}, c_0, \ldots, c_{m-2}) \in C \). In particular, if \( \lambda = 1 \) or \( \lambda = 2 \), then \( C \) is a cyclic code.

Consider the principal ideal \( I = \langle x^m - \lambda \rangle \) of \( F q[x] \) and define the residue class ring \( R := F q[x]/I \). For an element \( a \in F q^m \), we associate an element of \( R \) via the following \( F q \)-module isomorphism:

\[
\phi : F q^m \rightarrow R
\]

\[
\phi(a) = (a_0, \ldots, a_{m-1}) \mapsto a(x) := a_0 + \cdots + a_{m-1}x^{m-1}.
\]

(1)

While elements in \( R \) are cosets of the form \( b(x) + I \) where \( b(x) \in F q[x] \), we write them with a slight abuse of notation as \( b(x) \). Observe that the \( \lambda \)-constashift in \( \mathbb{F}^m \) corresponds to multiplication by \( x \) in \( R \). Therefore, a \( \lambda \)-constacyclic code \( C \subseteq \mathbb{F}^m \) can be viewed as an ideal of \( R \). Since every ideal in \( R \) is principal, there exists a unique monic polynomial \( g(x) \in R \) such that \( C = \langle g(x) \rangle \), i.e., each codeword \( c(x) \in C \) is of the form \( c(x) = a(x)g(x) \), for some \( a(x) \in R \). The polynomial \( g(x) \), which is a divisor of \( x^m - \lambda \), is called the generator polynomial of \( C \), whereas the check polynomial of \( C \), say \( h(x) \in R \), satisfies \( g(x)h(x) = x^m - \lambda \).

Let \( \text{wt}(c) \) denote the number of nonzero coefficients in \( c(x) \in C \). Recall that the minimum distance of \( C \) is defined as \( d(C) := \min \{ \text{wt}(c) : 0 \neq c(x) \in C \} \) when \( C \) is not the trivial zero code. For any positive integer \( p \), let \( 0_p \) denote throughout the all-zero vector of length \( p \). We have \( C = \{0_m\} \) if and only if \( g(x) = x^m - \lambda \). In this case, we assume throughout that \( d(C) = \infty \).

Let \( r \) be the smallest divisor of \( q - 1 \) with \( \lambda^r = 1 \) and let \( \alpha \) be a primitive \( rm^{th} \) root of unity such that \( \alpha^m = \lambda \). Then, \( \xi := \alpha^r \) is a primitive \( m^{th} \) root of unity and the roots of \( x^m - \lambda \) are of the form \( \alpha, \alpha \xi, \ldots, \alpha \xi^{m-1} \). Henceforth, let \( \Omega := \{\alpha k : 0 \leq k \leq m - 1\} = \{\alpha^{1+k\ell} : 0 \leq \ell \leq m - 1\} \) be the set of all \( m^{th} \) roots of \( \lambda \) and let \( \mathbb{F} \) be the smallest extension of \( \mathbb{F} q \) that contains \( \Omega \) (equivalently, \( \mathbb{F} = F q(\alpha) \) so that \( \mathbb{F} \) is the splitting field of \( x^m - \lambda \)). Given the \( \lambda \)-constacyclic code \( C = \langle g(x) \rangle \), the set of roots of its generator polynomial, say \( L := \{\alpha \xi^k : g(\alpha \xi^k) = 0\} \subseteq \Omega \), is called the zero set of \( C \). The power set \( \mathcal{P}(L) \) of \( L \) is called the defining set of \( C \). Clearly, \( L = \emptyset \) if and only if \( C = \langle 1 \rangle = \mathbb{F} q \). Note that \( \alpha \xi^k \in L \) implies \( \alpha \xi^{kq} \in L \), for each \( k \), where \( \alpha \xi^{kq} = \alpha^{kq} = \alpha^{\frac{q-1}{r} + qk} \mod m \). A nonempty subset \( E \subseteq \Omega \) is said to be consecutive if there exist integers \( e, n, \delta \) with \( e \geq 0, \delta \geq 2, n > 0 \) and \( \gcd(m, n) = 1 \) such that

\[
E := \{\alpha \xi^{e+qn} : 0 \leq z \leq \delta - 2\} \subseteq \Omega.
\]

(2)

Let \( \mathcal{P}(\Omega) \) denote the power set of \( \Omega \). Observe that any \( P \in \mathcal{P}(\Omega) \) is the zero set of some \( \lambda \)-constacyclic code \( D_p \subseteq \mathbb{F}^m \) since \( x^m - \lambda \) splits into linear factors over \( \mathbb{F} \). Let \( C \) be a nontrivial \( \lambda \)-constacyclic code of length \( m \) over some subfield of \( \mathbb{F} \) with zero set \( L \subseteq \Omega \). Then, for any \( P \subseteq L, C \) is contained in \( D_p \) and therefore we have \( d(C) \geq d(D_p) \). Throughout, we define a defining set bound to be a member of a chosen family \( B(C) := \{ (P, d(P)) \subseteq \mathcal{P}(\Omega) \times (\mathbb{N} \cup \{\infty\}) \} \) such that, for any \( (P, d(P)) \in B(C) \), \( P \subseteq L \) implies \( d(C) \geq d(D_p) \geq d(P) \) (a more detailed formulation given for the cyclic codes can be found in [7]). We set

\[
B_1(C) := \{(P, d(P)) : D_p \subseteq \mathbb{F}^m \text{ has zero set } P, \text{ for all } P \subseteq L\}.
\]

In particular, following the notation given above in the case when \( P = L = \Omega \), we have \( D_{\Omega} = \{0_m\} \) over \( \mathbb{F} \) with \( d(D_{\Omega}) = \infty \) and consequently, we include \( (\Omega, \infty) \) in every collection \( B(C) \) as a convention when \( L = \Omega \.

If we choose

\[
B_2(C) := \{(E, |E| + 1) : E \subseteq L \text{ is consecutive}\},
\]

then we obtain the BCH bound, where \( E \) is of the form given in [4]. Similarly, we formulate the HT bound as

\[
B_3(C) := \{(D, \delta + s) : D = \{\alpha \xi^{e+qn} : 0 \leq z \leq \delta - 2, 0 \leq y \leq s\} \subseteq L\},
\]

for integers \( e \geq 0, \delta \geq 2 \) and positive integers \( s, n_1 \) and \( n_2 \) such that \( \gcd(m, n_1) = 1 \) and \( \gcd(m, n_2) < \delta \). Note that any union of defining set bounds is again a defining set bound.

We are now ready to present the Roos bound on the minimum distance of a given \( \lambda \)-constacyclic code (see [23] Theorem 2 for the original version by C. Roos for cyclic codes). For the proof of the result below, we refer to [22] Theorem 6).

Theorem 1 (Roos bound). Let \( N \) and \( M \) be two nonempty subsets of \( \Omega \). If there exists a consecutive set \( M' \) containing \( M \) such that \( |M'| \leq |M| + d_N - 2 \), then we have \( d_{MN} \geq |M'| + d_N - 2 \), where \( MN := \bigcup_{\alpha \in M} \alpha N \).

If \( N \) is consecutive like in (2), then we obtain the following.
Corollary 1. Corollary 1, Corollary 1] Let $N, M$ and $M'$ be as in Theorem 7 with $N$ consecutive. Then $|M'| < |M| + |N|$ implies $d_{MN} \geq |M| + |N|$.

Remark 1. In particular, the case $M = \{\alpha\}$ yields the BCH bound for the associated constacyclic code (see Corollary 2). The original BCH bound for cyclic codes can be found in 3 and 14. Taking $M' = M$, we obtain the HT bound (see Corollary 3) and the HT bound for cyclic codes is given in Theorem 2.

Another improvement to the HT bound for cyclic codes was provided by van Lint and Wilson in [19], which is known as the shift bound. We proceed by formulating the shift bound for constacyclic codes. To do this, we need the notion of an independent set, which can be constructed over any field in a recursive way, as given below.

Let $S$ be a subset of some field $K$ of any characteristic. One inductively defines a family of finite subsets of $K$, called independent with respect to $S$, as follows:

1) $\emptyset$ is independent with respect to $S$.
2) If $A \subseteq S$ is independent with respect to $S$, then $A \cup \{b\}$ is independent with respect to $S$, for any $b \in K \setminus S$.
3) If $A$ is independent with respect to $S$ and $c$ is any nonzero element in $K$ such that $cA \subseteq S$, then $cA$ is independent with respect to $S$.

The recursive construction starts with the smallest independent set, say $A_0 = \emptyset$. Then $A_1 = \emptyset \cup \{b_0\} = \{b_0\}$, for some $b_0 \in K \setminus S$. One can continue with $A_2 = c_1A_1 \cup \{b_1\}$ provided that $c_1A_1 \subseteq S$ for some $c_1 \in K \setminus \{0\}$ and $b_1 \in K \setminus S$. This ensures that $A_2$ is again independent with respect to $S$. The process stops at the $t^\text{th}$ step when there is no constant $c \in K \setminus \{0\}$ such that $cA_t \subseteq S$. Observe that $|A_0| = 0$ and $|A_{i+1}| = |A_i| + 1$ for all $i \in \{0, \ldots, t-1\}$.

Theorem 2 (Shift bound). [9 Theorem 11] Let $0 \neq f(x) \in K[x]$ and $S = \{\theta \in K : f(\theta) = 0\}$. Then $wt(f) \geq |A|$ for every subset $A$ of $K$ that is independent with respect to $S$.

The shift bound for a given $\lambda$-constacyclic code follows by considering the weights of its codewords $c(x) \in C$ and the independent sets with respect to subsets of its zero set $L$. Observe that, in this case, the universe of the independent sets is $\Omega$, not the extension field $\mathbb{F}$, because all of the possible roots of the codewords are contained in $\Omega$. Moreover, we choose $b$ from $\Omega \setminus P$ in Condition (2) above, where $P \subseteq L$, and $c$ in Condition (3) is of the form $\xi^k \in \mathbb{F} \setminus \{0\}$, for some $0 \leq k \leq m - 1$.

Corollary 2. The BCH and the HT bounds for a given $\lambda$-constacyclic code $C$ can be obtained from the shift bound as follows:

i. The set $B_\delta := \{\alpha x^{n+1} z^1 : 0 \leq z \leq \delta - 1\}$ is independent with respect to the consecutive set $E$ in [2] and $d(C_E) \geq |B_\delta| = \delta$.

ii. Let $D = \{\alpha x^{n+1} z^1 y^n N : 0 \leq z \leq \delta - 2, 0 \leq y \leq s\}$, for integers $e \geq 0$, $\delta \geq 2$ and positive integers $s, n_1$ and $n_2$ such that $\gcd(m, n_1) = 1$ and $\gcd(m, n_2) < \delta$. Then, for any fixed $\zeta \in \{0, \ldots, \delta - 2\}$, the set

$$A_\zeta := \{\alpha x^{n+1} z^1 y^n N : 0 \leq z \leq \delta - 2\} \cup \{\alpha x^{n+1} z^1 y^n N : 0 \leq y \leq s + 1\}$$

is independent with respect to $D$ and $d(C_D) \geq \delta + s$.

Proof. i. We construct a sequence $B_0, B_1, \ldots, B_\delta \subseteq \Omega$ of independent sets with respect to $E$ as follows.

$$B_0 = \emptyset,$$

$$B_1 = B_0 \cup \{\alpha x^{n+1} z^1 y^n N\} = \{\alpha x^{n+1} z^1 y^n N\},$$

$$B_2 = \xi^{-1} B_1 \cup \{\alpha x^{n+1} z^1 y^n N\} = \{\alpha x^{n+1} z^1 y^n N\}.$$ 

$$\vdots$$

$$B_\delta = \xi^{-n} B_{\delta-1} \cup \{\alpha x^{n+1} z^1 y^n N\} = \{\alpha x^{n+1} z^1 y^n N\}.$$ 

Since there is no element $\xi^k \in \mathbb{F} \setminus \{0\}$ such that $\xi^kB_\delta \subseteq E$, for all $k \in \{0, \ldots, m-1\}$, the process stops. By Theorem 2 $|B_\delta| = \delta$ implies $d(C^\delta) \geq \delta$.

ii. Let $a := \alpha x^{n+1} z^1 y^n N$ and $b_\zeta := \alpha x^{n+1} z^1 y^n N$, for some fixed $\zeta \in \{0, \ldots, \delta - 2\}$. Note that $a, b_\zeta \in \Omega \setminus D$ and consider the following sequence of independent sets with respect to $D$.

$$A_0 = \emptyset,$$

$$A_1 = A_0 \cup \{a\} = \{\alpha x^{n+1} z^1 y^n N\},$$

$$A_2 = \xi^{-1} A_1 \cup \{a\} = \{\alpha x^{n+1} z^1 y^n N\},$$

$$\vdots$$

$$A_{\delta-1} = \xi^{-n} A_{\delta-2} \cup \{a\} = \{\alpha x^{n+1} z^1 y^n N\},$$

$$A_\delta = \xi^{-n} A_{\delta-1} \cup \{b_\zeta\} = \{\alpha x^{n+1} z^1 y^n N\}.$$ 

$$\vdots$$

$$A_{\delta+s} = \xi^{-n} A_{\delta+s-1} \cup \{b_\zeta\} = A_\zeta.$$ 

We have no $\xi^k \in \mathbb{F} \setminus \{0\}$ such that $\xi^k A_\zeta \subseteq D$, for all $k \in \{0, \ldots, m-1\}$. Thus, we obtain $d(C) \geq |A_\zeta| = \delta + s$.

Remark 2. Let $C$ be a nontrivial $\lambda$-constacyclic code of length $m$ over some subfield of $\mathbb{F}$ with zero set $L \subseteq \Omega$. Then, the Roos bound corresponds to the choice

$$B_4(C) := \{(MN, |M| + dN-1) : \text{there exists a consecutive set } M' \subseteq \Omega \text{ such that } M' \geq M \text{ with } |M'| \leq |M| + dN-2\},$$

$$B_4(C) := \{(MN, |M| + dN-1) : \text{there exists a consecutive set } M' \subseteq \Omega \text{ such that } M' \geq M \text{ with } |M'| \leq |M| + dN-2\},$$
for any $\emptyset \neq MN \subseteq L$ with $MN = \frac{1}{\alpha} \bigcup_{\varepsilon \in M} \varepsilon \subseteq N$. On the other hand, if we pick

$$B_\gamma(C) := \{(T_A, |A|) : A \subseteq \Omega \text{ is independent with respect to } L, T_A = A \cap L\},$$

then we obtain the shift bound.

**B. Quasi-twisted codes and their concatenated structure**

We assume the notation above and let $\ell$ be a positive integer. A linear code $C \subseteq \mathbb{F}_q^{m\ell}$ is called a $\lambda$-quasi-twisted $(\lambda$-QT) code of index $\ell$ and co-index $m$ if it is invariant under the $\lambda$-constashift of codewords by $\ell$ positions and $\lambda$ is the least positive integer with this property. In particular, if $\ell = 1$, then $C$ is a $\lambda$-constacyclic code, and if $\lambda = 1$ or $q = 2$, then $C$ is a QC code of index $\ell$. If we view a codeword $c \in C$ as an $m \times \ell$ array

$$c = \begin{pmatrix} c_{00} & \ldots & c_{0,\ell-1} \\ \vdots & \ddots & \vdots \\ c_{m-1,0} & \ldots & c_{m-1,\ell-1} \end{pmatrix},$$

then being invariant under $\lambda$-constashift by $\ell$ positions in $\mathbb{F}_q^{m\ell}$ corresponds to being closed under row $\lambda$-constashift in $\mathbb{F}_q^{m \times \ell}$.

If $T_\lambda$ denotes the $\lambda$-constashift operator on $\mathbb{F}_q^{m\ell}$, we denote its action on $v \in \mathbb{F}_q^{m\ell}$ by $T_\lambda \cdot v$. Then $\mathbb{F}_q^{m\ell}$ has an $\mathbb{F}_q[x]$-module structure given by the multiplication

$$\mathbb{F}_q[x] \times \mathbb{F}_q^{m\ell} \rightarrow \mathbb{F}_q^{m\ell}, \quad (a(x), v) \mapsto a(T_\lambda^i) \cdot v.$$

Note that, for $a(x) = x^{m} - \lambda$, we have $a(T_\lambda^i) \cdot v = (T_\lambda^i)^m \cdot v - \lambda v = 0$. Hence, a multiplication by elements of $R$ is induced on $\mathbb{F}_q^{m\ell}$ and it can be viewed as an $R$-module. Therefore, a $\lambda$-QT code $C \subseteq \mathbb{F}_q^{m\ell}$ of index $\ell$ is an $R$-submodule of $\mathbb{F}_q^{m\ell}$.

For an element $c \in \mathbb{F}_q^{m \times \ell} \cong \mathbb{F}_q^{m\ell}$, which is represented as in [3], we associate an element of $R^\ell$ (cf. [1])

$$c(x) := (c_{00}(x), c_{11}(x), \ldots, c_{\ell-1}(x)) \in R^\ell,$$

where, for each $0 \leq j \leq \ell - 1$,

$$c_j(x) := c_{j0} + c_{j1}x + c_{j2}x^2 + \cdots + c_{\ell-1,j}x^{m-1} \in R.$$  

The isomorphism $\phi$ in [1] extends naturally to

$$\Phi : \mathbb{F}_q^{m\ell} \rightarrow R^\ell$$

$$c = \begin{pmatrix} c_{00} & \ldots & c_{0,\ell-1} \\ \vdots & \ddots & \vdots \\ c_{m-1,0} & \ldots & c_{m-1,\ell-1} \end{pmatrix} \mapsto c(x) = (c_{00}(x), c_{11}(x), \ldots, c_{\ell-1}(x)).$$

Observe that the row $\lambda$-constashift invariance in $\mathbb{F}_q^{m\times \ell}$ corresponds to being closed under componentwise multiplication by $x$ in $R^\ell$. Therefore, the map $\Phi$ above yields an $R$-module isomorphism and any $\lambda$-QT code $C \subseteq \mathbb{F}_q^{m\ell} \cong \mathbb{F}_q^{m \times \ell}$ of index $\ell$ can be viewed as an $R$-submodule of $R^\ell$.

We now describe the decomposition of a $\lambda$-QT code over $\mathbb{F}_q$ into shorter codes over (field) extensions of $\mathbb{F}_q$. We refer the reader to [16] for the respective proofs of the following assertions and for the treatment that includes the general repeated-root case (i.e., when $\gcd(m, q) \geq 1$). We assume that $x^m - \lambda$ factors into irreducible polynomials in $\mathbb{F}_q[x]$ as

$$x^m - \lambda = f_1(x)f_2(x) \cdots f_s(x).$$  

Since $m$ is relatively prime to $q$, there are no repeating factors in [7]. By the Chinese Remainder Theorem (CRT), we have the following ring isomorphism

$$R \cong \bigoplus_{i=1}^{s} \mathbb{F}_q[x]/(f_i(x)).$$  

For each $i \in \{1, 2, \ldots, s\}$, let $u_i$ be the smallest nonnegative integer such that $f_i(u_i) = 0$. The $\mathbb{F}_q$-conjugacy class (or the $q$-cyclotomic class) containing $\alpha^{u_i}$ is defined as

$$[\alpha^{u_i}] := \{\alpha^{u_i}, \alpha^{u_i+q}, \alpha^{u_i+q^2}, \ldots, \alpha^{u_i+q^{s-1}-1} \} \subseteq \Omega,$$

where $e_i = \deg(f_i)$ and therefore $[\alpha^{u_i}]$ contains all roots of the irreducible polynomial $f_i$, for each $i$. Note that $\Omega$ is a disjoint union of such $\mathbb{F}_q$-conjugacy classes.

Since the $f_i(x)$’s are irreducible, the direct summands in $\bigoplus_{i=1}^{s} \mathbb{F}_q[x]/(f_i(x))$ can be viewed as field extensions of $\mathbb{F}_q$, obtained by adjoining the element $\alpha^{u_i}$. If we set $E_i := \mathbb{F}_q(\alpha^{u_i}) \cong \mathbb{F}_q[x]/(f_i(x))$, for each $1 \leq i \leq s$, then $E_i$ is an intermediate field between $\mathbb{F}$ and $\mathbb{F}_q$ such that $[E_i : \mathbb{F}_q] = e_i$ and we have (cf. [8])

$$R \cong E_1 \oplus \cdots \oplus E_s \quad a(x) \mapsto (a(\alpha^{u_1}), \ldots, a(\alpha^{u_s})).$$

This implies that

$$R^\ell \cong E^\ell_1 \oplus \cdots \oplus E^\ell_s \quad a(x) \mapsto (a(\alpha^{u_1}), \ldots, a(\alpha^{u_s})),$$

where $a(\delta)$ denotes the componentwise evaluation at $\delta \in \mathbb{F}$, for any $a(x) = (a_0(x), \ldots, a_{\ell-1}(x)) \in R^\ell$. Hence, a $\lambda$-QT code $C \subseteq R^\ell$ can be viewed as an $(E_1 + \cdots + E_s)$-submodule of $E^\ell_1 + \cdots + E^\ell_s$ and it decomposes as

$$C \cong C_1 + \cdots + C_s,$$

where $C_i$ is a linear code in $E^\ell_i$, for each $i$. These linear codes over various extensions of $\mathbb{F}_q$ are called the constituents of $C$ (see [16] §7) for explicit examples).

Let $C \subseteq R^\ell$ be generated as an $R$-module by

$$\{ (a_1,0(x), \ldots, a_{\ell-1}(x)), \ldots, (a_r,0(x), \ldots, a_r,\ell-1(x)) \}.$$  

Then, for $1 \leq i \leq s$, we have

$$C_i = \text{Span}_{E_i} \{ a_{b,i}(\alpha^{u_{b,i}}), \ldots, a_{b,\ell-1}(\alpha^{u_{b,i}}) : 1 \leq b \leq r \}.$$  

Note that each field $E_i$ is isomorphic to a minimal $\lambda$-constacyclic code of length $m$ over $\mathbb{F}_q$, namely, the $\lambda$-constacyclic code in $\mathbb{F}_q^m$ with the irreducible check polynomial $f_i(x)$. If we denote by $\theta_i$ the generating primitive idempotent (see [20] Theorem 1) for the minimal $\lambda$-constacyclic code
Let $\theta_i$ in consideration, then the isomorphism is given by the maps

$$\varphi_i : \langle \theta_i \rangle \rightarrow E_i \quad \psi_i : E_i \rightarrow \langle \theta_i \rangle \quad a(x) \rightarrow a(\alpha x^i) \quad \delta \rightarrow \sum_{k=0}^{m-1} a_k x^k,$$

where

$$a_k = \frac{1}{m} \text{Tr}_{E_i/F_q}(\alpha^{-k} \xi^{-k \alpha_i}).$$

Observe that, for each $i \in \{1, \ldots, s\}$, the maps $\varphi_i$ and $\psi_i$ are inverses of each other, regardless of the choice of the representative in the $F_q$-conjugacy class $[\alpha \xi^{u_i}]$, since $\text{Tr}_{E_i/F_q}(\alpha^i) = \text{Tr}_{E_i/F_q}(\epsilon)$, for any $\epsilon \in E_i$.

If $C_i$ is a linear code in $E_i$, for each $i$, then we denote its concatenation with $\langle \theta_i \rangle$ by $\langle \theta_i \rangle \square C_i$ and the concatenation is carried out by the map $\psi_i$. Here, $\langle \theta_i \rangle$ and $C_i$ are called the inner and outer codes of the concatenation, respectively.

**Theorem 3.** [20, Theorem 2]

i. Let $C$ be an $R$-submodule of $R^\ell$ (i.e., a q-ary $\lambda$-QT code). Then, for some subset $I$ of $\{1, \ldots, s\}$, there exist linear codes $C_i \subseteq E_i^\ell$ such that

$$C = \bigoplus_{i \in I} \langle \theta_i \rangle \square C_i.$$

ii. Conversely, let $C_i$ be a linear code over $E_i$ of length $\ell$, for each $i \in I \subseteq \{1, \ldots, s\}$. Then,

$$C = \bigoplus_{i \in I} \langle \theta_i \rangle \square C_i$$

is a $q$-ary $\lambda$-QT code of length $m \ell$ and index $\ell$.

Moreover, each constituent $C_i$ in [12] is equal to the outer code $C_i$ in the concatenated structure, for each $i$ (see [20, Theorem 3]).

By [14] and Theorem [3] an arbitrary codeword $c \in C$ can be written as an $m \times \ell$ array in the form (see [20])

$$c = \frac{1}{m} \left( \begin{array}{c} \text{Tr}_{E_i/F_q}(\alpha \xi^{0-u_i}) \\ \text{Tr}_{E_i/F_q}(\alpha \xi^{-u_i}) \\ \vdots \\ \text{Tr}_{E_i/F_q}(\alpha \xi^{-(m-1)u_i}) \end{array} \right)_{0 \leq t \leq \ell-1},$$

where $\kappa_i = (\kappa_i, 0, \ldots, \kappa_i, \ell-1) \in C_i$, for all $i$. Since $mC = C$, every codeword in $C$ can still be written in the form of [15] with the constant $\frac{1}{m}$ removed.

Note that the trace representation in [15] involves traces down to $F_q$ from various extensions. Recall that $F$ is the splitting field of $x^m - \lambda$ and each $E_i$ is an intermediate field extension between $F$ and $F_q$, for $1 \leq i \leq s$. The next lemma enables us to rewrite the traces in [15] from $F$ to $F_q$, instead of treating them over different extensions.

**Lemma 4.** [20, Lemma 4.1] Let $F_q \subset K \subset L$ be field extensions. If $b \in L$ is an element with $\text{Tr}_{L/K}(b) = 1$, then we have $\text{Tr}_{L/K}(b \mu) = \text{Tr}_{K/K}(\mu)$, for any $\mu \in K$.

Using Lemma 4 we can rewrite [15], without the constant $\frac{1}{m}$, as (cf. (4.3) in [12])

$$c = \left( \begin{array}{c} \text{Tr}_{F_q/F_q}(\sum_{i=1}^{s} b_i \kappa_i \alpha^{0} \xi^{0-u_i}) \\ \text{Tr}_{F_q/F_q}(\sum_{i=1}^{s} b_i \kappa_i \alpha^{-1} \xi^{-u_i}) \\ \vdots \\ \text{Tr}_{F_q/F_q}(\sum_{i=1}^{s} b_i \kappa_i \alpha^{-(m-1)} \xi^{-(m-1)u_i}) \end{array} \right)_{0 \leq t \leq \ell-1},$$

where $b_1, \ldots, b_s \in F$ are such that $\text{Tr}_{F_q/F_q}(b_i) = 1$, for each $i \in \{1, \ldots, s\}$. Such $b_i$’s exist since the trace map is onto.

Jensen derived a minimum distance bound in [15, Theorem 4], which is valid for all concatenated codes (i.e., the inner and outer codes can be any linear code). Therefore, it applies to QT codes as well. We formulate the Jensen bound for QT codes as follows.

**Theorem 5.** Let $C \subseteq R^\ell$ be a $\lambda$-QT code with the concatenated structure $C = \bigoplus_{i \in I} \langle \theta_i \rangle \square C_i$, for some $I \subseteq \{1, \ldots, s\}$. Assume that $C_{i_1}, \ldots, C_{i_t}$ are the nonzero outer codes (constituents) of $C$, for $\{i_1, \ldots, i_t\} \subseteq I$, such that $d(C_{i_1}) \leq d(C_{i_2}) \leq \cdots \leq d(C_{i_t})$. Then we have

$$d(C) \geq \min_{1 \leq r \leq t} \{d(C_{i_r})d(\langle \theta_{i_r} \rangle) \oplus \cdots \oplus (\langle \theta_{i_r} \rangle)\}.$$

**C. Spectral theory for quasi-twisted codes**

Lally and Fitzpatrick proved in [13] that every QC code has a polynomial generating set in the form of a reduced Gröbner basis. We provide an easy adaptation of their findings for QT codes.

Consider the ring homomorphism:

$$\Psi : F_q[x]^\ell \rightarrow R^\ell$$

$$(\bar{f}_0(x), \ldots, \bar{f}_{\ell-1}(x)) \mapsto (\bar{f}_0(x), \ldots, \bar{f}_{\ell-1}(x)),$$

which projects elements in $F_q[x]^\ell$ onto $R^\ell$ in the obvious way. Given a $\lambda$-QT code $C \subseteq R^\ell$, it follows that the preimage $\tilde{C}$ of $C$ in $F_q[x]^\ell$ is an $F_q[x]^\ell$-submodule containing $K = \{x^m - \lambda\} \subseteq \{x^m - \lambda\}$, for each $\epsilon_j$ denotes the standard basis vector of length $\ell$ with 1 at the $j$th coordinate and 0 elsewhere. The tilde will represent throughout structures over $F_q[x]$.

Since $\tilde{C}$ is a submodule of the finitely generated free module $F_q[x]^\ell$ over the principal ideal domain $F_q[x]$ and contains $\tilde{K}$, it has a generating set of the form

$$\{u_1, \ldots, u_p, (x^m - \lambda)e_0, \ldots, (x^m - \lambda)e_{\ell-1}\},$$

where $p$ is a nonnegative integer and when $p > 0$, $u_b = (u_{b,0}(x), \ldots, u_{b,\ell-1}(x)) \in F_q[x]^\ell$, for each $b \in \{1, \ldots, p\}$. Hence, the rows of
Given a $\lambda$-QT code $C \subseteq R^l$, let the associated $\ell \times \ell$ upper-triangular matrix $\tilde{G}(x)$ be as in [19] with entries in $\mathbb{F}_q[x]$. The determinant of $\tilde{G}(x)$ is defined as

$$\det(\tilde{G}(x)) := \prod_{j=0}^{\ell-1} g_{j,j}(x)$$

and an eigenvalue $\beta$ of $C$ is a root of $\det(\tilde{G}(x))$. Note that all eigenvalues are elements of $\Omega$ (i.e., $\beta = \alpha \xi^k$, for some $k \in \{0, \ldots, m-1\}$, since $g_{j,j}(x) | (x^m - \lambda)$, for each $0 \leq j \leq \ell - 1$). The algebraic multiplicity of $\beta$ is the largest integer $a$ such that $(x - \beta)^a | \det(\tilde{G}(x))$. The geometric multiplicity of $\beta$ is defined as the dimension of the null space of $\tilde{G}(x)$, where this null space is called the eigenspace of $\beta$ and it is denoted by $V_\beta$. In other words, we have

$$V_\beta := \{ v \in \mathbb{F}^\ell : \tilde{G}(\beta)^\top = 0^\top \},$$

where $\mathbb{F}$ is the splitting field of $x^m - \lambda$ as before. Semenov and Trifonov showed in [25] that, for a given QC code and the associated $\tilde{G}(x) \in \mathbb{F}_q[x]^{t \times \ell}$, the algebraic multiplicity $a$ of an eigenvalue $\beta$ is equal to its geometric multiplicity $\dim_{\mathbb{F}}(V_\beta)$. We state the QT analogue of this result below, which can be shown in the same way and therefore the proof is omitted.

**Lemma 6.** [25] Lemma 1] The algebraic multiplicity of any eigenvalue of a $\lambda$-QT code $C$ is equal to its geometric multiplicity.

Throughout, we let $\overline{\Omega} \subseteq \Omega$ denote the set of all eigenvalues of $C$. Notice that $\overline{\Omega} = \emptyset$ if and only if the diagonal elements $g_{j,j}(x)$ in $\tilde{G}(x)$ are constant polynomials and $C$ is the trivial full space code. From this point on, we exclude the full space code and we assume that $|\overline{\Omega}| = t > 0$. Choose an arbitrary eigenvalue $\beta_i \in \overline{\Omega}$ with multiplicity $n_i$, for some $i \in \{1, \ldots, t\}$. Let $\{v_{i,0}, \ldots, v_{i,n_i-1}\}$ be a basis for the corresponding eigenspace $V_i$. Consider the matrix

$$V_i := \begin{pmatrix} v_{i,0} & \cdots & v_{i,0,\ell-1} \\ \vdots & \ddots & \vdots \\ v_{i,n_i-1} & \cdots & v_{i,n_i-1,\ell-1} \end{pmatrix},$$

having the basis elements as its rows. We let

$$H_i := (1, \beta_i, \ldots, \beta_i^{n_i-1}) \otimes V_i$$

and define

$$H := \begin{pmatrix} H_1 \\ \vdots \\ H_t \end{pmatrix} = \begin{pmatrix} V_1 \beta_1 V_1 \cdots \beta_1^{n_1-1} V_1 \\ \vdots \\ V_t \beta_t V_t \cdots \beta_t^{n_t-1} V_t \end{pmatrix}.$$ (22)

Observe that $H$ has $n := \sum_{i=1}^{t} n_i$ rows. By Lemma 6 we have $n = \sum_{j=0}^{\ell-1} \deg(g_{j,j}(x))$. To prove the following lemma, it remains to show that all these $n$ rows are linearly independent, which was already shown in [25] Lemma 2].

**Lemma 7.** The rank of the matrix $H$ in (22) is equal to $m\ell - \dim_{\mathbb{F}}(C)$.

We observe that $H^\top c = 0^\top$, for any codeword $c \in C$. Together with Lemma 7, we easily obtain the following result (see [25] Theorem 1] for the QC analogue of the result).

In [25], Semenov and Trifonov used the polynomial matrix $\tilde{G}(x)$ in [19] to develop a spectral theory for QC codes, which gives rise to a BCH-like minimum distance bound. Their bound was improved by Zeh and Ling in [28] by using the HT bound ([13]), which generalizes the BCH bound for cyclic codes. We now translate their results from QC to QT codes.
Proposition 8. The $n \times m\ell$ matrix $H$ in (22) is a parity-check matrix for $C$.

Remark 3. The eigenvalues are the QT analogues of the zeros of constacyclic codes. Recall that a constacyclic code has an empty zero set if and only if it is equal to the full space. Similarly, $\Omega = \emptyset$ if and only if $C = \mathbb{F}_q^{m\ell}$. In this case, the construction of the parity-check matrix $H$ in (22) is impossible, hence, we have assumed $\Omega \neq \emptyset$. The other extreme case is when the zero set of a given constacyclic code is $\Omega$, which implies that we have the trivial zero code. However, we emphasize that a $\lambda$-QT code with $\Omega = \emptyset$ is not necessarily the zero code. By using Lemma 7 above, one can easily deduce that a given $\lambda$-QT code $C$ is the zero code $(0_{m\ell})$ if and only if $\Omega = \emptyset$, for every $\lambda$. On the other hand, $\Omega = \emptyset$ if and only if $C$ has multiplicity 1.

Definition 1. We define the eigencode corresponding to an eigenspace $\mathcal{V} \subseteq \mathbb{F}_q^\ell$ by

$$\mathcal{C}(\mathcal{V}) \in \mathbb{F}_q^{\ell} : \sum_{j=0}^{\ell-1} v_j u_j = 0, \forall v \in \mathcal{V}$$

In case we have $\mathcal{C} = \{0_{\ell}\}$, then it is assumed that $d(\mathcal{C}) = \infty$.

Semenev and Trifonov proved a BCH-like minimum distance bound for a given QC code (see [25, Theorem 2]), which is expressed in terms of the size of a consecutive subset of eigenvalues in $\Omega$ and the minimum distance of the common eigencode related to this consecutive subset. Zeh and Ling generalized their approach and derived an HT-like bound in [28, Theorem 1] without using the parity-check matrix in their proof. The eigencode, however, is still needed. In [11], a general spectral bound is proven for any QT code with a nonempty set of eigenvalues that is different from $\Omega$. The QT analogues of Semenev-Trifonov and Zeh-Ling bounds were proven in terms of the Roos-like and shift-like bounds as a corollary. The observations in the next section are crucial for extending this bound to the general case of any nonempty set of eigenvalues.

III. EIGENCODES AND CONSTITUENTS

Recall the factorization into irreducibles $x^m - \lambda = f_1(x) \cdots f_r(x)$ given in (7). If we fix a root $\alpha \xi^{\nu_i}$ of each $f_i(x)$, for each $i \in \{1, \ldots, s\}$, then we know that $\Omega$ is the disjoint union of the $\mathbb{F}_q$-conjugacy classes $[\alpha \xi^{\nu_i}]$, each of the form as in (9) and of size $e_i = \deg(f_i)$. By Theorem 5 any $\lambda$-QT code $C$, viewed as an $R$-submodule of $R'$, decomposes as

$$C = \bigoplus_{i=1}^s (\theta_i) \alpha \xi^{\nu_i}$$

where each inner code $(\theta_i)$ is a minimal $\lambda$-constacyclic code of length $m$ satisfying $(\theta_i) \cong E_i \cong \mathbb{F}_q[x]/(f_i(x))$ (see (14)) and each outer code (constituent) $C_i$ is a linear code in $\mathbb{F}_q^\ell$, for $i \in \{1, \ldots, s\}$. By using (11) and (13), we can write each constituent $C_i$ explicitly as

$$C_i = \{c(\alpha \xi^{\nu_i}) : c(x) \in C\}.$$  

(24)

On the other hand, any codeword $c(x) \in C$ is of the form $c(x) = a(x)\overline{G}(x) \mod I$, for some $a(x) \in \mathbb{F}_q[x]^\ell$. Hence, the $E_i$-span of the rows of $\overline{G}(\alpha \xi^{\nu_i})$ is the constituent $C_i$ for each $i$. If all the diagonal elements in $\overline{G}(\alpha \xi^{\nu_i})$ are nonzero (i.e., $\overline{G}(\alpha \xi^{\nu_i})$ has full rank $\ell$), then $C_i = E_i \cong \mathbb{F}_q^\ell$ and $\alpha \xi^{\nu_i}$ is not an eigenvalue of $C$. Otherwise, $\alpha \xi^{\nu_i}$ is an eigenvalue of $C$ and the corresponding nonzero eigenspace $V_i$ is described as $V_i = \{v \in \mathbb{F}_q^\ell : \overline{G}(\alpha \xi^{\nu_i})v^T = 0\}$. Now let $\overline{C}_i$ denote the $E_i$-span of the rows of $\overline{G}(\alpha \xi^{\nu_i})$, for each $i$, which immediately implies $V_i = \overline{C}_i$. Clearly, each constituent $C_i$ is the $E_i$-subcode of $\overline{C}_i$, for all $i$. Note that the $E_i$-span of the rows of $\overline{G}(\alpha \xi^{\nu_i})$ is

$$\overline{C}_i = \{(a_{d_0}, \ldots, a_{d_{\ell-1}}) : (d_0, \ldots, d_{\ell-1}) \in \overline{C}_i\} \supseteq C_i = \{c(\alpha \xi^{\nu_i}) : c(x) \in C\},$$

for any $i \in \{1, \ldots, s\}$. Since each entry of $\overline{G}(\alpha \xi^{\nu_i})$ is the $q^\ell$ power of the corresponding entry in $\overline{G}(\alpha \xi^{\nu})$, for each $i$, the dual of $\overline{C}_i$ consists of elements $v = (v_0, \ldots, v_{\ell-1})$, where $v \in V_i$, which implies the following.

Lemma 9. If $\alpha \xi^{\nu_i}$ is an eigenvalue of $C$, for some $i \in \{1, \ldots, s\}$, then all elements in its $\mathbb{F}_q$-conjugacy class $[\alpha \xi^{\nu_i}]$ are also eigenvalues with respective eigenspaces $[V_i] := \{V_i, V_i^q, \ldots, V_i^{q^{s-1}}\}$.

Recall that, for each $1 \leq i \leq s$, the eigencode $C_i$ corresponding to the eigenspace $V_i$ is given as (cf. Definition 1)

$$C_i = \{u \in \mathbb{F}_q^\ell : \sum_{j=0}^{\ell-1} v_j u_j = 0, \forall v \in V_i\}.$$  

The fact that $V_i = \overline{C}_i$ implies $C_i = \overline{C}_i |_{\mathbb{F}_q^\ell}$. Obviously, $\overline{C}_i |_{\mathbb{F}_q^\ell} = \overline{C}_i |_{\mathbb{F}_q^\ell} = \cdots = \overline{C}_i |_{\mathbb{F}_q^\ell}$ and, therefore, $C_i$ is the common eigencode of all the eigenspaces in $[V_i]$.

Lemma 10. For each $1 \leq i \leq s$, the eigencode $C_i$ corresponding to the eigenspaces $[V_i]$ is the $E_i$-subcode of $\overline{C}_i$.

Now we reorder the constituents. Let $C_1 = \cdots = C_r = \{0_{\ell}\}$ be the zero constituents. Let $C_{r+1} = \cdots = C_\ell$ be the full space constituents, where $\overline{G}(\alpha \xi^{\nu_i})$ has full rank $\ell$, for $r+1 \leq i \leq t$. Note that $\overline{G}(\alpha \xi^{\nu_i})$ having full rank $\ell$ is equivalent to $\alpha \xi^{\nu_i}$ not being an eigenvalue and, therefore, $[\alpha \xi^{\nu_i}] \notin \overline{\Omega}$, for $r+1 \leq i \leq t$. Finally, let $C_{t+1}, \ldots, C_s$ be the nontrivial constituents, i.e., they are neither the full space codes nor the zero codes. We have the disjoint unions

$$\Omega = \bigcup_{i=1}^{t} [\alpha \xi^{\nu_i}] \quad \text{and} \quad \overline{\Omega} = \bigcup_{i=r+1}^{t} [\alpha \xi^{\nu_i}].$$  

(25)

Let $\Gamma$ denote the set of indices

$$\Gamma := \{1, \ldots, r, t+1, \ldots, s\} = \{1, \ldots, s\} \setminus \{r+1, \ldots, t\}$$  

(26)
such that $\overline{\Omega} = \bigcup_{\ell \in \Gamma} \left[ \alpha \xi^{u_i} \right]$, by (25). The common eigenspace $V_{\overline{\Omega}}$ satisfies
\[
V_{\overline{\Omega}} = \bigcap_{\ell \in \overline{\Omega}} V_{\ell} = \bigcap_{\ell \in \Gamma} \bigcap_{j=0}^{\ell-1} V_{i}^{\ell j}
\]
and the associated eigencode is
\[
\mathbb{C}_{\overline{\Omega}} = (V_{\overline{\Omega}})^{\perp}_{|_{F_q}} = \left( \sum_{i \in \Gamma} \left( \bigcap_{\ell \in \Gamma} V_{i}^{\ell j} \right)^{\perp} \right)_{|_{F_q}} \quad (27)
\]
A linear code $C$ of length $n$ over a field $\mathbb{K}$ is called Galois closed if $C = C^\prime$, where
\[
C^\prime := \left\{ (c_0^\prime, c_1^\prime, \ldots, c_{n-1}^\prime) : (c_0, c_1, \ldots, c_{n-1}) \in C \right\}.
\]
With this definition, it is easy to observe that $(V_{\overline{\Omega}})^{\perp}$ is Galois closed. Theorem 12.17 in [4] says $d(C) = d(C|_{F_q})$ if $C$ is Galois closed. Therefore, we conclude that $d((V_{\overline{\Omega}})^{\perp}) = d(C_{\overline{\Omega}})$.

Note that each constituent code $C_\ell$, for $i \in \Gamma$, is the subfield subcode of a summand $C_i$ in $(V_{\overline{\Omega}})^{\perp}$ and it is a well-known fact that $d(A) \geq d(A + B)$ for any pair of linear codes $A$ and $B$. Hence, we obtain the following.

Lemma 11. Let $C$ be a $\lambda$-QT code with a nonempty eigenvalue set $\overline{\Omega} \subseteq \Omega$ which decomposes as in (23). Then $d(C_i) \geq d((C_i)^{\perp}) = d((V_{\overline{\Omega}})^{\perp}) = d(C_{\overline{\Omega}})$, for each $i \in \Gamma$.

Equation (27) will play a key role in the next two sections.

It is part of the proof of the general spectral bound in Section IV. Together with Lemma 11, the equation allows us to compare the Jensen and spectral bounds in Section IV, where an analogous relation between the Lally and spectral bounds follows as a result of similar observations.

IV. SPECTRAL BOUND FOR QUASI-TWISTED CODES

The general spectral bound proved in [11] was shown for QT codes with nonempty eigenvalue set $\overline{\Omega} \subseteq \Omega$. In fact, the bound remains valid when $\overline{\Omega} = \Omega$. To show this we need the following Lemma.

Lemma 12. Let $C$ be a $\lambda$-QT code of length $m \ell$ and index $\ell$ over $\mathbb{F}_q$ with $\overline{\Omega} = \Omega$. Then $C = \{0_{m \ell}\}$ if and only if $C_{\Omega} = \{0_{\ell}\}$.

Proof. Let $B$ be the $q$-ary linear code of length $\ell$ that is generated by the rows of the codewords in $C$, which are represented as the $m \times \ell$ arrays in $\overline{\Omega}$ or, equivalently, as in (16). That is, the codewords of $B$ are generated by the elements
\[
\left( \text{Tr}_{\mathbb{F}/\mathbb{F}_q} \left( \sum_{i=1}^s b_i \kappa_{i,t} \alpha^{-k} \xi^{-ku_i} \right) \right)_{0 \leq t \leq \ell-1},
\]
where $k \in \{0, \ldots, m-1\}$, $b_i \in \mathbb{F}$ such that $\text{Tr}_{\mathbb{F}/\mathbb{F}_q}(b_i) = 1$, and each $\kappa_{i,t} = (\kappa_{i,t}, \ldots, \kappa_{i,\ell-1})$ is a codeword in the constituent $C_i$, for all $i$.

Since we have assumed that the $\lambda$-QT code $C$ has the eigenvalue set $\overline{\Omega} = \Omega$, we cannot have full space constituents. In order to have a constituent code that has full rank, there must be at least one $m^{th}$ root of $\lambda$ which is not a root of any diagonal element in the upper-triangular matrix $G(x)$ that corresponds to $C$. Together with the notation provided in (26), we rewrite the generators of $B$ as
\[
\left( \text{Tr}_{\mathbb{F}/\mathbb{F}_q} \left( \sum_{i \in \Gamma} b_i \kappa_{i,t} \alpha^{-k} \xi^{-ku_i} \right) \right)_{0 \leq t \leq \ell-1}.
\]

On the other hand, recall that $C_{\overline{\Omega}} = (V_{\overline{\Omega}})^{\perp}$ is Galois closed. Theorem 12.17 in [4] tells us that, if a linear code $C$ over a field $\mathbb{K}$ is Galois closed, then $C|_{F_q} = \text{Tr}_{\mathbb{K}/\mathbb{F}_q}(C)$. Using this property, we rewrite (27) as
\[
C_{\overline{\Omega}} = C_{\overline{\Omega}} = (V_{\overline{\Omega}})^{\perp}_{|_{F_q}} = \left( \sum_{i \in \Gamma} \left( \bigcap_{\ell \in \Gamma} V_{i}^{\ell j} \right)^{\perp} \right)_{|_{F_q}}
\]
\[
= \text{Tr}_{\mathbb{F}/\mathbb{F}_q} \left( \sum_{i \in \Gamma} \sum_{j=0}^{\ell-1} \left( V_{i}^{\ell j} \right)^{\perp} \right)
\]
\[
= \text{Tr}_{\mathbb{F}/\mathbb{F}_q} \left( \sum_{i \in \Gamma} \sum_{j=0}^{\ell-1} \Gamma_j^{\ell} \right).
\]

It is clear that if $C = \{0_{m \ell}\}$, then $V_{\overline{\Omega}} = \mathbb{F}^\ell$ and therefore $C_{\overline{\Omega}} = \{0_{\ell}\}$. For the converse, note that, for each $i \in \Gamma$, we have $b_i \kappa_{i,t} \in \mathbb{C}_i$ since $\kappa_{i,t} \in C_i$ and $b_i \in \mathbb{F}$. Using (28) and (29), one can easily see that $B$ is a subcode of $C_{\Omega}$. Hence, if $C_{\overline{\Omega}} = \{0_{\ell}\}$, then $B = \{0_{\ell}\}$, which immediately implies $C = \{0_{m \ell}\}$.

Now we are ready to state and prove a general spectral bound for a given $\lambda$-QT code.

Theorem 13. Let $C \subseteq \mathbb{F}^\ell$ be a $\lambda$-QT code of index $\ell$ with nonempty eigenvalue set $\overline{\Omega} \subseteq \Omega$, let $D_{\overline{\Omega}}$ be the $\lambda$-constacyclic code of length $m$ over $\mathbb{F}$ with zero set $\overline{\Omega}$ and let $B(D_{\overline{\Omega}}) \subseteq P(\Omega) \times (\mathbb{N} \cup \{ \infty \})$ be an arbitrary family of defining set bounds for $D_{\overline{\Omega}}$. For any nonempty $P \subseteq \Omega$ such that $(P, d_P) \in B(D_{\overline{\Omega}})$, we define $V_P := \bigcap_{x \in P} V_x$ as the common eigenspace of the eigenvalues in $P$ and let $C_P := (V_P)^{\perp}_{|_{F_q}}$ denote the corresponding eigencode. Then,
\[
d(C) \geq \min \{ d_P, d(C_P) \}.
\]

Proof. Given the $\lambda$-QT code $C$ with nonempty eigenvalue set $\overline{\Omega} \subseteq \Omega$, we first consider the case when $P = \overline{\Omega} = \Omega$ and $d_P = d(D_{\overline{\Omega}})$, where the $\lambda$-constacyclic code $D_{\overline{\Omega}} \subseteq \mathbb{F}^m$ has $\Omega$ as its zero set. Recall that we always have $d_{\overline{\Omega}} = \infty$ in this case since $D_{\overline{\Omega}} = \{0_m\}$. Moreover, by Lemma 12, $C$ is the zero code if and only if $C_{\Omega} = \{0_{\ell}\}$ and if only if $d(\overline{\Omega}) = \infty$. Hence, we have shown that both $d_{\overline{\Omega}}$ and $d(C_{\Omega})$ become $\infty$ if and only if $C = \{0_{m \ell}\}$. If $C$ is not the zero code, then the rows of any codeword $c \in C$, represented as in (16), lie in $C_{\Omega}$, as shown in the proof of Lemma 12. This immediately implies that $\text{wt}(c) \geq d(C_{\Omega})$, for any nonzero $c \in C$, and we get
\[
d(C) \geq \min \{ d_{\overline{\Omega}}, d(C_{\Omega}) \} = d(C_{\Omega}).
\]
Thus, it remains to prove that \( d(C) \geq \min \{d_P, d(C_P)\} \), for any fixed \( \emptyset \neq P \subseteq \Omega \subseteq \Omega \) such that \( (P, d_P) \in \mathcal{B}(D_{\Omega}) \) and \( d_P \) is finite. To do this, we assume that \( P = \{\alpha_1, \alpha_2, \ldots, \alpha_{m}\} \subseteq \Omega \), where \( 0 < r < m \). We define

\[
\tilde{H}_P := \begin{pmatrix}
1 & \alpha \xi^{u_1} & (\alpha \xi^{u_1})^2 & \cdots & (\alpha \xi^{u_1})^{m-1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & \alpha \xi^{u_r} & (\alpha \xi^{u_r})^2 & \cdots & (\alpha \xi^{u_r})^{m-1}
\end{pmatrix}.
\]

(30)

Recall that \( P \) is the zero set of some \( D_P \subseteq \mathbb{F}^m \), which contains \( D_P \) as a subcode, and \( \tilde{H}_P \) is a parity-check matrix of this \( D_P \). Note that \( d(D_P) \geq d(D_P) \geq d_P \), by definition.

In the rest of the proof we focus on the quantity \( \min \{d_P, d(C_P)\} \). We have assumed \( P \neq \emptyset \) to ensure that \( \tilde{H}_P \) is well-defined. For any nonzero \( \lambda \)-QT code \( C \), we have \( d(C) \geq 1 \). In particular, when \( V_P = \{0\} \), which implies \( C_P = \mathbb{F}^d \) and \( d(C_P) = 1 \), we have \( d(C) \geq 1 = \min \{d_P, d(C_P)\} \) since \( d_P \geq 1 \).

Now assume that \( V_P \neq \{0\} \) and let \( V_P \) be the matrix, say of size \( t \times t \), whose rows form a basis for the common eigenspace \( V_P \) (cf. [21]). If we let \( \tilde{H}_P := \tilde{H}_P \otimes V_P \), then \( \tilde{H}_P \mathbf{c}^\top = \mathbf{0}^\top \), for all \( \mathbf{c} \in C \). In other words, \( \tilde{H}_P \) is a submatrix of some matrix \( H \) of the form in \([22]\).

Recall that \( d_P \) is assumed to be finite. If \( d_P = 1 \), then \( \min \{d_P, d(C_P)\} = 1 \), so \( d(C) \geq 1 = \min \{d_P, d(C_P)\} \) as above.

When \( d_P \geq 2 \), we have \( \min \{d_P, d(C_P)\} = 1 \) if and only if \( d(C_P) = 1 \), in which case we have \( d(C) \geq 1 = \min \{d_P, d(C_P)\} \) automatically.

We now let \( d_P \geq 2 \) and \( d(C_P) \geq 2 \) (hence, \( \tilde{H}_P \) is well-defined). We assume the existence of a codeword \( \mathbf{c} \in C \) of weight \( \omega \) such that \( 0 < \omega < \min \{d_P, d(C_P)\} \). For each \( 0 \leq k \leq m - 1 \), let \( c_k = (c_{k,0}, \ldots, c_{k,\ell-1}) \) be the \( k \)-th row of the codeword \( \mathbf{c} \) given as in \([5]\) and consider the column vector \( s_k := V_P c_k \). Since \( d(C_P) > \omega \) and \( \text{wt}(c_k) \leq \omega \), we have \( c_k \notin C_P \) and therefore \( s_k = V_P c_k = 0^\top \), for all \( c_k \neq 0 \), \( k \in \{0, \ldots, m-1\} \). Hence, \( 0 \leq |\{s_k : s_k \neq 0^\top\}| \leq \omega < \min \{d_P, d(C_P)\} \). Let \( S := \{s_0, s_1, \ldots, s_{m-1}\} \). Then \( H_P S^\top = 0^\top \), which implies that the rows of the matrix \( S \) lie in the right kernel of \( \tilde{H}_P \). In other words, any row of \( S \) lies in \( D_P \subseteq \mathbb{F}^m \) and there is at least one nonzero row in \( S \), so by definition of \( d_P \), the weight of this nonzero row of \( S \) must be at least \( d_P \). But this is a contradiction since any row of \( S \) has weight at most \( \omega < d_P \).

\textbf{Remark 4.} By using Remark \([1]\) and Corollary \([2]\), we can obtain the QT analogues of the BCH-like bound given in \([25]\) Theorem 2] and the HT-like bound in \([28]\) Theorem 1).

Let the \( \lambda \)-QT code \( C \) with nonempty eigenvalue set \( \Omega \subseteq \Omega \) and the associated \( \lambda \)-constacyclic code \( D_P \subseteq \mathbb{F}^m \) with the selected collection of defining set bounds \( \mathcal{B}(D_{\Omega}) \) be given as in Theorem \([13]\). From this point on, we denote the estimate of the spectral bound by

\[
d_{\text{Spec}}(B(D_{\Omega})); P, d_P) := \min \{d_P, d(C_P)\},
\]

where \( \emptyset \neq P \subseteq \Omega \) such that \( (P, d_P) \in \mathcal{B}(D_{\Omega}) \), and we set

\[
d_{\text{Spec}}(B(D_{\Omega})) := \max_{(P,d_P)\in \mathcal{B}(D_{\Omega})} \{d_{\text{Spec}}(B(D_{\Omega})); P, d_P)\}.
\]

Observe that \( d_{\text{Spec}}(B(D_{\Omega})) \) and \( d_{\text{Spec}}(B(D_{\Omega})); P, d_P) \), for any \( \emptyset \neq P \subseteq \Omega \subseteq \Omega \) with \( (P,d_P) \in \mathcal{B}(D_{\Omega}) \), are well-defined for any nontrivial \( \lambda \)-QT code \( C \). Namely, \( d_{\text{Spec}}(B(D_{\Omega})) = \infty \) if and only if \( C \) is the zero code, which is the only case when \( \Omega = \Omega \) and \( d_{\text{Spec}}(B(D_{\Omega})); \Omega, d_{\Omega}) = \infty \), by Lemma \([12]\).

\section{Comparison results}

In \([25]\) Section IV], Semenov and Trifonov gave a comparison of their BCH-like spectral bound with the Lally bound in \([17]\), the Barbier-Chabot-Quintin bound in \([3]\), and the Tanner bound in \([27]\), all for QC codes. Here, we consider the performance of the generalized spectral bound given in Theorem \([13]\) against the Jensen bound in Theorem \([5]\). A similar performance comparison against the Lally bound for QT codes will be provided right after.

\subsection{Jensen against Spectral}

Given \( C \) with the concatenated structure as in \([23]\), recall the ordering of the constituents in Section \([III]\) where \( C_1 = \cdots = C_r = \{0\} \) are the zero constituents, \( C_{r+1} = \cdots = C_t \) are the full space constituents, and \( C_{t+1}, \ldots, C_s \) are the nontrivial constituents. Without loss of generality, we assume that \( 1 \leq d(C_{t+1}) \leq \cdots \leq d(C_s) \).

With this grouping of the constituents, we obtain the following ordering of their distances

\[
1 = d(C_{r+1}) = \cdots = d(C_t) \leq d(C_{t+1}) \leq \cdots \leq d(C_s),
\]

which allows us to rewrite the Jensen bound (given in \([17]\)) in an organized way as

\[
d(C) \geq \min_{1 \leq r+1 \leq s} \{d(C_1) d(\langle \theta_{r+1} \rangle \oplus \cdots \oplus \langle \theta_t \rangle)\}.
\]

(31)

In other words, the Jensen bound is the minimum of the following distances

\[
d(C_{r+1}) d(\langle \theta_{r+1} \rangle),
\]

\[
d(C_t) d(\langle \theta_{t+1} \rangle \oplus \cdots \oplus \langle \theta_t \rangle),
\]

\[
d(C_s) d(\langle \theta_{s+1} \rangle \oplus \cdots \oplus \langle \theta_s \rangle).
\]
Since $d(C_{t+1}) = \cdots = d(C_t) = 1$ and $d((\theta_{t+1}) \geq d((\theta_{t+1}) \oplus (\theta_{t+2})) \geq \cdots \geq d((\theta_{t+1}) \oplus \cdots \oplus (\theta_1))$, we can shorten the above list as
\[
d((\theta_{t+1}) \oplus \cdots \oplus (\theta_i))
= d(C_{t+1}) d((\theta_{t+1}) \oplus \cdots \oplus (\theta_i) \oplus (\theta_{t+i}))
= \cdots
= d(C_s) d((\theta_{t+1}) \oplus \cdots \oplus (\theta_i) \oplus \cdots \oplus (\theta_s)).
\]

Proposition 14 above does not hold with $\Omega$. Jensen bound is at least as good as the fixed spectral bound when $d(C) = d(\theta_{t+1}) + \cdots + d(\theta_t)$, by using CRT we get
\[
C_{\Omega} = \left\{ \sum_{i=1}^t (x^{m_i}) \right\}_{i=1}^t \cong \bigoplus_{i=1}^t \mathbb{F}_q[x]/(f_i(x)) \cong (\theta_{t+1}) \oplus \cdots \oplus (\theta_t).
\]

Now we look into the spectral bound in Theorem 13 in the particular case when $P = \Omega$. The related $\lambda$-constacyclic code over $\mathbb{F}_q$ with zero set $\Omega$, say $C_{\Omega}$, has check polynomial $f(x) = f_{t+1}(x) \cdots f_1(x)$ and by using CRT we get
\[
d(C) \geq \min \left\{ d_{\Omega}, d(C_{\Omega}) \right\}
= \min \left\{ d_{\Omega}, d\left( \left( \sum_{i=1}^t \left( \sum_{j=1}^i C_j \right) \right)_{\mathbb{F}_q} \right) \right\}.
\]

Comparing (34) with (32) leads to the following cases.

**Case 1:** When $d_{\Omega} \leq d(C_{\Omega})$. In this case, the fixed spectral bound (34) yields $d(C) \geq d_{\Omega}$. Note that $d(C_{\Omega})$ is also a member of the list (32), as the topmost element. For an easier representation, let
\[
A_i := d((\theta_{t+1}) \oplus \cdots \oplus (\theta_i)),
\]
for $t + 1 \leq i \leq s$, so that the collection (32) becomes
\[
d(C_{\Omega}), d(C_{t+1})A_{t+1}, \ldots, d(C_s)A_s.
\]

By definition of $d_{\Omega}$, we have $d_{\Omega} \leq d(C_{\Omega})$. Using Lemma 11 we get $d(C_t) \geq d(C_{\Omega}) \geq d(C_{t+1}) \geq d_{\Omega}$, for $t + 1 \leq i \leq s$. Hence, the estimate of the Jensen bound is greater than or equal to the estimate of the fixed spectral bound in this case.

**Case 2:** When $d(C_{\Omega}) \leq d_{\Omega}$. In this case, the fixed spectral bound (34) yields $d(C) \geq d(C_{\Omega})$. Since Lemma 11 tells us $d(C_t) \geq d(C_{\Omega}) \geq d(C_{t+1})$, for any $i \in \Omega$, we also have $d(C_t)A_i \geq d(C_{\Omega})$, for all $t + 1 \leq i \leq s$. Therefore, the Jensen bound is at least as good as the fixed spectral bound in this case as well.

We have shown the following.

**Proposition 14.** Let $C \subseteq R^t$ be a $\lambda$-QT code with a nonempty eigenvalue set $\Omega \subseteq \Omega$ and let $C_{\Omega}$ be the $\lambda$-constacyclic code over $\mathbb{F}$ with zero set $\Omega$. Let $d_{\Omega}$ denote the estimate on $d(C)$ of the Jensen bound. Then, $d(C) \geq d_{\Omega} \geq \min \{ d(D_{\Omega}), d(C_{\Omega}) \}$.

However, for some choices of $B(D_{\Omega})$, if we consider the associated $d_{\text{Spec}}(B(D_{\Omega}))$ that maximizes $\min \{ d_{\Omega}, d(C_{\Omega}) \}$ over all choices of $(P, d_{\Omega}) \in B(D_{\Omega})$, with $\emptyset \neq P \subseteq \Omega$, then Proposition 14 above does not hold with $\min \{ d(D_{\Omega}), d(C_{\Omega}) \}$ replaced by $d_{\text{Spec}}(B(D_{\Omega}))$, as presented in the next example. First, we fix some further notation. Let
\[
B_1(D_{\Omega}) := \{ (P, d(D_P)) : \emptyset \neq P \subseteq \Omega, \ D_P \subseteq P^m \}
\]
and let $B_2(D_{\Omega}), B_3(D_{\Omega}), B_4(D_{\Omega})$ denote the BCH, HT and Roos bounds for $D_{\Omega}$, respectively, as done in Section II-A. Note that $B_2(D_{\Omega}) \subseteq B_3(D_{\Omega}) \subseteq B_4(D_{\Omega})$. We also consider their union denoted by
\[
B_u(D_{\Omega}) := B_1(D_{\Omega}) \cup B_2(D_{\Omega}) \cup B_3(D_{\Omega}) \cup B_4(D_{\Omega}) = B_1(D_{\Omega}) \cup B_4(D_{\Omega})
= B_1(D_{\Omega}) \cup B_4(D_{\Omega})
\]
as an additional choice.

**Example 1.** Let $F_3(\alpha) := F_3^5$ be the splitting field of $x^7 + 1$. We consider the $[14, 7, 4]$ 2-QT code with $(m, \ell, r) = (7, 2, 1)$, generated by $2x^5 + x^3 + x^2 + 2$ and $x^8 + x^3 + x^2$. The corresponding upper-triangular matrix $G(x)$ is
\[
\begin{pmatrix}
  x + 1 & 2x^5 + 2x^4 + 2x^3 + 2
  0 & x^2 + x + 1 + 2x^3 + x^2 + 2 + x + 1
\end{pmatrix},
\]
det$(\tilde{G}(x)) = x^7 + 1$ and, therefore, $\Omega = \{ \alpha^5, \alpha^5, \alpha^6, \alpha^6, \alpha^7, \alpha^7 \}$. Over $F_3$, the scalar generator matrix is of the form
\[
\begin{pmatrix}
  1 & 0 & 0 & 0 & 0 & 2 & 0 & 0 & 2 & 2 & 0 & 1
  0 & 1 & 0 & 0 & 0 & 1 & 0 & 2 & 2 & 1 & 1 & 0
  0 & 0 & 1 & 0 & 0 & 2 & 0 & 0 & 1 & 1 & 1 & 2
  0 & 0 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 2 & 2
  0 & 0 & 0 & 0 & 1 & 2 & 0 & 1 & 2 & 2 & 1 & 2
  0 & 0 & 0 & 0 & 0 & 0 & 1 & 2 & 1 & 2 & 1 & 2
\end{pmatrix}.
\]
There are exactly two choices of $P \subseteq \Omega$ for which $d_{\text{Spec}}(B_1(D_{\Omega}) ; P, d_P)$ yields $d_{\text{Spec}}(B_1(D_{\Omega}) ; P, d_P)$, namely
\[
P = \{ \alpha^5, \alpha^6, \alpha^7 \} \text{ and } P = \{ \alpha^5, \alpha^6, \alpha^7 \},
\]
that give $d_P = d(D_P) = 4$ and $d(C_{\Omega}) = \infty$, where $D_P$ is the 2-constacyclic code of length 7 with zero set $P$ over $F_3$. However, the BCH-like, the HT-like, and the Roos-like bounds for QT codes, namely $d_{\text{Spec}}(B_2(D_{\Omega})), d_{\text{Spec}}(B_3(D_{\Omega}))$ and $d_{\text{Spec}}(B_4(D_{\Omega}))$, are not sharp, for any nonempty $P \subseteq \Omega$, where they all yield $d_P = |P| + 1 = 3$ and $d(C_{\Omega}) = \infty$, for $P = \{ \alpha^5, \alpha^6 \}$, as their best estimate. Hence, we have $d_{\text{Spec}}(B_4(D_{\Omega})) = d_{\text{Spec}}(B_3(D_{\Omega})) = 4$, whereas $d_J = 2$.

**Remark 5.** Taking a sufficiently large $P$ as well as considering different choices of defining set bounds is crucial when using the spectral bound. For instance, for any fixed choice of defining set bound $B(D_{\Omega})$, if we consider the behaviour of $d_{\text{Spec}}(B(D_{\Omega}) ; P, d_P)$ over the nonempty subsets $P \subseteq \Omega$ with $(P, d_P) \in B(D_{\Omega})$, then $d_P$ might be nondecreasing as $P$ approaches $\Omega$, whereas $d(C_{\Omega})$ is nonincreasing, which follows from (32) since we might add more to the sum. Hence, the optimized value $d_{\text{Spec}}(B(D_{\Omega}))$ might not be obtained by involving all eigenvalues, unlike the case of constacyclic codes, as any nonconstant $d_P$ grows proportionately to the size of $P$. 


Example 2. Let us consider the same $[14,7,4]$ 2-QT code in Example 1 above with eigenvalues
\[ \Omega = \{\alpha^{52}, \alpha^{156}, \alpha^{260}, 2, \alpha^{468}, \alpha^{572}, \alpha^{676}\}. \]
It is obvious that any subset of $\Omega$ with 1 or 2 elements is consecutive. We first take $P = \{\alpha^{52}\}$ and use the BCH-like bound, where we obtain $d_P = 2$ and $d(\mathbb{C}_P) = \infty$, and hence $d_{\text{Spec}}(B_2(D_{\Omega})); P, d_P) = 2$ in this case. If we add one more element and consider $P = \{2, \alpha^{52}\}$, then we get $d_P = 3$ but $d(\mathbb{C}_P) = 1$, which makes $d_{\text{Spec}}(B_2(D_{\Omega})); P, d_P) = 1$. If we replace 2 by $\alpha^{468}$ and take $P = \{\alpha^{52}, \alpha^{468}\}$ instead, then we obtain $d_{\text{Spec}}(B_2(D_{\Omega})); P, d_P) = d_{\text{Spec}}(B_2(D_{\Omega})) = 3$, as indicated in Example 1 above.

B. Lally Against Spectral

Lally derived a lower bound on the minimum distance of a given QC code in [17]. Her findings can be adapted to QT codes easily and the same minimum distance bound can be extended to the QT codes in an analogous way.

Let $C$ be a $\lambda$-QT code of length $m\ell$ and index $\ell$ over $\mathbb{F}_q$. Let $\{1, \gamma, \ldots, \gamma^{\ell-1}\}$ be some fixed choice of basis of $\mathbb{F}_{q^\ell}$ as a vector space over $\mathbb{F}_q$. We view the codewords of $C$ as $m \times \ell$ arrays as in [3] and consider the following map:
\[ \tau : \mathbb{F}_{q^\ell}^m \rightarrow \mathbb{F}_{q^\ell}^m \]
\[ c = \begin{pmatrix} c_{0,0} & \cdots & c_{0,\ell-1} \\ \vdots & \ddots & \vdots \\ c_{m-1,0} & \cdots & c_{m-1,\ell-1} \end{pmatrix} \rightarrow \begin{pmatrix} c_0 \\ \vdots \\ c_{m-1} \end{pmatrix}, \]
where $c_i = c_{i,0} + c_{i,1} \gamma + \cdots + c_{i,\ell-1} \gamma^{\ell-1}$ belongs to $\mathbb{F}_{q^\ell}$, for all $0 \leq i \leq m - 1$.

Clearly, $\tau(c)$ lies in some $\lambda$-constacyclic code, for any $c \in C$. We now define the smallest such constacyclic code as $\bar{C}$, which contains all of $\tau(C)$. First, we equivalently extend the map $\tau$ above to the polynomial description of codewords as (cf. [1])
\[ \tau : \mathbb{F}_q[x]^\ell \rightarrow \mathbb{F}_{q^\ell}[x] \]
\[ c(x) = (c_0(x), \ldots, c_{\ell-1}(x)) \rightarrow \bar{c}(x) = \sum_{j=0}^{\ell-1} c_j(x) \gamma^j. \]

If $C$ has generating set $\{f_1, \ldots, f_{\ell}\}$, where
\[ f_k := (f_0^{(k)}(x), \ldots, f_{\ell-1}^{(k)}(x)) \in \mathbb{F}_q[x]^\ell, \]
for each $k \in \{1, \ldots, r\}$, then
\[ \bar{C} = \{\gcd(f_1(x), \ldots, f_{\ell}(x), x^m - \lambda)\}. \]
such that $f_k = \tau(f_k) \in \mathbb{F}_{q^\ell}[x]$, for all $k \in \{1, \ldots, r\}$.

Next, we consider the $q$-ary linear code of length $\ell$ that is generated by the rows of the codewords in $\bar{C}$, which are represented as $m \times \ell$ arrays as in [3]. Recall that this code was denoted by $B$ in the proof of Lemma 12. Namely, $B$ is the linear block code of length $\ell$ over $\mathbb{F}_{q^\ell}$ generated by $\{f_{k,i} : k \in \{1, \ldots, r\}, i \in \{0, \ldots, m - 1\}\} \subseteq \mathbb{F}_{q^\ell}$, where each $f_{k,i} := (f_{i,0}^{(k)}, \ldots, f_{i,\ell-1}^{(k)}) \in \mathbb{F}_{q^\ell}^\ell$ is the vector of the $i$th coefficients of the polynomials
\[ f_j^{(k)}(x) = f_{0,j}^{(k)} + f_{1,j}^{(k)} x + \cdots + f_{m-1,j}^{(k)} x^{m-1}, \]
for all $k \in \{1, \ldots, r\}$ and $j \in \{0, \ldots, \ell - 1\}$.

Since the image of any codeword $c(x) \in \bar{C}$ under the map $\tau$ is an element of the $\lambda$-constacyclic code $\bar{C}$ over $\mathbb{F}_{q^\ell}$, there are at least $d(\bar{C})$ nonzero rows in each nonzero codeword of $C$. For any $i \in \{0, \ldots, m - 1\}$, the $i$th row $c_i = (c_{i,0}, \ldots, c_{i,\ell-1})$ of any $c \in \bar{C}$ can be viewed as a codeword in $B$, therefore, a nonzero $c_i$ has weight at least $d(B)$. Hence, we have shown the following.

Theorem 15. (cf. [17] Theorem 5) Let $C$ be an $r$-generator $\lambda$-QT code of length $m\ell$ and index $\ell$ over $\mathbb{F}_q$ with generating set $\{f_1, \ldots, f_r\} \subseteq \mathbb{F}_q[x]^\ell$. Let the $\lambda$-constacyclic code $\bar{C} \subseteq \mathbb{F}_{q^\ell}$ and the linear code $B \subseteq \mathbb{F}_q^\ell$ be defined as above. Then, we have
\[ d(C) \geq d(\bar{C})d(B). \]

We now prove that an analogue of Proposition 14 holds between the Lally and spectral bounds, which is an immediate result of Lemma 12.

Corollary 4. Let $C \subseteq \mathbb{F}_q^\ell$ be a nontrivial $\lambda$-QT code with the eigenvalue set $\Omega = \{\alpha\}$ and let $d_L$ denote the estimate on $d(C)$ of the Lally bound. Then, $d(C) \geq d_L \geq d(\Omega)$. In particular, $d_L \geq \min\{d_{\Omega}, d(\bar{C})\}$ for any $d_{\Omega} \geq 1$.

Proof. By Lemma 12 we already know that $B$ is a subcode of $\bar{C}$ and therefore we have $d(B) \geq d(\Omega)$. Hence, $d_L = d(\bar{C})d(B) \geq d(\Omega) \geq \min\{d_{\Omega}, d(\bar{C})\}$. \qed

However, Corollary 3 does not apply to the case when $d_{\text{Spec}}(B(D_{\Omega}))$ is considered, instead of some fixed choice for $\min\{d_{\Omega}, d(\bar{C})\}$, as highlighted by the codes in the next two examples.

Example 3. Let $\mathbb{F}_3(\alpha) := \mathbb{F}_{81}$ be the splitting field of $x^{10} + 1$. Consider the $[20, 10, 4]$ 2-QT code with $(m, \ell, r) = (10, 2, 1)$, generated by $2x^8 + 2x^7 + x^5 + x^2 + 1$ and $2x^7 + 2x^5 + x^4 + x + 2$. The associated upper-triangular matrix $\bar{G}(x)$ is
\[ \begin{pmatrix} 1 & 2x^9 + 2x^7 + 2x^6 + x^5 + 2x^3 + x^2 + 1 \\ 0 & 10^3 + 1 \end{pmatrix}, \]
where $\det(\bar{G}(x)) = x^{10} + 1$, which implies $\Omega = \{\alpha\}$. Over $\mathbb{F}_3$, the scalar generator matrix is
\[ \begin{pmatrix} 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 2 & 0 & 1 & 2 \end{pmatrix}, \]
\[ \begin{pmatrix} 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 2 & 0 & 1 & 2 & 0 & 2 \end{pmatrix}, \]
\[ \begin{pmatrix} 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 2 & 0 & 1 & 2 & 2 \end{pmatrix}, \]
\[ \begin{pmatrix} 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 1 & 1 & 0 & 1 & 1 & 2 \end{pmatrix}, \]
\[ \begin{pmatrix} 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 2 & 1 & 1 & 0 & 1 & 0 & 1 & 1 & 0 & 1 \end{pmatrix}, \]
\[ \begin{pmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 2 & 1 & 0 & 2 & 1 & 1 & 0 & 1 & 1 \end{pmatrix}, \]
\[ \begin{pmatrix} 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 2 & 1 & 0 & 2 & 1 & 1 & 0 & 1 & 1 \end{pmatrix}. \]

There are two choices of $P$, namely
\[ P = \{\alpha^{52}, \alpha^{60}, \alpha^{68}\} \text{ and } P = \{\alpha^{20}, \alpha^{44}, \alpha^{76}\}. \]
TABLE I: The outcomes on the performance comparison of the bounds. We list the number of instances, with double counting allowed, when a specified bound reached the actual minimum distance, i.e., it was sharp, and when it was greater than or equal to the other two bounds, i.e., it was best-performing.

| bound       | QC for $q = 2$ | QC for $q = 3$ | QT for $q = 3, \lambda = 2$ |
|-------------|----------------|----------------|-----------------------------|
|             | $d_L, d_{Spec}, d_J$ | $d_L, d_{Spec}, d_J$ | $d_L, d_{Spec}, d_J$ |
| sharp       | 16(5)63 | 27(4)38 | 31(9)36 | 14(9)74 | 31(9)71 | 33(9)79 | 40(4)37 | 9(3)25 | 9(3)78 |
| best-performing | 20(8)21 | 61(0)12 | 92(5)06 | 19(9)35 | 83(8)28 | 14(3)01 | 5(0)41 | 35(3)63 | 65(2)75 |
| # nontrivial | 93 467 | 143 602 | 65 589 |

TABLE II: The outcomes on the comparison of the bounds in strictly decreasing patterns. The label of being sharp applies only to the bound with the largest value among the three.

| decreasing order | QC for $q = 2$ | QC for $q = 3$ | QT for $q = 3, \lambda = 2$ |
|------------------|----------------|----------------|-----------------------------|
|                 | JSL  JLS  SJL  LJS | JSL  JLS  SJL  LJS | JSL  JLS  SJL  LJS |
| count           | 17(9)176 | 77 398 | 11 | 21(6)222 | 25 102 | 1 | 22(4)745 | 3 165 | 1 |
| sharp           | 3(2)03  | 69 94  | 4 | 9(6)5 | 9 24  | 0 | 1(0)30  | 0 26  | 0 |
| # nontrivial C  | 56 243 | 53 004 | 52 915 |

that yield $d_{Spec}(B_1(D_{17}^{1})); P, d_P = d_{Spec}(B_1(D_{17}^{1}))$ with $d_P = d(D_P) = 4$ and $d(C_P) = \infty$, where $D_P$ is the 2-constacyclic code of length 10 with zero set $P$ over $F_{17}$. Using the first choice of $P$, which is consecutive, the BCH-like--and therefore the HT-like and the Roos-like--bounds for QT codes are also sharp, giving $d_P = 4$ and $d(C_P) = \infty$. Hence, we obtain $d_{Spec}(B_a(D_{17}^{1})) = 4 = d_{Spec}(B_1(D_{17}^{1}))$, for any $1 \leq i \leq 4$. Using the second choice of $P$, which appears in $B_3(D_{17}^{1})$ and $B_4(D_{17}^{1})$ but not in $B_2(D_{17}^{1})$, the HT-like and the Roos-like bounds for QT codes are sharp with $d_P = 4$ and $d(C_P) = \infty$. Therefore, we have $d_{Spec}(B_a(D_{17}^{1})) = 4 = d_{Spec}(B_1(D_{17}^{1}))$, for $i \in \{3, 4\}$, whereas $d_L = 1$ and $d_J = 2$.

Example 4. Let $F_3(\alpha) := F_{19}$ be the splitting field of $x^8 + 2$. Consider the $[16, 7, 5]_3$ QC code with $(m, \ell, r) = (8, 2, 1)$, generated by $x^7 + x^6 + x^5 + x^4 + 2x^3 + 2$ and $x^7 + x^5 + 2x^4 + 2x^3 + x$. The associated upper-triangular matrix $G(x)$ is

$$
\begin{pmatrix}
1 & x + 1 & x^6 + x^5 + 2x^4 + 2x^3 + 2x^2 + 2x \\
0 & 0 & x^2 + 2
\end{pmatrix},
$$

where $\det(G(x)) = (x + 1)(x^8 + 2)$ and therefore $\Omega = \Omega = F_{19} \setminus \{0\}$.

Over $F_3$, the scalar generator matrix is of the form

\[
\begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 1 & 2 & 2 & 2 & 2 & 1 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 2 & 1 & 0 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 1 & 0 & 0 & 0 & 1 & 2 & 0 & 2 & 1 & 2 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 2 & 2 & 0 & 1 & 1 & 0 & 1 & 2 \\
0 & 0 & 0 & 0 & 1 & 0 & 2 & 1 & 2 & 0 & 1 & 2 & 0 & 2 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 2 & 2 & 1 & 1 & 0 & 0 & 2
\end{pmatrix}.
\]

There are again two choices of $P$, namely

\[P = \{\alpha^2, \alpha^3, 2, \alpha^5\}\] and \[P = \{\alpha, 2, \alpha^6, \alpha^7\},\]

that yield $d_{Spec}(B_1(D_{17}^{1})); P, d_P = d_{Spec}(B_1(D_{17}^{1}))$ with $d_P = d(D_P) = 5$ and $d(C_P) = \infty$, where $D_P$ is the cyclic code of length 8 with zero set $P$ over $F_{19}$. Using the first choice of $P$, which is clearly consecutive, the BCH-like, the HT-like and the Roos-like bounds for QC codes are also sharp with $d_P = 5$ and $d(C_P) = \infty$. Hence, we get $d_{Spec}(B_a(D_{17}^{1})) = 5 = d_{Spec}(B_1(D_{17}^{1}))$, for $1 \leq i \leq 4$. The second choice of $P$ is not consecutive but it appears in $B_3(D_{17}^{1})$ and $B_4(D_{17}^{1})$, making the HT-like and the Roos-like bounds again sharp with $d_P = 5$ and $d(C_P) = \infty$. Therefore, we obtain $d_{Spec}(B_a(D_{17}^{1})) = 5 = d_{Spec}(B_1(D_{17}^{1}))$, for $i \in \{1, 3, 4\}$, whereas $d_L = 2$ and $d_J = 4$.

VI. NUMERICAL COMPARISONS

To compare the performance of the bounds we carried out two procedures. The first one looks into the overall performance of the bounds. The second one investigates their strict ranking.

For $q = 2$, we construct 1000 random codes on each input tuple $(m, \ell, r)$, with $m \in \{3, 5, 7, 9, 11\}$, $2 \leq \ell \leq 6$, and $1 \leq r \leq \ell$. Once $(m, \ell, r)$ is fixed, an array $A$ of generator polynomials is randomly built. The number of polynomials in this array is $\ell r$. The corresponding binary $r$-generator QC code $C$ is generated by using the $\text{QuasiCyclicCode}$ function in $\text{MAGMA}$ with input $(m\ell, A, r)$. If $C$ was nontrivial, then its minimum distance $d(C)$ and the values given by the three bounds $d_L, d_{Spec}$ and $d_J$ were determined, where $d_{Spec} := d_{Spec}(B_a(D_{17}^{1}))$ (see \[36\]). We recorded the respective numbers of occasions when each bound was either sharp or was best-performing among the three. Double counting was allowed in cases where two or more bounds were simultaneously sharp. Similarly, double counting was also allowed for coinciding estimates with the best-performing bounds.

An identical routine was carried out for $q = 3$. To keep $\text{gcd}(m, q) = 1$, we used $m \in \{4, 5, 7, 8\}$, with $2 \leq \ell \leq 6$ and $1 \leq r \leq \ell$. When $\lambda = 1$, we constructed 2000 random codes on each input tuple $(m, \ell, r)$. Changing $\lambda$ to 2, we completed 1000 random constructions on each input tuple. In the strictly QT setup, the $\text{QuasiTwistedCyclicCode}$ function in $\text{MAGMA}$ generated the ternary 2-QT code $C$ on input $(m\ell, A, 2)$, built from the randomly generated polynomials in the corresponding array $A$ of length $r\ell$. The outcomes of the first procedure can be found in Table II with the visualization given in Plot (a) of Figure II.
In the second procedure we recorded the number of random constructions in which the bounds ranked in strictly decreasing order. We label the 6 possible patterns in abbreviated form. The pattern JSL stands for $d_J > d_{Spec} > d_L$. The other patterns are analogously interpreted. Two patterns, namely SLJ and LSJ, for $d_{Spec} > d_L > d_J$ and $d_L > d_{Spec} > d_J$, respectively, never occurred in our constructions. For $q = 2$, we ran 1000 random codes on each input $(m, \ell, r)$, with $m \in \{3, 5, 7\}$, $2 \leq \ell \leq 6$ and $1 \leq r \leq \ell$. For $q = 3, \lambda = 1$ and $q = 3, \lambda = 2$, we used $m \in \{4, 5, 7, 8\}$. The exact counts are presented in Table II and interpreted visually in Plot (b) of Figure 1.

Our random constructions reveal that the Jensen bound has the best overall performances by a wide percentage margin. The situation where $d_J \geq d_{Spec} \geq d_L$ is typical. Consider, for example, the $[8, 2, 6]_3$ 2-QT code with $(m, \ell, r) = (4, 2, 1)$, generated by $2x^4 + 2x + 1$ and $2x^2 + x + 1$. The code is optimal in terms of minimum distance with $d(C) = d_J = 6 > d_{Spec} = 4 > d_L = 3$. It has a generator matrix

$$
\begin{pmatrix}
1 & 0 & 1 & 1 & 2 & 1 & 1 & 0 \\
0 & 1 & 1 & 2 & 1 & 0 & 1 & 1
\end{pmatrix}.
$$

While it is almost always safe to bet on the Jensen bound, there are occasions where $d_L$, similarly $d_{Spec}$, outperforms the other two bounds.

**Example 5.** We start with an example where $d_L > d_J > d_{Spec}$ and the code is optimal since it reaches the best-possible minimum distance. The $[21, 6, 8]_3$ QC code with $(m, \ell, r) = (7, 3, 1)$, generator polynomials $x^4 + x^3 + x + 1$, $x^4 + 1$, and $x^3 + x$, and generator matrix

\[
\begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 1 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 0
\end{pmatrix},
\]

has $d_L = 8 > d_J = 6 > d_{Spec} = 4$.

Here is an example where $d_{Spec} > d_J > d_L$. In the $[21, 7, 6]_2$ QC code with $(m, \ell, r) = (7, 3, 1)$, generated by $x^6 + x^5 + x^4 + x^2 + 1$, $x^6 + x^5 + x^2$, and $x^6 + x^5 + x^4 + 1$, none of the bounds is sharp, since $d(C) = 6 > d_{Spec} = 5 > d_J = 3 > d_L = 1$. The code has a generator matrix

\[
\begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 1 & 1 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 \\
\end{pmatrix}.
\]

Figure 1 illustrates the situation more comprehensively. We average, over a large number of distinct nontrivial codes, the respective ratios of distance estimates $d_J, d_{Spec}, d_L$ over the actual minimum distance $d$ for fixed code rate $k/n$. For $q = 2$, based on 4 037 distinct nontrivial QC codes, Figure 1(a) presents the average ratios

$$
\frac{d_J}{d}, \quad \frac{d_{Spec}}{d}, \quad \frac{d_L}{d}
$$

on the vertical axis for the indicated code rates along the horizontal axis. The dotted lines are the quadratic curve fitting lines for the respective distance estimates. Limiting the analysis to a specific length, say $n = 42$ as in Figure 1(b), reveals similar patterns of behaviour. This is the main reason behind our choice of using the rate as reference without fixing the length $n$. The respective plots in Figure 1(c) and (d) show the patterns based on 37 063 distinct nontrivial ternary QC codes and 28 853 distinct nontrivial ternary QT codes with $\lambda = 2$. The average values in Figure 1 must of course be interpreted alongside the frequencies shown in Figure 1.

**VII. Conclusion**

We conclude the paper by restating the key insights that we have gained from comparing distance bounds for quasi-twisted codes.
Fig. 2: Patterns showing the ratios of the distance bound estimates given by $\frac{d_J}{d}$, $\frac{d_{Spec}}{d}$, $\frac{d_L}{d}$ in terms of the rate of the codes. The dotted lines are their respective quadratic curve fitting lines.

(a) Binary QC
(b) Binary QC of fixed length 42
(c) Ternary QC
(d) Ternary QT with $\lambda = 2$

The general spectral bound, presented as Theorem 13, is encompassing, counting the BCH-like, the HT-like, the Roos-like, and the shift bounds as special cases. It is also intriguingly simple to analyze. Once we have identified a nonempty set of eigenvalues of a given $\lambda$-QT code, we can define two parameters based on any chosen nonempty subset of this set. The first parameter is the minimum distance of the eigencode, which corresponds to the common eigenspace of the eigenvalues in the chosen subset. The second parameter is a minimum distance bound for any $\lambda$-constacyclic code whose zero set contains the chosen subset. The general spectral bound is computed based on these two derived parameters, each of which is simpler to work on than the original QT code.

In terms of performance, we have seen by numerical comparisons that the bound to beat is overwhelmingly the Jensen bound. Despite its relatively poor performance against the Jensen bound, the general spectral bound may provide a better estimate for QT codes with high dimension. The majority of the occasions where the Jensen bound still performs better than the general spectral bound occurs when the QT code with high rate has many full space constituents. In that case, the size of the list gets smaller with longer direct sums. On the other hand, as indicated in Section III, full space constituents yield a smaller number of eigenvalues. Hence, the general spectral bound might be a better choice than the Jensen bound for QT codes of high dimension, unless they have a high number of full space constituents.

In addition to providing QT analogues of the minimum distance bounds given for constacyclic codes, the general spectral bound offers another major theoretical value. It reveals properties that allow for a direct structural comparison with both the Jensen and the Lally bounds. They serve as links, previously unavailable in the literature, that explicitly connect the three bounds. The poor performance of the Lally bound might be improved by extending its single-layer concatenated structure to a more general setup with some multi-layer concatenation, like in the Jensen bound.
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