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Multiview embedding is a way to model strange attractors that takes advantage of the way measurements are often made in real chaotic systems, using multidimensional measurements to make up for a lack of long timeseries. Predictive multiview embedding adapts this approach to the problem of predicting new values, and provides a natural framework for combining multiple sources of information such as natural measurements and computer model runs for potentially improved prediction. Here, using 18 month ahead prediction of monthly averages, we show how predictive multiview embedding can be combined with simple statistical approaches to explore predictability of four climate variables by a GCM, build prediction bounds, explore the local manifold structure of the attractor, and show that even though the GCM does not predict a particular variable well, a hybrid model combining information from the GCM and empirical data predicts that variable significantly better than the purely empirical model.

Since Lorenz first wrote about the chaos in the climate system [1]. The problem of predicting climate and weather has been connected to the general problem of predicting a partially unknown chaotic system. The climate problem also provides a canonical example of attempting to predict such systems, with the availability of both empirical models of real systems, and computational models developed to approximate the systems using first principles. In this paper we will use EdGCM[2,3] as our computational model and use runs from it based on injecting different levels of greenhouse gases and using the period where the temperatures are equilibrating as different tunings for a rising global surface temperature. Our empirical data will be precipitation and temperature data from 1960-2012 in volcano national park in Hawaii, data over the same time period of a normalized temperature difference between 2 bodies of water, and the multivariate ENSO index[4]. Our goal will be to understand how best to predict the last 55 months of the real data using a combination of empirical and computer generated data. To do this we need to understand more about predictive multiview embedding.

Multiview embedding [5] combines multiple different embeddings [6-8] to develop a diffeomorphic (embedding is 1-1, onto, and preserves derivatives) picture of the strange attractor of a chaotic dynamic system. Predictive multiview embedding takes advantage of the theory underlying the embeddings to provide a picture not only of the dynamic system but of some of the uncertainties surrounding prediction in such systems.

A video developed by the Sukihara Laboratory (http://tinyurl.com/EDM-intro) provides an excellent introduction of how embedding works. With predictive multiview embedding, one measurement becomes special, it is chosen to be the one foremost in time. In certain conditions the embedding is diffeomorphic with the original attractor [7] but even if those conditions don’t obtain, under a generalization of the chaoticity hypothesis[9], each embedding provides an average prediction across several manifolds and can still be effectively predictive. Further, the residuals from an average prediction provides some insight into the manifolds being averaged over. The manifolds themselves are somewhat curious. The flow (and hence measurement) is attracted to “the expanding manifolds”. In computer models this results in near confinement of the flow but in reality with open dynamic systems the expanding manifolds are idealizations as external perturbations constantly kick the system slightly off.

Embedding was first called out in [20] then extended and made more rigorous in [6-8]. The idea of embedding, particularly multiview embedding is the underlying concept for the approach to estimation taken here, and the notion of a delay map underlies embedding. To give an example of
predictive multiview embedding we take a set of explanatory variables, say temperature at a given weather station at time point 18 months and, and 24 months before current time (-18, and -24), Multivariate Enso index\[10\] at time points -20, -22, and -26, and a linear combination of temperatures over two regions of the pacific ocean at times -18,-19, and -25. Call this the X vector at time 0. Add to that precipitation at the same weather station referred to above at time stamp 0, which we call Y at time 0. This characterizes the basic vector for delay map for predictive embedding 18 months ahead. A delay map is then constructed by shifting the whole vector (X,Y) into the past repeatedly for a large number of time steps.

The embedding theory [7] states that the set of sufficiently high dimensional multivariate timeseries of a chaotic system that are diffeomorphic to the original attractor are “prevalent” in the collection of such timeseries (delay maps), which in the space of infinite dimensional functions is a good substitute for having probability 1 [11]. Consider then the construction of several such embeddings each with the sufficiently high dimension and with the special choice of one term, a term at least k units of time in the future of all the other measurements, and corresponding to a particular measurement (e.g. temperature or precipitation at a particular geographic point averaged over a given time period, or numerical value of an empirical function [4]). Almost all of these sets are diffeomorphic to the original attractor and therefore to each other, so for a point to be predicted there is a tangent plane. Each embedded point has such a tangent plane, and an asymptotically consistent nearest neighbor linear model for the future most term in each of these embeddings will provide regression estimates for the linear terms in Taylor series expansion for the embedding manifold. The prediction is the application of these terms to the point to be predicted. The Taylor series are different for each different embedding, but asymptotically they predict the same point if they are nearest neighbor predictions for the same point, and the expanding manifolds of the attractor are sufficiently separated. Bickel and Li[12] and Levina and Bickel [13] together provide an asymptotically optimal method of estimating single manifolds from data. Here we use a slight modification of their method, fitting the linear model at each point using least angle regression [14] to choose the prediction based on Mallow’s Cp [15]. Predictability is evaluated using predictive correlation, the correlation between predicted values and observed values.

If the dimension of the embedding is too small, then the manifold that is being estimated may actually be an average of multiple manifolds (this statement can be made rigorous under the chaoticity hypothesis). Similarly if the time is far ahead, or the neighborhood covered by the nearest neighbor estimate is large enough, multiple manifolds will also be included. This will show up in an estimate of the residuals for each prediction, as multiple modes in the residuals from the distribution. The distribution of single nearest neighbor predictions based on each embedding can be reconstructed and plotted against the multiview prediction (based on an average of the k nearest neighbor regressions for each embedding) to provide an asymptotically correct prediction bound (asymptotically correct by the ergodicity of the attractor and the asymptotic contraction of the nearest neighbor neighborhood). In the case of measurement error in the physical measurements being used in the embedding, there may not be an escape from estimating an average of several manifolds. While this is a bit of a difficulty, this automatically implies that each multidimensional measurement has a ball of uncertainty around it. Since the prediction procedure depends on nearest neighbors in a training sample, once those nearest neighbors are within the measurement error radius, predictions of sequential measurements acquire an asymptotic independence that allows derivation of rules for statistical inference.

In parallel to the development of embedding, work on the ergodicity of the chaotic dynamics[16,17] showed that under certain conditions chaotic dynamics results in an ergodic limit, which for special cases induces an ergodic measure which is absolutely continuous with respect to Lebesgue measure. The Chaoticity hypothesis [10] and various generalizations [18] indicate that it might be reasonable to
apply many of these results to measurements on chaotic physical dynamic systems. The independent laws of large numbers for the chaotic system, and for the sampling for the multiview embedding provides a basis for the predictive bounds. In particular the distribution of the single nearest neighbors is a predictive distribution, while the average of the linear predictions estimates the average manifold.

The differential geometry of chaotic systems [15] provides interesting information when thinking about comparing real data vs model generated data. In particular, at each point the attractor can be decomposed into orthogonal sets of manifolds, some expanding, some contracting. Whereas the computer model is almost perfectly following the expanding manifolds (for the dynamics represented in the computer model) in the real world system there is interference arising from exogenous systems. In climate and weather modeling this can include anything from the impact of solar flares to deforestation effects. This can lead to a situation where even if the computer model has systematic errors, it might provide useful information for predicting the real climate. For example the fluctuation dissipation theorem states that the natural fluctuations of the system follow the same linear response through time as small perturbations to the system will. The artificial climate system may give very precise estimates of not quite correct response, while the real climate system may give extremely noisy estimates of the correct response. If the not quite correct response has small enough bias, it can be used to improve prediction.

For prediction, we must be concerned with the uncertainty of the prediction process, so statistical inference becomes a necessity. Now we will explore the following approaches to inference, and then apply them to predicting the four variables in the weather system: the Multivariate ENSO index, local Precipitation in volcano national park. Local temperature in volcano national park, and a difference in temperature between two regions of the ocean.

i) Topological englobement: This uses a measure of predictability to assess whether a class of models (e.g. computer models) represents a dynamic system well enough to be used in direct prediction of a particular class of measurement.

ii) Residual based predictive bounds: this provides a way both of rescaling any inherent scaling issues in modeling, and of providing asymptotically correct prediction bounds.

iii) Testing embedding variables for improving predictability: This method allows comparison of predictability with inclusion of different variables for multiview embedding. In particular here we will use it to see if the projection of real data onto a model which by itself is not good for prediction, can be used to improve prediction based on purely empirical predictive multiview embedding.

The idea of topological englobement is to test if a computer model of a dynamic system can in fact provide commensurate predictability for the real system. So consider a computer model with tuning parameters, $\theta$. If $\theta_0$ is the value of those tuning parameters for the real system, and assume the system is characterized by a system of ordinary differential equations. Take a set of $\theta_i$ as tuning parameters of a number of models, where $\theta_i$ lie in a very small ball closed centered at $\theta_0$, then simulations based on those $\theta_i$ should spin out attractors very similar to one based on $\theta_0$. By the smoothness, the predictive correlations built using model i for training to predict model j should be close to those using model i to predict model 0. And in particular, using model prediction using model i to predict model 0 should give a very close predictive correlation to using model i to predict the other model j’s. So predictive correlations using the models to predict real data should not produce a significantly different population from using models to predict models. In our study we use temperature change as the tuning parameter, for a GCM which clearly should not be able to predict these terms very well (to start with the areas
averaged over for temperature and precipitation are 8 by 10 degrees, instead of at a single weather station).

Note that under the assumptions here the statistical uncertainty is contained entirely within the variation to the tuning parameters around the actual tuning parameters of the physical model. Statistical independence is provided by the different simulations. So a simple test of location of the population of predictive correlations of the real system using training samples from the model runs vs the population of predictive correlation of the samples from 1 run vs a different runs provides a way to falsify the hypothesis that the computational model represents the real system.

Figures 1-4 compare distributions of simulations predicting simulation (θ_i predicting θ_j in the above discussion), simulation predicting real data (θ_i predicting θ_0 in the above discussion), real training data predicting real test data, and real training data augmented with the simulated data predicting the real data, to make a prediction of the real data, moving from left to right within each figure.

Figure 1: 18 month ahead predictability of difference of ocean pool temperatures
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Figure 2: 18 month ahead predictability of precipitation at weather station
Figure 3: 18 month ahead predictability of air temperature at weather station

Figure 4: 18 month ahead predictability of Multivariate Enso Index
We see that the difference between the temperature of the two pools in the ocean are apparently as well modeled between computer models, as the computer models model the real world, though we do see the real world does provide a better model for itself than the computer models by themselves. Finally the augmented real model (using the projection of the real data onto the climate model data as another variable in the embedding) does even better.

For weather station level precipitation (with much lower base line correlations) the simulation models reflect the real world far less well than they reflect each other. However the real world models itself much better than the climate models. The augmented model, although appearing to offer some improvement over the real world model by itself, but this can not be said to be statistically significant (this judgement requires the 3rd statistical method, based on an assumption of measurement error).

For the weather station level temperature, we can see that the simulation system while predicting the real world less well than simulations predict each other, it does predict the real world better than the real world predicts itself, indicating some interesting skill in the climate model. The augmentation again apparently helps the real world model.

Finally the climate models predict each others enso index well but appears to have 0 predictive ability for the multivariate enso index. Part of this may be explainable by the fact that the index calculated on the models is not exactly the MEI, but is instead a linear combination of sea surface temperature and sea level pressure described in the supplementary information. On the other hand the augmented modeling appears to improve the prediction. Thus the predictive multiview embedding provides a framework for improving prediction using information in climate models, even when the climate models can not explicitly provide a direct path to prediction.

The plots above are based on a Pearson correlation coefficient so represent potential predictability based on the modeling procedure, not actual prediction. The local linear predictions tend to be shrunken, but the prediction bounds allow us to get bounds and estimates of the actual possible values. In the next series of plots we look at the kernel density estimate of the predictive distribution (black) vs the Gaussian distribution for (red) for the nine most recent times for each variable, the last 3 plots are
False Discovery Rate [19] plots for the P values for 3 tests (red points represent interesting data points at that False Discovery Rate (.05 here). The 1st is for replication of the multiview embedding with different random views for each time predicted. The second (center) is for a Durbin based modification of the Kolmogorov Smirnov test between the raw data and the gaussian fit for each time predicted. The 3rd (left most bottom plot) is an EM algorithm based maximum likelihood tests for a mixture of a few gaussian distributions vs the best fit single gaussian.

Using the same order as before we see the Ocean temperature model is not far from a single gaussian. The precipitation is far from a gaussian model, but a mixture of a few gaussian distributions is not a good alternative. Both temperature and the MEI show a strong of evidence that they are well modeled by mixtures of a few gaussians, suggestive that a few manifolds are present. It may be possible the precipitation may represent a case of many many manifolds.
Figure 8
The problem of testing whether augmenting embeddings with projections onto climate model training data actually improves prediction is a more subtle statistical problem than the reasoning based on variation induced by the variations between $\theta_i$ in a neighborhood of $\theta_0$, or the ergodicity of the residuals induced by the natural ergodicity of the attractor. Predictions for a given time using a similar basis set of variables for the X variables will be correlated. Then because of the deterministic nature of the dynamics, subsequent times are strongly correlated with prior times. So any inference must be able to deal with any correlation across times. If there is no measurement error then it becomes necessary to separate the times more and more to get something close to asymptotic independence. However the nearest neighbor regression used for prediction plus assumed measurement error provides the framework for inference. Once the ball defined by the nearest neighbor terms is smaller than the typical measurement error, then while the regression is converging to the average manifold, any particular prediction for a time will have a distribution induced entirely by the deviation of the measurement error from the true value. Assuming independence here seems relatively innocuous. Thus we can do for example comparisons between two prediction approaches, by comparing differences pairwise at each prediction time, for example using a
Wilcoxon test of pairwise differences. Applying this to the differences between the two rightmost distributions in the 1st set of 3 plots. We test if the embedding augmented by the projection onto the climate model provides better potential predictability than the embedding based purely on empirical data. For the difference in temperature between the ocean pools 18 months ahead, the p-value for the test is ~.0003. For precipitation at the weather station in volcano national park it is .32, so not near significant. For temperature at the weather station it is ~.02, and for the MEI it is .0008. So for the two ocean measurements (18 months ahead) augmentation even by a climate model which is not particularly predictive by itself, the projection onto the climate model adds information to the embedding based prediction. There is some indication that it also helps in the temperature prediction but the noise is too high in the precipitation prediction to say it does. Part of the reason for this may be revealed in the residual plots for each. The MEI and temperature have clear distinct manifolds, the ocean pool difference may actually be represented well by a single manifold, but precipitation looks like there may be so many manifolds they are running into each other.

In conclusion predictive multiview embedding has been shown to be easily amenable to inference based on a number of approaches, two of them requiring nothing more than the chaoticity hypothesis, one requiring that the physical measurements of the real system be subject to some error, which is practically a tautology. Further it provides a simple way of exploring usefulness of low resolution climate models precision to improve predictability of important terms, such as the Multivariate enso index, which has shown to be correlated to a number of important climatic oscillations (e.g draught and fires in Australia and in North America). The methods described here are by no means optimal so significant work remains to improve on this however even as it is this method shows the way to a low cost approach for predicting important climatic variables.

There is also no reason that the same method cannot be applied to other dynamic phenomena, both for purely empirical modeling and to help in evaluating computational models of the phenomena.

References

1. Lorenz, 1962, “Deterministic nonperiodic flow”, Journal of Atmospheric Science, V20, 130-141
2. Chandler, M.A., S.J. Richards, and M.J. Shopsin, (2005) “ EdGCM: Enhancing climate science education through climate modeling research projects”, Proceedings of the 85th Annual Meeting of the American Meteorological Society, 14th Symposium on Education, Jan 8-14, 2005, San Diego, CA, pp. P1.5. http://edgcm.columbia.edu
3. Hansen, J., Russell, G., Rind, D., Stone, P. Lacis, A, Lebedeff, S. Ruedy, R. and Travis, L., Efficient Three-Dimensional Global Models for Climate Studies, Models I and II., Monthly Weather Review, V 111, No 4, 609-662 (1983)
4. Wolter, K., and M. S. Timlin, (2011) “ El Niño/Southern Oscillation behaviour since 1871 as diagnosed in an extended multivariate ENSO index (MEI.ext). Intl. J. Climatology, 31, 14pp., 1074-1087. DOI: 10.1002/joc.2336
5. Ye, H., and Sugihara G.,(2016), “Information leverage in interconnected ecosystems, overcoming the curse of dimensionality”, Science, Vol 353, issue 6502, 922-925
6. Takens F (1981) Detecting strange attractors in turbulence. In: Rand DA, Young LS, eds. Symposium on Dynamical Systems and Turbulence. Berlin:Springer-Verlag, volume 898 of Lecture Notes in Mathematics. pp 366–381.
7. Sauer T, Yorke JA, Casdagli M (1991) Embedology. Journal of Statistical Physics 65: 579–616
8. E. R. Deyle, G. Sugihara, PLOS ONE 6, e18295 (2011).
9. Gallavotti,(1996), “The Chaotic Hypothesis, Onsager Reciprocity and fluctuation-dissipation theorem”, Journal of statistical physics, V84, n5/6 pp 899-925
10. Packard, Crutchfield, Farmer and Shaw (1980), “Geometry from a time series”, PRL, v45 (9) 712-716
11. Hunt, B.R., Sauer T., and Yorke J.A., “Prevalence, A translation invariant “almost every” in infinite dimensional space”, Bulletin of the AMS, V 27, number 2, October 1992, pp217-238
12. Bickel, P.J, and Li, B, (2007), “Local Polynomial Regression on Unknown Manifolds”, IMS Lecture Notes, Monograph, V 54 pp177-186
13. Levina, E. and Bickel, P. J. (2005). Maximum likelihood estimation of intrinsic dimension. Advances in NIPS 17. MIT Press
14. Efron B., Hastie, T, Johnstone, I. and Tibshirani, R.(2004) “Least Angle Regression”, Annals of Statistics, V32, no2, 407-499
15. Mallows C. L. (1973), ”Some Comments on Cp”, Technometrics 15, (4), 661-675
16. Bowen R, and Ruelle D. (1975) “The Ergodic theory of Axiom A flows”, Inventiones Math. 29, 181-202
17. Eckmann, J.P., and Ruelle, D. (1985) “ Ergodic Theory of chaos and strange attractors”, Reviews of modern Physics, 57, 617-656,
18. Lucarini, V., Ragone, F., and Lunkeit F. (2017), “Predicting Climate Change using Response Theory: Global Averages and Spatial Patterns”, JSP, 186, 1036-1064, DOI 10.1007/s10955-016-1506-z
19. Benjamini, Y. and Hochberg, Y. (1995), “Controlling the false discovery rate, a practical and powerful approach to multiple testing”, Journal of the Royal Statistical Society, Series B, 57, 289-300