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Abstract: Software defect prediction enables software developers to estimate the most defective code parts in order to reduce testing efforts. As the size of software project becomes larger, software defect prediction becomes an urgent need. While static product metrics have been extensively investigated as a static means to predict software defects, coverage analysis of the software has been abandoned due to the expected complexities. This paper proposed a novel hybrid approach that leverages code coverage metrics to improve software defect prediction. We build and compare software defect prediction results for four distinct scenarios: static product, code coverage, hybrid, and feature selection. First scenario resembles static analysis and acts as baseline model. Second scenario addresses coverage issues of the associated test cases for the source code. Third and fourth scenarios are derived from combinations of static product and code coverage scenarios. Each scenario has been modeled and examined using thirteen different machine learning classifiers. Two rounds of experiments have been done. First round employs real data extracted from 23 successive releases of Apache Lucene, whereas second round applies oversampling technique for the same releases. The results indicate that code coverage scenario attains a significant improvement in software defect prediction, especially when there is a high-coverage ratio for software modules. In general, hybrid scenario outperforms the other three scenarios. Naive Bayes classifier attains the best results among all classifiers at the first round, while IBK performs well for the second round. The second round experiment exhibits a superior performance compared to the first round because it approaches two times better recall. Further, we notice a steady improvement in the latest releases of Apache Lucene project compared to the earlier ones.

Key words: Code coverage metrics, Machine learning classifier, Software defect prediction, Software quality, Static product metrics

1. Introduction

Software defects prediction is one of the most important research areas in software engineering [1–6]. Software development strives to improve the quality of software systems without assigning too many resources in the quality assurance activities. Software quality strongly influences the overall system performance because it involves improving the software quality by reducing the number of defects. Defects may be existed in various stages of the software development life cycle, defects detection in the later stages of the software life cycle is considered to be complex to fix more than those found in earlier stages. The ability to predict defects is useful to create efficient resources for software testing. The earlier prediction of defects can improve testing management and quality of software.

Several studies [7–11] discussed the use of software defect prediction models with machine learning for
various purposes in software testing process. The studies [7]-[10] used machine learning-based defect prediction models to classify each software module as “buggy” or “buggy free”. The study [11] created three defect prediction models for three different testing phases in order to monitor defects on large enterprise software.

Also, the study [12] proposed an empirical approach that integrates machine learning, statistical technique, and defect reports to support software testing management. It built predictive models for defects repair times and evaluated software testing quality over three large medical software releases. Moreover, other studies [13]-[15] focused on using the software defect data to capture the buggy software modules during testing process by using the number of residual defects in order to improve software reliability prediction. While the research study [16] proposed prediction model to estimate defects number in the recent version of software by referring to the prior stable version, such the recent version includes changes that are related to adding new metrics or fixing the defective lines of code. So, perceiving such features changes through software versions lead to decrease testing times and direct developers for developing a higher quality software.

All the current approaches overlooked the aspects of coverage analysis of the source code in their experiments and considered only the baseline product metrics: C&K metrics [17] Henderson-Sellers metrics [18], Martin metrics [19], QMOOD metrics [20], Tang metrics [21], McCabe metrics [22], and Lines of Code (LOC) metric. As a result, this paper proposes various defect prediction models that take into account the code coverage metrics which enable testing teams to manage software testing effectively.

This study investigates the significance use of coverage code metrics with regard to defect prediction. Four distinct scenarios (static product, code coverage, hybrid, and feature selection) were built by applying 13 various machine learning classifiers in order to investigate the relation between the software metrics and the defects. Subsequently, the results of constructing four different defect prediction models were analyzed. The constructing procedure utilized by applying 10 folds cross validation and oversampling techniques over 23 successive releases of Apache Lucene project. Finally, two rounds of experiments were conducted on the same investigated releases in order to determine the power of combining both of static product and code coverage metrics in classifying Java classes as defective or defect free. The results of the two rounds were compared and the most important metrics were recommended with regard to defect prediction. In this research, there are four contributions that answer the following research questions:

1. Demonstrate the value of code coverage metrics in software defect prediction, according to our experiments, hybrid scenario attains best recall values compared to the other scenarios.
2. Show how machine learning classifiers exhibit an increasing performance regardless of the used scenarios, NB and IBK are the best two classifiers in our experiments.
3. Prove the effectiveness of the selected sampling technique over imbalanced data as in the second round of the experiment, increasing the defective software modules leads to obtain two times better recall rather than first round.
4. Identify the positive behavior of the investigated releases which reflects steady improvement from the earlier releases to the later ones.

1https://mvnrepository.com/artifact/org.apache.lucene/lucene-core

RQ1. Do the code coverage metrics improve the software defect prediction?
RQ2. What are the most appropriate machine learning classifiers for software defect prediction?
RQ3. Does the oversampling of minority software modules improve the software defect prediction?
RQ4. How is the behavior of the software releases by using different evaluation measures?
The rest of this paper is organized as follows: section 2 discusses the related work by stating the most related studies in the literature, section 3 presents the proposed methodology, section 4 shows results and discussions, and section 5 presents conclusion and perspectives.

2. Related Work

Software defect prediction plays an important role in classifying the defective modules of software projects. Many research studies in literature apply machine learning techniques using static product metrics in order to predict software defects [23]–[28]. Those metrics are classified as: C&K metrics, Henderson-Sellers metrics, Martin metrics, QMOOD metrics, Tang metrics, McCabe metrics, and Lines of Code (LOC) metric. Later on, Jureczko [24] applied an empirical analysis to measure the influences of product and process metrics upon defect prediction models. Jureczko and Madeyski [25] used Kohonens neural network and k-means clustering to determine the software projects that have the same defect prediction characteristics. All the investigated product metrics were calculated using Ckjm2 tool.

Quite recently, Madeyski and Jureczko [29] performed an empirical assessment which includes statistical tests and multi-collinearity analysis over industrial and open source software projects. The results recommended the most significant product and process metrics in respect to software defects. Tomar and Agarwal [28] applied Weighted Least Squares Twin Support Vector Machine (WLSTSV) for defect prediction process. In addition, the study [26] showed how the distribution of imbalance data affects the software prediction process. Consequently, the study applied an oversampling to the minority modules (i.e. defective classes) in the investigated project. The results show how the proposed algorithm achieves better prediction performance.

Further, Tang et al. [27] proposed a merged static defect analysis with software defect prediction to build software prediction model. Their study restricted only to 14 static product metrics. He et al. [2] proposed using group of simplified metrics for software defect prediction through several cases using six machine learning classifiers. The results indicated that within project defect models are able to capture higher precision than cross-projects defect models. Also, among all classifiers, Naive Bayes is the most suitable classifier to select the most useful set of simplified metrics. Similarly, Jacob et al. [23] proposed an effective framework for software defect prediction, where three feature selection techniques used to select the most important attributes that give an indication of defect existence.

All the aforementioned studies considered only the static baseline metrics and overlooked the role of code coverage metrics in software defect prediction due to complexities. This proposed approach addresses this critical limitation in order to improve the overall software quality by highlighting the coverage aspects of the source code. This proposed approach is the first approach which explores the impact of using coverage metrics software defect prediction.

3. The Proposed Methodology

In our methodology, four software defects prediction models are built using 13 machine learning classifiers that were implemented in Weka. Machine learning classifiers [30] have multiple forms: artificial neural network, linear regression, rule-based, and trees. Hence, in order to cover the diversity of the most common forms, the proposed approach uses classifiers from five different families. In particular, the selected classifiers are: (1) Bayes: Naive Bayes (NB), (2) Functions: Multi-layer Perceptron (MLP), Simple Logistic (SL), SMO, Logistic (L), (3) Lazy: IBk, KStar, LWL, (4) Meta: AdaBoost (AB), Bagging (B), LogitBoost (LB) and (5) Trees: Decision Tree (J48), Random Forest (RF). Bayes family is a direct method that estimates

2http://gromit.iiar.pwr.wroc.pl/p_inf/ckjm
the probability of the best hypothesis using Bayes theorem by building a rule based model. In the functional family, the classifier builds a function (or hypothesis) of input domain (i.e. Features) and maps it into an output of range (i.e. Labels). Lazy learners simply classify a new instance by calculating the similarity between the instances against the instances in the training set and assign the label of most similar ones to that instance.

In contrast, eager learners construct a machine learning model before testing process as a ready to use classifier models such: (1) Bayes, (2) Functions, (3) Meta, and (4) Trees families. In Meta families, the idea is to learn an expert classifier of ensemble weak classifiers combined in a way to predict a label using averaging or voting methods. Finally, in the tree family, each classifier is a form of a hierarchical tree where a node at each level represents the best attribute at that level while the arcs represent the values of that attributes.

In the training phase, the proposed approach used 10-fold cross-validation method for each experiment by repeating it 10 times for each process of building a classifier. A set of evaluation metrics were used which are precision, recall, and Receiver Operating Characteristic (ROC) area as in [31]. Precision is the ratio of relevant instances among the retrieved ones, while recall is the ratio of retrieved and relevant instances to the total amount of relevant ones. The ROC area (curve) [32] is used to check whether a classifier can separate positive and negative instances and identify the best threshold for separating them. In particular, the ROC curve is a graph plot that relates recall in function of the false positive rate on different threshold points. Each point on the ROC curve represents a recall/false positive rate pair corresponding to a particular decision threshold. Each release is used for training and testing purposes. Hence, the evaluation process is conducted on a training set of each release using 10-fold cross-validation to maintain a better accuracy for the goal of improving the performance on a particular release. The cross-validation method divides a given data into two sub-sets: training and testing sets. The building classifier uses the training set and evaluates the model using the testing set. The partitioning process on the given data is repeated several times into training and testing sets (90% for training and 10% for testing) to randomly divides the data into a form of 10 equally sized sub-sets that assures data randomness where the estimated accuracy is the average over these repetitions. The k-1 (90%) sets are used for training phase while one fold (10%) is used for testing. Consequently, the advantage of 10-fold cross-validation is inherited in that all software classes are used for both training and validation, and each class is used for validation exactly once.

This reduces the variance of the resulting estimations in increasing the value of k. In our experiments, the proposed approach sets k =10, as concluded in [33]. In contrast, the studies [4] and [25] built classifier models on a training set of initial releases while the other remaining releases of the same project are used for testing. In particular to this study, the reason behind using 10-fold cross-validation is to reduce the variance in building the classifier models in comparison to the hold-out method. The best model of these partitions is used as a final model which is less sensitive to the data partitions.

### 3.1. Unit Testing

Unit testing is one of the most popular regressions testing that can be implemented in Java code using JUnit\(^3\) testing framework. It is a good practice to separate the testing code from the actual application code. EclEmma\(^4\) is a free Java code coverage tool which is available under the Eclipse\(^5\) public license; it is integrated with JUnit to execute test cases for Java program. It applies code coverage analysis into the

---

\(^3\)http://junit.org/junit4

\(^4\)https://marketplace.eclipse.org/content/eclemma-java-code-coverage

\(^5\)https://eclipse.org
Eclipse workbench. JaCoCo has been created by the EclEmma. It is a free Java code coverage library that runs JUnit test cases and provides a visual coverage report by providing information for each single test case that associated with each particular software module. As in the study [34], JaCoCo is the most popular testing model that gives higher visibility and easier integration for testing Java modules. The coverage information is most desirable when applying test cases optimization during regression testing because it highlights the covered code portions through running the test cases.

3.2. Imbalance Data and Oversampling

Software quality aims to develop high quality software by implementing machine learning classifiers on software metrics in order to discover the possible software defects modules. Machine learning [35] is frequently encountered with two main bottlenecks: working with imbalanced data and selecting the best features for machine learning techniques. Class imbalance [36]–[37] is a very common issue that occurs among several application domains such in software quality estimation. To overcome the difficulties associated with learning from imbalanced data, various techniques have been developed such as sampling. Data sampling is the primary technique for handling imbalanced distributions of software modules on a given dataset. According to this particular context, there are two types of data sampling: under-sampling of majority software modules and oversampling the minority ones as in [38]–[39]. In respect of the proposed approach, minority modules are buggy classes and majority are the buggy free ones. As a result, it is very essential to oversample the minority classes to make a better balancing with majority software modules.

3.3. Metrics and Tools

3.3.1. Static product metrics

Code metrics, also known as product metrics, measure the complexity of source code. This study uses code metrics to build several defects prediction models. All metrics are directly collected from an existing Java source code and calculated using Ckjm tool. The main reason behind using these metrics is to reflect good software quality attributes [1], [23], [40]. The static product metrics are selected from several metrics suites as follows:

A. The metrics suite are suggested by C&K:

1. Weighted method per class (WMC): Represents sum of the cyclomatic complexities of all declared local methods within a class.
2. Depth of inheritance tree (DIT): Measures class level in the inheritance tree, root class is considered as zero.
3. Number of children (NOC): Represents to the number of immediate children’s or sub classes of a given class in the hierarchy.
4. Coupling between object classes (CBO): Measure the total number of new or redefined methods to which all the inherited methods are coupled.
5. Response for a Class (RFC): Measures the total number of local methods plus the number of non-local methods called by local methods.
6. Lack of cohesion in methods (LCOM): Measures the dissimilarity of methods in a particular class that shared at minimum one particular field or attribute. Lack of cohesion increases the likelihood of getting more defects.

B. Henderson-Sellers metric:

7. Lack of cohesion in methods (LCOM3): It is an extension from LCOM metric; it represents the connected components in the graph.

http://eclEmma.org/jacoco/
C. QMOOD metrics suite:
8. Number of Public Methods (NPM): Measures total number of all the public methods in a given class.
9. Data Access Metric (DAM): Represents proportion of the number of private or protected attributes to the overall number of declared attributes within a class.
10. Measure of Aggregation (MOA): Measures the total number of aggregation relationship between the class attributes.

11. Measure of Functional Abstraction (MFA): Represents percentage of number of inherited methods of an investigated class to the total number of methods that accessed by member methods of the class.
12. Cohesion Among Methods of Class (CAM): Computes the relatedness among methods of a class based on the parameters or specifications list of the methods.

D. Tang metrics:
13. Inheritance Coupling (IC): Indicates the number of parent or super classes that is coupled to a particular investigated class.
14. Coupling Between Methods (CBM): It represents the number of classes to which the investigated class is coupled.
15. Average Method Complexity (AMC). This metric measures the average method size for each class such as Java byte code length in the method.

E. Martin coupling metrics:
16. Afferent couplings (CA): Counts the number of classes that calling the investigated class.
17. Efferent couplings (CE): Counts the number of classes that called by the investigated class.

F. One McCabe’s metric which represents class level complexity metrics:
18. McCabe’s cyclomatic complexity (CC): Total number of all potential various paths for a given method within a class. It represents method’s control flow and it defined as in (1).

\[
CC = E - N + P
\]  

where \( E \) represents the number of edges of a graph, \( N \) represents the number of nodes of a graph, and \( P \) denotes the number of connected components. In addition, both of Max (CC) and Avg (CC) metrics have been derived from CC and stated as follows:

19. Max (CC): the maximum value of CC among all methods within a particular class.
20. Avg (CC): the arithmetic mean of all CC methods within a particular class.

G. Lines of Code
21. Line of code (LOC): Refers to the number of code lines for each class except the comments. Generally, a class with higher LOC number tends to contain higher defects than other classes.

3.3.2. Code Coverage Metrics
JUnit is one of the most popular regressions testing framework used by developers to execute unit testing for java source code. Our approach uses JaCoCo model which generates five code coverage metrics named as: instruction, branch, line, complexity, and method. All these metrics are calculated by JaCoCo, the description of these metrics captured as follows:

A. Instructions coverage: Counts instructions into a single Java byte code. Instruction coverage represents the amount of code that has been executed by implementing JUnit test.

7http://www.eclemma.org/jacoco/trunk/doc/counters.html
B. Branches coverage: Counts branch coverage for all if and switch statements. This metric counts the total number of executed branches in a method within each class through implementing JUnit test.

C. Cyclomatic Complexity coverage: Measures all possible control flows within each concrete method within each class. It represents the number of test cases that required to fully covering the class code during the running of a particular JUnit test.

D. Lines coverage: For all class files that have been compiled with debug information, coverage information for individual lines can be calculated. A source line is considered executed when at least one instruction that is assigned to this line has been executed. It reflects the amount of code that has been exercised based on the number of Java byte code instructions called by the JUnit test.

E. Methods coverage: Each concrete method contains at least one instruction. A method is considered as executed when at least one instruction has been executed by implementing JUnit test.

All the above metrics are derived from Java byte code instructions and debug information which is existed in classes’ files. We calculate the coverage ratio for each of code coverage metric by using (2).

\[
\text{Coverage Ratio} = \frac{\text{Covered Code}}{\text{Covered Code} + \text{Missed Code}}
\]  

(2)

Where \text{Covered Code}- represents the amount of code that covered by running a given JUnit test case, and \text{Missed Code}- represents the amount of code that uncovered by executing a given JUnit test case. In order to find the most powerful metrics that correlated with the software bugs, the proposed approach applies Pearson correlation on the all 21 static product and five code coverage metrics. For static product metrics, the recommended metrics are: WMC, CC, RFC, NPM, CBO, LCOM, CA, and CE correspondingly. On the other side, the highest correlated code coverage metrics are: Branch coverage, Instruction coverage, Method coverage respectively.

3.3.3. Bugs labeling

A bug, also known as defect, may lead to a total failure of software and eventually decrease the overall software quality. Therefore, this study identifies the bugs for each single class in each release of Apache Lucene project. Our proposed approach uses developers commenting guidelines that were stored in the source code repository (i.e. GitHub). As in the research study [25], a class is determined to be buggy if it contains at least one defect. So, our methodology pulls all the commits and their related comments for each release and consequently counts bugs for each class based on historical information that archived in software repository. GitHub\(^8\) obviously includes information about all developers' commits description. During the interim development, our approach counts the number of defects for a given class within each current release by considering the number of repaired defects within the same class of the previous release.

3.4. The Proposed Approach

In the context of our study, four essential datasets are created as shown in Fig. 1. As a result, four essential scenarios are used with the purpose of building software defects prediction models:

(1) Static product scenario (Scenario 1). This scenario mainly concentrates on using only static product metrics with the associated bugs to produce static product prediction model.

(2) Code coverage scenario (Scenario 2). This scenario essentially focuses on using only code coverage metrics with the associated bugs to get code coverage prediction model.

(3) Hybrid scenario (Scenario 3). This scenario combines both of scenario 1 and scenario 2 metrics with their corresponding bugs to create hybrid prediction model.

\(^8\)https://developer.github.com/v3/repos/commits/
Feature selection scenario (Scenario 4). This scenario considers the key features of the hybrid scenario with the related bugs to obtain feature selection prediction model. The 26 independent variables (input) for both static product and code coverage metrics, the only dependent variable is the bug (output). The purpose of defect prediction is to determine defective classes in each software release.

Our proposed methodology consists of seven ordered phases, it combines the strength of static and dynamic aspects of the source code, static aspect focuses on static product metrics while dynamic aspect highlights the code coverage metrics, Fig. 2 summarizes the steps:

Phase 1: Collect Java open source code. Our approach collects 23 successive releases from Apache Lucene project, Lucene is the standard Java libraries [41] that used for different purposes such as searching, indexing, and tokenizing.

Phase 2: Measure static product metrics for each module. All 21 static product metrics are directly collected from an existing source code by using Ckjm. One of the most important key features of this tool is to report the key quality indicators in the body of Java source code.

Phase 3: Measure software code coverage metrics for each module by using JaCoCo.

Phase 4: Classify software modules into defective and non-defective by using an attribute called bug count, the value of bug count attribute is assigned to true (i.e. if the module contains bug) or false otherwise. Software tester should begin the software testing with a software module that contains a high number of defects in order to avoid extra cost. Our approach determines if the module is defective or not by analyzing the historical information that archived in GitHub.

Phase 5: Combine all the dataset (static product, code coverage, hybrid, and features selection) by applying 10 folds cross validation over all 23 investigated releases. The proposed approach uses 13 various machine learning classifiers.

Phase 6: Oversample all the datasets to obtain more balanced distribution between defective and non-defective modules.
non-defective software modules.

Phase 7: Evaluate the proposed methodology for two rounds of experiments by using recall, precision, F-measure, and ROC.

4. Results and Discussions

4.1. Dataset Description

In our study, 23 successive releases of Apache Lucene project have been investigated in order to evaluate the proposed software defects prediction models. Apache Lucene is one of the most popular Java open source projects as well as it is accompanied with JUnit test cases which can be executed via JaCoCo. Table 1 presents the statistical information about our collected datasets, where the last column is the ratio of buggy modules for each release. Each module in this dataset represents a class file in a Lucene release and it contains 26 metrics (independent variables) and bug (only one dependent variable).

The bug value is converted into binary labels; a module is non-buggy if it has zero bugs. Otherwise, it is buggy. All static product and code coverage metrics that are involved in our approach are described previously in section 3.3.

![Fig. 2. The proposed approach.](image)

4.2. Experimental Setup

Our experiments have two rounds, first round considers without sampling and second round applies oversampling of the buggy software modules. Each experiment applies 13 machine learning classifiers on the 23 investigated Apache Lucene releases. These classifiers belong to five different classification families and named as: AdaBoostM1, Bagging, IBK, J48, KStar, LWL, Multi Layers Perceptron (MLP), Naive Bays (NB), Random Forest, SGD, Simple Logistic, SMO, and logitBoost.

4.3. Performance Measures

In this approach, binary classification approach is used to predict classes that are likely to contain defects. A binary classifier can make two potential errors: False Positive (FP) and False Negative (FN). Also, a properly classified buggy class is a True Positive (TP) and properly classified non-buggy class is a True Negative (TN). We evaluated binary classification results in terms of recall, precision, F-measure and ROC.
Recall: calculates the number of defective classes that are actually estimated by a prediction model. A higher recall indicates a lower number of defective classes that have been missed by the prediction model as in (3).

\[
\text{Recall} = \frac{TP}{TP + FN}
\]  

(3)

Precision: calculates the number of defective classes that are estimated by a prediction model. The higher precision indicates a lower non-defective class on instances as in (4).

\[
\text{Precision} = \frac{TP}{TP + FP}
\]  

(4)

F-measure: calculates the accuracy of prediction model based on both precision and recall, which can be interpreted as a weighted average of both precision and recall. The higher the F-measure indicates better performance for classification results as in (5).

\[
F - \text{measure} = \frac{(2 \times \text{Precision} \times \text{Recall})}{(\text{Precision} + \text{Recall})}
\]  

(5)

Receiver Operating Characteristic (ROC): is used typically to calculate the performance of prediction models by comparing the true positive metric to false positive metric on a threshold value (depends on number of instances). The area under curve of two metrics is considered as a value of evaluation.

### 4.4. Experimental Results
The results of both investigated experiments are reported in order to answer the four stated research questions above. The detailed description of both experiments is shown as in the following subsections 4.4.1, 4.4.2 respectively.

### 4.4.1. Without sampling

![Box-plot of recall values for different scenarios](image)

**Fig. 3. Performance of NB classifier on all scenarios in terms of recall.**

We build our research questions based on adapting different scenarios that potentially reflect the effect of combining code coverage metrics with the previous static product metrics in order to predict the software defects. Fig. 3 shows box-plots of the recall values over all 23 releases of the NB classifier by investigating the four stated scenarios. NB is marked as the best machine learning classifiers based on the achieved recall values. The feature selection scenario superior others scenarios where approximately 50% of recall values are more than 35% of a graph skewed to the left. The hybrid scenario has comparable performance to static product scenario where the median recall values for both are between 28% and 33%. While the code coverage scenario shows the worst results due to the few metrics as input for the learning classifier and the executed test cases achieve partial or even no coverage, low code coverage ratio reflects that the code is not tested and classified as buggy code while high coverage modules reflect higher quality of source code. However, the code coverage metrics have an improvement effect when they are used as features in hybrid scenario.

The results of the first experiment raise RQ1 where the code coverage metrics have significant improvement in software defect prediction especially when there is high coverage ratio. Our further discussions have to focus on other three scenarios: static product, hybrid, and feature selection. To address RQ2, the three suggested scenarios for software prediction are investigated by analyzing the performance of classifiers using the picked dataset without sampling. Fig. 4(a), 4(b), and 4(c) illustrate prediction algorithms performance for the static, hybrid, and feature selection scenarios respectively.

The static product scenario as shown in Fig. 4(a) nominates NB, IBK, and KS as a top three performing classifiers, the recall mean values are 0.38, 0.34, and 0.32 respectively. The hybrid scenario is presented in Fig. 4(b) nominates NB, IBK, and KS as top three performing classifiers as in the static product scenario. The exact mean values are 0.40, 0.35, and 0.34 respectively. Similarly, feature selection as shown in Fig. 4(c) nominates the top three classifiers: NB, IBK, and KS with recall mean of 0.35, 0.35, and 0.33 respectively. Adding code coverage metrics to static product metrics leveraged the prediction accuracy and improves
overall software quality as illustrated in the hybrid scenario.

![Box plots for different scenarios](image)

Fig. 4. Top seven classifiers in terms of prediction performance: (a) Static product scenario, (b) Hybrid scenario and (c) Feature selection scenario.

Such improvement in software quality leads to assert that using of code coverage metrics is important to obtain better prediction of software defects. It is apparent that NB, IBK, and KS surpass significantly the rest of all classifiers. In essence, NB is considered as the most suitable classifier in the software defect prediction models over the three selected scenarios. The suitability of using NB for software defect prediction model agrees with the characteristics of the algorithm itself, it can be better than several classifiers under default configurations as well as it is appropriated for binary classification problems as concluded by the study [42].

The overall analysis of the results provides the following answers: (1) in response to RQ1, the hybrid scenario improves software defect prediction since it considers code coverage metrics, (2) in terms of RQ2; all scenarios agreed that the most appropriate classifiers are NB, IBK, and KS.

In fact, according to the recall, the top seven classifiers are: (1) NB, IBK, KS, MLP, J48, RF, and B for hybrid scenario; (2) NB, IBK, KS, RF, MLP, J48, and B for static product metrics scenario; and (3) NB, IBK, KS, RF, J48, MLP, and B for feature selection scenario. Among all classifiers, NB was the most efficient classifier that used in software defect prediction.
In general, most of the later releases show a steady improvement with comparing to the prior releases in terms of all four evaluation measures as shown in Fig. 5 (a), Fig. 5 (b), Fig. 5 (c), and Fig. 5 (d) respectively. According to our perspective, recall is considered to be the most key measure among all used measures because our goal is to predict False Negative (i.e. non-buggy classes that predicted as buggy). In particular to NB classifier recall of hybrid scenario, there is a steady significant improvement except from release 6 (Apache Lucene 5.4.0) to release 12 (Apache Lucene 5.5.4). This occurs due to many reasons such: very few classes that have been added to these particular releases, modification lines of code within certain classes, and possibility of low coverage ratio existence. On other side, there is new remarkable milestones between release 12 (Apache Lucene 5.5.4) and release 13 (Apache Lucene 6.0.0) as well as between release 5 (Apache Lucene 5.3.2) and release 6 (Apache Lucene 5.4.0) that happens for significant updates between these exact releases. Our proposed approach uses 10-fold cross validation technique. Through all investigated Lucene releases, hybrid outperforms the performance of the other scenarios because it has the best recall as shown in Fig. 5 (a).

To capture the releases behavior under different measures as stated in RQ4, three different releases are explored: release 2 (Apache Lucene 5.2.1), release 17 (Apache Lucene 6.2.1), and release 22 (Apache Lucene 6.5.0). First, the recall values of hybrid scenario are 38%, 41%, 43% for release 2, release 17, and release 22 respectively. Second, the F-measure values of hybrid scenario are 29%, 38%, 39% for release 2, release 17, and release 22 respectively. In general, there is monotonic increasing for software releases in all
evaluation measures.

![Graphs showing correlation coefficients between different scenarios.](image)

Fig. 6. Correlation coefficient between two different scenarios with no sampling experiment: (a) Hybrid vs. Feature selection scenarios; (b) Static vs. Feature Selection scenarios; and, (c) Static vs. Hybrid scenarios.

Also, based on the recall values of NB classifier, it is very important to study the correlations between the discussed scenarios and see their strength in predicting the software defects. As a result, in order to compare the quality of predicting defects by picking certain machine learning classifiers and evaluation measure, this study examines the relationship among our scenarios to discover the behavior of releases by moving from one release to another. Fig. 6 shows a scattered plot which represents the correlation relationship among different scenarios in without-sampling experiment. Each plot contains a linear regression equation that relates the recall values of the first scenario with the second scenario. In addition, it clarifies the $R^2$ correlation coefficient. The $R^2$ is a statistical measure of how close the real data points are fitted by the linear regression model. This means that if the $R^2$ value is close to 1, the data is highly fitted to the regression line and there is no difference in their effects on software defects prediction and has the same impacts. In particular, as shown in Fig. 6, the static and hybrid scenarios have high $R^2$ values which approximately 0.94 and a line slop value 0.724 where the data is almost on the regression line.

This indicates that the metrics used in the hybrid scenario are close in term of effectiveness to the static product metrics and also ensures the importance of using the code coverage metrics. On the other hand, feature selection scenario has no relation with other two scenarios; hybrid in (a) $R^2$ value 0.51454 and static in (b) $R^2$ value 0.655528. In addition to that, on each scatters plot the recall values are monotonically
increased (positive slope) from earlier releases to the later ones.

4.4.2. With sampling

![Performance of IBK classifier on all scenarios in term of recall.](image)

Due to imbalanced dataset, since the buggy classes are the minor classes, the proposed approach applies oversampling on the four primary datasets, Fig. 7 shows box-plots of recall values of the IBK classifier using the four proposed scenarios. The IBK classifier achieved the highest recall value among all 13 classifiers. The results concluded that feature selection and hybrid scenarios outperform the static product and code coverage scenarios, the mean recall values are 73% and 72% correspondingly. In respect to RQ1, the code coverage scenario in this experiment shows two time's better recall rather than the first experiment. Such improvements refer to increase the buggy classes that manipulated through the oversampling process. Obviously, the code coverage metrics improve the performance of both hybrid and feature selection scenarios. In regards with RQ1, the results raise that using of code coverage metrics mirror remarkable improvement in software defect prediction. Undoubtedly, the oversampling methodology improves the prediction of software defects in comparison with the first round of experiment, which obviously defends the issue of RQ3. Fig. 8 illustrates the performance of the top seven classifiers in terms of recall. In particular, Fig. 8(a), Fig. 8(b), and Fig. 8(c) illustrate the classifiers performance for static product, hybrid, and feature selection scenarios respectively.

Across the three scenarios, IBK has a highest accuracy with comparing to the other classifiers. Fig.8 (a), 8(b), and 8(c) show that the recall average values of IBK are 71.98%, 72.91%, and 72.22% respectively. Also, in comparison with the first experiment, all the three scenarios have significant increase in recall value. IBK shows the best performance in this experiment, it outperforms other classifiers due to: (1) more balanced training, (2) it relatively requires less time to classify modules as in [43], and (3) in particular, it almost shows a good classification performance for numeric and nominal datasets [44].

On the other hand, standard NB behaves differently in this experiment as concluded in the study [45]. But it performs better if PCA-based preprocessing is applied to the training data, or re-weighted NB is used. At the end, the experimental results show that NB is the most appropriate classifier in first experiment, while IBK is the most suitable one in the second experiment, this conclusion clearly answers RQ2. Moreover, in response to RQ1, using code coverage metrics strengthen software defect prediction as it appears in hybrid
and feature selection scenarios.

Fig. 8. Top seven performing classifiers with sampling in term of Recall measure: (a) Static product scenario; (b) Hybrid scenario; and, (c) Feature selection scenario.
In contrast to the first experiment, oversampling experiment has skewed behavior through releases because there is no noticeable harmony as shown in Fig. 9(a), Fig. 9(b), Fig. 9(c), and Fig. 9(d). However, hybrid and feature selection scenarios superior the other scenarios such interesting findings happen due to the fact that oversampling methodology handles random flavor of normal distribution of the datasets. As a result, we cannot predict the class replacements that occur through the sampling. For example, we cannot track the replacement nature of a certain class through all software releases.

In conclusion, there is a random behavior of Lucene releases in respect to the four used evaluation measures. First, the recall values of feature selection scenario are 71.9%, 74.9%, 72% for release 2, release 17, and release 22 respectively as in Fig. 9(a). Second, the precision values of feature selection scenario are 72.4%, 78%, 73% for release 2, release 17, and release 22 subsequently as in Fig. 9(b). Third, the F-measure values of feature selection scenario are 72%, 76.4%, 73% for release 2, release 17, and release 22 consequently as in Fig. 9(c). Fourth, the ROC values of feature selection scenario are 85.5%, 87%, 85% with respect to release 2, release 17, and release 22 as in Fig. 9(d). The results answer RQ4 by expressing the detection behavior for the releases in the second round of experiments. The sampling techniques, no doubt, tackle the problems of imbalance data inherited in training dataset to consolidate learning methods in estimating the defective classes. The question comes up here; is there any effect of using sampling method on the correlations with the scenarios in the releases.

This study clearly shows the relationship among scenarios to investigate the behavior of releases as discussed earlier in the first experiment. Fig. 10 shows a scattered plot that presents the correlation among the three scenarios in oversampling experiment.

Notably, as shown in Fig. 10, the static product and hybrid scenarios have the highest $R^2$ values of approximately 0.91 and a line slope of 0.96 where the data is almost on the regression line as in first round, this denotes that the features used in the hybrid scenario are also close in the effectiveness to the static product metrics and asserts the value of using code coverage metrics within hybrid scenario. Besides, the feature selection scenario has no relation with other two scenarios; Hybrid scenario in (a) of $R^2$ value is approximately 0.82 and static product scenario in (b) of $R^2$ value is 0.77. Furthermore, the results show that the slopes seem to be ideal to ensure the closeness of relations between scenarios with little differences between Hybrid vs. Feature selection and Static product vs. Feature Selection scenarios. As comparison with first round, the results clearly show that the Hybrid vs. Feature selection correlation has better performance rather than in the first round.
Fig. 10. Correlation coefficient between two different scenarios with sampling: (a) Hybrid vs. Feature selection scenarios; (b) Static vs. Feature Selection scenarios; and, (c) Static vs. Hybrid scenarios.

Several studies [46]–[48] investigate Lucene in order to predict software defects. These studies, however, do not tackle the code coverage features. Instead, they consider only baseline metrics. This paper explores five code coverage metrics over 23 consecutive releases of Lucene in order to emphasize the coverage role of the source code in software defect prediction. With regard to the first experiment, the recall values for the approaches in [46]–[47] are 37.8%, 31.5% respectively, while the recall of the proposed approach is 43%. Also, in respect to the second experiment, the recall of their approach in the study [48] is 64.1%, whereas the recall of the proposed approach is 71.9%. Our results show a noticeable improvement of software defect prediction due to the use of code coverage metrics through considering JUnit testing for all investigated software modules.

This proposed approach differs from the previous approaches [23]–[29] in the literature because it adds code coverage metrics to the past used metrics. The results show the significant role of combining code coverage metrics with static product metrics will improve the accuracy of software defect prediction. Our experiments show that using sampling can attain better prediction because it allows machine learning classifiers to obtain rich information that increases the prediction accuracy as suggested in [49]–[50].

5. Conclusion and Perspectives

This study explored the possibilities to improve software defect prediction. Better prediction of software defects improves overall software quality. Additionally, it facilitates an efficient resource allocation for
software testing. In order to achieve this goal, this research proposed a novel approach that leverages capabilities of code coverage metrics to consolidate the conventional static characteristics of source code. The quality of code coverage enables quantifying the amount of changes that happened to the source code.

In order to validate the proposed approach, four distinct scenarios for software defect prediction have been employed. First scenario maintains static product metrics, second scenario maintains metrics conveying code coverage results while the other two scenarios are built based on aggregation of the metrics obtained by the first two scenarios. Results indicate a significant improvement in the prediction rates due to the consideration of code coverage. Further, it exhibits the superiority of both NB and IBK as machine learning classifiers among thirteen distinct classifiers investigated. Due to imbalanced, an oversampling technique is applied on minority software modules, it significantly improves the prediction of software defects by obtaining two times better recall comparing with the first round of experiment. Finally, across all four used evaluation measures, there is a steady improvement from earlier releases to later ones and the promising results from our evaluation show that our approach can be applied into practice. As a future work, we aim to apply the proposed approach to industrial projects.
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