K-means clustering on quality of radial run out tires
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Abstract. The tire industry entered the era of industrial revolution (IR) 4.0. The process of tire production with electronic transactions produces big data that can be exploited in solving quality problems. Stratification techniques commonly used in big data conditions are less effective in mapping product quality conditions. Data handling and subjectivity in product quality classification are inhibitory factors in exploiting data. K means easy grouping of calculations and implementation can be used to map product quality. Radial runs out tire quality using K-mean clustering and elbow method validation shows that the optimum conditions for clustering the radial quality of exhaust tires are three groups. Each group is related to the construction of tires, i.e. radial outlets located at tread splices, sidewall splices and BEC splices. The priority to improve the quality of radial depletion can be suggested through quality mapping based on the results of K-mean cluster analysis, especially on BEC components. The results of the repairs show that the radial value of running out of tires decreased by 12.5%.
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1. Introduction
The tire industry is one of the industries that supports the advancement of the automotive industry. Tires as in automotive components were played an important role in driving. The function of tires is to hold back the loading of the vehicle, steering the vehicle speed and movements. The result of the study from Lieh [1] was shown that the tires determined the level of comfort while driving.

The tire industry is currently undergoing a change following the 4.0 industrial revolution. The use of information technology e.g. barcode identification, Radio Frequency Identification (RFID) in the production process changes the process conditions significantly Gao et al. [2]. The production process allows the recording of production process transactions to be carried out electronically. Product process records are stored in big data. The massive and lengthy tire production process can generate tens of thousands of transaction data every day. The availability of big data in the production process in the era of the industrial revolution 4.0 has been exploited by many researchers in various ways, including one is the effort to improve product quality. Big data processing, known as data mining, is integrated with existing problem-solving techniques.

Problem solving techniques are very diverse. The most basic problem-solving technique is Plan-Do- Check-Act (PDCA) and it continues to evolve into comprehensive techniques such as Six Sigma. The basic steps in problem solving are the same, which is to map the problem and see the
extent of the difference between the actual situation and the situation it should be. A common technique for mapping problems is data stratification or grouping of quality problem types so that problems from a large scope can be grouped into a simpler scope. This grouping is fundamental to understanding the source of the problem and determining priority corrective actions. Product quality grouping is also very important to look at product quality globally. Stratification techniques on small amounts of data can be done easily and effectively. However, huge number of data (big data) such as the tire manufacturing process is very difficult to do. Obstacles in stratification are huge number of data as well as subjectivity in determining product grouping. Therefore, we need product quality classification methods for efficient and objective big data environment conditions.

To solve the problem of grouping product quality can use grouping techniques. A product grouping method is the grouping of an entity based on process similarities, performance or other factors. Products with a high degree of similarity indicate similarity of product quality and similarity of behavior experienced in the production process. Product integration is needed to understand the mapping of existing quality problems as exemplified by Shankar and Sundararajan [3] in mapping the quality of car engines based on engine torque performance and fuel consumption.

Product quality grouping techniques in the case of tire factory processes that are already based on big data are needed as part to perfect the existing data stratification techniques. This study focuses on the use of grouping techniques in mapping product quality. The object of study is the quality of radial running tires based on radial running tires is tire performance that contributes to driving comfort Kenny [4]. The ultimate goal is to provide a grouping technique that can be used as a support technique for the tire industry in solving quality problems in the industry revolution 4.0 competitions.

2. Literature review

2.1 Radial run out tires

![Splices position](image-url)
Tires are a composite product consisting of several components. Each component has a splices and this contributes to the uniformity of the tires. Therefore, the position of each joint of the tire component is adjusted to a specific position to avoid accumulation and efforts to level the weight of the material in a single tire loop. The position of each material joint can be illustrated in Figure 1.

Radial run out of tires is a measure of how round the tires are from the center. Tire RRO is measured on the inspection machine and reported on the value in millimeter and the location of the highest RRO point. The higher the RRO value, the lower the tire and vice versa the smaller the RRO value, the more round the tire. Meanwhile, the position of the highest point expressed in degrees with zero degrees is the sidewall splices.

2.2 Cluster analysis
Clustering is the grouping of data based on the original level of similarity by maximizing equations within groups and minimizing equations between groups. This technique is used in many areas, such as determining the segmentation of user behavior carried out Abdi and Abolmakarem [5]. The use of quality manufacturing field to classify defect records is done by Chongwatpol [7] or productivity sector by grouping process machines based on their performance Rajesh et al. [6]. There are various methods of grouping and are generally divided into partition, hierarchical, density and grid methods [8]. In partition-K method is the most commonly used method because the calculation is simple, quick to achieve solution and easy to implement [9].

Weaknesses in K-means clustering is that this method is sensitive to data outlier data, determining the number of clusters and handling data that is not globular or convex-shaped clusters that couldn’t find the optimal number [10]. The general procedures to determine the classification of the cluster of K-means method are:

- Determine the value of K at random as the starting point of the cluster
- Calculate the distance between objects with cluster points and data allocation to the nearest cluster point
- Calculate the new average value of the cluster point
- Repeat steps 2 and 3 until the cluster point value does not change

The starting point of a randomly performed cluster determines the accuracy of the cluster result. Research to determine the starting point of a better cluster is done by Zhang and Xia [11] by turning all negative data into positive, sorting and dividing equally according to the number of K. Similarly, performs sorting and division of data Second- two of them show that the grouping process is faster and more effective than random determination. Other values such as medoid are proposed to determine the initial value known as K-medoid as performed by Oktarina et al. [12].

The challenge for the grouping process is to determine the optimal number of K. As stated by Naeem and Wumaier [13], Yuan and Yang [9], Maheswari [14]. They have made several comparisons of K value assessment techniques such as Elbow, Gap Statistics, Silahout Coefficient and Canopy, and others. The results show that each method produces a different optimum K value for each method. Recent research for big data can be assessed using distance between clusters [15]. The elbow method has a better speed in determining the optimal number of clusters, but in certain cases, such as convex clusters, the elbow point is difficult to determine.

3. Methods
This research is conducting through the following stages:

- Data screening should be done before performing cluster analysis since Abdi and Abolmakarem [5] filter data using 3sigma rules before performing cluster analysis.
• Converts RRO data into a vector in an effort to use a tire shape where a 0-degree location equals a 360-degree location.
• Cluster analysis using K method is done in several stages from K value equal to 2 to specific K value. This level is done repeatedly to see the optimal K value with the elbow method.
• Calculate the total error for each cluster value experiment, then evaluate the cluster value and determine the optimal K value.
• Profile the quality of RRO tire products by calculating the average value and standard deviation in each cluster and linking it to the tire structure. From this stage, different treatments can be done in the process so that RRO tire quality problems can be simplified and it is easier to make repairs.

4. Results and discussion
The first step in the data mining process is to clean the data from incomplete data. The initial amount of data for the RRO ban was 5278 sets of data and 4% of the data were incomplete and removed from the data. The next step is to separate the RRO outlier and extreme tire values from the data as these values can affect the accuracy of the data mining prediction classification method. Data allocation of more than 3 standard deviations is excluded from test data using box plot diagrams. Other techniques can also use control charts, e.g. Chongwatpol [7].

Euclidean calculations were used to measure the distance between a data set and a midpoint. This measurement is commonly used by researchers despite having weaknesses in data outliers. By doing pre-screening outliers, Euclidean still produces consistent clusters.

Data transformation is generally done to avoid data with high levels of variation by standardizing it [14]. A more complex transformation is in cluster analysis for text mining data [12] with the aim of standardizing word forms with similar values. In this study, RRO value data transformation was performed to follow the existing product form. Change the value and angle of radial run out (RRO) tire (Figure 2a and Figure 2b). In Figure 2a, if used in cluster analysis, the RRO group at an angle of 0 degrees to 360 degrees will be separated. As for the data that has been changed in Figure 2b, the location of the highest point of the RRO tire follows the shape of the tire so that the group in the area of 0 degrees allows it to be a cluster with clusters at a 360 degree angle. The values of x and y in Figure 2b have a range between 2 and -2. There is no significant difference in value so no further transformation is required. This condition has similar conditions [16].

![Figure 2. Scatter RRO: a) Normal, b) After conversion](image-url)
Determination of the initial value of the cluster center is done by sharing the data equally after compiling. In general, the value of k in the medium dimensional grouping tested is in the range of 3-4 [17] but in studies where the level of multidimensional data, k value test can be tested more than 10 [18]. In this study of RRO quality, the k value test is 2 to 6, which is involving two variables for the clustering process.

The evaluation of the optimal number of clusters is mostly done by researchers, but some studies show that there are differences in the value of optimum clusters in various methods with similar data conditions [13,14]. This raises doubts in choosing cluster values. The elbow assessment method is the simplest and can produce a consistent number of clusters on various amounts of data, therefore this study uses the elbow method to evaluate the optimal number of clusters [19]. The calculation of the sum of error values in each test is as shown in Table 1. The evaluation of the optimal number of clusters based on the elbow method is the number of cluster values with the most difference values and in Table 1 is shown by the number of Clusters 3.

Number of Clusters 3, as in Figure 3, was shown that the RRO data in this concave study are different from Maheswari [14] and Oktarina et al. [12], where the elbow position is not clearly visible. As for the RRO tire grouping, the ideal number of Clusters is 3, and could be used as the default cluster to determine the group of RRO tire quality.

| Number of Cluster | Sum Square Error | Differences on Sum Square Error |
|-------------------|-----------------|-------------------------------|
| 2                 | 2421            | -                             |
| 3                 | 1259            | 1161                          |
| 4                 | 1036            | 223                           |
| 5                 | 841             | 196                           |
| 6                 | 252             | 88                            |

Figure 3. Value of sum square error

The results of grouping with k = 3 and the position in each cluster are as shown in Figure 4. The profile of each cluster has been done to obtain clearer information about the cluster description so that the differences between the clusters can be understood. The finding of cluster differences was comparing cluster values with the specific performance standards or criteria [17,18]. From this
study, they compared the location of the cluster center with the standard tire structure so that it can be found which point is the RRO center of the tire.

The descriptions for each group of RRO tires are shown in Table 3. The center of each cluster on the X and Y axes are as in Table 3. The conversion to RRO angle measurements is 102 degrees, 228 degrees and 328 degrees. This center point is located at the BEC, Tread and Sidewall splices. These three components contribute in influencing the value of RRO compared to other components. The highest average value of RRO is at BEC position 0.98 and standard deviation of 0.34 so that to improve the quality of RRO tires, improvement activities can be focused to improve the quality of BEC components.

![Figure 4. Cluster K=3](image)

| Cluster | Number of Data | Center of Cluster (x, y) | Value of RRO RRO (deg) | Means | Standard Deviation |
|---------|----------------|--------------------------|------------------------|-------|--------------------|
| Cluster 1 | 1505 | (-0.583, -0.655) | 228 | 0.98 | 0.34 |
| Cluster 2 | 2444 | (-0.187, 0.833) | 102 | 0.93 | 0.28 |
| Cluster 3 | 1086 | (0.775, 0.391) | 328 | 0.95 | 0.33 |

In the activity of improving the quality of BEC splices, it is done by reducing the length variation of BEC components and improving the splices method. The effect of improvement can be seen in Table 4 by performing a cluster analysis back to 771 data with the default K = 3 on products that have been increased. Figure 6 shows the cluster results after improvement was made. The center of the cluster shows, before and after the increasing and shows almost the same value. This indicates that the default cluster K = 3 is still consistent, the same results have come out from the study by Putu et al. [19].
**Table 4. The position of cluster RRO after improvement of BEC Components**

| Cluster | Number of Data | Center of Cluster (x, y) | Value of RRO Means RRO (deg) | The position closest to the center of the RRO on the tire structure |
|---------|----------------|--------------------------|-------------------------------|---------------------------------------------------------------|
| Cluster 1 | 169            | (-0.542, -0.599)          | 169                           | 0.86 0.25 Splices of BEC                                     |
| Cluster 2 | 423            | (-0.176, 0.833)           | 102                           | 0.91 0.25 Splices of Tread                                    |
| Cluster 3 | 179            | (0.685, -0.363)           | 326                           | 0.84 0.24 Splices of Sidewall                                  |

**Figure 6. Cluster K=3 after improvement**

The change in mean value in cluster 1 was occurred, 12.5% compared to the mean value before increase. Other cluster points also have the devaluation in mean and it is pointing that BEC is part of the components that interact in a single product.

**5. Conclusions**

From the data analyse and discussion, it can be concluded:

- In performing cluster analysis, it is necessary to converse the data that can describe the condition of the product being studied, in this case for tires, can be done by changing the value and angle of the RRO into a vector value so that the form of data dissemination resembles the actual situation.
- RRO tire cluster analysis can be divided into 3 clusters and closely related to tire structure, especially the three main components, namely BEC, Tread and Sidewall.
- The formed clusters remain consistent even when tested with different sample numbers or at different product periods if the natural condition of the product is the same.

Further study can be done by looking at whether the existing clusters are still consistent and if the tire structure is different because each tire manufacturer has different standards. Cluster analysis as an initial product description can be combined with other methods such as to obtain other factors that cause the quality of RRO.
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