I. INTRODUCTION

Understanding the static and dynamical properties of quantum states is of paramount interest to the physical sciences. One route to enable these studies uses quantum devices and quantum information processing in protocols known as quantum simulation [1]. There are several unique approaches to quantum simulation; from purely digital approaches on universal quantum computers to purely analog approaches using tailor-made quantum devices. Recent work suggests that there are also a number of intermediate paradigms capable of realizing quantum simulation [2,11].

Quantum simulation based on quantum optimal control (QOC) permits one to take advantage of the natural device dynamics and Hilbert space while also enabling the use of digital decomposition methods [11]. In principle, this permits efficient use of coherent resources within quantum hardware. One of the most common applications of QOC is to identify the device controls which realize a desired unitary evolution [12]. Unitary evolution can then be used to preform state preparation, dynamical evolution, or even mitigate errors to improve information extraction [12].

As a leading case study for quantum simulation, topological physics provide a route for both scientific discovery and engineering as well as the validation of quantum devices and simulation protocols. One of the primary drivers of interest in these exotic phases of matter are their potential use within quantum information processing as robust quantum memories [13,14]. Some of these topological phases are well understood via both analytical and numerical methods that may be used for validating quantum simulation while others represent key open problems for the field [14].

Consider the example of one-dimensional symmetry-protected topological (SPT) phases, which exhibit interesting static and dynamical properties that are still under much study [15]. One of these phases, known as the Haldane phase, is realized in chains of interacting spin-1 particles that can be characterized by phenomena such as edge modes, degenerate entanglement spectra, and dilute (or hidden) antiferromagnetic order [16,19]. A number of studies have shown that the latter phenomena, also called string order, can undergo a dynamic process called melting that leads to infinitesimally fast vanishing of string order under symmetry-breaking quantum quenches [19].

Here we test the feasibility of studying string order melting using quantum simulation based on QOC. Our approach considers the simulation performed on superconducting quantum devices composed of coupled transmons operated as three-level (qutrit) systems. Transmon technology has matured significant over the past decade and such devices are currently available in configurations of up to 100 transmons. Notably, these hardware systems are driven by analog control pulses that make them well suited for quantum simulation [20,22]. In modeling the physics of these superconducting transmon devices, we demonstrate that control optimization can determine the local unitary evolutions that generate a symmetry-breaking quantum quench. These results are validated using exact numerical simulation which confirm that feasibility of simulating string order melting in superconducting quantum devices.

The remainder is outlined as follows: In Section I the
phenomena of string order melting is defined and strategies to observe the phenomena are discussed, based on Ref. [19]. In Section [II] we outline our quantum simulation protocol of the quench dynamics and string order measurement. In Section [IV] the device architecture is introduced and aspects of controlling this architecture are discussed. We report a set of optimal controls for this device architecture in Section [V] and validate that these controls enable the study of string order melting in Section [VI]. Finally, we conclude and discuss avenues for future experimental demonstrations in Section [VII].

II. STRING ORDER MELTING

Studying dynamical many-body quantum systems is a classically challenging task because it requires integration of the Schrödinger equation on a Hilbert space which grows exponentially with increasing particle number. This difficulty motivates quantum simulation protocols to be used when studying such phenomena [1]. In this work we propose a quantum simulation protocol to study string order melting analogous to the classical simulations performed by Calvane et al. in Ref. [19] via classical numerical methods.

The simulation of string-order melting requires evolving a quantum state with string order under symmetry-breaking time evolutions and observing the dynamics of string order as a function of string length, time, and direction. One of the best known models with string order is given by the AKLT model, named for Affleck, Kennedy, Lieb, and Tasaki. The AKLT Hamiltonian is defined as [10]

$$\hat{H}_{AKLT} = \sum_{i=1}^{N} P(s_i + s_{i+1} = 2) = \sum_{i=1}^{N} \mathcal{P}_{i,i+1}, \quad (1)$$

where $N$ is the number of spin-1 particles, $s_i$ is the total spin of the particle on site $i$, and $P(s_i + s_{i+1} = 2) = \mathcal{P}_{i,i+1}$ is the projector onto the subspace between two particles $i$ and $i+1$ with total spin equal to two: $s_i + s_{i+1} = 2$.

It was shown that this Hamiltonian has a unique set of ground states corresponding to the the mutual eigenvectors with eigenvalue 0 for all the projectors $\mathcal{P}_{i,i+1}$. These states are known as valence bond solids and are naturally defined by projecting pairs of spin-1/2 particles in a singlet state into the spin-1 triplet subspace formed between singlets [10, 23]. The ground states of the AKLT Hamiltonian are contained within a phase called the Haldane phase which is a symmetry-protected topological phase with string order preserved by certain symmetries [10, 17, 19].

To define string order one first defines an operator

$$\hat{O}_{k,l}^{\alpha} := \hat{S}_k^{\alpha} \prod_{n=k+1}^{l-1} e^{i\pi \hat{S}_n^z} \hat{S}_l^{\alpha} \quad (2)$$

where indices $k,n,l$ are lattice sites and $\hat{S}_i^{\alpha}$ is the spin-1 operator acting on lattice site $i$ which generates rotations around the $\alpha = x,y,z$ axes. The expectation value of $\hat{O}_{k,l}^{\alpha}$ can be used to define an order parameter known as a string order parameter:

$$\mathcal{O}_{\text{string}}^{\alpha}(\psi) = \lim_{|l-k| \to \infty} \langle \psi | \hat{O}_{k,l}^{\alpha} | \psi \rangle. \quad (3)$$

When $\mathcal{O}_{\text{string}}^{\alpha}(\psi) \neq 0$ the system is said to have string order and this order parameter is used to quantify string order melting. As defined in Ref. [19], string order melting refers to the decay of string order in the long-range limit of $|l-k| \to \infty$ at infinitesimal times. This phenomena is in stark contrast to typical Landau theory order parameters which cannot vanish instantly because of the continuity of time evolution [19]. Thus string order melting represents a fascinating class of dynamical quantum physics in which quantum simulators may be particularly useful in studying.

Following Ref. [19], we consider a Hamiltonian under which the AKLT model is quenched to be a modified version of the spin-1 XXZ Hamiltonian:

$$\hat{H}(\lambda, b) = \sum_{i=1}^{N} \left[ \hat{S}_i^x \hat{S}_{i+1}^x + \hat{S}_i^y \hat{S}_{i+1}^y + \lambda \hat{S}_i^z \hat{S}_{i+1}^z \right] + b \sum_{i=1}^{N} \hat{S}_i^x \quad (4)$$

where $\lambda, b$ are two competing energy scales to be parameterized. It is known that for $b = 0$ and $\lambda \leq \lambda_c \approx 1.186$ the ground state of the Hamiltonian is within the Haldane phase, the same phase as the AKLT ground states [24]. The string order found within the Haldane phase is known to be preserved under perturbations invariant to the action of a symmetry group $\mathcal{G}$ [17]

$$\mathcal{G} = \{ 1, e^{i\pi \sum_i \hat{S}_i^x}, e^{i\pi \sum_i \hat{S}_i^y}, e^{i\pi \sum_i \hat{S}_i^z} \}. \quad (5)$$

This symmetry group is a specific representation of the dihedral group $D_2$ and any evolution which is invariant under the action of all elements of $\mathcal{G}$ will preserve string order. The transverse field term $b \sum_{i=1}^{N} \hat{S}_i^x$ in Eq. (4) is not invariant under the action of all elements of $\mathcal{G}$ and therefore will lead to the loss of string order. However, in this case, the perturbation is invariant under the action of subsets of $\mathcal{G}$, which therefore preserves string order in the $x$ direction [19]. The perturbation thus leads to melting of string order in the $z$ and $y$ directions only. We consider the implementation of quantum evolution under Eq. (4).

The simulation proceeds by initially preparing a ground state of the AKLT model on an open chain, evolving the state under Eq. (4) with $\lambda = 0.2$ for a maximum time $T = 2.5$ (here $\hbar = 1$). At discrete time steps spaced by $\delta t = 0.1$, the string order observables $\hat{O}_{k,l}^{\alpha}$ are calculated and the dependence on the length of the operator


III. QUANTUM SIMULATION OF STRING ORDER MELTING

We consider generating dynamics of the Hamiltonian in Eq. (4) with the transverse field strength parameter given as \( b = \Delta m_x \), where \( \Delta b \) is the interval of \( b \) on which we wish to explore quench dynamics and \( n_x \) is an integer that determines the total magnitude of \( b \). This re-parametrization allows us to decompose the global time evolution of the quantum quench into a product of local evolutions via Trotterization [11]. In this work, the time evolution operator can be defined as

\[
U(\lambda, b, T_s) = \exp \left( -\frac{iT_s}{\hbar} H(\lambda, b) \right) = \lim_{q \to \infty} \left( \prod_{i=1}^{N} U_{X,Y,Z}^{i,i+1} \left( \frac{T_s}{q} \right) U_X \left( \frac{T_s}{q} \right)^{n_x} \right)^q ,
\]

where the \( XYZ \) unitary determined by \( \lambda \) is given by

\[
U_{X,Y,Z}^{i,i+1} \left( \frac{T_s}{q} \right) = \exp \left( -\frac{iT_s \Delta b}{q \hbar} \hat{S}_i^z \hat{S}_{i+1}^+ + \hat{S}_i^y \hat{S}_{i+1}^y + \lambda \hat{S}_i^x \hat{S}_{i+1}^x \right) \tag{7}
\]

and the \( X \) field unitary is given by

\[
U_X \left( \frac{T_s}{q} \right) = \exp \left( -\frac{iT_s \Delta b}{q \hbar} \sum_{i=0}^{N} \hat{S}_i^z \right) \tag{8}
\]

\[
= \prod_{i=1}^{N} \exp \left( -\frac{iT_s \Delta b}{q \hbar} \hat{S}_i^z \right).
\]

For the numerical demonstrations below, we consider \( \Delta b = 0.2 \) and \( \lambda = 0.2 \).

By truncating the limit in Eq. (6) one obtains a \( q \)th-order approximation to the global evolution operator. Alternatively, we choose to use another common definition of the Trotter decomposition order given by a step size \( \tau = T_s/q \). In this work we use optimal control methods to determine a set of device controls which generate the individual, local, Trotter evolutions. Then, by composing the local optimal controls in sequence, one is able approximate to the desired global quantum dynamics.

We now show how to measure the string observables. We first introduce our notation for a system of \( N \) spin-1 particles and demonstrate how measurements of the expectation value of the string-order operator can be evaluated. Consider the spin-1 operators \( S^\alpha \) with directional component \( \alpha = x, y, z \). These operators obey the angular momentum commutation relations \( [\hat{S}^\alpha, \hat{S}^\beta] = i \hbar \varepsilon_{\alpha \beta \gamma} \hat{S}^\gamma \), where \( \varepsilon_{\alpha \beta \gamma} \) is the Levi-Civita symbol. The eigenvectors of each local operator are given by \( S^\alpha | s^\alpha \rangle = s | s^\alpha \rangle \) where \( s = 0, \pm 1 \). One can convert from eigenstates of \( S^\beta \) to eigenstates of \( S^\alpha \) via the unitary operator \( \hat{u}^{\alpha,\beta} \) defined as:

\[
\hat{u}^{\alpha,\beta} = \frac{1}{\sqrt{2}} \left( | -\alpha \rangle \left\langle -\beta | + | +\alpha \rangle \left\langle +\beta | \right. \right).
\]

A tensor product of eigenstates with the same component \( \alpha \) can be labeled via a string \( s \) as \( | s^\alpha \rangle = \otimes_{i=1}^{N} | s^\alpha \rangle \), where \( s^\alpha_i \) is the \( i \)th element of the string \( s^\alpha \). Here \( | s^\alpha \rangle \) is a state in the composite Hilbert space of \( N \) spin-1 particles and the set of all states formed by all possible strings \( s \) form a complete orthonormal basis for the composite Hilbert space, i.e., \( \mathcal{I} = \sum_{s} | s^\alpha \rangle \langle s^\alpha | \). Moreover, one can transform between tensor product basis states using \( \hat{U}^{\alpha,\beta} = \otimes_{i=1}^{N} \hat{u}^{\alpha,\beta} \).

\[
| s^\alpha \rangle = \hat{U}^{\alpha,\beta} | s^\beta \rangle = \otimes_{i=1}^{N} \hat{u}^{\alpha,\beta} | s^\beta \rangle \tag{11}
\]

We will now consider the expansion of an expectation value of a string order operator upon a particular direction \( \alpha \) for an arbitrary state \( | \psi \rangle \) (See Appendix A for full derivation)

\[
\langle \psi | \hat{O}_{k,l}^\alpha | \psi \rangle = \langle \psi | \left( \hat{S}^\alpha_0 \prod_{n=k+1}^{l-1} e^{i \varepsilon_{s} \hat{S}_n^z} \hat{S}_l^\alpha \right) | \psi \rangle \tag{12}
\]

\[
= \sum_{s} \left( \sum_{n=k+1}^{l-1} e^{i \varepsilon_{s} \hat{S}_n^z} \right) | s^\alpha \rangle \langle s^\alpha | \hat{U}^{\alpha,\beta} | \psi \rangle^2 \tag{13}
\]

where we have \( \hat{U}^{\alpha,\beta} \) to convert from the \( \hat{S}^\alpha \) basis to the \( \hat{S}^\beta \) basis. This decomposition shows that by applying \( U^{\alpha,\beta} \) after preparing the state \( | \psi \rangle \) permits measurements in the standard \( \hat{S}^z \) basis that are the same as measuring in the \( \hat{S}^\alpha \) basis. Then, when we observe a measurement outcome string \( s \) we can calculate the weights in the sums of Eq. (13). Once we have the weights and the probabilities of measuring a particular string, we can easily estimate \( \langle \psi | \hat{O}_{k,l}^\alpha | \psi \rangle \) on a classical computer. Therefore, to estimate the string order operator expectation value on a device requires implementing \( \hat{U}^{xz} \) and \( \hat{U}^{yz} \). We define \( \hat{U}^{xz} \) and \( \hat{U}^{yz} \) in the standard \( \hat{S}_z \) basis in Eqs. (A5) and (A6), respectively.
IV. DEVICE ARCHITECTURE AND PROBLEM MAPPING

There are a variety of routes to realize quantum simulation of spin-1 systems. One route is to construct tailored quantum devices with spin-1 degrees of freedom, such as cold atoms, trapped ions, or strongly correlated superconducting circuits \[23\,25\,26\]. However such devices have either not been constructed or their construction and control may be infeasible with current technology. Development and engineering of such novel quantum devices would require significant, and potentially unknown, time and cost.

An alternative route is to adapt currently developed quantum hardware to perform the desired simulation, leveraging a tremendous body of work in the understanding and engineering of such devices. There are a number of existing device paradigms which can enable quantum simulation of spin-1 systems via qubit-based digital quantum computing. Unfortunately, there is a distinct overhead in using qubits to model spin-1 systems that will be particularly inconvenient for near- and mid-term realizations. This overhead arises because the local Hilbert space of each spin-1 particle is of dimension three, requiring at least two qubits to represent each spin-1 particle.

To eliminate this overhead it is therefore natural to consider quantum devices in which the basic physical element has local Hilbert space of at least three. One of the leading device paradigms which can satisfy this requirement are superconducting devices based on transmons \[23\]. Each transmon is a nonlinear oscillator and computations can be performed in the low energy subspace of these systems, allowing one to create, in principle, systems of qubits \[23\,24\]. Recently, systems of multiple interacting transmons operated as qutrits have been demonstrated, suggesting a feasible route for enabling quantum simulations of interacting spin-1 systems \[21\].

We choose a mapping of the device-model Hilbert spaces that identifies the eigenstates of the local spin-1 \(z\) operator \(\hat{S}_z\) \((-\rangle, \langle 0), \langle 1)\) with the eigenstates of the local excitation number operator \(\hat{n}\) \((\langle 0), \langle 1), \langle 2)\) of each transmon:

\[
\begin{align*}
-\rangle &\rightarrow |0) \\
|0) &\rightarrow |1) \\
+\rangle &\rightarrow |2).
\end{align*}
\]

This composite Hilbert space formed by a system of \(N\) spin-1 particles can be realized by a system of \(N\) transmons. For all discussions that follow this mapping will be used.

Having selected the basic quantum information element, we now state our assumptions about the device architecture. A variety of superconducting device architectures based on transmons have been developed \[23\] including multiple types of transmons and modalities of transmon interactions. We consider an architecture of tunable-frequency transmons mediated by tunable couplers, as explored previously \[23\,25\,31\]. Similar architectures have been generalized to large devices with more than 50 transmons operating at high fidelity \[20\].

Within this architecture, transmons are modeled as coupled anharmonic (Duffing) oscillators with interactions between transmons mediated by a tunable coupler \[23\,25\,31\]. The effective device Hamiltonian then becomes

\[
H = \sum_{i=1}^{N} \left[ \omega_i \hat{n}_i + \frac{\delta_i}{2} \hat{n}_i (\hat{n}_i - 1) \\
+ \delta \omega_i (t) \hat{n}_i + \varepsilon_i (t)(\hat{a}_i^\dagger + \hat{a}_i) \\
+ \sum_{\langle i,j \rangle} g_{i,j}(t)(\hat{a}_i^\dagger \hat{a}_j + \hat{a}_i \hat{a}_j^\dagger) \right]
\]

where the operators \(\hat{a}_i^\dagger, \hat{a}_i\) are Bosonic creation and annihilation operators, respectively, and \(\hat{n}_i = \hat{a}_i^\dagger \hat{a}_i\) is the Bosonic number operator. The parameters \(\omega_i, \delta_i\) are the idling frequency and anharmonicity of transmon \(i\). The time-dependent functions in Eq. \[15\], are the frequency detunings \(\delta \omega_i (t)\) of each transmon, the local microwave controls are given by \(\varepsilon_i (t)\), and the tunable coupling is given by \(g_{i,j}(t)\). The density and layout of the transmons in a real system depends on a number of practical limitations such as calibration complexity and noise \[20\]. Thus we are considering a one-dimensional chain of spin-1 particles, it suffices to assume that each transmon is connected to at most two neighboring transmons in order to form the needed one dimensional topology. This ensures that the unitaries implemented via optimal controls are local within the device. Additional connections to ancilla transmons may be useful for state preparation or observable measurements but we do not consider these possibilities here.

We consider a general task of embedding a spin-\(s\) particle into the first \(2s+1\) levels of an oscillator. This can be done compactly by defining a map between the eigenvalues \(n\) of the excitation number operator \(\hat{n}\) and the eigenvalues of the spin-\(s\) \(z\) operator \(\hat{S}_z\): \(\hat{S}_z|n\rangle = (n+s)|n\rangle\) for \(n \leq (2s+1)\), where \(\hat{n}|n\rangle = n|n\rangle\) are the eigenvectors of the local excitation number operator.

We define the \(z\) component of the total-spin operator for \(M\) spins as \(\hat{J}_z = \sum_{i=1}^{M} \hat{S}_z^{(i)}\), which satisfies the eigenvalue equation \(\hat{J}_z|m\rangle = m|m\rangle\). Now, we consider the action of \(\hat{J}_z\) on a state with a fixed excitation number \(|\psi\rangle = \otimes_{i=1}^{M} |n_i\rangle\) with \(n_i \leq (2s+1)\):

\[
\hat{J}_z |\psi\rangle = \otimes_{i=1}^{M} \hat{S}_z |n_i\rangle = \otimes_{i=1}^{M} (n_i + s) |n_i\rangle = \left[ \prod_{i=1}^{M} (n_i + s) \right] |\psi\rangle.
\]

In other words, the \(z\) component of total spin of state \(|\psi\rangle\) is \(\prod_{i=1}^{M} (n_i + s)\). Most importantly, we note that the
FIG. 1. Optimal microwave controls for a single transmon that generates the single-site Trotter evolution for the quench dynamics for two different Trotter-step sizes $\tau = 0.1$ and $\tau = 0.01$. (Top panels) The optimal pulse envelopes found via optimal control modulated at the transmon $0 \rightarrow 1$ frequency $\omega_{01}$. The frequency spectrum of these pulses in the lab frame are shown to the right of the time-domain pulses, with key transition frequencies labeled. (Bottom panels) The optimal pulse envelopes modulated at the transmon $1 \rightarrow 2$ transition frequency $\omega_{12}$. The frequency spectrum of these pulses in the lab frame are shown to the right of the time-domain pulses. The solid lines and dashed-dot lines refer to the optimal pulses that generate the Trotter-step unitary Eq. (8) at $\tau = 0.1$ and $\tau = 0.01$, respectively.

The eigenvalue of $\hat{J}_z$ will be the same for every state with the same number of excitations because the eigenvalue $m = \prod_{i=1}^{M} (n_i + s)$ is invariant to permutations of the number of excitations between sites.

Intuitively, this means that all states with a fixed $z$ component of total spin $m$ lie within the subspace spanned by states with a fixed particle number. This is important when considering implementing evolutions which will preserve the $z$ component of total spin, which are common. For example, typical two-local interactions of the form $\hat{S}_+^{(i)} \hat{S}_-^{(j)} + \hat{S}_+^{(j)} \hat{S}_-^{(j)} \propto \hat{S}_z^{(i)} \hat{S}_z^{(j)} + \hat{S}_y^{(i)} \hat{S}_y^{(j)}$ preserve the $z$ component of total spin (as do Heisenberg-type interactions), and, therefore, any action generated by such terms would be constrained to operate within a fixed particle-number block of the oscillator system.

These considerations limit the dynamics for the two-site Trotter step defined in Eq. (7) to a block-diagonal representation of the total particle number basis for the transmon system. Therefore, analog device controls which preserve total particle number are the most natural controls to use to attempt to generate the unitary defined in Eq. (7).

Examining the assumed device Hamiltonian reveals that all the terms in the Hamiltonian except for the microwave control will preserve particle number. Thus we generate the desired two-site Trotter step unitary, Eq. (7), using only transmon frequency and coupling controls. This choice of device controls reduces simulation complexity and potentially reduces the complexity of pulse calibration/characterization because the dynamics during gate operation are constrained to blocks of total particle number.

V. OPTIMAL CONTROL RESULTS

In Section III we outlined a set of four unitary operations to simulate and observe the phenomena of string order melting within a superconducting transmon device. The first two sets of unitaries, Eqs. (7) and (8), simulate the time dynamics of string order melting. The second two, $\hat{U}^{zx}$ (Eq. (A5)) and $\hat{U}^{zy}$ (Eq. (A6)), rotate into the correct basis so that string order information can be extracted from the device.

In this section, we analyze a set of optimized device controls capable of generating these unitaries. We begin by analyzing the unitaries defined on single transmons: Eqs. (8), (A5), and (A6) and then proceed to discuss optimal controls for a two-transmon system which generate Eq. (7). The numerical methods used to generate these controls are detailed in Appendix B.

The Trotter-step unitary for a single-site transverse...
FIG. 2. Optimal microwave controls for a single transmon that generates the rotation operators $\hat{U}_{zx}$ and $\hat{U}_{zy}$, enabling measurement of the string order parameter in the assumed device architecture. (Top panels) The optimal pulse envelopes found via optimal control modulated at the transmon $0\rightarrow 1$ frequency $\omega_{01}$. The frequency spectrum of these pulses in the lab frame are shown to the right of the time-domain pulses, with key transition frequencies labeled. (Bottom panels) The optimal pulse envelopes modulated at the transmon $1\rightarrow 2$ transition frequency $\omega_{12}$. The frequency spectrum of these pulses in the lab frame are shown to the right of the time-domain pulses. The solid lines and dashed-dot lines refer to the optimal pulses that generate the unitaries Eq. (A5) and Eq. (A6).

The next results are for the basis changes needed to measure string order in the transmon system: $\hat{U}_{zx}$ (Eq. (A5)) and $\hat{U}_{zy}$ (Eq. (A6)). The optimal microwave controls which generate both unitaries were defined to be 50 ns and are shown in Fig. 2. In both cases, we observe similar pulse characteristics such as amplitude limits and shifts in the frequency domain around the primary drive frequencies. The primary difference between the pulses is the small phase offset of the $\omega_{01}$ drive and large phase offset of the $\omega_{12}$ drive. The phase of the pulses that generate $\hat{U}_{zx}$ are offset from those that generate $\hat{U}_{zy}$ because the phase of the microwave control pulses selects the axis of rotation in the $x-y$ plane. Another slight difference is the infidelity of the pulses, which is $\approx 3 \times 10^{-6}$ and $\approx 2 \times 10^{-5}$ for $\hat{U}_{zx}$ and $\hat{U}_{zy}$, respectively.

The difference in infidelity is due to different amounts of residual leakage outside of the computational subspace. It can be seen in the power spectrum of the optimal $\omega_{12}$ drive for $\hat{U}_{zy}$ has about an order of magnitude more amplitude on the $\omega_{23}$ transition frequency, contributing more to leakage. Why the optimizer was unable to find a better solution is most likely due to the presence of a local minima in the optimization landscape induced by our pulse constraints [38] and would probably be resolved by more exhaustive numerical searches. However, we do not perform such exhaustive search because these pulses need only be applied once after the state evolution and therefore achieving significantly higher fidelity only negligibly affects the overall simulation accuracy.

For the two-transmon optimal controls, in Fig. 3 we show a set of optimal controls for Trotter-step sizes $\tau = 0.1$ and $\tau = 0.01$ with infidelities (as defined in Eq. (B8)) of $\approx 5 \times 10^{-10}$ and $\approx 1 \times 10^{-10}$, respectively.

From the results shown in Fig. 1 we find that the optimal control pulses for a 50 ns control time have high fidelity for two key reasons: 1) the pulses are well localized in the frequency domain which prevents transitioning population to higher levels and 2) the amplitude of the control pulses are very low, which suppresses the off-resonant excitations.

The field perturbation is defined in Eq. (8) and can be generated by modulating microwave-frequency controls at the transition frequency of the transmon. In Fig. 1 we show a set of optimal pulses at the two main transmon frequencies, $\omega_{01}$ and $\omega_{12}$. These plots compare optimal controls for Trotter-step sizes $\tau = 0.1$ and $\tau = 0.01$ with infidelities (as defined in Eq. (B8)) of $\approx 5 \times 10^{-10}$ and $\approx 1 \times 10^{-10}$, respectively.
FIG. 3. Optimal controls for a two-transmon system that generates the two-site Trotter evolution for the quench dynamics (Eq. 7) for two different Trotter-step sizes $\tau = 0.1$ and $\tau = 0.01$. (Top panels) The optimal coupling controls found via optimal. The frequency spectrum of these pulses in the lab frame are shown to the right of the time-domain pulses. (Middle panels) The optimal detuning controls for transmon 1 found via optimal. The frequency spectrum of these pulses in the lab frame are shown to the right of the time-domain pulses. (Bottom panels) The optimal detuning controls for transmon 2 found via optimal. The frequency spectrum of these pulses in the lab frame are shown to the right of the time-domain pulses. The solid lines and dashed-dot lines refer to the optimal pulses that generate the Trotter-step unitary Eq. 7 at $\tau = 0.1$ and $\tau = 0.01$, respectively.

Overall, the optimal controls we identified meet a number of criteria necessary for implementation in real devices. All of the pulses we found are well within experimental bandwidth limitations and the control amplitudes are also within feasible limits [33, 35, 37]. Moreover, each control pulse requires about 60 parameters to describe via the control ansatz we used (defined in Appendix B); perhaps fewer if a more optimal basis is chosen. This suggests that implementing and calibrating these pulses should be feasible in modern superconducting devices [20, 33, 37, 39].

VI. VALIDATION OF MELTING DYNAMICS WITH OPTIMAL CONTROL

We now present results from numerical simulations to validate that the optimal controls identified enable the simulation of string order melting. We first extract the unitaries generated by the optimal controls in the previous section. For computational convenience, we choose to make a Markovian assumption about the device dynamics, where we neglect population generated outside of the computational subspace. This leads to a non-unitary simulation but we find that the errors introduced by our optimal controls are less than those induced by Trotter error.

First, in Fig. 4 we plot the time dynamics of the string observables for each spatial direction as a function of time and string length for a weak transverse field perturbation.
FIG. 4. Time dynamics of the string observable in different directions $\alpha = x, y, z$ (left to right) for a 6-site AKLT model as a function of string length when $b = 0.2$. The solid lines are exact dynamics generated by numerical diagonalization of the global 6-site quench Hamiltonian, Eq. (4). The markers represent the approximate Trotterized dynamics generated via repeated application of the final-time unitaries identified via optimal control for two different Trotter step sizes $\tau = 0.1$ and $\tau = 0.01$.

FIG. 5. Time dynamics of the $l = 6$ string observable in different directions $\alpha = x, y, z$ (left to right) for a 6-site AKLT model as a function of perturbation strength $b$. The solid lines are exact dynamics generated by numerical diagonalization of the global 6-site quench Hamiltonian, Eq. (4). The markers represent the approximate Trotterized dynamics generated via repeated application of the final-time unitaries identified via optimal control for two different Trotter step sizes $\tau = 0.1$ and $\tau = 0.01$. The single-transmon optimal controls were intended to generate a perturbation of $b = 0.2$, thus to realize $b = 0.2n$ the single-transmon optimal controls are applied $n$ times per Trotter layer.

$b = 0.2$. We observe that there is an initial decrease in the string order parameter in every direction between $t = 0$ and $t = 1$ which is in agreement with Ref. [19] for short strings. Importantly, we observe that the Trotter step of $\tau = 0.1$ is capable of tracking the qualitative dynamics for each observable with only limited quantitative error.

Next, in Fig. 5 we plot the dynamics of the $l = 6$ string order operator in each spatial direction. We observe that for increasing strength of the perturbation increases the rate of string order destruction for $\langle \hat{O}_y(t) \rangle$ and $\langle \hat{O}_z(t) \rangle$ but leads to less destruction of string order for $\langle \hat{O}_x(t) \rangle$. This is understood because the perturbation being applied only partially breaks the protecting symmetry and no string order melting occurs in the $x$ direction. This is, again in qualitative agreement with the observations made in Ref. [19] for small string lengths.

Finally, in Fig. 6 we show the state fidelity as a function of perturbation and for the Trotterized dynamics generated by the optimal controls. As expected, we see that the smaller Trotter-step size yields a lower state fi-
FIG. 6. Time dynamics of state infidelity for a 6-site AKLT state generated by the Trotterized quench dynamics found via optimal control for increasing strengths of the symmetry-breaking perturbation. The two different marker types represent dynamics approximating the true dynamics at two different Trotter step sizes $\tau = 0.1$ and $\tau = 0.01$. Importantly, we observe a non-monotonic change in state fidelity for the larger Trotter step size and a monotonic one for $\tau = 0.01$. This indicates that choosing an optimal Trotter step size for this problem may be difficult, depending on the timescale of dynamics one wishes to observe. Because string order melting is a fast dynamical phenomena a smaller $\tau$ may be better because the accuracy of the simulation as determined by state fidelity seems to change logarithmically at short times.

VII. CONCLUSION

In this work we have presented a path towards quantum simulation of string order dynamics in a superconducting transmon architecture. We have used quantum optimal control to verify that the necessary quantum processes can be implemented and our numerical simulations based on these optimal controls indicate that experimental observation of string order melting should be feasible in the near future. We have fixed the pulse duration for single (50 ns) and two-transmon (100 ns) optimal control simulations but optimal controls with comparable fidelities may exist at smaller control times [41, 42]. Optimal pulses with smaller control times would enable the observation of longer time dynamics within the same device coherence times. Furthermore, quantifying or improving the robustness of controls against noise within the applied field will aide in their implementation [39, 43].

Another challenge is state preparation of the entangled spin-1 states within the Haldane phase, such as the AKLT state. There are a variety of routes to achieve this that may be feasible for near-term devices, for example, variational state preparation and adiabatic or digitized adiabatic evolution [44, 45]. In particular, because the Haldane phase is symmetry-protected topological phase, it can be adiabatically connected to a product state via an evolution that breaks all of the symmetries that protect the phase and therefore can be efficiently prepared via adiabatic methods [17].

Another approach to state preparation that is less efficient, but perhaps complimentary, is to prepare the AKLT state by projecting into the ground-state subspace via a sequence of parity measurements. This can be
achieved by noting that the AKLT Hamiltonian is a sum of Hermitian projectors that can be converted to involu-
tory Hermitian operators. These projections can be im-
plemented by controlled evolution using an ancilla qubit
to perform a type of parity measurement that projects
the state into a subspace where the AKLT state lies. This
non-unitary route to preparing the AKLT state would
also enable direct measurement of the terms within the
Hamiltonian or even a route for dissipative state prepara-
tion [46, 47].

In conclusion, we have shown how quantum simulation
using quantum optimal control offers a unique approach
to study the static and dynamical properties of a model
Hamiltonian. Using numerical simulations, we have con-
firmed that the quantum simulation of dynamical topo-
logical phenomena such as string order melting are fea-
sible in current superconducting devices. This affords
many new opportunities for the implementation and op-
timization of quantum simulations.
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Appendix A: String order parameter measurement

In this section we present the derivation of Eq. (13)
for the expectation value of a string order operator for
an arbitrary state $|\psi\rangle$ in the direction $\alpha$:

$$
\langle \psi | \hat{O}_{z,\alpha}^k | \psi \rangle = \langle \psi | \left( \hat{S}_k^z \left[ \prod_{n=k+1}^{l-1} e^{i\pi s_n^z} \hat{S}_n^z \right] \right) | \psi \rangle = \sum_s \langle \psi | \left( \hat{S}_k^z \left[ \prod_{n=k+1}^{l-1} e^{i\pi s_n^z} \hat{S}_n^z \right] \right) | s^\alpha \rangle \langle s^\alpha | \psi \rangle
$$

$$
= \sum_s \langle \psi | \left( s_k \left[ \prod_{n=k+1}^{l-1} e^{i\pi s_n^z} \right] s_l \right) | s^\alpha \rangle \langle s^\alpha | \psi \rangle = \sum_s \langle \psi | \left( s_k \left[ \prod_{n=k+1}^{l-1} e^{i\pi s_n^z} \right] s_l \right) | s^\alpha \rangle \langle s^\alpha | \psi \rangle
$$

$$
= \sum_s \left( s_k \left[ \prod_{n=k+1}^{l-1} e^{i\pi s_n^z} \right] s_l \right) \langle \psi | U^{z\alpha} U^{z\alpha} | s^\alpha \rangle \langle s^\alpha | U^{z\alpha} U^{z\alpha} | \psi \rangle
$$

$$
= \sum_s \left( s_k \left[ \prod_{n=k+1}^{l-1} e^{i\pi s_n^z} \right] s_l \right) \langle \psi | U^{z\alpha} | s^z \rangle \langle s^z | U^{z\alpha} | \psi \rangle.
$$

Using the definitions of the spin-1 operators and the com-
mutation relations, we express the unitary operators $U^{z,\alpha}$
in the basis of eigenvectors of $\hat{S}^z$:

$$
\hat{U}^{zz} = \frac{1}{2} | - \rangle \left( | + \rangle - \sqrt{2} \langle 0 | + \langle - | \right) + \frac{1}{\sqrt{2}} | 0 \rangle \left( - \langle + | + \langle - | \right) + \frac{1}{2} | + \rangle \left( \langle + | + \sqrt{2} \langle 0 | + \langle - | \right)
$$

$$
\hat{U}^{zy} = \frac{1}{2} | - \rangle \left( - \langle + | + i\sqrt{2} \langle 0 | + \langle - | \right) + \frac{1}{\sqrt{2}} | 0 \rangle \left( \langle + | + \langle - | \right) + \frac{1}{2} | + \rangle \left( - \langle + | - i\sqrt{2} \langle 0 | + \langle - | \right).
$$
Appendix B: Numerical methods

We utilize numerical optimal control techniques to simulate the dynamics generated by Eq. (15) and iteratively optimize the time-dependent device controls to minimize the infidelity of a quantum process using a projector onto the desired computational subspace and $d$ is the dimension of the computational subspace.

Within the GOAT algorithm, each control field $f(t)$ (e.g., $\delta\omega_i(t), \varepsilon_i(t), g_{i,j}(t)$) is decomposed into a (not-necessarily orthonormal) function basis which is parameterized by a set of real numbers – enabling traditional numerical optimization techniques to be used to optimize the device controls.

Here we describe each control field via a functional form which includes both the control parameters to be optimized as well as additional functions which constrain the optimization to a class of practical pulses. For all of our optimizations we describe each control field $f(t)$ (e.g., $\delta\omega_i(t), \varepsilon_i(t), g_{i,j}(t)$) as

$$f(\vec{\alpha}, t) = \Omega(t) \cos(\pi t) S(h(\vec{\alpha}, t))$$

Where we have defined a carrier frequency $\vec{\omega}$, a window function $\Omega(t)$ to ensure that the pulse turns on and off smoothly, a saturation function $S(x)$ to ensure that the optimal pulses stay within a pre-specified amplitude range, and the parameterized function $h(\vec{\alpha}, t)$. The window function is a flat-top cosine defined as

$$\Omega(t) = \begin{cases} \frac{1 - \cos(\pi t/\tau_r)}{2}, & 0 \leq t \leq \tau_r \\ \Omega_m, & \tau_r \leq t \leq (\tau_c - \tau_r) \\ \frac{1 - \cos(\pi(t - \tau_c)/\tau_r)}{2}, & (\tau_c - \tau_r) \leq t \leq \tau_c, \end{cases}$$

where $\tau_c = T_c$ is the total control time, $\Omega_m$ scales the magnitude of the control pulse, and $\tau_r$ is the ramp time, which was chosen to be 0.3$\tau_c$ to reduce spectral leakage [51]. The saturation function is a generalized logistic function defined as

$$S(x) = -B - \frac{2B}{1 - 3 \exp(-\frac{x}{\gamma})}$$

where $B = 0.08$ GHz/2$\pi$ for microwave controls, $B = 0.5$ GHz/2$\pi$ for frequency detuning controls, $B = 0.01$ GHz/2$\pi$ for coupling controls. These parameters were chosen to agree roughly with control limitations currently observed in superconducting transmon devices of the assumed architecture [33, 37]. Finally, we expand each control field as a linear combination of $N$ analytic functions, which we choose to be sinusoidal functions with varying amplitude, frequency, and phase:

$$h(\vec{\alpha}, t) = \sum_{n} \alpha_{n,1} \sin(\alpha_{n,2} t + \alpha_{n,3})$$

where $U_T$ is the target unitary operator we wish to prepare, $U_D(\vec{\alpha}, T_c)$ is the unitary evolution operator for the device with control parameters $\vec{\alpha}$ and control time $T_c$, $P_c$ is a projection onto the desired computational subspace and

$$H_D = \omega_1 \hat{n}_1 + \frac{\delta_1}{2} \hat{n}_1 (\hat{n}_1 - 1) + \varepsilon_1(t) (\hat{a}_1^+ \hat{a}_1)$$

For the two-site Trotter step unitary, we use a two-transmon Hamiltonian derived from Eq. (15) omitting the microwave control lines because the target unitary, Eq. (7), is block-diagonal in the total particle number basis, such that

$$H_D = \omega_1 \hat{n}_1 + \frac{\delta_1}{2} \hat{n}_1 (\hat{n}_1 - 1) + \omega_2 \hat{n}_2 + \frac{\delta_2}{2} \hat{n}_2 (\hat{n}_2 - 1) + \delta \omega_1(t) \hat{n}_1 + \delta \omega_2(t) \hat{n}_2 + g_{1,2}(t)(\hat{a}_1 \hat{a}_2 + \hat{a}_1^+ \hat{a}_2).$$

In both cases, quantum information processing is performed in reference to a pre-calibrated rotating frame associated with the idling frequency of each transmon. This transformation is given by the unitary transform

$$R(t) = \bigotimes_i R_i(t)$$

where $U_D(T_c) = T \exp \left[ -i \frac{1}{\hbar} \int_0^{T_c} d\tau H^R(\tau) \right].$

We then use the Gradient Optimization of Analytic Controls (GOAT) algorithm to evaluate gradients of the objective function with respect to control parameters [49]. Our primary objective function to be minimized is the unitary infidelity of a quantum process using a projector onto the Hilbert-Schmidt inner product $\langle \rho, \rho' \rangle$:

$$g(\vec{\alpha}) = 1 - \frac{1}{d^2} Tr(U_T^* P_c U_D(\vec{\alpha}, T_c) P_c)^2$$

where $\vec{\alpha}$ and $\vec{\beta}$ are the transition frequencies between the transmon levels $|0\rangle \rightarrow |1\rangle$ and $|1\rangle \rightarrow |2\rangle$, respectively. We also assume the
control time for a single qutrit operation is $T_c = 50$ ns. For each channel we set $N = 10$ in Eq. (B12). This means that each of the single-transmon control pulses require optimization of 60 parameters.

For the coupling control and frequency detuning controls we choose a carrier frequency of $\omega = 0$, which places the dynamics within those typically used to generate resonant two-qubit gates on superconducting hardware. We assume a control time of 100 ns for the two-qubit gates on superconducting hardware. We perform optimizations to identify controls that generate the Trotter-step operators (Eqs. (7) and (8)) at two Trotter step sizes: $\tau = 0.1$ and $\tau = 0.01$. We seed the optimization for Trotter step size $\tau = 0.1$ with a random initial guess and $\tau = 0.01$ with the optimal controls obtained for $\tau = 0.1$.

We use experimental hardware parameters for the frequency and anharmonicity of each transmon derived from Ref. [21] in which a system of transmons are used as qutrits. Specifically we define $\omega_1 = 5.634$ GHz/2$\pi$, $\delta_1 = -0.266$ GHz/2$\pi$, $\omega_2 = 5.447$ GHz/2$\pi$, and $\delta_2 = -0.270$ GHz/2$\pi$.

We implement the GOAT algorithm using the programming language Julia and various open-source packages. Our implementation uses the Julia package DifferentialEquations.jl to numerically solve the coupled GOAT equations of motion using a order 5/4 Runge-Kutta method with adaptive time stepping. For the gradient-based control optimization of $\vec{\alpha}$, we use a limited-memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) algorithm with a backtracking line-search method which are implemented in the Optim.jl package and LineSearches.jl package, respectively. We limit each optimization to 2000 iterations of L-BFGS and define a stopping criteria when the infinity-norm of the gradient falls below 1e-9 or the relative change in the objective function is below 1e-8. For further details on the derivations of gradients via the GOAT algorithm we refer the reader to our previous work [11].

Finally, to validate that our resulting optimal controls should enable the observation of string order melting in real superconducting hardware we perform a numerical simulation to observe the dynamics of string order under the optimized controls. Specifically, we compute the dynamics of a 6-site spin-1 system using the resulting optimal controls and compare the results obtained via exact numerical integration of the model. We initialize the system in the AKLT state obtained via diagonalization of the AKLT Hamiltonian Eq. (1). Then, we evolve the state under the exact quench dynamics given by Eq. (1) and compare these with the dynamics generated by two sets of Trotterized dynamics generated via optimal controls for two different Trotter step sizes: $\tau = 0.1$ and $\tau = 0.01$. We then compute the string order operator expectation value and state fidelity to draw our final conclusions.
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