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Abstract—Reliability and determinism of Wi-Fi can be tangibly improved by means of seamless redundancy, to the point of making this technology suitable for industrial environments. As pointed out in recent papers, the most benefits can be achieved when no phenomena can simultaneously affect transmissions on all channels of a redundant link.

In this paper several aspects are analyzed which, if not properly counteracted, may worsen seamless redundancy effectiveness. Effects they cause on communication have been experimentally evaluated in real testbeds, which rely on commercial Wi-Fi devices. Then, practical guidelines are provided, which aim at preventing joint interference through a careful system design. Results show that measured communication quality can be made as good as expected in theory.
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I. INTRODUCTION

The past decade witnessed a dramatic growth of the IEEE 802.11 technology (best known as Wi-Fi) as the standard wireless local area network (WLAN) solution in many application areas, including industrial environments[1]. Notable exceptions are real-time control applications running at the shop-floor, as Wi-Fi is currently deemed unable to satisfy determinism and reliability requirements demanded by time- and safety-critical systems. For this reason, other wireless solutions like WirelessHART[2] are mostly being considered in these scenarios. Nonetheless, a number of proposals have lately appeared which concern the use of Wi-Fi in distributed real-time control systems. For instance, [4] and [5] rely on deterministic overlays placed atop the IEEE 802.11 Medium Access Control (MAC) layer, those in [6], [7], and [8] foresee modifications to either the MAC retransmission scheme or the backoff mechanism, while [9] investigates the use of IEEE 802.11e Quality-of-Service (QoS). Besides the high throughput, the main advantage of Wi-Fi is that it can be interconnected with Ethernet directly at the data-link layer, which means that hybrid wired-wireless networks can be easily set up[10]. Unlike [11], packet losses in wired portions of such systems are typically negligible, and upper bounds can be often enforced on the related transmission delays. This is no longer true for Wi-Fi links, which become the weakest point in the network and negatively affect the overall reliability.

As shown in recent literature, the adoption of seamless redundancy at the data-link layer of wireless networks improves their behavior significantly, under the basic assumption that disturbance and interference on physical channels are statistically independent. In [12] and [13], such a hypothesis was experimentally checked for redundant links based on real Wi-Fi equipment. While tangible improvements were achieved in typical operating conditions, channels were found not to be completely independent. Not surprisingly, this was not due to nearby wireless stations (STA), whose operations were actually uncorrelated, but depended on the design and configuration of the software and hardware modules of redundant stations (RSTA) in the testbeds.

In this paper, the most relevant design aspects that may cause joint and mutual interference among channels in a Redundant Basic Service Set (RBSS), i.e., a Wi-Fi network exploiting seamless redundancy, are identified. Then, suitable guidelines are provided, which can be used when industrial devices, communicating over an RBSS, have to be implemented and deployed, so as to maximize seamless redundancy benefits. With respect to [14], which only reported on preliminary and partial results, this paper offers a comprehensive and structured overview of all main causes of interference. Effects of the network infrastructure and deeper insights on the ways transmissions on air from nearby antennas may affect each other are also included. Moreover, a thorough assessment is made about the residual channel dependence, after such phenomena have been tackled by means of above guidelines.

The paper is organized as follows: Section II provides a quick survey of Wi-Fi seamless redundancy, while Section III describes the experimental setup we employed for evaluating the quality of communication. Sections IV presents a general view of phenomena which may affect transmissions on redundant links, whereas Sections V and VI focus on interference that takes place inside devices and on air, respectively. Performance of a target solution, where all causes of interference have been dealt with properly, is experimentally assessed in Section VII. Finally, Section VIII summarizes practical design guidelines and draws conclusions.

II. RELATED WORK

A number of solutions aimed at improving fault tolerance in Industrial Ethernet networks are based on seamless re-
undancy. For example, in the Parallel Redundancy Protocol (PRP) [15] two copies of each packet are sent by the originator on a pair of distinct, similar networks at the same time. The copy reaching the recipient first is retained, while the late copy is discarded. This approach can be profitably applied to wireless links (in particular, those based on Wi-Fi) in order to improve reliability and timeliness of data exchanges. In fact, the packet loss ratio (PLR) on the redundant link is noticeably lower than on either single physical channel, and also transmission latencies decrease.

Several proposals have appeared in the past few years where seamless redundancy is exploited in specific application scenarios. In [16], a hybrid wired-wireless redundancy scheme was envisaged to improve reliability in electrical substations, while redundant wireless paths were used in [12] for streaming phasor data over Wi-Fi. The IP parallel redundancy protocol (iPRP), introduced in [17], applies the same concepts to geographic networks for use with smart grids. In [18] seamless redundancy was proposed for clock synchronization protocols in WLANs, in order to both increase robustness against packet losses and mitigate the effects of malicious security attacks. In [19], PRP was applied to 4G Long Term Evolution (LTE) cellular networks in the context of railway wireless communications. Finally, in [20] Ultra WideBand (UWB) technology was considered, possibly on redundant channels, as a backup network for avionic systems, in order to reduce cables and weight.

In [21] and [22], an interesting implementation of seamless redundancy applied to IEEE 802.11, explicitly aimed at factory automation, is described. Such an arrangement, which is sketched in Fig. 1 relies on commercial off-the-shelf (COTS) Wi-Fi access points (APs), some of which operate in client mode, and special-purpose PRP devices (RedBoxes). In the following, it will be referred to as PRP over Wi-Fi (PoW). This solution is particularly appealing, as it can be easily employed to provide wireless extensions to industrial networks based on switched Ethernet, like EtherNet/IP and SafetyNET. It is worth noting that, in PoW, packet duplication and deduplication at both ends of a redundant wireless link can also be carried out in software, with significantly lower implementation costs. The Wi-Fi Redundancy (Wi-Red) proposal [23] is quite similar to PoW, but it defines specific duplicate avoidance mechanisms, preliminarily introduced in [24] and [25], which are aimed at reducing network traffic [26] and enhancing the overall system behavior.

As shown in [12] and [13], the most benefits can be obtained from seamless redundancy when phenomena that affect transmissions on distinct physical channels are completely independent. In this case, in fact, the probability that a packet is lost (or that it misses a certain deadline) on the redundant link can be obtained by multiplying the relevant probabilities, evaluated separately on each physical channel. For example, if the PLR on each single channel is 1%, the overall PLR when redundancy is exploited can be as low as 0.01%.

In theory, allocating channels of a redundant link to non-overlapping frequencies is enough to ensure their statistically independent behavior, as sources of interference (nearby STAs) and disturbance (narrowband noise) are uncorrelated. However, as pointed out in [14], achieving true independence also requires a number of practical aspects to be taken into account. Two main factors may worsen the performance of real redundant Wi-Fi networks: the first one is due to a number of protocol functions, and sometimes depends on the specific implementation of software modules of the protocol stack, whereas the second is caused by physical phenomena affecting hardware components, including radio transceivers and antennas. The related interference can occur either inside nodes (in both end devices and network equipment) or on air.

III. EXPERIMENTAL TESTBED

To investigate what aspects affect the quality of communication on redundant links, a simplified testbed was developed, which retains the same features as full-fledged PoW implementations like the one in [21]. Then, an experimental campaign was carried out and the effects of a number of implementation choices were analyzed. The aim is drawing a set of practical guidelines for system designers to maximize benefits achievable with seamless redundancy in Wi-Fi networks. The setup sketched in Fig. 2 is an extension of those described in [13] and [7]. Two identical Wi-Fi adapters are installed in a Linux PC and associated to two identical APs. The APs are in turn connected to the Gigabit Ethernet port of the PC through a switch. Equipment of different brands was used in the experiments, so as to ensure that results do not depend on the behavior of a specific device.

A measurement task running on the PC generates a cyclic stream of packets, and transmits them concurrently on the two channels. The PC acts as both source and destination of packets, which can be set to travel either from Wi-Fi adapters to the Ethernet port or in the opposite direction. Two types of streams can be produced, unicast and multicast: the former is directed from STAs to APs, while the latter flows in the
Depending on the experiment, statistics on either minimum and maximum (worst-case) values (distribution. As a matter of fact, conventional software modules and testbed “out-of-the-box”, i.e., without any specific optimization. More details on the testbed can be found in [13] and [7].

For example, \( M_{11}^{11} \) denotes a unicast stream transmitted on channel 11, whereas \( M_{165}^{165} \) is a multicast stream on channel 165. As typical for process data in industrial applications, packets sent by the measurement task were quite small (the payload was set equal to 50 B). Unless otherwise specified, and to better adhere to the behavior of real-world networks, we left the rate adaptation mechanism enabled in the experiments. Therefore, the modulation and coding scheme, and hence the bit rate, were dynamically selected by the originating STA.

By taking timestamps on every single transmission and reception, the latency experienced by each packet (or, in case of errors, an indication that the packet went lost) can be determined on any channel. Besides transmission on air, latency measured on packet arrival at the Ethernet port, termed end-to-end latency (\( d \)), includes processing times in the PC, forwarding delays in both the AP and the switch, as well as transmission times on Ethernet cables. With the exception of delays introduced by the AP, which are analyzed in Section V-B, all these contributions were confirmed to be negligible. For example, processing times in commercial PCs [27], which constitute the second largest contribution to delays after the AP, are at least one order of magnitude smaller than the transmission latencies we measured. In addition, other timestamps were acquired upon reception of the relevant acknowledgment by each wireless adapter. They include both the interframe space (IFS) and the ACK frame, whose duration can be computed easily. By subtracting these durations from timestamps taken on ACKs, frame arrival times to the APs can be determined. In this way, a second latency can be defined for packets originating from wireless adapters, termed link latency (\( d' \)), which does not include contributions due to the network infrastructure.

All measures are collected at runtime in the main memory of the PC, saved to disk at the end of each experiment, and processed offline to evaluate the quality of communication. Starting from data acquired for each physical channel and by applying PRP rules (i.e., considering the copy of each packet which arrives to destination first), relevant performance indexes can be obtained for the redundant link too. In practice, transmission latencies \( d_i \) and \( d'_i \) for both physical channels and the redundant link were computed for every sample \( i \) concerning a successfully delivered packet in the experiment log file. Typical statistical indexes were evaluated for \( d_i \), e.g., average value and standard deviation (\( \bar{d} \) and \( \sigma_d \)), minimum and maximum (worst-case) values (\( d_{\min} \) and \( d_{\max} \)), and percentiles (e.g., \( d_{99.9} \) and \( d_{99.99} \)), and for \( d'_i \) as well. Depending on the experiment, statistics on either \( d_i \) or \( d'_i \) were used. More details on the testbed can be found in [13] and [7].

IV. CONFIGURATION AND PRELIMINARY OPTIMIZATION

A first set of experiments were carried out by using the testbed “out-of-the-box”, i.e., without any specific optimization. As a matter of fact, conventional software modules and default equipment configuration resulted unsuitable for direct use in industrial applications. In particular, experiments highlighted the presence of interference affecting both channels of the redundant link, thus reducing expected performance.

A. Preliminary Evaluation

Two experiments, each one lasting one week, were performed to analyze the behavior of Wi-Fi seamless redundancy in a default configuration, using unicast and multicast services, respectively. They were considered as the baseline. Transmissions on the redundant link were modeled as a pair of concurrent synchronous streams, sent on channels 1 and 11. The generation period \( T_c \) was set to 100 ms. Fig. 3 summarizes experimental data in two significant intervals. The two topmost timing diagrams (\( M_{11}^{11}, M_{11}^{11} \)) concern the unicast case, whereas those at the bottom (\( M_{11}^{11}, M_{11}^{11} \)) refer to multicast. Each diagram spans over 6 hours of uninterrupted transmissions and shows the end-to-end latency \( d_i \) experienced by packet \( i \) on the related channel. In order to provide as much details as possible about transmissions, lost packets are visualized in the diagrams as negative latency values.

Two distinct interfering phenomena can be observed, which worsen communication determinism by causing packet latencies and losses. The first one is due to the IEEE 802.11 Delivery Traffic Indication Map (DTIM) mechanism, which concerns energy saving. Its observable effects, corresponding to zones in diagrams for multicast streams \( M_{11}^{11} \) and \( M_{11}^{11} \), are at least one order of magnitude smaller than those at the bottom (\( M_{11}^{11}, M_{11}^{11} \)) refer to multicast. Each diagram spans over 6 hours of uninterrupted transmissions and shows the end-to-end latency \( d_i \) experienced by packet \( i \) on the related channel. In order to provide as much details as possible about transmissions, lost packets are visualized in the diagrams as negative latency values.

Two distinct interfering phenomena can be observed, which worsen communication determinism by causing packet latencies and losses. The first one is due to the IEEE 802.11 Delivery Traffic Indication Map (DTIM) mechanism, which concerns energy saving. Its observable effects, corresponding to zones in diagrams for multicast streams \( M_{11}^{11} \) and \( M_{11}^{11} \), where interference is more dense, appear to be randomly distributed, because DTIM is activated when a STA that can enter the power-save state associates with the AP. In our
experiments, since no authentication was required for the Basic Service Sets (BSS), any such STA entering the BSS range (e.g., mobile phones) might accidentally set DTIM on. Since this mechanism only affects multicast traffic, experimental results for unicast streams $M^u_{1}$ and $M^u_{11}$ did not exhibit this behavior. DTIM is analyzed in detail in Section IV-B. The second phenomenon is periodic and noticeably less intense than DTIM. However, it affected both multicast and unicast transmissions for the whole experiment. Investigations allowed us to conclude that it is due to a software module, running in the originating RSTA, which carries out a number of non-trivial functions, such as managing association/reassociation of the STAs with the AP and migration between adjacent BSSs (roaming). More details on this aspect are provided in Section V-A.

B. DTIM mechanism

According to the IEEE 802.11 standard, the DTIM mechanism is activated when at least one STA associated to the BSS enters the power-save mode. To ensure that all STAs are awake at the time the AP sends the multicast packets, they are buffered inside the AP and sent at specific time instants. The AP notifies the awakening time to the STAs by means of the beacon frame, which is cyclically sent by the AP every $T_{beac}$ (the typical value is 102.4 ms) and received by all STAs. Buffered multicast packets are sent out by the AP cyclically, with a period equal to $T_{beac} \cdot p$. The value $p$ is a configurable parameter of the AP (as $T_{beac}$), and allows to set the sleeping period of the STAs. The value $c$ is read by STAs to know how many beacons have still to elapse before the AP sends the buffered packets. The value $c$ is decreased by 1 by the AP on every beacon frame transmission and re-initialized to $c = p - 1$ every time it reaches value 0. In particular, $c = 0$ means that multicast packets transmission will follow the current beacon. Operation of the DTIM mechanism is summarized in Fig. 4.

1) Effects of DTIM on communication: End-to-end latencies and losses of two multicast streams $M^m_{1}$ and $M^m_{11}$ have been logged during an additional experiment lasting one hour. To provide higher resolution, packets were generated by the measurement task every $T_e = 10$ ms. Experimental data, concerning a time interval where DTIM was active, are shown in Fig. 5 with timing diagrams 5-A and 5-B providing two different zoom levels. Latencies varied between $\sim 15$ ms and $\sim 115$ ms, according to a saw-tooth law whose period is about 100 ms. This behavior is compatible with the DTIM mechanism: multicast packets, sent on the Ethernet port, reach the switch and then the AP, where they are buffered until the next beacon. At the time of beacon transmission, a number of packets equal to about $T_{beac}/T_e (\sim 10$ in our experiment) are queued in the AP. They are sent on air back-to-back just after the beacon frame, and this results in close arrival times (typically, consecutive received packets are spaced by less than 1 ms), whereas their transmission times are displaced by $T_e$. This explains the shape of diagram 5-B and why, between adjacent beacons, latency decreases by $\sim 9$ ms per sample. DTIM may significantly worsen determinism of multicast packet streams. When it is active, their measured transmission latencies suffered from a jitter that, when $p = 1$, is as high as one hundred ms, and grows linearly for higher $p$ values. This is hardly acceptable in real-time industrial applications. Even worse, the probability that both channels of a redundant link are affected by DTIM at the same time is not negligible (see, e.g., bottom diagrams in Fig. 5). As a consequence, effectiveness of seamless redundancy may be severely impaired.

2) Possible remedies to DTIM issues: A first, trivial rule to improve communication quality on the redundant link is to improve the performance of each physical channel separately. In particular, a simple remedy to circumvent the DTIM problem is to hide the Service Set Identifier (SSID), a string embedded in beacon frames that identifies the BSS. In this way, STAs not belonging to the control system are prevented from unintentionally associating with the AP. Unfortunately, this method only provides loose guarantees: in fact, a number of security attacks are known which target Wi-Fi networks configured this way. A better and safer approach relies on the use of authentication. Currently, the de facto standard is IEEE 802.11i, which standardizes the security protocol popularly known as Wi-Fi Protected Access II (WPA2). By using WPA2, STAs not involved in the control network cannot authenticate with the AP, hence preventing DTIM interference. Of course, only authentication is mandatory to avoid DTIM effects. However, since security attacks on industrial traffic may lead to harmful consequences, encryption is highly recommended. In [14], experiments were carried out for measuring to what extent latencies $d_i$ are practically affected by WPA2 when using recent commercial adapters. Results show that minimum and mean values ($d_{min}$ and $d$) were only marginally larger than the time interval, the difference being in the order of a few $\mu$s. Worsening was slightly higher in terms of percentiles, but still negligible if compared to latency values. Hence, it can
be safely assumed that the overhead introduced for encryption is mostly irrelevant in the light of the benefits, which justifies the use of WPA2 to prevent unwanted DTIM effects.

V. INTERFERENCE INSIDE DEVICES

Even when channels are set to operate on distinct frequencies (hence making frame transmissions on air totally independent, in theory), other sources of interference may affect communications in a joint fashion. This is because redundant transmission paths are not completely disjoint, but include overlapping portions located inside devices. In general, interference in the communication hardware (physical and MAC layers) is negligible, as wireless adapters are replicated and operate independently. However, a small amount of residual interference still exists, because operations involved in packet transmission and reception are (in part) managed in software by the same hardware components, that is, CPU, memory (RAM), and system bus (e.g., PCIe).

Exploiting concurrent tasks on multi-core CPUs may lessen this problem. Moreover, when fast CPUs are employed, as in modern PCs, this interference only causes short additional delays and jitters (in the order of few tens μs). For this reason, these contributions have not been considered explicitly in the remaining part of this paper. The same is no longer true when APs are taken into account, as they are usually based on embedded microcontrollers characterized by lower performance. Hence, internal interference in APs can affect the quality of communication much more than in the PC.

Besides the hardware components shared between redundant paths, software tasks may also cause non-negligible joint interference, when they repeatedly act on wireless adapters at the same time, e.g., to carry out management activities. A significant example of such a kind of behavior is described in the following section.

A. Internal interference due to network management services

To achieve independence between channels in a redundant link, wireless adapters should never be engaged in concurrent activities triggered by tasks other than the originator and recipient of packets. Unfortunately, this condition may occasionally occur in real systems. For instance, Linux includes a network manager (NM) service, which periodically scans all wireless channels to discover nearby BSSs (from a practical viewpoint, it looks for APs the STA may connect to). Similar services are foreseen in most other operating systems as well. The NM service is essential to ensure an adequate level of reliability. In fact, it allows STAs to reconnect to the AP when, because of disturbance conditions lasting long enough, they get disassociated. Moreover, NM also supports mobility between BSSs, hence achieving larger coverage areas. The ability to automatically reconnect STAs is practically mandatory in automation systems, to avoid situations where communications are permanently broken and human intervention is required. On the contrary, mobility is needed only in specific industrial scenarios, when movements of STAs may exceed the coverage area of a single BSS, e.g., in the case of automated guided vehicles (AGV) and drones.

Periodic channel scanning, carried out by NM for all Wi-Fi adapters installed in the device, causes non-negligible performance degradation, as experimental results in Fig. 3 clearly highlight. In fact, while this task is in progress, application data cannot be sent and not even received. This implies that packets to be transmitted are temporarily buffered, and sent on air only when scanning is concluded. Unavoidably, this introduces delays for each single adapter.

In systems exploiting seamless redundancy, this issue can be prevented by purposely displacing in time the NM operations on different channels. Unfortunately, our experiments showed that, in conventional platforms like Linux PCs, scanning on different adapters took place at the same time. This makes interference on channels no longer independent, and worsens the communication quality of the redundant link consequently.

To evaluate NM effects, two experiments were performed, where the DTIM issue was prevented, by configuring the adapters to operate on channels 1 and 11, and using both unicast ($M^1_{u}$, $M^{11}_{u}$) and multicast ($M^1_m$, $M^{11}_m$) streams. Each experiment lasted one hour and, in both cases, $T_c = 10$ ms. Fig. 6 shows end-to-end latencies and losses for the adapter tuned on channel 1. Timing diagrams in the upper part of the figure concern unicast frames, while those in the lower part are about multicast. Results for the second adapter are similar, and hence they are not shown in the figure.

1) Unicast transmission: Diagram 6-A (top-left) refers to a 10-minute-wide interval. Periodic interference, in the form of peaks of transmission latency $d_k$, appeared every two minutes for the whole duration of the experiment. They are due to the NM service running in the PC. Diagram 6-B (top-middle) shows a single scan performed by NM across all channels. Its duration, measured between the outermost peaks, is $\sim 3$ s (308 packets are affected). It includes 13 peaks, corresponding to the probe operations NM carried out on each one of the 13 channels legally allowed for Wi-Fi in Europe, according to the European Telecommunications Standards Institute (ETSI) regulations [28]. Finally, diagram 6-C (top-right) shows an expanded view of a single peak, and depicts the effects of a specific probing operation.

When NM tunes the RF module of the adapter used to transmit stream $M^1_{u}$ on a new channel (e.g., 5), the measurement task temporarily loses its ability to send the related packets, which are temporarily buffered in the STA’s adapter. If the number of packets generated during NM activity exceeds the transmission buffer capacity, some packets may be possibly discarded. As soon as NM switches the RF module back to channel 1 and re-enables communication, buffered packets are sent on air, in the same order as they were queued. Probing in diagram 6-C affected 6 consecutive packets: the “older” packet suffers from the largest latency ($\sim 60$ ms), and delays decrease on each following packet by about $T_c (10$ ms) minus the time to transmit one frame on air, which in our setup was in the order of one hundred μs. Not all peaks in diagram 6-B have exactly the same height, because the generation process of $M^1_{u}$ and the activation interval of NM are not synchronized.

2) Multicast transmission: Results for multicast packets are similar to the unicast case, with some peculiar differences due to the fact that, in our setup, they flow from APs to...
the STAs. When NM is active, packets are dropped because the RF module in the STA is listening to a different channel. Unlike the unicast case, where this issue is counteracted by the AP using retransmissions, no retry is carried out for multicast frames as they are unconfirmed. As for the baseline case, in diagrams 6-D, 6-E, and 6-F, dropped packets are represented as negative latency values.

Diagram 6-E concerns a complete scan of all channels. Only 7 peaks are observed instead of 13: this is because, before switching the RF module frequency, NM temporarily activates the DTIM mechanism in the AP, in an attempt not to lose received multicast packets. This causes packets, generated by the measurement task in a time interval comprising scans on several channels (two, in the case of diagram 6-F), to be buffered by the AP and sent immediately after a beacon. For this reason the height of peaks in diagrams referred to multicast streams is about twice the unicast case. The last peak is shorter (∼60 ms) because only one channel is concerned. Although the particular shape of diagrams depends on the specific implementation of NM in Linux, similar amounts of interference are nevertheless expected in different operating systems to carry out the related functionality.

3) Possible remedies to NM interference: Although a network scanning service has to be mandatorily implemented in IEEE 802.11, scanning sequences are not typically triggered automatically by the adapter, but are invoked on demand by the NM. Disabling NM [29] is the easiest solution to avoid above described issues. This has been done in all experiments reported in the remaining part of this paper, so that results are not affected by NM interference. However, the NM service is fundamental for industrial Wi-Fi networks, where a permanent loss of connectivity cannot be tolerated. In fact, when a STA experiences a disconnection from the AP, it is unable to reassociate without the NM intervention. Both sides of a wireless link (STA and AP) may force a disconnection, if no communication takes place for a certain lapse of time. This condition occurs frequently for mobile nodes (i.e., those allowed to migrate to areas covered by other APs), but it may also happen for unmovable nodes (including those whose movements are confined inside the coverage area of a single AP), due, e.g., to prolonged interference or disturbance on air. Solutions other than disabling NM are thus needed.

If properly exploited, network redundancy can offer tangible advantages for NM operations. In particular, it can lessen the impact this service has on data transfers, as well as the likelihood that all channels become disconnected at the same time. To this aim, specific NM implementations, tailored to such application contexts, have to be developed, which take into account their specific characteristics and, in particular, whether devices are unmovable or mobile. Channel scanning is not strictly required for unmovable STAs, in which case network parameters can be configured statically. As an alternative, the discovery procedure can be executed only once, at network startup. In both cases, NM has only to monitor the STA connection state, and reassociate to the same AP in the shortest possible time when a disconnection occurs.

When mobility is required, NM has to periodically scan all channels involved in the redundant link to acquire information about nearby APs. Importantly, this operation must never be carried out on the two adapters at the same time. In a similar way, when a device wishes/needs to migrate to another AP, NM has to carry out reassociation on one channel at a time. Only when this operation is concluded on one adapter, it can be started on the other adapter too. This ensures that, during migration, communication is neverinterrupted. A number of heuristics can be devised to manage roaming, aimed at deciding timings and the channel order used for migration, based on information provided by the MAC, e.g., the signal-to-noise ratio or the PLR on each channel. These peculiar aspects fall outside the scope of this paper and are left for future investigations.

B. Internal interference in network equipment

As shown in Fig. 2, the simplest way to set up an infrastructure RBSS is deploying a pair of APs (configuration 2APs). As an alternative, a single simultaneous dual-band AP (an AP provided with two radio blocks and two MAC entities, operating on distinct channels at the same time) can be used.
configuration IAP). This permits the roles of the two APs in Fig. 2 to be functionally merged in the same device. Unlike RSTAs implemented on PCs, where the code of the protocol stack is often available, and can be customized to cope with phenomena causing joint interference on redundant paths, AP firmware is seldom accessible, especially for COTS devices.

To evaluate the effects of internal interference in the network equipment, we configured a single AP (NETGEAR WAC120) to operate simultaneously on channel 1 in the 2.4 GHz band and 165 in the 5 GHz band. A cyclic unicast traffic ($M_{u}^{c1}$, $M_{u}^{165}$) with period $T_{c} = 100$ ms and directed to the AP was generated by the PC. The experiment lasted 6 hours and results are reported in the top rows of Table I, labeled IAP (clearly, end-to-end latencies were considered). The very same experiment was repeated using one AP per channel (two identical NETGEAR WAC120 were employed in this case). Results are included in the second set of rows, labeled 2APs.

1) Forwarding delays: $M_{u}^{c1}$ statistical indexes are similar in the two experiments, and the same holds for $M_{u}^{165}$. Differences were due in part to the fact that the wireless medium is not stationary (i.e., channel characteristics change over time). Main causes are disturbance (caused by electromagnetic noise, moving objects, multipath fading, attenuation, etc.) and interfering traffic generated by nearby Wi-Fi networks, both of which are out of the experimenter’s control. For the IAP configuration, only 0.18% of the packets arrived first on channel 1, which causes statistical indexes of stream $M_{u}^{c1:165}$ (which models the redundant link) to be almost the same as for channel 165 (see second and third lines of Table I).

Fig. 7 shows the complementary cumulative distribution functions (CCDF), measured in experiments IAP and 2APs, for both channels 1 and 165. Overall, latencies in the 2.4 GHz band are worse than in the 5 GHz band, mostly because of the higher interference on air. More in detail, the CCDFs of $d^{-1}$ (plot on the left) are roughly the same for the two experiments. Instead, the CCDF of $d^{165}$ (plot on the right) in IAP is shifted to the right by $\sim 40 \mu s$ with respect to 2APs, likely because of the additional overhead for managing operations in both bands. Thus, when a single AP is employed, the time taken to forward packets received on the 5 GHz band increases, on average, by the same amount, which directly worsens seamless redundancy performance. This is also confirmed by mean latency values on channel 165 ($d^{165}$), equal to 0.346 $\mu s$ and 0.304 $\mu s$ for configurations IAP and 2APs, respectively.

2) Joint interference: A more serious phenomenon that affects seamless redundancy is shown in the timing diagrams in the upper part of Fig. 8. As can be seen, some internal activity is cyclically executed in our APs every 10 s, which interferes with packet forwarding. Packets reaching a busy AP suffer from additional delays that, in the worst case, can be as long as 20 ms. If the same AP manages both wireless networks (IAP), this interference always occurs at the same time on both channels (see diagrams $8-A$), hence affecting the redundant link to the same extent. Conversely, interference seldom occurs in a joint manner when two distinct APs are employed (2APs), since their operation is not coordinated (see diagrams $8-B$, where peaks are displaced in time).

Statistical dependence can be better analyzed by means of the scatter plots in the bottom part of Fig. 8, where each point represents a packet and its XY coordinates correspond to latencies $d^{165}$ and $d^{c1}$ experienced on channels 165 and 1, respectively. Most packets suffer from negligible delays, and the related points fall close to the plot origin. As plot $8-D$ shows, in the 2APs configuration several points are placed near the X and Y axes. This is because $d^{165}$ and $d^{c1}$ are

![Fig. 7. CCDF of end-to-end latencies on channels 1 ($d^{-1}$) and 165 ($d^{165}$).](image)

![Fig. 8. End-to-end transmission latency on channels 1 ($d^{-1}$) and 165 ($d^{165}$), shown using timing diagrams (top) and scatter plots (bottom), for IAP and 2APs configurations.](image)

### Table I

| Exp. | Stream | $d$ | $\sigma_d$ | $d_{99.9}$ | $d_{99.99}$ | $d_{\max}$ | PLR [%] |
|------|--------|-----|-----------|------------|-------------|------------|--------|
| IAP  | $M_{u}^{c1}$ | 1.267 | 1.685 | 20.064 | 27.775 | 41.044 | 0.0005 |
|      | $M_{u}^{165}$ | 0.346 | 1.179 | 18.639 | 20.425 | 21.466 | 0.0 |
|      | $M_{u}^{c1:165}$ | 0.346 | 1.179 | 18.639 | 20.425 | 21.466 | 0.0 |
| 2APs | $M_{u}^{c1}$ | 1.236 | 1.730 | 20.071 | 27.483 | 40.939 | 0.0005 |
|      | $M_{u}^{165}$ | 0.304 | 1.173 | 18.457 | 20.241 | 20.430 | 0.0 |
|      | $M_{u}^{c1:165}$ | 0.210 | 0.133 | 2.077 | 5.110 | 10.839 | 0.0 |
independent and, as shown in diagrams 8-B, time intervals where interference occurs seldom overlap, since the time bases in the two APs are not synchronized. Points lying near the identity line (X = Y) in plot 8-C, which concerns the IAP configuration, correspond to packets that experienced similar, non-negligible delays on both channels (i.e., when \(d^1_{\text{M}} \approx d^1_{\text{I}}\)). They confirm the presence of joint interference, which delays the copies of the same packet by the same amount of time on both channels. When this behavior is prevented, as in the 2APs case, statistical indexes about the latency on the redundant link improve noticeably. For example, as shown in Table 1, the 99.9 and 99.99 percentiles decrease from 18.639 and 20.425 ms in the IAP configuration to 2.077 and 5.110 ms for the 2APs configuration, respectively.

3) Possible remedies to AP internal interference: The above examples put into evidence some aspects, due to infrastructure network equipment, which might impair the effectiveness of seamless redundancy. An obvious suggestion is that, in (soft) real-time applications, devices have to be properly characterized before their actual deployment. Unfortunately, this can result in a complex task and takes significant time and effort. A slightly more expensive alternative is relying on distinct APs to reduce the common parts of redundant paths, so that the likelihood that interfering phenomena affect all copies of the same packet decreases.

VI. INTERFERENCE ON AIR

Experiments with real devices revealed that another kind of interference exists for physical channels, which could affect frame transmissions on air. An in-depth analysis highlighted that a residual statistical dependence was caused by the relative positions of antennas which, when placed close to one another, induced a phenomenon known as Adjacent Channels Interference (ACI) [30]. In our setup, wireless adapters were fastened to two PCIe slots of the same PC, so that antennas were located a couple of centimeters apart. This condition is not so unrealistic, since real industrial devices are typically provided with small-sized enclosures, and antennas can not always be separated by means of cables.

A. Evaluation of Adjacent Channel Interference

To evaluate ACI, experiments based on unicast traffic were carried out using the setup with two APs of Fig. 2, after NM interference in the PC was prevented. Link latencies \(d'\) measured on ACK arrivals were considered. The packet loss ratio was determined both on the PC’s Ethernet port (PLR) and by counting packets for which no confirmation (ACK frame) was received by Wi-Fi adapters (PLR'). Since ACK is not returned for lost frames, PLR' \(\geq\) PLR. However, in typical operating conditions, the likelihood that, for a given packet transmission, all the related ACK frames are corrupted is very low, and so PLR' \(\approx\) PLR. To make results clearer, we disabled MAC layer retransmissions (i.e., we relied on one-shot acknowledged frames) and selected a fixed 54 Mbit/s bit rate.

In the following, the two physical channels are conventionally referred to as channel-under-test (M), on which measurements about packets were collected, and interfering channel (I), while the related adapters are denoted STA\(_M\) and STA\(_I\), respectively. STA\(_M\) was set to channel 165 in the 5 GHz band, while the operating frequency of STA\(_I\) was varied. Packets were repeatedly transmitted on M by the measurement task with period \(T_s = 100\) ms. On every second packet on M, a similar packet was also sent on I. The sequence of packets on M, defined as \(\{m^1, m^2, m^3, m^4, \ldots\}\), consists of two distinct subsets, namely, \(\{X\} = \{m^1, m^3, m^5, \ldots\}\), which contains packets sent only on the channel-under-test, and \(\{Y\} = \{m^2, m^4, \ldots\}\), which includes those packets concurrently sent on both channels. Interleaving simplex and duplex streams allows to reliably compare ACI effects in almost the same environmental conditions, despite the wireless spectrum varies unpredictably over time. Statistics on experimental samples in the two sets were compared to determine the impact of ACI on latencies and losses.

B. ACI Effects on Seamless Redundancy

Not all ACI effects on packet transmission can be easily predicted, because some of them depend on very specific behaviors of the physical layer. Generally speaking, interfering frames sent on non-overlapping adjacent channels by nearby antennas may interact with the Clear Channel Assessment (CCA) mechanism in such a way that the originator could wrongly sense the channel as busy, even when it is idle. More rarely, they might even corrupt ongoing frame receptions. Two relevant (although not exhaustive) examples of cross-channel interaction, we termed frame delaying and ACK frame collision, have been experimentally analyzed.

1) Frame delaying: To make this phenomenon more apparent, transmissions on I were set to occur slightly in advance (10 \(\mu s\)) with respect to the corresponding ones on M. This situation is sketched in the topmost diagram of Fig. 2. When a request is issued for a frame transmission on M, STA\(_M\) finds the channel busy, due to the ongoing transmission on I. As soon as STA\(_M\) senses the channel idle, it waits for a DIFS and the following backoff before starting transmission on air. As a consequence, frame transmission on M is postponed by the duration of the frame on I plus a DIFS and the random backoff selected by STA\(_M\). Interestingly, channel M is sensed idle by STA\(_M\) upon completion of the interfering data frame, and not the related ACK, because the latter comes from the AP, which is located some meters apart from the PC.
TABLE II
ADJACENT CHANNEL INTERFERENCE BY VARYING THE INTERFERING CHANNEL: FRAME DELAYING AND ACK FRAME COLLISION EFFECTS.

Frame delaying cross-channel interaction (transmissions on channel M delayed by 10 μs)

| Ch. M | d′ | σ′ | d′ min | d′ 99 | d′ 99.9 | σ′ M | σ′ 99 | PLR′ | PLR |
|-------|----|----|-------|-------|--------|------|------|------|------|
| 165   | 0.265 | 0.645 | 0.059 | 0.176 | 0.536 | 0.526 | 5.728 | 0.089 | 0.089 |
| 165   | 0.246 | 0.536 | 0.060 | 0.177 | 0.372 | 0.560 | 5.913 | 0.056 | 0.056 |
| 165   | 0.088 | 0.128 | 0.057 | 0.070 | 0.240 | 0.266 | 4.801 | 0.050 | 0.050 |
| 165   | 0.113 | 0.349 | 0.058 | 0.069 | 0.257 | 0.507 | 5.311 | 0.028 | 0.017 |
| 165   | 0.073 | 0.057 | 0.059 | 0.070 | 0.085 | 0.274 | 0.546 | 0.011 | 0.011 |
| 165   | 0.070 | 0.013 | 0.066 | 0.069 | 0.085 | 0.319 | 5.248 | 0.022 | 0.022 |
| 165   | 0.070 | 0.013 | 0.066 | 0.069 | 0.085 | 0.319 | 5.248 | 0.022 | 0.022 |

ACK frame collision cross-channel interaction (transmissions on channel I delayed by 10 μs)

| Ch. M | d′ | σ′ | d′ min | d′ 99 | d′ 99.9 | σ′ M | σ′ 99 | PLR′ | PLR |
|-------|----|----|-------|-------|--------|------|------|------|------|
| 165   | 0.069 | 0.035 | 0.060 | 0.068 | 0.075 | 0.355 | 4.902 | 0.334 | 0.012 |
| 165   | 0.070 | 0.011 | 0.058 | 0.069 | 0.077 | 0.251 | 1.484 | 0.192 | 0.014 |
| 165   | 0.069 | 0.135 | 0.058 | 0.068 | 0.075 | 0.244 | 44.425 | 0.007 | 0.007 |

Fig. 10. CCDF and PDF of measured link latencies for experiment (a) in Table III (channel 165 vs. 161) to highlight the frame delaying effect.

The experiment consisted in a number of trials, each one lasting one hour, carried out by changing the interfering channel I (161, 157, 153, 149, 48, and 36 in the 5 GHz band, and 1 in the 2.4 GHz band). This permitted to evaluate how much the channel-under-test (165) is affected by ACI due to channel I vs. the offset between channel frequencies. Results are reported in the upper part of Table III where each row concerns a trial. Results clearly show that ACI effects appear, to varying degrees, for almost all channels in the 5 GHz band.

The closer the channels are, the more the latency increases. For example, when I is set to channel 161, the average link latency $d_{\text{A}}^\text{M}$ for packets on M in the A set is 0.265 ms, much larger than in the $\overline{A}$ set, where $d_{\text{A}}^\text{M} = 0.070$ ms. Even bigger differences between the two sets can be evinced from percentiles. The CCDF and the probability density function (PDF) of link latencies $d_{\text{A}}^\text{M}$ and $d_{\text{A}}^\overline{M}$ for this specific experiment are reported in Fig. 10. They show two important facts: first, the CCDF changed sensibly because of ACI, with a tangible increase in latencies; second, the PDF reveals that, as expected, the majority of the packets in the A set are delayed by the backoff interval, whose effects correspond to the peaks in the zoomed area.

ACI effects gradually decrease when the frequency offset between channels M and I increases, and disappear completely when I is set to operate on a different band (2.4 GHz).

2) ACK frame collision: To better highlight the ACK frame collision issue, transmission requests on I were delayed by 10 μs with respect to M. The interaction between frames sent on the two channels is exemplified in the lower time diagram of Fig. 9. In particular, STA1 senses the channel busy and defers its transmission (situation is specular with respect to the previous experiment). After one DIFS plus the backoff interval, computed from the end of the data frame on I, a copy of the same packet is also sent on I. If, depending on the random backoff selected by STA1, frame transmission on I overlaps with the ACK frame on M, reception of the latter by STA M might sometimes fail because of proximity of antennas.

Results of experiments are reported in the lower part of Table III. As expected, transmission latencies on M are unaffected. Conversely, ACI directly worsens PLR′ (but not PLR). In fact, because of missed ACK reception, STA23 is wrongly led to believe that the packet was not correctly delivered to the AP, which in turn triggers a retransmission attempt. However, since in the experiments we disabled automatic retransmission, a discrepancy appears concerning the transmission outcomes as seen on the originating and recipient sides. For the $\overline{A}$ set, the values of PLR and PLR′ are practically identical. Instead, when frequencies of channels are close, for the A set there is a sensible increase of the number of dropped ACK frames (PLR′ = 0.334% vs. PLR = 0.012%). Once again, this phenomenon completely disappears when channels are set to...
operate on different bands.

3) Possible remedies to ACI: In the above experiments, transmission times on M and I were displaced by ±10 µs in order to always induce either frame delaying or ACK frame collision phenomena. In seamless redundancy implementations where packets are queued in the adapters of the originator at the same time, a mix of the above phenomena (plus, possibly, others) may take place, which worsens both latencies and losses. Variability of the related effects drastically increases due to retransmissions and rate adaptation techniques, which are typically enabled in real-world networks. As a consequence, to increase predictability and performance of seamless redundancy, ACI has to be prevented by setting redundant adapters on widely spaced channels or, even better, on different bands. Alternatively, transmissions on redundant physical channels by the same RSTA must be adequately displaced in time, so as not to overlap.

VII. PERFORMANCE OF OPTIMIZED REDUNDANT LINKS

A final experimental campaign was performed after all the guidelines described in the previous sections were applied to the testbed. Its aim is evaluating benefits that optimizations provide on seamless redundancy performance, by making communication paths practically independent. In detail:

1) DTIM effects were prevented for multicast traffic,
2) the NM service was disabled in the PC,
3) two distinct APs were used as network infrastructure, and,
4) channels were set to operate on different bands.

Experiments were carried out both at Night and by Day, and lasted 10 hours each. Two packet streams $M^{10}$ and $M^{165}$ were sent on channels 1 and 165, respectively, and generation period was set to $T_e = 100$ ms. Since no STAs were found on channel 165, besides those involved in the experiments (in the PC and the AP), load conditions on the two channels were pretty much unbalanced. This is the worst operating condition for links based on seamless redundancy, because the resulting communication quality tends to approach that of the best physical channel. For this reason, besides the No Load condition, we also defined the Low Load and High Load conditions, for which additional traffic was purposely injected on channel 165. Both interfering loads are based on packet bursts, where packets with 1500 B payload size are generated every 400 µs. The number of packets in a burst and the gap between consecutive bursts are modeled according to exponential distributions, with mean values 300 packets and 200 ms, respectively. The difference between Low Load and High Load conditions lies in the number of interfering nodes, i.e., 1 and 3, respectively.

A. Quality of Communication on the Redundant Link

Both unicast and multicast traffics were taken into account. In the former case, we evaluated statistics on both the end-to-end latency $d$ and generation $d'$ obtained from ACK frame reception on wireless adapters. For multicast traffic, only results about end-to-end latency $d$ are available, because this kind of traffic is not confirmed.

1) Unicast transmission: Results are summarized in Table III. As expected, tangible improvements were achieved by seamless redundancy in all experimental conditions and for every statistical index. As an example, for the High Load–Day condition, percentile $d'_{99.9}$ decreased by about one order of magnitude compared to single channels. Slightly lower advantages were achieved when individual channels were highly unbalanced, as in the No Load–Day condition.

Statistics on the end-to-end latency $d$ (left side of the table) mostly concern the point of view of applications. Think, e.g., to the communication quality perceived by a device (wireless sensor, AGV, drone, etc.) that communicates on air, by means of redundant APs, with a programmable logic controller (PLC) connected to the wired backbone. In this case, results are biased by the characteristics of the specific APs used in the experiments. For example, in our setup, every 10 s each AP causes an additional delay on frame forwarding.
between the wireless and wired segments, which may exceed 20 ms (see Section V-B). The maximum latency recorded for single channels over all experiments was 814.861 ms, which significantly decreases to 27.041 ms for the redundant link.

Instead, statistics on the link latency $d'$ (right side of the table) do not depend in any way from APs. Hence, results are more accurate when evaluating the redundant link alone. Surprisingly, the worst-case latency results are more accurate when evaluating the redundant link (see Section V-B). The maximum latency recorded for the redundant link was 0.982 ms, which means that a later ACK frame will be used for calculating $d'$, thus making it possibly larger than $d$.

2) Multicast transmission: Experimental conditions are the same as for unicast packets. Results, reported in Table IV, show that the number of multicast packets lost on physical channels is much larger than in the unicast case. In fact, they are unconfirmed, and hence the retransmission mechanism cannot be exploited by the MAC layer to improve reliability. While improvements provided by seamless redundancy on latency are not as good as for unicast transmissions, a dramatic reduction can be seen on the number of losses. For instance, in the High Load–Day condition, only 1.658 % of the packets were lost on the redundant link, while losses on individual channels amounted to 9.398 % and 17.940 %, respectively.

Remarkably, the worst-case latency on the redundant link may sometimes coincide with physical channels. For instance, in the High Load–Night condition, it is the same as channel 1, that is 133.312 ms. This situation was explicitly checked, and corresponds to a packet that suffered from the maximum delay on channel 1 and went lost on channel 165.

B. Assessment of Independence between Paths

To perform such an assessment we exploited the property that, when two events (either delays or losses) are statistically independent, their joint probability equals the product of individual probabilities.

1) Unicast transmission: In order to evaluate the effectiveness of guidelines to reduce dependence between channels, CCDFs can be considered [13]. If paths are independent, the CCDF of latencies measured on the redundant link can be theoretically estimated from those of individual channels (CCDF-1 and CCDF-165) by means of Eq. (7) in [13], i.e.,

$$\text{CCDF}_{d'} = \frac{1}{\text{CCDF}_{165} \cdot (1-\text{CCDF}_{165})} \cdot \frac{1}{\text{CCDF}_{1} \cdot (1-\text{CCDF}_{1})} \cdot \frac{\text{PLR}_{1} \cdot \text{PLR}_{165}}{(1-\text{PLR}_{1}) \cdot (1-\text{PLR}_{165})}.$$ 

where CCDF is the estimated CCDF.

As an example, for two specific experiments, identified in Table III with labels (b) and (c), the measured CCDF of link latencies $d'$ on the redundant link is reported in Fig. 11 along with its theoretical estimate. Since they practically coincide, paths can be considered independent. In other words, the communication quality offered in practice by seamless redundancy is the same as what can be expected from theory, and can be modeled with excellent approximation using statistics acquired on individual Wi-Fi channels.

2) Multicast transmission: Quantity PLR in Table IV is the estimated packet loss ratio, which in case channels are statistically independent can be obtained by multiplying their measured PLRs, i.e., $\text{PLR}_{1} \cdot \text{PLR}_{165}$. As can be noted from results, the assumption of independence between paths reasonably holds for all the considered conditions. In fact, estimated and measured PLR values were always similar, the only exception being the No Load–Night condition, which is statistically unreliable because very few packets went lost. Similarity between estimated and measured results, not reported here for space reasons, also holds for CCDFs of latencies for multicast packets.

VIII. CONCLUSIONS

Seamless redundancy according to PRP can be adopted to tangibly improve communication quality in Wi-Fi networks.
However, to obtain the performance boost one may expect from theory, care has to be taken so that concurrent transmissions on physical paths of the same redundant link do not suffer from either joint or mutual interference.

In this paper, several phenomena have been considered that, if not properly addressed, may impair effectiveness of seamless redundancy. They depend on aspects such as management activities performed in network equipment and end nodes, which may cause joint interference, antenna placement, which could lead to mutual interference on air between adjacent channels, and mechanisms like DTIM, which indirectly affect redundancy. To practically analyze the effects of such phenomena on communication quality in redundant wireless network implementations, a thorough experimental campaign was carried out in a real setup, consisting of conventional Linux PCs and COTS Wi-Fi equipment.

Experiments enabled us to define suitable countermeasures. From a practical viewpoint, the following guidelines should be followed when designing a networked control system communicating on redundant Wi-Fi links:

1) Mechanisms to support power saving in IEEE 802.11 battery-powered devices (e.g., DTIM) may severely interfere with timely delivery of multicast packets. To prevent this behavior, devices not belonging to the control system, like mobiles, should not be allowed to accidentally associate to the AP. This should be preferably obtained by enabling authentication and, possibly, encryption (e.g., WPA2). Although relevant, this aspect does not specifically concern redundant communications.

2) Software modules typically exist in end-nodes, which may jointly affect transmissions on all paths of the redundant link. As far as possible, this has to be prevented. A relevant example is the network manager (NM), which is used to cope with device (re)association to the AP. Disabling NM is usually not tolerable, as reliability would be severely compromised. A viable solution is to modify the NM code (or to rewrite it from scratch), so that channel scanning is never carried out concurrently on redundant adapters.

3) Joint interference caused by internal processing in network equipment (e.g., the AP) has to be prevented as well. Unfortunately, bringing modifications to the AP firmware is typically a quite complex task (and, sometimes, not possible at all). In the case of commercial APs, interference can typically be mitigated by using a pair of distinct devices in place of a single simultaneous dual-band AP.

4) RF modules may cause mutual interference between channels, when antennas are located too close to each other. In such conditions, adjacent channel interference (ACI) may occur, which prevents carrier sensing from operating correctly and affects communication on both paths at the same time. To prevent ACI, proper frequency selection is needed. While channels should be preferably chosen in distinct frequency bands (2.4 GHz and 5 GHz), widely-spaced channels in the 5 GHz band may also be used.

Experimental evidences we collected confirm that the above guidelines make Wi-Fi channels statistically independent, to the point that communication quality on the redundant link matches the theoretical figures with very good approximation. Results, obtained from real testbeds configured in this way, fully support this claim. Of course, several other minor aspects can be also considered, concerning both the protocol and its implementation. They will be the subject of our future work.
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