**Optimizing local Hamiltonians for the best metrological performance**
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We discuss efficient methods to optimize the metrological performance over local Hamiltonians in a bipartite quantum system. For a given quantum state, our methods find the best local Hamiltonian for which the state outperforms separable states the most from the point of view of quantum metrology. We show that this problem can be reduced to maximize the quantum Fisher information over a certain set of Hamiltonians. We present the quantum Fisher information in a bilinear form and maximize it by iterating a see-saw, in which each step is based on semidefinite programming. We also solve the problem with the method of moments that works very well for smaller systems. We consider a number of other problems in quantum information theory that can be solved in a similar manner. For instance, we determine the bound entangled quantum states that maximally violate the Computable Cross Norm-Realignment (CNNR) criterion.
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I. INTRODUCTION

Quantum entanglement is at the heart of quantum physics and several quantum information processing applications [1–4]. It also plays a central role in quantum metrology. It is known that interparticle entanglement is needed to overcome the shot-noise limit of the precision in parameter estimation in a linear interferometer [5]. It has also been shown that the larger the achieved precision in parameter estimation with a multiparticle system, the larger the depth of entanglement the state must posses [6, 7]. However, not all entangled states are useful for metrology [8].

At this point, several important questions arise. First, how could we find the quantum state within a given set of states that overcomes the most the performance of separable states for a given Hamiltonian? Efficient iterative methods have been presented for this task for various situations [9–12]. A variational technique for efficiently searching in the high-dimensional space of quantum states was also applied for a similar task [13].

Another relevant question is how we could find the optimal Hamiltonian for a given quantum state. In the qubit case, it has been studied how to optimize the metrological performance for local Hamiltonians that are all Pauli spin matrices rotated by some unitary [8]. In this case, the best metrological performance achievable by separable states is a constant independent of the Hamiltonian. Any state that has a better metrological performance than that must be entangled.

The problem of the metrological performance of a bipartite state of qudits with a dimension larger than two is more complicated. In this case, the local Hamiltonians cannot be transformed into each other by local unitaries, and the best metrological performance achievable by separable states depends on the Hamiltonian. The metrological gain can be used in this case to characterize the quantum advantage of the system, which is defined as the ratio of the quantum Fisher information and the maximum of the quantum Fisher information over separable states maximized over local Hamiltonians [14]. The metrological gain is convex in the state, and it cannot decrease if additional copies or ancilla systems are added [14]. Note that the quantum Fisher information can be compared to other bounds that are state dependent. This way one can also get quantities that are positive only if the state is entangled [15–17].

In this paper, we examine the optimization problem above in a great depth. We elaborate the point that local Hamiltonians with meaningful constraints form a convex set. Thus, we have to maximize the metrological gain over a convex set of local Hamiltonians. We find several algorithms to maximize the metrological gain. The first method is based on maximizing a quadratic form using a see-saw over a bilinear expression, and its computational costs are minimal. We present other algorithms that need quadratic programming with quadratic constraints and relaxations. Such methods work for small systems. We test the methods and compare them to each other. We list a number of similar problems that can be solved in an analogous way, such as maximization of norms over a convex set.

Our work has a relation to resource theories, in which the quantum Fisher information can be used to identify quantum resources [18, 19]. Indeed, quantum Fisher information can be ideal to characterize quantum systems realized in Noisy Intermediate-Scale Quantum Applications [20]. For a resource theory, we need to identify a convex set of free quantum states and a set of free operations. In our case, the free states are the separable states and the free operations include the local unitary operations. We can use the robustness of metrological usefulness defined in Ref. [11] to quantify our
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resource. It asks the question, how much noise can be added to the state such that it is not useful any more metrologically. In this paper, we will examine another measure, the metrological gain mentioned above.

Our work is also related to recent efforts to solve various problems of numerical optimization in quantum metrology including multiparameter estimation [21–26]. While several methods optimize over the precision of the parameter estimation and allow for a noisy dynamics, we restrict ourselves to maximize the quantum Fisher information and consider unitary dynamics.

Finally, our work is relevant for the field that attempts to find a quantum advantage in experiments [27–30]. The bound entangled states are detected as entangled by the CCNR criterion [34, 35]. Some of the bound entangled states are detected as entangled by the CCNR criterion [34, 35].

Our paper is organized as follows. In Sec. II, we review the basic notions of entanglement theory and quantum metrology. In Sec. III we discuss, how our optimization problem can be viewed as maximization over a convex set of Hamiltonians. We review the notion of metrological gain. In Sec. IV, we present various methods to optimize the quantum Fisher information over a local Hamiltonian. In Sec. V, we consider optimization problems in quantum information that can be solved in a similar way. For instance, we determine the bound entangled quantum states that maximally violate the Computable Cross Norm–Realignment (CNNR) criterion for entanglement detection [34, 35].

II. BACKGROUND

In this section, we review entanglement theory and quantum metrology.

A. Entanglement theory

In this section, we summarize basic notions of entanglement theory [1, 2]. A bipartite quantum state is called separable if it can be written as mixture of product states as [36]

$$\rho_{\text{sep}} = \sum_k p_k \rho_1^{(k)} \otimes \rho_2^{(k)},$$

(1)

where $p_k$ are probabilities. If a quantum state cannot be decomposed as in Eq. (1), then the state is entangled.

Deciding whether a quantum state is entangled is a hard task in general. However, there are some necessary conditions for separability, that are easy to test. If these conditions are violated then the state is entangled.

One of the most important conditions of this type is the condition based on the positivity of the partial transpose (PPT). For a bipartite density matrix given as

$$\rho = \sum_{kl, mn} \rho_{kl, mn} |k\rangle \langle l| \otimes |m\rangle \langle n|$$

(2)

the partial transpose according to first subsystem is defined by exchanging subscripts $k$ and $l$ as

$$\rho^{T_1} = \sum_{kl, mn} \rho_{kl, mn} |k\rangle \langle l| \otimes |m\rangle \langle n|. $$

(3)

It has been shown that for separable quantum states [37, 38]

$$\rho^{T_1} \geq 0$$

(4)

holds. Thus, if $\rho^{T_1}$ has a negative eigenvalue then the quantum state is entangled. For $2 \times 2$ and $2 \times 3$ systems, the PPT condition detects all entangled states [38]. For systems of size $3 \times 3$ and larger, there are PPT entangled states [39, 40]. They are also quantum states that are called bound entangled since their entanglement cannot be distilled to singlet states with local operations and classical communication (LOCC). Some of the bound entangled states are detected as entangled by the CCNR criterion [34, 35].

B. Quantum metrology

In this section, we summarize basic notions of quantum metrology.

The metrological precision in estimating $\theta$ in a unitary dynamics

$$U_\theta = \exp(-i H \theta)$$

is bounded by the Cramér-Rao bound [41–51]

$$(\Delta \theta)^2 \geq \frac{1}{\nu \mathcal{F}_Q[\rho, H]},$$

(6)

where $\nu$ is the number of independent repetitions, $\rho$ is the density matrix we use for quantum metrology and $H$ is the Hamiltonian of the evolution. Let us consider a density matrix with the following eigendecomposition

$$\rho = \sum_k \lambda_k |k\rangle \langle k|.$$ 

(7)

Then, the quantum Fisher information is defined as [41–45]

$$\mathcal{F}_Q[\rho, H] = \sum_{k,l} Q_{kl}^2 |H_{kl}|^2,$$

(8)

where the constant coefficient is given as

$$Q_{kl} := \sqrt{2} \frac{(\lambda_k - \lambda_l)^2}{\lambda_k + \lambda_l},$$

(9)

and the matrix element of the Hamiltonian in the basis of the eigenvectors of the density matrix is given as

$$H_{kl} = \langle k| H |l\rangle.$$ 

(10)

The quantum Fisher information in Eq. (8) can be further written as

$$\mathcal{F}_Q[\rho, H] = \sum_{kl} Q_{kl}^2 \left(|H_{kl}^*|^2 + |H_{kl}|^2 \right),$$

(11)
where the superscripts "r" and "i" denote the real and imaginary parts, respectively.

It is useful to stress the basic properties of the quantum Fisher information, namely, that it is convex in the state, and

$$\mathcal{F}_Q[\rho, H] \leq 4(\Delta H)^2,$$

where for pure states there is an equality in Eq. (12).

Finally, there is an important inequality for the quantum Fisher information, namely, that it is convex in the state, and such Hamiltonians appear most typically in quantum metrology. Thus, we will restrict the optimization for such Hamiltonians given as

$$\mathcal{H} = H_1 \otimes \mathbb{I}_2 + \mathbb{I}_1 \otimes H_2,$$

where $H_\alpha$ are single-subsystem operators. In the rest of the paper, $\mathcal{H}$ will denote such local Hamiltonians. Moreover, we will use $\mathcal{L}$ to denote the set of local Hamiltonians.

Second, we have to note that for the quantum Fisher information

$$\mathcal{F}_Q[\rho, cH] = |c|^2 \mathcal{F}_Q[\rho, H]$$

holds, where $c$ is some constant. Thus, it is easy to improve the metrological performance of any Hamiltonian by multiplying it by a constant factor. In order to obtain a meaningful optimization problem, we have to consider a formulation of such a problem where such a “trick” cannot be used to increase the quantum Fisher information to infinity. One option could be to divide the quantum Fisher information with the square of some norm or seminorm of the Hamiltonian, for which

$$||cH|| = |c| \cdot ||H||.$$

In principle, the Hilbert-Schmidt norm

$$||X||_{HS} = \sqrt{\text{Tr}(XX^\dagger)}$$

could be used for the normalization. Arguably, it is natural to compare the metrological performance of a state to the best performance of separable states. We divide the quantum Fisher information of the state by the maximum quantum Fisher information achievable by separable states given as for some $\mathcal{H} \in \mathcal{L}$ as [11, 55]

$$\mathcal{F}_Q^{(sep)}(\mathcal{H}) = \sum_{n=1,2} [\sigma_{\max}(H_n) - \sigma_{\min}(H_n)]^2,$$

where $\sigma_{\max}(X)$ and $\sigma_{\min}(X)$ denotes the maximal and minimal eigenvalues of $X$. Simple algebra shows that [56, 57]

$$\mathcal{F}_Q[\rho, X] \leq \delta^2(X).$$

### III. Basic Notions for Optimizing the Metrological Performance

When maximizing the quantum metrological performance over a Hamiltonian, we have to consider two important issues.

First, not all Hamiltonians are easy to realize. In particular, local Hamiltonians are much easier to realize than Hamiltonians with an interaction term, and such Hamiltonians appear most typically in quantum metrology. Thus, we will restrict the optimization for such Hamiltonians given as

$$\mathcal{H} = H_1 \otimes \mathbb{I}_2 + \mathbb{I}_1 \otimes H_2,$$

where $H_\alpha$ are single-subsystem operators. In the rest of the paper, $\mathcal{H}$ will denote such local Hamiltonians. Moreover, we will use $\mathcal{L}$ to denote the set of local Hamiltonians.

Second, we have to note that for the quantum Fisher information

$$\mathcal{F}_Q[\rho, cH] = |c|^2 \mathcal{F}_Q[\rho, H]$$

holds, where $c$ is some constant. Thus, it is easy to improve the metrological performance of any Hamiltonian by multiplying it by a constant factor. In order to obtain a meaningful optimization problem, we have to consider a formulation of such a problem where such a “trick” cannot be used to increase the quantum Fisher information to infinity. One option could be to divide the quantum Fisher information with the square of some norm or seminorm of the Hamiltonian, for which

$$||cH|| = |c| \cdot ||H||.$$

In principle, the Hilbert-Schmidt norm

$$||X||_{HS} = \sqrt{\text{Tr}(XX^\dagger)}$$

could be used for the normalization. Arguably, it is natural to compare the metrological performance of a state to the best performance of separable states. We divide the quantum Fisher information of the state by the maximum quantum Fisher information achievable by separable states given as for some $\mathcal{H} \in \mathcal{L}$ as [11, 55]

$$\mathcal{F}_Q^{(sep)}(\mathcal{H}) = \sum_{n=1,2} [\sigma_{\max}(H_n) - \sigma_{\min}(H_n)]^2,$$

where $\sigma_{\max}(X)$ and $\sigma_{\min}(X)$ denotes the maximal and minimal eigenvalues of $X$. Simple algebra shows that [56, 57]

$$\mathcal{F}_Q[\rho, X] \leq \delta^2(X).$$

### A. Seminorm for local Hamiltonians

Let us now present the details of our arguments. We will examine some properties of Eq. (26). Let us consider first the quantity

$$\delta(X) = \sigma_{\max}(X) - \sigma_{\min}(X),$$

where $\sigma_{\min}(X)$ and $\sigma_{\max}(X)$ denote the smallest and largest eigenvalues of $X$. Simple algebra shows that [56, 57]
With Eq. (27), the maximum of the quantum Fisher information for separable states, $F_{Q}^{\text{(sep)}}(\mathcal{H})$, can be expressed as

$$F_{Q}^{\text{(sep)}}(\mathcal{H}) \equiv \delta^2(H_1) + \delta^2(H_2).$$

(29)

Next, let us prove some important properties of $\delta(X)$. **Observation 1.** We know that $\delta(X)$ is a seminorm. While this is shown in Ref. [56], for completeness and since the steps of the proof will be needed later, we present a brief argument to prove it.

**Proof.** We need the well-known fact that for Hermitian matrices $A$ and $B$

$$\sigma_{\max}(A + B) \leq \sigma_{\max}(A) + \sigma_{\max}(B),$$

$$\sigma_{\min}(A + B) \geq \sigma_{\min}(A) + \sigma_{\min}(B),$$

holds. Based on these, we will now show that $\delta(X)$ has all the properties of a seminorm [58, 59]. (1) Subadditivity or the triangle inequality holds since

$$\delta(A + B) \leq \delta(A) + \delta(B)$$

(31) for all $A, B$ based on Eq. (30). (2) Absolute homogeneity holds since

$$\delta(cX) = |c|\delta(X)$$

(32) for all $c$ and $X$. (3) Non-negativity holds since $\delta(X) \geq 0$ holds for all $X$. If $X$ is a zero matrix then $\delta(X) = 0$. However, $\delta(X) = 0$ does not imply that $X$ is a zero matrix, thus $\delta(X)$ is not a norm, only a seminorm [58, 59].

Next, let us prove some important properties of the maximal quantum Fisher information for separable states.

**Observation 2.** The expression

$$\sqrt{F_{Q}^{\text{(sep)}}(\mathcal{H})}$$

(33)

is a seminorm for $\mathcal{H} \in \mathcal{L}$.

**Proof.** (i) Let us consider a local Hamiltonian that is the sum of two local Hamiltonians

$$\mathcal{H} = \mathcal{H}' + \mathcal{H}'',$$

(34)

where the two local Hamiltonians are given as

$$\mathcal{H}' = H_{1}' \otimes I_2 + I_1 \otimes H_{2}'$$

$$\mathcal{H}'' = H_{1}'' \otimes I_2 + I_1 \otimes H_{2}''.$$  

(35)

Then, the following series of inequalities prove the subadditivity property

$$\sqrt{\delta^2(H_1' + H_2') + \delta^2(H_1'' + H_2'')} \leq \sqrt{\delta^2(H_1') + \delta^2(H_1'')} + \sqrt{\delta^2(H_2') + \delta^2(H_2'')}$$

(36)

The first inequality in Eq. (36) is due to the subadditivity of $\delta(X)$ and the monotonicity of $\sqrt{x^2 + y^2}$ in $x$ and $y$. The second inequality is due to the subadditivity of $\sqrt{x^2 + y^2}$.

(ii) Absolute homogeneity,

$$\sqrt{F_{Q}^{\text{(sep)}}(c\mathcal{H})} = |c| \sqrt{F_{Q}^{\text{se}}}$$

(37)

for any real $c$ follows directly from its expression with $\delta(H_n).$

(iii) Non-negativity is trivial.

Note that $F_{Q}^{\text{(sep)}}(\mathcal{H}) = 0$ holds if and only if $\mathcal{H} = cI$, where $c$ is a real constant. Thus, in a certain sense, $F_{Q}^{\text{se}}(\mathcal{H}' - \mathcal{H}'')$ plays a role of distance between local Hamiltonians $\mathcal{H}'$ and $\mathcal{H}''$ such that the distance is zero if $\mathcal{H}' - \mathcal{H}''$ is the identity times some constant. In this case, the two matrices are not identical, but from the point of view of quantum metrology they act the same way.

Let us see some consequences of the observation. As any seminorm, $\sqrt{F_{Q}^{\text{se}}(\mathcal{H})}$ is convex in the local Hamiltonian.

Due to that, $F_{Q}^{\text{se}}(\mathcal{H})$ is also convex.

**B. Metrological gain**

Based on these ideas, we define the metrological gain for a given local Hamiltonian $\mathcal{H} \in \mathcal{L}$ and for a given quantum state as [14]

$$g_{\mathcal{H}}(\varrho) = \frac{F_{Q}[\varrho, \mathcal{H}]}{F_{Q}^{\text{se}}(\mathcal{H})}.$$  

(38)

In Eq. (38), we normalize the quantum Fisher information with a square of a seminorm of local Hamiltonians. Then, we would like to obtain

$$g(\varrho) = \max_{\mathcal{H} \in \mathcal{L}} g_{\mathcal{H}}(\varrho).$$

(39)

Maximizing $g_{\mathcal{H}}$ over $\mathcal{H}$ is difficult since both the numerator and denominator depend on $\mathcal{H}$. Let us consider a subset of Hamiltonians of the type Eq. (22) such that

$$\sigma_{\min}(H_n) = -c_n,$$

$$\sigma_{\max}(H_n) = +c_n$$

(40)

for $n = 1, 2$. Then,

$$F_{Q}^{\text{se}}(\mathcal{H}) = 4(c_1^2 + c_2^2).$$

(41)

We can define the metrological gain for Hamiltonians that fulfill Eq. (40) as

$$g_{c_1, c_2}(\varrho) = \max_{\mathcal{H} \in \mathcal{L}_{c_1, c_2}} \frac{F_{Q}[\varrho, \mathcal{H}]}{4(c_1^2 + c_2^2)},$$

(42)

where we call $\mathcal{L}_{c_1, c_2}$ the set of local Hamiltonians fulfilling Eq. (40). Finally, the maximal gain is given as

$$g(\varrho) = \max_{c_1, c_2} g_{c_1, c_2}.$$  

(43)

Note that $g(\varrho)$ is convex in $g$ [14].

Based on Eq. (42), we can see that computing $g_{c_1, c_2}(\varrho)$ is the same as maximizing the quantum Fisher information for
the given set of Hamiltonians. We can do that by requiring that
\[ c_n \mathbb{1} \pm H_n \geq 0, \] (44)
where \( n = 1, 2 \) and \( c_n > 0 \) is some constant. This way we make sure that
\[ \sigma_{\text{min}}(H_n) \geq -c_n, \quad \sigma_{\text{max}}(H_n) \leq +c_n, \] (45)
for \( n = 1, 2 \). Since we maximize a convex function over a convex set, the optimum is taken on the boundary of the set where the eigenvalues of \( H_n \) are \( \pm c_n \). In this case, \( H_n^2 = c_n^2 \mathbb{1} \).

Note that the constraints in Eq. (44) determine a convex set of Hamiltonians. That is, if two Hamiltonians, \( H' \) and \( H'' \), are of the form Eq. (22) with the constraints given in Eq. (44), then their convex combination, i.e.,
\[ H_p = pH' + (1 - p)H'', \] (46)
with \( 0 \leq p \leq 1 \) is also of that form, as shown in Fig. 1. This can be seen based on Eq. (30).

Thus, we need to deal with convex sets, similarly, as convex sets appear in the separability problem of quantum states [1, 36]. In Appendix A, in order to understand better the role of convexity in this case, we define a subset of separable quantum states appearing in the separability problem of quantum states.

### IV. METHOD FOR MAXIMIZING THE QUANTUM FISHER INFORMATION OVER LOCAL HAMILTONIANS

In the previous section, we have shown that maximizing the metrological gain is essentially reduced to maximizing the quantum Fisher information with some constraints on the local Hamiltonian given in Eq. (44), that is, computing
\[ \max_{H \in \mathcal{L}_{c_1},c_2} F_Q[\rho, H], \] (47)
where we remember that \( \mathcal{L}_{c_1},c_2 \) is the set of local Hamiltonians fulfilling Eq. (40). Thus, in this section we will present methods that can maximize the quantum Fisher information with such constraints.

#### A. See-saw optimization based on a bilinear form

In Ref. [14], a method was presented to maximize the quantum Fisher information over local Hamiltonians for a given quantum state. It is an iterative method, that needs to compute the symmetric logarithmic derivative Eq. (15) at each step and is based on quantum metrological considerations. In this section, we will present a simpler formulation based on general ideas in optimization theory. Later, this will also make it possible also to find provably the global maximum of the quantum Fisher information.

The quantum Fisher information given in Eq. (11) is a weighted sum of squares of the elements of the Hamiltonian. It can further be written as
\[ \tilde{v}^T R \tilde{v}, \] (48)
where \( R \) contains the \( Q_{ij} \)'s and \( \tilde{v} \) contains the \( H_i^1 \)'s and the \( H_i^2 \)'s. The matrix \( R \) is a positive semidefinite diagonal matrix. A usual way of maximizing such an expression is as follows [60–62]. We replace the optimization by \( \tilde{v} \) by a simultaneous optimization by the vectors \( \tilde{v} \) and \( \tilde{w} \) of a bilinear form as
\[ \max_{\tilde{v}} \tilde{v}^T R \tilde{v} = \max_{\tilde{v},\tilde{w}} \tilde{v}^T R \tilde{w}. \] (49)
This can be a basis for a see-saw-type optimization.

**Observation 3.** The quantum Fisher information can be maximized with a see-saw method. We need to use the formula maximizing over local Hamiltonians
\[ \max_{H \in \mathcal{L}_{c_1},c_2} F_Q[\rho, H] = \max_{H,K \in \mathcal{L}_{c_1},c_2} \sum_{kl} Q_{kl}^2 [H_{kl}K_{kl} + H_{kl}K_{kl}] \]
\[ \equiv \max_{H,K \in \mathcal{L}_{c_1},c_2} \text{Tr}[\{Q \circ Q \circ H \circ K\}], \] (50)
Based on Eq. (50), we can carry out the following algorithm.

Initially, we chose \( H \) randomly. Then, we maximize over the matrix \( K \) while keeping \( H \) fixed. Such an optimization can be carried out, for instance, by semidefinite programming [63] or by simple matrix algebraic calculations, see Appendix B.

Then, we maximize over \( H \) while keeping \( K \) fixed. Then, we optimize again over \( K \), etc. Note that we do not have to verify that the random initial Hamiltonian fulfills the constraints Eq. (44), since a random initial Hamiltonian \( H \) and \( cH \) for any \( c > 0 \) as initial Hamiltonian will lead to the same optimal \( K \). (An alternative formulation of the optimization problem is in Appendix C. With similar methods, we also analyze the optimization over a quantum state rather than over the Hamiltonian Appendix D.)

Based on Eq. (21), we can see that Eq. (50) can be expressed as
\[ \max_{H \in \mathcal{L}_{c_1},c_2} F_Q[\rho, H] = \max_{H,K \in \mathcal{L}_{c_1},c_2} F_Q[\rho, H, K]. \] (51)
This gives a meaningful physical interpretation of the see-saw method.
Since $F_Q[\rho, H]$ is convex in $H_{1k}$ and $H_{2k}$, if we maximize it over a convex set of Hamiltonians, then it will take the maximum at the boundary of the set. This optimization is a hard task. We have to start from several random initial conditions, and only some of them will find a solution.

We tested our method, together with the method of Ref. [14]. We used MATLAB [64] and semidefinite programming using MOSEK [65] and the YALMIP package [66]. We also used the QUBIT4MATLAB package [67, 68].

We tested our method for a number of quantum states. We considered the isotropic state of two $d$-dimensional qudits defined as

$$\rho_{AB}^{(p,d)} = (1-p)|\Psi_{me}\rangle\langle\Psi_{me}| + p\frac{I}{d^2},$$

where $|\Psi_{me}\rangle$ is the maximally entangled state and $p$ is the fraction of the white noise. In particular, we considered $p = 0.1$ and $d = 2$. For such states, the optimal Hamiltonian is known analytically [14]. We also considered two copies of the state $p = 0.1$ and $d = 3$ given as $\rho_{AB}^{(0.1,3)} \otimes \rho_{AB}^{(0.1,3)}$, where the bipartite system consists of the parties $AA'$ and $BB'$. We also considered some bound entangled states that have been examined in the literature, and are often used to test various algorithms. Such states have a nontrivial structure, are highly mixed, but can be metrologically useful. We looked at the the $3 \times 3$ state based on a Unextendible Product Bases (UPB) [69, 70], the $3 \times 3$ Horodecki state for $\alpha = 0.3$ [40], the $4 \times 4$ metrologically useful bound entangled state in Ref. [11], and the $6 \times 6$ private state given in Ref. [12, 71]. The results are shown in TABLE I. The success probability of the method of Ref. [14] is similar, however, the formulation used in this paper makes it possible to design methods that provably find the optimum [72].

In quantum information, see-saw methods have already been used, not related to bilinear forms [73–77]. Problems related to entanglement in multipartite systems seem to be ideal for such methods. For instance, a typical problem is maximizing an operator expectation value for a product state

$$\theta = \varrho_1 \otimes \varrho_2.$$  \hspace{1cm} (53)

Then, we can maximize alternatingly over $\varrho_1$ and over $\varrho_2$.

B. Quadratic programming with quadratic constraints

In the previous section, we considered methods that aim to maximize the quantum Fisher information over the Hamiltonian numerically. In practice, they are very efficient. Still, it is not certain that they find the global optimum and they might find a smaller value. In this section, we present methods that always find the global optimum. However, they work only for small systems. We also present simple approximations of such methods called, relaxation. They find either the maximum or a value larger than that. The method given in Sec. IV A looking for the maximum with the see-saw and the methods discussed in this section can be used together. The gap between the two results give information about the location of the maximum.

If the two methods find the same value, then it is the global maximum.

The basic idea of the method of moments can be understood as follows. According to the Shor relaxation [78, 79], the maximization of Eq. (48) is replaced by the maximization of

$$\text{Tr}(RX),$$  \hspace{1cm} (54)

where the Hermitian $X$ is constrained as

$$X \leq \varrho^T.$$  \hspace{1cm} (55)

Note that Eq. (55) can easily be coded in semidefinite programming. We can also add further and further conditions on $X$ that lead to lower and lower values for the maximum. Similar relaxation techniques have been used in entanglement theory to detect entanglement or obtain the maximum of an operator for separable states [80].

For our problem, we used the method of the YALMIP package [66] and the method of moments [81].

Observation 4. The maximization of quantum Fisher information can be carried out with the method of moments. In this case, the conditions of Eq. (44) are replaced by

$$H_n^2 = c_n^2 I,$$  \hspace{1cm} (56)

which makes sure that all eigenvalues of $H_k$ are $\pm c_k$. The results of the first level relation can be improved if we add the constraints

$$\text{Tr}(H_n) = m_n c_n,$$  \hspace{1cm} (57)

for $n = 1, 2$, where $m_n = -d, -d + 1, ..., d - 1, d$. In quadratic programming, we can also use the constraint

$$H_1^2 + H_2^2 \leq 1,$$  \hspace{1cm} (58)

which is equivalent to Eq. (56) for all $c_k$ values. Thus, we do not need to carry out calculations for a range of $c_k$ values. A somewhat weaker constraint, which is computationally simpler is

$$\text{Tr}(H_1^2 + H_2^2) \leq 1.$$  \hspace{1cm} (59)

We tested our methods for the same states we considered in Sec. IV A. For the $2 \times 2$ example, on a laptop computer, we could carry out calculations at level 1, 2 and 3. Even level 1 gave the exact result. For the $3 \times 3$ examples, we could carry out calculations at level 1 and 2, and level 2 gave the correct result. For the $4 \times 4$ and $6 \times 6$ examples, the level 1 calculation gave already the correct result. The results are shown in Table I.

V. OTHER PROBLEMS IN WHICH SUMS OF QUADRATIC EXPRESSIONS MUST BE MAXIMIZED OVER A CONVEX SET

In this section, we consider optimization problems in quantum information science that can be formulated similarly to the maximization of the quantum Fisher information.
A. Maximization of the Wigner-Yanase skew information

The Wigner-Yanase skew information is defined as [82]

$$I_\rho(H) = \text{Tr}(H^2 \rho) - \text{Tr}(H \sqrt{\rho} H \sqrt{\rho}).$$

(60)

Here, we optimize over $H$. It is clear how to maximize Eq. (60) with a see-saw method. Maximizing the Wigner-Yanase skew information can be used to lower bound the quantum Fisher information based on

$$F_Q[\rho, H] \geq 4I_\rho(H).$$

(61)

The results are shown in Table I. From a comparison with the results for the quantum Fisher information, we can see that for the last three of the five examples, there is an equality in Eq. (61). This has been known for the last two examples [11, 12]. For these states, we also have an equality in Eq. (12) with the optimal Hamiltonian. Surprisingly, for the third example, the UPB state, we do not have an equality in Eq. (12), which we can check with direct calculation. Here, $H_{\text{opt}}$ is the optimal local Hamiltonian maximizing the quantum Fisher information.

B. Simple case, looking for the eigenstate with maximal/minimal eigenvalue

In this section, we discuss how to look for the largest eigenvalues of a matrix with a see-saw method similar to the one discussed in Sec. IV A. Interestingly, the see-saw is guaranteed to converge in this case.

We need the relation that converts the maximization over a quadratic form into a maximization over bilinear as

$$\max_{|\Psi\rangle} \langle \Psi | A | \Psi \rangle = \max_{|\Psi\rangle} \langle \Psi | A | \Phi \rangle,$$

(62)

where $A$ is a Hermitian matrix and the right-hand side of Eq. (62) can immediately be used to define a see-saw algorithm. We shall show that such an algorithm is equivalent to the von Mises method (power iteration) for finding the maximal eigenvalue of a positive self-adjoint operator.

Before presenting the see-saw, let us consider the Cauchy-Schwarz inequality

$$\langle \Psi | A \Phi \rangle \leq \sqrt{\langle A \Phi | A \Phi \rangle} \sqrt{\langle \Psi | \Psi \rangle} = \sqrt{\langle A \Phi | A \Phi \rangle},$$

(63)

where we took into account that $\langle \Psi | \Psi \rangle = 1$. The inequality is saturated for

$$|\Psi\rangle = |A \Phi\rangle / \sqrt{\langle A \Phi | A \Phi \rangle}.$$ 

(64)

Now, the see-saw procedure is as follows: (i) choose some random $|\Phi\rangle$ unit vector, and (ii) alternatingly, maximize over $|\Psi\rangle$ and $|\Phi\rangle$. In step (ii), therefore, first, $|\Psi\rangle$ is chosen based on Eq. (64). Then, in the alternate step, we use

$$|\Phi\rangle = |A \Psi\rangle / \sqrt{\langle A \Psi | A \Psi \rangle}.$$ 

(65)

We can now recognize the steps of the power iteration, which is known to converge as long as the starting vector ($|\Phi\rangle$ in our case) overlaps with the eigenvector corresponding to the maximal eigenvalue of $A$.

C. Maximization of the Hilbert-Schmidt norm

In this section, we look at maximizing matrix norm with a method similar to the one discussed in Sec. IV A. Let us consider the Hilbert-Schmidt norm given in Eq. (25), for which the maximization can be rewritten

$$\max_{X \in S} ||X||_{HS}^2 = \max_{X,Y \in S} \text{Tr}\left(X Y^\dagger\right),$$

(66)

where $S$ is some set of matrices. A straightforward see-saw optimization can be formulated based on Eq. (66). If we consider density matrices then the maximization the Hilbert-Schmidt norm is just the maximization of the purity $\text{Tr}(\rho^2)$ or the minimization of the linear entropy $S_{\text{lin}}(\rho) = 1 - \text{Tr}(\rho^2)$.

For instance, we can consider the optimization problem

maximize $\text{Tr}(\rho^2)$

subject to $\text{Tr}(O^{(k)} \rho) = e^{(k)}$ for $k = 1, 2, \ldots, M$, 

(67)

where $\rho$ is a density matrix, $O^{(k)}$ are operators and $e^{(k)}$ are constants. The optimization problem will lead to pure states if...
there are pure states satisfying the condition. It can be solved with the method of moments as well as with a see-saw iteration. The see-saw method shows a rapid convergence. In fact, it converges typically in a single step. After examining this simple case, we can have more complicated constraints on the quantum state. For instance, we can consider PPT states or states with a given negativity [11].

In entanglement theory, optimization over pure product states of bipartite and multipartite systems is an important task. This can be carried out if we require that the reduced density matrices are pure [80]. In this case, the purity of the reduced states can be maximized among the constraints as

\[ \text{Tr}(\rho_n^2) = 1. \]  

(68)

We add that optimization over pure states and rank constrained optimization is possible with other methods using semidefinite programming [83, 84].

D. Maximization of the trace norm

Another important norm in quantum physics, the trace norm is defined as

\[ \|X\|_{\text{tr}} = \text{Tr}\left(\sqrt{XX^\dagger}\right). \]  

(69)

Observation 5. The trace norm of a Hermitian matrix given in Eq. (69) can be maximized with a see-saw method.

Proof. In order to obtain an optimization over a bilinear form, we use the dual relation between the trace norm and the spectral (operator) norm [85, 86], based on which

\[ \|X\|_{\text{tr}} = \max_{Y \in \mathbb{R}^{n \times m}, Y^T Y \leq I} \text{Tr}(X^T Y). \]  

(70)

The maximization of \(\|X\|_{\text{tr}}\) over a set \(S\) can then be written as

\[ \max_{X \in S} \|X\|_{\text{tr}} = \max_{X \in S} \max_{Y \in \mathbb{R}^{n \times m}, Y^T Y \leq I} \text{Tr}(X^T Y), \]  

(71)

which can be calculated by a see-saw similar to the ones discussed before. We have to maximize \(\text{Tr}(X^T Y)\) alternatingly by \(X\) and \(Y\).

In entanglement theory, the trace norm is used to define the CCNR criterion for entanglement detection [34, 35]. It says that for every bipartite separable state \(\rho\), i.e., states of the form given in Eq. (1), we have

\[ \|R(\rho)\|_{\text{tr}} \leq 1, \]  

(72)

where \(R(\rho)\) is the realigned matrix obtained by a certain permutation of the elements of \(\rho\). If Eq. (72) is violated then the state is entangled. The larger the left-hand side of Eq. (72), the larger the violation of Eq. (72).

The CCNR criterion can detect weakly entangled quantum states, called bound entangle states, that have a positive partial transpose. From this point of view, it is a very relevant question to search for PPT states which violate Eq. (72) the most.

| Dimension | Maximum of \(\|R(\rho)\|_{\text{tr}}\) for \(d \times d\) PPT states for various \(d\). The results were obtained by numerical maximization. |
|-----------|----------------------------------------------------------------------------------------------------------------------------------|
| 2         | 1                                                                                                                                |
| 3         | 1.1890                                                                                                                          |
| 4         | 1.5                                                                                                                              |
| 5         | 1.5                                                                                                                              |
| 6         | 1.5881                                                                                                                          |

TABLE II. The largest values for \(\|R(\rho)\|_{\text{tr}}\) over PPT states.

This can be done by maximizing \(\|R(\rho)\|_{\text{tr}}\) over PPT states. We carried out a numerical optimization, using semidefinite programming. We present the maximum of \(\|R(\rho)\|_{\text{tr}}\) for PPT states for various dimensions in Table II. The state for the \(4 \times 4\) case could be determined analytically, see Appendix E.

VI. CONCLUSIONS

We discussed how to maximize the metrological gain over local Hamiltonians for a bipartite quantum system. We presented methods that exploit the fact that the quantum Fisher information can be written as a bilinear expression of the elements of the Hamiltonian, if the Hamiltonian is given in the basis of the density matrix eigenstates. We showed a see-saw method that can maximize the quantum Fisher information for large systems. We showed another method based on quadratic programming. We tested the two approaches on concrete examples. We also considered several similar problems that can be solved based on such ideas. Our work can straightforwardly be generalized to multiparticle systems. In that case, for a system of \(N\) particles, it can be used to detect metrologically useful \(k\)-particle entanglement, where \(2 \leq k \leq N\).
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Appendix A: Special set of separable states similar to the set of local Hamiltonians

In this Appendix, we consider a set of separable states that are analogous to local Hamiltonians, namely states of the form

$$\rho = p \left( \varrho_1 \otimes \frac{I}{d_2} \right) + (1 - p) \left( \frac{I}{d_1} \otimes \varrho_2 \right),$$  \hspace{1cm} (A1)

where $0 \leq p \leq 1$, $d_1$ and $d_2$ are the dimensions of the two Hilbert spaces.

First, for completeness, we explicitly show that the set of states of the form given in Eq. (A1) is convex. Let

$$\varrho^{(k)} = p_k \left( \varrho_1^{(k)} \otimes \frac{I}{d_2} \right) + (1 - p_k) \left( \frac{I}{d_1} \otimes \varrho_2^{(k)} \right)$$  \hspace{1cm} (A2)

for $k = 1, 2$, be two such states. Let us consider

$$\rho = r \varrho^{(1)} + (1 - r) \varrho^{(2)}$$  \hspace{1cm} (A3)

for some $0 \leq r \leq 1$. We shall show, that there exist $\varrho_1, \varrho_2$ and $p$ that $\rho$ is of the form (A1). Let us consider the unnormalized density matrices

$$\varrho_1' = r p_1 \varrho_1^{(1)} + (1 - r) p_1 \varrho_1^{(2)},$$
$$\varrho_2' = r (1 - p_1) \varrho_1^{(2)} + (1 - r) (1 - p_1) \varrho_2^{(1)},$$  \hspace{1cm} (A4)

Let us also define their traces as

$$t_1 = \text{Tr}(\varrho_1'), \quad t_2 = \text{Tr}(\varrho_2'),$$  \hspace{1cm} (A5)

Then, with $\varrho_1 = \varrho_1'/t_1$, $\varrho_2 = \varrho_2'/t_2$, $p = t_1$, $\rho$ can be formally written as in Eq. (A1). We add that both $\varrho_1$ and $\varrho_2$ are density matrices: combinations of positive self-adjoint matrices with positive coefficients, thus positive, and of unit trace. What remains is to check that $t_1 + t_2 = 1$, which holds.

Let us now consider the recovery of $\varrho_1$ and $\varrho_2$ from a state of the form (A1). As a first step, the reduced density matrices are

$$\varrho_1^{\text{red}} = \text{Tr}_2 \varrho = p \varrho_1 + (1 - p) \frac{I}{d_1},$$
$$\varrho_2^{\text{red}} = \text{Tr}_1 \varrho = (1 - p) \varrho_2 + p \frac{I}{d_2}.$$  \hspace{1cm} (A6)

It is possible to solve Eqs. (A6) for $\varrho_1$ and $\varrho_2$ as

$$\varrho_1 = \frac{1}{p} \left( \varrho_1^{\text{red}} - \frac{1 - p}{d_1} \frac{I}{d_1} \right),$$
$$\varrho_2 = \frac{1}{1 - p} \left( \varrho_2^{\text{red}} - \frac{p}{d_2} \frac{I}{d_2} \right).$$  \hspace{1cm} (A7)

However, if $p$ is not known, the recovery is not unique. Eqs. (A7) yield a solution for any $p$, for which $\varrho_1 \geq 0$ and $\varrho_2 \geq 0$ holds, constraining $p$ as

$$1 - d_1 \lambda_{\text{min}}(\varrho_1^{\text{red}}) \leq p \leq d_2 \lambda_{\text{min}}(\varrho_2^{\text{red}}).$$  \hspace{1cm} (A8)

Note, that the bounds (A8) also ensure that $0 \leq p \leq 1$. Based on Eq. (A8), a necessary condition for the existence of some allowed $p$ is

$$1 - d_1 \lambda_{\text{min}}(\varrho_1^{\text{red}}) \leq d_2 \lambda_{\text{min}}(\varrho_2^{\text{red}}),$$  \hspace{1cm} (A9)

otherwise the state cannot be written in the form given in Eq. (A1). It can also happen that Eq. (A8) allows a single $p$ value. For instance, if one of the reduced density matrices $\varrho_1^{\text{red}}$ or $\varrho_2^{\text{red}}$ is not of full rank, only $p = 1$ or $p = 0$, respectively, is possible.

Based on these, if a density matrix $\rho$ is given only, and one needs to know if it is of the form (A1), one needs to choose a parameter $p$ fulfilling the bounds (A8), calculate $\varrho_1$ and $\varrho_2$, and afterwards verify, if formula (A1) reproduces the density matrix given. If it works for one allowed $p$ value, it will work for the others as well, thus we need to try only one. Thus, we can always decide whether a state is of the form Eq. (A1), while it is not possible to decide efficiently whether a quantum state is separable or not.

Straightforward algebra shows that for states of the form Eq. (A2) and for traceless $A$ and $B$ Hermitian operators

$$\langle A \otimes B \rangle = 0$$  \hspace{1cm} (A10)

holds. Note that Eq. (A10) does not mean that there are no correlations, since

$$\langle A \otimes B \rangle - \langle A \otimes \mathbb{1} \rangle \langle \mathbb{1} \otimes B \rangle$$  \hspace{1cm} (A11)

is not necessarily zero. Let us now consider a full basis of traceless Hermitian matrices in the two subsystem

$$\{G_1^{(k)} \}_{k=1}^{s_1}, \quad \{G_2^{(k)} \}_{k=1}^{s_2},$$  \hspace{1cm} (A12)

with the number of elements given as

$$s_k = d_k^2 - 1.$$  \hspace{1cm} (A13)

We assume that the basis matrices are pairwise orthogonal to each other

$$\text{Tr}(G_1^{(k)} G_2^{(l)}) = 2 \delta_{kl},$$  \hspace{1cm} (A14)

where $\delta_{kl}$ is the Kronecker symbol. Matrices $G_1^{(k)}$ and $G_2^{(l)}$ are the $SU(d)$ generators for $d = d_1$, and $d = d_2$, respectively. Then, any density matrix $\rho$ can be expressed as a linear combination as

$$\rho = \frac{1}{d_1 d_2} \mathbb{1} \otimes \mathbb{1} + \frac{1}{2} \sum_k \lambda_1^{(k)} G_1^{(k)} \otimes \mathbb{1} + \frac{1}{2} \sum_k \lambda_2^{(k)} \mathbb{1} \otimes G_2^{(k)} + \frac{1}{2} \sum_{k,l} K_{k,l} G_1^{(k)} \otimes G_2^{(l)},$$  \hspace{1cm} (A15)

for $1 \leq k \leq s_1$, and $1 \leq l \leq s_2$. Here, $\lambda_1^{(k)}$, $\lambda_2^{(l)}$, and $K_{k,l}$ are real coefficients that form the elements of the coherence vector of the system that describes the state of the system equivalently to the density matrix [87]. Due to Eq. (A10), most of the $d_1^2 d_2 - 1$ elements of the coherence vector are zero since

$$K_{k,l} = \langle G_1^{(k)} \otimes G_2^{(l)} \rangle = 0$$  \hspace{1cm} (A16)

holds for all $k, l$. Thus, the number of nonzero elements is at most $s_1 + s_2$. 

Appendix B: See-saw algorithm with and without semidefinite programming

In this Appendix, we discuss how to implement a single step of the see-saw method given in Sec. IV A.

Based on Observation 3, we need to solve the following maximization problem

\[
\text{maximize } \text{Tr}[(Q \circ Q \circ \mathcal{H}_{\text{old}}) \mathcal{H}],
\]
subject to \( \mathcal{H} \in \mathcal{L}_{c_1,c_2}. \) \hspace{1cm} (B1)

Here \( \mathcal{H}_{\text{old}} \) is the previous guess. \( \mathcal{H} \) is of the form Eq. (22), where \( H_i \) fulfill Eq. (44) for \( n = 1, 2 \). This can be solved by semidefinite programming.

Equation (B1) can also be solved without semidefinite programming. The quantity to be maximized in Eq. (B1) can be written as

\[
F_Q[\theta, \mathcal{H}] = \text{Tr}(W_1 H_1) + \text{Tr}(W_2 H_2) \hspace{1cm} (B2)
\]

where

\[
W_n = \text{Tr}_\{1,2\} \{ (Q \circ Q \circ \mathcal{H}_{\text{old}}) \mathcal{H} \}. \hspace{1cm} (B3)
\]

Let us write down the eigendecomposition of \( W_n \) as

\[
W_n = U_n D_n U_n^\dagger, \hspace{1cm} (B4)
\]

where \( U_n \) is unitary and \( D_n \) is diagonal. We define the diagonal matrix

\[
(D_n)_{k,k} = c_k s((D_n)_{k,k}), \hspace{1cm} (B5)
\]

where \( s(x) = 1 \) if \( x \geq 0 \), and \(-1\) otherwise. With these the optimal Hamiltonians are given by

\[
H_n^{(\text{opt})} = U_n \tilde{D}_n U_n^\dagger, \hspace{1cm} (B6)
\]

Note that a similar scheme was presented in another context in Ref. [14].

Appendix C: Alternative method to optimize quadratic functions

In this Appendix, we present an alternative of the method given in Sec. IV A. We need the optimization over a constrained and an unconstrained quantity, while in the method of Sec. IV A, we need to optimize over two constrained quantities.

Let us try to maximize the convex function

\[
f(x) = q^2 x^2 \hspace{1cm} (C1)
\]
on a convex set. We could check the extreme point of the set, however, we look for a method that can easily be generalized for larger number of variables.

We introduce another function with auxiliary variable that is easier to maximize. We can maximize \( f(x) \) given in Eq. (C1) as

\[
\max_{x \in \mathcal{X}} f(x) = \max_{x \in \mathcal{X}} \max_y g(x, y), \hspace{1cm} (C2)
\]

where

\[
g(x, y) = 4y(qx - y), \hspace{1cm} (C3)
\]

where \( \mathcal{X} \) is a convex set of real numbers and \( y \) is real.

Then the maximization can be carried out as follows. (i) Choose a random \( x \). (ii) Maximize \( g(x, y) \) over \( y \) for a fixed \( x \). We have to use the condition for maximum

\[
\frac{\partial g(x, y)}{\partial y} = 4qx - 8y = 0. \hspace{1cm} (C4)
\]

Hence, we have to set

\[
y = \frac{1}{2} qx. \hspace{1cm} (C5)
\]

(iii) Maximize \( g(x, y) \) over \( x \) for a fixed \( y \). The maximum will be taken at an extreme point of \( \mathcal{X} \). After completing step (iii), go to step (ii).

The function \( g(x, y) \) is linear in \( x \), concave in \( y \), but is not concave in \( (x, y) \) since the Hessian has positive eigenvalues. In more details, the Hessian matrix of the second order derivatives is

\[
D = \begin{pmatrix}
-8 & 4q \\
4q & 0
\end{pmatrix}, \hspace{1cm} (C6)
\]

The eigenvalues are

\[
\lambda_{1/2} = \pm 4\sqrt{q^2 + 1} - 4. \hspace{1cm} (C7)
\]

One of the eigenvalues is positive for any \( q > 0 \). Thus, it is not guaranteed that we will find a unique maximum of a concave function.

Let us now generalize these ideas to several variables. Let us assume that \( \mathcal{H} \in \mathcal{L}_{c_1,c_2} \) and \( \rho \) is a density matrix. Then, we can write that

\[
\max_{\mathcal{H} \in \mathcal{L}_{c_1,c_2}} F_Q[\theta, \mathcal{H}] = \max_{\mathcal{H} \in \mathcal{L}_{c_1,c_2}} \max_Y G(\mathcal{H}, Y), \hspace{1cm} (C8)
\]

where \( G(\mathcal{H}, Y) \) is defined as

\[
G(\mathcal{H}, Y) = \sum_{kl} Y_{kl}^\dagger (Q_{kl} H_{kl} - Y_{kl}^\dagger) + Y_{kl}^\dagger (Q_{kl} H_{kl}^\dagger - Y_{kl}^\dagger), \hspace{1cm} (C9)
\]

Note the difference compared to the bilinear form in Eq. (50):
The optimization over \( Y_{kl} \) is unconstrained.

Note that instead of Eq. (C3), for instance, the following form is also possible

\[
g(x, y) = 4w(y)[qx - w(y)], \hspace{1cm} (C10)
\]

where \( c \) is a constant and \( w(y) \) is a function. Then,

\[
\frac{\partial g(x, y)}{\partial y} = 4 \frac{dw}{dy} (qx - 2w) = 0, \hspace{1cm} (C11)
\]

hence \( w = \frac{1}{2} qx \) and we arrive at \( g = q^2 x^2 \) analogously to Eq. (C1).
Appendix D: Optimization over the state rather than the Hamiltonian

In this Appendix, we apply an analysis similar to the one in Appendix C to the method optimizing the quantum Fisher information over the quantum state, rather than over the Hamiltonian [9, 22, 88]. We would like to examine whether it finds the global optimum.

The maximization of the error propagation formula can be expressed using a variational formulation as [9, 22, 88]

\[
\max_{\varrho} \mathcal{F}_Q[\varrho, \mathcal{H}] = \max_{\varrho} \max_{M} 1/(\Delta \theta)^2 \quad \text{maximize}\]

\[
= \max_{\varrho} \max_{M} \langle M| [M, \mathcal{H}] \rangle^2 / (\Delta M)^2 \quad \text{maximize}\]

\[
= \max_{\varrho} \max_{M} \max_{\alpha} \{ -\alpha^2 (M^2) + 2\alpha \langle M| M, \mathcal{H} \rangle \} \quad \text{maximize}\]

\[
= \max_{\varrho} \max_{M} \{ -(\langle M^2 \rangle^2) + 2 \langle \langle M^2 \rangle \rangle \}, \quad (D1)
\]

where \( M \) takes the role of \( \mathcal{H} \). Then, the function is concave in \( M \) and linear in \( \varrho \). The last line of Eq. (D1) can be used to define a two-step see-saw algorithm that will find better and better Hamiltonians. The optimization seems to work very well, converging almost always in practice. The question arises: do we always find the global maximum? For that we need that the expression in the last line of Eq. (D1)

\[-(\langle M^2 \rangle^2) + 2 \langle \langle M^2 \rangle \rangle, \quad (D2)\]

is strictly concave in \( \mathcal{H} \).

Let us see a concrete example. Let us consider a single qubit with a density matrix

\[
\varrho = \frac{1}{2} \mathbb{I} + \sigma_z z, \quad (D3)
\]

where \(-1 \leq z \leq +1\) is a real parameter and a Hamiltonian

\[
H = \sigma_x. \quad (D4)
\]

Then, the symmetric logarithmic derivative is of the form

\[
M = \sigma_y y, \quad (D5)
\]

where \( y \) is a real parameter. Then, Eq. (D2) equals

\[-y^2 + 8yx, \quad (D6)\]

The Hessian matrix of the second order derivatives is

\[
H = \begin{pmatrix} 0 & 8 \\ 8 & -2 \end{pmatrix}. \quad (D7)
\]

Since one of the two eigenvalues of the Hessian is negative, the other is positive, the expression in Eq. (D6) is not concave in \( x \) and \( y \). Thus, Eq. (D2) is in general not concave in \( \mathcal{H}, M \).

Appendix E: Bound entangled state violating the CCNR criterion maximally

In this Appendix, we present the \( 4 \times 4 \) bound entangled state for which the violation of the CCNR criterion given in Eq. (72) is maximal. The state is

\[
\rho_{\text{CCNR}} = \sum_{i=1}^{4} p_i |\Psi_i\rangle \langle \Psi_i|_{AB} \otimes \varrho_{A'B'}^{(i)}, \quad (E1)
\]

where the probabilities are

\[
p_1 = p_2 = p_3 = 1/6, \quad p_4 = 1/2, \quad (E2)\]

and \( |\Psi_i\rangle \) are the four Bell states \( |\Psi^+\rangle, |\Psi^-\rangle, |\Phi^+\rangle, |\Phi^-\rangle \), and

\[
\varrho_{A'B'}^{(1)} = |\Psi^+\rangle \langle \Psi^+|, \quad \varrho_{A'B'}^{(2)} = |\Psi^-\rangle \langle \Psi^-|, \quad \varrho_{A'B'}^{(3)} = |\Phi^+\rangle \langle \Phi^+|, \quad \varrho_{A'B'}^{(4)} = (1 - |\Phi^-\rangle \langle \Phi^-|) / 3. \quad (E3)
\]

For the state in Eq. (E1), we have

\[
||R(\rho_{\text{CCNR}})||_{\text{tr}} = 1.5. \quad (E4)
\]

Using the method of Sec. IV, we find that the state is not useful metrologically. We created a MATLAB routine that defines \( \rho_{\text{CCNR}} \) presented in this paper. It is part of the QUBIT4MATLAB package [67, 68]. The routine \texttt{BES\_CCNR4x4.m} defines the state given in Eq. (E1). We also included a routine that shows the usage of \texttt{BES\_CCNR4x4.m}. It is called \texttt{example\_BES\_CCNR4x4.m}.
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