How low can the fractional quantum Hall effect go?

Zheng-Wei Zuo, Ajit C. Balram, Songyang Pu, Jianyun Zhao, A. Wójs, and J. K. Jain

1 Department of Physics, The Pennsylvania State University, University Park, Pennsylvania 16802, USA
2 School of Physics and Engineering, and Henan Key Laboratory of Photoelectric Energy Storage Materials and Applications, Henan University of Science and Technology, Luoyang 471023, China
3 The Institute of Mathematical Sciences, HBNI, CIT Campus, Chennai 600113, India
4 Department of Theoretical Physics, Wroclaw University of Science and Technology, 50-370 Wroclaw, Poland

(Dated: February 24, 2020)

While it is generally believed that a crystal state is favored at filling factors \( \nu < 1/6 \) in the lowest Landau level, experiments show, at elevated temperatures, minima in the longitudinal resistance that are associated with fractional quantum Hall effect (FQHE) at the standard sequences \( \nu = n/(6n \pm 1) \) and \( \nu = n/(8n \pm 1) \). To address this paradox, we investigate the nature of the state at filling factors \( \nu = 1/7, 1/9, 1/11, 2/13 \) by several methods and find that the competition between the crystal and liquid states is more subtle than previously thought. Exact diagonalization study in the spherical geometry shows behavior consistent with an FQHE liquid for system sizes available. Density matrix renormalization group study in the cylindrical geometry shows that the nature of the state depends on the particle number, with crystal favored for certain particle numbers but not all; these studies do not allow us to make conclusive statements regarding the thermodynamic nature of the state. A variational study shows that the composite-fermion crystal and the renormalized FQHE liquid are very close in energy. Based on these studies, it is not possible to rule out, definitively, an FQHE liquid with strong short-range crystalline correlations at these filling factors.

PACS numbers: 73.43.-f, 71.10.Pm

I. INTRODUCTION

The physics of the fractional quantum Hall effect (FQHE), right from its beginning, has been intertwined with the physics of the expected Wigner crystal phase in the lowest Landau level (LLL). There has been a great deal of theoretical work addressing this issue, and the following picture is widely believed: (i) At filling factors \( \nu = n/(2n \pm 1) \), \( \nu = n/(4n \pm 1) \), \( \nu = n/(8n \pm 1) \), and \( \nu = n/(16n \pm 1) \), there are two possible explanations for these observations.

There are two possible explanations for these observations.

Scenario I: In the absence of disorder, the ground state at filling factors of the type \( \nu = n/(6n \pm 1) \) and \( \nu = n/(8n \pm 1) \) is insulating with exponentially high resistance at low temperatures. At the same time, signatures of FQHE at \( \nu = 1/7, 3/17, 3/19, 2/13, 1/7, 2/15, 2/17, 1/9 \) at elevated temperatures, which belong to the standard Jain 8 CF and 8 CF sequences at \( \nu = n/(6n \pm 1) \) and \( \nu = n/(8n \pm 1) \).

Scenario II: The ground state in the absence of disorder is a crystal, which is pinned by the disorder. As the temperature is raised, the crystal melts into a correlated FQH liquid. In this scenario, the composite fermions in the crystal phase will bind additional vortices when the crystal melts to produce the observed behavior. While in principle possible, this would be somewhat counter-intuitive, because one expects composite fermions to lose their vortices as the temperature is raised.
We perform exact diagonalization (ED) studies in the spherical geometry, going to much larger systems than before. In our studies, we find that the states at $\nu = 1/7, 2/13, 1/11, $ and $1/9$ appear to be incompressible FQH liquid states by all measures. They have uniform ground states, i.e. have total orbital angular momentum $L = 0$ in the spherical geometry, which is an important property of incompressible states (for other states, in general, $L > 0$). They have the expected excitation spectrum and have robust charge and neutral gaps that extrapolate to non-zero values in the thermodynamic limit. The ground states have a large overlap with the Laughlin or Jain wave functions.

For $N = 10$ particles, the exact energy as a function of flux also shows downward cusps at the special filling factors $\nu = 1/7$ and 2/13. If we were to base our conclusion solely on these studies, there would be no reason to suspect a crystal phase. We note that there are two possible problems with our ED studies: i) The systems accessible to us are finite, and there is no guarantee that the behavior will not change for larger systems. ii) The spherical geometry disfavors a crystal because a triangular crystal cannot be perfectly accommodated on the surface of a sphere. Nonetheless, Scenario II would suggest a ground state with a non-zero $L$.

Density matrix renormalization group (DMRG): Earlier calculations in the torus$^{24,38,39}$ and disk$^{25}$ geometries favored a crystal phase at $\nu = 1/7$ and $\nu = 1/9$; these calculations were performed for $N = 6$ and thus not necessarily indicative of the behavior in the thermodynamic limit. It was shown in Ref$^{29}$ that the crystal state wins over the liquid even for $\nu = 1/5$ for small systems, and it is necessary to go to sufficiently large systems (with $N \geq 10$) to see that the actual state is an FQHE liquid. To see if analogous physics might be present at $\nu = 1/7$ and $\nu = 1/9$, we have performed extensive DMRG studies in the cylindrical geometry. We find that for certain particle numbers, such as $N = 6$ and $N = 12$ the crystal appears to be favored, but for other values of $N$ (e.g. $N = 9, 16$) the situation is less clear. We also find that while a liquid state is unambiguous for $\nu = 1/3$, the behavior seen in theoretical calculations at $\nu = 1/7$ is not qualitatively different from that at $\nu = 1/5$. Based on the particle numbers available to us, we are not able to make a conclusive statement regarding the nature of the state at $\nu = 1/7$ and 1/9 in the thermodynamic limit. Our calculations do indicate that even if the actual ground state is a liquid, it has strong short-range crystalline correlations.

Variational Monte Carlo (VMC): The exact diagonalization and DMRG studies are restricted to finite systems. We have therefore also performed variational Monte Carlo studies. The validity of the variational studies depends on the accuracy of the wave functions used in the study. For the crystal phase, the CF crystal wave functions are extremely accurate at low filling factors.$^{21}$ We find that the CF crystal has lower energy than the “bare” Laughlin/Jain wave functions$^{22}$ for $\nu = 1/7, 2/13$ and 1/9. (The $4^{\text{th}}$ CF crystal has the lowest energy at $\nu = 1/7$, and the $6^{\text{th}}$ CF crystal has the lowest energy at $\nu = 1/9$). However, the bare Laughlin/Jain wave functions are not very accurate representations of the liquid at small fillings$^{11,41}$. The variational energy of the liquid state can be significantly improved by allowing a renormalization of composite fermions through dressing by CF excitons, using the method of CF diagonalization.$^{12}$ We
find that after such renormalization, the energies of the CF liquids become competitive with those of the CF crystals in the thermodynamic limit.

The plan for the rest of the paper is as follows. We first provide a primer on composite fermion theory and spherical geometry in Sec. II. In Section III A we provide results obtained from our extensive exact diagonalization studies on the sphere. Results obtained from variational Monte Carlo calculations on the sphere using the CF wave functions are given in Sec. III C. Section IV contains fermion crystal states considered in this work. Crystal states can occur when the electrons or composite fermions prefer to occupy localized wave packets to minimize the strong repulsion of the Coulomb interaction. In the spherical geometry, a wave packet localized at point coordinates $(U, V)$ is created by $(uU^* + vV^*)^{2Q}$, where $(u, v)$ are particle coordinates. The $2p$-vortex composite fermion crystal (2p-CFC) wave function is given by

$$\Psi_{\text{2p-CFC}}^{2Q} = \prod_{i<j} (u_i v_j - u_j v_i)^{2p} \text{Det} \left[ (u_i U^*_j + v_i V^*_j)^{2Q} \right].$$

(2)

Here $2Q^* = 2Q - 2p(N - 1)$ and only those values of $p$ are allowed that lead to a positive value of $2Q^*$. The $p = 0$ case corresponds to the electron crystal. We choose the crystal sites to lie at the Thomson locations, which minimizes the classical Coulomb repulsion energy of point particles on a sphere. Note that a triangular crystal, which is what the electrons organize themselves into in two dimensions to minimize the Coulomb repulsion energy, in the spherical geometry necessarily has some defects. However, we shall obtain the crystal energies by extrapolation of energies of very large systems and take the thermodynamic limit where the correction due to defects vanishes.

III. RESULTS FROM CALCULATIONS ON SPHERICAL GEOMETRY

In this section we discuss all the results obtained in the spherical geometry. These include results obtained from exact diagonalization (Sec. III A), entanglement spectra (Sec. III B) and variational Monte Carlo (Sec. III C).
A. Exact diagonalization

We have performed calculations for larger systems than before, going to \( N = 10 \) for \( \nu = 1/7, 1/9 \) and \( 1/11 \). These systems correspond to Hilbert space dimensions of \( 1.1 \times 10^6, 0.6 \times 10^6 \), and \( 3.4 \times 10^5 \), respectively (to calculate the charged gaps we needed to go one flux quantum above the ground states, making the size of the diagonalized matrices even slightly larger).

The key innovation used to efficiently diagonalize such large matrices is that in the on-the-fly matrix-times-vector multiplication done at each Lanczos iteration we exploit the following symmetry of the two-body interaction: states with the same \( N - 2 \) occupied orbitals and different only by the pair of states occupied by the last two electrons form a sequence distinguished by a single two-body scattering. Importantly, a two-body scattering connects any two states of this sequence. Hence, there is a nonzero matrix element for each element of the corresponding submatrix, and it is equal to the corresponding two-body scattering amplitude. Since the most time-consuming part of the matrix-times-vector product is finding the location (row and column) of a given amplitude in the matrix, filling the matrix by consecutive submatrices is a relatively fast approach. On the downside, efficient parallelization with this method requires more memory than in approaches which divide the matrix into disconnected rows. For the systems with dimensions exceeding \( 10^9 \) such computation with 24-fold parallelization requires at least 512GB of RAM (widely accessible today) and yields speeds of one Lanczos iteration per a couple of hours (real-time) and a total time of a couple of weeks to typically reach convergence for the ground state.

We find that the exact Coulomb ground states at \( 1/7, 1/9, 1/11 \) and \( 2/13 \) have \( L = 0 \) for all \( N \) studied. This is significant because a ground state with \( L \neq 0 \) would indicate a compressible state (e.g. a crystal). The energies of finite size systems and their overlaps with the model Laughlin or Jain states are quoted in Table I. The exact Coulomb ground states have significant overlap with the Laughlin or Jain wave functions at these special fillings.

In Fig. 2 we compare the pair-correlation function \( g(r) \) of the exact LLL Coulomb ground state with that of the Laughlin state. We find that the \( g(r) \) for these two states are in reasonable agreement with each other. Possibly there are crystalline correlations at short distances, with the strength of these correlations being much stronger in the exact LLL Coulomb ground state as compared to the Laughlin state. As \( r \to 0 \), for the \( \nu = 1/(2p+1) \) Laughlin state, \( g(r) \sim r^{2(2p+1)} \) while for the exact LLL Coulomb ground state \( g(r) \sim r^2 \) at all filling factors considered in this work.

The extrapolation of the exact LLL Coulomb ground state energies at fillings \( \nu = 1/3, 1/5, 1/7 \) and \( 1/9 \) are shown in Fig. 3. These correlation energies include contributions of the electron-background and background-background interactions. We multiply the per-particle energies by a factor of \( \sqrt{2Q\nu/N} \) before extrapolating to \( N \to \infty \). This factor corrects for the finite size deviation of the electron density from its thermodynamic value, thus providing a more accurate extrapolation.

An important characteristic of an incompressible state is that it costs finite energy to create charged excitations. Fig. 3 depicts the charge gap as a function of \( 1/N \) at fractions of the type \( 1/(2p + 1) \). The charge gap at these Laughlin fractions is defined as the sum of the energies of a quasihole (QH) and a quasiparticle (QP), which in turn are determined from exact diagonalization at \( 2Q = (2p+1)(N-1) \pm 1 \), respectively. We find that the total orbital angular momentum quantum number of the exact ground state at \( 2Q = (2p+1)(N-1) \pm 1 \) is consistent with that predicted by the CF theory for all the systems considered in this work. The charge gap is equal to the energy required to create a far separated pair of quasihole and quasiparticle. From the extrapolation, we...
can obtain the charge gap in the thermodynamic limit. While there are some finite-size fluctuations, at least from the system sizes available to us, the charge gaps appear to extrapolate to non-zero values for both $\nu = 1/7$ and $\nu = 1/9$. The extrapolated thermodynamic values of the charge gap are shown in Fig. 5 for several Laughlin fractions.

![FIG. 4. (color online) The energy of the quasihole (QH), quasiparticle (QP), and their sum for the lowest Landau level Coulomb state at Laughlin fillings as a function of $1/N$, where $N$ is the number of electrons. All the energies quoted in units of $e^2/\epsilon \ell$.](image)

Next, we turn to neutral excitations at filling factors $1/(2p+1)$. The CF theory predicts that the lowest-energy neutral excitations are excitons of composite fermions, consisting of a single CF-particle-hole excitation. (The neutral exciton mode has also been called the magnetoroton mode.) The CF theory predicts that the exciton branch extends from angular momentum $L = 2$ to $L = N$. Our exact diagonalization study shows a clearly identifiable low-energy neutral mode extending from $L = 2$ to $L = N$. The dispersions of the magnetorotons at $1/7$ and $1/9$ are shown in Fig. 6. Due to strong finite-size effects, we have not been able to obtain a reliable thermodynamic extrapolation of the smallest neutral gap at low fillings.

Considering all these results we conclude that exact diagonalization studies on small systems are fully consistent with the formation of incompressible FQHE states at $\nu = 1/7$ and $\nu = 1/9$.

### B. Entanglement spectra

We have also studied the edge excitations of the exact ground state by evaluating its entanglement spectrum. The entanglement spectrum has been useful in characterizing many FQH states because the counting of low-lying entanglement levels characterizes the topological order of the state\cite{affleck}. To evaluate it from the ground state wave function $|\Psi\rangle$, we divide the system into two sub-systems $A$ and $B$, so that the state can be written as: $|\Psi\rangle = \sum_{i,j} c_{ij} |\Psi^A_i\rangle \otimes |\Psi^B_j\rangle$ where $|\Psi^A_i\rangle$ and $|\Psi^B_j\rangle$ are the basis states for the $A$ and $B$ sub-systems respectively and $c_{ij}$ are the expansion coefficients. We then do a Schmidt decomposition to obtain: $|\Psi\rangle = \sum_k e^{-\xi_k/2} |\Psi^A_k\rangle \otimes |\Psi^B_k\rangle$, where $\xi_k$ are the entanglement eigenvalues which form the entanglement spectrum. Fig. 7 shows the orbital entanglement spectrum\cite{affleck} of the

![FIG. 5. (color online) Exact lowest Landau level Coulomb charge gap, which is the energy required to create a far-separated quasiparticle-quasihole pair, for fillings $\nu = n/(2pn + 1)$. The extrapolated gaps were obtained from a linear fit in $1/N$ of gaps of finite size systems in the spherical geometry (see Fig. 4 for extrapolations of the charge gap for Laughlin fillings). All energies are quoted in units of $e^2/(\epsilon \ell)$.

![FIG. 6. (color online) Magnetoroton dispersions of the exact lowest Landau level Coulomb state at $1/7$ (left panel) and $1/9$ (right panel) as a function of the dimensionless wave vector $k\ell = L\ell/R$, where $L$ is the total orbital angular and $R$ is the radius of the sphere. All the energies quoted in units of $e^2/(\epsilon \ell)$ and are measured relative to the ground state energy.](image)
TABLE I. Backdrop-subtracted density-corrected per-particle lowest Landau level (LLL) Coulomb energies for various liquid and crystal states at filling factors $\nu = 1/7$, 1/9 and 2/13. The last column shows the absolute value of the overlap of the exact state with the trial Laughlin(L)/Jain(J) state\cite{212}. The number in the parenthesis is the statistical uncertainty of the Monte Carlo calculation of the energies.

| $\nu$ | $N$ | 2Q | dim$_{L^z=0}$ | dim$_{L^z=0}$ exact | liquid energies ($\epsilon_{LL}^{\nu}/(\epsilon_{LL})$) | renormalized | electron crystal | crystal energies ($\epsilon_{LL}^{\nu}/(\epsilon_{LL})$) | overlap |
|------|-----|----|--------------|-----------------|---------------------------------|------------|-----------------|---------------------------------|--------|
| 1/7  | 4  | 21 | 4            | -0.279799       | -0.2787(0)          | -0.2798(0) | -0.2797(0)      | -0.2796(5)          | -0.2796(5) |
|      | 5  | 28 | 7            | -0.279223       | -0.2791(0)          | -0.2792(0) | -0.2791(0)      | -0.2792(1)          | -0.2792(1) |
|      | 6  | 34 | 47           | -0.2870(0)      | -0.2797(0)          | -0.2870(0) | -0.2797(0)      | -0.2797(0)          | -0.2797(0) |
|      | 7  | 42 | 229          | -0.280217       | -0.2798(0)          | -0.2802(1) | -0.2798(0)      | -0.2798(1)          | -0.2798(1) |
|      | 8  | 49 | 5,557,280    | 1,953           | -0.2858(0)          | -0.2858(0) | -0.2858(0)      | -0.2858(2)          | -0.2858(2) |
|      | 9  | 56 | 7,182,140    | 74,470          | -0.2891(1)          | -0.2891(1) | -0.2891(1)      | -0.2891(2)          | -0.2891(2) |
|      | 10 | 63 | 1,099,923,368| 178,666         | -0.28104(1)         | -0.28104(1) | -0.28104(1)     | -0.28104(2)         | -0.28104(2) |

FIG. 7. (color online) Orbital entanglement spectrum at $\nu = 1/7$ of the exact lowest Landau level Coulomb ground state and the Laughlin state (inset) for $N = 8$ electrons at a flux of $2Q = 49$ on the sphere. The counting of the low-lying entanglement levels of the exact LLL Coulomb ground state at $\nu = 1/7$ is identical to that of the Laughlin state which indicates that the two states lie in the same topological phase.

C. Variational Monte Carlo studies

Using the wave functions given in Eq. [1] we calculate the Coulomb energy of the FQHE liquid states at $\nu = 1/7$, 2/13 and 1/9 for large systems using the Metropolis Monte Carlo method\cite{63}. As with the exact diagonalization results, to obtain the thermodynamic limit of the per-particle energy we first multiply the energy of finite systems by a factor of $\sqrt{2Q\nu/N}$ before extrapolating to $N \to \infty$\cite{63}. The “bare” Laughlin/Jain wave functions of Eq. [1] do not give the best description of the liquid ground state at the low fillings considered in our work\cite{63}. The variational estimate of the liquid energies can be significantly improved by dressing the bare state with CF excitons. The energy of this renormalized ground state is calculated by the method of composite fermion diagonalization (CFD)\cite{1213}. We quote energies of the liquid state at $\nu = 1/7$, 2/13 and 1/9 obtained by renormalizing the Laughlin/Jain state by dressing it with up to three CF excitons. In Table II we show results for small systems where we compare the liquid energies against exact diagonalization. From the table, we see that the dressed liquid energies are very close to the exact energies. A thermodynamic extrapolation of the bare and dressed liquid energies is shown in Fig. [8].

We also evaluate the Coulomb energies of various crystal states of Eq. [2] using the Monte Carlo method. A thermodynamic extrapolation of the energies of the electron and CF crystal states is shown in the Fig. [8] and the estimated thermodynamic values are given in Table IV. At $\nu = 1/7$ and 2/13, the 4CF crystal has the lowest energy, whereas at $\nu = 1/9$ the 6CF crystal has the lowest energy.
TABLE II. Thermodynamic limit of the lowest Landau level (LLL) Coulomb ground state energies of the liquid and crystal states at filling factors \( \nu = 1/7, 1/9 \) and 2/13. For comparison we also show the numbers obtained from exact diagonalization studies. All energies are quoted in units of \( e^2/\epsilon \). The number in the parenthesis denotes the uncertainty in the linear extrapolation of the energies as a function of \( 1/N \), where \( N \) is the number of electrons.

| \( \nu \) | exact energies \( (e^2/\epsilon) \) | liquid energies \( (e^2/\epsilon) \) | crystal energies \( (e^2/\epsilon) \) |
|---|---|---|---|
| | bare | renormalized | electron crystal | CF crystal |
| 1/7 | -0.2819(5) | -0.2809(1) | 3 CF excitons | \( ^6 \)CF |
| 1/9 | -0.2508(8) | -0.2499(7) | -0.2510(5) | -0.2819(5) |
| 2/13 | -0.29087(1) | -0.2912(1) | -0.2880(8) | -0.2907(9) |

The primary conclusion from variational comparisons is that the states here are incompressible. On the other hand, we find that the energies of the best crystal vary smoothly with \( 2Q \).

The axis of the cylinder is along \( y \), and also with the energies obtained from exact diagonalization studies, at the fractions studied (see Table I). The competition between the liquid and the CF crystal states at low fillings is thus rather subtle.

IV. DMRG STUDIES

A. DMRG method

Since the development of the density matrix renormalization group (DMRG) algorithm\(^{[20]}\) and its description in terms of matrix product state (MPS) representation\(^{[21]}\), this algorithm has become a reliable approach to precisely calculate ground states and their energies for one-dimensional quantum many-body systems. Through mapping the two-dimensional electrons under a strong magnetic field in the lowest Landau level to a one-dimensional lattice model, DMRG algorithms have been used to investigate the FQHE liquids and composite fermion Fermi sea\(^{[22]}\). Here we apply the DMRG approach to the cylindrical geometry using the Landau gauge, following Zaletel, Mong and Pollmann\(^{[22]}\).

The cylindrical geometry is topologically equivalent to a parallelogram in the complex plane, which has periodic boundary condition in one direction and open boundary condition in the other. The two edges of parallelogram are \( L \) and \( L\tau \), where the complex number \( \tau = \tau_1 + i\tau_2 \) is known as the modular parameter. The particle coordinate is given by \( z = x + iy = L(\theta_1 + \tau \theta_2) \), where \( \theta_1, \theta_2 \in [-0.5, 0.5] \). The real axis is chosen to be the periodic direction of cylinder with a circumference of \( L \). The axis of the cylinder is along \( L\tau \) with open boundary condition.

Using the Landau gauge \( A = (-y, 0) /\ell^2 \), we can obtain the single particle wave-function in LLI\(^{[22]}\),

$$\varphi_n(\theta_1, \theta_2) = (2\tau_2N_{orb})^{1/4} e^{i2\pi n(\theta_1 + \theta_2 \tau_1)} e^{-\pi \tau_2 N_{orb}(\theta_2 - \frac{n}{N_{orb}})^2}$$

where \( N_{orb} \) is the number of orbits and index \( n \) takes values \( 0, 1, ..., N_{orb} - 1 \). The wave function \( \varphi_n(\theta_1, \theta_2) \) satisfies the periodic boundary condition \( \varphi_n(\theta_1 + 1, \theta_2) = \varphi_n(\theta_1, \theta_2) \), which can be viewed as a one-dimensional lattice model with lattice constant 1. For a finite size system with \( N \) particles at filling \( \nu = 1/m \), the number of orbitals \( N_{orb} = m(N - 1) + 1 \) which is the same as that on the spherical geometry\(^{[22]}\).

As noted in Ref\(^{[22]}\), the long range nature of the Coulomb interaction leads to divergences on a cylinder. To avoid this divergence, we choose the interaction \( V(r) = \frac{e^{-r}}{r} \), which reduces to the Coulomb interaction for \( \mu = 0 \). The total energy is composed of four terms:

$$E_{total} = E_{ee} + E_{eb} + E_{ob} + E_{self}$$

The last two terms on the right-hand side, which represent the background-background interaction and self-interaction due to periodic geometry, are just constant numbers and can be omitted in the calculation of density profiles and pair-correlation functions. The energies are quoted in units of \( e^2/\epsilon \). The first two terms represent the electron-electron interaction and electron-background interaction. The corresponding Hamiltonians in second quantized form are given by:

$$H_{ee} = \sum_{n,k \geq |m|} V_{ee}^{ck} c_n^\dagger c_{n+k}^\dagger c_{n+m+k} c_{n}$$

$$V_{mk}^{ee} = 2(V_{mk} - V_{km})$$

$$V_{mk} = e^{-\frac{\pi m^2}{N_{orb}}} \frac{L\tau_2}{2\pi} \int_0^{\infty} dq_2 e^{-\frac{(q_2 - 2\pi n_{orb})^2}{4\tau_2^2 N_{orb}}} \cos (\frac{q_2 - 2\pi m_{orb}}{\tau_2}) e^{-\frac{(q_2 - 2\pi m_{orb})^2}{4\tau_2^2 N_{orb}} + \mu^2 L^2}$$

$$H_{eb} = \sum_n V_{eb}^n n^\dagger n c_n$$

$$V_{eb}^n = -\frac{2N}{L\tau_2 N_{orb}} \int_0^{\infty} dq_2 \cos (\frac{q_2 - 2\pi n_{orb}}{\tau_2}) e^{-\frac{q_2^2}{4\tau_2^2 N_{orb}}} \sqrt{\frac{q_2^2}{\tau_2^2} + \mu^2 L^2}$$
FIG. 8. (color online) Thermodynamic extrapolation of the lowest Landau level Coulomb ground state energies of the CF liquid and crystal states at filling factors $\nu = 1/7$ (top panel), $\nu = 1/9$ (center panel) and $\nu = 2/13$ (bottom panel). The error bars on the individual data points indicate the statistical Monte Carlo uncertainty in the energies. The energies of the $2/13$ bare Jain state and $2/13$ state dressed with two composite fermion (CF) excitons have been reproduced from Ref. 50. The extrapolated energies are tabulated in Table II.

We use the pair correlation function to distinguish between the Wigner crystal and the FQH liquid states. The pair correlation function for our finite size system is defined as

$$g(r, r') = \frac{A}{\rho N} \sum_{i \neq j} \delta (r - r_i) \delta (r' - r_j)$$  \hspace{1cm} (10)$$

where $A = L^2 \tau_2$ is the area of the system. The DMRG algorithm is based on the ITensor library 77.

B. DMRG results

In Fig. 10, we show the occupation number and electron density profiles at the $\nu = 1/3$ filling for a $N = 24$ system with $\tau_1 = 0, \tau_2 = 1, \mu = 0.01$. We also show the pair correlation function by placing an electron in the center of square. For this DMRG calculation, the maximum bond dimension is $\chi = 33400$. To remove the effect of nonuniform density profile $\rho(r)$ on pair correlation function $g(r)$, in Fig. 10(d) we show the normalized pair correlation function $g'(r) = \frac{N\rho(r)}{\rho_0(r)}$. One can clearly see from the normalized pair correlation function that it is a FQH liquid at $\nu = 1/3$. We also note that there is no significant change in $g'(r)$ if we further lower the value of $\mu$. The state at $1/3$ is unquestionably a liquid. This is also confirmed in our results shown below.

We next come to lower filling factors $1/5, 1/7$ and $1/9$. For finite systems, the cylindrical geometry also complicates the analysis of the crystal state. To properly capture the crystal, we choose a hexagonal cylinder with $\tau = 1/2 + i \sqrt{3}/2$ to match the triangular lattice. Even then, as shown in Fig. 11 the particle numbers which satisfy $N = n(n + 1)$ (with $n$ being an integer) are more “friendly” to crystal formation.

In Figs. 12, 13, and 14 we show results for systems with $N = 6, 9$ and $12$ at $\nu = 1/3, 1/5, 1/7$ and $1/9$. Fig. 15...
FIG. 10. The orbital occupation number, electron density profiles and pair correlation function for the $\nu = 1/3$ filling with the $N = 24$, $\tau_1 = 0$, $\tau_2 = 1$, $\mu = 0.01$. (a) Orbit occupation number (b) Electron density profiles $\rho(r)$. (c) Pair correlation function $g(r)$. (d) Normalized pair correlation function $g'(r)$. The red dots in (c-d) indicates one electron position we choose. Period boundary condition is applied to the horizontal direction and open boundary condition for vertical direction.

shows the pair correlation of 16 particles for $\nu = 1/7$. We choose $\mu = 0.0001$; we have found that our results are insensitive to the value of $\mu$ so long as $\mu \leq 0.01$. We show the density profiles (on the left) and pair correlation functions (on the right) for $N = 6, 9, 12$ in Fig. 12 and Fig. 13, respectively. In the supplementary material we show how the pair correlation function $g(r, r')$ changes as we vary the position of $r$ (indicated by a red dot in the figures) along the length of the cylinder.

The question, of course, is whether the system is a crystal or a liquid in the thermodynamic limit. The $\nu = 1/3$ state looks like a liquid for all particle numbers, so here there is no ambiguity. For $\nu = 1/5$, $1/7$ and $1/9$, for 6 and 12 particles, the pair correlation function indicates a crystal phase, with the crystal centers becoming sharper as the filling factor is lowered. This indicates that crystalline correlations become stronger with decreasing $\nu$. However, we are not able to conclusively rule out a liquid at $\nu = 1/7$ in the thermodynamic limit for two reasons. First, the behavior at $1/7$ closely resembles that at $1/5$, which is known to be a liquid. Second, for 9 and 16 particles, our results suggest a liquid phase at $\nu = 1/7$. We have not studied larger systems for $\nu = 1/9$ due to computational limitations.

V. CONCLUSION

In this article, we have revisited the issue of the nature of the state, i.e. whether it is an incompressible liquid or a crystal, at small filling factors, especially $\nu = 1/7$ and $\nu = 1/9$. We find that the issue is more subtle than previously thought. Exact diagonalization studies in the spherical geometry are fully consistent with an incompressible FQHE state here. On the other hand, DMRG studies in the cylindrical geometry are inconclusive. A variational study finds that the energies of the CF crystal and a renormalized FQH liquid are too close to call. We are thus not able to draw a definitive conclusion, except that if the state is an FQHE liquid, it has strong short-range crystalline correlations.
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