Domains of pulsational instability of low–frequency modes in rotating upper main–sequence stars
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ABSTRACT
We determine instability domains on the Hertzsprung–Russel diagram for rotating main sequence stars with masses 2–20 M⊙. The effects of the Coriolis force are treated in the framework of the traditional approximation. High–order g–modes with the harmonic degrees, ℓ, up to 4 and mixed gravity–Rossby modes with |m| up to 4 are considered. Including the effects of rotation results in wider instability strips for a given ℓ comparing to the non–rotating case and in an extension of the pulsational instability to hotter and more massive models. We present results for the fixed value of the initial rotation velocity as well as for the fixed ratio of the angular rotation frequency to its critical value. Moreover, we check how the initial hydrogen abundance, metallicity, overshooting from the convective core and the opacity data affect the pulsational instability domains. The effect of rotation on the period spacing is also discussed.
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1 INTRODUCTION
Two main classes of pulsating variables are usually distinguished amongst main sequence stars with masses M ≳ 2.5 M⊙: β Cephei (Frost 1902; Stankov & Handler 2005) and Slowly Pulsating B–type stars (SPB, Waelkens 1991). The first class consists of early B–type stars with masses of 8–16 M⊙ and pulsate mainly in frequencies corresponding to low radial–order pressure and gravity (p and g) modes. The second class consists of stars of middle B spectral types pulsating with frequencies associated with high radial–order g modes. Pulsations of both types are driven in the metal (Z) opacity bump at log T ≈ 5.3 (Moskalik & Dziembowski 1992; Cox et al. 1992; Dziembowski et al. 1993; Gautschy & Saio 1993). However, this simple division into low–order p/g mode and high–order g mode pulsators is no longer valid. Recently, high–order g modes were detected in early B–type stars and low–order p/g modes, in mid B–type stars. First such hybrid pulsators were discovered from the ground (e.g. Jerzynkiewicz et al. 2005; Handler et al. 2006; Chapellier et al. 2006). Subsequently, hybrid pulsators with far more rich oscillation spectra than those seen from the ground were discovered from space by projects such as MOST, CoRoT, Kepler and BRITE (Degroote et al. 2010; Balona et al. 2011; McNamara et al. 2012; Pápics et al. 2012, 2014, 2015; Balona et al. 2015; Pigmulski et al. 2016). From the theoretical point of view, the important fact is that computations for non–rotating models showed that g mode pulsations can be excited in very hot and massive stars (Pamyatnykh 1999). This result was obtained with both OPAL (Iglesias & Rogers 1996) and OP opacity tables (Seaton 1996).

The theoretical instability strip for g–mode pulsators has been constantly recomputed when the updated opacity data were released (e.g., Seaton 2005) or the new solar mixture was determined (Asplund et al. 2005, 2009). For example, Miglio et al. (2007b) and Zdravkov & Pamyatnykh (2008) investigated the influence of updated opacity data and chemical mixture on the excitation of pulsation modes in B–type stars in the Magellanic Clouds. Another example of this type of research are pulsational studies for massive stars by Cugier (2014) who identified a new opacity bump at log T = 5.06 in the Kurucz stellar atmosphere models (Castelli & Kurucz 2003). Recently, Walczak et al. (2015) found that calculations with the new Los Alamos opacity data, OPLIB (Colgan et al. 2013, 2015), result in a wider SPB instability strip than those with OP or OPAL tables. Similarly, a wider instability strip was obtained by Moravejevi (2016) who artificially enhanced the iron and nickel contribution to the Rosseland mean opacity by 75 %. This was motivated by the work of Bailey et al. (2015) who reported higher than predicted laboratory measurement of iron opac-
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ity at solar interior temperatures. Laboratory measurements and theoretical computations of iron and nickel opacities for envelopes of massive stars were also performed by Turck-Chièze et al. (2013) who concluded that a significant increase in comparison with the OP data is predicted for the nickel opacity.

The instability domains of gravity modes with the effects of rotation on pulsations taken into account have been computed by Townsend (2005a,b). His calculations were carried out in the so-called traditional approximation and all effects of rotation on the evolutionary models were omitted; the chemical mixture of Grevesse & Noels (1993, GN93) was used. This author considered \( l \leq 2 \) g modes for models with masses smaller than \( 13 M_\odot \) (Townsend 2005a) and mixed gravity–Rossby modes for models with masses smaller than \( 8 M_\odot \) (Townsend 2005b).

Here we extend Townsend’s computations to the harmonic degree up to \( l = 4 \) and \( |m| \leq l \) as well as mixed gravity–Rossby modes, also known as \( r \) modes, with \( |m| \leq 4 \) (Lee 2006; Daszyńska-Daszkiewicz et al. 2007) for models with masses \( 2 - 20 M_\odot \). Including higher \( l \) and \( r \) modes was motivated by the high precision space–based photometry. Furthermore, the most recent chemical mixture of Asplund et al. (2009) was used in our calculations. In the present paper by SPB modes we mean high radial–order \( g \) modes.

In Section 2, we present instability strips for our reference rotating models with masses in the range \( 2 - 20 M_\odot \). In Section 3, the effects of the initial hydrogen abundance, metallicity, core overshooting and the opacity data on the SPB instability strip are discussed. Section 4 is devoted to checking the impact on the instability strip of using a fixed ratio of the angular rotation frequency to its critical value instead of a fixed equatorial velocity. The influence of rotation on the period spacing for high radial–order \( g \) modes is examined in Section 5. We end with a summary in Section 6.

2 LOW–FREQUENCY MODES IN ROTATING MODELS OF UPPER MAIN SEQUENCE STARS

In the present paper we will consider only low–frequency (slow) modes, i.e., high–order gravity as well as mixed gravity–Rossby modes. The latter become propagative in the radiative envelope only if the rotation is fast enough (e.g., Savonije 2005; Townsend 2005b). Low radial–order \( p \) and \( g \) modes which can be also excited in B–type stars and are responsible for \( \beta \)-Cephei phenomenon are omitted here.

Since the periods of the slow modes are often of the order of the rotation period, the effects of rotation cannot be regarded as a small perturbation to the pulsations another treatment is needed. In particular, the effects of the Coriolis force have to be taken into account. As far as the centrifugal force is concerned, Ballot et al. (2012, 2013) showed that its effects on \( g \) modes can be safely neglected if the rotation rate is well below the critical value. In the first paper these authors used the condition \( \Omega < 0.4 \Omega_{\text{crit}} \) where \( \Omega \) and \( \Omega_{\text{crit}} \) are the angular frequency of rotation and its critical value, respectively, but they did not justify their choice. Moreover, in the second paper (Ballot et al. 2013) they mentioned that an impact of the centrifugal force is negligible below a lower threshold \( \Omega < 0.4 \Omega_{\text{crit}} \) and it affects mostly prograde sectoral modes \( (\ell = m) \). In the present paper, following Townsend (2005a), Dziembowski et al. (2007) and Daszyńska-Daszkiewicz et al. (2015), as an upper limit of the applicability of the traditional approximation, we used a less rigorous condition, i.e., \( \Omega \lesssim 0.7 \Omega_{\text{crit}} \) corresponding to the value of Ballot et al. (2012).

While including the effects of Coriolis force one often adopts the traditional approximation (e.g., Lee & Saio 1997; Townsend 2003a,b, 2005a,b; Dziembowski et al. 2007; Daszyńska-Daszkiewicz et al. 2007) or a truncated expansion in the associated Legendre polynomials for the eigenfunctions (e.g., Lee & Saio 1989; Lee 2001). In the present paper we will use the first approach in which the horizontal component of the Coriolis force related to the radial motion and the radial component of the Coriolis force related to the horizontal motion are neglected (e.g., Townsend 2003a).

Here, we computed evolutionary models with the Warsaw–New Jersey code (e.g. Pamyatnykh et al. 1998). In this code, a very simple approach of including rotation is used, i.e., the effect of the averaged centrifugal force is taken into account in the equation of hydrostatic equilibrium. The rotation is assumed uniform and the global angular momentum is conserved during the evolution.

2.1 Instability domains of high–order \( g \) modes

We constructed a grid of evolutionary models with masses ranging from 2 to 20 \( M_\odot \) and with steps: 0.05 \( M_\odot \) for \( M \leq 3.5 M_\odot \), 0.1 \( M_\odot \) for 3.5 \( M_\odot \) \( < M \leq 12.2 M_\odot \), 0.2 \( M_\odot \) for 12.2 \( M_\odot \) \( < M \leq 14 M_\odot \), and 0.5 \( M_\odot \) for \( M > 14 M_\odot \). As a reference set of parameters, we chose the initial hydrogen abundance, \( X_0 = 0.7 \), metallicity, \( Z = 0.015 \), and no overshooting from the convective core, \( \alpha_{\text{ov}} = 0.0 \). We used the OP opacity tables (Seaton 2005) and the AGSS09 chemical mixture (Asplund et al. 2009). At lower temperatures, \( \log T < 3.95 \), the opacities were supplemented with the Ferguson et al. (2005) data. We adopted OPAL equation of state (Rogers & Nayfonov 2002) and the nuclear reaction rates from Bahcall et al. (1995). In the envelope, convection was treated in the framework of the standard mixing-length theory (MLT) with the parameter \( \alpha_{\text{MLT}} = 1.0 \). The value of \( \alpha_{\text{MLT}} \) does not affect the pulsational computations for masses considered in this paper. Three values of the rotation velocity on the ZAMS were assumed, \( V_{\text{rot}} = 0, 100 \) and 200 \( \text{km s}^{-1} \). The last value was chosen because it is more or less the upper limit of the applicability of the traditional approximation as well as because most B–type stars rotate with equatorial velocity below or around \( 200 \text{ km s}^{-1} \) (see e.g., Huang & Gies 2006). We have to add that at \( V_{\text{rot}} = 200 \text{ km s}^{-1} \) a small number of low mass models close to Terminal Age Main Sequence (TAMS) has \( \Omega \) slightly exceeding 0.7 \( \Omega_{\text{crit}} \) (see Fig. A1 in Appendix A), but this fact does not spoil the overall picture of our results. Nevertheless, the computed mode frequencies and instabilities have to be treated with some caution, especially for the prograde sectoral modes which are mostly affected by the centrifugal force. It should also be kept in mind that fast rotation can stabilize retrograde \( g \) modes if a truncated expansion of the Legendre functions for the eigenfunctions is used (Lee 2008; Aprilia et al. 2011). The ranges of \( \Omega/\Omega_{\text{crit}} \), corresponding to fixed values of equatorial velocities for models in a given...
instability strip are listed in the last columns of Tables 1, 3 and 4.

Linear nonadiabatic pulsational calculations were done with the Dziembowski code in its version which includes the effects of rotation in the traditional approximation (Dziembowski et al. 2007). This code uses the same approach as that adopted by Townsend (2005a). Moreover, the freezing approximation is assumed for the convective flux; this is fully justified for the range of masses we consider.

For all models from ZAMS to TAMS, the pulsations were computed for the rotation velocities fixed to the ZAMS values, i.e., for \( V_{\text{rot, ZAMS}} = 0, 100 \) and \( 200 \ \text{km s}^{-1} \). We considered high-order g modes with the spherical harmonic degrees, \( \ell \leq 4 \), and azimuthal orders, \( -\ell \leq m \leq \ell \), with the convention \( m > 0 \) for prograde modes.

One of the important assumptions in the traditional approximation is that of a small contribution of the horizontal heat losses to the overall work integral. This is because replacing the eigenvalue \( \ell(\ell + 1) \) by \( \lambda \) does not correctly include these losses which are proportional to the mode degree (cf. Townsend 2005a; Dziembowski et al. 2007). Here we consider modes up to \( \ell = 4 \), thus, it is interesting to check whether neglecting the horizontal heat losses is valid for such high degree modes. In Fig. 1, we plot the differential work integral for high-order g modes with \( \ell = 4 \) considering two models with masses typical for SPB and \( \beta \) Cephei stars: 5 and \( 10 M_{\odot} \), respectively. The corresponding effective temperat- ures of these models are \( \log T = 4.2098 \) and \( \log T = 4.3565 \), respectively. The work integral was computed with the zero-rotation approximation. In addition, in Fig. 1 we marked the instability parameter \( \eta \) for both modes. The parameter \( \eta \) is the normalized total work integral and modes which are pulsational unstable have positive values of \( \eta \). As one can see, the horizontal heat losses are negligible and have the largest contribution below the Z-bump (\( \log T < 5.3 \)). One can also see that the effect of the horizontal heat losses slightly increases with mass.

The instability strip of the dipole modes on the Hertzsprung–Russel (H–R) diagram is shown in Fig. 2. In the case of retrograde and axisymmetric modes, rotation shifts the whole instability domains towards higher masses and effective temperatures and makes the instability domains wider. For prograde sectoral modes the shift caused by rotation is reversed. Moreover, for \( V_{\text{rot}} = 200 \ \text{km s}^{-1} \) and dipole modes with \( m = 0, -1 \), the instability extends beyond the mass range considered in our grid. For retrograde modes (\( \ell = 1, m = -1 \)) and \( V_{\text{rot}} = 100 \ \text{km s}^{-1} \), the instability ends at \( M = 13 M_{\odot} \) and appears again at the edge of our grid for \( M = 20 M_{\odot} \).

The boundary values of masses, \( M \), effective tempera- tures, \( \log T_{\text{eff}} \), luminosities, \( \log L/\log L_{\odot} \), and gravities, \( \log g \), for instability domains for our references models with \( \ell \) up to 4, \( |m| \leq \ell \), and \( V_{\text{rot}} = 0, 100 \) and \( 200 \ \text{km s}^{-1} \) are summarized in Table 1.

In the non-rotating models, increasing \( \ell \) shifts the instability strip to higher masses and higher effective temperatures. This behaviour can be seen easily when we compare Fig. 2 with Fig. 3 or 4 where the instability strips for dipole and quadrupole modes are shown, respectively. The instability strips for modes with \( \ell \geq 2 \) we did not find upper boundaries of the mass and effective temperature within the considered grid of models. An exception are the modes (2, +2) at \( V_{\text{rot}} = 100 \ \text{km s}^{-1} \). In this case there is a gap in the instability strip, i.e. models with masses between 14 and \( 17 M_{\odot} \) are pulsationally stable during their whole main-sequence evolution.

It should be mentioned that the location of TAMS and consequently our instability borders are sensitive to the amount of overshooting from the convective core. Including overshooting prolongs the main sequence stage and extends instability to higher luminosities. This effect is investigated in Section 3.

When the effects of rotation are taken into account, increasing of \( V_{\text{rot}} \) acts in the same direction as increasing of the mode degree \( \ell \). The exception are the prograde sectoral modes, \( \ell = m \), for which the instability strip is shifted toward lower masses and effective temperatures, as discussed for dipole \( m = 1 \) modes (see Fig. 2). This behaviour is connected with the eigenvalue \( \lambda \) which is a counterpart of the eigenvalue \( \ell(\ell + 1) \) in the non-rotating case (e.g. Dziembowski et al. 2007; Daszyńska-Daszkiewicz et al. 2008). Let us remind the reader in the traditional approximation the latitudinal relationships are described by the Hough functions \( \Theta_{\ell}^{m}(\theta) \) which are the solutions of the tidal Laplace equation for a given eigenvalue \( \lambda \). For all modes but the prograde sectoral ones, the value of \( \lambda \) is a monotonically increasing function of the spin parameter, \( s \), defined as the doubled ratio of the rotation angular frequency to the pulsation frequency in the co-rotating frame, \( s = 2\Omega/\omega \). In the case of the prograde sectoral modes, \( \lambda \) slowly decreases with increasing \( s \), or with the rotation rate at a fixed value of the pulsation frequency and tends to an asymptotic value. The behaviour of \( \lambda \) has an impact on the behaviour of eigenfrequencies and has implications for the instability of different modes. Therefore prograde sectoral modes are less sensitive to the rotation velocity than other pulsational modes. An exact explanation of the instability properties of prograde sectoral and other modes was given by Townsend (2005a).

2.2 Impact of rotation on the range of unstable frequencies

Now, let us discuss the values of the frequencies of excited modes. In Figs. 2–4 and Figs. B1–B6, we coded in colours the observer’s frame frequencies of the most unstable modes, i.e., the modes for which the instability parameter \( \eta \) reaches maximum. If not stated otherwise, the frequencies in the inertial frame are used throughout the paper...

The mode frequencies at the maximum of \( \eta \) can be treated as a kind of a mean frequency of unstable modes in a given model for specified angular indices \((\ell, m)\), i.e. these modes are more or less in the middle of frequency range of unstable modes. Sometimes, especially on the border of the instability domains, there is only one unstable mode. However, more often there are many unstable modes. Examples of the evolution of frequencies and their ranges for dipole modes excited in models with masses 4, 6, and \( 9 M_{\odot} \) are presented in Appendix C, Figs. C1–C3. In Fig. C4 the evolution of the frequencies of \( \ell = 2 - 4 \) modes for non-rotating, and \( \ell = 2 \) for rotating \( 4 M_{\odot} \) models is shown.

As was mentioned above, for a given model, there are many unstable modes with the same angular indices \((\ell, m)\). Therefore, in the penultimate column of Table 1, there were given frequency ranges of all unstable modes. Of course,
modes, i.e. those which formally have the negative values of frequencies, are given in parentheses. In the last column the ranges of the degenerated in the azimuthal order \(4\).

\[
V_\text{eff} = 0, 100, 200 \text{ km s}^{-1}. \quad \text{Results for all pulsational modes with } \ell = 1 - 4 \text{ are shown. Note that in the non-rotating case, modes are degenerated in the azimuthal order } m. \text{ The asterisk indicates the limit of the model grid rather than the limit of the instability domain.}

In the penultimate column there is given the range of frequencies of all unstable modes (in the observer frame). Frequencies of „reflected” modes, i.e. those which formally have the negative values of frequencies, are given in parentheses. In the last column the ranges of the ratio of angular rotation rate to its critical value for models within the given instability domain are listed.
these ranges are much wider than the ranges of frequencies at the maximum $\eta$ presented in the figures.

The range of the excited frequencies is a function of many variables. Here, we discuss some of them. Firstly, the frequencies of the excited modes depend on the model parameters. Generally, the less evolved the model the higher frequencies are excited. Moreover, for the close-to-ZAMS models the frequency values increase with decreasing mass. This behaviour is the consequence of the sensitivity of the frequency of excited modes to the location of the driving region. However, we would like to stress that there are exceptions to this trend: the most important is that the reflected $g$ modes can shift unstable $g$ modes to very high frequencies (e.g., $\frac{m}{\ell}$ becomes higher as $\ell$ increases. For $\frac{m}{\ell} \approx 0.7$), $Z = 0.015$, $\alpha_v = 0$ and the AGSS09 chemical mixture. The dotted lines indicate the work integrals without the horizontal losses. The values of the normalized instability parameter, $\eta$, are given in the insets. Both modes are unstable.

2.3 Instability domains of mixed gravity–Rossby modes

Mixed gravity–Rossby ($r$) modes are retrograde ones with $m = -\ell$. They may be excited and visible in the light variations if rotation is fast enough (Savonije 2005; Townsend 2005b). For these modes, the restoring forces are both buoyancy and Coriolis force as compared with the sole buoyancy force in the case of gravity modes. The $r$ modes in the considered models are driven by the $\kappa$-mechanism operating in the same $Z$–bump layer as in the case of gravity modes.

As far as observations are concerned, Walker et al. (2005) suggested that some frequency peaks detected in HD 163868 in the MOST data may be identified as $r$ modes. However, Dziembowski et al. (2007) showed that the whole oscillation spectrum of the star can be explained solely by g modes. Subsequently, Szewczuk & Daszyńska-Daszkiewicz (2015) carried out mode identification for 31 SPB stars with available multicolour ground–based photometry and found that scarcely two frequencies observed in two stars may be associated, but with rather low probability, with $r$ modes. Nevertheless, we think that in the era of high–precision space photometry, detection of $r$ modes is only a question of time, hence the motivation to consider them.

We computed the $r$ mode instability strips for $m = -1$, $-2$, $-3$ and $-4$ for the reference models described in the previous subsection. The results are presented in Fig. 5 (for $m = -1$ and $-2$) as well as in Fig. B7 (for $m = -3$ and $-4$), and are summarised in Table 3.

The first important finding is that with increasing rotation velocity, from $V_{\text{rot}} = 100 \text{ km s}^{-1}$ to $200 \text{ km s}^{-1}$, the instability strip of the $r$–modes for a given $m$ expands and is shifted towards higher masses and effective temperatures. The second conclusion is that if we go towards more negative values of $m$, the instability strip shrinks and moves towards lower masses and effective temperatures. In the case...
Figure 2. The SPB instability strip on the H–R diagram. There are shown the dipole modes with all possible azimuthal orders. Models were computed with the OP opacity tables assuming $X_0 = 0.7$, $Z = 0.015$, $\alpha_{OV} = 0$ and three values of the rotation velocity, $V_{rot} = 0$, 100 and 200 km s$^{-1}$. Colours code the values of the mode frequency in the inertial frame at which the instability parameter, $\eta$, reaches maximum. There are also shown the evolutionary tracks for 2.5, 3, 4, 6, 9, 13 and 19 $M_\odot$. For a better comparison, the instability domain for the non–rotating case is additionally marked on the panels with the rotating models with thick black lines. (Colour figure only in the electronic edition of the journal.)
Figure 3. The same as in Fig. 2 but for modes with $\ell = 2$ and $m \leq 0$. 
Figure 4. The same as in Fig. 2 but for modes with $\ell = 2$ and $m \geq +1$. 
Table 2. The instability ranges for the g modes in the models near ZAMS ($X_c = 0.65$), in the middle of the main-sequence evolution ($X_c = 0.35$) and near TAMS ($X_c = 0.10$) for two stellar masses, $M = 4$ and $9 \, M_\odot$. Three values of the rotation velocity are considered, $V_{\text{rot}} = 0$, 100 and 200 km s$^{-1}$. For each $(\ell, m)$ pair, the range of radial orders, $n$, and frequencies in the observer frame, $v$, spanned by the unstable modes is listed (formally negative values for reflected modes are given in parentheses).

| $M$ [M$_\odot$] | $V_{\text{rot}}$ [km s$^{-1}$] | $(\ell, m)$ | $X_c = 0.65$ | $n$ | $X_c = 0.35$ | $n$ | $X_c = 0.10$ | $n$ |
|-----------------|-----------------|-------------|---------------|-----|---------------|-----|---------------|-----|
| 0 | 100 | 200 |  | | | | | |
| 0 |  |  |  | | | | | |
| 100 |  |  |  | | | | | |
| 200 |  |  |  | | | | | |

Table 3. The same as in Tab. 1 but for $r$ modes and $V_{\text{rot}} = 100$, 200 km s$^{-1}$.

| Grid | $V_{\text{rot}}$ [km s$^{-1}$] | mode | $M$ [M$_\odot$] | log $T_{\text{eff}}$ | log $L/L_\odot$ | log $g$ | $v$ [d$^{-1}$] | $\Omega/\Omega_{\text{crit}}$ |
|------|-----------------|-------|-----------------|----------------|----------------|-------|-------------|--------------------|
| OP: $X_c = 0.70$ | | | | | | | | |
|  | |  | | | | | | |
| OP: $X_c = 0.00$ | | | | | | | | |

of $V_{\text{rot}} = 100$ km s$^{-1}$ and the ($r$, $-1$) modes, the instability begins at a mass $M = 2.65 \, M_\odot$, the effective temperature log $T_{\text{eff}} = 4.0248$, and extends over 3.15 $M_\odot$ in mass and about 7900 K in effective temperature, whereas in the case of ($r$, $-4$) the instability begins at a mass $M = 2.40 \, M_\odot$, the effective temperature log $T_{\text{eff}} = 3.9915$, and extends only over 3.40 $M_\odot$ in mass and about 5800 K in effective temperature. We would like to emphasise that the lower boundary of the ($r$, $-4$) modes is below 10 000 K. Perhaps this fact partly explains the presence of a significant number of pulsating
stars between the SPB and δ Sct instability strip found by Mowlavi et al. (2013) in the young open cluster NGC 3766. In this region, the instability strip of new–old class of variables (i.e., Maia stars, postulated already in the last century by Struve (1955)) may be located. The problem with the explanation of Maia stars in terms of $r$ modes arises from their low visibility. But we do not know the intrinsic amplitudes of the modes. The majority of variable stars discovered by Mowlavi et al. (2013) appear to be fast rotators (Mowlavi et al. 2016). Salmon et al. (2014) tried to explain these stars in terms of prograde sectoral and $r$ modes. They concluded that prograde sectoral modes in combination with the gravity darkening effect and fast rotation provide a satisfactory explanation of these stars.

Figure 5. The same as in Fig. 2 but for the modes with $r m = -1, -2$ and $V_{\text{rot}} = 100$ and 200 km s$^{-1}$. 

3 THE EFFECTS OF INPUT PARAMETERS ON THE EXTENT OF THE SPB INSTABILITY STRIP

The location and extent of the SPB instability strip on the H–R diagram are sensitive to different parameters of evolutionary models. Here, we examined the influence of the initial hydrogen abundance, $X_0$, the metallicity, $Z$, overshooting from the convective core, $\alpha_{\text{ov}}$, and the opacity data. Since only dipole modes are considered, figures from Appendix D should be compared with the reference models presented in Fig. 2.
Increasing the initial hydrogen abundance from $X_0 = 0.70$ to $X_0 = 0.75$ (Fig. 2 vs. Fig. D1) shifts the instability strip to higher effective temperatures and masses. In the non-rotating case, unstable g modes appear at a mass higher by 0.3 $M_\odot$ and disappear at a mass higher by 1.4 $M_\odot$ compared to the reference models. The corresponding boundaries in effective temperature are shifted only by about 125 and 185 K, respectively.

If we consider lower boundaries of mass and effective temperature at the rotation velocity, $V_{\text{rot}} = 200$ km s$^{-1}$, the g modes become unstable from a mass higher by 0.3 $M_\odot$ and effective temperature higher by 115 K for retrograde modes, 0.35 $M_\odot$ and 130 K for axisymmetric modes and 0.33 $M_\odot$ and 120 K for prograde modes, compared to the reference models. Upper boundaries of mass and effective temperature, within the parameter space of our model grid, exist only for prograde modes. The boundary parameters for the instability domains are summarised in Table 4. As one can see, the shifts are rather small compared to those induced by the effects of rotation. A good example is the case of the (1,-1) modes at $V_{\text{rot}} = 200$ km s$^{-1}$. In this case the low mass and effective temperature boundary is shifted by 0.55 $M_\odot$ and 1500 K relative to the non-rotating models.

It should be noted that the difference between our reference models and those with increased hydrogen abundance is associated with the change in the amount of the nuclear fuel and with the change of the free-free opacities in the central layers of the star. This results in shifting the evolutionary tracks on the H-R diagram; for a given effective temperature and luminosity, an increase of the hydrogen abundance reduces the mass of the corresponding model. However, this has a little impact on pulsation driving by the $\kappa$-mechanism.

The effect of decreasing the metallicity on the instability domain of dipole modes is shown in Fig. D2 where results for $Z = 0.010$ are depicted. Since the g-modes are excited by the $\kappa$-mechanism acting on the Z opacity bump, it is not a surprise that lower metallicity reduces the size of the instability strip. In the non-rotating case the g modes become unstable for masses higher by 0.05 $M_\odot$ and effective temperature higher by 610 K and are stabilized for masses lower by 1.6 $M_\odot$ and effective temperature lower by 955 K compared to our reference grid. When a star rotates with $V_{\text{rot}} = 200$ km s$^{-1}$, the low effective temperature boundaries of the instability strip for all dipole modes are shifted to values higher by about 550 K relative to our reference grid.

Moreover, the instability extension to high masses observed for $Z = 0.015$ for axisymmetric modes disappears. In the case of retrograde modes, the instability appears in the whole range masses above $M = 3.25 M_\odot$. Similarly, only the lower boundary of effective temperature, log $T_{\text{eff}} = 4.108$, can
be defined for the parameters of our grid of models (see also Table 4). Finally, in the case of prograde modes, the high mass and effective temperature instability border is shifted to lower values by 1.5 $M_\odot$ and 905 K, respectively.

The effect of overshooting from the convective core is shown in Fig. D3. We applied the overshooting law proposed by Dziembowski & Pamyatnykh (2008), which is more smooth than usual step overshooting. The calculations were performed with overshooting parameter, $\alpha_{ov} = 0.2$. The convective core overshooting considerably prolongs the main sequence evolution causing wider instability domains. It means that for a given effective temperature, the instability strip reaches higher luminosities compared to the one found for the reference models. Moreover, overshoottng expands the pulsational instability to higher luminosities, effective temperatures and masses. In the non–rotating models with $\alpha_{ov} = 0.2$, unstable dipole modes disappear at 10.9 $M_\odot$ and appear again at about 18.5 $M_\odot$ in contrast to our reference grid. As one can conclude from Fig. D3, the lower limit of the instability in the effective temperature is almost unchanged.

The instability domains for the dipole g modes obtained with the OPAL opacity tables are shown in Fig. D4 (see also Table 4). In comparison with our reference models they are smaller. The upper and lower boundaries of masses and effective temperatures are shifted towards smaller values. This is a well–known fact resulting from the deeper location of the Z–bump in the OP data compared to the OPAL data. This is a well–known fact resulting from the deeper location of the Z–bump in the OP data compared to the OPAL data (e.g., Pamyatnykh 1999).

For the zero–rotation models, the instability is shifted at the low mass border by 0.1 $M_\odot$ and 150 K and at the high mass border by 2 $M_\odot$ and 2565 K.

In the models with $V_{rot} = 200$ km s$^{-1}$, we found an extension of the instability strip to higher masses for retrograde modes but not for axisymmetric modes. In comparison with our reference grid, the low temperature instability boundary is shifted towards lower values by 0.1 $M_\odot$ and 55 K for retrograde modes, by 0.05 $M_\odot$ and 55 K for axisymmetric modes and by 0.1 $M_\odot$ and 120 K for prograde modes.

Let us now discuss effects of different parameters on the values of unstable mode frequencies. For the purpose of clarity and brevity we focus only on dipole modes in non–rotating models. Let us recall the that dipole unstable modes in our reference models have frequencies in the range $\nu = 0.2162 - 1.6026$ d$^{-1}$. Decreasing metallicity from $Z = 0.015$ to $Z = 0.010$ shifts the minimum frequency to slightly higher values by 0.07 d$^{-1}$, whereas the maximum frequency remains almost unchanged. A higher initial hydrogen abundance, $X_0 = 0.75$, shifts the minimum and maximum frequencies towards lower values, by 0.02 and 0.04 d$^{-1}$, respectively. Assuming $\alpha_{ov} = 0.2$ lowers the minimum frequency (by 0.04 d$^{-1}$) but does not change the highest frequency. Finally, using the OPAL tables results in increasing the minimum frequency by 0.01 d$^{-1}$ whereas the value of the maximum frequency remains almost unchanged. As one can see, all these effects are noticeable but far smaller than the effects of rotation.

### 4 INSTABILITY DOMAINS OF THE DIPOLE MODES FOR FIXED VALUE OF $\Omega/\Omega_{CRIT}$

In order to compare our results with those of Townsend (2005a) and to show how non–constant $\Omega/\Omega_{CRIT}$ affects instability strips, we computed a grid of models with the values of $\Omega/\Omega_{CRIT}$ fixed at 0, 0.25 and 0.50. The remaining parameters were the same as for the reference models (see Section 2.1). The computations were limited to the dipole modes. The results are shown in Fig. 6 and are summarised in Table 5.

As one can see, the instability strips are slightly smaller than those computed for the fixed values of the equatorial velocity. This is due to the fact that the values of $V_{rot}$ corresponding to the $\Omega/\Omega_{CRIT}$ values used in this section are smaller than those used in preceding sections (see the last column of Table 5). Thus, the impact of rotation is smaller.

Our instability strips are much larger than those obtained by Townsend (2005a). In particular, we got much larger extension towards higher masses and higher effective temperatures on the H–R diagram. This is mainly due to the difference in the opacity data; Townsend (2005a) used the OPAL tables while we, the OP data. It has been already shown by Pamyatnykh (1999) for non–rotating models that such an extension of the instability strip exists if the OP opacities are used. Some differences can result also from adopting various chemical mixtures: GN93 in Townsend’s computations vs. AGSS09 in ours.

Besides, we computed and compared instability strips for the non–rotating and rotating evolutionary models. It turns out that even such simple incorporation of rotation in the equilibrium models as we have done (see Section 2.1) affects the instability strips. Comparing the Townsend’s and our instability strips, the reader has to bear in mind these differences.

### 5 INFLUENCE OF ROTATION ON PERIOD SPACING OF HIGH RADIAL–ORDER G MODES

For the present paper, the period spacing of high–order g modes is a side issue but recent discoveries of regular period patterns in B–type stars from space data (Degroote et al. 2010; Pápics et al. 2012, 2014, 2015) make it highly important. Moreover, the period spacing of g modes has been never discussed for massive stars such as $\beta$ Cephei variables ($M = 8 – 16 M_\odot$). Here, we would like to emphasize that one should be careful while interpreting dense oscillation spectra obtained from space photometry. A good example is HD 50230; Degroote et al. (2010, 2012) claimed that they found regular period spacing in the CoRoT data, which is a manifestation of asymptotic behaviour, but our studies (Szewczuk et al. 2014) suggested rather that this regularity is spurious, i.e., the oscillation spectrum is composed of modes with various $(\ell, m)$, and can not be interpreted according to the asymptotic theory.

For high radial–order g modes asymptotic theory predicts that period spacing, $AP$, defined as difference between periods of modes with the same spherical harmonic degree, $\ell$, and consecutive radial orders, $n$, is constant (Tassoul 1980).
Figure 6. The same as in Fig. 2 but for the fixed ratio of the angular rotation velocity to its critical value, $\Omega/\Omega_{\text{crit}} = 0, 0.25$ and 0.5.
In the present paper, we study the effects of rotation on the values of $\Delta P$ in the framework of the traditional approximation. In Fig. 7, we show $\Delta P$ as a function of period for dipole modes in the model with $M = 5 \, M_\odot$ and log $T_{\text{eff}} = 4.180$. The calculations were performed for three values of the equatorial rotation: $V_{\text{rot}} = 1, 100$ and $200 \, \text{km s}^{-1}$. We considered also three values of core overshooting: $\alpha_{\text{ov}} = 0.0, 0.2$ and 0.4. As can be seen from Fig. 7, the highest value of $\Delta P$ is obtained for retrograde sectoral modes ($m = -\ell$) and the lowest for prograde sectoral modes ($m = \ell$).

With increasing rotation, the deviation from the constant value of $\Delta P$ becomes more pronounced. An impact of convective core overshooting is rather minor and it is quantitatively comparable to the effect of slow rotation of the order of $1 \, \text{km s}^{-1}$. Moreover, for intermediate radial orders one can clearly see the oscillatory behaviour of $\Delta P$, a result already predicted by Dziembowski et al. (1993). The amplitude of this oscillation depends on the evolutionary stage, and more precisely, on the chemical composition gradient above the convective core. Furthermore, the amplitude of these oscillations decreases if core overshooting (as described by Dziembowski & Pamyatnykh (2008)) is included, this is a natural consequence of adding any partial mixing which blurs the chemical composition gradients.

In general, $\Delta P$ is a function of many variables; the most important are ($\ell, m$), $V_{\text{rot}}$, $T_{\text{eff}}$, $Z$, $X_0$, evolutionary stage or core overshooting. However, except for very slow rotation, the impact of $V_{\text{rot}}$ overwhelms the effects of other parameters.

In a similar way as for the $5 \, M_\odot$ model, we tested the effect of rotation and core overshooting on $\Delta P$ in the more massive model with $M = 10 \, M_\odot$ and log $T_{\text{eff}} = 4.360$ (see Fig. 8). As one can see from the figure, the qualitative properties are quite similar to those seen in Fig. 7 but the values of the mean period spacing are higher for higher-mass models.

The period spacings were modeled for, e.g., KIC10526294 (Moravveji et al. 2015) or KIC 7760680 (Moravveji et al. 2016) without and with the effects of rotation taken into account, respectively. The main problem in these studies was related to the instability conditions for some observed frequencies. As has been shown recently by Szewczuk et al. (2017), this problem can be solved by an appropriate enhancement of the opacities. In Szewczuk et al. (2017), we successfully reproduced both the value of the period spacing and the frequency range of unstable modes in the rotating SPB star KIC 7760680. Earlier, Savonije (2013) did not succeed in reproducing the period spacing in HD 43317. Let us repeat that it is easy to confuse period spacing resulting from asymptotic behaviour with accidental distribution of frequencies in dense oscillation spectrum (see Szewczuk et al. 2014).

### Table 5. The same as in Tab. 1 but for fixed ratios of angular rotation rates to their critical values, $\Omega/\Omega_{\text{crit}} = 0.00, 0.25, 0.50$, and for dipole modes.

| Grid $X_0 = 0.70 \alpha_{\text{ov}} = 0.0$ | $\Omega/\Omega_{\text{crit}}$ | mode ($\ell, m$) | $M$ [M$_\odot$] | log $T_{\text{eff}}$ | log $L/L_\odot$ | log $g$ | $\nu$ [d$^{-1}$] | $V_{\text{rot}}$ [km s$^{-1}$] |
|----------------------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| (1)                                    | 0.00            | (1)             | 2.75 – 9.10     | 4.032 – 4.305   | 1.77 – 3.90     | 3.67 – 4.36     | 0.2162 – 1.6026 | 0               |
| (1, −1)                                |                 |                 |                 |                 |                 |                 |                 |                 |
| (1, +1)                                |                 |                 |                 |                 |                 |                 |                 |                 |
| (1, −1)                                | 0.25            | (1)             | 2.99 – 11.40    | 4.054 – 4.348   | 1.89 – 4.22     | 3.61 – 4.35     | 0.1454 – 1.3268 | 55 – 88         |
| (1, +1)                                |                 |                 |                 |                 |                 |                 |                 |                 |
| (1, −1)                                | 0.50            | (1)             | 3.15 – 20.00$^\ast$ | 4.069 – 4.411$^\ast$ | 1.99 – 4.94$^\ast$ | 3.31$^\ast$ – 4.32$^\ast$ | 0.0623 – 1.2546 | 112 – 183       |
| (1, +1)                                |                 |                 |                 |                 |                 |                 |                 |                 |
| (1, −1)                                | 0.005           | (1)             | 2.90 – 13.00    | 4.047 – 4.362   | 1.85 – 4.40     | 3.51 – 4.32     | 0.3270 – 1.9390 | 110 – 177       |
| (1, +1)                                |                 |                 |                 |                 |                 |                 |                 |                 |
| (1, −1)                                | 0.50            | (1)             | 16.50 – 20.00$^\ast$ | 4.394 – 4.429$^\ast$ | 4.71 – 4.94$^\ast$ | 3.31$^\ast$ – 3.42$^\ast$ | 0.2641 – 0.3406 | 142 – 148       |
| (1, +1)                                |                 |                 |                 |                 |                 |                 |                 |                 |
| (1, −1)                                | 0.00            | (1)             | 2.65 – 8.60     | 4.018 – 4.284   | 1.70 – 3.81     | 3.61 – 4.32     | 0.0604 – 2.7352 | 108 – 169       |

\[\Delta P_{\ell, m} = \frac{2\pi^2}{\sqrt{\Delta \nu_{\ell, m, s(\ell+1)}}} \int_{r_1}^{r_2} N \, d \ln r \left( 1 + \frac{d \ln \Delta \nu_{\ell, m, s(\ell+1)}}{d \ln r} \right), \]
Figure 7. The period spacing for the dipole modes with $m = -1, 0$ and $+1$ in stellar model with $\ell = 1$, $M = 5M_\odot$, $\log T_{\text{eff}} = 4.180$, $X_c \approx 0.33$, $V_{\text{rot}} = 1$ km s$^{-1}$, $Z = 0.017$, $\alpha_{\text{ov}} = 0.0$, 0.2, 0.4, were examined. Pulsationally unstable modes are marked by larger symbols.
Figure 8. The same as in Fig. 7 but for 10$M_\odot$ model with $\log T_{\text{eff}} = 4.360$ and $X_c \approx 0.35$. 

\[ \ell = 1 \quad M = 10 M_\odot \quad \log T_{\text{eff}} = 4.360 \quad X_c = 0.35 \quad V_{\text{rot}} = 1 \text{ km s}^{-1} \]

\[ \Delta P \quad V_{\text{rot}} = 100 \text{ km s}^{-1} \]

\[ \Delta P \quad V_{\text{rot}} = 200 \text{ km s}^{-1} \]
We presented results of extensive computations of gravity and mixed gravity–Rossby modes instability domains for stellar models with masses 2–20 M\(_{\odot}\). The effects of rotation on pulsations were included using the traditional approximation which can be safely applied for slow–to–moderate rotators. We considered high–order g modes with \(\ell \geq 4\) and mixed gravity–Rossby modes with \(|m|\geq 4\). The latter modes become propagative only in the presence of rotation.

We relied on the equilibrium models computed with the Warsaw–New Jersey code which takes into account the mean effects of the centrifugal force whereas all effects of rotationally-induced mixing are ignored. Our results give a good qualitative picture of pulsational instability of slow rotators. We considered high–order g modes with \(\ell \geq 4\) and mixed gravity–Rossby modes with \(|m|\geq 4\). The latter modes become propagative only in the presence of rotation.

In comparison with the results of Townsend (2005a), we obtained the g-mode instability domains on the H–R diagram much more extended towards higher masses and higher effective temperatures. This is mainly due to the difference in the opacity data (OPAL vs. OP). We found that in the case of rotating models, the extension occurs also for the OPAL opacity data (cf. Fig. D4 for \(v_{\text{rot}} = 200\) km s\(^{-1}\)). Thus, another reason for the difference between our and Townsend’s results is the higher rotation rate we used. Some differences may have arisen from adopting different chemical mixtures (GN93 vs. AGSS09). Finally, including mean effects of the centrifugal force in our equilibrium models also had a not negligible effect.

We would like to emphasize that in the rotating models, the unstable prograde high–radial–order g modes may have quite high frequencies, typically not associated with SPB–like pulsation. This fact is especially important in the era of high precision space photometry where modes with higher degree, \(\ell \geq 3\), can be detected. The important result is also that for the rotating models, we obtained a wider instability strip for a given \(\ell\) than in the non–rotating case. Moreover, the shift of the lower boundary of the effective temperature to the lower values for prograde sectoral modes (\(\ell = m\)), combined with their high frequencies caused by rotation, can possibly explain the existence of some Maia stars (e.g., Balona et al. 2015). Moreover, \(r\) modes can also, at least partially, fill the gap between the SPB and \(\delta\) Scuti instability domains, exactly where Mowlavi et al. (2013) found a new class of pulsating stars. The role of the fast rotation in the phenomenon of pulsating stars located between the SPB and \(\delta\) Scuti instability strip was already discussed in the literature (e.g. Mowlavi et al. 2013; Salmon et al. 2014; Mowlavi et al. 2016; Daszynska-Daszkiewicz et al. 2017; Saio et al. 2017).

Variable stars similar to those of Mowlavi et al. (2013) were also observed in NGC 457 (M\'odzierski et al. 2014) and NGC 884 (Saesen et al. 2010, 2013). Some of them exhibit much too high frequencies for the SPB stars or seem to lie below the classical SPB instability strip. Using parameters given by Saesen et al. (2013), we plotted variables observed in NGC 884 on the H–R diagram and compared with our instability strips. It turned out that the location and the high frequencies of all but one Maia–like star can be explained by prograde sectoral modes excited in fast rotating models of SPB stars (see also Appendix E).

Recently, Szewczuk & Daszynska-Daszkiewicz (2015) compiled the parameters of SPB stars. The observed parameters of the SPB stars in their list are consistent in terms of both the position on the H–R diagram and the excited frequencies with the calculations presented in the present paper. There is also well known problem with the so called macroturbulence, i.e. the line–profile broadening cause by other factors than rotation (e.g. Simón–Díaz & Herrero 2014). Recently, Aerts et al. (2009) showed that macroturbulence could be a signature of collective effect of pulsations. However, Simón–Díaz et al. (2017); Godart et al. (2017) argued that alone heat driven pulsations can not explain the occurrence of macroturbulence. Not all stars with macroturbulent broadening fall into instability strips. In Section 2 we obtained wider instability strips than Simón–Díaz et al. (2017) and Godart et al. (2017). In particular, we showed that the instability of high–order g modes begins at earlier evolutionary stage for massive stars than found by Simón–Díaz et al. (2017) and Godart et al. (2017). These differences are caused mainly by the circumstance that they used an older chemical mixture (GN93) and ignored the effects of rotation. Taking into account modes with \(\ell \geq 4\) as was done by Godart et al. (2017) could give us even more extend instability domains than those presented in the present paper. Unfortunately, we did not study instability condition beyond the main sequence where many stars with significant macroturbulent broadening are located. This task is planned for the near future.

Finally, we showed that the initial hydrogen abundance, metallicity, overshooting from the convective core and a source of the opacity data have a minor influence on the extent of the SPB instability domains in comparison with the effects of rotation.
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APPENDIX A: THE DISTRIBUTION OF $\Omega/\Omega_{\text{crit}}$ ACROSS THE CONSIDERED MASS RANGE

In Fig. A1, we depicted the distribution of the values of $\Omega/\Omega_{\text{crit}}$ corresponding to the rotation velocity, $V_{\text{rot}} = 100$ and 200 km s$^{-1}$. The reference models, as described in the text, were considered, i.e., the models with masses 2–20 $M_{\odot}$ computed for $X_0 = 0.7$, $Z = 0.015$, OP data and the AGSS09 chemical mixture.

APPENDIX B: INSTABILITY DOMAINS FOR THE G MODES WITH $\ell = 3, 4$ AND MIXED GRAVITY–ROSSBY MODES WITH $M = -3, -4$

Here, we show the pulsation instability strips for the g modes with $\ell = 3$ and 4 (Fig. B1–B6) and $r$ modes with $m = -3$ and $-4$ (Fig. B7) excited in the rotating reference models described in Section 2. Again the three values of the rotation velocity were considered, $V_{\text{rot}} = 0$, 100, 200 km s$^{-1}$.

APPENDIX C: FREQUENCY EVOLUTION OF UNSTABLE G MODES IN SELECTED MODELS

Besides calculations of the instability strips, an interesting issue is the change of the pulsational frequencies and of the range of unstable mode frequencies with evolution. We present such results for the modes excited in our reference models with masses $M = 4, 6, 9 M_{\odot}$. As before, three values of the rotation velocity were chosen, $V_{\text{rot}} = 0$, 100, 200 km s$^{-1}$. Figs. C1–C3 are for the dipole modes whereas Fig. C4 is for modes with $\ell = 2, 3, 4$ for a mass $M = 4 M_{\odot}$.

APPENDIX D: EFFECTS OF THE INPUT PARAMETERS ON THE EXTENT OF THE SPB INSTABILITY STRIP

Here, we show figures presenting effects of the input parameters on the extent of the instability strip of the dipole g–modes. There are shown the effects of the initial hydrogen abundance, $X_0$, metallicity, $Z$, overshooting from the convective core, $\alpha_{\text{ov}}$, and the opacity data. To see the influence of these parameters, all figures have to be compared with Fig. 2 of Section 2.1.

APPENDIX E: MAIA OR SPB STARS IN NGC 884

NGC 884 is a young open cluster, $\log(t/yr) = 7.12 - 7.28$, containing many SPB stars with unusually high frequencies (Saesen et al. 2010, 2013). For some of them, there are known
Figure A1. The distribution of the value of $\Omega/\Omega_{\text{crit}}$ corresponding to the rotation velocity, $V_{\text{rot}} = 100$ km s$^{-1}$ (the upper panel) and 200 km s$^{-1}$ (the lower panel) across the H–R diagram. Models from our reference grid with the masses $M = 2 – 20 \, M_\odot$ are considered.
Figure B1. The same as in Fig. 2 but for modes with $\ell = 3$ and $m \leq -1$. 
Figure B2. The same as in Fig. 2 but for modes with $\ell = 3$ and $0 \leq m \leq +2$. 
Figure B3. The same as in Fig. 2 but for modes with $\ell = 3$ and $m = \pm 3$. 
Figure B4. The same as in Fig. 2 but for modes with $\ell = 4$ and $m \leq -2$. 
Figure B5. The same as in Fig. 2 but for modes with $\ell = 4$ and $-1 \leq m \leq +1$. 
Figure B6. The same as in Fig. 2 but for modes with $\ell = 4$ and $m \geq +2$. 
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Figure B7. The same as in Fig. 2 but for \( r, m = -3, -4 \) modes and \( V_{\text{rot}} = 100 \) and 200 km s\(^{-1}\).
Figure C1. Evolution of the frequencies of unstable dipole modes in a $4 \, M_\odot$ model for three values of rotation velocity. Frequencies corresponding to modes with the maximum values of the instability parameter $\eta$ are indicated by large symbols.
Figure C2. The same as in Fig. C1 but for $6 M_\odot$ model.
Figure C3. The same as in Fig. C1 but for $9 M_\odot$ model.
Figure C4. The same as in Fig. C1 but for $\ell = 2 - 4$ in the non-rotating models (the upper panel) and for $\ell = 2$ in the rotating models with the rotation velocity $V_{\text{rot}} = 100\,\text{km}\,\text{s}^{-1}$ (the middle panel) and $V_{\text{rot}} = 200\,\text{km}\,\text{s}^{-1}$ (the bottom panel).
Figure D1. The same as in Fig. 2 but for $X_0 = 0.75$. In addition, we marked the instability strips computed for non–rotating models with $X_0 = 0.70$ (thick dashed line) and $X_0 = 0.75$ (thick solid line).
Figure D2. The same as in Fig. D1 but for $Z = 0.010$. In addition, we marked the instability strips computed for non–rotating models with $Z = 0.015$ (thick dashed line) and $Z = 0.010$ (thick solid line).
Figure D3. The same as in Fig. D1 but for $\alpha_{ov} = 0.2$. In addition, we marked the instability strips computed for non–rotating models with $\alpha_{ov} = 0.0$ (thick dashed line) and $\alpha_{ov} = 0.2$ (thick solid line).
Figure D4. The same as in Fig. D1 but for the OPAL opacity tables. In addition, we marked the instability strips computed for non-rotating models with the OP tables (thick dashed line) and the OPAL tables (thick solid line).
Figure E1. Variable stars observed in NGC 884 (Saesen et al. 2010, 3013). Colours code the frequency of the dominant mode. For clarity, stars with frequencies above $6.3 \text{ d}^{-1}$ are marked in black. High–order $g$ modes instability strips for dipole modes excited in non–rotating and in rotating models are enclosed by cyan lines, high–order $g$ modes instability strips for some quadrupole modes excited in rotating models are enclosed by grey lines and instability strips for the $r, m = -4$ modes are enclosed by navy-blue lines. The cool border of the $\beta$ Cephei instability strip for $\ell = 0, 1, 2$ and non–rotating models is marked by the black continuous line. In addition, there are shown the isochrones corresponding to the maximum age of the cluster, $\log (t/\text{yr}) = 7.28$ (Saesen et al. 2013) for rotating models, $V_{\text{rot}} = 200 \text{ km s}^{-1}$, without overshooting from convective core (red continuous line) and with overshooting from convective core (red dotted line). Some evolutionary tracks calculated with $V_{\text{rot}} = 200 \text{ km s}^{-1}$ and $\alpha_{\text{ov}} = 0.0$ are shown as well.