Coarsening dynamics in condensing zero-range processes and size-biased birth death chains
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Abstract
Zero-range processes with decreasing jump rates are well known to exhibit a condensation transition under certain conditions on the jump rates, and the dynamics of this transition continues to be a subject of current research interest. Starting from homogeneous initial conditions, the time evolution of the condensed phase exhibits an interesting coarsening phenomenon of mass transport between cluster sites characterized by a power law. We revisit the approach in Godrèche (2003 J. Phys. A: Math. Gen. 36 6313) to derive effective single site dynamics which form a nonlinear birth death chain describing the coarsening behavior. We extend these results to a larger class of parameter values, and introduce a size-biased version of the single site process, which provides an effective tool to analyze the dynamics of the condensed phase without finite size effects and is the main novelty of this paper. Our results are based on a few heuristic assumptions and exact computations, and are corroborated by detailed simulation data.
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1. Introduction

Under certain conditions on the jump rates, stochastic particle systems can exhibit a condensation transition where a non-zero fraction of all particles accumulates in a condensate, provided the particle density exceeds a critical value. This has been studied for various models with homogeneous factorized stationary distributions (see e.g. [1, 2] for recent
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summaries), including zero-range processes of the type introduced in [3, 4], inclusion processes with a rescaled system parameter [5, 6] and explosive condensation models [7, 8]. The role of spatial inhomogeneities and their interplay with particle interactions is summarized in detail for zero-range processes in [9] (see also [1, 10] for further references), and in this paper we focus on spatially homogeneous processes.

While the stationary behavior of condensing systems with factorized distributions has been understood in great detail also on a rigorous level [1, 4, 11–15], the dynamics of these processes continue to attract research interest. The zero-range processes introduced in [3, 4] with jump rates of the form $g(k) = 1 + b/k^\gamma$, $b > 0$, $\gamma \in (0, 1]$ for occupation numbers $k \geq 1$, exhibit particularly rich dynamic phenomena involving several time scales which have been summarized in [16] for the case $\gamma = 1$. The fastest is the usual hydrodynamic time scale of order $L$ for asymmetric and order $L^2$ for symmetric one-dimensional systems of size $L$ on which non-stationary density profiles evolve in time, which has been studied heuristically in [17] with partial rigorous results in [18]. Within that scale, the excess mass in supercritical systems has accumulated in isolated cluster sites which form the condensed phase. These cannot be included in a hydrodynamic description via density fields, but rather act as boundary reservoirs scattered at random positions in the system. The sites exchange particles on a slower time scale identified as $L^2$ (asymmetric) and $L^3$ (1D symmetric) in [12, 16] for $\gamma = 1$, with related recent rigorous progress in [19]. These dynamics in the condensed phase correspond to an interesting coarsening process with a decreasing number of increasingly large cluster sites illustrated in figure 1. Typical observables follow a power law time evolution, corresponding to a self-similar process on an infinite lattice, which exists only in a scaling window on finite systems before reaching stationarity with a single cluster or condensate remaining. The stationary dynamics of this condensate form the longest time scale, have first been identified in [16] on the scale $L^b$ (asymmetric and complete graph) and $L^{1+b}$ (1D symmetric), and are now understood on a rigorous level [20–23]. Related recent results on the equilibration dynamics of condensation phenomena in population genetics can be found in [24].

In this paper, we revisit the analysis of the coarsening dynamics in [12, 16]. We provide a generic derivation for the single-site dynamics as nonlinear birth death chains, and study the coarsening scaling law for values of the parameter $\gamma$ extending to the interval $(0, 1]$. The main novelty is a direct description of the size-biased version of the single-site dynamics, which provides an interesting tool to analyze the coarsening dynamics without any finite size effects.
It is also numerically more efficient than previous approaches since the volume of the condensed phase does not vanish in time as in the zero-range process or the direct mapping to birth death chains. We focus the presentation of our results on processes on complete graphs, and discuss the role of other homogeneous geometries in the conclusion. In the next section, we introduce the model and summarize background results. Our description of the coarsening dynamics and related results are given in sections 3 and 4, and we conclude in section 5.

2. Zero-range processes and condensation

2.1. Definition and notation

The zero-range process \( \eta(t) : t > 0 \) is a stochastic particle system defined on a lattice \( \Lambda \) which is a discrete set of sites that can be finite of size \( L \) or infinite. Configurations are denoted by \( \eta = (\eta_x : x \in \Lambda) \in \Omega \), where \( \eta_x \in \mathbb{N} \) is the number of particles at site \( x \in \Lambda \) with the state space \( \Omega = \mathbb{N}^\Lambda \). Let \( q(x, y) \geq 0 \) be the transition probabilities of an irreducible random walk on \( \Lambda \) with \( q(x, x) = 0 \). A particle at site \( x \) jumps to site \( y \) with rate \( q(x, y) \eta(x) \eta(y) \), which depends only on the occupation number on the departure site \( x \) through a non-negative function \( g \), for which we assume that \( g(n) = 0 \) if and only if \( n = 0 \). The dynamics of the process is then conveniently characterized by the infinitesimal generator

\[
\mathcal{L}f(\eta) = \sum_{x,y \in \Lambda} g(\eta_x)q(x, y)(f(\eta^{x\rightarrow y}) - f(\eta)),
\]

describing the expected change of suitable test functions \( f : \Omega \to \mathbb{R} \) (see e.g. [25] for details). Here we have used the standard notation \( \eta^{x\rightarrow y} \) for the configuration where one particle has jumped from site \( x \) to site \( y \), i.e. \( \eta^{x\rightarrow y}_z = \eta_z - \delta_{z,x} + \delta_{z,y} \), where \( \delta \) denotes the Kronecker delta. The adjoint operator \( \mathcal{L}^* \) with respect to the distribution \( \pi \) at time \( t \) characterizes the right-hand side of the usual master equation \( \frac{d}{dt} \pi_t(\eta) = (\mathcal{L}^* \pi_t)(\eta) \). We do not give this in detail and use the generator (1) instead, since it is more convenient for our purposes.

For spatially homogeneous jump probabilities, the stationary distributions of the zero-range process are well known [25, 26] to be of a product form with marginals

\[
\nu_\phi[\eta_x = n] = \frac{1}{z(\phi)}w(n)\phi^n,
\]

where \( \phi \geq 0 \) is the fugacity parameter controlling the particle density. The stationary weight is given by \( w(n) = \prod_{k=1}^{\infty} g(k)^{-1} \) and the normalization by the single site partition function

\[
z(\phi) = \sum_{n=0}^{\infty} w(n)\phi^n.
\]

These distributions exist on finite or infinite lattices for all \( \phi \geq 0 \) such that \( z(\phi) < \infty \), with the particle density

\[
R(\phi) = \sum_{n=0}^{\infty} n\nu_\phi[\eta_x = n] = \phi\partial_\phi \log(z(\phi))
\]

a monotone increasing function of \( \phi \) with \( R(0) = 0 \).
2.2. Condensation

In this paper, we focus on zero-range processes introduced in [3, 4] with jump rates

\[ g(k) = \begin{cases} 
0 & \text{if } k = 0, \\
1 + \frac{b}{k^\gamma} & \text{if } k \geq 1,
\end{cases} \]

with parameters \( b > 0 \) and \( \gamma \in (0, 1) \). It is known that this system exhibits condensation if \( \gamma \in (0, 1) \) or \( \gamma = 1 \) and \( b > 2 \). In this case, the stationary weights \( w(n) \) have a subexponential decay as \( n \to \infty \) and the distributions (2) exist for all \( \phi \in [0, 1] \) with the maximal invariant measure \( \nu_1 \) and critical density \( \rho_c = R(1) < \infty \). When the imposed particle density \( \rho \) in a finite system of size \( L \) exceeds \( \rho_c \), the system phase separates into a homogeneous background distributed according to \( \nu_1 \) with critical density, and the condensate where the excess mass \((\rho - \rho_c)L\) concentrates on a single randomly located lattice site. This phenomenon has been very well understood on the level of stationary distributions and the equivalence of ensembles in a series of papers [1, 4, 11–15].

The dynamics of this condensation phenomenon remain an area of active research interest with recent rigorous results in [19], and also in the context of related population models [24]. The zero-range process with rates (3) exhibits particularly interesting dynamics starting from homogeneous initial conditions with a particle density \( \rho > \rho_c \), which have first been described in [12, 16] for \( \gamma = 1 \). The stages of the dynamics can be summarized as follows (see also figure 1):

(i) Nucleation regime: the density decreases locally to \( \rho_c \) and the resulting excess mass concentrates into cluster sites. Outside clusters on a so-called bulk sites, the system relaxes to its steady state distribution \( \nu_{\rho_c} \).

(ii) Coarsening regime: the clusters exchange particles through the bulk, leading to a decreasing number of cluster sites of increasing size. This occurs on a slower timescale which is \( L^{1+\gamma} \) for a complete graph or asymmetric system of size \( L \) depending on the parameter \( \gamma \), as derived section 4. In one-dimensional symmetric systems, the scale is \( L^{2+\gamma} \).

(iii) Saturation regime: on finite systems, eventually there is only a single cluster site left which contains all excess particles and forms the condensate, which changes position on an even longer time scale.

Our main interest in this paper is the coarsening regime and we will explain in the following how to effectively describe the dynamics. We focus our presentation on the complete graph for simplicity, i.e. \( q(x, y) = 1/(L - 1) \) for all \( x \neq y \) with finite lattices \( \Lambda \) of size \( L \), and comment on the influence of other homogeneous geometries in the conclusion.

3. Dynamics of the process

3.1. Empirical processes

Consider a zero-range process with rates (3) on a finite lattice of size \( L \) with \( N \) particles, initially distributed uniformly at random. We denote the set of all possible configurations of this process by \( \Omega_{L,N} = \{ \eta \in \Omega : \sum_{x \in \Lambda} \eta_x = N \} \). To describe the coarsening dynamics, we will study dynamics of two kinds of empirical processes:
The first process counts the fraction of lattice sites with occupation number \( k \), while the second one counts the fraction of particles which are on sites with occupation number \( k \). Note that the condensed phase has only a small, time-dependent weight in the first process which tends to the stationary value \( \rho_c \) with only one condensate site. In the second process, however, the weight of the condensed phase is roughly constant in time and given by the mass fraction \( c_\eta(t) \), due to the different weighting, where \( N_L \) is the particle density. This is, therefore, more useful to describe the dynamics in the condensed phase. Both processes are normalized, i.e.,

\[
F_k(t) = \frac{1}{L} \sum_{x \in \Lambda} \delta_{\eta_x(t),k},
\]

(4)

\[
P_k(t) = \frac{1}{N} \sum_{x \in \Lambda} k \delta_{\eta_x(t),k}.
\]

(5)

The first process counts the fraction of lattice sites with occupation number \( k \), while the second one counts the fraction of particles which are on sites with occupation number \( k \). Note that the condensed phase has only a small, time-dependent weight in the first process which tends to the stationary value \( 1/L \) with only one condensate site. In the second process, however, the weight of the condensed phase is roughly constant in time and given by the mass fraction \( (\rho - \rho_c)/\rho \) due to the different weighting, where \( \rho = N/L \) is the particle density. This is, therefore, more useful to describe the dynamics in the condensed phase. Both processes are normalized, i.e.,

\[
\sum_{k=0}^{\infty} F_k(t) = \sum_{k=1}^{\infty} P_k(t) = 1 \quad \text{for all } \eta \in \Omega_{LN}.
\]

Also, they can be interpreted as distributions of single site occupations. The second process is a size-biased version of the first one, and both are related via

\[
k F_k(\eta) = \rho P_k(\eta) \quad \text{for all } \eta \in \Omega_{LN} \quad \text{and } k \geq 1.
\]

(6)

In figure 2, we illustrate the behavior of these processes when averaged over 500 realizations of the zero-range dynamics. We see that the coarsening process transports mass from small occupation numbers to form a stationary bump around occupation numbers \( (\rho - \rho_c)L \); two such bumps are shown for densities \( \rho = 2 \) and 4. The distribution within the condensed phase at any given time is characterized by an intermediate bump in the distribution which is broadening over time with its maximum moving to the right. Building on the analysis in [12], we will investigate the scaling behavior of this bump. On a finite lattice, the scaling behavior only occurs in a finite time window before the system reaches stationarity. However, ideally, we are interested in an infinite lattice where the condensed phase distribution keeps broadening and moving to larger occupation numbers forever.
Both processes in figure 2 are shown on very different scales since the condensed phase has much larger weight under $P_k$ than under $F_k$, as explained above. The bulk part of the distribution concentrates on the left and is not shown in full since we focus our attention on the condensed phase.

3.2. Analysis of $F_k(\eta)$

While the size-biased process $P_k$ is more suitable to study the coarsening dynamics, we start our analysis with the process $F_k$ describing the single site dynamics of the process since this is simpler to analyze. This has already been studied in [12] for $\gamma = 1$, so we keep the presentation short and show numerical results only for the size-biased process later in section 4.

Applying the generator (1) for the complete graph case with $q(x, y) = \frac{1}{L-1}$ to the test function $F_k$, we get

$$
(LF_k)(\eta) = \sum_{x, y \neq x} \frac{1}{L-1} g(\eta_x)[F_k(\eta^{x\rightarrow y}) - F_k(\eta)]
$$

$$
= - g(k)F_k(\eta) - \frac{L}{L-1} \sum_{x \in \Lambda} g(\eta_x) \frac{\delta_{k-1,\eta_x}}{L}
$$

$$
+ \frac{1}{L-1} \sum_{x \in \Lambda} g(\eta_x) \frac{\delta_{k-1,\eta_x}}{L} + g(k+1)F_{k+1}(\eta)
$$

$$
= - \langle g(k) \rangle F_k(\eta) + \langle g(k) \rangle F_{k-1}(\eta) + g(k+1)F_{k+1}(\eta)
$$

$$
+ \frac{1}{L-1} \langle g(k) \rangle F_k(\eta) - F_{k-1}(\eta)).
$$

In the last line we have used the shorthand $\langle g \rangle_{\eta} := \frac{1}{L} \sum_{x \in \Lambda} g(\eta_x)$ for the spatial average of the jump rate. Since we are interested in the limit of large system size $L$, we will omit the correction term of order $1/(L - 1)$ in the following. Now we use the evolution equation for expectations

$$
\frac{d}{dt} \mathbb{E}[F_k(\eta(t))] = \mathbb{E}[(LF_k)(\eta(t))],
$$

which is the analogue of the master equation for our particular observable $F_k$.

We use the notation

$$
f_k(t) = \mathbb{E}[F_k(\eta(t))],
$$

and the shorthand

$$
\langle g \rangle = \mathbb{E}[\langle g \rangle_{\eta(t)}] = \sum_{k=1}^{\infty} g(k)f_k(t),
$$

for the (time-dependent) expectation of the spatially averaged jump rate. Under the assumption that expectations of products of the form $\langle g \rangle_{\eta} F_k(\eta)$ factorize, and that we can drop the correction terms of order $1/(L - 1)$ as mentioned above, we end up with a closed equation

$$
\frac{df_k(t)}{dt} = g(k + 1)f_{k+1}(t) + \langle g \rangle f_{k-1}(t) - \langle g \rangle f_k(t),
$$

valid for all $k \geq 0$ with the convention $f_{-1}(t) \equiv 0$ for all $t \geq 0$. 
We see that \( \frac{d}{dt} \sum_k f_k(t) = 0 \), so that this can be interpreted as the master equation of a birth death chain with state space \( \mathbb{N}_0 \), birth rate \( g \) and state dependent death rate \( g(k) \). In the following we denote the corresponding process by \( (Y_t : t \geq 0) \), so that \( f_k(t) = P[Y_t = k] \). Note that the birth rate is itself an expectation with respect to \( f_k(t) \) (9), so that this is in fact a nonlinear master equation. This chain describes the single-site dynamics of the zero-range process. With our choice of \( g \) in (9) we see that

\[
\frac{d}{dt} \sum_k k f_k(t) = \sum_k g(k + 1) f_{k+1}(t) + \langle g \rangle \sum_k k f_{k-1}(t)
- \sum_k g(k) k f_k(t) - \langle g \rangle \sum_k k f_k(t)
= - \sum_k g(k) k f_k(t) + \langle g \rangle = 0,
\]

(11)

which is consistent with mass conservation and \( \sum_k k f_k(t) = \rho \) for all \( t \geq 0 \). Due to this additional conserved quantity, the nonlinear chain has a whole family of stationary distributions, and indeed it is easy to see that the marginals \( \nu_k(t) = \nu_k[\mathbb{N}_0 = k] \) (2) of the zero-range process are stationary for all \( \phi \in [0, 1] \). For every initial distribution with density \( \rho \leq \rho_c \), the chain will converge to the corresponding distribution with \( R(\phi) = \rho \).

For supercritical densities \( \rho > \rho_c \), we expect the chain to converge to \( \nu_1 \) in analogy to the behavior of the zero-range process. The solution of (10) will develop a bimodal structure over time, corresponding to the bulk and the condensed part of the distribution. This separation is characterized by a scaling parameter \( \epsilon_t \to 0 \) as \( t \to \infty \), denoting the volume fraction of the condensed phase. Following the approach in [12], we therefore make the ansatz for a separated state

\[
f_k(t) = f_k(t) \mathbb{1}_{[0,1/\sqrt{\epsilon_t}]}(k) + f_k(t) \mathbb{1}_{[1/\sqrt{\epsilon_t}, \infty)}(k),
\]

(12)

The split of the two contributions at occupation numbers \( k = O(\epsilon_t^{-1/2}) \) is arbitrary, both phases are clearly separated as can be seen later in figure 4, and any other power in \((-1, 0)\) would work equally well. The bulk part of the distribution converges i.e.

\[
f_k^{\text{bulk}}(t) \to \nu_1(k) \quad \text{as } t \to \infty,
\]

(13)

and in fact is very close to the stationary marginal \( \nu_1 \) even for finite times as is confirmed later in figure 3. The probability fraction of this part is \((1 - \epsilon_t) \to 1\) and the expectation converges to \( \rho_c \) corresponding to the mass contained in the bulk. The condensed part therefore contains the rest of the mass \( \rho - \rho_c \) according to (11), but only a vanishing probability of order \( \epsilon_t \). Therefore, typical occupation numbers in this phase scale as \( 1/\epsilon_t \), which justifies the intermediate scale chosen in the formal definition (12). Furthermore, we assume that \( f_k^{\text{cond}}(t) \) takes the scaling form

\[
f_k^{\text{cond}}(t) = \epsilon_t^\gamma h(u), \quad \text{with } u = k \epsilon_t \text{ and } \epsilon_t = t^{-\frac{1}{\gamma+1}},
\]

(14)

which we adapted from [12] to \( \gamma \in (0, 1] \). One of the prefactors \( \epsilon_t \) corresponds to the vanishing probability of the condensed phase, the other one is a volume element to get a density \( h(u) \). In terms of the scaling function \( h(u) \), the volume fraction of the condensed phase is given by

\[
\sum_k f_k^{\text{cond}}(t) = \sum_{k \geq 0} \epsilon_t^\gamma h(k \epsilon_t) \approx \epsilon_t \int_0^\infty h(u) du = \epsilon_t,
\]

(15)
which fixes the normalization \( \int_0^\infty h(u)du = 1 \). Also, the mass in the condensed phase is
\[
\sum_k k f_k^{\text{cond}}(t) = \sum_{k \geq 1} e_k^2 kh(k\epsilon_k) \approx \int_0^\infty uh(u)du = \rho - \rho_c,
\]
(16)
which is consistent with previous assumptions and imposes a second constraint on \( h(u) \). Since the bulk phase is close to the stationary marginal \( \nu_1 \) and \( h(u) \) changes with time only on scale \( \epsilon_\tau \), we have
\[
\frac{d}{dt}f_k^{\text{bulk}}(t) = O(\epsilon_\tau) \ll O(\epsilon_\tau) = \frac{d}{dt}f_k^{\text{cond}}(t),
\]
(17)
as we will see later that \( \epsilon_\tau \) decays as a power law with \( t \). Therefore, the condensed part fulfills the same master equation as (10)
\[
\frac{d}{dt}f_k^{\text{cond}}(t) = g(k + 1)f_{k+1}^{\text{cond}}(t) + \langle g \rangle f_k^{\text{cond}}(t) - (g(k) + \langle g \rangle )f_k^{\text{cond}}(t).
\]
(18)
To write this as a closed equation for \( h(u) \), we need to find an expression for the time-dependent birth rate \( g_k \). Assuming local stationarity and using a balance of currents in both phases, we derive in appendix A that
\[
\langle g \rangle = 1 + A\epsilon_\tau^\gamma,
\]
(19)
where for \( \rho \) large enough we expect \( A = b/(\rho - \rho_c)^\gamma \). Plugging this into (14) and (18), we get for the leading order terms
\[
\epsilon_\tau^\gamma [-uh'(u) + 2h(u)] = \epsilon_\tau^{\gamma+1}\left(\epsilon_\tau^{1-\gamma}h''(u) + \frac{b}{u}h'(u) - Ah'(u) - \frac{b\gamma}{u^{\gamma+1}}h(u)\right).
\]
(20)
Equating powers of \( \epsilon_\tau \) on both sides leads to the choice \( \epsilon_\tau = t^{-1/\gamma} \) and the equation
\[
t^{-1/\gamma}h''(u) + \left(\frac{u}{(\gamma + 1)} + \frac{b}{u} - A\right)h'(u) + \left(\frac{2}{(\gamma + 1)} - \frac{b\gamma}{u^{\gamma+1}}\right)h(u) = 0,
\]
(21)
for the scaling function \( h \). For \( \gamma = 1 \), we simply have
\[
h''(u) + \left(\frac{1}{2} - A - \frac{b}{u}\right)h'(u) + \left(1 - \frac{b}{u^2}\right)h(u) = 0,
\]
(22)
as was derived in [12] which is indeed time-independent. For \( \gamma < 1 \) we have to keep a small time-dependent prefactor for \( h'' \) to regularize the solutions. This is necessary since we impose conditions on the integral and first moment on \( h \) as given in (15) and (16). Neither equation (21) nor (22) can be solved explicitly, but numerical solutions presented in the next section agree well with simulation data.

### 3.3. Analysis of \( P_k(\eta) \)

Analogously to (4), we can act with the generator (1) on the test function \( P_k \) to get
\[
(\mathcal{L}P_k)(\eta) = \frac{k}{N} \sum_{x \in \Lambda} g(\eta_x) \delta_{k,\eta_x} - \frac{k}{N(L - 1)} \sum_{y \neq x} g(\eta_y) \delta_{k,\eta_y},
\]
\[
+ \frac{k}{N(L - 1)} \sum_{y \neq x} g(\eta_y) \delta_{k-1,\eta_y} + \frac{k}{N} \sum_{z \in \Lambda} g(\eta_z) \delta_{k+1,\eta_z}.
\]
The first and last term can again be written as \(-g(k)P_k(\eta)\) and \(\frac{k}{k+1}g(k+1)P_{k+1}(\eta)\), respectively. For the two middle terms, we use the same approximation as before. Dropping
terms of order $1/(L-1)$ we get
\begin{align}
(\mathcal{L}p_k)(\eta) &= -g(k) p_k(\eta) - \langle g \rangle p_k(\eta) + \frac{k}{k-1} \langle g \rangle p_{k-1}(\eta) \\
&+ \frac{k}{k+1} g(k+1)p_{k+1}(\eta),
\end{align}
for all $k \geq 1$ with the convention $p_0(\eta)/0 = 0$. Note that by definition $P_0(\eta) = 0$ since this is the size-biased version of the configuration. Taking expectations and using the same notation as before, with
\begin{align}
p_k(t) &= \mathbb{E}P_k(\eta(t)),
\end{align}
we get for $k = 1$
\begin{align}
\frac{d}{dt}p_1(t) &= -g(1)p_1(t) - \langle g \rangle p_1(t) + \frac{1}{\rho} \langle g \rangle f_0(t) + \frac{1}{2} g(2)p_2(t) \\
&= \frac{1}{2} g(2)p_2(t) - 2 \langle g \rangle p_1(t) + \sum_{k \geq 2} \frac{1}{k} (g(k) - \langle g \rangle) p_k(t),
\end{align}
where we used (9) and that $f_0(t) = 1 - \sum_{k=1}^{\infty} f_k(t) = 1 - \rho \sum_{k=1}^{\infty} \frac{p_k(t)}{k}$. For $k > 1$, we have
\begin{align}
\frac{d}{dt}p_k(t) &= -g(k)p_k(t) - \langle g \rangle p_k(t) + \frac{k}{k-1} (g) p_{k-1}(t) + \frac{k}{k+1} g(k+1)p_{k+1}(t) \\
&= \frac{k}{k+1} g(k+1)p_{k+1}(t) + \frac{k}{k-1} (g) p_{k-1}(t) \\
&- \left( \frac{k-1}{k} g(k) + \frac{k+1}{k} \langle g \rangle \right) p_k(t) + \frac{1}{k} ((g) - g(k)) p_k(t).
\end{align}
Again, this is the master equation of a birth death chain on the state space $\mathbb{N} = \{1, 2, \ldots\}$ with additional diagonal terms corresponding to long-range jumps from occupation numbers $k > 1$ to $k = 1$, and killing or cloning events which are not probability conserving. We have
\begin{align}
\text{birth rate} &\quad \frac{k+1}{k} \langle g \rangle, \quad \text{for } k > 0, \\
\text{death rate} &\quad \frac{k-1}{k} g(k), \quad \text{for } k > 1, \\
\text{rate from } k \text{ to } 1 &\quad \frac{1}{k} (g(k) - \langle g \rangle)_+, \quad \text{for } k > 1, \\
\text{cloning rate} &\quad \frac{1}{k} ((g) - g(k))_+, \quad \text{for } k > 1, \\
\text{killing rate} &\quad \sum_{k \geq 1} \frac{1}{k} ((g) - g(k))_+, \quad \text{for } k = 1,
\end{align}
where we denote by $(\cdot)_+ = \max\{0, (\cdot)\}$ the positive part of the expression. Note that the total cloning rate of chains with $k > 1$ exactly equals the killing rate of chains with $k = 1$, so in total the probability is conserved
\begin{align}
\frac{d}{dt} \sum_{k \geq 1} p_k(t) &= \sum_{k \geq 2} \frac{p_k(t)}{k} ((g) - g(k)) + \sum_{k \geq 2} \frac{p_k(t)}{k} (g(k) - \langle g \rangle) = 0.
\end{align}
Note also that the average jump rate is now given by

\[ \langle g \rangle = \rho \sum_{k \geq 1} \frac{g(k)}{k} p_k(t), \tag{28} \]

using (6). If \( \langle g \rangle < 1 \), all cloning and killing rates vanish and the only new part of the dynamics are long range jumps from \( k \) to 1. This leads to subcritical dynamics, and it is easy to see that now the size-biased version

\[ \bar{v}_i(k) = \frac{k}{R(\phi)} \nu_i[\eta_k = k] \tag{29} \]

of the marginals of stationary measures of the zero-range process (2) are stationary for the birth death chain with master equation (26) for all \( \phi \in [0, 1] \). Note also that there is no obvious second conservation law for the size-biased chains related to the density as was the case for \( f_k(t) \). However, \( \rho \) now explicitly enters the master equation of the process through the above expression for \( \langle g \rangle \) in (28) which selects the stationary distribution for different \( \rho \in [0, \rho_c] \). Any long jumps can be interpreted as sites with \( \eta_k = 0 \) receiving a particle in the original zero-range processes. For supercritical systems with \( \langle g \rangle \geq 1 \), chains with small occupation number \( k \) perform jumps to 1 since \( g(k) > \langle g \rangle \), while chains that made it to large occupation numbers do not but have a positive rate for cloning. This mechanism generates bimodal distributions with a condensed and a bulk phase by \( p_k^{\text{cond}} \) and \( p_k^{\text{bulk}} \), analogously to (12). Using the same scaling ansatz as (12) where we replace the asymptotic bulk part with a size-biased version, we note that \( \rho p_k^{\text{cond}}(t) = k f_k^{\text{cond}}(t) \) implies the same relation for the condensate part of the distribution, i.e. \( \rho p_k^{\text{cond}}(t) = k f_k^{\text{cond}}(t) \). This leads to

\[ \sum_k p_k^{\text{cond}}(t) = \frac{1}{\rho} \sum_k k f_k^{\text{cond}}(t) = \frac{\rho - \rho_c}{\rho} \]

for the mass fraction in the condensed phase which does not vanish and is constant in time. In particular, for the scaling of \( p_k^{\text{cond}}(t) \), we have

\[ p_k^{\text{cond}}(t) = \frac{1}{\rho} k f_k^{\text{cond}}(t) = \frac{1}{\rho} \nu h(u) \epsilon_i. \tag{30} \]

Therefore, it is sufficient to solve the equations (21) or (22) to get theoretical predictions for the scaling behavior of \( p_k^{\text{cond}}(t) \).

4. Main results for the coarsening dynamics

4.1. Implementation of nonlinear birth death chains

Simulation of the birth death chains related to \( f_k \) and \( p_k \) can only be done approximately using a large ensemble of parallel realizations, due to the nonlinearity of the master equations. To determine the time evolution, it is necessary to compute the time-dependent expectation \( \langle g \rangle \), which can be approximated by an ensemble average. We denote the birth death chain related to \( f_k \) by \( \{Y_i^t : t \geq 0\} \) and let \( Y_i^t \) be different realizations with \( i = 1, \ldots, m \) in an ensemble of size \( m \). With master equation (10), we then use the approximation

\[ \langle g \rangle \approx \langle g \rangle_m = \frac{1}{m} \sum_{i=1}^m g(Y_i^t). \tag{31} \]

We show in appendix B that the total density in the ensemble average \( \frac{1}{m} \sum_{i=1}^m Y_i^t \) is a martingale, i.e. future expectations are equal to its present value. As opposed to zero-range
processes where the total number of particles is strictly conserved, this is still a fluctuating quantity. Furthermore, the ensemble has an absorbing state at \( Y^i = 0 \) for all \( i = 1, \ldots, m \), since the approximated birth rate in this state is \( (g)_m = 0 \). This leads to the fact that by fluctuations all ensembles get absorbed in state 0, and one can show that the average time to absorption scales like \( m \) (see appendix B). This implies that the coarsening process can only be truthfully represented by the ensemble in a finite time window, which is similar to the restriction in the zero-range process due to the approach to stationarity. This represents a strong limitation for numerical analysis and is illustrated in figure 8 further below. A further disadvantage is that in both processes, the chains related to \( f_k \) and the original zero-range process, the condensed phase only covers a vanishing fraction of the ensemble or lattice, which leads to poor statistics as is illustrated in figure 7 below.

We can overcome these problems by simulating an ensemble of size-biased birth death chains \( \{X^i_t : t \geq 0\} \) with master equation (26). The ensemble average

\[
\langle g \rangle_m = \rho \sum_{i=1}^{m} g(X^i_t)/X^i_t,
\]

has to be modified as explained in the previous section since \( X^i_t \) now represents a size-biased single site process. In contrast to the \( Y^i \) chains, the density \( \rho \) explicitly enters the dynamics as a parameter. In addition, we use the ensemble to implement killing and cloning events as follows: since the killing rate of chains with occupation number \( k = 1 \) is equal to the total cloning rate for chains with \( k > 1 \), everytime we clone a chain, we kill a chain with \( k = 1 \) to keep the ensemble size \( m \) fixed. There may be instances where no \( k = 1 \) chain exists in the ensemble at the time of cloning, but it turns out that for large enough ensemble sizes this happens very rarely (for our parameter values not more than ten times in simulations up to times of order \( 10^5 \)), and we can ignore such events. They could easily be taken into account by allowing the ensemble size to grow in time, but this does not make any difference to numerical results.

4.2. Main results

In the following we present our results comparing numerical solutions of the scaling equations with simulation results from the size-biased birth death chain with master equation (26), which we denote by \( \{X_t: t \geq 0\} \) where we have \( X_t \in \mathbb{N} \). As a first test, we confirm that for subcritical densities \( \rho < \rho_c \), \( X_t \) eventually converges to a size-biased stationary distribution \( \nu \) as given in the previous section. This is illustrated in figure 3, where the tail distribution of the process \( X_t \) converges to a size-biased version \( \tilde{\nu}_0 \) (29) of the stationary marginal of the zero-range process. This is independent of the actual initial condition \( X_0 \), the asymptotic density \( \rho \) is determined by the parameter \( \rho \) in (28) and (32) as shown in figure 3 (right). For supercritical \( \rho > \rho_c \), the distribution of \( X_t \) phase separates, where with probability \( \phi \), it takes small values corresponding to the bulk sites of the zero-range process. This part of the distribution again converges to \( \tilde{\nu}_0 \) with \( \phi = 1 \) which has now a sub-exponential tail, as is illustrated in figure 4 (right). With probability \( \phi \), the chain takes large values corresponding to the condensed phase. This is shown in figure 4 (left) where we plot the tail \( P[X_t > k] \) and see a plateau emerging at \( 1 - \frac{\epsilon^{-\frac{k}{m}}}{\rho} \). In figure 5, we compare the ensemble average for \( \langle g \rangle \) under the ensemble of birth death chains with the spatial average in the zero-range process, and find good agreement. The fluctuations around the mean are of similar size as well since we choose \( m = L \) of similar size, even though much higher values of \( m \) can be treated numerically without problems. Note that a single ensemble of \( m = L \) chains gives the
same quality of data as an average of 500 realizations of the zero-range process of size $L$. The data also compare well with the theoretical prediction obtained in (19) with a fitted constant $A$ depending on the parameter $\gamma$. By plotting the empirical distribution of $X_t$, we can see in figure 6 (left) that the condensed part of the distribution has time independent mass $\frac{L - \rho}{\rho}$ and is moving to the right. Plotting against the rescaled occupation numbers $u = k \epsilon_t$ we see a data collapse confirming the predicted scaling in (14) as shown in figure 6 (right). The rescaled distributions of the condensed part also match well with the solution of (21) which is shown for $\gamma = 0.5$ and $\gamma = 1$ in figure 7. While for $\gamma = 1$ the theoretical prediction is indeed
independent of time, there is a time dependence for $\gamma < 1$ as can be seen in the left plot. We also show data from a direct simulation of a zero-range process with the same numerical effort and bandwidth parameter for smoothing the density. The birth death chain obviously provides much better data for the condensed phase, and describes the distribution well, not only asymptotically but also for relatively small time values. Another interesting quantity is the second moment of the occupation numbers which can be computed as

$$\sigma^2(t) = \rho \mathbb{E}[p_k(t)] = \rho \sum_k kp_k(t) = \sum_k k^2 f_k(t).$$

(33)

In the coarsening regime, the time evolution of $\sigma^2(t)$ is expected to follow a scaling law analogous to results in [12]. With the above expression, one can compute (see appendix C)
and for $\gamma = 1$, this simplifies further to

$$\frac{d}{dt}\sigma^2(t) = 2\rho(\langle g \rangle - 1) + 2(\langle g \rangle - b(1 - f_0(t))).$$

Using that $\lim_{t \to \infty} f_0(t) = \nu^1[0] = \frac{b - 1}{b}$, we get for large times

$$\frac{d}{dt}\sigma^2(t) = (2\rho + 2)(\langle g \rangle - 1) = (2\rho + 2)A\epsilon^1_t,$$

which can be integrated to

$$\sigma^2(t) = Bt^{1/\gamma},$$

where $B = (2\rho + 2)(1 + \gamma)A$ is a constant related to $A$ and $\rho$. While exact for $\gamma = 1$, for $\gamma < 1$, explicit computations are not possible but numerical data strongly suggest that the second term in (34) does not affect the scaling of the second moment, and (36) remains valid when fitting constants $B$. This scaling law is plotted in figure 8 which shows good agreement to the simulation data of the size-biased chains. Data from the zero-range process agree in the coarsening regime, and data from the chains related to $f_k(t)$ show large fluctuations due to the existence of the absorbing state, so are numerically not very useful.

5. Conclusion

We have studied the coarsening dynamics towards condensation for zero-range processes with jump rates of the form (3) via the site and size-biased empirical processes, which are nonlinear birth death chains with master equations (10) and (26), respectively. We could close these equations with a standard mean field assumption and on a complete graph it should be
possible to justify this rigorously which is left as future work. The coarsening time scale $t_t = \frac{g}{\rho}$ for $0, 1$, $g \in [0, 1]$ is derived from a phase separated ansatz for the solution of the closed equation, analogously to results in [12] for $\gamma = 1$. The main novelty is the use of the size-biased birth death chain providing a strong tool to analyze the coarsening dynamics without finite size effects and significantly improved statistics. This approach is generic and can be adapted to other condensing particle systems such as the inclusion process, which is current work in progress.

Our results have been presented for the complete graph case. In other translation invariant geometries, such as one-dimensional lattices with periodic boundary conditions, the time scales can depend on local transport properties on the lattice, in particular on the symmetry of the dynamics. Asymmetric dynamics behave in general as the complete graph independently of the dimension. The scaling can be affected by the particular behavior of first passage times and probabilities dominating the transport process of mass between cluster sites. This is slowing down coarsening for symmetric systems in one-dimension with an expected scaling of $t_t^2 \sim g^{-\gamma}$ in analogy with results in [12], but in higher dimensions we expect the same scaling as for asymmetric systems and the complete graph, with logarithmic corrections in two-dimensions. Mathematically this means that the mean field approximation to derive the master equations (10) and (26) is not justified in certain symmetric systems and has to be adapted. In particular, the replacement of $\langle g \rangle_t = \frac{1}{2}(g(\eta_{i-1}) + g(\eta_{i+1}))$ in (37) in 1D symmetric systems has to be corrected since the presence of a cluster at site $x$ modifies the occupation number at sites $x - 1$ and $x + 1$, resulting in a decrease of the birth rates in the birth death chain.
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Appendix A. Current matching to derive \( \langle g \rangle \) (19)

On the subspace \( \Omega_{L,N} = \{ \eta \in \Omega_L : \sum \eta_x = N \} \), the zero-range process is ergodic, leading to unique stationary distributions given by

\[
\pi_{L,N}[\eta] = \nu_0 \left[ \eta \middle| \sum_{x \in \Lambda} \eta_x = N \right].
\]

These canonical distributions are independent of \( \phi \) and can be written as

\[
\pi_{L,N}[\eta] = \frac{\mathbb{I}_{\Omega_{L,N}}(\eta)}{Z_{L,N}} \prod_{x \in \Lambda} w(\eta_x),
\]

where the canonical partition function is

\[
Z_{L,N} = \sum_{\eta \in \Omega_{L,N}} \prod_{x \in \Lambda} w(\eta_x).
\]

The expected jump rate off a site is proportional to the average stationary current in asymmetric systems or to the diffusivity in symmetric systems in the grand-canonical ensemble. In the grand-canonical ensemble, it is simply given by

\[
\bar{j}_0 = \mathbb{E}_{\pi_L}[g(\eta_x)] = \frac{1}{z(\phi)} \sum_{n=0}^{\infty} g(n) w(n) \phi^n = \phi,
\]

which can be calculated directly using the form of the stationary weights \( w(n) \) given in (2). In the canonical ensemble, the average current is simply given by a ratio of the partition functions

\[
\bar{j}_{L,N} := \mathbb{E}_{\pi_{L,N}}[g(\eta_x)] = \frac{Z_{L,N-1}}{Z_{L,N}}.
\]

This can be easily computed numerically using recursions of the form \( Z_{L,N} = \sum_{n=0}^{N} w(n)Z_{L-1,n} \), and it is known [27] that the supercritical current is well...
approximated by the jump rates as
\[ j_{\text{L},\text{pL}} \approx g((\rho - \rho_c)L) = 1 + \frac{b}{(\rho - \rho_c)L}. \] (38)

This is illustrated in figure A1, and this approximation works well even for very small system sizes. Now assume that \(1/\epsilon_i\) is the typical separation between cluster sites, and the system is locally stationary in between clusters. So the main assumption is that the phase separated state in the limit of diverging system size is given by
\[ f_t = \frac{m}{1/\epsilon_i / \epsilon}, \]
i.e. the canonical, super-critical state with time-dependent system size corresponding to the typical distance between clusters. So we can replace \(L\) by \(1/\epsilon_i\) in (38) to get the prediction
\[ \langle g \rangle = 1 + \epsilon_i^2 \frac{b}{(\rho - \rho_c)^2}, \]
which works best for large values of \(\rho\).

**Appendix B. Martingale property of the ensemble of birth death chains**

The dynamics of \(m\) birth death chains \(Y = (Y^i : i = 1, \ldots, m)\) related to \(f_t(t)\) is defined by the generator
\[ LF(Y) = \sum_{i=1}^{m} g(Y^i)[F(Y - e^i) - F(Y)] + \langle g \rangle [F(Y + e^i) - F(Y)], \]
where \(e^i \in [0, 1]^m\) is the unit vector \((e^i)_j = \delta_{ij}\). Using the special test function \(H(Y) = \sum_{i=1}^{m} Y^i\) for the total number of particles in the birth death chains, we get
\[ LH(Y) = -\sum_{i=1}^{m} g(Y^i) + \sum_{i=1}^{m} \sum_{j=1}^{m} g(Y^j) = 0. \]
This implies that \(H(Y) = \sum_{i=1}^{m} Y^i\) is a (non-negative) martingale and in particular that \(\mathbb{E}[H(Y_t)] = \mathbb{E}[H(Y_0)]\) for all \(t \geq 0\). Considering, \(H(Y)^2 = \left(\sum_{i=1}^{m} Y^i\right)^2\) we get...
\[
\mathcal{L}(H^2) = \sum_{i=1}^{m} g(Y^i)[(H - 1)^2 - H^2] + \langle g \rangle[(H + 1)^2 - H^2]
\]
\[
= \sum_{i=1}^{m} g(Y^i)[-2H + 1] + \sum_{i=1}^{m} \langle g \rangle[2H + 1]
\]
\[
= -2m\langle g \rangle \sum_{i=1}^{m} Y^i + m\langle g \rangle + 2m\langle g \rangle \sum_{i=1}^{m} Y^i + m\langle g \rangle
\]
\[
= 2m\langle g \rangle.
\]

Therefore, the quadratic variation is
\[
[H]_t = \int_0^t \mathcal{L}H^2(Y_s) \, ds = 2m\int_0^t \langle g \rangle \, ds,
\]
which characterizes the fluctuations of the martingale \(H(Y_s)\) (see e.g. chapter 2 in [28] for details). This is linear in \(t\) to leading order as long as \(\langle g \rangle > 0\) is bounded. With \(H(Y_0) = \rho m\), the process can get absorbed in 0 when the variance reaches a level of order \((\rho m)^2\). Since \(\langle g \rangle\), converges to \(\phi(\rho)\), this implies \(2mT\phi(\rho) = (\rho m)^2\) to characterize the absorption time \(T\) for large \(m\), which is then approximately \(m^2 \frac{\rho^2}{2\phi'\rho}\) as confirmed in figure A2.

**Appendix C. Derivation of the behavior of \(\sigma^2(t)\) (34)**

With \(\sigma^2(t) = \sum_k k^2 f_k(t)\) as given in (33) and using the master equation (10) we have
\[
\frac{d}{dt} \sum_k k^2 f_k(t) = \sum_k g(k+1)k^2 f_{k+1}(t) + \sum_k \langle g \rangle k^2 f_{k-1}(t)
\]
\[
- \sum_k (g(k) + \langle g \rangle) k^2 f_k(t)
\]
\[
= \sum_{k \geq 1} g(k)(k-1)^2 f_k(t) + \sum_k \langle g \rangle (k+1)^2 f_k(t)
\]
\[
- \sum_k (g(k) + \langle g \rangle) k^2 f_k(t)
\]
\[
= \sum_{k \geq 1} g(k)(-2k + 1)f_k(t) + \sum_k \langle g \rangle (2k + 1)f_k(t)
\]
\[
= -2 \sum_{k \geq 1} \left(1 + \frac{\rho}{k}\right) k f_k(t) + \sum_k g(k) f_k(t)
\]
\[
+ 2\langle g \rangle \sum_k k f_k(t) + \langle g \rangle \sum_k f_k(t)
\]
\[
= -2 \sum_{k \geq 1} k f_k(t) - 2b \sum_{k \geq 1} k^{1-\gamma} f_k(t) + 2\langle g \rangle \rho + 2\langle g \rangle
\]
\[
= -2\rho + 2\langle g \rangle + 2\rho \langle g \rangle - 2b \sum_{k \geq 1} k^{1-\gamma} f_k(t).
\]

Therefore, we have
\[
\frac{d}{dt} \sigma^2(t) = 2\rho (\langle g \rangle - 1) + 2\left(\langle g \rangle - b \sum_{k \geq 1} k^{1-\gamma} f_k(t)\right),
\]  
(39)

as shown in (34).
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