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Abstract

The statistics literature has not kept pace with the increasing amounts of data obtained with mobile phone tracking (MPT) technologies and related research questions regarding human mobility. Notwithstanding meaningful progress for interpolating movement and summarizing activity, there still lacks a formal statistical infrastructure for parameter inference and trajectory imputation under various forms of missing data that are ubiquitous in practice. We provide a foundational statistical model for studying individual human mobility using MPT data by formalizing the so-called flight-pause paradigm for human movement as a likelihood for a random object, called a motion, made up of increments of changes in space and time. In so doing, we illuminate consequences of different MPT data collection mechanisms, including the surprising result that common assumptions about the missing data mechanism for MPT are not valid for the mechanism governing the random motions of the flight-pause model. We demonstrate the consequences of missing data and our proposed adjustments in both simulations and real data, illustrating how the statistical formulation pursued here can serve as a foundation for continued statistical research on MPT data collection, design, and analysis.
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1 Introduction

Over the past decade, smartphones equipped with location-sensing technologies – such as multilateration of radio signals between cell towers, global navigation satellite systems, or
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connection to Wi-Fi positioning systems – have become ubiquitous throughout much of the world (Pew Research Center, 2021). These mobile-phone tracking (MPT) technologies, used individually or in concert, supply precise geographic information to smartphone applications for purposes such as real-time navigation, locating network partners (e.g., Find My Friends), or recording fitness achievements. They also provide a wealth of data relevant to the study of daily patterns of human mobility, both about individual behavior and from a systems perspective. In the biomedical and social sciences, MPT data is becoming an increasingly common component of cohort studies, where it has been employed for purposes of digital phenotyping (Onnela and Rauch, 2016) or estimating personal exposure to the ambient environment or particular social contexts (Browning et al., 2021; Cagney et al., 2020; Nyhan et al., 2019; Schultes et al., 2021; Crawford et al., 2021).

Statistical analysis of general trajectory data, defined as the spatial location of an object over time, has a rich history (Brillinger, 2010). For example, mechanistically-motivated statistical models for animal movement trajectories, including those with dynamics derived from differential equations, have received considerable attention in recent years (e.g. Brillinger et al., 2004; Hooten et al., 2017; Russell et al., 2018). In contrast, statistical treatment of MPT trajectories has emphasized a particularly salient feature of daily human mobility – distinct periods of stationarity and of movement – that is often highly relevant to the objectives of biomedical and social scientific investigations. For example, researchers interested in characterizing the response to a novel physical therapy protocol may be interested in the duration or frequency of stationary periods or the distance traveled during periods of movement. Similarly, social scientists may seek to understand the consequences of time spent in places lacking informal supervision on the behavioral outcomes of youth.

Despite the growing interest in MPT data and quantification of some of its features (e.g. Chen et al., 2020), rigorous statistical tools to study them remain somewhat limited. Following Rhee et al. (2011)’s observation that human walks share characteristic features of truncated Levy random walks, Barnett and Onnela (2020) and Liu and Onnela (2021) propose modeling MPT data as a series of flights and pauses. Motivated by the task of reconstructing portions of MPT data trajectories that are unobserved (i.e., contain “gaps”), they propose a nonparametric approach using observed sequences of flights and pauses at different points in an individual’s trajectory to fill in gaps. Absent from this work is any formal statement of a generative model for a partially-observed trajectory (e.g., with a likelihood), making it difficult to rigorously investigate the implications of the gaps (e.g., ignorable or non-ignorable missingness) on inferred trajectories.

In this paper, we build on this previous work and introduce a statistical framework for modeling MPT trajectories based on what we refer to as the flight-pause model (FPM). At first glance, this model may seem to be an overly simplistic description of daily human mobility. We argue, however, that it (1) is a sufficiently rich baseline model upon which to build and (2) allows us to demonstrate how likelihood-based inference on model parameters and imputation of gaps can be done under different assumptions about the data collection mechanism.

1We note that the connections to the descriptive summaries of daily human mobility “activity space” and a “space-time prism,” both initially developed in the Geography literature (Golledge, 1997; Torsten, 1970). In statistics, the former has been extended by Chen et al. (2019) using tools from topological data analysis.
or, equivalently, the missing data mechanism. We view the latter as a particularly important
collection of our work because of the insights that can be gleaned about the implications
of MPT data collection strategies in cohort studies. For example, we can formally charac-
terize the implications of on-off designs – purposeful breaks in data collection to conserve
card battery power – on bias in parameter estimation and reduction in efficiency.

This paper is organized as follows. In Section 2 we formally introduce the FPM and pro-
vide expressions for the corresponding likelihood function, generally and under a particular
parametrization of components of the model. We extend our discussion of likelihood-based
inference for the flight-pause model in Section 3 by considering the incomplete data setting,
describe different data collection strategies yielding incomplete MPT trajectories and their
implications in Section 4, and demonstrate how trajectory interpolation can be performed in
Section 5. Sections 6 and 6.3 present numerical simulations and an analysis of real MPT data.
Finally, in Section 7 we conclude with a general discussion of our results. The code used in
simulations and data illustration can be found at https://github.com/marcinjurek/pyhMob

2 Statistical formulation of the flight pause model

In this section, we introduce the FPM, a probabilistic model for human movement specified as
a probability distribution on a random object called a motion. If we assume this distribution
is indexed by a collection of unknown parameters, it can be viewed as a statistical model that
can be used to make inference on the unknown parameters governing motion, given observed
instances of human mobility. The dynamics of the FPM are guided by ideas introduced in
seminal works of [Barnett and Onnela (2020)] and [Rhee et al. (2011)]. In particular, we are
motivated by the setting where MPT data come in the form of a sequence of measurements
observed at discrete time increments (e.g., every 15 seconds) over a period of time on the
order of days, where a measurement may be taken while a person is moving or is stationary.

To introduce the FPM, we define a motion $M = (M_1, \ldots, M_K)$ to be a sequence of $K$ random
objects called increments. Each increment, $M_k$, corresponds to a stage of the motion and
can have one of two types: flight or pause. Flights are increments that last for one unit
of time and represent movement in physical space (here, assumed to be $\mathbb{R}^2$, without loss of
generality). Pauses correspond to periods of stationarity in physical space which last one or
more time units.

Each increment can be decomposed as $M_k = (L_k, \Delta_k, R_k)$. The first component of the
increment, $L_k$, consists of information describing its beginning: $L_k = (L^T_k, L^S_k)$, where $L^T_k \in \mathbb{N}$
and $L^S_k \in \mathbb{R}^2$ denote the time and location, respectively, at which the $k$-th increment starts.
Notice that we assume time is discrete and can be mapped onto the integers without loss
of generality. The second and third component of an increment, $\Delta_k$ and $R_k$, capture what
happens during an increment. We let $\Delta_k = (\Delta^T_k, \Delta^S_k)$, where $\Delta^T_k \in \mathbb{N}$, stands for how long
the increment lasts, and $\Delta^S_k \in \mathbb{R}^2$ is a vector in $\mathbb{R}^2$ representing displacement in physical space. Finally, $R_k \in \{f, p\}$ is an indicator of whether the increment is a flight ($R_k = f$) or
pause ($R_k = p$).

We now define the FPM through a collection of assumptions about the distribution of a
motion, \( q(M) \). Specifically, under the FPM, we will subsequently show that:

\[
q(M) = q(M_1) \cdot \prod_{k=2}^{K} q(R_k|M_{k-1}) \cdot \prod_{R_k = f, k > 1} q(\Delta^S_k|R_k = f, M_{k-1}) \\
\quad \cdot \prod_{R_k = p, k > 1} q(\Delta^T_k|R_k = p, M_{k-1}).
\] (1)

The exact derivation of (1), contained within a proof of Theorem 1, are shown in the Appendix.

We start with a set of conditions which ensures continuity of the motion. Continuity should not be understood here in the strict sense in which it is defined in calculus. Instead we use this term to refer to assumptions that require that an increment starts at the location in space and time right after the end of the previous one.

**Assumption 1** (continuity). We assume that all equalities below hold almost surely and for all \( k = 2, \ldots, K \).

(i) \( L^T_k = L^T_{k-1} + \Delta^T_{k-1} \). \hspace{1cm} (continuity in time)

(ii) \( L^S_k = L^S_{k-1} + \Delta^S_{k-1}, \) if \( R_{k-1} = f \). \hspace{1cm} (continuity in space - flights)

(iii) \( L^S_k = L^S_{k-1}, \) if \( R_{k-1} = p \). \hspace{1cm} (continuity in space - pauses)

The second set of restrictions is meant to provide greater clarity. The first requires that flights last one unit of time. The second avoids confusion with regard to the lengths of pauses by eliminating the possibility of two or more pauses are consecutive, as then they could be combined into a single longer pause.

**Assumption 2** (clarity). For \( k = 2, \ldots, K \), we assume that almost surely

(i) \( \Delta^T_k = 1 \) if \( R_k = f \), \hspace{1cm} (flights last 1 unit of time)

(ii) \( R_k = f \) if \( R_{k-1} = p \). \hspace{1cm} (no consecutive pauses)

Finally the last two assumptions can be viewed as modeling assumptions, partially inspired by [Barnett and Onnela, 2020].

**Assumption 3** (modeling). For all \( k = 2, \ldots, K \) we have

(i) \( q(M_k|M_{k-1}, \ldots, M_1) = q(M_k|M_{k-1}), \) \hspace{1cm} (Markovianity)

(ii) \( q(\Delta^S_k = \Delta^S_{k-1}|R_{k-1} = p) = 1. \) \hspace{1cm} (pauses store flight information)

While Assumption 3(i) is relatively straightforward, Assumption 3(ii) might seem counter-intuitive. It is introduced in order to preserve the relationship between two flights that are separated by a pause; when a person stops, the direction of their subsequent flight may
depend on that of their previous flight, which would be impossible if we only imposed an order 1 Markov structure or if we defined $\Delta_k^S = 0$ whenever $R_k = p$. Thus, when $R_k = p$, we give up the interpretation of $\Delta_k^S$ as a change in space and instead we use it to store the information about the most recent flight.

**Theorem 1.** The likelihood function corresponding to the FPM indexed by a collection of unknown parameters $\theta$ can be written as

$$
\mathcal{L}(\theta|M) = q(M|\theta) = q(M_1|\theta) \cdot \prod_{R_k=f,k>1} q(\Delta_k^S | R_k, M_{k-1}, \theta) \cdot \prod_{R_k=p,k>1} q(\Delta_k^T | R_k = p, M_{k-1}, \theta) \cdot \prod_{k>1} q(R_k | M_{k-1}, \theta) \quad (2)
$$

![Figure 1: Illustration of the increments from Example 1.](image)

**Example 1.** Figure 1 shows a realization of a motion $M = (M_1, M_2, M_3, M_4)$ consisting of three flights and one pause with components denoted as:

$$
((l_1^S, 1), (d_1^S, 1), f),
((l_2^S, 2), (d_2^S, 1), f),
((l_3^S, 3), (d_3^S, 2), p),
((l_4^S, 5), (d_4^S, 1), f))
$$
Notice that Assumption 1(i) results in $l^T_i = l^T_{i-1} + d^T_i$ for $i = 2, 3, 4$, while Assumption 1(ii) leads to, for example, $l^S_2 = l^S_1 + d^S_1$. We also have $l^S_4 = l^S_3$ due to Assumption 1(iii). Assumption 2(i) is reflected in the fact that increments 2, 3 and 4 last one unit of time. Finally, due to Assumption 3(ii) we have that $d^S_2 = d^S_3$.

### 2.1 Standard parametrization

While the further selection of the model components might be application-dependent we pursue development under a particular (and intentionally simple) specification of the yet undetermined distributions of (2). In particular we assume the following:

1. Parameter $\boldsymbol{\theta} = (\theta_1, \theta_2, \theta_3, \theta_4)$ is four-dimensional.

2. Increment type depends only on the type of the previous increment (more generally, it could quite conceivably depend on where the individual is located, i.e. on $L$). This is equivalent to saying that $q(R_k|M_{k-1}, \boldsymbol{\theta}) = q(R_k|R_{k-1}, \boldsymbol{\theta})$.

3. Constant probability of pausing after a flight, i.e. $q(R_k = p|R_{k-1} = f, \boldsymbol{\theta}) = \theta_1$.

4. The distribution of pause lengths is geometric, or $q(\Delta^T_k|R_k = p, M_{k-1}, \boldsymbol{\theta}) = (1 - \theta_2)^{\Delta^T_k} \theta_2$.

5. The distribution of $\Delta^S_k$, i.e. the flight’s length and direction, depends only on the previous flight’s length and direction (as opposed to, for example, the location $L^S_k$) and is normal, independent in each spatial coordinate. Formally,

$$q(\Delta^S_k|R_k, M_{k-1}, \boldsymbol{\theta}) = \prod_{i=1,2} N((\Delta^S_k)_i; \mu_i, \sigma)$$

where $(x)_i$ denotes the $i$-th coordinate of vector $x$ and $N(\cdot; \mu, \sigma)$ stands for the pdf of a normal distribution with mean $\mu$ and standard deviation $\sigma$. We take $\mu_i = \theta_3(\Delta^S_{k-1})_i$ and $\sigma = \theta_4$.

We say that the assumptions above constitute the standard parametrization of the flight-pause model. Sample trajectories generated using this parametrization are shown in Figure 2.

**Theorem 2.** Under the standard parametrization the complete-data likelihood for the flight-pause-model takes the form

$$q(M|\boldsymbol{\theta}) = q(M_1|\boldsymbol{\theta}) \cdot \theta_1^{[\mathcal{F}]} (1 - \theta_1)^{|\mathcal{F}|} \cdot \theta_2^{[\mathcal{P}]} (1 - \theta_2)^{\sum_{k:R_k=p} \Delta^T_k} \cdot \prod_{k>1} \prod_{i=1,2} N((\Delta^S_k)_i; \theta_3(\Delta^S_{k-1})_i, \theta_4),$$

where $\mathcal{F} = \{k : R_k = f \land R_{k+1} = f\}$ is a set of indices of those increments which are flights and which are followed by other flights and $\mathcal{P} = \{k : R_k = p\}$ is the set of indices of all pauses. We assume that the first increment is a flight, i.e. $R_1 = f$.

The proof of Theorem 2 can be found in the Appendix.
3 Observed data model for incomplete trajectory data

In Section 2 we specified the FPM for motions made up of increments. In practice, however, MPT data is not collected directly as increments. Instead, MPT devices are designed to measure the location of the device at certain (typically evenly spaced) points in time. Thus, raw MPT data must be transformed into increments before the FPM can be fitted.

In situations where locations are not fully observed – see Section 4 for a list of scenarios that produce gaps in observed MPT trajectories – it may not be possible to transform observed locations into increments. This creates a somewhat unusual situation in which the statistical model is specified in such a way that some portion of the observed data do not contain any relevant information about the unknown model parameters because other missing observations preclude calculation of the transformed data.

We start this section by describing the tools that are needed to connect MPT data (i.e., time-stamped locations in geographic space) to increments defined in Section 2. We build on the notation introduced in Section 2 following standard missing-data notational conventions. We note that extending the FPM framework to accommodate missing data is not immediate, however, because of a complex relationship between the locations and the increments. In particular, MPT dictates a data collection mechanism for locations, but inference in the FPM requires the formulation of a corresponding data collection model for increments. We account for these complexities and establish the connection between observability of these two random objects.

We note a somewhat analogous situation arises when in the analysis of time-series data using Auto-Regressive Integrated Moving Average Models (ARIMA, e.g., Brockwell and Davis 2009) in the presence of missing data. In this case, lagged differences in the variable cannot always be calculated fully from the observed data.
3.1 Expressing motion as a sequence of locations

To make concrete the connection between motion and location sequences, consider a single increment \( M = ((L^T, L^S), (\Delta^T, \Delta^S), R) \), dropping momentarily the \( k \) subscript for clarity. We define \( \mathcal{D}(M) \) to be the set of time points from the beginning of \( M \) up until its end. Formally,

\[
\mathcal{D}(M) \equiv \begin{cases} 
(L^T), & \text{if } R = f, \\
(L^T, L^T + 1, \ldots, L^T + \Delta^T - 1), & \text{if } R = p.
\end{cases}
\]

Notice that \( |\mathcal{D}(M)| = \Delta^T \).

We can define an analogous concept for the sequence of spatial coordinates underlying an increment, which we call the \textit{trajectory} of \( M \) and write \( \tau(M) \). Since flights last only one unit of time, their trajectory should correspond only to the original location \( L \). For pauses, during which physical location does not change but which might last several units of time, the trajectory contains multiple copies of the same location. We can thus formally define a trajectory as

\[
\tau(M) \equiv \begin{cases} 
(L^S), & \text{if } R = f, \\
(L^S, \ldots, L^S), & \text{if } R = p.
\end{cases}
\]

Since a motion is composed of increments, we now naturally extend the concept of a trajectory from increments to a motion. Specifically, slightly abusing notation, we define \( \tau(M) \equiv \bigcup_{k=1}^{K} \tau(M_k) \), to be the concatenation of the trajectories of all increments in \( M \). Thus, the trajectory of a motion is essentially a sequence of random spatial coordinates indexed by time. We can also write \( \tau(M) = (\mathcal{S}_t)_{t \in \mathbb{N}} \), where each \( \mathcal{S}_t \) are collections of random spatial coordinates, each of which can be interpreted as the position of the MPT device at time \( t \).

These new concepts can be illustrated using Example 1 in Figure 1. In this example, the realization of \( (\mathcal{S}_t) = \tau(M) \) is \((l^S_1, l^S_2, l^S_3, l^S_4)\). Similarly, \( \mathcal{D}(M_1) \) is realized as 1, while \( \mathcal{D}(M_3) \) as \((3, 4)\).

To be precise about the connection between the motion and a trajectory we formulate

**Proposition 1.** \textit{For each realization of the motion} \( M \) \textit{there exists a unique realization of trajectory} \( (\mathcal{S}_t)_{t \in \mathbb{N}} \).

The proof can be found in the Appendix.

3.2 From observed locations to observed increments

As a first step towards defining a data collection mechanism for increments, we introduce an \textit{observability indicator} for locations comprising a trajectory. The \textit{observability indicator} for \( \mathcal{S}_t \) is defined as

\[
Z_t = \begin{cases} 
1, & \text{if } \mathcal{S}_t \text{ is observed,} \\
0, & \text{otherwise.}
\end{cases}
\]
We let \( \mathbf{Z} = [Z_1, Z_2, \ldots]^{\top} \) denote the vector of observability indicators indexed by time. This notation follows a standard convention used in the missing data literature and assumes that we know precisely which locations are observed and which ones are not. That is, inference on the \( \theta \)s in the FPM should be conditioned on the observed increments and the realized values of \( \mathcal{S} \) and \( \mathbf{Z} \).

We can use a similar notation to distinguish between the observed and missing increments. Specifically, we define \( \xi_k = 1 \) if increment \( \mathbf{M}_k \) is observed and \( \xi_k = 0 \) otherwise and we say that \( \xi_k \) is the observability indicator for \( \mathbf{M}_k \). Similar to the notation introduced for locations we use \( \xi = [\xi_1, \xi_2, \ldots] \) to denote the sequence of all observability indicators ordered to correspond to the increments that comprise \( \mathcal{M} \). This simple notation, however, belies a more complex reality of what it takes for an increment to be observed. In addition to an increment’s origin in space and time, we must also know its duration and spatial displacement for the increment to be fully observed. Therefore, several consecutive locations need to be observed. This requirement is made precise in the following:

**Proposition 2.** Let \( \mathbf{M}_k = (L_k, \Delta_k, R_k) \) be an increment contained in motion \( \mathcal{M} \). We have

\[
\xi_k = 1 \iff \begin{cases} R_k = f & \text{and } \prod_{t \in \partial(\mathbf{M}_k) \cup [\partial(\mathbf{M}_{k+1})]} Z_t = 1, \\ R_k = p & \text{and } \prod_{t \in \partial(\mathbf{M}_k) \cup \partial(\mathbf{M}_{k+1}) \cup [\partial(\mathbf{M}_{k-1}) \cup \partial(\mathbf{M}_{k+2})]} Z_t = 1. \end{cases}
\]

In other words, we observe a flight when we know the two locations at its beginning and end (i.e. its trajectory and the beginning of the trajectory of the next increment). In order to observe a pause, we have to have access to all of its trajectory as well as the locations immediately proceeding and following it (i.e. the first and last elements of the trajectories of the preceding and succeeding increments, respectively).

We note here a key distinction between the observability indicators \( \mathbf{Z} \) and \( \xi \). For locations, \( Z_t \) is defined and observed at every time increment; it is always known whether a location at a given \( t \) was recorded. In contrast, the observability indicator for increments, \( \xi \), is not defined for every \( t \). In fact, it requires different indexing for it will not generally be known how many increments are unobserved, as a sequence of missing locations may include a pause \( \mathbf{M}_k \) of length \( \Delta_k^T > 1 \). The consequences of this fact and an alternative indexing scheme for observed increments are discussed in Section 3.4.

Finally we note that Proposition 2 implicitly assumes that the only reason why increments might be missing is due to certain locations along the trajectory begin unobserved. One could conceive of other reasons for missingness not directly linked to the function of MPT measurements (i.e. software error which randomly removed some previously recorded increments). Unless stated otherwise, we henceforth assume that missing increments are solely a consequence of missing locations.

### 3.3 Effective sample size

The distinction between a motion (the object used to construct the FPM) and its trajectory (the set of points recorded by MPT) invites a corresponding distinction between two concepts
of a sample size. Since most MPT devices record realized trajectories, it might seem intuitive to use the number of recorded locations as the sample size. In fact this is the number that is frequently reported (e.g., Rhee et al., 2011). At the same time, what is necessary for evaluating the FPM likelihood are increments. This motivates the following definition:

**Definition 1.** We say that effective sample size is equal to \( \sum_{k=1}^{K} \xi_k \), i.e. the number of observable increments.

It follows that when a large number of locations are observed, the effective sample size—i.e., information that can be used to infer \( \theta \) might be small. For example, an MPT measurement scheme that collects every other location (i.e. \( \forall l \in \mathbb{N}, Z_{2l} = 0 \) and \( Z_{2l+1} = 1 \)) will never record an increment, resulting in effective sample size \( \sum_{k=1}^{K} \xi_k = 0 \). As a consequence, the likelihood function (2) cannot be calculated and the data have no information with which to make inference on the parameters of a flight-pause model.

### 3.4 Observed-data likelihood

We now introduce notation for observable increments. To begin, we note that every possible value of \( \xi \) can be composed of alternating groups of consecutive observed and unobserved increments. Formally, we let \( O = \{ M_k \in m : \xi_m = 1 \} \) and define \( O = \{ O_1, \ldots, O_J \} \), a partition of \( O \) ordered from the smallest (1) to largest time index \( (L_k^T) \). We say that the index of the first increment in \( O_j \) is \( I_j \). In other words \( [O_j] = M_{I_j} \). We also define \( N_j = |O_j| \), the number of increments in the \( j \)-th observed block. This means that the last location in the observed block of increments is \( \lceil O_j \rceil = I_j + N_j - 1 \).

We denote the blocks that make up the unobserved increments of the motion as \( U_j \), with \( U = \{ M_k \in m : \xi_k = 0 \} \). Specifically, \( U_j = (M_{I_j+N_j}, \ldots, M_{I_j+1}) \). In this way, we have \( m = (O_1, U_1, O_2, U_2, \ldots, O_{J-1}, U_{J-1}, O_J) \). Using this notation, as well as \( \psi \) to denote the additional parameters related to the distribution of \( \xi \), we can now write the observed data likelihood in terms of blocks of observed increments:

\[
q(O, \xi | \Theta, \Psi) = \int q(O, U | \Theta)q(\xi | O, U, \Psi)dU = q(O_1 | \Theta)\prod_{j>1}^{J} \prod_{k=I_j+1}^{I_j+N_j-1} q(M_k | M_{k-1}, \Theta)
\]

\[
\int \prod_{j>1}^{J} \prod_{k=I_j+N_j}^{I_j+1} q(M_k | M_{k-1}, \Theta)q(M_j | M_{j-1}, \Theta)q(\xi | O, U, \Psi)dU.
\]

Expression (4) constitutes the general form of the observed data likelihood, where the first set of products contains indices of increments contained within \( O \) and the second set of products has indices corresponding to increments contained within \( U \). Appendix B.1 includes derivation of the special case of (4) under the standard parametrization introduced in Section 2.1.

Note the explicit dependence of (4) on \( q(\xi | O, U, \Psi) \), which corresponds to the data collection mechanism for increments - a probability model dictating which elements of a motion are observed. Dependence of (4) on this quantity clarifies that, in general, inference in the
FPM with incomplete trajectory data will require assumptions about the form of this data collection mechanism.

Before discussing data collection mechanisms for increments, we introduce an assumption that can drastically simplify evaluation of (4):

**Assumption 4.** Assume that for each \( j = 1, \ldots, J \) and \( M_{k_1}, M_{k_2} \) such that \( M_{k_1} \in I_j \) and \( M_{k_2} \in O \setminus O_l \) we have \( \xi_{k_1} \perp \xi_{k_2} \mid O_j \cup \{ \xi_k : M_k \in O_j \} \). Assume further that if \( M_{k_1}, M_{k_2} \) are such that \( M_{k_1} \in O_j \cup U_j \) and \( M_{k_2} \in O \setminus (O_j \cup U_j) \) then \( M_{k_1} \perp M_{k_2} \).

This assumption implies that the observed blocks are independent and that the observability indicators depend only on other increments within the same block (see e.g., for a similar approach de Chaumaray et al., 2020).

Under this assumption 4, we have 
\[
q(\xi, O, U) = \prod_{j=1}^{J-1} q(\xi_{O_j}, U_j\mid O_j)q(\xi_{O_j}\mid O_j) \quad \text{and} \quad (4)
\]
can be expressed as
\[
q(O, \xi, \psi, \theta) = \prod_{j=1}^{J} q(M_{I_j}\mid \theta)q(\xi_{I_j}\mid M_{I_j}, \psi, \theta)\prod_{k=I_j}^{I_j+N_j-1} q(M_k\mid M_{k-1}),
\]
where \( \xi_{O_j}, U_j \) and \( \xi_{O_j} \) stand for, respectively, the vector of observability indicators for the elements of the blocks \( O_j \) and \( U_j \) jointly and just \( O_j \). Intuitively, this means that we treat each observed block as a distinct trajectory depending on a common set of parameters. Therefore, Assumption 4 can be a good approximation of the truth if the unobserved blocks are large (i.e., if \( I_{j+1} - I_j - N_j \) is large). Evaluating the likelihood under Assumption 4 is equivalent to calculating the composite likelihood with identical weights (Lindsay, 1988; Varin et al., 2011).

## 4 Data collection mechanisms

The previous section introduces a framework for studying the implications of data collection mechanisms \( q(\xi\mid M, \theta, \psi) \). We now explore different missing-data mechanisms (i.e., models for \( \xi \)) and their implications for inference on \( \theta \).

To study the impacts of possible data collection mechanisms, we first briefly review the classic missing data framework, as described by Little and Rubin (2019) and Gelman et al. (2013). Consider the joint likelihood
\[
q(M, \xi\mid \theta, \psi) = q(M\mid \theta)q(\xi\mid M, \psi, \theta), \tag{5}
\]
where the first term on the right-hand side is given in Theorem 2. We use the second term, which we call data-collection mechanism, to express various assumptions regarding the observation pattern.

### 4.1 Ignorable mechanisms

The key distinction in the study of missing data is between contexts in which the data collection mechanism is *ignorable* and the ones in which it is not. Ignorability is equivalent
to two conditions. The first one, called parameter distinctness, requires that the second term on the right hand side of (5) takes the form
\[ q(\xi|M, \psi, \theta) = q(\xi|M, \psi), \]
which means that the parameters governing the model for the complete data are distinct from the parameters regulating the data collection mechanism.

The second condition, which is often expressed by saying that the data is missing at random (MAR), demands that the data collection mechanism is also independent of the unobserved variables. Mathematically, within the context of our model, this means that
\[ q(\xi|O, U, \psi, \theta) = q(\xi|\psi, \theta), \]
since \( M = O \cup U \). An important special case of this condition, called missingness completely at random (MCAR), further constrains the data collection mechanism to be independent of the data, i.e.
\[ q(\xi|M, \psi, \theta) = q(\xi|\psi, \theta). \]

In summary, in the FPM, the data collection mechanism is ignorable if and only if
\[ q(\xi|M, \psi, \theta) = q(\xi|\psi). \]

To provide concreteness, the following example describes a somewhat unrealistic ignorable data collection mechanism for MPT data.

**Example 2. (Random increment corruption)** Consider a data collection scheme where timestamped locations are measured then, after processing and storing these locations as increments, buggy software leads to the deletion of some of the increments in \( M \). For example after every \( l \) recorded increments, there is one increment missing. Then another \( l \) increments are recorded etc. In this case \( q(\xi|M, \psi, \theta) = q(\xi|\psi) \) so data mechanism is ignorable. Note that in this case increments are missing for reasons unrelated to the availability of the underlying locations.

If a mechanism is ignorable, inference of \( \theta \) can be conducted without explicitly modeling the data collection mechanism. That is, inference on \( \theta \) can be obtained using the complete data likelihood:
\[
q(\Theta, \xi|\theta, \psi) = \int q(M, \xi|\theta, \psi) dU = \int q(M|\theta)q(\xi|M, \psi)dU = \\
= \int q(\Theta, U|\theta)q(\xi|f(\Theta), \psi)dU \\
\propto \int q(\Theta, U|\theta)dU.
\]

### 4.2 Non-ignorable mechanisms

In the context of MPT data, many common data collection mechanisms turn out not to be ignorable for the FPM. Consider the following simplistic example.

**Example 3.** An MPT instrument records flights with probability \( \rho_f \) and pauses with
probability \( \rho_p \neq \rho_f \). It follows that,
\[
q(\xi|M) = \prod_{k=1}^{K} q(\xi_k|R_k) = \prod_{k=1}^{K} \rho_p \mathbb{1}(R_k = p) + \rho_f \mathbb{1}(R_k = f).
\]

Since the probability of observing an increment depends on its potentially-unobserved increment type, the data are not missing at random and the mechanism is not ignorable for the FPM.

More realistically, an MPT device might collect locations only during certain prescribed intervals in time (e.g., alternating between recording for one minute and not recording for one minute) to save battery power. [Barnett and Onnela (2020)] observe that this approach is used by a popular Beiwe app ([Torous et al., 2016]) and study its different versions.

**Example 4. (The on-off mechanism)** An MPT device alternately records locations for some prescribed time interval \( o \) and then the collection is suspended for another time interval \( u \). We show that such a scheme leads to increments which are MNAR for the FPM.

In order to describe this mechanism formally, for a time \( t \in \mathbb{N} \) define \( B_t = \lfloor \frac{t-o}{o+u} \rfloor \) and \( B'_{t} = B_t + o \). Notice that when \( \lfloor \cdot \rfloor \) is applied to a totally ordered set or sequence it denotes their minimal element, while when applied to a real number it denotes the largest integer smaller than that number. Then let \( z_t = 1 \) for \( t \in [B_t, B'_t) \) and \( z_t = 0 \) when \( t \in [B'_t, B'_t + u) \).

An illustration of this pattern of \( o = u \) is shown in Figure 3.

With this observation scheme, only pauses shorter than \( o \) can be observed. This is because we never observe more than \( o \) consecutive locations. Therefore, even if we happen to observe the start of a long pause \( M_k \) and its immediately succeeding flight \( M_{k+1} \), we would not be able to observe all of its trajectory \( \tau(M_k) \), because \( |D(M_k)| > o \) By Proposition 2 this means that \( M_k \) could not be observed.

It is worth pointing out that in Example 4 as in several others throughout this section and elsewhere in the literature the data collection mechanism is defined for locations. In other words, assumptions about missingness pertain to the random observation indicator \( z \) and not \( q(\xi|\psi, M) \). Obviously, these two mechanisms are closely related. However, since the FPM is a model for motions and their increments, assumptions such as ignorability must be formulated in terms of \( q(\xi|\psi, M) \). Thus, even though often times the missing data mechanism for MPT data may be assumed ignorable with respect to locations, the resulting missing data mechanism for increments may not be ignorable. To see this more clearly consider the following unrealistic but illustrative

**Example 5.** Assume we pause data collection once \( \delta_t = \delta_{t+1} \) (i.e. once two consecutive spatial locations are identical) and resume it at \( t + c \) for \( 1 < c \in \mathbb{N}_+ \). We see that in such a scheme locations are MAR but increments are MNAR because no pauses will ever be observed. The reason for this discrepancy is that the mechanism for collecting increments is turned off once it determined it is in the middle of collecting a pause.

We conclude with a more realistic version of Example 5.

**Example 6. (Geometric gaps)** Consider a malfunctioning MPT data collection device
that records every location with probability $\eta = 1 - \epsilon$, where $\epsilon$ is some small positive number. Under this data collection mechanism, the length of the observed and unobserved blocks are random, each following a geometric distribution with success probabilities $\epsilon$ and $\eta$, respectively. This data collection scheme is MNAR for the FPM. To show this, we can calculate the probability that a pause $M_k$ is observed as 

$$q(\xi_k = 1 | M_k) = q(\xi_k = 1 | \Delta_k^T) = \eta^{\Delta_k^T} + 3.$$ 

Similarly, the probability of observing a flight is 

$$q(\xi_k = 1 | M_k) = \eta^2.$$ 

In general, if the mechanism is not ignorable, inference requires that we calculate the entire integral $\int q(M | \theta)q(\xi | M, \psi) dU$. Theorem 3 shows how this can be done under the standard parametrization in the case of the data collection mechanism described in Example 4 and Example 6.

**Theorem 3.** Under the standard parametrization, using the symbols defined in Section B.2, Assumption 5 and assuming the data collection mechanism as in Example 4, the log of the observed data likelihood can be expressed as

$$\log q(\Theta | \theta) = \left( \sum_{j=1}^{J} |P_j| + \sum_{j=1}^{J-1} \delta_j \right) \log \theta_1 + \left( \sum_{j=1}^{J} |F_j| \right) \log (1 - \theta_1) + \left( \sum_{j=1}^{J} |P_j| + \sum_{j=1}^{J-1} \gamma_j \right) \log \theta_2 + \left( \sum_{k \in P_j} \Delta_k^T - \sum_{j=1}^{J} |P_j| + \sum_{j=1}^{J-1} d_j + g_{j+1} \right) \log (1 - \theta_2) + \sum_{j=1}^{J-1} \log Q_{\delta_j+1,\gamma_j+1+1}(|U_j|) + \sum_{j=1}^{J} \log q(\Delta_j^S | \theta) - \frac{|\mathcal{F} \cap O_j| - 1}{2} \log (2\pi \theta_4) - \frac{1}{2\theta_4} \sum_{k=I_j+1}^{I_j+N_j-1} \frac{1}{2} \left( \Delta_k^S - \theta_3 \Delta_k^S \right)^2$$

(6)

where $Q_{m,l}(n)$ is the $m,l$-th entry of the matrix $\frac{1}{\theta_1+\theta_2} \begin{pmatrix} \theta_2 & \theta_1 \\ \theta_1 & \theta_2 \end{pmatrix} + (1 - \theta_1 - \theta_2)^n \begin{pmatrix} \theta_1 & -\theta_1 \\ -\theta_2 & \theta_2 \end{pmatrix}.$

The proof of this theorem can be found in the Appendix and relies on representing the increments’ durations and types using a Markov chain and assuming that the direction and length of flights in a given observed block are independent of these properties of flights in other observed blocks.

## 5 Motion/trajectory imputation

With a formal framework to account for the mechanism dictating which increments are recorded, the observed data likelihood and the data collection model give us a practical tool to estimate the model parameters, which are generally unknown. This, in turn, opens the door to generating (imputing) the missing parts of the trajectory under the FPM.
5.1 Motivation

There are several reasons why imputation might be of interest. For example, a researcher may be using partially observed MPT data to measure exposure to some phenomena (Yi et al., 2019) associated with a specific point or area in geographic space. If total exposure “dose” is assumed to be proportional to time spent at a point or in an area (e.g. Nyhan et al., 2019), the total dose may be underestimated if the missing MPT data are ignored. We focus on this perspective throughout the remainder of the paper. Alternatively, one might be interested in filling in gaps in MPT data for the purpose of visualization, or even simulating a trajectory in an agent-based models (e.g. Qiao et al., 2018).

5.2 Imputation algorithm

We now present a plug-in method for generating a single imputation of the missing MPT data under the FPM. At the same time, multiple imputations of the same missing part of the motion might often be desireable (Meseck et al., 2016), like in the experiment we conduct in Section 6.

Our procedure consists of two steps. First, we use the observed increments $O$ to calculate the observed data likelihood (4) and find the vector $\hat{\theta}$, for which it attains a maximum. Second, we generate a draw from $q(U | \hat{\theta}, O)$. The former is fairly straightforward, and a number of standard optimization approaches can be used. The latter is more complicated. To see why, recall the notation introduced in Section 3 which allows us to write

$$q(U | \hat{\theta}, O) = \prod_{j=1}^{J-1} q(U_j | \hat{\theta}, O) = \prod_{j=1}^{J-1} q(U_j | \hat{\theta}, M_{I_j+N_j-1}, M_{I_j+1}),$$

where the last equality is due to Assumption 3(i) (Markovianity). Under standard parametrization each term in the product can be further expressed as

$$q(U_j | \hat{\theta}, M_{I_j+N_j-1}, M_{I_j+1}) = \prod_{k=I_j+N_j}^{I_{j+1}-1} q(M_k | \hat{\theta}, M_{k-1}, M_{I_j+1}).$$

It is difficult to sample from this distribution because, as noted at the end of Section 3, the number of increments that need to be sampled is unknown, or equivalently, $|U_j|$ is unknown for all $j$. Moreover, the exact form of $q(M_k | \hat{\theta}, M_{k-1}, M_{I_j+1})$ is also difficult to derive. To overcome these challenges we use the following simplification: we sample increment types from $q(R_k | R_{k-1}, \theta_1)$ and, whenever $R_k = p$, we also sample the pause duration from $q(\Delta T_k | R_k = p, \theta_2)$. We label the increments sampled in this way as $\hat{U}_j = (\hat{M}_{I_j+N_j}, \hat{M}_{I_j+N_j+1}, \ldots \hat{M}_{I_j+N_j+d})$. Now if we use $d$ to stand for the total duration of the

---

3Estimating the duration of an individual’s exposure to geographically-referenced exposure source is a common problem in environmental health (e.g. Lippmann, 2009; Henneman et al., 2021), social determinants of health (e.g. Braveman et al., 2011; Viner et al., 2012), and contextual effects (e.g. Alexander and Eckland, 1975; Browning et al., 2021; Erbring and Young, 1979) applications.
sampled flights (i.e., $d = \sum_{k=I_{j}+N_{j}}^{I_{j}+N_{j}+d} \Delta T_{k}$), then we can express the criterion for when to stop sampling as

$$L_{T_{I_{j}+N_{j}}-1}^{T} + d \geq L_{T_{I_{j}+1}}^{T}.$$  \hspace{1cm} (7)

In words, we stop sampling when the time at which the last sampled increment starts immediately precedes the start of first increment in $I_{j+1}$. Note that (7) will hold with equality if $M_{I_{j}+N_{j}+d}$ (the last sampled increment) is a flight (i.e., $R_{I_{j}+N_{j}+d} = f$). If $R_{I_{j}+N_{j}+d} = p$, then we might need to adjust $\Delta T_{I_{j}+N_{j}+d}$ such that $L_{T_{I_{j}+N_{j}+1}}^{T} + \Delta T_{I_{j}+N_{j}+d} = L_{T_{I_{j}+1}}^{T}$. This strategy is followed, for example, by Barnett and Onnela (2020). One can also use a bridging technique described therein in order to ensure the continuity of the trajectory.

Once the increment types are sampled – implying the number of flights is known – we can use the forward filter-backward sampler algorithm (see Frühwirth-Schnatter (1994); Carter and Kohn (1994); Durbin and Koopman (2002) with a scalable version in Jurek and Katsfuss (2022)) to ensure trajectory continuity. This requires representing flights $F$ as a state-space model, as described in Appendix A.

6 Numerical simulations

In this section, we use simulated data to study certain properties of the FPM and its standard parametrization. To illustrate the importance of properly accounting for the data collection mechanism, we show that inaccurate assumptions about the type of missingness leads to biased inference. Second, we show that the imputation method introduces in Section 5 outperforms the existing methods according to some metrics.

6.1 Parameter estimation

In this section, we show that accounting for data collection patterns is paramount for the purpose of estimating parameters. To do so, we generate motions $\{m_{\eta}\}_{\eta=1}^{N_{tr}}$ with $N_{tr} = 100$ from the model described in Section 2 under the standard parametrization. We set the time limit $t_{\max} = 1000$ and $\theta = (0.1, 0.1, 0.95, 1)$. We assume that $L_{1}^{S} = (0, 0)$ and that $q(M_{1}) = 1(L_{1}^{S} = (0, 0), L_{1}^{T} = 1, \Delta T_{1} = 1, R_{1} = f) \cdot \mathcal{N}(\Delta T_{1}^{S}; 0, 1)$. We then mimic the on-off mechanism (Example 4 in Section 4.2 by masking the locations at certain prescribed intervals. Specifically, we assume that $z_{t} = 1$ if $t \in \bigcup_{l \in \mathbb{N}}[2l \cdot o, 2l \cdot o + 1)$, where $o = 25$ and that $z_{t} = 0$ otherwise. Recall that this on-off data collection mechanism, illustrated in Figure 3, is MNAR.

Using the observed locations and Theorem 3, we calculate the observed increments and find $\hat{\theta}$, the value of $\theta$ that maximizes the observed data likelihood. A histogram of these estimates for all simulated motions is shown in Figure 4. For comparison, we also show the distribution of the maximum likelihood estimates calculated under the (incorrect) assumption that the increments are MAR (Figure 5). These results clearly indicate the need for accounting for the data collection mechanism, as some of the estimates obtained under the MAR assumption exhibit a significant bias.
Figure 3: The pattern of missing locations described in Example 4 with \( o = u = 20 \). Sometimes, the blocks of unobserved locations, i.e. intervals where \( z_t = 0 \) can be longer than the observed blocks (where \( z_t = 1 \)) in order to conserve battery power.

Figure 4: Histograms of the estimates, obtained by maximizing the observed data likelihood, of the components of \( \theta \) across the simulated motions. The dashed vertical lines indicate the true value.

### 6.2 Trajectory interpolation

In order to investigate the impact of accounting for missing data on motion imputation – which in some situations may be of greater importance than parameter estimation – we compare the following three imputation methods:

**linear interpolation:** Linear interpolation can be viewed as a special case of the procedure described in Section 5.2, which assumes that the entire gap should be filled in with flights, each of which covers the same fraction of the interval \( [L_{I_{f+1}}; L_{I_{f+1}}] \) (Rhee et al., 2011; Shin et al., 2007).

**unadjusted non-parametric method:** This method was originally proposed in Barnett and Onnela (2020). Within this framework the distributions \( q(\Delta_k^S|R_f = f, \theta) \) and \( q(\Delta_k^S|R_k = p, \theta) \) are taken to be the weighted sample distributions of the flights and pauses that were recorded shortly before or after \( L_k^T \), with increments closer in time having a greater weight. The authors also propose other approaches to estimating these distributions, all similar in their lack of adjustment for the MNAR sampling mechanism. A comprehensive comparison is beyond the scope of this paper.

**adjusted parametric method:** The plug-in imputation method described in Section 5 under the standard parameterization. This approach consists of estimating the model parameters using the observed increments and adjustment for the data collection model, then using the maximum likelihood estimates to impute missing parts of the trajectory.

We consider three data collection schemes:
Figure 5: The histograms of the parameter values $\hat{\theta}$ that maximize the observed data likelihood for each of the simulated motions without accounting for the data collection mechanism. The dashed vertical lines indicate the true value. The estimates of the first two parameters are biased. In fact, $\theta_1$ is always estimated to be 1 because very few pauses are observed since $|\mathcal{P} \cap \mathcal{O}|$ is very small.

** Unscheduled gap:** Define the gap be the interval 

$$G_U(\alpha) = \left[ t_{\text{max}}/2 - \alpha t_{\text{max}}/2; t_{\text{max}}/2 - \alpha t_{\text{max}}/2 \right]$$

and set $z_t = 1(t \not\in G(\alpha))$. In this way, we mask the middle part of the trajectory which is of length $\alpha t_{\text{max}}$, where $\alpha = 0.2 + l^{0.6}/50$ for $l = 0, 1, \ldots, 49$. This masking could correspond to a scenario in which a data collecting device malfunctions and does not record locations for a significant period of time (up to 80% of the study period), or when the signal is lost due to the characteristics of the built environment (i.e. thick walls).

** Unscheduled gap + short scheduled gaps:** Recall the “on-off” scheme described in Example 4 and set $o = u = 25$. The scheduled gaps are defined to be 

$$G_S(u, o) = \{t : t \in \left[ B'_t; B'_t + I_u \right) \}.$$ 

We set $z_t = 1(t \not\in G_U(\alpha) \cup G_S(u, o))$.

** Unscheduled gap + long scheduled gaps:** Similar to the previous case except that the scheduled gaps have length $o = u = 50$.

All three schemes are illustrated in Figure 6.

We start by generating motions $\{m_n\}_{n=1}^{N_{\text{tr}}}$ using the same parameter settings as in Section 6.1. Next for each realization of the motion we calculate the “center of mass” of its trajectory $\tau(m_n)$ as $c = \frac{1}{t_{\text{max}}} \sum_{D(m_n)} s^n_t$ and we shift all elements of $\tau(m_n)$ by $-c$ which means that all simulated trajectories occupy roughly the same area. Examples of motions simulated in this way are shown in the supplementary materials. We then find the smallest bounding box $B = [b^x_0, b^x_1] \times [b^y_0, b^y_1]$ such that locations from all trajectories $\tau(m_1), \ldots, \tau(m_{N_{\text{tr}}})$ are within $B$.

In order to compare all the methods, motivated by the considerations presented in Section 5.1 we focus on estimating the probability of passing through a particular area. We call these areas exposure hot-spots and generate $h_n = (h^n_x, h^n_y)$, where for $i \in \{x, y\}$ we have $h^n_i \sim \mathcal{N} \left( 0, \left( \frac{\beta_{i}^{0.6}}{3} \right)^2 \right)$ for $n = 1, \ldots, N_{\text{tr}}$, where $\mathcal{N}(\mu, \sigma^2)$ denotes a normal distribution with
mean $\mu$ and variance $\sigma^2$. This way of selecting the hot-spot is intended to ensure that each trajectory is likely but not guaranteed to pass through the neighborhood of the hot-spot. We call this neighborhood the exposure area and define it as a ball $B(h_n, 100)$. Then for each trajectory $\tau(m_n)$, data collection scheme $\zeta$, hot-spot $h_n$ and missing percentage $\alpha$, we impute $N_{imp} = 50$ times the missing portion of the trajectory using method $\nu$.

Let $W = \{n \in \{1, 2, \ldots, N_{tr}\} : \tau(m_n) \cap B(h_n, 100) \neq \emptyset\}$ be the set of of indices of trajectories which pass through the exposure area $B(h_n, 100)$ and let $V = \{1, 2, \ldots, N_{tr}\} \setminus W$ be the indices of the remaining trajectories. If $n \in W$ then for each missing percentage $\alpha$, method $\nu$ and data collection scheme $\zeta$ we calculate $w_n^{\alpha, \nu, \zeta}$, the fraction of the trajectories imputed using $\nu$ that also pass through the danger zone (true positive). If $\tau(m_n) \in V$ then calculate $v_n^{\alpha, \nu, \zeta}$, the fraction of the curves imputed using a given method that also do not pass through the exposure area (true negative).

We then compare average true positive $\bar{w}^{\alpha, \nu, \zeta} = \sum_{n \in W} w_n^{\alpha, \nu, \zeta}$ and true negative rates $\bar{v}^{\alpha, \nu, \zeta} = \sum_{n \in V} v_n^{\alpha, \nu, \zeta}$. A method is better if a given rate is higher.

The last column in Figures 7-9 shows $\bar{w}^{\rho, \nu, \zeta}$ and $\bar{v}^{\rho, \nu, \zeta}$, while the first three columns show $w_n^{\alpha, \nu, \zeta}$ and $v_n^{\alpha, \nu, \zeta}$. If for a given method $\nu$ and gap size $\alpha$ fractions $w_n^{\alpha, \nu, \zeta}$ or $v_n^{\alpha, \nu, \zeta}$ are the same for several trajectories $\tau(m_n)$, then the dot at the corresponding spot is larger in size. Note that for $\nu = LI$ (linear interpolation) each imputation is the same, which means that $u_n^{\alpha, LI, \zeta}, v_n^{\alpha, LI, \zeta} \in \{0, 1\}$.

Looking at the true positive averages we see that the method proposed in Section 5 outperforms the other two methods when there is no unscheduled missingness and when the scheduled gaps are large and is slightly better when the scheduled gaps are small. Note that shorter breaks are inherently easier to impute as the missing parts of the trajectory are more similar to a straight line and consequently all methods produce similar results. This suggests that a method which is better at imputing longer breaks should be preferred. In this case...
Figure 7: Probability of (not) passing through the hot-spot as a function of the percentage of the data which were missing.

our method requires between 10 and 20 percentage point fewer observed locations than the other methods to achieve a comparable true positive rate.

The higher true positive rate exhibited by the adjusted parametric method is related to its lower true negative rate. In particular, the imputations generated using the adjusted parametric method explore the space more than the imputations generated using the other two methods (Section S1 in the supplement contains relevant examples). A more careful and application-dependent selection of the parametrization might to a help to reduce the true negative rate while increasing the true positive rate. Moreover in certain applications one rate might be more important by the other.

Finally, it is important to note, that our simulations demonstrate that sampling schemes relying on short observation intervals degrade performance, as measured by our “hot-spot metric”. The true positive rates are roughly similar when there is no unscheduled missingness and when the scheduled observation sequences are longer. However when they are shorter, even if frequent, then the performance of the all the methods suffer.

6.3 Illustrative Application to Disney World Data

In this section we present an application of the framework developed in this paper to the analysis of real data. We use a collection of 41 trajectories (observed locations) corresponding to 19 individuals visiting the Disney World, near Orlando, FL [Rhee et al. 2009], some of
whom came to the park several times. The trajectories are made up of locations sampled every 30 seconds using a dedicated handheld GPS device. For illustration, we consider every trajectory (and the motion that it corresponds to) to be independent of all the others and governed by a unique set of parameters. Every location in the trajectory is represented using the \((x,y)\) coordinates which express the distance in meters from some predetermined reference point. Figure 10 shows two examples of motions corresponding to the observed trajectories. Most of them consist of between 1000 and 2000 locations. There are no missing data.

We first compare the accuracy of parameter estimates using the parametric method with and without the missing data adjustment. To this end, we assume the standard parametrization and begin by estimating the parameters of the model using the entire motion \(m_n\) for \(n = 1, \ldots, 41\). We call these estimates \(\hat{\theta}^{nt}\), representing the value of the MLE for the complete data. Next, we remove some locations following the “unscheduled gap + short scheduled gaps” mechanism, described in Section 6.2, and assuming that \(\alpha = 0.5\). We then estimate parameters \(\hat{\theta}^{nb}\) assuming that increments derived from the observed locations are missing at random, which results in estimates that are biased relative to the estimates based on the entire observed trajectory. As the last step we use the form of observed data likelihood given in Theorem 3 which accounts for the data collection mechanism to obtain estimates of \(\hat{\theta}^{nu}\). Then, for motion \(m_n\), we calculate \(D^{nj}\), the relative difference between the estimate obtained using the entire motion \(m_n\) and the estimate obtained using this motion with...
Figure 9: Probability of (not) passing through the hot-spot as a function of the length of the data which were missing outside of the schedule. The schedule prescribes that the data should be collected for $I_o = 50$ and then to not be collected for $I_u = 50$.

missing (masked) increments. Mathematically,

$$D_i^{n,j} = \frac{\hat{\theta}_i^{n,j} - \hat{\theta}_i^{n,t}}{\hat{\theta}_i^{n,t}},$$

where $j \in \{b,u\}$ and $i = 1, 2, 3, 4$ indicates the component of $\hat{\theta}_i^{n,j}$. The histograms of these relative differences are shown in Figure 11. Our results show that without the adjustment for the data collection mechanism, the parameters often deviate significantly (even in relative terms) from the estimates obtained using the entire motion.

Next, using the methods in Section 6 and masking the locations to mimic the short scheduled gaps mechanism we calculate the probability of each of the individuals passing through a randomly selected hot-spot. Since the total number of trajectories is fairly low, unlike in Section 6 we generated 20 hot-spots for each trajectory and calculated the probability of passing through each one of them. The results are reported in Figure 12 using the same format as in Section 6. Similar to the results obtained in Section 6.2, here we also see that the adjusted parametric method results in fewer false negatives than the other two as captured by the hot-spot metric described in Section 6.
7 Discussion and key takeaways

In this paper, we have provided a rigorous statistical formulation of the flight-pause model to represent individual human mobility. We derived the mathematical representation of the FPM by formalizing the notion of increments, decomposing their joint likelihood and by providing an explicit connection to observed locations. Our model builds on previous work describing mobility as a series of flights and pauses but, unlike previous work in this field, our approach leads to a likelihood function. Thus it can serve as a basis for various extensions to statistical inference, including in particular formal links to notions of data collection mechanisms, assumptions about them, and possible missing data adjustments. We have shown how our formulation can lead to both methods for inference and movement imputation that can improve upon biases exhibited from previous approaches that have operated, possibly erroneously, under the assumption that increments making up data on a motion were missing at random.

The insights gained from the formulation of motions made up of increments and increments’ relationship to locations introduce several implications for the design of studies using MPT. For example, when the goal is to infer features of movement with the FPM, researchers using this framework should design measurement schemes in terms of their implications for increments and not, as is commonly done, in terms of their implications for locations. Some of these implications can be measured using the concept of the effective sample size, which we introduced. All of the above considerations must ultimately be balanced against practical restrictions (e.g., relating to device battery), but we hope that the ideas presented in this paper provide useful tools to accounting for these restrictions in a way compatible with the goals of a particular investigation.

Our approach is not without limitations. First and foremost, the standard parametrization of the model is excessively simplistic and would have to be enriched before it is deployed to
Figure 11: Histograms of relative differences in parameter estimates. The first row shows the differences for the estimates obtained under the MAR assumption while the second row shows the differences for the estimates obtained after adjusting for the data collection mechanism. The differences in parameters related to flights do not change between the rows because, like in Section 6, the direction and length of the flights are in fact missing at random. The histogram of $D_n^a$ has only a few values because for trajectories in which there are no observed pauses this parameter cannot be estimated.

a specific scientific problem. Moreover, while we assumed that the locations are observed without error, this is typically not the case. We thus leave for future work the consideration of the implications of inaccurate observations. Furthermore, we see a potential for improvement is modeling the motion of several individuals jointly and accounting for their possible interactions. We view these imperfections of our method as promising directions of future research.
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Figure 12: Probability of (not) passing through the hot-spot as a function of the length of the data which were missing outside of the schedule.

A Derivation of the state-space model

In Section 5 we used sampling from the smoothing distribution (FFBS) of the direction of flights to impute a missing part of the trajectory. Our approach can be detailed as follows. Consider \( k_l \) to be a sequence of indices such that \( R_{k_l} = f \). Then we have

\[
\Delta_{k_l}^S = L_{k_l+1}^S - L_{k_l}^S.
\]

Under standard parametrization this means that

\[
\Delta_{k_l}^S = \theta_3 \Delta_{k_l-1}^S + \epsilon_l,
\]

where \( \epsilon_l \sim \mathcal{N}(0, \theta_4 I) \). Because of (A) we can also write it as

\[
L_{k_l+1}^S - L_{k_l}^S = \theta_3 (L_{k_l}^S - L_{k_l-1}^S) + \epsilon_l.
\]

Thus if we now define \( x_l = [L_{k_l}^S, \Delta_{k_l-1}^S] \), we can write that

\[
x_{k_l} = A(\theta)x_{k_l-1} + v_{k_l},
\]

where \( v_{k_l} \sim \mathcal{N}(0, Q(\theta)) \) with

\[
A(\theta) = \begin{bmatrix}
1 & \theta_1 & 0 & 0 \\
0 & 0 & 1 & \theta_1 \\
0 & \theta_1 & 0 & 0 \\
0 & 0 & 0 & \theta_1
\end{bmatrix} \quad \text{and} \quad Q(\theta) = \theta_2 \begin{bmatrix}
1 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 \\
1 & 1 & 0 & 0 \\
0 & 0 & 1 & 1
\end{bmatrix}.
\]
B Inference under the standard parametrization

In this section show how some of the general results derived earlier in the paper can be made specific to the case of standard parametrization. In addition, throughout this Section we adopt

Assumption 5. The direction and distance of the first flight in an observed block $O_j$ do not depend on the direction and distance of the last increment in the preceding block, $U_{j-1}$. Formally, if $k = I_j$ then

$$p \left( \Delta^S_k | M_{I_j-1}, R_k = f, \theta \right) = p \left( \Delta^S_k | R_k = f, \theta \right).$$

Similar though less restrictive than Assumption 4, this assumption can be a good approximation of the truth if the blocks of unobserved increments are long but might lead to stronger bias when most of them are very short.

B.1 Observed data likelihood

In this Section we substitute the parametric families from Section 2.1 into expression (4). We define the following sets of indices:

- $P_j = \{ k : M_k \in \mathcal{P} \cap O_j \}$,
- $F_j = \{ k : M_k \in \mathcal{F} \cap O_j \setminus \{ M_{I_j} \} \}$,
- $P_j = \{ k : M_k \in \mathcal{P} \cap U_{j-1} \}$,
- $F_j = \{ k : M_k \in \mathcal{F} \cap (\{ M_{I_j} \} \cup U_{j-1}) \}$.

Using this notation (4) can be transformed into

$$q(\theta | \xi, \psi) = \prod_{j=1}^J q_{P_j}^{J_j}(1 - \theta_1) q_{P_j}^{J_j}(1 - \theta_2) \sum_{k \in \mathcal{P}_j} \Delta^T_k \cdot \exp \left( - \frac{1}{2 \theta_4} \sum_{k \in \mathcal{F}_j} (\Delta^S_k - \theta_3 \Delta^S_{k-1})^2 \right) \cdot q(M_{I_j} | \theta) \cdot$$

$$\int q(\xi, \psi, U, \psi) \prod_{j=2}^{J-1} q_{P_j}^{J_j}(1 - \theta_1) q_{P_j}^{J_j}(1 - \theta_2) \sum_{k \in \mathcal{P}_j} \Delta^T_k \cdot \exp \left( - \frac{1}{2 \theta_4} \sum_{k \in \mathcal{F}_j} (\Delta^S_k - \theta_3 \Delta^S_{k-1})^2 \right) dU. \quad (8)$$

If we use $I(\xi, \psi, \theta)$ to denote the integral, then the logarithm of the observed data likelihood takes the form

$$\log q(\xi | \theta) = \sum_{j=1}^J |P_j| \log \theta_1 + |F_j| \log(1 - \theta_1) + |P_j| \log \theta_2 + \sum_{k \in \mathcal{P}_j} (\Delta^T_k - 1) \log(1 - \theta_2) - \frac{F_j}{2} \log(2 \pi \theta_4) -$$

$$- \frac{1}{2 \theta_4} \sum_{k \in \mathcal{F}_j} (\Delta^S_k - \theta_3 \Delta^S_{k-1})^2 + \log q(M_{I_j} | \theta) +$$

$$+ \log \int q(\xi, \psi, U, \psi) \prod_{j=2}^{J-1} q_{P_j}^{J_j}(1 - \theta_1) q_{P_j}^{J_j}(1 - \theta_2) \sum_{k \in \mathcal{P}_j} \Delta^T_k \cdot \exp \left( - \frac{1}{2 \theta_4} \sum_{k \in \mathcal{F}_j} (\Delta^S_k - \theta_3 \Delta^S_{k-1})^2 \right) dU \quad (9)$$

26
B.2 Simplifications for select MNAR mechanisms

Recall that in Section 3.4 we observed that that observed increments can be partitioned into blocks \(O_1, \ldots, O_j\). In a similar manner we now partition the elements of the motion trajectory \(\tau(M)\) into blocks of observed and unobserved locations, which we denote with \(\tilde{O}_j\) and \(\tilde{U}_j\), respectively. Unlike in the case of increments, however, for a block of observations to be declared “observed” it has to contain at least one pair of locations whose spatial coordinates are not the same. We also note that \(\tilde{O}_j \subset \tau(O_j)\) and \(\tilde{U}_j \subset \tau(U_j)\).

We use \(\tilde{T}_j\) to stand for the time of the first location in block \(\tilde{O}_j\) and let \(\tilde{N}_j\) be its length and define the following variables

\[
\begin{align*}
    d_j &= \frac{(\tilde{T}_j + \tilde{N}_j - 1)}{\text{time of the last observation in } \tilde{O}_j} - \frac{L^T_{I_j+N_j-1} + \Delta^T_{I_j+N_j-1}}{\text{the last time point in } \tilde{O}_j(O_j)} \\
g_j &= \frac{L^T_{I_j}}{\text{first time point in } \tilde{O}_j} - \frac{\tilde{T}_j}{\text{first time point in } \tilde{O}_j(O_j)}
\end{align*}
\]

Intuitively, \(d_j\) is the number of locations following \(O_j\) which are observed but do not constitute an observed increment and \(g_j\) is the number of locations which directly precede \(O_j\) but also do not make up an observed increment. Note that when the last two locations in \(\tilde{I}_j\) are different, i.e. when \(\Delta_{\tilde{I}_j} + \tilde{N}_j - 1 \neq \Delta_{\tilde{I}_j} + \tilde{N}_j - 2\) then \(d_j = 0\). Analogously, \(g_j = 0\) if the first two elements in \(\tilde{I}_j\) are different, i.e., when \(\Delta_{\tilde{I}_j} \neq \Delta_{\tilde{I}_j+1}\). To distinguish between these situations we define \(\delta_j = \mathbb{I}(d_j = 0)\) and \(\gamma_j = \mathbb{I}(g_j = 0)\). We also need to define

\[
\begin{align*}
    j(t) &= \max \left\{ j : \tilde{T}_j \leq t \right\} \\
    B_i &= \tilde{T}_{j(t)} \\
    B'_i &= \tilde{T}_{j(t)} + \tilde{N}_{j(t)}.
\end{align*}
\]

In words, \(j(t)\) is a mapping that for each time \(t\) assigns the index of the most recent block of observed location, while \(B_i\) and \(B'_i\) denote the time of the first location in, correspondingly, the blocks of observed and unobserved locations. We can then provide a tractable expression for the log-likelihood for the data collection scheme described in Example 4.

**Proof of Theorem 3.** Let us start by rearranging the terms in [6]. We have

\[
\begin{align*}
    \log q(O | \theta) &= \sum_{j=1}^{J} |P_j| \log \theta_1 + |F_j| \log (1 - \theta_1) + |P_j| \log \theta_2 + \sum_{k \in P_j} (\Delta^T_{k} - 1) \log (1 - \theta_2) - \frac{|F \cap O_j| - 1}{2} \log (2 \pi \theta_4) \\
    &\quad - \sum_{j=1}^{J} \frac{1}{2\theta_4} \sum_{k=I_{j-1}+1}^{I_j} (\Delta^S_{k} - \theta_3 \Delta^S_{k-1})^2 + \log p(\Delta^S_{I_j} | \theta) + \\
    &\quad + \sum_{j=1}^{J} \log q(\Delta^S_{I_j} | \theta) + \log \theta_1 \sum_{j=1}^{J-1} \delta_j + \log \theta_2 \sum_{j=1}^{J-1} \gamma_j + \sum_{j=1}^{J-1} \log P_{\delta_j+1,\gamma_{j+1}+1}(N_j) + \log (1 - \theta_2) \sum_{j=1}^{J-1} d_j + g_{j+1}.
\end{align*}
\]

We can see that the first two lines of the expression above match the first two lines of [9]. It remains to show that the last line above is equal to the last line of [9].

First note that \(q(\xi | M, \psi) = \prod_{k=1}^{K} q(\xi_k | M_{k}, \psi)\) because whether a particular increment is observed depends only on at what time point it starts and ends. More specifically

\[
q(\xi_k | M_k) = \begin{cases} 
1, & \xi_k = 1, \\
1, & \xi_k = 0, \\
0, & \text{otherwise}
\end{cases}
\]

(11)
Using indicator notation we can also write it as

\[ q(\xi_k | M_k) = \mathbb{1}(\xi_k = 1) \mathbb{1}(B_{L^T_k} > L_k^T) \left( \mathbb{1}(R_k = f) + \mathbb{1}(R_k = p) \left( \Delta_k^T < B_{L^T_k} - L_k^T \right) \right) + \\
\mathbb{1}(\xi_k = 0) \left( \mathbb{1}(L_k^T \geq B_{L^T_k}) + \mathbb{1}(L_k^T < B_{L^T_k}) \mathbb{1}(R_k = p) \mathbb{1}(\Delta_k^T \geq B_{L^T_k} - L_k^T) \right). \] (12)

This observation allows us to decompose the integral as

\[
\sum_{j=1}^{J-1} \log \int_{k=I_j+N_j} I_{j+1} \prod_k q(\xi_k | M_k, \psi) \cdot \frac{\theta_1^{|p_j|}(1-\theta_1)^{|\tilde{P}_j|} \cdot \theta_2^{|p_j|}(1-\theta_2)^{\sum_k \Delta_k^T}}{(2\pi \theta_4)^{\frac{p_j}{2}}} \cdot \exp \left(-\frac{1}{2\theta_4} \sum_{k \in F_j} (\Delta_k^S - \theta_3 \Delta_{k-1}^S)^2 \right) dU_j = (\bullet). \]

Next, using Assumption 5 we can further simplify (\bullet) into

\[
(\bullet) = \sum_{j=2}^J \log q \left( \Delta_{I_j}^S \right) + \\
+ \sum_{j=1}^{J-1} \log \int_{k=I_j+N_j} I_{j+1} \prod_k q(\xi_k | M_k, \psi) \cdot \frac{\theta_1^{|p_j|}(1-\theta_1)^{|\tilde{P}_j|} \cdot \theta_2^{|p_j|}(1-\theta_2)^{\sum_k \Delta_k^T}}{(2\pi \theta_4)^{\frac{p_j}{2}}} \cdot \exp \left(-\frac{1}{2\theta_4} \sum_{k \in F_j} (\Delta_k^S - \theta_3 \Delta_{k-1}^S)^2 \right) d\{ (R_k, \Delta_k^T : M_k \in U_j ) \} = (\bullet). \]

Using $\theta_j$ to denote the integral under the summation we can write

\[
(\bullet \bullet) = \sum_{j=2}^J \log q \left( \Delta_{I_j}^S \right) + \sum_{j=1}^{J-1} \log \vartheta_j.
\]

Next, if we define $q_t = \mathbb{1}(t \in D(\varnothing))$, then it turns out that that $\{ q_t, t \in \mathbb{N} \}$ is a Markov chain with transition matrix

\[
\vartheta = \begin{bmatrix} 1 - \theta_1 & \theta_1 \\ \theta_2 & 1 - \theta_2 \end{bmatrix}.
\]

For a two-state Markov chain there exist explicit formulas which allow us to calculate the $n$-step transition matrix, i.e. the $n$-th power of the $\vartheta$ matrix. Specifically, it can be shown by induction that

\[
\vartheta(n) = \vartheta^n = \frac{1}{\theta_1 + \theta_2} \left( \begin{bmatrix} \theta_2 & \theta_1 \\ \theta_2 & \theta_1 \end{bmatrix} + (1 - \theta_1 - \theta_2)^n \begin{bmatrix} \theta_1 & -\theta_1 \\ -\theta_2 & \theta_2 \end{bmatrix} \right).
\]

Now notice that $\prod_{k=I_j+N_j}^{I_{j+1}} q(\xi_k | M_k, \psi) = q(\xi_{M_{I_j+1}}, \psi) \prod_{k=I_j+N_j}^{I_{j+1}-1} q(\xi_k = 0 | M_k, \psi)$. Combining this with (12) and (15) we have that $\vartheta_j = \theta_1^j(1 - \theta_2)^j \vartheta_{I_j, \gamma_j+1}^{|U_j|}(1 - \theta_2)^{\gamma_j+1} \theta_2^{\gamma_j+1}$. Taking logs of this expression completes the proof.

\[\square\]

\section{Other Proofs}

\subsection{Results from Section 2}

\textit{Proof of Theorem 1.} Let us start with the joint probability distribution of the motion, parametrized by $\theta$ which takes the form

\[ q(M_{\theta}) = q(M_1 | \theta) \prod_{k=1}^{K} q(M_k | M_{k-1}, \ldots, M_1, \theta) = q(M_1 | \theta) \prod_{k=2}^{K} q(M_k | M_{k-1}, \theta). \]
where the last equality is due to Assumption 3(i). Focusing on the individual term under the product sign and using the definitions introduced at the beginning of Section 2 we can express it as

\[ q(M_k|M_{k-1}, \theta) = q(L_k, \Delta_k, R_k|M_{k-1}, \theta) = q(L_k, \Delta_k||M_{k-1}, R_k, \theta)q(R_k|M_{k-1}, \theta). \]

If we group together the terms \( q(R_k|M_{k-1}, \theta) \) for all \( k \), it remains to be proven that

\[ \prod_{R_k=f,k>1} q(\Delta_k^T|R_k, M_{k-1}, \theta) \cdot \prod_{R_k=p,k>1} q(\Delta_k^S|R_k = p, M_{k-1}, \theta) = \prod_{k=2}^K q(L_k, \Delta_k||M_{k-1}, R_k, \theta) \]

Using the definition of \( \Delta_k \) and \( L_k \) we rewrite \( q(L_k, \Delta_k| M_k, R_k, \theta) \) as

\[
q(L_k^T, L_k^S, \Delta_k^S, \Delta_k^T| M_k, R_k, \theta) = \\
\mathbb{I}(R_k = f)\mathbb{I}(\Delta_k^T = 1)\mathbb{I}(L_k^T = L_{k-1}^T + \Delta_{k-1}^T) \cdot \\
\mathbb{I}(L_k^S = L_{k-1}^S + \Delta_{k-1}^S)\mathbb{I}(R_k-1 = f) + \mathbb{I}(L_k^S = L_{k-1}^S)\mathbb{I}(R_k-1 = p) \cdot q(\Delta_k^S|M_{k-1}, R_k, \theta) + \\
\mathbb{I}(R_k = p)\mathbb{I}(L_k^S = L_{k-1}^S + \Delta_{k-1}^S)\mathbb{I}(\Delta_k^S = \Delta_{k-1}^S) \cdot q(\Delta_k^T|M_{k-1}, R_k, \theta)  \tag{16}
\]

The indicator functions express Assumptions 2(i), 2(ii) and 3(ii). In the last line we also used Assumption 2(ii).

Omitting indicator functions for clarity of notation we finish the proof.

**Proof of Theorem 2.** We use specifications 1(iii) to substitute for relevant components of (2). First, using specification 3(iii) we see that \( \prod_{R_k=p,k>1} q(\Delta_k^S|R_k = p, M_{k-1}, \theta) \) becomes

\[ \prod_{k>1} \prod_{i=1,2} \mathbb{I}((\Delta_k^S)_i; \theta_3(\Delta_{k-1}^S)_i, \theta_4). \]

Next, if we define \( y_t = \mathbb{I}(t \in \mathcal{D}(\mathcal{P})) \), then it turns out that that \( \{y_t, t \in \mathbb{N}\} \) is a Markov chain with transition matrix

\[ \mathbb{Q} = \begin{bmatrix} 1 - \theta_1 & \theta_1 \\ \theta_2 & 1 - \theta_2 \end{bmatrix}, \]

because of specification 2(ii) and 4. This means that we can equivalently represent

\[ \prod_{R_k=f,k>1} q(\Delta_k^T| R_k, M_{k-1}, \theta) \]

as

\[ \theta_1^{\mathbb{Q}(1-\theta_1)^{\mathbb{Q}|f|}} \cdot \theta_2^{\mathbb{Q}(1-\theta_2)^{\mathbb{Q}|r|}} \sum_{k, R_k=r} \Delta_k^T. \]

\[ \square \]

**C.2 Results from Section 3**

In the remainder of this section we will make use of the following definitions.

**Definition 2.** Let \( \{s_t\}_{t \in \mathbb{N}} \) be a realization of trajectory \( \{S_t\}_{t \in \mathbb{N}} \) and let \( z = [z_1, z_2, \ldots] \) be the realization of the observability vector \( Z \).

1. We say that \( s_t \) is an anchor location if \( s_{t-1} \neq s_t \) or \( s_t \neq s_{t+1} \).
2. We say that \( s_t \) is an observed anchor location if \( z_t = 1 \) and \( \mathbb{I}(s_{t-1} \neq s_t)z_{t-1} = 1 \) or \( \mathbb{I}(s_{t+1} \neq s_t)z_{t+1} = 1 \).
3. We say that two observed anchor locations \( s_t, s_r \) with \( t < r \) are consecutive if all locations between them are observed, i.e. if \( z_{t+1} \cdot z_{t+2} \ldots z_{r-2} \cdot z_{r-1} = 1 \).
Intuitively, and as we should explain in more detail below, anchor locations are those locations which allow us to identify increments. We are now ready to write the

An observed anchor location is a location about which we know that it is anchor based on the observations. Contrast that with the situation in which \( s_{t-1} = s_t \neq s_{t+1} \) and \( z_{t-1} z_t (1 - z_{t+1}) = 1 \), i.e. we don’t observe \( z_{t+1} \). In such case \( s_t \) would be an observed location (because \( z_t = 1 \) and it would be an anchor location because \( s_{t-1} \neq s_t \) but it would not be an observed anchor location.

**Fact 1.** \( L_k^S \), the original location of the increment \( M_k \), is an anchor location with probability 1.

**Proof.** If \( M_k \) is a pause then \( M_{k-1} \) is a flight. Therefore by Assumption 1(ii) \( L_k^S \neq L_{k-1}^S \). Moreover, by Assumption flights last only one unit of time which means that \( S_{L_k^T} = L_k^S \neq L_{k-1}^S \). Therefore \( S_{L_k^T} \) is an anchor location. If \( M_k \) is a flight then \( L_k^S \neq L_{k-1}^S \). Therefore \( s_{L_k^T} \), the realization of \( S_{L_k^T} \), is an anchor location. All (in)equalities hold almost surely.

**Fact 2.** Every anchor location is the original location for the realization of some increment.

**Proof.** Let (\( m_1, m_2, \ldots, m_K \)) to be the realization of motion \( M \) and \( \{s_t\}_{t \in \mathbb{N}} \) be the realization of its corresponding trajectory. Consider an anchor location \( s_{t_k} \). From Definition 2 we know that either (1) \( s_{t_k-1} \neq s_{t_k} \) or (2) \( s_{t_k+1} \neq s_{t_k} \). In the case (1) this means that for some \( l \) we have a flight \( m_l = (t_{k-1}, s_{t_k-1}, 1, s_{t_k} - s_{t_k-1}, f) \). Therefore \( s_{t_k} = L_{t_k+1}^S \). In the case (2) we know that for some \( l' \) we similarly have \( m_{l'} = (t_{k}, s_{t_k}, 1, s_{t_k} - s_{t_k+1}, f) \). This ends the proof.

The consequence of these two results is

**Fact 3.** The two fact above imply that there exists a bijection between the set of all anchor locations and realization of increments.

Thus we will use \( \mathcal{A} = \{s_{t_1}, s_{t_2}, \ldots, s_{t_k}, \ldots, s_{t_K}\} \) to denote the set of all anchor locations. We can now present the

**Proof of Proposition 4.** By Fact 3 shown above, there exists a 1-1 mapping between each sequence of anchor locations and realization of a trajectory because the locations which are not anchor locations can be inferred. In particular a location \( s_t \) which is known to not be an anchor location has to be the same as the most recent anchor location \( s_r, r < t \). This also means that every set of anchor locations uniquely identifies the realization of a motion.

**Proposition 3.** If the only information available is the realization of the motion trajectory \( s_1, s_2, \ldots, s_k \), then the value \( m_k \) of increment \( M_k \) is observed if and only if (1) \( R_k = p \) while \( s_{t_k}, s_{t_{k+1}} \) and \( s_{t_k-1} \) are two pairs of consecutive observed anchor locations or if (2) \( R_k = f \) and \( s_{t_k} \) and \( s_{t_{k+1}} \) are a pair of consecutive anchor locations.

**Proof.** The “if” part can be shown by constructing a function \( f \) which maps anchor locations to \( m_k \). This function can be written as

\[
f(s_{t_k-1}, s_{t_k}, s_{t_{k+1}}) = (t_k, s_{t_k},
\quad t_{k+1} - t_k, I(s_{t_k} = s_{t_{k+1}})(s_{t_k} - s_{t_k-1}) + I(s_{t_k} \neq s_{t_{k+1}})(s_{t_{k+1}} - s_{t_k}),
\quad p(I(s_{t_k} = s_{t_{k+1}}) + f(s_{t_k} \neq s_{t_{k+1}}))
\]

Regarding the ”only if” part, notice that \( s_{t_k} \) and \( s_{t_{k+1}} \) need to consecutive be observed anchor locations to determine whether the increment is a flight or a pause. If they are equal, \( s_{t_k} \) and \( s_{t_{k-1}} \) need to be consecutive observed anchor location, because then the realization of \( \Delta_k^S \) is equal to the realization of \( \Delta_{k-1}^S \).
Proof of Proposition 3: Using Proposition 3, we need to show that these conditions are equivalent to observing two consecutive anchor locations.

First let us consider the situation when $m_k$ is a pause then the anchor location $s_{t_k}$ at its beginning is equal to $s_{t_k+1}$ the anchor location at the beginning of the following flight. Thus both of them are observed anchor locations if and only if we also observe $s_{t_k-1}$ and $s_{t_k+2}$. But since $m_{k-1}$ and $m_{k+1}$ are flights this is equivalent to observing the realization of their individual trajectories as well as the first element of the trajectory of $m_{k+2}$. Thus $z_{t_k} z_{t_k-1} z_{t_{k+1}} z_{t_{k+1}+1} = 1$ means that $s_{t_k}$ and $s_{t_{k+1}}$ are observed anchor locations. In order for them to be consecutive we also need to observe the trajectory of $m_k$. This proves the first part of the proposition.

Now let $m_k$ be a flight. In this case $s_{t_k} \neq s_{t_{k+1}}$. Thus if $z_{t_k} z_{t_{k+1}} = 1$ then we know that they are two consecutive anchor locations. Moreover $s_{t_k}$ is the realization of $\mathcal{D}(M_k)$ while $s_{t_{k+1}}$ is the realization of $[\mathcal{D}(M_{k+1})]$. This ends the proof.
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