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Several Regional Banks in the Federal Reserve System conduct regional surveys of business conditions in an effort to obtain real-time information about changes in local economic conditions. To the extent that the performance of the national economy is related to the performance of its regions, the regional surveys may provide useful information about national economic conditions as well. The results of the monthly regional surveys receive attention among analysts and other organizations that assess and forecast economic conditions because they are typically available one or two weeks prior to the release of the national and regional data. Considering how the survey data are used, it is extremely important, first, to understand what the surveys actually measure and, second, to determine how well they measure changes in economic conditions. This paper intends to offer some insights on these issues by carefully analyzing the underlying survey data and investigating their ability to precisely gauge economic conditions observed at both national and regional levels.

The present work focuses on the information content of the Regional Surveys of Business Activity conducted by the Federal Reserve Bank of Richmond (FRBR). We specifically examine the survey that
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tracks the manufacturing sector, the Fifth District Survey of Manufacturing Activity. In general, the surveys collect qualitative data from businesses in the Fifth District on several items that are supposed to convey information about recent changes in economic activity. For instance, survey participants are asked if they have observed an increase, a decrease, or no change in their levels of employment, shipments, orders, and wages, as well as other indicators. The responses are summarized into a statistic, called a diffusion index, that essentially captures the breadth of the changes taking place along the relevant economic dimensions in the time period under consideration. A few individual diffusion indices are combined into a composite diffusion index. In this paper, we evaluate the performance of these individual and composite diffusion indices by examining how closely they track overall national and regional economic conditions.

As a measure of national economic activity, this paper uses the manufacturing diffusion index produced by the Institute of Supply Management (ISM). The individual diffusion indices calculated by the ISM are based on questions that are very similar to those included in the FRBR survey. Previous work, such as Harris et al. (2004), shows that the composite ISM index is a good gauge of national economic activity based on its ability to track the national gross domestic product (GDP) and personal income. Their work also shows that there is indeed a strong correlation between the ISM and the indices produced from regional surveys by the Richmond and Philadelphia Federal Reserve Banks.¹

Our indicator of regional economic activity in the Fifth District is a weighted average of state payroll manufacturing employment growth (MEG) rates. Only a few papers have attempted to evaluate the accuracy of the diffusion indices produced by regional Reserve Banks in describing economic changes at the regional or local level. The limited work in this area includes Harris et al. (2004) and Pinto et al. (2015b). Even though the analysis in Harris et al. (2004) focuses on the national economy, it also briefly assesses the extent to which the FRBR composite diffusion index helps explain changes in personal consumption expenditures (PCE) in the Fifth District. We use MEG instead of PCE because, among other reasons, the former series are available monthly, whereas the latter are available only at quarterly intervals. Our work is also related to Pinto et al. (2015a). This paper assesses the ability of certain specific individual diffusion indices (employment and wage diffusion indices) to explain employment and wage growth rates. It argues that, in general, growth rates include information both about

¹ It would be useful, in future analysis, to benchmark the FRBR indices against other measures of economic activity, such as the Industrial Production Index.
the “intensive margin,” or the size or magnitude of a change, and the “extensive margin,” or the spread or breadth of a change. As a result, diffusion indices would describe fairly well how a variable changes over time, if those changes are predominantly explained by a higher proportion of participants reporting a change (up, down, or remain the same). Among other things, this paper shows that while the FRBR employment diffusion index tends to track quite well regional employment growth, it does not do a good job at tracking wage growth.

The analysis performed in this paper departs from the previous work in at least two fundamental ways. First, we carefully examine the behavior of all diffusion indices currently reported by the FRBR, with the intention of gaining a much broader understanding of the information conveyed by the FRBR survey. The conclusions of this study may be used to verify whether the FRBR indices capture what they intend to capture and to determine which indices are more informative depending on the specific objective. Second, this exercise offers useful insights that could guide the design and construction of alternative indicators of economic activity and provide feedback on what kind of data to gather (for instance, which survey questions are more relevant, or how representative the survey sample is).

Our analysis proceeds as follows. We first evaluate how well the FRBR composite diffusion index tracks national and regional economic activity, as measured by the ISM diffusion index and the Fifth District MEG, respectively. We next explore the differential contribution of the individual components of the composite diffusion index. Finally, we explore the benefits of including information that is currently available from the FRBR surveys but is not considered in the calculation of the composite index. Our findings show, among other things, that while the reported composite index contains useful information about economic activity at both the national and regional levels, models that incorporate additional survey information may improve the predictive power of the FRBR indices.

The rest of this paper is organized as follows. Section 1 describes the survey and the data used in the analysis. Section 2 evaluates the ability of FRBR diffusion indices to describe the behavior of the national economy. Section 3 examines the relationship between the FRBR diffusion indices and economic conditions in the Fifth District. Section 4 summarizes and discusses the results.

1. PRELIMINARY ANALYSIS OF THE DATA

The work in this paper focuses on the Fifth Federal Reserve District, which includes Virginia, most of West Virginia, Maryland, North
Carolina, South Carolina, and the District of Columbia. Moreover, the analysis is centered on the manufacturing sector. Three pieces of data are used: the diffusion indices produced by the FRBR, constructed from the information collected by the Fifth District Survey of Manufacturing Activity; the manufacturing diffusion indices reported by the ISM, used as a proxy of national economic activity in the manufacturing sector; and Fifth District payroll MEG, used as a measure of regional manufacturing activity. The data are monthly, and the sample covers the period from May 2002 to June 2017.

The FRBR conducts monthly surveys within the Fifth Federal Reserve District states to assess business conditions in two sectors: manufacturing and service. The manufacturing survey is designed to approximate the distribution of manufacturing firms by state, industry type, and firm size. It inquires about various aspects related to the economic conditions faced by firms, including questions on employment, shipments, new orders, backlogs, inventories, prices, etc. The survey is qualitative in nature, in the sense that firms are asked whether they experienced an increase, decrease, or no change in each variable of interest from the preceding month. The responses to each question are then combined into what is referred to as a diffusion index.

The diffusion index calculated by the FRBR is similar to the manufacturing diffusion index reported by the ISM. The latter, however, is based on information collected through a survey of more than 300 purchasing managers of manufacturing companies across the US. This survey is nationally representative and captures the various manufacturing categories by their relative contribution to the GDP.

In general, diffusion indices are summary statistics of the form

$$D_t = 100 \times \left( w^u \frac{N^u_t}{N_t} + w^s \frac{N^s_t}{N_t} + w^d \frac{N^d_t}{N_t} \right),$$

where $N^u_t$, $N^s_t$, and $N^d_t$ denote, respectively, the number of survey participants who report that the relevant economic variable has increased, stayed unchanged, or declined from period $(t - 1)$ to period $t$. The

---

2 On average, and during the sample period under consideration, the number of respondents in the manufacturing survey has oscillated around 100.

3 The survey also includes questions on vendors, average workweek hours, wages, business expenditures, inventories of raw materials and finished goods, as well as capacity utilization.

4 The FRBR currently reports diffusion indices at the Fifth District level. Sample sizes are at the moment too small to report informative diffusion indices at the state level. In this paper, the focus is precisely on the regional diffusion index because, as explained earlier, one of the goals is to determine whether information about the economic performance of the region conveys useful information about the national economy. See Pinto et al. (2015b) for a thorough discussion about the information content of state-level diffusion indices.
FRBR, for example, reports diffusion indices with $w^u = 1, w^s = 0,$ and $w^d = -1,$ so the range of the index is $[-100, 100].$ Note that, in this case, the diffusion index is simply the difference between the fraction of respondents who reported an increase and the number of respondents who reported a decrease in a particular measure of economic activity. Therefore, a positive (negative) reading indicates that the proportion of participants who report an increase is higher (lower) than the proportion of those who report a decline in the variable. A larger value of the index (in absolute terms) indicates that the change in the economic variable is widely spread out and broadly observed among respondents.\textsuperscript{5} The diffusion indices reported by the ISM use $w^u = 1, w^s = 0.5,$ and $w^d = 0.$ The range of this index is $[0, 100],$ so in this instance, the series are centered at 50: a reading of the index above (below) 50 indicates that the percentage of responses reporting an increase is higher (lower) than the percentage of responses indicating a decline. Both the FRBR and ISM also report composite indices that consist of a weighted average of several individual diffusion indices, each one tracking different indicators of economic activity. Specifically, the composite index reported by the FRBR is given by

$$RIC_t = 0.27 \times RIC_t^E + 0.33 \times RIC_t^S + 0.40 \times RIC_t^O,$$

and the ISM composite index by

$$ISM_t = 0.20 \times (ISM_t^E + ISM_t^S + ISM_t^O + ISM_t^P + ISM_t^I),$$

where $RIC_t^i$ and $ISM_t^i$ are the FRBR and ISM individual diffusion indices for category $i$, and the superscript $i$ stands for $E$: employment, $S$: shipments, $O$: orders, $P$: production, and $I$: inventories.\textsuperscript{6} When comparing the FRBR diffusion index to the ISM, we normalize the FRBR diffusion index in order to compare both indices on the same scale. Finally, to measure regional economic activity in the manufacturing sector, we use the series of payroll MEG obtained from the Bureau of Labor Statistics (BLS). We calculate the Fifth District MEG as a weighted average of the states’ MEG.\textsuperscript{7} For the purposes of our analysis, the closest counterpart to the manufacturing FRBR diffusion indices is regional MEG, not only because MEG closely tracks changes

\textsuperscript{5}See Pinto et al. (2015a) or Pinto et al. (2015b) for a thorough explanation of diffusion indices.

\textsuperscript{6}The weights currently used in the FRBR composite index $RIC_t$ were obtained from Harris et al. (2004). Note, however, that the weights in that paper were chosen with the explicit goal of comparing the ISM and FRBR diffusion index series. In other words, the FRBR composite index, with those specific weights, was intended to track changes at the national level.

\textsuperscript{7}We apply our own seasonal adjustment process to the ISM, MEG, and FRBR diffusion index series to preserve uniformity.
Table 1 Summary Statistics

| Variable                  | Mean   | Std. Dev. | N  |
|---------------------------|--------|-----------|----|
| ISMt                      | 52.765 | 4.810     | 182|
| MEGt                      | -0.172 | 0.386     | 181|
| RICt                      | 50.366 | 5.790     | 182|
| RICtS                     | 50.820 | 6.462     | 182|
| RICtO                     | 50.363 | 6.904     | 182|
| RICtE                     | 49.817 | 4.980     | 182|
| RICtB                     | 45.410 | 5.667     | 182|
| RICtC                     | 49.304 | 5.847     | 182|
| RICtV                     | 52.032 | 3.354     | 182|
| RICtH                     | 49.531 | 4.978     | 182|
| RICtW                     | 54.826 | 2.828     | 182|
| RICtP                     | 58.006 | 3.422     | 182|

Descriptive analysis of the series

We start our examination with a simple descriptive analysis of the series. Consider first the RICt and ISMt series. The summary statistics reported in Table 1 indicate that, for the period under consideration, the average value of ISMt is higher than the average of RICt, but the volatility of RICt is more pronounced. Moreover, from Figures 1a and 1b, it appears that the series follow each other very closely.

Figure 2a describes the behavior of MEGt (measured on the left axis) and RICt (measured on the right axis), and Figure 2b shows a scatter plot of the two series. It appears from the two figures that the FRBR composite diffusion index tracks fairly well the Fifth District MEG. In Pinto et al. (2015b), we find that the FRBR employment diffusion index also follows very closely the behavior of regional employment growth. In Section 3, we will evaluate in more detail the differential contribution of each one of the FRBR diffusion index series in explaining regional economic changes.

---

8 When comparing the regional MEG and the FRBR diffusion indices, we use the currently reported version of the FRBR diffusion index with \( w^a = 1, w^s = 0 \), and \( w^d = -1 \).

9 The higher volatility of RICt may be partly attributed to a smaller sample size.

10 In Figures 2a and 2b, we use the FRBR diffusion index series centered at zero.
Figure 3a shows the evolution of the individual components of the composite index $RIC_t$: $RIC_t^E$, $RIC_t^S$, and $RIC_t^O$. While the $RIC_t^O$ series shows the largest volatility, the $RIC_t^E$ series shows the least. Additional diffusion indices obtained from other questions in the FRBR survey are shown in Figure 3b. Among all the series, $RIC_t^W$ has the lowest standard deviation.
A key feature of the series considered in the analysis is that they exhibit high levels of persistence. This behavior is evident from the autocorrelation (ACF) and partial autocorrelation functions (PACF) of the series. Figure 4 shows the ACF and PACF of the ISM_t, RIC_t, ...
$MEG_t$, and the individual diffusion indices used to calculate $RIC_t$. In every case, the ACF and PACF indicate a strong autocorrelation at the first three of four lags. The latter is relevant because it suggests that when considering models that explain and predict the evolution of $ISM_t$ and $MEG_t$, it would become critical to incorporate their dy-
Figure 4 ACF and PACF

Cross-correlations

As a first approximation to the analysis of the dynamic relationship between the FRBR diffusion indices and national and regional economic indicators, we examine the cross-correlations between the variables $X_t = ISM_t, MEG_t$, defined as $Corr(X_t, RIC_{t+h})$, for different values of $h = -20, ..., -1, 0, 1, ... 20$. The cross-correlograms between $ISM_t$ and $RIC_t$ and $MEG_t$ and $RIC_t$ are shown in Figure 5. Figure 5a indicates a very strong contemporaneous correlation between $ISM_t$ and $RIC_t$, with a correlation equal to 0.80 (at $h = 0$). The highest correlation between the $MEG_t$ and $RIC_t$ series, shown in Figure 5b, occurs at $h = -1$ and is equal to 0.68. In other words, this last cross-
correlogram seems to indicate that $RIC_t$ tends to lead $MEG_t$, so $RIC_t$ may contain information about the future behavior of the $MEG_t$ series.

We also examine the cross-correlations between $ISM_t$ and $MEG_t$ and the individual FRBR diffusion indices, and among the individual FRBR diffusion indices themselves. The results, which are reported in Table 12 in the Appendix, can be summarized as follows. First, the cross-correlograms between $ISM_t$ and the FRBR individual diffusion indices $RIC_i^t$ generally reflect a strong contemporaneous relationship.
(at $h = 0$), with the exception of $RIC^E_t$ and $RIC^W_t$ (in both cases, the highest correlation occurs at $h = 1$; it is 0.71 for $RIC^E_t$ and 0.58 for $RIC^W_t$). Second, the highest correlation is between $ISM_t$ and $RIC^V_t$, with a value of 0.78 at $h = 0$, followed by $RIC^O_t$, with a value of 0.77 also at $h = 0$. Third, for some diffusion indices, specifically $RIC^{IF}_t$ and $RIC^{IR}_t$, the correlation is negative. Fourth, the results are somewhat different when comparing the cross-correlations between $MEG_t$ and $RIC^i_t$ in Table 13. For instance, the highest $Corr(MEG_t, Y_{t+h})$ is observed when $Y_{t+h} = RIC^E_{t+h}$ and $h = 0$, with a value of 0.76. Other diffusion indices, however, tend to lead $MEG_t$ series (when $Y_{t+h} = RIC^O_{t+h}$, the highest value is observed at $h = -3$, and when $Y_{t+h} = RIC^S_{t+h}$ the highest value is $h = -1$). Finally, the $RIC^O_t$ series also tend to move together. The cross-correlations between $RIC^E_t$, $RIC^O_t$, and $RIC^S_t$, and the other individual diffusion indices are reported in the Appendix in Tables 14, 15, and 16. Note that the correlations between $RIC^E_t$ and the other diffusion indices are relatively low. The correlations are higher for the series $RIC^O_t$ (for instance, the contemporaneous correlations between $RIC^O_t$ and $RIC^S_t$ and between $RIC^O_t$ and $RIC^C_t$ are, respectively, 0.92 and 0.90). The main takeaway from this preliminary analysis is that the information contained in the FRBR survey seems to be highly correlated with changes in both national and regional economic conditions. However, based on the correlations observed between the series, various composite indices based on different series and weights may be constructed to more accurately explain national and regional economic changes.

2. PREDICTING THE NATIONAL ECONOMY

We now proceed to a formal analysis of how well the FRBR composite index $RIC_t$ tracks the national economy. As mentioned earlier, we use the $ISM_t$ series as a gauge of national economic activity. We begin by first evaluating the predictive ability of a number of univariate dynamic models of $ISM_t$ for benchmarking purposes. We next estimate several linear and vector autoregressive models (VARs) that incorporate the diffusion indices obtained from the FRBR manufacturing survey, and we examine how this additional information improves the models’ predictive ability. We specifically compare the predictive power of models that use the composite diffusion index $RIC_t$ to other less-constrained models in which the components of $RIC_t$ are considered individually, as well as models that incorporate other diffusion indices, not part of $RIC_t$, calculated from currently available FRBR survey data.
Univariate models of ISM

The descriptive analysis of Section 1.1 suggests that the ISM_t series is highly persistent. In order to formally examine its behavior, we first estimate several univariate dynamic models of ISM_t and determine how well these models predict ISM_t.\textsuperscript{12} These univariate dynamic models are used as the benchmark against which we evaluate the performance of models that incorporate the information from the FRBR survey. We consider models that assume a general ARMA(p,q) representation of the form

\begin{equation}
ISM_t = a + \sum_{j=1}^{p} \phi_j ISM_{t-j} + \varepsilon_t + \sum_{j=1}^{q} \theta_j \varepsilon_{t-j},
\end{equation}

where \( \varepsilon_t \) is assumed to be an i.i.d. white noise process, and \( \phi = [\phi_1, \ldots, \phi_p] \) and \( \theta = [\theta_1, \ldots, \theta_q] \) are the autoregressive and moving average coefficients, respectively. Table 17 in the Appendix presents estimates of several univariate models fitted to the ISM_t series, together with the goodness-of-fit statistics AIC and BIC. Based on the estimation results, AR(4) has the best AIC statistics, whereas AR(1) produces the best BIC statistics.\textsuperscript{13} These models produce residuals with RMSE of 1.841 for AR(1) and 1.789 for AR(4). Figure 6 shows one-step-ahead predictions of ISM_t for the AR(1) and AR(4) models. Overall, the results suggest that past values of ISM_t explain fairly well the behavior of the series. The contribution of the information contained in the FRBR survey should, therefore, be assessed by comparing different models that include the FRBR diffusion indices to the performance of these very simple univariate dynamic models.

Linear models

We now present estimates of several linear models that explain the behavior of ISM_t using the information collected from the FRBR survey series. First, we consider very simple models that assume a contemporaneous relationship between the variables of the form

\begin{equation}
ISM_t = \alpha + X_t \beta + \varepsilon_t,
\end{equation}

where \( X_t \) is a vector of regional predictors and \( \varepsilon_t \) is an error term assumed to be an i.i.d. white noise process. Table 2 presents the estimates of four alternative model specifications depending on the variables

\textsuperscript{12} Throughout the paper, we compare models based on their predictive accuracy measured by the root mean squared error (RMSE).

\textsuperscript{13} Several alternative ARMA(p,q) were estimated; those reported in Table 17 have the smallest AIC and BIC statistics.
Model (1) includes only the composite index of the FRBR series constructed as a weighted average of $RIC_t^E$, $RIC_t^S$, and $RIC_t^O$, given by (2); in other words, $X_t = RIC_t$ in this case. In model (2), each one of the components of the composite index are included in an unconstrained form, meaning that $X_t = [RIC_t^E, RIC_t^S, RIC_t^O]$. Model (3) adds additional components not used in the composite index but available in the FRBR survey, and model (4) is basically a
Table 2 Linear Models of ISM: Contemporaneous Regressors

|        | (1)        | (2)        | (3)        | (4)        |
|--------|------------|------------|------------|------------|
|        | 0.665***   | 0.269**    | 0.184*     | 0.246*     |
| RIC_t  | (0.054)    | (0.089)    | (0.089)    | (0.101)    |
| RIC_tE |            | 0.143*     | 0.106      | 0.096      |
|        |            | (0.068)    | (0.078)    | (0.096)    |
| RIC_tS |            |            | 0.168***   |            |
|        |            |            | (0.048)    |            |
| RIC_tQ | 0.184*     | 0.149*     | 0.149*     | 0.168***   |
|        | (0.089)    | (0.064)    | (0.064)    | (0.048)    |
| RIC_tO | 0.037      |            |            |            |
|        | (0.070)    |            |            |            |
| RIC_tB | -0.061     | -0.193**   | -0.220**   | -0.193**   |
|        | (0.089)    | (0.067)    | (0.074)    | (0.067)    |
| RIC_tV | 0.479***   | 0.521***   |            |            |
|        | (0.087)    | (0.082)    |            |            |
| RIC_tH | -0.007     |            |            |            |
|        | (0.071)    |            |            |            |
| RIC_tW | 0.083      |            |            |            |
|        | (0.095)    |            |            |            |
| RIC_tIV | -0.184*    | -0.193**   | -0.220**   | -0.220**   |
|        | (0.072)    | (0.067)    | (0.074)    | (0.067)    |
| RIC_tR | -0.239**   | -0.220**   |            |            |
|        | (0.078)    | (0.074)    |            |            |
| Constant | 19.282***  | 17.618***  | 32.422***  | 34.024***  |
|         | (2.762)    | (3.898)    | (8.178)    | (7.659)    |

Note: Newey-West standard errors in parentheses; *p < 0.05, **p < 0.01, ***p < 0.001.

Throughout the paper, we follow a standard stepwise procedure to select the variables of the model. We typically proceed from general to particular: we start with a general model that includes the largest possible set of predictors (in the dynamic versions of the models, we also include lagged values of the variables), then we remove predictors with the highest p-values and re-estimate the model. The procedure also takes into account, when comparing models, their respective AIC and BIC values. Standard errors are produced by a Newey-West regression procedure that corrects potential serial correlation in the error terms. While under serial correlation, OLS still produces unbiased parameter estimates, the standard errors in this case are not efficient. We reestimate the model in (5) using the Newey-West regression procedure that produces serial correlation robust standard errors. The adjusted-R² measure is from the OLS regression.
The results show that the behavior of the FRBR series explains considerable variation of $ISM_t$. Specifically, model (1) shows that the FRBR composite index $RIC_t$ explains, by itself, about 64 percent of variation of $ISM_t$. Model (1) also tells us that when $RIC_t = 50$, which represents the point at which the percentage of respondents reporting an increase is the same as the percentage reporting a decrease in the FRBR survey, the ISM composite index is 52.53. According to the linear estimates, $RIC_t$ and $ISM_t$ are equal when $RIC_t$ is approximately 57. Moreover, when $RIC_t$ is higher (lower) than 57, then $RIC_t > (<) ISM_t$.

We additionally perform the following exercise. Suppose the goal is to construct a composite index $\overline{RIC}_t$ that includes $\{RIC^E_t, RIC^S_t, RIC^O_t\}$ and tracks as closely as possible the $ISM_t$ series. Specifically, suppose that $\overline{RIC}_t$ takes the functional form $\overline{RIC}_t = \alpha + \beta^E RIC^E_t + \beta^S RIC^S_t + \beta^O RIC^O_t$, and $\{\alpha, \beta^E, \beta^S, \beta^O\}$ are chosen so as to minimize $\sum_{t=1}^{T} (ISM_t - \overline{RIC}_t)^2$, subject to the constraints $\beta^E + \beta^S + \beta^O = 1$, $\beta_i \geq 0$. The values obtained in this case are: $\alpha = 2.545$, $\beta^O = 0.53$, $\beta^S = 0.33$, $\beta^E = 0.14$. Two remarks are worth making. First, since the $ISM_t$ series seems to be displaced upward, as explained before, $\overline{RIC}_t$ includes a positive constant term (note that the current composite FRBR diffusion index $RIC_t$ does not have a constant term). Second, $RIC^O_t$ should receive the highest weight and $RIC^E_t$ the lowest weight in the composite index, if the objective is to construct a composite index that tracks as closely as possible the $ISM_t$ series.

When each individual component is included as separate regressors in an unconstrained way (model [2]), the fit and predictive power of the model improve, but note that such improvement is relatively small. Also, by comparing the estimates of model (2), $RIC^E_t$ seems to be the most important variable at explaining the behavior of $ISM_t$, but in the construction of the composite index $\overline{RIC}_t$, this variable receives the lowest weight of the three individual diffusion indices. Sizable improvements in fit and predictive ability are observed, however, when we incorporate additional survey information, as evidenced by models (3) and (4). In general, the results of Table 2 confirm that when the objective is to describe or predict the evolution of the national economy, including other information readily available through the FRBR survey would tend to improve the outcome.

Including only contemporaneous values of the FRBR diffusion indices is somewhat restrictive. It is clear from Section 1.1 that the series show high levels of persistence, which suggests that further improvements could be obtained by using models that include a dynamic structure. Thus, we estimate next a set of models that account for this
more general dynamic behavior of the form

$$ISM_t = \alpha + \sum_{j=0}^{3} \beta_j X_{t-j} + \sum_{j=1}^{3} \gamma_j ISM_{t-j} + \varepsilon_t,$$

where $\varepsilon_t$ is again assumed to be an i.i.d. distributed white noise process. Table 3 presents the estimates of four models of the type represented by (6): model (1) includes contemporaneous and lagged value of the FRBR composite index $RIC_t$; model (2) adds lagged values of $ISM_t$; model (3) includes contemporaneous and lagged values of the components of the $RIC_t$; and model (4) includes lagged values of $ISM_t$.15

By simply considering lagged values of $RIC_t$, such as in model (1), the RMSE decreases substantially (the static model [1] of Table 2 has a RMSE equal to 2.893, and this one has a RMSE of 2.539). However, once the model incorporates lagged values of $ISM_t$, such as in model (2), the explanatory power of $RIC_t$ declines. Also, model (2) has a much better predictive accuracy. Model (3) is an improvement relative to model (1) but not relative to model (2). Considering both a less constrained and richer dynamic behavior undoubtedly increases the fit of the model and improves its predictive power. Model (4), which includes lagged values of the individual diffusion indices $RIC^i_t$, $i = E, O, S$, and lagged values of $ISM_t$, has the lowest RMSE among all models, with a value of 1.676. Notice that the FRBR diffusion index that captures changes in orders, $RIC^O_t$, is always relevant at explaining the behavior of $ISM_t$, even after accounting for past values of $ISM_t$.

Finally, Table 4 shows the estimates of a model obtained by a stepwise procedure of regressor selection among the FRBR survey series $RIC^i_t$, and their respective lags, and lagged values of $ISM_t$. In this case, the model explains almost 90 percent of the variation in $ISM_t$. The variables that seem to be most relevant at explaining changes in $ISM_t$ include, in addition to $ISM_{t-1}$, the regional indicators $RIC^{E}_{t-2}$, $RIC^{O}_{t-2}$, and $RIC^{V}_{t}$. The linear predictions of this model are shown in Figure 7. The RMSE is 1.554, and this value is the lowest among all the models considered up to this point.

**Vector autoregressive models**

In this section, we use VAR models to further explore and understand the relationship between the ISM$_t$ series and the indices elaborated by the FRBR. Let $Z_t = [RIC^1_t, RIC^2_t, \ldots, RIC^m_t, ISM_t]$ be a multivariate

\[^{15}\text{Linear predictions of models (1) through (4) are shown in Figure 16 in Appendix A.3.2.}\]
Table 3 Linear Models of ISM: Contemporaneous Lagged Regressors

| Time Series | (1) | (2) | (3) | (4) |
|-------------|-----|-----|-----|-----|
| ISMₜ₋₁     | 2.313*** | 2.301*** |     |     |
|            | (0.196)  | (0.202)  |     |     |
| ISMₜ₋₂     | 1.102    | 0.941    |     |     |
|            | (0.114)  | (0.108)  |     |     |
| ISMₜ₋₃     | 0.939    | 1.024    |     |     |
|            | (0.076)  | (0.076)  |     |     |
| RICₜ₋₁     | 1.500*** | 1.100*** |     |     |
|            | (0.075)  | (0.049)  |     |     |
| RICₜ₋₂     | 1.200*** | 0.903    |     |     |
|            | (0.050)  | (0.038)  |     |     |
| RICₜ₋₃     | 1.106*   | 0.984    |     |     |
|            | (0.052)  | (0.045)  |     |     |
| RICₜ₋₄     | 1.123**  | 0.998    |     |     |
|            | (0.054)  | (0.037)  |     |     |
| RICₑₜ₋₁    | 1.096    | 0.990    |     |     |
|            | (0.082)  | (0.050)  |     |     |
| RICₑₜ₋₂    | 0.984    | 0.990    |     |     |
|            | (0.073)  | (0.050)  |     |     |
| RICₑₜ₋₃    | 0.896    | 0.897**  |     |     |
|            | (0.063)  | (0.050)  |     |     |
| RICₑₜ₋₄    | 1.025    | 1.085    |     |     |
|            | (0.075)  | (0.046)  |     |     |
| RICₑₜ₋₅    | 1.279**  | 1.188**  |     |     |
|            | (0.110)  | (0.063)  |     |     |
| RICₑₜ₋₆    | 1.116    | 1.037    |     |     |
|            | (0.084)  | (0.056)  |     |     |
| RICₑₜ₋₇    | 1.048    | 1.078    |     |     |
|            | (0.074)  | (0.055)  |     |     |
| RICₑₜ₋₈    | 1.041    | 0.952    |     |     |
|            | (0.082)  | (0.045)  |     |     |
| RICₑₜ₋₉    | 1.059    | 0.963    |     |     |
|            | (0.079)  | (0.043)  |     |     |
| RICₑₜ₋₁₀   | 1.055    | 0.977    |     |     |
|            | (0.072)  | (0.044)  |     |     |
| RICₑₜ₋₁₁   | 1.099    | 0.969    |     |     |
|            | (0.074)  | (0.046)  |     |     |
| RICₑₜ₋₁₂   | 1.119    | 1.051    |     |     |
|            | (0.089)  | (0.050)  |     |     |
| Constant    | 11.965***| 4.241**  | 14.072***| 5.844**|
|            | (2.331)  | (1.495)  | (2.992) | (1.749) |
| N           | 179      | 179      | 179    | 179    |
| Adjusted R² | 0.725    | 0.872    | 0.736  | 0.880  |
| RMSE        | 2.539    | 1.734    | 2.489  | 1.676  |

Note: Newey-West standard errors in parentheses; *p < 0.05, ** p < 0.01, ***p < 0.001.

time series, where $RIC_{i}^t$ represents each one of the diffusion indices at time $t$. The long-run structural relationship between the FRBR series
Table 4 Linear Model of ISM: Stepwise Selection

| ISM_t | \( RIC_{t-2} \) | \( RIC_{t-3} \) | \( RIC_{t-1} \) | \( RIC_{t} \) | \( RIC_{t+1} \) | \( RIC_{t+2} \) | \( RIC_{t+3} \) | \( RIC_{t+4} \) | \( ISM_{t-1} \) |
|-------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|
|       | -0.161**     | 0.063         | 0.348**       | 0.069         | -0.098        | 0.120*        | -0.089        | 0.039         | 0.037         |
|       | (0.049)       | (0.043)       | (0.044)       | (0.052)       | (0.049)       | (0.052)       | (0.050)       | (0.051)       | (0.067)       |
|       |               |               |               |               |               |               |               |               |               |

Note: Newey-West standard errors in parentheses; *p < 0.05, ** p < 0.01, ***p < 0.001.

and \( ISM_t \) is modeled by the \( p^{th} \)-order VAR process

\[
B Z_t = a + \sum_{j=1}^{p} A_j Z_{t-j} + \varepsilon_t,
\]  
(7)
where $B$ and $A_j$ are $(m+1) \times (m+1)$ matrices, and $\varepsilon_t = [\varepsilon_t^1, \varepsilon_t^2, \ldots, \varepsilon_t^{m+1}]'$ is a multivariate white noise process with mean zero and variance $I_{(m+1) \times (m+1)}$. Multiplying both sides of (7) by the inverse of $B$, we obtain

$$Z_t = \alpha + \sum_{j=1}^p \Phi_j Z_{t-j} + e_t, \quad (8)$$

where $\alpha = B^{-1}a$, $\Phi_j = B^{-1}A_j$ and $e_t = [e_t^1, e_t^2, \ldots, e_t^{m+1}]'$ is a multivariate mean zero white noise process with variance-covariance matrix $\Sigma_e = B^{-1}(B^{-1})'$. The equation in (8) represents a VAR model of order $p$, which can be estimated by maximum likelihood. With the estimates of the $\Sigma_e$ matrix, we perform a Cholesky decomposition and obtain a lower triangular matrix $P$ such that $\Sigma_e = PP'$. Premultiplying (8) by $P^{-1}$ yields

$$P^{-1}Z_t = P^{-1}\alpha + P^{-1} \sum_{j=1}^p \Phi_j Z_{t-j} + u_t, \quad (9)$$
where \( u_t = P^{-1}e_t \) is a multivariate white noise process with variance-covariance matrix \( I_{(m+1)\times(m+1)} \). The expression in (9) gives us \((m+1)\) equations in the FRBR series and \( ISM_t \), in addition to their past values. Because \( P \) is lower triangular, so is \( P^{-1} \), thus the \((m+1)\)-st equation of (9) contains all current and past values of the multivariate time series. Also note that the error term \( u_t^{m+1} \) is the linear combination of error terms \((e_1^t, e_2^t, \ldots, e_t^{m+1})\) weighted by the coefficients of the matrix \( P^{-1} \). The expression obtained in the \((m+1)\)-st equation is what is known as the structural equation of \( ISM_t \). This equation represents \( ISM_t \) as a linear function of its past values (up to \( p \)-th lag), as well as contemporaneous and lagged values of the FRBR series. Using this equation, we then construct “predictions” of the value of the ISM diffusion index under the following premise: at time \( t \), when regional survey results have become known, we can use this information to obtain a reasonable prediction of the value of the ISM diffusion index for the current time period.

**Bivariate VAR model: ISM and FRBR composite diffusion indices**

We first estimate a VAR(1) model for bivariate series consisting of the composite diffusion indices \( ISM_t \) and \( RIC_t \). The selection of lags is based on AIC and BIC statistics. The parameter estimates of the VAR(1) model are shown in Table 18 in the Appendix, together with the variance-covariance matrix of the error terms and its Cholesky decomposition.\(^{16}\) Using the inverse of the lower triangular matrix obtained from the Cholesky decomposition, we construct the structural form for \( ISM_t \), which is plotted in Figure 17 in the Appendix. The RMSE of this specification is 1.72. We additionally perform a forecast error variance decomposition (FEVD) to interpret the results of the VAR model. The FEVD quantifies the relative contribution of the variables in the system, in this case ISM and RIC, to the variance of the forecast error of each variable. We focus here on the forecast error variance of \( ISM_t \). The top panel in Figure 8 shows the percentage of the forecast error variance of ISM explained by RIC, and the bottom panel shows the percentage explained by itself. The figure indicates that variations in ISM are mostly explained by shocks to the series itself; the variation explained by RIC is virtually zero.

\(^{16}\) The table and the figure showing the observed and predicted values are shown in Appendix A.3.3.
Multivariate VAR: ISM and FRBR individual diffusion indices

We now estimate a VAR model that includes ISM\(_t\) and the individual diffusion indices used in the FRBR composite index, RIC\(_t\). The AIC and BIC statistics suggest that a VAR(2) model fits the data best. The parameter estimates of the VAR(2) model are shown in Table 19 in Appendix A.3.4, along with the variance-covariance matrix and its Cholesky decomposition. Using the inverse of the lower triangular matrix obtained from the Cholesky decomposition, we construct the structural form of ISM\(_t\).\(^{17}\) The prediction errors have a standard deviation of 1.64, which is slightly smaller than the RMSE of the bivariate VAR model considered in the previous section. The FEVD in Figure 9 describes the effect of a shock on the variables RIC\(_E\), RIC\(_S\), RIC\(_O\), and ISM on the forecast error variance of ISM. Once again, the figure indicates that shocks on the variable ISM essentially explain most of

\(^{17}\) Figure 18 in Appendix A.3.4 compares the predicted values of the model to the observed values.
the variation of ISM. However, the variable $RIC^O$ now becomes relevant, explaining approximately 8 percent of the variation in ISM after eight periods.

We finally estimate a VAR model that incorporates other diffusion indices available from the FRBR survey. The variables included in the analysis were selected through a stepwise regression procedure similar to the one followed in Section 2.2. Based on AIC and BIC statistics, the VAR(1) model fits the data best. The results are reported in Table 20 in Appendix A.3.4. This specification offers a high level of predictive accuracy with the lowest RMSE, which is equal to 0.85. The FEVD in Figure 10 confirms the importance of the ISM series in explaining its own variation. The FEVD also shows that, among all FRBR diffusion indices, $RIC^O$ is the most important one for explaining variations in ISM.
Summary of findings

To summarize our findings, in Table 5 we compare the RMSE of the models discussed thus far. We include, for comparison, the RMSE of the model that includes only the composite index $RIC_t$ currently reported by the FRBR. In light of the predictive accuracy of the models, it is clear that a multivariate VAR model dominates all other alternatives, producing a RMSE equal to 0.85. However, a linear dynamic model that considers information readily available through the FRBR survey but not currently included in the calculation of the composite index $RIC_t$, offers more accurate predictions, with a RMSE of 1.55. So even the consideration of this last relatively simpler model would entail an important increase in predictive accuracy compared with a
Table 5 RMSE for Selected Models of ISM

| Model                  | RMSE |
|------------------------|------|
| Composite index        | 2.89 |
| Univariate             |      |
| AR(1)                  | 1.84 |
| AR(4)                  | 1.79 |
| Linear                 |      |
| Contemporaneous        | 2.31 |
| Dynamic                | 1.55 |
| VAR                    |      |
| Bivariate              | 1.72 |
| Multivariate           | 0.85 |

model that relies exclusively on the composite index $RIC_t$, which has the highest RMSE, equal to 2.89.

3. PREDICTING THE REGIONAL ECONOMY

While in Section 2 we examined the extent to which the information collected by the FRBR manufacturing survey helps explain changes in the national economy, we now focus on how well the survey tracks the regional economy. As explained earlier, we use payroll MEG as a measure of regional manufacturing activity for two reasons. First, MEG data are available monthly and for all states. Second, MEG is a good indicator of the economic performance of the manufacturing sector, which is the focus of the present analysis, so MEG serves as a reasonable benchmark against which to assess the predictive ability of the information contained in the FRBR manufacturing survey. Our approach is similar to that in the previous section: we begin by estimating several univariate dynamic models of MEG; next, we compare the performance of these models to the performance of linear and VAR models of MEG that incorporate the diffusion index series from the FRBR manufacturing survey.

Univariate models of MEG

We first examine the predictive power of simple univariate dynamic models that only include the MEG series. The inspection of the MEG autocorrelation and partial autocorrelation functions in Figure 4 reveal that the series show high levels of persistence. To capture such dynamic behavior more formally, we estimate, as we did earlier with the ISM
Table 6 Univariate Models of MEG

|   | (1) | (2) | (3) | (4) | (5) | (6) |
|---|-----|-----|-----|-----|-----|-----|
|   | AR(2) | AR(3) | ARMA (1,1) | ARMA (1,2) | ARMA (2,1) | ARMA (2,2) |
| $\phi_1$ | 0.569*** | 0.526*** | 0.915*** | 0.910*** | 0.862*** | 0.300 |
| | (0.049) | (0.054) | (0.033) | (0.042) | (0.200) | (1.522) |
| $\phi_2$ | 0.271*** | 0.177** | 0.0459 | 0.565 | | |
| | (0.051) | (0.065) | | | | |
| $\phi_3$ | | | | | | |
| | | | 0.162* | | | |
| | | | (0.066) | | | |
| $\theta_1$ | | | | | | |
| | | | -0.374*** | -0.386*** | -0.331 | 0.251 |
| | | | (0.069) | (0.071) | (0.198) | (1.525) |
| $\theta_2$ | | | | | | |
| | | | 0.0328 | -0.253 | | |
| | | | (0.065) | (0.534) | | |
| Constant | | | | | | |
| | | | -0.173 | -0.172 | -0.172 | -0.172 |
| | | | (0.110) | (0.132) | (0.129) | (0.127) |

|   |   |   |   |   |   |   |
|---|-----|-----|-----|-----|-----|-----|
|   | N | 181 | 181 | 181 | 181 | 181 |
| AIC | -9.59 | -12.27 | -12.51 | -10.65 | -10.59 | -8.67 |
| BIC | 3.21 | 3.72 | 0.29 | 5.34 | 5.40 | 10.52 |
| RMSE | 0.230 | 0.227 | 0.228 | 0.228 | 0.228 | 0.228 |

Note: Standard errors in parentheses; * $p < 0.05$, ** $p < 0.01$, *** $p < 0.001$.

Several alternative ARMA($p,q$) models were estimated; Table 6 reports those with the smallest AIC and BIC statistics.

For the MEG series, several ARMA($p,q$) models of the form

$$MEG_t = a + \sum_{j=1}^{p} \phi_j MEG_{t-j} + \varepsilon_t + \sum_{j=1}^{q} \theta_j \varepsilon_{t-j},$$

(10)

where $\varepsilon_t$ is assumed to be an i.i.d. white noise process, and $\phi$ and $\theta$ are the vectors of autoregressive and moving average coefficients, respectively. Table 6 presents the estimates along with goodness-of-fit statistics AIC and BIC. Based on the AIC criterion, the best model specification is an ARMA(1,1), but the BIC criterion chooses the ARMA(2,2). The predictions obtained from these models, shown in Figure 11, are very close to each other. In terms of their predictive accuracy, all models are practically identical, with a RMSE approximately equal to 0.23.
Linear models of MEG

We now incorporate the diffusion indices calculated from the FRBR surveys to assess how well they explain economic changes in the Fifth District. We proceed by estimating several linear models of MEG using contemporaneous and lagged values of the FRBR survey series. These models are generally described by the expression

\[ ME_{t} = \alpha + \sum_{j=0}^{3} \beta_{j} X_{t-j} + \sum_{j=1}^{3} \gamma_{j} ME_{t-j} + \varepsilon_{t}, \]  

(11)

where \( X_{t} \) is a vector of diffusion indices produced by the FRBR, and \( \varepsilon_{t} \) is an error term assumed to be an i.i.d. white noise process.

Table 7 presents the parameter estimates of five alternative model specifications that only include contemporaneous values of the FRBR series as explanatory variables.\(^{19}\) In other words, those models assume

\(^{19}\) In this section, we use the normalization \( w^{u} = w^{d} = 1 \) and \( w^{s} = 0 \). This means that when the percentage of participants reporting an increase is equal to the percentage
Table 7 Linear Models of MEG: Contemporaneous Regressors

|       | (1)      | (2)      | (3)      | (4)      | (5)      |
|-------|----------|----------|----------|----------|----------|
| MEG_t |          |          |          |          |          |
| RIC_t | 0.022*** |          |          |          |          |
|       | (0.002)  |          |          |          |          |
| RIC^E_t | 0.030*** | 0.027*** | 0.018*** | 0.018*** |          |
|       | (0.002)  | (0.003)  | (0.003)  | (0.003)  |          |
| RIC^O_t | -0.003   | -0.002   |          |          |          |
|       | (0.004)  | (0.005)  |          |          |          |
| RIC^S_t | 0.007    | 0.007    | 0.006    |          |          |
|       | (0.004)  | (0.004)  | (0.003)  |          |          |
| RIC^B_t | 0.001    |          |          |          |          |
|       | (0.004)  |          |          |          |          |
| RIC^C_t | -0.010*  | -0.010** |          |          |          |
|       | (0.004)  | (0.004)  |          |          |          |
| RIC^V_t | 0.006    | 0.006    |          |          |          |
|       | (0.004)  | (0.004)  |          |          |          |
| RIC^H_t | 0.006    | 0.005    |          |          |          |
|       | (0.004)  | (0.004)  |          |          |          |
| RIC^W_t | 0.011*   | 0.011*   |          |          |          |
|       | (0.005)  | (0.004)  |          |          |          |
| RIC^F_t | -0.012***| -0.012***|          |          |          |
|       | (0.003)  | (0.003)  |          |          |          |
| RIC^R_t | 0.005    | 0.005    |          |          |          |
|       | (0.004)  | (0.004)  |          |          |          |
| Constant | -0.186***| -0.160***| -0.170***| -0.167   | -0.179*  |
|       | (0.022)  | (0.019)  | (0.019)  | (0.090)  | (0.075)  |
| N     | 181      | 181      | 181      | 181      | 181      |
| Adj-R^2 | 0.429    | 0.578    | 0.587    | 0.640    | 0.644    |
| RMSE  | 0.292    | 0.251    | 0.248    | 0.232    | 0.231    |

Note: Newey-West standard errors in parentheses; *p < 0.05, ** p < 0.01, ***p < 0.001.

\[ \beta_j = \gamma_j = 0, \text{ for } j = 1, 2, 3. \] Model (1) only includes the FRBR composite diffusion index, i.e., \( X_t = RIC_t \); in model (2), \( X_t = RIC^E_t \), which is the FRBR diffusion index that tracks changes in employment; model (3) includes the components of the FRBR composite index, i.e., \( X_t = [RIC^E_t, RIC^S_t, RIC^O_t] \); model (4) incorporates additional diffusion of participants reporting a decrease, the diffusion index is equal to zero. We use this normalization to avoid working with small numbers with many digits. Ideally, we would want to rescale the ISM diffusion index. However, this requires using the ISM raw data, which are not publicly available.
indices from the FRBR surveys; and model (5) is a refinement of model (4) obtained after a stepwise procedure of regressor selection.\textsuperscript{20}

A few remarks are worth making. First, by inspecting model (1), it follows that when the composite diffusion index $RIC_t$ is equal to zero, $MEG_t = -0.186$. In other words, zero employment growth in the district would be consistent with a value of $RIC_t = 8.5$. It is important to note that, in theory, a zero diffusion index does not imply a zero growth rate. A diffusion index captures the breadth of a change measured by the number of respondents experiencing no change, an increase, or a decrease in a specific variable. In other words, a diffusion index tracks changes in the extensive margin. A growth rate, however, in addition

\textsuperscript{20}Standard errors are produced by a Newey-West regression procedure that corrects potential serial correlation in the error terms. While under serial correlation, OLS still produces unbiased parameter estimates; the standard errors in this case are not efficient. We reestimate the model in (5) using the Newey-West regression procedure that produces serial correlation robust standard errors. The adjusted-$R^2$ measure is from the OLS regression.
to changes in the extensive margin, also captures the intensity of the change, or the intensive margin. Pinto et al. (2015a) and Pinto et al. (2015b) show a decomposition of a growth rate into the extensive margin, or a term that includes a diffusion index, and the intensive margin. So the explanatory power of the diffusion indices depends both on the information content of the FRBR surveys, summarized by the diffusion indices, and, more generally, on the extent to which changes in the extensive margin drive changes in the growth rate.

Second, the employment diffusion index $R_{IC}E_t$ by itself (model [2]) explains about 60 percent of the variation in $MEG_t$. In this case, when $R_{IC}E_t = 5.33$, $MEG_t = 0$. Since information about $R_{IC}E_t$ is available prior to the release of the $MEG_t$ monthly data (usually, the value of $R_{IC}E_t$ is known a few weeks earlier), it becomes important to understand such a relationship in order to anticipate the values of $MEG_t$. Third, adding more information from the FRBR surveys improves the fit of the model, as shown by models (4) and (5). In those cases, the employment diffusion index $R_{IC}E_t$ is still the most important variable explaining the behavior of $MEG_t$. Other variables, such as $R_{IC}C_t$, $R_{IC}W_t$, and $R_{IC}IF_t$, also contribute to explaining $MEG_t$. Note that all the models considered in Table 7 have a relatively low adjusted-$R^2$; model (5) has the highest one, which is equal to 0.644. Figure 12 plots the observed and predicted values of this model. It shows that the two lines only infrequently overlap, confirming the model’s low goodness of fit. This suggests, in light of the previous discussion on growth rates and extensive and intensive margins, that in the case of Fifth District employment, diffusion indices (or the extensive margin) only partially explain its growth rate. In other words, a low adjusted-$R^2$ should not be necessarily used to draw conclusions about the quality of the information content of the FRBR surveys. In fact, Pinto et al. (2015b) show that $R_{IC}E_t$ tracks fairly well the extensive margin component of the actual employment growth rate in the Fifth District.

Next, we perform a similar exercise as in Section 2.2 but for the $MEG$ series. In this case, we obtain the following results: $\alpha = -0.1$, $\beta^E = 0.83$, $\beta^O = 0.00$, $\beta^S = 0.17$. The main conclusion from this exercise is that a composite index that assigns weights to the individual diffusion indices $\{R_{IC}S_t, R_{IC}O_t, R_{IC}O_t\}$ with the objective of tracking $MEG_t$ as closely as possible should give the highest weight to $R_{IC}E_t$, a lower but positive weight to $R_{IC}O_t$, and zero weight to $R_{IC}O_t$. This composite index is definitely different from the one that is supposed to track the national economy and is also different from the one currently reported by the FRBR.

Up to this point, the models assume a contemporaneous relationship between the variables. The models examined next, summarized in
Table 8, include both contemporaneous and lagged regressors, as specified in expression (11). The results show that by considering a dynamic relationship between the variables, it is possible to improve the fit of the models. Lagged values of $RIC_t^E$ are relevant for explaining the behavior of $MEG_t$ when $RIC_t^E$ is the only explanatory variable (model
when $RIC^E_t$ is combined with $MEG_t$ (model [4]), and when $RIC^E_t$ is included in the regression model along with $RIC^S_t$ and $RIC^O_t$. Note, however, that $RIC^E_t$ becomes statistically insignificant when all individual diffusion indices and their lags, in addition to lagged values of $MEG_t$, are included in the model specification (model [6]). The latter result is consistent with the persistent behavior of the $MEG_t$ series described earlier (shown in Figure 4), and the fact that the series $RIC^E_t$, $RIC^S_t$, and $RIC^O_t$ are highly correlated. In sum, all the models that include lagged values of $MEG_t$ (specifically, models [2], [4], and [6]) have relatively low RMSEs. However, the lowest RMSE (and also the highest adjusted-$R^2$) is associated with model (2), with a RMSE equal to 0.208.

Finally, Table 9 presents the best dynamic specification that includes all the diffusion indices calculated by the FRBR. We report the estimates for the model that results from a stepwise variable selection process. Of all the models considered up to this point, this last specification has the highest predictive accuracy with a RMSE of 0.189. In addition to the lagged values of $MEG_t$, a number of diffusion indices not currently included in the reported composite index, specifically $RIC^{IR}_t$ and $RIC^{IF}_t$, appear to be significantly different from zero. The model has, however, an adjusted-$R^2$ equal to 0.76, so it imperfectly fits the data. Figure 13 shows observed and predicted values from this specification.

**VAR Models**

**Bivariate VAR model: MEG and FRBR composite diffusion index**

As in the ISM case, we estimate several VAR models, assess their predictive accuracy, and perform a FEVD. We begin by estimating two bivariate VAR models: one includes the FRBR composite index $RIC_t$ and the other the FRBR employment index $RIC^E_t$. The results of the estimation are shown in Tables 21 and 22 in Appendix A.4.1 in addition to the observed and predicted values obtained from each model (Figures 20 and 21, respectively). Comparing the accuracy of the predictions, the specification that uses the individual diffusion index $RIC^E_t$ has a RMSE equal to 0.211, slightly below the model that includes the composite diffusion index $RIC_t$, with a RMSE equal to 0.217, and lower AIC and BIC statistics. Note, however, that some of the models considered in the previous section outperform, in terms of predictive accuracy, these two VAR models. Finally, the FEVDs for each model, shown in Figures 14a and 14b, are practically identical. They indicate
Table 9 Linear Model of MEG: Stepwise Selection

|          | MEG  |
|----------|------|
| RIC_t    | 0.006|
| (0.004)  |      |
| RIC_{t-1}| 0.003|
| (0.003)  |      |
| RIC_{t-2}| 0.003|
| (0.003)  |      |
| RIC_{t-3}| 0.002|
| (0.002)  |      |
| RIC_{t-4}| 0.006|
| (0.005)  |      |
| RIC_t    | 0.005|
| (0.005)  |      |
| RIC_{t-1}| 0.004|
| (0.003)  |      |
| RIC_{t-2}| 0.006|
| (0.003)  |      |
| RIC_{t-3}| <0.003|
| (0.003)  |      |
| RIC_{t-4}| <0.003|
| (0.003)  |      |
| RIC_t    | 0.005|
| (0.004)  |      |
| RIC_{t-1}| 0.005|
| (0.004)  |      |
| RIC_{t-2}| 0.004|
| (0.004)  |      |
| RIC_{t-3}| 0.003|
| (0.003)  |      |
| RIC_{t-4}| 0.002|
| (0.003)  |      |
| RIC_{t-5}| 0.001|
| (0.002)  |      |
| RIC_{t-6}| 0.001|
| (0.002)  |      |
| RIC_{t-7}| 0.001|
| (0.002)  |      |
| RIC_{t-8}| 0.001|
| (0.002)  |      |
| RIC_{t-9}| 0.001|
| (0.002)  |      |
| RIC_{t-10}| 0.001|
| (0.002)  |      |
| MEG_{t-1}| 0.249***|
| (0.070)  |      |
| MEG_{t-2}| 0.155* |
| (0.070)  |      |
| Constant | -0.140|
| (0.081)  |      |
| N        | 376   |
| Adjusted R^2 | 0.762  |
| RMSE     | 0.189 |

Note: Newey-West standard errors in parentheses; *p < 0.05, **p < 0.01, ***p < 0.001.
Figure 13 Dynamic Linear Model of MEG: Stepwise Selection

that, even though MEG explains most of the variation in the series, the FRBR diffusion indices are still relevant: $RIC_t$ and $RIC_{t}^{E}$ explain, in each case, about 20 percent of the variation of MEG after eight periods.

Multi-variate VAR model: MEG and FRBR individual diffusion indices

Finally, we estimate a VAR model that includes additional diffusion indices computed from the FRBR survey. We follow a stepwise regression procedure to select the components considered in the analysis. The estimated values are shown in Table 23, and the predicted values from the structural equation are presented in Figure 22 in Appendix A.4.2. This model has the highest predictive accuracy of all the models considered thus far, with a RMSE of 0.131. Of all the FRBR series included in the model, $RIC_{t}^{E}$ is still the one that explains a larger proportion of the variation in $MEG_t$ (around 15 percent of the variance), as shown by the FEVD in Figure 15.
Summary of results

From all the models considered in the previous sections, we present those with the highest predictive accuracy in Table 10, in addition to the model that includes the composite index $RIC_t$ currently reported by the FRBR, for comparison. The VAR model that includes all the FRBR individual diffusion indices has the lowest RMSE. This model,
Figure 15  $MEG_t$ and FRBR Individual Diffusion Indices. Forecast Error Variance Decomposition

Table 10 Comparison of RMSE for Selected Models of MEG

| Model              | RMSE  |
|--------------------|-------|
| Composite index    | $RIC_t$ | 0.29 |
| Univariate         | $ARMA(1, 1)$ | 0.23 |
|                    | $ARMA(2, 2)$ | 0.23 |
| Linear             | Contemporaneous | 0.23 |
|                    | Dynamic | 0.19 |
| VAR                | Bivariate $RIC_t$ | 0.22 |
|                    | Bivariate $R_t^E$ | 0.21 |
|                    | Multivariate | 0.13 |

with an RMSE of 0.13, is clearly an improvement compared with the model that relies only on $RIC_t$. All the other models, however, have approximately the same RMSEs. As in the ISM case, a linear dynamic model that includes readily available information from the FRBR survey performs reasonably well.
4. CONCLUSION

In this paper, we evaluate the information content of the FRBR manufacturing survey to determine the extent to which the diffusion indices based on the survey responses contribute to explaining national and regional economic conditions. We do so by examining the predictive accuracy of a variety of models, some of which include the composite diffusion index reported by the FRBR, and some of which incorporate additional information available from the FRBR survey but not currently employed in the calculation of the composite index.

The findings of the exercise can be summarized as follows. First, the diffusion indices currently reported by the FRBR manufacturing survey perform reasonably well at explaining the national economy, described by the evolution of the ISM diffusion index, and the regional economy, described by the evolution of the MEG. Second, in order to more accurately predict the behavior of the national and regional economy, it becomes essential to consider models that account for a richer dynamic structure given the high persistence of the series under study. And third, there are grounds for improving the predictive power of the FRBR composite index, both at national and regional levels, by adjusting the weights currently used in the calculation and by including other readily available diffusion indices. However, it should be kept in mind that the composite indices that track the national and regional economy would not necessarily be the same. This paper provides a few insights on what those diffusion indices would look like.

Future analysis should study more carefully the design of composite indices based on currently available information, including perhaps the possibility of constructing those indices based on a principal component analysis.
### APPENDIX A.1: UNIT ROOT TESTS

**Table 11 Unit Root Tests**

| Variable | Drift t-stat | Drift p-value | Drift and Trend t-stat | Drift and Trend p-value | ADF Test t-stat | ADF Test p-value |
|----------|--------------|---------------|------------------------|-------------------------|-----------------|------------------|
| $ISM_t$  | -2.591       | 0.095         | -2.801                 | 0.058                   | -3.437          | 0.047            |
| $MEG_t$  | -4.632       | 0.000         | -5.199                 | 0.000                   | -3.122          | 0.021            |
| $RIC_t$  | -5.132       | 0.000         | -5.257                 | 0.000                   | -3.902          | 0.012            |
| $R_t^E$  | -4.557       | 0.000         | -5.130                 | 0.000                   | -3.461          | 0.044            |
| $R_t^D$  | -5.708       | 0.000         | -5.757                 | 0.000                   | -4.358          | 0.003            |
| $R_t^S$  | -6.624       | 0.000         | -6.647                 | 0.000                   | -4.069          | 0.007            |
| $R_t^B$  | -6.082       | 0.000         | -6.176                 | 0.000                   | -4.587          | 0.001            |
| $R_t^C$  | -6.088       | 0.000         | -6.134                 | 0.000                   | -4.326          | 0.003            |
| $R_t^H$  | -5.717       | 0.000         | -6.034                 | 0.000                   | -5.348          | 0.000            |
| $R_t^W$  | -6.346       | 0.000         | -6.660                 | 0.000                   | -3.130          | 0.099            |
| $R_t^F$  | -4.558       | 0.000         | -4.775                 | 0.000                   | -3.415          | 0.049            |
| $R_t^R$  | -4.720       | 0.000         | -5.163                 | 0.000                   | -3.697          | 0.023            |
| $R_t^V$  | -5.276       | 0.000         | -5.294                 | 0.000                   | -3.749          | 0.019            |

Note: ADF: Augmented Dickey-Fuller. The number of $\Delta$ terms in the ADF is determined by the autoregressive order.
Table 12 Cross-correlogram between $ISM_t$ and $RIC_t^I$

| Lag | $RIC_t^E$ | $RIC_t^O$ | $RIC_t^S$ | $RIC_t^P$ | $RIC_t^C$ | $RIC_t^H$ | $RIC_t^W$ | $RIC_t^F$ | $RIC_t^I$ | $RIC_t^V$ |
|-----|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|
| -10 | -0.010   | 0.146    | 0.163    | 0.107    | 0.187    | 0.130    | -0.073   | -0.207   | -0.136   | 0.059    |
| -9  | 0.040    | 0.200    | 0.213    | 0.152    | 0.225    | 0.171    | -0.025   | -0.272   | -0.176   | 0.105    |
| -8  | 0.090    | 0.205    | 0.215    | 0.156    | 0.226    | 0.167    | -0.018   | -0.337   | -0.226   | 0.121    |
| -7  | 0.139    | 0.255    | 0.254    | 0.179    | 0.259    | 0.190    | 0.020    | -0.361   | -0.263   | 0.174    |
| -6  | 0.192    | 0.331    | 0.318    | 0.267    | 0.313    | 0.229    | 0.107    | -0.417   | -0.315   | 0.245    |
| -5  | 0.261    | 0.410    | 0.398    | 0.360    | 0.398    | 0.326    | 0.157    | -0.467   | -0.376   | 0.324    |
| -4  | 0.345    | 0.525    | 0.499    | 0.470    | 0.479    | 0.415    | 0.226    | -0.509   | -0.439   | 0.414    |
| -3  | 0.443    | 0.613    | 0.576    | 0.579    | 0.546    | 0.492    | 0.336    | -0.546   | -0.518   | 0.530    |
| -2  | 0.512    | 0.700    | 0.649    | 0.666    | 0.630    | 0.578    | 0.417    | -0.615   | -0.566   | 0.641    |
| -1  | 0.621    | 0.741    | 0.709    | 0.705    | 0.679    | 0.641    | 0.492    | -0.638   | -0.622   | 0.720    |
| 0   | 0.676    | 0.770    | 0.749    | 0.730    | 0.722    | 0.675    | 0.559    | -0.655   | -0.629   | 0.777    |
| 1   | 0.713    | 0.710    | 0.713    | 0.682    | 0.698    | 0.663    | 0.579    | -0.651   | -0.626   | 0.757    |
| 2   | 0.690    | 0.616    | 0.646    | 0.590    | 0.616    | 0.606    | 0.550    | -0.616   | -0.578   | -0.711   |
| 3   | 0.633    | 0.481    | 0.536    | 0.460    | 0.497    | 0.490    | 0.527    | -0.567   | -0.512   | 0.670    |
| 4   | 0.583    | 0.380    | 0.417    | 0.363    | 0.399    | 0.392    | 0.455    | -0.488   | -0.430   | 0.585    |
| 5   | 0.507    | 0.274    | 0.313    | 0.268    | 0.303    | 0.287    | 0.418    | -0.383   | -0.335   | 0.492    |
| 6   | 0.437    | 0.189    | 0.206    | 0.175    | 0.222    | 0.193    | 0.367    | -0.299   | -0.247   | 0.419    |
| 7   | 0.362    | 0.128    | 0.138    | 0.118    | 0.148    | 0.111    | 0.342    | -0.239   | -0.163   | 0.367    |
| 8   | 0.305    | 0.087    | 0.099    | 0.105    | 0.113    | 0.092    | 0.324    | -0.152   | -0.106   | 0.353    |
| 9   | 0.269    | 0.080    | 0.092    | 0.093    | 0.104    | 0.059    | 0.318    | -0.104   | -0.046   | 0.314    |
| 10  | 0.237    | 0.035    | 0.049    | 0.062    | 0.050    | 0.017    | 0.301    | -0.050   | 0.007    | 0.257    |
Table 13  Cross-correlogram between $MEG_t$ and $RIC_t^O$

| Lag | $RIC_t^E$ | $RIC_t^O$ | $RIC_t^S$ | $RIC_t^B$ | $RIC_t^C$ | $RIC_t^H$ | $RIC_t^W$ | $RIC_t^F$ | $RIC_t^L$ | $RIC_t^Y$ |
|-----|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| -10 | 0.351     | 0.245     | 0.238     | 0.235     | 0.259     | 0.286     | 0.116     | -0.409    | -0.064    | 0.110     |
| -9  | 0.371     | 0.253     | 0.221     | 0.217     | 0.252     | 0.285     | 0.156     | -0.436    | -0.058    | 0.171     |
| -8  | 0.410     | 0.287     | 0.274     | 0.266     | 0.309     | 0.284     | 0.172     | -0.478    | -0.115    | 0.138     |
| -7  | 0.481     | 0.344     | 0.288     | 0.341     | 0.327     | 0.351     | 0.239     | -0.517    | -0.151    | 0.216     |
| -6  | 0.481     | 0.355     | 0.334     | 0.338     | 0.335     | 0.367     | 0.272     | -0.534    | -0.166    | 0.273     |
| -5  | 0.549     | 0.479     | 0.438     | 0.467     | 0.431     | 0.461     | 0.321     | -0.552    | -0.224    | 0.340     |
| -4  | 0.623     | 0.524     | 0.479     | 0.506     | 0.473     | 0.485     | 0.436     | -0.563    | -0.247    | 0.381     |
| -3  | 0.679     | 0.608     | 0.570     | 0.582     | 0.550     | 0.611     | 0.502     | -0.595    | -0.245    | 0.456     |
| -2  | 0.704     | 0.597     | 0.572     | 0.573     | 0.562     | 0.635     | 0.506     | -0.637    | -0.301    | 0.476     |
| -1  | 0.758     | 0.597     | 0.590     | 0.579     | 0.551     | 0.634     | 0.593     | -0.587    | -0.326    | 0.533     |
| 0   | 0.762     | 0.569     | 0.566     | 0.551     | 0.539     | 0.640     | 0.618     | -0.601    | -0.278    | 0.529     |
| 1   | 0.741     | 0.479     | 0.482     | 0.483     | 0.452     | 0.572     | 0.611     | -0.527    | -0.246    | 0.520     |
| 2   | 0.681     | 0.374     | 0.391     | 0.390     | 0.358     | 0.474     | 0.578     | -0.507    | -0.188    | 0.434     |
| 3   | 0.637     | 0.259     | 0.289     | 0.275     | 0.272     | 0.388     | 0.520     | -0.440    | -0.096    | 0.357     |
| 4   | 0.576     | 0.180     | 0.205     | 0.205     | 0.211     | 0.318     | 0.466     | -0.352    | 0.024     | 0.209     |
| 5   | 0.476     | 0.126     | 0.165     | 0.134     | 0.146     | 0.236     | 0.460     | -0.300    | 0.085     | 0.205     |
| 6   | 0.436     | 0.048     | 0.054     | 0.077     | 0.059     | 0.168     | 0.388     | -0.190    | 0.160     | 0.139     |
| 7   | 0.352     | 0.027     | 0.055     | 0.067     | 0.037     | 0.129     | 0.395     | -0.143    | 0.209     | 0.122     |
| 8   | 0.306     | -0.009    | -0.007    | 0.017     | -0.019    | 0.083     | 0.359     | -0.078    | 0.249     | 0.108     |
| 9   | 0.228     | -0.057    | -0.046    | -0.009    | -0.067    | 0.028     | 0.333     | -0.029    | 0.300     | 0.056     |
| 10  | 0.215     | -0.081    | -0.086    | 0.055     | -0.077    | 0.024     | 0.307     | 0.020     | 0.312     | -0.036    |
Table 14  Cross-correlogram of $RIC_E^t$ with FRBR Diffusion Indices

| Lag | $RIC^t_D$ | $RIC^t_S$ | $RIC^t_B$ | $RIC^t_C$ | $RIC^t_H$ | $RIC^t_W$ | $RIC^t_F$ | $RIC^t_R$ | $RIC^t_Y$ |
|-----|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| -10 | 0.215     | 0.209     | 0.243     | 0.252     | 0.259     | 0.080     | -0.409    | -0.098    | 0.101     |
| -9  | 0.208     | 0.185     | 0.210     | 0.249     | 0.266     | 0.053     | -0.446    | -0.123    | 0.121     |
| -8  | 0.239     | 0.231     | 0.231     | 0.271     | 0.261     | 0.123     | -0.501    | -0.127    | 0.155     |
| -7  | 0.282     | 0.260     | 0.268     | 0.267     | 0.264     | 0.198     | -0.483    | -0.174    | 0.199     |
| -6  | 0.367     | 0.329     | 0.341     | 0.331     | 0.314     | 0.278     | -0.526    | -0.172    | 0.278     |
| -5  | 0.423     | 0.398     | 0.425     | 0.377     | 0.379     | 0.337     | -0.532    | -0.210    | 0.331     |
| -4  | 0.517     | 0.485     | 0.502     | 0.474     | 0.502     | 0.406     | -0.565    | -0.243    | 0.389     |
| -3  | 0.580     | 0.520     | 0.553     | 0.504     | 0.517     | 0.483     | -0.606    | -0.315    | 0.460     |
| -2  | 0.635     | 0.576     | 0.640     | 0.580     | 0.627     | 0.546     | -0.640    | -0.340    | 0.553     |
| -1  | 0.668     | 0.613     | 0.655     | 0.653     | 0.709     | 0.554     | -0.670    | -0.350    | 0.567     |
| 0   | 0.681     | 0.635     | 0.660     | 0.683     | 0.774     | 0.624     | -0.625    | -0.332    | 0.564     |
| 1   | 0.556     | 0.532     | 0.538     | 0.559     | 0.655     | 0.608     | -0.609    | -0.257    | 0.498     |
| 2   | 0.389     | 0.399     | 0.378     | 0.418     | 0.481     | 0.552     | -0.538    | -0.197    | 0.458     |
| 3   | 0.303     | 0.331     | 0.289     | 0.319     | 0.391     | 0.496     | -0.485    | -0.117    | 0.347     |
| 4   | 0.175     | 0.189     | 0.187     | 0.191     | 0.298     | 0.458     | -0.366    | -0.009    | 0.291     |
| 5   | 0.109     | 0.121     | 0.122     | 0.105     | 0.195     | 0.383     | -0.293    | 0.078     | 0.237     |
| 6   | 0.056     | 0.058     | 0.053     | 0.030     | 0.114     | 0.384     | -0.211    | 0.138     | 0.162     |
| 7   | 0.036     | 0.026     | 0.094     | 0.030     | 0.106     | 0.364     | -0.154    | 0.211     | 0.160     |
| 8   | 0.029     | 0.031     | 0.074     | 0.018     | 0.117     | 0.365     | -0.115    | 0.223     | 0.151     |
| 9   | 0.011     | 0.033     | 0.077     | 0.004     | 0.134     | 0.351     | -0.097    | 0.242     | 0.117     |
| 10  | 0.001     | 0.017     | 0.044     | 0.020     | 0.110     | 0.352     | -0.090    | 0.266     | 0.060     |
Table 15  Cross-correlogram of $RIC_t^Q$ with FRBR Diffusion
Indices

| Lag | $RIC_t^E$ | $RIC_t^S$ | $RIC_t^B$ | $RIC_t^C$ | $RIC_t^H$ | $RIC_t^W$ | $RIC_t^I^F$ | $RIC_t^I^R$ | $RIC_t^V$ |
|-----|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| -10 | 0.001     | 0.074     | 0.093     | 0.101     | 0.085     | -0.068    | -0.087    | 0.020     | 0.019     |
| -9  | 0.011     | 0.088     | 0.084     | 0.132     | 0.083     | -0.071    | -0.161    | -0.041    | 0.022     |
| -8  | 0.029     | 0.093     | 0.031     | 0.116     | 0.054     | -0.056    | -0.227    | -0.054    | -0.025    |
| -7  | 0.036     | 0.103     | 0.034     | 0.095     | 0.068     | -0.018    | -0.203    | 0.082     | 0.040     |
| -6  | 0.056     | 0.124     | 0.080     | 0.105     | 0.058     | 0.015     | -0.270    | -0.121    | 0.108     |
| -5  | 0.109     | 0.202     | 0.175     | 0.121     | 0.067     | -0.249    | -0.127    | 0.135     | 0.073     |
| -4  | 0.175     | 0.237     | 0.290     | 0.181     | 0.169     | -0.302    | -0.200    | 0.204     | 0.108     |
| -3  | 0.303     | 0.374     | 0.402     | 0.298     | 0.217     | -0.399    | -0.315    | 0.274     | 0.135     |
| -2  | 0.389     | 0.476     | 0.553     | 0.463     | 0.359     | -0.475    | -0.354    | 0.437     | 0.235     |
| -1  | 0.556     | 0.629     | 0.646     | 0.646     | 0.416     | -0.505    | -0.467    | 0.548     | 0.345     |
| 0   | 0.681     | 0.921     | 0.897     | 0.903     | 0.814     | 0.546     | -0.577    | -0.548    | 0.676     |
| 1   | 0.668     | 0.647     | 0.670     | 0.689     | 0.669     | 0.541     | -0.576    | -0.517    | 0.639     |
| 2   | 0.635     | 0.575     | 0.505     | 0.555     | 0.555     | 0.464     | -0.536    | -0.459    | 0.600     |
| 3   | 0.580     | 0.457     | 0.376     | 0.450     | 0.420     | 0.451     | -0.500    | -0.404    | 0.499     |
| 4   | 0.517     | 0.291     | 0.241     | 0.294     | 0.350     | 0.379     | -0.421    | -0.318    | 0.455     |
| 5   | 0.423     | 0.236     | 0.173     | 0.227     | 0.241     | 0.365     | -0.339    | -0.243    | 0.373     |
| 6   | 0.367     | 0.153     | 0.131     | 0.141     | 0.139     | 0.284     | -0.240    | -0.173    | 0.306     |
| 7   | 0.282     | 0.101     | 0.106     | 0.097     | 0.089     | 0.285     | -0.195    | -0.048    | 0.308     |
| 8   | 0.239     | 0.060     | 0.101     | 0.046     | 0.071     | 0.278     | -0.143    | -0.037    | 0.315     |
| 9   | 0.208     | 0.114     | 0.135     | 0.098     | 0.067     | 0.297     | -0.119    | -0.003    | 0.279     |
| 10  | 0.215     | 0.057     | 0.108     | 0.082     | 0.062     | 0.315     | -0.073    | 0.040     | 0.256     |
Table 16 Cross-correlogram of $RIC_t^S$ with FRBR Diffusion Indices

| Lag | $RIC_t^E$ | $RIC_t^O$ | $RIC_t^B$ | $RIC_t^C$ | $RIC_t^H$ | $RIC_t^W$ | $RIC_t^I$ | $RIC_t^F$ | $RIC_t^R$ | $RIC_t^V$ |
|-----|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| -10 | 0.017     | 0.057     | 0.085     | 0.116     | 0.127     | -0.056    | -0.117    | 0.015     | 0.039     |
| -9  | 0.033     | 0.114     | 0.072     | 0.152     | 0.075     | -0.071    | -0.183    | -0.049    | 0.040     |
| -8  | 0.031     | 0.060     | 0.115     | 0.041     | -0.066    | -0.204    | -0.031    | -0.035    |
| -7  | 0.026     | 0.101     | 0.045     | 0.112     | 0.077     | -0.025    | -0.209    | -0.073    | 0.032     |
| -6  | 0.058     | 0.153     | 0.093     | 0.131     | 0.093     | 0.017     | -0.271    | -0.156    | 0.145     |
| -5  | 0.121     | 0.236     | 0.214     | 0.189     | 0.142     | 0.059     | -0.295    | -0.167    | 0.164     |
| -4  | 0.189     | 0.291     | 0.321     | 0.277     | 0.225     | 0.169     | -0.316    | -0.235    | 0.256     |
| -3  | 0.331     | 0.457     | 0.434     | 0.388     | 0.331     | 0.225     | -0.406    | -0.338    | 0.332     |
| -2  | 0.399     | 0.575     | 0.556     | 0.505     | 0.473     | 0.385     | -0.480    | -0.355    | 0.463     |
| -1  | 0.532     | 0.647     | 0.596     | 0.615     | 0.625     | 0.422     | -0.526    | -0.460    | 0.536     |
| 0   | 0.635     | 0.921     | 0.809     | 0.897     | 0.780     | 0.521     | -0.609    | -0.542    | 0.633     |
| 1   | 0.613     | 0.629     | 0.608     | 0.634     | 0.624     | 0.488     | -0.589    | -0.526    | 0.607     |
| 2   | 0.576     | 0.476     | 0.442     | 0.466     | 0.483     | 0.424     | -0.516    | -0.451    | 0.555     |
| 3   | 0.520     | 0.374     | 0.347     | 0.410     | 0.378     | 0.413     | -0.480    | -0.410    | 0.489     |
| 4   | 0.485     | 0.237     | 0.179     | 0.267     | 0.307     | 0.347     | -0.424    | -0.317    | 0.427     |
| 5   | 0.398     | 0.202     | 0.157     | 0.212     | 0.235     | 0.349     | -0.344    | -0.266    | 0.351     |
| 6   | 0.329     | 0.124     | 0.113     | 0.150     | 0.123     | 0.274     | -0.263    | -0.179    | 0.288     |
| 7   | 0.260     | 0.103     | 0.100     | 0.114     | 0.077     | 0.255     | -0.230    | -0.061    | 0.293     |
| 8   | 0.231     | 0.093     | 0.122     | 0.084     | 0.074     | 0.307     | -0.161    | -0.050    | 0.323     |
| 9   | 0.185     | 0.088     | 0.142     | 0.089     | 0.066     | 0.299     | -0.117    | -0.012    | 0.263     |
| 10  | 0.209     | 0.074     | 0.095     | 0.105     | 0.047     | 0.291     | -0.112    | -0.002    | 0.238     |
## Table 17 Univariate Models of ISM\(t\)

|        | (1) AR(1) | (2) AR(4) | (3) ARMA(1,1) | (4) ARMA(1,2) | (5) ARMA(4,1) |
|--------|-----------|-----------|---------------|---------------|---------------|
| ISM\(t\)-1 | 0.921***  | 0.972***  | 0.909***      | 0.892***      | 0.984         |
|         | (0.023)   | (0.065)   | (0.028)       | (0.037)       | (0.556)       |
| ISM\(t\)-2 | 0.059     | 0.016     | 0.101         | 0.128         | 0.047         |
|         | (0.101)   | (0.543)   | (0.534)       | (0.115)       | (0.015)       |
| ISM\(t\)-3 | 0.016     | 0.120     | 0.169*        | 0.158         | 0.016         |
|         | (0.120)   | (0.128)   | (0.078)       | (0.115)       | (0.016)       |
| ISM\(t\)-4 | -0.169*   | 0.084     | 0.070         | -0.012        | -0.012        |
|         | (0.073)   | (0.077)   |               | (0.568)       |               |
| \(\epsilon\)\(t\)-1 | 53.045*** | 52.953*** | 53.018***     | 53.018***     | 52.953***     |
|         | (1.818)   | (1.285)   | (1.696)       | (1.596)       | (1.283)       |
| \(\epsilon\)\(t\)-2 | 0.137     | 0.137     | 0.084         |               |               |
|         | (0.073)   | (0.077)   | (0.568)       |               |               |
| Constant | 182       | 182       | 182           | 182           | 182           |
| AIC     | 746.537   | 742.370   | 747.163       | 746.366       | 744.369       |
| BIC     | 756.150   | 761.594   | 759.979       | 762.386       | 766.797       |
| RMSE    | 1.841     | 1.789     | 1.834         | 1.820         | 1.789         |

Note: Standard errors in parentheses; * \(p < 0.05\), ** \(p < 0.01\), *** \(p < 0.001\).
A.3.2 LINEAR MODELS

Figure 16 Linear models of ISM with Contemporaneous and Lagged Regressors. Observed Values and Predictions
### A.3.3 BIVARIATE VAR: ISM AND FRBR COMPOSITE DIFFUSION INDICES

Table 18 VAR(1): $ISM_t$ and $RIC_t$. Estimates, Variance-Covariance Matrix, and Cholesky Decomposition

| $\Phi$          | $RIC_t$ | $ISM_t$ | $RIC_t$ | $ISM_t$ |
|-----------------|---------|---------|---------|---------|
|                 | 0.35*** | 0.05    | 0.59*** | 0.88*** |

| $\alpha$        | $RIC_t$ | 1.62    |         |         |
|                 | $ISM_t$ | 3.97*** |         |         |

| $\Sigma$        | $RIC_t$ | 12.27   |         |         |
|                 | $ISM_t$ | 2.31    |         |         |

| $p - 1$         | $RIC_t$ | 0.29    | 0       |
|                 | $ISM_t$ | -0.11   | 0.58    |

| $N$             | 181     |
| $AIC$           | 9.33    |
| $BIC$           | 9.43    |
| $RMSE$          | 1.72    |
Figure 17 VAR(1): $ISM_t$ and $RIC_t$. Observed and Predicted Values
Table 19: VAR(2): $ISM_t$, $RIC_t^E$, $RIC_t^O$, and $RIC_t^S$. Estimates, Variance-Covariance Matrix, and Cholesky Decomposition

|       | $RIC_t^E$  | $RIC_t^O$  | $RIC_t^S$  | ISM_t  |
|-------|------------|------------|------------|--------|
| $\Phi_1$ |            |            |            |        |
| $RIC_t^E$ | 0.38***    | 0.12***    | -0.06      | 0.43***|
| $RIC_t^O$ | 0.32***    | 0.31**     | -0.07      | 0.98***|
| $RIC_t^S$ | 0.19       | 0.22*      | -0.07      | 0.80***|
| ISM_t   | 0.07       | 0.05       | -0.02      | 0.94***|
| $\Phi_2$ |            |            |            |        |
| $RIC_t^E$ | 0.29***    | 0.03       | -0.08      | -0.18  |
| $RIC_t^O$ | -0.35***   | 0.39***    | -0.36***   | -0.34* |
| $RIC_t^S$ | -0.28*     | 0.28**     | -0.21*     | -0.07  |
| ISM_t   | -0.16***   | 0.13**     | -0.09      | -0.06  |
| $\alpha$ |            |            |            |        |
| $RIC_t^E$ | 3.06       |            |            |        |
| $RIC_t^O$ | 3.93       |            |            |        |
| $RIC_t^S$ | 5.61       |            |            |        |
| ISM_t   | 6.99***    |            |            |        |
| $\Sigma$ |            |            |            |        |
| $RIC_t^E$ | 6.86       |            |            |        |
| $RIC_t^O$ | 4.48       | 18.68      |            |        |
| $RIC_t^S$ | 3.28       | 15.34      | 18.40      |        |
| ISM_t   | 0.67       | 2.05       | 3.00       | 3.05   |
| $p - 1$ |            |            |            |        |
| $RIC_t^E$ | 0.38       | 0          | 0          | 0      |
| $RIC_t^O$ | -0.16      | 0.25       | 0          | 0      |
| $RIC_t^S$ | 0.03       | -0.35      | 0.42       | 0      |
| ISM_t   | 0.0001     | -0.10      | 0.02       | 0.61   |
| $N$     |            |            |            |        |
| AIC     | 19.17      |            |            |        |
| BIC     | 19.43      |            |            |        |
| RMSE    | 1.64       |            |            |        |
Figure 18 VAR(2): ISM, $RIC_t^E$, $RIC_t^O$, and $RIC_t^S$. Observed and Predicted Values
Table 20  VAR(1): ISM and FRBR Diffusion Indices.
Estimates, Variance-Covariance Matrix, and Cholesky Decomposition

|     | $RIC_t^R$ | $RIC_t^O$ | $RIC_t^F$ | $RIC_t^W$ | $RIC_t^V$ | $RIC_t^E$ | ISM_t |
|-----|------------|------------|------------|------------|------------|------------|--------|
| $\Phi$ | 0.54***   | -0.60*     | 0.03       | 0.17**     | -0.03      | 0.13***    | -0.26*** |
|     | -0.01      | 0.35***    | 0.01       | -0.10      | -0.14      | 0.08       | 0.69*** |
|     | 0.09       | -0.30      | 0.57***    | -0.05      | 0.19*      | -0.10      | -0.19**  |
|     | 0.13**     | 0.04       | 0.00       | 0.33***    | 0.02       | 0.11**     | 0.18**   |
|     | -0.11*     | 0.04       | 0.03       | 0.10       | 0.31***    | -0.05      | 0.29***  |
|     | 0.25***    | 0.08       | -0.30***   | 0.03       | 0.02       | 0.43***    | 0.29***  |
|     | -0.04      | 0.06       | -0.06      | -0.06      | 0.01       | -0.03      | 0.84***  |

|     | $RIC_t^R$ | $RIC_t^O$ | $RIC_t^F$ | $RIC_t^W$ | $RIC_t^V$ | $RIC_t^E$ | ISM_t |
|-----|------------|------------|------------|------------|------------|------------|--------|
| $\alpha$ | 26.60**** | 4.91       | 29.16****  | 12.92**    | 20.79****  | 11.84      | 15.24**** |

|     | $RIC_t^R$ | $RIC_t^O$ | $RIC_t^F$ | $RIC_t^W$ | $RIC_t^V$ | $RIC_t^E$ | ISM_t |
|-----|------------|------------|------------|------------|------------|------------|--------|
| $\Sigma$ | 3.84       | -2.20      | 21.02      | 1.35       | -2.03      | 5.31       |        |
|     | 0.27       | 2.01       | 0.36       | 3.82       | 0.45       | 3.01       | 1.23    |
|     | -0.45      | 3.01       | -0.16      | 1.23       | 4.11       | -0.17      | 0.95    |
|     | -0.04      | 4.11       | -0.17      | 0.95       | 0.33       | 3.38       | -0.61  |
|     | -0.33      | 3.38       | -0.61      | 0.50       | 1.18       | 0.31       | 0.31   |

|     | $RIC_t^R$ | $RIC_t^O$ | $RIC_t^F$ | $RIC_t^W$ | $RIC_t^V$ | $RIC_t^E$ | ISM_t |
|-----|------------|------------|------------|------------|------------|------------|--------|
| $p - 1$ | 1.96       | 0          | 0          | 0          | 0          | 0          | 0      |
|     | -1.12      | 4.44       | 0          | 0          | 0          | 0          | 0      |
|     | 0.70       | -0.28      | 2.17       | 0          | 0          | 0          | 0      |
|     | 0.14       | 0.49       | 0.18       | 1.88       | 0          | 0          | 0      |
|     | -0.23      | 0.63       | 0.08       | 0.50       | 1.78       | 0          | 0      |
|     | -0.02      | 0.92       | 0.05       | 0.26       | -0.09      | 2.43       | 0      |
|     | -0.17      | 0.72       | -0.13      | 0.10       | 0.96       | -0.14      | 1.59   |

|     |        |        |        |        |        |        |        |
|-----|--------|--------|--------|--------|--------|--------|--------|
| $N$ | 181    |        |        |        |        |        |        |
| AIC | 31.49  |        |        |        |        |        |        |
| BIC | 32.48  |        |        |        |        |        |        |
| RMSE| 0.85   |        |        |        |        |        |        |
Figure 19  VAR(1): ISM and FRBR Diffusion Indices.  
Observed and Predicted Values
APPENDIX A.4  REGIONAL ECONOMY: VAR MODELS

A.4.1 BIVARIATE VAR: MEG AND FRBR COMPOSITE INDEX

Table 21  Bivariate VAR(1): $MEG_t$ and $RIC_t$. Estimates, Variance-Covariance Matrix, and Cholesky Decomposition

|       | $RIC_t$ | $MEG_t$ |        |        |
|-------|---------|---------|--------|--------|
| $\Phi$ |         |         |        |        |
| $MEG_t$ | 0.010*** |         | 0.596*** |        |
| $RIC_t$ | 0.635*** | 4.851**  |         |        |
| $\alpha$ |         |         |        |        |
| $MEG_t$ | -0.074***|         |         |        |
| $RIC_t$ | 1.081    |         |         |        |
| $\Sigma$ |         |         |        |        |
| $MEG_t$ | 0.448    | 0.050   |         |        |
| $RIC_t$ | 58.520   |         |         |        |
| $p - 1$ |         |         |        |        |
| $MEG_t$ | -0.035   | 4.619   |         |        |
| $N$    | 180      |         |         |        |
| AIC    | 6.751    |         |         |        |
| BIC    | 6.858    |         |         |        |
| RMSE   | 0.217    |         |         |        |

Figure 20  Bivariate VAR(1): $MEG_t$ and $RIC_t$. Observed and Predicted Values
Table 22 Bivariate VAR(1): $MEG_t$ and $RIC_t^E$. Estimates, Variance-Covariance Matrix, and Cholesky Decomposition

|   | $RIC_t^E$ | $MEG_t$ |
|---|----------|---------|
| $\Phi$ | 0.542*** | 8.534*** |
| $\alpha$ | 1.349** | 0.490*** |
| $\Sigma$ | 32.348 | 0.176 |
| $p - 1$ | 0.349 | 4.761 |

Figure 21 Bivariate VAR(1): $MEG_t$ and $RIC_t^E$. Observed and Predicted Values
A.4.2 MULTIVARIATE VAR MODEL: MEG AND FRBR INDIVIDUAL DIFFUSION INDICES

Figure 22 VAR(1) model: MEG and FRBR Individual Diffusion Indices. Observed and Predicted Values
Table 23 VAR(1): MEG and FRBR Individual Diffusion
Indices. Estimates, Variance-Covariance Matrix, and Cholesky Decomposition

|        | RIC_{t}^{R} | RIC_{t}^{S} | RIC_{t}^{F} | RIC_{t}^{W} | RIC_{t}^{V} | RIC_{t}^{E} | MEG_{t} |
|--------|-------------|-------------|-------------|-------------|-------------|-------------|---------|
| \( \Phi \) | 0.598*** | -0.744** | 0.096* | 0.162** | -0.177** | 0.11** | -0.68 |
|        | -0.279* | 0.311*** | -0.201 | 0.308* | 0.163 | 0.101 | -0.294 |
|        | 0.113** | -0.045 | 0.621*** | 0.001 | 0.066 | -0.114** | 0.391 |
|        | 0.002 | 0.022 | -0.008 | 0.454*** | 0.058 | 0.049 | 2.855*** |
|        | -0.204*** | 0.073** | 0.003 | 0.115 | 0.445*** | -0.076 | 3.085*** |
|        | 0.050 | 0.082 | -0.247*** | 0.178* | 0.111 | 0.398*** | 4.434*** |
|        | 0.001 | 0.001 | 0.005 | 0.003 | 0.001 | 0.009*** | 0.484*** |

|        | RIC_{t}^{R} | RIC_{t}^{S} | RIC_{t}^{F} | RIC_{t}^{W} | RIC_{t}^{V} | RIC_{t}^{E} | MEG_{t} |
|--------|-------------|-------------|-------------|-------------|-------------|-------------|---------|
| \( \alpha \) | 3.810*** | 5.765* | 5.151*** | 5.777** | 4.811*** | 2.254 | -0.028 |

|        | RIC_{t}^{R} | RIC_{t}^{S} | RIC_{t}^{F} | RIC_{t}^{W} | RIC_{t}^{V} | RIC_{t}^{E} | MEG_{t} |
|--------|-------------|-------------|-------------|-------------|-------------|-------------|---------|
| \( \Sigma \) | 18.564 | -12.655 | 6.973 | -1.30 | -4.096 | -0.906 | -0.029 |
|        | 117.450 | 9.740 | 23.974 | 13.24 | 15.485 | 21.629 | 0.501 |
|        | 6.481 | 0.32 | 6.818 | -1.958 | 0.32 | -0.698 | -0.225 |
|        | 32.152 | 20.07 | 17.618 | 20.07 | 20.07 | 5.271 | 0.119 |
|        | 0.074 | 0.267 | 0.074 | 0.074 | 0.074 | 0.074 | 0.074 |
|        | 0.208 | 0.048 | 0.208 | 0.208 | 0.208 | 0.208 | 0.208 |

|        | RIC_{t}^{R} | RIC_{t}^{S} | RIC_{t}^{F} | RIC_{t}^{W} | RIC_{t}^{V} | RIC_{t}^{E} | MEG_{t} |
|--------|-------------|-------------|-------------|-------------|-------------|-------------|---------|
| \( p - 1 \) | 0.232 | 0 | 0 | 0 | 0 | 0 | 0 |
|        | 0.065 | 0.096 | 0 | 0 | 0 | 0 | 0 |
|        | -0.076 | 0.010 | 0.218 | 0 | 0 | 0 | 0 |
|        | 0.003 | -0.027 | -0.015 | 0.233 | 0 | 0 | 0 |
|        | 0.037 | -0.023 | 0.002 | -0.069 | 0.267 | 0 | 0 |
|        | -0.015 | -0.033 | -0.004 | -0.028 | -0.004 | 0.190 | 0 |
|        | -0.020 | -0.014 | 0.045 | -0.017 | 0.003 | -0.020 | 4.830 |

|        | N | 180 |
|--------|---|-----|
| AIC    | 36.876 |
| BIC    | 37.870 |
| RMSE   | 0.131 |
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