Abstract. We consider the two dimensional BV least gradient problem on an annulus with given boundary data $g \in BV(\partial \Omega)$. Firstly, we prove that this problem is equivalent to the optimal transport problem with source and target measures located on the boundary of the domain. Then, under some admissibility conditions on the trace, we show that there exists a unique solution for the BV least gradient problem. Moreover, we prove some $L^p$ estimates on the corresponding minimal flow of the Beckmann problem, which implies directly $W^{1,p}$ regularity for the solution of the BV least gradient problem.

1. Introduction

In this paper, we are interested in the study of the planar least gradient problem (see, for instance, [6, 10, 13, 22]):

\begin{equation}
\min \left\{ \int_{\Omega} |Du| : u \in BV(\Omega), T u = g \right\},
\end{equation}

where $\Omega \subset \mathbb{R}^2$ is an open bounded set with Lipschitz boundary and $T : BV(\Omega) \to L^1(\partial \Omega)$ denotes the trace operator. This problem is typically considered under the assumption of strong convexity of $\Omega$; in this paper, we aim to relax this assumption and provide an analysis of the least gradient problem on an annulus.

In [22], the authors prove existence and uniqueness of the solution $u$ for the least gradient problem (1.1) in the case where the domain $\Omega$ is strictly convex and the boundary datum $g \in C(\partial \Omega)$. In addition, the case where $f \in L^1(\partial \Omega)$ is also studied in [15], where the authors prove existence of a solution for the following relaxation of (1.1):

\begin{equation}
\min \left\{ \int_{\Omega} |Du| + \int_{\partial \Omega} |Tu - g| \, d\mathcal{H}^1(x) : u \in BV(\Omega) \right\}.
\end{equation}

We note that if a solution $u$ of (1.2) satisfies $Tu = g$, then $u$ is clearly a solution of (1.1). Moreover, the authors of [21] provide an example of boundary data $g \in L^\infty(\partial \Omega)$ such that a solution $u$ for (1.1) does not exist. On the other hand, the problem (1.1) has a solution as soon as $g \in BV(\partial \Omega)$ and the domain $\Omega$ is strictly convex (see, for instance, [6, 10, 17]). However, if we relax the assumption of continuity of boundary data, we lose uniqueness of minimizers.

The first attempt to prove existence of minimizers when the domain is not strictly convex has been made in [18], where the authors considered a domain $\Omega$ which is convex, but not strictly convex. Unfortunately, in this case we cannot expect, in general, existence of a solution for (1.1), even if the boundary datum $g$ is smooth. To see that, let us consider a square $\Omega := [0, 1]^2$ and take $h \in C^\infty([-1, 1])$. We define $g(x_1, 1) = h(x_1)$, for all $x_1 \in [0, 1]$, and $g(x_1, x_2) = 0$, if $x_2 < 1$. We see that the level sets of a solution to (1.2) are contained in the segment $[0, 1] \times \{1\}$, hence it does not satisfy $Tu = g$. This led the authors of [18] to prove existence and uniqueness of solutions to the problem (1.1) under some admissibility conditions on the behavior of boundary data on the flat parts of $\partial \Omega$. In this paper, we will follow a similar approach and provide a set of admissibility conditions under which we will prove existence and uniqueness of solutions.

We will approach this problem using a link between the least gradient problem and the optimal transport problem. For a convex domain $\Omega$, the authors of [6, 13] prove that the problem (1.1) is equivalent to the Beckmann problem [1] with source and target measures located on the boundary $\partial \Omega$, which is in turn related to the optimal transport problem with Euclidean cost. In other words,
the problem (1.1) is equivalent to:

\[(1.3) \quad \min \left\{ \int_{\Omega} |v| : v \in M^p(\Omega), \nabla \cdot v = 0 \text{ and } v \cdot \nu = f \text{ on } \partial \Omega \right\}.\]

The equivalence between the least gradient problem (1.1) and the Beckmann problem (1.3) follows from the fact that if \(u \in BV(\Omega)\) with \(Tu = g\), then we see easily that \(v := R_x^z Du\) is an admissible flow in (1.3) with \(f = \partial_x g\), where \(\partial_x g\) denotes the tangential derivative of \(g\). On the other hand, given a flow \(v\) such that \(\nabla \cdot v = 0 \text{ and } v \cdot \nu = f \text{ on } \partial \Omega\), there is a function \(u\) such that \(v = R_x^z Du\).

Furthermore, if \(|v|\) gives zero mass to the boundary (i.e. \(|v|\partial \Omega) = 0\), then \(Tu = g\). In other words, there is a one-to-one correspondence between vector measures \(Du\) in (1.2) (considered as measures on \(\Omega\), so that we also include the part of the derivative of \(u\) which is on the boundary, i.e. the possible jump from \(u_{\partial \Omega}\) to \(g\)) and vector measures \(|v|\) in (1.3). In particular, this implies that if \(|v|\) is an optimal flow for the Beckmann problem (1.3) such that \(|v|\) gives zero mass to the boundary, then a solution \(u\) for the problem (1.2) turns out to be a solution for (1.1).

In addition, it is well known that the Beckmann problem (1.3) is completely equivalent to the Monge–Kantorovich [14, 16] optimal transportation problem (see, for instance, [20]):

\[(1.4) \quad \min \left\{ \int_{\Omega \times \Omega} |x - y| \, d\gamma : \gamma \in M^+(\Omega \times \Omega), (\Pi_x)\# \gamma = f^+ \text{ and } (\Pi_y)\# \gamma = f^- \right\},\]

where \(f^+\) and \(f^-\) are the positive and negative parts of \(f\). Moreover, the dual of (1.4) is the following:

\[(1.5) \quad \sup \left\{ \int_{\Omega} \phi d(f^+ - f^-) : \phi \in \text{Lip}_1(\Omega) \right\}.\]

From [20], we have that every optimal flow \(v\) for (1.3) is of the form \(v = -|v|\nabla \phi\), where \(\phi\) is the Kantorovich potential (i.e. a maximizer of (1.5)). Moreover, the solution \(v\) is unique as soon as at least one between \(f^+\) and \(f^-\) is in \(L^1(\Omega)\) and \(|v| \in L^p(\Omega)\) provided that \(f^\# \in L^p(\Omega)\) (for every \(p \in [1, \infty)\)); unfortunately, this is not the case here since our measures \(f^+\) and \(f^-\) are concentrated on \(\partial \Omega\) and we need to prove this in our setting. Anyway, we note that as soon as we prove uniqueness of the optimal flow \(v\) for (1.3), then we get directly uniqueness of the solution \(u\) (if it exists) for (1.1). In addition, the \(L^p\) summability of the minimal flow \(v\) implies eventually a \(W^{1,p}\) regularity for the solution \(u\) of the BV least gradient problem (1.1). In [6], the authors prove that the problem (1.3) has a unique minimizer \(v\) as soon as \(f^+\) or \(f^-\) is atomless and \(\Omega\) is strictly convex. If both \(f^+\) and \(f^-\) are in \(L^p(\Omega)\) with \(p \leq 2\), then \(|v| \in L^p(\Omega)\). In other words, the BV least gradient problem (1.1) reaches a minimum as soon as \(\Omega\) is strictly convex and, the solution \(u\) of (1.1) is unique provided that \(g \in C(\partial \Omega)\). And, the solution \(u\) is in \(W^{1,p}(\Omega)\) as soon as \(g \in W^{1,p}(\partial \Omega)\) and \(p \leq 2\). Moreover, the authors of [6] give a counter-example to the \(W^{1,p}\) regularity of \(u\) for \(p > 2\). In addition, we note that there are some \(C^{0,\alpha}\) results about the solution \(u\) of the problem (1.1) (see, for instance, [6, 12, 22]). More precisely, we have \(g \in C^{0,\alpha}(\partial \Omega) \Rightarrow u \in C^{0,\frac{\alpha}{2}}(\Omega)\).

In this paper, we consider the least gradient problem (1.1) on an annulus, so the domain \(\Omega\) is not convex; even its boundary is not connected. To be more precise, let \(\Omega_\pm\) be two bounded strictly convex domains such that \(\Omega_- \subset \subset \Omega_+\). Then, we consider the planar least gradient problem on an annulus \(\Omega = \Omega_+ \setminus \Omega_-\). As the annulus is not strictly convex (even convex), we do not have any general results concerning existence of minimizers for (1.1). Again, we may point out very easy boundary data such that the corresponding least gradient problem (1.1) has no minimizer - suppose that \(g_{\partial \Omega} \equiv 1\) and \(g_{\partial \Omega} \equiv 0\). However, the tangent derivative of \(g\) equals zero and there exists a (zero) solution of the Beckmann problem. Hence, we will not consider the least gradient problem, but rather prove equivalence between the Beckmann problem (1.3) and the following problem:

\[(1.6) \quad \min \left\{ \int_{\Omega} |Du| : u \in BV(\Omega), \partial_x (Tu) = f \right\}\]

and then pass from this problem to the usual least gradient problem (1.1) for an admissible function \(\tilde{g} \in BV(\partial \Omega)\) such that \(\partial_x \tilde{g} = f\). In other words, we allow for certain vertical shifts of the values of \(g\) on each of the connected components of \(\partial \Omega\). As the fundamental group of an annulus is nontrivial, it is not obvious that from a divergence-free vector field \(v\) we may recover a function \(u\) such that \(v = R_x^z Du\) and the method introduced in [13] applies; another difficulty is that if the
domain $\Omega$ is not convex, it is not obvious if we have the equivalence between (1.3) and (1.4) (see [6, 13]). We deal with these issues in Section 3.

As the non-connectedness of the boundary plays a role, we do not aim to prove a general result concerning existence and uniqueness of minimizers, but rather a set of quite general sufficient conditions that imply existence of a solution for (1.6) (it may be hard to find a set of conditions which is both necessary and sufficient to get existence of minimizers for (1.6); see also the work of Rybka and Sabra [18] which concerns the case where the domain is convex). Then, under the same structural hypotheses, we pass from a solution to problem (1.6) to a solution of the usual BV least gradient problem (1.1). We will address these issues in Section 4.

Another problem is the regularity of least gradient functions. As we are using techniques derived from optimal transport, we want to extend the results proved in [6] concerning $W^{1,p}$ regularity of least gradient functions. However, these require uniform convexity of $\Omega$. Under the structural hypotheses introduced in Section 4, we work around this problem and prove $L^p$ summability of the transport density, which translates to $W^{1,p}$ regularity of solutions to the least gradient problem. We will address these issues in Section 5.

Finally, in Section 6, we discuss the limits and possible extensions to the approach presented in this paper. We focus on two issues: the first one is the optimality of our structural assumptions and possible extensions to general Lipschitz domains; the second one is validity of our results for strictly convex norms on $\mathbb{R}^2$ other than the Euclidean norm.

2. Preliminaries

This Section serves two purposes. In the first part, we recall basic properties of least gradient functions. In the second part, we study what is the structure of least gradient functions on an annulus $\Omega$. Here and in the whole paper, we introduce the following notation.

**Definition 2.1.** We say that $\Omega \subset \mathbb{R}^2$ is an annulus, if $\Omega = \Omega_+ \setminus \overline{\Omega_-}$, where $\Omega_+$ are open bounded strictly convex subsets of $\mathbb{R}^2$ such that $\Omega_- \subseteq \Omega_+$. Let $g \in L^1(\partial \Omega)$. Then, we will denote by $g_{\pm}$ the restrictions $g_{\pm} = g|_{\partial \Omega_{\pm}} \in L^1(\partial \Omega_{\pm})$ and denote by $T_{\pm}$ the trace operator $T : BV(\Omega) \rightarrow L^1(\partial \Omega) = L^1(\partial \Omega_+) \oplus L^1(\partial \Omega_-)$ composed with a projection onto $L^1(\partial \Omega_{\pm})$.

Moreover, if $g_{\pm} \in BV(\partial \Omega_{\pm})$, we will denote by $f_{\pm} = \partial_{\nu} g_{\pm} \in M(\partial \Omega_{\pm})$ its tangential derivative and decompose it into a positive part $f^+_{\pm}$ and negative part $f^-_{\pm}$.

This paper is devoted to the study of least gradient functions on annuli, nevertheless in the following results we will clearly state if they are valid only for annuli, only for Lipschitz domains, or for general open sets.

2.1. Least gradient functions. In this subsection, we recall the definition and some properties of least gradient functions (see also [2, 9]). Then, we prove some results concerning pointwise properties of precise representatives of least gradient functions.

**Definition 2.2.** We say that $u \in BV(\Omega)$ is a function of least gradient if for every compactly supported $\phi \in BV(\Omega)$, we have

$$\int_{\Omega} |Du| \leq \int_{\Omega} |D(u + \phi)|.$$

Let us note that due to [23, Theorem 2.2], we may equivalently assume that $\phi$ has trace zero. We also say that $u$ is a solution of the least gradient problem for $g \in L^1(\partial \Omega)$ in the sense of traces, if $u$ is a least gradient function such that $Tu = g$.

To deal with regularity of least gradient functions, it is convenient to consider superlevel sets of $u$, i.e. sets of the form $\partial \{u > t\}$ for $t \in \mathbb{R}$. A classical theorem states that

**Theorem 2.3.** ([2, Theorem 1])

Suppose $\Omega \subset \mathbb{R}^d$ is open. Let $u$ be a function of least gradient in $\Omega$. Then, the set $\partial \{u > t\}$ is minimal in $\Omega$, i.e. $\chi_{\{u > t\}}$ is of least gradient, for every $t \in \mathbb{R}$.

Obviously, Theorem 2.3 also holds for sets of the form $\{u \geq t\}$. Let us introduce a convention in which we identify a set of finite perimeter with the set of its points of positive density. Under this convention, in dimension two (see, for instance, [9, Chapter 10]) the boundary $\partial E$ of a minimal set $E$ is a locally finite union of line segments. In particular, if we take the precise representative of a least gradient function $u$, then $\partial \{u \geq t\}$ is a locally finite union of line segments for every $t$. For this reason, we will in this paper always assume that $u$ is the precise representative of a least gradient function in order to be able to state any pointwise results.
2.2. Traces of least gradient functions on annuli. In [22], the authors have shown existence and uniqueness of solutions to the least gradient problem for continuous boundary data and strictly convex $\Omega$ (or, to be more precise, the authors assume that $\partial \Omega$ has non-negative mean curvature and is not locally area-minimizing; in dimension two, these conditions are equivalent to strict convexity). The proof of existence is constructive and its main idea is reversing Theorem 2.3 in order to construct almost all level sets of the solution. However, the authors provide counterexamples if the domain fails to be strictly convex.

In this subsection, we look at least gradient functions defined on annuli. We are particularly interested in their traces - as the domain is not strictly convex, not all continuous traces will be admissible. In particular, we will see why restriction of boundary data to the class $BV(\partial \Omega)$ in our analysis is reasonable. Moreover, the results presented in this subsection are of independent interest as interior regularity results for least gradient functions on strictly convex domains.

On an annulus $\Omega$, Theorem 2.3 gives us an important restriction on the shape of superlevel sets $E_t$. As connected components of $\partial E_t$ are line segments which lie entirely inside $\Omega$, each of these line segments which starts at a point of $\partial \Omega_-$ has to end at a point from $\partial \Omega_+$; however, the converse is not necessarily true. In view of Theorem 3.4 (see below), for boundary data $g \in BV(\partial \Omega)$, we may think of each connected component of $\partial E_t$ as a transport ray in a corresponding transport problem. In this formulation, this observation means that there is no transport between points of $\partial \Omega_-$, but there may be transport between points of $\partial \Omega_+$.

We start with proving that the total variation of $g$ restricted to $\partial \Omega_-$ is finite. Then, we will show that $g$ possesses some additional structure resulting from the topology of $\Omega$. Apart from their value as regularity results for least gradient functions on annuli, they serve as a justification for the choice of assumptions under which we prove existence of minimizers in Section 4.

Lemma 2.4. Let $\Omega \subset \mathbb{R}^2$ be an annulus. Suppose that $u \in BV(\Omega)$ is a least gradient function with trace $g \in L^\infty(\partial \Omega)$. Then $g|_{\partial \Omega_-} \in BV(\partial \Omega_-)$.

Proof. Let us denote by $P(E, U)$ the perimeter of a set $E$ with respect to an open set $U$. We begin by noticing that all minimal sets in $\Omega$ have perimeter less or equal to $P(\Omega, \mathbb{R}^2)$ (see, for instance, [11, Lemma 2.17]). By Theorem 2.3, $\{u \geq t\}$ is a minimal set for every $t$, i.e. its characteristic function is a function of least gradient; furthermore, for almost all $t \in \mathbb{R}$, the trace of $\chi_{\{u \geq t\}}$ equals $\chi_{\{g \geq t\}}$. From now on, we consider only such $t$.

As $\Omega$ is a convex subset of the plane, $\partial \Omega$ is homeomorphic to a circle; we consider the one-dimensional BV space on $\partial \Omega$. For the equivalence between the one-dimensional definitions of BV spaces on lines, see for instance [8]; this equivalence extends to one-dimensional boundaries, see for instance [10]. By the co-area formula for $g|_{\partial \Omega_-}$, we have

$$|Dg|(\partial \Omega_-) = \int_{\mathbb{R}} P(\{g \geq t\}, \partial \Omega_-) dt.$$ 

Suppose that $g|_{\partial \Omega_-} \not\in BV(\partial \Omega_-)$. Then the left hand side is infinite. Hence, the integrand on the right hand side is unbounded and, for any $M > 0$, we can find $t \in \mathbb{R}$ so that $P(\{g \geq t\}, \partial \Omega_-) \geq M$. As $\partial \Omega_-$ is one-dimensional, if $P(\{g \geq t\}, \partial \Omega_-)$ is finite, it is a natural number (for the characterization of the BV space in one dimension, see for instance [8, Chapter 5.10]). Take a minimal set $E_t$ with trace $\chi_{\{g \geq t\}}$; then, at each of the points from $\partial^*\{g \geq t\}$, the reduced boundary of $\{g \geq t\}$, there is a line segment from $\partial^*\{u \geq t\}$ which ends at this point. However, no such line segment may connect two points from $\partial \Omega_-$. Hence each of these line segments goes from $\partial \Omega_-$ to $\partial \Omega_+$. Then,

$$P(\Omega, \mathbb{R}^2) \geq M \text{dist}(\partial \Omega_-, \partial \Omega_+).$$

However, $M$ was arbitrary and $P(E_t, \Omega)$ is bounded, which yields to a contradiction. Hence $g|_{\partial \Omega_-} \in BV(\partial \Omega_-)$.

However, the structure of $\Omega$ imposes even stricter conditions on the structure of $g|_{\partial \Omega_-}$. The following results serve as motivations for admissibility conditions (H1)-(H4) in Section 4: they do not enter the proof of equivalence between the least gradient problem and the optimal transport one (see Section 3) and so, we will use this equivalence to prove them.

First, as no line segment $l \subset \partial E_t$ may have both ends on $\partial \Omega_-$, the total variation of $g$ on $\partial \Omega_-$ is smaller than the total variation of $g$ on $\partial \Omega_+$.

Lemma 2.5. Let $\Omega \subset \mathbb{R}^2$ be an annulus. Suppose that $u \in BV(\Omega)$ is a least gradient function with trace $g \in BV(\partial \Omega)$. Then $TV(g_-) \leq TV(g_+)$. 

Proof. Set $f = \partial_y g$. We will use Proposition 3.1, which was proved as a step in the proof of [13, Theorem 2.1]. It states that a rotation of the gradient of a BV function is an admissible vector field in (1.3), i.e. the Beckmann problem. In particular, boundaries of superlevel sets correspond to transport rays.

Divide the derivative $f$ into four parts: $f^+, f^-, f^+_\pm$ and $f^-_\pm$. As $u$ is a least gradient function, there is no boundary of a superlevel set which connects two points from $\partial \Omega_-$. Hence, there can be no transport from $\partial \Omega_-$ to $\partial \Omega_+$, so $f^+_\pm$ is transported to $f^-_\pm$; similarly, a part of $f^-_\pm$ is transported to $f^+_\pm$.

Moreover, we have the following:

**Proposition 2.6.** Let $\Omega \subset \mathbb{R}^2$ be an annulus. Suppose that $u \in BV(\Omega)$ is a least gradient function with trace $g \in BV(\partial \Omega)$ and set $f = \partial_y g$. Then, we have $spt(f^+) \cap spt(f^-) = \{p_1, \ldots, p_k\}$.

Moreover, for each $i = 1, \ldots, k$, the point $p_i$ lies on a line segment $l_i \subset \partial E_i$ with both ends on $\partial \Omega_i$.

**Proof.** Suppose that $p \in spt(f^+) \cap spt(f^-)$. For every $n$, consider the sets $V_n = \partial \Omega_- \cap B(p, \frac{1}{n})$.

Inside any $V_n$, pick two points $p_n^+, p_n^-$ such that $p_n^+ \in spt(f^+)$ and $p_n^- \in spt(f^-)$.

So, there are two corresponding points $q_n^\pm \in \partial \Omega_+$ such that $[q_n^+, p_n^+]$ and $[q_n^-, p_n^-]$ are two transport rays. From the cyclical monotonicity property of the optimal transport plan for (1.4) (see, for instance, [20, Chapter 1] or Lemma 4.2), we have

$$|p_n^+ - q_n^-| + |p_n^- - q_n^+| \leq |p_n^+ - p_n^-| + |q_n^+ - q_n^-|.$$

Yet, up to a subsequence, we have $q_n^\pm \to q^\pm$, where $q^\pm \in \partial \Omega_\pm$. Then, passing to the limit when $n \to \infty$, we get

$$|p - q^+| + |p - q^-| \leq |q^+ - q^-|,$$

which implies that $q^+, p$ and $q^-$ are collinear. But, this is possible only for finitely many points $p \in \partial \Omega_-$, thanks to the fact that the transport rays cannot intersect at an interior point.

In particular, if $spt(f^+) \cap spt(f^-) \neq \emptyset$, this requires a very special configuration of the boundary values - if $g \in C(\partial \Omega)$, then necessarily $p, q^\pm \in g^{-1}(t)$ and the line segment $q^+q^-$ lies on a supporting line to $\partial \Omega_\pm$ at $p$; see the following example:

**Example 2.7.** Let $\Omega = B(0,2) \setminus \overline{B(0,1)}$. Take the boundary data equal to $g= (x,y) = y$, for every $(x,y) \in \partial B(0,1)$, and

$$g_+(x,y) = \begin{cases} -1 & \text{if } y < -1, \\ y & \text{if } y \in [-1,1], \\ 1 & \text{if } y > 1. \end{cases}$$

Then, it is easy to see that the solution to the BV least gradient problem exists and equals

$$u(x,y) = \begin{cases} -1 & \text{if } y < -1, \\ y & \text{if } y \in [-1,1], \\ 1 & \text{if } y > 1. \end{cases}$$

Here, we see that $p \in spt(f^+) \cap spt(f^-) = \{(0, \pm 1)\}$, $q^+ = (-\sqrt{3}, \pm 1)$ and $q^- = (\sqrt{3}, \pm 1)$.

**Proposition 2.8.** Let $\Omega \subset \mathbb{R}^2$ be an annulus. Suppose that $u \in BV(\Omega)$ is a least gradient function with trace $g \in BV(\partial \Omega)$. Then, $g_- \in BV(\partial \Omega_-)$ changes monotonicity finitely many times.

**Proof.** Set $f = \partial_y g$. There are two possibilities so that $g_-$ changes monotonicity: either at a point $p \in spt(f^+) \cap spt(f^-)$ or there is a flat part where $g_-$ is constant between $spt(f^+)$ and $spt(f^-)$.

By Proposition 2.6, the first variant can happen only finitely many times. We will argue by contradiction and assume that there are countably many flat parts $F^-_k$ of $g_-$. Fix any $\varepsilon > 0$. As there are countably many flat parts of $g_-$ and $H^1(\partial \Omega_-)$ is finite, countably many of them have length smaller than $\varepsilon$. Now, take a flat part $F^-\varepsilon$ such that $H^1(F^-\varepsilon) < \varepsilon$ and $\partial F^-\varepsilon = \{p^+, p^\} \in spt(f^+)$. Now, we make a similar argument as in the proof of Proposition 2.6: consider the sets $V_n = \partial \Omega_\pm \cap B(p, \frac{1}{n})$. Then, inside any $V_n$, there is a point $p_n^\pm$ such that there is a transport ray coming out of $p_n^\pm$ to a point $q_n^\pm \in \partial \Omega_\pm$. Yet, we have

$$|p_n^+ - q_n^-| + |p_n^- - q_n^+| \leq |p_n^+ - p_n^-| + |q_n^+ - q_n^-|.$$

Now, passing to the limit when $n \to \infty$, we have $p_n^\pm \to p^\pm$ and $q_n^\pm \to q^\pm$ where $q^\pm \in \partial \Omega_\pm$, and then

$$|p^+ - q^-| + |p^- - q^+| \leq |p^+ - p^-| + |q^+ - q^-| \leq \varepsilon + |q^+ - q^-|.$$
Yet, we have $\delta := \operatorname{dist}(\partial \Omega_-, \partial \Omega_+) > 0$. Then, this means that there are two sequences $(q^+_k)_k \subset \partial \Omega_+$ such that the curves that connect $q^+_k$ to $q^-_k$ on $\partial \Omega_+$ are disjoint (thanks to the fact that the transport rays cannot intersect) and

$$\delta \leq |q^+_k - q^-_k|,$$

which is a contradiction since $H^1(\partial \Omega_+) < +\infty$. Finally, this means that there are only finitely many flat parts of $g_-$, so $g_-$ changes monotonicity only finitely many times. \hfill $\square$

The following Lemma, which follows from the strict convexity of $\partial \Omega_+$, will play a part in the proof to come (it is proved using a blow-up of $\partial \Omega_+$).

**Lemma 2.9.** (\cite[Lemma 3.8]{[13]}) Let $u \in BV(\Omega)$ be a least gradient function with trace $g$. Then, we have $\partial \{u \geq t\} \cap \partial \Omega_+ \subset g_+^{-1}(t)$.

The final issue concerns the images of the inner and outer boundary part under the boundary data $g$. This is important in view of the equivalence proved in Theorem 3.4; under the structural hypotheses (H1)-(H4) introduced in Section 4, it enables us to find precisely the boundary data for which we have found a solution to the least gradient problem.

**Lemma 2.10.** Let $\Omega \subset \mathbb{R}^2$ be an annulus. Suppose that $u \in BV(\Omega)$ is a least gradient function with trace $g|_{\partial \Omega}$. Then, $g(\partial \Omega_-) \subset g(\partial \Omega_+)$.\hfill $\square$

**Proof.** As $\partial \Omega_+$ are compact and connected while $g$ is continuous, then the images $g(\partial \Omega_-)$ and $g(\partial \Omega_+)$ are intervals. Suppose that the inclusion does not hold; then choose $t \in g(\partial \Omega_-) \setminus g(\partial \Omega_+)$. Without loss of generality, assume that $t$ is greater than any element from $g(\partial \Omega_+)$. Consider the set $\partial \{u \geq t\}$; if it is empty, then $\{u \geq t\} = \emptyset$, which violates the trace condition on $\partial \Omega_+$. If it is not empty, Lemma 2.9 implies that the set $\partial E_t \cap \partial \Omega_+$ is empty; hence there is a line segment in $\partial E_t$ which has both ends in $\partial \Omega_-$, which is a contradiction. \hfill $\square$

### 3. On the equivalence between the BV least gradient problem and the optimal transport

The aim of this Section is to study the equivalences between the least gradient problem (1.6), the Beckmann problem (1.3) and the classical Monge-Kantorovich problem (1.4). Throughout this Section, $\Omega \subset \mathbb{R}^2$ is assumed to be an annulus in the sense of Definition 2.1. Firstly, we show a relationship between solutions to the following problems:

\begin{equation}
(3.1) \quad \min \left\{ \int_{\Omega} |v| : v \in \mathcal{M}(\overline{\Omega}; \mathbb{R}^2), \nabla \cdot v = f \right\}
\end{equation}

and

\begin{equation}
(3.2) \quad \min \left\{ \int_{\Omega} |Du| : u \in BV(\Omega), \partial_t(Tu) = f \right\},
\end{equation}

where $\partial_t(Tu) = f$ is equivalent to saying that $Tu = g$ on $\partial \Omega$ for some $g$ such that $f = \partial_t g$, up to adding a constant on each connected component of $\partial \Omega$. The divergence condition in (3.1) is understood in the distributional sense: for every $\phi \in C^1(\Omega)$, we have $\int_{\Omega} \nabla \phi \cdot dv = \int_{\partial \Omega} \phi df$. In other words, we have $\nabla \cdot v = 0$ in $\Omega$ and $v \cdot \nu_{\partial \Omega} = f$. Moreover, the boundary condition in (3.2) is understood in the sense of traces. Furthermore, as $f$ is a tangential derivative of a BV function on the closed sets $\partial \Omega_\pm$, it will be subject to a mass balance condition, i.e.

$$f_+(\partial \Omega_+) = f_-(\partial \Omega_-) = 0.$$

It is important to stress that while problem (3.1) is the usual Beckmann problem (also called the free material design problem), problem (3.2) is not the usual least gradient problem (i.e., the one with constraint $Tu = g$). Here, we minimize $\int_{\Omega} |Du|$ over a wider range of boundary data. As $\partial \Omega$ is not connected, if we shift $g$ by a constant on any of the connected components of $\partial \Omega$, we change the boundary value in (3.2), but it remains the same in (3.1); hence, the formulation of (3.2) involves minimization over the set of all $g$ such that $f = \partial_t g$, i.e. $f$ is the tangential derivative of $g$. Clearly, if $u \in BV(\Omega)$ solves (3.2), then it also solves the standard least gradient problem with boundary data $Tu$. We will come back to this issue at the end of Section 4.

The main idea, coming from \cite{[13]}, is to take an admissible function $u$ in (3.2) and use its rotated gradient $v = R_{\pi}^T u$; as in dimension two, a rotation of a gradient by $\pi/2$ is a divergence-free field in $\Omega$ and rotation interchanges the normal and tangent components at the boundary, this is an
admissible vector field in (3.1). This fact was shown as a step in the proof of [13, Theorem 2.1] and is formalized in the following proposition; we present the proof for completeness.

Proposition 3.1. Suppose that \( \Omega \subset \mathbb{R}^2 \) is an open bounded set with Lipschitz boundary and let \( u \in BV(\Omega) \) with trace \( Tu = g \). Then, \( v = R_2 \nabla u \) is a vector-valued measure such that \( \nabla \cdot v = f \), where \( f = \partial_r g \). In particular, it is an admissible function in (3.1).

Proof. Let \( u_n \in C^\infty(\Omega) \cap BV(\Omega) \) be a sequence which converges to \( u \) in strict topology of \( BV(\Omega) \), i.e. \( u_n \to u \) in \( L^1 \) and \( \int_{\Omega} |\nabla u_n| \, dx \to \int_{\Omega} |Du| \). We notice that the rotated gradients of \( u_n \) have zero divergence inside \( \Omega \), as for smooth functions

\[
\text{div}(R_2 \nabla u_n) = \text{div}(- (u_n)_{x_2}, (u_n)_{x_1}) = -(u_n)_{x_2 x_1} + (u_n)_{x_1 x_2} = 0.
\]

Integrating by parts, we get

\[
\int_{\Omega} R_2 \nabla u_n(x) \cdot \nabla \phi(x) \, dx = \int_{\partial \Omega} R_2 \nabla u_n(x) \cdot \nu(x) \phi(x) \, d\mathcal{H}^1(x)
\]

\[
= - \int_{\partial \Omega} Tu_n(x) \partial_r \phi(x) \, d\mathcal{H}^1(x), \quad \text{for all } \phi \in C^1(\Omega).
\]

Yet, \( \nabla u_n \to Du \) and the trace operator is continuous with respect to the strict convergence. Then, passing to the limit, we obtain \( \nabla \cdot (R_2 Du) = 0 \) in \( \Omega \) and \( R_2 Du \cdot \nu|_{\partial \Omega} = \partial_r (Tu) = f \). \( \square \)

We point out that while Proposition 3.1 does not require \( f \) to be a measure, merely a continuous functional over \( \text{Lip}(\partial \Omega) \), in this paper we require \( f \) to be a measure supported on \( \partial \Omega \) in order to obtain a converse result.

In the other direction, the authors of [13] proved that if the domain \( \Omega \) is strictly convex, a vector field \( v \in L^1(\Omega, \mathbb{R}^2) \) admissible in (3.1) produces a function \( u \in W^{1,1}(\Omega) \) admissible in (3.2). However, their proof involves definition of \( u \) as an integral of a certain 1-form; in our setting, it fails due to the fact that \( \Omega \) is not simply-connected and the integral may depend on the choice of a path. In the next proposition, we use the result in the convex case to resolve this problem.

Proposition 3.2. Let \( \Omega \subset \mathbb{R}^2 \) be an annulus. Suppose that \( v \in L^1(\Omega, \mathbb{R}^2) \) is such that \( \nabla \cdot v = f \) in \( \mathbb{R}^2 \) as distributions, where \( f \in \mathcal{M}(\partial \Omega) \) is a measure such that \( f(\partial \Omega) = 0 \). Then, there exists \( u \in W^{1,1}(\Omega) \) such that \( v = R_2 \nabla u \). In particular,

\[
\int_{\Omega} |v| \, dx = \int_{\Omega} |\nabla u| \, dx.
\]

Moreover, if \( Tu = g \) then \( f = \partial_r g \).

Proof. 1. Denote \( f_\pm = f|_{\partial \Omega \pm} \). Let \( v \in L^1(\Omega, \mathbb{R}^2) \) be such that \( \nabla \cdot v = f \) in \( \mathbb{R}^2 \) as distributions. To be precise, if we take \( \tilde{v} \) to be a vector field in \( L^1(\mathbb{R}^2, \mathbb{R}^2) \) defined as

\[
\tilde{v} = \begin{cases} 
  v & \text{in } \Omega, \\
  0 & \text{in } \mathbb{R}^2 \setminus \Omega,
\end{cases}
\]

then \( \nabla \cdot \tilde{v} = f \) as distributions in \( \mathbb{R}^2 \). We want to extend this vector field in a different way so that \( \nabla \cdot v = f_+ \). To this end, let \( g_- \in BV(\partial \Omega_-) \) be such that \( f_- = \partial_r g_- \) and take any \( w \in W^{1,1}(\Omega_-) \) such that \( T_{\partial \Omega_-} w = g_- \).

2. Now, we take the rotated gradient of \( w \). Then, \( v' = R_2 \nabla w \in L^1(\Omega_-, \mathbb{R}^2) \) is a vector field such that \( \nabla \cdot v' = -f_- \) (the minus sign comes from the fact that the orientation of \( \partial \Omega_- \) as a boundary of \( \Omega_- \) is opposite to its orientation as a part of the boundary of \( \Omega \)). Let \( \tilde{v}' \) be an extension of \( v' \) by 0 to the whole of \( \mathbb{R}^2 \) as above, i.e.

\[
\tilde{v}' = \begin{cases} 
  v' & \text{in } \Omega_- \\
  0 & \text{in } \mathbb{R}^2 \setminus \Omega_-.
\end{cases}
\]

So, we have \( \nabla \cdot (\tilde{v} + \tilde{v}') = f_+ \). Moreover, \( (\tilde{v} + \tilde{v}')|_{\Omega} = v \).

3. Now, we use [13, Proposition 2.1] on \( \Omega_+ \) and obtain that there exists a function \( \tilde{u} \in W^{1,1}(\Omega_+) \) such that \( \tilde{v} + \tilde{v}' = R_2 \nabla \tilde{u} \) on \( \Omega_+ \). In particular, we have

\[
\int_{\Omega_+} |\tilde{v} + \tilde{v}'| \, dx = \int_{\Omega_+} |\nabla \tilde{u}| \, dx.
\]
Moreover, \( \partial_r(T_{\partial \Omega_+} \tilde{u}) = f_+ \). By applying again [13, Proposition 2.1] but this time on \( \Omega_- \), we obtain also that \( \partial_r(T_{\partial \Omega_-} u) = f_- \). Now, set \( u = \tilde{u}|_{\Omega} \in W^{1,1}(\Omega) \). So, we see easily that

\[
\int_\Omega |v| \, dx = \int_\Omega |\nabla u| \, dx.
\]

Finally, the trace of \( u \) is correct: clearly, \( \partial_r(T_{\partial \Omega_+} u) = \partial_r(T_{\partial \Omega_-} \tilde{u}) \). Moreover, as \( |\nabla \tilde{u}|(\partial \Omega_-) = 0 \), the trace of \( \tilde{u} \) on \( \partial \Omega_- \) from both sides coincides and, we have \( T_{\partial \Omega_-} u = T_{\partial \Omega_-} \tilde{u} = g_- \). \( \square \)

When \( v \) is merely a measure, we can employ a similar trick. However, we need one additional component: \( v \) has to give no mass to the boundary. Otherwise, the trace of the obtained function \( u \) would be incorrect (see also the discussion in [6]). So, we have the following:

**Proposition 3.3.** Let \( \Omega \subset \mathbb{R}^2 \) be an annulus. Suppose that \( v \in \mathcal{M}(\Omega, \mathbb{R}^2) \) is such that \( |v|(\partial \Omega) = 0 \) and \( \nabla \cdot v = f \) as distributions, where \( f \in \mathcal{M}(\partial \Omega) \) is a measure such that \( f(\partial \Omega \pm) = 0 \). Then, there exists \( u \in BV(\Omega) \) such that \( v = R_Z Du \). In particular,

\[
\int_\Omega |v| = \int_\Omega |Du|.
\]

Moreover, if \( Tu = g \) then \( f = \partial_r g \).

Now, we are ready to prove the equivalence of problems (3.1) and (3.2). This boils down to two distinct problems: proving that the infima of these problems are equal and to constructing solutions of one problem from the other one.

**Theorem 3.4.** We have \( \inf (3.1) = \inf (3.2) \). Moreover, from each solution \( u \in BV(\Omega) \) of (3.2), one can construct a solution to (3.1). In the other direction, from each solution \( v \in \mathcal{M}(\Omega, \mathbb{R}^2) \) of (3.1), one can construct a solution to (3.2), provided that \( |v|(\partial \Omega) = 0 \).

**Proof.** Suppose that \( v_n \in L^1(\Omega, \mathbb{R}^2) \) is a minimizing sequence in (3.1). By Proposition 3.2, for each \( n \), there exists \( u_n \in W^{1,1}(\Omega) \) admissible in (3.2) such that \( v_n = R_Z \nabla u_n \). Hence

\[
\inf (3.1) \leftarrow \int_\Omega |v_n| = \int_\Omega |\nabla u_n| \geq \inf (3.2).
\]

Conversely, suppose that \( u_n \in BV(\Omega) \) is a minimizing sequence in (3.2). By Proposition 3.1, the vector fields \( v_n = R_Z Du_n \) are admissible in (3.1). Hence

\[
\inf (3.2) \leftarrow \int_\Omega |Du_n| = \int_\Omega |v_n| \geq \inf (3.1).
\]

Hence, the two infima are equal. Now, we turn to the issue of constructing solutions of one problem from the other one.

Let \( u \in BV(\Omega) \) be a minimizer of (3.2). Let \( v = R_Z Du \); by Proposition 3.1, it is an admissible vector field in (3.1). Moreover, we have

\[
\inf (3.2) = \int_\Omega |Du| = \int_\Omega |v| \geq \inf (3.1).
\]

Hence, \( v \) is a minimizer of (3.1).

Finally, let \( v \in \mathcal{M}(\Omega, \mathbb{R}^2) \) be a minimizer of (3.1) such that \( |v|(\partial \Omega) = 0 \). By Proposition 3.3, there exists \( u \in BV(\Omega) \) admissible in (3.2) and \( v = R_Z Du \). Yet, one has

\[
\inf (3.1) = \int_\Omega |v| = \int_\Omega |Du| \geq \inf (3.2),
\]

which implies that this function \( u \) is, in fact, a minimizer for the problem (3.2). \( \square \)

In particular, a solution \( v \in \mathcal{M}(\Omega, \mathbb{R}^2) \) of the Beckmann problem which satisfies \( |v|(\partial \Omega) = 0 \) generates a function \( u \in BV(\Omega) \) which solves the least gradient problem for boundary data \( g = Tu \). If the solution to the Beckmann problem is unique, then also the boundary data \( g \) for which we can construct the solution of the least gradient problem is unique up to adding the same constants on both connected components of \( \partial \Omega \); we cannot solve the least gradient problem for a shifted value of \( g \) if we added two different constants on \( \partial \Omega \pm \).
Example 3.5. Let $\Omega = B(0,2) \setminus \overline{B(0,1)}$. Consider $f \equiv 0 \in \mathcal{M}(\partial \Omega)$ to be boundary data in the Beckmann problem. Functions $g \in BV(\partial \Omega)$ such that $f = \partial_y g$ are of the form
\[
g = \begin{cases} 
c_+ & \text{on } \partial B(0,1), \\
c_- & \text{on } \partial B(0,2). 
\end{cases}
\]

We consider such boundary data in the least gradient problem. The solution to the Beckmann problem is unique and equals $v \equiv 0$ in $\Omega$. Then, Theorem 3.4 gives us a constant solution to problem (3.2). It is a solution to the least gradient problem with $c_+ = c_-$. However, for $c_+ \neq c_-$, the least gradient problem admits no solution.

On the other hand, it is also possible to show equivalence between the Beckmann problem (1.3) and the Monge-Kantorovich one (1.4), in the case where the domain $\Omega$ is an annulus. From [20, 24], the Kantorovich problem
\[
\min \left\{ \int_{\Omega \times \Omega} |x-y| \, d\gamma : \gamma \in \mathcal{M}^+(\bar{\Omega} \times \bar{\Omega}), (\Pi_x)\# \gamma = f^+ \text{ and } (\Pi_y)\# \gamma = f^- \right\}
\]
admits a dual formulation:
\[
\sup \left\{ \int_{\Omega} \phi(f^+ - f^-) : \phi \in \text{Lip}_1(\Omega) \right\}.
\]
In fact, we have
\[
\min \left\{ \int_{\Omega \times \Omega} |x-y| \, d\gamma : \gamma \in \mathcal{M}^+(\bar{\Omega} \times \bar{\Omega}), (\Pi_x)\# \gamma = f^+ \text{ and } (\Pi_y)\# \gamma = f^- \right\}
\]
\[
= \min_{\gamma \in \mathcal{M}^+(\bar{\Omega} \times \bar{\Omega})} \left\{ \int_{\Omega \times \Omega} |x-y| \, d\gamma + \sup_{\phi \in \text{C}(\Omega)} \left\{ \int_{\Omega} \phi^+ \, d f^+ - \int_{\Omega} \phi^- \, d f^- - \int_{\Omega \times \Omega} \left[ \phi^+(x) - \phi^-(y) \right] \, d\gamma \right\} \right\}
\]
\[
= \min_{\gamma \in \mathcal{M}^+(\bar{\Omega} \times \bar{\Omega})} \left\{ \sup_{\phi^\pm \in \text{C}(\Omega)} \left\{ \int_{\Omega \times \Omega} \left[ |x-y| - (\phi^+(x) - \phi^-(y)) \right] \, d\gamma(x,y) + \int_{\Omega} \phi^+ \, d f^+ - \int_{\Omega} \phi^- \, d f^- \right\} \right\}.
\]
By a formal inf-sup exchange, we get
\[
\sup_{\phi^\pm \in \text{C}(\Omega)} \left\{ \min_{\gamma \in \mathcal{M}^+(\bar{\Omega} \times \bar{\Omega})} \left\{ \int_{\Omega \times \Omega} \left[ |x-y| - (\phi^+(x) - \phi^-(y)) \right] \, d\gamma(x,y) \right\} + \int_{\Omega} \phi^+ \, d f^+ - \int_{\Omega} \phi^- \, d f^- \right\}.
\]
Yet,
\[
\min_{\gamma \in \mathcal{M}^+(\bar{\Omega} \times \bar{\Omega})} \left\{ \int_{\Omega \times \Omega} \left[ |x-y| - (\phi^+(x) - \phi^-(y)) \right] \, d\gamma(x,y) \right\} = \begin{cases} 
0 & \text{if } \phi^+(x) - \phi^-(y) \leq |x-y|, \\
-\infty & \text{else}.
\end{cases}
\]
Finally, this yields that
\[
\min (3.3) = \sup \left\{ \int_{\Omega} \phi^+ \, d f^+ - \int_{\Omega} \phi^- \, d f^- : \phi^{\pm} \in \text{C}(\Omega), \phi^+(x) - \phi^-(y) \leq |x-y| \right\}.
\]
But now, it is clear that we can assume $\phi^+(x) := \min\{|x-y| + \phi^-(y) : y \in \bar{\Omega}\}$, for every $x \in \bar{\Omega}$, and so, $\phi^- = \phi^+$. From this duality result $\min (3.3) = \sup (3.4)$, we infer that optimal $\gamma$ and $\phi$ satisfy the following equality:
\[
\int_{\Omega \times \Omega} \left[ |x-y| - (\phi(x) - \phi(y)) \right] \, d\gamma(x,y) = 0,
\]
which implies that
\[
\phi(x) - \phi(y) = |x-y| \text{ on } \text{spt}(\gamma).
\]
Let us introduce the following:

**Definition 3.6.** We call transport ray any maximal segment $[x, y]$ satisfying $\phi(x) - \phi(y) = |x-y|$.

Following this definition, we see that an optimal transport plan $\gamma$ has to move the mass along the transport rays.

Now, we prove equivalence between the Kantorovich problem (3.3) and the Beckmann one (3.1).
Proposition 3.7. Suppose that all the transport rays between \( f^+ \) and \( f^- \) are inside the annulus \( \Omega \). Let \( \gamma \) be an optimal transport plan for (3.3) and let us define the vectorial measure \( w_\gamma \) as follows:

\[
<w_\gamma, \xi> := \int_{\Omega} \int_0^1 \xi((1-t)x+ty) \cdot (y-x) \, dt \, d\gamma(x,y), \text{ for all } \xi \in C(\Omega, \mathbb{R}^2).
\]

Then, \( w_\gamma \) solves (3.1). Moreover, we have \( \min (3.1) = \sup (3.4) = \min (3.3) \).

Proof. First, we see easily that \( w_\gamma \) is admissible in (3.1) (this follows immediately by taking as a test function \( \xi = \nabla \phi \)). On the other hand, we have

\[
|w_\gamma(\Omega)| \leq \int_{\Omega} |x-y| \, d\gamma = \min (3.3) = \sup (3.4).
\]

Let \( v \) be an admissible flow in (3.1) and let \( \phi \) be a \( C^1 \) function such that \( |\nabla \phi| \leq 1 \). Then, one has

\[
\int_{\Omega} \phi d(f^+ - f^-) = \int_{\Omega} \nabla \phi \cdot dv \leq \int_{\Omega} |v|.
\]

This implies that

\[
\sup (3.4) \leq \min (3.1).
\]

Consequently, we get that \( w_\gamma \) is a solution for (3.1). And, we have \( \min (3.1) = \sup (3.4) = \min (3.3) \). \( \square \)

In addition, following [20, Chapter 4] and using Proposition 3.7, we are able to prove that every solution \( w \) for the Beckmann problem (3.1) is of the form \( w = w_\gamma \), for some optimal transport plan \( \gamma \) for (3.3).

On the other hand, one can associate with \( w_\gamma \) a scalar positive measure \( \sigma_\gamma \) (which is called \textit{transport density}):

\[
<\sigma_\gamma, \varphi> := \int_{\Omega} \int_0^1 \varphi((1-t)x+ty)|x-y| \, dt \, d\gamma(x,y), \text{ for all } \varphi \in C(\Omega).
\]

Moreover, it is not difficult to see that if \( \phi \) is a Kantorovich potential, between \( f^+ \) and \( f^- \), then we have the following:

\[
w_\gamma = -\sigma_\gamma \nabla \phi.
\]

In this way, we get existence of a solution for the least gradient problem (3.2) as soon as the transport density \( \sigma_\gamma \) gives zero mass to the boundary \( \partial \Omega \) (i.e., \( \sigma_\gamma(\partial \Omega) = 0 \)). Moreover, we get uniqueness of the solution \( u \) for (3.2) if \( \sigma_\gamma \) does not depend on the choice of \( \gamma \). We note that the uniqueness of the transport density \( \sigma_\gamma := \sigma \) holds as soon as \( f^+ \) or \( f^- \) is in \( L^1(\Omega) \), which is not the case here since \( f \) is singular (it is supported on the boundary). Yet, we will show uniqueness of \( \sigma \) under some assumptions on \( \Omega, f^+ \) and \( f^- \).

4. Least gradient problem: existence and uniqueness

In this section, we will prove that on an annulus \( \Omega \subset \mathbb{R}^2 \), under some admissibility assumptions on the boundary datum \( g \), the least gradient problem

(4.1)

\[
\min \left\{ \int_{\Omega} |Du| : u \in BV(\Omega), Tu = g \right\}
\]

has a solution. We recall that we need to restrict to dimension 2 because only in this framework we can use rotated gradients, and they have zero divergence. In addition, we will assume that \( g \in BV(\partial \Omega) \) since, in this way, one has the equivalence between the Beckmann problem (3.1) and a version of the least gradient problem (3.2). We start with proving existence of a solution to the Beckmann problem which gives no mass to the boundary and then pass through problem (3.2) to the least gradient problem (4.1).

First of all, let us introduce our admissibility conditions. These are formally conditions on a Dirichlet datum \( g \) in the least gradient problem; however, as they do not depend on the exact values of \( g \), only on its structure and total variation, we may think of them equivalently as conditions on its tangential derivative \( f = \partial_\tau g \):

(H1) \( g \in BV(\partial \Omega) \).
\( \partial \Omega_{\pm} \) can be decomposed into parts \((\chi^+_{\pm}), (\Gamma^+_{\pm}), \) and \((F^+_{\pm}), \) such that:

- On each \( \chi^+_{\pm} \) (resp. \( \Gamma^+_{\pm} \)) the boundary datum \( g \) is increasing (resp. decreasing) with \( TV(g|_{\chi^+_{\pm}}) = TV(g|_{\chi^+_{\pm}}) \) and \( TV(g|_{\Gamma^+_{\pm}}) = TV(g|_{\Gamma^+_{\pm}}) \).

- For every \( i \), we have \( \partial_x g_i(F^+_{\pm}) = 0 \) (this means that \( F^+_{\pm} \) is a flat part or \( F^+_{\pm} := F^+_{\pm} \cup F^+_{\pm} \) where \( g \) is increasing on \( F^+_{\pm} \) and decreasing on \( F^-_{\pm} \) with \( TV(g|_{F^+_{\pm}}) = TV(g|_{F^+_{\pm}}) \) and \( g_\pm \) is constant on \( F^+_{\pm} \).

- Between each two curves \( \chi^+_{\pm} \) and \( \Gamma^+_{\pm} \), there is a (flat) part \( F^+_{\pm} \).

In addition, we want to add a condition on \( g \) which will be necessary to guarantee that all the transport rays are inside \( \Omega \). Before that, we need to introduce the following:

**Definition 4.1.** Let \( \Gamma^\pm \) be two arcs on \( \partial \Omega_{\pm} \). Then, we say that \( \Gamma^+ \) is visible from \( \Gamma^- \) if the following holds:

\[
\text{for all } x \in \Gamma^+ \text{ and } y \in \Gamma^- \text{, we have } [x, y] \subset \Omega.
\]

So, our visibility condition should be the following:

**H3** For every \( i \), \( \chi^+_{\pm} \) is visible from \( \chi^-_{\pm} \) and \( \Gamma^+_{\pm} \) is visible from \( \Gamma^-_{\pm} \) and \( F^+_{\pm} \) is visible from \( F^-_{\pm} \).

The second condition that we need so that all the transport rays lie inside \( \Omega \) is an inequality linking the locations of \( \chi^+_{\pm}, \Gamma^+_{\pm} \) and \( F^+_{\pm} \). Set \( \Lambda^+ = \bigcup_i \chi^+_{\pm} \cup \Gamma^+_{\pm} \cup F^+_{\pm} \) and \( \Lambda^- = \bigcup_i \chi^-_{\pm} \cup \Gamma^-_{\pm} \cup F^-_{\pm} \), then we assume

**H4** For every \( i \), we have the following:

- \( d_M(\chi^+_{\pm}, \chi^-_{\pm}) + d_M(\Lambda^+ \setminus \chi^+_{\pm}, \Lambda^- \setminus \chi^-_{\pm}) \leq \text{dist}(\chi^+_{\pm}, \Lambda^- \setminus \chi^-_{\pm}) + \text{dist}(\chi^-_{\pm}, \Lambda^+ \setminus \chi^+_{\pm}) \)
- \( d_M(\Gamma^+_{\pm}, \Gamma^-_{\pm}) + d_M(\Lambda^+ \setminus \Gamma^+_{\pm}, \Lambda^- \setminus \Gamma^-_{\pm}) \leq \text{dist}(\Gamma^+_{\pm}, \Lambda^- \setminus \Gamma^-_{\pm}) + \text{dist}(\Gamma^-_{\pm}, \Lambda^+ \setminus \Gamma^+_{\pm}) \)
- \( d_M(\chi^+_{\pm}, \chi^-_{\pm}) + d_M(\Lambda^+ \setminus \chi^-_{\pm}, \Lambda^- \setminus \chi^+_{\pm}) \leq \text{dist}(\chi^+_{\pm}, \Lambda^- \setminus \chi^-_{\pm}) + \text{dist}(\chi^-_{\pm}, \Lambda^+ \setminus \chi^+_{\pm}) \)
- \( d_M(\Gamma^+_{\pm}, \Gamma^-_{\pm}) + d_M(\Lambda^+ \setminus \Gamma^-_{\pm}, \Lambda^- \setminus \Gamma^+_{\pm}) \leq \text{dist}(\Gamma^+_{\pm}, \Lambda^- \setminus \Gamma^-_{\pm}) + \text{dist}(\Gamma^-_{\pm}, \Lambda^+ \setminus \Gamma^+_{\pm}) \)

where \( d_M(\Gamma, \Gamma') \) denotes the maximal distance between two arcs \( \Gamma \) and \( \Gamma' \), and \( \text{dist}(\Gamma, \Gamma') \) is the minimal distance between them.

Under the assumptions (H1), (H2), (H3) & (H4), we have the following:

**Lemma 4.2.** Set \( f = \partial_x g \). Then, all the transport rays between \( f^+ \) and \( f^- \) lie inside the annulus \( \Omega \). More precisely, any transport ray \( R \) is of the form \([x, y]\) with \( x \in \chi^+_{\pm} \) and \( y \in \chi^-_{\pm} \), \( x \in \Gamma^+_{\pm} \) and \( y \in \Gamma^-_{\pm} \) or \( x, y \in F^+_{\pm} \), for some \( i \).

**Proof.** Let \( R := [x, y] \) be a transport ray. As \( x \in \text{spt}(f^+) \), then \( x \in \chi^+_{\pm} \), \( \Gamma^+_{\pm} \) or \( F^+_{\pm} \), for some \( i \). Suppose that \( x \in \chi^+_{\pm} \) and \( y \notin \chi^+_{\pm} \). As \( TV(g|_{\chi^+_{\pm}}) = TV(g|_{\chi^+_{\pm}}) \), then there exists a transport ray \( R' := [x', y'] \) with \( y' \in \chi^-_{\pm} \) and \( x' \in \Lambda^+ \setminus \chi^+_{\pm} \). In particular, we have \((x, y), (x', y') \in \text{spt}(\gamma)\), where \( \gamma \) is an optimal transport plan for (3.3). Let \( \phi \) be a Kantorovich potential between \( f^+ \) and \( f^- \). Then, we have (this is the so-called cyclical monotonicity property):

\[
|x - y| + |x' - y'| = \phi(x) - \phi(y) + \phi(x') - \phi(y') \leq |x - y'| + |x' - y|.
\]

Yet,

\[
|x - y'| + |x' - y| \leq d_M(\chi^+_{\pm}, \chi^-_{\pm}) + d_M(\Lambda^+ \setminus \chi^+_{\pm}, \Lambda^- \setminus \chi^-_{\pm})
\]

and

\[
\text{dist}(\chi^+_{\pm}, \Lambda^- \setminus \chi^-_{\pm}) + \text{dist}(\chi^-_{\pm}, \Lambda^+ \setminus \chi^+_{\pm}) \leq |x - y| + |x' - y'|.
\]

This contradicts the assumption (H4). The other cases can be treated in a similar way. \( \square \)

We also want to study the uniqueness of the solution of (3.1). For this aim, we will prove the uniqueness of the optimal transport plan \( \gamma \) in (3.3). More precisely, we have (the proof is essentially based on some arguments used in [6, Proposition 2.5]):
Proposition 4.3. Under the assumption that \( \Omega_+ \) are strictly convex, there is a unique optimal transport plan \( \gamma \) for (3.3), between \( f^+ \) and \( f^- \), which will be induced by a transport map \( S \), provided that \( f^+ \) is atomless.

Proof. Let \( \gamma \) be an optimal transport plan between \( f^+ \) and \( f^- \). Let \( D \) be the set of points whose belong to several transport rays. Fix \( x \in \Lambda^+ \cap D \) and let \( R_{x}^{\pm} \) be two different transport rays starting from \( x \). By Lemma 4.2, we have, under the assumptions (H1), (H2), (H3) & (H4), that all the transport rays between \( f^+ \) and \( f^- \) lie inside \( \Omega \). There are three possibilities for \( x: x \in \chi_1^+, \chi_1^- \) or \( F_0^{++} \). Moreover, thanks to Lemma 4.2, if \( x \in \chi_1^+ \), then both transport rays \( R_{x}^+ \) and \( R_{x}^- \) should end on \( \chi_1^- \), while if \( x \in \Gamma_1^- \), then both transport rays \( R_{x}^+ \) and \( R_{x}^- \) should end on \( \Gamma_1^- \) and if \( x \in F_0^{++} \), then both transport rays \( R_{x}^+ \) and \( R_{x}^- \) should end on \( F_0^{++} \). Let \( \Delta_x \subset \Omega \) be the region delimited by \( R_{x}^+, R_{x}^- \) and \( \partial \Omega \). Then, we see easily that the sets \( \{\Delta_x\}_{x \in D} \) must be disjoint with \( |\Delta_x| > 0 \), for every \( x \in D \). This implies that the set \( D \) is at most countable. Yet, \( f^+ \) is atomless and so, \( f^+(D) = 0 \). In addition, taking into account that \( \Omega_+ \) are strictly convex, we have that, for \( f^+ \)–almost every \( x \notin D \), there is a unique transport ray \( R_x \) starting from \( x \), and this ray \( R_x \) intersects \( \text{spt}(f^+) \) at exactly one point \( S(x) \). This implies that \( \gamma = (Id, S)_\# f^+ \). Yet, this is sufficient to infer that \( \gamma \) is the unique optimal transport plan for (3.3) since, if \( \gamma' \) is another optimal transport plan then \( \gamma'' = (\gamma + \gamma')/2 \) is also optimal for (3.3), which is not possible as \( \gamma'' \) must be induced by a transport map. \( \square \)

Now, we are ready to state our main result concerning the Beckmann problem.

Theorem 4.4. Assume that \( \Omega \subset \mathbb{R}^2 \) is an annulus. Let \( f = \partial_x g \), where \( g \) satisfies the admissibility conditions (H1)-(H4). Then the Beckmann problem (3.1) admits a solution \( v \in \mathcal{M}(\Omega, \mathbb{R}^2) \) and \( |v|(\partial \Omega) = 0 \). Moreover, if \( f^+ \) is atomless, then the solution is unique.

Proof. Let \( f \) be the tangential derivative of the boundary datum \( g \), i.e. \( f = \partial_x g \), where \( g \) satisfies the admissibility conditions (H1)-(H4). Let \( \gamma \) be an optimal transport plan for (3.3). By Lemma 4.2 and Proposition 3.7, one can construct a minimizer \( v_\gamma \) for (3.1). Now, we only need to show that \( |v_\gamma|(\partial \Omega) = 0 \). Yet, recalling the construction of \( v_\gamma \), we have

\[
|v_\gamma|(\partial \Omega) = \int_{\Omega \times \Omega} \mathcal{H}^1(\partial \Omega \cap [x, y]) d\gamma(x, y).
\]

As \( \Omega_+ \) are strictly convex, we infer that \( |v_\gamma|(\partial \Omega) = 0 \). For uniqueness, it is enough to see that by Proposition 4.3, there is a unique optimal transport plan \( \gamma \) for (3.3). But, we recall that every solution \( v \) for (3.1) is of the form \( v = v_\gamma \), for some optimal transport plan \( \gamma \). This implies that \( v \) is the unique solution for (3.1). \( \square \)

Now, we want to go back to the least gradient problem. The first step is to construct a solution to the auxiliary problem (3.2) and translate it to a solution of the usual least gradient problem (1.1) for some fixed boundary data \( g \).

Theorem 4.5. Suppose that \( \Omega \subset \mathbb{R}^2 \) is an annulus and that \( f = \partial_x g \), where \( g \) satisfies the admissibility conditions (H1)-(H4). Then there exists a solution to problem (3.2). Moreover, there exists \( \tilde{g} \in BV(\overline{\Omega}) \) such that \( f = \partial_x \tilde{g} \) such that there exists a solution to the least gradient problem (4.1) with boundary data \( \tilde{g} \). If \( g \in C(\partial \Omega) \), then the solutions to both problems are unique.

Proof. By Theorem 4.4, there exists a solution \( v \in \mathcal{M}(\overline{\Omega}, \mathbb{R}^2) \) to the Beckmann problem (3.1) with \( |v|(\partial \Omega) = 0 \) (in addition, this solution is unique as soon as \( f^+ \) is atomless). Then, by Theorem 3.4, there exists a function \( u \in BV(\Omega) \) which is a solution of the auxiliary problem (3.2) (which is also unique if \( g \) is continuous, as then \( f \) is atomless). Let \( \tilde{g} = Tu \). As the infimum in (3.2) is taken with respect to all possible traces with tangential derivative \( f \), i.e. functions of the form \( \tilde{g} + \lambda_- \chi_{\Omega_-} + \lambda_+ \chi_{\Omega_+} \), so in particular \( u \) is a solution to the least gradient problem (4.1) with boundary data \( \tilde{g} \). \( \square \)

In other words, what happens in the above Theorem is that when we use Theorem 3.4, we have no control on the vertical shifts of the boundary data by a constant on each connected component of \( \partial \Omega \). Therefore, we are able to prove existence of a solution to the least gradient problem with some boundary data \( \tilde{g} \) (which differs from the original function \( g \) by a constant on each connected component of \( \partial \Omega ) \), but without calculating directly the minimizer \( u \) in the auxiliary problem (3.2) it may be hard to compute \( \tilde{g} \). However, under an additional constraint on the total variation, the following proposition enables us to identify the boundary data \( \tilde{g} \) given by the previous theorem without having to first calculate the solution \( u \) of problem (3.2).
Proposition 4.6. Suppose that $f$ satisfies assumptions (H1)-(H4) and $|f_+|((\partial \Omega_-)) = |f_+|((\partial \Omega^+))$. Then, there is a unique $g \in BV(\partial \Omega)$ such that $f = \partial_+ g$ and there exists a solution to the least gradient problem with this boundary data $g$. Moreover, if $f$ is atomless then the solution is unique.

Proof. Fix $x_\pm = \chi_\pm^+ \cap F_1^\pm$. For $t_\pm \in \partial \Omega_\pm$, we set $g_\pm(t_\pm) = f_{x_\pm}^\pm$ (the integral is taken so that the tangent vector moves counterclockwise). Then, $f = \partial_+ g$ and, by assumption (H2) and the equality of masses, $g_\pm$ change by the same value on each $\chi_\pm^\pm$, $\Gamma_\pm^\pm$ and is constant on each $F_1^\pm$. Then $g$ is the only function with tangential derivative $f$ such that $g_-(\partial \Omega_-) \subset g_+(\partial \Omega_+)$. Now, Theorems 3.4 and 4.4 give us existence of a least gradient function $u \in BV(\Omega)$ which solves (3.2). However, due to Lemma 2.9 traces of least gradient functions satisfy $g_-(\partial \Omega_-) \subset g_+(\partial \Omega_+)$; hence $Tu = g$. Uniqueness is guaranteed by Theorem 4.4. □

Finally, we illustrate the results in this Section with the following Example:

Example 4.7. Let $\Omega = B(0,2) \setminus \overline{B(0,1)}$. Let $g_+ \in C(\partial \Omega_+) \cap BV(\partial \Omega_+)$ be defined as follows:

$$g_+(x,y) = \begin{cases} 1 & \text{if } y > 1, \\ 0 & \text{if } y < -1, \\ \frac{1}{2}(y+1) & \text{else.} \end{cases}$$

Similarly, let $g_- \in C(\partial \Omega_-) \cap BV(\partial \Omega_-)$ be defined as follows:

$$g_-(x,y) = \begin{cases} 1 & \text{if } y > \frac{1}{2}, \\ 0 & \text{if } y < -\frac{1}{2}, \\ \frac{1}{3} + \frac{1}{2} & \text{else.} \end{cases}$$

We check the admissibility conditions (H1)-(H4). By definition, $g \in BV(\partial \Omega)$. Moreover, we can decompose $\partial \Omega$ as in (H2); in the notation introduced at the beginning of Section 4, let us call the arc where $g_\pm$ is increasing $\chi_\pm$ and the arc where $g_\pm$ is decreasing $\Gamma_\pm$ (we drop the index $i$ as there is only one such arc). We call the remaining arcs, on which $g$ is constant, $F_1^\pm$ (with $\gamma_1 \equiv 1$ on $F_1^+$) and $F_2^\pm$ (with $\gamma_2 \equiv 0$ on $F_2^+$). In addition, $TV(g \mathbf{1}_{\chi^-}) = 1 = TV(g \mathbf{1}_{\chi^+})$ and $TV(g \mathbf{1}_{\Gamma^-}) = 1 = TV(g \mathbf{1}_{\Gamma^+})$. The situation is presented on Figure 1.

As for the visibility condition (H3), we check that the tangent line to the inner circle $\partial B(0,1)$ at $(\frac{\sqrt{3}}{2}, \pm \frac{1}{2})$ crosses the outer circle $\partial B(0,2)$ at $(-\sqrt{3}, \pm 1)$, hence $\chi^-$ is visible from $\chi^+$; similarly, $\Gamma^-$ is visible from $\Gamma^+$.

Finally, we look at condition (H4). The idea behind it is such that the transport should take place between $\chi_\pm$ and between $\Gamma_\pm$, so that transport rays lie inside $\Omega$. Now, fix four points which are ends of two transport rays (of which we may think as points in the preimage $g^{-1}(t)$) $p_\pm \in \chi_\pm$ and $q_\pm \in \Gamma_\pm$. The visibility conditions enforce that the transport rays between these points are $p_-p_+$ and $q_-q_+$; we have to make sure that it is in fact the shortest connection possible between these four points. In other words, we have to check that

$$|p_- - p_+| + |q_- - q_+| < |p_- - q_-| + |p_+ - q_+|,$$

as we can exclude the connection between points in $\chi^-$ and $\Gamma^+$, because both sets lie in the support of $f^-$. First, we see that

$$|p_- - p_+| + |q_- - q_+| \leq d_M(\chi^+, \chi^-) + d_M(\Gamma^+, \Gamma^-)$$

and

$$\text{dist}(\chi^-, \Gamma^-) + \text{dist}(\chi^+, \Gamma^+) \leq |p_- - q_-| + |p_+ - q_+|.$$

Yet, we have $d_M(\chi^+, \chi^-) = d_M(\Gamma^+, \Gamma^-) = \text{dist}(\chi^-, \Gamma^-) = \sqrt{3}$ and $\text{dist}(\chi^+, \Gamma^+) = 2\sqrt{3}$. Hence,

$$d_M(\chi^+, \chi^-) + d_M(\Gamma^+, \Gamma^-) = 2\sqrt{3} < 3\sqrt{3} = \text{dist}(\chi^-, \Gamma^-) + \text{dist}(\chi^+, \Gamma^+)$$

and (H4) holds. Hence, by Theorem 4.4 there exists a solution to the Beckmann problem with boundary data $f = \partial_+ g$ and, by Proposition 4.6, there exists a unique solution to the least gradient problem with boundary data $g$. 


5. \( W^{1,p} \) REGULARITY OF THE SOLUTION TO THE LEAST GRADIENT PROBLEM

The aim of this section is to study the \( W^{1,p} \) regularity of the solution \( u \) of the least gradient problem (3.2) in the case where the domain \( \Omega \) is an annulus. First, we note that this question has already considered in [6], but in what concerns the case where the domain \( \Omega \) is uniformly convex, where the authors proved the following statement:

\[ g \in W^{1,p}(\partial \Omega) \Rightarrow u \in W^{1,p}(\Omega), \text{ for every } p \leq 2. \]

In addition, they introduce a counter-example to the \( W^{1,p} \) regularity of \( u \) for \( p > 2 \). More precisely, it is possible to construct a Lipschitz function \( g \) on the boundary so that the corresponding solution \( u \) of the BV least gradient problem is not in \( W^{1,2+\varepsilon}(\Omega) \), for every \( \varepsilon > 0 \). Recalling the relationship between the solution \( u \) of the BV least gradient problem (3.2) and the minimizer \( v \) of the Beckmann problem (3.1), that is \( v = R_{\xi} Du \), we see that studying the \( W^{1,p} \) regularity of \( u \) is equivalent to study the \( L^p \) summability of the transport density \( \sigma = |v| \). The difficulty, here, is that the measures \( f^+ \) and \( f^- \) are concentrated on the boundary \( \partial \Omega \) (and so, they are singular). As a consequence of that, we cannot use, for instance, the results of [3–5,19] about the \( L^p \) summability of the transport density between two \( L^p \) densities \( f^+ \) and \( f^- \) on \( \Omega \). Moreover, the authors of [7] have considered the case where the source measure \( f^+ \in L^p(\Omega) \) while the target one \( f^- \) is the projection of \( f^+ \) into the boundary. In this case, they show that the transport density \( \sigma \) is in \( L^p(\Omega) \) provided \( f^+ \in L^p(\Omega) \) and \( \Omega \) satisfies an exterior ball condition; unfortunately, this is not the situation here. However, under the assumption that the domain \( \Omega \) is uniformly convex, the authors of [6] show that the transport density \( \sigma \) should be in \( L^p(\Omega) \) as soon as \( f^\pm \in L^p(\partial \Omega) \) with \( p \leq 2 \). Yet, the problem now is that our domain is an annulus and so, we cannot use the results of [6] to obtain \( L^p \) summability on the transport density \( \sigma \) (or equivalently, \( W^{1,p} \) regularity for the solution \( u \) of (4.1)). So, we want to study the \( L^p \) summability of the transport density in the case where the domain is an annulus. First of all, let us assume the following:

\[ (H5) \exists c > 0 \text{ s.t. } \forall x \in \chi^- (\text{resp. } \Gamma^-), y \in \chi^+ (\text{resp. } \Gamma^+), \text{ we have } (y - x) \cdot \nu(x) \geq c, \]

where \( \nu(x) \) is the outward normal to \( \partial \Omega \) at \( x \). Under (H5), we will show that if \( F^+ \) is a flat part (i.e. \( g_+ \) is constant on \( F^+_i \)), then the following statement holds:

\[ g \in W^{1,p}(\partial \Omega) \Rightarrow u \in W^{1,p}(\Omega), \text{ for every } p \in [1, \infty]. \]
On the other hand, the $W^{1,p}$ estimates, for $p > 2$, on the solution $u$ of (3.2) fail to be true as soon as the part $F_i^+$ is not flat. In this case, one can only prove (as in [6]) the following:

$$g \in W^{1,p}(\partial \Omega) \Rightarrow u \in W^{1,p}(\Omega),$$

for every $p \leq 2$.

In all that follows, $\Omega$ will be an annulus in the sense of Definition 2.1. Assume there exists a unique optimal transport plan $\gamma$ between $f^+$ and $f^-$ (for instance the one given by Theorem 4.4). In order to study the $L^p$ summability of the transport density $\sigma$ in the case where the domain $\Omega$ is an annulus, we will use a similar technique as in the proof of [6, Proposition 3.1]. The main result is the following Theorem:

**Theorem 5.1.** Under (H5) and the assumption that $F_i^+$ is a flat part for each $i$, the transport density $\sigma$ belongs to $L^p(\Omega)$ as soon as $f \in L^p(\partial \Omega)$, for all $p \in [1, \infty]$. Moreover, if there is some $i$ such that $F_i^+$ is not a flat part, then the same result holds for every $p \leq 2$ as soon as the exterior domain $\Omega_+ \cap \Gamma_+ \cap \chi_i^-$ are uniformly convex.

**Proof.** First, let us suppose that, for each $i$, $F_i^+$ is a flat part. Now, assume that the target measure $f^-$ is atomic with $(x_{i,j}^\pm)_{1 \leq j \leq n}$ being its atoms where, for every $i$, $x_{i,j}^+ \in \Gamma_i^+$ and $x_{i,j}^- \in \chi_i^-$, for all $j \in \{1, \ldots, n\}$. Let us call by $\Omega_{i,j}^+$ the set of points of the form $(1-t)x + tx_{i,j}^+$ with $x \in \Gamma_i^+$ and $\Omega_{i,j}^-$ the set of points of the form $(1-t)x + tx_{i,j}^-$ with $x \in \chi_i^-$. We recall that all the sets $\Omega_{i,j}^\pm$ remain in $\Omega$ and they are essentially disjoint. Let us decompose the transport density $\sigma$ into two parts $\sigma = \sigma^+ + \sigma^-$, where $\sigma^+$ and $\sigma^-$ are defined as follows:

$$<\sigma^+, \phi> := \int_{\Omega \times \Omega} \int_0^1 \phi((1-t)x + ty)|x-y| \, dt \, d\gamma(x, y), \text{ for all } \phi \in C(\Omega),$$

and

$$<\sigma^-, \phi> := \int_{\Omega \times \Omega} \int_0^1 \phi((1-t)x + ty)|x-y| \, dt \, d\gamma(x, y), \text{ for all } \phi \in C(\Omega).$$

Now, we want to give some $L^p$ estimates for $\sigma^+$. Recalling Proposition 4.3, there is a unique optimal transport map $S$ from $f^+$ to $f^-$ and then, we have

$$<\sigma^+, \phi> := \int_{\Omega} \int_0^1 \phi((1-t)x + ty)|x-S(x)| \, dt \, df^+(x), \text{ for all } \phi \in C(\Omega).$$

Yet, $\Omega = \bigcup_{i,j} \Omega_{i,j}^\pm$ and, for every $x \in \Omega_{i,j}^\pm$, we have $S(x) = x_{i,j}^\pm$. Hence, we find that

$$<\sigma^+, \phi> := \sum_{i,j} \left( \int_{\Omega_{i,j}^+} \int_0^1 \phi((1-t)x + ttx_{i,j}^+) |x-x_{i,j}^+| \, dt \, df^+ + \int_{\chi_{i,j}^-} \int_0^1 \phi((1-t)x + ttx_{i,j}^-) |x-x_{i,j}^-| \, dt \, df^+ \right).$$

We define $\sigma_{i,j}^{+, \pm}$ as follows:

$$<\sigma_{i,j}^{+, +}, \phi> := \int_{\Omega_{i,j}^+} \int_0^1 \phi((1-t)x + ttx_{i,j}^+) |x-x_{i,j}^+| \, dt \, df^+, \text{ for all } \phi \in C(\Omega)$$

and

$$<\sigma_{i,j}^{+, -}, \phi> := \int_{\chi_{i,j}^-} \int_0^1 \phi((1-t)x + ttx_{i,j}^-) |x-x_{i,j}^-| \, dt \, df^+, \text{ for all } \phi \in C(\Omega).$$

In this way, we have

$$\sigma^+ = \sum_{i,j} \sigma_{i,j}^{+, +} + \sigma_{i,j}^{+, -}.$$
where 
\[ J_{i,j}^+(y) := \det(D(t,x,y)) \]
and
\[ \Omega_{i,j}^{+,\frac{1}{2}} = \{(1 - t)x + tx_{i,j}^+ : x \in \Gamma_{i,j}, 0 \leq t \leq 1/2\}. \]

An easy estimate for \( J_{i,j}^+ \) gives that
\[ J_{i,j}^+(y) = (1 - t)(x_{i,j}^+ - x) \cdot \nu(x), \]
where \( \nu(x) \) is the outward normal vector to \( \partial \Omega \). As \( x \in \Gamma_{i,j} \) and \( x_{i,j}^+ \in \Gamma_{i,j}^+ \), we have, by (H5), that
\[ (x_{i,j}^+ - x) \cdot \nu(x) \geq c. \]

Consequently, we get
\[ \sigma_{i,j}^{+,\frac{1}{2}}(y) \leq \frac{C}{1 - t} f^+\left(\frac{y - tx_{i,j}^+}{1 - t}\right), \text{ for a.e. } y \in \Omega_{i,j}^{+,\frac{1}{2}}. \]

Then,
\[
\|\sigma_{i,j}^{+,\frac{1}{2}}\|_{L^p(\Omega_{i,j}^{+,\frac{1}{2}})}^p \leq \int_{\Omega_{i,j}^{+,\frac{1}{2}}} \frac{C^p}{(1 - t)^p} f^+\left(\frac{y - tx_{i,j}^+}{1 - t}\right)^p \, dy \leq \int_{\Gamma_{i,j}} \int_0^{\frac{1}{2}} \frac{C^p}{(1 - t)^{p-1}} f^+(x)^p \, dt \, dx \\
\leq \left( \int_0^{\frac{1}{2}} \frac{C^p}{(1 - t)^{p-1}} \, dt \right) \int_{\Gamma_{i,j}} f^+(x)^p \, dx.
\]

Similarly, we obtain
\[
\|\sigma_{i,j}^{-,\frac{1}{2}}\|_{L^p(\Omega_{i,j}^{-,\frac{1}{2}})}^p \leq \left( \int_0^{\frac{1}{2}} \frac{C^p}{(1 - t)^{p-1}} \, dt \right) \int_{\Gamma_{i,j}} f^+(x)^p \, dx.
\]

This implies that
\[
\|\sigma^+\|_{L^p(\Omega)} = \sum_{i,j} \|\sigma_{i,j}^{+,\frac{1}{2}}\|_{L^p(\Omega_{i,j}^{+,\frac{1}{2}})}^p + \|\sigma_{i,j}^{-,\frac{1}{2}}\|_{L^p(\Omega_{i,j}^{-,\frac{1}{2}})}^p \\
\leq \left( \int_0^{\frac{1}{2}} \frac{C^p}{(1 - t)^{p-1}} \, dt \right) \sum_{i,j} \left( \int_{\Gamma_{i,j}} f^+(x)^p \, dx + \int_{\Gamma_{i,j}} f^+(x)^p \, dx \right) \leq C^p \int_{\partial \Omega} f^+(x)^p \, dx.
\]

Passing to the limit when \( n \to \infty \), we infer that the positive measure \( \sigma^+ \) between \( f^+ \) and \( f^- \) is in \( L^p(\Omega) \) as soon as \( f^+ \in L^p(\partial \Omega) \). Moreover, \( \sigma^+ \) satisfies the following estimate:
\[
\|\sigma^+\|_{L^p(\Omega)} \leq C^p \int_{\partial \Omega} f^+(x)^p \, dx.
\]

But now, it is clear that if \( f^- \in L^p(\partial \Omega) \), then one can obtain some \( L^p \) estimates on \( \sigma^- \) using an approximation of \( f^+ \) by an atomic sequence. Moreover, we get that
\[
\|\sigma^-\|_{L^p(\Omega)} \leq C^p \int_{\partial \Omega} f^-(x)^p \, dx.
\]

Finally, we infer that
\[
\|\sigma\|_{L^p(\Omega)} \leq C\|f\|_{L^p(\partial \Omega)}, \text{ for every } p \in [1, \infty].
\]

On the other hand, if there is some \( F_i^+ \) which is not flat, then we can decompose the transport density \( \sigma \) into three parts: \( \sigma^{+,\frac{1}{2}} \), \( \sigma^{-,\frac{1}{2}} \) and \( \sigma^{+,\frac{1}{2}} + \), where \( \sigma^{+,\frac{1}{2}} \) denotes the transport density between \( f_{|\partial \Omega^- \cup \cup_i F_i^+}^+ \) and \( f_{|\partial \Omega^-}^- \), \( \sigma^{-,\frac{1}{2}} \) denotes the transport density between \( f_{|\partial \Omega^+ \cup \cup_i F_i^+}^- \) and \( f_{|\partial \Omega^+ \cup \cup_i F_i^-}^- \) and \( \sigma^{+,\frac{1}{2}} \) denotes the transport density between \( f_{|\cup_i F_i^+}^+ \) and \( f_{|\cup_i F_i^-}^- \). We have already seen that the two transport densities \( \sigma^{+,\frac{1}{2}} \) and \( \sigma^{-,\frac{1}{2}} \) are both in \( L^p(\Omega) \) provided that \( f \in L^p(\partial \Omega) \). Yet, if \( \Omega_+ \) is uniformly convex, then from [6] we have that \( \sigma^{+,\frac{1}{2}} \in L^p(\Omega) \) as soon as \( f \in L^p(\partial \Omega) \) with \( p \leq 2 \). This completes the proof. \( \square \)

Finally, we get the following:

**Corollary 5.2.** Under the assumption that \( F_i^+ \) is a flat part for each \( i \), the solution \( u \) of the BV least gradient problem (3.2) belongs to \( W^{1,p}(\Omega) \) as soon as \( g \in W^{1,p}(\partial \Omega) \), for all \( p \in [1, \infty] \). On the other hand, if there is some \( i \) such that \( F_i^+ \) is not a flat part, then the same result holds for every \( p \leq 2 \) as soon as \( \Omega_+ \) is uniformly convex.
6. Conclusions

In this Section, we will present a few examples and closing remarks to show both the limits of the approach presented in Sections 3 & 4 and the possible extensions of these results. In particular, we will see that while assumptions (H1)-(H4) are not optimal, they are close to optimal.

The first example concerns assumption (H1). We required the measure $f$ to be finite in order to use optimal transport techniques, which translates to the assumption $g \in BV(\partial \Omega)$ in the least gradient problem. However, in the setting of the least gradient problem alone we do not have to assume $g_+ \in BV(\partial \Omega_+)$ and the solutions might still exist.

**Example 6.1.** Let $\Omega = B(0,2) \setminus \overline{B(0,1)}$. Let $h : [1,2] \to [1,2]$ be an arbitrary continuous function with infinite total variation and such that $h(1) = 1$. Let $u_0 \in C \cap BV(B(0,2))$ be a solution to the least gradient problem on $B(0,2)$ with boundary data

$$g_0(x,y) = \begin{cases} 
1 & y < 1 \\
h(y) & y \geq 1
\end{cases}$$

given by [22, Theorem 3.7]. Take the boundary data $g$ equal to $g_-(x,y) = y$ and

$$g_+(x,y) = \begin{cases} 
y & y < 1 \\
h(y) & y \geq 1
\end{cases}.$$ 

Then, even though condition (H1) is violated, the solution to the least gradient problem exists and equals

$$u(x,y) = \begin{cases} 
y & y < 1 \\
u_0(x,y) & y \geq 1.
\end{cases}$$

The second example concerns assumption (H2). It requires the boundary data on $\partial \Omega_+$ and $\partial \Omega_-$ to have the same number of monotonicity intervals and determines the total variation on these intervals. By Lemma 2.5, we already know that $TV(g_-) \leq TV(g_+)$: let us see what can happen if the inequality is strict.

**Example 6.2.** Let $\Omega = B(0,2) \setminus \overline{B(0,1)}$ and set boundary data to equal $g_-(x,y) = 0$ and $g_+(x,y) = y$. Then the solution to the least gradient problem does not exist.

The third example also concerns assumption (H2). It shows that intervals of monotonicity do not have to be separated by flat parts in order for a solution to exist. However, as we can see from Proposition 2.6, this requires a very special configuration of the boundary data.

**Example 6.3.** Let $\Omega = B(0,2) \setminus \overline{B(0,1)}$ and set boundary data to equal $g(x,y) = y$. Then the solution to the least gradient problem exists even though condition (H2) is violated.

The fourth example concerns assumption (H3). It shows that if the intervals of monotonicity of the boundary data $g$ are not visible from one another, then the solution might not exist.

**Example 6.4.** Let $\Omega = B(0, M) \setminus \overline{B(0, M - \epsilon)}$, where $M > 0$ is a large constant and $\epsilon > 0$ is small enough. Set boundary data to equal

$$g_-(x,y) = \begin{cases} 
0 & \text{if } x < 0, \\
x & \text{if } x \in [0,1], \\
1 & \text{if } x > 1,
\end{cases}$$

and

$$g_+(x,y) = \begin{cases} 
0 & \text{if } y < 0, \\
y & \text{if } y \in [0,1], \\
1 & \text{if } y > 1.
\end{cases}$$

Then, the visibility condition (H3) fails and if $u \in BV(\Omega)$, it is not possible that each connected component of $\{u \geq t\}$ for $t \in (0,1)$ is a line segment $l \subset \overline{\Omega}$, hence there is no solution to the least gradient problem.

The second remark concerns an anisotropic version of the least gradient problem. Suppose that $\phi$ is a strictly convex norm on $\mathbb{R}^2$ and that consider the anisotropic least gradient problem with respect to $\phi$. As the only connected minimal surfaces with respect to $\phi$ are line segments, in light of the analysis performed in [6] for strictly convex domains $\Omega$ we still have a one-to-one correspondence between gradients of $BV$ functions and vector-valued measures with zero divergence. This leads to the following:
Remark 6.5. Suppose that $\phi$ is a strictly convex norm on $\mathbb{R}^2$. Then there is a one-to-one correspondence between minimizers of the following problems:
\begin{equation}
\min \left\{ \int_\Omega \phi(R_{-z}v) : v \in \mathcal{M}(\overline{\Omega}, \mathbb{R}^2), \nabla \cdot v = f \right\}
\end{equation}
and
\begin{equation}
\min \left\{ \int_\Omega \phi(Du) : u \in BV(\Omega), \partial \tau(Tu) = f \right\}.
\end{equation}
Moreover, both problems admit solutions under the assumptions (H1)-(H4) from Section 4 with $\phi$ replacing the Euclidean norm in condition (H4), and Theorem 5.1 also remains true in the anisotropic setting.

Finally, let us note that the analysis undertaken in this paper could also be used to study the least gradient problem on general Lipschitz domains $\Omega \subset \mathbb{R}^2$, regardless of its homotopy type. In the following Remark, we highlight some results in this paper that could be easily retrieved for general Lipschitz domains.

Remark 6.6. Let $\Omega = \Omega^0 \backslash \bigcup_{i=1}^N \overline{\Omega}_i \subset \mathbb{R}^2$, where $\Omega^0$ is an open bounded set with Lipschitz boundary and $\Omega_i \subset \subset \Omega^0$ are pairwise disjoint open bounded convex sets. Then, the distances between $\Omega^0$ and $\Omega_i$, as well as distances between $\Omega_i$ and $\Omega_j$ are bounded from below, hence we can reproduce the proof of Lemma 2.4 and show that on every connected component $\partial_\Omega_i$ of the boundary, except from the outer component $\partial \Omega^0$, the trace of a least gradient function has bounded variation. Hence, the assumption that $q \in BV(\partial \Omega)$ is sensible, and under this assumption we may prove equivalence between problems (3.1) and (3.2).

However, if the homotopy type of the domain is highly nontrivial, or if $\Omega_i$ is not strictly convex, the admissibility conditions introduced in Section 4 and required for existence and uniqueness of minimizers would become much more complicated; the same applies to the discussion about $W^{1,p}$ regularity of the least gradient functions in Section 5. Therefore, we have restricted our reasoning to an annulus for clarity.
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