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Abstract: In this paper, we investigate the performance of a variety of frequentist estimation techniques for the scale and shape parameters of the Lomax distribution. These methods include traditional methods such as the maximum likelihood estimator and the method of moments estimator. A version of the maximum likelihood estimator adjusted for bias is included as well. Furthermore, an alternative moment-based estimation technique, the $L$-moment estimator, is included, along with three different minimum distance estimators. The finite sample performances of each of these estimators are compared in an extensive Monte Carlo study. We find that no single estimator outperforms its competitors uniformly. We recommend one of the minimum distance estimators for use with smaller samples, while a bias-reduced version of maximum likelihood estimation is recommended for use with larger samples. In addition, the desirable asymptotic properties of traditional maximum likelihood estimators make them appealing for larger samples. We include a practical application demonstrating the use of the described techniques on observed data.
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1. Introduction

The Pareto distribution is a heavy-tailed distribution that was originally developed in the 19th century to model the distribution of income among individuals [1]. However, in the years following its introduction it has been extensively modified and changed to produce several variants, referred to as the Type I, II, III, and IV Pareto distributions, as well as the so-called generalised Pareto distribution (GPD). The focus of this paper is on the Pareto Type II distribution, in which the location parameter is zero, which is known as the Lomax distribution. This rather popular distribution was originally introduced to model business failure data [2], and has subsequently been employed as a model in a wide range of settings. This distribution has proven useful in modelling survival times when censoring is present, e.g., in the lifetimes of electric power transformers [3]; as the times are left-truncated and right-censored, when they are modelled it is found that the Lomax distribution provides the best fit among the various distributions considered. As another example, the exponential Lomax and Weibull Lomax are a good fit for right-censored lung cancer survival data [4].

Other scenarios in which the Lomax distribution has been used as a model include wealth distribution [5], the distribution of queueing service times [6], life testing [7], and the sizes of files on a computer server [8], to name only a few.

We can say that a random variable $X$ follows a Lomax distribution with scale parameter $\sigma > 0$ and shape parameter $\beta > 0$ if its cumulative distribution function (CDF) is

$$F_{\sigma, \beta}(x) = 1 - \left[1 + \left(\frac{x}{\sigma}\right)^{\beta}\right]^{-\beta}, \quad x > 0,$$
with a probability density function (PDF) of

\[ f_{\sigma, \beta}(x) = \frac{\beta}{\sigma} \left(1 + \frac{x}{\sigma}\right)^{-(\beta + 1)}, \quad x > 0. \]

In this paper, we investigate different approaches used for estimating the parameters of the Lomax distribution. We draw parallels with the methods used to estimate the parameters of other distributions in order to ascertain how one might go about obtaining reliable estimators. For example, when considering the estimation of the parameters of the GPD, a number of approaches have been studied, such as maximum likelihood estimation (MLE), method of moment estimation (MME), L-moment estimation (LME), and probability-weighted moment estimation (PWME). However, not all approaches are equally viable in all settings. It was noted in [9], for example, that MLE experiences difficulty when estimating the parameters of the GPD under a variety of configurations of the shape and scale parameter values. Similarly, ref. [10] found that the usefulness of MLE is restricted to very large sample sizes; instead, the use of PWME is advocated in case of moderate sample sizes. Several studies similar to the one presented in this paper have been conducted for other distributions; to mention only a few examples, ref. [11] considered improved estimators for the generalised gamma distribution using small samples, whereas [12,13] compared a variety of different estimators for the parameters of the unit-gamma and Weibull distributions, respectively. For the Lomax distribution in particular, studies include [14,15]. These papers are concerned with the estimation of Lomax parameters using diverse traditional methods of estimation, including MLE, MME, and PWME. The results of these methods have been compared to one another and recommendations have been made concerning the use of these more traditional estimation approaches. From previous papers, it is clear that MLE approaches are not particularly reliable when used with moderately large samples. The conclusion from these studies is that though traditional approaches have utility in certain settings, none are generally applicable.

The aim of this paper is twofold. First, we provide an overview of estimation techniques used for the Lomax distribution and compare the performance of various estimators. Second, we focus on the minimum distance estimators (MDEs), which represent an unexplored avenue for estimating the parameters of the Lomax distribution. While a number of these procedures have already been examined in [16] for the GPD, focusing on the Lomax distribution can provide specific insight into the usefulness of these methods for this particular distribution. In addition, the MDEs we consider here differ substantially from those proposed in [16,17] in that their paper only considered density power divergence measures, whereas we additionally explore distribution function-based methods.

Generally speaking, MDEs measure the difference between an empirical estimate of the probability density or distribution function and the theoretical function [18]. The use of minimum distance estimation measures has been advocated by a number of authors, including [19–21], when modelling data containing extreme values, as these estimators have good robustness qualities.

This paper studies the general case in which both the scale (\(\sigma\)) and shape (\(\beta\)) parameters of the Lomax distribution are unknown. We start by considering the myriad different traditional estimation methods proposed for related distributions, including the L-moment estimator, the MLE, and the MME. We then proceed to propose the use of MDEs in the hope that these may represent competitive alternatives to the more traditional estimators. Although we do not consider any Bayesian estimators in this study, we refer interested readers to [22] and the very recent paper by [23], where Bayesian estimators for the Lomax distribution are discussed and compared, as well as to [24], where Bayesian estimation of the two-parameter gamma distribution is discussed. The performance of the estimators are compared to one another through a comprehensive numerical study involving Monte Carlo simulations in which the finite sample variance, relative bias, and mean squared error (MSE) of each estimator are approximated. In addition, an omnibus measure allowing
the MSE of the estimation of both $\sigma$ and $\beta$ to be gauged simultaneously is employed in the simulation study.

The remainder of this article is organised as follows. In Section 2, the different parameter estimation methods are introduced and discussed. Next, the Monte Carlo study is presented in Section 3, including a detailed discussion of the simulation results. In Section 4, we apply the different estimators to a real world example. Finally, in Section 5, we conclude the paper by making a number of general observations regarding the estimators and provide recommendations concerning their use.

2. Estimation of Parameters

In this section, we discuss the parameter estimation methods used to estimate the shape and scale parameters of the Lomax distribution. Included here are traditional methods of parameter estimation as well as methods based on optimising a variety of distance measures. In addition to the performance of the MDEs, we provide an overview of the performance of a wide variety of competing estimators. This facilitates recommendations regarding the choice of estimator to be used in various settings. Theoretical details relevant to the estimation of the parameters are provided in each case.

For the remainder of the section, we assume that we have data $X_1, X_2, \ldots, X_n$ which are independently and identically distributed (i.i.d.) from the Lomax distribution with parameters $\beta > 0$ and $\sigma > 0$. The order statistics based on this sample are denoted using $X_{1:n} \leq X_{2:n} \leq \cdots \leq X_{n:n}$.

2.1. Method of Moment Estimators (MMES)

MME is one of the most widely used estimation techniques. It has been used to investigate key aspects of probability distributions, such as central tendency, spread, skewness, and kurtosis. However, for the Lomax distribution, due to the fact that with shape parameter $\beta$ only moments lower than $\beta$ are finite, this approach is often not ideal for the parameters of the Lomax distribution. It is ultimately presented here and in the Monte Carlo in Section 3.1 in order to illustrate its functionality for a range of values of $\beta$.

To derive the MMEs for the Lomax distribution, we can note that the $r$th theoretical raw moment of the distribution is

$$ E(X^r) = \mu_r = \frac{\sigma^r \Gamma(\beta - r) \Gamma(1 + r)}{\Gamma(\beta)}, \quad 0 < r < \beta \quad r = 1, 2, \ldots. $$

The first and second theoretical raw moments are then provided by

$$ E(X) = \mu_1 = \frac{\sigma}{\beta - 1}, \quad \text{and} \quad E(X^2) = \mu_2 = \frac{2\sigma^2}{(\beta - 1)(\beta - 2)}. \quad (1) $$

From (1), we can express $\beta$ and $\sigma$ as

$$ \beta = \frac{2\mu_2 - 2\mu_1^2}{\mu_2 - 2\mu_1^2} \quad \text{and} \quad \sigma = \mu_1(\beta - 1). \quad (2) $$

By simply substituting $\mu_1$ and $\mu_2$ with their sample estimators in (2), the MMEs of these parameters are obtained:

$$ \hat{\beta}_{MM} = \frac{2\hat{\mu}_2 - 2\hat{\mu}_1^2}{\hat{\mu}_2 - 2\hat{\mu}_1^2} \quad \text{and} \quad \hat{\sigma}_{MM} = \hat{\mu}_1(\hat{\beta}_{MM} - 1), $$

where $\hat{\mu}_r = \frac{1}{n} \sum_{i=1}^{n} X_i^r, \quad r = 1, 2.$
2.2. L-Moment Estimators (LMEs)

L-moments provide an alternative way to describe the shapes of probability distributions, and are defined as the expected values of linear combinations of order statistics. They were proposed in [25] as robust alternatives to classical moments. The method of L-moments has advantages over classical moments, including unbiasedness, robustness to the presence of outliers in the data, and lower sensitivity to sampling variability, especially when the data of interest are heavy-tailed, as is the case in our context. If the mean of the distribution exists, it follows that all of the L-moments exist and uniquely define the distribution [25]. The $r^{th}$ population L-moment is provided by

$$
\lambda_r = \frac{1}{r} \sum_{k=0}^{r-1} (-1)^k \binom{r-1}{k} E(X_{r-k,r}), \quad r = 1, 2, \ldots,
$$

where $r$ is the integer order of the L-moment and $E(X_{r-k,r})$ is the expectation of the $(r-k)^{th}$ order statistic of a sample of size $r$. The sample L-moment is provided by

$$
l_r = \binom{n}{r}^{-1} \sum_{1 \leq i_1 < \ldots < i_r \leq n} \frac{1}{r} \sum_{k=0}^{r-1} (-1)^k \binom{r-1}{k} X_{i_k,n}, \quad r = 1, 2, \ldots, n.
$$

Therefore, the expressions of the first two sample L-moments are

$$
l_1 = \frac{1}{n} \sum_{i=1}^{n} X_{i,n} = \bar{X} \quad \text{and} \quad l_2 = \frac{1}{2} \binom{n}{2}^{-1} \sum_{i>j} (X_{i,n} - X_{j,n}),
$$

where $\bar{X}$ is the sample mean.

Similar to the method of moments, the L-moments can be used to obtain parameter estimates by equating the theoretical L-moments of the distribution to the corresponding L-moments of a sample. Therefore, the L-moment estimators of the parameters of the Lomax distribution are provided by

$$
\hat{\beta}_{LM} = \frac{l_2}{2l_2 - l_1} \quad \text{and} \quad \hat{\sigma}_{LM} = \frac{l_1^2 - l_1 l_2}{2l_2 - l_1},
$$

see [15]. L-moments can be a good starting point for the iterative numerical procedure needed to obtain maximum likelihood estimates [26].

Remark 1. Note that the probability-weighted moment estimators (PWMEs) proposed in [27] were considered for this paper as well; however, they were omitted because they turn out to simply be linear combinations of the LMEs [25,28].

2.3. Maximum Likelihood Estimators (MLEs)

Maximum likelihood estimation is one of the most popular methods for estimating the unknown parameters of probability distributions. The popularity of MLE can be attributable to its desirable asymptotic properties, such as unbiasedness and consistency. However, for small sample sizes, these properties may not hold true, resulting in biased MLEs.

In this section, we first use the MLEs to estimate the unknown parameters; then, in the section that follows, we consider a bias-adjusted approach which reduces the bias of the MLEs to order $O(n^{-1})$; see [14].
2.3.1. MLE of the Lomax Distribution

The MLEs for the Lomax distribution are obtained by maximising the log-likelihood function:
\[
\ell(\beta, \sigma; X_1, \ldots, X_n) = n \log(\beta) - n \log(\sigma) - (1 + \beta) \sum_{i=1}^{n} \log \left( 1 + \frac{X_i}{\sigma} \right). 
\]
(D3)

Differentiating the log-likelihood with respect to $\beta$ and $\sigma$, respectively, yields the equations
\[
\frac{\partial \ell}{\partial \beta} = \frac{n}{\beta} - \frac{n}{\sigma} \sum_{i=1}^{n} \log \left( 1 + \frac{X_i}{\sigma} \right), 
\]
(4)
\[
\frac{\partial \ell}{\partial \sigma} = -\frac{n}{\sigma} + \frac{1 + \beta}{\sigma} \sum_{i=1}^{n} \frac{X_i}{\sigma + X_i}. 
\]
(5)

Unfortunately, we cannot obtain closed-form solutions for both estimators using (4) and (5); thus, numerical procedures are required for optimisation purposes. To simplify the optimisation problem, the expressions can be reduced to the optimisation of a single parameter using the concentrated likelihood estimation approach (the approach followed in [29] using their flomax function). This is accomplished by first noting that when setting (4) to zero and solving, we obtain the MLE $\hat{\beta}_{ML}$ expressed in terms of $\hat{\sigma}_{ML}$:
\[
\hat{\beta}_{ML} = \frac{n}{\sum_{i=1}^{n} \log(1 + X_i/\hat{\sigma}_{ML})}. 
\]
(6)

The maximised log-likelihood $\hat{\ell} := \ell(\hat{\beta}_{ML}, \hat{\sigma}_{ML}; X_1, \ldots, X_n)$ can therefore be expressed solely in terms of the MLE $\hat{\sigma}_{ML}$ by substituting the form of $\hat{\beta}_{ML}$ provided in (6) and $\hat{\sigma}_{ML}$ into (3):
\[
\hat{\ell} = -n \log \left( \frac{1}{n} \sum_{i=1}^{n} \log \left( 1 + \frac{X_i}{\hat{\sigma}_{ML}} \right) \right) - n \log(\hat{\sigma}_{ML}) - \frac{n}{n} \sum_{i=1}^{n} \log \left( 1 + \frac{X_i}{\hat{\sigma}_{ML}} \right) + 1.
\]

Then, using R’s one-dimensional `optimize` [30] function, the MLEs $\hat{\sigma}_{ML}$ and $\hat{\beta}_{ML}$ (via (6)) are obtained.

2.3.2. MLEs of the Lomax Distribution Adjusted for Bias (MLE.b)

For small sample sizes, the MLEs sometimes perform poorly. In order to solve this problem, [14] proposed the use of second-order bias-adjusted versions of the MLEs. To obtain these estimators, the bias of the MLE is first approximated and then subtracted from the MLE to produce the bias-corrected estimate.

Let $K$ be the Fisher information matrix for the Lomax distribution, as provided in [14]. Furthermore, it can be shown that
\[
K^{-1} = \begin{bmatrix}
\frac{\sigma^2}{\beta^2} (\beta + 2)(\beta + 1)^2 & \frac{\sigma^2}{n} (\beta + 1)(\beta + 2) \\
\frac{\sigma^2}{n} (\beta + 1)(\beta + 2) & \frac{\sigma^2}{n} (\beta + 1)^2
\end{bmatrix}.
\]
The $O(n^{-1})$ bias is obtained in [14] as
\[
\text{Bias} \left( \frac{\hat{\sigma}_{ML}}{\hat{\beta}_{ML}} \right) = K^{-1} \text{vec}(K^{-1}) + O(n^{-2}),
\]
where vec(·) is an operator that, when applied to a $(m \times n)$ matrix, produces a single column vector of dimension $(mn \times 1)$ by piling up the column vectors below one another; here, the matrix $A$ is provided by
The bias-adjusted estimators proposed in [14] are then obtained by subtracting an estimator of this approximated bias from the original MLEs:

\[
\hat{A} = n \begin{bmatrix}
\frac{2\beta}{\sigma^2(\beta + 1)(\beta + 3)} & -1 & \frac{-1}{\sigma^2(\beta + 2)} \\
\frac{-1}{\sigma^2(\beta + 1)(\beta + 2)} & 0 & \frac{-1}{\sigma^2(\beta + 2)} \\
\frac{-1}{\sigma^2(\beta + 1)^2} & 0 & \frac{-1}{\sigma^2(\beta + 1)^2}
\end{bmatrix}.
\]

The bias-adjusted estimators in (7) have simple closed-form expressions, making them computationally appealing.

Remark 2. Note that a robust alternative to maximum likelihood for parameter estimation of univariate continuous distributions is the maximum product of spacings estimator (MPSE) proposed by [31,32]. As this approach essentially employs a discretised analogue of the log-likelihood, maximisation yields similar results to the MLE, and for this reason is omitted from our simulations.

2.4. Minimum Distance Estimators (MDEs) Based on Distribution Functions

MDEs are estimators that minimise (for example) some distance measure between the theoretical CDF and the empirical distribution function (EDF) of the observed sample data. Note that we define the EDF as

\[
F_n(x) = \frac{1}{n} \sum_{j=1}^{n} I(X_{j:n} \leq x),
\]

where \(I(\cdot)\) is the indicator function and \(n\) is the sample size. The main idea is to determine how close the theoretical CDF is to the EDF; the distance between two probability distributions captures the difference in information between them. Minimum distance estimation was first subjected to in-depth study in a series of papers discussed in [33], and has subsequently been considered a good method for deriving efficient and robust estimators in [19,34,35] as well as in [20], among others.

Several minimum distance estimation methods have been proposed, including those derived from empirical distribution functions, such as Cramér–von Mises, and those derived from entropy, such as Kullback–Liebler divergence. We discuss these estimators in two separate sections; the first is based on distance measures between distribution functions, while the second considers distances between density functions. Below, we consider the Cramér–von Mises (CvM) and squared difference (SD) statistics.

In Section 3, we calculate these MDEs using the \texttt{optim} function in R; specifically we use the “BFGS” optimisation method (see [36–39]). This is a quasi-Newton method reliant on gradients to perform optimisation. We use the LMEs as initial values, as they are available in closed-form and generally perform well compared to other estimators.

2.4.1. A Cramér–Von Mises Distance Measure (MDE.CvM)

The Cramér–von Mises (CvM) statistic is based on the squared integral difference between the EDF and the theoretical distribution. It has the form

\[
Q_n = n \int_{-\infty}^{\infty} [F_n(x) - F(x)]^2 dF(x).
\]

We can define the CvM distance measure used to estimate the parameters of the Lomax distribution using the MDE approach as follows:
\[ D_n^{CM}(\sigma, \beta) = \int_0^\infty [F_n(x) - F_{\sigma, \beta}(x)]^2 f_{\sigma, \beta}(x) \, dx, \]

where \(F_{\sigma, \beta}(x)\) and \(f_{\sigma, \beta}(x)\) are the CDF and PDF of the Lomax distribution with scale parameter \(\sigma\) and shape parameter \(\beta\), respectively. This distance measure permits a simple calculable form provided by

\[ D_n^{CM}(\sigma, \beta) = \frac{1}{12n} + \sum_{j=1}^{n} \left( \frac{F_{\sigma, \beta}(X_j:n) - j}{n} \right)^2. \]

Finally, the resulting estimators for \(\sigma\) and \(\beta\) can be expressed simply as the values of those parameters that minimise this distance measure:

\[ (\hat{\sigma}_{CM}, \hat{\beta}_{CM}) = \arg \min_{(\sigma, \beta)} D_n^{CM}(\sigma, \beta). \]

2.4.2. A ‘Squared Difference’ Distance Estimator (MDE.SD)

An alternative to the Cramér–von Mises distance measure is the much simpler ‘squared difference’ measure. This distance measure focuses only on the squared difference between the quantities \(F_n\) and \(F\), and has the following general expression:

\[ S_n = \int_\infty^{-\infty} [F_n(x) - F(x)]^2 dF_n(x). \]

Now, using the Lomax distribution function \(F_{\sigma, \beta}(\cdot)\), the distance measure can be defined as

\[ D_n^{SD}(\sigma, \beta) = \int_0^\infty [F_n(x) - F_{\sigma, \beta}(x)]^2 dF_n(x), \]

where, upon simplification, we obtain the following tractable calculation form:

\[ D_n^{SD}(\sigma, \beta) = \sum_{j=1}^{n} \left( \frac{F_{\sigma, \beta}(X_j:n) - j}{n + 1} \right)^2 = \sum_{j=1}^{n} \left( 1 - \left( \frac{\sigma}{X_j:n + \sigma} \right)^\beta - \frac{j}{n + 1} \right)^2. \]

Therefore, the estimators obtained by minimising this ‘squared difference’ distance measure can be expressed as

\[ (\hat{\sigma}_{SD}, \hat{\beta}_{SD}) = \arg \min_{(\sigma, \beta)} D_n^{SD}(\sigma, \beta). \]

2.5. Minimum Distance Estimators (MDEs) Based on Density Functions (\(\phi\)-Divergence Distance Measures)

The estimators discussed below are similar to those discussed in Section 2.4, the principal difference being that the distance to be minimised is between density functions instead of distribution functions. The resulting estimators are often referred to as \(\phi\)-divergence distance measures, and represent a broad class of distance measures that describe the distance between two densities \(f\) and \(g\), defined as

\[ \delta(f, g) = E \left[ \phi \left( \frac{f(X)}{g(X)} \right) \frac{g(X)}{f(X)} \right], \quad (8) \]
where $X$ is a random variable from a distribution function with density $f$ and $\phi(\cdot)$ is a convex function such that $\phi(1) = 0$ and $\frac{\partial^2 \phi(x)}{\partial x^2} \bigg|_{x=1} = \phi''(1) > 0$. In (8), we set $g(x)$ to be the Lomax density function, $f_{\sigma, \beta}(x)$, and set $\hat{f}(x)$ to be some empirical estimator for the density, $\hat{f}(x)$, to obtain the following distance measure to be minimised in order to estimate the parameters $\sigma$ and $\beta$:

$$D_n^\phi(\sigma, \beta) = \frac{1}{n} \sum_{j=1}^{n} \phi \left( \frac{\hat{f}(X_j)}{f_{\hat{\sigma}, \hat{\beta}}(X_j)} \right) \frac{f_{\hat{\sigma}, \hat{\beta}}(X_j)}{f(X_j)}.$$ 

The required parameters estimates are

$$\left( \hat{\sigma}, \hat{\beta} \right) = \arg \min_{(\sigma, \beta)} D_n^\phi(\sigma, \beta).$$

In this setting, we estimate the density using the kernel density estimator $\hat{f}_h(x)$, defined as

$$\hat{f}_h(x) = \frac{1}{nh} \sum_{i=1}^{n} k \left( \frac{x - X_i}{h} \right),$$

where $k(\cdot)$ is the kernel function chosen to be the standard normal density function and $h$ is the bandwidth, chosen using Silverman’s rule-of-thumb ($h = 0.9n^{-1/5} \min\{s, (q_3 - q_1)/1.34\}$, where $q_1$ and $q_3$ denote the sample quartiles and $s$ denotes the sample standard deviation [40]). The practical implementation of the kernel density estimator is executed using the density function in R [30].

Different choices of the function $\phi(\cdot)$ lead to different forms of the distance measure described above. Here, we consider three choices of $\phi(\cdot)$ resulting in the Kullback–Leibler (KL) divergence, chi-square ($\chi^2$) divergence, and total variation (TV) distance. These choices are described below.

2.5.1. Kullback–Liebler $\phi$-Divergence Distance Measure (MDE.KL)

The Kullback–Liebler $\phi$-divergence distance measure can be obtained by setting

$$\phi(t) = t \log(t).$$

The resulting distance measure is

$$D_n^{KL}(\sigma, \beta) = \frac{1}{n} \sum_{j=1}^{n} \log \left( \frac{\hat{f}_h(X_j)}{f_{\hat{\sigma}, \hat{\beta}}(X_j)} \right),$$

and we denote the estimator by $(\hat{\sigma}_{KL}, \hat{\beta}_{KL})$ [17]; note that this Kullback–Liebler form simply represents a robust extension of MLE. This approach is followed in [16], where a general class of density power divergent estimators are employed to estimate the parameters of the GPD.

2.5.2. Chi-Squared $\phi$-Divergence Distance Measure (MDE.$\chi^2$)

Setting $\phi(t) = (t - 1)^2$ yields the chi-square $\phi$-divergence distance measure, denoted as

$$D_n^{CS}(\sigma, \beta) = \frac{1}{n} \sum_{j=1}^{n} \left( \frac{\hat{f}_h(X_j) - f_{\hat{\sigma}, \hat{\beta}}(X_j)}{f_{\hat{\sigma}, \hat{\beta}}(X_j) \hat{f}_h(X_j)} \right)^2,$$

and we can express the resulting estimator as $(\hat{\sigma}_{CS}, \hat{\beta}_{CS})$.
2.5.3. Total Variation $\phi$-Divergence Distance Measure (MDE.TV)

When specifying $\phi(t) = |t - 1|$, we obtain the total variation $\phi$-divergence distance measure, provided by

$$D_{n}^{TV}(\sigma, \beta) = \frac{1}{n} \sum_{j=1}^{n} 1 - \frac{f_{\sigma, \beta}(X_j)}{f_{\beta}(X_j)},$$

and we can designate the resulting estimator by $(\hat{\sigma}_{TV}, \hat{\beta}_{TV})$.

3. Finite Sample Results

Below, we consider the Monte Carlo settings before turning our attention to the results.

3.1. Monte Carlo Simulation Settings

In order to compare the performance of the various estimators to one another, a comprehensive Monte Carlo simulation study was conducted. The simulation study sets out to approximate several distributional properties of the estimators, including the expected value, variance, mean squared error (MSE), and relative bias (RB), which we define to be the calculated bias divided by the true parameter value. Using these various approximations, it is possible to compare the estimators to one another in a sensible manner.

The Monte Carlo simulation was conducted by simulating $MC = 150,000$ samples of size $n \in \{30, 50, 100, 200, 500\}$ from the Lomax distribution using a variety of parameter settings. For the $\sigma$ parameter, the values used included $\sigma \in \{1, 2\}$, whereas for the $\beta$ parameter we used $\beta \in \{1.1, 1.5, 2, 2.1\}$. We considered only values of $\beta$ exceeding 1, as the mean of the distribution is infinite if $\beta \leq 1$; see (1). Furthermore, the value of $\beta = 2.1$ is included in order to consider the case in which variance exists.

For each randomly generated sample, the parameters were estimated and collected to ultimately obtain the approximations of the distributional properties mentioned. All calculations were performed using R v4.2.2 [30].

In addition to calculating the MSE for each parameter separately, a combined MSE yielding a single value was calculated as follows: for every pair of estimates, define

$$\xi_j = \left\| \frac{\hat{\beta}_j}{\hat{\sigma}_j} - \frac{\beta}{\sigma} \right\|^2 = (\hat{\beta}_j - \beta)^2 + (\hat{\sigma}_j - \sigma)^2,$$

then calculate $\text{TMSE} = \frac{1}{MC} \sum_{j=1}^{MC} \xi_j$ as the measure of the total mean squared error (TMSE) of the estimation technique.

Tables 1–4 present the Monte Carlo approximations of the expected value, variance, RB, and MSE for all estimators of $\sigma$ and $\beta$ as well as the TMSE described above for sample sizes $n = 30$ and 50. The remaining tables for samples sizes $n = 100, 200, 500$ are presented in the Appendix A Tables A1–A6.
### Table 1. Comparison of different estimation methods for different values of $\beta$ ($\sigma = 30$ and $n = 30$).

| Method          | $\beta = 1.1$ | $\beta = 1.5$ | $\beta = 2$ | $\beta = 2.2$ | $\beta = 2.5$ | $\beta = 2.8$ | $\beta = 3$ | $\beta = 3.5$ | $\beta = 4$ | $\beta = 4.5$ |
|-----------------|---------------|---------------|-------------|--------------|--------------|--------------|-------------|-------------|-------------|--------------|
| **MLE**         |               |               |             |              |              |              |             |              |              |              |
| $\theta$        | 1.050 (1.388) | 0.460 (1.640) | 0.150 (1.919) | 0.050 (2.158) | 0.010 (2.440) | 0.001 (2.748) | 0.000 (2.968) | 0.000 (3.238) | 0.000 (3.548) | 0.000 (3.868) |
| $MDE.CvM$       | 1.350 (1.111) | 1.350 (1.111) | 1.350 (1.111) | 1.350 (1.111) | 1.350 (1.111) | 1.350 (1.111) | 1.350 (1.111) | 1.350 (1.111) | 1.350 (1.111) | 1.350 (1.111) |
| $MDE.KL$        | 1.792 (1.049) | 1.792 (1.049) | 1.792 (1.049) | 1.792 (1.049) | 1.792 (1.049) | 1.792 (1.049) | 1.792 (1.049) | 1.792 (1.049) | 1.792 (1.049) | 1.792 (1.049) |
| $MDE.LME$       | 1.289 (1.221) | 1.289 (1.221) | 1.289 (1.221) | 1.289 (1.221) | 1.289 (1.221) | 1.289 (1.221) | 1.289 (1.221) | 1.289 (1.221) | 1.289 (1.221) | 1.289 (1.221) |
| $MDE.SD$        | 1.067 (1.021) | 1.067 (1.021) | 1.067 (1.021) | 1.067 (1.021) | 1.067 (1.021) | 1.067 (1.021) | 1.067 (1.021) | 1.067 (1.021) | 1.067 (1.021) | 1.067 (1.021) |
| $MDE.3/2$       | 1.480 (0.658) | 1.480 (0.658) | 1.480 (0.658) | 1.480 (0.658) | 1.480 (0.658) | 1.480 (0.658) | 1.480 (0.658) | 1.480 (0.658) | 1.480 (0.658) | 1.480 (0.658) |
| $MDE.TV$        | 4.310 (3.086) | 4.310 (3.086) | 4.310 (3.086) | 4.310 (3.086) | 4.310 (3.086) | 4.310 (3.086) | 4.310 (3.086) | 4.310 (3.086) | 4.310 (3.086) | 4.310 (3.086) |
| $MDE.KL$        | 1.350 (1.350) | 1.350 (1.350) | 1.350 (1.350) | 1.350 (1.350) | 1.350 (1.350) | 1.350 (1.350) | 1.350 (1.350) | 1.350 (1.350) | 1.350 (1.350) | 1.350 (1.350) |
| $MME$           | 3.566 (3.185) | 3.566 (3.185) | 3.566 (3.185) | 3.566 (3.185) | 3.566 (3.185) | 3.566 (3.185) | 3.566 (3.185) | 3.566 (3.185) | 3.566 (3.185) | 3.566 (3.185) |
| $MDE.M$         | 1.350 (1.350) | 1.350 (1.350) | 1.350 (1.350) | 1.350 (1.350) | 1.350 (1.350) | 1.350 (1.350) | 1.350 (1.350) | 1.350 (1.350) | 1.350 (1.350) | 1.350 (1.350) |
| $MDE.SD$        | 1.067 (1.021) | 1.067 (1.021) | 1.067 (1.021) | 1.067 (1.021) | 1.067 (1.021) | 1.067 (1.021) | 1.067 (1.021) | 1.067 (1.021) | 1.067 (1.021) | 1.067 (1.021) |
| $MDE.3/2$       | 1.480 (0.658) | 1.480 (0.658) | 1.480 (0.658) | 1.480 (0.658) | 1.480 (0.658) | 1.480 (0.658) | 1.480 (0.658) | 1.480 (0.658) | 1.480 (0.658) | 1.480 (0.658) |
| $MDE.TV$        | 4.310 (3.086) | 4.310 (3.086) | 4.310 (3.086) | 4.310 (3.086) | 4.310 (3.086) | 4.310 (3.086) | 4.310 (3.086) | 4.310 (3.086) | 4.310 (3.086) | 4.310 (3.086) |
| $MDE.KL$        | 1.350 (1.350) | 1.350 (1.350) | 1.350 (1.350) | 1.350 (1.350) | 1.350 (1.350) | 1.350 (1.350) | 1.350 (1.350) | 1.350 (1.350) | 1.350 (1.350) | 1.350 (1.350) |
| $MME$           | 3.566 (3.185) | 3.566 (3.185) | 3.566 (3.185) | 3.566 (3.185) | 3.566 (3.185) | 3.566 (3.185) | 3.566 (3.185) | 3.566 (3.185) | 3.566 (3.185) | 3.566 (3.185) |

**Note:** Main entries correspond to the untrimmed values; the $1\%$ trimmed values are presented in parentheses.
### Table 2. Comparison of different estimation methods for different values of $\beta$ ($\sigma = 2$ and $n = 30$).

| Method | Mean | Var | MSE | TMS | $\beta = 1$ | $\beta = 2$ | $\beta = 5$ | $\beta = 11$ |
|--------|------|-----|-----|-----|------------|-----------|------------|------------|
| MLE    | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| MLE,β   | 1.000 | 0.000 | 0.000 | 0.000 | 1.000 | 0.000 | 0.000 | 0.000 |
| LME    | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| LME,β   | 1.000 | 0.000 | 0.000 | 0.000 | 1.000 | 0.000 | 0.000 | 0.000 |
| MDE.CvM | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| MDE.CvM,β | 1.000 | 0.000 | 0.000 | 0.000 | 1.000 | 0.000 | 0.000 | 0.000 |
| MDE.KL  | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| MDE.KL,β | 1.000 | 0.000 | 0.000 | 0.000 | 1.000 | 0.000 | 0.000 | 0.000 |
| MME    | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 |
| MME,β   | 1.000 | 0.000 | 0.000 | 0.000 | 1.000 | 0.000 | 0.000 | 0.000 |

**Note:** Main entries correspond to the untrimmed values; the 1% trimmed values are provided in parentheses.
### Table 3. Comparison of different estimation methods for different values of $\beta$ ($\sigma = 1$ and $n = 50$).

| $\beta$ | Method | $\mu$ | $\alpha$ | $\rho$ | $\psi$ | $\phi$ |
|--------|--------|-------|---------|-------|-------|-------|
| $\beta = 1$ | MLE | 1337 | (1.279) | 17.087 | (0.179) | 21.575 | (16.301) | 17.143 | (0.291) | 1.362 | (1.270) | 26.143 | (0.451) | 36.167 | (27.804) | 26.273 | (0.528) | 43.417 | (0.739) |
| $\beta = 2$ | MLE | 1312 | (1.061) | 17.073 | (0.086) | 1.919 | (3.554) | 17.024 | (0.090) | 1.008 | (0.021) | 25.964 | (0.194) | 0.758 | (7.915) | 25.944 | (0.201) | 42.968 | (8.291) |
| $\beta = 3$ | MLE | 1316 | (1.599) | 0.566 | (0.141) | 47.154 | (44.866) | 0.833 | (0.300) | 1.165 | (1.781) | 1.175 | (0.437) | 80.527 | (76.078) | 1.825 | (1.016) | 2.658 | (1.397) |
| $\beta = 4$ | MLE | 1295 | (1.226) | 0.645 | (0.204) | 14.071 | (14.420) | 0.869 | (0.229) | 1.235 | (1.340) | 1.208 | (0.430) | 23.649 | (19.160) | 1.256 | (0.467) | 1.927 | (0.696) |

Note: Main entries correspond to the untrimmed values; the $\pm10\%$ trimmed values are provided in parentheses.
| Method | Mean | Var | RB | MSE | TMSE |
|--------|------|-----|----|-----|------|
| MLE    | 1.321| 0.130| 20.075| 10.579| 7.724| 0.159| 2.446| 2.500| 58.608| 1.118| 22.942| 5.806| 1.207| 66.511| 1.387|
| MLE,b | 1.103| 0.048| 0.270| 4.310| 7.613| 0.050| 1.795| 1.681| 58.000| 0.391| -10.229| 17.466| 59.041| 0.513| 65.054| 2.689|
| LME    | 1.986| 0.112| 45.313| 42.656| 0.707| 0.134| 3.194| 3.113| 6.822| 1.116| 59.701| 55.631| 5.247| 2.256| 5.955| 2.689|
| MDE.CvM| 1.262| 0.157| 14.728| 11.971| 0.625| 0.178| 2.283| 2.288| 14.135| 9.421| 5.036| 1.263| 5.661| 1.461| 3.944| 0.951|
| MDE(3)| 1.135| 0.106| 2.351| 8.722| 0.445| 0.106| 1.962| 1.889| 3.498| 0.832| -1.877| -5.562| 3.699| 0.685| 3.715| 0.951|
| MDE(2)| 2.443| 0.509| 342.103| 430.062| -322.096| 444.653| 484.435| 4.567| 4.071| 163.225| 4.879| 128.353| 105.562| 149.614| 9.160| 794.468| 452.610|
| MDE(1)| 1.395| 0.363| 18.896| 12.148| 18.927| 0.361| 5.975| 4.922| 491.736| 9.713| 189.729| 141.079| 509.930| 17.674| 526.437| 18.035|
| MDE KL| 1.314| 0.130| 19.407| 15.577| 1.425| 0.159| 2.427| 2.500| 113.538| 11.941| 21.357| 14.095| 13.726| 1.207| 15.151| 1.367|
| MME    | 2.756| 0.036| 90.227| 146.490| 11.774| 2.525| 10.662| 10.448| 115.813| 11.914| 184.140| 242.673| 194.149| 0.853| 205.924| 36.346|

**Table 4.** Comparison of different estimation methods for different values of \( \sigma = 2 \) and \( n = 50 \).

**Note:** Main entries correspond to the untrimmed values; the 1% trimmed values are shown in parentheses.
The main entries in Tables 1–4 and A1–A6 represent the unadjusted calculation of these quantities; however, due to issues with a small number of aberrant samples in the simulation, the optimisation produced extreme values for the estimators in these cases. Therefore, in order to better understand the behaviour of the estimators, a ‘trimmed’ version of each of these quantities is provided in parentheses. These were obtained by first removing the largest 1% of the estimator values produced in the simulation and then calculating the various metrics. The effect of this trimming is most pronounced for smaller samples.

Furthermore, each of the columns in the tables have a single value printed in bold that highlights which of the estimators perform ‘best’. Mean values in bold font indicate that the estimated values are closest to the true parameter value on average, whereas for variance, RB, MSE and TMSE bold indicates that these values are the smallest among the estimators considered.

Figures 1 and 2 show the logarithm of the TMSE as a function of sample size. We choose to use a logarithmic scale, as this increases the separation between the lines on the graph, which makes the figures easier to interpret.

Figure 1. Plots of the log of the trimmed TMSE measure against sample size for five different estimation techniques when $\sigma = 1$. 

\[ \beta = 1.1, \sigma = 1 \]

\[ \beta = 1.5, \sigma = 1 \]

\[ \beta = 2, \sigma = 1 \]

\[ \beta = 2.1, \sigma = 1 \]
Remark 3. The reason for setting the number of Monte Carlo simulations to the relatively high number of 150,000 was due to the extreme sampling variation observed with the MLE and MLE.b estimators. This variability was exacerbated whenever using a particularly small sample size combined with a \( \beta \) value close to 2; therefore, we thought it best to make the number of simulations as large as possible in order to mitigate this issue. The variability is likely due to numerical issues related to the small sample sizes; note, however, that as the sample increases to \( n = 100 \) and above this artefact disappears almost entirely. In addition, when considering the trimmed version of the measures calculated for each estimator in the simulation it is apparent that the sampling variability exhibited by these estimators is damped, which we feel is a more accurate reflection of the true value of these measures.

3.2. Results

To obtain a better understanding of the performance of the estimators considered in this study, we present a brief discussion of the simulation results presented in Tables 1–4 and A1–A6. We compare the trimmed versions of the variance, RB, and MSE performance of the estimators to one another in various parameter settings in the Monte Carlo study.

We start by first noting that the RB, variance, and MSE of each of the estimation methods improve when the sample size increases. The most notable improvements in overall MSE as the sample size increases from 30 to 500 are in the MLE, MDE.TV, and
MME; however, as we mention later, the MME method should likely not be considered for estimation even for large samples. Interestingly, we find that the methods that perform well for smaller sample sizes do not always perform well for larger samples when compared to the competing methods. In particular, when the sample size is small \((n = 30 \text{ or } n = 50)\), it can be seen that in the majority of cases MDE.SD, MDE.CvM, and LME have the smallest variance, RB, and MSE values. Note that this small sample behaviour of the variance and MSE measures holds for all but the \(\beta = 1.1\) parameter. However, when considering the case in which the sample size is small and the parameter \(\beta\) is specified to be small, there are instances where the MDE.CvM exhibits comparatively larger bias than MDE.SD, LME, and even MLE.b. Thus, it is clear that the underlying parameter values play a role in the relative performance of the various estimation techniques considered. Finally, when considering the RB for the various estimators, we note that MDE.SD most frequently gives rise to negative RB values for small samples. Based on the generally positive RB values associated with the remaining estimators, it seems that these other estimators tend to overestimate the true parameter value in these cases. This behaviour of MDE.SD (and indeed all other MDE-type estimators that we considered) is difficult to explain, as their distributional properties depend on the parameters and do not permit simple closed-form expressions.

Note that while MDE.KL, MDE.SD, and LME are relatively good estimators (in an MSE sense) when the sample size is large \((n = 200 \text{ or } n = 500)\), the MLE method now has the best performance among all methods considered in this setting.

Next, we consider the behaviour of the estimators as the parameter settings of the Monte Carlo change from one value to the next. As \(\beta\) increases from 1.1 to 2, the values of the approximated variance, RB, and MSE of the estimators for both \(\beta\) and \(\sigma\) have the tendency to increase as well. However, these values then immediately start to decrease again when \(\beta\) is strictly larger than 2.

When the value of \(\sigma\) increases from 1 to 2, the simulation approximation of the variance of the estimators of \(\sigma\) generally increases for all of the different estimation methods. The same is not necessarily true for the estimation of \(\beta\), where we find that there are instances in which the approximated variance of the estimator of \(\beta\) (using a given estimation method) decreases when the true \(\sigma\) increases from 1 to 2, and increases in others.

When comparing the class of estimators based on minimum distance measures to the remaining methods, it can be readily seen that the MDE.SD and MDE.CvM estimators are the best performers in terms of the MSE for small to moderate samples. While LME is an excellent competitor, the MLE and MLE.b estimators perform relatively poorly in terms of the MSE in these cases. However, for larger sample sizes, the MLE and MLE.b clearly outperform the entire MDE class of estimators. Interestingly, the LME remains competitive here too, though it is almost never found to have the best MSE performance.

The performances of the estimators within the class of MDE methods differ wildly from one another. We have already noted that the MDE.SD and MDE.CvM methods generally have good MSE performance for small to moderate samples sizes; however, within this class we find that the MDE.TV and MDE.\(\chi^2\) are among the worst performances. The MDE.KL method is something of a mixed bag; certain parameter settings yield good MSE performance, while others yield extremely poor MSE performance. Generally, however, we can state that the MDE.KL method is a better performer than MDE.TV and MDE.\(\chi^2\), although this does not place this estimator near the top performers among the estimation methods considered.

The overall worst performing estimator is MME, regardless of which value of \(\beta\) or \(\sigma\) is considered. While this estimator improves with an increase in sample size, it nonetheless has the worst performance when compared to all other estimation methods.

In Figures 1 and 2, the logarithm of the trimmed TMSE measure is plotted against the samples sizes in order to produce a more intuitive representation of the behaviour of a selection of estimators over varying sample sizes. The estimators MLE, MLE.b, LME, MDE.CvM, and MDE.SD are selected for inclusion in these figures, as according to the tables these estimators generally perform well (the TMSE and trimmed TMSE values of
the remaining estimators can be found in the tables). It can be seen that, as expected, the trimmed TMSE measure’s value generally decreases as the sample size increases. Note, however, that the trimmed TMSE indicates that the MLE and MLE.b estimators are erratic for small samples (see for example the graphs associated with $\beta = 2$ in Figures 1 and 2). Furthermore, it is apparent that while the MLE and MLE.b estimators have among the worst trimmed TMSE performance for small sample sizes, this trend is reversed when the sample size increases. Conversely, it clear that the MDE.CvM and MDE.SD estimators perform well in terms of TMSE for smaller sample sizes, in many cases being outperformed only when the sample size increases to $n = 100$ and higher. It should be noted that while the performance of LME is comparable to the performance of MDE.CvM for choices of $\beta$ larger than 2, it performs poorly for smaller $\beta$ values. Furthermore, these numerical results indicate that the relative performance of the estimators depends to a certain degree on the specific parameter values considered.

4. Practical Applications

We now apply the various Lomax parameter estimation techniques to a practical data set, namely, the airborne communication transceiver data shown in Table 5, originally discussed in [41], and previously analysed in [22].

Table 5. Repair times for the airborne communication transceiver dataset.

| Time (hours) | MLE  | MLE.b | LME  | MDE.CvM | MDE.SD | MDE.\chi^2 | MDE.KL | MME |
|-------------|------|-------|------|---------|--------|------------|--------|-----|
| 0.6         | 0.7  | 0.7   | 0.8  | 0.9     | 1.0    | 1.0        | 1.0    | 1.0 |
| 0.8         | 1.0  | 1.1   | 2.5  | 2.5     | 2.7    | 2.7        | 2.8    | 2.8 |
| 2.0         | 2.1  | 2.2   | 2.5  | 2.5     | 2.7    | 2.7        | 2.8    | 2.8 |
| 2.5         | 3.0  | 3.0   | 3.5  | 3.5     | 4.0    | 4.0        | 4.0    | 4.0 |
| 5.0         | 5.4  | 5.4   | 7.0  | 7.0     | 8.0    | 8.0        | 8.0    | 8.0 |
| 10.0        | 10.3 | 10.3  | 12.0 | 12.0    | 24.5   | 24.5       | 24.5   | 24.5 |

The dataset contains 46 observed repair times (measured in hours) of airborne communication transceiver equipment recorded during active operation. Assuming a Lomax distribution for these data, we use each of the estimation techniques to obtain the parameter estimates of the distribution. The resulting parameter estimates, along with 95% parametric bootstrap confidence intervals using $B = 1000$ bootstrap replications, are shown in Table 6. Note that for each estimation method the parametric bootstrap samples used in these intervals are constructed by first estimating the parameters and then generating samples from a Lomax distribution with the estimators as the parameters [42]. The output in Table 6 indicates that the estimated parameter values are all reasonably close to one another, with the exception of MDE.CvM, MDE.\chi^2, MDE.TV, and MME. The discrepancies observed for these four estimators relative to the other estimators considered is perhaps unsurprising in light of the irregular performance of these estimators observed in the Monte Carlo study presented earlier.

Table 6. Estimated parameters for the airborne communication transceiver dataset (with a 95% percentile bootstrap confidence interval).

| Estimation Technique | $\hat{\beta}$ | $\hat{\sigma}$ | CI $\alpha$.95 | CI $\alpha$.95 |
|----------------------|---------------|----------------|----------------|----------------|
| MLE                  | 3.549         | 9.238          | 1.540; 56.744  | 2.602; 164.290 |
| MLE.b                | 3.549         | 9.238          | 1.222; 45.509  | 2.792; 138.151 |
| LME                  | 3.387         | 8.608          | 0.963; 34.125  | 1.375; 32.499  |
| MDE.CvM              | 4.105         | 10.685         | 0.963; 34.125  | 1.225; 312.835 |
| MDE.SD               | 3.399         | 8.608          | 0.963; 34.125  | 1.375; 32.499  |
| MDE.\chi^2           | 1.820         | 7.706          | 0.583; 19.904  | 1.075; 178.639 |
| MDE.TV               | 2.402         | 9.732          | 0.610; 105.179 | 3.295; 920.361 |
| MDE.KL               | 3.549         | 9.238          | 1.474; 32.620  | 2.603; 191.968 |
| MME                  | 4.385         | 12.209         | 2.603; 131.137 | 3.464; 281.707 |

The code for this example can be found here: https://tinyurl.com/LomaxPracticalCode (accessed on 26 November 2023).

Figure 3 shows the boundary-corrected kernel density estimator (BC.KDE) of the data (obtained using the bckden suite of functions in R’s evmix package [43]) overlaid on a simple histogram. Two separate Lomax density functions are added to the plot using two different methods of parameter estimation, namely, MLE and MDE.SD, the latter being chosen because this method performed well for smaller sample sizes. In addition, the fitted
two-parameter Weibull and gamma densities are added to the plot in order to facilitate comparison between the Lomax density and other theoretical densities containing two parameters. The parameters from both of these theoretical densities are estimated via maximum likelihood. Visual inspection of the graph indicates that the Lomax densities can be considered good candidate models, as they most closely match the empirical estimate of the density of these data, whereas the gamma distribution exhibits the greatest deviation from the others.

![Graph showing densities](image)

**Figure 3.** The kernel density estimate and fitted density functions based on the airborne communication transceiver repair time data (AIC values for the MLE estimated distributions provided in parentheses in the legend).

The Akaike information criterion (AIC) is calculated for each of the three distinct distributions by employing the maximum likelihood estimators, with the results presented in Table 7. From Table 7, it can be seen that the Lomax distribution has the lowest AIC value, closely followed by the AIC of the Weibull and gamma distributions, which supports the conclusions made above.

| Distribution | AIC Value |
|--------------|-----------|
| Weibull      | 212.9     |
| Gamma        | 213.9     |
| Lomax        | 209.9     |

*The AIC value reported for the Lomax distribution employs the MLE.

5. Conclusions

In this study, different parameter estimation methods for the two parameters of the Lomax distribution have been explored and discussed. We have reviewed L-moment estimators, maximum likelihood estimators (with and without a bias adjustment), method of moments estimators, and three different minimum distance estimators. The specific goals of the study were to provide an overview of the different estimation methods as well as to determine whether the minimum distance estimators are feasible estimation alternatives for this distribution when compared to traditional methods of estimation such as maximum likelihood. In an attempt to ascertain the properties of these estimators, all of the methods were compared to one another in a comprehensive Monte Carlo simulation while assuming different parametric values for small to large samples. Unsurprisingly, this study showed that while the MLEs perform well in large samples, they yield severely biased answers in small samples. The bias correction outlined in [14], however, noticeably reduces the bias of the MLE estimates for moderate to large sample sizes.

The traditional MME is found to be a universally poor performer in terms of MSE for all settings of the $\beta$ and $\sigma$ parameters and the given sample sizes. Our simulation showed that LME is stable under different parameter settings, including varying values of $\beta$, $\sigma$, and sample size. Thus, while this estimator is almost never found to have the best performance in either small or large sample settings, it can be considered a 'safe' option for estimating of the parameters of the Lomax distribution.
Finally, several estimation methods based on distance measures were investigated, and were found to produce varied results. These methods all attempt to estimate the parameters of the Lomax distribution by considering different measures of distance measures that need to be minimised. The studied measures considered include the Cramér–von Mises (CvM), squared difference, and several phi-divergence measures (including the Kullback–Leibler (KL) divergence, total variation (TV) distance, and chi-square divergence). The results of the simulation study established that, for this class of MDE methods, the MDE.SD and MDE.CvM methods have the best overall MSE performance for small to moderate samples sizes; we would recommend either of these methods for the estimation of the Lomax parameters $\sigma$ and $\beta$ when sample sizes are smaller than 100. However, within this MDE class we find two of the worst performing methods, namely, the MDE.TV and MDE.$\chi^2$ methods. The MDE.KL method produces reasonably good MSE performance for the moderate to large sample sizes, however, as with MLE, the quality of the estimator fluctuates tremendously for smaller samples.

These results show that while no single estimator has the best overall performance, we can identify the distance-based measure, that is, MDE.SD, as generally having the best MSE performance for small sample sizes ($n = 30$ and $n = 50$), whereas MLE.b is found to be the better choice for moderate and large sample sizes ($n = 100$, $n = 200$ and $n = 500$) for almost all of the $\sigma$ and $\beta$ values considered here.

The related literature contains finds competing views about the usefulness of MDEs and MLEs. In the case of multivariate data (specifically estimators for the parameters of a copula), [44] advocates for the use of MDEs because MLEs have the disadvantage that of requiring the density of the copula, whereas MDEs only require its empirical distribution estimate. However, in an extensive overview paper comparing MDEs and MLEs for parameter estimation of copulas, [45] found that MLEs have a lower computational cost while producing lower estimation biases. Naturally, the other main advantages of the traditional MLEs are the ease with which asymptotic standard errors can be obtained, the fact that they have asymptotically normal distributions, and, consequently, that confidence intervals for the parameter being estimated are easy to obtain. In contrast, the standard errors of the other estimators considered in this paper require either complex analytical derivations (possibly with no tractable forms) or require the use of resampling methods.

Finally, we note that another important application of the Lomax distribution, not mentioned yet in this paper, is found in autoregressive conditional duration (ACD) models, which model high frequency financial data; in this context, the duration between market events are of great interest. Without discussing the details of the model, we briefly describe the role of the Lomax distribution in ACD models here; for an in-depth exposition of ACD models, see [46,47]. We only note that the error terms of the ACD model are historically assumed to be exponential or Weibull distributed; see, for example, [48]. However, in [49,50], it is found that these choices do not adequately describe the characteristics of the observed data. In [51], the authors advocate the use of infinite mixtures of exponential distributions to model the distribution of the error term, finding that this choice improves the fit of the model. If the scale parameter of this mixing exponential distribution follows an inverse Gaussian distribution, then the resulting distribution of the error term is Lomax. It is therefore important for the efficient implementation of these ACD models that we are able to accurately estimate the parameters of this distribution. Another important avenue for future research can be found in goodness-of-fit tests for the Lomax and related distributions, as these tests check the assumptions underlying the ACD models.
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Appendix A. Additional Tables

Tables A1–A6 report the results of the Monte Carlo experiments for sample sizes $n = 100$, $n = 200$, and $n = 500$. Each table shows the empirical expected value, variance, RB, MSE, and TMSE for the various estimators considered, as in the body of the paper.
### Table A1. Comparison of different estimation methods for different values of \( \beta = 1 \) and \( n = 100 \)

| Method | Mean | \( n = 100 \) | BB | MDE | MSE | TMS | Mean | \( n = 100 \) | BB | MDE | MSE | TMS |
|--------|------|---------------|----|-----|-----|-----|------|---------------|----|-----|-----|-----|
| MLE    | 1.204 | (1.199) | 0.089 | (0.067) | 9.443 | (8.157) | 0.099 | (0.075) | 1.161 | (1.139) | 0.215 | (0.167) | 16.122 | (13.996) | 0.241 | (0.182) | 0.540 | (0.258) |
| MLE,b  | 1.189 | (1.099) | 0.057 | (0.046) | 0.805 | (0.113) | 0.057 | (0.046) | 1.007 | (0.992) | 0.313 | (0.187) | 0.714 | (0.859) | 0.133 | (0.107) | 0.180 | (0.154) |
| LME    | 1.471 | (1.458) | 0.079 | (0.061) | 33.698 | (32.536) | 0.216 | (0.189) | 1.903 | (1.972) | 0.222 | (0.188) | 59.307 | (57.213) | 0.584 | (0.515) | 0.800 | (0.705) |
| MDE+CM | 1.201 | (1.186) | 0.138 | (0.116) | 9.186 | (7.816) | 0.148 | (0.125) | 1.133 | (1.151) | 0.266 | (0.227) | 15.314 | (13.097) | 0.309 | (0.265) | 0.457 | (0.379) |
| MDE+SL | 1.138 | (1.126) | 0.111 | (0.095) | 5.553 | (3.260) | 0.113 | (0.095) | 1.071 | (1.052) | 0.232 | (0.193) | 7.149 | (5.203) | 0.237 | (0.197) | 0.350 | (0.295) |
| MME    | 0.766 | (0.742) | 0.318 | (0.304) | 30.374 | (32.536) | 0.430 | (0.233) | 1.852 | (1.789) | 2.022 | (0.685) | 85.230 | (78.075) | 2.749 | (1.307) | 3.378 | (1.540) |
| MME+KL | 1.204 | (1.190) | 0.089 | (0.067) | 9.443 | (2.155) | 0.089 | (0.076) | 1.161 | (1.139) | 0.215 | (0.167) | 16.122 | (13.996) | 0.241 | (0.182) | 0.540 | (0.258) |
| MME    | 2.422 | (2.405) | 0.180 | (0.105) | 130.116 | (118.218) | 1.896 | (1.794) | 5.579 | (5.426) | 5.865 | (2.744) | 457.943 | (424.637) | 28.036 | (22.306) | 28.722 | (24.138) |

**Note:** Main entries correspond to the untrimmed values; the 1% trimmed values are provided in parentheses.
| Table A2. Comparison of different estimation methods for different values of \( \beta \) (\( \tau = 2 \) and \( n = 100 \)). |
| --- |
| **Method** | **Mean** | **Var** | **\( \beta = 1.5 \)** | **RB** | MSE | **\( \beta = 2 \)** | **RB** | MSE | **TMSE** |
| MLE | 2.121 (1.180) | 0.079 (0.060) | 10.063 (3.922) | 0.091 (0.070) | 2.236 (1.170) | 0.720 (0.937) | 11.809 (9.916) | 0.375 (0.986) | 0.866 (0.660) |
| LME | 1.116 (1.106) | 0.052 (0.042) | 1.424 (0.598) | 0.052 (0.062) | 1.941 (1.914) | 0.460 (0.368) | -2.949 (-3.422) | 0.465 (0.376) | 0.516 (0.418) |
| MDE.CvM | 1.197 (1.184) | 0.108 (0.089) | 8.857 (7.626) | 0.117 (0.096) | 2.196 (2.156) | 0.727 (0.791) | 1.949 (3.018) | 0.653 (0.643) | 0.671 (0.507) |
| MEDE.CvM | 0.117 (1.125) | 0.086 (0.074) | 3.577 (2.922) | 0.090 (0.074) | 2.046 (2.008) | 0.727 (0.789) | 2.190 (4.615) | 0.729 (0.607) | 0.819 (0.627) |
| MEDE.KL | -1.925 (1.946) | 308.580 (311.545) | -274.775 (-278.280) | 317.714 (320.913) | 3.408 (3.105) | 15.342 (3.023) | 70.366 (59.254) | 17.324 (14.466) | 353.058 (258.139) |
| MEDE.TV | -0.722 (0.751) | 0.249 (1.101) | -28.933 (-31.489) | 0.357 (0.223) | 3.502 (3.427) | 6.016 (2.513) | 76.566 (71.267) | 8.562 (6.351) | 8.719 (6.574) |
| MEDE.KL | -2.121 (1.199) | 0.079 (0.060) | 10.063 (0.923) | 0.091 (0.070) | 2.236 (2.198) | 0.720 (0.937) | 11.809 (9.916) | 0.375 (0.986) | 0.866 (0.660) |
| MMSE | 2.420 (6.211) | 0.136 (0.100) | 120.923 (119.147) | 1.932 (1.308) | 10.199 (30.420) | 72.661 (12.490) | 449.964 (471.105) | 132.414 (87.396) | 136.516 (85.214) |

**Note:** Main entries correspond to the untrimmed values, the 1% trimmed values are provided in parentheses.
Table A3. Comparison of different estimation methods for different values of $\beta$ ($\nu = 1$ and $\nu = 200$).

| Method | Mean | Var | $\beta = 1$ | BB | MSE | Mean | Var | $\nu = 1$ | BB | MSE | Mean | Var |
|--------|------|-----|------------|----|-----|------|-----|----------|----|-----|------|-----|
| MLE    | 1.147 | 0.033 | 4.332 | 0.036 | 0.036 | 1.073 | 0.080 | 7.258 | 0.085 | 0.120 |
| MLE.b  | 1.086 | 0.028 | 0.512 | 0.028 | 0.028 | 1.007 | 0.060 | 0.644 | 0.066 | 0.081 |
| MDE.CvM | 1.157 | 0.064 | 5.163 | 0.067 | 0.185 | 1.085 | 0.130 | 8.507 | 0.137 | 0.204 |
| MDE.CvM 1.157 | 1.126 | 0.058 | 2.561 | 0.058 | 0.148 | 1.048 | 0.118 | 4.774 | 0.120 | 0.179 |
| MDE.CvM 1.157 | 0.409 | 0.400 | 15.556 | 0.297 | 0.837 | 4.774 | 1.003 | 3.075 | 0.137 | 0.204 |
| MDE.CvM 1.157 | 0.646 | 0.638 | 0.050 | 0.050 | 1.039 | 0.050 | 4.091 | 0.050 | 0.081 |
| MDE.CvM 1.157 | 1.147 | 0.033 | 4.221 | 0.036 | 0.036 | 1.073 | 0.079 | 7.252 | 0.085 | 0.120 |
| MDE.CvM 1.157 | 2.234 | 0.225 | 103.330 | 1.328 | 6.674 | 14872.693 | 28.253 | 567.367 | 453.901 | 46794.220 | 25.139 |

| Method | Mean | Var | $\beta = 1.5$ | BB | MSE | Mean | Var | $\nu = 1$ | BB | MSE | Mean | Var |
|--------|------|-----|--------------|----|-----|------|-----|----------|----|-----|------|-----|
| MLE    | 1.569 | 0.099 | 4.603 | 0.104 | 0.104 | 1.073 | 0.105 | 7.343 | 0.107 | 0.214 |
| MLE.b  | 1.487 | 0.075 | 0.846 | 0.075 | 0.075 | 0.986 | 0.078 | 1.222 | 0.079 | 0.153 |
| MDE.CvM 1.569 | 1.720 | 0.109 | 13.986 | 0.130 | 0.130 | 1.208 | 0.130 | 20.774 | 0.162 | 0.316 |
| MDE.CvM 1.569 | 1.576 | 0.158 | 5.041 | 0.163 | 0.163 | 1.078 | 0.130 | 7.810 | 0.157 | 0.320 |
| MDE.CvM 1.576 | 1.526 | 0.139 | 1.720 | 0.139 | 0.139 | 1.034 | 0.133 | 5.412 | 0.154 | 0.273 |
| MDE.CvM 1.576 | 0.857 | 0.393 | 1.054 | 0.366 | 1.054 | 0.157 | 3.182 | 0.179 | 0.365 |
| MDE.CvM 1.576 | 1.014 | 0.995 | 5.187 | 0.157 | 0.157 | 1.014 | 0.157 | 6.470 | 0.157 | 0.273 |
| MDE.CvM 1.014 | 1.360 | 1.350 | 1.481 | 1.481 | 1.481 | 1.014 | 1.014 | 6.470 | 1.014 | 0.273 |
| MDE.CvM 1.360 | 1.570 | 1.527 | 0.962 | 0.962 | 1.147 | 0.977 | 7.343 | 1.010 | 0.214 |
| MDE.CvM 1.570 | 2.121 | 2.096 | 1.498 | 1.498 | 1.498 | 1.147 | 1.147 | 6.470 | 1.147 | 0.273 |
| MDE.CvM 2.121 | 3.004 | 2.909 | 0.540 | 0.540 | 0.540 | 1.147 | 1.147 | 6.470 | 1.147 | 0.273 |

| Method | Mean | Var | $\beta = 2$ | BB | MSE | Mean | Var | $\nu = 1$ | BB | MSE | Mean | Var |
|--------|------|-----|------------|----|-----|------|-----|----------|----|-----|------|-----|
| MLE    | 2.123 | 0.082 | 6.007 | 0.298 | 0.298 | 1.087 | 0.143 | 8.682 | 0.150 | 0.438 |
| MLE.b  | 1.954 | 0.137 | 2.303 | 0.178 | 0.178 | 1.067 | 0.086 | 3.176 | 0.089 | 0.267 |
| MDE.CvM 2.123 | 2.220 | 0.211 | 10.995 | 1.146 | 1.146 | 1.050 | 0.164 | 5.804 | 0.167 | 0.533 |
| MDE.CvM 2.220 | 2.089 | 0.364 | 3.436 | 0.388 | 0.388 | 1.050 | 0.164 | 5.804 | 0.167 | 0.533 |
| MDE.CvM 2.089 | 1.987 | 0.307 | 0.666 | 0.307 | 0.307 | 0.999 | 0.159 | 5.804 | 0.167 | 0.533 |
| MDE.CvM 1.987 | 1.360 | 1.330 | 0.481 | 1.319 | 1.319 | 1.014 | 0.159 | 5.804 | 0.167 | 0.533 |
| MDE.CvM 1.360 | 1.570 | 1.527 | 0.351 | 1.288 | 1.288 | 1.014 | 0.159 | 5.804 | 0.167 | 0.533 |
| MDE.CvM 1.570 | 2.121 | 2.096 | 0.754 | 1.137 | 1.137 | 1.014 | 0.159 | 5.804 | 0.167 | 0.533 |
| MDE.CvM 2.121 | 3.004 | 2.909 | 0.540 | 1.147 | 1.147 | 1.014 | 0.159 | 5.804 | 0.167 | 0.533 |

Note: Main entries correspond to the untrimmed values, the 1% trimmed values are provided in parentheses.
| Method      | Mean         | Var     | β = 1:3 | RR | MSE | TMSE(
|-------------|--------------|---------|---------|----|-----|-------|
| MLE         | 1.159        | 0.032   | 4.876   | 4.392 | 0.035 | (0.029) |
| MLEᵇ        | 1.113        | 0.027   | 4.299   | 4.648 | 0.027 | (0.023) |
| MLEᶜ        | 1.137        | 0.026   | 25.210  | (24.590) | 0.113 | (0.104) |
| MDE.C+      | 1.158        | 0.095   | 5.231   | 4.435 | 0.039 | (0.030) |
| MDE.C+S     | 1.129        | 0.050   | 3.095   | (2.906) | 0.051 | (0.046) |
| MDE.2       | 0.770        | (1.723) | 138.452 | (139.790) | 141.700 | (143.131) |
| MDE.CKL     | 0.663        | 0.050   | 0.062   | (0.062) | 0.241 | (0.241) |
| MDE.CKM     | 2.048        | 0.062   | 108.324 | (105.485) | 1.199 | (1.239) |

| Method      | Mean         | Var     | β = 1:5 | RR | MSE | TMSE(
|-------------|--------------|---------|---------|----|-----|-------|
| MLE         | 1.561        | 0.094   | 4.037   | (3.172) | 0.098 | (0.079) |
| MLEᵇ        | 1.483        | 0.072   | 0.772   | (0.660) | 1.596 | (1.525) |
| MLEᶜ        | 1.736        | 0.104   | 14.267  | (13.552) | 0.151 | (0.130) |
| MDE.C+      | 1.539        | 0.120   | 2.611   | (2.727) | 0.121 | (0.115) |
| MDE.C+S     | 1.492        | 0.115   | 0.309   | (0.309) | 0.425 | (0.425) |
| MDE.2       | 0.829        | 0.083   | 0.975   | (0.960) | 0.404 | (0.404) |
| MDE.CKL     | 1.023        | 0.103   | 3.067   | (3.012) | 0.390 | (0.373) |
| MDE.CKM     | 1.561        | 0.094   | 4.037   | (3.172) | 0.098 | (0.079) |
| MDE.CKM     | 2.017        | 0.165   | 47.767  | (46.563) | 1.197 | (1.327) |

| Method      | Mean         | Var     | β = 2   | RR | MSE | TMSE(
|-------------|--------------|---------|---------|----|-----|-------|
| MLE         | 2.103        | 0.262   | 5.898   | (5.883) | 0.292 | (0.257) |
| MLEᵇ        | 1.942        | 0.177   | 0.772   | (0.799) | 1.914 | (1.889) |
| MLEᶜ        | 2.015        | 0.292   | 0.740   | (0.343) | 0.292 | (0.285) |
| MDE.C+      | 1.907        | 0.249   | 3.127   | (3.130) | 0.253 | (0.277) |
| MDE.C+S     | 1.355        | 1.470   | 0.205   | (0.205) | 1.352 | (1.305) |
| MDE.2       | 1.563        | 1.035   | 4.271   | (4.251) | 1.222 | (1.266) |
| MDE.CKL     | 2.105        | 0.269   | 3.148   | (3.084) | 1.187 | (1.213) |
| MDE.CKM     | 3.001        | 0.552   | 3.063   | (3.026) | 1.154 | (1.341) |

| Method      | Mean         | Var     | β = 2:3 | RR | MSE | TMSE(
|-------------|--------------|---------|---------|----|-----|-------|
| MLE         | 2.217        | 0.280   | 3.235   | (3.246) | 0.208 | (0.202) |
| MLEᵇ        | 2.013        | 0.252   | 3.150   | (3.163) | 1.098 | (1.108) |
| MLEᶜ        | 2.302        | 0.137   | 10.991  | (9.909) | 2.624 | (2.281) |
| MDE.C+      | 2.015        | 0.341   | 0.253   | (0.235) | 0.341 | (0.276) |
| MDE.C+S     | 2.024        | 0.260   | 3.748   | (3.778) | 0.293 | (0.287) |
| MDE.2       | 1.474        | 1.315   | 3.073   | (3.083) | 1.918 | (1.895) |
| MDE.CKL     | 1.469        | 1.456   | 3.734   | (3.742) | 1.628 | (1.643) |
| MDE.CKM     | 2.217        | 0.396   | 5.982   | (4.211) | 0.400 | (0.392) |
| MDE.CKM     | 3.119        | 0.774   | 48.861  | (48.520) | 1.770 | (1.840) |

Note: Main entries correspond to the untrimmed values; the 1% trimmed values are provided in parentheses.

Table A4. Comparison of different estimation methods for different values of β (β = 2 and n = 200).
Table A5. Comparison of different estimation methods for different values of $\beta$ ($\sigma = 1$ and $n = 500$).

| Method | Mean | Var | RB | MSE | Mean | Var | RB | MSE | Mean | Var | RB | MSE | TMSE |
|--------|------|-----|----|-----|------|-----|----|-----|------|-----|----|-----|------|
| MLE    | 1.107 | 0.032 | 1.546 | (1.127) | 0.012 | 0.001 | 1.026 | (1.021) | 0.027 | (0.024) | 2.640 | (3.077) | 0.028 | (0.023) | 0.040 | (0.035) |
| MLEb   | 1.082 | (1.098) | 0.011 | (0.013) | 0.105 | (1.101) | 0.011 | (0.013) | 1.002 | (0.097) | 0.202 | (0.033) | 0.026 | (0.023) | 0.037 | (0.033) |
| LME    | 1.284 | (1.284) | 0.016 | (0.027) | 0.137 | (0.131) | 0.047 | (0.034) | 30.930 | (20.219) | 0.143 | (0.044) | 0.194 | (0.052) |
| MDE.TV | 1.122 | (1.117) | 0.022 | (0.019) | 0.005 | (0.007) | 0.039 | (0.024) | 5.275 | (2.500) | 0.046 | (0.019) | 0.076 | (0.008) |
| MDE.SD | 1.111 | (1.106) | 0.021 | (0.018) | 0.019 | (0.013) | 0.019 | (0.011) | 1.894 | (1.315) | 0.043 | (0.027) | 0.058 | (0.016) |
| MDE.T  | 0.579 | (0.575) | 0.009 | (0.008) | 47.335 | (47.307) | 0.280 | (0.245) | 1.273 | (1.266) | 0.037 | (0.033) | 0.112 | (0.104) | 0.392 | (0.367) |
| MDE.TV | 0.652 | (0.447) | 0.016 | (0.014) | 0.729 | (0.717) | 0.246 | (0.218) | 1.351 | (1.343) | 0.055 | (0.048) | 0.178 | (0.167) | 0.394 | (0.365) |
| MDE.KL | 1.137 | (1.135) | 0.052 | (0.050) | 1.345 | (1.236) | 0.022 | (0.015) | 0.027 | (0.024) | 2.637 | (2.076) | 0.028 | (0.025) | 0.040 | (0.035) |
| MDE    | 2.198 | (2.153) | 0.051 | (0.009) | 92.666 | (32.272) | 1.090 | (1.088) | 0.334 | (0.316) | 259.137 | (5.122) | 0.592 | (0.580) | 2.361 | (2.951) |

Note: Main entries correspond to the untrimmed values; the 1% trimmed values are provided in parentheses.
| $n = 500$ | Method | Mean | Var | $\beta = 1.5$ | Mean | MSE | RR | Var | $\beta = 2$ | Mean | MSE | RR | Var |
|---------|--------|------|------|---------------|------|-----|----|------|---------------|------|-----|----|------|
| MLE     | 1.119  | 0.011| 1.730| (1.396)       | 0.012| (0.088)| 2.052| (2.041)| 0.108| (0.096)| 2.911| (2.039)| 0.111| (0.098) |
| MLE.b   | 1.104  | 0.011| 0.325| (0.812)       | 0.011| (0.089)| 2.005| (1.992)| 0.101| (0.096)| 1.555| (1.377)| 0.151| (0.090) |
| LME     | 1.290  | 0.017| 27.252| (16.899)      | 0.035| (0.089)| 2.135| (2.602)| 0.196| (0.180)| 30.754| (30.069)| 0.574| (0.542) |
| MDE.SD  | 1.124  | 0.021| 2.199| (1.728)       | 0.022| (0.089)| 2.065| (2.051)| 0.174| (0.153)| 3.285| (2.527)| 0.178| (0.155) |
| MDE.CaM | 1.114  | 0.020| 1.232| (0.762)       | 0.021| (0.088)| 2.058| (2.025)| 0.167| (0.147)| 1.894| (1.172)| 0.169| (0.146) |
| MDE.b   | 0.432  | 0.420| 14.945| (15.144)      | 0.301| (15.587)| 2.587| (2.511)| 0.312| (0.124)| 29.353| (25.589)| 3.466| (0.365) |
| MDEbTV  | 0.682  | 0.647| 0.017| (0.035)       | 0.218| (0.220)| 2.676| (2.660)| 0.213| (0.118)| 33.779| (30.023)| 0.667| (0.624) |
| MDEbKL  | 1.139  | 0.115| 1.730| (1.396)       | 0.012| (0.089)| 2.052| (2.041)| 0.108| (0.096)| 2.911| (2.039)| 0.111| (0.098) |
| MMb     | 2.122  | 0.217| 82.901| (72.641)      | 1.054| (0.885)| 12.387| (11.746)| 0.948| (24.968)| 530.627| (478.359)| 203.079| (139.991) |

Note: Main entries correspond to the untruncated values, the 1% trimmed values are provided in parentheses.
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