Neural signatures of evidence accumulation in temporal decisions
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In brief

Ofir and Landau show that the EEG response to stimuli offsets in a temporal categorization task reflect their duration and participants’ decisions. The responses match the distance to bound in a drift-diffusion model and generalize across sensory modalities and time ranges. The work provides a new way to study the cognitive processes underlying temporal decisions.
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SUMMARY

Cognitive models of interval timing can be formulated as an accumulation-to-bound process.1–5 However, the physiological manifestation of such processes has not yet been identified. We used electroencephalography (EEG) to measure the neural responses of participants while they performed a temporal bisection task in which they were requested to categorize the duration of visual stimuli as short or long.6 We found that the stimulus-offset and response-locked activity depends on both stimulus duration and the participants’ decision. To relate this activity to the underlying cognitive processes, we used a drift-diffusion model.7 The model includes a noisy accumulator starting with the stimulus onset and a decision threshold. According to the model, a stimulus duration will be categorized as “long” if the accumulator reaches the threshold during stimulus presentation. Otherwise, it will be categorized as “short.” We found that at the offset of stimulus presentation, an EEG response marks the distance of the accumulator from the threshold. Therefore, this model offers an accurate description of our behavioral data as well as the EEG response using the same two model parameters. We then replicated this finding in an identical experiment conducted in the tactile domain. We also extended this finding to two different temporal ranges (sub- and supra-second). Taken together, the work provides a new way to study the cognitive processes underlying temporal decisions, using a combination of behavior, EEG, and modeling.

RESULTS

Humans and non-human animals routinely make decisions about elapsed time. Such decisions are encountered daily, when waiting for a meal to cook or when preparing to move in anticipation of a changing traffic signal. These decisions can typically be phrased as “has it been long enough since a certain event?” Theoretical studies of interval timing often describe the representation of duration as an accumulation of internally produced ticks (pacemaker-accumulator models),1–5 which can be formulated as a bounded decision process.8,9 The threshold in such models marks when a target duration has elapsed. However, clear physiological manifestations of the abstract accumulation process or the threshold have not yet been identified.10,11

Offset event-related potential (ERP) amplitude depends on stimulus duration and participants’ decision

We examined the electroencephalography (EEG) response of participants while they categorized stimuli based on their duration (Figure 1). The task started with a short familiarization stage in which participants viewed only the shortest (0.5 s) and longest (2.1 s) durations as reference stimuli. After familiarization, participants viewed stimuli that were presented at a variable duration between the two reference durations, and they were required to classify each stimulus as being more similar to the short or the long reference (STAR Methods).6 Their EEG was measured and analyzed for the stimulus-offset response.

About 300 ms after stimulus offset, there is a large positive deflection that depends on stimulus duration: shorter durations elicit a larger potential (Figure 2A). The potential amplitude diminishes with longer durations and saturates at a certain stimulus duration (Figures 2A and 2B). Importantly, the stimulus duration at which the response saturates is near the duration wherein group performance is closest to 50% (i.e., the bisection point; compare Figures 2B and 2D). Finally, these responses predict the subjective perceived time: a given stimulus with a duration closest to an individual’s bisection point elicited a larger potential if it was categorized as “short” rather than “long” (Figure 2C). Three main factors could contribute to the offset response: stimulus duration, participants’ decision, and response preparation, with the first two being the factors of interest. As these three factors are not independent, we used a hierarchical mass univariate general linear model (GLM) approach to test the dependence of the offset-evoked EEG on all three.13 At the first level, the data of each participant were modeled using stimulus duration (continuous predictor, twelve durations between 0.5 and 2.1 s), participant response to that stimulus (categorical predictor, “long” or “short”), and their interaction while controlling for the response time (continuous predictor; STAR Methods). Beta coefficients were estimated for each electrode
and time point. At the second level, beta estimates for each predictor were entered into a non-parametric cluster-based analysis to evaluate the significance of these effects at the group level over time and scalp location (STAR Methods; Figure S2)\textsuperscript{14,15}.

This analysis revealed a clear effect of stimulus duration, participants’ decision, and their interaction on the offset EEG responses. First, the offset response was related to stimulus duration most clearly for “short” trials. This was supported by a significant interaction between duration and decision (p < 10\textsuperscript{-4}, cluster extending from 271 to 500 ms following offset). Within stimuli categorized as “short,” shorter stimuli elicited larger offset responses (Figure 2A; post hoc test for duration effect, p < 10\textsuperscript{-4}, cluster extending from 273 to 500 ms following offset). In contrast, within stimuli categorized as “long,” we did not find a significant effect of duration. Last, for stimuli presented for the mean duration (1.3 s, close to the mean bisection point of 1.25 s), stimuli categorized as “short” were associated with a larger offset response compared with those categorized as “long.” This was supported by the significant effect of the participants’ decision (Figure 2C; p < 10\textsuperscript{-4}, cluster extending from 283 to 500 ms following offset). This effect strongly supports the interpretation of the EEG response as reflecting subjective rather than physical duration: although the same physical duration is presented, “short” decisions elicited a significantly larger offset response in the EEG compared with “long” decisions. The effects of duration, decision, and their interaction were most evident in a group of frontocentral electrodes 300–500 ms after stimulus offset (for a full report of the spatiotemporal extent of significant clusters, see Figure S2). Within this cluster, we used a subset of electrodes to relate the physiology to the underlying cognitive processes in the task (STAR Methods).

**Offset ERPs reflect the distance from the decision threshold**

In summary, the EEG offset responses are modulated both by the duration of the stimulus and the decision of the participant: stimuli categorized as “long” elicit virtually no response, regardless of the stimulus duration, while for stimuli categorized as “short,” shorter durations elicit larger responses. This pattern suggests that the EEG reflects the cognitive process that underlies temporal bisection performance. Timing behaviors are often modeled by pacemaker-accumulator models, which can be formulated as different versions of accumulation-to-bound processes. We use a simplification of ToPDDM\textsuperscript{7} (time-adaptive, opponent Poisson drift-diffusion model), the only model to explicitly consider the decisions being made before the stimulus ends.\textsuperscript{16} The basis of the model is a drift-diffusion process that reflects an internal dynamic representation of duration (i.e., evidence accumulation). This process starts at the stimulus onset and continues until either the decision threshold is reached or the stimulus offsets. If the threshold is reached during stimulus presentation, evidence accumulation terminates,\textsuperscript{17} and the stimulus is categorized as “long”; otherwise, the stimulus is categorized as “short” (Figures 2G and 2H). The EEG offset response reflects the distance from the decision threshold (Figures 2E and 2F): for “long” trials there is no response, regardless of stimulus duration, because the threshold has already been reached, and for “short” trials, the shorter the stimulus, the larger the distance to the threshold at the offset (for a full description of the model and its relation to the original ToPDDM, see STAR Methods).

To assess the qualitative fit of the model to the EEG data, we estimated the model parameters (the ratio of the threshold to the drift rate and the squared ratio of the threshold to the diffusion rate\textsuperscript{8}; STAR Methods) using the average behavioral data (Figure 2D). We then used the same parameters to predict the average EEG response with a simulation (STAR Methods). The model parameters fit to participants’ behavioral performance capture the offset response pattern accurately (R\textsuperscript{2} = 0.98; Figure 2B; for parameter estimates, see Table S1). We emphasize that the purpose of introducing the cognitive model is to explain the EEG pattern established by the GLM analysis rather than to estimate the cognitive parameters using the EEG\textsuperscript{18} (STAR Methods).

To investigate the scope of the reported pattern, we examined whether the findings generalize to another sensory modality. Finding the same pattern in another modality would serve as a conceptual replication as well as an important extension indicating that this temporal-evidence accumulation process is modality independent.

**The accumulated evidence index is modality independent**

In experiment 2, individuals performed the exact same task in the tactile modality. Participants had to judge the duration of a vibrotactile stimulus that was presented to the fingers of their left hand. Instructions, experimental design, and EEG data handling were identical to those in experiment 1 (STAR Methods).

As in experiment 1, the statistical analysis, using the same GLM, reveals the clear effect of stimulus duration, participants’ decision,
Figure 2. EEG tracks accumulated evidence in temporal bisection

(A–D) Neural responses to stimuli offsets depend on stimulus duration and participants’ decision.
(A) EEG time-locked to stimulus offset as a function of stimulus duration (color coded; data for EEG traces were lowpass filtered for visualization only). Shaded areas mark the SEM across participants. The gray horizontal line marks the epoch of the most significant cluster of the effect of duration for trials categorized as “short.”
(B) Average potential across the frontocentral electrodes in a time window of 300–500 ms post-offset, per stimulus duration (same color code as A). Circles show the observed average potentials, error bars depict the SEM across participants, and the solid curve shows the responses predicted by the cognitive model fit to the behavior ($R^2 = 0.98$; see offset ERPs reflect the distance from the decision threshold section in the results). The interaction of the stimulus duration and participant response is evident in the saturating (i.e., decreasing) slope. The inset shows the scalp distribution of the cognitive model fits in the same time window. The frontocentral electrodes depicted in (A)–(C) are marked in white.
(C) Offset responses to the stimuli with durations closest to individual participants’ bisection points, separated by participants’ decision. Shaded areas mark the SEM across participants. The gray horizontal line marks the time window of the most significant cluster of the effect of decision for the mean duration.
(D) The behavioral results along with the model fit. Circles show the average percent of “long” responses across participants for each stimulus duration, and error bars depict the SEM. The solid curve shows the fit of the model to the data.
(E–H) Cognitive model of temporal decisions. The model includes a noisy accumulator (orange line, E and G) and a decision threshold (black horizontal line, E and G).
(E) The distance of the accumulator from the threshold for different stimulus durations. Blue shading shows the distribution of accumulator values at the stimulus offset for different durations. Red vertical lines correspond to the mean distance of the accumulator from the threshold.
(F) The distance from the decision threshold is the predicted offset response curve of the model.
(G) Accumulator dynamics during stimulus presentation. The thick blue line shows the mean value of the accumulator over time, and the blue shading shows the 95% highest density interval for accumulator values. The red curve (top) depicts the distribution of threshold-crossing times (for which the cumulative distribution appears in H).
(H) The psychometric curve produced by the model corresponds to the probability of the accumulator reaching the threshold by stimulus offset.

See also Figure S1.
and their interaction on the EEG. Offset responses were related to duration most clearly for “short” trials, as indicated by a significant interaction between duration and decision (p < 10^{-3}, cluster extending from 389 to 500 ms following offset). For “short” trials, shorter stimuli elicited larger offset responses (Figure 3A; duration effect, p < 10^{-4}, cluster extending from 334 to 500 ms following offset). Last, for stimuli presented for the mean duration (1.3 s, compared with the average bisection point of 1.07 s), stimuli categorized as “short” were associated with a larger offset response compared with those categorized as “long.” This was supported by the significant effect of the participants’ decision (Figure 3C; p < 10^{-3}, cluster extending from 281 to 461 ms following offset). Because in this experiment the mean bisection point was farther from the mean duration, we complemented the GLM analysis with a direct comparison of the mean amplitude in the frontocentral electrodes 300–500 ms following stimulus offset between near-bisection trials categorized as “short” versus “long.” This was explored by the significant effect of the participants’ decision (Figure 3C; p < 10^{-3}, cluster extending from 281 to 461 ms following offset). Because in this experiment the mean bisection point was farther from the mean duration, we complemented the GLM analysis with a direct comparison of the mean amplitude in the frontocentral electrodes 300–500 ms following stimulus offset between near-bisection trials categorized as “short” versus “long” (i.e., tailored per participant as depicted in Figure 3C). This analysis corroborated the result of the GLM, with “short” categorized trials associated with a larger amplitude (paired t test, t_{28} = 4.23, p < 10^{-3}). The effects found using the GLM were evident in a time range similar to that found in experiment 1, with a similar topographical distribution (Figure S2). Hence, we focused on the same epoch and electrodes when evaluating the fit of the cognitive model to these data. The full report of the spatiotemporal extent of significant clusters is described in the supplemental material (Figure S2).

We fitted the cognitive model parameters to the average behavioral data and used these to predict the average EEG responses. Here again, the EEG pattern was reproduced by the model (R^2 = 0.96; Figure 3B; see parameter estimates in Table S1). In summary, by replicating our previous findings in a tactile experiment, we show that the EEG response to stimulus offset reflects a temporal-evidence accumulation process that is not specific to the visual system and is therefore, potentially, modality independent.

Finally, to convincingly state that the processes delineated in the EEG offset response index accumulated evidence to a decision threshold rather than the specific, physical durations used in this task, we next set out to demonstrate that the same results are found when a task consists of a different stimulus set with different durations. In other words, we asked whether the offset response scales to reflect accumulation-to-threshold under different temporal contexts. The behavioral performance (summarized by the psychometric curve) of participants will change to accommodate the different temporal contexts in this task. Under the model we focus on in this work, this is explained by an adaptation of the accumulation rate.9

The accumulation index tracks relative rather than absolute duration

In experiment 3, individuals performed the same visual-temporal bisection task as in experiment 1, but they performed the task in two separate blocks. The blocks included stimuli in two time ranges: either 0.2–0.8 or 1–2 s. Block order was counterbalanced across participants, and each block was preceded by a familiarization stage. EEG data were acquired and handled with the exact same procedures as in the previous experiments. In this experiment, we assigned different hands to “long” and “short” responses, counterbalanced across participants, to control for motor preparation confounds in the EEG (STAR Methods).
Figure 4. EEG tracks accumulated evidence in short-duration (0.2–0.8 s) and long-duration (1–2 s) contexts (A and E) EEG time-locked to stimulus offset as a function of stimulus duration (colors, lines, shades, and significance as in Figure 2) for (A) short-duration and (E) long-duration contexts. (B and F) Average potential across the frontocentral electrodes in a time window of 300–500 ms post-offset, per stimulus duration, along with model predictions (short-duration block, $R^2 = 0.98$; long-duration block, $R^2 = 0.97$). The inset shows the scalp distribution of the cognitive model fits in the same time window. The frontocentral electrodes depicted in (A)–(C) and (E)–(G) are marked with white-filled circles. (C and G) Offset responses to the stimuli with durations closest to individual participant’s bisection points, separated by the participant’s decision. (D and H) The behavioral results along with the cognitive model fit. See also Figure S1.
Our model predicts that the offset response should track the relative distance of accumulated evidence to a decision threshold rather than absolute duration. Indeed, comparing offset responses shows that they are maximal to the shortest duration for both blocks (0.2 or 1 s; Figures 4A and 4E). As in the previous experiments, the GLM analysis revealed a clear effect of stimulus duration, participants’ decision, and their interaction on the offset EEG responses. A stronger relation between stimulus duration and offset responses is seen in “short” trials, as indicated by a significant interaction between duration and decision (short-duration block, p < 10^-3, cluster extending from 307 to 500 ms following offset; long-duration block, p < 0.03, cluster extending from 244 to 299 ms following offset). For “short” trials, shorter stimuli elicited larger offset responses (Figures 4A and 4E; duration effect, p < 10^-3 in both blocks, cluster extending from 357 to 500 ms and from 342 to 500 ms following offset for the short-duration and long-duration blocks, respectively). Last, for stimuli presented for the mean duration (short-duration block, 0.5 s compared with mean bisection point of 0.47 s; long-duration block, 1.5 s compared with mean bisection point of 1.49 s), stimuli categorized as “short” were associated with a larger offset response compared with those categorized as “long.” This was supported by the significant effect of the participants’ decision (Figures 4C and 4G; p < 10^-3 in both blocks, cluster extending from 328 to 496 ms and from 260 to 500 ms following offset for the short-duration and long-duration blocks, respectively). Note that offset responses for stimuli shorter than 500 ms (3 of the 7 durations in experiment 3a) contain onset responses to the same stimuli, most strongly seen in the epoch 0–300 ms after stimulus offset. However, the latter part of the offset response on which we test the cognitive model follows the same pattern seen in other experiments with longer intervals. The effects were evident in the same time range as in experiment 1, with a similar topographical distribution. The full report of the spatiotemporal extent of significant clusters is described in the supplemental material (Figure S2).

We fitted the model parameters to the average behavioral data and used these to predict the EEG responses in the same electrodes and epoch as in experiments 1 and 2. The model predictions matched the observed EEG offset responses (Figures 4B and 4F; short-duration block, R^2 = 0.98; long-duration block, R^2 = 0.97; for parameter estimates, see Table S1). In conclusion, if the offset response is interpreted as tracking temporal evidence, then experiment 3 supports another prediction: namely, that the offset responses will scale according to the set of durations used in the task.

DISCUSSION

We used a temporal bisection task in three different experiments. Participants had to categorize stimuli presented at varied durations as either “long” or “short.” Experiment 1 presented visual stimulation. Experiment 2 presented tactile stimulation using identical timing parameters as in experiment 1. Experiment 3 compared two different temporal ranges, sub- and supra-second durations, in the visual modality. We found that the EEG responses to stimulus offset reflect the distance of accumulated evidence toward a decision threshold in different sensory modalities and for different temporal ranges: stimuli categorized as “long” elicit an equal response regardless of duration, while for “short” stimuli, shorter durations elicit larger responses. Accordingly, stimuli of identical duration elicit larger responses if they are categorized as “short.” We also find evidence that participants with short bisection points exhibit EEG curves that reach a plateau at earlier durations (Figure S4; STAR Methods).

Late ERP components (e.g., P300) have previously been implicated in research on surprisal and prediction.19 Our findings can also be interpreted as a surprisal response to the stimulus offset, which is inversely related to the hazard rate.20 Future experiments could directly assess the separate contributions of the hazard rate and temporal evidence to the offset response by manipulating the distribution of the intervals.

The current report adds to the growing literature about EEG signatures that track interval timing,21 including contingent negative variation (CNV),22 lateralized readiness potential (LRP),23 and beta oscillations.24,25 Recently, offset responses have gained interest as signatures that are strongly modulated in interval timing experiments.26,27–31 Two responses have been highlighted, an early offset response, which we briefly describe in Figure S2, and a late offset response, which is the focus of this work. By focusing on evidence accumulation, which previous work relates to late ERPs,32 our findings contribute a direct link between EEG, behavior, and specific underlying cognitive processes and computations.

At the neural network level, previous work explored population clocks33 and low-dimensional trajectories34 as potential representations of elapsed time. Both can be conceptualized in terms of a process evolving toward a set point, similar to a bounded accumulation process. Thus, our findings can be viewed as a unidimensional representation of the complex activity patterns seen at the levels of neural networks and provide a putative link between human cognitive neuroscience and animal physiology. This link supports a common framework for the study of temporal cognition across species and at different levels of description in the neural system.

**STAR METHODS**

Detailed methods are provided in the online version of this paper and include the following:

- **KEY RESOURCES TABLE**
- **RESOURCE AVAILABILITY**
  - Lead contact
  - Materials availability
  - Data and code availability
- **EXPERIMENTAL MODEL AND SUBJECT DETAILS**
- **METHOD DETAILS**
  - Experiments 1 and 3 - Visual stimuli
  - Experiment 2 - Tactile stimuli
  - Design and procedure
  - Summary of experimental design and procedures for all experiments
- **EEG acquisition**
- **QUANTIFICATION AND STATISTICAL ANALYSIS**
  - EEG preprocessing
  - General linear model
  - Cognitive process model
Fitting the model to behavior and simulating the EEG response
Estimating the correlation between the EEG and psychometric curves at the level of single participants
Motor preparation control analysis
Response time control analysis

SUPPLEMENTAL INFORMATION
Supplemental information can be found online at https://doi.org/10.1016/j.cub.2022.08.006.
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|-----------------------|-------------------------------|------------|
| MATLAB 2018b          | The MathWorks                 | https://www.mathworks.com/; RRID: SCR_001622 |
| Experiment code       | This paper                    | https://www.doi.org/10.17605/OSF.IO/MRA6D |
| Analysis code         | This paper                    | https://www.doi.org/10.17605/OSF.IO/MRA6D |
| Psychotoolbox          | Kleiner et al.35              | http://psychtoolbox.org/; RRID: SCR_002881 |
| OpenSesame             | Mathôt et al.36               | https://osdoc.cogsci.nl/; RRID: SCR_002849 |
| Palamedes toolbox     | Prins and Kingdom37           | https://www.palamedestoolbox.org/; RRID: SCR_006521 |
| Fieldtrip toolbox     | Oostenveld et al.38           | https://www.fieldtriptoolbox.org/; RRID: SCR_004849 |
| LIMO EEG               | Pernet et al.13               | https://limo-eeg-toolbox.github.io/limo_meeg/; RRID: SCR_009592 |
| EEGLAB                 | Delorme and Makeig39          | https://sccn.ucsd.edu/eeglab/index.php; RRID: SCR_007292 |

RESOURCE AVAILABILITY

Lead contact

Further information and requests for resources should be directed to and will be fulfilled by the lead contact, Ayelet N. Landau (ayelet.landau@mail.huji.ac.il).

Materials availability

This study did not generate new unique reagents.

Data and code availability

- De-identified human data (behavior, processed EEG and GLM results) have been deposited at OSF. They are publicly available as of the date of publication. DOIs are listed in the key resources table.
- All original code for running the experiments as well as the analysis reported in this paper has been deposited at OSF and is publicly available as of the date of publication. DOIs are listed in the key resources table.
- Any additional information required to reanalyze the data reported in this paper is available from the lead contact upon request.

EXPERIMENTAL MODEL AND SUBJECT DETAILS

A total of 116 individuals participated in a total of three experiments. Experiment 1 n=45 (31 women, average age = 22.9 (SD 2.7)), experiment 2 n=40 (23 women, average age = 25 (SD 4.2)) and experiment 3 n=31 (13 women, average age = 24 (SD 3.1)). Participants were recruited from the university community and were compensated for their time with either money (10 euro per hour) or class credit. All procedures were approved by the institutional review board of ethical conduct. 2 subjects were removed from experiment 2 after collection due to technical issues in the EEG recording: One had faulty triggers and the other had high levels of noise in M1, which is used as one of the reference electrodes.

METHOD DETAILS

Three experiments are included in this report. The basic structure of the experiments was identical and therefore, for most, methods and task instructions are shared unless otherwise specified.

Experiments 1 and 3 - Visual stimuli

Visual stimuli consisted of a square-wave grating presented in a circular window on a BenQ XL2420Z monitor running on 144 Hz (experiment 1) or 100 Hz (experiment 3) using Psychtoolbox in Matlab.35 The grating had a spatial frequency of 3 cycles per visual field.40
degree, a diameter of 8° visual degree and was positioned at the center of the screen. During the experiment, stimuli were presented for different durations (see design and procedure) at two different levels of contrast, 100% and 50%. To ameliorate adaptation to the stimuli, gratings were presented randomly with a tilt of 45° or 135°, and a phase of 0°, 90° or 180°.

**Experiment 2 - Tactile stimuli**

Stimulation was produced with a vibrotactile coin stimulator connected to an open-source hardware, Arduino (Uno Rev3), programmed with C++ on a compatible IDE. The experiment was built and run on OpenSesame v3.1.26 The vibration produced by the Arduino had a frequency of approximately 120 Hz. Headphones were used to administer white noise throughout the experiment, in order to prevent participants from hearing the vibration. Vibration was presented to the left hand, to either the index finger, the middle finger or both fingers leaving the right hand free to deliver responses with a keypress. In addition, two different levels of vibration-intensity were presented.

**Design and procedure**

In experiment 1 there were twelve levels of stimulus duration in the test phase (500, 700, 900, 1050, 1150, 1250, 1350, 1450, 1550, 1700, 1900 and 2100 milliseconds). To make sure that no reliable associations can be formed between stimulus duration and its phase and orientation, all combinations were presented during both the familiarization and test phases, while only one contrast level was used to prevent participants from forming separate internal references for the different contrast levels. The training contrast level was counterbalanced across participants. The familiarization phase included 12 trials per duration. The test phase included a total of 504 trials, with 48 trials for durations 1050-1550 msec each, and 36 trials for each of the other durations. During the test phase, a break was given to the participants every 126 trials (every ~10 minutes). A red fixation point was displayed at the center of the screen (atop the gratings) during the entire experiment, except breaks. For a trial to start, participants had to fixate within a 1.5° radius of the fixation dot for a continuous second.

In experiment 2 we used the same twelve levels of stimulus duration in the test phase (500, 700, 900, 1050, 1150, 1250, 1350, 1450, 1550, 1700, 1900 and 2100 milliseconds). During the familiarization phase, the short reference was always presented with the weak intensity, while the long reference was always presented with the strong intensity. The familiarization phase included 12 trials per duration. The test phase included a total of 540 trials, with 40 trials for durations 1050-1550 msec each, and 30 trials for each of the other durations. During the test phase, a break was given to the participants every 108 trials (every ~10 minutes). A white fixation cross was displayed at the center of the screen throughout the entire experiment, except during breaks.

Experiment 3 was divided into two parts, where each part had the same structure, but a different set of durations. Both sets included 7 levels. The short durations included [200, 300, 400, 500, 600, 700, 800] milliseconds. The long durations included [1000, 1170, 1330, 1500, 1670, 1830, 2000] milliseconds. To ensure that no reliable associations could be formed between stimulus duration and its phase and orientation, all combinations were presented during both the familiarization and test phases, while only one contrast level was used to prevent participants from forming separate internal references for the different contrast levels. The training contrast level was counterbalanced across participants. Each participant completed two blocks, one for each duration set, and the order of the blocks was counterbalanced across participants. The familiarization phase included 12 trials per duration. The test phase included a total of 420 trials, with 40 trials for each duration. During the test phase, a break was given to the participants every 105 trials (every ~10 minutes). A red fixation point was displayed at the center of the screen (atop the gratings) throughout the entire experiment, except during breaks. For a trial to start, participants had to fixate within a 1.5° radius of the fixation dot for a continuous second.

In all experiments, participants could only respond once the stimulus was over.

**Summary of experimental design and procedures for all experiments**

| Experiment | Modality | Stimulus | Duration range (ms) | Sample size |
|------------|----------|----------|---------------------|-------------|
| 1          | Visual   | Grating  | 500 - 2100          | 45          |
| 2          | Tactile  | Vibration| 500 - 2100          | 31          |
| 3a         | Visual   | Grating  | 200 - 800           | 40          |
| 3b         | Visual   | Grating  | 1000 - 2000         |             |

**EEG acquisition**

We recorded the EEG of participants while they performed the temporal bisection task described above. For all participants but 10 in experiment 2 (tactile) we used a g.GAMMACap (gTec, Austria) and a g.Hiamp amplifier (gTec, Austria). For the other 10 we used an Active-Two acquisition system (Biosemi, the Netherlands). The gTec participants had a cap with 62 active electrodes distributed over the scalp, with the addition of two active earlobe electrodes. The Biosemi participants had a cap with 64 active electrodes distributed over the scalp. In both cases, electrodes were positioned according to the extended 10–20 system. We removed electrodes Iz, P9 and P10 from the Biosemi group prior to analysis because it did not have a counterpart in the gTec cap, and removed F9 and F10 electrodes from the gTec participants, as they often included strong muscle activity and were far from regions of interest. In addition,
for all participants we recorded the horizontal electrooculogram (EOG) using passive (gTec) or active (Biosemi) electrodes placed at the outer canthi of both eyes and the vertical EOG using electrodes placed above and below the left eye. The EEG was continuously sampled at 512 Hz. During both visual experiments (1 and 3), we monitored the eye position using an infrared EyeLink camera (SR Research, Canada), sampling at 1000 Hz. The EyeLink signal and the EEG signal were time-aligned and stored for offline-analysis using a Simulink model (MathWorks, MA).

### QUANTIFICATION AND STATISTICAL ANALYSIS

**EEG preprocessing**

The EEG was referenced offline to the average of the earlobes for the gTec participants, or to the average of the mastoids for the Biosemi group, as these references are close to each other, and were used previously. All offline preprocessing and analyses were done using a combination of FieldTrip, EEGLAB, LIMO and custom Matlab code. Bad electrodes were removed by visual inspection. On average, 0.70% of electrodes per participant were removed in experiment 1 (max 5%), 1.95% in experiment 2 (max 10%) and 0.75% in experiment 3 (max 6.67%). 6 participants had bad electrodes within the electrodes of interest, 2 per experiment. Slow drifts in the EEG were removed in segments between breaks using the baseline removal function msbackadj(), part of the Matlab Bioinformatics toolbox. This function uses a moving window to estimate the baseline value within each window. The baseline values are then interpolated with a spline, and the resulting spline is removed from the original data. The window size was 4 seconds, with a step of 0.75 second between two consecutive windows, and the median of each window was taken as the baseline value. This method is very close to recent robust detrending approaches. Although both methods aim to avoid artifacts arising from high-pass filtering of the data, the spline baseline removal has an additional advantage that its required parameters can be defined based on the experiment’s design. In contrast, the robust detrending method necessitates choosing artifact threshold and polynomial order, which are by nature a more subjective choice. Trials were defined from 500 msec before stimulus onset to 500 msec after the participant responded. Artifactual trials were removed using visual inspection guided by the summary statistics in the ft_rejectvisual() function. In addition, trials in which participants responded later than 5 seconds after stimulus-offset were removed from the analysis. On average, 3.26% of trials per participant were removed in experiment 1 (max 9.44%), 5.53% in experiment 2 (max 19.63%) and 2.32% in experiment 3 (max 5.83%). The larger number of rejected trials in experiment 2 was a result of instructing the participants that they could withhold responses when they wanted a break. 4 participants had more than 10% of their reaction times longer than 5 seconds. After these trials were rejected, we ran ICA on data, from which we visually selected components corresponding to eye movements and blinks and removed them. Finally, we interpolated rejected electrodes using spline interpolation as implemented in ft_channelrepair().

Within these trials, we focused on two windows of interest: The EEG response to the stimulus-offset, and the EEG response leading up to the keypress, indicating the participants’ temporal decision. As participants responded at variable intervals following the stimulus-offset, these 2 windows contain partially overlapping data. The EEG was baseline to a 100-msec window around stimulus-offset, 50 msec prior to 50 msec after offset prior to the extraction of both windows. This baseline was chosen to minimize the impact of slow varying fluctuations, such as the CNV, in the signal of interest. The full intervals, from stimulus onset to offset, are shown in Figure S3. In this report we focus on the stimulus-offset response, but all analyses were also performed on the keypress-locked potentials, which provided equivalent results (Figure S1).

This data was used for the GLM analysis (See general linear model). To evaluate how well the cognitive model fit the EEG, we averaged the potential for electrodes F1, Fz, F2, FC1, FCz, FC2, C1, Cz and C2, and during 300-500 msec after stimulus-offset. The data were first averaged within participants, and the results were then averaged across participants. The model was fit to these averages (See cognitive process model). This window of interest was supported by the statistical model in experiment 1 and is consistent with previous experiments. Although small variations in the location and specific epoch of significant clusters were seen from one experiment to the next, we decided to select a fixed subset of electrodes and a reasonably wide time window. A more tailored choice of parameter combination would likely favorably affect statistical and fitting procedures, but we found the data were sufficiently robust to apply this conservative choice without risking cherry picking the data. We carried out a post-hoc analysis to comprehensively explore the spatiotemporal extent of the effect. In this analysis we fitted the model to potentials from single electrodes in non-overlapping time windows of 10 msec, spanning 0-500 msec after stimulus-offset (Figure S2).

Additionally, as decision signals in the EEG are often analyzed with respect to participants’ response (keypress in our design), we repeated the cognitive model fits for the response-locked signals as well. For this, we selected electrodes CP1, CPz and CP241 and a time window of the last 100 msec prior to a keypress.

We applied an FIR windowed sync zero-phase lowpass filter for visualization purposes only, with 30 Hz as the cut-off frequency. The data visualizing the effect of decision (“short” vs. “long” trials for the same stimulus duration, Figures 2C, 3C, 4C, and 4G) was generated as follows. First, the bisection point of each subject was found by fitting their behavioral data with the cognitive model described below. We then took the stimulus that was closest to the bisection point for each participant and extracted the offset response for those stimuli. Finally, we averaged the offset responses within participants and then across participants for trials that were categorized as “short” and “long”, separately.
General linear model

We analyzed both windows of the EEG (500 ms following stimulus-offset and 500 ms leading to participants’ keypress) using the hierarchical mass univariate general linear modeling approach implemented in LIMO.13 At the first level, we modeled the EEG amplitude at each timepoint and electrode combination per participant using the following formula:

\[ EEG = \beta_0 + \beta_1 \cdot decision_{short} + \beta_2 \cdot decision_{long} + \beta_3 \cdot duration \cdot decision_{short} + \beta_4 \cdot duration \cdot decision_{long} + \beta_5 \cdot RT \]

This model includes a predictor for “short” vs. “long” responses, a continuous, linear effect for duration, with a different slope depending on the choice the participant made in that trial, and a continuous linear effect for response time (see further controls on the effect of response times in the “response time control analysis” subsection). The predictor decision_{short} was 1 for all trials the participant categorized as “short”, and 0 otherwise. The predictor decision_{long} was 1 for all trials the participant categorized as “long”, and 0 otherwise. This type of categorical variables coding is sometimes called singular parametrization, because it leads to singular design matrices. This is solved in one of two ways: Either by changing the design matrix inversion algorithm to a pseudo-inverse (as is done in LIMO), or by estimating contrasts rather than the parameters themselves (as is done, for example, when using effect coding in typical ANOVAs). However, using one way or another does not change the results of the tests.13 Stimulus durations were standardized per participant (and temporal context, in experiment 3), such that duration 0 is the mean duration for trials in that temporal context. The model parameters, then, have the following interpretation:

1. \( \beta_1 \) – the effect of a “short” decision at the mean duration.
2. \( \beta_2 \) – the effect of a “long” decision at the mean duration.
3. \( \beta_3 \) – the effect of increasing the duration of the stimulus by 1 standard deviation for trials that were categorized as “short.”
4. \( \beta_4 \) – the effect of increasing the duration of the stimulus by 1 standard deviation for trials that were categorized as “long.”
5. \( \beta_5 \) – the effect of increasing the response time by 1 second.
6. \( \beta_0 \) – the predicted EEG amplitude after regressing out all other effects.

In total, 60 X 257 (15,420, one for each electrode and timepoint combination) models were fitted to the data of each participant. The model parameters were estimated using a weighted least squares method for each participant separately. After the model parameters were estimated for each timepoint and electrode for each participant, we computed two contrasts (linear combinations of parameters that capture comparisons of interest). The main contrast of interest was the interaction, which we computed as the difference \( \beta_3 - \beta_4 \) (The difference between the slope of the regression against stimulus duration for “short” vs. “long” decisions). To capture the effect of decision we computed the difference \( \beta_2 - \beta_1 \) (“long” minus “short” responses when the stimulus duration equals the mean duration for that dataset). Last, since the interaction term was always significant, there is no simple contrast that would quantify the overall effect of stimulus duration. Instead, we chose to test the effect of stimulus duration separately for “short” \( \beta_3 \) and “long” \( \beta_4 \) trials. As the contrasts were computed at each electrode and timepoint for each participant, a single participant is represented by 4 spatiotemporal 60 X 257 matrices, one per effect. Every element in each matrix, that is an electrode-timepoint pair, is a single observation in the statistical significance test of a specific effect.

Significance testing also followed LIMO conventions.13 The significance of the contrasts is estimated at the second (or group) level, using a clustering approach to correct for multiple comparisons. First, the contrasts are transformed into robust t-values: At each element of each matrix, the 80% trimmed mean is calculated across participants and then divided by the degrees of freedom. Then, clusters were formed by thresholding the single observations at the t value corresponding to an uncorrected alpha of 0.95 and summing neighboring observations. Next, we calculated the significance of the clusters using bootstrap. First, the trimmed mean t-value at each observation was removed from the result of each participant, to shift the observations to the null distribution. Then, participants were resampled with replacement, and transformed to robust t-values. Next, clusters were formed at each iteration of the bootstrap procedure. The summed absolute t-values of the largest cluster at each iteration were taken to form the distribution of clusters under the null hypothesis, and the observed clusters were compared to this distribution to calculate their p value.

For the two contrasts (the interaction and the decision effect) we used an alpha of 0.05. For the effects of duration in “short” and “long” trials we used an alpha of 0.025, as they were post-hoc given the significant interaction.

Cognitive process model

The cognitive process model we use in this paper is an adaptation of a drift-diffusion model (DDM) proposed previously to account for behavior in temporal bisection.7 Although our model is closely related to this previous model, there are a few differences arising from our simplification. Our model includes a single DDM with a single threshold. At stimulus onset the drift-diffusion process starts. If it reaches the threshold during stimulus presentation, the stimulus is categorized as “long”. If it did not, the stimulus is categorized as “short”. In contrast, the original model includes two DDMs, one with a single threshold and the second with two thresholds, operating in tandem. The first drift-diffusion process starts at stimulus onset. If it reaches the threshold during stimulus presentation, the stimulus is categorized as “long”. Otherwise, the final value of the first process is compared to an internal comparison value. The difference from this internal value is used as the starting point and drift rate of the second DDM. The second process has two decision thresholds, representing either decision (“short” or “long”). The addition of the second DDM, and the numerous extra parameters...
it requires, is necessary to capture response times patterns in the task. However, as our focus is on explaining the EEG patterns, which we find to be generally unrelated to response times, we simplified the model to include a single drift-diffusion process.

The mathematical formulation of our model is as follows (exact formulae are from Simen et al.): A drift-diffusion process, representing the momentary perceived duration (accumulated temporal evidence), starts at the stimulus onset. The dynamics of the accumulated evidence is given by:

\[
dx = A \cdot dt + c \cdot dB
\]

Where \(x\) is the accumulated evidence, \(A\) is the drift rate (how fast accumulated evidence grows over time on average), \(c \cdot dB\) represents the variability in momentary perceived duration (the amount of noise in the accumulated evidence).

We additionally define a threshold \(z\), which is used to represent the decision threshold. If the accumulator reaches the threshold during stimulus presentation, the stimulus is categorized as “long,” and the accumulator terminates. Otherwise, the stimulus is categorized as “short.” The probability of the accumulator reaching the threshold after \(t\) seconds for the first time is described by an inverse Gaussian distribution:

\[
\rho(t, \eta) = \left(\frac{\eta}{2\pi t^3}\right)^{1/2} \exp\left(-\frac{\eta(t - \mu)^2}{2\mu^2 t}\right)
\]

\(\mu\) is the threshold to drift rate ratio \(\frac{\mu}{A}\) and \(\eta\) is the threshold to noise ratio \(\frac{z}{\sigma}\). The probability of categorizing a stimulus of duration \(t\) as “long” is equal to the probability of the accumulator reaching the threshold before this stimulus is over, i.e., the cumulative inverse Gaussian distribution with parameters \(\mu\) and \(\eta\) evaluated at \(t\). Calculating this quantity for all durations used in a temporal bisection experiment gives the psychometric function, which is described by 2 free parameters, \(\mu\) and \(\eta\).

Fitting the model to behavior and simulating the EEG response

We used the model to fit the behavioral data, both at the single participant and group levels. The two free parameters of the model (\(\mu\) and \(\eta\)) were estimated by a maximum likelihood procedure, using the simplex search algorithm implemented in the Palamedes toolbox. This procedure was done both for individual participants, to find the duration that was closest to the bisection point (the duration which the participant is predicted to categorize as “long” with a 0.5 probability), and for the pooled data of all participants.

We carried out an additional analysis, meant to reveal the EEG response curve of the model, and assess its qualitative fit to the grand average EEG data. For this we extracted the mean distance of the accumulator from the threshold over time. This was done by using the parameters that were estimated using the group behavioral data to simulate the accumulator 50000 times with the Euler-Maruyama method and a step size of 0.5 msec. As the behavior only allows fitting 2 parameters, while the full drift diffusion model requires 3 (drift rate, noise and threshold), we arbitrarily fixed the rate at 1. This means that the threshold in the drift diffusion model is equal to \(\mu\), and the noise is \(\frac{z}{\sigma}\). Each simulation started at time 0 and lasted until the longest duration for that dataset. After the traces were simulated, if a trace reached the threshold at any point, we replaced this and all following points with the threshold (implementing a sticky boundary, corresponding to decision that are made before stimulus offset). Next, we calculated the distance from the threshold for each trace and time point and averaged across traces to produce the predicted response for all durations. Finally, to fit the predicted responses to the observed EEG we extracted the points closest to the true durations, the distance from the threshold for each trace and time point and averaged across traces to produce the predicted response for all durations. Finally, to fit the predicted responses to the observed EEG we extracted the points closest to the true durations, and used them as predictors in a linear regression model, following previous examples. This is necessary to control for irrelevant differences in scale and baseline between the model (which produces responses in arbitrary units) and the EEG (which is measured in \(\muV\)). We took the \(R^2\) of the model as the goodness of fit. In addition to using the parameters values estimated using the behavioral results, we tested the ability of neighboring values of the parameters to fit the data and found that the behavioral parameters provide near-maximal fits within that range (Figure S4). We note that adding this second layer to the fit (correlating the simulated and observed EEG) makes the cognitive parameters less sensitive, as changes in their values can often be compensated by changing the scale and baseline.

For both the behavioral parameters and the additional offset and scale parameters used to fit the behavior to the EEG, we estimated the standard deviation of fits using a bootstrap approach. First, we resampled the participants with repetition to obtain a sample of the same size as the original dataset. We then estimated the behavioral parameters and the offset and scale parameters of this random pool of participants. This procedure was repeated 1000 times to create the bootstrap distributions, one for each of the four parameters. The standard deviation of each distribution was taken as the estimate of parameter spread.

Estimating the correlation between the EEG and psychometric curves at the level of single participants

The cognitive model described in this work predicts that participants with shorter bisection points (i.e. with a smaller ratio between their decision threshold and accumulation rate) should exhibit curves that saturate at shorter durations compared to participants with longer bisection points. Estimating the cognitive model parameters by fitting the EEG requires additional scale and baseline parameters and therefore is indirect. These added parameters trade-off strongly with the cognitive parameters themselves (i.e., increasing the cognitive parameter related to slope can be compensated by decreasing the scale parameter of the EEG). This trade-off is also known from previous work about fitting reinforcement learning models to BOLD signals. This challenge can be circumvented by quantifying the duration at which the EEG response reaches a plateau directly. We did this by fitting a piecewise linear function
with two lines: one line corresponding to the initial decrease in EEG amplitude, and a second line with a fixed slope of 0. This model has 3 free parameters (Initial ramp slope, knee and a general baseline). As can be seen in Figure S4, participants with shorter bisection points have EEG curves that saturate at shorter durations and vice versa (Figures S4B and S4C). We used the bisection points of individual participants to divide them into three tertiles. We then took the lower and upper tertile and calculated the mean psychometric curve and EEG curve for each group. In addition, for all experiments, and all participants we correlated the estimated knee in the EEG with the behavioral-bisection point. This analysis revealed a significant correlation between the EEG knee and the behavioral bisection point for experiments 1 and 2 (Figure S4D). Spearman correlations: Experiment 1: rho = 0.44, p < 3 \times 10^{-3}, experiment 2: rho = 0.47, p < 2 \times 10^{-2}, experiment 3a: rho = 0.02, p = 0.91, experiment 3b: rho = -0.03, p = 0.84. We attribute the difference between experiments 1 and 2 versus 3a and 3b we found smaller bisection point variability between participants. Second, those experiments used 7 durations compared to the 12 durations tested in Experiments 1 and 2. Sampling less time points results in a poorer sensitivity to potential inter-subject variability in the data.

Motor preparation control analysis
Participants in experiment 3 used different hands to report their categorization decisions, to control for the involvement of motor preparation in the EEG responses. Half of the participants used their left hand to report stimuli as “long,” and their right hand to report stimuli as “short,” and half used the opposite response mapping. Fitting the cognitive model to the offset responses of each mapping group separately suggests that the offset response documented in this paper is not impacted by motor preparation. A reanalysis of the participants grouped by response mapping led to the same pattern of results (short-durations block: Right hand “long” $R^2 = 0.9$, left hand “long” $R^2 = 0.89$, long-durations block: Right hand “long” $R^2 = 0.96$, left hand “long” $R^2 = 0.97$).

Response time control analysis
Since response times in temporal bisection depend on the stimulus duration and participants’ responses, we carried out several analyses to control for its possible contribution to the EEG pattern reported in this paper. First, we point out that while the EEG amplitude is non-linearly monotonically decreasing (i.e., longer durations within a dataset are associated with smaller amplitudes, saturating around the bisection point (Figure S3). Second, we found that for durations close to the bisection point, “short” decision trials are associated with larger stimulus-offset response compared to “long” decision trials in all 4 experiments (as seen in Figures 2C, 3C, 4C, and 4G), while RTs are significantly different only in Experiments 1 and 3b (Experiment 1: Mean “short”-“long”: 77 msec, $t_{44}=-2.70$, p=0.001, Experiment 2: Mean “short”-“long”: 8 msec, $t_{28}=-0.13$, p=0.901, Experiment 3a: Mean “short”-“long”: 1 msec, $t_{39}=0.02$, p=0.981, Experiment 3b: Mean “short”-“long”: 72.9 msec, $t_{39}=-2.32$, p=0.026). Finally, the pattern of the EEG results remains the same, even when examining the keypress-locked ERP (Figure S1). Future experiments can control the effect of RT directly by instructing participants to withhold their response until an appropriately delayed cue.