Dynamics of Open Green Areas in Polish and Romanian Cities during 2006–2018: Insights for Spatial Planners
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Abstract: Studying green urban infrastructure is important because of its ecosystem services, contributing to the welfare and comfort of citizens, mitigation of climate changes, and sustainability goals. Urban planning can increase or diminish the performance of ecosystem services. Despite numerous studies on the green infrastructure–services–planning nexus, there are very few concrete planning recommendations. This study aims to provide such recommendations for a broader audience by analyzing the dynamic of open green areas in Polish and Romanian cities, connected with its drivers. A novel approach including mathematical modeling and geostatistical analyses was applied to Urban Atlas and statistical yearbooks data. The results indicated that open green areas were lost and fragmented in all Romanian and Polish cities during 2006–2018. The drivers included urban built-up areas, population and density, the number of building permits, number of new dwellings completed, number of employees, and total length of roads. The study also revealed a tremendous lack of consistent datasets across the countries using the same statistical indicators. Based on the findings, planners should aim to preserve and develop urban greenery and maintain its continuity. City managers should use more research and decision-making policy developers to develop targeted policies and scientists should develop planning manuals.
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1. Introduction

1.1. Literature Review

This section aims to delineate the commonly agreed body of knowledge that is referred to today in relation to Green Infrastructures (GI). As the following table clearly shows, most of the insights are somewhat fuzzy. They do indicate, however, the emergence of some interesting research topics, which may act as a possible roadmap for future research (Table 1).
Table 1. The commonly agreed body of knowledge on the importance of GI.

| No. | Core Ideas                                                                 | References          | Comments                                                                                                                               |
|-----|---------------------------------------------------------------------------|---------------------|--------------------------------------------------------------------------------------------------------------------------------------|
| 1   | The study of GI is necessary due to the increasing speed of urbanization and its extent (including the population potentially affected). | [1–3]               | The available body of literature is mainly concerned with establishing a legitimate niche for urban ecology studies.                     |
| 2   | The importance of any GI is justified by the Ecosystem Services (ES) provided to the human population. | [4–9]               | The ES framework justifies the importance of studying GI from an economic perspective.                                                |
| 3   | The level of ES depends on their structural and functional integrity.      | [10,11]             | These studies revealed the existence of a “vicious circle”–fragmentation affects GI and reduces the level of ES and human welfare. Wise planning and proper enforcement may turn it into a “virtuous circle”. |
| 4   | The fragmentation GI is an important cause of reducing the level of ES    | [5,8,12–18]         |                                                                                                                                       |
| 5   | Urban sprawl is a major cause of the fragmentation of GI, and affects its structural and functional integrity. | [9–24]              | The choice also depends on the historical settings, economic factors (transportation), and natural conditions, especially on the availability of land. |
| 6   | In planning terms, the problem is reduced to the choice between compact and dispersed cities. | [18]                |                                                                                                                                       |

Before explaining the table above in greater detail, a conceptual clarification is due. According to its official definition, [25], GI consist of areas of a high biodiversity value, parks, gardens, small forest areas, grassy edges, green walls and roofs, Sustainable Urban Drainage Systems, home greenery, cemeteries, allotment gardens, roadside trees, ponds which provide natural connectivity, and ecological corridors such as hedges, rivers and wildlife belts. A recent study [8] found that the types of city nature, i.e., (1) remnants and (2) extensions of natural systems, (3) landscaped or managed areas, and (4) spontaneous, invasive or ruderal species [26,27] corresponded to the categories of urban green infrastructure (UGI): (1) ecological corridors, (2) urban areas, (3) industrial parks, (4) suburban areas, (5) sustainable drain systems, and (6) coastal areas [4]. Wetlands and water bodies are part of the “blue-green infrastructure”, a broader concept, while this study focuses on GI components only, due to its relevance for planning [28]. Accounting for all the concepts and definitions above, this study only addresses the parts of GI known as “open green areas” (OGA).

Returning now to the table, a clear trend is revealed: firstly, there is the question of establishing the relevant research niche for the study of GI. Hence, the study of GI, corresponding to all major directions of urban ecology studies [3], is important given the unprecedented urban growth: in 2003, the share of urban population was forecasted to reach 50% in the next decade [1], but this value was already exceeded by 2008 [2].

The fast pace of urbanization, increased by economic activities [29], resulted in land cover and use changes [2], an important component of the global changes [30] connected with climate changes and the alteration of energy flows, affecting the global resilience [24]. One of the most important consequences of urbanization, particularly of urban sprawl, is the fragmentation of the ecological systems and habitats [2,10,11,13,21,23]. Within urban areas, the fragmentation of GI determines a patched pattern [24] and influences species and biogeochemical cycles [21], determining the loss of biodiversity [20], although the abundances of some species might peak due to edge effects [2], exposing species to anthropogenic impacts [20], and reducing the areas occupied by natural species [22].

Particular attention is paid to the relationship between the dynamics of UGI, climate changes and planning. Climate change issues are crucially important in the current debates concerning the ongoing climate changes, the role of ES that could counter or mitigate them, the process affecting the land take and soil sealing, and GI, among others. Global political documents emphasize the importance of these links, including the Millennium Ecosystem Assessment (2005) [31], IPCC Reports, United Nations Global
Agenda (2015) [32], Habitat Directive (2016) [33], and, last but not least, the EU Next Generations (2020) [34] for the recovery of country members and the increase in their resilience following the social, economic and environmental impacts of the COVID-19 pandemic.

From a scientific perspective, Dale et al. [30] defined “global changes” as a nexus consisting of land cover and use changes, the alteration of energy flows, and climate changes. The idea of “nexus” implies the different connections between these three factors. Previous studies indicate that land cover and use changes are likely to determine climate changes or amplify their effects [35–37] through the surface energy budget and carbon cycle [38], or at least interact with them [39]. On the other hand, GI, particularly green spaces, have significant potential for adapting cities to climate changes [40,41] and mitigating these effects [5].

Hence, it seems then that GI are indeed a matter of general interest. When perusing the available literature on the subject, this supposition seems to be fully validated. Unfortunately, as any budding field of academic enquiry, the study of GI appears highly sensitive to a never-ending quest within the academic discourse to hunt for novel and appealing concepts and metaphors.

Nonetheless, there is also a more technical side to this matter, which aims to substantiate the importance of GI within this newly established research niche. This is, in itself, a logical and necessary second step in this endeavor. It is against this background that the importance of studying GI is justified by its ES, provided by spatially distributed ecological systems [8], and classified as provisional, regulatory and cultural services [6]. Meanwhile, their level depends on biodiversity [11], which is, in turn, influenced by the spatial structure–size of habitats and the distance between them [10]; ES can, together with GI, help reconnect cities and people to the biosphere [7]. Furthermore, GI can contribute to human and ecosystem health [4], human restoration and wellbeing [9], the preservation of biodiversity [4], or the mitigation of climate change effects [5].

However, when it comes to describing the exact relationship between GI and ES, things prove more difficult, as the process proves to be painstakingly slow. Preciously little is known beyond the fact that the normal functioning of GI and the consequent level of ES depend on connectivity, which provides corridors for certain species [13] and joins different habitats, penetrating urban areas [15]. Green residential areas can maintain ES [14], and thus planners and practitioners must account for the connectivity of GI [5,17], transforming the vicious circle (a fragmented GI provides fewer ES and the welfare of citizens decreases) into a virtuous one, leading ultimately to an increased sustainability and resilience [8,12,16,18]. An important condition here is to address the social and ecological issues in an integrated manner [18].

In this process, the preferences of different stakeholders, property regimes and different regulations play a very important role in negotiating the trade-off between densification and the preservation or enhancement of GI, especially in compact cities [18].

1.2. The Current Study: Aims, Need for Research, Original Elements

This paper tackles planning practices explicitly, thereby addressing a broader audience consisting of academia, research, planning practitioners, city managers, and policy developers. While its aim is to provide evidence for the influence of socio-economic drivers on the dynamics of OGA and their fragmentation, with an impact on human welfare and sustainability, the crucial importance of the paper is that its findings are taken one step further, filling the gaps existing in the current literature by phrasing concrete planning recommendations. The recommendations are based on applying a novel data-driven approach employing mathematical modeling and statistical analyses to make comparisons between two countries, one from the Central Europe and another from the Eastern Europe, chosen in order to illustrate a common recent history, yet divergent dynamic, thereby making the results applicable to a larger number of countries.
It is against this background that the stated aim of this article is to provide additional evidence on the influence of socio-economic drivers on the dynamics of OGA and their fragmentation based on a comparison between two countries, one from the Central Europe and another from the Eastern Europe. Based on the findings is an attempt to phrase the relevant recommendations for planners. However, as will become evident within the discussions, this aim might prove to be far too ambitious for reasons that are not sufficiently debated within the literature.

In order to highlight the difficulties we encountered, a series of demanding research questions became necessary. Hence, we used the following three: (1) Are there any variables that could help predict the dynamics of OGA beyond the particularities of the two countries analyzed? (2) Can the subsequent differences between the dynamics of OGA in the two countries be attributed to a particular planning system or not? In a sense, these two preliminary questions served to pave the way for a third, more critical, question: (3) What insights can we offer to planning practitioners based on our analysis? Though unremarkable at first, this final question strikes directly at the crux of the matter, by making planning professionals aware of the subtler implications of the current planning research.

2. Materials and Methods

2.1. Original Data and Derived Indices

This study relied on spatial ‘land cover and use’ and ‘land cover and use changes’ data from the “Urban Atlas” for Poland and Romania. The two countries were chosen in order to illustrate the potential influence of a common recent history, followed by divergent post-socialist dynamics. The spatial data are freely available in a shape file format with the ETRS 1989 Lambert Azimuthal Equal Area L52 M10 projection from the Copernicus Land Monitoring Service website (https://land.copernicus.eu/, accessed September 27 2021). Three datasets reflected the 2006, 2012 and 2018 land cover and use, with a resolution of a minimum mapping unit of 250,000 m², and a minimum width of linear elements of 100 m [42]. The two other datasets covered the changes from 2006–2012 and from 2012–2018, at a resolution of 2500 m² for the artificial surfaces and 100 m² for the other surfaces [43].

It must be stressed that our primary interest lay with the changes which occurred from 2006–2012, particularly because of the relevance of this timeframe regarding the relationship between the socio-economic changes characterizing the pre- and post-crisis period. The analyses from 2012–2018 were carried out for an internal validation of the results. However, since data changes occurred between 2006 and the next periods, several adjustments had to be made in order to make the results comparable for the two different periods.

The study used only the cities represented in the Urban Atlas in all years (2006, 2012, and 2018); 32 cities in Poland. Additional data on the sample can be found in Table 2, displaying the names of the cities included from each country, and their population, area, and density of population. The location of the cities is displayed in Figure 1.
Figure 1. Cities included in the study. The size of the cities was enlarged for a better visualization of their position.

Table 2. Cities included in the study. The cities were selected based on their inclusion in the Urban Atlas Data in all the three periods considered (2000–2006, 2006–2021, and 2012–2018). In addition to their location, the table provides data on their population, area, and density of population, also used in the analysis.

| Country     | City          | 2006          | 2012          | 2018          |
|-------------|---------------|---------------|---------------|---------------|
|             | Population    | Area (km²)    | Density (per km²) | Population    | Area (km²)    | Density (per km²) | Population    | Area (km²)    | Density (per km²) |
| Poland      | Białystok     | 294,830       | 102           | 2890          | 294,921       | 102           | 2891          | 297,459       | 102           | 2916           |
|             | Bydgoszcz     | 363,468       | 175           | 2077          | 361,254       | 176           | 2053          | 350,178       | 176           | 1990           |
|             | Częstochowa   | 245,030       | 160           | 1531          | 234,472       | 160           | 1465          | 222,292       | 160           | 1389           |
|             | Gdańsk        | 456,658       | 266           | 1717          | 460,427       | 262           | 1757          | 466,631       | 262           | 1781           |
|             | Gorzów Wielkopolski | 125,504   | 86            | 1459          | 124,609       | 86            | 1449          | 123,921       | 86            | 1441           |
|             | Jastrzębie-Zdrój | 94,716    | 85            | 1114          | 91,723        | 85            | 1079          | 89,128        | 85            | 1049           |
|             | Jelenia Góra  | 86,503        | 109           | 794           | 82,846        | 109           | 760           | 79,480        | 109           | 729            |
|             | Kalisz        | 108,477       | 69            | 1572          | 104,676       | 69            | 1517          | 100,975       | 69            | 1463           |
|             | Katowice      | 314,500       | 165           | 1906          | 307,233       | 165           | 1862          | 294,510       | 165           | 1785           |
|             | Kielce        | 207,188       | 110           | 1884          | 200,938       | 110           | 1827          | 195,774       | 110           | 1780           |
|             | Konin         | 80,471        | 82            | 981           | 77,847        | 82            | 949           | 74,151        | 82            | 904            |
|             | Koszalin      | 107,693       | 83            | 1298          | 109,343       | 98            | 1116          | 107,321       | 98            | 1095           |
|             | Kraków        | 756,267       | 327           | 2313          | 758,334       | 327           | 2319          | 771,069       | 327           | 2358           |
|             | Łódź          | 760,251       | 293           | 2595          | 718,960       | 293           | 2454          | 339,682       | 147           | 2311           |
|             | Lublin        | 353,483       | 147           | 2405          | 347,678       | 147           | 2365          | 685,285       | 293           | 2339           |
|             | Nowy Sącz     | 84,487        | 58            | 1457          | 84,129        | 58            | 1451          | 83,896        | 58            | 1446           |
|             | Olsztyn       | 174,941       | 88            | 1988          | 174,641       | 88            | 1985          | 172,362       | 88            | 1959           |
|             | Opole         | 127,602       | 97            | 1315          | 121,576       | 97            | 1253          | 128,137       | 149           | 860            |
|             | Ostrów Wielkopolski | 72,665    | 42            | 1730          | 73,107        | 42            | 1741          | 72,050        | 42            | 1715           |
|             | Pabianice     | 70,296        | 33            | 2130          | 68,342        | 33            | 2071          | 65,283        | 33            | 1978           |
|             | Plock         | 127,224       | 88            | 1446          | 123,627       | 88            | 1405          | 120,000       | 88            | 1364           |
|             | Poznań        | 564,951       | 262           | 2156          | 550,742       | 262           | 2102          | 536,438       | 262           | 2047           |
|             | Radom         | 225,810       | 112           | 2016          | 219,703       | 112           | 1962          | 213,029       | 112           | 1902           |
|             | Rybnik        | 141,388       | 148           | 955           | 140,789       | 148           | 951           | 138,696       | 148           | 937            |
|             | Rzeszów       | 163,508       | 68            | 2405          | 182,028       | 117           | 1556          | 191,564       | 120           | 1596           |
|             | Stargard      | 70,336        | 48            | 1465          | 69,608        | 48            | 1450          | 67,938        | 48            | 1415           |
|             | Suwałki       | 69,246        | 66            | 1049          | 69,404        | 66            | 1052          | 69,827        | 66            | 1058           |
|             | Szczecin      | 409,068       | 301           | 1359          | 408,913       | 301           | 1359          | 402,465       | 301           | 1337           |
Although the Urban Atlas was designed in theory to include cities with a population of over 100,000, in each country analyzed in this study smaller cities were included, and larger cities were left out. This was a shortcoming of the data, and could not be addressed by the current study, which had to use the available data. Although newer versions of the Urban Atlas included cities corresponding to the criteria, we could not include them due to the data missing from the earlier periods.

It must be stressed that the Urban Atlas data covered more than the city, i.e., its Functional Urban Area (FUA), defined as a contiguous set of municipalities which had at least 50% of their population in the urban center (defined as the contiguous set of urban cells of 1 km by 1 km with a population density of at least 1500 inhabitants/km² and a total population of at least 50,000 inhabitants), plus the surrounding municipalities for which at least 15% of the employed persons commuted to the main municipality of the urban agglomeration [44]. Although cities exerted an influence over their FUA, it was impossible to ascertain using the Urban Atlas data alone; if a change occurred outside of the city limits it was due to that city or the drivers pertaining to the local administrative unit (LAU) where it occurred. Provided that the FUA of a city does not coincide with its administrative boundaries, the resulting contours of the FUA may include only parts of other local administrative units (LAUs). This will make an objective assessment of the potential drivers almost impossible. The decision to include only a share of the data (population, etc.) pertaining to a given unit equal to its share from the FUA of the larger city is arbitrary. Hence, the only feasible solution is to use only that part of the FUA, which lies within the administrative limits of the Urban Atlas cities in the analyses.

Moreover, additional decisions had to be taken with respect to further processing the data. Firstly, since our study looked at the dynamics of OGA in relation to planning, we focused naturally on human-driven changes. The study by Petrisor et al. [8] showed that the Urban Atlas categories corresponding to GI were (a) agricultural and semi-natural areas and wetlands, (b) forests, (c) green areas, (d) sports and leisure areas, and (e) water bodies. However, this study addressed only OGA, and the analysis was limited to the following four classes: green urban areas, sports and leisure facilities, and all “agricultural” and “natural” lands.

Secondly, the 2006 dataset differed from those of 2012 and 2018 through its classification scheme. Hence, in 2006, “agricultural” and “natural” lands each formed a single class, while the 2012 and 2018 datasets split them into sub-categories. Using the raw data in the analysis would have affected the results, especially the indices related to the fragmentation and transformation of OGA, because a single plot of land from 2006 would appear split over the next periods, due to a fine-tuned classification and not to the inter-
ventions resulting from it. For this reason, we reclassified the 2012 and 2018 data, thereby matching the 2006 classification scheme. We also made sure that the land use change data did not include a transformation of the two 2006 unique categories into sub-categories as “change”, or the conversion of a sub-category into another during 2012–2018.

2.1.1. Mathematical Model of Fragmentation

Some exceptions notwithstanding, the shape of most European cities is roughly circular, thereby strongly indicating the presence of a core-periphery structure [45,46]. Hence, if fragmentation is modeled by the ‘breaking of a mirror’ approach, the same initial area is divided into smaller areas, thus increasing the total perimeter through what is known as the ‘edge effect’.

Against this background, Rutledge [47] compared several indices of fragmentation, showing both their advantages and disadvantages. The findings indicated that a good index was invariant to the size of the study area, but accounted for its geometry instead. Fractal measures had this advantage, but the study by Petrisor et al. [8] showed that a fractal analysis yielded more than one index describing the fragmentation process, thus making the overall interpretation difficult, due to the individual variations across the indices.

The mathematical proof below shows the derivation of the fragmentation index (F), starting from the following points:

1. The ‘perimeter to area ratio’ mentioned by Rutledge [47], consisting of the ratio between the perimeter and the area, which is the most suited to the ‘broken mirror’ model, is 1 for a circle.
2. Additionally, if the total area is constant, the fragmentation process increases its value with the total perimeter.

**Proof.** For a circle with the radius r, the area is \( A = \pi r^2 \), and the perimeter is \( P = 2\pi r \)

Following Rutledge [47], we can calculate \( F' = \frac{P}{A} = \frac{2\pi r}{\pi r^2} = \frac{2}{r} \) (1)

Let \( F = \frac{P'}{2} = \frac{2}{r} \times \frac{2}{r} = 1 \) for a circle; at the same time, \( F = \frac{P}{A} \times \frac{r}{2} \) (2)

Therefore, \( r = \frac{P}{2\pi} \); therefore, \( F = \frac{P}{A} \times \frac{P}{2\pi} = \frac{P^2}{4\pi A} \) (3)

Hence, in order to assess whether a fragmentation process occurred, we considered the ratio of the fragmentation index in the final year and its value in the first year: \( F_{\text{I}} = \frac{F_{2012}}{F_{2006}} \), and \( F_{\text{II}} = \frac{F_{2018}}{F_{2012}} \). The fragmentation index (FI) was computed for the total area and perimeter of OGA within each city separately.

2.1.2. Indices Assessing the Transformations of OGA

In this study, we reclassified the Urban Atlas data on land use changes by extracting only the categories of interest from the original datasets, and subsequently totalling them all up as ‘OGA’. We then derived the following indices describing the dynamics of OGA across the chosen FUAs, using the X-Tool extension of ArcView GIS 3.X:

1. \( F_{\text{I}} \) (fragmentation): the fragmentation index, as defined in Section 2.1.1.
2. G (gain): the increase in the total area of OGA through the transformation of other land uses into one of the four categories of GI corresponding to OGA: green urban areas, sports and leisure facilities, “agricultural” and “natural” lands.

3. L (loss): the decrease in the total area of OGA through the transformation of the four categories of GI corresponding to OGA in other land uses.

4. B (balance): the difference between the two indices above (G–L). The dynamic can either be positive or negative.

5. T (inner transformation): the transformation of one of the four categories of GI corresponding to OGA into another category, measuring the human pressure within the green areas.

2.1.3. Predictors

Independent variables used to explain the behavior of the five indices above consisted of collateral data on the factors that could, in principle, influence the dynamics of green urban infrastructure, collected for the two countries from statistical yearbooks. We therefore selected them based on the following criteria: (1) measuring possible drivers of change, as identified in the literature review; (2) consistency and computation in the same way for both countries; (3) the ability to represent economic or social phenomena, and (4) the availability in official sources (the Central Statistical Office of Poland and the National Statistical Institute in Romania) for all cities, both years, and both countries. A decision had to be made for the local budgets (revenues and expenditures), as data existed only in a local currency. Since the conversion of data in one currency or another or into euros distorted the comparisons, and the indicator used for the comparisons of the two periods (ratio of the budget during the end year and its correspondent for the beginning year) was irrespective of the currency used, we used the raw data.

2.2. Methodology

This study uses an “ecological approach” in the epidemiological sense of the term [48]: a study carried out at the population level instead of the individual one. We chose this particular design due to its limitations, as presented in the Discussion section, because the spatial data was available at the city level only. The analogy with epidemiological studies is continued by using rates instead of absolute (raw) values, in order to overcome the differences between cities and countries. The rates are more suitable for assessing the relationship between the dynamics of OGA, seen as a process, as well as the dynamics of its drivers, also seen as a process. As a consequence, we used ratios of the values in 2012 and 2006, as well as in 2018 and 2012, respectively. We preferred ratios to differences because they were positive, non-dimensional and invariant to city size. Consequently, the study used the variables presented in Table 3.

Table 3. Variables included in the study and their definitions.

| Variable | Type    | Explanation                                                                 | Definition                                                                 |
|----------|---------|-----------------------------------------------------------------------------|---------------------------------------------------------------------------|
| FI, FI%  | Dependent| Fragmentation index                                                          | Ratio of the fragmentation index in the final year and its value in the first year (Section 2.1.1) (raw values, expressed as surface affected by the process, and as a share of the city area) |
| G, G%    | Dependent| Gain                                                                        | Increase in the total area of OGA through transformation of other land uses into one of the four categories of GI corresponding to OGA (raw values, expressed as surface affected by the process, and as a share of the city area) |
| L, L%    | Dependent| Loss                                                                        | Decrease in the total area of GI through the transformation of the four categories of GI corresponding to OGA in other land uses (raw values, expressed as surface affected by the process, and as a share of the city area) |
| B, B%    | Dependent| Balance                                                                     | Difference between gain and loss (raw values, expressed as surface affected by the process, and as a share of the city area) |
| T, T%    | Dependent| Inner transformation                                                        | Transformation of one of the four categories of GI corresponding to OGA into another one (raw values, expressed as surface affected by the process, and as a share of the city area) |
The study employed the following statistical methods:

1. A study in the dynamics of the fragmentation index and the gain, loss, dynamic, and inner transformation of OGA was conducted in each city during the study period, in order to see whether the difference between the values from 2012 and 2006, and between 2018 and 2012, respectively, were positive or negative.

2. ANCOVA analyses were used to look at the simultaneous influence of the set of independent variables on each dependent variable, for both the global data and for each country separately, specifically assessing the simultaneous dependence of the fragmentation index and the gain, loss, dynamic, and inner transformation of OGA on the predictors: built-up area of the city, population of the city, population density, number of building permits, number of new dwellings completed, number of employed people, and total length of roads.

3. A correlation analysis (based on computing the Bravais-Pearson coefficient of the linear correlation and its significance, in Excel 2003) was used to test whether correlations exist between the components of each possible pair of dependent and independent variables: fragmentation index, raw gain (ha), raw loss (ha), raw dynamic (ha), raw transformation of OGA (ha), gain ratio, loss ratio, dynamic ratio, inner transformation of OGA ratio, population of the city (ratio), population density (ratio), number of building permits (ratio), number of new dwellings completed (ratio), number of employed people (ratio), total length of roads (ratio), total length of modernized road (ratio), local budget-revenues (ratio), and local budget expenses (ratio).

The statistical procedures were implemented using the programs R [49] with the packages “car” and “psych” [50,51] and Microsoft Excel 2003. The level of significance was 0.5 for all analyses.

3. Results

The present study was carried out in the cities represented in the Urban Atlas from 2006–2018; 32 cities in Poland, and 14 cities in Romania. The following results present an overall picture of the trends affecting OGA (fragmentation, gain, loss, overall balance, and inner transformation) in the studied cities, regardless of the values of the parameters. Additional details can be found in Table 4, and maps in Figure 2.

1. The fragmentation manifests itself differently in the two periods; the trend is less consistent from 2006–2012 (18/32 Polish and 11/14 Romanian cities), and stronger in the next period (29/32 Polish and 14/14 Romanian cities). The second period corresponds to the recovery after the economic crisis and a development boom.

2. OGA were lost through the change to other uses in all cities from 2006–2012 and 2012–2018, as shown by the “Loss” indicator. Although new infrastructure was cre-
ated through the transformation of other uses in some cities, as shown by the “Gain”, the overall 2006–2018 balance—indicated by the “Balance” showed that all of the cities permanently lost some OGA.

3. OGA were subject to changes between 2006 and 2018 in many cities, especially from 2006–2012. These changes might pinpoint future land use changes.

4. There were some cities that in one period, or both periods, showed no gain and/or transformation of OGA. Most likely, these local variations also depended on the resolution of data.

The results revealed some alarming trends, given the fact that the study was carried out in two countries with different planning practices and different social and economic dynamics: OGA continue to be fragmented in most cities, and lost in all cities.

Our statistical analysis aimed to check whether the variation in the area covered by OGA (fragmentation, gain, loss, overall balance, and inner transformation) could be explained by any of the socio-economic predictors, simultaneously or individually. The results of testing the simultaneous influence proved inconclusive. When looking at the raw values of the areas affected by changes of OGA, the global set of predictors showed no significant influence (at \( p = 0.05 \)). When these values were expressed as a share of the city area, the global set of predictors had a significant influence, but very few predictors proved to exert a significant individual influence.

Table 4. Trends of the changes of OGA in the Polish and Romanian cities during 2006–2018.

| Country   | City             | Changes of OGA *                  | 2006–2012 | 2012–2018 |
|-----------|------------------|----------------------------------|-----------|-----------|
| Poland    | Białystok       | F G L B T                         |           |           |
| Poland    | Bydgoszcz       | [−] + + [−] + + + + [−] +        |           |           |
| Poland    | Częstochowa     | + + + [−] + + + + + +           |           |           |
| Poland    | Gdańsk          | [−] + + − + + + + + +           |           |           |
| Poland    | Gorzów Wielkopolski | + + + [−] + − − + + + + + + + +       |           |           |
| Poland    | Jastrzębie-Zdrój | + [0] + + [−] 0 + + + + + + + + |           |           |
| Poland    | Jelenia Góra    | + + + − 0 + + + + + + + + + + + + + |           |           |
| Poland    | Kalisz          | + + + − 0 + + + + + + + + + + + + |           |           |
| Poland    | Katowice        | [−] + + − + + + + + + + + + + + + |           |           |
| Poland    | Kielce          | [−] + + + + + + + + + + + + + + + + |           |           |
| Poland    | Konin           | [−] + + − + + + + + + + + + + + + |           |           |
| Poland    | Koszalin        | [−] + + − + + + + + + + + + + + + |           |           |
| Poland    | Kraków          | + + + − + + + + + 0 + + + + + + + + |           |           |
| Poland    | Łódź            | + + + + + + + + + + + + + + + + + |           |           |
| Poland    | Lublin          | − [0] + + − + + + + + + + + + + + + |           |           |
| Poland    | Nowy Sącz       | + + + − 0 + + + + + + + + + + + + |           |           |
| Poland    | Olsztyn         | + + + − + + + + + + + + + + + + |           |           |
| Poland    | Opole           | − + + − + + + + + + + + + + + + |           |           |
| Poland    | Ostrów Wielkopolski | + [0] + + − 0 + + + + + + + + + + + + |           |           |
| Poland    | Pabianice       | − + + − 0 + + + + + + + + + + |           |           |
| Poland    | Płock           | − 0 + + 0 + + + + + + + + + + |           |           |
| Poland    | Poznań          | + + + − + + + + + + + + + + + + |           |           |
| Poland    | Radom           | + + + − + + + + + + + + + + + + |           |           |
| Poland    | Rybnik          | − + + − + + + + + 0 + + + + + + + + |           |           |
| Poland    | Rzeszów         | + + + − + + + + + + + + + + + + |           |           |
| Poland    | Stargard        | + + + − + + + + + + + + + + + + |           |           |
| Poland    | Suwałki         | + + + − + + + + + + + + + + + + |           |           |
* Positive values (white shading) indicate that the difference between final and initial data is positive, indicating that fragmentation increased in intensity: (column labeled “F”, standing for “Fragmentation”), some OGA were gained (column labeled “G”, meaning “Gain”), some OGA were lost (column labeled “L”, from “Loss”), more OGA were gained than lost (column labeled “B”, for “Balance”), and OGA suffered inner changes (column labeled “T”, i.e., “Transformation”). Negative values (gray shading) indicate the contrary, and 0 (black shading) shows no change.
Figure 2. Dynamic of the main indicators of OGA (fragmentation, gain, loss, overall balance and transformation) in Urban Atlas Polish and Romanian cities during 2006–2012 and 2012–2018. Green indicates positive values, meaning that fragmentation increased in intensity (images labeled “Fragmentation”), some OGA were gained (“Gain”), some OGA were lost (“Loss”), more OGA were gained than lost (images labeled “Balance”), and some OGA suffered inner changes (“Transformation”). Negative values (red) indicate the contrary, and blue shows no change. The size of the cities was enlarged for a better visualization of their position and dynamics of OGA.
For this reason, the results of the correlation analysis, displayed in Table 5, are more relevant. The table displays the results for both countries taken together, as well as for Poland and for Romania separately. One might find a correlation between the raw gain and loss of OGA surprising; however, this is a typical case of confounding, where both indicators are related to the city size; more precisely, the larger the city, the larger the areas affected by the gain or loss of OGA. This is why the correlation is no longer present when the gain and loss are computed as a share of the urban area.

**Table 5.** Correlation analysis of the variables describing the changes of OGA and possible predictors.

| Variable | 01 | 02 | 03 | 04 | 05 | 06 | 07 | 08 | 09 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 |
|----------|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| Overall (2006–2012) |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 01       |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 02       |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 03       |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 04       |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 05       |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 06       |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 07       |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 08       |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 09       |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 10       |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 11       |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 12       |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 13       |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 14       |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 15       |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 16       |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 17       |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 18       |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 19       |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| Poland (2006–2012) |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 01       |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 02       |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 03       |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 04       |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 05       |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 06       |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 07       |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 08       |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 09       |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 10       |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 11       |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 12       |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 13       |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 14       |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 15       |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 16       |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 17       | ND | ND | ND | ND | ND | ND | ND | ND | ND | ND | ND | ND | ND | ND | ND | ND | ND | ND | ND |
| 18       | +  |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
| 19       |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |    |
### Romania (2006–2012)

|   | 01 | 02 | 03 | 04 | 05 | 06 | 07 | 08 | 09 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 |
|---|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| 01| +  | +  | +  | +  | ND | +  | ND | +  | ND | +  | +  | +  | +  | +  | +  | +  | +  | +  | +  |
| 02| +  | +  | +  | +  | +  | +  | ND | +  | ND | +  | +  | +  | +  | +  | +  | +  | +  | +  | +  |
| 03| +  | +  | +  | +  | +  | +  | ND | +  | ND | +  | +  | +  | +  | +  | +  | +  | +  | +  | +  |
| 04| +  | +  | +  | +  | +  | +  | ND | +  | ND | +  | +  | +  | +  | +  | +  | +  | +  | +  | +  |
| 05| +  | +  | +  | +  | +  | +  | ND | +  | ND | +  | +  | +  | +  | +  | +  | +  | +  | +  | +  |
| 06| +  | +  | +  | +  | +  | +  | ND | +  | ND | +  | +  | +  | +  | +  | +  | +  | +  | +  | +  |
| 07| +  | +  | +  | +  | +  | +  | ND | +  | ND | +  | +  | +  | +  | +  | +  | +  | +  | +  | +  |
| 08| +  | +  | +  | +  | +  | +  | ND | +  | ND | +  | +  | +  | +  | +  | +  | +  | +  | +  | +  |
| 09| +  | +  | +  | +  | +  | +  | ND | +  | ND | +  | +  | +  | +  | +  | +  | +  | +  | +  | +  |

### Overall (2012–2018)

|   | 01 | 02 | 03 | 04 | 05 | 06 | 07 | 08 | 09 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 |
|---|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| 01| +  | +  | +  | +  | +  | ND | +  | ND | +  | ND | +  | +  | +  | +  | +  | +  | +  | +  | +  |
| 02| +  | +  | +  | +  | +  | ND | +  | ND | +  | ND | +  | +  | +  | +  | +  | +  | +  | +  | +  |
| 03| +  | +  | +  | +  | +  | ND | +  | ND | +  | ND | +  | +  | +  | +  | +  | +  | +  | +  | +  |
| 04| +  | +  | +  | +  | +  | ND | +  | ND | +  | ND | +  | +  | +  | +  | +  | +  | +  | +  | +  |
| 05| +  | +  | +  | +  | +  | ND | +  | ND | +  | ND | +  | +  | +  | +  | +  | +  | +  | +  | +  |
| 06| +  | +  | +  | +  | +  | ND | +  | ND | +  | ND | +  | +  | +  | +  | +  | +  | +  | +  | +  |
| 07| +  | +  | +  | +  | +  | ND | +  | ND | +  | ND | +  | +  | +  | +  | +  | +  | +  | +  | +  |
| 08| +  | +  | +  | +  | +  | ND | +  | ND | +  | ND | +  | +  | +  | +  | +  | +  | +  | +  | +  |
| 09| +  | +  | +  | +  | +  | ND | +  | ND | +  | ND | +  | +  | +  | +  | +  | +  | +  | +  | +  |

### Poland (2012–2018)

|   | 01 | 02 | 03 | 04 | 05 | 06 | 07 | 08 | 09 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 |
|---|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| 01| +  | +  | +  | ND | +  | ND | +  | ND | +  | ND | +  | +  | +  | +  | +  | +  | +  | +  | +  |
| 02| +  | +  | +  | ND | +  | ND | +  | ND | +  | ND | +  | +  | +  | +  | +  | +  | +  | +  | +  |
| 03| +  | +  | +  | ND | +  | ND | +  | ND | +  | ND | +  | +  | +  | +  | +  | +  | +  | +  | +  |
| 04| +  | +  | +  | ND | +  | ND | +  | ND | +  | ND | +  | +  | +  | +  | +  | +  | +  | +  | +  |
| 05| +  | +  | +  | ND | +  | ND | +  | ND | +  | ND | +  | +  | +  | +  | +  | +  | +  | +  | +  |
| 06| +  | +  | +  | ND | +  | ND | +  | ND | +  | ND | +  | +  | +  | +  | +  | +  | +  | +  | +  |
| 07| +  | +  | +  | ND | +  | ND | +  | ND | +  | ND | +  | +  | +  | +  | +  | +  | +  | +  | +  |
| 08| +  | +  | +  | ND | +  | ND | +  | ND | +  | ND | +  | +  | +  | +  | +  | +  | +  | +  | +  |
| 09| +  | +  | +  | ND | +  | ND | +  | ND | +  | ND | +  | +  | +  | +  | +  | +  | +  | +  | +  |

**Table Notes:**
- **+** indicates positive change.
- **ND** indicates no data available.
- **-** indicates negative change.
The results suggested that all the predictors could explain at least some of the phenomena affecting OGA. However, the overall findings were not necessarily applicable to each country separately, and differed from one period to another. Moreover, we were unable to identify a single driver responsible for all the transformations of OGA, even for a single period and country. While the small number of cities studied could be a potential explanation, this did not hold true in all cases. For example, in Romania, where the sample consisted of only 14 cities, the loss of OGA was found to correlate from 2012–2018 with the number of employees and local budgets (revenues and expenses); these correlations were not found in Poland or in the overall results during the same period. Similarly, in Poland and in the overall results, the number of employees was significantly correlated from 2006–2012 with the raw loss and balance of OGA; none of these correlations were found in Romania during the same period, although they were present from 2012–2018, when they were missing from Poland and the overall results.
4. Discussion

4.1. Significance of the Results

Our results showed that, regardless of the differences between the cities analyzed and between the two countries, in terms of the planning systems and socioeconomic dynamics during the study period, OGA were lost and fragmented in both Romanian and Polish cities between 2006 and 2018. Albeit alarming, this trend was consistent with other findings covering almost two decades [4,52]. Hence, the broader relevance of these findings is as follows:

1. From a theoretical perspective, the results provided additional evidence verifying the hypothesis, often repeated in the literature, regarding the crucial impact of urbanization processes on the fragmentation of OGA in special and UGI in general.

2. From a methodological perspective, the mathematical model of fragmentation, applicable to most European cities and potentially to any city with a concentric growth pattern, and invariant to the size of the city, proved its utility in bringing new and potentially different perspectives to the fragmentation process.

3. This study resulted in concrete recommendations for planners (presented in Section 5). However, the main contribution of this article was the proof that, for the time being, these recommendations could be based solely on precautionary principles. Simply put, both the dedicated literature and the quality of the available datasets prevented us from making precise and mature recommendations for planning practitioners that were based on conclusive proofs. We believe this to be a major problem with current research practices, for reasons not sufficiently debated within the current literature.

4. Additionally, last but not least, even though some studies that were carried out separately in different countries were are available in the existing literature, very few investigations were carried out in several countries simultaneously, especially in countries with different planning systems.

Returning to our key findings, the significance of the loss and fragmentation affecting OGA and UGI should be analyzed separately. Given the ES it provides (from a socioeconomic perspective) and its diversity (from an ecological standpoint), its loss can be seen as a negative phenomenon. However, its fragmentation can be placed in a “gray” area of the literature, especially within landscape ecology. When reviewing empirical studies carried out at the landscape scale, Fahrig [53] concluded that the ecological responses to habitat fragmentation per se (i.e., studies that were irrespective to the size of the habitat) were in most cases insignificant, while the most significant relationships were positive, as indicated by the increase in indicators such as species abundance, occurrence, richness, and other response variables to habitat fragmentation per se. This particular article drew upon an article making a contrary statement [54], followed by a new set of arguments provided by Fahrig et al. [55] supporting the claim that fragmentation was not “bad” per se. Since the present study did not deal directly with the ecological responses to the fragmentation, the only implication of the findings indicating the loss of UGI was a call for prudence, applying the precautionary principle.

Moreover, there are several local variations, especially related to the significance of drivers affecting the dynamics of OGA. An important limitation of this particular study lies in the fact that the statistical indicators differed from one country to another rather dramatically, ranging from measuring different indicators to measuring the same indicator in different ways. This is why the chosen set of indicators is confined to the common indicators, where by “common” we mean that they measure the same indicator in the same way.

Unfortunately, this explicit care did not always succeed in investigating some of the driving forces affecting the dynamics of OGA and UGI in depth. For example, in Romania data existed not only on the total length of roads in a given city, which usually showed little variation over time, but also on the modernization of roads, which could
eventually result in the removal of adjacent vegetation rows. This indicator was identified as a significant driver for the fragmentation of OGA, for its loss, as well as for the overall balance, unlike the total length of roads. However, it could not be used in Poland, since it was computed in a different way. Similarly, unlike Poland, Romania did not have any indicators on the local Gross Domestic Product, and the only indicator for the overall state of the economy was employment. In summary, while the original plan was to check the influence of all the pillars of sustainability, except for the environmental ones, by selecting the most appropriate social, economic, and cultural indicators, we ended up with the indicators which permitted a comparison of both countries.

The different fragmentation trends, with several cities showing a constant compaction trend, must be correlated with the fact that the other results indicated a continuous loss of OGA. Against this background, we can easily infer that most of the small patches of OGA disappeared, and the remaining parts were found in untouchable areas (public parks and other types of green spaces). This explains both the compression and loss of OGA.

The vicious circle described by Petrişor et al. [8] was also valid for the relationship between climate changes, GI, and planning: a well-planned GI could help mitigate climate changes, but changes to GI due to the lack of or poor planning were likely to increase the negative outcomes of climate changes. If we considered that post-socialist countries were more vulnerable to climate change [56], this study made an important contribution to investigating the relationship between the effects of changing planning policies, particularly in the relationship with GI, and the ability to cope with the effects of climate change, strengthening the importance of addressing GI in planning, and helping to implement planning provisions addressing climate change issues.

4.2. Relevance of the Study Period

As mentioned above, the timeframe we investigated spanned the period between 2006 and 2018. However, our primary interest was in the period from 2006–2012, with the analyses from 2012–2018 conducted for inner validation purposes and for looking at the consistency of trends. In Romania, the period overlaps with the peak in the “real estate boom” occurring between 2006 and 2008, and the subsequent unfolding of the economic crisis between 2008 and 2012, both for the national economy in general and for the construction sector in particular. As a consequence, the values of different socio-economic indicators could be similar in the first and final year, with decreasing trends until 2012 followed by a growth continuing until 2018. The analyses could be run separately to account for the effects of the real estate boom and of the economic crisis, but unfortunately no data were available for the intermediary years. This suggested that the period of updating the Urban Atlas data should be shorter than six years, in order to account for fine-tuned studies, in line with real urban dynamics.

On the other hand, a “housing boom” occurred in Poland during the years 2008–2009. After this period, a slight decline was caused by the influence of the global crisis on the Polish economy. Although the impact of the crisis was definitely smaller than in other European countries and Poland was seen as a “green island” on the map of Europe, in the years from 2009–2011 there was a decrease in the number of completed apartments. Concomitantly, their usable floor area diminished and their price on the real estate market decreased [57]. After 2011, this trend became reversed, increasing continuously until 2018.

4.3. Similarities and Differences between Poland and Romania

The studies aimed to compare two European countries, situated in different parts of the continent (Poland in the center and Romania in the east). Both Poland and Romania as new members of the European Union, are rapidly developing countries. As part of the Eastern Bloc, they differed from other emerging economies in terms of their transition periods, a fact that could, in principle, be generalized to other emerging economies. The
two countries developed rapidly in the 21st century, and although they shared some historical background, switched very quickly to their current developing paths. Hence, the study was relevant for countries with a similar background.

Previous studies showed that the urban sprawl in Europe was influenced by the historical structure of cities [23]. Furthermore, other studies pinpointed the influence of the planning system on integrating the concepts of GI and ES in the planning process [18,58].

Against this background, a simple look at the data reveals the differences between Polish and Romanian cities. Although their population does not differ significantly, the size of the Polish cities is significantly greater than that of the Romanian cities; roughly 2–3 times greater. Moreover, the share of OGA in Polish cities is significantly greater than in Romanian cities; roughly twofold. The local budget (revenues and expenditure) was significantly greater in the Polish cities from 2012–2018. Other differences were visible in the results we obtained: fragmentation was significantly greater in Romania from 2006–2012, and the overall balance, i.e., the difference between the area of gained and lost OGA, was greater in Poland during 2012–2018. Since the overall balance was a raw value, it could be explained by the significantly greater size of Polish cities.

Apart from these morphological differences, there were differences in the planning systems and in their dynamics as well. Although planning in general could play a key role in terms of enhancing OGA and maximizing their ES, there could also relevant differences between the Polish and Romanian planning systems.

The Polish planning system does not enforce, but instead stimulates the process of regulating different activities by plans. As a consequence, only a part of the administrative territory of the cities is covered by the plans. Since 2004, when the current law on spatial planning and development came into force, all spatial development plans adopted before 1 January 1995 lost their validity [59]. These legal regulations covered approximately 75% of the country’s area. This decision should be assessed very critically; it meant that many communes, and also urban municipalities, were left with no binding spatial plans. The plans were introduced despite the discontent and protests of self-government authorities [59]. As a result, some areas, previously protected by the provisions of spatial development plans, lost their primary protection.

In Romania, the planning system changed, but the planning process remained a long and arduous bureaucratic process [60]. The law required the existence of different plans, from the Master Plan of an entire city, or what is called a General Urban Plan in Romanian planning parlance, to a detailed plan for each planning objective or investment [60]. During the real estate boom, “derogatory planning” (i.e., legalizing deviations from the initial plan) accounted for most real estate developments [61]. After 2008, the planning became affected by economic crisis, while the period before 2008 corresponded to changes in the planning system as a consequence of the accession of Romania to the European Union [62]. As a consequence of changes in both periods, the plans at different spatial levels contradict each other [62] and the built reality is markedly different from planned intentions [63]. Furthermore, plans were drafted according to an outdated methodology, which lost connection with the progress of urban ecology [64] and did not account for key concepts, such as GI and its ES, allowing for its fragmentation without understanding the importance of continuity for its normal functioning, and ultimately for the welfare and comfort of the urban population [8].

An illustration might prove beneficial at this particular point. In Romania, each urban planning document follows a relatively similar development path. First, a design brief, with its associated terms of reference, is produced, either by a planning authority or by a team of consultants, hired for this task by the planning authority. Then, after a contract is signed, with the brief and the terms of reference as annexed to the contract, the drafting of the planning document commences.

The drafting process comprises four distinct stages: Firstly, a series of background studies are produced, which aim to support the proposals contained within the future
planning document. Secondly, a preliminary version of the planning document is drafted by the design team. “Preliminary” in this sense means that the planning document is a development of an urban planning perspective. Once endorsed by the relevant local Technical Committee for Spatial and Urban Planning, which oversees urban development and acts in all major Romanian cities, the planning document enters its third stage, namely the application for notices and agreements from the relevant authorities. It is within this third stage that the planning document might suffer additional changes in order to correspond to various technical and legal requirements. After the successful completion of this third stage, the planning document is now in its final version, and can therefore be approved by the Architect in Chief, with the support of the same Technical Committee for Spatial and Urban Planning that we mentioned earlier. Once approved, it then enters its fifth and final stage, namely the endorsement by the Municipal Council.

It is plain to see that the pivotal component in this entire procedure is the quality of the design brief and of its associated terms of reference, which, as discussed earlier, become mandatory provisions through the inclusion in the contract. Now, the crux of the matter is that most Romanian design briefs, but not all, fare extremely poorly when assessed from a scientific perspective. The provisions related to GI are either completely absent, or else they are surprisingly weak, expressed in terms that became obsolete decades ago. Furthermore, the overwhelming majority of design briefs bow to the recommendations made by outdated technical guidelines, which have not been updated for over two decades. To complicate things further, even if newer-generation design briefs stand to correct this unfortunate state of affairs, they usually run the risk of being contested by potential bidders during the public procurement process.

Returning to our main argument, derogatory planning usually results in detailed plans which violate the provisions of General Urban Plans and oppose the initial planning goals [62] in order to legalize the developments occurring under political or economic pressure. Moreover, the legal requirement of updating the General Urban Plan every 5 to 10 years is not enforced with bureaucratic procedures resulting, under politically unstable conditions, in missed deadlines. At the three points in our study period (2006, 2012, and 2018), some cities did not have an updated plan with the validity of the previous plan being somewhat developed, or with a new plan drafted but not legally approved.

In contrast, the current spatial planning system in Poland was built up under political transformation conditions and based on the axiological assumption according to which the right to protect real property ownership could be extended to the right of land development. This meant that every property owner, by virtue of the act itself, had the right to develop it [59].

This right can be limited (forfeited) when pursuant to the current provisions, i.e., the local spatial development plan (or local plan). Its provisions cannot breach the arrangements of the document which determines the spatial policy of a certain commune, i.e., the study of determinants and directions of spatial development (called ‘study’). This study is a mandatory document, drawn up for the area of an entire commune, but it is not generally binding; therefore, no administrative decision can be based on it [65,66].

Unlike the study, local plans are not mandatory and only some parts of a commune can be included. Such plans are usually prepared for building-free areas (agricultural), stimulating the excessive development of urban areas over adjacent territories. Nevertheless, vast areas of cities and communes (municipalities) are not included in the plans; this does not mean there is no possibility of investing there. The administrative decisions on building conditions can still be applied in the areas not covered by plans. These decisions do not need to be compatible with the study and allow building development in areas with no technical infrastructure.

It is worth noting that, in the case of issuing building conditions, an investor, and not a commune, makes decisions on the land designation. Such a liberal law results in the fact that the construction industry can develop in an unplanned way in places preferred
by investors, including floodplains, areas with significant landscapes and environmental assets, etc. This results in a decreasing in the functional efficiency of cities and their capacities for effective and sustainable development, deteriorating the quality of the natural environment and increasing the pressure on building-free areas (including the green areas). The adopted planning solutions refer, to a small extent, to the basic spatial planning principles, which ensure spatial order and sustainable development in Poland. Because of this, the Polish spatial planning system is widely criticized in the literature [59,65,66]. Its weaknesses are proven, among others, by the results of the study conducted in selected Polish cities by the Supreme Audit Office in 2017; they show that, despite the expansion of the area covered by local plans, many cities recorded a decrease in the share of green areas and water in the total area structure included in the local plans [67].

Against this background, Table 6 presents a comparison between the studied cities in the country-specific planning context: the existence and updating with plans in Romania, and the share of the city area covered by plans in Poland. The latest decreases during some periods and in some cities (2006–2012 in Gdańsk, 2012–2018 in Opole and Zielona Góra) are explained by the fact that the city area increased and the existing plans covered a smaller part of it.

Table 6. Planning status of the studied cities, according to the different planning systems in each country: existence of an up-to-date plan in Romania and share of the planned area from the city area in Poland.

| City          | Romania Year | Poland Year | City          | Romania Year | Poland Year | City          | Romania Year | Poland Year |
|---------------|--------------|-------------|---------------|--------------|-------------|---------------|--------------|-------------|
|               | 2006 2012 2018 | 2006 2012 2018 |               | 2006 2012 2018 | 2006 2012 2018 |               | 2006 2012 2018 | 2006 2012 2018 |
| Alba Iulia    | No No Yes     | 1.96 42.16 53.64 | Białystok    | Białyśtyk | 7.95 50.00 55.96 |
| Arad          | Yes No No     | 10.86 30.68 37.43 | Bydgoszcz    | Bydgoszcz | 11.34 37.11 28.71 |
| Bacău         | Yes Yes Yes   | 1.88 15.00 22.73 | Częstochowa  | Częstochowa | 16.67 30.95 36.59 |
| Brăila        | Yes No No     | 43.61 67.18 65.89 | Gdansk       | Gdansk | 12.12 96.97 100.00 |
| București     | Yes No No     | 10.47 38.37 56.01 | Gorzów Wielkopolski | Gorzów Wielkopolski | 32.95 35.23 38.23 |
| Călărași      | Yes Yes Yes   | 1.17 99.61 99.87 | Jastrzębie-Zdrój | Jastrzębie-Zdrój | 5.34 34.35 46.43 |
| Cluj Napoca   | Yes No Yes    | 18.35 54.13 98.61 | Jelenia Góra | Jelenia Góra | 3.57 9.82 15.64 |
| Craiova       | Yes No No     | 7.25 15.94 17.85 | Kalisz       | Kalisz | 4.05 100.00 100.00 |
| Giurgiu       | Yes No No     | 9.70 20.61 26.33 | Katowice     | Katowice | 4.41 13.68 16.79 |
| Oradea        | Yes No Yes    | 1.82 14.55 17.64 | Kielce       | Kielce | 16.67 37.50 39.06 |
| Piatra Neamț  | Yes No No     | 84.15 95.12 95.46 | Konin        | Konin | 7.58 27.27 65.21 |
| Sibiu         | Yes Yes Yes   | 12.05 33.67 42.66 | Koszalin     | Koszalin | 11.63 44.19 53.39 |
| Târgu Mureș   | Yes Yes Yes   | 3.06 37.61 61.75 | Kraków       | Kraków | 18.97 43.10 56.15 |
| Timișoara     | Yes No No     | 2.73 5.12 53.29 | Łódź         | Łódź | 15.86 29.59 37.34 |
|               |              |              | Lublin       | Lublin | 25.26 50.85 58.10 |
|               |              |              | Nowy Sącz    | Nowy Sącz | 8.62 43.10 49.32 |

* The table indicates whether a legally approved plan was in place in each year; ** the table indicates the share of the city area that was covered by plans in each year.

In summary, the lack of coverage by plans in Poland and the derogatory over-planning in Romania had the same effect: development occurred spontaneously, driven by economic and political forces, and did not account for GI, which were fragmented and lost in both countries.

4.4. Study Design

The study employed an ecological approach, which is, by design, subject to the “ecological fallacy”, meaning that the conclusions obtained at the population level are generally not valid at the individual level [68] due to spurious correlations. For instance, a country-wide analysis indicates that the loss of OGA, measured by the difference in area between 2006 and 2012 or 2012 and 2018, is significantly greater in Poland than in
Romania, simply because Polish cities are larger than their Romanian counterparts. If the loss is measured as a ratio between the difference in area and city size in 2006 and 2012, or 2012 and 2018, the difference is no longer significant. Furthermore, the ecological fallacy relates to confounding, when variables which are not functionally related appear to be correlated because both are tied to the same third variable. This confounding of results causes a spurious correlation between the raw gain and loss of OGA, both related to city size. Regardless of its inherent shortcomings, the ecological approach has the theoretical advantage of allowing the simultaneous comparison of large amounts of information; therefore, 46 cities are analyzed in the study, with the caveat of relying mostly on quantitative data and treating event qualitative data in a quantitative manner, i.e., integrating it the ANCOVA prediction model. In addition to this, the validity of the approach is proven by its use in studies from other fields, including management, health, sociology, geography, or political studies, to name only a few [69–73].

The ANCOVA prediction model is also subject to limitations: We already pointed out the issue of data availability at the city level, which resulted in a lesser coverage of the economic and social aspects of sustainability. Nevertheless, with this caveat in mind, the model has the theoretical advantage of being able to address the traditional pillars of sustainability (economy, society, and environment), but also some additional dimensions of the concept, i.e., infrastructure, demography, and administration. In addition, its validity results from totaling predictors found to be significant for the dynamics of GI by other studies.

Although the mathematical model used in this study is a novel approach, the findings are consistent with those of previous studies, thereby validating it implicitly, in addition to its mathematical proof. However, the main limitation of this model is that it relies on the radial-concentric geometry of cities. Further research is needed to derive similar models for other shapes, keeping in mind that its development starts from the condition of creating a model that is invariant to the original size of the initial city shape.

4.5. Data and Methodological Limitations, and Future Research Directions

Due to the nature of the data, we deliberately and justifiably assumed several limitations for this study. It must be pointed out that, despite the free availability of European geospatial data such as CORINE or the Urban Atlas, datasets are continuously subject to changes intended to improve them, both in terms of resolution and classification schemes. However, these changes also entail important limitations, with the difficulty of conducting comparative analyses being chief among them [74]. In our case, the different classification scheme used in 2006 compared to 2012 and 2018 was overcome by reclassifying the newer datasets, thereby diminishing their resolution. Future research using newer data would naturally benefit from a more complex classification scheme, but analyses aimed at searching an entire period will have to deal with this issue for the 2006 data.

At the same time, we decided to limit our analyses to GI corresponding to OGA. Future studies could also take into account GI and even “blue-green infrastructure”, since the data are already available. Nevertheless, the inability of discerning between changes in infrastructure which are due to human interventions or have different underlying causes still remains.

Last but not least, for comparison purposes the analysis was limited to the cities covered by Urban Atlas data in all the three periods analyzed, while statistical analyses were carried out only for those cities where data on the different drivers was available. This was another limitation likely to affect the future studies, since the data could not be produced retroactively. While the limitation is inherent to the data and cannot be addressed, future studies could focus on the more recent periods, provided that the data include more cities. At the same time, future studies focusing on recent data will benefit from using larger samples and cities that might be more relevant for statistical purposes (for instance, large Romanian cities, such as Iași, Brașov, Constanța, or Galați, meeting
the population criterion, were not included in the analysis due to the lack of available data for 2006).

In methodological terms, the characteristics of the study team allowed for a simple and intuitive spatial analysis, able to translate the spatial data into numbers that could be analyzed statistically, task accomplished using ArcView GIS 3.X. Future studies could consider using more recent pieces of software, such as QGIS and its Phyton language script, which are able not only to collect data, but also to pinpoint the most and least correlated areas, allowing for the involvement of “a broader audience” and a better visualization of the final output, tools that ultimately improve the decision-making process.

In conceptual terms, our study was strictly focused on the dynamic of OGA in relation to the drivers influencing it and the planning perspective. However, moving to the landscape scale, there were other issues worth exploring, such as the effects generated by urban transformations on landscape, their relationships with ecological connectivity, and the economic attractiveness that may be generated in a city or territory [75,76], or the relationship with the global resilience, in particular to climate change.

Against this background, we can now sum up the main limitations of this study. Hence, we know that all FUAs under scrutiny lost OGA over the period between 2006 and 2018. However, we do not know precisely which kind of GI were lost. Additionally, perhaps even more importantly, we can only formulate recommendations based on precautionary principles, given the quality of the available data.

Each of the previous statements requires a brief explanation. Hence, as mentioned earlier, FUAs encompass more than one municipality. Moreover, FUA boundaries do not always overlap administrative boundaries, which are the main units for census data. Therefore, we cannot confirm a FUA-wide analysis by using additional, finer-grained examinations, aimed at probing the real situation of GI within the administrative boundaries of the constituent municipalities. This is a problem, especially when most of the green open spaces within any given FUA are located across its periphery, and not within its core. Consequently, when we talk about losing GI, we usually mean losing GI at the fringes of the FUA, generally due to the urban sprawl generated by its core. Moreover, this infrastructure consists mostly of agricultural and natural areas, with urban green open spaces or leisure areas being far less common. However, the lack of overlap between FUA and administrative boundaries prevents us from pinpointing the exact amount and position of the lost GI in relation to each municipality’s administrative boundaries. Therefore, we can only say that FUAs lose OGA, most likely at their fringes, where the urban sprawl generated by the core transforms green open spaces into built-up areas. At the same time, better planning recommendations can be phrased through the lens of the four types of urban nature; if the city growth the likely to eliminate and fragment natural areas with their biodiversity, planners can provide for landscaped areas connecting remaining natural islands and ensuring the provision of ES, compensating for the lost ones. In this regard, studies using a fine-grained classification of different types of GI can provide more specific recommendations.

Secondly, it is very important to stress that satellite imagery tells us very little about land use, and, even more importantly, about development rights enshrined within the legal status of each plot. Hence, the administrative anatomy of an FUA is further complicated by the fact that each constituent municipality is governed at least by one urban plan, i.e., the general urban plan for the entire municipality, or a series of zonal urban plans, for different areas within that municipality. It is these plans that affect development rights and might consequently distort the interpretation of satellite imagery. In other words, plots which have not yet been built or that still lie derelict, even if construction is legally possible, might be covered by greenery, and thus appear as part of GI. Moreover, there is a fine line when classifying wooded areas as “forests”, based on the canopy coverage and depending on the spatial resolution of the image. In other words, only large developments may be classified as “change”, while small transformations cannot always be detected.
It is against this background that we can only formulate recommendations based on precautionary principles, because of the gaps in the scientific literature and quality and availability of the data. This is a crucial point to be made, as our recommendations eventually filter through to planning regulations, which are opposable in a court of law [77].

5. Conclusions and Recommendations

The present study was aimed at answering three questions related to the variables that could help predict the dynamics of OGA, the relationship between the differences in the dynamics of OGA in the two countries, and the insights for planning practitioners. With respect to the first two questions, our findings indicated that OGA continued to be fragmented in most cities, and lost in all cities. The drivers included urban built-up areas, population and density, the number of building permits, number of new dwellings completed, number of employees, and the total length of roads. However, the overall findings did not necessarily apply to each country separately and differed from one period to another. Moreover, a single driver cannot be held responsible for all the transformations of GI, even for a single period and country. Despite the different planning systems, the lack of coverage by plans in Poland and the derogatory over-planning in Romania had the same effect: development occurred spontaneously, driven by economic and political forces and did not account for OGA, which were fragmented and lost in both countries.

In a nutshell, the key message of the study is the following: Regardless of the planning systems of the two countries, this study shows that OGA continue to be fragmented and lost. Therefore, the scope of studies is expanded demonstrating this decline. Unfortunately, there is a lack of proactive regulations and instruments for stopping the process, as well as clear-cut guidelines for accomplishing this task. Furthermore, the existing planning literature does not succeed in providing clear and convincing arguments that justify the need for such tools.

It is against this background that we can now make a series of operational recommendations to planners:

1. Since design briefs and their associated terms of reference gain contractual power through their inclusion in the public procurement contracts for urban planning documents, they need to have a thorough scientific grounding, as well as a critical perspective on current research. This point cannot be stressed explicitly enough, as a lot of academic output on ES and planning practices in general is surprisingly shallow. It is within such a context that design briefs and their associated terms of reference have the capacity to act as the main drivers for the improvement of future planning documents. Therefore, we strongly urge planning authorities and their consultants to carefully and critically peruse the available scientific literature on ES and to introduce dedicated background studies with expected sets of results in each design brief dedicated to complex urban documents.

2. Furthermore, we urge the academic community to try harder and to study the planning process in greater depth, as many of their recommendations are divorced from the planning reality. Recommendations need to be mature enough to be operational, otherwise they are useless to even the most well-disposed of planning practitioners. As we saw earlier while conducting the literature review, academic output was almost entirely self-sufficient, with no real desire to bridge the gap between academia and planning practices. Needless to say, in an ever-changing legal and normative context, operational knowledge is crucial for planners.

3. Additionally, last but not least, we encourage academics to produce scientifically informed design manuals, which then can be put to the test in the real world.
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