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ABSTRACT Since voice communication is the main method of information transmission, it is important to ensure the safety and efficiency of voice communication. In this paper, a more complex multipath channel model in a wireless environment is considered, and chaotic masking technology is used to ensure the security of voice signal transmission. Based on this, a multipath blind source separation algorithm based on cross-correlation permutation of spectral peak search counters is proposed. First, chaotic masking is performed between multiple voice signals and chaotic signal, and an impulse response filter is used to simulate the multipath transmission process. Next, the short-time Fourier transform is employed to convert the observation signal into a frequency-domain signal. Then, the joint approximate diagonalization of eigen-matrix algorithm is used to perform linear instantaneous blind source separation at each frequency. And to solve the permutation uncertainty problem in the frequency domain method, a cross-correlation permutation algorithm based on a spectral peak search counter is proposed. Finally, the permuted signal is transformed back to the time domain to get the estimated source signal by the inverse short-time Fourier transform. And simulation experiments show that the algorithm greatly reduces the calculation amount of the autocorrelation coefficient in the traditional permutation algorithm. Moreover, the permutation algorithm has stability and accuracy, and provides a solution for the secure transmission and effective separation of voice signals in multipath transmission channels.

INDEX TERMS Chaotic masking, convolutive mixture blind source separation, cross-correlation permutation, short-time Fourier transform.

I. INTRODUCTION
With the rapid development of information technology, voice transmission technology introduces an increasing amount of convenience to people’s live. As the main form of human communication, a voice message is used for its strong real-time performance and easy identification [1]–[3]. Whether it is indoor or outdoor transmission, the transmission and reception of voice information will inevitably be affected by the multipath transmission effect [4], that is, after a voice message was sent, it needs to reach the receiver end via multiple transmission paths. The length (delay) and attenuation of each path are different; thus, the received signal presents a superposition of various voice signals affected by the phase, delay, and multipath [5]. On the contrary, an increasing number of fields and departments need secure and efficient voice transmission technology, and information security is facing unprecedented development opportunities [6]. Thus, in the multipath transmission channel, the safe transmission and effective extraction of voice information in and out of the laboratory environment is one of the scientific problems that is being addressed by many scholars.

In recent years, the chaos of nonlinear systems has been increasingly investigated. Chaos is an aperiodic bounded dynamic behaviour caused by a deterministic, nonlinear and dynamical system [7]. Due to its initial value sensitivity, internal randomness and unpredictability, chaos plays an important role in secure communication. Considering the secure transmission of voice information in a wireless transmission environment, chaotic encryption or masking of voice signals
can be performed at the sender. For indoor environments, a classic problem of voice communication is the cocktail par- ties. In a noisy indoor environment, the microphone is used to record the sound information. At this time, the receiver contains voices of multiple people speaking simultaneously, music sounds, and other sound sources. And there are also reflected sound generated by the reflection of walls and indoor objects. So a voice transmission over multipath chan- nels can be abstracted into a convolutive mixed model in an indoor or outdoor environment. In the process of transmis- sion, a lack of source information and channel information exists. Therefore, the separation of expected voice signals from unknown information is known as the convolutive mixed blind source separation (CMBSS) [8] problem.

Two main types of methods exist to solve the blind source separation (BSS) problem in multipath channels: time- domain method and frequency-domain method. In the time-domain method [9], [10], a separation filter in the time-domain must be calculated with an order equal to or greater than the order of the impulse response filter. However, owing to the influence of the order of the convolutive model, the complexity of the algorithm is high and the convergence speed is slow. The frequency-domain method [11], [12] transforms the time-domain signal into the frequency domain by short-time Fourier transform (STFT) [13]. Using a mature independent component analysis method [14], it is a linear instantaneous BSS at each frequency point. This process is also the key to BSS in the frequency domain. This method avoids tedious convolution operations, and has a small calcu- lation amount and a fast convergence speed. Yet, there are uncertainties in the amplitude and permutation, which prevents accurate separation of source signal. The amplitude uncertainty can be solved by normalizing the separation matrix; however, the permutation uncertainty is always a difficult problem in the frequency-domain method.

Two methods exist to solve the uncertainty problem of frequency-domain method permutation: the first method is the geometric method based on the direction of arrival (DOA) [15]–[17], and the second method is the mutual parameter method that is based on the correlation between adjacent frequency points [18]–[21]. The DOA-based method considers the source signal and the spatial position of the sensor as prior knowledge. The advantage of this method is that it can independently solve the permutation uncertainty problem at each frequency point, and the adjacent frequency points are not related to each other. However, this method is not suitable for the accuracy of the low-frequency point and the effectiveness of the high-frequency point. Thus, achieving this method in a practical environment is difficult. The mutual parameter method, which is based on the correlation of adjacent frequency points, relies on the correlation of the same source signal or the independence of the adjacent frequency points of different source signals. The indicators of similar sequences are optimized to determine whether the separated signals are derived from the same sources. This method is more accurate. To improve the similarity of recovered signal,
Section IV. Section V analyzes the performance of the algorithm. Section VI gives the conclusions and future research prospects based on the analysis results.

II. MATHEMATICAL MODELING AND THEORETICAL BASIS

This part will establish the signal mixing and separation model of multichannel voice signals in multipath transmission channels for the secure transmission. Further, this section introduces the fractional Chen chaotic system selected for chaos concealment in this paper.

A. MULTIPATH TRANSMISSION AND MATHEMATICAL MODEL

As the actual communication environment is more complex, the voice information will be reflected by the obstacles to form a multipath transmission. The voice information will travel to the receiver via multiple paths to get unknown observation signals. The corresponding signal separation technology can be employed for the observation signal to realize the estimation of the source signal. Fig. 1 shows an example of a three-way voice signal. The signal simulates the multipath transmission of voice information in real environment and the process of separating and extracting.

\[ X(t) = \sum_{p=0}^{P} H(p)S(t-p), \]

where \( H(p) \) represents the vector representation of the transfer function. In practice, a finite impulse response filter can be applied to approximate the transfer function. The observation signal is converted from the time domain to the frequency domain by STFT, and the mathematical expression of the observation signal at each frequency point [24] is

\[ X(t, f) = \sum_{k=0}^{K} X(k + f) \cdot \text{win}(k)e^{-j2\pi ft}, \]

where \( k \) is the number of frequency points of STFT, \( \text{win}(k) \) is the window function, which is usually the Hamming window, and the window length is \( L \). The frequency value of each frequency point is \( f = 0, \frac{1}{L}f_s, \frac{2}{L}f_s, \ldots, \frac{L-1}{L}f_s \), where \( f_s \) is the sampling frequency. When the length of the window function \( \text{win}(k) \) is substantially larger than the order of the impulse response filter \( p \), the convolutive mixture model at each frequency point can be approximated as an instantaneous mixture model

\[ X(t, f) = A(f)S(t, f), \]

where \( A(f) = [a_1(f), a_2(f), \ldots, a_N(f)] \) is the mixing matrix at the frequency point \( f \), and \( a_i(f) = [a_{i1}(f), a_{i2}(f), \ldots, a_{iM}(f)]^T \). And the observation signal is \( X(t, f) = [X_1(t, f), X_2(t, f), \ldots, X_M(t, f)]^T \) and the source signal is \( S(t, f) = [S_1(t, f), S_2(t, f), \ldots, S_N(t, f)]^T \). As \( M = N \), assuming that the inverse filter of the mixing filter has solution, the estimated signal is

\[ Y(t, f) = W(f)X(t, f), \]
where \( Y(t, f) = [Y_1(t, f), Y_2(t, f), \ldots, Y_N(t, f)]^T \) is the separation signal at the frequency point \( f \), and \( W(f) \) is the separation matrix in the frequency domain. The purpose of blind signal separation is to find the corresponding observation matrix \( W(f) \) from the observation signal \( X(f) \) to achieve signal separation.

**B. FRACTIONAL CHEN CHAOTIC SYSTEM**

Fractional Chen chaotic systems have more complex dynamic characteristics than integer-order chaotic systems, and the security of confidential communication is higher. The chaotic system dynamics [31] equation is described as

\[
\begin{align*}
\frac{d^\alpha x_1}{dt^\alpha} &= a(y - x) \\
\frac{d^\alpha x_2}{dt^\alpha} &= (c - a)x - z + cy \\
\frac{d^\alpha x_3}{dt^\alpha} &= xy - bz,
\end{align*}
\]

where \( a, b, \) and \( c \) are system variables; \( x, y, \) and \( z \) are state variables. \( \alpha \) (0 < \( \alpha < 1 \)) is the order of the fractional-order system. Set the initial values \( x_0 = -15, y_0 = -18, \) and \( z_0 = 15, \) and the system variables \( a = 35, b = 3, \) and \( c = 28. \) When the fractional order of the chaotic system reaches \( \alpha \approx 0.82, \) the fractional Chen system begins to appear chaotic. For example, the evolution of fractional Chen chaotic motion system when \( \alpha = 0.88 \) is shown in Fig. 3.

A fractional-order Chen chaotic system has better key space and system complexity. The chaotic signal has a large bandwidth and good security characteristics. The voice signal is hidden in the chaotic signal to form a noise-like signal. And the useful information is completely covered by the chaotic signal to realize the secure transmission of the voice signal.

**III. LOW-COMPLEXITY PERMUTATION ALGORITHM IN THE FREQUENCY DOMAIN**

In the frequency-domain method of convolutive mixture blind source separation, there is a problem of permutation uncertainty. There are mainly two kinds of methods to solve this problem. The first method is the geometric method based on the direction of arrival, which can solve the permutation problem at individual frequency points. However, the spatial position of the sensor is strict, and it takes a lot of calculation. The second method is a correlation coefficients method that is based on adjacent frequency points. This method optimizes the indicators of similar sequences based on the correlation of the same source signal or the independence of adjacent frequency points of different source signals. This method is more accurate, but the optimization process will inevitably increase the computational complexity of the permutation algorithm. So, this paper proposes a low-complexity permutation algorithm that is based on the cross-correlation of adjacent frequency points, while ensuring robustness. This algorithm is an improvement on the traditional method that is based on the correlation of adjacent frequency points by adding a counter to the peak value search of the cross-correlation. This algorithm can not only effectively solve the out-of-order problem in the separation algorithm, but also reduce the computational complexity of the traditional permutation algorithm.

**A. CROSS-CORRELATION PERMUTATION ALGORITHM BASED ON SPECTRAL PEAK SEARCH COUNTER**

In the traditional correlation-based permutation algorithm [20], different signals have completely different signal contours at the same frequency, that is, they are completely uncorrelated. However, the signal contours between adjacent frequency points of the same signal are roughly the same, and have very extremely high correlation. Therefore, the amplitude correlation between adjacent frequencies is used as the basis for permutation. It is not difficult to infer that the energy between adjacent frequencies also has a correlation, which can also solve the permutation problem [23]. And the energy is more stable than the amplitude. First, the correlation coefficient is given as

\[
cor(y_i(f), y_j(f)) = \frac{E(y_i(f)y_j(f)) - E(y_i(f))E(y_j(f))}{\sqrt{D(y_i(f))} \cdot \sqrt{D(y_j(f))}} (1 \leq i, j \leq M),
\]

where \( E(\cdot) \) represents the average value of the signal, \( D(\cdot) \) represents the variance of the signal, and \( y_i(f) \) represents the \( i \)th signal separated at the frequency point \( f \). The amplitude of the separation subsignal \( y_i(f) \) is \( |y_i(f)| \). Similarly, we define the autocorrelation and correlation energy coefficients as

\[
C_{ii} = cor(|y_i(f)|^2, |y_i(f + 1)|^2), \quad C_{ij} = cor(|y_i(f)|^2, |y_j(f + 1)|^2),
\]

where \( C_{ii} \) represents the correlation between the frequency point \( f \) and the frequency point \( (f + 1) \) of the \( i \)th signal, which is called the autocorrelation energy coefficient. \( C_{ij} \) represents the correlation between the frequency point \( f \) of the \( i \)th signal and the frequency point \( (f + 1) \) of the \( j \)th signal, which is called the cross-correlation energy coefficient.

In this algorithm, we need to set the comparison threshold. The purpose is to compare with the correlation which is obtained at different frequency points of the separated sub-signals. Regarding the selection of the comparison threshold, the corresponding reference [30] is given. Therefore, we set the comparison threshold to \( \varepsilon = 0.7. \) If \( \rho_{ij} > \varepsilon, \) it indicates that the separated signal is misordered at the frequency points. These frequency points are called wrong frequency points. Here it is necessary to calculate the autocorrelation of the wrong frequency points, then reorder the separation signal.

Taking two-channel source signals as an example, the energy correlation coefficient is as follows:

\[
\begin{align*}
C_{11} &= cor(|y_1(f)|^2, |y_1(f + 1)|^2) \\
C_{12} &= cor(|y_1(f)|^2, |y_2(f + 1)|^2) \\
C_{21} &= cor(|y_2(f)|^2, |y_1(f + 1)|^2) \\
C_{22} &= cor(|y_2(f)|^2, |y_2(f + 1)|^2).
\end{align*}
\]
If \( C_{12} > 0.7 \) or \( C_{21} > 0.7 \), then calculate the autocorrelation \( C_{11} \) and \( C_{22} \), and reverse the order of the two separated subsignals; otherwise, it remains in the original position.

It should be noted that the algorithm in this paper needs two key stages, namely the search stage and the error-correcting permutation stage. Obviously, the calculation amount of the search stage is much larger than the error-correcting permutation stage. The search process needs to find the location and number of wrong frequencies. In this stage, the calculations for autocorrelation and cross-correlation are identical. Yet, our Monte Carlo experiments show that cross-correlation is more sensitive than autocorrelation. In other words, when the subsignal of the frequency point appears out of order, the autocorrelation is relatively close to 1, while the cross-correlation is already far away from 0. Therefore, this article takes the cross-correlation as the basis of the search stage, and uses it to determine whether the frequency point is wrong. In the next error-correction permutation stage, the autocorrelation calculation is adopted.

Therefore, the basic idea of the cross-correlation permutation algorithm based on the spectrum peak search counter is as follows. It is assumed that the first frequency point is a reference frequency point, and the signals at the frequency point are correctly ordered. Firstly, the frequency points are traversed to calculate the correlation of separated signals between adjacent frequency points. Secondly, it determines whether the frequency point is a wrong frequency point according to the comparison threshold. Then a counter is used to mark such frequency points, and record the position and quantity information. This counter is called a spectrum peak search counter. The above process is the search stage in the algorithm of this paper. Next, the error-correction permutation stage of this algorithm is designed. Here we set an upper limit for the number of wrong frequency points, and define the upper limit as the threshold of wrong frequency points (TWFP), which is \( N_t \). When the count value is smaller than the TWFP, the position of the separated subsignals at each frequency point can be kept unchanged. And the disorder of individual frequency points will not affect the recovery effect. When the count value is greater than the TWFP, the autocorrelation of the marked frequency points needs to be calculated. Among the calculated autocorrelation and cross-correlation, we choose the largest one. The most relevant signal should be placed at the same position as the reference frequency point.

**FIGURE 3.** 3-D evolution diagram of fractional-order Chen chaotic system.
Finally, a cross correlation permutation ranking algorithm based on a spectrum peak search counter is implemented. To sum up, the specific implementation process of the proposed algorithm is described in TABLE 1.

In the traditional algorithm, all wrong frequency points need to be reordered. And the autocorrelation and cross-correlation between all frequency points needs to be calculated. The algorithm in this paper only performs sequencing when the number of wrong frequency points is greater than the TWFP. At the same time, we only need to calculate the cross-correlation. The autocorrelation is only calculated when the frequency point is misordered. Therefore, the cross-correlation permutation algorithm based on the spectral peak search counter greatly reduces the computation complexity of the algorithm. And this still can obtain a good estimated signal. The time complexity of the algorithm can be obtained by calculation and analysis, and the low complexity of the algorithm is proved theoretically.

**TABLE 1. Permutation algorithm in the frequency domain.**

| Algorithm: The CCP algorithm based on the SPSC |
| --- |
| **Input:** $SF$ |
| $SF(i, k)$ represents the frequency-domain separated subsignal, $i$ represents the number of separators $(1 \leq i \leq M)$, and $k$ represents the position of the frequency points. |
| **Output:** $SF'$ |
| $SF'(i, k)$ represents the frequency-domain separated subsignal after permutation adjustment. |
| **Initialization:** $Local[1] = []$, $C = 0$, $K$ is the number of frequency points of STFT, $M$ represents the number of observed signals, and $N_t$ is the threshold of wrong frequency point. |
| **For** $k ← 1 : (K/2)$ do |
| **For** $i ← 1 : M$ do |
| **For** $j ← 1 : M$ do |
| If $i \neq j$ then |
| $W_{ij} ← W(SF(i, k), SF(j, k))$ we calculate the cross-correlation energy coefficient between each subsignals of by (10). |
| If $W_{ij}(k) > 0.7$ then Set the cross-correlation threshold to be 0.7. |
| $C ← C + 1$ Start counter. |
| $Local[C] ← k$ |
| **End** |
| **End** |
| **End** |
| If length ([Local]) > $N_t$ |
| **For** $k ← 1 : [Local]$ do |
| **For** $i ← 1 : M$ do |
| **For** $j ← 1 : M$ do |
| $W_{tk}(k) ← W(SF(i, k), SF(i, k))$ we calculate the autocorrelation energy coefficients of each signal by (9). |
| $W_{max}(k) ← max(W_{tk}(k), W_{ij}(k))$ |
| $SF'(i, k) ← SF(max, k)$ The signal of the path separated subsignal at the maximum value is substituted with the signal of the path. |
| **End** |
| **End** |
| **End** |
| Return $SF'$ |

**B. CONVOLUTIVE MIXED BLIND SOURCE SEPARATION ALGORITHM BASED ON CROSS-CORRELATION PERMUTATION**

Based on the spectral peak search counter and cross-correlation permutation to solve the signal separation in the case of secure multipath voice transmission, the total algorithm flow description is shown in Fig.4.

At the beginning, multiple voice signals are hidden into chaotic signal to ensure the security of voice information. Considering the convolutive problem during multipath transmission, the time-domain signals are converted to the frequency domain using STFT. In the frequency domain, the complex JADE algorithm is used for instantaneous blind source separation to obtain the estimated signal. The cross-correlation permutation algorithm based on the spectral peak search counter was used to sequence the separated signals. Finally, the estimated signal is transformed into the time domain by ISTFT.

**C. PERFORMANCE EVALUATION INDEX**

In the process of convolutive mixture blind source separation simulation experiment, there still are some differences between the signal estimation and the source signal even in the absence of noise. The subjective and objective aspects are usually used to evaluate the estimated signal. This paper used the similarity coefficient (SC) and signal-to-interference ratio (SIR) to quantitatively analyze the performance of separated signals from an objective perspective.
SC: $s(t)$ and $y(t)$ represent the source signal and estimation of source signal respectively, and the mathematical expression is shown as follows

$$
\rho (y_i, s_i) = \frac{\left| \sum_{t} y_i(t) s_i(t) \right|}{\sqrt{\sum_{t} y_i^2(t) \sum_{t} s_i^2(t)}}. \tag{11}
$$

The similarity coefficient between the source signal $s_i(t)$ and the estimated signal $y_i(t)$ is between 0 and 1. When the two signals are completely correlated, the similarity between the source signal and estimated signal is higher. The closer the similarity coefficient is to 1, the better the separation performance of the algorithm will be. Otherwise, the smaller the similarity coefficient, the worse the separation effect of the algorithm.

SIR: $s_{\text{arg.et}}(t)$ represents the part of the estimated signal that belongs to the source signal; $e_{\text{interf}}(t)$ indicates that the estimated signal does not meet the source signal, but belongs to the mixed signal, which is the estimation error caused by other signal sources [32], [33].

$$
\text{SIR}_i = 10 \log_{10} \frac{\left| s_{\text{arg.et}}(t) \right|^2}{\left| e_{\text{interf}}(t) \right|^2} = 10 \log_{10} \frac{\sum_{t} y_{ii}^2(t)}{\sum_{t} \sum_{t} y_{ij}^2(t)}, \tag{12}
$$

where $y_{ii}(t)$ represents the energy from the source signal $s_i(t)$ in the estimated signal $y_i(t)$ of the $i$th source signal $s_i(t)$, and $y_{ij}$ represents the energy from $y_i(t)$ in other sources than the source signal $s_i(t)$, which is the interference component in $y_i(t)$. The larger the value SIR, the higher the degree of crosstalk suppression, and the better performance of the separated signals.

IV. SIMULATION

The voice signal in the TIMIT database and the $x$ component of the fractional-order Chen chaotic system are randomly selected as the input signal. The length of the signal was 3 s, and the sampling frequency was $f_c = 16$ KHz, and the filter is $p = 20$. Then STFT is performed on each observed signal, whose window length is $L = 256$, frame shift is $H = 32$, and weighting function is hamming window. Furthermore, the number of frequency points is $K = 1024$.

A. PERMUTATION ALGORITHM EXPERIMENT

The input signal is mixed through the impulse response filter and the observed signal is obtained. The voice signal is well hidden in the chaotic signal to realize safe and secret transmission. The experimental simulation is shown in Fig. 5.

The simulation results show that the source signal information cannot be reflected in the observed signals. Chaotic signals have a good effect of chaotic masking on voice signals to realize the secret transmission of voice signals. A “blind” observation signal is simultaneously obtained at the receiver.

![FIGURE 5. The source signal and observation signal waveform.](image)

**TABLE 2. Performance evaluation of separated signals.**

| Similarity coefficient | SIR  |
|------------------------|------|
| Separation 1           | 0.9977 |
| Separation 2           | 0.0176 |
| Separation 3           | 23.3633 |
| Separation 4           | -5.2915 |

To analyze the effectiveness of the cross-correlation permutation algorithm based on the spectral peak search counter, we evaluate it with different number of wrong frequency points. When the number of wrong frequency points is small, as shown in Fig. 6, only 2 exist. At this time, the subsignal of wrong frequency points is not replaced. And the separated signal waveform remains still clearly visible. The similarity coefficient and SIR are used as the evaluation criteria for separated signals, as shown in TABLE 2.

The data in TABLE 2 reveals that the similarity coefficient between separation signal 1 and source voice signal is 0.9977 and the SIR also reaches 23.3633. The accurate estimation of the voice signal is realized. The similarity coefficient between the separation signal 2 and the chaotic signal is 0.7195, and the chaotic signal used for masking can also obtain better separation results. So, when the individual frequency points are wrong, there is no ordering of the
B. DETERMINE THE THRESHOLD VALUE OF WRONG FREQUENCY POINTS

The experiments in the previous section verify the effectiveness of the CCP algorithm based on the SPSC proposed. The key point of this algorithm is how to select the threshold \( N_t \). If \( N_t \) is too small, the influence of the wrong frequency points on the separation result will be reduced; however, it cannot reflect the advantages of this algorithm’s low complexity. If \( N_t \) is too large, although the computational complexity is reduced, too many wrong frequency points will affect the recovery of the source signal. Therefore, we used the results of a large number of experiments to analyze and determine the threshold value \( N_t \). So the 300 Monte Carlo experiments are carried out. The random part is the coefficient of the filter which is the primary parameter in the analog channel mixed process. And the other experimental conditions will not change (the experimental conditions are set as the first paragraph of section IV). Perform and record experimental data. The number of wrong frequency points in each experiment and the corresponding occurrence times in 300 experiments are shown in Fig. 8.

According to the statistical data of 300 experiments, the proportion with 0 wrong frequency point is the highest, that is, all frequency points have no disorders, which accounts for approximately 60% of the experiments. The number with wrong at other wrong frequency points is much smaller than this value, as shown in Fig. 8, which indicates that the number of required permutations is very small. Therefore, the CCP algorithm based on the SPSC needs small calculations.

We employ the similarity coefficient as the evaluation standard and further analyze the recovered signal. The experimental results obtained are shown in Fig. 9. When the number of wrong frequency points is less than 10, the wrong frequency points are not adjusted, and the similarity coefficient also can exceed 0.7. Moreover, the difference between the recovered signal and the original signal is minimal, and the chaotic signal used for concealment can still be recovered well. This experiment again verifies that the wrong with individual frequency points has little effect on the separation results. Then the sequence of wrong frequency points is not adjusted. When the number of wrong frequency points reaches 9, the similarity coefficient starts to show a downward trend. When the number of wrong frequency points is 10, the similarity coefficient suddenly drops to approximately 0.5, and the effect of chaotic signal recovery also decreases. Therefore, when the number of wrong frequency points reaches the upper limit tolerated by the algorithm, the cross-correlation permutation for wrong frequency points should be performed. The data analysis reveals that the empirical value for judging the threshold of wrong frequency point is \( N_t = 9 \).

C. MULTISOURCE SIGNAL EXPERIMENT RESULTS

Based on the original experiment, a set of voice signals are randomly selected from TIMIT database and added to the separated signals and its effect on the separation results is negligible. The computational complexity of the algorithm is reduced. Therefore, the individual wrong frequency points are not considered.

When the number of wrong frequency points is large, as shown in Fig. 7 (a), 54 wrong frequency points are reached. If a replacement operation is not operated for this frequency point, the recovered voice signal waveform will become so fuzzy that it is impossible to accurately recover the original signal. At this point, performing the permutation of the separation subsignal is necessary for the wrong frequency point shown in Fig. 7 (a). The spectral peak search diagram of the cross-correlation coefficients of each frequency point after permutation is shown in Fig. 7 (c). Compare the experimental results before and after replacement, and correct the wrong frequency points in turn. The separated voice signal waveform is more similar to the original signal and the similarity coefficient is increased from 0.5092 to 0.8644. This experimental analysis can verify the effectiveness of the CCP algorithm based on the SPSC. This algorithm reduces unnecessary calculation and permutation operations. And this still can accurately recover the separated signal.

FIGURE 6. The effect of individual wrong frequency on the result.

(a) The spectral peak search of cross-correlation at each frequency point.

(b) The separated signals.
experiment. Three signals are mixed by impulse response filters. The simulation results are shown in Fig. 10.

When the input of the voice signal is increased, the source signal is multiplexed. The CCP algorithm based on the SPSC can adequately recover the source signal. By comparing the waveforms of the separation signal with the source signal, this algorithm adequately solves the uncertainty problem of frequency-domain ordering and achieves the accurate estimation of the source signal. The separation effect of this algorithm is analyzed quantitatively in TABLE 3, and
The data in TABLE 3 indicates that the similarity coefficients of Spe.1 and Spe.3 can reach 0.9382 and 0.9366, respectively, and the signal interference ratio is 8.7817 and 8.6126, respectively. The accurate separation of the source voice signal is realized. The results of each evaluation index of Sep.2 were lower, and the similarity coefficient was 0.5252. Due to the large energy of the chaotic signal as a carrier, the SIR is near 0, but it does not have an effect on the recovery of the voice signal. From the experimental data, the separation signals can be quantitatively analyzed, and the CCP algorithm based on the SPSC is determined to be applicable to multiple signals. It can obtain better separation effect and reduce the computational complexity of multichannel signals.

V. ALGORITHM PERFORMANCE ANALYSIS

The effectiveness of the cross-correlation permutation algorithm based on the spectral peak search counter is verified in Chapter IV. On the basis of these experimental conditions, a random voice signal is selected from the TIMIT standard database as the new input signal. This part will analyze the security, algorithm complexity and robustness of the voice transmission system.

A. SECURITY ANALYSIS

The fractional Chen chaotic system has good confusion and diffusion characteristics, and also has a better ability to resist statistical attacks. The voice signal is hidden in the chaotic signal to ensure the safe transmission. The histogram of the source signal and the observed signal suggests the safety of the transmission system, shown in Fig. 11.

Compared with the histogram of the source signal, as shown in Fig. 11, the histogram distribution of observed signal is uniform. It indicates that the voice signal have high security and are not easy to crack. The time-domain waveform in Fig. 10 (a) can also be proved. It can be seen that the chaotic signal have large energy and have better concealment effect, so as to ensure the confidential transmission of voice information.

B. ALGORITHM COMPLEXITY ANALYSIS

This section analyzes and calculates the time complexity of the key operation steps for the CMBSS algorithm based on the CCP. Let the frequency points of STFT be $K$ and the total frames of data be $B$. Assume that the number of source signals $N$ is the same as the number of observed signals $M$. One division operation and one square-root operation is counted by 20 and 40 real-valued multiplication operations for a general digital signal processor, respectively. The real-valued multiplication operations required for the main operation process are shown in TABLE 4, where $N_p$ represents the cycle index of the JADE algorithm process.

The number of multiplications required by the algorithm is

$$C_{\text{proposed}} = C_1 + C_2 + C_3.$$  (13)
To compare the computational complexity of various algorithms, the running time of the frequency-domain permutation algorithm in reference [25] is given. Select the same operating environment. The number of voice signals is \( N = 4 \), the length of the voice signals is 10 s, and the sampling frequency is \( f_s = 8000 \) Hz. As shown in TABLE 5, JADE runtime is 3.4 s. Meanwhile, the running time of the algorithm proposed in literature [25] and this paper is 10.3 s and 9.6 s, respectively. Compared with JADE, the calculation of the permutation algorithm cannot be disregarded. Compared with reference [25], this algorithm has a shorter running time.

To compare the computational complexity of various algorithms, the running time of the frequency-domain permutation algorithm in reference [25] is given. Select the same operating environment. The number of voice signals is \( N = 4 \), the length of the voice signals is 10 s, and the sampling frequency is \( f_s = 8000 \) Hz. As shown in TABLE 5, JADE runtime is 3.4 s. Meanwhile, the running time of the algorithm proposed in literature [25] and this paper is 10.3 s and 9.6 s, respectively. Compared with JADE, the calculation of the permutation algorithm cannot be disregarded. Compared with reference [25], this algorithm has a shorter running time.

To compare the computational complexity of various algorithms, the running time of the frequency-domain permutation algorithm in reference [25] is given. Select the same operating environment. The number of voice signals is \( N = 4 \), the length of the voice signals is 10 s, and the sampling frequency is \( f_s = 8000 \) Hz. As shown in TABLE 5, JADE runtime is 3.4 s. Meanwhile, the running time of the algorithm proposed in literature [25] and this paper is 10.3 s and 9.6 s, respectively. Compared with JADE, the calculation of the permutation algorithm cannot be disregarded. Compared with reference [25], this algorithm has a shorter running time.

Based on this analysis of the computational complexity of this algorithm, while ensuring accurate separation of the source voice signal, the computational complexity is reduced. And a new low-complexity frequency-domain permutation method is provided for solving the CMBSS method.

C. ROBUSTNESS ANALYSIS

The cross-correlation permutation algorithm based on the spectral peak search counter not only shows the superiority in reducing the computational complexity but also better robustness. The robustness of this paper specifically refers to the multipath transmission environment. When the order of impulse response filter and the proportional coefficient of direct wave intensity change, the algorithm can still maintain stable performance, but not refers to robustness against noise. Because of the similarity between chaotic signal and Gaussian noise, the relationship between the signal to noise ratio (SNR) and performance cannot be described. To show the robustness in this paper, we change the order of impulse response filter and proportional coefficient of direct wave intensity in the experiment. Other experimental conditions remain constant, and the following simulation experiments are performed.

Change the order of the impulse response filter, that is, change the length of the mixed response during the convolutive mixed process. The set order was 5, 8, 20, 32, 64, 128, and 256. The experimental results were shown in Fig. 12. The simulation results showed that the order of impulse response filter was increased from the 5th to the 256th order. The similarity coefficients of separation signal 1 and 2 both reached approximately 0.9 and remained stable. It can be seen that as the order of filter increased, the separation results remained almost constant. In other words, when the number of multipath paths is large, the CCP algorithm based on the SPSC accurately recovers the source signal with a lower computation and complexity. It has good robustness.

In multipath transmission, the intensity of direct wave is also an important channel parameter. When the intensity of direct wave is large, the attenuation of the voice signal

![Figure 11](image1.png)

**FIGURE 11.** The histogram distribution.

**TABLE 4.** Real-valued multiplication required by the main program.

| Step       | Computation          |
|------------|----------------------|
| 1. STFT    | \( C_1 = 4(K/2)N \log_2(K) \) |
| 2. JADE    | \( C_2 = 4NpN^4B \)   |
| 3. Permutation | \( C_3 = KN^3 \)   |

**TABLE 5.** Algorithm running time.

| Method  | JADE  | Proposed | Ref.[25] |
|---------|-------|----------|----------|
| Run Time| 3.4 s | 9.6 s    | 10.3 s   |

![Figure 12](image2.png)

**FIGURE 12.** The effect of filter order on separation signals.

Based on this analysis of the computational complexity of this algorithm, while ensuring accurate separation of the source voice signal, the computational complexity is reduced. And a new low-complexity frequency-domain permutation method is provided for solving the CMBSS method.
during transmission is weak. And the source voice signals are stronger in the observed signals. When the intensity of direct wave is small, the signals are more attenuated in the transmission process. And the intensity of observed signals are relatively weak at the receiver. The intensity of direct wave relative to other path signals in the source signal was changed, and its proportional coefficients were set to 0.3, 0.5, 0.8, 1, 1.2, 1.5, 1.8, and 2, respectively. The experimental results are shown in Fig.13.

Simulation experiments shown that when the proportional coefficient of direct wave intensity is 1, the similarity coefficient of the separation signals 1 and 2 were approximately 0.9. The experimental results did not change significantly with the proportional coefficient of weakening or strengthening the direct wave intensity. Thus, when the signal strength changed in the transmission environment, the CCP algorithm based on the SPSC can still ensure its robustness.

VI. CONCLUSION
In the complex multipath channel transmission environment, chaos signal was introduced as the information carrier to ensure the safe transmission of voice information. Then the mixed signals were separated and extracted at the receiver. The key problem of the convolutive blind source separation in the frequency domain is to solve the permutation uncertainty in the separation signal. Thus, a cross-correlation permutation algorithm based on the spectral peak search counter was proposed in this paper. The cross-correlation energy coefficient was employed as the basis of the frequency point replacement to determine whether the frequency point was wrong and counted by a counter. By established the threshold value of wrong frequency points and compared the count value with it, we could determine whether the wrong frequency points need to be reordered. As this method greatly reduced the calculation of the autocorrelation energy coefficient in the ordering, it can effectively reduce the total calculation complexity. Simulation experiments showed that this permutation algorithm could better solve the permutation problem of multipath voice transmission, and achieve accurate estimation of voice signals. In future work, the application of this algorithm will be extended to study the noisy and underdetermined model, so as to solve the practical problem that the number of microphones is less than the number of source signals and the transmission environment contains noise.
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