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Abstract. Given a self-adjoint operator $H_0$ and a relatively $H_0$-compact self-adjoint operator $V$, the functions $r_j(z) = -\sigma_j^{-1}(z)$, where $\sigma_j(z)$ are eigenvalues of the compact operator $(H_0 - z)^{-1}V$, bear a lot of important information about the pair $H_0$ and $V$. These functions also admit many other characterisations, for instance, they are poles of the meromorphic function $(H_0 + sV - z)^{-1}V$ of the coupling variable $s$, and as such they are also poles of the scattering matrix of the pair $H_0 + sV$ and $H_0$ for a fixed value of energy $z$. For this reason they are called coupling resonances.

In case of rank one (and positive) perturbation $V$, there is only one coupling resonance function, which – in this case – is a Herglotz function. The rank one case has been studied in depth in the literature, and appears in different situations, such as Sturm-Liouville theory, random Schrödinger operators, harmonic and spectral analyses, etc. The general case is complicated by the fact that the resonance functions are no longer single valued holomorphic functions, and potentially can have quite an erratic behaviour, typical for infinitely-valued holomorphic functions.

Of very special interest are those coupling resonance functions $r_z$ which approach a real number $r_\lambda + i0$ from the interval $[0, 1]$ as the spectral parameter $z = \lambda + iy$ approaches a point $\lambda$ of the essential spectrum, since they are responsible for spectral flow through $\lambda$ inside essential spectrum when $H_0$ gets deformed to $H_1 = H_0 + V$ via the path $H_0 + rV$, $r \in [0, 1]$.

In this paper it is shown that if the pair $H_0, V$ satisfies the limiting absorption principle, then the coupling resonance functions are well-behaved near the essential spectrum in the following sense. Let $I$ be an open interval inside the essential spectrum of $H_0$ and $\varepsilon > 0$. Then there exists a compact subset $K$ of $I$ such that $|I \setminus K| < \varepsilon$, and $K$ has a “non-tangential” neighbourhood in the upper complex half-plane, such that any coupling resonance function is either single-valued in the neighbourhood, or does not take a real value in the interval $[0, 1]$.

1. Introduction

We start by recalling definition of a coupling resonance point. For details, see Az1, Az2, AD, AD2. Given a self-adjoint operator $H_0$ and a relatively $H_0$-compact self-adjoint operator $V$, a coupling resonance point, or a coupling resonance function, $r_z$, of the pair $H_0$ and $V$ can be defined as a pole of the meromorphic function of the complex variable $s$ defined by

$$(H_0 + sV - z)^{-1}V.$$ 

Since this expression also depends on the spectral parameter $z$, a coupling resonance $r_z$ is a function of $z$.
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Coupling resonance points should not be mixed up with energy resonance points, see e.g. [Zw]. Both share the property of being a pole of the scattering matrix: an energy resonance is a pole of the scattering matrix $S(z; H_0 + V, H_0)$ treated as a function of the complex energy variable $z$, while a coupling resonance $r_z$ is a pole of the scattering matrix $S(z; H_0 + sV, H_0)$ treated as a function of the complex coupling variable $s$ for a fixed value of energy $z$. This explains the terminology. One remark might be in order here. The scattering matrix $S(z; H_0 + V, H_0)$, as initially defined as a function on the resolvent set of $H_0$, cannot in fact have poles. But if it admits analytic continuation through an interval of the essential spectrum, which is quite a strong assumption about the operator $H_0$, then the analytic continuation may have poles, which are then called the energy resonances. While the coupling resonances always exist no matter what the operator $H_0$ is. Finally, we remark that there is a connection between coupling and energy resonances: if the scattering matrix admits analytic continuation through an interval in the essential spectrum, then so do the coupling resonances and in this case their zeros are energy resonances (while the upper and lower half-planes, where coupling resonances are initially defined, cannot have such zeros).

Apart from the definition given above coupling resonances admit many other equivalent descriptions, see e.g. [Az2].

The aim of this paper is to study behaviour of the coupling resonance functions near the essential spectrum of a self-adjoint operator. Since we do not impose any conditions on the self-adjoint operator, the essential spectrum can be very pathological. This is a major difficulty in studying resonance points near the essential spectrum.

We are specially interested in those resonance points $r_z$ which converge to a real number as $z$ approaches to a point of the essential spectrum, since such points are responsible for the phenomenon of spectral flow inside essential spectrum, see [Az].

The importance of coupling resonance points was implicitly well appreciated a long time ago. A lot of research was done in the case of a rank one perturbation $V$ in which case it can be assumed to be positive without loss of generality. For such perturbations there is only one coupling resonance point. For rank one perturbations the self-adjoint operator being perturbed can be assumed to have simple spectrum. In this situation the resonance point is a Herglotz function which encodes all the information about the self-adjoint operator. This theme seems to be ubiquitous in the literature as it appears in different guises, such as in Sturm-Liouville theory, in the theory of random Schrödinger operators, in operator theory, in harmonic analysis, etc, see e.g. [S], [D], [AW].

The difficulty of the general case is that the resonance points can have branching points and possibly other types of singularities which infinitely valued holomorphic functions can possibly have. The main result of this paper sorts out these issues in a domain whose boundary contains a good chunk of the essential spectrum. As it turns out, this result suffices for many applications, some of which will appear in forthcoming papers.

2. Statement of the main theorem

All Hilbert spaces in this paper are complex and separable. Assume that $\mathcal{H}$ is a Hilbert space, $F: \mathcal{H} \to \mathcal{K}$ is a closed operator from $\mathcal{H}$ to another Hilbert space $\mathcal{K}$, called a rigging operator, and $H_0$ is a self-adjoint operator on $\mathcal{H}$, such that $F$ is
In this setting the sandwiched resolvent
\[ T_z(H_0) = FR_z(H_0)F^* \]
is a compact-operator valued holomorphic function of the spectral parameter \( z \).
We assume that \( H_0 \) obeys the weak limiting absorption principle: for almost every \( \lambda \in \mathbb{R} \) the norm limit
\[ T_{\lambda+i0}(H_0) \]
evenly. About the perturbation \( V \) we assume that it admits a factorisation \( V = F^*JF \) where \( J : \mathcal{K} \rightarrow \mathcal{K} \) is a bounded self-adjoint operator.

Further, for a point \( \lambda \in \mathbb{R} \) we define \( \Theta(\lambda) \) as the set of those points \( z \) in \( \mathbb{C}_+ \) such that either \( z = \lambda \) or the argument of the number \( z - \lambda \) is in \([\pi/4, 3\pi/4]\). Thus, \( \Theta(\lambda) \) is a kind of “future cone” with vertex at \( \lambda \). For a set \( A \subset \mathbb{R} \) we denote by \( \Theta(A) \) the union
\[ \Theta(A) = \bigcup_{\lambda \in A} \Theta(\lambda). \]

In this setting the theorem we prove here is as follows.

**Theorem 2.1.** Assume the above. Let \( I \) be an open interval in \( \mathbb{R} \) and choose any \( \varepsilon > 0 \). Then there exists a compact subset \( K \) of \( I \) such that \( I - K \) has Lebesgue measure \(< \varepsilon \) and has the following property: \( K \) has a neighbourhood in \( \Theta(K) \) such that the restrictions of all coupling resonance points to \( K \) either

1. do not take a real value from the interval \([0, 1]\) or
2. they are single-valued continuous functions without branching points in the neighbourhood, and no they have any other kind of singularities.

Moreover, the number of resonance points obeying scenario (2) is finite.

We shall call the resonance points from (2) impacting.

The point of this theorem is that the impacting resonance points are single-valued in the chosen neighbourhood and they admit continuous extension to \( K \), which makes their analysis easy.

Note that the functions \(-r_j^{-1}(z)\) are eigenvalues of \( T_z(H_0)J \), so we may work with \( r_j \) or the eigenvalue functions. More importantly, we may freely use properties of coupling resonances which come from the corresponding properties of isolated eigenvalues.

### 3. Sketch of proof

**3.1. Classification of singularities of resonance functions.** A point \( z_0 \) in the upper half-plane we shall call singular, if at least one coupling resonance function defined in an open set having \( z_0 \) in its boundary does not admit a single-valued analytic extension to \( z_0 \). For an infinite-valued analytic function, which a collection of all resonance functions is, there can be quite a few types of singular points. Firstly, if \( z_0 \) is not an isolated singular point then the number of different possible scenarios is limitless. Even if a singular point \( z_0 \) is isolated, there are quite a few possible scenarios: Firstly, a resonance function can be single-valued or not in a
deleted neighbourhood of $z_0$, and if not, one can ask for the period of branching: finite or infinite. Secondly, the set of possible limits of $r_z$ as $z$ approaches to $z_0$ can consist of a single finite number, or of the infinity $\infty$ only, or this set can be infinite.

As it turns out, for coupling resonance functions there are only two possibilities given in the following theorem. We say that a singular point $z_0$, whether isolated or not, is absorbing for a resonance function $r_z$, if $z_0$ has a small enough neighbourhood $O$ such that whenever $z$ approaches to $z_0$ along a half-interval in $O$ along which $r_z$ can be continued analytically, the limit of $r_z$ is always $\infty$.

Theorem 3.1. Coupling resonances points can have only two types of singularities:

1. isolated continuous branching points of finite period, or
2. absorbing points, isolated or not.

Proof. Let $\gamma \in C([0, 1], \rho_{ess})$. If a resonance function $r(z)$ admits an analytic continuation along the half-interval $\gamma([0, 1])$, then the upper semicontinuity of spectrum implies that the resonance function admits continuous extension to the interval $\gamma([0, 1])$ in the extended complex plane. Stability of the point $r(\gamma(1))$ implies that $r(z)$ admits continuous extension to a neighbourhood of this point, possibly multivalued.

Now, if the point $r(\gamma(1))$ is infinite, then $r(z)$ must have infinite period at this point, since otherwise $r(z)$ would take values in both half-planes in any neighbourhood of $\gamma(1)$, which a resonance function cannot. If the point $r(\gamma(1))$ is finite, then the period of branching must be finite, as the other option contradicts compactness of the product $FT_z(H_0)F^*J$.

Continuous branching points of finite period exist, and it is easy to prove their existence. At the same time, I conjecture that absorbing points do not exist, whether isolated or not. Intuitively it seems unlikely that non-isolated absorbing points can exist, still I have been intermittently thinking about this problem for about ten years, and several times I thought I proved the conjecture only to find a gap in an argument later. It is not difficult to prove non-existence of isolated absorbing points if the sandwiched resolvent $T_z(H_0)$ is trace class.

The following lemma shows that in any case the set of absorbing points cannot be large. Recall that a Jordan domain is an open bounded subset of the complex plane whose boundary is homeomorphic to the circle.

Lemma 3.2. Let $G$ be a Jordan domain in the upper half-plane. Assume that $T_z(H_0)$ admits a norm-continuous extension to the closure $G$ (in case the boundary $\partial G$ intersects with the real axis). Let $z_0 \in G$ and $r_z$ be a resonance function which is single-valued holomorphic in a neighbourhood of $z_0$. Let $X$ be the set of all rays emanating from $z_0$ such that $r_z$ either does not admit single-valued analytic extension along that ray until it hits the boundary of $G$ or $r_z$ approaches $\infty$ as $z$ goes to the boundary along $\gamma$. Then the set $X$ has Lebesgue measure zero, in an obvious sense.

Proof. This lemma follows from two classical theorems of complex and harmonic analyses: the Riemann mapping theorem which asserts that a Jordan domain is conformally equivalent to the unit disk, and that a bounded holomorphic function in the unit disk cannot non-tangentially approach to zero on a set of positive Lebesgue measure. The details are omitted.
The second theorem from the proof of this lemma is often attributed by different authors to Nevanlinna, Luzin and/or Privalov. Also, we remark that the norm topology in this lemma can be replaced by a symmetric norm.

3.2. Theorem on continuous enumeration of eigenvalues. In the proof we shall need the following theorem from [ADT].

Let \( X = (X, d) \) be a based metric space with a fixed base point \( x_0 \), and \( \Phi \) a symmetric norm on a linear space of sequences \( a = (a_1, a_2, \ldots) \), which contains \( c_0 \). The \( \Phi \)-norm of a sequence \( a \) we denote \( \Phi(a) \). We use notation \( \{\}^* \) for multisets, elements of which are counted with their multiplicities, so that for example \( \{x, x\}^* \neq \{x\}^* \), unlike the usual sets. We denote \( \delta_\Phi(X, x_0) \) the space of all multisets \( S \) in \( X \) (a multiset is a set elements \( x \) of which have a multiplicity \( \text{mult}(x) = 1, 2, \ldots \) which show how many times the element is repeated) such that \( x_0 \) is an element of \( S \) of infinite multiplicity and

\[
\Phi \left( \{d(x_0, x) : x \in S\}^* \right) < \infty
\]

(since the norm \( \Phi \) is symmetric there is no need to indicate the order in the multiset of numbers \( \{d(x_0, x) : x \in S\}^* \)). The support \( \{x \in S : \text{mult}(x) > 0\} \) of a multiset from \( \delta_\Phi(X, x_0) \) is countable, can accumulate only to \( x_0 \) and has no element of infinite multiplicity except \( x_0 \). The space \( \delta_\Phi(X, x_0) \) is endowed with a metric

\[
\rho_\Phi(S, T) = \inf \Phi (d(s_i, t_i)),
\]

where the infimum is taken over all possible enumerations \( S = \{s_1, s_2, \ldots\}^* \) and \( T = \{t_1, t_2, \ldots\}^* \) of multisets \( S \) and \( T \). In case \( \Phi \) is the \( p \)-norm we write \( \delta_p \) instead \( \delta_\Phi \).

Theorem 3.3. [ADT] Theorem 3.1 Let \( f : [0, 1] \to \delta_\Phi(X, x_0) \) be a continuous map. Then there exist continuous functions \( \lambda_1, \lambda_2, \ldots : [0, 1] \to X \) such that \( f(t) = \{\lambda_1(t), \lambda_2(t), \ldots\}^* \) for any \( t \in [0, 1] \). Moreover, for any neighbourhood \( O \) of \( x_0 \) there exist only finitely many function \( \lambda_j \) which take a value outside \( O \).

Given a symmetrically normed ideal \( \mathcal{L}_\Phi, (\mathcal{H}) \) the spectrum of a compact operator gives rise to a mapping \( \mathcal{L}_\Phi(\mathcal{H}) \to \delta_\Phi(C, 0) \). It can be shown that this mapping is continuous, see [ADT] Section 4. Hence, we have

Theorem 3.4. Let \( f : [0, 1] \to \mathcal{L}_\Phi(\mathcal{H}) \) be a continuous map. Then there exist continuous functions \( \lambda_1, \lambda_2, \ldots : [0, 1] \to C \) such that \( \sigma(f(t)) = \{\lambda_1(t), \lambda_2(t), \ldots\}^* \) for any \( t \in [0, 1] \). Moreover, for any neighbourhood \( O \) of \( 0 \) there exist only finitely many function \( \lambda_j \) which take a value outside \( O \).

We refer to such functions as selected.

3.3. A version of Egorov-Severini theorem. The following theorem is a modification of the classical Egorov-Severini theorem, and it is proved by the same slightly modified argument. For reader’s convenience we give this proof, following [KP]. We recall that \( |A| \) denotes Lebesgue measure of a set \( A \subset \mathbb{R} \). Also, \( \Theta_\varepsilon(\lambda) \) will denote the intersection of \( \Theta(\lambda) \) with \( \varepsilon \)-neighbourhood of \( \lambda \).

Theorem 3.5. Assume the premise of Theorem 2.7. Assume \( T_z(H_0) \) takes values in a symmetrically normed ideal \( \mathcal{L}_\Phi \). Let \( \Lambda \) be a set of real numbers \( \lambda \) such that \( T_z(H_0) \to T_{z+\delta}(H_0) \) in \( \mathcal{L}_\Phi \) as \( z \to \lambda \) in \( \Theta(\lambda) \). Let \( I \) be an open interval such that \( |I| = |I \cap \Lambda| \). Then for any \( \delta > 0 \) there exists a compact subset \( K \) of \( I \cap \Lambda \) such that \( |I \setminus K| < \delta \) and \( T_z(H_0) \) admits \( \mathcal{L}_\Phi \)-continuous extension to \( \Theta(K) \).
Proof. We write \( f(z) = T_z(H_0) \). For \( m, n \in \mathbb{N} \), let
\[
E_n^m = \left\{ \lambda \in I \cap \Lambda : \forall z \in \Theta_{1/n}(\lambda) \quad \| f(\lambda) - f(z) \|_{\mathcal{L}_{\Phi}} < \frac{1}{m} \right\}
\]
and \( E^m = \bigcup_{n=1}^{\infty} E_n^m \). By the premise, \(|I \setminus E^m| = 0\). By \( \sigma \)-additivity of the Lebesgue measure, for any \( m \) there exists \( n_0(m) \) such that
\[
\left| E^m \setminus E_{n_0(m)}^m \right| < \frac{\delta}{2m+1}.
\]
The set
\[
K' := \bigcap_{m=1}^{\infty} E_{n_0(m)}^m
\]
obeyds \(|I \setminus K'| < \delta/2\). The regularity of the Lebesgue measure allows to replace \( K' \) by a smaller compact set \( K \) such that \(|I \setminus K| < \delta\). Further, for any \( m = 1, 2, \ldots, \lambda \in K \) and \( z \in \Theta_{1/n_0(m)}(\lambda) \) we have
\[
\| f(\lambda) - f(z) \|_{\mathcal{L}_{\Phi}} < \frac{1}{m}.
\]
Now, a small segment \([\lambda, z] \) with a slope outside of \([\pi/4, 3\pi/4] \) can be replaced by three small segments \([\lambda, z_1], [z_1, \lambda] \) and \([\lambda, z_2] \) with their slopes inside \([\pi/4, 3\pi/4] \), so that in addition the length of any of these three intervals is \( \leq |\lambda - z| \). Hence, the \( \varepsilon/3 \)-trick shows that \( f \) admits a continuous extension to \( \Theta(K) \).

3.4. Proof of Theorem 2.1. By Theorem 3.3, the operator function \( T_z(H_0)J \) admits a continuous extension to \( \Theta(K) \). By Theorem 3.4, the spectrum of the restriction of this function to the boundary of \( \Theta(K) \) admits a continuous enumeration, \( \rho_1(z), \rho_2(z), \ldots \). Using Lemma 3.2 and its proof, one can show that the set of points of \( K \), where at least one of the functions \( \rho_j \) takes zero value, has Lebesgue measure zero. Hence, using the method of proof of the Egorov-Severini Theorem 3.5, we can assume that this null set is excluded from the compact set \( K \). That is, none of the functions \( \rho_j \) vanishes at any point of \( K \).

Still, some of the functions \( \rho_j \) can vanish at other points of the boundary \( \Theta(K) \). But such points can be circumvented using the same Lemma 3.2. Thus, we can assume that none of the functions \( \rho_j \) vanishes at any point of the boundary \( \Theta(K) \).

Since values \( \rho_j(z) \) are elements of spectrum of a compact operator, this means that any \( z \in \partial \Theta(K) \) has a small enough neighbourhood such that the eigenvalue \( \rho_j(z) \) can split into only a finitely many eigenvalues. Taking a compact subset of \( \partial \Theta(K) \), the real part of points of which covers the interval \([-1, 2] \), we take a finite subcover of such neighbourhoods. This shows that the set \( K \) has a neighbourhood, \( G \), in \( \Theta(K) \), such that the selected functions \( \rho_j \), when extended from \( K \) to the neighbourhood \( G \), can split only in such a manner that the resulting functions from a finitely valued function in the neighbourhood.

From this it is not difficult to infer that the number of branches of this multi-valued function at every point of \( G \) is the same, call it \( k \). The set of branching points of this multi-valued function is discrete but it can have accumulation points in \( K \). We now show that this set of accumulation points has Lebesgue measure zero. We choose a non-zero symmetric polynomial of \( k \) variables which takes value zero if some two or more of its arguments are equal (it is not difficult to see that such a polynomial exists). Taking composition of this symmetric polynomial with our \( k \)-valued holomorphic function results in a single-valued holomorphic function.
which vanishes at branching points (and maybe some other points too but that’s ok). Applying to this function the above argument using Riemann mapping and Nevanlinna-Luzin-Privalov theorems shows that the set of branching points can accumulate only to a set of Lebesgue measure zero. Now, this null set can be cut out from the compact $K$ in the usual manner.

After that the neighbourhood $G$ of $K$ in $\Theta(K)$ will have only a finitely many branching points of our multi-valued function $\rho$. Clearly, by making $G$ smaller, we can remove this finite set of branching points too. Proof is complete.
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