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Abstract: This work addresses the optimal birth control problem for invasive species in a spatial environment. We apply the method of semigroups to qualitatively analyze a size-structured population model in which individuals occupy a position in a spatial environment. With insect population in mind, we study the optimal control problem which takes fertility rate as a control variable. With the help of adjoint system, we derive optimality conditions. We obtain the optimality conditions by fixing the birth rate on three different sets. Using Ekeland’s variational principle, the existence, and uniqueness of optimal birth controller to the given population model which minimizes a given cost functional is shown. Outcomes of our article are new and complement the existing ones.
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1 Introduction

Modeling long-term evolutionary processes in the natural world is a challenging task because individuals in a population usually have a complex behavioral pattern. Furthermore, structuring natural populations in terms of size or developmental stages enhances the complexities of evolutionary models. Also, it is evident that the optimal behaviour and life characteristics of an individual should gradually alter with maturation and progression through different developmental stages or different sizes. Due to more complexities involved in structured population models as compared to unstructured population models, existing models are less developed.

Mathematical models of population dynamics incorporating size-structure (size is a continuous variable which shows physiological or statistical characteristics of individuals, for example, size can be age, mass, diameter, length and maturity, and so on) have an extensive history. The age-structured models by Sharpe and Lotka [12] are the earliest. Webb [3] discussed various size-structured population models with spatial structure and their analysis involves semigroup of linear and nonlinear operators. Method of semigroups considers an evolving size-structured population model as a dynamical system in an abstract space. Using semigroup of operators, N. Kato [4] also studied a size-structured population model with diffusion term.
Control in a size-structured population model is the process of forcing a population through a controller to obtain a certain behaviour on it [5,6]. The objective in these types of control problems is to obtain a controller that is optimal in the sense that it takes minimum cost to reduce vermin population or to increase total harvest. So, the task in these control problems is to either minimize a cost functional or maximize total harvest. For size-structured population models, these problems can be categorized either as optimal harvesting problems (optimal harvesting of natural or farmed populations such as fish or plants) or optimal control problems (optimal control of vermin or pest population).

There is enough literature available on the optimal control problems which take fertility rate as a control variable [5,7–17] and also on optimal harvesting problems [18–21]. Brokate [22] studied Pontryagin’s principle for a general problem of optimal control for an age structured population model. Also recent work on optimal behavioural strategies in structured populations is discussed in [23].

Motivated by the work of N. Kato [4], in this paper, we establish important estimates on mild solutions in terms of fertility rates and initial population distributions. The main focus of the N. Kato’s work is to show the existence and uniqueness of mild solution, but in this work our main focus is to study the optimal birth control problem. To study optimal birth control problem, we need some estimates on mild solution and on the solution of adjoint equation. Rong et al. [7] studied the least cost size and least cost deviation problem for a nonlinear size-structured population model which takes the fertility rate of vermin population as a control variable. Ze-Rong et al. in [8] studied the optimal birth control problem without the diffusion term. The technique used to find the optimality conditions is quite different from the technique used by [7] and [8]. The technique used by [7] and [8] are tangent-normal cone technique, but in our case we construct three sets and by fixing birth rate on each set, we obtain the optimality conditions. Using Ekeland’s variational [24] principle and under some some assumptions, we show the existence and uniqueness of optimal controller as well.

This paper is divided into five sections. In section 2, we formulated the abstract form of our model with some assumptions. In section 3, we discuss some preliminary results which we will require in other sections. In section 4, we discuss existence and uniqueness results and also derived some estimates on mild solution. The last section is devoted to the study of optimal birth control problem.

2 Model Formulation

Let us consider a biological population which is free to move in a habitat \( \Omega \subset \mathbb{R}^n \) with smooth boundary \( \partial \Omega \). The spatial movement of individuals is controlled by diffusion process. Let \( p(s,t,x) \) be the population density of individuals which depends on size variable \( s \in [0,s_f] \), time \( t \in [0,T] \) and spatial variable \( x \in \Omega \). It is assumed that size increases in same way for all individuals in the population and also individuals do not move out of domain \( \Omega \) through \( \partial \Omega \). The total population at time \( t \) in the size interval \( (s_1, s_2) \) and in a subset \( \Omega_1 \subset \Omega \) is given by

\[
P(t) = \int_{s_1}^{s_2} \int_{\Omega_1} p(s,t,x) dx ds.
\]

Let \( g(s,t) \) be size and time dependent growth rate of individuals (growth rate here means a change in size with respect to time), \( \mu(s,t,x), \beta(s,t,x) \) are mortality and reproduction rates respectively of size \( s \) individuals at time \( t \) in position \( x \). Let \( f(s,t,x) \) and \( C(t,x) \) respectively be the number of \( s \)-size and zero size individuals coming from outside the domain \( \Omega \) and let \( r(s,t,x) \) be ratio of female individuals. For our convenience, we will use the following notations in our article \( \Omega_T = (0,T) \times \Omega, \Omega_s = (0,s_f) \times \Omega, \Omega_{Ts} = (0,s_f) \times (0,T) \times \Omega \) and \( \Sigma_{Ts} = (0,s_f) \times (0,T) \times \partial \Omega \). Now, size structured population model with
diffusion can be formulated as

\[
\begin{cases}
\frac{\partial p(s,t,x)}{\partial t} + \frac{\partial}{\partial s}(g(s,t)p(s,t,x)) = k\Delta p(s,t,x) - \mu(s,t,x)p(s,t,x) + f(s,t,x) & \text{in } \Omega_T \\
g(0,t)p(0,t,x) = C(t,x) + \int_0^s r(s,t,x)\beta(s,t,x)p(s,t,x)ds & \text{in } \Omega_T \\
\frac{\partial p(s,t,x)}{\partial \nu} = 0 & \text{in } \Sigma_T, \\
p(s,0,x) = p_0(s,x) & \text{in } \Omega_T.
\end{cases}
\]  

(2.1)

We assume \(\beta(s,t,x)\) to be zero for those individuals who are not participating in the reproduction process. Constant \(k\) is a diffusion coefficient and \(\frac{\partial}{\partial \nu}\) denotes the derivative in the direction of outward normal to the boundary \(\partial \Omega\). The homogeneous Neumann boundary condition shows that there is no flux of the population through the boundary of \(\Omega\) and \(p_0\) is the initial population density. Also if we take the Dirichlet boundary condition i.e. \(p(s,t,x) = 0\) on \(\Sigma_T\) would mean individual will die as soon as they reached the boundary, which does not make sense for most of the species. So, the Neumann boundary condition is an appropriate choice.

Let

\[
\mathcal{U} = \{u \in L^\infty(\Omega_T) \mid \xi_l(s,t,x) \leq u(s,t,x) \leq \xi_m(s,t,x) \ a.e \ \text{in } \Omega_T\}
\]

(2.2)

where \(\xi_l\) and \(\xi_m\) are non negative functions lies in \(L^\infty(\Omega_T)\). Let \(p^\beta(s,t,x)\) be the solution of (2.1), then our problem can be formulated as

\[
\text{minimize } J(\beta) = \int_0^T \int_0^s \int_\Omega \left[p^\beta(s,t,x) - \frac{1}{2}\rho(\beta(s,t,x)^2)\right] dsdt \]  

subject to \(\beta \in \mathcal{U}\) (\(8\) have also considered similar cost functional but without diffusion term). Here, \(\rho\) is a positive constant which is the weight factor of the cost to execute the control. \(J(\beta)\) can be considered as an energy function and our task is to show the existence of birth function \(\beta\) which minimizes \(J(\beta)\). It is clear from the energy function that if the cost of implementing control is high, then the fertility rate of invasive species will be lower. So, we want to minimize \(J(\beta)\) given in (2.3) subject to (2.1). Some authors (\(5\), \(7\)) have also taken energy function as

\[
J(\beta) = \int_0^T \int_0^s \int_\Omega \left[p^\beta(s,t,x) + \frac{1}{2}\rho(\beta(s,t,x)^2)\right] dsdt .
\]  

(2.4)

Same analysis can be applied to this energy function with some minor modifications.

### 2.1 Abstract Formulation

This model without spatial diffusion can be analyzed without converting it into abstract form, but to handle spatial diffusion we will convert this model into abstract form \(4\) in an appropriate Banach space. Let \(A\) be realization of \(k\Delta\) in \(L^q(\Omega)\), \(q\) in \((1, \infty)\) with the Neumann boundary conditions i.e.

\[
D(A) = \left\{ v \in W^{2,q}(\Omega) \mid \frac{\partial v}{\partial \nu} = 0 \ \text{a.e on } \partial \Omega \right\}
\]

\[A\phi = k\Delta \phi \quad \text{for } \phi \in D(A).
\]

It is well known that \(A\) will generate an analytic semigroup \(S(t), t \geq 0\) and there exist a positive constant
Let \( Z \) be a Banach space with norm \( |||| \). In abstract form our model reduces to

\[
\begin{aligned}
\frac{\partial p}{\partial t}(s,t) + \frac{\partial}{\partial s}(g(s,t)p(s,t)) &= \{A - \mathcal{M}(s,t)\}p(s,t) + f(s,t), \quad (s,t) \in \mathcal{S}_{T_f} = [0, s_f] \times [0, T] \\
\beta(s,t)p(0,t) &= C(t) + \int_0^s r(s,t)B(s,t)p(s,t)ds, \quad t \in [0, T] \\
p(s,0) &= p_0(s), \quad s \in [0, s_f].
\end{aligned}
\]  

(2.6)

Our main task here is to analyze \( p(s,t) \) the Z valued function, which describes the distribution of population at time \( t \) with respect to size \( s \).

We need the following assumptions to do qualitative analysis of our model:

(A1) \( g: \mathcal{S}_{T_f} \mapsto [0, \infty) \) is continuously differentiable w.r.t both \( s \) and \( t \). Also \( g(s,t) \) is positive on \( \mathcal{S}_{T_f} \) i.e. size always increases after crossing initial size upto final size \( s_f \). We assume that the growth rate is non-negative and for each \( t \in [0, T] \), we consider the following cases:

(a) \( g(0,t) > 0 \) and \( g(s_f,t) > 0 \)
(b) \( g(0,t) > 0 \) and \( g(s_f,t) = 0 \)
(c) \( g(0,t) = 0 \) and \( g(s_f,t) > 0 \)
(d) \( g(0,t) = 0 \) and \( g(s_f,t) = 0 \).

(A2) \( A \) is the infinitesimal generator of a \( C_0 \) semigroup \( \{S(t) | t \geq 0\} \) in \( Z \) and \( ||S(t)\phi||_Z \leq \tilde{C}||\phi||_Z \), where \( \tilde{C} \) is a generic constant.

(A3) \( \mathcal{M}, \mathcal{B} \in L^\infty(\mathcal{S}_{T_f}; \mathcal{L}(Z)) \), where \( \mathcal{L}(Z) \) is the space of all bounded linear operators in \( Z \).

(A4) \( f \in L^1(\mathcal{S}_{T_f}; Z), C \in L^1(0, T; Z) \) and \( p_0 \in L^1(0, s_f; Z) \).

(A5) \( 0 < r(s,t,x) < 1 \forall (s,t,x) \in \Omega_{T_s} \).

We can extend the function \( g(s,t) \) on \( \mathbb{R} \times [0, T] \) as follows:

Assume that the growth of individuals with size less than zero is same as size zero individuals. And the growth of individuals with size greater than \( s_f \) is same as size \( s_f \) individuals.

Due to assumption (A1), there exist a unique solution of the initial value problem

\[
\frac{d}{dt}s(t) = g(s(t), t), \quad s(t_0) = s_0 \quad \text{where} \quad s_0 \in \mathbb{R}.
\]  

(2.7)

Remark 2.1. The unique solution of initial value problem \((2.7)\) is called characteristic curve of the system \((2.1)\).
Let us define \( s(t) = \phi(t; t_0, s_0), \) \( z_0(t) = \phi(t; 0, 0), \) and \( z_1(t) = \phi(t; T, s_f). \)

Now, we will define the initial and final time using the idea of [4]

**Case 1:** For the case (A1)-(a), we have \( z_0(t) > 0 \) for \( t > 0 \) and \( z_1(t) < s_f \) for \( t < T. \) Now, for \( (s, t) \in S_T \) satisfying \( s \leq z_0(t) \) there exists a unique \( \tau_0 \in [0, T] \) such that \( \phi(t; \tau_0, 0) = s. \) Existence of \( \tau_0 \) is due to unique solution of (2.7) and the initial time \( \tau_0(t, s) \) for \( (s, t) \in S_T \) is given by

\[
\tau_0(t, s) = \begin{cases} 
\tau_0, & \text{if } s \leq z_0(t) \\
0, & \text{if } s > z_0(t)
\end{cases}
\]  

(2.8)

Similarly for \( (s, t) \in S_T \) satisfying \( z_1(t) \leq s, \) there exists a unique \( \tau_1 \in [0, T] \) such that \( \phi(t; \tau_1, s_f) = s \) and the final time is defined by

\[
\tau_1(t, s) = \begin{cases} 
\tau_1, & \text{if } s \geq z_1(t) \\
T, & \text{if } s < z_1(t)
\end{cases}
\]  

(2.9)

Similarly, we can define initial and final time for the other cases.

### 3 Preliminaries

The definition of lower semicontinuity and other conditions for a function to achieve infimum are given in [5].

**Definition:** Let \( Z \) be a topological space and \( z_0 \in Z, \) then the function \( f: Z \to \mathbb{R} \cup \{-\infty, \infty\} \) is said to be **lower semi-continuous function** at \( z_0 \) if

\[
\liminf_{z \to z_0} f(z) \geq f(z_0).
\]

**Propostion 3.1.** ([5]) Let \( Z \) be a reflexive Banach space and \( f: Z \to \mathbb{R} \cup \{-\infty, \infty\} \) be a lower semi-continuous convex function. If \( K \) is a closed, convex and bounded subset of \( Z, \) then \( f \) attains its infimum on \( K. \)

**Corollary 3.2.** ([5]) Let \( Z \) be a reflexive Banach space and \( f: Z \to \mathbb{R} \cup \{-\infty, \infty\} \) be a lower semi-continuous convex function such that \( \lim_{\|z\| \to z_0} f(z) = +\infty, \) then \( f \) attains its infimum on \( Z. \)

The Ekeland variational principle is very useful to prove the existence of a minimum point in the absence of standard compactness condition [24]. The principle can be stated as follows:

**Theorem 3.3.** ([24]) Let \((Z, d)\) be a complete metric space and \( f: Z \to (-\infty, \infty] \) be a lower semicontinuous function, bounded from below and nonidentically \(+\infty. \) Also let \( \epsilon > 0 \) and \( z \in Z \) be such that

\[
f(z) \leq \inf\{f(z) \mid z \in Z\} + \epsilon.
\]

Then for any \( \lambda > 0 \) there exist \( z_\epsilon \in Z \) such that

\[
f(z_\epsilon) \leq f(z),
\]

\[
d(z_\epsilon, z) \leq \lambda,
\]

\[
f(z_\epsilon) < f(z) + \epsilon \lambda^{-1} d(z_\epsilon, z), \quad \text{for any } z \in Z \setminus \{z_\epsilon\}.
\]
Now, we will state two important inequalities called Gronwall inequalities \cite{5}.

**Lemma 3.4.** (\cite{5}) Let \( f: [a,b] \mapsto \mathbb{R} \) \((a,b \in \mathbb{R}, a < b)\) be a continuous function, \( \phi \in L^\infty(a,b) \) and \( \psi \in L^1(a,b), \psi(t) \geq 0 \) a.e. \( t \in (a,b) \). If
\[
f(t) \leq \phi(t) + \int_a^t \psi(s)f(s)ds,
\]
for each \( t \in [a,b] \), then
\[
f(t) \leq \phi(t) + \int_a^t \phi(s)\psi(s)exp\left(\int_s^t \psi(\tau)d\tau\right)ds,
\]
for each \( t \in [a,b] \).

**Lemma 3.5.** (\cite{5}) If in addition to Lemma 3.4, let \( \phi(t) = C \), where \( C \) is constant, then
\[
f(t) \leq Cexp\left(\int_a^t \psi(s)ds\right).
\]

### 4 Existence, Uniqueness and Estimates

In this section, our task is to obtain important estimates on mild solution. These estimates will be important while studying optimal birth control problem. Firstly, we will give key steps to derive mild solution. Similar form of mild solution is also given by N. Kato \cite{4}, but without the ratio \( r \). The key steps to derive mild solution are given for the convenience of readers.

Suppose \( p(s,t) \) satisfies (2.1) in strict sense and let
\[
u(\sigma; t, s) = \exp\left(\int_{\tau_0}^\sigma \partial_s g(\phi(\eta; t, s), \eta)d\eta\right)p(\sigma, s), \quad \text{where} \quad \phi(\sigma; t, s) = s(\sigma).
\]

Differentiating \( u(\sigma; t, s) \) with respect to \( \sigma \), we get
\[
\frac{d}{d\sigma}(u(\sigma; t, s)) = [A - \mathcal{M}(\phi(\sigma; t, s), \sigma)]u(\sigma; t, s) + \exp\left(\int_{\tau_0}^\sigma \partial_s g(\phi(\eta; t, s), \eta)d\eta\right)f(s(\sigma), \sigma).
\]

Using the variation of constant formula and after substituting \( \sigma = t \), we obtain
\[
p(s,t) = Q(\tau_0)S(t - \tau_0)p(0, \tau_0) + \int_{\tau_0}^t Q(\eta)S(t - \eta)\left[-\mathcal{M}(s(\eta), \eta)p(s(\eta), \eta)\right] + f(s(\eta), \eta)d\eta,
\]
where
\[
Q(\tau_0) = \exp\left(-\int_{\tau_0}^t \partial_s g(\phi(\eta; t, s), \eta)d\eta\right).
\]

For the case (A1)-(a) and (A1)-(b), \( g(0,t) > 0 \), so \( p(0,t) \) is defined by
\[
p(0,t) = \frac{1}{g(0,t)}\left[C(t) + \int_0^t r(s,t)B(s,t)p(s,t)ds\right] \quad \text{for} \quad t \in (0,T).
\]
Also, for the case (A1)-(a) and (A1)-(b), we have
\[ \tau_0(t, s) = \tau_0 \quad \text{for} \quad s \in (0, z_0(t)) \quad \text{and} \quad \tau_0(t, s) = 0 \quad \text{for} \quad s \in (z_0(t), s_f). \]

Moreover, in this case for a.e. \( t \in (0, T) \), \( p(s, t) \) is given by
\[
p(s, t) = \begin{cases} 
Q(\tau_0)S(t - \tau_0)p(0, \tau_0) + \int_{\tau_0}^t Q(\eta)S(t - \eta)[-\mathcal{M}(s, \eta)p(s(\eta), \eta)] + f(s(\eta), \eta)]d\eta, & s \in (0, z_0(t)) \\
Q(0)S(t)p_0 + \int_0^t Q(\eta)S(t - \eta)[-\mathcal{M}(s, \eta)p(s(\eta), \eta)] + f(s(\eta), \eta)]d\eta, & s \in (z_0(t), s_f). 
\end{cases}
\]
Note that \( p_0 = p_0(\phi(0; t, s)) \) and for the case (A1)-(c) and (A1)-(d), there is no reproduction rate, so for these cases, we have
\[
p(s, t) = Q(0)S(t)p_0 + \int_0^t Q(\eta)S(t - \eta)[-\mathcal{M}(s, \eta)p(s(\eta), \eta)] + f(s(\eta), \eta)]d\eta \quad \text{for} \quad (s, t) \in S_{T_f}.
\]

We define the above solution with \([4.2] \) as mild solution.

**Remark 4.1.** Suppose \( \mu, \beta \in L^\infty(\Omega_{T_s}) \) and assume that \( \mu, \beta \) are non negative almost everywhere in \( \Omega_{T_s} \).
Let \( f \in L^1(\Omega_{T_s}), f(s, t, x) \geq 0 \) a.e. \( (s, t, x) \in \Omega_{T_s} \) and \( C \in L^1(\Omega_{T}), C(t, x) \geq 0 \) a.e. \( (t, x) \in \Omega_T \) and also \( p_0 \in L^1(\Omega_s), p_0(s, x) \geq 0 \) a.e. \( (s, x) \in \Omega_s \). If the semigroup \( \{S(t) \mid t \geq 0\} \) satisfies \( S(t)Z_+ \subset Z_+ \), we have existence of \( p \in L^\infty(0, T; L^1(0, s_f; Z_+)) \) and \( p(s, t) \in Z_+ \) a.e. \( (s, t) \in S_{T_f} \), where \( Z_+ \) is a positive cone with vertex 0.

Let \( C^k(\overline{S_{T_f}}; Z) \) be the class of functions which are \( Z \)-valued and \( k \) times continuously differentiable along the characteristic curve \( \phi \). Suppose \( D_\phi p(s, t) \) is the derivative along the characteristic \( \phi \)
\[
D_\phi p(s, t) := \lim_{h \to 0} \frac{[p(\phi(t + h; t, s), t + h) - p(s, t)]}{h}.
\]
Then, it is easy to see that
\[
D_\phi p(\phi(\eta; t, s), \eta) = \frac{d}{d\eta} p(\phi(\eta; t, s), \eta).
\]

**Theorem 4.2.** For the case (A1)-(a) and case (A1)-(b), any mild solution \( p \in L^\infty(0, T; L^1(0, s_f; Z)) \) of \([2.1] \) is continuously differentiable along almost every characteristic \( \phi \) and satisfies
\[
\begin{cases}
D_\phi p(s, t) = A p(s, t) - \partial_g p(s, t) - \mathcal{M}(s, t)p(s, t) + f(s, t) & \text{a.e.} \quad (s, t) \in S_{T_f} \\
\eta(0, t)p(0, t) = C(t) + \int_0^{s_f} r(s, t)B(s, t)p(s, t)ds & \text{a.e.} \quad t \in (0, T)
\end{cases}
\]
\[\tag{4.3}
\]
where \( p(s, 0) \) and \( p(0, t) \) are given by the following limits:
\[
p(s, 0) = \lim_{\eta \to 0^+} p(\phi(\eta; 0, s), \eta) \quad \text{a.e.} \quad s \in (0, s_f),
\]
\[
p(0, t) = \lim_{\eta \to 0^+} p(\phi(\eta; t, 0), \eta) \quad \text{a.e.} \quad t \in (0, T),
\]
and in case (A1)-(c) and case (A1)-(d)
\[
\begin{cases}
D_\phi p(s, t) = A p(s, t) - \partial_g p(s, t) - \mathcal{M}(s, t)p(s, t) + f(s, t) & \text{a.e.} \quad (s, t) \in S_{T_f} \\
p(s, 0) = p_0(s), & \text{a.e.} \quad s \in (0, s_f)
\end{cases}
\]
\[\tag{4.4}
\]
Conversely, if \( p \in L^\infty(0, T; L^1(0, s_f; Z)) \cap C^1_\phi(\overline{S_{T_f}}; Z) \) satisfies \([4.3] \) and \([4.4] \), then \( p \) is a mild solution of \([2.1] \).
Proof. The proof of necessary part is easy and follows just by using the fact that \( A \) generates an analytic semigroup. Conversely, suppose that \( p \in L^\infty(0,T;L^1(0,s_f;Z)) \cap C^1_0(S_{Tf};Z) \) and satisfies (4.3). So, 
\[
D_\phi p(s,t) = A p(s,t) - \partial_s g(s,t)p(s,t) - M(s,t)p(s,t) + f(s,t) \quad \text{a.e} \quad (s,t) \in S_{Tf}
\]
because 
\[
D_\phi p(\phi(\eta; t, s), \eta) = \frac{d}{d\eta} p(\phi(\eta; t, s), \eta).
\]
Differentiating \( p \) with respect to \( \eta \), we obtain 
\[
\frac{d}{d\eta} p(\phi(\eta; t, s), \eta) = A p(\phi(\eta; t, s), \eta) - \partial_s g(\phi(\eta; t, s), \eta)p(\phi(\eta; t, s), \eta)
\]
\[
- M(\phi(\eta; t, s), \eta)p(\phi(\eta; t, s), \eta) + f(\phi(\eta; t, s), \eta)
\]
\[
p(\phi(\tau_0; t, s), \tau_0) = p(0, \tau_0).
\]
Therefore, by variation of constants formula, the solution starting from initial time \( \tau_0 \) with \( \eta = t \) is given by 
\[
Q(\tau_0)S(t - \tau_0)p(0, \tau_0) + \int_{\tau_0}^t Q(\eta)S(t - \eta)[ - M(s(\eta), \eta)p(s(\eta), \eta)] + f(s(\eta), \eta)]d\eta,
\]
where \( Q(\tau_0) = \exp \left( - \int_{\tau_0}^t \partial_s g(\phi(\eta; t, s), \eta)d\eta \right) \). Also \( p(\phi(0; t, s), 0) = p_0(\phi(0; t, s)) \), so \( p \) is a mild solution to (2.4). 

One can observe that \( s = \sigma = \tau_0(t, s) \), which implies \( s = \phi(t; \sigma, 0) \) and using (2.7), we have 
\[
\frac{ds}{d\sigma} = -g(0, \sigma)\exp \left( - \int_\sigma^t \partial_s g(\phi(\eta; \sigma, 0), \eta)d\eta \right).
\]
Moreover \( s = \xi = \phi(\sigma; t, s) \), which implies \( s = \phi(t; \sigma, \xi) \) and again using (2.7), we have 
\[
\frac{ds}{d\xi} = \exp \left( \int_\sigma^t \partial_s g(\phi(\eta; t, s), \eta)d\eta \right).
\]
Suppose that the assumptions (A1)-(A5) holds, and suppose that \( p_1, p_2 \in L^\infty(0,T;L^1(0,s_f;Z)) \) be mild solutions to (2.4). Then for \( t \in [0,T] \)
\[
\|p_1(\cdot, t) - p_2(\cdot, t)\|_{L^1(0,s_f;Z)} \leq \int_0^{z_0(t)} \|Q(\tau_0)S(t - \tau_0)(p_1(0, \tau_0) - p_2(0, \tau_0))\|_Z ds
\]
\[
+ \int_0^{z_0(t)} \int_{\tau_0}^t \|Q(\eta)S(t - \eta) M(s(\eta), \eta)(p_1 - p_2)\|_Z d\eta ds + \int_0^{z_0(t)} \int_{\eta}^t \|Q(\eta)S(t - \eta) M(s(\eta), \eta)(p_1 - p_2)\|_Z d\eta ds.
\]
Using the above transformation \( s = \sigma \) to first integral on R.H.S and \( s = \xi \) to second and third integral on R.H.S, we will get 
\[
\|p_1(\cdot, t) - p_2(\cdot, t)\|_{L^1(0,s_f;Z)} \leq \tilde{C} \int_0^t \|p_1(\cdot, \eta) - p_2(\cdot, \eta)\|_{L^1(0,s_f;Z)} d\eta,
\]
where \( \tilde{C} \) is generic constant which depends on \( \|B\|_{L^\infty(S_{Tf};L(Z))}, \|M\|_{L^\infty(S_{Tf};L(Z))}, T \) and the bound of semigroup \( S(t) \). By using Gronwall’s inequality, we get 
\[
\|p_1(\cdot, t) - p_2(\cdot, t)\|_{L^1(0,s_f;Z)} = 0,
\]
which shows that the mild solution is unique.
Theorem 4.3. Suppose that the assumptions (A1)-(A5) hold and \( p_1, p_2 \in L^\infty(0, T; L^1(0, s_f; Z)) \) be mild solutions corresponding to the initial data \( p_{01} \) and \( p_{02} \) respectively. Then

\[
\|p_1(\cdot, t) - p_2(\cdot, t)\|_{L^1(0, s_f; Z)} \leq \tilde{C} \|p_{01} - p_{02}\|_{L^1(0, s_f; Z)},
\]

where \( \tilde{C} \) is a generic constant which depends on \( \|B\|_{L^\infty(S_{T_f}; L(Z))}, \|M\|_{L^\infty(S_{T_f}; L(Z))}, T \) and the bound of the semigroup \( \{S(t), t \geq 0\} \).

Proof. For \( t \in [0, T] \) and \( p_1, p_2 \in L^\infty(0, T; L^1(0, s_f; Z)) \), we have

\[
\|p_1(\cdot, t) - p_2(\cdot, t)\|_{L^1(0, s_f; Z)} \leq \int_0^{\tau_0(t)} \|Q(\tau_0)S(t - \tau_0)(p_1(0, \tau_0) - p_2(0, \tau_0))\|_Z \, ds
+ \int_{\tau_0(t)}^{s_f(t)} \|Q(0)S(t)(p_{01} - p_{02})\|_Z \, ds
+ \int_0^{\tau_0(t)} \int_{\tau_0}^t \|Q(\eta)S(t - \eta)M(s(\eta), \eta)(p_1 - p_2)\|_Z \, d\eta ds
+ \int_{\tau_0(t)}^{s_f(t)} \int_0^t \|Q(\eta)S(t - \eta)M(s(\eta), \eta)(p_1 - p_2)\|_Z \, d\eta ds
\]

Let us denote

\[
I_1 = \int_0^{\tau_0(t)} \|Q(\tau_0)S(t - \tau_0)(p_1(0, \tau_0) - p_2(0, \tau_0))\|_Z \, ds,
I_2 = \int_{\tau_0(t)}^{s_f(t)} \|Q(0)S(t)(p_{01} - p_{02})\|_Z \, ds,
I_3 = \int_0^{\tau_0(t)} \int_{\tau_0}^t \|Q(\eta)S(t - \eta)M(s(\eta), \eta)(p_1 - p_2)\|_Z \, d\eta ds,
I_4 = \int_{\tau_0(t)}^{s_f(t)} \int_0^t \|Q(\eta)S(t - \eta)M(s(\eta), \eta)(p_1 - p_2)\|_Z \, d\eta ds.
\]

Now, again using the transformation \( s = \sigma = \tau_0(t, s) \) on \( I_1 \), \( s = \xi = \phi(0; t, s) \) on \( I_2 \) and \( s = \xi = \phi(\sigma; t, s) \) on \( I_3 \) and \( I_4 \), we get

\[
\|p_1(\cdot, t) - p_2(\cdot, t)\|_{L^1(0, s_f; Z)} \leq \tilde{C} \|p_{01} - p_{02}\|_{L^1(0, s_f; Z)} + \tilde{C} \int_0^t \|p_1(\cdot, \sigma) - p_2(\cdot, \sigma)\|_{L^1(0, s_f; Z)} \, d\sigma,
\]

where \( \tilde{C} \) is generic constant which depends on \( \|B\|_{L^\infty(S_{T_f}; L(Z))}, \|M\|_{L^\infty(S_{T_f}; L(Z))}, T \) and the bound of the semigroup \( S(t) \). By using the Gronwall’s inequality, we obtain

\[
\|p_1(\cdot, t) - p_2(\cdot, t)\|_{L^1(0, s_f; Z)} \leq \tilde{C} \|p_{01} - p_{02}\|_{L^1(0, s_f; Z)}.
\]

In a similar manner, we can state the following result:
Theorem 4.4. Suppose that the assumptions (A1)-(A5) hold and $p^1, p^2 \in L^\infty(0, T; L^1(0, s_f; Z))$ be solutions corresponding to the fertility rates $\beta_1$ and $\beta_2$ respectively. Then

$$\left\| p^1(\cdot, t) - p^2(\cdot, t) \right\|_{L^1(0,s_f;Z)} \leq \bar{C} \exp \left( T\|B_1 - B_2\|_{L^\infty(S_{Tf};\mathcal{L}(Z))} \right), \quad (4.5)$$

where $\bar{C}$ is a positive constant which depends on $\|M\|_{L^\infty(S_{Tf};\mathcal{L}(Z))}, T$ and the bound of the semigroup \{S(t), t \geq 0\}. Moreover, if $\bar{C} \leq \frac{C_1}{\|B_1 - B_2\|_{L^\infty(S_{Tf};\mathcal{L}(Z))}} \forall B_1, B_2 \in \mathcal{U}$ and for some positive constant $C_1$, then

$$\left\| p^1(\cdot, t) - p^2(\cdot, t) \right\|_{L^1(0,s_f;Z)} \leq M_1\|B_1 - B_2\|_{L^\infty(S_{Tf};\mathcal{L}(Z))}, \quad (4.6)$$

where $M_1$ is a positive constant.

Proof. For $t \in [0, T]$ and $p^1, p^2 \in L^\infty(0, T; L^1(0, s_f; Z))$, we have

$$\left\| p^1(\cdot, t) - p^2(\cdot, t) \right\|_{L^1(0,s_f;Z)} \leq \int_{\tau_0}^{z_0(t)} \left\| Q(\tau_0)S(t - \tau_0)(p^1(0, \tau_0) - p^2(0, \tau_0)) \right\|_Z \, ds$$

$$+ \int_{\tau_0}^{z_0(t)} \int_{\tau_0}^{t} \left\| Q(\eta)S(t - \eta)M(s, \eta)(p^1 - p^2) \right\|_Z \, d\eta \, ds$$

$$+ \int_{z_0(t)}^{s_f} \int_{\tau_0}^{t} \left\| Q(\eta)S(t - \eta)M(s, \eta)(p^1 - p^2) \right\|_Z \, d\eta \, ds.$$

Let us denote

$$I_1 = \int_{\tau_0}^{z_0(t)} \left\| Q(\tau_0)S(t - \tau_0)(p^1(0, \tau_0) - p^2(0, \tau_0)) \right\|_Z \, ds$$

$$I_2 = \int_{\tau_0}^{z_0(t)} \int_{\tau_0}^{t} \left\| Q(\eta)S(t - \eta)M(s, \eta)(p^1 - p^2) \right\|_Z \, d\eta \, ds$$

$$I_3 = \int_{z_0(t)}^{s_f} \int_{\tau_0}^{t} \left\| Q(\eta)S(t - \eta)M(s, \eta)(p^1 - p^2) \right\|_Z \, d\eta \, ds.$$

In the integral $I_1$, substituting $s = \sigma = \tau_0(t, s)$, we get

$$I_1 \leq \int_{\tau_0}^{t} \left\| S(t - \sigma) \left( \int_{\sigma}^{s_f} B_1(s, \eta)p^1(s, \eta) \, d\eta - \int_{\tau_0}^{s_f} B_2(s, \eta)p^2(s, \eta) \, d\eta \right) \right\|_Z \, d\sigma.$$

In [4], it has been shown that if $\beta_2 \leq \beta_1$, then $p^2 \leq p^1$. So, here we prove the other case. Without loss of generality assume that $\beta_2 \geq \beta_1$, then

$$\beta_1 p^1 - \beta_2 p^2 \leq \beta_1 p^1 + \beta_2 p^2 - \beta_1 p^2 - \beta_2 p^1 = (\beta_1 - \beta_2)(p^1 - p^2).$$

Therefore,

$$I_1 \leq \tilde{C}\|B_1 - B_2\|_{L^\infty(S_{Tf};\mathcal{L}(Z))} \int_{\tau_0}^{t} \left\| p^1(\cdot, \sigma) - p^2(\cdot, \sigma) \right\|_{L^1(0,s_f;Z)} \, d\sigma.$$
Similarly, using \( s = \xi = \phi(\sigma; t, s) \), we can always find \( \tilde{C} \) such that

\[
I_2 + I_3 \leq \tilde{C}\|B_1 - B_2\|_{L^\infty(S_{T_f}; L^2(Z))} \int_0^t \left\| p^{\beta_1}(\cdot, \sigma) - p^{\beta_2}(\cdot, \sigma) \right\|_{L^1(0, s_f; Z)} \, d\sigma.
\]

Therefore

\[
\left\| p^{\beta_1}(\cdot, t) - p^{\beta_2}(\cdot, t) \right\|_{L^1(0, s_f; Z)} \leq C + \tilde{C}\|B_1 - B_2\|_{L^\infty(S_{T_f}; L^2(Z))} \int_0^t \left\| p^{\beta_1}(\cdot, \sigma) - p^{\beta_2}(\cdot, \sigma) \right\|_{L^1(0, s_f; Z)} \, d\sigma, \tag{4.7}
\]

where \( C \) is a positive constant and \( \tilde{C} \) is a generic constant which depends on \( \|\mathcal{M}\|_{L^\infty(S_{T_f}; L^2(Z))} \), \( T \) and the bound of the semigroup \( \{S(t), t \geq 0\} \). Now using the Gronwall inequality, we get

\[
\left\| p^{\beta_1}(\cdot, t) - p^{\beta_2}(\cdot, t) \right\|_{L^1(0, s_f; Z)} \leq C \exp \left( \tilde{C}T\|B_1 - B_2\|_{L^\infty(S_{T_f}; L^2(Z))} \right).
\]

Since \( C \) is a positive constant, we can find another constant \( C \) (just for convenience) such that

\[
C \leq C\|B_1 - B_2\|_{L^\infty(S_{T_f}; L^2(Z))}.
\]

Using the estimate on \( \tilde{C} \) and Gronwall’s lemma, we get

\[
\left\| p^{\beta_1}(\cdot, t) - p^{\beta_2}(\cdot, t) \right\|_{L^1(0, s_f; Z)} \leq C\|B_1 - B_2\|_{L^\infty(S_{T_f}; L^2(Z))} e^{Ct}. \tag{4.6}
\]

Taking \( M_1 = Ce^{Ct} \), we obtain our desired result.

**Remark 4.5.** Applying the same procedure as we followed to prove the uniqueness of mild solution to (2.1), we can prove that the bound of mild solution depends on vital rates, inflow of zero and \( s \)-size individuals and the initial population distribution. So, if we assume inflow of zero and \( s \)-size individuals as constant and also vital rates (mortality, fertility and growth rate) as constant, then mild solution will be global mild solution in time variable.

Now, let us consider the following adjoint system to (4.3) and (4.4):

In case (A1)-(a) and (A1)-(c),

\[
\begin{aligned}
& D_\phi \xi(s, t) = -A^* \xi(s, t) + \mathcal{M}^*(s, t) \xi(s, t) + [1 - B^*(s, t) r(s, t) \xi(0, t)] + f^*(s, t) \, \text{ a.e } (s, t) \in S_{T_f} \\
& \xi(s, t) = \lim_{h \to 0} \xi(\phi(t - h; t, s_f), t - h) = 0 \, \text{ a.e } t \in (0, T) \\
& \xi(s, T) = \lim_{h \to 0} \xi(\phi(T - h; T, s), T - h) = 0, \, \text{ a.e } s \in (0, s_f) \tag{4.8}
\end{aligned}
\]

and for case (A1)-(b) and (A1)-(d)

\[
\begin{aligned}
& D_\phi \xi(s, t) = -A^* \xi(s, t) + \mathcal{M}^*(s, t) \xi(s, t) + [1 - B^*(s, t) r(s, t) \xi(0, t)] + f^*(s, t) \, \text{ a.e } (s, t) \in S_{T_f} \\
& \xi(s, t) = \lim_{h \to 0} \xi(\phi(t - h; t, s_f), t - h) = 0 \, \text{ a.e } t \in (0, T) \tag{4.9}
\end{aligned}
\]

where \( \xi \in L^\infty(S_{T_f}; D(A^*)) \cap C^1(S_{T_f}; Z^*) \) is unknown. In adjoint system, \( A^* \) is the adjoint operator of \( A \) and will generate the adjoint semigroup \( \{S^*(t)\, | \, t \geq 0\} \) in the dual space \( Z^* \) of \( Z \), also \( B^* \) and \( M^* \) are adjoint operators for \( B \) and \( M \) respectively. \( M^* \) and \( B^* \) are defined by

\[
[M^*(s, t) \xi](x) = \mu(s, t, x) \xi(x), \quad [B^*(s, t) \xi](x) = \beta(s, t, x) \xi(x).
\]
Note that

\[
\|M^*\|_{L^\infty(S_{T_f};\mathcal{L}(Z^*))} \leq \|\mu\|_{L^\infty(\Omega_T)}, \quad \|B^*\|_{L^\infty(S_{T_f};\mathcal{L}(Z^*))} \leq \|\beta\|_{L^\infty(\Omega_T)}. \tag{4.10}
\]

Now, our task is to convert the data \(\xi(s_f, t) = \xi(s, T) = 0\) into the data \(\xi(0, t) = \xi(s, 0) = 0\) to relate system (4.8) and (4.3). So, the natural choice of transformation will be \(\Omega(s, t) = \xi(s_f - s, T - t)\). Our next job is to find the characteristic curve along which \(\xi\) satisfy an ordinary differential equation. Let \(\gamma(s, t) = g(s_f - s, T - t)\) and \(\phi(t; s_0, 0)\) be the solution to the system

\[
\frac{ds(t)}{dt} = \gamma(s(t), t), \quad s(t_0) = s_0, \quad t \in [0, T].
\]

By following the idea of [4], one can easily show that \(D_\phi \xi(s, t) = -D_\phi \xi(s_f - s, T - t)\). Then applying the same procedure as used in Theorem 4.2, we can show the existence of solution to the dual system (4.8) and (4.3). So, the natural choice of transformation will be

\[
\xi(s, t) = \text{the solution to the system (4.8) and (4.3)}. \quad \text{Then applying the same steps as followed in theorem 4.4, we will get the following estimates for dual problem:}
\]

**Theorem 4.6.** Suppose that the assumptions (A1)-(A5) hold and \(\xi_{\beta_1}, \xi_{\beta_2}\) be solutions to dual problem corresponding to fertility rates \(\beta_1, \beta_2\) respectively, then

\[
\|\xi_{\beta_1}(s, t) - \xi_{\beta_2}(s, t)\|_{Z^*} \leq M_2\|\mathcal{B}^*_1 - \mathcal{B}^*_2\|_{L^\infty(S_{T_f};\mathcal{L}(Z^*))}. \tag{4.11}
\]

**Remark 4.7.** Using (4.10) estimate in theorem 4.6 can be written as

\[
|\xi_{\beta_1}(0, t, x) - \xi_{\beta_2}(0, t, x)| \leq M_2|\beta_1 - \beta_2|_{L^\infty(\Omega_T)} \forall t \in (0, T), x \in \Omega.
\]

Let us define the concept of **weak solution** to (2.1) as follows

In case (A1)-(a) and case (A1)-(b), a function \(p \in L^1(S_{T_f}; Z)\) is called a weak solution to (2.1) in the following sense

\[
\int_0^T \int_\Omega p(s, t, x)(-D_\phi \xi(s, t, x) - k\Delta \xi(s, t, x) + \mu(s, t, x)\xi(s, t, x) - r(s, t, x)\beta(s, t, x)\xi(0, t, x)) \, dx \, ds \, dt
\]

\[
= \int_0^{s_f} \int_\Omega p_0(s, x)\xi(s, 0, x) \, dx \, ds + \int_0^T \int_\Omega C(t, x)\xi(0, t, x) \, dx \, dt + \int_0^T \int_0^{s_f} f(s, t, x)\xi(s, t, x) \, dx \, ds \, dt
\]

where \(\xi\) is any absolutely continuous function along almost every characteristic line and in case (A1)-(a) satisfies

\[
\begin{cases}
\xi \in L^\infty(\Omega_T) \\
D_\phi \xi + k\Delta \xi - \mu \xi + \beta \xi(0, \cdot, \cdot) \in L^\infty(\Omega_T) \\
\xi(s_f, t) = 0 \quad a.e \ t \in (0, T) \\
\xi(s, T) = 0 \quad a.e \ s \in (0, s_f),
\end{cases}
\tag{4.12}
\]
and in case (A1)-(b) satisfies

\[\begin{cases} 
    \xi \in L^\infty(\Omega_T) \\
    D_\phi \xi + k\Delta \xi - \mu \xi + \beta \xi(0, \cdot, \cdot) \in L^\infty(\Omega_T) \\
    \xi(s, T) = 0 \quad \text{a.e } s \in (0, s_f).
\end{cases}\]  \tag{4.13}

Denote set of all \(\xi\) satisfying (4.12) by \(\Phi_1\) and satisfying (4.13) by \(\Phi_2\). Since \(\xi\) is absolutely continuous along almost every characteristic line, \(\xi(s_f, t)\) and \(\xi(s, T)\) should be understood as

\[\xi(s_f, t) = \lim_{h \to 0^+} \xi(\phi(t - h; t, s_f), t - h)\] and \(\xi(s, T) = \lim_{h \to 0^+} \xi(\phi(T - h; T, s), T - h)\).

Also in case (A1)-(c) and case (A1)-(d), a function \(p \in L^1(S_{Tf}; Z)\) is called a weak solution to (2.1) in the following sense

\[\int_0^T \int_0^{s_f} \int_\Omega p(s, t, x)(-D_\phi \xi(s, t, x) - k\Delta \xi(s, t, x) + \mu(s, t, x)\xi(s, t, x))dxdsdt = \int_0^{s_f} \int_\Omega \xi(s, 0, x)dxds + \int_0^{s_f} \int_\Omega f(s, t, x)\xi(s, t, x)dxdst \tag{4.15}\]

where \(\xi\) is any absolutely continuous function along almost every characteristic line and lies in \(\Phi_1\) for case (A1)-(c) and in \(\Phi_2\) for case (A1)-(d).

Now, question arises, what guarantees us the existence of weak solutions. For this we have the following result:

**Theorem 4.8.** The mild solution \(p \in L^\infty(0, T; L^1(0, s_f; Z))\) of (2.1) is also a weak solution of (2.1).

**Proof.** Let us assume that \(p \in L^\infty(0, T; L^1(0, s_f; Z))\) be a mild solution of (2.1). Also assume that \(\xi \in \Phi_1\) in case (A1)-(a) and \(\xi \in \Phi_2\) in case (A1)-(b). Also let us define the integral

\[I = \int_0^{T-h} \int_0^{s_f} \int_\Omega \frac{1}{h} (p(\phi(t + h; t, s), t + h, x) - p(\phi(t; t, s), t, x)) \xi(s, t, x)dxdst. \tag{4.14}\]

Then as \(h \to 0\), \(I\) will converge to

\[\int_0^T \int_0^{s_f} \int_\Omega D_\phi p(s, t, x)\xi(s, t, x)dxdst \]

\[= \int_0^T \int_0^{s_f} \int_\Omega (\Delta p(s, t, x) - \partial_s g(s, t)p(s, t, x) - \mu(s, t, x)p(s, t, x))\xi(s, t, x)dxdst \]

\[+ \int_0^T \int_0^{s_f} \int_\Omega f(s, t, x)\xi(s, t, x)dxdst \tag{4.15}\]

\[= \int_0^T \int_0^{s_f} \int_\Omega (\Delta \xi(s, t, x) - \partial_s g(s, t)\xi(s, t, x) - \mu(s, t, x)\xi(s, t, x))p(s, t, x)dxdst \]

\[+ \int_0^T \int_0^{s_f} \int_\Omega f(s, t, x)\xi(s, t, x)dxdst. \tag{4.16}\]
Now, using the change of variables \((s,t) = (y,\sigma)\), where \((s,t)\) is related to \((y,\sigma)\) by the relation \((s,t) = (\phi(\sigma - h;\sigma,y),\sigma - h)\). Then \(I\) can be written as
\[
I = \frac{1}{h} \int_{\phi(\sigma,h)}^{\phi(\sigma,h+s_f)} \int_{\phi(\sigma,h,0)}^{\phi(\sigma,h,s_f)} \int_{\phi(\sigma,h)}^{\phi(\sigma,h,s_f)} p(y,\sigma,x) \xi(\phi(\sigma - h;\sigma,y),\sigma - h,x) \exp \left( \int_{\sigma-h}^{\sigma} \partial_s g(\phi(\eta;\sigma,y),\eta) d\eta \right) dx dy d\sigma
\]
\[
= \frac{1}{h} \int_0^T \int_{\phi(\sigma,h,0)}^{\phi(\sigma,h,s_f)} \int_{\phi(\sigma,h,0)}^{\phi(\sigma,h,s_f)} p(\xi(\phi(\sigma - h;\sigma,y),\sigma - h,x) - \xi(y,\sigma,x)) \exp \left( \int_{\sigma-h}^{\sigma} \partial_s g(\phi(\eta;\sigma,y),\eta) d\eta \right) dx dy d\sigma
\]
\[
\times \left( \exp \left( \int_{\sigma-h}^{\sigma} \partial_s g(\phi(\eta;\sigma,y),\eta) d\eta \right) - 1 \right) dx dy d\sigma
\]
\[
+ \frac{1}{h} \int_0^T \int_{\phi(\sigma,h,0)}^{\phi(\sigma,h,s_f)} \int_{\phi(\sigma,h,0)}^{\phi(\sigma,h,s_f)} p(\xi(\phi(\sigma - h;\sigma,y),\sigma - h,x)) \exp \left( \int_{\sigma-h}^{\sigma} \partial_s g(\phi(\eta;\sigma,y),\eta) d\eta \right) dx dy d\sigma
\]
\[
- \frac{1}{h} \int_0^T \int_{\phi(\sigma,h,0)}^{\phi(\sigma,h,s_f)} \int_{\phi(\sigma,h,0)}^{\phi(\sigma,h,s_f)} p(y,\sigma,x) \xi(y,\sigma,x) dx dy d\sigma
\]
\[
- \frac{1}{h} \int_0^h \int_0^{s_f} \int_0^{s_f} \int_0^{s_f} p(y,\sigma,x) \xi(y,\sigma,x) dx dy d\sigma.
\]
Now, combining first two integrals and taking other integrals separately, \(I\) will converge to
\[
\left( \int_0^T \int_0^{s_f} \int_0^{s_f} p(s,t,x) (-D_\phi \xi(s,t,x) - \partial_s g(s,t) \xi(s,t,x)) dx ds dt \right)
\]
\[
+ \int_0^T \int_0^{s_f} g(0,\sigma)p(0,\sigma,x) \xi(0,\sigma,x) dx d\sigma + \int_0^{s_f} \int_0^{s_f} p_0(s,x) \xi(s,0,x) dx ds
\]
\[= (4.17)\]
as \(h \to 0\). Now, from (4.16) and (4.17) it is clear that \(p\) is a weak solution. Similar arguments will work in case (A1)-(c) and case (A1)-(d).

5 Optimal Control Problem

In this section, we need to characterize tangent cones and normal cones. In [6], the following characterization is given for tangent cone and normal cone.

The **Tangent cone** \(\mathcal{T}_u(\mathcal{U})\) to the convex set \(\mathcal{C}\) has the following characterization: \(v_1 \in \mathcal{T}_u(\mathcal{U})\) iff almost everywhere on \(\Omega_{T_s}\)
\[
v_1(s,t,x) \geq 0 \text{ if } u(s,t,x) = \xi(s,t,x)
\]
\[
v_1(s,t,x) \leq 0 \text{ if } u(s,t,x) = \xi_m(s,t,x).
\]
The **Normal cone** \(\mathcal{N}_u(\mathcal{U})\) to the convex set \(\mathcal{C}\) has the following characterization: \(v_1 \in \mathcal{N}_u(\mathcal{U})\) iff almost everywhere on \(\Omega_{T_s}\)
\[
v_1(s,t,x) \geq 0 \text{ if } u(s,t,x) = \xi_m(s,t,x)
\]
\[
v_1(s,t,x) = 0 \text{ if } \xi(s,t,x) < u(s,t,x) < \xi_m(s,t,x)
\]
Now, let us consider the following optimal birth control problem

\[
\text{Minimize } J(\beta) = \text{Minimize } \int_0^T \int_0^{s(t)} \int_{\Omega} \left[ p^\beta(s, t, x) - \frac{1}{2} \rho(\beta(s, t, x))^2 \right] dx ds dt,
\]

where \( p^\beta(s, t, x) \) is the solution of (2.1) corresponding to the birth function \( \beta \). The term \(-\frac{1}{2} \rho(\beta)^2\) in the objective functional implies that if cost of birth control is higher, the fertility rate will be lower which also matches with our intuition.

In this section we will assume that the assumptions (A1)-(A5) hold and also the assumptions of (Theorem 4.4) hold.

**Definition 5.1.** A pair \((\beta, p^\beta)\) is said be optimal pair for the birth control problem (5.1) if the following conditions are satisfied

1. \( \beta \in U \).
2. \( p^\beta \) solves the system (2.1).
3. \((\beta, p^\beta)\) minimizes the functional \( J(\beta) \).

Let us define the functional \( \Psi \) in \( U \) as follows

\[
\Psi(\beta) = \begin{cases} 
\int_0^T \int_0^{s(t)} \int_{\Omega} \left[ p^\beta(s, t, x) - \frac{1}{2} \rho(\beta(s, t, x))^2 \right] dx ds dt, & \beta \in U \\
+\infty, & \text{otherwise.}
\end{cases}
\]

(5.2)

Our first task is to prove that \( \Psi \) is lower semicontinuous.

**Lemma 5.2.** The functional \( \Psi \) is lower semicontinuous.

**Proof.** Let \( \beta_n \) be a sequence in \( L^1(\Omega T_s) \) converges to \( \beta \). Without loss of generality assume that \( \beta_n \in U \). Since \( p^\beta \) is bounded (Theorem 4.4) and the bound depends upon \( \beta_n \), we can find a subsequence \( \beta_n(s, t, x) \rightarrow \beta(s, t, x) \) and \( p^{\beta_n}(s, t, x) \rightarrow p^\beta(s, t, x) \) in \( \Omega T_s \). So, we have

\[
p^{\beta_n}(s, t, x) + \frac{1}{2} \rho(\beta_n(s, t, x))^2 \rightarrow p^\beta(s, t, x) + \frac{1}{2} \rho(\beta(s, t, x))^2.
\]

Now, using the Lebesgue dominated convergence theorem, we can conclude that

\[
\int_0^T \int_0^{s(t)} \int_{\Omega} \left[ p^{\beta_n}(s, t, x) - \frac{1}{2} \rho(\beta_n(s, t, x))^2 \right] dx ds dt
\]

converges to

\[
\int_0^T \int_0^{s(t)} \int_{\Omega} \left[ p^\beta(s, t, x) - \frac{1}{2} \rho(\beta(s, t, x))^2 \right] dx ds dt
\]

Therefore, by Fatou’s lemma,

\[
\liminf_{n \rightarrow \infty} \int_0^T \int_0^{s(t)} \int_{\Omega} \left[ p^{\beta_n}(s, t, x) - \frac{1}{2} \rho(\beta_n(s, t, x))^2 \right] dx ds dt \geq \int_0^T \int_0^{s(t)} \int_{\Omega} \left[ p^\beta(s, t, x) - \frac{1}{2} \rho(\beta(s, t, x))^2 \right] dx ds dt,
\]

which is

\[
\liminf_{n \rightarrow \infty} \Psi(\beta_n) \geq \Psi(\beta).
\]

Therefore \( \Psi \) is lower semicontinuous. \( \Box \)
Theorem 5.3. Let \((\beta_*, p^{\beta_*})\) be optimal pair for the least cost size problem and \(\xi^{\beta_*}\) be the solution to the adjoint system (4.5) in case (A1)-(a), (A1)-(c) and adjoint system (4.6) in case (A1)-(b), (A1)-(d) respectively. Then for \(f^*(s, t, x) = -c\), where \(c\) is a positive constant

\[
\beta_*(s, t, x) = F\left(-\frac{r(s, t, x)\xi^{\beta_*}(0, t, x)p^{\beta_*}(s, t, x)}{cp}\right)
\]

\(F: L^1(\Omega_T^s) \mapsto L^\infty(\Omega_T^s)\) is defined by

\[
(Fh)(s, t, x) = \begin{cases} 
\xi_{l}, & \text{if } h(s, t, x) < \xi_{l} \\
\xi_{m}, & \text{if } h(s, t, x) > \xi_{m}.
\end{cases}
\]  

(5.3)

Proof. Let \(z_\epsilon = \frac{1}{\epsilon}[p^{\beta_*+\epsilon\delta_*} - p^{\beta_*}]\), where \(\delta_* = \beta - \beta_*,\) then \(z_\epsilon\) converges to \(z \in L^\infty(S_T^f; Z)\) and \(z\) satisfies

\[
\begin{cases}
D_\phi z(s, t) = A(z(s, t) - \partial_s g(s, t)z(s, t) - M(s, t)z(s, t)) & \text{a.e } (s, t) \in S_T^f \\
g(0, t)z(0, t) = \int_0^{s_f} r(s, t)B_\epsilon(s, t)z(s, t)ds + \int_0^{s_f} \delta_\epsilon p^{\beta_*}(s, t)ds & \text{a.e } t \in (0, T)
\end{cases}
\]

(5.4)

where \(\delta_\epsilon p^{\beta_*}(s, t) = \delta_\epsilon(s, t, \cdot)p^{\beta_*}(s, t, \cdot)\) and also \(\delta_\epsilon p^{\beta_*} \in L^\infty(S_T^f; Z)\).

Because \(z(s, t)\) is a weak solution of (5.4), we have

\[
\int_0^T \int_0^{s_f} \int_\Omega z(s, t, x)(-D_\phi \xi(s, t, x) - k\Delta \xi(s, t, x) + \mu(s, t, x)\xi(s, t, x) - r(s, t, x)\beta(s, t, x)\xi(0, t, x))dxdsdt = \int_0^T \int_0^{s_f} \int_\Omega \delta_\epsilon r^*(s, t, x)p^{\beta_*}(s, t, x)\xi(0, t, x)dxdsdt.
\]

Because \(\xi(s, t)\) satisfies

\[
D_\phi \xi(s, t) = -A^*\xi(s, t) - M^*(s, t)\xi(s, t) + r(s, t)B^*(s, t)\xi(0, t) + f^*(s, t) - 1,
\]

we have

\[
\int_0^T \int_0^{s_f} \int_\Omega z(s, t, x)(f^*(s, t, x) - 1)dxdsdt = \int_0^T \int_0^{s_f} \int_\Omega \delta_\epsilon r^*(s, t, x)p^{\beta_*}(s, t, x)\xi(0, t, x)dxdsdt. 
\]  

(5.5)

Because \((\beta_*, p^{\beta_*})\) is optimal pair, we have

\[
\lim_{\epsilon \to 0^+} \frac{1}{\epsilon}[\Psi(\beta_* + \epsilon\delta_*) - \Psi(\beta_*)] \geq 0,
\]

which implies

\[
\lim_{\epsilon \to 0^+} \int_0^T \int_0^{s_f} \int_\Omega \left[p^{\beta_*+\epsilon\delta_*} - \frac{p^{\beta_*}}{\epsilon} - \frac{p\epsilon(\delta_*)^2}{2} - \rho \beta_* \delta_*\right]dxdsdt \geq 0,
\]

which further implies

\[
\int_0^T \int_0^{s_f} \int_\Omega (z(s, t, x) - \rho \beta_* \delta_*)dxdsdt \geq 0.
\]
For $f^*(s, t, x) = -c + 1$, where $c$ is a nonnegative constant not equal to 1 and using (5.5), we get
\[
\int_0^T \int_0^{sf} \int_0^\Omega (\beta_s - \beta) \left( \rho \beta_s + \frac{r(s, t, x)p^\beta_s(s, t, x)\xi^\beta_s(0, t, x)}{c} \right) dx ds dt \geq 0,
\]
which implies
\[
\int_0^T \int_0^{sf} \int_\Omega \rho(\beta_s - \beta) \left( \beta_s + \frac{r(s, t, x)p^\beta_s(s, t, x)\xi^\beta_s(0, t, x)}{cp} \right) dx ds dt \geq 0.
\]
Let
\[
\mathcal{V}_1 = \left\{ (s, t, x) \in \Omega_{Ts} \mid -\frac{r(s, t, x)p^\beta_s(s, t, x)\xi^\beta_s(0, t, x)}{cp} < \xi_l \right\}.
\]
Choose $\beta = \xi_l$ on $\mathcal{V}_1$. So, in this case
\[
\int_{\mathcal{V}_1} \rho(\beta_s - \xi_l) \left( \beta_s + \frac{r(s, t, x)p^\beta_s(s, t, x)\xi^\beta_s(0, t, x)}{cp} \right) dx ds dt = 0,
\]
because $\rho$ is a positive constant, we have $\beta_s = \xi_l$.

Similarly, let
\[
\mathcal{V}_2 = \left\{ (s, t, x) \in \Omega_{Ts} \mid -\frac{r(s, t, x)p^\beta_s(s, t, x)\xi^\beta_s(0, t, x)}{cp} > \xi_m \right\}
\]
and choose $\beta = \xi_m$ on $\mathcal{V}_2$. Then, we have
\[
\int_{\mathcal{V}_2} \rho(\beta_s - \xi_m) \left( \beta_s + \frac{r(s, t, x)p^\beta_s(s, t, x)\xi^\beta_s(0, t, x)}{cp} \right) dx ds dt = 0.
\]
Since $\rho$ is a positive constant, we have $\beta_s = \xi_m$.

If
\[
\mathcal{V}_3 = \left\{ (s, t, x) \in \Omega_{Ts} \mid \xi_l \leq -\frac{r(s, t, x)p^\beta_s(s, t, x)\xi^\beta_s(0, t, x)}{cp} \leq \xi_m \right\},
\]
then on $\mathcal{V}_3$
\[
\beta_s = -\frac{r(s, t, x)p^\beta_s(0, t, x)\xi^\beta_s(s, t, x)}{cp}.
\]

**Theorem 5.4.** Suppose that the assumptions (A1) – (A5) hold and assumptions of theorem 5.3 hold with
\[
\frac{M_1M_4 + M_2M_3}{cp} < 1,
\]
then the optimal control problem (5.1) has a unique optimal control $\bar{\beta} \in \Omega_{Ts}$ where $M_3$ and $M_4$ are supremum of $|p|$ and $|\xi|$ respectively.
Proof. We know that the functional $\Psi$ defined in (5.2) is lower semicontinuous, so using Ekeland’s variational principle, for given $\epsilon > 0$, there exists $\beta_\epsilon \in \mathcal{U}$ such that

$$
\Psi(\beta_\epsilon) \leq \inf_{\beta \in \mathcal{U}} \Psi(\beta) + \epsilon
$$

(5.6)

Thus the perturbed functional

$$
\Psi_\epsilon(\beta) = \Psi(\beta) + \sqrt{\epsilon} \|\beta - \beta_\epsilon\|_{L^1(\Omega_{Ts})}
$$

(5.7)

attain its infimum at $\beta_\epsilon$. Therefore,

$$
\lim_{\epsilon' \to 0} \frac{1}{\epsilon'} \left[ \Psi(\beta_\epsilon + \epsilon' \delta_\star) - \Psi(\beta_\epsilon) \right] \geq 0,
$$

which implies

$$
\lim_{\epsilon' \to 0} \frac{1}{\epsilon'} \left[ \Psi(\beta_\epsilon + \epsilon' \delta_\star) + \sqrt{\epsilon} \|\epsilon' \delta_\star\| - \Psi(\beta_\epsilon) \right] \geq 0.
$$

Following the same steps as in theorem 5.3, we get

$$
\int_0^T \int_0^{s_f} \int_\Omega \rho \delta_\star \left( \beta_\epsilon + \frac{r(s,t,x)p^{\delta_\star}(s,t,x)\xi^\delta_\star(0,t,x)}{c\rho} \right) dxdsdt + \sqrt{\epsilon} \int_0^T \int_0^{s_f} \int_\Omega |\delta_\star| dxdsdt \geq 0.
$$

(5.9)

We know that $v_1$ lies in tangent cone $T_u(\mathcal{U})$ iff almost everywhere on $\Omega_{Ts}$

$$
v_1(s,t,x) \geq 0 \text{ if } u(s,t,x) = \xi_l(s,t,x)
$$

$$
v_1(s,t,x) \leq 0 \text{ if } u(s,t,x) = \xi_m(s,t,x).
$$

Thus, $\delta_\star \in T_u(\mathcal{U})$ and also $\delta_\star = \beta - \beta_\epsilon$ depends on $\beta$ which lies in $\mathcal{U}$, which means (5.9) holds for any $\delta_\star \in T_u(\mathcal{U})$. Therefore using the structure of normal cones, there exists $\theta(s,t,x) \in L^\infty(\Omega_{Ts})$, $\|\theta\|_\infty \leq 1$ such that

$$
\rho \beta_\epsilon + \frac{r(s,t,x)p^{\delta_\star}(s,t,x)\xi^\delta_\star(0,t,x)}{c} + \sqrt{\epsilon} \theta \in N_{\beta_\epsilon}(\mathcal{U}).
$$

Therefore

$$
\beta_\epsilon(s,t,x) = F \left( -\frac{r(s,t,x)p^{\delta_\star}(s,t,x)\xi^\delta_\star(0,t,x)}{c\rho} + \frac{\sqrt{\epsilon} \theta}{\rho} \right).
$$

Now, we show the uniqueness of optimal control. Define

$$
G: \mathcal{U} \subset L^\infty(\Omega_{Ts}) \mapsto \mathcal{U}
$$

by

$$
(G\beta)(s,t,x) = F \left( -\frac{r(s,t,x)p^{\beta}(s,t,x)\xi^\beta(0,t,x)}{c\rho} + \frac{\sqrt{\epsilon} \theta}{\rho} \right).
$$
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Then for any \((s, t, x) \in \Omega_{T_s}\), we have
\[
|\langle G\beta_1 \rangle(s, t, x) - \langle G\beta_2 \rangle(s, t, x)\rangle
= F\left(-\frac{r(s, t, x)p^\beta_1(s, t, x)\xi^\beta_1(0, t, x)}{\rho} + \frac{\sqrt{\epsilon} \theta}{\rho}\right) - F\left(-\frac{r(s, t, x)p^\beta_2(s, t, x)\xi^\beta_2(0, t, x)}{\rho} + \frac{\sqrt{\epsilon} \theta}{\rho}\right)
\leq \frac{r(s, t, x)}{\rho} \left|\left(p^\beta_1(s, t, x)\xi^\beta_1(0, t, x) - p^\beta_2(s, t, x)\xi^\beta_2(0, t, x)\right)\right|
\leq \frac{1}{\rho} \left|\left(p^\beta_1(s, t, x) - p^\beta_2(s, t, x)\right)\xi^\beta_1(0, t, x) + \left|p^\beta_2(s, t, x)\right|\right|\left|\xi^\beta_1(0, t, x) - \xi^\beta_2(0, t, x)\right|
\leq \frac{1}{\rho} M_1 M_3 \|\beta_1 - \beta_2\|_{L^\infty(\Omega_{T_s})},
\]
because
\[
\frac{1}{\rho} M_1 M_3 < 1.
\]
Hence \(G\) is a contraction mapping, so have a unique fixed point \(\bar{\beta} \in \mathcal{U}\). Optimality condition in theorem 5.3 gives us the uniqueness of the optimal control. Now, we prove the existence of optimal controller. Let
\[
\Psi(\bar{\beta}) = \inf_{\beta \in \mathcal{U}} \{\Psi(\beta) : \beta \in \mathcal{U}\}.
\]
Computing the norm, we obtain
\[
\|G\beta - \epsilon\|_{L^\infty(\Omega_{T_s})}
= F\left(-\frac{r(s, t, x)p^\beta(s, t, x)\xi^\beta(0, t, x)}{\rho} + \frac{\sqrt{\epsilon} \theta}{\rho}\right) - F\left(-\frac{r(s, t, x)p^\beta(s, t, x)\xi^\beta(0, t, x)}{\rho} + \frac{\sqrt{\epsilon} \theta}{\rho}\right)
\leq \frac{\sqrt{\epsilon}}{\rho}.
\]
Therefore
\[
\|\bar{\beta} - \epsilon\|_{L^\infty(\Omega_{T_s})}
= \|G\beta - \epsilon\|_{L^\infty(\Omega_{T_s})}
\leq \|G\beta - G\epsilon\|_{L^\infty(\Omega_{T_s})} + \|G\epsilon - \epsilon\|_{L^\infty(\Omega_{T_s})}
\leq \frac{1}{\rho} M_1 M_3 \|\bar{\beta} - \epsilon\|_{L^\infty(\Omega_{T_s})} + \frac{\sqrt{\epsilon}}{\rho}.
\]
Which further gives
\[
\|\bar{\beta} - \epsilon\|_{L^\infty(\Omega_{T_s})} \leq \frac{1}{\rho} \left(1 - \frac{1}{\rho} M_1 M_3\right)^{-1} \sqrt{\epsilon},
\]
which implies \(\beta \rightarrow \bar{\beta}\) in \(L^\infty(\Omega_{T_s})\) as \(\epsilon \rightarrow 0^+\). Hence by (5.6), we have
\[
\Psi(\bar{\beta}) = \inf_{\beta \in \mathcal{U}} \Psi(\beta).
\]
\[\square\]
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