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Abstract
Recently, neural network models have achieved consistent improvements in statistical machine translation. However, most networks only use one-hot encoded input vectors of words as their input. In this work, we investigated the exponentially decaying bag-of-words input features for feed-forward neural network translation models and proposed to train the decay rates along with other weight parameters. This novel bag-of-words model improved our phrase-based state-of-the-art system, which already includes a neural network translation model, by up to 0.5% BLEU and 0.6% TER on three different translation tasks and even achieved a similar performance to the bidirectional LSTM translation model.

1 Introduction
Neural network models have recently gained much attention in research on statistical machine translation. Several groups have reported strong improvements over state-of-the-art baselines when combining phrase-based translation with feed-forward neural network-based models (FFNN) (Schwenk et al., 2006; Vaswani et al., 2013; Schwenk, 2012; Devlin et al., 2014), as well as with recurrent neural network models (RNN) (Sundermeyer et al., 2014). Even in alternative translation systems they showed remarkable performance (Sutskever et al., 2014; Bahdanau et al., 2015).

The main drawback of a feed-forward neural network model compared to a recurrent neural network model is that it can only have a limited context length on source and target sides. Using the Bag-of-Words (BoW) model as additional input of a neural network based language model, (Mikolov et al., 2015) have achieved very similar perplexities on automatic speech recognition tasks in comparison to the long short-term memory (LSTM) neural network, whose structure is much more complex. This suggests that the bag-of-words model can effectively store the longer term contextual information, which could show improvements in statistical machine translation as well. Since the bag-of-words representation can cover as many contextual words without further modifying the network structure, the problem of limited context window size of feed-forward neural networks is reduced. Instead of predefining fixed decay rates for the exponentially decaying bag-of-words models, we propose to learn the decay rates from the training data like other weight parameters in the neural network model.

2 The Bag-of-Words Input Features
The bag-of-words model is a simplifying representation applied in natural language processing. In this model, each sentence is represented as the set of its words disregarding the word order. Bag-of-words models are used as additional input features to feed-forward neural networks in addition to the one-hot encoding. Thus, the probability of the feed-forward neural network translation model with an m-word source window can be written as:

\[ p(e_i \mid f_{i}^{f}) \approx \prod_{i=1}^{f} p(e_i \mid f_{b_i}^{h_i + \Delta_m}, f_{\text{BoW},i}) \] (1)

where \( \Delta_m = \frac{m-1}{2} \) and \( b_i \) is the index of the single aligned source word to the target word \( e_i \). We applied the affiliation technique proposed in (Devlin et al., 2014) for obtaining the one-to-one align-
ments. The bag-of-words input features \( f_{\text{BoW},i} \) can be seen as normalized \( n\)-of-\( N \) vectors as demonstrated in Figure 1, where \( n \) is the number of words inside each bag-of-words.

\[
\begin{bmatrix}
0 & 1 & 0 & 0 & \cdots & 0 & 0 \\
0 & 0 & 0 & 1 & \cdots & 0 & 0 \\
0 & 0 & 1 & 0 & \cdots & 0 & 0 \\
1 & 0 & 0 & 0 & \cdots & 1 & n \\
0 & 0 & 1 & 0 & \cdots & 1 & n \\
\end{bmatrix}
\]

Figure 1: The bag-of-words input features along with the original word features. The input vectors are projected and concatenated at the projection layer. We omit the hidden and output layers for simplification, since they remain unchanged.

2.1 Contents of Bag-of-Words Features

Before utilizing the bag-of-words input features we have to decide which words should be part of it. We tested multiple different variants:

1. Collecting all words of the sentence in one bag-of-words except the currently aligned word.
2. Collecting all preceding words in one bag-of-words and all succeeding words in a second bag-of-words.
3. Collecting all preceding words in one bag-of-words and all succeeding words in a second bag-of-words except those already included in the source window.

All of these variants provide the feed-forward neural network with an unlimited context in both directions. The differences between these setups only varied by 0.2% BLEU and 0.1% TER. We choose to base further experiments on the last variant since it performed best and seemed to be the most logical choice for us.

2.2 Exponentially Decaying Bag-of-Words

Another variant is to weight the words within the bag-of-words model. In the standard bag-of-words representation these weights are equally distributed for all words. This means the bag-of-words input is a vector which marks if a word is given or not and does not encode the word order. To avoid this problem, the exponential decay approach proposed in (Clarkson and Robinson, 1997) has been adopted to express the distance of contextual words from the current word. Therefore the bag-of-words vector with decay weights can be defined as following:

\[
\tilde{f}_{\text{BoW},i} = \sum_{k \in S_{\text{BoW}}} d^{i-k} \tilde{f}_k
\]

where

- \( i, k \) Positions of the current word and words within the BoW model respectively.
- \( \tilde{f}_{\text{BoW},i} \) The value vector of the BoW input feature for the \( i \)-th word in the sentence.
- \( \tilde{f}_k \) One-hot encoded feature vector of the \( k \)-th word in the sentence.
- \( S_{\text{BoW}} \) Indices set of the words contained in the BoW. If a word appears more than once in the BoW, the index of the nearest one to the current word will be selected.
- \( d \) Decay rate with float value ranging from zero to one. It specifies how fast weights of contextual words decay along with distances, which can be learned like other weight parameters of the neural network.

Instead of using fixed decay rate as in (Irie et al., 2015), we propose to train the decay rate like other weight parameters in the neural network. The approach presented by (Mikolov et al., 2015) is comparable to the corpus decay rate shown here, except that their work makes use of a diagonal matrix instead of a scalar as decay rate. In our experiments, three different kinds of decay rates are trained and applied:

1. Corpus decay rate: all words in vocabulary share the same decay rate.
2. Individual decay rate for each bag-of-words: each bag-of-words has its own decay rate given the aligned word.
3. Individual decay rate for each word: each word uses its own decay rate.

We use the English sentence “friends had been talking about this fish for a long time” as an example to clarify the differences between these variants. A five words contextual window centered at the current aligned word fish has been applied: \{about, this, fish, for, a\}. The bag-of-words models are used to collect all
other source words outside the context window: \{friends, had, been, talking\} and \{long, time\}. Furthermore, there are multiple choices for assigning decay weights to all these words in the bag-of-words feature:

**Sentence:** friends had been talking about this fish for a long time

**Distance:** 6 5 4 3 3 4

1. Corpus decay rate: \(d\)

**Weights:** \(d^6 \quad d^5 \quad d^4 \quad d^3 \quad d^3 \quad d^3 \quad d^3 \)

2. Bag-of-words individual decay rate: \(d = d_{fish}\)

**Weights:** \(d_{fish}^6 \quad d_{fish}^5 \quad d_{fish}^4 \quad d_{fish}^3 \quad d_{fish}^3 \quad d_{fish}^3 \quad d_{fish}^3 \)

3. Word individual decay rate:
   \(d \in \{d_{friends}, d_{had}, d_{been}, d_{talking}, d_{long}, d_{time}\}\)

**Weights:** \(d_{friends}^6 \quad d_{had}^5 \quad d_{been}^4 \quad d_{talking}^3 \quad d_{long}^3 \quad d_{time}^3 \)

### 3 Experiments

#### 3.1 Setup

Experiments are conducted on the IWSLT 2013 German→English, WMT 2015 German→English and DARPA BOLT Chinese→English translation tasks. GIZA++ (Och and Ney, 2003) is applied for aligning the parallel corpus. The translation quality is evaluated by case-insensitive BLEU (Papineni et al., 2002) and TER (Snover et al., 2006) metric. The scaling factors are tuned with MERT (Och, 2003) with BLEU as optimization criterion on the development sets. The systems are evaluated using MultiEval (Clark et al., 2011). In the experiments the maximum size of the n-best lists applied for reranking is 500. For the translation experiments, the averaged scores are presented on the development set from three optimization runs.

Experiments are performed using the Jane toolkit (Vilar et al., 2010; Wuebker et al., 2012) with a log-linear framework containing following feature functions:

- Phrase translation probabilities both directions
- Word lexicon features in both directions

- Enhanced low frequency counts (Chen et al., 2011)
- 4-gram language model
- 7-gram word class language model (Wuebker et al., 2013)
- Word and phrase penalties
- Hierarchical reordering model (Galley and Manning, 2008)

Additionally, a neural network translation model, similar to (Devlin et al., 2014), with following configurations is applied for reranking the n-best lists:

- Projection layer size 100 for each word
- Two non-linear hidden layers with 1000 and 500 nodes respectively
- Short-list size 10000 along with 1000 word classes at the output layer
- 5 one-hot input vectors of words

Unless otherwise stated, the investigations on bag-of-words input features are based on this neural network model. We also integrated our neural network translation model into the decoder as proposed in (Devlin et al., 2014). The relative improvements provided by integrated decoding and reranking are quite similar, which can also be confirmed by (Alkhouli et al., 2015). We therefore decided to only work in reranking for repeated experimentation.

#### 3.2 Exponentially Decaying Bag-of-Words

As shown in Section 2.2, the exponential decay approach is applied to express the distance of contextual words from the current word. Thereby the information of sequence order can be included into bag-of-words models. We demonstrated three different kinds of decay rates for words in the bag-of-words input feature, namely the corpus general decay rate, the bag-of-words individual decay rate and the word individual decay rate.

Table 1 illustrates the experimental results of the neural network translation model with exponentially decaying bag-of-words input features on IWSLT 2013 German→English, WMT 2015 German→English and BOLT Chinese→English
### Table 1: Experimental results of translations using exponentially decaying bag-of-words models with different kinds of decay rates. Improvements by systems marked by * have a 95% statistical significance from the baseline system, whereas † denotes the 95% statistical significant improvements with respect to the BoW Features system (without decay weights). We experimented with several values for the fixed decay rate (DR) and 0.9 performed best. The applied RNN model is the LSTM bidirectional translation model proposed in (Sundermeyer et al., 2014).

|                  | BLEU [%] | TER [%] | BLEU [%] | TER [%] | BLEU [%] | TER [%] |
|------------------|----------|---------|----------|---------|----------|---------|
| Baseline + NNTM  | 31.9     | 47.5    | 36.7     | 43.0    | 28.8     | 53.8    |
| + BoW Features   | 32.0     | 47.3    | 36.9     | 42.9    | 28.8     | 53.5*   |
| + Fixed DR (0.9) | 32.2*    | 47.3    | 37.0*    | 42.6†   | 29.0     | 53.5*   |
| + Corpus DR      | 32.1     | 47.3    | 36.9     | 42.7*   | 29.1†    | 53.5*   |
| + BoW DR         | 32.4*†   | 47.0†   | 37.2†    | 42.4†   | 29.2†    | 53.2†   |
| + Word DR        | 32.3*†   | 47.0*†  | 37.1*    | 42.7*   | 29.1†    | 53.4*†  |
| Baseline + LSTM  | 32.2*    | 47.4    | 37.1*    | 42.5†   | 29.0     | 53.3*   |

3.3 Comparison between Bag-of-Words and Large Context Window

The main motivation behind the usage of the bag-of-words input features is to provide the model with additional context information. We compared the bag-of-words input features to different source side windows to refute the argument that simply increasing the size of the window could achieve the same results. Our experiments showed that increasing the source side window beyond 11 gave no more improvements while the model that used the bag-of-words input features is able to achieve the best result (Figure 2). A possible explanation for this could be that the feed-forward neural network learns its input position-dependent. If one source word is moved by one position the feed-forward neural network needs to have seen a word with a similar word vector at this position during training to interpret it correctly. The likelihood of precisely getting the position decreases with a larger distance. The bag-of-words model on the other hand will still get the same input only slightly stronger or weaker on the new distance and decay rate.

4 Conclusion

The aim of this work was to investigate the influence of exponentially decaying bag-of-words input features with trained decay rates on the feed-forward neural network translation model. Applying the standard bag-of-words model as an additional input feature in our feed-forward neural network translation model only yields slight im-
Figure 2: The change of BLEU scores on the eval11 set of the IWSLT 2013 German—English task along with the source context window size. The source windows are always symmetrical with respect to the aligned word. For instance, window size five denotes that two preceding and two succeeding words along with the aligned word are included in the window. The average sentence length of the corpus is about 18 words. The red line is the result of using a model with bag-of-words input features and a bag-of-words individual decay rate.

provements, since the original bag-of-words representation does not include information about the ordering of each word. To avoid this problem, we applied the exponential decay weight to express the distances between words and propose to train the decay rate as other weight parameters of the network. Three different kinds of decay rates are proposed, the bag-of-words individual decay rate performs best and provides improvements by averagely 0.5% BLEU on three different translation tasks, which is even able to outperform a bidirectional LSTM translation model on the given tasks. By contrast, applying additional one-hot encoded input vectors or enlarging the network structure can not achieve such good performances as bag-of-words features.
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