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Abstract. We define global Weyl modules for twisted loop algebras and analyze their highest weight spaces, which are in fact isomorphic to Laurent polynomial rings in finitely many variables. We are able to show that the global Weyl module is a free module of finite rank over these rings. Furthermore we prove, that there exist injective maps from the global Weyl modules for twisted loop algebras into a direct sum of global Weyl modules for untwisted loop algebras. Relations between local Weyl modules for twisted and untwisted generalized current algebras are known; we provide for the first time a relation on global Weyl modules.

1. Introduction

Let \( g \) be a simple complex Lie algebra. The representation theory of the loop algebras \( g \otimes \mathbb{C}[t^{\pm 1}] \) (denoted by \( L(g) \)) has been an active area of research for several decades. The global Weyl modules, initially defined in [CP01], have played a prominent role in this theory since their introduction over ten years ago.

The global Weyl modules are naturally indexed by the dominant integral weights \( P^+ \) of \( g \). For such a weight \( \lambda \), the corresponding global Weyl module \( W(\lambda) \) was originally defined as a certain maximal integrable highest weight module generated by a non-zero vector of weight \( \lambda \). But this module can also be defined as a projective object in a category of locally finite representations for \( L(g) \) (CFK10).

The study of Weyl modules was motivated by the representation theory of quantum affine algebras, and in fact certain quotients of the global Weyl modules (the local Weyl modules) are \( q = 1 \) limits of simple representations of quantum affine algebras. But these local Weyl modules are not simple as modules for the loop algebra in general. In fact, the category of finite–dimensional modules for \( L(g) \) is not semi–simple, and the local Weyl modules are in some sense the largest indecomposable highest weight modules. The calculation of their dimension and character has led to a series of papers ([CP01], [CL06], [FL07], [Nao], [BN04]).

Although the global Weyl module \( W(\lambda) \) is an infinite–dimensional module, it was shown in [CP01] that its highest weight space \( A_\lambda \) is isomorphic to a Laurent polynomial ring in finitely many variables, and any local Weyl module can be obtained from a global Weyl module by tensoring the global Weyl module with \( A_\lambda/m \), where \( m \) is a maximal ideal of \( A_\lambda \). This construction justifies the terminology local and global Weyl module. In the aforementioned series of papers, it was shown that the dimension and \( g \)-character of a local Weyl module is independent of the maximal ideal; hence the global Weyl module is a free module of finite rank for the algebra \( A_\lambda \).
We describe several ways to generalize the notion of a global Weyl module, all obtained by generalizing the Lie algebras $\mathfrak{g} \otimes \mathbb{C}[t^{\pm 1}]$. The algebra $\mathbb{C}[t^{\pm 1}]$ can be replaced with a more general algebra. The first step in this direction was made in [FL04], where global Weyl modules for $\mathfrak{g} \otimes A$ are studied when $A$ is the coordinate ring of an affine variety (the generalized current algebra $\mathfrak{g} \otimes A$ can be viewed here as the Lie algebra of maps from $\text{Spec } A$ to $\mathfrak{g}$). It was shown here that the global Weyl modules exist and are non-zero. In [CFK10], this direction was further generalized, by taking for $A$ any commutative, associative and unital algebra over $\mathbb{C}$. Global Weyl modules and the algebras $A^\lambda$ were defined, and homological methods were developed for the further analysis of all of these modules. In this paper (and also in [FL04]) it was shown that the global Weyl module is in general not a free right $A^\lambda$–module - this may be a special property of the case when $A = \mathbb{C}[t^{\pm 1}]$.

We mention several other generalizations of the loop algebras for which a global Weyl module could be studied. The twisted loop (sub)algebras of $\mathfrak{g} \otimes \mathbb{C}[t^{\pm 1}]$, here denoted $L^\Gamma(\mathfrak{g})$, are the algebras of fixed points in $\mathfrak{g} \otimes \mathbb{C}[t^{\pm 1}]$ under a group action of $\Gamma = \mathbb{Z}/m\mathbb{Z}$ obtained from an order $m$ Dynkin diagram automorphism of $\mathfrak{g}$ ($\Gamma$ acts upon $\mathbb{C}^*$ by multiplication with an $m^{th}$ primitive root of unity; using the induced action on the coordinate ring, we have a diagonal action on $\mathfrak{g} \otimes \mathbb{C}[t^{\pm 1}]$). In [CFS08], local Weyl modules were defined and studied for these algebras. The main result was that any local Weyl module of $L^\Gamma(\mathfrak{g})$ can be obtained by restricting a local Weyl module for $L(\mathfrak{g})$.

More generally, let $\Gamma$ be any finite group, acting on $\mathfrak{g}$ and an affine scheme $X$ by automorphisms. The Lie algebras $(\mathfrak{g} \otimes A)^\Gamma$ of equivariant regular maps from $X$ to $\mathfrak{g}$ are called the equivariant map algebras. Their finite-dimensional simple modules were studied and classified in [NSS]. Local Weyl modules for an equivariant map algebra were defined and studied in [FKKS] in the case when $\Gamma$ is abelian and its action on $X$ is free. Analogous to the case of twisted loop algebras, it was shown again there that any local Weyl module for $(\mathfrak{g} \otimes A)^\Gamma$ can be obtained by restriction from a local Weyl module for $L(\mathfrak{g})$.

Let $A = \mathbb{C}[t]$ and $\Gamma = \mathbb{Z}/m\mathbb{Z}$ as above, acting upon $\mathbb{C}$ by a primitive $m^{th}$ root of unity. When $\Gamma \neq 1$, this action is not free, and the results of [FKKS] do not apply. Local Weyl modules were studied and defined in [FK]. It was shown that there exist local Weyl modules (supported at the origin) which have no counterpart in the category of modules for $\mathfrak{g} \otimes \mathbb{C}[t]$.

All of the above mentioned papers concerning fixed–point algebras have studied only finite–dimensional representations and, in particular, only the local Weyl modules. The notion of a global Weyl module for all of these algebras has never before been approached.

In this paper, we define for any dominant integral weight $\lambda$ of the fixed-point algebra $\mathfrak{g}_0$ of $\mathfrak{g}$ a global Weyl module $W^\Gamma(\lambda)$. We also describe its highest weight space $A^\lambda_\Gamma$, by giving it a natural algebra structure, and define a Weyl functor $W^\Gamma_\lambda$ from the category of left $A^\lambda_\Gamma$-modules to the category of integrable $L^\Gamma(\mathfrak{g})$-modules. As in [CFK10], we obtain, by using the Weyl functor, a homological characterization of Weyl modules. We prove that $A^\lambda_\Gamma$ is a finitely generated ring of symmetric Laurent polynomials. We identify its maximal spectrum with equivariant finitely
supported functions from $\mathbb{C}^*$ to $P^+$ (analogous to [NSS]) as well as with certain finite multisets. Furthermore, we prove there is a canonical embedding of $A_{\lambda}^\Gamma$ into $A_{\mu}$ for all $\mu \in P^+$ satisfying $\mu |_{h_0} = \lambda$, where $h_0$ is the fixed-point subalgebra of a Cartan subalgebra $\mathfrak{h}$ of $\mathfrak{g}$. Using results from [CFS08], we show that $W^\Gamma(\lambda)$ is a free module for $A_{\lambda}^\Gamma$. The global Weyl module $W(\mu)$ ($\mu \in P^+$) for the loop algebra $L(\mathfrak{g})$ is, via restriction, also a module for $L^\Gamma(\mathfrak{g})$. Furthermore, if $\lambda$ is a dominant integral weight of $\mathfrak{g}_0$, then $\bigoplus \mu W(\mu)$ (where the sum is taken over all $\mu : \mu |_{h_0} = \lambda$) is a $L^\Gamma(\mathfrak{g})$-module and our main theorem compares this module with $W^\Gamma(\lambda)$:

**Theorem.** Let $\lambda$ be a dominant integral weight of $\mathfrak{g}_0$. Then there exists a natural embedding of $L^\Gamma(\mathfrak{g})$-modules

$$W^\Gamma(\lambda) \hookrightarrow \bigoplus \mu W(\mu),$$

where the sum is over all $\mu \in P^+$ satisfying $\mu |_{h_0} = \lambda$.

This result might suggest an approach to define global Weyl modules in a more general setting. A significant obstruction to do so for equivariant map algebras is the absence (in general) of a non-zero Cartan subalgebra; hence the notion of weights is unavailable.

Some motivation for our work also comes from the finite-dimensional representation theory of the quantum affine algebra, where relationships are known ([Her10, Theorem 4.15]) between Kirillov-Reshetikhin modules for the twisted and untwisted algebras.

This paper is organized as follows. In Section 2 we give basic definitions and notation, and recall the known facts about simple modules for $L(\mathfrak{g})$ and $L^\Gamma(\mathfrak{g})$. In Section 3 we define our main object of study, the global Weyl module, and state the main result (Theorem 3.4). Section 4 is dedicated to the analysis of the Weyl functor and its properties; it is also shown that the global Weyl module is finitely generated as a module for the finitely generated algebra $A_{\lambda}^\Gamma$. In Section 5 the algebra $A_{\lambda}^\Gamma$ is analyzed and identified with a ring of symmetric Laurent polynomials. Section 6 recalls the various definitions of local Weyl modules and gives the proof that the global Weyl module is free as an $A_{\lambda}^\Gamma$-module. Finally in Section 7 the main theorem (Theorem 3.4) is proven.
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2. Preliminaries

2.1. Throughout the paper \( \mathbb{C} \) denotes the set of complex numbers and \( \mathbb{Z}_+ \) the set of non-negative integers. Let \( \mathfrak{g} \) be a finite-dimensional simple Lie algebra of rank \( n \) with Cartan matrix \((a_{ij})_{i,j\in I}\) where \( I = \{1, \ldots, n\} \). Fix a Cartan subalgebra \( \mathfrak{h} \) of \( \mathfrak{g} \) and let \( R \) denote the corresponding set of roots. Let \( \{\alpha_i\}_{i \in I} \) (resp. \( \{\omega_i\}_{i \in I} \)) be a set of simple roots (resp. fundamental weights) and \( Q \) (resp. \( Q^+ \)), \( P \) (resp. \( P^+ \)) be the integer span (resp. \( \mathbb{Z}_+ \)-span) of the simple roots and fundamental weights respectively. Denote by \( \leq \) the usual partial order on \( P \),

\[ \lambda, \mu \in P, \; \lambda \leq \mu \iff \mu - \lambda \in Q^+. \]

Set \( R^+ = R \cap Q^+ \) and let \( \theta \) be the unique maximal element in \( R^+ \) with respect to the partial order.

We fix a Chevalley basis \( \{X^\pm_\alpha, H_i, \alpha \in R^+, i \in I\} \) of \( \mathfrak{g} \) and set \( X^\pm_i = X^\pm_{\alpha_i}, H_\alpha = [X^+_\alpha, X^-_\alpha] \) and note that \( H_i = H_{\alpha_i} \). For each \( \alpha \in R^+ \), the subalgebra of \( \mathfrak{g} \) spanned by \( \{X^\pm_\alpha, H_\alpha\} \) is isomorphic to \( \mathfrak{sl}_2 \). Define subalgebras \( n^\pm \) of \( \mathfrak{g} \) by

\[ n^\pm = \bigoplus_{\alpha \in R^+} \mathbb{C}X^\pm_\alpha, \]

and note that

\[ \mathfrak{g} = n^- \oplus \mathfrak{h} \oplus n^+. \]

Given any Lie algebra \( \mathfrak{a} \), let \( U(\mathfrak{a}) \) be the universal enveloping algebra of \( \mathfrak{a} \). The map \( x \mapsto x \otimes 1 + 1 \otimes x, x \in \mathfrak{a} \) extends to an algebra homomorphism \( \Delta : U(\mathfrak{a}) \to U(\mathfrak{a}) \otimes U(\mathfrak{a}) \). By the Poincare–Birkhoff–Witt theorem, we know that if \( \mathfrak{b} \) and \( \mathfrak{c} \) are Lie subalgebras of \( \mathfrak{a} \) such that \( \mathfrak{a} = \mathfrak{b} \oplus \mathfrak{c} \) as vector spaces, then

\[ U(\mathfrak{a}) \cong U(\mathfrak{b}) \otimes U(\mathfrak{c}) \]

as vector spaces.

Let \( \sigma \) be a diagram automorphism of \( \mathfrak{g} \) of order \( m \) and take \( \Gamma = \langle \sigma \rangle = \mathbb{Z}/m\mathbb{Z} \). Fix \( \zeta \) a primitive \( m^{th} \) root of 1. Then \( \mathfrak{g} \) decomposes as

\[ \mathfrak{g} = \bigoplus_{s=0}^{m-1} \mathfrak{g}_s \]

where

\[ \mathfrak{g}_s = \{x \in \mathfrak{g} : \sigma(x) = \zeta^s x\}. \]

This provides a \( \Gamma \)-grading of \( \mathfrak{g} \). Given any subalgebra \( \mathfrak{a} \) of \( \mathfrak{g} \) which is preserved by \( \Gamma \), set \( \mathfrak{a}_s = \mathfrak{g}_s \cap \mathfrak{a} \). The following is well known (see for example [Car05] or [Kac 90, Chapter 8]). \( \mathfrak{g}_0 \) is a simple Lie algebra and \( \mathfrak{h}_0 \) is a Cartan subalgebra of \( \mathfrak{g}_0 \), and we denote by \( R_0 \) the corresponding set of roots. We fix a set of simple roots \( \{\alpha_i\}_{i \in I_0} \), and let \( Q_0 \) (resp. \( Q_0^+ \)), \( P_0 \) (resp. \( P_0^+ \)) be the integer span (resp. \( \mathbb{Z}_+ \)-span) of the simple roots \( \{\alpha_i\}_{i \in I_0} \) and the weights \( \{\omega_i\}_{i \in I_0} \) (resp. in the
Given a Lie algebra $\mathfrak{g}$ of type $A_{2n}$ the span of $\{\omega_i\}_{i \in I_0 \setminus \{\text{rank } \mathfrak{g}_0\} \cup \{2\omega_{\text{rank } \mathfrak{g}_0}\}}$, respectively. Moreover, $\mathfrak{g}_s$ is an irreducible representation of $\mathfrak{g}_0$ for all $s$, and

$$n^\pm \cap \mathfrak{g}_0 = n^\pm_0 = \bigoplus_{\alpha \in R_0^+} (\mathfrak{g})_{\pm \alpha}.$$ 

We set $\mathfrak{h}_0 = \mathfrak{h} \cap \mathfrak{g}_0$, so we have $\mathfrak{g} = n^-_0 \oplus \mathfrak{h}_0 \oplus n^+_0$ is a triangular decomposition of $\mathfrak{g}_0$. The rank of $\mathfrak{g}_0$ is equal to the number of orbits of $I$ under the induced action of $\Gamma$. We identify this set of orbits with an index set for the simple roots of $\mathfrak{g}_0$, and further identify this with a subset $I_0 = \{1, \ldots, \text{rk } \mathfrak{g}_0\} \subset I$ by choosing a representative of each orbit.

As $\mathfrak{h}_0 \subseteq \mathfrak{h}$, we have a natural map $\mathfrak{h}^* \to \mathfrak{h}^*_0$; furthermore our choice of Chevalley basis elements $\{h_i\}$ is such that $P \to P_0$. If $\lambda \in P$, we denote its image under this projection by $\bar{\lambda} \in P_0$. It will sometimes be convenient to label elements in $P_0$ as images of this projection, and if not, the context will clarify whether a functional $\lambda$ lives in $P$ or $P_0$.

As diagram automorphism, the group $\Gamma$ acts upon the nodes $\{1, \ldots, \text{rk } \mathfrak{g}\}$ of the Dynkin diagram of $\mathfrak{g}$, and for a node $i$ of this diagram we denote by $\Gamma_i$ the stabilizer of $i$ in $\Gamma$. More generally, $\Gamma$ acts on $R$ and we denote by $\Gamma_\alpha$ the stabilizer of $\alpha$. For $\alpha \in R_0$, we often choose a preimage lying in $R$, and when this will not cause confusion, we also label it $\alpha$. For $0 \leq k < m$ and $\alpha \in R_0$, we define the following elements $h_\alpha(k) \in \mathfrak{h} \cap \mathfrak{g}_k$, $x_\alpha^{\pm}(k) \in n^\pm \cap \mathfrak{g}_k$:

$$h_\alpha(k) = \frac{1}{|\Gamma_\alpha|} \sum_{j=0}^{m-1} (\zeta^k)^j H_{\sigma^j(\alpha)}, \quad x_\alpha^{\pm}(k) = \frac{1}{|\Gamma_\alpha|} \sum_{j=0}^{m-1} (\zeta^k)^j X_{\sigma^j(\alpha)}^{\pm}.$$ 

If $\mathfrak{g}$ is of type $A_{2n}$ and $\alpha \in R_0$ is a short root, we have the additional elements $x_{2\alpha}^{\pm}(1)$ with

$$\mathbb{C} x_{2\alpha}^{\pm}(1) = \mathbb{C}[X_{\alpha}^{\pm}, X_{\sigma(\alpha)}^{\pm}].$$

Observe, that if $\Gamma_\alpha = \Gamma$, then $h_\alpha(0) = h_\alpha(\epsilon)$ for all $0 \leq \epsilon < m$. We set $h_i(k) := h_\alpha(k)$, $x_i^{\pm}(k) := x_\alpha^{\pm}(k)$ and observe $h_i = h_i(0)$, $x_i^{\pm} = x_i^{\pm}(0)$.

Then for all $x_\alpha(0) \in \langle \mathfrak{g}_0 \rangle_\alpha$, $h_\alpha(0) \in \mathfrak{h}$, the subalgebra generated by $\{x_\alpha(0), h_\alpha(0)\}$ generate a Lie algebra isomorphic to $\mathfrak{sl}_2$, and $\{x_\alpha(0), h_i\}_{i \in I_0, \alpha \in R_0^+}$ is a Chevalley basis of $\mathfrak{g}_0$; see [FK] for details. In the case when $\Gamma = \text{Id}$, we have $\mathfrak{g}_0 = \mathfrak{g}$, $x_\alpha(0) = X_\alpha$, $h_\alpha(0) = H_\alpha$, $P_0^\pm = P^\pm$, and $Q_0^\pm = Q^\pm$.

2.2. Let $A = \mathbb{C}[t^{\pm1}]$ and let $A_+$ be a fixed vector space complement to the subspace $\mathbb{C}$ of $A$. Given a Lie algebra $\mathfrak{a}$, define a Lie algebra structure on $\mathfrak{a} \otimes A$, by

$$[x \otimes a, y \otimes b] = [x, y] \otimes ab, \quad x, y \in \mathfrak{g}, \quad a, b \in A.$$ 

Definition. The Lie algebra $\mathfrak{a} \otimes A$ is called the loop algebra of $\mathfrak{a}$ and is denoted by $L(\mathfrak{a})$.

We will denote by $\Gamma: A \to A$ the group action of $\Gamma$ on $A$ given by extending the map $\sigma: t \mapsto \zeta t$ to an algebra homomorphism (recall that $\zeta$ is a primitive $m$th root of unity). Then $A$ decomposes.
As $\Gamma$ is generated by a diagram automorphism of $\mathfrak{g}$, we then have $A_0 = \mathbb{C}[t^{\pm m}]$ and $A_s = t^s A_0$. The linear extension of the map $\sigma: x \otimes t^k \mapsto \sigma(x) \otimes (t^k)$ for all $x \in \mathfrak{g}$, $k \in \mathbb{Z}$ is a Lie algebra automorphism of $\mathfrak{g} \otimes A$, and the set of fixed points

$$(\mathfrak{g} \otimes A)^\Gamma = \bigoplus_{s=0}^{m-1} \mathfrak{g}_s \otimes A_{-s}$$

is a Lie subalgebra of $\mathfrak{g} \otimes A$.

**Definition.** The Lie algebra $(\mathfrak{g} \otimes A)^\Gamma$ is called the *twisted loop algebra* of $\mathfrak{g}$ with respect to $\Gamma$; we will denote this algebra by $L^\Gamma(\mathfrak{g})$.

These loop algebras occur as a main ingredient in a realization of the affine Kac–Moody algebras and also of the extended affine Lie algebras; see for example [Car05, Chapter 18] or [Kac90] for details. For any subalgebra $\mathfrak{a}$ of $\mathfrak{g}$ which is invariant under the action of $\Gamma$, we set $L^\Gamma(\mathfrak{a}) = (\mathfrak{a} \otimes A)^\Gamma$.

As $\Gamma$ is generated by a diagram automorphism of $\mathfrak{g}$, the subalgebras $\mathfrak{n}^\pm, \mathfrak{h}$ of $\mathfrak{g}$ are each preserved by $\Gamma$ and hence $L^\Gamma(\mathfrak{g})$ inherits the triangular decomposition of $\mathfrak{g}$:

$$L^\Gamma(\mathfrak{g}) = L^\Gamma(\mathfrak{n}^-) \oplus L^\Gamma(\mathfrak{h}) \oplus L^\Gamma(\mathfrak{n}^+)$$

We briefly mention a more geometric realization of these loop algebras. The ring $A$ is the coordinate ring of the affine variety $\mathbb{C}^\ast$. The Lie algebra $\mathfrak{g}$ can be viewed as an affine variety, and if we denote by $M(\mathbb{C}^\ast, \mathfrak{g})$ the Lie algebra of regular maps from $\mathbb{C}^\ast$ to $\mathfrak{g}$ (where the bracket is defined pointwise), the group action of $\Gamma$ on $\mathfrak{g}$ and on $A$ (hence on $\mathbb{C}^\ast$) extends to an action $\Gamma : M(\mathbb{C}^\ast, \mathfrak{g}) \to M(\mathbb{C}^\ast, \mathfrak{g})$. Then it is easy to see that $M(\mathbb{C}^\ast, \mathfrak{g})^\Gamma \cong L^\Gamma(\mathfrak{g})$; we call such a realization of $L^\Gamma(\mathfrak{g})$ an *equivariant map algebra* (see [NSS] for more details).

We identify $\mathfrak{a}$ with the Lie subalgebra $\mathfrak{a} \otimes \mathbb{C}$ of $\mathfrak{a} \otimes A$. Similarly, if $\mathfrak{b}$ is a Lie subalgebra of $\mathfrak{a}$, then $\mathfrak{b} \otimes A$ is naturally isomorphic to a subalgebra of $\mathfrak{a} \otimes A$. Finally we denote by $U(\mathfrak{g} \otimes A_+)$ the subspace of $U(\mathfrak{g} \otimes A)$ spanned by monomials in the elements $x \otimes a$ where $x \in \mathfrak{g}$, $a \in A_+$.

If $J_0$ is any ideal in $A_0$, then $\bigoplus_{s=0}^{m-1} \mathfrak{g}_s \otimes t^{-s}J_0$ is clearly an ideal of $L^\Gamma(\mathfrak{g})$; conversely, the following can be deduced from [CFS08] or [Lan10].

**Lemma.** Let $J$ be an ideal of $L^\Gamma(\mathfrak{g})$. Then there exists an ideal $J_0 \subseteq A_0$ such that $J = \bigoplus_{s \in \mathbb{Z}} \mathfrak{g}_s \otimes t^{-s}J_0$.

2.3. A very important tool for understanding and analyzing modules for loop algebras has been the use of results for $L(\mathfrak{sl}_2)$. In the twisted loop setting, we will once again use results for the smallest available twisted loop algebra. Namely, let $\mathfrak{g} = \mathfrak{sl}_3$ and $\Gamma$ be induced by the non-trivial Dynkin diagram automorphism of $\mathfrak{g}$. Then in our notation, the fixed–point algebra is denoted by $L^\Gamma(\mathfrak{sl}_3)$. In this case $\mathfrak{g}_0 \cong \mathfrak{sl}_2$ and $\mathfrak{g}_1 \cong V(4\omega)$, the five–dimensional irreducible $\mathfrak{sl}_2$–module.
In contrast with the loop case, the twisted loop algebras are in some sense built from copies of \( L(\mathfrak{sl}_2) \) and \( L^\Gamma(\mathfrak{sl}_3) \). The following lemma, proved in \cite{FK}, makes this idea precise.

**Lemma.** 

(i) If \( \mathfrak{g} \) is of type \( A_{2n} \), then we have canonical isomorphisms

\[
L(\mathfrak{sl}_2) \cong \text{sp} \left\{ x_\alpha^\pm(j) \otimes t^{ms-j}, \ h_\alpha(j) \otimes t^{ms-j} \mid s \in \mathbb{Z}, \ 0 \leq j \leq m-1 \right\},
\]

if \( \alpha \) is a long root, and

\[
L^\Gamma(\mathfrak{sl}_3) \cong \text{sp} \left\{ x_\alpha^\pm(j), x_{2\alpha}(j+1) \otimes t^{ms-j}, \ h_\alpha(j) \otimes t^{ms-j} \mid s \in \mathbb{Z}, \ 0 \leq j \leq m-1 \right\},
\]

if \( \alpha \) is a short root.

(ii) If \( \mathfrak{g} \) is not of type \( A_{2n} \), then we have canonical isomorphisms

\[
L(\mathfrak{sl}_2) \cong \text{sp} \left\{ x_\alpha^\pm(j) \otimes t^{ms-j}, \ h_\alpha(0) \otimes t^{ms} \mid s \in \mathbb{Z} \right\},
\]

if \( \alpha \) is a long root, and

\[
L(\mathfrak{sl}_2) \cong \text{sp} \left\{ x_\alpha^\pm(j) \otimes t^{ms-j}, \ h_\alpha(j) \otimes t^{ms-j} \mid s \in \mathbb{Z}, \ 0 \leq j \leq m-1 \right\},
\]

if \( \alpha \) is a short root.

\[ \square \]

2.4. Let \( V \) be a \( \mathfrak{g} \)-module. We say that \( V \) is locally finite–dimensional if any element of \( V \) lies in a finite–dimensional \( \mathfrak{g} \)-submodule of \( V \). A locally finite–dimensional \( \mathfrak{g} \)-module \( V \) is isomorphic to a direct sum of simple finite–dimensional \( \mathfrak{g} \)-modules and hence we can write

\[
V = \bigoplus_{\lambda \in \mathfrak{h}^*} V_\lambda,
\]

where \( V_\lambda = \{ v \in V : h.v = \lambda(h)v, \ h \in \mathfrak{h} \} \). We set

\[
\text{wt}(V) = \{ \lambda \in \mathfrak{h}^* : V_\lambda \neq 0 \}.
\]

For \( \lambda \in P^+ \), let \( V(\lambda) \) be the finite-dimensional simple \( \mathfrak{g} \)-module of highest weight \( \lambda \). It is well known (see, for example, \cite{Hum72}) that \( V(\lambda) \) is generated by an element \( v_\lambda \in V(\lambda) \) satisfying the defining relations:

\[
n^+.v_\lambda = 0, \quad h.v_\lambda = \lambda(h)v_\lambda, \quad (x_i^-)^{\lambda(h_i)+1}.v_\lambda = 0,
\]

for all \( h \in \mathfrak{h}, \ i \in I \). Moreover,

\[
\text{wt}(V(\lambda)) \subset \lambda - Q^+, \quad \dim V(\lambda) < \infty,
\]

and any simple locally finite–dimensional \( \mathfrak{g} \)-module is isomorphic to \( V(\lambda) \) for some \( \lambda \in P^+ \).

**Remark.** We will often use these results in the case for \( \mathfrak{g}_0 \), whose simple finite–dimensional modules are then parametrized by elements in \( P_0^+ \).
2.5. In this section, we will recall results on the classification of simple finite-dimensional modules for $L(g)$. We begin with the definition of an evaluation module. Given $\lambda \in P^+$ and $a \in \mathbb{C}^*$, the $g$-module $V(\lambda)$ has an $L(g)$-module structure given by

$$(x \otimes t^n).v = a^n x.v \quad \text{for all } x \in g, \ v \in V(\lambda).$$

We denote this module by $V_a(\lambda)$. Clearly, since $V(\lambda)$ is a simple $g$-module, $V_a(\lambda)$ is a simple $L(g)$-module. This result has a generalization for tensor products of simple modules. To state this result, we will first introduce some useful terminology, due to [NSS]:

Let $\Xi$ be the monoid of finitely supported functions from $\mathbb{C}^*$ to $P^+$. Thus, for $\xi \in \Xi$,

$$\text{supp}(\xi) := \{ a \in \mathbb{C}^* \mid \xi(a) \neq 0 \} \subset \mathbb{C}^*$$

is a finite set. We define the weight of $\xi \in \Xi$ by the formula

$$\text{wt}(\xi) := \sum_{a \in \text{supp}(\xi)} \xi(a) \in P^+.$$ 

Consequently we have

$$\Xi = \bigcup_{\lambda \in P^+} \Xi_\lambda,$$

where $\Xi_\lambda = \{ \xi \in \Xi \mid \text{wt}(\xi) = \lambda \}$. We associate to each $\xi \in \Xi$ an $L(g)$-module

$$V_\xi := \bigotimes_{a \in \text{supp}(\xi)} V_a(\xi(a)).$$

The following characterization of simple finite-dimensional $L(g)$-modules was proved in [CP01].

**Theorem.** $V_\xi$ is a simple finite-dimensional $L(g)$-module. Moreover, if $V$ is a simple finite-dimensional $L(g)$-module, then there exists $\xi \in \Xi$, such that $V \cong V_\xi$.

2.6. Before recalling the results on simple finite-dimensional modules for $L^\Gamma(g)$, we will introduce the necessary notion of admissible sets.

**Definition.** A finite subset $X \subset \mathbb{C}^*$ is called admissible, if for all $a \neq b \in X$ we have

$$\Gamma.a \cap \Gamma.b = \emptyset.$$

We say a finitely supported function $\xi \in \Xi$ is admissible if its support $\text{supp}(\xi)$ is an admissible set. Furthermore, for every finite subset $X \subset \mathbb{C}^*$, we denote by $X_{\text{adm}}$ a maximal admissible subset (clearly this set is not unique, but for our purposes the uniqueness will not be necessary).

Now, observe that any Dynkin diagram automorphism $\sigma$ induces an automorphism of $P^+$ given by the formula $\sigma(\omega_i) = \omega_{\sigma(i)}$. As stated in Section 2.2, the group of automorphisms $\Gamma$ acts also on $\mathbb{C}^*$ by multiplication with $\zeta$, a primitive $m^{th}$ root of unity.

We say $\xi \in \Xi$ is equivariant with respect to $\Gamma$, if

$$\xi(\sigma(a)) = \sigma(\xi(a)) \quad \text{for all } a \in \mathbb{C}^* \text{ and } \sigma \in \Gamma.$$ 

We denote by $\Xi^\Gamma$ the set of equivariant functions in $\Xi$. The following was proved in [NSS].

**Theorem.** $\Xi^\Gamma$ parametrizes the simple finite-dimensional $L^\Gamma(g)$-modules.
For the reader’s convenience, we recall here the assignment of a simple module to an equivariant function. In order to do so, we introduce the symmetrizer map \( \Sigma : \Xi \rightarrow \Xi^\Gamma \), given by
\[
\xi \mapsto \sum_{\sigma \in \Gamma} \sigma \circ \xi \circ \sigma^{-1}.
\]
Clearly, this function is well-defined, since the right hand side is by construction equivariant.

Given \( \chi \in \Xi^\Gamma \), a function \( \xi \in \Xi \) is called \( \chi \)-admissible if \( \Sigma(\xi) = \chi \) and \( \text{supp}(\xi) \) is an admissible set. Before continuing, we observe that for each \( \chi \in \Xi^\Gamma \), there exists at least one \( \chi \)-admissible function, constructed as follows.

Let \( \chi \in \Xi^\Gamma \) and choose a maximal admissible subset \( X_{\text{adm}} \subset \text{supp}(\chi) \). For \( a \in \mathbb{C}^* \), define \( \xi \in \Xi \) by
\[
\xi(a) := \begin{cases} 
\chi(a) & \text{if } a \in X_{\text{adm}} \\
0 & \text{if } a \notin X_{\text{adm}}
\end{cases}
\]
Then \( \xi \) is finitely supported, and \( \text{supp}(\xi) \) is admissible by construction, with \( \Sigma(\chi) = \xi \).

The following was shown in ([Lau10], [NSS]):

**Lemma.** Suppose \( \xi \in \Xi \) is admissible. Then the \( L(g) \)-module \( V_\xi \) is simple as an \( L^\Gamma(g) \)-module. Moreover, every simple \( L^\Gamma(g) \)-module is obtained in this way.

The parametrization of Theorem 2.6 is completed by observing that for two admissible functions \( \xi_1, \xi_2 \in \Xi \) with \( \Sigma(\xi_1) = \Sigma(\xi_2) \), we have
\[
V_{\xi_1} \cong V_{\xi_2} \text{ as } L^\Gamma(g)\text{-modules.}
\]

We shall also define the weight of an equivariant function \( \chi \in \Xi^\Gamma \). This was done before for elements from \( \Xi \), but it is important to note that although \( \Xi^\Gamma \subset \Xi \), the weight of an element in \( \Xi^\Gamma \) considered as an equivariant function is different from its weight considered as an element in \( \Xi \). To define the weight of \( \chi \), let \( \xi \in \Xi \) be \( \chi \)-admissible and set
\[
\text{wt}_0(\chi) = \text{wt}(\xi) \in P_0^+.
\]
We observe here that the weight is independent of the choice of \( \xi \).

### 3. The category \( \mathcal{I}^\Gamma \)

In this section we will (by analogy with [CFK10]) define the category of locally finite modules and the global Weyl modules. We keep the exposition as short as possible without sacrificing necessary detail.

3.1. Let \( \mathcal{I}^\Gamma \) be the category whose objects are modules for \( L^\Gamma(g) \) which are locally finite-dimensional \( g_0 \)-modules and whose morphisms are
\[
\text{Hom}_{\mathcal{I}^\Gamma}(V, V') = \text{Hom}_{L^\Gamma(g)}(V, V'), \quad V, V' \in \mathcal{I}^\Gamma.
\]
Clearly \( \mathcal{I}^\Gamma \) is an abelian category and is closed under tensor products. We shall use the following elementary result often without mention in the rest of the paper.
Lemma. Let $V \in \text{Ob} I^\Gamma$.

(i) If $V_\lambda \neq 0$ and $\text{wt} V \subset \lambda - Q_0^+$, then $\lambda \in P_0^+$ and

$$L^\Gamma(n^+).V_\lambda = 0, \quad (x_i^-)^{\lambda(h_i)+1}.V_\lambda = 0, \quad i \in I_0.$$ 

If in addition, $V = U(L^\Gamma(g)).V_\lambda$ and $\dim V_\lambda = 1$, then $V$ has a unique irreducible quotient.

(ii) If $V = U(L^\Gamma(g)).V_\lambda$ and $L^\Gamma(n^+).V_\lambda = 0$, then $\text{wt}(V) \subset \lambda - Q_0^+$.

(iii) If $V \in I^\Gamma$ is irreducible and finite–dimensional, then there exists $\lambda \in \text{wt}(V)$ such that

$$\dim V_\lambda = 1, \quad \text{wt}(V) \subset \lambda - Q_0^+.$$ 

\square

3.2. We recall here the definition of the global Weyl module for $L(g)$ (due to [CP01]); it will play a crucial role in all that follows.

Definition. Let $\lambda \in P^+$. The global Weyl module $W(\lambda)$ is generated by a non-zero vector $w_\lambda$, subject to the defining relations:

$$L(n^+).w_\lambda = 0, \quad (H \otimes 1).w_\lambda = \lambda(H)w_\lambda, \quad (X_i^-)^{\lambda(H_i)+1}.w_\lambda = 0, \quad i \in I, \ H \in h.$$ 

The study of these modules initiated a series of papers ([CP01], [CL06], [FL07], [Nao, BN04]), and we give here a brief summary of the results contained therein. $W(\lambda)$ is an integrable projective module in a certain category (see Section 3.3). Furthermore, $W(\lambda)$ is a free module of finite rank over the algebra

$$A_\lambda := U(L(h))/\text{Ann}_{U(L(h))}w_\lambda,$$

which is isomorphic to a Laurent polynomial ring in finitely many variables.

3.3. Given an integrable left $g_0$-module $V$, it is a standard fact of relative homological algebra that

$$P^\Gamma(V) := U(L^\Gamma(g)) \otimes_{g_0} V$$

is a projective $L^\Gamma(g)$-module. Moreover $P^\Gamma(V)$ lies in $I^\Gamma$. Furthermore, if $\lambda \in P_0^+$, then $P^\Gamma(V(\lambda))$ is generated as an $L^\Gamma(g)$-module by a non-zero element $v$ with relations

$$n_0^+.v = 0 \quad h.v = \lambda(h)v, \quad (x_i^-)^{\lambda(h_i)+1}.v = 0, \quad i \in I_0, \ h \in h_0.$$ 

For $\nu \in P_0^+$ and $V \in \text{Ob} I^\Gamma$, let $V^\nu \in \text{Ob} I^\Gamma$ be defined by:

$$V^\nu := V/\sum_{\mu \not\in \nu} U(L^\Gamma(g))V_\mu.$$ 

Equivalently, this is the unique maximal $L^\Gamma(g)$ quotient $W$ of $V$ satisfying $\text{wt}(W) \subset \nu - Q_0^+$. A morphism $\pi : V \to V'$ of objects in $I^\Gamma$ clearly induces a morphism $\pi^\nu : V^\nu \to (V')^\nu$. Let $I^\Gamma_\nu$ be the full subcategory of objects $V \in I^\Gamma$ such that $V = V^\nu$. If $V \in \text{Ob} I^\Gamma_\nu$, then its weights
are bounded above by $\nu$ and, since it is integrable, it decomposes into a direct sum simple finite-dimensional $g_0$-modules. Hence,

$$ V \in \text{Ob} \mathcal{I}_\nu^\Gamma \implies \# \text{wt} V < \infty. $$

**Remark.** If $\lambda, \nu \in P^+_0$, then $P^\Gamma(V(\lambda))^{\mu} \in \text{Ob} \mathcal{I}_\nu^\Gamma$.

We are now able to define the main object of study for this paper:

**Definition.** The *global Weyl module* of weight $\lambda \in P^+_0$ for $L^\Gamma(g)$ is

$$ W^\Gamma(\lambda) := P^\Gamma(V(\lambda))^\lambda. $$

The following proposition is proved analogously to [CFK10, Proposition 4].

**Proposition.** $W^\Gamma(\lambda)$ is generated by a nonzero element $w_\lambda$ with relations

$$ L^\Gamma(n^+).w_\lambda = 0, \quad h.w_\lambda = \lambda(h)w_\lambda, \quad (x^-_i)^{\lambda(h_i(0)) + 1}.w_\lambda = 0, \quad i \in I_0, \quad h \in h_0. $$

3.4. For $\mu \in P^+$, $W(\mu)$ may be viewed as a module for $L^\Gamma(g)$ by restriction, in which case the highest weight vector will be of weight $\bar{\mu}$. It follows that there is a natural map $W^\Gamma(\bar{\mu}) \to W(\mu)$. The immediate questions, whether this map is injective or surjective, must be answered in the negative in general. Nevertheless, we shall find an $L(g)$–module into which a global Weyl module for $L^\Gamma(g)$ embeds: let $\lambda \in P^+_0$ and consider

$$ W := \bigoplus_{\mu \in P^+: \bar{\mu} = \lambda} W(\mu). $$

This is clearly a module for $L(g)$ and hence, by restriction, for $L^\Gamma(g)$. The main result of our paper is that $W^\Gamma(\lambda)$ appears as a submodule of $W$.

**Theorem.** Let $\lambda \in P^+_0$. There is an injective homomorphism of $L^\Gamma(g)$-modules

$$ W^\Gamma(\lambda) \hookrightarrow \bigoplus_{\mu = \lambda} W(\mu), $$

induced by the assignment

$$ w_\lambda \mapsto w := \sum_{\mu = \lambda} w_\mu. $$

By Proposition 3.3 it is clear that this assignment gives a homomorphism of $L^\Gamma(g)$–modules. The remainder of the paper is devoted to the proof that the map is, in fact, injective.

4. **The Weyl functor and its properties**

For $\lambda \in P^+_0$, we denote by $\text{Ann}_{U(L^\Gamma(h))} w_\lambda$ the annihilator of $w_\lambda$ in $U(L^\Gamma(h))$. This is an ideal in $U(L^\Gamma(h))$, and we define $A^\Gamma_\lambda$ as the quotient of $U(L^\Gamma(h))$ by this ideal:

$$ A^\Gamma_\lambda := U(L^\Gamma(h))/\text{Ann}_{U(L^\Gamma(h))} w_\lambda. $$

Clearly, $A^\Gamma_\lambda$ is a commutative associative algebra and we will see in Theorem 4.4 that it is finitely generated.
4.1. We define a right module action of $A^\Gamma_\lambda$ on $W^\Gamma(\lambda)$ as follows: for $a \in A^\Gamma_\lambda$ and $u \in U(L^\Gamma(\mathfrak{g})),$

$$uw_\lambda.a := ua.w_\lambda.$$ 

The verification that this map is well-defined is straightforward; see [CFK10] for details. For all $\mu \in P_0^+$, the subspaces $W^\Gamma(\lambda)_\mu$ are $L^\Gamma(\mathfrak{h})$–submodules for both the left and right actions and

$$\text{Ann}_{U(L^\Gamma(\mathfrak{h}))} w_\lambda = \{ u \in U(L^\Gamma(\mathfrak{h})) : w_\lambda.u = 0 = u.w_\lambda \}$$

$$= \{ u \in U(L^\Gamma(\mathfrak{h})) : W^\Gamma(\lambda).u = 0 \}.$$

Therefore $W^\Gamma(\lambda)$ is an $(L^\Gamma(\mathfrak{g}), A^\Gamma_\lambda)$–bimodule and each subspace $W^\Gamma(\lambda)_\mu$ is a right $A^\Gamma_\lambda$–module. Moreover, $W^\Gamma(\lambda)_\lambda$ is an $A^\Gamma_\lambda$–module and

$$W^\Gamma(\lambda)_\lambda \cong A^\Gamma_\lambda \otimes_{A^\Gamma_\lambda} A^\Gamma_\lambda.$$ 

Let $\text{mod } A^\Gamma_\lambda$ be the category of left $A^\Gamma_\lambda$–modules.

**Definition.** Let $W^\Gamma_\lambda : \text{mod } A^\Gamma_\lambda \rightarrow \mathcal{I}^\Gamma_\lambda$ be the right exact functor given by

$$W^\Gamma_\lambda M = W^\Gamma(\lambda) \otimes_{A^\Gamma_\lambda} M, \quad W^\Gamma_\lambda f = 1 \otimes f,$$

where $M \in \text{Ob mod } A^\Gamma_\lambda$ and $f \in \text{Hom}_{A^\Gamma_\lambda}(M, M')$ for some $M' \in \text{Ob mod } A^\Gamma_\lambda$. We call this functor the (twisted) Weyl functor.

The $\mathfrak{g}_0$–action on $W^\Gamma_\lambda M$ is locally finite (since $W^\Gamma(\lambda) \in \text{Ob } \mathcal{I}^\Gamma_\lambda$), so that $W^\Gamma_\lambda M \in \text{Ob } \mathcal{I}^\Gamma_\lambda,$ and

$$W^\Gamma_\lambda A^\Gamma_\lambda \cong L^\Gamma(\mathfrak{g}) \otimes_{A^\Gamma_\lambda} W^\Gamma(\lambda), \quad (W^\Gamma_\lambda M)_\mu \cong A^\Gamma_\lambda \otimes_{A^\Gamma_\lambda} W^\Gamma(\lambda)_\mu \otimes_{A^\Gamma_\lambda} M,$$

for $\mu \in P_0$, $M \in \text{Ob mod } A^\Gamma_\lambda$.

4.2. In this section we adopt results from [CFK10] and state them without proofs, since these proofs carry over almost verbatim from the case of untwisted loop algebras. The first ingredient we shall require is the restriction functor, which will be right adjoint to the Weyl functor. For this we need the following lemma, whose proof can be found in [CFK10] Lemma 4].

**Lemma.** For all $\lambda \in P_0^+$ and $V \in \text{Ob } \mathcal{I}^\Gamma_\lambda$ we have $\text{Ann}_{L^\Gamma(\mathfrak{h})}(w_\lambda).V_\lambda = 0.$

As a consequence, we see that the left action of $U(L^\Gamma(\mathfrak{h}))$ on $V_\lambda$ induces a left action of $A^\Gamma_\lambda$ on $V_\lambda$, and we denote the resulting $A^\Gamma_\lambda$–module by $R^\lambda_\Gamma V$. Given $\pi \in \text{Hom}_{\mathcal{I}^\Gamma_\lambda}(V, V')$ the restriction $\pi_\lambda : V_\lambda \rightarrow V'_\lambda$ is a morphism of $A^\Gamma_\lambda$–modules and

$$V \mapsto R^\lambda_\Gamma V, \quad \pi \mapsto R^\lambda_\Gamma \pi = \pi_\lambda$$

defines a functor

$$R^\lambda_\Gamma : \mathcal{I}^\Gamma_\lambda \longrightarrow \text{mod } A^\Gamma_\lambda$$

which is exact since restriction of $\pi$ to a weight space is exact. If $M \in \text{Ob mod } A^\Gamma_\lambda$, we have an isomorphism of left $A^\Gamma_\lambda$–modules,

$$R^\lambda_\Gamma W^\Gamma_\lambda M = (W^\Gamma_\lambda M)_\lambda = W^\Gamma(\lambda)_\lambda \otimes_{A^\Gamma_\lambda} M \cong w_\lambda A^\Gamma_\lambda \otimes_{A^\Gamma_\lambda} M \cong M,$$
and hence an isomorphism of functors $\text{Id}_{A^\Gamma} \cong R_\Gamma^\lambda W_\lambda^\Gamma$.

We may apply the restriction functor to an object of $I^\Gamma_\lambda$, then apply the Weyl functor and obtain once again an object of $I^\Gamma_\lambda$. The following proposition shows the relationship between these two $L^\Gamma(g)$–modules.

**Proposition.** Let $\lambda \in P^+_0$ and $V \in \text{Ob} I^\Gamma_\lambda$. There exists a canonical map of $L^\Gamma(g)$–modules $\eta_V : W_\lambda^\Gamma R_\Gamma^\lambda V \to V$ such that $\eta : W_\lambda^\Gamma R_\Gamma^\lambda \Rightarrow \text{Id}_{I^\Gamma_\lambda}$ is a natural transformation of functors and $R_\Gamma^\lambda$ is a right adjoint to $W_\lambda^\Gamma$.

As an immediate consequence we obtain with standard homological methods:

**Corollary.** The functor $W_\lambda^\Gamma$ maps projective objects to projective objects.

We now have all the ingredients necessary to state the main result (Theorem 1) of [CFK10] in the case of twisted loop algebras. The proof carries over almost identically, hence will be omitted.

**Theorem.** Let $\lambda \in P^+_0$ and $V \in \text{Ob} I^\Gamma_\lambda$. Then $V \cong W_\lambda^\Gamma R_\Gamma^\lambda V$ iff for all $U \in \text{Ob} I^\Gamma_\lambda$ with $U_\lambda = 0$, we have

\begin{equation}
\text{Hom}_{I^\Gamma_\lambda}(V, U) = 0, \quad \text{Ext}^1_{I^\Gamma_\lambda}(V, U) = 0.
\end{equation}

4.3. Another consequence of Proposition 4.2 is the one-to-one correspondence between maximal ideals of $A^\Gamma_\lambda$ and simple modules of $L^\Gamma(g)$ of highest weight $\lambda$.

**Lemma.** For $\lambda \in P^+_0$, there exists a natural correspondence between maximal ideals of $A^\Gamma_\lambda$ and $\Xi^\Gamma_\lambda$.

**Proof.** Let $m \in \text{Max} A^\Gamma_\lambda$. Then $W_\lambda^\Gamma(A^\Gamma_\lambda/m)$ has a unique simple quotient of highest weight $\lambda$, denoted by $V_{\xi m}$ (as in Section 2.5). On the other hand, let $\xi \in \Xi^\Gamma_\lambda$ and $V_\xi$ be the corresponding simple $L^\Gamma(g)$-module (Theorem 2.6). Then $R_\Gamma^\lambda V_\xi$ is a simple $A^\Gamma_\lambda$-module, and so there exists $m_\xi \in \text{Max} A^\Gamma_\lambda$ such that $R_\Gamma^\lambda V_\xi \cong A^\Gamma_\lambda/m_\xi$.

Since $R_\Gamma^\lambda$ is right adjoint to $W_\lambda^\Gamma$, we have $\xi m_\xi = \xi$ and $m = m_{\xi m}$. \hfill \Box

4.4. In this section, we will prove that the global Weyl module is finitely generated as a right $A^\Gamma_\lambda$–module. This result is analogous to [CFK10 Theorem 2], but requires a new proof when $\Gamma \neq \text{Id}$. To clarify the importance of this result, first recall that the global Weyl module is infinite–dimensional, and even decomposes into infinitely many simple $g_0$-modules. By applying the Weyl functor on one–dimensional $A^\Gamma_\lambda$-modules we obtain the so called local Weyl modules (see Section 5). Once we show that the global Weyl module is finitely generated, we can deduce that the local Weyl modules are finite–dimensional (see [CFS08 Proposition 4.2]).
Theorem. $W^\Gamma(\lambda)$ is a finitely generated right $A^\Gamma_\lambda$-module.

Let $u$ be an indeterminate and for $\alpha \in R_0^+$, we define for all $\ell \geq 1$ the following power series in $u$ with coefficients in $U(L^\Gamma(\mathfrak{h}))$:

$$p_{\alpha,\ell}(u) = \exp \left( - \sum_{k=1}^{\infty} \frac{h_\alpha \otimes t^{\ell k}}{k} u^k \right).$$

Let $p_{\alpha,\ell}(u) = \sum_{j=0}^{\infty} p^j_{\alpha,\ell} u^j$. Note that $p^0_{\alpha,\ell} = 1$, and that $p^j_{\alpha,\ell}$ is contained in the subalgebra generated by $\{ h_\alpha \otimes t^{\ell k} : 0 \leq k \leq j \}$. For the proof, we need the following lemma, which is an immediate consequence of [CFS09, Lemma 2.3] via the substitution $t \mapsto t^\ell$.

Lemma. Let $\alpha \in R_0^+$ and $r \in \mathbb{Z}_+$. Then if

$$\ell \in \begin{cases} 
\mathbb{Z}_{>0} &, \text{if } \alpha \in (R_0)_s \text{ and } \mathfrak{g} \text{ is not of type } A_{2n} \\
m\mathbb{Z}_{>0} &, \text{if } \alpha \in (R_0)_{t} \text{ and } \mathfrak{g} \text{ is not of type } A_{2n} \\
2\mathbb{Z}_{>0} &, \text{if } \alpha \in (R_0)_s \text{ and } \mathfrak{g} \text{ is of type } A_{2n} \\
\mathbb{Z}_{>0} &, \text{if } \alpha \in (R_0)_{t} \text{ and } \mathfrak{g} \text{ is of type } A_{2n} 
\end{cases}$$

we have

$$(x^+_{\alpha} \otimes t^\ell)^r (x^-_{\alpha} \otimes 1)^{r+1} + (-1)^{r+1} \left( \sum_{j=0}^{r} x^-_{\alpha} \otimes t^{\ell j} p^j_{\alpha,\ell} \right) \in U(L^\Gamma(\mathfrak{g}))U(L^\Gamma(n^+))_+.$$

Using this containment, we now prove the theorem.

Proof. Since $W^\Gamma(\lambda)$ is an object of $\mathcal{I}^\Gamma_\lambda$ (see Remark 3.3), we know that $\# \text{wt}(W^\Gamma(\lambda)) < \infty$. It follows that for any monomial $u \in U(L^\Gamma(\mathfrak{g}))$ with $w_{\mathfrak{g}_0}(u) \neq 0$, and any $v \in W^\Gamma(\lambda)$, there exists $N > 0$ such that $u^N \cdot v = 0$. In particular, $W^\Gamma(\lambda)$ is locally finite–dimensional for any vector of the form $x \otimes t^k$, $x \in \mathfrak{n}^- \cap \mathfrak{g}_e$, $k \equiv -\epsilon \mod m$.

Let $\lambda \in P_0^+$ and $\alpha \in R_0^+$. We set $\ell = 1$ if $\mathfrak{g}$ is of type $A_{2n}$ and $\alpha$ is a long root, or $\mathfrak{g}$ is not of type $A_{2n}$ and $\alpha$ is a short root. In any other case, we set $\ell = m$. By setting $r = \lambda(h_\alpha)$, we see from the defining relations of $W^\Gamma(\lambda)$ and the lemma above that

$$(4.2) \quad x^-_{\alpha} \otimes t^{\ell r} w_{\lambda} = (-1)^r \left( \sum_{j=0}^{r-1} x^-_{\alpha} \otimes t^{\ell j} p^j_{\alpha,\ell} \right) \cdot w_{\lambda},$$

which, after an inductive argument, implies

$$(x^-_{\alpha} \otimes t^{\ell s}) \cdot w_{\lambda} \in \text{sp}\left\{ (x^-_{\alpha} \otimes t^{\ell s}) w_{\lambda} A^\Gamma_\lambda : 0 \leq s < \lambda(h_\alpha) \right\}.$$
Additionally we must consider the elements $x^\nu_\tau \otimes t$ and $x^{-\nu}_\tau \otimes t$, when $\mathfrak{g}$ is of type $A_{2n}$ and $\nu \in (R_0)_\tau$. We proceed with the latter case, the former being very similar.

Set $\beta = 2\nu$ and let $\mathfrak{a}$ be the Lie algebra generated by the elements

$$x^\beta_\beta \otimes t^{2q+1}, \quad x^-\beta_\beta \otimes t^{2q-1}, \quad \frac{1}{2}h_\nu \otimes t^{2q}, \quad q \in \mathbb{Z},$$

then we have a Lie algebra isomorphism to $L(\mathfrak{sl}_2)$ (by Lemma 2.3), given by

$$x^\beta_\beta \otimes t^{2q+1} \mapsto x^\alpha_\alpha \otimes t^q, \quad x^-\beta_\beta \otimes t^{2q-1} \mapsto x^-\alpha_\alpha \otimes t^q, \quad \frac{1}{2}h_\nu \otimes t^{2q} \mapsto h \otimes t^q.$$

Lemma 4.4 gives us

$$(x^\beta_\beta \otimes t^3)^r \left( x^-\beta_\beta \otimes t^{-1} \right)^{r+1} + (-1)^{r+1} \left( \sum_{j=0}^{r} (x^-\beta_\beta \otimes t^{2j-1}) p^{r-j}_\beta \right) \in U(L^\Gamma(\mathfrak{g})) U(L^\Gamma(n^+)_{+}),$$

where we define $p^j_\beta \in A^\Gamma_{\lambda}$ by

$$\sum_{j=0}^{\infty} p^j_\beta u^j = \exp \left( -\sum_{k=1}^{\infty} \frac{1}{k} h_\nu \otimes t^{2k} u^k \right).$$

Again, since $W^\Gamma(\lambda)$ is integrable, we have

$$x^-\beta_\beta \otimes t^{2r-1} . w_\lambda = (-1)^r \left( \sum_{j=0}^{r-1} (x^-\beta_\beta \otimes t^{2j-1}) p^{r-j}_\beta \right) . w_\lambda$$

for $r \gg 0$, and the second case is proven.

To complete the proof of the theorem, let $\{\beta_1, \cdots, \beta_N\}$ be an enumeration of $R^-_0 \cup R^-_1$ (resp. $R^-_0 \cup R^-_1 \cup R^-_2$). Using the PBW theorem, we can see that elements of the form

$$\left( (g_{e_1})_{\beta_1} \otimes t^{r_1} \right) \left( (g_{e_2})_{\beta_2} \otimes t^{r_2} \right) \cdots \left( (g_{e_\ell})_{\beta_\ell} \otimes t^{r_\ell} \right) . w_\lambda$$

for $0 \leq \epsilon_j < m$, $\beta_{ij} \in \{\beta_1, \cdots, \beta_N\}$, $1 \leq i_1 \leq i_2 \leq \cdots \leq i_\ell \leq N$, $\ell \in \mathbb{Z}_+$, and $r_i \equiv \epsilon_i \mod m$, generate $W^\Gamma(\lambda)$ as a right module for $A^\Gamma_{\lambda}$. Using this spanning set and the fact that $\# \text{wt}(W^\Gamma(\lambda)) < \infty$, an inductive argument on the length $\ell$ of a monomial from this spanning set shows that $W^\Gamma(\lambda)$ is finitely generated as an $A^\Gamma_{\lambda}$–module. \[ \Box \]

5. The algebra $A^\Gamma_{\lambda}$

In this section we will give an explicit description of the algebra $A^\Gamma_{\lambda}$ and deduce that it is finitely generated.
5.1. We continue to follow the model of [CFK10]. That is, we identify \( A^\Gamma_\lambda \) with a ring of symmetric polynomials. To begin, recall that a basis for \( L^\Gamma(h) \) is given by the set
\[
\{ h_i(\varepsilon) \otimes t^{mk-\varepsilon} : i \in I_0, \ 1 \leq \varepsilon \leq m-1, \ k \in \mathbb{Z} \} = \{ h_i(\bar{k}) \otimes t^{-k} : k \in \mathbb{Z}, \ i \in I_0 \},
\]
where \( \bar{k} \) denotes the least nonnegative residue of \( k \) modulo \( m \).

Set \( A(k) = \mathbb{C} [t^{\pm k}] \) and for \( \lambda = \sum_{i \in I_0} r_i \omega_i \in P_0^+ \), define
\[
A^\Gamma_\lambda = \bigotimes_{i \in I_0} (A(|\Gamma_i|)^{r_i})^{S_{r_i}}.
\]

Now we identify a natural generating set of \( A^\Gamma_\lambda \).

For \( N \in \mathbb{Z}_+ \) and \( B \) any associative algebra over \( \mathbb{C} \), we define a homomorphism of algebras \( \text{sym}_N : B \to B^{\otimes N} \) by the assignment
\[
b \mapsto \sum_{\ell=0}^{N-1} 1^\otimes \ell \otimes b \otimes 1^{\otimes N-\ell-1}.
\]

Now set
\[
\text{sym}^i_\lambda(b) = 1^{\otimes \lambda(\sum_{j<i} h_j)} \otimes \text{sym}_\lambda(h_i)(b) \otimes 1^{\otimes \lambda(\sum_{j>i} h_j)}
\]
for \( i \in I_0 \). Taking \( B = A(|\Gamma_i|) \) for \( i \in I_0 \), we clearly have
\[
\{ \text{sym}^i_\lambda(t^k) : k \in |\Gamma_i| \mathbb{Z}, \ |k| \leq \lambda(h_i) \}
\]
generates \( A^\Gamma_\lambda \) as an algebra over \( \mathbb{C} \).

**Lemma.** The set
\[
\{ \text{sym}^i_\lambda(t^k) : i \in I_0, \ k \in |\Gamma_i| \mathbb{Z}, \ |k| \leq \lambda(h_i) \}
\]
generates \( A^\Gamma_\lambda \) as an algebra over \( \mathbb{C} \).

**Proof.** Fix \( i \in I_0 \) and set \( N = \lambda(h_i) \). It is well known that the algebra \( A(|\Gamma_i|)^{\otimes N})^{S_N} \) is isomorphic to the polynomial algebra \( \mathbb{C}[f_1, f_2, \ldots, f_N, f_N^{-1}] \), where the \( f_\ell \) are the elementary symmetric functions in the \( N \) variables \( t_1^{\Gamma_i}, \ldots, t_N^{\Gamma_i} \). On the other hand, the element \( \text{sym}^i_\lambda(t^k) \) corresponds to the power sum \( g_k \) of degree \( k|\Gamma_i| \) in the factor \( A(|\Gamma_i|)^{\otimes N} \), so that we have
\[
\mathbb{C}[g_1, \ldots, g_N] \cong \mathbb{C}[t_1^{\Gamma_i}, \ldots, t_N^{\Gamma_i}]^{S_N} \cong \mathbb{C}[f_1, \ldots, f_N].
\]

In order to prove the lemma, it therefore suffices to check that \( f_N^{-1} \) lies in \( \mathbb{C}[g_{-1}, \ldots, g_{-N}] \). But this is clear, since
\[
f_N^{-1} \in \mathbb{C}[t_1^{\Gamma_i}, \ldots, t_N^{\Gamma_i}]^{S_N} \cong \mathbb{C}[g_{-1}, \ldots, g_{-N}].
\]

As a consequence of Lemma 5.1, we see that the assignment
\[
h_i(\bar{k}) \otimes t^{-k} \mapsto \text{sym}^i_\lambda(t^{-k}), \ i \in I_0, \ k \in \mathbb{Z}
\]
extends to a surjective homomorphism of algebras \( \tilde{\tau}_\lambda : U(L^\Gamma(h)) \to A^\Gamma_\lambda \). We shall show in the rest of this section that \( \tilde{\tau}_\lambda \) descends to an isomorphism \( \tau_\lambda : A^\Gamma_\lambda \cong A^\Gamma_\lambda \).
5.2. The first step is to provide a natural correspondence between $\Xi^\Gamma$ and the maximal spectrum of $A^\Gamma_{\lambda}$. This description of $\text{Max}(A^\Gamma_{\lambda})$ will be used in the sequel to show that $A^\Gamma_{\lambda}$ and $A^\Gamma_{\lambda}$ are isomorphic as algebras. To describe the correspondence, we introduce an alternate description of the maximal ideals in $A^\Gamma_{\lambda}$ in terms of multisets on the maximal ideals of $A(\Gamma_i)$.

For any set $S$, let $\mathcal{M}(S)$ be the set of functions $f : S \to \mathbb{Z}_+$ satisfying the condition that $f(s) = 0$ for all but finitely many $s \in S$. Such a function is called a finite multiset on $S$. $\mathcal{M}(S)$ forms a commutative monoid under the usual addition of functions. The size of $f \in \mathcal{M}(s)$ is given by the formula

$$|f| = \sum_{s \in S} f(s).$$

We also note that any element of $\mathcal{M}(S)$ can be written uniquely as a $\mathbb{Z}_+$-linear combination of characteristic functions $\chi_s$ for $s \in S$, defined by $\chi_s(b) = \delta_{s,b}$ for $b \in S$.

5.3. We shall use this language to describe the maximal ideals of the tensor product $A^\Gamma_{\lambda}$. It is clearly enough to classify the maximal spectrum of rings $(A(\Gamma_i))^\otimes_{\ell} S_i$ for $\ell \in \mathbb{Z}_+$. Such ideals are given precisely by unordered $\ell$-tuples (with possible repetition) of maximal ideals of $A(\Gamma_i)$, $i \in I_0$, i.e. by elements $f \in \mathcal{M}(\text{Max}(A(\Gamma_i)))$ with $|f| = \ell$.

Since the maximal ideals of $A(\Gamma_i)$ are principal ideals generated by polynomials $\ell^{\Gamma_i} - a^{\Gamma_i}$ for $a \in \mathbb{C}^*$, we may view elements of $\mathcal{M}(\text{Max}(A(\Gamma_i)))$ as multisets consisting of orbits of $\mathbb{C}^*$ under the action of $\Gamma_i$.

Abbreviating $\mathcal{M}(\text{Max}(A(\Gamma_i)))$ by $\mathcal{M}_i$, the product $\hat{\mathcal{M}} = \prod_{i \in I_0} \mathcal{M}_i$ is also a commutative monoid, and for $\hat{f} \in \hat{\mathcal{M}}$ we set $\text{wt}(\hat{f}) = \sum_{i \in I_0} |f_i| \omega_i \in P_0^+$. Defining

$$\hat{\mathcal{M}}_{\lambda} = \left\{ \hat{f} \in \hat{\mathcal{M}} : \text{wt}(\hat{f}) = \lambda \right\}, \quad \lambda \in P_0^+,$$

we see that $\text{Max}(A^\Gamma_{\lambda})$ is in bijective correspondence with $\hat{\mathcal{M}}_{\lambda}$.

In this language, any $\xi \in \Xi$ can be written uniquely as a linear combination of fundamental weights $\omega_i$, $i \in I$, with coefficients from $\mathcal{M}(\mathbb{C}^*)$:

$$\Xi^\Gamma = \left\{ \sum_{i \in I} f_i \omega_i : f_i \in \mathcal{M}(\mathbb{C}^*) \right\},$$

where for $\xi = \sum_{i \in I} f_i \omega_i$ and $c \in \text{Max}(A)$, we have $\xi(c) = \sum_{i \in I} f_i(c) \omega_i \in P^+$.

5.4. Next, we exhibit an isomorphism of monoids between $\hat{\mathcal{M}}$ and $\Xi^\Gamma$. Observe that for each $i \in I_0$ there is a surjective morphism of monoids

$$\mathcal{M}(\mathbb{C}^*) \xrightarrow{\pi_i} \mathcal{M}_i,$$

derived by extending the assignment $\chi_a \mapsto \chi_{\bar{a}}$, where $\bar{a}$ is the orbit of $a$ under the action of $\Gamma_i$.

If $\Gamma_i$ is trivial, then of course $\pi_i$ is simply the identity map. We describe some of its further properties in the following lemma.

Lemma. Let $\xi = \sum_{i \in I} f_i \omega_i$ lie in $\Xi^\Gamma$. Then
1. For all $\gamma \in \Gamma$ and $i \in I$ we have $\pi_i(f_i) = \pi_i(f_{\gamma(i)})$.
2. For each $a \in \mathbb{C}^\times$ and $i \in I$, we have
\[
\pi_i(f_i)(\overline{a}) = |\Gamma_i| f_i(a) \in |\Gamma_i| \mathbb{Z}_+.
\]

Proof. For the first part, observe that by the equivariance of $\xi$ we have
\[
f_i(\gamma(a)) = f_{\gamma(i)}(a)
\]
for $i \in I$, $\gamma \in \Gamma$ and $a \in \text{Max}(A)$. The result now follows by the definition of $\pi_i$.

For the second assertion, there is nothing to prove unless $\Gamma_i = \Gamma$, that is $\gamma(i) = i$ for all $\gamma \in \Gamma$, in which case the result follows from Equation 5.2 and the definition of $\pi_i$. □

Now construct a morphism of monoids $\alpha : \Xi^\Gamma \to \hat{M}$: given an equivariant function $\xi \in \Xi^\Gamma$, write $\xi = \sum_{i \in I} f_i \omega_i$ and define $\alpha(\xi) \in \hat{M}$ by the formula
\[
\alpha(\xi) := \left( \frac{1}{|\Gamma_i|} \pi_i(f_i) \right)_{i \in I_0}.
\]
It follows from part (ii) of Lemma 5.4 that $\alpha$ is injective, so it remains to show that it is surjective. For this, fix $\hat{g} = (g_i)_{i \in I_0} \in \hat{M}$.

To find a preimage of $\hat{g}$ under $\alpha$, define $f_i \in \mathcal{M}(\mathbb{C}^\times)$ for $i \in I_0$ by
\[
f_i(a) = \begin{cases} 
g_i(a) & \text{if } \Gamma_i = 1, \\
g_i(\overline{a}) & \text{if } \Gamma_i = \Gamma,
\end{cases}
\]
so that $f_i$ is clearly constant on the orbits of $\mathbb{C}^\times$ under $\Gamma_i$. It follows that $f_i$ satisfies Equation 5.4 and hence $\pi_i(f_i) = |\Gamma_i| g_i$. Hence, $\alpha$ is an isomorphism.

Finally, we show that $\alpha$ induces a bijection $\text{Max}(\mathbb{K}_\lambda^\Gamma) \leftrightarrow \Xi^\Gamma_\lambda$. For this, it suffices to show that for $\xi \in \Xi^\Gamma$, we have
\[
\text{wt}_0(\xi) = \text{wt}(\alpha(\xi)),
\]
which follows from the observation that
\[
\text{wt}_0(\xi) = \sum_{i \in I_0} \frac{1}{|\Gamma_i|} |\Gamma_i| f_i(a) \omega_i, \quad \text{for } \xi = \sum_{i \in I} f_i \omega_i.
\]

5.5. The next step is to show that $\tau_\lambda$ descends to a surjective homomorphism of algebras
\[
\tau_\lambda : \mathbb{A}_\lambda^\Gamma \to \mathbb{K}_\lambda^\Gamma.
\]
For $\xi \in \Xi^\Gamma_\lambda$, define $\text{ev}_\xi : \mathcal{U}(L^\Gamma(h)) \to \mathbb{C}$ by extending the assignment
\[
h_i(k) \otimes t^{-k} \mapsto \sum_{a \in \text{supp}(\xi)} a^{-k} \xi(a)(h_i(k)), \quad i \in I_0, \quad k \in \mathbb{Z},
\]
so that
\[
u. v = \text{ev}_\xi(u)v, \quad v \in (V_\xi)_\lambda, \quad u \in \mathcal{U}(L^\Gamma(h)).
\]
Since $V_\xi$ is a quotient of $W^\Gamma(\lambda)$ for $\xi \in \Xi_\lambda^I$, it follows immediately that

$$\text{Ann}_{U[L^\Gamma(h)\wedge]} w_\lambda \subseteq \bigcap_{\xi \in \Xi_\lambda^I} \ker(\text{ev}_\xi).$$

For $\hat{f} \in \hat{M}_\lambda$, write $\text{ev}_\hat{f} : A_\lambda^\Gamma \to \mathbb{C}$ for evaluation at the maximal ideal of $A_\lambda^\Gamma$ corresponding to $\hat{f}$.

Applying the relevant definitions, we have

$$\text{ev}_\alpha^{-1}(\hat{f}) = \text{ev}_\hat{f} \circ \bar{\tau}_\lambda.$$

We can now complete the proof that $A_\lambda^\Gamma$ is a quotient of $A_\lambda^\Gamma$.

**Proposition.**

$$\text{Ann}_{U[L^\Gamma(h)\wedge]} w_\lambda^\Gamma \subseteq \ker(\bar{\tau}_\lambda).$$

**Proof.** It follows immediately from Equation 5.7 that

$$\bigcap_{f \in \hat{M}_\lambda} \ker(\text{ev}_f \circ \bar{\tau}_\lambda) = \bigcap_{\xi \in \Xi_\lambda^I} \ker(\text{ev}_\xi).$$

On the other hand, since the Jacobson radical $J(A(s)) = 0$ for all $s \in \mathbb{Z}_+$, we see that $J(A_\lambda^\Gamma) = 0$. In particular,

$$\ker(\bar{\tau}_\lambda) = \bigcap_{f \in \hat{M}_\lambda} \ker(\text{ev}_f \circ \bar{\tau}_\lambda).$$

The proposition now follows from Equations 5.6, 5.8 and 5.9. □

**Corollary.** The map $\bar{\tau}_\lambda$ descends to a surjective homomorphism of algebras

$$\tau_\lambda : A_\lambda^\Gamma \to A_\lambda^\Gamma.$$

5.6. It remains to show that $\tau_\lambda$ is injective. For this, we adapt the argument of [CFK10], by identifying a spanning set of $A_\lambda^\Gamma$ which is mapped to a linearly independent subset of $A_\lambda^\Gamma$.

**Lemma.** The images of elements

$$\left\{ \prod_{i \in I_0} \prod_{s=1}^{m_i} (h_i(\bar{k}_{i,s}) \otimes t^{-k_{i,s}}) : 0 \leq m_i \leq \lambda(h_i), \ k_{i,s} \in \mathbb{Z} \right\}$$

span $A_\lambda^\Gamma$.

**Proof.** It is clearly enough to prove that for each $i \in I_0$ and $k_1, \ldots, k_\ell \in \mathbb{Z}$ we have

$$\prod_{s=1}^{\ell} (h_i(\bar{k}_s) \otimes t^{-k_s}) w_\lambda \in \text{sp} \left\{ \prod_{s=1}^{r} (h_i(\bar{\ell}_s) \otimes t^{-\ell_s}) w_\lambda : r \leq \lambda(h_i) \right\}.$$

We shall prove this statement as Corollary 5.6 below. Assuming it, the lemma follows. □
In order to establish Equation \[5.10\] we shall first prove the following, more general, proposition. For any element \(a\) of an associative algebra and any \(n \in \mathbb{Z}\), we denote by \(a^{(n)}\) the divided power \(a^n/n!\), with the convention that \(a^{(n)} = 0\) for \(n < 0\).

**Proposition.** Let \(k, \ell \in \mathbb{Z}_+\) with \(k \leq \ell\). Given \(\epsilon_1, \ldots, \epsilon_k \in \mathbb{Z}\) and \(i \in I_0\), we have

\[
\prod_{s=1}^{k} (x_i^+ (\epsilon_s) \otimes t^{-\epsilon_s}) (x_i^-)^{(\ell)} = \sum_{r=0}^{2k} (x_i^-)^{(\ell-r)} P_r(\epsilon_1, \ldots, \epsilon_k),
\]

where \(P_r(\epsilon_1, \ldots, \epsilon_k)\) is an element of \(U(L^\Gamma(g))\) in the standard PBW order, having length at most \(k\) and consisting of homogeneous elements of weight \((k-r)\alpha_i\) as an \(\mathfrak{sl}_2(i)\)-module. Moreover, \(P_k(\epsilon_1, \ldots, \epsilon_k)\) has, except for terms ending in \(L^\Gamma(n^+)\), a unique term of length \(k\), which is \(\prod_{s=1}^{k} (h_i(\epsilon_s) \otimes t^{-\epsilon_s})\).

**Proof.** The proof proceeds by induction on \(k\). For the base case, a simple induction on \(\ell\) shows that

\[
(x_i^+ (\bar{\epsilon}) \otimes t^{-\epsilon})(x_i^-)^{(\ell)} = (x_i^-)^{(\ell)} (x_i^+ (\bar{\epsilon}) \otimes t^{-\epsilon})
\]

\[
+ (x_i^-)^{(\ell-1)} (h_i(\bar{\epsilon}) \otimes t^{-\epsilon}) + (x_i^-)^{(\ell-2)} (-x_i^- (\bar{\epsilon}) \otimes t^{-\epsilon}).
\]

Now assuming the result for \(k < \ell\), we prove it for \(k + 1\). By the induction hypothesis and repeated use of Equation \[5.11\] we have

\[
\prod_{s=1}^{k+1} (x_i^+ (\epsilon_s) \otimes t^{-\epsilon_s}) (x_i^-)^{(\ell)} = \sum_{r=0}^{2k} (x_i^-)^{(\ell-r)} (x_i^+ (\epsilon_{k+1}) \otimes t^{-\epsilon_{k+1}}) P_r(\epsilon_1, \ldots, \epsilon_k)
\]

\[
+ \sum_{r=0}^{2k} (x_i^-)^{(\ell-r-1)} (h_i(\epsilon_{k+1}) \otimes t^{-\epsilon_{k+1}}) P_r(\epsilon_1, \ldots, \epsilon_k).
\]

Reindexing, this is

\[
\sum_{r=0}^{2(k+1)} (x_i^-)^{(\ell-r)} P_r(\epsilon_1, \ldots, \epsilon_{k+1}),
\]

where

\[
P_r(\epsilon_1, \ldots, \epsilon_{k+1}) = (x_i^+ (\epsilon_{k+1}) \otimes t^{-\epsilon_{k+1}}) P_r(\epsilon_1, \ldots, \epsilon_k)
\]

\[
+ (h_i(\epsilon_{k+1}) \otimes t^{-\epsilon_{k+1}}) P_{r-1}(\epsilon_1, \ldots, \epsilon_{k+1}) + (x_i^- (\epsilon_{k+1}) \otimes t^{-\epsilon_{k+1}}) P_{r-2}(\epsilon_1, \ldots, \epsilon_k).
\]

(Here \(P_j(\epsilon_1, \ldots, \epsilon_k) = 0\) if \(j < 0\) or \(j > 2k\).) This element, once it is commuted into PBW order, clearly has the correct weight and maximum length.

It only remains to analyze \(P_{k+1}(\epsilon_1, \ldots, \epsilon_{k+1})\). Any monomial from the third term of this element ends in a summand of \(P_{k-1}(\epsilon_1, \ldots, \epsilon_k)\), which has weight 2 and hence, being already in PBW
order, must end in some term from $L^\Gamma(n^+)$. By the induction hypothesis, the second term contains the desired product
\[
\prod_{s=1}^{k+1} (h_i(\bar{\epsilon}_s) \otimes t^{-\epsilon_s})
\]
as its unique term of length $k + 1$ (modulo $L^\Gamma(n^+)$).

To deal with the term
\[
(x_i^+ (\epsilon_{k+1}) \otimes t^{-\epsilon_{k+1}}) P_r(\epsilon_1, \ldots, \epsilon_k),
\]
we observe that by weight considerations, any monomial not ending in $L^\Gamma(n^+)$ must be of the form
\[
(x_i^-(\bar{\delta}) \otimes t^{-\delta}) \prod_{p=1}^{q} (h_i(\bar{k}_s) \otimes t^{-k_s}), \quad q \leq k - 1.
\]
Now applying the element $(x_i^+(\epsilon_{k+1}) \otimes t^{-\epsilon_{k+1}})$ and commuting to PBW order yields terms that end in $L^\Gamma(n^+)$, together with a term of length $q + 1 \leq k$. □

**Corollary.** Fix $i \in I_0$ and $k_1, \ldots, k_\ell \in \mathbb{Z}$. Then
\[
\prod_{s=1}^{\ell} (h_i(\bar{k}_s) \otimes t^{-k_s}) w_\lambda \in \text{sp}\left\{ \prod_{s=1}^{r} (h_i(\bar{\ell}_s) \otimes t^{-\ell_s}) w_\lambda : r \leq \lambda(h_i) \right\}.
\]

**Proof.** By setting $k = \ell$ in Proposition 5.6 we see that
\[
0 = \prod_{s=1}^{\ell} (x_i^+(\bar{k}_s) \otimes t^{-k_s})(x_i^- \otimes 1)^\ell w_\lambda = \prod_{s=1}^{\ell} (h_i(\bar{k}_s) \otimes t^{-k_s}) w_\lambda + H.w_\lambda, \quad \ell \geq \lambda(h_i) + 1,
\]
where $H$ lies in the span of elements of the form $\prod_{s=1}^{r} (h_i(\bar{\ell}_s) \otimes t^{-\ell_s})$ with $r < \ell$. The statement of the corollary now follows by induction on $\ell$. □

**5.7.** It still remains to show that the images under $\tau_\lambda$ of the elements from Lemma 5.6 form a linearly independent subset of $A^\Gamma_\lambda$. Now, these are
\[
\left\{ \bigotimes_{i \in I_0} \prod_{s=1}^{m_i} \text{sym}_{\lambda(h_i)}(t^{-k_{i,s}}) : 0 \leq m_i \leq \lambda(h_i), \ k_{i,s} \in \mathbb{Z} \right\}.
\]

Since the tensor product preserves linear independence, it therefore suffices to check that for each $i \in I_0$ the set of products
\[
\left\{ \prod_{s=1}^{m_i} \text{sym}_{\lambda(h_i)}(t^{-k_{i,s}}) : 0 \leq m_i \leq \lambda(h_i), \ k_{i,s} \in \mathbb{Z} \right\}
\]
is linearly independent. A slightly more general statement can be found in [CFK10]; we reproduce it and include a proof here for convenience. Recall from Section 5.1 that for any associative algebra $B$ we have a map $\text{sym}_N : B \rightarrow B^{\otimes N}$ mapping
\[
b \mapsto \sum_{\ell=0}^{N-1} 1^{\otimes \ell} \otimes b \otimes 1^{\otimes N-\ell-1}.
\]
Lemma. Let $b_0, b_1, \ldots \in B$ form a countable ordered basis, with $b_0 = 1$ and $b_r \in B_+$ for $r > 1$. Then the elements

$$\left\{ \prod_{s=1}^{\ell} \text{sym}_N(b_{r_s}) : r_s \in \mathbb{Z}_+, \ell \leq N \right\}$$

are linearly independent in $B \otimes^N$.

Proof. The projections onto the summand $B_+^{\otimes \ell} \otimes 1^{\otimes N-\ell}$ of the elements listed are

$$\sum_{\sigma \in S_\ell} \sigma \cdot (b_{r_1} \otimes b_{r_2} \otimes \cdots \otimes b_{r_\ell}) \otimes 1^{\otimes N-\ell},$$

where $S_\ell$ acts in the obvious way on $B_{\otimes \ell}$. Since these are clearly linearly independent by the choice of $b_r$ as basis elements, the proof is complete. \qed

5.8. In this subsection, we compare the algebras $A_\lambda$ and $A_{\Gamma, \lambda}$. For this purpose, let us examine again the symmetrizer map defined in Section 2.6:

$$\Sigma : \Xi \rightarrow \Xi^\Gamma, \quad \xi \mapsto \sum_{\sigma \in \Gamma} \sigma \circ \xi \circ \sigma^{-1}.$$ 

If we restrict this map to the functions of weight $\lambda \in P^+$, we obtain a map

$$\Sigma : \Xi_\lambda \rightarrow \Xi_{\Gamma, \lambda}.$$

Let $V_\xi$ be the simple $L(\mathfrak{g})$-module associated to $\xi \in \Xi_\lambda$. It follows from the discussion in Section 2.6 that $V_\xi$ is a simple $L^\Gamma(\mathfrak{g})$-module if and only if $\text{supp}(\xi)$ is admissible. On the other hand, $V_\xi$ has, viewed as a $L^\Gamma(\mathfrak{g})$-module, a unique simple quotient of highest weight $\lambda$: in fact this quotient is isomorphic to $V_{\Sigma(\xi)}$, as we shall show in Proposition 5.9.

Recall the evaluation map defined for any $\xi \in \Xi$ in [CFK10] or, for $\eta \in \Xi_{\Gamma, \lambda}$, in Section 5.5:

$$\text{ev}_\xi : U(L(\mathfrak{g})) \rightarrow \mathbb{C} \quad \text{and} \quad \text{ev}_\eta : U(L^\Gamma(\mathfrak{g})) \rightarrow \mathbb{C}.$$ 

The following theorem gives a natural embedding between the algebras $A_\lambda$ and $A_{\Gamma, \lambda}$, and also gives a necessary and sufficient condition on $\lambda$ for this embedding to be surjective.

Theorem. Let $\lambda = \sum m_i \omega_i \in P^+$, then there exists a natural injective map

$$\iota : A_{\Gamma, \lambda} \hookrightarrow A_\lambda.$$

Furthermore, $\iota$ is surjective iff for each $i \in I$, $\lambda$ satisfies the following:

1. If $\Gamma \cdot i = \{i\}$, then $m_i = 0$
2. If $m_i \neq 0$, then $m_{\sigma(i)} = 0$ for all $\sigma \in \Gamma \setminus \{1\}$.

Proof. We have seen that $A_{\Gamma, \lambda} \cong A_{\lambda}^\Gamma$ and from [CFK10], we have

$$A_\lambda \cong A_{\lambda} = \bigotimes_{i \in I} (A(1)^{\otimes m_i})^{S_{m_i}}.$$
All of these isomorphisms are, by construction, compatible with the embedding of $U(L^\Gamma(h))$ into $U(L(h))$. So it remains to show that

$$A^\Gamma_{\lambda} \rightarrow A_{\lambda}.$$  

It is sufficient to show this for each $i \in I_0$. Recall that we have identified $I_0$ with a subset of $I$. We proceed with two exhaustive cases:

First assume that $i \in I$ such that $\Gamma \cdot i = \{i\}$, so that $\Gamma_i = \Gamma$. Then $A(\Gamma_i) \subseteq A(1)$, so we have

$$((A(\Gamma_i))^{\otimes m_i})^{S_{m_i}} \subseteq (A(1)^{\otimes m_i})^{S_{m_i}},$$  

if $m_i > 0$.

In the other case, $\Gamma_i = \{1\}$, and we set $n_i = \sum_{\sigma \in \Gamma} m_{\sigma(i)}$. Then we have

$$(A(1)^{\otimes m_i})^{S_{m_i}} \subseteq \bigotimes_{\sigma \in \Gamma} (A(1)^{\otimes m_{\sigma(i)}})^{S_{m_{\sigma(i)}}},$$  

with equality if and only if the right hand side consists of only one non-trivial tensor factor—i.e., $m_{\sigma(i)} = 0$ for $\sigma \neq 1$, which proves the theorem.  

5.9. Let $\lambda \in P^+$ and $\xi \in \Xi_{\lambda}$. We have seen in Lemma 4.3 that we can associate to $\xi$ a maximal ideal $m_\xi \in \text{Max } A_{\lambda}$. The simple module $A_{\lambda}/m_\xi$ will be denoted by $C_\xi$. Similarly, for $\chi \in \Xi_{\Gamma_{\lambda}}$ we denote the simple $A^\Gamma_{\lambda}$-module by $C_\chi$.

Using the embedding $A^\Gamma_{\lambda} \rightarrow A_{\lambda}$ of Theorem 5.8, we see that for every $\xi \in \Xi_{\lambda}$, $C_\xi$ is a simple $A^\Gamma_{\lambda}$-module. Then we have by construction of the symmetrizer the following:

**Proposition.** Let $\xi \in \Xi_{\lambda}$. Then $C_\xi \cong C_{\Sigma(\xi)}$ as $A^\Gamma_{\lambda}$-modules.

**Proof.** In [Lau10, Equation (5.18)], the symmetrizer map was given for multiloop algebras. It was shown that for admissible $\xi \in \Xi_{\lambda}$, $C_\xi \cong C_{\Sigma(\xi)}$ as $A^\Gamma_{\lambda}$-modules. If $\xi$ is not admissible, then $V_\xi$ is not simple as a $L^\Gamma(g)$-module, but has a unique simple quotient. Denote this simple quotient by $V_\xi'$; then $\xi' \in \Xi_{\lambda}$ is admissible, $C_\xi \cong C_{\xi'}$ as $A^\Gamma_{\lambda}$-modules and $\Sigma(\xi') = \Sigma(\xi)$.  

6. **Local Weyl modules**

In this section, we apply the twisted Weyl functor to a special class of $A^\Gamma_{\lambda}$-modules, namely the simple modules. We have seen that these are parametrized by $\Xi_{\lambda}$.

**Definition.** The (twisted) local Weyl module associated to $\chi \in \Xi_{\lambda}$ is the $L^\Gamma(g)$-module

$$W^\Gamma_{\lambda}C_\chi := W^\Gamma(\lambda) \otimes_{A^\Gamma_{\lambda}} C_\chi$$  

One compelling reason to study the local Weyl modules is the fact that they admit the following universal property:

**Proposition.** Let $V \in \text{Ob } I^\Gamma_{\lambda}$ such that $V$ is generated by a highest weight vector $v$ of weight $\lambda$, and suppose dim $V_\lambda = 1$. Then there exists $\chi \in \Xi_{\lambda}$ such that the assignment $w_\lambda \otimes 1 \mapsto v$ extends to a surjective map

$$W^\Gamma_{\lambda}C_\chi \twoheadrightarrow V.$$
Proof. By Lemma 4.2 and since $V$ is generated by $v$, the assignment $w_\lambda \mapsto v$ extends to a surjective map

$$W^\Gamma(\lambda) \twoheadrightarrow V.$$ 

Furthermore, $V_\lambda$ is an $A_\lambda^\Gamma$-module and since $\dim V_\lambda = 1$, this module is simple. Hence by the discussion in Section 5.9 there exists $\chi \in \Xi_\lambda^\Gamma$, such that $V_\lambda \cong C_\chi$ as $A_\lambda^\Gamma$-modules. We can deduce that the map induced by $w_\lambda \mapsto v$ factors through the kernel of $ev_\chi$ and we have:

$$w_\lambda \otimes 1 \mapsto v$$
extends to a surjective map

$$W_\lambda^\Gamma C_\chi \twoheadrightarrow V,$$
and the proposition is proven. \qed

Local Weyl modules for twisted loop algebras have been defined before in [CPS08], as well as in [FKKS] with two different approaches. We will compare these definitions and show their equivalences; we begin by defining them for $L(\mathfrak{g})$.

6.1. Let $\lambda \in P^+$ and $\xi \in \Xi_\lambda$. The local Weyl module associated to $\xi$, as defined in [CFK10], is

$$W(\xi) := W(\lambda) \otimes_{A_\lambda} C_\xi.$$ 

Local Weyl modules had been defined previously in [CP01], but we will use the notation from [CFK10]. It was shown in the aforementioned series of papers ([CP01], [CL06], [PL07], [Nao], [BN04]) that

$$\dim W(\xi) = \prod_{i \in I} (\dim W(\xi_i))^{m_i},$$
where $\lambda = \sum m_i \omega_i$ and $\xi_i$ is any element of $\Xi_{\omega_i}$. This implies that the dimension of $W(\xi)$ is independent of $\xi$, but depends only on $\lambda$. Furthermore, it has been shown (for instance in [CFK10]), that $W(\xi)$ has $V_\xi$ as its unique simple quotient.

6.2. In [FKKS], local Weyl modules for $L^\Gamma(\mathfrak{g})$ were defined to be the restriction of the untwisted local Weyl module for $L(\mathfrak{g})$; they are parametrized by equivariant finitely supported functions. We should mention, that in [FKKS] local Weyl modules were defined in a much more general context. Namely, a finite group $\Gamma$ acting freely on an affine scheme $X$ and $\mathfrak{g}$ by automorphisms, which clearly includes the case of twisted loop algebras.

Specifically, let $\chi \in \Xi^\Gamma$ and let $\xi$ be a $\chi$-admissible function as in Section 2.6. Then one defines by restriction the $L^\Gamma(\mathfrak{g})$-module

$$W^\Gamma(\chi) := W(\xi).$$
Now, since $\xi$ is admissible, it follows that $W(\xi)$ is a cyclic $U(L^\Gamma(\mathfrak{g}))$-module ([FKKS Theorem 4.5]), and it was established in [FKKS Proposition 3.5] that the definition of $W^\Gamma(\chi)$ is independent of the choice of such $\xi$. Moreover, the modules $W^\Gamma(\chi)$ satisfy a universal property ([FKKS Theorem 4.5]) similar to the universal property of local Weyl modules for loop algebras ([CP01]) and generalized current algebras ([CFK10, Theorem 1]).
6.3. In [CFS08], local Weyl modules for the twisted loop algebra were defined by a generator \( w \) and certain relations. They were parametrized by a set of \( n \)-tuples (where \( n = |I_0| \)) of polynomials \( \pi = (\pi_i)_{i \in I_0} \) with constant term 1, and we will denote these modules by \( W^\Gamma(\pi) \). Their universal property was proven in [CFS08, Theorem 2]; we cite an abbreviated version here.

**Theorem.** Let \( \lambda \in P_0^+ \) and suppose that \( V \) is a finite-dimensional \( L^\Gamma(\mathfrak{g}) \)-module generated by a one-dimensional highest weight space of weight \( \lambda \). Choose a vector \( v_\lambda \in V_\lambda \). Then there exists an \( n \)-tuple \( (\pi_i)_{i \in I_0} \) of polynomials such that the assignment \( w \mapsto v_\lambda \) extends to a surjective map of \( L^\Gamma(\mathfrak{g}) \)-modules

\[
W^\Gamma(\pi) \rightarrow V.
\]

The following is immediate from the universal properties established above.

**Corollary.** For each \( \chi \in \Xi^\Gamma_\Lambda \), there exists a \( n \)-tuple of polynomials \( (\pi) \) such that

\[
W^\Gamma_\lambda \mathbb{C}_\chi \cong W^\Gamma(\chi) \cong W^\Gamma(\pi),
\]

and vice versa.

6.4. In [CFS08], the dimension and character of local Weyl modules have been computed. We recall this result ([CFS08, Theorem 2]) here since it will be useful in the proof of Theorem 3.4.

**Theorem.** Let \( \lambda \in P^+ \), and \( \chi \in \Xi^\Gamma_\Lambda \), then

\[
\dim W^\Gamma(\Lambda) \otimes A^\Gamma_\Lambda \mathbb{C}_\chi = \operatorname{rank}_{A^\Gamma_\Lambda} W(\lambda) = \prod (\operatorname{rank}_{A^\Gamma_\omega} W(\omega_i))^{m_i}.
\]

In particular, the dimension is independent of \( \chi \) and depends only on \( \Lambda \). Moreover, the \( \mathfrak{g}_0 \) character is also independent of \( \chi \).

6.5. Using the fact that \( A^\Gamma_\Lambda \) is a Laurent polynomial ring (Section 5) and the fact that

\[
\dim W^\Gamma(\lambda) \otimes A^\Gamma_\Lambda \mathbb{C}_\chi
\]

is independent of \( \chi \), we can conclude a result which was previously known for untwisted loop and current algebras:

**Theorem.** For \( \lambda \in P_0^+ \), \( W^\Gamma(\lambda) \) is a free right \( A^\Gamma_\Lambda \)-module with

\[
\operatorname{rank}_{A^\Gamma_\Lambda} W^\Gamma(\lambda) = \dim W^\Gamma_\lambda \mathbb{C}_\chi
\]

for some, and hence for any, \( \chi \in \Xi^\Gamma_\Lambda \).
7. Proof of main theorem

It remains to prove the main theorem.

**Theorem.** For $\lambda \in P^+_0$, we have

$$W^\Gamma(\lambda) \hookrightarrow \bigoplus_{\mu = \lambda} W(\mu),$$

where the map is induced by

$$w_{\lambda} \mapsto w := \sum_{\mu = \lambda} w_{\mu}.$$

By construction, we have a surjective map

$$W^\Gamma(\lambda) \twoheadrightarrow U(L^\Gamma(\mathfrak{g})).w.$$

The idea of the proof is to show that both sides are free $A^\Gamma_\lambda$-modules of the same rank. Together with the surjectivity of the above map, this will complete the proof.

7.1. We have seen in Theorem 5.8 that $A^\Gamma_\lambda \subset A_\mu$ is a subalgebra, for any $\mu$ satisfying $\mu = \lambda$. It follows that $W(\mu)$ is a right module for $A^\Gamma_\lambda$ and hence $\bigoplus_{\mu = \lambda} W(\mu)$ is a right module for $A^\Gamma_\lambda$. Finally, the submodule $U(L^\Gamma(\mathfrak{g})).w \subset \bigoplus_{\mu = \lambda} W(\mu)$ is a right module for $A^\Gamma_\lambda$, being a quotient of $W^\Gamma(\lambda)$.

We want to show that $U(L^\Gamma(\mathfrak{g})).w$ is a free $A^\Gamma_\lambda$-module of the same rank as $W^\Gamma(\lambda)$. Now because $A^\Gamma_\lambda$ is a polynomial algebra, in order to prove the freeness of $U(L^\Gamma(\mathfrak{g})).w$ it suffices to show that the dimension of

$$U(L^\Gamma(\mathfrak{g})).w \otimes_{A^\Gamma_\lambda} C_\chi$$

is independent of the maximal ideal $\chi \in \Xi^\Gamma_\lambda$.

In order to prove this, we will need the following lemma:

**Lemma.** For each $\chi \in \Xi^\Gamma_\lambda$, there exists $\tau \in P^+$ and $\xi \in \Xi_\tau$ such that $\xi$ is $\chi$-admissible and

$$U(L^\Gamma(\mathfrak{g})).w \otimes_{A^\Gamma_\lambda} C_\chi \cong L^\Gamma(\mathfrak{g}) W(\tau) \otimes_{A_\tau} C_\xi.$$

Assuming the lemma, we prove Theorem 3.4 as follows. Observe that the dimension of the right hand side in Lemma 7.1 is independent of $\xi$ and depends only on $\tau$: it is equal to the rank of $W(\tau)$ as a $A_\tau$-module. By Theorem 6.4 we know that for $\tau = \sum m_i \omega_i$,

$$\text{rank}_{A_\tau} W(\tau) = \prod_{i \in I} (\text{rank}_{A_{\omega_i}} W(\omega_i))^{m_i}.$$

On the other hand

$$\text{rank}_{A_{\omega_i}} W(\omega_i) = \text{rank}_{A_{\sigma(i)}} W(\omega_{\sigma(i)}).$$

To see this, one may recall, that $\sigma$ is an automorphism of $L(\mathfrak{g})$, and $W(\omega_{\sigma(i)})$ is isomorphic to the pullback of the module $W(\omega_i)$ by the automorphism $\sigma^{-1}$. 

Using this and the rank formula for the global Weyl module, we obtain that for all $\tau_1, \tau_2 \in P^+$ with $\tau_1 = \tau_2$,

$$\text{rank}_{A_{\lambda_1}} W(\tau_1) = \text{rank}_{A_{\lambda_2}} W(\tau_2).$$

It follows that the dimension of $U(L^F(\mathfrak{g})).w \otimes_{A_\lambda} C_\chi$ is independent of $\chi$, and hence $U(L^F(\mathfrak{g})).w \subset \bigoplus_{\tau = \lambda} W(\mu)$ is a projective $A_\lambda$-module. Since $A_\lambda$ is a polynomial ring, it now follows from the famous result of Quillen that $U(L^F(\mathfrak{g})).w$ is a free $A_\lambda$-module.

Together with Theorem 6.5, this gives for $\tau = \lambda$,

$$\text{rank}_{A_\lambda} W(\tau) = \text{rank}_{A_\lambda} W^F(\lambda).$$

We therefore conclude that the rank of $U(L^F(\mathfrak{g})).w \subset \bigoplus_{\tau = \lambda} W(\mu)$ as a $A_\lambda$-module is equal to the rank of $W^F(\lambda)$ as a $A_\lambda$-module. Since we already have a surjective map

$$W^F(\lambda) \twoheadrightarrow U(L^F(\mathfrak{g})).w$$

and both modules are free $A_\lambda$-modules, the map is an isomorphism and the theorem is proven.

7.2. It remains to prove Lemma 7.1

**Proof.** We start by defining projection maps $\pi_\tau$, for $\tau = \lambda$, onto the $\tau$-th component of $\bigoplus_{\tau = \lambda} W(\mu)$.

$$\pi_\tau : \bigoplus_{\tau = \lambda} W(\mu) \twoheadrightarrow W(\tau),$$

and by restriction we obtain maps

$$\pi_\tau : U(L^F(\mathfrak{g})).w \twoheadrightarrow W(\tau),$$

where $w = \sum_{\tau = \lambda} w_\mu$. By construction, we have

$$\pi_\tau(U(L^F(\mathfrak{g})).w) = U(L^F(\mathfrak{g})).w_\tau \subset W(\tau),$$

the $L^F(\mathfrak{g})$-submodule of $W(\tau)$ generated through the highest weight vector $w_\tau$.

For $\chi \in \Xi_\lambda$, let $\xi \in \Xi$ be a $\chi$-admissible function (whose existence is assured by the discussion in Section 2.6) and let $\tau = \text{wt}(\xi)$. Consider the local $L(\mathfrak{g})$-Weyl module

$$W(\tau) \otimes_{A_\lambda} C_\xi.$$

We see, since the support of $\xi$ is admissible, that this is a cyclic $L^F(\mathfrak{g})$-module, generated by $w_\tau \otimes C_\xi$. In fact, $W(\tau) \otimes_{A_\lambda} C_\xi$ is by restriction a local Weyl module for $L^F(\mathfrak{g})$, but by construction $C_\chi \cong C_\xi$ as $A_\lambda$-modules. Therefore, we have

$$(7.1) \quad W(\tau) \otimes_{A_\lambda} C_\xi \cong_{L^F(\mathfrak{g})} W^F(\lambda) \otimes_{A_\lambda} C_\chi.$$

Since $C_\chi \cong C_\xi$, we have the trivial isomorphism

$$U(L^F(\mathfrak{g})).w \otimes_{A_\lambda} C_\chi \cong_{L^F(\mathfrak{g})} U(L^F(\mathfrak{g})).w \otimes_{A_\lambda} C_\xi.$$

We use the projection map $\pi_\tau$ to obtain

$$U(L^F(\mathfrak{g})).w \otimes_{A_\lambda} C_\xi \twoheadrightarrow (U(L^F(\mathfrak{g})).w_\tau) \otimes_{A_\lambda} C_\xi.$$
Combining this projection map with the fact that $A_\lambda^\Gamma \subset A_\tau$ is a subalgebra, we have as $L^\Gamma(\mathfrak{g})$-modules
\begin{equation}
\dim U(L^\Gamma(\mathfrak{g})).w \otimes A_\lambda^\Gamma C_\chi \geq \dim W(\tau) \otimes A_\tau C_\xi.
\end{equation}
With the considerations above (we use that the support of $\xi$ is admissible), we obtain, that
\begin{equation}
W(\tau) \otimes A_\tau C_\xi = (U(L(\mathfrak{g})).w_\tau) \otimes A_\tau C_\xi = (U(L^\Gamma(\mathfrak{g})).w_\tau) \otimes A_\tau C_\xi.
\end{equation}
Combining (7.2) and (7.3) we obtain
\begin{equation}
\dim U(L^\Gamma(\mathfrak{g})).w \otimes A_\lambda^\Gamma C_\chi \geq \dim W(\tau) \otimes A_\tau C_\xi.
\end{equation}
On the other hand, since $U(L^\Gamma(\mathfrak{g})).w \otimes A_\lambda^\Gamma C_\chi$ is a cyclic $L^\Gamma(\mathfrak{g})$-module, generated by the highest weight space, we have
\begin{equation}
W^\Gamma(\lambda) \otimes A_\lambda^\Gamma C_\chi \rightarrow U(L^\Gamma(\mathfrak{g})).w \otimes A_\lambda^\Gamma C_\chi.
\end{equation}
So we obtain
\begin{equation}
\dim W^\Gamma(\lambda) \otimes A_\lambda^\Gamma C_\chi \geq \dim U(L^\Gamma(\mathfrak{g})).w \otimes A_\lambda^\Gamma C_\chi.
\end{equation}
Concluding we have
\begin{equation}
\dim W^\Gamma(\lambda) \otimes A_\lambda^\Gamma C_\chi \geq \dim U(L^\Gamma(\mathfrak{g})).w \otimes A_\lambda^\Gamma C_\chi \geq \dim W(\tau) \otimes A_\tau C_\xi.
\end{equation}
With (7.2) we conclude that we have equality throughout. That is,
\begin{equation}
W^\Gamma(\lambda) \otimes A_\lambda^\Gamma C_\chi \cong_{L^\Gamma(\mathfrak{g})} U(L^\Gamma(\mathfrak{g})).w \otimes A_\lambda^\Gamma C_\chi \cong_{L^\Gamma(\mathfrak{g})} W(\tau) \otimes A_\tau C_\xi,
\end{equation}
which finishes the proof. \hfill \Box

7.3. We shall give some concluding remarks.

**Remark.** For $\lambda \in P^+_0$, it is not true in general that $W^\Gamma(\lambda)$ embeds into $W(\mu)$ with $\mu$ satisfying $\bar{\mu} = \lambda$. The canonical map, sending $w_\lambda$ to $w_\mu$ is not injective.

In some cases, however, this canonical map is an embedding.

**Remark.** It can be shown that for $\omega_i \in P^+_0$, we have $W^\Gamma(\omega_i) \hookrightarrow W(\omega_j)$, for all $j \in \Gamma.i$.

As mentioned in the introduction, global Weyl modules were defined only for $\mathfrak{g} \otimes A$. In this paper, we have now taken a first step toward equivariant map algebras. In the twisted loop case, we still have a Cartan subalgebra, so we have weights and can define the global Weyl modules by generators and relations. In the general situation, there might be no non-zero Cartan subalgebra, so the existence of weights is no longer assured. The lack of a canonical triangular decomposition also makes it unclear how to define global Weyl modules by generators and relations. Using our result for twisted loop algebras (the global Weyl module is a submodule of an appropriate direct sum of global Weyl modules for $L(\mathfrak{g})$) one may attempt to define global Weyl modules for $(\mathfrak{g} \otimes A)^\Gamma$ as submodules in a direct sum of global Weyl modules for $\mathfrak{g} \otimes A$. Proving that they admit sufficient properties to justify the name *global Weyl module* would the main task in such a project.
GLOBAL WEYL MODULES FOR THE TWISTED LOOP ALGEBRA
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