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Abstract—In this paper, multiple reconfigurable intelligent surfaces (RIS) aided secure precise wireless transmission (SPWT) schemes are proposed in the three-dimensional (3D) wireless communication scenario. Unavailable direct path channels from transmitter to receivers are considered when the direct paths are obstructed by obstacles. Then, multiple RISs are utilized to achieve SPWT through the reflection path among transmitter, RISs and receivers in order to enhance the communication performance and energy efficiency simultaneously. First, a maximum-signal-to-interference-and-noise ratio (MSINR) scheme is proposed in a single user scenario. Then, the multi-user scenario is considered where the illegitimate users are regarded as eavesdroppers. A maximum-secrecy-rate (MSR) scheme and a maximum-signal-to-leakage-and-noise ratio (MSLNR) are proposed. The former achieves a better secrecy rate (SR) performance but incurs a higher complexity. The latter has a lower complexity than the MSR scheme with an SR performance loss. Simulation results show that both single-user scheme and multi-user scheme can achieve SPWT which transmits confidential message precisely to location of desired users. Moreover, MSLNR scheme has a lower complexity than the MSR scheme, while the SR performance is close to that of the MSR scheme.

Index Terms—Secure precise wireless transmission, hybrid digital and analog beamforming, secrecy rate, leakage, low complexity.

I. INTRODUCTION

As a promising physical layer security (PLS) technique in future 6G communications, directional modulation (DM) [11–14] has attracted ever-growing interests from industry and academic due to its unique characteristic, which projects modulated confidential signal into a predetermined spatial direction while makes the constellations of the signal in other directions distorted simultaneously. By contrast, the traditional communication methods based on cryptographic techniques need additional secure channels for private key exchanging and thus may be not applicable in the mobile Internet. Benefiting from the key-less PLS technique [3–10], DM can significantly decrease the probability of confidential signal being eavesdropped on and gradually becomes an alternative technology to do encryption in the higher layer.

With a substantial progression of PLS in various aspects, such as massive multi-input-multi-output (MIMO) technique [11, 12] and artificial noise (AN) aided secure transmission [13, 14], DM has also been rapidly developed by integrating the merits of these PLS techniques. In [3] and [4], the authors proposed a DM signal construction method by shifting the phase of each antenna element which is implemented on the radio frequency (RF) front-end but requires high speed RF switches and high complexity. To overcome those disadvantages, Hu et al. in [15] developed an AN-aided robust baseband DM scheme by considering the estimation errors on direction angles. As a further step, Shu et al. in [16] considered multi-user broadcasting scenarios and proposed a leakage-based robust DM scheme. Moreover, in [17], Lu et al. put forward a power allocation strategy for transmitting confidential signal and AN, which significantly increases the secrecy performance.

However, DM can only guarantee the security in a specific direction rather than a specific distance, which means that the eavesdroppers can intercept confidential message at the same direction but different distance [13]. When the eavesdroppers are located on the same direction as desired receivers, the secure transmission may face with a great challenge. To guarantee a secure transmission in the aforementioned scenario, researchers investigated the combination of PLS and DM [19–21] and started the study of secure precise wireless transmission (SPWT) in the two dimensional scenario, which aims to transmit confidential message to a specific direction and distance. Specifically, in [22] and [23], the authors proposed a linear frequency diverse array (LFDA) to address the problem that DM can not guarantee the secure transmission in different distance. With the LFDA, the produced beam-pattern is controlled by both direction and distance, thus secure transmission can be guaranteed in the scenario where the desired user and eavesdropper are located in the same direction but different distance. Nevertheless, LFDA scheme has its weakness that the direction and distance of the produced beam-pattern achieved by LFDA are coupled. This means that multiple direction and range pairs may exist at locations where eavesdroppers can receive the identical signal as the desired users, which may still cause security problems. In [24–26], the authors proposed a random frequency diverse array (RFDA) scheme, which has a property that can decouple the correlation between the direction and distance. In addition, two random subcarrier selection methods were proposed in [27] to achieve SPWT for each modulated orthogonal frequency division multiplexing (OFDM) symbol [28, 29], which makes SPWT more practical for real scenarios. In [30], the authors proposed a hybrid digital and analog (HDB) beamforming scheme which significantly reduces the complexity of SPWT, while reduces the RF-chain
Due to the high requirements on the specific direction and distance, SPWT is usually applied in light of sight (LOS) channel scenarios, such as unmanned aerial vehicle (UAV) communication, suburban mobile communication and satellite communication. However, the direct path from the transmitter to the receiver may be obstructed by some obstacles, such as high buildings, mountains and trees. This means that the LOS channel between transmitter and receiver could be unavailable. Thus, the technology of reconfigurable intelligent surface (RIS) \cite{31,32} is introduced to achieve SPWT, since it can reflect the confidential signal and provide an extra transmission path. In other words, RIS is regarded as a relay but more practical since an RIS consists of a number of low-cost passive elements with adjustable phase shifts. Different from amplify-and-forward (AF) relay, RIS only reflects the received signal as a passive array where additional power consumption can be avoided. Moreover, a full-duplex modeled RIS system has a higher spectral efficiency than a AF relay modeled transmission system. In \cite{33}, the authors proposed an enhanced RIS-aided wireless network via joint active and passive beamforming. Then, the authors in \cite{34} studied a more practical RIS-aided wireless network, where an RIS is deployed with only a finite number of phase shifts at each element. To transmit both power and information, Wu et al. in \cite{35} proposed a new simultaneous wireless information and power transfer system with the aid of the RIS technology. Moreover, a RIS assisted secure wireless communications with multiple-transmit and multiple-receive antennas was shown in \cite{36}. To the best of our knowledge, most recent works related on RIS transmission are based on a single equipped RIS. Since the receiver’s position may change frequently to different locations, the direct path between a single RIS and receiver may also be unavailable which may lead to a failure transmission.

As aforementioned, due to the LOS direct path requirement of SPWT, a more reliable secure transmission scheme has to be designed. RIS-aided SPWT is an alternative scheme to overcome the problem that the LOS direct path may be unavailable. In this paper, we combine SPWT with RIS in a direct path unavailable scenario and propose three multi-RISs-aided SPWT schemes. Moreover, a three dimensional (3D) scenario is considered which has one more pitch angle dimension than that of two dimensional (2D) scenario (distance dimension and azimuth angle dimension only). Then, with the goal of maximizing the signal-to-interference-and-noise ratio (SINR) or secrecy rate (SR) at the location of desired users, confidential message energy can be conserved by the desired users while other users can only receive a constellation distorted signal with low useful signal power. Our main contributions are summarized as follows.

1) Considering multi-RIS, a 3D SPWT system with rectangular transmit antenna array is proposed. Due to the fact that the RIS consists of a number of low cost passive elements with adjustable phase shifts, it can significantly reduce the complexity and increase the energy efficiency compared with AF relay. More importantly, the system designs the phase shifts for the part of RISs which has available LOS channel to the user. Compared with single-RIS system which can not guarantee that there exist a LOS direct path between the RIS and the user, multi-RIS system is more practical for real scenarios. Then, a maximum-signal-to-noise ratio (MSINR) scheme is proposed with single user which guarantees the desired user receiving the maximum confidential signal power, while at the same time, the artificial noise is projected on the null-space of the desired user to interfere the location-unknown and potential existed eavesdroppers.

2) Considering multi-user scenarios where the part of undesired users are regarded as eavesdroppers, a maximum-secrecy-rate (MSR) scheme is proposed to send confidential message to the desired users and protect the privacy information from eavesdropper at the same time. In this scenario, this scheme is achieved by maximizing the secrecy capacity of the minimal user. The MSR algorithm provides the optimal solutions of beamforming vector, AN vector in transmitter and the phase-shifting in the RISs with an extremely high complexity.

3) To reduce the high complexity of MSR scheme, a low-complexity maximum-signal-to-interference-and-noise ratio (MSLNR) scheme is proposed by maximizing the ratio of the confidential signal power received by desired users to that received by eavesdroppers. Numerical results show that this scheme gives a suboptimal solution with a significantly reduced complexity, while the secrecy rate performance of the MSLNR scheme is close to that of the MSR scheme.

The remainder of this paper is organized as follows. In Section II, we propose the RISs-aided 3-D SPWT system model. Then, a MSINR scheme for single user scenario is presented in Section III. In Section IV, a high performance MSR scheme and a low-complexity MSLNR scheme are proposed for multi-user scenario. The performance of the proposed method is evaluated in Section V. Finally, the conclusions are drawn in Section V.

Notations: Throughout the paper, matrices, vectors, and scalars are denoted by letters of bold upper case, bold lower case, and lower case, respectively. Signs \((\cdot)^*, (\cdot)^T, (\cdot)^H, (\cdot)^{-1}\) denote conjugate, matrix transpose, conjugate transpose, and Moore-Penrose inverse, respectively. The symbol \(I_k\) denotes the \(K \times K\) identity matrix.

II. System Model

As shown in Fig. 1 consider a multi-RIS-aided SPWT system where the direct path from the transmitter Alice to the receiver Bob is blocked by high-rise buildings. The transmitter Alice is a rectangular antenna array with the antenna number of \(N = N_r \times N_c\) and the antenna spacing is denoted as \(d_A\). The \(K\) RISs with a rectangular array having \(M = M_r \times M_c\) elements are equipped on the surface of high-rise building. Assuming that all of the RISs is perpendicular to the ground, the element spacing and height of each RIS are denoted as \(d_1\) and \(g\), respectively. Without loss of generation, we assume the transmitter Alice and the users are on the ground at the same
height. Due to the large path loss, the signal power reflected by the RIS two or more times is negligible. Therefore, it is assumed that the channels from Alice to RIS and RIS to Bob are light of sight (LOS) channel, while the direct path channel from Alice to Bob is unavailable.

Taking the first antenna of Alice as the reference element, the angle between the antenna array of Alice and the projection of RIS on the ground is denoted as $\theta_{IX}$, the azimuth angle and the pitch angle between Alice and the RIS are denoted as $\theta_{AI}$ and $\phi_{AI}$, respectively. $\theta_{IB}$ and $\phi_{IB}$ denote the azimuth angle and pitch angle between the RIS and Bob, respectively. Moreover, we denote $r_{AI}$, $r_{IB}$ and $r_{AB}$ as the distance from Alice to RIS, the distance from RIS to Bob, and the distance from Alice to Bob, respectively.

In general, we assume that the location of the RISs and Bob are known by Alice. Assuming that the reference antenna of Alice as the origin, the row and column of rectangular antenna array are regarded as X-axis and Y-axis, respectively. Then we establish a rectangular coordinate system. The locations of Bob and $k$-th RIS are expressed as $(x_B, y_B, 0)$ and $(x_k, y_k, g_k)$, respectively. The values of $\theta_{IX}$, $(x_B, y_B, 0)$ and $(x_k, y_k, g_k)\forall k = 1, 2, \ldots, K$ are known in advance.

According to the location coordinating information of Bob and RIS, the azimuth angles and pitch angles can be obtained by trigonometric function operations which are expressed as

$$\theta_{AI} = \arctan \frac{y_k}{x_k},$$

$$\phi_{AI} = \arctan \frac{g_k}{\sqrt{x_k^2 + y_k^2}},$$

and

$$\theta_{IB} = \arctan \frac{y_k - y_b}{x_B - x_k},$$

$$\phi_{IB} = \arctan \frac{g_k}{\sqrt{(x_k - x_B)^2 + (y_k - y_B)^2}}.$$  

where $\theta_{AI}$ and $\phi_{AI}$ denote the azimuth angle and pitch angle between Alice and the $k$-th RIS, respectively, $\theta_{IB}$ and $\phi_{IB}$ denote the azimuth angle and pitch angle between Bob and the $k$-th RIS, respectively. The distance from Alice to the $k$-th RIS (the first row first column element) $r_{AI}$, and the distance from $k$-th RIS to Bob $r_{IB}$ can be expressed as

$$r_{AI} = \sqrt{x_k^2 + y_k^2 + g_k^2},$$

and

$$r_{IB} = \sqrt{(x_k - x_B)^2 + (y_k - y_B)^2 + g_k^2},$$

respectively. Then, the angle and distance information are obtained which can facilitate the next calculations.

In the following, the channel steering vectors between Alice to the $k$-th RIS and the $k$-th RIS to Bob are derived. First, according to SPWT system, random-subcarrier-selection (RSCS) is applied in transmitter’s antennas. Then, according to [27], the subcarrier frequency allocated to the $n$-th element of transmitter antenna array is given by

$$f_n = f_c + \eta_n \Delta f,$$

where $f_c$ denotes the reference frequency, $\Delta f$ denotes the subchannel bandwidth and $\eta_n \in \{0, 1, \ldots, N_s - 1\}$ denotes the chosen subcarrier index. Note that the total bandwidth $B = N_s \Delta f$. It is assumed that the total bandwidth is far less than the reference frequency, i.e. satisfying $N_s \Delta f \ll f_c$.

Then, the phase of the received signal from the reference element of Alice (i.e. the first element with the reference frequency $f_c$) is given by

$$\psi_0 = 2\pi f_c \frac{r_A}{c},$$

where $c$ is the light speed, $r_A$ denotes the distance between Alice and receiver (the $k$-th RIS). Likewise, the phase of the received signal from the $n$-th element (i.e., the $n_r$-th row and $n_c$-th column element) of Alice can be expressed as

$$\psi_{n_r, n_c} = 2\pi f_c n_r, n_c,$$

where $\beta_A$ denotes the angle between the receiver and the columns of the antenna array of Alice, which can be expressed as

$$\beta_A = \arccos (\cos \varphi_A \sin \theta_A).$$

And $\gamma_A$ is the angle between the receiver and the rows of the antenna array of Alice, which is given by

$$\gamma_A = \arccos (\cos \varphi_A \cos \theta_A),$$

where $\varphi_A$ and $\theta_A$ are the receiver’s pitch angle and azimuth angle related to Alice, respectively. Then, the phase shift of
the \( n_r \)-th row and the \( n_c \)-th column element at Alice relative to the reference element is given by

\[
\Psi_{n_r,n_c} = \psi_{n_r,n_c} - \psi_{k_0}. \tag{12}
\]

Then the normalized steering vector from Alice to a specific location with \((r, \theta, \varphi)\) is given by

\[
\mathbf{h}_A = \frac{1}{\sqrt{N}} \begin{bmatrix} e^{j\Psi_{1,1}}, e^{j\Psi_{1,2}}, \ldots, e^{j\Psi_{N_c,1}} \\
\vdots \\
e^{j\Psi_{2,1}}, \ldots, e^{j\Psi_{N_c,N_r}} \end{bmatrix}. \tag{13}
\]

Similarly, the phase shift of the reflected signal at the \( m_r \)-th row and the \( m_c \)-th column element of \( k \)-th RIS relative to the reference element (i.e. the first element of the RIS) is given by

\[
\Phi_{m_r,m_c}(f_{n_r,n_c}) = \frac{2\pi f_{n_r,n_c}}{c} (r + \Delta r_{m_r,m_c}(n_r,n_c) - (m_r - 1)d_l \cos \beta_{k_b} + (m_c - 1)d_l \cos \gamma_{k_b}), \tag{14}
\]

where \( f_{n_r,n_c} \) denotes the reflected signal frequency. \( \Delta r_{m_r,m_c}(n_r,n_c) \) denotes the distance difference related to the \( n_r \)-th row and the \( n_c \)-th column element of Alice which can be expressed as

\[
\Delta r_{m_r,m_c}(n_r,n_c) = (m_c - 1)d_l \cos \varphi_{A_k} \cos \gamma_{k_b} - (m_r - 1)d_l \sin \varphi_{A_k}. \tag{15}
\]

Note that in \( 13 \), \( \beta_{k_b} \) denotes the angle between the column of the \( k \)-th RIS and the receiver (i.e. desired users), and \( \gamma_{k_b} \) denotes the angle between the row of RIS and the receiver, which are different from \( \beta_A \) and \( \gamma_A \) since the RIS has its placement angle \( \theta_{k_b} \). The expressions of \( \beta_k \) and \( \gamma_k \) are represented as

\[
\beta_k = \arccos(\cos \varphi_{k_b} \sin(\theta_{k_b} + \theta_{k_b})), \tag{16}
\]

and

\[
\gamma_k = \arccos(\cos \varphi_{k_b} \cos(\theta_{k_b} + \theta_{k_b})), \tag{17}
\]

where \( \varphi_{k_b} \) is the pitch angle between the \( k \)-th RIS and the receiver, and \( \theta_{k_b} \) is the azimuth angle between the \( k \)-th RIS and the receiver.

Hence, the steering vector from the \( k \)-th RIS to the receiver can be expressed as

\[
\mathbf{h}_k(f) = [1, e^{j\Phi_{1,1}(f)}, \ldots, e^{j\Phi_{M_c,1}(f)}, \\
\vdots \\
e^{j\Phi_{1,1}(f)}, \ldots, e^{j\Phi_{M_c,1}(f)}]^T. \tag{18}
\]

Considering the security problem of SPWT system, AN is used in beamforming to interfere eavesdroppers. Then, the transmitted signal can be represented as

\[
s = \sqrt{\alpha P_s} \mathbf{v} x + \sqrt{(1 - \alpha) P_s} \mathbf{w}. \tag{19}
\]

where \( \alpha \) denotes the power allocation factor which allocates the power of transmitted confidential signal and AN, which satisfies \( 0 \leq \alpha \leq 1 \). \( P_s \) is the transmit power of Alice. \( x \) is a transmitted complex digital modulation symbol with \( \mathbb{E}[|x|^2] = 1 \). In addition, \( \mathbf{v} \in \mathbb{C}^{N \times 1} \) denotes the beamforming vector with \( \|\mathbf{v}\|^2 = 1 \) and \( \mathbf{w} \in \mathbb{C}^{N \times 1} \) is the artificial noise with \( \|\mathbf{w}\|^2 = 1 \).

Next, by substituting the location information of the \( k \)-th RIS \((r_{A_k}, \theta_{A_k}, \varphi_{A_k})\) into \( 13 \), and the Bob’s location information \((r_{B_k}, \theta_{B_k}, \varphi_{B_k})\) relative to the \( k \)-th RIS into \( 18 \), respectively, we can obtain the steering vector \( \mathbf{h}_{A_k} \) from Alice to the \( k \)-th RIS and the steering vector \( \mathbf{h}_{B_k} \) from the \( k \)-th RIS to Bob, respectively. Then, the received signal reflected from \( K \) RISs to Bob can be expressed as

\[
y_{AIB} = \sum_{k=1}^{K} \rho_{AIkB} \mathbf{h}_{A_k}^H \text{diag}(\mathbf{s}) \mathbf{h}_{B_k}(f_{1,1}, \ldots, \mathbf{h}_{B_k}(f_{N_c,N_r}))^H \mathbf{\Theta}_k + n_B, \tag{20}
\]

where \( \rho_{AIkB} \) denotes the path loss through the reflection path and is proportional to \( (4\pi r_{AIkB})^{-\alpha} \). \( n_B \) is the additive white Gaussian noise (AWGN) at Bob with the distribution \( \mathcal{CN} \sim (0, \sigma^2) \). \( \mathbf{\Theta}_k \) represents the phase-shift matrix of RIS which is expressed as

\[
\mathbf{\Theta}_k = [e^{j\varphi_{k_1,1}}, e^{j\varphi_{k_1,2}}, \ldots, e^{j\varphi_{k_{m_r}m_c}}]^T. \tag{21}
\]

Defining \( \mathbf{H}_{IB}(f) = [\mathbf{h}_{B_k}(f_{1,1}), \ldots, \mathbf{h}_{B_k}(f_{N_c,N_r})] \), \( 20 \) can be rewritten as

\[
y_{AIB} = \sum_{k=1}^{K} \rho_{AIkB} \sqrt{\alpha P_s} \mathbf{h}_{A_k}^H \text{diag}(\mathbf{v}) \mathbf{H}_{IB}(f) \mathbf{\Theta}_k x + \rho_{AIkB} \sqrt{(1 - \alpha) P_s} \mathbf{h}_{A_k}^H \text{diag}(\mathbf{w}) \mathbf{H}_{IB}(f) \mathbf{\Theta}_k^T + n_B. \tag{22}
\]

Accordingly, the SINR of Bob is given by \( 23 \).

### III. Proposed MSINR Scheme in Single-User System

In this section, we consider a single-user scenario to achieve SPWT by optimizing both the beamforming in Alice and the phase-shifting in RISs. Since the eavesdroppers’ locations are usually unknown by Alice, their channel state information (CSI) is unavailable, we do not consider the eavesdroppers in this scenario and the eavesdroppers scenario is discussed in next section. Thus, we resort to maximize the SINR at Bob with a given power allocation factor \( \alpha \). As a result, AN can be projected in the null space of Bob, and only potential eavesdroppers will be influenced by AN.

In this case, the optimization problem is transformed to

\[
\max_{\mathbf{v},\mathbf{w},\Omega_k} \text{SINR}_B \tag{24a}
\]

s.t. \( \|\mathbf{v}\|^2 = 1, \|\mathbf{w}\|^2 = 1, \tag{24b} \) \( \forall k = 1, 2, \ldots, K \). \tag{24c}

Let us define auxiliary variables \( \Omega_k = \text{diag}(\mathbf{h}_{A_k}^H) \) and \( \Upsilon_k = \rho_{AIkB} \sqrt{P_s} \mathbf{H}_{IB}^H \). Then, according to the matrix transformation, we can rewrite \( \mathbf{h}_{A_k}^H \text{diag}(\mathbf{v}) \) and \( \mathbf{h}_{A_k}^H \text{diag}(\mathbf{w}) \) to \( \mathbf{v}^T \Omega_k \) and \( \mathbf{w}^T \Upsilon_k \), respectively.
and $w^T \Omega_k$, respectively. As a result, problem (24) can be rewritten as
\[
\max_{v, w, \Theta} \left| \sqrt{\alpha} v^T \sum_{k=1}^{K} \Upsilon_k \Omega_k \mathbf{H}_{I_kB}^H(f) \Theta_k \right|^2 / \left| \sqrt{1 - \alpha} w^T \sum_{k=1}^{K} \Upsilon_k \Omega_k \mathbf{H}_{I_kB}^H(f) \Theta_k \right|^2 + \sigma^2 \quad \text{(25a)}
\]
subject to $|v|^2 = 1, |w|^2 = 1$ and $k = 1, 2, \ldots, K$. \quad \text{(25b)}

In (25a), another auxiliary variable is defined as $\Gamma = \sum_{k=1}^{K} \Upsilon_k \Omega_k \mathbf{H}_{I_kB}^H(f) \Theta_k, \Gamma \in \mathbb{C}(N \times 1)$ to simplify the objective function. For any given $\Theta_k (\forall k = 1, 2, \ldots, K)$, it is known that the optimal transmit beamforming solution to (25) is
\[
v_{opt} = \Gamma^* / ||\Gamma||, \quad \text{(26)}
\]
and the optimal AN vector is
\[
w_{opt} = z \left[ ||\Gamma||^2 \mathbf{I}_N - \Gamma \Gamma^T \right]^{\top} / ||z||^2 ||\Gamma||^2 \mathbf{I}_N - \Gamma \Gamma^T ||, \quad \text{(27)}
\]
where $z$ consists of $N$ i.i.d. circularly-symmetric complex Gaussian random variables with zero-mean and unit-variance, i.e., $z \sim \mathcal{CN}(0, \mathbf{I}_N)$.

Substituting (27) into (25), the optimal SINR at Bob is given by
\[
\text{SINR}_B = \frac{\left| \sqrt{\alpha} v^T \sum_{k=1}^{K} \Upsilon_k \Omega_k \mathbf{H}_{I_kB}^H(f) \Theta_k \right|^2}{\sigma^2}. \quad \text{(28)}
\]

Accordingly, the optimization problem (25) is equivalent to
\[
\max_{\Theta} \left| \sum_{k=1}^{K} v^T \Upsilon_k \Omega_k \mathbf{H}_{I_kB}^H(f) \Theta_k \right|^2 \quad \text{(29a)}
\]
subject to \quad \text{(29b)}

Since $\Upsilon_k$, $\Omega_k$ and $\mathbf{H}_{I_kB}^H(f)$ in (29a) are known, and $v^T \Upsilon_k \Omega_k \mathbf{H}_{I_kB}^H(f)$ is a $1 \times M$ vector. Thus, (29a) can be rewritten as
\[
\left| \sum_{k=1}^{K} \Upsilon_k \Omega_k \mathbf{H}_{I_kB}^H(f) \Theta_k \right|^2 = \left| \sum_{m=1}^{M} \left( \sum_{k=1}^{K} A_{km} e^{j\gamma_{km}} e^{j\varphi_{km}} \right) \right|^2, \quad \text{(30)}
\]
where $A_{km}$ is a positive real number which denotes the amplitude of the $m$-th element in $v^T \Upsilon_k \Omega_k \mathbf{H}_{I_kB}^H(f)$, and $0 \leq \gamma_{km} \leq 2\pi$ denotes the phase angle of the $m$-th element in $v^T \Upsilon_k \Omega_k \mathbf{H}_{I_kB}^H(f)$. In addition, the subscript $m$ in (30) is the simplified expression of $(m_r, m_c)$, which satisfies $m = (m_r - 1)M_r + m_c$, $(0 \leq m_c \leq M_r, 0 \leq m_r \leq M_c)$.

According to (30), it is clear to see that when $\sum_{m=1}^{M} A_{km} e^{j\gamma_{km}} e^{j\varphi_{km}}$ for each $k$ has the same phase angle, $| \sum_{k=1}^{K} (\sum_{m=1}^{M} A_{km} e^{j\gamma_{km}} e^{j\varphi_{km}}) |^2$ achieves the maximum value. Thus, let us denote a constant phase angle for each of $M$ $\sum_{m=1}^{M} A_{km} e^{j\gamma_{km}} e^{j\varphi_{km}}$ to $\varphi_0$, i.e.,
\[
\arg(\sum_{m=1}^{M} A_{km} e^{j\gamma_{km}} e^{j\varphi_{km}}) = \varphi_0, \forall k = 1, 2, \ldots, K. \quad \text{(31)}
\]

In this case, the optimization problem (29) can be transformed to K sub-optimization problem as
\[
\max_{\varphi_k} \left| \sum_{m=1}^{M} A_{km} e^{j\gamma_{km}} e^{j\varphi_{km}} \right|, \forall k = 1, 2, \ldots, K. \quad \text{(32)}
\]

Next, we have the following inequality:
\[
| \sum_{m=1}^{M} A_{km} e^{j\gamma_{km}} e^{j\varphi_{km}} | \leq \sum_{m=1}^{M} | A_{km} e^{j\gamma_{km}} e^{j\varphi_{km}} |, \quad \text{(33)}
\]
where $\gamma_{km} + \varphi_{km} = \varphi_0 (\forall m = 1, 2, \ldots, M)$, and the inequality (33) satisfies the equality condition. Accordingly, the optimal value of $\varphi_{km}$ is given by
\[
\varphi_{km} = \varphi_0 - \gamma_{km}. \quad \text{(34)}
\]

Then, after substituting (34) into (29), the optimal $v$ and $\Theta_k$ can be obtained within a finite number of iterations. The detailed process is shown in Algorithm 1. To be specific, first, giving an initial value of $\Theta_k[0], \forall k = 1, \ldots, K$, according to (25), we can obtain $v[0]$. Next, substituting $v[0]$ into (28), $\Theta_k[1], \forall k = 1, \ldots, K$ can be obtained by (23). At last, we repeat the above process until convergence, and obtain the optimal solution $v_{opt}$ and $\Theta_{km}, \forall k = 1, \ldots, K$. Since $\text{SINR}_B(v[n+1], \Theta[n+1]) \geq \text{SINR}_B(v[n+1], \Theta[n]) \geq \text{SINR}_B(v[n], \Theta[n])$, where $\Theta[n] = \Theta_1[n], \ldots, \Theta_K[n]$, Algorithm 1 converges.

Furthermore, it should be noted that, since $w$ is designed on the null-space of Bob, we have
\[
w^T \sum_{k=1}^{K} \Upsilon_k \Omega_k \mathbf{H}_{I_kB}^H(f) \Theta_k = 0. \quad \text{(35)}
\]
Thus, by substituting $\Theta_{km}, \forall k = 1, \ldots, K$ into (27), the optimal solution of $w$ can be obtained.
Algorithm 1 Iteration algorithm for the MSINR scheme
1: Initialize $\Theta_k[0](\forall k = 1, \ldots, K)$ randomly that is feasible to (25);
2: Set $n = 0$;
3: repeat
4: Obtain $v[n]$ by (26);
5: Substitute $v[n]$ into (28), and obtain $\Theta_k[n+1]$ by (34);
6: Update $n = n + 1$;
7: until convergence
8: Output the final optimal solution $v_{opt} = v[n], \Theta_{k_{opt}} = \Theta_k[n], \forall k = 1, \ldots, K.$

IV. PROPOSED SCHEMES IN MULTI-USER SYSTEM

In this section, we consider a multi-user multi-RIS-aided SPWT system. Let $P$ denote the number of desired users which confidential message is transmitted to, and let $Q$ denote the number of undesired users which are not expected to receive the confidential signals. We regard $P$ desired users as legitimate users (Bobs) and $Q$ undesired users as eavesdroppers (Eves), respectively. To protect the confidential signal from eavesdropping by Eves, the optimization problem can be established by maximizing the SR.

A. Proposed MSR scheme

According to the equation of SINR (23) in Section III, the SINR at the $p$-th desired user $\text{SINR}_{B_p}$ can be given by substituting $\rho_{AI_kB_p}$ and $\mathbf{H}_{I_kB_p}^H$ into (23). Similarly, the SINR at the $q$-th eavesdropper $\text{SINR}_{E_q}$ can be given by substituting $\rho_{AI_kE_q}$ and $\mathbf{H}_{I_kE_q}^H$ into (23). Then, the SR can be expressed as

$$\text{SR} = \max\{0, \min_{p,q}\{\log(1 + \text{SINR}_{B_p}) - \log(1 + \text{SINR}_{E_q})\} \}.$$  

(36)

Accordingly, the optimization problem of maximizing the SR is constructed as

$$\max_{\text{v, w}, \theta_{p,q}} \text{SR} \quad \text{s.t.} \quad \|\text{v}\|^2 = 1, \|\text{w}\|^2 = 1$$

(37a)

$$\quad \|\text{w}\|^2 = 1, \forall k = 1, 2, \ldots, K.$$  

(37b)

$$\quad \text{SR} = 1, \forall k = 1, \ldots, K.$$  

(37c)

However, the objective function in (37a) is composed of the logarithmic function of the product of fractional quadratic functions, which is non-convex and difficult to tackle. Thus, semi-definite relaxation and first order Taylor expansion are employed in transforming the original problem into a convex problem. The detailed process is illustrated as follows.

First, we can observe that in (23) the beamforming vector $\text{v}$, the AN vector $\text{w}$, and the phase shifting in RIS $\Theta$ are coupled, which makes the joint optimization problem very difficult to solve. Therefore, we give an initial value of $\Theta_k, \forall k = 1, 2, \ldots, K.$ Then, let $\Gamma_p = \sum_{k=1}^{K} \gamma_k \Omega_k H_{I_kB_p}^H(f)\Theta_k$ and $\Gamma_q = \sum_{k=1}^{K} \gamma_k \Omega_k H_{I_kE_q}^H(f)\Theta_k.$ Accordingly, problem (37a) can be simplified as

$$\max_{\text{v}, \text{w}, \theta_{p,q}} \min\{\log(1 + \frac{|\text{v}^T \Gamma_p|^2}{\|\text{w}^T \Gamma_p|^2 + \sigma^2}) - \log(1 + \frac{|\text{v}^T \Gamma_q|^2}{\|\text{w}^T \Gamma_q|^2 + \sigma^2})\},$$

(38a)

$$\quad \text{s.t.} \quad \|\text{v}\|^2 + \|\text{w}\|^2 = 1.$$  

(38b)

Note that in (38), power allocation factor $\alpha$ is integrated into $\text{v}$ and $\text{w}$, i.e., $\text{v} = \alpha\text{v}$ and $\text{w} = (1 - \alpha)\text{w}.$ Thus the power constraint is given as (38b), and then the optimization variables are reduced to two.

Next, we introduce a set of the exponential variables to substitute the numerators and denominators of the fractions in the objective function in (38), i.e.,

$$e^{\mu_p} = |\text{v}^T \Gamma_p|^2 + |\text{w}^T \Gamma_p|^2 + \sigma^2,$$

(39)

$$e^{\nu_p} = |\text{w}^T \Gamma_p|^2 + \sigma^2,$$

(40)

$$e^{\lambda_q} = |\text{v}^T \Gamma_q|^2 + |\text{w}^T \Gamma_q|^2 + \sigma^2,$$

(41)

$$e^{\omega_q} = |\text{w}^T \Gamma_q|^2 + \sigma^2.$$  

(42)

According to the properties of exponential and logarithmic functions, the problem (38) can be rewritten as

$$\max_{\text{v}, \text{w}, \theta_{p,q}} \min\{\mu_p - \nu_p - \lambda_q + \omega_q\},$$

(43a)

$$\quad \text{s.t.} \quad \|\text{v}\|^2 + \|\text{w}\|^2 = 1,$$

(43b)

$$\quad |\text{v}^T \Gamma_p|^2 + |\text{w}^T \Gamma_p|^2 + \sigma^2 \geq e^{\mu_p},$$

(43c)

$$\quad |\text{w}^T \Gamma_p|^2 + \sigma^2 \geq e^{\nu_p},$$

(43d)

$$\quad |\text{v}^T \Gamma_q|^2 + |\text{w}^T \Gamma_q|^2 + \sigma^2 \leq e^{\lambda_q},$$

(43e)

$$\quad |\text{w}^T \Gamma_q|^2 + \sigma^2 \geq e^{\omega_q}.$$  

(43f)

Then, the objective function (43a) is a concave function because it is a minimum of the affine functions. However, the constraint (43c) are all non-convex. In order to transform these constraints into convex ones, we substitute the positive semi-definite matrix variables $R_v = \text{v}^T\text{v}, R_w = \text{w}^T\text{w}$ and $R_{\Gamma_p} = \Gamma_p \Gamma_p^H$ into (43). Note that $R_v$ and $R_w$ need to satisfy $R_v, R_w \succeq 0$, and rank($R_v, R_w$) = 1. Since the rank-one constraint is still non-convex, we apply the semi-definite relaxation (SDR) to relax this constraint. As a result, the optimization problem (43) is reduced to

$$\max_{R_v, R_w, \theta_{p,q}} \min\{\mu_p - \nu_p - \lambda_q + \omega_q\},$$

(44a)

$$\quad \text{s.t.} \quad \text{Tr}(R_v) + \text{Tr}(R_w) = 1,$$

(44b)

$$\quad \text{Tr}(R_{\Gamma_p} R_v) + \text{Tr}(R_{\Gamma_p} R_w) + \sigma^2 \geq e^{\mu_p}, \forall p,$$

(44c)

$$\quad \text{Tr}(R_{\Gamma_p} R_w) + \sigma^2 \leq e^{\nu_p}, \forall p,$$

(44d)

$$\quad \text{Tr}(R_{\Gamma_q} R_v) + \text{Tr}(R_{\Gamma_q} R_w) + \sigma^2 \leq e^{\lambda_q}, \forall q,$$

(44e)

$$\quad \text{Tr}(R_{\Gamma_q} R_w) + \sigma^2 \geq e^{\omega_q}, \forall q,$$

(44f)

$$\quad R_v, R_w \succeq 0,$$

(44g)

In this case, the constraints in (44c) and (44e) are still non-
convex, thus we linearize $e^{\nu'}$ and $e^{\lambda_q}$ based on the first-order Taylor approximation as

$$e^{\nu'} = e^{\nu_p} (\nu_p - \nu_p + 1), \tag{45}$$

$$e^{\lambda_q} = e^{\lambda_q} (\lambda_q - \lambda_q + 1), \tag{46}$$

where $\nu_p$ and $\lambda_q$ are the approximation point, and the approximations are made around $\nu_p = \ln (\text{Tr}(R_{\nu_p} R_w) + \sigma^2)$, $\lambda_q = \ln (\text{Tr}(R_{\nu_q} R_v) + \text{Tr}(R_{\nu_q} R_w) + \sigma^2)$.

Hence, the problem (43) is eventually transformed as

$$\max_{R_v, R_w} \min_{p,q} \{\mu_p - \nu_p - \lambda_q + \omega_q\}, \tag{49a}$$

s.t. $\text{Tr}(R_{\nu_p} R_v) + \text{Tr}(R_{\nu_p} R_w) + \sigma^2 \geq e^{\nu_p}, \forall p$,

$\text{Tr}(R_{\nu_q} R_v) + \text{Tr}(R_{\nu_q} R_w) + \sigma^2 \geq e^{\lambda_q} (\lambda_q - \lambda_q + 1), \forall q$.

Similarly, we denote

$$\eta_{kP} = \rho_{A_{kP}} B \sqrt{\alpha P_h} A_h^H \text{diag}(v) H_{i_k}^H(f). \tag{52}$$

Then, the SINR at the p-th desired user is reduced as

$$\text{SINR}_{B_p} = \frac{| \sum_{k=1}^{K} \zeta_{kP} B \Theta_k |^2}{| \sum_{k=1}^{K} \eta_{kP} B \Theta_k |^2 + \sigma^2} \tag{53}$$

Since $\zeta_{kP}$ and $\eta_{kP}$ are $1 \times M$ vectors and $\Theta_k$ is a $M \times 1$ vector, the summation can be rewritten as

$$\sum_{k=1}^{K} \zeta_{kP} B \Theta_k = O_{Bk} \Theta \tag{54}$$

and

$$\sum_{k=1}^{K} \eta_{kP} B \Theta_k = U_{Bk} \Theta \tag{55}$$

where $O_{Bk}$, $U_{Bk}$, and $\Theta$ are the composite vector of $\zeta_{kP}$, $\eta_{kP}$, and $\Theta_k$, respectively, which are given as

$$O_{Bk} = [\zeta_{1P}, \zeta_{2P}, \ldots, \zeta_{KP}], \tag{56}$$

$$U_{Bk} = [\eta_{1P}, \eta_{2P}, \ldots, \eta_{KP}], \tag{57}$$

and

$$\Theta = [\Theta_1^T, \Theta_2^T, \ldots, \Theta_K^T]^T. \tag{58}$$

Similarly, $O_{E_q}$, $U_{E_q}$, and $\Theta$ can be obtained. Then, the optimization problem is reduced as

$$\max_{\Theta_k} \min_{p,q} \{\log(1 + \frac{|O_{Bk} \Theta|^2}{|U_{Bk} \Theta|^2 + \sigma^2}) - \log(1 + \frac{|O_{E_k} \Theta|^2}{|U_{E_k} \Theta|^2 + \sigma^2})\}, \tag{59a}$$

s.t. $|\Theta_{k,m}|^2 = 1(\forall k = 1, \ldots, K, \forall m = 1, \ldots, M). \tag{59b}$

According to (49), problem (59) can be transformed as

$$\max_{\nu,v,w} \min_{p,q} \{\alpha_p - b_p - \nu_q + l_q\}, \tag{60a}$$

s.t. $R_{\nu,m} = 1, \forall m = 1, \ldots, K M$,

$\text{Tr}(R_{\nu_p} R_v) + \text{Tr}(R_{\nu_Q} R_v) + \sigma^2 \geq e^{\nu_p}, \forall p$,

$\text{Tr}(R_{\nu_Q} R_v) + \text{Tr}(R_{\nu_Q} R_w) + \sigma^2 \leq e^{\nu_q} (\nu_q - \nu_q + 1), \forall q$.

$\text{Tr}(R_{O_{E_q}} R_{\Theta_k}) + \sigma^2 \geq e^{\nu_q} (n_q - \nu_q + 1), \forall q$.

$R_v, R_w \geq 0$. \tag{60g}$

where $R_{O_{b_p}} = O_{Bp}^H O_{Bp}$, $R_{U_{b_p}} = U_{Bp}^H U_{bp}$, $R_{O_{E_q}} = O_{E_q}^H O_{E_q}$, and $R_{U_{\nu}} = U_{E_q}^H U_{E_q}$ are known. $R_{\Theta} = \Theta \Theta^H$ satisfies that the diagonal element equals to one and $\text{rank}(R_{\Theta}) = 1$. Since the rank-one constraint is non-convex, we relax this
Algorithm 2 Proposed MSR scheme

1: Initialize $v[0], w[0]$ and $\Theta[0]$ randomly that is feasible to (57);
2: Set $n = 0$;
3: Set $m = 0$;
4: repeat
5: Substitute $\Theta[n]$ into (49);
6: repeat
7: Substitute $v[m]$ and $w[m]$ into (49) and (48), respectively, yields $\nu_{p}[m]$ and $\lambda_{q}[m]$;
8: Substitute $\bar{\nu}_{p}[m]$ and $\lambda_{q}[m]$ into (49) yields the optimal solution $R_{v}[m+1]$ and $R_{w}[m+1]$;
9: Obtain $v[m+1]$ and $w[m+1]$ by Gaussian randomization;
10: Update $m = m + 1$;
11: until Convergence
12: repeat
13: Substitute $\Theta[n]$ into (65) and (66), yields $\bar{\nu}_{p}[n]$ and $\bar{\lambda}_{q}[n]$;
14: Substitute $\bar{\nu}_{p}[n]$ and $\bar{\lambda}_{q}[n]$ into (60) yields the optimal solution $R_{\Theta}[n+1]$;
15: Obtain $\Theta[n+1]$ by Gaussian randomization;
16: Update $n = n + 1$;
17: until Convergence
18: until Convergence
19: Output the final optimal solution $v_{opt} = v[m], w_{opt} = w[m]$ and $\Theta_{opt} = \Theta[n]$.

As a convex problem, (60) can be solved iteratively by the existing convex optimization solutions such as CVX. While the relaxed constraint may not lead to a rank-one solution, the CVX algorithms converge. From step 6 to step 11, we can obtain $v[m+1]$ and $w[m+1]$ which satisfy $F(v[m+1]), w[m+1], \Theta[n] \geq F(v[m]), w[m], \Theta[n]$, where $F$ denotes the objective function. From step 12 to step 17, $\Theta[n]$ can be obtained which satisfies $F(v[m+1]), w[m+1], \Theta[n+1] \geq F(v[m+1]), w[m+1], \Theta[n]$. Therefore, Algorithm 2 converges.

Next, we study the complexity of the proposed algorithm. According to [38], the per-iteration complexity of the proposed high performance scheme can be approximately calculated as $O(T_{1}N^{3.5} + T_{2}(MK)^{3.5} + ((K^{2} + 2K)M^{2} + (K + 1)N^{2} + KMN)(P + Q))$, where $T_{1}$ and $T_{2}$ denote the inner iterations times from step 6 to step 11 and from step 12 to step 17 in Algorithm 2, respectively.

B. A low-complexity MSLNR scheme

Since the complexity of the MMSR scheme proposed in Section III-A is high in practice, we propose a low-complexity MSLNR scheme in this subsection which is more practical in realistic scenarios. Based on the MSLNR scheme, the beamforming vector on Alice and the phase shifting on RIS are designed to preserve the power of confidential message as possible in the desired users by minimizing the leakage of confidential message to the eavesdroppers (undesired users). Meanwhile, the AN vector is designed to minimize its impact on desired users, i.e. designed on the null-space of the desired users. The benefit of this scheme is the significantly reduced complexity compared to the MSR scheme.

First, we give the optimal problem of MSLNR scheme as

$$\max_{v,w,\Theta} \text{SLNR}$$

s.t. $\|v\|^{2} = 1$, $\|w\|^{2} = 1$, $(67a)$, $\forall k = 1, 2, \ldots, K.$

According to the definition of SLNR, the expression can be given by

$$\text{SLNR} = \frac{\sqrt{\alpha^{T} \mathbb{H}_{EB} \mathbb{H}_{EB}^{T}}}{{\sqrt{\alpha^{T} \mathbb{H}_{EB}^{T} \mathbb{H}_{EB} \mathbb{H}_{EB}^{T}}} + \sigma^{2}}$$

where

$$\mathbb{H}_{EB} = \sum_{k=1}^{K} \sum_{f=1}^{\Theta_{k}} \mathbb{H}_{kB_{1}}^{f}(\Theta_{k}), \ldots,$$

and

$$\mathbb{H}_{EB} = \sum_{k=1}^{K} \sum_{f=1}^{\Theta_{k}} \mathbb{H}_{kB_{1}}^{f}(\Theta_{k}), \ldots,$$

In the two CVX algorithms, since the objective function is concave that has a maximum value, and all constraints are convex, the CVX algorithms converge. From step 6 to step 11, we can obtain $v[m+1]$ and $w[m+1]$ which satisfy $F(v[m+1]), w[m+1], \Theta[n] \geq F(v[m]), w[m], \Theta[n]$, where $F$ denotes the objective function. From step 12 to step 17, $\Theta[n]$ can be obtained which satisfies $F(v[m+1]), w[m+1], \Theta[n+1] \geq F(v[m+1]), w[m+1], \Theta[n]$. Therefore, Algorithm 2 converges.
Algorithm 3 Proposed MSLNR scheme

1: Initialize \( \psi[0] \) and \( \Theta[0] \) randomly that is feasible to (21), and \( \psi^H[0] \psi[0] = 1 \), respectively;
2: Set \( n = 0 \);
3: repeat
4: Set \( m = 0 \);
5: repeat
6: Substitute \( \psi[n] \) and \( \Theta[m] \) into (68) yields \( \Theta[m + 1] \)
7: according to Appendix A;
8: Update \( m = m + 1 \);
9: until Convergence
10: Update \( n = n + 1 \);
11: until Convergence
12: Output the final optimal solution \( \psi_{opt} = \psi[n] \) and \( \Theta_{opt} = \Theta_{opt}[m] \).

In this case, with a given \( \Theta \), when \( \mathbb{H}_{\Theta}B \) and \( \mathbb{H}_{\Theta}E \) are known, (68) can be rewritten as

\[
SLNR = \frac{\alpha(v^*)^H \mathbb{H}_{\Theta}E^p \mathbb{H}_{\Theta}B_p v^*}{\alpha(v^*)^H \mathbb{H}_{\Theta}E^p \mathbb{H}_{\Theta}B_p v^* + \sigma^2}.
\]

Thus, according to the generalized Rayleigh-Ritz theorem [39], the optimal solution of \( v \) is given by the largest eigenvalue of the matrix

\[
[\mathbb{H}_{\Theta}E^p \mathbb{H}_{\Theta}E^p]^H + \frac{\sigma^2}{\alpha} \mathbb{I}_N]^{-1} \mathbb{H}_{\Theta}B_p \mathbb{H}_{\Theta}B_p^H.
\]

Then, with the obtained \( \psi \), the SLNR can be expressed as

\[
SLNR = \frac{\sum_{p=1}^{P} |O_{B_p} \Theta|^2}{\sum_{q=1}^{Q} |O_{E_q} \Theta|^2 + \sigma^2}.
\]

Next, after we give an initial value of \( \Theta[0] \), the optimal \( \varphi_{k,m} \) can be obtained by the gradient descent method when \( \varphi_{k',m'}(k' \neq k, m' \neq m) \) is fixed. Herein, \( \varphi_{k,m} = \varphi_{mc,mr} \), where \( m = (mc - 1)Mr + mr \). The specific derivation of \( \varphi_{k,m} \) is given in Appendix A.

Accordingly, \( \Theta[1] \) is obtained, after a finite number of iterations, the optimal solution of \( \psi \) and \( \Theta \) can be obtained. The complete iterative procedure for solving problem (67) is summarized in Algorithm 3.

In Algorithm 3 we first initialize \( \psi[0] \) and \( \Theta[0] \) which satisfy their constraints. Then, we yield \( \Theta[1] \) with the initial value of \( \Theta[0] \) and \( \psi[0] \) according to Appendix A. Next, with \( \Theta[1] \), we can obtain \( \psi[1] \) by the generalized Rayleigh-Ritz theorem. Thus, after a number of iterations, the algorithm converges, and the optimal solutions of \( \Theta \) and \( \psi \) are obtained. At last, AN vector is designed to minimize the impact on desired user by designing it on the null-space of the desired users. The optimization problem is given by

\[
\begin{align*}
\min_{w} & \quad \sqrt{1 - \alpha \psi^T \mathbb{H}_{\Theta}B}^2 \\
\text{s.t.} & \quad w^T w = 1.
\end{align*}
\]

In this section, we evaluate the performance of our proposed schemes by numerical simulations. The default system parameters are chosen as shown in Table II. By default, we assume \( \sigma_B^2 = \sigma_E^2 \).

Let \( \Gamma_p = \sum_{k=1}^{K} \mathbb{I}_{K} \mathbb{E}_{k} \mathbb{E}_{k}^H \mathbb{f} \Theta_{k} \), \( \Gamma \in \mathbb{C}(N \times 1) \), then \( \mathbb{H}_{\Theta}B \) is reduced as

\[
\mathbb{H}_{\Theta}B = [\mathbb{I}_{1}, \mathbb{I}_{2}, \ldots, \mathbb{I}_{P}].
\]

This result means that the received AN power of each desired user is zero, thus AN only distorts the received signal at undesired users. In conclusion, the optimal solution of \( \psi \), \( \mathbf{w} \), and \( \Theta_{k} \), \( \forall k = 1, \ldots, K \) are obtained by the proposed MSLNR scheme.

V. SIMULATION RESULTS AND ANALYSIS

In this section, we evaluate the performance of our proposed schemes by numerical simulations. The default system parameters are chosen as shown in Table II. By default, we assume \( \sigma_B^2 = \sigma_E^2 \).

Fig. 2 illustrates the 3-D performance surface of SINR versus the location coordinate of the proposed MSINR method.
Fig. 2. 3-D surface of SINR versus coordinate of proposed MSINR scheme.

Fig. 3. Achievable rate versus iteration times of proposed MSINR scheme.

Fig. 4. Curves of SR versus SNR for proposed schemes in multi-user scenario.

Fig. 5. Curves of SR versus power allocation factor $\alpha$ for proposed MSLNR scheme.

Since with the assumption that the users are all on the ground i.e. the Z axis coordinate is 0, and the SINR versus the X and Y axes coordinate is drawn. It can be observed that, in the single-user scenario, proposed MSINR scheme has achieved SPWT since there is only one high signal energy peak of confidential messages formed in the desired position (in this scenario, the single user set on $(100\,m, 50\,m, 0)$ is considered), while outside the main peak, the SINR is far lower than that of the desired user. The average SINR outside the main peak is only less than one tenth of that in the desired user. Moreover, the SINR versus the iteration times with random initial value of $v$ and $\Theta$ is illustrated in Fig. 3. It is seen from the figure that the MSINR algorithm converges within 10 iterations. According to Section III, each iteration has an analytical solution, thus the MSINR scheme based on single-user scenario has a extremely low complexity for practical applications.

Fig. 4 draws the curves of secrecy rates versus SNR based on proposed MSR scheme, proposed MSLNR scheme and conventional scheme without RIS. Besides, the conventional scheme is based on [26], which has the available direct path channel. The simulation result show that, the MSR scheme has the best secrecy rate performance, and the MSLNR scheme has a slightly lower secrecy performance than the MSR scheme. Moreover, even if the conventional scheme has the direct path, its secrecy rate performance still has a obvious gap compared to the former two schemes. This result show that our proposed multi-RIS schemes have the spectrum efficiency advantage. Additionally, the value of power allocation factor $\alpha$ is also related to the SR performance of the MSLNR scheme, which is illustrated in Fig. 5. With three different $\alpha$ values of with 0.9, 0.5 and 0.1, the SR performances are significantly different. The SR performance improves as the value of $\alpha$ increases. Since the value of $\alpha$ is intimately related to energy efficiency, how to choose the value of $\alpha$ should consider a balance among energy efficiency, security and performance.

Based on the above discussion, we make an investigation concerning the impact of $\alpha$ on the SR performance in Fig. 5.
confidential signal power significantly. the number of transmit antennas can not improve the received obvious. This is due to the fact that transmitting power and of the antenna number, the improvement of secrecy rate is not $N$ secrecy rates versus $\alpha$

\[
\text{(1)} \text{SNR} = -10\text{dB}, \quad (2) \text{SNR} = 0\text{dB} \quad \text{and} \quad (3) \text{SNR} = 10\text{dB}
\]

It can be seen that, with the increase of the RIS element number, the secrecy rate is improved significantly. The reason for this result is that, each RIS element reflects confidential message transmitted from Alice. Increasing the number of RIS elements can be regarded as increasing the number of reflection path. Thus, with the optimal designs of beamforming vector phase shifting, the more the reflection paths, the more confidential message energy can be received by desired users, thus the SR increases.

In summary, the proposed MSINR scheme can transmit confidential signal securely and precisely, and only a single energy peak yields in the desired location. Moreover, the power allocation factor will affect the secrecy rate, and there exists an optimal value. Then, the proposed MSR scheme has the optimal secrecy performance, the proposed MSLNR scheme has the low-complexity and a close secrecy performance to the MSR scheme. Moreover, the number of Alice’s antennas has slight impact on secrecy rate but the number of RIS elements affecting significantly in secrecy rate, namely, with the elements number of RIS increases, the secrecy rate increases.

**VI. Conclusion**

In this paper, multi-RISs-aided schemes have been proposed to achieve SPWT based on the scenario that the direct path between transmitter and receivers are unavailable. First, a MSINR scheme was proposed based on a single-user scenario while there exist potential eavesdroppers and their position knowledge is unavailable. With the proposed MSINR scheme, the desired user can achieve a maximum received confidential signal energy. Out of the desired user’s position, confidential signal energy is protected from eavesdropping by beamforming, phase shifting and AN. Only weak confidential signal energies are conserved in these locations. Next, a high performance MSR scheme and a low-complexity MSLNR scheme have been proposed in multi-user scenario. Using these two schemes, we obtained the following interesting results: (1) the proposed MSR scheme has the superior SR performance, and proposed MSLNR scheme has a slightly lower performance than that of the MSR scheme but has a significantly lower complexity. The two schemes perform much better than non-RIS scheme. (2) The SR performances of the proposed two schemes are related to the transmit antenna number and the RIS element number, and the SR performance improvement of RIS element number is more obvious. (3) The power allocation factor can impact the SR performance of proposed MSLNR scheme. As the SNR increases, AN becomes more and more important. Due to the high security and low complexity of RIS, the proposed schemes can be potentially applied in the future scenarios including UAV communications, automobile communications and so on.
APPENDIX A
DERIVATION OF $\varphi_m$

By substituting Eqs. (56) and (58) into $\sum_{p=1}^{P} |\mathbf{O}_{B_p} \Theta|^2$, we have

\[ \mathbf{O}_{B_p} \Theta = \sum_{k=1}^{K} \sum_{m=1}^{M} \mathbf{O}_{B_{k,m}} e^{i\varphi_{k,m}} \]

\[ = e^{i\varphi_{k,m}} A_{B_{k,m}} + B_{B_{k,m}}, \forall p = 1, \ldots, P \] (78)

where

\[ A_{B_{k,m}} = \mathbb{O}_{B_{k,m}}, \]

\[ B_{B_{k,m}} = \sum_{(k',m') \neq (k,m)} \mathbb{O}_{B_{k',m'}} e^{i\varphi_{k',m'}}. \] (80)

Then, we have

\[ \sum_{p=1}^{P} |\mathbf{O}_{B_p} \Theta|^2 = \sum_{p=1}^{P} (A_{B_{k,m}} e^{i\varphi_{k,m}} + B_{B_{k,m}})^H. \]

\[ = \sum_{p=1}^{P} (A_{B_{k,m}}^T e^{i\varphi_{k,m}} + B_{B_{k,m}}^H) \]

\[ = \sum_{p=1}^{P} (A_{B_{k,m}}^T A_{B_{k,m}} + B_{B_{k,m}}^H B_{B_{k,m}}) \]

\[ + 2R_{B_{k,m}} \cos \varphi_{k,m} - I_{B_{k,m}} \sin \varphi_{k,m}, \] (81)

with

\[ R_{B_{k,m}} = \sum_{p=1}^{P} \text{Re}(A_{B_{k,m}} B_{B_{k,m}}^H), \]

\[ I_{B_{k,m}} = \sum_{p=1}^{P} \text{Im}(A_{B_{k,m}} B_{B_{k,m}}^H). \] (83)

where $\text{Re}(\cdot)$ and $\text{Im}(\cdot)$ denote the real part and the imaginary part, respectively.

Similarly, we can obtain $|\mathbb{O}_{E_p} \Theta|^2$, $A_{E_{k,m}}$, $B_{E_{k,m}}$, $R_{E_{k,m}}$ and $I_{E_{k,m}}$ where $q = 1, \ldots, Q$. Thus, the SLNR can be expressed as

\[ \text{SLNR} = \frac{X_{B_{k,m}} + 2R_{B_{k,m}} \cos \varphi_{k,m} - 2I_{B_{k,m}} \sin \varphi_{k,m}}{X_{E_{k,m}} + 2R_{E_{k,m}} \cos \varphi_{k,m} - 2I_{E_{k,m}} \sin \varphi_{k,m}} \] (84)

where

\[ X_{B_{k,m}} = \sum_{p=1}^{P} (A_{B_{k,m}}^T A_{B_{k,m}} + B_{B_{k,m}}^H B_{B_{k,m}}), \]

\[ X_{E_{k,m}} = \sum_{p=1}^{P} (A_{E_{k,m}}^T A_{E_{k,m}} + B_{E_{k,m}}^H B_{E_{k,m}}) + \sigma^2. \] (86)

Therefore, in order to obtain the optimal $\varphi_m$, we compute the derivation of $\text{SLNR}_B$ with respect to $\varphi_m$,

\[ \frac{\partial (\text{SLNR})}{\partial \varphi_{k,m}} = \frac{2y_1 \sin \varphi_{k,m} + 2y_2 \cos \varphi_{k,m} + 4R_{B_{k,m}} I_{E_{k,m}} - 4R_{E_{k,m}} I_{B_{k,m}}}{X_{E_{k,m}} + 2R_{E_{k,m}} \cos \varphi_{k,m} - 2I_{E_{k,m}} \sin \varphi_{k,m}} \] (87)

where

\[ y_1 = X_{B_{k,m}} R_{E_{k,m}} - X_{E_{k,m}} R_{B_{k,m}}, \]

\[ y_2 = X_{B_{k,m}} I_{E_{k,m}} - X_{E_{k,m}} I_{B_{k,m}}. \] (88)

Let $\frac{\partial (\text{SLNR})}{\partial \varphi_{k,m}} = 0$, we obtain

\[ \varphi_{k,m} = \arcsin \sqrt{\frac{y_1}{y_1^2 + y_2^2}}, \] (90)

where $\varphi_y$ satisfies $\sin \varphi_y = \frac{y_1}{\sqrt{y_1^2 + y_2^2}}$ and $\cos \varphi_y = \frac{y_2}{\sqrt{y_1^2 + y_2^2}}$.

This complete the derivation of $\varphi_{k,m}$.
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