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Abstract

We consider a class of optimal liquidation problems where the agent’s trans-
actions create transient price impact driven by a Volterra-type propagator along
with temporary price impact. We formulate these problems as minimization of
a revenue-risk functionals, where the agent also exploits available information
on a progressively measurable price predicting signal. By using an infinite di-
mensional stochastic control approach, we characterize the value function in
terms of a solution to a free-boundary $L^2$-valued backward stochastic differen-
tial equation and an operator-valued Riccati equation. We then derive analytic
solutions to these equations which yields an explicit expression for the optimal
trading strategy. We show that our formulas can be implemented in a straight-
forward and efficient way for a large class of price impact kernels with possible
singularities such as the power-law kernel.
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1 Introduction

Price impact refers to the empirical fact that the execution of a large order affects the risky asset’s price in an adverse and persistent manner leading to less favourable prices. Propagator models are a central tool in describing this phenomena mathematically. This class of models provides deep insight into the nature of price impact and price dynamics. It expresses price moves in terms of the influence of past trades, which gives reliable reduced form view on the limit order book. It provides interesting insights on liquidity, price formation and on the interaction between different market participants through price impact. The model’s tractability provides a convenient formulation for stochastic control problems arising from optimal execution [12, 21]. More precisely, if the trader’s holdings in a risky asset is denoted by $Q = \{Q_t\}_{t \geq 0}$, then the asset price $S_t$ is given by,

$$S_t = S_0 + \int_0^t G(t-s)dQ_s + M_t,$$

where $M$ is a martingale and the price impact kernel $G$ is called a propagator. It can be shown both from theoretical arguments such as market efficiency paradox and empirically that $G(t)$ must decay for large values of $t$, therefore the integral on the right-hand-side of the above equation is referred to as transient price impact (see e.g. Bouchaud et al. [12, Chapter 13]). The two extreme cases where $G$ is Dirac’s delta and when $G = 1$ are referred to as temporary price impact and permanent price impact, respectively. They are core features in the well known Almgren-Chriss model [7, 8], up to a multiplicative constant.

Considering the adverse effect of the price impact on the execution price, a trader who wishes to minimize her trading costs has to split her order into a sequence of smaller orders which are executed over a finite time horizon. At the same time, the trader also has an incentive to execute these split orders rapidly because she does not want to carry the risk of an adverse price move far away from her initial decision price. This trade-off between price impact and market risk is usually translated into a stochastic optimal control problem where the trader aims to minimize a risk-cost functional over a suitable class of execution strategies, see [16, 22, 24, 27, 33, 36] among others. In practice however, apart from focusing on the trade-off between price impact and market risk, many traders and trading algorithms also strive for using short term price predictors in their dynamic order execution schedules. Most of such documented predictors relate to order book dynamics as discussed in [31, 32, 34, 18]. From the modelling point of view, incorporating signals into execution problems translates into taking into consideration a non-martingale price process, which changes the problem significantly. The resulting optimal strategies in this setting are often random and in particular signal-adaptive, in contrast to deterministic strategies, which are typically obtained in the martingale price case [13, 10]. Results on optimal trading with signals but without a transient price impact component (i.e. $G = 0$) were derived in [15, 32,
The special case where the propagator is exponential simplifies the liquidation problem, as the transient price impact can be written as a state variable and the problem becomes Markovian. The exponential propagator case was first solved by Obizhaeva and Wang [38] and by Lorenz and Schied [35], where further extensions were derived by [25, 17, 40] among others. In this class of problems, sometimes temporary impact is also included, but trading signals are not taken into account, which leads to deterministic optimal strategies. In Neuman and Voß [37], the liquidation problem with an exponential propagator and a general semimartingale signal was solved and an explicit signal adaptive optimal strategy was derived.

Results on optimal liquidation problems with a general class of price impact kernels are scarce as the associated stochastic control problem is non-Markovian and often singular. Indeed the transient price impact term and hence the asset execution price encode the entire trajectory of the agent’s trading. A first contribution towards solving this problem was made by Gatheral et al. [23], who solved the deterministic case without signals and without a risk-aversion term. They minimised the following energy functional over left-continuous and adapted strategies $Q = \{Q_t\}_{t \geq 0}$ with a fuel constraint, i.e. $Q_{T+} = 0$

$$C(Q) = \int_{[0,T]} \int_{[0,T]} G(|t - s|) dQ_s dQ_t.$$  

Here $C(Q)$ represents the trader’s transaction costs and $Q$ as before, is the trader’s holdings in the risky asset. Under the assumption that the convolution kernel $G$ is non-constant, nonincreasing, convex and integrable, a necessary and sufficient first order condition in the form of a Fredholm equation was derived in [23]. This condition was used in order to derive the optimal strategy for several examples of kernels including the power law kernel. These results were further improved by Alfonsi and Schied [6] who assumed that $G$ is completely monotone and satisfies $G''(+0) < \infty$, which excludes the case of the fractional kernel. They characterised the optimal strategy in terms of an infinite dimensional Riccati equation.

The main objective of this paper is to solve a general class of liquidation problems in the presence of linear transient price impact, which is induced by a nonnegative-definite Volterra-type propagator, along with taking into account a progressively measurable signal. We formulate these problems as a minimization of revenue-risk aversion functionals over a class of absolutely continuous and signal-adaptive strategies. Our solution to these problems solves an open problem put forward in [32] and also significantly extends the deterministic theory of Alfonsi and Schied [6]. We develop a novel approach to tackle these problems by using tools from stochastic Volterra control theory. Our methodology complements and extends the growing literature on linear-quadratic stochastic Volterra problems [5, 41, 30, 19, 3, 28, 1], and allows for novel explicit formulas even in the case of non-convolution kernels and stochastic coefficients. Indeed, our derivation characterizes the value function in terms of
a quadratic dependence on an operator-valued Riccati equation and linear dependence in a solution to a non-standard free-boundary $L^2$-valued backward stochastic differential equation. We then derive analytic expressions for the solutions of these equations which in turn yields an explicit expression for the optimal trading strategy (see Theorem 4.4 and Proposition 4.5). Finally, we show that our formulas can be implemented in a straightforward and efficient way for a large class of price impact kernels.\footnote{We also provide the code of our implementation at \url{https://colab.research.google.com/drive/1VQasI92YhdBCOvnn_LxMkx_45VyK1yQ}.} In particular, our results cover the case of non-convolution singular price impact kernels such as the power-law kernel (see Remark 2.5 for additional examples).

The results in this paper significantly improve the results of [37] as we allow for a general Volterra propagator instead of an exponential one. This turns the stochastic control problem to become non-Markovian as the state variables (e.g. the execution price) depend on the entire trading trajectory, unlike the exponential kernel case where the transient price impact could be regraded as a mean-reverting state variable hence the problem become Markovian (see Lemma 5.3 in [37]). We also generalise the price process dynamics in [37], which was assumed to be a semimartingale, while here we assume that it is a progressively measurable process.

Our main results also substantially generalise the results of Alfonsi and Schied [6] in various directions. First, in contrast to [6], we assume that the price process is non-martingale, which turns the problem from deterministic optimisation to stochastic, and introduces new ingredients in the value function, such as $L^2$-valued free-boundary BDSE (see (4.12) and (6.3)) and a linear BSDE (4.11). Moreover it is assumed in [6] that $G$ is a convolution kernel which is completely monotone and satisfies $G''(+0) < \infty$. In this work we show that these assumptions are not necessary and in fact power law kernels of the form $G(t) = t^{-\beta}$ for $0 < \beta < 1/2$ are included in our class of admissible kernels. The solution to the problem in [6] is given in terms of an infinite dimensional Riccati equation which takes values in $\mathbb{R}$ (see eq. (5) and (6) therein). This could be compared with our operator-valued Riccati equation in (6.2) which is one of the main ingredients of the solution (see (4.14) and (6.7)). However, as stated in Section 1.3 of [6], their Riccati equation in general cannot be solved explicitly, and the only tractable example provided is when $G$ is a finite sum of exponential kernels. In this work we solve explicitly the operator Riccati equation (see (6.1)) along with all the other ingredients of the value function. Moreover, in Section 5 we give a detailed numerical scheme to implement these explicit solutions as a finite-dimensional projection of the operators. Lastly, in contrast with [6] we incorporate a risk aversion term into the cost functional (4.13), which has an important practical role as it reflects the risk of holding inventory.

Finally, our paper is also related to a recent work by Forde et al. [20], where a specific example of an optimal liquidation problem with power-law transient price impact, a Gaussian signal, and without a risk-aversion term was studied. In the main
result of [20], a first order condition for the solution was derived in terms of Fredholm integral equations of the first kind. Then, examples for explicit solutions were worked out for a specific choice of signals, which are convolution of fractional kernels with respect to Brownian motion.

Organization of the paper. The remainder of the paper is structured as follows. In Section 2, the class of liquidation problems is defined. In Section 3, we transform the cost functional and state variables in order to formulate the problem in an infinite dimensional setting. Section 4 is dedicated to the presentation of the main results namely Theorem 4.4 and Proposition 4.5. In Section 5, we provide a numerical scheme for plotting the optimal strategy in 5 and provide illustrative examples for such computations. Sections 6 and 7 are dedicated to the proofs of Theorem 4.4 and Proposition 4.5, respectively. Finally, Sections 8–11 contain proofs to some auxiliary results.

2 Model setup and problem formulation

We present the class of optimal liquidation problems which are are studied in this paper. Let $T > 0$ denote a finite deterministic time horizon and fix a filtered probability space $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{0 \leq t \leq T}, \mathbb{P})$ satisfying the usual conditions of right continuity and completeness. We fix a progressively measurable processes $P = (P_t)_{0 \leq t \leq T}$ satisfying

$$
\mathbb{E} \left[ \int_0^T P_s^2 ds \right] < \infty. \tag{2.1}
$$

We consider a trader with an initial position of $q > 0$ shares in a risky asset. The number of shares the trader holds at time $t \in [0, T]$ is prescribed as

$$
Q^u_t = q - \int_0^t u_s ds, \tag{2.2}
$$

where $(u_s)_{s \in [0, T]}$ denotes the trading speed which is chosen from the set of admissible strategies

$$
\mathcal{A} := \left\{ u : u \text{ progressively measurable s.t. } \mathbb{E} \left[ \int_0^T u_s^2 ds \right] < \infty \right\}. \tag{2.3}
$$

We assume that the trader’s trading activity causes price impact on the risky asset’s execution price. We consider a Volterra kernel $G : [0, T]^2 \to \mathbb{R}_+$, that is $G(t, s) = 0$ for $s \geq t$, within a certain class of square-integrable admissible kernels which will be defined in Definition 2.3 below. Then, we introduce the actual price $S^u_t$ in which the orders are executed along a certain admissible strategy $u$:

$$
S^u_t := P_t - \lambda u_t - Z^u_t, \quad 0 \leq t \leq T, \tag{2.4}
$$
where $P$ plays the role of the unaffected price of the risky asset and

$$Z^u_t = h_0(t) + \int_0^t G(t, s)u_s ds, \quad 0 \leq t \leq T, \quad (2.5)$$

for some square integrable deterministic function $h_0 : [0, T] \rightarrow \mathbb{R}$.

Specifically, the trader’s transaction not only instantaneously affects the execution price in (2.4) in an adverse manner through a linear temporary price impact $\lambda > 0$ à la Almgren and Chriss [8]; it also induces a longer lasting price distortion $Z^u$ because of the linear transient price impact (see e.g. Gatheral et al. [23]).

We now suppose that the trader’s optimal trading objective is to unwind her initial position $q > 0$ in the presence of temporary and transient price impact, along with taking into account the asset’s general price, through maximizing the performance functional

$$J(u) := \mathbb{E} \left[ \int_0^T (P_t - Z^u_t)u_t dt - \lambda \int_0^T u_t^2 dt + Q^u_T P_T - \phi \int_0^T (Q^u_t)^2 dt - \varrho (Q^u_T)^2 \right], \quad (2.6)$$

via her selling rate $u \in A$. The first three terms in (2.6) represent the trader’s terminal wealth; that is, her final cash position including the accrued trading costs which are induced by temporary and transient price impact as prescribed in (2.4), as well as her remaining final risky asset position’s book value. The fourth and fifth terms in (2.6) implement a penalty $\phi \geq 0$ and $\varrho \geq 0$ on her running and terminal inventory, respectively. Also observe that $J(u) < \infty$ for any admissible strategy $u \in A$.

The goal of this paper is to find the optimal strategy $u^*$ that maximizes the trader’s performance functional:

$$J(u^*) = \sup_{u \in A} J(u). \quad (2.7)$$

Our main result summarised in Theorem 4.4 and Proposition 4.5 shows that, remarkably, the problem can be solved explicitly despite the path-dependency of the model. More precisely, we show that the optimal strategy $u^*$ is explicitly given by the solution to a linear Volterra equation of the form

$$u_t^* = a_t + \int_0^t B(t, s)u_s^* ds,$$

where $\{a_t\}_{t \in [0, T]}$ is a stochastic process that depends linearly on the price process $P$ and $B$ is a deterministic kernel. Both $a$ and $B$ are given explicitly in (4.16) below, in terms of the inputs of the model and of the price impact kernel $G$, under very mild assumptions on $G$ detailed in the next paragraph. Such expressions lend themselves naturally to numerical discretization schemes as shown in Section 5.

After specifying the optimization problem (2.7) we introduce some additional assumptions on to the class of price impact kernels or propagators, which will be
used throughout this paper. We say that a Volterra kernel $G : [0, T]^2 \rightarrow \mathbb{R}_+$ with $G(t, s) = 0$ whenever $s \geq t$, is nonnegative definite if for every $f \in L^2([0, T], \mathbb{R})$ we have

$$\int_0^T \int_0^T \left(G(t, s) + G(s, t)\right)f(s)f(t)dsdt \geq 0. \tag{2.8}$$

**Remark 2.1.** Note that when

$$G(t, s) = 1_{\{s < t\}}H(t - s), \tag{2.9}$$

we can replace (2.8) with the following condition

$$\int_0^T \int_0^T H(|t - s|)f(s)f(t)dsdt \geq 0. \tag{2.10}$$

Note that (2.10) is the main assumption on the price impact kernel in Gatheral et al. [23]. As discussed in Section 2 of [23], for the case where the price process $P$ is a martingale (i.e. there is no price predicting signal), the coefficients $\lambda, \phi = 0$ and we restrict to strategies with a fuel constraint, that is $Q_T = 0$, then (2.10) ensures that the model does not admit price manipulations, and in particular round trips (see Definition 2.5 therein and discussion afterwards). This fact can be extended easily to the case of positive $\lambda, \phi$ as this adds quadratic terms to the cost functional (2.6). However, once the price process process is no longer a martingale, as in the setting of this paper, round trips are possible. We refer to figure 3 in [37] for some illustrations of this phenomenon when $H$ is an exponentially decaying kernel.

Volterra convolution kernels of the form (2.9) are nonnegative definite kernels whenever the function $H$ is bounded, non-increasing and convex (see Example 2.7 in [23]). The following lemma, which is a slight generalization of Bochner’s theorem in one direction, gives an additional characterisation for an important subclass of nonnegative definite kernels. The proof of Lemma 2.2 is postponed to Section 11.

**Lemma 2.2.** Let $G$ be of the form (2.9) with $H : (0, \infty) \rightarrow [0, \infty]$. If $H$ can be represented as

$$H(t) = \int_{\mathbb{R}_+} e^{-xt}\mu(dx), \quad 0 \leq t \leq T, \tag{2.11}$$

where $\mu$ is a nonnegative measure, then $G$ is nonnegative definite.

We define the following class of admissible kernels, which will be considered throughout this paper.

**Definition 2.3** (Class of admissible kernels $\mathcal{G}$). We say that a nonnegative definite Volterra kernel $G : [0, T]^2 \mapsto \mathbb{R}_+$ is in the class of kernels $\mathcal{G}$ if it satisfies the following
conditions:

\[
\sup_{t \leq T} \int_0^T |G(t, s)|^2 ds + \sup_{s \leq T} \int_0^T |G(t, s)|^2 dt < \infty,
\]

\[
\lim_{h \to 0} \int_0^T |G(t + h, s) - G(t, s)|^2 ds = 0, \quad t \leq T.
\]

(2.12)

**Remark 2.4.** Note that any convolution kernel \( G(t, s) = 1_{\{s < t\}} H(t - s), \) with \( H \in L^2([0, T], \mathbb{R}) \) satisfies (2.12).

**Example 2.5.** We present some typical examples for price impact kernels which belong to the class \( \mathcal{G} \). The first three kernels are of convolution type (2.9).

1. In [11, 21] among others the following kernel was introduced:

\[
H(t) = \frac{\ell_0}{(\ell_0 + t)^\beta}, \quad \text{for } \beta > 0,
\]

where \( \ell_0 > 0 \) is a constant.

2. Kernels of the form

\[
H(t) = \frac{1}{t^\beta}, \quad \text{for } 0 < \beta < 1/2,
\]

were proposed by Gatheral in [21]. Thanks to Lemma 2.2 and to the spectral representation of fractional kernels (see e.g. eq. (1.3) in [2]) we observe that this singular kernel is indeed in \( \mathcal{G} \).

3. The case where \( H(t) = e^{-\rho t}, \) for some constant \( \rho > 0, \) was proposed by Obizhaeva and Wang [38]. Clearly any linear combination of such kernel is also applicable.

4. The following non-convolution kernel was used in order to model price impact in bonds trading (see Section 3.1 of Brigo et al. [14]):

\[
G(t, s) = f(t - T) H(t - s) 1_{\{s < t\}},
\]

where \( H \) is a usual decay kernel as in the above examples and \( f \) is a bounded function satisfying \( f(0) = 0 \), due to the terminal condition on the bond price.

### 3 Transformation of the performance functional

Considering the state process \( Z^u \) in (2.5), we notice that the stochastic control problem (2.7) is path-dependent. In this section we transform the performance functional (2.6) and state variables so they could fit an infinite-dimensional stochastic control framework.
One can notice at this stage that (2.6) is linear-quadratic in \((Z, Q)\). For convenience, we will incorporate the terminal quadratic term to the running cost by using integration and (2.2):

\[(Q^u_T)^2 = q^2 - 2 \int_0^T Q^u_s u_s ds.\]  

(3.1)

We moreover define

\[Y^u_t := Z^u_t - 2 \varrho Q^u_t.\]  

(3.2)

From (2.6), (3.1) and (3.2) we get,

\[J(u) = E\left[\int_0^T (P_t - Y^u_t) u_t dt - \lambda \int_0^T u_t^2 dt + Q^u_T P_T - \phi \int_0^T (Q^u_t)^2 dt\right] - \varrho q^2.\]  

(3.3)

We further define,

\[\tilde{h}_0(t) = h_0(t) - 2 \varrho q \]  

\[\tilde{G}(t, s) = 2 \varrho \mathbb{1}_{\{s < t\}} + G(t, s), \quad t, s \leq T.\]  

(3.4)

Together with (2.2), (2.5) and (3.2) we get,

\[Y^u_t = \tilde{h}_0(t) + \int_0^t \tilde{G}(t, s) u_s ds.\]  

(3.5)

We further introduce a new state variable,

\[X^u = (Y^u, Q^u)^\top.\]

Note that from (2.2) and (3.5) it follows that we can rewrite \(X\) as follows:

\[X^u_t = g_0(t) + \int_0^t K(t, s) u_s ds,\]

where

\[g_0(t) = (\tilde{h}_0(t), q)^\top, \quad K(t, s) = (\tilde{G}(t, s), -\mathbb{1}_{\{s \leq t\}})^\top.\]  

(3.6)

We also define the so-called controlled adjusted forward process as follows:

\[g^u_t(s) = \mathbb{1}_{\{s \geq t\}} E\left[X^u_s - \int_t^s K(s, r) u_r dr \middle| \mathcal{F}_t\right] = \mathbb{1}_{\{s \geq t\}} \left(g_0(s) + \int_0^s K(s, r) u_r dr\right) = \mathbb{1}_{\{s \geq t\}} \left(\tilde{h}_0(s) + \int_0^s \tilde{G}(s, r) u_r dr, Q^u_t\right)^\top.\]  

(3.7)

Note that the second component of \(g^u_t(s)\) is always equal to \(Q^u_t\) (since \(Q\) is Markovian) and that

\[g^u_t(t) = X^u_t = (Y^u_t, Q^u_t)^\top, \quad t \leq T.\]  

(3.8)
4 Main Results

In this section, we derive explicitly the maximiser of \((2.7)\). Before stating this result we introduce some essential definitions of function spaces, integral operators and stochastic processes.

4.1 Function spaces, integral operators

We denote by \(\langle \cdot, \cdot \rangle_{L^2}\) the inner product on \(L^2([0,T], \mathbb{R}^2)\), that is

\[
\langle f, g \rangle_{L^2} = \int_0^T f(s)^\top g(s) ds, \quad f, g \in L^2([0,T], \mathbb{R}^2).
\] (4.1)

We define \(L^2([0,T]^2, \mathbb{R}^{2 \times 2})\) to be the space of measurable kernels \(\Sigma : [0,T]^2 \to \mathbb{R}^2\) such that

\[
\int_0^T \int_0^T |\Sigma(t,s)|^2 dt ds < \infty.
\]

The notation \(|\cdot|\) stands for a matrix norm, and in particular we have

\[
\int_0^T \int_0^T |\Sigma_{i,j}(t,s)|^2 dt ds < \infty, \quad \text{for all } i, j = 1, 2.
\]

For any \(\Sigma, \Lambda \in L^2([0,T]^2, \mathbb{R}^{2 \times 2})\) we define the \(\star\)-product as follows

\[
(\Sigma \star \Lambda)(s,u) = \int_0^T \Sigma(s,z)\Lambda(z,u) dz, \quad (s,u) \in [0,T]^2,
\]

which is a well-defined kernel in \(L^2([0,T]^2, \mathbb{R}^{2 \times 2})\) due to Cauchy-Schwarz inequality.

For any kernel \(\Sigma \in L^2([0,T]^2, \mathbb{R}^{2 \times 2})\), we denote by \(\Sigma\) the integral operator induced by the kernel \(\Sigma\) that is

\[
(\Sigma g)(s) = \int_0^T \Sigma(s,u)g(u) du, \quad g \in L^2([0,T], \mathbb{R}^2).
\]

\(\Sigma\) is a linear bounded operator from \(L^2([0,T], \mathbb{R}^2)\) into itself. For \(\Sigma\) and \(\Lambda\) that are two integral operators induced by the kernels \(\Sigma\) and \(\Lambda\) in \(L^2([0,T]^2, \mathbb{R}^{2 \times 2})\), we denote by \(\Sigma \Lambda\) the integral operator induced by the kernel \(\Sigma \star \Lambda\).

We denote by \(\Sigma^*\) the adjoint kernel of \(\Sigma\) for \(\langle \cdot, \cdot \rangle_{L^2}\), that is

\[
\Sigma^*(s, u) = \Sigma(u, s)^\top, \quad (s, u) \in [0,T]^2,
\]

and by \(\Sigma^*\) the corresponding adjoint integral operator.

We recall that an operator \(\Sigma\) as above is said to be non-negative definite if \(\langle \Sigma f, f \rangle_{L^2} \geq 0\) for all \(f \in L^2([0,T], \mathbb{R}^2)\). It is said to be positive definite if \(\langle \Sigma f, f \rangle_{L^2} > 0\) for all \(f \in L^2([0,T], \mathbb{R}^2)\) not identically zero.
4.2 Essential operators for our setting

The $\Gamma_t^{-1}$ operator: Recall that $\tilde{G}$ was defined in (3.4). We define $\tilde{G}_t$ as the operator induced by the kernel $\tilde{G}(s, u)1_{\{u \geq t\}}$. We introduce

$$D_t := 2\lambda \text{id} + (\tilde{G}_t + \tilde{G}_t^*) + 2\phi 1_t^*1_t,$$  \hspace{1cm} (4.2)

where $\text{id}$ is the identity operator, i.e. $(\text{id}f)(t) = f(t)$, $1_t$ is the integral operator induced by the kernel

$$1_t(u, s) := 1_{\{u \geq s\}}1_{\{s \geq t\}}.$$  \hspace{1cm} (4.3)

The following lemma, which is proved in Section 11, provides the invertibility of $D_t$, which is essential for upcoming definitions.

Lemma 4.1. Assume that $\lambda > 0$ and $\rho, \phi \geq 0$. Then, for any $G \in \mathcal{G}$, the operator $D_t$ is positive definite, self-adjoint and invertible.

Using Lemma 4.1, we can therefore define an operator $\Gamma_t^{-1}$ by

$$\Gamma_t^{-1} = \begin{pmatrix} D_t^{-1} & -2\phi D_t^{-1}1_t^* \\ -2\phi 1_t^*D_t^{-1} & -2\phi \text{id} + 4\phi^2 1_t^*1_t \\ \end{pmatrix}.$$  \hspace{1cm} (4.4)

We note that for $\phi > 0$, $\Gamma_t^{-1}$ is the inverse of the operator

$$\Gamma_t = \begin{pmatrix} D_t - 2\phi 1_t^*1_t & -1_t^* \\ -1_t & -\frac{1}{2\phi} \text{id} \\ \end{pmatrix}.$$  \hspace{1cm} (4.5)

Note also that $\Gamma^{-1}$ solves an operator Riccati equation (see (6.7) and Lemma 6.2).

4.3 Essential stochastic processes

The process $\Theta$: For convenience we introduce the following notation,

$$1_t(s) = 1_{\{s \geq t\}}.$$  \hspace{1cm} (4.6)

We define $\Theta = \{\Theta_t(s) : t \in [0, s], s \in [0, T]\}$ as follows,

$$\Theta_t(s) = -\left(\Gamma_t^{-1}1_t^*\mathbb{E} \left[ P - P_T \bigg| \mathcal{F}_t \right] e_1 \right)(s).$$  \hspace{1cm} (4.7)

Note that $\Theta$ solves the $L^2$-valued BSDE (6.10) (see Proposition 6.3).
The auxiliary process $\chi$: For $P$ as in (2.1) we define the following martingale
\begin{equation}
M_t = \mathbb{E}[P_T \mid \mathcal{F}_t], \quad 0 \leq t \leq T. \tag{4.8}
\end{equation}

For $K$ as in (3.6), we use the notation
\begin{equation}
K_t(s) = K(s, t). \tag{4.9}
\end{equation}

Finally we define the stochastic process $\chi = \{\chi_t\}_{t \in [0, T]}$ as follows,
\begin{equation}
\chi_t = -2\varrho q^2 + \int_t^T \frac{1}{2\lambda} \mathbb{E} \left[ (P_s - P_T + \langle \Theta_s, K_s \rangle_{L^2})^2 \mid \mathcal{F}_t \right] ds, \quad 0 \leq t \leq T. \tag{4.10}
\end{equation}

Note that $\chi$ in (4.10) solves the following BSDE
\begin{align*}
d\chi_t &= \dot{\chi}_t dt + z^\chi_t dM_t, \quad \chi_T = -2\varrho q^2, \\
\dot{\chi}_t &= -\frac{1}{2\lambda} (P_t - M_t + \langle \Theta_t, K_t \rangle_{L^2})^2. \tag{4.11}
\end{align*}

4.4 Solution to the liquidation problem

Now we are ready to present our main results. Given the linear-quadratic structure of the performance functional $J$ in (3.3) the conditioned state variable $g^u$ in (3.7), it is natural to consider a candidate for the value function of the form
\begin{equation}
V^u_t = \frac{1}{2} \left( \langle g^u_t, \Gamma^{-1}_t g^u_t \rangle_{L^2} + 2 \langle \Theta_t, g^u_t \rangle_{L^2} + 2\mathbb{E}[P_T \mid \mathcal{F}_t]Q^u_t + \chi_t \right), \quad 0 \leq t \leq T, \tag{4.12}
\end{equation}

which is the infinite dimensional analogue of standard liquidation problems with signals [37].

In the following definition we define the optimal control and value function in our infinite dimensional setting. Recall the definition of the set of admissible controls $\mathcal{A}$ in (2.3).

**Definition 4.2.** We say that $u^* \in \mathcal{A}$ is an optimal strategy and that $\{V_{t}^{u^*}\}_{t \geq 0}$ given by (4.12) is the optimal value process of the cost functional (3.3) if we have for all $0 \leq t \leq T$,
\begin{equation}
V_{t}^{u^*} = \underset{u \in \mathcal{A}(u^*)}{\text{ess sup}} \mathbb{E} \left[ \int_t^T ((P_s - Y^u_s)u_s - \lambda u_s^2 - \phi(Q^u_s)^2) ds + P_T Q^u_T \mid \mathcal{F}_t \right] - \varrho q^2, \tag{4.13}
\end{equation}

where
\begin{equation}
\mathcal{A}_t(u) = \{u' \in \mathcal{A} : u'_s = u_s, \ s \leq t\}. \nonumber
\end{equation}
Remark 4.3. Note that for $u^*$ as in Definition 4.2 we specifically have for $t = 0$, 
\[ V_0^{u^*} = \sup_{u \in A} J(u). \]

Now we are ready to present our main result. We fix a square-integrable deterministic function $h_0 : [0, T] \to \mathbb{R}$ as in (2.5) and $G$ from the class of price impact kernels $\mathcal{G}$ from Definition 2.3. We also recall that $Y^u$ and $g^u$ were defined in (3.2) and (3.7), respectively.

Theorem 4.4. Assume that $\lambda > 0$ and $\varrho, \phi \geq 0$. Then, there exists an optimal trading speed $u^* \in \mathcal{A}$ with corresponding controlled trajectories $Y^{u^*}$ and $g^{u^*}$ such that
\[ u^*_t = \frac{1}{2\lambda} \left( \mathbb{E}[(P_t - P_T) | \mathcal{F}_t] - Y^*_t + \langle \Theta_t, K_t \rangle_{L^2} + \langle \Gamma_t^{-1}K_t, g^{u^*}_t \rangle_{L^2} \right), \quad (4.14) \]
for all $t \leq T$. Moreover, the optimal value process is given by
\[ V_t^* = \frac{1}{2} \left( \langle g^{u^*}_t, \Gamma_t^{-1}g^{u^*}_t \rangle_{L^2} + 2\langle \Theta_t, g^{u^*}_t \rangle_{L^2} + 2\mathbb{E}[P_T | \mathcal{F}_t]Q^{u^*} + \chi(t) \right). \]

The proof of Theorem 4.4 is given in Section 6.

In the following proposition we rewrite the optimizer $u^*$, which is given in a feedback form in (4.14), in an explicit form after observing that the linearity of the process $g^u$ in $u$, yields that $u^*$ in (4.14) solves the linear Volterra equation
\[ u^*_t = a_t + \int_0^t B(t, s)u^*_s ds, \quad (4.15) \]
with the process $\{a_t\}_{t \in [0, T]}$ and the kernel $B$ which are given by
\[ a_t = \frac{1}{2\lambda} \left( \mathbb{E}[(P_t - P_T) | \mathcal{F}_t] - \tilde{h}_0(t) + \langle \Theta_t, K_t \rangle_{L^2} + \langle \Gamma_t^{-1}K_t, \mathbb{1}_t(\tilde{h}_0, q)^\top \rangle_{L^2} \right), \]
\[ B(t, s) = \mathbb{1}_{\{s < t\}} \frac{1}{2\lambda} \left( \langle \Gamma_t^{-1}K_t, \mathbb{1}_t(\tilde{G}(\cdot, s), -1)^\top \rangle_{L^2} - \tilde{G}(t, s) \right). \quad (4.16) \]

Proposition 4.5. Assume that $\lambda > 0$ and $\varrho, \phi \geq 0$. Then the maximizer of (3.3), $u^*$ is given by
\[ u^*_t = ((\text{id} - B)^{-1}a)(t), \quad 0 \leq t \leq T, \]
with a given in (4.16) and $B$ is the integral operator induced by the kernel $B$ in (4.16).

The proof of Proposition 4.5 is given in Section 7.

Remark 4.6. In [37] the special case of an exponentially decaying transient price impact of the form $G(t, s) = \mathbb{1}_{\{s < t\}}e^{-\lambda(t-s)}$ was considered, along with a semimartingale unaffected price process $P$. The finite variation component $A = \{A_t\}_{t \geq 0}$ of $P$ was interpreted as a price predictive signal observed by the trader. Here we are considering a general Volterra kernel $G$ and the signal takes a more general form as $A_t = \mathbb{E}[P_t - P_T | \mathcal{F}_t]$ for $P$ progressively measurable.
Remark 4.7. Theorem 4.4 and Proposition 4.5 extend the results of Alfonsi and Schied [6] in a few directions. In contrast to [6], we assume that the price process $P$ is progressively measurable and not necessarily a martingale, which turns the control problem from deterministic to stochastic optimisation, and introduces new ingredients in the value function (4.12), such as $L^2$-valued free-boundary BDSE (see (4.12) and (6.3)) and linear BSDE (4.11). Moreover, it is assumed in [6] that $G$ is a convolution kernel which is completely monotone and satisfies $G''(0) < \infty$. This is a special case of assumption (2.8) as implied by Example 2.7 in [23]. Here we remove these restricting assumptions, which allows us to consider power law kernels of the form $G(t) = t^{-\alpha}$ for $0 < \alpha < 1/2$ and non-convolution kernels as in Remark 2.5. Lastly, we incorporate a risk aversion term into the cost functional (4.13), which has an important practical role as it reflects the risk of holding inventory.

Remark 4.8. The solution to the problem in [6] is given in terms of an infinite dimensional Riccati equation which takes values in $\mathbb{R}$ (see eq. (5) and (6) therein). More generally, the Riccati equations of [6] appear in the context of linear-quadratic stochastic Volterra control problems for the specific case of convolution kernels that admit a representation as Laplace transforms of certain measures, see [4, 5]. This could be compared with our operator-valued Riccati equation in (6.2) which is one of the main ingredients of the solution (see (4.14) and (6.7)) and which is valid for a larger class of kernels. As stated in Section 1.3 of [6] their function-valued Riccati equation in general cannot be solved explicitly. Only one tractable example is provided for the case where $G$ is a finite sum of exponential kernels. In Theorem 4.4 and Proposition 4.5, we provide an explicit solution to the problem. In Section 5, we show that our formulas can be implemented in a straightforward and efficient way for a large class of price impact kernels. In particular, our results cover the case of non-convolution singular price impact kernels such as the power-law kernel (see Remark 2.5 for additional examples).

5 Numerical illustration

In this section, we provide an efficient numerical discretization scheme for the optimal trading speed $u^*$ in (4.14). We then illustrate numerically the effect of the transient impact kernel $G$ and the signal on the optimal trading speed. For simplicity, we will fix throughout this section the penalization on the running inventory to zero, i.e. $\phi = 0$ in (2.6). The code of our implementation can be found at https://colab.research.google.com/drive/1VQasI92YhdBC0wnn_LxMkx_45VyK1yQ.
5.1 Discretization of the operators

We will make use of the so-called Nyström method to discretize the following integral equation for $u^*$

$$ u^*_t = a_t + \int_0^t B(t, s) u^*_s ds, \quad t \in [0, T], $$

recall (4.15), where $a$ and $B$ are given by (4.16).

Fix $n \in \mathbb{N}$ and a partition $0 = t_0 < t_1 < t_2 < \ldots < t_n = T$ of $[0, T]$. A discretization of the equation for $u^*$ leads to the approximation of the values $(u^*_t)_{i=0,\ldots,n}$ by the vector $u^{(n)} \in \mathbb{R}^{n+1}$ given by

$$ u^{(n)} = (I_{n+1} - B^{(n)})^{-1} a^{(n)}, \quad (5.1) $$

with $a^{(n)} \in \mathbb{R}^{n+1}$ and $B^{(n)} \in \mathbb{R}^{(n+1) \times (n+1)}$ given by

$$ a^{(n)} := (a_{t_0}, a_{t_1}, \ldots, a_{t_n})^\top, $$

$$ B^{(n)}_{ij} := 1_{\{j \leq i-1\}} \int_{t_j}^{t_{j+1}} B(t_i, s) ds, \quad i, j = 0, 1, \ldots, n. $$

We now provide a detailed approximation for $a^{(n)}$ and $B^{(n)}$ for the case $\phi = 0$. We start by defining the only quantities that depend on the signal $P$ and the kernel $G$ that need to be (pre)computed for the approximations. First, we denote by $\nu_t$ the following conditional expectation

$$ \nu_t(s) := 1_{\{s \geq t\}} \mathbb{E}[P_s - P_T | F_t], \quad s, t \in [0, T], \quad (5.2) $$

and by $N$ the following in $(n+1) \times (n+1)$-matrix:

$$ N^{kj} := \nu_{t_j}(t_k), \quad k, j = 0, \ldots, n. \quad (5.3) $$

Second, we define the following $(n+1) \times (n+1)$ lower and upper triangular matrices $L$ and $U$ where the non-zero elements are given by:

$$ L^{kj} = \int_{t_j}^{t_{j+1}} \tilde{G}(t_k, s) ds, \quad k = 0, \ldots, n, \quad j = 0, \ldots, (k-1), \quad (5.4) $$

$$ U^{kj} = \int_{t_j}^{t_{j+1}} \tilde{G}(s, t_k) ds, \quad k = 0, \ldots, n, \quad j = k, \ldots, (n-1), \quad (5.5) $$

where $\tilde{G}$ was defined in (3.4).

---

2We note that indices count for vectors and matrices start from 0.
Step 1. Discretization of $\langle \Gamma_{t_i}^{-1}K_{t_i}, 1_{t_i}(f,g)^\top \rangle_{L^2}$. Fix $i = 0, \ldots, n$ and $f, g \in L^2([0,T], \mathbb{R})$. We first look at approximating the term $\langle \Gamma_{t_i}^{-1}K_{t_i}, 1_{t_i}(f,g)^\top \rangle_{L^2}$ from (4.16). We note that the expressions simplify for the case $\phi = 0$ (see (4.4)), so that using the fact that $\Gamma_i$ is self-adjoint, we obtain that

$$\langle \Gamma_{t_i}^{-1}K_{t_i}, 1_{t_i}(f,g)^\top \rangle_{L^2} = \langle 1_{t_i}, \tilde{G}_{t_i}, D_{t_i}^{-1}f \rangle_{L^2}$$

$$= \int_{t_i}^{T} \tilde{G}(s,t)(D_{t_i}^{-1}f)(s)ds$$

$$\approx \sum_{k=i}^{n-1} \int_{t_k}^{t_{k+1}} \tilde{G}(s,t_i)ds(D_{t_i}^{-1}f)(t_k).$$

The action of the operator $D_{t_i}$ can be approximated by the $n \times n$ matrix $D_{t_i}^{(n)}$ defined by

$$D_{t_i}^{(n)} := 2\lambda I_n + d_{t_i}^{(n)},$$

$$d_{t_i}^{(n)kj} := L^{kj}1_{i \leq j \leq (n-1)} + U^{kj}1_{i \leq k \leq (n-1)}, \quad k, j = 0, \ldots, n - 1. \quad (5.7)$$

Combining this with (5.1) yields the approximation

$$\langle \Gamma_{t_i}^{-1}K_{t_i}, 1_{t_i}(f,g)^\top \rangle_{L^2} \approx \sum_{k=i}^{n-1} \int_{t_k}^{t_{k+1}} \tilde{G}(s,t_i)ds((D_{t_i}^{(n)})^{-1}f^{(n)})(t_k)$$

$$= U_i^\top (D_{t_i}^{(n)})^{-1}f^{(n)}, \quad (5.8)$$

where $f^{(n)} := (f(t_0), f(t_1), \ldots, f(t_{n-1}))^\top$ and $U_i := (U^{i0}, U^{i1}, \ldots U^{i(n-1)})$, i.e. the $n$-dimensional $i$-th row of $U$ excluding the last term.

Step 2. Discretization of $B^{(n)}$. For $i = 0, \ldots, n$ and $j = 0, \ldots, (i - 1)$, it follows that

$$B_{ij}^{(n)} = \int_{t_j}^{t_{j+1}} B(t_i,s)ds$$

$$= \frac{1}{2\lambda}\langle 1_{t_i}, \tilde{G}_{t_i}, D_{t_i}^{-1}(\int_{t_j}^{t_{j+1}} \tilde{G}(\cdot,s)ds) \rangle_{L^2} - \frac{1}{2\lambda} \int_{t_j}^{t_{j+1}} \tilde{G}(t_i,s)ds$$

$$\approx \frac{1}{2\lambda}(U_i)^\top (D_{t_i}^{(n)})^{-1}L^{(j)} - \frac{1}{2\lambda}L^{ij}, \quad i, j = 0, \ldots, n, \quad (5.9)$$

where we used (5.8) for the last identity and $L^{(j)} := (L^{0j}, L^{1j}, \ldots L^{(n-1)j})^\top$, i.e. the $j$-th column of $L$ excluding the last element.
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Step 3. Discretization of $a^{(n)}$. Fix $i = 0, \ldots, n$. Recall from (4.7) and (5.2) that 
$$\Theta_t(s) = -\left(\Gamma_t^{-1}\nu_te_1\right)(s),$$ 
so that using (5.8) we obtain 
$$\langle K_t, \Theta_t \rangle_{L^2} = -\langle \Gamma_t^{-1}K_t, \nu_te_1 \rangle_{L^2} \approx -\langle U_i \rangle_L^2 = \langle U_i \rangle_L^2 \approx -(U_i)\Lambda (D^{(n)}_{t_i})^{-1}N^i$$ 
where $N^i := (N^i_0, N^i_1, \ldots, N^i_n)$, i.e. the $i$-th column of $N$ defined in (5.2) excluding the last term. Another application of (5.8) yields the following approximation for $a_t$:

$$a_t \approx \frac{1}{2\lambda} \left( N^{ii} - \bar{h}_0(t_i) - (U_i)\Lambda (D^{(n)}_{t_i})^{-1}N^i + (U_i)\Lambda (D^{(n)}_{t_i})^{-1}\bar{h}_0 \right), \quad i = 0, \ldots, n,$$

with $\bar{h}_0 = (\bar{h}_0(t_0), \bar{h}_0(t_1), \ldots, \bar{h}_0(t_{n-1}))^\top$. 

Summary. To sum up, the implementation is straightforward:

1. Specify the signal $P$ and the kernel $G$ as inputs and compute the $(n+1) \times (n+1)$ matrices $N$, $L$ and $U$ using (5.2), (5.4) and (5.5). (Refer to Subsection 5.2 below for explicit examples.)

2. Construct the $n \times n$-matrices $D^{(n)}_{t_i}$ using (5.6)-(5.7) for $i = 0, \ldots, n$.

3. Construct the $(n+1)$-vector $a^{(n)}$ using (5.10) and the $(n+1) \times (n+1)$ matrix $B^{(n)}$ using (5.9).

4. Recover the $(n+1)$-vector for the optimal control path $u^{(n)}$ from (5.1).

5.2 Numerical examples

For our numerical illustrations, we fix a uniform partition with mesh size $\Delta t := T/n$ and we consider a signal of the form 
$$P_t = \int_0^t I_sds + M_t,$$

for some martingale $M$ with $I$ an Ornstein-Uhlenbeck process of the form 
$$dI_t = -\gamma I_t dt + \sigma dW_t, \quad I_0 \in \mathbb{R},$$

where $\gamma, \sigma$ are positive constants and $W$ is a Brownian motion. In this case, the conditional expectation process $\nu_t$ given in (5.2) can be computed explicitly:

$$\nu_t(s) = I_t \frac{e^{-\gamma(T-t)} - e^{-\gamma(s-t)}}{\gamma} 1_{\{s \geq t\}},$$
so that $N$ defined in (5.3) reads

$$N^{kj} = I_{tj} e^{-\gamma(n-j)\Delta t} - e^{-\gamma(k-j)\Delta t} \frac{1}{\gamma} 1\{k \geq j\}, \quad k, j = 0, \ldots, n.$$ 

We will consider two examples of transient impact convolution kernels from Remark 2.5: the exponential kernel and the power-law kernel, where for computational convenience we take $\beta = 1 - \alpha$ with $\alpha \in (1/2, 1)$, for the exponent of the power law (see Table 1). The results will be compared with the case of no transient impact, i.e. $G \equiv 0$. In all three cases the matrices $L$ and $U$ in (5.4)-(5.5) can be computed explicitly and are also given in Table 1 below.

| $G(t, s)$        | $L^{kj}$ for $0 \leq j \leq k - 1$ | $U^{kj}$ for $k \leq j \leq n - 1$ |
|------------------|----------------------------------|----------------------------------|
| No-transient     | 0                                | $2\varrho \Delta t$             |
| Exponential      | $c e^{-\rho(t-s)} 1_{(s<t)}$     | $2\varrho \Delta t + c \frac{e^{-\rho \Delta t} - 1}{\rho} e^{-\rho(k-j)\Delta t}$ |
| Fractional       | $c (t-s)^{\alpha-1} 1_{(s<t)}$   | $2\varrho \Delta t + \frac{c (\Delta t)^\alpha}{\alpha} ((k-j)^\alpha - (k-j-1)^\alpha)$ |

Table 1: Some kernels $G$ and the corresponding explicit non-zero elements of the matrices $L$ and $U$ in (5.4)-(5.5).

In Figure 1 we present the optimal trading speed in the left panel and the resulting inventory in the right panel, in the absence of a signal (i.e. $I = 0$), where the parameters of the model are set to

$$h_0 \equiv 0, \quad q_0 = 10, \quad T = 10, \quad \lambda = 0.5, \quad \varrho = 4, \quad \phi = 0, \quad \rho = 0.5, \quad \alpha = 0.55.$$ 

We consider the cases where $G \equiv 0$ (orange), $G(t, s) = e^{-\rho(t-s)} 1_{(s<t)}$ with $\rho = 0.5$ (yellow) and $G(t, s) = (t-s)^{\alpha-1} 1_{(s<t)}$ with $\alpha = 0.55$ (green). We notice that the optimal strategy in the power law case is more restrained than the one of the exponential kernel, as the transient price impact resulting by trades has a slower decay. This effect becomes even more prominent when we incorporate a trading signal in Figure 2.

In Figure 2 we plot the optimal strategy for an agent who is executing a sell strategy and is also observing an Ornstein-Uhlenbeck as in (5.11) with parameters $I_0 = 2, \gamma = 0.3, \sigma = 0.5$. When the signal is negative, as illustrated in the upper panels, the agent trades with an excessive speed in the exponential kernel case compared to the power law case. This difference is not as substantial for a positive signal as in this scenario the trader is trading slowly anyway, as the value of her portfolio will increase in the immediate future due to the effect of the signal. Since the trading in
the positive signal case is slow at the beginning of trade, the strategy is less sensitive to the type of price impact kernel. Towards the end of the trading period, inventory penalties become more influential and they trigger rapid sells, so again the effect of the kernel type is not significant. In Figure 3 the transient price impact resulting by the optimal strategies for the cases of exponential and power law kernels is presented, with the same realizations of the signal as in Figure 2 are used. One can observe in Figure 3 that the price impact induced by the power law kernel is significantly more persistent than in the exponential kernel case.

In Figure 4 we provide a sensitivity analysis for the optimal trading speed and the optimal inventory subject to changes in the price impact kernel parameters. In the left panels we consider fractional kernels and in the right panels we consider exponential kernels. For the factional kernel case, we observe that for small values of $\alpha$, the kernel $t \mapsto t^{\alpha-1}$ induces more price impact over small time intervals enforcing the agent to trade slower. On the other hand when $\rho$ increases the price impact induced by kernel $t \mapsto e^{-\rho t}$ decays faster which allows the agent to trade faster.

In Figure 5 we repeat the same experiment, only now we extend the time horizon from $T = 1$ to $T = 10$ and add a positive Ornstein-Uhlenbeck signal similar to the one in Figure 2. We notice that the monotonicity with respect to the $\alpha$ parameter in the fractional kernel is preserved (see in the left panels). However in this scenario, since the signal is positive the agent is first buying in order to make a quick profit and then selling her inventory in order to close the position. We observe that larger values of $\alpha$ allow the trader to buy more inventory at the beginning of the trade.
Figure 2: Effect of different kernels on the optimal trading speed and inventory in the presence of a signal, for the parameters $h_0 \equiv 0$, $q_0 = 10$, $T = 10$, $\lambda = 0.5$, $\varrho = 4$, $\phi = 0$, for the Ornstein-Uhlenbeck signal: $I_0 = -2, \gamma = 0.3, \sigma = 0.5$ (upper panels) and $I_0 = 2, \gamma = 0.3, \sigma = 0.5$ (lower panels) and with three price impact kernels: $G \equiv 0$ (in blue), $G(t, s) = e^{-\rho(t-s)}1_{\{s<t\}}$ with $\rho = 0.5$ (orange) and $G(t, s) = (t-s)^{\alpha-1}1_{\{s<t\}}$ with $\alpha = 0.55$ (green).
Figure 3: The transient price impact of different kernels in the presence of a signal, for the parameters $h_0 \equiv 0, q_0 = 10, T = 10, \lambda = 0.5, \varrho = 4, \phi = 0$, and for Ornstein-Uhlenbeck signal (in red) with $\gamma = 0.3, \sigma = 0.5$, where $I_0 = -2$ in the left panel and $I_0 = 2$ in the right panel. The impact of the kernels appears for $G \equiv 0$ (blue), $G(t, s) = e^{-\rho(t-s)}1_{\{s<t\}}$ with $\rho = 0.5$ (orange) and $G(t, s) = (t - s)^{\alpha-1}1_{\{s<t\}}$ with $\alpha = 0.55$ (green).

6 Derivation of the solution

6.1 The covariance operator

We define $\Sigma_t$ the covariance operator induced by $K$ (recall (3.6)), as the integral operator associated with the following kernel:

$$\Sigma_t(s, u) = \frac{1}{4\lambda} \int_t^{s\wedge u} K(s, z) K^\top(u, z) dz, \quad t \leq s, u \leq T, \quad (6.1)$$

where we recall that $\lambda$ is as in (2.4). Let $id$ denotes the identity operator, i.e. $(idf) = f$ for all $f \in L^2([0, T], \mathbb{R}^2)$.

We define $\hat{K}$ as the integral operator induced by the kernel $K$ as follows,

$$\hat{K}(t, s) = -K(t, s) \otimes e_1, \quad \text{with } e_1 = (1, 0)^\top, \quad (6.2)$$

where $\otimes$ represents the outer product. Specifically, we have

$$\hat{K}(t, s) = \begin{pmatrix} -\tilde{G}(t, s) & 0 \\ 1_{\{s \leq t\}} & 0 \end{pmatrix}. \quad (6.3)$$

We define the adjusted covariance integral operator $\tilde{\Sigma}_t$ as follows

$$\tilde{\Sigma}_t = \left( \text{id} - \frac{1}{2\lambda} \hat{K} \right)^{-1} \Sigma_t \left( \text{id} - \frac{1}{2\lambda} \hat{K}^\top \right)^{-1}. \quad (6.4)$$
Figure 4: Impact of parameters of the kernels on the optimal trading speed and inventory without signal for the parameters $h_0 \equiv 0, q_0 = 10, T = 1, \lambda = 0.5, \varrho = 2, \phi = 0$. First column: Fractional kernel; Second column: Exponential kernel.
Figure 5: Impact of parameters of the kernels on the optimal trading speed and inventory with Ornstein-Uhlenbeck signal for the parameters $h_0 = 0$, $q_0 = 10$, $T = 10$, $\lambda = 0.5$, $\rho = 2$, $\phi = 0$; for the OU signal: $I_0 = 2$, $\gamma = 0.3$, $\sigma = 0.5$. First column: Fractional kernel; Second column: Exponential kernel.
Note that Lemma A.5 in [1] ensures that \( \left( \text{id} - \frac{1}{2\lambda} \hat{K} \right) \) and \( \left( \text{id} - \frac{1}{2\lambda} \hat{K}^* \right) \) are invertible.

### 6.2 The Riccati operator

We let

\[
A = \begin{pmatrix} \frac{1}{2\lambda} & 0 \\ 0 & -2\phi \end{pmatrix}.
\]

(6.5)

Recall that \( \tilde{\Sigma}_t \) was defined in (6.4). We define

\[
\Psi_t = \left( \text{id} - \frac{1}{2\lambda} \hat{K}^* \right)^{-1} A \left( \text{id} - 2\tilde{\Sigma}_t A \right)^{-1} \left( \text{id} - \frac{1}{2\lambda} \hat{K} \right)^{-1}, \quad t \leq T.
\]

(6.6)

First we identify \( \Psi_t \) with \( \Gamma_t^{-1} \) from (4.4), on a certain class of test functions. Recall that the notation \( \Gamma_t \) was introduced in (4.6).

**Lemma 6.1.** The operator \( \Psi_t \) satisfies for any \( f \in L^2([0,T], \mathbb{R}^2) \),

\[
\Gamma_t(s)(\Psi_t f \Gamma_t)(s) = \Gamma_t(s)(\Gamma_t^{-1} f \Gamma_t)(s), \quad \text{for all } s, t \in [0,T].
\]

(6.7)

The proof of Lemma 6.1 is given in Section 11.

We will show that \( \Psi_t \) is a solution to a Riccati operator equation involving the covariance operator \( \tilde{\Sigma}_t \) induced by the kernel (6.1). For this we specify our notion of differentiability: for any operator \( G \) from \( L^2([0,T], \mathbb{R}^2) \) to itself we define the operator norm,

\[
\|G\|_{\text{op}} = \sup_{f \in L^2([0,T], \mathbb{R}^2)} \frac{\|Gf\|_{L^2}}{\|f\|_{L^2}}.
\]

(6.8)

The operator \( t \mapsto \Psi_t \) is said to be strongly differentiable at time \( t \geq 0 \), if there exists a bounded linear operator \( \dot{\Psi}_t \) from \( L^2([0,T], \mathbb{R}) \) into itself such that

\[
\lim_{h \to 0} \frac{1}{h} \|\Psi_{t+h} - \Psi_t - h\dot{\Psi}_t\|_{\text{op}} = 0.
\]

The following lemma gives some fundamental properties of \( \Psi_t \) that will be useful for the proof of Theorem 4.4. Recall that \( A \) was defined in (6.5) and \( \hat{K} \) was defined in (6.2).

**Lemma 6.2.** For any \( 0 \leq t \leq T \), \( \Psi_t \) given by (6.6) is a bounded linear operator from \( L^2([0,T], \mathbb{R}) \) into itself. Moreover we have,

\[
(i) \quad \tilde{\Psi}_t = (-A \cdot \text{id} + \Psi_t) \text{ is an integral operator induced by a symmetric kernel } \tilde{\psi}_t(s, u) \text{ that satisfies}
\]

\[
\sup_{t \leq T} \int_{[0,T]^2} |\tilde{\psi}_t(s, u)|^2 ds du < \infty.
\]
(ii) For any \( f \in L^2([0, T], \mathbb{R}^2) \),
\[
(\Psi_t f \mathbb{1}_t)(t) = \left( A \cdot \text{id} + \frac{1}{2\lambda} \tilde{K}^* \Psi_t \right) (f \mathbb{1}_t)(t),
\]
where \( \mathbb{1}_t(s) = 1_{\{t \leq s\}} \).

(iii) \( t \mapsto \Psi_t \) is strongly differentiable and satisfies the operator Riccati equation
\[
\dot{\Psi}_t = 2\Psi_t \tilde{\Sigma}_t \Psi_t, \quad t \in [0, T],
\]
\[
\Psi_T = \left( \text{id} - \frac{1}{2\lambda} \tilde{K}^* \right)^{-1} A \left( \text{id} - \frac{1}{2\lambda} \tilde{K} \right)^{-1},
\]
where \( \tilde{\Sigma}_t \) is the strong derivative of \( t \mapsto \Sigma_t \) induced by the kernel
\[
\dot{\Sigma}_t(s, u) = -\frac{1}{4\lambda} K(s, t) K(u, t)^\top, \quad \text{a.e.} \tag{6.9}
\]

Proof. The proof of (i) follows from (6.7) and Lemma 7.3. The proof of (ii) in given in Section 10. The proof of (iii) follows the same lines as the proof of Lemma 5.6 in [3] hence it is omitted. \( \square \)

6.3 \( L^2 \)–valued BSDE

In the following proposition we show that \( \Theta = \{ \Theta(s) : s \in [0, T]\} \) in (4.7) is a solution to an \( L^2 \)-valued linear BSDE that involves the operator \( \Psi_t \) and the kernel \( \tilde{\psi}_t \) appearing in Lemma 6.2.

**Proposition 6.3.** For each \( s \leq T \), the process \( \Theta \) solves the following \( L^2 \)–valued BSDE,
\[
d\Theta_t(s) = \dot{\Theta}_t(s)dt + dN_t(s), \quad 0 \leq t < s, \tag{6.10}
\]
with \( \dot{\Theta}_t(s) = 2(\Psi_t \tilde{\Sigma}_t \Theta_t)(s) - \tilde{\psi}_t(s, t) E_t[P_t - P_T] e_1 \),
with the following boundary condition
\[
\Theta_s(s) = -\frac{1}{2\lambda} (P_s - E_s[P_T] + \langle \Theta_s, K_s \rangle_{L^2}) e_1, \tag{6.11}
\]
where for each \( 0 \leq s \leq T \), \( \{N_t(s)\}_{t \geq 0} \) is a suitable square-integrable martingale.

The proof of Proposition is postponed to Section 9.
6.4 A verification result

We will use the following lemma that derives the general dynamics for some functionals in $L^2$.

**Lemma 6.4.** Let $f(t,s)$ and $h(t,s)$ be two $L^2([0,T]^2, \mathbb{R}^2)$ functions that are continuous in $(t,s) \in [0,T]^2$, with partial derivatives with respect to $t$, $\dot{f}(t,s) := \partial_t f(t,s)$, $\dot{h}(t,s) := \partial_t h(t,s)$ that are in $L^2([0,T]^2, \mathbb{R}^2)$. Define

$$F_t(s) = \mathbb{1}_{\{t \leq s\}} f(t,s), \quad \text{and} \quad H_t(s) = \mathbb{1}_{\{t \leq s\}} h(t,s).$$

(6.12)

Let $\Xi_t := A \mathbb{1}_t + \Xi_t$ where $\Xi_t$ a bounded, strongly differentiable and self adjoint integral operator in $L^2$, and $A$ is a $2 \times 2$ symmetric matrix. Then, the derivative of $t \mapsto \langle F_t, \Xi_t H_t \rangle_{L^2}$ is given by

$$\frac{d}{dt} \langle F_t, \Xi_t H_t \rangle_{L^2} = -f^\top(t,t) A h(t,t) - f^\top(t,t) \Xi_t H_t(t) + \langle 1_t \dot{f}(t,\cdot), \Xi_t H_t \rangle_{L^2}$$

$$+ \langle F_t, \Xi_t H_t \rangle_{L^2} - h(t,t)^\top \Xi_t F_t(t) + \langle F_t, \Xi_t 1_t \dot{h}_t \rangle_{L^2}.$$ 

(6.14)

**Proof.** We first use the following decomposition

$$\langle F_t, \Xi_t H_t \rangle_{L^2} = \langle F_t, \Xi_t H_t \rangle_{L^2} + \langle F_t, (A\mathbb{1}_t) H_t \rangle_{L^2}.$$ 

(6.13)

Recall that $(A\mathbb{1}_t) H_t = A H_t$. A direct application of (6.12), (2.12) and a generalized version of Leibnitz’s rule (see e.g. Lemma 2.14 in [29]) gives

$$\frac{d}{dt} \langle F_t, (A\mathbb{1}_t) H_t \rangle_{L^2} = \frac{d}{dt} \int_t^T f^\top(t,s) A h(t,s)ds$$

$$= -f^\top(t,t) A h(t,t) + \int_t^T f^\top(t,s) A h(t,s)ds$$

$$+ \int_t^T f^\top(t,s) A \dot{h}(t,s)ds$$

$$= -f^\top(t,t) A h(t,t) + \int_{\{s \geq t\}} 1_{t \{s \geq t\}} \dot{f}^\top(t,s) A H_t(s)ds$$

$$+ \int_0^T F_t^\top(s) A 1_{\{s \geq t\}} \dot{h}(t,s)ds$$

$$= -f^\top(t,t) A h(t,t) + \langle 1_t \dot{f}(t,\cdot), A H_t \rangle_{L^2}$$

$$+ \langle F_t, A \mathbb{1}_t \dot{h}(t,\cdot) \rangle_{L^2},$$

where we used $(\mathbb{1}_t H_t)(s) = H_t(s)$ in the last line.
Using similar arguments, we get

\[ \frac{d}{dt} \langle F_t, \Xi_t H_t \rangle_{L^2} = \frac{d}{dt} \int_t^T f^\top(t, s) \Xi_t H_t(s) \, ds \]

\[ = -f^\top(t, t) \Xi_t H_t(t) + \int_t^T f^\top(t, s) \Xi_t H_t(s) \, ds \]

\[ + \int_t^T f^\top(t, s) \frac{d}{dt} (\Xi_t H_t(s)) \, ds \]  

(6.15)

\[ = -f^\top(t, t) \Xi_t H_t(t) + \langle 1_t f^\top(t, \cdot), \Xi_t H_t \rangle_{L^2} \]

\[ + \int_t^T f^\top(t, s) \frac{d}{dt} (\Xi_t H_t(s)) \, ds. \]

Note that

\[ \frac{d}{dt} (\Xi_t H_t(s)) = \frac{d}{dt} \int_t^T \Xi_t(s, r) h(t, r) \, dr \]

\[ = -\Xi_t(s, t) h(t, t) + \int_t^T \left( \frac{d}{dt} \Xi_t(s, r) \right) h(t, r) \, dr \]

\[ + \int_t^T \Xi_t(s, r) \dot{h}(t, r) \, dr \]  

(6.16)

\[ = -\Xi_t(t, r) h(t, t) + \hat{\Xi}_t H_t(s) + \Xi_t \mathbb{1}_t \dot{h}(t, \cdot)(s), \]

where we used the fact that the kernel of the operator \( \hat{\Xi}_t \) is \( \hat{\Xi}_t \) in the last line.

From (6.16) and since \( \hat{\Xi}_t \) is self adjoint, we get that

\[ \int_t^T f^\top(t, s) \frac{d}{dt} (\Xi_t H_t(s)) \, ds \]

\[ = -\int_t^T f^\top(t, s) \Xi_t(s, t) h(t, t) \, ds + \int_t^T f^\top(t, s) \hat{\Xi}_t H_t(s) \, ds \]

\[ + \int_t^T f^\top(t, s) \Xi_t \mathbb{1}_t (\mathbb{1}_t \cdot) \, ds \]  

(6.17)

\[ = -h(t, t)^\top \Xi_t F_t(t) + \langle F_t, \Xi_t \mathbb{1}_t \dot{h}_t \rangle_{L^2} + \langle F_t, \hat{\Xi}_t H_t \rangle_{L^2}. \]

From (6.15) and (6.17) it follows that

\[ \frac{d}{dt} \langle F_t, \Xi_t H_t \rangle_{L^2} = -f^\top(t, t) \Xi_t H_t(t) + \langle 1_t f^\top(t, \cdot), \Xi_t H_t \rangle_{L^2} \]

\[ - h(t, t)^\top \Xi_t F_t(t) + \langle F_t, \Xi_t \mathbb{1}_t \dot{h}_t \rangle_{L^2} + \langle F_t, \hat{\Xi}_t H_t \rangle_{L^2}. \]  

(6.18)
Applying (6.14) and (6.18) to (6.13) we finally get

\[
\frac{d}{dt} \langle F_t, \Xi_t H_t \rangle_{L^2} = -f^\top(t,t)\Sigma_t H_t + \langle 1_t f(t,\cdot), \Xi_t H_t \rangle_{L^2} \\
- h(t,t)\Sigma_t F_t - f^\top(t,t)\Sigma_t H_t + \langle 1_t f(t,\cdot), \Xi_t H_t \rangle_{L^2} \\
= -f^\top(t,t)\Sigma_t H_t - f^\top(t,t)\Xi_t H_t + \langle 1_t f(t,\cdot), \Xi_t H_t \rangle_{L^2}
\]

were we used \( \Xi_t := \text{id} + \bar{\Xi}_t \) and \( \dot{\Xi}_t = \dot{\bar{\Xi}}_t \) in the last line. This completes the proof.

We will use Lemma 6.4 in order to differentiate the first term on the right hand side of (4.12). Recall that for \( K \) as in (3.6) we write \( K_t(s) = K(s,t) \).

**Lemma 6.5.** Let \( g^u \) as in (3.7) and \( \Psi \) as in (6.6) then we have

\[
\frac{d}{dt} \langle g^u_t, \Psi_t g^u_t \rangle_{L^2} = -(g^u_t(t))^\top A g^u_t(t) + \frac{1}{\lambda} g^u_t(t)^\top \left( \hat{K}^* \Psi_t \right) (g^u_t \text{id}_t)(t) \\
+ 2 \langle \Psi_t K_t, g^u_t \rangle_{L^2} u_t + 2 \langle g^u_t, \Psi_t \dot{\Sigma}_t \Psi_t g^u_t \rangle_{L^2}.
\]

**Proof.** Define

\[
\tilde{g}^u_t(s) := g_0(s) + \int_0^t K(s,r)u_r dr, \quad 0 \leq s, t \leq T,
\]

where \( g_0 \) was defined in (3.6). From (2.12) and an application of Cauchy-Schwarz inequality it follows that \( \tilde{g}^u_t(s) \) is continuous in \((t,s) \in [0,T]^2\), as required by the assumptions of Lemma 6.4.

From (6.19) we get that

\[
\frac{d}{dt} \tilde{g}^u_t(s) = K(s,t)u_t = K_t(s)u_t, \quad \text{for all } 0 < t, s \leq T.
\]

Moreover, from (3.7) we have

\[
g^u_t(s) = 1_{(t \leq s)} \tilde{g}^u_t(s), \quad \text{for all } 0 < t, s \leq T.
\]

From Lemma 6.2(i) it follows that,

\[
\Psi_t = A \cdot \text{id} + \tilde{\Psi}_t,
\]

where \( \tilde{\Psi}_t \) is a self adjoint integral operator.
From (6.20)-(6.22) and by a direct application of Lemma 6.4 we get
\[
\frac{d}{dt} \langle g_t^u, \Psi_t g_t^u \rangle_{L^2} = -(\tilde{g}_t^u(t))^\top A \tilde{g}_t^u(t) - (\tilde{g}_t^u(t))^\top \tilde{\Psi}_t g_t^u(t) + \langle 1_t \tilde{g}_t^u, \Psi_t g_t^u \rangle_{L^2} \\
+ \langle g_t^u, \tilde{\Psi}_t g_t^u \rangle_{L^2} - \tilde{g}_t^u(t)^\top \tilde{\Psi}_t g_t^u(t) + \langle g_t^u, \Psi_t 1_t \tilde{g}_t^u \rangle_{L^2} \\
= -(\tilde{g}_t^u(t))^\top A \tilde{g}_t^u(t) - (\tilde{g}_t^u(t))^\top (-A \cdot \text{id} + \Psi_t) g_t^u(t) + \langle 1_t K_t, \Psi_t g_t^u \rangle_{L^2} u_t \\
+ \langle g_t^u, \tilde{\Psi}_t g_t^u \rangle_{L^2} - \tilde{g}_t^u(t)^\top (-A \cdot \text{id} + \Psi_t) g_t^u(t) + \langle g_t^u, \Psi_t 1_t K_t \rangle_{L^2} u_t.
\]
(6.23)
Since \( A \) is a symmetric matrix and \( \tilde{\Psi}_t \) is self-adjoint, it follows from (6.22) that \( \Psi_t \) is self-adjoint. Together with (6.21) we get that,
\[
\langle 1_t K_t, \Psi_t g_t^u \rangle_{L^2} = \langle g_t^u, \Psi_t 1_t K_t \rangle_{L^2} \\
= \langle \Psi_t K_t, g_t^u \rangle_{L^2}.
\]
(6.24)
From (6.21) we also have \( g_t^u(t) = \tilde{g}_t^u(t) \). Using this and (6.24), we can gather similar terms in (6.23) and get,
\[
\frac{d}{dt} \langle g_t^u, \Psi_t g_t^u \rangle_{L^2} = (g_t^u(t))^\top A g_t^u(t) - g_t^u(t)^\top (\Psi_t g_t^u)(t) \\
+ 2\langle \Psi_t K_t, g_t^u \rangle_{L^2} u_t + \langle g_t^u, \tilde{\Psi}_t g_t^u \rangle_{L^2}.
\]
Together with Lemma 6.2(iii) and (iv) it follows that
\[
\frac{d}{dt} \langle g_t^u, \Psi_t g_t^u \rangle_{L^2} = -(g_t^u(t))^\top A g_t^u(t) + \frac{1}{\lambda} g_t^u(t)^\top \left( \hat{K}^t \Psi_t \right) (g_t^u(t)(t) \\
+ 2\langle \Psi_t K_t, g_t^u \rangle_{L^2} u_t + 2\langle g_t^u, \Psi_t \tilde{\Psi}_t \Psi_t g_t^u \rangle_{L^2},
\]
which completes the proof. \( \square \)

We now use Lemma 6.4 to differentiate the second term on the right hand side of (4.12).

**Lemma 6.6.** Let \( g^u \) as in (3.7) and \( \Theta_t \) as in (6.10) . Then we have
\[
\frac{d}{dt} \langle \Theta_t, g_t^u \rangle_{L^2} = \left( 2\langle \Psi_t \tilde{\Sigma}_t \Theta_t, g_t^u \rangle_{L^2} - \frac{1}{2\lambda} (P_t - M_t) \langle \Psi_t K_t, g_t^u \rangle_{L^2} \right) dt \\
+ \left( \langle \Theta_t, K_t \rangle_{L^2} u_t + \frac{1}{2\lambda} (P_t - M_t + \langle \Theta_t, K_t \rangle_{L^2}) Y_t^u \right) dt + \langle dN_t, g_t^u \rangle_{L^2}.
\]

**Proof.** First note that Lemma 6.2(i) and (ii) can be applied to \( g_t^u \) instead of \( f \), as time dependence will not change the result. Together with (3.6), (6.3) and (3.7) we
get,
\[
\langle \bar{\psi}_t(\cdot, t)e_1, g_t^u \rangle_{L^2} = e_1^\top \int_t^T \bar{\psi}_t(t, s)g_t^u(s)ds \\
= e_1^\top (\Psi_t - \text{Id})(g_t^u\mathbb{1}_t)(t) \\
= \frac{1}{2\lambda} e_1^\top (\hat{K}_t^\top \Psi_t)(g_t^u\mathbb{1}_t)(t) \\
= -\frac{1}{2\lambda} e_1^\top e_1 \langle \Psi_tK_t, g_t^u\mathbb{1}_t \rangle_{L^2} \\
= -\frac{1}{2\lambda} \langle \Psi_tK_t, g_t^u\mathbb{1}_t \rangle_{L^2}. \tag{6.25}
\]

Using Leibnitz rule and (6.21), we get
\[
d\langle \Theta_t, g_t^u \rangle_{L^2} = d\int_t^T \Theta_t^\top(s)\tilde{g}_t^u(s)ds \\
= -\Theta_t(t)^\top g_t(t)dt + \int_t^T d(\Theta_t^\top(s)\tilde{g}_t^u(s))ds. \tag{6.26}
\]

From Itô product rule, (6.10) and (6.20) we have
\[
d(\Theta_t^\top(s)\tilde{g}_t^u(s)) = \tilde{g}_t^u(s)d\Theta_t^\top(s) + \Theta_t^\top(s)\tilde{g}_t^u(s) \\
= (\hat{\Theta}_t^\top(s)dt + dN_t^\top)\tilde{g}_t^u(s) + \Theta_t^\top(s)\tilde{g}_t^u(s)dt. \tag{6.27}
\]

From (6.20), (6.26) and (6.27) we get,
\[
d\langle \Theta_t, g_t^u \rangle_{L^2} = \left( \langle \hat{\Theta}_t, g_t^u \rangle_{L^2} + \langle \Theta_t, K_t \rangle_{L^2}u_t - \Theta_t(t)^\top g_t(t) \right) dt + \langle dN_t, g_t^u \rangle_{L^2}.
\]

Together with (3.8), (6.10), (6.11) and (6.25) we get
\[
d\langle \Theta_t, g_t^u \rangle_{L^2} = \left( 2\langle \Psi_t \Sigma_t \Theta_t, g_t^u \rangle_{L^2} - \frac{1}{2\lambda} (P_t - M_t)\langle \Psi_tK_t, g_t^u \rangle_{L^2} \right) dt \\
+ \left( \langle \Theta_t, K_t \rangle_{L^2}u_t + \frac{1}{2\lambda} (P_t - M_t + \langle \Theta_t, K_t \rangle_{L^2}) Y_t^u \right) dt + \langle dN_t, g_t^u \rangle_{L^2}.
\]

We now we are ready to prove Theorem 4.4.

Proof of Theorem 4.4. Recall that the proposed value process $V_t$ was defined in (4.12) and the performance functional $J$ was defined in (3.3). For any admissible $u$ as in (2.3) we set
\[
J_t(u) = \mathbb{E} \left[ \int_t^T ((P_s - Y_s^u)u_s - \lambda u_s^2 - \phi(Q_s^u)^2) ds + P_TQ_T^u - \rho q^2 \Big| \mathcal{F}_t \right]. \tag{6.28}
\]
and we define the process

\[ M_t^u = \int_0^t \left( (P_s - Y_s^u)u_s - \lambda u_s^2 - \phi(Q_s^u)^2 \right) ds + V_t^u + \lambda \int_0^t (u_s - T_s(u))^2 ds, \quad (6.29) \]

where

\[ T_s(u) = \frac{1}{2\lambda} (\mathbb{E}[(P_t - P_T) | \mathcal{F}_t] - Y_t^u + \langle \Theta_t, K_t \rangle_{L^2} + \langle \Psi_t K_t, g_t^u \rangle_{L^2}). \quad (6.30) \]

The following proposition, which will be proved at the end of this section is an important ingredient for the proof.

**Proposition 6.7.** For any \( u \in \mathcal{A} \), \( M_t^u \) is a martingale with respect to \( (\mathcal{F}_t)_{0 \leq t \leq T} \).

Proposition 6.7 implies that

\[ \mathbb{E}[M_T^u | \mathcal{F}_t] = M_t^u, \quad \text{for all } 0 \leq t \leq T. \quad (6.31) \]

From (3.7) it follows that \( g_T(s) = 0 \) on \([0, T)\). From (4.10) we have \( \chi_T = -2\rho q^2 \). Using both terminal conditions on (4.12) give,

\[ V_T^u = \frac{1}{2} \langle g_T^u, \Psi_T g_T^u \rangle_{L^2} + \langle \Theta_T, g_T^u \rangle_{L^2} + \mathbb{E}[P_T | \mathcal{F}_T] Q_T^u + \frac{1}{2} \chi_T \]

\[ = P_T Q_T^u - \rho q^2. \quad (6.32) \]

By using (6.31) and (6.32) on (6.28) and (6.29) it follows that

\[ V_t^u - J_t(u) = \lambda \mathbb{E} \left[ \int_t^T (u_s - T_s(u))^2 ds \bigg| \mathcal{F}_t \right]. \quad (6.33) \]

Since \( \lambda > 0 \), the right hand side of (6.33) is always nonnegative and it vanishes for \( u = u^* \), where \( u^*(\cdot) = \mathcal{T}_u(u^*) \) is given by (4.14).

Fix now \( t \leq T \) and recall that \( \mathcal{A}_t(u^*) \) was defined in (4.2). We observe that \( V_t^{u^*} = V_t^{u'} \) for all \( u' \in \mathcal{A}_t(u^*) \). We then deduce from (6.33) that

\[ V_t^{u^*} = J_t(u^*) = \operatorname{ess \ sup}_{u' \in \mathcal{A}_t(u^*)} J_t(u'), \]

which is equivalent to (4.13). This proves that \( u^* \) is an optimal control. \( \square \)

**Proof of Proposition 6.7.** Recall that \( M_t = \mathbb{E}[P_T | \mathcal{F}_t] \) and define

\[ \beta_t = P_t - M_t + \langle \Theta_t, K_t \rangle_{L^2}. \quad (6.34) \]
Then from (4.8), (6.29), (6.30) and (6.34) we have

\[
\begin{align*}
dM_t^u &= ((P_t - Y_t^u)u_t - \lambda w_t^u - \phi(Q_t^u)^2 + \lambda (u_t - T_t(u))^2) \, dt + dV_t^u \\
&= ((P_t - Y_t^u)u_t - \phi(Q_t^u)^2 - 2\lambda T_t(u)u_t + \lambda T_t(u)^2) \, dt + dV_t^u \\
&= -\phi(Q_t^u)^2 \, dt - (-M_t + \langle \Theta_t, K_t \rangle_{L^2} + \langle \Psi_t K_t, g_t^u \rangle_{L^2}) \, u_t \, dt \\
&\quad + \frac{1}{4\lambda} (\beta_t - Y_t^u + \langle \Psi_t K_t, g_t^u \rangle_{L^2})^2 \, dt + dV_t^u \\
& = \left( \frac{1}{2} g_t^u(t)^\top A g_t^u(t) - (-M_t + \langle \Theta_t, K_t \rangle_{L^2} + \langle \Psi_t K_t, g_t^u \rangle_{L^2}) \, u_t \right) \, dt \\
&\quad + \frac{1}{4\lambda} (\beta_t^2 + 2\beta_t \langle \Psi_t K_t, g_t^u \rangle_{L^2} - 2\beta_t Y_t^u - 2Y_t^u \langle \Psi_t K_t, g_t^u \rangle_{L^2} + \langle \Psi_t K_t, g_t^u \rangle_{L^2}) \, dt \\
&\quad + dV_t^u,
\end{align*}
\]

(6.35)

where we have used the identity

\[ g_t^u(t)^\top A g_t^u(t) = \frac{1}{2\lambda}(Y_t^u)^2 - 2\phi(Q_t^u)^2, \]

which follows from (3.8) and (6.5), in the last equality.

An application of (4.11) and Lemmas 6.5 and 6.6 to (4.12) yields:

\[
\begin{align*}
dV_t^u &= \frac{1}{2} \left( -g_t^u(t)^\top A g_t^u(t) + \frac{1}{\lambda} g_t^u(t)^\top \left( \dot{K}^* \Psi_t \right) (g_t^u \mathbb{1}_t)(t) \right) \, dt \\
&\quad + \left( 2\langle \Psi_t K_t, g_t^u \rangle_{L^2} u_t + 2\langle g_t^u, \Psi_t \Sigma_t \Psi_t g_t^u \rangle_{L^2} \right) \, dt \\
&\quad + \left( 4\langle \Psi_t \Sigma_t \Theta_t, g_t^u \rangle_{L^2} - \frac{1}{\lambda} (P_t - M_t) \langle \Psi_t K_t, g_t^u \rangle_{L^2} \right) \, dt \\
&\quad + \left( 2\langle \Theta_t, K_t \rangle_{L^2} u_t + \frac{1}{\lambda} (P_t - M_t + \langle \Theta_t, K_t \rangle_{L^2}) Y_t^u \right) \, dt \\
&\quad + (-2M_t u_t + \dot{\chi}_t) \, dt + (2Q_t^u + z_t^\lambda) \, dM_t + 2\langle dN_t, g_t^u \rangle_{L^2} \right).
\end{align*}
\]

(6.36)

Note that from (4.11) and (6.34) we have

\[ \dot{\chi}_t = -\frac{1}{2\lambda} \beta_t^2. \]

(6.37)

Next we introduce the following lemma with some useful identities. Recall that the notation \( \mathbb{1}_t \) was introduced in (4.6).

**Lemma 6.8.** The following identities hold:

(i) \[ 4\langle \Psi_t \Sigma_t \Theta_t, g_t^u \rangle_{L^2} = -\frac{1}{\lambda} \langle \Psi_t K_t, g_t^u \rangle_{L^2} \langle K_t, \Theta_t \rangle_{L^2}. \]
\((ii)\)

\[
\left(\mathbf{K}^* \Psi_t\right) (g_t^u \mathbf{1}_t)(t) = -\left\langle \Psi_t K_t, g_t^u \right\rangle_{L^2} e_1.
\]

\((iii)\)

\[
2\left\langle \Psi_t \Sigma_t \Psi_t g_t^u, g_t^u \right\rangle_{L^2} = -\frac{1}{2\lambda} \left\langle \Psi_t K_t, g_t^u \right\rangle_{L^2}^2.
\]  

(6.38)

The proof of Lemma 6.8 is postponed to Section 8.

Using (6.37)–(6.38), we can rewrite (6.36) as

\[
dV_t^u = \frac{1}{2} \left( -g_t^u(t)^\top A g_t^u(t) + \frac{1}{\lambda} g_t^u(t)^\top \left\langle \Psi_t K_t, g_t^u \right\rangle_{L^2} e_1 \right) dt
\]

\[
+ \left( 2 \left\langle \Psi_t K_t, g_t^u \right\rangle_{L^2} u_t - \frac{1}{2\lambda} \left\langle \Psi_t K_t, g_t^u \right\rangle_{L^2}^2 \right) dt
\]

\[
- \frac{1}{\lambda} \left( \left\langle \left( \Psi_t K_t, g_t^u \right)_{L^2} K_t, \Theta_t \right\rangle_{L^2} + (P_t - M_t) \left\langle \Psi_t K_t, g_t^u \right\rangle_{L^2} \right) dt
\]

\[
+ \left( 2 \left\langle \Theta_t, K_t \right\rangle_{L^2} u_t + \frac{1}{\lambda} (P_t - M_t + \left\langle \Theta_t, K_t \right\rangle_{L^2}) Y_t^u \right) dt
\]

\[
- \left( 2 M_t u_t + \frac{1}{2\lambda} \beta_t^2 \right) dt + (2Q_t^u + z_t^\chi) dM_t + 2 \left\langle dN_t, g_t^u \right\rangle_{L^2}. \tag{6.39}
\]

Plugging in (6.39) to (6.35) and using (6.34) we get

\[
dM_t^u = \left( \frac{1}{\lambda} g_t^u(t)^\top e_1 \left\langle \Psi_t K_t, g_t^u \right\rangle_{L^2} - \frac{1}{\lambda} Y_t^u \left\langle \Psi_t K_t, g_t^u \right\rangle_{L^2} \right) dt
\]

\[
+ (2Q_t^u + z_t^\chi) dM_t + 2 \left\langle dN_t, g_t^u \right\rangle_{L^2}.
\]

From (3.8) we have \(g_t^u(t)^\top e_1 = Y_t^u\), so we get

\[
dM_t^u = (2Q_t^u + z_t^\chi) dM_t + 2 \left\langle dN_t, g_t^u \right\rangle_{L^2}.
\]

This shows that \(M^u\) is a local martingale. From (6.29), (7.4), (2.1), (2.3) and several applications of Cauchy-Schwarz inequality, it follows that \(\sup_{t \in [0,T]} \mathbb{E}[(M^u_t)^2] < \infty\), hence \(M^u\) is a true martingale.

Note that the admissibility of \(u^*\) follows from the explicit solution derived in Proposition 4.5 which is equivalent to (4.14) and from the bounds derived in Lemma 7.1.

\[
\square
\]

7 Proof of Proposition 4.5

Proof of Proposition 4.5. Recalling (2.2) we note that \(g^u\) defined in (3.7) can be rewritten in the form

\[
g_t^u(s) = \mathbf{1}_{\{s \geq t\}} \left( \tilde{h}_0(s), q \right)^\top + \int_0^t \mathbf{1}_{\{s \geq t\}} \left( \tilde{G}(s, r), -1 \right)^\top u_r dr,
\]
so that an application of Fubini’s theorem leads to
\[
\langle \Gamma_t^{-1}K_t, g_t^u \rangle_{L^2} = \langle \Gamma_t^{-1}K_t, \mathbb{1}_t \left( \tilde{h}_0, q \right) \mathbb{1}^{\top} \rangle_{L^2} + \int_0^t \langle \Gamma_t^{-1}K_t, \mathbb{1}_t \left( \tilde{G}(:, r), -1 \right) \mathbb{1}^{\top} \rangle_{L^2} u_r dr,
\]
which, combined with (3.5), yields that we can rewrite (4.14) as (4.15). Note that (4.15) is a linear Volterra equation which admits a solution for any fixed \( \omega \in \Omega \), whenever \( a(\omega) \in L^2([0, T], \mathbb{R}) \) and \( B \) satisfies
\[
\sup_{t \leq T} \int_0^T B(t, s)^2 ds < \infty.
\]
Indeed, the solution is given in terms of the resolvent \( R_B \) of \( B \), see (10.1) below, which exists by virtue of Corollary 9.3.16 in [26] and satisfies
\[
\int_0^T \int_0^T |R_B(t, s)| dt ds < \infty.
\]
In this case, the solution \( u^* \) is given by
\[
u^*_t = a_t + \int_0^t R_B(t, s) a_s ds.
\]
Note that \( R_B \) is the kernel of the operator given by
\[
R_B = (\text{id} - B)^{-1}.
\]
One would still need to check that \( u^* \in A \) defined as in (2.3). This follows from the following lemma, which will be proved in the end of this section.

Lemma 7.1. Assume \( \lambda > 0 \) and \( \phi, g \geq 0 \). Then, the following hold:

(i) \( \mathbb{E}\left[ \int_0^T a_s^2 ds \right] < \infty \),

(ii) \( \sup_{t \leq T} \int_0^T B(t, s)^2 ds < \infty \),

(iii) \( \mathbb{E}\left[ \int_0^T (u^*_s)^2 ds \right] < \infty \).

The rest of this section is dedicated to the proof of Lemma 7.1. In order to prove this lemma we will need some auxiliary results. Recall that the operator norm was defined in (6.8).

Lemma 7.2. Assume that \( \phi, g \geq 0 \) and \( \lambda > 0 \). Then
\[
\sup_{t \leq T} \| D_t^{-1} \|_{op} < \infty.
\]
Proof. Choose $\varepsilon \in (0, \lambda)$. In the proof of Lemma 4.1 we have shown that $(\tilde{G}_t + \tilde{G}^*_t)$ and $1_t^*1_t$ are non-negative definite for any $0 \leq t \leq T$. Together with (2.12) and (3.4) it follows that for any $0 \leq t \leq T$, the operator

$$S_t := 2(\lambda - \varepsilon)\text{id} + (\tilde{G}_t + \tilde{G}^*_t) + 2\phi 1_t^*1_t$$

is positive definite, invertible, self-adjoint and compact with respect to the space of bounded operators on $L^2([0, T])$ equipped with the operator norm given in (6.8). From Theorem 4.15 in [39] it follows that $S_t$ admits a spectral decomposition in terms of a sequence of positive eigenvalues $(\mu_{t,n})_{n=1}^{\infty}$ and an orthonormal sequence of eigenvectors $(\varphi_{t,n})_{n=1}^{\infty}$ in $L^2([0, T])$ such that it holds that

$$S_t = \sum_k \mu_{t,k} \langle \varphi_{t,k}, \cdot \rangle_{L^2} \varphi_{t,k}.$$  

By application of Cauchy Schwarz and the fact that $S_t$ is self-adjoint we get

$$\sup_{t \leq T} \sum_k \mu_{t,k}^2 \leq C \left( (\lambda - \varepsilon)^2 + \sup_{t \leq T} \int_0^T \left( (\tilde{G}_t + \tilde{G}^*_t) + 2\phi 1_t^*1_t \right)^2 (s,s) ds \right) < \infty,$$

where the second inequality follows from (2.12) and (3.4). From (4.2) and (7.1) it follows that we can rewrite $D_t = S_t + \varepsilon \text{id}$ as follows,

$$D_t = \sum_k (2\varepsilon + \mu_{t,k}) \langle \varphi_{t,k}, \cdot \rangle_{L^2} \varphi_{t,k}.$$  

We can therefore represent $D_t^{-1}$ as follows,

$$D_t^{-1} = \sum_k \frac{1}{(2\varepsilon + \mu_{t,k})} \langle \varphi_{t,k}, \cdot \rangle_{L^2} \varphi_{t,k}.$$  

Since $\varepsilon > 0$ and $\mu_{t,k} \geq 0$, for all $t \in [0, T]$ and $k = 1, 2, \ldots$, we get that for any $f \in L^2([0, T], \mathbb{R})$,

$$\|D_t^{-1}f\|_{L^2} \leq \frac{1}{2\varepsilon} \|f\|_{L^2}, \quad \text{for all } 0 \leq t \leq T.$$  

Together with (6.8) this completes the proof. 

Lemma 7.3. Let $\Gamma_t^{-1}$ as in (4.4). Then we have

$$\sup_{t \leq T} \|\Gamma_t^{-1}\|_{\text{op}} < \infty.$$  

Proof. The proof follows directly from (4.4) and Lemma 7.2, as each entry of $\Gamma^{-1}$ involves products of indicators and of $D_t^{-1}$. 
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Lemma 7.4. Let $\Theta = \{\Theta_t(s) : t \in [0, s], s \in [0, T]\}$ as in (4.7). Then we have

$$\sup_{t \leq T} \int_t^T \mathbb{E} \left[ |\Theta_t(s)|^2 \right] ds < \infty.$$  

Proof. From (4.6), (4.7), Lemma 7.3, Fubini Theorem and successive applications of Cauchy-Schwarz inequality we get

$$\mathbb{E} \left[ |\Theta_t(s)|^2 \right] \leq \|\Gamma_t^{-1}\|^2_{\text{op}} \int_t^T \mathbb{E} \left[ (\mathbb{E}[P_r - M_r | F_t])^2 \right] dr \leq C \int_0^T \mathbb{E}[(P_r - M_r)^2] dr, \quad \text{for all } 0 \leq t \leq s \leq T.$$  

where the constant $C > 0$ is not depending on $s$ and $t$ and we used the conditional Jensen inequality in the last line. Together with (2.1), we conclude that

$$\sup_{0 \leq t \leq s \leq T} \mathbb{E} \left[ |\Theta_t(s)|^2 \right] < \infty,$$  

and we get the result. \qed

Proof of Lemma 7.1. (i) Recall that

$$a_t = \frac{1}{2\lambda} \left( \mathbb{E}[\mathbb{E}[(P_t - P_T) | \mathcal{F}_t]] - \tilde{h}_0(t) + \langle \Theta_t, K_t \rangle_{L^2} + \langle \Gamma_t^{-1} K_t, \mathbbm{1}_t(\tilde{h}_0, q) \rangle_{L^2} \right) \quad (7.2)$$

Using the conditional Jensen inequality, the tower property of conditional expectation and (2.1) we get that

$$\int_0^T \mathbb{E} \left[ (\mathbb{E}[(P_t - P_T) | \mathcal{F}_t])^2 \right] dt = \int_0^T \mathbb{E}[(P_t - P_T)^2] dt < \infty. \quad (7.3)$$

From (4.9), (2.12), (3.6), Lemma 7.4 and Cauchy-Schwarz inequality we have

$$\int_0^T \mathbb{E} \left[ (\langle \Theta_t, K_t \rangle_{L^2})^2 \right] dt = \int_0^T \mathbb{E} \left[ \left( \int_t^T \Theta_t(s) K(s, t) ds \right)^2 \right] dt = \int_0^T \mathbb{E} \left[ \left( \int_t^T \Theta_t^2(s) ds \int_t^T K^2(s, t) ds \right) \right] dt \leq \left( \int_0^T \Theta_t^2(s) ds \right) \left( \int_0^T K^2(s, t) ds \right) \sup_{t \leq T} \mathbb{E} \left[ \left( \int_t^T \Theta_t^2(s) ds \right) \right] < \infty.$$  

Note that from (4.9), (2.12), (3.6) we have $\sup_{t \leq T} \|K_t\|_{L^2} < \infty$. Together with Lemma 7.3 we get

$$\sup_{t \leq T} \int_0^T \left( \int_0^T \Gamma_t^{-1}(s, r) K_t(r) dr \right)^2 ds \leq \sup_{t \leq T} \|\Gamma_t^{-1}\|_{\text{op}}^2 \sup_{t \leq T} \|K_t\|^2_{L^2} < \infty.$$  
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Since by (2.5) $h_0$ and hence $\tilde{h}_0$ (by (3.4)) are square integrable deterministic functions, it follows yet again by Cauchy-Schwarz inequality that
\[
\sup_{t \leq T} \langle \Gamma_t^{-1} K_t, 1_t(\tilde{h}_0, q) \rangle_{L^2} < \infty. \tag{7.4}
\]
Applying (7.3)–(7.4) into (7.2) gives (i).

(ii) Recall that
\[
B(t, s) = \frac{1}{2\lambda} \left( \langle \Gamma_t^{-1} K_t, 1_t(\tilde{G}(\cdot, s), -1) \rangle_{L^2} - \tilde{G}(t, s) \right). \tag{7.5}
\]
Similarly to the derivation of (7.4) we have
\[
\sup_{t \leq T} \langle \Gamma_t^{-1} K_t, 1_t(\tilde{G}(\cdot, s), -1) \rangle_{L^2} < \infty, \tag{7.6}
\]
where we use (2.12) and (3.6) to bound $\tilde{G}$. Then from (7.5) and (7.6) we get (ii).

(iii) For any $0 < t \leq T$ we define
\[
f(t) = \mathbb{E} \left[ \int_0^t (u_s^*)^2 ds \right].
\]
From (4.15) and Cauchy-Schwarz inequality it follows that there exists positive constants $C_i, i = 1, 2$, not depending on $t$ such that,
\[
f(t) \leq 2\mathbb{E} \left[ \int_0^t a_s^2 ds \right] + 2\mathbb{E} \left[ \int_0^t \left( \int_0^s B(s, r) u_r^* dr \right)^2 ds \right] \leq 2\mathbb{E} \left[ \int_0^T a_s^2 ds \right] + 2\mathbb{E} \left[ \int_0^T \left( \int_0^s B^2(s, r') dr' \int_0^r (u_r^*)^2 dr \right) ds \right] \leq C_1 + C_2 \int_0^t f(s) ds,
\]
where we used parts (i) and (ii) in the last inequality. Part (iii) then follows by an application of Grönwall inequality.

\[\square\]
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8 Proof of Lemma 6.8

Proof of Lemma 6.8. (i) Recall that \( K_t \) was defined as a function \( K_t : s \mapsto K(s, t) \). From (6.9) we note that for any \( g \in L^2([0, T], \mathbb{R}^2) \) we have

\[
-4\lambda \langle \Psi_t \dot{\Sigma}_t f, g \rangle_{L^2} = \int_0^T \int_0^T \int_0^T \Psi_t(s, r) K(r, t) K(u, t)^\top f(u) g(s) du dr ds
\]

\[
= \left( \int_0^T \int_0^T \Psi_t(s, r) K(r, t) g(s) dr ds \right) \left( \int_0^T K(u, t)^\top f(u) du \right)
\]

\[
= \langle \Psi_t K_t, g \rangle_{L^2} \langle K_t, f \rangle_{L^2},
\]

and (i) follows by taking \( f = \Theta_t \) and \( g = g^u_t \).

(ii) Recall that \( \Psi_t \) is self-adjoint, then we have

\[
(\Psi_t K_t(s))^\top = \left( \int_0^T \Psi_t(s, r) K_t(r) dr \right)^\top = \int_0^T K_t(r)^\top \Psi_t(r, s) dr.
\]

Using the fact that \( \Psi_t \) is self-adjoint and that \( 1_{t}(s) = 1_{\{t \leq s\}} \), we get

\[
\langle \Psi_t K_t, g^u_t \rangle_{L^2} = \int_0^T (\Psi_t K_t)^\top(s) g^u_t(s) ds
\]

\[
= \int_0^T \int_0^T K_t(r)^\top \Psi_t(r, s) g^u_t(r) dr ds
\]

\[
= \int_0^T \int_0^T K_t(r)^\top \Psi_t(r, s) g^u_t(r) 1_t(r) ds dr.
\]

On the other hand,

\[
\left( \hat{K}^* \Psi_t \right) (g^u_t 1_t)(t) = \int_0^T (\hat{K}^* \Psi_t)(t, s) g^u_t(s) 1_t(s) ds
\]

\[
= \int_0^T \int_0^T \hat{K}^*(t, r) \Psi_t(r, s) g^u_t(s) 1_t(s) ds dr.
\]

Using (6.2), we get for any \( f \in L^2([0, T], \mathbb{R}^2) \),

\[
\langle K_t, f \rangle_{L^2} e_1 = e_1 \int_0^T K(r, t)^\top f(r) dr
\]

\[
= - \int_0^T \hat{K}(r, t)^\top f(r) dr
\]

\[
= - \left( \hat{K}^* f \right) (t).
\]
Using (8.3) on (8.1) and (8.2) we get (ii).

(iii) From (6.9) we get that,

\[ -4\lambda \langle \Psi_t \tilde{\Sigma}_t \Psi_t g_t^\nu, g_t^\nu \rangle_{L^2} \]
\[ = \int_0^T \int_0^T \int_0^T \int_0^T (g_t^\nu(s))^{-\top} \Psi_t(s, v) K(v, t) K(w, t)^{-\top} \Psi_t(w, r) g_t^\nu(r) dw dv dr ds \]
\[ = \int_0^T (g_t^\nu(s))^{-\top} (\Psi_t K_t)(s) ds \int_0^T (\Psi_t K_t)^{-\top} (r) g_t^\nu(r) dr \]
\[ = \langle \Psi_t K_t, g_t^\nu \rangle_{L^2}^2, \]

where we used again the notation \( K_t(s) = K(s, t) \). This completes the proof. \( \square \)

9 Proof of Proposition 6.3

Proof of Proposition 6.3. Let \( 0 \leq s \leq T \). An application of Lemma 6.1, yields that \( \Theta \) given by (4.7) can be written as

\[ \Theta_t(s) = -(\Psi_t 1_t E_t[P - P_T] e_1)(s) \quad \text{for all } 0 \leq t \leq s. \] (9.1)

We first prove that \( \Theta(s) \) in (4.7) satisfies (6.10). Recall the notation presented in Lemma 6.2(i) and (6.22). Together with (4.7), (4.6) and (6.7) we get that,

\[ \Theta_t(s) = -(\Psi_t 1_t E_t[P - P_T] e_1)(s) \]
\[ = -E_t[P_s - P_T] Ae_1 - \int_t^T \tilde{\psi}(s, r) E_t[P_t - P_T] e_1 dr, \quad \text{for all } 0 \leq t \leq s. \]

From (6.22) it follows that \( \dot{\Psi}_t = \Psi_t \). We differentiate the above expression for \( \Theta(s) \) with respect to \( t \) and use (6.22) to get

\[ d\Theta_t(s) \]
\[ = -dE_t[P_s - P_T] Ae_1 - \left( \dot{\Psi}_t 1_t E_t[P - P_T] e_1 \right)(s) - \left( \dot{\Psi}_t 1_t dE_t[P - P_T] e_1 \right)(s) \]
\[ + \tilde{\psi}(s, t) E_t[P_t - P_T] e_1 \]
\[ = -dE_t[P_s - P_T] Ae_1 - \left( \dot{\Psi}_t 1_t E_t[P - P_T] e_1 \right)(s) + \tilde{\psi}(s, t) E_t[P_t - P_T] e_1 \]
\[ - \left( \dot{\Psi}_t 1_t dE_t[P - P_T] e_1 \right)(s) \]
\[ - \left( \Psi_t \Sigma_t \Theta_t \right)(s) + \tilde{\psi}(s, t) E_t[P_t - P_T] e_1 + dN_t(s), \] (9.2)

where we used (4.7), Lemma 6.2(iii) and

\[ dN_t(s) := -(\Psi_t 1_t dE_t[P - P_T] e_1)(s), \]
in the last equality. Note that (6.10) follows directly from (9.2).

Next we prove that (9.1) satisfies the boundary condition (6.11). From (4.7) and Lemma 6.2(ii) we get that

\[
\Theta_s(s) = -\left(\Psi_s \mathbb{1}_s \mathbb{E}_s[P - P_T]e_1\right)(s)
\]

\[
= -\left(A \cdot \text{id} + \frac{1}{2\lambda} \hat{K}^* \Psi_s\right)\left(\mathbb{E}_s[P - P_T]e_1 \mathbb{1}_s\right)(s)
\]

\[
= -\frac{1}{2\lambda} e_1(P_s - M_s) - \frac{1}{2\lambda} \left(\hat{K}^* \Psi_s\right)\left(\mathbb{E}_s[P - P_T]e_1 \mathbb{1}_s\right)(s),
\]

where we have used (6.5) in the last equality. Next, we use (4.1), (9.1) and (6.3) to get

\[
(\hat{K}^* \Psi_s)(\mathbb{E}_t[P - P_T]e_1 \mathbb{1}_s)(s) = (\hat{K}^* \Theta_s(\cdot))(s)
\]

\[
= \langle K_s, \Theta_s \rangle_{L^2 e_1},
\]

which together with (9.3) verifies (6.10).

Finally, from Lemma 7.4 we have

\[
\sup_{t \leq T} \int_t^T \mathbb{E} \left[|\Theta_t(s)|^2\right] ds < \infty,
\]

which completes the proof.

\[\square\]

10 Proof of Lemma 6.2(ii)

Before we prove Lemma 6.2(ii), we recall the notion of resolvent. For a kernel \(K \in L^2([0, T]^2, \mathbb{R}^{2 \times 2})\), we define its resolvent \(R_T \in L^2([0, T]^2, \mathbb{R}^{2 \times 2})\) by the unique solution to

\[
R_T = K + K \ast R_T, \quad K \ast R_T = R_T \ast K.
\]

In terms of integral operators, this translates into

\[
R_T = K + KR_T, \quad KR_T = R_T K.
\]

In particular, if \(K\) admits a resolvent, \((\text{id} - K)\) is invertible and

\[
(id - K)^{-1} = \text{id} + R_T.
\]
Proof of Lemma 6.2(ii). From Lemma A.2 of [1] we get the existence of the resolvent \( \hat{R} \) of \( \frac{1}{\lambda} \hat{K} \) which is again a Volterra kernel. From (10.2) it follows that \( (\text{id} - \frac{1}{\lambda} \hat{K}) \) is invertible with an inverse given by \((\text{id}+\hat{R})\). By Lemma 4.1, \((\text{id} - 2\hat{\Sigma}_tA)\) is invertible with an inverse given by \((\text{id} + R_tA)\) where \(R_tA\) is the resolvent of \(2\hat{\Sigma}_tA\). We get that \(\Psi_t\) defined in (6.6) satisfies
\[
\Psi_t = (\text{id} + R_tA)(\text{id} + \hat{R} + R_tA) \quad (10.3)
\]
We first argue that
\[
\hat{R}(s,u) = 0, \quad \text{for all } 0 \leq s < u \leq T, \quad (10.4)
\]
and
\[
R_tA(t,\cdot) = 0, \quad \text{for all } 0 \leq t \leq T. \quad (10.5)
\]
Indeed, since \(\hat{K}\) is a Volterra kernel, its resolvent \(\hat{R}\) is also a Volterra kernel and (10.5) follows. From (6.1) we get that \(\Sigma_t(t,\cdot) = 0\) together with (6.4) we get that \(\hat{\Sigma}_t(t,\cdot) = 0\), so that \(R_tA(t,\cdot) = 0\) by the resolvent equation (10.1).

Let \( f \in L^2([0,T],\mathbb{R}^2) \). Using (10.4) and (10.5) we get that,
\[
(AR_tA)(f)(t) = A \int_0^T R_tA(t,s)f(s)ds = 0,
\]
\[
(AR_tA\hat{R})(f)(t) = A \int_0^T \int_0^T R_tA(t,u)\hat{R}(u,s)f(s)duds = 0.
\]
From (10.1) we get
\[
\hat{R}^* = \frac{1}{2\lambda} \hat{K}^* + \frac{1}{2\lambda} \hat{K}^* \hat{R}^* \quad (10.6)
\]
Combining (10.6) with (10.3) yields
\[
(\Psi_t)(f)(t) = A(\text{id} + \hat{R})(f)(t) + (\hat{R}^*A + \hat{R}^*AR_tA + \hat{R}^*AR_tA\hat{R} + \hat{R}^*A\hat{R})(f)(t) \quad (10.7)
\]
\[
= A(\text{id} + \hat{R})(f)(t) + \hat{R}^*A(\text{id} + R_tA)(\text{id} + \hat{R})f(t) \quad
= A(\text{id} + \hat{R})(f)(t) + \hat{R}^*A(\text{id} + R_tA)(\text{id} + \hat{R})f(t) \quad
= A(\text{id} + \hat{R})(f)(t) + \frac{1}{2\lambda} \hat{K}^*(\text{id} + \hat{R}^*)A(\text{id} + R_tA)(\text{id} + \hat{R})f(t) \quad
= A \left( \text{id} - \frac{1}{2\lambda} \hat{K} \right)^{-1} (f)(t) + \frac{1}{2\lambda} \left( \hat{K}^*\Psi_t \right)(f)(t).
\]
Recall that $\mathbb{1}_t(s) = \mathbb{1}_{\{s \geq t\}}$. From (10.4) we have

$$\hat{R}(f \mathbb{1}_t)(t) = \int_0^T R(t, u) f(u) \mathbb{1}_{\{t \leq u\}} du = 0.$$ 

Together with (10.7) we get the result of Lemma 6.2(ii).

11 Proofs of Lemmas 2.2, 4.1 and 6.1

Proof of Lemma 2.2. Assume that $G$ satisfies (2.11) and let $f \in L^2([0, T], \mathbb{R})$. Then using Fubini’s theorem we get

$$\int_0^T \int_0^T G(|t - s|) f(s) f(t) ds dt = \int_{\mathbb{R}_+} \left( \int_0^T \int_0^T e^{-x|t-s|} f(s) f(t) ds dt \right) \mu(dx) \geq 0,$$

where we used the fact that for each $x \geq 0$, $\tilde{G}_x(t) = e^{-xt}$ is a nonnegative definite kernel (see Example 2.7 in [23]) and that $\mu$ is a nonnegative measure.

Proof of Lemma 4.1. We first note that from (4.2) it follows that $D_t$ is a self-adjoint operator. We will show that under the assumptions of the lemma $D_t$ is positive definite, hence it is invertible.

Recall that $\tilde{G}$ was defined in (3.4) and that $\tilde{G}_t$ is the operator induced by the kernel $\tilde{G}(s, u) \mathbb{1}_{\{u > t\}}$. Clearly operator $\text{id}$ is positive definite and $\mathbb{1}_t^* \mathbb{1}_t$ is nonnegative definite. It follows from (4.2) that in order to prove that $D_t$ is positive definite we need to show that $(G_t + G_t^*)$ is nonnegative definite. Note that we can write the kernel of $\tilde{G}_t$ as follows,

$$\tilde{G}_t(s, u) = (2g \mathbb{1}_{\{u < s\}} + G(s, u)) \mathbb{1}_{\{u > t\}}. \tag{11.1}$$

Let $f \in L^2([0, T], \mathbb{R})$, then from (2.8) we get

$$\int_0^T \int_0^T (G_t(s, u) + G_t^*(s, u)) f(s) f(u) ds du = \int_0^T \int_0^T (G(s, u) \mathbb{1}_{\{u > t\}} + G(u, s) \mathbb{1}_{\{s > t\}}) f(s) f(u) ds du$$

$$= \int_0^T \int_0^T (G(s, u) \mathbb{1}_{\{s > u\}} \mathbb{1}_{\{u > t\}} + G(u, s) \mathbb{1}_{\{s > t\}} \mathbb{1}_{\{u > s\}}) f(s) f(u) ds du$$

$$= \int_0^T \int_0^T (G(s, u) \mathbb{1}_{\{s > u\}} \mathbb{1}_{\{s > t\}} + G(u, s) \mathbb{1}_{\{s > t\}} \mathbb{1}_{\{u > s\}} \mathbb{1}_{\{u > t\}}) f(s) f(u) ds du$$

$$= \int_0^T \int_0^T (G(s, u) + G(u, s)) f_t(s) f_t(u) ds du$$

$$\geq 0, \tag{11.2}$$
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where we used the fact that $G_t(s, u) = 0$ for $u > s$, with $f_t(s) := f(s)1_{\{s \geq t\}}$.

Moreover, we have
\[
\begin{aligned}
\int_t^T \int_u^T f(s)f(u)dsdu &+ \int_0^T \int_0^T 1_{\{t \leq s \leq u\}}f(u)f(s)dsdu \\
&= \int_t^T \int_u^T f(s)f(t)dsdt + \int_t^T \int_t^u f(u)f(s)dsdu \\
&= \int_t^T f(s)dsu \\
&= \left(\int_t^T f(s)ds\right)^2 \\
&\geq 0.
\end{aligned}
\] (11.3)

From (11.1), (11.2) and (11.3) it follows that $\tilde{G}_t$ is nonnegative definite and this completes the proof. □

**Proof of Lemma 6.1.** Recall that that $K$ was defined in (3.6). We define $K_t$ as the operator induced by the kernel $K(s, u)1_{\{u \geq t\}}$ and
\[
\hat{K}_t = -(K_t \otimes e_1),
\]
which by (6.3) is induced by the kernel
\[
\hat{K}_t(s, u) = \begin{pmatrix}
-G(s, u)1_{\{u \geq t\}} & 0 \\
1_{\{s \geq u\}}1_{\{u \geq t\}} & 0
\end{pmatrix}. \quad (11.4)
\]
We first note that both terms appearing in expression (6.7) are continuous in the parameter $\phi \in [0, \infty)$, recall (4.4) and (6.6). It is therefore enough to prove (6.7) for any $\phi > 0$. Note that for $A$ in (6.5) we have for $\phi > 0$,
\[
A^{-1} = \begin{pmatrix}
2\lambda & 0 \\
0 & -\frac{1}{2\phi}
\end{pmatrix}. \quad (11.5)
\]

From (4.2), (4.5), (11.5) and (4.3) we obtain
\[
\Gamma_t = \begin{pmatrix}
2\lambda & -1^*_t \\
-1_t & -\frac{1}{2\phi}
\end{pmatrix}
\]
\[
= A^{-1} - \frac{1}{2\lambda} \left(\hat{K}_t A^{-1} + A^{-1} \hat{K}_t^*\right). \quad (11.6)
\]

Using Lemma 4.1 and (6.6) we note that in order to prove Lemma 6.1, it is enough to prove that for any $f \in L^2([0, T], \mathbb{R})$, the quantities
\[
\Psi_t^{-1} f1_t = \left(\text{id} - \frac{1}{2\lambda} \hat{K}\right) \left(\text{id} - 2\hat{S}_t A\right) A^{-1} \left(\text{id} - \frac{1}{2\lambda} \hat{K}^*\right) f1_t, \quad t \leq T, \quad (11.7)
\]
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coincide with the left-hand side of (11.6) operating on $f1_t$

Let $f \in L^2 ([0, T], \mathbb{R})$. From (6.4) and (11.7) we get,

$$\Psi_t^{-1} f1_t = \left( \left( \text{id} - \frac{1}{2\lambda} \hat{K} \right) A^{-1} \left( \text{id} - \frac{1}{2\lambda} \hat{K}^* \right) - 2\Sigma_t \right) f1_t. \quad (11.8)$$

From (11.4) we get

$$\left( \hat{K} f1_t \right)(s) = \int_0^T \hat{K}(s, u)1_t(u)f(u)du = \int_0^T \hat{K}_t(s, u)f(u)du = \left( \hat{K}_t f1_t \right)(s), \quad (11.9)$$

and

$$K_t(s, u)^* = K_t(u, s)^T = K(u, s)^T 1_t(s). \quad (11.10)$$

From (11.10) we get

$$1_t(s) \left( \hat{K}^* f1_t \right)(s) = \int_0^T 1_t(s)\hat{K}^*(s, u)1_t(u)f(u)du$$

$$= \int_0^T 1_t(s)\hat{K}(u, s)^T 1_t(u)f(u)du = 1_t(s) \left( \hat{K}_t^* f1_t \right)(s). \quad (11.11)$$

From (11.8), (11.9) and (11.11) it follows that

$$1_t(s)\left( \Psi_t^{-1} f1_t \right)(s) = 1_t(s) \left( \left( A^{-1} \text{id} - \frac{1}{2\lambda} \hat{K} A^{-1} A^{-1} \hat{K}_t^* + \frac{1}{4\lambda^2} \hat{K} A^{-1} \hat{K}^* - 2\Sigma_t \right) f1_t \right)(s). \quad (11.12)$$

To see that we recall that for $K$ and $\hat{K}$ were defined in (3.6) and (6.3), respectively.

A direct matrix multiplication, using (11.5) gives

$$\hat{K} A^{-1} \hat{K} = 2\lambda KK^*.$$  

Together with (6.1) we get,

$$1_t(s) \left( \hat{K} A^{-1} \hat{K}^* f1_t \right)(s) = 2\lambda 1_t(s) \left( KK^* 1_t \right)(s) = 8\lambda^2 1_t(s) \left( \Sigma_t f1_t \right)(s).$$

Hence the last two terms in the right-hand side of (11.12) cancel, and together with (11.6) we get

$$1_t(s)\left( \Psi_t^{-1} f1_t \right)(s) = 1_t(s) \left( \left( A^{-1} \text{id} - \frac{1}{2\lambda} \hat{K} A^{-1} A^{-1} \hat{K}_t^* \right) f1_t \right)(s)$$

$$= 1_t(s) \left( \Gamma_t f1_t \right)(s),$$

and the result follows. \hfill \Box
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