Recognition of brain tumors in MRI images using texture analysis
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Objectives: Brain neoplasms or intracranial tumors, which are more common in older adults, can affect individuals of any age including pediatric and children. Exposure to carcinogenic agents including ionizing radiation and family history is one of the main causes of the disease. Early diagnosis is crucial to avoid prolonged patients’ suffering. The aim of the study was to efficiently recognize the brain tumors from the other brain tissues which include grey and white matter as well as cerebrospinal fluid (CSF).

Materials and methods: This study was performed using axial, sagittal and coronal views for fifty brain tumor patients randomly selected from a set of 200 patients, with a “control” set consisting of images showing no sign of disease; and the “test” brain MRI images for patients diagnosed with brain tumor. The study includes both genders with age ranging from 18 years to 83 years old, (56.5 ± 17.2). The brain images were acquired using a standard head coil Philips Intera 1.5 Tesla machine (USA). The thickness of each section in the entire sequence was 8 mm. Acquisition of T2-weighted and T1-weighted were performed. Interactive Data Language software was used to analyze the data.

Results: The results of this study showed that: the overall accuracy of classification process was 94.8%, and for the tumor; the sensitivity was 97.3%. White matter and grey matter showed a classification accuracy of 95.7% and 89.7% and for CSF the accuracy was 94.3%.

Conclusion: The results showed that brain tumor can be classified successfully and delineated using texture analysis with minimum efforts and with high accuracy for brain tumors.

© 2021 The Author(s). Published by Elsevier B.V. on behalf of King Saud University. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Brain neoplasms or intracranial tumors, which is more common in older adults, can affect individuals of any age including pediatric and children. Exposure to carcinogenic agents including ionizing radiation and family history are among the main causes of the disease. Early diagnosis is crucial to avoid prolonged period of morbidity and help in reduction of mortality rate by avoiding life threatening complications and providing effective treatment on time. (Abd-Elah et al., 2019) When the mechanisms controlling the growth of normal cells fail to function, tumors start growing and multiplying uncontrollably. This uncontrolled tumor cell growth interrupts the normal tissue and creates a shear stress on cells eventually killing them. They occupy the cavities within the skull interrupting the normal functions of brain. This elevates the intracranial pressure and damages the nerves of the healthy tissue, not to mention the severe pain that it creates. The tumor may be malignant or benign. World Health Organization (WHO) classified brain tumor into 120 types based on the degree of aggression in behavior, and whether they are primary or secondary tumors (Louis et al., 2016, Brain tumor society). Benign tumors usually grow slowly and are quite localized. Each of these tumors show unique radiographic and biological characteristics when imaged.

A variety of imaging techniques including magnetic resonance imaging (MRI), computed tomography (CT) scans, positron...
emission tomography (PET) and single photon emission computed tomography (SPECT) scans, and cerebral angiography are used to study brain tumors. CT and MR imaging are preferred in many centers due to their availability, cost-effectiveness as well as their ability to produce high resolution images describing anatomy and pathology. It is commonly used for brain tumor imaging and has benefits over CT for being: nonionizing, which minimizes the harm to health tissues, highly efficient in terms of generating 3-D images allowing for precise localization of tumors, lower sensitivity to contrast agents, possessing a wider range of soft tissue contrast, and last but not least, capable of acquisition of both functional and anatomical information simultaneously with limited necessity to physically move the patient. Nevertheless, they do not pick up the bones of the skull as well as CT scans and therefore may not show the effects of tumors on the skull (American Cancer Society, 2020a,b). There are a few reactions to MRI scanning including: panic, nausea, headache, and pain resulting from the injected contrast material (American Cancer Society, 2020a,b).

Several digital image processing and algorithms have been used to view, analyze, and interpret brain images with a goal to make clinically valuable decisions by improving image perception. Texture analysis has been reported since the seventies of last century (Haralick et al., 1973). Image texture is commonly defined as function of the spatial variation of pixel intensities in an image. Using three-dimensional (3D) computer graphics applications it generates highly complex and realistic looking surfaces, which provides quantitative information in the form of texture features than cannot be visualized and discriminated by the human eye. The features used during texture analysis are mathematical parameters calculated from the distribution of pixels, which characterize the texture type in the image. The main image processing disciplines in which texture analysis techniques are used are classification, segmentation, and synthesis of dissimilar features including normal tissue, inflammatory regions and tumors (Pietikäinen et al., 2000, Alves et al., 2020).

The number of pixels used define the local features and accordingly classify them into first-order and second order textures. The properties of individual pixel values, are estimated using first-order textures which, in turn use image histograms that include variance; coarseness; skewness; kurtosis; energy; and entropy. Here, the spatial interaction between the neighboring image pixels, are not taken into account.

Meanwhile, second-order textures estimate properties of several pixel values relative to the neighboring pixels. They are based on calculation of grey tone spatial dependency matrices (GTSDM) elements according to co-occurrence matrix. These include amongst other features: angular second moment, contrast and correlation that can be calculated using different window size.

It was estimated that mortality rate was increased up to 300 times as a direct result of brain tumors among developed countries populations with Western and Central Europe had the highest incidence rates, East and South East Asia showed lower incidences (Leece et al., 2017, GBD, 2016). The objective of the imaging modality is to provide clinical finding regarding the tumor existence, size, location, and type. The accurate and prompt diagnosis will usually provide better intervention options for the treatment and increase the survival rate of the patients (Abd-Ellah et al., 2019). Many researches were published regarding brain tumor diagnosis during various image processing techniques to improve tumor identification and precise location determination (Katouli and Rahmani, 2020, Alqudah and Al-Sharu, 2020; Gulo et al., 2019; Naceur et al., 2018; Pandey et al., 2016). However, the challenge of accurate diagnosis still exists because various tumors have different patterns. Also, it is not easy to discriminate between normal and cancerous tissues at early stage. Therefore, any effort helps the clinician in accurate diagnosis is welcome and it will help in saving lives. The aim was to recognize the brain tumors from the other brain tissues which include: grey and white matter as well as cerebrospinal fluid (CSF).

2. Materials and methods

The study presents an analytical study on MRI images collected at Alnelain hospital in Khartoum state, Sudan using Head Coil Philips Intera 1.5 Tesla (USA) MRI machine. It uses normal MRI brain images and MRI images with brain tumors for classification and delineation of tumor boarder. The population of this study was data set (brain MR Images), with a “control” set consisting of images showing no sign of disease; and the “test” brain MRI images for patients diagnosed with brain tumor. The study includes both genders with age ranging from 18 years to 83 years old.

This study was performed using axial, sagittal and coronal views for fifty brain tumor patients randomly selected from a set of 200 patients. The brain images were acquired using a standard head coil Philips Intera 1.5 Tesla machine. The thickness of each section in the entire sequence was 8 mm. Acquisition of T2-weighted and T1-weighted were performed.

The collected images were then viewed using the Radiant, Ant DICOM to select the axial images suitable for the criteria set for the research population before uploading them as TIFF format into the computer-based software Interactive Data Language (IDL): a vector-oriented programming language designed by David Stern that shares a particular syntax with a IV-wave using a codebase (Bowman, 2005). Areas representing: the background, grey matter, white matter, cerebrospinal fluid (CSF) and tumor, in case of test group, were marked. Windows 3 × 3 pixels were generated in the marked areas and textural feature for the classes center were observed. These textural features include signal-to-noise ratio, energy, entropy, standard deviation, coefficient of variation (COV) and variance. These features were assigned as classification center used by the Euclidian distances to classify the whole image. The algorithm scans and computes the textural features studied and then computes the Euclidean distance, between the calculated features during the scanning and the center of the classes. It then assigns the window to the class with the lowest distance. The same processes for other positions was performed over again till the entire image were classified and classification maps were generated.

The data concerning the brain tissues (CSF, grey, and white matter) and tumor were then entered into SPSS to generate a classification score using stepwise linear discriminate analysis. This aims to select the most discriminate features that can be used in the classification of brain tissues in MRI images. Scatter plots using discriminate function were generated. Moreover, classification accuracy and linear discriminate function equations were used to classify the brain tissues into the previous classes without segmentation process for unseen images in routine work. The delineation of brain tumor was done by further processing of the classification using region label function to segment the brain tumor from the other classes and convert the segmented brain tumor from classification map with pseudo-color to binary image to extract the brain tumor from the whole original image. Then by applying Sobel function the outline of the binary image was generated, and the spatial location of the pixels was used to delineate the brain tumor on the original image using read line.

3. Results:

This study aims to classify the brain image in axial MRI images into normal brain tissues (white matter, grey matter, cerebrospinal
fluid ’CSF’) and tumor, using k-means and linear discriminant analysis.

The classification maps shown in Fig. 1 were generated using Euclidean distance. Here, the centers of the classes were chosen arbitrary from areas representing the classes of interest: white matter, grey matter, cerebrospinal fluid, and tumor.

Fig. 2 shows: an original image used in the study 2 (A), the classification map of the original image using Euclidian distance 2 (B) an original image with tumor region delineated 2 (C).

The signal-to-noise ratio and energy graphs were plotted for the different classes, as shown in Figs. 3A and 3B respectively.

Fig. 4: shows error bar plot for the (A) entropy and (B) standard deviation for textural features computed using the linear stepwise discriminant function as a discriminant feature. In 4 (A) it discriminates between gray matter and CSF and in 4 (B) it discriminates between CSF and other features.

Fig. 5 shows error bar plot for the (A) COV and (B) variance for textural features computed using linear stepwise discriminant function as a discriminant feature.

Figure error bar plot for the (A) coefficient of variation and (B) Variance

4. Discussions

Brain tumors largely reduces the quality of life; both of patients, and their families. They inflict people irrespective of gender, race and ethnicities although it is more associated with elders than infants and teenagers (National Brain Tumor Society). The annual rate of confirmed brain metastases cases range between 70,000 to 170,000 cancer patients and the annual mortality rate is around 100,000 (Workshop on Product Development for Central Nervous System Metastases, 2019). Brain tumors are very difficult to cure leading to high morbidity due to progressive neurologic dysfunction (Seano et al., 2019). One of the most popular modalities for investigating brain tumors is MRI which is often used to visualize pathological or other physiological alterations of living tissues. A major limitation is that only experienced radiologists and clinical experts can segment, detect, and extract infected tumor areas with high accuracy. Computer aided technology helps to overcome this limitation (Bahadure et al., 2017).

The main aim of this study was to classify the brain image in axial MRI images into normal brain tissues: white matter, grey matter, cerebrospinal fluid ’CSF’, and tumor using k-means and linear discriminant analysis. The study includes both genders with age ranging from 18 years to 83 years old, (56.5 ± 17.2) who underwent MRI brain imaging at Anlein hospital in Khartoum.

In this study six features: signal-to-noise ratio, energy, entropy, standard deviation, coefficient of variation and variance, were extracted from normal and abnormal (tumor) brain MRI images performed by two experienced radiologists using 3 × 3 window. All patients were informed about the study and how it will not affect the results of the MRI. No IRB was required because all data were originally obtained for diagnostic purposes with the ethical approval from the hospital. All features showed significant correla-

![Fig. 1. Scatter plot generated using discriminant analysis function for four classes representing: white matter, grey matter, CSF and tumor.](image1)

![Fig. 2. (A) An original axial MRI image (B) classification map of the original image using Euclidian distance, (C) an original image with tumor region delineated.](image2)
tion with the predefined classes (white matter, grey matter, cerebrospinal fluid, and tumor). Imaging protocols followed was imaging the brain using a standard head coil, with section thickness of 8 mm on all sequences for acquisition of T2-weighted and T1-weighted.

The algorithm classified these tissues using the selected centers as initial guess. The algorithm then iterates five cycles, in each cycle it changes the classes centers using the average value of each of the features allocated to the class. The changes in the class center were small fractions which approached zero change in the third iteration. The final designated class centers represent the class of interest Fig. 2 (B).

Considering discriminant power of the applied features; the signal-to-noise ratio (SNR) could be differentiated between all the classes successfully Fig. 3A. Moreover, the energy graphs for the different classes Fig. 3B showed similar discriminant power.

From Fig. 4(A) and (B), entropy can successfully differentiate the CSF and gray matter from the rest of the tissues, but it does not show any variation between the other tissues. This is because the white matter has larger standard deviation compared to the average than other tissues. This situation reduces the discriminant power between the tumor and white matter as shown in Fig. 4A). The standard deviation feature, on the other hand, differentiates well between the CSF and the rest of the tissue, where CSF showed lower variation than other tissues. This is shown clearly in Fig. 5B.

From Fig. 5: The coefficient of variation discriminates between the white matter and the rest of the tissue. Fig. 5(A) shows that white matter had inflated value while all tissues showed low COV. Similar results were achieved by the textural variable variance Fig. 5(B).

Tumor and other brain tissues in MRI images, for simplicity, were diagnosed as normal or abnormal by using the following simple equations after extracting the associated features using a window of $3 \times 3$ pixel from the region of interest; the biggest classification score assumes the tissue type.

\[
\text{Tumor} = (0.602 \times \text{COV}) + (-0.126 \times \text{variance}) + (-3.439 \times \text{STD}) + (17.195 \times \text{SNR}) + (0.00008 \times \text{energy}) + (-0.061 \times \text{entropy}) - 109.37
\]

\[
\text{White matter} = (0.511 \times \text{COV}) + (-0.033 \times \text{variance}) + (-3.106 \times \text{STD}) + (13.146 \times \text{SNR}) + (0.0001 \times \text{energy})(-0.057 \times \text{entropy}) + 54.627
\]
Grey\text{ matter} = (0.496 \times \text{COV}) + (-0.133 \times \text{variance}) \\
+ (-2.671 \times \text{STD}) + (12.576 \times \text{SNR}) \\
+ (0.000046 \times \text{energy})(-0.040 \times \text{entropy}) + 74.131

CSF = (0.645 \times \text{COV}) + (-0.063 \times \text{variance}) \\
+ (-5.739 \times \text{STD}) + (19.374 \times \text{SNR}) \\
+ (0.00012 \times \text{energy})(-0.076 \times \text{entropy}) - 119.124

To classify the grey and white matter including cerebrospinal fluid as normal and abnormal (tumor), the raw data representing the features of the classified regions of the whole images were further classified using linear discriminate analysis. Table 1 shows the accuracy levels of the different tissue types.

From Table 1, the result of the classification showed that the tumor areas were successfully distinguished from the rest of the tissues despite its similarity with the surrounding tissue. The classification accuracies of the different tissues were tumor 97.3\%, the white matter 95.7\%, gray matter 89.7\%, and CSF 94.3\%. The overall accuracy was 94.8\%. The parameters studied were similar to Hassan et al. who used texture analysis for glioma using three different windows and whose classification accuracy ranged between 98.1\% and 99.5\% (Hassan et al., 2016).

The limitation of this study is that it did not test all possible texture analysis to decide the best type. Nor did it study the effect of texture analysis in other imaging modalities. Moreover, the accuracy of detection was comparable to other authors who used other techniques (Kamil and Altaei, 2020, Ouchtati et al., 2019; Bahadure et al., 2017).

5. Conclusion

This study aims to segment and classify the brain MRI images as normal tissues (white matter, grey matter and cerebrospinal fluid) and abnormal tissues (tumor) using texture analysis. Multiple features of first order statistics were included: signal-to-noise ratio, energy, entropy, standard deviation, coefficient of variation and variance. The study found that the tumor texture revealed a very different underlying pattern compared to the other tissues of the brain, which allows better allocation than visual assessment.
The classification accuracy of the tumor was 97.3%. The accuracy of detecting normal brain tissue was: white matter 95.7, gray matter 89.7%, and CSF 94.3%. The overall accuracy was 94.8% using linear discriminant analysis. The results are quite promising showing that texture analysis can be used with high accuracy in both diagnosis and therapy of brain tumors, were sensitive healthy and very radiosensitive tissue lie at a very close proximity to brain tumors.

Table 1
Classification score matrix generated by linear discriminant analysis.

| Original group | Tumor | White matter | Grey matter | CSF | Total |
|----------------|-------|--------------|-------------|-----|-------|
| %              | 97.3  | 0            | 0           | 2.7 | 100%  |
| Tumor          | 0     | 95.7         | 2.6         | 1.7 | 100%  |
| White matter   | 5.1   | 5.1          | 89.7        | 0   | 100%  |
| Grey matter    | 5.7   | 0            | 0           | 94.3| 100%  |
| CSF            |       |              |             |     |       |
| Total classification accuracy = 94.8% |
6. Recommendations

The ability of texture analysis techniques to recognize different tumors, using other images should be validated using the studied parameters as well as others. If texture analysis showed accurate results in all types of tumors, then it can be implemented, which will ensure better diagnosis and therapy in minimal time.
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