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Abstract. Understanding capabilities and limitations of different network architectures is of fundamental importance to machine learning. Bayesian inference on Gaussian processes has proven to be a viable approach for studying recurrent and deep networks in the limit of infinite layer width, $n \to \infty$. Here we present a unified and systematic derivation of the mean-field theory for both architectures that starts from first principles by employing established methods from statistical physics of disordered systems. The theory elucidates that while the mean-field equations are different with regard to their temporal structure, they yet yield identical Gaussian kernels when readouts are taken at a single time point or layer, respectively. Bayesian inference applied to classification then predicts identical performance and capabilities for the two architectures. Numerically, we find that convergence towards the mean-field theory is typically slower for recurrent networks than for deep networks and the convergence speed depends non-trivially on the parameters of the weight prior as well as the depth or number of time steps, respectively. Our method exposes that Gaussian processes are but the lowest order of a systematic expansion in $1/n$. The formalism thus paves the way to investigate the fundamental differences between recurrent and deep architectures at finite widths $n$. 
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1. Introduction

Deep learning has brought a dramatic improvement of the state-of-the-art in many fields of data science, ranging from speech recognition and translation to visual object classification [1–4]. Any progress in the empirically-driven improvement of algorithms must be accompanied by a profound understanding of why and how deep learning works. Such an understanding is needed to provide guarantees, for example about the accuracy and the robustness of the networks, and will help preventing the frequently reported failures of deep learning, such as its vulnerability to adversarial examples [5].

A common method to obtain analytical insight into deep networks is to study the overparametrized limit in which the width $n_\ell$ of all layers $\ell$ tends to infinity. In this limit, it has been shown with mean-field theory that under a Gaussian prior on the weights $W^{(t)}$ in each layer, the pre-activations follow a Gaussian process with an iteratively determined covariance [6–9]; in particular, the pre-activations across different layers and across different neurons become independently Gaussian distributed. This approach allows one to investigate learning and prediction in the framework of Bayesian inference [7].

Often, analogies are drawn between deep neural networks (DNNs) and discrete-time recurrent neural networks (RNNs): Unrolling time in RNNs formally converts them to DNNs, however with shared weights $W^{(t)} \equiv W \forall \ell$ across layers of identical size $n_\ell \equiv n \forall \ell$. This led to parallel developments in terms of training strategies for
both architectures, such as backpropagation [10] and backpropagation through time [11].

There are, however, a number of open issues when applying mean-field theory to deep and recurrent neural networks. First of all, the approximation as a Gaussian process relies on the central limit theorem and is thus strictly valid only in the limit of infinite layer widths $n_\ell \to \infty$. Moreover, due to weight sharing, pre-activations for different points in time are not statistically independent in RNNs; the central limit theorem is thus not applicable and the mean-field approximation becomes uncontrolled. Several studies still find that the mean-field theories of DNNs and RNNs appear to be closely related, culminating in ref. [12] which formulates a variety of network architectures as tensor programs and finds that most common network architectures, under certain conditions on the non-linearities and priors, converge in distribution to a Gaussian process. But the relationship between the Gaussian processes for RNNs and DNNs has so far not been addressed.

Currently, there is no systematic approach that would allow one to simultaneously study DNNs and RNNs and that would be extendable to finite layer width $n_\ell, n < \infty$; the agreement of the mean-field predictions with the performance of finite-size networks is based on numerical evidence so far. Furthermore, in the limit of infinite width the number of trainable parameters of a DNN, $\sum_{\ell=1}^L n_{\ell+1} n_\ell \to \infty$, and of an RNN, $n^2 \to \infty$, both tend to infinity and do not enter explicitly in the result of the Gaussian approximation. The Gaussian process thus has limited capability of quantifying the expressivity of neural networks in relation to the required resources, such as the number of trained weights. Studies on finite-size corrections beyond the $n_\ell \to \infty$ limit are so far restricted to DNNs [13–18]. Understanding the limits of the putative equivalence of DNNs and RNNs on the mean-field level requires a common theoretical basis for the two architectures that would extend to finite $n$ and finite $n_\ell$.

To overcome these limitations, we here combine the established view of Bayesian inference by Gaussian processes [19] with the emerging methods of statistical field theory applied to neural networks [20–25]. The latter methods have been developed in the field of disordered systems, which are systems with random parameters, such as spin glasses [26–28]. These methods are able to extract the typical behavior of a system with a large number of interacting components. For example, this approach has recently been used to characterize the typical richness, represented by the entropy, of Boolean functions computed in the output layer of DNNs, RNNs, and sparse Boolean circuits [29].

Concretely, in this paper, we present a systematic derivation of the mean-field theories for DNNs and RNNs that is based on the well-established approach of field theory for recurrent networks [20, 24, 30], which allows a unified treatment of the two architectures [29]. This paves the way for extensions to finite $n, n_\ell$, enabled by a rich set of systematic methods available in the mathematical physics literature to compute corrections beyond the leading order [31, 32]. Already to leading order, we find that the mean-field theories of DNNs and RNNs are in fact qualitatively different with regard to correlations across layers or time, respectively. The predictive distribution in Bayesian training is therefore in general different between the two architectures. Nonetheless, the structure of the mean-field equations can give rise to the same Gaussian processes kernel in the limit of infinite width for both DNNs and RNNs if the readout in the RNN is taken from a single time step. This finding holds for single inputs, as pointed out in ref. [29], as well as input sequences. Furthermore, for a point-symmetric activation function [29], there is no observable difference between DNNs and RNNs on the mean-
field level if the biases are uncorrelated in time and the input is only supplied in the first time step.

2. Theoretical background

2.1. Bayesian supervised learning

First, we briefly review the Bayesian approach to supervised learning [33]. Let \( p(y | x, \theta) \) be a model (here DNN or RNN) that maps inputs \( x \in \mathbb{R}^{n_{\text{in}}} \) to outputs \( y \in \mathbb{R}^{n_{\text{out}}} \) and that depends on a set of parameters \( \theta \). Conventional training of such a model corresponds to finding a particular parameter set \( \hat{\theta} \) that maximizes the likelihood \( p(Y | X, \theta) \) for some given training data \( D = \{ X, Y \} \), with \( X \in \mathbb{R}^{n_{D} \times n_{\text{in}}} \) and \( Y \in \mathbb{R}^{n_{D} \times n_{\text{out}}} \). A prediction for the output \( y^* \) caused by an unseen test input \( x^* \) is then given by \( p(y^* | x^*, \hat{\theta}) \). In the Bayesian view, one instead assumes a prior distribution of parameters \( p(\theta) \) to obtain, via Bayes’ rule, an entire posterior distribution of the parameters

\[
p(\theta | Y, X) = \frac{p(Y | X, \theta) p(\theta)}{\int d\theta p(Y | X, \theta) p(\theta)}.
\]  

(1)

The conditioning on the training data in \( p(\theta | Y, X) \) can be interpreted as selecting, among all possible parameter sets given by the prior \( p(\theta) \), those parameter sets that accomplish the mapping \( X \rightarrow Y \). A Bayesian prediction for some unseen test input \( x^* \) correspondingly results from marginalizing the likelihood over the posterior distribution of the parameters

\[
p(y^* | x^*, Y, X) = \int d\theta p(y^* | x^*, \theta) p(\theta | Y, X).
\]  

(2)

Inserting Eq. (1) yields the predictive distribution

\[
p(y^* | x^*, Y, X) = \frac{p(y^*, Y | x^*, \theta)}{p(Y | X)}
\]  

(3)

that depends on the model-dependent network priors

\[
p(Y | X) = \int d\theta p(Y | X, \theta) p(\theta),
\]  

(4)

\[
p(y^*, Y | x^*, \theta) = \int d\theta p(y^* | x^*, \theta) p(Y | X, \theta) p(\theta).
\]  

(5)

The network priors encompass all input-output relationships which are compatible with the prior \( p(\theta) \) and the model. The difference between the two network priors, Eq. (4) and Eq. (5), is the information on the additional test input \( x^* \) and output \( y^* \).

Note that the Bayesian approach to supervised learning can also be used for input sequences \( \{ x^{(0)}, \ldots, x^{(A)} \} \) with \( x^{(a)} \in \mathbb{R}^{n_{\text{in}}} \). To this end, it is sufficient to replace \( x \rightarrow \{ x^{(0)}, \ldots, x^{(A)} \} \) and \( X \rightarrow \{ X^{(0)}, \ldots, X^{(A)} \} \) in the above formulas.

In the following, we use a field theoretic approach to calculate the network priors for both deep and recurrent neural networks. Conditioning on the training data, Eq. (3), then yields the Bayesian prediction of the output.

2.2. Network architectures

Deep feedforward neural networks (DNNs) and discrete-time recurrent neural networks (RNNs) can both be described by a set of pre-activations \( h^{(a)} \in \mathbb{R}^{n_{\text{hid}}} \) that are
determined by an affine linear transformation
\[ h^{(a)} = W^{(a)} \phi(h^{(a-1)}) + W^{(in,a)} x^{(a)} + \xi^{(a)} \] (6)
of activations \( \phi(h^{(a-1)}) \in \mathbb{R}^{n_{a-1}} \). The pre-activations are transformed by an activation function \( \phi : \mathbb{R} \to \mathbb{R} \) which is applied element-wise to vectors. For DNNs, \( W^{(a)} \in \mathbb{R}^{n_a \times n_{a-1}} \) denotes the weight matrix from layer \( a-1 \) to layer \( a \), and \( \xi^{(a)} \in \mathbb{R}^{n_a} \) represents biases in layer \( a \). Inputs \( x^{(a)} \) are typically only applied to the first layer such that the input matrices \( W^{(in,a)} \in \mathbb{R}^{n_a \times n_{in}} \) vanish for \( a > 0 \). For RNNs, the index \( a \) denotes different time steps. The weight matrix, input matrix, and biases are static over time, \( W^{(a)} \equiv W, W^{(in,a)} \equiv W^{(in)}, \) and \( \xi^{(a)} \equiv \xi, \) and couple activities across successive time steps. For both architectures, we include an additional input and output layer
\[ h^{(0)} = W^{(in,0)} x^{(0)} + \xi^{(0)}, \] (7)
\[ y = W^{(out)} \phi(h^{(A)}) + \xi^{(A+1)}, \] (8)
with \( W^{(out)} \in \mathbb{R}^{n_{out} \times n_A} \), which allow us to set independent input and output dimensions. Here, \( A \) denotes the final layer for the DNN and the final time point for the RNN. The set of trainable parameters \( \theta \) is the collection of \( W^{(in,a)}, W^{(out)}, W^{(a)}, \) and \( \xi^{(a)} \).

2.3. Parameter priors

We use Gaussian priors for all model parameters, that is for the RNN
\[ W_{ij} \overset{i.i.d.}{\sim} \mathcal{N}(0, n^{-1} g^2), \] (9)
\[ W_{ij}^{(in)} \overset{i.i.d.}{\sim} \mathcal{N}(0, n^{-1} g_0^2), \] (10)
\[ \xi_i \overset{i.i.d.}{\sim} \mathcal{N}(0, \sigma^2), \] (11)
and for the DNN
\[ W_{ij}^{(a)} \overset{i.i.d.}{\sim} \mathcal{N}(0, n_{a-1}^{-1} g_a^2), \] (12)
\[ W_{ij}^{(in,a)} \overset{i.i.d.}{\sim} \mathcal{N}(0, n_{in}^{-1} g_0^2), \] (13)
\[ \xi^{(a)}_i \overset{i.i.d.}{\sim} \mathcal{N}(0, \sigma_a^2), \] (14)
as well as
\[ W_{ij}^{(out)} \overset{i.i.d.}{\sim} \mathcal{N}(0, n_A^{-1} g_{A+1}^2), \] (15)
\[ \xi^{(A+1)}_i \overset{i.i.d.}{\sim} \mathcal{N}(0, \sigma_{A+1}^2), \] (16)
for both architectures (where \( n_A = n \) for the RNN). These priors on the parameters are used to calculate the network prior \( p(Y | X) \).

3. Unified field theory for RNNs and DNNs

The network prior \( p(Y | X) \), Eq. (4), is a joint distribution of all outputs \( y_\alpha \in Y, \) each corresponding to a single training input \( x_\alpha \in X \). Its calculation is tantamount to a known problem in physics, the replica calculation \([31, 34]\). Here, each replicon is a copy of the network with the same parameters \( \theta \) but a different input \( x_\alpha \). For simplicity, in the following we illustrate the derivation of \( p(y | x) \) for a single input \( x \equiv x^{(a=0)} \) that is presented to the first layer of the DNN or at the first time point.
for the RNN, respectively. We present the more cumbersome but conceptually similar
general case of multiple inputs, or multiple input sequences, in Appendix 6.1.

The network prior is defined as the probability of the output given the input,
\[
p(y \mid x) = \int d\theta \ p(y \mid x, \theta) \ p(\theta),
\]
(17)
marginalized over the parameter prior, where
\[
p(y \mid x, \theta) = \int dh^{(0)} \ldots \int dh^{(A)} \ \delta \left(y - W^{(\text{out})} \phi^{(A)} - \xi^{(A+1)}\right)
\times \prod_{a=1}^{A} \delta \left(h^{(a)} - W^{(a)} \phi^{(a-1)} - \xi^{(a)}\right)
\times \delta \left(h^{(0)} - W^{(\text{in})} x - \xi^{(0)}\right),
\]
(18)
follows by enforcing the set of equations, Eq. (6) to Eq. (8), using Dirac constraints.
Throughout the manuscript, we use the abbreviation \(\phi^{(\alpha)} = \phi(h^{(\alpha)})\).

3.1. Marginalization of the parameter prior

From Eq. (18), it follows that the computation of the marginalization of the parameters \(\theta\) in Eq. (17) can be reduced to
\[
p(y \mid x) = \int dh^{(0)} \ldots \int dh^{(A)}
\times \left\langle \delta \left(y - W^{(\text{out})} \phi^{(A)} - \xi^{(A+1)}\right)\right\rangle_{W^{(\text{out})}, \xi^{(A+1)}}
\times \left\langle \prod_{a=1}^{A} \delta \left(h^{(a)} - W^{(a)} \phi^{(a-1)} - \xi^{(a)}\right)\right\rangle_{\{W^{(a)}\}}
\times \left\langle \delta \left(h^{(0)} - W^{(\text{in})} x - \xi^{(0)}\right)\right\rangle_{W^{(\text{in})}, \{\xi^{(\alpha)}\}}.
\]
(19)
To proceed, it is advantageous to represent the Dirac \(\delta\)-distributions as Fourier integrals,
\[
\delta(h) = \int dh \ \exp(h^T h)
\]
(20)
with the inner product \(h^T h = \sum_k \tilde{h}_k h_k\) and \(\int dh = \prod_k \int_{\mathbb{R}} \frac{dh_k}{2\pi}\), because it leads to averages of the form \(\langle \exp(k\theta) \rangle_\theta\) which are analytically solvable. Using \(\langle \exp(k\theta) \rangle_\theta = \exp\left(\frac{k^2}{2}\sigma^2\right)\) for \(\theta \sim \mathcal{N}(0, \sigma^2)\), the network prior for a single replicon, \(p(y \mid x)\), takes the form (details in Appendix 6.1)
\[
p(y \mid x) = \int d\tilde{y} \int Dh \int D\tilde{h} \ \exp \left(S(y, \tilde{y}, h, \tilde{h} \mid x)\right),
\]
(21)
where \(\int Dh = \prod_{a=0}^{A} \prod_k \int_{\mathbb{R}} dh^{(a)}\) and \(\int D\tilde{h} = \prod_{a=0}^{A} \prod_k \int_{\mathbb{R}} \frac{dh^{(a)}}{2\pi}\). The exponent \(S\), commonly called action, is given by
\[
S(y, \tilde{y}, h, \tilde{h} \mid x) = S_{\text{out}}(y, \tilde{y} \mid h^{(A)}) + S_{\text{net}}(h, \tilde{h} \mid x),
\]
(22)
where
\[
S_{\text{net}}(h, \tilde{h} \mid x) := \sum_{a=0}^{A} \tilde{h}^{(a)T} h^{(a)} + \frac{1}{2} \sum_{a, b=0}^{A} \sigma^2 \tilde{h}^{(a)T} M_{a, b} \tilde{h}^{(b)}
\]
\[ + \frac{1}{2} \sum_{a,b=1}^{A} \frac{g_a^2}{n_{a-1}} \tilde{h}^{(a)} \phi^{(a-1)^T} M_{a,b} \phi^{(b-1)} \tilde{h}^{(b)} \]
\[ + \frac{g_0^2}{2n_{\text{in}}} \tilde{h}^{(0)^T} x^T \tilde{h}^{(0)} \]  

(23)

is the action of the input and the recurrent layer of the RNN or the inner part of the DNN, respectively, and

\[ S_{\text{out}}(y, \tilde{y} | h^{(A)}) := \tilde{y}^T y + \frac{\sigma_{A+1}^2}{2} \tilde{y}^T \tilde{y} + \frac{g_{A+1}^2}{2n_{A}} \tilde{y}^T \phi^{(A)^T} \phi^{(A)} \tilde{y} \]  

(24)

is the action for the output layer. Note that \( S \) is diagonal in neuron indices with respect to the explicitly appearing fields \( h \) and \( \tilde{h} \) and couplings across neurons are only mediated by terms of the form \( \propto \phi^T \phi \).

For RNNs, the shared connectivity and biases at different time points imply correlations across time steps; for DNNs, in contrast, the connectivity and biases are realized independently across layers, so that the action decomposes into a sum of \( A+2 \) individual layers. In Eq. (23), this leads to

\[ M_{a,b} = \begin{cases} 1 & \text{RNN} \\ \delta_{a,b} & \text{DNN} \end{cases} \]  

(25)

which is the only difference between DNN and RNN in this formalism.

3.2. Auxiliary variables

An action that is quadratic in \( h \) and \( \tilde{h} \) corresponds to a Gaussian and therefore to an analytically solvable integral. However, the post-activations \( \phi \equiv \phi(h) \) in \( S_{\text{net}} \) and \( S_{\text{out}} \) introduce a non-quadratic part and the terms \( \propto \tilde{h}^T \tilde{h} \phi^T \phi \) cause a coupling across neurons. To deal with this difficulty, we introduce new auxiliary variables

\[ C^{(a,b)} := M_{a,b} \left[ \sigma_a^2 + \mathbb{1}_{a, b \geq 1} \frac{g_a^2}{n_{a-1}} \phi^{(a-1)^T} \phi^{(b-1)} \right] + \mathbb{1}_{a=0, b=0} \frac{g_0^2}{n_{\text{in}}} x^T x, \]  

(26)

where \( 0 \leq a, b \leq A+1 \), a common practice originating from dynamic spin-glass theory \[35\] and used for random networks \[23–25, 36\]. The second term \( \propto \phi^T \phi \) in Eq. (26) contains the sum of post-activations over all neuron indices. Assuming sufficiently weak correlations among the \( \phi_i \), we expect the sum to be close to its mean value with decreasing variations as \( n_a \) grows; for large \( n_a \) the sum is thus close to a Gaussian. This intuition is made precise below by a formal saddle point approximation in \( C \).

Enforcing the auxiliary variables through Dirac-\( \delta \) constraints, analogous to Eq. (20) (see Appendix 6.1 for details), leads to the prior distribution

\[ p(y | x) = \int dy \exp \left( y^T y \right) \left\langle \exp \left( \frac{1}{2} y^T C^{(A+1, A+1)} y \right) \right\rangle_{C, \tilde{C}}, \]  

(27)

where the distribution \( C, \tilde{C} \sim \exp\left( S_{\text{aux}}(C, \tilde{C}) \right) \) is described by the action...
\[ S_{\text{aux}}(C, \tilde{C}) := - n \sum_{a,b=0}^{A+1} \nu_{a-1} \tilde{C}^{(a,b)} C^{(a,b)} + n W_{\text{aux}}(\tilde{C} \mid C). \]  

Here, \( \nu_a = n_a/n \) with \( n_1 \equiv n_{\text{in}} \) is the size of a layer in the DNN relative to the size of the RNN. The recurrent part and the input, which decouple in the neurons, are together described for the DNN by

\[
W_{\text{aux}}^{\text{DNN}}(\tilde{C} \mid C) = \sum_{a=1}^{A+1} \nu_{a-1} \ln \left< \frac{\exp(\tilde{C}^{(a,a)} g_a^2 \phi^{(a-1)} \phi^{(a-1)})}{h^{(a-1)}} \right> + \nu_{-1} \tilde{C}^{(0,0)} \frac{g_0^2}{n_{\text{in}}} x^T x + \sum_{a=0}^{A+1} \nu_{a-1} \tilde{C}^{(a,a)} \sigma_a^2
\]

with \( h^{(a)} \sim \mathcal{N}(0, C^{(a,a)}) \) a centered Gaussian with layer-dependent variance \( \langle h^{(a)} h^{(a)} \rangle = C^{(a,a)} \) and for the RNN by

\[
W_{\text{aux}}^{\text{RNN}}(\tilde{C} \mid C) = \ln \left< \frac{\exp(\sum_{a,b=1}^{A+1} \tilde{C}^{(a,b)} g_a^2 \phi^{(a-1)} \phi^{(b-1)})}{h^{(a)}} \right> + \nu_{-1} \tilde{C}^{(0,0)} \frac{g_0^2}{n_{\text{in}}} x^T x + \sum_{a,b=0}^{A+1} \tilde{C}^{(a,b)} \sigma^2
\]

with \( \{ h^{(a)} \} \equiv \{ h^{(a)} \}_{0 \leq a \leq A} \) and \( \{ h^{(a)} \} \equiv \mathcal{N}(0, C) \) a centered Gaussian across time with covariance matrix \( \langle h^{(a)} h^{(b)} \rangle = C^{(a,b)} \).

3.3. Saddle-point approximation

The factor \( n \) in Eq. (28), which stems from the decoupling across neurons, for large \( n \) leads to a strongly peaked distribution of \( C \) and \( \tilde{C} \). Therefore we can use a saddle point approximation to calculate the average over \( C \) and \( \tilde{C} \) in Eq. (27). In the limit \( n \to \infty \) this approximation becomes exact.

We thus search for stationary points of the action, \( \frac{\partial}{\partial C(\alpha, \gamma)} S_{\text{aux}}(C, \tilde{C}) \bigg|_{C=\overline{C}} = 0 \) and \( \frac{\partial}{\partial \tilde{C}(\alpha, \gamma)} S_{\text{aux}}(C, \tilde{C}) \bigg|_{\tilde{C}=\overline{\tilde{C}}} = 0 \), which yields a coupled set of self-consistency equations for the mean values \( \overline{C} \) and \( \overline{\tilde{C}} \), commonly called mean-field equations: \( \overline{C}^{(a,b)} = 0 \), which follows from the normalization of the probability distribution [37], and

\[
\overline{C}^{(a,b)} = M_{a,b} \left[ \sigma_a^2 + \mathbb{1}_{a \geq 1, b \geq 1} \frac{g_a^2}{n_{\text{in}}} \left< \phi(h^{(a-1)}) \phi(h^{(b-1)}) \right>_{h^{(a-1)}, h^{(b-1)}} \right] + \mathbb{1}_{a=0, b=0} \frac{g_0^2}{n_{\text{in}}} x^T x
\]

with \( h^{(a-1)}, h^{(b-1)} \sim \mathcal{N}(0, \overline{C}) \). Eq. (31) comprises both DNN and RNN; the difference between Eq. (29) and Eq. (30) leads to the appearance of \( M_{a,b} \) on the r.h.s. The average on the r.h.s. has to be taken with respect to a theory that only includes two layers or time points. This is due to the marginalization property of the Gaussian distribution of the pre-activations \( h^{(a-1)} \), which results from inserting the saddle-point solutions Eq. (31) for \( \overline{C} \) and \( \overline{\tilde{C}} \). Accordingly, we are left with a closed system.
of equations for the saddle-point values $\mathcal{C}$ that are the layer- or time-dependent correlations. These equations need to be solved recursively from the input $\mathcal{C}^{(0)} = \sigma_0^2 + \frac{g_0^2}{n} x^T x$ to the output $\mathcal{C}^{(A+1,A+1)} = \sigma_{A+1}^2 + g_{A+1}^2 (\phi(h^{(A)})\phi(h^{(A)}))_{h^{(A)},h^{(A)}}$.

3.4. Network prior

Computing the Gaussian integral over $\hat{y}$ in the saddle-point approximation of Eq. (27), one obtains the distribution of the outputs as independent Gaussians across neurons $i$

$$p(y | x) = \prod_i p(y_i | x) = \prod_i \mathcal{N}(y_i; 0, \mathcal{C}^{(A+1,A+1)}).$$

An analogous calculation for multiple input sequences $\{x^{(0)}_a, \ldots, x^{(A)}_a\}$ (see Appendix 6.1) yields the equivalent mean-field equations

$$\mathcal{C}^{(a,b)}_{\alpha\beta} = M_{a,b} \left[ \sigma_a^2 + \mathbb{1}_{a \geq 1, b \geq 1} g_a^2 (\phi(h^{(a-1)}_\alpha)\phi(h^{(b-1)}_\beta))_{h^{(a-1)}_\alpha, h^{(b-1)}_\beta} + \mathbb{1}_{a \leq A, b \leq A} \frac{g_a^2}{n} x^{(a)}_\alpha x^{(b)}_\beta \right]$$

(33)

with $h^{(a-1)}_\alpha, h^{(b-1)}_\beta \sim \mathcal{N}(0, \mathcal{C})$ and $0 \leq a, b \leq A + 1$. These lead to the joint network prior

$$p(Y | \{X^{(0)}_a, \ldots, X^{(A)}_a\}) = \prod_i p(y_i | \{X^{(0)}_a, \ldots, X^{(A)}_a\})$$

$$= \prod_i \mathcal{N}(y_i; 0, K)$$

(34)

where the covariance matrix is the Gram matrix of the kernel [19],

$$K_{\alpha\beta} = \mathcal{C}^{(A+1,A+1)}_{\alpha\beta}.$$

Here $y_i$ denotes the $i$-th row of the output matrix $Y$ that comprises the output of neuron $i$ to all input sequences $\{x^{(0)}_a, \ldots, x^{(A)}_a\}$.

In principle, it is also possible to use independent biases or input weights across time steps in the RNN. This would lead to the respective replacements $M_{a,b}\sigma^2 \rightarrow \delta_{a,b}\sigma^2$ and $M_{a,b}\mathbb{1}_{a \leq A, b \leq A} \frac{g_a^2}{n} x^{(a)}_\alpha x^{(b)}_\beta \rightarrow \delta_{a,b}\mathbb{1}_{a \leq A, b \leq A} \frac{g_a^2}{n} x^{(a)}_\alpha x^{(b)}_\beta$ in Eq. (33).

3.5. Predictive distribution

We split $X, Y$ into training data (indexed by subscript $D$) and test data (indexed by subscript $*$. The conditioning on the training data via Eq. (3) can here be done analytically because the network priors are Gaussian [19]. For scalar inputs, this yields the predictive distribution

$$p(Y_* | X_*, Y_D, X_D) = \prod_i \mathcal{N}(y_{i*}; \mu_{GP}, K_{GP})$$

(36)

with

$$\mu_{GP} = K_{*D} K_{DD}^{-1} y_D, \quad K_{GP} = K_{**} - K_{*D} K_{DD}^{-1} K_{D*}. $$

(37)

which are fully determined by the kernel matrix $K = \begin{pmatrix} K_{DD} & K_{*D}^T \\ K_{D*} & K_{DD} \end{pmatrix}$. For input sequences, it is again sufficient to replace $X_* \rightarrow \{X^{(0)}_* \ldots, X^{(A)}_*\}$ and $X_D \rightarrow \{X^{(0)}_D \ldots, X^{(A)}_D\}$.
4. Comparison of RNNs and DNNs

Above, we derived the mean-field equations (33) for the kernel matrix $K$ using a field-theoretic approach. Here, we investigate differences in the mean-field distributions of the different network architectures, starting with the kernel and considering the predictive distribution afterwards.
4.1. Kernel

The diagonal elements, $C_{\alpha,\alpha}$ for the single-input case in Eq. (31) and equivalently $C_{\alpha,\beta}$ for the multiple-input-sequences case in Eq. (33), are identical for RNNs and DNNs, because $M_{\alpha,\alpha} = 1$ for both architectures. This implies that the equal-time or within-layer statistics, correspondingly, is the same in both architectures. The reason is that the iterations Eq. (31) and Eq. (33) for equal-time points $a = b$ form closed sets of equations; they can be solved independently of the statistics for different time points $a \neq b$. Formally, this follows from the marginalization property of the Gaussian, which implies that any subset of a multivariate Gaussian is Gaussian, too, with a covariance matrix that is the corresponding sector of the covariance matrix of all variables [19]. The precise agreement of this mean-field prediction with the average correlation estimated from direct simulation is shown in Figure 1a and c for the single-input case for both uncorrelated (a) and static biases (c) across time or layers, respectively.

A notable difference between RNN and DNN is that activity in the RNN is correlated across time steps due to the shared weights, even if biases are uncorrelated in time, as shown in Figure 1b. Static biases simply strengthen the correlations across time steps (see Figure 1d). For DNNs, in contrast, cross-layer correlations only arise due to biases that are correlated across layers, because weights are drawn independently for each layer. This is shown in Figure 1b and d: Correlations vanish for DNNs in the uncorrelated bias case (b) and take on the value $\sigma^2$, the variance of the bias, in the static bias case (d). Again, the mean-field theory accurately predicts the non-zero correlations across time in the RNN as well as the correlations across layers generated by the correlated biases in the DNN. In the RNN, temporal correlations show a non-trivial interplay due to the shared weights across time. We observe an instability that can build up by this mechanism in finite-size RNNs, even in parameter regimes that are deemed stable in mean-field theory (see Appendix 6.2, Figure 3).

In a particular case, the correlations across time steps also vanish for the RNN: we show by induction that off-diagonal elements vanish for point-symmetric activation functions if inputs are only provided in the initial time step, $\{X(0), 0, \ldots, 0\} \equiv X$, and the bias is absent, $\sigma = 0$ (or uncorrelated across time steps). Assuming that $C_{\alpha,\beta}^{(a-1,b-1)} a \neq b = 0$, we have

$$C_{\alpha,\beta}^{(a,b)} = g^2 \langle \phi(h_{\alpha}^{(a-1)}) \rangle \langle \phi(h_{\beta}^{(b-1)}) \rangle h_{\alpha}^{(a-1)} h_{\beta}^{(b-1)} \phi \text{odd} = 0$$

with $h_{\alpha}^{(a-1)} \sim \mathcal{N}(0, C)$ and $h_{\beta}^{(b-1)} \sim \mathcal{N}(0, C)$. Hence, if the pre-activations $h_{\alpha}^{(a-1)}, h_{\beta}^{(b-1)}$ at points $a - 1$ and $b - 1$ are uncorrelated, also $h_{\alpha}^{(a)}, h_{\beta}^{(b)}$ will be uncorrelated. The base case of the induction proof follows from the independence of the input weights $W^{(in)}$ and the recurrent weights $W$: correlations between time point zero and other time points are zero. Therefore, by induction in time, time points will be uncorrelated at any point, meaning that for odd activations $\phi$ and the considered input layer, the solutions of the mean-field equations are the same for DNNs and RNNs.

4.2. Predictive distribution

Coming back to the general case, we next ask if the different off-diagonal elements of the mean-field equations for RNN and DNN have observable consequences. The answer
Figure 2. Convergence of RNN and DNN towards the mean-field theory. Maximum mean-discrepancy \( \text{MMD}^2 \) for a radial basis function kernel with length scale \( l = 1/2 \) \cite{38} between the empirical distribution of scalar outputs \( y_{\alpha} \) and the Gaussian distribution with covariance matrix \( K_{\alpha\beta} = C_{\alpha\beta}^{(A+1,A+1)} \) predicted by MFT Eq. (33). Empirical \( \text{MMD}^2 \) estimation across 2000 realizations \((W,\xi)\). Average over 40 realizations of \( \{x_{\alpha}\}_{\alpha=1,\ldots,10}, x_{\alpha,i} \sim \mathcal{N}(0,1) \) and \( \dim(x_{\alpha}) = 4 \) (error bars showing standard error of the mean). ReLU activation \( \phi(x) = \max(0,x) \). a) \( \text{MMD}^2 \) as a function of the width of the network layer \( n \) for \( g^2 = 1.6 \) and \( g^2 = 1.2 \) (inset), with \( A = 15 \) and \( \sigma^2 = 0.2 \) and uncorrelated biases across time/layers. b) \( \text{MMD}^2 \) as a function of the depth or duration \( A \), for width \( n = 500 \), \( g^2 = 1.6 \), and \( \sigma^2 = 0.2 \) and uncorrelated biases. c) Same as a) but for biases that are static across time/layers. d) Same as b) but for the static bias case.

is no if a linear readout is taken at a single time point or layer \( A \), correspondingly (cf. Eq. (8) for the readout): This is a direct consequence of the identical diagonal elements of the covariance \( C_{(a,a)} \), so that the predictive distribution Eq. (36) for the RNN and the DNN is identical in mean-field theory; the two architectures have the same Gram matrix \( K_{\alpha\beta} = C_{\alpha\beta}^{(A+1,A+1)} \) and thus the same predictive distribution Eq. (36). This means that the two architectures have identical computational capabilities in the limit of infinite layer width.

To check how quickly the mean-field theory is approached by finite-size networks, we measure the maximum mean-discrepancy \cite{9,38} between the Gaussian distribution with covariance matrix \( K_{\alpha\beta} \) and the empirical joint distribution of a set of scalar
outputs $y_\alpha$, Eq. (8), across realizations of $W$ and $\xi$. The inputs $x_\alpha$ are random patterns presented to the first layer or time step, respectively. We find that convergence is rather fast for both architectures (Figure 2 a and c). For sufficiently deep architectures $A \gg 1$ as well as both uncorrelated and static biases, RNNs systematically show a slower convergence than DNNs, which could be anticipated due to the smaller number of independently drawn Gaussian weights, $N^2$ versus $AN^2$. This observation is in line with the MMD being larger for the RNN than for the DNN for $A \gtrsim 15$ (Figure 2 b and d). This is also consistent with the coherent interplay of shared connectivity and correlated activity across time steps in the RNN (see Appendix 6.2, Figure 3). Overall, we find a faster convergence for uncorrelated biases than for biases that are static over time or layers, respectively.

The temporal correlations present in RNNs become relevant in the case of sequence processing. In such a setting, the network in each time step $a$ receives a time dependent input $x_\alpha^{(a)}$ with a non-trivial temporal correlation structure $x_\alpha^{(a+\tau)}$ that drives the temporal correlations $C_{\alpha,\beta}^{(a'+\tau,a')}$ of the RNN activations for $a' \geq a$, see Eq. (33). If the latter are read out in each time step, temporal correlations enter the kernel and thus influence task performance.

We finally note that we here use a separate readout layer. The realization of readout weights as independent Gaussian variables causes vanishing temporal correlations between the readouts and the activity in previous layers or time steps, respectively. For the Gaussian kernel, however, the presence or absence of a readout layer does not make any difference. Alternatively, the readout of $n_{\text{out}}$ signals could be taken from an arbitrary choice of $n_{\text{out}}$ neurons in the last layer or time step, respectively, leading to the same kernel.

5. Discussion

We present a unified derivation of the mean-field theory for deep (DNN) and recurrent neural networks (RNN) using field-theoretical methods. The derivation in particular yields the Gaussian process kernel that predicts the performance of networks trained in a Bayesian way.

The mean-field theories for the statistics within a layer of the DNN and for the equal-time statistics of the RNN are identical, even if temporally correlated input sequences are supplied to the latter network. The reason is that the mean-field equations (33) form a closed system of equations for this subset of the statistics; they can be solved independently of the correlations across time or layers, respectively. This justifies the ‘annealed approximation’ [28] for RNNs where the couplings are redrawn at each time step—which corresponds to the DNN-prior. It is also compatible with earlier work [39] which compares simulations of networks with tied weights (RNN) to the mean-field theory for untied weights (DNN). Intriguingly, the equivalence of the equal-time statistics implies that the predictive distributions $p(y^* \mid x^*, Y, X)$ of DNNs and RNNs are identical, given the readout is taken only from the final layer or the last time step, respectively.

There are qualitative differences between the mean-field theories for the correlations across time in the RNN and across layers of the DNN: correlations across layers vanish in the DNN, while the weight sharing in the RNN generally causes non-trivial correlations across time. For point-symmetric activation functions, these correlations also vanish in the RNN if the bias is absent (or uncorrelated across time
steps) and the input is provided only in the first step. In general, a linear readout from activations that are taken across different time points or layers, respectively, yields different Gaussian process kernels for the RNN compared to the DNN.

Numerically, the convergence of finite-size networks of both architectures to the mean-field theory is generally fast. The RNN converges typically slower than the DNN, at least for long times and correspondingly deep networks. We hypothesize that the temporally correlated activity in the RNN is the cause: The realization of the coupling matrix is the same for all time steps. Also, fluctuations of the activity are coherent over time. Activity and connectivity therefore interact coherently over multiple time steps, so that variations of the connectivity across realizations may cause a corresponding variability of activity. In a DNN, in contrast, both activity and connectivity are uncorrelated across layers, so that variations due to different realizations of the couplings average out over layers.

Identical mean-field theories in the single-input case and for point-symmetric activation functions were already presented in ref. [29] in the context of a characterization of the space of Boolean functions implemented by randomly coupled DNNs and RNNs. Since our work differs on a conceptual level, the implications of the results differ: In the Bayesian inference picture, the equivalent mean-field theories imply identical performance of the trained networks for both architectures at large width; for the characterization of computed Boolean functions, the equivalent mean-field theories imply an equivalent set of functions implemented by any two random instances of the two architectures at large width. The conceptual difference leads to further differences on the technical level: The inputs and outputs considered here include analog values and they are presented not only to the first layer or time step, respectively, but also in a sequential manner at subsequent times or layers. Finally, the disorder average plays a subtle but fundamentally different role in the two works: In ref. [29], the disorder average extracts the typical behavior of any single, sufficiently large, instance of a randomly coupled network. In contrast, in the Bayesian framework considered in this manuscript, the disorder average naturally arises from the marginalization of the parameter prior, i.e., one here considers ensembles of random networks.

The analysis of RNNs and DNNs in this manuscript is based on methods from statistical field theory and our results are formulated in that language [31]. It is worth noting that this field-theoretical approach can be connected to a mathematically more rigorous approach based on large-deviation theory [40].

The main limitation of the presented results is their validity for networks with large widths. There has been previous theoretical work on networks of finite width $n_\ell < \infty$ that is, however, restricted to DNNs: Refs. [13, 14, 17, 41] have presented approaches based on perturbation theory, while refs. [15, 18] employed an Edgeworth expansion. The dynamics of the neural-tangent kernel for deep networks with finite width has been studied in ref. [16]. For specific deep networks of finite width with linear or ReLU activation functions the single-input prior was computed exactly in terms of the Meijer G function in ref. [42]. The formalism proposed here paves the way for a systematic study of generic deep and recurrent networks beyond the leading order in $n$.

Computing finite-size corrections in the presented formalism amounts to calculating fluctuation corrections of the auxiliary fields which is a standard task in field theory [31, 32]. It requires the spectrum of the Hessian $\partial^2 S (C, \tilde{C})/\{\partial C, \partial \tilde{C}\}|_{C, \tilde{C} = 0}$, evaluated at the mean-field point. Such an approach yields small non-Gaussian corrections to the prior that, moreover, depend on $n$. The corrections therefore provide quantitative
insight into the limits of the equivalence between RNNs and DNNs at finite widths, and offer a handle to study the capacity of a network in relation to its resources, the number of weights.
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6. Appendix

6.1. Unified field theory for multiple input sequences

Here, we show the derivation of the mean-field equations with more than one input sequence \{x^{(0)}_\alpha, \ldots, x^{(A)}_\alpha\}, the generalization of the derivation presented in the main text. We introduce Greek indices \(\alpha \in \{1, \ldots, n_D\}\) for the different input vectors that we also call ‘replicas’ in the following. Equations for the single-replicon case in the main text can be obtained by setting \(n_D = 1\); the non-sequential input case follows by setting \(x^{(a)}_\alpha = 0\) for \(a > 0\) and all \(\alpha\).

6.1.1. Action and auxiliary variables

We start from the parameterized likelihood for multiple replicas

\[
p(Y \mid X, \theta) = \prod_{\alpha=1}^{n_D} \left\{ \int Dh_\alpha \delta \left( y_\alpha - W^{(\text{out})}_\phi^{(A)} x_\alpha - \xi^{(A+1)}_\xi \right) \right. \\
\times \prod_{a=1}^{A} \delta \left( h^{(a)}_\alpha - W^{(a)}_\phi^{(a-1)} - W^{(\text{in},a)}_x^{(a)} - \xi^{(a)}_\xi \right) \right. \\
\times \delta \left( h^{(0)}_\alpha - W^{(\text{in},0)}_x^{(0)} - \xi^{(0)}_\xi \right) \left\}.
\]

Expressing the Dirac distributions as integrals \(\delta(x) = \int dx e^{i \tilde{x} x} / 2\pi\), we obtain for the network prior \(p(Y \mid X) = \int d\theta p(Y \mid X, \theta) p(\theta)\) the expression

\[
p(Y \mid X) = \prod_{\alpha=1}^{n_D} \left\{ \int d\tilde{h}_\alpha \int Dh_\alpha \int Dh'_\alpha \text{e}^{\tilde{g}_{i,\alpha} y_{i,\alpha} + \sum_{a=0}^{A} \tilde{r}_{i,\alpha} h^{(a)}_{i,\alpha}} \\
\times \left\{ e^{-\tilde{g}_{i,\alpha} W^{(\text{out})}_{ij}(\phi^{(A)}_{ij})} W^{(\text{out})}_{ij} \left( e^{-\sum_{a=1}^{A} h^{(a)}_{i,\alpha} W^{(a)}_{ij}(\phi^{(a-1)}_{ij})} \{W^{(a)}_{ij}\} \right) \right. \\
\times \left\{ e^{-\sum_{a=0}^{A} h^{(a)}_{i,\alpha} W^{(\text{in},a)}_{ij}(\phi^{(a)}_{ij})} \{W^{(a)}_{ij}\} \right. \\
\times \left\{ e^{-\sum_{a=1}^{n_D} \sum_{a=0}^{A} h^{(a)}_{i,\alpha} \xi^{(a)}_{ij} - \sum_{a=1}^{n_D} \tilde{g}_{i,\alpha} \xi^{(A+1)}_{ij} \} \xi^{(a)}_{ij} \right. \right\}.
\]

(39)
Here, and throughout this section, we use an implicit summation convention for lower indices that appear twice in the exponent, e.g., \( \tilde{y}_{i,\alpha} y_{i,\alpha} \equiv \sum_{\alpha=1}^{n_D} \sum_{i=1}^{n_{\text{out}}} \tilde{y}_{i,\alpha} y_{i,\alpha} \), but write the sum over time steps explicitly to avoid ambiguities in their limits. Note that for the DNN, the number of neurons per layer can differ such that formally the upper limits of the implicit sums over neuron indices \( i \) or \( j \) depends on the layer index \( a \). We also used the independence of the different weight matrices and biases to obtain factorizing expectation values in Eq. (39).

In the following, we compute these expectation values separately, starting with the output weights and biases. These are independent across neurons and we obtain

\[
\langle \exp \left( -\sum_{\alpha=1}^{n_D} \tilde{y}_{i,\alpha} \xi_{i}^{(A+1)} \right) \rangle_{\xi^{(A+1)}} = \exp \left( \frac{\sigma_{A+1}^2}{2} \sum_{\alpha,\beta=1}^{n_D} \tilde{y}_{i,\alpha} \tilde{y}_{i,\beta} \right),
\]

\[
\langle \exp \left( -\tilde{y}_{i,\alpha} W_{ij}^{(\text{out})} \phi_{j,\alpha}^{(A)} \right) \rangle_{W^{(\text{out})}} = \exp \left( \frac{g_{A+1}^2}{2n_A} \tilde{y}_{i,\alpha} \phi_{j,\alpha}^{(A)} \tilde{y}_{i,\beta} \right).
\]

Now, we calculate the respective averages for the RNN and DNN separately. For a RNN, the weight sharing \( \mathbf{W}^{(a)} \equiv \mathbf{W} \) across time steps \( a \) leads to a double sum \( \sum_{a,b} \) appearing in the average over the recurrent part

\[
\langle \exp \left( -\sum_{a=1}^{A} \tilde{h}_{i,\alpha}^{(a)} W_{ij} \phi_{j,\alpha}^{(a-1)} \right) \rangle_{\mathbf{W}}
= \exp \left( \frac{1}{2} \sum_{a,b=1}^{A} \frac{g_a^2}{n_a} \tilde{h}_{i,\alpha}^{(a)} \phi_{j,\alpha}^{(a-1)} \phi_{j,\beta}^{(b-1)} \tilde{h}_{i,\beta}^{(b)} \right), \quad \text{RNN.}
\]

In contrast, for a DNN, the analogous calculation leads to a single sum \( \sum_{a} \)

\[
\langle \exp \left( -\sum_{a=1}^{A} \tilde{h}_{i,\alpha}^{(a)} W_{ij} \phi_{j,\alpha}^{(a-1)} \right) \rangle_{\mathbf{W}^{(a)}}
= \prod_{a=1}^{A} \langle \exp \left( -\tilde{h}_{i,\alpha}^{(a)} W_{ij} \phi_{j,\alpha}^{(a-1)} \right) \rangle_{\mathbf{W}^{(a)}}
= \exp \left( \frac{1}{2} \sum_{a=1}^{A} \frac{g_a^2}{n_a} \tilde{h}_{i,\alpha}^{(a)} \phi_{j,\alpha}^{(a-1)} \phi_{j,\beta}^{(a)} \tilde{h}_{i,\beta}^{(a)} \right), \quad \text{DNN.}
\]

The calculation for the inputs and biases is analogous; for the RNN it yields

\[
\langle \exp \left( -\sum_{a=0}^{A} \sum_{\alpha=1}^{n_D} \tilde{h}_{i,\alpha}^{(a)} \xi_{i} \right) \rangle_{\xi}
= \exp \left( \frac{\sigma^{2}}{2} \sum_{a,b=0}^{A} \sum_{\alpha,\beta=1}^{n_D} \tilde{h}_{i,\alpha}^{(a)} \tilde{h}_{i,\beta}^{(b)} \right), \quad \text{RNN,}
\]

\[
\langle \exp \left( -\sum_{a=0}^{A} \tilde{h}_{i,\alpha}^{(a)} W_{ij}^{(\text{in})} x_{j,\alpha}^{(a)} \right) \rangle_{\mathbf{W}^{(\text{in})}}
= \exp \left( \frac{1}{2} \sum_{a,b=0}^{A} \frac{g_{\text{in}}^2}{n_{\text{in}}} \tilde{h}_{i,\alpha}^{(a)} x_{j,\alpha}^{(a)} \tilde{h}_{i,\beta}^{(b)} \right), \quad \text{RNN.}
\]
For the DNN, we get
\[
\left\langle \exp \left( -\sum_{a=0}^{A} \sum_{a=1}^{n_D} \tilde{h}_{i,\alpha}^{(a)} \xi_{i}^{(a)} \right) \right\rangle_{\{\xi^{(a)}\}} = \prod_{a=0}^{A} \left\langle \exp \left( -\sum_{a=1}^{n_D} \tilde{h}_{i,\alpha}^{(a)} \right) \right\rangle_{\xi^{(a)}} = \exp \left( \frac{1}{2} \sum_{a=0}^{A} \sigma_{\alpha}^{2} \sum_{a,\beta=1}^{n_D} \tilde{h}_{i,\alpha}^{(a)} \tilde{h}_{i,\beta}^{(a)} \right), \quad \text{DNN,}
\]
\[
\left\langle \exp \left( -\sum_{a=0}^{A} \tilde{h}_{i,\alpha}^{(a)} W_{ij}^{(in,a)} x_{j,\alpha}^{(a)} \right) \right\rangle_{\{W^{(in,a)}\}} = \prod_{a=0}^{A} \left\langle \exp \left( -\tilde{h}_{i,\alpha}^{(a)} W_{ij}^{(in,a)} x_{j,\alpha}^{(a)} \right) \right\rangle_{W^{(in,a)}} = \exp \left( \frac{1}{2} \sum_{a=0}^{A} \frac{g_{\alpha}^{2}}{n_{in}} \tilde{h}_{i,\alpha}^{(a)} x_{j,\alpha}^{(a)} x_{j,\beta}^{(a)} \tilde{h}_{i,\beta}^{(a)} \right), \quad \text{DNN.}
\]

For the RNN, the replicas as well as the time steps are coupled by the products $\phi_{j,\alpha}^{(a-1)} \phi_{j,\beta}^{(b-1)}$ and $x_{j,\alpha}^{(a)} x_{j,\beta}^{(b)}$, while for the DNN only products of terms within the same layer occur, $\phi_{j,\alpha}^{(a-1)} \phi_{j,\beta}^{(a-1)}$ and $x_{j,\alpha}^{(a)} x_{j,\beta}^{(a)}$. As we will show below, this leads to different layers in the DNN being uncorrelated, while different time steps in the RNN are correlated.

The products of nonlinearly transformed pre-activations $\phi_{i,\alpha}^{(a)} \equiv \phi(h_{i,\alpha}^{(a)})$ render the integrations in Eq. (39) analytically non-solvable. To find a suitable approximation, we insert auxiliary variables in time $(a, b)$ and in replica space $(\alpha, \beta)$, which account for the replica and time-step coupling. Introducing these, the system decouples in the neuron indices $i$. We combine RNN and DNN by defining the auxiliary variables

\[
C_{\alpha,\beta}^{(a,b)} = M_{a,b} \left[ \sigma_{a}^{2} + \frac{g_{a}^{2}}{n_{a-1}} \mathbb{1}_{a \geq 1, b \geq 1} \phi_{i,\alpha}^{(a-1)} \phi_{i,\beta}^{(b-1)} + \frac{g_{\alpha}^{2}}{n_{in}} \mathbb{1}_{a \leq A, b \leq A} x_{i,\alpha}^{(a)} x_{i,\beta}^{(b)} \right]
\]

(40)

for $0 \leq a, b \leq A + 1$ with $M_{a,b}$ defined in Eq. (25), $g_{a} = g$ for $1 \leq a \leq A$ in RNN, and $n_{a-1} \equiv n_{in}$. The indicator functions $\mathbb{1}_{a \geq 1, b \geq 1}$ and $\mathbb{1}_{a \leq A, b \leq A}$ ensure that the respective terms vanish when they are not present, e.g., the recurrent term $\phi_{i,\alpha}^{(a-1)} M_{a,b} \phi_{i,\beta}^{(b-1)}$ in the first step $a = b = 0$. As above, there is an implicit sum over the neuron indices $i$ on the right hand side.

We introduce these auxiliary variables by means of Dirac distributions expressed as Fourier integrals

\[
\delta[\text{Eq. (40)}] = \prod_{a,\beta=1}^{n_D} \prod_{a,\beta=0}^{A+1} \left\{ n_{a-1} \int_{iR} \frac{d\tilde{C}_{\alpha,\beta}^{(a,b)}}{2\pi i} \right\}
\]

\[
\times \exp \left( -\sum_{a,b=0}^{A+1} n_{a-1} \tilde{C}_{\alpha,\beta}^{(a,b)} (C_{\alpha,\beta}^{(a,b)} - \sigma_{a}^{2} M_{a,b} J_{a,\beta}) \right)
\]
where the expectation value is computed with respect to the action 

\[
\times \exp \left( \sum_{a,b=1}^{A+1} \tilde{C}_{\alpha,\beta}^{(a,b)} \tilde{g}_a^{(a-1)} \phi_{i,\alpha}^{(a-1)} M_{a,b} \phi_{i,\beta}^{(b-1)} \right)
\]

\[
\times \exp \left( \sum_{a,b=0}^{A} n_{a-1} \tilde{C}_{\alpha,\beta}^{(a,b)} \tilde{g}_n^{(a)} \phi_{i,\alpha}^{(a)} M_{a,b} \phi_{i,\beta}^{(b)} \right),
\]  

(41)

where we inserted \(J_{\alpha,\beta} = 1\) for all \(\alpha\) and \(\beta\) to imply the summation over \(\alpha, \beta\) that accounts for the common biases across replicas. Used in the integrand of Eq. (39), this leads to

\[
p(Y \mid X) = \prod_{\alpha=1}^{n_d} \left\{ \int d\tilde{y}_\alpha \int Dh_\alpha \int D\tilde{h}_\alpha \right\} \prod_{\alpha,\beta=1}^{n_d} \left\{ \int D\tilde{C}_{\alpha,\beta} \int DC_{\alpha,\beta} \right\}
\]

\[
\times \exp \left( \tilde{y}_{i,\alpha} \tilde{y}_{i,\alpha} + \frac{1}{2} \tilde{y}_{i,\alpha} C_{\alpha,\beta}^{(A+1,A+1)} \tilde{y}_{i,\beta} \right)
\]

\[
\times \exp \left( \sum_{a=0}^{A+1} \tilde{h}_{i,\alpha}^{(a)} \tilde{h}_{i,\alpha} + \sum_{a,b=0}^{A} \frac{1}{2} \tilde{h}_{i,\alpha}^{(a)} C_{\alpha,\beta} \tilde{h}_{i,\beta}^{(b)} \right)
\]

\[
\times \exp \left( - \sum_{a,b=0}^{A+1} n_{a-1} \tilde{C}_{\alpha,\beta}^{(a,b)} (C_{\alpha,\beta} - \sigma_a^2 M_{a,b} J_{\alpha,\beta}) \right)
\]

\[
\times \exp \left( \sum_{a,b=1}^{A+1} \tilde{C}_{\alpha,\beta}^{(a,b)} \tilde{g}_n^{(a)} \phi_{i,\alpha}^{(a)} M_{a,b} \phi_{i,\beta}^{(b)} \right)
\]

\[
\times \exp \left( \sum_{a,b=0}^{A} n_{a-1} \tilde{C}_{\alpha,\beta}^{(a,b)} \tilde{g}_n^{(a)} \phi_{i,\alpha}^{(a)} M_{a,b} \phi_{i,\beta}^{(b)} \right)
\]

(42)

with \(DC_{\alpha,\beta} = \prod_{a,b=0}^{A+1} dC_{\alpha,\beta}^{(a,b)} \); \(DC_{\alpha,\beta} = \prod_{a,b=0}^{A+1} \frac{n_{a-1} d\tilde{C}_{\alpha,\beta}^{(a,b)}}{2\pi} \).

We see in Eq. (42) that there are no auxiliary variables \(C_{\alpha,\beta}^{(a,b)}\) that couple the output layer \((a = A + 1, \text{second line})\) with variables \(\tilde{h}_{i,\alpha}^{(a)}, \tilde{h}_{i,\beta}^{(a)}\) in the rest of the network \((0 \leq a \leq A)\). This is a consequence of the independence of the priors on the associated weights. We further see in Eq. (42) that no products of variables with different neuron indices appear. The exponential thus factorizes into \(n_a\) identical terms for each \(a\). Rearranging the integrations, we obtain

\[
p(Y \mid X) = \prod_{\alpha=1}^{n_d} \left\{ \int d\tilde{y}_\alpha \right\} e^{\tilde{y}_{i,\alpha} y_{i,\alpha} \left( C_{\alpha,\beta}^{(A+1,A+1)} \tilde{y}_{i,\beta} \right)} \hat{C}_{\alpha,\beta}
\]

(43)

where the expectation value is computed with respect to the action

\[
S_{\text{aux}}(C, \hat{C}) = -n \sum_{a,b=0}^{A+1} \nu_{a-1} \tilde{C}_{\alpha,\beta}^{(a,b)} C_{\alpha,\beta}^{(a,b)} + n W_{\text{aux}}(\hat{C} \mid C)
\]

(44)

of the auxiliary variables \(\tilde{C}_{\alpha,\beta}^{(a,b)}, C_{\alpha,\beta}^{(a,b)}\). This action comprises the nontrivial part of the dynamics of the network in the cumulant generating functional

\[
W_{\text{aux}}(\hat{C} \mid C) = \frac{1}{n} \ln \left( e^{\sum_{a,b=1}^{A+1} \tilde{C}_{\alpha,\beta}^{(a,b)} \tilde{g}_n^{(a)} \phi_{i,\alpha}^{(a)} M_{a,b} \phi_{i,\beta}^{(b)} \phi_{i,\beta}^{(b-1)}} \right) \left( h_{i,\alpha}^{(a)} \right)
\]
RNN and DNN separately. For the RNN, the result immediately follows because the
and thus
leads to a sum over
identical terms:
\[ \sum_{a,b} \nu_a - 1 \tilde{C}^{(a,a)}_\alpha \tilde{\nu}_\alpha \tilde{W}_{a,b} \tilde{X}_{i,\alpha}^{(b)} \]

\[ + \sum_{a,b} \nu_a - 1 \tilde{C}^{(a,a)}_\alpha \tilde{\nu}_\alpha \tilde{W}_{a,b} \tilde{X}_{i,\alpha}^{(b)} \]

(45)

where \( \{ h^{(a)}_{i,\alpha} \} \) describes the Gaussian statistics of a single pre-activation \( h^{(a)}_{i,\alpha} \) with
covariance matrix \( \langle h^{(a)}_{i,\alpha} h^{(b)}_{j,\beta} \rangle = C^{(a,b)}_\alpha \delta_{i,j} \) across neurons \( i, j \), time steps or layers \( a, b \),
and inputs \( \alpha, \beta \). Here \( \nu_a = n_a / n \) denotes the relative layer sizes in the DNN.

To show that
\[ \frac{1}{n} \ln \left( e^{\sum_{a,b} C^{(a,b)}_\alpha g^2_{\alpha \alpha} \phi^{(a-1)}_{i,\alpha} \phi^{(b-1)}_{i,\beta} } \right) \{ h^{(a)}_{i,\alpha} \}
= O(1) \]

(46)

and thus \( W^{aux}(\tilde{C} \mid C) = O(1) \), i.e., that \( W^{aux}(\tilde{C} \mid C) \) does not scale with \( n \), we consider
RNN and DNN separately. For the RNN, the result immediately follows because the
neurons are uncorrelated, \( \langle h^{(a)}_{i,\alpha} h^{(b)}_{j,\beta} \rangle = C^{(a,b)}_\alpha \delta_{i,j} \), which factorizes the expectations and
leads to a sum over \( n \) identical terms:
\[ \frac{1}{n} \ln \left( e^{\sum_{a,b} C^{(a,b)}_\alpha g^2_{\alpha \alpha} \phi^{(a-1)}_{i,\alpha} \phi^{(b-1)}_{i,\beta} } \right) \{ h^{(a)}_{i,\alpha} \}
= \ln \left( e^{\sum_{a,b} C^{(a,b)}_\alpha g^2_{\alpha \alpha} \phi^{(a-1)}_{i,\alpha} \phi^{(b-1)}_{i,\beta} } \right) \{ h^{(a)}_{i,\alpha} \} \cdot \]

For the DNN, one first notices that, by definition, \( C^{(a,b)}_\alpha = 0 \) for \( a \neq b \), so different
layers decouple in Eq. (45). Formally this can be seen by solving the integrals over the
corresponding variables \( \tilde{C}^{(a,b)}_{\alpha \beta} \) with \( a \neq b \). This factorization allows us to study
each layer separately and decouple the \( n_a \) neurons:
\[ \frac{1}{n} \ln \left( e^{\sum_{a,b} C^{(a,b)}_\alpha g^2_{\alpha \alpha} \phi^{(a-1)}_{i,\alpha} \phi^{(b-1)}_{i,\beta} } \right) \{ h^{(a)}_{i,\alpha} \}
= \sum_{a=1}^{A+1} \nu_a - 1 \ln \left( e^{\tilde{C}^{(a,a)}_\alpha g^2_{\alpha \alpha} \phi^{(a-1)}_{i,\alpha} \phi^{(b-1)}_{i,\beta} } \right) \{ h^{(a)}_{i,\alpha} \} \cdot \]

Consequently, for both architectures Eq. (46) holds and \( W^{aux}(\tilde{C} \mid C) = O(1) \).

6.1.2. Saddle-point approximation The action \( S^{aux} \) in the auxiliary fields scales with the number of neurons \( n \). In the limit \( n \to \infty \), a saddle-point approximation of the integrals over \( \tilde{C} \) and \( C \) appearing in the expectation value in Eq. (43) becomes
exact. The saddle points are determined by the stationary points of the action \( S^{aux} \)
as
\[ \frac{\partial}{\partial \tilde{C}^{(a,b)}_{\alpha \beta}} S^{aux}(C, \tilde{C}) \bigg|_{\tilde{C}} \bigg|_{\tilde{C}} = 0 \]

and
\[ \frac{\partial}{\partial C^{(a,b)}_{\alpha \beta}} S^{aux}(C, \tilde{C}) \bigg|_{\tilde{C}} \bigg|_{\tilde{C}} = 0, \]

leading to
\[ \tilde{C}^{(a,b)}_{\alpha \beta} = 0 \]

(47)

\[ \tilde{C}^{(a,b)}_{\alpha \beta} = M_{a,b} \left[ g_a^2 n_{in} \sum_{a \leq A, b \leq A} \tilde{X}_{i,\alpha}^{(a)} \tilde{X}_{i,\beta}^{(b)} + g_a^2 \sum_{a \geq 1, b \geq 1} \langle \phi(h^{(a-1)}_{i,\alpha}) \phi(h^{(b-1)}_{i,\beta}) \rangle \right] \sim N(0, \tilde{C}) \]

(48)

with indices \( a, b \in \{0, \ldots, A+1\} \). The saddle point \( \tilde{C}^{(a,b)}_{\alpha \beta} = 0 \) is a self-consistent
solution because \( W^{aux}(0 \mid C) = 0 \), which is in particular independent of \( C \), so that
\[ \partial W^{aux}(0 \mid C) / \partial C^{(a,b)}_{\alpha \beta} \equiv 0. \]
To evaluate the expectation value on the r.h.s. of Eq. (48), we only need the subtensors of \( \overline{C} \) formed by the indices that explicitly appear in the expectation due to the marginalization property of the Gaussian. In particular, this means the saddle point equations can be solved iteratively starting from \( a = 0 \), which requires the starting values \( \overline{C}^{(0,0)}_{\alpha\beta} = \overline{C}_{\alpha\beta}^{(a,0)} = M_{a,0} \left[ \sigma_0^2 + \frac{g_0^2}{n_{in}} \sum_{j=1}^{n_{in}} x_j^{(a)} \cdot x_j^{(0)} \right] \) for the recursion.

After the saddle-point approximation, the conditional probability Eq. (43) simplifies to the factorized Gaussian

\[
p(Y | X) = \prod_{i=1}^{n_{A+1}} p(y_i | X),
\]

\[
p(y_i | X) = \mathcal{N}(0, \overline{C}_{\alpha\beta}^{(A+1,A+1)}),
\]

with covariance matrix \( \langle y_i,\alpha y_i,\beta \rangle = \overline{C}_{\alpha\beta}^{(A+1,A+1)} \) across inputs \( \alpha, \beta \) that is determined recursively by Eq. (48), starting from the input covariance \( \overline{C}_{\alpha\beta}^{(0,0)} = \sigma_0^2 + \frac{g_0^2}{n_{in}} \sum_{j=1}^{n_{in}} x_j^{(0)} \cdot x_j^{(0)} \). The diagonal elements \( \overline{C}_{\alpha\beta}^{(A+1,A+1)} \) thus only depends on the equal-time overlaps \( \sum_{i=1}^{n_{in}} x_i^{(a)} \cdot x_i^{(a)} \) of the inputs with \( 0 \leq a \leq A \).

### 6.2. Finite-size instability of RNNs

In the main text Figure 1, the mean-field theory is compared to network simulations with hidden layer width \( n = 2000 \) and a ReLU nonlinearity for fixed hyperparameters \( g^2 = 1.6, \sigma^2 = 0.2 \). Although this appears to be quite wide already, for the RNN the statistics of the activity in individual networks strongly varies across realizations of weights. The frequency of deviating realizations increases as one approaches \( g^2 \rightarrow 2 \), the instability threshold above which \( \overline{C}^{(a,a)} \) diverges with growing \( a \) for the ReLU nonlinearity. The instability threshold can be obtained from the MFT solution for a single replicon and \( a = b \), Eq. (50): The theory predicts that \( g^2 > 2 \) will lead to exponential increase of the activity, while \( g^2 < 2 \) results in finite (but possibly very strong) activity. Beyond this threshold, trajectories of individual neurons diverge towards \( \pm \infty \) over time. At finite width and \( g^2 < 2 \), the activity is typically stable. But for \( g^2 \) sufficiently close to 2, the closeness of the instability point is visible in the system. This is observable as a spread of individual neurons’ trajectories, each hovering about a non-zero set point. This observation corresponds to a static contribution (independent of \( \Delta a \)) to the time-lagged correlation function, as shown in Figure 3b. The reason for this instability to only occur in the RNN is the coherent interplay of the activity with the connectivity across time: Since the connectivity is identical across all time steps, fluctuations of the activity can be amplified coherently across multiple time steps. Likewise, deviations of the variances \( C^{(a,a)} \) are observable in this case (Figure 3a). The effect is suppressed as the network size increases; the mean-field theory then becomes accurate also for values of \( g^2 \) close to 2 (Figure 3a,b).

### 6.3. Details about numerical experiments

For all experiments, we used NumPy [43] and SciPy [44] which are both released under a BSD-3-Clause License. Computations were performed on a CPU cluster. More precisely, the requirements for the experiments are:

- Figure 1 (main): 1h on a single core laptop.
Figure 3. Mean-field theory of the RNN compared to simulation. a Average variance in mean-field theory $C^{(a,a)}$ (solid gray curve) and estimate $\frac{1}{N} \sum_i h_i^{(a)} h_i^{(a)}$ from simulation, averaged over 100 realizations of networks with different widths (symbols, see legend). b Average cross-covariance in mean-field theory $C^{(a,a+\Delta a)}$ and estimate $\frac{1}{N} \sum_i h_i^{(a)} h_i^{(a+\Delta a)}$ from simulation, averaged over 100 network realizations (mean shown as symbols, same symbol code as in panel a; standard error of the mean shown as tube), as a function of the temporal distance $\Delta a$ to the hidden layer $a = 30$. Mean-field theory (gray curve). Other parameters: $g^2 = 1.73$, $\sigma^2 = 0$, layer widths $n_a \in \{1, 3, 5, 10\} \cdot 10^3$, $A = 30$ hidden layers, ReLU activation $\phi(x) = \max(0, x)$ and Gaussian input $x \sim N(1, 1)$ with $\dim(x) = 10$.

- Figure 2 (main): 50h on a single node with 24 cores of a CPU cluster for each of panel a and c, and 2h on a single node with 24 cores of the CPU cluster for each of panel b and d
- Figure 3 (appendix): 1.5h on a single core laptop.

The code used to produce the figures is stored in a Zenodo archive with the DOI 10.5281/zenodo.5747219.

To solve the mean field theory for a given activation function $\phi(x)$ one needs to calculate the expectation values in Eq. (31), or more general in Eq. (33). These expectation values can be computed analytically for the ReLU activation $\phi(x) = \max(0, x)$ as shown in [45]:

$$\langle \phi(x)\phi(y) \rangle_{x,y \sim N(0,C)} = \frac{1}{2\pi} \nu (\sin \theta + (\pi - \theta) \cos \theta),$$

where

$$\nu = \sqrt{C_{xx} C_{yy}},$$

$$\theta = \cos^{-1} \left( \frac{C_{xy}}{\nu} \right).$$

Inserting this into the MFT equations for multiple replicas (33) results in

$$C_{\alpha\beta}^{(a,b)} = M_{a,b} \left[ \sigma_a^2 + \mathbb{1}_{a \geq 1, b \geq 1} \frac{g_a^2}{2\pi} \nu^{(a,b)}_{\alpha\beta} \left( \sin \theta^{\alpha\beta}_{(a,b)} + (\pi - \theta^{(a,b)}_{\alpha\beta}) \cos \theta^{(a,b)}_{\alpha\beta} \right) \right. + \mathbb{1}_{a \leq A, b \leq A} \frac{g_a^2}{n_{in}} x^{(a,\alpha)}_\alpha \left( x^{(b,\beta)}_\beta \right)^T, \tag{49}$$

where

$$\nu^{(a,b)}_{\alpha\beta} = \sqrt{C^{(a-1,a-1)}_{\alpha\alpha} C^{(b-1,b-1)}_{\beta\beta}}.$$
\[
\theta_{\alpha\beta}^{(a,b)} = \cos^{-1}\left(\frac{C_{\alpha\beta}^{(a-1,b-1)}}{C_{\alpha\beta}^{(a,b)}}\right).
\]

The special case \(a = b, \alpha = \beta,\) and vanishing external input yields

\[
C^{(a,a)} = \sigma_a^2 + \frac{g_a^2}{2}C^{(a-1,a-1)}.
\]

For time or layer independent \(g_a \equiv g\) and \(\sigma_a \equiv \sigma,\) the activity thus increases exponentially in time or over layers for \(g^2 > 2\) and converges towards an equilibrium value \(C^{(\infty)} = \frac{\sigma^2}{1 - g^2 / 2}\) for \(g^2 < 2.\)
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