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1 Introduction

Let $X = (X_t)_{t \geq 0}$ be a stochastic process on a state space $S$ with a finite lifetime $\zeta$. A probability measure $\nu$ on $S$ is called a quasi-stationary distribution of $X$ when the distribution of $X_t$ with the initial distribution $\nu$ conditioned to survive at time $t$ is time-invariant, that is, the following holds:

$$P_\nu[X_t \in dx \mid \zeta > t] = \nu(dx) \quad (t > 0),$$

where $P_\nu$ denotes the underlying probability measure of $X$ with its initial distribution $\nu$.

In the present thesis, we study the case where $X$ is an irreducible one-dimensional diffusion on $[0, b]$ or $[0, b]$ ($0 < b \leq \infty$) stopped at 0 with the finite lifetime $\zeta = T_0$, the first hitting time of the boundary 0. The main objective of the present thesis is to study a domain of attraction of quasi-stationary distributions, that is, for a quasi-stationary distribution $\nu$ we study a sufficient condition for an initial distribution $\mu$ such that

$$\mu_t(dx) := P_\mu[X_t \in dx \mid T_0 > t] \xrightarrow[t \to \infty]{} \nu(dx).$$

Here and hereafter all the convergence of probability distributions is in the sense of the weak convergence.

Many studies (e.g., Hening and Kolb [11], Kolb and Steinsaltz [15], Littin [19] and Mandl [22]) have dealt with convergence (1.2) in the case when $\mu$ is compactly supported and it has been shown that convergence (1.2) holds and the limit distribution $\nu$ does not depend on the choice of a compactly supported $\mu$. The limit measure $\nu$ is sometimes called Yaglom limit or the minimal quasi-stationary distribution. On the other hand, for some diffusions there exist infinitely many quasi-stationary distributions. Although it is a natural problem to know what initial distributions we can take so that convergence (1.2) holds for a given quasi-stationary distribution $\nu$, there are very few studies dealing with this problem for non-minimal quasi-stationary distributions. The author only knows two papers: Lladser and San Martín [20] and Martínez, Picco and San Martín [24], whose results we generalize in the present thesis. For this reason, we focus on convergence (1.2) when $\nu$ is a non-minimal quasi-stationary distribution.

One of our main results is a general theorem which reduces the convergence (1.2) to the tail behavior of $T_0$. We denote the set of probability measures on a set $I$ by $\mathcal{P}(I)$ or $\mathcal{P}I$. For a class $\mathcal{P} \subset \mathcal{P}[0, b]$ of initial distributions, we say that the first hitting uniqueness holds on $\mathcal{P}$ if

the map $\mathcal{P} \ni \mu \mapsto P_\mu[T_0 \in dt]$ is injective. (1.3)

As the class $\mathcal{P}$, we shall take

$$\mathcal{P}_{\text{exp}} = \{\mu \in \mathcal{P}(I) \mid P_\mu[T_0 \in dt] = \lambda e^{-\lambda t} dt \quad (\lambda > 0)\},$$

the set of initial distributions with exponential hitting probabilities. For birth and death processes, we can show the first hitting uniqueness on $\mathcal{P}(\mathbb{N})$ by the argument in [8, Proposition 5.6]. We refer to Rogers [25] as a general study of the first hitting uniqueness. He
gave a condition for a one-dimensional diffusion to satisfy the first hitting uniqueness on \( P(0, \infty) \). The condition is, however, difficult to check in general and too strong to ensure the first hitting uniqueness. Indeed, he remarked that the Brownian motion with a constant negative drift does not satisfy his condition but the first hitting uniqueness holds on \( P(0, \infty) \). The reason why we consider the class \( P^{\exp} \) is that when \( \nu \) is a quasi-stationary distribution, \( P^{\nu}[T_0 \in dt] \) is exponentially distributed. Indeed, from the definition of quasi-stationary distributions, it holds \( P^{\nu}[X_t \in dx \mid T_0 > t] = P^{\nu}[X_0 \in dx] \). Thus it follows \( P^{\nu}[T_0 > t + s \mid T_0 > t] = P^{\nu}[X_s > 0 \mid T_0 > t] = P^{\nu}[X_0 > 0] = P^{\nu}[T_0 > s] \). The following is one of the main results in the present thesis, which will be proven in Section 4.1.

**Theorem 1.1.** Let \( X \) be a \( d \frac{d}{ds} \)-diffusion on \([0, b) (0 < b \leq \infty)\) and set for \( \mu \in P[0, b) \),

\[
\mu_t(dx) = P^{\mu}[X_t \in dx \mid T_0 > t].
\]  

(1.5)

Then for \( \lambda > 0 \), the following are equivalent:

(1) \[
\lim_{t \to \infty} \frac{P^{\mu}[T_0 > t + s]}{P^{\mu}[T_0 > t]} = e^{-\lambda s} (s > 0).
\]  

(1.6)

(1)' \[
\lim_{t \to \infty} \frac{1}{P^{\mu}[T_0 > t]} \int_t^\infty P^{\mu}[T_0 > s]ds = 1/\lambda.
\]  

(1.7)

(ii) \[
P^{\mu}_t[T_0 \in ds] \xrightarrow{t \to \infty} \lambda e^{-\lambda s} ds.
\]  

(1.8)

Suppose, in addition, that the first hitting uniqueness holds on \( P^{\exp} \) and that

\[
P^{\nu}[T_0 \in dt] = \lambda e^{-\lambda t} dt \quad \text{for some } \nu \in P(0, b).
\]  

(1.9)

Then the following is also equivalent to (i), (i)' and (ii):

(iii) \[
\mu_t \xrightarrow{t \to \infty} \nu.
\]  

(1.10)

The other main result is an application of Theorem 1.1 to the class of diffusion called Kummer diffusions with negative drifts. A Kummer diffusion \( Y^{(\alpha, \beta)} \) \((\alpha > 0, \beta \in \mathbb{R})\) is a diffusion on \([0, \infty)\) stopped upon hitting 0 whose local generator \( L^{(\alpha, \beta)} \) on \((0, \infty)\) is

\[
L^{(\alpha, \beta)} = x \frac{d^2}{dx^2} + (-\alpha + 1 - \beta x) \frac{d}{dx}.
\]  

(1.11)

Note that the process \( Y^{(\alpha, \beta)} \) is also called a radial Ornstein-Uhlenbeck process in some literature (see e.g., [3] and [10]). Write

\[
g^{(\alpha, \beta)}_\gamma(x) := \mathbb{E}[e^{-\gamma T_0}] = \int_0^\infty e^{-\gamma t} P^{\mu}[T_0 \in dt] \quad (\gamma \geq 0),
\]  

(1.12)

which is the Laplace transform of the first hitting time of 0 for \( Y^{(\alpha, \beta)} \). Then \( g^{(\alpha, \beta)}_\gamma \) is a \( \gamma \)-eigenfunction for \( L^{(\alpha, \beta)} \), i.e., \( L^{(\alpha, \beta)} g^{(\alpha, \beta)}_\gamma = \gamma g^{(\alpha, \beta)}_\gamma \) (see e.g., [26, p.292]). We define a Kummer diffusion with a negative drift \( Y^{(\alpha, \beta, \gamma)} \) \((\gamma \geq 0)\) as the \( h \)-transform of \( Y^{(\alpha, \beta)} \) by
the function \( g_{\gamma}(\alpha, \beta) \), that is, the process \( Y^{(\alpha, \beta, \gamma)} \) is a diffusion on \([0, \infty)\) stopped at 0 whose local generator on \((0, \infty)\) is

\[
\mathcal{L}^{(\alpha, \beta, \gamma)} = \frac{1}{g_{\gamma}^{(\alpha, \beta)}}(\mathcal{L}^{(\alpha, \beta)} - \gamma)g_{\gamma}^{(\alpha, \beta)}.
\] (1.13)

We sometimes omit \((\alpha, \beta)\) and write \( \mathcal{L}[\gamma] = \mathcal{L}^{(\alpha, \beta, \gamma)} \), \( Y[\gamma] = Y^{(\alpha, \beta, \gamma)} \), \( g_{\gamma} = g_{\gamma}^{(\alpha, \beta)} \), etc. Note that \( \mathcal{L}[0] = \mathcal{L}^{(\alpha, \beta, 0)} = \mathcal{L}^{(\alpha, \beta)} \) and \( Y[0] = Y^{(\alpha, \beta, 0)} = Y^{(\alpha, \beta)} \).

If we write

\[
\tilde{Y}^{(\alpha, \beta, \gamma)} := \sqrt{2Y^{(\alpha, \beta, \gamma)}},
\] (1.14)

then the local generator \( \tilde{\mathcal{L}}^{(\alpha, \beta, \gamma)} \) of \( \tilde{Y}^{(\alpha, \beta, \gamma)} \) on \((0, \infty)\) is given as

\[
\tilde{\mathcal{L}}^{(\alpha, \beta, \gamma)} = \frac{1}{2} \frac{d^2}{dx^2} + \left( \frac{1 - 2\alpha}{2} - \frac{\beta x}{2} + \frac{(g_{\gamma}^{(\alpha, \beta)})'}{g_{\gamma}^{(\alpha, \beta)}} \right) \frac{d}{dx},
\] (1.15)

where \( \tilde{g}_{\gamma}^{(\alpha, \beta)}(x) = \tilde{F}_x[e^{-\gamma \tilde{F}_0}] \) denotes the Laplace transform of the first hitting time of 0 for \( \tilde{Y}^{(\alpha, \beta, 0)} \) starting from \( x \). When \( \alpha = 1/2 \) and \( \gamma = 0 \), the process \( \tilde{Y}^{(1/2, \beta, 0)} \) is the Ornstein-Uhlenbeck process and, when \( \beta = 0 \), the process \( \tilde{Y}^{(\alpha, 0, \gamma)} \) is the Bessel process with a negative drift (see e.g., [10]). The other main result is to give a concrete sufficient condition for convergence (1.2) for Kummer diffusions with negative drifts. We classify \( Y[\gamma] = Y^{(\alpha, \beta, \gamma)} \) (\( \alpha > 0, \beta \in \mathbb{R}, \gamma \geq 0 \)) into the following five cases by \( \beta \) and \( \gamma \):

- **Case 1:** \( \beta = 0, \quad \gamma > 0 \).
- **Case 2:** \( \beta > 0, \quad \gamma \geq 0 \).
- **Case 3:** \( \beta < 0, \quad \gamma > 0 \).
- **Case 1’:** \( \beta = 0, \quad \gamma = 0 \).
- **Case 3’:** \( \beta < 0, \quad \gamma = 0 \).

We will show in Proposition 4.8 that non-minimal quasi-stationary distributions exist only in the Case 1-3. The following theorem is another main result in the present thesis. We denote the set of integrable functions on \( I \) w.r.t. the measure \( \nu \) by \( L^1(I, \nu) \) and denote \( f(x) \sim g(x) \) (\( x \to \infty \)) when \( \lim_{x \to \infty} f(x)/g(x) = 1 \).

**Theorem 1.2.** Let \( X = Y[\gamma] = Y^{(\alpha, \beta, \gamma)} \) (\( \alpha > 0, \beta \in \mathbb{R}, \gamma \geq 0 \)) satisfying one of the Case 1-3 in (1.16) and let \( \mu \in \mathcal{P}(0, \infty) \). Then the following holds:

(i) If the Case 1 holds and \( \mu(dx) = \rho(x)dx \) for some \( \rho \in L^1((0, \infty), dx) \) and

\[
\log \rho(x) \sim (\delta - 2\sqrt{\gamma})\sqrt{x} \quad (x \to \infty)
\] (1.17)

for some \( 0 < \delta < 2\sqrt{\gamma} \), then it holds

\[
\mu_{\delta \to \infty} \Rightarrow \nu_{\lambda}
\] (1.18)

with \( \lambda = \gamma - \delta^2/4 \in (0, \lambda_0^{[\gamma]}) \), where \( \lambda_0^{[\gamma]} = \gamma > 0 \) is the spectral bottom.
(ii) If the Case 2 holds and
\[
\mu(x, \infty) \sim x^{-\alpha - \gamma/\beta + \delta} \ell(x) \quad (x \to \infty)
\]
for some \(0 < \delta < \alpha + \gamma/\beta\) and some slowly varying function \(\ell\) at \(\infty\), then it holds
\[
\mu_t \underset{t \to \infty}{\longrightarrow} \nu_\lambda
\]
with \(\lambda = \beta(\alpha - \delta) + \gamma \in (0, \lambda_0^{[\gamma]}), \) where \(\lambda_0^{[\gamma]} = \alpha \beta + \gamma > 0\) is the spectral bottom.

(iii) If the Case 3 holds and
\[
\mu(x, \infty) \sim x^{-1+\gamma/\beta + \delta} \ell(x) \quad (x \to \infty)
\]
for some \(0 < \delta < 1 - \gamma/\beta\) and some slowly varying function \(\ell\) at \(\infty\). then it holds
\[
\mu_t \underset{t \to \infty}{\longrightarrow} \nu_\lambda
\]
with \(\lambda = -\beta(1 - \delta) + \gamma \in (0, \lambda_0^{[\gamma]}), \) where \(\lambda_0^{[\gamma]} = -\beta + \gamma > 0\) is the spectral bottom.

Renewal dynamical approach for quasi-stationary distributions

To investigate convergence (1.2) for more general diffusions, we obtain several partial results through the renewal dynamical approach, which was introduced in Ferrari, Kesten, Martínez and Picco [9] to show the existence of the minimal quasi-stationary distribution for Markov chains on \(\mathbb{N}\). By extending the method to one-dimensional diffusions, we give a characterization of quasi-stationary distributions and a necessary condition for the convergence (1.2) through the renewal dynamical approach. In the approach, we introduce a transform \(\Phi\) of probability measures.

Let \(X\) be an irreducible \(\mathcal{L}_{d}dm\)-diffusion on \([0, b)\) \((0 < b \leq \infty)\) stopped at \(0\) with \(P_x[T_0 < \infty] = 1\) and assume there exists non-minimal quasi-stationary distributions (note that a necessary and sufficient condition for the existence of non-minimal quasi-stationary distributions is given in Section 3.3). Define
\[
\mathcal{P}_m = \{\mu \in \mathcal{P}(0, b) \mid \mathbb{E}_\mu T_0^n \leq \infty \ (n \geq 1)\}. \quad (1.23)
\]
For \(\mu \in \mathcal{P}(0, b)\) and the transition density \(p(t, x, y)\) w.r.t. the speed measure \(dm\) of \(X\), we denote
\[
p(t, \mu, y) := \int_0^b p(t, x, y)\mu(dx). \quad (1.24)
\]
For \(\mu \in \mathcal{P}(0, b)\), we define a measure \(\Phi \mu\) by
\[
\Phi \mu(A) = \frac{1}{\mathbb{E}_\mu T_0} \int_0^\infty \mathbb{P}_\mu[X_t \in A] dt = \frac{1}{\mathbb{E}_\mu T_0} \int_A dm(y) \int_0^\infty p(t, \mu, y) dt. \quad (1.25)
\]
When $\mathbb{E}_\mu T_0 < \infty$, the measure $\Phi_\mu$ is a probability since $\mathbb{P}_\mu[X_t \in (0, b)] = \mathbb{P}_\mu[T_0 > t]$. The distribution $\Phi_\mu$ can be interpreted as the limit distribution of the conservative stochastic process which behaves as $X$ until $T_0$ and as soon as it hits 0, it jumps into a random point in $(0, b)$ according to the probability $\mu$ and starts afresh (see e.g., Ben-Ari and Pinsky [1]).

We will prove in Proposition 5.1 that $\Phi$ preserves $\mathcal{P}_m$. Quasi-stationary distributions are characterized as the fixed points of $\Phi$ in $\mathcal{P}_m$, which we will show in Proposition 5.9. We also show in Theorem 5.2 that for the convergence (1.2), it is necessary that $\Phi^n\mu$ converges to the same limit as $n \to \infty$. As we have seen above, there is a close relationship between quasi-stationary distributions and the transform $\Phi$. However, the author cannot give any sufficient condition for the convergence (1.2) from the renewal dynamical approach.

**Outline of the thesis**

The remainder of the present thesis is organized as follows. In Section 2, we will recall previous studies on quasi-stationary distributions for one-dimensional diffusions. In Section 3, we will recall several known results on one-dimensional diffusions, the quasi-stationary distributions and the spectral theory for second-order ordinary differential operators. In Section 4.1, we will show Theorem 1.1, a general result for convergence to quasi-stationary distributions. In Section 4.2, we will give the hitting density of Kummer diffusions with negative drifts. In Section 4.3, we will show Theorem 1.2, which gives a sufficient condition for convergence to non-minimal quasi-stationary distributions for the class of Kummer diffusions with negative drifts. In Section 5, we will consider the renewal dynamical approach of initial distributions and show its relation to convergence to quasi-stationary distributions. In Appendix 6, we will give a sufficient condition for the spectral measure of a diffusion to have its Laplace transform.

**2 Previous studies**

We briefly review several previous studies on quasi-stationary distributions for one-dimensional diffusions to compare with our main results.

For the case where there is a natural boundary, Mandl [22] gave a sufficient condition for the convergence to the minimal quasi-stationary distributions, which was a first remarkable result for quasi-stationary distributions of one-dimensional diffusions. His condition has been weakened by many authors e.g., Collet, Martínez and San Martín [7], Hening and Kolb [11], Kolb and Steinsaltz [15] and Martínez and San Martín [23]. Under certain weak assumptions it is shown that convergence to the minimal quasi-stationary distribution follows for all compactly supported initial distributions.

The case where there is an entrance boundary has also been widely studied. Cattiaux, Collet, Lambert, Martínez, Méléard and San Martín [4] and Littin [19] showed that there
always exists a unique quasi-stationary distribution and convergence to the unique quasi-
stationary distribution always holds for all compactly supported initial distributions.

Here we briefly mention Takeda’s results [28] of quasi-stationary distributions for gen-
eral symmetric Markov processes. He proved existence and uniqueness of the quasi-
stationary distribution under the tightness property, which is equivalent for one-dimensional
diffusions to absence of natural boundaries. He also showed that converge to the unique
quasi-stationary distribution from all initial distributions holds under the assumption of
the tightness property and intrinsic ultracontractivity, which is a stronger assumption
than the presence of the entrance boundary.

Let us come back to the study for one-dimensional diffusion. In the case where the
right boundary is natural, we have non-minimal quasi-stationary distributions. Firstly,
Martínez, Picco and San Martín [24] studied Brownian motions with negative drifts and
showed convergence to non-minimal quasi-stationary distributions under the assumptions
on tail behavior of the initial distribution.

**Theorem 2.1** ([24, Theorem 1.1]). Let $B_t$ be a standard Brownian motion and let $\alpha > 0$
and consider the process

$$ X_t = B_t - \alpha t. \quad (2.1) $$

For an initial distribution $\mu$ on $(0, \infty)$ assume $\mu(dx) = \rho(x)dx$ for some $\rho \in L^1((0, \infty), dx)$
satisfying

$$ \log \rho(x) \sim -(\alpha - \delta)x \quad (x \to \infty) \quad (2.2) $$

for some $\delta \in (0, \alpha)$. Then it holds

$$ \mathbb{P}_\mu[X_t \in dx \mid T_0 > t] \underset{t \to \infty}{\longrightarrow} \nu_\lambda(dx), \quad (2.3) $$

with

$$ \lambda = (\alpha^2 - \delta^2)/2 \quad \text{and} \quad \nu_\lambda(dx) = C_\lambda e^{-\alpha x} \sinh(x\sqrt{\alpha^2 - 2\lambda})dx \quad (2.4) $$

for the normalizing constant $C_\lambda$.

**Remark 2.2.** When $\alpha = 1/2, \beta = 0$ and $\gamma > 0$, the process $\sqrt{2Y^{(1/2,0,\gamma)}}$ is a Brownian
motion with a negative drift $-\sqrt{2\gamma}t$. Hence this theorem is generalized by (i) of Theorem
1.2.

Secondly, Lladser and San Martín [20] studied Ornstein-Uhlenbeck processes:

**Theorem 2.3** ([20, Theorem 1.1]). Let $\alpha > 0$. Let $X$ be the solution of the following
SDE:

$$ dX_t = dB_t - \alpha X_t dt, \quad (2.5) $$
where $B$ is a standard Brownian motion. For an initial distribution $\mu$ on $(0, \infty)$ assume $\mu(dx) = \rho(x)dx$ for some $\rho \in L^1((0,\infty), dx)$ satisfying
\[ \rho(x) \sim x^{-2+\delta}(x \to \infty) \] (2.6)
for some $\delta \in (0,1)$ and a slowly varying function $\ell$ at $\infty$. Then it holds
\[ \mathbb{P}_\mu[X_t \in dx \mid T_0 > t] \quad \xrightarrow{t \to \infty} \quad \nu_\lambda(dx) \] (2.7)
with
\[ \lambda = \alpha(1 - \delta) \quad \text{and} \quad \nu_\lambda(dx) = C_\lambda \psi_{-\lambda}(x)e^{-\alpha x^2}dx \] (2.8)
for the normalizing constant $C_\lambda$, where $u = \psi_{-\lambda}$ denotes the unique solution for the following differential equation:
\[ \frac{1}{2} \frac{d^2}{dx^2} u - \alpha x \frac{du}{dx} = -\lambda u, \quad \lim_{x \to +0} u(x) = 0, \quad \lim_{x \to +0} \frac{du}{dx} = 1 \quad (x \in (0, \infty)). \] (2.9)

**Remark 2.4.** In Theorem 1.2 (ii), if $\mu(dx) = \rho(x)dx$ for $\rho \in L^1((0,\infty), dx)$ and
\[ \rho(x) \sim x^{-\alpha-\gamma/\beta-1+\delta}(x \to \infty), \] (2.10)
for a slowly varying function $\ell$, then (1.19) holds from Karamata’s theorem [2, Proposition 1.5.8]. Hence (ii) of Theorem 1.2 is an extension of [20, Theorem 1.1].

## 3 Preliminaries

In this section, we recall several known results on one-dimensional diffusions and their quasi-stationary distributions.

### 3.1 Feller’s canonical form of second-order differential operators

Let $(X, \mathbb{P}_x)_{x \in I}$ be a one-dimensional diffusion on $I = [0, b)$ or $[0, b] \quad (0 < b \leq \infty)$, that is, the process $X$ is a time-homogeneous strong Markov process on $I$ which has a continuous path up to its lifetime. Throughout this thesis, we always assume
\[ \mathbb{P}_x[T_y < \infty] > 0 \quad (x \in I \setminus \{0\}, \ y \in [0,b)), \] (3.1)
where $T_y$ denotes the first hitting time of $y$ and, assume the point 0 is a trap;
\[ X_t = 0 \quad \text{for} \ t \geq T_0. \] (3.2)

Let us recall Feller’s classification of the boundaries (see e.g., Itô [12]). There exist a Radon measure $m$ on $I \setminus \{0\}$ with full support and a strictly increasing continuous function $s$ on $(0,b)$ such that the local generator $\mathcal{L}$ on $(0,b)$ is represented by
\[ \mathcal{L} = \frac{d}{dm} \frac{d}{ds}. \] (3.3)
We call \( m \) the speed measure and \( s \) the scale function of \( X \) and we say \( X \) is a \( \frac{d}{dm} \frac{d}{ds} \)-diffusion. Let \( c = 0 \) or \( b \) and take \( d \in (0, b) \). Set
\[
I(c) = \int_c^d ds(x) \int_c^x dm(y), \quad J(c) = \int_c^d dm(x) \int_c^x ds(y). \tag{3.4}
\]
The boundary \( c \) is classified as follows:\n\[
\begin{cases}
\text{regular} & \text{when } I(c) < \infty, \ J(c) < \infty. \\
\text{exit} & \text{when } I(c) = \infty, \ J(c) < \infty. \\
\text{entrance} & \text{when } I(c) < \infty, \ J(c) = \infty. \\
\text{natural} & \text{when } I(c) = \infty, \ J(c) = \infty.
\end{cases} \tag{3.5}
\]
Since \( \mathbb{P}_x[T_0 < \infty] > 0 \) for every \( x > 0 \), the boundary 0 is necessarily regular or exit, equivalently \( J(0) < \infty \). Note that in this case \( s(0) := \lim_{x \to +0} s(x) > -\infty \) holds. We also assume that the boundary \( b \) is not exit and that the boundary \( b \) is reflecting when it is regular.

Let us consider a diffusion on \( I \) whose local generator \( \mathcal{L} \) on \((0, b)\) is
\[
\mathcal{L} = a(x) \frac{d^2}{dx^2} + c(x) \frac{d}{dx} \quad (x \in (0, b)) \tag{3.6}
\]
for functions \( a \) and \( c \). Assume \( a(x) > 0 \) \((x \in (0, b))\). Then \( \mathcal{L} = \frac{d}{dm} \frac{d}{ds} \), where
\[
dm(x) = \frac{1}{a(x)} \exp \left( \int_d^x \frac{c(y)}{a(y)} dy \right) dx, \quad ds(x) = \exp \left( - \int_d^x \frac{c(y)}{a(y)} dy \right) dx \tag{3.7}
\]
for arbitrary taken \( d \in (0, b) \).

### 3.2 Spectral theory for second-order differential operators

Let us briefly review several results on the spectral theory of second-order differential operators. For the details, see e.g., Coddington and Levinson [6] and Kotani [16].

Set \( I = (0, b) \) \((0 < b \leq \infty)\). Let \( dm \) be a Radon measure on \( I \) with full support and let \( s : I \to (-\infty, \infty) \) be a strictly-increasing continuous function. We assume that the boundary 0 is regular or exit, i.e. \( \int_0^d dm(x) \int_x^\infty ds(y) < \infty \) for some \( 0 < d < b \) and assume the boundary \( b \) is natural, i.e., \( \int_d^b dm(x) \int_x^b ds(y) = \infty \) and \( \int_d^b ds(x) \int_x^b dm(y) = \infty \) for some \( 0 < d < b \). Let \( u = \psi_\lambda \) be defined by (3.13). Set
\[
g_\lambda(x) = \psi_\lambda(x) \int_x^b \frac{ds(y)}{\psi_\lambda(y)^2} \quad (\lambda \geq 0). \tag{3.8}
\]
Then the function \( u = g_\lambda \) is the unique, non-increasing solution for
\[
\frac{d}{dm} \frac{d}{ds} u = \lambda u, \quad \lim_{x \to +0} u(x) = 1, \tag{3.9}
\]
where $\frac{d^+}{ds}$ is the right-differentiation w.r.t. $s$; $\frac{d^+}{ds} f(x) := \lim_{h \to +0} \frac{f(x+h)-f(x)}{s(x+h)-s(x)}$. Define the Green function

$$G_\lambda(x, y) = \psi_\lambda(x)g_\lambda(y) \quad (0 \leq x \leq y < b, \; \lambda \geq 0). \quad (3.10)$$

Then there exists a unique Radon measure $\sigma$ on $[0, \infty)$, which we call the spectral measure, such that

$$G_\lambda(x, y) = \int_0^\infty \frac{\psi_{-\lambda}(x)\psi_{-\lambda}(y)}{\lambda + \xi} \sigma(d\xi) \quad (3.11)$$

and the transition density $p(t, x, y)$ w.r.t. $dm$ of $\frac{d}{dm} \frac{d^+}{ds}$-diffusion absorbed at 0 is given as

$$p(t, x, y) = \int_0^\infty e^{-\lambda t} \psi_{-\lambda}(x)\psi_{-\lambda}(y) \sigma(d\lambda) \quad (t > 0, x, y \in I) \quad (3.12)$$

(see McKean [13] for the details).

### 3.3 Quasi-stationary distributions

Let us summarize known results on quasi-stationary distributions for one-dimensional diffusions and give a necessary and sufficient condition for existence of quasi-stationary distributions. Let $X$ be a $\frac{d}{dm} \frac{d^+}{ds}$-diffusion on $I = [0, b]$ or $[0, b]$ $(0 < b \leq \infty)$. We define a function $u = \psi_\lambda$ as the unique solution of the following equation:

$$\frac{d}{dm} \frac{d^+}{ds} u(x) = \lambda u(x), \quad \lim_{x \to +0} u(x) = 0, \quad \lim_{x \to +0} \frac{d}{ds} u(x) = 1 \quad (x \in (0, b), \lambda \in \mathbb{R}). \quad (3.13)$$

Note that from the assumption that the boundary 0 is regular or exit, the function $\psi_\lambda$ always exists. The operator $L = -\frac{d}{dm} \frac{d^+}{ds}$ defines a non-negative definite self-adjoint operator on $L^2(I, dm) := \{ f : I \to \mathbb{R} \mid \int_I |f|^2 dm < \infty \}$. Here we assume the Dirichlet boundary condition at 0 and the Neumann boundary condition at $b$ if the boundary $b$ is regular. We denote the infimum of the spectrum of $L$ by $\lambda_0 \geq 0$.

Let us consider the case where the boundary $b$ is not natural. It is then known that there is a unique quasi-stationary distribution (noting that Takeda [28] showed the corresponding result for general Markov processes with the tightness property):

**Proposition 3.1** (see e.g., [19, Lemma 2.2, Theorem 4.1]). Assume the boundary $b$ is not natural. Then it holds $\lambda_0 > 0$ and the function $\psi_{-\lambda_0}$ is strictly positive and integrable w.r.t. $dm$ and there is a unique quasi-stationary distribution given as

$$\nu_{\lambda_0}(dx) = \lambda \psi_{-\lambda_0}(x) dm(x), \quad \mathbb{P}_{\nu_{\lambda_0}}[T_0 \in dt] = \lambda_0 e^{-\lambda_0 t} dt. \quad (3.14)$$

Moreover, for every probability distribution $\mu$ on $(0, b)$ with a compact support, it holds

$$\mu_t \xrightarrow{t \to \infty} \nu_{\lambda_0}. \quad (3.15)$$
We now assume the boundary $b$ is natural. We check that in this case, $s(b) = \infty$ is equivalent to finiteness of the lifetime $T_0$. Since it holds
\[ \mathbb{P}_x[T_b < \infty] = 0 \quad (x \in (0, b)), \quad (3.16) \]
and
\[ \frac{s(x) - s(0)}{s(M) - s(0)} = \mathbb{P}_x[T_M < T_0] \quad (0 < x < M < b) \quad (3.17) \]
(see e.g., Itô [12]), by taking limit $M \to b$ we have from (3.16)
\[ \frac{s(x) - s(0)}{s(b) - s(0)} = \mathbb{P}_x[T_0 = \infty]. \quad (3.18) \]
Hence it follows
\[ \mathbb{P}_x[T_0 < \infty] = 1 \quad \text{for some / any } x > 0 \iff s(b) = \infty. \quad (3.19) \]
Thus $s(b) = \infty$ is equivalent to finiteness of $T_0$.

We recall the following good properties for the function $\psi_{\lambda}$:

**Proposition 3.2** ([8, Lemma 6.18]). *Suppose the boundary $b$ is natural and $s(b) = \infty$. Then for $\lambda > 0$ the following hold:

(i) For $0 < \lambda \leq \lambda_0$, the function $\psi_{-\lambda}$ is strictly positive on $I \setminus \{0\}$ and
\[ 1 = \lambda \int_0^b \psi_{-\lambda}(x) dm(x). \quad (3.20) \]

(ii) For $\lambda > \lambda_0$, the function $\psi_{-\lambda}$ change signs on $I$.\n* 

Now we state a necessary and sufficient condition for existence of non-minimal quasi-stationary distributions. This result has been shown in [8, Theorem 6.34] when the boundary 0 is regular.

**Theorem 3.3.** *Suppose that the boundary 0 is regular or exit and that the boundary $b$ is natural. Then a non-minimal quasi-stationary distribution exists if and only if
\[ \lambda_0 > 0 \quad \text{and} \quad s(b) = \infty. \quad (3.21) \]
This condition is equivalent to
\[ m(d, b) < \infty \quad \text{for some } d \in (0, b) \quad \text{and} \quad \limsup_{x \to b} s(x) m(x, b) < \infty. \quad (3.22) \]
In this case, a probability measure $\nu$ is a quasi-stationary distribution if and only if
\[ \nu(dx) = \lambda \psi_{-\lambda}(x) dm(x) =: \nu_{\lambda}(dx), \quad \mathbb{P}_{\nu_{\lambda}}[T_0 \in dt] = \lambda e^{-\lambda t} dt \quad \text{for some } 0 < \lambda \leq \lambda_0. \quad (3.23) \]
Proof. We may assume without loss of generality that $s(0) = 0$. The equivalence between (3.21) and (3.22) follows from [18, Theorem 3 (ii), Appendix I]. The fact that $\nu_\lambda (\lambda \in (0, \lambda_0])$ is a quasi-stationary distribution can be seen by the exactly same argument in [8, Lemma 6.18]. Thus we only show that every quasi-stationary distribution is given by $\nu_\lambda$ for some $\lambda \in (0, \lambda_0]$.

Let $\mu$ be a quasi-stationary distribution with

$$\mathbb{P}_\mu[T_0 > t] = e^{-\beta t} \quad (\beta \in (0, \lambda_0)]. \quad (3.24)$$

Since it holds

$$\mathbb{P}_x[X_t \in A, T_0 > t] = \int_0^b p(t, x, y)1_A(y)dm(y), \quad (3.25)$$

the probability measure $\mu$ is absolutely continuous w.r.t. $dm$, we denote the density by $\rho$. Then it holds

$$\rho(x) = e^{\beta t} \int_0^b p(t, x, y)\rho(y)dm(y) \quad (t > 0) \quad (3.26)$$

for $dm$-a.e. $x \in I$. Define

$$\rho_t(x) := \int_0^b p(t, x, y)\rho(y)dm(y) \quad (= e^{-\beta t}\rho(x)) \quad (t \geq 0). \quad (3.27)$$

Then it follows

$$\int_0^\infty \rho_t(x)dt = (1/\beta)\rho(x). \quad (3.28)$$

On the other hand, we have

$$\int_0^\infty \rho_t(x)dt = \int_0^b \rho(y)dm(y) \int_0^\infty p(t, x, y)dt \quad (3.29)$$

$$= \int_0^b (s(x) \wedge s(y))\rho(y)dm(y) \quad (3.30)$$

$$= \int_0^x s(y)\rho(y)dm(y) + s(x) \int_x^b \rho(y)dm(y), \quad (3.31)$$

where we used the well-known formula:

$$\mathbb{E}_x \left[ \int_0^{T_0} f(X_t)dt \right] = \int_0^b (s(x) \wedge s(y))f(y)dm(y) \quad (3.32)$$

(see e.g., [26, Theorem 49.1] and [14, Lemma 23.10]). Thus for $dm$-a.e. $x \in I$, we obtain the equality

$$(1/\beta)\rho(x) = \int_0^x s(y)\rho(y)dm(y) + s(x) \int_x^b \rho(y)dm(y). \quad (3.33)$$
Since the RHS of (3.33) is right-continuous, we have the right-continuous version of $\rho$. By differentiation, it holds

$$\frac{1}{\beta}d\rho(x) = s(x)\rho(x)dm + \left(\int_x^b \rho(y)dm(y)\right)ds - s(x)\rho(x)dm$$

(3.34)

$$= \left(\int_x^b \rho(y)dm(y)\right)ds.$$  

(3.35)

Hence we obtain

$$\frac{d}{dm} d^+ \rho = -\beta \rho \quad (x \in I).$$  

(3.36)

This implies $\rho = C\psi_{-\beta}$ for some constant $C > 0$. Since $\mu = \rho dm$ is a probability, from Proposition 3.2 (i), it follows $C = \beta$. □

**Remark 3.4.** Under the assumptions of Theorem 3.3, the spectral measure has its support on $[\lambda_0, \infty)$.

For probability distributions on $(0, b)$, let us recall the stochastic order. For $\mu_1, \mu_2 \in \mathcal{P}(0, b)$, we define $\mu_1 \preceq \mu_2$ by

$$\mu_2(0, x] \leq \mu_1(0, x] \quad (x > 0).$$

(3.37)

(We refer to [27] as an extensive reference on stochastic orders.) The following proposition says that the stochastic order is a total one for quasi-stationary distributions, which was shown by Cavender [5] for birth and death processes.

**Proposition 3.5.** Suppose the boundary $b$ is natural and (3.21) holds. Then it holds

$$\nu_{\lambda} \preceq \nu_{\lambda'} \quad (0 < \lambda' \leq \lambda \leq \lambda_0).$$

(3.38)

In particular, the distribution $\nu_{\lambda_0}$ is the minimal one in this order. This is why we call $\nu_{\lambda_0}$ the minimal quasi-stationary distribution.

**Proof.** From (3.13), it holds

$$\psi_{-\lambda}(x) = s(x) - \lambda \int_0^x ds(y) \int_y^x \psi_{-\lambda}(z)dm(z) \quad (x > 0, \lambda \in \mathbb{R}).$$

(3.39)

Hence it follows

$$\nu_{\lambda}(0, x] = \lambda \int_0^x \psi_{-\lambda}(y)dm(y) = 1 - \frac{d^+}{ds} \psi_{-\lambda}(x) \quad (x > 0, 0 < \lambda \leq \lambda_0).$$

(3.40)

Let $0 < \lambda' \leq \lambda \leq \lambda_0$. From (3.40) and a similar argument in [8, Lemma 6.11], we have

$$\frac{d^+}{ds} \psi_{-\lambda}(x) \leq \frac{d^+}{ds} \psi_{-\lambda'}(x) \quad (x > 0),$$

(3.41)

which yields $\nu_{\lambda} \preceq \nu_{\lambda'}$. □
4 Proof of main results

In this section, we study the convergence (1.2) from the perspective of the first hitting uniqueness.

4.1 Convergence to quasi-stationary distributions

Here we give a proof of Theorem 1.1.

Proof of Theorem 1.1. At first, we show the equivalence of (i) and (i)’. Let \( g(t) := \mathbb{P}_\mu[T_0 > \log t] \). Then it is not difficult to see that (i) is equivalent to

\[
\lim_{t \to \infty} \frac{g(st)}{g(t)} = s^{-\lambda} \quad (s > 0),
\]

the regular variation of the function \( g \) at \( \infty \) of order \(-\lambda\).

Assume (i) holds. By Potter’s theorem \([2, \text{Theorem 1.5.6}]\), for \( 0 < \varepsilon < \lambda \), there exists \( C > 0 \) such that

\[
\frac{\mathbb{P}_\mu[T_0 > t+s]}{\mathbb{P}_\mu[T_0 > t]} \leq C e^{-(\lambda-\varepsilon)s} \quad (s, t > 0).
\]

By the dominated convergence theorem, we have

\[
\lim_{t \to \infty} \frac{1}{\mathbb{P}_\mu[T_0 > t]} \int_t^\infty \mathbb{P}_\mu[T_0 > s] ds = \int_0^\infty \frac{\mathbb{P}_\mu[T_0 > t+s]}{\mathbb{P}_\mu[T_0 > t]} ds \to 1, \quad \lambda.
\]

Next we assume (i)’. Since

\[
\lim_{t \to \infty} \frac{1}{\mathbb{P}_\mu[T_0 > \log t]} \int_{\log t}^\infty \mathbb{P}_\mu[T_0 > s] ds = \frac{1}{g(t)} \int_t^\infty \frac{g(s)}{s} ds \to \frac{1}{\lambda},
\]

we may see from Karamata’s theorem \([2, \text{Theorem 1.6.1}]\) that the function \( g(t) \) varies regularly at \( \infty \) with exponent \(-\lambda\).

Next we show the equivalence of (i) and (ii). From the Markov property, we have

\[
\mathbb{P}_\mu[T_0 > s] = \frac{\mathbb{P}_\mu[T_0 > t+s]}{\mathbb{P}_\mu[T_0 > t]} \quad (t, s \geq 0).
\]

Now it is obvious that (i) and (ii) are equivalent.

Since it is obvious that (iii) implies (i), we finally show that (ii) implies (iii). Since \( \mathcal{P}[0, b] \), the class of probability measures on the compactification \([0, b]\), is compact under
the topology of weak convergence, we can take a sequence \( \{ t_n \} \) which diverges to \( \infty \) such that
\[
\mu_{t_n} \xrightarrow{n \to \infty} \theta \in \mathcal{P}[0, b].
\] (4.6)

From (ii), we have
\[
\mathbb{P}_{\mu_{t_n}}[T_0 \in ds] \xrightarrow{n \to \infty} \lambda e^{-\lambda s}ds.
\] (4.7)

On the other hand, for fixed \( t > 0 \) we have
\[
\mathbb{P}_{\mu_{t_n}}[T_0 > t] = \int_{[0, b]} \mathbb{P}_x[T_0 > t] \mu_{t_n}(dx),
\] (4.8)
where we understand
\[
\mathbb{P}_x[T_0 > t] = \begin{cases} 0 & x = 0, \\ 1 & x = b. \end{cases}
\] (4.9)

Note that since the boundary \( b \) is natural, the function \( x \mapsto \mathbb{P}_x[T_0 > t] \) is continuous on \([0, b]\). From (4.6), we obtain
\[
\lim_{n \to \infty} \mathbb{P}_{\mu_{t_n}}[T_0 > t] = \int_{[0, b]} \mathbb{P}_x[T_0 > t] \theta(dx).
\] (4.10)

Then from (4.7), it follows that
\[
\int_{[0, b]} \mathbb{P}_x[T_0 > t] \theta(dx) = e^{-\lambda t}.
\] (4.11)

Since it holds that
\[
\lim_{t \to 0} \mathbb{P}_x[T_0 > t] = 1\{x > 0\}, \quad \lim_{t \to \infty} \mathbb{P}_x[T_0 > t] = 1\{x = b\} \quad (x \in [0, b]),
\] (4.12)
we have from the dominated convergence theorem and (4.11) that \( \theta\{0\} = \theta\{b\} = 0 \).

Therefore \( \theta \in \mathcal{P}(0, b) \) and \( \mathbb{P}_\theta[T_0 \in ds] = \lambda e^{-\lambda s}ds \). Then since the first hitting uniqueness holds on \( \mathcal{P}_{\text{exp}} \), we have \( \theta = \nu \). The limit distribution \( \theta \) does not depend on the choice of the sequence \( \{ t_n \} \) and therefore we obtain (iii).

**Remark 4.1.** Provided that the first hitting uniqueness holds on \( \mathcal{P}_{\text{exp}} \) and \( X \) satisfies the condition of Theorem 3.3, an initial distribution \( \mu \in \mathcal{P}[0, b] \) satisfying \( \mathbb{P}_\mu[T_0 \in dt] = \lambda e^{-\lambda t} dt \) for some \( 0 < \lambda \leq \lambda_0 \) must satisfy \( \mu = \nu_\lambda \).

We give a sufficient condition for (i) of Theorem 1.1 via the hitting density.

**Proposition 4.2.** Assume the hitting densities \( f_x \) of 0 exist, i.e., there exists a non-negative jointly measurable function \( f_x(t) \) such that
\[
\mathbb{P}_x[T_0 \in dt] = f_x(t)dt \quad (0 < x < b, \ t > 0).
\] (4.13)
Let \( \mu \in \mathcal{P}(0, b) \) and assume the function

\[
f_{\mu}(t) := \int_0^\infty f_x(t) \mu(dx) \quad (0 < x < b, \ t > 0)
\]

is differentiable in \( t > 0 \) and

\[
- \lim_{t \to \infty} \frac{d}{dt} \log f_{\mu}(t) = \lambda \in (0, \lambda_0]. \tag{4.15}
\]

Then it holds

\[
\lim_{t \to \infty} \frac{\mathbb{P}_\mu[T_0 > t + s]}{\mathbb{P}_\mu[T_0 > t]} = e^{-\lambda s} \quad (s > 0). \tag{4.16}
\]

**Proof.** Set \( h(u) = f_{\mu}(\log u) \) for \( u > 1 \). From (4.15), we have

\[
\lim_{t \to \infty} \frac{th'(t)}{h(t)} = \lim_{t \to \infty} \frac{e^t h'(e^t)}{h(e^t)} = -\lambda. \tag{4.17}
\]

Thus the function \( h \) varies regularly at \( \infty \) with exponent \(-\lambda\). From L'Hôpital's rule, we have for \( u = e^s > 1 \)

\[
\lim_{t \to \infty} \frac{\mathbb{P}_\mu[T_0 > t + \log u]}{\mathbb{P}_\mu[T_0 > t]} = \lim_{t \to \infty} \frac{f_{\mu}(t + \log u)}{f_{\mu}(t)} = \lim_{t \to \infty} \frac{h(e^t u)}{h(e^t)} = u^{-\lambda} = e^{-\lambda s}. \tag{4.18}
\]

\( \square \)

**Remark 4.3.** We may expect that Proposition 4.2 would be extended with (4.15) being replaced by

\[
\log f_{\mu}(t) \sim -\lambda t \quad (t \to \infty), \tag{4.19}
\]

which is weaker than (4.15) by L'Hôpital's rule. In general, however, it does not hold. We give a counterexample which satisfies (4.19) but not the condition (i) in Theorem 1.1.

Let us find a positive function \( f \) of the form

\[
f(t) = e^{(-\lambda + \varepsilon(t))t} \tag{4.20}
\]

with a function \( \varepsilon(t) \) vanishing at \( \infty \) but not satisfying

\[
\lim_{t \to \infty} \frac{\int_{t+s}^{\infty} f(u)du}{\int_{t}^{\infty} f(u)du} \to e^{-\lambda s} \quad (s > 0). \tag{4.21}
\]

By the change of variables, we can see that (4.21) is equivalent to that the function

\[
h(t) := \int_t^\infty u^{-\lambda - 1 + \varepsilon(\log u)}du \tag{4.22}
\]
varies regularly with exponent $-\lambda$ at $\infty$. If the function $\varepsilon$ is non-increasing, by the monotone density theorem [2, Theorem 1.7.2] it is equivalent to the slow variation of

$$k(s) = s^{\varepsilon (\log s)} \quad (s > 1).$$

(4.23)

We now set

$$\varepsilon(s) = 2^{-n} \quad (4^n < s \leq 4^{n+1}, n \in \mathbb{N}),$$

(4.24)

and then the function $\varepsilon$ vanishes at $\infty$ and

$$\frac{k(e \cdot \exp(4^n))}{k(\exp(4^n))} = \frac{\exp(2^n + 2^{-n})}{\exp(2^{n+1})} = \exp(-2^n + 2^{-n}) \xrightarrow{n \to \infty} 0.$$ 

(4.25)

So the function $k$ does not vary slowly.

We give a sufficient condition for existence of the hitting densities of $0$. For this purpose, we need the following condition on decay of the spectral measure $\sigma$ of $-\frac{d}{dm} \frac{d}{ds}$:

$$(S) \quad \int_0^{\infty} e^{-\lambda t} \sigma(d\lambda) < \infty \quad (t > 0).$$

(4.26)

A sufficient condition for $(S)$ is given in Proposition 6.3. The following result by Yano [30] gives existence and a spectral representation of the hitting densities.

**Proposition 4.4 ([30, Proposition 2.1]).** Assume $(S)$ holds. Then for any $0 < x < b$ the distribution of $T_0$ under $\mathbb{P}_x$ has a density $f_x(t)$ on $(0, \infty)$ w.r.t. the Lebesgue measure, that is, the following hold:

$$\mathbb{P}_x[T_0 \in dt] = f_x(t)dt \quad (0 < x < b, \ t > 0).$$

(4.27)

The hitting densities have a spectral representation:

$$f_x(t) = \int_0^{\infty} e^{-\lambda t} \psi_{-\lambda}(x) \sigma(d\lambda) \quad (0 < x < b, \ t > 0).$$

(4.28)

and have another representation:

$$f_x(t) = \frac{d}{ds(y)} p(t, x, y) \bigg|_{y=0} \quad (0 < x < b, \ t > 0).$$

(4.29)

4.2 Hitting densities of Kummer diffusions with negative drifts

Let us give the hitting densities of Kummer diffusions with negative drifts. At first we give a speed measure and a scale function for Kummer diffusions with negative drifts. Fix $\alpha > 0$ and $\beta \in \mathbb{R}$. From (1.11), we have

$$\mathcal{L}^{[0]} = \mathcal{L}^{(\alpha, \beta)} = x \frac{d^2}{dx^2} + (-\alpha + 1 - \beta x) \frac{d}{dx} = \frac{d}{dm^{[0]}} \frac{d}{ds^{[0]}}$$

(4.30)
with
\[
d m^{[0]}(x) := dm^{(\alpha, \beta)}(x) = x^{-\alpha} e^{-\beta x} dx, \quad ds^{[0]}(x) := ds^{(\alpha, \beta)}(x) = x^{\alpha-1} e^{\beta x} dx.
\] (4.31)

In addition, for \( \gamma \geq 0 \), we have
\[
L^{[\gamma]} = L^{(\alpha, \beta, \gamma)}(x) = \frac{d^2}{dx^2} \left( -\alpha + 1 - \beta x + \frac{x g'_\gamma(x)}{g_\gamma(x)} \right) \frac{d}{dx} = \frac{d}{dm^{[\gamma]}} \frac{d}{ds^{[\gamma]}}
\] (4.32)

with
\[
ds^{[\gamma]} = g_\gamma^2 d m^{[0]}, \quad ds^{[\gamma]} = g_\gamma^{-2} d s^{[0]},
\] (4.33)

where \( g_\gamma \) is the function given in (1.12). Note that since \( g_\gamma(0) = 1 \), the classification of the boundary 0 for \( L^{[\gamma]} \) does not depend on \( \gamma \geq 0 \). The boundary \( \infty \) for \( L^{[\gamma]} \) is always natural, which we will see in Proposition 4.7. We also have
\[
L^{[\gamma]} = L^{[0]} + \frac{x g'_\gamma}{g_\gamma} \frac{d}{dx}
\] (4.34)

and, by the obvious relation
\[
\tilde{g}_\gamma(x) = g_\gamma(x^2/2),
\] (4.35)

it follows
\[
\tilde{L}^{(\alpha, \beta, \gamma)} = \tilde{L}^{(\alpha, \beta, 0)} + \frac{g'_\gamma}{g_\gamma} \frac{d}{dx}.
\] (4.36)

which implies (1.15).

We summarize several results on the hitting densities for Kummer diffusions with negative drifts. Note that from (4.31) and Proposition 6.3, the condition (S) holds for \( d m^{[0]} d s^{[0]} \).

**Theorem 4.5.** For the process \( Y^{(\alpha, \beta, \gamma)}(\alpha > 0, \beta \in \mathbb{R}, \gamma \geq 0) \), the hitting densities \( f^{[\gamma]}_x \) of 0 and the spectral measure \( \sigma^{[\gamma]} \) for \( L^{[\gamma]} \) are given as
\[
f^{[\gamma]}(t) = \frac{e^{-\gamma t}}{g_\gamma(x)} f^{[0]}_x(t) \quad (0 < x < \infty, \ t > 0)
\] (4.37)

and
\[
\sigma^{[\gamma]}(d\lambda) = \sigma^{[0]}(d(\lambda - \gamma))
\] (4.38)

for
\[
f^{[0]}_x(t) = \begin{cases} 
\frac{1}{\Gamma(\alpha)} x^{\alpha-1} e^{-x/t} & (\beta = 0), \\
x^{\alpha} e^{\beta t} \left( \frac{\beta e^{-\beta t}}{1 - e^{-\beta t}} \right)^{1+\alpha} \exp \left( \frac{-x e^{-\beta t}}{1 - e^{-\beta t}} \right) & (\beta \neq 0),
\end{cases}
\] (4.39)
and

\[ \sigma^{[0]}(d\lambda) = \begin{cases} 
\beta^{\alpha+1} \sum_{n=0}^{\infty} \frac{(\alpha)_{n+1}}{n!\Gamma(\alpha)} \delta_{\beta(n+\alpha)}(d\lambda) & (\beta > 0), \\
\frac{1}{\Gamma(\alpha)^2} \lambda^\alpha d\lambda & (\beta = 0), \\
(-\beta)^{\alpha+1} \sum_{n=0}^{\infty} \frac{(\alpha)_{n+1}}{n!\Gamma(\alpha)} \delta_{-\beta}(n+1)(d\lambda) & (\beta < 0), 
\end{cases} \tag{4.40} \]

where \((a)_k\) (\(a \in \mathbb{R}, \ k \in \mathbb{N}\)) is a Pochhammer symbol

\[ (a)_k = a(a+1) \cdots (a+k-1). \] \tag{4.41} \]

In particular, the infimum of the spectrum of \(-L^{[\gamma]}\) on \(L^2((0, \infty), dm^{[\gamma]}\) is

\[ \lambda^{[\gamma]}_0 = \begin{cases} 
\alpha\beta + \gamma & (\beta > 0), \\
\gamma & (\beta = 0), \\
-\beta + \gamma & (\beta < 0). 
\end{cases} \tag{4.42} \]

**Remark 4.6.** From e.g., [21, Section 3.7], we have

\[ g_\gamma(x) = \begin{cases} 
\frac{1}{2^{\alpha-1}\Gamma(\alpha)} (2\sqrt{\gamma})^\alpha K_\alpha(2\sqrt{\gamma}x) & (\beta = 0), \\
\frac{\Gamma(\alpha + \gamma/\beta)}{\Gamma(\alpha)} (\beta x)^\alpha U(\alpha + \gamma/\beta, \alpha + 1, \beta x) & (\beta > 0), \\
\frac{\Gamma(1 - \gamma/\beta)}{\Gamma(\alpha)} (-\beta x)^\alpha e^{\beta x} U(1 - \gamma/\beta, \alpha + 1; -\beta x) & (\beta < 0), 
\end{cases} \tag{4.43} \]

where \(K_\alpha\) denotes the modified Bessel function of the second kind (see e.g., [21, Section 3.1]) and \(U\) denotes the Tricomi confluent hypergeometric function:

\[ U(a, b; x) = \frac{1}{\Gamma(a)} \int_0^\infty e^{-sx} s^{a-1}(1 + s)^{b-a-1} ds \quad (a > 0, \ b \in \mathbb{R}, \ x > 0). \tag{4.44} \]

Note that

\[ K_\alpha(x) \sim 2^{\alpha-1}\Gamma(\alpha)x^{-\alpha}, \quad U(a, b; x) \sim \frac{\Gamma(b-1)}{\Gamma(a)} x^{-b+1} \quad (x \to +0, \ a > 0, \ b > 1) \tag{4.45} \]

and

\[ K_\alpha(x) \sim \sqrt{\frac{\pi}{2x}} e^{-x}, \quad U(a, b, x) \sim x^{-a} \quad (x \to +\infty, \ a > 0) \tag{4.46} \]

(see e.g., [21, Section 3.14.1]).

Although Theorem 4.5 can be easily shown by compiling some known results, we give a proof for completeness.
Proof of Theorem 4.5. At first, we show (4.37) and (4.39). We denote the transition probability of \( Y^{[\gamma]} \) by

\[
P_x[Y_t^{[\gamma]} \in dy] = p^{[\gamma]}(t, x, y)dm^{[\gamma]}(y)
\]

(4.47)

Then it holds

\[
p^{[\gamma]}(t, x, y) = e^{-\gamma t} \frac{p^{[0]}(t, x, y)}{g_\gamma(x)g_\gamma(y)},
\]

(4.48)

(see e.g., [29, p.172]), where we write \( P_x \) for the underlying probability measure for \( Y^{[\gamma]} \) starting from \( x \). From [3, Appendix 1], the transition density \( p^{[0]}(t, x, y) \) is given as

\[
p^{[0]}(t, x, y) = \begin{cases} 
\frac{1}{t} (xy)^{\alpha/2} e^{-(x+y)/t} I_\alpha \left( \frac{2 \sqrt{xy}}{t} \right) & (\beta = 0), \\
\frac{\beta e^{-\alpha \beta t/2}}{1 - e^{-\beta t}} (xy)^{\alpha/2} \exp \left( -\frac{(x+y) \beta e^{-\beta t}}{1 - e^{-\beta t}} \right) I_\alpha \left( \frac{2 \sqrt{xy} \beta e^{-\beta t/2}}{1 - e^{-\beta t}} \right) & (\beta \neq 0), 
\end{cases}
\]

(4.49)

where the function \( I_\nu \) is the modified Bessel function of the first kind:

\[
I_\nu(x) = \sum_{n=0}^{\infty} \frac{1}{n! \Gamma(n + \nu + 1)} \left( \frac{x}{2} \right)^{\nu + 2n} \quad (\nu \in \mathbb{R}, x \in \mathbb{R}).
\]

We now have

\[
P_x[T_0^{[\gamma]} > t] = \int_0^b p^{[\gamma]}(t, x, y)dm^{[\gamma]}(y)
\]

(4.51)

\[
= \frac{e^{-\gamma t}}{g_\gamma(x)} \int_0^b p^{[0]}(t, x, y)g_\gamma(y)dm^{[0]}(y)
\]

(4.52)

\[
= \frac{e^{-\gamma t}}{g_\gamma(x)} \int_0^b p^{[0]}(t, x, y)dm^{[0]}(y) \int_0^\infty e^{-\gamma u} f_y^{[0]}(u)du
\]

(4.53)

\[
= \frac{e^{-\gamma t}}{g_\gamma(x)} \int_0^\infty e^{-\gamma u} du \int_0^b p^{[0]}(t, x, y)f_y^{[0]}(u)dm^{[0]}(y)
\]

(4.54)

\[
= \frac{e^{-\gamma t}}{g_\gamma(x)} \int_0^\infty e^{-\gamma u} f_x^{[0]}(u + t)du
\]

(4.55)

\[
= \frac{1}{g_\gamma(x)} \int_t^\infty e^{-\gamma u} f_x^{[0]}(u)du.
\]

(4.56)

This shows (4.37). Then from Proposition 4.4 we obtain (4.39).

From [29, p.173] we have (4.38). We show (4.40). First we consider the case \( \beta > 0 \). By some computation, we can check that

\[
\psi_\lambda(x) = \frac{1}{\alpha} x^\alpha M(\lambda/\beta + \alpha, 1 + \alpha; \beta x) \quad (x > 0, \ \lambda \in \mathbb{R}),
\]

(4.57)
where the function $M$ is Kummer’s confluent hypergeometric function:

$$M(a,b;x) = \sum_{n=0}^{\infty} \frac{(a)_n x^n}{(b)_n n!} \quad (a, b \in \mathbb{R}, \ x \in \mathbb{R}). \quad (4.58)$$

We consider the values of $\lambda$ for which the function $\psi_\lambda$ is square-integrable. We may assume $\lambda < 0$. Since the asymptotic behavior of the function $M$ is given by

$$M(a,b;x) \sim \frac{\Gamma(b)}{\Gamma(a)} x^{a-b} e^x \quad (x \to \infty) \quad (4.59)$$

for $a \neq 0, -1, -2, \ldots$ (see e.g., [21, p.289]), the function $\psi_\lambda$ is not square-integrable w.r.t. $dm$ when $\lambda/\beta + \alpha \neq 0, -1, -2, \ldots$. When $\lambda/\beta + \alpha = 0, -1, -2, \ldots$, the function $\psi_\lambda$ is a polynomial and obviously square-integrable w.r.t. $dm$. Note that

$$M(-n,1+\alpha;\beta x) = \frac{n!}{(1+\alpha)_n} L_n^{(\alpha)}(\beta x), \quad (4.60)$$

where $L_n^{(\alpha)}(x)$ is the $n$-th Laguerre polynomial of parameter $\alpha$, that is,

$$L_n^{(\alpha)}(x) = e^{x} \frac{x^{-\alpha}}{n!} \frac{d^n}{dx^n} (e^{-x} x^{n+\alpha}) \quad (n \in \mathbb{N}) \quad (4.61)$$

(see e.g., [21, p.241]). Since the Laguerre polynomials $\{L_n^{(\alpha)}(x)\}_n$ comprise an orthogonal basis of $L^2((0,\infty), x^\alpha e^{-x} dx)$, the functions $\{\psi_{-\beta(\alpha+n)}(x)\}$ is so on $L^2((0,\infty), x^{-\alpha} e^{-\beta x} dx)$. Hence the spectral measure only have the point spectrum and the support of $\sigma$ is $\{\beta(\alpha + n), \ n \geq 0\}$. Since it holds

$$\int_0^{\infty} L_i^{(\alpha)}(x)L_j^{(\alpha)}(x)x^{\alpha-\beta} dx = \delta_{ij} \frac{\Gamma(i+\alpha+1)}{i!} \quad (i, j \in \mathbb{N}) \quad (4.62)$$

(see e.g., [21, p.241]), it follows

$$\int_0^{\infty} \psi_{-\beta(\alpha+n)}(x)^2 dm(x) = \frac{(n!)^2}{\alpha^2 \beta^{\alpha+1} (1+\alpha)_n^2} \int_0^{\infty} L_n^{(\alpha)}(x)^2 x^{\alpha} e^{-x} dx \quad (4.63)$$

$$= \frac{n! \Gamma(\alpha)}{\beta^{\alpha+1} (\alpha)_{n+1}}. \quad (4.64)$$

Hence we obtain

$$\sigma\{\beta(n+\alpha)\} = \frac{\beta^{\alpha+1} (\alpha)_{n+1}}{n! \Gamma(\alpha)} \quad (n \geq 0). \quad (4.65)$$

Next we show the case $\beta < 0$. Let us consider the map

$$L^2((0,\infty), dm^{(\alpha,-\beta)}) \ni f \longmapsto e^{\beta x} f \in L^2((0,\infty), dm^{(\alpha,\beta)}).$$

Obviously, this map is unitary. Moreover, since it holds

$$\mathcal{L}^{(\alpha,\beta)}(e^{\beta x} \psi_\lambda^{(\alpha,-\beta)}(x)) = (\lambda - \beta(\alpha - 1))(e^{\beta x} \psi_\lambda^{(\alpha,-\beta)}(x)) \quad (4.67)$$
and
\[ \frac{d}{ds(\alpha,\beta)}(e^{\beta x}\psi_\lambda^{(\alpha,-\beta)}(x)) = \beta x^{1-\alpha}\psi_\lambda^{(\alpha,-\beta)}(x) + e^{\beta x} \frac{d}{ds(\alpha,\beta)}\psi_\lambda^{(\alpha,-\beta)}(x), \] (4.68)
we can see from (4.57) that
\[ \psi_\lambda^{(\alpha,\beta)}(x) = e^{\beta x}\psi_\lambda^{(\alpha,-\beta)}(x), \] (4.69)
where we denote the function defined in (3.13) for \( L(\alpha,\beta) \) by \( \psi_\lambda^{(\alpha,\beta)} \). Then from the unitarity of the map (4.66) and the argument for the case \( \beta > 0 \), the functions \( \{\psi_{\lambda}^{(\alpha,\beta)}(x), n \geq 0\} \) comprise the orthogonal basis of \( L^2((0,\infty), dm^{(\alpha,\beta)}) \) and therefore we obtain (4.40) for \( \beta < 0 \).

Finally, we show the case \( \beta = 0 \). Note that we can see from some computation that
\[ \psi_\lambda(x) = \Gamma(\alpha) \left( \frac{x}{\lambda} \right)^{\alpha/2} I_\alpha(2\sqrt{\lambda x}) \ (x > 0, \ \lambda \in \mathbb{R}). \] (4.70)
From (4.28) and (4.39), we have
\[ \int_0^\infty e^{-\lambda t}\psi_{-\lambda}(x)\sigma^{[0]}(d\lambda) = \frac{1}{\Gamma(\alpha)} x^\alpha t^{-\alpha-1} e^{-x/t}. \] (4.71)
Since it holds that
\[ \frac{d}{dx}(x^n I_\nu(x)) = x^n I_{\nu-1}(x), \quad I_\nu(x) \sim \frac{e^x}{\sqrt{2\pi x}} \ (\nu \in \mathbb{R}, \ x \to \infty) \] (4.72)
(see e.g., [21, p.67, p.139]), we can see
\[ \frac{d}{dx} \int_0^\infty e^{-\lambda t}\psi_{-\lambda}(x)\sigma^{[0]}(d\lambda) < \infty \quad (x > 0). \] (4.73)
Thus we have
\[ \int_0^\infty e^{-\lambda t}\sigma^{[0]}(d\lambda) = \frac{d}{ds(x)} \left| \frac{d}{dx}\psi_{-\lambda}(x)\sigma^{[0]}(d\lambda) \right|_{x=0}, \] (4.74)
\[ = \frac{d}{ds(x)} \frac{1}{\Gamma(\alpha)} x^\alpha t^{-\alpha-1} e^{-x/t} \bigg|_{x=0}, \] (4.75)
\[ = \frac{\alpha t^{-\alpha-1}}{\Gamma(\alpha)}. \] (4.76)
From the uniqueness of the Laplace transform, we obtain (4.40).

We give the classification of the boundary \( \infty \) for \( L^{[\gamma]} \):

**Proposition 4.7.** For \( \alpha > 0, \ \beta \in \mathbb{R}, \ \gamma \geq 0 \), the boundary \( \infty \) for \( L^{[\gamma]} \) is natural.
Proof. Let $\beta > 0$. From (4.43) and (4.46), we have

$$s(x) - s(1) = \int_1^x y^{\alpha-1}e^{\beta y} \frac{dy}{g_2^2(y)} \quad (4.77)$$

$$\asymp \int_1^x y^{\alpha+2\gamma/\beta-1}e^{\beta y}dy \xrightarrow{x\to\infty} \infty, \quad (4.78)$$

where $f_1 \asymp f_2$ means there exists a constant $c > 0$ such that $(1/c)f_1(x) \leq f_2(x) \leq cf_1(x)$ for large $x > 0$. Note that from L'Hôpital’s rule, it holds for $\delta \in \mathbb{R}$

$$\int_x^{\infty} y^\delta e^{-\beta y}dy \sim \frac{1}{\beta}x^\delta e^{-\beta x} \quad (x \to \infty). \quad (4.79)$$

We have

$$\int_1^{\infty} ds^{[\gamma]}(x) \int_x^{\infty} dm^{[\gamma]}(y) \asymp \int_1^{\infty} x^{\alpha+2\gamma/\beta-1}e^{-\beta x}dx \int_x^{\infty} y^{-\alpha-2\gamma/\beta}e^{-\beta y}dy \quad (4.80)$$

$$\asymp \int_1^{\infty} dx \frac{x}{x} = \infty. \quad (4.81)$$

Thus the boundary $\infty$ is natural. We can show the cases of $\beta = 0$ and $\beta < 0$ by the similar argument and hence we omit them. \qed

4.3 Convergence to non-minimal quasi-stationary distributions for Kummer diffusions with negative drifts

Let us apply Theorem 1.1 to Kummer diffusions with negative drifts and give a sufficient condition on initial distributions under which the conditional process converges to each non-minimal quasi-stationary distribution specified.

The following proposition gives a necessary and sufficient condition for that of Theorem 3.3:

Proposition 4.8. For $\mathcal{L}^{(\alpha,\beta,\gamma)}$ ($\alpha > 0, \beta \in \mathbb{R}, \gamma \geq 0$), the condition of Theorem 3.3 holds if and only if one of the Case 1-3 in (1.16) holds.

Proof. Let $\beta > 0$. Obviously, it holds $m^{[\gamma]}(1,\infty) < \infty$ and $s^{[\gamma]}(\infty) = \infty$. From (4.46), we have

$$m^{[\gamma]}(x,\infty)(s^{[\gamma]}(x) - s^{[\gamma]}(1)) \asymp (x^{-\alpha-2\gamma/\beta}e^{-\beta x})(x^{\alpha+2\gamma/\beta-1}e^{\beta x}) \quad (4.82)$$

$$\asymp 1/x \xrightarrow{x\to\infty} 0. \quad (4.83)$$

Let $\beta = 0$. We can easily check $s^{[\gamma]}(\infty) = \infty$ for $\gamma \geq 0$ and

$$\lim_{x\to\infty} m^{[0]}(x,\infty)(s^{[0]}(x) - s^{[0]}(1)) = \infty. \quad (4.84)$$
For $\gamma > 0$, from (4.46) it holds
\[
m^{[\gamma]}(x, \infty)(s^{[\gamma]}(x) - s^{[\gamma]}(1)) \asymp e^{-4\sqrt{\gamma x}} \cdot e^{4\sqrt{\gamma x}} = 1. \tag{4.85}
\]

Let $\beta < 0$. It holds $s^{[0]}(\infty) < \infty$ from (4.31). For $\gamma > 0$, we have from (4.43)
\[
s^{[\gamma]}(x) - s^{[\gamma]}(1) \asymp \int_{1}^{x} y^{-\alpha-\gamma/\beta} e^{-\beta y} dy \quad \asymp x^{1-\alpha-2\gamma/\beta} e^{-\beta x} \quad \text{as} \quad x \to \infty. \tag{4.86}
\]
Similarly, we can show $m^{[\gamma]}(1, x) \asymp x^{-2+\alpha+2\gamma/\beta} e^{\beta x}$ and thus $m^{[\gamma]}(1, \infty) < \infty$. Then it holds
\[
m^{[\gamma]}(x, \infty)(s^{[\gamma]}(x) - s^{[\gamma]}(1)) \asymp 1/x \quad \text{as} \quad x \to \infty. \tag{4.88}
\]

We give a proof of Theorem 1.2 after several preparatory results. For the process $Y^{(\alpha, \beta, \gamma)}$, the first hitting uniqueness holds on $P(0, \infty)$. We show this fact in more general settings as follows:

**Theorem 4.9.** Let $X$ be a $d_{1}d_{2}d_{s}$-diffusion on $[0, b)$ $(0 < b \leq \infty)$ and $s(b) = \infty$. Suppose the hitting densities $f_{x}(t)$ of 0 have the following form
\[
f_{x}(t) = u(x)w(t)e^{-v(x)y(t)} \quad (0 < x < b, \ t > 0) \tag{4.89}
\]
for some strictly positive functions $u(x)$ and $v(x)$ on $(0, b)$ and some strictly positive function $w(t)$ and $y(t)$ on $(0, \infty)$. In addition, suppose $v$ is strictly increasing continuous and $y(0, \infty) = (0, \infty)$. Then the first hitting uniqueness holds on $P(0, \infty)$.

**Proof.** Suppose $\mu_{1}$ and $\mu_{2} \in \mathcal{P}(I)$ satisfy
\[
\mathbb{P}_{\mu_{1}}[T_{0} \in dt] = \mathbb{P}_{\mu_{2}}[T_{0} \in dt] \tag{4.90}
\]
and set $\mu = \mu_{1} - \mu_{2}$. It holds
\[
\int_{0}^{b} f_{x}(t)\mu(dx) = 0 \quad (t > 0). \tag{4.91}
\]
Note that from the continuity of $f_{x}(t)/w(t)$ w.r.t. $t$, the equality (4.91) holds for every $t > 0$. From (4.89) and by a change of variables, we have
\[
0 = \int_{v(0)}^{v(b)} u(v^{-1}(x))e^{-y(t)\mu(v^{-1}(dx))}. \tag{4.92}
\]
Since $y(0, \infty) = (0, \infty)$, it holds from the uniqueness of the Laplace transform
\[
u(x)\mu(dx) = 0 \quad \text{on} \quad (0, b). \tag{4.93}
\]
Since $u(x) > 0$, we obtain the desired result. \qed
For the proof of (i) of Theorem 1.2, we need the following lemma, which enables us to cut off the integral region for the asymptotic behavior of the Laplace transform:

**Lemma 4.10.** Let $f : (0, \infty) \to [0, \infty)$ and assume
\[
\log f(x) \sim \delta \sqrt{x} \quad (x \to \infty)
\] (4.94)
for $\delta > 0$ and
\[
\int_0^\infty e^{-x/t} f(x) dx < \infty \quad (t > 0).
\] (4.95)

Then for every $\varepsilon > 0$, it holds
\[
\log \int_0^\infty e^{-x/t} f(x) dx \sim \frac{\delta^2}{4} t
\] (4.96)
and
\[
\int_0^\infty e^{-x/t} f(x) dx \sim \int_{(\delta^2/4-\varepsilon)^2}^{(\delta^2/4+\varepsilon)^2} e^{-x/t} f(x) dx \quad (t \to \infty).
\] (4.97)

**Proof.** Since it holds
\[
\lim_{t \to \infty} \int_0^1 e^{-x/t} f(x) dx < \infty \quad \text{and} \quad \lim_{t \to \infty} \int_1^\infty e^{-x/t} f(x) dx = \infty,
\] (4.98)
we may assume without loss of generality that $f(x) = 0$ for $0 < x < 1$. It is enough to show
\[
\lim_{t \to \infty} \frac{\int_1^{(\delta^2/4-\varepsilon)} e^{-x/t} f(x) dx}{\int_1^\infty e^{-x/t} f(x) dx} = 0
\] (4.99)
and
\[
\lim_{t \to \infty} \frac{\int_1^{(\delta^2/4+\varepsilon)} e^{-x/t} f(x) dx}{\int_1^\infty e^{-x/t} f(x) dx} = 0.
\] (4.100)

Let
\[
h(x) = \frac{\log(x^2 f(x))}{\sqrt{x}} - \delta \quad (x > 1).
\] (4.101)

Then from (4.94), we have $\lim_{x \to \infty} h(x) = 0$. It follows
\[
\int_1^\infty e^{-x/t} f(x) dx = \int_1^\infty e^{-\varphi(t,x)} \frac{dx}{x^2}
\] (4.102)
where
\[
\varphi(t,x) = x/t - (\delta + h(x)) \sqrt{x}
\] (4.103)
Note that
\[ \varphi_t(x) = \frac{1}{t} \left( \sqrt{x} - \frac{\delta + h(x)}{2} \right)^2 - \frac{(\delta + h(x))^2}{4} t. \] (4.104)

Let \( \theta := \delta/2 - \sqrt{\delta^2/4 - \varepsilon} > 0 \) and take \( R > 1 \) so that
\[ |h(x)| < \theta \quad \text{and} \quad \frac{2\delta|h(x)| + h(x)^2}{4} < \theta^2/8 \quad (x > R). \] (4.105)

Then for \( R < x < (\delta^2/4 - \varepsilon)t^2 \), it follows
\[ t \left( \frac{\delta + h(x)}{2} - \sqrt{x} \right) > \frac{\delta + h(x)}{2} - t\sqrt{\delta^2/4 - \varepsilon} > \frac{\theta}{2} t \] (4.106)
and thus
\[ \varphi_t(x) \geq (\theta^2/8 - \delta^2/4)t. \] (4.107)

Then it follows
\[ \int_R^{(\delta^2/4-\varepsilon)t^2} e^{-\varphi_t(x)} \frac{dx}{x^2} \leq e^{(\delta^2/4-\theta^2/8)t} \int_R^{(\delta^2/4-\varepsilon)t^2} \frac{dx}{x^2} \leq e^{(\delta^2/4-\theta^2/8)t}. \] (4.108)
(4.109)

For showing (4.99), it is hence enough to show
\[ \log \int_1^\infty e^{-x/t} f(x) dx \sim \frac{\delta^2}{4} t \quad (t \to \infty). \] (4.110)

From [2, Theorem 4.12.10 (ii)], it holds
\[ \log \int_0^x f(y) dy \sim \delta \sqrt{x} \quad (x \to \infty). \] (4.111)

From Kohlbecker’s Tauberian Theorem [2, Theorem 4.12.1], we obtain therefore (4.110). We can show (4.100) by a similar argument.

Now we proceed to the proof of Theorem 1.2.

**Proof of Theorem 1.2.** First we show (i). From Proposition 4.2 and Theorem 4.5, it is enough to show
\[ \lim_{t \to \infty} \frac{d}{dt} \log \int_0^\infty e^{-x/t} \frac{x^{\alpha/2}}{K_{\alpha}(2\sqrt{\gamma x})} \mu(dx) = \delta^2/4. \] (4.112)

From (4.46), it holds
\[ \log \tilde{\rho}(x) := \log \frac{x^{\alpha/2} \rho(x)}{K_{\alpha}(2\sqrt{\gamma x})} \sim \delta \sqrt{x} \quad (x \to \infty). \] (4.113)
Take $\varepsilon > 0$. Since it holds
\[
\frac{d}{dt} \log \int_0^\infty e^{-x/t} \frac{x^\alpha}{K_\alpha(2\sqrt{x})} \mu(dx) = \frac{\int_0^\infty e^{-x/t} x \overline{\rho}(x) dx}{t^2 \int_0^\infty e^{-x/t} \overline{\rho}(x) dx},
\]
we have from (4.113) and Lemma 4.10
\[
\frac{\int_0^\infty e^{-x/t} x \overline{\rho}(x) dx}{t^2 \int_0^\infty e^{-x/t} \overline{\rho}(x) dx} \sim \frac{\int_{(\delta^2/4+\varepsilon)t^2}^{(\delta^2/4)} e^{-x/t} x \overline{\rho}(x) dx}{t^2 \int_{(\delta^2/4-\varepsilon)t^2}^{(\delta^2/4)} e^{-x/t} \overline{\rho}(x) dx},
\]
and obviously we have
\[
\int_{(\delta^2/4+\varepsilon)t^2}^{(\delta^2/4)} e^{-x/t} x \overline{\rho}(x) dx \leq \left(\frac{\delta^2}{4} \pm \varepsilon\right)t^2 \int_{(\delta^2/4-\varepsilon)t^2}^{(\delta^2/4)} e^{-x/t} \overline{\rho}(x) dx.
\]
Since $\varepsilon > 0$ can be taken arbitrary small, we obtain
\[
\frac{\int_0^\infty e^{-x/t} x \overline{\rho}(x) dx}{t^2 \int_0^\infty e^{-x/t} \overline{\rho}(x) dx} \xrightarrow{t \to \infty} \delta^2/4.
\]
Next we show (ii). From the proof of Proposition 4.2, it is enough to show that the function $f_\mu(\log t)$ varies regularly at $\infty$ with exponent $-\lambda$. From Theorem 4.5, we have
\[
f_\mu(\log t) = \frac{1}{\Gamma(\alpha)} t^{\beta-\gamma} h(t)^{1+\alpha} \int_0^\infty \frac{x^\alpha}{g_\gamma(x)} e^{-h(t)x} \mu(dx),
\]
where
\[
h(t) = \frac{\beta}{t^\beta - 1} \quad (t > 1).
\]
The inverse function $h^{-1}$ of $h$ is given as
\[
h^{-1}(s) = \left(1 + \frac{\beta}{s}\right)^{1/\beta} \quad (s > 0).
\]
Note that the function $h^{-1}(s)$ varies regularly at $s = 0$ with exponent $-1/\beta$. By considering the function $f(\log h^{-1}(s))$, it follows that the function $f_\mu(\log t)$ varies regularly at $t = \infty$ with exponent $-\lambda$ if and only if the function
\[
\int_0^\infty \frac{x^\alpha}{g_\gamma(x)} e^{-sx} \mu(dx)
\]
varies regularly at $s = 0$ with exponent $-\alpha - (\gamma - \lambda)/\beta$. From Karamata’s Tauberian Theorem [2, Theorem 1.7.1], it is equivalent to that the function
\[
\int_0^x \frac{y^\alpha}{g_\gamma(y)} \mu(dy)
\]
varies regularly at \( x = \infty \) with exponent \( \alpha + (\gamma - \lambda)/\beta \). Then from (4.46) and [2, Theorem 1.6.4], it is equivalent to the function \( \mu(x, \infty) \) varies regularly at \( x = \infty \) with exponent \(-\lambda/\beta\), and therefore we obtain (ii).

Finally, we show (iii). The proof of this case is quite similar to that of (ii). From Theorem 4.5, we have

\[
f_\mu(\log t) = \frac{1}{\Gamma(\alpha)} t^{\beta - \gamma} h(t)^{1+\alpha} \int_0^\infty \frac{x^\alpha}{g_\gamma(x)} e^{-h(t)x} \mu(dx). \tag{4.123}
\]

Note that for \( \beta < 0 \), it holds \( \lim_{t \to \infty} h(t) = -\beta \). Then the function \( f_\mu(\log t) \) varies regularly at \( t = \infty \) with exponent \(-\lambda - \beta + \gamma\). Note that the function \( h^{-1}(s) \) varies regularly at \( s = -\beta + 0 \) with exponent \(-1/\beta\). Thus, by denoting \( u = s + \beta \), the regular variation at \( t = \infty \) of (4.124) with exponent \(-\lambda - \beta + \gamma\) is equivalent to that at \( u = 0 \) of

\[
\int_0^\infty e^{-ux} U(1 - \gamma/\beta, \alpha + 1; -\beta x) \mu(dx) \tag{4.125}
\]

with exponent \( 1 + (\lambda - \gamma)/\beta \). Using (4.46), the rest of the proof can be made by the same argument in (ii) and hence we omit it. The proof is complete.

5 Renewal dynamical approach to quasi-stationary distributions

For every \( \frac{d}{dm} \frac{d}{ds} \)-diffusion \( X \) on \( (0, b) \) \( (0 < b \leq \infty) \) satisfying (3.21), the diffusion \( s(X) \) is \( \frac{d}{ds} \frac{d}{dm} \)-diffusion on \( (0, \infty) \) for \( dm(x) = d\tilde{m}(s^{-1}(x)) \). Thus we may assume without loss of generality that the diffusion is under the natural scale: \( s(x) = x \). In this section, we only consider such natural scale diffusions on \( (0, \infty) \).

Let us recall that the transform \( \Phi \) was introduced in (1.25). We ensure that \( \Phi \) preserves \( P_m \).

**Proposition 5.1.** For \( n \geq 1 \), we have

\[
E_{\Phi_\mu} T_0^n = \frac{E_{\mu} T_0^{n+1}}{(n+1)E_{\mu} T_0}. \tag{5.1}
\]

More generally, we have for \( 0 \leq k \leq m \)

\[
E_{\Phi_\mu} T_0^n = \binom{n+k}{n}^{-1} \cdot \frac{E_{\Phi_\mu} T_0^{n+k}}{E_{\Phi_\mu} T_0^k}. \tag{5.2}
\]
Proof. Since (5.2) follows from (5.1) by induction, we only prove (5.1). Note
\[ \mathbb{P}_{\mu}[T_0 > t] = \int_0^\infty \mu(dx) \int_0^\infty p(t, x, y)dm(y). \]
It follows that
\[ E_{\Phi_{\mu}} T_0^n = n \int_0^\infty t^{n-1} \mathbb{P}_{\Phi_{\mu}}[T_0 > t]dt \] (5.3)
\[ = n \int_0^\infty t^{n-1} dt \int_0^\infty p(t, \Phi_{\mu}, y)dm(y) \] (5.4)
\[ = \frac{n}{E_{\mu} T_0} \int_0^\infty ds \int_0^\infty t^{n-1} dt \int_0^\infty dm(y) \int_0^\infty p(s, \mu, x)p(t, x, y)dm(x) \] (5.5)
\[ = \frac{n}{E_{\mu} T_0} \int_0^\infty t^{n-1} dt \int_0^\infty ds \int_0^\infty p(s + t, \mu, y)dm(y) \] (5.6)
\[ = \frac{1}{E_{\mu} T_0} \int_0^\infty s^n ds \int_0^\infty p(s, \mu, y)dm(y) \] (5.7)
\[ = \frac{1}{(n+1)E_{\mu} T_0}. \] (5.8)

The following theorem shows that for an initial distribution \( \mu \), convergence of \( \Phi^n\mu \) as \( n \to \infty \) is necessary for convergence of \( \mu_t \) as \( t \to \infty \).

**Theorem 5.2.** Let \( \mu \in \mathcal{P}_m \) and \( \nu \in \mathcal{P}(0, \infty) \). Assume
\[ \mu_t \xrightarrow{t \to \infty} \nu. \] (5.10)
Then it holds
\[ \Phi^n\mu \xrightarrow{n \to \infty} \nu. \] (5.11)

For the proof of Theorem 5.2, we need the density of \( \Phi^n\mu \).

**Proposition 5.3.** For \( n \geq 1 \), the probability measure \( \Phi^n\mu \) has a density w.r.t. \( dm \) given by
\[ f_{\mu}^n(x) = \frac{n}{E_{\mu} T_0^n} \int_0^\infty t^{n-1} p(t, \mu, x)dt. \] (5.12)

Proof. We show by induction. The case \( n = 1 \) is obvious. Assume the assertion holds for
\( n = k \). By Proposition 5.1, we have

\[
\Phi^{k+1} \mu(A) = \frac{1}{\mathbb{E}_\mu T_0^k} \int_0^\infty dt \int_A p(t, \Phi^k \mu, y) dm(y) = (k + 1) \mathbb{E}_\mu T_0^k \int_0^\infty dt \int_0^\infty f_k(x) dm(x) \int_A p(t, x, y) dm(y)
\]

(5.13)

\[
= \frac{k(k + 1)}{\mathbb{E}_\mu T_0^{k+1}} \int_0^\infty dt \int_0^\infty dm(x) \int_0^\infty s^{k-1} p(s, \mu, x) ds \int_A p(t, x, y) dm(y)
\]

(5.14)

\[
= \frac{k + 1}{\mathbb{E}_\mu T_0^{k+1}} \int_A dm(y) \int_0^\infty t^k p(t, \mu, y) dt.
\]

(5.15)

We give a proof of Theorem 5.2.

**Proof of Theorem 5.2.** By Proposition 5.3, we have

\[
\Phi^n \mu(A) = \frac{n}{\mathbb{E}_\mu T_0^n} \int_A dm(x) \int_0^\infty t^{n-1} p(t, \mu, x) dt = \frac{n}{\mathbb{E}_\mu T_0^n} \int_0^\infty t^{n-1} \mu_t(A) \mathbb{P}_\mu[T_0 > t] dt.
\]

(5.17)

(5.18)

By changing variables by \( t' = \frac{t}{\mathbb{E}_\mu T_0^n} \), it follows for \( ||T_0||_{p, \mu} = (\mathbb{E}_\mu T_0^p)^{1/p} \) \((p > 0)\) that

\[
\Phi^n \mu(A) = \int_0^\infty \mu_{t^{1/n} ||T_0||_{n, \mu}}(A) \mathbb{P}_\mu[T_0 > t^{1/n} ||T_0||_{n, \mu}] dt
\]

(5.19)

\[
= \int_0^\infty \mu_{t^{1/n} ||T_0||_{n, \mu}}(A) \beta_n(dt)
\]

(5.20)

where \( \beta_n(dt) = \mathbb{P}_\mu[T_0 > t^{1/n} ||T_0||_{n, \mu}] dt \). Note that \( \beta_n \) is a probability measure on \([0, \infty)\).

Since \( \lim_{n \to \infty} ||T_0||_{n, \mu} = \text{ess. sup}_\mu T_0 = \infty \), we have from the dominated convergence theorem

\[
\beta_n[0, R] = \int_0^R \mathbb{P}_\mu[T_0 > t^{1/n} ||T_0||_{n, \mu}] dt \xrightarrow{n \to \infty} 0
\]

(5.21)

for every \( R > 0 \). Hence it follows that \( \beta_n \xrightarrow{n \to \infty} \delta_\infty \) on \( \mathcal{P}[0, \infty] \). Then from (5.10) we have

\[
\lim_{n \to \infty} \Phi^n \mu(A) = \nu(A).
\]

(5.22)

For \( \mu \in \mathcal{P}_m \) we define the normalized \( n \)-th moment of \( T_0 \) under \( \mu \) by

\[
m_n^\mu := \frac{1}{n!} \mathbb{E}_\mu T_0^n.
\]

(5.23)

The following theorem gives a sufficient condition for convergence of \( \Phi^n \mu \) as \( n \to \infty \).
Theorem 5.4. Let $\mu \in \mathcal{P}_m$ and assume the following hold:

$$\lim_{n \to \infty} \frac{m_{n-1}^\mu}{m_n^\mu} = \lambda > 0.$$  

(5.24)

Then we have

$$\lim_{n \to \infty} f_n^\mu(x) = \lambda \psi_\lambda(x) \quad (x > 0),$$  

(5.25)

$$\Phi^n \mu \longrightarrow \nu_\lambda.$$  

(5.26)

For the proof, we need some preparation. For a function $g : (0, \infty) \to \mathbb{R}$ with

$$\int_0^x dy \int_y^\infty |g(z)| dm(z) < \infty,$$  

(5.27)

we define

$$K_g(x) := \int_0^x dy \int_y^\infty g(z) dm(z) = \int_0^\infty (x \wedge y) g(y) dm(y) \quad (x > 0).$$  

(5.28)

Let us recall the formula (3.32). Then for a function $g$ with (5.27), it holds

$$\mathbb{E}_\mu \int_0^{T_0} g(X_t) dt = \int_0^\infty \mu(dx) \int_0^\infty (x \wedge y) g(y) dm(y) = \int_0^\infty K_g(x) \mu(dx).$$  

(5.29)

Applying (5.29), we obtain another representation of $f_n^\mu$ different from (5.12).

Proposition 5.5. For $\mu \in \mathcal{P}_m$, the density $f_n^\mu$ of $\Phi^n \mu$ satisfies

$$f_n^\mu(x) = n! \mathbb{E}_{\mu T_0^n} K^{n-1} G_\mu(x),$$  

(5.30)

where $G_\mu(x) := \int_0^x \mu(y, \infty) dy$ and we denote $K^\ell g := K(K^{\ell-1} g)$ $(\ell \geq 1)$.

Proof. From (5.29), we have for $g \in L^1((0, \infty), dm)$,

$$\int_0^\infty g(y) \Phi \mu(dy) = \frac{1}{\mathbb{E}_\mu T_0} \int_0^\infty g(y) dm(y) \int_0^\infty p(t, \mu, y) dt$$  

(5.31)

$$= \frac{1}{\mathbb{E}_\mu T_0} \int_0^{T_0} \mathbb{E}_\mu [g(X_t)] dt$$  

(5.32)

$$= \frac{1}{\mathbb{E}_\mu T_0} \int_0^\infty \mu(dx) \int_0^\infty (x \wedge y) g(y) dm(y)$$  

(5.33)

$$= \frac{1}{\mathbb{E}_\mu T_0} \int_0^\infty G_\mu(y) g(y) dm(y).$$  

(5.34)
Since it holds that
\[
G_{\Phi \mu}(x) = \int_0^x \Phi \mu(y, \infty)dy
\]
(5.35)
\[
= \frac{1}{E_{\mu T_0}} \int_0^x dy \int_y^{\infty} G_{\mu}(z)dm(z)
\]
(5.36)
\[
= \frac{1}{E_{\mu T_0}} KG_{\mu}(x)
\]
(5.37)
it follows from Proposition 5.1 and (formal) self-adjointness of \( K \) under \( dm \) that
\[
\int_0^{\infty} g(y)\Phi^n_{\mu}(dy)
\]
(5.38)
\[
= \frac{1}{E_{\Phi^{n-1}_{\mu} T_0}} \int_0^{\infty} G_{\Phi^{n-1}_{\mu}}(y)g(y)dm(y)
\]
(5.39)
\[
= \frac{1}{(E_{\Phi^{n-1}_{\mu} T_0})(E_{\Phi^{n-2}_{\mu} T_0})} \int_0^{\infty} KG_{\Phi^{n-2}_{\mu}}(y)g(y)dm(y)
\]
(5.40)
\[
= \frac{1}{(E_{\Phi^{n-1}_{\mu} T_0})(E_{\Phi^{n-2}_{\mu} T_0})} \int_0^{\infty} G_{\Phi^{n-2}_{\mu}}(y)Kg(y)dm(y)
\]
(5.41)
\[
= \cdots
\]
(5.42)
\[
= \frac{1}{(E_{\Phi^{n-1}_{\mu} T_0})(E_{\Phi^{n-2}_{\mu} T_0})} \cdots (E_{\mu T_0})(E_{\mu T_0}) \int_0^{\infty} K^{n-1}G_{\mu}(y)g(y)dm(y)
\]
(5.43)
\[
= \frac{n!}{E_{\mu T_0}} \int_0^{\infty} K^{n-1}G_{\mu}(y)g(y)dm(y).
\]
(5.44)
The proof is complete.

Now we prove Theorem 5.4.

Proof of Theorem 5.4. From Proposition 5.5, it holds
\[
f_{\mu}^n(x) = \frac{1}{m_{\mu}^n} K^{n-1}G_{\mu}(x).
\]
(5.45)
For a function \( g \) with
\[
\int_0^{R} dy \int_0^{y} |g(z)|dm(z) < \infty
\]
(5.46)
for every \( R > 0 \), define
\[
Ig(x) = \int_0^{x} dy \int_0^{y} g(z)dm(z) \quad (x > 0).
\]
(5.47)
Let \( g \in L^1((0, \infty), dm) \). We have
\[
Kg(x) = \int_0^x dy \int_y^{\infty} g(z)dm(z)
\]
(5.48)
\[
= x \int_0^{\infty} g(z)dm(z) - Ig(x).
\]
(5.49)
Then it follows that

\[ K^{n-1} G_\mu(x) = x \int_0^\infty K^{n-2} G_\mu(y) dm(y) - I K^{n-2} G_\mu(x) \]  

\[ = m_{n-1}^\mu x - I (m_{n-2}^\mu x - I K^{n-3} G_\mu(x)) \]  

\[ = m_{n-1}^\mu x - m_{n-2}^\mu x + I^2 K^{n-3} G_\mu(x) \]  

\[ = \ldots \]  

\[ = \sum_{k=1}^{n-1} (-1)^{k-1} m_{n-k}^\mu I^{k-1} x + (-1)^{n-1} I^{n-1} G_\mu(x). \]  

Then we have

\[ f_\mu^n(x) = \sum_{k=1}^{n-1} (-1)^{k-1} \frac{m_{n-k}^\mu}{m_n^\mu} I^{k-1} x + (-1)^{n-1} \frac{1}{m_n^\mu} I^{n-1} G_\mu(x). \]  

From (5.24) we have \( M := \sup_{n \geq 0} \frac{m_{n-1}^\mu}{m_n^\mu} < \infty \) where we regard \( m_0^\mu = 1 \). Hence it follows that

\[ \sum_{k=1}^{n-1} \frac{m_{n-k}^\mu}{m_n^\mu} I^{k-1} x \leq \sum_{n=1}^{\infty} M^n I^{n-1} x = M \psi_M(x) < \infty. \]  

Next we show the second term in the RHS of (5.56) vanishes as \( n \to \infty \). It is not difficult to check that

\[ I^n G_\mu(x) \leq \frac{1}{n!} x \left( \int_0^x y dm(y) \right)^n. \]  

and

\[ m_n^\mu \geq M^{-n}. \]  

Therefore we obtain for every \( R > 0 \)

\[ \lim_{n \to \infty} \sup_{x \in [0, R]} \frac{1}{m_n^\mu} I^{n-1} |G_\mu(x)| = 0. \]  

Then from (5.56) and the dominated convergence theorem, we have

\[ \lim_{n \to \infty} f_\mu^n(x) = \lambda \psi_M(x). \]  

From (5.57) and (5.58), we have

\[ f_\mu^n(x) \leq M \psi_M(x) + \frac{M}{(n-1)!} x \left( \int_0^x y dm(y) \right)^{n-1} \leq M \psi_M(x) + M x e^{M f_\mu^0 y dm(y)} \]
and, it is obvious that
\[
\int_0^R \left( M \psi_M(x) + M x e^M f_0^+ y d m(y) \right) d m(x) < \infty
\] (5.63)
for every \( R > 0 \). Hence from the dominated convergence theorem, it follows that
\[
\Phi^\mu_n \xrightarrow{n \to \infty} \nu_\lambda.
\] (5.64)

The next proposition shows that condition (i) in Theorem 1.1 is sufficient for (5.24).

**Proposition 5.6.** Let \( \mu \in \mathcal{P}_m \) and assume the condition (i) in Theorem 1.1 for \( \lambda \in (0, \lambda_0] \) is satisfied. Then (5.24) holds.

**Proof.** By integrating by parts, it holds for \( n \geq 2 \)
\[
m_n^\mu = \frac{1}{(n-1)!} \int_0^\infty t^{n-1} \mathbb{P}_\mu [T_0 > t] dt
\]
(5.65)
\[
= \frac{1}{(n-2)!} \int_0^\infty t^{n-2} \left( \int_t^\infty \mathbb{P}_\mu [T_0 > s] ds \right) dt.
\] (5.66)
Then for \( h(t) = \frac{1}{\mathbb{P}_\mu [T_0 > t]} \int_t^\infty \mathbb{P}_\mu [T_0 > s] ds \), it holds
\[
m_n^\mu = \frac{1}{(n-2)!} \int_0^\infty t^{n-2} \mathbb{P}_\mu [T_0 > t] h(t) dt \]
(5.67)
For \( R > 0 \) it is not difficult to see
\[
\frac{\int_0^R t^{n-2} \mathbb{P}_\mu [T_0 > t] h(t) dt}{\int_R^\infty t^{n-2} \mathbb{P}_\mu [T_0 > t] h(t) dt} \xrightarrow{n \to \infty} 0.
\] (5.68)
From Theorem 1.1 (i)', it follows
\[
\lim_{n \to \infty} \frac{m_n^\mu}{m_{n-1}^\mu} = \lim_{R \to \infty} \lim_{n \to \infty} \frac{\int_0^R t^{n-2} \mathbb{P}_\mu [T_0 > t] h(t) dt}{\int_R^\infty t^{n-2} \mathbb{P}_\mu [T_0 > t] h(t) dt} = \frac{1}{\lambda}.
\] (5.69)

Note that from [8, Theorem 6.26 (iii), (iv)], if the initial distribution \( \mu \) is compactly supported, the condition (i) in Theorem 1.1 holds for \( \lambda = \lambda_0 \). By Proposition 5.6 and Theorem 5.4, we obtain the following corollary.

**Corollary 5.7.** Let \( \mu \in \mathcal{P}(0, \infty) \) with the compact support. Then the convergence (5.25) and (5.26) holds for \( \lambda = \lambda_0 \).
**Remark 5.8.** In [9, Theorem 4.1], for Markov chains on \( \mathbb{N} \) it was shown under some weak assumptions that the condition (5.24) holds for \( \lambda = \lambda_0 \) if the initial distribution is a point mass.

The set of quasi-stationary distributions coincides with the set of fixed points of \( \Phi \) on \( \mathcal{P}_m \).

**Proposition 5.9.** For \( \mu \in \mathcal{P}_m \), \( \Phi \mu = \mu \) if and only if \( \mu = \nu_\lambda \) for \( \lambda \in (0, \lambda_0) \).

**Proof.** Assume \( \Phi \mu = \mu \). From (5.37), it holds

\[
G_\mu(x) = \lambda K G_\mu(x),
\]

where \( \lambda = (E_\mu T_0)^{-1} \). Right-differentiating both sides, we have

\[
\mu(x, \infty) = \lambda \int_x^\infty G_\mu(y) dm(y).
\]

Thus \( \mu \) has a density w. r. t. \( dm \) and we denote it by \( \rho \). Then we have

\[
\frac{d}{dm} \frac{d^+}{dx} \rho(x) = -\lambda \rho(x), \quad \rho(0) = 0, \quad \frac{d^+}{dx} \rho(0) = \lambda.
\]

Hence it follows

\[
\rho(x) = \lambda \psi_{-\lambda}(x) \quad m\text{-a.e.}
\]

Since it holds

\[
\inf_{x>0} \psi_{-\lambda}(x) \geq 0 \iff \lambda \leq \lambda_0
\]

(see e.g., [8, Lemma 6.7]), it follows \( \lambda \in (0, \lambda_0] \).

Let \( \lambda \in (0, \lambda_0] \). We show \( \Phi \nu_\lambda = \nu_\lambda \). From Proposition 5.5, it is enough to show

\[
\psi_{-\lambda}(x) = G_\mu(x).
\]

It holds

\[
G_\mu(x) = \int_0^x dy \int_y^\infty \lambda \psi_{-\lambda}(z) dm(z)
\]

\[
= x - \lambda \int_0^x dy \int_0^y \psi_{-\lambda}(z) dm(z)
\]

\[
= \psi_{-\lambda}(x).
\]
6 Appendix: Existence of the Laplace transform of spectral measures

We give a sufficient condition of existence of the Laplace transform of spectral measures by applying the theory of strings with singular boundary developed by Kotani [17].

At first we recall the strings with a left entrance boundary. We say that a function $w : \mathbb{R} \to [0, \infty]$ is a string on $\mathbb{R}$ if $w$ is non-decreasing and right-continuous. Set $\ell = \inf \{ x \in \mathbb{R} \mid w(x) = \infty \}$. We assume the boundary $-\infty$ is regular or entrance; $\int_{-\infty}^{\delta} w(x) dx < \infty$ for some $\delta < \ell$. By a similar argument for a string on $(0, \infty)$, there exists a spectral measure $\sigma$ on $(0, \infty)$ such that the transition density $q(t, x, y)$ w.r.t. $dw$ for $\frac{d}{dw} \frac{d}{dx}$ (generalized) diffusion with Neumann boundary condition at $-\infty$ is given by

$$q(t, x, y) = \int_0^\infty e^{-\lambda t}\varphi_{-\lambda}(x)\varphi_{-\lambda}(y)\sigma(d\lambda),$$  \hspace{1cm} (6.1)

where the function $u = \varphi_\lambda$ is the solution for the following equation:

$$\frac{d}{dw} \frac{d}{dx} u = \lambda u, \quad u(0) = 1, \quad \frac{d^+}{dx} u(0) = 0 \quad (\lambda \in \mathbb{R}, -\infty < x < \ell) \hspace{1cm} (6.2)$$

For a string $m$ on $(0, \infty)$, its dual string $w = m^*$ defined by

$$m^*(x) = \inf \{ y > 0 \mid m(y) > x \} \hspace{1cm} (6.3)$$

is a string on $\mathbb{R}$. In addition, if the boundary 0 for $m$ is regular or exit, then the boundary $-\infty$ for $m^*$ is regular or entrance, accordingly. The spectral measure $\sigma$ of $-\frac{d}{dm^*} \frac{d}{dx}$ is represented by the spectral measure $\theta$ of $-\frac{d}{dm} \frac{d}{dx}$ as follows:

**Proposition 6.1** (Yano [30, Theorem 2.2]). Let $m$ be a string on $(0, \infty)$ and let $m^*$ denote its dual string. Assume the following holds:

$$(S^*) \quad \int_0^\infty \lambda e^{-\lambda t}\sigma(d\lambda) < \infty \quad \text{for all } t > 0. \hspace{1cm} (6.4)$$

Then the condition $(S)$ holds for $\frac{d}{dm} \frac{d}{dx}$ and it holds

$$\theta(d\lambda) = \lambda \sigma(d\lambda) \quad \text{on } (0, \infty). \hspace{1cm} (6.5)$$

We recall a result of Kotani [17] of the tail behavior of the spectral measures for strings on $\mathbb{R}$.

**Proposition 6.2** (Kotani [17, pp. 803–804]). Let $w$ be a string on $\mathbb{R}$ whose boundary $-\infty$ is regular or entrance. Let $\phi : [0, 1] \to [0, \infty)$ be a function satisfying the following three conditions:

(i) $\phi$ is a strictly-increasing, convex function and $\phi(0) = 0, \phi'(1-) < \infty$. 
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\((ii)\) \(\limsup_{y \to +0} \phi(xy)/\phi(y) < \infty \) \((x > 0)\).

\((iii)\) \(\liminf_{y \to +0} \phi(xy)/\phi(y) > 0 \) \((0 < x \leq 1)\).

Then
\[
\int_{-\infty}^{\delta} \phi(W(x))dx \in (0, \infty) \quad \text{for some } \delta < \ell
\] (6.6)

if and only if
\[
\int_{0}^{1} p(t)\phi(t)dt < \infty,
\] (6.7)

where
\[
W(x) = \int_{-\infty}^{x} w(y)dy \quad (x \in \mathbb{R}) \quad \text{and} \quad p(t) = \int_{0}^{\infty} e^{-\lambda t} \sigma(d\lambda) \quad (t > 0).
\] (6.8)

Now we can show the result we aimed at.

**Proposition 6.3.** Let \(m\) be a speed measure and \(s\) be a scale function on \((0, b)\) \((0 < b \leq \infty)\). Then if \(|s(0)| < \infty\) and
\[
m(x, c] \leq C(s(x) - s(0))^{-\delta} \quad (0 < x < c)
\] (6.9)

for some \(C > 0\), \(0 < c < b\) and \(0 < \delta < 1\), the condition \((S)\) holds.

**Proof of Proposition 6.3.** Define \(\bar{s}(x) := s(x) - s(0)\) and denote its inverse function by \(\bar{s}^{-1}\). By considering \(dm(\bar{s}^{-1}(x))\) instead of \(dm\), we may assume without loss of generality that \(s(x) = x\). We may also assume that \(b > 1\) and \(c = 1\). By abuse of notation, we denote a string defined through the measure \(m\) by
\[
m(x) = \begin{cases} -m(x, 1] & (0 < x < 1), \\
m(1, x] & (x \geq 1). \end{cases}
\] (6.10)

Since it holds that \(|m(x)| \leq Cx^{-\delta} \) \((0 < x < 1)\), we have
\[
m^*(x) \leq C^{1/\delta}|x|^{-1/\delta} \quad (x < -C).
\] (6.11)

Then it follows for \(M^*(x) = \int_{-x}^{x} m^*(y)dy\) that
\[
M^*(x) \leq C'|x|^{-(1/\delta - 1)} \quad (x < -C)
\] (6.12)

for some \(C' > 0\). When we take \(\beta > 1\) so that \(\beta(1/\delta - 1) > 1\), we have
\[
\int_{-\infty}^{-C} M^*(x)^{\beta}dx < \infty.
\] (6.13)

From Proposition 6.2 for \(\phi(t) = t^\beta\), this yields
\[
\int_{0}^{1} p(t)t^{\beta}dt < \infty.
\] (6.14)

Note that, since the function \(p\) is non-increasing, it follows from (6.7) that \(p(t) < \infty \) \((t > 0)\). Therefore, combining with Proposition 6.1, we obtain the desired result. \(\square\)
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